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D’année en année, la diminution de la taille des transistors dans les procédés de 
fabrication CMOS permet une intégration de plus en plus grande des systèmes numériques. 
Certaines fonctions comme le filtrage, jusqu’alors réalisées de manière analogique, sont 
maintenant traitées numériquement sur un seul circuit intégré. Cette évolution requiert la 
présence d’une interface analogique numérique en entrée ainsi que d’une interface numérique 
analogique en sortie pour communiquer avec le monde extérieur. Afin d’être compétitive par 
rapport au tout analogique, cette solution nécessite l’intégration de ces deux types d’interfaces 
et de la partie du traitement numérique sur un seul circuit. La technique communément 
utilisée sur les applications commerciales pour réaliser les interfaces analogiques numériques 
est celle des capacités commutées. Toutefois cette méthode est difficilement compatible avec 
un procédé technologique CMOS digital puisqu’elle nécessite des capacités linéaires flottantes. 
Ce type de capacités est réalisé essentiellement de deux manières : 
-Avec deux couches de polysicilium, ce qui ajoute des étapes de fabrication 
supplémentaires et donc un coût du circuit plus élevé. 
-En faisant un empilement poly-métal1-métal2, ce qui procure une capacité linéaire 
flottante dont la composante parasite vers la masse peut atteindre la moitié de sa 
valeur. La valeur faible de la capacité vis a vis de la surface augmente considérablement 
la taille du circuit. 
Une alternative à cette technique, qui est celle des courants commutés, présente l’avantage de 
ne pas nécessiter de capacités flottantes. Elle est donc totalement compatible avec un procédé 
de fabrication CMOS digital. Un autre avantage vient du fait que la précision d’un intégrateur 
réalisé en courant commuté ne repose sur aucun appareillement de transistors ou de capacités. 
De plus, comme le signal est véhiculé sous forme de courant, sa dynamique n’est pas limitée 
par la tension d’alimentation. La tendance actuelle de baisser les tensions d’alimentation, suite 
aux applications fonctionnant sur batterie et aux tensions de claquage des transistors plus 
faibles, rend cette nouvelle technique encore plus intéressante. 
La réalisation d’interfaces analogiques numériques utilisant la technique des courants 
commutés a fait l’objet de nombreux travaux de recherche récents. Les études sur les 
convertisseurs analogiques numériques se divisent essentiellement en deux tendances, les 
convertisseurs algorithmiques cycliques ou pipelines et les convertisseurs sur-échantillonnés, 
essentiellement les modulateurs Sigma Delta. 
Dans le domaine des convertisseurs sur-échantillonnés, la réalisation de modulateurs 
Sigma-Delta rapides semble possible, par exemple, un convertisseur Sigma Delta du quatrième 
ordre ayant une précision de 9 bits pour une bande passante de 625 kHz a été réalisée dans un 
procédé CMOS 0.8µm. Par contre, l’étude de convertisseurs analogiques numériques sur-
échantillonnés de haute précision à base de cellules à mémoire de courant n’a pas encore 
vraiment abouti. 
Ces travaux de thèse, effectués au sein de l’équipe Télécommunication Circuit et 
Système, sont consacrés à l’étude de la technique des courants commutés pour la conversion 
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analogique numérique à sur-échantillonnage. L’étude de convertisseurs analogiques 
numériques comprend deux niveaux : l’étude des architectures et la conception de circuits. Les 
différentes architectures existantes pour la conversion analogique numérique peuvent être 
réalisées à partir des deux techniques : capacités commutées ou courants commutés. Dans 
cette thèse, la technique des courants commutés a été étudiée dans le contexte de la 
conversion analogique numérique Sigma Delta dont le principe est basé sur le sur-
échantillonnage du signal analogique et la mise en forme du bruit de quantification. L’examen 
de l’état de l’art de la technique des courants commutés, au début de la thèse a montré que la 
cellule mémoire S²I est une solution pour améliorer les performances de la cellule mémoire SI. 
Cependant, les performances et les défauts de cette cellule mémoire ont un impact direct sur 
les performances du modulateur Sigma Delta. Deux autres blocs élémentaires sont également 
étudiés lors des applications de la conversion, à savoir l’intégrateur et le comparateur de 
courant. 
La deuxième partie de nos travaux concerne la chaîne de décimation. En sortie du modulateur, 
la fréquence des données étant élevée, un sous-échantillonnage est alors nécessaire pour 
revenir à la fréquence de Nyquist. Une étude des différentes structures de filtres est effectuée ; 
la structure multi-étage a été retenue car elle réduit considérablement la complexité du filtre de 
décimation.  
Cette thèse est organisée en quatre chapitres dont le premier est consacré à la présentation de 
la technique des courants commutés. Un état de l’art des circuits réalisés utilisant la technique 
S²I est également présenté. Dans la dernière partie de ce chapitre, les différents problèmes 
rencontrés dans les circuits à courants commutés S²I et les solutions proposées dans la 
littérature sont abordés. 
Dans le Chapitre2, tout d’abord nous décrivons le principe de la conversion analogique 
numérique Sigma Delta. Ensuite une étude temporelle du premier ordre et une analyse de 
stabilité du deuxième ordre en fonction de l’évolution des sorties des deux intégrateurs sont 
présentées. Enfin, nous décrivons le principe de la chaîne de décimation et les différents blocs 
du filtre décimateur. 
Nous consacrons le Chapitre3 à la modélisation et la simulation des circuits à courants 
commutés en vue de la conception d’un modulateur Sigma Delta. Ce chapitre débute par une 
présentation générale des caractéristiques des deux cellules mémoires SI et S²I et leur 
comportement par rapport au modulateur Sigma Delta du second ordre. Les différents blocs 
qui constituent le modulateur Σ∆ sont détaillés et simulés, ainsi que l’architecture adoptée en 
mode courant pour l’intégration sur une puce en technologie CMOS 0.6µm en triple niveau 
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du métal. A la fin de ce chapitre, nous décrivons le banc de test de ce modulateur et les 
différents résultats de mesures.  
Enfin dans le Chapitre 4, nous présentons la simulation et la conception du filtre décimateur 
proposé. Le principe du filtrage numérique est décrit et les simulations des différents blocs qui 
constituent la chaîne de décimation sont réalisées sous l’environnement MATLAB. Une 
description comportementale du circuit de décimation est réalisée dans un fichier VHDL et le 
résultat de test du convertisseur Sigma delta est également présenté. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Introduction Générale  
 6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapitre I : Introduction à la technique des courants commutés 
 7 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Introduction à la technique des courants commutés 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapitre I : Introduction à la technique des courants commutés  
 8 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapitre I : Introduction à la technique des courants commutés 
 9 
 
INTRODUCTION 
 
La technologie Métal Oxyde Semi conducteur ( MOS ) [All-87] a été développée pour 
la conception des circuits numériques en VLSI (Very Large Scale Intégration). Cette 
technologie à été utilisée, au départ, pour la conception de microprocesseurs et de mémoires. 
Ces dernières années, la technologie MOS a beaucoup progressé permettant 
l'intégration de systèmes avec des fonctions analogiques et numériques. L'utilisation des 
transistors MOS pour la réalisation et la conception des fonctions analogiques engendre de 
nombreux compromis et  présente un grand défi. 
Pour les systèmes analogiques, tels que, les amplificateurs opérationnels, les 
comparateurs et les tensions de références, les performances sont inférieures à leur équivalent 
en bipolaire. Par contre, cette technologie est mieux maîtrisée et présente un grand intérêt au 
niveau de la fabrication, car elle nécessite une surface moins importante que celle de la 
technologie bipolaire. 
 
I- PRINCIPE DE FONCTIONNEMENT DU TRANSISTOR MOS 
 
La configuration Métal Oxyde Semi-conducteur (MOS) permet de contrôler le 
phénomène de conduction entre deux électrodes (drain et source) par un champ électrique 
produit par une tension appliquée sur une troisième électrode appelée grille. Il existe deux types 
de transistors MOS ou MOSFET. Dans notre étude, nous nous intéressons au fonctionnement 
du transistor MOSFET à enrichissement dont la représentation symbolique est la suivante :  
G
Type N Type P
D
S
D
S
G
 
Figure I- 1 : Les symboles du transistor à enrichissement. 
Aucun canal n'existe entre la source et le drain pour une polarisation nulle de la grille. 
Le courant est donc nul entre la source et le drain. Pour qu'un courant prenne naissance, il est 
nécessaire de créer ce canal en appliquant une polarisation adéquate sur la grille.  
I-1- Expressions analytiques du courant  
 
Nous allons décrire, les expressions analytiques des courants dans les deux zones de 
fonctionnement du transistor NMOS à enrichissement. 
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• Région ohmique : 
La région ohmique est appelée aussi région de non-saturation ou de triode. La 
conductivité du canal est commandée par la tension VDS. La région ohmique étant définie par 
VGS-VT >VDS ( où VGD= VGS-VDS > VT). Selon l’analyse théorique de la région ohmique, la 
caractéristique du drain est donnée par :  
 ( )( )2DSDSTGSoxnD VVVV2L2 WCµI −−=  Eq I- 1 
où L et W  désignent, respectivement, la longueur et la largeur du canal, µn la mobilité des 
porteurs dans le canal, Cox la capacité de la  grille par unité et VT  la  tension de seuil qui 
dépend de Cox, des densités de dopage du drain et de la source de type N et du substrat de 
type P. 
 
• Région de saturation :  
Idéalement, ID est constant et indépendant de VDS dans la région de saturation pour 
laquelle VGS-VT<VDS. Le courant ID ne dépend que de la tension effective VGS-VT de 
commande selon l’équation suivante :  
 ( ) DS2TGSoxnD IVVL2
WCµI ≡−=  Eq I- 2 
L’ajout de l’indice S à ID indique qu’on considère le courant de saturation du drain dans cette 
région. La ligne de démarcation, entre la région ohmique et celle de saturation est donnée par 
VGS-VT =VDS. Le remplacement de VDS par cette valeur dans l’équation (Eq I-2) nous donne 
l’équation (Eq I-3). La courbe en pointillée représentées sur la figure I-2 indique la frontière 
entre la région ohmique et celle de saturation, son équation est :  
 2
DS
oxn
D VL2
WCµI =  Eq I- 3 
Le rapport (W/L) joue un rôle fondamental en conception, il sert de facteur d’échelle pour le 
courant de drain. On peut fabriquer sur une même puce des MOSFET à même tension de 
seuil VT qui possèdent des courants drains sources différents en fonction des rapports de leurs 
dimensions. Dans les procédés de fabrication classiques, on a:  
 2oxn2 V/µA50
2
CµV/µA10 ≤≤  Eq I- 4 
La figure I-2 représente les caractéristiques courant-tension, tirées des équations Eq I-
1 et Eq I-2, d’un transistor MOS à enrichissement à canal N. On obtient la ligne de 
démarcation entre les régions ohmique et de saturation, représentée à la figure I-2, en traçant 
la parabole de l’équation Eq I-3.  
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La caractéristique de transfert d’un transistor MOS est la courbe représentative de ID 
en fonction de VDS à VGS constant dans la région de saturation.  
Tension drain source VDS
1 2 3 4 5 6
3.0
3.5
4
4.5
5
5.5
6
Région ohmique Saturation
C
ou
ra
nt
 d
ra
in
 I D
, µ
A
50
100
150
200
250
300
1 2 3 4 5 6
Tension grille source VGS
C
ou
ra
nt
 d
ra
in
 I D
, µ
A
50
100
150
200
250
300
VT
 
 
Figure I- 2 : Caractéristique de sortie d’un NMOS à enrichissement. F
En réalité, ID augmente légèrement avec VDS dans la région de saturation en raison de la 
modulation de longueur du canal, effet analogue à la modulation de largeur de base d’un 
transistor bipolaire. Les vrais caractéristiques prolongées dans le deuxième quadrant (figure I-
3) se coupent à VDS = -1/λ ; la grandeur 1/λ est appelée tension d'Early.  
L 'expression du courant est alors donnée par : 
 ( ) ( )DS2TGSoxnDS V1VVL2
WCµI λ+−=  Eq I- 5 
VDS
ID
λ−
1
VGS
 
Figure I- 3 : Effet de la modulation due longueur du canal. 
Remarque : Un MOSFET de même type, avec un canal de type P, présente des 
caractéristiques semblables, mais les courants et les tensions appliqués sont de signes opposés. 
Cependant, comme la mobilité des trous responsables de la conduction dans le canal P est 
environ deux fois plus faible que celle des électrons du canal N, pour obtenir des 
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caractéristiques complémentaires aux même conditions de polarisation, il faut que le PMOS 
ait un rapport (W/L) deux fois plus grand. 
 
I-2- Modèle petits signaux 
 
En régime dynamique (AC), le schéma équivalent en petits signaux est donné ci-dessous : 
CGD
gmVGS+gmbVBSCGS CDSS
CSS
rds
Grille
Source
Drain
Substrat
 
Figure I- 4 : Schéma équivalent du MOSFET en petits signaux. 
 
Dans ce schéma, gm est la pente ou la transconductance. Son expression est donnée par :  
 
 ( )TGSoxn
GS
DS
m VVL
WCµ
V
Ig −=
∂
∂
=  Eq I- 6 
rds est la résistance différentielle entre le drain et la source : 
 
DS
DS
DS
ds
I
V
I
r
1 λ≈
∂
∂
=  Eq I- 7 
Ce sont les deux éléments les plus importants dont on doit en tenir compte en priorité lors 
d'une approximation en basse fréquence. CGS désigne la capacité grille source, son expression 
est donnée par :  
 ( ) oxDGS CL2LWC −=  Eq I- 8 
et Css représente la capacité substrat source, son expression est donnée par : 
 ( )
0J
B
BS
D
SS CV1
L2LWC



Φ−
−
=
 Eq I- 9 
LD : La longueur de la diffusion latérale sur la longueur du canal. 
ΦB : Le potentiel de Fermi. 
I-3- Le MOSFET en porte analogique  
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Le transistor MOS est fréquemment utilisé comme interrupteur permettant 
l'échantillonnage de signaux analogiques. Deux caractéristiques fondamentales font du 
MOSFET un interrupteur “idéal’’ : 
- le composant ne présente pas une tension d’offset, la caractéristique ID=f(VDS) passe par 
l’origine ; 
- l’électrode de commande (la grille) est isolée électriquement du signal à transmettre. 
Le schéma de principe est représenté ci-dessous : 
 
CL CLRL RL
S1
Ve Ve
T1
VGVH
VL
VGS
 
 
Figure I- 5 : Le  transistor MOS comme interrupteur idéal. 
Si on suppose que la tension d’entrée est sinusoïdale de la forme : 
 ( )ft2sinEVe π=  Eq I- 10 
et si la tension de grille VG=VL est négative, alors : 
 


−=⇒=>
+=⇒−=<
−=
EVV,EV,0V
EVV,EV,0V
VVV
LGSee
LGSee
eLGS
 Eq I- 11 
Si VL est suffisant négative, alors la tension VGS est inférieure à la tension de seuil ( VGS<VT ). 
Dans les deux cas le MOSFET est bloqué, l’interrupteur est alors équivalent à un circuit 
ouvert.  
Si la tension de grille VG=VH est positive, alors : 
 


−=⇒=>
+=⇒−=<
−=
EVV,EV,0V
EVV,EV,0V
VVV
HGSee
HGSee
eHGS
 Eq I- 12 
Si de plus VH est suffisamment positive, alors la tension VGS est supérieure à la tension de seuil 
(VGS>VT ). Dans les deux cas le MOSFET est passant, l’interrupteur est alors équivalent à une 
résistance finie rds. 
En réalité, des éléments parasites associés causent un disfonctionnement dû aux non-
idéalités de l'interrupteur qui se manifestent par des courants de fuites et des chutes de 
tensions.  
On peut citer comme éléments parasites :  
- Les capacités entre  les différentes régions du composant CGS, CGD, CSB, CDB. 
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- La résistance finie rds du canal, lorsque le MOSFET est conducteur. 
 
Substrat
CGDCGS
CSB CDB
DrainSource
VGS
rds
S1
CSB CDB
Drain
Substrat
Source
CGDCGS
VGS
 
 
Figure I- 6 : L’interrupteur non idéal avec un transistor MOS. 
 
L'expression de la résistance finie rds du canal lorsque le transistor est conducteur dans sa 
région ohmique est égale à : 
 
( )TGS
oxn
1
0VDS
D
ds VV
1
L
WCµ
1
V
Ir
DS
−
=



∂
∂
=
−
=
 Eq I- 13 
On en déduit que cette résistance est l'inverse de la pente du transistor MOS, dans sa région 
de saturation, en appliquant la même tension grille source. 
 
m
ds g
1r =  Eq I- 14 
où gm est la transconductance du transistor. 
Pour diminuer la résistance rds, on doit augmenter le rapport (W/L), mais de ce fait, les 
capacités augmentent proportionnellement. De même, si la tension grille source est augmentée 
(VGS ≥ VT) pour diminuer rds, on augmente les courants de fuites provenant du signal de 
commande à travers CGS et CGD. 
Pour un élément de petite taille (W/L =1), le courant de fuite entre le drain et la 
source est de l'ordre de 1 pA quand le transistor est bloqué. Dans la région passante, la 
résistance est de l'ordre du kΩ. Cette résistance est non linéaire, elle est fonction des tensions 
appliquées et de la température; on devra donc tenir compte de ces caractéristiques lors de son 
utilisation. 
Dans la conception des circuits intégrés MOS, ces portes analogiques (switch) sont 
utilisées pour échantillonner des tensions ou pour transférer des charges entre condensateurs 
sur la puce. La gamme de variation des ces condensateurs est de 1 à 100 pF, ainsi les 
constantes de temps dues aux valeurs de rds ne présentent pas de problèmes. Par exemple, un 
interrupteur ayant une rds de valeur égale à 1 KΩ chargeant une capacité de 100 pF présente 
un temps d'établissement inférieur à 1µs à 0.01% de la valeur finale. Cette vitesse est 
acceptable pour beaucoup d’applications analogiques. 
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II- LES BASES DE LA TECHNIQUE DES COURANTS COMMUTES 
 
La technologie Métal Oxyde Semi-conducteur (MOS) a permis la réalisation de circuits 
analogiques en temps continu destinés à des applications hautes fréquences, mais à faible 
précision. Par contre, en temps discret, elle est destinée à des applications dans le domaine des 
basses fréquences et de haute précision. La technique des capacités commutés est utilisée 
depuis deux décennies pour le traitement du signal analogique en temps discret. Cette 
technique est basée sur l’utilisation de capacités, d’interrupteurs et d’amplificateurs 
opérationnels pour réaliser des intégrateurs, des filtres et des convertisseurs analogiques 
numériques et numériques analogiques. 
Toutefois, cette technique se trouve confrontée à des inconvénients majeurs qui 
limitent ces circuits, à savoir : 
• La fréquence d’échantillonnage des circuits à capacités commutées limitée par la bande 
passante des amplificateurs opérationnels MOS, limitant ainsi la fréquence du signal 
analogique à traiter. 
• L’utilisation de capacités flottantes, à double armature en poly-silicium qui n’est pas 
compatible avec le processus de fabrication des circuits intégrés logiques, et qui 
nécessite des étapes de fabrication supplémentaires. 
Vers la fin des années 80, une nouvelle technique, dite à courants commutés, a été 
proposée comme solution aux obstacles technologiques de la technique à capacités 
commutées. Dans cette technique, l’information analogique est véhiculée sous la forme de 
courant et les applications à des systèmes à courants commutés seront identiques à celles des 
capacités commutées. 
A l’origine, la technique des courants commutés a été développée pour des circuits 
conçus avec la technologie CMOS, parce qu’elle était la plus employée dans la réalisation de 
circuits à faible puissance et à grande densité d’intégration. 
 
II-1- Le miroir de courant  
 
Le miroir de courant est l’élément de base des circuits en mode courant, il est très 
utilisé dans les circuits intégrés analogiques. La figure (I-7) montre la configuration de base du 
miroir de courant type NMOS. Le transistor M1 est connecté en diode pour fixer la même 
tension Grille-Source aux bornes des deux transistors M1 et M2 et reproduire un courant 
constant Is à travers le transistor M2.  
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M1
CGS VGS
M2
Iref Is
 
 
Figure I- 7 : Miroir de courant. 
 
Le courant Iref est donné par : 
 ( )21T1GS
1
1oxn
ref VVL2
WCµI −=  Eq I- 15 
où µn désigne la mobilité des électrons dans le canal, Cox la capacité de la grille par unité 
de surface, et W1 et L1 la largeur et la longueur respectives du transistor M1. 
 Tandis que le courant de sortie traversant M2 est donné par : 
 ( )22T2GS
2
2oxn
s VVL2
WCµI −=  Eq I- 16 
Sachant que VGS1=VGS2 et que les tensions de seuils VT1 et VT2 sont identiques pour M1 
et M2, le rapport entre les deux courants est donné par : 
 ( )( )21
12
1
1
2
2
ref
s
LW
LW
L
W
L
W
I
I
=








=  Eq I- 17 
Cette équation montre comment ajuster le rapport W/L des deux transistors pour 
obtenir le courant de sortie désiré. Si les deux MOSFETs ont les mêmes dimensions, le même 
courant traversera chaque MOSFETs. 
En se basant sur cette structure, on peut concevoir des circuits à courants commutés. 
Ceci est réalisé en ajoutant un interrupteur entre les deux transistors M1 et M2, ce qui nous 
mène à la cellule mémoire de première génération [Hug- 89].  
 
II-2- La cellule mémoire de première génération SI 
 
La cellule mémoire de première génération [Hug-89] est illustrée à travers la figure I-8. 
Elle consiste essentiellement en un miroir de courant avec un interrupteur de contrôle S1. 
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ID1
M1
J
ID2
J
CGS1 CGS2
Is
M2
S1
Ie
1Φ 2Φ
horloge S1
phase phase
 
Figure I- 8 : La cellule mémoire de première génération. 
 
Pendant la phase Φ1, l’interrupteur S1 est fermé, le circuit fonctionne comme un 
miroir de courant classique. Les expressions des courants dans les transistors M1 et M2 
s’écrivent : 
 ( )1T1GS
1
1oxn
e1D VVL2
WCµIJI −=+=  Eq I- 18 
 ( )2T2GS
2
2oxn
s2D VVL2
WCµIJI −=−=  Eq I- 19 
Si 
2
2
1
1
L
W
L
W
=  et 2T1T VV =  alors 2D1D II =  et es II −=  
Pendant la deuxième phase Φ2, l'interrupteur S1 est ouvert et la capacité CGS2 maintient 
la tension grille source correspondante à VGS1(Φ1) de la phase précédente Φ1. L’expression du 
courant de sortie devient alors : 
 ( )
1
tI)t(I es Φ∈−=  Eq I- 20 
où 
1
t Φ∈ désigne l’instant ou l’horloge passe de la phase 1Φ à la phase 2Φ . 
 
On Off On Off On Off On Off On
t
-Ie Is
1Φ 2ΦΦ 1Φ 2Φ 2Φ 2Φ 2Φ1Φ 1Φ 1Φ
0 T 2T 3T 4T 5T  
 
 Figure I- 9 : Signaux d’entrée et de sortie d’une cellule première génération. 
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Le courant de sortie Is de la cellule mémoire de première génération, suit les variations 
de Ie pendant la première phase. Ensuite, il échantillonne et bloque la valeur de Ie pendant la 
deuxième phase comme le montre la figure I-9. Ce circuit fonctionne en fait comme un 
suiveur-bloqueur. 
Si la commande de l’interrupteur S1 est un créneau de période T et de rapport cyclique 
1/2 , le courant de sortie discrétisé aux instants nT, est : 
 ( ) 


2
T - T.nI - = T.nI eS  Eq I- 21 
La cellule mémoire introduit donc un retard égal à T/2 avec inversion de signe et la 
fonction de transfert en Z est donnée par : 
 ( )( )
21-
e
S z - = 
zI
zI  Eq I- 22 
On voit tout de suite que l’erreur de désaccord entre les transistors M1 et M2 de la 
cellule mémoire de première génération est le défaut principal qui dégrade la bonne recopie du 
courant. Cette erreur de désaccord est dûe au processus technologique et aux variations des 
paramètres physiques, telles que la tension de seuil VT, la transconductance ( L
wcoxnµ
=β ) et la 
modulation de longueur du canal λ. On suppose que 2DS1DS VV ≈  est maintenue 
approximativement constante. Ces différentes erreurs de désaccord sont exprimées comme 
suit: 
β2=β1+∆β, VT2=VT1+∆VT et λ2= λ1+∆λ 
Les courants de drain peuvent être écrits comme suit : 
 ( ) ( )1DS121TGS1e1D V1VV2IJI λ+−
β
=+=  Eq I- 23 
 ( )( ) ( )( )1DS12T1TGS1s2D V1VVV2IJI λ∆+λ+∆+−
β∆+β
=−=  Eq I- 24 
Le rapport de ces deux expressions donne : 
 ( ) 



λ+
λ∆
+



−
∆
−


−
∆
+



β
β∆
+==ε+
1DS
1DS
1TGS
T
2
1TGS
T
11D
2D
V1
V1
VV
V2
VV
V11
I
I1  Eq I- 25 
où ε exprime l’erreur de désaccord.  
On donne alors l’expression ( )es IfI =  en fonction de ε : 
 ( ) JI1I es ε−ε+−=  Eq I- 26 
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On peut constater que cette erreur de désaccord cause des erreurs de gain et d’offset. Ceci a 
conduit à la création de la cellule mémoire de deuxième génération [Hug- 90-1]. 
 
II-3- La cellule mémoire de deuxième génération SI 
 
La cellule mémoire de deuxième génération est constituée de trois interrupteurs, d’une 
source de courant et d’un seul transistor mémoire M1 de manière à éviter les problèmes 
d’appariement entre transistors. Le cycle de fonctionnement de la cellule mémoire de courant 
de deuxième génération se compose de deux phases : une phase d’acquisition (figure I-10-a) et 
une phase de restitution (figure I-10-b). La figure I-10 représente son schéma de principe. 
 
(c) Signaux de commande des interrupteurs
ID
J
M1
CGS VG
S1i S1v
S2i
Φ1i Φ2i
Φ1v
(a) Phase d'acquisition
ID
J
M1
CGS VG
S1i
S1v
S2i
Φ1i Φ2i
Φ1v
(b) Phase de restitution
Φ1i
Φ1v
Φ2i
Ie Is IsIe
 
 
Figure I- 10 : Schéma de principe de la cellule mémoire de deuxième génération. 
 
Les interrupteurs S1i et S2i sont des interrupteurs de courant, ils permettent l’acquisition 
ou la restitution du signal analogique dans la cellule mémoire. Leurs signaux de commande 
Φ1i, Φ2i doivent être tels qu’à tout moment le courant circule dans le transistor mémoire et 
soient  en opposition de phase tout en se chevauchant.  
L’interrupteur S1v est un interrupteur de tension permettant de connecter le transistor 
mémoire en diode pendant la mémorisation. Son signal de commande doit passer à l’état haut 
simultanément ou un peu avant le passage à l’état haut de Φ1i et à l’état bas de Φ2i afin 
d’assurer une bonne acquisition du courant d’entrée et pour que ce dernier ne soit pas dévié 
dans une branche d’impédance plus faible. 
Pendant la phase d’acquisition, les interrupteurs S1i et S1v sont fermés et l’interrupteur 
S2i est ouvert. La capacité de la grille se charge à la tension exigée par le transistor M1 pour 
assurer un courant de drain égal à la somme des courants d’entrée Ie et de polarisation J : 
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 ID = Ie + J Eq I- 27 
Pendant la phase de restitution, les interrupteurs S1i et S1v sont ouverts et l’interrupteur 
S2i est fermé. Le transistor M1 se comporte alors comme un générateur de courant capable de 
débiter un courant égal à la somme des courants d’entrée Ie et de polarisation J grâce au 
maintien de VGS à travers CGS. Le courant de sortie IS, est ainsi égal à l’opposé du courant 
d’entrée Ie, retardé d’une demi-période d’échantillonnage :  
 ( )eDS IJJIJI +−=−=  Eq I- 28 
 eS II −=  Eq I- 29 
 ( )( )
2/1
e
S
zI
zI
−z-  =  Eq I- 30 
Le courant ainsi restitué est totalement indépendant de tout appariement des transistors et de 
la linéarité de la capacité de mémorisation CGS. 
La cellule mémoire de deuxième génération constitue la cellule mémoire de base de la 
technique à courant commuté. Celle ci permet de s’affranchir de la condition d’appariement 
parfait qu’impose la cellule mémoire de première génération pour obtenir une bonne précision 
de recopie. Mais un autre problème est engendré par l’interrupteur S1v à la fin de phase 
d’acquisition. En effet, l’ouverture de cet interrupteur cause un écoulement de charges dans le 
transistor mémoire M1, ce qui cause une variation de potentiel δVGS, engendrant une erreur 
sur le courant de drain ID dite erreur d’injection de charge δIinj. Le courant de sortie de la 
cellule mémoire de deuxième génération est affecté par cette erreur et son expression est 
donnée par : 
 injes III δ+−=  Eq I- 31 
 John Hughes et Kenneth Moulding [Hug-93] ont proposé une nouvelle structure 
dérivée de la cellule mémoire de deuxième génération. C’est la cellule mémoire S2I qui est la 
solution permettant de diminuer l’erreur d’injection de charge qui dépend du signal d’entrée. 
 
II-4- La cellule mémoire S2I  
 
La cellule mémoire S2I, proposée par J.Hughes [Hug-93] est une dérivée de la cellule 
mémoire de deuxième génération SI à laquelle une autre capacité de mémorisation ainsi que 
deux interrupteurs sont ajoutés. Le chronogramme des horloges de la phase d’acquisition est 
modifié puisqu’il faut deux phases lors de l’acquisition au lieu d’une seule. La cellule mémoire 
S2I et les signaux de commandes sont illustrés à travers la figure I-11. 
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S1i
Φ2i
Φ1a
Is
Φ1a
Φ2i
Ie
M1
CGS1
Φ1i
Φ1b
Φ1i
M2Vref
Φ1b
Φ1a CGS2
J
S1a
S1b
S1a
S2i
 
Figure I- 11 : La cellule mémoire de courant de base S2I. 
 
Le processus de mémorisation est effectué en deux phases de façon grossière dans le 
transistor NMOS (M1), ensuite affinée dans le transistor PMOS (M2) sur lequel l’erreur 
d’acquisition de la première phase est conservée (figure I-12). 
 
J+Ie
VDD
Ie
Vref
M2
M1
M2
1inje IIJ δ++
VDD
Vref
M1
M2
1inje IIJ δ++
2inje II δ+−
VDD
2inj2SG VV δ+
CGS1
CGS2
CGS1 CGS1
CGS2 CGS2
Ie
gd1
M1
gd2
gd1
gd1
gd2 gd2
gm1 gm1
gm1
gm2gm2gm2
1inj1GS VV δ+
1injIJ δ+ 2inj1inje III δ+δ+J
 
                    (a) La phase grossière          (b) La phase fine          (c) La phase de mémorisation 
 
Figure I- 12 : La cellule mémoire S²I durant la phase d’acquisition (la phase grossière-la phase 
fine) et durant la phase de mémorisation. 
 
Lors de la première phase Φ1a, dite phase grossière, la cellule mémoire S2I fonctionne 
comme la cellule mémoire de base. La grille du transistor M2 est reliée à une tension de 
référence et se comporte comme une source de courant, et le transistor M1 en configuration 
diode est traversé par un courant de valeur égale à eIJ+ . 
A la fin de la phase grossière Φ1a, M1 mémorise un courant égal à 1inje IIJ δ++ , où 1injIδ est 
l’erreur de courant qui dépend du signal d’entrée dû à l’ouverture de l’interrupteur S1a. Dans la 
deuxième phase d’acquisition Φ1b, dite phase fine, le transistor M2 est en configuration diode 
et sa tension de grille s’établit à une valeur telle que le courant de drain soit égal à l’inverse 
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d’un courant de valeur 1injIJ δ+ . Durant la phase de mémorisation, l’injection de charges est 
responsable de l’erreur 2injIδ  induite dans le transistor M2 à la fin de la phase Φ1b, cette erreur 
est faible puisque la variation de la tension est peu importante sur la grille du transistor M2 
pendant l’acquisition fine. Le courant de sortie est alors donné par: 
 2injes III δ+−=  Eq I- 32 
L'erreur de recopie de la cellule S2I sera bien plus faible que celle de la cellule mémoire 
de courant de base SI. Si on linéarise les éléments de la cellule mémoire S2I de courant, l'erreur 
faite par la cellule mémoire vaut ( ) emd Igg  alors que l'erreur de la cellule mémoire S2I est 
( ) e2md Igg  si 2d1d gg = et 2m1m gg =  . 
L’intérêt de cette cellule S2I est qu’elle asservit précisément son nœud d'entrée autour 
d'une tension fixe. En effet si JI 2inj <<δ , la tension mémorisée sur la capacité CGS2 est égale à 
refV . La tension du nœud d'entrée en fin de la deuxième phase est donc quasiment fixe quelle 
que soit la valeur du courant d'entrée eI . Dans le cadre de nos travaux nous utilisons la cellule 
S²I pour la réalisation du circuit modulateur Σ∆, bien que sa vitesse soit deux fois plus faible 
que la cellule SI. 
 
III- LES BLOCS DE BASES DE LA TECHNIQUE S²I DE COURANT 
COMMUTE 
 
Les différentes structures de la cellule mémoire, figures I-8, I-10, I-11, sont utilisées 
pour créer différents blocs, eux-mêmes utilisés pour la réalisation de circuits à temps discret. 
On notera à titre d’exemples les filtres, les convertisseurs A/N et N/A. On se propose, dans 
la partie suivante, de décrire les différents blocs en technique S2I utilisés pour le modulateur 
Σ∆.  
 
III-1- L'échantillonneur  bloqueur et la ligne à retard  
 
L’échantillonneur bloqueur et la ligne à retard ont le même principe de 
fonctionnement, ils sont constitués de deux ou n cellules mémoires misent en cascades [Bat-
93] (figure I-13). Chaque cellule mémoire S²I a une fonction retard égale à 2/1z−− . 
L’échantillonneur bloqueur et la ligne à retard introduisent donc un retard égal à n 
2
T  et  leur  
fonction  de transfert est :  
 ( )( ) ( ) ( )
n2
1
n
n
2
1
e
s z1zzI
zI −−
−=


−=  Eq I- 33 
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Les circuits échantillonneurs bloqueurs sont  utilisés pour pré-échantillonner le signal 
dans les systèmes de conversion A/N, et les filtres à temps discret. Les lignes à retard peuvent 
être utilisées par exemple dans les structures de filtre FIR (filtre à réponse impulsionnelle 
finie). 
 
Φ2i
Vref
Φ1i
Φ2a
M12
CGS1
M22
Φ2b
Φ2a CGS2
J
Φ1a
Ie
M11
CGS1
Φ1i
M21Vref
Φ1b
Φ1a CGS2
J
Ie
M1n
CGSn
M2nVref
CGS2
J
Isn
IDID ID
 
Figure I- 13 : La cascade de n cellules mémoires S²I constituant l'échantillonneur bloqueur 
(n=2) ou une ligne à retard (n arbitrairement). 
 
III-2- L'intégrateur S²I généralisé sans perte 
 
L'intégrateur est un bloc très utile dans les systèmes à temps discret. C'est la mise en 
cascade de deux cellules mémoires S²I fonctionnant en boucle fermée (figure I-14). 
 
Ζ−1/2
Ie IsΖ−1/2
 
 
Figure I- 14 : Le schéma bloc en Z de l’intégrateur. 
 
 Le coefficient d’amortissement de l’intégrateur varie selon la proportion du courant 
de sortie bouclé. Un intégrateur S²I généralisé sans perte qui réalise à la fois trois fonctions 
différentes : intégration avec retard, intégration sans retard et amplification [Hug-90] est 
illustré par la figure I-15. Les fonctions de transfert des courants de sortie IS1 et IS2 par rapport 
aux courants d’entrée I1 et I2 dépendent des instants d’échantillonnage des courants de sortie. 
Nous nous contenterons de donner les résultats des calculs, dans le cas où les courants de 
sorties IS1 et IS2 sont exploités durant la phase Φ1, ceux-ci s’expriment par : 
 321
2/1
11
1
11s IIz1
zI
z1
zI −
−
−
−
=
−
−
−
−
Φ  Eq I- 34 
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 321
2/1
1112s IIz1
zI
z1
1I −
−
+
−
−=
−
−
−Φ  Eq I- 35 
 Dans le cas où l’exploitation des sorties a lieu durant la phase Φ2 ; ces équations 
deviennent : 
 32111
2/1
21s IIz1
1I
z1
zI −
−
−
−
=
−−
−
Φ  Eq I- 36 
 321
1
11
2/1
22s IIz1
zI
z1
zI −
−
+
−
−=
−
−
−
−
Φ  Eq I- 37 
Φ2i
Vref
Φ1a
I1
M1
CGS1
Is1
M2
Φ1b
Φ1a CGS2
J
M8
M7
Φ1b
Φ1aCGS8
J
CGS7
Is2
Φ1a
M5
CGS5
M6
Φ2a CGS6
Φ2b
M4
Φ2b
Φ2a
CGS4
J
M3
CGS3
Φ2a
Φ2a
I2
I3
Φ1i
 
 
Figure I- 15 : Intégrateur S²I généralisé sans perte à courant commuté. 
 
Ce bloc est utilisé dans la plupart des circuits, comme par exemple les filtres et les 
convertisseurs de type Sigma-Delta.  
 
Remarque : le calcul des fonctions de transfert de tout circuit à courant commuté 
dépend des instants d’échantillonnage du signal d’entrée et des instants de lecture du signal de 
sortie. Les signaux sont en effet échantillonnés durant les deux phases du signal d’horloge 
global contrôlant le circuit, ce qui introduit le terme 21−z dans les équations (Eq I-34, Eq I-35, 
Eq I-36, Eq I-37).  
 
III-3- Le différentiateur où dérivateur   
 
Le différentiateur est un bloc très utile [Hug 90-2], il peut être réalisé de la façon 
suivante :  
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Figure I- 16 : Schéma bloc d’un différentiateur. 
 
La fonction réalisée  en temps discret est une soustraction consécutive. La fonction de 
transfert du différentiateur est :  
 ( )( ) ( ) ( )1es z1z 1zzI
zI
−
−=
−
=  Eq I- 38 
IV- REDUCTION DE L’INFLUENCE DE L’INJECTION DE 
CHARGES DE LA CELLULE S2I  
 
La cellule mémoire S2I, représentée dans la figure (I-11), a été utilisée pour réaliser les 
différents blocs du modulateur Sigma Delta tout en supposant un fonctionnement idéal de 
cette cellule mémoire. En réalité, elle présente des non-idéalités introduisant des erreurs sur le 
courant de sortie.  
En effet, ces non-idéalités sont calculées sur le transistor M2 pour une dynamique 
d’entrée fortement réduite. De ce fait, la variation des valeurs du courant à conserver dans ce 
transistor de mémorisation vaut 1injI2δ , ce qui est moins important que la variation des valeurs 
du courant d’entrée dans le transistor M1, eI2 . La dynamique du courant dans le transistor M2 
( )1injI2δ  ne doit pas être confondue avec la dynamique d’entrée, qui reste égale à eI2 , comme 
dans la cellule mémoire SI. Ces non idéalités dues au phénomène d’injection de charges, au 
temps d'établissement et à la conductance de sortie, sont évaluées, comme dans la cellule 
mémoire SI, mais en utilisant le transistor M1 comme une source pilotée par la tension 
grossière de grille mémorisée, et le transistor M2 comme le transistor mémoire. Le calcul des 
composantes d’erreur est développé dans les paragraphes suivants. 
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IV-1- Erreur due au phénomène d’injection de charges   
 
Le problème d'injection de charges a été identifié dans les premières étapes du 
développement des circuits à capacités commutées [Staf-74, Sua-75, Hod-80]. Depuis, il y a eu 
plusieurs tentatives pour modéliser le phénomène d'injection de charges. En 1983, MacQuigg 
[Mac-83] a établi un modèle d'équations empiriques, validé par des mesures. En 1984 Sheu 
[She-84] a développé une expression analytique pour la tension d'erreur résultante de 
l’injection de charges sur le circuit échantillonneur bloqueur. En 1985, Wilson [Will-85] a 
présenté des mesures et des observations étendues sur le circuit échantillonneur bloqueur.  
L’ analyses du circuit de base avec la résistance Rs et la capacité Cs (figure I-17) a été 
présentée par Sheu [She-84]. 
RS
Ve
Mi
CS CL
Vg
V0 V+VT
fall
LH
t
VVU −=
Vg
VH
VL
tfall  
Figure I- 17 : Le circuit de base échantillonneur bloqueur. 
 
En1987, Wegmann[Weg-87], et puis, Eichenberger [Eich-89], ont montré que les 
charges injectées dans la capacité CL dépendent d'un paramètre de commutation B. Ce 
paramètre B relatif à la vitesse de transition d’horloge, est défini par l’équation suivante : 
 
L
oxn
TH UC
L
WCµ
)VV(B



−=  Eq I- 39 
où  
fall
LH
t
VV
dt
dVU −==  est le gradient de la transition du front descendant du signal de 
commande.  
On peut remarquer que : 
• Pour des valeurs faibles de B, correspondantes à un temps de transition  très court du 
signal d’horloge (tf<<10ns), les charges du canal se partagent également entre la 
source et le drain indépendamment du rapport CL/Cs. 
• Pour des valeurs importantes de B, correspondantes à un temps de transition long du 
signal d’horloge( tf>>10ns), les charges du canal se partagent selon la proportion du 
rapport CL/CS. 
• Pour des valeurs intermédiaires de B, la distribution des charges dépend de la valeur 
de B. 
• Si CL=Cs, l’attribution des charges du canal se fait de manière égale. 
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Une analyse complète du phénomène d'injection de charges n’est pas l’objectif de ce 
travail, mais une analyse approximative fournit une vision claire de la nature du problème. Un 
modèle simple a été attribué à l’interrupteur MOS (Mi) durant les deux états (état passant et 
état bloqué), montrés respectivement à l’aide de  la figure I-20. 
 
gds
Crec Crec
G
DS
Cgc
(a) état passant
VGS >VTi
(b)état bloqué
Crec Crec
G
DS
VGS < VTi
   
 
Figure I- 18 : Modèle du transistor MOS en fonctionnement interrupteur. 
 
Quand VGS>VTi, le canal est conducteur, Cgc consiste en une capacité répartie (figure I-
18-a) entre le drain et la source du transistor et Crec consiste en une capacité  de recouvrement  
répartie respectivement entre  la grille et la  source et entre la grille et le drain. Leurs 
expressions sont données par : 
 ( )Deffoxeffeffoxgc L2LWCLWCC −==  Eq I- 40 
 Deffoxrec LWCC =  Eq I- 41 
Leff : La longueur effective du canal. 
LD : La longueur de diffusion du canal. 
Weff : La largeur effective du canal. 
 
La charge totale du canal s’écrit : 
 ( ) gcTGScanal CVVQ i−=  Eq I- 42 
Quand VGs<VTi, la conduction du canal disparaît (figure I-18-b) et la charge du canal 
est évacuée dans le drain et la source. Cette charge dépend principalement du paramètre de 
commutation B (Eq I-39) à condition que les deux capacités soient identiques. 
Les sources principales de l’erreur d’injection de charges sont le couplage du signal 
d’horloge à travers les capacités parasites et la redistribution des charges stockées dans le canal 
du transistor interrupteur. 
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IV-2- Application à la cellule mémoire S²I 
 
La figure I-19 montre la cellule mémoire S²I durant la phase grossière avec les 
différentes capacités parasites (Crec) mises en jeu lors de la commutation de la cellule. La 
capacité CGS1 est celle entre la grille et la source du transistor M1. 
  
1GSV
M1
CGS1
Creci1
Creci1
M1i
Vg
VL
VH
 
 
Figure I- 19 : Cellule mémoire S²I durant la phase grossière avec les capacités parasites. 
 
Deux cas peuvent se présenter au cours d’une transition d’horloge. 
-Le premier cas correspond au transistor interrupteur M1i en mode conducteur, illustré 
dans la figure I-20-a. 
-Le deuxième cas correspond au transistor interrupteur en mode bloqué, illustré dans 
la figure I-20-b; son drain et sa source sont isolés. 
1GSV
M1
CGS1
Crec1i
Crec1i
Vg gds1i
(a)
1inj1GS VV δ+
M1
CGS1
Crec1i
Crec1i
Vg
(b)  
 
Figure I- 20 : Cellule mémoire S²I durant la phase grossière (a) avec un transistor interrupteur 
conducteur (b) avec un transistor interrupteur ouvert. 
 
La charge totale stockée dans le canal du transistor interrupteur M1i en mode 
conducteur (figure I-20) est donnée par :  
 ( )( )i1T1GSHi1reci1gccanal VVVC2CQ −−+=  Eq I- 43 
VH    :  le potentiel haut de la tension grille d’interrupteur. 
VGS1 : la tension grille source du transistor mémoire. 
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La charge injectée dans la grille du transistor mémoire M1 lors du blocage de M1i est 
formée de deux composantes. La première consiste en une portion de la charge stockée dans 
le canal de l’interrupteur. Elle présente l’effet principale de l’injection de charges et dépend du 
temps de transition du signal d’horloge. La deuxième composante est due au couplage de la 
capacité de recouvrement avec le signal d’horloge. Cette quantité est donnée par : 
 ( )Li1T1GSi1reci1rec VVVCQ −+=  Eq I- 44 
La charge totale injectée dans la capacité grille-source du transistor mémoire M1 est donnée 
par :  
 i1reccanal1inj QQQ +α=  Eq I- 45 
où α représente la fraction de la charge totale dans le canal qui s’évacue de l’interrupteur vers 
la source du transistor mémoire. C’est une valeur difficile à quantifier car elle dépend de la 
pente du signal de commande lors de l’ouverture de l’interrupteur, mais aussi des impédances 
relatives vues sur chaque nœud (drain, source). 
 La quantité de charges injectées aux bornes de la capacité CGS1 est exprimée par :  
 ( ) ( )Li1T1GSi1reci1T1GSHcanal1inj VVVCVVVCQ −++−−α=  Eq I- 46 
Cette charge injectée provoque une variation du potentiel donnée par : 
 ( ) ( )
1GS
Li1T1GSi1rec
1GS
i1T1GSHcanal
1GS
1inj
1inj C
VVVC
C
VVVC
C
Q
V −++−−α==δ  Eq I- 47 
Cette variation du potentiel 1injVδ  provoque une variation du courant drain, 1injIδ obtenu en 
remplaçant 1GSV  par 1inj1GS VV δ+  dans l’équation I-2. 
 ( ) 1inj1M,T1GS
1
1
n
2
1inj
1
1
n1inj VVVL
WK2VL
WKI δ−

+δ


=δ  Eq I- 48 
avec : 
 ( )
1M,T
1
1
n
e
1GS V
L
WK
IJV +



+
=
 Eq I- 49 
Si on s’intéresse maintenant au transistor M2 et à son interrupteur associé M2i, durant 
la phase fine, les figures (I-21 et I-22) montrent les différents états du transistor interrupteur 
M2i. 
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Figure I- 21 : Cellule mémoire S²I durant la phase fine avec les capacités parasites. 
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(a)                                                               (b) 
 
Figure I- 22 : Cellule mémoire S²I durant la phase fine (a) avec un transistor interrupteur 
conducteur (b) avec un transistor interrupteur ouvert. 
 
Pendant la phase Φ1b, (interrupteur fermé) la charge stockée dans le canal du transistor 
interrupteur PMOS (M2i) avant la commutation est donnée par l’expression suivante : 
 ( )( )
i2TL2SGDDi2reci2gcc
VVVVC2CQ −−−+=  Eq I- 50 
avec: 
 ( )
i2i2SG TL2SGDD
VVVVV −−−=  Eq I- 51 
La deuxième composante de charges injectées dû au couplage de la capacité de recouvrement 
avec le signal d’horloge lors de  l’ouverture du transistor est : 
 ( )DDHi2T2SGi2reci2rec VVVVCQ −++=  Eq I- 52 
D’où l’expression de la charge totale Qinj2 aux bornes de la capacité CGS2 : 
 ( ) ( )DDHi2T2SGi2reci2TL2SGDDcanal2inj VVVVCVVVVCQ −+++−−−α=  Eq I- 53 
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Cette charge injectée provoque une variation du potentiel donnée par : 
 ( )( ) ( )
2GS
DDHi2T2SGi2reci2TL2SGDDi2reci2gc
2inj C
VVVVCVVVVC2C
V
−+++−−−+
=δ  Eq I- 54 
Cette variation du potentiel 2injVδ est le responsable principal de l’erreur 2injIδ  induit dans le 
transistor mémoire M2 à la fin de la phase Φ1b, elle est faible puisque la variation de tension est 
peu importante sur la grille du transistor PMOS (M2) pendant l’acquisition fine. Pendant la 
phase de restitution Φ2  le courant de sortie est donné par : 
 2injes III δ+−=  Eq I- 55 
où l’expression de 2injIδ dépendant des paramètres du transistors mémoire M2 est donnée par : 
 ( ) 2inj2TM2SG
2
2
p
2
2inj
2
2
p2inj VVVL
WK2VL
WKI δ−

+δ


=δ  Eq I- 56 
Cette expression dépend de la tension grille du transistor mémoire M2 qui s’exprime par : 
 2TM
2
2
p
1inj
2SG V
L
WK
IJ
V +



δ+
=  Eq I- 57 
D’après l’équation Eq I-53, on constate que le potentiel grille source du transistor 
mémoire M2 durant la phase fine dépend de l’erreur d’injection 1injIδ durant la phase grossière. 
La  combinaison des équations Eq I-48, Eq I-49, Eq I-50, Eq I-55, Eq I-56 et Eq I-57, permet 
d’exprimer l’erreur 2injIδ en fonction du courant d’entrée selon la forme polynomiale :  
 0e1
2
e2
3
e3
4
e42inj IIIII β+β+β+β+β=δ  Eq I- 58 
Le calcul des valeurs des paramètres β4, β3, β2 , β1 et β0 est développé en annexe A. Ces valeurs 
seront par ailleurs appliquées dans le chapitre III pour déterminer le modèle de la cellule 
mémoire S²I. 
Toutefois, si le courant de sortie est envoyé vers une deuxième cellule établissant une 
tension de drain presque égale à celle de la première (la deuxième phase d’acquisition), 2injIδ  
est alors pratiquement indépendante du signal d’entrée et peut être considérée comme un 
offset. L’erreur 2injIδ peut être filtrée en sortie, ainsi les performances seront améliorées par 
rapport à la cellule  mémoire de base. 
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IV-3- Réduction de l’erreur d’injection de charges de la technique S2I 
 
La cellule mémoire S2I est une solution permettant de compenser la composante 
dépendante du signal d’entrée mais l’erreur indépendante du signal persiste toujours. Pour 
cela, nous proposons par la suite différentes structures permettant la réduction de cette erreur. 
 
IV-3-1- Utilisation de deux cellules mémoire S2I en cascade  
  
Une des solutions permettant de réduire l’erreur indépendante du signal d’entrée est de 
mettre en cascade deux cellules mémoires S2I (figure I-23). 
Φ1
Φ2
Cellule mémoire 1 Cellule mémoire 2
Φ1 Φ2
Ie IS1 IS2
 
Figure I- 23 : Utilisation de deux cellules mémoires en cascade. 
 
Le courant de sortie de la première cellule est : 
 1inje1S III δ−−=  Eq I- 59 
où 1injIδ  est l'erreur d'injection de charges indépendante du signal de la première cellule 
mémoire S2I. 
La sortie de la première cellule attaque l’entrée de la deuxième cellule. Le courant de sortie 
2SI est alors : 
 ( ) 2inj1inje2inj1S2S IIIIII δ−δ−−−=δ−−=  Eq I- 60 
qu’on peut mettre sous la forme suivante : 
 ( )2inj1inje2S IIII δ−δ+=  Eq I- 61 
où 2injIδ  est l'erreur d'injection de charges indépendante du signal de la deuxième cellule 
mémoire S2I. Comme on a :  
 2inj1inj II δ≈δ  Eq I- 62 
On peut alors écrire : 
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 e2S II ≈  Eq I- 63 
L’erreur totale obtenue est bien plus faible que celle pour une seule cellule mémoire S2I. 
 
IV-3-2- Utilisation d’une structure différentielle 
 
Cette structure est composée de deux cellules mémoires S2I organisées telle que 
représenté sur la figure I-24.  
Elle est utilisée fréquemment pour la réalisation et la conception des intégrateurs à 
courants commutés. Elle permet de réduire la distorsion harmonique et l’effet du mode 
commun.  
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Figure I- 24 : La Cellule mémoire S2I différentielle. 
 
Les courants de sortie de chaque branche de la paire différentielle sont respectivement : 
 ++ δ inj2 eS I  - 2
I  - = I  Eq I- 64 
 −− δ inj2 eS I  - 2
I  + = I  Eq I- 65 
Puisque on a :  −+ δ≈δ 2inj2inj II , on obtient alors : 
  I -   I - I = I e
-
SSS ≈
+  Eq I- 66 
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IV-3-3- La cellule mémoire S2I avec un circuit fantôme à miroir de courant 
 
Cette méthode consiste à modifier le circuit de base pour diminuer l’erreur à partir de 
sa source, au niveau du transistor qui réalise la commutation. Pour ceci, on utilise un circuit 
S2I et un circuit fantôme original [Cha-97] qui élimine l’erreur dépendante et indépendante du 
signal d’entrée. 
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Figure I- 25 : La cellule mémoire S2I avec un circuit fantôme a miroir de courant. 
 
Les différents interrupteurs S2, S4 et S3 sont des transistors de type PMOS, et les 
interrupteurs S1, S1i, S5 , S6 sont des transistors de type NMOS. 
Durant la première phase d’acquisition grossière Φ1a, les interrupteurs S1, S3 et S4 sont 
fermés et les interrupteurs S2, S5 , S6 sont ouverts. Le transistor mémoire M2 se comporte 
comme une source de courant et recopie le courant qui traverse le transistor mémoire M3, les 
expressions des courants de drain sont :  
 e1D IJI +=  Eq I- 67 
 JI 2D =  Eq I- 68 
 JI 3D =  Eq I- 69 
Durant la deuxième phase d’acquisition Φ1b, les interrupteurs S2, S3 ,S1i sont fermés et 
les interrupteurs S1, S4, S5, S6 sont ouverts. Toutefois, l’ouverture de S1 génère une erreur de 
courant à la fois dépendante et indépendante du signal d’entrée : dc1ac11inj III δ+δ=δ . Le transistor 
mémoire M2, n’étant plus relié à M3 mais monté en diode, fournit toujours le courant de 
polarisation et mémorise l’erreur 1injIδ .  
Les courants traversant les différents étages sont : 
 1inje1D IIJI δ++=  Eq I- 70 
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 1inj2D IJI δ+=  Eq I- 71 
 JI 3D =  Eq I- 72 
Durant la phase de restitution, les interrupteurs S5 et S6 sont fermés, et les interrupteurs S1, S2, 
S3 et S4 sont ouverts. Le signal d’entrée n’est plus appliqué au circuit. L’ouverture des deux 
interrupteur S2 et S3 crée respectivement les erreurs 2injIδ et 3injIδ . On a alors : 
 1inje1D IIJI δ++=  Eq I- 73 
 2inj1inj2D IIJI δ+δ+=  Eq I- 74 
 3inj3D IJI δ+=  Eq I- 75 
Le courant 2I  est alors: 
 3inj2D3D2 IIJII δ=⇒−=  Eq I- 76 
Le courant I1 fournit par la première étage de la cellule est donné par : 
 2inje11D2D1 IIIIII δ+−=⇒−=  Eq I- 77 
Le miroir de courant inverse la polarité de courant I2. Finalement on obtient : 
 3inj2inje21S IIIIII δ−δ+−=−=  Eq I- 78 
La compensation de l’erreur dépendante du signal s’effectue de la même manière que 
pour la cellule mémoire S2I classique. La compensation de l’erreur indépendante du signal 
dépend du bon appariement des transistors interrupteurs S2 et S3, ainsi que de la bonne 
recopie du miroir de courant. 
 
IV-3-4- La cellule mémoire S2I avec un circuit fantôme 
 
De la même façon, cette structure permet d’éliminer l’erreur dépendante et 
indépendante du signal d’entrée. La figure I-26 montre le montage de la cellule mémoire S²I 
avec un circuit fantôme. 
Durant la phase d’acquisition grossière Φ2i de la période (n-1) du circuit fantôme, le 
transistor M4 fourni le courant de polarisation. Les interrupteurs S1i et S2i sont ouverts et 
aucun signal d’entrée n’est appliqué au circuit fantôme. Le courant de drain de M4 vaut : JI 4D = . 
Lors de l’ouverture des interrupteurs S3 et S6, le transistor M3 mémorise le courant 
3inj3D IJI δ+= (où 3injIδ est l’erreur d’injection générée par l’interrupteur S3). Pendant la deuxième 
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phase d’acquisition fine du circuit fantôme, le courant de drain du transistor M3 est égal à 
celui du transistor M4 ( )3inj4D IJI δ+= . A la fin de la phase, l’interrupteur S4 est ouvert, le transistor 
M4 mémorise  3inj4inj4D IIJI δ+δ+= et le courant ID3 conserve la même valeur. 
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Figure I- 26 : La cellule mémoire S2I avec un circuit fantôme. 
 
Durant la phase Φ1i de la période n, le signal d’entrée est appliqué au premier étage. 
l’erreur de courant du circuit fantôme est ajoutée au signal d’entrée de la cellule mémoire S2I. 
Pendant la phase grossière le courant de drain du transistor mémoire M1 est égal à : 
 4inje1D IIJI δ++=  Eq I- 79 
Lors de la deuxième phase d’acquisition, le transistor M1 mémorise le courant  
 1inj4inje1D IIIJI δ+δ++=  Eq I- 80 
où 1injIδ représente l’erreur d’injection de courant dûe à l’interrupteur S1. 
Le courant de drain du transistor M2 vaut : 
 1inj2D IJI δ+=  Eq I- 81 
A la fin de la phase fine, l’interrupteur S2 est ouvert, le courant de drain du transistor M2 est 
donné par Eq I-82 et le courant de drain ID1 se conserve. 
 1inj4inje1D2inj1inj2D IIIJIetIIJI δ+δ++=δ+δ+=  Eq I- 82 
Durant la phase de restitution Φ2i , le courant de sortie est : 
 1D2DS III −=  Eq I- 83 
 2inj4injes IIII δ+δ+−=  Eq I- 84 
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L’erreur 1injIδ , n’apparaît pas au niveau du courant de sortie, et les erreurs 2injIδ  et 4injIδ  sont 
considérées comme des erreurs indépendantes du signal d’entrée. Pour une meilleure 
élimination de cette composante, il faut que les deux transistors M2 et M4 soient identiques. 
L’expression de 2injIδ  est donnée par [Cha-97]. 
 
2
2GS
22
2GS
2
2D22inj C
q
2C
qI2I 

 δβ
−

 δβ=δ  Eq I- 85 
2qδ  représente les charges stockées dans la capacité CGS2 et β2 représente le facteur de gain. 
Pour obtenir l’expression de 4injIδ  il suffit de remplacer l’indice 2 par 4 dans l’expression 2injIδ . 
 
V- AMELIORATION DE LA PRECISION DE LA TECHNIQUE S2I 
 
L’erreur qui limite la précision de la cellule mémoire S2I est l’erreur de recopie du 
courant. Cette erreur est due à la conductance de sortie. Deux structures sont proposées pour 
améliorer la précision de la cellule mémoire S2I en réduisant la conductance de sortie : la 
structure cascode et la structure cascode régulée. 
 
V-1- Utilisation de la structure cascode 
 
La cellule mémoire S2I de la structure cascode est obtenue en intercalant deux transistors 
montés en source commune, M1c et M2c, entre la source et le drain du transistor mémoire M1 
et M2, comme le montre la figure I-27-a. 
VDD
S1i S2i
Φ1i Φ2i
(a) Schéma réel
Vref M2
M1
Vb2 M2c
M1c
Vb1
Φ 1b
Φ 1a CGS2
CGS1
Φ
1a
gm2
gd2
gm2c
gd2c
gm1
gd1
gm1c
gd1c
(b) Schéma équivalent
= .gde1  gd1
mc1
gdc1
g
gme1 = gm1
Φ 1b
Φ1a
S1i
Φ1i
Me1
CGS1
Φ1a
Me2
S2i
Φ2i
CGS2
VDD
= .gde2  gd2
mc2
gdc2
g
gme2 = gm2
VrefS2
S2
S1 S1
S3
S3
Ie Is Ie Is
 
Figure I- 27 : La cellule mémoire S2I en structure cascode. 
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La linéarisation de cette cellule autour de son point de repos permet d’avoir une estimation du 
gain de recopie de la cellule. Lors de la première boucle, l’erreur de recopie vaut : 
 
c1m1m
c1d1d
1L gg
gg
=ε  Eq I- 86 
La conductance du transistor cascode M1c est gd1c et celle du transistor mémoire M1est gd1. 
Lors de la seconde boucle, la cellule mémoire S²I est de type cascode simple, l’erreur de 
recopie vaut alors: 
 
c2m2m
c2d2d
2L gg
gg
=ε  Eq I- 87 
La conductance du transistor cascode M2c est gd2c et celle du transistor mémoire M2 est gd1. 
L’erreur finale est le produit de ces deux erreurs de recopie, son expression est donnée par.  
 
c2m2m
2dc2d
c1m1m
c1d1d
2L1L gg
gg
gg
gg. =εε  Eq I- 88 
Cette erreur est proportionnelle à (gd/gm)4, alors que pour une cellule de base elle est 
proportionnelle à (gd/gm)2. La précision est donc meilleure. 
 
VI-2- Utilisation de la structure cascode régulée 
 
Cette structure est basée sur le principe du miroir de courant à cascode régulé [Tou90-3]. Elle 
est représentée par la figure I-28-a. Les trois transistors M1, M1c et M2c sont équivalents à un 
seul transistor Me1 (figure I-28-b) .  
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Figure I- 28 : La Cellule mémoire S2I en structure cascode régulé. 
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Cette structure apporte une meilleur précision que celle du montage cascode. En effet, lors de 
la première boucle, l’erreur de recopie est donnée par : 
 
c3mc1m1m
c3dc1d1d
1L ggg
ggg
=ε  Eq I- 89 
Les conductances des deux transistors M1c et M3c de la structure cascode sont 
respectivement c1dg et c3dg , et celle du transistor mémoire est 1dg . 
 Lors de la seconde boucle, la cellule mémoire S²I est de type cascode régulé, l’erreur de 
recopie vaut alors : 
 
c4mc2m2m
c4dc2d2d
2L ggg
ggg
=ε   Eq I- 90 
Par contre, les conductances des deux transistors M2c et M4c  de la structure cascode sont 
respectivement c2dg et c4dg , et celle du transistor mémoire est 2dg . 
L’erreur final est alors le produit des deux erreurs : 
 
c4mc2m2m
c4dc2d2d
c3mc1m1m
c3dc1d1d
2L1L ggg
ggg
ggg
ggg
=εε  Eq I- 91 
En comparant cette erreur qui est proportionnelle à (gd/gm)6 à celle de la structure 
cascode on constate que cette cellule permet d’atteindre une meilleur précision. 
 
VI- AUTRES TYPES D’ERREURS DANS LA CELLULE S²I 
 
VI-1- Erreur due au temps d’établissement  
 
Les performances de la cellule mémoire S2I dépendent de la précision avec laquelle la 
tension de la grille du transistor M2 a été mémorisée à la fin de la phase Φ1b. Cette tension 
dépend de la valeur du temps d’acquisition par rapport au temps d’établissement qui 
correspond au temps nécessaire pour que la charge de la capacité grille source CGS2 atteigne 
son régime permanent. La figure I-29 représente le schéma équivalent en petits signaux de la 
cellule mémoire S2I durant la deuxième  phase d’acquisition. 
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CGS2
Ie injIJ δ+ gm2VSG2CGS2
gds2
injIδ
VSG2
M2
M1
 
Figure I- 29 : Circuit équivalent en petits signaux de la cellule mémoire S2I en deuxième phase 
d'acquisition. 
 
C’est un système du premier ordre avec un pôle unique à :  
 
2GS
2ds2m
p C
gg +
=ω  Eq I- 92 
En supposant que gds2<< gm2 , cette équation se réduit à : 
 
2GS
2m
p C
g
=ω  Eq I- 93 
L’erreur d’établissement d’un système du premier ordre est donnée par : 
 ts pe
ωε −=  Eq I- 94 
Pour une précision donnée, la capacité maximale de la grille est déterminée par : 
 
s
2macq
2GS ln
gt
C
ε
<  Eq I- 95 
où tacq représente le temps d’acquisition, qui est nécessairement une fraction de la période de 
l’horloge principale.  
 
VI-2- Erreur de gain  
 
Les circuits équivalents en petits signaux pour la cellule mémoire S2I durant les deux 
modes d’acquisitions sont représentés ci-dessous : la phase d’acquisition grossière (figure I-30-
a), la phase d’acquisition fine (figure I-30-b) et le mode de restitution (figure I-30-c). 
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gm1VGS1CGS1
gds1
Ie
VGS1
gm2VSG2CGS2 g ds2
injIδ
VSG2
 
                           (a) La phase grossière                       (b) La phase fine 
gm2VSG2CGS2 g ds2VSG2
 
                                            (c)   Phase de restitution 
 
Figure I- 30 : Circuits équivalents en petits signaux pour l’analyse de premier ordre de l’erreur 
de gain statique. 
 
Pour le circuit équivalent en mode d’acquisition grossière, la valeur statique de VGS1 peut 
s’écrire : 
 
1ds1m
e
1GS gg
IV
+
=  Eq I- 96 
De même, en mode d’acquisition fine, la valeur de VSG2 peut s’écrire : 
 
2ds2m
1inj
2SG gg
I
V
+
δ−
=  Eq I- 97 
En mode de restitution, le courant de sortie est égal à : 
 2SG2ms VgI =  Eq I- 98 
et  
 δIinj1=-gm 1VGS1 Eq I- 99 
Le gain du système vaut alors : 
 
1dc2dc
e
1inj
1inj
s
e
s
dc A.AI
I
I
I
I
IA =
δ
δ==
 Eq I- 100 
 
1m
1ds
2m
2ds1ds1m
e1m
2ds2m
inj2m
dc
g
g1
1
g
g1
1
gg
Ig
gg
Ig
A
++
=
++
δ
=
 Eq I- 101 
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Le gain de la cellule mémoire devrait être unitaire, dans ce cas son erreur statique est donnée 
par : 
 
1m
1ds
2m
2ds
1m
1ds
2m
2ds
1L2Ldc g
g
g
g
g
g1
1
g
g1
1
≈
++
=εε=ε  Eq I- 102 
On constate bien que l’erreur statique de la cellule mémoire S2I est réduite d’un facteur 
de gds2/gm2, dû à la deuxième phase d’acquisition, ce qui permet une meilleure recopie du 
courant par rapport a la cellule mémoire SI. 
 
VI-3- Erreur du diviseur capacitif  
 
La variation de la tension 2DSVδ du transistor mémoire M2 pendant la phase fine est transmise 
de façon dynamique sur la grille à cause d’une capacité parasite entre la grille et le drain, qui 
avec la capacité mémoire, constitue un diviseur capacitif, comme illustré à la figure I-31. 
 
CGS2
M2
Cgd2
2GSVδ
2DSVδ
 
Figure I- 31 : Erreur de gain dynamique due au diviseur capacitif. 
 
2DSVδ  est la différence entre la tension du drain en mode d’acquisition fine  Vda et la tension 
du drain en mode de restitution Vdr . C’est à dire : 
 dadr2DS VVV −=δ  Eq I- 103 
La variation  de la tension grille source du transistor mémoire M2 vaut : 
 
2GS2dg
2dg
2DS2GS CC
C
VV
+
δ=δ  Eq I- 104 
ainsi, 2GSVδ engendre une variation du courant de sortie : 
 2GS2m2inj VgI δ=δ  Eq I- 105 
Cette variation du courant est supposée très faible dans la cellule mémoire de courant S2I car 
2injIJ δ>> . 
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CONCLUSION 
A La fin des années 80, la technique des courants commutés a été proposée comme 
solution à l’obstacle technologique de la technique à capacités commutées. Dans cette 
technique des courants commutés, l’information est véhiculée sous forme de courant. A 
l’origine, elle a été développée pour des circuits conçus avec la technologique CMOS parce 
qu’elle est dominante dans la réalisation de circuits à faible puissance et à grande densité 
d’intégration. Le circuit de base, réalisé à l’aide de cette technique, est la cellule mémoire SI. 
De nouvelles structures sont apparues pour améliorer les performances de cette cellule. 
Dans ce chapitre, nous nous sommes intéressés à la cellule mémoire S²I qui permet de 
s’affranchir du phénomène d’injection de charge dépendant du signal d’entrée. La cellule 
mémoire S²I est utilisée comme un bloc fonctionnel analogique réalisant les fonctions 
d’échantillonneur, de différentiateur et d’intégrateur. Dans le chapitre II, nous décrivons le 
convertisseur Sigma Delta qui se compose d’une partie analogique représentée par le 
modulateur Sigma Delta d’ordre deux et d’une partie numérique constituée généralement d’un 
filtre décimateur. Le chapitre III traitera les différents blocs nécessaires pour la réalisation du 
modulateur Sigma Delta et leurs conceptions analogiques. 
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INTRODUCTION  
 
De nombreuses fonctions de traitement du signal sont désormais réalisées non plus 
par des circuits analogiques, mais par des circuits numériques. Ceux-ci sont en effet de plus en 
plus performants et rapides, et la technologie VLSI (Very Large Scale Integration) permet leur 
implantation sur des surfaces très faibles. Cependant il est toujours nécessaire d'effectuer une 
interface entre le monde analogique et le monde numérique. Le développement du numérique 
a donc créé des besoins en convertisseurs analogique-numérique et numérique-analogique 
performants, notamment dans le domaine audio qui nécessite des résolutions importantes. Or, 
il s'est avéré que les convertisseurs classiques n'atteignaient pas des performances élevées sur 
une surface réduite. C'est donc pour obtenir une grande résolution, tout en ayant une forte 
intégration, qu'est désormais utilisée la conversion à modulateur Σ∆ dans le domaine audio. 
 
I- LA CONVERSION CLASSIQUE 
 
Le convertisseur analogique-numérique effectue la transition entre le monde 
analogique et le monde numérique, en échantillonnant le signal analogique et en le quantifiant 
sur un nombre de bits fini. Les fonctionnalités présentes dans la conversion analogique 
numérique peuvent être représentées par la figure suivante : 
Filtre
antirepliment
Echantillonneur
bloqueur
Quantificateur
DSP
Encodeur Traitement
numérique
B0
B1
B2
B n-1
va(t)
 
Figure II- 1 : Chaîne de conversion analogique-numérique. 
La chaîne de conversion comprend tout d'abord un filtre passe-bas qui évite le repliement du 
spectre lors de l'échantillonnage en limitant la bande passante du signal d'entrée. Ensuite vient 
un échantillonneur-bloqueur qui mémorise la valeur du signal d'entrée pendant la phase de 
conversion pour permettre sa quantification, c'est-à-dire l'association à la valeur d'entrée l'un 
des niveaux discrets du quantificateur. Un code binaire est alors associé à ce niveau et l'on 
peut effectuer le traitement numérique du signal. La quantification est une étape essentielle de 
la conversion, elle entraîne l'adjonction au signal d'un bruit supposé blanc qu’on appelle bruit 
de quantification et dont la densité spectrale de puissance est : 
 
e
2
F12
q
DSP =  Eq II- 1 
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avec q  le pas de quantification et eF  la fréquence d'échantillonnage.  
q q2 q3 q4q−q2−q3−q4−
2
q
2
q
−
2
q3
−
2
q5
−
2
q7
−
2
q3
2
q5
2
q7
Entrée
Sortie
 
Figure II- 2 : La quantification linéaire. 
La quantification est un processus non réversible qui permet la représentation de l’amplitude 
d’un signal au moyen d’un ensemble fini de niveaux (figure II-2), alors que l’échantillonnage 
transforme un signal continu dans le temps en un signal à temps discret. La quantification 
convertit la valeur réelle (au sens mathématique du terme) de l’échantillon prélevé sur le signal 
en une valeur numérique sur n bits dépendant de la précision désirée. La plus petite différence 
est fournie par le quantum q tel que :  
 
n2
PEq =  Eq II- 2 
Puisque la non-linéarité de la quantification rend l’analyse du système difficile, on le linéarise 
en ajoutant au signal d’entrée une source de bruit [ ]ne  tel que : 
 
2
qeetxye ≤−=  Eq II- 3 
La modélisation de l’erreur de quantification est représentée dans la figure II-3 : 
 
filtre
anti-repliment +
[ ]ny
[ ]ne
[ ]nx( )txVa(t)
Te
[ ] ( )enTxnx =
Te=1/Fe  
 
Figure II- 3 : Modélisation du bruit de quantification. 
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Pour effectuer une analyse spectrale sur le bruit de quantification [Cand-92], des hypothèses 
sur le processus doivent être prise en compte : 
• La séquence d’erreur [ ]ne  est une séquence échantillonnée d’un processus aléatoire 
stationnaire et ergodique. 
• La séquence [ ]ne  est non-corrélé avec la séquence ]n[x . 
• La fonction densité de probabilité du processus d’erreur est uniforme sur 2/q±  pour 
un CAN par arrondi. 
• Les variables aléatoires du processus d’erreur sont non-corrélés et le processus lui 
même est considéré comme un bruit blanc. 
La puissance du bruit de quantification est alors donnée par : 
 
12
2
PE
12
q
dfF12
q
2
n22
F
2
F e
2
2
e
e
e




==∫=σ
−
 Eq II- 4 
Si la puissance du signal d’entrée est 2xσ , le rapport signal sur bruit est donné par : 
 



σ
σ
= 2
e
2
x
10log10SNR  Eq II- 5 
ce qui nous donne en tenant compte de l’équation Eq II-4 : 
 ( ) 







−σ= 12/
2
PElog10log10SNR
2
n10
2
x10
 Eq II- 6 
La puissance du bruit de quantification est répartie dans la bande du signal [ ]ee f,f +−  et affecte 
la précision du convertisseur, il est donc nécessaire de réduire au maximum ce bruit. Les 
performances d'une chaîne de conversion dépendent du niveau de bruit et sont caractérisées 
pour un signal d’entrée sinusoïdal d’amplitude égale à la pleine échelle, par le rapport signal 
sur bruit en décibel : 
 n.02,676,1SNR +=  Eq II- 7 
où n: est le nombre de bits du quantificateur, qu’on appelle résolution. 
Pour augmenter le SNR, une première solution consiste à augmenter le nombre de bits, ce qui 
revient à diminuer q pour PE=constante. Cette solution est difficile à réaliser car, d'une part 
elle entraîne l'utilisation de quantificateurs complexes et d'autre part, le nombre de bits du 
quantificateur est limité par des contraintes technologiques (bruit électronique, précision des 
composants, variations thermiques). Ceci nous mène à l'utilisation de la deuxième solution qui 
est basée sur le sur-échantillonnage. Cette solution a été retenue pour augmenter les 
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performances du convertisseur, car en plus de l’augmentation du SNR, il permet le respect de 
la loi de Shannon ( Be f.2F > , où Bf  est la composante fréquentielle maximale du signal d’entrée). 
Il permet ainsi de simplifier la réalisation du filtre anti-repliement de la chaîne de conversion 
[Cand-92]. 
 
II- LE SUR-ECHANTILLONNAGE 
 
Le sur-échantillonnage consiste à échantillonner le signal à une fréquence très 
supérieure à la fréquence de Nyquist qui est la limite minimale définie par le théorème de 
Shannon. Avec un échantillonnage à la fréquence de Nyquist ( )BN f.2f = , le bruit de 
quantification est réparti sur la bande de fréquence [ ]BB f,f +− . Mais si on échantillonne le signal 
à une fréquence supérieure à Nf , soit Ne f.MF =  où 1M>  est le taux de sur-échantillonnage, le 
bruit de quantification est alors réparti sur une bande plus large ( ) ( )[ ]NN f.2M,f.2M +− . La 
puissance du bruit dans la bande utile [ ]BB f,f +− sera donc plus faible, comme le montrent les 
spectres du signal échantillonné à Nf et à Ne f.MF = (figure II-4 et II-5). 
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Figure II- 4 : Spectre du signal échantillonné à la fréquence de Nyquist du signal Nf . 
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Figure II- 5 : Spectre du signal sur-échantillonné à la fréquence Ne f.MF = . 
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Dans le cas du sur-échantillonnage, l’erreur de quantification est donc répartie sur une plus 
large bande de fréquence. Ainsi la puissance du bruit de quantification dans la bande 
[ ]BB f,f +− est réduite, et par conséquent le rapport signal sur bruit dans la bande de Nyquist sera 
supérieur à celui obtenu pour un système utilisant un échantillonnage classique à la fréquence 
de Nyquist. L’analyse spectrale d’un tel processus se fait en transformant l’équation II-3 dans 
le plan Z, soit : 
 ( ) ( ) ( )zEzXzY +=  Eq II- 8 
où Y, X et E sont les transformées en Z respectives des signaux de la sortie y, de l’entrée x et 
de l’erreur de quantification e. L’expression de la fonction de transfert de Y(z) en fonction de 
X(z) et de E(z) n’est pas nécessairement égale à l’unité, ce qui nous amène à écrire l’équation 
Eq II-8 sous la forme générale suivante : 
 ( ) ( ) ( ) ( ) ( )zHzEzHzXzY ex +=  Eq II- 9 
La sortie est composée d’un signal d’entrée modulé par une fonction de transfert ( )zHx  et 
d’un bruit de quantification modulé par une fonction de transfert ( )zHe . Pour évaluer les 
performances d’un tel convertisseur, il faut déterminer les densités spectrales de puissance 
totales associées au signal et au bruit. Pour cela, on considère les densités spectrales 
respectives ( )fPxy  et ( )fPey  du signal et du bruit à la sortie du convertisseur en fonction des 
densités spectrales de puissance ( )fPx  et ( )fPe  du signal et du bruit à l’entrée du convertisseur. 
Considérons un processus aléatoire et stationnaire ayant une densité spectrale de 
puissance ( )fP . Si ce processus attaque l’entrée d’un filtre linéaire dont la fonction de transfert 
est ( )fH , alors la densité spectrale de puissance à la sortie du processus global est ( ) ( )2fHfP . 
Par conséquent, on obtient : 
 ( ) ( ) ( ) ( ) ( ) ( ) 2eeey2xxxy fHfPfP,fHfPfP ==  Eq II- 10 
Pour les convertisseurs utilisant uniquement le procédé de sur-échantillonnage, on a : 
( ) ( ) 1fHfH ex == . L’approximation du bruit blanc implique que e2ee FP σ= , ce qui donne 
( ) e2eey FfP σ= . En supposant qu’un filtre idéal de type passe-bas avec une fréquence de coupure 
Bf  est mis à la sortie du quantificateur sur-échantillonné, alors la puissance du bruit 
2
eyσ  à la 
sortie du CAN s’écrit [Per-96] : 
 ( ) 

∫ σ=σ=∫=σ
− e
B
f
0
2
e
e
2
e
f
f
ey
2
ey F
f2dfF2dffP
BB
B
 Eq II- 11 
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L’expression du SNR est alors : 
 



σ
σ
= 2
ye
2
x
10log10SNR  Eq II- 12 
d’où : 
 ( ) ( ) 



+σ−σ=
B
e
10
2
e10
2
x10 f2
Flog10log10log10SNR  Eq II- 13 
Dans le cas où la fréquence de sur-échantillonnage est liée à la fréquence Bf par la relation 
r
Be 2f2F = , l’expression du SNR devient : 
 ( ) ( ) ( )dBr.01.3log10log10SNR 2e102x10 +σ−σ=  Eq II- 14 
De cette expression, on voit qu’en multipliant par deux le taux de sur-échantillonnage, le 
rapport signal sur bruit s’améliore de 3 dB, soit une augmentation de 0.5 bit pour la résolution. 
Le sur-échantillonnage permet également de simplifier le filtre passe-bas à l’entrée de la chaîne 
de conversion. Le rôle de ce filtre est d'éliminer les composantes spectrales du signal qui se 
situent hors de la bande utile [ ]BB f,f +− et qui seraient dupliquées lors de l'échantillonnage et 
s'ajouteraient au spectre du signal. Grâce au sur-échantillonnage, la bande qui est dupliquée 
[ ]2f.M,2f.M NN +− est plus large que celle à la fréquence de Nyquist, donc les contraintes du 
filtre sont moins sévères comme le montre la Figure II-6. 
P(f)
f
2
fN
Nf2
M
Spectre
du signal
Gabarit du passe-bas
à la fréquence de Nyquist
Gabarit du passe-bas
suréchantillonage
 
Figure II- 6 : Gabarits des filtres passe-bas avec ou sans sur-échantillonnage. 
Il est donc nécessaire que le bruit de quantification soit filtré et par sous-échantillonnage, la 
cadence des échantillons de sortie sera ramenée à une fréquence proche de la fréquence de 
Nyquist. Le filtrage à cette étape doit donc être sélectif, mais ceci se fait dans le domaine 
numérique où un filtre ayant des contraintes sévères est plus facilement réalisable que ne l'est 
un filtre analogique. Cependant, pour augmenter la résolution du convertisseur de 8 bits on a 
besoin d'un facteur de sur-échantillonnage 162M= , ce qui est énorme. C'est pourquoi une 
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technique supplémentaire est utilisée pour améliorer le SNR qui consiste en la mise en forme 
du bruit de quantification (noise shaping)[Cand-92] [Gab-96] permettant ainsi la diminution 
du facteur M . Cette technique est réalisée par un modulateur Σ∆. 
 
III- LA MODULATION Σ∆ 
 
III-1- Introduction 
 
La modulation Σ∆ est une technique très utilisée pour obtenir une haute résolution. Bien que 
le concept de la modulation Σ∆ existe depuis le milieu du siècle, il est utilisé seulement depuis 
presque une vingtaine d’année. L’utilisation de la méthode de conversion de type Σ∆ se limite 
en ce moment aux signaux dont la bande de fréquence utile est petite ou moyenne. Le 
principe de la modulation Σ∆ est basé sur la modulation ∆ [Gab-96]. 
 
III-2- La Modulation ∆  
 
C’est une technique simple qui permet de convertir directement un signal analogique en une 
chaîne de bits ( appelée bit stream en anglais) est dont la mise en œuvre ne nécessite que peu 
de composants, à savoir : un comparateur, un intégrateur et un soustracteur. La Figure II-7 
représente un modulateur ∆ élémentaire. 
∫
+
-
+
Comparateur
m(t) e(t)
q
q−
d(t)
générateur
d'impulsions
+
)t(Techδ
mes(t)
xDM(t)
 
Figure II- 7 : Le modulateur ∆. 
On fournit au comparateur le signal ( ) ( ) ( )tmtmte es−=  ou ( )tm est le signal utile à transmettre et 
( )tmes  est le signal correspondant à l’estimation de ( )tm en forme de marche d’escaliers. La 
sortie du comparateur a pour expression : 
 ( )[ ]
0)t(eq
0)t(eq
tesgn.q)t(d
<−
>+
==  Eq II- 15 
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où ( )[ ]tesgn  est la fonction signe dont la sortie égale à –1 si ( ) 0te <  et +1 si ( ) 0te > . 
Le signal fourni par le modulateur delta a donc pour expression : 
 ( ) ( )[ ] ( )∑∞
∞−
−δ= échDM nTttesgnqtx  Eq II- 16 
où ( )∑ −δ+∞
∞−
echnTt est le peigne de Dirac représentant l’échantillonnage. 
Le signal de sortie de ce modulateur est donc constitué d’une suite d’impulsions de polarité 
positive ou négative, suivant le signe de ( )te  à l’instant où l’on échantillonne ( )tm . En 
intégrant ( )txDM , on obtient : 
 ( )[ ]∑= ∞
−∞=n
éches nTesgn.qm  Eq II- 17 
qui est une approximation par échelons du signal ( )tm , comme le montre la figure II-8. 
 
Clock
m(t)
mes(t)
xDM(t)
q
 
Figure II- 8 : La modulation Delta. 
∫
+
-
Comparateur
m(t) e(n)
q
q−
d(n)
générateur
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mes(n)
xDM(n)+
+
)t(Techδ
 
Figure II- 9 : Structure du modulateur Delta modifié. 
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On constate que la variable esm estimée suit le signal d’entrée ( )tm , on en déduit que la sortie 
numérique code la dérivée du signal d'entrée, puisque esm  est l’intégrale de la sortie, donc 
pour avoir un code numérique correspondant au signal d'entrée, il suffit d'ajouter un 
intégrateur à l’entrée et la modulation ∆ se transforme en modulation Σ∆ comme le montre la 
figure II-10. 
∫
+
-
Comparateur
m(n) e(n)
q
q−
d(n)
mes(n)
xDM(n)∫
 
(a) 
Puisque l’opération d’intégration est linéaire, on peut modifier le montage pour obtenir le 
modulateur Σ∆ du premier ordre. 
∫+-
Comparateur
m(n) e(n)
q
q−
mes(n)
xDM(n)
 
(b) 
Figure II- 10 : (a) Modulateur Sigma Delta à partir d’un modulateur Delta, (b)Modulateur 
Sigma Delta de premier ordre. 
III-3- La modulation Σ∆ 
 
Comme nous l’avons vu précédemment, le sur-échantillonnage permet d’augmenter la 
résolution effective d’un quantificateur. Toutefois, pour des raisons technologiques et de 
faible consommation, la fréquence d’échantillonnage ne peut être augmentée infiniment. Pour 
encore accroître les performances, une autre technique lui est ajoutée: la mise en forme du 
bruit de quantification. L’idée est toujours de rejeter le bruit de quantification en dehors de la 
bande utile [ ]BB f,f +− . Pour cela, on place le quantificateur dans une boucle d’asservissement 
qui va multiplier le bruit avec une fonction de mise en forme NTF(z) ( Noise Transfer 
Function) et le signal d’entrée avec une fonction passe-tout STF(z) (Signal Transfer Function). 
La fonction de mise en forme de bruit est une fonction de type sinus. Le bruit est plus ou 
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moins rejeté suivant le degré de la fonction représentant l’ordre du modulateur Σ∆. 
Typiquement, le signal de sortie d’un modulateur Σ∆ passe-bas s’écrit : 
 ( ) ( ) ( ) ( ) ( )zNTF.zEzSTF.zXzY +=  Eq II- 18 
où X(z) et E(z) sont respectivement les transformées en Z du signal d’entrée et du bruit de 
quantification. Le spectre du signal de sortie est illustré à travers la figure II-11. 
P(f)
f
0
2
fN
2
fN
−
NMfNMf−
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Nf2
M
Nf2
M
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Figure II- 11 : Spectre du signal après mise en forme du bruit. 
Pour corroborer ce résultat, il suffit de considérer le modèle non linéaire du modulateur Σ∆ 
du premier ordre avec un quantificateur sur n bits.  
 
∫X(t) Y(t)
Intégrateur Quantificateur
+
-
 
Figure II- 12 : Modulateur Σ∆ non linéaire d'ordre 1. 
Le quantificateur est ensuite modélisé par un additionneur dont l’une des entrées est le signal 
issu de l’intégrateur et l’autre un bruit blanc ayant les caractéristiques spectrales et statistiques 
du bruit de quantification. De plus, comme les signaux sont discrets, on obtient le modèle 
linéaire dans le plan en Z suivant : 
1
1
z1
z
−
−
−
X(z) Y(z)+
-
E(z)
+
+
 
Figure II- 13 :  Modèle linéaire dans le plan en Z. 
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L’étude de système  aboutit à l’équation suivante : 
 ( ) ( ) ( ) ( )zEz1zXzzY 11 −− −+=  Eq II- 19 
où il apparaît clairement que le bruit de quantification est mis en forme par une fonction de 
type sinus dont la transformée en Z est ( )1z1 −− qui correspond à un filtre passe-haut. 
Le modèle d'ordre 1 peut se généraliser à l'ordre k en mettant en série k intégrateurs suivis 
d’un unique quantificateur comme le montre la figure II-14. Cela permet une plus forte 
réjection du bruit de quantification par une augmentation de l’ordre du filtre passe-bas ( )k1z1 −− . 
∫+- +- +- CANn  bits
CNA
n  bits
Intégrateur 1 Intégrateur 2 Intégrateur k
X(n)
Y(n)
∫ ∫
 
Figure II- 14 : Codeur d’ordre k à mise en forme de bruit du modulateur Σ∆ d’ordre k. 
La fonction de transfert pour un ordre k est donc: 
 Y(z) = X(z).z-p + E(z).(1 - z-1)k Eq II- 20 
où }{ 1,0p∈  dépend de la structure du dernier intégrateur ( retardé ou non retardé). En effet, 
l’intégrateur peut être représenté de deux manières, non retardé (type1) et retardé (type2) : 
+wi
+
Z-1
w0 +wi
+
Z-1
w0
 
                                        type 1                                                  type 2 
Figure II- 15 : Les deux types d’intégrateurs. 
Les sorties 0w des deux  intégrateurs type 1 et type 2 sont respectivement : 
 ( )nTw]T)1n[(w)nT(w i00 +−=  Eq II- 21 
 ( ) ( )[ ] ( )[ ]T1nwT1nwnTw i00 −+−=  Eq II- 22 
Où iw est l’entrée de l’intégrateur et T est  la période d’horloge.  
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La sortie de l’intégrateur de type 1, évoluant en même temps que son entrée durant l’intervalle 
( ) nTtT1n ≤<− , ne pourra être quantifié qu’a partir du temps nT . Par conséquent, pour la 
période ( ) nTtT1n ≤<− , la sortie du CNA de rebouclage est lié à la sortie au temps ( )T1n−  du 
kiéme   intégrateur. Le modèle en temps discret du CNA est donc représenté par un simple 
retard (figure II-16-a). Par contre, la sortie de l’intégrateur de type 2 est disponible et 
constante dès le début de l’intervalle ( ) nTtT1n ≤<− , le CAN et le CNA fournissent la valeur de 
rebouclage au modulateur sans attendre une période T . Dans ce cas, le rebouclage est direct 
(figure II-16-b). 
 
∫+- +-
Intégrateur 1 Intégrateur 2 Intégrateur k
X(n) Y(n)∫ +- ++
Z-1
Z-1
En
 
(a) 
∫+- +-
Intégrateur 1 Intégrateur 2 Intégrateur k
X(n) Y(n)∫ +- ++ Z-1
En
 
(b) 
Figure II- 16 : Modèle à temps discret d’un modulateur Σ∆ d’ordre k (a,b). 
On distingue alors deux types de structure du modulateur Σ∆ d’ordre k, les (k-1) premiers 
étages sont constitués d’intégrateurs de type 1. Le dernier étage dépendra de la structure 
choisie du modulateur. En effet, l’intégrateur du dernier étage peut être de type 2 et le retour 
sera unitaire (figure II-16-b), ou bien l’intégrateur de dernier étage est de type 1 et le retour 
sera retardé (figure II-16-a); la sortie Y(z) dans les deux cas s’écrit alors : 
 ( ) ( ) ( ) ( )zEz1zXzzY k1P −− −+=  Eq II- 23 
avec 


−−=
−−=
b16IIfigure,1P
a16IIfigure,0P  
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Dans le domaine fréquentiel, la sortie du modulateur correspond à la somme du spectre du 
signal d’entrée et du spectre du bruit de quantification mis en forme par la fonction ( )k1z1 −− . 
La représentation fréquentielle de l’expression ( )k1z1 −− est ( )( )keFfsin2 π où eF est la fréquence 
d’échantillonnage.  
En admettant que la puissance des signaux se trouve dans la plage de fréquence 0≤f<∞, cette 
sortie contient, donc, un bruit dont la densité spectrale s’écrit : 
 ( ) ( ) ( )fEz1fN k1−−=  Eq II- 24 
où la valeur efficace du bruit [Cand-92] est : 
 ( )
eF
2
12
qfE =  Eq II- 25 
or 
 eF
f2j
ez
π
−
=  Eq II- 26 
d’où 
 ( )
ee
kk
F6
q
F
fsin2fN 



π=  Eq II- 27 
 
où q est le pas de quantification du convertisseur analogique numérique dans la boucle de 
rétroaction, eF  est la fréquence d’échantillonnage et k l’ordre du modulateur. La figure II-17 
représente la répartition spectrale du bruit de quantification en fonction de l’ordre du 
modulateur. 
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Figure II- 17 : Représentation du bruit de quantification à la sortie du modulateur Σ∆ pour les 
ordres k=1, 2, 3. 
La puissance de bruit dans la bande utile [ ]Bf,0 du signal est : 
 ( ) dffNN
2f
0
2
0
B∫=  Eq II- 28 
 dfF
fsinF6
q2N
Bf
0 e
k2
e
2
k22
0 ∫ 

π=  Eq II- 29 
Puisque ( ) 1Ff e << , nous approximons l’intégrale en utilisant le premier terme du  
développement du sinus, ce qui donne : 
 
1k2
e
B
k22
2
0 F
f2
1k212
qN
+




+
π
=  Eq II- 30 
On pose Be f2FM= ; correspondant au taux de sur-échantillonnage, on a alors : 
 1k2
k222
0 M
1
)1k2(12
qN ++
π
=  Eq II- 31 
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Chapitre 2 : La conversion analogique-numérique Sigma Delta 
 61 
Le rapport signal sur bruit est calculé en prenant le rapport entre la puissance du signal 
d’entrée et la puissance du bruit. Pour un signal sinusoïdal à l’entrée d’amplitude A, le rapport 
signal sur bruit, SNR, vaut : 
 ( )k2
1k2
2
2 M1k2
q
12
2
ASNR
π
+
=
+
 Eq II- 32 
De cette relation, on définit l’augmentation du SNR par la modulation Σ∆ d’ordre k pour une 
valeur de M donné lorsque le signal issu du modulateur est filtré. 
 ( ) 


π
+
=∆
+
k2
1k2
dB
M1k2log10SNR  Eq II- 33 
On voit que l’augmentation du SNR, donc de la résolution, dépendra de l’ordre du 
modulateur et du taux de sur-échantillonnage. De plus, lorsque l’on considère k=0, on obtient 
bien la relation correspondant à un système n’utilisant que le principe du sur-échantillonnage, 
soit : 
 ( )Mlog10SNRdB=∆  Eq II- 34 
Prenons les deux cas où k=1 et k=2 : 
 ( ) 1kMlog303log10SNR 2dB =+π=∆  Eq II- 35 
 ( ) 2kMlog505log10SNR 4dB =+π=∆  Eq II- 36 
De ces trois relations précédentes, on voit qu’un M  égal à 16 permet une augmentation de 
12dB pour k=0, 36dB pour k=1, et 60dB pour k=2. Cela veut dire que l’on peut espérer une 
augmentation de 10 bits pour un modulateur Σ∆ d’ordre 2 avec un M =16, alors qu’elle ne 
sera que de 2 bits pour un simple CAN utilisant le même sur-échantillonnage. La figure II-18 
donne l’évolution du SNR∆ pour les différentes valeurs de k en fonction de M . 
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Figure II- 18 : Evolution du SNR∆  pour différentes valeurs de k (0, 1, 2) en fonction de M . 
On pourrait donc penser qu’il suffit d’augmenter l’ordre k pour obtenir la résolution 
souhaitée. Mais ceci n’est pas aisé car il faut tenir compte de l’évolution temporelle du circuit 
et de son instabilité dès que l’ordre est supérieur à 2. C’est ce que nous allons voir maintenant. 
 
IV- ETUDE TEMPORELLE DU MODULATEUR SIGMA DELTA DU 
PREMIER ORDRE 
 
IV-1- Principe de fonctionnement  
 
La figure II-19 représente un modulateur Σ∆ d’ordre 1 dans sa configuration la plus courante, 
celui d’un quantificateur 1 bit. 
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-
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+
+Vref
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Figure II- 19 : Modulateur Sigma Delta d’ordre 1. 
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Nous allons effectuer son analyse temporelle lorsque celui-ci est attaqué par un niveau 
constant. L’erreur entre l’entrée constante et la valeur moyenne d’une séquence de longueur N 
prélevée à la sortie du modulateur est donnée par : 
 ( )[ ]∑+
=
−=
kN
kn
ref
cN nwSgnN
Vuε  Eq II- 37 
Pour une période complète, l’erreur εN est nulle si la valeur d’entrée cu est un nombre 
rationnel du type p/q, pouvant alors égaler le nombre rationnel : 
 
( )[ ]
N
nwSgnV
'q
'p
kN
kn
ref∑+
=
=  Eq II- 38 
où p′/q′ est une fraction irréductible. 
En fait, si on veut que εN soit nul, il faudra adapter N de manière à assurer cette relation. Les 
figures suivantes montrent bien cet état de fait. En effet, nous avons pris 1Vref= et trois valeurs 
pour 0, 0.6 et 1/7. Dans le premier cas, il faut que N=2,4,6…. ; pour 6.0uc= , N sera égale à 5 
et pour 71uc= , on aura N=7. 
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Figure II- 20 : Les Sorties de l’intégrateur et du comparateur du modulateur Σ∆ d’ordre 1 pour 
une entrée 0uc= . 
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Figure II- 21 : Les Sorties de l’intégrateur et du comparateur du modulateur Σ∆ d’ordre 1 pour 
une entrée 6.0uc= . 
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Figure II- 22 : Les Sorties de l’intégrateur et du comparateur du modulateur Σ∆ d’ordre 1 pour 
une entrée 7
1uc= . 
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Le problème est que N sera constant dans le processus de conversion de type Σ∆, c’est 
pourquoi, il vaut mieux le choisir assez grand pour faire tendre εN vers 0 (En fait, N est 
directement lié à M).  
 
IV-2- Dynamique d’entrée  
 
Comme nous venons de le voir, la conversion des signaux d’amplitude très faible est 
réalisable, mais cette opération nécessite des temps d’intégration très longs a l’inverse si le 
niveau d’entrée cu  dépasse refV , l’intégrateur entre en régime de saturation, car les valeurs 
intégrées refc Vu −  et refc Vu +  sont de même signe. Nous allons donc regarder comment se 
comporte le modulateur Σ∆ d’ordre 1 pour une entrée alternative et déterminer la dynamique 
d’entrée. 
 
IV-2-1- Performance pour une entrée alternative  
 
Le modulateur montré dans la figure II-19 est défini dans le domaine temporel par le système 
d’équations non linéaires suivantes : 
 
( )





<≤−
≥≥+
=
−+=
−
−
−
−−−−
0w0w,V
0w0w,V
q
wquww
1nnref
1nnref
1n
1n1n1n1nn
 Eq II- 39 
On considère une entrée sinusoïdale d’amplitude A, autour d’un niveau moyen cu défini 
comme suit : 
 

 π+=+=
e
B
cncn F
f2nsinAuvuu  Eq II- 40 
où refc Vu < , et nv  est la forme d’onde alternative. 
Le but de cette étude est de faire apparaître, sous une forme simplifiée, le signal d’entrée dans 
l’expression nw qui est la sortie de l’intégrateur. En effet, si un problème doit apparaître, ce 
sera au niveau de l’intégrateur qui risque de se mettre en régime de saturation. 
Pour cela, nous posons : 
 nn1n v=β−β +  Eq II- 41 
d’où  
 ∑−
=
=β−β
1n
0j
j0n v  Eq II- 42 
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avec (voir annexe B1 ) : 
 


π


 π
−
−=β
e
B
e
B
0
F
fsin2
F
fcos
A  Eq II- 43 
et  
 



 π


 π


−
−=β
e
B
e
B
n
F
fsin2
F
f2
2
1ncos
A  Eq II- 44 
La variable d’état nw  peut s’écrire sous la forme  : 
 ( )( )∑ −+= −
=
1n
0j
jj0n wquww  Eq II- 45 
soit ( )( )∑ −++= −
=
1n
0j
jjc0n wqvnuww  Eq II- 46 
où 0w est la condition initiale du système au niveau de l’intégrateur. On a donc : 
 ( )∑−+β−β+= −
=
1n
0j jc0n0n
wqnuww  Eq II- 47 
Nous allons dans la suite utiliser cette expression pour calculer la dynamique du signal d’entrée 
que l’on peut appliquer sur un modulateur Σ∆ d’ordre1 tout en conservant un foctionnement 
normal. 
 
IV-2-2- Le niveau maximum de l’entrée 
 
Le modulateur sigma delta mémorise l’erreur de conversion nw  en l’intégrant. Il modifie 
nw afin de changer son signe, en un nombre de coups d’horloge variable suivant l’entrée. 
Lorsque l’on regarde la figure II-23 on constate que, pour une amplitude maximale Amax, ce 
basculement ne s’effectue pas toujours. En effet, sur une demi période de l’entrée 
sinusoïdale 

 π
=
e
B
n F
fn2sinAv  il existe une amplitude maximale Amax au delà laquelle on a : 
  ( )

<<
>>
+
−
bww0
)a(0ww
1nn
n1n  Eq II- 48 
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C’est à ce moment là que des problèmes de saturation peuvent survenir, il nous faut chercher 
cette amplitude pour la quelle le système Eq II-48 est satisfait, correspondant à l’amplitude 
maximale qu’il ne faudra pas dépasser. 
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Figure II- 23 : Sortie de l’intégrateur d’un modulateur Σ ∆ d’ordre 1 pour une amplitude du 
signal d’entrée à 1.1Vref. 
 
L’inégalité Eq II-48-a, et les équations Eq II-44 et Eq II-47 donnent alors (Annexe B2):  
 ( )
( )
A
F
f21nsin
uVnA
e
B
cref
1 >


 π
−
−
=
 Eq II- 49 
et 
 ( )
( )
A
F
f2nsin
uVnA
e
B
cref
2 <


 π
−
=
 Eq II- 50 
On a alors : 
 1max2 AAA <<  Eq II- 51 
ce niveau d’entrée maximum est lié au cas où l’entrée intégrée pendant une période 
d’échantillonnage dépasse le niveau de référence refV . La figure II-24 illustre les inégalités Eq 
II-48-a et Eq II-48-b. La droite d’ordonné A ne doit pas traverser la région hachurée pour que 
la conversion Σ∆ ne diverge pas; on prendra donc : 
 crefmax uVAA −=≤  Eq II- 52 
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Figure II- 24 : Le modulateur Σ∆ ne différencie pas les valeurs supérieures à Amax. 
 
IV-2-3- Le niveau minimum de l’entrée  
 
Si l’entrée possède une amplitude proche de 0, elle est codée par une alternance régulière de 
niveau [ ]refref V,V −+ . Ce cas se présente lorsque au cours d’une demi période du signal d’entrée 
la sortie de l’intégrateur n’atteint pas la valeur de refV . Dans ce cas, l’équation Eq II-47 avec 
( ) 0wq j =∑ , 0uc= entraîne : 
 ref0M0M Vww =β−β=−  Eq II- 53 
où Be f2FM= est le rapport de sur-échantillonnage. 
d’où, on obtient (Annexe B3) : 
 ( )M2tgVAA refmin π==  Eq II- 54 
La dynamique d’entrée en régime alternatif est définie par minmax AA , pour 0uc= ; 
 ( )M2tg
1dynAC
π
=  Eq II- 55 
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V- ETUDE COMPORTEMENTALE DU MODULATEUR Σ∆ DU 
SECOND ORDRE 
 
V-1- Evolution de la sortie de l’intégrateur 
 
La figure II-25 présente un modulateur du 2iéme ordre avec deux intégrateurs ; la sortie de 
chaque intégrateur est limitée. Cette limitation peut être représentée pour le cas de la 
sortie nw ,  par l’expression suivante : 
 



>
≤
=
satnnsat
satnn
n Vwsi)w(sign.V
Vwsiw
w  Eq II- 56 
où satV  est la sortie maximale de l’intégrateur etsign  est la fonction signe. 
Cette contrainte sur la sortie des deux  intégrateurs engendre une perte d’information sur les 
variables d’états ( )nn x,w  et par conséquent une dégradation des performances du modulateur. 
+
-
un
1α
1β 2β
2α
z-1
z-1 xn
q(xn)wn+
+
+
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Figure II- 25 : Modèle à temps discret d’un modulateur Sigma Delta d’ordre 2. 
 
Il est donc intéressant de déterminer analytiquement l’évolution des limites des sorties des 
deux intégrateurs en fonction des gains (α1, α2 , β1, β2 ) du modulateur. Ceci permet d’orienter 
les simulations analogiques et de contrôler les résultats souvent difficiles à obtenir [Hein-93]. 
Pinault et Lopersti ont montré la stabilité d’un modulateur Σ∆ d’ordre 2 pour une entrée égale 
à une somme finie de sinusoïdes et dans le cas particulier où (α1=α 2=β1=β2=1) [Pinault-93]. 
Par conséquent, les valeurs maximales et minimales des variables d’état nw et nx  sont 
déterminées pour un jeu de paramètres donné (α1, α2 , β1, β2 ) et pour une entrée continue. Le 
modulateur Sigma Delta d’ordre 2 de la figure II-25 est représenté par les expressions non 
linéaires suivantes : 
 
( )


<−
≥+
=
βα−α+=
βα−α+=
−−
−−−
0x1
0x1
xq
)x(qwxx
)x(qu.ww
n
n
n
1n22n21nn
1n111n11nn
 Eq II- 57 
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Pour une entrée constante cn uu = et quelque soit n, la sortie du premier intégrateur est donné 
en fonction de ( )xq  par la relation suivante : 
 ( )∑−
=
βα−α+=
1n
0i
i11c10n xqu.nww  Eq II- 58 
La sortie du deuxième intégrateur est donnée en fonction de ( )xq  par : 
 ( )∑∑ βα−α+= −
==
1n
0i
i
n
1i
22i20n xq.wxx  Eq II- 59 
En tenant compte de l’équation Eq II-58 dans Eq II-59, on obtient alors: 
 
( ) ( ) ( )∑βα−∑ −βαα−
αα
+

 α+α+=
−
=
−
=
1n
0i
i22i
1n
0i
121
2c21c1
020n
xqxqin
n2
un2
u.wxx
 Eq II- 60 
Afin d’effectuer l’analyse de ces signaux, plaçons nous dans le cas particulier suivant : 
 ( ) 1r,......,1,0ipour
1
1
qxq 00 −=

−
+
==  Eq II- 61 
où r  est la longueur d’une séquence de valeurs identiques notée kq0S , prélevée à la sortie du 
modulateur et composée uniquement de 1q0 += ou 1q0 −= , k étant le numéro de la séquence. La 
figure II-26 montre une séquence de ce type. 
q(xn)
n
1k
1q0
S =
=
3k
1q0
S =
=
5k
1q0S
=
=
4k
1q0S
=
−=
2k
1q0S
=
−=
 
Figure II- 26 : La sortie du modulateur. 
L’indice 0 pour 0x  dans l’équation Eq II-60 indique le premier élément d’une séquence 1q( 0=  
pour 0x0≥ et 1q0 −= pour )0x0< ; ce même indice dans les équations II-58 et II-59 représente 
les conditions initiales observées à l’instant 0t0= . 
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A partir des équations II-58 , II-60 et II-61, on obtient nw  tel que pour rn0 ≤≤  : 
 ( )nquww 01c10n β−α+=  Eq II- 62 
 ( ) 201c210112c1020n nqu2nq22uwxx β−αα+

 

 βα+β−α+α+=  Eq II- 63 
En tirant la valeur de n de l’équation Eq II-62 et en la reportant dans Eq II-63, on obtient : 
 
( )[ ] ( )
( )[ ] ( ) 0c01
2
1
2
0112c10
nc01
2
1
2
0112c1n
xuq2q2u
2
1w
xuq2q2u
2
1w
−β
α
α
+
βα+β−α

+
=−β
α
α
+


 βα+β−α+
 Eq II- 64 
Pour une séquence donnée, les points ( )nn x,w sont liés par la relation quadratique suivante : 
 ( )[ ] ( ) 0cteRxuq2q2u
2
1w 20nc01
2
1
2
0112c1n >==−β
α
α
+


 βα+β−α+  Eq II- 65 
Le premier et le second terme de l’équation Eq II-65 sont positifs, on a alors : 
 ( )( ) 0uq1q0x
0uq1q0x
c010n
c010n
<−β⇒−=⇒<
≥−β⇒+=⇒≥  Eq II- 66 
Ce qui impose dans les deux cas : ( ) 0xuq nc01 ≥−β  et aussi c1 u≥β . 
Comme on voit un fort lien entre nx et nw , nous déterminons l’évolution de la sortie de 
deuxième intégrateur nx en fonction de premier intégrateur nw pour les deux cas correspondant 
à : 1q0= et 1q0 −= . 
 
• Premier cas : 0x,0x,.....,x,x,1q r1r100 <≥+= −  
 
Le signal nx  qui apparaît dans l’équation II-65 s’annule, correspondant à un changement de 
signe, pour les valeurs de nw suivantes : 
 ( )[ ] 0112c1p R.2u.2
1w ±βα+β−α−=±  Eq II- 67 
Par contre, la valeur maximale de nx est : 
 ( )c1
2
12
0max u
2/Rx −β
α
α
=  Eq II- 68 
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correspondante à une valeur suivante de nw : 
 ( )[ ]112c1maxp 2u2
1w βα+β−α−=  Eq II- 69 
On montre alors à travers la figure suivante l’évolution de nx en fonction de nw ( du point de 
vue amplitude ). 
xn
xmax
wp- wp+wpmax wn  
Figure II- 27 : L’évolution de la variable nw en fonction de nx pour 1q0= . 
 
• Deuxième cas : 0x,0x,.....,x,x,1q r1r100 >≤−= −  
 
Dans ce cas, les valeurs de nw pour lesquelles nx s’annule sont : 
 ( )[ ] 0112c1m R2u2
1w ±βα+β+α−=±  Eq II- 70 
La dérivée 
n
n
dw
dx (Eq II-65) s’annule pour : 
 ( )c1
2
12
0min u
2/Rx +β
α
α
−=  Eq II- 71 
correspondante à un maximum en valeur absolue. 
L’abscisse nw correspondante est : 
 ( )[ ]112c1min 2u2
1w βα+β+α−=  Eq II- 72 
La figure II-28 donne l’évolution de nx en fonction de nw . 
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xn wmminwm- wnwm+
xmin
 
Figure II- 28 : L’évolution de la variable nw en fonction de nx  pour 1q0 −= . 
A chaque séquence kq0S est associée une constante 0R en fonction de 0w , 0x et 0q : 
 ( )00000 q,x,wRR =  Eq II- 73 
Il existe donc un ensemble de paramètre n10 R,.....,R,R , que l’on peut extraire des différentes  
séquences kq0S prélevées à la sortie du modulateur. Il est montré que les paramètres iR  
diminuent régulièrement dans un fonctionnement normal [Pin-93]. C’est à dire que : 
 ( )0RR 2n2 1n ≥δδ−≤+  Eq II- 74 
et que dans Eq II-68 et Eq II-71, les valeurs maxx  et minx restent bornées. 
 
V-2- Etude de la stabilité  
 
Le théorème de stabilité de Pinault et Lopresti [Pin-93] s’écrit dans le cas général comme suit: 
Soient ( )nn x,w  les solutions du système (Eq II-57) avec une entrée un (Eq II-40). Il existe alors, 
0≥δ et 0B ≥  avec  B=B(uc, δ, α1, α2, β1, β2) tels que : 
 
BRBR
RRBR
10
2
0
2
10
≤⇒≤
δ−≤⇒≥  Eq II- 75 
Dans ce qui suit, nous reprenons le raisonnement utilisé pour démontrer ce théorème [Pin-
93], à fin de déterminer la limite B. Soient 20R  le paramètre de l’équation Eq II-65 lié à la 
séquence kq0S de longueur r et 
2
1R le paramètre suivant lié à la séquence 1kq0S
+
−
, on a donc : 
 
( ) ( ) ( )
( )( ) ( ) ( ) rc01
2
1
0c01
2
1
0112c1
r00112r0c1
2
r
2
0
2
1
2
0
xuq2xuq.2q2u
wwq2wwuwwRR
+β
α
α
+−β
α
α
+βα+βα−
+βα+β−−α+−=−
 Eq II- 76 
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On peut déterminer les expressions de rx et rw  en fonction de r en utilisant les équations Eq 
II-62 et Eq II-63. 
 ( ) rquww 01c10r β−α+=  Eq II- 77 
 ( ) 201c210112c1020r rqu2rq22uwxx β−αα+

 

 βα+β−α+α+=  Eq II- 78 
En remplaçant les expressions de rw  et rx  dans Eq II-76, La différence devient : 
 
( ) ( )
( )[ ] [ ] c0112100
2
11
00211
c20101
2
0c11
2
1
2
1
2
0
uq2xq4wq22
ruwq4rqu2RR
βα+βα−
α
βα
+β−βα−
+β−βα+−ββα−=−
 Eq II- 79 
Pour étudier les bornes de l’expression Eq II-79, nous évaluons les limites de la longueur r  de 
la séquence kq0S en fonction des valeurs initiales 0w et 0x de cette séquence. Notons 
+
0n et −0n  
les valeurs de n qui annulent l’équation Eq II-63. 
 ( )c011
00
11
2
c1
0
0 uq
Rq22
u.w
n
−βα
±

 

 βα+β−α+
=
±  Eq II- 80 
• Premier cas : q0=+1 : 
 
+
0n correspond à la valeur limite pour laquelle nx  passe d’une valeur positive à une valeur 
négative ( )0xn= . 
alors 
 ( ) 



≤−>⇒<≥ ++
− 00r1r0 n1retnr0x,0x,...,x  Eq II- 81 
soit 1nrn 00 +≤< ++ . La figure II-29 montre la plage de variation de r  pour la séquence kq0S .
 
xn
n
n0+n0-  
Figure II- 29 : Variation de n pendant la séquence kq0S pour 1q0 += . 
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• Deuxième cas : 1q0 −= : 
−
0n correspond à la valeur limite pour la quelle nx  passe d’une valeur négative à une valeur 
positive ( )0xn= . 
alors 
 ( ) 



≤−>⇒>≤ −−
− 00r1r0 n1retnr0x,0x,...,x  Eq II- 82 
soit 1nrn 00 +≤< −− . La figure II-30 montre la plage de variation de r pour la séquence 1kq0S
+
−
. 
 
xn nn0+ n0-
 
Figure II- 30 : Variation de n pendant la séquence 1k q0S
+
−
pour q0= -1. 
 
De l’équation Eq II-79, on définie la fonction H(p) égale à : 
 
( ) ( ) ( )
( )[ ] [ ] c0112100
2
11
00211
c20101
2
0c11
2
1
uq2xq4wq22
puwq4pqu2pH
βα+βα−
α
βα
+β−βα−
+β−βα+−ββα−=
 Eq II- 83 
où p est considéré la variable r mais de valeurs différentes. En utilisant les limites sur r , 
exprimées dans les équations Eq II-81 et Eq II-82, on aura :  
 
( ) ( )
cas21npn
1 cas1npn
]pHmin[rHRR
00
00
2
1
2
0
+≤<
+≤<
≥=−
−−
++  Eq II- 84 
En tenant compte du fait que ( ) 0q.u 0c1 ≥−β et que la fonction H(p) est quadratique, on a : 
 ( ) ( )}{ 1nH,nHminRR 002120 +≥− ++  : cas 1 Eq II- 85 
 ( ) ( )}{ 1nH,nHminRR 002120 +≥− −−  : cas2 Eq II- 86 
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En remplaçant l’expression de +0n  donnée par l’équation Eq II-80 dans l’équation Eq II-83 
pour 1q0=  , on obtient : 
 ( ) [ ] [ ]2112011200 2R2q2nH βα+β−βα+β=+  Eq II- 87 
 ( ) [ ] [ ]212122c201011200 4uq4R2q21nH βα+β−βα−βα−β=++  Eq II- 88 
De même, en remplaçant l’expression de −0n  donnée par l’équation Eq II-80 dans l’équation 
Eq II-83 pour 1q0 −= , on obtient : 
 ( ) [ ] [ ]2112111200 2R2q2nH βα+β−βα+β−=−  Eq II- 89 
 ( ) [ ] [ ]212122c201111200 4uq4R2q21nH βα+β−βα−βα−β−=+−  Eq II- 90 
Pour le passage d’une séquence k 1q0S += , associée au paramètre 0R à la séquence suivante 
1k
1q0
S +
−=
associée à 1R , on a : 
 
( )[ ( )]
( ) ( )[ ]1nHR,nHRmax
1nH,nHmaxRR
0
2
00
2
0
00
2
0
2
1
+−−=
+−−+≤
++
++
 Eq II- 91 
En comparant les valeurs de ( ) ( )1nHRetnHR 020020 +−− ++  pour déterminer le maximum, on aura 
les deux cas suivants selon le signe de la différence de ( ) ( )1nHnH 00 +− ++  :  
Pour ( )c1
1
2
0 uR −β



β
β≤ ,: 
 ( )11201 2RR βα+β−≤  Eq II- 92 
et pour ( )c1
1
2
0 uR −β



β
β≥ ,  
 ( )[ ] ( )c121211201 u42RR +ββα+βα−β−≤  Eq II- 93 
De même, pour le passage de la séquence 1kq 10S
+
−=
à la séquence suivante 2kq 10S
+
=
associé, à 0Rˆ , on 
aura : 
 ( )[ ( )]( ) ( )[ ]1nHR,nHRmax
1nH,nHmaxRRˆ
0
2
10
2
1
00
2
1
2
0
+−−=
+−−+≤
−−
−−
 Eq II- 94 
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Deux cas se présentent : 
 pour : ( )c1
1
2
1 uR +β



β
β≤  : 
 ( )11210 2RRˆ βα+β−≤  Eq II- 95 
et pour : ( )c1
1
2
1 uR +β



β
β≥  
 ( )[ ] ( )c121211210 u42RRˆ −ββα+βα−β−≤  Eq II- 96 
Les simulations montrent que les limites les plus resserrées sur nw et nx sont obtenues pour le 
cas où ( )c1
1
2
0 uR −β


β
β≥  suivi du cas où ( )c1
1
2
1 uR +β


β
β≥  (ceci est vérifié dans [Pin-93] pour le cas 
particulier où (α1=α2=β1=β2=1). En outre, ces deux cas correspondent au cas intéressant du 
théorème de Pinault et Lopresti (Eq II-74), avec ( )c1
1
2 uB −β


β
β
=  pour le premier cas et 
( )c1
1
2 uB +β


β
β
= pour le deuxième cas. 
En substituant l’expression de R1 de Eq II-93 à celle dans Eq II-96, on aura : 
 ( ) ( )
( ) ( )[ ] ( )c12121120112
211
2
1120112
2
0
2
0
u42R2
42R2
2
RˆR
+ββα+βα−β−βα−β+
ββα−βα−β−βα−β≥−  Eq II- 97 
L’expression majorant ( )2120 RˆR21 −  est croissante pour tous 0R0≥  dans le cas où 
( ) 02 112 >βα−β . La racine 0R~ de cette expression reportée dans Eq II-65 détermine la région 
de convergence des variables d’état ( )nn x,w  avec : 
 


β−
βα−β
+βα−β
ββα
=
1
c112
112
211
0
u12
2
2
2R~  Eq II- 98 
En procédant de la même façon pour le cycle de séquence kq 10S −= associée à R1, 
1k
q 10
S +
=
associée à 
1R
~ , nous obtenons la racine : 
 


β+
βα−β
+βα−β
ββα
=
1
c112
112
211
1
u12
2
2
2R~  Eq II- 99 
Dans l’équation Eq II-65 remplaçons R0 par 0R
~  donnée par Eq II-98, avec 1q0 += , nous 
obtenons les limites des grandeurs nw  et nx  dans la région 0xn> . De même, en remplaçant 
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R0 de l’équation Eq II-65 par 1R
~ donnée par Eq II-99, avec 1q0 −= , nous obtenons les limites 
des grandeurs nw  et nx dans la région 0xn< . 
La figure II-31 représente la simulation des valeurs { }nn x,w d’un modulateur Σ∆ d’ordre 2 pour 
une entrée continue uc et les bornes de { }nn x,w sont calculées à partir des équations Eq II-65, 
Eq II-98 et Eq II-99 respectivement. On a exprimé successivement ( )0n1n R~,wFx =  et 
( )1n2n R~,wFx = qui sont représentées par deux paraboles de concavités opposées. 
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Figure II- 31 : Région d’évolution des valeurs des variables d’états{ }nn x,w pour cu =0.4071, 
α1=0.495, α2=0.86 et β1=β2=1. 
Le domaine de convergence du modulateur Sigma Delta d’ordre 2 est définie comme étant 
l’intersection de deux paraboles F1 et F2. Si pour des valeurs données de paramètres (α1, α2 , β1, 
β2 ) les deux paraboles F1 et F2 n’ont pas d’intersection, alors le système diverge. La figure II-
31 représente la région de stabilité du modulateur Sigma Delta pour α1=0.495, α2=0.86 et 
β1=β2=1, cette région définie l’évolution des sorties du premier intégrateur (wn) et du 
deuxième intégrateur (xn). 
Dans le cadre de nos travaux nous avons choisit une structure du modulateur Sigma Delta 
ayant α1=α2=β1=β2=1, la figure II-32 montre que le système est stable et illustre le domaine 
de convergence. 
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Figure II- 32 : Région d’évolution des valeurs des variables d’états { }nn x,w  pour cu =0.4071, 
α1=α2=β1=β2=1. 
Pour une entrée sinusoïdale 

 π
=
e
B
n F
f2nsinAv sur-échantillonnée, les résultats ci-dessus 
restent valables. Dans ce cas le calcul des limites se fait pour deux entrées continues (valeurs 
moyennes) 2/Auc =  et 2/Auc −=  (Eq II-65, Eq II-98 et Eq II-99). Ainsi on obtient 4 
paraboles qui encadrent les valeurs de { }nn x,w  (figure II-33). 
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Figure II- 33 : Région d’évolution des valeurs des variables d’états { }nn x,w pour A=0.4071 
α1=0.879, α2=0.75 et β1=β2=1. 
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V-3- Analyse spectrale du modulateur 
 
Nous avons simulé le modulateur Sigma Delta du second ordre avec α1=α2=β1=β2=1 en 
utilisant le logiciel Simulink. Le schéma que nous avons utilisé est le suivant. La fonction 
« sign » joue le rôle du quantificateur : 
 
z
1
Unit Delay1
z
1
Unit Delay
y1
To WorkspaceSine Wave Sign
 
Figure II- 34 : Le modulateur Sigma Delta. 
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(a)                                                                     (b) 
Figure II- 35 : Spectre de la sortie du modulateur en (a) bande de Nyquist (b) bande audio. 
 
La fréquence d’échantillonnage est fixée à 1.024 MHz et le domaine spectral du signal d’entrée 
est limité à 8kHz. Pour un signal d’entrée de 1kHz et d’amplitude –2dB de la pleine échelle, la 
FFT du signal d’entrée est calculée sur 65536 points. Le spectre du signal issu du modulateur 
Sigma Delta avec un agrandissement dans la bande d’audio est montré à travers la figure II-35. 
Cette analyse spectrale permet d’étudier le comportement du modulateur dans la bande 
d’audio et d’estimer les performances du modulateur. C’est cette analyse qui sera utilisée dans 
le chapitre suivant lors des mesures effectuées sur le modulateur Sigma Delta à courant 
commuté . 
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V-3-1- Courbe de SNR en fonction de l’amplitude du signal d’entrée 
 
La courbe du SNR en fonction de l’amplitude du signal d’entrée est une caractéristique 
fondamentale du modulateur Sigma Delta. Elle permet de déterminer le rapport signal sur 
bruit en dB en fonction du signal d’entrée par rapport à la plein échelle exprimé en dB.  
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Figure II- 36 : Rapport signal sur bruit du modulateur Σ∆ en fonction de l’amplitude du signal 
d’entrée. 
Pour des entrées d’amplitudes relativement faibles la courbe est linéaire. En se rapprochant de 
la pleine échelle le rapport SNR chute. Ceci est une conséquence de la saturation du deuxième 
intégrateur. Naturellement ce paramètre est calculé après la décimation et le filtrage passe-bas, 
ce que nous allons décrire maintenant. 
 
IV- LA CHAINE DE DECIMATION  
 
IV-1- Introduction 
 
Le fonctionnement d'un convertisseur Σ∆ repose sur deux principes : le sur-échantillonnage et 
la mise en forme de bruit. Le modulateur Σ∆ délivre une information codée sur peu de bits à 
un débit élevé. Il est ensuite nécessaire d'effectuer une décimation pour que l'information soit 
codée sur un nombre de bits plus élevé (la résolution totale du convertisseur) et pour 
permettre un retour à une fréquence proche de la fréquence de Nyquist. Ainsi le flot de 
données lors de la transmission, le stockage ou le traitement numérique est diminué. 
Naturellement, un filtrage de type passe-bas est associé pour éliminer une grande partie du 
bruit de quantification mis en forme. 
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MODULATEUR FILTRENUMÉRIQUE
Entrée Analogique
FB
Horloge
Fe>>FB
Sortie numérique
1 bit
Sortie
numérique
N bits  
Figure II- 37 : Schéma Bloc du Convertisseur Σ∆. 
IV-2- Le filtrage numérique  
 
Un filtre numérique est totalement décrit par son équation aux différences. Celle-ci établit la 
relation entre l’entrée et la sortie du filtre, comme l’illustre la relation suivante : 
 ( )
M)-.y(nb -  - 2)-.y(nb-1)-.y(nb-
N)-.x(na   2)-.x(na1)-.x(nanxY(n)
M21
N21
…
+…+++=  Eq II- 100 
où les x(n) sont les échantillons d’entrées et les y(n) représentent la séquence de sortie. La 
fonction de transfert d’un filtre numérique est donnée par la relation suivante : 
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i
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++++
==
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∑+
=  Eq II- 101 
avec en général b0=1. On distingue alors deux types de filtres : les filtres à réponse 
impulsionnelle infinie (RII) et les filtres à réponse inpulsionnelle finie (RIF). 
 
IV-2-1- Les filtres RIF 
 
La fonction de transfert d’un filtre à réponse impulsionnelle finie est de la forme :  
 NN
2
2
1
1 za...zaza1)z(X
)z(Y)z(H −−− ++++==  Eq II- 102 
L’équation aux différences d’un tel filtre s’écrit alors : 
 ∑−
=
−=
1N
0k
)kn(x).k(h)n(y  Eq II- 103 
C'est la raison pour laquelle on appelle également ce type de filtre, filtre à convolution. Grâce 
à leur structure non-récursive, les filtres à réponse impulsionnelle finie sont toujours stables et 
assurent une phase linéaire tant que leurs coefficients sont symétriques. Ils sont donc tout à 
fait adaptés aux applications audio, où la distorsion des fréquences due aux non-linéarités de 
phase est à bannir. 
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La performance des filtres à réponse impulsionnelle finie est limitée par leur ordre et par la 
quantification de leurs coefficients, qui se traduit par une grande difficulté quant à leur 
implantation dans des composants à virgule fixe. 
L'ordre du filtre est fonction des ondulations maximales dans la bande passante (δp) et dans la 
bande atténuée (δa), de la largeur de la bande de transition (∆f) [Kus-98]. L’amplitude dans la 
bande passante (Ap) est exprimée en fonction de l'ondulation δp par la relation : 
 [ ]dB
1
1
log20A
p
p
10p 



δ−
δ+
=  Eq II- 104 
et l’amplitude dans la bande atténuée (A) est donnée par : 
 ( )[ ]dB1log20A a10a δ+=  Eq II- 105 
La largeur de la bande de transition, normalisée par rapport à la fréquence d’échantillonnage 
d’entrée eF , est donnée par la relation suivante : 
 
e
pa
F
fff +=∆  Eq II- 106 
où fp est la fréquence de coupure de la bande passante et fa est la fréquence du début de la 
bande atténuée. 
En fonction des caractéristiques énumérées précédemment, l’ordre du filtre peut être estimé 
d’une manière approchée [Kus-98] par : 
 1f6,14
log2013
N ap10 +∆×
δδ−−
=  Eq II- 107 
Comme le montre l'équation Eq II-107, l'ordre du filtre dépend de la largeur de la bande de 
transition. Plus les spécifications du filtre sont sévères (plus ∆f est petit), plus l'ordre du filtre 
N sera important, ce que l'on cherche à éviter. Or la sortie du modulateur Σ∆ est à une 
cadence élevée devant la bande de Nyquist que l’on cherche à obtenir. Cela veut donc dire que  
l’ordre du filtre RIF serait très élevé. On peut alors envisager l’utilisation de plusieurs filtres en 
cascades avec différentes fréquences d’échantillonnages, celles-ci diminuant au fur et à mesure 
de la structure. L'expression donnant l'ordre du ième filtre devient alors : 
 1f6,14
.log2013
N
i
aipi10
i +∆×
δδ−−
=   
i,e
i,pi,a
i F
fffoù +=∆  Eq II- 108 
On voit bien alors que l'on pourra diminuer les contraintes sur chaque filtre, ce qui revient en 
fait à diviser la tâche en plusieurs parties. 
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À fonctions de transfert équivalentes, le seul inconvénient par rapport au filtre RII est l'ordre 
qui sera plus élevé, et donc à profil de filtre identique, la complexité du calcul du RIF est plus 
élevée. 
 
IV-2-2- Les filtres RII 
 
La fonction de transfert d’un filtre à réponse impulsionnelle infinie est de la forme :  
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Le nombre de coefficients nécessaires est plus faible pour une structure RII. A surface égale, 
le nombre de multiplieurs RII est donc plus optimisé. Cependant, en adoptant une structure 
cascadée pour les filtres RIF, le nombre de coefficients est réduit d’une manière importante. 
De plus les filtres RIF ne sont pas soumis au problème de stabilité. C’est pourquoi, on 
préférera utiliser des filtres à réponse impulsionnelle finie. 
 
IV-3- La décimation  
 
Le modulateur Σ∆ délivre un signal sur un nombre de bits limité à une fréquence 
d'échantillonnage très élevée. On appelle décimation, le fait de ramener cette fréquence 
d’échantillonnage à une fréquence proche de la fréquence de Nyquist. L’opération permettant 
d'augmenter la résolution en effectuant un moyennage temporel sur un certain nombre 
d'échantillons du signal sur-échantillonné est le filtrage. 
Une chaîne de décimation se compose donc classiquement d'un filtre passe-bas qui élimine le 
bruit et d'un sous-échantillonneur. Pour notre application, ce filtre doit être sélectif étant 
donné le rapport de sur-échantillonnage M élevé. Ceci entraîne la réalisation d'un filtre 
comportant beaucoup de coefficients qui occupera une grande surface de silicium. Il est donc 
nécessaire d'effectuer un filtrage et un sous-échantillonnage ( )D en plusieurs étages [Cro-81], 
comme l'illustre la figure II-38. En effet le taux de sous-échantillonnage étant plus faible, les 
filtres associés seront moins sélectifs donc moins complexes. 
 
Fe D
Fe
∏=
=
n
1i
iDD
D1 Dn
 
Figure II- 38 : Décimation à plusieurs étages. 
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Nous allons donc étudier par la suite les différentes architectures de filtres pour la chaîne de 
décimation. 
 
IV-3-1- Le filtre sinus cardinal  
 
Ce filtre est le plus simple et le plus économique car il ne nécessite pas de multiplieur [Cro-81]. 
Son action est équivalente à celle d'un RIF dont tous les coefficients sont unitaires. Sa 
fonction de transfert est : 
 ∑= −
=
−
1D
0n
nzD
1)z(H  Eq II- 110 
où D est le facteur de décimation du filtre sinus cardinal. 
Le sinus cardinal (sinc) est un filtre passe-bas où les zéros sont placés aux fréquences multiples 
de DFe . 
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Figure II- 39 : Réponse en fréquence du filtre en peigne avec 16D= .  
La simplicité d'implantation du sinus cardinal peut être mise en évidence en décomposant la 
fonction de transfert. En effet, à un facteur de normalisation 1/D près, la fonction de 
transfert est:  
 1
D
z1
z1)z(H
−
−
−
−
=  Eq II- 111 
soit, après factorisation : 
 ( )D1 z1z1 1)z(H −− − −=  Eq II- 112 
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On reconnaît alors une fonction d'intégration suivie d'une fonction de dérivation. Or ces deux 
étapes sont suivies d'un sous-échantillonnage d'un facteur D , il est donc intéressant de placer 
le sous échantillonnage avant la dérivation, celle ci sera donc réalisée à fréquence réduite, ce 
qui simplifiera son implantation puisque le dérivateur ( )Dz1 −− devient ( )1z1 −− . 
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−
−
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1
−
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Figure II- 40 : Amélioration de la structure du sinus cardinal. 
 
La fonction de transfert d’un sinus cardinal d’ordre K est donnée par : 
 
K
1
D
z1
z1
D
1)z(H 


−
−
=
−
−  Eq II- 113 
On remarque que plus l'ordre du sinus cardinal est élevé, plus l'atténuation hors bande est 
importante. Il est donc intéressant d'utiliser un filtre en sinus cardinal d'ordre élevé pour 
éliminer le maximum de bruit. On réduit ainsi le phénomène du repliement de bruit dans la 
bande utile du signal lors du sous-échantillonnage. 
Enfin, pour réaliser un sinus cardinal d'ordre K, il suffit d'utiliser K intégrateurs suivis d’un 
sous-échantillonneur puis de K dérivateurs. On obtient, par exemple pour un ordre 2, la 
structure suivante : 
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Figure II- 41 : Structure d'un filtre en sinus cardinal d'ordre 2. 
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Figure II- 42 : Réponse en fréquence du filtre sinc avec D=16 et K=3. 
Cependant, ce filtre n'effectue qu'un filtrage grossier du bruit et il apporte une atténuation 
dans la bande utile. Il est généralement placé dans le premier étage de la chaîne de décimation, 
car il ne comporte pas de multiplieurs et peut travailler à des fréquences élevées. Il effectue 
ainsi un sous-échantillonnage important, puis viennent des filtres RIF qui filtrent plus 
précisément et corrigent l'atténuation du gain dans la bande utile. 
 
IV-3-2- Le filtre “sharpned” 
 
Pendant ces dernières années une structure modifiée du sinus cardinal, appelé filtre sinc  
aiguisé (scharpened comb filter), a été utilisée dans les chaînes de la décimation. Avec cette 
nouvelle structure, nous sommes capable de réduire l’atténuation dans la bande passante et 
d’assurer une rejection du repliement spectral. Ce filtre nécessite trois filtres sinus cardinaux 
conventionnels, un additionneur, deux multiplieurs et une unité de retard. La fonction de 
transfert totale devient :  
 [ ])z(H23)z²(H)z(Hsh −×=  Eq II- 114 
Puisque la fonction de transfert du sinus cardinale ( )zH  est à phase linéaire, le filtre total 
possède une phase linéaire. En tenant compte des exigences d’implémentation, le filtre sinus 
cardinal s’avère plus avantageux. Malgré tout, nous allons voir à travers ses performances 
spectrales la pertinence de ce filtre. Sa fonction de transfert est : 
 ( )( ) ( )( )
K3K2
f2j
sh fsinD
fDsin2fsinD
fDsin3)e(H 


π×
π
×−


π×
π
×=π  Eq II- 115 
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où f est la fréquence normalisée par rapport à la fréquence d'échantillonnage eF , D est le taux 
de décimation et K est l'ordre du filtre. Avec cette structure, nous sommes capables 
d'accomplir une atténuation de -70dB pour le lobe secondaire au lieu de -40dB avec 16D= et 
K=3. La figure II-43 expose la réponse en fréquence pour ce cas.  
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Figure II- 43 : Réponse en fréquence du sinc aiguisé avec D=16 et K=3. 
La figure II-43 montre que le sinc aiguisé possède une atténuation plus importante vers les 
hautes fréquences et présente une faible atténuation dans la bande utile. Cependant, les 
exigences matérielles pour son implémentation sur silicium sont relativement importantes par 
rapport au sinus cardinal conventionnel. En effet pour des caractéristiques identiques il faut 
plus d’opérateur sinc comme le montre la relation suivante : 
 
K3
1
DK2
1
D
sh z1
z1
D
12
z1
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D
13)z(H 
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
−
−
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
−
−
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−
−
−
−  Eq II- 116 
 
IV-3-3- Le filtre demi bande   
 
Le filtre demi-bande est un cas particulier d'un filtre à réponse impulsionnelle finie (RIF). En 
effet, il présente la particularité d'avoir des coefficients symétriques par rapport au coefficient 
central dont la valeur est 0.5, et de plus un coefficient sur deux est nul. Ces caractéristiques 
permettent une grande économie de calcul et de stockage [Cro-81]. 
Ce filtre est un passe-bas dont la fréquence de coupure est 4Fe . La Figure II-43 montre le 
spectre de ce filtre dont le rapport de sous-échantillonnage ne pourra être que de 2. En effet, 
la moitié de la bande du filtre est atténuée, ce qui rend possible un seul repliement par rapport 
à la fréquence 4Fe et, donc une décimation d'ordre 2. Ce taux de sous-échantillonnage est 
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faible, mais ce filtre est néanmoins très utilisé du fait des avantages que présentent ses 
coefficients pour terminer la décimation. 
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H(f)
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Figure II- 44 : Spectre d 'un filtre demi-bande. 
Nous allons maintenant mettre en évidence comment est exploitée la particularité des 
coefficients de ce filtre pour simplifier son implantation. L'approche classique pour modéliser 
ce filtre est la structure RIF. Soit une convolution numérique :  
 ∑
=
=
N
1i
i )i(e.a)i(s  Eq II- 117 
avec N : le nombre de coefficients,  
      ai :  les coefiicients, 
     e(i) : les échantillons d’entrée. 
     s(i) : les échantillons de sortie. 
 
Le tableau suivant indique la correspondance entre les coefficients et les échantillons à un 
instant donné pour un filtre d'ordre 11 (nombre de coefficients total). 
 
Instant\Coefficient a5 0 a3 0 a1 a0 a1 0 a3 0 a5 
T e10 e9 e8 e7 e6 e5 e4 e3 e2 e1 e0 
t+1 e11 e10 e9 e8 e7 e6 e5 e4 e3 e2 e1 
t+2 e12 e11 e10 e9 e8 e7 e6 e5 e4 e3 e2 
Tableau II - 1 : Correspondance entre les coefficients et les échantillons d’entrée. 
Les équations de sortie sont alors les suivantes : 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) 7068141032125
605713931115
504612830105
eaeeaeeaeea2ts
eaeeaeeaeea1ts
eaeeaeeaeeats
×++×++×++×=+
×++×++×++×=+
×++×++×++×=
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Le sous-échantillonnage va avoir pour effet de ne délivrer en sortie qu'un résultat sur deux. 
Soit, par exemple ( )ts et ( )2ts + . Ce qui met en évidence que seuls les échantillons impairs sont 
multipliés par le coefficient central, alors que les échantillons pairs sont multipliés par les 
coefficients symétriques. 
Ces remarques permettent d'envisager une structure pour le demi-bande qui va réduire les 
calculs effectués. Il s'agit de séparer le traitement selon deux branches distinctes qui sont 
appelées les phases, l'une concernant les échantillons impairs et l'autre les échantillons pairs. 
Chacune fonctionnera alors à la fréquence 2Fe  et non plus eF  qui est la fréquence 
d'échantillonnage d'entrée. La phase des échantillons pairs aura la structure d'une convolution 
dont les coefficients sont symétriques, l'autre se réduira par une suite de retards avant la 
multiplication des échantillons impairs par le coefficient central [Ron-81].  
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Figure II- 45 : Structure polyphasée d'un filtre demi-bande. 
 
Cette structure, illustrée par la figure II-45 est appelée : ″structure polyphasée″. Les deux 
phases sont liées par l'addition de leurs résultats respectifs de sorte qu’elles délivrent les 
échantillons en sortie à la fréquence 2Fe , c'est-à-dire que la fréquence d'échantillonnage 
d'entrée est décimée d'un facteur 2. La structure polyphasée tire profit de la symétrie des 
coefficients et de la nullité d'un coefficient sur deux, ce qui permet de réduire le nombre de 
calculs et la vitesse de ceux-ci, donc de diminuer la surface d'implantation du filtre et sa 
consommation qui est proportionnelle à la fréquence de travail. 
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CONCLUSION 
 
Un convertisseur utilisant l’architecture Σ∆ se compose d’un modulateur Σ∆ suivi d’un 
filtre de décimation. Son fonctionnement repose sur deux principes : le sur-échantillonnage et 
la mise en forme du bruit de quantification. 
Le modulateur Σ∆ délivre une information numérique codée sur peu de bits à un débit 
élevé. Le filtre de décimation reçoit ce signal et renvoie une information codée sur un nombre 
de bits plus élevé (la résolution totale du convertisseur) avec un débit plus faible (limite de 
Nyquist) qui fera l’objet du chapitre IV. Il se compose d’un filtre numérique qui élimine le 
bruit hors bande et d’un sous-échantillonneur qui ramène le débit de sortie à la fréquence de 
Nyquist. Les applications audio utilisent largement ce procédé de conversion que ce soit pour 
la conversion analogique-numérique ou numérique-analogique. 
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commutés en vue de la conception d’un modulateur 
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INTRODUCTION 
 
La cellule mémoire S²I est un circuit qui permet de réduire l’erreur de courant 
engendrée par le phénomène d’injection de charges. Elle met en œuvre une technique de 
multi-échantillonnage. 
Dans la première partie de ce chapitre, le dimensionnement et la simulation statique 
des deux cellules mémoires SI et S²I sont développés et leurs performances comparées. Deux 
modèles sont développés pour les deux cellules afin d’étudier leur influence sur le  
comportement du modulateur Sigma Delta. Les modèles sont réalisés en utilisant le logiciel 
SIMULINK, ce qui permet de prévoir les performances du modulateur dans chaque 
configuration. 
Dans la seconde partie,  les différents blocs et l’architecture du modulateur Sigma 
Delta en mode courant sont détaillés. Un des blocs fondamentaux du modulateur Sigma Delta 
est l’intégrateur. Ce dernier détermine la précision et la convergence du modulateur. Une 
nouvelle structure différentielle entièrement symétrique et bilinéaire est présentée.   
Dans la troisième partie, une carte de test du modulateur a été réalisée. Elle permet 
l’adaptation entre les générateurs et le modulateur. En effet, un étage d’entrée permet de 
fournir un signal différentiel qui va attaquer le modulateur en mode courant. Différentes 
mesures spectrales ont été faites afin de caractériser dynamiquement le modulateur Sigma 
Delta.   
 
I- MODELISATION ET SIMULATION DES CELLULES 
MEMOIRES 
 
Dans le chapitre I, le fonctionnement des deux cellules mémoires SI et S2I a été 
présenté. En réalité, les cellules mémoires présentent des non idéalités qui introduisent des 
erreurs sur le courant de sortie. Ces différentes erreurs sont décrites au chapitre I. Elles sont 
dues au temps d’acquisition, au phénomène d’injection de charge et au variation de la tension 
de sortie. Une étude est nécessaire vis a vis de ces différentes erreurs afin d’extraire un modèle 
proche du fonctionnement réel. Dans ce qui suit, deux modèles décrivant le comportement 
des deux cellules mémoires SI et S²I par rapport au phénomène d’injection de charge sont 
proposés. De même, une étude comparative du comportement du modulateur sigma delta 
utilisant ces deux modèles sera présentée. 
 
I-1- Simulation de la cellule mémoire SI et S²I 
 
Les résultats de simulations des cellules SI (figure I-10 ) et S²I (figure I-11), où les 
transistors M1 et M2 sont remplacés par l’association cascode formée par deux transistors, 
dépendent des caractéristiques technologique de ces transistors. C’est pourquoi, il est 
primordial de donner les dimensions des transistors (tableaux III-1 et III-2). 
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(W/L) du transistor mémoire (en µm) 26/6 
(W/L) du transistor cascode (en µm) 29/0.6 
(W/L) du transistor interrupteur (en µm) 1/0.6 
Tableau III - 1 : Dimensions des transistors de la cellule mémoire SI. 
 
(W/L) du transistor mémoire1  ( en µm) 26/2 
(W/L) du transistor cascode1 (en µm) 29/0.6 
(W/L) du transistor interrupteur1 (en µm) 1/0.6 
(W/L) du transistor mémoire2  ( en µm) 16/2 
(W/L) du transistor cascode2 (en µm) 120/0.6
(W/L) du transistor interrupteur2 (en µm) 4/0.6 
Tableau III - 2 : Dimensions des transistors de la cellule mémoire S²I. 
Le dimensionnement présenté ici s’appuie alors sur les connaissances du 
comportement des transistors MOS et sur une analyse du circuit. Tout d’abord, les conditions 
d’un fonctionnement correct de la cellule en statique sont répertoriées. Puis son 
comportement dynamique est analysé [ Rif-99]. 
Le simulateur utilisé, Spectre S sous environnement Cadence, utilise le modèle du 
transistor CMOS53 (SPICE niveau 3) avec les paramètres de la technologie CMOS 0.6 µm de 
chez AMS. La tension d’alimentation est 3.3V, le courant de polarisation de 120µA et le signal 
d’horloge est un créneau entre 0 et 3.3V. La charge est constituée par une cellule identique 
connectée en diode. 
Dans un premier temps et par souci de limiter l’injection de charges, les interrupteurs 
d’échantillonnages sont des transistors NMOS de dimensions minimales pour la cellule 
mémoire SI. Par contre pour la cellule mémoire S²I on a opté pour des interrupteurs 
d’échantillonnages de dimensions minimales de type NMOS durant la phase grossière et de 
type PMOS durant la phase fine. 
Dans cette partie, on s’intéresse aux erreurs dites "statiques" telle que l’erreur 
d’injection de charges, ou d’offset. C’est pourquoi la fréquence du signal d’entrée est fixée à 
1kHz et celle du signal d’horloge à 20 kHz. 
Les tracés présentés sur les figures ci-dessous montrent le courant de sortie obtenu 
lors de l’échantillonnage d’une sinusoïde d’entrée d’amplitude 60µA pour une cellule mémoire 
SI (figure III-1a) et pour la cellule mémoire S2I (figure III-1b). 
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Figure III- 1a : Echantillonnage d’une sinusoïde par la cellule mémoire SI. 
 
 
 
Figure III - 1b : Echantillonnage d’une sinusoïde par la cellule mémoire S2I. 
 
A priori, ces deux figures ont la même forme. Afin de faire apparaître des différences 
entre ces deux cellules, nous donnons le tableau III-3 qui présente les principales 
caractéristiques, que ce soit spectrale ou de consommation, des cellules mémoires SI et S²I. 
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Caractéristique Cellule mémoire SI Cellule mémoire S2I 
Erreur d’offset 908nA 139nA 
Erreur de gain linéaire 2.66% 0.1% 
TDH 0.2% 0.0152% 
Consommation 396µW 396µW 
Surface occupée 278µm² 176.4µm² 
Tableau III - 3 : Comparatif des deux cellules mémoires SI et S²I. 
Grâce à l’emploi de la cellule mémoire S2I, l’erreur d’offset est divisée par 6.5, l’erreur de gain 
linéaire par 26.6 et le taux distorsion harmonique est réduit de 22 dB. La cellule mémoire S2I 
permet donc une amélioration de la précision et de la linéarité. D’autre part, la surface de la 
cellule mémoire S²I occupée est réduite. 
 
I-1-1- Calcul de l’erreur de mémorisation des deux cellules mémoires SI et S2I 
 
Un plan de simulation est réalisé pour mettre en évidence la réduction de l’erreur 
d’injection de charges par la cellule S²I. La figure III-2 montre les erreurs de mémorisation 
obtenues pour les deux cellules mémoires correspondant à la différence entre la valeur du 
courant d’entrée au moment de l’échantillonnage et la valeur du courant restitué à la sortie. 
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Figure III- 2 : Erreurs de mémorisation obtenues avec les deux cellules. 
Ces erreurs de mémorisation sont prises pour différentes valeurs de courant d’entrée 
comprises entre –80 et 80 µA. Au delà de cette plage, on assiste à une très forte saturation des 
transistors mémoires. D’après ces deux courbes ont peut constater que l’erreur de 
mémorisation est subdivisée en deux composantes pour la cellule SI ; une composante 
correspond à un offset de courant de valeur 1µA soit 0,83% de la valeur du courant de 
polarisation et une deuxième composante linéaire qui dépend du courant d’entrée. Par contre 
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l’erreur de mémorisation pour la cellule mémoire S²I peut être considérée comme une seule 
composante correspondante à un offset de valeur 0,1µA, soit 0,083% de la valeur du courant 
de polarisation. Ceci corrobore le fait que la cellule S²I propose une erreur de mémorisation 
indépendante du niveau d’entrée. 
 
I-1-2- Calcul de l’erreur due au rapport fini des conductances d’entrée et de 
sortie des deux cellules mémoires SI et S2I 
 
Une deuxième simulation a été faite dans les mêmes conditions, en remplaçant les 
transistors interrupteurs par des interrupteurs idéaux afin d’éliminer l’effet d’injection de 
charges dans les deux transistors mémoires PMOS et NMOS. La différence entre les courants 
d’entrée et de sortie donne la valeur de l’erreur due aux variations du courant de sortie gdsIδ . 
La figure III-3 représente cet écart en fonction du courant d’entrée pour les deux cellules 
mémoires . 
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Figure III- 3 : Erreur de gdsIδ en fonction du courant d’entrée pour les deux cellules. 
On remarque que la courbe associé à la cellule mémoire SI est linéaire pour des faibles 
courants d’entrée, et qu’elle devient non linéaire pour des courant plus élevés. Ceci est dû au 
fait que la conductance équivalente dépend du point de fonctionnement des transistors. Par 
contre, on constate que la variation de la courbe pour la cellule mémoire S²I est quasiment 
nulle car le potentiel drain source est supposé fixe durant les deux phases d’acquisitions. En 
effet la variation du potentiel drain source est supposée nulle ( DS0gds VgI δ=δ ). 
 
I-1-3- Calcul de l’erreur d’injection de charges des deux cellules mémoires SI et 
S2I 
L’erreur de courant d’injection de charges est définie comme la différence entre 
l’erreur de mémorisation et l’erreur due aux conductances pour les deux cellules mémoires. 
Les courbes de la figure III-4 donnent l’erreur d’injection de charges des deux cellules . Elles 
montrent que l’erreur d’injection de charges de la cellule mémoire S2I est un offset, 
contrairement à la cellule mémoire SI, dont l’erreur dépend du courant d’entrée. Une 
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diminution de l’erreur d’injection de charge due à la deuxième boucle d’échantillonnage est 
donc validée.  
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Figure III- 4 : Erreur d’injection de charge pour les deux cellules. 
Dans ce qui suit, nous déterminons un modèle pour chaque cellule mémoire et nous 
étudions leur influence sur le comportement du modulateur Sigma Delta d’ordre 2.  
 
I-2- Etude du modèle de la cellule mémoire SI 
 
L’erreur d’injection de charge induite dans le courant de sortie de la cellule mémoire SI 
est due à l’imperfection du transistor interrupteur MOS [Weg-87]. Les expressions analytiques, 
exprimées au chapitre I, sont rappelées ci-dessous : 
 ( ) 1inj1M,T1GS
1
1
n
2
1inj
1
1
n1inj VVVL
WK2VL
WKI δ−

+δ


=δ  Eq III- 1 
avec ( )
1M,T
1
1
n
e
1GS V
L
WK
IJV +



+
=
 Eq III- 2 
 ( ) ( )
1GS
Li1T1GSreci1T1GSHcanal
1inj C
VVVCVVVCV −++−−α=δ  Eq III- 3 
En combinant ces équations à l’aide de logiciel MAPLE, on obtient un courant de 
sortie qui s’exprime sous forme d’une fonction polynomiale d’ordre 2 avec trois coefficients 
tel que : 
 0e1
2
e21inj III β+β+β=δ  Eq III- 4 
Les différentes valeurs du tableau III-4 sont extraites des différents paramètres des 
transistors lors d’une simulation DC de la cellule mémoire SI avec le simulateur SPECTRE. 
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ß2 -0.7796 
ß1 -0.023 
ß0 -0.6 10-6 
Tableau III - 4 : Valeurs calculées par MAPLE. 
Le modèle de la cellule mémoire SI est représenté comme suit : 
Ie
0β
1β
2/1
z
−
−
Is
2β
 
 Figure III- 5 : Modèle de la cellule mémoire SI. 
I-3- Etude du modèle de la cellule S2I 
 
De même, pour la cellule mémoire S2I, les différentes expressions de la phase fine 
donnée au chapitre I sont rappelées ci-dessous. La cellule mémoire S2I durant la phase 
grossière a le même principe de fonctionnement que la cellule mémoire SI, ainsi les mêmes 
expressions seront utilisées  : 
 ( ) 2inj2TM2SG
2
2
p
2
2inj
2
2
p2inj VVVL
WK2VL
WKI δ−

+δ


=δ  Eq III- 5 
avec : 
2TM
2
2
P
1inj
2SG V
L
WK
IJ
V +



δ+
=  Eq III- 6 
 
( )( ) ( )
2GS
DDHi2T2SGi2reci2TL2SGDDi2reci2gc
2inj C
VVVVCVVVVC2C
V
−+++−−−+
=δ
 
Eq III- 7
 
En combinant ces équations à l’aide de logiciel MAPLE, on obtient  l’erreur d’injection 
de charge totale durant les deux phases. On supposera que l’erreur d’injection de charges 
durant la phase grossière ne sera pas totalement compensé durant la phase fine. Ce qui permet 
d’exprimer le courant de sortie sous une forme polynomiale d’ordre 4 avec cinq coefficients 
tel que : 
 0e1
2
e2
3
e3
4
e42inj IIIII β+β+β+β+β=δ  Eq III- 8 
Les différentes valeurs du tableau III-5 sont extraites des différents paramètres des 
transistors lors d’une simulation DC de la cellule mémoire S2I avec le simulateur SPECTRE. 
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ß4 0.1156978662 10-6    
ß3 0.4819825862 10-6 
ß2 0.4584637184 10-2 
ß1 0.9548461946 10-2 
ß0 0.03400325401 
Tableau III - 5 : Valeurs calculées par MAPLE. 
Par conséquence, la cellule mémoire S2I est remplacée par le modèle suivant [Bou-00-1]: 
2/1z−− IsIe
1β
2β
3β
4β
0β
 
Figure III- 6 : Modèle de la cellule mémoire S2I. 
Ces deux modèles [Bou-00-2] permettent d’étudier le comportement du modulateur 
Sigma Delta avec MATLAB avant leurs implantations afin de prévoir leurs performances. 
 
I-4- Etude du comportement des modulateurs SI et S²I 
 
L’intégrateur est le principal bloc du modulateur Sigma Delta passe bas. La 
fonctionnalité du modulateur dépend donc des performances de l’intégrateur (figure III-7). 
Une modélisation de l’intégrateur permet de simuler le comportement du modulateur Sigma 
Delta. 
 
Ζ−1/2
Ie IsΖ−1/2
 
Figure III- 7 : Diagramme d’un intégrateur à courant commuté. 
La structure du modulateur du deuxième ordre est présentée sur la figure III-8 . 
 
1z1
1
−
−
1z1
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−
−
−
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Figure III- 8 : Diagramme simplifié du modulateur Sigma Delta. 
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Une simulation de cette structure faite à l’aide de logiciel MATLAB dans la bande 
audio, avec les différentes caractéristiques données dans le tableau III-6 est présentée. Le 
spectre de sortie idéal du modulateur est illustré à la figure III-9.  
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Figure III- 9 : Spectre idéal de la sortie du modulateur. 
Le niveau du plancher du bruit dans la bande audio (0-8Khz) assure une valeur 
minimale de 80 dB. Cette analyse permet de détecter la distorsion harmonique causée par les 
imperfections des différents blocs du modulateur. 
 
Fréquence d’échantillonnage 1.024Mhz 
Bande audio 0-8 Khz 
Fréquence du signal d’entrée 1Khz 
sur échantillonnage 64 
Nombre d’échantillons 32768 
Tableau III - 6 : Les paramètres de simulation du modulateur. 
I-4-1- Etude comparative  
 
Dans ce paragraphe, nous proposons une simulation du modulateur Σ∆ d’ordre deux pour les 
deux modèles avec les cellules mémoires SI et S²I. Nous étudions leurs influences sur les 
performances du modulateur dans la bande audio. Les figures III-10 et III-11 représentent 
respectivement le spectre de sortie du modulateur SI et S²I dans la bande audio limité à 8kHz, 
le résultat montre une augmentation du niveau du plancher de bruit vers les fréquence nulles 
pour les deux spectres. On remarque que les deux modulateurs, utilisant la technique SI et la 
technique S²I, semblent réagir de la même manière. 
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Figure III- 10 : Spectre de sortie pour le model SI. 
 
Figure III- 11 : Spectre de sortie pour le model S²I. 
Afin de déterminer l’origine de l’augmentation du niveau de plancher de bruit, on a séparé le 
modèle de l’erreur d’injection de charge en deux composantes. La première composante, dite 
linéaire, représente la composante continue plus la composante linéaire. La deuxième 
composante, dite non linéaire, regroupe les composantes non linéaires du modèle. Nous avons 
simulé la structure du modulateur Σ∆ du second ordre avec chacune des composantes (linéaire 
et non linéaire) pour chacun des modèles (SI et S²I) de façon séparée. La figure III-12 
représente le spectre de sortie du modulateur en utilisant les composantes linéaires de l’erreur 
d’injection de charges pour les deux modèles SI et S²I. On constate que la composante linéaire 
n’est pas responsable de l’augmentation du plancher du bruit du modulateur dans la bande 
audio. 
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Figure III- 12 : Spectre de sortie pour les modulateurs (SI) et (S2I) pour une erreur linéaire. 
La figure III-13 représente le spectre de sortie du modulateur en utilisant les 
composantes non linéaires du modèle de la cellule SI. On constate que pour des courants 
faibles, ou forts, le niveau du plancher de bruit augmente. La figure III-14 représente le 
spectre de sortie du modulateur Sigma Delta en utilisant les composantes non linéaires du 
modèle de la cellule S²I . 
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Figure III- 13 : Spectre de sortie du modulateur SI pour une composante non linéaire. 
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Figure III- 14 : Spectre de sortie du modulateur S2I pour une composante non linéaire.  
On remarque que pour des faibles courants, l’allure de plancher du bruit est quasi idéal. 
Cependant, pour des courants forts, on note une augmentation du niveau du plancher du 
bruit. Ceci nous mène à la conclusion suivante : seule la composante non linéaire des modèles 
des deux cellules SI et S²I est responsable de l’augmentation du niveau de plancher de bruit. 
D’autre part, on remarque un meilleur comportement de la cellule S²I par rapport à la cellule 
SI, pour des faibles courants. En effet le niveau du plancher de bruit de la cellule S²I est plus 
proche du niveau idéal par rapport à celui de la cellule SI [Tan-95]. 
Dans ce qui suit, nous nous intéressons à la conception du modulateur Sigma Delta S²I de 
second ordre passe bas. Ce modulateur est formé de quatre blocs : 
- L’intégrateur qui constitue le filtre passe bas. 
- Le comparateur. 
- Le convertisseur numérique-analogique qui forme la boucle de retour. 
- Le circuit de génération des signaux de commande. 
  
II- LES DIFFERENTES STRUCTURES DE L’INTEGRATEUR S2I 
 
Le courant de sortie d’une cellule mémoire à courants commutés est égale au courant 
d’entrée retardé de ½ cycle. Pour réaliser un intégrateur à partir de la cellule mémoire S2I, il 
suffit de connecter deux cellules en série avec un rebouclage comme illustré dans la figure 
suivante : 
1
1
z1
z
−
−
−
retard
1z −
cellule1 cellule2
2
1
z
− 2
1
z
−
 
Figure III- 15 : Intégrateur réalisé à partir de deux cellules mémoires à courants commutés. 
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II-1- Principe de l’intégrateur S2I  
S1i
Φ2i
M2Vref
Φ2b
Φ2a
Φ2a
Φ2a
Φ1i
CGS2
Ie
J
M1
CGS1
Φ2i
Φ2b
S1i
Φ1i
M4
Φ1b
Φ1a
CGS4
J
M3
CGS3
Φ2i
M5
CGS5
M6
Is
Φ1a Φ1a CGS6
Φ1b
I1 I2
 
Figure III- 16 : Principe de l’ intégrateur S2I à courants commutés. 
La figure III-16 représente la mise en cascade de deux cellules mémoires S2I dans laquelle la 
sortie de la deuxième cellule est bouclée à l’entrée. Ceci représente la configuration de 
l’intégrateur dans le domaine discret. Les deux interrupteurs Φ1i et Φ2i dans la boucle de 
rétroaction, qui sont en parallèle, peuvent être remplacés par un court circuit.  
 
II-2- Intégrateur S²I non inverseur 
 
La figure III-17 représente la structure simplifiée du l’intégrateur non inverseur. 
S1i
Φ2i
M2Vref
Φ2b
Φ2a
Φ2a CGS2
Ie
J
M1
CGS1
M5
CGS5
M6
Is
Φ1a CGS6
Φ1b
I1
M4
Φ1b
Φ1a
CGS4
J
M3
CGS3
Φ1a
I2 Φ1a
 
Figure III- 17 : Principe d’un intégrateur S2I non inverseur. 
Durant la phase grossière Φ2a de la période (n-1), le transistor mémoire M1 est connecté en 
diode et le transistor mémoire M2 est une source de courant. M1 est parcouru par la somme 
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du courant d’entrée Ie(n-1), du courant de polarisation du transistor M2 et du courant de sortie 
(J-I2(n-1)). Le courant dans M1 est alors : 
 I1(n)= Ie(n-1)+J+Is(n-1) Eq III- 9 
Durant la phase fine Φ2b de la période (n-1), la grille du transistor mémoire M1 est isolée ; le 
transistor mémoire M2 est connecté en diode et son courant de drain est égal au courant de 
polarisation. Le transistor mémoire M1 mémorise son courant de drain I1(n). 
Durant la phase grossière Φ1a de la période (n), le transistor M3 est connecté en diode. Le 
transistor mémoire M4 fonctionne comme une source de polarisation. L’expression du 
courant du transistor M3 vaut : 
 I2(n) = 2J- I1 Eq III- 10 
 I2(n) = J- Ie (n-1) – Is(n-1) Eq III- 11 
Durant la phase fine Φ1b de la période (n), le transistor mémoire M4 est connecté en diode et 
son courant de drain est fixé à J. La grille du transistor mémoire M3 est isolée et son courant 
est mémorisé durant cette phase.  
Le courant de sortie est alors : 
 IS(n) = J- I2(n) Eq III- 12 
 IS(n)=IS(n-1)+Ie(n-1) Eq III- 13 
La transformée en z du rapport entre le courant de sortie et d’entrée est : 
 
( ) 1
1
z1
zzH
−
−
−
=  Eq III- 14 
ou  encore : 
 ( ) 2/12/1
2/1
zz
zzH
−
−
−
=  Eq III- 15 
En substituant z par ejωT, on obtient la fonction du transfert de l’intégrateur non inverseur 
H(ejωt) donnée par : 
 ( ) ( ) 2Tjtj e2Tsin
2
T
j
T1eH ω−ω 







ω
ω
ω
=  Eq III- 16 
Cet intégrateur S²I non inverseur réalise la fonction de transfert d’un intégrateur linéaire avec 
un gain de 1/T. Une erreur sur l’amplitude correspondant au terme en sinus cardinal sera 
supposée sans effet pour des fréquences d’échantillonnages très supérieures à la fréquence 
maximale de la bande utile du signal d’entrée. On constate aussi un retard de 2T . 
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Cette structure est simulée pour un signal d’entrée d’amplitude Ie=30µA et de fréquence 
100kHz. 
 
Figure III- 18 : Simulation du l’intégrateur non inverseur S2I. 
II-3- Intégrateur S2I  inverseur  
 
De même, la figure suivante donne le schéma simplifié d’un intégrateur inverseur S²I. 
 
S1i
Φ2i
M2Vref
Φ1b
Φ1a
Φ1a CGS2
Ie
J
M1
CGS1
M5
CGS5
M6
Is
Φ2a CGS6
Φ2b
I1
I2
M4
Φ2b
Φ2a
CGS4
J
M3
CGS3
Φ2a
Φ2a
 
Figure III- 19 : Principe d’un intégrateur inverseur S2I.  
Durant la phase fine Φ1b de la période (n), le transistor mémoire M2 est connecté en diode. Il 
est parcouru par le courant de polarisation J. Le transistor mémoire M1 mémorise son courant 
de drain qui vaut alors :   
  I1(n) = J + Is(n) Eq III- 17 
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Durant la phase grossière de la phase Φ2a associée à la période (n+1), le transistor mémoire 
M3 est connecté en diode, on a : 
 I2 (n+1) + I1(n+1) = 2J + Ie (n+1) Eq III- 18 
 I1 (n+1) = I1 (n)=J+Is(n) Eq III- 19   
Ce qui donne : 
 I2(n+1) = J+Ie(n+1)-Is(n) Eq III- 20 
Or  
 I2(n+1) = J-Is(n+1) Eq III- 21 
Le courant de sortie devient alors : 
 Is(n+1)=Is(n)-Ie(n-1) Eq III- 22 
dont la transformée en z donne : 
 ( ) 1z1
1zH
−
−
−
=  Eq III- 23 
ou encore : 
 ( ) 2/12/1
2/1
zz
zzH
−
−
−
=  Eq III- 24 
En substituant z par ejωT, on obtient la fonction de transfert de l’intégrateur non inverseur 
H(ejωt) donnée par : 
 ( ) ( ) 2Tjtj e2Tsin
2
T
j
T1eH ωω 







ω
ω
ω
−=  Eq III- 25 
Cet intégrateur réalise la même fonction de transfert que celle de l’intégrateur non inverseur, 
mais avec une avance de T/2. La structure est simulée (figure III-20) pour un signal d’entrée 
d’amplitude Ie=30µA et de fréquence fe=100kHz. 
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Figure III- 20 : Simulation de l’intégrateur inverseur S2I. 
II- 4- Intégrateur S2I symétrique  
 
En rassemblant, les deux structures précédentes dans le même schéma bloc donné à la 
figure III-21, on obtient un intégrateur symétrique S²I qui permet de réaliser à la fois les deux 
types d’intégration, inverseur et non inverseur. Le courant Is1 correspond à la sortie de 
l’intégrateur inverseur et le courant Is2 à celle de l’intégrateur non inverseur. 
S1i
Φ2i
Vref
Φ1a
Ie
M1
CGS1
Is1
M2
Φ1b
Φ1a CGS2
J
M8
M7
Φ1b
Φ1aCGS8
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Φ2b
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J
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Figure III- 21 : Intégrateur symétrique S2I. 
Son schéma synoptique en mode courant avec ses signaux de commandes est donné à travers 
la figure III-22.  
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Figure III- 22 : Schéma synoptique de l’intégrateur S2I symétrique en mode courant. 
Les fonctions de transfert entre courants sont : 
 ( )( ) 1e
1S
z1
1
zI
zI
−
−
−=  Eq III- 26 
 ( )( ) 1
1
e
2s
z1
z
zI
zI
−
−
−
=  Eq III- 27 
II-5- Intégrateur S2I différentiel bilinéaire  
 
Une forme dérivée de la structure de l’intégrateur S²I symétrique, à entrée 
différentielle, qui réalise la fonction bilinéaire [Tan-94], est représentée dans la figure III-23. 
Cette structure est une solution souvent proposée à fin d’augmenter les performances des 
intégrateurs en classe A. Cet intégrateur S2I bilinéaire est formé de deux unités d’intégrateurs. 
Les sorties des deux unités sont interconnectées à la sortie pour fournir deux sorties 
différentielles réalisant la même fonction bilinéaire. Ce montage implique que le signal sera 
échantillonné dans chaque phase d’horloge (c'est à dire pendant chaque période d’horloge, il 
sera échantillonné deux fois) et l'algorithme accompli un gain de vitesse égal à deux pour une 
fréquence d'horloge constante. 
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Figure III- 23 : Intégrateur différentiel S2I bilinéaire. 
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Le schéma synoptique en courant commuté de l’intégrateur S2I différentiel bilinéaire est le 
suivant : 
Ie-
Intégrateur
symétrique S2I
Ist1
Ist2
Is1
Is2
Is21
Is11
Ie+
Ie+
Ie-
Φ1i
Φ2i
Φ2i
Φ1i
Intégrateur
symétrique S2I
 
Figure III- 24 : Schéma synoptique de l’intégrateur différentiel S2I bilinéaire. 
 
Les différentes sorties lors de la phase Φ1 peuvent être exprimées par : 
 
−
−
−
+
−
−
+
−
−
= e1
2/1
e11S Iz1
z
I
z1
1I  Eq III- 28 
 
−
−
−
+
−
−
−
−
−
= e1
2/1
e1
1
2S Iz1
z
I
z1
z
I  Eq III- 29 
 
+
−
−
−
−
−
−
−
−
= e1
2/1
e1
1
11S Iz1
z
I
z1
z
I  Eq III- 30 
 
+
−
−
−
−
−
+
−
−= e1
2/1
e121S Iz1
z
I
z1
1
I  Eq  III- 31 
Les expressions des courants de sortie de l’intégrateur bilinéaire sont respectivement Ist1 et I st2 : 
 
 Ist2=Is2+Is21 Eq III- 32 
 
+−
−
−−
−
+
−
−= e2/1
2/1
e2/12st Iz1
z
I
z1
1I  Eq III- 33 
 Ist1=Is1+Is11 Eq III- 34 
 
+−−−
−
−
−
−
= e2/1e2/1
2/1
1St Iz1
1I
z1
z
I  Eq III- 35 
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Le calcul de la fonction de transfert durant la phase Φ1, s’applique de la même manière durant 
la phase Φ2. La fonction de transfert différentielle globale de l’intégrateur bilinéaire HDiff(z) est 
donnée par : 
 
2/1
2/1
ee
2st1st
Diff z1
z1
II
II)z(H
−
−
+− −
+
=
−
−
=  Eq III- 36 
L’opérateur z-1/2confirme le double échantillonnage des courants d’entrée. Pour la réalisation 
des circuits S2I différentiels, il est nécessaire d’éliminer la composante en mode commun. En 
effet, si les entrées différentielles en courant Ie+ et Ie- comporte une composante en mode 
commun, alors la fonction de transfert en mode commun HComm(z) peut s’écrire  : 
 1
II
II)z(H
ee
2st1st
Comm =+
+
=
−+
 Eq III- 37 
D’après les équations Eq III-33 et Eq III-34, on en déduit que l’opération d’intégration ne 
s’effectue qu’en mode différentiel. De plus, le mode commun est complètement restitué. Pour 
cela des sorties supplémentaires sont nécessaires pour recopier les courants Is1, Is2, Is11et Is21 
que l’on somme pour faire apparaître le mode commun (Eq III-37). Une fois la composante 
du mode commun restituée, on la réinjecte dans les nœuds d’intégrations afin d’éliminer le 
mode commun. La figure III-25 montre le circuit de compensation du mode commun. 
 
-Ic -Ic
Is1+Is11 Is2+Is21
3 4
21
 
Figure III- 25  : Circuit de compensation du mode commun. 
La figure III-25 montre le circuit de compensation du mode commun : les nœuds 1 et 2 sont 
connectés aux grilles du transistor mémoire durant la phase grossière, et les nœuds 3 et 4 sont 
connectés aux grilles du transistor mémoire durant la phase fine. Les deux sorties en courant 
sont injectés au nœud d’intégration des deux intégrateurs S2I symétriques. 
L’emploi d’une structure bilinéaire permet d’avoir un gain différentiel en courant. Deux 
problèmes se présentent pour l’élimination du mode commun. 
• Augmentation de la surface de 50% due à l’adjonction des miroirs de courant. 
• Une erreur de désaccord entre les transistors lors de la sommation de courant. 
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Une nouvelle structure dite pseudo-bilinéaire est proposée dans le paragraphe suivant. 
 
II- 6- Intégrateur S2I pseudo bilinéaire différentiel  
 
En faisant intervenir un jeu d’horloge adéquat, on valide les courants de sorties aux 
différents nœuds Is1, Is2, Is11 et Is21 sur la phase correspondante [Bou-01-1]. La figure III-26 
détaille la structure proposée : 
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Figure III- 26 : Intégrateur pseudo bilinéaire différentiel S²I. 
Le schéma synoptique, dans la figure III-27, donne une présentation simplifiée de cette 
structure : 
 
Ie+
Φ2
Φ1
Φ1
Ie-Φ2
miroir de
courant
intégrateur S2I
symétrique
intégrateur S2I
symétrique
Is1Is2
Is21 Is11
Φ1i Φ2i
Φ2i Φ1iΦ2i Φ1i
Is+ Is-
Φ1i Φ2i
 
Figure III- 27 : Schéma synoptique de l’intégrateur S2I pseudo bilinéaire. 
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En connectant les sorties Is1 et Is11 et les sorties Is2 et Is21 , nous obtenons les fonctions  
différentielles bilinéaires aux sorties. Cependant, à cause de la structure différentielle, nous 
avons besoin de la compensation du mode commun. Pour cela un étage de sortie connecté 
aux quatre sorties est nécessaire, ce qui augmente la puissance de dissipation et la surface 
d'occupation.  
Ici, une autre alternative est proposée. Seulement deux des quatre sorties sont utilisées comme 
nœuds de sorties durant chaque phase d'horloge. Cela libère les deux autres, qui permettent 
ainsi la restitution du signal du mode commun et la réalisation d’une fonction bilinéaire 
d'intégration. La composante du mode commun est donc crée sous forme de courant 
(contrairement au mode commun en tension), utilisant un miroir de courant pour additionner, 
inverser et mettre le signal en réaction sur chaque entrée de l'intégrateur. 
La tension d’alimentation est fixée à 3.3 V, le courant de polarisation J=120 µA. Le circuit de 
l’intégrateur pseudo bilinéaire S²I a été simulé sous CADENCE pour une entrée en courant 
sinusoïdal d’amplitude 30 µA, de fréquence 100 KHz et échantillonnée à la fréquence 
d’horloge de 1 MHz. Le résultat de simulation est donné par la figure III-23.  
 
 
Figure III- 28 : Simulation d’intégrateur S2I pseudo bilinéaire différentielle avec le mode 
commun. 
Cet intégrateur à été utilisé par la suite pour la réalisation du modulateur Sigma Delta du 
second ordre. 
 
III- COMPARATEUR DE COURANT 
 
 Bien qu’ il existe de nombreuse architectures pour le comparateur de tension [Raz-95, Gei-90, 
All-82, Wu-88, Yin-92, Dow-96], les structures proposées pour le comparateur de courant 
sont moins variées. Le comparateur de courant est généralement un amplificateur de 
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transrésistance, c’est à dire que l’entrée du comparateur est un courant et la sortie est une 
tension. Vu qu’on peut facilement inverser le signe du courant moyennant un miroir de 
courant, il n’est pas obligatoire d’avoir un comparateur à entrée différentielle. En effet, un 
miroir de courant situé en amont du comparateur, peut effectuer la soustraction des courants. 
Le comparateur de courant idéal doit présenter les propriétés suivantes : 
• Une transrésistance infinie, 
• Une impédance d’entrée nulle, 
• Un courant de décalage nul, 
• Un temps de réponse nul. 
 
En réalité le comparateur de courant présente un gain (une transrésistance) et une impédance 
d’entrée finie non nulle avec un courant de décalage et un temps de réponse non-nuls. 
 
III-1- Comparateur de courant basé sur l’inverseur logique 
 
Le comparateur de courant le plus simple, basé sur un inverseur logique [Tou-93a], est montré 
à la figure III-29. 
M1
M2
Ie Vs
 
Figure III- 29 : Inverseur logique utilisé comme comparateur de courant. 
L’impédance d’entrée du comparateur est donnée par les capacités grille source des transistors 
M1 et M2. Une fois les capacités grille-source chargées, le courant d’entrée s’annule et 
l’inverseur présente une impédance d’entrée infinie. Cela peut perturber le fonctionnement du 
circuit fournissant le courant au comparateur, c’est pourquoi ce circuit ne peut pas être 
considérée comme un vrai comparateur de courant. Evidement, une version améliorée du 
circuit incluant la contre réaction positive [pat-94] présentera ces mêmes inconvénients. 
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III-2- Comparateur à miroir de courant 
Ie+
Ie-
Vs
M1
M5
M6
M2 M4
M8
M7
M3
 
Figure III- 30 : Comparateur à miroir de courant. 
Le comparateur à miroir de courant utilise  des miroirs de courant à haute impédance de sortie 
qui sont connectés en classe AB [Traf-92]. Ce circuit permet d’amplifier les faibles écarts de 
courant d’entrée sous forme de grande variations du potentiel de sortie. Cependant, la grande 
résistance de sortie limite les performances du comparateur du point de vu rapidité dans le cas 
d’une charge capacitive. 
 
III-3- Comparateur de courant à contre réaction en classe B 
 
La contre réaction est une méthode connue pour augmenter la vitesse et la précision des 
comparateurs de tension [Raz-95, Gei-90]. Une forme particulière de cette technique a été 
utilisée pour améliorer le comparateur basé sur l’inverseur logique [Traf-92,Vaz-95], figure III-
31. Ce montage présente deux particularités importantes par rapport aux différents circuits 
inverseurs : une impédance d’entrée relativement faible puisque le courant d’entrée  voit la 
source des transistors M1 et M2 et une vitesse élevée avec une grande précision grâce à 
l’utilisation de la contre réaction. 
Dans la figure III-31, l’étage d’entrée comportant les deux transistors M1 et M2 fonctionne en 
classe B. Les transistors M3, M4, M5 et M6 sont deux à deux des amplificateurs inverseurs, 
chacun possédant  un gain de – gm/gds. 
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Figure III- 31 : Comparateur de courant à contre-réaction. 
Ce comparateur de courant fonctionne selon trois modes : 
 
Pour un courant d’entrée positif (figure III-32-a), le potentiel d’entrée du nœud 1 est 
au niveau haut. Ce dernier est amplifié par les transistors M3 et M4, ce qui engendre une 
diminution du potentiel au nœud 2. Les deux tensions grilles sources des transistors M1 et M2 
sont négatives, permettant ainsi le blocage du transistor M1 et la conduction du transistor M2. 
Dans cet état, l’impédance d’entrée est relativement faible (1/gm2) car le courant d’entrée Ie est 
fournie par M2. La sortie du comparateur VS dans ce cas est au niveau haut. 
Quand le courant d’entrée change de signe (figure III-32-b), la commande de la grille 
de l’amplificateur  présente une insuffisance pour fournir le courant Ie, le potentiel du nœud 1 
est temporairement en haute impédance . 
Quand le courant d’entrée est négatif (figureIII-32-c), V1 est à l’état bas et V2 est à 
l’état haut, ce qui bloque le fonctionnement du transistor M2 et met en conduction le 
transistor M1, assurant ainsi une impédance d’entrée faible (1/gm1). La sortie du comparateur 
dans ce cas est au niveau bas. 
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1 2
3 Ie
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1 2
3
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A1 A3
1 2 3
 
Figure III- 32 :(a) circuit équivalent pour un courant positif, (b) circuit équivalent pour un 
courant négatif, (c) circuit équivalent lorsque le courant change de signe. 
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Dans ce circuit, la largeur de la bande interdite est déterminée par la tension de seuil de 
M1 et M2, donc pour des temps de réponses plus rapides, nous aurons recours à une 
technologie présentant une faible tension VTS . 
 
III-4- Comparateur de courant à contre réaction positive en classe AB 
 
Une amélioration de cette structure en classe AB est proposée dans la figure III-33. 
Elle est basée sur la polarisation de M1 et M2 en classe AB, avec des tensions grilles sources 
égales à Vb1 et Vb2 respectivement. Comme les amplitudes de Vb1 et Vb2 sont augmentées vers 
les valeurs des tension de seuil Vt1 et Vt2, la largeur de la bande interdite de la fonction de  
transfert de l'amplificateur est réduite. Ceci engendre une diminution du temps de 
commutation des tensions V1 et V2, et permet ainsi des temps de réponse plus rapides. Les 
valeurs optimums de Vb1 et Vb2 sont un compromis entre la réduction de la bande interdite 
(augmentant la rapidité ) et l’obtention d’un signal suffisant en V2. 
Puisque la valeur absolue de Vt n'est pas un paramètre bien déterminé dans les circuits 
intégrés, les tensions Vb1 et Vb2 devront être fixées en utilisant les tensions de seuil des 
transistors MOSFET (figure III-33).  
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Figure III- 33 : Comparateur à contre réaction en classe AB. 
Les transistors Mb1 et Mb2  fournissent les tensions Vb1 et Vb2 qui polarisent les transistors M1 
et M2 puisque les tensions substrat source des transistors Mb1 et Mb2 sont moins grandes que 
celles des transistors M1 et M2. Les tensions de seuils sont aussi inférieures grâce à l’effet du 
substrat. Une bande interdite existe toujours dans la caractéristique de la fonction de transfert 
de l’amplificateur, elle peut être contrôlée par les courants de polarisation Ib1a et Ib2a. A cause 
de la différence entre les paramètres de transconductances et celle des tensions de seuils, pour 
les transistors NMOSFET et les PMOSFET, les courants de polarisation optimums sont 
différents pour Mb1 et Mb2. Ib1a et Ib1b sont utilisés pour la polarisation de Mb1 et Ib2a et Ib2b 
sont utilisées pour polariser M2. Idéalement, Ib1a=Ib1b et Ib2a =Ib2b. Cependant le comparateur 
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peu tolérer une petite disparité puisque tout excès de courant de polarisation peut être fourni 
par la sortie de l'inverseur M3 et M4 . 
Comme la variation de tension en 2 est réduite , M7 et M8 sont employés pour fournir un gain 
de tension supplémentaire. Cela résulte en une inversion de la sortie comparée au comparateur 
de la figure III-31. Un inverseur supplémentaire est inséré pour inverser le signal à la sortie du 
comparateur mais il aura un effet négligeable sur la vitesse du comparateur puisque la sortie 
est déjà saturée par l’alimentation . 
L’inconvénient du comparateur de la figure III-33 par rapport au celui de la figure III-
31 est l'augmentation de sa complexité et de sa consommation. Cependant, l'avantage consiste  
en une augmentation du rapport vitesse puissance pour des faibles courants.  
 
Résultat de simulation : 
 
Pour comparer les deux comparateurs à contre réaction polarisés en classe B et en classe AB, 
(figure III-31 et figure III-33), nous les avons simulés avec une entrée impulsionnelle en 
courant de largeur 50ns, d’amplitude 5µA et de période 200ns. Les dimensions des transistors 
NMOS et PMOS pour les deux structures sont respectivement 8/0.6 et 26/0.6 . La tension 
d’alimentation est de 3.3V et les courants optimums de polarisation sont Ib1a=Ib1b=3µA  et 
Ib2a=Ib2b=9µA. Les différents résultats de simulations donnent les chronogrammes des 
tensions V1, V2 et de la sortie VS sont montrés dans les figures suivantes : 
 
 
AB
B
 
 
Figure III- 34 : Variation du potentiel de V1 pour les deux structures B et AB. 
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Figure III- 35 : Variation du potentiel de V2 pour les deux structures B et AB. 
 
AB B
 
 
Figure III- 36 : Chronogrammes de la sortie des deux structures du comparateur (B, AB). 
On note que les valeurs des tensions V1 et V2 sont plus faibles pour le comparateur de 
courant à contre réaction classe AB que celles du comparateur en classe B. Ce qui permet de 
réduire le temps de réponse et, par conséquent, d’améliorer la vitesse [Traf-92]. La figure III-
37 montre le temps de réponse des deux comparateurs pour  différentes valeurs du courant 
d’entrée. 
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Figure III- 37 : Temps de réponse des deux comparateurs en fonction du courant d’entrée. 
 
Le comparateur à contre réaction en classe AB a une vitesse plus rapide que celui du 
comparateur en classe B. L’inconvénient de cette structure est l’augmentation de la complexité  
du circuit et de la consommation. Par contre, le rapport de la vitesse sur la puissance est 
amélioré pour des entrées à courants faibles ce qui est notre cas. C’est donc, cette structure qui 
sera utilisée pour la conception du modulateur Sigma Delta. 
 
 
IV- CONVERTISSEUR NUMERIQUE ANALOGIQUE 
 
Le convertisseur numérique analogique 1 bit forme la boucle de réaction du modulateur Sigma 
Delta. Pour notre réalisation, nous avons utilisé deux convertisseurs numériques analogiques 
en mode différentiel avec les deux intégrateurs pseudo bilinéaires. Ce circuit est équivalent à 
une source de courant différentiel contrôlée par les sorties du comparateur. 
 refs II1V +=⇒=  Eq III- 38 
 refs II0V −=⇒=     Eq III- 39 
Le type de la source de courant doit être choisi de façon similaire à celui de la structure de la 
cellule mémoire S²I. La figure III-38 montre le convertisseur numérique-analogique. La partie 
gauche de cette figure correspond à la commande des différents interrupteurs qui sont fermés 
ou ouverts selon la sortie du comparateur ‘c’. La partie droite est le circuit CNA. 
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Figure III- 38 : Convertisseur numérique analogique 1bit. 
V- GENERATION DES SIGAUX DE COMMANDES 
 
Nous considérons ici le cas de deux cellules mémoires S²I mise en cascade, ce cas est 
suffisamment général pour que le principe exposé dans le schéma de la figure III-39 puisse 
être repris pour des circuits plus complexes, Dans notre structure, les interrupteurs S1a et S2b 
sont des transistors NMOS et  les interrupteurs S1b, S2b, S3a et S4a sont des transistors PMOS. 
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Figure III- 39 : La Cellule mémoire S²I mises en cascade. 
Lorsque la première cellule mémoire S²I est en phase d’écriture , la deuxième cellule est en 
phase de lecture et vice-versa. Six signaux de commande Φ1i, Φ1a, Φ1b, Φ2i , Φ2a, et Φ2b sont 
nécessaires au fonctionnement de ce circuit. 
Les interrupteurs S1i et S2i sont des interrupteurs de courant, ils permettent l’acquisition où la 
restitution du signal analogique dans les différentes branches du circuit. Ces signaux de 
commande doivent être tels qu’a tout moment les courants circulant dans les transistors 
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mémoires (considéré comme des sources idéales de courant) trouvent un chemin pour 
s’écouler. Pour y parvenir il faut que les signaux de commande Φ1i ,Φ2i soient en opposition de 
phase tout en se chevauchant comme la montre la figure III-40. 
 
Φ2i Φ1i
 
Figure III- 40 : Signaux Φ1i ,Φ2i sur  le front descendant de Φ1i 
Les interrupteurs S1a, S1b, S2a et S2b sont des interrupteurs de tension permettant de connecter 
les transistors mémoires M1, M2 , M3 et M4 en diode durant les deux phases d’acquisitions. 
Leurs signaux de commandes sont illustrés à travers la figure III-41. 
 
a1Φ
i1Φ
b1Φ
i2Φ
a2Φ
b2Φ
 
Figure III- 41 : Chronogramme des signaux  de commande. 
D’après ce chronogramme, on constate bien que les signaux de commande des deux phases 
Φ1a et Φ1b ne se recouvrent pas, ce qui permet de fixer la durée de chaque phase d’acquisition 
(grossière et fine). 
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Durant la première phase (Φ1a et Φ2a ), les signaux de commandes des deux interrupteurs S1a et 
S2a doivent : 
-Passer à l’état haut simultanément ou un peu avant que les signaux Φ1i  et Φ2i ne 
passent à l’état haut afin d’assurer une bonne acquisition du courant d’entrée et que ce dernier 
ne soit pas dévié dans une branche d’impédance plus faible. La figure III-42 montre la 
simulation de la transition du signal de commande de Φ1a et de la même manière le signal de 
commande Φ2a. 
-Passer à l’état bas avant les signaux Φ1b et Φ2b pour échantillonner le signal d’entrée 
durant la phase grossière. La figure III-43 montre la simulation de la transition du signal 
d’horloge Φ2asur son front descendant. 
 
Φ2i Φ1a Φ1i 
 
Figure III- 42 : Signaux Φ2i, Φ1i, Φ1a sur le front descendant de Φ2i. 
Φ2a Φ2b 
 
Figure III- 43 : Les Signaux Φ2a, Φ2b sur le front descendant de Φ2a. 
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Durant la phase fine (Φ1b et Φ2a) les signaux de commandes des deux interrupteurs S1b et 
S2bdoivent : 
 -Passer à l’état bas après les signaux de Φ1a et Φ2a afin d’assurer l’échantillonnage du 
signal durant la première phase d’acquisition comme l’illustre le résultat de simulation à la 
figure III-44. 
 Passer à l’état haut avant les signaux Φ1i et Φ2i  pour échantillonner le courant de la 
deuxième phase d’acquisition. En effet cette transition doit être terminée avant la phase de 
restitution. La figure III-45 illustre le résultat de simulation. 
Φ1a Φ1b 
 
Figure III- 44 : Signaux Φ1a ,Φ1b sur le front descendant de Φ1a. 
 
Φ2b 
Φ2i 
Φ1i 
 
Figure III- 45 : Signaux Φ2b, Φ2i, Φ1i sur le front descendant de Φ2i . 
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VI- ARCHITECTURE DU MODULATEUR SIGMA DELTA  
 
La figure III-46 montre le diagramme synoptique du modulateur sigma delta d’ordre 2 en 
mode courant [Tan-94]. Ce synoptique comporte deux intégrateurs S2I pseudo bilinéaires. A la 
sortie de deuxième intégrateur, un retard est introduit (bascule D) pour assurer la stabilité du 
système. Ce retard est connecté à la sortie du quantificateur. La bascule est réalisée par des 
inverseurs et commandée par les mêmes signaux d’horloge qui commandent les deux 
intégrateurs. L’intégrateur, ainsi que les autres blocs sont réalisés dans la configuration cascode 
simple. Les deux convertisseurs numériques analogiques 1bit fournissent les courants 
différentiels de contre réaction pour le premier et le deuxième intégrateur.  
 
−++ += Semod III  Eq III- 40 
 +−− += Semod III  Eq III- 41 
miroir de
courant
Comparateur
I/V
D-latch
IntégrateurS²I
 pseudo biliniaire
DAC
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q
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Figure III- 46  : Architecture du modulateur Sigma Delta en mode courant. 
Cette architecture est simulée sous l’environnement CADENCE. La tension de 
polarisation est de 3.3V. Le courant de polarisation est égal à 120µA et les courants de 
référence sont égaux à 60µA correspondant à un facteur de modulation de 50% de la pleine 
échelle du signal d’entrée. La figure III-47 montre le spectre de sortie du modulateur Σ∆ S2I 
pour un signal d’entrée de fréquence 4 kHz et d’amplitude égal à -10 dB de la pleine échelle. 
La fréquence de commutation est de 1.024 MHz. Les performances simulées correspondent à 
une résolution effective égale à 10 bits. 
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Figure III- 47 : Spectre de sortie du modulateur  Σ∆ S2I. 
VII-TEST DU MODULATEUR EXPERIMENTAL  
 
VII-1- Le circuit modulateur Σ∆ du second ordre  
 
L’intégration d’un convertisseur analogique numérique est délicate dans le sens où il effectue  
l’interface entre le monde des signaux analogiques et numériques. Sur le même substrat vont 
transiter des signaux numériques aux transitions rapides et bruyantes, ainsi que des signaux 
analogiques sensibles aux perturbations. La précision, obtenue en terme de nombre de bits, du 
modulateur dépend de l’intégration de la partie analogique pour un rapport signal sur bruit 
bien déterminé. 
 
CNA
Génération
des signaux
de
commandes
Intégrateur pseudo
bilineaire S²I
Intégrateur pseudo
bilinéaire S²I
Ie+
Ie-
Polarisation
Comparateur
+
mirroir de
courant
CNA
Clk
 
Figure III- 48 : Plan du layout du modulateur. 
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Nous avons donc porté une grande attention à la répartition des différentes parties du 
modulateur dans le layout. Nous avons respecté les règles suivantes : 
-Une séparation nette des parties numériques et analogiques. 
-Deux tensions d’alimentation séparées, une alimentation pour la partie analogique 
(vdda, gnda), et une autre pour la partie numérique (vdd, gnd). 
 Le routage des signaux analogiques ne croise pas le routage des signaux numériques. 
Le schéma de la figure III-48 donne le plan de répartition pour les différentes parties du 
modulateur. Le circuit générant les tensions de polarisations est  placé à gauche et au-dessous 
des deux intégrateurs. La partie numérique de génération des signaux d’horloges est à 
l’extrême gauche. Le routage des signaux d’horloges est effectué au moyen d’un seul bus pour 
le modulateur. Ce bus ne traverse pas la partie analogique du circuit. Les signaux analogiques 
transitent par le coté droit du circuit et ne croisent pas le bus des horloges. Le circuit de 
génération des courants de références est à gauche du circuit et au-dessous des deux 
intégrateurs. 
Le brochage du circuit est présenté dans la figure III-49. Ce circuit comporte 15 signaux 
d’entrée-sortie, dans un boîtier de type DIL16, comportant 16 plots. 
 
nc
gnda
gnd
vdda
vdd
s1
s2
Ip
reset
Clk
Ie+
Ie-
V1
V2
V3
V4  
Figure III- 49 : Brochage du modulateur réalisé. 
Le layout complet du circuit est présenté à la figure III-50. La taille du circuit est de 4mm2, il 
est composé de 478 transistors. Sur cette vue globale du circuit, il est possible de distinguer les 
différentes parties du modulateur comme elles sont indiquées dans le plan de la figure III-48. 
Afin de permettre le test du circuit, une carte d’évaluation compatible avec CanTest [Dal-96] a 
été réalisée. Dans ce qui suit, on présentera cette carte ainsi que la méthode de test du 
modulateur. Nous donnerons ensuite les principaux résultats et interprétations du test 
effectué.  
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Figure III- 50 : Photo de la puce du modulateur Sigma Delta. 
VII-2- Banc de test 
 
Un banc de test a été spécialement développé pour le test du modulateur. La carte d’évaluation 
comprend le modulateur, un étage d’entrée de conversion tension courant, une bascule JK et 
un buffer à la sortie du modulateur (74Hc541). La conversion tension courant est réalisée à 
partir de deux amplificateurs opérationnels permettant la génération de deux signaux en 
opposition de phase qui attaquent deux amplificateurs de type (AD844) et qui sont 
caractérisés par une large bande (33Mhz) et un faible bruit(12pA/Hz). Ils génèrent à leur 
sortie TZ deux courants proportionnels à la différence de potentiel aux bornes de R1 avec une 
précision de 14 bits.  
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Figure III- 51 : Montage générant le signal différentiel. 
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Le système d’acquisition, le générateur d’horloge et la source de tension sont pilotés par un 
ordinateur de type macintosh. Les données numériques sont récupérées par le biais du bus 
GPIB. La recombinaison des sorties numériques ainsi que la transformée de Fourier rapide 
(FFT) du signal et le calcul du SNR sont effectuées au moyen du logiciel Can Test développé 
au sein du laboratoire IXL. Les spectres obtenus peuvent être sauvegardés dans un fichier de 
type ASCII. La figure III-52 montre le synoptique du banc de test. 
Ie- Ie+
Montage
differentiel
Clk
GPIB
bit stream
AMSModulateur Σ∆
Génération
d'horloge
Source de
tension
Systeme
d'acquisition
 
Figure III- 52 : Diagramme du test électrique. 
VII-3- Caractérisation du modulateur  
Le modulateur Sigma Delta  d’ordre 2 a été implanté en utilisant la technologie 0.6 µm à trois 
niveaux de métal. La photographie du modulateur est illustrée sur la figure III-50. Le 
modulateur occupe une surface égale à 4mm2, il consomme 2mA pour une tension de 
polarisation égale à 3.3V. Les premières mesures ont été faites sur un analyseur de spectre, ce 
qui a permis la visualisation du spectre du signal de sortie du modulateur et la vérification de 
son fonctionnement global ainsi que l’estimation de sa résolution. Dans une seconde étape le 
circuit est testé par le système montré à la figure III-52 avec CanTest, qui est un outil pour la 
caractérisation des convertisseurs analogiques-numériques. C’est un système performant pour 
l’acquisition des données issues du modulateur. Les caractéristiques du test sont récapitulées 
dans le tableau suivant : 
 
Fréquence d’échantillonnage 1.024 MHz 
Bande utile du signal d’entrée 8 kHz 
Plein échelle du courant d’entrée 60µA 
Fréquence du signal d’entrée 1kHz 
Amplitude du signal d’entrée 40µA 
Tableau III - 7 : Caractéristiques des mesures. 
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La figure III-53 et la figure III-54 représentent le spectre mesuré à la sortie du modulateur 
dans la bande audio respectivement pour une entrée à -15dB et à -5 dB de la pleine échelle. La  
fréquence du signal d’entrée est de 1Khz. Le niveau du plancher du bruit est situé à -80dB. Les 
deux spectres mesurés montrent l’existence des raies harmoniques d’ordre 2, 3, 4 et 5 dues à la 
non linéarité de l’étage d’entrée différentiel qui assure la conversion tension courant. 
 
 
Figure III- 53 : Spectre mesuré dans la bande audio pour une entrée d’amplitude -15dB et de 
fréquence 1 kHz. 
 
Figure III- 54 : Spectre mesuré dans la bande audio pour une entrée d’amplitude -5dB et de 
fréquence 1kHz. 
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La figure III-55 montre le spectre dans la bande audio pour une fréquence d’entrée de 3Khz et 
une entré de -25dB de pleine échelle. 
 
 
Figure III- 55 : Spectre mesuré dans la bande audio pour une entrée de -25 dB et de fréquence 
3kHz. 
La figure III-56 montre une bonne mise en forme du bruit de quantification qui est rejeté vers 
les hautes fréquences. 
 
Figure III- 56 : Spectre mesuré du bitstream avec mise en forme du bruit. 
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VII-4- La courbe SNR 
 
Des mesures ont été réalisées pour différentes valeurs d’amplitude du signal d’entrée. La figure 
III-57 représente le rapport de la puissance du signal d’entrée à la puissance de bruit dans la 
bande audio, en fonction de l’amplitude en dB du signal d’entrée. On constate que cette 
courbe est linéaire pour de faibles amplitudes, puis à partir des amplitudes supérieures à -3dB 
de la pleine échelle, elle chute. Cela est dû à la saturation du deuxième intégrateur.  
Pour une amplitude d’entrée de -57dB le SNR est nul, cette valeur donne une idée de la 
résolution maximale du modulateur. Au-dessous de cette valeur, le modulateur reste insensible 
au signal. Pour une entrée de -3dB, le rapport signal sur bruit atteint sa valeur maximale. La 
résolution maximale, qui est appelée tout simplement la résolution du modulateur Sigma 
Delta, elle est déterminée en faisant la différence entre ces deux niveaux d’entrée [Geo-00]. 
Dans notre cas, elle est égale à 54dB, ce qui correspond à une résolution supérieure à 8bits. 
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Figure III- 57 : Le rapport signal sur bruit du modulateur. 
Le tableau suivant résume les caractéristiques mesurées du modulateur Sigma Delta S²I 
 
Technologies AMS 0.6 µm CMOS 
Surface de silicium occupée 4mm2 
Tension d’alimentation 3.3V 
Fréquence d’échantillonnage 1.024MHz 
Rapport de sur échantillonnage OSR 64 
Bande du signal 8kHz 
Résolution > 8 bits 
Tableau III - 8 : Performances mesurées du modulateur Sigma Delta S²I. 
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CONCLUSION 
 
Au début de ce chapitre, on a traité de la modélisation et de la simulation des éléments 
du modulateur Sigma Delta en courant commuté à base de deux cellules mémoires SI et S²I. 
Une amélioration des performances du modulateur Sigma Delta S²I par rapport à celui du 
modulateur Sigma Delta SI est constatée. Ensuite nous avons présenté les différents blocs qui 
constituent le modulateur Σ∆ S²I en mode courant. En effet, l’intégrateur est le bloc principal 
du modulateur et nous avons choisi la structure différentielle pour la réalisation de 
l’intégrateur S²I en classe A. Ceci pour deux raisons : d’une part, l’utilisation des intégrateurs 
symétriques S²I permet une exploitation continue du signal analogique et le gain en vitesse 
d’échantillonnage procure une meilleure exploitation du signal, d’autre part, l’utilisation de la 
technique S²I permet de compenser les différentes anomalies que présente la technique SI, 
telle que le rapport des conductances d’entrée/sortie et principalement l’effet d’injection de 
charge. Quant au problème du temps d’établissement, il n’a pas été traité car notre application 
est limitée aux fréquences basses de la bande audio, ne nécessitant pas des fréquences 
d’échantillonnage élevées. Par contre, concernant le comparateur de courant, on a adopté la 
structure en contre réaction classe AB car celle-ci permet l’augmentation du rapport 
vitesse/puissance pour des faibles courants. Ensuite nous avons conçu le modulateur Sigma 
Delta S²I en technologie CMOS 0.6µm à triple niveaux de métal. Les simulations sur modèle 
fonctionnel (MATLAB) donnent une résolution théorique de 13 bits pour l’architecture 
d’ordre 2 que nous avons choisie pour le modulateur. Les simulations du schéma électrique 
(CADENCE) choisit laissaient espérer 10 bits de résolution, mais malgré les précautions 
prises au niveau du layout la résolution expérimentale se situe autour de 8 bits. Cette contre 
performance peut s’expliquer par les caractéristiques de l’étage d’adaptation tension courant. 
Le bruit est conforme aux prévisions mais la distorsion harmonique est importante.  
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INTRODUCTION  
 
Dans une chaîne de conversion Σ∆, le modulateur Σ∆ convertit le signal d’entrée sur un faible 
nombre de bits avec un débit élevé, ce qui permet une grande résolution, non pas en 
amplitude, mais en temps. Le rôle du filtre décimateur est de transcrire ce signal sur un grand 
nombre de bits et de le ramener à la fréquence de Nyquist. Ainsi, les opérateurs numériques 
travailleront à vitesse optimale. En fait, si le signal est sur-échantillonné d’un facteur M 
(Fe=M.fN), le décimateur délivre un résultat à la fréquence fN correspondant à une moyenne de 
M échantillons d’entrée. Les paragraphes suivants illustrent le principe de la décimation puis 
présentent les techniques de filtrage  associées ainsi que la chaîne de décimation complète. 
 
I-PRINCIPE DE LA DECIMATION 
 
Le signal fourni par le modulateur Σ∆ étant sur-échantillonné, la période du signal à l’entrée 
comportera beaucoup d’échantillons. Réduire sa fréquence d’échantillonnage se traduira par 
une réduction du nombre d’échantillons qui la compose. 
 
TN/M
TN
Amplitude Amplitude
t t
 
Figure IV- 1 : Représentation temporelle d’un signal échantillonné à M*fN (a) et à fN(b). 
Dans le domaine fréquentiel, l’échantillonnage entraîne l’apparition de bandes images situées 
aux fréquences multiples de la fréquence d’échantillonnage. Le sous-échantillonnage d’un 
signal implique la présence de spectres supplémentaires aux fréquences multiples de fN. 
 
Amplitude Amplitude
f f
0 M fN  fN 2 fN  3fN 4 fN  
Figure IV- 2 : Représentation fréquentielle d’un signal échantillonné à M*fN(a) et à fN(b). 
Afin de prévenir de toute dégradation du signal sous-échantillonné, le spectre du signal à 
l’entrée du décimateur ne doit comporter aucun signal parasite susceptible de se replier avec le 
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signal utile. Or, le spectre de sortie d’un modulateur Σ∆ se compose du signal utile entouré du 
bruit de quantification. En sous-échantillonnant directement ce signal, le bruit de 
quantification se replirait sur le signal utile ( ou l’inverse) et toute l’information serait perdue. 
Le décimateur se compose donc d’un filtre numérique chargé de supprimer le bruit hors-
bande afin de ne pas dégrader le signal utile lors de sous-échantillonnage. 
 
Filtre Numérique D
Fe D
F e
 
Figure IV- 3 : Représentation du décimateur.  
Les caractéristiques et le gabarit du filtre vont dépendre du modulateur Σ∆ (passe-bas ou 
passe bande, de l’ordre du modulateur et du nombre de bits du quantificateur). 
Dans notre application, il s’agit d’un modulateur Sigma Delta d’ordre 2 passe-bas dans la 
bande audio, qui a été détaillé au chapitre III. Les spécifications du filtre décimateur sont 
données dans la figure IV-4. 
fp fA
p1 δ+
Aδ
A
f∆
f
p1 δ−
( )fH
1
 
Figure IV- 4 : Spécifications du filtre décimateur. 
Amplitude dans la bande atténuée :  A = 80 dB 
Ondulation de la bande passante :  δp < 0.1 dB 
Fréquence  limite de la bande passante : fp = 8 kHz ( f’p = 0.5 par rapport à 16kHz) 
Fréquence de coupure :    fA = 9,6 kHz ( f’A = 0.6 par rapport à 16kHz) 
Décimation :      D = 64    
Fréquence d'échantillonnage :   Fe = 1.024 MHz 
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II- STRUCTURES DE DECIMATION  
 
   Dans une première étape, quelques structures générales à plusieurs étages sont 
présentées. Les architectures cascadées possibles pour la conception du filtre sont divisées en 
deux groupes, les premières sont des structures à deux étages, les secondes sont des structures 
à trois étages, le signal est sous-échantillonné après chaque étage. Nous pouvons déterminer 
l'ordre des filtres de chaque étage en ne considérant que des structures basiques du type FIR et 
en calculant l’ordre du filtre pour différentes spécifications avec la relation suivante [Pro-96]: 
 1
f6,14
.log2013
N
i
iAip10
i +∆×
δδ−−
=
i,e
i,pi,A
i F
ff
foù
+
=∆  Eq IV- 1 
II-1- Décimation en deux étages 
En se reportant à l’équation suivante : 
 
e
pA
F
ff
f
+
=∆  Eq IV- 2 
On constate que ∆f dépend fortement de la fréquence d'échantillonnage à l'entrée d'un étage, 
d’où l’intérêt d’une décimation sur plusieurs étages. Un exemple de la structure à deux étages 
est illustré par la figure IV-5 ; cette structure montre la présence d’une fréquence 
d’échantillonnage intermédiaire de 128kHz. 
 
x(n)
Fe=1.024MHz Fe,1=128 kHz Fe,0=16kHz
y(m)
FPB1 D1 FPB2 D2
fp,1 fA,1 fp,2 fA,2  
Figure IV- 5 : Schéma de décimation en deux étages. 
Le tableau IV-1 expose les différents ordres des filtres pour une structure cascadée en deux 
étages. Tous les cas possibles sont inscrits en supposant que les taux de décimations désirés 
sont des puissances de deux. En conclusion, le choix optimal pour le filtre, dont le nombre de 
coefficients est le plus petit possible, peut être obtenu en exécutant la décimation en deux pas 
similaires de 8. 
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Tableau IV- 1 : Paramètres de la structure à deux étages. 
II-2- Décimation en trois étages 
Comme il a déjà été mentionné, ∆f dépend beaucoup de la fréquence de l'échantillonnage à 
l'entrée de chaque étage. Dans la structure à trois étages, deux fréquences d'échantillonnages 
intermédiaires de 64 kHz et 32 kHz apparaissent. La figure IV-6 montre le processus de la 
décimation en trois étages. Grâce à un taux de décimation relativement bas (64), seule la 
configuration 16.2.2 est suggérée.  
 
x(n)
Fe=1.024MHz Fe,2=64 kHz Fe,1=32 kHz
fp,1 fA,1 fp,2 fA,2
Fe,0=16 kHz
y(m)
fp,3 fA,3
FPB1 D1 FPB2 D2 FPB3 D3
 
 
Figure IV- 6 : Schéma de décimation en trois étages. 
 
Le tableau IV-2 montre les différents ordres des filtres pour une structure cascadée en trois 
étages en ne considérant que des structures FIR. 
 
ETAGE Di fp,i [kHz] fA,i [kHz] Fe,i[kHz] ∆fi Ni 
Tableau IV- 2 : Paramètres de la structure à trois étages. 
1 
2 
32 
2 
8 
8 
16 
9.6 
1024 
16 
0.0078125 
0.1 
764 
61 
1 
2 
2 
32 
8 
8 
512 
9.6 
1024 
512 
0.4921875 
0.003125 
14 
1908 
1 
2 
16 
4 
8 
8 
32 
9.6 
1024 
32 
0.0234375 
0.05 
256 
121 
1 
2 
4 
16 
8 
8 
128 
9.6 
1024 
256 
0.1171875 
0.00625 
52 
955 
1 
2 
8 
8 
8 
8 
64 
9.6 
1024 
64 
0.0546875 
0.025 
110 
240 
Etage Di fp,i [kHz] fA,i [kHz] Fei[kHz] ∆fi Ni 
1 
2 
3 
16 
2 
2 
8 
8 
8 
64 
32 
9.6 
1024 
64 
32 
0.0703125 
0.375 
0.05 
85 
17 
121 
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On constate que le nombre de coefficients est toujours élevé, il faudra donc trouver une autre 
solution. 
 
III- ETUDE COMPARATIVE ENTRE LES DIFFERENTES 
REALISATIONS DU PREMIER ETAGE  
 
Les filtres sinus cardinaux, à plusieurs étages, présentent beaucoup d’avantages pour la 
réalisation d'un filtre décimateur avec une bande de transition étroite. La réalisation de tels 
filtres peut être faite en utilisant uniquement des additionneurs et des unités de retards. 
L'objectif principal de ce paragraphe consiste à comparer les différents filtres sinus cardinaux à 
plusieurs étages avec les filtres FIR et faire une étude comparative entre les trois réalisations 
possibles du filtre sinus cardinal [Reb-00]. Ces configurations sont respectivement, le filtre 
sinus cardinal conventionnel, le sinus cardinal modifié et le sinus cardinal aiguisé (Sharpened).  
 
III-1- Le filtre sinus cardinal 
 
Dans le processus de conception d'un filtre décimateur, on doit porter une grande attention au 
problème du repliement spectral. Les limites des bandes repliées fr , données par Eq IV-3, 
doivent être suffisamment atténuées. Concernant notre application, l’atténuation minimale 
demandée dans la bande atténuée est de A=80dB.  
 
p
e
r fD
kFf ±=  Eq IV- 3 
Pour éliminer le bruit de repliement du modulateur Σ∆, [Cand-92], l'ordre du filtre sinc devrait 
être au moins égal à l'ordre du modulateur plus 1 (condition de Candy). Dans le cas d’un 
modulateur du second ordre, un filtre sinc de troisième ordre est exigé pour accomplir une 
rejection du repliement suffisante avec un taux de décimation égal à 16 et une bande passante 
de 8kHz. En fait, il s’agit d’une première décimation assez grossière. 
Le cas le plus critique correspond au premier lobe (k=1). Pour réduire les exigences, au niveau 
de l’implantation, un taux de décimation maximal de 16 a été choisi pour toutes les 
configurations qui vont suivre. Le filtre sinus cardinal doit réaliser une rejection de bruit assez 
importante dans la bande de repliement. Ayant une bande passante de 8kHz, le pire cas pour 
le repliement peut se produire à la pulsation normalisée suivante : 
 
e
p
r F
f..2
D
.2 π
−
π
=Ω  Eq IV- 4 
Le tableau IV-3 liste le rejet minimum du repliement pour la bande passante spécifiée. Dans 
une structure simple du filtre sinc, le lobe gauche du premier pole (k=1) détermine la rejection 
maximale du bruit réalisable. Les résultats inscrits dans le tableau IV-3 sont obtenus en 
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appliquant l'équation (II-105) pour un filtre sinc cascadé réalisant une décimation D, où A 
désigne la rejection maximale du bruit et δp la chute dans la bande passante.  
 
K
1
D
z1
z1
D
1)z(H




−
−
=
−
−
 Eq IV- 5 
K A [dB] 
D = 4 
A [dB] 
D = 8 
A [dB] 
D = 16 
δp [dB] 
D = 4 
δp [dB] 
D = 8 
δp [dB] 
D = 16 
1 23 17 10 0.05 0.22 0.91 
2 46 34 21 0.1 0.44 1.82 
3 68 51 31 0.16 0.66 2.73 
4 91 68 42 0.21 0.88 3.63 
5 114 85 52 0.26 1.10 4.54 
6 137 102 63 0.31 1.33 5.45 
7 159 119 73 0.37 1.55 6.36 
8 182 136 83 0.42 1.77 7.27 
Ω r 0.46875π 0.21875π 0.09375π 0.03125π 0.03125π 0.03125π 
Tableau IV- 3 :  Atténuation maximale du bruit et chute dans la bande passante d’un sinc 
conventionnel. 
D’après ce tableau, on remarque qu’en augmentant le facteur de décimation, l’ordre du filtre 
augmente pour atteindre une réjection maximale du bruit. En effet, si on considère la limite à 
80 dB, il faut K=4 correspondant à 91 dB pour D=4 et K=8 correspondant à 83 dB pour 
D=16. Dans le cas d’un sinus cardinal, il faut un filtre d’ordre 8 et un facteur de décimation 
D=16 pour satisfaire à nos objectifs visés.  
 
III-2- Le filtre sinus cardinal modifié 
 
Une autre architecture consiste à utiliser des sinus cardinaux avec des taux de décimation 
différents de D dans le premier étage de la structure cascadée. Nous obtenons, par 
conséquent, un zéro supplémentaire entre [0 ; 1/D] en replaçant le filtre sinc réalisant une 
décimation de D par un autre filtre sinc réalisant une décimation (D+m). La fonction de 
transfert pour le sinc modifié est : 
 
( ) ( )( )
( )K1
mD1KD
s
z1
z1.z1
.a)z(H
−
+−−−
−
−−
=  Eq IV- 6 
où as est le facteur de normalisation, qui dépend essentiellement des spécifications de la 
conception pour trouver l'architecture cascadée la plus convenable. 
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K As [dB] 
4/3 
D = 4 
As [dB] 
8/9 
D = 8 
As [dB] 
16/22 
D = 16 
δp [dB] 
4/3 
D = 4 
δp [dB] 
8/9 
D = 8 
δp [dB] 
16/22 
D = 16 
1 30.6 33.5 31.3 0.078 0.490 2.6 
2 53.2 52.6 46.1 0.130 0.705 3.49 
3 75.9 71.8 58.4 0.181 0.921 4.37 
4 98.5 90.9 70 0.232 1.137 5.26 
5 121.1 110 81.3 0.282 1.352 6.14 
Tableau IV- 4 : Atténuation maximale du bruit et chute dans la bande passante d’un sinc 
modifié. 
le tableau IV-4 liste le taux de rejection du bruit en dB qu'on est capable d'atteindre avec la 
structure du filtre sinc modifié. Les résultats sont meilleurs que ceux accomplis par la structure 
conventionnelle. 
 
III-3- Le filtre sinus cardinal « sharpened » ou rectangularisé  
Le filtre sharpened sinc a de meilleures propriétés au niveau de la rejection du bruit et de 
l’ondulation dans la bande passante. Pour éviter le repliement dans la bande utile, il faut que le 
filtre assure une atténuation de 80 dB hors bande. Ce cahier de charge est rempli en utilisant  
un filtre sharpened de 3 iéme ordre réalisant une décimation par 16. La fonction de transfert 
totale du sinus cardinale aiguisé est donnée par : 
 
K3
1
DK2
1
D
sh z1
z1
D
12
z1
z1
D
13)z(H 


−
−
−


−
−
=
−
−
−
−  Eq IV- 7 
Le tableau IV-5 illustre les performances du filtre sharpened du point de vue de l’atténuation 
du bruit et de la chute dans la bande passante. En comparant ces résultats à ceux 
d’auparavant, nous constatons que la rejection voulue du bruit peut être accomplie avec un 
ordre du filtre plus petit. Les résultats dans tableau IV-5 sont obtenus en évaluant l’équation 
(Eq IV-7). Mais, le fait d'avoir un ordre moins élevé n'implique pas une réalisation optimale, 
puisque cette architecture est très complexe et elle consomme beaucoup plus de silicium. 
K A [dB] 
D = 4 
A [dB] 
D = 8 
A [dB] 
D = 16 
δp [dB] 
D = 4 
 δp [dB] 
D = 8 
δp [dB] 
D = 16 
1 36.4 25.2 13.3 0.00093 0.01617 0.243 
2 81.6 58.4 32.7 0.00371 0.06220 0.852 
3 127.1 92.2 53.1 0.00828 0.13478 1.709 
4 172.7 126.1 73.9 0.01459 0.23115 2.743 
5 218.2 160 94.7 0.02259 0.34892 3.911 
Ωr 0.46875π 0.21875π 0.09375π 0.03125π 0.03125π 0.03125π 
Tableau IV- 5 : Atténuation maximale du bruit et chute dans la bande passante du sharpened. 
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IV- STRUCTURES PROPOSEES POUR LA REALISATION DU 
FILTRE DE DECIMATION 
 
Dans ce paragraphe nous proposons une étude comparative des différentes structures 
pouvant satisfaire aux objectifs de notre application. 
 
IV-1- La structure 1 : La cascade des deux filtres sinus cardinaux  
La première topologie considérée est la mise en cascade de deux filtres sinc, l'un d'ordre 5 
pour assurer une atténuation de 80dB et l'autre d'ordre 3 pour satisfaire la condition de Candy 
ayant chacun un facteur de décimation égale à 8 [Bou-01-2]. C'est la réalisation la plus simple 
du filtre décimateur totale basée sur les filtres à moyenne glissante. Ses propriétés générales 
sont décrites dans le deuxième chapitre et sa fonction de transfert est :  
 
3
1
85
1
8
z1
z1
8
1.
z1
z1
8
1)z(H 



−
−




−
−
=
−
−
−
−
 Eq IV- 8 
Chaque étage de la structure est suivi d’un décimateur qui sous-échantillonne le signal par 8. 
La figure IV-7 illustre le processus de la décimation. Une autre alternative consisterait à utiliser 
des sinus cardinaux modifiés pour améliorer la réjection du bruit. Des exemples pour cette 
structure modifiée sont présentés dans [Shu-84]. Mais, les deux architectures, conventionnelle 
ou modifiée, exigent le même ordre pour accomplir une atténuation de 80 dB. Par conséquent, 
le filtre sinc conventionnel est préféré.  
5
1
8
z1
z1




−
−
−
−x(n)
Fe=1.024MHz Fe,2=128 kHz Fe,1=16 kHz
y(m)3
1
8
z1
z1




−
−
−
−
5)8/1(
8D=
1w
5)8/1(
8D=
2w Filtre FIR
Compensateur
 
Figure IV- 7 : Synoptique du filtre sinc suivit d’un FIR compensateur. 
La réponse impulsionnelle est récursivement exécutée par chaque étage pour réaliser une 
décimation par 8, elle est donnée par : 
 ( ) ( ) ( ) ( )8nxnx1nyny −−+−=   Eq IV- 9 
Dans [Bar-99][Rob-86], une architecture du filtre sinc à plusieurs étages est réalisée avec des 
propriétés semblables. La figure IV-7 révèle, que la partie IIR aussi bien que la partie FIR du 
filtre sinc fonctionne à des fréquences d'échantillonnages relativement élevées (1.024 MHz et 
128kHz). Un registre de décalage de dimension Di est exigé pour chaque étage, sa largeur 
augmente en fonction de la longueur du mot de sortie wi-1 de l'étage précédent. Les figures IV-
8 et IV-9 représentent les réponses en fréquences avant et après la décimation du premier 
étage. Toutes les réponses en fréquences sont normalisées par rapport à Fe/2. 
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Figure IV- 8 : Réponse en fréquence de la 
sortie du premier filtre sinus cardinal. 
Figure IV- 9 : Réponse en fréquence de la 
sortie du premier filtre sinus cardinal après 
décimation. 
 
La figure IV-10 présente la réponse en fréquence à la sortie du deuxième étage. Le filtre de 
compensation est réalisé avec une  structure FIR en un seul étage en utilisant des unités de 
multiplieurs et de retards. Ce filtre doit satisfaire trois spécifications en même temps. Il doit 
restituer la perte en atténuation dans la bande passante, garantir une bande de la transition 
étroite et présenter une atténuation suffisante dans la bande atténuée. Cela nous amène à un 
ordre prohibitif du filtre (approximativement N=645 obtenu par simulation). Une solution 
adéquate consiste à diviser le filtre compensateur en deux filtres FIR. Le but du premier étage 
est de remédier à la chute dans la bande passante pendant que le deuxième étage joue le rôle 
d'un filtre passe bas avec une bande de transition étroite. La figure IV-11 présente la réponse 
normalisé à la fréquence de Nyquist (Fe/2) du filtre désirée par rapport à la réponse obtenue 
par simulation. La figure IV-12 montre la réponse en fréquence à la sortie des étages du filtre 
sinc et la réponse en fréquence du filtre de compensation. Finalement, la figure IV-13 présente 
la réponse en fréquence globale à la sortie du filtre décimateur entier. Pour calculer les 
réponses en fréquence, un fichier MATLAB (designsinc3.m) a été écrit et il est donné en 
annexe C. 
Figure IV-10 : Réponse en fréquence 
composée de la sortie du deuxième filtre 
sinc. 
Figure IV-11 : Réponse en fréquence du 
filtre compensateur comparée avec celle 
désirée.
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Figure IV- 12 : Réponse en fréquence du  
filtre sinc et le FIR compensateur. 
Figure IV- 13 : Réponse en fréquence 
totale normalisée à 8 kHz.
 
IV-2- La structure 2 : le filtre sinus cardinal cascadé avec deux filtres FIR  
Dans ce deuxième exemple de conception, un filtre sinc « sharpened » est utilisé comme 
décimateur dans le premier étage au lieu du filtre sinc conventionnel présenté précédemment. 
Le filtre « sharpened » utilisé est du 3 iéme ordre dont la fonction de transfert est donnée par :   
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1
166
1
16
z1
z1
D
12
z1
z1
D
1.3)z(H 
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
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−


−
−
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−
 Eq IV- 10 
Une structure adéquate du filtre peut être appliquée en choisissant une décimation frontale par 
16 pour une décimation complète exécutée en trois pas, D=16.2.2 [Bou-01-02]. La figure IV-
14 donne le synoptique de cette structure.  
x(n)
Fe=1.024MHz Fe,2=64kHz Fe,1=32 kHz Fe,0=16 kHz
y(m)
16:1 2:1 2:1
Le Filtre
Sharp Sinc
D1 ( )zH2 D2 ( )zH3 D3
 
Figure IV- 14 : Le filtre sinc « sharpened » suivi de deux FIR. 
Le deuxième et troisième étages doit réaliser le reste de la décimation en D=D2*D3=4. On 
prend deux filtres car exécuter le reste de la décimation en un seul bloc signifie l’utilisation 
d’un filtre FIR avec 200 coefficients pour assurer 80 dB d’atténuation dans la bande atténuée 
et sans aucune considération conçernant la compensation de la chute dans la bande passante. 
Il est normal qu’en corrigeant le gabarit dans la bande passante, tout en maintenant une bande 
de la transition étroite, l’ordre du filtre augmente énormément. De plus, pour de telles ordres 
de filtre, le codage des coefficients en un nombre fini de bits agit considérablement sur la 
réponse implusionnelle. Les filtres sont simulés en utilisant le logiciel MATLAB et les 
coefficients de H2(z) sont calculés avec l’algorithme d’échange de Parks et McCleallan. Le 
dernier filtre H3(z) fera aussi office de filtre de compensation ; il est conçu pour remédier à la 
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perte de gain dans la bande passante. La figure IV-16 présente la chute dans la bande passante 
par rapport à la réponse désirée H2(z) du filtre compensateur. Diminuer la chute de la bande 
passante aussi bien qu’accomplir une atténuation suffisante dans la bande d’atténuation nous 
amène à un filtre dont l’ordre est élevé. De plus, un tel filtre serait très sensible à la 
quantification des coefficients. Par conséquent, le filtre de compensation final se compose de 
deux filtres FIR (H31 et H32). Le but du premier filtre est de corriger la perte dans la bande 
passante, pendant que le deuxième garantit une atténuation totale de 80 dB. Le fichier 
MATLAB (design_sinc2shcomp.m) utilisé pour simuler le filtre est donné dans l’annexe C. 
Pour un ordre relativement bas des filtres utilisés, une troncature à 13 bits est acceptable ; ses 
effets sur le comportement fréquentiel sont négligeables. Après une quantification sur 13 bits, 
quelques coefficients sont égaux à zéro, cela veut dire que ces coefficients n’ont pas besoin 
d’être employés et l’ordre du filtre baisse légèrement. De plus, la symétrie des coefficients peut 
être utilisée pour réduire la complexité du filtre. 
 
Figure IV- 15 : Réponse en fréquence du 
filtre « sharpened ». 
Figure IV- 16 : Réponse en fréquence du 
filtre « sharpened » par rapport au le filter 
compensateur après décimation
 
Figure IV- 17 : Réponse en fréquence de 
H31(z). 
Figure IV- 18 : Un agrandissement sur la 
bande passante de H31(z).
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Figure IV- 19 : Réponse en fréquence du 
filtre compensateur pour le « sharpened ». 
Figure IV- 20 : Réponse en fréquence du 
filtre « sharpened » total  avec 
compensation. 
 
 
Figure IV- 21 : Réponse en fréquence de  
H32(z). 
Figure IV- 22 : Réponse en fréquence 
composées du  filtre H3(z)=H31(z)*H32(z).
 
 
Figure IV- 23 : Réponse en fréquence du 
filtre H32(z) avec des coefficients quantifiés 
en 13 bits. 
Figure IV- 24 : L’ondulation de la bande 
passante du filtre H32(z) après la troncature 
des coefficients en 13 bits. 
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Les figures IV-19, IV-20, IV-21, IV-22, IV-23 et IV-24 montrent les différentes réponses 
fréquentielles de chaque bloc de la structure 2 montrées sur la figure IV-14. 
 
IV-3- La structure 3 : le filtre sinus cardinal cascadé de deux filtres demi-bande  
 
Cette structure consiste en la cascade du filtre sinc et de deux filtres demi-bandes. La figure 
IV-25 donne le diagramme de cette architecture. L'objectif est de concevoir un filtre à 
décimation à plusieurs étages où l'étage intermédiaire possède des spécifications plus souples, 
ce qui baisse les exigences au niveau implantation, comme il sera montré plus tard [Bou-01-
03]. 
 
1D 2D
x(n)
Fe=1.024MHz Fe,1=32 kHz
3D
Fe,0=16 kHz
y(m)
16:1 2:1 2:1
Fe,2=64 kHz
Le Filtre
Sinus Cardinal
Le Filtre
Correcteur HB1(z) HB2(z)
 
Figure IV- 25 : La structure 3, le filtre sinc suivit de deux demi-bande. 
 
Le dernier filtre demi-bande HB2 a les spécifications les plus strictes avec une fréquence de 
coupure de la bande passante à 0.25 et une fréquence de bande atténuée égale à 0.27, les 
fréquences étant normalisées à 16kHz. La bande de transition étroite détermine l'ordre du 
dernier étage en appliquant (Eq IV-1) avec A=80 dB et ∆f=0.02. On donne N=38 le nombre 
de multiplicateurs pour mettre en oeuvre cet étage sera donc :  
 201
2
N
M 2HB2 =+=  Eq IV- 11 
Nous obtenons une ondulation de la bande passante de 0.015 dB. La figure IV-30 montre la 
réponse en fréquence totale de ce filtre, tandis que la figure IV-31 représente la section 
relative à la bande passante du filtre. Le premier filtre demi-bande HB1 dans cette architecture 
présente une large bande de transition, il est soumis à une entrée échantillonnée à une 
fréquence Fe,2=64 kHz, sa bande de la transition s'étale de 0.125 jusqu'a 0.375  normalisée par 
rapport à Fe,2 . Pour réaliser une bande de transition étalée sur 0.25, un filtre FIR de 26 
coefficients est exigé. Le nombre de multiplieurs nécessaires pour le premier filtre demi-
bande est : 
 141
2
NM 1HB1 =+=  Eq IV- 12 
Avec cette configuration nous obtenons une ondulation de la bande passante de 0.005 dB. la 
figure IV-27 montre l’ondulation dans la bande passante de la réponse fréquentielle du 
premier filtre HB1, par contre, la figure IV-26 présente sa réponse fréquentielle totale. Les 
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figures IV-28 et IV-29 montrent, respectivement, la réponse impulsionelle du filtre HB1 et 
l’influence de la troncature de ces coefficients sur son gabarit.  
 
Figure IV- 26 : Réponse en fréquence du 
premier filtre demi-bande HB1. 
 
Figure IV- 27 : Ondulation dans la bande 
passante du filtre HB1. 
 
Les coefficients du filtre HB1 sont calculés en utilisant l'algorithme McCllan et Parck pour 
filtre passe-bas possédant un ordre égal a 26. Les coefficients sont listés ci-dessous : 
h(0) = h(26) = 0.000108960
h(1) = h(25) = 0
h(2) = h(24) = -0.00089237
h(3) = h(23) = 0
h(4) = h(22) = 0.003986700
h(5) = h(21) = 0
h(6) = h(20) = -0.01283400
h(7) = h(19) = 0
h(8) = h(18) = 0.033999000
h(9) = h(17) = 0
h(10) = h(16) = -0.08499200
h(11) = h(15) = 0
h(12) = h(14) = 0.310620000
h(13) = 0.500000000
 
 
Figure IV- 28 : Réponse impulsionelle du 
filtre HB1. 
Figure IV- 29 : Effet de la troncature des 
coefficients du HB1. 
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Figure IV- 30 : Réponse en fréquences du 
deuxième filtre demi-bande HB2. 
Figure IV- 31 : Ondulation dans la bande 
passante du filtre HB2. 
Les figures IV-32 et IV-33 montrent, respectivement, la réponse impulsionelle du filtre HB2 
et l’influence de la troncature de ces coefficients sur son gabarit. Les coefficients pour le 
second filtre demi bande ont été calculés en utilisant MATLAB et en appliquant l'algorithme 
d'échange de REMEZ pour un filtre d'ordre 38. Ces coefficients sont listés ci-dessous :   
h(0) = h(38) = -0.0016444
h(1) = h(37) = 0
h(2) = h(36) = 0.00294210
h(3) = h(35) = 0
h(4) = h(34) = -0.0054183
h(5) = h(33) = 0
h(6) = h(32) = 0.00914450
h(7) = h(31) = 0
h(8) = h(30) = -0.0146020
h(9) = h(29) = 0
h(10) = h(28) = 0.02261300
h(11) = h(27) = 0
h(12) = h(26) = -0.0348560
h(13) = h(25) = 0
h(14) = h(24) = 0.05568000
h(15) = h(23) = 0
h(16) = h(22) = -0.1011500
h(17) = h(21) = 0
h(18) = h(20) = 0.31663000
h(19) = 0.50000000
 
Figure IV- 32 : Effet de la troncature des 
coefficients du HB2. 
Figure IV- 33 : Réponse impulsionelle du 
filtre HB2. 
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La cascade proposée des filtres demi-bande n'est pas conçue pour corriger la perte dans la 
bande passante du filtre sinc. Par conséquent, un filtre de compensation est toujours 
nécessaire. Pour limiter l’ordre de ce filtre nous avons opté pour une structure symétrique. Les 
coefficients calculés sont :  
  
h(0) = h(40) = 3.3187 e-5
h(1) = h(39) = 1.2077 e-5
h(2) = h(38) = -8.9823 e-5
h(3) = h(37) = -0.00028567
h(4) = h(36) = -0.00049294
h(5) = h(35) = -0.00048107
h(6) = h(34) = 2.5863 e-5
h(7) = h(33) = 0.001114600
h(8) = h(32) = 0.002460000
h(9) = h(31) = 0.003218000
h(10) = h(30) = 0.002315500
h(11) = h(29) = -0.00092134
h(12) = h(28) = -0.00604740
h(13) = h(27) = -0.01114600
h(14) = h(26) = -0.01323000
h(15) = h(25) = -0.00943340
h(16) = h(24) = 0.001466600
h(17) = h(23) = 0.017967000
h(18) = h(22) = 0.035895000
h(19) = h(21) = 0.049778000
h(20) = 0.8550100
 
Les figures IV-34 et IV-35 représentent, respectivement, la réponse fréquentielle du sinus 
cardinal dans la bande de Nyquist et la perte en amplitude par rapport au filtre compensateur.  
 
 
 
Figure IV- 34 : Réponse en fréquences du 
filtre Sinc D=16, K=3. 
Figure IV- 35 : Perte en amplitude du 
filtre Sinc D=16, K=3 et réponse du 
filtre compensateur idéal. 
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Figure IV- 36 : Perte en amplitude par 
rapport au filtre compensateur après la 
décimation. 
Figure IV- 37 : Réponse en fréquence du 
filtre compensateur comparée avec la 
réponse désirée. 
 
 
Figure IV- 38 : Synthèse du premier filtre 
demi-bande HB1. 
Figure IV- 39 : Réponse totale du Sinc 
compensée après décimation.
 
Figure IV- 40 : Réponse en fréquence 
composées après le filtre HB1. 
Figure IV- 41 : Réponse en fréquence 
composée et normalisée après le filtre 
HB1.
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Figure IV- 42 : Synthèse du deuxième  
demi-bande HB2. 
Figure IV- 43 : Réponse en fréquence 
composée après le filtre HB2 
 
 
 
Figure IV- 44 : Réponse en fréquence composée et normalisée après le filtre HB2. 
 
Les figures IV-34 à IV-44 montrent les différentes réponses fréquentielles de chaque bloc de la 
structure 3 montrée sur la figure IV-25.  
 
IV- 4- Conclusion 
 
Dans ce paragraphe, plusieurs réalisations du filtre à décimation ont été proposées, en 
particulier : 
La structure 1 : Cascade de deux filtres sinus cardinaux réalisant une décimation de 
D=64=8.8. Cette architecture présente un gros handicap du fait qu’elle nécessite un filtre 
compensateur dont l’ordre est très élevé. 
La structure 2 : Cascade d’un filtre Sinc  rectangularisé avec deux filtres FIR réalisant une 
décimation de D=64=16.2.2. Cette configuration présente un inconvénient du fait que le 
rectangularisé exige une architecture complexe.   
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La structure 3 : Cascade d’un filtre sinus cardinal avec deux filtres demi-bandes. Cette 
architecture nécessite un filtre compensateur vue l’atténuation dans la bande utile causée par la 
non-idéalité du Sinc. 
Notre choix s’est porté sur la troisième structure vue sa simplicité d’un point de vue 
d’intégration. D’autre part, les filtres demi-bandes présentent l’avantage d’avoir un coefficient 
sur deux nul et une version polyphasée intéressante. En outre, lors de la conception on a réalisé 
une synthèse symétrique des coefficients du filtre compensateur ce qui diminue son ordre de 
moitié. Dans ce qui suit nous allons détailler la technologie employée pour mettre en oeuvre la 
structure choisie. 
 
V- CONCEPTION DU FILTRE DE DECIMATION 
 
 Les outils de développement des circuits FPGA jouent un rôle important dans la 
chaîne de fabrication. En effet, les retards et les temps de commutation dépendent 
énormément de la qualité du routage. Nous allons détailler les simulations des différents blocs 
qui interviennent dans la conception du filtre ainsi que leurs outils de développement. La 
finalité de notre travail est de pouvoir implanter le filtre dans un FPGA. Pour satisfaire le 
cahier des charges, plusieurs outils logistiques et matériels sont mis en œuvre. 
 
V-1- Choix du nombre de bits 
 
Ce paragraphe présente les considérations prises pour la conception des filtres de décimation 
de type sinus cardinal. Dans cette topologie, le bit le plus significatif (MSB) des filtres est 
déterminé comme une fonction croissante de la largeur du registre. Nous montrons, ensuite, 
que la troncature ou l’arrondi peut être utilisé à chaque étape du filtrage et que le nombre de 
bits retenus décroît de façon monotone d'un étage à l’autre. L'erreur totale de la valeur de la 
sortie du filtre est liée à la troncature dans les étages intermédiaires. Le concepteur doit 
déterminer la valeur de la troncature ou de l'arrondi appliqué à chaque étape, sans violer les 
contraintes de la réalisation [Reb-00]. 
 
V-2- Largeur des registres 
 
La fonction de transfert du filtre sinus cardinal montré à la figure IV-45 est : 
 ( ) ( ) ( ) ( )( )N1
ND
N
C
N
I z1
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−
−
−
−
==  Eq IV- 13 
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−
−
=  
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et : 
( ) ( )DC z1zH −−=  
z-1 z-1
.......
z-1
.......
z-1
-1 -1
   Etage 1           .......         Etage N    Etage N+1         .......         Etage 2N
L'etage des intégrateurs L'etage des dérivateurs
Fe/DFe Fe/D  
Figure IV- 45 : Structure sinus cardinal du filtre de décimation. 
 
A partir du jiéme étage jusqu'au dernier étage, l’expression de la fonction de transfert est donnée 
par [Eug-81] : 
 ( )
( )( )
( )


+==
==
=
∑
∑
−+
=
−−
−+−
=
−+−
j1N2
0k
kD
j
Nj
C
1jN1D
0k
1
j
N
C
1jN
I
j
N2,...,1Nj,zkhH
N,...,2,1j,zkhHH
zH  Eq IV- 14  
 avec :  
 ( )
( )
( )


+=


 −+
−
=



−
−+−




−
=
∑
=
N2,...,1Nj,
k
j1N2
1
N,...,2,1j,
Dlk
DlkjN
l
N
1
kh
k
D/k
0l
l
j
 Eq IV- 15 
où hj sont les coefficients de la réponse impulsionelle.  
La largeur maximale des registres du sinus cardinal, (i.e, le nombre de bits des registres) est 
définie comme le rapport entre la valeur de la sortie du sinus cardinal résultant du signal le plus 
faible par rapport à la valeur maximale de l’entrée. 
 
1B
B
max in
max
2
2G
−
=  Eq IV- 16 
Cette largeur est utilisée dans le processus de conception des filtres sinus cardinaux pour 
s'assurer qu'aucune donnée ne soit perdue à cause du débordement des registres. En utilisant 
cette définition, le nombre de bits maximum des registres à partir du premier étage j=1 
jusqu'au dernier étage est donné par : 
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1D
0k
kk
11max zzkhzHG ∑ ∑−
=
−
=
−− 


===  Eq IV- 17 
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pour z=1, correspondent à la valeur maximale du signal d’entrée le plus faible, on a : 
 ( ) ( )( ) N
NN1D
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1D
0k
k
11 D1kh1H =
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== ∑ ∑−
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donc, 
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 Eq IV- 19 
d’ou : 
 ( )[ ]1BDlogNB in2max −+=  Eq IV- 20 
où le bit le moins signifiant (LSB) à l'entrée du registre est considéré comme le bit numéro zéro 
et l’opérateur [x] représente le plus petit nombre entier qui n'est pas inférieur à x. 
Pour une arithmétique complément à deux, les opérations en modulo peuvent être 
implémentées par élimination des bits au-dessus de Bmax. Ce qui nous permet d’utiliser Bmax 
comme largeur des registres internes pour chaque étage d'intégrateur et de dérivateur. Donc 
Bmax devient la limite maximale pour chaque étage du filtre sinus cardinal. 
 
V-3- Troncature et arrondi  
 
Comme nous l’avons montré dans le paragraphe précédent, Bmax correspond à la largeur des 
registres internes du sinus cardinal. Pour calculer l'erreur totale à la sortie du filtre causée par la 
troncature, on détermine la moyenne et la variance pour chaque source d'erreur. Il y a un total 
de 2N+1 sources d'erreurs. Les premières 2N sources sont causées par la troncature aux 
entrées des 2N étages du filtre ( N étages intégrateurs et N étages dérivateurs). La dernière 
source d'erreur est due à la troncature dans le registre de sortie. Il est souvent supposé que 
l'arrondi est toujours meilleur que la troncature. Cependant, dans ce paragraphe il est montré 
qu'à l'exception de la première et de la dernière source d'erreur, les statistiques relatives à la 
sortie sont les mêmes pour la troncature et l'arrondi. En outre, les architectures les plus 
courantes feront usage d'une arithmétique de grande précision à la première source d'erreur 
pour limiter l'erreur à la sortie. En conséquence, le seul endroit où le concepteur doit porter 
son attention concerne le choix de la troncature ou l'arrondi sur la dernière source d'erreur. Il 
est supposé que chaque source d'erreur produit un bruit blanc qui n'est pas corrélé avec l'entrée 
et les autres sources d ‘erreurs, donc l'erreur de la j iéme source est supposée avoir une 
probabilité de distorsion constante avec une largeur de :  
 

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0
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où le Bj est le nombre de LSB ignoré à la j émme source. Puisque l'erreur a une distorsion 
uniforme, la moyenne de l'erreur devient : 
 

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=µ
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2
1
j
j
 
nonsi
troncatureuneayil's  Eq IV- 22 
et la variance de cette erreur est : 
 2
j
2
j E12
1
=σ  Eq IV- 23 
Pour déterminer les effets à la sortie de la j iéme source d'erreur, nous utilisons le système de 
fonctions de cet étage donné par Eq IV-14. La réponse impulsionelle correspond à des 
processus indépendants et aléatoires qui sont additionnés ensemble pour élaborer la sortie du 
filtre. La moyenne et la variance de l'erreur du k iéme coefficient sont, respectivement, µjhj(k) et 
σj²hj²(k) . A partir du k iéme coefficient, les processus sont indépendants. Les statistiques totales 
du j iéme étage sont les sommes des réponses impulsionnelles pour chaque coefficient. Donc, la 
moyenne totale est : 
 jjTj Dµ=µ  Eq IV- 24 
où 
 ( )
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=  Eq IV- 25 
désigne le gain moyen de l'erreur pour la j iéme source d'erreur. De même façon, la variance 
totale s’écrit comme suit : 
 2j2j2Tj Fσ=σ  Eq IV- 26 
Où 
 ( )
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2
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j 1N2j
N2,...,2,1j
+=
=  Eq IV- 27 
désigne le gain de la variance de l'erreur pour la j iéme source d'erreur. 
Ces deux gains d'erreurs sont utilisés pour lier les statistiques de la source d'erreur avec ceux de 
la sortie. De plus, ils sont utiles pour le processus d’implantation parce qu’ils sont indépendants 
de l'erreur actuelle. Il est démontré que le gain moyen de l'erreur donnée par l’équation (Eq IV-
23) est nul pour toutes, sauf pour la première et la dernière source. Ceci implique une 
simplification de l'expression pour la première source de l'erreur [Eug-81]. 
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 Eq IV- 28 
D’après les Eq IV-21 et Eq IV-23 on note que la variance de l'erreur est la même pour la 
troncature ou l'arrondi et la moyenne de l'erreur totale donnée par Eq IV-24 et Eq IV-28 est 
nulle pour toutes sauf pour la première et la dernière source. En conséquence, le choix de 
troncature où d’arrondi n'affecte pas les statistiques d'erreurs sauf pour la première et la 
dernière sources. L’expression de la moyenne et la variance de la sortie causée par la troncature 
où l’arrondi sont : 
 ∑+
=
+
µ+µ=µ=µ
1N2
1j
TTjTjT 1N2
 Eq IV- 29 
 ∑+
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2
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2
T  Eq IV- 30 
En utilisant les informations précédentes concernant les sources d’erreurs pour la sortie, nous 
pouvons déterminer maintenant le nombre de bits à éliminer en tenant compte des contraintes 
de chaque erreur. Dans ce processus, la variance est prise en compte puisqu’elle est la seule à 
être affectée par la troncature ou l'arrondi et par toutes les sources d'erreurs. D’autre part, la 
moyenne est affectée par la troncature ou l’arrondi seulement pour la première et la dernière 
source. Supposons que le nombre de bits retenu dans le registre de la sortie est Bout, le nombre 
de LSB ignoré est alors: 
 1BBB outmax1N2 +−=+  Eq IV- 31 
La variance de l’erreur résultante est définie par Eq IV-26. A ce point, la décision qui consiste à 
considérer que la variance des 2N premières sources d'erreurs est plus petite que la variance de 
la dernière source est légitime [Eug-81]. Cela résulte dans le choix du nombre de LSB ignoré à 
chaque étage, donné par : 
 [ ] NjNFB NTjj 2,...,2,1,6log21loglog 222 12 =++−= +σ   Eq IV- 32 
VI- SIMULATION ET REALISATION 
 
Les filtres de la chaîne de décimation ont été réalisés avec une arithmétique « bit fini ». 
Des opérations élémentaires de traitement numérique du signal numérique telles que : retard, 
multiplication, troncature, décalage … permettent de modéliser rapidement un filtre en tenant 
compte de la taille des chemins de données en interne, ce qui donne une modélisation simple 
des filtres. Grâce aux générateurs de signaux échantillonnés et aux fonctions de visualisation 
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telles que la transformée de Fourier, on vérifie alors le comportement fréquentiel du filtre. 
Dans ce qui suit, nous présentons les simulations relatives aux chaînes de décimation possibles 
et notre choix s’est porté sur un filtre sinus cardinal du troisième ordre réalisant une 
décimation par 16. La largeur des registres internes étant de 13 bits, le filtre doit garantir une 
atténuation du bruit de 80 dB hors bande. Cependant, un filtre correcteur doit figurer dans la 
chaîne de décimation, vue la perte en amplitude dans la bande utile. Un fichier MATLAB a été 
élaboré pour le calcul des coefficients de ce filtre (Coeff_trunc.m) et pour comparer les 
réponses fréquentielles après troncature. Ensuite, deux filtres demi-bandes sont nécessaires 
pour achever le reste de la décimation par 4.  Une étude comportementale a été faite pour 
mettre en œuvre l’influence de l’arithmétique « bit fini » sur les valeurs des coefficients. Nous 
avons constaté que la troncature n’a pas beaucoup d’effet sur les filtres demi-bande vue les 
faibles valeurs du taux de décimation et de l’ordre. Dans ce paragraphe, nous allons détaillé 
l’architecture interne adoptée pour chacun des filtres, ce qui permet de passer à l’aspect 
implantation.    
 
VI-1- Le filtre sinus cardinal  
 
VI-1-1-. L’intégrateur 
 
Le premier bloc du Sinc étant l’intégrateur, nous avons commencé la simulation en utilisant le 
mode « warp » pour éviter la saturation. En effet, dans ce mode, lorsque les registres de 
l’additionneur atteignent leur valeur limite maximale, ils basculent vers la valeur la plus petite. 
puisqu’on code la dérivée du signal. Comme le montre la figure IV-46, la boucle de retour est 
assurée par une constante de valeur 0.99, cette réaction permet d’atténuer la composante 
continue du bit stream. Il faut noter qu’avec cette structure, nous évitons l’utilisation de 
multiplieur de façon à optimiser l’implantation et les constantes ne sont que des opérations 
simples de décalage. 
Z-1
K
∑
0.99
K
outin
N N+1
 
Figure IV- 46 : Structure de l’intégrateur. 
 
La figure IV-48 montre le schéma de simulation de l’intégrateur pour une entrée sinusoïdale. 
Les résultats de simulation sont montrés dans la figure IV-47. On voit bien que la sortie de 
l’intégrateur est un signal de type cosinus après un temps de latence. 
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Figure IV- 47 : Simulation de 
l’intégrateur. 
Figure IV- 48 : Intégration d’une sinus 
numérique. 
 
VI-1-2- Le dérivateur 
 
Le deuxième bloc du filtre Sinc étant le dérivateur, nous l’avons simulé avec l’architecture 
illustrée dans la figure IV-49. Dans cet étage, le problème de l’ « overflow » (ou la saturation) 
ne se pose pas.  
Z-1
∑N Nin out
 
Figure IV- 49 : Structure du dérivateur. 
 
Figure IV- 50 : Entrée sinusoïdale du 
dérivateur. 
Figure IV- 51 : Sortie cosinusoidale du 
dérivateur.
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VI-1-3- La complémentation 
 
Vue que l’on effectue des opérations sur des nombres signés, une opération de 
complémentation est nécessaire à l’entrée du filtre sinus cardinal. Nous avons réalisé cette 
opération sur SPW en utilisant des éléments de la bibliothèque « bit manipulation » qui n’est 
pas gourmande au niveau silicium ou CLB du FPGA.  
 
Figure IV- 52 :  La complémentation. 
 
Figure IV- 53 : Entrée signal carré non 
signé. 
Figure IV- 54 : Sortie signal carré signé 
VI-1-4- La décimation : les horloges 
 
Les horloges jouent un rôle très important dans la conception du circuit. En effet, la 
décimation s’effectue en divisant les fréquences des horloges de fonctionnement des 
composants. La fréquence du système « SYS_CLK » est la plus haute (1.024 MHz), elle 
représente la fréquence de fonctionnement des intégrateurs du filtre sinc. L’horloge 
« SYS_CLK » est divisée ensuite par 16 (64 kHz) pour réaliser la fréquence de fonctionnement 
des dérivateurs du filtre sinc. Cette division s’effectue au moyen d’un compteur modulo 16 et 
c’est sur son front montant du « over flow » qu’on génère l’horloge « COMB_CLK » 
représentée dans la figure IV-56. Pour réaliser la décimation par deux des deux filtres demi-
bande, on utilise un compteur modulo 2 pour le premier et un compteur modulo 4 pour le 
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second. Les horloges générées sont respectivement « HB1_CLK » (32kHz) et « HB2_CLK » 
(16 kHz). 
 
Figure IV- 55 : Génération des 4 horloges. 
       
Figure IV- 56 : La décimation par 32. Figure IV- 57 : La décimation par 16. 
VI-1-5- simulation globale 
Le filtre sinus cardinal est simulé en totalité pour s’assurer du bon fonctionnement des 
différents éléments constituants. Le filtre étant du troisième ordre, trois blocs d’intégrateurs et 
autant de dérivateurs sont nécessaires ainsi qu’une bascule D qui va réaliser la décimation en 
fonctionnant à la fréquence « COMB_CLK ». Un registre à décalage est positionné à la sortie 
pour effectuer l’opération de multiplication par 1/16. La figure IV-58 représente le schéma 
global du filtre sinus cardinal. Les figure IV-59 à IV-64 représentent les différentes sorties des 
étages intermédiaires ainsi que l’analyse spectrale de la sortie du filtre.  
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Figure IV- 58 : Filtre sinus cardinal. 
 
    
Figure IV- 59 : Sortie du premier 
intégrateur. 
Figure IV- 60 : Sortie du deuxième 
intégrateur. 
.  
Figure IV- 61 : Sortie du troisième 
intégrateur. 
Figure IV- 62 : Sortie du premier  
dérivateur.
. 
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Figure IV- 63 : Sortie du deuxième 
dérivateur. 
Figure IV- 64 : Sortie finale du filtre.
 
VI-2 Le filtre Compensateur 
 
Le filtre compensateur, placé juste après le filtre sinus cardinal, joue un rôle important. En 
effet, c’est lui qui se charge de remédier aux atténuations dans la bande passante de l’étage 
précédant. Nous avons opté pour une structure symétrique qui va nous permettre  
d’économiser la moitié des coefficients et, par conséquent, d’optimiser l’utilisation des CLB du 
composant FPGA. Après la troncature des coefficients en 13 bits, les coefficients sont : 
h(0) = h(40) = 0
h(1) = h(39) = 0
h(2) = h(38) = 0
h(3) = h(37) = -0.00024414
h(4) = h(36) = -0.00048828
h(5) = h(35) = -0.00036621
h(6) = h(34) = 0
h(7) = h(33) = 0.001098600
h(8) = h(32) = 0.002441400
h(9) = h(31) = 0.003173800
h(10) = h(30) = 0.002197300
h(11) = h(29) = -0.00085449
h(12) = h(28) = -0.00598140
h(13) = h(27) = -0.01110800
h(14) = h(26) = -0.01318400
h(15) = h(25) = -0.00939940
h(16) = h(24) = 0.001464800
h(17) = h(23) = 0.017944000
h(18) = h(22) = 0.035889000
h(19) = h(21) = 0.049683000
h(20) = 0.854980000
 
Ainsi l’ordre du filtre va diminuer grâce à l’annulation de certains coefficients. Cet abaissement 
d’ordre dû à la troncature ne va pas changer le comportement fréquentiel du filtre 
compensateur car son ordre n’est pas élevé. La fréquence de fonctionnement du filtre sera de 
64 kHz « COMB_CLK ». La figure IV-65 représente l’architecture adoptée pour ce filtre sur 
SPW. 
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Figure IV- 65 : Filtre compensateur. 
 
VI-3- Le filtre demi bande 1 
 
Le troisième étage du filtre décimateur consiste en un filtre demi-bande effectuant une 
décimation par 2. L’ordre du premier filtre demi-bande est de 26, mais notre choix portera sur 
une structure symétrique. Ceci permet la diminution de moitié du nombre de coefficients  
(13). De plus, vue la nature du filtre, un coefficient sur deux est nul, ce qui réduit l’ordre à 8. 
La fréquence de fonctionnement du filtre sera de 32 kHz « HB1_CLK ». En effet, cette 
fréquence est donnée par la structure polyphasée adoptée et qui permet de réaliser la 
décimation à l’entrée de cet étage. Ce qui nous donne plus de souplesse puisque les différentes 
unités de cet étage fonctionnent à la fréquence la plus basse. Après troncature, les coefficients 
deviennent : 
h(0) = h(26) = 0
h(1) = h(25) = 0
h(2) = h(24) = -0.00085449
h(3) = h(23) = 0
h(4) = h(22) = 0.003906300
h(5) = h(21) = 0
h(6) = h(20) = -0.01281700
h(7) = h(19) = 0
h(8) = h(18) = 0.033936000
h(9) = h(17) = 0
h(10) = h(16) = -0.08496100
h(11) = h(15) = 0
h(12) = h(14) = 0.310550000
h(13) = 0.500000000
La figure IV-66 représente l’architecture adoptée pour ce filtre sur SPW. 
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Figure IV- 66 : Filtre demi bande 1. 
 
VI-4- Le filtre demi bande 2 
 
Le dernier étage du filtre décimateur sera un filtre demi-bande effectuant le reste de la 
décimation qui est de 2. L’ordre de ce deuxième filtre demi-bande est de 38, mais vue sa 
structure symétrique le nombre de coefficients diminue à 19. De plus, grâce à la nature du 
filtre, un coefficient sur deux est nul, ce qui réduit l’ordre à 11. La fréquence de 
fonctionnement du filtre sera de 16 kHz « HB2_CLK ». Cette fréquence, comme il a été 
signalé dans le paragraphe précédant, est obtenue en utilisant une structure polyphasée. La 
figure IV-67 représente l’architecture adoptée pour ce filtre sur SPW. 
 
Figure IV- 67 : Filtre demi bande 2. 
 
Après troncature, les coefficients du filtre deviennent : 
h(0) = h(38) = 0
h(1) = h(37) = 0
h(2) = h(36) = -0.0020752
h(3) = h(35) = 0
h(4) = h(34) = 0
h(5) = h(33) = 0.00463870
h(6) = h(32) = 0
h(7) = h(31) = 0
h(8) = h(30) = -0.0093994
h(9) = h(29) = 0
h(10) = h(28) = 0.01709000
Chapitre 4 : La décimation : Simulations et Implantations  
 170 
h(11) = h(27) = 0
h(12) = h(26) = -0.0296630
h(13) = h(25) = 0
h(14) = h(24) = 0.05151400
h(15) = h(23) = 0
h(16) = h(22) = -0.0983890
h(17) = h(21) = 0
h(18) = h(20) = 0.31568000
h(19) = 0.50000000
 
VI-6- Le filtre décimateur total 
 
La figure IV-68 montre le schéma complet du filtre de décimation :  
 
Figure IV- 68 : Chaîne de décimation. 
Après avoir réalisé le modulateur Σ∆ à courant commuté de deuxième ordre, nous avons testé 
toute la chaîne de conversion. La figure IV-69 illustre la chaîne de test du convertisseur Σ∆. 
Signal
analogique
Sigma Delta
Horloge
Alimentation
Acquisition
Can Test
Bitstream Fichier Simulation
SPW
Sortie
 numériqueASCII
 
 
Figure IV- 69 : Chaîne de test du convertisseur Σ∆. 
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Cette chaîne de test du convertisseur Σ∆ est constituée d’un modulateur Sigma Delta, d’une 
carte d’acquisition et d’un simulateur de type SPW. La sortie du modulateur mesurée sur 
CanTest est sauvegardée sur un fichier ASCII. Ensuite, ce fichier attaque l’entrée du filtre de 
décimation sur l’environnement SPW. Les résultats de simulation de la chaîne de conversion 
Σ∆ sont validés dans le paragraphe suivant. 
 
VI-7- Résultats de simulation de la chaîne de conversion Σ∆ 
 
La validation de la chaîne de conversion Σ∆ de la figure IV-69 a été testé pour deux 
fréquences différentes de la bande passante, 1kHz et 3kHz. Les figures IV-70 à IV-77 
représentent les différentes sorties des étages du filtre décimateur ainsi que leurs analyses 
spectrales respectives  
 
 
Figure IV- 70 : Sortie du sinus cardinal. Figure IV- 71 : FFT de la sortie. 
 
 
 
 
 
Figure IV- 72 : Sortie du filtre compensateur.               Figure IV- 73 : FFT de la sortie. 
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Figure IV- 74 : Sortie du premier filtre 
demi -bande. 
Figure IV- 75 : FFT de la sortie. 
 
 
 
 
Figure IV- 76 : Sortie finale après le 
deuxième filtre demi-bande. 
Figure IV- 77 : FFT de la sortie.
 
Ces résultats ont été validés pour une entrée d’amplitude -2dB (0.8 de la pleine échelle) en 
dessous de la pleine échelle, à une fréquence d’entrée de 1kHz. Le nombre de point acquis est de 
65536 à l’entrée du filtre de décimation. La figure IV-70 illustre la sortie temporelle du sinus 
cardinal correspondante à une décimation par 16. Nous avons donc obtenu 4096 points de 
données codées sur 13 bits. On remarque que la sortie du sinus cardinal n’atteint pas sa valeur 
maximal 0.8 et présente une déformation due à la distorsion du modulateur Sigma Delta. La 
figure IV-72 illustre la sortie du filtre correcteur où l’on constate une meilleure sortie temporelle 
qui se rapproche de sa valeur maximale. Les figures IV-71 et IV-73 montrent la FFT du signal de 
sortie du sinus cardinal et du filtre correcteur. La figure IV-74 montre la sortie du premier filtre 
demi-bande avec une décimation par 2. Nous obtenons 2048 données sur 13 bits. La figure IV-
75 illustre la FFT du signal de sortie du premier filtre demi-bande. On retrouve la raie 
fondamentale à 1kHz normalisée par rapport à 32 kHz (ffond=0.031). La figure IV-76 représente 
la sortie finale de la chaîne de conversion. Nous avons obtenu 1024 points de données sur 13 
bits ce qui correspond à une décimation par 2 par rapport à la sortie du premier filtre demi 
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bande. La figure IV-77 montre la FFT du signal de sortie de la chaîne de conversion Σ∆. On 
remarque que le raie fondamentale se translate à (f1=0.063) normalisée par rapport à 16kHz. De 
même les différentes figures présentées à la suite montrent les résultats des différentes 
simulations à chaque étage du filtre de décimation pour une entrée d’amplitude -4.43 dB au 
dessous de la pleine échelle et une fréquence de 3kHz. Le nombre de point acquis est de 65536. 
La figure IV-78 représente la sortie temporelle du sinus cardinal et la figure IV-79 montre son 
spectre. On remarque que plus les fréquences se rapprochent de la limite de la bande passante, 
plus l’atténuation est grande. En effet, la sortie du filtre sinus cardinal est de -5.2 dB en dessous 
de la pleine échelle. Après correction, l’amplitude de la sortie du filtre compensateur est de -4.43 
dB au dessous de la pleine échelle. La figure IV-81 illustrent la FFT du signal de sortie du filtre 
correcteur.  
 
 
Figure IV- 78 : Sortie du sinus cardinal. Figure IV- 79 : FFT de la sortie.
 
 
 
 
Figure IV- 80 : Sortie du filtre 
compensateur. 
Figure IV- 81 : FFT de la sortie..
Chapitre 4 : La décimation : Simulations et Implantations  
 174 
 
 
Figure IV- 82 : Sortie du premier filtre 
demi –bande. 
Figure IV- 83 : FFT de la sortie.
 
 
Figure IV- 84 : Sortie finale après le 
deuxième filtre demi-bande. 
Figure IV- 85 : FFT de la sortie.
 
Les figures IV-82 et IV-84 illustrent la sortie temporelle du premier filtre demi-bande et du 
deuxième filtre demi-bande. Dans une deuxième étape, le fichier à la sortie finale de 
convertisseur Sigma Delta a été récupéré  et une acquisition sur Can Test est faite sur les 13 
bits afin de vérifier la fonctionnalité du convertisseur analogique-numérique [Bou-01-03]. Les 
figures IV-87 et IV-88 illustrent le signal reconstitué du convertisseur analogique numérique et 
son spectre. Le tableau IV-6 représente les caractéristiques du convertisseur analogique 
numérique dans la bande audio. 
Signal  d'entreé
dans la bande
audio
FN
modulateur
Sigma Delta
 Le signal échantillonnéà Fe
1.024 MHz
ASIC
SPW
Le signal de sortie
échantillonné à
16KHz
Fe
ASCII
Le filtre
décimateur
Le Signal reconstitué
à  16KHz
CANTEST
ASCII
FN FN
 
Figure IV- 86 :  Schéma bloc du test. 
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Figure IV- 87 : Signal reconstitué du convertisseur analogique numérique.  
 
 
Figure IV- 88 : Spectre du signal reconstitué du convertisseur 
Analogique numérique. 
 
Tableau IV- 6 : Caractéristiques mesurées du convertisseur analogique numérique. 
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On remarque sur la fenêtre des caractéristiques spectrales une résolution effective de 7 
bits. Il faut savoir que l’acquisition n’est pas réalisée en pleine échelle puisque le SFSR (Signal 
to Full Scale Ratio) est de -2dB. On peut espérer obtenir environ 7.5 bit effectifs.  
 
CONCLUSION 
 
 Dans la première partie de ce chapitre nous avons étudié les différentes structures de 
décimation et nous avons comparé également les différentes architectures du sinus cardinal 
qui est le bloc principal du filtre de décimation. 
Dans la deuxième partie , nous avons présenté en détail les différentes simulations 
relatives au différents étages du filtre décimateur. En effet, nous avons commencé par le filtre 
sinus cardinal qui comporte essentiellement des blocs d'intégration et de dérivation. En suite, 
nous avons illustré les simulations pour le filtre compensateur ainsi ceux des filtres demi-
bandes.  
Dans la troisième partie, nous avons présenté les tests et les résultats de simulation du 
convertisseur analogique numérique.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Conclusion Générale 
 177 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Conclusion Générale 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Conclusion Générale  
 178 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Conclusion Générale 
 179 
Le travail présenté dans cette thèse conduit à la conception d’un convertisseur 
analogique numérique Sigma Delta. Ce convertisseur est constitué de deux blocs 
fondamentaux : 
-Un modulateur Sigma Delta passe bas d’ordre deux réalisé en technique S²I. 
-Un filtre décimateur algorithmique réalisé en langage VHDL. 
Le premier chapitre fournit une vue d’ensemble de la technique S²I sur lequel repose le 
modulateur Sigma Delta passe bas. Cette technique à multi-échantillonnage élimine une 
grande partie de l’erreur dépendante du signal d’entrée et améliore la linéarité de la cellule 
mémoire de base. Elle présente l’avantage de ne pas augmenter la surface occupée, la 
consommation et le niveau de bruit de la cellule mémoire classique. En revanche, la double 
acquisition nécessite de diminuer au moins d’un facteur deux la fréquence maximale de 
fonctionnement. 
Dans le second chapitre, nous avons détaillé l’évolution des limites des sorties des 
deux intégrateurs en fonction des gains ( )2121 ,,, ββαα du modulateur, ainsi nous avons évalué le 
domaine de convergence du modulateur Sigma Delta d’ordre deux pour des différentes 
valeurs de ( )2121 ,,, ββαα données. Enfin, nous avons opté pour une structure particulière du 
second ordre avec des gains ( )12121 =β=β=α=α afin d’avoir l’architecture la plus stable. 
Dans le troisième chapitre, deux modèles des cellules mémoires SI et S²I sont 
présentés et une étude comparative du comportement du modulateur Sigma Delta passe bas 
vis-à-vis des deux cellules mémoires de base à courants commutés à été effectuée. En effet, on 
remarque que l’évaluation du modulateur Sigma Delta sous CADENCE nécessite une 
simulation temporelle sur une durée relativement longue vu la complexité du circuit et 
engendre un calcul considérable de la distribution fréquentielle de la puissance du signal de 
sortie. Une des solutions consiste à utiliser les modèles des cellules SI et S²I sous MATLAB 
pour estimer les performances globales du modulateur avant sa réalisation pratique en 
fonction des paramètres de chaque modèle élaboré. Ensuite, nous avons développé les 
différents blocs du modulateur Sigma Delta en technique S²I. Ce modulateur est constitué de 
deux intégrateurs différentiels entièrement symétriques de type bilinéaire permettant une 
meilleure exploitation du signal pour une fréquence d’ échantillonnage donné, ils possèdent la 
particularité d’être exigeant en surface occupée et en consommation. Ces deux intégrateurs 
ont été réalisés à base de cellules mémoires S²I simplement cascodées et à faible tension 
d’alimentation. Ce modulateur a été intégré en technologie CMOS 0.6µm en triple niveau du 
métal. Les résultats expérimentaux révèlent une fonctionnalité correcte du modulateur. 
Néanmoins, nous observons un écart de 2 bits entre les résultats obtenus par la simulation et 
la mesure. Cet écart est du essentiellement à la saturation dans les intégrateurs et par le bruit 
amené par les non linéarités du circuit de test et principalement le circuit de conversion 
tension courant. 
Dans le quatrième chapitre, nous avons détaillé les différentes structures du filtres de 
décimations. Une étude comparative a été élaborée entre la décimation en deux étages et la 
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décimation en trois étages. Le résultat de cette étude a montré que la réalisation du filtre 
décimateur en trois étages est plus économique au niveau implémentation car le nombre de 
coefficients du filtre demi bande est plus réduit. Notre choix s’est porté sur une architecture à 
trois étages constituée d’un filtre sinus cardinal, de deux filtres demi-bande et d’un filtre 
correcteur. Les différents blocs du filtre décimateur ont été conçus sous l’environnement 
SPW. Une fois le bon fonctionnement du filtre validé, on génère le fichier VHDL. En fin, le 
convertisseur Sigma Delta  a été validé par Can Test .  
 
L’objectif fixé dans cette thèse n’est pas dans un cahier des charges bien défini mais 
plutôt dans l’analyse de la technique des courants commutés pour la réalisation de 
convertisseur A/N de type Sigma Delta en cherchant à améliorer les performances par 
rapport aux structures réalisées dans le laboratoire IXL. Il nous a semblé que l’utilisation de la 
cellule mémoire S²I était une voie intéressante. Nous avons effectivement montré que cette 
cellule présente une précision supérieure, ce qui nous a encouragé à concevoir un 
convertisseur Sigma Delta. Nous avons été jusqu’au bout de notre conception, modulateur 
Sigma Delta et filtre à décimation, sans toutefois pouvoir prétendre que l’objectif est 
entièrement atteint. En effet, même si notre réalisation est quasiment opérationnelle, sa 
précision est loin d’atteindre les objectifs que nous laissaient espérer la théorie. Les 
performances en bruit sont conformes mais la distorsion est importante. Nous pensons que le 
problème réside dans l’étage d’entrée tension courant nécessaire pour la caractérisation.  
 
Les perspectives de ce travail de thèse s’inscrivent donc dans trois axes : 
 
• Révision complète de l’étage d’entrée en prenant l’alternative d’implanter le 
convertisseur tension courant sur la même puce. 
• La poursuite du test de la carte conçue pour la mesure totale du convertisseur Sigma 
Delta qui est constituée d’un ASIC et de quatre circuits XILINX (FPGA) dans 
lesquelles le filtre de décimateur a été implémenté. 
• Une fois la distorsion maîtrisée, on pourrait envisager l’étude de modulateur d’ordre 
plus élevé, mais des problèmes de stabilité ne manqueront pas d’apparaître. 
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B1. Recherche des paramètres βn et  β0 pour une entrée 
sinusoïdale 
 
 
Soit la partie alternative : 


 φ+π= k
e
B
p F
f2psinAv  
que l’on peut écrire sous forme, lorsque l’on somme tous les échantillons : 
( ) ( ) 


 
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 φ+π−+
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B
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2
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f2psinAv
 
On définie alors : 
( )


π


 φ+π−
−=

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π


 π
−φ−φ
−=β
e
B
k
e
B
e
B2
e
B
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et : 
( ) ( )


π


 φ+π−
−=

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π
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pour un déphasage nul, on obtient :
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B2. Recherche des paramètres A1 et A2  
 
Premier cas: 
( )∑−+β−β+= −
=
1n
0j jc0n0n
wqnuww  
( ) ( )∑−−+β−β+= −
=
−
2n
0j jc0n01n
wqu1nww  
Soit 
0ww n1n >−−  
et 
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( ) 0F f1n2sinAuv e Bcref >

 π−+−  
 
( ) A
F
f1n2sin
uv
e
B
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 π−
−  
On pose: 
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Deuxième cas : 
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B3. Calcul de la dynamique d’entrée  
 
 
On pose :  
ref0M0M Vww =β−β=−  
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et Be f2FM=  
soit : 
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La dynamique d’entrée est égale à : 
( ) ( )M2tg
1
M2tgV
V
A
A
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π
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π
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Ce qui nous donne : 
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Les fichiers MATLAB du filtre décimateur 
 
 
C.1 coeff-tronc.m 
 
 
function y =coeff_trunc(h,q)
% ------------------------------------------------------------------------------------
% - function y = coeff-trunc(h,q) -
% - -
% - Coefficient Quantization (truncating) -
% - The matrix y contains the quantizated coefficients of matrix h -
% - q is the number of bits -
% ------------------------------------------------------------------------------------
format long;
y= 0;
hh = h;
for j=1 : length(h),
y(j)=0;
if hh(j ) <0, % estimate neg. coeff .
hh(j)=(-1)*hh(j) ;
end
for i=0 : q,
quant=2^i ;
if hh(j)*quant>=1,
y(j) = y(j) + 1/quant;
hh(j) = hh(j) - 1/quant;
else
end
end
if h(j)<0,
y(j)=(-1)*y(j) ;
end %estmate neg. coeff.
end
 
 
C.2 Design-sinc3.m 
 
% -------------------------------------------------------------------------------------
% - function design-sinc3(Dl,D2,Kl,DEC,D3,D4,K2,N) -
% - Design of a 2 Stage Cascaded Comb Filter in Merged Form -
% -------------------------------------------------------------------------------------
% - First Stage: -
% - D1 : K1-1 comb filter length-D1 -
% - D2 : one comb filter length-D2 -
% - K1 : filter order lst stage -
% - DEC : decimation after lst stage -
% -------------------------------------------------------------------------------------
% - Second Stage: -
% - D3 : K2-1 comb filter length-D3 -
% - D4 : one comb filter length-D4 -
% - K2 : filter order 2nd stage -
% -------------------------------------------------------------------------------------
% - N : Drder of the FIR Compensator -
% -------------------------------------------------------------------------------------
% -------------------------------------------------------------------------------------
% - Initialisation des constantes -
% -------------------------------------------------------------------------------------
D1=8;
D2=8;
K1=5;
DEC=8;
D3=8;
D4=8;
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K2=3;
N=645;
h=1000;
xmax = 1000*pi;
format long;
for t=1:h*pi,
w=t/h-1/h;
y(t)=1/D1^(K1-1)*(1/D2)*((sin(0.5*D1*w))^(K1-1)*sin(0.5*D2*w))/(sin(0.5*w))^K1;
a(t)=t/(pi*h);
end;
y = abs(y');
% --------------------------------------------------------------------------------------
% - Tracé de la réponse en fréquence du premier filtre pigne monté en cascade -
% --------------------------------------------------------------------------------------
figure(1);
plot(a,20*log10(y));
axis([0 1 -180 20]);
grid;
xlabel('Frequences normalisées [/Omega]');
ylabel('Atténuation (dB)');
d_1=0;
d_2=D1;
d_3=0;
d_4=D2;
D_temp=D1;
if D_temp>9 ,
d_1=fix(D1/10) ;
d_2=D_temp-d_1*10;
end
D_temp=D2;
if D_temp>9,
d_3=fix(D2/10) ;
d_4=D_temp-d_3*10;
end
str = sprintf('Le filtre peigne fusionné d_1 = %g (1 - z^-^%g^%g)^%g (1 - z^-
^%g^%g)',DEC,d_1,d_2,K1-1,d_3,d_4);
title(str);
line([2/D1 - 0.03125, 2/D1 - 0.03125],[-20, -200]);
line([2/D1 + 0.03125, 2/D1 + 0.03125],[-20, -200]);
line([2/D1, 2/D1 + 0.03125],[-22 -14]);
text(2/D1 + 0.03125, -10,'Bande bruitée');
line([0.03125, 0.03125],[0, -200]);
line([0.028, 0.04125],[1 4]);
texte(0.03125, 10,'Chute de la bande passante');
pause;
% --------------------------------------------------------------------------------------
% - Détermination du comportement fréquentiel après Décimation -
% --------------------------------------------------------------------------------------
h=1000;
for t=1:h*pi,
w=(t/h-1/h)/(DEC/2);
y(t)=1/D1^(K1-1)*(1/D2) *((sin(0.5*D1*w))^(K1-1)*sin(0.5*D2*w))/(sin(0.5*w))^K1;
a(t)=t/(pi*h);
end;
figure(2);
plot(a,20*log10(y));
str = sprintf ('Le filtre peigne fusionné D_1 = %g (1 - Z^-^%g^%g)^%g (1 - Z^-^%g^%g) après
Décimation' ,DEC,d_1,d_2,K1-1,d_3,d_4);
axis([0 1 -180 20]);
xlabel('Fréquences normalisées [\Omega]');
ylabel('Attenuation (dB)');
grid;
title(str);
pause;
% --------------------------------------------------------------------------------------
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% - Détermination du comportement fréquentiel du second filtre peigne -
% --------------------------------------------------------------------------------------
h=1000;
ws = 1/4;
cnt = 0;
for t=1:h*pi,
w=t/h-1/h;
y2(t)=1/D3^(K2-1)*(1/D4) *((sin(0.5*D3*w))^(K2-1)*sin(0.5*D4*w))/(sin(0.5*w))^K2;
a(t)=t/(pi*h);
if t>(ws*h*pi),
m(t) = 1-yold;
else
m(t) = 1-y(t)*y2(t);
yold = y(t)*y2(t);
end
end;
y = abs(y');
y2 = abs(y2');
r=20*log10(y2'.*y); % Comportement fréquentiel composé en dB
% --------------------------------------------------------------------------------------
% - Tracé de la réponse en fréquence des deux filtres peignes -
% --------------------------------------------------------------------------------------
figure(3);
plot(a,r);
axis([0 1 -180 20]);
grid;
xlabel('Fréquences normalisées [\Omega]');
ylabel('Atténuation (dB)');
str = sprintf ('La réponse en fréquence composée D_1 = %g, D_2 = %g, (length-%g/-%g)^%g-
(length-%g/-%g)^%g Comb Filter',DEC,64/DEC,D1,D2,K1,D3,D4,K2);
title(str);
pause;
% --------------------------------------------------------------------------------------
% - La réponse en fréquences du RIF compensateur -
% --------------------------------------------------------------------------------------
firfreq=zeros(1,length(r));
for t=1:xmax/4,
if r(t)<-80,
firfreq(t) = -rold;
firfreq(fix((xmax/2)-t)) = -rold;
else
firfreq(t) = -r(t) ;
firfreq(fix((xmax/2)-t)) = -r(t);
rold = r(t);
end
end;
% --------------------------------------------------------------------------------------
% - Détermination de la réponse désirée du filtre de compensation -
% --------------------------------------------------------------------------------------
for t=1 : fix (xmax) ,
if t<fix(0.25*xmax)
val(t)=10^(firfreq(t)/20) ;
else
val(t)= 1;
end
valres(t)=t/xmax;
end
valres(1) = 0;
valres(t) = 1;
% --------------------------------------------------------------------------------------
% - tracé de la réponse désirée en fréquences du RIF Compensateur - %
--------------------------------------------------------------------------------------
plot (a,firfreq) ;
axis([0 1 -2 100]);
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grid;
hold;
% --------------------------------------------------------------------------------------
% -Génération des coefficients du filtre et la réponse en fréquences du RIF compensateur
% --------------------------------------------------------------------------------------
format long;
b=fir2(N,valres,val,chebwin(N+1,400));
[h_fir,w_fir]=freqz(b, 1 ,3141) ;
h_fir=abs(h_fir');
% --------------------------------------------------------------------------------------
% - tracé de la réponse du filtre en dB comparée avec la réponse désirée -
% --------------------------------------------------------------------------------------
%figure(4);
plot(w_fir/pi,20*log10(h_fir));
xlabel('Frequences normalisées [\Omega]');
ylabel('Atténuation (dB)');
str = sprintf('La réponse en fréquences du filtre compensateur comparée avec la réponse
désirée, N_F_I_R = %g',N);
title(str);
axis([0 1 -5 85]);
hold;
pause
% --------------------------------------------------------------------------------------
% - tracé de réponse en fréquence totale -
% --------------------------------------------------------------------------------------
figure(5);
plot(a,r,w_fir/pi,20*log10(h_fir));
axis([0 1 -180 80]);
grid;
str = sprintf('La réponse en fréquences du filtre peigne-FIR vs filtre FIR Compensateur,
N_F_I_R = %g',N);
title(str);
xlabel('Fréquences normalisées [\Omega]');
ylabel('Atténuation (dB)');
new=zeros(1,fix(xmax));
for t=4:xmax/4
new(t) = h_fir(fix(t*4));
new(fix((xmax/2)-t)) = new(t);
end
pause;
figure(6);
plot(a,r+20*log10(h_fir));
xlabel('Fréquences normalisées [\Omega]');
ylabel('Atténuation (dB)');
str = sprintf('La réponse en fréquence totale des filtres peignes-FIR montés en Cascade,
N_F_I_R = %g',N);
title(str);
grid;
axis([0 1 -180 20]);
 
C.3 Design-sinc2shcomp.m 
 
% -----------------------------------------------------------------------------------
% - function design_sinc2shcomp(K,D,N-31,N-32) -
% - Design of a one Sharpened Comb Filter with subsequently FIR Compensator. -
% - K = Order of Comb Filter -
% - D = Decimation Ratio -
% - N_31 = Order of FIR Compensator -
% - N_32 = Order of second FIR Filter -
%------------------------------------------------------------------------------------
format long;
ws=0.015625 % 1/64 pass band frequency of 8192Hz normalized to 1(=512KHz)
h=1000;
cnt=0;
D=16;
K=3;
N_31=46;
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N_32=125;
N=800;
xmax = fix(h*pi);
for t=1:xmax,
w=t/h;
y(t)=3*(sin(0.5*D*w)/(D*sin(0.5*w)))^(2*K) - 2*(sin(0.5*D*w)/(D*sin(0.5*w)))^(3*K);
a(t)=t/(pi*h); % frequency vector for the comb filter
if t>fix(ws*xmax),
m(t)=0.1;
else
m(t)=2-y(t);
yold = y(t);
end
end
y = abs (y');
m(1) = 1;
a(1) = 0;
a(length(a))=1;
% ------------------------------------------------------------------------------------
% - Frequency and Magnitude for the coefficient determination -
% ------------------------------------------------------------------------------------
cnt=0;
for t=1:xmax,
w=t/(h*2*D);
yq(t)=3*((sin(0.5*D*w))/(D*sin(0.5*w)))^(2*K)-2*((sin(0.5*D*w))/(D*sin(0.5*w)))^(3*K);
if t>fix(0.6*xmax) ,
cnt=cnt+1;
if cnt<15,
p(t) = 2-yold;
else
p(t) = 0.1;
end
else p(t) = 2-yq(t);
yold = yq(t);
end
end
% ------------------------------------------------------------------------------------
% - Plot Filter Response passband region -
% ------------------------------------------------------------------------------------
plot(2*D*a,20*log10(abs(m))); % desired FIR Filter
grid;
hold;
plot(2*D*a,20*log10(abs(y))); % Comb Filter
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
axis([0 1 -3 0.5]);
%line( [1/32, 1/32] , [10, -200] ) ;
title('Perte en Atténuation - Sharpened Comb vs FIR Compensateur desiré');
hold;
pause;
% ------------------------------------------------------------------------------------
% - Generate Filter Coefficients and Frequency -
% - Response for the FIR Compensator H-31(z) -
% ------------------------------------------------------------------------------------
b_31=fir2(N_31,a,p,chebwin(N_31+1,70));
% Generate quantizated coefficients
qu = 13;
b_31quant = coeff_trunc(b_31,qu);
% Determine Frequency Behavior
[h_31 , w_31] =freqz (b_31 , 1 , 8192); %floating point arithmetic
h_31=abs(h_31');
[d_31 , i_31] =freqz (b_31quant , 1 , 8192) ; % quantizated coefficients d_31=abs(d-31');
% ------------------------------------------------------------------------------------
% - Plot FIR Filter Response (Floating Point) -
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% ------------------------------------------------------------------------------------
plot(w_31/pi,20*log10(h_31)); %h
hold;
plot(2*D*a,20*log10(abs(m)));% desired FIR Filter
% plot(a,20*logl0(abs(p'))); % Comb Filter
hold;
axis ( [0 1 -25 2] ) ;
grid;
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
str=sprintf ('Filtre de Compensation FIR , D_2 =%g, N_3_1 =%g' ,64/(2*D) ,N_31) ;
title(str);
pause
% ------------------------------------------------------------------------------------
% - Generate Filter Coefficients and Frequency -
% - Response for H_32 -
% ------------------------------------------------------------------------------------
b_32=remez ( N_32 , [0 0.5 0.55 1] , [1 1 0 0] ) ;
% Generate quantizated coefficients
b_32quant = coeff_trunc(b_32,qu);
dlmwrite('/Mes documents/chiheb/temp1.dat',b_32quant,'\n');
% Determine Frequency Behavior
[h_32 , w_32] =freqz (b_32 , 1 , 8192) ; % floating point arithmetic
h_32=abs(h_32');
[d_32 , i_32] =freqz (b_32quant , 1 , 8192) ; % quantizated coeff icients
d_32=abs(d_32');
% ------------------------------------------------------------------------------------
% - Plot FIR Filter Response H-32(z) (Floating Point) -
% ------------------------------------------------------------------------------------
plot(w_32/pi,20*log10(h_32));
axis ( [0 1 -140 20] ) ;
grid;
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
str=sprintf('Le 2émme filtre FIR H_3_2(z) élaboré avec Remez Exchange Algorithm , D_2 = %g,
N_3_2 =%g' , 64/(2*D) , N_32) ;
title(str);
pause;
plot(w_32/pi,20*log10(h_32)+20*log10(h_31));
grid;
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
str=sprintf(' Response en fréquences Composés du H_3(z)');
title(str) ;
axis ( [0 1 -140 20] ) ;
pause;
% ------------------------------------------------------------------------------------
% - Plot frequency response (Quantizated) -
% ------------------------------------------------------------------------------------
%chi1=length(d_31);
%chi2=length(d_32);
%if chi1>chi2,
% chi=chi1;
%else chi=chi2;
% chitab=zeros(1,chi);
%end;
%for x=1:chi,
% chitab(=d_31+d_32;
plot(i_32/pi,(20*log10(d_32)));
grid;
axis([0 1 -140 20]);
xlabel('Fréquences normalisées ')
ylabel('Repense en Amplitude (dB)')
str = sprintf('Réponse en fréquences du H_3_2(z) avec des Coefficients Quantifiés %g Bit ,
N_3_2 =%g' , qu , N_32) ;
title(str);
pause;
% ------------------------------------------------------------------------------------
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% - Generate filter coefficients and frequency -
% - response for the FIR compensator overall -
% - frequency range -
% ------------------------------------------------------------------------------------
b=fir2(N,a,m,chebwin(N+1,70));
bquant = coeff_trunc(b,qu);
%[h,w]=freqz (bquant , 1 , length (y) ) ; % use for quantizated coefficients
[h,w]=freqz(b,1,length(y)); % use for floating point arithmetic
h=abs(h');
%---------------------------------------------------------------------------
% Plot FIR Filter Frequency Response
% ------------------------------------------------------------------------------------
plot(w/pi,20*log10(h));
axis([0 1 -120 20]);
grid
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
str=sprintf ('Filtre de Compensation FIR, D_2 =%g, N =%g' ,64/(2*D),N) ;
line ( [0.015625 , 0.015625] , [ 10 , -200] ) ;
title(str);
pause
hold;
% ------------------------------------------------------------------------------------
% - Plot Comb Filter Frequency Response -
% ------------------------------------------------------------------------------------
plot(a,20*log10(y)); axis([0 1 -160 20]);
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
str = sprintf('Le filtre Sharpened-Comb 3H(z)^2^K - 2H(z)^3^K , K =%g, D =%g' ,K,D) ;
title(str) ;
line([2/D - 0.015625, 2/D - 0.015625],[-10, -200]);
line([2/D + 0.015625, 2/D + 0.015625],[-10, -200]);
line([2/D,2/D + 0.03125 ],[-10, 2]);
text(2/D + 0.015625, 5,'bande bruitée');
hold;
pause;
% ------------------------------------------------------------------------------------
% - Plot Overall Response -
% ------------------------------------------------------------------------------------
plot(a,20*log10(y'.*h));
axis([0 1 -160 20]);
grid;
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
str = sprintf('La réponse en amplitude totale du filtre FIR(N=%g)-Sharp. Comb 3H(z)^2^K -
2H(z)^3^K, K =%g, D =%g' ,N,K,D) ;
title(str) ;
line([2/D - 0.015625, 2/D - 0.015625],[-10, -200]);
line([2/D + 0.015625, 2/D + 0.015625],[-10, -200]);
line([2/D,2/D + 0.03125 ],[-10, 2]);
text(2/D +0.03125,5,'bande bruitée' );
line([0.015625 , 0.015625],[10,-200]);
 
 
C.4 Design-hbfir.m 
 
% ================================================================================
% = function design_hbfir(qu,order) =
% = Half-Band FIR Filter Design =
% ================================================================================
% = qu : Coefficient Quantization =
% = order : Order of the Half-Band Filter =
% = order- 1 =
% = Number of Multiplier: M = ----------- =
% = 2 =
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% = Frequency Breakpoints, normalized to 1 (overall freq. range of the LPF) =
% = =
% = F: frequency breakpoints [passband stopband cutoff] =
% = To compute the coefficients for the half-band filter compose =
% = a lowpass filter f ollowed by shifted up by adding a constant =
% = equal to unity. =
% = A : magnitude breakpoints =
% ================================================================================
fs = 0.42;%0.25;
fp = 0.58;%0.75;
F = [0 fs fp 1] ;
A = [1 1 0 0] ;
order= 38;
qu=13;
format long;
% ================================================================================
% The Half-Band Filter Design
% Generate the filter coefficients
% ================================================================================
%b = fir2(order,F,A,chebwin(order+1,100));
b = remez(order,F,A);
bq = zeros(1,2*order+1);
bq(1) = b(1);
for t=1:order,
bq(t*2+1)=b(t+1);
end
bq(fix(order+1))=0.5;
dlmwrite('/Mes documents/design_hbfirq.dat',bq,'\n');
% Determine Frequency Behaviour
[d2,i] =freqz (bq,1,4096) ;
% Plot frequency reponse
plot(i/pi,20*log10(abs(d2)));
grid;
xlabel('Fréquences normalisées [\Omega]')
ylabel('Reponse en Amplitude (dB)')
title(' La synthése du filtre demi bande (FIR) avec Remez Exchange Algorithm');
str = sprintf(' N = %g f_s = %g f_p = %g',order,fs/2,fp/2);
text(0,8,str);
axis([0 0.5 -160 20]);
pause;
% Plot Coeff icients
y=bq; % plot Coefficients
for j=1:length(bq),
y(j)=j;
end
clf ;
plot(y,bq,'o');
grid;
axis([0 2*order+4 -0.2 0.6]);
xlabel('Coefficients')
ylabel('Valeur')
str=sprintf (' La réponse impulsionnelle h (n) du filtre dmi bande d ordre N = %g' ,
2*order) ;
title(str);
pause;
% The LowPass Filter Design
% Generate the filter coefficients
format long;
%b = fir2(order,F,A)
%b = fir2(order,F,A,chebwin(order+1,100))
b = remez(order,F,A);
dlmwrite('/Mes documents/chiheb/design-hbfir3.dat',b,'\n');
% Generate quantizated coefficients
bquant = coeff_trunc(b,qu);
% Determine Frequency Behaviour
[d, i]=freqz(b, i , 4096) ;
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h=b; % plot Coefficients
for j=1:length(b),
h(j)=j;
end
% Plot Coefficients
clf ;
plot(h,b);
grid;
axis([0 order+2 -0.2 0.6]);
pause;
% Plot frequency response
plot(i/(2*pi),20*log10(abs(d)));
grid;
xlabel('Fréquences normalisées [\Omega]')
ylabel('Reponse en Amplitude (dB)')
title('La synthése du filtre demi bande (FIR) avec Remez Exchange Algorithm');
str = sprintf (' N = %g f_s = %g f_p = %g' ,2*order,fs/2,fp/2) ;
text(0,8,str);
axis([0 0.5 -160 20]);
pause;
% Plot frequency response with bquant
[d2, i]=freqz(bquant, 1,8192) ;
plot(i/pi,20*log10(abs(d2)));
grid;
axis([0 1 -180 20]);
xlabel('Fréquences normalisées [\Omega]')
ylabel('Reponse en Amplitude (dB)')
str = sprintf (' N = %g f_s = %g f_p = %g' ,order,fs,fp) ;
text(0,8,str);
str = sprintf('La synthése du filtre demi bande (FIR) avec Remez Exchange Algorithm et
Coefficients quantifiés en q=%gbit (truncature)',qu);
title(str);
 
C.5 Design-structure-finale.m 
% ===================================================================================
% - function design (K,D,N,qu) -
% - Sonia Boujelben
% - Labo. IXL, (1999/2000) -
% -----------------------------------------------------------------------------------
% - Premier Etage: -
% - Design d'un filtre Sharpened Comb avec un filtre RIF de compensation -
% - K = Ordre du filtre peigne -
% - D = facteur de Décimation -
% - N = Order of FIR Compensateur -
%------------------------------------------------------------------------------------
% - Deuxiemme Etage: -
% - Design de trois filtres demi-bandes -
% - ordre = ordre du filtre demi-bande -
% - qu = nbre de bits de quantification -
% - fs,fp = Frequency Braekpoints, normalized to 1 (overall freq. range of the LPF) -
% - F: Vecteur des points de coupure des frequences [passband stopband cutoff] -
% - To compute the coefficients for the half-band filter compose -
% - a lowpass filter f ollowed by shifted up by adding a constant -
% - equal to unity. -
% - A : Vecteur des points de coupure de l'amplitude -
% ===================================================================================
format long;
ws=0.015625;
wsd=0.125;
h=1000;
qu=13;
cnt=0;
D=16;
K=3;
N=40;
% ===================================================================================
% = Premier Etage =
% ===================================================================================
xmax = fix(h*pi);
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for t=1:xmax,
w=t/h;
y(t)=(sin(0.5*D*w)/(D*sin(0.5*w)))^(K);
a(t)=t/(pi*h); % vecteur de frequence
if t>fix(ws*xmax),
m(t)=0.1;
else
m(t)=2-y(t);
yold = y(t);
end
end
y = abs (y');
m(1) = 1;
a(1) = 0;
a(length(a))=1;
% ------------------------------------------------------------------------------------
% - Tracé de réponse du filtre sharp. comb -
% ------------------------------------------------------------------------------------
plot(a,20*log10(abs(m))); % desired FIR Filter
grid;
hold;
plot(a,20*log10(abs(y))); % Comb Filter
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
%axis([0 0.07 -3 0.5]);
axis([0 1 -200 0.5]);
%line( [1/32, 1/32] , [10, -200] ) ;
title('Perte en Atténuation - filtre Sinc vs FIR Compensateur désiré');
hold;
pause;
% -----------------------------------------------------------------------------------
% - Détermination du comportement fréquentiel après Décimation -
% -----------------------------------------------------------------------------------
h=1000;
for t=1:fix(h*pi),
w=(t/h)/(D/2);
yd(t)=(sin(0.5*D*w)/(D*sin(0.5*w)))^(K);
a1(t)=t/(pi*h);
if t>fix(0.2*h*pi),
cnt=cnt+1;
if cnt<40,
md(t)=mdold;
else
md(t)=0.8;
end
else
md(t)=(2-yd(t));
mdold=md(t);
end
end;
md(1) = 1;
a1(1) = 0;
a1(length(a1))=1;
% ------------------------------------------------------------------------------------
% - Tracé de réponse du filtre sharp. comb après décimation -
% ------------------------------------------------------------------------------------
figure(2);
plot(a1,20*log10(abs(md)));
grid;
hold;
plot(a1,20*log10(abs(yd))); % desired FIR Filter
xlabel('Fréquences normalisées [\Omega]');
ylabel('Atténuation (dB)');
axis([0 1 -4 2]);
str = sprintf ('Le filtre Sinc après Décimation' );
title(str);
hold;
pause;
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% ------------------------------------------------------------------------------------
% - Génération des Coefficients du filtre Compensateur -
% - et sa Réponse en fréquences -
% ------------------------------------------------------------------------------------
b=fir2(N,a1,md,chebwin(N+1,70));
% Generate quantizated coefficients
bquant = coeff_trunc(b,qu);
% Determine Frequency Behavior
[h , w] =freqz (b , 1 , xmax); %floating point arithmetic
h=abs(h');
[d , i] =freqz (bquant , 1 , xmax) ; % quantizated coefficients
d=abs(d');
dlmwrite('/Mes documents/filtrecomp_dbl.dat',b,'\n');
dlmwrite('/Mes documents/filtrecomp_fix.dat',bquant,'\n');
% ------------------------------------------------------------------------------------
% - Plot FIR Filter Response (Floating Point) -
% ------------------------------------------------------------------------------------
figure(3);
plot(w/pi,20*log10(h));
%plot(i/pi,20*log10(d));
hold;
plot(D*a/2,20*log10(abs(m)));% desired FIR Filter
hold;
axis ( [0 0.5 -4 2] ) ;
grid;
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
str=sprintf ('Filtre de Compensation FIR , d ordre N = %g' ,N) ;
title(str);
pause ;
% ------------------------------------------------------------------------------------
% - tracé de la réponse du sharp. comb compensé -
% ------------------------------------------------------------------------------------
figure(4);
yd=abs(yd');
r=(h'.*yd);
%r=(d'.*yd);
plot(w/pi,20*log10(r));
hold;
axis ( [0 1 -120 20] ) ;
grid;
xlabel('Fréquences normalisées [\Omega]');
ylabel('Amplitude (dB)');
str=sprintf ('la reponse totale du Sinc compensé' ) ;
title(str);
pause ;
% ===================================================================================
% = Deuxième Etage =
% ===================================================================================
A = [1 1 0 0] ;
% ------------------------------------------------------------------------------------
% - Le Design du filtre HB1 -
% - et la Génération de ses coefficients -
% ------------------------------------------------------------------------------------
fs1 = 0.25;
fp1 = 0.75;
F1 = [0 fs1 fp1 1] ;
ordre1=26;
qu=13;
%b = fir2(order,F,A,chebwin(order+1,100));
b1 = remez(ordre1,F1,A);
bq1 = zeros(1,2*ordre1+1);
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bq1(1) = b1(1);
for t=1:ordre1,
bq1(t*2+1)=b1(t+1);
end
bq1(fix(ordre1+1))=0.5;
dlmwrite('/Mes documents/Half_Band1_dbl.dat',bq1,'\n');
bquant1 = coeff_trunc(bq1,qu);
dlmwrite('/Mes documents/Half_Band1_fix.dat',bquant1,'\n');
% ------------------------------------------------------------------------------------
% - Détermination et traçage du comportement fréquentiel du 1er filtre HB1 -
% ------------------------------------------------------------------------------------
[d1,i] =freqz (bquant1,1,xmax) ;
figure(5);
plot(i/pi,20*log10(abs(d1)));
grid;
xlabel('Fréquences normalisées [\Omega]')
ylabel('Réponse en Amplitude (dB)')
title(' La synthèse du filtre demi bande (FIR) avec Remez Exchange Algorithme');
str = sprintf(' N = %g f_s = %g f_p = %g',ordre1,fs1/2,fp1/2);
text(0,8,str);
axis([0 1 -160 20]);
pause;
d1=abs(d1');
r1=(d1'.*r);
figure(6);
plot(i/pi,20*log10(abs(r1)));
grid;
xlabel('Fréquences normalisées [\Omega]')
ylabel('Réponse en Amplitude (dB)')
title(' réponse en fréquences composées après le filtre demi bande 1 ');
str = sprintf(' N = %g f_s = %g f_p = %g',ordre1,fs1/2,fp1/2);
text(0,8,str);
axis([0 1 -160 20]);
pause;
% ------------------------------------------------------------------------------------
% - Normalisation du comportement fréquentiel du filtre après HB1 -
% - par rapport à la fréquence de Nyquist -
% ------------------------------------------------------------------------------------
r11=zeros(1,fix(xmax/2));
for t=1:fix(xmax/2),
r11(t)=r1(t);
end;
for t=1:fix(xmax/2),
i1(t)=2*i(t);
end;
plot(i1/pi,20*log10(abs(r11)));
grid;
xlabel('Fréquences normalisées [\Omega]')
ylabel('Réponse en Amplitude (dB)')
title(' réponse en fréquences composées et normalisées après le filtre demi bande 1 ');
str = sprintf(' N = %g f_s = %g f_p = %g',ordre1,fs1/2,fp1/2);
text(0,8,str);
axis([0 1 -160 20]);
pause;
% ------------------------------------------------------------------------------------
% - Le Design du filtre HB2 -
% - et la Génération de ses coefficients -
% ------------------------------------------------------------------------------------
fs2 = 0.42;
fp2 = 0.58;
F2 = [0 fs2 fp2 1] ;
ordre2=38;
qu=13;
%b = fir2(order,F,A,chebwin(order+1,100));
b2 = remez(ordre2,F2,A);
bq2 = zeros(1,2*ordre2+1);
bq2(1) = b2(1);
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for t=1:ordre2,
bq2(t*2+1)=b2(t+1);
end
bq2(fix(ordre2+1))=0.5;
dlmwrite('/Mes documents/Half_Band2_dbl.dat',bq2,'\n');
bquant2 = coeff_trunc(bq2,qu);
dlmwrite('/Mes documents/Half_Band2_fix.dat',bquant2,'\n');
% ------------------------------------------------------------------------------------
% - Détermination et traçage du comportement fréquentiel du 2eme filtre HB2 -
% ------------------------------------------------------------------------------------
[d2,i2] =freqz (bq2,1,fix(xmax/2)) ;
figure(7);
plot(i2/pi,20*log10(abs(d2)));
grid;
xlabel('Fréquences normalisées [\Omega]')
ylabel('Reponse en Amplitude (dB)')
title(' La synthése du filtre demi bande 2 (FIR) avec Remez Exchange Algorithm');
str = sprintf(' N = %g f_s = %g f_p = %g',ordre2,fs2/2,fp2/2);
text(0,8,str);
axis([0 1 -160 20]);
pause;
r11=abs(r11');
d2=abs(d2');
r2=(d2'.*r11);
figure(8);
plot(i2/pi,20*log10(abs(r2)));
grid;
xlabel('Fréquences normalisées [\Omega]')
ylabel('Réponse en Amplitude (dB)')
title(' réponse en fréquences composées après le filtre demi bande 2 ');
str = sprintf(' N = %g f_s = %g f_p = %g',ordre2,fs2/2,fp2/2);
text(0,8,str);
axis([0 1 -160 20]);
pause;
% ------------------------------------------------------------------------------------
% - Normalisation du comportement fréquentiel du filtre après HB2 -
% - par rapport à la fréquence de Nyquist -
% ------------------------------------------------------------------------------------
for t=1:fix(xmax/4),
i3(t)=2*i2(t);
end;
r22=zeros(1,fix(xmax/4));
for t=1:fix(xmax/4),
r22(t)=r2(t);
end;
plot(i3/pi,20*log10(abs(r22)));
grid;
xlabel('Fréquences normalisées [\Omega]')
ylabel('Réponse en Amplitude (dB)')
title('réponse en fréquences composées et normalisées après le filtre demi bande 2 ');
str = sprintf(' N = %g f_s = %g f_p = %g',ordre2,fs2/2,fp2/2);
text(0,8,str);
axis([0 1 -160 20]);
pause; 
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Résumé : La cellule mémoire S2I de courant peut être considérée comme un opérateur réalisant les 
fonctions d’inversion, de sommation et de retard. En se basant sur cet opérateur, il est possible de 
développer des architectures de circuits élémentaires (intégrateur…). Le but de notre travail est de 
réaliser un modulateur Σ∆ d’ordre deux à base d’une nouvelle architecture d’intégrateur différentiel 
doublement échantillonné, S2I. Dans un premier temps, on a modélisé la cellule mémoire S2I. La 
finalité du travail consiste a déterminer un modèle permettant d’étudier le comportement du 
modulateur Σ∆. Ensuite, on a intégré le modulateur sur le silicium en technologie AMS 0.6µm triple 
niveau de métal. Puis, les diverses mesures expérimentales ont été réalisées avec le système de 
caractérisation CANTEST. Dans un seconde étape, on a conçu la chaîne de décimation qui permet de 
restituer le signal délivré par le modulateur sur 13 bits à une fréquence proche de Nyquist. La 
simulation du filtre de décimation à été réalisée avec MATLAB puis sur le logiciel SPW (Signal 
Pocessing Workstation) qui est un outil de conception de système, le code VHDL est généré par 
compilation. La troisième partie de la thèse, consiste à tester toute la chaîne de conversion analogique 
numérique en rassemblant le modulateur et le filtre décimateur.  
 
Mots clés : 
- Cellule mémoire S2I  
- Courant commutés 
- Modulateur Σ∆  
- Filtre numérique décimateur 
- Convertisseur Analogique Numérique (CAN) 
 
 
Abstract: The two step current cell memory can be considered as an operator fulfilling the functions 
of inversion, summation and delay. While using this operator, it is possible to develop basic circuit 
architectures (integrator). The object of our work is to design a second order Sigma Delta modulator. 
This modulator is based on a new differential integrator S2I. Fist, we had modelled the cell memory 
S²I. The finality of this work is to determine a model allowing the behavior of the Sigma Delta 
modulator. Then, we integrated the modulator on silicon in technology AMS 0.6µm triple level of 
metal. Then, various experimental measurements were carried out with using characterization system 
CANTEST. Secondly, we designed the chain of decimation which restore the signal delivered by the 
modulator (bitstream) on 13 bits at a frequency close to Nyquist. The simulation of the decimation 
filter at is realized with MATLAB then on software SPW (Signal Pocessing Workstation) which is a 
tool of fixed point system design, the VHDL code is generated by compilation. The third part of the 
thesis, consists in testing all the chain of analogue to digital conversion by gathering the modulator 
and the decimation filter. 
 
Key words:  
- Two step memory cell 
- Switched current  
- Σ∆ modulator  
- Decimation filter 
- Analogue to Digital Converter (ADC) 
