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This  thesis  describes  the  results  of  research  carried  out  in  the  School  of 

























Current  techniques  in measuring  IRP  include  redox‐sensitive  fluorescent proteins 
such  as  roGFP which  is  glutathione‐specific. Measuring  the  concentration  of  one 

























There  are  still many  unanswered  questions  about  cellular mechanisms  in  cancer. 
Curing cancer is made more difficult by the fact that different cancers differ from each 
other  and  also  that  different  patients  respond  differently  to  chemo‐  and/or 
radiotherapy.  Current  advances  in  research  and  technology  are  trying  to  push 
forward the concept of stratified medicine for patients and the disease.  





for  rapid cell growth and makes  the cells  less oxidative. Being  less oxidative may 
protect the cancer cell from death.  
My project involves measuring how oxidative a cell is and correlating that to the cell’s 
metabolism. Doing  this  allows  for  a  better  understanding  of  how  the  amount  of 
oxygen in a tumour controls the cancer cellʹs ability to make energy and thus to evade 
therapy. 
To measure how oxidative  a  cell  is, my  research group’s  engineered nanosensors 
were added  to and  taken up by  the cells without  inducing any  toxic effects. These 
nanosensors  are  gold  nanoparticles  coated  in  reporter molecules  that  respond  to 
oxidation by changing their conformation. A technique known as surface enhanced 
Raman scattering (SERS) was used to detect these changes in conformation. In short, 
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The  latter has  the ability  to measure hundreds of endogenous and exogenous  low 
molecular weight metabolites, making  it a powerful  tool  in many  scientific areas. 
Metabolic  profiling  has  been  used  to  study  systems  biology  since  the  late  1990s, 
leading  to  the  establishment  of metabolomics  and metabonomics.  The  former  is 
defined  as  the  biochemical  profile  generated  from  the  collection  of  metabolites 
present  in  a  cell,  tissue  or  organism  under  certain  conditions.  The  latter  is  the 









approach was adopted  in  this work, making  the objective  to extract  the maximum 




can  often  create  a  large  downstream  effect  on  the metabolite  level. Metabolites 
express a phenotype of processes that have happened, providing data about systems 
biology which  is complementary  to  information generated  from other omics data.  
The fact  that one transcript can encode, on average,  ten different protein  isoforms, 
with  each  of  these  proteins  undergoing  possible  post‐translational modifications, 
stunts the development of proteomic technologies. Chubukov et al. highlighted the fact 
that due to enzyme modifications and allosteric regulation, metabolic fluxes are not 
dependent  on  enzyme  concentration.  The  sheer  complexity  of  proteome  makes 






samples  have  their  advantages;  however,  cell  analysis  can  be  more  relevant  to 
answering specific questions. Metabolomic profiling of cell cultures offers a unique 
insight into the action and behaviour of a specific cell type under different conditions. 




answers  to  biological  questions  can  be  easily  obtained.  Furthermore,  cells do  not 
suffer  from  confounding  factors  such  as  age,  health  and  gender  and  patient 
variability.[2]  Cells may not directly provide diagnostic biomarkers without further 








A  thorough understanding of  each  cancer  subtype will  take us one  step  closer  to 
personalised  medicine:  one  way  of  doing  so  is  through  metabolic  profiling. 
Metabolites separation and identification is achieved thanks to several advancements 
in  the  following  analytical  techniques:  Nuclear  Magnetic  Resonance  (NMR) 
spectroscopy; Mass  Spectrometry  (MS)  coupled  to Gas Chromatography  (GC)  or 
High Performance Liquid Chromatography (HPLC); Raman Spectroscopy. NMR and 
MS have been demonstrated  to be  complementary  and powerful  in  the  complete 
characterization of the metabolome. MS provides higher sensitivity; however sample 
preparation  is  more  complex,  opening  possibilities  for  experimental  error. 
Furthermore,  standards  are  needed  for  all  metabolites  which  is  difficult  and 
expensive as MS can  identify a  large number of metabolites. NMR  is reproducible 
and, with  the  introduction  of  cryogenically  cooled NMR  probes,  enhancement  of 





A  survival  advantage  of  cancer  cells  over  normal  cells  is  that  cancer  cells  can 
proliferate  under  limited  oxygen/hypoxic  concentrations,  a  known  hallmark  of 
tumours. Under physiological conditions, cell energy metabolism is based primarily 
on  oxidative phosphorylation  (OXPHOS)  in  the mitochondria whereby  oxygen  is 





Maintaining  oxygen  homeostasis  requires  the  regulation  of  a  variety  of  different 
genes. If cellular oxygen levels are inadequate, respiration switches over to anaerobic 
glycolysis  from aerobic  fatty acid metabolism  to sustain ATP production. One key 
mediator of  the hypoxic  response  is hypoxia‐inducible  transcription  factor  (HIF‐1) 
complex. HIF‐1, a heterodimer, constitutes the regulatory HIF‐1α and catalytic HIF‐
1β subunits. HIF‐1α is activated and binds to the hypoxia‐responsive element in the 
regulatory  DNA  sequence  when  hydroxylation  by  prolyl  and  asparaginyl 













to  be  processed  and  interpreted,  making  it  difficult  to  extract  what  is  actually 
biologically significant. In addition, careful experimental design is required to ensure 
that any  changes measured  are  a  function of  the biological  entity  and not due  to 
experimental  bias  and/or  artefacts. Metabolic  profiling  has  been  combined  with 
statistical chemometric and bioinformatic  tools to reduce  the dimensionality of  the 
dataset  and  highlight  biomarkers  of  the  biological  phenomenon  of  interest,  for 
example cellular response to chemotherapeutic drugs.[10]–[12]  
Below are some tools commonly used in the literature.[13] For all of them, a matrix X 




PCA  is  one  of  the most  commonly  used  tools  in metabolomics.  It  is  an 
unsupervised technique whereby the classes are not identified and the data 
are centred by the columns/samples of the matrix. PCA creates a new set of 
axes,  called  the  principal  components,  which  describes  the  data  more 
efficiently. The  first principal  component  (PC1)  lies  in  the direction  of  the 
greatest  variance  in  the  data.  A  second  principal  component  (PC2)  is 











highly  sensitive  to  inherent  noise  in  the  data.  Biomarkers  are  usually 














order  statistical  methods  which  delivers  more  information  with  fewer 
components. ICA maximises the independence of components, whereas PCA 
maximises  variation.  PCA  assumes  a  normal  Gaussian  distribution  of 
biological  features;  ICA,  on  the  other  hand,  identifies  non‐Gaussian 
components which  are modelled  as  a  linear  combination  of  the  biological 





















Data  are  split  into  subsets  until  spectra  are  narrowed  down  to  a  certain 
homogenous class. The tree highlights those variables that best differentiate 
the class cohorts. Classification trees are non‐parametric in that they do not 
assume  a  linear  or  non‐linear  relationship  between  the  classes  and  the 
variables. However, they do not handle large datasets well.[18], [19]  
1.1.4 Surprisal Analysis 





The  man  realises  he  is  not  going  to  get  rescued  unless  he  does  work  to  send 
information to any passing ships and planes. He positions the wood into the word 




it can be viewed as deviation from  the normal balanced state of  lower energy  to a 
cancerous state of higher energy because cancer cells proliferate quickly and need a 
lot  of  energy  to do work.  (Note  that  in  Information Theory,  entropy  is  seen  as  a 
physical quantity and not as a statistical measure of disorder.) 
The biological molecular constraints represent phenotypes that exist as a profile of 




THIS  ISLANDʺ  ‐  these are  two different phenotypes as  they  look different.  In  the 
context of this research, a phenotype is a group of metabolites/transcripts that change 
in a certain way under perturbed oxygen concentration. Zadran et al. discovered that 
in  the  balanced  state, metabolite/transcript  levels do  not  change  and  are  actually 
common to both healthy and diseased states ‐ these are the so‐called ʺhouse‐keepingʺ 
metabolites/transcripts  which  are  essential  for  cells  to  survive  (Figure  1.3).  A 
thermodynamic weight for each metabolite/transcript is then assigned. Those with a 
higher weight from the balanced state reflect the influence of biological constraints. 
The  relevance  of  the  constraint  to  the  system  is  ranked  in  order  of  how much  it 
reduces the entropy from the balanced state. In each constraint, the metabolites are 














towards  the  non‐cancerous  phenotype.  For  example,  COL10A1,  which  is 
overexpressed  in many  tumours,  contributed  the most  thermodynamically  to  the 
cancer  state;  however,  once  inhibited,  in  vitro  cell  proliferation  reduced.[20]  This 





IRP  is  a  measure  of  how  oxidising/reducing  the  cellular  environment  is.  This 







whereby: R = gas  constant  (8.314  J K‐1 mol‐1); T =  temperature  (K); n = number of 
electrons  transferred  in  redox  reaction; F = Faraday constant  (9.649 x 104 C mol‐1); 
[Red] = concentration of reduced species; [Ox] = concentration of oxidised species. 
IRP  is highly regulated  in cells and  is critically  important for normal physiological 
processes. Subtle changes in IRP create a dynamic redox signalling mechanism that 
regulates  vital  cellular  processes:  a  more  reducing  environment  is  needed  for 










as  controlling  normal  cell  function,    its dysregulation  is  implicated  in  a  range  of 
diseases  such  as  cardiovascular  disease,  neurodegeneration,  and  cancer.[22]  In 







and  nitrogen  species  (ROS  and  RNS,  respectively)  in  the  ETC.  A  four‐electron 
reduction of molecular oxygen  to water occurs during OXPHOS, however partial 
reduction of oxygen can produce superoxide  (O2‐.) and hydrogen peroxide  (H2O2). 










DNA  interactions. An  excess  of  ROS/RNS  can  cause  numerous  diseases  such  as 
cancer.[21], [23]–[26] To detoxify these species, some antioxidants, such as GSH which 
is the most ubiquitous redox buffer in the body (1‐11 mM), donate electrons which 




of  the scale, hypoxia  is  the result of  too  little oxygen being available  for OXPHOS 







the antioxidant defence system which detoxifies ROS.  If  the antioxidant defence  is 
compromised, free radicals and peroxides would otherwise damage DNA and other 
vital  cellular  components.  The  respiratory  chain  in mitochondria  is  the  primary 





(structure  found  in Figure  1.5), which  is  synthesised naturally  from  L‐cysteine,  L‐






low  molecular  weight  thiols  in  cells.[34]  Because  mitochondria  do  not  contain 
catalase, H2O2  is reduced by GSH and either peroxiredoxin or Gpx. Oxidised GSH 
(GSSG) is then re‐reduced by NADPH‐dependent GSSG reductase (GR).  

















tightly bound on  the enzyme glutathione reductase  (GR). These electrons are  then 

















potentials  for  Trx1  and  Trx2  have  been  shown  to  be  ‐283  mV  and  ‐348  mV, 
respectively.[38]–[40] As well as being an antioxidant, Trx regulates redox signalling 













              	 	∑ E 	 	 		           equation 1.2 
 




redox couple present  in cells could be measured  to be  representative of  the  redox 
environment. GSH is one such redox couple.[42] Current and present work use solely 
GSH to measure intracellular redox potential. 
Redox‐sensitive  green  fluorescent  protein  (roGFP)  and  redox‐sensitive  yellow 
fluorescent protein (rxYFP) are glutathione‐specific genetically encoded fluorescent 















Fluorescence  labelling,  however,  has  its  downfalls.  Each  probe  requires  specific 
excitation  wavelengths  in  the  visible  region  which  can  lead  to  photobleaching. 
Secondly, the fluorescence signature can be broad and nonspecific. The optical signals 




the  only  buffer  in  the  body.  Other  redox  couples  include  cysteine/cystine  and 
thioredoxins (Trxred/Trxox) which are maintained in non‐equilibrium but stable states. 
They  are  independently  regulated  and  their  spatiotemporal  pattern  between  and 
within  cellular  compartments may  be  non‐uniform.  For  example,  redox  couples 
would exist more in the oxidised form in the endoplasmic reticulum (ER) to enable 
the oxidative folding of nascent proteins.[32] In the ER, the ratio of GSH:GSSG is 3:1, 
whereas  in  the  cytoplasm  and  mitochondria  ratios  exceed  10:1.  Furthermore, 
approximately 90% of GSH  is found  in the cytosol, 10%  in the mitochondria and a 





separation  and  quantitation  in  complex  biological  samples.  Quantification  and 











Quantification  of  live‐cell  GSH  and  GSSG  has  recently  been  measured  using 
heteronuclear  single quantum  coherence  (HSQC) NMR.  Isotopically  labelled GSH 
was  taken up  through high affinity plasma membrane glutathione  transporters  in 
yeast cells. The level of uptaken GSH was compared to cells with a GSH biosynthesis 
defect which were incubated in media containing labelled GSH. Samples were then 
spiked with  tert‐butylhydroperoxide  (TBH), which  induced  oxidative  stress,  and, 
again, were monitored via NMR over 180 min.  The exact concentration of GSH and 








acid  and  dehydroascorbic  acid  (DHA),  respectively)  were  used  as  probes  for 
extracellular and  intracellular redox potential as they couple to GSH and NADPH. 
Furthermore, their long T1 relaxation times in vitro and in vivo make them ideal for 









emits photons. Most of  the  re‐emitted photons are of  the  same wavelength as  the 
incident  light;  this  is  termed elastic/Rayleigh  scattering. However,  some of  the  re‐
emitted  photons  are  of  different wavelength  to  the  incident  light;  this  is  termed 
inelastic/Raman scattering.[50] Nearly 1  in 107 of  the  incident photons collide with 
molecules, thus they lose some of their energy and scatter at a lower frequency ‐ these 
photons are termed Stokes radiation. Some incident photons may gain energy from 
the molecules and scatter at higher  frequency  if  they were already excited  ‐  these 
photons are termed anti‐Stokes radiation. Intense incident beams are required as the 
intensity of scattered radiation is very small, therefore lasers are commonly used.  
The  amount  of  inelastic  scattering  depends  on  the  level  of  vibration  of  different 








interaction between a  target molecule and  the  incoming beam. In other words,  the 




SERS  was  first  observed  in  1973  for  pyridine  absorbed  on  a  roughened  silver 



































is  required  for  fluorescence. The specificity of SERS  is also extremely high so  that 
detection of a certain molecule can be easily detected  from any background noise 






many different  fields  from pharmaceutical discovery  to cancer detection.[23],  [53], 







avoiding  steric  hindrance  and  re‐orientation  of  the  molecules.[59]  The  surface 
chemistry  of  the NS  can  be  easily manipulated  to  cover  a wider potential  range. 
27 
 
Conjugation  with  different  reporter  molecules  allows  for  enhanced  targeting  to 
subcellular  compartments.  The  gold  nanosensors  deliver  chemical  information  of 
intrinsic cellular molecules  in close vicinity. They contain a quinone moiety which 
undergoes a  reversible 2 e‐, 2 H+  redox  reaction which  results  in a change  in  their 
structure  and,  hence,  a  difference  in  the  Raman  spectrum will  be  observed.  The 
nanosensors enhance the Raman spectrum greater than 8 orders of magnitude.[23], 
[46],  [60] The nanosensors can be controllably delivered  to  the cytoplasm, without 
any toxic effects allowing redox potential to be monitored  in a reversible and non‐
invasive  manner  (Figure  1.9).[23]  The  nanosensors  have  a  potential  window  of 
between  ‐470 and +130 mV vs normal hydrogen electrode (NHE) which allows for 
IRP of cells in extreme hypoxic and oxidative stress conditions.[61]  
Density  functional  theory  (DFT)  calculations  were  compared  to  the 
spectroelectrochemisty of the nanosensors under different redox potentials. Specific 
signals changed  in  response  to  the  redox environment.  In  this work,  the NS were 
functionalised with Bis‐(2‐Anthraquinone carboxamide) (AQ). For AQ, the signals at 



















2) Use  nanosensors  to  map  redox  potential  distributions  in  living  cells  to 









3) Create  a  pathway map  by  integrating  biological  networks  to  help  in  the 








Cells were grown  in Dulbecco’s Modified Eagle Medium  (DMEM)  supplemented 
with  10%  heat‐inactivated  fetal  bovine  serum  (FBS),  10,000  units/mL  penicillin‐
streptomycin,  and  L‐glutamine  (200  mM).  All  reagents  were  purchased  from 
Invitrogen, UK. Once confluent, cells are washed twice with warm phosphate buffer 














whereby: C  =  cell  concentration  (cells/ mL), N  = number  of  cells, Q  = number  of 
quadrants counted. For hypoxia experiments, cells were plated in T150 cell culture 






NS  (2.2  x  109  particles/mL,  3.65  pM)  were  functionalised  overnight  with  bis‐(2‐
anthraquinone  carboxamide)  (AQ)  (1‐2 mg)  in  1%  DMSO  at  room  temperature. 
Functionalised AQ‐NS were washed three times with water. NS were purchased from 









NS  (2.2  x  109  particles/mL,  3.65  pM)  were  functionalised  overnight  with  para‐




























second day of experiment. T150  cell  culture  flasks were plated  for each  condition 
including a control which contained no cells. After the second night of incubation, the 






















Standard baseline and phase  corrections  (MestReNova) were applied. The  spectra 
were  aligned using  inbuilt peak  alignment  before  integrating  to  a predetermined 
integral list. Regions δ 4.7 – 4.8 ppm containing the residual signal of water, δ 3.35 
ppm methanol and δ 7.7 ppm chloroform were not integrated in all samples. Spectral 
resonances were assigned according  to  the  literature and HMDB. The  integrals of 






a  solariX  FT‐ICR mass  spectrometer  equipped with  a  12  Tesla  superconducting 
magnet and an ESI/MALDI Dual Ion Source (BrukerDaltonics, Bremen, Germany) in 
both positive and negative modes. 20 scans for each sample was taken and averaged. 
Peaks  in  the experimental mass spectra were  first processed using DataAnalysis™ 
version  4.4  (BrukerDaltonics,  Bremen,  Germany).  Mass  spectra  were  externally 
calibrated using ESI Tuning Mix  (Sigma‐Aldrich) and  then  internally calibrated  to 












to  a  total  density  of  2.5x107.  Total  RNA was  isolated  using miRNeasy Mini  Kit 
(Qiagen) with  DNase  digestion  according  to  the manufacturer.  The  quality  and 
quantity of RNA was assessed using the NanoDrop 2000 (Thermo Scientific), ensuring 

























the  understanding  of  disease  and  toxicity.  It  is  the  comprehensive  study  of 
endogenous low molecular weight metabolites and their role in biochemical networks 
and pathways. Metabolomics is an attractive tool for research and clinical studies due 
to  several  reasons. Firstly,  for  its  ease of preparation of plasma,  tissue, urine  and 
serum samples, circumventing  the need  for specialist preparations  for protein and 
genome sequencing. Secondly, a perturbation in the tissue environment can elicit a 
rapid  response  in  the metabolome  compared  to  hours  for  the  transcriptome,  for 
example.[63]  
In cancer research, tumour heterogeneity is a major issue for targeted drug therapy; 
metabolomics,  however,  can  help  in  deviating  away  from  the  “one‐size  fits  all” 
approach  to  personalised  medicine  by  identifying  which  patients  are  likely  to 
respond well  to a drug or will experience  toxic effects. Metabolomics can  identify 
potential new biological targets and provide greater insight into the modes of action 
of drugs  in  the hope  to  improve  the  efficiency  and  efficacy of  radio‐ and  chemo‐
therapy.[12], [64]  
Extraction of intracellular metabolites requires the following steps: (1) quenching of 
metabolism;  (2)  cell  disruption;  (3)  hydrophilic  and  hydrophobic  metabolite 








nuclear  magnetic  resonance  (NMR)  and  mass  spectrometry  (MS)  spectra.  The 
differential diagnosis between diseased and healthy samples is important to identify 
the early onset of disease to better improve treatment. Principal Component Analysis 









concentrations  increase/decrease  to  the same extent  ‐ whereas  those  far  from each 
other are dissimilar. The goal is to find a way to represent high dimensional data by 
a projection into a small dimensional subspace, without losing the important features 
of  the  data.  PCA,  however,  has  limitations  in  that  it  is  biased  and  swayed  by 
metabolites present in higher concentrations. But highly abundant metabolites are not 
necessarily  biologically  important;  some metabolites  are  highly  regulated  whilst 
others are highly expressed but do not actually affect the phenotype. PCA assumes 
that  expression  of  metabolites,  for  example,  follows  a  multivariate  normal 
distribution.[72]  
One tool that has recently been utilised to help solve this problem is surprisal analysis 







Any  chemical  or  physical  system  will  tend  toward  a  state  of  maximal 
entropy/disorder of minimal free energy. However, most systems are constrained by 
forces which lower the maximal entropy. For example, using the analogy of a room 
full of people  (Figure 3.1), gravity  can be perceived as  the  largest  constraint as  it 
prevents everyone from floating around at maximal disorder with no forces exerted 






























Referring back  to  the gravity constraint, all objects have moved  to one  face of  the 
room. In the case of the high‐speed pen, it has only caused a slight movement of one 






















                                           In (t)     =   	      ‐   			∑ (t)                    equation 3.2 
 





                                                        	  =                                       equation 3.3 
 
 
Constraints  are  not  static:  they  change  in  response  to  genetic  or  environmental 
perturbation. These  changes of  state will be  reflected  in differential abundance  in 
response to a stimulus. The outcome is a compaction of the experimental dataset and 




Preliminary analysis was conducted on 3 cell  lines at 21% and 1% pO2  to  identify 
possible metabolite changes. Figure 3.2 and Figure 3.3 clearly emphasise the fact the 




















instrumental  affects  can  cause drifting  in  the  chemical  shifts  of metabolites.  It  is, 











Representative  1H  NMR  spectra  of  A549  cell  samples  at  perturbed  and  normal 
























in  total which were normalised by  scaling up  to  the  same overall  intensity as  the 
spectrum  with  the  greatest  total  intensity  (to  take  into  account  cell  number 
differences). The peaks were integrated individually as binning could result in peak 
overlap. The normalised spectra were averaged for each oxygen condition so that the 
final matrix  of  data  (nxm) was  5x89.  Log  scaling was  applied  to  the  normalised 
integrals.  Surprisal  analysis  was  conducted  on  the  new  matrix  which  involves 
singular  value  decomposition  (SVD).  This  procedure  finds  the  eigenvalues  and 
46 
 
eigenvectors  of  the  system  which  are  the  sizes  and  directions  of  the  system’s 
constraints, respectively. 
SA was  conducted  to  identify  disease  signatures  and  particular metabolites  that 
characterise the phenotypic states at different oxygen concentrations. Each metabolic 
profile of  the 5  conditions  is  represented as a  constraint  that prevents  the  system 
reaching maximal entropy. SA highlights the fact that distribution is not uniform and 


























n‐1  constraints with n being  the number  of  oxygen  conditions.  I have different  5 




how  each  constraint,  λ,  with  its  corresponding  G  vectors,  dictating  free  energy 






transitioning. Referring  back  to  the  people  in  a  room  analogy,  gravity would  be 
constraint one. SA produces plots of  the raw dataset versus  the addition of one or 
constraints which are subtracted  from  the balanced state  (refer  to  equation 3.2). As 
mentioned before, a model with no more than (in this case) two constraints is ideal to 
















Another matrix  that SVD produces  is  independent of oxygen concentration which 
states  the  order  of  influence  that  metabolites  have  on  a  particular 







the  free  energy  changes  of  metabolites  as  a  constraint  is  added  to  the  system. 
Metabolites further away from 0 contribute to the response to change in pO2.  When 
one  constraint  is added, metabolites with  the highest negative  free energy are  (in 






























Figure  3.9  and  Figure  3.10  graphically display  how  some  of  these discriminatory 
metabolite concentrations from constraint one change depending on the pO2. All but 













Results  obtained  from  SA  were  compared  to  those  from  PCA  using  SIMCA‐16 
software. PCA first mean centres the normalised data and scales it using Pareto which 





PLS  is  an  extension  of  the  PLS  regression method.  It  uses  an  orthogonal  signal 
correction filter to pick out variations in the data that are considered to be useful for 
the  prediction  of  a  quantitative  response  and  excludes  those  that  are 
unrelated/orthogonal  to  the  class  response/descriptor  variables  (X).  Doing  so 
decreases  the  number  of  predictive  components  and  improves  interpretability. 
Variation in X that is unrelated to Y can cause imprecise predictions for new samples 



























indicating  a  good  predictive  model.  The  permuted  data  also  has  a  R2  of  0.56, 
suggesting the original PLS‐DA model is not over‐fitted (Figure 3.13).  
The  loadings plot (Figure 3.14) has  identified the following metabolites  in order of 
importance  for  explaining  the  variance  observed  in  the  scores  plot:  glucose, 
phosphocholine,  valine,  isoleucine,  leucine,  and  glutamine.  These  findings  are 
different  to  those  obtained  from  SA.  It  is perhaps  the  result  of  some metabolites 
present  in  high  concentrations  skewing  the  variation  in  the  scores  plots.  These 
metabolites may  not  actually  affect  concentrations  of  other metabolites  and  the 










By  looking  at  the metabolic  fingerprint  alone  (i.e.  intracellular metabolites),  it  is 
difficult to know if an increase in a metabolite level is due to its increased production 
or  increased  uptake  from  the  media.  The  metabolic  footprint  (i.e.  extracellular 

































































































PCA  (Figure  3.23)  shows  some  clustering of  cells  cultured  at  1‐4%  pO2; however, 
supervised analysis (Figure 3.24) separates cells cultured under 3% and 21% from the 
remaining sample set. Metabolites of interest in descending order of importance are 
lactate,  an  unknown metabolite  (3.03  ppm),  glutamine,  an  unknown  metabolite 
(2.07ppm), aliphatic amino acids, alanine, glutamate, glycine, taurine, an unknown 
metabolite  (2.55ppm)  and  UMP/UDP/UTP.  A  TCOSY  spectrum  was  run  to  try 
identify any unknown peaks but, unfortunately, the resolution was very poor – there 





Figure  3.26 depicts  that, due  to  the high proliferative  rate  of  these  cells,  it  is not 
surprising  glucose  concentrations were  barely  detected  compared  to  the  control 
media. Increased levels of lactate, glutamine and pyruvate were present in the media 
of  cells  cultured  at  1%  pO2.  In  cells  cultured  under  21%  pO2,  glutamine was  not 
detected and fewer amino acids (less so than hypoxic cells) were present compared 
















3.2.5  Metabolic  fingerprint  of  MCF7  cells  spiked  with  a  mitochondrial 
inhibitor 
Further  analysis  was  conducted  on  this  cell  line  to  determine  if  what  is  being 
observed,  in  the aforementioned,  is due  to suspected  increased glycolysis at  lower 
pO2.  Rotenone  (1  μM) was  spiked  into  cells  cultured  at  21%  pO2  for  4  h  before 
metabolite extraction. Rotenone is known to inhibit complex I of the mitochondrial 
respiratory chain.[81] Normal metabolism via oxidative phosphorylation (OXPHOS) 
would be hindered and aerobic glycolysis would be  favoured,  thus mimicking,  in 






























glutathione  production  and HIF  activation.  The mEPN,  a  graphical  system,  is  a 
collection  of  symbols  that  represent  components  which  are  defined  as  physical 
entities that contribute to a biological pathway. Networks are depicted using nodes 
and  edges.  Components,  such  as  proteins  and  genes,  are  represented  as  nodes 
(vertices)  and  their  interconnectivity  with  each  other  is  represented  as  an  edge 
(lines/arcs). Edges symbolise the type of interaction such as inhibition, catalysis and 
phosphorylation (refer to Figure 3.30 for the key used to construct a pathway map). 
The  human  genome  nomenclature  committee  (HGNC)  and  the  mouse  genome 















using SIMCA, a commonly used  tool  in omics studies. Furthermore,  the metabolic 
signature of MCF7 cells after treatment with a mitochondrial inhibitor was probed to 
determine whether changes observed at 1% pO2 are likely due to glycolytic fluxes.  
Proliferating  tumours  have  a  distinct metabolic  phenotype  characterised  by  up‐
regulation of aerobic glycolysis which is a universal trait of malignant transformation, 
first described by the German biochemist Otto Warburg in 1920. Tumour cells require 




metabolic  phenotype  is  created  whereby  glucose  is  directed  towards  anabolic 
processes such as the PPP which provides precursors for nucleotide synthesis. The 









samples  incubated  at  lower  pO2.    PCA  highlighted  glucose,  phosphocholine, 
glutamine, valine, isoleucine and leucine as discriminatory metabolites.  
With  the  exception  of  glucose,  entirely  different  metabolites  of  interest  were 
generated using SA. When one constraint was added to the model, metabolites with 

























free  energy  changes  were:  alanine,  glycine,  glutamate,  tyrosine,  an  unknown 
metabolite (4.22 ppm), NADH, and phenylalanine. 
3.3.3 Glutamine’s role in cancer 




This  process, which  is  respiration  essentially,  produces  36 molecules  of ATP  per 













and  homeostasis.  Mitochondrial  glutaminases  convert  glutamine  to  glutamate 
followed  by  catabolism  to  α‐ketoglutarate.  The  latter  enters  the  Krebs  cycle  via 
glutamate  dehydrogenase,  a  process  that  produces  NADH  and  NADPH,  or  by 
several aminotransferases. This process is particularly important to compensate for 












glutamine  turnover,  and  glycine  were  present  in  MCF7  cells  under  hypoxic 











[79] and  indirectly  through glutamine‐derived aspartate.[80]  In addition,  ribose‐5‐




Hypothetically  lactate  concentrations would  increase under hypoxic  conditions  in 
cancer  models  as  a  result  of  more  active  glycolysis.[11],  [69],  [71]  Increased 
intracellular  lactate  levels were  observed  in  PC3  and MCF7  cells  under  hypoxic 
conditions  but  were  not  significantly  altered  in  A549  cells,  explaining  why  the 




metabolism  has  been  found  to  be  different  in  different  cell  lines.[81] Under  low 
oxygen and nutrient availability, cancer cells scavenge for alternative carbon sources 











level  of  oxygen  is  having  an  effect  on  the  metabolic  profile  by  diverting  to 
predominantly glycolysis, it would be expected that inhibition of the mitochondria 
would express similar results found from cells cultured under hypoxic conditions. As 




by  transamination  of  pyruvate  during  amino  acid  synthesis, were  found  in  cells 








by  either  decreased  protein  synthesis,[81]  increased  protein  catabolism  and/or 
increased  amino  acid uptake. The  latter  can be  confirmed  as  the  concentration of 
amino  acids  in  the media  from  cultured  cells  is  lower  than  those  in media  from 
hypoxic  cells. Under  hypoxic  conditions,  these ATP‐consuming  reactions may  be 
slowed down. 
3.3.6 Coenzymes’ role in cancer 
Coenzymes,  such  as  ATP  and  NADPH,  play  important  roles  such  as  redox 
homeostasis, cell signalling and cell death. The rate of the reversible redox reactions 







into  acetyl‐coA.  Pyruvate  can  then  be  metabolised  back  into  glucose  to  repeat 




Uridine  diphosphate  glucose  (UDP‐Glc)  is  used  for  glycogen  synthesis  and  is  a 




















the  potential  for  scavenging  free  radicals  due  to  its  sulfur  group.[89],  [90]  The 
concentration of taurine is at its highest at 2% pO2 and significantly lower at 21% pO2 





Lastly,  fumarate,  another  important  metabolite  flagged  up  by  SA,  is  relatively 
consistent in concentration between 1 and 4% pO2 and lower at 21% pO2. Fumarate is 





avoiding  apoptosis  and  increasing  the  rate  of  anabolic  synthesis. Monitoring  the 
metabolic  status  of  biological  models  can  help  us  to  better  understand  the 
reprogramming of cancer cells and the Warburg effect. Metabolomics is employed to 
help  identify  biomarkers  of  these  changes  and  detect  personalised  responses  to 
therapy.  A  challenge  for  systems  biology  is  to  discover  the  driving  forces  for 
malignancy transformation away from the healthy cellular state. Surprisal analysis is 
an information‐theoretic analysis method that is used for dimension reduction and 
visualization  of  the  data.  Combining  NMR  with  surprisal  analysis  provides  an 
instantaneous snapshot into the biochemical pathways of a cell which is downstream 













Lipids  can  be  divided  into  subgroups  such  as  fatty  acyls,  glycerophospholipids, 
sphingolipids and sterol lipids (structures in Figure 4.1). Lipogenesis is responsible 
for the biosynthesis of cell membranes and is, therefore, essential for the growth and 
proliferation  of  cells.  Previous  research  reveals  the  roles  of  lipids  in  tumour 
progression; however,  their biological role  in cancer remains partially understood. 
Alterations  in  the  lipid  profile  can  affect:  signalling  functions;  the  availability  of 
structural  lipids  for  the  synthesis of membranes;  energy homeostasis  through  the 
storage and degradation of lipids.[94]–[97]  
Fatty acyls: 
Fatty acyl  is a generic name  for describing  fatty acids  (FAs) and  their derivatives. 
Fatty acids are common building blocks of complex lipids. Their structure constitutes 










subgroups  depending  on  the  diacylglycerophosphoryl  unit.  They  are: 




Sterol  lipids,  with  cholesterol  being  the  most  abundant,  play  different  roles  as 
hormones  and  signalling molecules.  They  are  important  components  of  the  cell 
membrane and can be responsible  for protein  trafficking and signalling at  the cell 
surface.[100]  
Sphingolipids: 
Sphingolipids  (SL) are  formed  from  the condensation of L‐serine and a  long‐chain 





from  glycerol.  SLs  are  involved  in  cell  proliferation,  inflammation,  apoptosis 
regulation and  senescence.[101],  [102] Previous  studies on  lung  cancer discovered 
that  sphingolipid  levels,  such  as  ceramide,  glycosphingolipid,  sphinganine, 
sphingomyelin and spingosine‐1‐phosphate, are elevated. SLs are already being used 








Glycerophospholipids  are  the  main  structural  component  of  cellular  plasma 
membranes  and  intracellular  membranes  of  organelles.  The  structure  of  these 
amphipathic molecules consists of a glycerol core linked to a polar head group by a 
phosphate  ester  linkage  and  to  two  fatty  acids  by  ester  linkages. Non‐glyceride‐
containing  lipids,  such  as  sphingomyelin  and  sterols,  are  also  found  in biological 
membranes.  Membranes  are  composed  of  lipid  bilayers  with  the  head  groups 
positioned  towards  the  polar,  aqueous  environment whilst  the  hydrophobic  tails 
align inwards. Lipid bilayers are impermeable to ions and, so, regulate cellular pH 
and salt concentrations through the use of ion pumps. 
Cardiolipins  are  a  subclass  of  glycerophospholipids  and  are  almost  exclusively 




trapping  protons,  creating  a  proton  pool  to  maintain  pH  in  the  mitochondrial 
intermembrane space.[106]  
4.1.2 Roles in Signalling 
Emerging  evidence  has  demonstrated  the  impact  of  lipid  signalling  on  normal 
cellular processes. Sphingosine‐1‐phosphate, for example,  is  involved  in apoptosis, 
calcium mobilisation and cell growth.[105] PIs and diacylglycerol activate the protein 
kinase  C  pathway  which  subsequently  induces  signal  transduction  cascades  to 
activate/deactivate particular proteins. Diacylglycerols are synthesised from glycerol‐
3‐phosphate (G3P), which is derived primarily from dihydroxyacetone phosphate, a 
product of glycolysis. G3P  is  first acetylated with acyl‐coenzyme A  (acyl‐CoA)  to 
form lysophosphatidic acid, which is then acetylated with another acyl‐CoA to yield 
phosphatidic  acid.  The  latter  is  de‐phosphorylated  to  form  diacylglycerol. 
Diacylglycerol is a precursor for triglycerides which are formed by the addition of a 
third  fatty  acid  to  the  diacylglycerol  under  the  catalysis  of  diglyceride 
acyltransferase.[107]  
Analysis of  the  lipidome was conducted  in  this project via electrospray  ionisation‐
mass  spectrometry  (ESI‐MS). MS  is  quick  and  has  the  added  advantage  of  being 
highly  sensitive,  producing  high‐resolution  spectra.  The  technique  can  detect 
thousands of metabolites in a single measurement. NMR has been used in previous 
research  to assess  inter‐class distribution of a  lipid mixture but MS  is  favoured  in 
analysing  intra‐class distribution. NMR  is not sensitive enough  for comprehensive 





























In negative mode  (not shown),  there  is very  little distinction between  the cell and 
control samples (perhaps the lipids are not acidic enough to lose a proton), therefore 
analysis was conducted using results  from positive mode  (Figure 4.3).  (The whole 
spectra with control sample comparison can be found in Appendix A.) Samples were 
spiked with ESI Tuning Mix as an external calibrant. Several  lipids  in  the samples 
were first identified using LIPID MAPS. Those that produced one hit in the database 
with a high degree of certainty (0.001 Da) were used to produce an internal calibrant 
list  that  all  spectra were  calibrated  to. A  signal:noise  ratio  of  4  and  an  absolute 
intensity  threshold of 4x106 were chosen and applied. The generated peak  list was 
processed  using  PCA  and  PLS‐DA  to  identify  any  changes  in  the  lipidome. 
Interestingly, no significant differences were observed between the two cell cohorts. 
Mainly  glycerol  lipids  and  glycerophospholipids  dominated  the  spectra  (Error! 
Reference source not found.). 
The MS data were first normalised to the sum of the spectrum with the highest peak 





scores. Points, which  correspond  to  the  samples,  close  to  each other have  similar 
properties, whereas those far from each other are dissimilar.   Observations that  lie 
outside the 0.95 Hotelling’s T2 ellipse are classed as strong outliers. The loadings plot 
gives  an  indication of  the magnitude  (large or  small  correlation)  and  the manner 










technique will  try  to  find  the multidimensional direction  in  the X  space  that best 











the PLS‐DA model  is regarded as a robust model. The same  is said  for  if  the blue 




The  scores  and  loadings  of  the  PLS method  can  be  heavily  influenced  by  strong 
systematic variations present in the data that are unrelated to the response, making 
interpretation of the model more difficult. Such variation can arise from instrument 






and  a  model  is  generated  from  the  M  –  N  remaining  data  points.  The 
characteristics/properties  of  the  omitted  samples  are  predicted  from  the  new  test 
model. This  is done M/N  times so  that each member of  the  training set  is omitted 



















Identifying unknown metabolites  is  a major  challenge  in metabolomics; however, 










Adduct m/z  Ion Chemical formula Lipid class
734.5693  [M+H]+  C40H80NO8P  PE 
760.5847  [M+H]+  C42H82NO8P  PC 
703.5752  [M+H]+  C45H82O5  GL 
787.6043  [M+H]+  C44H85NO8P  PC 
733.5571  [M+H]+  C40H77O9P  PG 
788.6084  [M+H]+  C44H84O9P  PG 
732.5533  [M+H]+  C40H78NO8P  PC 
782.5677  [M+Na]+  C42H82NO8P  PC 
735.5730  [M+H]+  C40H79O9P  PG 
782.5618  [M+H]+  C45H81O10  GL 
704.5227  [M+H]+  C38H74NO8P  PC 
808.5838  [M+Na]+  C44H84NO8P  PC 
810.6015  [M+H]+  C46H84O8P  PC 
788.6170  [M+H]+  C44H86NO8P  PC 




As  a  confirmation  of  the  presence  of  sphingolipids  around  700  Da,  myriocin 
[(2S,3R,4R,6E)‐2‐amino‐3,4‐dihydroxy‐2‐(hydroxymethyl)‐14‐oxo‐6‐eicosenoic  acid]  
was added to the cell culture. Myriocin is a natural product from thermophilic Mycelia 
sterilia,  Isariasinclairii and Cordyceps cicadae and  inhibits  the pyridoxal‐5’‐phosphate 
(PLP)‐dependent enzyme serine palmitoyltransferase (SPT) which catalyses the first 
and rate‐determining step in de novo SL biosynthesis.[101], [110] The SPT inhibitor has 

















metabolism. A  switch  to  anaerobic  energy  production  occurs whereby  lipids  are 
synthesised from glutamine as a carbon source instead of from glucose.[112] In order 









step  in  the  synthesis  of  FAs  from  citrate‐derived  acetyl‐CoA, malonyl‐CoA  and 
NADPH,  predominately  producing  palmitate  (16‐carbon  FA).[113]  Further 
elongation occurs on the cytoplasmic face of the endoplasmic reticulum and can be 
desaturated  by  fatty  acyl‐CoA  desaturases.  FAs  are  stored  in  the  form  of 
triacylglycerols under normal conditions. When additional metabolic fuel is needed, 






















consumption  of  NADPH.[120]  In  addition,  FA  synthesis  and  chain  elongation 
provides  oxidising  power  which  is  important  under  hypoxic  conditions.  AMP‐





The majority of  endogenously  synthesised FAs are  converted  to phospholipids  in 
rapidly  proliferating  cells  [122] which  is  evident  from  the  results  obtained  here. 
Phospholipids are one of the major components of cell membranes, consisting of a 
polar  head  group  and  fatty  acyl  chains which  can  vary  in  length  and  degree  of 
unsaturation.  Phospholipid  composition  determines  the  physical  and  functional 
properties  of membranes. Marien  et  al. were  able  to distinguish  the phospholipid 
composition of  tissue derived  from patients with non‐small  lung  cancer  (NSCLC) 
from  healthy  patients  using ESI‐MS/MS  and  2D‐imaging MS. Key discriminatory 
lipids  were  specific  PIs  [123]  which  are  known  to  activate  the  Akt  signalling 
pathway.[124]  
Phospholipids,  together  with  sterols  and  sphingolipids,  represent  the  major 
structural  components  of  biological  membranes.    Cancer  cells  require  more 
phospholipids to build membranes of new cells quickly, therefore it is not surprising 
that  a marked  overexpression  of  lipogenic  enzymes,  such  as  fatty  acid  synthase 
(FASN), have already been recorded. FASN catalyses the terminal steps in the de novo 
biogenesis of fatty acids.[113]  
The mevalonate pathway  is an  important process  in  lipid metabolism as  it aids  in 










As mentioned  before,  under  hypoxic  conditions  cells  use  glutamine  as  a  carbon 
source for synthesising  lipids  instead of glucose. HIF prevents pyruvate entry  into 
the  TCA  cycle  by  inducing  the  expression  of  pyruvate  dehydrogenase  kinase  1 






cultured  under  normal  and  hypoxic  conditions,  suggesting  no/little  change  is 





observed  results  could  be  that  membrane  lipids  are  present  in  such  high 
concentrations,  regardless  of  pO2  perturbation,  that  they  are masking  other  lipid 
classes that are primarily utilised for membrane synthesis. It  is recognised that the 
sample  set  here  was  small  and  more  are  needed  to  make  reliable  conclusions. 
Furthermore, the acquired relative abundances of ions in the mass spectrum obtained 
for a mixture does not necessarily reflect  the proportions of  the compounds  in  the 
mixture. The ionisation ability of lipids also depends on many factors. While several 
compound  reference databases  already  exist,  an  equivalent  of  a GenBank  for MS 




to  a  chromatographic  technique  is  recommended.  This  would  make 
quantification  more  likely  but  there  still  exists  the  difficulty  in  positively 
identifying a lipid as different instruments produce different spectra. A second 
ionisation  technique may help  combat  this problem. ESI  tandem MS  can be 
employed for locating double bond position in lipids. 






Lipidomics  is an emerging  field of basic and  translational research. Despite recent 
improvements in technology and bioinformatic tools, more attention must be paid in 














they all contain  the same genetic  information. This  is all down  to gene silencing – 
genetic information can be “turned off”. The Central Dogma of Biology describes how 
DNA  (the  blueprint  of  genetic  instructions)  is  transcribed  into messenger  RNAs 
(mRNAs) before being  translated  into proteins. MicroRNAs  (miRNAs), which are 





MiRNA  (which were originally discovered  in Caenorhabditis  elegans  in 1993)  [126], 





processes  such  as  apoptosis, differentiation, proliferation,  and metabolism. Given 
their widespread regulatory function, it is not unorthodox to link aberrant expression 















polymerases  are  used  to  sequence  the RNA  strands. Below  is  a  flow diagram  to 



























































Exportin  5  binds  to  the  double‐stranded  transcript  and 











removes  the passenger strand,  leaving  the guide strand of 
the  mature  miRNA.  The  guide  strand,  AGO  2  and  the 
addition  of  other  proteins,  creates  the  RNA‐induced 




The  mRNA  of  a  target  gene  is  complementary  to  the 
sequence of  the mature miRNA  to  allow  for base‐pairing. 
RISC can inactivate mRNA in two ways: firstly, RISC inhibits 
translation by preventing a ribosome subunit from binding 





broader  insight  into  cellular activity,  reflecting on  the  state of  the  system and  the 
underlying mechanisms  that  drive malignancy  transformation.  The  technological 
development of high‐throughput generation of transcriptomic data helps to further 
understand the complexity of cancer cells. RNA‐seq has, to our knowledge, not been 
used  to  study MCF7  cells  and  to  observe  how  physical  perturbations  influence 
miRNA  expression.  The  aim  of  this work  here was  to  use  RNA‐seq  to  quantify 
miRNA as they control the stability and translation of mRNA. The aim is to discover 






purification  involves  the  following  steps:  effective  cell  disruption;  protein 
denaturation; nuclease inactivation; removal of contaminates. RNA is less stable than 
DNA,  therefore  special  care must be  taken  to prevent RNA degradation. Salt  is a 




































unit)  in mammalian  cells.  Because  the  size  of  28S  and  18S  are  5  kb  and  2  kb, 
respectively, the theoretical ratio is approximately 2.7:1 (28S:18S); however, a ratio of 
2:1  is generally considered  the baseline  for  intact RNA. 28S  rRNA  is presumed  to 
degrade faster than the 18S species and, so, the ratio would decrease. RIN software 













Paul Dickinson, made  a  pool  of  15  small  RNA  libraries  using  TriLink  barcodes. 
Briefly, CleanTag adaptors were added to both 3’ and 5’ ends. Complementary DNA 
(cDNA) of  the  tagged RNA  library were made  through  reverse  transcription  (RT) 
before being amplified through Polymerase Chain Reaction (PCR). The amplified RT 
















Next,  SA  determines  sets  of,  in  this  case,  miRNA  molecules  which  collectively 
represent  a  change  in phenotype  from  the  balanced/reference  state. A phenotype 
change  causes an  increase  in  the  free energy as energy  is needed  to  constrain  the 
system  from maximal  entropy.  Several  of  these  different  phenotypes  are  usually 










It  should  be  noted  that  the  triplicate  results  are  not  identical,  indicating  some 
experimental variability. SA was conducted to rank the system’s constraints in order 
of  influence  by  how  much  they  reduce  the  entropy  from  the  reference  state. 
Constraint one has the biggest influence on the transcript profile transitioning. The 
number of constraints that should added to the model is decided based on how well 
they  approximate  the  raw  data with  as  little  information  as  possible.  Figure  5.4 
represents the extent of reproduction of the experimental data using one or the sum 
of  two or more  constraints.  It  can be  seen  that addition of one  constraint, and  its 
associated transcription patterns, suffices in modelling the main characteristics and 




the  magnitude  of  biological  significance  that  miRNAs  have  on  a  particular 
constraint/phenotype. This matrix is expressed as a G plot (Figure 5.5) which ranks 
the transcripts in terms of free energy changes. The sign of the transcript indicates the 
mode  of  its  participation,  whether  it  is  downregulated  or  upregulated.  Those 
transcripts  that had a fractional  level ±0.6 were  included for further  interpretation. 


























hsa‐mir‐381  hsa‐mir‐1266 hsa‐mir‐450a‐1 hsa‐mir‐410  hsa‐mir‐6516
hsa‐mir‐2278  hsa‐mir‐1286 hsa‐mir‐487a hsa‐mir‐22  hsa‐mir‐370
hsa‐mir‐370  hsa‐mir‐4707 hsa‐mir‐643 hsa‐mir‐3609  hsa‐mir‐3607
hsa‐mir‐1261  hsa‐mir‐99a hsa‐mir‐369 hsa‐mir‐106  hsa‐mir‐551b
hsa‐mir‐411  hsa‐mir‐326 hsa‐mir‐665 hsa‐mir‐6768  hsa‐mir‐6716
hsa‐mir‐7703  hsa‐mir‐188 hsa‐mir‐218‐1 hsa‐mir‐20b  hsa‐mir‐6862‐1
hsa‐mir‐501  hsa‐mir‐2116 hsa‐mir‐493 hsa‐mir‐377  hsa‐mir‐329‐1
hsa‐mir‐485  hsa‐mir‐203b hsa‐mir‐106a hsa‐mir‐5094  hsa‐mir‐629
hsa‐mir‐3177  hsa‐mir‐548y hsa‐mir‐195 hsa‐mir‐3174  hsa‐mir‐615
hsa‐mir‐4676  hsa‐mir‐331 hsa‐mir‐548w hsa‐mir‐194‐2  hsa‐mir‐450b
hsa‐mir‐6724‐1  hsa‐mir‐185 hsa‐mir‐1273d hsa‐mir‐3180‐1  hsa‐mir‐4725




















From Figure 5.6,  it  can be  seen  that, with most  transcripts of  interest, a  change  is 
occurring  from  2‐4%  pO2. At  1%  pO2,  transcript  levels  are  going  in  the  opposite 










































hsa‐mir‐411  hsa‐mir‐2278  hsa‐mir‐6724‐1  hsa‐mir‐495  hsa‐mir‐185 
hsa‐mir‐370  hsa‐mir‐1286  hsa‐mir‐99a  hsa‐mir‐6735  hsa‐mir‐106a 
hsa‐mir‐381  hsa‐mir‐1261  hsa‐mir‐6716  hsa‐mir‐331  hsa‐mir‐6860 
hsa‐mir‐377  hsa‐mir‐4676  hsa‐mir‐195  hsa‐mir‐450a‐1  hsa‐mir‐4677 
hsa‐mir‐758  hsa‐mir‐218‐1  hsa‐mir‐548y  hsa‐mir‐6767  hsa‐mir‐3609 
hsa‐mir‐485  hsa‐mir‐369  hsa‐mir‐3139  hsa‐mir‐539  hsa‐mir‐203b 
hsa‐mir‐122  hsa‐mir‐3651  hsa‐mir‐450b  hsa‐mir‐4787  hsa‐mir‐4677 
hsa‐mir‐370  hsa‐mir‐493  hsa‐mir‐6882  hsa‐mir‐548w  hsa‐mir‐382 
hsa‐mir‐3177  hsa‐mir‐10b  hsa‐mir‐4707  hsa‐mir‐1273d  hsa‐mir‐3174 
hsa‐mir‐487a  hsa‐mir‐20b  hsa‐mir‐329‐1  hsa‐mir‐410  hsa‐mir‐2116 
hsa‐mir‐501  hsa‐mir‐326  hsa‐mir‐329‐1  hsa‐mir‐541  hsa‐mir‐3607 
hsa‐mir‐7703  hsa‐mir‐188  hsa‐mir‐6505  hsa‐mir‐22  hsa‐mir‐26a‐2 

















of many  identified miRNAs  is  still  unclear  but  it  is  thought  that  their  aberrant 
expression  is  linked  to  the development  and progression of  cancer. The  silencing 
mechanism,  in which miRNAs  negatively  regulate  the  expression  of  their  target 
mRNA in eukaryotes, was first discovered in 2003.[132] Activated RISC binds target 
mRNA between the guide strand of the mature miRNA and the 3’UTR of the target. 
Depending  on  the  level  of  base  complementarity, mRNA  are  either  cleaved,  and 
subsequently degraded, or their translation to proteins is inhibited. The mechanisms 
for miRNA dysregulation are poorly understood but  it  is  these alterations  that are 
potentially  critical  for  determining  how  changes  in  oxygen  concentration  lead  to 
changes in tumour phenotype such as sensitivity to therapy and metastatic potential. 
RNA‐seq  provides  a  comprehensive  view  of  the  transcriptome  and,  unlike 
microarrays, is not dependent on any prior sequencing knowledge. The technology 
provides  absolute quantifiable  information  through digital  read  counts which  are 
aligned  to  a  particular  sequence.  SA  then  draws  out  the  biologically  relevant 
information by characterising biomolecule dynamics based on their expression level 


















It  is  observed  that miR‐210  has  the  greatest  positive  free  energy  contribution  in 
deviating the system from the balanced state. Hypoxia‐induced miR‐210 expression 
leads  to aberrant  regulation of normal  cellular processes by altering proteins  that 






Under hypoxic  conditions, cells acquire energy  through glycolysis  rather  than  the 
TCA  cycle by  stimulating glycolytic proteins or  inhibiting mitochondrial proteins. 
Proteins  involved  in  normal mitochondrial  respiration,  such  as  iron‐sulfur  (Fe‐S) 
cluster assembly proteins 1 and 2 (ISCU1) and (ISCU2), are suppressed under hypoxic 










may be  energy  inefficient, as glycolysis produces only  two molecules of ATP per 
glucose  molecule,  but  lactate  fermentation  produces  NAD+  which  aids  in  cell 
proliferation.[138], [140] From Figure 5.6, it can be seen that the abundance of miR‐
210  is  especially high  at  1% pO2,  and  tapers  off  at  4% pO2,  correlating well with 















MiR‐335  is upregulated  in  certain  cancers and  is  involved  in oncogenic  signalling 
such as the well‐known p53, mTOR and TGF‐β pathways.[143]–[145] MiR‐335 tightly 
























to  repress  PTEN  in  breast  cancer  cells.[148]  PTEN  is  a  tumour  suppressor  by 
negatively  regulating  the  Akt/PKB  signalling  pathway,  which  promotes  cell 
growth,[149],  [150]  and  reduces proliferation  through  insulin‐like growth  factor  1 
(IGF‐1) inhibition.[151], [152] ROS also inactivate PTEN through oxidising a residue 
in  the  catalytic  domain, making  an  intramolecular  disulfide  bond  between  two 
cysteines.[153]  Furthermore,  Parsons  et  al.  discovered  that  overoxidation  of  the 
cysteine  thiol  in  the active site of protein  tyrosine phosphatases,  like PTEN,  to  the 





downregulation  of  a  breast  cancer  associated  gene  known  as  ADAM12.  The 
metalloprotein coded by ADAM12 catalyses cleavage of  transmembrane receptors, 
growth factor precursors or adhesion molecules.[155]  
NF‐κB,  a  family  of  transcription  factors  which  regulate  genes  involved  in 
inflammation and cell survival, activates the transcriptional repressor protein Ying 
Yang  1  (YY1) which  then downregulates miR‐29.[156] NFκB  is  known  to  rapidly 
respond to hypoxic conditions and ROS, the mechanism of which was suggested by 
Culver  et  al.  During  hypoxia  stress,  calcium  ions  are  released  from  intracellular 
compartments which  are mediated  by  a  family  of  serine/threonine  kinases  called 
calcium/calmodulin‐dependent  kinases  (CaMKs).  This  induces  IκB  kinase  (IKK) 
activity which phosphorylates IκBα bound to NF‐κB. IκBα dissociates, releasing NF‐
κB  which  subsequently  is  translocated  to  the  nucleus  for  the  transcription  of 









adhesion and become migratory mesenchymal  cells, passing  into  the bloodstream 
and  invading  healthy  cells.  The  process  is mediated  by  E‐cadherin  repression,  a 
transmembrane protein present  in epithelial cells at high  levels.[160] Transforming 












Research  has  shown  that  this  miRNA  acts  as  a  tumour  suppressor  in  myeloid 



















of miR‐501  has  been  observed  in  breast  cancer  studies.[167] mTOR  is  a master 




Low  levels of miR‐485 were  found  in previous  studies on breast  cancer  cells. The 





Hypoxic  conditions  appeared  to  promote  PGC‐1α  expression  to  detoxify  ROS 
through  direct  induction  of  catalase,  glutathione  peroxidase  and  superoxide 
dismutase II.[172] MiR‐485 levels are low in very hypoxic regions but spike at 4% pO2. 
Perhaps  this  is  to  inhibit PGC‐1α activity during hypoxia  to reduce OXPHOS and 
promote metabolic transitioning to anabolic pathways.  
Many of these miRNAs have also been implicated in various cancers but a thorough 





This work  has  revealed  sets  of miRNAs  associated with  perturbed  pO2. MiRNA 
research is a new and exciting field of molecular biology. Significant effort has been 











Intracellular  redox potential  (IRP)  is  critically  important  for  normal  cell  function, 
dysregulation  of which  can  lead  to  initiation  and  progression  of  disease.  Subtle 
changes  in  IRP  can  impact  cell  signalling and bioenergetics  such as  the metabolic 
profile.  It  is,  therefore, a main goal of  this work  to  investigate whether  there  is a 
correlation  between  the metabolic  and  transcriptomic  profiles  of MCF7  cells  and 
redox potential. 
The  level  of  intracellular  reactive  oxygen/nitrogen  species  (ROS/RNS)  is  carefully 
monitored  to  sustain  redox  balance  and  efficient  cellular  signalling.  Lipid 
peroxidation and enzyme  inactivation are some of  the consequences of significant 
increases  in ROS caused by overproduction or  the cell’s  inability  to neutralise and 
remove.[173],  [174] Maintaining  oxygen  homeostasis  requires  the  regulation  of  a 
variety  of  different  genes.  If  cellular  oxygen  levels  are  inadequate,  respiration 
switches over  to anaerobic glycolysis  to sustain ATP production.[175]  Intermittent 






HIF‐1,  a  heterodimer,  constitutes  the  regulatory  HIF‐1α  and  catalytic  HIF‐1β 
subunits. HIF‐1α is stabilised under hypoxic conditions because prolyl hydroxylase 




dimer with HIF‐1β and binds  to  the hypoxia‐responsive element  in  the regulatory 
DNA sequence when hydroxylation by prolyl and asparaginyl hydroxylases (FIHs) 








damage. During normoxia, Nrf2  is  sequestered  in  the  cytosol by Kelch‐like ECH‐
associated protein 1 (Keap1) where it  is constantly ubiquitinated by the Cul‐Keap1 
ubiquitin  E3  ligase  complex  and  then  subsequently  degraded.  The  cysteine  rich 
intervening  region  (IVR)  of Keap1  contains  a  nuclear  export  signal. Here  lie  the 
reactive cysteines (Cys151, 273, and 288) that are essential for Nrf2 regulation. Cys151 
is  the  likely major  site  for  alkylation  by Nrf2  inducers, whereas Cys273  and  288 
repress the Nrf2 pathway. The mechanism by which these amino acids function by 
sensing the redox imbalance remains elusive.  
Upon  exposure  to ROS/RNS  or  electrophiles,  reactive  cysteine  residues  of Keap1 
become oxidised which induces a conformational change. Nrf2 is no longer bound to 
Keap1, thereby becomes stabilised and translocates to the nucleus where it associates 






NF‐ĸB  plays  a  key  role  in  proliferation,  immunity  and  inflammation.  It,  too,  is 































from  hypoxic  to  oxidative  stress  conditions.  For  these  studies  I  used  Bis‐(2‐
Anthraquinone  carboxamide)  (AQ)  as  this  particular  reporter  molecule  has  a 




the  absorbance  decrease  after  washing.  A  red‐shift  in  wavelength  suggested 
successful  functionalisation  (due  to  the  higher  refractive  index  of  adsorbed  AQ 
compared to water) but this was confirmed through SERS measurements. Figure 6.2 
shows the signals at 1669 cm‐1 and 1606 cm‐1 which correspond to the quinone C=O 



















system with  10%  laser  power  and  1  s  point  acquisition  times  as  this  produced 





















in media  at  fixed  pO2.  Several  “homemade”  and  commercially  available  imaging 
chambers  were  tested  but  all  introduced  air  bubbles  into  the  media.  The  final 
homemade device is depicted in Figure 6.5. First of all, two aluminium plates were 
made with one containing a square window in the middle for viewing the cells. These 
plates  are  the  top  and bottom  of  the device  and  contain holes  in  each  corner  for 
clamping  the  remaining  parts  together. Next,  a  plastic mould was  designed  and 
created using Autodesk Inventor software and a 3D printer. The mould contained a 
rectangular gap (for  the silica  to set  into shape) and a cylindrical hole  through  the 
centre. Plastic  tubing was passed  through  the holes before pouring  silica  into  the 
mould and allowing to set overnight. Once solidified, the tubing was removed and 
the silica was cut out and placed on the bottom aluminium plate. A MgCl2 imaging 
dish with cells seeded on one side was placed on  top with  the cell side  facing  the 
silica.  The  aluminium  plate  with  the  window  was  carefully  placed  on  top  and 
screwed into the bottom aluminium plate. Plastic tubing was inserted at both ends 















Autofluorescence  from  organic molecules  is  low  at  longer wavelengths[211],  and 
nanoshells have been designed to be used at near‐IR wavelengths. Therefore, SERS 




















determine  IRP  extremely  time‐consuming.  Manual  baseline  correction  and 
smoothing has inherent bias and variability and depends entirely on the individual. 
Systematic  differences  would  inevitably  occur  in  calculating  peak  height  ratios, 
leading to differences in the average redox potential. A method for automating the 
data  analysis has been developed  by Kate Fisher,  a previous member  of  the CJC 














































obtained  from  the relevant calibration curve, previously obtained by  Jing  Jiang  [191], along with  the 
associated error. Weighted means were calculated for each parameter using inverse weighting to help 





































that  the half‐cell potential  of AQ‐NS  relative  to pH  changed  by  59.1 mV per pH 










and  those  driven  by  ROS  production  (Figure  6.11).  A  fluorinated  derivative  of 
fluorescein  (H2DFFDA)  was  added  and  a  fluorimeter  was  used  to measure  the 
































In  this work, an  imaging device was created  to maintain  live MCF7 cells  in media 























Intracellular  redox  potential  is  becoming  increasingly  recognised  as  an  integral 
component  in  the  decision  making  concerning  cellular  signalling  and  cell  fate. 
Understanding how  subtle  changes  in  redox potential  and  its  subsequent  shift  in 

































can  be  caused  by  excessive  accumulation  of  ROS;  for  example,  redox‐sensitive 
















second messengers,  causing  their  translocation  from  the  cytoplasm  and  into  the 
nucleus. Accumulating evidence suggests that aberrant regulation of miRs by TFs is 
associated with the initiation and progression of disease. MiRs are typically negative 





















Many TFs  contain  redox‐sensitive  cysteine  residues  in  the DNA binding  site. TFs 
highlighted in red in Table 7contain zinc‐finger structures which require at least two 
zinc‐coordinated cysteine sulfhydryl groups. Zinc finger proteins are the largest class 
of  DNA‐binding  proteins.  The most  common  zinc‐finger  structures  contain  two 
cysteines and two histidines (e.g. CTCF [200]) or four cysteines coordinated to zinc 








conditions, HIF‐1α  is bound by  the von Hippel‐Lindau  (VHL) protein, binding of 
which is dependent upon hydroxylation of a specific proline residue in HIF‐1α by the 
prolyl  hydroxylase  PHD2. The  latter  uses  oxygen  as  a  substrate,  therefore  under 
hypoxic  conditions  PHD2  is  inhibited  and  HIF‐1α  is  not  ubiquitinated  and 
degraded.[178],  [202] HIF‐1α  activates  the  transcription of genes  that play  critical 
roles in cancer biology, such as epithelial‐mesenchymal transition [203] and glucose 
metabolism.[204]  
HIF‐1α  also  activates  for  the  c‐MYC  transcriptional  regulator  Max  network 
transcriptional  repressor  (MNT).  MNT  encodes  a  protein  member  of  the 
MYC/Max/Mad network and  is a TF of miR‐381 and miR‐485. MYC binding with 
MYC‐associated protein X (MAX) allows for former’s binding to the promoter region 
of  its  target genes, such as  those that upregulate glutamine‐metabolising enzymes. 






protein 1  (HMGB1)  [206] which has been postulated as a  redox sensor. The  redox 
function of HMGB1 depends on two cysteine residues (Figure 7.2).[207] HMGB1 is a 









In  order  to  avoid  excessive ROS production,  cancer  cells  switch  the utilisation  of 












Despite  numerous  advances,  the  sheer  complexity  of  biological  mixtures  far 






undetected  species.   Some  important pathways may be overlooked,  resulting  in a 
misrepresentation of systems biology.  
Although  FT‐ICR‐MS  is  recognised  for  its  profound  sensitivity  and  ultra‐high 
resolution,  sample  analysis  is  hampered  by  the  lack  of  well‐established  and 
standardised  methods.  Due  to  the  lack  of  available  internal  standards  and  ion 
suppression,  calibration  and positive  identification of untargeted  acquired data  is 
extremely difficult. Furthermore, one parent  ion mass can represent many  isomers 
and, depending on positive or negative acquisition mode,  cationised or anionised 
adducts.  Combining  MS  with  a  separating  technique  such  as  liquid  or  gas 
chromatography would  be  beneficial  but  even  then  not  every metabolite will  be 
detected. GC/LC‐MS may add a further dimension to the data, only intensifying the 
challenge of metabolite identification.  
This work  involved  the  extraction  of metabolites  and miR  from  a monolayer  of 
various cell lines which does not mimic the complexity and heterogeneity of clinical 
tumours. Proliferation is unrestrained in conventional 2D cell culture and the cells do 
not mirror  the architecture of  living  tissue. Gradients also exist within  tumours: a 






each  layer  of  cells  by NMR;  (2)  trypsinisation  involved  additional washing  steps 
instead of instantly fixing the cells before extraction; (4) sample reproducibility would 
be difficult  as  it meant growing  spheroids  to  equal  sizes  and  removing  the  same 
thickness of layer at each pO2 condition. It would have been ideal to have measured 
IRP  of  spheroids  instead  of monolayer, particularly now  that  recent  studies have 




Overall,  in  this  work  I  successfully  measured  the  IRP  of  MCF7  cells  using  a 
homemade  imaging device which kept  the  cells at  constant pO2. This allowed  for 
more  accurate  cross‐comparison  with  results  obtained  from  the  same  cell  line’s 
metabolome and transcriptome, also measured at varying pO2. The data revealed a 
clear  link  between  intracellular  oxygen  perturbation  and  biochemical  activity, 
possibly due to the level of thiol oxidation of critical cysteines within redox‐sensitive 

























































2  6.1  0.0  6.1 ±0.03
 6.1  0.1 
6.0  0.0 
3  6.4  0.1  6.7 ±0.24
 6.9  0.1 
6.8  0.1 
4  6.2  0.2  6.6 ±0.24
 6.7  0.2 
6.8  0.3 
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