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ABSTRACT
The functional role of piezoelectricity and of other modes of electromechanical coupling
across the hierarchical structures of biological materials garnered interest many years ago.
Many biological materials have been described as exhibiting piezoelectric behavior, from wool
fibers to wood planks and even to living mammalian cells, but efforts are on-going towards
understanding how electromechanical coupling in biological systems transcends from the
molecular to tissue levels.
In pursuit of high-resolution measurements of such hierarchical electromechanical
coupling, scanning probe microscopy-based techniques are considered. Piezoresponse force
microscopy (PFM) becomes the specific focus of this work, and the nascent development of PFM
is reviewed through its first applications in liquid environments and with biological materials.
Beginning with our publication with Kalinin et al. (10), the contribution of mechanical properties
of soft materials to electromechanical image formation is recognized. If PFM is to be applied to
soft, biological materials in liquids, then mechanical and electromechanical contributions to the
response must be separated, and accurate measurement of both mechanical and
electromechanical properties is desired. Band excitation PFM (BEPFM) has been introduced as
having the capability to track contact resonance frequencies and hence account for some
mechanical contributions. Yet, reliable interpretation of BEPFM data and results for soft
materials awaits well-founded establishment.
Establishment of BEPFM as a routine method for studying biological systems will require
performance in liquids, including culture media, demonstration of effectiveness over a
hierarchical range of scale and of promise of medical relevance, and delineation of image
formation mechanisms with constitutive relations to physical properties of samples. In Chapter
ii

Three, the electromechanical response of amyloid fibrils on mica in water is measured using
BEPFM, and using a double layer coupling model for electromechanical response, BEPFM
response is correlated with mechanical properties of the fibrils relative to the underlying mica,
showing that the Young’s modulus of the material is the main parameter that determines the
magnitude of electromechanical coupling. In Chapter Four, BEPFM is applied to living cells and
established for functional recognition imaging, using bacterial cells as simple model cells imaged
in deionized water and identifying the cells based on differences in electromechanical properties
using artificial neural networks (ANNs). In Chapter Five, functional fitting of the BEPFM spectra
in deionized water and in electrolyte solutions is performed to understand the underlying
physical mechanism responsible for image formation and subsequent functional recognition.
BEPFM response is shown to be influenced mainly by surface-associated properties. Differences
in BEPFM responses in electrolyte solution are shown between live bacteria and bacteria of the
same type killed by ethanol, as verified by fluorescence live/dead assay images. To apply BEPFM
to measurement of electromechanical and mechanical properties of mammalian cells, in
Chapter Six, we begin comparison of the results from force-distance curves and from BEPFM for
the physical properties of cells and neurites, and an example of BEPFM performance in serum
media is shown. Thus, BEPFM currently is capable of performance to a limited extent in
physiologically-relevant liquids, qualitative interpretations about the mechanical and
electromechanical properties of biological systems can be made, and biological systems,
including types of cells, can be distinguished relatively using BEPFM.
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CHAPTER ONE
LITERATURE REVIEW
Territory of Doctoral Research
The current doctoral research project concerns electromechanical phenomena in
biology. The advents of scanning probe microscopy (SPM)(28, 29) and piezoresponse force
microscopy (PFM)(30, 31) allow for studies at the nanoscale, and these techniques and their
derivatives will be discussed, especially with application to biological systems, from proteins to
living cells. It is hypothesized that PFM can be utilized to investigate and describe
electromechanical phenomena, as well as related functional properties and structural
information, within biological systems at the molecular, surface and nanoscale.
Relevance
Electromechanical coupling is a universal feature of nearly all materials. Over the past
128 years, macroscopic measurements combined with diffraction techniques revealed
piezoelectric properties in correlation with, respectively, structure of inorganic materials, such
as quartz, and the corresponding theories were advanced. The spectrum of electromechanical
phenomena at the molecular, surface and nanoscale recently became experimentally accessible
because of the advent of scanning probe microscopy, especially the piezoresponse mode. For
the past fifteen years, piezoresponse force microscopy (PFM) has been used to study inorganic
and organic ferroelectrics at the nanoscale. Four years ago, PFM was first applied with molecular
resolution to a biological system, a protein inclusion in the inorganic matrix of dental enamel,
with sub-10 nm resolution(32). Extending this work to 2D protein assemblies and to living cells
may define a new class of functional bionanomaterials and describe the fundamental origin of
some processes of life.
1

The nanoscale can cradle entirely new types of electromechanical behavior.
Piezoelectric coupling is a universal feature of polar systems arising from the level of a single
chemical bond. Even partial polar ordering can give rise to piezoelectric coupling. Surfaces of
many inorganic materials that were traditionally considered non-piezoelectric exhibit
electromechanical coupling because of symmetry breaking and formation of polar surface
layers, a behavior expected in low-dimensional systems, which lack constraints imposed by
lattice periodicity(33). So, a dipole layer on a surface (such as an ordered water layer) may
exhibit piezoelectricity. Furthermore, non-polar materials may demonstrate flexoelectric
coupling because of local curvature-dependent electric dipoles, which has been shown
macroscopically in liquid crystals(34-36) and cell membranes(37-41). These behaviors are
intrinsic material properties, not electrostatic effects of complex systems, and may be coupled
to other functional properties, e.g., the chemical reactivity of piezoelectric semiconductors is
mediated through piezoelectricity-induced potential effects of Fermi level positions(42, 43).
Thus, investigating nanoscale electromechanical phenomena using PFM or its derivative
techniques may build not only fundamental knowledge of the electromechanical properties of
biological systems, but also may be used to obtain information on related functional properties,
structural orientation, and degree of ordering.
A Type of Electromechanical Coupling – Piezoelectricity
Piezoelectricity
Piezoelectricity, literally “pressure-electricity” in Greek, is a linear coupling between
mechanical and electric displacements. Historically(44-46), piezoelectricity was discovered in
1880 by Pierre and Jacques Curie(47). They investigated the direct piezoelectric effect, in which
a mechanical stress produces electric polarization, in six different types of crystals. The converse
2

piezoelectric effect, in which strain is produced when an electric field is applied, was predicted
by Lippmann in 1881(48), and by the end of that year, the Curie brothers had experimentally
verified it(49). In 1890, Voigt introduced a rigorous, general mathematical theory that
encompassed all phenomena of piezoelectricity and pyroelectricity(50, 51).
A brief overview of the standard concepts of piezoelectricity is provided by Iwasa(45,
52). To reiterate, the electromechanical coupling of displacements may be described by a
coupling term in free energy, G, for a one dimensional case as(45):
(

)

(

(1)

)

where E is the electric field, F is the applied force, the first coefficient c11 is for electrical energy,
the last coefficient c22 is for mechanical energy, and the middle coefficient c12 is the piezoelectric
coefficient. Taking partial derivatives of the above equation can yield electrical displacement Q
and mechanical displacement L:
(2)

(3)

These two equations use the same piezoelectric coefficient c12, indicative of the reciprocal
relationship that is characteristic of piezoelectricity. The piezoelectric constant is supposed to be
equal for the direct and converse effects because of the thermodynamic Maxwell relations. This
reciprocity distinguishes piezoelectricity from electrostriction and electrokinetic effects(52).

3

Piezoelectricity requires a structure with non-random orientation of dipole moments or
that contains trapped electric charges(53). Such structure appears in twenty noncentrosymmetric crystal classes, of the 32 total crystal classes(54). A center of symmetry
precludes piezoelectricity because an induced dipole moment cannot be formed. Considering
the tensor nature of crystals, for a crystal without any symmetry at all, a maximum of eighteen
piezoelectric constants could exist(53). The piezoelectric nature of several biological systems has
been studied and discussed with relation to their underlying structure(53, 55).
Biologic piezoelectricity
The piezoelectric effect has been demonstrated in a variety of biological materials since
more than 60 years ago. The first example of biologic piezoelectricity was demonstrated for
keratin from wool(56), followed by wood(57, 58), polysaccharides such as cellulose(58),
chitin(59) and amylose(60), bone(61) and bone collagen(61), tendon(62), skin(63), horn(64),
fibrin in a clot(65), teeth(66, 67), butterfly wings(23), and even living outer hair cells (OHCs)(6).
Most of these examples, especially from earlier studies, possess piezoelectric properties
because of hierarchical textures, wherein a summation of charges from aggregations of oriented
or crystallized regions within the material produces the piezoelectric effect. It was not until
later, with the advent of scanning probe microscopy (SPM)(28, 29), that the smaller, microscale
constituents themselves could be assessed for piezoelectricity. The physiological role of
piezoelectricity often is as speculative today as it was almost three(68) or four(69) decades ago.
Much of the speculated phenomena have turned out to be explained by selective changes in ion
permeability(70). Even Hodgkin and Huxley considered piezoelectricity to be the mechanism of
nerve conduction(71, 72) (this was first suggested by Cole(73) in 1941) before coming to the
discovery of ion channels(74). Yet, piezoelectric phenomena are intrinsic to biopolymers(70),
4

and such electromechanical coupling is present in life from the fundamental atomic bond(75,
76) to cellular physiology(6).
Early Investigations into the Piezoelectricity of Collagen, Bone and Wood
The earlier investigations into the piezoelectric properties of biological systems were
performed on macroscopic samples, in a manner similar to dielectric measurements(77).
Detection of the direct piezoelectric effect was easier for the larger samples, and samples were
usually prepared to have regular geometries, e.g. cubes or rectangles(70). Temperature,
humidity, frequency of excitation and response, and sample orientation were commonly tested
parameters(69, 78). It was eventually noticed that measurements of the electric response to
loading were subject to artifacts arising from finite conductivity and mobile ions, which could
effect current leakage through the instrumentation and cause a current of the mobile ions
through the sample that could cause a spike signal in response to square wave mechanical
loading(77). To avoid such associated artifacts, the null technique was adopted in which a
charge opposite that of the generated piezoresponse charge is fed back into the sample until
there is zero volts across the measuring electrodes(78). The next hurdle was measuring the
inverse piezoelectric effect and thus confirming the Maxwell relations. The ameliorated
sensitivity of PFM, which operates on the basis of the inverse piezoelectric effect, has broached
the limitations of smallness. Yet, the complex hierarchical structure of biological materials(79)
continues to hinder quantitative PFM studies of biological systems(77).
Cells Displaying Piezoelectric Behavior – Outer Hair Cells
Biological systems that contain a fundamental piezoelectric component that confers
measurable electromechanical behavior to the encompassing system are ideal candidates for
the next generation of biologic piezoelectricity characterization. Living cells may be such
5

systems. Below, the outer hair cell is considered as an example because its piezoelectric
behavior has been extensively studied from the cellular to molecular scales. Currently, the
specific mechanisms by which this behavior is manifested is debated in the literature (as
reviewed in (80, 81)) and requires further experimentation. Yet, much is known, and the
published path contains exemplary science showing how humans and other animals tune their
hearing.
To ensure an adequate range of audible frequencies, the liquid-filled vertebrate hearing
organs (Figs. 1-1, 1-2) must counteract viscous damping at higher frequencies. The mechanism
by which this is accomplished was first described in 1948 by the polymath Thomas Gold(82),
who said the ear operates like a regenerative radio receiver-amplifier in that it adds energy at
the frequency at which it is trying to detect(83). This is accomplished by active outer hair cell
(OHC) electromotility(84), more specifically by piezoelectric action within the OHCs(6). OHCs are
proposed to display piezoelectricity because mechanical deformation of the plasma membrane
of the lateral wall (Fig. 1-2) reversibly changes its electrical polarization(6).
Sound waves captured by the external ear are transduced via the tympanic membrane
and the bones of the middle ear to become pressure differences within the fluid-filled cochlea
(Fig. 1-1). The pressure differences between cochlear compartments generate a traveling wave
along the elastic basilar membrane of the cochlea. The traveling wave produces a shear force on
the hair bundles found in the cochlear partition responsible for hearing, the organ of Corti (Figs.
1-2, 1-3a). The shear forces cause the stereocilia found on the apical pole of the hair bundles
(Fig. 1-3b) to bend, modulating the flow of ions through mechanosensitive ion channels(85, 86).
Change in transmembrane potential is directly converted into mechanical force, resulting in a
length change of the OHCs(87). OHC electromotility is responsible for enhancing the
6

micromechanical tuning of the basilar membrane, which produces the signal that is processed
by the inner hair cells (IHCs) into hearing(88). The electromotility of the OHCs is not sensitive to
either ATP or calcium ions, though it does require a positive turgor pressure within the OHC
cytoplasm(87, 89). Using an atomic force cantilever to detect isometric compression and a patch
clamp pipette for mechanical stabilization and electrical stimulation with a constant-voltage
frequency sweep, OHCs were found to be capable of constant magnitude and phase responses
well over 50 kHz, providing ample range to serve as the cochlear amplifier(27) (Fig. 1-4).
Piezoelectricity of the OHC would allow for higher cutoff frequencies. To enable or enhance the
bidirectional piezomotor that drives OHC electromotility, the integral membrane protein prestin
and common anions such as chloride(90) must be present.

Figure 1-1. Major parts of the human ear. Adapted from Shier et al.(1)
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Figure 1-2. Internal structure of the human ear. (Top) Cross-section of the human cochlea. (Bottom)
The Organ of Corti and the tectorial membrane, with the outer hair cells denoted. Modified from Shier
et al.(1)

Figure 1-3. Microscopy of cells responsible for hearing. (A) Micrograph of the Organ of Corti and the
tectorial membrane (300X). Adapted from Shier et al.(1) (B) Scanning electron microscope (SEM)
image of an outer hair cell in a fracture of the guinea pig Organ of Corti showing the cylindrical cell
body and the stereocilia (S) on the apical wall. The Deiter’s cells (DC) are located at the basal end of
the OHC. Processes (*), here broken, usually extend from the DCs to the upper surface of the Organ of
Corti. Scale bar is 10 m. Adapted from Furness and Hackney(20).
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Figure 1-4. Experimental determination of OHC electromotility. (A) Experimental configuration for
measuring the electromechanical properties of an isolated, loaded OHC partially inserted into a
micropipette. A command voltage, USP, applied to the pipette solution induces voltage drops, U1 and
U2, across those sections of the cell membrane excluded from and contained in the pipette,
respectively; U1 and U2 are of opposite phase. Voltage U1 driving the excluded length, qL, is U1=(1q)*USP. The electromotility (A) was determined by focusing the beam of a laser Doppler vibrometer
(LDV) onto the cuticular plate of the OHC. The electromechanical force production under load was
found by placing a high-impedance mechanical load, the reverse side of a lever used in atomic force
microscopy (AFL), against the cuticular plate. The AFL was a silicon crystal of length 450 m and
thickness 2 m. The velocity of the AFL, VAFL, in response to electrical induced length changes of the
excluded section of the cell was measured with the LDV focused on the AFL.
Amplitude (B) and phase (C) of the electromechanical force generated by the OHC as a
function of stimulus frequency, measured under loaded conditions (Fig. 5A). Data for three OHCs (qL =
68, 38, 28 m), stimulated with frequencies between 250 Hz and 100 kHz, were averaged. (Lower
Inset) Data for one of the averaged cells. The standard deviation of the measurement values is given
by the vertical error bars. (Upper Inset) Representative example of an OHC where the
electromechanical force was measured between 20 Hz and 20 kHz (qL = 15 m). Amplitudes and
phases are independent of frequency up to at least 50 kHz. Unavoidable resonances in the mechanical
support for the AFL are responsible for the peaks and dips in the responses above 50 kHz (open
circles), as well as the phase lag of 20° between 13 kHz and 32 kHz. The compliance of the AFL was 6
m/N. Modified from Frank et al.(27)

The “area motor” model, the first model of the piezoelectric OHC
The theories about the piezoelectric-like nature of the OHC have been built up mostly by
a handful of groups over the past 15 years. In 1994, Mountain and Hubbard(18) proposed the
first piezoelectric model of the OHC in an attempt to provide a model of OHC feedback in
cochlear mechanics that incorporated some details of the electromechanical properties of the
OHC. Moreover, they sought to show that OHCs could produce enough force to amplify the
motion of the basilar membrane at the characteristic frequency and that such force could be
effectively coupled to the basilar membrane. Prior to this first piezoelectric model of the OHC,
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experimental evidence had been accumulated about electrically evoked length changes in
OHCs(91) that correlate with membrane potential(92) and that are associated with charge
movement as nonlinear membrane capacitance within the cell membrane(93). Also, it already
had been suggested that these voltage-induced length changes are effected by two-state
charged transmembrane proteins, termed motor molecules, sitting within the OHC lateral wall
and that undergo conformational changes in response to changes in membrane potential(94).
These motor molecules were later confirmed to exist and are called prestin(95). Based on the
existence of a transmembrane protein capable of two states, the total charge movement Q in
the lateral cell wall would be:
(4)
where z is charge, and N is the number of motor molecules in the larger state. Further, assuming
that the volume of the OHC does not change during the rapid change in length, they then
simplified the equation expressing the ratio of length change dL to total charge movement Q is
simplified:
(5)
where L is the OHC length at rest, A is the difference in areas between the two states, and R is
the OHC radius at rest. This ratio is a constant and is characteristic of piezoelectric materials.
From here, a more detailed yet simple piezoelectric OHC model that included electrical
properties of the OHC was drawn up in the form of an electrical circuit (Fig. 1-5).
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Figure 1-5. The first OHC piezoelectric model. The tension gated channels in the stereocilia produce a
receptor current IA, which must be balanced by currents leaving the cell, occurring through membrane
channels (GM), membrane capacitance (CM), and the rest through the transformer driving
electromotility. The transformer ratio for voltage, FOHC/VM, is inverse of that for current. The apical
tension-sensitive conductance is represented by G A and the endolymphatic potential in scala media by
ESM. The basolateral membrane conductance and equilibrium potential are represented by G B and EB,
respectively. CM represents the linear part of the cell membrane capacitance. Z OHC is the electrical
analog of the OHC mechanical impedance, and ZOC is the electrical analog of the Organ of Corti
mechanical impedance. Adapted from Mountain and Hubbard(18).

It was noted by Mountain and Hubbard that this model lacks consideration of
mechanical variations within the OHC, i.e., the cell mechanical properties are assumed to be
isotropic. For example, the displaced length of the OHC was not included in equation (5),
although it had been shown that the length-voltage ratio depends on the cell length(96).
Furthermore, the length change of the OHC actually results from the piezoelectric force acting
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upon the cell stiffness, which was not considered here. Nor was the stiffness of the cochlear
partition or properties of the region of the organ of Corti, which may play a significant role(97,
98) able to be considered. The tensegrity structure(99) of the OHC was assumed to be negligible,
although it had already been shown that reduced turgor pressure (via salicylate) reversibly
reduced OHC electromotility(100). Technical limits were at play here, too. The highest frequency
response measurable by voltage-clamp techniques at the time was approximately 1 kHz(101).
However, higher frequencies are certainly to be considered.
The role of mechanical properties in the piezoelectric OHC
In response to Mountain and Hubbard’s neglect of cell mechanical properties, Tolomeo
and Steele(102) proposed the next model of the piezoelectric OHC. More specifically, they
modeled the OHC wall as a thin linear elastic homogeneous piezoelectric material that is in
continuum with the macrostructural OHC properties. The microstructural elements of the OHC
were deliberately ignored in this model. However, it was noted that the cytoskeleton has a spiral
in one direction with axial links(103) that could produce twisting of the cell, but no such twisting
had been reported in preceding electromechanical experimental observations. Thus, it was
assumed that the shear coupling terms in the constitutive equation are negligible, and as an
orthotropic material by definition has a set of principal axes for which there is no shear coupling,
though there would not necessarily be the same moduli in these orthogonal directions, the cell
mechanical properties appeared to be orthotropic. This orthotropy is required for a more
accurate modeling of the axial stiffness of the OHC, allowing for a very small generalized
stiffness matrix, and therefore, smaller piezoelectric coupling terms. This means that smaller
changes in stress produce larger strains, and thus the OHC appears more sensitive to the
piezoelectric effect.
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Though Tolomeo and Steele’s approach began to pay attention to the mechanical
properties of the OHC, they noted some gross assumptions and plenty of room for
improvements. The generalized stiffness matrix was assumed to be symmetrical because of the
general elastic response of cell wall membranes. This leads to the conclusion that the lateral cell
wall is passive, which may contradict the concept of a motor molecule within the lateral wall.
Inertial and viscous effects were neglected in the modeling, and Tolomeo and Steele chose to
address viscous effects in a following paper(104). The linear behavior of the model limited the
applicability to a small range of strain and voltage changes. Besides the simple linear nature of
the model, the most glaring omission was the lack of consideration of the microstructure of the
OHC.
Nonlinear components and multiple layers in the piezoelectric OHC model
In a series of four papers from 1998 to 1999(105-108), Spector and co-authors began to
further develop the model introduced by Tolomeo and Steele(102) by using nonlinear
components and shell models with layer connections that are meant to reflect nonspecifically
the ultrastructural transduction components of the OHC wall. First, they estimated the elastic
moduli and bending stiffness of the OHC wall using a single layer orthotropic shell model with
parameters from three separate experiments(105, 108). Then they went on to model the wall as
a piezoelectric material that is linear and orthotropic in terms of strain and nonlinear in terms of
transmembrane potential(106). Here they found that the electromotility was quasilinear near
the resting potential but became nonlinear otherwise, with saturation in the extreme
depolarization

and

hyperpolarization

regions,

the

nonlinearity

being

higher

for

hyperpolarization. This was already an established characteristic feature of OHC
electromotility(109, 110). The active force production calculated from this model was about four
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times higher than the latest value from Tolomeo and Steele(104). Thermodynamic consistency
for a version of this model was not achieved until later(111).
In the last paper of this series(107) the OHC wall was modeled as a composite with a
two layer shell with elastic connections between the layers to reflect the molecular transduction
elements. The outer, active layer represented the plasma membrane as an isotropic nonlinear
piezoelectric shell. The inner, passive layer represented a combination of the cytoskeleton and
subsurface cisternae (Fig. 1-6a) as an orthotropic linear elastic shell. The orthotropy of the inner
layer was assumed because of the different elastic and geometric characteristics of the two
protein networks (actin filaments and spectrin crosslinks) that make up the cytoskeleton (Fig. 16b). Among their general conclusions is that the stiffness of both layers contributes to the active
force production, though there is a component of the active force that is independent of the
passive properties of the plasma membrane.
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Figure 1-6. Membrane of the OHC. (A) Diagram of the OHC showing organization of the lateral wall
along the axial core (Ax). The outermost layer is the plasma membrane (PM) that is separated from
the inner subsurface cistern (SSC) by the extracisternal space (ECiS), which contains the cytoskeletal
elements as shown. The apical cuticular plate (CP) is also shown. Adapted from Brownell(6). (B) SEM
of freeze-etched preparation of the cortical lattice of the lateral wall of an OHC. Circumferential
filaments (arrows), cross-links and pillars (arrowheads) are clearly defined, (130,000X). Adapted from
Holley et al.(25).

Discovery and introduction of the intermembrane motor molecule prestin
In 2000, Dallos and co-authors at Northwestern University experimentally confirmed the
existence of the area motor molecule, prestin(95). They identified an abundant complementary
DNA from a gene specifically expressed in OHCs. Cultured human kidney cells were transfected
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with this gene, expressed the protein prestin, and were shown to exhibit voltage-induced shape
changes and nonlinear capacitance. Control kidney cells that were not transfected with prestin
did not display electromechanical activity at the whole-cell level. This does not preclude other
cells from exhibiting such behavior, especially at subcellular levels. The confirmation of prestin
solidified the argument that a motor protein transduces the electromechanical action within
OHCs.
Following the discovery of prestin, a model was presented showing that prestin itself is
piezoelectric and that a hair cell with prestin in its lateral wall is therefore also piezoelectric(52).
This model was built on the foundation of the two-state area motor model(112), in which the
charge transfer across the membrane elicits conformational changes of the motor molecule that
results in a change in local membrane area. The discrete two-state model naturally addresses
nonlinearity, which is seen in the voltage and load dependencies in the piezoelectric coefficient,
in the membrane capacitance, and in the mechanical compliance(113). But several assumptions
are made throughout the set up and analysis. First, the area compliance or stiffness of the two
states is assumed to be the same, and the elastic properties of the motor are assumed to be the
same as for the lateral membrane. The author notes that to describe the effects of elasticity
changes in detail, the OHC lateral wall must be modeled as a composite structure(52) (similar
perhaps to the multi-layer shell used by Spector(107)). Still, this model uses an assumption in
common with the two-layer shell model, that there is a series connection between the elastic
(passive) element and the motor (active) element(107). Other assumptions are that end effects
can be ignored and that the cell volume remains constant. In the end, this model provides the
impressive result of a piezoelectric coefficient of ~25 C/N, which is four orders of magnitude
larger than the next-best piezoelectric material, which has 2.5 nC/N(114)! The important step of
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scaling the piezoelectric response from the motor element to the entire cell was accomplished,
despite some major simplifications concerning mechanical properties.
Experimental proof of reciprocal piezoelectric behavior of OHCs
In a seminal research paper(113), Iwasa et al. followed-up the prestin piezoelectric
model by providing significant experimental proof of the reciprocal piezoelectric behavior of the
OHC that had been shown theoretically viable by Tolomeo and Steele(102). Single OHCs were
isolated from guinea pig bullas and held by a patch pipette at the basal part of the lateral
wall(115). Near the apical part of the cells was a fiber probe attached to a piezoelectric actuator,
which was mounted on a micromanipulator. The OHCs were stretched by pulling the elastic fiber
probe away from the patch pipette at a frequency of 11 or 21 Hz. Displacements were tracked
using microsphere markers 1 micron in diameter, and video images were analyzed using NIH
Image J(116). Current response to stretching, charge transfer per displacement, and charge
transfer per applied force were recorded. The inward current was ~90o off-phase form the
elastic probe motion, peaking at maximum stretching speed and ceasing at maximum stretch.
This phase relationship is consistent with piezoelectricity and not with stretch-activated ion
channels.
To evaluate the reciprocal relationship, an equivalency for each the force sensitivity of
charge transfer, (dQ/dF)V and the length sensitivity of charge transfer (dQ/dL)V is established
with quantities that have been published in the literature:
(

(

)

(

)

)

(

19

(6)

)

(7)

where if the OHC is modeled as an uniform cylinder formed with a membrane,
(8)

(9)
in which dQ is the charge transfer, dL is elongation, dV is change in membrane potential, dF and
is change in force, and the coefficicents depend upon membrane potential and axial force. The
coefficient c11 represents the membrane capacitance, c22 is the axial compliance of the cell, and
c12 and c21 represent the motor mechanism in the membrane, in which c21 is the sensitivity of
the cell length to voltage changes. C12 and c21 must be equal to satisfy the reciprocal
relationship. Dong et al. found a peak value for (dQ/dF)V of 19±5 fC/nN, which is similar to the
value for (dL/dV)V of ~20 nm/mV found in the literature(92, 96) and of 21±5 nm/mV found in
this paper. Large standard deviations were incurred because of small sample sizes, usually only
six or seven OHCs were included in each experimental set. A value of 0.103±0.05 pC/m was
obtained as the average value of (dQ/dL)F from 60 to 0 mV, which is consistent with the range of
0.03 to 0.1 pC/m given by Gale and Ashmore(117). A previously reported value of 0.1 nN/mV
for (dF/dV)L(115) satisfies the equivalent equation. Thus, the thermodynamic Maxwell
reciprocity required of piezoelectric materials is satisfied for OHCs.
The implications from this publication can only be applied to the piezoelectric reciprocal
relationship of OHCs as whole cells. The authors point out that the reciprocal effect of the motor
may not be as significant a mechanotransducer as the stereocilia for affecting the membrane
potential(113). The specific role of the motor protein and its piezoelectric properties were not
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investigated here, and it remains possible that other mechanisms may be contributing to the
piezoelectricity of the OHCs.
The “RC paradox” and electric circuit modeling
The “RC paradox”(118) was addressed by Spector, Brownell and colleagues in 2003(119,
120). The paradox is that most biological membranes are “low-pass” and so are unable to
sustain transmembrane receptor potentials at high frequencies,(118) and yet, the OHC is
capable of producing high-frequency mechanical force. Previous conventional analyses of OHCs
modeled as simply a resistor in parallel with a capacitor showed severe attenuation of the OHC
membrane potential at higher frequencies, which would preclude active force production by
OHCs(101, 110, 121). As these analyses were done before the piezoelectric OHC models were
introduced, Spector et al. (119) simply inserted an additional piezoelectric element representing
the displacement current created by the piezoelectric response of the OHC wall into the
conventional electric circuit model of an OHC containing cell and stereocilia conductances and
capacitances. Newer parameters were culled from more recently published results(106, 111,
122-124), and analyses were performed for two typical OHC lengths, short (20 m) and long (60
m). Their results showed that the proposed model still exhibits a roll-off at higher frequencies,
yet the roll-off is less severe (by about an order of magnitude) when the piezoelectric element is
included. Thus, the high-frequency receptor potentials are determined by both capacitive and
piezoelectric displacement currents. The piezoelectric contribution was strongest for short cells
at high frequencies, but it remained weaker even at high frequencies for long cells.
To further test the effect of cell wall dimensions on the contribution of the piezoelectric
effect to OHC electromotility, Weitzel et al.(120) modeled the OHC lateral wall as lengththickness extension (LTE) and as radial-poled cylinder (RPC) piezoelectric resonators with varying
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lengths and thicknesses. They used an electric circuit model for an OHC held in a
microchamber(125) with a piezoelectric element(126) added in parallel to the lateral wall
membrane resistance. The added piezoelectric element allowed for greater admittance at
higher frequencies, with increasingly higher resonance frequencies for shorter cells and for
thinner membranes.
The latest parameter-based OHC electromotility model from Spector et al.(127) includes
their recent analyses of high-frequency membrane potentials(119, 128) and high-frequency cell
mechanics(129, 130). The influence of the cochlear environment on the OHCs response was the
focus of this latest analysis, and so parameters were used from the experimental determination
of extracellular potentials by Fridberger et al.(131), and elements representing the basilar
membrane, Deiters’ cells, tectorial membrane, reticular lamina, and perilymphatic fluid were
included in the model. The lateral wall of the OHC itself is represented by a single layer this time,
but a term for piezoelectric prestin-related forces generated from the receptor potential was
included. From this model, significant electrical and mechanical filtering at high frequencies was
seen, resulting in a frequency roll-off. Still the OHC electromotile response was capable of
producing a frequency-tuned force per unit basilar membrane displacement of 40 pN/nm for
the entire linear range of basilar membrane responses, indicating that the OHC-produced active
force is significant to hearing even at low sound pressure levels.
The “bending motor” model of the flexoelectric OHC
Whereas the area motor model theorizes that prestin changes its in-plane area within
the OHC membrane in accordance with the Boltzmann distribution in response to voltage
changes, the bending motor model is based on electric dipoles (i.e., lipids and proteins) within
the OHC membrane orienting themselves with an external electric field in accordance with the
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Langevin function, without much change in the area of the membrane(39, 132). In the bending
motor model, the fundamental motor units are circumferential plasma membrane ripples
connected to the underlying cytoskeleton between adjacent pillar proteins(132) (Fig. 1-7). The
bending motor unit operates by the flexoelectric effect, whereby membrane hyperpolarization
causes a decrease in the curvature of the membrane ripples, and depolarization will increase
curvature. To produce this change in curvature, the active flexoelectric element in the
membrane must exert force upon the passive elastic and bending elements in the membrane
and against the passive elastic element that represents the stiffness of the associated
cytoskeleton. While the motile units for each individual OHC are connected in series, the
mechanical elements of each unit are modeled in parallel. Thus, feasibility of the model depends
heavily upon the parameters provided by characterization of the ultrastructure of the OHC
lateral wall.
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Figure 1-7. Illustration of the membrane bending model. The plasma membrane (PM) is tethered to a
subplasmalemmal cytoskeleton by 30-nm-long pillars (p). The molecular composition of the pillars is
unknown. The pillars bond to parallel actin filaments (a) that run circumferentially around the cell.
The actin filaments are spaced about 40 nm apart and are cross-linked with molecules of spectrin (s)
that run longitudinally along the cell. (A, C) The OHC is shown in hyperpolarized and depolarized
states, respectively. Depolarization makes the OHC shorter and wider. (B, D) Potential alterations in
membrane curvature resulting from electromotile length changes are shown. Note the increased
membrane crenulations in (D). Adapted from Oghalai et al.(17) by way of Brownell(6).

When the bending model was first advanced in 2000, much of the ultrastructure of the
OHC had been characterized using electron microscopy. However, the experimental proof of
prestin(95) had not yet been published (though some consideration of the role of the area
motor is given in the bending model(132)). As the flexoelectric effect acts directly on the plasma
membrane and on the cytoskeleton through the membrane, the relationships among these
structures garnered the most attention in the development of the model. The OHC is a cylinder
with a radius of ~4.5 m. Its lateral wall is ~100 nm thick, with three layers: the outermost
plasma membrane, the middle cortical lattice, and the innermost subsurface cisterna(132, 133).
The ripples of the plasma membrane had been observed in electron micrographs since the
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1960s(25, 134, 135). The ripples appear anchored to the cytosol by pillars made of an unknown
protein(25, 136). The pillars are attached to circumferential, parallel F-actin filaments in the
cortical lattice. The actin filaments are crosslinked by the thinner spectrin filaments, which run
longitudinally up the cell. Interpillar spacing has been reported somewhere between 20 nm and
80 nm, which is roughly the range of lengths of the spectrin filaments, and spacing between
spectrin filaments is somewhere between 10 nm and 30 nm(25). It is not known if the
subsurface cisterna is connected to the cytoskeleton, but it does not appear rippled in electron
micrographs(137, 138). Thus, deformation in the plasma membrane is translated to deformation
of the cortical lattice, creating a moment resultant according to the proposal by Evans and
Skalak(139) on the mechanics of multilayered membranes.
Membranes in the fluid-lamellar state are soft yet incompressible(140), conferring high
resistance to changes in area, but much less resistance to bending(39). This small resistance to
bending, which is close to the Boltzmann thermal energy (kT), is especially attributable to their
thinness of about 5 nm. In addition to thinness, biological membranes are liquid crystalline(141,
142), and molecules that are not connected to the cytoskeleton or confined in domains are free
to diffuse but are constrained to align with their long axis perpendicular to the membrane,
providing orientational order(39). Indeed, the diffusion coefficient of fluorescent lipid probes in
the OHC membrane suggests a fluid phase membrane(143). The combination of ease of bending
and orientational ordering of the dipolar lipid and protein constituents of the membrane allow
for flexoelectricity of the membrane(38). Experimentally, the flexoelectric response has been
demonstrated in lipid membranes as the converse flexoelectric effect(144) and more recently as
the direct flexoelectric effect in black lipid membranes(145, 146). Furthermore, flexoelectricity
has been shown to depend upon membrane composition(147).
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Feasibility of the flexoelectricity in the OHC was evaluated for a cell 80 m long with
2000 motile units (ripples) with 40 nm between each pillar and a maximum electromotile
response of 20 nm/mV(101). It was estimated that a 10 mV hyperpolarization would increase
the radius of curvature 0.4 nm, and with an estimated membrane thickness of 5 nm and
flexoelectric coefficient in the range of 5*10-20 J to 10-18 J, there is a range in which the force
generated by bending the membrane overlaps the energy required to deform the
cytoskeleton(39). The initial bending motor model predictions of nonlinear length changes as a
function of receptor potential corresponded tightly to experimental data(101) using a nonlinear
least squares regression fit(39). The calculated force generation by an OHC was about 100
pN/mV, which agrees well with experimental data in vitro(27, 148) and in situ in an intact
cochlea(149).
Raphael et al.(39)cited several examples of supportive evidence for the bending motor
model. Potassium depolarization increases rippling of the OHC plasma membrane and cell
shortening(150). In a separate study, local regions of curvature were shown to persist even after
intracellular structures were digested with trypsin(151). Perhaps the most important supporting
observation cited is that disrupting the spectrin network with diamide decreases the force
generation by the electromotile OHC in a concentration-dependent manner(148).
More recent supporting evidence has been gathered since 2000. First, the passive
electromechanical properties of the OHC membrane have been studied by pulling membrane
tethers using optically-trapped microspheres attached to the cell membrane and stimulating the
OHC via a whole-cell tight seal patch(132, 152). Depolarization result in elongation whereas
hyperpolarization causes shortening of the tethers. Theoretical analysis of these results suggests
the tethers are exhibiting flexoelectricity(132, 153). Next, prestin could contribute to curvature
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deformation of the bending motor by aggregating in response to the electric field(154). Using
Förster resonance energy transfer (FRET), Raphael et al. showed that prestin-prestin interactions
can occur(155). It is pointed out by Bill Brownell that to determine whether the area motor
model, the bending motor model, a combination of both or something entirely different is the
true mechanism of OHC electromotility, the structure and function of prestin must be
clarified(6).
Prestin: Experimental characterization and future directions
Despite the current inability to crystallize prestin and to discern an accurate
crystallographic-based structure, much is known about the structure and function of
prestin(156). Prestin is a member of the SLC26 family of anion transporter intramembrane
proteins(95). Thus, an idea of the transmembrane structure can be inferred from other
members of the family. Prestin has either 10 or 12 transmembrane domains with the N- and Ctermini located intracellulary(155, 157). A tetrameric structure of prestin has been suggested by
the results of Zheng et al.(158), using chemical cross-linking and perfluorooctanoic acid
polyacrylamide gel electrophoresis (PFO-PAGE)(159). The 12-domain structure of prestin has
been supported by results from Detro-Dassen et al(160). In contrast, alternative, 10-domain
structures of prestin have been proposed on account of studies employing a series of point
mutations(161), especially at sites of putative phosphorylation of prestin(162), and utilizing FRET
to show that homodimerization depends on an intact N-terminus(163). Like all members of the
SLC26 family, prestin contains the highly-conserved sulfate transporter anti-sigma antagonist
(STAS) domain in the C-terminal region(155, 164). The C-terminal has also been shown to be
crucial in establishing the nonlinear capacitance, which is a sign of electromotility(161, 163). The
functional role of prestin in hearing has been delineated using homologs(165) and
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orthologs(166) to mammalian prestin(84), as well as by employing prestin knockout(88, 167)
and knockin(168) mice. A system allowing for simultaneous structural and functional
characterization that spans the genetic and animal model realms would allow for closer
characterization of the protein motor unit.
Active outer hair cells are notoriously difficult to isolate, and so there has been much
work on developing a cell model system of electromotile OHCs(169, 170). The continuation of
this line of work was made possible by the fact that transfection of human embryonic kidney
(HEK) cells with prestin imparts nonlinear capacitance and some degree of electromotile
behavior to the transfected cells(90, 171). Indeed, the first proof of prestin was accomplished
using the HEK model(95). Dong and Iwasa(170) used the HEK model to compare the area change
of prestin with the area change of the OHC motor. Charge transfer across prestin was about the
same as across the OHC motor (-0.8 e), but the area change of prestin in the HEK cell was
1.3±0.1 nm2 compared to about 4 nm2 in the OHC(170). This suggests that prestin does act as a
motor protein based on piezoelectricity in the OHC, but that it may be functioning as a part of a
complex, perhaps as part of the 10 to 11 nm particles observed in the lateral wall of OHCs by
freeze-fracture(136). Other studies have used the HEK cell model with success(155, 172), but it
shows weaker electromotile coupling and is continuing to be developed.
To establish the origin of piezoelectricity in OHCs, an individual fundamental unit must
be functionally characterized. This will require nanoscale electromechanical analysis of prestin.
A nondestructive, robust and sensitive technique that can be used in situ would be ideal.
Electrostatic or electromechanical force-scanning probe microscopies, such as PFM, perhaps
combined with the better understanding and relative ease of the HEK model, can functionally
map the membrane and embedded prestin complexes(6). Development of PFM as a technique
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capable of functionally imaging biological materials in native-like environments will be necessary
for successful realization of such an objective.
Piezoresponse Force Microscopy
Principles of PFM image formation
Piezoresponse force microscopy operates on the basis of the converse piezoelectric
effect – an electrical bias is applied from a conductive tip of an atomic force microscope (AFM)
cantilever probe to a sample surface, and the mechanical response (the vibrating local
expansion or contraction of the sample) is measured as the first harmonic component of the tip
deflection(5, 14). The voltage applied to the tip may have both a direct current (dc) and an
alternating current (ac) component with frequency :
(

(10)

)

The cantilever displacement arising from the piezoelectric effect is:
(

)

(

)

(11)

where zdc is the displacement offset resulting from the dc voltage, A1(,Vac,Vdc) is the measured
piezoresponse amplitude, and  is the phase of the piezoresponse. With sufficient tip-surface
contact (see below), the phase of the response provides information about the polarization
orientation below the tip-surface contact area. The electromechanical activity is given by the
piezoresponse amplitude, in units of nanometers per volt,
(12)
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Detection at the second harmonic component of tip deflection will measure vibrations arising
from the electrostrictive effect and dielectric constant(173), of which the dielectric constant
often dominates(174, 175). In addition to the measured piezoresponse amplitude and phase,
normal contact mode AFM data, such as height and deflection, may be acquired simultaneously.
Experimental setup of PFM
The current typical PFM setup consists of a commercial SPM with a four-quadrant
photodetector, a conductive AFM probe, a function generator and two lock-in amplifiers(176)
(Fig. 1-8). The sample is placed underneath the scanning conductive probe, which serves as a
top electrode. The probes are usually metal-coated silicon, and scanning is performed in contact
mode. An ac electric bias is sent from the function generator to the conductive probe and is
referenced into the lock-in amplifiers. The voltage-induced vibration of the piezoelectric sample
is detected by the laser beam reflecting onto the photodiode. The resulting signals are fed back
to maintain the average force or deflection of the cantilever probe while simultaneously being
sent into the lock-in amplifiers, which demodulate the signals into out-of-plane and in-plane
piezoresponses.
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Figure 1-8. Depiction of PFM operation. The sample deforms in response to the applied ac voltage.
This, in turn, causes the cantilever to deflect, which can then be measured via the four-quadrant
photodetector and interpreted in terms of the piezoelectric properties of the sample. Image courtesy
S. Jesse, ORNL. Adapted from Proksch and Kalinin(5).

Furthermore, there are two ways that the sample is usually set up for imaging(176). In
the local excitation approach, the probe tip itself acts as the top electrode in direct contact with
the sample surface. The electric field (EF) generated in the sample by the applied bias
propagates from directly underneath the tip. The generated EF may be highly inhomogeneous,
unless the diameter of the tip-sample contact is of the same order of magnitude as the thickness
of the sample, which is generally the case for samples less than 20 nm thick(176, 177). If the
field is inhomogeneous, then the piezoresponse arises from a surface layer of unknown
thickness and is a function of dielectric permittivity and contact conditions(176, 178). This
approach allows for extremely high resolution and the possibility of determining the sample’s
nanostructure, though it may sacrifice accurate quantification of the piezoelectric effect.
In the global excitation approach, the sample is coated with a top electrode, usually a
ferroelectric capacitor(179-185) or a metal film(186). The top electrode coating creates an
excited area underneath which is much larger than the tip-sample contact area, generating a
homogeneous EF conducive to more readily quantifiable results. An added benefit is that the
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modulation voltage may be applied via the top electrode coating or from the conductive probe
tip, and the piezoelectric displacement is still probed locally by the tip. However, lateral
resolution may be lost.
History and applications of PFM
PFM was developed in 1991 by the group of Klaus Dransfeld for the detection of
polarized regions in ferroelectric thin films of vinylidene fluoride-trifluoroethylene, first using
STM-(187) and then AFM-(30) based detection systems. The PFM technique was soon utilized by
Franke et al. in 1994 to detect domains on ferroelectric lead-zirconium titanate (PZT)(173). In
1995, a report from Kosolov et al. began the development of the current treatment of PFM
image formation and contrast mechanics, and introduced the use of PFM for modifying
ferroelectric domain structures(188). The term “piezoresponse” was coined by Gruverman et al.
in 1996(189, 190), and the acronym “PFM” was given by Lehnen et al. in 2000(191).
With the emergence of thin film ferroelectric materials, PFM experienced its rise in
popularity as the main technique for nanoscale characterization of ferroelectric materials(190).
PFM soon was extended to imaging of relaxor ferrelectrics(192, 193) and of nonlinear optical
materials(194, 195), to patterning of ferroelectric domains (196), and recently to investigating
biological systems(10, 23, 32, 67, 197-199). These various applications of PFM have created a
need for different PFM imaging modes and rapid growth of the PFM family.
PFM imaging modes
There are three basic modes of PFM. In vertical PFM, the phase indicates out-of-plane
polarizations. In lateral PFM, the in-plane component of polarization is detected via the torsional
deflection of the cantilever that results from bias-induced surface shearing(200-202). Vector
PFM combines vertical PFM with at least two orthogonal lateral PFM data sets to reconstruct
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polarization orientation in three dimensions(203). In Figure 1-9, the local polarization
orientation has been denoted using a color wheel, with different colors indicating phase
orientation and intensity of the colors indicating the magnitude of the piezoresponse. As the
converse piezoelectric coefficient is a third rank tensor (relating the first rank tensor of the
electric field to the second rank tensor of strain)(54), piezoelectric constants are dependent
upon orientation much more so than the dielectric constant (a second rank tensor) and elasticity
(a fourth rank tensor). Thus, vector PFM provides an experimental means towards distinguishing
among these properties, as simply rotating a piezoelectric sample by 180o will cause the signs of
the piezoelectric constants to reverse while the dielectric and mechanical behavior will remain
unchanged(77). Accordingly, Minary-Jolandan and Yu(204-206) observed that the sign of the
lateral PFM phase depended on the orientation of collagen fibrils, as the phase inverted by 180o
upon physically rotating the sample by 180o, and as the fibrils displayed an unipolar nature.
In addition to these latter three conventional PFM imaging modes, there exists a
multitude of other PFM-based techniques, which may be broadly categorized because of the
controllable imaging parameters that are of concern: voltage, frequency, speed and applied
force(5). With high dc biases, domains in ferroelectric materials can be created, which are then
confirmed using PFM, enabling PFM lithography(5). Control of surface charges with PFM
lithography has been applied for templating of metal nanoparticles(196) to make
multicomponent nanostructures(43). PFM spectroscopy consists of sweeping the applied bias to
generate hysteresis loops while recording the piezoresponse(5), which can be used to evaluate
electroelastic components of the electromechanical responses. In switching spectroscopy PFM
(SS-PFM), a dc bias is applied and then stepped back to zero, followed immediately by a
hysteresis loop using the ac bias to monitor the switching of the polarization of the ferroelectric
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surface under the tip(207, 208). Improved signal-to-noise (SNR) ratios are the main advantage of
dual frequency resonance tracking PFM (DFRT-PFM)(209) and band excitation PFM (BEPFM)(16),
which provide piezoresponse data at multiple frequencies. High frequency PFM also improves
SNR and can eliminate contributions to the electromechanical signal by electrostatics and
contamination layers(210). High speed PFM (HSPFM) utilizes high speed data acquisition and
sample actuation to achieve improvements of up to two orders of magnitude in image
formation, thus advancing the ability to perform dynamic measurements(5, 211). Finally, the
accurate control of applied force, as well as contact geometry, provided by nanoindentation
may lead to improved quantitative PFM measurements(212).
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Figure 1-9. Vector PFM images of protein inclusion in a tooth. (a) Electromechanical response of the
surface to the tip bias is a vector measurement, components of which are related to the local
orientation of protein inclusions in the enamel of a human tooth. In PFM, detection of vertical (VPFM)
and torsional (LPFM) components of cantilever response allows two vector components, in-plane and
out-of-plane, to be simultaneously measured. (b) Surface topography (vertical scale 20 nm) and (c)
2

elasticity map (acquired using atomic force acoustic microscopy [AFAM]) of a 400 x 400 nm region on
the enamel surface (vertical scale is 6% of the average signal). Vertical (d) and lateral (e) PFM images
of the same region as (a, b) with a modulation bias of 10V pp applied to the tip. The vertical scale for (d)
is -7.5 to 7.5 pm/V (the vertical scale for (e) is not calibrated). (f) Vector PFM map of local
electromechanical response (maximum is 7.5 pm/V). Color indicates the orientation of the
electromechanical response vector, while the intensity provides the magnitude (color wheel diagram).
(g,h) Semiquantitative map of local molecular orientation. Adapted from Kalinin et al.(23).
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Acquisition of quantitative PFM data has been the primary driving force for the
continuing development of PFM. Separation of the piezoelectric contribution to the measured
piezoresponse amplitude signal from electrostatic contributions, isolation of the vertical mode
of cantilever vibration from the torsional and longitudinal modes, and understanding the
contribution of the local elastic and electroelastic properties of the material to the PFM signal
are required for accurate quantitative PFM measurements(15, 190, 213, 214). These three
complications occur at each of the three main components of the PFM system: the tip-surface
junction, the cantilever, and the sample, respectively. One approach to distinguish the different
contributions to the PFM signal is to perform frequency-dependent measurements(215). In this
paper, resonance frequency-tracking PFM techniques occupy the forefront of attention and
interest.
Contact nanoelectromechanics of PFM
Many advancements have been made towards accomplishing quantitative PFM imaging
for any type of sample, especially in terms of analytical evaluations of contact
nanoelectromechanics. The mechanisms for electrostatic and electromechanical force
contributions(213, 216), voltage-dependent tip-surface contact mechanics for transversally
isotropic piezoelectric materials and piezoelectrically anisotropic materials(217), PFM cantilever
dynamics(14), and the relationship between surface and tip displacement amplitudes(203) have
been analyzed. These advances and the remaining gaps will be discussed in this section.
Effects of surface charges and forces on PFM contrast formation
Debate about the source of the observed PFM signal and contrast formation mechanism
began when Luo et al.(218) (referring to PFM as dynamic contact electrostatic force microscopy
[DC-EFM]) found that the piezoresponse of ferroelectric triglycine sulfate did not change quickly
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upon the phase transition in the vicinity of the Curie temperature, but instead the signal
gradually decreased, following the same trend as the spontaneous polarization(176). This
behavior was unexpected because an electromechanical response based on the piezoelectric
coefficient, d33, would have increased quickly at the phase transition(219). Instead, the observed
behavior was attributed to dominant capacitive forces of electrostatic interactions arising from
unscreened polarization bound charge(220, 221). Corroborating evidence for this electrostatic
forces hypothesis was provided by observations of piezoresponse amplitude signals measured
on

non-piezoelectric

surfaces(220).

However,

evidence

supporting

the

fact

that

electromechanical forces significantly contribute to PFM contrast formation is provided by the
detection of lateral, in-plane PFM signals(200, 201, 222), the absence of PFM signal attenuation
because of the relaxation behavior of screening charges, which is seen in scanning surface
potential microscopy (SSPM)(223), and the successful imaging of ferroelectric domains using the
global excitation approach(176, 184, 186, 224).
In a series of papers, Kalinin and Bonnell(15, 219, 225-227) provided evidence for(225,
226) and analyzed(15, 219) the effect of a nonferroelectric, dielectric layer between the tip and
surface(228), leading to an analysis of the relative contributions to the measured piezoresponse
amplitude by electrostatics and electromechanics(227). SSPM was used to monitor ferroelectric
domain-related potentials of barium titanate (100) as the temperature was changed across
ferroelectric phase transition points(225, 226). The ferroelectric domain-related potential
contrast increased with temperature, and upon keeping the temperature constant for ~20-30
minutes, the potential contrast decayed(225, 226). These observations were compared to the
PFM signal responses during temperature variations through the Curie point(219). Unlike the
SSPM results, the piezoresponse neither increased in contrast with temperature nor exhibited
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relaxation behavior. Actually, the contrast decreased slightly with temperature, and above the
Curie temperature, after local phase transition to the paraelectric state, minor potential
contrast was observable for a few minutes. The behavior observed with SSPM is attributed to
the effects of an electric double layer(229) that disappears as temperature is increased, which
leads to decreased polarization and uncompensated screening charges, and that reappears
during the observed decay in potential and relaxation of screening charge(219). On the other
hand, the behavior of PFM is explained by the presence of a small dielectric gap between the tip
and the surface(219).
The presence of the tip-surface dielectric gap was accounted for in a subsequent
analysis of electrostatic versus electromechanical tip-surface junctions(15, 177). For the
electrostatic regime, local and nonlocal capacitive and Coulombic forces between the tip and
surface and the cantilever and surface(213) were estimated given a spherical tip and the
Hertzian approximation of capacitive force-induced indentation(230). The Coulombic force was
estimated to be negligible for PFM of barium titanate in ambient conditions. For the
electromechanical regime, two contact conditions, strong(231) and weak indentation, were
proposed and analyzed in consideration of the contact area and of the thickness and dielectric
constant of the dielectric gap. It was found that the piezoresponse in the strong indentation
limit is dominated by the vertical piezoelectric constant d33, whereas the piezoresponse is
influenced by lateral and vertical piezoelectric and gap dielectric constants in the weak
indentation limit. This reveals the importance of the imaging environment, as will be discussed
below. To illustrate the correlations between imaging conditions and dominant contrast
mechanisms, contrast mechanism maps that plot indentation force versus tip radius with
delineations of various regions of contrast mechanisms were introduced(15, 227) (Fig. 1-10).
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Figure 1-10. Contrast mechanism maps of PFM. SI is the strong-indentation regime, CSI is the contactlimited strong indentation regime, WI is the weak-indentation regime, LE is the linear electrostatic
regime, NE is the nonlinear electrostatic regime, NL is the nonlocal interactions, and PD is the plastic
deformation. The dotted line delineates the region where stress-induced switching of a typical
ferroelectric sample is possible. (a) w=0.1 nm, V=Vtip-Vs=0 V, (b) w =0.1 nm, V=1 V, (c) w=1 nm,
V=1 V, and (d) w=0.1 nm, V=5 V, where w represents the thickness of the dielectric gap between
the conductive tip and the surface of the sample. Adapted from Kalinin and Bonnell(15).

Contact nanoelectromechanics as a function of voltage
Force-based SPM can be described by the force-distance curve (Fig. 1-11), and in the
contact regime, the imaging mechanism of SPM is determined by the shape of the forcedistance-bias surface (Fig. 1-12), wherein:
(

)

(13)

which states that the contact force, FC, is a function of the indentation depth, h, and the applied
bias, Vtip(190). The image formation mechanism for PFM can be determined from the derivative
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of this surface, i.e., in the small signal approximation, the PFM signal is given by
(

⁄

)

. Thus, the tip-surface contact mechanics for PFM are voltage-dependent,

and while multiple approximate solutions have been given for isotropic(177, 232, 233) and
anisotropic materials(217), the rigorous solution to this complex problem is only available for
transversally isotropic materials(177, 190, 231, 234-237). Whereas the rigorous numerical
solution would provide exact answers that could readily be confirmed experimentally and be
used for predictions, approximate analytical solutions may allow an understanding of
fundamental physical mechanisms and easily can be built upon for application to more complex
cases(217). With specific regard to PFM, the approximate approach is still needed for modeling
the PFM signal formation mechanism in inhomogeneous systems, such as biological systems,
even though the validity of such approximations remains difficult to illustrate(190).

Figure 1-11. Force-distance interactions. Force-based SPM can be conveniently described via a forcedistance curve showing the regimes in which contact (C), noncontact (NC), intermittent contact (IC),
and interleave imaging are performed. Also shown are domains of repulsive and attractive tip-surface
interactions. Adapted from Kalinin et al.(11).
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Figure 1-12. Voltage modulation SPMs can be described using a force-distance-bias surface. In the
small signal limit, the signal in techniques such as PFM, AFAM, EFM (electrostatic force microscopy),
and KPFM (Kelvin probe force microscopy) is directly related to the derivative in bias or distance
direction. Other terms are explained in the text. Briefly, contact techniques depend on indentation
depth, h, whereas non-contact techniques are dependent on tip-surface separation capacitive effects,
C’z(z). Adapted from Kalinin et al.(11).

The latest approximation of the PFM response, which comes from Eliseev et al.(217),
was made with a decoupled model based on the Green’s function method. This approach built
upon the 1D models put forward by Ganpule et al.(238) and Agronin et al.(239), which were
extended to a 3D model by Felten et al.(233), who also had considered the effect of different tip
geometries on PFM contrast in the model(233, 240). Briefly, the EF penetrating into the material
from the tip is calculated first using a rigid electrostatic model, sans piezoelectric coupling. Then
the strain field is calculated using constitutive equations for the piezoelectric material, and
finally the displacement field is calculated using an appropriate Green’s function(241) for an
isotropic or anisotropic solid(190, 217). A particular advantage of this approach is that the
effective symmetry of the elastic, dielectric and piezoelectric properties of the material may be
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varied independently(240), allowing the model to be evaluated for both transversally isotropic
piezoelectric materials in the limit of weak elastic anisotropy, and anisotropic piezoelectric
materials in the limit of weak elastic and dielectric anisotropies. The approach actually is
rigorous for materials with small piezoelectric coefficients, and therefore may be especially
useful for biological materials. However, a number of assumptions were made. The piezoelectric
properties were assumed to be uniform within the penetrating EF, surface phenomena were not
considered, the elastic properties were approximated for an isotropic, semi-infinite half-plane,
and dielectric isotropy was assumed for analysis of anisotropic materials. It was noted that
approximate solutions for the elastic Green’s functions can be derived for lower material
symmetries(242). As the dielectric properties were assumed to be isotropic, the EF distribution
therefore was assumed to be insensitive to sample orientation, though it was said that the
orientational dependence of the dielectric properties could be included using the given
approach. From the results, a theorem for each the isotropic and anisotropic materials was
given, though each basically stated that the vertical piezoresponse depends on the induced
potential on the surface only if the tip charges and the point of contact both(243) are aligned
normal to the surface. This theorem also was found to apply to materials with lower symmetries
and to the lateral piezoresponse as well as the vertical for anisotropic materials. Additionally,
this paper showed that unconventional, multipole tips could unleash additional operational
modes of PFM that could probe different combinations of piezoelectric constants(217). Such
probes may be necessary for PFM operation in liquid environments and thus will find use with
PFM of biological materials.
Cantilever dynamics and frequency regimes
In overview, the formation of the piezoresponse amplitude may be represented by:
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(14)

where Apiezo is the electromechanical response of the surface because of the converse
piezoelectric effect, Acap is the contribution from the electrostatic force between the tip and
surface, and Anl is the contribution from the nonlocal electrostatic force between the cantilever
and surface(176, 227). Maximizing Apiezo is the goal of quantitative PFM. Given a standard
cantilever and tip, the estimated nonlocal capacitive contribution is ~0.1 nN, and the Coulomb
attractive forces range a few nN(176). Thus, the attractive adhesion forces from van der Waals
interactions, which have been reported to range from 50-500 nN for various types of cantilevers
in contact with dielectric and metallic surfaces(244), are overwhelmingly dominant and are the
main competition of the local capacitive and electromechanical contributions. Whereas
adhesion forces may be addressed with control of environmental conditions and surface
preparations, the relative magnitude of electromechanical and electrostatic contrasts is most
readily addressed by considering cantilever dynamics and frequency dependences. The dynamic
behavior of the PFM probe has been analyzed for the case of a uniform rectangular cantilever
beam, accounting for the electromechanical displacements in terms of the Cartesian
coordinates (d1, vertical; d2, longitudinal; d3, lateral), the local electrostatic force acting on the
tip (f0), and the distributed electrostatic force interacting with the cantilever (q)(14) (Fig. 1-13).
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Figure 1-13. The dynamic behavior of the PFM probe has been analyzed for the case of a uniform
rectangular cantilever beam (with length L, thickness h, width w, spring constant k, and probe tip
height H) by accounting for the electromechanical displacements in terms of the Cartesian coordinates
(d1, vertical; d2, longitudinal; d3, lateral), the effective tip-surface junction spring constants for the
respective vectors (k1, k2, and k3), vertical deflection angle , torsional deflection angle , the local
electrostatic force acting on the tip (f0), and the distributed electrostatic force interacting with the
cantilever (q). Adapted from Jesse et al.(14).

The dynamic behavior of the cantilever in the frequency domain is given by
(15)

where u0 is the displacement amplitude, q0 is the uniform load per unit length, E is the Young’s
modulus of the cantilever material, I is the second moment of inertia of the cross-section of the
cantilever,

⁄

is the wavevector,  is the modulation frequency,  is the density of

the cantilever material, and SC is the cross-sectional area of the cantilever(14). Solving the linear
equation (15) and using

⁄ , where k is the cantilever spring constant and L is the
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cantilever length, the deflection angle at the unclamped end of the beam (x=L) may be written
as a function of the frequency dependence of the PFM signal on d1, d2, f0 and q (see Fig. 1-13).
From this relationship, it is found that the resonant frequencies depend only on the voltagedependent mechanical properties of the cantilever-junction-sample system, as described by the
approximate and rigorous methods discussed above(217), and that the resonant frequencies are
independent from the relative electrostatic and electromechanical contributions. Thus, the
resonant frequency provides information about the local elastic properties, and conversely, in a
linear model, d1, d2 and f0 cannot be separated based upon frequency discretion. The only ways
to distinguish the three vector components of the electromechanical response are to utilize 3D
SPM(245) or to rotate the sample(200). Still, some general guidelines for distinguishing the
electromechanical and electrostatic contributions can be made based upon frequency regimes.
At low frequencies well below the first resonance, the relative magnitudes of each
contribution, d1, d2, f0 and q, are shown to be sensitive to the lateral tip-surface junction spring
constant, k2, and the length, L, height, H, and stiffness (given by the spring constant, k) of the
cantilever probe(14). For stiff, short cantilevers, where

the PFM signal is

dominated by the vertical displacement of the probe tip. However, for soft, long cantilevers, the
lateral displacement of the tip dominates. Using the equations given by Jesse et al.(14) for the
low frequency regime, it is not complicated to predict the relative electromechanical and
electrostatic contributions to the PFM signal based on cantilever properties and tip-surface
junction mechanics.
As the frequency is increased, the cantilever is seen to experience inertial stiffening,
which minimizes the nonlocal force contribution relative to the other contributions because the
nonlocal contribution scales at a higher power of frequency(14). In addition, high frequency
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operation has the advantage of higher SNR, because of an increased number of oscillations per
pixel time and increased separation from the 1/f noise corner (usually at about 10 kHz)(210),
and increased mechanical amplification of the signal associated with imaging at cantilever
resonances(246). Yet, several problems occur with operation at a high mode number, including
response averaging because of the finite size of the cantilever beam(247), loss of sensitivity
because inertial stiffening increases the effective spring constant of the cantilever relative to the
tip-surface spring constant(7), increased topographical cross-talk because of the strong
dependence of resonance enhancement on mechanical contact conditions, and signal loss due
to the bandwidth available with the photodetector(210). The loss of sensitivity can be expressed
as a crossover from contact (boundlike) to free cantilever behavior, which can be calculated at
each mode of resonance(210). The first four resonances are expected to be boundlike,
becoming freer with higher modes, for typical operating conditions. The actual crossover
depends more on the mode number than the geometry of the cantilever.
Seal et al.(210) investigated the mechanisms of high-frequency PFM from 1 MHz to 10
MHz on a PZT sample. It was found that soft cantilevers at low eigenmodes gave a
piezoresponse that was almost independent of indentation force, though stiffer cantilevers had
more dependence on contact conditions. Here, it should be noted that using feedback on
constant deflection, in which the spring constant of the tip-surface junction depends on the
cantilever spring constant, will result in different behavior from feedback on constant force. By
simultaneously varying the dc bias and frequency while keeping constant ac bias, it was found
that the electrostatic contribution to the signal indeed decreased with increasing frequency, and
electromechanical response dominated for tip potentials less than 1 V. Some topographic crosstalk(7) was observed above 3 MHz, and contrast diminished above 6 MHz because of the limit of
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the photodiode bandwidth(210). It was also mentioned that the effect of the laser spot size on
the piezoresponse amplitude depends on the resonance mode, and so smaller spot sizes are
needed for high-frequency PFM imaging. The hurdles for successful high-frequency PFM now
appear to be more instrumental in nature, especially if low tip potentials and soft cantilevers are
used.
Phase and amplitude interpretation
The piezoresponse signal is output in the form of separate amplitude and phase signals.
Basic interpretation of these signals for real-time operation is possible; with the most basic
mantra being that the absolute value of the amplitude represents the magnitude of
piezoelectric activity while phase provides the orientation of the piezoelectric domain response.
The phase also is sensitive to the relative electromechanical and electrostatic contributions. For
materials with small piezoelectric responses, yet in the purely electromechanical response
region, in-plane domains or non-piezoelectric regions will appear to have zero response
amplitude, and the phase will change by 180° between domains of opposite polarity(14). Small
non-local electrostatic contributions will cause the amplitudes of piezoelectric regions to no
longer be equal for opposite domains, and the phase changes between opposite domains will be
less than 180°. Large electrostatic contributions cause the amplitude to be much larger on one
domain than the opposite, and the phase change is weak between opposite domains. These
suggested guidelines(14, 213) for ensuring quantitative PFM operation will only be useful if the
PFM instrument is calibrated correctly and cross-talk is eliminated.
Calibration, standards, and cross-talk
The common approach(248) towards calibration of PFM involves a sample with a known
piezoelectric constant, usually a commercially available x-cut quartz with a piezoelectric
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coefficient d11 = 2.3 ±0.05 pm/V (249). On both sides of the quartz crystal, gold electrodes are
deposited, and the converse piezoelectric coefficient of the crystal is checked using a sensitive
displacement meter(176). The lock-in output of the PFM is measured for the quartz crystal as a
function of the applied voltage at a fixed frequency, and this calibration is repeated for each
new cantilever and sample. However, Jungk et al.(250) proclaim that this calibration and the
capability of PFM to accurately measure piezoelectric constants fail because of inherent
background(251, 252) in SPM setups. Instead, they suggest three steps for the calibration of
PFM, which will be listed below. But first, they have suggested that efforts for reducing crosstalk be made(253).
Three sources of cross-talk between the vertical and lateral signals complicate accurate
quantitative PFM operation(253): (i) mechanical, (ii) electronic and (iii) misalignment of the
optical position-sensitive detector (PSD). Mechanical cross-talk mostly arises from topography
causing inseparable cantilever motions or uncompensated extension of a piezotube scanner,
and Jungk et al. proffer lower scanning speeds and smooth surfaces to reduce mechanical crosstalk(253). Correction of electronic cross-talk is left to the manufacturers, who should provide
adequate separation and shielding of internal wires and electronic elements. For correction of
the misalignment of the PSD, the direct solution would be to rotate the photodiode so that
vertical displacement of the cantilever translates purely into a vertical signal, and the same for
lateral displacements. As the direct solution is difficult to apply to commercial instruments,
Jungk et al.(253) proceed to construct a simple electronic circuit to compensate indirectly. With
direct access to the input and output signal formation electronics of the SPM, the electronic
circuit utilizes potentiometers for each the vertical and lateral channels. To determine the value
of the offset parameters to input into the potentiometers, the amount of misalignment should
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be measured by tuning the unengaged cantilever probe and obtaining the resonance frequency
and corresponding spring constant at the first bending mode, at which there should be no
lateral signal with perfect alignment. This procedure should be repeated for each new tip,
sample, and even engagement or laser adjustment(253).
Once all possible cross-talk compensations have been made, calibration of PFM may
proceed. The three steps that Jungk et al.(250) suggest are:
(1)

The z scanner of the SPM needs to be calibrated using a standard height scale
sample.

(2)

The thickness change, t, of the piezoelectric calibration sample at a specific
frequency and applied bias should be calculated using the height channel of the
AFM. Because x-cut quartz has a thickness change too small to detect accurately
using current AFMs (it exhibits a thickness change of 23 pm with 10 Vac applied),
PZT is suggested by the authors because of its large piezoelectric constant of
about 500 pm/V.

(3)

By subsequently disabling the feedback loop and measuring the output PFM
signal, P, on the same calibration sample, the calibration constant

⁄ is

found.
There is a third, comparable method for calibrating PFM in which a force-distance curve is
obtained to determine the detector sensitivity(254). However, Jungk et al.(250) criticize this
approach because force-distance curves are low-frequency measurements compared to the
kilohertz frequencies used during PFM operation.
Once calibration is completed, quantitative PFM may be attempted. However, Jungk et
al.(250) caution that PFM measurements of piezoelectric constants are hindered for both using
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the tip as an electrode and using a large area coating as an electrode. The tip electrode suffers
from clamp deformations within the material and requires extensive modeling (see above) to
solve for the unknown EF distribution in the sample, although the tip electrode does limit
background sources to the SPM head and the probe, making compensation easier(251).
Uncontrollable background contributions preclude the simple solution of using homogeneous
electrode coatings to remove clamping and ease modeling. And in the end, both electrode
configurations require extensive sample preparation.
Resonance frequency-tracking PFM methods
Quantitative PFM, especially of weakly piezoelectric biological materials, requires
maximization of the piezoresponse signal over the other competing signal contributions. The
overall signal can be amplified by imaging at frequencies corresponding to the contact
resonances of the cantilever-tip-surface system(246, 255-257), but as mentioned above in the
high frequency PFM section, at resonant frequency modes there is increased topographical
cross-talk because of the strong dependence of resonance enhancement on mechanical contact
conditions, specifically surface curvature and changes in local mechanical properties(258). In
effect, the local resonant frequency peak significantly shifts with variations in the tip-surface
contact stiffness(7) (Fig. 1-14). To circumvent this shift, i.e. this mechanical cross-talk, two
resonant frequency tracking methods have been created, dual-frequency resonance-tracking
PFM (DFRT-PFM)(209) and band excitation PFM (BEPFM)(7, 16).
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Figure 1-14. Frequency shifts. On inhomogeneous
surfaces, changes in the contact resonant frequency
() can result in strong variations in the amplitude
signal (A) even on piezoelectrically uniform surfaces.
Adapted from Jesse et al.(7).

Dual-frequency resonance-tracking PFM (DFRT-PFM)
Traditionally(259), resonant frequency tracking has been implemented using a phase
locked loop (PLL) that measures the phase lag between excitation and response signals as the
error signal for a feedback loop that maintains a constant phase by adjusting the frequency of
excitation(209). Such phase detection-based resonant frequency-tracking methods are limited
because the phase of the excitation signal should be independent of the tip position and the
drive frequency. In PFM, tip position usually affects the phase of the excitation signal because of
local variation in material properties. Thus, an alternative, amplitude-based resonant frequency
tracking method is utilized by DFRT-PFM(209). The applied bias at the tip is the sum of two
voltages with frequencies on either side of the same resonance peak. The resulting response
signal is digitized and sent to two separate lock-in amplifiers, each referenced to one of the
excitation signals. Typically, the difference between the two input frequencies is set to be twice
as large as the imaging bandwidth, which usually puts the corresponding amplitudes at about
half the resonance amplitude. When a shift in the resonance peak occurs (as a consequence of a
change in contact stiffness), the change in amplitude difference is fed back to maintain a
constant difference in driving frequencies. DFRT-PFM has been shown to be effective for
imaging samples with small topographical variations that would elicit significant, yet not
overwhelming, shifts of resonant frequencies ≤ 5 kHz(209). Although DFRT-PFM reduces
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mechanical cross-talk, it is incapable of unambiguous decoupling of mechanical contributions
from electromechanical responses. Detection at more than two frequencies is required to come
closer to quantitative PFM(209).
Band excitation PFM (BEPFM)
In BEPFM, standard lock-in homodyne frequency detection is abandoned, and nonsinusoidal excitation over a predefined band in frequency space with a finite amplitude is
adopted(5, 7, 16). The digital excitation signal in the predefined Fourier space is first inverse
Fourier transformed into the time domain, and the complex waveform is applied at the tip as an
electrical perturbation(16). The cantilever response is detected and Fourier transformed to the
frequency response curves (Fig. 1-15). The ratio of the response and excitation signals gives the
transfer function of the system. The frequency point spacing, f, i.e., the number of discrete
frequencies sampled, depends upon the pulse duration, T, f = 1/T, and should be adjusted so
that enough points are included to sample the width of the resonance peak(s), although the SNR
decreases with larger amounts of points included(16).
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Figure 1-15. Operational principle of the BE method in SPM. The excitation signal is digitally
synthesized to have a predefined amplitude and phase in the given frequency window. The cantilever
response is detected and Fourier transformed at each pixel in an image. The ratio of the Fast Fourier
Transform (FFT) of response and excitation signals yields the cantilever response (transfer function).
Fitting the response to the simple harmonic oscillator yields amplitude, resonance frequency, and Qfactor, which are plotted to yield 2D images or used as feedback signals. Adapted from Jesse et al.(16).

The main advantage of being able to track resonant frequencies is that the mechanical
and electromechanical contributions to the PFM signal may be distinguished from each other
because the BE approach allows for calculation of local energy dissipation(16). It should be
recalled that the PFM signal is a linear function of local and nonlocal electrostatic and local
electromechanical contributions, and that the resonant frequencies depend only upon the
mechanical properties of the system and are not dependent upon the relative electrostatic and
electromechanical contributions(7, 14). Thus, taking into account(7) energy dissipation or loss in
terms of the quality factor (Q factor, Q), the simple harmonic oscillator (SHO) model may be
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used to describe the PFM amplitude-frequency response of the cantilever in the vicinity of a
resonance peak with small damping, Q > 10(260, 261), as follows:
⁄

( )
√(

)

(

(16)
⁄ )

and
⁄

( ( ))

(17)

where Aimax is the amplitude signal at the frequency of the ith resonance, i0, and i is the
phase(7). Assuming the changes in resonant frequency are large relative to the peak width, the
magnitude of topographic cross-talk can be estimated using sensitivities calculated for the
frequencies where the slopes on either side of the resonant peak are maximal(7). The
frequencies at the maximum slopes, im, are found by setting the second derivative of the
resonant amplitude to zero, giving(262):
|

|

(18)

And thus, the change in amplitude is(262):
(19)
√
Frequency tracking techniques for indirect calculation of dissipation in the form of Qfactor have been utilized with SPM methods for almost two decades(259). Yet, direct
measurements of dissipation have been precluded in homodyne SPM systems because the
number of independent parameters defining the cantilever dynamics (i.e., three SHO
parameters) outnumbers the experimentally observed variables (e.g., the amplitude and
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phase)(16). Many resonant frequency-tracking methods are based on phase detection, in which
small deviations in the phase set-point from the resonance condition results in major errors in
measuring energy loss(16). Even DFRT-PFM is not capable of directly monitoring dissipation
because of the former reason; it lacks a third experimental variable(209). BEPFM seems primed
for applications, especially imaging soft, weakly piezoelectric materials in liquid, which other
comparable techniques cannot accommodate. Yet, another model besides the SHO model may
be required for systems with higher damping, Q < 10, such as may be expected when imaging
biological materials.
PFM imaging of biological materials
The first application of PFM to a biological material followed the classic studies of
biologic piezoelectricity by calculating the piezoelectric coefficient of bone of varying origins and
orientations, wet and dry(197). Though this first attempt took advantage of PFM’s ability to
measure the inverse piezoelectric effect and circumvent ionic conductivity, which hounded
macroscopic piezoelectric measurements(77), it was not until the next application of PFM to a
biological system (this time teeth dentin and enamel) that the nanoscale resolution of PFM was
able to image the piezoelectric molecular constituency and was utilized to quantitatively
investigate structure(32). In subsequent publications, the 3D orientation of the protein
embedded in the enamel was calculated(23) using vector PFM(203) (Fig. 1-9), the locale of the
piezoelectric protein was narrowed to the dental-enamel junction (DEJ)(67), and it was shown
that intertubular dentin exhibited piezoelectricity, perhaps because of embedded collagen,
while the peritubular dentin that does not have collagen lacks piezoelectricity(198). PFM
imaging also was extended to a butterfly wing(23), deer antler(263), and canine femoral
cartilage(263). Each of these biological systems had low height range, many consisting of
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embedded proteins in a microtomed matrix, and was non-living. Imaging samples of appreciable
heights, greater than a few nanometers, with conventional PFM was attempted with limited
success. To improve the chances of successfully imaging samples of much height, and to be able
to image living samples, an environment amenable to maximizing the piezoelectric contribution
signal and maintaining life is required.
Liquid PFM
PFM imaging in a liquid environment was established by Rodriguez et al. in 2006(8). This
was not the first attempt; previously, PFM had been performed in liquid so as to use a highly
conductive liquid as a top electrode(264). However, dealing with the liquid as a passive, aqueous
environment within which the sample was situated was necessary if further studies on soft
materials or biological systems that required physiological conditions were going to be pursued.
By performing force-distance and PFM signal-distance curves on PZT in ambient air and in
distilled water, Rodriguez et al. showed that imaging in liquid eliminated capillary effects that
arise from ambient humidity, reduced van der Waals interactions, and limited electrostatic
contributions, especially in the noncontact regime(8). In addition, PFM amplitude-frequency
response curves in liquid did not change upon application of a dc bias, further indicating removal
of electrostatic contributions. However, evidence for electrostatic coupling within a double layer
was observed at the surface contact point during PFM imaging in liquid.
Rodriguez et al.(8) furthermore showed that the electromechanical response in a
solution of NaCl decays at distances on the order of the Debye length, with PFM contrast
deteriorating with NaCl concentrations greater than 100 M (Fig. 1-16). The electrical
conductivity of the liquid was found to control the spatial extent of tip-induced potentials in the
solution and hence the lateral spatial spread of the EF on the sample(265). In a nonconductive
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liquid, the EF is highly localized at the tip-surface junction(265), whereas in a conducting liquid,
mobile ions increase the effective area of the tip EF(8). Still, high resolution PFM imaging
remains possible in conductive solvents because the typical high excitation frequencies preclude
electrochemical interactions(265), as long the ac excitation frequency remains below the
relaxation frequency of the solvent and efficient screening is retained(8). Therefore, PFM
imaging using a high frequency ac field may be decoupled on the length and time scales from
applied dc fields(265). Application of both ac and dc fields would allow simultaneous probing of
polarization dynamics and voltage-dependent contact mechanics, and this method, named band
excitation piezoresponse force spectroscopy (BEPS) has already been performed on common
ferroelectric materials in ambient air and ultrahigh vacuum(266). Though physiological solutions
often have higher normalities, containing higher concentrations of charged species, these
results suggest it is possible to perform PFM, BEPFM and BEPS in liquid solution environments.

Figure 1-16. Single frequency PFM in electrolyte solution. (a) PFM signal amplitude-frequency curves
in ambient contact (C) and noncontact (NC) regimes and in liquid contact. (b) PFM amplitudefrequency response for different NaCl concentrations. Adapted from Rodriguez et al.(8).
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Unfortunately, there are drawbacks to liquid PFM. It was suggested that between the
surface and tip, there formed a bound liquid layer that prevented transfer of in-plane
oscillations to the tip via tip torsion, thus also precluding lateral PFM in liquid(8). It also was
pointed out that to acquire sensitivities (higher Q factors) in liquid that compare to those in
ambient, cantilevers in liquid must be excited at higher resonance frequency modes(8). Higher
modes lead to increased Q factors because of a reduction in viscous damping(267), which is a
result of the volume of liquid that also is excited by the cantilever motion. Recently, an
approximate analytical solution for the resonance frequencies of a cantilever, as a function of
the spring constants of the tip-surface junction, was provided for various liquid media as well as
ambient and vacuum conditions(185). Finally, though high frequencies and direct or frequencymixing detection schemes disallow electrochemical process during PFM(8), the conductivity of
liquid imaging media may allow stray currents and electrochemical reactions(268). Since the
long response times (~0.1 to 10 ms) of biological systems along with their vulnerability require
precise control of local electrochemical potentials, dc potential localization in solution within the
probed volume must be achieved(268). Insulated or shielded probes have been modeled(217),
fabricated and tested(268) in an effort to achieve this goal.
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Figure 1-17. DFRT-PFM images of bacteriorhodopsin imaged in buffer solution with a metal coated
tip. Shown are (a) surface topography (6 nm z-scale) and (b) the amplitude of the electromechanical
response signal. Adapted from Kalinin et al.(10).

In spite of the above drawbacks looming over liquid PFM, some progress has been made
using liquid PFM(10). Piezoelectric contrast was observed between bacteriorhodopsin proteins
and the surrounding membrane patches in buffer solution (Fig. 1-17). However, PFM imaging of
living breast adenocarcinoma cells (MCF7 cell line) and insulin amyloid fibrils in liquid media was
hindered by strong elastic contributions to the PFM signal and by the high conductivity of the
electrolyte solution that bathed the cells(10). Thus, future attempts call for:
(1) liquid PFM(8) at higher frequencies (14, 210) to reduce or effectively eliminate
electrostatic interactions among the cantilever-tip-surface system (14, 190),
(2) shielded probes(268) to concentrate the dc (266) and probing ac fields,
(3) a 3D piezoresponse imaging method or probe that circumvents the precluded
(because of the bound liquid layer at the tip-surface junction(8)) lateral PFM in liquid, so
that similar to vector PFM(203), it may still provide quantitative information about the
orientation of piezoresponse and thus allow correlation of structure with function of the
piezoelectric biological material, and
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(4) BEPFM (7, 16) to avoid topographic cross-talk and further separate mechanical
properties from electromechanical responses.
Mechanical properties of soft matter measured using AFM
Introduction
The importance of mechanics of soft matter is exemplified in cellular and tissue
engineering as transduction of mechanical signals from external forces and environments have
been solidly linked to cell fate within the recent decades (269, 270). This adolescent field,
mechanotransduction, has shown so far that the relative mechanical properties of extracellular
matrices and subjection to external forces determine the main roles of cells. A stem cell on a
large, stiff substrate will become an osteoblast, whereas if that same cell were on a small, soft
substrate, it would become an adipocyte. Cells sense their environment through surfaceexposed proteins in the family of cell adhesion molecules (CAMs) and by deformation of the
lipid bilayer. CAMs consist of complexes of proteins linked to the cytoskeleton on the inside of
the cell. When CAMs are activated, mechanical signals are propagated along the cytoskeletal
architecture within microseconds (271) and can be translated into chemical and genetic signals
to control cellular activity. Chemical signals also directly result from the deformation of
intermembrane protein channels (e.g., stretch activated channels and mechanosensitive
channels) in the lipid bilayer. In both cases, the cytoskeleton may serve to sequester
biochemical cascades within controlled microenvironments. The response of cells to these
mechanotransduced stimuli can result in formation of stress fibers and focal adhesion
complexes within the cell, and subsequent spreading and motility of the cells, in which case the
cells will apply traction onto their environment, thus providing positive feedback for continued
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mechanical stimulus of the cells. In this way the mechanical properties of cells are
interconnected with their structural characteristics, physical state and phenotype.
Mechanical properties of materials in general are indicated by different modes of
deformation, including elastic, viscous, plastic and fracture modes (272). Cells and their
components primarily exhibit elastic and viscous deformation behaviors. Elastic deformation is
instantaneously reversible and time- and rate-independent, whereas viscous deformation is
irreversible and depends strongly on time. Both modes are present even at infinitesimal
deformations and exist in any material under perturbation (unlike plasticity and fracture). A
combination of elastic and viscous deformations, viscoelasticity, is common for cellular
materials. To determine both the elastic modulus and viscosity of a material, the stress and
strain on a material must be measured over time.
Stress  may be defined simply as the force F acting on a unit area A of a surface of a
material,  = F/A, and strain  is the ratio of deformation (L-L0) to the initial length L0,  = (LL0)/L0 (4). In order to relate stress with strain, the Young’s modulus of elasticity E, which is an
intrinsic property of a particular material, is used. For a material under infinitesimal strain under
uniaxial stretching or that is isotropic,  = E, which is called Hooke’s Law. When deformation of
a material occurs rotationally, then the shear stress  is related to the shear strain tan  by the
modulus of rigidity G by the Hooke’s law as  = G tan . For an isotropic, Hookean, linear elastic
solid, the two moduli are related by, E = 2G(1+), where  is the Poisson’s ratio, which relates
the deformation along one axis to the deformation imparted along the other axes.
As two directions are needed to define stress and strain each, for a total of four
directions, elasticity is a fourth rank tensor, imparting 81 tensor components for stiffness and
compliance in three dimensions (54). However, there are at most only 36 independent
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components because both stress and strain are symmetric second rank tensors. Furthermore,
taking into account the stored mechanical energy density, which is the product of stress and
strain, dW = idi = EijjdI, it is found upon partial differentiation of the energy density that the
stiffness coefficients are symmetric. Thus, depending on the point group symmetry in the
material, there may be even less independent components required for determining the elastic
properties. Typically, for isotropic materials only two independent elastic coefficients (E and G)
are needed for Hooke’s Law. For linear materials, compressibility K is related to stiffness
through the change in volume V per unit volume, which is the sum of the three longitudinal
strains ii, according to K = (-1/V)(dV/dp) = Ciikk, where p is the hydrostatic pressure, and C = 1/E
is the compliance. Nonlinear elastic behavior is described by superposition by higher order
elastic constants, i.e., ij = Eijklkl + Eijklmnklmn + .., where Eijklmn is a sixth order tensor. At most,
this leads to 56 independent coefficients, with less possible, depending on the symmetry.
Biological materials are unlikely to obey Hooke’s Law, instead exhibiting nonlinear elasticity and
viscoelasticity.
Viscoelasticity depends on three parameters, strain, stress and time, and three types of
molecular responses or features describe viscoelastic properties – stress relaxation, creep and
hysteresis (4). Stress relaxation is acquired when strain is held constant and stress in the
material is monitored over time. The stress is constant while strain is measured for creep. And
hysteresis is observed between loading-unloading cycles of the material. Each of these features
can be fit by a mechanical model and constitutive equations. Three simple models of
viscoelasticity are common – the Maxwell, the Voigt and the Kelvin models (Fig. 1-18).
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Figure 1-18. Three mechanical models of viscoelastic materials, (a) Maxwell body, (b) Voigt body, and
(c) Kelvin body (standard linear solid) are combinations of linear springs with spring constant  and
dashpots with coefficient of viscosity . F is applied force. From (4).

All consist of series or parallel combinations of linear springs with spring constant ks and
dashpots with coefficient of viscosity . These models are often used to discuss the linear theory
of viscoelasticity, yet combinations of several of these components and models can be
superposed to describe quasilinear viscoelasticity. Additionally, complex representation of
viscoelasticity, Feit = G(i)ueit, where  is frequency, F is force, u is displacement, and G(i) is
the complex modulus of elasticity, can be extended for usage with the models. The complex
form allows for dynamic experiments for determination of viscoelasticity, in addition to
quasistatic experiments. When using a model to describe a viscoelastic feature of a material,
however, it is necessary to remember that the structural processes occurring during, e.g., creep,
can differ from those during relaxation and hysteresis (4).
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The functional mechanics of living systems span a hierarchical size range, as evidenced
by the compartmentalized and textured structures seen throughout biology. The theory of
tensegrity (273, 274) has been put forward in proof of this functional hierarchy. To
experimentally confirm at least a portion of this hierarchical range, an instrumental technique is
required that can span particular hierarchical size ranges, is capable of high-throughput for
robust statistics, and can be practically operated in a clinical setting. Scanning probe microscopy
(SPM) techniques are here investigated in progress towards such a goal.
Contact mechanics for nanoindentation
Nanoindentation uses depth-sensing indentation at nano- to micro-scales for the
acquisition of load-displacement over specified lengths of time and rates. Usage of SPM for
nanoindentation is motivated by four factors (272). First, high data acquisition rates for quasicontinuous monitoring during indentation provide resolution of local gradients and
heterogeneities within the material, especially when combined with small probe tips. Second,
sample preparations are relatively easy, and testing environments are versatile, including the
possibility of imaging in liquids. Third, such instrumentation allows easy experimental control of
relevant parameters, such as time scale, tip geometry and loading conditions. Fourth, other
techniques, e.g., topographic images, electrostatic maps, fluorescence images, etc., can be
implemented to obtain a variety of information about the material properties. Despite these
advantageous factors, SPM operation for nanoindentation still requires appropriate
experimental design and analysis. The most influential aspect of nanoindentation on the
determination of mechanical properties resides within the contact between the probe tip and
the material. Conveniently, contact mechanics is a well-developed field that, for the most part,
has been extended directly from macroscale indentation for nanoindentation.
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Hertzian contact model for linear elasticity
The classic treatment of contact mechanics began in 1882 with Hertz’s work on two
ideal, smooth ellipsoidal bodies in contact (275). Hertzian theory involves simplifying
assumptions. First, each body is considered a linear elastic half-space, practically restricting the
contact region to dimensions much less than the overall body. Often the linearity of this
condition is realized during nanoindentation of soft materials by limiting the displacements to
small percentages of the overall thickness of the sample, thus keeping the strains small. Second,
friction and adhesion are neglected, implying that there is no shear stress in the contact region.
Hertz’s seminal treatise has been built upon over the past century to account for different
indenter geometries (276, 277), ranges of surface stiffness, and extensions to viscoelastic
regimes (278).
According to the Hertzian theory, for indentation using a rigid sphere,
F = (4ER1/23/2)/3(1-2),

(20)

where F is the applied force,  is the indentation, and R is the radius of indenter. The contact
radius a is given by a = R1/21/2. Importantly, to apply Hertzian theory to the Hookean
relationship, a connection between spherical indentation and uniaxial compression had to be
developed (279). In 1948, Tabor began showing this connection for elastic-plastic indentation of
metals (280). Work has continued since to extend this connection to other materials, giving
definitions for indentation stress * = F/a2 and strain * = 0.2a/R. The strain prefactor was
determined empirically by Tabor in 1951 (281) and was subsequently verified by others (282284). Taking the indentation stress versus strain and substituting them into the Hertzian
relationship provides
* = 20E*/3(1-2),
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(21)

which is the linear Hookean relationship in terms of contact mechanics (279). Indeed,
compression by uniaxial loading is conceptually similar to indentation in that only the edge of
the contact region experiences tension (275), although there is the potential for disparate
effects such as enhanced stiffness from confinement in the surface of polymers during
indentation at depths < 200 nm (285), and therefore with such small indentations, the elastic
modulus is difficult to calculate for most cells that possess surface moieties, e.g., glycocalix
(277). Additionally, identification of the correct initial contact point, which is already challenging
for soft materials, becomes crucial for such very small indentations (24, 286-288).
Composites and substrate effects
Potential inaccuracies from loosely packed surfaces, multiasperity contact (289), and
incorrect selection of initial contact frustrate the validity of the Hertz model, which is relegated
to indentation depths that are much smaller (about 10-20% of cell thicknesses) relative to
overall sample thickness (288, 290). This limited range of application has been addressed by
considering the various effects of tip geometry (288, 290, 291) and by modifying the Hertz
model (288, 292). A conical tip shape approximation of pyramidal tips beyond initial indentation
was applied with the Hertz model to obtain effective elasticity values of various cells (293, 294),
yet it has been shown that such sharp tips produce large, nonlinear strain gradients upon any
significant indentation (288, 290, 293, 295), thus restricting their probing mostly to the
confounding realms of loosely packed surfaces, multiasperity contact and sensitive points of
contact. Therefore, spherical tips with micron diameters have been advocated to maintain
linearity of indentations of sufficient depths into cells (288, 291, 292). Even with spherical tips,
soft samples can be too thin to utilize the infinite-thickness models such as Hertz without large
errors (288, 290, 296). Artifacts for very thin sample layers potentially arise from stiff substrates
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(292), the assumption of incompressibility of the sample (Poisson’s ratio = 0.5) (292), and
incorrect knowledge of whether the sample is bonded or not to the substrate (288, 292).
To analyze elasticity of thin regions of soft materials, Mahaffy et al. (292) utilized the Tu
model for nonadhered layers (297) and the Chen model for rigidly adhered layers (298, 299).
Complete derivations of these models are found within Mahaffy et al. (292) and references
therein, yet a brief summary of the relevant equations and discussion are provided here.
Defining an elastic constant K = E/(1-2), the elastic constant of the Tu model KTu can be related
to that predicted by the Hertz model KHertz by:
∑
where a is the radius of the contact region,

,

(22)
(

, and

)

⁄

, and pi is a

normalization factor calculated for each partial pressure distribution, the sum of which
describes the total stress distribution applied by the spherical tip, with the superscript T
indicating values specific to the Tu model because (1-) is factored out. Therefore, the ratio
KHertz/KTu is independent of the Poisson ratio. An iteration of successive values of the order N in a
series expansion was used to search for a change of <0.1% in the ratio over a range of
indentation depths. It was found that N = 4 was sufficient even for extremely thin regions (292).
For the Chen model with adhered thin regions, the ratio is dependent on the Poisson’s ratio:
(
where

)

∑

( )

,

(23)

. As the Poisson’s ratio increases, hard substrates are felt earlier. It is likely that

thin regions of cells function as motile edges where focal adhesions connect the surfaces to the
cytoskeleton and thus are well-adhered to underlying surfaces, making the Chen model more
likely to be applicable for these regions. Further consideration about goodness of fits should be
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performed following procedures in Mahaffy et al. (292). Additional approaches were considered
by Dimitriadis et al. (288), who found Chadwick’s approach (300) most appropriate for
indentation of very thin, incompressible layers by a spherical probe, an outline of which is
provided by Lin and Horkay (278).
Linear viscoelasticity by extension of the Hertz model
Linear viscoelastic behavior of cells can be determined by extending the Hertz model
and thus relative Tu and Chen models (292). Dynamic experiments in which a small-magnitude
oscillation of amplitude * = ’ + i” is superimposed onto a quasistatic indentation 0 for a total
indentation of  = 0 + *eit, with * << 0. The extended Hertz model is thus:
⁄

⁄

(

⁄
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(24)

where Fsphere is the deforming force exerted by the spherical tip, R is the radius of the tip, K is the
elastic constant as defined above, and K* is the viscoelastic constant. To solve for K*,
decomposition of Fsphere into two terms can be performed, giving:
⁄

⁄

(25)

√

(26)

Rearranging gives the viscoelastic constant,
,

√

(27)

where the real part K’ relates to the elastic storage response, and K” relates to the viscous loss
response. Since this viscoelastic constant is arrived at using an extended Hertzian model, it is
susceptible to deviations arising from relative indentation depths and stiffness of the underlying
substrate. These effects have been addressed using extended Tu and Chen models for
viscoelasticity, relative to the extended Hertzian model for viscoelasticity (292). Although
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strategies for dealing with discrepancies in elastic and viscoelastic measurements arising from
relative depths of indentation and sample thicknesses have been developed, some soft
materials will behave nonlinearly, and experimentally it is sometimes necessary to use sharp
tips, e.g. for high-resolution imaging, that exceed linear stress-strain limits. Nonlinear contact
models for nanoindentation of non-Hookean, soft materials are needed yet remain in
development.
Nonlinear contact models
The difficulty of restricting indentation to the linear regime exists because accurate
prediction of material properties, especially of soft, fully dynamic living cells and tissues,
remains elusive and is even generally unknown prior to experiment (278). For this reason,
investigators have performed numerical studies of nonlinear contact mechanics (287, 301) and
have developed phenomenological theories for polymers (302, 303) and constitutive equations
for cells (304-306) for nonlinear elastic behavior. Quasilinear models based on linear Hertzian
relationships have been used for qualitative analysis of nonlinear responses; for example, Costa
et al. (287) measured the extent of change in Young’s modulus at discrete indentation depths to
determine the transition to nonlinearity. Lin et al. (278, 279, 307, 308) have reviewed a number
of constitutive hyperelastic models in application to soft materials. Hyperelastic materials have a
strain-energy function and exhibit nonlinear elasticity (4), and the models reviewed (279) relate
deformation to the energy stored in a material using the strain energy density function. These
models can be categorized as molecular or phenomenological, molecular models being based
upon statistical thermodynamics of the molecular network structure, and phenomenological
models often based on continuum mechanics theories. The Neo-Hookean model (303) is among
the best-known molecular models. The Mooney-Rivlin (309, 310), Fung (311, 312) and Ogden
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(313) models represent the well-known phenomenological models. The Neo-Hookean and
Mooney-Rivlin models cannot predict large strain behavior accurately (314), whereas the Fung
and Ogden models usually are successful in prediction of large-strain behavior. Lin et al. (279)
showed that the Fung and Ogden models performed the best fitting for large-strain indentation
into polyvinyl acetate gels, cartilage, and chondrocytes. These indentation experiments were
performed quasistatically, limiting them to quantification of stress relaxation and creep. Models
to analyze nonlinear complex viscoelasticity also have been developed.
In his seminal text on the mechanical properties of tissues (4), Y.C. Fung discussed
complex viscoelasticity in terms of a sinusoidal oscillation using a quasilinear model for a
standard linear solid (Kelvin model). In brief, it was shown that for this system, the internal
friction tan  reached a maximum at the frequency,

⁄√

, where the change in the

complex elastic modulus is fastest (Fig. 1-19).

Figure 1-19. The dynamic modulus of elasticity and the internal damping friction are plotted as a
function of logarithm of frequency  for a standard linear solid. From (21).

If tan  is relatively insensitive to frequency, either a broad-band, logarithmic sweep of
frequency can be utilized, or a continuous spectrum of relaxation can be implemented. In this
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case, the time constant for creep, , and the time constant for relaxation, , are transformed to
obtain a continuous variable  and a function S(), giving the reduced relaxation function:
( )

[

∫
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⁄
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∫

( )

] .

(28)

Plotting the real and imaginary curves of the complex modulus over a broad-band, logarithmic
range of frequency reveals a region where damping is constant within 1 ≤ 1/ ≤ 2, as in Fig. 120.

Figure 1-20. Continuous relaxation spectrum. The stiffness (i.e., the real component of the complex
modulus of elasticity) and the damping are plotted as functions of the logarithm of frequency From
(3).

Considering the boundary conditions, S() = c/ for 1 ≤  ≤ 2, and S() = 0 for < 1,  > 2,
where c is a dimensionless constant, the slope of relaxation and creep curves versus the
logarithm of time give
(

)
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Then the parameters c, 1, and 2 can be adjusted for optimized fit to experimental data. This
continuous spectrum of reduced relaxation model has been utilized for successful fitting of
quasistatic AFM data from indentation of adherent vascular smooth muscle cells by Hemmer et
al. (315).
Nonlinear analysis of oscillatory indentation in viscoelastic solids was performed by
Cheng et al. (316). Two assumptions are made concerning the sample material. First, the solid
material is described by the constitutive relationships (317) between deviatoric stress sij and
strain dij and between dilatational stress ii and strain ii:
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where J1(t) is the shear compliance, and J2(t) is the volumetric compliance, which are related to
the relaxation modulus in shear G(t) and relaxation modulus in dilatation K(t). The complex
Young’s modulus is given as,
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The second assumption is that Poisson’s ratio is time-independent. Therefore, viscoelastic
behavior can be described using J1(t) and . Spherical indentation (t) into a viscoelastic solid,
with force F(t) as an independent variable, is determined by monotonically increasing contact
area with time (318, 319):
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where R is the radius of the indenter. Considering a harmonic force or indentation
superimposed on a quasistatic force or indentation, it is given that
function of time:
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where  is the phase shift and 3/2 is the amplitude of the oscillatory component of 3/2(t). By
measuring the phase and amplitude of the 3/2 power oscillatory displacement, the reduced
storage and loss moduli are obtained from the equations:
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where Fosc is the oscillatory component of the total load, F(t) = F0 + Fosc sin(t). This analysis does
not require measurement of contact area and absolute position of the indenter, negating
thermal drift effects, and is applicable for both small and large amplitude oscillations (316). In
practice, it is suggested that the real and imaginary components of the complex modulus be
evaluated as a function of frequency, using a frequency sweep (272), and as a function of total
indentation (320).
Interactive contact
The models of contact mechanics discussed above have each assumed smooth contact
without adhesion. However, tip-sample interaction occurs during all nanoindentation
experiments. The degree of interaction depends strongly on tip and surface chemistries, which
are often uncontrollably changing and at best difficult to monitor during experimentation with
biological systems.

Accounting for interaction in theory is preferable and has been forged

through debate (321), beginning in 1971 with the Johnson-Kendall-Roberts (JKR) theory (322).
The JKR theory considered an increased contact area necessary to include the additional
adhesive force. This appeared contradictory to the later Derjaguin-Muller-Toporov (DMT) theory
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(323), which assumes contact area remains the same as in Hertzian contact while adhesive
forces act from outside the contact area. The seeming discrepancies were resolved by Tabor in
1976 (324) when the two theories were shown to exist at extremes of the relationship between
sample compliance and adhesive forces. The JKR theory describes indentation of compliant
materials by large probes in the presence of strong adhesion, whereas the DMT theory applies
for stiff materials, small probes and weak adhesion. To explain the continuum of adhesive
contact conditions between the JKR and DMT theories, the Maugis-Dugdale theory (325, 326)
uses three equations indirectly relating force and indentation. An empirical Maugis-Dugdale
model was developed that allows for simplified usage (326, 327). Albeit well-studied in cell
biology (328-330), adhesion has yet to become incorporated into contact mechanics models for
nanoindentation.
Mechanical measurement methods using AFM
Probing soft, structured material from individual molecules to cells in tissue requires a
tool such as AFM for imaging and point spectroscopy with nanoscale and piconewton resolution
that can perform in liquid environments without extensive sample preparation. Soon after its
invention in 1986 (29), AFM was developed for imaging biological samples in liquids (331-333).
Mechanical measurements of biological material using AFM began in 1992 (334), and by 1993,
AFM had been used to measure mechanical properties of living cells (19, 335). The common
AFM method for measuring mechanical properties is the force-distance curve, consisting of a
constant velocity movement of the cantilever in the vertical (Z-) direction until the tip contacts
the surface, whereupon deflection of the cantilever is recorded before it is retracted from the
surface (Fig. 1-21).
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Figure 1-21. Force-distance curves are performed by ramping the Z piezo (x-axis) so that tip-sample
interaction occurs as sample position decreases in this figure. Cantilever deflection is converted to
force on the y-axis by using the spring constant of the cantilever. From (19).

The approach curve typically is used to extract elastic properties, whereas adhesion of
the tip to the surface can be observed in a saw-tooth formation in the retraction curve.
Quantitation of the force curve results requires calibration of the cantilever and detection
system. The voltage of the photodiode signal is calibrated for distance by performing a force
curve on a hard surface, by applying a known Z-piezo displacement while recording the
photodiode signal, thus providing the optical lever sensitivity in volts per nanometer. Next, the
deflection of the cantilever is converted to force through its spring constant. Several methods
have been developed for determination of spring constant (336, 337). The most common
method is based on the method of Hutter and Bechhoefer (338-340) using thermal fluctuation
of the cantilever. A variety of cantilevers with different combinations of springs constants, tip
geometries and surface coatings are available commercially. Careful selection of the appropriate
cantilever and tip is tantamount to successful AFM performance and mechanical measurements.
Usually the cantilever spring constant should be chosen within the same range of the stiffness of
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the material to be tested. Within the range of stiffnesses of cells, the softest cantilevers are
well-suited to contact modes, whereas stiffer cantilevers are needed for force curves and
dynamic, oscillatory modes. The modes used for determination of elastic and viscoelastic
properties of cells can be categorized into quasistatic and dynamic methods.
Quasistatic methods
Quasistatic contact encompasses AFM force-distance curves and curves for relaxation
and creep. Although during these processes the state of contact changes with time, there is not
an applied oscillatory component, and hence the contact is quasistatic. Much of the SPM
literature on mechanical properties of cells was established using quasistatic methods (19, 335).
Early force curves on living cells in solution were acquired using sharp tips at single points
correlated to topography images (341). As early as 1994, Hoh and Schoenenberg (19) noted that
elastic modulus values obtained using the extended Hertz model (335) were unique to
pyramidal tips, that the heterogeneous structures of cells required force maps for accurate
explanation of the wide range of elastic modulus values acquired, and that hydrodynamic forces
convolute data from force curves taken at high velocities in liquid. To address these problems
and to by-pass difficulties in determining the true point of contact and in achieving accurate
calibrations, they introduced (24) a comparative approach (342, 343) independent of the effects
of tip geometry and cantilever spring constant, provided that the same cantilever and tip
conditions were maintained for all samples. This approach, called force integration to equal
limits (FIEL) mapping, compares the area under force approach curves (which is equivalent to
the work done by the cantilever, Fig. 1-22) collected in relative trigger mode on different
positions of cells, which relates to the ratio of elastic constants at each position by
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where Wn is the work done by the cantilever at position n, R is the radius of the spherical tip (the
Hertzian equations corresponding to other tip geometries can be substituted above),  is the
indentation depth, and

(

)⁄

is an elastic constant.

Figure 1-22. The area under a force-distance approach curve is equivalent to the work done by the
cantilever, shown in gray. The contact region exists between points (c) and (d), at which the trigger
reaches threshold. The zero deflection line (d0) roughly corresponds to the noncontact region (a-c).
From (24)

To employ this method, low scan (usually ≤5 microns/sec) and mapping rates must be
used to avoid hydrodynamic effects. Hydrodynamic effects can be observed in an increased
separation between the noncontact sections of the approach and retraction curves as the scan
rate is increased (Fig. 1-23a) and in the initial deflection of a noncontact force curve in fluid (Fig.
1-23b).
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Figure 1-23. Hydrodynamic effects on cantilevers. (a) Different approach and retract velocities or scan
rates during acquisition of force-distance curves reveal the effects of hydrodynamic drag, which
causes an increase in separation of the noncontact parts of the approach and retract curves as the
scan rate is increased. (b) Performing a Z piezo step in noncontact in liquid causes a ringing oscillation
of the cantilever deflection caused by hydrodynamic movement of the cantilever. From (24).

A noted advantage of this technique is that viscous contributions to force curves can be
minimized (assuming that elasticity is completely time-independent and viscosity is completely
time-dependent) by setting the scan rate slower than the relaxation time observed upon
indentation and dwelling over time at constant force or deflection towards (in contact with) the
surface. This method was developed by A-Hassan et al. (24) using a linear model and with sharp,
pyrimidal tips. With the increasing commercial availability of cantilevers with spherical tips (e.g.,
from NovaScan Technologies, Inc. and from sQube GMBH), many investigations returned to
using models for determination of absolute or reduced elasticity and viscoelasticity, as discussed
in sections above, especially after studies affirmed the departure from linear stress-strain
behavior when using sharp tips compared to spherical tips for indentation (288, 291).
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Quasilinear and nonlinear models subsequently were developed for quasistatic contact AFM
with spherical tips (279, 344, 345).
Quasistatic methods for determination of viscoelastic effects include stress relaxation
(315, 346, 347) and creep curves (348-351), which are acquired by maintaining either constant
force or height displacement, respectively, while the tip is contacting the surface and monitoring
change of the other over time. Recently, Moreno-Flores et al. (352) combined data from both
stress relaxation and creep curves in a bimodal viscoelastic model, the Zener model (Fig. 1-24)
(9, 353).

Figure 1-24. Zener’s model consists of one elastic element and two viscoelastic Maxwell bodies
arranged in parallel. From (9).

The model previously had been used to represent breast carcinoma cells (MCF-7) (354), which
behave as a complex linear viscoelastic material in the applied load range of 0.5-4 nN. The forcetime curves were acquired at loads of 0.5, 1, 2, 3 and 4 nN with velocities of 5 microns/second
and with dwell times of 2 seconds on the nuclear region of 13 cells. Pyrimidal tips with radius of
curvature equal to 40 ± 20 nm were assumed to create a projected area,

,

where  is the half-opening angle of the tip, and l0 is the initial cell height at the point of
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contact. This assumption remains valid for deformations l0 > R(1-sin); this limit was calculated
to be on the order of 10-8 m, and indentations of 17-43% of cell height were made. For the linear
equations derived in the appendix of (352), two compressive viscosities of 1 = 81 ± 18 Pa*s and
2 = 720 ± 161 Pa*s were calculated. After observing the effect of treatment with cytoskeletal
drugs, the higher value 2 was assigned to represent the cytoplasm, whereas the lower value
was assigned to the cell membrane and associated cortex. Although the combination of
relaxation and creep with a mechanical model is a unique advantage of this approach, it is
among of a number of relaxation and creep studies using analysis based on linear viscoelastic
models (346, 355-357).
Some cells and their components may not exceed the limits of linear viscoelasticity, and
therefore, it will be prudent to consider analyses based on quasilinear or nonlinear viscoelastic
models and relationships. Constitutive quasilinear relationships developed by Fung (4) were
utilized by Hemmer et al. (358) to fit stress relaxation curves obtained at indentations of 0.5, 1
and 1.5 microns with a 5-micron diameter spherical tip, over 120 seconds for an appropriate
logarithmic time scale, with the approach and retraction velocity of 50 microns/second
approximating a step strain onto a confluent layer of rat aortal vascular smooth muscle cells
(VSMCs) (359, 360). The quasilinear viscoelastic (QLV) reduced-relaxation and power-law models
performed well with fits of R2 = 0.98, yet that does not implicate universality of these models for
all cells. The validity of the QLV model was confirmed by comparing rate of relaxation and total
relaxation percentage at varying strains to show that relaxation is independent of initial strain
and only depends on time (361). Additionally, the roles of cytoskeletal actin and microtubules
were ascertained, showing significant (p<0.05) changes in the reduced relaxation function G(t)
using the actin-depolymerizing cytochalasin-D and the microtubule-stabilizing paclitaxel, relative
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to control populations. From this study, it can be inferred that the cytoskeletal network of
adherent VSMCs exhibits nonlinear viscoelastic behavior. However, an explanation for the
decreased relaxation and relaxation rate upon breakdown of microtubules remains open for
consideration. It was suggested that prestress levels, which the microtubules balanced,
decreased (362). As cellular prestress correlates positively to complex elastic shear modulus
(363), dynamic methods need to be performed to compare with the stress relaxation results and
determine the physical mechanism underlying the effect of the breakdown of microtubules
(358). Long-term QLV time constants will be needed for this comparison because VSMCs have
been found to have time constants around 250 seconds (360), although with large standard
deviation (364). In general, quasistatic viscoelasticity methods suffer the disadvantage of
requiring long data acquisition times for accurate analysis. Yet, quasistatic methods are
necessary to calculate stress relaxation and creep viscoelastic behaviors and thus to
complement the dynamic methods from which complex viscoelastic behaviors are determined.
Dynamic methods
As discussed above, dynamic methods of nanoindentation using AFM involve
superposition of an oscillatory perturbation onto a quasistatic indentation. Dynamic
nanoindentation was preceded by other dynamic AFM methods, such as Tapping Mode (365,
366) and Force Modulation Mode AFM (367), and is based on classical rheological measurement
methods (26). Dynamic rheological and nanoindentation measurements of soft materials both
express the instrument-sample interaction using complex mechanical impedance, usually
modeled by a damped harmonic oscillator (DHO), e.g. Figure 1-25. In Figure 1-25a, the DHO
model for classic rheological methods involves parallel arrangement of sample elastance SM and
sample frictance RM, whereas the example DHO model for nanoindentation in Figure 1-25b is
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based on contact mechanics solutions for the tip-sample contact stiffness S and the tip-sample
damping factor CS (26, 368-370), and from these values the storage and loss moduli are
calculated.

Figure 1-25. Models of damped harmonic oscillators. (a) Schematic of the dynamic model of the
rheometric Birnboim apparatus, after Ferry (2), and (b) a damped harmonic oscillator dynamic model
for nanoindentation involving a parallel spring – dashpot element to account for viscoelastic behavior.
From (26).

In the existing literature, analytical approaches for dynamic nanoindentation of soft
materials are based on modified Hertz models of contact mechanics (26, 277, 291, 316, 357,
371-375). Although these approaches have been extended to multifrequency excitations for
determination of multiple relaxation times (374, 376) and for nonlinear viscoelasticity (316),
many of these approaches assume incompressible, isotropic, linearly viscoelastic materials. As
discussed previously, Mahaffy et al. (291) used a two-term expansion in indentation depth for
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small amplitude oscillations to separate the quasistatic indentation force from the frequencydependent force. Substrate effects then were accounted for by including the Tu and Chen
models in this analysis (292). Spherical tips are used in these experiments to avoid the
destructive, nonlinear strains resulting from indentation of soft materials with sharp tips (288,
292), as Hertzian theory assumes linear, infinitesimal indentation. However, because sharp tips
provide higher contrast probing and imaging (377, 378), and forces of 10 nN to 30 nN applied at
1 to 20 m/s are required to penetrate erythrocyte membranes with standard sharp AFM tips
on cantilevers of 0.1 N/m (379), Rico et al. (377) have developed a contact model for blunted
pyramidal tips and used agarose gels and alveolar epithelial cells to assess the frequencydomain expansion, assuming an isotropic, homogeneous material so that

⁄[ (

)] and

taking the first two terms of the Taylor expansion (292) to give the complex shear modulus:
( )

( )
( )

(40)

where a0 is the contact radius at the operating indentation 0. The viscoelastic behavior of
agarose gels and epithelial cells are shown to be similar as evaluated using the loss tangent
derived from the pyramidal tip and spherical tip models. The loss tangent is the ratio of the loss
modulus to the storage modulus (G”/G’), and the values of the individual moduli are shown to
be higher when using the pyramidal tip model, indicating that a scaling factor can account for
the difference between the spherical and pyramidal indentation. In a similar, comparative
approach, reduced storage and loss moduli can be expressed in terms of a well-characterized
reference sample, thus avoiding the necessity of determination of the contact area (373, 380,
381). However, the point of contact must be determined accurately, e.g. following the
hierarchical Bayesian approach of Rudoy et al. (382), especially because the imaginary
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component of the oscillation response depends strongly on the relative contact and is
susceptible to large error from poor phase resolution (291).
The total measured response is the summation of the frequency-dependent oscillation
force and the drag force, which occurs because of hydrodynamic interactions between the
surrounding media and the cantilever (291). From fluid mechanics, hydrodynamic drag is known
to increase with proximity to rigid walls (383) and has been demonstrated during AFM cantilever
thermal noise analysis in liquid (384, 385), indicating drag forces are dependent on distance
during force-indentation measurements. Assuming a cantilever with an effective radius aeff
represented by a spherical body that is near a rigid wall in a Newtonian fluid with low Reynolds
number, the distance (h) dependent drag factor b(h) is defined as:
( )

(

(41)

)

where  is the viscosity of the media, and (h+heff) is the effective separation of the cantilever
from the sample surface (12). The corresponding drag force is

( ) , where v is the

⁄

, with sample indentation

relative velocity between the cantilever and surface,

, where d is the cantilever deflection and z is the piezo displacement. Expressing the
drag in the frequency domain by means of a mechanical transfer function allows for separation
of the drag into an in-phase, real component and an out-of-phase, imaginary component, each a
function of frequency. The separation and frequency dependencies of hydrodynamic drag on
triangular and rectangular AFM cantilevers have been investigated by Alcarez et al. (12). Before
measurements were performed, the piezoactuator phase lag was determined by performing a
frequency sweep while the tip was in contact with a hard surface in air, which resulted in a
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linear decrease from 1 Hz to 200 Hz (Fig. 1-26) and allowed for normalization of phase data to
the frequency-dependent phase shift of the piezoactuator (357).

Figure 1-26. Piezoactuator phase lag PZT (mean ± SD) obtained during a frequency sweep with the tip
in contact with a glass surface in air. The solid line is a least squares linear fitting. From (12).

The frequency-dependence of the hydrodynamic transfer function was measured at three tipsurface separations, showing nearly negligible frequency dependence for the real part and linear
increase of the imaginary part with increase in frequency (Fig. 1-27). Notably, the slope of the
linear fits increased as the tip approached the surface, indicating separation dependence of the
drag factor.
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Figure 1-27. Frequency-distance dependence in dynamic AFM. This graph shows real Hd(f) (hollow
symbols) and imaginary Hd(f) (filled symbols) components of a measured transfer function due to
viscous drag on a triangular-shaped cantilever in water over a range of oscillation frequencies. The
three sets of data correspond to three different tip-substrate distances h (0.25 (circle), 1.6 (square),
and 2.7 m (triangle)). The solid lines are least squares linear fittings to the recorded imaginary
2

components (r = 0.99). From (12).

The scaled spherical model fit the data obtained of triangular and rectangular
cantilevers approaching glass and mica substrates in water during oscillation of the substrate by
the piezoactuator, showing an increase in drag factor during approach (Fig. 1-28). Inclusion of
the scaling factor, the effective tip height heff, is justified because the predominant viscous
friction occurs at the cantilever-liquid interface, causing the relative hydrodynamic gap to be
located between the cantilever and surface (12). This scaling dispels divergence at h=0,
providing a route for extrapolation of the drag factor at h=0 from noncontact measurements
(357).
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Figure 1-28. The drag factor b(h) at different tip-substrate distances h for rectangular- (hollow
symbols) and triangular-shaped (filled symbols) cantilevers above glass (circles) and mica (triangles).
Solid lines are fittings of a scaled spherical model, as detailed in (12).

Contribution of the drag force to dynamic nanoindentation is non-negligible for relatively small
indentations of soft materials using sharp tips, especially because the complex force response
derived using the Hertz model has a square root dependence on indentation depth and probe
radius, and the drag force can be of the same order of magnitude as the oscillatory response
force (12).
The frequency dependence of the complex response of a soft material during dynamic
nanoindentation initially was examined thoroughly by Alcarez et al. (375). Using four-sided,
pyramidal tips to indent epithelial cells with loading forces of 0.1 nN to 0.9 nN and apply
sinusoidal oscillations of 50 nm magnitude with frequencies of 0.1 Hz to 100Hz, Alcarez et al.
showed that a power-law structural model described the frequency response, and cell culture
medium exhibited pure viscous behavior that caused overestimation of the imaginary shear
modulus at frequencies greater than 0.3 Hz. Based on the first term of the Taylor expansion of
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the Hertz model, the shear modulus is transformed to the frequency domain using the
correspondence principle (375, 386), which when corrected for hydrodynamic damping, gives
( )

*

( )
( )

( )+

(42)

When expressed with the power-law structural damping model (357, 375, 387-390), the
complex shear modulus is
( )
where
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⁄ ) is the hysteresivity or structural damping coefficient,  is the power law

exponent, G0 is a scale factor for the storage and loss moduli, 0 is a scale factor for frequency,
taken as 0 = 1 Hz for simplicity (375),  is the Newtonian viscous damping coefficient,  is the
gamma function, and the factor (

)

(

⁄ ) approaches unity for small values of .

Applicability of the power-law structural damping model is rooted in description of cell
mechanics using the soft-glassy material hypothesis (375, 388, 391, 392), which links
hysteresivity (the ratio of the dissipative to the elastic components of the complex shear
modulus) and the frequency-dependence of the complex modulus to structural disorder and
metastability within the cell. Metastability compares energy of stochastic forces to potentials of
weak confinement of structural elements, and therefore structural rearrangements are
probabilistic events, and the rigidity of the cell exhibits a weak power-law dependence on
frequency, provided stress relaxation is occurring over longer time scales and is less probable at
higher frequencies (357). This weak power-law behavior of both the loss and storage moduli
suggests frictional damping, as opposed to viscous damping which displays stronger frequency
dependence, and is exhibited by muscle tissue (393), muscle cells and (as shown by using
cytoskeletal agents (357)) cytoskeletal networks in muscle cells. This hierarchical hysteretic
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matching indicates that the shear modulus frequency spectrum should be continuous, and a
finite set of springs and dashpots describing a finite set of deformation frequencies cannot
completely model the soft-glassy rheology of the cells (357). However, a constitutive model has
been proposed (392). Much of the preceding also concerns only lower-frequency perturbations.
At high frequencies, the loss modulus for cells becomes linearly dependent on frequency and is
attributable to Newtonian viscosity of the cells (357). The mechanical condition of contact
present in these dynamic mechanical property measurements most resemble the contact
mechanics during PFM as discussed by Salehi-Khojin et al.(22, 394), wherein a Kelvin-Voigt
model for viscoelasticity is used in combination with electromechanical coupling to model tipsample interaction during PFM (Fig. 1-29).

Figure 1-29. Schematic of a mechanical equivalent circuit of PFM, considering viscoelastic resistance
of a material to tip movement in three directions – vertical, longitudinal and lateral. The
piezoresponse of the material is termed Ftip. From (22).
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Summary of Introduction
In summary, the functional role of piezoelectricity and of other modes of
electromechanical coupling across the hierarchical structures of biological materials garnered
interest many years ago. Many biological materials have been described as exhibiting
piezoelectric behavior, from wool fibers to wood planks and even to cells. The specific example
of the study of outer hair cells provides a robust framework towards modeling
electromechanical coupling in biological systems and understanding how it could transcend the
cellular level from the molecular level.
In pursuit of high-resolution measurements of such hierarchical electromechanical
coupling, scanning probe microscopy-based techniques are considered. Piezoresponse force
microscopy (PFM) becomes the specific focus of this work, and the nascent development of PFM
is reviewed through its first applications in liquid environments and with biological materials.
Beginning with our publication with Kalinin et al. (10), the contribution of mechanical properties
of soft materials to electromechanical image formation is recognized. In parallel development,
band excitation PFM (BEPFM) is introduced as having the capability to track contact resonance
frequencies and hence account for some mechanical contributions. Yet, reliable interpretation
of BEPFM data and results for soft materials awaits well-founded establishment.
The field of contact mechanics is relatively well-established and has been extended with
success for AFM applications. Quasistatic nanoindentation methods have been developed over
the previous twenty years to provide accurate determination of mechanical properties of
materials,

given

appropriate

conditions

are

met,

while

complementary

dynamic

nanoindentation methods more recently have been introduced, yet are more similar to the
dynamic nature and contact mechanics of PFM. If PFM and BEPFM are to be applied to soft,
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biological materials in liquid, then mechanical and electromechanical contributions to the
response must be separated. Comparisons to the established nanoindentation methods can
provide complementary mechanical properties of samples and insight into the nanomechanics
of PFM. Establishment of PFM as routine method for studying biological systems will require
performance in liquids, including culture media, demonstration of effectiveness over a
hierarchical range of scale and of promise of medical relevance, and delineation of image
formation mechanisms with constitutive relations to physical properties of samples.
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CHAPTER TWO
RESEARCH AIMS
Overview
Mechanical and electromechanical characterization of biological materials is important
for materials and medical applications. Medically, in vitro testing of cells is a first, bench-top
step in many biocompatibility tests, is useful for developing drug and gene therapies and is
crucial for tissue engineering. Advantages of using AFM include subcellular resolution of living
cells in liquids, especially for single adherent cells which cannot be mechanically probed by laser
trapping methods, yet cantilever-based substrate deformation approaches can still be utilized
for whole-cell mechanical resolution(395). Although only surfaces are directly probed by AFM,
this can be overcome by combining AFM with appropriate optical methods, thus complementing
each other(396),(397). That being addressed, AFM still has not yet matured to its ultimate
potential in the medical field. Its future should lie in statistically-robust studies of subcellular
mechanics of large cell populations. The work proposed herein investigates one approach
towards this goal by the novel application of BEPFM to biological systems, pushing the limits for
faster, more accurate and informative mechanical characterization. Coupled with optical
methods, this should result in accurate spatiotemporal resolution of dynamic processes of cells.
The proposed specific aims will guide the investigation into whether PFM is a feasible
characterization method of mechanical and electromechanical properties of biological materials
in physiologically-relevant environments. The first specific aim will establish the performance
limits of BEPFM in liquid, test its lower resolution limit on nanoscale protein fibers that should
not exhibit piezoelectricity overall, and begin to consider the contribution of mechanical
properties to the resulting electromechanical images. The second specific aim will invoke BEPFM
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as a technique for functional recognition imaging of different types of bacteria and then will
focus on the performance of BEPFM in electrolyte solutions. The third specific aim will involve
traditional force-distance measurements for determination of mechanical properties of living
cells (and neurites), in preparation for comparison to BEPFM results, and which work towards a
new method for investigation of mechanobiology and of physiological origins of neuronal
diseases. Having accomplished these specific aims, BEPFM could be poised for automated
recognition of mammalian cell phenotypes in culture media based on discriminating,
quantitated, mechanical properties of each cell in a population, or other future directions will be
clearer.
Specific Aim 1: Investigate electromechanical coupling associated with protein fibers
adsorbed onto mica and in liquid
PFM of amyloid fibers serves as a preparation step in understanding electromechanical
coupling in live biological systems such as bacteria and cells. Specifically, the fibers are to be
considered as a model soft system to study electromechanical coupling in liquid environment, as
they should exhibit a shear piezoresponse and not a d33 piezoreponse, which is typically
measured by uni-directional, vertical PFM(398). In all single-frequency PFM studies to date,
electromechanical response could not be unambiguously deconvoluted from the electrostatic
interactions and contrast variations due to response variations in frequency dispersion of
cantilever transfer function (i.e., cross-talk(399)). In Chapter Three, by using BEPFM(16) we are
able to measure electromechanical response of amyloid fibrils on mica in water, and using a
double layer coupling model for electromechanical response, correlate the response with the
mechanical properties of the fibrils, showing that the Young’s modulus of the material is the
main parameter that determines the magnitude of electromechanical coupling.
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Specific Aim 2: Discriminate different types of cells based on electromechanical imaging data
Quick, reliable identification of single cells within a population based on functional
properties (especially if in situ) would create a new diagnostic method and allow for adequate
statistical analyses of populations of cells. Currently, groups of cells are identified using genetic,
proteomic, metabolic, morphological, ultrastructural or mechanical criteria. For many years,
optical and electron microscopies provided identification of single cells based on morphology
and ultrastructure. In some instances, newer identification approaches have been scaled down
for single cells, e.g., adherent, single cancer cells are stiffer than normal cells(400-402), and
nuclear and cytosolic molecules can be extracted from single cells(403). Perhaps the most
relevant study was by Darling and Guilak(404), who used artificial neural networks (ANNs),
specifically Kohonen’s self-organizing feature maps approach, to successfully classify various
types of cells based on mechanical properties acquired by AFM. The experimental data for this
study was from previous publications by this group and included cell elasticities extracted by a
Hertzian model from force-distance measurements, as well as viscoelasticities calculated from
stress-relaxation data. Although this functional recognition approach resulted in moderate
success, the authors noted further improvements were needed for feasibility – namely, highthroughput testing of mechanical properties of single cells, as measurements and sampling of
material from single cells remains cumbersome.
BEPFM performed continuously in contact (line mode) operates at the same speeds as
normal contact-mode AFM, which is typically four to ten times faster than force volume
mapping. Although BEPFM simultaneously measures piezoresponses and mechanical properties
of one-dimensional systems, larger three-dimensional features can still be problematic. In
Chapter Four, we apply BEPFM to living cells and establish it for functional recognition imaging,
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using bacterial cells as simple model cells imaged in deionized water and identified based on
differences in electromechanical properties using ANNs. In Chapter Five, functional fitting of the
BEPFM spectra in deionized water and in electrolyte solutions is performed to understand the
underlying physical mechanism responsible for image formation and subsequent recognition.
Differences in BEPFM responses in electrolyte solution are shown between live bacteria and
bacteria of the same type killed by ethanol.
Specific Aim 3: Determine mechanical properties of mammalian cells
Mechanical properties of cells are associated with pathophysiological changes in many
diseases, from cancer(400),(405) to cardiovascular disorders(358). Taking center stage in this
cellular mechanobiology is cytoskeletal dynamics(274),(406). Studies of cell models of diseased
neurons also implicate that the cytoskeleton of neurons is important in cognitive
development(407),(408) and in injury response(409). Using rat pheochromacytoma PC12 cells
transfected with (pro)renin receptor ((P)RR) and that have undergone neuronal differentiation
upon exposure to nerve growth factor (NGF) as models of diseased neurons associated with Xlinked mental retardation and epilepsy, Contrepas et al.(407) have shown that (P)RR was
redistributed from the endoplasmic reticulum to neurites in the wild types, but not in the cells
transfected with mutated (P)RR. Furthermore, they have observed that cells transfected with
mutated (P)RR grow shorter neurite extensions than cells with wild type (P)RR. Here, it is
hypothesized that the cytoskeleton is responsible for redistribution of (P)RR in neurites, and that
the shorter neurites associated with mutated (P)RR result from dense, haphazard cytoskeletal
organization and are mechanically stiffer. Successful measurement and determination of this
phenomenon will progress basic neuroscience and give insight into possible routes of treatment.
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Traditional AFM methods such as force-distance curves have been established for
mechanobiology research, but these methods are too cumbersome to build the large data sets
needed for accurate statistics on cell populations(402, 410),(404). This requires a novel, fastscanning AFM technique that provides reliable information on mechanical properties of soft
materials. To apply BEPFM to measurement of electromechanical and mechanical properties of
mammalian cells, in Chapter Six, we begin comparison of the results from force-distance curves
and from BEPFM for the physical properties of cells and neurites, and an example of BEPFM
performance in serum media is shown.
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CHAPTER THREE
BAND EXCITATION PIEZORESPONSE FORCE MICROSCOPY OF ONE-DIMENSIONAL PROTEIN
CONSTRUCT SYSTEMS
Abstract
Establishing a method for performing electromechanical measurements in liquid
environments is necessary for further understanding of the mechanisms of action of
biomolecular systems. Here, electromechanical coupling associated with amyloid fibers adhered
to a flat surface is investigated using band excitation piezoresponse force microscopy (BEPFM) in
water. An approach is derived to account for contributions of relative mechanical properties to
the electromechanical data based on both functional fits with a damped harmonic oscillator
(DHO) model and multivariate statistical analysis, specifically principal component analysis
(PCA). It is found that most of the electromechanical response measured is attributable to
double layer effects and the surfaces of the fibers and mica themselves, as expected because
biomolecules should only exhibit a shear piezoresponse. However, some electromechanically
active “hot spots,” speculatively arising from structural defects (e.g., packing disorders), are
present in the amyloid fibers. Most importantly, the relative elasticity between the amyloid fiber
and underlying mica correlates to the relative electromechanical response.

The relative contributions of several collaborators to this work are detailed in Chapter Three
Acknowledgments. Reproduced in part with permission from ACS Nano, 4(2), 689-698. DOI:
10.1021/nn901127k. Copyright 2010 American Chemical Society. Copyright license is shown in
Appendix Four.
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Introduction
Technology is moving towards development and implementation of systems operating
at the nanoscale (411-414), with electrically-driven systems offering the most promise because
of quick and sensitive controls. Examples of such systems include molecular electromechanical
machines, including artificial muscles (412, 413). Although the roles of electromechanical
coupling in the mechanism of conformational shifts of molecules and during redox processes are
well-known, experimental studies of these mechanisms have been limited until now. To perform
such experiments in a biologically-relevant context, three requirements must be met, including
(a) a consistent electrical contact to the molecular system, (b) accurate detection of
electromechanical displacements, and (c) imaging in liquid. Here, we investigate PFM in order to
address these demands.
In the past decade, significant progress in understanding of electromechanical coupling
on the nanoscale has been achieved with the development of piezoresponse force microscopy
(PFM) (415). Utilizing the intrinsic coupling between the electromechanical response of material
and polarization order parameter, PFM has been used to image ferroelectric domain structures
down to ca. 3-10 nm resolution (416-419), study the mechanisms for domain nucleation and
growth (420), and probe the mesoscopic mechanism for wall-defect interactions (421) and
defect-mediated nucleation (208, 422). Recently PFM imaging of biological systems in ambient
environment, including calcified tissues with ~sub 10 nm resolution has been demonstrated
(423). In parallel, PFM imaging (417) and switching (424) of ferroelectrics in liquids has been
demonstrated. Until this publication (425), electromechanical imaging of soft, biological systems
in liquid has been rendered impossible because of the much lower electromechanical response
of biological materials (1-3 pm/V, as compared to 10-1000 pm/V for perovskites) in combination
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with (a) lessened sensitivity of PFM in liquid resulting from viscous damping and added mass
effects and (b) limitation on voltage amplitudes to ≤ 10 Vpp have until now made the
electromechanical imaging of biological and biomolecular systems in liquids impossible.
Here we report the measurements of electromechanical coupling in a prototypical
biomolecular system – amyloid fibrils. Previously, the mechanical properties of fibrils (426-431)
and their internal structure (432, 433) have been studied in order to elucidate the mechanisms
of their formation and their role in amyloidosis (434, 435), diabetes (436-438), and Alzheimer’s
Disease (439, 440). In this work, we studied amyloid fibrils as a preparation step in
understanding electromechanical coupling in live biological systems such as bacteria and cells.
Specifically, we use the fibrils as a model soft system to study electromechanical coupling in
liquid environment. In all studies to date, electromechanical response could not be
unambiguously deconvoluted from the electrostatic interactions and contrast variations
because of topographic cross-talk (441)). Here we use the band excitation PFM (BE-PFM) (442)
technique to measure the electromechanical response of amyloid fibrils on mica and correlate it
with the mechanical properties of the fibrils. We show that the mechanical properties of the
fibril and the electrical double layer at the fibril - water interface is responsible for the
electromechanical response. However, a number of “hot-spots” corresponding to regions with
enhanced electromechanical activity can be observed.
Results and discussion
Electromechanical imaging in ambient and liquid environments
The insulin amyloid fibrils were prepared using common protocols (426) as described in
the Materials and Methods section. Electromechanical response was probed using
piezoresponse force microscopy (PFM). In single frequency PFM, an oscillatory bias Vtip =
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V0∙sin(t) is applied to the probe, and the electromechanical response is detected as a first
harmonic of the bias-induced tip displacement (441). As a logical extension of single frequency
PFM, band excitation PFM utilizes the electrical excitation performed using a broad band
excitation signal containing multiple excitation frequencies, and the corresponding mechanical
response is measured over the same frequency band as the excitation signal (442, 443). Both of
these techniques were used to characterize the electromechanical coupling in amyloid fibrils.
Single frequency experiments
Spatially-resolved mechanical response of amyloid fibrils to electrical excitation in air
and in water are compared in Figure 3-1. The width of the fibrils was found to be approximately
the same in air and water, while the height illustrated a profound change from ~12 nm in water
to ~ 3 nm in air. There are several possible reasons for this discrepancy, including dehydration of
the fibrils in air and mechanical deformation of the fibril resulting from the larger tip-surface
and fibril-surface adhesion forces experienced during imaging in air. The minimum tip – sample
force for imaging in air is ~ 100 nN because of the capillary forces between the tip and the
surface. Imaging in a liquid environment allows for better control of the tip – sample force. We
used a 0.15 nN tip – sample force for our liquid measurements. The difference in indentation
force in air and liquid is most likely responsible for the change in height. The indentation depth
on amyloid fibrils in air is about 20 nm, whereas in liquid it is only 0.25 nm (see Table 3-1), thus,
the amyloid fibril should appear several tens of nanometers lower when imaged in air compared
to when imaged in liquid. The differences in amplitude and in phase of the PFM signal between
the fibril and the substrate is clearly visible both in ambient and in liquid environments. In
ambient conditions (Figure 1a-c), amplitude and phase of the PFM images show non-uniform
contrast. The amplitude is larger on the left side of the fibril compared to the right side, and the
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phase is smaller on the right side of the fibril. Nikiforov and Guo came up with at least two
possible explanations for this behavior: the electromechanical properties of the fibril are nonuniform (in which the left side exhibits a higher electromechanical response), or the error of the
microscope’s feedback and surface tracking increases when the tip approaches the boundary
between substrate and fibril. Experiments in liquid (Fig. 3-1f,g) do not show such non-uniformity
of electromechanical response, indicating that left and right sides of the fibrils have similar
electromechanical properties. In our experiments the tip approached the fibril from the left side
(the scanning was done from left to right) leading to the increase in the microscope’s feedback
error on the left side of the fibril. Thus, it is logical to conclude that the feedback error of the
microscope along with other sources of errors make a significant contribution to the contrast in
Figure 3-1b,c. In liquid the tip also scanned the area from left to right, and in this case the
contrast in the amplitude and phase of PFM is similar on the left and right sides of the amyloid
fiber, indicating that the contribution of the feedback error to the image is rather small. The
almost three orders of magnitude decrease in tip indentation force for measurements in liquid
compared to ambient measurements is most likely responsible for this difference. PFM
amplitude and phase show structural features within the fiber (Fig. 3-1f,g). Comparison of the
images of the fibril’s topography and PFM amplitude and phase (Fig. 3-1d-f) indicates that
changes in electromechanical contrast follow the changes in fibril height. It is important to
remember that PFM signal in is a convolution of several factors, most notably the
electromechanical properties of the sample, electrostatic coupling between tip and the surface,
contact mechanics of tip-surface junction and cantilever mechanics (244, 444, 445).
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Figure 3-1. Single frequency PFM of amyloid fiber in air and water. Spatially resolved measurements of
electromechanical coupling between tip and amyloid-on-mica using single frequency PFM technique.
Topography of the amyloid-on-mica sample measured by atomic force microscopy in air (a) and in
water (d). Amplitude (b, e) and phase (c, f) of the mechanical signal excited by the AC electrical
voltage applied to the tip measured in air (b, c) and water (e, f). All image sizes are 300 nm x 300 nm.
Line profiles of the topography, amplitude, and phase images, as marked in air (g) and in water (h).
The green box shows the area where broadband electromechanical response presented on Figure 34b-d was measured. (Figure prepared by Reukov and Thompson.)

The dependence of single frequency piezoresponse as a function of the ac amplitude of
tip voltage is shown for the mica and amyloid fiber measured in air (Figure 3-2a) and in liquid
(Figure 3-2b). There are two mechanisms resulting in the linear dependence of the
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piezoresponse as a function of the ac amplitude of tip voltage: electromechanical properties of
the sample and electrostatic coupling between tip and the surface (446). In liquid, electrostatic
coupling should be screened at distances larger than the Debye length (~10 nm in water with pH
7 if no electrolytes are present; however, in reality a small amount of ions will remain associated
with the fibrils during the washing steps); the fact that similar behavior of piezoresponse is
observed in liquid and in air suggests that the main part of the piezoresponse signal comes from
the electromechanical properties of the sample.

Figure 3-2. The strength of the single requency PFM response as a function of the amplitude of tip
voltage in air (a) and in liquid (b). Solid lines correspond to the PFM amplitudes on mica and dotted
ones correspond to amyloid fiber.

In our experiments we measure the mechanical response of the tip coupled to the
surface. This system has large frequency dispersion with several apparent resonance
frequencies, quality factors for these frequencies, etc. Mechanical resonances of the tip –
surface system are determined by electromechanical properties of the sample (amyloid), tip –
surface contact properties and cantilever probe properties. All the factors listed above
contribute to the PFM signal, and single frequency measurements do not provide enough
information to determine the relative contributions to PFM contrast. To establish the origins of
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the PFM contrast in an amyloid fibril, we have used the BEPFM as described below. BEPFM
allows us to probe the frequency dependence of the electromechanical response and, thus, to
characterize the tip – surface contact resonance with much greater speed and detail than single
frequency measurements.
Band excitation PFM as a method for elimination of topographical cross-talk in
electromechanical coupling measurements
The main source of the ambiguity in electromechanical measurements is the change in
elastic properties between the fibril and mica, which results in the variation of tip – surface
spring constant and hence in the effective resonant frequency. For single frequency PFM, the
amplitude of the response is a convolution of the electromechanical coupling signal and the
error signal from the shift of the contact resonance spectrum. In order to deconvolute an
electromechanical signal from a signal arising from the changes in contact resonance
parameters, the whole frequency spectrum needs to be collected instead of single frequency
data.
Mechanical response of the amyloid-on-mica sample in a frequency range around tip –
surface contact resonance (50 – 280 kHz) was collected using the band excitation method. The
mechanical resonance was excited by a broad band (50 – 280 kHz) electrical signal of constant
amplitude of 10V (Materials and Methods). Figure 3a shows the electromechanical response of
amyloid fibrils on mica. This response has a complicated structure with several resonance peaks
that can be analyzed using statistical methods (447) or functional fits.
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Figure 3-3. (a) Maps showing the spatial variations in magnitude of PCA components 1 through 6; (b)
eigenvectors for PCA components 1 (black), 2 (red), 3 (blue); (c) eigenvectors for PCA components 4
(black), 5 (red), 6 (blue); (d) logarithm of the first 10 eigenvalues; (e) Amplitude spectra extracted
from 5 “hot-spots” (red dots, solid red line is average response) and 5 points adjacent to them (black
dots, solid black line is average response). (Prepared by Nikiforov.)

Multivariate statistical analysis of BE data
BEPFM results in acquisition of windowed amplitude- and phase-frequency response
spectra at individual voxels on the sample surface. When performing BEPFM in liquid, we
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observe spectra responses in the 50 kHz to 300 kHz range containing multiple response peaks
attributable to both intrinsic material responses and nonidealities in the transfer functions of
the cantilever and the tip holder. As such nonidealities could appear as artifacts when relying
solely upon interpretation of the data with functional models such as DHO, our collaborators
Nikiforov and Jesse have analyzed BEPFM spectra using principal component analysis (PCA).
Details of this analytical approach are given in references (448, 449). Basically, the entire image
made of N x M voxels is considered, with each voxel thus having an assigned position i = 1, ..., N ·
M in the image. Each voxel contains spectra with the same number of points P. Therefore, the
response as a function of discrete frequencies j for a particular voxel can be represented by a
linear superposition of eigenvectors wk() as
(

(

)

) are position-dependent expansion coefficients, and

(

) (Eq. 44), where
( )

(

) is the

image at a selected time. Representing the image data in matrix format as Aij = PRi(j), the
orthogonal eigenvectors and corresponding eigenvalues k are determined by the covariance
matrix, C = AAT. The ten largest of the eigenvalues, the magnitudes of which correspond to
variance of the data, are stored in descending order.
Maps of the first six PCA components of the BEPFM data Is presented in Figure 3-3a,
along with corresponding eigenvectors in Figures 3-3b,c and eigenvalues in Figure 3-3d. The first
three PCA components reveal the highest contrast between the fibril and underlying mica and
the strongest contrast within the features. The PCA 1 map exhibits little detail within the fibril
and mica, whereas the PCA 2 map shows evident detail in the fibril and mica surfaces. Despite
limited contrast and detail in the PCA 3 map, it reveals a number of “hot spots” within the fibril
that are also observed in the PCA 4 map. The PCA 5 map has no recognizable features, and
finally, the PCA 6 map shows the sloping drift in the piezoresponse data from the top left to
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bottom right corner, which suggests changes in either the materials or transfer functions.
Plotting the k(k) dependence in Figure 3-3d shows that the first four PCA components contain
most of the significant information of the data set, confirming that maps 1-4 show important
information, which appears true for map 6 also.
The PCA approach provides a purely mathematical, physically-independent check for
equivalent physical models such as DHO. PCA can be used to approximately interpret data based
on qualitative comparison of the shape of frequency spectra of the eigenvectors to a simple
physical model. For example, the PCA 1 map demonstrates a similar eigenvector spectrum to
the overall average amplitude-frequency spectrum for the data, indicating that PCA 1 map
represents the general difference in response between the fibril and mica. The PCA 2 and 3
maps have eigenvector spectra apparently derivative of the first eigenvector spectra, and thus
may be interpreted as maps of the resonance frequency shifts associated with variation in the
stiffness within the features. The fifth eigenvector spectrum is noisy like the image, and the sixth
shows the drift in the resonance frequency, speculatively arising from changes in the condition
of the tip coating and hydrodynamic damping. Notably, the PCA 3 and 4 maps indicate the
existence of “hot spots,” for which the corresponding amplitude-frequency spectra within those
spatial locations have been averaged and shown in Figure 3-3e, revealing distinct spectral
features and increased amplitude relative to averaged spectra of adjacent voxels.
Functional fitting
To quantify the BE data, we use a damped harmonic oscillator (DHO) model, which
provides a reasonable fit for each of the resonance peaks and a clear physical meaning of all
parameters calculated from the spectra. PCA of the data (for the protocol see ref. (447))
suggests the system has three linearly independent variables because the first three PCA
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components contain ~90% of the significant information of the data set; this is the same as the
number of variables a DHO has. The DHO model (Eq. 45) describes the movement of an object
with mass m at the end of a system of a spring and a damper connected in parallel as a function
of time after the object was displaced from the equilibrium position:

d 2x
dx
 2 0
 02 x  0
2
dt
dt

(45),

where m is the mass of the object, x is the displacement of the mass, t is time, 0 is the angular
resonance frequency ( 0  k / m ),  is the damping ratio (  =c/2m0), k is stiffness of the
spring, and c is mechanical losses in the system (damping coefficient). In BEPFM the driving
electrical band of frequencies is chosen to be around the mechanical resonance of the tip –
surface system. Thus, the amplitude and phase spectra as a function of frequency provide
characteristic parameters, such as resonance amplitude, resonance frequency and quality factor
of the tip – surface resonance peak. Such an experimental set-up and analysis technique allows
us to measure parameters of the electromechanical coupling between the tip and the sample.
Again, it is noted that the DHO model has three independent parameters, which is similarly
estimated by PCA for this data set, as indicated by strong variability in the PCA 1 – 3 maps, with
exception of the PCA 4 map also containing “hot spot” regions.
The resonance frequency of the tip – sample contact is proportional to the contact
stiffness, which in turn is related to the Young’s modulus and the contact area (Eq. 46)

k 2  2aY

(46)

where k2 is the contact stiffness, a is the area of the contact, and Y is the Young’s modulus of the
material.
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In this description, the resonance amplitude of the electromechanical coupling is a
measure of electromechanical coupling free from topographical artifacts because the changes in
contact stiffness are compensated by the resonance frequency tracking. (However, in Chapter 5,
a tip shape convolution effect is observed when bacteria of considerably larger heights of 100s
of nanometers are encountered, causing the sides of the tip to interact with the sample.) Quality
factor is the measure of energy dissipation during the conversion of electrical energy into
mechanical energy. Finally, resonance frequency is a measure of the local elastic properties of
the material.

Spatially-resolved measurements of resonance frequency determined via a

functional fit of each spectrum with a single DHO (Fig. 3-4c) show that the resonance frequency
of tip-surface contact varies over a wide range (~15 kHz) within the amyloid fibril, whereas the
amplitudes of piezoelectric responses of the amyloid fibril is almost constant (Figure 3-4b).
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Figure 3-4. Maps of SHO fits of BEPFM data from an amyloid fiber in water. (a) Examples of the broad
frequency electromechanical response (red is typical spectrum of mica, black is typical spectrum for
amyloid fiber). Blue lines are the fit of the spectrum using damped harmonic oscillator model.
Spatially resolved maps of the amplitude (b), resonance frequency (c), and quality factor (d) of
electromechanical response calculated as damped harmonic oscillator fit of the frequency spectra.

The experimental results show that tip – mica and tip – amyloid contacts have
resonance frequencies and quality factors of 195 kHz and 4.9, and 185 kHz and 4.4, respectively.
Such a small difference in quality factor (less than 15%) between the amyloid fibril and the mica
suggests that the mechanism for electromechanical coupling is the same for these two
materials. Under the experimental conditions the change in quality factor alone cannot explain
the change in resonance frequency (in the DHO model the resonance frequency and the quality
factor are connected by the equation f res  f 0 1  1 Q 2 ), thus, the change in contact stiffness
definitely affects the resonance frequency.
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In Table 3-1 Nikiforov used the Hertzian model of the tip-surface contact with a tip
radius of 40 nm, Poisson ratio of 0.3 for mica and amyloid, and indentation forces of 100 nN
(ambient) and 0.15 nN (liquid) to estimate the indentation depth, contact radius and contact
stiffness for measurements in ambient and liquid environments. The simple Hertzian model
possesses the least amount of free parameters for contact mechanics, and all parameters used
approximate those used experimentally. The larger indentation in air compared to liquid
explains the difference in measured fibrils heights. The disparity in Young’s modulus and contact
stiffness between amyloid and mica causes the difference in their contact resonance
frequencies.
Table 3-1. Mechanical and electrical properties of the fibril and mica (450) and estimated
parameters of the contact of the tip with the surface. (Prepared by Nikiforov.)
Air

Water

( Findentation = 100 nN )

( Findentation = 0.15 nN )

Amyloid

Mica

Amyloid

Mica

Young’s modulus

160 MPa

150 GPa

160 MPa

150 GPa

Indentation depth (Hertzian model)

19 nm

0.20 nm

0.25 nm

0.0026 nm

Contact radius (Hertzian model)

28 nm

2.8 nm

3.2 nm

0.32 nm

Contact stiffness (Hertzian model)

3 N/m

29 N/m

1.0 N/m

9.8 N/m

Dielectric function

~2

7

~2

7

The nature of electromechanical coupling in amyloid – mica system
In collaboration, Nikiforov performed analysis of the amyloid-on-mica system in liquid
using a physically-based, double layer model. Neither centrosymmetric mica nor amyloid fibers
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with ideal fibril orientation are expected to demonstrate an intrinsic vertical piezoresponse. In
amyloid fibrils, as in other biomolecular systems, the shear piezoeffect is expected (205).
Therefore, defects, structural irregularities, and associated surface electromechanical responses
may be observed as having non-zero signals (33). Thus, reproducibly observed responses from
between the metal-coated tip and amyloid-and-mica surface may involve (i) double layer
coupling and (ii) dipole reorientation. The exact equation for the double layer coupling (451)
model for electromechanical response d33 (the vertical piezoelectric response, perpendicular to
the sample surface) can be adopted from models of the electromechanical response of electret
films (452, 453) with one layer of charges on the surface of the sample (Figure 3-5):

d33 ( sample) 

 sample water hsample  hDL hsamplehDL sample
2
Ysample waterhsample   samplehDL 

.

(47)

Here  is the permittivity of the solid material, hsample is the thickness of sample, hDL is the
thicknesses of double layer,  is the charge density of the double layer, and Y is the Young’s
modulus of the solid.
Relationship between measured parameters and parameters of the model
Experimentally, BEPFM amplitude data are proportional to d33 yet do not represent
absolute values of d33, which are difficult to quantify (190). However, relative changes in d33 as
measured using BEPFM with one particular tip and on one sample are accurate. Thus, the ratio
of d33(amyloid) to d33(mica) can be calculated from BEPFM amplitude data (Figure 3-6a). This
ratio [d33(amyloid)/d33(mica)] can also be calculated using Eq. (48):

d 33 (amyloid )  amyloid amyloid  water hS   mica hDL  Ymica

d 33 (mica )
 mica  mica  water hS   amyloid hDL 2 Yamyloid
2
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(48).

Assuming that sample thickness >> double layer thickness, Eq. (48) can be simplified assuming
the hS   limit (Eq. 49):

d 33 (amyloid )  amyloid amyloid Ymica

d 33 (mica )
 mica  mica Yamyloid

(49)
.

The relative Young’s modulus of the material can be calculated from the measured
resonance frequency as Jesse et al. have already shown (454). Contact resonances are related to
contact stiffness given:


k 
i
f res
 1  bi 1  f 0 BOUND
k2 


(50)

where fres is the resonance frequency of the tip – surface contact, i is the order of the resonance,
f0BOUND is the resonance frequency of the tip in contact with infinitely stiff surface (this
parameter depends only on the cantilever), k1 is the spring constant of the cantilever, and k2 is
the contact stiffness. Using the numerical analysis of contact resonance given in reference (443),
the coefficients for the first five contact resonances were calculated to be: b1 = 7.7, b2 = 36.5, b3
= 80.4, b4 = 144.9, b5 = 230.8 ….

Figure 3-5. Schematic of the double layer model. (Prepared by Nikiforov).
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Contact stiffness of the material probed by the tip in the first approximation is related to
the Young’s modulus and contact area as k2  2aY , where a is the radius of the contact. Thus,
the Young’s modulus as a function of resonance frequency becomes:

Y

bi k1  

f 0 BOUND 


2a  f 0 BOUND  f res 

(51)

Substituting Eq. (51) into Eq. (49) we obtain:

d33 (amyloid )  amyloid amyloid amica  f 0 BOUND  f mica 

d33 (mica )
 mica mica aamyloid  f 0 BOUND  f amyloid 

(52)

Equation (52) provides a functional relationship between electromechanical response and
material stiffness assuming a double layer-mediated electromechanical response in the system.
In this case, the double layer is the amyloid fibril and its associated charges adsorbed onto the
mica. To test the extent to which the relative elasticity contributes to the electromechanical
response, maps of the ratio d33(amyloid)/d33(mica) from the resonance amplitude (left side of
Eq. (52)) and the resonance frequency (right side of Eq. (52)) of the electromechanical response
are calculated in the following section.
Modeling electromechanical contrast image
Nikiforov created Figure 3-6a by dividing the spatially resolved values of
electromechanical amplitude (Fig. 3-4b) by the average value of electromechanical amplitude of
mica (~ 150 V). Modeling of the electromechanical coupling ratio from resonance frequency
(Fig. 3-6b) was done as follows:
1. A mask of the image was made to distinguish between mica (blue) and the amyloid fiber
(red) (Figure 3-6c).
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2. The ratio of electromechanical coupling coefficients on the mica area was calculated
according to Eq. (53):

 f imageaverage 
f
d33

  0 BOUND
d33 (mica )( x, y)  f 0 BOUND  f mica ( x, y) 

(53),

where f0BOUND is the fitting parameter, and fimageaverage is the average resonance frequency of
the image (f0BOUND = 278 kHz, fimageaverage = 195.5 kHz).
3. The ratio of coefficients on the amyloid fiber was calculated according to Eq. (54):

d 33 (amyloid )( x, y )  f 0 BOUND  f amyloid ( x, y ) 

 f

d 33 (mica )
 0 BOUND  f imageaverage 

(54).

where f0BOUND is the fitting parameter, and fimageaverage is the average resonance frequency of
the image (f0BOUND = 278 kHz, fimageaverage = 195.5 kHz). The values for fmica and famyloid are taken
from Figure 3-2c; f0BOUND was adjusted to minimize the difference between the modeled
image and the experimental map.
Quality of the fit was evaluated by a spatially resolved difference map (Figure 3-6d). The
fitting error is less than ±15%, and little contrast on the difference map is apparent. Therefore,
the relative Young’s modulus of the amyloid fiber on mica explains most of the difference in
electromechanical response between the fiber and mica and validates use of a double layer
model for this system.
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Figure 3-6. Double layer model fit to BEPFM data. (a) Experimentally measured ratio of d33 to
d33(mica). (b) Modeled ratio of d33 to d33(mica) assuming double layer coupling model. (c) The
attribution of mica and amyloid fiber on the image. (d) The difference map between modeled and
experimentally measured ratios. (Prepared by Nikiforov.)

It is imperative to point out a number of "hot spots" of high electromechanical activity
in Figure 3-6d. Several adjacent voxels exhibit correlated “hot spots,” implying that these
responses cannot be caused entirely by noise. Also, the locations of these “hot spots” correlate
well with topographic inhomogeneities. Because amyloid fibers should exhibit predominantly
shear piezoelectric coupling, it is possible that disruption of fibril structure and fiber packing
explain such regions of high electromechanical response.
Conclusions
In this work we unraveled an origin of the electromechanical coupling observed on mica
and amyloid fibers. The use of BEPFM allows for reliable study of electromechanical coupling in
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amyloid fibers. Also, this methodology is directly transferrable to molecular systems, molecular
assemblies and biological systems, which are crucial parts of nanorobot devices for minimally
invasive surgeries (455, 456), monitoring of body functions (457, 458), etc. The
electromechanical response of the double layer is responsible for this effect, and the Young’s
modulus of the material is the main parameter that determines the magnitude of
electromechanical coupling. The double layer effect on electromechanical coupling extends to
other soft materials, such as polymer brushes, etc., and may be found at the heart of
electrophysiology and molecular electromechanics.
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Materials and methods
Sample preparation
For amyloid fibril samples, bovine insulin (Sigma-Aldrich #I5500) was reconstituted to 5
mg/ml in 10 mM HCl (426). This solution was incubated at 80 °C for 48 h. The fibril suspension
was diluted to 0.5 mg/ml protein and was purified by 15 centrifugations at 3000g for 1 minute
each to remove smaller aggregates. 10 μl of a 0.05 mg/ml suspension was adsorbed onto freshly
cleaved mica (EMS #71851-05) at room temperature for 1.5 minutes, followed by washing with
copious amounts of Millipore water. Imaging was performed in air or in 1 mL Millipore water in
a static fluid cell. Additional water was added as needed to compensate for evaporation.
Instrumentation for the measurements of electromechanical coupling
Single frequency experiments
Electromechanical coupling on amyloid and mica was measured using Asylum Research
(Santa Barbara, CA) MFP3D Atomic Force Microscope (AFM). External function generator (SR
DS345) was used to bias the tip with ac bias of 10 V amplitude and single frequency from 100 –
200 kHz range. For each experiment a single frequency in the 100 – 200 kHz range was chosen
to maximize the amplitude of mechanical response. The amplitude of mechanical response was
measured by feeding vertical deflection signal from photodetector of the microscope into lockin amplifier (SR844 RF). Au coated tip (Olympus, RC800PB) with stiffness ~0.06 N/m and
resonance frequency of 17 kHz was used for the experiments. The cantilever had a spring board
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shape with 20 µm width, 200 µm length and 0.8 µm thickness. The experiment was an exact
replica of PFM experiments done in air; reference

(442) provides more details on the

experiment configuration.
Band excitation experiments
PFM and Band Excitation (442) PFM was implemented on an Asylum Research (Santa
Barbara, CA) MFP3D Atomic Force Microscope (AFM) and an in-house developed
MatLab/LabView data acquisition and control system. A voltage excitation band spanning
approximately 50 – 280 kHz (increasing chirp) with amplitude of 10 V was applied to the
microscope tip. The mechanical response of the system was recorded by measuring and digitally
storing the motion of the tip, taking the Fourier transform of the response. The amplitude,
resonance frequency, and quality factor were extracted using a damped harmonic oscillator
model at regular intervals during the tip biasing process. Au coated tip (Olympus, RC800PB) with
stiffness ~0.06 N/m and resonance frequency of 17 kHz was used for the experiments. The
cantilever had a spring board shape with 20 µm width, 200 µm length and 0.8 µm thickness.
Mechanical properties inherent to the amyloid fiber system in an aqueous environment
were obtained using band excitation piezoresponse force microscopy. Extension of BEPFM to
three-dimensional, living systems could allow separation of the topographical and viscoelastic
contributions to the piezoresponse signal. Bacteria were chosen as model cells because of their
general robustness, their viability in non- or low-electrolyte solutions (i.e., distilled water), and
two well-recognized classifications based on Gram staining that reflect differences in cell wall
composition and structure that impart well-characterized differences in mechanical properties.
Identification of bacteria could be based on these different mechanical properties, as measured
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by BEPFM and analyzed using artificial neural networks that check against readily-observed
morphological distinctions.
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CHAPTER FOUR
FUNCTIONAL RECOGNITION IMAGING FOR IDENTIFICATION OF LIVING BACTERIA UTILIZING
BAND-EXCITATION PIEZORESPONSE FORCE MICROSCOPY AND ARTIFICIAL NEURAL NETWORKS
Abstract
Functional recognition imaging based on scanning probe microscopy (SPM) and
performed via artificial neural network identification is demonstrated. This technique comprises
statistical analysis of the SPM data, consisting of complex and convoluted tip-sample
interactions, to recognize already-identified target behavior. Such an approach forgoes slower
analytical models to compare relative responses and features. As an example of recognition
imaging, we demonstrate rapid identification based on relative electromechanical activity
measured over a broad frequency range. Identification of Micrococcus lysodeikticus (ML) and
Pseudomonas fluorescens (PF) bacteria, which serve as simple and robust models of living cells,
is presented at a resolution of single-point measurements, thus demonstrating viability of this
method.

The relative contributions of several collaborators to this work are detailed in Chapter Four
Acknowledgments. Reproduced in part with permission from Nanotechnology, 20(40), 405708.
DOI: 10.1088/0957-4484/20/40/405708. Copyright 2009 IOP Publishing Limited.
permission is shown in Appendix Four.
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Introduction
SPM techniques enable relatively quick, easy, non-invasive structural imaging and
manipulation on the micro- and nano-meter scales without extensive sample preparation. At
these length scales (459), multiple physical properties can be measured using SPM, opening the
pathway for understanding material functionality and interactions. Thus, typical SPM methods
result in simultaneous acquisition of surface topographic and functional (e.g., magnetic (460),
electrostatic (460), or mechanical (461)) images, which allow for immediate and uncomplicated
interpretation by an observer to obtain required information, typically based on the morphology
of the image features, as illustrated in Figure 4-1.

Figure 4-1. Gram positive and Gram negative bacteria imaged by AFM. (a) AFM topographic image (9 ×
7 μm ) of the two bacteria types on the surface imaged in using contact mode AFM in liquid. The two
2

bacteria species, ML and PF, exhibit characteristic shapes (ML - round and PF – rod-shaped) are seen
clearly in image (a), which allows the construction of the recognition map for two bacteria types
based on the shape. (b) Recognition image of the bacteria: type 1—red, type 2—blue, background—
white, unidentified spot—green. (Prepared by Reukov and Thompson.)

Traditionally, most SPM techniques provide only a single or a small number of
parameters describing the local properties; furthermore, any information contained in
complementary images often is ignored or interpreted within the limits of a cursory
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examination. This commonly is the case for application of SPM to biological systems for, e.g.,
indentation modulus, binding force, or simply morphological analysis of an object. Examples of
such cases include identification of cancer vs. normal cells based on mechanical properties (400,
402, 462-464), recognition imaging based on specific antibody interactions (465), and
identification of bacterial spores and viruses based on the molecularly resolved structures of
their outer shells or coatings (466).
Recently, seminal progress has been made in multimodal and spectroscopic (447) SPM
techniques wherein multiple information channels are acquired at each spatial voxel. In dynamic
SPMs, these include dual excitation frequency SPM (467-469), multiple harmonic imaging (470,
471), HarmoniX mode (472), band excitation SPM (473), and rapid digital lock-ins (474) that
provide frequency spectra of the dynamic interactions. Large, complex and multidimensional
data sets are acquired with all these methods, which are thus burdened by the difficulty in
interpretation of the responsible material properties or functionality, hindering identification of
the objects being imaged.
A novel SPM-based method – functional recognition imaging (FR-SPM) – is introduced
here with the goal of providing interpretation of multiple-channel or spectroscopic data in terms
of functionality. An inaugural demonstration of FR-SPM is given by rapid single-cell identification
based on broadband frequency-dependent electromechanical response. The method is
demonstrated using Micrococcus lysodeikticus and Pseudomonas fluorescens as model living
cells in a liquid environment.
Recognition imaging
Basic principles of FR-SPM
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FR-SPM results in recognition of locally-probed properties from multi-frequency data
using neural networks trained on example data sets provided by an operator. The recognition by
artificial neural networks progresses similarly to “associative thinking” in a human brain, yet,
gives desired numerical output as a mathematical model. This approach circumvents application
of physical models to SPM data to calculate certain functional properties. Instead, target
features with known functional properties are used to train a neural net, more data with
unknown properties is acquired, any necessary pretreatment of the unknown data set is made,
and ultimately, feature recognition is performed (Fig. 4-2).

Figure 4-2. FR-SPM flowchart showing the conversion of spatially resolved electromechanical spectra
into recognition maps or materials’ properties maps. (Prepared by Nikiforov.)

During the training stage, Nikiforov and Jesse trained the feed-forward neural network
to target particular parameters describing a known feature with material functionality
corresponding to input data treated using principal component analysis (PCA). PCA (or another
projection method) usually is utilized during image recognition sequences to simplify the
structure of 3- or higher-dimensional data sets, thus decorrelating the data and reducing the
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number of independent variables. For recognition, SPM data is projected onto PCA eigenvectors,
input into the trained neural network, and mapped voxel-by-voxel according to material
properties. The main advantages of this approach are that (1) PCA and neural network
processing are linear and algebraic operations, making processing quick, and (2) the flexibility of
neural network algorithms allows for automated performance once the training has been
performed. Additionally, any error of the neural net may indicate responses absent in the
original training set.
Principal component analysis (PCA)
Decorrelation and dimensionality reduction of data sets is the primary step in FR-SPM.
Spectroscopic data typically is comprised of 103 to 104 data points P distributed over a range of a

 

parameter x (e.g., frequency) as a response, R x j , j = 1,.., P. This data tends to have high
dimensionality with strongly correlated components. PCA is an established method for
simplifying such data (475, 476), having been used in electron microscopy (477-479) and applied
for SPM by Jesse and Kalinin (447). Basically, the entire image made of N x M voxels is
considered, with each voxel thus having an assigned position i = 1, ..., N · M in the image. Each
voxel contains spectra with the same number of points P. Therefore, the response as a function
of discrete frequencies j for a particular voxel can be represented by a linear superposition of
eigenvectors wk() as

(

expansion coefficients, and

)

∑
( )

(
(

), where

(

) are position-dependent

) is the image at a selected time. Representing

the image data in matrix format as Aij = Ri(j), the orthogonal eigenvectors and corresponding
eigenvalues k are found from the covariance matrix, C = AAT and determined through singular
value decomposition of the Α matrix . The most significant components correspond to the
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linearly decaying and largest of the eigenvalues, the magnitudes of which correspond to
variance of the data (480). These significant components are stored in descending order,
whereas the remaining sets are dominated by noise Y. Thus, the response can be represented
as:

Ri  j    aik wk  j   Y ,
p

(55)

k 1

The important information resulting from PCA is not directly related to the physical mechanisms
responsible for the SPM image. However, an approximate correspondence between a particular
PCA component and physical mechanism can be inferred (447). And in general, projection
methods such as PCA that reduce dimensionality of data is critical for all advanced forms of
analysis, as exemplified by neural network identification discussed below.
Neural network (NN)
Jesse and Nikiforov performed the recognition stage, in which the PCA-treated data is
input into the neural network (NN) (481) in the Matlab Neural Network Toolbox. A layered back
propagation network is utilized with three layers – input, hidden and output, each formed by a
number of neurons equal to the number of significant PCA components and connected by
intralayer weight matrices. At each layer, the values of the neurons can be expressed with a
particular equation. At input, analysis is initialized with Ni s   aik s  , where s denotes the
1

2
1
1
chosen data set. At the hidden layer, the values of the neurons are set as N r s   wir Ni s  ,

1
where w ir is the first weight matrix. The outputs of the hidden-layer neurons are processed

using a transfer function  x  , which can be chosen as linear (purelin) or non-linear (e.g.,
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sigmoidal– tansig), giving output values of Nt s   wts N r s  , where wts is the second
3

2

2

2

weight matrix.
Neural network analysis proceeds to work through these layers by taking the training set
of examples,

aik s  , and corresponding target outputs, N t3 s  , then updating the weight
2

1
matrices w ir and wts are using a back-propagation algorithm to minimize the square error

(480). Finally, the neural net interpolates to relate the inputs to target outputs with minimized
error. Comparison between such NN analysis procedures and conventional methods are well
studied (482).
Bacterial recognition based on electromechanical response
As a model system we use living populations of ML and PF deposited on a poly-L-lysine
(PLL) coated mica substrate (see Materials and Methods for details). The model bacteria have
been chosen to be easily identifiable by their characteristic shapes that are discernible in an
AFM topographic image (Fig. 4-1), providing a simple way to verify the training set for the
network. While the mechanical properties of these particular bacteria have not been studied,
the stiffness of P. aeruginosa, a closely-related species to the bacteria of our choice, has been
reported in the literature as 0.016 – 0.053 N/m (483, 484).
Here, we attempt to recognize the bacteria at a single voxel level, i.e., using the spectral
response measured at a single spatial location. This is fundamentally different from recognition
methods based on shape identification, e.g., topographic images or membrane structure that
utilize spatially-correlated information in multiple adjacent pixels. Furthermore, we explore the
variability of identification within the bacteria.
Single frequency PFM imaging
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The examples of the topographic images of the bacteria are shown in Figure 4-3(a).
Several ML and PF bacteria are clearly identified by their characteristic shapes. In addition, a
number of large-scale topographic features (e.g., contamination) are noticed.

Figure 4-3. Single frequency PFM images and BEPFM spectra. (a) AFM topography image (contact
mode in liquid) of ML and PF on PLL coated mica; (b) amplitude of the single-frequency PFM, (c) phase
of single-frequency PFM, (d) schematic representation of the waveforms used in single-frequency
PFM and in BE probing of the electromechanical coupling. (e) Typical electromechanical response as a
function of frequency from ML, PF and the background. (Prepared by Reukov, Thompson and Jesse.)
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As an example of functional imaging, we have performed single frequency
piezoresponse force microscopy (PFM) in Millipore-grade water. In PFM, the tip is excited using
a periodic bias, and mechanical response of the surface is detected as a cantilever deflection.
PFM in liquid has been validated on ferroelectric materials (415),(417) and has been
demonstrated for biological systems (67, 485). PFM maps of the bacteria are shown in Figure 43(b,c). Contrast is virtually uniform within the bacteria, which exhibit their respective
characteristic shapes. However, there is some variability noticeable between the different types
of bacteria.
Band excitation (BE) imaging
PFM contrast, similar to contrast for most SPM methods such as phase imaging (486),
strongly depends on frequency. The optimal frequency for maximum contrast and hence
recognition imaging is unknown. The BE approach measures a full frequency-response curve at
each sample point (473) and is essentially equivalent to performing separate measurements at
multiple, closely-spaced frequencies, albeit avoiding the necessity for lengthy sequential
acquisition.
In BE, excitation and detection is performed using a signal having defined amplitude
density and phase content in a given frequency interval, as compared to a single or dual
frequencies used in preceding SPM techniques. The use of a broadband signal allows the
frequency-dependent response to be obtained at a standard imaging rate, thus enabling rapid,
spatially-resolved measurements. This imaging step results in a 3D data array formed by
amplitude- and phase-frequency spectra at each spatial point or voxel. The characteristic
response spectra for ML, PF and the background are shown in Figure 4-3(e), demonstrating the
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appreciable differences among the frequency-dependent responses between the different
bacteria types and the substrate.
Note that the frequency dependence of the electromechanical response is determined
by the convolution of (a) electromechanical response of the system, (b) contact mechanics of
the tip-surface junction, and (c) dynamics of the cantilever (i.e., transfer function of the
detector). The effective electromechanical response contains possible contributions from long
range interactions including electric double layer forces (487), bacteria-specific electromotility
and membrane flexoelectricity (145). Disparate responses for these contributions are expected
in the 10 kHz – 1 MHz frequency range because of the relative size of the cells compared to the
electrical double layer of ions and because the ions in solution move more rapidly and freely
than the cells. The contact mechanics is controlled by the local elastic and loss moduli of the
bacterial surface and the applied indentation regime. Finally, cantilever dynamics is controlled
by the boundary conditions at the tip-surface junction (445) and hydrodynamic cantilever
damping (488), giving rise to complex resonance behavior. Given all these complications, the
lack of simple analytical models for any of the response components so far has precluded
complete analytical interpretation of PFM data.
Yet, in analyzing the experimental data, it is noted that the response curve is generally
similar within bacteria of the same type and changes strongly among different bacteria and the
substrate, suggesting that dynamic broad band electromechanical response (i.e., the spectral
response) can be used for rapid cell identification even though the detailed underlying
mechanisms remain unknown. Additionally, error bars (defined as standard deviation for signal
within bacteria of selected type at a single frequency) are sufficiently large to preclude
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unambiguous identification based on single frequency [data not shown]. Thus, functional
recognition based on the full broadband electromechanical response is demonstrated below.
Recognition imaging
BEPFM yields full amplitude and phase vs. frequency cantilever response curves at each
surface point, generating a 3D A, x, y,   data array, where A,  is the response
amplitude and phase,

 is frequency, and x, y  is location of a pixel. The structure of the

resultant data set was simplified using PCA, as described above.
The eigenvectors of Eq. (55) are shown in Figure 4-4(a). Note that the eigenvectors do
not have direct physical meaning and rather represent the most statistically significant elements
of the spectra. The corresponding eigenvalues are shown in Figure 4-4(b) and illustrate that the
first six PCA maps contain 99% of the information of the original spectra comprised of 261 data
points. Spatial maps of the first nine PCA components are shown in Figure 4-4(c). The marked
contrast of the different types of bacteria between maps is obvious, i.e., ML is clearly seen in the
2nd, 3rd, and 4th PCA component maps, while PF shows weak contrast in the 2nd and 4th maps and
is not visible in other component maps. The characteristic distribution of the PCA components
for ML, PF and the substrate are shown in Figure 4-5(a). Note that while the average PCA values
for the two types of bacteria and the substrate are different and show clearly defined contrast
(and hence may serve as an effective method to display the data), the histograms for each
component strongly overlap, precluding identification of bacteria based on a single PCA
component (Fig. 4-5(b)). Thus, bacterial shapes must be used for training and NN analysis.
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Figure 4-4. (a) Eigenvectors for the first three PCA components; (b) logarithm of the first 16
eigenvalues; (c) maps showing the spatial variations in magnitude of PCA components 1 through 9.
(Prepared by Nikiforov and Thompson.)

To identify the bacteria based on single-voxel response, we utilize the neural network
approach described previously. A fully connected NN with six input, three output, and three
neurons in the hidden layer was used. The transfer functions were sigmoid in the hidden layer
and purelin in the output layer. The net was trained with a standard back propagation algorithm
using a part of the image indicated by the rectangle in Figures 4-6 and 4-7 (489). The targets
were (1,0,0) for ML, (0,1,0) for PF, and (0,0,1) for the background. The validation set was chosen
as a random subset of training data.
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Figure 4-5. (a) The magnitude of the PCA component as a function of the PCA component number,
showing the difference among ML, PF and the background. (b) The histogram of the image for the 2

nd

PCA component. Differentiation of ML, PF and the background based on a single PCA loading value at
one voxel is not feasible. (Prepared by Nikiforov.)

Thus, the trained NN was applied to the full BEPFM image, providing intensity maps
corresponding to individual bacterial components, as shown in Figure 4-6. Note that both
bacteria types and the substrate are identified correctly within and outside the training region.
More importantly, the characteristic response is close to 1 within the each bacteria type and is
essentially 0 outside. This demonstrates that recognition is achieved on the level of a single
spatial voxel and is confirmed by characteristic bacterial shapes.
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Figure 4-6. Training of NN to BEPFM images. (a) Topography image of the bacteria on PLL mica (the
area within the blue rectangle was used for the training neural net). Output of the NN in the form of
recognition maps for the background (b), PF (c), and ML (d). Value 0 corresponds to the minimum
likelihood of the point being the target, whereas value 1 corresponds to the maximum likelihood.
(Prepared by Reukov and Nikiforov.)

To generate the 3D recognition image (Fig. 4-7), the intensity of the signals
corresponding to the different types of bacteria and the substrate are color coded with ML as
red, PF as green, and the background in white. The resulting image is overlaid on the contact
height image that was simultaneously acquired, as shown in Figure 4-7. Note that ML, PF and
the substrate are unambiguously identified. Furthermore, a patch of flat surface is identified as
ML (presumably a flattened bacterial membrane), whereas large topographic features (possibly
debris or a rolling bacterium with contact conditions causing unrecognizable spectra) are not
recognized as bacteria. Hence, the image illustrates unambiguous identification of bacteria
types and substrate based on the broadband electromechanical response.

134

Figure 4-7. Results of NN identification of the bacteria (M. lysodeikticus (red), P. fluorescens (green))
overlaid onto the topography image. The training area for the NN is outlined by the black rectangle.
(Prepared by Nikiforov and Jesse.)

Summary and outlook
To summarize, we proposed and demonstrated an approach for rapid, functional
recognition imaging of bacterial cells based on characteristic, dynamic, broadband responses
using a trained neural network. Note that the recognition algorithms used here are universal
and can be extended to other spectroscopic and multimodal SPM modes, including forcedistance curves, multiple harmonic detection (470, 471), HarmoniX (472), etc. In all these cases,
the use of direct identifiers and calibration standards for training obviate the necessity of
defined physical models, instead allowing use of “functional recognition” that is based on singlepoint response spectra. That said, there is tremendous potential for future development of this
method towards proper normalization and calibration routines (e.g., needed because of the use
of cantilevers with different spring constants during imaging at different times, etc.).
Given the well-known scalability of PCA for real-time operation (490), this approach can
be used in real-time imaging. Furthermore, the standard strategies for biological recognition
based on functionalized tips (465, 491) can be combined with this approach to increase
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selectivity. This analysis method is ideally suited for identification of cells with differing
phenotypes while obviating the need quantitation of materials properties, and thus could be
applied for cancer identification, biodetection, and many other areas. However, such
applications may require modification and addition to the proposed protocol because of the
variety of experimental conditions expected to be met. Separate validation of the technique is
required for each experimental configuration before reliable conclusions from the obtained
results can be drawn.
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Materials and methods
Culture growth and preparation
Bacteria samples, M. lysodeikticus (Sigma-Aldrich # M3770) and P. fluorescens (ATCC #
11150), were grown in Trypticase Soy Broth (BD # 211768) and Difco™ Nutrient Broth (BD #
234000), correspondingly, for 24 hrs at 30°C. The bacteria suspensions were purified by
centrifugations at 1000g for 5 minutes and then re-suspended in Millipore water. For bacteria
immobilization we used poly-L-lysine (PLL, Sigma-Aldrich #P4707) coated mica, for which 50 μl
of sterile, 0.01% PLL solution was dried onto freshly cleaved mica (EMS #71851-05) at room
temperature. Then 50 μl of bacteria suspension was adsorbed on PLL-coated mica for 15
minutes, followed by washing with copious amounts of Millipore water. Pseudomonas species
are prone to change from rod to coccoid shape during starvation; however this morphology
change takes several days to occur. To avoid this problem, PFM experiments were performed
immediately after immobilization of bacteria.
Scanning probe microscopy
An Asylum Research MFP-3D atomic force microscope (AFM) with a static fluid cell was
used for imaging in Millipore water. A piece of mica about 1 cm in diameter was glued onto the
glass bottom of the static fluid cell. Bacteria samples were prepared according to the procedure
above. A gold-coated tip (Olympus RC800PB) with nominal stiffness of 0.06 N/m and resonance
frequency of 17 kHz was used for the experiments. The cantilever had a rectangular shape with
20 µm width, 200 µm length and 0.8 µm thickness.
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BEPFM was implemented on a MFP-3D AFM (Asylum Research) and was run using an inhouse developed Matlab/Labview data acquisition and control system (see Ref. (473) for
additional details). A voltage excitation band spanning approximately 32 - 286 kHz (increasing
chirp) with excitation amplitude of 10 V was applied from the conductive tip to the samples, and
the resulting BEPFM responses were measured.
Extending functional recognition imaging to mammalian cells requires compatibility of
the technique with readily conductive electrolyte solutions. Then, insulation of the metal-coated
probes will enable enhanced application of FR-SPM to living mammalian cells. An example of a
future system to be studied includes electroactive aortic vascular smooth muscle cells (VSMCs),
which exhibit phenotypic plasticity that can be indicated by variation of viscoelastic properties
arising from differential expression patterns of cytoskeletal structure, especially actin stress
fibers. As mechanical stimulation also can culminate in dynamic response of VSMC cytoskeletal
expression profiles and corresponding phenotypic switching, BEPFM coupled with confocal
microscopy can account for mechanical and electrical stimulation contributions to the
electromechanical coupling and response of VSMCs. The progression of a population of VSMCs
along the phenotypic spectrum can be assessed using FR-SPM, contingent upon expression
dynamics being captured using confocal microscopy for artificial neural network training.
Phenotypic state and mechanical properties of VSMCs are well-known to directly relate to
disease state, as in atherosclerosis and stent restenosis. Yet, before such projects can be
pursued, the performance of BEPFM in physiologically-relevant electrolyte solutions must be
demonstrated and investigated. In the next chapter, this investigation is presented, with
continued use of bacteria as robust model cells.
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CHAPTER FIVE
ELECTROMECHANICAL AND ELASTIC PROBING OF BACTERIA IN CELL CULTURE MEDIUM
Abstract
Rapid phenotype characterization and identification of cultured cells, required for
progress in tissue engineering and drug testing, unveils a need for an experimental technique
that measures physical properties of cells with sub-micron resolution. Recently, band excitation
piezoresponse force microscopy (BEPFM) has been proven useful for recognition and imaging of
different types of bacteria in pure water. This current work presents an extension of the BEPFM
methodology for bacteria identification towards biologically relevant electrolyte media, such as
Dulbecco’s phosphate-buffered saline (DPBS) and Dulbecco’s modified Eagle’s medium (DMEM).
We show that surface mechanical properties of each bacteria (Micrococcus lysodeikticus (Grampositive) and Pseudomonas fluorescens (Gram-negative)) as well as the electrical double layer
around them is responsible for the BEPFM image formation mechanism in electrolyte media.

The relative contributions of collaborators to this work are detailed in Chapter Five
Acknowledgments.
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Introduction
The use of atomic force microscopy (AFM) for measurement of functional properties of
biological systems is rapidly expanding. AFM-based techniques allow not only measurements of
macroscopic properties of biological objects, but also provide an opportunity to study those
properties at the molecular level (492), (493). The ability of these techniques to study functional
properties, such as mechanical, piezoelectric and many others, with sub-100 nm as well as
several micrometer resolution is particularly important for the emergent subdiscipline of cellular
mechanotransduction, which has received interest both for engineering cell development and
for diagnosis of diseased states. Previously, AFM-based techniques were utilized for quantifying
passive mechanical properties of soft biological matter (24, 294, 295, 494), active
mechanochemical coupling within cells (495), (396), (496), (497), (498) and for probing the
physiological role of electromechanical coupling of whole cells on the macroscopic scale (499),
(80), (500). Most versatile among these techniques are force-distance measurements in which
the AFM probe approaches the surface until a set force or displacement is applied and then is
withdrawn. Mechanical properties typically are extracted from the resulting data sets by
applying indentation models such as the Hertzian model for elasticity. In conventional forcedistance measurements, force is determined based on measurements of static deflection,
causing a lack of sensitivity of small forces. Oscillatory techniques are more sensitive to small
changes in deflection than static ones. Several implementations of oscillatory techniques for
mechanical properties measurements exist, for example, HarmoniX and Peak-force from Veeco
Instruments (now Bruker-AXS, Inc.) (501). Both of those techniques suffer from ambiguity of
data processing when mechanical properties of materials are calculated from measured
contrast.
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The other option of utilizing oscillatory technique is to measure mechanical response to
electrical stimulus. This technique is called piezoresponse force microscopy (PFM). Recently,
attempts to resolve differences in responses within the cell were made using single-frequency
resonance piezoresponse force microscopy (PFM) (10). Although PFM images of a culture of
breast cancer cells showed contrast in the piezoresponse phase, there was a lack of contrast in
the piezoresponse amplitude. Thus, the origin of the PFM contrast (piezoelectricity associated
with the cells, difference in mechanical properties of the cells, etc.) could not be determined.
The studies described above were done in cell culture media, which potentially facilitated a
weakened response because of associated double layers. However, contrast in phase and not in
amplitude suggests convolution of the signal by the topological and mechanical properties of
the cells.
Capturing all parameters of tip-surface resonance (amplitude, frequency, quality factor and
phase) helps to distinguish between materials contrast from variation in piezoelectric constants
and from variation in contact mechanical properties (425). Band excitation piezoresponse force
microscopy (BEPFM) is one of the most convenient methods for such analysis. In this paper, we
use BEPFM to study the nature of electromechanical responses of bacteria (Micrococcus
lysodeikticus [ML] and Pseudomonas fluorescens [PF]) adhered to a poly-L-lysine (PLL)-coated
mica substrate in a physiologically relevant, electrolyte-containing cell culture medium, and to
demonstrate the possibility of identification among living Gram-positive and Gram-negative
bacteria and dead bacteria using Functional Recognition Imaging (FRI) (502).
Results and discussion
In order to distinguish bacteria based on their electromechanical signature, by an
understanding of the contrast formation mechanism in BEPFM experiments, a typical
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distribution of electromechanical properties for each type of bacterium is required. Thus, our
studies of electromechanical response of ML and PF deposited on PLL-coated mica were
structured as following:
1. Contrast formation mechanism during BEPFM experiments was derived from singlepoint frequency spectra on ML and PF in different media (water, DMEM and DPBS).
2. Distribution of electromechanical parameters (amplitude, resonance frequency and
quality factor) was measured for ML and PF in different media (water, DMEM and
DPBS).
3. Identification of the bacteria based on electromechanical signature in DPBS and in
DMEM.
BEPFM image formation mechanism in electrolyte media
BEPFM spectra were measured at a single point on ML, PF and PLL. The amplitude of
electrical excitation changed from 10 V to 100 V. Dependence of the Fourier-transformed,
frequency domain electromechanical response spectra on the voltage applied from the tip were
recorded for Millipore water (18 M*cm) and electrolyte media, DPBS and DMEM. Evolution of
the spectra during the voltage steps is shown in Figure 5-1. With respect to PLL, each liquid
displays distinctive spectra. In water, the first peak is at ~38 kHz, and a second, higher resonance
peak appears around 100 kHz at 60 V, then shifts to lower frequencies as the applied bias
increases, becoming the dominant peak at 70 V and higher. Thus, there is a contact softening
with increased bias associated with the overall positive charge of PLL that at this pH creates a
large Debye length with a highly diffuse electrical double layer (EDL) in water, for which there is
an increasing probing volume with increasing bias. As EDLs shorten and contact stiffens with
increasing ionic strength, DMEM exhibits the next highest ƒ of ~60 kHz, and ƒ is ~70 kHz in DPBS.
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(a)

(b)

(c)

(d)

(e)

(f)(f)

(g)

(h)

(i)

Figure 5-1. Amplitude-frequency spectra representing electromechanical responses were averaged
over the separate areas of voxels for M. lysodeikticus (a,d,g) and for PLL (b,e,h) in water (a,b,c), DPBS
(d,e,f), and DMEM (g,h,i) during steps in applied bias.

Ratios between the amplitudes for the

bacterium and for the PLL are shown in (c,f,i). The applied voltages are designated by the colors as
follows: 100 V – black, 90 V – red, 80 V – blue, 70 V – magenta, 60 V – green, 50 V – dark blue, 40 V –
violet, 30 V – cyan, 20 V – brown, 10 V – dark yellow. (Prepared by Thompson and Nikiforov.)

The major peak on the ML bacterium for all three liquid environments appears near the
resonance frequency of 50 kHz, and all peaks are broad, spanning 20 to 100 kHz. Applying
Gaussian fits to peaks smoothed by adjacent averaging of 75 points (as in Fig. 5-1) provided
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maximum amplitudes, which are plotted against applied biases for ML bacteria (Fig. 5-2),
revealing a quadratic increase in amplitude with increasing bias in water, and linear
relationships of response amplitude with bias in DPBS and DMEM (Fig. 5-2 inset, zoomed areas).
In water, the nonlinear relationships amplitude with voltage occurs because of electrostriction
(503) and variations in electromechanical dissipation (504). The linear relationships for DPBS and
DMEM indicate that the predominant contribution to the signal comes from electromechanical
coupling in the system. Although the linearity of response versus bias is similar for DPBS and
DMEM, the differences in the respective spectra in different electrolyte solutions indicate that
the EDL and differences in media compositions are responsible for a portion of the response
signal, while similarities in amplitudes and peak resonances emphasize the contributions from
the dynamical properties of the cantilever-tip-sample system.
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Figure 5-2. Applied bias versus BEPFM response amplitude (a) and Q (b) at resonance frequency of
Gaussian fits of the peaks for M. lysodeikticus in water (■), DMEM (●, red) and DPBS (▲, blue) and for
PLL in DMEM (, cyan) and DPBS (♦, green). Zoomed inset in (a) shows the linear relationship for
DPBS and DMEM.

Electromechanical response of the ML bacterium on PLL is a convolution of the ML
bacterium’s response to electrical excitation, the PLL response to electrical excitation, and the
tip transfer function. In liquid environments, the tip transfer function is very complicated, and
the ratio of the convoluted response (ML-with-PLL) to PLL electromechanical responses should
be to the first order approximation independent of the tip transfer function. Also, the ratio of
ML-with-PLL to PLL electromechanical responses removes the multiplicative component of the
PLL response from the ML-with-PLL spectrum. Such a ratio shows that in DMEM, the ML-withPLL resonance curve is independent of excitation amplitude within a wide range of the higher
amplitudes. Such behavior suggests an absence of electromechanical response from ML, and the
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imaging is of the mechanical transfer function of ML. In water and DPBS, a convolution of
electromechanical and mechanical properties of the ML bacterium is measured.
Table 5-1. Compositions of liquid electrolyte media used.
DMEM

DPBS

pH

7.2±0.2

7.0±0.1

Osmolarity (mOsm)

335±30

276±12

0.13

0.20

Ionic strength (M)
Components

g/L

mol/L

g/L

mol/L

NaCl

6.40

0.110

8.00

0.137

D-Glucose

4.50

0.025

---

---

NaHCO3

3.70

0.044

---

---

Various organics

1.76

---

---

Fe(NO3)39H2O

1E-04

2.48E-07

---

---

MgSO4 (anhydrous)

0.0977 8.12E-04

---

---

NaH2PO4H2O

0.125

9.06E-04

---

---

Na2HPO47H2O

---

---

MgCl26H2O

---

---

0.10

4.92E-04

KH2PO4

---

---

0.20

1.47E-03

KCl

0.40

5.37E-03

0.20

2.68E-03

CaCl2 (anhydrous)

0.20

1.80E-03

0.10

9.01E-04
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2.1716 8.10E-03

Electromechanical contrast between bacteria and poly-L-lysine substrate in electrolyte media
Fitting a damped harmonic oscillator (DHO) model to the frequency spectra from each
voxel of the BEPFM data set generates maps of four parameters: peak amplitude (A), resonance
frequency (ƒ), quality factor (Q), and phase () (16). The frequency ranges of the peaks that were
fit are given by the ranges of the color bars in the figures. Each of the four maps from BEPFM
show contrast between an isolated ML cell and the underlying PLL-coated mica in the three
liquid environments tested: water (Fig. 5-3a), DPBS (Fig. 5-3b), and DMEM (Fig. 5-3c). The
amount of contrast is highest in water, lower in DMEM, and lowest in DPBS. It is noted here that
contrast decreases yet is maintained at lower applied biases, and similar results have been
obtained with other AFM tips and separately-prepared samples of the same type of bacteria on
PLL-coated mica in the same conditions (see Appendix Two for additional data with water). The
ionic strength, pH, osmolarity and main components of DPBS and DMEM are presented in Table
5-1. Although the inorganic components and ionic strengths for DPBS and DMEM are similar,
DMEM contains a host of organic components, mainly glucose and including various amino acids
and vitamins, which can affect the biological activity of the bacteria (505), (506) as well as
BEPFM image formation. The contrast observed in DHO fits of BEPFM images can consist of
contributions from the electromechanical properties of the sample material, from the EDLs
present between the tip and sample (8), (425), from viscous effects of the liquid on the
cantilever, and from heterogeneity of mechanical properties within the tip-surface contact area
(14), (209), especially at the edges between the bacteria and substrate surface.
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Figure 5-3. Simple harmonic oscillators (SHO) fit to the spectra of each voxel of BEPFM data form an
image displaying contrast between different M. lysodeikticus bacteria and the underlying PLL-coated
mica substrate in (a) water, (b) DPBS, and (c) DMEM. Fits were performed on peaks of 54 to 60 kHz at
50 V for water, 60 to 80 kHz at 100 V for DPBS, and 46 to 48 kHz at 100 V for DMEM. The images have
dimensions of 2.5 m by 2.5 m in water and 3 m by 3 m in DPBS and DMEM. AFM images
acquired simultaneously with BEPFM data show morphologies as observed in the BEPFM images, and
the bacteria are 400 nm at maximum height in water and 600 nm maximum heights in DPBS and
DMEM.

Comparison of Gram-positive and Gram-negative bacteria
Gram-positive ML and Gram-negative PF demonstrated distinctive BEPFM spectra while
the PLL surface adjacent to each bacterium elicited similar responses, especially frequency
responses. The results are shown (Fig. 5-4) for data obtained with 50 V because of the
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disparities in spectra from water at 60 V and above. Spectra from water and DPBS that are
presented were obtained with slow scan disabled and were averaged from five successive lines.
Averaged areas did not include edge effects, which arise from rapid transitions in tip-surface
contact mechanics and are observed in maps of ƒ (data not shown). Results for DMEM were
obtained from a single image as discussed below. The spectra of the bacteria-with-PLL were
divided by the PLL spectra to normalize the responses of the bacteria to the underlying
substrate as discussed above, allowing for direct comparison of the spectra for the two types of
bacteria.
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Figure 5-4. Comparison of electromechanical response spectra in water (a) and DPBS (b) of each
bacterium and their PLL substrate is presented by dividing the former by the latter. (Prepared by
Thompson and Nikiforov.)

One goal of this paper is to distinguish Gram-positive and Gram-negative bacteria based
on electromechanical response in biologically relevant media. Immediately evident in Figure 5-4
are some differences and shifts in the frequency domain. In water, ML has a ƒ around 60 kHz,
whereas PF has a peak centered about 80 kHz. DPBS attenuates ƒ for ML more than for PF, while
the relative amplitude decreases more for PF. This suggests that the more negatively charged PF
experiences more shielding from the EDL in DPBS, yet retains stiffer contact than for ML in
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DPBS. Water and DPBS are the two liquids in which contrast between PF and ML is the largest.
Although most types of bacteria demonstrate relatively long-term survivability in water and PBS
(507), ML and PF are non-spore-forming bacteria that tend to convert into dormant, cyst-like
forms with altered ultrastructures (Fig. 5-5) (13, 508), whereas in DMEM similar bacteria
maintain a natural form for a longer time because of the presence of glucose in the solution.
Also, the possibility of distinguishing between ML and PF in pure water has already been shown
by Nikiforov et al.(502). Here, large scale mapping of co-seeded ML and PF bacteria was
performed in DMEM.

Figure 5-5. Freeze-fracture SEM image displaying the
ultrastructure of typical intact Micrococcus luteus (with a
characteristic ultrastructure of the capsule, cell wall,
cytoplasmic membrane, nucleoid, and cytoplasm) from
cultures incubated in a nitrogen-limited medium for 9
months. Scale bar is 2 microns (13).

Capturing both ML and PF within the same image in DMEM allows for direct comparison
between the cells in the electrolyte culture medium (Fig. 5-6). The AFM height image confirms
that the bacteria speculated to be alive are 400 nm to 600 nm tall, as expected (Fig. 5-6a).
Bacteria that appear damaged or dead PF (D-PF) are clearly discerned in the deflection image
(Fig. 5-6b), which also contains what seems to be PF reproducing and undergoing binary fission
in the upper left corner. Groups of ML are in the center of the image, while a ML and a PF
adjacent to one another are in the lower left corner. Figure 5-6c shows the first principal
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component of the BEPFM amplitude image, which again shows contrast between bacteria and
the PLL surface. Principal component analysis (PCA) of the BE data (448) serves as the initial
analytical step in performing artificial neural network analysis (ANN) for functional recognition
imaging (FRI) (502) of each type of bacteria on the PLL. FRI distinguishes among the intact
bacteria, D-PF and PLL (data not shown). However, FRI using ANN analysis does not distinguish
readily between intact ML and PF. Functional recognition of bacteria also is possible by
performing functional fitting by a dampened harmonic oscillator (DHO) model to two peaks
within the spectra, resulting in two maps each of amplitude, ƒ and Q (Fig. 5-7b). By selecting
several spectra from voxels on intact ML, intact PF, D-PF and PLL (Fig. 5-6d), average spectra
divided by the PLL spectrum are shown to differ mainly in amplitudes. Histograms compiled for
each response parameter (Fig. 5-6a) show that the distribution of responses is similar for ML
and PF, yet it is apparent that damaged cells and PLL have distinguishing responses. Notably,
each spectrum in DMEM exhibits the same resonances and peak shapes (Fig. 5-6e), suggesting
that the electromechanical response is attributable mainly to the constituents of the liquid
environment and similar EDL interactions.

152

(b)

(a)

PF

PF

ML

ML

D-PF

PF

ML

D-PF

PF

D-PF

PF

D-PF

ML

PF

-3

x 10
1.5

(c)

(d)
20

40
1

60

80
0.5

100

120

20

(e)

60

80

1.8

ML
PF
D-PF

1.7

Ratio: Bacteria/PLL

40

1.6
1.5
1.4
1.3
1.2
1.1
1

2

4

6

8

10

Frequency, Hz

153

12

14

16
4

x 10

100

120

0

Figure 5-6. M. lysodeikticus (ML), P. fluorescens (PF), and damaged or dead PF (D-PF) on PLL in DMEM
st

within the same area and image are shown in the trace (a) height, (b) deflection, and (c) 1 principal
component of the BEPFM amplitude channel. Note that there is a PF cell undergoing cell division in
the upper left of the image. The spectra from selected areas on each type of bacterium, ML, PF and DPF, were averaged and smoothed using adjacent averaging over 75 points. The averaged spectrum for
ML (■, red), PF (●, black with blue line), and D-PF (▲, green) was divided by the averaged spectrum
for PLL (e), all from selected areas as indicated in (d). (Prepared by Thompson and Nikiforov.)
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Figure 5-7. Histograms (a) of functional parameters (A, ƒ and Q) for two peaks in each averaged
spectrum fitted using DHO. Areas averaged are shown in Figure 5(e). Maps of each functional fit are
shown in (b). (Prepared by Nikiforov and Thompson.)
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BEPFM for live-dead assay of bacteria
Distinguishing between live ML and PF in DMEM using BEPFM is seen to be more
difficult than between live and purportedly damaged cells. Therefore, live ML were deposited
with dead ML treated with 50% ethanol and imaged using live (DAPI, blue) and dead (propidium
iodide, red) fluorescence indicators (Fig.5-8). Corresponding SHO-fit BEPFM images shown in
Figure 5-9 again demonstrate contrast in DPBS. Little contrast is evident in the resonance (Fig.59b) and quality factor (Fig. 5-9c) images, except where the tall edge of the dead ML created a
drastic change in contact mechanics. Notice that the SHO fit is of a peak that remained within
600 Hz and shifted very little during scanning. Some contrast of the bacteria is seen in the
amplitude image (Fig. 5-9a), yet, contrast between two different phases of PLL overwhelms the
amplitude image. The strongest contrast for the bacteria is in the phase image (Fig. 5-9d).
Examining the averages of the SHO fits in the four different areas presenting obvious differences
in contrast, i.e., the PLL phase in the top-left corner (black), the rest of the PLL (green), the live
ML (magenta) and the dead ML (cyan), the dead ML exhibits the largest amplitude, followed by
the live ML, the PLL area in the corner, and least of all the rest of the PLL (Fig. 5-10). There is a
noticeable relative separation of the average amplitude values for these areas. This provides a
first step towards verification of the applicability of BEPFM for live/dead assays, however, slow
acquisition of such data hinders adequate statistical analyses at this stage of the investigation.
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Figure 5-8. Overlay of fluorescence images acquired using filters for DAPI (blue) and for propidium
iodide (PI, red), both of which bind to nucleic acids. DAPI is membrane-permeable and thus stains live
cells. Propidium iodide requires a gap of > 1 nm in the cell membrane for entrance and thus indicates
compromised cells that are probably dead. Cells containing both DAPI and PI appear magenta in the
overlay. The gold-coated AFM cantilever exhibits fluorescence, and aberrations from defects in the
PLL or mica are observed at the edges of the image.
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(a)

(b)
pm

(c)

(d)

Figure 5-9. Live-dead BEPFM of ML bacteria. Amplitude (a), resonance (b), Q (c) and phase (d) images
calculated by SHO fits of BEPFM spectra. The imaged area corresponds to the zoomed area in Figure
5-8, and the live cell is seen on the left, while the dead cell is on the right.
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Figure 5-10. (a) Averaged amplitude curves of the DHO fits of BEPFM spectra from the indicated areas
from Figure 5-9. The values on the axes are arbitrary and provided for comparison between the
curves. (b) Averaged amplitude- and (c) phase-frequency spectra with corresponding DHO fits. Scales
on axes represent relative units as the current version of the software is unable to present actual
values.

Effect of contact mechanics on BEPFM of bacteria in electrolyte solution
Changing applied force in DMEM on ML during slow-scan disabled BEPFM (Fig. 5-11)
support the interpretation that electromechanical response is weakly dependent upon contact
area mechanics. Again, ML-with-PLL spectra are divided by PLL spectra. When in the attractive
regime at -2.32 nN, the response of ML is relatively the same as for PLL. Off-surface, the
spectrum loses observable, dominant peaks (data not shown), thus confirming the limits of
BEPFM at low biases as a contact mode technique. An effect from indentation is observed by the
values of amplitude for each step in applied force. At larger indentation force values of 9.26 nN
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and 11.6 nN, relative amplitudes decrease with the increased contact stiffness, whereas at lower
indentation forces when contact is still retained, the relative amplitudes increase. Immediately
before contact, the signal from the bacterium is relatively similar to the signal from PLL. At the
contact point, the relative response is largest, consistent with electrostatic coupling in an EDL
(8). Although resonance peaks do not change noticeably, a minor contribution from mechanical
properties of the samples and from stiffening of the contact or surface penetration upon
increased indentation cannot be discounted without a complete consideration of the complex,
heterogeneous mechanical, dielectric and piezoelectric properties of the systems.

Figure 5-11. Steps in applied force during BEPFM from -2.32 nN to 11.6 nN on ML divided by PLL in
DMEM were performed with slow-scan disabled and result in the spectra shown here. An off-surface
spectrum (data not shown) was acquired from a separate BEPFM data set on PLL in DMEM when the
tip had been raised above the surface by 14 microns, showing that the spectrum differed off-surface.

The relative structures of Gram-positive and Gram-negative bacteria cell walls (Fig. 5-9)
provide insight into the results presented here; furthermore, results obtained with other
methods in the literature qualitatively agree with the preceding analysis of BEPFM data. Using
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electrophoretic mobility, Sonohara et al. (509) found Gram-positive S. aureus to possess a
surface that was less rigid and less negatively-charged than Gram-negative E. coli. However,
Vadillo-Rodriguez et al. (510) performed AFM force-curve creep relaxation experiments to show
that the entire Gram-positive B. subtilis cell is stiffer and more viscous than an E. coli cell, in
accordance with the relatively thicker peptidoglycan cell wall layers of the Gram-positive
bacteria (Fig. 5-12). Our data from BEPFM in liquids of differing ionic strengths corroborates
with the surface characteristic results of Sonohara et al. in that the Gram-positive ML displays a
lower ƒ in water and DPBS suggesting a less rigid surface. The smaller changes in ƒ for PF in
different liquids are attributed to the stiff lipopolysaccharide (LPS) layer on their surface, as
compared to the more compliant, charged “brushy” coating of ML that makes it more
susceptible to changes in overall cell stiffness with changes in ionic strength of the liquid
because of turgor pressure (511). Decreases in amplitudes, if normalized to an average PLL
spectrum, with increasing ionic strength, are greater for PF than ML, consistent with the more
dramatic screening of the more negatively charged PF. In DMEM, the spectra for each type of
cell are dominated by the tip transfer function and are nearly the same because the organic
components of DMEM can coat the tip and interact strongly with the surface molecules of the
bacteria.
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Figure 5-12. Simplified diagrams representing common molecular compositions and structures of
bacterial cell walls for (a) Gram-positive bacteria (adapted from Fischetti VA (2000) Surface proteins
of Gram-positive bacteria. In: Fischetti VA, Novick RP, Ferretti JJ, Portnoy DA, Rood JJ (eds) Grampositive pathogens. ASM Press, Washington, pp. 11-24) and (b) Gram-negative bacteria (adapted
from DiRienzo JM, Nakamura K, Inouye M (1978) Annu Rev Biochem 47:481-532) highlight the
presence of quasi-crystalline domains of lipopolysaccharides (LPS) in the outer membrane (OM) of
Gram-negative bacteria and the different thicknesses and locations of the peptidoglycan (PG) layers
in each type of bacteria. Also shown are the phospholipids composing the cytoplasmic membranes
(CM) and teichoic acids (TA), lipoteichoic acids (LTA), and lipoprotein (LP).

Conclusions
The applicability of BEPFM in liquid electrolyte media is demonstrated for the first time.
In a previous publication we utilized BEPFM in pure water to perform FRI of Gram-positive ML
and Gram-negative PF on the same PLL-coated mica substrate using PCA of BEPFM images and
ANNs (502). Supplemental explanation of the basis for functional recognition is gleaned from
this

study

using

different

liquid

media.

Comparative

responses

observed

during

electromechanical imaging of the two types of bacteria are presented in the amplitudefrequency spectra from BEPFM and are consistent with differences in surface elasticity and
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associated electrical double layers of the cells, as caused by differences in their cell wall
composition and structure (Fig. 5-9). The semi-crystalline order of the charged, outer
lipopolysaccharide layer of PF imbues a greater resistance to liquid flow near its surface
compared to that of ML. These structural properties are evidenced in the BEPFM data by the
lower resonance frequency of ML in water and DPBS. Based on analysis of BEPFM image
formation mechanisms in water, DPBS and DMEM, electrostriction dominates the responses in
water above 50 V, whereas the small EDLs on the tip and surface dominate the response in the
water below 60 V and in electrolyte media at all voltages. The EDLs in electrolyte media exhibit
shorter Debye lengths, on the order of ~1 nm, and alleviate adverse electroosmotic flow and
allow for closer tip-surface interaction, although the amplitude of the electromechanical
response is reduced in large part because of the double layers (425). Based on corroborative
results in Appendix One, BEPFM mainly measures responses associated with charged surface
layers such as EDLs or organic adsorbates. Future investigations will benefit from detailed
characterization of EDLs using BEPFM, which can then be combined with other AFM modes and
analytical techniques. Furthermore, the statistical reliability of BEPFM performance requires
data from more cells in each environmental condition of interest, especially to verify the
veracity of identifying live versus dead cells based on the differences in BEPFM amplitude
response, which here is speculated to be caused by small differences in surface charges.
Towards establishment of reliability, we have begun to address repeatability of BEPFM in
Appendix Two.
Materials and methods
Band excitation instrumentation
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Line-mode Band Excitation PFM was implemented using an Asylum Research (Santa
Barbara, CA) MFP-3D Atomic Force Microscope (AFM) with an in-house developed
MatLab/LabView data acquisition and control system. During the trace raster, a constantvoltage excitation band ranging approximately 16.5 – 145 kHz (increasing chirp) was applied to
the microscope tip at each voxel; each BEPFM data set consists of 128 x 256 voxels. The
excitation voltage amplitude was amplified by a factor of ten (FLC Electronics F10A voltage
amplifier) to a maximum of 100 V. The mechanical response of the system was recorded by
measuring and digitally storing the motion of the tip, taking the Fourier transform of the
response during the retrace raster. The amplitude, resonance frequency, phase, and quality
factor were extracted from individual voxels using a damped harmonic oscillator model. A goldcoated, pyramidal tip (Olympus, TR400PB) with a measured stiffness of 0.057 N/m and an
inverse optical lever sensitivity (InvOLS) of 42 nm/V in the aqueous solutions was used for the
experiments (512). The cantilever had a triangular shape with 13.4 µm width of each leg, 100
µm total length and 0.4 µm thickness.
Sample preparation
Gram-positive bacteria M. lysodeikticus (Sigma-Aldrich # M3770) and Gram-negative
bacteria P. fluorescens (ATCC # 11150) were grown in Trypticase Soy Broth (BD # 211768) and
Difco™ Nutrient Broth (BD # 234000), respectively, for at least 24 hrs at 37°C. The suspensions of
bacteria were purified by centrifugations at 1000xg for 5 minutes, and then the bacteria were
resuspended in Millipore water. For bacteria immobilization we used mica coated with poly-Llysine (PLL, Sigma-Aldrich #P4707) – 50 μl of a sterile 0.01% PLL solution was incubated on
freshly cleaved mica (EMS #71851-05) at room temperature for 30 minutes and then washed
with Millipore water. Then 50 μl of each suspension of bacteria in water was adsorbed
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simultaneously onto adjacent spots on the PLL-coated mica for 15 minutes, followed by washing
with copious amounts of Millipore water.
For live/dead assay, ML were suspended in 50% ethanol for 15 minutes and then diluted
100 times in DPBS before be incubated on PLL-coated mica for 30 minutes. After gentle washing
using DPBS, live ML bacteria were incubated on the same sample for another 30 minutes and
then washed using DPBS. The sample was covered with 2 mL of DPBS, and then propidium
iodide was added before DAPI.
Experimental setup for imaging
A closed fluid cell (Asylum Research) consisting of a round glass slide screwed into a
poly(ether ether ketone) PEEK holder with a Viton rubber O-ring was used for all imaging. The
mica sample was epoxied onto the glass slide, and 2.5 mL of liquid was placed into the fluid cell.
The metal stage was separated from the tip-electrode by approximately 1.5 cm of Millipore
water (18 MΩ*cm) and 4 mm PEEK (1010 MΩ*cm (513)).
Liquid imaging
The same sample and same tip were used for acquisition of all the data presented here
except for in Figure 1b (a full BEPFM image set of M. lysodeikticus in DPBS), for which the same
type of sample and tip were used. Slow scan disabled voltage steps in DPBS used the same
sample and tip as all other data. The bacteria sample was prepared three days prior to BEPFM
imaging in Millipore water. For the first 24 hours, the bacteria were immobilized on the PLL
surface in Millipore water, and for the next 48 hours they were in Dulbecco’s phosphate
buffered saline (DPBS). Then, immediately before imaging in the open fluid cell, the sample was
washed with copious amounts of Millipore water and imaged in 2.5 mL Millipore water for
several hours. The same day the sample was rinsed with copious amounts of DPBS and imaged
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in 2.5 mL DPBS for 1.5 days, after which the sample was rinsed with copious amounts of
Dulbecco’s modified Eagle’s medium (DMEM) and imaged for 2 days in 2.5 mL DMEM.
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CHAPTER SIX
ELASTICITIES OF NEURONAL CELL MODELS AND NEURITE OUTGROWTHS ASSOCIATED WITH XLINKED MENTAL RETARDATION
Abstract
Mechanical properties of cells are associated with pathophysiological changes in many
diseases, from cancer (400, 405) to cardiovascular disorders (315). Taking center stage in this
cellular mechanobiology is cytoskeletal dynamics (274, 406). Studies of cell models of diseased
neurons also implicate the importance of the cytoskeleton of neurons in cognitive development
(407, 408) and in injury response (409). In this study, we begin to investigate the hypothesis that
the D4RR mutation of the (P)RR transfected into PC12 cells disrupts cytoskeletal organization
within neurites, thus preventing redistribution of (P)RR. The comparative elasticities of cells and
neurites of PC12 models of healthy and diseased neurons were measured using the Hertz model
to analyze force-distance curves acquired using an atomic force microscope (AFM). Results point
towards diseased, mutant cells being less stiff than the wild type counterparts. However, results
for the differences among the neurites are not statistically significant, and the overall results
remain inconclusive, pending larger data sets and further approaches. This prompted an initial
investigation into application of band excitation piezoresponse force microscopy (BEPFM) for
imaging of a neurite in serum media. The applicability of BEPFM in full cell culture serum media
is demonstrated for the first time, although steps must be taken to improve contrast in future
studies.
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Acknowledgments.
Introduction
The physical properties of mammalian cells are important for medicine, to help
determine causes of diseases and recovery due to treatments, as well as for biomedical
engineering, which requires the study of the interaction of mammalian cells with materials and
devices. The disease states of the nervous system still require much investigation, and research
into integration of devices with the brain currently is quite active (514, 515). For in vitro cell
culture, the PC12 line of cells is commonly used as a model for neurons. The PC12 cell line
originates from a transplantable rat adrenal pheochromocytoma (516). Upon addition of nerve
growth factor (NGF), PC12 cells differentiate into neuronal-like cells that extend neurite
extensions and synthesize and store some neurotransmitters (516, 517). This neuronal
differentiation has enabled studies of diseases such as Alzheimer’s Disease (518) and X-linked
mental retardation (407).
Using PC12 cells transfected with (pro)renin receptor ((P)RR) and that have undergone
neuronal differentiation upon exposure to nerve growth factor (NGF) as models of diseased
neurons associated with X-linked mental retardation and epilepsy, it has been shown that (P)RR
was redistributed from the endoplasmic reticulum to neurites in the wild types, but not in the
cells transfected with mutated (P)RR (407). Furthermore, we have observed that cells
transfected with mutated (P)RR grow shorter neurite extensions than cells with wild type (P)RR.
Here, it is hypothesized that the cytoskeleton is responsible for redistribution of (P)RR in
neurites, and that the shorter neurites associated with mutated (P)RR result from dense,
haphazard cytoskeletal organization and are mechanically stiffer. Successful measurement and
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determination of this phenomenon will progress basic neuroscience and give insight into
possible routes of treatment.
Atomic force microscopy methods will be used to measure the PC12 neurites’
mechanical properties, including elastic modulus and viscoelasticity. Traditional force-distance
curves performed with spherical (see Appendix Three) and pyramidal tips will be analyzed using
the modified Hertz model to derive the elastic modulus. Although such simple mechanical
models may be applied given certain assumptions about the experimentation, traditional AFM
methods are realized to be too cumbersome to build the large data sets needed for accurate
statistics on cell populations (402, 410). This requires a novel, fast-scanning AFM technique that
provides reliable information on mechanical properties of soft materials. Such a technique could
be developed further for clinical use as a rapid diagnostic procedure, perhaps using established
image recognition techniques (see Chapter Four). We begin investigating band excitation
piezoresponse force microscopy (BEPFM) for this purpose.
Results and Discussion
Initial analysis of the data was performed using the extended Hertz model to calculate
Young’s moduli from force-distance curves, which are presented herein as acquired using a
pyramidal probe tip geometry. Provided that sample surfaces are relatively large compared to
the probe tip, spherical probes are more appropriate for applying the Hertz model as contact is
better defined and remains linear over a larger range of applied forces. But experimentally,
spherical probes proved awkward for use with neurites because tips of 1 m diameter and
greater are larger than the width of neurites and result in poor resolution, making location of
sphere-neurite contact uncertain, i.e., the side of the tip may interact with the neurite while the
apex interacts with the underlying PLL surface. Smaller spherical probes cause the cantilever to
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interact directly with cell bodies when imaging shorter neurites [data not shown]. Therefore,
sharp, 4-sided pyramidal tips are used because they produce high-resolution image from
relatively fast intermittent or ac mode scans (about 10 minutes for 128 x 128 pixel scan over 10
m at 2 m/s) without damaging the cell or tip. Thus, location of the force-distance curve on the
neurite can be dictated within a few nanometers, given the XY closed loop is operational and the
cell does not retract the neurite. The main drawback of sharper tips is that soft materials can
exhibit larger, nonlinear strains even with application of smaller loads from the sharp tip,
limiting the range of indentation in which Hertzian theory can be applied. Yet, the gold coating
on the sharp tips used in this study creates a larger, blunt section on the apex of the tip that can
be approximated as spherical with a nominal radius of 40 ± 12 nm. If indentation depths are
limited to a similar scale as the tip radius, then a linear strain regime can be assumed (377).
Though the potential for penetration of soft layers associated with cell membranes is
increased with sharp tips, it has been shown by Hategan et al. (379) that more than 10 nN is
required for penetration of erythrocyte membranes at slow approach velocities (1 m/s), with
greater speeds requiring increased forces for penetration. In the present study, forces were
limited to no more than 6 nN, and most measurements were made with force triggers set at or
below 4 nN. A speed of 0.5 m/s to 1 m/s for sharp tips was used to limit hydrodynamic effects
appearing in the force-distance curve data. Although it is to be expected that spherical tips
would provide more accurate results for the larger, thicker, softer cell bodies, the sharp tips can
be used readily with both cell bodies and the small, thin neurites while allowing measurements
using BEPFM.
Elasticity of neurites and PC12 cell bodies using pyrimidal probes
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Gold-coated pyrimidal tips were used to acquire force curves on mutant and wild-type
(WT) cell and neurites. Positioning of the tip onto neurites initially was achieved by using the
optics, and then by selecting a spot on ac mode images, as in Figure 6-1. For cell bodies,
positioning was done using only the optics. Force curve approach velocities were maintained at
0.5 m/s or 1 m/s to avoid significant hydrodynamic effects that could be misinterpreted as
viscoelastic properties, and limited to indentation forces between 0.5 nN and 2 nN. Points of
contact during approach were chosen manually on the force curves, and best fits of the Hertz
model to the initial indentation regions (Fig. 6-2) were recorded. Average Young’s moduli of WT
neurites (n=6), mutant neurites (n=5), WT cell bodies (n=5), and mutant cell bodies (n=5) are
shown in Figure 6-3, with 95% confidence intervals as the error bars. WT neurites appear slightly
less stiff with an average Young’s modulus of about 1 kPa than mutant neurites with an average
Young’s modulus of about 1.2 kPa but are not significantly so (p=0.446 for Student’s two-tailed
t-test). Mutant cell bodies are significantly less stiff (p=0.00613) than mutant neurites, and WT
cell bodies with average Young’s modulus of about 1.9 kPa almost are significantly less stiff than
their neurites (p=0.0757). However, the result that WT cell bodies are significantly stiffer than
mutant bodies (p=0.0153) is unexpected and could mean that the WT body expressed a stiffer
cytoskeletal network or surface coating. This result also can be an artifact of different adhesive
properties among the neurites and cell bodies and of using different tips with the different types
of cells. More force curves are needed for statistical robustness, yet because of the sensitivity of
neuronal cells to probing conditions along with the slowness of performing force curves, a
quicker method should be developed.
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Figure 6-1. AFM AC mode height image of a neurite of a wild-type PC12 cell showing spot #1 where
force-distance curves have been acquired using a pyramidal tip. A cross-section of the image shows
that the neurite height is in the range of 200 nm to 300 nm.

Figure 6-2. Hertzian model fit to the approach segment of a force-indentation curve acquired with a
pyramidal probe at 0.5 m/s on a neurite of a wild-type PC12 cell. The point of contact at (0,0) was
determined visually and manually set before fitting the curve. The red curve represents the approach
segment, and the blue curve represents the retraction curve.
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Figure 6-3. Average Young’s moduli determined by fitting a Hertz model to force-distance curves
acquired using pyramidal tips on wild-type and mutant transfected PC12 cells. Error bars represent
95% confidence intervals.

BEPFM of a WT PC12 neurite
An area on a wild-type (WT) neurite, as shown within the red box on the bright field
image in Figure 6-4, was mapped by BEPFM and by force volume. BEPFM was performed with a
frequency center around 50 kHz, as this was the predominant peak observed during a surface
PFM tune [data not shown]. The Asylum Research version of BEPFM currently is limited to a 20
kHz bandwidth, 10 V carrier signal amplitude and lithographic mode, which causes BEPFM
imaging to have an acquisition time comparable to force volume imaging. Yet, the lithographic
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method boasts the advantage of controlled indentation with feedback on applied force at each
voxel, thus limiting damage to the cell.
BEPFM data was analyzed by fitting peaks in the measured response spectra by a
damped harmonic oscillator (DHO) model. Averaged DHO curves representing an area of voxels
on the neurite and on PLL are shown in Figure 6-5. The amplitude of the fitted BEPFM response
for the neurite is higher than for PLL. This is reflected in the mapped image of amplitude in
Figure 6-6a, but no contrast between the neurite and PLL is seen in maps of resonance
frequency (Fig. 6-6b), quality factor (Fig. 6-6c) and phase (Fig. 6-6d). This lack of contrast in all
but the amplitude map suggests a pure electromechanical response, as mechanical
contributions would be seen in the resonance and Q maps, with all materials possessing similar
polar orientations, which otherwise would be seen in the phase map. Notably, this is the first
demonstration of BEPFM contrast in serum media. However, this result can be an artifact
stemming from lack of sampling resolution because shifts in resonance of response of a few Hz
may have occurred undetected. Also, soft materials in liquid environments are expected to
exhibit response peaks of wider bandwidths, larger than 20 kHz.
For comparison, a force volume map obtained with a 2 nN trigger and 1 m/s approach
velocity is given in Figure 6-7. The neurite appears with the same shape in both the BEPFM
amplitude image (Fig. 6-6a) and the force volume height image (Fig. 6-7a). A Young’s modulus
map calculated by fitting the approach curve with the Hertz model is given in Figure 6-7b,
showing the cell and neurite have much lower elastic moduli than the surrounding PLL. A map of
work (Fig. 6-7c) performed during indentation, calculated by the area between the approach
and retraction curves in a single force-distance cycle (e.g., between the red and blue curves in
Fig. 6-2), represents the relative elasticities for each pixel within the force volume map (24) and
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shows more work is done on the softer neurite than on the stiffer PLL surface. Visually, the
BEPFM amplitude image most resembles the image of work. Such an analogy needs to be
confirmed in future studies before BEPFM can be utilized as a method for qualitative or
quantitative measurement of mechanical properties of soft materials.

Figure 6-4. Bright field image of the wild-type transfected PC12 cell, and within the red box, the
neurite imaged using force volume and BEPFM methods.

WT PC12

PLL

Figure 6-5. Averaged amplitude curves of the DHO fits of BEPFM spectra from areas on the PC12
neurite and the surrounding PLL. The values on the axes are relative and are provided for comparison
between the curves.
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Figure 6-6. BEPFM images of a neurite in serum media. Amplitude (a), resonance frequency (b), quality
factor, Q (c), and phase (d) maps of DHO fits to BEPFM data from a neurite of a wild-type transfected
PC12 cell.
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Figure 6-7. Force volume maps of height (a), Young’s modulus (b), and work (calculated by finding the
area between the approach and retraction curves) (c) acquired using a pyramidal tip at 1 m/s with a
2nN trigger on the same neurite of a wild-type transfected PC12 cell as presented in Figures 6-6
through 6-9.

Conclusions
The comparative elasticities of neurites of PC12 models of healthy and diseased neurons
were measured using the Hertz model to analyze AFM force-distance curves. Results point
towards mutant cell bodies being much softer than the bodies of the wild type cells. It is noted
that results from spherical probes (Appendix Three) and sharp probes cannot be compared
directly because different approach velocities and thus strain rates are used. Still, for each probe
the results for the differences among the neurites are not statistically significant, and the overall
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results are inconclusive. AFM measurements of the mechanical properties of thin, soft cellular
extensions with high aspect ratios presents a novel problem, since the most relevant literature
concerns indentation of cell bodies and leading edges (519, 520) and indentation of nanoscale
viruses, fibers (426) and carbon constructs (521). Other AFM-based approaches, such as
dynamic nanoindentation methods (357) accounting for enhanced stiffness effects attributable
to the underlying substrates (292) of the neurites and analyzed using nonlinear contact
mechanics models (316), can overcome some difficulties presented here and give further insight
into the role of the cytoskeletal mechanics in diseases afflicting neuronal extensions.
One such AFM-based approach that we began investigating here is BEPFM. In previous
chapters BEPFM was utilized in pure water and electrolyte solutions. The applicability of BEPFM
in full cell culture serum media is demonstrated for the first time, although steps must be taken
to improve contrast in future studies. The similarity between the work image (Fig. 6-7c) and the
BEPFM amplitude image (Fig. 6-6a) acquired using a sharp tip further suggests the applicability
of BEPFM for mechanical properties of surfaces. Applications of BEPFM to biological systems
must continue to be expanded for investigation of elasticity and viscoelasticity of soft materials.
Materials and methods
Transfection of PC12 cells
At Greenwood Genetics Center (GGC), PC12 cells were transfected with empty vector
(ev), wild-type (WT) and mutant (pro)renin receptor ((P)RR, also known as the ATPase H(+)transporting lysosomal accessory protein 2 [ATP6AP2]), and green fluorescent protein (GFP)
genes using Neuromag (Boca Scientific, Inc.). The mutant (P)RR had a D4 frame deletion and is
thus cells transfected with it are referred to as D4 throughout.
Maintenance of PC12 cells
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Transfected PC12 cells were grown on T-25 tissue culture flasks in cell culture incubators
with 5% CO2 at 37oC. Full growth media consisted of F12-K medium supplemented with 12.5%
horse serum, 0.25% fetal bovine serum, 0.083% penicillin and streptomycin solution, and
0.083% L-glutamine. Passaging of cells was performed upon reaching 80% to 90% confluency,
generally once per week. For passaging, cells were rinsed with DPBS then trypsinized, and
trypsin was deactivated with full growth media before centrifuging the cell suspension at 1000
rpm for 5 minutes. The cell pellet was resuspended in full growth media, pipetted repeatedly to
break up cell aggregates (as PC12 cells tend to aggregate, especially after exposure to G418),
and 1/5 of the suspension was used to seed a new flask. PC12 cells do not grow well if seeded at
densities that are too low. Cell lines were maintained by periodic addition of 200 g/mL G418
(522) to the full growth media because transfected PC12 cell lines have a tendency to drift,
losing plasmids. Fluorescence microscopy was used to identify GFP-labeled, transfected cells
during growth, as during growth and passaging some cells will lose transfected gene
expressions. For long-term storage in liquid nitrogen, cells were frozen in full growth medium
with 10% dimethyl sulfoxide (DMSO).
Preparation of PC12 cell samples for AFM measurements
For mounting in the under the AFM head, cell culture petri dishes at least 35 mm in
diameter and at most only 9 mm tall had to be used, and for fluorescence imaging, it was best to
have the cells grown on 0.17 mm-thick glass coverslips. To satisfy both demands, glass-bottom
petri dishes (World Precision Instruments’ (WPI) Fluorodish) were used. To encourage cell
adhesion and neurodifferentiation (523, 524), the glass was coated using 600 L of 0.01% polyL-lysine (PLL, Sigma) and incubated at 37oC in a humid cell culture incubator for at least four
hours. Because polyamino acids are lethal to cells, the PLL-coated dishes were rinsed with
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copious amounts of sterile Millipore water before seeding the cells. Cells were seeded onto the
PLL-coated dishes at densities between 1000 and 5000 cells/mL, counted using a Coulter cell
counter (Beckman-Coulter). In petri dishes, cells were fed with about 2.5 mL of media. One day
after seeding and 24 -48 hours before imaging, cells were fed with 100 ng/mL nerve growth
factor (NGF). About 12 hours before imaging, cells were fed again with fresh media and NGF and
were transported to an incubator near the AFM. This 12 hour respite was intended to let any
detached cells adhere to the PLL again, as PC12 cells do not adhere strongly to surfaces and can
detach during movement of the petri dish.
AFM instrumentation, tips and ac mode imaging
AFM measurements were performed using an Asylum Research Bio-MFP-3D AFM
mounted on an Olympus IX81 microscope with 40X long-working distance or 60X oil immersion
objective and a Watec WAT 902H Ultimate CCD camera for acquiring bright field images during
AFM measurements. The AFM was used with a petri dish heater and either a PEEK tip holder (for
spherical tip measurements), an iDrive (Asylum Research) tip holder (for fast sharp tip
measurements), or a conventional tip holder (for sharp tip measurements corresponding to
BEPFM measurements). Cells were imaged in the petri dish with the heater set to 34 oC with a
ramp rate of 0.75 to 1oC per minute. The temperature control setting was lower than 37oC
because there is no thermocouple probe within the liquid for accurate feedback, and so a
conservative precaution was taken to prevent overheating at the glass surface upon which the
cells were attached.
Three different types of probe tips were used. Spherical probes (Novascan Technologies,
Inc.) had 5 m-diameter borosilicate spheres attached to triangular cantilevers with nominal
spring constant of 0.06 N/m. Sharp, 4-sided pyramidal tip probes (Olympus TR400PB, short) had
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nominal tip radii of 42 ± 12 nm with 35o angles and were gold-coated to allow performance of
BEPFM and had triangular cantilevers with nominal spring constants of 0.09 N/m. AC AFM
imaging of neurites was performed using TR400PB tips at frequencies of approximately 6.8 kHz
with amplitude setpoints of about 700 mV, scan velocities less than 4 m/sec, and integral gains
of 10 and greater. Probes for magnetically-driven iDrive imaging (Asylum Research AR-iDriveN01) were based upon the Olympus TR400PB probes, being gold-coated and with nominal
spring constant of 0.09 N/m, yet had separate, split electrical contacts for each cantilever leg to
the iDrive holder.
Force-distance curves and maps
Force-distance curves were used first to calibrate cantilever spring constants in
Millipore-grade water on clean glass substrates on the bottom of petri dishes. For these
calibrations, the sampling rate was set to 5 kHz, force distances were 1 m, approach velocities
were 1 Hz, and deflection voltage triggers were set between 0.4 and 0.6 V. The linear portion of
indentation was fit to obtain the inverse optical lever sensitivity (InvOLS), and a thermal tune
performed off-surface was fit using a Lorentzian model to obtain the cantilever spring constant.
Subsequent force-distance curves on the samples were performed with the same sampling rate,
but force distances, velocities and triggers were different. For cell bodies, force distances were
set to 20 m at velocities of 50 m/s for spherical probes and 8 m at 0.5 to 1 m/s for sharp
tips. Triggers during force curves on the samples ranged from 0.5 to 4 nN during the studies.
Analysis of approach curves using the Hertz model assuming incompressible samples
with Poisson ratio of 0.5 was used to obtain the reported values of Young’s moduli. For the
Young’s modulus maps in Figure A3-1, the fitting procedure and code of Guo and Akhremitchev
(426) was used. For the rest of the Young’s moduli reported herein, the code within the Asylum
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Research software (version 101010+0419) was used to achieve best fits of the Hertz model to
the curves. Briefly, for the map in Figure 6-7 a linear fit to the approach curve on a logarithmic
scale of indentation is used to achieve best fit and determine the point of contact automatically.
The physical parameters of the appropriate tip (either glass sphere or gold cone) are entered
and used to calculate the reduced modulus and sample modulus by fitting the curve to the
equation:
(

)

where tip is the Poisson ratio of the tip material, Etip is the elastic modulus of the tip, EC is the
reduced modulus, Sample is the Poisson ratio of the sample, and ESample is the Young’s modulus of
the sample.
Band excitation piezoresponse force microscopy (BEPFM) instrumentation and imaging
Lithographic, point-by-point BEPFM was implemented using the internal electronics of
an Asylum Research (Santa Barbara, CA) MFP-3D Atomic Force Microscope (AFM) with software
version AR MFP3D 090909+1409 with the first release of the BEPFM software extension. A
serpentine tip movement was selected, during which the tip would indent the surface at 2 nN,
and a 10 V-amplitude excitation band of 20 kHz centered at about 50 kHz (increasing chirp) was
applied to the microscope tip at each voxel, after which the tip would retract 1.5 microns before
moving to the next point at a velocity of 4 m/s. The presented BEPFM data set consists of 32 x
32 voxels. The mechanical response of the system was recorded by measuring and digitally
storing the motion of the tip, taking the fast Fourier transform of the response at each voxel.
The amplitude, resonance frequency, phase, and quality factor were extracted from individual
voxels using a damped harmonic oscillator model. A gold-coated, pyramidal tip (Olympus,
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TR400PB) with a measured stiffness of 0.02303 N/m and an inverse optical lever sensitivity
(InvOLS) of 52.19 nm/V in the aqueous solutions was used for the experiments (512). The
cantilever had a triangular shape with 13.4 µm width of each leg, 100 µm total length and 0.4
µm thickness.
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CONCLUSIONS AND RECOMMENDATIONS
Conclusions
Mechanical properties of cells are associated with pathophysiological changes in many
diseases, from cancer (400, 405) to cardiovascular disorders (315). The importance of mechanics
of biological systems is exemplified further in cellular and tissue engineering as
mechanotransduction has been solidly linked to cell fate within the recent decades (269, 270).
Mechanobiology also can be influenced by electromechanical coupling within biological systems.
The research herein is situated in an overall effort to establish a technique for measuring
electromechanical coupling with high (molecular) resolution of living cells. Necessary first steps
were made towards establishing band excitation piezoresponse force microscopy (BEPFM) as a
robust method for this purpose. Establishment of PFM as a routine method for studying
biological systems will require performance in liquids, including culture media, demonstration of
effectiveness over a hierarchical range of scale and of promise of medical relevance, and
delineation of image formation mechanisms with constitutive relations to physical properties of
samples. The results foster the following conclusions along the lines of such specific aims:


BEPFM (both line and lithographic modes) improves on PFM by resulting in image
contrast in not only deionized water but also in electrolyte solutions, making it possible
to probe living cells.



The image formation mechanism of BEPFM involves both mechanical properties of
samples, as there is some change in response with variation of indentation, moduli of
samples, and any electrical double layer present (as liquids with increasing ionic
strengths diminish BEPFM contrast).
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Physical properties associated with different types of cells allow functional recognition
imaging using BEPFM (shown with analysis by artificial neural networks and with visible
differences among spectra), laying the foundation for performing diagnostic assays
using BEPFM.



Line mode BEPFM can be performed in electrolyte solutions to produce contrast among
different biological materials. This mode shortens scan times by an appreciable amount,
progressing further towards clinical application. However, the fastest scans remain
limited by the time necessary to deliver the electrical signal and acquire the mechanical
response; this amount of time increases with resolution in the frequency domain.



Preliminary results suggest that formation of the BEPFM amplitude image in serum
media is related to the work performed during force-distance curves, consistent with
change in BEPFM response with elastic moduli of contact.
In overall conclusion, BEPFM currently is capable of performance to a limited extent in

physiologically-relevant liquids, and biological systems can be distinguished relatively using
BEPFM. Future, fundamental studies are necessary to correlate specific, independent physical
properties with BEPFM data, and numerous applied experiments will be needed to determine if
any characteristic features of BEPFM data sets can be associated with particular biological
systems.
Recommendations
The following recommendations are provided to assist with experimental designs to
improve analytical interpretation of BEPFM data and to continue expanding experimental
investigations of electromechanical properties of biological systems. An ultimate goal would be
a high-throughput, high spatiotemporal resolution technique capable of quantitatively and
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simultaneously measuring chemical, mechanical, electrical and electromechanical properties in
at least three dimensions.


Experimental verification of electrical double layer responses measured using BEPFM
can be accomplished by investigating relatively hard biomaterials possessing various
surface chemistries in environments with a range of ionic compositions and strengths.
See Appendix One for preliminary results from BEPFM on gold in different
environments.



Statistical significance of BEPFM responses associated with particular systems must be
established and requires much larger data sets than presented here. Standard
piezoelectric materials in liquids will be a good place to start, followed by simple
bacterial cells.



Mapping of dielectric properties of biological systems is needed. An impedance or
network analyzer can be connected to the AFM tip holder, and microwave signals can be
delivered through short, shielded wire to the sample or to a solid metal tip (e.g., from
Rocky Mountain Nanotechnology) (525, 526). Electromechanical properties utilizing an
impedance analyzer could be pursued by combining the AFM with fluorescence imaging,
e.g. of membrane position-sensitive or polarization-sensitive fluorophores (527, 528).



It is assumed that for band excitation waveforms, chirplets apply the most power and
hence have the highest signal to noise ratio for the largest percentage of the waveform.
Other waveforms should be investigated, especially with regards to nonlinear responses
and dynamic force spectroscopies.
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Other models for considering BEPFM data should be considered, perhaps including
contributions from other types of electromechanical responses besides piezoelectric, for
example, the flexoelectric response of membranes can be investigated.



Usage of insulated and shielded probes should be pursued further because they promise
to improve PFM contrast in electrolyte solutions. Custom probes will require careful
calibration of electrical and applied (e.g., PFM imaging of PPLN which exhibits a
response of 12 pm/V) performances. Resistive heating that can have deleterious
consequences on cell functions must be avoided when designing insulated probes.



Protein coating, especially of tips with gold surfaces, should be considered when using
methods that are quite localized and sensitive to surface properties such as BEPFM.



Because models and analysis of contact mechanics depend strongly on cantilever spring
constants, it is suggested that tips be cleaned thoroughly, at least with copious amounts
of Millipore-grade water and methanol, before each experiment, and repeated
calibration measurements at several locations should be made. A hard, smooth
diamond surface in Millipore-grade water or appropriate buffer should be used for
calibration force-distance curves, which should be acquired with less than 1 m/s
approach velocity and at least 5 kHz sampling rate.



A general suggestion about performing AFM measurements on cells is that osmolality of
imaging solutions should be controlled tightly and adjusted appropriately for different
types of cells. Molecular coatings for cell attachment also must be chosen deliberately,
and thicknesses accounted for during each set of AFM measurements, especially
because relative results from techniques such as BEPFM are sensitive to mechanical
properties of substrates.
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Soft, thin, high-aspect ratio features such as neurite extensions present a unique
challenge for AFM methods. Analysis should employ nonlinear contact mechanics
models using blunted pyramidal tips for elastic and viscoelastic properties. Furthermore,
dynamic AFM methods spanning a range of applicable excitation frequency and
magnitude regimes should be used to complement one another. For example, higher
frequency ultrasonic force microscopy and BEPFM should be used with lower frequency
dynamic modulation methods, when possible utilizing magnetically-driven (iDrive)
cantilevers in liquid. This could provide better measurement of mechanical and
electromechanical impedances, and thus better characterization of frequencydependent constitutive properties.
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APPENDIX ONE
ELECTROMECHANICAL RESPONSES ASSOCIATED WITH AN ELECTRICALLY GROUNDED GOLD
SURFACE IN AMBIENT AND LIQUID ENVIRONMENTS
Introduction
Further insight into the performance mechanism of piezoresponse force microscopy
(PFM), especially in different environments such as liquids, can be gleaned by using a sample
that should exhibit no piezoelectric effect. A gold-coated glass slide electrically grounded simply
to the atomic force microscope (AFM) stage is considered here using PFM amplitude- and
phase-frequency sweeps or tunes and band excitation PFM (BEPFM) in three environments:
ambient air, Millipore-grade water (at 17 MΩ*cm) and Dulbecco’s phosphate buffered saline
(DPBS, by Mediatech). Two types of probe tips are used – a triangular, conductive gold-coated
silicon nitride tip with nominal spring constant of 0.09 N/m (Olympus TR400PB) and a
rectangular, uncoated silicon tip with an aluminum backside cantilever coating and nominal
spring constant of 2 N/m (Olympus AC240TS). Characteristic spectra with peaks dependent upon
excitation amplitude are observed for each system studied using both tunes and BEPFM.
Maximum resonance amplitudes for these systems with the tip in contact with the surface are
around 1 to 2 mV, which are values on the same order of magnitude as the BEPFM amplitude
responses observed for bacteria with 10 V excitation amplitude in Millipore-grade water and
DPBS (see Figures 5-1, 5-2). And on the gold surface, the liquid environments compared to
ambient air elicit shifts in measured resonance frequency along with changes in phase and
amplitude. However, the physical origin of any PFM response at all in this system is unclear,
perhaps being attributable to hydrocarbon adsorbates, bound water layers, and ions of an
electrical double layer (8).
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Materials and Methods
A gold-coated glass slide (Platypus Technologies, LLC #Au.0100.CSS) with a thin gold
layer of 10 nm nominal thickness over a titanium adhesion layer of 10 nm nominal thickness,
total area of approximately 22 mm x 22 mm, and with roughness associated with the underlying
glass substrate, was electrically grounded to the AFM scan stage using a 30 gauge, Kymarinsulated alloy wire (Radio Shack #278-503) that was 32 mm long and that was held to the stage
and gold surface using strong rare earth magnets (Asylum Research). Electrical resistance of a
few ohms, which arises from imperfect contacts among the different metals, was measured
using a multimeter between the gold surface and the grounding-end of the wire. The gold
surface of the sample and the tips were cleaned before experimentation by rinsing with copious
amounts of Millipore-grade water and 100% ethanol, which can be responsible for hydrocarbon
residues.
Measurements were taken with the tip held in the standard conductive tip holder
(Asylum Research) with the head nearly level according to a simple bubble level, thus giving the
cantilever an approximate -11o incline relative to the sample surface. The tip was placed with
closed-loop feedback enabled at an arbitrary location on the gold surface that was confirmed to
be free of visible contamination using a 200x optical brightfield image. Experiments were
conducted with tunes preceding BEPFM measurements and with increasing excitation
amplitudes, followed by increasing deflection set points at the maximum excitation amplitude.
Tunes lasted 2.96 seconds with a sampling rate of 5 kHz. BEPFM measurements were collected
with a chirplet waveform with 8,192 points and five samples. The bandwidth of the chirplet was
limited by the software to ≤20 kHz, and carrier modulation always was set equal to modulation
amplitude. The tip was moved in serpentine fashion over the surface, with retract distances of 1
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nm for 1 nm x 1 nm scans and 150 nm for 1 m x 1 m scans. The systems were considered in
this order: gold-coated tip in ambient air, Millipore-grade water and then DPBS; and finally an
uncoated tip was used in DPBS. Liquid volumes were between 100 L and 200 L during
experimentation, with drop geometries varying over time because of uncontrolled evaporation
rates that were dependent on temporal variations in temperature and humidity. Each system
required about two hours to investigate.
Results and Discussion
PFM tunes
Sweeps of frequency from 0 to 1 MHz in single-frequency PFM mode were performed to
determine the dependence on excitation amplitude of responses in ambient air, Millipore-grade
water, and DPBS as shown in Figure A1-1. The excitation amplitude ranged from 0.5 V to 10 V
(the limit of the AFM instrument). In all cases, even with the uncoated tip, amplitudes increased
and phase responses tightened with higher frequencies because of effective stiffening of the
cantilever and thus of contact above about 220 kHz. (An increase in base amplitude response
also occurs below 100 kHz with increasing force applied by the cantilever, until deflection
sensitivity saturates, as seen in Figure A1-4.) Similarly for all systems, higher excitation
amplitude elicited larger response amplitudes and tighter phase responses, especially at higher
frequencies. Comparing the differences among the spectra of the different systems, it is noticed
that the gold-coated tip in the liquids (Fig. A1-1c,e) exhibits very small amplitude peaks at lower
frequencies, whereas in air there are narrow peaks occurring at about 360 kHz, 520 kHz and 680
kHz (Fig. A1-1a). A closer look at the 520 kHz peak is given in Figure A1-2; the peak amplitude
appears to increase nonlinearly with respect to excitation amplitude. Considering the uncoated
tip in DPBS, its spectra do not exhibit any noticeable peaks and lack the broad “hump”
193

approximately between 200 kHz and 550 kHz that is seen with the conductive tip. Otherwise,
the amplitude and phase spectra of the uncoated tip behave in general like those of the
conductive tip, and lack of conductivity may not be the response-limiting factor for the uncoated
tip, as its cantilever is about 20 times stiffer than the conductive probe. Indeed, grounded gold
should not exhibit an electromechanical response; furthermore, the grounding should ensure a
dc offset V = 0, which would cause electromechanical contributions to dominate over any
electrostatic effects in any PFM response. But in all these systems, layers of adsorbates, water
and ions can be providing the PFM response, and the potential effect of an electrical double
layer is seen in the differences between the amplitude spectra for Millipore water and DPBS
(Fig. A1-3). For these reasons, the effects of contact stiffness on the PFM response must be
examined.
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Figure A1-1. Single frequency PFM amplitude (a,c,e,g) and phase (b,d,f,h) - frequency spectra with
varying excitation amplitude for a conductive tip probe in ambient air (a,b), Millipore-grade water (c,d)
and DPBS (e,f) and for a nonconductive tip probe in DPBS (g,h) on a grounded gold surface.
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Figure A1-2. Single frequency PFM amplitude (a) and phase (b) - frequency spectra showing the small
peak at 520 kHz for a conductive tip probe in ambient air on a grounded gold surface.
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gold surface.
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Increasing the deflection set point increases the tip-sample contact stiffness. In Figure
A1-4, amplitude- and phase-frequency spectra for the liquid environments were measured with
excitation amplitude at 10 V while the deflection set point was varied. Disregarding the
instrumental effects at very low frequencies, the maximum amplitude peaks for each system
were observed when the tip was off-surface at the -10 V set point. The peak amplitudes and
resonance frequencies shifted upon contact, indicating the presence of electrostatic interactions
in the PFM signal. The similarity in the peak shapes in water and in DPBS occurs because of
similarities in hydrodynamics and cantilever mechanics. Once contact is made, all systems
demonstrate an increase in baseline response with increase in deflection set point; this is most
noticeable with the spectra at the 5 V set point. At the maximum possible set point of 10 V, the
deflection sensitivity associated with the photodiodes on the position sensitive detector
becomes saturated, resulting in featureless, low amplitude responses. The spectra for water and
DPBS compare as previously – there is an extra peak for DPBS near 20 kHz, but there are
characteristic peaks for Millipore water between 30 and 40 kHz. The uncoated tip in DPBS
reveals a small peak around 5 kHz in contact as well as a small hump between 20 and 40 khz
when not in contact. It is noted here that a set point of 0.045 V was used with the uncoated tip
because that provides an applied force equivalent to the 1 V set point from the conductive tip
cantilever.
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Figure A1-4. Single frequency PFM amplitude (a,c,e,g) and phase (b,d,f,h) - frequency spectra with
varying deflection setpoints for a conductive tip probe in ambient air (a,b), Millipore water (c,d) and
DPBS (e,f), and for a nonconductive tip in DPBS (g,h), on a grounded gold surface.

198

From these results, the observed PFM responses on gold in these different
environments are hypothesized to arise from a thin, charged layer between the tip and gold
surface. An electrostatic response is observed as peaks in the amplitude spectra appear when
not in contact, and peaks shift upon contact. However, the peaks observed in air suggest that
the responses arise not only from the electrical double layer in solution but also from a bound
water or adsorbate layer on the surfaces. Although the vertical signal from the soft cantilever is
subject to coupling from lateral and longitudinal movements, the triangular shape reduces this
coupling, and the responses in air are seen at higher frequencies where the cantilever stiffens,
further reducing coupling (14). In liquids, the liquid layers on the surfaces of the sample and
probe also will reduce directional coupling even at low frequencies, which prevents lateral PFM
from being performed reliably in liquids (8). Thus, with a relatively flat gold surface, the
response should not correspond to changes in topography or directional coupling. This will be
checked using BEPFM maps over small, 1 nm, and larger, 1 m, scan areas.
BEPFM
The ability to measure electromechanical responses over a frequency range at one
spatial point in less than a second enables spatial maps to be made using the BEPFM technique.
To produce these maps, the spectra at each spatial point are fit using a damped harmonic
oscillator (DHO) model (black line in the presented spectra; see Chapter Three for details). These
spectra are averaged (dark red) and a standard deviation (bright red) calculated from the voxels
indicated by red dots in the DHO fit maps in Figures A1-5 through A1-7. For averaging of the
spectra, voxels at the edges of the maps are not included because noisy spectra demonstrating
outlying behavior that is associated with hydrodynamic perturbations of the cantilever are
observed at the initial voxels and at the “turn around” locations of the scanning. Variation in
199

BEPFM response at maximum excitation amplitude of 10 V with the tip in contact can be
visualized in Figure A1-5 over a 1 nm x 1nm area on the gold in DPBS and in Figure A1-6 for a 1
m x 1 m area. The tip is not in contact with the gold surface because of a -10 V deflection set
point for Figure A1-7.
Topography, as demonstrated by the 1st-order flattened AFM height images in these
figures, does not appear to play a dominant role in formation of the BEPFM images. When the
tip is in contact in virtually the same spot (Fig. A1-5), the height changes much less than 10 pm
for the voxels averaged, while there is a small but gradual slope in response amplitude and
changes of less than 1 khz in resonance, except in a few voxels. Shifts in resonance are directly
related to change in contact stiffness conditions (see Chapter Three), and values of response
amplitude do not correspond to shifts in resonance for BEPFM. For the 1 mm x 1 mm scan with
the tip in contact (Fig. A1-6), the range in height is less than 20 nm, yet, some topographical
features are observed. Again, neither resonance nor amplitude appears to be strongly related to
topography. When the tip is scanned out of contact over the same 1 m x 1 m area, the
recorded height values vary much more than with the tip in contact, as do the values within the
DHO fit maps, although the values fall within the same range as when the tip is in contact. The
standard deviation of the spectra is smallest for the 1 nm2 scan (which also has the fewest
points) and largest for the spectra from the tip out-of-contact, especially at frequencies lower
than the main peak. In BEPFM spectra figures (e.g., Fig. A1-5d,e) from here on, it is noted that
the values for the x-axis are relative (i.e., represent the range of 0.02 MHz) and are not absolute,
and the Y-axis values for response amplitude are in meters. Future changes in the software are
planned by Asylum Research to address exportation of BEPFM data and manual scaling.
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Figure A1-5. Spatial maps over 1 nm x 1nm on a gold surface for BEPFM data at 10 V excitation
amplitude and 1 V deflection set point over a frequency range of 10 kHz to 30 kHz with a conductive
probe in DPBS are shown. Maps were formed by fitting a damped harmonic oscillator (DHO) model to
the data for amplitude (a, in meters) and resonance (b, in MHz), which can be compared to the height
map (c) acquired simultaneously. Red dots on the maps indicate voxels from which averaged BEPFM
amplitude (d) and phase (e) spectra are calculated as darker red, with thin black curves representing
the DHO fits and bright red curves representing one standard deviation.
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Figure A1-

on a gold surface for BEPFM data at 10 V excitation

amplitude and 1 V deflection set point over a frequency range of 10 kHz to 30 kHz with a conductive
probe in DPBS are shown. Maps were formed by fitting a damped harmonic oscillator (DHO) model to
the data for amplitude (a, in meters) and resonance (b, in MHz), which can be compared to the height
map (c) acquired simultaneously. Red dots on the maps indicate voxels from which averaged BEPFM
amplitude (d) and phase (e) spectra are calculated as darker red, with thin black curves representing
the DHO fits and bright red curves representing one standard deviation.
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Figure A1-

on a gold surface for BEPFM data at 10 V excitation

amplitude and -10 V deflection set point over a frequency range of 10 kHz to 30 kHz with a conductive
probe in DPBS are shown. Maps were formed by fitting a damped harmonic oscillator (DHO) model to
the data for amplitude (a, in meters) and resonance (b, in MHz), which can be compared to the height
map (c) acquired simultaneously. Red dots on the maps indicate voxels from which averaged BEPFM
amplitude (d) and phase (e) spectra are calculated as darker red, with thin black curves representing
the DHO fits and bright red curves representing one standard deviation.
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APPENDIX TWO
INTER- AND INTRACELLULAR VARIATIONS IN ELECTROMECHANICAL RESPONSE AS MEASURED
USING BAND EXCITATION PIEZORESPONSE FORCE MICROSCOPY (BEPFM)
Results and Discussion
Chapter Five provides an introduction to the system being addressed experimentally,
and the results presented here supplement the results shown in Chapter Five. To demonstrate
the inter- and intracellular variations in BEPFM, averaged spectra shown with one standard
deviation error bars are plotted from spatial areas selected from maps of BEPFM data sets. The
data in Figures A2-1 through A2-4 were acquired using another probe tip (Olympus TR400PB)
than was used for Figures A2-5 through A2-6 and in Chapter Five, demonstrating the influence
of individual cantilevers and conditions of tips on the image formation mechanism.
Strong variation within a particular cell is shown in Figures A2-1 and A2-2, in which a
single Micrococcus luteus (ML) bacterium adsorbed onto poly-L-lysine (PLL) demonstrates the
characteristic BEPFM amplitude-frequency peak shape (Fig. A2-2b) that is observed in Chapter
Five. The height of the cell (Fig. A2-1a) is about 600 nm and is similar to the value for the ML in
water in Chapter Five, and the damped harmonic oscillator (DHO) fits of the spectra (see
Chapter Three) reveal maps with values and contrast resembling the maps of ML in water in
Chapter Five. However, the amplitude values here have not been corrected for the
normalization applied by the BEPFM software in which the amplitude outputs are divided by
excitation amplitude (80 V for Figures A2-1 through A2-4), unlike in Chapter Five wherein the
amplitude values have been multiplied by the excitation amplitude. Additionally, the average
resonance frequency shown in Figure A2-2b,c is, at 70 kHz, about 20 kHz higher than the
average resonance around 50 kHz for the ML in water in Chapter Five and in Figures A2-5 and
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A2-6. This difference in the average value can be explained by a true difference in topology and
stiffness within the cells and by the difference in the probe mechanical properties, both
contributing to a difference in contact mechanics. The standard deviation about the average
responses in Figure A2-2b,c is relatively large but allows for the amplitude peak shape to persist,
and it is similar to the level of noise observed within each spectrum (data not shown).
Intercellular variation is best shown in Figures A2-3 and A2-4 with a group of ML on PLL
in water using the same probe as for the preceding Figures A2-1 and A2-2. The height image
(Fig. A2-3a) shows typical values of 600 nm to 800 nm for the bacteria, and the deflection image
(Fig. A2-3b) provides details of the surfaces of the clustered cells. DHO fits of the BEPFM data
show an average resonance frequency (Fig. A2-3d) around 50 kHz and lower quality factor (Q)
values (Fig. A2-3e) than for the single bacterium, although the amplitude levels (Fig. A2-3c) are
similar. These findings are supported by the averaged spectra from spatial areas in Figure A2-4,
in which the average resonance frequency is about 50 kHz for the bacteria. The standard
deviation values about the average responses in Figure. A2-4b,c are similar to those shown for
the single bacterium in Figure A2-2 in that they are relatively large but the amplitude peak
shapes remain distinguishable for all three areas of cells. Therefore, the BEPFM response
spectra are typically similar for multiple cells of the same type using the same probe.
The repeatability of the BEPFM response on a ML cell in water can be revealed by
performing the technique with slow scan disabled, in which the probe is rastered repeatedly
across the same line on the cell, as in Figures A2-5 and A2-6. This technique and particular cell
were utilized in Figure 5-1. The height of this cell is shown in the cross section to be about 400
nm (Fig. A2-5a), and the deflection image shows an obvious loose feature in the middle of the
cell (Fig. A2-5b). The DHO fits of the BEPFM data give amplitude, Q and phase values similar to
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those calculated for the group of ML cells in Figures A2-3 and A2-4, but the resonance for the
slow scan disabled data set is around 70 kHz (Fig. A2-5d). Averages of spectra along a line on
the columns (Fig. A2-6a), for which each voxel should represent the same spatial location with
slow scan disabled, demonstrate large standard deviations on the broad peaks (Fig. A2-6b).
Shifts of response for a particular location along the columns are observable in the DHO fit maps
and may be associated with both instrumental drift and movement of the soft material under
repeated scanning. It is noted here that the top two, initial rows in this image present noticeably
different responses and have been used in averaging for Figure A2-6. In summary, although
shifts in response occur with repeated scanning of cells, they do not preclude formation of
characteristic spectra, and inter- and intracellular veracity of BEPFM is demonstrated here.
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Figure A2-1. AFM height (a) and deflection (b) images for a ML bacteria adsorbed onto PLL in Milliporegrade water show the characteristic tetrad morphology. DHO fits of BEPFM data result in maps of
amplitude (c), resonance (d), quality factor (e), and phase (f).
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Figure A2-2. BEPFM image (a) with selected areas (bacterium in red and PLL in black) averaged to
produce the amplitude (b) and phase (c) spectra with one standard deviation denoted by the error
bars.
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Figure A2-3. AFM height (a) and deflection (b) images are shown for several ML bacteria adsorbed
onto PLL in Millipore-grade water. DHO fits of BEPFM data result in maps of amplitude (c), resonance
(d), quality factor (e), and phase (f).
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Figure A2-4. BEPFM image (a) with selected areas (groups of bacteria in red, blue and green, and PLL in
black) averaged to produce the amplitude (b) and phase (c) spectra with one standard deviation
denoted by the error bars.
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Figure A2-5. AFM height (a) and deflection (b) images for a ML bacterium adsorbed onto PLL in
Millipore-grade water show the characteristic morphology. A cross section shows the height of the
bacterium in relation to the PLL surface. DHO fits of BEPFM data collected during slow scan disabled in
the approximate location and same orientation as the cross section in (a) result in maps of amplitude
(c), resonance (d), quality factor (e), and phase (f).
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Figure A2-6. BEPFM image (a) with selected points (lines on the bacterium in green and black, and line
on PLL in magenta) averaged to produce the amplitude (b,d,f) and phase (c,e,g) spectra with one
standard deviation denoted by the error bars.
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APPENDIX THREE
ELASTICITY OF PC12 NEURONAL CELL MODELS AND NEURITES OBTAINED USING SPHERICAL
ATOMIC FORCE MICROSCOPY (AFM) PROBE TIPS
Results and Discussion
Chapter Six provides an introduction to the problem being addressed experimentally,
and the results presented here supplement the results shown in Chapter Six. Mutanttransfected PC12 cells (Fig. A3-1a) typically show shorter neurites than those expressed by
empty vector (ev)-transfected PC12 cells (Fig. A3-1d) when fed with NGF. Height maps from
force volume data of neurites (Fig. A3-1b,e) correspond to regions within the red squares in the
optical images and show resolution of the 5 m-diamter spherical glass tip. Speeds of about 50
m/s for spherical probes were used because simultaneous stress relaxation measurements
were being made, and high velocities approximate a step strain while minimizing hydrodynamic,
viscous dampening (358). Because the speeds used to acquire data with spherical (herein) and
sharp tips (see Chapter Six) differed by a large amount, comparison of the results from using the
two types of tips is precluded. For the spherical tips, Young’s modulus maps from fits by the
Hertz model show that neurites are stiffer than the surrounding poly-L-lysine (PLL) and the cell
bodies, while the cells bodies are softer than the PLL surface. For the particular cells shown in
Figures A3-1c and A3-1f, it appears that the empty vector neurite and the surrounding PLL layer
are stiffer than the mutant neurite and its surrounding PLL layer. This may be contributed to: (1)
cantilever interaction with the ev cell, evidenced by the taper off the body on the right side and
the sudden change from soft body to stiff neurite, (2) hydrodynamic effects arising from the
high approach velocity (24), and (3) the use of different probes for the different cell types, which
introduces about 10% error associated with spring constant calibration (336).
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Figure A3-1. Bright field images of NGF-fed, empty vector (a) and mutant (d) transfected PC12 cells
designate within red boxes the areas from which corresponding force volume maps (b,e) and Young’s
modulus maps (c,f) were acquired.

Force-distance curves were collected from multiple cells and neurites from both ev and
mutant cells by using the bright field optical image to position the tip. Young’s moduli almost
differ significantly (p=0.0596 by Student’s two-tailed t-test) between ev (n=5) and mutant (n=9)
neurites (Fig. A3-2a), whereas the stiffnesses of the cell bodies of ev (n=4) and mutant (n=4)
cells (Fig. A3-2b), are not significantly different (p=0.752). Also as expected, neurites were found
to be stiffer (on the order of 102 Pa) than cell bodies (on the order of 101 Pa).
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Figure A3-2. Force-distance measurements were fit by a Hertzian model to reveal differences between
stiffnesses of neurites of empty vector-transfected (n=5) and mutant-(P)RR transfected (n=9) PC12
cells (a), whereas the stiffnesses of the cell bodies of the empty vector-transfected (n=4) and mutant
(n=4) cells (b) do not differ as much. Error bars represent the 95% confidence interval.
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