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Abstract
As condensed matter systems become smaller, and ultimately reach the nanoscale, quan-
tum electrodynamical effects become more important. Mesoscopic systems such as quan-
tum dots and ultra-small Josephson junctions can, e. g., be used as artificial atoms or
molecules. Compared to natural atoms, they present the significant advantage that their
optical and electronic properties can be designed and controlled with high flexibility. Such
artificial quantum systems offer an attractive combination of high engineering potential
and quantum properties, thus being an ideal test-bed for fundamental physics. These
properties make solid state devices promising candidates in the realization of a scalable
quantum computer.
It has been shown that solid-state quantum bits (qubits) present quantum-coherent
features such as Rabi oscillations and Ramsey fringes. Nevertheless, the preservation of
such a coherent behavior in the presence of the many degrees of freedom in the environment
of such mesoscopic devices remains an important issue, as well as the detection of the
quantum state of the qubit.
The work described in this thesis focuses on the investigation of decoherence and mea-
surement backaction, on the theoretical description of measurement schemes and their
improvement. It is motivated by the importance of improving detection schemes for the
field of quantum computing, but also by the fundamental interest in the physics of quantum
measurement and the implications of nonlinearities for this process.
The study presented here is centered around quantum computing implementations using
superconducting devices and most important, the Josephson effect. The measured system
is invariantly a qubit, i. e. a two-level system. The objective is to study detectors with
increasing nonlinearity, e. g. coupling of the qubit to the frequency a driven oscillator, or to
the bifurcation amplifier, to determine the performance and backaction of the detector on
the measured system and to investigate the importance of a strong qubit-detector coupling
for the achievement of a quantum non-demolition type of detection.
The first part gives a very basic introduction to quantum information, briefly reviews
some of the most promising physical implementations of a quantum computer before fo-
cusing on the superconducting devices. It also gives a short summary for the theory of
decoherence, which offers powerful tools for the description of open quantum systems, thus
providing an insight into the physics of quantum measurement.
The second part presents a series of studies of different qubit measurements, describing
the backaction of the measurement onto the measured system and the internal dynamics
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of the detector. The chapters follow closely publications in peer reviewed journals, or
still under review, and have a self contained structure, with separate introduction and
conclusion.
Methodology adapted from quantum optics and chemical physics (master equations,
phase-space analysis etc.) combined with the representation of a complex environment
yielded a tool capable of describing a nonlinear, non-Markovian environment, which couples
arbitrarily strongly to the measured system. This is described in chapter 3 along with a
theoretical description of the the dispersive readout protocol of Ref. [1]. The developed
tool allows the investigation of the non-linear coupling between qubit and its detector
beyond the weak measurement limit. Chapter 4 focuses on the backaction on the qubit
and presents novel insights into the qubit dephasing in the strong coupling regime.
Chapter 5 uses basically the same system and technical tools to explore the potential
of a fast, strong, indirect measurement, and determine how close such a detection would
ideally come to the quantum non-demolition regime.
Chapter 6 focuses on the internal dynamics of a strongly driven Josephson junction. The
nonlinearity of this device (or rather of the very similar Josephson bifurcation amplifier,
JBA) has been already used as a significant ingredient for a qubit measurement, achiev-
ing remarkable resolution. However, this feature may be a source of novel macroscopic
quantum features such as macroscopic dynamical tunneling, and thus worth attention by
itself. Dynamical tunneling refers to tunneling between two patterns of motion rather than
the conventional tunneling between two points in space. The possibility for such an phe-
nomenon to be detected, in the presence of noise, with present day technological means is
investigated. The analytical results are based on phase-space methods, a modified version
of the WKB approximation and the Caldeira-Leggett approach.
Returning to the application of the JBA as a qubit detector, chapter 7 describes the
relaxation of the qubit in contact with its detector.
The last chapter is concerned with optimal control of a qubit in the presence of a two
level fluctuator. The two level fluctuator represents e. g. a resonator in the amorphous
material of a Josephson junction. The theory of optimal control is applied to a qubit Z
gate. The optimization takes into account the environment represented by the fluctuator
and thus expands the limits of coherent control for solid state qubits.
Part I
Introduction

Chapter 1
Quantum measurement
Within the frame of quantum mechanics, the process of measurement has been and remains
a topic of discussion [2]. It is usually introduced in the form of a separate, fundamental
postulate, which involves an irreversible time evolution for the measured system. Thus,
the standard textbook description of a quantum measurement states that a system S
evolves continuously according to a unitary, deterministic dynamics, determined only by
the properties of the system Hamiltonian, as long as no measurement is made. However,
if a measurement is made, the system instantaneously and randomly changes its state into
a state that corresponds to the value of the measurement outcome.
Mathematically this can be formulated as follows (the Born rule): the measurement
process instantaneously transforms an initial quantum state described by a Hilbert space
vector |Ψ〉 into one of the eigenstates |on〉 of the operator Oˆ that describes the measured ob-
servable. Within the traditional interpretation of quantum mechanics, this instantaneous,
irreversible and non-unitary evolution is known as “wavefunction collapse”. The outcome
on of the measurement, where {on} are the eigenvalues of Oˆ, emerges randomly with a prob-
ability |〈Ψ|on〉|2. Ideally, the measurement leaves the measured quantity unperturbed. It
follows that, by repeating the measurement, the outcome of the second measurement is the
same as the first. However, this does not describe the most general type of measurement
and has been extended to the idea of a positive operator-valued measure [3].
According to the Heisenberg uncertainty principle, the precise values of a pair of con-
jugate variables, e. g. position and momentum, cannot be simultaneously determined with
arbitrary precision. In the context of quantum measurement this has consequences for the
precision with which an observable can be measured. More precisely, the reason for this
limitation is that one cannot always prevent, in the design of the measuring device, the
simultaneous gain of information about the observable conjugate to Oˆ, see also Ref. [4].
Thus a perturbation of the measured quantity occurs, limited by the uncertainty relation.
Even in the ideal case, where the desired observable Oˆ alone is being monitored, limita-
tions can occur, e. g. in the case of a continuous measurement. Here the perturbation on
the conjugate observable can induce a perturbation of Oˆ at a later time, leading to the
standard quantum limit [5]. The term quantum non-demolition (QND) refers to a mea-
surement where no such perturbation of the measured observable occurs, nor is there any
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fundamental constraint on the measurement precision. In other words, this corresponds to
the textbook description of measurement. It should be noted here that (in most cases) only
observables that are conserved during the free evolution of the system and certain classes
of interactions of the measured system with its detector permit a QND type of detection
[5].
In reality, the measurement is performed by another physical system, the measurement
apparatus A, which itself can be described quantum-mechanically and is immersed in “the
rest of the world”, e. g. a large, closed environment B. Measurements can be viewed as a
class of interactions between the measured system S and its detector. The complete system
S⊗A⊗B can be viewed as closed and described by the Schro¨dinger equation. However, the
individual degrees of freedom associated with the environment B will remain unobserved
and only a collective degree of freedom, associated with the measurement outcome, is
detected.
A closed quantum system will have an unitary evolution, conserving quantum properties
such as coherence. This is a property of waves to exhibit interference, e. g. of a quantum
mechanical system to exist in a superposition of eigenfunctions of the observable to be
measured. This property of a microscopic, closed, quantum mechanical system S is usually
lost when the system becomes open, in contact with a dissipative environment B, as is the
case during the measurement. This local, subsystem specific suppression of interference is
known as environment-induced decoherence. The complete wave function, describing the
total system S ⊗ B, remains coherent at all times. In general, the effect of decoherence
increases with the size of the system, marking the transition between the quantum and
classical worlds. A remarkable counterexample is given by superconducting devices [6],
where superpositions of macroscopic1 currents are observable. Effects of decoherence in
such devices will be the main focus of this thesis.
Due to the interaction, correlations between the system S and the measurement ap-
paratus B emerge in time. This interaction leaves a set of so-called pointer states of
the system unchanged [9, 10] while their quantum superpositions are damped. The pro-
cess of decoherence-induced selection of a preferred set of “robust” pointer states is called
environment-induced superselection. The pointer states are uniquely determined by the
form of the interactions between system, measurement apparatus and environment. They
represent a small set of properties of the system, perceived as “classical”. In the standard,
textbook interpretation of the quantum measurement, they would be associated with the
eigenstates of the measured observable. However, depending on the relative strengths of
the Hamiltonians describing the complete system, different cases can be distinguished [11].
For example, if the dynamics are dominated by the system-environment Hamiltonian, then
the pointer states will be eigenstates of this interaction Hamiltonian. If the interaction is
weak, the pointer states are eigenstates of the system Hamiltonian.
This approach provides insight into the measurement problem, avoiding the arbitrari-
ness of the boundary between the quantum and classical world. It sheds light onto the
1The question of macroscopically distinct superpositions, so called Schro¨dinger cat-states has been
discussed e. g. in Refs. [7, 8].
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mechanism of wave function collapse, but does not explain the randomness in the outcome
of the final eigenstate.
The decoherence theory provides a good understanding of weak measurements, which
only marginally perturb the measured system while extracting some information, i. e. a
“weak value” about it [12, 13]. Indirect measurements are of interest for the work pre-
sented in this thesis. By introducing an intermediate, weakly damped quantum system A
and measuring one of its observables directly influenced by the the system observable Oˆ,
one can investigate the effects of strong, nonlinear coupling between the system and its
environment with tools commonly used for the description of weak measurements, such as
master equations.
1.1 Quantum decoherence
The loss of quantum coherence is an irreversible process, associated with entropy increase,
that takes place at the boundary between the quantum and classical world.
A standard treatment of decoherence is to let the system of interest, S, interact with
an environment B containing an infinite number (continuum) of degrees of freedom acting
as a heath bath [14, 15]. The evolution of the complete system is unitary, and reversible,
but the periodicity of this evolution is given by the energy splittings of the entire system.
A continuous, infinite environment will then be periodic only on an infinite time scale. The
dynamics of the reduced system S will be characterized by energy dissipation and local
loss of coherence.
A good candidate for an environment is a bath of harmonic oscillators. The interaction
with such an environment induces a reduced dynamics of S that reproduces the damped
classical evolution of the system in certain limits [16]. Situations where the oscillator bath
is an appropriate model include the case where the perturbation on the system is weak
such that the bath can be treated within linear response theory, i. e. it is infinite, cannot
be energetically saturated and remains in thermal equilibrium at all times. This is the case
of interest for this thesis. The oscillator bath is introduced artificially as a tool to describe
fluctuations and dissipation, and can be tailored to ensure, in the weak perturbation limit,
the fulfillment of the dissipation-fluctuations theorem [17]. It can play the role of a Bosonic
environment, e. g. phonons, or a Fermionic environment such as a the electrons in a resistor,
where the electron-hole excitations behave like Bosons [18] up to high orders [19]. The main
phenomenological quantity describing the bath is the spectral density of oscillators J(ω).
Examples where such a model of the environment is not appropriate include, among others,
spin baths which can saturate and shot noise which is not in thermal equilibrium.
It has been suggested (see Ref. [20] and the references therein) that the effects of a
low dimensional, chaotic environment can be, in many ways, similar to those produced by
thermal baths, pointing out the importance of ergodicity.
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1.1.1 Open quantum systems
The time evolution of a closed quantum-mechanical system must be unitary. One considers
a quantum mechanical system S in contact with an unobserved environment (bath) B. The
evolution of the total system obeys the Liouville-von Neumann equation
i~ ˙ˆρ =
[
Hˆ, ρˆ
]
, Hˆ = HˆS + HˆI + HˆB. (1.1)
One can describe the effective evolution of the reduced system of interest, S, by integrat-
ing over (tracing out) the unobserved degrees of freedom of the bath, ρˆs = TrBρˆ. This
evolution is described by the formally exact Nakajima-Zwanzig equation [21, 22], which
is an inhomogeneous integro-differential equation in time and can be solved by further
approximations.
From the multitude of methods used for the treatment of quantum dissipative systems
[19] we focus henceforth on the standard example of the master equation in the Born-
Markov approximation. This equation will be the starting point of most calculations
presented in this thesis. It reads
˙ˆρS(t) =
1
i~
[HˆS, ρˆS(t)] +
1
(i~)2
∫ ∞
0
dt′TrB[HˆI , [HˆII (t, t− t′), ρS(t)ρˆB(0)]]. (1.2)
For a detailed derivation of Eq. (1.2) see appendix A. The assumptions entering its deriva-
tion are:
1. B has many degrees of freedom such that the effects of the interaction with S dissipate
quickly and do not act back on S. B remains in equilibrium, independent on how
much energy is being exchanged with S.
2. The system-bath coupling is weak. Eq. (1.2) is basically a consistent expansion in
HˆI up to the second order, known as the Born approximation.
3. The coupling Hamiltonian is separable in system and bath operators, i. e. HˆI =∑
i Sˆi ⊗ Bˆi.
4. Before the interaction is turned on at t = 0 the system and bath are uncorrelated
such that the initial state is factorized ρˆ(0) = ρˆS ⊗ ρˆB(0).
5. The Markov approximation implies that the coupling to the environment destroys
the information about previous evolution of the system, such that ˙ˆρS(t) depends on
ρˆS(t) alone. The correlations that arise in the environment decay on a much faster
time scale τ than all other processes in the system, i. e. the memory of the interaction
is wiped out
τ  1/λ, (1.3)
where λ describes the system-bath interaction strength. On a time scale shorter than
τ , Eq. 1.2 is no longer reliable.
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6. 〈Hˆi〉B = 0, i. e. the interaction produces no classical frequency shift, and the bath
produces unbiased noise.
These are the assumptions under which the results presented in this work have been derived.
From a mathematical point of view, the evolution of the density matrix describing the
reduced system must be completely positive [23, 24]. The most general form of generators
Lˆ that preserve complete positivity during the irreversible time evolution ˙ˆρ = Lˆρˆ has been
given by Lindblad [23]. The Born-Markov master equation usually (with some exceptions
which imply e. g. the secular approximation) violates the complete positivity on the short
time scale, when the Markov approximation is not valid.
1.2 Quantum optical methods for the solid state
This section will give an overview of the ingredients adapted from quantum optics which
will be employed to describe solid state systems.
Using techniques such as the P-representation [25, 26] or the Wigner representation
[27], harmonic systems can be reduced to quasiprobability distributions in the phase-space
spanned by position x and momentum p.
A single electromagnetic mode is described in the second quantization by the Hamilto-
nian
Hˆc = ~Ω
(
aˆ†aˆ+
1
2
)
, (1.4)
with eigenstates |n〉 (number states or Fock states).
The coherent state [25] plays a role central importance for quantum optics and is a
basic ingredient for all phase-space techniques. It is the quantum state of the harmonic
oscillator which most closely reproduces the classical motion of a particle in a quadratic
potential. This is also the minimum-uncertainty eigenstate of the annihilation operator aˆ.
It can be expressed in terms of the Fock states as follows
|α〉 = e− 12 |α|2
∞∑
n=0
αn√
n!
|n〉. (1.5)
Here α is a complex number 〈aˆ〉 = α. The real and imaginary parts of α are associated with
the position and momentum coordinates in the phase-space. Using the displacement oper-
ator Dˆ(α) = exp(αaˆ†−α∗aˆ), the coherent state can be written as a unitary transformation
of the vacuum state
|α〉 = Dˆ(α)|0〉. (1.6)
Two coherent states are not orthogonal to each other, but satisfy the relation
〈β|α〉 = exp
(
α∗β − 1
2
|α|2 − 1
2
|β|2
)
. (1.7)
10 1. Quantum measurement
Coherent states also satisfy the completeness formula
1ˆ =
∫
d2α|α〉〈α|. (1.8)
Of particular importance for future discussion will be the representation of the density
operator ρˆ of e. g. a harmonic oscillator in terms of coherent states. Among the various
phase-space representations, the Wigner representation has proven most useful. By com-
parison to the P-representation, the Wigner representation is well defined for all density
operators, and its characteristic function has, in the worst case, a delta singularity. More-
over, it turns out that the Wigner representation applied to noisy systems yields simpler
forms of the differential equations that describe its time evolution.
For any operator ρˆ with finite norm (here one uses the Hilbert-Schmidt norm ‖ ρˆ ‖=(
Tr
{
ρˆ†ρˆ
})1/2
) has been shown [27] that following representation is possible
ρˆ =
1
pi
∫
d2 αχ(α)Dˆ(−α). (1.9)
Here the phase-space distribution (or Wigner characteristic function) χ(α) is the Fourier
transform of the Wigner function
W (α, α∗) =
1
pi2
∫
d2λe−λα
∗+λ∗αχ(λ, λ∗), (1.10)
W (x0, p0) =
1
pi~
∫
dy〈x0 + y|ρˆ e−2iyp0|x0 − y〉. (1.11)
It should be noted that the operator ρˆ in Eq. (1.9) does not necessarily need to have a
trace constantly equal to unity, as it is the case of well-behaved density operators. The
trace of ρˆ is given by
〈ρˆ〉 = 4piχ(0). (1.12)
The Wigner function can have negative values, therefore it is not, in the true sense, a
probability distribution. Nevertheless, it is useful for the evaluation of expectation values.
When the representation (1.9) is introduced in the master equation (1.2), one transforms
it into a partial differential equation for χ. For the case of a harmonic oscillator (S) in
contact with a bath of oscillators (B) this becomes a simple Fokker-Planck equation [28]
with an analytic solution.
Chapter 2
Quantum computing with
superconducting devices
In a classical computer information is stored in form of bits which ideally take only the
well defined values 0 and 1. By contrast, a quantum mechanical system with states |0〉
and |1〉 can exist in a continuum of linear combinations α|0〉 + β|1〉 of these states, until
it is observed. The measurement collapses (or, in the language of the previous chapter,
decoheres) the quantum bit (qubit) into one of the eigenstates, the chance for the outcome
to be either |0〉 or |1〉 being given by the coefficients |α|2, |β|2 of the superposition. Despite
the fact that the measurement outcome can only be 0 or 1 as in a classical computer, in a
closed quantum mechanical system nature keeps track of the coefficients of the superposi-
tion. Therefore, in principle, a computer operating according to the principles of quantum
mechanics can perform a large number of computations in parallel.
The idea of making use of this advantage in the context of information processing has
gained interest due to the substantial speedup for certain problems such as the search
of an unsorted database [29] or the factorization of large numbers into primes [30], of
importance for secure communication. Before that, it has been suggested by Feynman [31]
that a quantum computer may efficiently simulate the behavior of another quantum system
in cases where this task proves too difficult for a classical computer. Moreover, the laws of
quantum mechanics can be exploited in the context of communication and cryptography
[32].
The elementary building block of a quantum computer is the qubit. Operations on a
quantum computer are described by unitary transformations that can be defined via the
time evolution of a Hamiltonian. It has been shown that any n qubit operation can be
decomposed into a set of universal one- and two-qubit gates with ability to entangle the
two qubits, see Refs. [3, 33] and references therein.
In principle, the quantum computation is reversible. In practice nevertheless, this
reversible time evolution is restricted by decoherence, which originates in the coupling to
the surrounding environment. The practical realization of a quantum computer faces the
challenge posed by the tendency for qubit superpositions of |0〉 and |1〉 to decohere (see
also chapter 1) into either |0〉 or |1〉 due to the interaction with their environment.
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A set of five general criteria are established guidelines in the search for a feasible physical
implementation of a quantum computer. These (the DiVincenzo criteria [34–36]) request
1. a scalable physical system of well-characterized qubits
2. the ability to initialize the state of the qubits to a simple state such as |000..〉
3. long (relative) decoherence times, much longer than the gate-operation time
4. a universal set of quantum gates
5. a qubit-specific measurement capability
Promising physical systems for the implementation of a quantum computer include
• optical-wavelength photons. The qubits are represented by photons with different
polarisation or in different modes of the light field. A scheme for efficient quantum
computation with linear optics has been proposed [37]. Recently Shor’s algorithm
[30] has been demonstrated experimentally [38].
• trapped ions. Qubits are stored in stable states of each ion, the individual atoms
can be manipulated by laser pulses and measured with photodetectors. Scalability
can be achieved by use of ion-trap arrays that are interconnected with photons or by
moving ions between trap nodes [39]. An experimental realization of the controlled-
NOT gate with trapped ions has been proposed [40] and demonstrated [41] and the
Deutsch-Jozsa [3] algorithm has been implemented [42]. Experimental quantum error
correction [43] has also been implemented in ion traps.
• neutral atoms. Optical lattices can be loaded with cooled atoms and the qubits are
defined as hyperfine states of these atoms or as their motional states in the trapping
potential. Low decoherence is achieved for both internal and motional states due to
the neutral charge. For the same reason, qubit interactions [44] are more difficult.
• cavity QED. The interaction between an atom-like, material qubit and the quan-
tized field (single photon) of a optical or microwave resonator can be achieved in
various systems ranging atoms, ions, solid state and superconducting devices. The
common feature of all these implementations is the ability to coherently convert
quantum states between material and photon qubits.
• nuclear magnetic resonance (NMR). The qubits consist of distinct nuclear spins
in liquid or solid state, have long coherence times. The detection occurs through an
ensemble weak measurement which requires a large number of spins. Shor’s algorithm
[45] and quantum error correction [46] has been experimentally demonstrated. The
liquid state approach is limited in scalability by chemistry and qubit initialization is
problematic.
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• electrons on helium. Electrons float above the surface of the helium, attracted to
it by the helium dielectric image, and are prevented from entering the liquid by the
Pauli exclusion principle. Their states can be manipulated by microwaves and by
circuits embedded in the substrate below the helium film [47]. The quantized states
associated with motion normal to the helium surface represent the qubit.
• solid state based implementations such as
– quantum dots (semiconductor nanostructure, e. g. AlGaAs/GaAs that confines
the motion of conduction band electrons) [48]. Here the intrinsic spin-1/2 de-
gree of freedom of a single electron confined to the quantum dot represents
the qubit. The qubits are controlled by local magnetic fields and interact via
Heisenberg-exchange interaction. The readout occurs via direct measurement of
the spin using a spin-filter such as a magnetic semiconductor or by converting
the spin information to charge information (which can be detected by sensitive
electrometers) through a spin-dependent tunnelling process. Alternatively, the
qubit can be represented by the electron position in a double quantum well.
First steps towards graphene quantum dots have been taken [49].
– impurities in solid state (e. g. phosphorus donors embedded in silicon) [50]. In
this case the nuclear spins of the donors (qubit encoding) and the spins of the
electrons (qubit interaction) contribute to the computation.
– nuclear spins in diamond. Coherent interactions between individual nuclear spin
qubits were observed and their coherence properties were demonstrated [51].
• superconducting devices. Recently significant progress has been made with qubits
in superconducting structures. They present good scalability prospects and flexibility
in fabrication parameters. Coherent quantum control of single qubits [52–54] and a
conditional operation for two coupled qubits [55, 56] have been demonstrated. En-
tanglement of two superconducting qubits was measured [57]. Nevertheless, because
of to the many degrees of freedom in a solid-state system, decoherence remains an
important challenge.
We will focus henceforth on the superconducting devices and their application for the
practical realization of a quantum computer. These devices are based on the charge or
phase degree of freedom associated with the Cooper pair condensates in superconductors
separated by Josephson junctions.
2.1 The Josephson effect
It has been shown by Bardeen, Cooper and Schrieffer [59] that in a superconductor all
the Cooper pairs of electrons that contribute to the supercurrent are condensed into a
macroscopic state described by a single wave function Ψ(~r, t) = |Ψ(~r, t)|eiϕ(~r,t), and thus
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Figure 2.1: (a) Schematic representation of a resistively and capacitively shunted Josephson
junction. (b) A basic Josephson junction consists of two superconductors connected by a
weak link e. g. a piece of insulator. (c) Picture of a Josephson junction fabricated with
shadow-evaporation techniques [58].
behaving as a single degree of freedom. This behavior confers to the (macroscopic) su-
perconducting circuits many features common to microscopic systems such as quantized
energy levels, superpositions of states. It is crucial for the operation of superconducting
devices as qubits. In particular the phase ϕ plays an essential role in the Josephson effect.
The basic building block for superconducting devices, the Josephson junction, Fig. 2.1
(b) and (c), is a thin tunnel barrier between two superconductors, e. g. an insulating layer
such an oxide layer, a normal metal or a constriction region. In 1962, B. D. Josephson [60]
predicted that even at zero applied voltage, a finite DC supercurrent will flow between the
two superconductors,
Is = Ic sin(∆ϕ), (2.1)
where ∆ϕ = ϕ1 − ϕ2 is the phase difference between the Cooper-pair condensate wave-
functions in the two superconductors, and Ic is the critical current, i. e. is the maximum
supercurrent that the junction can support. In the presence of an applied voltage, the
phase difference ∆ϕ evolves according to
d
dt
∆ϕ =
2eV
~
, (2.2)
such that the flowing supercurrent alternates with frequency 2eV/h. In terms of the gauge
invariant phase difference
γ = ∆ϕ− 2pi
Φ0
∫
~A · d~s, (2.3)
with the flux quantum Φ0 = h/2e, ~A the vector potential, and the integration running from
one electrode of the weak link to the other, the expression for the supercurrent becomes
Is = Ic sin γ. (2.4)
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Eqs. (2.2, 2.4) show that the Josephson junction behaves like a nonlinear inductance.
This inductance is obtained from the time derivative of Eq. (2.4)
dIs
dt
= Ic cos γ
dγ
dt
= IcV
2e
~
cos γ, (2.5)
applying Faraday’s law V = −LdI/dt the Josephson inductance is found to be
|LJ | = ~
2eIc cos γ
. (2.6)
At high frequencies the shunting capacitance between the two superconductors starts to
play a role. Also the normal current through the junction adds a contribution V/R to the
total current (here R depends on the voltage V , temperature T and material properties).
Therefore, a realistic junction behaves like an ideal one described by Eqs. (2.2, 2.4) shunted
by a resistor R and a capacitor C, (the resistively and capacitively shunted junction model,
RCSJ) see also Fig. 2.1 (a). The time dependence of the phase γ in the presence of a bias
current IB fulfills the equation of motion
IB
Ic
= sin γ +
1
Q
dγ
dτ
+
d2γ
dτ 2
, (2.7)
where τ = Ωt, Ω =
√
2eIc/(~C) is the plasma frequency of the junction and Q = ΩRC is
the quality factor. This is identical to the equation of motion of a particle of mass (~/2e)2
in a titled washboard potential, see also Fig. 2.2,
U(γ) = −EJ cos γ − ~IB
2e
γ, (2.8)
where EJ = ~Ic/2e is the Josephson energy. In the absence of damping (for the single
junction modeled above, this translates to R → ∞), and for IB < Ic the phase particle
is trapped in one of the wells and the junction is in the zero-voltage state, according to
Eq. (2.2). At IB = Ic the wells disappear, and the particle can move freely down the
washboard generating a finite voltage across the junction. The particle will be re-trapped
only when the bias current is reduced to zero, in order to overcome the inertia of the
moving mass, and the current-voltage characteristic is hysteretic.
In the absence of dissipation, quantization of a circuit containing Josephson junctions
can be performed as follows. Starting with the the classical equations of motion for an
electrical circuit, based on Kirchhoff’s laws, see e. g. Eq. (2.7), one can derive the corre-
sponding Lagrangian function. Using a Legendre transformation one obtains a classical
Hamiltonian. The quantum mechanical Hamiltonian is then obtained by imposing the
usual commutation relations between canonical variables [61, 62].
For a single junction with infinite shunt resistance, the Hamiltonian reads
Hˆ = 4EC nˆ
2 − EJ cos γˆ − ~IB
2e
γˆ, (2.9)
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Figure 2.2: Tilted washboard po-
tential of a Josephson junction for
different values of the bias current.
For values close to the critical cur-
rent of the junction, the phase par-
ticle starts rolling down the wash-
board generating a finite voltage.
where EC = e
2/(2C) is the charging energy. The operator nˆ represents the number of
Cooper pairs. In this system the charge and flux form a pair of conjugate variables and
satisfy the same commutation relation as position and momentum.
Experimental evidence of quantum behavior of a Josephson junction [63, 64] was pro-
duced by the observation of macroscopic quantum tunneling of the phase particle out of
a metastable well, see Fig. 2.2, at IB < Ic. After tunneling, the particle moves down the
washboard potential, generating a finite voltage which can be detected. The quantization
of energy levels in the metastable well [65] was investigated by microwave absorption ex-
periments. The escape rate from the zero-voltage state was enhanced when the microwave
radiation was in resonance with the energy difference between two levels. Due to the an-
harmonic nature of the junction, the energy spacing decreases for higher energy levels,
and each transition has a distinct frequency. Following this demonstration, the research
focused on the experimental investigation of quantum coherence which involves the super-
position of macroscopically distinct quantum states [66], as its observation tests the validity
boundaries of quantum mechanics. The first such experiment [67] has demonstrated spec-
troscopically the superposition of different Cooper pair states. The superposition of states
in the flux qubit were later demonstrated in Refs. [6, 68].
2.2 Superconducting qubits
Recently, due to the advantages resulting from the freedom in design parameters and
scalability, the interest has moved in the direction of circuits with application as quantum
bits. For EJ  EC , γˆ is well defined while nˆ has large quantum fluctuations such that the
Josephson behavior dominates. In the opposite case EJ  EC the charging behavior of
the capacitor dominates as nˆ is well defined and γˆ has large quantum fluctuations. As EJ
and EC are determined by the junction fabrication parameters, one can use this flexibility
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to design a variety of superconducting devices.
The charge qubit consists of a small superconducting island (Cooper pair box) con-
nected to a potential via a gate capacitance and to ground through a small Josephson
junction with EJ  EC . The qubit states are represented by consecutive Cooper pair
number states on the island. The Josephson junction allows Cooper pairs to tunnel to the
island, i. e. couples number states |n〉 and |n+ 1〉, which are used as the two qubit states.
The readout is performed by coupling the charge qubit capacitively to a single electron
transistor (SET), which consists of an island connected to two Josephson junctions. The
charge on the qubit island changes the SET gate voltage.
Cooper pair boxes are sensitive to low-frequency noise from electrons moving among
defects. This problem has been reduced in devices such as the transmon [69] and quantro-
nium [53]. The transmon is a small Cooper pair box that is made insensitive to charge
noise by an increased ratio of Josephson energy and charging energy which is achieved by
a large shunt capacitance and large gate capacitance. The quantronium circuit includes
a superconducting island connected to two small tunnel junctions. These are connected
via a third, larger junction and form a loop to which an external flux is applied. The two
qubit states are characterized by persistent currents flowing around the loop in opposite
directions. The impact of charge and flux noise is reduced by keeping the qubit at a double
degeneracy point.
The phase qubit [54] consists of a single Josephson junction biased below the critical
current. The qubit states are the ground and first excited levels in one of the metastable
wells of the washboard potential. Detection occurs by monitoring the tunneling rate out of
the well and into the running state with finite voltage. This rate decreases exponentially
with the height of the barrier. To determine the state of qubit, one applies a microwave
pulse in resonance with the transition between the first and second excited states. If the
qubit is in the excited state, this pulse brings the junction in the second excited state from
which a high tunneling rate causes the junction to switch to the voltage state. If the qubit
is in the ground state no such transition is observed. The operation of this qubit relies
heavily on the anharmonicity of the potential which makes the levels in the metastable
well unequally separated.
The flux qubit, Fig. 2.3, consists of a superconducting loop interrupted by one (or
three) Josephson junction(s) with EJ  EC [6, 68, 70–72]. Both designs operate in similar
ways. For simplicity we focus on the one-junction design.
For a superconducting loop, Fig. 2.3, with inductance L and circulating current I
interrupted by a Josephson junction with capacitance C, using Kirchhoff’s and Ampere’s
laws one obtains
I = Cγ¨
~
2e
+ Ic sin γ = −Φ− Φ
(x)
L
= − γ~
2eL
+
Φ(x)
L
, (2.10)
where Φ is the total flux enclosed by the loop, Φ(x) the external flux applied to the loop
and the last equality results from the fluxoid quantization [73]. Thus the phase particle
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Figure 2.3: (a) Schematic repre-
sentation of a superconducting flux
qubit. (b) Effective potential of the
flux qubit. The asymmetry can be
tuned by the external flux Φ(x).
moves in a potential
U(γ) = −EJ cos γ + γ
2Φ20
8pi2L
− Φ
(x)Φ0γ
2piL
, (2.11)
which can be tuned by Φ(x) to become a double-well potential. The asymmetry of the
double well is tuned by the external flux, while the height of the barrier is determined by
the ratio βL = 2piIcL/Φ0. The qubit states are the two lowest quantum states localized in
each well |ΨL〉 and |ΨR〉. They are characterized by supercurrent flowing in an clockwise
or anti-clockwise direction through the superconducting loop and coupled by tunneling
through the barrier between the wells. The qubit Hamiltonian, truncated to these two
states, reads
Hˆq = ~ (ωσˆz + δσˆx) , (2.12)
where σˆi are the usual Pauli operators. For an appropriate choice of parameters these
lowest two states of the full potential are separated by a significant gap from the higher
levels, such that this two-state approximation is valid.
A natural candidate for the measurement of the current in the qubit loop is the su-
perconducting quantum interference device (SQUID) [74]. This device consists of two
Josephson junctions connected in parallel and behaves much like a simple junction, with
the difference that the critical current of this effective junction depends not only on the
fabrication details but also on the external magnetic field applied to the area enclosed by
the two junctions, see Fig. 2.4 (a).
From the condition that the phase ϕ of the condensate must be single valued one obtains
a condition for the sum of the gauge-invariant phase differences γi around the contour in
Fig. 2.4 (a)
γ1 − γ2 = 2pi Φ
Φ0
mod2pi. (2.13)
Thus, the maximum supercurrent of the parallel combination, for the case where the two
junctions have the same critical current Ic is found to be
Ieffc = 2Ic
∣∣∣∣cos(piΦΦ0
)∣∣∣∣ . (2.14)
The different states of the flux qubit materialize in different values of the external
magnetic flux Φ trough the superconducting loop. If a SQUID is wrapped around the
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Figure 3.1: SEM image of a flux qubit with a
readout DC-SQUID, which is surrounding the
qubit loop. The qubit state can be measured
using the current biased DC-SQUID, which
will switch into the finite voltage state for dif-
ferent values of the bias current IB depending
on the state of the qubit. Image courtesy of
TU Delft.
Figure 3.2: SEM image of a flux
qubit and attached readout SQUID.
In experiments performed with this
kind of qubit coherent Rabi oscilla-
tions have been demonstrated. Be-
low the image of the qubit circuit, an
equivalent circuit diagram and the
pulse sequence used for demonstra-
tion of Rabi oscillations are shown.
Image courtesy of TU Delft.
Hd = δ" cos(ωt) is applied. The oscillatory driving field can be applied at the resonance
frequency of the qubit like in NMR experiments [76]. Then the manipulation pulses are
convoluted with the driving [125]. The effective manipulation of the qubit is then described
best in the reference frame that rotates with the driving frequency. Two-qubit operations
can be performed with the same technique, for example in a two-qubit system the level
splitting of one qubit depends on the state of the other qubit. Therefore, the transition of
the first qubit, will be conditionally shifted depending on the state of the first qubit, e.g.,
when the second qubit is in the |1〉 state. A pulse can only be resonant with the transition of
the first qubit when the state of the second qubit (the control qubit) is correct. Obviously,
the timescale of the irreducible two-qubit operations is determined by the coupling strength
between the qubits.
Another possibility for qubit manipulation is the adiabatic quantum computation [126,
127]. This refers to a composite quantum system of qubits that is always kept in its
ground state, where the Hamiltonian of the system is different for different quantum gates
or algorithms and varied slowly. Here, it is important to note that the speed-up of the
adiabatic quantum computer is due to an energy gap between ground state and excited
states. Adiabatic quantum computation has been shown to be equivalent to standard quan-
tum computation [128]. Qubit setups with flux qubits have been proposed for adiabatic
quantum computation [129].
(a) (b)
Figure 2.4: (a) Schematic rep-
resentation of a superconducting
quantum interference device. Two
junctions described by the gauge-
invariant phase difference γ1 and
γ2 enclose the flux Φ. (b) Con-
figuration of the original Delft flux
qubit with a surrounding readout
SQUID. The qubit state influences
the critical current of the SQUID
[75]. Image from TU Delft.
qubit as in Fig. 2.4 (b), also the flux through its loop, and ultimately Ieffc , will depend on
the qubit state.
2.2.1 Flux qubit readout
As the SQUID behaves like a large single junction, it can also be effectively modeled y a
phase particle moving in the washboard potential described in section 2.1, Fig. 2.1. The
applied bias current tilts the washboard up to the point IB = I
eff
c where the potential no
longer has local minima. One measures the effective critical current Ieffc of the SQUID as
the maximum bias current the SQUID can sustain until it switches into the finite voltage
state [70, 76]. Due to fluctuations of both classical and quantum-mechanical nature, the
switching is a stochastic process (in the underdamped case, of interest for qubit detection).
The two states of the qubit are distinguished by discriminating between the two averaged
values of the maximum bias current. This detection scheme goes a long way, but has
also some limitations. In this state the SQUID is no longer superconducting, it generates
quasiparticles that recombine and release energy, and contribute to qubit decoherence.
It also radiates strong, high frequency, broadband noise to the entire circuit. The long
quasiparticle recombination times limit the reset of the qubit. The stochastic nature of
the detection also imposes limits on the difference between the two average values of the
switching current and thus the discrimination ability of the detector.
A significa t imp ov m t relative to the detec ion v a SQUID switching is the dis-
persive readout, demonstrated in Ref. [1]. In this detection scheme, the SQUID remains
trapped in one of the wells and avoids all the disadvantages associated with the switching
into the dissipative state. One continuously drives the SQUID with a weak AC bias. When
weakly AC driven, the SQUID behaves effectively like a harmonic oscillator. The frequency
of this oscillator depends on the effective critical current of the SQUID and thus on the
qubit stat . By measuring either the phase r e amplitude of respons t the drive, one
can determine the frequency of the oscillator. This detection scheme has shown long qubit
relaxation time (80µs). Nevertheless, this time is still comparable to the time necessary
for reliable detection (one must wait until the transient oscillations in the response of the
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SQUID have died out). This fact poses a significant limitation to this type of readout.
A similar (dispersive) readout was performed in Ref. [77] using a linear resonant circuit
inductively coupled to the flux qubit. Dispersive readout of a Cooper pair box has been
demonstrated in Ref. [78] and of quantronium in Ref. [79].
A further improvement relative to the dispersive readout is obtained when the SQUID
is driven strongly enough to explore the anharmonicity of the well. Due to the intrinsic
non-linearity of the Josephson junction, above a certain driving strength the device may
respond to the drive with one of two possible stable oscillations. These are still trapped
oscillations in one of the wells, and the device does not switch into the voltage state.
Another type of swiching is involved in the detection, namely the switching between the
two possible responses to drive, which have vastly different amplitudes. Depending on the
qubit state, the system is more or less likely to switch between these stable oscillating
states. Thus, fast, high contrast qubit detection is possible [80, 81]. It was experimentally
verified that this type of detection is projective [82].
Part II
Flux qubit readout and control in the
presence of decoherence

Chapter 3
Phase-space theory for dispersive
detectors of superconducting qubits
I. Serban, E. Solano and F. K. Wilhelm
Motivated by recent experiments, we study the dynamics of a qubit quadratically cou-
pled to its detector, a damped harmonic oscillator. We use a complex-environment ap-
proach, explicitly describing the dynamics of the qubit and the oscillator by means of
their full Floquet state master equations in phase-space. We investigate the backaction
of the environment on the measured qubit and explore several measurement protocols,
which include a long-term full read-out cycle as well as schemes based on short time trans-
fer of information between qubit and oscillator. We also show that the pointer becomes
measurable before all information in the qubit has been lost.
Parts of this chaper have been published in Physical Review B 76, 104510 (2007)
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3.1 Introduction
The quantum measurement postulate is one of the most intriguing and historically con-
troversial pieces of quantum mechanics. It usually appears as a separate postulate, as it
introduces a non-unitary time evolution. A more detailed discussion of this background
can be found in chapter 1.
On the other hand, at least in principle, qubit and detector can be described by a
coupled manybody Hamiltonian and thus the measurement process can be investigated
using the established tools of quantum mechanics of open systems. Even though this does
not lead to a solution of the fundamental measurement paradox, such research gives insight
into the physics of quantum measurement [2, 9, 10, 83–85].
This basic question has also gained practical relevance and has become a field of ex-
perimental physics in the context of quantum computing. Specifically, superconducting
qubits have been proposed as building block of a scalable quantum computer [13, 86–88].
In these systems, the detector is based on the same technology — small, underdamped
Josephson junctions — as the device whose state is to be detected. Thus these circuits
are an ideal test-bed to investigate the physics of quantum measurement. Implementing
a measurement which is fast and reliable, with a high (single-shot) resolution and high
visibility is a topic of central importance to the practical implementation of these devices.
The basic textbook version of a quantum measurement is based on von Neumann’s
postulate [89, 90]. The state of the system is projected onto the eigenstate of the observable
being measured corresponding to the eigenvalue being observed. This is not the only
possible quantum measurement and has been generalized to the idea of a positive operator-
valued measure [3].
From the microscopic, Hamiltonian-based perspective, intense research has been done
on the measurement of small signals, which originated in the theory of gravitational wave
detection [5]. The main challenge has been to identify how signals below the limitations
of the uncertainty relation of the detector can be measured - a regime in which the de-
tector response is also strictly linear. This work has resulted in the notion of a quantum
nondemolition (QND) measurement [5], which is the closest to a microscopic formulation
of a von Neumann measurement. This result has been generalized to many other systems,
prominently atomic physics, and also found its way to the superconducting qubits litera-
ture. Here, the analogy of a tiny signal is the limit of weak coupling between qubit and
detector. Another body of work [9, 10] takes a more general starting point and discusses
the relevance of pointer state and environment induced superselection.
The measurement techniques used in superconducting qubits are covering many of
the mentioned situations. Weak measurements can be performed using single electron
transistors. Based on weak measurement theory, this is well understood (see Ref. [13]
and the references therein) but only of limited use for superconducting qubits. These
measurements are far from projective, their resolution is in practice rather limited and the
whole process is very slow. In the case of qubit, the task is not to amplify an arbitrarily
weak signal, but to discriminate two states in the best possible way. If the detector can be
decoupled from the qubit when no measurement needs to be performed, this discrimination
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may involve strong qubit-detector coupling [91].
An opposite, generic approach is to perform a switching measurement — the detector
switches out of a metastable state depending on the state of qubit. Switching is a highly
nonlinear phenomenon, so this type of detection is far from the weak measurement scenario.
In most of the early generic setup, this process is a switching of a superconducting device,
e. g. a superconducting quantum interference device (SQUID), from the superconducting to
the dissipative state [53, 54, 76, 92]. This technique goes a long way, and some experiments
have proven that the switching type of readout can achieve high contrast [70, 93]. It
has the drawback that it is not a projective readout and during the switching process
hot quasiparticles with a long relaxation time are created. This limits the time between
the consecutive measurements. Parts of this technique are well understood, such as the
switching histogram [94], the pre-measurement backaction [95], and the influence of the
shunt impedance to the SQUID [96, 97], but there is no full and single theory of this process
on the same level of detail as the weak measurement theory.
Recent developments of detection schemes have lead to vast improvements based on
following innovations. Instead of directly measuring a certain observable pertaining to a
qubit state, one uses a pointer system, and measures one of its observables influenced by
the state of the qubit. Thus this is an indirect measurement. The observation is usually
materialized in the frequency shift of an appropriate resonator, whose response to an ex-
ternal excitation links to the measurement outcome [1, 71, 98, 99]. These measurements
offer good sensitivity, high visibility [78], and fast repetition rates. They also allow to keep
the qubit at a well-defined operation point, although not always the optimum one. In
many cases, the resonators in use are nonlinear — based on Josephson junctions. Thus, at
stronger excitation, generic nonlinear effects can be exploited. These nonlinear effects go
up to switching, which in contrast to the critical current switching is between two dissipa-
tionless states [100]. Based on their performance and versatility, these devices also offer an
ideal example for investigating the crossover between weak and strong measurements and
the role of nonlinearity.
Analyzing the properties of quantum measurement is an application of open quantum
systems theory. The backaction contains a variant of projection which can be viewed in
an ensemble as dephasing. The resolution is determined by the behavior of the detector
under the influence of the qubit viewed as an environment. For open quantum systems, a
number of tools have been developed. Most of them, prominently Born and Born-Markov
master equations (see e. g. [101] and references therein for a recent review) assume weak
coupling between qubit and environment and are hence a priori unsuitable for studying
strong qubit-detector coupling. Tools for stronger coupling have been developed [19, 102]
but are largely restricted to harmonic oscillator baths and hence unsuitable to treat the
generally nonlinear physics of the systems of interest. The Lindblad equation [23] is claimed
to be valid up to strong coupling, however, due to its strong Markovian assumption it is
unsuitable for strongly coupled superconducting systems at low temperature.
In this chapter we present a theoretical tool allowing to describe dispersive measure-
ments involving nonlinearities. The tool is developed alongside the example of the ex-
perimental setup studied in Ref. [1]. It is based on the complex environments approach
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similar to what is used in cavity QED [103] but also in condensed-matter open quantum
systems [104–106]. The idea is to introduce the potentially strongly and nonlinearly cou-
pled component of the detector as part of the quantum system and only treat the weakly
coupled part as an environment. In other words, we single out one prominent degree of
freedom of the detector from the rest and treat it on equal footing with the qubit. This
“special treatment” of one environmental degree of freedom is an essential point of this
approach because it allows us to describe the dynamics of a qubit coupled arbitrarily strong
to a specific non-Markovian environment. On the other hand it enhances the dimension
of the Hilbert space to be captured. This technical complication can be handled using a
phase-space representation of the extra degree of freedom — in our example, a harmonic
oscillator.
In Section 3.2 we derive the model Hamiltonian motivated by Ref. [1]. For this Hamil-
tonian we derive in Section 3.3 a master equation and present a phase-space method which
enables us to analyze the dynamics of an infinite level system. In Section 3.4 we demon-
strate that our method enables to extract information about the measurement process
of the qubit, such as dephasing and measurement time and also present three different
measurement protocols.
3.2 From circuit to Hamiltonian
We consider a simplified version of the experiment described in Ref. [1]. The circuit consists
of a flux qubit drawn in the single junction version, the surrounding SQUID loop, an AC
source, and a shunt resistor, as depicted in Fig. 3.1. We note here that we later approximate
the qubit as a two-level system. The qubit used in the actual experiment contains three
junctions. An analogous but less transparent derivation would, after performing the two-
state approximation, lead to the same model, parameterized by the two-state Hamiltonian,
the circulating current, and the mutual inductance, in an identical way [92].
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Figure 3.1: Simplified circuit consisting
of a qubit with one Josephson junction
(phase γ, capacitance Cq and inductance
Lq) inductively coupled to a SQUID with
two identical junctions (phases γ1,2, ca-
pacitance CS) and inductance LS. The
SQUID is driven by an AC bias IB(t) and
the voltage drop is measured by a volt-
meter with internal resistance R. The
total flux through the qubit loop is Φq
and through the SQUID is ΦS.
The measurement process is started by switching on the AC source and monitoring the
amplitude and/or phase of the voltage drop across the resistor.
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The SQUID acts as an oscillator whose resonance frequency depends on the state of
the qubit. When the measurement is started, the qubit entangles with the resonator and
shifts its frequency. The value of the oscillator frequency relative to the frequency of the
AC driving current determines the amplitude and phase of the voltage drop across the
resistor.
The detector (voltmeter) contains an internal resistor. This is a dissipative element
connecting the quantum mechanical system (qubit + SQUID) to the macroscopic observer.
The resistor is needed for performing the measurement, defined as the transfer of quantum
information encoded in a superposition of states to classical information encoded in the
probabilities with which the voltmeter shows certain values, e. g. voltage amplitude or
phase. Note that practically this resistor may be the distributed impedance of the coaxial
line connected to the chip.
In this section we derive an effective Hamiltonian for this system. Our starting point
is a set of current conservation equations for the circuit of Fig. 3.1.
The total magnetic fluxes through the SQUID and the qubit loops can be divided into
screening (s) fluxes produced through circulating currents and external (x) fluxes from
outside sources ΦS = Φ
(x)
S + Φ
(s)
S and Φq = Φ
(x)
q + Φ
(s)
q . Generally, Ampere’s law for a
system of current loops can be represented in matrix form(
Φ
(s)
q
Φ
(s)
S
)
= −
(
Lq MSq
MSq LS
)(
Iq
IS
)
, (3.1)
which can be inverted (
Iq
IS
)
= − 1
M2Σ
(
LS −MSq
−MSq Lq
)(
Φ
(s)
q
Φ
(s)
S
)
, (3.2)
where MSq is the mutual inductance and MΣ is the determinant of the inductance matrix
M2Σ = LqLS −M2Sq > 0. The circulating current through the SQUID loop is given by the
difference of the currents through the two branches IS = (I1 − I2)/2 and the bias current
is I = I1 + I2. The fluxoid quantization [73] in the two loops reads
γ− = γ1 − γ2 = 2piΦS
Φ0
mod2pi, γ = 2pi
Φq
Φ0
mod2pi, (3.3)
where Φ0 = h/2e is the magnetic flux quantum for a superconductor. To obtain the
equations of motion for the phases γ, γ± with γ± = γ1 ± γ2 we start from the current
conservation in each node
Ij = IcS sin γj + V˙ CS = IcS sin γj + γ¨j
Φ0
2pi
CS, j ∈ {1, 2}. (3.4)
Here we assume that the two junctions have identical critical currents. This symmetry,
as will be discussed below, has the consequence that at zero bias current through the
SQUID, the qubit will be isolated from its environment. In experiment, the two SQUID
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junction will usually not be identical. In this case of an asymmetric SQUID the qubit can
be protected from environmental noise [107] by applying an appropriate DC bias.
Using Eqs. (3.2) and (3.4) for the circulating current, we obtain
IcS cos
γ+
2
sin
γ−
2
+ γ¨−
~
4e
CS =
1
M2Σ
(
MSqΦ
(s)
q − LqΦ(s)S
)
. (3.5)
Considering the analogy between Josephson junctions and inductors we introduce the
Josephson inductance LJS = Φ0/(2piIcS) and rewrite Eq. (3.5) using the fluxoid quan-
tization (3.3)
1
LJS
cos
γ+
2
sin
γ−
2
+ γ¨−
CS
2
=
1
M2Σ
(MSqγ − Lqγ−) + Ξ1, (3.6)
where the influence of external fields is captured in Ξ1 = 2pi/(Φ0M
2
Σ)
(
−MSqΦ(x)q + LqΦ(x)S
)
.
For the bias current we have I + V/R = IB(t) and from Eq. (3.4) we obtain
1
LJS
sin
γ+
2
cos
γ−
2
+ γ¨+
CS
2
+
1
4R
γ˙+ =
pi
Φ0
IB(t). (3.7)
For the circulating current in the qubit loop it follows from Eq. (3.2)
Iq = Cqγ¨
~
2e
+ Icq sin γ = − 1
M2Σ
(
LSΦ
(s)
q −MSqΦ(s)S
)
. (3.8)
Using LJq = Φ0/(Icq2pi), Eq. (3.3), this becomes
Cqγ¨ +
1
LJq
sin γ = − LS
M2Σ
γ +
MSq
M2Σ
γ− + Ξ2, (3.9)
where we defined Ξ2 = 2pi/(M
2
ΣΦ0)
(
−MSqΦ(x)S + LSΦ(x)q
)
.
From Eqs. (3.6), (3.7), and (3.9), we observe that γ+, the phase drop across the SQUID,
serves as a pointer. It couples to the qubit degree of freedom γ and is read out by the
classical observer, which appears in the classical equation of motion (3.7) as a dissipative
term. Without bias current IB = 0, the classical solution for this degree of freedom becomes
γ+ = 0 independent of the internal degree of freedom γ− and the qubit. It follows that, in
the absence of IB, there is no coupling between the quantum mechanical system and the
environment, as the pointer is decoupled from the observer.
We start the derivation of the system Hamiltonian suppressing the dissipative term in
Eq. (3.7). It will be later reintroduced in the form of an oscillator bath. Starting from the
equations of motion (3.6), (3.7), and (3.9), for γ± and γ we first determine the Lagrangian
such that dt(∂γ˙L) = ∂γL and dt(∂γ˙±L) = ∂γ±L. We introduce the canonically conjugate
momenta p = ∂γ˙L = ~2Cqγ˙/e2 and p± = ∂γ˙±L = ~2CS γ˙±/(2e2) and finally derive the
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Hamiltonian using H = γ˙p+ γ˙−p− + γ˙+p+ − L. This leads to
H =
(
p2+ + p
2
−
CS
+
p2
2Cq
)
e2
~2
−
(
2
LJS
cos
γ−
2
cos
γ+
2
(3.10)
+
MSq
M2Σ
γγ− − Lq
M2Σ
γ2−
2
+ Ξ1γ− +
1
LJq
cos γ − LS
M2Σ
γ2
2
+ Ξ2γ +
e
~
IB(t)γ+
)
~2
e2
.
Now we proceed to simplify this Hamiltonian using the assumptions that LJS  LS, which
applies to small SQUIDs as the ones used for qubit readout, and that the driving strength
is small enough to remain in the harmonic part of the potential |IB|  IcS. Using the latter
assumption, we can expand the potential energies to second order around the minimum
and obtain two coupled harmonic oscillators (γ+ and γ−) with greatly different frequencies.
γ− evolves in a much narrower potential (∝ 1/LS) than that of γ+ (∝ 1/LJS). Therefore
we can perform an adiabatic approximation and substitute γ− through its average position.
We obtain the following potential for the remaining degree of freedom γ+
U(γ+, γ) = U0 + ~
2
e2
1
4LJS
cos
(
Ξ1
M2Σ
2Lq
+ γ
MSq
2Lq
)γ+ − IB(t)
IcS
1
cos
(
Ξ1
M2Σ
2Lq
+ γ
MSq
2Lq
)
2 .
(3.11)
In the next step, we perform the two-state approximation of the qubit along the lines of
Ref. [19, 75], reducing its dynamics to the two lowest energy eigenstates. This space is
spanned by wave functions centered around two values γˆ = γ0σˆz (γ either in the left or
the right well of the potential). While the manipulation of the qubit is usually performed
at the optimum working point [53], the readout can and should be performed in quantum
nondemolition (QND) measurement i. e. in the pure dephasing limit. This reduces the
qubit Hamiltonian to 0σˆz. We allow for a significant off-diagonal term ∝ σˆx to have acted
in the past in order to prepare superpositions of eigenstates of σz. Physically, this situation
is achieved by either making one of the qubit junctions tunable, or imposing a huge energy
bias to the qubit.
We note here that if, opposed to the case we will discuss in the following, the measure-
ment interaction would not commute with the qubit Hamiltonian, a full analysis in terms
of quantum measurement theory would be required. Similar to Refs. [108, 109] the action
on the system given by each measurement result would need to be determined in order to
quantify the information that the observer can obtain about the initial state of the qubit,
as well as the state following the measurement.
After these approximations the qubit-SQUID Hamiltonian reads
HˆS = (t)σˆz +
pˆ2
2m
+
m(Ω2 +∆2σˆz)
2
xˆ2 − F (t)xˆ, (3.12)
where xˆ corresponds to the external degree of freedom of the SQUID γ+, pˆ = pˆ+ and
F (t) = F0 sin(νt) originates in the AC driving by a classical field. The conversion of
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the parameters to circuit-related quantities can be found in section 3.6.1. Here ∆ is the
quadratic frequency shift (QFS).
An important property of this Hamiltonian is the absence of the commonly used linear
coupling between the two-level system and the harmonic oscillator [92]. In our case the
qubit couples to the squared coordinate of the oscillator, which leads to a qubit dependent
change in the frequency of the harmonic oscillator instead of the shift of the potential
minimum.
Because of the coupling to the driven oscillator the qubit energy splitting becomes
time-dependent (t) = 0 + υI
2
B(t).
To model the dissipation introduced by the resistor we follow the standard Caldeira-
Leggett approach [19, 110–112] and include an oscillator bath to our Hamiltonian
Hˆ = HˆS +
∑
i
(
pˆ2i
2mi
+
miω
2
i
2
xˆ2i
)
︸ ︷︷ ︸
HˆB
+ xˆ
∑
i
λixˆi︸ ︷︷ ︸
HˆI
. (3.13)
with J(ω) =
∑
i λ
2
i~/(2miωi)δ(ω − ωi) = m~κωΘ(ω − ωc)/pi [16] where Θ is the Heaviside
step function and [κ] = s−1 the photon loss rate. The cut-off frequency ωc is physically
motivated by the high frequency filter introduced by the capacitors.
3.3 Method
Our goal is to analyze the resolution and measurement time and investigate the backaction
on the qubit. The former requires tracing over the qubit and discuss the dynamics of the
pointer variable of the detector, the latter requires tracing over the detector degrees of
freedom.
It is well established how to do this in principle exactly [19] when the qubit couples to
a Gaussian variable of the detector (i. e. sum of quadratures of the environmental coordi-
nates). A method to map a damped harmonic oscillator to bath of uncoupled oscillators
with a modified spectral density [113, 114] also exists. In our case, due to the quadratic
coupling between the qubit and the damped oscillator (3.12), no such normal-mode trans-
form leads to the usual Gaussian model and thus one cannot use many of the methods
developed for the spin-boson model.
There are several approaches to dealing with this challenge. As long as the coupling
is weak, ∆  Ω, one can still linearize the detector dynamics and make a Gaussian
approximation as it was done in Ref. [98]. Nevertheless, weak coupling decoherence theory
as reviewed e. g. in Refs. [13, 101] builds on two-point correlators and cannot distinguish
Gaussian from non-Gaussian environments.
In this work we describe arbitrarily large couplings between qubit and oscillator going
beyond the Gaussian approximation. The only small parameter we rely upon is the decay
rate of the oscillator κ. This is justified by the fact that dispersive measurement only makes
sense for large oscillator quality factors Q > 1. We treat a composite quantum system —
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qubit ⊗ oscillator — weakly coupled to the heat bath represented by the resistor. This
complex environments approach resembles the methods of, e. g. Refs. [98, 104].
We start with the standard master equation for the reduced density operator in Schro¨dinger
picture and Born-Markov approximation [101, 115], assuming factorized initial conditions
ρ(0) = ρS(0)⊗ ρB(0)
d
dt
ρˆS(t)(t) =
1
i~
[HˆS, ρˆS(t)(t)] +
1
(i~)2
∫ t
0
dt′ TrB
[
HˆI , [HˆI(t, t− t′), ρˆS(t)(t)⊗ ρˆB(0)]
]
,
(3.14)
where HˆI(t, t
′) = Uˆ tt′HˆIUˆ
t′
t and Uˆ
t′
t = Tˆ exp
(∫ t′
t
dτ(HˆS + HˆB)/(i~)
)
and Tˆ is the time-
ordering operator. In thermal equilibrium there will be correlations between the main
oscillator and the oscillators of the bath, so the initial state is not strictly speaking fac-
torized. In the low κ limit here, these correlations will affect the dynamics only in higher
order κ2 and can hence be neglected. This is a standard assumption in the perturbative
treatment of open systems where here κ is the perturbative parameter, see e. g. Ref. [101].
This approach is valid at finite temperatures kBT  ~κ, for times t  1/ωc [101, 116],
which is the limit we will discuss henceforth. We assume unbiased noise 〈HˆI〉 = 0. The
Hamiltonian (3.12) describes a driven harmonic oscillator, therefore the Floquet modes (see
e. g. Refs. [117, 118] for a short review) form the appropriate basis in which we express the
master equation. For a driven harmonic oscillator the Floquet modes (see also appendix
C and Ref. [118]), are given by
Ψn(x, t) = ϕn(x− ξ(t)) exp
[
i
~
(
mξ˙(t)(x− ξ(t))− Ent+
∫ t
0
dt′L(t′, ξ, ξ˙)
)]
= Φn(x, t)e
−iEnt/~, (3.15)
where En = ~Ω(n+1/2), ϕn(x) a number state, ξ(t) is the classical trajectory and L(ξ, ξ˙, t)
the classical Lagrangian of the driven undamped oscillator
ξ(t) =
F0 sin(νt)
m(Ω2 − ν2) , L(ξ, ξ˙, t) =
1
2
mξ˙2(t)− 1
2
mΩ2ξ2(t) + ξ(t)F (t). (3.16)
We also define the operator Aˆ as the annihilation operator corresponding to a Floquet
mode
aˆ = Aˆ+ ζ(t), (3.17)
where ζ(t) =
√
m/(2~Ω)(iξ˙(t) + Ωξ(t)) so that AˆΦn(x, t) =
√
nΦn−1(x, t). After some
algebra we obtain
xˆ =
√
~
2mΩ
(Aˆ+ Aˆ†) + ξ(t), aˆ(t, t′) = eiΩ(t−t
′)Aˆ+ ζ(t′). (3.18)
Eq. (3.18) has been obtained by calculating aˆ(t, t′)Φn(x, t), where {Φn(x, t)} build a com-
plete set of functions at any time t. Here one can interpret the sum Aˆ+ Aˆ† as the deviation
of xˆ from the classical trajectory ξ(t).
32 3. Dispersive readout protocols
Since we are describing a composite quantum mechanical system, the operators in
Eq. (3.14) can be written in the qubit σˆz basis as follows
ρˆS =
(
ρˆ↑↑ ρˆ↑↓
ρˆ↓↑ ρˆ↓↓
)
, HˆS =
(
HˆS↑ 0
0 HˆS↓
)
, Aˆ =
(
Aˆ↑ 0
0 Aˆ↓
)
, aˆ(t, t′) =
(
aˆ↑(t, t′) 0
0 aˆ↓(t, t′)
)
,
(3.19)
where all the matrix elements are operators in the oscillator Hilbert space
HˆS↑,↓ = ±(t)+
(
pˆ2
2m
+
m(Ω2 ±∆2)
2
xˆ2 − xˆF (t)
)
, (3.20)
aˆσ(t, t
′) = AˆσeiΩσ(t−t
′) + ζσ(t
′), σ ∈ {↑, ↓}, (3.21)
and Aˆ↑,↓ is the annihilation operator of a Floquet mode with frequency Ω↑,↓ =
√
Ω2 ±∆2.
The functions ζ(t) and ξ(t) also depend on the frequency of the harmonic oscillator, there-
fore they become 2× 2 diagonal matrices.
As we observed in the previous section, as long as IB = 0 there is no direct coupling
between the qubit and the oscillator in the second order approximation and thus no cou-
pling to the environment. Therefore, at t = 0, before one turns on the AC driving, the
harmonic oscillator has the frequency Ω independent of the qubit. Therefore the initial
condition for the density matrix ρˆS is ρˆS(0) = ρˆq ⊗ ρˆ(Ω)HO.
We introduce also the annihilation operator Aˆ0 for the Floquet modes with frequency
Ω which relates to Aˆσ as follows
Aˆσ =
1
2
(
Aˆ†0
(
fσ − f−1σ
)
+ Aˆ0
(
fσ + f
−1
σ
))− ζ∗σ(t) + Reζ0(t)fσ − iImζ0(t) 1fσ , (3.22)
where fσ =
√
Ωσ/Ω.
Using the operators introduced above in Eq. (3.14), we obtain
˙ˆρσσ′ (t) =
1
i~
(
HˆSσρˆσσ′(t)− ρˆσσ′(t)HˆSσ′
)
− 1
~2
∫ t
0
dt′
∫ ∞
0
dωJ(ω) (3.23)
·
{(
e
iω(t−t′)n(ω) + e−iω(t−t
′)(n(ω) + 1)
)
·
(
g2σ
(
aˆσ + aˆ
†
σ
) (
aˆσ(t, t
′) + aˆ†σ(t, t
′)
)
ρˆσσ′(t)− gσgσ′
(
aˆσ(t, t
′) + aˆ†σ(t, t
′)
)
ρˆσσ′(t)
(
aˆσ′ + aˆ
†
σ′
))
−
(
e
−iω(t−t′)n(ω) + eiω(t−t
′)(n(ω) + 1)
)(
gσgσ′
(
aˆσ + aˆ
†
σ
)
ρˆσσ′(t)
(
aˆσ′(t, t
′)+aˆ†σ′(t, t
′)
)
− g2σ′ ρˆσσ′(t)
(
aˆσ′(t, t
′) + aˆ†σ′(t, t
′)
)(
aˆσ′ + aˆ
†
σ′
))}
,
where gσ =
√
~/(2mΩσ) and n(ω) is the Bose function. We observe that the equations of
motion for the four components of ρˆS are not coupled to each other. This is the consequence
of neglecting the tunneling in the qubit Hamiltonian Eq. (3.12). While the two diagonal
components fulfill the same equations of motion as in the case of the well-known damped
harmonic oscillator, each of them with a different frequency, the two off-diagonal elements of
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the density matrix have a more complicated evolution. Specifically, they are not Hermitian
and do not conserve the norm. This is to be expected, as the norm of the off-diagonal
elements measures the qubit coherence, which is not conserved during measurement.
One can handle master equations in an infinite-dimensional Hilbert space with the
aid of phase-space pseudoprobability distribution functions [25, 27, 119], which encode
any operator with a finite norm1 [27] into a phase-space function. Here, we choose the
characteristic function of the Wigner function χ(α, α∗, t) to represent the density matrix
ρˆσσ′(t) =
1
pi
∫
d2α χσσ′(α, α
∗, t)Dˆ(−α), (3.24)
where Dˆ(−α) = exp(−αAˆ†0 + α∗Aˆ0) is the displacement operator. For more detail, see
also appendix B. By replacing this representation of ρˆσσ′ into the master equation (3.23)
we obtain partial differential equations for the characteristic functions χσσ′(α, α
∗, t). Note
that here |α〉 is different from the coherent state as it is composed of Floquet modes instead
of Fock states, i. e.
|α〉 = e−|α|2/2
∑
n
αn√
n!
|Φn(t)〉. (3.25)
3.4 Results
3.4.1 Measurement
In this section we propose three dispersive measurement protocols, all based on the detec-
tion of the oscillator momentum, from which the state of the qubit can be inferred.
We start by computing the measured observable of the detector, the voltage drop V
across the SQUID. In our notation, the operator is found as the oscillator momentum,
V = iV01ˆq ⊗
(
aˆ− aˆ†), and involves a trace over the qubit. Here the momentum pˆ is
2meV/~. Thus, we obtain the diagonal characteristic functions χσσ. For σ = σ′ we obtain
from Eqs. (3.23), (3.24), and (3.22), a Fokker-Planck equation [28]
χ˙σσ(α, α
∗, t) =
((
α
(
−κ
2
+ iΩ˜+σ
)
+ α∗
(
−κ
2
+ iΩ˜−σ
))
∂α
+
(
α∗
(
−κ
2
− iΩ˜+σ
)
+ α
(
−κ
2
− iΩ˜−σ
))
∂α∗
− (1 + 2nσ)κΩσ
4Ω
(α+ α∗)2 + (α+ α∗)fσ(t)
)
χσσ(α, α
∗, t), (3.26)
where
fσ(t) =
iF0 (cos(νt)κν + sin(νt) (Ω
2
σ − Ω2))√
2mΩ~ (Ω2 − ν2) , (3.27)
1Norm definition ‖ Oˆ ‖= (Tr{O†O})1/2.
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and Ω˜±σ = (±Ω2 + Ω2σ)/(2Ω). Note that we must express the operators in Eq. (3.14) in
terms of Aˆ0 corresponding to frequency Ω as the oscillator has initially that frequency, in a
particular case the thermal state of frequency Ω. Eq. (3.26) is consistent with the property
χσσ′(α) = χ
∗
σ′σ(−α) originating in the hermiticity of the density matrix. We perform the
variable transformation (α, α∗, t) → (z, z∗, s) defined by means of following differential
equations
∂sα = α
(κ
2
− iΩ˜+σ
)
+ α∗
(κ
2
− iΩ˜−σ
)
, ∂sα
∗ = α∗
(κ
2
+ iΩ˜+σ
)
+ α
(κ
2
+ iΩ˜−σ
)
,
s = t, (3.28)
The solutions of these coupled differential equations will depend on some initial conditions
i. e. α(s = 0) = z and thus we obtain the transformation α → α(z, z∗, s). This transfor-
mation conveniently removes the partial derivatives with respect to α and α∗ in Eq. (3.26)
and we are left with
∂sχσσ(z, z
∗, s) = (α(z, z∗, s) + α∗(z, z∗, s))fσ(t)
− (1 + 2nσ)κΩσ
4Ω
(α(z, z∗, s) + α∗(z, z∗, s))2 , (3.29)
which can be directly integrated. After performing the transformation back to the initial
variables χσσ(α, α
∗, t) we can calculate the probability density of momentum P (p0, t) =√
~mΩ/2〈δ(pˆ− p0)〉 where the qubit initial state is q↑| ↑〉+ q↓| ↓〉 and
P (p0, t) = µ
∑
σ∈{↑,↓}
|qσ|2
2pi2
∫
dk eik(ξ˙(t)m−p0)
∫
d2α χσσ(α, α
∗, t)
∫
d2β 〈β|e−kµ(Aˆ†0−Aˆ0)Dˆ(−α)|β〉,
µ =
√
~mΩ
2
. (3.30)
Evaluating the integrals in Eq. (3.30) we obtain for the probability density of momentum
P (p0, t) =
∑
σ∈{↑,↓}
|qσ|2√
4piBσ(t)
exp
(
−(p0 − Cσ(t))
2
4µ2Bσ(t)
)
. (3.31)
Here, assuming the oscillator initially in a thermal state, we have
Cσ(t) = F0ν
κ2ν2 + (ν2 − Ω2σ)2
(
cos(νt)(Ω2σ − ν2) + sin(νt)κν
+ e−κt/2 cos(Ωσt)
ν2(κ2 + Ω2)− (ν2 + Ω2)Ω2σ + Ω4σ
Ω2 − ν2 (3.32)
− e−κt/2 sin(Ωσt)κ(Ω
4
σ + ν
2(κ2 + Ω2) + Ω2σ(Ω
2 − 3ν2))
2Ωσ(Ω2 − ν2)
)
,
3.4 Results 35
Bσ(t) = 1 + 2n(Ωσ)
2
Ωσ
Ω
(
1− e−κtΩ
2
σ
Ω
2
σ
+ e−κt cos(2Ωσt)
κ2
4Ω
2
σ
+ e−κt sin(2Ωσt)
κ
2Ωσ
)
− 1 + 2n(Ω)
2
e
−κt
(
− Ω
2
σ
2Ω
2
σ
(
1 +
Ω2σ
Ω2
)
+ cos(2Ωσt)
Ω2σ
(
1 + Ω
2
σ
Ω2
)
− 4Ω2σ
4Ω
2
σ
+ sin(2Ωσt)
κ
2Ωσ
)
.
and Ωσ =
√
Ω2σ − κ2/4. One can see that B(t) evolves from Bσ(0) = 1/2 + n(Ω) to
Bσ(∞) = (1/2 + n(Ωσ))Ωσ/Ω and for Ω = Ωσ 〈pˆ〉σ(t) = Cσ(t) becomes the momentum
of the classical damped oscillator with the initial conditions p˙(0) = −F0κν/(Ω2 − ν2) and
p(0) = F0ν/(Ω
2 − ν2). Note that the value Bσ(∞) is independent of the initial Bσ(0).
Therefore the long time value of B is the same also for ground and coherent state.
In the following, when analyzing different types of measurement protocols, we have
to differentiate between discrimination and measurement time. Measurement time is the
total time needed to transfer the information from the qubit to the observer. In a sample-
and-hold protocol, one imprints the qubit state into the oscillator, then decouples the two
and observes the latter. The time needed for the first step is called discrimination time.
Long time, single shot measurement
In the measurement scheme of Ref. [1] one needs the voltage amplitudes corresponding to
the two qubit states. For this one must wait until the transients in the momentum (voltage)
oscillations have died out. From the amplitude of momentum one can then determine the
state of the qubit.
Following Ref. [1] we define the measurement time as the time required to obtain enough
information to infer the qubit state
τm =
SV
(V↑ − V↓)2 , (3.33)
where Vσ is the amplitude of the voltage for the qubit in the state |σ〉 and SV = 2kBTR
is the spectral density of the detector output. This is the time needed for discriminating
two-long time amplitudes relative to a noise backgroud given by SV . Therefore, in our
notation,
τm =
b
κ(A↑ −A↓)2 , (3.34)
where
Aσ = ν√
κ2ν2 + (ν2 − Ω2σ)2
(3.35)
and b = kBTCS/I
2
B. Note that in this type of amplitude measurement it is advantageous
to drive far from resonance, since at resonance the amplitudes Aσ become identical for
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the two qubit states. Off-resonance τm is a monotonically falling function of ∆, i. e. larger
coupling leads to faster measurement. Close to resonance τm grows again for large values
of ∆.
It is known that, when an harmonic oscillator is driven close to resonance, a phase
measurement reveals most of the information about the oscillator frequency and leads to
the best resolution and quantum limited measurement. Along the lines of Ref. [120] one
can suppose that, for measurement closest to the quantum limit, the conjugate observable
to the one being measured should deliver no information. In our case, for off-resonant
driving and amplitude measurement, most of the information about the qubit is contained
in the amplitude and almost none in the phase.
Short time, single shot measurement
In the measurement protocol of the previous section and Ref. [1] the desired information is
extracted from the long-time Cσ = 〈pˆ〉σ(t). The method has the advantage of being “single
shot”, but disadvantages resulting from long time coupling to the environment such as
dephasing, relaxation and loss of visibility [121, 122].
In this section we present a different measurement protocol. It is based on the short
time dynamics illustrated as follows. For the qubit initially in the state 1/
√
2(| ↑〉 + | ↓〉)
the probability distribution of momentum is plotted in Fig. 3.2 (a) and (b). In Fig. 3.2
one can see that the two peaks corresponding to the two states of the qubit split already
during the transient motion of 〈pˆ〉(t), much faster than the transient decay time. If the
peaks are well enough separated, a single measurement of momentum gives the needed
information about the qubit state, and has the advantage of avoiding decoeherence effects
resulting from a long time coupling to the environment. Nevertheless the parameters we
need to reduce the discrimination time also enhance the decoherence rate.
We define in this case the discrimination time as the first time when the two peaks are
separated by more than the sum of their widths i.e.
|C↑(τdiscr)− C↓(τdiscr)| ≥ 3
√
2m~Ω
(√
B↑(τdiscr) +
√
B↓(τdiscr)
)
. (3.36)
A comparison between discrimination and dephasing rate will be given in Section 3.4.3.
Because of the oscillatory nature of Cσ(t) the problem of finding the first root of
Eq. (3.36) is not trivial. We solve it by semi-quantitatively probing the function |C↑(t) −
C↓(t)| − 3
√
2m~Ω(
√B↑(t) +√B↓(t)) therefore the plot ist not very accurate. Nevertheless
it gives a good idea about the dependence of τdiscr on ∆.
We observe in Fig. 3.3 that τdiscr is a discontinuous function of the coupling strength
∆, such that small adjustments in the parameters can give important improvement of the
discrimination time.
For this type of measurement we are interested in the transients of Cσ(t) and we observe
that the difference |C↑(t) − C↓(t)| increases for values of the driving frequency ν close to
resonance. For the ν far off-resonance the splitting of the peaks is increased by stronger
driving.
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Figure 3.2: Expectation value of momentum
for the two different qubit states (a), proba-
bility density of momentum P (p0, t) (b) and
snapshots of it at different times (c). Here
~Ω/(kBT ) = 2, ∆/Ω = 0.45 , κ/Ω = 0.025
and ~ν/(kBT ) = 1.9 and p0 is the dimen-
sionless momentum p0/
√
kBTm.
The discrimination time discussed here is not to be confused with the physical mea-
surement time. In particular, the discrimination time remains finite even at vanishing κ
and when the off-diagonal elements of the full density matrix in qubit space (3.19) still
have finite norm at this time. The discrimination time is the time it takes to imprint the
qubit state into the oscillator dynamics. For completing the measurement the oscillator
itself needs to be observed by the heat bath and, as a consequence of that observation, the
full density matrix will collapse further.
We note that in this kind of sample-and-hold measurement, the qubit spends only the
discrimination time in contact with the environment. Keeping the discrimination time short
may be of advantage in limiting bit flip errors during detection. We do not further describe
such error processes in this chapter. However, in chapter 5 bit-flip errors in a similar setup
are investigated, and a measurement protocol making full use of the advantages of fast and
strong indirect measurements is presented.
As a technical limitation, it should be remembered that our theory is based on a Markov
38 3. Dispersive readout protocols
0.2 0.4 0.6 0.8 1
∆/Ω
1
10
102
τ d
isc
rΩ Figure 3.3: Discrimination time as
function of the coupling strength be-
tween qubit and oscillator. Here
~Ω/(kBT ) = 2, κ/Ω = 0.025 and
~ν/(kBT ) = 1.95.
approximation for the oscillator-bath coupling, hence it is not reliable for discrimination
times lower than the bath correlation time.
Quasi-instantaneous, ensemble measurement
In this section, we are going to take this idea to the next level and analyze a measurement
protocol that is based on extremely short qubit-detector interaction. In Refs. [123–125]
has been shown that one can measure several field observables through infinitesimal-time
probing of the internal states of the coupled qubit. In this section, we apply the same
idea to the opposite setting. We show that the information about the state of the qubit is
encoded in the expectation value of the momentum of our oscillator at only one point in
time, leading to a fast weak measurement scheme.
We rewrite the Hamiltonian (3.13)
Hˆ = ~Ω
(
aˆ†aˆ+
1
2
)
+ F (t)
√
~
2mΩ
(
aˆ+ aˆ†
)
+ (t)σˆz
+ σˆz
~∆2
4Ω
(
aˆ+ aˆ†
)2
+
~
(
aˆ+ aˆ†
)
2
√
mΩ
∑
i
λi
(
bˆi + bˆ
†
i
)
√
miωi
+
∑
i
~ωi
(
bˆ†i bˆi +
1
2
)
. (3.37)
In Schro¨dinger picture we have
˙ˆρ =
1
i~
[Hˆ, ρˆ], (3.38)
which leads, for any observable, to
∂t〈Oˆ〉 = 〈∂tOˆ〉+ 1
i~
〈[Oˆ, Hˆ]〉. (3.39)
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Setting Oˆ = aˆ− aˆ† we obtain:
∂t〈aˆ− aˆ†〉 = 1
i~
〈
~Ω(aˆ+ aˆ†) +
~∆2
2Ω
σˆz(aˆ+ aˆ
†)− 2
√
~
2mΩ
F (t)− 2
√
~
2mωi
λi
(
bˆi + bˆ
†
i
)〉
.
(3.40)
We assume unbiased noise and the qubit in the pure initial state q↑| ↑〉+ q↓| ↓〉 which leads
to
ρˆq(0) =
(|q↑|2 q↑q∗↓
q∗↑q↓ |q↓|2
)
. (3.41)
For t = 0 Eq. (3.40) becomes
∂t〈aˆ− aˆ†〉|t=0 = −i
〈
aˆ+ aˆ†
〉
t=0
(
Ω +
∆2
2Ω
〈σˆz〉
)
− 2
√
~
2mΩ
F (0), (3.42)
〈σˆz〉 = 2|q↑|2 − 1. (3.43)
If
〈
aˆ+ aˆ†
〉
t=0
6= 0, the ensemble measurement of ∂t〈aˆ − aˆ†〉|t=0 is sufficient to determine
the state of the qubit.
In our case the oscillator is initially in a thermal state and
〈
aˆ+ aˆ†
〉
t=0
= 0. Nevertheless,
calculating 〈pˆ〉 from Eq. (3.31) we obtain for the center of the Gaussians corresponding to
the two qubit states Cσ of Eq. (3.32)
〈pˆ〉(t) = C↓(t) + (C↑(t)− C↓(t))|q↑|2, (3.44)
which is valid for all times. If C↑(t) 6= C↓(t) we have
|q↑|2 = 〈pˆ〉(t)− C↓(t)C↑(t)− C↓(t) . (3.45)
At t = 0 we have, similar to the exact case C↑(0) = C↓(0), independent of system param-
eters. This is again the consequence of the thermal initial state. Therefore one cannot
infer from 〈pˆ〉(0) the state of the qubit. For infinitesimal τ > 0 we have C↑(τ) 6= C↓(τ).
Therefore quasi-instantaneous measurement of momentum still delivers the necessary in-
formation about the qubit, if the measurement is made at a infinitesimally small τ > 0.
At t = 0 also the first derivative of C↑(t)−C↓(t) is 0 due to the thermal initial state. A
series expansion of Eq. (3.32) gives the short time result
C↑(t)− C↓(t) = 2νF0∆
2
ν2 − Ω2 · t
2 +O(t3). (3.46)
This gives a criterion for τdiscr, independent of κ, similar to observations of previous section,
i. e. for short discrimination times we need large ∆ and strong, close to resonance driving.
Moreover, it is sufficient to measure the expectation value of momentum, and not
the first time derivative. The reason for this is the oscillator evolution, mediated by the
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interaction with the qubit, into a state with finite expectation value
〈
aˆ+ aˆ†
〉
, in other words
the system is automatically creating its own measurement favorable “initial” condition.
This is visible in Eq. (3.46) where the part of the signal proportional |q↑|2 increases like
t2 which, for short times is slower than t, as it would be in the case where the favorable
initial condition already exists.
This method leads to shorter discrimination times than the protocols presented in the
previous sections which are independent of ∆ and ν. Again, the read out of the oscillator
in the end will be a separate issue and ultimately take a time ∝ κ−1.
On the other hand, in order to establish the expectation value with sufficient accuracy,
this scheme requires a large ensemble average. According to the central limit theorem the
uncertainty of the ensemble measurement is
∆y
〈y〉 =
1√
N
∆p
〈p〉 (3.47)
where y is the ensemble averaged value of the measured momentum and N the number
of measurements. For a given precision we have N ∝ (∆p/〈p〉)2, therefore the number of
measurements necessary to reach a given precision depends on ∆ and time t. We have
N =
〈y〉2
(∆y)2
|q↑|2|q↓|2(C↑(t)− C↓(t))2 +mΩ~
∑
σ∈{↑,↓} |qσ|2Bσ(t)(∑
σ∈{↑,↓} |qσ|2Cσ(t)
)2 (3.48)
Eq. (3.45) shows that we need C↑ 6= C↓ in order to determine the state of the qubit. At
the same time, the number of measurements N necessary for high precision measurement
of momentum is significantly reduced when C↑(t) = C↓(t) (the two Gaussian distributions
overlap completely). This reflects the tradeoff between the number of measurements and
the signal strength C↑(t)− C↓(t) which provides the information about the qubit.
The idea of a strong, quasi-instantaneous measurement will be pursued in more detail
in chapter 5, taking into account also the possible bit-flip errors.
3.4.2 Back-action on the qubit
In order to complete the study of the measurement protocols presented in the previous
section, we need insight into the measurement bakaction on the qubit. Since we are study-
ing the QND Hamiltonian (3.12), the qubit decoherence consists only of dephasing. We
start with the qubit in the initial pure state (| ↑〉 + | ↓〉)/√2 and study the decay of the
off-diagonal elements of the qubit density matrix. Such a superposition can be created by
e. g. rapidly switching the tunnel matrix element from a large value to zero [126], or by
ramping up the energy bias from zero to a large value. We compute the qubit coherence
Cx(t) = Tr
{
σˆx ⊗ 1ˆρˆS(t)(t)
}
= 2ReTr {ρˆ↑↓(t)} = 2Re
∫
dx〈x|ρˆ↑↓(t)|x〉
= 2Re
∫
dx
∫
dp W↑↓(x, p, t) = 2Re
∫
dx
∫
dp eix0eip0W↑↓(x, p, t)
= 8piRe χ↑↓(0, 0, t), (3.49)
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where Wσσ′ is the Wigner function
Wσσ′(x0, p0) =
1
pi~
∫
dy〈x0 + y|ρˆσσ′e−2iyp0|x0 − y〉. (3.50)
We extract the dephasing time τφ from the strictly exponential long-time tail of Cx(t).
We rewrite the master equation (3.23) for σ 6= σ′ using Eqs. (3.22) and (3.24) and
obtain a partial differential equation for the characteristic function χ↑↓
χ˙↑↓(α, α∗, t) =
(
(α(k1 + iΩ) + α
∗k1 +B sin(νt)) ∂α + (α∗(k2 − iΩ) + αk2 −B sin(νt)) ∂α∗
− i∆
2
2Ω
(∂α − ∂α∗)2 + (α+ α∗)f↑↓(t) + F(t) + r(α+ α∗)2
)
χ↑↓(α, α∗, t). (3.51)
The coefficients can be found in section 3.6.2. Eq. (3.51) is a generalized Fokker-Planck
equation where the total norm is not conserved, i.e.
∫
d2αχ↑↓(α, α∗, t) is not a constant of
motion.
Solution of the generalized Fokker-Planck equation
Generalized Fokker-Planck equations (3.51) cannot in general be solved analytically with
the established tools [28]. In our case, we are not interested in a fully general solution
of the differential equation, but in the initial value problem where the χ↑↓(α, α∗, 0) is a
Gaussian function, which covers thermal and coherent states of the oscillator. In this case
one can show that χ↑↓(α, α∗, t) remains a Gaussian at all time. This is the consequence of
the QND Hamiltonian (3.12). We make the ansatz
χ↑↓(α, α∗, t) = A(t) exp
(−R11(t)α2−R22(t)α∗2−R12(t)|α|2+R1(t)α+R2(t)α∗), (3.52)
and obtain for the time-dependent parameters of the Gaussian a closed system of nonlinear
differential equations of the first order, thus proving that our ansatz is correct and complete
if the initial characteristic function is a Gaussian.
We assume the oscillator initialy in a thermal state χ↑↓(α, α∗, 0) = (1/4pi) exp(−(1/2+
n(Ω))|α|2) and obtain for the parameters of the Gaussian ansatz following equations of
motion
A˙E(t) = B sin(νt)(R1(t)−R2(t)) + F(t)
+
i∆2
Ω
(
R11(t) +R22(t)−R12(t)− (R1(t)−R2(t))
2
2
)
, (3.53)
R˙1(t) = (k1 + iΩ)R1(t) + k2R2(t)−B sin(νt)(2R11(t)−R12(t))
− i∆
2
Ω
(R1(t)−R2(t))(R12(t)− 2R11(t)) + f↑↓(t) (3.54)
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R˙2(t) = (k2 − iΩ)R2(t) + k1R1(t) +B sin(νt)(2R22(t)−R12(t))
− i∆
2
Ω
(R2(t)−R1(t))(R12(t)− 2 R22(t)) + f↑↓(t) (3.55)
R˙11(t) = 2(k1 + iΩ)R11(t) + k2R12(t) +
i∆2
2Ω
(R12(t)− 2R11(t))2 − r, (3.56)
R˙22(t) = 2(k2 − iΩ)R22(t) + k1R12(t) + i∆
2
2Ω
(R12(t)− 2R22(t))2 − r, (3.57)
R˙12(t) = (k1 + k2)R12(t) + 2k1R11(t) + 2k2R22(t)
− i∆
2
Ω
(R12(t)− 2R11(t))(R12(t)− 2R22(t))− 2r, (3.58)
where A(t) = eAE(t). This system of equations can be solved numerically, for example
using a Runge-Kutta algorithm.
Chapter 4 gives a elaborate analysis of the various dephasing mechanisms in the case
without driving and the parameter regimes where they come to play. There the weak
qubit-oscillator coupling (WQOC) regime is associated to a phase Purcell effect [127] where
the dephasing rate 1/τφ ∝ 1/κ. Beyond the weak coupling, chapter 4 explores a strong
dispersive coupling regime with fundamentally different origin where the dephasing rate is
proportional to κ.
In the following we want to apply and extend this results to the case of actual mea-
surement, i. e. when the oscillator is driven in order to measure its frequency and from this
information, to infere the state of the qubit.
Qubit dephasing
We start by studying the dependence of the qubit dephasing on the parameters of the
oscillator driving field.
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Figure 3.4: Dephasing rate depen-
dence on driving: dependence on
∆ for different driving strengths F0
(κ/Ω = 10−4 and ν = 2Ω). Top
inset: dependence of the decoher-
ence rate on F0 for different values
of κ (∆/Ω = 5 · 10−2 and ν =
2Ω). Bottom inset: dependence of
the decoherence rate on driving fre-
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and F 0 is the dimensionless force
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√
mkBT ).
In Fig. 3.4 we observe that the dependence of the dephasing rate 1/τφ on F0 is quadratic.
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For values of κ belonging to strong and weak coupling regime at F0 = 0 we obtain the same
driving contribution to the dephasing rate, proportional to κF 20 , see the inset of Fig. 3.4.
Here only the contribution of driving is shown. We have substracted from each curve the
initial value of τφ at F0 = 0. We observe that the decoherence rate must be of the form
1
τφ
=
1
τφ
∣∣∣∣
F0=0
+ ct. · F 20 κ, (3.59)
for both the weak and strong coupling regime.
This was to be expected since the qubit couples to the squared coordinate which (at
least in the classical case) is proportional to F 20 . In both regimes, the driving leads to a
contribution to the dephasing rate that is proportional to κ because the driving leads to
classical motion relative to the heat bath, which is fixed in the xˆ-coordinate space. This
motion enhances the effect of the bath the stronger the friction coefficient κ is. Conse-
quently, even if in the undriven case the dephasing rate scales as 1/κ, strong driving can in
principle cross it over to a decay rate ∝ κ. This cross-over from 1/κ to κ inside the WQOC
regime happens at either very strong driving or when the driving ν frequency approaches
one of the system resonances Ωσ.
The dependence on the driving frequency has also been analyzed in Fig. 3.4. Here we
observe two peaks at Ω↑ and Ω↓. At ν = Ω the classical driven and undamped trajectory
ξ(t) diverges. In terms of the calculation this means that the Floquet modes are not well-
defined when the driving frequency is at resonance with the harmonic oscillator — we have
a continuum instead. Physically this means that at t = 0 our oscillator has the frequency
Ω because it has not yet interacted whit the qubit, and we are driving it at resonance, and
by amplifying the oscillations of 〈xˆ〉 which is subject to noise we amplify the noise seen by
the qubit. The dephasing rate is also expected to diverge. The peaks at Ω↑and Ω↓ show
the same effect after the qubit and the oscillator build dressed states. The dephasing rate
drops again for large driving frequencies to the value obtained in the case without driving.
3.4.3 Comparison of dephasing and measurement times
In this section we analyze the measurement times necessary for the measurement protocols
described in section 3.4.1 and compare them with the dephasing times of the qubit obtained
for the same parameters.
Long time, single shot measurement
For the long time measurement protocol (section 3.4.1) we observe that 1/τm ∝ F 20∆4 +
O(∆8).
Comparing 1/τφ and 1/τm we find that the measurement time depends more stronlgy
on the driving strength F0 than the dephasing time.
As one can see for the parameters of Fig. 3.5, in the WQOC regime the measurement
time is longer than the dephasig time. Their difference decreases as we increase ∆ due to
the onset of the strong coupling plateau in the dephasing rate, approaching the quantum
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limit where the measurement time becomes comparable to the dephasing time. Note that,
for superstrong coupling either between qubit and oscillator or between oscillator and bath,
corrections of the order (κ/Ω↓)2 of the dephasing rate gain importance. These corrections
are not treated in our Born approximation. Therefore the regions where the dephasing
rate becomes lower than the measurement rate, in violation with the quantum limitation
of Ref. [5], should be regarded as a limitation of our approximation.
The inset in Fig. 3.5 shows the dephasing and measurement times as function of κ.
Again we observe improvement of the ratio of measurement and dephasing time as we
increase ∆. On the other hand, if the tunning of κ should be easier to achieve experi-
mentally, we also see that, at given ∆ one can make use of the phase Purcell effect which
reduces the dephasing rate as 1/κ while the measurement rate increases like κ. This will
be investigated in more detail in chapter 4 where it will be shown that strong κ implies
WQOC, i. e. phase Purcell effect.
Short time, single shot measurement
As already mentioned, for the short time, single shot measurement strong, close to reso-
nance driving is needed for the rapid separation of the peaks. While the discrimination
time is not very sensitive to the change of κ, we observe in Fig. 3.6 that one needs relatively
strong coupling (∆/Ω ∈ (0.03, 0.1)) for the discrimination time to become shorter than the
decoherence time. The picture of the dephasing rate is also qualitatively different from
the case without driving or with far off-resonant driving, since for ∆/Ω ≈ 0.4, Ω↑ becomes
resonant with the driving frequency. In this region our numerical calculation also becomes
unstable. Nevertheless, as one can see in Fig. 3.6, the dephasing rate is proportional to κ.
Thus, by reducing the damping of the oscillator, one can extend the domain of values of
∆ where the measurement can be performed.
We also observed that by further reducing ∆ the discrimination rate suddenly drops to
zero, i. e. for too small ∆ the two peaks in Fig. 3.2 will never be well enough separated to
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Figure 3.6: Comparison of dephas-
ing / discrimination rates. Open
symbols: 1/(τφΩ) and filled sym-
bols: 1/(τdiscrΩ). Here ν = 1.1Ω,
F 0 = 200 and ~Ω/(kBT ) = 2. Inset:
dependence on κ for ∆/Ω = 0.1.
allow a single shot measurement.
In this protocol what we call “discrimination time” is actually the time when the
system becomes measurable, i. e. one can in principle extract from a single measurement
the needed information about the qubit (and consequently collapse the wave function). We
do not further describe this collapse here.
3.5 Conclusion
We have presented a phase-space theory of the measurement and measurement backaction
on a qubit coupled to a dispersive detector.
We have studied the qubit coupled to an complex environment (weakly damped har-
monic oscillator) with a quadratic coupling, which does not have to be weak. We solved
the problem by considering the prominent degree of freedom of the environment, i. e. the
main oscillator as part of the quantum mechanical system and explicitly solving its dy-
namics. Only at the end of the calculation we traced over this last degree of freedom of
the environment in order to obtain the qubit dynamics.
We presented three measurement protocols and compared the measurement and de-
coherence times. The first measurement protocol described in section 3.4.1 requires long
measurement time, such that the measurement can only be preformed in strong coupling
regime, with far off-resonant driving. The second measurement protocol has the advan-
tage of short discrimination times compared with the dephasing time, requires strong
qubit-oscillator coupling and also close to resonance driving. Both this protocols can be
performed as single shot measurement, and thus may be useful as a readout method for
the scalable architecture with long range coupling using superconducting flux qubits [128].
The quasi-instantaneous measurement protocol presented in section 3.4.1 has the advan-
tage of the shortest possible discrimination time and no restriction for the qubit-oscillator
coupling, with the drawback that one needs to repeat the measurement a large number of
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times to obtain the momentum expectation value.
Chapter 5 will further explore the potential of a very similar setup and investigate qubit
relaxation leading to possible bit flip errors. The possibility of a quantum non-demolition
readout facilitated by a strong qubit-oscillator interaction will be studied.
We expect our results, with minor adaptations, to be applicable to various cavity sys-
tems, e. g. quantum dot or atom-based quantum optical schemes [129, 130]. The disper-
sive coupling of Hamiltonian (3.12) could have implications for the generation of squeezed
states, quantum memory in the frame of quantum information processing, measurement
and post-selection of the number states of the cavity.
3.6 Additional information
3.6.1 Parameter conversion
In this section we present the parameter conversion from the actual circuit to our model
Hamiltonian. The plasma frequency and the mass of the oscillator are given by
Ω =
√
f1
LJSCS
, m =
~2CS
2e2
. (3.60)
The qubit oscillator coupling strength is determined by
∆ =
√
δf1
LJSCS
. (3.61)
The harmonic driving force of the oscillator and the resulting indirect driving of the qubit
read
F (t) = IB(t)
~
e
, (t) = 0 + υI
2
B(t). (3.62)
The momentum and position of the oscillator are
p+ =
~2CS
2e2
γ˙+ =
CS~V
e
, x = γ+. (3.63)
The oscillator damping is given by κ = 1/(2RCS). From the relation f(γˆ) = f(γ0σˆz) =
(f(γ0) + f(−γ0)) /2 + σˆz (f(γ0)− f(−γ0)) /2 we have:
f1 =
1
2
(
cos
(
a+ bγ0
2
)
+ cos
(
a− bγ0
2
))
, δf1 =
1
2
(
cos
(
a+ bγ0
2
)
− cos
(
a− bγ0
2
))
,
a = Ξ1
M2Σ
2Lq
=
2pi
Φ0
(
−MSqΦ(x)q + LqΦ(x)S
) 1
2Lq
, b =
MSq
2Lq
, υ =
1
4LJSI2cS
δf2,
δf2 =
1
2
((
cos
(
a+ bγ0
2
))−1
−
(
cos
(
a− bγ0
2
))−1)
.
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3.6.2 Parameters for the generalized Fokker-Planck equation
The parameters included in Eq. (3.51) are
k1,2 = −κ
2
± κ(1 + 2n↑)Ω↑ − (1 + 2n↓)Ω↓
4Ω
,
r = − κ
8Ω
(Ω↑(1 + 2n↑) + Ω↓(1 + 2n↓))− i∆
2
8Ω
, B = − 2iF0∆
2
√
2mΩ~(Ω2 − ν2) ,
F(t) = iF
2
0∆
2
2m~(ν2 − Ω2)2 (cos(2νt)− 1)− 2
i
~
(t),
f↑↓(t) =
κF0√
2m~Ω
∆2 sin(νt)
2(ν2 − Ω2)
∑
σ∈{↑,↓}
Ωσ(1 + 2nσ)
ν2 − Ω2σ
− ν∆
2 sin(νt)(1 + 2nν)
(ν2 − Ω2↑)(ν2 − Ω2↓)
+
iν cos(νt)
Ω2 − ν2
 .
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Chapter 4
Crossover from weak to strong
coupling regime in dispersive circuit
QED
I. Serban, E. Solano and F. K. Wilhelm
We study the decoherence of a superconducting qubit due to the dispersive coupling
to a damped harmonic oscillator. We go beyond the weak qubit-oscillator coupling, which
we associate with a phase Purcell effect, and enter into a strong coupling regime, with
qualitatively different behavior of the dephasing rate. We identify and give a physically
intuitive discussion of both decoherence mechanisms. Our results can be applied, with
small adaptations, to a large variety of other physical systems, e. g. trapped ions and
cavity QED, boosting theoretical and experimental decoherence studies.
Parts of this chaper have been published in Europhysics Letters 80, 40011 (2007)
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4.1 Introduction
With a thrust from applications in quantum computing, the manipulation of quantum
states in superconducting nanocircuits has made tremendous progress over the last decade
[13, 53, 107, 131–136]. A crucial step for these successes is the understanding of decoher-
ence and the design of good measurement schemes. The latter is a particular challenge as
the detector is made using the same technology as the system being detected i.e. the qubit.
Also, the measurement timescale cannot be considered to be infinitesimally short as com-
pared to the intrinsic scales of the qubit evolution. Thus, understanding the measurement
process is crucial both fundamentally and for improving experiments.
A specifically attractive development is the emergence of circuit quantum electrodynam-
ics (cQED) [95, 137–143], where effective Hamiltonians, similar to those of the coherent
light-matter interaction of quantum optics and in particular of cavity QED, can be realized
in the microwave frequency domain. There are many approaches to realize the qubit, in-
cluding flux and charge, and the cavity, including a superconducting quantum interference
device (SQUID) or a coplanar waveguide.
In this context, measurement protocols making use of dispersive qubit-oscillator inter-
actions [107, 131] are useful for reducing the backaction on the qubit [1]. For example, in
the flux qubit–SQUID combination, as in the Delft setup of Refs. [107, 144] discussed in
chapter 3, the SQUID behaves like a harmonic oscillator. Its inductive coupling to the flux
qubit leads to a frequency shift depending on the qubit state
Ω↑,↓ =
√
Ω2 ±∆2. (4.1)
Here, Ω is the bare oscillator frequency and ∆ is the quadratic frequency shift. A measure-
ment of the SQUID resonance frequency provides information of the qubit state. While
the manipulation of the qubit is usually performed at the optimum working point [53], the
readout can and should be performed in quantum nondemolition measurement i. e. in the
pure dephasing limit.
In this chapter we study the decoherence of a qubit due to the dispersive coupling to a
damped harmonic oscillator, taking the Delft setup as an example though our results may
be adapted to several physical systems. In the Purcell effect a narrow oscillator linewidth
enhances the absorbtion of the resonant photon emitted by the two-level atom and thus
the energy relaxation of the latter. In the weak qubit-oscillator coupling regime (WQOC),
we explain the behavior of dephasing in terms of a similar process, the phase Purcell effect.
This regime is characterized, as we will be show later, by ∆/Ω <
√
κ/Ω/(1 + n(Ω))1/4,
where n(Ω) is the Bose function at the frequency Ω and environment temperature T . The
main result of this work lays beyond the WQOC, in a regime where fast qubit-oscillator
entanglement plays the dominant role. We find a qualitatively different behavior of the
dephasing rate. The divergence of the qubit dephasing rate 1/τφ ∝ 1/κ when the oscillator
decay rate κ→ 0 is lifted by the onset of the strong coupling regime.
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The Hamiltonian describing the Delft setup [144] can be written as
Hˆ =

2
σˆz + ~Ω
(
aˆ†aˆ+
1
2
)
+
~∆2
4Ω
(aˆ+ aˆ†)2σˆz︸ ︷︷ ︸
HˆS
+HˆD. (4.2)
Here, aˆ and aˆ† are the annihilation and creation operators of the harmonic oscillator, σˆz
acts in the Hilbert space of the qubit and HˆD describes the damping of the oscillator.
A full-length derivation of Hamiltonian (4.2) and discussion of the approximations used
is given in chapter 3. It basically derives the Hamiltonian from the equations of motion
of the Josephson phases across the junctions and truncates the SQUID potential to the
second order.
We will show that key experiments [107, 131] are performed outside the WQOC. More-
over, a very recent experiment [145] explicitly relies on the use of a strong dispersive
coupling regime. We demonstrate that the dephasing rate 1/τφ ∝ 1/κ for WQOC, and
1/τφ ∝ κ at strong coupling. We discuss the crossover between these regimes and its depen-
dence on κ and temperature T . We provide physical interpretations of both regimes, the
former as a phase Purcell effect and the latter as the onset of qubit-oscillator entanglement.
The results of the present study may be extended straightforwardly to any system with
similar dispersive qubit-oscillator coupling such as the charge-qubit–coplanar wave guide
system (see Yale setup [131]), trapped ions [146] and 3D microwave cavity QED [129],
quantum dots [130], among others.
4.2 Method
In studying the qubit dephasing we are facing the challenge of a complex non-markovian
environment consisting in the main oscillator (i. e. SQUID) and the ohmic bath. Moreover,
the qubit couples to a non-Gaussian variable of its environment. Therefore the tools
developed for Gaussian baths [19] cannot be applied in this system for arbitrary strong
coupling between the qubit and the oscillator.
We study the qubit dynamics under the Hamiltonian (4.2) for arbitrary ∆/Ω, assuming
essentially the dimensionless oscillator decay rate κ/Ω as the only small parameter. In this
regime we avoid over-damping of the oscillator and the strong backaction on the system
which this would cause. We give in the following a brief description of the crucial steps and
approximations of the calculation. We model the damping, associated with the oscillator
decay rate κ, in the Caldeira-Leggett way by a bath of harmonic oscillators
HˆD =
∑
j
~ωj
(
bˆ†j bˆj +
1
2
)
︸ ︷︷ ︸
HˆB
+
∑
j
~(aˆ+ aˆ†)
2
√
m Ω
λj(bˆ
†
j + bˆj)√
mj ωj︸ ︷︷ ︸
HˆI
+Hˆc, (4.3)
with J(ω) =
∑
j λ
2
j~/(2mjωj)δ(ω − ωj) = m~κωΘ(ω − ωc)/pi and Hˆc the counter term
[16, 89, 101] where Θ is the Heaviside step function and ωc an intrinsic high frequency
52 4. Qubit dephasing for dispersive readout
cut-off. Our starting point is the Born-Markov master equation in the weak coupling to
the bath limit for the reduced density matrix ρˆS in the qubit-oscillator Hilbert space
˙ˆρS(t) =
1
i~
[
HˆS, ρˆS(t)
]
+
∫ ∞
0
dt′
(i~)2
TrB
[
HˆI , [HˆI(t, t− t′), ρˆS(t)⊗ ρˆB(0)]
]
. (4.4)
This approach is valid at finite temperatures kBT  ~κ, for times t  1/ωc [101, 116],
which is the limit we will discuss henceforth. We start from a standard factorized initial
state for all subsystems. We express ρˆS(t) in the qubit basis and represent its elements,
which are still oscillator operators, in phase-space as
ρˆS =
(
ρˆ↑↑ ρˆ↑↓
ρˆ↓↑ ρˆ↓↓
)
, ρˆσσ′ =
∫
d2α
pi
χσσ′(α, α
∗, t)Dˆ(−α),
where χσσ′ is the characteristic Wigner function and Dˆ = exp(αaˆ
†−α∗aˆ) the displacement
operator [27]. Independent of our work, Ref. [147] has used a different phase-space repre-
sentation to calculate the qubit dephasing rate. We characterize the qubit coherence by
Cx(t) =
〈
σˆx ⊗ 1ˆ
〉
= 2Re Trρˆ↑↓(t) which can be easily shown to be Cx(t) = 8piReχ↑↓(0, 0, t).
After a rather long but essentially straightforward calculation, one obtains for χ↑↓ a gen-
eralized Fokker-Planck equation
χ˙↑↓(α, α∗, t) =
(
(α(k1 + iΩ) + α
∗k1) ∂α + (α∗(k2 − iΩ) + αk2) ∂α∗
− i∆
2
2Ω
(∂α − ∂α∗)2 + p(α+ α∗)2
)
χ↑↓(α, α∗, t), (4.5)
where
k1,2 = −κ
4
(
2∓ Ω↑
Ω
(1 + 2n↑)± Ω↓
Ω
(1 + 2n↓)
)
, (4.6)
p = − κ
8Ω
(Ω↑(1 + 2n↑) + Ω↓(1 + 2n↓))− i∆
2
8Ω
, (4.7)
and nσ = n(Ωσ) is the Bose function. To solve Eq. (4.5) we make a Gaussian ansatz for
χ↑↓.
χ↑↓ = A(t) exp(−R11(t)α2 −R22(t)α∗2 −R12(t)αα∗). (4.8)
This ansatz includes coherent and thermal states. In the following we assume the oscillator
to be initially in a thermal state, in equilibrium with its environment. This implies R12(0) =
1/2 + n(Ω) and R11(0) = R22(0) = 0. Due to the quadratic (pure dephasing) form of
the Hamiltonian (4.2), obtain a closed system of ordinary differential equations for the
parameters of the Gaussian ansatz, see also chapter 3. This system can be easily solved
perturbatively in ∆ in the weak coupling regime, or numerically, (for arbitrarily strong
coupling), and we can extract the dephasing time τφ from the strictly exponential long-time
tail of Cx(t) = 8piReA(t).
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4.3 Weak qubit-oscillator coupling
Before solving Eq. (4.5) in a general manner, we revisit the case of small ∆. Up to the
lowest non-vanishing order ∆4, the analytically calculated WQOC dephasing rate is
1
τφ
= ∆4
n(Ω) (n(Ω) + 1)
Ω2
(
κ
κ2m
+
1
κ
)
, (4.9)
where κm =
√
2kBTΩ/(~(1 + 2 n(Ω))). The term 1/κ exactly reproduces the Golden Rule
dephasing rate of Ref. [144], and is similar to the result of Ref. [98]. These previous results
have been obtained considering only the two-point correlator of the fluctuating observable
(a+ a†)2, i. e. assuming an Gaussian environment. The crossover point κm from 1/κ to κ
in Eq. (4.9) is, at the Delft parameters [107], comparable to Ω, i. e. κ would dominate over
1/κ only in a regime where the Born approximation fails. Nevertheless, since the golden
rule limit limκ→∞ 1/τφ = 0 is unphysical, such a term was to be expected.
Figure 4.1: The Purcell effect (blue):
absorption of a resonant photon
emitted by the two-level atom; De-
phasing in WQOC regime (red): vir-
tual photon exchange between oscil-
lator and bath.
In the WQOC regime, the enhancement of dephasing by weak coupling to the environ-
ment is analogous to the enhancement of spontaneous emission by the narrow cavity lines
in the resonant Purcell effect, see Refs. [127, 148]. In the pure dephasing case we have
no energy exchange between the qubit and the oscillator. Qubit decoherence is caused by
fluctuations of (aˆ+ aˆ†)2. Since we are in the WQOC regime, the stronger coupling between
the oscillator and the environment causes equilibrium between the oscillator and the bath
on a shorter time scale than the qubit dephasing. In equilibrium, the main contribution to
the fluctuations of (aˆ + aˆ†)2 is the exchange of photons between oscillator and bath. The
process is analogous to equilibrium fluctuations in canonical thermodynamics. A virtual
photon returning from the environment (Fig. 4.1) is at resonance with the oscillator. The
absorbtion of this photon, like in the resonant Purcell effect will be enhanced by narrow
oscillator lines. Therefore, the entire dephasing process will be enhanced when the coupling
to the environment is weak and this mechanism can be viewed as a phase Purcell effect.
We give a more detailed discussion of this effect in section 4.6.
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4.4 Strong qubit-oscillator coupling
The dephasing rate (4.9) obtained in the small κ and WQOC limit diverges for κ→ 0, i.e.,
in the absence of an environment. The solution to this apparent contradiction lies beyond
the WQOC, therefore we solve Eq. (4.5) numerically using again the Gaussian ansatz for
χ↑↓.
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Figure 4.2: Dephasing rate 1/τφ as
function of ∆ for different values
of κ. Power-law ∆4 growth at low
∆ crosses over to ∆-independence
at strong coupling. Inset: de-
phasing rate as a function of κ in
the weak coupling regime (∆/Ω =
10−3) showing 1/τφ ∝ ∆4/κ and
the strong coupling regime (∆/Ω =
10−1) with 1/τφ ∝ κ dependence.
Here ~Ω/kBT = 2 similar to experi-
ments.
Fig. 4.2 shows the dependence of the dephasing rate on, ∆ for various values of κ. The
dimensionless parameter ~Ω/kBT is 2, similar to the Delft and Yale setups. As predicted
by Eq. (4.9) for κ κm and small ∆, the dephasing rate is proportional to ∆4/κ. Further
increasing ∆, we observe a saturation of the dephasing rate which marks the onset of the
strong coupling regime. This regime is analogous to the strong coupling in linear cavity
QED. Here 1/τφ is proportional to κ.
At strong qubit-oscillator coupling the oscillator couples to the qubit stronger than it
couples to the heat bath, such that one cannot use the effective bath concept of WQOC.
As the qubit-oscillator system becomes entangled, a fundamentally different dephasing
mechanism emerges. The eigenstates of the Hamiltonian (4.2) at κ = 0 are the dressed
states {|σ,mσ〉} where |mσ〉 are the number states of the oscillator with frequency Ωσ.
Opposed to WQOC, these dressed states are built in the strong coupling regime on a shorter
time scale than the re-thermalization of the oscillator. In the evolution from thermal state
of oscillator with frequency Ω to an equilibrium between the new oscillator with Ωσ and
the bath, the state in the narrower potential tends to absorb and the one in the wider
potential to emit photons to the bath in an incoherent manner, causing fluctuations of
(aˆ+ aˆ†)2 and thus qubit decoherence. Thus we expect 1/τφ ∝ κn(Ω). This simple picture
is confirmed by numerical results in Fig. 4.3, for a wide range of values of κ.
The inset of Fig. 4.3 shows the crossover from strong coupling rate κ to WQOC rate 1/κ.
This indicates that, for fixed ∆, as κ decreases, ∆ stops being “small” and the WQOC limit
breaks down. Thus, approaching κ = 0 for any given ∆ we eventually leave the domain of
validity for eq. (4.9) avoiding the divergence at κ→ 0. As expected, dephasing will vanish
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Figure 4.3: Scaling plot of the de-
phasing rate 1/τφ as function of tem-
perature. For ∆/Ω = 0.3, i.e.
in the strong coupling regime (see
Fig. 4.2), for a wide range of κ’s we
show that 1/(τφκ) is proportional to
the Bose function n(Ω). Inset: de-
phasing rate 1/τφ as function of κ for
different values of ∆ and ~Ω/kBT =
2. Continuous lines correspond to
κn(Ω), dashed line corresponds to
n(Ω)(n(Ω) + 1)∆4/(Ω2κ).
as we go to a finite quantum system (qubit ⊗ single oscillator) at κ = 0. We observe that
the criterion of “small” ∆ in WQOC is valid only relative to κ. Using 1/τφ = κn(Ω) in the
strong coupling regime and the 1/κ term of 1/τφ in Eq. (4.9) in the weak coupling regime,
we determine the position of the crossover ∆c between the two regimes
∆c
Ω
=
√
κ
Ω
1
(1 + n(Ω))1/4
. (4.10)
The position of the cross-over is controlled by the ratio of the coupling strengths between
the three subsystems i.e. ∆2/Ω and κ. Note that, with the in-situ tuning of the qubit-
SQUID coupling, available in the Delft experiment, the position of the cross-over could be
tested experimentally. Using the parameters from Ref. [107, 131] one finds (∆/∆c)Yale ≈ 1.4
and (∆/∆c)Delft ≈ 1.3 i.e., the strong coupling regime finds application in both setups .
If the oscillator is weakly driven off-resonance, as is the case in the dispersive measure-
ment, the qualitative behavior remains the same as in Fig. 4.2, as shown in chapter 3. In
general a tunneling σˆx term may occur in Eq. (4.2) and lead to energy relaxation as well
as further reducing the matrix elements containing the dephasing rate. We expect that,
as long as the energy splitting  of the qubit is off-resonance with the oscillator, which in
our case means |−Ω|  κ, the effect of the relaxation is rather weak and dephasing still
dominates. On resonance, we expect a similar Purcell to strong coupling crossover as for
the dephasing channel.
Our results have applications in other systems with similar dispersive qubit-oscillator
coupling, e.g., the Yale setup [131], in the off-resonant dispersive regime. There, the system
is described by a similar (Eq. (12) in Ref. [98]) quadratic coupling aˆ†aˆ between qubit and
cavity and a pure dephasing Hamiltonian. In particular, a strong dispersive regime of this
system has been utilized to resolve number states of the electromagnetic field in Ref. [145].
The terms aˆ2 and aˆ†2 in Eq. (1) do not play a central role for our physical predictions, as
confirmed by the numerical simulations. We expect our results, with minor adaptations, to
be applicable to various cavity systems, e.g. quantum dot or atom-based quantum optical
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schemes [129, 130]. The dispersive coupling of Hamiltonian (4.2) could have implications for
the generation of squeezed states, quantum memory in the frame of quantum information
processing, measurement and post-selection of the number states of the cavity.
4.5 Conclusion
We have presented a concise theory of the dephasing of a qubit coupled to a dispersive
detector spanning both strong and weak coupling. The phase-space method applied is
based on treating the oscillator on the same level of accuracy as the qubit. We have dis-
cussed the dominating decoherence mechanism at weak qubit-oscillator coupling, where the
linewidth of the damped oscillator plays the main role, analogous to the Purcell effect. At
strong qubit-oscillator coupling we have identified a qualitatively different behavior of the
qubit dephasing and discussed it in terms of the onset of the qubit-oscillator entanglement.
We have provided a criterion delimitating the parameter range at which these processes
dominate the qubit dephasing.
4.6 Additional information
Assuming the WQOC limit we use Fermi’s Golden Rule in an otherwise exact manner
to prove the analogy between the weak qubit-oscillartor coupling regime and the Purcell
effect. One can map the damped oscillator by an exact normal mode transformation [114]
onto an effective heat bath of decoupled oscillators denoted by cˆj, cˆ
†
j and with a spectral
density
Jeff(ω) =
2κω
(ω2 − Ω2)2 + κ2ω2 . (4.11)
Jeff corresponds to the effective density of electromagnetic modes in the cavity introduced
in regular linear cavity QED for describing the Purcell effect. The WQOC decoherence
rate is proportional to the two-point correlation function of the environmental operator
coupling to the qubit [101, 149], in our case
K2(ω) =
〈
Xˆ2(t)Xˆ2(0)
〉
ω
−
(
〈Xˆ2〉
)2
, (4.12)
where Xˆ is the sum of the effective bath coordinates Xˆ =
∑
j
√
~/(2mjωj)(cˆj + cˆ†j). For
the pure dephasing situation described by the Hamiltonian (4.2) we only need to study
1/τφ ∝ K2(ω → 0+) because the qubit energy conservation implies energy conservation
within its effective environment. The last term of Eq. (4.12) removes the noise bias. This
is important since dephasing is caused only by processes that leave a trace in the bath [7],
i.e. the exchanged boson spends a finite time in the environment. Terms of the structure〈
cˆ†i (t)cˆ
†
j(t)cˆkcˆl
〉
,
〈
cˆi(t)cˆj(t)cˆ
†
kcˆ
†
l
〉
contribute to K2(0) only when ωi = ωj = 0, which are
modes with density Jeff ' 2κω/Ω4 each, leading to terms of order κ2. Up to linear order in
κ, the only terms in K2(ω → 0+) that fulfill the energy conservation and leave a trace in the
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bath are of the structure
〈
cˆ†l (t)cˆj(t)cˆ
†
j cˆl
〉
, including the permutations among the operators
taken at time t and those taken at time 0. The terms contributing toK2(ω → 0+) satisfy the
condition |ωl − ωj| → 0+. Physically this corresponds to infinitesimal energy fluctuations
which leave a trace in the bath. Or, in other words, the photon absorbed at t=0, cˆl, should
spend finite time in the bath and be emitted back only at the later time t, but at the same
time the energy change in the environment e.g. caused by cˆ†j cˆl should remain undetectable
within the energy-time uncertainty at every time, therefore in the Golden Rule (long time)
limit ωl ≈ ωj. Taking the continuum limit we thus have
1/τφ ∝
∫ ∞
0
dω Jeff(ω)(1 + n(ω))Jeff(ω)n(ω). (4.13)
The integral in Eq. (4.13) can be rewritten as the convolution
K(ω′) =
∫
dωJeff(ω)n(ω)Jeff(ω
′ − ω)n(ω′ − ω), (4.14)
for ω′ → 0. Using Eq. (4.11), K(ω′) becomes a function with resonances at ω′ = 0 and
ω′ = 2Ω, see Fig. 4.4. The the height of these resonances and consequently 1/τφ ∝ K2(0)
increases with decreasing κ, thus matching the behavior of the dephasing rate (4.9). At the
same time, the tail of the peak at 2Ω enhances K2(0) when κ increases. This corresponds
to the κ term in Eq. (4.9). Analogous to 1/τφ in Eq. 4.9, K2(ω → 0+) vanishes for T → 0.
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Figure 4.4: Illustrative plot of the
function K(ω) (in arbitrary units)
for different values of κ
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Chapter 5
Quantum nondemolition-like, fast
measurement scheme for a
superconducting qubit
I. Serban, B. L. T. Plourde and F. K. Wilhelm
We present a measurement protocol for a flux qubit coupled to a dc-Superconducting
QUantum Interference Device (SQUID), representative of any two-state system with a con-
trollable coupling to an harmonic oscillator quadrature, which consists of two steps. First,
the qubit state is imprinted onto the SQUID via a very short and strong interaction. We
show that at the end of this step the qubit dephases completely, although the perturbation
of the measured qubit observable during this step is weak. In the second step, information
about the qubit is extracted by measuring the SQUID. This step can have arbitrarily long
duration, since it no longer induces qubit errors.
Parts of this chaper have been submitted to Physical Review B and are currently under review.
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5.1 Introduction
The quantum measurement postulate is often viewed as the most intriguing assumption of
quantum physics. Much of it has been demystified by the study of the physics of quantum
measurements. The dynamics of the measurement process can be described by a coupled
many-body Hamiltonian, consisting of the system to be measured and the detector with a
heat bath component [4, 5]. Thus, the measurement process can be investigated using the
established tools of quantum mechanics of open systems [19, 23, 101, 102].
Most interest has been focused on the physics of weak measurements, where the system-
observer coupling can be treated within perturbation theory. Famously, this research has
shown that only a certain class of measurements satisfy von Neumann’s quantum mea-
surement postulate [89, 90] and indeed project the system wavefunction onto an eigenstate
of the measured observable. Measurements of this type are termed quantum nondemoli-
tion (QND) measurements. Within the weak measurement paradigm, the QND regime is
achieved when the measured observable is a constant of the free motion and commutes
with the system-detector coupling Hamiltonian. Weak QND measurements have been
investigated in various systems, ranging spins, oscillators and even photons [150–158].
The dynamics of the weak measurement process has practical relevance in the context of
quantum computing. Specifically, superconducting qubits have been proposed as building
blocks of a scalable quantum computer [13, 86, 87], and a fast measurement with a high
resolution and visibility is important for readout and also for error correction.
There are a variety of different measurement techniques used in superconducting qubits.
Weak measurements can be performed using single-electron transistors [13]. A different
approach is the switching measurement, where the detector switches out of a metastable
state depending on the state of the qubit [53, 54, 76, 92, 93]. Such switching measurements
have been a quite successful readout scheme for many superconducting qubit experiments
to date. However, the dissipative nature of the switching process imposes limitations on
the measurement speed and perturbs the qubit state.
A QND measurement could be achieved by using a pointer system, and measuring
one of its observables influenced by the state of the qubit [95]. Recent developments of
such detection schemes, using an oscillator as the pointer, have led to vast improvements
[1, 71, 78, 82, 98, 99, 159] over previous measurement protocols.
It has previously been shown [123, 160–162] that infinitesimally short interaction be-
tween a qubit and an oscillator is sufficient to imprint information about the state of the
oscillator onto the qubit. The similar idea of using a short interaction to transfer informa-
tion about the qubit into the oscillator has been used, see chapter 3, in a dispersive readout
scheme. In this case, after a short interaction, the state of the oscillator contains informa-
tion about the qubit which can be extracted by further measuring one of its observables,
for example, momentum. However, this scheme did not take possible bit flip errors into
account. These errors may occur in the short yet finite time when the qubit is in contact
with its environment. Thus, the full power of a quasi-instantaneous measurement has not
yet been explored. Furthermore, if the aim is to apply the idea of this type of measurement,
dispersive measurement, with all its potential advantages, may add unnecessary overhead.
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In this paper we describe the effect of an ideally extremely short and arbitrarily strong
interaction of a qubit with its environment (consisting of a weakly damped harmonic
oscillator). We investigate the back-action on the qubit when the measured observable
does not commute with the Hamiltonian describing the interaction with the environment,
and study how close this result approximates the QND measurement.
We study a setup consisting of a flux qubit inductively coupled to a dc-SQUID magne-
tometer. The flux qubit consists of a superconducting loop with three Josephson junctions
[75, 163]. For flux bias near odd half-integer multiple of h/2e, the qubit is represented
by two circulating current states with opposite directions. During the entire measurement
process the SQUID is coupled to measurement circuitry, with associated dissipative ele-
ments. However, during the entire measurement process, the SQUID never switches out of
the zero dc-voltage state. The qubit-SQUID interaction of arbitrary strength is turned on
only for a short time by applying a very short bias current pulse to the SQUID. During
this time, information about the qubit is imprinted onto the SQUID. This information can
later be extracted from the SQUID during the post-interaction phase by monitoring voltage
oscillations across the SQUID. When the current pulse is switched off, the qubit-SQUID
interaction ideally vanishes and the environment no longer perturbs the qubit. Thus, one
can afford a long time to measure the SQUID and determine the state of the qubit.
In section 5.2, following Ref. [164], we model the qubit-SQUID system by a two-level
system linearly coupled to a dissipative oscillator. We describe the evolution of this system
by means of a master equation in the Born-Markov approximation [115], valid for the
underdamped SQUID. In section 5.3 we discuss the qubit-oscillator evolution during both
interaction and post-interaction phases. We study the qubit dephasing and relaxation
during the interaction phase. We show that, at the end of this phase, the qubit appears
completely dephased. In other words, the qubit has been measured and its information has
been transferred in the form of a classical probability to the oscillator. During the same time
interval, we find that qubit relaxation has remained negligible. For the post-interaction
phase we describe the evolution of the oscillator under the influence of the environment,
starting from the state prepared by the interaction with the qubit. Technically, extracting
the qubit information amounts to measuring the amplitude of the ringdown of the oscillator
momentum. In section 5.4 we discuss some of the details involved with implementing this
measurement scheme.
5.2 Model and method
We study a flux qubit inductively coupled to a dc-SQUID, with one possible setup shown
schematically in Fig. 5.1 (a). We describe a more realistic setup for implementing this
scheme in section 5.4. The SQUID is characterized by a two-dimensional washboard po-
tential for the two independent phases corresponding to the two junctions [165]. Their sum
couples to bias current driven through the SQUID, while the difference of phases couples
to the magnetic flux applied to the SQUID. The small oscillations in these two directions
can have vastly different characteristic frequencies. In particular, a small geometric in-
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Figure 5.1: (a) Simplified circuit consisting of a flux qubit inductively coupled to a SQUID
with two identical junctions and shunt capacitance CS. The SQUID is driven by an bias
step-like dc pulse IB(t) and the voltage drop V (t) is measured by a device with internal
resistance R. (b) Illustration of the measurement scheme: coupling (t = 0) and decoupling
(t = τ) of the qubit and the SQUID (oscillator) and the evolution of a point of mass in
the transition of potential from one harmonic oscillator to a superposition of two displaced
oscillators and back. The dashed (red) and the continuous (green) lines correspond to the
different states of the qubit.
ductance and a low critical current can make the flux mode frequency large while a shunt
capacitor can lower the bias current mode frequency substantially. In the limit of very
different frequencies, as described in chapter 3, one can approximate the SQUID dynamics
as that of a one-dimensional oscillator in the bias current direction, with the position of
the oscillator minimum dependent on both IB and the total flux coupled to the SQUID
which, for example, could vary depending on the state of the qubit. The setup of Fig. 5.1
(a) can be described by the effective Hamiltonian [164]
Hˆ = HˆS + HˆI + HˆB, (5.1)
HˆS = ~wσˆz + ~δσˆx + ~Ω
(
aˆ†aˆ+
1
2
)
+ ~(Θ(t)−Θ(t− τ))(aˆ+ aˆ†)(σˆzγ +K),
where HˆS is the Hamiltonian for the qubit-SQUID oscillator system, HˆB is the Hamiltonian
for the dissipative environment of the measurement circuitry, HˆI describes the interaction
between the SQUID oscillator and the environment, and Θ is the Heaviside step function.
We note that for a continuous shape of the current pulse similar results are expected,
as long as the switching is not adiabatic. Here the SQUID is described, in the lowest-order
approximation, by a harmonic oscillator with frequency Ω, i.e. the plasma frequency of the
bias current degree of freedom. This frequency also depends on the applied bias current, as
shown in section 5.6.2. This dependence leads to a slightly enhanced ring-down frequency
after the pulse is switched off. Nevertheless, for simplicity, we assume this frequency to
remain constant throughout the entire process. This is justified by the fact that this change
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in frequency does not, in the first approximation, depend on the qubit state, therefore it
will not qualitatively affect this method of discrimination. The dispersive, next-to-leading
order component of the qubit-oscillator coupling discussed in chapter 3 becomes significant
in the absence of a linear component, for very weak bias pulse, which is not the limit we
investigate here. In the following, the effects of the linear component are investigated in
the regime where the qubit-SQUID interaction displaces the oscillator state by more than
its zero-point fluctuation but does not yet explore the classical nonlinearity. The first
consequence of the nonlinear component may be to add more phase shift to the ringdown
oscillations. In the measurement protocol proposed here we assume a symmetric SQUID.
The qubit-oscillator coupling strength γ is tuned by the bias current IB [167]. When
IB = 0, the qubit and the SQUID are decoupled. By using a fast current pulse, the qubit-
oscillator interaction of arbitrary strength γ is turned on only for the short time τ allowing
information about the qubit to be imprinted onto the oscillator. During this time, the
SQUID oscillator is displaced according to the qubit state. After the coupling is switched
off, the SQUID oscillator phase particle returns to the original position after undergoing
ring-down oscillations that decay with a damping determined by the SQUID measurement
circuitry. The parameter K describes the strength of the the bias current kick induced in
the oscillator, caused by the abrupt shift in the minimum of the SQUID potential energy
from the bias current pulse, in the absence of a qubit.
During the entire measurement process the oscillator is coupled via a linear Hamiltonian
HˆI to a dissipative environment described by a bath of harmonic oscillators described by
HˆB
HˆI =
∑
i
~λi(aˆbˆ†i + aˆ†bˆi)√
2mΩ
, HˆB =
∑
i
~ωi
(
bˆ†i bˆi +
1
2
)
, (5.2)
with Ohmic spectral density J(ω) =
∑
i λ
2
i~δ(ω − ωi) = m~κωΘ(ω − ωc)/pi [16]. Here
[κ] = s−1 is the photon loss rate. The cut-off frequency ωc is physically motivated by
the high-frequency filter introduced by the capacitors. This environment represents the
dissipative element contained in any measuring device.
We now describe the dynamics of the qubit and SQUID oscillator during the various
phases of our measurement scheme.
5.2.1 The interaction phase
At t = 0, before the bias current is rapidly pulsed on and the qubit and SQUID interact
strongly, we assume the factorized initial state ρˆ(0) = ρˆS(0) ⊗ ρˆB(0). The oscillator in-
teraction with the bath is supposed to be weak, and assuming a Markovian environment,
we obtain the standard master equation for the qubit-oscillator reduced density matrix
ρˆS(t) = TrB {ρˆ(t)} in the Born approximation
˙ˆρS(t) =
1
i~
[
HˆS, ρˆS(t)
]
− 1
~2
∫ t
0
dt′TrB
[
HˆI ,
[
HˆI(t, t− t′), ρˆS(t)⊗ ρˆB(0)
]]
, (5.3)
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where
HˆI(t, t
′) = Uˆ tt′HˆIUˆ
t′
t , Uˆ
t′
t = T exp
(∫ t′
t
dτ
HˆS + HˆB
i~
)
, (5.4)
and T is the time-ordering operator.
This approach is valid at finite temperatures kBT  ~κ and times t 1/ωc [101, 116],
which is the limit we will discuss henceforth.
In the qubit σˆz eigen-basis the density matrix and the qubit-oscillator Hamiltonian read
ρˆS =
(
ρˆ↑↑ ρˆ↑↓
ρˆ↓↑ ρˆ↓↓
)
, (5.5)
HˆS↓↑ = HˆS↑↓ = ~δ, rσ = 〈σ|σˆz|σ〉, σ ∈ {↑, ↓}, (5.6)
HˆSσσ = ~(rσw + Ω(aˆ†aˆ+ 1/2) + (rσγ +K)(aˆ+ aˆ†)). (5.7)
In the following, we assume that the environment acts on each matrix element of (5.5) in
the same way. This is a valid assumption in the case of very weak damping and δ/w  1
for an Ohmic bath. Within this assumption we obtain
˙ˆρσσ =
1
i~
[Hˆσσ, ρˆσσ]− iδrσ(ρˆ↓↑ − ρˆ↑↓) + Lˆρˆσσ, (5.8)
˙ˆρ↑↓ =
1
i~
(Hˆ↑↑ρˆ↑↓ − ρˆ↑↓Hˆ↓↓) + iδ(ρˆ↑↑ − ρˆ↓↓) + Lˆρˆ↑↑
˙ˆρ↓↑ =
1
i~
(Hˆ↓↓ρˆ↓↑ − ρˆ↓↑Hˆ↑↑)− iδ(ρˆ↑↑ − ρˆ↓↓) + Lˆρˆ↓↑,
where
Lˆρˆσσ′ = −κ(aˆ†aˆρˆσσ′+ρˆσσ′ aˆ†aˆ−2aˆρˆσσ′ aˆ†)−2κn(aˆ†aˆρˆσσ′+ρˆσσ′ aˆaˆ†−aˆρˆσσ′ aˆ†−aˆ†ρˆσσ′ aˆ). (5.9)
At t = 0 we assume a factorized initial state for the qubit-oscillator reduced density
matrix
ρˆS(0) = ρˆq(0)⊗ ρˆHO(0), (5.10)
and use the Wigner representation of the oscillator density matrix in phase-space [27]
ρˆHO(0) =
1
pi
∫
d2α χ0(α)Dˆ(−α), Dˆ(−α) = exp
(−αaˆ† + α∗aˆ) , (5.11)
where χ0 is the Fourier transform of the Wigner function. We assume the oscillator to be
initially in a thermal state
χ0(α) =
1
4pi
exp
(
−η
2
|α|2
)
, η = 1 + 2n(Ω), (5.12)
where n(Ω) is the Bose function at bath temperature T . The qubit is assumed to be
initially in the pure state |Ψ〉 = q↑| ↑〉+ q↓eiφ| ↓〉 such that
ρˆq(0) =
(
q2↑ q↑q↓e
−iφ
q↑q↓eiφ q2↓
)
. (5.13)
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For the corresponding Wigner characteristic functions we obtain the following coupled
partial differential equations
χ˙σσ = (i(rσγ +K)(α+ α
∗) + iΩ(α∂α − α∗∂α∗) +D)χσσ − rσiδ(χ↓↑ − χ↑↓)), (5.14)
χ˙↑↓ = (2iγ(∂α∗ − ∂α) + iΩ(α∂α − α∗∂α∗)− 2iw + iK(α+ α∗) +D)χ↑↓ − iδ(χ↓↓ − χ↑↑)),
χ˙↓↑ = (−2iγ(∂α∗ − ∂α) + iΩ(α∂α − α∗∂α∗) + 2iw + iK(α+ α∗) +D)χ↓↑ + iδ(χ↓↓ − χ↑↑)),
where the differential operator D is given by
D = −κ(α∂α + α∗∂α∗)− ηκ|α|2. (5.15)
To solve these equations, we approximate the inhomogeneous parts, in the limit of short
time τ and weak tunneling δ, by
χσσ′(α, t) ' χσσ′(α, 0) + tχ˙σσ′(α, 0), σ, σ′ ∈ {↑, ↓}. (5.16)
For details on the solution see section 5.6.1.
5.2.2 The post-interaction phase
The state prepared by the interaction with the qubit at t = τ , as the bias current pulse
ends, is described by
ρˆ(τ) =
∑
σ,σ′∈{↑,↓}
|σ〉〈σ′|ρˆσσ′(τ)⊗ ρˆB(0). (5.17)
Since the system Hamiltonian no longer contains any qubit-oscillator interaction, we
can write the time evolution of this density matrix as follows
ρˆ(t) =
∑
σ,σ′∈{↑,↓}
Uˆq(t)|σ〉〈σ′|Uˆ †q(t)UˆHO−B(t)ρˆσσ′(τ)⊗ ρˆB(0)Uˆ †HO−B(t), (5.18)
where the evolution operators are given by
Uˆq(t) = exp(−i(t− τ)(δσˆx + wσˆz)), (5.19)
UˆHO−B = T exp
(∫ t
τ
dt′
HˆB + HˆI + ~Ωaˆ†aˆ)
i~
)
. (5.20)
In the reduced density matrix
ρˆS(t) = TrBρˆ(t) =
∑
σ,σ′∈{↑,↓}
Uˆq(t)|σ〉〈σ′|Uˆ †q(t)TrB
{
UˆHO−B(t)ρˆσσ′(τ)⊗ ρˆB(0)Uˆ †HO−B(t)
}
,
(5.21)
we can treat the time evolution of the oscillator components by means of a master equation
in the Born-Markov approximation and, in a similar manner to Eq. (5.3), we obtain
˙ˆρσσ′(t) = −iΩ[aˆ†aˆ, ρˆσσ′(t)]− 1~2
∫ ∞
0
dt′TrB
[
HˆI , [HˆI(t, t− t′), ρˆσσ′(t)⊗ ρˆB(0)]
]
. (5.22)
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Using the Wigner representation
ρˆσσ′(t) =
1
pi
∫
d2α χ˜σσ′(α, t)Dˆ(−α), (5.23)
we obtain the differential equation
˙˜χσσ′(α, t) = (iΩ(α∂α − α∗∂α∗) +D)χ˜σσ′(α, t), (5.24)
with the initial condition prepared at the end of the interaction phase
χ˜σσ′(α, τ) = χσσ′(α, τ), (5.25)
and the analytic solution
χ˜σσ′(α, t) = χ˜σσ′(αe
−(t−τ)(κ−iΩ), τ) exp
(η
2
|α|2(e−2(t−τ)κ − 1)
)
. (5.26)
The reduced density matrix in the post-interaction phase is given by
ρˆS(t) =
∑
s,s′∈{↑,↓}
|s〉〈s′| 1
pi
∫
d2αχss′(α, t)Dˆ(−α), (5.27)
where
χss′(α, t) =
∑
σ,σ′∈{↑,↓}
〈s|Uˆq(t)|σ〉〈σ′|Uˆ †q(t)|s′〉χ˜σσ′(α, t). (5.28)
5.3 Results
In this section we analyze the qubit decoherence and the evolution of its detector, the
dissipative oscillator, during the entire measurement process.
5.3.1 Qubit decoherence
During the interaction phase, t ∈ (0, τ), the qubit is in contact with an environment
represented by the dissipative oscillator, and thus subject to decoherence.
The qubit can be prepared in a well defined state by thermal relaxation or (if the
temperature is too high) by measurement post-selection, and rotated by microwave pulses.
We analyze the qubit relaxation described by
〈σˆz〉(t) = 4pi(χ↑↑(0, t)− χ↓↓(0, t)), (5.29)
and from Eq. (5.44) we obtain the analytic result
〈σˆz〉(t) = (q2↑ − q2↓)(1− 2t2δ2) + 4q↑q↓tδ(tw cos(φ) + sin(φ)).
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We observe that the above expression is identical with the expansion up to the second
order in time of 〈σˆz〉(t) when the qubit evolves under the free Hamiltonian Hˆq only. Thus,
the evolution of 〈σˆz〉(t) in this short time expansion is indistinguishable from the free
evolution of the unperturbed qubit. This can be understood as follows. The observable
σˆz commutes with the environment coupling, but is not an integral of the free motion, as
required for a QND measurement [5]. Thus, the perturbation of the measured observable
comes only from the free evolution of the system. One can restrict this perturbation by
reducing the time τ when it takes place. Fig. 5.2 (a) shows the evolution of 〈σˆz〉(t) for a
set of parameters closely related to a feasible experiment, see also section 5.6.2. The initial
state chosen for panel (a) was | ↑〉.
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Figure 5.2: (a) Evolution of 〈σˆz〉
with qubit initially in | ↑〉 state. (b)
Dephasing from the 1/
√
2(| ↑〉+| ↓〉)
state for the time τ that the qubit is
in contact with the oscillator. For
both plots, the following parameters
were used: Ω/(2pi) = 0.97 GHz,
κ/Ω = 10−2, w = Ω, Ωτ = 1.83,
δτ = 0.015, γτ = 3, T = 30 mK.
The values of the circuit parameters
are given in section 5.6.2.
Furthermore, we analyze the qubit coherence 〈σˆx〉 which is given by
〈σˆx〉(t) = 8piReχ↑↓(0, t), (5.30)
and can be evaluated from Eqs. (5.53,5.54), where χinh↑↓ (0, t) can be integrated numerically.
We observe that, if the interaction time τ is long enough to allow the oscillator a full
period evolution, one finds a revival in the qubit coherence at the end of this period. As the
oscillator returns to (almost) its initial state, the information about the qubit is “erased”
from the oscillator, as the oscillator states corresponding to | ↑〉 and | ↓〉 are no longer
discernible. The height of the coherence revival peaks at Ωt = 2pin decays in time as the
information about the coupled qubit-oscillator system flows (irreversibly in this case) into
the environment.
The qubit dephasing for the same parameters of section 5.6.2 is shown in Fig. 5.2 (b).
The appropriate initial state for this study is the equal superposition (1/
√
2)(| ↑〉 + | ↓〉).
We observe that the qubit appears completely dephased after the strong interaction with
the damped oscillator, such that only a classical probability is imprinted onto the latter.
In Fig. 5.2 (a) we observe that the relaxation from the excited qubit state is very weak
during the interaction time. This combination of low coherence (b), indicating the fact
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that the information about the qubit has been imprinted onto the oscillator, and very low
relaxation (a) demonstrates that the first step of the measurement protocol produces a
good starting point for the second one, the oscillator readout. The negligible relaxation
brings the qubit close to QND dynamics.
We observe that the qubit coherence time is essentially dominated by the coupling
between the qubit and its complex environment γ−1 such that it is desirable to achieve
γτ  1. The relaxation of the qubit has been described in the first order in time, and
essential to the almost-QND result is that τδ  1. We note that the implied condition
γ  δ contradicts none of our approximations, and can also be realized in experiment.
5.3.2 Detector dynamics
In this section we study the evolution of the damped oscillator, which represents the
detector. To achieve the strong qubit-oscillator coupling during the short interaction phase
required to imprint the qubit state onto the oscillator, one needs a bias current pulse that
approaches the critical current for the SQUID. Nonetheless, it is important that the SQUID
does not switch out to the running state during the bias current pulse. For the parameters
given in section 5.6.2, we can evaluate the SQUID escape rate [94] from the zero-voltage
state during the bias current pulse in the regime of quantum assisted thermal activation
(kBT ? ~Ω)
Γsw =
sinh
(
~Ω
2kBT
)
sin
(
~Ω
2kBT
) Ω
2pi
exp
(−∆U
kBT
)
, (5.31)
where ∆U is the potential barrier. We obtain, for the worst case, Γsw ≈ 3.6 · 107s−1 such
that the escape time is much larger than the duration of the bias current pulse.
The output of the detector is the time dependent voltage across the SQUID, which is
proportional to the momentum of the oscillator. The probability distribution of momentum
is given by
P (p, τ, t) = µ〈δ(pˆ− p)〉 = 2
∫
dαx
∑
σ∈{↑,↓}
χσσ(αx, t) exp
(
ipαx
µ
)
, (5.32)
µ =
√
mΩ~
2
, α = αx + iαy, (5.33)
where, in the post-interaction phase (t > τ), χσσ(αx, t) also depends on τ via its initial
condition. The expectation values for the nth moment of the oscillator momentum and
position are then
〈pˆn〉(t) = 4piµ
n
in
(−1)n(∂αx)n
∑
σ∈{↑,↓}
χσσ(αx, t)|αx=0, (5.34)
〈xˆn〉(t) =
(√
~
2mΩ
)n
4pi
in
(∂αy)
n
∑
σ∈{↑,↓}
χσσ(iαy, t)|αy=0.
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Furthermore, in the post-interaction phase we have, from Eq. (5.28),∑
σ∈{↑,↓}
χσσ =
∑
s,s′,σ∈{↑,↓}
〈σ|Uˆq(t)|s〉〈s′|Uˆ †q(t)|σ〉χ˜ss′ =
∑
s,s′
〈s′|Uˆ †q(t)Uˆq(t)|s〉χ˜ss′ =
∑
s
χ˜ss,
(5.35)
which shows, as expected, that no measurement of the oscillator can provide information
about the post-interaction evolution of the qubit, provided this evolution is unitary (i. e. the
qubit is not being measured by something else).
For the evaluation of both Eqs. (5.32, 5.34) the s-integration in χinhσσ , Eq. (5.46) should
be evaluated last. Thus, one obtains an analytic (but rather long) expression for the
expectation value of momentum, while for the probability density a numerical s-integration
is required. Nevertheless, the components originating in χhomσσ turn out to be dominant,
and we give their analytic expressions in the following
〈pˆ〉(τ, t) = 〈pˆ〉hom(τ, t) + 〈pˆ〉inh(τ, t), (5.36)
〈pˆ〉hom =
(
K + γq2↑ − γq2↓
)
µe−(t−τ)κ
(
e
−(t−τ)iΩ1− e−τ(κ+iΩ)
−κ− iΩ + e
(t−τ)iΩ1− e−τ(κ−iΩ)
−κ+ iΩ
)
,
The explicit form of the probability distribution of momentum, Eq.(5.32), is given by
P (p, τ, t) = Phom(p, τ, t) + Pinh(p, τ, t), (5.37)
where
Phom(p, τ, t) =
∑
σ
|〈σ|Ψ〉|2√
2piη
exp
(
ip√
2ηµ
− iK + rσγ√
2η
e
(τ−t)κ
·
(
e
−(t−τ)iΩ1− e−τ(κ+iΩ)
−κ− iΩ + e
(t−τ)iΩ1− e−τ(κ−iΩ)
−κ+ iΩ
))2
.
The results above refer to the post-interaction phase t > τ . For the interaction phase,
t ∈ (0, τ), the probability distribution of momentum is given by P (p, t, t) in Eq. (5.37) and
the expectation value of momentum by 〈pˆ〉(t, t) in Eq. (5.36), i. e. by replacing τ by t.
The expectation value of momentum 〈pˆ〉(τ, t) in the post-interaction phase contains
information about the qubit initial state. We observe that the momentum oscillations
corresponding to the two different initial qubit states | ↑〉 and ↓〉 for t > τ are in phase.
Disregarding the inhomogeneous contributions, which are relatively small in the limit of
small τδ, the envelope of the homogeneous part is given by
A(q↑, q↓) =
2e−(t−τ)κ(K + γq2↑ − γq2↓)µ√
κ2 + Ω2
√
−2e−κτ cos(τΩ) + e−2κτ + 1. (5.38)
Fig. 5.3 illustrates the phase-space trajectories of the oscillator corresponding to the
qubit being in either the | ↑〉 or | ↓〉 state. During the interaction phase the system
moves away from the origin. After switching off the interaction, the trajectories spiral
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back towards the origin, without crossing. For K = 0 the trajectories are symmetric with
respect to the origin, while K 6= 0 introduces an asymmetry. We note that the artificial
situation K = 0 includes only the bare oscillator response for the different qubit states.
This situation has been introduced in order to more easily illustrate the difference between
the two oscillations.
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Figure 5.3: Phase space representation of the oscillator trajectories (〈xˆ〉(t), 〈pˆ〉(t), t) cor-
responding to the two qubit states | ↓〉 (dashed, red) and | ↑〉 (continuous, green) for the
parameters given in section 5.6.2, an oscillator quality factor of 10, with K = 0 (a) and
K 6= 0 (b). Projections on the (x, p), (x, t) and (p, t) planes are included. Both trajec-
tories start at the origin and move away from it under the influence of the interaction
with the qubit. At the point marked with • the interaction is switched off, and the system
evolves freely spiraling around the origin. The trajectories circle around each other without
crossing.
Fig. 5.4 shows the output of the detector for the two qubit states ↓〉 and | ↑〉.
The standard condition for the possibility of single-shot readout, i. e., the maximal
separation of the two peaks corresponding to different qubit states in the probability dis-
tribution Eq. (5.32) should be larger than the peak width, is given by
ε ≈ |A(1, 0)−A(0, 1)|
3µ
√
η
> 1, (5.39)
where the envelope (5.38) has been evaluated at t = τ . We note that q↑ and q↓ are
continuous variables with values between 0 and 1 and the condition presented above takes
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Figure 5.4: Probability distribution of output voltage (density plot, dark color indicates
high and white low density) and expectation value of momentum for the two qubit states
| ↓〉 (dashed, red) and | ↑〉 (continuous, green). Here Ω/(2pi) = 0.97 GHz, Ω/κ = 20,
w = Ω, Ωτ = 1.83, δτ = 0.015, γτ = 3, T = 30 mK. The values of the circuit parameters
are given in section 5.6.2.
into account the extremal case of the difference between the states | ↑〉 and | ↓〉. The result
is independent of K. For the parameters of Fig. 5.4 we have ε ≈ 2.5.
5.4 Practical implementation
A possible measurement protocol involves discriminating the amplitudes of the ringdown
oscillations corresponding to different qubit states. As demonstrated by Eq. (5.38), the
amplitude difference is independent of K. This discrimination could be performed more
accurately with an interferometric technique, where ringdown oscillations from a second,
reference SQUID oscillator that is not coupled to the qubit are combined with those from
the original SQUID oscillator.The reference SQUID is biased such that it undergoes ring-
down oscillations with the same phase and amplitude as those of the measurement SQUID
oscillator for one of the two qubit states. In this case, the resultant signal after the sub-
traction would be exactly zero for perfect cancellation when the qubit state causes the
two SQUID oscillators to have identical ringdown signals. A residual ringdown oscillation
would be produced for the other qubit state. This scheme requires that the two SQUIDs
receive an identical kick and begin their ringdown oscillations at the same time. This can
be achieved by splitting the bias current pulse signal along two separate lines, one going
to each SQUID, as shown in Fig. 5.5, where the layout is such that the reference SQUID
has a vanishing coupling to the qubit.
Fig. 5.6 shows the total signal, i. e. the difference of the ringdown oscillations from the
measurement and reference SQUIDs for the two qubit states. We have considered the case
where the total flux bias for the reference SQUID is equal to the total flux bias for the
measurement SQUID in the case where the qubit state is | ↑〉. In this case the difference
signal is smeared around 0 for the qubit in state | ↑〉. If the qubit is in the | ↓〉 state,
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Figure 5.5: Circuit diagram for SQUID oscillator and qubit, along with reference SQUID
oscillator, dual-input gradiometer microstrip amplifier and a cryogenic High Electron Mo-
bility Transistor (HEMT). Dashed boxes indicate different chips and/or different temper-
atures.
the output signal oscillates with an amplitude is given by the difference between the two
ringdown oscillations in Fig. 5.4.
The subtraction of the two ringdown signals can be achieved by using a microstrip
SQUID amplifier arranged as a gradiometer with two separate microstrip inputs with their
senses indicated in Fig. 5.5 [168]. The microstrip SQUID amplifier consists of a dc SQUID
with a multi-turn superconducting input coil above a conventional SQUID washer, where
the signal is connected between one side of the input coil and ground and the other end
of the input coil is left open. Input signals near the stripline resonance frequency, related
to the total length of the input coil, typically of the order of 1 GHz, couple strongly to
the SQUID loop and the SQUID produces an output signal with a gain of ∼ 10 − 20 dB
[169]. A gradiometer microstrip SQUID amplifier for amplifying the difference between two
separate signals near the stripline resonance can be produced as a straightforward extension
from previous microstrip SQUID layouts by using a SQUID geometry with two loops and
a separate stripline coil coupled to each of the loops, with one signal input connected to
each stripline [168].
With no crosstalk between the two inputs, the circulating currents in the two loops
of the SQUID amplifier cancel out when the input signals are identical, resulting in a
vanishing output signal. Thus, with the arrangement in Fig. 5.5, the microstrip SQUID
amplifier produces the difference between the two oscillator ringdowns. Of course, in any
practical gradiometer, there will be non-zero crosstalk, where a signal at one input induces
circulating currents in the other loop of the SQUID amplifier. However, for reasonable
layouts of the device, this crosstalk could be kept at the 1% level, thus setting a limit on
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Figure 5.6: Probability distribution of output voltage (density plot, dark color indicates
high and white low density) and expectation value of momentum for the two qubit states
| ↓〉 (dashed, red) and | ↑〉 (continuous, green). Here the contribution of the reference
SQUID has been introduced. Parameters: Ω/(2pi) = 0.97 GHz, Ω/κ = 20, w = Ω,
Ωτ = 1.83, δτ = 0.015, γτ = 3, T = 30 mK. The values of the circuit parameters are given
in section 5.6.2.
the fidelity of the subtraction [168].
Based on the calculated difference signals for the ringdown oscillations in the two qubit
states from Fig. 5.6, one must be able to discriminate the oscillations for the | ↓〉 qubit
state from the non-oscillatory signal for the | ↑〉 state. Thus one needs to resolve a ∼ 1 GHz
signal with an amplitude of ∼ 0.5 µV in a ∼ 100 MHz bandwidth, i. e. before the ringdown
is completed. Microstrip SQUID amplifiers operated at 20 mK have achieved noise temper-
atures as low as ∼ 50 mK [170]. If we assume a conservative noise temperature estimate of
200 mK for our gradiometer microstrip SQUID amplifier, this would correspond to a noise
of 150 nV in the 100 MHz bandwidth referred back to the SQUID oscillators. Thus, it
should be possible to discriminate between the two possible output signals corresponding
to the two qubit states in a single shot.
In the non-ideal case, the noise of the reference SQUID increases the broadening of the
curves in Fig. 5.6 such that the single shot condition (5.39) must accommodate another
width η. Still, at the parameters used in Fig. 5.6, this condition will still hold.
5.5 Conclusion
We have demonstrated that a non-QND Hamiltonian can induce a close to QND backaction
on the qubit, despite arbitrarily strong interaction with the environment, provided that the
interaction time is very short, i. e. the measurement is quasi-instantaneous. The relaxation
of the qubit has been described in the first order in time and, essential to the almost-QND
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results presented above, is that τδ  1.
We observe that the measurement time, i. e., the time needed to reduce the qubit
density matrix to a classical mixture is essentially dominated by the coupling between the
qubit and its complex environment γ−1 such that it is desirable to achieve γτ  1.
The readout time for the oscillator is restricted only by the ring-down of the two possible
oscillations of momentum, i.e. κ−1. The amplitude of these oscillations is proportional to
γ, which again stresses the usefulness of a strong qubit-oscillator coupling. If the two
peaks in P (p, τ, t) become separated by significantly more than their widths, single shot
measurement may become possible.
5.6 Additional information
5.6.1 Solution for the Wigner characteristic functions
In this section we solve Eqs. (5.14) using the approximation (5.16).
The diagonal density matrix elements
We solve the diagonal equations needed for evaluation of expectation values such as 〈pˆ〉(t),
which characterize the output of the detector:
χ˙σσ = (i(rσγ +K)(α+ α
∗) + iΩ(α∂α − α∗∂α∗) +D)χσσ − rσiδχ0(α)F (α, t), (5.40)
where
F (α, t) = 2q↑q↓ sinφ(i−K(α+ α∗)t)− 2i(q2↑ − q2↓)δt
− 2iq↑q↓ cos(φ)t(ηγ(α∗ − α)− 2w). (5.41)
We perform a variable transformation in order to remove the first order derivatives in
Eq. (5.40)
α = zes(κ−iΩ), α∗ = z∗es(κ+iΩ), t = s, (5.42)
and obtain
∂sχσσ = (i(rσγ +K)e
sκ(ze−siΩ + z∗esiΩ)− ηκ|z|2e2sκ)χσσ
− rσiδχ0(zes(κ−iΩ))F (zes(κ−iΩ), s), (5.43)
which can be solved analytically, and transformed back to the initial variables α, t. The
solution reads
χσσ(α, t) =
|〈σ|Ψ〉|2
4pi
χhomσσ (α, t)−
irσδ
4pi
χinhσσ (α, t), (5.44)
where
χhomσσ (α, t) = exp
(
−|α|
2η
2
+ i(rσγ +K)
(
α(1− e−t(κ−iΩ))
κ− iΩ +
α∗(1− e−t(κ+iΩ))
κ+ iΩ
))
,
(5.45)
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and
χinhσσ (α, t) =
∫ t
0
dsχhomσσ (α, s)F
(
αe−s(κ−iΩ), t− s) . (5.46)
The off-diagonal density matrix elements
The method and approximations of the previous section can be used to solve the off-
diagonal equations. From this solution we intend to extract information about the qubit
coherence 〈σˆx〉(t). We start with
χ˙↑↓ = (2iγ(∂α∗−∂α)+iΩ(α∂α−α∗∂α∗)−2iw+iK(α+α∗)+D)χσσ−iδχ0(α)G(α, t), (5.47)
where
G(α, t) = q2↓ − q2↑ − ti(γ −K(q2↓ − q2↑))(α+ α∗)− 4tδq↑q↓ sin(φ). (5.48)
The variable transformation in this case originates from
∂sα = (−iΩ + κ)α+ 2iγ, ∂sα∗ = (iΩ + κ)α∗ − 2iγ, (5.49)
and reads
α =
2iγ
κ− iΩ
(
e
s(κ−iΩ) − 1)+ zes(κ−iΩ), α∗ = − 2iγ
κ− iΩ
(
e
s(κ+iΩ) − 1)+ z∗es(κ+iΩ),
t = s. (5.50)
We obtain
∂sχ↑↓ = (−2iw − ηκα(z, s)α∗(z∗, s) + iK(α(z, s) + α∗(z∗, s)))χ↑↓
− iδχ0(α(z, s))G(α(z, s), s), (5.51)
which can be solved analytically, and transformed back to α, t. The solution reads
χ↑↓(α, t) =
q↑q↓e−iφ
4pi
χhom↑↓ (α, t)−
iδ
4pi
χinh↑↓ (α, t), (5.52)
where
χhom↑↓ (α, t) = exp
(
−|α|
2
2
η − 2itw − 4tγ(γηκ− iKΩ)
κ2 + Ω2
+
4γ(γη(κ2 − Ω2)− 2iKκΩ)
(κ2 + Ω2)2
+
K + γη
κ+ iΩ
(
i(1− e−t(κ+iΩ))α∗ − 2e
−t(κ+iΩ)γ
κ+ iΩ
)
+
K − γη
κ− iΩ
(
i(1− e−t(κ−iΩ))α+ 2e
−t(κ−iΩ)γ
κ− iΩ
))
, (5.53)
and
χinh↑↓ (α, t) =
∫ t
0
dsχhom↑↓ (α, s)G
(
e
−s(κ−iΩ)α+
2
(
1− e−s(κ−iΩ)) γ
iκ+ Ω
, t− s
)
. (5.54)
From the density matrix calculated above we can extract information about the qubit
relaxation and dephasing during the short interaction with the dissipative oscillator.
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5.6.2 Conversion to circuit parameters
In the following we give a recipe (see also Ref. [164] for more detail) to obtain the parameters
entering the calculation of this paper from the circuit components
Ω =
√
2piIeffc
CSΦ0
(
1−
(
IB
Ieffc
)2) 14
, m =
(
Φ0
2pi
)2
CS, γ = −MqSIqIB tanφ
0
m
4µ
,
κ =
1
2RCS
, tanφ0m =
IB√
Ieffc
2−I2B
, K =
IB
2e
√
~
2mΩ
,
where Φ0 = h/2e is the magnetic flux quantum for a superconductor, MqS is the qubit-
SQUID mutual inductance, Ieffc is the effective critical current of the SQUID at the par-
ticular flux bias, IB is the amplitude of the dc bias pulse applied to the SQUID, CS the
SQUID shunt capacitance, R the internal resistance of the measurement circuitry, and Iq is
the circulating current of the localized states of the qubit. The momentum of the oscillator
p and the voltage across the SQUID are related by
V =
ep
CS~
, (5.55)
where e is the electron charge. The parameters used to generate Figs. 5.2, 5.3, 5.4 and 5.6
are
Ieffc = 0.5 · 10−6A, IB = 0.87Ieffc , CS = 2 · 10−11F,
MqS = 100 · 10−12H, Iq = 438 · 10−9A, τ = 0.3 · 10−9s,
δ/(2pi) = 0.8 · 107Hz.
Chapter 6
Macroscopic dynamical tunneling in
a dissipative system
I. Serban and F. K. Wilhelm
We investigate macroscopic dynamical quantum tunneling (MDQT) in the driven Duff-
ing oscillator, characteristic for Josephson junction physics and nanomechanics. Under
resonant conditions between stable coexisting states of such systems we calculate the tun-
neling rate. In macroscopic systems coupled to a heat bath, MDQT can be masked by
driving-induced activation. We compare both processes, identify conditions under which
tunneling can be detected with present day experimental means and suggest a protocol for
its observation.
Parts of this chaper have been published in Physical Review Letters 99, 137001 (2007)
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6.1 Introduction
The phase space of a classical system can have forbidden areas even in the absence of
potential barriers, e. g. in the presence of external driving. Quantum-mechanically, these
areas can be crossed in a process called dynamical tunneling [171, 172]. So far, dynam-
ical tunneling has been observed experimentally in microscopic systems, i.e. cold atoms
[173, 174] with very low damping. Recent experimental progress has demonstrated many
basic quantum features in macroscopic systems such as Josephson junctions or nanome-
chanical oscillators, overcoming the limitations posed by their coupling to the environment.
Important for this success was the ability to reduce noise and cool to very low temperatures.
In this chapter we discuss the possibility of macroscopic dynamical tunneling (MDQT)
i. e. involving a macroscopic degree of freedom, like the phase difference across a driven
Josephson junction. Classically, for certain parameters, this system has two stable coex-
isting oscillations with different amplitudes. This driven system will feel the influence of
its dissipative environment strongly, even at temperature T = 0. We demonstrate that
under experimentally accessible conditions the tunneling between the two classical states
can indeed occur and be singled out from the background of thermal activation events. We
suggest an experiment where MDQT can be directly observed. Our result can be applied
to verify quantum physics in systems with weak nonlinearity such as nanomechanical os-
cillators. Quantum tunneling is also a potential dark count error process in the Josephson
bifurcation amplifier. Here the classical switching between the two driving-induced, coex-
isting states in a Josephson junction was used for high resolution dispersive qubit state
detection [79–81, 175].
Dynamical tunneling (in the absence of an environment) has been studied using the
WKB approximation in the parametric driven oscillator [176]. Activation rates in the pres-
ence of an environment have been studied in bistable systems [177–179]. Dynamical tun-
neling with dissipation has been described numerically [180] and multiphoton resonances
have been studied perturbatively [181].
6.2 The Duffing oscillator
We study a harmonically driven Duffing oscillator, as an approximate description of a
wide range of macroscopic physical systems ranging Josephson junctions [81, 100] and
nanomechanical oscillators [182, 183]. The classical Duffing oscillator fulfills following
equation of motion
x¨+ κx˙+ Ω2x+
2F0
m
cos(νt)− 4β
m
x3 = 0 (6.1)
The response of the oscillator to external harmonic driving F (t) is shown schematically
in Fig. 6.1 (a). Above a critical value the response to the driving presents two stable
oscillations [184]. As we will show, this dynamical bistability can be mapped onto a static,
bistable potential.
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Figure 6.1: (a) Response of the Duffing oscillator (potential shown in the inset) to harmonic
driving, as function of the driving frequency ν. For weak driving, a symmetric resonance
peak centered around Ω can be observed. For strong, close to resonance driving, the
peak becomes tri-valued, with two stable an one unstable solution. (b) The dynamical
bistability can be mapped to a bistable static potential. Tilting the double-well corresponds
to sweeping the driving frequency ν. Here “S” and “L” correspond to the large and small
amplitude stable oscillations respectively.
The driven Duffing oscillator is described by the Hamiltonian
Hˆ(t) =
pˆ2
2m
+
mΩ2
2
xˆ2 − βxˆ4 + F (t)xˆ, (6.2)
where F (t) = F0(e
iνt + e−iνt) is the driving field with frequency ν. For sub-resonant
driving, ν < Ω, and below a critical driving strength F0 < Fc two classical oscillatory
states with different response amplitudes coexist. Considering a Josephson junction with
capacitance C, critical current Ic and driving current amplitude IB we can identify x as
the phase difference across the junction, m = (~/2e)2C, Ω =
√
2eIc/(~C), F0 = ~IB/(2e)
and β = mΩ2/24.
Following the Caldeira-Leggett approach, we assume an Ohmic environment and de-
scribe it as a bath of harmonic oscillators
HˆB =
∑
i
(
miω
2
i xˆ
2
i
2
+
pˆ2i
2mi
)
− xˆ
∑
i
λixˆi + xˆ
2
∑
i
λ2i
2miω2i
,
with spectral density J(ω) = pi
∑
i λ
2
i δ(ω − ωi)/(2miωi) = mκω exp(−ω/ωc) and ωc a high
frequency cutoff. In the case of a Josephson junction κ = 1/CR = Ω/Q.
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6.3 Transformation to the rotating frame
We transform this Hamiltonian using the unitary operator Uˆ = exp(iνt(aˆ†aˆ +
∑
i bˆ
†
i bˆi)
similar to Ref. [177], where aˆ and bˆi are the annihilation operators for the system and bath
oscillators. Dropping the fast rotating terms in the rotating wave approximation (RWA),
we obtain
Hˆtot = Hˆ
(δ)
0 − xˆ
∑
i
λixˆi +
∑
i
m˜ω˜2i xˆ
2
i
2
+
pˆ2i
2m˜i
, (6.3)
where, up to a constant we have
Hˆ
(δ)
0 =
m˜Ω˜2
2
xˆ2 +
pˆ2
2m˜
− 6β
4m˜2Ω˜4
(
m˜Ω˜2
2
xˆ2 +
pˆ2
2m˜
)2
+ F0xˆ. (6.4)
We thus obtain a time independent Hamiltonian at the expense of a form that is not
separable in pˆ and xˆ. This transformation reduces the frequency Ω˜ = Ωδ and increases
the mass m˜ = m/δ of the oscillators by δi = (ωi − ν)/ωi in the case of the bath and
δ = (Ω − ν)/Ω + κωc/(piΩ2) for the main oscillator, where the second term describes a
deterministic force induced by dragging the system through its environment.
We note that the RWA is valid as long as the neglected terms, oscillating with frequency
2ν and indeed much faster than the degree of freedom moving according to the Hamiltonian
(6.4), i. e. when 2ν  Ω˜. This condition is best fulfilled close to resonance, when ν ≈ Ω.
Moreover, in (6.3) we have replaced the system-bath coupling λi/2(xˆxˆi − pˆpˆi/(mΩmiωi)
by λixˆxˆi. In the limit of weak coupling to the environment, the fast rotating terms aˆbˆi
are can usually be discarded in RWA, thus we expect no quantitative chance of our results
from their inclusion.
We concentrate at first on quantum tunneling in the absence of bath fluctuations and
study the system in phase-space. The effect of dissipation on the tunneling rate [15]
is expected to inhibit the tunneling. However, as it has been argued by Caldeira and
Leggett, the environment acts as a “measurement” , continuously projecting the system
and inhibiting its evolution. Therefore, the suppression of tunneling becomes significant
only when the rate of “measurement” becomes comparable with the natural frequency of
the system. In the limit of weak coupling to the environment, this correction should remain
small.
The classical Hamilton function H
(δ)
0 (x, p) is portrayed in Fig. 6.2(b) and (c) for a
sub-critical driving strength F0 < Fc = 2/9(2m˜
3Ω˜6/β)1/2. It has three extremal points:
saddle (s), minimum (m) and maximum (M) with phase space coordinates (xe, pe), where
e ∈ {m, s,M}. The curves of constant quasi-energy H(δ)0 (x, p) = E represent classical
trajectories. In the bistability region E ∈ (Em, Es) where Ee = H(δ)0 (xe, pe) there are
always two periodic classical trajectories, around the two stable points (attractors) (m)
and (M), with a small and large amplitude respectively. A classical damped system would
evolve towards one of these attractors, and eventually stop. In the limit of κ → 0, the
positions xe correspond to the amplitudes of the solutions of Eq. (6.1) see e.g. Fig. 6.1 as
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follows: (m) represents the small amplitude, (M) represents the large amplitude and (s)
corresponds to the unstable solution.
Using this phase-space portrait, we outline an experiment to observe MDQT during the
transient evolution of the system. Without driving, the system relaxes to its ground state
centered around (m). Then, after turning on the driving field one records the time needed
for a transition to the large orbit as a function of a parameter of the drive, e. g. frequency ν.
When two quantized levels pertaining to the two oscillatory states are close in quasi-energy,
tunneling can occur, and enhance the total switching rate.
We describe tunneling using the semiclassical WKB approximation which is an ex-
pansion in ~ close to the least action path. To find that path, we solve the equation
H
(δ)
0 (x, p) = E and obtain four coexisting momentum branches ±pL,S(x,E) where
pS,L(x,E) = m˜Ω˜
√√√√2m˜Ω˜2
3β
− x2 ∓
√
8F0
3β
√
x−X, (6.5)
with X = E/F0− (m˜Ω˜2)2/(6F0β). This configuration is reminiscent of Born-Oppenheimer
surfaces in molecular physics where dynamical tunneling has also been studied [171].
A real-valued pS,L corresponds to a classically allowed area with an oscillating WKB
wavefunction, a complex-valued one to a classically forbidden area with a decaying wave-
function. At x = X, both trajectories have the same momentum and position and connect.
Here x˙ = ∂pH
(δ)
0 (x, p) = 0 but p 6= 0 such that the motion changes direction and continues
on a different momentum branch. At this point a transition from one branch to the other
is possible [171].
For all x < X both pS,L(x,E) are complex. The tunneling least-action trajectory which
connects the two allowed regions only passes through the region x > X. Here the pS,L are
either real or purely imaginary, i. e. −p2S,L ∈ R. Thus the forbidden area with x < X does
not influence the quantization rules within the WKB approximation.
To study the region where x > X, we mirror the solution pL(x,E) around the X
point as shown in Fig. 6.2(a) and obtain a double well “potential”. The small and large
amplitude oscillation states are localized in the right and left-hand wells, respectively, and
are separated by a “potential barrier” where the momentum is purely imaginary. We apply
the WKB theory in this “potential” in order to determine the tunnel splitting in the limit
of a low transmission through the forbidden region. The classical turning points xi are
given by pS,L(xi, E) = 0, see Fig. 6.2 (a). The bound state energies at zero transmission
are given by the Sommerfeld energy quantization rules
S12(E) = pin+ pi/2, S4′3′(E) = pim+ pi/2, n,m ∈ Z, (6.6)
where Sij(E) =
∫ xj
xi
sign(x−X)|p(x,E)|dx/~ and the negative sign on the left hand side of
X is due to mirroring. Whenever a pair of energies from either well is degenerate, resonant
tunneling through the barrier can occur. This induces coupling between the two wells and
lifts the degeneracy. The level crossings become avoided crossings at finite transmission
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Figure 6.2: Illustration of the Hamilton function and the “potential” landscape. (a)
−p2S,L(x,E): the “potential” changes with E; classical turning points are found at
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(δ)
0 (x, p); in (b) white corresponds to high, black to low quasi-energy;
(c): green lines corresponds to the L, red ones to the S branch; continuous lines correspond
to real and dashed ones to imaginary valued momentum.
and the full WKB condition reads
cotS12(E) cotS4′3′(E) = exp(−2S3′1(E))/4. (6.7)
We expand the quasi-energy E and the actions Sij in series of ε = 1/4 exp (−2S3′1) around
the level crossings with quasi-energy E0 where Eqs. (6.6) are simultaneously satisfied. The
first energy correction E1ε is obtained straightforwardly from ∂ES12|E0∂ES4′3′|E0(E1ε)2 = ε,
and the tunneling rate is obtained directly from the energy splitting at the avoided level
crossings
Γt =
2E1ε
~pi
=
exp(−S3′1)
~pi
√
∂ES12∂ES4′3′
∣∣∣∣∣
E0
. (6.8)
This can be evaluated in closed form involving elliptic integrals for Sij and we obtain the
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exact expressions
∂ES12|m = ∂ES4′3′|m = pi/(~Ωm),
∂ES12|s = ∂ES3′1|m =∞, ∂ES3′1|s = pi/(~|Ωs|),
where Ωe =
√
∂2xxH
(δ)
0 ∂
2
ppH
(δ)
0 |e and e ∈ {m, s,M}. Thus, for S12 at (m) and S3′1 at (s) we
reproduce the harmonic oscillator result. The saddle point “frequency” Ωs is imaginary as
expected.
We simplify Eq. (6.8) by locally approximating H
(δ)
0 close to the extremal points by
harmonic oscillators, i. e. assuming that Sij are linear functions of E. This approximation
holds for all Sij simultaneously when E is far enough from both extremal points Es,m,
as it is the case for the ground state Em + ~Ωm/2 of the small amplitude well. In this
approximation S3′1(E) ≈ pi(Es − E)/(~|Ωs|) and thus we find a compact approximation
Γt ≈ Ωm
pi2
exp
(
−pi(Es − Em − ~Ωm/2)
~|Ωs|
)
. (6.9)
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Figure 6.3: (a): Quantized energies: eigenvalues (EV) of Hˆ
(δ)
0 versus WKB. Hˆ
(δ)
0 was
represented in the number state basis considering 2N levels. (b): Tunneling-induced energy
splittings at level crossings. Frequency sweep at mΩ/~ = 2, β = mΩ2/24, κωc/Ω2 = 0.1
and F0 = 0.5Fc(ν).
Our calculations rely on a series of assumptions. To test them, we compare the results
to a full numerical diagonalization of Hˆ
(δ)
0 taking a basis of the first 2N Fock states. At
84 6. Macroscopic dynamical tunneling in a dissipative system
F0 = 0, the number of levels that cover the bistability region is N = ~Ω(2mΩ)2/(6β~2).
As shown for a representative set of data in Fig. 6.3, we find good agreement between these
numerically exact results and the predictions of Eqs. (6.6,6.8) and also (6.9).
We see good agreement between the WKB calculation (assuming separate wells) and
the exact numerical diagonalization of the Hamiltonian Hˆ
(δ)
0 . This indicates that far from
the degeneracy points there is no tunneling between the wells. The agreement is excellent
even when the system has only few quantized levels. The discrepancies occur close to the
degeneracy points, where transmission between the wells starts playing an important role.
The first correction in ε (i. e. the low transmission limit) to the degenerate energies agrees
well with the exact numerical calculation.
In the experiment outlined previously for possible observation of MDQT we therefore
expect for Γt(δ) to present peaks centered around the degeneracy points. The values of δ
where these anticrossings occur are found by minimizing | cot(S4′3′(Em))| and are found in
agreement with the weak driving result [181],
δ = 3~βn/(2m2Ω3), n ∈ N.
To estimate the width of the peaks of Γt(δ) one may study the difference between the
solution of Eq. (6.6), and given the good agreement between WKB calculation (assuming
separate wells) and the exact numerical diagonalization of the Hamiltonian away from the
anticrossings, we expect sharp periodic peaks in Γt(δ).
6.4 Thermal activation
Quantum tunneling is significant only close to level crossings. It always competes with the
activation over the barrier, which occurs at all energies and is based on classical fluctuations
due to coupling to a heat bath. A rather detailed treatment of a similar process has been
given in Refs. [178, 179]. We now estimate these effects and compare them to the quantum
tunneling rate. When modeling activation, it is crucial to consider that we are working in
a frame rotating relative to the heat bath, which is fixed in the laboratory.
We start from Eq. (6.3). As we will adopt the mean first passage time approach [185],
it is sufficient to approximate the system Hamiltonian close to its minimum in phase space
by Hˆ
(δ)
0 ≈ pˆ2/(2meff)+V (xˆ) where the effective mass is determined by the curvature of the
Hamilton function m−1eff = ∂
2
ppH
(δ)
0 (x, p)|m and the effective potential is V (x) = H(δ)0 (x, pm).
In this approximation we obtain a quantum Langevin equation
meff x¨+ ∂xV (x)− x
∫ ∞
0
dω
2J(ω)
piω
+meff
∫ t
0
κ˜(t− s)x˙(s)ds = ξ(t), (6.10)
where
κ˜(t) =
∫ ∞
0
2J(ω) cos((ω − ν)t)
(ω − ν)pimeff dω, (6.11)
ξ(t) =
∑
i
λi
[(
xi(0)− λix(0)
m˜iω˜2i
)
cos(ω˜it) +
pi(0)
m˜iω˜i
sin(ω˜it)
]
. (6.12)
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κ˜(t) is peaked on a short time scale ω−1c . Its magnitude is characterized through the
effective friction constant
κeff =
∫ ∞
0
κ˜(t)dt = 2κ
(
δ − 3βx
2
m
2mΩ2
)
(1 +O(ν/ωc)).
The factor of two difference between κeff and the damping constant of the undriven har-
monic system accounts for the fact that in the rotating frame there are bath modes above
and below ω = 0 (see Eq. (6.3)) whereas for the undriven case the frequencies are strictly
positive.
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Figure 6.4: Estimation of the effective temperature. In the description of the bath, the
change to the rotating frame is equivalent to a translation of the frequency axis by ν.
Panel (a) shows the probability of emission (blue, positive frequencies) and absorption
(pink, negative frequencies) of a photon by a two level-system in the laboratory frame.
The same is shown in panel (b) for the rotating frame.
Thus oscillators with frequency ω have the spectral density J(ω + ν) and modes with
negative frequencies have significant contribution to noise even at low temperatures. We
use a detailed balance condition to determine the effective temperature of the bath as
seen by a detector in the rotating frame (see Fig. 6.4), e. g. a two level system with level
separation ~Ωm
P (Ωm, T )
P (−Ωm, T ) = exp
(
~Ωm
kBTeff
)
. (6.13)
Here P (ω, T ) = J(ω+ν)(1+n(ω+ν, T )) is the probability for a quantum ~ω to be emitted
to the bath in the rotating frame, see also Fig. 6.4. The effective temperature is enhanced
at low T and finite even at t = 0. This accounts for the fact that what a detector in the
rotating frame regards as (quasi-energy) absorption can actually be (energy) emission in
the lab frame. In the case of constant acceleration in relativistic context this behavior is
known as the Unruh effect [186].
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The barrier crossing problem for systems described by a quantum Langevin equation is
well studied in the context of chemical reactions. For low damping, κeff  Ωm mean-first-
passage time theory predicts the activation rate [185]
Γ−1a =
1
kBTeffκeff
∫ S(Es)
0
dSe−E(S)/kBTeff
∫ Es
E(S)
dE ′
e−E
′/kBTeff
S(E ′)
, (6.14)
where S(E) =
∮
p(x,E)dx. In the traditional low temperature limit κeffS(Es) kBTeff 
Es − Em the activation rate becomes
Γa =
κeff
kBTeff
Ωm
2pi
exp
(
−Es − Em
kBTeff
)
S(Es). (6.15)
In our case, the noise temperature kBTeff can be larger than the barrier height Es − Em.
We justify the high temperature limit of expression (6.14) as follows:
• The weak coupling to the environment κ induces an energy bottleneck, i. e. even if
the fluctuations of the environment may have large magnitude, the weak coupling to
the system reduces the magnitude of the fluctuations the system actually feels. This
allows for a separation of time scales [185]. In this case the energy is the slow varying
variable, and we are in the energy diffusion regime.
• We deal here with a slightly different situation to the one described in Ref. [185].
There the system starts in thermal equilibrium, and one monitors the escape rate
over the barrier which originates from equilibrium fluctuations. In our case the
system starts in the ground state of the small well, which is not thermal equilibrium.
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From this initial state it then thermalizes. When settled in the thermal equilibrium,
it automatically escapes (due to the high temperature, the distribution in the small
well is no longer restrained by the barrier).
• Our situation can be described by the same equations as the one described in Ref.
[185] as follows from Onsager’s regression hypothesis: the transition towards equilib-
rium from an initial constrained state is identical to the statistical evolution of the
system (in particular, the same time constants govern both processes). Basically this
hypothesis requires a Markovian system, i. e. a system that does not remember in
which way it has reached a given state.
In this limit we obtain from Eq. (6.14)
Γa = κeff
(
F
(
Es − Em
kBTeff
))−1
, (6.16)
where F (x) =
∫
dx(exp(x) − 1)/x ≡ Ei(x) − log(x). Summarizing, in the rotating frame,
as a consequence of driving, the bath appears with a quality factor Ωm/κeff reduced by
approximatively a factor of two and an enhanced effective temperature Teff . Moreover, the
bath shifts the detuning δ. We show that experimental observation of MDQT could still be
possible. At the level anticrossings we calculate the WKB tunneling rate from the ground
state and the activation rate from Eq. (6.16), see Fig. 6.5(a) where we have considered
a Josephson junction with κ = 10−4Ω, the temperature T = 10 mK, shunt capacitance
C = 2 · 10−12 F and β = mΩ2/24. We observe that the quantum tunneling rate can be one
order of magnitude larger than the activation rate in the limit of relatively small detuning
δ and low damping. By increasing the value of a = mΩ/~, we observe a reduction of the
ratio Γt/Γa as expected, since a measures the number of quantized levels in the system
and thus the “classicality” of its behavior. In Fig. 6.5 we have a ∈ (2, 20), while in the
experiment of Ref. [100] a was larger than 100, at higher temperature and smaller quality
factor, such that MDQT was probably masked by thermal activation.
We have argued at the beginning of the discussion of dynamical tunneling, that as long
as the “measurement rate”, which we now identify as the effective coupling to the environ-
ment κeff remains considerably smaller that the natural frequency of the system (a good
estimate is Ωm), the suppression of tunneling due to the dissipative environment should
remain small. In Fig. rate (b) one can show that, at the chose parameters, this condition is
indeed fulfilled, and that the rate of “measurement” remains significantly smaller that the
tunneling rate. Thus, we expect that at the values of Fig. 6.5 the experiment we propose
should produce direct evidence for MDQT.
6.5 Conclusion
We have investigated macroscopic dynamical tunneling by mapping it onto tunneling be-
tween two potential surfaces. We compared this process with the activation over the barrier
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using the mean first passage time approach. The values obtained suggest that dynami-
cal tunneling can be singled out from the background of activation processes. We have
proposed an experiment realizable within existing technology to demonstrate dynamical
tunneling by monitoring the switching rate between the two dynamical states while tuning
a parameter of the external driving.
6.6 Additional information
6.6.1 WKB quantisation
x1 x2x4'  x3'
0
i ii iii iv v
Figure 6.6: Effective double well
potential in the rotating frame for
WKB
The WKB conditions [187] in the ”potential” of Fig. 6.6 are given in the following. At
the turning point x′4 we have according to the Langer method [187, 188]
Ψi =
ζ1
2
√|p(x)| exp
(
−
∫ x′4
x
|p(x′)|
~
dx′
)
, Ψii =
ζ1√
p(x)
cos
(∫ x′4
x
p(x′)
~
dx′ +
pi
4
)
. (6.17)
At the turning point x′3 we have
Ψii =
ζ2√
p(x)
cos
(∫ x′3
x
p(x′)
~
dx′ − pi
4
+ ϕ2
)
, (6.18)
Ψiii =
ζ2√|p(x)|
(
cosϕ2
2
exp
(
−
∫ x
x′3
|p(x′)|
~
dx′
)
+ sinϕ2 exp
(∫ x
x′3
|p(x′)|
~
dx′
))
.
At the turning point x1 we have
Ψiii =
ζ3√|p(x)|
(
cosϕ3
2
exp
(
−
∫ x1
x
|p(x′)|
~
dx′
)
+ sinϕ3 exp
(∫ x1
x
|p(x′)|
~
dx′
))
,
Ψiv =
ζ3√
p(x)
cos
(∫ x
x1
p(x′)
~
dx′ − pi
4
+ ϕ3
)
. (6.19)
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At the turning point x2 we have
Ψiv =
ζ4√
p(x)
cos
(∫ x2
x
p(x′)
~
dx′ − pi
4
)
, Ψv =
ζ4
2
√|p(x)| exp
(
−
∫ x
x2
|p(x′)|
~
dx′
)
. (6.20)
We observe that for the regions ii, iii and iv, each connected to two turning points, the
Langer method [187] prescribes two wave functions, pertaining to the two turning points.
These wavefunctions of course have to be identical. Thus we obtain following conditions
ζ2 = ζ1 cosnpi, ϕ2 = −
∫ x3
x′4
p(x′)
~
dx′ + npi + pi/2, (in region ii) (6.21)
ζ2
2
cosϕ2 = ζ3 sinϕ3 exp
(∫ x1
x′3
|p(x′)|
~
dx′
)
, (in region iii)
ζ2 sinϕ2 =
ζ3
2
cosϕ3 exp
(
−
∫ x1
x′3
|p(x′)|
~
dx′
)
, (in region iii)
ζ4 = ζ3 cos(pim), ϕ3 = −
∫ x2
x1
p(x′)
~
dx′ +mpi + pi/2, (in region iv), n,m ∈ Z.
These conditions lead to the following condition for the quantized trajectories
cot
(∫ x2
x1
p(x′)
~
dx′
)
· cot
(∫ x3
x′4
p(x′)
~
dx′
)
=
1
4
exp
(
−2
∫ x1
x′3
|p(x′)|
~
dx′
)
. (6.22)
6.6.2 Analytic formulas for the action
In the following we give the full analytic formulae for Sij. Due to the relative position
of pL,S(X,E)
2 to 0, we may have a transition from one branch to the other even without
tunneling, which affects the limits of integration. In the following, index sign refers to the
sign(pL,S(X,E)
2).
∂ES12 = −
√
2
3
8iAB
(√
AB +
√
AB − 1
)
mΩ
√
L
√
F0β~
× F
arcsin( i√
AB +
√
AB − 1
) ∣∣∣∣∣
(√
AB +
√
AB − 1
)2
(√
AB − 1−√AB
)2
 , (6.23)
∂ES34+ = −
√
2
3
2imΩ√
F0Lβ~
(
F
(
arcsin
√
A
C
∣∣∣∣∣ 1AB
)
−F
(
arcsin
√
BC
∣∣∣ 1
AB
))
− 2p(X)
F0~
,
∂ES34− = −
√
2
3
2imΩ√
F0Lβ~
(
F
(
arcsin
√
AB
∣∣∣ 1
AB
)
−K( 1
AB
)
)
,
90 6. Macroscopic dynamical tunneling in a dissipative system
S31+ =
mΩ
4
√
L~
(
3cL E( 1
AB
) + (8br2 +Q)K( 1
AB
) + 8b(r1 − r2)Π
(
1
B
∣∣∣∣ 1AB
))
,
S31− =
mΩ
4
√
L~
(
− 3c
√
Lr3r4
(√
C +
1√
C
)
+ 4X
√
−LpL,S(X)2
+ 3cL
(
−E
(
arcsin
√
AB
∣∣∣∣∣ 1AB
)
+ E
(
arcsin
√
A
C
∣∣∣∣∣ 1AB
)
+ E
(
sin−1
(√
BC
) ∣∣∣∣∣ 1AB
))
+ (Q+ 8br1)
(
F
(
arcsin
√
A
C
∣∣∣∣∣ 1AB
)
−F
(
arcsin
√
AB
∣∣∣∣∣ 1AB
))
+ (Q+ 8br2)F
(
arcsin
√
BC
∣∣∣∣∣ 1AB
)
+ 8b(r1 − r2)
(
Π
(
1
A
; arcsin
√
AB
∣∣∣∣∣ 1AB
)
− Π
(
1
A
; arcsin
√
A
C
∣∣∣∣∣ 1AB
)
+ Π
(
1
B
; arcsin
√
BC
∣∣∣∣∣ 1AB
)))
,
where
b =
2δmΩ2
3β
, c =
√
8F0
3β
, A =
(r1 − r3)
(r2 − r3) , B =
(r2 − r4)
(r1 − r4) , C =
r1
r2
, (6.24)
L = (r1 − r3)(r2 − r4), Q = c(3(r2r3 + r1r4) + 2X), (6.25)
and rj are the solutions of − (r2 +X)2 + b− cr = 0 . The elliptic integrals are given by
F(φ|m) =
∫ φ
0
dθ
1√
1−m sin2(θ) , K(m) = F
(pi
2
|m
)
, (6.26)
E(φ|m) =
∫ φ
0
dθ
√
1−m sin2(θ), (6.27)
Π(n;φ|m) =
∫ φ
0
dθ
(1− n sin2(θ))
√
1−m sin2(θ) , Π(n|m) = Π
(
n;
pi
2
|m
)
. (6.28)
The values of the elliptic integrals entering Eq. (6.22), taken at the energies of the extremal
points, are
∂ES3′4′(Em) = ∂ES12(Em) =
√
2
3
pimΩ√
F0Lβ~
, (6.29)
∂ES3′4′(Es) = ∂ES12(Es) =∞, S3′1(Es) = 0, (6.30)
S3′1(Em) =
3c
√
LmΩ
4~
+
mΩ
2~
(
2X
mΩ
√
−p(X)2 − 3c√r3r4
)
. (6.31)
Chapter 7
Qubit relaxation due to a dissipative
Duffing oscillator trapped in one of
its attractors
I. Serban and F. K. Wilhelm
We investigate the relaxation of a superconducting flux qubit for the case when its
detector, the Josepshon bifurcation amplifier, remains in the off-state. We observe a qual-
itatively different behavior for the two different attractors, and interpret the result as an
effect of the effective curvature of the detector’s basins of attraction in a rotating frame,
in the proximity of the stable points.
This chapter presents work done in collaboration M. I. Dykman
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7.1 Introduction
The Josepshon bifurcation amplifier (JBA) has been succesfully used as a high resolution,
quantum nondemolition flux qubit detector [82]. In this case, the switching rate between its
metastable states is strongly sensitive to the state of the qubit. Its detection profits from the
very different amplitudes of the oscillator’s response to the driving and the formally infinite
gain at the bifurcation. Nevertheless, during the detection process several mechanisms
contribute to reduce the resolution of the readout. One of them, the switching of the JBA
due to its internal, quantum mechanical dynamics, independent on the state of the qubit,
has already been investigated in chapter 6. We now focus on another possible mechanism,
which is the qubit relaxation between the switching events of the dissipative JBA, when the
detector remains trapped in one of its attractors. This relaxation can have various origins.
On one hand, the JBA is a dissipative system, and thus represents an environment to the
qubit even between the switching events. On the other hand, the JBA drives the qubit off-
resonantly, which, in the presence of another environment, such as electromagnetic noise,
may affect the relaxation of the qubit.
In this section we describe the relaxation of a flux qubit coupled inductively to the
SQUID. The model has already been presented and the effective Hamiltonian has been
derived in chapter 3. We assume the same limits, in particular the driving current IB
should remain much smaller than the critical current Ieffc of the SQUID. Unlike chapter 3,
the driving strength should be large enough for the SQUID to enter the bistability regime
but the qubit-SQUID coupling will be treated as a weak perturbation. Moreover, in this
case we do explicitly take the σˆx term in the qubit Hamiltonian into account.
7.2 The model
The qubit Hamiltonian reads
Hˆq = ~w0σˆz + δ0σˆx. (7.1)
The qubit couples linearly to a noisy electromagnetic environment. Following the Caldeira-
Leggett approach, we assume an Ohmic bath of harmonic oscillators
HˆBe =
∑
i
(
miω
2
i yˆ
2
i
2
+
pˆ2i
2mi
)
, HˆIe = σˆx
∑
i
λeiyˆi, (7.2)
with spectral density Je(ω) = pi
∑
i λ
2
eiδ(ω − ωi)/(2miωi) = αωΘ(ω − ωe) where Θ is the
Heaviside step function and ωe a high frequency cutoff. The inductive coupling of the qubit
to the dissipative SQUID is, according to the derivation presented in chapter 3, quadratic
HˆId =
m∆2
2
σˆzxˆ
2, (7.3)
where xˆ represents the external phase degree of freedom γ+. The strongly driven dissipative
SQUID is modeled by a Duffing oscillator in contact with an Ohmic bath of harmonic
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oscillators (see also chapter 6)
Hˆd(t) =
pˆ2
2m
+
mΩ2
2
xˆ2 − βxˆ4 + F (t)xˆ︸ ︷︷ ︸
HˆS
+
∑
i
miω2i xˆ2i2 + pˆ2i2mi︸ ︷︷ ︸
HˆB
+xˆ2
λ2i
2miω2i
+ xˆλixˆi︸ ︷︷ ︸
HˆI
 (7.4)
where F (t) = F0(e
iνt + e−iνt) is the driving field with frequency ν. The spectral density
is here Jd(ω) = pi
∑
i λ
2
diδ(ω − ωi)/(2miωi) = mκdωΘ(ω − ωd) with ωd a high frequency
cutoff.
In the following we address the decoherence produced by the electromagnetic environ-
ment and the detector separately. For now, in the case of the detector, we aim to describe
the qubit relaxation for the case when the SQUID remains in one of the stable states of
motion.
7.3 Relaxation from detector noise
In a first step, we approximate the interaction with the electromagnetic environment by its
expectation value (mean field approximation). The effect of the fluctuations can be treated
separately, and this approach is mentioned in the last section of this chapter. Effectively
the Hamiltonian becomes
Hˆq = ~w0σˆz + ~δσˆx, (7.5)
where δ = δ0 + 〈
∑
i λeiyˆi〉e and for unbiased noise we simply have δ = δ0. The Bloch-
Redfield relaxation rate [115, 189], after a secular approximation, is given by
Γr =
m2∆4
4~2
∫ ∞
0
dτ
(〈xˆ2(t)xˆ2(t− τ)〉+ 〈xˆ2(t− τ)xˆ2(t)〉 − 2〈xˆ2(t)〉〈xˆ2(t− τ)〉)
·
(
e
2iτ
√
w20+δ
2
+ e−2iτ
√
w20+δ
2
) δ2
w2 + δ2
, (7.6)
where one must take into consideration the fact that the noise caused by the detector is
biased 〈xˆ2(t)〉 6= 0. The noise bias is removed by the term 〈xˆ2(t)〉〈xˆ2(t− τ)〉 in Eq. (7.6).
In this approach the correlation function, containing information about the internal, quasi-
equilibrium dynamics of the detector, identifies a rate in the master equation of the system.
Here xˆ(t) = Uˆ †d(t)xˆUˆd(t) and
Uˆd(t) = T exp
(∫ t
0
dt′
Hˆq + Hˆd(t
′)
i~
)
. (7.7)
Henceforth the goal of this section is to evaluate Eq. (7.6). As a first step, we remove the
time-dependence of the Hamiltonian describing the Duffing oscillator, by transforming the
total system into a rotating frame as shown in the previous chapter.
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7.3.1 The rotating frame
We transform the total Hamiltonian into a rotating frame Hˆq+HˆId+Hˆd(t) using the unitary
operator Uˆr(t) = exp(iνt(aˆ
†aˆ +
∑
i bˆ
†
i bˆi). Here aˆ and bˆi are the annihilation operators for
the system and bath oscillators.
Hˆdr = i~∂tUˆrUˆ †r + Uˆr(Hˆq + Hˆd(t))Uˆ †r . (7.8)
We define the unitary operator Uˆdr(t) = Uˆr(t)Uˆd(t), and using Eq. (7.11) we obtain
i~∂tUˆdr(t) = HˆdrUˆdr(t). (7.9)
Thus Uˆdr(t) represents the evolution operators of the detector in the rotating frame. Using
this unitary transformation we rewrite the correlation function involved in Eq. (7.6) as
follows
〈xˆ2(t1)xˆ2(t2)〉 = Trd
{
Uˆ †dr(t1 − t2)xˆ2r (t1)Uˆdr(t1 − t2)xˆ2r (t2)Uˆdr(t2)ρˆd(0)Uˆ †dr(t2)
}
, (7.10)
where xˆr(t) = Uˆr(t)xˆUˆ
†
r (t). Dropping the fast rotating terms in the rotating wave approx-
imation the Hamiltonian (7.8) becomes time independent
Hˆdr = HˆSr +−
∑
i
~λi
2
√
mΩmiωi
(aˆ†bˆi + aˆbˆ
†
i )︸ ︷︷ ︸
HˆIr
+
∑
i
~(ωi − ν)(bˆ†i bˆi + 1/2)︸ ︷︷ ︸
HˆBr
, (7.11)
where, up to a constant we have
HˆSr =
m˜Ω˜2
2
xˆ2 +
pˆ2
2m˜
− 6β
4m˜2Ω˜4
(
m˜Ω˜2
2
xˆ2 +
pˆ2
2m˜
)2
+ F0xˆ. (7.12)
This transformation reduces the frequency Ω˜ = Ωd and increases the mass m˜ = m/d of
the oscillators by a factor
d =
Ω− ν
Ω
+
κωd
piΩ2
. (7.13)
xˆr becomes
xˆr(t) =
√
~
2mΩ
(aˆe−iνt + aˆ†eiνt). (7.14)
Assuming that initially the total system is described by the factorized density matrix
ρˆ(0) = ρˆq(0)⊗ ρˆd(0) and that ρˆd(0) commutes with Hˆdr, i. e. the detector is initially in a
stationary state in the rotating frame, we obtain
〈xˆ2(t1)xˆ2(t2)〉d = TrS
{
xˆ2r (t1)TrB
{
Uˆdr(t1 − t2)xˆ2r (t2)ρˆd(0)Uˆ †dr(t1 − t2)
}}
. (7.15)
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We assume the system to be evolving in the proximity of one of the attractors, and thus
the Hamiltonian (7.11) can be approximated further by
Hˆdr = maΩ
2
a
(xˆ− xa)2
2
+
pˆ2
2ma
+
∑
i
~(ωi−ν)(bˆ†i bˆi+1/2)+
∑
i
~λi
2
√
mΩmiωi
(aˆbˆ†i+aˆ
†bˆi), (7.16)
where xa is the position of the attractor, Ωa and ma are obtained from the local curvature
of the Hamiltonian (7.11) in p and x direction in the proximity of this attractor.
7.3.2 The initial state
We assume the undriven system to be in equilibrium with the environment. After turning
on the driving, the system will reach a new steady state. This will be the initial state
used to evaluate Eq. (7.6). Physically, this means we are not looking at the influence
of transients on qubit relaxation, but only at the fluctuations of the detector which has
reached its long time limit.
The steady state without driving
Before the driving is being turned on, at sufficiently low temperature, the SQUID behaves
like a harmonic oscillator. A potential factorized initial state ρˆd(0) = ρˆS(0)⊗ ρˆB(0) evolves
towards equilibrium with the environment.
In the laboratory frame, described by Hamiltonian Hˆd in the absence of driving and
for β = 0, the dynamics of a reduced density matrix ρˆS = TrBρˆ describing the oscillator
alone is given in the Born-Markov approximation by a master equation
∂tρˆS(t) =
1
i~
[HˆS, ρˆS(t)] +
1
(i~)2
∫ t
0
dt′ TrB
[
HˆI , [HˆI(t, t
′), ρˆS(t)⊗ ρˆB(0)]
]
(7.17)
Similar to chapters 3, 4 and 5, we use the Wigner representation [27]
ρˆS(t) =
1
pi
∫
d2α χ(α, t)Dˆ(−α), (7.18)
where Dˆ(−α) = exp(−αaˆ† + α∗aˆ) is the displacement operator and χ the Wigner charac-
teristic function. The master equation (7.17) becomes
χ˙(α, t) =
(
(iΩ− κ)α∂α − (iΩ− κ)α∗∂α∗ − (1 + 2n)κ|α|2
)
χ(α, t), (7.19)
and the thermal state
χ(α) =
1
4pi
exp
(−|α|2(n+ 1/2)) , (7.20)
with n = n(Ω) the Bose function at the bath temperature T is the steady state solution.
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The steady state after turning on driving
We now turn on the driving and move into the rotating frame described in the previous
section. Starting in the state described by Eq. (7.20) the system evolves towards a new
steady state. In the proximity of one of the attractors the system evolves according to the
Hamiltonian (7.16). In this frame the dynamics of a reduced density matrix
ρˆSr(t) = TrBrρˆdr(t) = TrBr
{
Uˆdr(t)ρdr(0)Uˆ
†
dr(t)
}
= LˆtρˆSr(0), (7.21)
describing the Duffing oscillator, is determined by an equation similar to (7.17). Here we
define Lˆ as the non-unitary superoperator that propagates ρˆSr in time. We use the Wigner
representation again
ρˆSr(t) =
1
pi
∫
d2α χr(α, t)Dˆ(−α). (7.22)
Defining Aˆ as the annihilation operator for the effective harmonic oscillator with effective
mass and frequency ma and Ωa, we obtain
Aˆ =
√
maΩa
mΩ
aˆ− xa
√
maΩa
2~
, Aˆ(t) = AˆeiΩat, (7.23)
aˆ(t) = aˆeiΩat + ξ(1− eiΩat), ξ = xa
√
mΩ
2~
. (7.24)
The initial state is χr(α, 0) = χ(α) determined in Eq. (7.20). This state evolves in time
according to the master equation
χ˙r(α, t) =
(
((iυ1 − κ1)α+ iυ2α∗)∂α − ((iυ1 + κ1)α∗ + iυ2α)∂α∗ (7.25)
− ηκ1|α|2 + ξ ((κ2 + iυ3)α− (κ2 − iυ3)α∗)
)
χr(α, t),
where
κ1 =
Jd(Ωa + ν)
2mΩ
, κ2 =
Jd(Ωa)
2mΩ
, η = 1 + 2n(Ωa + ν), (7.26)
υ1 =
maΩ
2
a
2mΩ
+
mΩ
2ma
, υ2 =
maΩ
2
a
2mΩ
− mΩ
2ma
, υ3 =
maΩ
2
a
mΩ
. (7.27)
This equation can be solved by an appropriate variable transformation
∂sα(s, z) = −((iυ1 − κ1)α+ iυ2α∗),
∂sα
∗(s, z) = (iυ1 + κ1)α∗ + iυ2α, (7.28)
α(0, z) = z, α∗(0, z∗) = z∗, s = t,
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which removes the partial derivatives on the right-hand side of Eq. (7.25), and the resulting
equation reads
χ˙r(z, s) =
(− ηκ1|α(z, s)|2 + ξ((κ2 + iυ3)α(z, s)− (κ2 − iυ3)α(z, s)∗))χr(z, s)
= F (z, s)χr(z, s), (7.29)
and is directly solvable by a simple integration
χr(z, s) = χr(z, 0) exp
(∫ s
0
dτF (z, τ)
)
. (7.30)
The inverse variable transformation of χr(z, s) gives the full time dependent solution of
Eq. (7.25), which will not be detailed here due to its length. The steady state solution
reads
χr(α) =
1
4pi
exp(−R2|α|2 −R1α2 −R∗1α∗2 +R0α−R∗0α∗), (7.31)
R1 =
(υ1 − iκ1)υ2η
4 (κ21 + Ω
2
a)
, R2 =
η (κ21 + υ
2
1)
2 (κ21 + Ω
2
a)
, R0 =
(κ2(κ1 + i(υ1 + υ2)) + (iκ1 − υ1 + υ2)υ3)ξ
κ21 + Ω
2
a
.
Here R0 represents the displacement of the Gaussian state in the phase-space and R1,2
describe the uncertainty of position and momentum and their correlation.
7.3.3 Using the quantum regression theorem
We consider the Duffing oscillator to be in the steady state ρˆSr characterized by χr(α) in
(7.31). To evaluate the correlators in Eq. (7.15) we use the quantum regression theorem.
According to this theorem (see appendix A), given the Markovian evolution (7.21) one can
use the superoperator Lˆ to evaluate (7.15) as follows
〈xˆ2(t1)xˆ2(t2)〉d = TrSr
{
xˆ2r (t1)Lˆt1−t2
(
xˆ2r (t2)ρˆSr
)}
. (7.32)
The evolution Lˆt1−t2 propagates the operator xˆ2r (t2)ρˆSr in time in the same fashion it would
describe the evolution of a density matrix. Usually Lˆ is used to propagate only forwards
in time as it describes the irreversible evolution of the reduced density matrix. If t2 > t1 a
similar formula can be used
〈xˆ2(t1)xˆ2(t2)〉d = TrS
{
xˆ2r (t2)Lˆt2−t1
(
ρˆSrxˆ
2
r (t1)
)}
. (7.33)
Since we restrict the evolution to the proximity of one of the attractors, we expect that
the norm of the operator xˆ2r (t2)ρˆSr remains finite, such that we can use the Wigner repre-
sentation again
Lˆt−τ
(
xˆ2r (τ)ρˆSr
)
=
1
pi
∫
d2α χL(α, τ, t− τ)Dˆ(−α),
Lˆt−τ
(
ρˆSrxˆ
2
r (τ)
)
=
1
pi
∫
d2α χR(α, τ, t− τ)Dˆ(−α), (7.34)
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According to the quantum regression theorem, the functions χL,R(α, τ, t) will obey the
same equation of motion in time t as the density matrix (7.25) with the initial condition
χL(α, τ, 0) = χ
{0}
L,R(α, τ) where
xˆ2r (τ)ρˆSr =
1
pi
∫
d2α χ
{0}
L (α, τ)Dˆ(−α), ρˆSrxˆ2r (τ) =
1
pi
∫
d2α χ
{0}
R (α, τ)Dˆ(−α). (7.35)
The same method can be employed to evaluate also the expectation value of xˆ2(t) as
required in Eq. (7.6). Thus one can evaluate Γr. Essential for this type of calculation was
the assumption that the bath oscillators remain in thermal equilibrium in the lab frame,
and do not evolve under the influence of the coupling to the system. The Duffing oscillator
provides an energy bottleneck between the qubit and the bath, such that the qubit is
affected by the fluctuations of the environment taken at the oscillator frequency.
This bottleneck strategy is motivated by the assumption of an infinite bath, such that
any excitations received from the oscillator are rapidly dispersed and never return to the
quantum system. Physically, the bath, i. e. the dissipative element of the measurement
circuitry, is in contact with further baths (phonons in the substrate, helium bath etc.)
which contribute to dissipate these excitations.
Summarizing, our calculation is valid for (Ω−ν)/Ω 1 (rotating wave approximation),
κ Ω and κ1  Ωa (Born approximation in both laboratory and rotating frame).
7.3.4 Results
Fig. 7.1 shows the dependence of the qubit relaxation rate on the parameters of the driving
and on the quality factor. We observe qualitatively different behavior of the relaxation rate
depending the attractor in which the oscillator remains trapped. We give the results in
the following interpretation. The qubit relaxes due to fluctuations of the oscillator in the
proximity of an attractor. Depending on the curvature of the potential around xa, and
also on the effective mass (determined by the curvature of the Hamilton function in the
p− direction), the oscillator responds differently to the fluctuations of the environment.
In a narrow potential, the excursions of the coordinate around xa are going to be small.
For a wide potential, they will be large, and cause more decoherence. The plots show this
behavior, see also Fig. 7.2.
We observe that the large amplitude attractor causes more noise than the small ampli-
tude attractor. This is a consequence of the quadratic dependence of the relaxation rate on
the attractor position in phase-space xa. The positions of the two attractors meet at the
bifurcation points. Accordingly, we see that also the relaxation rates approach each other
in the proximity of the bifurcation points. The parameters given in Fig. 7.1 (d) relate to
circuit parameters in the same manner as described in chapter 3.
Preliminary results indicate a good qualitative agreement between theory and experi-
ment [190], although the parameters used in Fig. 7.1, in order to describe the experiment,
go somewhat beyond the limitations posed by the various approximations used in the
derivation.
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Figure 7.1: Relaxation rate for the qubit coupled to the Duffing oscillator as a function of
driving frequency ν, panel (a), driving strength F0, panel (b) and quality factor Q = κd/Ω,
panel (c). Continuous lines represent the case when the oscillator is trapped in the large
amplitude attractor, while dashed lines correspond to the small amplitude. In each case,
two parameter sets similar to experiments [82] (1) and [80] (2) have been used, panel (d).
7.4 Outlook
Currently work is being done in collaboration with the Delft group to identify and describe
the qubit relaxation mechanisms and compare theoretical and experimental results. Fur-
ther possible relaxation mechanisms that remain to be investigated are e. g. the “hooked-
up” relaxation. Here we consider an electromagnetic environment, other that the measure-
ment circuitry which includes the Duffing oscillator. Due to the coupling to the damped
Duffing oscillator, the qubit appears to have a time dependent energy splitting. Approxi-
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Figure 7.2: Effective mass and frequency of the Duffing oscillator in the proximity of the
two attractors.
mating HˆI by its expectation value we obtain the effective Hamiltonian
Hˆq(t) = ~w(t)σˆz + ~d0σˆx (7.36)
where w(t) = w0 + m∆
2σˆz〈xˆ2(t)〉/(2~). A relaxation rate from this environment can be
obtained in a Bloch-Redfield fashion similar to previous calculation
Chapter 8
Optimal control of a qubit coupled to
a two-level fluctuator
A central challenge for implementing quantum computing in the solid state is decoupling
the qubits from the intrinsic noise of the material. We investigate the implementation
of quantum gates for a paradigmatic model, a single qubit coupled to a two-level system
exposed to a heat bath. For this open system, an optimal control algorithm is applied in the
search for the best pulse to achieve the desired gate. We show and explain that next to the
known optimal bias point of this model, there are optimal shapes which refocus unwanted
terms in the Hamiltonian. We study the limitations of control set by the decoherence
properties, which go beyond a simple random telegraph noise model. This can lead to a
significant improvement of quantum operations in hostile environments.
Parts of this chaper have been submitted to Physical Review Letters and are currently under review. The
work presented has been done in collaboration with P. Rebentrost, T. Schulte-Herbru¨ggen and F. K. Wil-
helm
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8.1 Introduction
Devices based on Josephson junctions are a promising class of candidates for the practical
realization of scalable quantum computers. Due to their mesoscopic dimensions, these
systems suffer from decoherence resulting from a large number of environmental degrees of
freedom. Previous chapters have focused on the measurement of a superconducting qubit,
and the detailed description of the decoherence originating in its measurement circuitry.
This type of noise originates in electromagnetic noise produced by macroscopic systems
and can be modeled by oscillator baths. The qubit itself, in the absence of a detector, was
assumed to be a coherent two level system, obeying the unitary laws of quantum mechanics.
However, it has been experimentally demonstrated that the (amorphous) tunnel barrier
of a Josephson junction can host a number of two-level fluctuators [191]. The number of
such fluctuators depends on the junction dimensions, fabrication, material etc. Futher
examples of few-level noise origins are background charges, trapped in the substrate of the
qubit setup which can hop between a charged and an empty trap [192], or trapped fluxes in
superconducting devices. They are an intrinsic source of decoherence to qubits based on the
Josephson effect and produce a low-frequency noise. The origin and nature of the flux noise
remains subject of investigation [193]. A different system i. e. a nitrogen vacancy center in
diamond (the qubit), coupled to a proximal electronic spin (the fluctuator) [51, 194] can be
described by a model similar to the one presented in the following for charge/flux qubits
subject to charge/flux noise.
As explained by the Dutta-Horn model [195, 196] the superposition of randomly flipping
two level fluctuators (TLFs) results in 1/f noise. Compared to e. g. external decoherence
sources, which can be engineered by usual cooling or shielding techniques, the intrinsic slow
noise originating from TFLs is harder to avoid. A number of methods, such as dynamical
decoupling [197, 198] or the optimum working point strategy [53, 107, 199] have been
suggested.
The optimal working point strategies [200] rely on keeping the qubit at a degeneracy
point where the dependence of its energy levels on external parameters (flux for the flux
qubit and charge for the charge qubit) is minimal. There the qubit is insensitive (at least
in the first order) to fluctuations in external control parameters. Thus, the sensitivity to
noise in these external parameters can be minimized, but remains limited by 1/f noise
[159].
In search for even better strategies, the numerical methods of optimal control may prove
useful. Within this approach, taking the effects of a hostile environment into account can
significantly contribute to expanding the limits of quantum control for solid state systems.
In this chapter we present a model which takes into account the influence of a randomly
flipping two level fluctuator on the qubit. Under these conditions, the optimal control
theory is applied in search for the best pulse to achieve a Z gate.
We focus on a qubit coupled to a single TLF, a situation achievable in small, clean
samples, where the noise originating from a single dominating fluctuator [107, 192] can
be resolved. The noise from TFLs can no longer be modeled by a bosonic bath but the
source of the random flipping of the TLF can be assumed to be an Ohmic heath bath.
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We treat both two level systems as a reduced quantum system exposed to the heath bath
by means of the usual Born-Markov master equation. After averaging over the TLF, the
qubit experiences a complex environment leading to non-Markovian qubit dynamics and
non-Gaussian noise.
8.2 Decoherence model
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Figure 8.1: Illustration of the cou-
pled system qubit-fluctuator-bath.
We specifically model a qubit coupled to a single TLF, see Fig. 8.1, by Hˆ = HˆS + HˆI +
HˆB. HˆS consists of the qubit and the coupled two-state system, i.e.
HˆS = E1(t)σˆz +∆σˆx + E2τˆz + Λσˆz τˆz. (8.1)
σˆi and τˆi are the usual Pauli matrices operating in qubit and fluctuator Hilbert space
respectively. The initial state is factorized
ρˆS = ρˆq ⊗ ρˆTLF, ρˆ(0) = ρˆS(0)⊗ ρˆB(0). (8.2)
E1(t) is time-dependent and serves as an external control. The source of decoherence is the
coupling of the fluctuator to the heat bath, which leads to incoherent transitions between
the fluctuator eigenstates,
HˆI =
∑
i
λi(τˆ
+bˆi + τˆ
−bˆ†i ), HˆB =
∑
i
~ωibˆ†i bˆi. (8.3)
Here τˆ± are the raising and lowering operators of the TLF. We introduce an Ohmic bath
spectrum J(ω) =
∑
i λ
2
i δ(ω−ωi) = κωΘ(ω−ωc) containing the couplings λi, the dimension-
less damping κ, and a high frequency cutoff ωc. The usual Born-Markov master equation
for the reduced system, valid at finite temperatures kBT  ~κ and times t 1/ωc reads
˙ˆρS(t) =
1
i~
[
HˆS, ρˆS(t)
]
− 1
~2
∫ t
0
dt′TrB
[
HˆI ,
[
HˆI(t, t− t′), ρˆS(t)⊗ ρˆB(0)
]]
,
We are mostly interested in the qubit evolution in the limit of slow TLF flipping. We arrive
at the equation
˙ˆρS(t) =
1
i~
[HˆS, ρˆS(t)]+[τˆ
+, Σˆ−1 ρˆS(t)]+[τˆ
−, Σˆ+0 ρˆS(t)]− [τˆ−, ρˆS(t)Σˆ+1 ]− [τˆ+, ρˆS(t)Σˆ−0 ], (8.4)
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with the different rate tensors (s = 0, 1)
Σˆ±s =
1
(i~)2
∫ ∞
0
dt′
∫ ∞
0
dωJ(ω) (n(ω) + s) e±iωt
′
τˆ±(t′). (8.5)
Here, n(ω) is the Bose function. The rate tensors depend explicitly on the control E1(t)
due to the interaction representation of the operators τˆ± in Eq. (8.5). The time dependence
of HˆI(t, t
′), as shown in Appendix A yields
τ±(t) = τ± ⊗ Oˆ±(t), (8.6)
where O±(t) is a time-dependent operator in the Hilbert space of the qubit
〈σ|Oˆ±(t)|σ′〉 =
4∑
i=1
c
{σ,σ′}
i± e
itΩi , σ, σ′ ∈ {↑, ↓}, (8.7)
~Ωi = ±
√
∆2 + (Λ− E1)2 ±
√
∆2 + (Λ + E1)2 − 2E2. (8.8)
The coefficients ci have analytic, but rather lengthy expressions. Thus, the Bosonic envi-
ronment is sampled at the frequencies of the the qubit-TLF coupled system, making the
operators Σˆ±s dependent also on the qubit energy E1. Since tracing out the TLF at this
stage would lead to an intricate non-Markovian master equation, we treat the qubit-TLF
interactions exactly, i. e. the rate tensors act on the combined qubit-TLF system. Re-
laxation and dephasing will eventually bring the initial state into a classical mixture of
eigenstates of HˆS with thermal weights.
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Figure 8.2: Typical behavior of re-
laxation in the coupled qubit⊗TLF
system. εi denote the eigenstates of
the Hamiltonian HˆS. Image from
Ref. [201]
Our model goes far beyond a simple random telegraph noise (RTN) model, which de-
scribes a TLF randomly jumping between its two states [198], and captures the correlations
between qubit and TLF [104, 202]. Still, as a way to characterize the system, it is useful
to introduce the parameters of the RTN which would result for Λ→ 0 from Eq. (8.4). The
8.3 Optimal control and results 105
TLF flipping rate thus obtained is γ = 2κE2 coth(E2/T ), the sum of the excitation and
relaxation rate. Thus the effective qubit Hamiltonian in this limit is
Hˆeffq = E1σˆz +∆σˆx + σzF (t)Λτˆz(t), (8.9)
with the random force F (t) [203] given by the randomly flipping fluctuator F (t) = Λτˆz(t).
The Fourier transformed correlator of the random force 〈F (t)F (0)〉 gives the two-point
noise spectrum of random telegraph noise
S(ω) =
∫ ∞
−∞
dt e−iωtΛ2〈τz(t)τz(0)〉eq = Λ2 γ
ω2 + γ2
. (8.10)
This is the Fourier transform of the interaction representation of τz assuming the bath
in equilibrium. In this limit, Eq. (8.4), yields the qubit relaxation and dephasing rates
1/T1 = S(2E)∆
2/E2 and 1/T2 = 1/2T1 + S(0)E
2
1/E
2 with E =
√
∆2 + E21 . For our
Hamiltonian, there is no entanglement between qubit and the TLF if the latter is in an
incoherent mixture of τz eigenstates. It has been shown in [53], that qubit coherence can be
protected at the optimum working point by keeping |E1|  ∆ during all manipulations. In
that case, pure dephasing is ruled out and 1/T1-relaxation is suppressed as S(2∆) ' Λ2/2∆
for 2∆ γ.
8.3 Optimal control and results
Optimal control theory (OCT) represents strategies for maximizing a performance measure
as the state of a dynamic system evolves. The goal is to find a time-dependent control
variable that drives the considered dynamical system from its initial to its final state,
optimizing the performance measure at the same time. As mathematical theory, OCT
dates back to the late 1950s, starting with Pontryagin’s maximum principle [204]. In
physics and chemistry, due to techniques recently developed in the shaping of laser fields
[205], the control of chemical reactions became possible. In the field of quantum computing,
the theory of optimal control finds a natural application in the manipulation of qubits,
necessary for the achievement of quantum gates.
In this chapter we focus on the optimization of a single qubit Z gate. Thus, the goal
is to find a time dependent control pulse E1(t), t ∈ (0, tg) such that the time evolution of
the system, described by the unitary operator
Uˆ(tg) = T exp
(∫ tg
0
Hˆ(t)
i~
dt
)
, (8.11)
induces a Z gate to the reduced system of the qubit at the end of the gate time tg
TrB+TFL
{
Uˆ(tg)ρˆ(0)Uˆ
†(tg)
}
= σˆzρˆq(0)σˆz. (8.12)
The closed systems GRAPE (gradient ascent pulse engineering) algorithm [206] has
proven useful in coupled Josephson devices already [207]. It was recently extended to open
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systems in the strictly Markovian domain [208]. Using the model presented in the previous
section, this method has been generalized [209] to include the complex environment con-
sisting of the TFL and leading to non-Markovian qubit dynamics and non-Gaussian noise.
For the optimization the evolution of the reduced system Eq. (8.4) has been employed,
tracing out the TLF at the end. The model of a qubit coupled to a TFL has been used by
P. Rebentrost et al. to implement an optimal control scheme for the qubit. This research
is focused on finding the optimal external control pulse for the noisy qubit, that achieves
a Z gate. The main achievements of this work are briefly listed below while the complete
mathematical formulation of the control problem and a more detailed discussion can be
found in Refs. [201, 209].
Fig. 8.3 (top) shows the accessible gate performance as a function of the duration tg
of the gate. Excellent gate performance can be achieved for pulse time tg & pi/∆. This
corresponds to the static ∆σx inducing at least a full loop around the Bloch sphere, hence
removing unwanted free evolution. Indeed, we see on the Bloch sphere in Fig. 8.4 that
at tg = 3.375/∆, the pulse consists of a quarter z rotation, a full loop around x, and the
second quarter of the z-rotation leading to the total half rotation around z necessary for the
Z gate. At shorter times, the pulses cannot use the physical resource provided by the drift
to refocus the qubit. At longer times the gate performance mildly deteriorates, depending
on the value of κ. This indicates that the optimal pulses are essentially limited by T1
processes at the optimal working point. By explicitly including the non-unitary evolution
of the qubit into the optimization process, this approach has demonstrated an improvement
on gate error, compared to naive approaches such as Rabi pulses. Fig. 8.3 (bottom)
demonstrates an improvement of around one order of magnitude over conventional Rabi
pulses. Fig. 8.5 gives an analysis of the gate error dependence on the bath parameters. It
shows a non-monotonic dependence of the gate error obtained with the optimized pulse
on the TLF flipping rate γ. At low flipping rate the error increases with increasing γ,
accounting for the increasing probability for the TLF to flip at a random time during the
evolution. For a high flipping rate, the non-monotonic behavior is explained by the physics
of motional narrowing. This limits the low frequency noise and hence the pure dephasing
to S(ω < γ) = Λ2/γ which vanishes for γ →∞. The high-γ part of the error is described
by a law c+d/γ. The finite limiting value c captures the residual decoherence which occurs
even though the RTN model Eq. (8.10) suggests absence of noise.
8.4 Conclusion
We have investigated an important model for decoherence in solid-state systems, a qubit
coupled to a two-level fluctuator which itself is coupled to a heat bath. Our study is the
first to exploit the explicit dynamics of a complex non-Markovian environment in optimal
control of open systems for implementing quantum gates. For a wide range of parameters,
we have identified self-refocusing effects, which are usually only visible at specific optimal
pulse durations but can now be achieved more robustly. Both for fast and slow flipping of
the TLF high-fidelity control can be achieved.
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Figure 8.3: Top: gate
error for optimal Z-gate
pulses with different val-
ues of κ. There is a pe-
riodic sequence of minima
around tn = pi/∆. Mid-
dle: the gate error of op-
timized pulses approaches
a limit set by T1 and
2T1 as shown with κ =
0.005. Bottom: optimized
pulses reduce the error rate
by approximately one order
of magnitude compared to
Rabi pulses for κ = 0.005.
In all panels the system pa-
rameters are E2 = 0.1∆,
Λ = 0.1∆ and T = 0.2∆.
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Figure 8.4: Rabi (- -) and optimized
pulse (—) at tg = 3.375/∆ and κ =
0.05. Inset shows the evolution of
initial state ρ = |+〉〈+|, |±〉 = (|0〉±
|1〉)/√2 on the Bloch sphere under
these pulses. E2 = 0.1∆, Λ = 0.1∆,
T = 0.2∆.
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Figure 8.5: Gate error versus TLF rate γ for various temperatures for a long optimized
pulse (tg = 60/∆, E2 = 0.1∆ and Λ = 0.1∆). A high γ fit with c + d/γ is also pictured.
The left inset is a magnification of the low γ part of the main plot and reveals the linear
behaviour. The right inset shows the maximum of the curves versus temperature.
Conclusion
This thesis investigates the decoherence of solid-state devices with application as quantum
bits. It consists of series of studies of different qubit measurement protocols, describing the
backaction of the measurement onto the measured system and the dynamics of the detector.
Insight into the internal working of the Josephson bifurcation amplifier (JBA), a promising
candidate for a superconducting qubit detector is provided. Moreover, the optimal control
theory is applied to a qubit subject to decoherence from a two-level fluctuator.
Chapter 3 studies a qubit coupled arbitrarily strongly to a nonlinear, non-Markovian
environment using a phase-space method. This enables a theoretical description of the dis-
persive readout protocol of Ref. [1]. Here the qubit is coupled to a complex environment
(weakly damped harmonic oscillator) with a quadratic coupling. The prominent degree of
freedom of the environment, i. e. the main oscillator, is considered as part of the reduced
quantum mechanical system and its dynamics is explicitly solved. In this chapter new mea-
surement protocols are proposed, that make explicit use of the strong coupling between
qubit and detector. The measurement and decoherence times are compared and param-
eter regimes where single shot, quasi-instantaneous measurement could be performed are
identified.
Chapter 4 presents a concise theory of the dephasing of a qubit coupled dispersively
to a damped oscillator, spanning both strong and weak coupling regimes. It discusses the
dominating decoherence mechanism at weak qubit-oscillator coupling, where the linewidth
of the damped oscillator plays the main role, analogous to the Purcell effect. At strong
qubit-oscillator coupling a qualitatively different behavior of the qubit dephasing is iden-
tified and discussed in terms of the onset of the qubit-oscillator dressed states. A criterion
delimitating the parameter range at which these processes dominate the qubit dephasing
is provided.
Chapter 5 investigates a non-QND readout scheme which can induce a close to QND
backaction on the qubit, despite arbitrarily strong interaction with the environment, pro-
vided that the interaction time is very short, i. e. the measurement is quasi-instantaneous.
The readout scheme proposed here consists of two steps. In the first step the qubit infor-
mation is transferred into an damped oscillator. In the second step this oscillator is read
out. The relaxation of the qubit has been described in the first order in time. The readout
time for the oscillator is restricted only by the ring-down of the two possible oscillations of
its momentum. The results indicate the possibility of a fast, QND-like, single shot readout.
Chapter 6 focuses on the internal dynamics of a strongly driven Josephson junction. It
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investigates the quantum phenomenon of macroscopic dynamical tunneling and compares
this process with the classical activation over the barrier using the mean first passage
time approach. The results suggest that dynamical tunneling can be singled out from the
background of activation processes. An experiment realizable within existing technology
to demonstrate dynamical tunneling is being proposed.
Chapter 7 describes the relaxation of the qubit in contact with the JBA. We investi-
gate this under the assumption that the Duffing oscillator remains trapped in one of its
attractors. A scenario where the oscillator provides an energy “bottleneck” is studied. The
resulting relaxation rate is interpreted in terms of the fluctuations around the attractors,
induced by the JBA’s coupling with an Ohmic environment.
Chapter 8 describes an important model for decoherence in solid-state systems, a qubit
coupled to a two-level fluctuator which itself is coupled to a heat bath. This study exploits
the explicit dynamics of a complex non-Markovian environment in an optimal control
scheme of open systems for implementing quantum gates. Self-refocusing effects, visible
at specific optimal pulse durations have been identified. Both for fast and slow flipping
of the TLF high-fidelity control can be achieved. The full qubit-fluctuator correlations,
embodied in the Hamiltonian are an important influence on the result.
Appendix A
System-bath model
In this section we give a derivation of the Born-Markov master equation for the reduced
density matrix ρˆS(t) = TrBρ(t) of a system S coupled linearly to a bath B of harmonic
oscillators. This is described by the Hamiltonian Hˆ = HˆS + HˆI + HˆB. We have the free
evolution operator
Uˆt = Tˆ exp
(∫ t
0
dt′
HˆS + HˆB
i~
)
. (A.1)
In the interaction picture each operator Aˆ becomes AˆI(t) = Uˆ †t AˆUˆt, and the Schro¨dinger
equation reads
|ΨI(t)〉 = U †t |Ψ(t)〉, ρˆI(t) = Uˆ †t ρˆ(t)Uˆt, (A.2)
i~|Ψ˙I(t)〉 = HˆII |ΨI(t)〉, ˙ˆρI(t) =
1
i~
[HˆII (t), ρˆ
I(t)], (A.3)
with the formal solution
ρˆI(t) = ρˆI(0) +
1
i~
∫ t
0
dt′[HˆII (t
′), ρˆI(t′)]. (A.4)
Up to the second order in the coupling Hamiltonian this becomes
˙ˆρI(t) =
1
i~
[HˆII (t), ρˆ(0)] +
1
(i~)2
∫ t
0
dt′[HˆII (t), [Hˆ
I
I (t
′), ρˆ(0)]] +O(H3I ). (A.5)
We are interested in the dynamics of the reduced reduced system described by ρˆS = TrBρˆ
and in the interaction picture by ρˆIS = TrBρˆ
I
˙ˆρIS(t) =
1
i~
TrB[Hˆ
I
I (t), ρˆ
I(t)], (A.6)
ρˆIS(t) = ρˆ
I
S(0) +
1
i~
∫ t
0
dt′ TrB[HˆII (t
′), ρˆI(t′)], (A.7)
˙ˆρIS(t) =
1
i~
TrB[Hˆ
I
I (t), ρˆ(0)] +
1
(i~)2
∫ t
0
dt′TrB[HˆII (t), [Hˆ
I
I (t
′), ρˆ(0)]] +O(H3I ). (A.8)
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The exact equation of motion for the reduced density matrix in Schro¨dinger picture reads
˙ˆρS(t) = TrB
{
∂t
(
Uˆtρˆ
I(t)Uˆ †t
)}
= TrB
{
1
i~
[HˆS + HˆB, ρˆ(t)] + Uˆt ˙ˆρ
I(t)Uˆ †t
}
=
1
i~
TrB[HˆS + HˆB, ρˆ(t)] +
1
i~
TrB
{
Uˆt[Hˆ
I
I (t), ρˆ
I(t)]Uˆ †t
}
, (A.9)
which can be rewritten using Eq. (A.4) as follows
˙ˆρS(t) =
1
i~
TrB[HˆS + HˆB, ρˆ(t)] +
1
i~
TrB
{
Uˆt[Hˆ
I
I (t), ρˆ(0)]Uˆ
†
t
}
+
1
(i~)2
∫ t
0
dt′TrB
{
Uˆt[Hˆ
I
I (t), [Hˆ
I
I (t
′), ρˆI(t′)]]Uˆ †t
}
. (A.10)
Eq. (A.10) is still exact. To approximate this equation up to second order in the interaction
Hamiltonian HˆI we make the ansatz
ρˆI(t) = ρˆIS(t)ρˆB(0) + ρ˜(t), (A.11)
where ρ˜(0) = 0 since we assume a system-bath factorized initial condition ρˆ(0) = ρˆS(0)ρˆB(0).
It follows from Eqs. (A.5,A.8) that the time evolution for the nonseparable part of the den-
sity matrix ρ˜ is given by
˙˜ρ(t) = ˙ˆρI(t)− ˙ˆρIS(t)ρˆB(0)
=
1
i~
[HˆII (t), ρˆ(0)] +
1
(i~)2
∫ t
0
dt′[HˆII (t), [Hˆ
I
I (t
′), ρˆ(0)]] (A.12)
− ρˆB(0)
i~
TrB[Hˆ
I
I (t), ρˆ(0)]−
ρˆB(0)
(i~)2
∫ t
0
dt′TrB[HˆII (t), [Hˆ
I
I (t
′), ρˆ(0)]] +O(H3I ).
This equation can be integrated and we obtain
ρ˜(t) =
1
i~
∫ t
0
dt′
[(
HˆII (t
′)− 〈HˆII (t′)〉B0
)
, ρˆS(0)
]
− 1
~2
∫ t
0
∫ t′
0
dt′dt”[HˆII (t
′), [HˆII (t”), ρˆ(0)]]
− ρˆB(0)
(i~)2
∫ t
0
∫ t′
0
dt′dt”TrB[HˆII (t
′), [HˆII (t”), ρˆ(0)]] +O(H3I ), (A.13)
It follows from Eq. (A.13) that TrBρ˜(t) = 0+O(H3I ). Assuming a linear coupling HˆI =∑
i SˆiBˆi with Sˆi ∈ S and Bˆi ∈ B we obtain from Eq. (A.13) that Uˆtρ˜Uˆ †t =
∑
i SˆiBˆi+O(Hˆ3I )
with Sˆi ∈ S and Bˆi ∈ B. Using this observation and noting that
TrB[HˆS, Uˆtρ˜Uˆ
†
t ] = [HˆS,TrB{Uˆtρ˜Uˆ †t }] = [HˆS,TrBρ˜] = 0, (A.14)
TrB[HˆB, SˆiBˆi] = SˆiTrB[HˆB, Bˆi] = 0, (A.15)
TrB[HˆS, ρˆS(t)ρˆB(0)] = [HˆS, ρˆS(t)]TrBρˆB(0) = [HˆS, ρˆS(t)], (A.16)
TrB[HˆB, ρˆS(t)ρˆB(0)] = TrB[HˆB, ρˆB(0)]ρˆS(t) = 0, (A.17)
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one can show that from the first commutator in Eq. (A.10) remains only [HˆS, ρˆS(t)].
Observing that
TrB{UˆtUˆ †t HˆIUˆtρˆ(0)Uˆ †t − Uˆtρˆ(0)Uˆ †t HˆIUˆtUˆ †t } = TrB[HˆI , Uˆtρˆ(0)Uˆ †t ], (A.18)
and assuming unbiased noise
〈HˆI〉 = 0 (A.19)
we show that also the second commutator in Eq. (A.10) vanishes. Thus, for linear HˆI
Eq. (A.19) implies that the commutator (A.18) vanishes. As one can easily see from
Eq. (A.13), ρ˜ is of the order Hˆ2I , i.e. we need not take it into account in the double
commutator in Eq. (A.10). We expand this commutator as follows
Uˆt [Hˆ
I
I (t), [Hˆ
I
I (t
′), ρˆIS(t
′)ρˆB(0)]]Uˆ
†
t = UˆtUˆ
†
t HˆIUˆtUˆ
†
t′HˆIUˆt′ ρˆ
I
S(t
′)ρˆB(0)Uˆ
†
t
− UˆtUˆ †t′HˆIUˆt′ ρˆIS(t′)ρˆB(0)Uˆ †t HˆIUˆtUˆ †t − UˆtUˆ †t HˆIUˆtρˆIS(t′)ρˆB(0)Uˆ †t′HˆIUˆt′Uˆ †t
+ Uˆtρˆ
I
S(t
′)ρˆB(0)Uˆ
†
t′HIUˆt′Uˆ
†
t HˆIUˆtUˆ
†
t , (A.20)
and after appropriate permutations under the trace we obtain
TrB
{
Uˆt[Hˆ
I
I (t), [Hˆ
I
I (t
′), ρˆIS(t
′)ρˆB(0)]]Uˆ
†
t
}
= TrB
{
[HˆI , [HˆI(t, t
′), UˆtρˆIS(t
′)ρˆB(0)Uˆ
†
t ]]
}
,
(A.21)
where HˆI(t, t
′) = UˆtUˆ
†
t′HˆIUt′Uˆ
†
t . For the annihilation operator bˆi, associated with one of
the bath oscillators of frequency ωi we have the following time-dependence
bˆi(t, t
′)|n〉 = Uˆ tt′ bˆi(U tt′)†|n〉 = Uˆ tt′ bˆiUˆ t
′
t |n〉 = Uˆ tt′ bˆie−iωi(n+1/2)(t
′−t)|n〉〉 (A.22)
= Uˆ tt′e
−iωi(n+1/2)(t′−t)√n|n− 1 = e−iωi(t′−t)√n|n− 1〉 = e−iωi(t′−t)bˆi|n〉.
After all these considerations Eq. (A.10) becomes
˙ˆρS(t) =
1
i~
[HˆS, ρˆS(t)] +
1
(i~)2
∫ t
0
dt′TrB[HˆI , [HˆII (t, t
′), UˆtρˆIS(t
′)ρˆB(0)Uˆ
†
t ]] +O(Hˆ3I ). (A.23)
At this point one makes the Markov approximation [115] assuming that the bath has so
many degrees of freedom that the effects of the interaction with the system dissipate away
and do not react back. The bath remains in equilibrium, while the system is damped
such that ˙ˆρS(t) depends only on its present value ρˆS(t) (the system loses all memory of its
past). Finally, assuming that the correlations in the environment decay fast and after a
variable transformation t” = t − t′, we can extend the integration to infinity and obtain
the standard Born-Markov master equation in the Schro¨dinger picture
˙ˆρS(t) =
1
i~
[HˆS, ρˆS(t)] +
1
(i~)2
∫ ∞
0
dt”TrB[HˆI , [Hˆ
I
I (t, t− t”), ρS(t)ρˆB(0)]]. (A.24)
114 A. System-bath model
Coupling to the environment
Within the scope of this thesis the coupling to the environment will be linear, having the
form
HˆI = xˆ
∑
λixˆi, HˆI(t, t
′) = xˆ(t, t′)
∑
λixˆi(t, t
′), (A.25)
〈xˆi(t, t′)〉B,eq = 〈xˆi(t′ − t)〉B,eq. (A.26)
Written in the second quantization this becomes
HˆI = xˆ
∑
i
λixˆi = g(aˆ+ aˆ
†)
∑
i
giλi(bˆi + bˆ
†
i ) =
∑
i
λiggi
(
aˆbˆ†i + aˆ
†bˆi +Raˆ†bˆ†i +Raˆbˆi
)
,
(A.27)
where for R = 1 we have the Hamiltonian Eq. (A.25) while for R = 0 the rotating wave
approximation (RWA) has been made and
g =
√
~
2mΩ
, gi =
√
~
2miωi
. (A.28)
In the following we evaluate the double commutator in the master equation (A.24) using
for the bath operators the time evolution calculated in Eq. (A.22) and remembering that
the bath remains in thermal equilibrium
TrB[HI , [HI(t, t
′), ρS(t)ρB(0)]] = (A.29)
TrB g
2
∑
i
g2i λ
2
i
(
[(aˆ+Raˆ†)bˆ†i , [(aˆ†(t, t− t”) +Raˆ(t, t− t”))bˆieiωit”, ρˆS(t)ρˆB(0)]]
+ [(aˆ† +Raˆ)bˆi, [(aˆ(t, t− t”) +Raˆ†(t, t− t”))bˆ†ie−iωit”, ρˆS(t)ρˆB(0)]]
)
= g2TrB
∑
i
g2i λ
2
i
(
[aˆ+Raˆ†, (aˆ†(t, t− t”) +Raˆ(t, t− t”))ρˆS(t)]nieiωit”
− [aˆ+Raˆ†, ρˆS(t)(aˆ†(t, t− t”) +Raˆ(t, t− t”))](ni + 1)eiωit”
− [aˆ† +Raˆ, (aˆ(t, t− t”) +Raˆ†(t, t− t”)ρˆS(t)](ni + 1)e−iωit”
+ [aˆ† +Raˆ, ρˆS(t)(aˆ(t, t− t”) +Raˆ†(t, t− t”)]nie−iωit”
)
,
where ni is the Bose function for the bath oscillator with frequency ωi at the environment
temperature T
ni =
1
e~ωi/kBT − 1 . (A.30)
The spectral density of the bath [16] is given by
J(ω) = pi
∑
i
λ2i
2miωi
δ(ω − ωi), (A.31)
such that ∑
i
~λ2i
2miωi
f(ωi) =
~
pi
∫
dωJ(ω)f(ω). (A.32)
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A.1 The quantum regression theorem
A direct consequence of the linearity of master equations such as the one derived in the
Born-Markov approximation is that a quantum regression theorem (see Ref. [103] and the
references therein) can be derived. If, for some operator Oˆ it holds that
〈Oˆ(t+ τ)〉 =
∑
j
aj(τ)〈Oˆ(t)〉, (A.33)
then the two-time correlation function of the same observable reads
〈Oˆ(t)Oˆ(t+ τ)〉 =
∑
j
aj(τ)〈Oˆ(t)Oˆ(t))〉. (A.34)
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Appendix B
Wigner representation
For any operator ρˆ with finite norm (here one uses the trace norm ‖ ρˆ ‖= (Tr{ρˆ†ρˆ})1/2)
has been shown [27] that following representation is possible
ρˆ =
1
pi
∫
d2α χ(α)Dˆ(−α). (B.1)
For both a thermal state and a coherent state the phase-space function χ has a gaussian
shape
χthermal(α) =
1
4pi
exp
(
−|α|
2
2
(1 + 2n(Ω)),
)
(B.2)
χcoherent(α) =
1
4pi
exp(−|λ|2 + λα∗0 − λ∗α0), (B.3)
where n(Ω) is the Bose function.
From the phase function χ one can evaluate the expectation value of any observable of
the system. Of particular interest are the quadratures x and p. The probability distribu-
tions are given by
Pp(p0) =
√
mΩ~
2
〈δ(pˆ− p0)〉 = 2
∫ +∞
−∞
dαxχ(αx) exp
(√
2
mΩ~
ip0αx
)
, (B.4)
Px(x0) =
√
~
2mΩ
〈δ(xˆ− x0)〉 = 2
∫ +∞
−∞
dαyχ(iαy) exp
(
−
√
2mΩ
~
ix0αy
)
, (B.5)
α = αx + iαy. (B.6)
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It follows that
〈pˆn〉(t) =
(√
mΩ~
2
)n
4pi
in
(−1)n(∂αx)nχ(αx)|αx=0, (B.7)
〈xˆn〉(t) =
(√
~
2mΩ
)n
4pi
in
(∂αy)
nχ(iαy)|αy=0, (B.8)
〈xp〉 = i4pi~
2
(∂2α,α − ∂2α∗,α∗ − α∗∂α − α∂α∗ + α∗2/4− α2/4 + 1)χ(α)|α=0. (B.9)
If one uses the Wigner representation of a density operator in the master equation
outlined in section A one reduces this equation to a partial differential equation for the
function χ(α, t). If the “system” is just a harmonic oscillator, this equation becomes a
Fokker-Plank equation [28], which can be easily solved analytically. Usually in this thesis
the “system” is a composite system, consisting of a two level system (qubit) coupled in
various ways to a harmonic oscillator. The density operator of this system represented in
the qubit basis is a 2× 2 matrix with elements that are operators in the oscillator Hilbert
space. Although not all of these operators have the properties of a density operators, they
can usually still be represented by means of the Wigner characteristic function χ.
B.1 Useful relations
For the derivation of the partial differential equations for χ following relations may prove
useful.
Using the Baker-Campbell-Hausdorff formula one can rewrite the displacement operator
Dˆ(α) = exp
(
αaˆ† − α∗aˆ) = exp(−|α|2
2
)
exp
(
aˆ†α
)
exp (−α∗aˆ)
= exp
( |α|2
2
)
exp(−α∗aˆ) exp(aˆ†α). (B.10)
One can show that following relation holds
Dˆ(α+ β) = Dˆ(α)Dˆ(β) exp
(
1
2
(α∗β − αβ∗)
)
(B.11)
It can be shown that
Dˆ(−α)aˆ = (aˆ+ α) Dˆ(−α), Dˆ(−α)aˆ† = (aˆ† + α∗) Dˆ(−α). (B.12)
Thus, for some arbitrary function f(α) in the phase-space, we have
aˆ
∫
d2αf(α)Dˆ(−α) =
∫
d2αf(α) exp
( |α|2
2
)
∂
∂α∗
exp (α∗aˆ) exp
(−αaˆ†) (B.13)
=−
∫
d2α eα
∗aˆ
e
−αaˆ† ∂
∂α∗
(
f(α)e|α|
2/2
)
= −
∫
d2α Dˆ(−α)
(
∂
∂α∗
+
α
2
)
f(α).
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The derivation involved an integration by parts, and assumed that χ(α) vanishes for |α| →
∞ which is a legitimate assumption for the situations discussed in this thesis. A similar
derivation for the creation operator leads to
aˆ†
∫
d2α f(α)Dˆ(−α) = −
∫
d2 αf(α) exp
(
−|α|
2
2
)
∂
∂α
exp
(−αaˆ†) exp (α∗aˆ)
=
∫
d2α e−αaˆ
†
e
α∗aˆ ∂
∂α
(
f(α)e−|α|
2/2
)
=
∫
d2α Dˆ(−α)
(
∂
∂α
− α
∗
2
)
f(α). (B.14)
Using these equations one can derive similar relations for products of annihilation and
creation operators. For our purposes, the second order terms will be sufficient
aˆ2
∫
d2α f(α)Dˆ(−α) =
∫
d2α Dˆ(−α)
(
∂2
(∂α∗)2
+ α
∂
∂α∗
+
α2
4
)
f(α),
aˆ†2
∫
d2α f(α)Dˆ(−α) =
∫
d2α Dˆ(−α)
(
∂2
(∂α)2
− α∗ ∂
∂α
+
α∗2
4
)
f(α), (B.15)
aˆ†aˆ
∫
d2α f(α)Dˆ(−α) =
∫
d2αDˆ(−α)
(
α∗
2
∂
∂α∗
− α
2
∂
∂α
− 1
2
+
|α|2
4
− ∂
2
∂α∂α∗
)
f(α).
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Appendix C
Floquet states
As discussed above, the pointer states are those vectors in the Hilbert space that are
singled out by decoherence, during a measurement. In this section we are interested in the
appropriate pointer states for a driven system, in particular a driven harmonic oscillator.
They would represent an appropriate basis to represent the system during its evolution
towards equilibrium with the environment.
For a driven harmonic oscillator the Fock states are no longer appropriate pointer states.
A promising candidate are the so-called Floquet modes.
We start by considering the Schroedinger equation with a time-dependent Hamiltonian
i~∂tΨ(x, t) = Hˆ(t)Ψ(x, t), (C.1)
where the potential is periodic in time Vˆ (xˆ, t) = Vˆ (xˆ, t+ T ). The Floquet-state solutions
to this problem has the property
Ψn(x, t) = Φn(x, t) exp(−iEnt/~), (C.2)
where Φn(x, t) is periodic in time
Φn(x, t) = Φn(x, t+ T ), (C.3)
end eigenfunction to the operator Hˆ(t) − i~∂t corresponding to eigenvalue En. These
eigenvalues can be mapped into a first Brillouin zone similar to the case of space-periodic
potentials, where −~Ω/2 ≤ E ≤ ~Ω/2 and Ω = 2pi/T .
In the case of the driven harmonic oscillator the Floquet modes have an exact analytical
expression [16]
Ψn(x, t) = ϕn(x− ξ(t)) exp
(
i
~
(
mξ˙(t)(x− ξ(t))− Ent+
∫ t
0
dt′L(t′, ξ(t′), ξ˙(t′))
))
(C.4)
where ξ is the classical trajectory of the driven harmonic oscillator and obeys the equation
of motion
mξ¨(t) +mΩ2ξ(t) = F (t), (C.5)
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ϕn(x − ξ(t)) is the Fock state centered around the classic trajectory ξ(t) and L is the
classical Lagrangian of the driven oscillator
L(t, ξ(t), ξ˙(t)) = 1
2
mξ˙2(t)− 1
2
mΩ2ξ2(t) + ξF (t) (C.6)
Due to the properties of the Fock states, at each time t the Floquet modes build an
orthonormal basis in the Hilbert space of the harmonic oscillator. One can map the Floquet
modes onto Fock states by a simple unitary transformation
e
i
R t
0 dt
′L(t′)/~
e
−iξ(t)pˆ/~
e
imξ˙(t)xˆ/~ϕn(x) = Φn(x, t). (C.7)
We are now interested in the action of a creation/annihilation operator on a Foquet
mode, in particular because these operators are usually involved in the coupling of the
driven oscillator to an environment. We consider Uˆt the evolution operator for the driven
harmonic oscillator, such that UˆtUˆ
†
t′Ψ(x, t
′) = Ψ(x, t). A term that often appears in the
derivation of a master equation is aˆ(t, t′) = UˆtUˆ
†
t′ aˆUˆt′Uˆ
†
t . We define the annihilation oper-
ator Aˆ for Floquet modes as follows
aˆ = Aˆ+ ζ(t) =
√
mΩ
2~
(
xˆ+
~
mΩ
∂
∂x
)
(C.8)
where ζ(t) =
√
m/(2~Ω)(iξ˙(t)+Ωξ(t)) represents the classical phase-space trajectory (real
and imaginary parts corresponds to position and momentum, respectively). One can show
that
AˆΨn(x, t) = e
−iΩt√nΨn−1(x, t), (C.9)
and also
aˆ(t, t′)Ψn(x, t) = e−iΩt
′√
nΨn−1(x, t) + ζ(t′)Ψn(x, t). (C.10)
and since the Floquet modes build an orthonormal basis at any time t one concludes that
also
aˆ(t, t′) = eiΩ(t−t
′)Aˆ+ ζ(t′) (C.11)
must hold. Using these relations in the Born-Markov master equation for a driven damped
harmonic oscillator, and representing the density operator for this system in a basis of
Floquet modes one can, after a rather tedious calculation which will not be reproduced
here, show that the Floquet modes are indeed a good approximation for the correct pointer
states. These states are selected by the interaction with the environment and survive
decoherence.
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Zusammenfassung
Diese Arbeit pra¨sentiert Ergebnisse zur Messung, Dekoha¨renz und Kontrolle von Quanten-
bits (Qubits), die aus supraleitenden Komponenten bestehen und deren Arbeitsweise auf
der Nichtlinearita¨t des Josephson-Effekts basiert. Sowohl der Einfluss der Messung auf das
gemessene Objekt als auch die interne, quantenmechanische Dynamik des Detektors wird
fu¨r verschiedene Messmethoden untersucht.
Der erste Teil gibt eine Einfu¨hrung in die Physik von supraleitenden Qubits und in die
Theorie von offenen Quantensystemen, die erfolgreich Teile des Messprozesses beschreibt.
Im zweiten Teil, basierend auf Methoden aus der Quantenoptik, adaptiert zur Beschreibung
von Festko¨rpersystemen, wird die beliebig starke und nichtlineare Wechselwirkung eines
Qubits mit seiner komplexen Umgebung in einem dispersiven Messprotokol untersucht.
Dadurch werden neue Einsichten in die Qubitdekoha¨renz im Regime starker Kopplung
gewonnen. Parameterregionen mit qualitativ unterschiedlichem Verhalten der Qubitde-
phasierung werden identifiziert, z. B. der Phasen-Purcell-Effekt, und erkla¨rt. Diese Erken-
ntnisse o¨ffnen neue Wege, bessere Messprotokole zu entwerfen, die die starke, nichtlineare
Wechselwirkung zwischen Qubit und Detektor voll ausnutzen. Experimentell realisierbare
Protokole werden vorgeschlagen. Diese Idee, kombiniert mit der einer quasi-instantanen
Messung wird in einem leicht abgea¨nderten Aufbau weiter verfolgt, und ero¨ffnet die
Mo¨glichkeit einer Quanten-Nondemolition-Detektion.
Da der Qubitdetektor auf der gleichen Technologie wie das Qubit basiert, muss er
quantenmechanisch untersucht werden. Die interne, nicht-klassische Dynamik spielt eine
wichtige Rolle im Messprozess. So wird weiter das dynamische Tunneln in einem Josephson
Bifurkationsversta¨rker (JBA) untersucht. Diese Sorte Tunneln tritt zwichen verschiedenen
Bewegungsmustern auf, die duch eine klassisch verbotene Phasenraumregion separiert sind.
Dies ist ein Effekt, dessen Ursprung in der Nichtlinearita¨t des stark angetriebenen Sys-
tems liegt, und dessen Quantennatur sogar in einem makroskopischen und verrauschten
System beobachtbar sein kann. Das Ergebnis dieser Untersuchung kann nicht nur zu
einer besseren Messmethode fu¨r supraleitende Qubits verhelfen, sondern auch den exper-
imentellen Nachweis quantenmechanischer Effekte in Systemen mit a¨hnlichen Nichtlin-
earita¨ten unterstu¨tzen, wie z. B. in der Nanomechanik. Fu¨r den ersten Fall wird zusa¨tzlich
die Qubitrelaxation untersucht, die durch die Wechselwirkung mit dem dissipativen JBA
entsteht, und den Kontrast der Messung begrenzt.
Weiterhin wird die Kontrolltheorie verwendet, um Pulssequenzen zu optimieren, die bei
der Steuerung von Qubits no¨tig sind. Diese Optimierung beru¨cksichtigt, und nutzt die Tat-
sache aus, dass in einem realistischen Fall das Qubit nicht vollsta¨ndig von Rauschquellen
isoliert werden kann. Eine wichtige solche Rauschquelle sind intrinsische Zwei-Niveau-
Fluktuatoren, typischerweise in der Tunnelbarierre eines Josepshon Kontakts zu finden.
Die optimierten Pulse stellen eine Verbesserung zur naiven Rabi-Pulse-Methode dar. Re-
fokussierungseffekte werden sichtbar bei spezifischen Pulsla¨ngen.
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