This paper investigates theoretical properties and efficient numerical algorithms for the so-called elastic-net regularization originating from statistics, which enforces simultaneously 1 and 2 regularization. The stability of the minimizer and its consistency are studied, and convergence rates for both a priori and a posteriori parameter choice rules are established. Two iterative numerical algorithms of active set type are proposed, and their convergence properties are discussed. Numerical results are presented to illustrate the features of the functional and algorithms.
Introduction
In recent years, minimization problems involving so-called sparsity constraints have gained considerable interest. Sparsity has been found as a powerful tool and recognized as an important structure in many disciplines, e.g. geophysical problems [26, 22] , imaging science [12] , statistics [27] and signal processing [7, 6] . The setting is often as following: Let H 1 and H 2 be two Hilbert spaces and let H 1 be equipped with an orthonormal basis {ϕ i ∈ H 1 : i ∈ N} (or an overcomplete dictionary). Then, for given linear and continuous operator K : H 1 → H 2 , data y δ ∈ H 2 and regularization parameter α > 0, we seek the minimizer of the functional
Here y δ is an observational version of the exact data y † and satisfies an estimate of the form y δ − y † ≤ δ. With the help of the basis expansion, the problem can be reformulated as min x∈ 2
Ψ(x) with Ψ(x) = 1 2
by abusing the notation x for the sequence of expansion coefficients {x i := x, ϕ i } and K for the operator {x i } → K i x i ϕ i mapping from 2 to H 2 . Because of its central importance in inverse problems and signal processing, the efficient minimization of the functional Ψ has received much attention, and a wide variety of numerical algorithms, e.g. iterated thresholding/shrinkage [9, 3] , gradient projection [13, 29] , fixed point continuation [16] , semismooth Newton method (SSN) [15] and feature sign search (FSS) [21] , have been proposed. Both SSN and FSS are of active set type, and have delivered favorable performance compared to the above-mentioned first-order methods. However, they often require inverting potentially ill-conditioned operators, and thus lead to numerical problems. One possible remedy is to regularize the inversion, e.g. by Tikhonov regularization. On the other hand, recent studies [23, 14] show the regularizing property of the functional Ψ and under suitable source conditions also the convergence rate of its minimizer x δ α to the true solution x † of the form
However, the involved constant may be astronomically large. In other words, the ill-posed problem has been turned into a well-posed but ill-conditioned one, and this is in accordance with inverting ill-conditioned operators. In this paper we propose to address both issues by Tikhonov regularization, i.e. considering a functional of the form
We will show that this functional leads to more stable active-set algorithms and provides improved error estimates. We note that it also arises by Moreau-Yosida regularization of the Fenchel dual of the functional Ψ. The functional Φ α,β is also used in statistics under the name elastic-net regularization [30] . It is motivated by the following observation: The functional Ψ delivers undesirable results for problems where there are highly correlated features and we need to identify all relevant ones, e.g. microarray data analysis, in that it tends to select only one feature out of the relevant group instead of all relevant features of the group [30] , i.e. it fails to identify the group structure. Zou and Hastie [30] proposed introducing an extra 2 regularization term, i.e. the functional Φ α,β , in the hope of retrieving correctly the whole relevant group, and numerically confirmed the desired property of the functional for both simulation studies and real-data applications. For further statistical motivations we refer to reference [30] . Quite recently, De Mol et al. [10] showed some interesting theoretical properties of the functional Φ α,β , but their focus is fundamentally different from ours: Their main concern is on its statistical properties in the framework of learning theory and an algorithm of iterated shrinkage type, whereas ours is within the framework of classical regularization theory and algorithms of active set type.
The rest of the paper is organized as follows. In Section 2 we investigate theoretical properties, e.g. stability and consistency of the minimizers of the elastic-net functional. In particular, the convergence rates for both a priori and a posteriori regularization parameter choice rules are established under suitable source conditions. In Section 3, we propose two active set algorithms, i.e. the RSSN and RFSS, for efficiently minimizing the functional Φ α,β , and discuss their convergence properties. In Section 4, numerical results are presented to illustrate the salient features of the algorithms.
Properties of elastic-net regularization
In this section we investigate the stability and regularizing properties of elastic-net regularization. Both a priori and a posteriori choice rules for choosing the regularization parameters are considered. We shall denote the minimizer of the functional Φ α,β by x δ α,β below, and occasionally suppress the superscript δ for notational simplicity. Observe that for every β > 0, the functional Φ α,β is strictly convex, and thus admits a unique minimizer. Proof. The minimizing property of x n ≡ x δ αn,βn implies that the sequences { Kx n −y δ }, { x n 1 }, and { x n 2 } are uniformly bounded. In particular there exists a subsequence of {x n } n , also denoted by {x n } n converging weakly to some x * ∈ 2 .
Stability of the minimizers x
By the weak continuity of K and weak lower-semicontinuity of norms, we have
Consequently, we have
Next we show that Φ α,β (x δ α,β ) ≥ lim sup n→∞ Φ αn,βn (x n ). To this end, we observe lim sup
by the minimizing property of x n . Consequently
Therefore, x * is a minimizer of Φ α,β , and the uniqueness of its minimizer implies x * = x δ α,β . Since every subsequence has a weakly convergent subsequence to x δ α,β , the whole sequence {x n } n converges weakly to x δ α,β . Next we show that the functional value x n 2 → x δ α,β 2 , for which it suffices to show that lim sup
Assume that this does not hold. Then there exists a constant c such that c := lim sup n→∞ x n 2 2 > x δ α,β 2 2 , and a subsequence of {x n } n , denoted by {x n } n again, such that
This is in contradiction with the lower-semicontinuity result in equation (2) . Therefore we have lim sup
This together with equation (2) implies that x n 2 → x δ α,β 2 , from which and the weak convergence the desired convergence in 2 follows directly.
The preceding theorem addresses only the case that both α and β are positive. The case of vanishing α and positive β is obviously the same as the uniqueness of the minimizer to the functional Φ 0,β remains valid. The more interesting case of vanishing β will be discussed below. In general, due to the potential lack of uniqueness for vanishing β, only subsequential convergence can be expected. Interestingly, whole-sequence convergence remains true under certain circumstances. To illustrate the point, we denote by S α the set of minimizers to the functional Φ α,0 . Clearly the set S α is nonempty and convex as a consequence of the convexity of the functional Φ α,0 . Moreover, denote the minimum γ · 1 + Proposition 2.2. Let the sequence {(α n , β n )} n satisfy that for some γ ≥ 0 and α > 0 there holds lim n→∞ β n = 0 and lim
Then we have lim
Proof. Denote x n ≡ x δ αn,βn the unique minimizer of Φ αn,βn . By repeating the arguments of Theorem 2.1, we derive that there exists a subsequence of {x n } n , also denoted by {x n } n , that converges weakly in 2 to some x * , and moreover, x * is a minimizer of Φ α,0 (x), i.e. x * ∈ S α . The minimizing property of x n andx δ α,γ implies
Adding these two inequalities gives
Dividing by β n and taking the limit for n → +∞ yields 
The lemma follows from the inequality
The next corollary is a direct consequence of the proofs of the preceding results. The next result shows the differentiability of the value function F (α, β) := Φ α,β (x δ α,β ). Differentiability plays an important role in efficient numerical realization of some rules for choosing regularization parameters [19, 20] .
Theorem 2.4. The value function F (α, β) is differentiable with respect to α and β, and moreover
Proof. For distinct α andα, the minimizing property of x δ α,β and x δ α,β indicates
Therefore, for α >α, we have
These two inequalities together give
Reversing the role of α andα yields a similar inequality for α <α, which together with the continuity result in Corollary 2.3 implies the first identity. The second identity can be shown analogously. The differentiability of F (α, β) follows from the continuity of the functions x 
Consistency and convergence rates
In this section we shall investigate the convergence behavior of the minimizers x δ α,β as the noise level δ tends to zero for both a priori and a posteriori parameter choice rules. To this end, we need the following definition of ϕ-minimizing solutions. Definition 2.5. An element x † is said to be a ϕ-minimizing solution to the inverse problem Kx = y δ if it verifies Kx † = y † and
To simplify the notation, we introduce the functional R η defined by
We shall need the next result on the functional R η .
Lemma 2.6. Assume that {x n } n converges weakly to x * in 2 and
Combining the preceding inequalities we see
Theorem 2.7. Assume that the regularization parameters α(δ) and β(δ) satisfy
and moreover that there exists some constant η ≥ 0
Then the sequence of minimizers {x
Proof. Let x † be the unique η
By the assumptions on α(δ) and β(δ), the sequences { Kx
2 )} δ are uniformly bounded. Therefore, there exists a subsequence of {x δ α,β } δ , also denoted by {x δ α,β } δ , and some x * ∈ 2 , such that x δ α,β → x * weakly. By the weak lower semi-continuity and the triangle inequality we derive
Thereby we have Kx
Since x † is the unique η
The whole sequence converges weakly by appealing to the standard subsequence arguments. From inequality (5), we have lim
By Lemma 2.6 and the weak convergence of the sequence {x δ α,β }, this identity implies that
In Theorem 2.7, the first set of conditions on α(δ) and β(δ), see equation (3), is rather standard, whereas the other one in (4) seems restrictive. The following question arise naturally: Can we further relax this condition? It turns out that it depends crucially on the structure of the set S = {x : Kx = y † }. Obviously, if the set S consists of only a singleton, i.e. K is injective, then the
2 -minimizing solution is independent of η and thus the condition can be dropped. In general, this condition cannot be relaxed, as the following simple example shows.
Example 2.8. Consider the two-dimensional example with
The set S consists of elements of the form
and the R η -minimizing solution x * minimizes
After some algebraic manipulations, the solution x * is founded to be
Interestingly, there exists a critical value of η * : for η ≥ η * , the solution does not change, whereas for η < η * , the solution keeps on changing. In particular, the condition lim δ→0 α(δ) β(δ) = η is sharp in the latter case.
Denote the η · 1 + 
where x ∞ is taken to be the minimum-2 norm element of the set S of 1 -minimizing solutions to the inverse problem. Moreover, the following identity holds
We shall need the following monotonicity result on the value functions x η 1 and x η 2 .
Lemma 2.10. The function x η 1 is monotonically decreasing, while x η 2 2 is monotonically increasing with respect to the parameter η in the sense that for distinct η 1 and η 2
Proof. Let η 1 , η 2 ≥ 0 be distinct. By the minimizing property of x η1 and x η2 , we have
i.e. the function x η 1 is monotonically decreasing with respect to η. The monotonicity of x η 2 follows analogously.
We shall also need the next result on the local Lipschitz continuity of x η in η. To this end, we denote by ∂ϕ the subdifferential of a convex functional ϕ, i.e. ∂ϕ = {ξ :
2 is continuous, we may apply the sum-rule and get ∂R η (x) = η∂ x 1 +x. Note that the subdifferential ∂ x 1 is set-valued, and can be expressed in terms of the function Sign defined componentwise by Sign(x) k = sign(x k ) for nonzero x k and Sign(x) k = [−1, 1] otherwise, with the usual sign function.
Lemma 2.11. The mapping η → x η is locally Lipschitz continuous in η for η > 0.
Proof. Let ξ η be a subgradient of x η 1 . The minimizing property of x η indicates
In particular, for distinct η 1 , η 2 > 0, this yields
by noting that both x η1 , x η2 ∈ S. Adding these two inequalities together gives
Recall that the subgradient operator of a convex functional is maximal monotone [25] , i.e.
Applying this inequality and the Cauchy-Schwartz inequality in inequality (6) yields
which by reversing the role of η 1 and η 2 gives
This concludes the proof of the Lemma.
By Lemma 2.10, the function x η 2 is monotonically increasing with respect to η and bounded, and thus the limits lim η→∞ x η 2 and lim η→0 x η 2 exist, which will be denoted by x ∞ 2 and x 0 2 , respectively. Theorem 2.12. Assume that x ∞ 2 > x 0 2 . Then there exists a set C ⊂ (0, +∞) of positive measure such that for each η ∈ C, the mapping η → x η 2 strictly increasing.
Proof. As noted above, the function x η 2 is monotonically increasing and bounded, and thus it is of bounded variation and almost everywhere differentiable. By differentiation theory of functions of bounded variation [1] , the derivative D η x η 2 can be decomposed as
, µ S and µ C denote the Lebesgue regular, singular and Cantor parts, respectively. By Lemmas 2.9 and 2.11, the function x η 2 is continuous and locally Lipschitz, and thus both the singular and Cantor parts vanish. Consequently, the following integral identity holds
By the monotonicity of Lemma 2.10, the integrand
is nonnegative. Therefore, there exists a set C ⊂ (0, +∞) of positive measure, such that the integrand is positive, i.e. x η 2 is strictly increasing. Theorem 2.12 indicates for η ∈ C the function η → x η is strictly increasing. Therefore, the condition lim δ→0 α(δ)/β(δ) = η in Theorem 2.7 for some η at least cannot be relaxed to: lim inf δ→0 α(δ)/β(δ) = η − and lim sup δ→0 α(δ)/β(δ) = η + for some η − , η + > 0 such that (η − , η + )∩ C = ∅. This partially necessitates the condition lim δ→0 α(δ)/β(δ) = η for some η in Theorem 2.7.
Remark 2.13. Many of our preceding results remain valid for far more general regularization terms, e.g. general convex functionals.
We are now in a position to discuss the convergence rates of a priori and a posteriori parameter choice rules. The foregoing discussions indicate that the condition lim δ→0 α(δ) β(δ) = η is often necessary for ensuring the convergence as δ tends to zero. Therefore, we shall assume that the ratio of α and β is fixed, i.e. there exists an η such that β = ηα, for the choice rules. The next theorem shows that elastic-net regularization behaves similar to classical Tikhonov regularization [11] in that an analogous error estimate holds under a slightly changed source condition.
Theorem 2.14. Let Kx † = y † and assume y δ − y † ≤ δ. Moreover, let there be some η > 0 such that x † fulfills the source condition
Then it holds that the minimizer x δ α,β of Φ α,β with α = ηβ fulfills
Proof. By the minimizing property of x δ α,β there holds
which leads to
Using the identity x δ α,β
We conclude
Since ξ ∈ Sign(x † ) is arbitrary, we may choose it in such a way that the source condition (7), i.e. ηξ + x † = K * w, holds. Consequently,
Completing the squares on both sides by adding β 2 w 2 /2 leads to
which proves the theorem.
The source condition (7) in Theorem 2.14 is equivalent to: There exists a w ∈ H 2 such that K * w ∈ ∂R η (x † ). It can be interpreted as the existence of a Lagrange multiplier to the Lagrangian of a constrained optimization problem [5] . Theorem 2.14, in particular, implies that for the choice β = O(δ), the reconstruction x δ α,β achieves a convergence rate of order O(δ 1/2 ). The ultimate goal of elastic-net regularization is to retrieve a sparse signal. Under the premise that the underlying signal x † is truly sparse, the convergence rate can be significantly improved by using a technique recently developed by Grasmair et al. [14] . To this end, we need the so-called finite basis injectivity property of the operator K.
Definition 2.15 ([4]
). An operator K :
2 → H 2 has the finite basis injectivity property, if for all finite subsets I ⊂ N the operator K| I is injective, i.e. for all u, v ∈ 2 with Ku = Kv and u i = v i = 0 for all i / ∈ I it follows u = v.
The next lemma will play a role in establishing an improved convergence rate.
Lemma 2.16. Assume that the solution x † is sparse and satisfies the source condition (7), and that the operator K satisfies the finite basis injectivity property. Then there exist two positive constants c 1 and c 2 such that (7) is satisfied. Denote by I the index set {i ∈ N :
2 , the set I is finite, and obviously, it contains the support of x † . Let π I and π ⊥ I be the natural projections onto I and N\I, respectively. Then π I x † = x † and π ⊥ I x † = 0. By the finite basis injectivity property of the operator K, we have for some constant C C Kπ I x ≥ π I x 2 .
Consequently,
. By the inequality x 2 ≤ x 1 , we derive that
where we have used the identity x
2 ≥ 0, inequality (8) and the fact that x † vanishes outside the index set I. Combining above estimates gives
This concludes the proof of the lemma.
Assisted with Lemma 2.16, we are now ready to state an improved error estimate.
Theorem 2.17. Under the conditions in Lemma 2.16 there holds with the constants stated there
Proof. Since x δ α,β minimizes Φ α,β , the inequality 1 2 Kx
holds. Utilizing the fact Kx † − y δ ≤ δ, the triangle inequality and Lemma 2.16, we have
Applying the inequality ab ≤ Remark 2.18. We see that for the choice β ∼ O(δ), there exists some constant c such that
Hence, the preceding two theorems indicate that the elastic-net regularization can preserve simultaneously the convergence rate of classical Tikhonov regularization and that of 1 -regularization. The rate of the latter is better, but the constant c can be huge. Elastic-net regularization remedies this by retaining the classical rate with a probably more modest constant. All together, we obtain by combining Theorems 2.17 and 2.14 that with β = δ there holds
A posteriori parameter choice
We now turn to an a posteriori parameter choice rule, i.e. the discrepancy principle in the sense of Morozov, for determining the regularization parameter. Note that a priori choice rules usually give only an order of magnitude instead of a precise value, which undoubtedly impedes their practical applications. In contrast, the discrepancy principle enables constructing a concrete scheme for determining an appropriate regularization parameter. However, there have been relatively few investigations of a posteriori choice rules for regularization involving general convex functional [2, 20] . The subsequent developments are motivated by those in reference [20] . Mathematically, the principle amounts to solving a nonlinear equation in β
for some τ ≥ 1. Without loss of generality, we shall fix τ = 1 in the sequel. We shall need the next lemma.
Lemma 2.19. The minimizer to the functional Φ α,β vanishes if and only if α ≥ sup h∈ 2 ,h =0
Proof. Assume that 0 is a minimizer of the functional Φ α,β . The minimizing property of 0 implies that for any h ∈
Collecting the terms gives
By dividing by h 1 and setting h = εh and letting ε tend to zero we deduce that
Conversely, assume that the above inequality holds. Then for any h ∈ 2 , there holds
By completing square it gives
The next result shows the existence and uniqueness of the solution to equation (10) .
Theorem 2.20. Assume that the conditions lim β→0 Kx δ α,β − y δ < δ and y δ > δ hold. Then there exists at least one solution β * to equation (10) . Moreover, if the solution β * satisfies β * η < sup h∈ 2 ,h =0
, then it is also unique.
Proof. Let β 1 and β 2 be distinct and for i = 1, 2 denote α i = ηβ i . By the minimizing property of x δ α1,β1 and x δ α2,β2 we have
From these two inequalities we derive Under the assumption βη < sup h∈ 2 ,h =0
α,β is nonzero, and thus for distinct β 1 and β 2 , the solutions x δ α1,β1 and x δ α2,β2 are distinct. We show the uniqueness by means of contradiction. Assume that there exist two distinct solutions β 1 and β 2 to equation (10) . By the minimizing property and distinctness of x δ α1,β1 and x δ α2,β2 , we have
which together with Kx
). Reversing the role of β 1 and β 2 gives R η (x δ α2,β2 ) < R η (x δ α1,β1 ), which is a contradiction.
The next result shows the consistency of the discrepancy principle for elastic-net regularization. We remind that the regularization parameter β determined by the discrepancy principle depends on both δ and y δ , although the dependence is suppressed for notational simplicity.
Theorem 2.21. Let β be determined by equation (10), and x † be the R η -minimizing solution of the inverse problem. Then we have lim
Proof. By the minimizing property of the solution x δ α,β , we have
This together with equation (10) and the fact that Kx † − y δ ≤ δ indicates that
i.e. the sequence {R η (x δ α,β )} δ is uniformly bounded. Therefore the sequence {x δ α,β } is uniformly bounded, and there exists a subsequence of {x δ α,β } δ , also denoted as {x δ α,β }, and some x * , such that x δ α,β converges weakly to x * . By the triangle inequality, we have
Therefore, weak lower semicontinuity of the norm gives
i.e. Kx * − y † = 0 or Kx * = y † . From inequality (11), we have
Therefore, x * is a R η -minimizing solution, and by noting the uniqueness of the R η minimizer x † , we deduce that x * = x † . Since every subsequence of {x δ α,β } has a subsequence weakly converging to x † , the whole sequence weakly converges to x † . Furthermore, we have
This together with the weak convergence and Lemma 2.6 implies the desired strong convergence.
The next result shows that the discrepancy principle achieves similar convergence rates as the a priori parameter choice rule under identical conditions. Theorem 2.22. Assume that the exact solution x † satisfies the source condition (7) and the regularization parameter β is determined according to equation (10) . Then there holds
Moreover, if the conditions of Lemma 2.16 hold, then there holds with the constants given there
Proof. Since x † satisfies the source condition (7) there exists ξ ∈ ∂ x † 1 such that K * w = x † +ηξ. Inequality (11) implies that
However, noting ξ ∈ ∂ x † 1 , we have by the defining inequality of a subgradient
Combining above two inequalities gives the first estimate. By inequality (11) and Lemma 2.16, we have
This concludes the proof of the theorem.
Active set algorithms
Having established the analytical properties of the elastic-net functional and its minimizers, we now proceed to the algorithmic part of minimizing the functional. We will derive adaptations of the SSN [15] and FSS [21] and show that these algorithms are regularized versions of the respective 1 -algorithms. In addition, we show convergence results for both methods. For notational simplicity, we shall drop the superscript δ in this section.
Regularized SSN (RSSN)
We now derive an algorithm for the elastic-net functional Φ α,β based on the SSN [18, 28] , which in turn coincides with a regularization of the SSN [15] and hence will be called RSSN.
Using sub-differential calculus the optimality condition for Φ α,β reads 0 ∈ ∂Φ α,β (x) = ∂Ψ α (x) + βx.
With the help of the set-valued Sign function, it reads
The similarity of the optimality conditions for classical 1 -and elastic-net minimization suggests adapting existing 1 -algorithms. It can be formulated equivalently using the soft-shrinkage function S α , which is defined componentwise by S α (x) i = max{0, |x i | − α} · sign(x i ). 
Proof. Obviously, the inclusion (12) is equivalent to
Noting the identity S α = (id +α Sign) −1 (see, e.g. [15] ) it follows that
Now the identity S cα (cx) = cS α (x) for c > 0 concludes the proof.
The RSSN consists of solving equation (13) by Newton's method. F (x) is not differentiable in the classical sense because of the nonsmooth shrinkage operator S α , and thus a generalized notion of differentiability is required for applying Newton's method. We shall use the notion of Newton derivative [8, 18] . The shrinkage operator S α turns out to be Newton differentiable. More precisely, we have the next result.
Lemma 3.2 ([15]). A Newton derivative of
Proof. Splitting the equation D(x)f = g blockwise gives
Therefore, the invertibility of D(x) only depends on the invertibility of β id Ax +M Ax . Denote by P Ax the canonical projection P Ax : 2 → 2 which projects onto the components listed in A x . Then the matrix M Ax = P Ax K * KP Ax , and thus it is self-adjoint and positive semidefinite. Therefore, the eigenvalues of β id Ax +M Ax are contained in the interval [β, ∞). Consequently, the matrix β id Ax +M Ax is invertible, and (β id Ax +M Ax ) −1 ≤ β −1 . Now the assertion follows from
where we have used the inequality M AxA c
This lemma verifies the computability of Newton iterations to find solutions of (13):
In particular, this shows that the next iterate depends on the previous one only via the active set.
We are now ready to state the complete algorithm.
Step 1 Initialize:
Step 2 Choose active set A x k = {i ∈ N : |K * (Kx k − y)| i > α} and calculate
Step 3 Update for the next iterate
Step 4 Check stopping criteria. Return x k+1 as a solution or set k ← k + 1 and repeat from step 2.
A natural stopping criterion for the algorithm is the change of the active set. If it does not change for two subsequent iterations, then a minimizer has been attained. The next result is well known and included for completeness.
2 → H 2 and α, β > 0. The RSSN converges locally superlinearly.
Proof. Let x * be the minimizer of Φ α,β . Using the above lemmas and F (x * ) = 0 we have
The definition of Newton derivative implies
and hence for arbitrary ε > 0 and x k − x * 2 sufficiently small we have
which shows the desired superlinear local convergence.
Remark 3.5. Several comments on the algorithm are in order. Firstly, this algorithm differs from the classical SSN [15] only in the regularization of the equation in step 3. Secondly, the proposed RSSN method is different from the standard regularized Newton method (also known as the Levenberg-Marquardt method) via
for some η > 0, in that the latter regularizes globally whereas the former regularizes only on the active set. Thirdly, there are several equivalent reformulations of the minimization problem. For instance, multiplying (12) by γ > 0 and adding x gives
and also an alternative characterization of a minimizer of Ψ α,β : x−S γα (x−γK * (Kx−y)−γβx) = 0. It leads to a similar algorithm but with a different active set, i.e.
Another choice of the active set derives by rewriting (15) as x − γK * (Kx − y) ∈ (1 + γβ)x + γα Sign(x). This gives (1 + γβ)x − S γα (x − γK * (Kx − y)) = 0, and also a third choice of the active set
These different choices may affect the convergence behavior of the respective algorithms.
Regularized FSS (RFSS)
The main drawback of the RSSN is its potential lack of global convergence. Globalization may be achieved by adopting alternative selection strategies for the active set. The RFSS is one such example. It derives from the FSS [21] as the RSSN from the SSN. In this section we will describe the RFSS algorithm in detail and show the next convergence result. For simplicity, we consider only finite-dimensional problems: K : R s → R m , y ∈ R m and s = {1, 2, . . . , s}.
Theorem 3.6. The RFSS converges globally in finitely many steps, moreover every iteration strictly decreases the value of the functional Φ α,β .
We shall need the notion of consistency, which plays a fundamental role in the RFSS.
With a consistent triple (A, x, θ) we can split the optimality condition (12) into
Remark 3.8. The formulas (16) and (17) correspond to the optimality condition for the following auxiliary functional
By the definition of consistency, Φ α,β (x) = Φ α,β,θ (x) if sign(x) i = θ i for all nonzero components of x. In any case we have Φ α,β,θ (x) ≤ Φ α,β (x). Now we are ready to describe the complete RFSS algorithm in five steps. The description will also provide a constructive proof of Theorem 3.6.
Step 1 (ii) continue with Step 2 if (17) is not fulfilled; (iii) continue with Step 3 otherwise.
Step 2 At this step, the following premises hold: The optimality condition (17) is not fulfilled and the triple (A k−1 , x k−1 , θ k−1 ) is consistent. This step performs a greedy scheme by selecting the index i k 0 violating condition (17) the most, i.e.
Then update the active set by
and continue with Step 3.
Step 3 Calculate the next iterate x k such that (16) is fulfilled, i.e. x k is optimal for Φ α,β,θ k , by
Observe that the update coincides with that in the RSSN. If the triple (A k , x k , θ k ) is consistent, continue with Step 5, and otherwise continue with Step 4. For the former, we deduce from Remark 3.8 that
Step 4 This step handles inconsistent (A k , x k , θ k ). We consider two different cases separately.
Case 1 The preceding step of Step 3 is
Step 4, i.e. (A k , x k−1 , θ k ) is consistent. Therefore, there must be at least one index such that the signs of x k and x k−1 differ. Let λ 0 the smallest λ ∈ (0, 1) such that
and denote
by the minimizing property of
and check equation (16) . If fulfilled continue with step 5, otherwise increase k by one and continue with step 3.
Case 2 The preceding step of Step 3 is Step 2, i.e. |K * (Kx
and moreover,
Now the Taylor expansion of Φ α,β,θ k at x k−1 yields that forx near to
The minimizing property in Step 3, implies that Φ α,β,θ k (x k ) < Φ α,β,θ k (x k−1 ), which further implies together with the convexity of Φ α,β,θ k that there exists ax near to x k−1 on the line segment from
Thus there can be a sign change for x k−1 to x k only on a component other than i k 0 . Now we continue analogously to Case 1. 
Test 4: Convergence rates
The next experiment studies the convergence rates with respect to the noise level δ, see Theorems 2.14 and 2.17. Here we utilize the blur problem from MATLAB regularization tools [17] with the following parameters: image size 50 × 50, band 5, sigma 0.7. We calculate the minimizer x * of Φ α,β using RSSN with α = δ and each β ∈ {0, α/4, α/2, α}. Figure 1 displays the noise levels δ (x-axis) and the respective errors x δ α,β − x * 2 (y-axis) in a doubly logarithmic scale. In the figure, the line from bottom to top corresponds respectively to the results for β = 0, α/4, α/2 and α.
The results shown in Figure 1 corroborate the estimate (9) in Remark 2.18: For large β values and high noise levels we observe x Table 5 . One can clearly see the regularizing effect of elastic-net compared to classical 1 minimization: The algorithms for the latter do not converge for low noise levels, i.e. small α values and β = 0. Upon decreasing noise level one observe the growing influence of the ill-conditioning of the operator, which consequently leads to numerical troubles for the classical 1 algorithms. Finally we add 5% noise into the blurred image. The reconstructed images for α = 4×10 −4 and different β values are shown in Figure 2 . For this example none of the tested 1 algorithms would converge. However, a path-following strategy can remedy the problem: decreasing the β value gradually, and using the elastic-net reconstruction for a larger β value as the initial guess for the RSSN iterations with a smaller β value. This is in accordance with Proposition 2.2. Numerically, by iterating this procedure we can then obtain an acceptable 1 -reconstruction. The reconstructions show also clearly the qualitative differences between elastic-net and 1 -minimization: For the former, neighboring pixels tend to feature groupwise structure, whereas for the latter, neighboring pixels more or less behave independent of each other.
Conclusion
We analyzed the elastic-net regularization from an "inverse problem" point of view. Using classical and modern techniques we showed that elastic-net regularization combines the best of both 2 -and 1 -regularization, i.e. the good convergence rate of 1 -regularization and modest constants in the error estimates from 2 -regularization. Moreover, we also showed that the a posteriori parameter choice due to Morozov also works for elastic-net regularization and leads to the same convergence rates as our a priori choice. Large parts of our analysis were based on a linear coupling of the two regularization parameters. However, Theorem 2.7 indicates that an asymptotic linear coupling of the parameters would suffice. From Example 2.8 one may conjecture that there is a critical value of the coupling constant η for all values greater than which the minimal-η · 1 + We have also developed two active set methods for minimizing the elastic-net functional and numerically confirmed their excellent performance. We may state that elastic-net is coequal to classical 1 minimization in terms of relative error, sparsity and computation time for well conditioned problems and is favorably for ill-conditioned problems. 
