Instead of studying Lax equations as such, a solution Z of a Lax equation is assumed to be given. Then Z is regarded as defining a constraint on a non-autonomous linear differential equation associated with the Lax equation. In generic cases, quadrature and sometimes algebraic formulae in terms of Z are then proved for solution x of the linear differential equation, and examples are given where these formulae lead to new results in higher-order variational problems for curves in general semisimple Lie groups G, extending results previously obtained by different methods for the case where G has dimension 3. The new construction is explored in detail for G = SU(m).
Introduction
Let G be an n-dimensional connected Lie group, with Lie algebra G ≡ T G e where e ∈ G denotes the identity. Left and right multiplications are denoted as L and R, the adjoint representations by Ad and ad. The kernel of Ad, namely the centre of G, is denoted by Z G . The space V of all C ∞ curves V : R → G is also a Lie algebra with respect to the pointwise Lie bracket in G. The present article provides algebraic and quadrature formulae for solutions of non-autonomous linear differential equations of the formẋ (t) = dL(x(t)) e V (t),
where x : R → G and V ∈ V satisfies particular kinds of constraints called Lax constraints. Examples are given where these formulae lead to new results for solutions of a class of higher-order variational problems arising in mechanical engineering. Because equation (1) can be solved by piecing together local solutions, distinctions between (say) SO(3) or its double cover SU (2) are unimportant. What is essential is the Lie algebra structure, the way G is represented for local computations, and any constraints on V . A Lax constraint on V ∈ V is a condition of the formŻ
(t) = ad(Z(t))V (t) = [Z(t), V (t)]
for all t ∈ R, where Z ∈ V is given and [ , ] denotes the Lie bracket. Given V ∈ V, because of the Jacobi identity for Lie brackets, the vector space
Lax pairs and Lax constraints

When Z ∈ Z(V ), (Z, V ) is usually called a Lax pair. For a Lax pair (Z, V )
, where G is a Lie algebra of m × m matrices, it follows from equations (1) and (2) that
Z(t) = x(t)Z(0)x(t)
for some curve x of invertible m × m matrices. In particular, the characteristic polynomial of Z(t) is independent of t, and the coefficients of the characteristic polynomial are integrals of (2) . In applications there may be constraints relating Z and V , turning (2) into a nonlinear system in the unknown Z ∈ V. For instance, the equations of motion of a rigid body about a fixed point in a constant gravitational field can be written in the form (2) , where V is related to Z by an equation involving the inertia operator [1, Chapter 1, section 1.2] . The periodic Toda lattice [1, Chapter 5, section 1.1] is also described by a Lax pair where Z and V are related. In these cases the primary task is to investigate the unknown Z. In contrast, the present paper focuses on solving equation (1) for an unknown x : R → G in situations where equation (2) holds and Z ∈ Z(V ) is supposed given. Then, equation (2) is viewed as a constraint on the variable coefficient V on the right-hand side of equation (1) . These Lax constraints arise in variational problems for higher-order geodesics in Lie groups [2-6, 8-10, 12-15]. Higherorder geodesics have applications to trajectory planning for rigid body motion [11] , and Riemannian cubics are fundamental examples.
Riemannian cubics
Let N be a connected n-dimensional Riemannian manifold with Riemannian metric , and associated Riemannian norm . A Riemannian cubic [6, 10] is a critical point of the functional
are prescribed for i = 0, 1. Hereẋ(t) denotes the derivative of x, and ∇ is the Levi-Civita covariant derivative defined by , [7] . The Euler-Lagrange equations for x are
where R x(t) is the Riemannian curvature of N at x(t). When N is Euclidean n-space E n , Riemannian cubics are polynomial curves of degree less than or equal to 3. In more general Riemannian manifolds such as spheres or Lie groups, Riemannian cubics have interesting mathematical properties meriting further investigation. Interested readers may refer to [2, 3, 5] , and for applications [11] .
In the special case where N is a semisimple Lie group G, with , bi-invariant, equation (4) reduces to an equation of the form (1) where V : [0, 1] → G is a Lie quadratic satisfying
for some constant C ∈ G. The dynamics of equation (5) are extremely interesting and sometimes complicated [12, 13] . So determining V is not straightforward. Nevertheless, it may be asked whether x can be computed by quadratures in terms of V . Considering the extreme pathology of some of the examples in [13] , any kind of integrability result for Riemannian cubics in non-Euclidean spaces is likely to be of interest. The codimension n-space of null Riemannian cubics, where C = 0, is much more manageable but still mysterious [12] . Surprisingly, in special cases where the dimension n of G is 3, solutions of equation (1) can be found by quadrature in terms of V and its derivatives [14, 16] . Null Riemannian cubics in three-dimensional semisimple Lie groups can even be written down algebraically without quadrature. Similar remarks can be made for Riemannian cubics in tension [15] and other higher-order curves [17] when n = 3. The constructions depend essentially on the Lie algebra structures of SO(3) and SO(1, 2).
Quadratures in general semisimple Lie groups
The present article uses different methods to prove analogous results for curves satisfying Lax constraints in arbitrary semisimple Lie groups. In this more general setting, Theorem 2.1 shows how equation (1) can usually be solved by quadrature in terms of V by means of a single Lax constraint. Given two Lax constraints, Corollary 3.2 solves equation (1) without quadrature using mainly linear algebra. In particular, for a general semisimple Lie group G, Riemannian cubics in G are found from V by quadrature, and null Riemannian cubics in G are given algebraically.
The main results are stated in sections 2 and 3 and proved in sections 4-6. In section 7, the special case G = SU(m) (m ≥ 2) is treated in detail. Because SU(2) and SO(3) are Lie isomorphic, the results of section 7 for m = 2 can be compared with the algorithms of [14] for SO (3) . Interestingly, the two approaches are different, and the results of section 7 just as simple.
Once-constrained systems
As is well known and easily verified, equations (1) and (2) together imply that
where
According to equation (2), x is a prototype for itself, but other prototypes can be found algebraically, as in section 7. Let y be any prototype. In section 4, for the case where G is semisimple, we solve equation (1) for x by quadrature in terms of V and y as follows.
can be calculated. So, we are in a position to apply Theorem 2.1, as follows. We first find D by the algebraic formula in equation (6), using the given initial value
∈ G we cannot proceed. However, G is open and dense in G, and so almost surely D ∈ G . Having checked this, we compute the Abelian Lie subalgebra H D following the prescription in Definition 4.2 of section 4.
The next step is to find a prototype y : [0, 1] → G of the solution x. This is done algebraically, as shown in section 7 for the case where G = SU(m). Using the prototype y, its derivativeẏ, and the given Lie quadratic V :
Then, as H D is a known Abelian Lie algebra, the exponential of this quantity can be computed in closed form. Multiplying on the right by y(t), we at last have x(t), by Theorem 2.1.
Previously, this kind of computation was only done for the three-dimensional semisimple Lie groups using case-by-case constructions depending on the groups [14] . In these cases, H D is onedimensional and the constructions of the present article give expressions no more complicated than the explicit formulae of [14] .
Twice Lax-constrained systems
When V satisfies two Lax constraints, we can usually do even better, solving equation (1) without quadratures, by purely algebraic methods. The notion of a good representation ρ : G → GL k (W ) is defined in section 6, where k is either R, C, or the quaternions H, and W is a finite-dimensional vector space over k. When G is semisimple, the adjoint representation is good. The standard representations of the classical groups are also good. In section 6, we prove the following. 
2) . For t ∈ R let B(t) be the solution set of the simultaneous homogeneous linear equations
In particular, equation (1) is solved algebraically for x using only Z 1 , Z 2 ∈ Z(V ) and x(t 0 ) for some t 0 ∈ R. Curiously, we do not even need V to solve equation (1) 
In [14] , equations (9) and (10) are used to determine x(t) algebraically when G is SO(3) or SL(2, R). Theorem 3.1 achieves this for general semisimple Lie groups by a different construction using
Proof of Theorem 2.1
For Suppose from now on G is semisimple, namely , is non-degenerate. Then Z G is discrete and G ⊗ C is a semisimple complex Lie algebra. 
where the sum is direct, over a finite subset of non-zero elements of the complex dual of H v,C , with 
Proof of Theorem 2.1 By equation (7), Ad(h(t))D = D for all t, where h(t) ≡ x(t)y(t) −1 . Differentiating Ad(h(t)) • Ad(h(t) −1 h(s))D with respect to s at s = t, ad(v(t))D = 0, where v(t) ≡ dL(h(t) −1 ) h(t)ḣ (t). So for all t, ad(D)v(t) = 0 and v(t) ∈ H D,R . Because D ∈ G , H D,R is a CSA. Because G is semisimple H D,R is Abelian. Therefore, and sinceḣ(t) = dL(h(t)) e v(t) with h(t 0 ) = e, h(t) = exp
dR(y(t) −1 ) x(t)y(t) −1ḣ(t ) + dL(h(t)) y(t)ẏ =ẋ(t) = dL(h(t)) y(t) • dL(y(t)) e V so that dL(h(t)) y(t) • dR(y(t) −1 ) e v(t) = dR(y(t) −1 ) x(t)y(t) −1 • dL(h(t)) e v(t) = dL(h(t)) y(t) • dL(y(t)) e V − dL(h(t)) y(t)ẏ (t) and v(t) = −dR(y(t)) y(t) (ẏ(t) − dL(y(t)) e V (t)) = −Ad(y(t))(dL(y(t)) −1 eẏ (t) − V (t)).
Twice-regularity
DEFINITION 5.1 Let A be a finite-dimensional real or complex Lie algebra of rank r. Call v ∈ A twice-regular when the n − r non-zero complex eigenvalues of ad(v) are distinct. The set of all twice-regular
where r is the rank of A and p i are the polynomials of Definition 4.2. Let q(v) be the resultant ofχ v and its derivativeχ v with respect to λ, obtained by eliminating λ ∈ C between the simultaneous equationsχ v (λ) =χ v (λ) = 0. Then A contains the complement in A of a union of two affine algebraic hypersurfaces:
So, unless q is identically 0, A contains an open dense subset of A with respect to the norm topology.
LEMMA 5.2 Let A be a real or complex Lie algebra. Given v ∈ A and any
λ v ∈ C satisfying χ v (λ v ) = 0, there are open neighbourhoods U v of v in A and U λ v of λ v in C, and a C ∞ function φ v : U v → U λ v such thatχ −1 v (0) = {φ v (ṽ)} for allṽ ∈ U v .
Proof . Becauseχ v (λ v ) = 0 and v ∈ G ,χ v (λ v ) = 0. The result follows from the implicit function theorem for (ṽ, λ) →χṽ(λ).
Applying Lemma 5.2 to each non-zero eigenvalue ofχ v , we find A is open in A and therefore in
A. Notice G = (G ⊗ C) ∩ G.
LEMMA 5.3 G is open and dense in the real semisimple Lie algebra G.
Proof . As noted before Lemma 5.2, it suffices to show G = ∅. Because the G ρ are complex onedimensional, the ρ(ṽ) are distinct for some realṽ ∈ G , namelyṽ ∈ G .
Given v ∈ G and w ∈ G write w = w v + ρ∈R w ρ where w 0 ∈ H v,C and w ρ ∈ G ρ , according to the decomposition (11) . Then set
LEMMA 5.4 For G real and semisimple, G (2) is open and dense in G × G.
Proof . By Lemma 5.3 anyṽ ∈ G can be perturbed to v ∈ G . Then a small perturbation ofw ∈ G to w gives all w ρ = 0. So G (2) is dense in G × G. For a small perturbation of (v, w) ∈ G (2) to (ṽ,w), v ∈ G by Lemma 5.3 again. It remains to show allwρ = 0. For a small perturbation,w ρ = 0 for all ρ ∈ R. So, it suffices to show the complex non-null eigenspaces Gρ of ad(ṽ) depend continuously onṽ near v ∈ G . By Lemma 5.2, these eigenspaces solve homogeneous C-linear corank-1 systems with coefficients that are C ∞ inṽ. (2) , where G is real and semisimple. Then 
is the whole of G.
Proof . By [18, Corollary 4.3.2] ρ ∈ R ⇔ −ρ ∈ R and then w ρ , w −ρ = 0. By Lemma 5.5,
Good representations
Let k be either R, C or H. Let W be an m-dimensional vector space over k, where m ≥ 2. Let ρ: G → GL k (W ) be a homomorphism, and suppose G is semisimple.
DEFINITION 6.1 ρ is good when Ker(ρ) is discrete, and if
• a for all v ∈ G then a is multiplication by a constant in k. EXAMPLE 6.2 Take ρ = Ad, k = R, W = G and m = n. As G has no non-trivial Abelian ideals, Ker(ad) = 0. So Ker(Ad) = Z G is discrete, and the image of dAd e = ad is the whole of End R (G). So Ad is good. LEMMA 6.3 Suppose, for any k-linearly independent {v, w} ⊆ W, there are g ∈ G and λ ∈ k with ρ(g)v = v and {w, ρ(w)} k-linearly independent. If Ker(ρ) is discrete, ρ is good.
Proof . If a ∈ End k (W ) commutes with everything in the image of dρ e , it commutes with elements in the image of ρ(exp(G)) ⊆ W . Because G is generated by exp(G), a commutes with everything in the image of ρ. Given v ∈ W with {v, a(v)} k-linearly independent, take w = a(v). Then
By contradiction, for any 0 
Proof . Because a commutes with dρ e (v) , dρ e (w) it commutes with every element of dρ e (A(v, w) ). Because (v, w) ∈ G (2) , G is the R-linear span of A(v, w), by Lemma 5.6. So, a commutes with everything in dρ e (G). D 2 ) , and on the whole of G by Lemma 5.6. Because Ker(ρ) is discrete, Ker(dρ e ) = {0}. Therefore z ∈ Ker(Ad) = Z G . Setting
Proof of Theorem
which is discrete, because G is semisimple and Z G is discrete. (2), Z(t) has the same eigenvalues as D = Z(0) for all t ∈ R. Because Z(t) is skew-Hermitian with distinct eigenvalues, the eigenspaces Z p (t) of the d p are C-one-dimensional and mutually orthogonal with respect to the Hermitian inner product
Lax constraints and SU(m)
is C ∞ . Then y is a prototype. By Theorem 2.1,
x(t) = (b(t))y(t).
Given Z 1 , Z 2 ∈ Z(V ), Corollary 3.2 avoids quadratures for the b p (t) and construction of the prototype, by the following algebraic solution of (1) for x(t). Because equation (1) local solutions can be pieced together it suffices to solve (1) for x(t) where t ≈ 0 and x(0) is given. As before, assume without loss that x(0) = 1 C m , and write D j = Z p (0) for j = 1, 2.
• For t ≈ 0 solve the simultaneous homogeneous linear equations
for a non-zero complex m × m matrix b. Although equation (13) amounts to 2m 2 complex linear equations in only m 2 complex unknowns, b is unique up to non-zero multiples µ ∈ C.
Conclusion
There are some well-known situations in the higher-order calculus of variations where Lax equations appear as constraints on non-autonomous differential equations for curves x in Lie groups G, and the case where G = SO(3) has been rather well-studied from the point of view of applications in mechanical engineering. In particular, there are circumstances where a solution Z of a Lax equation constraining x can be used to provide quadrature and sometimes algebraic formulae for Z, in the special case of curves such as Riemannian cubics in a three-dimensional semisimple Lie group G. The present article uses a different construction in very general circumstances to extend these results to formulae for curves in arbitrary semisimple Lie groups.
In the more general setting of non-autonomous linear differential equation (1) in a semisimple Lie group, Theorem 2.1 is stated in terms of a prototype y for an unknown solution x. Prototypes are curves satisfying a weaker condition (7) than the differential equation (1) , and are much easier to find than solutions x. In section 7, we describe in detail how protypes may be constructed algebraically when G = SU(m).
The other ingredient needed to apply to Theorem 2.1 is the existence of a Lax constraint (2) whose dependent variable Z is supposed to be a given curve in the Lie algebra G of G. Then Theorem 2.1 gives a formula for x in terms of y, Z, an ordinary integral, exponentials and algebraic operations. Example 2.2 focuses on the case where x is a Riemannian cubic. Then there is a Lax constraint with Z =V , where V is the associated Lie quadratic, and Theorem 2.1 is used to solve for the Riemannian cubic x in terms of Z. In effect, x is found in terms of its Lie quadratic V .
When we are given two Lax constraints satisfying a genericity condition, Theorem 3.1 enables a great deal more to be said about x. A key point in the proof is that a generic pair of elements of a semisimple Lie algebra G over R or C is enough to generate the whole of G. It seems difficult to find a reference for this significant and presumably well-known fact, and so the phenomenon is treated carefully in section 5, where a sufficient condition is given by Lemma 5.6. In part because of the need to refer back to this condition, Theorem 3.1 is somewhat technical to state, but it follows in Corollary 3.2 that (1) can be solved algebraically, without the need for quadratures, from a generic pair of Lax contraints. It is harder to find pairs of Lax constraints than single Lax constraints, but there are cases of interest where it can be done.
A Riemannian cubic is said to be null when its Lie quadratic V satisfies equation (5) with C = 0. So the null Riemannian cubics are a codimension-n subset of the 4n-dimensional space of all Riemannian cubics. In Example 3.3, null Riemannian cubics are shown to satisfy pairs of Lax constraints, related in different ways to the underlying Lie quadratics V . It follows from Corollary 3.2 that a null Lie quadratic x can be computed algebraically from V and its derivative, without the need for quadrature. This applies to null Lie quadratics in a semisimple Lie group of arbitrary dimension n, and was previously known only when n = 3.
