Numerical simulation is used more and more frequently in the analysis of physical phenomena. A simulation requires several phases.
Handbook of Granular Computing
Debugging for Numerical Application) library which implements the CESTAC method. The construction of these granules and the tools working on them are detailed in this first part.
In the second part, the use of DSA via the CADNA library in three categories of numerical methods is presented. For finite methods, the use of DSA allows the detection of numerical instabilities and provides the number of exact significant digits of the results. For iterative methods the use of DSA allows iterations to be stopped as soon as a satisfactory result is reached and thus provides an optimal (in some sense) termination criterion. Additionally, it also provides the number of exact significant digits in the results. In the case of approximate methods, DSA allows the computation of an optimal step size for the numerical solution of differential equations and the computation of integrals. As in the previous cases, DSA also provides the number of exact significant digits in the results. For each of the three categories, simple but illustrative examples are presented.
Round-Off Error Propagation Induced by FP Computation
A numerical algorithm is an ordered sequence of ν operations. For the sake of simplicity it is supposed that the considered algorithm provides a unique result r ∈ R. When this algorithm is translated into computer and executed, FP arithmetic is used. The obtained result always contains an error resulting from round-off error propagation and is different from the exact result r . However, it is possible to estimate this error from the round-off error resulting from each FP operator.
Errors Due to FP Operators
Let us consider any value x ∈ R in normalized FP form: in this section lowercase letters are used for real numbers and uppercase letters are used for 'machine numbers. ' The FP operations on machine numbers are denoted, respectively, by ⊕, , ⊗, . A real number x is then represented using radix b as
where ε is the sign of x, m is an unlimited mantissa, b is the radix, and e is the integer exponent. This real number x is represented on a computer working with b = 2 and a finite length of p bits for the mantissa as X ∈ F, F being the set of FP values which may be represented on a computer and expressed as
where M is the limited mantissa encoded using p bits, including the hidden bit, and E is the exponent. Then, the absolute round-off error resulting from each FP operator is
In what follows it is supposed that the two exponents e and E are identical, which is the case most of the time, except, e.g., if x = 1.9999999 and X = 2.0000000. So the difference X − x, being caused by rounding, is
with the finite mantissa M and the infinite mantissa m being identical up to the pth bit. Consequently, r For the assignment operator, this round-off error can be expressed by equation (3):
For the rounding to nearest mode: α ∈ [−0.5, 0. r For the addition operator ⊕
where E 3 , ε 3 , and α 3 are, respectively, the exponent, the sign, and the round-off error resulting from the FP addition.
r For the subtraction operator
r For the multiplication operator ⊗
In equation (7) the fourth term is of second order in 2 − p . When this term is neglected, the approximation to the first order of the round-off error resulting from the FP multiplication is expressed as equation (8):
r For the division operator
In the same way as that for the multiplication, the approximation to the first order of the round-off error is expressed as equation (9):
Error in a Computed Result
Starting from the equations in Section 2.2.1, the absolute round-off error on the computed result R of a code requiring ν FP operations including assignments can be modeled to first order in 2 − p by equation. (10) 
where g j (d) are quantities depending exclusively on the data and on the code but independent of the α j 's and r and R are the exact result and the computed result respectively. This formula has been proved in [2, 3] .
The CESTAC Method, a Stochastic Approach for Analyzing Round-Off Error Propagation
In the stochastic approach the basic idea is that during a run of a code round-off errors may be randomly positive or negative with various absolute values. Thus in equation (10) , the coefficients α j 's may be considered as independent random variables. The distribution law of α j 's has been studied by several authors. First, Hamming [4] and Knuth [5] showed that the most realistic distribution of mantissas is Handbook of Granular Computing a logarithmic distribution. Then, on this basis, Feldstein and Goodman [6] proved that the round-off errors denoted by the α j 's can be considered as random variables uniformly distributed on the intervals previously defined in Section 2.2.1 as soon as the number of bits p of the mantissa is greater than 10. Note that in practice p ≥ 24. In this approach a computed result R can be considered as a random variable, and the accuracy of this result depends on the characteristics of this random variable, i.e., the mean value μ and the standard deviation σ . This means that the higher the value of σ μ , the lower the accuracy of R. But for estimating μ and σ it is necessary to obtain several samples of the distribution of R. Unfortunately, during the computation information on round-off errors is lost.
In consequence, how is it possible to obtain several samples of the computed result R? The CESTAC method gives an easy answer to this question.
Basic Ideas of the Method
The CESTAC method was first developed by M. La Porte and J. Vignes [7] [8] [9] [10] [11] and was later generalized by the later in [12] [13] [14] [15] [16] [17] [18] [19] .
The basic idea of the method is to execute the same code N times in a synchronous manner so that round-off error propagation is different each time.
In doing this N samples are obtained using a random rounding mode.
The Random Rounding Mode
The idea of the random rounding mode is that each result R ∈ F of an FP operator (assignment, arithmetic operator), which is not an exact FP value, is always bounded by two FP values R − and R + obtained, respectively, by rounding down and rounding up, each of them being representative of the exact result. The random rounding consists, for each FP operation or assignment, in choosing the result randomly and with an equal probability, as R − or R + . When a code is performed N times in a synchronous parallel way using this random rounding mode, N samples R k , k = 1, . . . , N , are obtained of each computed result. From these samples, the accuracy of the mean value R, considered to be the computed result, may be estimated as explained in the following section.
Modeling the CESTAC Method
From the formalization of the round-off error of the FP operators presented in Section 2.2, a probabilistic model of the round-off error on a computed result obtained with the random rounding mode has been proposed. This model is based on two hypotheses: -Hyp. 1: The elementary round-off errors α j of the FP operators are random, independent, uniformly distributed variables. -Hyp. 2: The approximation of the first order in 2 − p is legitimate.
Hypothesis 2 means that the terms in 2 −2 p , which appear in the expression of the round-off error of FP multiplications and FP divisions, have been neglected. Only the terms in 2 − p are considered. It has been shown [2, 3] that if the two previous hypotheses hold, each sample R k obtained by the CESTAC method may be modeled by a random variable Z defined by
where u i (d) are constants, ν is the number of arithmetic operations, and z i are the relative round-off errors on mantissas considered as independent, centered, and equidistributed variables.
r The distribution of Z is a quasi-Gaussian distribution. Consequently to estimate the accuracy of R it is legitimate to use Student's test which provides a confidence interval for R and then to deduce from this interval the number of significant decimal digits C R of R, which is estimated by equation (12) .
where
τ η is value of Student's distribution for N − 1 degrees of freedom and a probability level 1 − η.
Remark. The statistical property used here is the following. Let m be the unknown mean value of a Gaussian distribution. Then, if (x k ), k = 1, . . . , N , are N measured values satisfying this distribution, x is the mean value of the x k , and σ is the empirical standard deviation defined as σ =
the variable T = From a theoretical point of view, we may define a new number called a 'stochastic number,' which is a Gaussian variable defined by its mean value and its standard deviation. The corresponding operators for addition, subtraction, multiplication, and division define what is called stochastic arithmetic.
Stochastic Arithmetic
Stochastic arithmetic operates on stochastic numbers and is directly derived from operations on independent Gaussian random variables. Let us present here the main properties of this arithmetic, which are detailed in [20, 21] .
From the granular computing point of view a stochastic number is a granule and the stochastic arithmetic is a tool for computing granules.
Definition of the Stochastic Operators

Definition 1. Stochastic numbers (granules).
The set of stochastic numbers denoted S is the set of Gaussian random variables. Then an element X ∈ S is defined by X = (m, σ ), m being the mean value of X and σ being its standard deviation.
If X ∈ S and X = (m, σ ), then λ η exists (depending only on η) such that
I η,X is the confidence interval of m with a probability (1 − η). For η = 0.05, λ η = 1.96. Then the number of significant digits on m is obtained by
7. s ≥ is a reflexive and symmetric relation, but is not a transitive relation. 8. 0 is absorbent; i.e., ∀X ∈ S, 0 s × X s = 0.
Some Algebraic Structures of Stochastic Arithmetic
As seen above stochastic numbers are Gaussian random variables with a known mean value and a known standard deviation. It can be seen that algebraic structures close to those existing in the set of real numbers can be developed for stochastic numbers. But this is beyond the scope of this handbook.
As an example a numerical example of the algebraic solution of linear systems of equations with right-hand sides involving stochastic numbers is presented. The aim of this example is to show how a theory can be developed for a better understanding of the properties of the CESTAC method. In particular, it must be noticed that the signs of errors are unknown but when computing with these errors, operations are done with their signs. Consequently, as errors are represented in the theory by standard deviations of Gaussian variables, a sign must be introduced for them. This is done in the same way that intervals are extended to generalized intervals in which the bounds are not ordered. A stochastic number (m, σ ) for which σ may be negative is called a generalized stochastic number.
For a detailed presentation of the theory, see [23] [24] [25] [26] .
The solution of a linear system with stochastic right-hand sides [24] . We shall use here the special symbol+ for the arithmetic addition over standard deviations and the special symbol * for the multiplication of standard deviations by scalars. These operations are different from the corresponding ones for numbers but the use of the same symbol * for the multiplication of standard deviations or stochastic numbers by a scalar causes no confusion. The operations + and * induce a special arithmetic on the set R + . We consider a linear system Ax = b, such that A is a real n × n matrix and the right-hand side b is a vector of stochastic numbers. Then the solution x also consists of stochastic numbers, and in consequence, all arithmetic operations (additions and multiplications by scalars) in the expression Ax involve stochastic numbers; therefore, we shall write A * x instead of Ax.
Problem.. Assume that A = (a i j ), i, j = 1, . . . , n, a i j ∈ R is a real n × n matrix, and B = (b, τ ) is a n-tuple of (generalized) stochastic numbers, such that b, τ ∈ R n , b = (b 1 , . . . , b n ), and τ = (τ 1 , . . . , τ n ). We look for a (generalized) stochastic vector X = (x, σ ), x, σ ∈ R n , i.e., an n-tuple of stochastic numbers, such that A * X = B.
Solution.. The ith equation of the system A * X = B reads a i1 * x 1+ · · ·+ a in * x n = b i . Obviously, A * X = B reduces to a linear system Ax = b for the vector x = (x 1 , . . . , x n ) of mean values and a system A * σ = τ for the standard deviations σ = (σ 1 , . . . , σ n ). If A = (a i j ) is non-singular, then x = A −1 b. We shall next concentrate on the solution of the system A * σ = τ for the standard deviations.
The ith equation of the system A * σ = τ reads a i1 * σ 1 + · · · + a in * σ n = τ i . It has been proved [21] that this is equivalent to
Setting y i = sign(σ i )σ 
The solution of
A * X = B is X = (x, σ ).
Numerical Experiments
Numerical experiments, using imprecise stochastic data, have been performed to compare the theoretical results with numerical results obtained using the CESTAC method, implemented in the CADNA library (see Section 2.8). As an example, the two solutions obtained for a linear system are reported below. , the standard deviation of the N = 3 samples has been computed with the CADNA software and then the mean value of the standard deviations has been computed for each component and presented in Table 2 .1.
As we can see in Table 2 .1, the theoretical standard deviations and the computed values are very close.
To conclude this subsection we comment that the theoretical study of the properties of stochastic numbers allows us to obtain a rigorous abstract definition of stochastic numbers with respect to the operations of addition and multiplication by scalars. This theory also allows the solution of algebraic problems with stochastic numbers. Moreover, this provides a possibility of comparing algebraically obtained results with practical applications of stochastic numbers, such as those provided by the CESTAC method [27] .
Remark. The authors are grateful to Professor S. Markov from the Bulgarian Academy of Sciences and to Professor J.L. Lamotte from University Pierre et Marie Curie (Paris, France) for their contribution to the above section. 
Validation and Implementation of the CESTAC Method
Validation and Reliability of the CESTAC Method
The theoretical validation of the CESTAC method is therefore established if and only if the two previous hypotheses hold. But its efficiency in scientific codes can be guaranteed only if its underlying hypotheses hold in practice:
r Concerning hypothesis 1, because of the use of the random rounding mode, round-off errors α i are random variables; however, in practice they are not rigorously centered and in this case Student's test leads to a biased estimation of the computed result. It may be thought that the presence of a bias seriously jeopardizes the reliability of the CESTAC method. In fact it has been proved in [13] that it is the ratio q of the bias divided by the standard deviation σ which is the key of the reliability of equation (12) . It is shown in [13, 21] that a magnitude of q of several tens only induces an error less than one decimal significant digit on C R computed with equation (12) . This great robustness of equation (12) is due first to the use of the logarithm and second to the natural robustness of Student's test. Consequently in practice even if hypothesis 1 is not exactly satisfied, it is not a drawback for the reliability of equation (12) .
r Concerning hypothesis 2, the approximation to first order only concerns multiplications and divisions, because in formulas (5) and (6) for round-off errors in additions or subtractions, the second-order terms, i.e., those in 2 −2 p , do not exist. For the first-order approximation to be legitimate, it is shown in [2, 20] that if ε 1 and ε 2 are, respectively, the absolute round-off errors on the operands X 1 ∈ F and X 2 ∈ F, the following condition must be verified:
Hence, the more accurate the computed results, the more legitimate the first-order approximation. However, if a computed result becomes non-significant, i.e., if its round-off error is of the same order of magnitude as itself, then the first-order approximation may not be legitimate.
In other words, with the use of the CESTAC method hypothesis 2 holds when 1. The operands of any multiplication are both significant. 2. The divisor of any division is significant.
As a consequence, validation of the CESTAC method requires during the run of the code to control steps (1) and (2). Indeed if (1) or (2) is not satisfied, this means that hypothesis 2 has been violated and then the results obtained with equation (12) must be considered as unreliable. This control is achieved with the concept of the computational zero described in Section 2.6. This control is in practice performed by the CADNA library, which is sketched in Section 2.8.
Implementation of the CESTAC Method
The two main features of the CESTAC method are as follows:
r The random rounding for each arithmetical operation, which consists in randomly choosing either the result rounded to up ρ + or the result rounded to down ρ − .
r Performing the N runs of code.
To set these features in context we must consider the period pre-1988 when FP arithmetic was machine dependent and post-1988 when it was standardized by IEEE. 
Asynchronous Implementation
Before 1988, FP arithmetic was highly computer dependent. Scientific computers as IBM, CDC, and CRAY worked with different rounding modes either with a chopping mode (rounding to zero) or with a rounding to the nearest mode. Sometimes, even on the same computer some arithmetic operations were performed with the chopping mode and others with the rounding to the nearest mode. At this time an implementation which violates the hypotheses of the method has been used in a software named Prosolver [28] . As a consequence this flawed software has been the origin of some criticisms as in [29, 30] , which have been erroneously attributed to the method. This implementation has also been used later in the Monte Carlo arithmetic (see [31] [32] [33] ).
In this implementation, which is called 'asynchronous implementation,' the N runs of a code were performed independently. This means that the code was first run to completion and then it was run a second time and so on until the N th run. In addition, in the software Prosolver, the random rounding mode consisted in randomly adding ±1 or 0 to the last bit of every FP operation result. This random rounding mode is unsatisfactory because, even when the result of an FP operation is an exact FP value, it is increased or decreased by one unit on the last position (ulp). The main criticisms of this implementation were that the random rounding used as defined before violates theorems about exact rounding, and when a computation is virulently unstable but in a way that almost always diverges to the same wrong destination, such a randomized recomputation almost always yields the same wrong result.
The correct implementation is now described in the following section.
Correct Synchronous Implementation
It is only since 1990 that the standard IEEE 754 FP arithmetic has been available to users. Around the same time scientific languages began to provide users with the capability of overloading operators. With IEEE 754 arithmetic and the overloading statements it is easy to implement the CESTAC method correctly.
r A correct random rounding mode It was proposed in Section 2.3.2 to choose ρ − or ρ + as result of FP operator. In practice we use the IEEE 754 rounding toward +∞ and toward −∞. Rounding occur only when an arithmetic operation has a result that is not exact. Therefore no artificial round-off error is introduced in the computation. The choice of the rounding is at random with an equal probability for the (N − 1) first samples, with the last one chosen as the opposite of the (N − 1)th sample.
With this random rounding the theorems on exact rounding are respected.
r Synchronous runs
We have seen previously that to control the reliability of the CESTAC method it is absolutely necessary to detect during the run of the code the emergence of computational zeroes. To achieve this it suffices to use the synchronous implementation which consists of performing each FP operator N times with the random rounding mode before performing the next operation. Thus everything proceeds as if N identical codes were running simultaneously on N synchronized computers each using the random rounding mode. Thus for each numerical result we have N samples, from which with equation (12) the number of significant decimal digits of the mean value, considered as the computed result, is estimated. With this implementation a DSA may be defined, allowing during the run of the code to control dynamically the reliability of the CESTAC method.
Thus it is possible dynamically to -control the round-off error propagation of each FP operation, -detect a loss of accuracy during the computation, -control the branching statements, and -detect a violation of hypothesis 2 which guarantees the reliability of the method.
Discrete Stochastic Arithmetic (DSA)
The concept of the computational zero and the synchronous implementation of the CESTAC method leads to operations on N-tuples as referred to discrete stochastic numbers. Operation on these numbers is
also termed DSA. The salient properties of this arithmetic, which is detailed in [16, 17, 34] , are presented here.
From the granular computing point of view, a discrete stochastic number is a granule and the DSA is a tool for computing granules.
Discrete Stochastic Arithmetic Operators
Definition 6. Discrete stochastic numbers (granules).
A discrete stochastic number is an N -tuple formed by the N samples provided by the synchronous implementation of the CESTAC method.
Definition 7. Discrete stochastic arithmetic (tools working on granules).
DSA operates on discrete stochastic numbers. The result of the four discrete stochastic operators is by definition the result of the corresponding arithmetic operation provided by the CESTAC method. Let X, Y , and Z be discrete stochastic numbers, and let be an FP arithmetic operator ∈ [⊕, , ⊗, ], as defined in Section 2.2,
Then any of the four stochastic arithmetic operations s +, s −, s ×, s /, denoted s , is defined as
where ± means that the FP operation has been randomly performed with the rounding toward +∞ or toward −∞, as explained previously. Thus any discrete stochastic operator provides a result that is an N -tuple obtained from the corresponding FP operator operating on the components of the two operands the result of which is rounded at random toward +∞ or −∞.
Remark. To simplify the notations the ones for the discrete stochastic operators are chosen to be the same as those for the (continuous) stochastic operators.
Then with DSA it is straightforward using equation (12) to estimate the number of significant decimal digit of any result produced by a DSA operator. [15] .
Definition 8. Discrete stochastic zero (computational zero)
Any discrete stochastic number X = (X 1 , X 2 , . . . , X N ) is a discrete stochastic zero, also called computational zero, denoted @.0, if one of the two following condition holds: 
Discrete Stochastic Relations (Tools Working on Granules)
From the concept of the discrete stochastic zero @.0, discrete stochastic relations can now be defined.
Let X , Y be discrete stochastic numbers, it is possible to define equality and order relations for these numbers. They are called discrete stochastic equality and discrete order relations and are defined as follows. Handbook of Granular Computing Definition 9. Discrete stochastic equality denoted by s =.
The discrete stochastic equality is defined by
Definition 10. Discrete stochastic inequalities denoted by s > and s ≥.
These are defined by
With this DSA it is possible during the execution of a code to follow the round-off error propagation, detect numerical instabilities, check branchings, and check hypotheses that guarantee the reliability of equation (12).
Taking into Account Data Errors
In real-life problems, data often come from measurements and thus contain errors issuing from sensors. Most of the time data errors may be considered as centered Gaussian random variables. It is then absolutely necessary to estimate the effect of these errors on the numerical results provided by DSA.
In a similar fashion to estimating equation (11), let us consider a finite sequence of ν arithmetic operations, providing a single result r and requiring nd uncertain data d i , i = 1, . . . , nd. Let δ i be the data error on each d i . These δ i 's may be considered as Gaussian variables with a standard deviation of σ i . It has been proved [3, 35] that when the previous finite sequence is performed with DSA, each data D i , i = 1, . . . , nd, is defined by
θ being a random number uniformly distributed on ] − 1, +1[, then each N -tuple of the computer result R may be modeled by a Gaussian random centered variable
v i (d) being quantities depending exclusively on the data and on the code. This formula is an extension of equation (11) . Indeed the first quantity represents the error coming from uncertainties of data and the second represents the round-off error propagation. Then to estimate the number of significant decimal digits in the computed result R it suffices to use equation (21) . In this estimation both errors (uncertainties of data and round-off error) have been taken in account.
In the framework of granular computing each data item D i is a granule elaborated from (20) , which is an operand for the DSA operators.
The CADNA Library [36]
The CADNA library has been written in Fortran, C++, and ADA. It is presented in detail in [20] . It is the Fortran version that is described here. The CADNA library automatically implements DSA in any Fortran code. For CADNA Fortran and CADNA ADA, N = 3 has been chosen. But for CADNA C++, the value of N must be chosen by the user. Furthermore, the probability is here chosen to the classical level of η = 0.95. As seen in the beginning, in equation (12) All the Fortran arithmetic operators, +, −, * , /, have been overloaded, so that when such an operator is performed, the operands and the result are stochastic numbers. In the same way the relational operators such as ==, >, ≥, <, ≤ have also been overloaded, satisfying the properties of the discrete stochastic relations.
Moreover, all the standard functions defined in Fortran 77 have also been overloaded. Similarly, the printing statement has been modified and gives the computer result written only with its exact number of significant digits, estimated by equation (12) . Furthermore, in order to estimate the effect of data errors on a result provided by the computer, a special function has been created that allows the user to introduce uncertainties into these data. This function must always be used associated with assignment statements when data are not exact FP values.
The modifications that the user has to make to the Fortran source are mainly to change the declaration statements of real type to stochastic type, and the input-output statements. Thus, see [36] , when a modified Fortran source combined with the CADNA library is run, it is as if (N = 3) identical codes were simultaneously run on N synchronized computers, each of them using the random rounding mode. So round-off error propagation can be analyzed step by step and then any numerical anomaly can be detected.
One major feature of the CADNA library is that this dynamical analysis is performed during the execution of code. As soon as a numerical anomaly is detected, a warning is written to a special CADNA file.
These warnings are divided into two categories: those concerning the reliability of the results provided and those concerning the numerical debugging of the code.
r Concerning the reliability of the results, the warnings are -unstable multiplication (the operands of the multiplication are computational zeroes), -unstable power (the operand of the power is a computational zero), and -unstable division (the divisor is a computational zero).
r Concerning the debugging of the code, the warnings are -instabilities in functions (SIGN, MOD, DIM, LOG, SIN, . . .) , -computational zero detected in a branching, and -sudden loss of accuracy.
When a code has been instrumented with the CADNA library and run, the user must always consult the special CADNA file. If it is empty, this means that no anomaly has been detected and that the computed results provided by the code are reliable and that the number of significant decimal digits of each of them is correctly estimated up to 1.
If the special CADNA file contains warnings, the following two cases must be considered:
1. One or several warnings belonging to the first category appear in the file. This means that hypothesis 2 has been violated and so the results provided by the code must be considered as unreliable. 2. One or several warnings belonging to the second category appear. This means that instabilities have been detected. In this case, the user is able, with the use of the debugger, to identify the statement in which the anomaly has appeared. The user must then try to improve the stability of the code, for instance, by replacing unstable formulas by more stable ones.
With the special CADNA file the user knows the numerical behavior of the code and then may conclude about the reliability of results obtained.
In scientific computing, numerical methods are used for solving problems on a computer. These numerical methods can be classified in three categories: finite methods, iterative methods, and approximate methods.
Finite Methods
A method of this class consists of a finite ordered sequence of arithmetic operations and branchings depending on some criteria, e.g., elimination methods for linear systems and more general scientific computations that involve a succession of algebraic formulas. As shown earlier, when these methods are performed on a computer with the usual FP arithmetic, false results may be obtained without any warning. But when these methods are performed with DSA and using the CADNA library, numerical instabilities are detected and the result is provided with its accuracy. To illustrate this, consider the following example. [29, 30] . It is an adaptation from another example [37] and consists in computing the result of the following formula;
Example 1. This example has been proposed in
with
The exact result is t = (b 7 [14] . It is defined as follows: 
Example 2. This system of linear equations has been proposed by J.H. Wilkinson and can be found in
W n · X = B, with W n = (w i, j ), i, j = 1, . . . , n, with ⎧ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎩ w i,i = 1.0 w i, j = −1.0 for i > j w i, j = 0.0 for i < j w i,n = 1.0 for i ∈ [1, n − 1] w n,n = α = 0.9(
It is easy to show that the exact solution of this system, which is not ill conditioned, is
The following example concerns a problem with uncertain data solved by the CADNA library. To perturb the data, CADNA uses a special function constructed according to formula (20) . 
The exact value of this determinant is Δ = 1.
When this determinant is computed with IEEE 754 FP arithmetic in double precision using different rounding modes, the results obtained are as follows:
r with the rounding to nearest mode Δ = 0.9999999999468869, r with the rounding to zero mode Δ = 0.9999999999468865, r with the rounding to −∞ mode Δ = 0.9999999999894979, and r with the rounding to +∞ mode Δ = 1.000000000747207.
The underlined digits are false but obviously the user is not aware of this fact. When the determinant is computed with the CADNA library, the result is Δ = 1.000000000. Note that the result is printed with only ten digits, which is the best accuracy which can be obtained. Suppose now that coefficients a 12 = 78 and a 33 = 10 of the matrix are uncertain data. This means that they both contain a relative error ε, which is taken here to be the same. In other words, a 12 ∈ [78 − 78ε, 78 + 78ε] and a 33 ∈ [10 − 10ε, 10 + 10ε].
The CADNA library, as explained above, is an effective tool for estimating the influence of data uncertainties on the computed determinant. Table 2 .3 presents the number of exact decimal digits, N , provided by CADNA in the computed determinant (25) as a function of ε, which determines the uncertainty of a 12 and a 33 .
From these results it clearly appears that if the magnitude of uncertainty in the coefficients is greater than or equal to 10 −5 , then the determinant cannot be computed since the result obtained is not significant.
Iterative Methods
From the mathematical standpoint, these methods, starting from an initial point x 0 considered as an approximation of the solution to the problem to be solved, consist in computing a sequence x 1 , x 2 , . . . , x k that is supposed to converge to the solution. So, let us consider here an iterative sequence defined by
If the method is convergent, then ∃ x : x = lim k→∞ x k . From the computational point of view, this limit cannot be reached, and consequently a termination criterion is used to stop the iterative process, such as
where ε is an arbitrary positive value. It is clear that this termination criterion is not satisfactory for two reasons. If ε is too large then the sequence is broken off before a good approximation to the solution is reached. On the contrary if ε is too small, then many useless iterations are performed, without improving the accuracy of the solution because of round-off error propagation. Moreover each X k has only a certain number of significant decimal digits. If the ε selected is less than the accuracy of X k , this termination criterion is no longer meaningful. Two problems then arise.
1. How can the iterative process be stopped correctly? 2. What is the accuracy of the computed solution provided by the computer?
With the use of the CADNA library, thanks to the properties of DSA, it is possible to define new termination criteria, depending on the problem to be solved, which stop the iterative process as soon as a satisfactory computational solution is reached.
Indeed two categories of problems exist:
1. those for which there exists some function which is null at the solution of the problem. The solution of a linear or non-linear system or the search of an optimum for a constrained or non-constrained problem belong to this category; 2. those for which such a function does not exist. Such is the computation of the sum of a series. Table 2 .
4).
r On the contrary with ε = 10 In fact, as shown in [39] the optimal termination criterion which consists in testing the residual and the usual criterion which consists in testing the difference between two iterates are closely connected in the case of Jacobi's method because
matrix D being the diagonal of A. This is perfectly verified with the CADNA library. In fact when the termination criterion is the stochastic equality of two successive vector iterates, the process is stopped at the 460th iteration and the accuracy of the solution is also the same as the one reported in Table 2 .4.
Approximate Methods
From the mathematical standpoint, these methods provide only an approximation of the solution. This category contains, e.g., numerical computation of derivatives, numerical integration, and numerical solution of differential or partial differential equations.
When these methods are run on a computer, they always provide a solution containing an error e g , which is a combination of the method error e m inherent in the employed method and the error due to the propagation of round-off errors called computation error e c .
It is well known that the method error e m is an increasing function of the discrete step size h. On the contrary the computation error e c is an increasing function of the inverse 1 h of the step size. This means that e m and e c act in the opposite way and consequently the global error e g is a function which has a minimum for some value of h. Thus the best approximation of the solution that can be obtained on a computer corresponds to an optimal discrete step size h * , such that de g /dh = 0. Obviously, it is impossible to establish a general methodology to estimate h * , because the method error e m is specific to the method. Yet most of the time for a specific method, e m can be estimated. Furthermore, e c can be estimated using the CADNA library. Then in many cases, it is possible to estimate h * [17] . To illustrate this, let us consider the following example, which is a simple solution of a differential equation using Euler's method. 
The estimation of the truncation error e m at each step for Euler's method is well known and is given by e m = 2|y 1 − y 2 |. Here, a very simple method to estimate the optimal step size has been presented, but more sophisticated methods have also been developed in [27] .
Can the CADNA Library Fail?
To answer to this question, imagine a computation such that only one or two rounding errors are the dominant contribution to the final error. This is the case in example 1 and example 2. Concerning example 1 which has been specially created to jeopardize the stochastic approach of FP computation, it can be shown experimentally that as the number of samples N increases the percentage of failure decreases. This percentage which is presented in Table 2 .6 is in total agreement with the approximation of the mean value and standard deviation of an unknown Gaussian distribution by those of empirical values which is used in equation (12) .
Concerning example 2, during the Gaussian elimination there is no round-off error propagation except for the last pivot a n,n , because all the other results are integer values which are exact FP values.
It is exactly the same thing for the computation of the n elements of the right-hand side B which are also exact FP values.
The values of the last pivot a n,n and b n are a n,n = α + 2 n−1 − 1 and b n = 2 n−1 . The larger the n, the closer x n is to 1. Furthermore, x n = b n /a n,n and x n−1 = a n−1,n+1 (1 − x n ) because a n−1,n+1 = a n−1,n . With the CADNA library if a particular combination of random roundings makes the N elements of x n equal, then the round-off error on x n has vanished and the resulting x n−1 , x n−2 , . . . , x 1 are false values and CADNA does not detect the failure. Table 2 .7 presents the percentages of failures with respect to the dimension n and the number of samples N . Tables 2.6 and 2.7 show that for computations in which only one rounding error is the dominant contribution to the final error, N must be greater than 3 so that there is no failure. Then the choice of N = 3 has to be explained. Indeed this is because for normal computing, several rounding errors contribute to the final error. The CADNA library uses N = 3 and a probability of 95% for estimating the number of significant decimal digits. However it has been shown that if the user accepts an error of one unit in the number of significant decimal digits, then the probability of estimating it up to 1 is 99.94%.
Conclusion
In this chapter the CESTAC method, which is a stochastic method for estimating the error propagation from both the FP arithmetic and the uncertainties of data issuing from sensors, has been presented. With this method the number (up to one) of significant digits on a computed numerical result can be evaluated. However this type of method was incorrectly implemented by S.G. Popovitch with his Prosolver software. In this software the N runs are not synchronized and thus the control of numerical anomalies cannot be performed at the level of each elementary operators. Thus many numerical instabilities will not be not detected. It is for this reason that examples to expose the weakness of this software were proposed in [29] and [30] . Later using the ideas developed for the CESTAC method, the Monte Carlo method and the software Wonglediff were also proposed in [31] [32] [33] with the same drawbacks as those of Prosolver.
Indeed to be effective, the stochastic method requires that an eventual anomaly or instability is checked at the level of each elementary operation, i.e., an arithmetic operation, an order relation, or a branching. This requires that the N samples representing the result of an operation are obtained synchronously and not by running the same code N times in sequence. In other words, these methods are reliable if and only if they are implemented in the scope of granular computing and follow the model of DSA.
The theory of stochastic arithmetic, which is proposed in this chapter, provides a model for computation on approximate data. In this sense it aims at the same target as interval arithmetic except that the operands and operators are different. In the scope of granular computing the granules of stochastic arithmetic are independent Gaussian variables and the tools are the classical operators on Gaussian functions. These operators induce many algebraic structures and some of them have been presented.
The theory of DSA provides a model in which granules are composed of an N -tuple of N samples of the same mathematical result of an arithmetical operator implemented in FP arithmetic. These samples differ from each other because the data are imprecise and because of different rounding. The operator working on these granules is an FP operator corresponding to the exact arithmetical operator which is performed N times in a synchronous way with random rounding. Thus the result is also a granule. This granule is called a discrete stochastic number. It has been shown that the DSA operating on discrete stochastic numbers has many properties (but not all) of real numbers; in particular, the notion of stochastic zero has been defined.
The CADNA library implements DSA and is able during the run of a code to analyze the effect of uncertainties of the data and of round-off error propagation on the result of each arithmetical operation. Thus any anomaly can be detected at this level. When such an anomaly is detected, a warning is written in a special file provided for the user. Hence, because of its correct implementation in the scope of granular computing the CADNA library does not fail when tested with the previously cited examples. This library has been successfully used for solving many problems belonging to the three categories of numerical methods.
In the field of linear algebra it has been used for the solution of linear systems using Gaussian elimination, GMRES [40] , Orthomin(k) [41] , and CGS [39] algorithms. It has enabled the optimization of collocation algorithms [27] and quadrature algorithms [42, 43] . It has also been used for checking the reliability of numerical methods in most fields of research in applied numerical mathematics: geology [44, 45] , acoustics [46] , solid mechanics [47] , engine combustion [48] , and atomic physics [49] . In all cases the CADNA library has always been successful.
Moreover, many future developments and applications of the CESTAC method, DSA, and CADNA are now possible particularly in the production of self-validated libraries requiring no programming effort in every domain of numerical analysis.
