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The group refractive index is important in length 
calibration of Fourier domain interferometers by 
transparent transfer standards. We demonstrate 
accurate group refractive index quantification using a 
Fourier domain short coherence Sagnac interferometer. 
Because of a justified linear length calibration function, 
the calibration constants cancel out in the evaluation of 
the group refractive index which is then obtained 
accurately from two uncalibrated lengths. Measurements 
of two standard thickness coverslips revealed group 
indices of 1.5426 ± 0.0042 and 1.5434 ± 0.0046, with 
accuracies quoted at 95% confidence level. This agreed 
with the dispersion data of coverslip manufacturer and 
therefore validates our method. Our method provides a 
sample specific and accurate group refractive index 
quantification using the same Fourier domain 
interferometer that is to be calibrated for the length. This 
reduces significantly the requirements of the calibration 
transfer standard. © 2017 Optical Society of America 
OCIS codes: (120.3180) Interferometry; (120.3940) Metrology. 
http://dx.doi.org/10.1364/OL.99.099999 
Length calibration of point-by-point detection Fourier domain 
interference profilometers by step structures requires a 
translation stage to obtain a step profile. The translation, 
unfortunately, induces extra uncertainty sources that inflate the 
final measurement uncertainty. Length calibration through 
transparent specimens, e.g. glass plates, overcomes this problem. 
However, the absolute (not relative to air) group refractive index, 
ng, of the specimen needs to be known to convert the specified 
geometric thickness into optical thickness [1]. Several methods to 
measure the refractive index of solids exist. Refractometers based 
on measuring the critical angle or the angle of refraction are 
limited by the sample size and shape, and require a predefined 
scale to read the index value [2,3]. Polarimetric and surface 
plasmon resonance methods are sensitive but employ 
cumbersome models to extract the dielectric function of the 
sample [4,5]. Interference microscope methods can quantify ng [6-
8]. However, their accuracy relies on calibrated interference and 
confocal scanners and on the objectives’ working numerical 
aperture. In a paper by Yao et al. [8] these sources of uncertainty 
have thoroughly been accounted for when calculating the 
refractive index uncertainty. In contrast, Fourier domain Mach-
Zehnder interferometer [9] measures ng without moving parts. To 
have accurate results the two light beams of the Mach-Zehnder 
interferometer need to be balanced, i.e., the optical path lengths of 
the interfering light beams are set equal, which is difficult because 
the two light beams share no optical components. 
The phase refractive index, np, of a medium is defined as the 
ratio between the phase velocity of light in vacuum and in the 
medium, which is a dimensionless quantity. In interferometry the 
refractive index is typically evaluated as h/H, where h is the optical 
thickness and H is the geometric thickness. The quantities ng and np 
are related to each other through the expression 
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where λ is the wavelength of light in vacuum. The group index 
defining the propagation velocity of a wave packet in a medium is 
important in interferometry: As the spatial location of the energy 
maximum defines the length measured by an interferometer, the 
index related to the measured length is the group index [10]. 
In this letter we present accurate ng quantification for 
transparent samples using a Fourier domain short coherence 
Sagnac interferometer. We give insight into the ng evaluation by 
showing that in the Fourier domain short coherence Sagnac 
interferometer an accurate ng is quantified from two uncalibrated 
lengths. Finally, ng quantified for two glass coverslips are compared 
against the manufacturer’s data to test the validity of our method. 
Figure 1 depicts the setup. Light from a light emitting diode 
(LED: Kingbright, L-793SRC-E, 30 mA forward current, central 
wavelength λ0 = 658 nm, –3 dB bandwidth 21 nm) was coupled 
into a multimode fiber (MMF: Newport, F-MSD-C-1FC) using lens 1 
and an objective (L1: Thorlabs, ACL2520-B; and O: Olympus, Plan 
N 10x/0.25). The fiber-coupled light was collimated by lens 2 (L2: 
Thorlabs, ACL2520-B) and stopped by an iris to ca. 1 mm beam 
diameter. This collimated input light beam was directed into a 
Sagnac interferometer through a cube beam splitter (BS1: 
Thorlabs, BS016, λ/10 flatness at 633 nm, side length 20 mm). The 
Sagnac interferometer (Fig. 1, dashed box) was formed by a 
second cube beam splitter (BS2: Optosigma, 039-0265, λ/4 
flatness at 633 nm, side length 20 mm) and two silver mirrors 
(M1: Edmund Optics, #43-412-577, λ/20 flatness at 633 nm,  
25.4 mm diameter; and M2: Edmund Optics, #32-195-577, λ/10 
flatness at 633 nm, 25.4 mm diameter). In this configuration the 
BS2 splits the light into clockwise and counterclockwise light 
beams which are then steered back into BS2 by M1 and M2. The 
recombined Sagnac output beam was focused by lens 3 (L3: 
Thorlabs, LA1805-B) into a fiber-optic spectrometer (Ocean 
Optics, HR2000+) which recorded the spectral interference data. 
Applying spectral data acquisition (spectral resolution, δλ,  
~0.44 nm) no reference mirror scanner was needed. The two light 
beams in the Sagnac interferometer were balanced to zero optical 
path length difference with use of interference: Close to complete 
beam recombination, interference modulation was achieved, and 
the zero difference was found by adjusting the mirrors in an effort 
to maximize the recorded intensity. Compared to the Sagnac 
interferometer used here, the Mach-Zehnder configuration would 
require much more effort to ensure zero optical path length 
difference of the two interferometer arms. The two beams were 
balanced in a displaced configuration.  This is beneficial since if the 
sample partly cuts both beams the measurement result is biased in 
a way that depends on the beam footprints and on the beam 
orientations. We avoided this bias by placing the sample to cut only 
one of the beams. The chosen interferometer configuration limits 
the measurement area as only positions near the sample edge  
(3 mm) can be measured. 
Coverslips of standard thicknesses #00 and #0, having nominal 
thicknesses of 70 µm and 100 µm respectively, were used as 
samples. These samples were chosen since coverslips are stable 
and flat which makes them ideal as a calibration transfer standard 
and since they have a suitable thickness considering the maximum 
optical measurement range of our device,  20 4   = 240 µm. 
The coverslips were placed into the clockwise beam path in a 
slightly slanted orientation, < 2°, (0.2° acceptance angle) to capture 
sample reflections with the same fiber-optic spectrometer, Fig. 1. 
The coverslips were oriented by maximizing the intensity of the 
recorded reflections. 
The sample modifies the clockwise beam path and generates 
two distinctive interference peaks in the A-scan, see Fig. 2. A-scans, 
used in optical coherence tomography, are typically shown with a 
horizontal axis that is half of the optical path length. This is to 
indicate optical thickness correctly in reflection mode 
measurements where the light undergoes a path length that is 
twice the optical thickness. In this way peak h (Fig. 2, right inset) 
measures, under a small angle approximation, the optical 
thickness, h, of the sample. Peak A accounts for the optical path 
length difference between the modified beam path and the 
 
 
Fig. 1. Fourier domain short coherence Sagnac interferometer setup to 
determine the group refractive index. Dashed box highlights the 
Sagnac interferometer configuration. LED, light emitting diode; L, lens; 
O, objective; MMF, multimode fiber; BS, beam splitter; M, mirror;  
––, input light beam; ––, clockwise light beam; ––, counterclockwise 
light beam; ––, Sagnac output light beam; ––, sample reflections. 
unmodified counterclockwise beam path. Because the measured 
lengths in the A-scans are half of the corresponding optical path 
lengths, the optical path length difference equals the measured A 
multiplied by 2. This difference describes the added optical path 
length in the modified beam path where the path through the 
sample of geometric thickness H and group refractive index ng, sample 
replaces a corresponding path in air. Under the small angle 
approximation we get 
g, sample g, air g, air2 .A n H n H h n H       (2) 
From Eq. (2) the geometric thickness of the sample is 
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A-scans revealing the peaks h and A were extracted from 100 
recorded spectral interferograms (Fig. 2, left inset, light intensity at 
wavenumber bins). The spectral interferograms were first 
resampled to equispaced wavenumber space by implementing a 
treatment described by Gora et al. [11] on an interference signal 
from a 50 µm thick air gap. Air causes negligible dispersion and, 
therefore, it was considered appropriate. The resampled data were 
then inverse fast Fourier transformed. The nominal 50 µm air gap 
thickness was used to scale the horizontal axis of the A-scans. In 
the Sagnac interferometer (Fig. 1, dashed box), the dispersion of 
the optical components was effectively matched because the two 
counter propagating light beams were balanced and they shared 
the same optical components. The measured lengths, hM and AM, 
were determined as average peak positions, N = 100. 
The ng of air at λ0 = 658 nm, in stable measurement conditions of 
temperature (22.9 ± 0.6) °C, atmospheric pressure (100807 ±  
16) Pa, and relative humidity (36.3 ± 2.0)%, was approximated 
 
 Fig. 2. Fourier domain short coherence Sagnac interferometer A-scan 
revealing the optical thickness of the #00 coverslip sample, peak h, and 
the Sagnac beam path difference, peak A. hM and AM represent the 
measured lengths. A-scan amplitude normalized to the DC peak at zero 
optical length, r. Insets: Peak h close-up view (right inset); spectral 
interferogram, light intensity at wavenumber bins, 100 repeats (left 
inset). 
using the Edlén equation [12,13]. This gave ng, air – 1 = (274.3 ± 0.6) 
× 10-6, where all uncertainties represent standard uncertainty. The 
temperature and relative humidity were recorded using a data 
logger (Clas Ohlson, 36-4208-1/ST-171), whereas the atmospheric 
pressure was recorded using a pressure sensor (Vaisala, 
PTB100A). 
No length calibration is required to estimate accurate ng, sample. 
The dilation property of the Fourier transform [14] ensures that 
any error in bin width in the equispaced wavenumber space 
dilates the length space linearly. Thus the calibration function, C, of 
any Fourier domain interferometer is linear with respect to the 
optical length, r; that is, C = ar, where a is the calibration constant 
[1]. The calibrated optical length is rC = r – C [15]. Taking this into 
account, the calibrated lengths hC and AC become hM(1 – a) and 
AM(1 – a). Evaluating ng, sample, Eq. (4), by using the calibrated lengths 
hC and AC, the calibration constant cancels out and an accurate  
ng, sample result is evaluated directly from hM and AM. In the literature 
optical self-calibration measurement methods have been 
presented. These are based on second-harmonic generation [16] 
and on a heterodyne Mach-Zehnder interferometer [17]. 
The measurement gave ng, sample = 1.5426 ± 0.0042 for the #00 
coverslip and 1.5434 ± 0.0046 for the #0 coverslip at λ0 = 658 nm. 
For a completely balanced setup one measurement took less than 
two minutes. The uncertainties are quoted at 95% confidence level 
and combine contributions from random uncertainties in sample 
orientation, hM, and AM, and from systematic uncertainties arising 
from ng, air and balancing that were common for the two samples. 
The uncertainties were evaluated using the Guide to the 
expression of uncertainty in measurement [18]. Table 1 
summarizes the uncertainty budget for the #00 coverslip sample. 
The sample orientation is related in a complicated way to the 
cosine and wavefront errors in the system. The wavefront error 
affects the phase at the receiver and it includes both the imaging 
aberrations and the aberration caused by the sample flatness. We 
estimated the uncertainty contribution of the sample orientation 
by measuring ng, sample across the system’s acceptance angle. From 
this the uncertainty contribution was evaluated by the minimum-
maximum method. The slanted sample orientation causes a 
biasing cosine error, see Fig. 3. Taking this into account, ng, sample 
becomes 
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where b is the cosine erroneous optical thickness of the sample, θ1 
is the angle of incidence, and θ2 is the angle of refraction. In a 
slanted sample (2°) this causes a bias on the order of 10-4 and thus 
the biasing cosine error was neglected in our analysis. Standard 
uncertainties for hM and AM, and the correlation between hM and AM 
were obtained from the repeated A-scans. Finally, since variation 
in the Sagnac interferometer balancing causes zero centered 
variation into the balanced optical path length difference, we 
estimated the systematic balancing uncertainty by measuring the 
variation in A when the balancing was repeated 10 times. 
Table 1. Group refractive index uncertainty budget for #00 
coverslip sample. The total uncertainty obtained as the root 
sum of squares from the random and systematic uncertainty 
components. 
Group refractive index, ng, sample 1.5426 
Uncertainty component Contribution,  iu y  
 Rand. Sys. 
Measured optical 
thickness 
hM 1.5 × 10-4  
Sagnac beam path 
difference 
AM 3.9 × 10-5  
Sample orientation  2.1 × 10-3  
Group refractive 
index of air 
ng, air  8.1 × 10-7 
Balancing   3.8 × 10-4 
Correlated uncertainty component 
Contribution,  ku y  
(in squared units) 
Correlation between hM and AM 1.6 × 10-9  
Standard uncertainty, 
     
1 2
2
c i k
i k
u y u y u y
 
  
 
   
Rand. 2.1 × 10-3 
Sys. 3.8 × 10-4 
Total at 95% confidence level,  2 cU u y  4.2 × 10-3 
 
Fig. 3. Cosine error geometry associated with a slanted sample. H, the 
geometric thickness of the sample; b, the cosine erroneous optical 
thickness of the sample; θ1, the angle of incidence; and θ2, the angle of 
refraction. 
The ng measurement of #00 and #0 standard thickness 
coverslips shows overlapping results as expected since both 
samples were produced from the same glass material. In addition, 
using Eq. (1) the manufacturer’s dispersion data converted into an 
absolute index gives ng = 1.5445 at λ0 = 658 nm. This value is 
within the measurement uncertainty and verifies the validity of the 
presented method. 
The quantified ng are reported at the central wavelength of the 
light source, λ0. However, since the method is based on the 
coherence of light, we note, that a more accurate theory needs to 
account for the central wavelength of the interference signal rather 
than for λ0 [19]. The interference wavelength is affected by spatial 
coherence effects such as scattering that on random rough 
surfaces attenuates the coherence more at shorter wavelengths 
than at longer wavelengths. The central wavelength shift caused 
by this phenomenon increases with the light source’s bandwidth. 
For a narrow band LED the shift is at maximum 1 nm. 
The group refractive index expression, Eq. (1), neglects higher 
order dispersion. However, the group velocity dispersion has only 
a minor effect on the quantified ng because of the narrow band LED 
and small sample thickness. Thus the quantified ng could be 
considered consistent with the result derived using Eq. (1). 
Considering Eq. (1) further, the phase index cannot be solved 
unambiguously from the group index data. Fortunately, an 
empirical study by Rogers and Hopler [20] suggests that for 
standard glasses the phase index could be converted from the 
group index data, measured at least at three wavelengths, with an 
accuracy of 0.0016. 
We use the sample specific and accurate group refractive index 
data to convert the specified geometric thickness of a calibration 
transfer standard into optical thickness. Thus no prior knowledge 
of refractive index or cumbersome measurements are required on 
the transfer standard. The measured optical thickness of the 
transfer standard further completes the data matrix required for 
the length calibration. Finally, this gives us the calibration function 
of the device [1]. 
We demonstrated accurate group refractive index 
quantification of transparent samples with a Fourier domain short 
coherence Sagnac interferometer. Since Fourier domain 
interferometers have a linear length calibration function we could 
evaluate the group refractive index accurately from two 
uncalibrated lengths. A comparison of the results for two glass 
coverslips against the manufacturer’s dispersion data verified the 
validity of the presented method. Considering the calibration of 
Fourier domain interferometers, we expect that our method 
improves the feasibility of using glass plates as a calibration 
transfer standard since a sample specific and accurate ng could be 
quantified using the same device that is to be calibrated for the 
length. 
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