In this paper, we present a new algorithm for reverse-engineering gene interaction networks (GINs) from expression data, by viewing the expression levels of various genes as coupled random variables. The algorithm is based on using the so-called phi-mixing coefficient between two random variables as a measure of the dependence between them. Unlike existing methods, the GINs constructed using the algorithm presented here have edges that are both directed and weighted. Thus it is possible to infer both the direction as well as the strength of the interaction between genes. The GIN constructed is potentially a minimal network that is compatible with the data. Several GINs have been constructed for various data sets in lung and ovarian cancer. One of the lung cancer networks is validated by comparing its predictions against the output of ChIP-seq data. The neighbors of three transcription factors (ASCL1, PPARG and NKX2-1) are significantly enriched with ChIP-seq genes compared to pure chance.
Introduction
Recent advances in experimental techniques in biology have made it possible to measure, in a common experimental setting, the expression levels of almost all the genes or gene products in an organism. Such experiments are referred to as whole-genome expression studies and the outcomes of such experiments are referred to as whole-genome expression data. Within a cell, all of these gene products interact in highly complex ways to facilitate the functioning of the cell. These interactions are referred to by a variety of terms, with 'gene regulatory networks' being perhaps the most common. For reasons explained below, in this paper we prefer to use the expression 'gene interaction network (GIN) ' . In order to turn the whole-genome expression data into a corresponding interaction network, one of the most commonly used approaches is to view the expression level of each gene (or gene product) 1 as a random variable, and the measurements of the gene expression level as independent samples of that random variable. To make the idea clear, let n represent the number of genes and m the number of samples. Then the data at hand can be viewed as an array {x ij , i = 1, . . . , n, j = 1, . . . , m}. With this notation, X 1 , . . . , X n are the random variables corresponding to the expression values of genes 1 through n, while the data sets (x 1j , . . . , x nj ) for various values of j are independent measurements of (X 1 , . . . , X n ). Notice however that it is not assumed that the random variables X i are independent of each other. Indeed, the objective of the exercise is to infer their interdependence from the available data.
If we had sufficiently many samples, we could in principle make a fairly reliable estimate of the joint distribution of all n random variables. In practice however, the number of genes n is in the tens of thousands, whereas the number of samples m is in the hundreds at best. Hence it is not possible to infer anything remotely resembling the joint probability distribution of all random variables. Therefore we must settle for a more limited objective. At a very coarse level, we can simply ask whether, for two distinct indices i and j, the corresponding random variables X i and X j are independent. It is common to represent the GIN as a directed graph, where the nodes correspond to genes and the edges denote interactions between them. Thus if X i and X j are independent random variables, then genes i and j do not interact at all, and there does not exist any path between the associated nodes i and j in the GIN. However, this is far too coarse a representation. At the next level of detail, one can choose three indices i, j, k and ask whether X i and X j are conditionally independent given X k . If the answer is 'yes', then this would mean that in the associated GIN, the removal of node k and associated edges would disconnect nodes i and j. Therefore all paths from node i to node j and vice versa must pass through node k. Or to put it another way, if X i and X j are conditionally independent given X k , then gene i does indeed interact with gene j, but in an indirect fashion, via gene k. It is therefore meaningful to ask: Given a set of whole-genome expression data, what is a minimal interaction network that is consistent with the data, in terms of faithfully reproducing the all the conditional independence properties implied by the data? In the present paper, we present an algorithm that answers this question. The network constructed using the algorithm given here is consistent with the data, while the removal of even a single edge would render it inconsistent, unless other edges are introduced to compensate. In this very specific sense, our algorithm produces a 'minimal' GIN that is compatible with the data.
Ultimately any reverse-engineered GIN is only our guess as to what is really going on within a cell. The only way to validate such a GIN would be compare it against 'reality'. A typical GIN consists of tens of thousands of nodes and several hundred thousand or perhaps a few million edges. There is simply no way to know what the 'reality' is for such a huge network. Moreover, the measurements are a population average over an ensemble of cells, whereas in reality the interactions could vary from one cell to another, especially in the case of cancer tissue. At the present state of experimentation it is possible to determine 'reality' only locally, that is, to determine all (or at least many of) the upstream and downstream nodes of a specified gene. This might be referred to as a 'first-order neighborhood' of the node (gene) of interest. This situation also corresponds with the manner in which the biology community does its research. A typical biological researcher would mostly be interested in knowing all the upstream and downstream nodes of one very specific node (gene) that interests him/her. By undertaking very elaborate experimentation, each research group can achieve some measure of success of determining the first-order neighborhood of their gene of interest with some degree of accuracy. Different research groups would of course be interested in different genes. However, even if we were to combine all the available information from various laboratories, at best we would get a glimpse of the 'real' GIN around a few dozen nodes.
2 Thus any validation of the reverse-engineered GIN would have to consist of how faithfully these known first-order neighborhoods overlap with the predictions of the GIN, and computing the probability (or likelihood) that the overlap was achieved purely through chance; this is the so-called P -value widely referred to in biological circles.
To date we have used our method to reverse-engineer several GINs for lung cancer and ovarian cancer. In order to validate the reverse-engineered lung cancer GIN, we have used so-called ChIP-Seq data 3 from our collaborators, that give the potential 'target' (i.e. downstream) genes of four specific genes, namely ASCL1, PPARG, NKX2-1, and SOX2. Our collaborators could identify 236 potential downstream target genes of ASCL1, 235 potential downstream target genes of PPARG, 724 potential downstream target genes of NKX2-1, and 356 potential downstream target genes of SOX2. In the case of ASCL1 our results are truly spectacular, with the P -value (likelihood of getting the match purely through chance) being below machine zero. In the case of PPARG, the P -value of obtaining our predictions purely by chance is about 0.01, whereas for NKX2-1 the P -value is about 0.02. Since the biology community widely adheres to 0.05 as its significance threshold, we can claim that our predictions are validated in all three cases. For SOX2 the predicted neighborhood was not particularly enriched. However, SOX2 ranks very low in terms of connectivity in the reverse-engineered GIN (No. 3,856 out of 19,579 genes), and hence cannot be considered a 'hub'. So perhaps our results are not unexpected. As a further 'sanity check', we tested the neighborhood of ASCL1 in the ovarian cancer GIN; it was not in the least enriched for ChIP-Seq genes identified for lung cancer. This is as it should be, and lends further credence to our reverse-engineered GIN for lung cancer.
Literature Review
The problem of inferring GINs from expression data is obviously not new, and several researchers have attempted to study this problem. Most existing methods can be grouped into one of two categories, namely: those based on mutual information, and those based on Bayesian networks. Papers such as [5, 17, 24, 12] are representatives of methods based on mutual information, while [11, 2, 10, 15] are representatives of methods based on Bayesian networks. Both classes of methods impose some biologically unrealistic conditions mainly to facilitate the statistical analysis. Specifically, methods based on Bayesian networks require the graph to be acyclic, while methods based on mutual information will result in graphs that are undirected. Neither assumption is justifiable on biological grounds. The Bayesian paradigm, with its information flow restricted to be in one direction, is useful for hierarchical decomposition of GINs into 'clusters' of genes where each cluster of genes controls lower-level clusters. This is a much coarser picture of a GIN than the ones obtained by using mutual informationbased methods. For this reason, we do not discuss Bayesian-based methods hereafter, and confine ourselves to discussing methods based on mutual information. See [7] for a thorough treatment of all information-theoretic concepts that are discussed only very briefly here.
Some Mathematical Preliminaries
Suppose A is a finite set, say A = {1, . . . , n}.
4 Suppose X is a random variable assuming values in A with associated probability distribution µ. Thus µ i = Pr{X = i}. Then the entropy of X, or the entropy of the probability distribution µ, is defined by
Now suppose A = {1, . . . , n}, B = {1, . . . , m} are finite sets, and that X, Y are random variables assuming values in A and B respectively. Let θ denote the joint distribution of (X, Y ). Thus θ is a probability distribution on the product set A × B. Let µ, ν denote the marginals of θ on A and B respectively. Thus X has the probability distribution µ and Y has the distribution ν. With this notation, the mutual information between X and Y is defined as
An alternate and equivalent expression for the mutual information is
Mutual information is always symmetric and nonnegative; that is, 0
Moreover, I(X, Y ) = 0 if and only if X and Y are independent random variables. Suppose X, Y, Z are random variables assuming values in finite sets A, B, C respectively. Then X and Z are said to be conditionally independent given Y , denoted by (X ⊥ Z)|Y , if, for all i ∈ A, j ∈ B, k ∈ C, it is true that
It is easy to show that the above relationship also implies that, for all S ⊆ A, j ∈ B, U ⊆ C, it is true that
However, in general it is not true that Pr{X ∈ S&Z ∈ U |Y ∈ T } = Pr{X ∈ S|Y ∈ T } · Pr{Z ∈ U |Y ∈ T } for all S ⊆ A, T ⊆ B, U ⊆ C. A very useful inequality, known as the 'data processing inequality', states that whenever (X ⊥ Z)|Y the following inequality holds:
See [7, p. 34 ].
Review of Papers Using Mutual Information
One of the first papers to use the concept of mutual information to construct GINs is [5] . In that paper, the authors compute the mutual information between every pair of genes, and introduce an undirected edge between nodes i and j if and only if the mutual information I(X i , X j ) between the corresponding random variables X i and X j is positive. In the particular example studied, they had 79 samples, which they binned into ten bins, thereby discretizing each random variable into one of ten values. Then the mutual information between these discretized variables is used as an approximation for the true mutual information. Actually, they select a small threshold and introduce an undirected edge between nodes i and j if and only if I(X i , X j ) ≥ . They refer to the resulting (undirected) graph as an 'influence network'. Indeed, in their framework, the presence of an (undirected) edge between two nodes i and j makes no distinction between gene i influencing gene j or vice versa. Also, no distinction is made between direct and indirect influence. As a consequence, the influence networks produced by the method in [5] are overly dense.
In an interesting approach termed as context likelihood of relatedness (CLR) [12] , the authors attempt to eliminate false correlation and indirect interactions by so-called adaptive background correction step. In this method, mutual information between genes i and j is examined in the context of the distribution of mutual information in their neighborhood. The authors approximate the distribution of mutual information in the neighborhood of a gene i, that is, the set of numbers {I(X i , X j ), j = 1, . . . , n}, by a Gaussian distribution, and calculate its Z-score Z i . Similarly, Z j is computed from the distribution of mutual information in the neighborhood of gene j. Subsequently, the likelihood estimate between genes i and j is defined as f (Z i , Z j ) = Z 2 i + Z 2 j , which is used as measure of interaction strength between the pair of genes. Now based on a global threshold, edges with smaller likelihood estimate are dropped from the network. It is to be noted that this approach produces an undirected network because the likelihood estimate is symmetric in i and j. Moreover, if the threshold for the likelihood estimate (which is selected globally) is set at too high a value, the resulting network may fail to be connected.
In one of the more popular methods [17] , the authors develop a method referred to as ARACNE to distinguish between direct and indirect interactions. They begin with the influence network of [5] , which is an undirected graph, and 'prune' it using the data processing inequality (1). Specifically, for each triplet i, j, k, they compute all the three mutual informations I(X i , X j ), I(X i , X k ) and I(X j , X k ). Since the exact probability distributions are not known and only samples are available, they use Gaussian kernel approximations for the various joint distributions. Then they identify the smallest amongst the three numbers and discard the corresponding edge. Thus if
then they discard the edge between nodes i and k. They further assume that the joint distribution of all n random variables has the form
In other words, they assume that the joint probability distribution can be factored into a product of individual terms depending on just two random variables at a time. Then they cite [6] to justify their algorithm; specifically, if the joint distribution of all random variables is of the form (2), then their algorithm produces the correct interaction graph. However, the assumption that the joint distribution of all random variables is of the form (2) is essentially unverifiable. Furthermore, the pruning strategy used in this algorithm means that the GIN generated will never contain a complete subgraph of three nodes. In other words, if there is an edge between nodes i and j, and between nodes j and k, then there cannot be an edge between nodes i and k. But biology is full of small local networks that contain three-node complete subgraphs. Thus any claim that the GIN produced by ARACNE is 'accurate' is open to question, in the view of the authors. Note that all of the methods based on mutual information such as CLR and ARACNE are by nature restricted to producing undirected graphs, because mutual information is a symmetric measure of interaction between random variables. It would be highly desirable to develop an algorithm that is able to identify the directionality of interaction between genes. Moreover, it is explicitly stated in [5] (and implicitly assumed in [17] ) that mutual information can be used as a measure of the strength of interaction between two random variables. But this statement is only partially true. It is true that if I(X, Y ) < I(X, Z), then Z tells us more about X than Y does. So in this sense X depends more on Z than on Y . However, if I(X, Y ) < I(W, Z), it is not correct to conclude that X depends less on Y than W depends on Z. The algorithm presented here addresses both of these limitations.
Proceeding further, in all the mutual information-based approaches, the most computationally intensive step is the computation of the pairwise mutual informations. In [25] , the authors take the given sample pairs {(x il , x jl ), l = 1, . . . , m} for each pair of indices i, j, and then fit them with a two-dimensional Gaussian kernel. Then they apply a copula transformation so that the sample space is the unit square, and the marginal probability distribution of each random variable is the uniform distribution. In [20] , the authors propose a window-based approach for computing the pairwise mutual informations. It is claimed in this paper that the proposed method results in roughly an order of magnitude reduction in computing effort, as compared to [17] . Finally, in a very recent paper [3] , the authors bin the samples into just three bins irrespective of how many samples there are, and propose a highly efficient parallel architecture for computing the pairwise mutual informations. While the proposed architecture is very innovative, it appears to the present authors that quantizing the expression values into just three bins could result in misleading conclusions, because the gene expression level is essentially a real-valued random variable. In the method proposed here, we also discretize the samples by percentile binning. However, instead of computing the mutual information between random variables, we compute the so-called φ-mixing coefficient between them, as defined in the next section. In this case there is a closed-form formula for the φ-mixing coefficient [1] , so that computing it is a triviality; thus all the computational requirements associated with determining the mutual information simply disappear.
The New Algorithm
The algorithm proposed here is based on computing the so-called φ-mixing coefficient between two random variables. The φ-mixing coefficient was introduced in [13] as a measure of the asymptotic long-term independence of a stationary stochastic process, and was used to prove laws of large numbers for non-i.i.d. processes. See [23, (2.5. 3)] for the general definition. This definition can be readily adapted to define a quantitative measure of the dependence between two random variables; see [9] . From the standpoint of reverse-engineering GINs from expression data, the most appealing feature of the φ-mixing coefficient is its directionality. Unlike mutual information or Pearson correlation, the φ-mixing coefficient distinguishes between the dependence of X on Y and that of Y on X. The GINs produced by this algorithm have the following features:
1. The GIN is invariant under any monotone transformation of the data.
In other words, if f i : R → R, i = 1, . . . , n are any monotonic functions, then the GIN produced by applying the algorithm to the original set {x ij , i = 1, . . . , n, j = 1, . . . , m} will be exactly the same as the GIN produced by applying the algorithm to the transformed data set {f i (x ij ), i = 1, . . . , n, j = 1, . . . , m}. This feature is very useful because in carrying out gene expression studies, different 'platforms' (i.e. commercial products) use different ways of post-processing the raw measurements to produce the expression values.
2. The GIN has weighted, directional edges.
3. Each edge within the GIN has a weight between 0 and 1.
4. In contrast with using mutual information as a weight, in the present case lower weights denote less strong interactions. Thus if the weight of the edge from Y to X is lower than the weight of the edge from Z to W , then X depends less on Y than W does on Z.
5. The resulting GIN is permitted to contain cycles, and the edges are directional. That is, if A and B are two nodes in the GIN, then it is possible to have an edge from A to B but not from B to A, and it is also possible to have edges from A to B and from B to A, while the weights are the two edges could be different.
6. The resulting GIN is strongly connected; that is, there is a directed path between every pair of nodes.
7. The resulting GIN is potentially a minimal network that is consistent with the data. In other words, if some of the edges are removed, the resulting graph would no longer be consistent with the data, unless some other edges are added to it by way of compensation.
In the remainder of this section we present the theory as well as some implementational details of the algorithm.
Phi-Mixing Coefficient: Definition and Computation
If X and Y are random variables assuming values in possibly distinct finite 5 sets A = {1, . . . , n} and B = {1, . . . , m} respectively, the φ-mixing coefficient φ(X|Y ) is defined as
Thus φ(X|Y ) is the maximum difference between the conditional and unconditional probabilities of an event involving only X, conditioned over an event involving only Y . Specifically, the φ-mixing coefficient has the following properties:
2. In general, φ(X|Y ) = φ(Y |X). Thus the φ-mixing coefficient gives directional information. It is evident that φ(X|Y ) measures the degree of interdependence between X and Y . Thus, unlike with mutual information, if φ(X|Y ) < φ(W |Z), then it can indeed be said that X depends less on Y than W does on Z. The material presented above is all standard. Now we review two new results from [1] that are crucial for the algorithm being proposed here.
While (3) is suitable for defining the quantity φ(X|Y ), it cannot be directly used to compute it. This is because (3) requires us to take the maximum over all subsets of A and B, and would thus require 2 |A|+|B| computations. However, in the special case where the marginal distribution of Y is the uniform distribution, then it is quite easy to compute the associated coefficient φ(X|Y ). Specifically, let Θ ∈ [0, 1] n×m denote the joint distribution of X and Y written out as a matrix. In other words,
Let µ, ν denote the marginal distributions of X and Y respectively; thus
θ ij . 5 The assumption that both random variables are finite-valued is made purely for convenience in exposition. In the general case, the sets S and T would have to belong to the σ-algebras generated by the random variables X and Y respectively, and the maximum would have to be replaced by the supremum.
Define Ψ ∈ [0, 1]
n×m as the outer product of µ and ν; thus
Then Ψ is a rank one matrix, and is the joint distribution that X and Y would have if they were independent. Define Λ ∈ [−1, 1] n×m by
Thus Λ would be the zero matrix if X and Y were independent. Define
|λ ij | to be the matrix norm of Λ induced by the 1 vector norm. With these definitions, the following facts are established in [1] :
Theorem 3.1 With the notation as above, it is the case that
In particular, if ν is the uniform distribution so that min j ν j = max
The most important property of the φ-mixing coefficient is given next. Again, the proof can be found in [1] . Theorem 3.2 Whenever (X ⊥ Z)|Y , the following inequality holds:
Note that (6) is entirely analogous in appearance to (1) . For this reason, we will refer to (6) as the data processing inequality for the φ-mixing coefficient. The observation that the φ-mixing coefficient satisfies an analog of the DPI is new, and a proof of (6) can be found in [1] .
Algorithm for Reverse-Engineering GINs: Theory
In this subsection and the next, we describe our proposed algorithm in detail. In the present subsection we present the theory behind the algorithm, which requires that we know the actual coefficient φ(X i |X j ) for each pair of indices i, j. In the next subsection we discuss how the algorithm can be implemented in practice, taking account the fact that we can only estimate the coefficient based on a finite number of samples.
So let us begin by assuming (somewhat unrealistically) that exact values are available for all n(n − 1) coefficients φ(X i |X j ) for each pair of indices i, j, i = j. Then we proceed as follows: Start with a complete graph of n nodes, where there is a directed edge between every pair of distinct nodes (n(n − 1) edges). For each triplet i, j, k, check whether the DPI-like inequality
holds. If so, discard the edge from node k to node i, but retain a 'phantom' edge for future comparison purposes. This step is referred to as 'pruning'. Note that the pruning operation can at best replace a direct path of length one (i.e. an edge) by an indirect path of length two. Hence the graph that results from the pruning operation is still strongly connected. Also, since any discarded edges are still retained for the purposes of future comparisons, it is clear that the order in which the triplets are processed does not affect the final answer. Note that the complexity of this operation is cubic in n.
At this stage, one can ask whether the graph resulting from the pruning operation has any significance. It is now shown, by invoking the Occam's razor principle (giving the simplest possible explanation), that the graph resulting from pruning is a minimal graph consistent with the data set. For this purpose, we define a partial ordering on the set of directed graphs with n nodes whereby G 1 ≤ G 2 if G 1 is a subgraph of G 2 , ignoring weights of the edges. For a given triplet i, j, k, it is obvious that (X i ⊥ X k )|X j if and only if every directed path from node i to node k passes through node j, and also every directed path from node k to node i passes through node j. Now, it follows from the DPI that if (X i ⊥ X k )|X j , then (7) holds. Taking the contrapositive shows that if (7) is false, then (X i ⊥ X k )|X j . Consequently, if (7) is false, then there must exist a path from node i to node k that does not pass through node j. Given the sequential nature of the pruning algorithm, when (7) is checked for a specific triplet (i, j, k), there already exist edges from node i to node j and from node j to node k; that is, there exists a path of length two from node i to node k. Now, if (7) is false, then there must exist another path from node i to node k that does not pass through node j. It is of course possible that this path consists of many edges. However, by the Occam's razor principle, the simplest explanation would be that there is a shorter path of length one, i.e. a directed edge from node k to node i.
What has been shown is that, under the Occam's razor principle, the graph that results from pruning is minimal in the following sense. First, it is consistent with the φ-mixing coefficients, and second, any other graph that is 'less than' this graph in the partial ordering defined above would not be consistent with the φ-mixing coefficients. Thus, if any edges are removed from the graph that results from applying the pruning step, then some other edges would have to be added in order for the graph to be consistent with the φ-mixing coefficients. Note that we are obliged to say a and not the minimal graph, because there might not be a unique minimal graph. Nevertheless, it is obvious that the application of the algorithm will result in a unique graph, irrespective of the order in which all the triplets (i, j, k) are examined.
Algorithm for Reverse-Engineering GINs: Implementation
Now that the basic theory is in place, it is possible to present an algorithm for reverse-engineering a GIN from experimental expression data. The main issue here is that we do not know the 'true' coefficient φ(X i |X j ) exactly. Even if we were to discretize the random variables by binning and then use (3), the resulting quantity would still only be an approximation of φ(X i |X j ) and not the exact value. Moreover, a direct application of (3) would be too expensive computationally. These are some of the considerations that enter into the implementation described below. Recall that there are n genes and m samples of each. Binning the Data: Choose an integer k such that k ≤ (m/3) 1/2 . For each index i, divide the total range of X i into k bins that correspond to 'percentiles'. Note that percentile binning is also referred to as 'data-dependent partitioning' in the statistics literature. For each pair of indices i, j, and each sample label l, assign the sample pair (x il , x jl ) to its associated bin. The discretization ensures that each random variable X i assumes one of just k values (corresponding to the bins). The choice of k ensures that on average there will be at least three entries in each of the k 2 bins of the joint random variable (X i , X j ) for each pair (i, j). The choice of percentile discretization (as opposed to, for example, uniformly gridding the range), ensures that the marginal distribution of each X i is nearly equal to the uniform distribution on k labels, and allows us to use the estimates (4). If m is an exact multiple of k then each marginal distribution would indeed be the uniform distribution, but in general m might not be an exact multiple of k. Percentile binning also ensures that the joint distribution of the discretized pairs (X i , X j ) remains invariant under any monotonic transformation of the data. It is important to note here that the invariance property holds even if different monotone transformations are applied to different expression variables.
Estimating the φ-mixing coefficient: After binning, for each pair of indices i, j, we determine the associated joint distribution of the discretized random variables, which will be a k × k matrix. For each pair of indices i, j, we use (4) 
]/2 to be the midpoint of this bounding interval. Note that we are being a bit imprecise since X i now represents the discretized and not the original (continuous) expression value. However, in the interests of notational simplicity, we ignore this distinction. The complexity of this operation is quadratic in n, the total number of genes.
Pruning: As before, start with a complete graph on n nodes, and then apply the data processing inequality to do the pruning, for each triplet (i, j, k). Since we have only empirically determined values of the mixing coefficient, there are several possible ways of interpreting the data processing inequality. At this stage we examined three different ways of implementing the pruning operation.
1. Eliminate the edge from node j to node i if
2. Eliminate the edge from node j to node i if
3. Eliminate the edge from node j to node i if
Since it is always the case that
it is easy to see that any edge that gets pruned out under Rule 1 also gets pruned out under Rule 2, but Rule 2 could also prune out other edges that survive Rule 1. Similar remarks apply to Rule 2 vis-à-vis Rule 3. Thus if let G 1 , G 2 , G 3 denote the graphs produced by applying Rule 1, Rule 2, and Rule 3 to the same data set, then it is easy to see that G 3 is a subgraph of G 2 , which is in turn a subgraph of G 1 . Based on several numerical experiments as discussed in the Results section, we finally opted to use Rule 2, but with 'thresholding' as explained next. Thresholding: We have constructed several genome-wide networks from expression data, as detailed in the next section. Our numerical experiments have shown that after the pruning step described above, the GINs that result are characterized by the property that the mean value of all the edge weights is noticeably higher than the median. This means that there are relatively far more edges with low weights than edges with high weights, but the highweight edges have significantly higher weights. One of the main reasons for reverse-engineering GINs is to identify 'hubs', that is, genes that are connected to many other genes. Again, the GINs that result from the pruning step do not show sufficient variation between the largest node-degree and the smallest node-degree. In 'validating' the reverse-engineered GIN, it is highly desirable to eliminate all of these low-weight edges, while still ensuring that the graph remains strongly connected. Several numerical experiments have suggested the following strategy: After the pruning step, compute the mean µ and standard deviation σ of the weights of all edges. Then eliminate all edges whose weights are below µ. If the thresholded graph is strongly connected, then keep it; otherwise lower the threshold to µ − σ, or use no threshold at all. Thus far, in our various experiments, in about half of the cases the threshold of µ has resulted in a strongly connected network, while in one case even the higher threshold of µ + σ has resulted in a strongly connected network. Interestingly, the highest degree nodes in the pruned network still remain the highest degree nodes in the pruned and thresholded network. The numerical examples in the section on validation make this point clear.
samples available on the date we downloaded the data. Network 5 is based on a subset of 57 samples within this set of 585, representing patients who responded particularly well to platinum chemotherapy, while Network 6 is based on another subset of 53 samples representing patients who did not respond well to platinum chemotherapy. This identification of the responders and non-responders was carried out by Drs. Keith Baggerly and Anna Unruh. Finally, Network 7 is also a lung cancer GIN. The samples are the NE-NSCLC and NSCLC data sets for a total of 119 samples, while the genes are a subset of 15,993 genes from the original 19,579. The laboratory of Prof. Michael White, specifically Dr. Hyunseok Kim, performed very elaborate experiments on a dozen lung cancer cell lines by systematically knocking one gene at a time, using siRNA technology, on 24,987 genes. This subset of 15,993 genes represent the intersection of the 24,987 and the 19,579, that is, genes for which expression levels in the 119 cancer cell lines as well as the effects of siRNA experiments are both available.
From all these networks, a few general features of our algorithm emerge.
• Recall that the algorithm begins with a complete directed graph on n nodes; therefore the intial number of edges is n(n − 1) ≈ n 2 . Applying the pruning step retains the strong connectivity property, as pointed out earlier. In all of the cases studied here, the pruning step eliminates 99% or more of these edges. Therefore the algorithm is quite efficient in terms of finding a very small GIN consistent with the data.
• It can be seen that in all except one case, the network thresholded with the mean edge weight µ has fewer than half of the edges in the pruned network. This implies that the mean of the edge weights of the postpruning network is higher than the median, or equivalently, the pruned network (before thresholding) has a large number of low-weight edges and relatively fewer high-weight edges.
We conclude this section by studying in greater detail the 'power law' nature of the degree distributions GIN No. 1, for lung cancer, with the threshold set equal to µ. Note that the validation step discussed in the next section is based on this network.
It is widely believed by biologists that real GINs consist of a few master regulators that control many hundreds of other genes. It is also proposed by some authors that biological GINs show a power law behavior. Specifically, let d denote an integer corresponding to the degree of a node. (For each node, the phrases in-degree, out-degree and total degree are self-explanatory.) Let n(d) denote the number of nodes in the GIN that have degree d. Then the belief is that n(d) asymptotically looks like d −α for some index α. We wished to examine whether this is indeed true for Network No. 1.
It turns out that the total degree of various nodes does not show much variation; the maximum is 1,735 for ATCAY and the minimum degree is 64. Similarly, the in-degree also does not show much variation, ranging from 411 to 34. In contrast, the out-degree, that is to say, the number of downstream neighbors of a gene, varies from a high of 1,626 to a low of 1, which is the To avoid the graph becoming too jerky, we 'binned' the degree d into bins of width five. That is to say, we computed the number of nodes with degrees between 1 and 5, and then between 6 and 10, and so on. The graph for the entire range of degrees is not particularly informative. However, we observed that the vast majority of nodes have degrees between 100 and 300. A plot of the degrees shows the power law behavior with exponent of −6.88.
Validation of the GINs
As mentioned in the introduction, it is virtually impossible to validate an entire GIN since there is no known and confirmed 'absolute truth' against which predictions can be confirmed. Existing examples of GINs such as [14, 19, 4, 21] are often obtained by combining small interaction networks from a variety of sources. The difficulty with this approach is that the context in which these small interaction networks are determined need not be the same across all of them. Hence combining these small individual networks into one large patchwork network cannot be justified biologically, and the resulting network cannot be accepted as reflecting 'reality'. It must be emphasized that the entire raison d'être of our algorithm is to embrace the entire genome (or as much of it as is covered by the data) to produce a context-specific, genome-wide network. Hence it would be inappropriate to compare the reverse-engineered networks with the networks available in public domain databases. In any case, even the largest networks obtained in this (somewhat dubious) manner still cover only about half of the 22,000 or so human genes; see [21] . In contrast, the networks that we have reverse-engineered routinely combine all genes studied in the experiment, of the order of 20,000, as seen from the previous section.
This therefore raises the question of just how such reverse-engineered networks are to be validated. After considerable thought, we chose to use evidence from so-called ChIP-seq tests for a few transcription factors. A transcription factor is a special kind of gene that is involved in regulating the transcription of other genes.
6 ChIP-seq stands for 'chromatin immuno-precipitation sequencing'. A good introduction to ChIP-seq for non-biologists can be found at [16] . The basic idea is that a transcription factor is immuno-precipitated with the entire genome. As a result, several DNA fragments bind to the transcription factor. After these fragments are isolated through other experimental techniques, the fragments are then sequenced. In principle each DNA fragment represents one or more genes that are regulated by the transcription factor. However, the raw experimental technique is rife with false positives and produces literally thousands of genes as being potentially regulated by the transcription factor under study. Further analysis is needed to weed out these false positives, and thus produce a realistic set of potential downstream target genes. For one of the transcription factors studied here, namely ASCL1, our collaborators (Prof. Jane Johnson and Mr. Mark Borromeo) used an algorithm called GREAT (Genomic Regions Enhancement of Annotations Tool) [18] to eliminate most of these false positives, and produce a set of potential target genes. For the other two transcription factors studied here, namely PPARG and NKX2-1, the laboratory of Prof. Ralf Kittler, specifically Dr. Rahul Kollipara, produced a set of potential target genes for each transcription factor using a different peak-calling routine.
As mentioned above, applying GREAT or another similar algorithm to the raw ChIP-seq data results in a set of potential downstream target genes of the transcription factor under study. This list of genes can then be compared with the downstream neighbors of the same transcription factor in the reverseengineered GIN. It is also reasonable to consider all first-order neighbors of the transcription factor, both up-stream as well as down-stream, and to compare this list against the set of predicted target genes produced by ChIP-seq analysis. 7 The inclusion of both up-stream as well as down-stream neighbors can be justified on the basis that biological networks are full of local feedback loops, whence even up-stream neighbors of a transcription factor can be viewed as being potentially 'regulated' by that transcription factor. In any case, as can be seen below, the results of the validation are not affected very much if we were to consider only first-order downstream neighbors of each transcription factor. The validation now consists of seeing whether the set of first-order neighbors is 'enriched' for ChIP-seq genes. For this purpose we employ a simple binomial model. Let k denote the number of ChIP-seq genes of the transcription factor under study, and as before let n denote the total number of genes in the study. Then the probability that a randomly selected gene is a ChIP-seq gene is p = k/(n − 1). If the transcription factor has s neighbors out of which l are ChIP-seq genes, then there is enrichment only if l/s > p. Moreover, the likelihood that the enrichment is purely due to chance is given by the familiar binomial formula
This number L is the so-called P -value that biologists use to determine whether the observed outcome is due purely to chance. We computed L using the Matlab command L = 1 − binocdf(l + 1, s, p).
As mentioned above, we obtained ChIP-seq data for three transcription factors in lung cancer tissues, namely: ASCL1, PPARG, and NKX2-1. In biology, a likelihood (P -value) less than 0.05 is considered significant, and in all cases the computed likelihood is smaller than this threshold. The first table below shows the relative likelihood that a randomly chosen gene is a ChIP gene for each of these transcription factors.
The next table shows the enrichment of ChIP genes amongst the first-order downstream neighbors, and amongst all neighbors, for these three transcription factors. In this table, an entry of zero for the likelihood means that the number is smaller than machine zero. Finally, 'truth in advertising' compels us to disclose that we had also obtained ChIP-seq data for a fourth transcription factor, namely SOX2, which had 356 potential target genes. Using the simple binomial model above, the downstream neighbor genes were 'enriched' with a likelihood value of 0.1513, while the total neighbor genes were enriched with a likelihood value of 0.1829. Thus the fraction of ChIP genes was higher than pure chance would indicate, but the likelihood was not sufficiently small. Our explanation for this phenomenon is as follows: In the reverse-engineered lung cancer GIN, ASCL1 is truly a 'hub', ranking at no. 9 out of 19,579 genes in terms of its total degree, and at no. 10 in terms of its out-degree. Hence predictions about its neighborhood using the GIN are perhaps fairly reliable, as evidenced by the fact that the likelihood of pure chance for ChIP genes is below machine zero. NKX2-1 ranks at no. 526 in terms of of total connectivity, or within the top 3% of genes, and can thus be considered a hub. For these hub genes, it is reasonble to expect that our reverse-engineered network will be a good predictor of its neighborhood. In contrast, PPARG ranks at no. 4157 and SOX2 ranks at no. 3856, both far too low down the list to be considered hubs.
Next Steps and Concluding Remarks

