Abstract. We study the long-time behavior of solutions to nonlinear Schrö-dinger equations with some critical rough potential of a|x| −2 type. The new ingredients are the interaction Morawetz-type inequalities and Sobolev norm property associated with Pa = −∆ + a|x| −2 . We use such properties to obtain the scattering theory for the defocusing energy-subcritical nonlinear Schrödinger equation with inverse square potential in energy space H 1 (R n ).
Introduction
This paper is devoted to the scattering theory for the nonlinear defocusing Schrödinger equation
where u : R t × R n x → C and P a = −∆ + a|x| −2 with a > −λ n := −(n − 2) 2 /4 and n ≥ 3. The elliptic operator P a is the self-adjoint extension of −∆ + a|x| −2 . It is well-known that in the range −λ n < a < 1 − λ n , the extension is not unique; see [20, 36] . In this case, we do make a choice among the possible extensions, such as Friedrichs extension [20, 25] .
The scale-covariance elliptic operator P a = −∆ + a|x| −2 appearing in (1.1) plays a key role in many problems of physics and geometry. The heat and Schrödinger flows for the elliptic operator −∆ + a|x| −2 have been studied in the theory of combustion (see [37] ), and in quantum mechanics (see [20] ). The mathematical interest in these equations with a|x| −2 however comes mainly from the fact that the potential term is homogeneous of degree −2 and therefore scales exactly the same as the Laplacian. There is extensive literature on properties of the Schrödinger semigroup of operators e itH generated by H = −∆ + V (x), where a potential V (x) is less singular than the inverse square potential at the origin, for instance, when it belongs to the Kato class; see [10, 29, 30, 31] . The inverse square potential a|x| −2 does not belong to the Kato class and it is well known that such singular potential belongs to a borderline case, where both the strong maximum principle and Gaussian bound of the heat kernel for P a fail to hold when a is negative. Because of this, it brings some difficulties to study the heat and dispersive equations with the inverse square potential; see [3, 37] . Fortunately, the Strichartz estimates, an essential tool for studying the behavior of solutions to nonlinear Schrödinger equations and wave equations, have been developed by Burq-Planchon-StalkerTahvildar-Zadeh [3, 4] . In the study of Strichartz estimates for the propagators e it(∆+V ) , the decay V (x) ∼ |x| −2 is borderline in order to guarantee validity of Strichartz estimate; see Goldberg-Vega-Visciglia [15] . And also it is known that for any potential V (x) ∼ |x| −2−ǫ , the Strichartz estimates are satisfied, without any further assumption on the monotonicity or regularity of V (x); see RodnianskiSchlag [27] . Moreover recently the Hardy type potentials have been further studied in Fanelli-Felli-Fontelos-Primo [11] . It is well-known that inverse square potential is in some sense critical for the spectral theory. This is closely related to the fact that the angular momentum barrier k(k + 1)/|x| 2 is exactly same type as the inverse square potential. As a consequence, the authors [24, 39] showed some more Strichartz estimates and restriction estimates for wave equation with inverse square potential by assuming additional angular regularity. In this paper, we study the scattering theory of nonlinear Schrödinger equation (1.1) with the critical decay inverse square potential.
The scattering theory of the nonlinear Schrödinger equation with no potential, that is a = 0, has been intensively studied in [1, 2, 5, 6, 9, 13, 14] . For the energy-subcritical case: p ∈ (1 + 4 n , 1 + 4 n−2 ) when n ≥ 3, and p ∈ (1 + 4 n , +∞) when n ∈ {1, 2}, one can obtain the global well-posedness for (1.1) with a = 0 by using the mass and energy conservation due to the lifespan of the local solution depending only on the H 1 -norm of the initial data. In [14] , Ginibre-Velo established the scattering theory in the energy space H 1 (R n ) by using the classical Morawetz estimate for low spatial and almost finite propagator speed for high spatial. The dispersive estimate is an essential tool in their argument. However in our setting, in particular when a is negative, even though we have the Strichartz estimates, we do not know whether the dispersive estimate holds or not. Later, Tao-Visan-Zhang [35] gave a simplified proof for the result in [14] by making use of the following interaction Morawetz estimate
For this estimate, Visciglia [38] gave an alternative application of the interaction Morawetz estimate. To prove the scattering theory, we follow Tao-Visan-Zhang's argument. Thus one of our main task is to establish an interaction Morawetz estimate for the nonlinear Schrödinger equation (1.1) with inverse square potential. To this end, we have to treat an error term caused by the potential. Though we cannot show the positivity of this error term, we can control the error term by the quantity in the right hand side of (1.2). The method to control the error term is, as with the classical Morawetz inequality, a 'multiplier' argument based on the first order differential operator A = 1 2 (∂ r − ∂ * r ). The two key points are the positivity of the commutator [A, ∆ − a|x| −2 ] and the homogeneity of the potential a|x| −2 , which is the same as Laplacian's scaling. Thus we finally obtain an analogue of the interaction Morawetztype estimate. We are known that the Leibniz rule plays a role in proving the wellposedness. However, we do not know whether the Leibniz rule associated with the operator P a holds or not. Instead, we show the equivalence of the Sobolev norms based on the operator P a and the standard Sobolev norms based on the Laplacian by using results on the boundedness of Riesz transform Hassell-Lin [17] and heat kernel estimate [22, 23] . Though the Sobolev norms equivalence result partially implies Sobolev algebra property associated with P a , it is enough for considering the scattering theory in energy space H 1 (R n ) to obtain our main result.
The main purpose of this paper is to prove the following result. 
n−2 is needed for the scattering result; the lower bound p > 1 + 4/n can be improved when one only considers the global well-posedness result; see Remark 5.2 below. Since we mainly focus the scattering theory, we only consider the case that p belongs to 1 +
(p+1) 2 − λ n for n ≥ 4 and a ≥ 0 for n = 3 , the theorem gives scattering result for NLS (1.1) with all p ∈ 1 + 4 n , 1 + 4 n−2 . This result is new and allows some negative inverse-square potential when n ≥ 4. Indeed, the restriction on a is from a ≥ max{ If the solution u of (1.1) has sufficient decay at infinity and smoothness, it conserves mass
and energy
The paper is organized as follows. In Section 2, as a preliminaries, we give some notations, recall the Strichartz estimate and prove a generalized Hardy inequality. Section 3 is devoted to proving the interaction Morawetz-type estimates for (1.1). We show a result about the Sobolev norm equivalence in Section 4. In Section 5, we utilize Morawetz-type estimates and the equivalence of Sobolev norm to prove Theorem 1.1.
2.1.
Notations. First, we give some notations which will be used throughout this paper. To simplify the expression of our inequalities, we introduce some symbols , ∼, ≪. If X, Y are nonnegative quantities, we use X Y or X = O(Y ) to denote the estimate X ≤ CY for some C, and X ∼ Y to denote the estimate X Y X. We use X ≪ Y to mean X ≤ cY for some small constant c. We use C ≫ 1 to denote various large finite constants, and 0 < c ≪ 1 to denote various small constants. For any r, 1 ≤ r ≤ ∞, we denote by · r the norm in L r = L r (R n ) and by r ′ the conjugate exponent defined by
We denote a ± to be any quantity of the form a ± ǫ for any ǫ > 0. We define λ n by λ n = (n − 2) 2 /4. 
Furthermore, we have the estimates associated with P a
By the duality argument and the Christ-Kiselev lemma [7] , we obtain the inhomogeneous Strichartz estimates except the endpoint (q, r) = (q,r) = (2, 2n n−2 ).
Proposition 2.3 (Inhomogeneous Strichartz estimates
and moreover
Remark 2.4. Since the dispersive estimate possibly fails when a < 0 (for wave equation see [26] ), thus one cannot directly follow Keel-Tao's [18] argument to obtain the inhomogeneous Strichartz estimates for the endpoint. However, if |a| ≤ ǫ where ǫ is a small enough constant depending on the Strichartz estimates' constant and the norm |x| −2 L n/2,2 , then one can prove inhomogeneous Strichartz estimates at the endpoint. For simplicity, we assume the initial data u(t 0 ) = 0. Indeed, we can write that
By the endpoint inhomogeneous Strichartz estimates for the classical Schrödinger equation on Lorentz space [18] , we have
If ǫ is small such that C 2 ǫ < 1, then we obtain the endpoint inhomogeneous Strichartz estimates. We believe that one can remove the small assumption in the endpoint inhomogeneous Strichartz estimates by following the argument of HassellZhang [16] and considering the spectral measure of Laplacian with inverse square potential on the metric cone.
Remark 2.5. The endpoint inhomogeneous Strichartz estimate implies the uniform Sobolev estimate
where C is independent of α ∈ C. This estimate was proved by Kenig-Ruiz-Sogge [19] for the flat Laplacian without potential, and by Guillarmou-Hassell [12] for the Laplacian on nontrapping asymptotically conic manifolds. To see this, we choose w ∈ C ∞ c (R n ) and χ(t) equal to 1 on [−T, T ] and zero for |t| ≥ T + 1, and let u(t, x) = χ(t)e iαt w(x). Then
Applying the endpoint inhomogeneous Strichartz estimate, we obtain
From the specific form of u and f we have
Taking the limit T → ∞, we find that
This implies the uniform Sobolev estimate (2.7). Thus we have (2.7) for |a| ≤ ǫ by previous argument.
2.3.
The generalized Hardy inequality. We need the following generalized Hardy inequality:
Remark 2.7. This is an improved and extension result of Hardy inequality in Cazenave [5] and Zhang [40] . The proof heavily relies on the boundedness of the Hardy-Littlewood maximal operator on L p for p > 1.
Proof. It is obvious for s = 0, hence we only consider 0 < s < n p < n. We begin this proof by recalling the definition of Riesz potential I α f for 0 < α < n
where C n,α is a constant depending on α and n. The norm of homogenous Sobolev space is given by f Ḣs
Thus it suffices to show that
To do so, we write
To prove (2.9), it suffices to show that both A 1 and A 2 are strong (p, p) type.
We first consider A 1 f . Notice that s > 0, we have
where M is the Hardy-Littlewood maximal operator. By the boundedness of the Hardy-Littlewood maximal operator for p > 1, we obtain A 1 f p ≤ C f p . Next we consider A 2 f . We note that
To prove the operator B 2 is strong (p, p) type, it is sufficient to show by duality
(2.10)
If we prove B 2 is strong (p, p) type, so is A 2 . Hence we need prove (2.10). Since 0 < s < n, we can choose q > 1 such that sq ′ < n. We have q > n n−s . Thus we have by Hölder's inequality
For all p ′ > q > n n−s , one has 1 < p < n/s. Since p ′ > q, the boundedness of Hardy-Littlewood maximal operator gives
Therefore we obtain T is strong (p ′ , p ′ ) type, hence we proves (2.10). Thus we conclude the proof of this lemma.
Morawetz-type estimates
In this section, we derive the quadratic Morawetz identity for (1.1) and then establish the interaction Morawetz estimate. The Morawetz estimate provides us a decay of the solution to the NLS with an inverse square potential, which will help us study the asymptotic behavior of the solutions in the energy space in next section. More precisely, we have Proposition 3.1 (Morawetz-type estimates). Let u be an H 1 2 -solution to (1.1) on the spacetime slab I × R n , the dimension n ≥ 3 and a > 1 4 − λ n , then we have
and hence |∇|
Remark 3.2. When n = 3, it is obvious to see that the result also holds for a = 0; see [8] .
Proof. We consider the NLS equation in the form of
where g = g(ρ, |x|) is a real function of ρ = |u| 2 = 2T 00 and |x|. We first recall the conservation laws for free Schrödinger in Tao [34] ∂ t T 00 + ∂ j T 0j = 0,
where the mass density quantity T 00 is defined by T 00 = 1 2 |u| 2 , the mass current and the momentum density quantity T 0j = T j0 is given by T 0j = T j0 = Im(ū∂ j u), and the quantity T jk is
for all j, k = 1, ...n, and δ jk is the Kroncker delta. Note that the kinetic terms are unchanged, we see that for (3.3)
By the density argument, we may assume sufficient smoothness and decay at infinity of the solutions to the calculation and in particular to the integrations by parts. Let h be a sufficiently regular real even function defined in R n , e.g. h = |x|. The starting point is the auxiliary quantity
Define the quadratic Morawetz quantity M = 1 4 ∂ t J. Hence we can precisely rewrite
By (3.5) and integration by parts, we have
T 0j , ∂ jk h * T 0j + T 00 , ∂ jk h * T jk + ρ, ∂ j h * (ρ∂ j g) .
For our purpose, we note that n j,k=1
Therefore it yields that
From the observation
we write
where R is given by
Since the Hessian of h is positive definite, we have R ≥ 0. Integrating over time
.
From now on, we choose h(x) = |x|. One can follow the arguments in [8] to bound the right hand by the quantity
Therefore we conclude
(3.9) Now we consider the term
, then we can write P = P 1 + P 2 where
and
Comparing (1.1) and (3.3), we see V (x) = a|x| −2 . We claim that
To show this, it suffices to show
2r and H = ∆ − a|x| −2 , where r = |x|. Now we consider the quantity Au, u . Since u t = i(Hu − f (u)) with f (u) = |u| p−1 u, we have
We first consider the term from the nonlinear part
|x| u . By assuming u rapidly tends to zero as r → ∞, we obtain
Now we consider the term from linear part. Note that the commutator
where the constant c > 0 and δ is the delta function. Integrating on a finite time interval [t 1 , t 2 ], we have for n = 3
and for n ≥ 4 . Therefore, we conclude the proof of Proposition 3.1.
Remark 3.3. Our strategy can be used to prove the same estimates for the Schrödinger equation with potential a|x| σ where a ≤ 0 and σ > 1. In particular σ = 2, we prove the interaction Morawetz estimates for defocusing NLS with repulsive harmonic potential. This possibly is used to remove the radial assumption in the repulsive case of [21] , which studied the scattering theory of the energycritical defocusing NLS with harmonic potential. In contrast to the inverse square potential, the error term brought by the potential is positive. Indeed, we consider V (x) = a|x| σ in (3.11). From the observation ∇h is odd, it follows that
Thus we can write
By the mean value theorem, we easily see that
We see that ∇ 2 V is negative when V (x) = a|x| σ with a < 0 and σ > 1 by using
whose the k-order principal minor determinant is
Hence we can check that P 2 is nonnegative when V (x) = a|x| σ with a ≤ 0 and σ > 1. This together with (3.9) and (3.10) concludes the proof of the case σ > 1.
Sobolev norm equivalence
In this section, we study the equivalence of the Sobolev norms based on the operator P a and the standard Sobolev norms based on the Laplacian. For simplicity, we define
The purpose of this section is to prove the following Proposition 4.1 (Sobolev norm equivalence). Let n ≥ 3, a > −λ n . Then, there exist constants C 1 , C 2 > 0 depending on (n, a, s) such that • when s = 1 and r ∈ (r 0 , r
Remark 4.2. This result generalizes the equivalent result of the Sobolev norms in [3] , which proved f Ḣs (
Remark 4.3. From the classical Sobolev result, we know that (4.2) with a = 0 holds for 1 < r < ∞. However, it is easy to check that the interval (r 0 , r 1 ) → (1, n) as a → 0. It was pointed out to the authors by Andrew Hassell that the dependence on a in the boundedness of Riesz transform is not continuous, which means that the equivalent norm result is strongly influenced by the inverse square potential even though for sufficiently small |a|.
This proposition follows from
Proposition 4.4. There exist constants c r and C r satisfying the following estimates:
• If a > −λ n , we have for r ∈ (r 0 , r 1 )
In addition, the reverse estimate holds for r ∈ (r 0 , r 1 ) and 1 < r, r
• If a ≥ 0, we have for 0 ≤ s ≤ 2 and r ∈ (1, n/s)
In addition, the reverse estimate holds for 0 ≤ s ≤ 1 and r ∈ (r
For a ≥ 0, since the heat kernel e −tPa satisfies the Gaussian upper bounds, we can follow D'Ancona-Fanelli-Vega-Visciglia's [10] argument, which are in spirt of Sikora-Wright [32] proving the boundedness of imaginary power operators and Stein-Weiss complex interpolation theorem. When a < 0, the Gaussian upper bound of the heat kernel fails, we have to resort to the boundedness of the Riesz transform, which was proved in Hassell-Lin [17] . That is why we have to restrict s = 1. However, this is enough for considering the wellposedness and scattering theory in energy space H 1 . We believe that one could establish the equivalence of the Sobolev norm on metric cone and perturbated by the inverse square potential, which is a topic we plan to address in future articles.
Proof. We first consider (4.4), which is a consequence of the boundedness of Riesz transform ∇P Next we use a duality argument to show (4.5). Since P
Therefore by the definition of the square root of P a , we see
If 1 < r, r ′ < n, the Hardy inequality (2.8) (see below) implies
By (4.4), hence we prove (4.5).
Next we prove (4.6) and (4.7). We first recall two-side estimates of the heat kernel associated to the operator P a , which were found independently by Liskevich-Sobol Lemma 4.5 (Heat kernel boundedness). Assume a > −λ n and let H(t, x, y) be the kernel of the operator e −tPa . Then there exist positive constants C 1 , C 2 and c 1 , c 2 such that for all t > 0 and all x, y ∈ R n \ {0}
where the weight function
Remark 4.6. We notice that σ(a) ≤ 0 for a ≥ 0 and 0 < σ(a) < (n − 2)/2 for a ∈ (−λ n , 0).
We need a theorem of Sikora-Wright [32] that established a weak type estimate for imaginary powers of self-adjoint operator, defined by spectral theory. The result implies that if the heat kernel H(t, x, y) associated with the operator H satisfies that
then for all y ∈ R the imaginary powers H iy is weak- (1, 1) . By Lemma 4.5 and the well known Gaussian upper for heat kernel e −t∆ , the operators P 
When Re z = 0, then we have for all 1
Notice P a f = −∆f + a|x| −2 f , it follows from the Hardy inequality (2.8) that
Therefore for Re z = 1, we have by the L p -boundedness of P iy a and (−∆)
Applying complex interpolation to (4.12) and (4.13), we obtain for real number
where 1/r = (1 − σ)/p 0 + σ/p 1 with 1 < p 0 < ∞ and 1 < p 1 < n/2. This gives r ∈ (1, n/(2σ)), hence 1 < r < n/s which proves (4.6).
Finally we prove (4.7). We similarly define the analytic family of operators for
As before the operators P −iy a and (−∆) iy are bounded on L r for all 1 < r < ∞. On the other hand, we can use the dual argument as above and boundedness of classical Riesz transform ∇(−∆)
(4.17)
By the Stein-Weiss interpolation, we obtain for real number σ
where 1/r = (1 − 2σ)/p 0 + 2σ/p 1 with 1 < p 0 < ∞, and p 1 ∈ (r 0 , r 1 ). This implies
. Note σ = s/2, we prove (4.7).
Proof of Theorem 1.1
In this section, we prove Theorem 1. 
where the pair (q, r) ∈ Λ 0 satisfies
(5.2) Here r 1 is defined in (4.1).
Remark 5.2. One can release the restriction p ≥ 1 + 2 n−2 to p > 1 if a ≥ 0. If a < 0, one can also improve the range of p which depends on a. We do not give the detail since this result is enough for showing the scattering.
Proof. We follow the standard Banach fixed point argument to prove this result. To this end, we consider the map Φ(u(t)) = e itPa u 0 − i 
. We need to prove that the operator Φ defined by (5.3) is well-defined on B and is a contraction map under the metric d for I.
To see this, we first consider the case a ≥ 0. Therefore we have by Proposition 4.1 for n ≥ 3
It is easy to verify that (q, r) ∈ Λ 0 such that r, r ′ ∈ (1, n). Then we have by Strichartz estimate and (5.4)
, then we have by Leibniz rule, Hölder's inequality and Sobolev inequality
Taking T sufficiently small such that
we have Φ(u) ∈ B for u ∈ B. On the other hand, by the same argument as before, we have for u, v ∈ B,
Next we consider the case a ∈ (− 4p (p+1) 2 λ n , 0). In this case we can choose (q, r) ∈ Λ 0 such that
where we denote r ′ to be
Since a < 0, one has 1/r ′ 1 = (n + (n − 2) 2 + 4a)/(2n). And so we can verify r ∈ (r 0 , r 1 ) by a > −4pλ n /(p + 1)
2 . Hence we have by Proposition 4.1
Since the operator P 1 2 a commutates with the Schrödinger propagator e itPa , we have by (2.4) and (4.4)
, 2) when a < 0. By Proposition 4.4 and Leibniz rule for the operator ∇ , we obtain that for θ as above
, where
We take T sufficiently small such that
. The standard fixed point argument gives a unique solution u of (1.1) on I × R n which satisfies the bound (5.1).
Lemma 5.3 (The boundedness of kinetic energy). For a > −λ n , there exists c = c(n, a) > 0 such that u(t)
Proof. We recall the sharp Hardy's inequality that for n ≥ 3
Thus,
Note that a > −λ n , this implies (5.6).
By using Proposition 5.1, mass and energy conservations and this lemma, we conclude the proof of global well-posed result of Theorem 1.1.
5.2.
Scattering theory. Now we use the global interaction Morawetz estimate (3.2) 8) to prove the scattering theory part of Theorem 1.1. Since the construction of the wave operator is standard, we only show the asymptotic completeness. Let u be a global solution to (1.1). Using (5.6) and (5.8), we have by interpolation
where the constant C depends on the energy E and mass M . Let η > 0 be a small constant to be chosen later and split R into L = L( u 0 H 1 ) finite subintervals
(5.10)
We first consider the case a ≥ 0. Define
Using the Strichartz estimate and (5.4) , we obtain
Let ǫ > 0 to be determined later, and r ǫ = 2n n−(4/(2+ǫ)) . On the other hand, we use the Leibniz rule and Hölder's inequality to obtain
When n ≥ 4, we can choose ǫ > 0 to be small enough such that 2(p − 1)(2 + ǫ)/ǫ > n + 1 and 2 ≤ n(p−1)(2+ǫ) 4+ǫ
where α > 0, β, γ ≥ 0 satisfy α + β + γ = 1 and
It is easy to verify these requirements for p ∈ (1 + 4 n , 1 + 4 n−2 ). Since r ǫ ∈ [2, n − ] and r ǫ < 2n n−2 for ǫ > 0 and n ≥ 4, we have
Plugging this into (5.11) and noting that α(p − 1) > 0, we can choose η to be small enough such that ∇ u S 0 (Ij ) ≤ C(E, M, η). When n = 3, we choose ǫ = 2 + , and then r ǫ = 3 − . If p ∈ ( ≤ 6. Arguing as before, we can estimate ∇ u S 0 (Ij ) . If p ∈ (4, 5), we use interpolation to show that
, where α > 0, β, γ ≥ 0 satisfy α + β + γ = 1 and It is easy to solve these equations for p ∈ (4, 5). Since r ǫ ∈ [2, 3 − ] for ǫ = 2 + , we have
Hence arguing as above we have (5.12) for n = 3. We secondly consider the case .
For 1 − λ n < a < 0, we have [(2 * ) ′ , 2 * ] ⊂ (r 0 , r 1 ) and 2 * , (2 * ) ′ ∈ (1, n). Using the Strichartz estimate and (4.5) , we obtain
If we choose r ǫ as before, we have r ǫ ∈ [2, 2 * ] ⊂ (r 0 , r 1 ) in this case. Then we can closely follow the previous argument to obtain (5.12) . For 4 (p+1) 2 − λ n ≤ a < 1 − λ n , by using the Strichartz estimate and (4.5), we instead obtain for some α > 0, β ≥ 1
, where (q 1 , (r 1 ) − ) ∈ Λ 0 and r 1 is given in (4.1). Hence we also obtain (5.12).
Finally, we utilize (5.12) to show asymptotic completeness. We need to prove that there exist unique u ± such that lim t→±∞ u(t) − e itPa u ± H 1 x = 0, P a = −∆ + a |x| 2 .
By time reversal symmetry, it suffices to prove this for positive times. For t > 0, we will show that v(t) := e −itPa u(t) converges in H 1 x as t → +∞, and denote u + to be the limit. In fact, we obtain by Duhamel's formula v(t) = u 0 − i Arguing as before, we deduce that for some α > 0, β ≥ 1
e −iτ Pa (|u| p−1 u)(τ )dτ
→0 as t 1 , t 2 → +∞.
As t tends to +∞, the limitation of (5.13) is well defined. In particular, we find the asymptotic state
Therefore, we conclude the proof of Theorem 1.1.
