This article deals with Minimum Mean Square Error (MMSE) turbo equalization of nonlinear interference using a volterra series decomposition of the underlying nonlinear channel. Although it has been often argued that linear MMSE based equalization is unsuited for cancelling nonlinear interference, we show that this common belief is not true in a strict sense. By a proper derivation of the linear based MMSE soft equalizer, we are able to show that the underlying structure of the equalizer is equivalent to a Soft Interference Canceller (SIC) treating both the linear and nonlinear interference. Based on these results, approximations are provided for lowering the computational complexity. Links to previously proposed "nonlinear" SIC are emphasized showing that the previously proposed structures are nothing but approximations of a linear MMSE receiver applied to nonlinear ISI channels. Simulations show that significant improvements can be achieved by using the proposed exact and approximate MMSE based turbo-equalizers.
INTRODUCTION
Satellite transmissions are impacted by nonlinear distortions due to the on-board High Power Amplifier (HPA) stage. For the sake of a better energy efficiency, these HPAs -Travelling Wave Tubes (TWT) or Solid State amplifiers (SS) -are driven as close as possible from their saturation. A "back-off" is however usually required so as to guarantee the best trade-off between the useful signal power and the nonlinear distortion effects. These effects are all the more significant when high modulation orders are used. Thus, the use of high order modulations such as those proposed in DVB-S2 standard [1] for instance, calls for nonlinearities compensation in the transmission chain. Nonlinear satellite distortions can be treated either at the transmitter with the so-called pre-compensation/pre-distortion techniques or at the receiver using equalization. In this paper, we are mainly interested in iterative equalization techniques. Several channel models have been investigated to cope with nonlinear interference. A first approach was introduced in [2] [3] where the nonlinear channel was considered as an additive gaussian noise associated with a signal attenuation called warping. This approximation is no longer accurate for high order mutli-level modulations since outer rings constellation symbols experience stronger distortions that inner rings symbols. Yet, the most common approach to model the nonlinear distortions is the use of the Volterra series representations originally proposed by [4] . The investigated nonlinear satellite channel model is based on a Volterra series representation. When perfect knowledge of the channel is available at the receiver, Maximum A Postertiori (MAP)-based equalization techniques or Maximum Likelihood Sequence Detection (MLSD) show optimal performance based on the trellis representation of the equivalent nonlinear channel as investigated in [5, 6] . However, their induced complexity (exponential in the channel memory) renders their use at the receiver rather difficult for high order modulations and long memory channels. Therefore a great deal of research has been dedicated to the derivation of low complexity receivers. Inspired by the turbo principle [7] [8] [9] , several attempts have been made to derive low complexity equalization and decoding schemes referred to as turbo-equalizers. They have shown to exhibit improved performance compared to noniterative receivers with a fair trade-off between performance and complexity. In [10] , an iterative receiver is presented consisting of a factor graph detector with a complexity linear in the channel memory. Yet, most of existing turbo receivers for the nonlinear channel are based on MMSE equalization imposing a predetermined nonlinear soft interference cancelling structure mainly inspired by the structure proposed by [9] . In this article, we are interested in having insights for the linear MMSE-based turbo-equalization of nonlinear channels. Although cyclically studied, MMSE based iterative equalization has not been studied so far in a systematic manner as it has been the case for the linear ISI channel [7] [11] . It has been argued in [12] [13] that linear MMSE equalization would not allow cancelling the nonlinear interference. However, such statement seems to be based on the formulas of the linear MMSE equalizer derived for a linear channel. The main contribution of this article is to show that the linear MMSE estimator derived properly for the Volterra channel induces a non linear SIC able to cancel both linear and nonlinear interference. Besides, it can be shown that the "nonlinear" ISI canceller proposed in [12] is actually a special case of the linear MMSE applied to the Volterra channel. Moreover, in [13] , authors derive a "nonlinear" low complexity SIC based on a particular channel decomposition which does not cancel all the nonlinear interference. As a result, the proposed turbo-equalizer shows poor performance when compared to a SIC treating only linear interference for the almost all investigated scenarios. The remainder of this paper is organised as follows: first, we present the Volterra channel model. Then, we derive general formulas for the Volterra-MMSE turbo-equalizer as well as some time-invariant approximations. Finally, we investigate the performances of the different MMSE implementations before ending with some conclusions. The satellite transponder's HPA is usually represented by an IMUX (Input MUltipleXing filter) followed by a memoryless nonlinear amplifier and an OMUX (Output MUltipleXing filter). The constituent IMUX filter aims at removing adjacent channel interferences, whereas the OMUX filters the out-of band frequencies ensuing from the spectral enlargement due to the nonlinear processing within the amplifier. According to [4] , we can assume that the satellite transponder corresponds to a bandpass HPA whose transfer function c only accounts for the module of the signal x to be amplified:
where y is the amplified signal and A(.) and Φ(.) are called AM/AM and AM/PM characteristics. Much of satellite HPA models found in literature rely on Saleh's model [14] who proposed an analytical frequency independent model for power amplifiers. Another model was presented by [4] et al, who proved that due to the bandpass nature of the satellite transponder, its transfer function could be decomposed into series containing only odd terms:
This decomposition is the baseline for a Volterra description of the nonlinear channel as will be shown later in this section. Let us consider the satellite communication model depicted in fig. 1 . Let x(t) be the baseband equivalent of the transmitted signal:
where xn denote independent identically distributed symbols drawn from an M-ary alphabet, p(t) represents the normalized shaping filter and T is the symbol duration. The amplified signal y(t) can be written as:
and is followed at the receiver by a downlink noise which is supposed to be zero mean additive circular white Gaussian process with variance σ 2 w . Matched filtering and sampling at t = t0 + nT leads to the so-called Volterra channel given by:
where vm determines the decomposition order of the Volterra series, hn 1 ,...,n 2m+1 are called Volterra kernels and wn is the filtered additive noise at time t0 + nT .
. .
Fig. 2. Block diagram of the MMSE equalizer
For the remaining of this article and for ease of presentation, the above discrete time Volterra channel model will be truncated up to the 3rd order:
where L02 and L01 define the channel linear ISI length.
LINEAR VOLTERRA-MMSE TURBO EQUALIZATION
In this section, we derive the exact formulas for MMSE based soft equalization. Let us define the following notations: at its first row; 01×N 1 +N 2 is the (1 × N1 + N2) all zero vector; H ijk = h i,j,k IN are the nonlinear ISI matrices where N = N1 + N2 + 1 and IN is the N × N identity matrix; and x ijk n are the third order ISI terms:
3.a. Exact MMSE implementation
The linear MMSE equalizer consists of an affine estimation of the received signal [11] [15]:x n = a H n zn + bn
which computes estimates that minimize the mean square error with the transmitted symbols E |xn − xn| 2 .The time variant MMSE coefficients are given as follows:
where
We recognise in equation (9) and fig.2 the structure of a soft interference canceller where linear and nonlinear ISI terms appearing in E [zn] are cancelled. Note that in order not to cancel the current symbol to be estimated, the apriori LLR (La)
To obtain the exact MMSE coefficients one needs to compute expectations of products of 3,4 and 6 symbols and symbols conjugates at different time instants as mentioned in [4] . Due to the presence of the interleaver between the decoder and the equalizer, symbols can be considered to be mutually independent. Thus, we can write the average of a product of p symbols and q − p symbol conjugates as follows:
where vj (v * j ) represents the number of occurrences of symbol xn−i j (x * n−i j ) in the product average, and sm m ∈ [1 . . . M ] is the m th constellation symbol which probability is computed as:
where cn,i is the i th coded bit of the time n symbol xn and sm,i is the i th bit of constellation symbol sm.
The coded bits probabilities can be computed from the input Log-Likelihood Ratios (LLRs) La from the decoder as:
Computing the exact terms of (8) at each equalization step, in addition to matrix inversions imply a significant computational complexity. However, since there exist common sub-matrices between successive time instants covariance matrices in (11) we can resort to fast recursive computations as described in [11] .
3.b. Time-invariant approximate MMSE coefficients
An alternative to the computational complexity of the exact MMSE equalizer would be the use of time-invariant approximations of the MMSE coefficients. Two approximations can be proposed:
In this first approximation, the MMSE coefficients are computed assuming no a priori knowledge is available at the equalizer, which is the case for the first turbo-iteration. In this case, E[xn] = 0 and vn = 1 ∀n. However, due to the nonlinear ISI terms, no simplified expression of the MMSE coefficients can be computed, since it depends on the modulation order, the channel coefficients and the type of modulation (PSK, QAM, APSK,...). When the symbols are drawn from a constant modulus modulation, the channel 3rd order kernels indexes (i, j, k) verify that i = k and j = k, since otherwise they would contribute to the linear ISI part. Thus, it can be shown for a modulation of order M higher than 2 that:
Leading to simplified NA-MMSE coefficients:
These NA-coefficients are strictly equivalent to the ones proposed in [12] . The previous result can be generalized to APSK modulations if we assume that APSK can be approximated by constant amplitude modulations.
3.b.2. Low complexity approximate implementation
In this second implementation, we investigate another time invariant MMSE implementation introduced in [7] . The idea is to compute the MMSE filter that minimises
Cov (zn, xn) (15) 
Cov (xn, xn) becomes a diagonal matrix and can be further simplified by assuming that side effects are negligible, which results in
As for the third order covariances matrices, it can only be shown that they have a Toeplitz structure. The computational complexity is slightly reduced since matrix inversion is done once for every L equalized symbols.
3.c. Soft demapper
In order to map the output of the equalizer to code LLRs, we define the residual equalizer output error en =xn − xn [7] . Computing the distribution of the estimation error instead of the distribution ofxn given xn turns out to be a practical choice, since one needs not to track occurrences of xn in third order covariances terms in (11) . For practical considerations, this error is assumed to be Gaussian. The residual error has mean E [en] = 0 and variance var(en) = 1 + Cov(xn,xn) − 2Re (Cov(xn, xn)). For the exact MMSE implementation, it can be shown that var(en) = 1 − Cov(xn, zn)an. As for the NA-MMSE implementation, computing the exact error variance is more computationally complex than for the exact MMSE. Hence, we shall refer to it as implementation-a. Authors in [12] presented a simplified NA-MMSE error-variance which neglects the contribution of third order Volterra terms. This simplification will be referred to as implementation-b. Although being less computationally complex than implementation-a, the proposed simplification would provide inaccurate LLRs at high SNR values, since nonlinear terms can no longer be neglected. The equalizer outputxn ∼ N (xn, var(en)) and the output a posteriori LLR Lap can be written as:
The a posteriori LLRs are made extrinsic (Le) by subtracting the a priori probability fed by the decoder:Le(cn,i) = Lap(cn,i|xn) − La(cn,i).
SIMULATION RESULTS
This section provides results of the performance of the above mentioned MMSE equalizers in a typical nonlinear satellite channel. In practice, only significant channel gains h ijk in (6) are considered in the Volterra decomposition of a satellite channel. The test channel we are considering is the one proposed by [12] which was derived from [4] but with stronger nonlinear ISI (cf Table 1 ).
We investigate the performance of the two implementations of the Volterra MMSE turbo equalizer. Information bits are encoded by a convolutional code with generating polynomials in octal g1 = 5 and g2 = 7 with trellis termination. The coded bits are then passed through a random interleaver and mapped into 8PSK symbols. At the receiver, the MMSE filters are set to have 9 taps N1 = 5 and N2 = 3. The soft demapper output is deinterleaved and forwarded to a MAP decoder. The output of the decoder, is interleaved and passed to the equalizer. Fig. 3 plots the BER performance for simulations up to 4 turboiterations for three different MMSE equalizers: the exact MMSE linear equalizer, the No-Apriori MMSE equalizer with the exact error variance (implementation-a) and the No-Apriori MMSE equalizer with a simplified error variance (implementations-b) as proposed in [12] . The BER performances of the MMSE equalizers improve with the number of iterations. An SNR gain up to 2dB is achieved at BER = 10 −4 between the 1st and 4th iteration of the exact MMSE. Besides, since all versions of the MMSE equalizer are fed with zero aprioris in the first iteration, the BER curves match as one can expect. More importantly, at high SNR values, the NA-MMSE implementation-a outperforms the NA-MMSE implementation-b since the 3rd order interference terms can no longer be neglected to compute the variance error in the soft demapper.
CONCLUSION
This paper provides a proper derivation of the linear MMSE turbo equalizer for the nonlinear Volterra channel including some approximate implementations. Unlike what was commonly thought in literature, the proposed linear turbo equalizer is shown to be able to cancel both linear and nonlinear interference. Theoritical study and BER results confirm that the linear MMSE Volterra outperforms some of the previously proposed "nonlinear" interference cancellers.
