We present seven new abundance measurements of the elements O, C and Si at z > 4.5, doubling the existing sample of weakly depleted elements in gas-rich galaxies, in order to constrain the first ∼1 billion years of cosmic metal evolution. These measurements are based on quasar spectra of damped Lyman-alpha absorbers (DLAs) and sub-DLAs obtained with the Magellan Inamori Kyocera Echelle (MIKE) and Magellan Echellette (MagE) spectrographs on Magellan-South, and the X-Shooter spectrograph on the Very Large Telescope. We combine these new measurements with those drawn from the literature to estimate the N H I -weighted binned mean metallicity of −1.51 ± 0.18 at z = 4.8. This metallicity value is in excellent agreement with the prediction from lower redshift DLAs, supporting the interpretation that the metallicity evolution is smooth at z ∼ 5, rather than showing a sudden decline at z > 4.7. Furthermore, the metallicity evolution trends for the DLAs and sub-DLAs are similar within our uncertainties. We also find that the [C/O] ratios for z ∼ 5 DLAs are consistent with those of the very metal-poor DLAs. Additionally, using [C/O] and [Si/O] to constrain the nucleosynthesis models, we estimate that the probability distributions of the progenitor star masses for three relatively metal-poor DLAs are centered around 12 M to 17 M . Finally, the z ∼ 5 absorbers show a different metallicity-velocity dispersion relation than lower redshift DLAs, suggesting that they may be tracing a different population of galaxies.
INTRODUCTION
Metal abundance measurements throughout the cosmic ages track the history of galaxy formation and evolution from the initial pristine stars and galaxies to the present day metal-rich galaxies. At z ∼ 5, the cosmic stellar mass density is expected to have doubled every 300 Myr (e.g. Gonzalez et al. 2011) . As a result, due to the finite age of the universe, metals observed in absorption at this epoch are only a few hundred million years old and are produced either by core-collapse supernovae of the massive metal-poor stars or by pair-instability supernovae. Therefore, the first 1 billion years of the cosmic metal evolution are influenced by the nucleosynthetic signatures from the early stars, and E-mail: spoudel@email.sc.edu measuring abundances during the z ∼ 5 epoch can constrain the nature of the pristine Population III stars and the metal-poor Population II stars. The initial mass function of Population III stars is still a subject of debate, some studies suggest masses as high as 100 M (e.g. Bromm, Coppi & Larson et al. 1999; Nakamura & Umemura 2001; Abel et al. 2002) , where other studies suggest somewhat smaller values. For example, fragmentation due to turbulence can result in smaller Population III IMF (Initial Mass Function) (Clark et al. 2011) , and multiple smaller Population III stars can be formed in a given minihalo (e.g. Stacy & Bromm 2013; Hirano et al. 2014; Stacy et al. 2016) . Measurements of relative abundances such as [C/O] in chemically young systems can put a strong constraint on the mass of the progenitor Population III stars (Cooke et al. 2017 ). Finally, abundance measurements can be compared with the results from different cosmic metal evolution models with the inclusion or exclusion of the Population III stars (e.g. Maio & Tescari 2015; Kulkarni et al. 2013) to explore the early enrichment history of star formation and enrichment in galaxies.
While probing the chemical enrichment of galaxies from continuum or line emission is difficult at higher redshift, measurement of absorption lines in the spectra of background objects such as quasars provides a powerful method to measure chemical abundances (e.g. Pettini et al. 1994; Prochaska et al. 2003a; Kulkarni et al. 2005) . Also, unlike emission-based detection, the absorption-based method can select gas-rich galaxies independent of their brightness (Wolfe et al. 2005) . Particularly interesting absorption systems are the DLAs (Damped Lyman-alpha Absorbers) and sub-DLAs (sub-Damped Lyman-alpha Absorbers) in background quasar spectra, which have high neutral hydrogen column densities (log N H I ≥ 20.3 and 19.0 ≤ log N H I < 20.3, respectively). DLAs and sub-DLAs together dominate the neutral gas mass density of the universe at high redshift (e.g. Wolfe et al. 2005; Zafar et al. 2013; Berg et al. 2019) , and provide the neutral gas reservoir for star formation (e.g. Nagamine et al. 2004a,b; Wolfe & Chen. 2006) . The presence of damping wings in the Lyman-alpha lines for DLAs and sub-DLAs allows precise measurements of neutral hydrogen column densities. Furthermore, DLAs and sub-DLAs are also powerful probes of metals in the interstellar medium and the circumgalactic medium of distant galaxies. Finally, unlike the Lyman alpha forest and Lyman limit systems, DLAs are primarily neutral and insensitive to the ionization corrections (e.g. Erb et al. 2006; Aguirre et al. 2008; Lehner et al. 2013) . From a number of previous observations, DLA metallicity is observed to decrease gradually from redshift z = 0 to z = 4 with a rate of about 0.2 dex per redshift (e.g. Kulkarni & Fall 2002; Prochaska et al. 2003a; Kulkarni et al. 2005 Kulkarni et al. , 2007 Rafelski et al. 2012; Jorgenson et al. 2013; Som et al. 2013 Som et al. , 2015 Quiret et al. 2016 ). However, the DLA metallicity evolution at high redshift is still unclear, primarily due to inadequate samples having robust measurements of dust-free metallicity. Some previous studies (e.g. Rafelski et al. 2012 Rafelski et al. , 2014 reported a sudden decline of DLA metallicity at z > 4.7, suggesting a sudden change in the chemical enrichment process. However, such a sudden drop would be expected to be associated with a sudden change in the star formation history of galaxies, which is not observed. Indeed, the observed star formation history of galaxies based on UV and IR observations, shows no sudden change at 4 z 8 (Madau & Dickinson 2014) . Recent studies (e.g. Morrison et al. 2016; De Cia et al. 2018; Poudel et al. 2018 ) have shown that the sudden drop reported at z > 4.7 can be explained in terms of dust depletion, which cannot be ignored even at z ∼ 5. As observed in the Milky Way (MW) Interstellar Medium (ISM), elements with a higher condensation temperature (e.g, Si, Fe etc) are subject to more depletion into dust grains than elements with a relatively lower condensation temperature (S, O, Zn etc) . Even in DLAs the depletion is more severe for refractory elements like Si, Fe, than for volatile elements O, S (e.g. De Cia et al. 2016 ).
The results from a small sample of seven systems Poudel et al. (2018) with dust-free abundance measurements suggests that the N H I -weighted mean metallicity at z ∼ 5 absorbers agrees with the prediction from z < 4.5 DLAs within < 0.5σ. Furthermore, the N H I -weighted mean metallicity at z ∼ 5 from Poudel et al. (2018) is in excellent agreement with results of recent simulations from Finlator et al. (2018) .
Evolution of metallicity as a function of redshift is a powerful tracer of the cosmic star formation history. It is therefore important to determine the metallicity evolution of DLAs/sub-DLAs accurately. Given the potentially interesting implications of a sudden drop in metallicity at z∼5 and the conflict such a drop would produce with existing chemical evolution models, it is especially important to check with a larger sample whether or not such a sudden drop in metallicity actually exists. With this goal, we have been expanding measurements of S and/or O in other DLAs at z ≥ 4.5. Here we present results of VLT and Magellan observations of 7 more absorbers in this redshift range. Inclusion of these new measurements doubles the current high-z sample of volatile elements, and thus offers a better understanding of DLA metallicity evolution at z ∼ 5. We also examine the relative element abundances and their variation with velocity of the absorbing gas. This paper is organized as follows: section 2 presents our observations and details of data reduction. Section 3 presents the measurements of the metal lines and determination of the element abundances. Section 4 describes the results for the individual absorbers. Section 5 presents a discussion of our results. Finally, section 6 summarizes our conclusions.
OBSERVATIONS AND DATA REDUCTION
Our sample consists of seven absorbers with neutral hydrogen column density of log N H I = 19.65 to 20.75, at redshifts 4.59 to 5.05 along the sight lines to four quasars. These absorbers were chosen from the z > 4.5 SDSS (Sloan Digital Sky Survey) absorbers with log N H I ≥ 20.0 listed in Noterdaeme et al. (2012) . To check the validity of the systems, the SDSS spectra were checked to make sure that at least 1 metal line of any low ion (e.g. C II, Si II, O I) was detected at the same redshift as the H I DLA redshift listed in Noterdaeme et al. (2012) (or within ±1500 km s −1 of that redshift), regardless of the strength of that metal line. In other words, the selection of the absorbers was driven by the redshift, the H I column density, and the mere existence of at least 1 other low-ionization metal line, but was independent of the strength of the metal line.
Two of the quasars J1557+1018 and J1253+1046 probing three absorbers were observed with MIKE in April 2017 on the Magellan Clay telescope at Las Campanas observatory in Chile (PI: Frye, 2017A). Observations were carried out with a 1" slit, and reached a spectral resolution of ∼22,000 with the red arm and ∼28,000 with the blue arm, giving a combined wavelength coverage of 3500 to 9400 A. The quasar J1233+0622 was observed with X-Shooter in 2014, a medium resolution spectrograph on VLT (Very Large Telescope) with a spectral coverage of 3000 to 25,000 A. While the near infrared arm of X-Shooter provides resolution of 5300, the visible arm of the spectrograph in which most of our lines fall, provides a resolution of 8900 with a 0.9" slit. Finally, J0306+1853 was observed with Magellan Echellette (MagE) in January 2014 using a 1" slit with a resolution of ∼4100 over 6000-10,000Å. The details of the observations are summarized in Table 1 .
The MIKE data were reduced using the MIKE pipeline reduction code written in IDL and developed by S. Burles, J. X. Prochaska and R. Bernstein. The reduction package performs all the necessary steps for bias subtraction, flat fielding and sky-subtraction. Before and after each science exposure, comparison exposures using the Th-Ar lamp were taken for wavelength calibration purposes. After the calibration and the heliocentric velocity corrections, the pipeline extracts each individual echelle order from all the exposures. Multiple exposures were obtained and combined to facilitate the rejection of cosmic rays.
X-Shooter observations of J1233+0622 were reduced using the X-Shooter Common Pipeline Library (Goldoni et al. 2006 ) release 6.5.1 1 to obtain the flat fielded, wavelength calibrated and sky-subtracted 2D spectra from the 2-D raw images. The final 1-D spectrum was extracted using spectral point spread function (SPSF) subtraction as described in Rahmani (2016) . The details of the reduction procedure are described in Poudel et al. (2018) .
The MagE data were reduced using a custom-built pipeline and flux-calibrated using techniques described in Becker et al. (2015) .
For all objects, the final 1-D spectra were continuumnormalized and multiple exposures were combined thereafter using IRAF 2 .
VOIGT PROFILE FITTING AND ABUNDANCE MEASUREMENTS
We used the Voigt profile fitting program, VPFIT 3 v. 10.0 for the determination of column densities of metal lines and neutral hydrogen. VPFIT minimizes the χ 2 residual between the data and theoretical Voigt profiles convolved with the instrumental line spread profile through multiple iterations. VPFIT makes it possible to perform simultaneous multi-component Voigt profile fitting of multiple lines of multiple ions, while allowing the Doppler b parameters and redshifts of the corresponding components to be tied together. While the line blending can be an issue with lower resolution spectrographs, three out of the seven absorbers in our sample have a relatively higher resolution of 13.7 km s −1 which can resolve the blending of metal lines. For many of the systems we were also able to use multiple lines to minimize the error caused by possible saturation effects (e.g. Penprase et al. 2010 ). The fitted column densities and associated uncertainties determined with VPFIT were confirmed by comparing the calculated and observed line profiles (in the core as well as the wings) and verifying that the profiles agreed within the noise level present. Another potential issue with high-redshift systems is the severe blending of metal lines with hydrogen lines in the dense Lyman forest. However, all of the lines used for the column density determinations were outside the Lyman-alpha forest and were not affected by the forest lines. For the sake of comparison, we have also included apparent optical depth (AOD) column densities (e.g. Savage & Sembach 1991) in addition to the column densities derived from the Voigt profile fitting for all of our systems. In most cases, the column densities estimated from the AOD method are consistent with those estimated from the Voigt profile fitting method within ∼ 1σ. In cases with only one saturated line each for O I and/or C II, the AOD method cannot give reliable lower limits to the column densities. Limits from a linear curve of growth are also not applicable for such saturated lines. In such cases, we adopt the lower limits obtained from Voigt profile fitting.
Another challenge affecting high-redshift systems is the continuum normalization blueward of the Lyman-alpha emission. This is partly due to severe blending with the Lyman-alpha forest and partly because of the relatively low signal-to-noise ratio for the faint quasars. The typical resolution of 13 -55 km s −1 used for most of our absorbers, was adequate to resolve the forest for determining the neutral hydrogen column density. For each sightline, we selected the entire available spectrum blueward of the Lyman-alpha emission for the continuum normalization. In most cases, the spectra covered at least the first three Lyman-series lines. Regions of the spectra unaffected by any absorption were selected to fit the continuum. A spline polynomial, typically of order 5, was fitted to the selected continuum region using the CONTINUUM task in IRAF. H I column densities were estimated by fitting Voigt profiles to the Lyman series lines that were usable. For most of the systems, the H I column densities were measured by fitting Voigt profiles to the Lyman-alpha lines taking the core and the wings of the profiles into consideration (e.g. Poudel et al. 2018) . In some cases, we were able to use both the Lyman-beta and the Lyman-alpha lines to estimate the H I column densities. While the Lyman-alpha lines for the absorbers at z=4.589, 4.600 along the sightline to the quasar J1253+1046 were blended with each other, we were able to make a joint fit of Lyman-alpha and Lyman-beta lines of these two systems together to estimate the H I column densities for both the absorbers. Moreover, both the Lyman-alpha and Lyman-beta lines were used to estimate the H I column density for the absorber at z=4.987 towards J0306+1853. In several cases, Lyman-series lines beyond Lyman-alpha were not useful, partly due to severe blending with the dense Lyman-alpha forest at these high redshifts, and partly due to the high noise level (see Fig. B1 and Fig.  B2 in Appendix B). To estimate the uncertainties in the H I column densities, we examined the range of values for which the fitted profiles are consistent with the observed data within the noise level (e.g. Poudel et al. 2018) . We note that the uncertainties thus estimated are more conservative than estimates based on the continuum placement errors alone. (The uncertainties in the H I column densities contributed by error in continuum placement were estimated by shifting the continuum up and down by the 1σ uncertainty, renormalizing the continuum at those levels, and then refitting the Voigt profiles in each case. The uncertainties in the H I column densities resulting from continuum placement errors thus derived were typically 0.1 dex)
We have not made ionization corrections to any of the abundances since observations of higher ionization lines are not available to place constraints on the ionization parameter. In any case, the ionization corrections are expected to be negligible for DLAs and 0.2 dex for sub-DLAs (e.g. Dessauges-Zavadsky et al. 2003; Meiring et al. 2009; Cooke et al. 2011; Som et al. 2015) .
All abundances reported in this paper are relative to the solar abundances taken from Asplund et al. (2009) . The restframe wavelengths and oscillator strengths used for the Voigt profile fitting were taken from Morton (2004) and Cashman et al. (2017) .
RESULTS FOR INDIVIDUAL ABSORBERS
In this section, we report the results for the column densities derived from Voigt profile fitting, the inferred absolute and relative abundances, and the gas kinematics determined from velocity dispersion measurements for individual absorbers. For each system, the H I lines are shown in Fig. 1 .
Absorber at z = 4.987 along the sight line to J0306+1853
This absorber was observed with lower spectral resolution than the other absorbers and was initially reported in Wang et al. (2015) . We reanalyzed this system by doing Voigt profile fitting for O I λ1302, Si II λ1304, and C II λ1334 and calculated the corresponding element abundances. Fig. 2 value is not expected to be an artifact of saturation. Nevertheless, higher resolution observations of this sight line would help to determine the column densities more accurately.
4.2 Absorber at z = 4.859 along the sight line to J1233+0622
A DLA at z = 4.859 along the sight line to J1233+0622 has been detected with log N H I = 20.75 ± 0.15. The Voigt profile fits for the metal lines are shown in Fig. 3 . While C II λ1334, Fe II λ2600, and Si II λ1527 are detected for this system, the high-and low-velocity components for the O I λ1302 line are blended with telluric absorption. This absorber is spread over a large radial velocity range with at least seven components detected in C II λ1334 with X-Shooter resolution. This absorber shows some variations among different velocity components. For example, three of the components seen in Si II λ1527 do not seem to be perfectly matched with those in C II λ1334. We believe there is no possibility of blending in Si II λ1527, since it lies outside the Lyman-alpha forest, and the only other known absorber in this sightline does not have suitable lines that could cause blending. We also do not find any obvious problems with data reduction. The differences between the Si II λ 1527 and C II λ 1334 lines may thus arise partly due to a slight offset in the wavelength calibrations of the visible and near-IR parts of X-Shooter spectra and partly from the differences in ionization, depletion, or intrinsic nucleosynthetic ratios. Such differences in nucleosynthesis/depletion have been reported before in other high-redshift absorbers even with the higher spectral resolution of Keck HIRES (e.g. Morrison et al. 2016 ). Moreover, we are able to estimate the lower limit of the O I λ1302 column density by overfitting the profile for the central main component, fixing the redshift and Doppler b parameter determined in C II λ1334. Taking only this central component (excluding the other components that are heavily blended with telluric absorption features), we place a lower limit on [O/H] > −2.14. For C II λ1334, as shown in Fig. A1 , we have analyzed the effect of changing the column density for the strongest component in steps of 0.1 dex. The difference between the profile and the data becomes large, considering the 1σ uncertainty in the normalized flux, if the C II column density is increased by > 0.1dex compared to the adopted value of 14.42. This is consistent with the uncertainty of 0.07 dex obtained from VPFIT. The Fe II profile seems to differ in structure from C II and Si II profiles in the sense that almost no Fe II is seen in the central components seen in C II and Si II. The peak Fe II absorption seems to be blueshifted by ∼ 50 km s −1 with respect to the peak absorption in C II and Si II.
4.3 Absorber at z = 5.050 along the sight line to J1233+0622
The quasar sight line to J1233+0622 shows a second absorber at z = 5.050 with log N H I = 20.10 ± 0.15. This absorber is detected in O I λ1302, C II λ1334, Si II λ1304, Si II λ1527, and Fe II λ1608. The corresponding Voigt profile fits are shown in Fig. 4 . This is also a metal-rich absorber which shows multiple components spread over a large radial Fig. 6 . This is a metal-rich DLA, [O/H] has a lower limit of −1.46. Since C II λ1334 is also saturated, we adopted a lower limit as shown in Table. 3. This absorber also shows spatial variation in the relative abundances as two extra components are detected in O I λ1302 but not in silicon and carbon. Once again, the Fe II profile is quite distinct from the profiles of O I, C II, Si II, and seems to be shifted to the blue by ∼ 50 km s −1 . high metallicity is quite rare in DLAs even at z < 2. Also, Si shows a much smaller abundance than S, suggesting strong dust depletion. To date, this absorber has the highest metallicity among z > 4.5 sub-DLAs or DLAs.
4.7
Absorber at z = 4.627 along the sight line to J1557+1018
The sight line to J1557+1018 shows a DLA at z = 4.627 that was estimated by Noterdaeme et al. (2012) to have log N H I = 21.30 based on its SDSS spectrum. Based on our higher resolution MIKE spectrum, we get a value of log N H I = 20.75 ± 0.15. However, we note that the S/N at the position of the Lyman-alpha line is low. Higher S/N data would be useful to obtain a more definitive determination of N H I in this absorber. Fig. 8 
DISCUSSION
Now we combine our measurements with those from the literature and perform a comparative study of metallicityvelocity dispersion, relative abundances, dust depletion, and metallicity evolution.
Profile Shapes and the Metallicity vs. Velocity Dispersion Relation
The gas kinematics of a galaxy can be understood from the measurement of velocity dispersion of its gas. One measure of the gas velocity dispersion is the quantity ∆v 90 , i.e., the velocity range that spans 90 percent of the total absorption determined from relatively weak and unsaturated metal lines whenever possible (e.g. Wolfe & Prochaska 1998 ). Fig.  9 shows the measurements of velocity dispersion for all the absorbers in this paper using weaker and unsaturated transitions where available. We treat the ∆v 90 derived from the strong, saturated lines as upper limits. To estimate ∆v 90 , we measure the radial velocity width between 5 percent and 95 percent of the integrated optical depth using the fitted profiles as shown in Fig. 9 . The value of the velocity dispersion may depend on the inflow or outflow of gases within the galaxy and also on the mass of the galaxy. If the velocity dispersion depends primarily on mass, and the role played by gas flows is small, then the velocity dispersion vs. flatter metallicity vs. velocity dispersion relation at z > 4.5 than for the z < 4.5 absorbers. Since we don't find the well established metallicity vs. velocity dispersion trend seen at lower redshifts, it is possible that the strength of the correlation decreases with increasing redshift.
A flatter metallicity vs. velocity dispersion relation could be caused by stronger inflows of metal-poor gas at z > 4.5. Alternatively, if the velocity dispersion is dependent of the galaxy mass, then we speculate that the flatter trend for z > 4.5 absorbers may suggest that these absorbers are more dominated by dark matter and thus have lower stellar mass and lower metallicity.
Finally, we note that the velocity profile shapes show some potentially interesting differences. For example, for 3 of the 4 absorbers where we have measurements of Fe II profiles, we see a blueshift in the Fe II profiles with respect to the O I, C II, and Si II profiles. These 3 absorbers are at z = 4.59, 4.60, and 4.86. Such a shift, if real, would be unusual, compared to lower-redshift DLAs, even the VMP DLAs in Cooke et al. (2017) . However, we note that not all of our high-z absorbers show a blueshift in the Fe II profile. For example, such a shift is not seen in the z = 5.05 absorber toward J1233+0622, or in either of the 2 absorbers in Poudel et al. (2018) at z = 4.81 or z = 4.83 where Fe II was observed. While for the z = 4.86 absorber toward J1233+0622, the shift in the Fe II absorption could arise partly due to a slight offset in the wavelength calibrations of the visible and near-IR parts of the X-Shooter spectra, we do not find any offsets in the wavelength calibration of the MIKE data for the absorbers at z =4.59, 4.60 toward J1253+1046. For the absorbers presented here that do show a shift in Fe II profiles, the shift could be indicative of moderate-velocity outflows enriched in Fe II by type Ia supernovae. Alternately, the Fe II profiles may seem shifted if the central components arise in systematically more dusty regions leading to stronger depletion of Fe II in those components. However, the possibility of systematic dust depletion occurring in each case is small. Observations of more high-z DLA/sub-DLAs are essential to assess how common such Fe II blueshifts are. is consistent with that for the very metal-poor (VMP) DLAs, which have an average [C/O] of −0.28 ± 0.12 (e.g. Cooke et al. 2011 Cooke et al. , 2017 . Cooke et al. (2011 Cooke et al. ( , 2017 have suggested that metal-poor DLAs may have been enriched by metal-free progenitor stars. The similar [C/O] ratios between metal-poor DLAs and the z ∼ 5 DLAs suggest that DLAs at z ∼ 5 may also have been enriched by early stars, including perhaps a leftover signature of Population III stars. Thus, it seems reasonable to compare the chemistry of metal-poor DLAs with the z ∼ 5 DLAs to constrain the nature of the progenitor stars, especially their Initial Mass Function (IMF).
Relative Abundances and Nucleosynthesis
To this end, we have selected three z ∼ 5 DLAs which have [O/H]< −2.20 (1 from this work and 2 from Poudel et al. (2018) ) to compare with the nucleosynthesis models of massive metal-free stars from Heger & Woosley (2010) . We compared [C/O] in these 3 DLAs with those predicted by Heger & Woosley (2010) , because [C/O] is believed to put a strong constraint on the progenitor mass of Population III stars (e.g. Woosley & Weaver 1995; Heger & Woosley 2010; Cooke et al. 2011 Cooke et al. , 2017 . The models of Heger & Woosley (2010) include 120 simulated stars spanning progenitor star masses in the range of 10-100 M , with a mass resolution of δM > 0.1M . To consider the mixing between different stellar layers, these models use grids with 14 different mixing widths. Furthermore, the explosion energy of the supernova ranges from 0.3 to 10 ×10 51 erg. The position of the piston just before the explosion is just below the oxygen burning shell where the entropy per baryon is given by S/k B = 4, where k B is the Boltzmann constant. We compared the [C/O] and [Si/O] ratios predicted by these various models with the ratios observed for our DLAs of interest, in order to estimate the range of progenitor mass, explosion energy, and mixing width that may have enriched these DLAs. To accomplish this, we linearly interpolated this three-dimensional space and ran a Markov Chain Monte Carlo analysis using the techniques described in Cooke et al. (2017) . The one-and two-dimensional projections of the samples are plotted in Fig. 12, 13 and 14 for the DLAs towards J0231-0728, J0306+1853 and J0824+1302 respectively. We were able to put a strong constraint on the progenitor masses for all of these DLAs. The probability distributions of the progenitor masses were centered around 14.6, 12.2, and 17.1 M for the z = 5.335, 4.987, and 4.809 DLAs towards J0231-0728, J0306+1853, and J0824+1302 respectively. The DLAs in the sight lines to J0231-0728 and J0824+1302 were taken from Poudel et al. (2018) . The explosion energies were more or less constrained towards the upper end of the given range (E exp > 5 × 10 51 erg) for the DLAs towards J0306+1853 and J0824+1302 and 2-4 ×10 51 erg for the DLA towards J0231-0728. However, the mixing parameters could not be constrained well for any of our DLAs. Our results are roughly similar to those found by Cooke et al. (2017) , who obtained a progenitor mass of 20.5 M and explosion energy of 6-8 ×10 51 erg for a VMP DLA at z ≈ 3.1 with [O/H] of -3.05.
Dust Depletion
To estimate the extent of depletion of elements on dust grains, Jenkins (2009) proposed a method using four parameters F * , A x , B x , and Z x . One of these parameters, F * , manifests the strength of dust depletion for the given sight line. Higher value of F * signifies higher depletion level. The other three parameters derived empirically by Jenkins (2009) are unique constants for each element X. They are related to the gas-phase abundance of element X and F * by the relation [X gas /H] = B x + A x (F * − Z x ). F * , which represents the depletion strength for the given sight line, lies in range 0-1 for neutral gas in the Milky Way but is lower for warm-ionized gas (e.g. F * = −0.1, Draine 2011). The values for A x , B x , and Z x are presented in Jenkins (2009) Jenkins & Wallerstein (2017) . The F * values for these four absorbers are in the range from −0.81 ± 0.16 to −1.13 ± 0.19. These values are closer to the MW's halo gas which shows F * = -0.28 than the MW's cool disc gas, warm disc gas or disc + halo gas which have F * = 0.90, 0.12, and -0.08, respectively. Four other z > 4.5 absorbers in Poudel et al. (2018) and Morrison et al. (2016) showed F * values comparable to Figure 13 . Same as Fig. 12 but for the DLA at z=4.987 in the sight line to J0306+1853. those for the absorbers reported here. Overall, 5 of the 8 absorbers at z > 4.5 have F * values equal to or greater than the typical value of −0.70 ± 0.06 found for lower-redshit DLAs by Quiret et al. (2016) . Finally, the dust-corrected (i.e., intrinsic) metallicities obtained for these absorbers from Jenkins' approach are consistent with the observed [O/H] values within the uncertainties. Furthermore, including the cases with limits, at least 3 out of 12 absorbers have [Si/X]<0 and at least 4 out of 9 absorbers have [Fe/X]<0, where X denotes O or S. Of the 8 systems with definitive measurements (not just limits) for [Si/X], 2 show [Si/X] <0 at > ∼ 2σ level. Of the 5 systems with definitive measurements (not just limits) for [Fe/X], 2 show [Fe/X] < 0 at > ∼ 2σ level. While the samples are still small, it is clear that a significant fraction of z > 4.5 absorbers show depletions of Si and Fe. Thus, dust depletion appears to be significant in a substantial fraction of absorbers at z > 4.5.
Metallicity evolution
The cosmic mean metallicity of DLAs, also defined as the N H I -weighted mean metallicity, < Z > is the ratio of the mean comoving densities of metals and hydrogen, given by < Z > = log (Ω M /Ω H ) -log (M/H) where, Ω M is the comoving density of metals and Ω H is the comoving density of neutral hydrogen (e.g. Lanzetta, Wolfe & Turnshek 1995; Kulkarni & Fall 2002) . It is standard practice to use < Z > to investigate the metallicity evolution of DLAs (e.g. Prochaska et al. 2003a; Kulkarni et al. 2005 Kulkarni et al. , 2010 Rafelski et al. 2012 Rafelski et al. , 2014 Som et al. 2015; Quiret et al. 2016; Poudel et al. 2018) . In this section, we determine the cosmic mean metallicity of DLAs at redshift z > 4.5 and compare it with previous measurement at z > 4.5 as well as z < 4.5.
The metallicity of DLAs decreases by ≈0.2 dex per unit increase in redshift as we go from z = 0 to z = 4.5 (e.g. Prochaska et al. 2003a; Kulkarni et al. 2005 Kulkarni et al. , 2007 Som et al. 2013; Rafelski et al. 2012; Jorgenson et al. 2013; Som et al. 2015; Quiret et al. 2016) . At z > 4.7, a sudden decline of cosmic mean metallicity to a level of < Z > = -2.03 (6σ below the prediction from lower-redshft DLAs) has been claimed (e.g. Rafelski et al. 2012 Rafelski et al. , 2014 . However, this conclusion was based on z > 4.7 measurements of primarily Si and Fe, which are refractory elements. Several studies have noted that such refractory elements are more strongly depleted on interstellar dust grains compared to volatile elements such as S, O, and Zn in the Milky Way interstellar medium (ISM) (e.g. Savage & Sembach 1996; Jenkins 2009 ). Furthermore, a number of studies have noted the prevalence of dust depletion and the difference in depletions of refractory and volatile elements in DLAs (e.g. Pettini et al. 1997; Kulkarni, Fall & Truran 1997; Jenkins 2009; De Cia et al. 2016) . Indeed, several recent studies have noted that dust depletion exists in some DLAs even at z ∼ 5 (e.g. Morrison et al. 2016; Poudel et al. 2018) . Therefore, to make a robust comparison between the metallicities of the absorbers at z > 4.5 and z < 4.5, we use the elements O, S, and Zn, which have lower condensation temperatures and thus lower depletion levels. The metallicity of DLAs based on O, S, and Zn is shown in Fig. 16 .
As seen in Table 3 or in Fig. 16 , for some of the absorbers in our sample, we could only place lower limits on the metallicity. We include both these limits as well as the definitive determinations while calculating the mean metallicity < Z > using survival analysis, which allows estimation of the mean value and the associated error for measurements consisting of a mixture of detections and limits (either upper limits or lower limits). Each bin at z < 4.5 included 16 or 17 DLAs and the high-redshift bin (spanning 4.589 < z < 5.335, with a median redshift of 4.83) included 14 absorbers with measurements of either O or S. The N H I -weighted mean metallicity < Z > in the highest redshift bin (i.e. for z > 4.5) is −1.51 ± 0.18, and is shown in Fig. 16 as a red pentagon. The binned N H I -weighted mean metallicity of lower redshift systems is indicated as red circles with blue error bars and the corresponding linear best fit is shown as a solid blue line. The predicted metallicity from lower redshift data is consistent with our value in the highest redshift bin. The difference between the predicted and observed values is < 0.5σ, even if the uncertainty in the predicted value is ignored.
A few of the absorbers in our z > 4.5 sample are sub-DLAs (6 out of 14) rather than DLAs. It is interesting to ask whether the inclusion of these sub-DLAs is the cause of our cosmic mean metallicity being higher, given that sub-DLAs are found to be more metal-rich than DLAs at z < 3 (e.g. Som et al. 2013 Som et al. , 2015 Quiret et al. 2016) . We therefore repeated our calculations of the cosmic mean metallicity at z > 4.5 for only the DLAs, and found very little difference. The N H I -weighted mean metallicity at z > 4.5 after excluding the sub-DLAs is −1.50 ± 0.16. The negligible difference between the values obtained with and without the inclusion of sub-DLAs implies that either < Z > at z > 4.5 is dominated by absorbers with higher H I column densities, or that there is much less difference between the metallicity evolution trends for DLAs and sub-DLAs at these high redshifts. To help discriminate between these possibilities, we calculate the N H I -weighted mean metallicity for just the sub-DLAs at z > 4.5, and find to be -1.36±0.30. Thus, it appears that the difference between the mean metallicities for DLAs and sub-DLAs is much smaller at z > 4.5 than at z < 3. This suggests that DLAs and sub-DLAs may have shared a common origin sometime during the second Gyr of cosmic history (i.e., sometime during 3 < z < 4.5). However, observations of more DLAs and sub-DLAs at z > 4.5 are essential to understand how robust the results seen in the small existing samples are. It thus appears that the cosmic mean metallicity at 4.6 < ∼ z < ∼ 5.3 is consistent with the predictions based on the trend observed for DLAs at z < 4.5. This result differs from the conclusion of Rafelski et al. (2012 Rafelski et al. ( , 2014 that there is a sudden drop in metallicity at z > 4.7. The difference may arise from our use of only the volatile elements S and O which have a lower condensation temperature and level of depletion in the MW ISM. This point has also been made by Morrison et al. (2016) and De Cia et al. (2018) . Our result confirms the conclusion of Poudel et al. (2018) that the metallicity at z > 4.5 shows a smooth decrease rather than a sudden decline. Indeed, a gradual decrease agrees better with expectations than a sudden decline, in the absence of any evidence of a sudden change in the cosmic star formation history at or shortly before z ∼ 5.
Furthermore, we note that the N H I -weighted mean metallicity agrees within ∼ 1σ with the results from the n512RT64 simulation by Finlator et al. (2018) , which predicts a value of -1.72 dex for the DLAs at z = 5.
Finally, as discussed in Section 2, we emphasize that these absorbers used to estimate the metallicity evolution were selected from the z > 4.5 SDSS absorbers listed in Noterdaeme et al. (2012) after checking that their SDSS spectra showed at least 1 metal line (regardless of its strength) at the same redshift as the H I line. The metal lines detected in the SDSS spectra were the lines with the highest oscillator strengths for the the most abundant elements, i.e., O I λ 1302 and C II λ 1334. A non-detection of either of these lines was conservatively taken as an indication of non-reality of the system, given that identifications based on H I Lymanalpha in SDSS data have been found to be unreliable for some absorbers (e.g. Crighton et al. 2015) . We now assess the effect of the sample selection on the metallicity. To do this, we have determined the smallest metal column density that could be detected from the low-resolution and low-S/N SDSS data and the corresponding metal abundances for a typical N H I value for our absorbers. To this end, we have performed simulations of O I λ1302 and C II λ1334 lines and measured their equivalent widths after convolving with the SDSS in-strumental resolution to find the smallest column density that could be detected in the noisy SDSS spectra typical of the objects that were excluded from our sample. The selected quasar, J0807+1328 (RA: 08:07:15, Dec: +13:28:05.2) has an emission redshift of z=4.876 and the SDSS i-band magnitude of m i =19.39. The absorber redshift (z=4.678) was reported by Noterdaeme et al. (2012) based on its Lyman-alpha measurements. This quasar has a S/N per pixel of ∼ 14 near the redshifted O I λ 1302 line, which is comparable to the S/N per pixel of ∼15 for our sample on average. These simulations show that the equivalent width of a hypothetical O I λ1302 line for log N O I =14.30 would be 3 times the 1 σ measurement uncertainty estimated from the S/N in the SDSS spectrum, i.e., log N O I =14.30 would have been detectable at a 3σ level (see Fig. 17 ). This limit of log N O I = 14.30 would correspond to a limiting metallicity of [O/H]=-3.14 dex and -2.79 dex, respectively, at the maximum and median H I column density values for our sample (log N HI = 20.75 and 20.40, respectively). These limiting metallicity values are, respectively, > 42 times (> 9σ) and > 19 times (> 7σ) below the N HI -weighted mean metallicity that we find for the systems that we do observe. Moreover, the limiting metallicity values of -3.14 and -2.79 dex are far below the N HI -weighted mean of Rafelski et al. (2014; −2.03 +0.09 −0.11 ). Furthermore, the limit of log N C II = 14.10 which would be detected at 3 σ level, corresponds to a limiting metallicity of [C/H]=-3.08 dex and -2.73 dex, respectively, at the maximum and me-dian H I column density values for our sample. We show in Fig. 18 the detection significance of O I λ 1302 and C II λ 1334 lines for various column densities. The 3σ detection limit corresponds to log N O I = 14.30 and log N C II = 14.10, far below the column densities detected for our absorbers (see Table 2 ). Thus, the high mean metallicity we find is not a sample selection effect.
CONCLUSIONS
We have made seven new measurements of metal abundances at z > 4.5, doubling the existing sample for undepleted elements in gas-rich galaxies, and thus improving the constraints on the first ∼ 1 billion years of cosmic metal evolution. Our main results are as follows:
1. We find a wide spread (factor of > 100) in the metallicities, which range from -2.69 dex to -0.59 dex. Our measurements include the highest metallicity observed in a sub-DLA at z ∼ 5, with [S/H]=-0.59±0.20 for an absorber at z = 4.793 toward J1253+1046. In the same sight line, we also find a DLA at z = 4.600 with [O/H]>-1.46, which is the most metal-rich DLA known at z ∼ 5.
2. Combining our sample with measurements from the literature, we examine the relative abundances in the z ∼ 5 DLAs, and find their [C/O] ratios to be consistent with those of the VMP DLAs. Furthermore, we estimate the probability distributions of the progenitor masses to be centered around 12 M to 17 M , using [C/O] and [Si/O] for three relatively metal-poor z ∼ 5 DLAs.
3. In a substantial fraction of absorbers at z > 4.5, the extent of dust depletion, as judged by the parameter F * , appears to be at least as significant as (and in some cases stronger than) the typical depletion found in lower-redshift absorbers.
4. The metallicity vs. velocity dispersion relation for z ∼ 5 absorbers seems to be different from that for lower redshift DLAs. The flatter trend observed for the z ∼ 5 absorbers could be explained if these absorbers arise in galaxies with stronger inflows of chemically less enriched gas, or in more dark matter-dominated galaxies with smaller stellar masses. 5. We calculate the N H I -weighted mean metallicity in the range 4.6 < ∼ z < ∼ 5.3 and find it to be consistent with the prediction from lower redshifts DLAs, signifying a smooth decline in DLA metallicity rather than a sudden drop. Furthermore, we demonstrate that this high mean metallicity is not an artifact of sample selection. 6. The difference between the mean metallicities for DLAs and sub-DLAs at z > 4.5 is small, suggesting that DLAs and sub-DLAs may have been similar at this early epoch. The difference between the DLAs and sub-DLAs seen at z < 3 may have thus arisen sometime during 3 < z < 4.5.
7. In 3 of the 4 absorbers where we have detected Fe II absorption, the Fe II profile appears to be blue-shifted by ∼ 35 − 50 km s −1 with respect to the O I, C II, and Si II profiles. Such a shift could be indicative of moderatevelocity outflows enriched in Fe II by type Ia supernovae. Alternately, the blue-shifted Fe II profiles may arise from stronger dust depletion of Fe II in the central components.
Our results demonstrate the value of obtaining high spectral resolution measurements of volatile elements such as O in absorbers at z > 4.5. Clearly, observations of more DLAs and sub-DLAs at z > 4.5 are essential to understand how robust the trends seen in the small existing samples are, and thus place more constraints on chemical enrichment of the gas in and around galaxies by early stars. Figure B2 . Velocity plots for Lyman-beta, Lyman-gamma, and Lyman-delta for the absorbers at z=4.793 (Left) and z=4.627 (Right) towards J1253+1046 and J1557+1018 respectively. In each panel, the vertical dotted line is at the center of the Lyman-alpha line of the corresponding absorber, the continuum level is shown by horizontal dashed line in red, the observed data are shown in black.
