Abstract. Let (X, ω) be a compact Kähler manifold of dimension n and fix m ∈ N such that 1 ≤ m ≤ n. We prove that any (ω, m)-sh function can be approximated from above by smooth (ω, m)-sh functions. A potential theory for the complex Hessian equation is also developed which generalizes the classical pluripotential theory on compact Kähler manifolds. We then use novel variational tools due to Berman, Boucksom, Guedj and Zeriahi to study degenerate complex Hessian equations.
The study of complex Hessian equations was initiated by Li in [29] where he solved the Dirichlet problem with smooth data on a smooth strictly m-pseudoconvex domain in C n . B locki [7] developed the first steps of a potential theory for this equation and suggested a study of the corresponding equation on compact Kähler manifolds which is analogous to the complex Monge-Ampère equation.
The non-degenerate complex Hessian equation is of the following form
where 0 < f ∈ C ∞ (X) satisfies the necessary condition X f ω n = X ω n . It has been studied by Kokarev [26] , Jbilou [25] and Hou-Ma-Wu [23] , [24] . In [25] and [23] the authors independently proved that equation (1.1) has a unique (up to an additive constant) smooth admissible solution provided the metric ω has nonnegative holomorphic bisectional curvature. This technical assumption turned out to be very strong since manifolds carrying such metrics are very restrictive thanks to a uniformization theorem of Mok (see [33] ). Another effort from Hou-Ma-Wu [24] provided an a priori almost C 2 -estimate without any curvature assumption. The authors also mentioned that their estimate can also be used in a blow-up analysis which actually reduced the problem of solving the complex Hessian equation on a compact Kähler manifold to proving a Liouville-type theorem for m-subharmonic functions in C n . The latter has been recently solved by Dinew and Ko lodziej [16] which confirmed the smooth resolution of equation (1.1) in full generality. Dinew and Ko lodziej also gave a very powerful C 0 -estimate in [15] which allows one to find continuous weak solution of the degenerate complex Hessian equation with f ∈ L p (X) for some p > n/m.
The real Hessian equation has been studied intensively with many geometric applications. For a survey of this theory we refer the reader to [39] , [40] , [45] , [13] and the references therein. Some similar non-linear elliptic equations of have appeared in the study of geometric deformation flows such as the J-flow (see [38] ). From the point of view of non-linear elliptic partial differential equations the complex Hessian equation is an interesting and important object. Recently another general (and powerful) C 2,α estimate for equations of this type has been obtained in [41] . In [1] equations of complex Hessian type appear in the study of quaternionic geometry. Thus it is expected that the complex Hessian equation we considered here will have some interesting geometric applications. The notion of (ω, m)-subharmonic functions has been introduced in [15] and studied by the first-named author in a systematic way in [31] . It was not clear how to define the complex Hessian operator for any bounded (ω, m)-sh function due to a lack of regularization process. Recently Plis [36] proved that one can approximate continuous strictly (ω, m)-sh functions by smooth ones. In this paper we show that one can globally approximate any (ω, m)-subharmonic functions from above by a sequence of smooth (ω, m)-subharmonic functions. In particular, the class P m (X, ω) introduced in [30] consists of all (ω, m)-subharmonic functions.
For any upper semicontinuous function f we define the projection of f on the space of (ω, m)-subharmonic functions by: P (f ) := sup u ∈ SH m (X, ω) u ≤ f .
Using Berman's technique [4] combined with the viscosity method by Eyssidieux, Guedj and Zeriahi [17] we can prove that the projection of a smooth function is continuous. Moreover, we can also prove the orthogonal relation without solving the local Dirichlet problem. Let us stress that our method is new even in the case of complex Monge-Ampère equations (n = m). Theorem 1. Let (X, ω) be a compact Kähler manifold of dimension n and fix m ∈ N such that 1 ≤ m ≤ n. Let h be a continuous function on X. The (ω, m)-subharmonic function P (h) is continuous and its Hessian measure is a non-negative measure supported on the contact set {P (h) = h}.
Following [18] we can approximate any (ω, m)-sh function from above by a sequence of smooth (ω, m)-sh functions.
Theorem 2. For every u ∈ SH m (X, ω) we can find a decreasing sequence of smooth (ω, m)-subharmonic functions on X which decreases to u on X.
The approximation theorem (Theorem 2) was known to hold for continuous (ω, m)-sh functions by a recent paper of Plis ([36] ) while the same question for any (ω, m)-sh function is still open until now. One can easily figure out that we only need to regularize any (ω, m)-sh function by continuous functions and then apply Plis's result. Let us emphasize that we prove the approximation theorem independently by combining the "β-convergence" method of Berman [4] and the envelope method of Eyssidieux-Guedj-Zeriahi [18] .
Being able to regularize bounded (ω, m)-subharmonic functions we can define the complex Hessian operator for these functions following the pluripotential method of Bedford and Taylor [3] . We then can adapt many arguments in pluripotential theory for complex Monge-Ampère equations to a potential theory for complex Hessian equations on compact Kähler manifolds. We can also mimic the definition of the class E(X, ω) for ω-psh functions introduced in [21] to define a similar class of (ω, m)-subharmonic functions E(X, ω, m). Using the variational approach inspired by Berman, Boucksom, Guedj and Zeriahi [6] we can solve very degenerate complex Hessian equations with right-hand sides being positive measures vanishing on mpolar sets. The two major steps to apply this method are the regularization process and the orthogonal relation which have been established in the previous results. We also give simpler proof of the differentiability of the energy functional composed with the projection (see Lemma 6.13).
Theorem 3. Let µ be a positive Radon measure on X satisfying the compatibility condition µ(X) = X ω n . Assume that µ does not charge m-polar subsets of X.
Then there exists a solution ϕ ∈ E(X, ω, m) to
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Preliminaries
In this section we recall basic facts about (ω, m)-subharmonic functions. We refer the readers to [7] , [15] , [16] , [30] , [31] , [34] , [35] , [37] , [12] for more details. We always denote by (X, ω) a compact Kähler manifold. By (M, ω) we denote a Kähler manifold which is not necessary compact. Let n be the complex dimension of the manifold and fix an integer m such that 1 ≤ m ≤ n. We denote C ↑ the space of upper semicontinuous functions. 
.., α p the following inequality holds in the sense of currents :
For each k ≥ 1 the symmetric polynomial of degree k on R n is defined by
Let ϕ ∈ C 2 (M ) and set λ := λ ϕ (x) ∈ R n the vector of eigenvalues of dd c ϕ at x with respect to ω. Then ϕ is m-subharmonic in Ω if and only if
The following lemma follows immediately from Gårding's inequality [19] (see also [7] ). 
This lemma suggests a way to extend Definition 2.1 for non-smooth functions.
.., α m−1 on M , the following inequality holds in the weak sense of currents on M :
is locally integrable, satisfies (i) and u = v almost everywhere
We denote by SH m (M ) the class of all m-sh functions on M . If M is compact this class contains only constant functions. We will study instead the class of (ω, m)-subharmonic functions (see the next section). When M = Ω a bounded m-hyperconvex domain in C n , we recover the definition of m-subharmonic functions introduced in [7] , [37] , [34] , [35] , [32] . Continuous strictly (ω, m)-sh functions on X can also be approximated from above by smooth ones. This is the content of the next theorem due to Plis [36] :
[36] Let (X, ω) be a compact Kähler manifold and u be a continuous strictly (ω, m)-subharmonic function on X. Let h be a continuous function on X such that h > 0. Then there exists a smooth strictly (ω, m)-sh function ϕ on X such that u ≤ ϕ ≤ u + h.
2.3.
The complex Hessian operator. We briefly recall basic facts about the class P m (X, ω) and the complex Hessian operator introduced in [30] . Let U ⊂ X be an open subset. The Hessian m-capacity of U is defined by
where for a smooth function u, we denote H m (u) :
which converges to ϕ quasi-uniformly on X, i.e. for any ε > 0 there exists an open subset U such that Cap ω,m (U ) < ε and ϕ j converges uniformly to ϕ on X \ U .
We will show in the next section that P m (X, ω) = SH m (X, ω). It follows from the definition that every ϕ ∈ P m (X, ω) is quasi-continuous, i.e. for any ε > 0 we can find an open subset U such that Cap ω,m (U ) < ε and the restriction of ϕ on X \ U is continuous.
Assume that ϕ ∈ P m (X, ω) is bounded. Let (ϕ j ) be a sequence of functions in SH m (X, ω) ∩ C 2 (X) which converges quasi-everywhere on X to ϕ. Then the sequence H m (ϕ j ) converges weakly to some positive Radon measure µ. This measure µ does not depend on the choice of the sequence (ϕ j ) and is defined to be the Hessian measure of ϕ:
The class P m (X, ω) is stable under taking maximum and under decreasing sequence.
2.4.
Viscosity vs potential sub-solution. Let 0 ≤ F be a continuous function on X and u be an upper semicontinuous function on X. Let x 0 ∈ X and q be a C 2 function in a small neighborhood V of x 0 . We say that q touches u from above (in V ) at x 0 if q ≥ u in V with equality at x 0 . We say that u is a viscosity sub-solution of equation
if for any x 0 ∈ X and any C 2 function q in a neighborhood of x 0 which touches u from above at x 0 then the following inequality holds at x 0
The following result has been proved by Plis ([36] ) using [22] . This will play an important role in our regularization theorem. Lemma 2.9.
[36] Let u be a (ω, m)-subharmonic function on X. Then u is a viscosity sub-solution of (2.1) with F ≡ 0. More precisely, for any x 0 ∈ X and any C 2 function q in a neighborhood of x 0 which touches u from above at x 0 then the following inequalities hold at x 0 :
We also need a generalized version of the above result. The idea is to adapt some useful tricks in [22] .
Lemma 2.10. Let F be a non-negative continuous function on X. Let u ∈ P m (X, ω)∩C(X) be a potential solution of equation (2.1). Then u is also a viscosity sub-solution of (2.1).
Proof. We argue by contradiction. Assume that there exists x 0 ∈ X, B =B(x 0 , r) a small open ball centered at x 0 and q ∈ C 2 (B) such that q touches u from above
at x 0 for some positive constant ε > 0. Since F is continuous, by shrinking B a little bit we can assume that (2.2) holds for every point in B. Fix δ > 0. It follows from [15] , [16] that we can find
Consider the function
Let x δ ∈ B be a maximum point of φ δ in B. Observe that if x ∈ ∂B we have
. Thus x δ is in the interior of B and hence the maximum principle yields that
holds at x δ . Letting δ ↓ 0 we can findx ∈ B such that the following holds atx
This yields a contradiction since (2.2) holds in B.
Approximation of (ω, m)-subharmonic functions
In this section we prove the approximation theorem. Recall that it follows from the recent work of Plis [36] (Theorem 2.7) that any continuous (ω, m)-sh function can be uniformly approximated by smooth ones. Thus one needs only to approximate any (ω, m)-sh function by continuous ones. Let us stress that our proof is independent of Plis's result. We immediately regularize (ω, m)-sh functions by using recent methods of Berman [4] and Eyssidieux-Guedj-Zeriahi [18] .
We first define the projection of any function on the class of (ω, m)-sh functions. Let f be any upper semicontinuous function such that there is a (ω, m)-sh function lying below f . We define
It is clear that P (f )
* is again a candidate defining P (f ). Then P (f )
function lying below f . The following observation follows straightforward from the definition:
Lemma 3.1. Let f, g be two bounded upper semicontinuous functions on X. Then
Let f be any function of class C 2 on X. We define H m (f ) + to be the non-negative part of H m (f ), i.e.
Observe that for any f ∈ C 2 (X), the non-negative part of the Hessian measure of f is a non-negative measure having continuous density. This measure also has positive mass. It follows from [30] that for every β > 0 the following equation has a unique continuous solution in the class P m (X, ω):
Moreover, when β goes to +∞, u β converges uniformly on X to the upper envelope
In particular P (f ) belongs to P m (X, ω) ∩ C(X) and satisfies
This Theorem is the principal result of our paper. Right after we know how to regularize singular functions the other parts of the potential theory can be easily adapted from the classical pluripotential theory for Monge-Ampère equations. Let us also stress that our proof is new even in the case of complex Monge-Ampère equations.
Proof. Fix β > 1. To simplify the notation we set ϕ := u β . It follows from Lemma 2.10 that ϕ is also a viscosity sub-solution of equation
Let x 0 be a point where ϕ − f attains its maximum on X. Then f − f (x 0 ) + ϕ(x 0 ) touches ϕ from above at x 0 . By definition of viscosity sub-solutions we get
We then infer that ϕ(x 0 ) ≤ f (x 0 ) which proves that ϕ − f ≤ 0 on X. Now, fix β > γ > 1. Since u β ≤ f , it is easy to see that
It thus follows from the comparison principle (see [30, Corollary 3.15] ) that u β ≥ u γ . Therefore the sequence (u β ) converges. Observe also that the right-hand side of (3.1) has uniformly bounded density. It then follows from [15] and [30] that (u β ) converges uniformly on X to u ∈ P m (X, ω) ∩ C(X) which satisfies
Now, we prove that u = P (f ). Let us fix h ∈ SH m (X, ω) such that h ≤ f . We need to show that h ≤ u. The idea behind the proof is quite simple: since H m (u) vanishes on {u < f }, u must be maximal there, hence u dominates any candidate defining P (f ).
Fix ε > 0 and set U := {u < f − ε}. Write
where f β is a non-negative continuous function on X. Since u β converges uniformly on X to u and f β converges uniformly to 0 on U , we can find β > 0 very big such that sup U f β < ε m /2 and sup
Now, since f β is continuous on X there is a sequence of smooth positive functions g j β converging uniformly to f β on X such that X g j β ω n = X ω n . Let v j β be the corresponding smooth solutions to the complex Hessian equations
Then it follows from [15] that v j β converges uniformly to u β on X. Now for j large enough we have found v β (we drop the index j) a smooth (ω, m)-sh functions on X such that
In particular, we have
where δ = ε/(1 − ε). Since φ is upper semicontinuous on X compact, it attains its maximum on X at some y 0 ∈ X. Assume that y 0 ∈ U . Then the function (1 + δ)v β − (1 + δ)v β (y 0 ) + h(y 0 ) touches h from above at y 0 . Then by definition of viscosity sub-solutions and by Lemma 2.9 we get
This yields
Therefore, y 0 / ∈ U . Since u ≥ f − ε on X \ U and since sup X |v β − u| < ε we get
We thus obtain
By letting ε ↓ 0 (and hence δ also goes to 0) we obtain h ≤ u.
In particular ϕ ∈ P m (X, ω) and the two classes coincide.
Proof. Let ϕ be a (ω, m)-subharmonic function on X. Since ϕ is in particular upper semicontinuous we can find a sequence (f j ) of smooth functions on X decreasing to ϕ. Note that (f j ) is a priori not (ω, m)-sh on X. Let P (f j ) be the upper envelope of (ω, m)-sh functions lying below f j . It follows from Theorem 3.2 that P (f j ) is a continuous (ω, m)-sh function on X which belongs to P m (X, ω) and satisfies
On the above the right-hand side has bounded density. Thus it follows from [15] (see also [30] ) that for each j, P (f j ) is the uniform limit of a sequence of smooth (ω, m)-sh functions. Therefore, for each j we can find ϕ j ∈ SH m (X, ω) ∩ C ∞ (X) such that
Then it is clear that ϕ j decreases to ϕ. Now, it follows from [30, Proposition 3.2] that ϕ belongs to P m (X, ω) and hence SH m (X, ω) = P m (X, ω).
We immediately get the following:
Proof. To prove the first statement it suffices to approximate h by smooth functions and apply Lemma 3.1. To prove the second statement we first assume that h is smooth on X. It follows from Theorem 3.2 that P (h) = lim β→+∞ u β is the uniform limit of continuous (ω, m)-sh functions on X. For each ε > 0, H m (u β ) converges uniformly to 0 on {P (h) < h − ε}. This coupled with convergence results in [30] explain why H m (P (h)) vanishes on {P (h) < h}. The general case follows by approximating h uniformly by smooth functions.
The Hessian m-capacity
In Section 2.3 we define Hessian m-capacity of any open subset. Now, we know that the Hessian operator is well-defined for any bounded (ω, m)-sh function. It turns out that in the definition of the Hessian m-capacity one can take the supremum over all (ω, m)-sh functions whose values vary from −1 to 0 and not only C 2 functions. We then extend this definition to any Borel subset.
For each Borel subset E ⊂ X we define the Hessian m-capacity of E by
The following properties of Cap ω,m follow directly from the definition:
For each Borel subset E set h m,E := sup{u ∈ SH m (X, ω) u ≤ −1 on E and u ≤ 0 on X}.
Let h * m,E be the upper semicontinuous regularization of h m,E . We call it the relative m-extremal function of E. Proof. The first statement is obvious. The second statement follows from the standard balayage argument since it follows from [36] that we can locally solve the Dirichlet problem on any small ball.
The following convergence result can be proved in the same way as in [28] .
respectively. Then
converges weakly in the sense of Radon measures to
for every quasi-continuous function u.
Lemma 4.4. Let U be a family of (ω, m)-sh functions which are uniformly bounded from above. Define ϕ(z) := sup{u(z) u ∈ U}.
Then the Borel subset {ϕ < ϕ * } has zero Hessian m-capacity.
Proof. By Choquet's lemma we can find a sequence (ϕ j ) ⊂ U which increases to ϕ.
Step 1: Assume that u ∈ SH m (X, ω) and −1 ≤ u ≤ 0. We prove by induction on m that
The result holds for m = 0 since ϕ = ϕ * almost everywhere (with respect to the Lebesgue measure). Assume that it holds for k = 1, ..., m − 1. By setting T := (ω + dd c u) m−1 ∧ ω n−m and integrating by parts we get
Since u is quasi-continuous on X, by letting j → +∞ and using Lemma 4.3 and using the induction hypothesis we obtain
Step 2: Since Cap ω,m is σ-subadditive, it suffices to prove that for each pair (α, β) of rational numbers such that α < β the compact subset
has zero Hessian m-capacity. This is an easy consequence of Step 1. The proof is thus complete.
The outer Hessian m-capacity of a Borel subset E is defined by
The following properties of Cap * ω,m follow directly from the definition:
Now we give a formula for the outer Hessian m-capacity of any Borel subset of X in terms of its relative m-extremal function. Theorem 4.6. Let E ⊂ X be a Borel subset and h denote the relative m-extremal function of E. Then the outer Hessian m-capacity of E is given by
The Hessian m-capacity satisfies the following continuity properties: (i) If (E j ) j≥0 is an increasing sequence of arbitrary subsets of X and E := ∪ j≥0 E j then
(ii) If (K j ) j≥0 is a decreasing sequence of compact subsets of X and
In particular, Cap * ω,m is an outer regular Choquet capacity and we have Proof. It follows from Lemma 4.4 that the subset {h > −1} ∩ E has zero Hessian m-capacity. Thus we can copy from lines to lines the proof of Theorem 4.2 in [20] . For the last statement let us briefly recall the arguments in [6] . Since Cap * ω,m is an (outer regular) Choquet capacity it then follows from Choquet's capacitability theorem that Cap * ω,m is also inner regular on Borel sets. We thus get 
Proof. It is easy to see that the relative m-extremal function of E is 0. Then the result is obtained by invoking Theorem 4.6.
We now prove the Josefson theorem for (ω, m)-sh functions which generalize [20, Theorem 7.2]. Let us stress that our proof is more direct without using the local capacity which has not been available yet. Recall that a local m-capacity has been studied in [37] and [32] where the metric is flat. For a general Kähler metric we believe that similar study can be done. Therefore, V m,E is not bounded from above. We then can find a sequence (ϕ j ) ⊂ SH m (X, ω) such that ϕ j ≡ 0 on E and sup X ϕ j ≥ 2 j . Consider
Then since ϕ j = 0 on E it is easy to see that ϕ = −∞ on E. It follows from Hartogs' lemma (see [30] ) that
for some positive constant C. It follows that ϕ is not identically −∞. Hence ϕ ∈ SH m (X, ω) satisfies our requirement.
Energy classes
For convenience we rescale ω so that X ω n = 1. It follows from Corollary 3.3 that
. Therefore the complex Hessian operator is well-defined for any bounded (ω, m)-sh function. We will follow [21] to extend the definition of H m to unbounded (ω, m)-sh functions. Almost all results about the weighted energy classes E χ (X, ω) can be extended without effort to the corresponding classes of (ω, m)-subharmonic functions. For this reason we only state the result without proof. Let ϕ ∈ SH m (X, ω) and denote by ϕ j the canonical approximation of ϕ by bounded functions, i.e. ϕ j := max(ϕ, −j). It follows from the comparison principle (see [30] ) that
is a non-decreasing sequence of positive Borel measures on X. We define H m (ϕ) to be its limit. Note that the total mass of H m (ϕ) varies from 0 to 1 and it does not charge m-polar sets.
Definition 5.1. We let E(X, ω, m) denote the class of (ω, m)-sh functions having full Hessian mass, i.e. The sequence H m (max(ϕ, −j)) converges to H m (ϕ) in the sense of Borel measures, i.e. for any Borel subset E ⊂ X, 
Lemma 5.4. Let ϕ ∈ E(X, ω, m) and h : R + → R + be a continuous increasing function such that h(+∞) = +∞. Then
where ϕ j := max(ϕ, −j).
Lemma 5.5. If ϕ ∈ E(X, ω, m) and ϕ ≤ 0 there exists a convex increasing function χ : R − → R − such that χ(−∞) = 0 and ϕ ∈ E χ (X, ω, m).
The maximum principle and the comparison principle hold for E(X, ω, m):
Theorem 5.7. Let ϕ, ψ be two functions in E(X, ω, m). Then
Proposition 5.8. Assume that ϕ, ψ ∈ E(X, ω, m) such that H m (ϕ) ≥ µ and H m (ψ) ≥ µ for some positive Borel measure µ on X. Then
Theorem 5.9. Let (ϕ j ) be a monotone sequence of functions in E(X, ω, m) converging to ϕ ∈ E(X, ω, m). Then H m (ϕ j ) converges weakly to H m (ϕ).
Proposition 5.10. The set E(X, ω, m) is convex. It is stable under the max operation: if ϕ, ψ ∈ SH m (X, ω) are such that ϕ ≤ ψ and ϕ ∈ E(X, ω, m), then ψ ∈ E(X, ω, m).
When m = n, the class E(X, ω, n) is exactly E(X, ω), the class of ω-psh functions having full Monge-Ampère mass, introduced and studied in [21] .
One can follow the lines in [14] to prove the "partial comparison principle":
Lemma 5.11. Let T be a positive current of type
where the φ j 's are functions in E(X, ω, m). Let u, v ∈ E(X, ω, m). Then
Proof. Fix p < m and ϕ ∈ E(X, ω, m). Let ϕ j := max(ϕ, −j) be the canonical approximation sequence of ϕ. We are to prove that
From the partial comparison principle above we get
From this and since ϕ ∈ E(X, ω, m) we get the conclusion.
Example 5.13. Let z be a local coordinate of X and consider
where θ is a cut-off function and ε > 0 is a very small constant so that ϕ ∈ SH m (X, ω). Then ϕ ∈ E(X, ω, m) for any m < n but ϕ / ∈ E(X, ω, n).
The variational method
The variational method has first introduced in [6] to solve degenerate complex Monge-Ampère equations on compact Kähler manifolds. A local version of this approach has been developed in [2] .
Due to some similar structure one expects that this method can also be applied for the complex Hessian equation. In the local setting with a standard Kähler metric the first-named author [32] has used this method to solve degenerate complex Hessian equations in m-hyperconvex domains of C n . To make it available for the compact setting the principal steps are: first to smoothly regularize singular (ω, m)-sh functions and then to prove an othorgonal relation. Both of them have been proved in Section 3. In the sequel we briefly recall the techniques of [6] . Most of the proof will be omitted due to similarity and repetition.
6.1. The energy functional.
Definition 6.1. Let ϕ be a bounded (ω, m)-sh function on X. We define
to be the energy of ϕ. For any u ∈ SH m (X, ω) the energy of u is defined by
Lemma 6.2. For any ϕ ∈ E 1 (X, ω, m) such that ϕ ≤ 0 we have
The class E 1 (X, ω, m) consists of finite energy (ω, m)-subharmonic functions. If
The functional E is a primitive of the complex Hessian operator. More precisely, whenever ϕ + tv belongs to E 1 (X, ω, m) for small t,
The functional E is concave increasing, satisfies E(ϕ + c) = E(ϕ) + c for all c ∈ R, ϕ ∈ E 1 (X, ω, m) , and the cocycle condition
for all ϕ, ψ ∈ E 1 (X, ω, m). Moreover,
Proof. The proof is a trivial adaptation of [6] .
Lemma 6.4. The functional E is upper semicontinuous with respect to the L 1 topology on SH m (X, ω).
If the limsup is −∞ there is nothing to do. Thus we can assume that E(ϕ j ) is uniformly bounded from below. Then since
Then ψ j decreases to ϕ. Since E is increasing we get a uniform lower bound for E(ψ j ). Thus ϕ belongs to E(X, ω, m) and
Lemma 6.5. For each C > 0 the set
is a compact convex subset of SH m (X, ω).
Proof. The convexity of E 1 C (X, ω, m) follows from the concavity of E. The compactness follows from the upper semicontinuity of E.
The following volume-capacity estimate is due to Dinew and Ko lodziej [15] : Lemma 6.6. Let 1 < p < n n−m . There exists a constant C = C(p, ω) such that for every Borel subset K of X, we have
where
Proof. We can assume that sup X ϕ = 1. Fix p < n/(n − m) and q such that p < q < n/(n − m). It follows from [30, Corollary 3.19] and the previous volumecapacity estimate that
One expects that Corollary 6.7 holds for any p < nm n−m . In the local context where ω is the standard Kähler metric, it was known as B locki's conjecture.
Proof. Fix ϕ ∈ SH m (X, ω). We can assume that sup X ϕ = −1. Observe that for t ≥ 1, the function 1 + t H m (max(ϕ, −t)) −→ 0, which implies that ϕ ∈ E(X, ω, m). Now by the comparison principle H m (max(ϕ, −t)) coincides with H m (ϕ) on the Borel set {ϕ > −t}. We thus get
which yields ϕ ∈ E(X, ω, m). We now prove the second assertion. The proof is slightly different from the classical Monge-Ampère equation due to a lack of integrability (it is not very clear that X ϕ 2 ω n < +∞). Fix u ∈ SH m (X, ω) with values in [−1, 0] . Observe that
It follows from the comparison principle that
The last term is finite and uniformly bounded in ϕ ∈ E 1 C (X, ω, m). Fix 1 < p < n n−m and 0 < γ < 1. Using Hölder inequality we get
Here, 1/q + 1/r = 1 and we have chosen γ so that pqγ = 1 and pr(1 − γ) > 2. Such a choice is always possible. The constant A is also uniform in ϕ ∈ E
for a uniform constant C as follows from [30] .
By considering ϕ j := max(ϕ, −j) and applying what we have done so far we get
tCap ω,m (ϕ j < −t) and A, B are universal constant. Letting j → +∞ we get the result.
6.2. Upper semicontinuity. Let µ be a probability measure on X. The functional F µ is defined by
Lemma 6.9. Let µ be a probability measure which does not charge m-polar sets.
Proof. Since X u j dµ is bounded it suffices to prove that every cluster point is X udµ. Without loss of generality we can assume that X u j dµ converges. Since the sequence u j is bounded in L 2 (µ), one can apply Banach-Saks theorem to extract a subsequence (still denoted by u j ) such that
Then ψ j ↓ u in X. But µ does not charge the m-polar set
We thus get ψ j = sup k≥j ϕ k µ-almost everywhere. Therefore, ψ j converges to ϕ µ-almost everywhere hence u = ϕ µ-almost everywhere. This yields
Lemma 6.10. Let µ be a probability measure on X such that
for some positive constant A. Then the functional F µ is upper semicontinuous on each compact subset
. We can assume that ϕ j ≤ 0. It follows from Lemma 6.8 that
for a positive constant C ′ . From Lemma 6.9 we thus get
This coupled with the upper semicontinuity of E yield the result.
Definition 6.11. We say that the functional F µ is proper if whenever
Lemma 6.12. Let µ be a probability measure on X such that
The functional F µ is proper: there exists C > 0 such that for all ϕ ∈ E 1 (X, ω, m)
with X ϕω n = 0 we have
Proof. Arguing by contradiction we can prove that
Now we can repeat the arguments in [6] .
6.3. The projection theorem. Let f be an upper semicontinuous function on X. Recall that the projection of f on SH m (X, ω) is defined by
Lemma 6.13. Let u, v be continuous function on X. Then
Proof. One could prove the lemma by following [5] . But we give here a slightly different (and simpler) proof using the same ideas.
Observe that it is equivalent to showing that
By changing v to −v it suffices to take care of the right derivative. Fix t > 0. It follows from Lemma 6.3 that
Since X (u − P (u))H m (P (u)) = 0 as follows from Theorem 1 the second inequality above yields the inequality "≤" in (6.1). On the other hand the first inequality above coupled with the orthogonal relation gives
By letting t → 0 + we get the inequality "≥" in (6.1) since H m is continuous under uniform convergence. The proof is thus complete.
Theorem 6.14. Fix ϕ ∈ E 1 (X, ω, m) and v ∈ C(X, R). Then the function t → E • P (ϕ + tv) is differentiable at zero, with
Proof. As in the previous lemma it suffices to prove that
for every ϕ ∈ E 1 (X, ω, m) and v ∈ C(X, R). It follows from our approximation theorem (Theorem 2) that we can find a sequence of smooth (ω, m)-sh functions decreasing to ϕ. By the continuity of H m we thus can assume that ϕ is smooth. The result now follows from Lemma 6.13.
Resolution of the degenerate complex Hessian equation
Let µ be a probability measure on X which does not charge m-polar sets. We study the following degenerate complex Hessian equation (7.1) (ω + dd c ϕ) m ∧ ω n−m = µ.
Theorem 7.1. Let µ be a probability measure such that µ ≤ ACap ω,m for some positive constant A . If F µ is proper, then there exists ϕ ∈ E 1 (X, ω, m) which solves (7.1) and such that F µ (ϕ) = sup
Proof. The proof is a word-by-word copy of [6] . We recall the arguments below. Since F µ is invariant by translations and proper, we can find C > 0 so large that sup E 1 (X,ω,m)
Recall that by definition Fix v ∈ C(X, R) an arbitrary continuous function on X and consider g(t) := E • P (ϕ + tv) − X (ϕ + tv)dµ, t ∈ R.
Then for every t ∈ R, g(t) ≤ E • P (ϕ + tv) − X P (ϕ + tv)dµ = F µ (P (ϕ + tv)) ≤ F µ (ϕ) = g(0).
Thus g attains its maximum at 0 and hence by differentiability of g at 0 we have g ′ (0) = 0 which implies
Since v has been chosen arbitrarily the conclusion follows.
Theorem 7.2. Let µ be a probability measure on X. Then E 1 (X, ω, m) ⊂ L 1 (µ) if and only if µ = H m (ϕ) for some ϕ ∈ E 1 (X, ω, m).
Proof. If µ = H m (ϕ) for some ϕ ∈ E(X, ω, m) then for any ψ ∈ E(X, ω, m), Assume now that E 1 (X, ω, m) ⊂ L 1 (µ). In particular, µ does not charge m-polar sets. Observe first that the set M := {ν ∈ P(X) ν ≤ Cap ω,m }, where P(X) is the space of probability measures on X, is a compact convex subset of P(X). Indeed, the convexity is clear while the compactness follows from the outer regularity of the m-capacity (see Theorem 4.6). Using [43] , we project µ on this compact convex set (the original idea of this proof is due to Cegrell [11] )
where ν ∈ M, 0 ≤ f ∈ L 1 (ν) and σ ⊥ M. Since µ vanishes on m-polar sets one has σ ≡ 0. Set µ j := c j min(f, j)ν where c j is a normalization constant so that µ j is a probability measure. Since µ j ≤ jc j Cap ω,m it follows from Theorem 7.1 that there exists ϕ j ∈ E(X, ω, m) such that µ j = H m (ϕ j ). We normalize ϕ j so that sup X ϕ j = 0. We can also assume that ϕ j → ϕ ∈ SH m (X, ω) in L 1 (X). Now
as follows from Lemma 6.12. It follows that E(ϕ j ) is uniformly bounded and hence ϕ ∈ E 1 (X, ω, m). Now consider
Then φ j ↓ ϕ and it follows from Proposition 5.8 that
Hence H m (ϕ) ≥ µ whence equality since both of them are probability measures.
Theorem 7.3. Let µ be a probability measure on X which does not charge m-polar sets. Then there exists ϕ ∈ E(X, ω, m) such that H m (ϕ) = µ.
Proof. One can repeat the arguments in [6] .
Concluding remarks. The principal result of this paper is the regularization theorem. It is amazing that we can directly regularize any (ω, m)-sh functions by solving appropriate complex Hessian equations. On the way to regularize singular functions we also proved the orthogonal relation is the second amazing thing. The classical method to prove such a thing is to use the balayage argument which is now possible thanks to the resolution of the corresponding local Dirichlet problem [36] . One can also carry a similar study of a potential theory for (ω, m)-subharmonic functions in C n with ω being any Kähler metric.
