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A Remark on the Memory Property of Nabla
Fractional Difference Operator
Jagan Mohan Jonnalagadda1
Abstract: The nabla fractional sum and difference operators possess nonlocal
structure which largely affects and complicates the analysis of these operators. In
this article, we discuss the effect of this memory property on solutions of nabla
fractional difference equations associated with initial and boundary value prob-
lems.
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1. Introduction
The notions of fractional integrals and derivatives [18, 20] date back to the
works of Euler but the concepts of nabla fractional sum and differences [12] are
just a decade old. Nabla fractional calculus also represents a natural instrument
to model nonlocal phenomena either in space or time. The nabla fractional sum or
difference of any function contains information about the function at earlier points,
so it possesses a long memory effect. From science to engineering, there are many
processes that involve different space or time scales. In many problems of this
context, the dynamics of the system can be formulated by fractional difference
equations which include the nonlocal effects. We refer the works of Atc’s research
group [3, 10, 23, 19, 21, 22] for this purpose.
Nabla fractional difference equations characterize many real world dynamical
systems better than their integer order counterparts. We demonstrate the ad-
vantage of nabla fractional calculus in characterizing the behaviour of a system
through the following example.
Example 1. Consider the first order and νth-order nabla difference equations(
∇u
)
(t) = µ(t+ 1)µ−1, t ∈ N1, 0 < µ < 1, (1.1)(
∇ν
−1u
)
(t) = µ(t+ 1)µ−1, t ∈ N1, 0 < ν, µ < 1. (1.2)
For c ∈ R, every solution of (1.1) is of the form
u(t) = c + (t+ 1)µ, t ∈ N0, (1.3)
which tends to ∞ as t→∞ for 0 < µ < 1 and thus it is unstable.
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2One solution of (1.2) is given by
u(t) =
Γ(µ+ 1)
Γ(ν + µ)
(t+ 1)ν+µ−1, t ∈ N0. (1.4)
Clearly (1.4) tends to 0 as t→∞ for 0 < ν + µ < 1 and therefore it is stable.
From this example, we understand that the memory property of nabla fractional
difference operator plays an important role in describing the solution’s behaviour.
Motivated by the above facts, in this article, we study the dependence of solu-
tions of nabla fractional difference equations on the memory property of Riemann–
Liouville type nabla fractional difference operator.
2. Preliminaries
We shall use the following notations, definitions and known results of nabla
fractional calculus throughout the article. Denote by Na := {a, a + 1, a + 2, . . .}
and Nba := {a, a+ 1, a+ 2, . . . , b} for any a, b ∈ R such that b− a ∈ N1.
Definition 2.1 (See [9]). The backward jump operator ρ : Na → Na is defined by
ρ(t) :=
{
a, t = a,
t− 1, t ∈ Na+1.
Definition 2.2 (See [18, 20]). The Euler gamma function is defined by
Γ(z) :=
∫
∞
0
tz−1e−tdt, ℜ(z) > 0.
Using its well-known reduction formula, the Euler gamma function can be ex-
tended to the half-plane ℜ(z) ≤ 0 except for z ∈ {. . . ,−2,−1, 0}.
Definition 2.3 (See [12]). For t ∈ R \ {. . . ,−2,−1, 0} and r ∈ R such that
(t+ r) ∈ R \ {. . . ,−2,−1, 0}, the generalized rising function is defined by
tr :=
Γ(t+ r)
Γ(t)
.
Also, if t ∈ {. . . ,−2,−1, 0} and r ∈ R such that (t + r) ∈ R \ {. . . ,−2,−1, 0},
then we use the convention that tr := 0.
Definition 2.4 (See [12]). Let µ ∈ R \ {. . . ,−2,−1}. Define the µth-order nabla
fractional Taylor monomial by
Hµ(t, a) :=
(t− a)µ
Γ(µ+ 1)
,
provided the right-hand side exists. Observe that Hµ(a, a) = 0 and Hµ(t, a) := 0
for all µ ∈ {. . . ,−2,−1} and t ∈ Na. Also, we have
Hµ(t, a)−Hµ−1(t, a) = Hµ(t, a+ 1).
3Definition 2.5 (See [9]). Let u : Na → R and N ∈ N1. The first order backward
(nabla) difference of u is defined by(
∇u
)
(t) := u(t)− u(t− 1), t ∈ Na+1,
and the N th-order nabla difference of u is defined recursively by(
∇Nu
)
(t) :=
(
∇
(
∇N−1u
))
(t), t ∈ Na+N .
Definition 2.6 (See [12]). Let u : Na+1 → R and N ∈ N1. The N
th-order nabla
sum of u based at a is given by
(
∇−Na u
)
(t) :=
t∑
s=a+1
HN−1(t, ρ(s))u(s), t ∈ Na,
where by convention
(
∇−Na u
)
(a) = 0. We define
(
∇−0a u
)
(t) := u(t) for all t ∈ Na+1.
Definition 2.7 (See [12]). Let u : Na+1 → R and ν > 0. The ν
th-order nabla sum
of u based at a is given by
(
∇−νa u
)
(t) :=
t∑
s=a+1
Hν−1(t, ρ(s))u(s), t ∈ Na,
where by convention
(
∇−νa u
)
(a) = 0. Clearly, for any fixed b ∈ Na,
(
∇−νa u
)
(b)
weights the previous (b− a) values of u by means of the nabla Taylor monomials.
Hereafter, we say that the memory of
(
∇−νa u
)
(b) is (b− a).
Definition 2.8 (See [12]). Let u : Na+1 → R, ν > 0 and choose N ∈ N1 such that
N − 1 < ν ≤ N . The νth-order nabla difference of u is given by(
∇νau
)
(t) :=
(
∇N
(
∇−(N−ν)a u
))
(t), t ∈ Na+N .
Definition 2.9 (See [4]). Let u : Na+1 → R, ν > 0 and choose N ∈ N1 such that
N − 1 < ν < N . The νth-order nabla difference of u is given by
(
∇νau
)
(t) =
t∑
s=a+1
H
−ν−1(t, ρ(s))u(s), t ∈ Na+1.
Obviously, for any fixed b ∈ Na, the memory of
(
∇νau
)
(b) is (b− a).
3. Discussion on Dependence of Solutions
Assume 0 < ν < 1 and h : Na+1 → R. Consider the nabla fractional difference
equation (
∇νρ(a)u
)
(t) = h(t), t ∈ Na+1. (3.1)
Every solution of (3.1) is of the form
u(t) = cHν−1(t, ρ(a)) +
(
∇−νa h
)
(t), t ∈ Na, (3.2)
4for c ∈ R. The memory of the nabla fractional difference operator in (3.1) is
(t− ρ(a)). Let us decrease its memory by a unit and consider the resultant nabla
fractional difference equation(
∇νρ(a)u
)
(t) = h(t), t ∈ Na+1. (3.3)
Obviously, every solution of (3.3) is of the form
v(t) = dHν−1(t, a) +
(
∇−νa+1h
)
(t), t ∈ Na+1, (3.4)
for d ∈ R. Now, we obtain the variation in (3.2) and (3.4) on the common domain
Na+1. Take t ∈ Na+1 and consider
|u(t)− v(t)| =
∣∣cHν−1(t, ρ(a))− dHν−1(t, a) + (∇−νa h)(t)− (∇−νa+1h)(t)∣∣
= |cHν−1(t, ρ(a)) + (1− d)Hν−1(t, a)|
≤ |c|Hν−1(t, ρ(a)) + |1− d|Hν−1(t, a)
≤ |c|Hν−1(a+ 1, ρ(a)) + |1− d|Hν−1(a+ 1, a)
= |c|ν + |1− d|.
Surprisingly, the variation is bounded on Na+1. Next, assume 1 < ν < 2 and
h : Na+2 → R. Consider the nabla fractional difference equation(
∇νρ(a)u
)
(t) = h(t), t ∈ Na+2. (3.5)
Every solution of (3.5) is of the form
u(t) = c1Hν−1(t, ρ(a)) + c2Hν−2(t, ρ(a)) +
(
∇−νa+1h
)
(t), t ∈ Na, (3.6)
for c1, c2 ∈ R. The memory of the nabla fractional difference operator in (3.1) is
(t− ρ(a)). Let us decrease its memory by a unit and consider the resultant nabla
fractional difference equation(
∇νau
)
(t) = h(t), t ∈ Na+2. (3.7)
Every solution of (3.7) is of the form
v(t) = d1Hν−1(t, a) + d2Hν−2(t, a) +
(
∇−νa+2h
)
(t), t ∈ Na+1, (3.8)
for d1, d2 ∈ R. Now, we obtain the variation in (3.6) and (3.8) on the common
domain Na+1. Take t ∈ Na+1 and consider
u(t)− v(t) =
(
c1Hν−1(t, ρ(a))− d1Hν−1(t, a)
)
+
(
c2Hν−1(t, ρ(a))− d2Hν−1(t, a)
)
+
(
∇−νa+1h
)
(t)−
(
∇−νa+2h
)
(t)
=
(
c1Hν−1(t, ρ(a))− d1Hν−1(t, ρ(a)) + d1Hν−2(t, ρ(a))
)
+
(
c2Hν−1(t, ρ(a))− d2Hν−1(t, ρ(a)) + d2Hν−2(t, ρ(a))
)
+Hν−1(t, a+ 1)
= (c1 + c2 − d1 − d2)Hν−1(t, ρ(a)) + (d1 + d2)Hν−2(t, ρ(a))
+Hν−1(t, a+ 1).
Obviously, the variation is unbounded on Na+1. So, we remark that a unit change
in the memories of the nabla fractional difference operators in (3.5) and (3.7)
results an unbounded variation in their solutions on the common domain Na+1.
5We expect a similar unbounded variation even for higher order nabla fractional
difference equations, that is, for N − 1 < α < N and N ∈ N3.
Appendix
Initial Value Problems. Assume 0 < ν < 1 and h : Na+1 → R. In this case, we
come across the following two representations of initial value problems (IVPs) in
the literature in line with (3.1) and (3.3).{(
∇νρ(a)u
)
(t) = h(t), t ∈ Na+1,
u(a) = u0.
(3.9)
and {(
∇νav
)
(t) = h(t), t ∈ Na+1,
v(a+ 1) = v0.
(3.10)
Hein et al. [14] and Abdeljawad [2] independently obtained the following ex-
pression for the unique solution u of the initial value problem (3.9).
u(t) = u0Hν−1(t, ρ(a)) +
(
∇−νa h
)
(t), t ∈ Na. (3.11)
In a similar way, one can obtain the following expression for the unique solution
v of the initial value problem (3.10).
v(t) = v0Hν−1(t, a) +
(
∇−νa+1h
)
(t), t ∈ Na+1. (3.12)
Next, assume 1 < ν < 2 and h : Na+2 → R. In this case, we come across the
following two representations of initial value problems in the literature in line with
(3.5) and (3.7). {(
∇νρ(a)u
)
(t) = h(t), t ∈ Na+2,
u(a+ 1) = u0,
(
∇u
)
(a+ 1) = u1,
(3.13)
and {(
∇νav
)
(t) = h(t), t ∈ Na+2,
u(a+ 2) = v0,
(
∇v
)
(a + 2) = v1.
(3.14)
The author [16] obtained the following expression for the unique solution u of
the initial value problem (3.13).
u(t) = [(2− ν)u0 + (ν − 1)u1]Hν−1(t, ρ(a)) + [(ν − 1)u0 − u1]Hν−2(t, ρ(a))
+
(
∇−νa+1h
)
(t), t ∈ Na. (3.15)
In a similar way, one can obtain the following expression for the unique solution
v of the initial value problem (3.14).
v(t) = [(2− ν)v0 + (ν − 1)v1]Hν−1(t, a) + [(ν − 1)v0 − v1]Hν−2(t, a)
+
(
∇−νa+2h
)
(t), t ∈ Na+1. (3.16)
6The following two representations of initial value problems are also valid in view
of Theorem 2.9 in this case.{(
∇νρ(a)u
)
(t) = h(t), t ∈ Na+1,
u(a+ 1) = u0,
(
∇u
)
(a+ 1) = u1,
(3.17)
and {(
∇νav
)
(t) = h(t), t ∈ Na+1,
u(a+ 2) = v0,
(
∇v
)
(a + 2) = v1,
(3.18)
3.1. Boundary Value Problems. Assume 1 < α < 2 and h : Nba+1 → R. We
come across the following two representations of nabla fractional boundary value
problems with conjugate boundary conditions in the literature in line with (3.5)
and (3.7).
Theorem 3.1. [16] Let a, b ∈ R with b − a ∈ N2. The fractional boundary value
problem {(
∇αρ(a)u
)
(t) + h(t) = 0, t ∈ Nba+2,
u(a) = 0, u(b) = 0,
(3.19)
has the unique solution
u(t) =
b∑
s=a+1
G(t, s)h(s), t ∈ Nba, (3.20)
where
G(t, s) =


1
Γ(α)
( (b−s+1)α−1
(b−a)α−1
(t− a)α−1
)
, t ∈ N
ρ(s)
a ,
1
Γ(α)
( (b−s+1)α−1
(b−a)α−1
(t− a)α−1 − (t− s + 1)α−1
)
, t ∈ Nbs.
(3.21)
Theorem 3.2. [13] Let a ∈ N0 and b ∈ N4. The fractional boundary value problem{(
∇αav
)
(t) + h(t) = 0, t ∈ Nba+2,
v(a+ 1) = 0, v(b) = 0,
(3.22)
has the unique solution
v(t) =
b∑
s=a+2
H(t, s)h(s), t ∈ Nba+1, (3.23)
where
H(t, s) =


1
Γ(α)
( (b−s+1)α−1
(b−a−1)α−1
(t− a− 1)α−1
)
, t ∈ N
ρ(s)
a+1,
1
Γ(α)
( (b−s+1)α−1
(b−a−1)α−1
(t− a− 1)α−1 − (t− s+ 1)α−1
)
, t ∈ Nbs.
(3.24)
The following two representations of boundary value problems are also valid in
view of Theorem 2.9 in this case.
7Theorem 3.3. [8] Let a, b ∈ R with b − a ∈ N1. The fractional boundary value
problem {(
∇αaw
)
(t) + h(t) = 0, t ∈ Nba+1,
w(a) = 0, w(b) = 0,
(3.25)
has the unique solution
w(t) =
b∑
s=a+1
G(t, s)h(s), t ∈ Nba. (3.26)
Theorem 3.4. Let a, b ∈ R with b − a ∈ N1. The fractional boundary value
problem {(
∇αρ(a)x
)
(t) + h(t) = 0, t ∈ Nba+1,
x(a) = 0, x(b) = 0,
(3.27)
has the unique solution
x(t) =
b∑
s=a+1
G(t, s)h(s), t ∈ Nba. (3.28)
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