Abstract-The heat channel is defined by an analog filter and a subsequent inaccurate measurement of the filter output signal. The filter is related to the solution of the heat equation and to the heat kernel of the quantum mechanical harmonic oscillator, so the name of the channel. The channel is modeled as an infinitedimensional vector Gaussian channel and the capacity in terms of average energy of the input signal is derived. The relation to rate distortion theory is investigated by calculating the rate distortion function of a closely connected Gaussian process. Then a second form ula for the capacity of the heat channel based on average energy of the measured filter output signal is given. The result is interpreted in context of estimation theory and a parallel to a famous formula connecting mutual information with minimum mean-square error in Gaussian channels is presented.
I. INTRODUCTION
In signal analysis time-frequency localization operators (or filters) are used for the approximate concentration of a signal in both time and frequency [1] . Operators based on radial Gaussian weights on the time-frequency plane (or phase space) were introduced by Daubechies [2] , a generalization [3] where the same convention for the Fourier transform as in [1] has been used.
The condition a(3 > 1 is now seen as imposed by the uncertainty principle. Interestingly enough, the kernel of operator p~~) coincides with the heat kernel of the one dimensional quantum mechanical harmonic oscillator with Hamiltonian H == -dd;2 + a 2x 2 (cf. [4, p. 114 ] after the substitution 2at == 8, a == ,-2). If (3 is held constant and a tends to infinity, then the right-hand side of Eq. (1) describes the temperature distribution in a heat-conducting insulated wire after a certain elapse of time given the initial temperature distribution f (x), x denoting position.
In our context x will always stand for time and efor angular frequency. Because of the Gaussian prefactor the Fourier transform g(e) of the filter output decays exponentially outside of the interval [-1r (3, 1r(3] (provided that the energy of the input f is not too large). Thus, 9 may be considered an approximately bandlimited signal of approximate bandwidth W == (312 in positive frequencies measured in hertz.
By reason of an error unavoidably incurred by measurement of the filter output signal 9 or inaccurate computation it is impossible, in general, to restore the filter input signal f completely. As a consequence, the filter (1) may be regarded as an approximately bandlimited channel where the noise is due to a nonideal observer.
The goal of the present paper is to give the idea of that channel (called the heat channel) a precise meaning so that we are finally able to quantify its capacity in various ways.
II. THE HEAT CHANNEL

A. Degrees of Freedom of Filter Output Signals
Here, we give an explanation for the time-frequency product a(3 that will occur very frequently in the sequel.
By means of the Wigner distribution (W f) (x, e) (21r)-1 fIR e-ix/~f(x + x' 12)f(x -x '12) dx ' which is kind of an energy density of a function f E L 2 (IR ) in phase space we obtain for the energy of 9 == p~~) f the equation (2) JIRXIR where (91, 92) 
is the Weyl symbol of the operator p~~) op~~) == P~}) (see [3] and the references therein). The bivariate Gaussian function (3) forms in phase space an ellipse-shaped window with unsharp boundary. We describe this region by an approximation known as ellipse of concentration in probability theory. Regarding (3) (after a normalization) as a bivariate Gaussian probability density function we obtain as its ellipse of concentration the Definition I: Let 8 be any positive number and let p E (0,1) be as in (4) . Then the heat channel is the infinitedimensional vector Gaussian channel (6) where the noise Z k is assumed to be independent from subchannel to subchannel.
The extra factor p-1 in the noise variances is, of course, of 
IE IIX
is the differential entropy of the random vector N K (see, e.g. , [6] ). Then for the capacity (in nats) of the heat channel it holds that
Proof The proof is accomplished by water-filling [6] . Let 
k=O k=O 
The maximum in Eq. (7) Figure 2 , the corresponding spectral efficiencies C(S NR) /W are plotted as a function of SNR.
IV. RATE DISTORTION F UNCTION OF A CONNECTED GAUSSIAN PROCESS
As will become apparent in the present section the theory of heat channel shows similarities to lossy source coding of stationary Gaussian processes in rate distortion theory. On the other hand, calculation of the rate distortion function R(D) of a closely connected Gaussian process will show that we are dealing with something different. Finally, we compare (14) with the capacity of the ban- 
The rate distortion function of the Gaussian process (15) then satisfies
D~(aj3/2)u 2, and R(D)~0 otherwise.
Proof First, let D be any positive number. The reverse water-filling argument for a finite number of independent Gaussian sources [6] carries over to our case without changes resulting in a finite collection of Gaussian sources The rate distortion function (as a function of the parameter ( 2 ) is given by c:
Thus, in case D > (aj3/2)u 2 the fixed series X == 0, 0, ... will be sufficient. Since there is no uncertainty about this estimate, no information needs to be supplied, i.e., R == O.
This proves the second part of the theorem.
• In rate distortion theory the "water level" (here denoted by ( 2 ) is often given the interpretation of a variance of noise in a test channel, in our setting the channel(s) ( 2 ) . Note that the concept of test channel is just a fancy instrument to prove theorems (cf., e.g., [6, Theorem 13.3.2]) whereas the subchannels of the heat channel are of physical reality.
V. CHANNEL CAPACITY -SECOND FORMULA AND RELATION TO ESTIMATION THEORY
A. Channel Capacity in Terms of the Measured Filter Output Signal
We return to our original model of the heat channel and consider the linear filter (1) as its first building block followed by a final measurement step. For a fixed average input energy S the capacity achieving (optimal) input signals are now functions f(t) == Lf~l Xk (D-yHk)(t) where the coefficients x k are realizations of independent Gaussian random variables 
B. Relation to Estimation Theory
The setting of the previous subsection gives rise to a vector Gaussian channel
In case of optimal signaling the average energy of the measured filter output signal is E o u t == E o u t + E er r , where )2) is the average energy of the clean filter output signal and E er r == L~=~1 ()2 is the average energy of the measurement error (cf. Figure 1) 
which is reminescent to the mutual information occuring in (20). Now, several problems arise when trying to take the derivate with respect to snr: 1) The function C (snr) is not differentiable at snr's where a new subchannel is added, 2) The probability distribution of vector X ,K depends on snr.
To overcome both problems we substitute C(snr) by its smooth approximation Co (snr) == at (In JSill) 2 as given in Eq. (13) of Section III. Then, taking the derivative we get
After rescaling 1, ()1a f--a, () the snr is retained and we obtain • Note that the observer does not need to know the number K of "active subchannels" beforehand, since, at least in principle, it could easily be estimated as accurately as desired from successive optimal channel uses at constant average input energy. This proceeding would not inflict on channel capacity when defined as a rate.
