This paper presents a new method for providing probabilistic real-time guarantees to tasks scheduled through resource reservations. Previous work on probabilistic analysis of reservation-based schedulers is extended by improving the efficiency and robustness of the probability computation. Robustness is improved by accounting for a possibly incomplete knowledge of the distribution of the computation times (which is typical in realistic applications).
Introduction
An unmistakable trend in embedded systems is the growth of soft realtime computing. A soft real-time application is one for which deadlines can occasionally be missed, but the probability of this event has to be controllable and predictable. Obvious applications for soft real-time systems can be found in the realm of multimedia streaming. For instance, if we stream a movie at 25 frames per second, an occasional loss of a frame is not even perceived by the average user, as far as the anomaly is kept in check. Another interesting area is signal processing. The extraction of features from images can be done using an anytime approach, which produces varying levels of accuracy depending on the time allocated to the application. Unsuspected applications of the soft real-time paradigm have been found in real-time control. Empirical experiences (Palopoli et al., 2000) and recent theoretical findings (Fontanelli et al., 2010) reveal that a moderate occurrence of deadline misses can be easily traded for a more aggressive choice of the task parameters (e.g., shorter activation periods).
The gradual but steady change of the application landscape toward soft real-time computing already triggered the development of new analysis methods and scheduling solutions. For example, the traditional notion of deadline has been extended and generalised by the notion of probabilistic deadline (Abeni and Buttazzo, 1999) : a constraint represented by a probabilistic deadline is expressed in the form (δ, P ), meaning that a time limit δ is chosen for each activation of the task that has to be respected with probability P .
The adoption of this paradigm requires the development of analytical techniques allowing one to compute P based on the task's parameters and on the scheduling parameters. Examples of a similar analysis have been presented in the past (both for fixed priority (Tia et al., 1995; Gardner and Liu, 1999; Cucu and Tovar, 2006) and for dynamic priority (Diaz et al., 2002 (Diaz et al., , 2004 Kim et al., 2005; Kaczynskit et al., 2007) scheduling) and have been recently extended to multiprocessor systems (Mills and Anderson, 2010) . Other scheduling approaches (for example, based on Time Division Multiplexing (Kang et al., 1997) , on modifications of fixed priority scheduling (Atlas and Bestavros, 1998) , or on splitting tasks in mandatory parts and optional parts (Hamann et al., 2001) ) have been analysed too. Real-time queueing theory (Lehoczky, 1996) also provides a way to compute the response time distributions when using various real-time scheduling algorithm, under the heavy traffic assumption (that is, when the system load is very close to 1). This assumption significantly restricts the range of applications for which this theory is applicable.
The techniques based on classic fixed priority and earliest deadline first estimate the probability of missing deadlines for the task set considered as a whole: the parameters of a task can influence the termination statistics of the other tasks. This diminishes the potential interest of the method as a synthesis tool. More promising in this direction is the adoption of resource reservations algorithms (Rajkumar et al., 1998) such as the CBS (Abeni and Buttazzo, 1998) : when using a reservation-based scheduler, the worst case finishing time of a task is not affected by the execution of the other tasks and the probabilistic guarantees can be provided on a per-task basis (by analysing each task in isolation) (Abeni and Buttazzo, 2001 ). This property allows one to use queueing theory to compute the probability of a deadline miss for a task scheduled through a resource reservation algorithm Buttazzo, 1999, 2001 ).
In general, most of the approaches recalled above require the computation of the stationary probability distribution of the response times (or of an approximation), and only focus on mathematical equations that, when solved, provide such a distribution as a result. However, less effort is dedicated to how such equations are actually solved. As a result, when non-trivial distributions of the execution times are used, long times and large amounts of memory are required to compute the probabilistic deadlines. This issue makes probabilistic analysis unsuitable for on-line acceptance tests, which result inefficient on ordinary computing architecture and are at a serious risk of being infeasible on many embedded devices utilising low-cost CPUs and small amounts of memory.
Another important limitation is that the exact knowledge of the entire distributions of the computation times and of the inter-arrival times of the tasks is required in order to properly estimate the deadline miss probabilities (and it is not possible to estimate the errors and approximations caused by an incomplete or inexact knowledge of the probability distributions). However, the statistics of the task activation parameters are typically collected over an extensive set of execution runs of the task. As a result, even in a long sequence of execution the worst-case condition may never occur and the experimental distribution could be incomplete. Hence, execution times higher than the measured Worst Case Execution Time (WCET) can happen with a low probability ǫ c (that can be computed by using statistical techniques). In order for an analysis methodology to be practically applicable, it has to possess a certain degree of robustness with respect to partially known distributions.
As a result of the issues discussed above, in previous papers only synthetic distributions of the execution times described by a small number of values have been used, and no realistic examples have been presented. Although approximated solution techniques have been proposed to address the first issue (by decreasing the complexity of the algorithm used to compute the deadline miss probability) (Refaat and Hladik, 2010) , such approaches still need the complete knowledge of the execution times distribution (including the knowledge of the WCET) and have been applied to fixed priority scheduling (so, it is not possible to analyse each task in isolation). Moreover, the time needed to compute the deadline miss probability can still be high (only a 1:2 speedup respect to the exact solution is reported, and the computation time can be as large as 2000ms). This paper takes a different approach to overcome the limitations highlighted above, by presenting an efficient algorithm to compute a conservative bound for the probability distribution of real-time tasks scheduled through resource reservations. Such a bound can be computed even if the probability distribution of the execution times is not fully known. Moreover, the proposed algorithm is efficient enough to be useful for on-line admission tests even in embedded devices (as shown in Section 5).
These two points are important improvements respect to the state of the art, making probabilistic deadlines more usable in practice.
Model of a Reservation
A real-time task τ i is modelled as a stream of jobs (or instances) J i,j .
Job J i, j arrives (becomes ready for execution) at time r i,j , and finishes at time f i,j after executing for a time c i,j . Since execution times and interarrival times are not assumed to be constant, they are modelled as stochastic processes assumed independent and identically distributed (i.i.d.). Therefore, the execution parameters of the task τ i are fully described by the Probability Mass Functions (PMFs) of the random variables given by the samples of these processes. In this paper, such distributions will be described by U i (c) and I i (t), where U i (c) = P {c i,j = c} is the PMF of the execution times and I i (t) = P {r i,j+1 − r i,j = t} is the PMF of the inter-arrival times. U i (c) and I i (t) are assumed to be mutually independent.
In traditional real-time systems, jobs are characterised by a deadline
This work uses the probabilistic variant of this notion, called probabilistic deadline (Abeni and Buttazzo, 1999) 
A hard real-time task can be described by a (D i , 0) probabilistic deadline.
In this work, each real-time task τ i is scheduled through a resource reservation (Rajkumar et al., 1998) (in this case, a CPU reservation (Mercer et al., 1994) 
The semantics of a reservation is that τ i has the possibility to execute for an amount of time Q (Abeni and Buttazzo, 2001 ) is
where the random variable z represents the inter-arrival times expressed in multiples of T s i . To qualify the notion of conservative approximation of a random variable, it is useful to introduce the following relation between random variables (Diaz et al., 2004) :
Function -CDF -of X, and F y (y) is the CDF of Y ).
Since considering a shorter inter-arrival time is a conservative approximation, to be conservative T i (z) should be defined so that
A distribution with such a property can be easily computed as
(see the cited paper (Abeni and Buttazzo, 2001) , where the condition
Summing up, the guarantees obtained by using T i (z) are valid for the original inter-arrival times distribution I i (t) too, and T i (z) has inter-arrival times multiple of T s i by construction. When using reservation-based scheduling, each task can be provided with an individual guarantee (without having to consider all the other tasks in the system); hence, from now on a single task τ will be considered and the i index will be dropped (to simplify the notation). In deterministic real-time analysis the WCET C = max j {c j } of task τ is assumed to be known, and even the probabilistic analysis techniques proposed up to now assume that U (c) is fully known (hence, the maximum possible value C for which U (C) = 0 is known). In this paper, such a constraint about the WCET knowledge is relaxed, and U (c) is not supposed to be fully known: in particular, U (c) is known up to a maximum valueC and the WCET C >C can be unknown. However, in order to perform some analysis the probability P {c >C} = ∞ c=C+1 U (c) = ǫ c to have an execution time larger thanC must be known. Note that ǫ c = 0 corresponds to the traditional model (with a known WCET).
As in previous work (Abeni and Buttazzo, 2001 ) a stochastic process v j can be introduced to model the amount of time to be executed after the arrival of the j th job J i,j . As shown in the cited paper, v j evolves according to the following rules:
Informally speaking, Equations 2 says that the amount of time to be executed after the arrival of the first job is equal to the job's execution time, and the amount of time to be executed after the arrival of the j th job can be computed by summing the job's execution time to the amount of time to be executed after serving the previous jobs.
The worst-case finishing time of job J i,j can be computed based on the
hence, when the probability distribution V (v) = P {v j = v} is known, it is possible to compute the probability
As shown in the original paper, Equations (2) can be used to compute the state transition probabilities
which can be written as π(j + 1) = M π(j) where π(j) is the vector of state probabilities at step j and M is a properly defined matrix. Then,
1 queueing theory says that a stationary probability vector π = lim j→∞ π(j) exists and can be computed by solving the eigenvector problem π = M π. In previous work, numeric techniques are used to solve such an eigenvector problem and find the stationary probabilities.
However, this computation is too expensive to be performed on-line (see Section 5).
Conservative Bounds
This section shows how to compute a conservative bound for P {f j > r j + δ} by adapting and extending some known bounds about GI/G/1 queues (Hey-man and Sobel, 1982) . Equation (2) can be written as follows:
Then, a new random variable Y j = c j+1 − z j Q s can be introduced, so that
given by the linear combination of two independent variables, h(y) can be computed as follows:
where z is the maximum value of z. The problem with the computation of this PMF is that U (c) is not known for values of the argument greater than C. Hence, it is possible to obtain a bound for this function by truncating the sum in Equation 5 to values of z which lead to y + zQ s ≤ C. The resulting truncated versionh(y) of the PMF of Y can be computed as:
where y =C −Q s and y =C −zQ s . In plain words,h(y) is derived from h(y)
by padding with zeros the function U (c) in Equation (5) for the values of the argument for which there is no knowledge. As a result, the values ofh(y)
for y ≤ y do not sum to 1, and the missing probabilities are accumulated in unknown values larger than y: for y > y, functionh(y) is unknown, but it is possible to compute
Lemma 1. Theh() function has the following properties:
• for y > y, while negative values indicate that it is decreasing. Thereby, a conservative approximation for Y j as proposed in the previous lemma can be used to carry out a a conservative analysis on the probability of respecting the deadline.
Main Result
Theorem 1. Let T ∈ N be a positive integer. If there exists a real constant γ ∈ R with γ > 1 such that
The constant T is the maximum value of v j , for which PMF bound is considered to be useful. This constant is expressed in amount of execution time to be executed (like v j ). Therefore, only deadlines smaller than
be analysed. T can be chosen very large and it does not make practical sense
to analyse values of v j larger than T , because they would result in deadlines missed by a very large amount. γ is computed, for a given T , considering the shape of the distributionh(y) (its intuitive meaning will be clarified in the next section).
Note that Theorem 1 also states that it is possible to compute a bound for
even if the values of U (c) for c >C are not known. Indeed, only the knowledge of the cumulative probability ǫ c = P {c >C} is needed. The values of the probability U (c) for specific c >C has an impact only on the computations of P {f j ≤ r j + δ} for large values
. Clearly, the partial knowledge of U (c) will introduce some more pessimism in the analysis even for small values of δ, but this is accounted for in the computation of the bound, as shown in Section 5 (see Figure 12 ). This means that a complete knowledge of the execution times distribution is not needed, and that probabilistic guarantees can be provided even if U (c) is not fully known.
Proof of the Result
To prove Theorem 1 it is useful to introduce a new variable w i , representing the amount of execution time to be executed immediately before the arrival of job J j (whereas v j represents the amount of execution time to be executed immediately after the arrival of job J j ). By definition, the evolution of w j can be expressed as:
or, using Y j , as
which is known as Lindley recursion (Lindley, 1952 ).
An easy relation between v j and w j is stated in the following.
Proof. By induction on j.
Induction base: for j = 0, by definition v 0 = c 0 = 0 + c 0 = w 0 + c 0 .
this is equal to max{0, w j + c j − z j Q s } + c j+1 , and by definition this is
Some preliminary results are needed to prove Theorem 1. The first one provides a bound for the probability P {Y j > t}, when t is smaller or equal than T .
Lemma 2. Let T ∈ N be a positive integer. If there exists a real constant γ ∈ R with γ > 1 such that
Proof. Let us consider two cases: 1) t ≤ y, 2) t > y. 
h(y)(1−γ −(t−y) )+γ
h(y)+γ
Since y < T ,
CASE 2: If t > y, using once again Lemma 1, then
Since y < t, γ −(t−y) < 1 ⇒ (γ −(t−y) − 1) < 0; so
Restricting to t ≤ T ,
The second group of Lemmas produces a function η(w) such that P {w j > w} ≤ η(w). In particular Lemma 3 identifies some properties on the function that make it suitable to serve this purpose.
Lemma 3. If η(t) is a function ranging in the interval
Proof. The proof is by induction on j.
Induction base: P {w 0 > w} is obviously less or equal than η(w), because w 0 = 0 and because η() ranges in [0, 1].
Inductive step: P {w j+1 > w} = P {max{0, w j + Y j } > w}. Since w ≥ 0 by definition, P {w j+1 > w} = P {w j + Y j > w}. Now,
Since for y > w it holds P {w j > w − y} = 1,
By inductive hypotheses, P {w j > w} ≤ η(w), so Lemma 4 shows how the bound on the probability P {Y j > t} provided in Lemma 2 can be used to construct a function that respects the properties described in Lemma 3.
Lemma 4. Let T ∈ N be a positive integer. If there exists a real constant γ ∈ R with γ > 1 such that
Proof. The lemma hypotheses match with the hypotheses of Lemma 2.
Hence, P {Y j > w} respects Condition (7). In view of this condition, γ −t has the properties required for η(t) by Lemma 3. Hence the thesis.
Note that the full knowledge of U (c) is not needed to compute a bound for P {Y j > w} (as already noticed for Theorem 1).
Based on the previous results, Theorem 1 can now be proved.
Proof. [Theorem 1] As observed in Section 2, the probability to respect a probabilistic deadline δ can be computed as
This expression is equivalent to:
Now, probability P {v j > v} can be estimated as follows:
where the last step is justified because v − c < 0 ⇒ P {w j > v − c} = 1.
From Lemma 4 it is possible to derive that ∀v ≤ T ,
Consider two cases: 1) v ≤C, 2) v >C.
CASE 2: In this case the bound can be computed as follows,
This bound on the probability P {v j > v} can be plugged into Equation (10) producing our thesis.
Discussion
Notice that Y j represents the variation between the amount of execution time yet to be served immediately before (or immediately after) two consecutive arrivals. In other words, if Y j is negative then the amount of "accumulated" execution time v j decreases; otherwise it increases.
(where z is the minimum value of z), then C − Q s z ≤ 0, so On the other hand, it can be shown that if
, then it is not possible to find a value of γ such that with the fact that a queue with a load ≥ 1 is not stable). As a result, Q s must be larger than
.
To better understand how the various scheduling parameters affect the probability distribution of Y j , consider a simple example with the execution times and inter-arrival times distributed as in Figures 1 and 2 . The resulting PMFs for Y j have been computed (as explained in the previous section) for different values of Q s ranging from the minimum possible (1000) to almost the maximum (1900), and the results are displayed in Figure 3 . From the figure, it can be noticed that increasing Q s , h(y) is shifted left (meaning that the probability to decrease the amount of remaining computation time is increased).
Remember that to find a pessimistic estimation of the probability to respect a probabilistic deadline, a value of γ satisfying Equation 6 It is possible to notice how for Q s = 1900 (close to the hard schedulability condition) the g Q s is decreasing, and will cross the g 1900 (γ) = 1 line only for large values of γ (for Q s = 2000, such a line is never crossed).
Experimental Results
The presented analysis technique (finding proper values for γ has been found by using a simple dichotomic search) has been implemented in a set of utilities using fairly portable C code. The resulting library of functions can be used to implement off-line design tools, or on-line admission tests (even in slower CPUs, as it will been shown in this section). The resulting software (which is freely available and downloadable from http: //www.disi.unitn.it/~abeni/gamma-bound.tgz) has been used to compute the conservative bounds as discussed in this paper, and to validate them through a comparison with simulations and with the "exact" probability distributions obtained by numerically solving the eigenvector problem (Abeni and Buttazzo, 2001 ). These comparisons have been performed through an extensive set of tests and experiments presented in this section. Such experiments confirmed that the bound is conservative, in perfect accordance with our theoretical expectations.
In a first batch of experiments, the two synthetic PMF distributions for c and z represented in Figures 1 and 2 have been used. The server period T The worst case response time should be multiple of the server period T s (since in the worst case the budget Q s is received at the very end of each server period). However, the empirical distributions obtained from simulation do not exhibit this behaviour (the CDF is not structured as a sequence of step with break points coincident with integer multiples of T s ). This is suggestive of a potential inadequacy of the empirical method for worst case analysis, since it does not seem to capture the worst case patterns.
In a next set of experiments, the performance of the proposed approach has been evaluated by measuring the amount of time needed to compute the bound and comparing it with the amount of time needed to numerically compute the exact CDF. A periodic task with period P = 200ms and a randomly generated PMF of the execution times U (c) (with c varying between 10ms and 40ms), served by a (30ms, 100ms) reservation, has been considered, and the probability P {δ < 100ms} has been computed 100 times (using 100 different PMFs). Each PMF is composed by 300 samples. to 15 samples, the average computation times for the bound are reduced to 135.901ms with a 95% confidence interval of 0.548ms for the FoxBoard (notice that even with the resampled PMF, the time needed to compute the exact solution on a FoxBoard is quite large -more than 10 seconds), and to 22.1ms with a 95% confidence interval of 7.464ms for the FLEX.
Other similar tests have been repeated, with different kinds of tasks, and consistently reported a speedup of at least 400 times.
In order to check the bound on a more realistic example, a video player has been instrumented, measuring the execution times PMF represented in Figure 8 . Since the video is 25f ps (frames per second), the player is modelled as a periodic task with period P = 40ms. The proposed technique has been used to compute the CDF of the response times when the player is scheduled by using a (6ms, 20ms) reservation (hence, T s is half of the task period, and T (z) is a delta function with T (2) = 1 and T (z) = 0 for z = 2). Finally, the proposed bounds have been applied to a real-world application: a video tracking task with the execution times shown in Figure 16 and period 40ms. Notice that in this application,c = 53ms is larger than the period, so it is not possible to schedule the periodic task without any deadline miss. According to the application's requirements, at least 80% of the deadlines have to be respected, and by applying the proposed analysis with T s = 10ms, it has been possible to verify that with Q s = 8.2ms such a requirement is respected.
Conclusions and Future Work
This paper presented a new method for analysing soft real-time systems through probabilistic deadlines, when a reservation-based scheduler is used.
Respect to previous approaches, (which computed the exact probability distributions by numerically solving an eigenvector problem) the proposed approach is faster, and is robust against uncertainties in the execution times distribution.
As a future work, a new strategy for finding a proper value of γ (based on discrete Fourier transforms) will be investigated, and the bounds will be compared with some closed-form solutions that can be obtained in some special cases.
