Highlights d Nearly identical images can appear as shading or variations in surface albedo d Shaded surfaces generate photogeometric constraints along their bounding contours d These constraints predict when intensity gradients appear as surface shading
In Brief
It is known that shading is a cue to threedimensional shape, but it is unknown how the visual system determines when an image contains shading. Marlow et al. show that there are photogeometric constraints along bounding contours of shaded surfaces that the visual system uses to distinguish shading from other sources of intensity gradients. The human visual system is remarkably adept at extracting the three-dimensional (3D) shape of surfaces from images of smoothly shaded surfaces (shape from shading). Most research into this remarkable perceptual ability has focused on understanding how the visual system derives a specific representation of 3D shape when it is known (or assumed) that shading and self-occluding contours are the sole causes of image structure [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . But there is an even more fundamental problem that must be solved before any such analysis can take place: how does the visual system determine when it's viewing a shaded surface? Here, we present theoretical analyses showing that there is statistically reliable information generated along the bounding contours of smoothly curved surfaces that the visual system uses to identify surface shading. This information can be captured by two photogeometric constraints that link the shape of bounding contours to the distributions of shading intensity along the contours: one that links shading intensity to the local orientations along bounding contours and a second that links shading intensity to bounding contour curvature. We show that these constraints predict the perception of shading for surfaces with smooth selfoccluding contours and a widely studied class of bounding contours (planar cuts). The results provide new insights into the information that the visual system exploits to distinguish surface shading from other sources of image structure and offer a coherent explanation of the influence of bounding contours on the perception of surface shading and 3D shape.
RESULTS AND DISCUSSION
How does the visual system determine when it's viewing a shaded surface? Here, we show that there is information along the bounding contours of shaded surfaces that can be used to distinguish surface shading from other sources of image structure. The intuition guiding our analyses and experiments is that both shading and the shape of bounding contours depend on the same world property-the 3D shape of the surface near the contour-which suggests that they should covary in systematic and predictable ways. More specifically, we show that the in-formation along the bounding contours of shaded surfaces arises from the intersection of two constraints: an illumination constraint and a viewing constraint. We begin by considering contours generated by smooth self-occluding rims (i.e., occluding contours generated by the surface of an object curving smoothly out of sight) and then turn to a broader class of bounding contours.
The first constraint can be derived by combining two things that are known about shading and 3D surface geometry to form a novel constraint. It is known that the 3D shape of surfaces along self-occluding rims can be derived from the 2D image contours of these rims [2, 11, 12] . The local slant of the surface (i.e., how much a surface deviates from a frontal plane relative to the viewing direction) is constant ($90 degrees), and its tilt (i.e., the direction it is slanted) is specified by the image contour's outward-facing normal. It is also known that the intensity of reflected light is determined by its local 3D surface orientation relative to the illumination direction [1] . In a directional light field, identically oriented surface regions project identical or very similar intensities (subject to some variability caused by other light sources, inter-reflections, and/or vignetting); surface normals that point directly at the light source will be brightest, and the intensities of other surface regions will monotonically decrease as a function of the angular difference in slant (measured relative to the light source) from the brightest surface normal. Shading intensity depends only on the slant of the surface relative to illumination; it is independent of surface tilt. Thus, the first constraint links a 3D surface shape to its projected 2D image contours relative to a particular viewing direction, while the second constraint links 3D surface shape to shading intensity relative to a particular illumination direction.
These two facts can be combined to yield a single photogeometric constraint that links local contour geometry to the shading intensity along images of self-occluding rims: the shading intensity along smooth self-occluding rims systematically covaries with the orientation of its projected image contour. This covariation occurs because 3D surface orientation varies systematically along self-occluding rims, and shading intensity varies as a function of 3D surface orientation. Contour segments that have the same image orientation will generate the same shading intensity because they have the same 3D surface orientation; thus, the mapping from image contour orientation to intensity is 1:1. However, the mapping from intensity to contour orientation is not generically 1:1; different 3D surface orientations can project the same intensity if they have the same slant, but different tilts, relative to the illumination. This occurs most severely in the degenerate case when the illumination direction coincides with the viewing direction. For all other illumination directions, the covariation of intensity and contour orientation takes a simple form. Consider a sphere illuminated by collimated light 45 degrees above the viewing direction ( Figure 1 ). The surface normal along the rim that is directed most closely at the illumination will be brightest; points along the rim that subtend a fixed angular difference from this surface normal will generate the same shading intensity and decline monotonically as a function of this difference. Thus, the mapping of intensity to angular differences from the brightest surface normal along the rim is 1:1. Note that this information does not require any knowledge of the direction of illumination; it can be derived directly from the images, and it generalizes to smooth self-occluding rims of any shape.
The preceding analysis was derived under the simplifying assumption of a Lambertian surface illuminated by a collimated light source. We tested the robustness of this intensity-contour orientation covariation in natural illumination conditions by rendering a smooth, randomly shaped convex Lambertian surface in a natural light field (a random ''potato'' or perturbed sphere; see Supplemental Information). The viewing position was held fixed, and the direction of the primary illumination direction was rotated to different angles to sample the full space of possible illumination directions (70,500 different directions in total). The intensity along the contour was plotted as a function of the angular difference from the brightest normal. Figure 1B depicts the correlation coefficient for each intensity-orientation plot as a color heatmap on the sphere of all primary illumination directions. The right hemisphere depicts the correlation coefficient for primary illumination directions that are behind the object; the left hemisphere depicts the correlation for frontal illumination directions. The bright green areas depict strong negative intensityorientation correlations that are characteristic of shading, the black areas depict zero correlation, and the red areas denote positive correlations (which, like zero correlations, are inconsistent with shading). The results demonstrate that the shadingcontour orientation correlation is robust for generic illumination directions; it only fails when the illumination directions closely match the observer's viewing direction or when the primary illumination direction is in full eclipse behind the object.
We conducted experiments to test whether the visual system uses this intensity-contour orientation as a cue for surface shading. The goal was to construct a surface geometry where this covariation could be manipulated in a way that could affect the perception of the intensity gradients over the entire visible surface. This was achieved by generating smooth 3D ''screws'' formed by revolving a sinusoidal contour around a horizontal axis while smoothly varying its phase. Three different surfaces were generated by varying the spatial frequency of the contours that generated these surfaces of revolution, which were rendered with Lambertian reflectance functions in a natural light field that had a strong directional component ( Figure 2 and Figure S1). These rendered surfaces exhibit a strong intensity-orientation covariation along the bounding contours and elicit clear percepts of 3D shape and shading. The strength of the intensity-orientation covariation ( Figure 2D ) was reduced by holding the shading pattern fixed and varying the spatial frequency of the sinusoidal bounding contour (i.e., texture mapping each screw's shading onto the other two 3D screws). Informally, observers report that the periodic bands of light and dark appear as shading caused by variations in 3D surface geometry when intensity and contour orientation covaried strongly. These informal reports were experimentally assessed in two psychophysical tasks. One was a gauge probe task designed to measure perceived 3D shape, where observers adjust a local thumbtack figure so that its circular base appears to lie tangent to the surface and the orthogonal pin appears as the local outward-facing surface normal [5, 6, 10] . The other experiment used a pairedcomparison task that required observers to view all pairs of images and judge which image appeared most like a shaded 3D surface. The data from both of these experiments confirm observers' informal reports: when the contour orientation-intensity covariation was low, observers' percept of 3D shape was relatively flat ( Figure 2B ), and they were less likely to select such images as appearing as shading in the paired-comparison task ( Figure 2C ); when the covariation was high, observers perceived more depth and higher surface curvature, and they were more likely to choose such images as appearing as surface shading.
The preceding analyses and results focused on photogeometric constraints generated by smooth self-occlusions that can be used to distinguish surface shading from other sources of image gradients. However, the bounding contours of shaded surfaces can take many forms; some surfaces simply terminate, much like the edges of a sheet of paper. Indeed, some of the most compelling demonstrations of the effects of bounding contours on perceived shading have exploited images where the bounding contours are consistent with those formed by planar cutsi.e., by slicing a 3D surface with a plane [3, 9, 13, 14] . Previous work focused on understanding how a particular shading solution was achieved for a given contour shape in planar-cut stimuli [3, 9] , but it remains unknown why (or when) such contours induce percepts of surface shading in the first place. Whereas the shape of smooth self-occluding rims is directly linked to 3D surface shape, the same is not true of planar cuts. It is therefore unclear whether the intensity-orientation dependence observed with smooth self-occlusions will also arise along planar cuts of shaded surfaces. We addressed this question by performing simulations similar to those described above for self-occluding rims, using both singly curved surfaces and doubly curved surfaces (see Figure 3A and Figure S2 ). Figure 3A shows a histogram of the intensity-orientation correlation coefficient that was measured for each randomly generated scene. Our results show that the intensity-contour orientation correlation is preserved for the majority of planar cuts for both singly and doubly curved stimuli, although these effects are strongest for singly curved surfaces. This suggests that the intensity-contour orientation covariation may be a potent predictor of perceived surface shading for planar-cut stimuli, as well as smooth self-occluding rims, particularly for singly curved surfaces where this covariation is most robust.
There is, however, an additional complexity created by planarcut surfaces that suggests that their patterns of shading may involve additional constraints. The contours of smooth selfoccluding rims can only be formed by convexities and saddles of the projected surface [15] , whereas the contours of planar cuts can also be formed by the projection of surface concavities. Concavities are generically less exposed to illumination than convexities are because of ''vignetting,'' or the partial occlusion of the light field (consider how much of a scene is visible from the bottom of a pit versus the top of a hill) [8] . One consequence of this is that the minima of shading cannot be centered on convex peaks of opaque surfaces. This suggests that an additional cue may be needed to capture the photometric behavior of convexities and concavities that arise along planar cuts, namely, one that considers the proximity of intensity minima to the peaks of convex contour segments.
We tested the efficacy of these two photogeometric cues-the orientation-intensity covariation and the convexity-intensity covariation-in predicting perceived shading in planar-cut stimuli of surfaces similar to those studied previously [3, 9] . The stimuli consisted of sinusoidal variations in luminance, which can arise from a family of different 3D shapes and illumination directions [9] . The two photogeometric cues were manipulated by shifting the phase of the bounding contour relative to a fixed The three stimuli denoted by the asterisks were physically realistic surfaces rendered in a natural light field and exhibit high negative correlations. The other six surfaces were generated by texture mapping the intensity gradients onto surfaces with contour shapes that are uncorrelated or poorly correlated with the intensity gradients. The intensity gradients only appear as surface shading for images that exhibit a strong intensity-contour orientation correlation. The small red gauge probes in the center of each surface show the ten locations where observers judged apparent 3D surface orientation. (B) Cross-sections depicting perceived depth reconstructed from observers' orientation settings. The shaded areas show 95% confidence intervals for the reconstructed depths. 3D shape was only experienced in images that exhibited a strong intensity-contour orientation correlation. Figure S1 . sinusoidal luminance grating. The two photogeometric cues to the perception of shading predict very different non-monotonic dependencies of the effects of the relative phase between the bounding contours and luminance grating ( Figure 3B) . A paired-comparison task was used to measure perceived shading in these displays; observers viewed all possible pairs of stimuli and judged which member of the pair appeared more like surface shading. Our data suggest that the complex pattern of peaks and troughs exhibited in observers' responses are very well fit (r = 0.98) by a simple additive model of the two hypothesized cues.
There is a significant body of research demonstrating the importance of bounding contours for the perceptual analysis of shading [2-4, 9, 11, 13, 14] . Virtually all of this work has known (or assumed) that the image arose from a shaded surface [2-4, 9, 11] . Here, we have articulated a way to identify the bounding contours of shaded surfaces directly from images. It is important, however, to clarify the scope of our arguments and what they imply about the generalizability of our findings. First, it is known that the perception of shading can occur in images that do not demonstrate the edges of the shaded surface. Such images reveal the existence of additional photogeometric constraints on shading structure beyond those presented herein [16] . Second, the intensity gradients in our stimuli were primarily (experiment 1) or entirely (experiment 2) one dimensional. We chose these stimuli because they allowed us to vary the photogeometric cues along the bounding contours parametrically and assess the impact this has on the perception of surface shading. It is unclear how to perform the same experiment using more complex surface geometries. For example, many previous studies [6, 10, 11, 17-19] on perceived shape from shading have used globally convex stimuli (resembling potatoes) generated by randomly perturbing the shape of a sphere. The bounding contour of these bumpy spheres will be globally convex for any manipulation of contour shape, so it is unclear how to manipulate the orientation-intensity correlation parametrically in such stimuli without causing the contour to appear as a detached aperture [10] . These difficulties testify to the statistical robustness of the photogeometric cues we have identified; for some surfaces, it is essentially impossible to violate these cues and elicit a percept of a bounding contour that belongs to the same surface as the adjacent intensity gradients do.
In conclusion, the work described herein provides new insight into the sources of covariation that the visual system exploits to distinguish surface shading from other sources of image structure. The results and ideas presented here extend a growing body of work demonstrating that the visual system exploits photogeometric constraints to distinguish the different causal sources of image structure, spanning transparency [20], translucency [21], gloss [22-25], lightness [5, 20] , and color [26] .
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

Human subjects
Twelve observers participated in the paired comparison experiment and five participated in the perceived 3D shape experiment (fewer observers were used due to the longer duration of the shape experiment), and fifteen participated in the paired comparison experiment of experiment 2. They had no knowledge of the hypotheses. Informed consent was obtained from all observers and the experiment was approved by the Human Research Ethics Committee at the University of Sydney in accordance with the Declaration of Helsinki.
METHOD DETAILS
Experiment 1
Stimuli Nine surfaces were constructed by factorially combining three surface geometries and three luminance profiles. The three surface geometries were constructed by rotating a horizontal sinusoid around a horizontal axis while simultaneously varying the phase of the sinusoid. The scene coordinates of the surfaces were where: u and v are in the range -p % u % p and p=2% v % 3p=2; l is the periodicity of the thread and was equal to either 2, 4, or 6; and x y z increase rightward, downward, and away from the observer respectively. The luminance profiles were constructed by rendering each surface with Lambertian reflectance in image-based lighting (IBL). The IBL was a grayscale panoramic photograph of the courtyard of the Doge's palace, Venice, Italy (downloaded from http://gl.ict.usc. edu/Data/HighResProbes/ and included on Mendeley Data at https://doi.org/10.17632/nbtd6ddvnv.1). The primary direction of illumination was above, to the right, and slightly toward the observer.
The shading rendered for each shape was texture-mapped onto corresponding u,v coordinates of the other two shapes. We used texture-mapping instead of image-cropping to manipulate the bounding contour shape of shading patterns because we wanted to preserve the vertical change in image intensity toward the upper and lower bounding contours. The surfaces were viewed orthographically so that different shapes that were texture-mapped with the same luminance profile had identical image intensities across the horizontal line in the middle of the surfaces where v = p. Apparent surface orientation was measured along this line at 10 equispaced points with range -0:8 % u % 0:8. The images were resized to set the visual angle of the surfaces to 5.5x4.1 deg at the 65 cm viewing distance. Procedure for paired comparison experiment On each trial, observers viewed two of the screws side by side and judged which image generated a more compelling perception of 3D surface shading. The instruction to observers were as follows:
A corrugated roof exhibits a light-dark-light-dark pattern that appears to be due to surface shading whereas a zebra exhibits a similar light-dark-light pattern that appears to be due to the surface color changing. How can we tell the difference between a roof and a zebra? How can we tell the difference between surface shading patterns and surface reflectance patterns? In this experiment we want you to select the image that elicits the stronger experience of surface shading.
Each of the 9 screws was compared to the other 8 with two repeats. The order of trials was a different random permutation for each observer. Procedure for perceived shape experiment On each trial, observers viewed one of the nine images. A red gauge probe was drawn overlaying one of the ten test locations in the center of the surfaces. Observers adjusted the 3D orientation of the probe so that its circular base appeared to be tangent to the surface. The orientation of the probe was controlled using a computer mouse. The screen coordinates of an invisible cursor were transformed into polar coordinates: radius controlled the probe's slant; angle controlled the probe's tilt. The probes were significantly larger than is shown in Figure 2A where probe size has been reduced to show all ten probes side by side. The radius of the circular base of the probe was 0.25 deg. and the line representing the surface normal had a length equal to the base's radius. There were five repeats and the order of presentation for the 90 conditions (9 surfaces x 10 test locations) was a different random permutation for each observer.
Experiment 2 Stimuli
The stimuli ( Figure 3B ) were sinusoidal luminance gratings oriented horizontally and presented on a white background (225 cd/m2). The luminance minimum and maximum of the grating were 6.5 and 178 cd/m2. The grating was held fixed and the only difference between conditions was the shape of the bounding contour that cropped the top and bottom edges of the grating. The bounding contour was composed of alternating convex and concave half-ellipses with major and minor radii equal to 0.66 and 0.44 degrees of visual angle. The convexities and concavities in the upper contour were vertically aligned with convexities and concavities respectively in the lower contour. The bounding contour shape was periodic and its waveform had the same spatial frequency (0.32 cycles per degree) as the luminance grating. The bounding contour was horizontally translated to vary the phase difference between its convexities and the grating's luminance maxima from 0 to 315 degrees in eight 45 degree steps. The visual angle of the cropped grating was 5.9 3 9.5 degrees (three cycles wide). Paired comparison procedure On each trial, observers viewed two of the gratings side by side and judged which image generated a more compelling perception of 3D surface shading. They received the same instructions as in experiment 1. Each of the 8 bounding contours was compared to the other 7 with two repeats. The order of trials was a different random permutation for each observer.
QUANTIFICATION AND STATISTICAL ANALYSIS
Experiment 1
Depth reconstruction Observer's judged perceived 3D surface orientation at 10 test locations along a horizontal array in the center of the surfaces and perceived depth was reconstructed from these orientation data ( Figure 2C ). The reconstruction method [27] we employed relies on matrix algebra and is robust because it does not depend on the starting point of the integration, and the reconstructed depth can be differentiated to return the same horizontal partial derivatives as the original orientation data. We generated 95% confidence intervals for the reconstructed depths (depicted in Figure 2C as transparent shaded regions). Bootstrapping (2000 repeats) was used to generate 2000 reconstructed depth profiles for each of the nine surfaces. The depths representing the 95% confidence intervals were obtained by sorting the 2000 depths for each of the ten test locations; the 2.5% and 97.5% percentiles for depth are the 95% confidence intervals displayed in Figure 2C . The confidence intervals are thinnest at the depth maxima and gradually expand away from it. This expansion arises because we chose an integration constant that assigned zero to the maximum of each of the 2000 depth profiles. The confidence intervals accumulate local orientation variance moving away from the integration constant. The shape of the confidence intervals would change if a different (arbitrary) integration constant were chosen. The value of the confidence intervals is that they provide some insight into the certainty/uncertainty of the reconstructed depths; they do not imply that perceived surface orientation was more uncertain at depth minima than depth maxima.
Contour intensity correlation
The correlations of intensity with contour orientation shown in Figure 2D were performed using MATLAB (version R2017B, Mathworks Inc.). The contour was derived from a black/white mask using the MATLAB internal function ''BWBOUNDARIES.'' The normal vector to the contour (pointing outward from the surface) was derived at 120 equi-spaced points along the upper bounding contour using a 20 pixel neighborhood to compute first derivatives of quantized pixel coordinates. Intensity values were obtained at corresponding points to the normal vectors. Specifically, intensity was sampled 3 pixels away from the contour in the direction opposite to the outward pointing normal vector. The angular separation of the normal vectors was computed with respect to the normal vector that was paired with the maximum of the 120 intensity values. The intensity-contour orientation correlation was the correlation between the pairs of intensity and angular separation values. Figure 2D shows the raw data used to compute these correlations. In theory these three surfaces are expected to exhibit a perfect intensity-orientation correlation such that the plots exhibit a single 1D line with negative slope. In practice they exhibit imperfect correlations characterized by two slightly vertically separated 1D lines. One line corresponds to the convexities of the bounding contour and the other line to concavities. The vertical offset of these contours arises because intensity had to be sampled slightly inside the contour instead of directly on the contour to avoid conflating intensities of the surface and the background. Hence our intensity samples do not just depend on bounding contour orientation but also on surface curvature approaching the contour (which is higher for the screw's concavities than convexities). Figure S1A shows an intensity-orientation plot distinguishing samples taken near either convexities or concavities, which accounts for the two 1D lines in these plots.
Histogram
The simulation varying illumination direction shown in Figure 1B tests the robustness and stability of the shading-rim orientation correlation. The surface had a fixed 3D shape (a random ''potato'' shape) and was rendered with Lambertian reflectance in the same natural light field used in experiment 1. The light field was spun to a randomly selected angle of primary illumination for each of the 70500 simulations for a fixed 3D shape and viewing direction. The orientation-intensity correlation in each image was assessed using the same procedure described above.
Experiment 2 Contour intensity correlations
The correlations of intensity with contour orientation were computed using the same procedure as experiment 1. The correlations of intensity with contour convexity was performed using the same 120 intensity values as the intensity-orientation correlation. Intensity was correlated with the vertical distance in height of the 120 contour locations from the lowest point of the concavities.
Cue combination
The model fit to the psychophysical data in Figure 3B was a multiple linear regression and the two predictor variables were the correlation coefficients of the intensity-contour convexity covariance and the intensity-contour orientation covariance. Because negative correlations of intensity with contour orientation are characteristic of shading, the sign of its correlation coefficient was inverted. The line fit by this analysis was Y = 0.29*A + 0.6484*B where A and B are the correlation coefficients of the intensity-convexity covariance and the intensity-orientation covariance respectively. The relative contribution of the cues reported in the Figure 3 caption was determined by correlating each cue separately with the model fit line.
Histogram
The two simulations reported in Figure 3A assessed the intensity-contour orientation correlation across thousands of images generated by randomly selecting the orientation of the illumination field, observer's viewing direction, and the planar cut through the center of the surface. In the first planar cut simulation, the 3D surface geometry had a fixed shape with a sinusoidal cross-section (the ratio of its relief height to wavelength was 2: pi). This sinusoidal surface had only one direction of curvature, which was motivated by the 1D stimuli used in experiment 2. In the second planar cut simulation, the surface geometry was a perturbed plane with a randomly generated distribution of hills and valleys (a different permutation for each image). The hills and valleys were generated by displacing each vertex in the direction of the plane's surface normal by various amounts determined by band-pass filtered noise that was texturemapped onto the plane. The scale of the band-pass filtered noise generated approximately nine hills along the planar cut. The surface reflectance was Lambertian and it was illuminated by the same natural light field used in experiment 1. Figure 3A shows a histogram of the intensity-orientation correlation coefficient for the 60,800 images of the sinusoidal surface and the doubly curved surfaces. The correlation was performed at four different spatial scales because we expected increasingly large violations at larger scales of analysis. The intensity-orientation correlation was performed at four spatial scales by sampling intensity and orientation within circular regions with a diameter equal to 0.75 0.5 0.25 and 0.125 of the image size. Figure 3A shows a histogram of the strongest intensity-orientation correlation across the four scales and Figure S2 shows separate histograms for each correlation window.
DATA AND SOFTWARE AVAILABILITY
MATLAB code for stimulus generation and analysis is available on Mendeley Data at https://doi.org/10.17632/nbtd6ddvnv.1.
