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Let φ be a function of ﬁnite type in [−1,1]. We deﬁne a fractional integral Is,φ over φ by
Is,φ f (x) =
∫
[−1,1] f (x − φ(t)) dt|t|s and prove the (Lp,r , Lq)-norm inequalities, where Lp,r =
Lp ∩ Lr , 1/q = s/r + (1 − s)/p, 1 < r  p ∞ and 0 < s < 1. For r = 1, we derive the
weak-type norm inequality for Is,φ , provided φ′ and φ′′ do not vanish.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and main theorems
Riesz potentials which are regarded as fractional powers of the Laplacian, have been studied extensively. These make an
important role on the study of the relation between a function and its partial derivatives. A classical result on the Riesz
potential is as follows: The Hardy–Littlewood–Sobolev theorem is about the (Lp, Lq)-norm inequality for 1  p < q < ∞,
and the weak (L1, Lq)-norm inequality for p = 1. For more information, refer to [28,4,20,26,8].
First, we introduce the latest related results. As a topic on mixed norm inequalities, there are several kinds of weighted
norm inequalities for Riesz potentials, refer to [2,23,24,3]. In [12], authors study on the inversion and the range characteri-
zation problem in terms of the corresponding approximate inverse operators. As a topic on the continuity of Riesz potentials
on several kinds of function spaces, many authors in [1,22,25,21] consider and derive norm inequalities for Riesz potentials
on the Morrey spaces, Ba-spaces, Orlicz spaces, Orlicz–Sobolev spaces, etc. Especially, as research results on the variable
exponent Lebesgue spaces, refer to [7,16,14,5,30,31,15].
In [11], on the other hand, Kokilashvili considers the following fractional integral on an oriented rectiﬁable curve Γ ,
deﬁned by
Tγ f (t) =
∫
Γ
f (τ )|τ − t|γ−1 dτ , 0< γ < 1,
and proves the necessary and suﬃcient condition of the boundedness of Tγ is that the curve Γ is regular.
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(
SαΓ f
)
(t) =
∫
Γ
f (τ )|dτ |
|τ − t|α , 0< α < 1,
where Γ is a rectiﬁable curve given by t = t(s), 0 s γ , where γ is the length of Γ , f is a summable function on Γ . He
investigates the continuity and boundedness of a fractional integral on the curves depending on the geometrical properties
of an integration curve Γ by dealing with the curves satisfying lt(r) Crβ , t ∈ Γ , r > 0, 0 < β  1, where lt(r) is a length
of the set E(t, r) = {τ ∈ Γ : |τ − t| < r}.
In this paper, we deﬁne fractional integrals over a function of ﬁnite type on the intersection space of two Lebesgue
spaces and then prove norm inequalities of Theorems 1 and 2 which are main results.
Now, we begin with deﬁning the intersection space Lp,q by
Lp,q := Lp(R) ∩ Lq(R) for 1 q p, (1)
with norm ‖ f ‖Lp,q := ‖ f ‖Lp + ‖ f ‖Lq . Also, we deﬁne the weak Lebesgue space Lpw that consists of all measurable functions
such that for some C ,
λp
∣∣{x: ∣∣ f (x)∣∣> λ}∣∣ C p .
The inﬁmum of the constants C is called the weak-Lp norm of f . Then by Chebyshev’s inequality and by (1), ‖ f ‖Lpw ‖ f ‖Lp  ‖ f ‖Lp,q for 1 q p.
Let 0 < s < 1. Let φ be a smooth function of ﬁnite type on [−1,1]. For a suitable function f , we deﬁne a fractional
integral Is,φ f by
Is,φ f (x) =
∫
[−1,1]
f
(
x− φ(t)) dt|t|s .
We prove the following Theorem 1 in Section 2, and do the subsequent Theorem 2 in Section 4.
Theorem 1. Let 0< s < 1. Suppose that φ is of ﬁnite type on [−1,1]. If 1< r  p ∞, then there exists a constant C which depends
on s, p, r such that for all f ∈ Lp,r , we have
‖Is,φ f ‖Lq  C‖ f ‖Lp,r ,
when 1q = sr + 1−sp .
The shaded area in Fig. 1 shows all possible pairs (1/p,1/r) for which (Lp,r, Lq)-norm inequality in Theorem 1 holds.
We derive the weak-type when r = 1 in Theorem 1 with some restrictions on φ.
Theorem 2. Let 0 < s < 1. Suppose that φ is of ﬁnite type on [−1,1] such that φ′ and φ′′ do not vanish, there exists a constant C
which depends on s, p such that for all f ∈ Lp,1 , we have
λ
∣∣{|Is,φ f | > λ}∣∣1/d  C‖ f ‖Lp,1 ,
when 1 p ∞ and 1
1+( 1p − 32 )(1−s)
< d < 1
1+( 1p −2)(1−s)
.
The shaded region in Fig. 2 denotes a collection of pairs at which Theorem 2 holds.
2. Proof of Theorem 1
Let us ﬁrst recall a well-known norm inequality for the maximal function on a curve. For a curve φ, the maximal function
Mφ f is deﬁned by
Mφ f (x) = sup
0<r1
1
r
∣∣∣∣
∫
|t|r
f
(
x− φ(t))dt∣∣∣∣.
Proposition 3. If φ is of ﬁnite type, then for each 1< p ∞, there exists a constant Cp,φ such that for all f ∈ Lp , we have ‖Mφ f ‖Lp 
Cp,φ‖ f ‖Lp .
J. Nah, K.S. Rim / J. Math. Anal. Appl. 387 (2012) 1209–1218 1211Fig. 1. Is,φ maps Lp,r to Lq continuously, where p, r follow from a pair (1/p,1/r) of the shaded bottom region except for a dotted boundary line.
Fig. 2. The shaded region except for a dotted boundary line denotes the collection of possible pairs (s,1/p) from which d is calculated at (1− (1− s)/b)−1,
which follows from (19) and (20).
More generally, the above norm inequality holds for a submanifold of ﬁnite type. For more information, refer to [13,17,
18,6,29,27,9,19].
Now, we prove Theorem 1.
Proof of Theorem 1. Let 1< r  p ∞. Since f = f + − f − , we assume that f  0. For the convenience of integrability, we
also assume that f is a Schwartz function.
Fix x and put
F (x) :=
∫
[−1,1]
f
(
x− φ(t))dt.
From the deﬁnition of Mφ f (x), we get
F (x) Mφ f (x). (2)
Here, note that Mφ f and F have values at each x, since f is a Schwartz function.
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Is,φ f (x)
∫
|t|<Rx
f (x− φ(t))
|t|s dt +
∫
Rx|t|1
f (x− φ(t))
|t|s dt
≡ I + II.
1. Estimate of I: Let F j = {t ∈R: 2− j−1Rx  |t| < 2− j Rx} for a nonnegative integer j. We have
I 
∞∑
j=0
2( j+1)s R−sx
∫
F j
f
(
x− φ(t))dt

∞∑
j=0
2s−12 j(s−1)R1−sx Mφ f (x). (3)
The last sum of (3) converges to (21−s − 1)−1R1−sx Mφ f (x), whenever s < 1.
2. Estimate of II: We get
II R−sx
∫
[−1,1]
f
(
x− φ(t))dt = R−sx F (x).
3. Estimate of I + II: By setting Rx , we have R1−sx Mφ( f )(x) = R−sx F (x). Thus, the optimal upper bound of I + II is as
follows
I + II (21−s − 1)−1R1−sx Mφ f (x) + R−sx F (x)
 21−s
(
21−s − 1)−1[F (x)]1−s[Mφ f (x)]s. (4)
4. Norm inequality for Is,φ f : Let q > 0 be any number whose range will be chosen later. By (4) and by Hölder’s inequality,∫
R
|Is,φ f |q dx  2(1−s)q
(
21−s − 1)−q ∫
R
F (x)(1−s)qMφ f (x)sq dx
 2(1−s)q
(
21−s − 1)−q(∫
R
F (x)a(1−s)q
) 1
a
(∫
R
Mφ f (x)
bsq dx
) 1
b
:= 2(1−s)q(21−s − 1)−q · III · IV,
where
1
a
+ 1
b
= 1 (1 a, b∞), (5)
a(1− s)q 1, (6)
bsq > 1. (7)
By Minkowski’s inequality for integral,
III =
[∫
R
( ∫
[−1,1]
f
(
x− φ(t))dt)a(1−s)q dx]
1
a

[ ∫
[−1,1]
(∫
R
f
(
x− φ(t))a(1−s)q dx)
1
a(1−s)q
dt
](1−s)q
= 2(1−s)q‖ f ‖(1−s)q
La(1−s)q .
On the other hand, since φ is of ﬁnite type, by Proposition 3 with (7), there exists a constant Cφ,b,s,q such that
IV  Cφ,b,s,q‖ f ‖sqLbsq .
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III · IV  2(1−s)qCφ,b,s,q‖ f ‖(1−s)qLa(1−s)q‖ f ‖
sq
Lbsq
 2(1−s)qCφ,b,s,q‖ f ‖qLmax(p,r),min(p,r) ,
where
p := a(1− s)q,
r := bsq.
Now, according to (5), (6) and (7),
r = spq
p − (1− s)q ,
that is,
1
q
= s
r
+ 1− s
p
(
1<min(p, r)max(p, r)∞, 0< s < 1), (8)
where the condition of s > 0 follows from (7). Since Lp,r = Lr,p , therefore, taking r  p without loss of generality, we
complete the proof. 
In Fig. 1, the shaded region on (1/p,1/r)-plane denotes the vectors that satisfy (8).
Putting p = r in Theorem 1, we get the following corollary:
Corollary 4. Let p > 1. There exists a constant Cφ,s,p such that for all f ∈ Lp , we have
‖Is,φ f ‖Lp  Cφ,s,p‖ f ‖Lp .
3. Oscillatory integral with φ
Let [a,b] ⊂ [−1,1]. For each ξ ∈R, we deﬁne
g(ξ) =
∫
[a,b]
e−2π iξφ(t) dt.
Here, g depends on a and b. Since φ is deﬁned on a ﬁnite interval, clearly, Dmg(ξ) is bounded for any nonnegative integer m,
where D is a differential operator.
Lemma 5. If φ′ does not vanish in [−1,1], then there exists a constant C such that
∣∣g(ξ)∣∣ C|ξ | ,
for ξ ∈R and for a,b ∈ [−1,1].
Proof. Fix ξ ∈R. By the integration by parts
−2π g(ξ) =
[
e−2π iξφ(t) 1
iξφ′(t)
]b
a
+
∫
[a,b]
e−2π iξφ(t) φ
′′(t)
i|φ′(t)|2ξ dt
:= I + II.
The term I is bounded by
|I|
(
1
|φ′(a)| +
1
|φ′(b)|
)
1
|ξ |
 max
atb
2
|φ′(t)|
1
|ξ | . (9)
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∫
[a,b]
e−2π iξφ(t) φ
′′(t)
i|φ′(t)|2ξ dt
∣∣∣∣
∫
[a,b]
|φ′′(t)|
|φ′(t)|2|ξ | dt,
and so the last integral is bounded by
(b − a)maxatb |φ
′′(t)|
minatb |φ′(t)|2
1
|ξ | . (10)
From (9) and (10), taking a = −1, b = 1, we complete the proof. 
Proposition 6 (Van der Corput lemma). Suppose that a real-valued function φ is smooth in an open interval (a,b) and that |φm(t)| 1
for all t ∈ (a,b). Assume that either m 2, or that m = 1 and φ′(t) is monotone for t ∈R. Then there is a constant Cm, which does not
depend on φ , such that
∣∣∣∣∣
b∫
a
eiλφ(t) dt
∣∣∣∣∣ Cmλ−1/m,
for any λ > 0.
Lemma 7. If φ′′ does not vanish in [−1,1], then there exists a constant C such that
∣∣g(ξ)∣∣ C|ξ |1/2 ,
for ξ ∈R and for a,b ∈ [−1,1].
Proof. Fix [a,b] ⊂ [−1,1]. By the change of variables, u = 2b−a (t − a) − 1, we get
∣∣g(|ξ |)∣∣= b − a
2
∣∣∣∣∣
1∫
−1
e−2π i|ξ |φ(
b−a
2 (u+1)+a) du
∣∣∣∣∣
= b − a
2
∣∣∣∣∣
1∫
−1
e−2π i|ξ |(
b−a
2 )
2(mint∈[−1,1] |φ′′(t)|)Φ(u) du
∣∣∣∣∣, (11)
where
Φ(u) = 1
( b−a2 )2 mint∈[−1,1] |φ′′(t)|
φ
(
b − a
2
(u + 1) + a
)
, u ∈ [−1,1].
Here, we note that |Φ ′′(u)| 1 for u ∈ [−1,1].
Applying the van der Corput lemma to (11), there exists a constant C2 which does not depend on Φ (especially, not on
a, b) such that
∣∣g(|ξ |)∣∣ C2√
2π mint∈[−1,1] |φ′′(t)|
1
|ξ |1/2 ,
for ξ and for a,b ∈ [−1,1].
For ξ < 0, replacing ξ with −ξ , therefore we complete the proof. 
From Lemma 5 and Lemma 7, we have the following result.
Theorem 8. If φ′ and φ′′ do not vanish in [−1,1], then there exists a constant C such that∣∣g(ξ)∣∣ C min(|ξ |−1/2, |ξ |−1),
for ξ ∈R and for a,b ∈ [−1,1].
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( f h)ˆ (ξ ) = lim
n→∞ fˆ ∗ hˆn(ξ),
for all ξ ∈R, where hn(t) = h(t)χ|t|n(t).
Proof. Let ξ ∈ R and let hn(t) = h(t)χ|t|n(t). From deﬁnition, clearly, f h is a Schwartz function. By the inversion formula
for the Fourier transform and by Fubini’s theorem, we have
( f h)ˆ (ξ ) = lim
n→∞
∫
|ξ |n
f (y)h(y)e−2π iξ y dy
= lim
n→∞
∫
|ξ |n
h(y)e−2π iξ y
∫
R
fˆ (η)e2π iyη dηdy
= lim
n→∞
∫
R
fˆ (η)
∫
|ξ |n
e−2π i(ξ−η)yh(y)dy dη
= lim
n→∞
∫
R
fˆ (η)hˆn(ξ − η)dη
= lim
n→∞ fˆ ∗ hˆn(ξ).
Therefore, the proof is complete. 
4. Proof of Theorem 2
Now, we prove the second main result.
Proof of Theorem 2. We assume that f  0 is a Schwartz function.
Fix λ > 0 and let Eλ = {x: Is,φ f (x) > λ}. By Chebyshev’s inequality and by Fatou’s lemma,
|Eλ| 1
λ
∫
Eλ
Is,φ f (x)dx
 1
λ
∞∑
j=0
∫
Eλ
∫
2− j−1<|t|2− j
f (x− φ(t))
|t|s dt dx
 2
s
λ
∞∑
j=0
2 js A j, (12)
where
A j =
∫
Eλ
∫
2− j−1<|t|2− j
f
(
x− φ(t))dt dx.
1. First of all, we estimate A j directly: By Fubini’s theorem,
A j  2− j−1‖ f ‖L1 , (13)
for all nonnegative j.
2. Next, we estimate A j by the Fourier transform method: For j = 0,1,2, . . . , put
g j(x) =
∫
2− j−1<|t|2− j
e−2π iξφ(t) dt.
Since {2− j−1 < |t| 2− j} ⊂ [−1,1], note that g j satisﬁes the inequality of Theorem 8 uniformly on j.
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A j =
∫
Eλ
∫
2− j−1<|t|2− j
∫
R
fˆ (ξ)e2π i(x−φ(t))ξ dξ dt dx
=
∫
Eλ
∫
R
fˆ (ξ)e2π ixξ
∫
2− j−1<|t|2− j
e−2π iφ(t)ξ dt dξ dx
=
∫
Eλ
∫
R
fˆ (ξ)g j(ξ)e
2π ixξ dξ dx.
Let g j,n(ξ) = g j(ξ)χ|ξ |n(ξ). By Proposition 9,∣∣∣∣
∫
R
fˆ (ξ)g j(ξ)e
2π ixξ dξ
∣∣∣∣= limn→∞ ∣∣ f ∗ (g j,n )ˇ ∣∣.
Hence, by Fatou’s lemma,
|A j|
∫
Eλ
lim
n→∞
∣∣ f ∗ (g j,n )ˇ (x)∣∣dx
 lim inf
n→∞
∫
Eλ
∣∣ f ∗ (g j,n )ˇ (x)∣∣dx. (14)
By Hölder’s inequality, the last term of (14) is bounded by
|Eλ|1/b
(∫
R
∣∣ f ∗ (g j,n )ˇ (x)∣∣a dx
)1/a
:= |Eλ|1/b I j,n,
where 1/a + 1/b = 1 (1 b < ∞).
Now, putting G(t) = ∫[−1,1] e−2π iξφ(t) dt , we will estimate I j,n . By Theorem 8, g j,n ∈ Lr (1 < r < 2) and by the Lebesgue
monotone convergence theorem, it has an Lr-upper bound uniformly with respect to j, n. That is, there is a constant Cr
independent of j, n such that
‖g j,n‖Lr  Cr‖G‖Lr , (15)
for all j, n.
Put q = rr−1 with 2 < q < ∞ and then by Young’s inequality and by the Hausdorff–Young inequality for the Fourier
transform, we get
I j,n  ‖ f ‖Lp
∥∥(g j,n )ˇ∥∥Lq
 ‖ f ‖Lp‖g j,n‖
L
q
q−1
 ‖ f ‖Lp‖G‖
L
q
q−1 by (15)
 Cφ,q‖ f ‖Lp ,
where
1
a
+ 1
b
= 1 (1 b < ∞),
1
p
+ 1
q
= 1+ 1
a
(1 p ∞, 2< q < ∞). (16)
Thus,
A j  Cφ,q|Eλ|1/b‖ f ‖Lp , (17)
for all j.
Thus, combining (13) and (17), we obtain
A j min
(
2− j−1‖ f ‖L1 ,Cφ,q|Eλ|1/b‖ f ‖Lp
)
, (18)
for all j.
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∞∑
j=0
2 js A j =
∑
j
2 j<|Eλ|−1/b
2 js A j +
∑
j
|Eλ|−1/b2 j
2 js A j
 Cφ,q
∑
j
2 j<|Eλ|−1/b
2 js|Eλ|1/b‖ f ‖Lp + 2−1
∑
j
|Eλ|−1/b2 j
2− j(1−s)‖ f ‖L1

(
2s − 1)−1Cφ,q|Eλ| 1−sb ‖ f ‖Lp + (2(1− 2s−1))−1|Eλ| 1−sb ‖ f ‖L1
:= C ′φ,q‖ f ‖Lp,1 |Eλ|
1−s
b ,
where the second inequality follows from (18).
Therefore,
|Eλ| 1d 
2sC ′φ,q
λ
‖ f ‖Lp,1 ,
where
1
1+ ( 1p − 32 )(1− s)
< d :=
(
1− 1− s
b
)−1
<
1
1+ ( 1p − 2)(1− s)
,
1 p ∞. (19)
Here the range of d follows from
0<
1
q
(
= 2− 1
b
− 1
p
)
<
1
2
(20)
by (16). Consequently, the proof of Theorem 2 is complete. 
Fig. 2 denotes the collection of all possible pairs (s,1/p) at which Theorem 2 holds.
As a special case, for p = 1 in Theorem 2, we have the following corollary.
Corollary 10.
λ
∣∣{|Is,φ f | > λ}∣∣1/d  Cφ,s‖ f ‖L1 ,
when s < 1d <
1+s
2 .
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