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We demonstrate our recent general results on the Casimir construction and moduli
space of all bicovariant calculi by means of some detailed examples, including finite-
difference and 2-jet cacluli on Rn and full details of the Casimir construction of the 4D
calculus of SUq(2). We likewise demonstrate our previous general constructions with
T. Brzezinski of quantum group gauge theory with examples of such nonuniversal
differential calculi on spacetime. We outline a notion of quantum homotopy of a
quantum space. We indicate a possible application to classical integrable systems.
1 Introduction
There has been a lot of progress in recent years towards developing some form of q-geometry
appropriate to q-deformed spaces. There are two main strands; the approach based on braided
categories and braid statistics (braided geometry) due to the author, see [1][2][3], and the more
conventional approach within noncommutative geometry based on abstract differential calculus
for quantum groups[4]. True differential geometry in the latter setting, meaning connections,
gauge theory, q-monopoles, etc. (with a quantum group fiber and quantum space base) is due to
T. Brzezinski and the author[5]. By now it has subsequently been further developed by several
authors. We emphasise the noncommutative version but also mention progress in the braided
version and beyond it.
Until now, emphasis has been on attempts to find q-deformations of classical calculi etc., or
their variants[6], to the extent that this is possible for each quantum group. The full classification
problem or construction of the ‘moduli space’ of all possible bicovariant differential calculi on
general classes of quantum groups has remained largely unexplored. Some progress in the this
‘moduli space’ direction was made recently in [7], which we recall briefly in Section 2. The main
concept is the notion of a coirreducible calculus, without which one cannot begin a classification.
We also recall from [7] a new ‘direct’ construction of the quantum tangent spaces of bicovariant
calculi from Casimir elements of the quantum enveloping algebra. We then provide some detailed
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examples of the classification for Rn, and the Casimir construction on SUq(2), which are the new
results beyond [7] of this section. The Casimir construction works uniformly in the quantum
and classical cases; we see now why the dimension jumps when q 6= 1.
In Section 3 we give some detailed computations of quantum group gauge theory using these
general nonuniversal calculi applied to the general framework of [5]. It is not hard to come up
with some of these examples by hand, but we fit them now into the uniform general quantum
group gauge theory. We also indicate an application of quantum group gauge theory even with
trivial bundles, to define the quantum fundamental group of an algebra.
Although there are some modest new results, we aim here at a fresh self-contained treatment
of the geometrical theory, as a readable introduction to [5][3][2][7] [8]. Some open problems will
be emphasised as well. For basic results and notations for quantum groups themselves, see [1].
2 Moduli of Quantum Tangent Spaces
In this section we look at the first layer of geometry, the choice of differentiable structure. We
are interested in our noncommutative algebra A being like the coordinate ring on a general
manifold, i.e. not just a quantum group, though this is the case best understood at the present
time. As usual, we do this through the notion of ‘tangent space’ or (equivalently) ‘1-forms’ Ω1.
By specifying one of these, we specify in effect the differentiable structure (which is the choice
of diffeomorphism class of a manifold for a given topological class). The algebra by itself should
be thought of as topological object, needing more structure to specify differentiation. What is
interesting is that whereas the additional structure is fairly unique classically (at least when we
have left and right invariance under a group structure), one really should not expect this in the
noncommutative case, as we explain in Section 2.1. I.e. we must think much more in terms of
the moduli space of calculi than we do classically. It is a new degree of freedom in quantum
geometry, which we can develop field equations for, integrate over in q-quantum gravity, etc.
2.1 Nonuniqueness of bicovariant calculi
The fundamental reason for the above-mentioned non-uniqueness is as follows. In terms of
1-forms, we need to specify a vector space Ω1 on which A acts from the left and the right
(classically, one may multiply a 1-form by a function from the left or right). In addition, we
need a linear map d : A→ Ω1 which turns ‘functions’ into ‘1-forms’. The natural axioms are:
1. Ω1 an A-bimodule
2. The Leibniz rule d(ab) = (da).b+ a.(db) for all a, b ∈ A
3. Surjectivity in the form Ω1 = span{adb}
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This is called the choice of first order differential calculus. It is more or less the minimal structure
needed for some kind of differential geometry. Note that when A is not commutative, it makes
no sense to assume that
a.(db) = (db).a (1)
as we would assume classically. This is because such an assumption and the Leibniz rule would
imply d(ab) = d(ba), which is not reasonable when our algebras are non-commutative. This is
the reason that we require Ω1 to be an A-bimodule. On the other hand, the assumption (1) of
a ‘commutative calculus’ is highly restrictive classically, and when we relax it we have a much
larger range of possibilities than in the classical case.
When A is a Hopf algebra it is natural to focus on differential calculi which are covariant
under left or right translations on the ‘group’. Classically, this invariance condition fixes the
differentiable structure uniquely as that obtained by translation from the differentiable structure
at the identity. One usually identifies the tangent space at the identity with the Lie algebra
g and extends it to G via left-invariant vector fields ξ˜ for ξ ∈ G. These then transform under
right translation via the adjoint action. Likewise, at the level of ‘1-forms’. One may impose
similar conditions in the quantum case, that Ω1 is also an A∗-bimodule (or more precisely an
A-bicomodule) in a manner compatible with the A-bimodule and d structures. This is called a
bicovariant differential calculus. Being the most restrictive, we might hope to have uniqueness
at least in this case.
We recall first that every quantum group has a counit ǫ : A→ C which, classically, denotes
evaluation at the group identity. The space ker ǫ ⊂ A has a natural action of A by multiplication
form the left and of A∗op by the quantum coadjoint action Ad∗. The two actions form an action
of the quantum double D(A). Then, after a little analysis, one finds cf[4]:
Proposition 2.1 A bicovariant Ω1 must be of the form Ω1 = V ⊗A
a.(v⊗ b) = a(1)⊲v⊗ a(2)b, (v⊗ b).a = v⊗ ba, da = (π⊗ id)(1⊗ a− a(1)⊗ a(2))
for some vector space V which is a quotient of ker ǫ as a D(A)-module, i.e. V = ker ǫ/M where
M ⊂ ker ǫ is some D(A)-submodule. Here π : ker ǫ→ V denotes the canonical projection and ⊲
denotes left multiplication by A projected down to V .
The vector space V is called the space of left-invariant 1-forms, and its dimension is called
the dimension of the differential calculus. For A = SUq(2) the lowest dimension bicovariant
calculus when q 6= 1 has dimension 4 (not 3!) and was found in [4]. Woronowicz found in fact
two calculi of dimension 4 given by a similar construction. More generally, for the ABCD series
of semisimple Lie groups there is a natural R-matrix construction[9] for a bicovariant calculus of
dimension n2 (where G ⊂Mn), and some variants of it which are classified case-by-case in [6].
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It may seem therefore that (up to some variants related to a choice of roots) there is one
natural bicovariant calculus for each of the standard quantum groups Gq. This is misleading,
however. It was shown in [10] that there is at least a whole ‘algebra’ of calculi associated to
the non-trivial elements α of the algebra Z∗(A) of Ad∗-invariant elements. Classically, these are
the class functions on the group G (the functions which are constant on each conjugacy class).
Explicitly,
α ∈ Z∗(A) = {a ∈ A|a(1)(Sa(3))⊗ a(2) = 1⊗ a}, V = ker ǫ/ ker ǫ(α− (ǫ(α) + 1)) (2)
defines the calculus, where (id⊗∆) ◦ ∆a = a(1)⊗ a(2)⊗ a(3) is the notation. Moreover, d then
has the inner form[10]
da = a.ωα − ωα.a, ωα = (dα(1))Sα(2) ∈ Ω
1, (3)
where S is the antipode or ‘linearised inversion’ operator on A. This shows that the entire
construction is not possible classically, since (1) would force da = 0. For the standard quan-
tum groups Gq, it is also shown in [10] that Z
∗(Gq) is commutative with rank-g algebraically
independent generators {αi} (this is proved by studying the braided group version of Gq). Only
one of these, the q-trace, is relevant to the natural n2-dimensional calculus of [9], which appears
after making further quotients of V [10].
For example, for the quantum group SUq(2) with the standard matrix of generators t =(
a b
c d
)
, we take
α =
qa+ q−1d
(q − q−2)(q − 1)
. (4)
Here d in (3) has a classical remnant as q → 1 because the normalisation of α goes to∞, yielding
a certain bicovariant differential calculus on SU2.
2.2 Construction of invariant quantum tangent spaces
Even the family of calculi associated to the algebra Z∗(A) does not exhaust the bicovariant
calculi on a typical quantum group. To get some feel for the entire moduli space, i.e. to classify
all calculi, it is convenient to concentrate on the invariant quantum tangent space associated
to every bicovariant calculus. This is the ‘tangent space at the identity’ L = V ∗ and can be
characterised as follows. First of all, note that A∗ (defined in a suitable way) will generally also
be a Hopf algebra, with its own counit ǫ. This is the self-duality of the axioms of a Hopf algebra.
Moreover, ker ǫ ⊂ A∗ is acted upon by the quantum double D(A∗) by
x⊲y = Adx(y) = x(1)ySx(2), a⊲y = 〈a, y(1)〉y(2) − 1〈a, y〉, ∀y ∈ ker ǫ ⊂ A
∗ (5)
for the action of a ∈ A and x ∈ A∗. Here Ad is the quantum adjoint action, while the action
of A is rather strange. Classically, A∗ = U(g) and ker ǫ denotes any product of Lie algebra
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elements. The quantum adjoint action becomes the usual coadjoint action restricted to ker ǫ,
and the action of A = C(G) becomes to lowest degree
a⊲ξ = a(e)ξ, a⊲(ξη) = a(e)ξη + 〈a, ξ〉η + 〈a, η〉ξ
etc for ξ, η ∈ g. The action on higher degree elements of U(g) is more complicated, as determined
by the coproduct ∆.
Proposition 2.2 The possible invariant quantum tangent spaces are precisely the subspaces
L ⊂ ker ǫ ⊂ A∗ which are subrepresentations of the quantum double D(A∗) acting on ker ǫ.
Explicitly, this means L such that:
L ⊂ ker ǫ ⊂ A∗, Adx(L) ⊂ L, (∆− id⊗ 1)(L) ⊂ A
∗⊗L (6)
for all x ∈ A∗.
The explicit version (6) works (more or less equivalently) with everything in terms of the Hopf
algebra structure of A∗ rather than mentioning the quantum double. Also note that although
these quantum tangent spaces L are sometimes called ‘quantum Lie algebras’[4], they do not
usually have enough structure to qualify for a Lie algebra of any kind. In nice cases where
they do have enough structure, they are more properly formulated as braided-Lie algebras[11].
Moreover, for any Hopf algebra A, the associated differentiation operators ∂x : A → A defined
by ∂x(a) = (〈x, 〉⊗ id) ◦ d obey a braided Leibniz rule[7]
∂x(ab) = (∂xa)b+ ai∂xib (7)
for all a, b ∈ A and x ∈ L. Here Ψ−1(a⊗ x) ≡ xi⊗ ai is our notation (summation understood)
and Ψ is the braiding of L with A as spaces on which the quantum double D(A∗) acts. The ele-
ments of L define in this way the ‘braided left-invariant vector fields’ associated to a bicovariant
calculus.
This quantum tangent space point of view is developed in detail in [7], where some general
classification theorems are then obtained. Firstly, one should introduce the notion of coirre-
ducible calculus, which we define as corresponding to an irreducible quantum tangent space. It
turns out that the classical case A = C(G) is rather singular and is actually the hardest; we say
more about it in Section 2.3. The finite group classical case is easier and it is known already[12]
that natural bicovariant calculi are obtained from nontrivial conjugacy classes in G. It is proven
in [7] that these are in fact coirreducible, and that coirreducible calculi on A = C(G) are in 1-1
correspondence with nontrivial conjugacy classes. The span of the conjugacy class is L. Also,
taking the view of noncommutative geometry that the group algebra A = CG for a finite group
can be viewed as ‘like’ C(Gˆ) (here Gˆ need not exist, however), one finds[7] that the coirreducible
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calculi in this case are classified by pairs consisting of an irreducible representations ρ and a
continuous parameter in the projective space CP dim ρ−1. They have dimension (dim ρ)2. Finally,
for a strict semisimple quantum group (with a universal R-matrix R obeying some further strict
conditions) one can again classify the coirreducible calculi[7]; they turn out again to correspond
to the irreducible representations ρ of g and have dimension (dim ρ)2. This applies essentially
to the standard deformations Gq for generic q, up to some variants. In the case of SUq(2), one
knows that the quantum double of Uq(su2) can be identified when q 6= 1 with some version of
the q-Lorentz group. Hence its possible invariant quantum tangent spaces are the q-deformation
(and projection to ker ǫ) of the subrepresentations of the particular representation consisting of
the Lorentz group acting on the space of functions on SU2 by left and right group translation.
The lowest possible coirreducible calculus is therefore 4-dimensional (the action on Minkowski
space). This is the tensor square of the spin 1/2 representation of SU2. The full analysis[7] shows
that generically (up to some uniform choices), the tensor square of each spin j > 0 irreducible
representation of SU2 occurs, just once. So there is a natural 9-dimensional spin 1 calculus, a
16 dimensional spin 3/2 calculus, etc.
Hence the classical q = 1 theory is more like the finite group case, while the q 6= 1 theory
is more like the finite group-dual case. In all cases, there is an entire moduli space of calculi.
One may endow the moduli space with a topology, and introduce natural operations on it. One
of them, in [7], associates to every bicovariant calculus a ‘dual’ or ‘mirror’ calculus of a quite
different form but on the same quantum group.
Also introduced in [7] is a natural construction for bicovariant quantum tangent spaces
which is ‘dual’ to the α construction in Section 2.1. It associates a quantum tangent space to
any non-trivial element in the centre Z(A∗). This is the algebra of elements of A∗ fixed under
the quantum adjoint action.
Proposition 2.3 [7] For any c ∈ Z(A∗),
L = span{xa = 〈a, c(1)〉c(2) − 〈a, c〉| a ∈ ker ǫ ⊂ A} (8)
defines an invariant quantum tangent space.
We now compute the case A = SUq(2) and A
∗ = Uq(su2) in detail. We take the latter in its
standard form with generators q
H
2 ,X±, relations, coproduct and counit
q
H
2 X±q
−
H
2 = q±1X±, [X+,X−] =
qH−q−H
q−q−1
, ∆q
H
2 = q
H
2 ⊗ q
H
2 , ǫ q
H
2 = 1
∆X± = X±⊗ q
H
2 + q−
H
2 ⊗X±, ǫX± = 0.
(9)
There is a well-known quadratic q-Casimir which we take in a certain normalisation and offset
by a multiple of 1:
cq =
C − (q + q−1)
(q − q−2)(q − 1)
; C = qH−1 + q−H+1 + (q − q−1)2X+X−. (10)
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Proposition 2.4 The invariant quantum tangent space of SUq(2) generated by the q-Casimir
cq in (10) via Proposition 2.3 is 4-dimensional and coincides with the braided Lie algebra gl2,q
in [11] when q 6= 1. Explicitly, L = span{xa−1, xb, xc, xd−1}, where
xa−1 =
q+1
q−q−2
(qH − 1) + (q−1 − 1)cq, xb =
q
1
2 (q+1)(1−q−2)
q−q−2
q
H
2 X−
xc =
q
1
2 (q+1)(1−q−2)
q−q−2
X+q
H
2 , xd−1 =
q−1+1
q−1−q2
(qH − 1) + (q − 1)cq.
When q = 1, the space L is three-dimensional and coincides with the Lie algebra su2.
Proof The duality pairing of Uq(su2) with SUq(2) is the fundamental representation
〈t, q
H
2 〉 =
(
q
1
2 0
0 q−
1
2
)
, 〈t,X+〉 =
(
0 1
0 0
)
, 〈t,X−〉 =
(
0 0
1 0
)
.
Using this and the identity
∆C= C ⊗ qH + q−H ⊗C − (q + q−1)q−H ⊗ qH
+(q − q−1)2(X+q
−
H
2 ⊗ q
H
2 X− + q
−
H
2 X−⊗X+q
H
2 )
which follows from (9), we compute the elements of L corresponding to a−1, b, c, d−1 ∈ ker ǫ ⊂
SUq(2). They are clearly linearly independent when q 6= 1. The products of these generators
with general elements of SUq(2) taken in the role of a ∈ ker ǫ in Proposition 2.3 do not give new
elements of L because this 4-dimensional L is already known to be stable under the action of
all a ∈ SUq(2) in (5). Hence these elements are a basis for L. This vector space coincides with
the braided Lie algebra gl
2,q
because this is identified[13] with a natural subspace of Uq(su2),
according to
h = q
−1
q2−1(C − (q + q
−1)qH), x = q−
3
2 q
H
2 X−
y = q−
3
2X+q
H
2 , γ = q
−1
q2−1(C − (q + q
−1)).
(11)
We recall that the braided Lie bracket in [13][11] is given by the quantum adjoint action restricted
to this subspace. Explicitly,
[h, x] = (q−2 + 1)x = −q2[x, h], [h, y] = −(q−2 + 1)q−2y = −q−2[y, h]
[x, y] = q−2h = −[y, x], [h, h] = (1− q−4)h, [γ,


h
x
y
] = (1− q−4)


h
x
y
(12)
The isomorphism (11) is valid for generic q 6= 1. By contrast, as q → 1 the elements xa−1 and
xd−1 coincide and L becomes 3-dimensional in this special limit. ⊔⊓
The braided-Lie algebra gl
2,q
is known to be the quantum tangent space for the usual 4-
dimensional bicovariant differential calculus on SUq(2). The Casimir construction in Proposi-
tion 2.3 from [7] provides a new and more direct, route. Moreover, in the moduli of all quantum
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tangent spaces, only very few calculi (probably just one in the standard cases) will be close
enough to the classical calculus to have the additional properties needed properly to be a ‘quan-
tum’ or braided Lie algebra. Using the q-deformed quadratic Casimir of Uq(g) exactly picks
out such a natural one, as the above example demonstrates in detail. Moreover, we achieve this
without R-matrices; it works for general simple g, including the exceptional series.
2.3 Quantum tangent spaces on classical groups
In this section we specialise to the case A = C(G), where G is a classical Lie group. More
precisely, we take A∗ = U(g) where g is the Lie algebra of G. The classification of bicovariant
calculi or their quantum tangent spaces in Proposition 2.2 is not known in any generality:
• It is an unsolved problem in classical Lie theory to find all irreducible subspaces L ⊂ U(g)
stable under Ad and ∆− id⊗ 1.
Of course, many possible L (not necessarily irreducible) are known. For example, we may
take
L = g, L = g+ gg, L = g+ gg+ ggg (13)
etc. as subspaces of U(g). Only the first of these obeys (1) but the rest are just as valid as soon
as we relax this assumption. The construction in Proposition 2.3 works perfectly well in this
classical case i.e. the q-deformed case in Section 2.2 has a smooth limit as q → 1. When g is
semisimple, there are rank-g algebraically independent Casimirs, each with a natural bicovariant
calculus.
We will focus in fact on the very simplest case, which nevertheless demonstrates the key
points: we take G = R the additive real line. Let us note that the possibility and applications of
non-standard differential calculi on classical spaces such Rn have already been emphasised in the
papers of Mu¨ller-Hoissen and collaborators[14][15], although perhaps not as part of a systematic
theory of bicovariant calculi and quantum tangent spaces as we present now.
Thus, we take A = C[x] and U(R) = C[p], i.e. functions in 1-variable with their linear
coproducts. According to Proposition 2.2, we need to classify all subspaces L ⊂ C[p] which obey
∀f(p) ∈ L,
f(0) = 0, (∆ − id⊗ 1)f = f ′⊗ p+ f ′′⊗
p2
2!
+ f ′′′⊗
p3
3!
+ · · · ∈ C[p]⊗L. (14)
An obvious family of choices is L = span{p, p2, · · · , pn} for any natural number n. For then all
f ∈ L have the property that f (m) = 0 if m > n, ensuring the required condition. One can also
write the second condition in (14) as f(p+λ)− f(λ) ∈ L for all λ (by evaluating against λ). So
• An invariant quantum tangent space for R means a subspace of functions vanishing at zero
and closed under all projected translations (i.e. translations followed by subtraction of the
value at zero).
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We can also approach the construction of natural L through Proposition 2.3. All functions
c(p) are central, so every function determines a calculus! This is therefore a new degree of
freedom determined by an arbitrary function on R. For a basis of ker ǫ ⊂ A, we take {x, x2, · · ·}.
Then,
Proposition 2.5 Any function c(p) defines an invariant quantum tangent space on R,
L = span{pn = c
(n)(p)− c(n)(0), n ∈ N}.
The associated braided derivations ∂pn and their braiding with functions f(x) are
∂pnf = (c
(n)(
d
dx
)− c(n)(0))f, Ψ−1(f ⊗ pn) =
∞∑
m=0
pn+m⊗
f (m)
m!
The associated space of invariant 1-forms V is defined as L∗ and is computed as follows. We
start with ker ǫ ⊂ C[x], i.e. with f(x) such that f(0) = 0, and quotient out by the subspace of
f such that
(∂pnf)(0) = 0, ∀n ∈ N. (15)
This follows from the duality 〈xn, pm〉 = δn,mm! between C[x] and C[p]. We then choose a basis
{ei} of L with dual basis {f
i} and define
d : A→ Ω1 = V ⊗A, df = f i⊗∂eif. (16)
Proposition 2.6 The function c(p) = pn+1/(n+1)! in Proposition 2.5 yields the n-dimensional
calculus with L = span{p, p2, · · · , pn}. The derivations, their braiding and exterior derivative
are ∂pmf = f
(m) and
Ψ−1(f ⊗ pm) =
∑m−1
r=0 p
m−r⊗ f (r) m!
r!(m−r)! , df =
∑n
m=1
pi(xm)
m! ⊗ f
(m)(x)
where π is the projection defined by xn+1 = 0.
Proof The pn generators of L from Proposition 2.5 are pn−m+1 = p
m/m! for 1 ≤ m ≤ n
and pm = 0 for m > n. Hence we can take {p, · · · , p
n} as basis of L. Their action from the
duality pairing between C[x],C[p] is by p as usual differentiation, while the braiding Ψ−1 follows
immediately from the formula in Proposition 2.5. The space V consists of functions vanishing
at zero modulo powers of x higher than xn. Hence {π(x), π(x2)/2!, . . . , π(xn)/n!} is a dual basis
for V . We then obtain df from (16). ⊔⊓
The case n = 1 recovers the usual differential calculus on R, while n > 1 gives higher order
jet calculi in which higher derivatives are regarded as first-order vector fields, but obeying a
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braided Leibniz rule (7) with nontrivial Ψ−1. The commutativity (1) also fails for n > 1. For
example, c(p) = p3/3! gives the 2-jet calculus with 1-forms obeying
df = (dx)f ′ + ωf ′′; ω ≡
1
2
(xdx− (dx)x), fdx− (dx)f = 2ωf ′, fω = ωf, (17)
where we identify π(x)⊗ 1 = dx and 12π(x
2)⊗ 1 = ω as invariant forms. For another example,
we formally make completions of our algebras to allow certain powerseries. Then
Proposition 2.7 For all λ 6= 0, the function c(p) = λ−2eλp in Proposition 2.5 yields a 1-
dimensional bicovariant differential calculus on R with L = {p1 = λ
−1(eλp − 1)}. The differen-
tiation and braiding are
∂p1f =
f(x+ λ)− f(x)
λ
, Ψ−1(f ⊗ p1) = p1⊗ f(x+ λ).
Proof From Proposition 2.5, we find pn+1 = λ
np1 so L is 1-dimensional. The braiding then
follows at once from Ψ−1 in Proposition 2.5 and Taylor’s theorem. ⊔⊓
Thus, the finite-difference operations introduced by Newton’s tutor Barrow are exact differ-
entiation with but respect to a non-standard differential calculus on R. In fact, all coirreducible
calculi on R are of this form, parametrised by λ. And we only needed to relax (1) in order to
allow them, without taking the limit λ → 0. To see that (1) fails, we compute the 1-forms as
follows. The vector space V consists of functions vanishing at 0 quotiented out by all f such
that f(λ) = 0. This is essentially the functions divisible by x modulo those divisible by x(x−λ),
which is a 1-dimensional space. As a basis of V we can take {π(x)} since 〈p1, x〉 = 1. Then
df = π(x)⊗
f(x+ λ)− f(x)
λ
= (dx)
f(x+ λ)− f(x)
λ
, (18)
where we identify dx = π(x)⊗ 1 to obtain the second expression. Similarly, we find that xdx−
(dx)x = π(x2)⊗ 1 = λπ(x)⊗ 1 = λdx, so we see that (1) fails for this calculus. More generally,
we deduce from this that
f · dx− (dx) · f = λdf (19)
so that the calculus is of the inner form (3) discussed in [10].
The story is similar for Rn. For example, on R2 the function c(p) = λ−2eλp+µ−2eµq (where
p = (p, q) and λ, µ 6= 0) gives the 2-dimensional calculus L = span{p1,0, p0,1} with
∂p1,0f =
f(x+λ,y)−f(x,y)
λ
, ∂p0,1f =
f(x,y+µ)−f(x,y)
µ
, df = (dx)∂p1,0f + (dy)∂p0,1f
xdy = (dy)x, ydx = (dx)y, xdx− (dx)x = λdx, ydy − (dy)y = µdy.
(20)
Of course, there are many other interesting functions c(p) one could take. Another interesting
one is c(p) = λ−1eλp
2
yielding a ‘Hermite differential calculus’. We truly have a new field in
physics determining the differential calculus on spacetime.
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We have considered here the bicovariant calculi on quantum groups. It is straightforward
to write down the corresponding axioms for a braided group B and make a corresponding
analysis. The role of the quantum double in the general theory is played by the author’s double-
bosonisation Hopf algebra B>⊳·H·⊲<B∗op in [16] (where H is the background quantum group in
the braided category generated by which B lives). One should think of it as the bosonisation
of the braided double D(B), although this does not really exist by itself when the category is
truly braided. Detailed diagrammatic axioms and proofs will be presented elsewhere. But the
final result (as presented in Prague in June 1996) is, in suitable conventions,
Proposition 2.8 The possible invariant braided tangent spaces are precisely the subspaces L ⊂
ker ǫ ⊂ B∗ which are subrepresentations under the double-bosonisation B>⊳·H·⊲<B∗op. Here B∗
acts by the braided adjoint action, B by evaluation against projected translation and H acts as
the background quantum group, cf. the canonical action in [16].
This is the braided version of Proposition 2.2. On the other hand, when we look at the q-
deformed (braided) bicovariant differential calculi on B = B∗ = Rnq , we have an entirely different
story when q 6= 1. In this case the double-bosonisation is the q-conformal group[17] (and the
background quantum group is the dilaton-extended q-rotation group). The possible invariant
braided quantum tangent spaces L are q-deformations of the projections (to vanish at zero) of
irreducible subrepresentations of the conformal group acting on functions on Rn. This means
that L is more or less unique in this case and is (the projection of) the q-deformed set of solutions
of the massless Klein-Gordon equation ⊔⊓f = 0. This uniqueness gives us a clue to what will
be involved in ‘gluing’ copies of Rnq together to define manifolds if we want to keep everything
bicovariant under translation: infinite-dimensional tangent spaces defined by solutions of the
massless wave equation. If we relax translational bicovariance then other q-deformations of the
1-forms on Rn are also possible, including one which extends to the whole exterior algebra and
which typically has the classical dimensions in each degree; see[18][1]. Some recent categorical
results about exterior algebras on braided groups are in [19].
3 Gauge Theory
Once we have fixed choices of differential calculi on our various spaces, we can do a systematic
quantum group gauge theory. This formalism has been introduced in [5], where the q-monopole
over the q-deformed S2 was constructed. We work with all ‘spaces’ in terms of algebras. So
the ‘total space’ of a principal bundle is an algebra P . A Hopf algebra A coacts (or A∗ acts)
on P and the fixed point subalgebra M ⊆ P plays the role of the ‘base space’ of the bundle.
Among the 1-forms on P we have the horizontal 1-forms PΩ1(M)P and a connection is a choice
of complement to this. One also has a theory of gauge transforms, gauge-covariant curvature,
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associated vector bundles and connections on them; see [5]. The theory has been generalised to
braided groups and, beyond, to systems where A is merely a coalgebra[3][2].
Here we limit ourselves to gauge theory for the case of trivial bundles of the form P =M ⊗A.
In this case, all formulae look like more usual gauge theory. Thus, we consider gauge fields,
curvature, gauge transformations and matter fields as
α ∈ Ω1(M)⊗A∗, F ∈ Ω2(M)⊗A∗, γ ∈M ⊗A∗, ψ ∈ Ωn(M)⊗ V (21)
respectively. Here A∗ is assumed to act in V . At this level, we do not really need a differential
calculus on A itself. We do not even need A to be a Hopf algebra. The minimum is that A
should be a coalgebra, or A∗ an algebra. When A is a Hopf algebra (or even a braided group)
we should chose a differential calculus Ω1(A) and define Ω1(P ) = PΩ1(M)P ⊕ PΩ1(A). This
splitting corresponds to a canonical trivial connection on P = M ⊗A, while other connections
are obtained from this by adding α[5]. One can also try to restrict α ∈ Ω1(M)⊗L, although
this requires some further work. None of this is needed for bare-bones gauge theory, where we
work directly on the base and forget about the full geometrical structure of the principal bundle.
3.1 Quantum homotopy group pi1(M)
Let M and A∗ be algebras. We outline the generalised gauge theory at this level, and discuss a
first application. As explained, we need only Ω1,Ω2 on the base algebra M . By the former, we
mean a choice of first order differential calculus over M as at the start of Section 2.1. For the
2-forms we need a vector space Ω2 such that:
1. Ω2 is an M -bimodule.
2. There is a surjection ∧ : Ω1⊗M Ω
1 → Ω2 as M -bimodules.
3. There is a map d : Ω1 → Ω2 obeying d ◦ d = 0 when composed with d : M → Ω1.
4. The Leibniz rule d(a.ω.b) = (da) ∧ ω.b+ a.(dω).b− a.ω ∧ db for all ω ∈ Ω1 and a, b ∈M .
The first two items mean that Ω2 is a quotient of Ω1⊗M Ω
1. The third and fourth conditions
fully specify d once we have chosen this quotient, according to
d(adb) = da ∧ db, d((db)a) = −db ∧ da. (22)
In particular, we see that if (1) holds then ∧ is antisymmetric (as it is classically), but in
general we cannot assume this. Also, one knows that Ω1 can be built by quotienting a certain
universal calculus onM by a bimodule. This determines likewise a natural choice of the quotient
of Ω1⊗M Ω
1 which defines ∧. In practice, these minimal relations of Ω2 are simply obtained
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by applying d (extended by the Leibniz rule) to the relations of Ω1. We will use Ω2 defined
canonically from Ω1 in this way; one could consider further quotients too.
With these basic structures fixed, we can define the essential features of gauge theory. We
consider gauge fields, gauge transformations etc. as in (21) and define gauge transformations,
curvature and the covariant derivative by
αγ = γ−1αγ + γ−1dγ, ψγ = γ−1ψ, F (α) = dα+ α ∧ α, ∇ψ = dψ + α ∧ ψ. (23)
Products in A∗ and its action on V are understood, along with the above operations involving
M . For example, the allowed gauge transformations are the invertible elements of the algebra
M ⊗A∗. One can then verify the fundamental lemmas of gauge theory, namely
1. F (αγ) = γ−1F (α)γ.
2. ∇γψγ = (∇ψ)γ
3. ∇2ψ = Fψ
One also has Bianchi identities, etc. at this level[5]. For example, to see exactly what is
involved in the gauge covariance of F , we note first that dγ−1 = −γ−1(dγ)γ−1 from the Leibniz
rule. Then
F (αγ)= d(γ−1αγ + γ−1dγ) + (γ−1αγ + γ−1dγ) ∧ (γ−1αγ + γ−1dγ)
= −γ−1(dγ)γ−1 ∧ αγ + γ−1(dα)γ − gamma−1α ∧ dγ − γ−1dγ ∧ γ−1dγ + γ−1d2γ
+γ−1α ∧ αγ + γ−1α ∧ dγ + γ−1dγ ∧ γ−1αγ + γ−1dγ ∧ γ−1dγ
using the Leibniz rule in the generalised form for Ω2 and the assumption that ∧ : Ω1⊗M Ω
1 →
Ω2. The 1st and 8th, 3rd and 7th, and 4th and 9th terms cancel. The 6th term vanishes by
d2 = 0. The point is that we only used the minimal structure for Ω1,Ω2 as listed above. The
particular conventions here are read off from [20, Fig. 3]. Interestingly, by working with A∗op
instead of A∗, all the computations can be done diagrammatically without any transpositions or
braiding, i.e. the gauge theory at this level makes sense in any monoidal category with ⊗ and
⊕ operations; see [20].
We are now in a position to define the ‘fundamental group of a differential algebra’ (M,Ω1,Ω2).
We fix M ≡ (M,Ω1,Ω2) as the data which plays the role of a differentiable manifold in the for-
malism. Then for all algebras A∗, we define
Flat(M,A∗) = {α ∈ Ω1⊗A∗| F (α) = 0}, (24)
the space of flat connections. The map A∗ → Flat(M,A∗) defines a covariant functor from the
category of algebras to the category of sets. Functors to sets are generally representable, which
13
means there is essentially (up to some technical completions) an algebra π1(M) such that
Homalg(π1(M), A
∗)∼=Flat(M,A∗), ∀A∗ (25)
This definition is based on the classical situation
Homgrp(π1(M), G)∼=Flat(M,G), ∀G, (26)
where G is a Lie group, M is a manifold and we consider the holonomy on P =M ×G defined
by any flat connection.
This is the basic idea, and it has many variants. It is not known at present which variant
works well or how to compute π1(M) in practice. As explained above, for a proper geometrical
picture we need more structure on A∗. For example, a Hopf algebra structure and quantum
tangent space for it. Then (25) would be defined via Hom in the same category and π1(M)
would likewise be a Hopf algebra equipped with a choice of quantum tangent space.
While clearly sketchy, we see from these remarks that one can in principle use quantum
geometry to extract genuine ‘quantum topology’ from a noncommutative algebra M . Although
nontrivial computations are currently scarce, the q-monopole on S2q constructed in [5] likewise
demonstrates nontrivial topology, although from a slightly different point of view (classically,
the monopole charge is related to the fundamental group of the S1 equator of S2).
3.2 Classical Integrable Systems
In this section we specialise the above gauge theory further, to the case where M is classical. In
fact, we take M = C[x], the coordinate ring of Rn, but we allow non-standard Ω1,Ω2. Our goal
is to demonstrate the above theory. A second motivation comes from the interesting work of
Muller-Hoissen[14][15], where it is already shown that even this almost classical setup can have
useful applications. In effect, we combine those ideas with the more systematic gauge theory
developed in [5]. For our gauge group we take the classical group with one point G = {e}, so
A∗ = C. This will make the point that non-linearity emerges not from non-Abelianness of the
gauge group (though one can have this too), but from the breakdown of (1).
For our first example, we take M = C[x] 1-dimensional and Ω1 the 2-jet calculus defined by
L = {p, p2} as generated by c(p) = p3/3! in Proposition 2.6. The relations of Ω1 are in (17).
Applying d and the Leibniz rule, we have in Ω2:
dω = (dx)2, ω2 = 0, ω ∧ dx = −dx ∧ ω, xdω = (dω)x, xdx ∧ ω = dx ∧ ωx. (27)
Proposition 3.1 Working with the 2-jet differential calculus (17),(27), the curvature of a gen-
eral gauge field α = (dx)a(x) + ωb(x) is
F (α) = dx ∧ ω(b′ − a′′ + 2a′ a)− (dx)2(a′ − b− a2).
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The gauge transformation by γ(x) is
a→ a+
γ′
γ
, b→ b− 2a
γ′
γ
+
γ′′
γ
− 2
(γ′)2
γ2
,
under which F is invariant. This is also the gauge symmetry of the zero curvature equation
a′ = a2 + b. The covariant derivative on a scalar field ψ is
∇ψ = dx(ψ′ + aψ) + ω(ψ′′ + bψ)
and is covariant under ψ → ψ
γ
.
Proof We write out F = dα + α ∧ α using the Leibniz rule and the relations (17),(27) to
collect terms. To compute the effect of gauge transformations, we use (17) to find
γ−1(dx)aγ = (dx)a− 2ωaγ−1γ′
γ−1dγ = γ−1(dx)γ′ + γ−1ωγ′′ = (dx)γ−1γ′ + ω(γ−1γ′′ − 2γ−2(γ′)2).
It is a nontrivial check to verify that F (αγ) = γ−1Fγ = F (the second equality by (27)), as it
must by our general theory. The computation and covariance of ∇ is equally simple. To check
∇2ψ = Fψ one needs ∇ on a general 1-form field σ = (dx)s+ ωt, say. By similar computations
to those above, this is
∇σ = (dx)2(−s′ + t+ a2) + dx ∧ ω(−s′′ + 2a′a− bs+ at+ t′). (28)
There are Bianchi identities for F which one may check as well. All of these nontrivial facts are
ensured by the gauge theory formalism in Section 3.1. ⊔⊓
For our second example, we take M = C[x, y] and Ω1 the 2-dimensional finite-difference
calculus (20) on R2 defined by c(p, q) = λ−2eλp +µ−2eµq. Applying (20) and the Leibniz rule to
it, we obtain in Ω2 the identities (dx)2 = 0 = (dy)2 and
dx ∧ dy = −dy ∧ dx, xdx ∧ dy = (dx ∧ dy)(x+ λ), ydx ∧ dy = (dx ∧ dy)(y + µ) (29)
Here, Ω2 is 1-dimensional and has a classical form.
Proposition 3.2 Working with the finite-difference calculus (20),(29), the curvature of a gen-
eral gauge field α = (dx)a(x, y) + (dy)b(x, y) is
F (α) = dx ∧ dy
(
∂p1,0b− ∂p0,1a+ a(x, y + µ)b− b(x+ λ, y)a
)
.
The gauge transformation by γ(x, y) is
a→
aγ
γ(x+ λ, y)
+
1
λ
(
1−
γ
γ(x+ λ, y)
)
, b→
bγ
γ(x, y + µ)
+
1
µ
(
1−
γ
γ(x, y + µ)
)
,
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under which F ≡ (dx ∧ dy)F (x, y) transforms as
F → F
γ
γ(x+ λ, y + µ)
.
This is also the gauge symmetry of the zero curvature equation. The covariant derivative on a
scalar field ψ(x, y) is
∇ψ = dx(∂p1,0ψ + aψ) + dy(∂p0,1ψ + bψ)
and is covariant under ψ → ψ
γ
.
Proof We use the relations f(x, y)dx = (dx)f(x+ λ, y) etc. to find the coefficient of dx ∧ dy
in dα+α∧α. This also gives γ−1αγ and γ−1Fγ. Finally, to compute the remaining part of the
gauge transformation, we have
γ−1dγ = γ−1(dx)
γ(x+ λ, y)− γ(x, y)
λ
+ γ−1(dy)
γ(x, y + µ)− γ(x, y)
µ
,
using (20). Moving γ−1 to the right then gives the form shown. Again, it is a nontrivial check
on the calculus that F is indeed covariant under this gauge transformation. The covariant
derivative on a 1-form field σ = (dx)s(x, y) + (dy)t(x, y) is likewise computed, as
∇σ = dx ∧ dy
(
∂p1,0t− ∂p0,1s+ a(x, y + µ)t− b(x+ λ, y)s
)
,
from which one may verify that ∇2ψ = Fψ. These and the other properties are all ensured by
the gauge theory formalism in Section 3.1. ⊔⊓
Although these examples are elementary (and Proposition 3.2 is probably not new to anyone
who has played with lattice gauge theory), we see that non-linear differential equations and
finite-difference equations on Rn can be treated as actual zero-curvature equations for a general
formalism of gauge theory; just with a choice of non-standard calculi. As such, assuming trivial
‘quantum fundamental group’ π1(M) (as defined in Section 3.1), they are completely integrable
in the sense that every solution would be of the form α = γ−1dγ as the gauge transform of the
zero solution. It is not clear what class of integrable systems can be covered in this way, but
by using the higher jet-calculi they can include arbitrary derivatives. By using a more general
c(p) we have entirely new gauge theories as well. The point is that one does not need to invent
and verify each of these generalised gauge theories ‘by hand’; they are instead constructed as
examples of a single formalism[5][3][2].
Moreover, the formalism allows for the possibility of non-trivial gauge symmetry, which can
be a group, quantum group, braided group or even a general algebra. For example, a complete
formalism of lattice non-Abelian gauge theory and scalar, vector matter fields is an immediate
corollary. And we are not limited to classical spaces M for the base. They can be quantum,
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super or even anyonic (where the coordinate obeys θn = 0). An example of braided gauge theory
on an anyonic base is worked out in detail in [2]. Finally, we are not limited to trivial bundles.
Bundles can be nontrivial both in a familiar geometrical way and in a purely quantum way
(even when they are geometrically trivial), the latter being controlled by a certain nonAbelian
2-cohomology; [20] is a recent review.
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