Automatic video indexing is an important feature in the design of a video database. Recently, compressed domain techniques have become popular due to their inherent advantages of efficiency and lower complexity. On the other hand, wavelet transform has emerged as a powerful tool for efficient compression of visual information. A variety of wavelet-based video compression techniques have been reported in the literature. However, there has been little work done in the area of video indexing in the wavelet domain. In this paper, we present video segmentation techniques in a wavelet-based compression framework. These techniques employ wavelet coefficients, their distribution, and the motion vectors estimated by the associated video coder. Simulation results show that the proposed techniques provide a good indexing performance at a low complexity. C
INTRODUCTION
Digital image and video-indexing techniques have become important with the recent advances in image and video compression standards. The goal of indexing is to provide the ability to store and retrieve images and video based on their contents [1, 2] . Potential applications of image-and video-indexing techniques include multimedia information systems, digital libraries, remote sensing, and management of natural resources, movie industry, and video on demand. We note that a video can be considered as a sequence of image frames ordered in time. In video literature, a shot is defined as a video segment having similar frames Hence, the first step in video indexing is the segmentation of video into shots. Since the frames within a shot are similar, one of the frames is chosen as the key frame to represent 1 Fellow, SPIE.
FIG. 1.
Schematic of a compressed domain video indexing system. the shot. The spatial characteristics (image indices) of the key frame, such as color, texture, and shape [1] , are then captured, which corresponds to the spatial content within a shot. The next step is to characterize the video dynamics such as object motion and camera operation, which essentially constitute the temporal content within each shot. The combination of the extracted spatial and temporal features (spatio-temporal index) provides a succinct representation of the visual content within a shot. The string of spatio-temporal indices of various shots within a sequence constitutes the video index.
Typically, the visual features for image and video indexing are extracted directly from the image pixels. Recently, image and video compression standards such as JPEG, MPEG, and H.261 have been proposed to reduce the bandwidth and storage requirements. Hence, images and videos are expected to be increasingly stored in the compressed form. In order to avoid the unnecessary decompression operations and searching through large volumes of visual data, it is efficient to index the information in compressed domain [3] . Since the principal objective of indexing and compression are information extraction and compact information representation, respectively, it is beneficial to exploit the commonalties between the two approaches. A straightforward approach to compressed domain indexing (CDI) is to explore the applicability of compression parameters of popular compression techniques as indices [4] . A schematic of a compressed domain video indexing system is shown in Fig. 1 . In this framework, it is important to investigate how to use existing compression parameters for indexing, as well as to explore the possibility of employing the spatio-temporal indexing parameters for compression. Furthermore, superior joint compression-indexing schemes can be developed by optimizing the dual objectives of lowest data rate and best retrieval performance.
Existing compressed domain video-indexing techniques can be broadly classified into two categories: vector quantization (VQ)-based, and discrete cosine transform (DCT)-based. VQ is a natural indexing technique where the VQ labels and codewords can be employed for both compression and indexing of video sequences. DCT-based techniques are generally applied in the JPEG/MPEG framework. Although the existing compression standards generally employ DCT, it has the drawbacks of blockiness and aliasing distortion at high compression ratios, and also lacks content access functionality.
Recently, discrete wavelet transform (DWT) has emerged as a promising candidate for still image coding because of its high energy compaction and multiresolution capability.
DWT is also an attractive technique for indexing since the directional information, edge, and shape of objects can be computed efficiently from DWT coefficients. As a result, DWT has been chosen as the basis for the upcoming JPEG-2000 standard [5] . In addition, wavelets have been adopted for texture coding in MPEG-4 [6] . A variety of wavelet-based image indexing techniques have appeared in the recent literature [7] [8] [9] [10] . However, little research has been carried out for video indexing in wavelet domain.
In this paper, we propose several video segmentation techniques in the wavelet-based compression framework. These techniques are based on DWT coefficients, wavelet parameters, and motion vectors. The proposed techniques can be integrated with a DWT coder to build a wavelet-based video storage and indexing system.
The organization of the paper is as follows: a brief review of the related work is presented in Section 2. The proposed segmentation techniques are presented in Section 3. The performance of the proposed indexing system is detailed in Section 4, which is followed by the conclusions.
REVIEW OF RELATED WORK
In this section, we present a brief review of the related work. First, we describe the video coder that has been employed in this paper. This is followed by a brief review of indexing techniques proposed in the literature.
Wavelet-Based Video Coder
The indexing technique proposed in this paper is based on a video coding technique [11] employing 2-D DWT followed by motion estimation (ME). The details of the technique is shown in Fig. 2 . This technique first divides a video into several groups of pictures (GOP), i.e., in I, P, and B frames, as in MPEG-1/2 standard algorithm. All frames in the sequence are then wavelet decomposed. We note that the wavelet bands can be arranged in a multilevel pyramid. Level-0 (L-0) of the pyramid corresponds to the pixel domain, while level-m (L-m) corresponds to wavelet bands after m stage decomposition. The motion vectors corresponding to P and B frames are calculated by a adaptive resolution selection (ARS)
FIG. 2.
Wavelet-based video coder [11] .
technique that employs a coarse-to-fine approach to reduce the computational complexity of the ME process. In the ARS (L-m) technique, the coarse motion vectors are estimated from lowpass DWT coefficients using conventional block-based ME at the mth level of the pyramid. The level of pyramid at which the coarse MVs are estimated is determined by the complexity and accuracy requirements of the motion estimation. Following the coarse ME, the motion vectors at the lower and upper levels of the wavelet pyramid are predicted from these coarse motion vectors. These motion vectors are then refined using a small search window. The block sizes for ME in successive resolutions are related by a factor of 4, resulting in an identical number of block in each wavelet band. In addition, a smaller search area is generally required for fine ME resulting in reduced computational complexity.
The wavelet-decomposed I frame and the motion-predicted error frames (in the wavelet domain) are encoded using a scalar quantization procedure followed by arithmetic coding. The probability density function (pdf) of each wavelet band is modeled using a generalized Gaussian density (GGD) function to estimate the optimal quantization step sizes.
Indexing Techniques
Pixel-based techniques. The image indexing techniques are generally pixel-based, employing features such as histograms, color, texture, and shape. Among these features, histogram-based techniques are computationally inexpensive, yet provide a good indexing performance. Here, the histogram of an image is used as the index of the image. The dissimilarity of two images is then estimated by calculating the distance between histograms of both images. Similar approach can be employed to detect scene changes (SC) in a video. The (L 1 ) distance between histograms (H ) of video frames i and j is calculated using the equation
where H p (q) is the value of the qth bin of histograms of frame p, and M is the total number of histogram bins (i.e., the total number of gray levels). If the distance is greater than a prespecified threshold, a scene change is declared between frames i and j. We note that an image histogram can be represented well using a few lower order moments. It was shown in [7] that a few lower order Legendre moments of a histogram can be used as an image index. These moments can also be used for video indexing/segmentation. It should be noted that the computational complexity of moment-based indexing is much lower than that of regular histograms because of its smaller dimension.
Wavelet-based techniques. We now present a brief review of wavelet-based image indexing techniques proposed in the literature [4] . Smith and Chang [8] have proposed employing the energy of the wavelet bands as a feature set for indexing texture images. It has been observed that wavelets provide a superior texture classification performance compared to other transforms, such as DCT. Wang et al. [9] have proposed a technique where the magnitude of DWT coefficients are compared for image indexing. The comparison starts at the lowest resolution, and the results are progressively refined using higher resolution DWT coefficients. Liang and Kuo [10] have proposed a joint image coding and indexing in wavelet domain where wavelet packet tree structure and subband significance are employed as features for indexing.
Mandal et al. [7] have proposed an indexing technique based on the pdf of wavelet coefficients. In this technique, the pdf of each of the highpass wavelet bands is modeled by the GGD function. We note that a zero-mean GGD function is represented by two parameters-standard deviation (σ ) and shape parameter. The dissimilarity of two images is estimated by the difference of the corresponding GGD parameters of their wavelet bands. The images having minimum overall distance are then retrieved from the database.
Although, several DWT-based image indexing techniques have appeared in the literature, few techniques have been proposed for video indexing. Lee and Dickinson [12] have proposed a hierarchical video segmentation technique in the subband/wavelet domain. Here, the video frames are first decomposed using wavelets. Video segmentation is then executed using a multipass approach. In the first pass, a coarse segmentation is executed by comparing the histogram of lowest resolution lowpass DWT coefficients. The segmentation results are then refined hierarchically employing the histograms of lowpass coefficients corresponding to the higher resolution bands. Although this technique has a low computational complexity, the segmentation accuracy is not high.
PROPOSED VIDEO SEGMENTATION TECHNIQUES
In this section, we present several DWT-based techniques for scene change detection. In a video sequence, two consecutive shots are typically joined together in either abrupt transition (AT) or gradual transition (GT) mode. In abrupt transition, two shots are simply concatenated while in the gradual transition, additional frames may be introduced in the shot boundary using editing operations such as fade in, fade out, wipe, or dissolve. ATs can therefore be detected when the difference between two consecutive frames exceeds a given threshold. The GTs are generally detected using a multipass technique such as twin comparison [13] where two thresholds are employed. We now detail the proposed techniques.
DWT Coefficients
Here, we present an indexing technique employing DWT coefficients. We note that the lowpass DWT coefficients represent a thumbnail version of a video frame, and are likely to be different for frames from two different shots. Hence, lowpass DWT coefficients can be used as a feature for detecting scene changes. Since the number of DWT coefficients is generally large, only a selected number of DWT coefficients are employed for faster retrieval. First, we select K blocks, with each block containing 4 (i.e., 2 × 2) DWT coefficients. The blocks are selected from a regular interval spanning the entire lowpass subimage. Block k of frame i is compared with corresponding block of frame j using the equation
where c(x, k, l) is the lth DWT coefficient of block k in frame x. S k (i, j) is thresholded to two levels according to the criteria
The distance between frames i and j is then estimated using the equation
The scene changes with AT and GT are detected by employing Eq. (4) and the twincomparison technique [13] .
Wavelet Band Parameters
It was mentioned in Section 2.2 that GGD parameters of wavelet bands can be effectively used for image indexing. We propose to employ these parameters for detecting SC. The distance between two sets of band parameters corresponding to frames i and j is calculated using the equations
where σ p k 's and γ p k 's are, respectively, the standard deviation and shape parameters of kth wavelet bands corresponding to frame p, B is the number of bands employed, and A k and B k are weights of the parameters. The overall difference of two frames with respect to both wavelet parameters can be expressed as
The SCs can be detected by thresholding the DoWP variation.
Motion Vectors
Object and camera motions are important features of video indexing [14] . The video coder outlined in Section 3.1 employs a GOP framework with I, P, and B frames. The video coder generates both coarse and fine motion vectors that can be employed to detect SCs. In this paper, we employ only coarse motion vectors for SC detection. We note that detecting GTs with motion vectors is a difficult task. Hence, we detect only ATs with MV technique.
We note that a GOP duration is generally fixed for a sequence irrespective of the temporal change. Hence, the ATs can occur at any frame that can be I, P, or B. We note that I frames are intracoded, and hence there are no associated motion vectors. On the other hand P frames have only forward motion vectors, and B frames have both forward and backward motion vectors. Hence, the criterion for deciding an SC detection at I, P, or B frames should be different. We define the following parameters that will be useful for making a decision:
For P frames, We note that appropriate thresholds should be selected in the above cases to achieve a good segmentation performance.
Fast Video Segmentation
We have proposed three video segmentation techniques in Sections 3.1-3.3. These techniques generally compare DWT features of consecutive frames for SC detection. However, we note that a SC generally occurs (every few hundred frames), or even (every few tens of frames). We now propose a fast video segmentation technique (FVST) in the wavelet domain exploiting this observation. The proposed technique operates in two passes. In the first pass, the feature vectors corresponding to I frames are matched. If the distance of the feature vectors of two consecutive I frames is high, the corresponding GOP is marked as containing one or more potential SCs. In the second pass, a more detailed examination is carried out in the marked GOPs to locate the SC accurately.
We recall from Section 2.1 that the video coder employs the pdf parameters of wavelet bands in encoding the I frame. In other words, pdf parameters are readily available for I frames. In the proposed technique, the potential GOPs are marked as having a potential SC by comparing the wavelet parameters of I frames.
After the GOPs are marked in the first pass, the second pass tracks down the location of SCs within a GOP. We note that there may not be any SC in the concerned GOP, or there may be more than one SC. This can be determined by employing the DoDWTC, DoWP, or MV technique. The relevant feature vector is generated for each frame, and the difference is calculated for SC detection. Two or more features can be employed to obtain a superior performance. The flowchart of the FVST technique is shown in Fig. 4. 
PERFORMANCE OF THE PROPOSED VIDEO INDEXING SYSTEM
In this section, we evaluate the performance of the proposed integrated video coding and indexing system using test video sequences. We have selected a sequence of 480 consecutive frames of the Beverley Hills video sequence that contains different kinds of shot breaks for testing the segmentation and retrieval performance. A careful visual inspection has shown that there are 22 ATs and 9 GTs in the composite sequence.
The video is first divided into GOPs with a structure of IBBBPBBBPBBBI. Each frame is then decomposed to three levels with Daubechies 8 tap wavelet. The video is coded using the coder described in Section 2.1.
We note that a technique may correctly detect a SC, may fail to detect a SC, or may detect an SC that does not exist. An ideal video segmentation technique should not miss any SC, or falsely detect a SC where it does not exist. However, the detection techniques are generally not perfect and hence false/missed SCs are almost inevitable. Thresholding techniques generally reduce the number of false SCs by increasing the number of missed SCs, and vice versa. Here, the threshold for each case has been selected appropriately to balance the false/missed SCs.
The variation of different features (DoIH, DoDWTC, and DoWP) is shown in Fig. 3 . Figure 3a shows the variation of DoIH (calculated using consecutive frames, i.e., with j = i + 1) with respect to frame numbers, while Figs. 3b and 3c show the variation of DoDWTC, and DoWP, respectively. It is observed that in most cases, the difference produces a large peak at the scene transition. It is observed that the histogram and GGD parameters are less sensitive to object movements and camera operations, compared to wavelet coefficients. As a result, the magnitude of DoDWTC is relatively high even when there is no scene change.
The implementation of various techniques is as follows. In DoDWTC, 63 blocks of 4 coefficients, i.e., a total of 252 coefficients are employed, spreading over the entire lowpass subband. DoWP technique employs standard deviation and shape parameters from nine highpass bands. In order to compare the performance of the proposed techniques with existing techniques, DoLH (based on Lee and Dickinson's technique [12] ) has also been implemented. Here, the coarse segmentation is obtained using lowpass histogram at level-3, and subsequently refined using level-2 and level-1 lowpass histograms.
The performance of various techniques is now evaluated. The AT detection performance for the composite sequence is shown in Table 1 . It is observed that DoIH and DoLH have detected 20 and 17 correct ATs, respectively. On the other hand, DoDWTC and DoWP have detected 22 and 19 correct ATs, respectively. Among the four techniques DoDWTC provides the best performance for AT detection. The performance of DoIH and DoWP techniques are comparable, while DoLH provides a marginally degraded performance.
The performance of MV technique for AT detection is shown in Table 2 . ATs were detected using coarse motion vectors estimated at different levels. It is observed that the coarse motion vectors (at all levels) provide a good performance on AT detection. Although there are 3-4 false ATs, only 1-3 ATs (out of 24) have been missed. Hence, MV technique is very useful in AT detection, especially as they are readily available from the video coder. The performance of FVST for AT detection with various combinations is shown in Table 3 . We note that the MV technique in FVST-2 and FVST-3 employs coarse motion vectors estimated at level-3. It is observed that the performance is marginally degraded (since the number of false detection is higher) compared to the performance shown in Table 1 . However, we note that the computational complexity of FVST is significantly smaller than DoDWTC, DoWP, or DoMV technique.
The performance of the proposed technique for scene change detection is shown in Table 4 . Here, the ATs and GTs are detected using twin-comparison method. It is observed that the detection of ATs are generally more accurate than the detection of GTs, which is expected. For the present sequence, DoWP and DoIH techniques provide superior performance, followed by DoLH and DoDWTC techniques. Although the individual techniques provide a good performance, a superior performance can be achieved combining two or more of them. For example, DoWP and MV techniques jointly provide a superior performance by reducing the number of false ATs and GTs. Similarly, other combinations may also be employed.
Among the three wavelet-domain techniques considered here, DoDWTC provides the best performance for AT detection. However, DoWP provides overall (i.e., AT as well as GT) best performance. The MV technique can be used efficiently for AT detection. However, detecting GT is difficult with MV technique. We note that these techniques have different complexity requirements. The motion vectors are readily available from the coder, and hence complexity is very small. The wavelet parameters (in DoWP technique) can be computed once, and can be used in the video coder. In addition, these parameters can also be stored in the database (the storage space requirement is small). On the other hand, DoDWTC may have a higher complexity requirement that is directly proportional to the number of coefficients employed. Hence, a particular technique should be chosen based on the complexity and performance criteria. 
CONCLUSIONS
In this paper, we have presented several video segmentation techniques in wavelet domain. It was shown that DWT coefficients, wavelet band distribution parameters, and motion vectors associated with the video coder provide good segmentation efficiency. We have also proposed a fast video segmentation technique using a multipass approach. The proposed techniques are attractive in the context of wavelet-based coding and indexing of video databases.
