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Abstract 
We present a linear-time algorithm that finds all edges and vertices in the intersection of all 
odd cycles in a given graph. We also show an application of our algorithm to a variant of the 
satisfiability problem of Boolean formulas. 
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1. Introduction 
We consider the problem of finding edges and vertices in a graph that are contained 
in every odd cycle of the graph. This problem is partially motivated by the following 
fixed-parameter version of the NP-complete problems BIPARTITE SUBGRAPH ([8], 
also [GT25] in [7]) and MAXIMUM CUT ([lo], also mD16] in [7]): Does a given 
graph G = (V,E) contain t edges, where t is a jixed integer, whose deletion ,from G 
results in a bipartite graph? It is clear that this fixed-parameter problem for t = I is 
equivalent to the problem of determining if there is an edge in G that is contained in 
every odd cycle. (Recall that a graph is bipartite iff it contains no odd cycle.) We note 
that the above fixed-parameter problem can be easily solved in time O(IE(‘((E\ + 1 VI)) 
by exhaustive search; however, it is unknown whether the problem is fixed parameter 
tractable, i.e., can it be solved in O(J’(t)(lEl + IVl)“) time for an arbitrary function 
f(t) and an absolute constant c independent of the parameter t. Recently, there has 
been a growing interest in fixed-parameter tractability of various problems [5, 3, 6, 91. 
In this paper, we present a linear-time algorithm that finds all edges and vertices 
in the intersection of all odd cycles in a given graph. Our algorithm can be used 
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to reduce the time complexity of the fixed-parameter problem mentioned above to 
O() VI’-‘( IEl + 1 VI)). We also give an application of our algorithm to a variant of the 
satisfiability problem of Boolean formulas. 
The rest of the paper is organized as follows: We first fix definitions in Section 2. 
Then, in Section 3, we give a characterization of edges and vertices in the intersection 
of all odd cycles; and, in Section 4, we use the characterization to obtain a linear- 
time algorithm for computing the intersection. Finally, we show an application of our 
algorithm to a satisfiability problem in Section 5. 
2. Definitions 
We follow the terminology of [4]. Graphs in this paper are simple, undirected, 
and connected graphs. Let G = (V, E) be such a graph. For v E V, let G - v denote 
the subgraph of G induced by V - {v}; and for e E E, let G - e denote the partial 
subgraph of G obtained by removing edge e from G. A path P in G is a sequence 
us, el, ~1,. . , ek, uk of distinct vertices and edges satisfying ei = Ui_ 1 Vi for each 1 < i < k. 
Each vertex in P except for vo and Uk is an internal vertex of P. For convenience, 
we may also regard P as a graph or a set of vertices and edges. Let V(P) and E(P), 
respectively, denote the vertex and edge sets of P. A cycle is a path in which us = uk; 
it is an odd cycle if k is odd. 
The intersection of all odd cycles in G is the set of vertices and edges that are 
contained in every odd cycle of G; any vertex (edge) in the intersection is called an 
intersection vertex (edge). 
Given a spanning tree T of G, the T-span of a non-tree edge e is the unique tree 
path in T between the endpoints of e. 
A k-colouring of G is an assignment of k colours to the vertices of G such that 
each vertex receives a unique colour. Each set of vertices with the same colour forms a 
colour class. Given a k-colouring of G, an edge is monochromatic f its two endpoints 
have the same colour; otherwise, it is bichromatic. A k-colouring is proper if it does 
not produce any monochromatic edge. A graph G is a bipartite graph if its vertex set 
can be partitioned into two sets X and Y such that every edge of G has one end in 
X and the other end in Y; or equivalently, a graph is bipartite iff it admits a proper 
2-colouring. 
3. A characterization of the intersection 
We start with some well known properties of or related to bipartite graphs. 
Proposition 3.1. The following statements hold for any graph G = (V, E): 
(1) G is bipartite iff it contains no odd cycle. 
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Fig. 1. A spanning tree (thick lines) T of G with a proper 2-colouring of T. Dashed lines indicate monochro- 
matic edges of G. Edges “_v and uu are intersection edges, and vertices x, y, u. and I‘ are intersection vertices. 
(2) G is bipartite ifSfor any pair of vertices every path between them bus the sume 
purity. 
(3) An edge e E E is an intersection edge @G is not hipurtite und G-e is hipurtite. 
(4) A vertex v E V is an intersection vertex {fl G is not bipartite and G - 1’ is 
bipartite. 
In order to compute the intersection of all odd cycles in G, we first find an arbitrary 
spanning tree T of G and properly colour it in two colours. This proper 2-colouring 
also gives a 2-colouring of G. Consider edges of G under this 2-colouring of G. We see 
that every tree edge is bichromatic, but some non-tree edges may be monochromatic. 
Furthermore, every monochromatic edge and its T-span form an odd cycle of G. Then, 
intersection edges are either monochromatic edges or contained in their corresponding 
T-spans. Similarly, intersection vertices are either incident with monochromatic edges 
or contained in their corresponding T-spans. See Fig. 1 for an example. We summarize 
some useful observations in the following proposition. 
Proposition 3.2. Let T be a spanning tree of G. Properly colour T with two colours to 
form c1 2-colouring of G. Let I be the intersection of the T-spans of all monochromatic 





I is either empty or a path. 
Every monochromatic edge and its T-span j&m an odd cycle of G. 
The removal of all monochromatic edges from G results in u bipartite graph. 
If G contains more than one monochromatic edge, then every intersection edge 
of G is contained in I. 
(5) Every intersection vertex of G is contained in I. 
II follows from statements (4) and (5) of Proposition 3.2 that to compute the intersec- 
tion we need only consider edges and vertices in I. The following theorem characterizes 
the intersection edges and vertices in I. 
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Theorem 3.3. Let T be a spanning tree of G. Properly colour T with two colours to 
form a 2-colouring of G. Let I be the intersection of the T-spans of all monochromatic 
edges, and G’ be the partial subgraph of G obtained by removing all monochromatic 
edges. Then the following statements hold: 
(1) An edge of I is an intersection edge of G $f it is a cut edge of G’. 
(2) An internal vertex of I is an intersection vertex of G iff it is a cut vertex 
of G’. 
Proof. We first prove statement (1). Suppose that e EI is an intersection edge of G. 
Then, since I is contained in at least one odd cycle of G, there is a path P in G - e 
between the endpoints of I such that the parity of P differs from that of I. (Note that 
I is a path.) Assume, to the contrary, that e is not a cut edge of G’, then there is 
a path Q in G’ - e between the endpoints of I. Since G’ is bipartite, I and Q have 
the same parity. Then, P and Q are two paths in G - e with the same endpoints that 
have different parities. This implies that G - e contains an odd cycle (Proposition 3. l), 
contradicting our assumption that e is an intersection edge of G. Therefore, e is a cut 
edge of G’. 
Conversely, suppose that an edge e E I is a cut edge of G’ and let X and Y be 
two connected components of G’ - e. Then, X and Y are bipartite graphs, and G - e 
can be recovered from G’ -e by adding back all monochromatic edges of G. Since 
e E I, every monochromatic edge of G has one endpoint in X and the other endpoint 
in Y. Therefore, we can obtain a proper 2-colouring of G -e by interchanging the 
two colour classes in X but retaining the colour classes in Y. It follows that G - e is 
bipartite and thus e is an intersection edge. 
The proof of the second statement is similar. Suppose that v E I is an intersection 
vertex of G. Then, since v is not an endpoint of I, and I is contained in at least one 
odd cycle of G, there is a path P in G - v between the endpoints of I such that the 
parity of P differs from that of I. Assume, to the contrary, that v is not a cut vertex of 
G’, then there is a path Q in Gt - v between the endpoints of I. Since G’ is bipartite, 
I and Q have the same parity. Then, P and Q are two paths in G - v with the same 
endpoints that have different parities. This implies that G - v contains an odd cycle, 
contradicting our assumption that v is an intersection vertex of G. Therefore, v is a cut 
vertex of G’. 
Conversely, suppose that an internal vertex v EI is a cut vertex of G’. 
Then there are two connected components X and Y of G’ - v each of which 
contains an endpoint of I. Since v E I, every monochromatic edge in G - v has one 
endpoint in X and the other endpoint in Y. Furthermore, G - v can be recovered 
from G’ -v by adding back these crossing monochromatic edges between X and 
Y. Note that each connected component of G’ - v is bipartite. Therefore, we can 
obtain a proper 2-colouring of G - v by interchanging the two colour classes in X 
but retaining the colour classes in Y and all other connected components of 
G’ - v. It follows that G - v is bipartite and thus v is an intersection 
vertex. 0 
L. Cai, B. Schieber I Discrete Applied Mathematics 73 (1997) 27-34 31 
Fig. 2. Endpoints of I vs. intersection vertices 
Remark. An endpoint of I can be an intersection vertex even if it is not a cut vertex 
of G’ (vertex x in Fig. 2). On the other hand, an endpoint of I that is a cut vertex of 
G’ may not be an intersection vertex (vertex y in Fig. 2). 
4. A linear-time algorithm 
Using the results in the previous section, we obtain the following algorithm for 
computing the intersection of all odd cycles in a graph. 










Input: A simple, undirected, and connected graph G. 
Output: The set I, of intersection edges, and set I, of intersection vertices of G. 
Find a spanning tree T of G. 
Properly colour T in two colours to obtain a 2-colouring of G. 
Let M be the set of monochromatic edges in G and let G’ = G - M. 
Compute the intersection Z of the T-spans of all monochromatic edges in M. 
Find all cut vertices V, and cut edges E, of G’. 
Compute I, = E(I) n E, and 1, = V(Z) n V,. 
If lM( = 1 then I, = 1, U M. 
For each endpoint x of I, if G -x is bipartite then Z, = IV U {x} else Z,. = 1, - {x}. 
Return Z, and 1,. 
Theorem 4.1. Algorithm Intersection finds all intersection edges and vertices of G in 
linear time. 
Proof. The algorithm is clearly correct when G contains no monochromatic edge, since 
G is bipartite in this case. If G contains only one monochromatic edge e, then e is an 
intersection edge since G - e is bipartite. Furthermore, any other intersection edge of 
G must be in the T-span of e, which equals I in this case, since the only odd cycle of 
G consists of edge e and its T-span. If G contains at least two monochromatic edges, 
then any intersection edge of G belongs to I (Proposition 3.2). From this and Theorem 
3.3, it is clear that I, is the set of intersection edges of G. 
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For the intersection vertices part, we note that any intersection vertex is contained 
in I (Proposition 3.2). By Theorem 3.3, it is clear that Step 6 and Step 8 together 
correctly compute the set 1, of intersection vertices. 
As far as linear time is concerned, we notice that all but Step 4 can be carried out in 
linear time by standard techniques [l]. We now give a linear-time implementation of 
Step 4. By statement (1) of Proposition 3.2, Z is either empty or a path. Therefore, it 
suffices to find the two endpoints of I. We do this as follows. Pick up an arbitrary vertex 
in V, and root T at this vertex. Arbitrarily order the edges in M as eg = (x0, yo), . . . , ek, 
where IM 1 = k + 1. Initialize I to be the path in T from xa to yo by designating x0 and 
yo, respectively, to be the left and right endpoints of 1. To find the left endpoint of I, 
we do the following for i = 1,. . , k: Starting from the left endpoint of I, find the first 
vertex Zi on I that is an ancestor of either xi or yl (relative to the root vertex). If no 
such vertex exists then the intersection is empty. Otherwise, move the left endpoint of 
I to li. It is easy to see that after the k iterations lk is the left endpoint of I. We can 
find the right endpoint of I in a similar manner. Note that given a preorder listing and 
a postorder listing [2] of T it can be determined in constant time whether one vertex is 
an ancestor of another. (Note that x is an ancestor of y ifSpreorder d preorder(y) 
and postorder 2 postorder(y Since a preorder (postorder) listing of T can be 
computed in linear time and I can be obtained easily from its endpoints in linear time, 
Step 4 takes linear time. 0 
5. An application to a satisfiability problem 
We now consider an application of algorithm Intersection to a satisfiability problem 
of Boolean formulas. Let U be a finite set of Boolean variables, and c be a clause 
that contains exactly two distinct literals over U. Then, given a truth assignment for 
U, c is mono-valued if its two literals have the same value under the truth assignment. 
Consider the following problem: 
MINIMUM MONO-VALUED 2SAT (MM2SAT) 
Instance: Finite set U of Boolean variables, collection C of clauses over U such 
that each clause in C contains exactly two distinct literals over U, positive integer 
KG/Cl. 
Question: Is there a truth assignment for U that makes at most K clauses in C 
mono-valued? 
It is not surprising that the above problem is intractable. 
Theorem 5.1. The MINIMUM MONO-VALUED 2SAT is NP-complete. 
Proof. The problem is clearly in NP. We transform NOT-ALL-EQUAL-3SAT 
(N3SAT) ([ll], also [LO31 in [7]) to MM2SAT. For an arbitrary instance (U,C) 
of N3SAT, we construct an instance (U’, C’, K) of MM2SAT as follows: set U’ = U, 
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K = ICI, and construct C’ from C by replacing each clause {x, y, z} E C with three 
clauses (4 Y>, {Y,z>, and {z,x}. It is easy to see that for any truth assignment for CJ, 
{x, y,z} has at least one true literal and at least one false literal iff exactly one of 
{x, y}, { y,z}, and {z,x} is a mono-valued clause, and {x, y,z} has three true literals 
or three false literals iff {x, y}, {y,z}, and {z,x} are all mono-valued clauses. It fol- 
lows that (U, C) is a “Yes” instance of N3SAT iff (U’, C’, K) is a “Yes” instance of 
MM2SAT. Since the transformation is polynomial, MM2SAT is NP-complete. [_I 
On the other hand, we can reduce MM2SAT to a graph problem. Given an arbitrary 
instance (U, C, K) of MM2SAT, we construct a graph G, called the literal-clause graph 
of (U, C), as follows: 
(1) Each literal over U corresponds to a vertex of G. 
(2) There are two types of edges in G: 
(a) Literal edge: for each variable in U, there is an edge joining the two vertices 
corresponding to the two literals of the same variable. 
(b) Clause edge: for each clause in C, there is an edge joining the two vertices 
corresponding to the two literals in the clause. 
Then, there is a one-to-one correspondence between solutions to MM2SAT and clause 
edges in G whose deletion makes G bipartite. 
Proposition 5.2. Let (U, C, K) be an arbitrary instance of MM2SAT. Then there is 
a truth assignment jtir U that makes ut most K clauses in C mono-oalued if there 
are at most K clause edges in the literal-clause graph G of (U, C) whose deletion 
from G results in a bipartite graph. 
Proof. We only need to note that there is a one-to-one correspondence between a truth 
assignment 5 for U and a 2-colouring for the literal-clause graph G of (U, C) in which 
each literal edge is bichromatic. Therefore mono-valued clauses under r correspond to 
monochromatic edges in G, and the claim follows. 0 
It is now straightforward to use algorithm Intersection to solve MM2SAT. We first 
construct the literal-clause graph G of (U, C). For K = 1, we use algorithm Intersection 
to find all intersection edges Z, of G, and return “Yes” if I, contains a clause edge of 
G; otherwise return “No”. For K > 1 we use recursion with K = 1 as our base case: 
Find an odd cycle 0 in G and then for each clause edge in 0 recursively solve the 
problem for K - 1. This yields an O((2(Ul)K-‘((Cl + 3/UI)) time algorithm which is 
faster than exhaustive search. 
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