Finite-time coherent sets represent minimally mixing objects in general nonlinear dynamics, and are spatially mobile features that are the most predictable in the medium term. When the dynamical system is subjected to small parameter change, one can ask about the rate of change of (i) the location and shape of the coherent sets, and (ii) the mixing properties (how much more or less mixing), with respect to the parameter. We answer these questions by developing linear response theory for the eigenfunctions of the dynamic Laplace operator, from which one readily obtains the linear response of the corresponding coherent sets. We construct efficient numerical methods based on a recent finite-element approach and provide numerical examples.
Introduction
Response theory aims to describe how various properties of a dynamical system are altered when the dynamics governing the system is perturbed. Linear response considers the situation where there is a first-order change in quantities of interest (e.g. an invariant measure or the expectation of an observation function) with respect to a parameter. Early work concerning expectations of observation functions was in the setting of statistical mechanical systems in thermodynamic equilibrium [32] . Linear response formulae are typically constructed using only information from the unperturbed system and the perturbing force. Since the work of [37] , there has been much interest in the existence (or lack of) of linear response (first derivatives with respect to a parameter) for various dynamical systems. The work of [8, 23, 24] extends the results in [37] by introducing modern techniques that use differentiability of transfer operators. Further results on the existence of linear response for various deterministic dynamical systems include [38, 4, 5] ; there are also results for the existence of linear response for non-deterministic dynamical systems [27, 7, 3, 20] . Applications to the Earth's climate have been considered, as have [1, 9, 36] and some numerical validation for applications [22, 40] . The "inverse problem" of determining perturbations to achieve a particular response in the invariant measure has been studied in [21, 31] . Determining optimal perturbations that maximise certain quantities relating to the system has been addressed in [39, 2] . In the present paper we apply the idea of linear response to quantify the response of finite-time mixing properties in dynamical systems by developing theory to describe the response of finite-time coherent sets.
Studies of Lagrangian coherent structures cover application areas such as ocean flow [6, 28, 29] and biological dynamics [25, 34] . Finite-time coherent sets are regions in phase space that minimally mix over a finite time duration, and therefore play an important role in the analysis of how material objects are transported in fluids. The concept of coherent sets was initially developed in [19] and used to isolate the Antarctic polar vortex as the slowest mixing object in the stratosphere over the south pole. This concept was further developed theoretically in [11] . Aside from applications to the polar vortex, coherent sets have been used to track mesoscale eddies in the South Atlantic [13, 14, 15] and in the North Atlantic [17] . Linear response of eigenvalues of transfer operators and generators of periodically and aperiodically driven flows have been studied in [18, 16] , including methods to optimise the system to extremise the linear response and optimally enhance or destroy coherent sets.
We will identify coherent sets using the dynamic Laplacian introduced in [12] , which characterises finite-time coherent sets as those sets with persistently (under the nonlinear dynamics) minimal ratio of boundary size to the volume. The persistently small boundaries represent evolving fluid interfaces across which there is minimal mixing. The dynamic Laplacian is an elliptic operator and to numerically compute the coherent sets, one solves a weak form of the dynamic Laplacian eigenproblem.
When the dynamical system is sufficiently differentiable with respect to a parameter, we prove that the eigendata of the dynamic Laplacian is also differentiable. We then prove the existence of linear response for the eigenvectors and construct a linear system to compute the linear response (this linear system can be thought of as the linear response formula). This derivative of sub-dominant eigenfunctions of the dynamic Laplacian immediately yields derivatives of the corresponding finite-time coherent sets with respect to parameter change. Furthermore, we obtain a formula for the derivative of the eigenvalues with respect to the parameter, which quantify the instantaneous rate of change of mixing as the parameter is varied. Building on the FEM-based approaches in [15] we develop numerical schemes for numerically computing the linear response and illustrate these with experiments on the standard map and the rotating double gyre. In these experiments we observe that the first-order approximations of the perturbed eigenvectors, computed using linear response, produce coherent sets that are very close to the true coherent sets, even for large extrapolation values.
An outline of the paper is as follows: in Section 2 we introduce differentiability hypotheses on the dynamics. In Section 3 we define the dynamic Laplacian, coherent sets, and the linear response problem. Section 4 contains the proof of the weak differentiability of the dynamic Laplacian with respect to the perturbing parameter, and the proof of the existence of linear response of eigenvectors in the case when we have Dirichlet boundary conditions. In Section 5 we derive a linear system to compute the linear response, and demonstrate that the linear response results obtained for Dirichlet boundary conditions also hold for Neumann boundary conditions. Section 6 develops FEM-based approaches to compute the linear responses, and we conclude in Section 7 with numerical experiments.
Perturbations
Let Ω ⊂ R n be a smooth compact subset of R n that is either boundaryless or has a smooth boundary. For ε 0 > 0 small, using a parameter ε ∈ (−ε 0 , ε 0 ), define a family of maps {T ε } ε∈(−ε 0 ,ε 0 ) , where T ε : Ω → T ε (Ω). We think of T 0 as governing the original, unperturbed dynamics.
Before we specify the precise relationship between the unperturbed and perturbed maps, we note some special families of perturbations we have in mind:
1. T ε is given by the flow map ϕ t 0 ,t 1 ε of some ordinary differential equation
where the vector field v depends on a parameter ε. In this case,
where t 0 , t 1 ∈ R are chosen such that the flow map is defined for all x. Under appropriate assumptions on v we have
2. As a further specialization of 1. we interpret the time t itself as the parameter ε, i.e. we consider
with the flow map ϕ t 0 ,t 1 . In this case we have that
The precise setting we consider is the following: Let Diff 2 (Ω, R n ) be the space of C 2 -diffeomorphisms from Ω to R n which is endowed with the C 2 -norm
where α = (α 1 , . . . , α n ), 0 ≤ α j for 1 ≤ i j ≤ n, |α| := n j=1 α j , (x i ) are the coordinates on Ω and
. From Taylor's theorem (see XIII, §6 [33] ) for sufficiently small ε 0 > 0, one has
for ε ∈ (−ε 0 , ε 0 ), where the maps x →Ṫ (x) and x → R ε (x) are in Diff 2 (Ω, R n ), and
3 Coherent sets via dynamic isoperimetry and the linear response problem
We are interested in analysing the response of coherent sets to perturbations of the dynamics. Finite-time coherent sets can be obtained using the dynamic Laplacian; we refer the reader to [12] for further details on the connections of the dynamic Laplacian with finite-time coherent sets. The coherent sets can be extracted from the level sets of the leading nontrivial eigenfunctions of the dynamic Laplacian and we therefore mainly focus on the linear response of the spectrum and the eigenfunctions. We consider the simple setting of T ε volume-preserving and one application of T ε , however, the methods we propose are easily extendible to non-volume-preserving T ε and multiple applications of T ε . In this setting, the dynamic Laplacian ∆ D 0 , is defined as
where
and ∆ Ω is the Laplacian on Ω. 1 The spectral information needed to compute coherent sets is the eigenvector u 0 in the eigenproblem
with either zero Neumann or Dirichlet boundary conditions, at the leading eigenvalue λ 0 = 0. To analyse the above eigenvalue problem, we need to consider the weak form
(Ω), depending on the boundary condition. Note that if we let ϕ = u 0 in (4), the right hand side is positive and so is the bracket on the left hand side; thus, the eigenvalues λ 0 are negative (or 0). Note further that for ϕ ∈ V we have
where DT 0 is the Jacobian matrix of T 0 ; we note that in the equations immediately above, the first equality is obtained in [15] and the second one follows from the divergence theorem and, for the Dirichlet boundary conditions, the fact that ϕ is zero on the boundary. Hence, we have that
Id + (DT 0 DT 0 ) −1 . Similarly to the above discussion, we compute coherent sets of T ε , for ε ∈ (−ε 0 , ε 0 ), via the computation of the eigenvector u ε of the dynamic Laplacian
ε ∆T ε, * ) at the leading eigenvalue λ ε = 0. Thus, to answer the question of how coherent sets of T ε depend on ε, we are going to show that the map ε → u ε is differentiable at 0 as a map from (−ε 0 , ε 0 ) to H 1 0 (Ω) (or H 1 (Ω)) and devise a method for computing the linear responseu :
1 We restrict ourselves to the Euclidean metric here and write
Existence of linear response
In this section we show that the map ε → u ε is differentiable with respect to ε by considering the dynamic Laplacian ∆ D ε as a second order elliptic operator. We begin with a lemma about the regularity of the coefficient functions of the dynamic Laplacian. Using this result, we show in Theorem 1 that we can differentiate the perturbed dynamic Laplacian with respect to ε. Finally, we state a regularity theorem for the spectral data of elliptic operators and use it to obtain the regularity of the map ε → u ε .
Let a [12] for proof of their uniform ellipticity). We note that
denotes the symmetric part of some matrix Q and we denote by B(X, Y ) the space of bounded linear maps from the Banach space X to Y (thus, B(R n ) = B(R n , R n ) denotes the bounded linear maps from R n to R n ).
where the matrix of coefficientsȦ := (ȧ ij ) is given bẏ
Proof. From (5), we have that coefficient matrix of ∆
; equivalently, a ε , the collection of functions forming the elements of the square matrix A ε , is in C 1 (Ω, R) n 2 . Next, we recall from (1) that for sufficiently small ε 0 > 0, we have that
Using the fact that R ε C 2 (Ω,R n ) = o(ε), we have that DR ε C 1 (Ω,B(R n )) = o(ε) and so there exists C < ∞ that is independent of ε such that
as ε is sufficiently small, we have that |ε| < (DT 0 )
Thus, we can use the Neumann series representation to obtain
and using the fact that
. Hence, we have that
We would like to use the lemma above to state a result about the differentiability of the dynamic Laplace operator in a suitable setting. Let
be a second order differential operator, where b :
in a weak sense; that is
where where (ȧ 11 , . . . ,ȧ nn ) =ȧ is as in Lemma 1. 
Proof. We note that from Lemma 1 we can write a ε ij = a 0 ij + εȧ ij + r ε ij , where ε is very small and r ε ij C 1 (Ω,R) = o(ε). We compute
Having established the appropriate setting and conditions required for the differentiability of the dynamic Laplacian, we next state, and then immediately apply, the theorem we require to obtain the differentiability of the spectral data with respect to the parameter ε.
Theorem 2 ([26]).
Let Ω ⊂ R n be a bounded domain and a 0 ∈ C k (Ω, R) n 2 , where k ≥ 1, be coefficients of the uniformly elliptic operator L a 0 . Let (λ 0 , u 0 ) ∈ Λ(L a 0 ) and assume λ 0 is algebraically simple. Then there exists a neighbourhood U ⊂ C k (Ω, R) n 2 of a 0 and functions of C k class λ : U → R and u : U → H 1 0 (Ω) such that:
and λ 0 is simple. Then there exists a functionu ∈ H 1 0 (Ω) such that
Furthermore, there existsλ ∈ R such that
Proof. From Lemma 1, we have that a 0 ∈ C 1 (Ω, R) n 2 , hence we can apply Theorem 2 as L a 0 is uniformly elliptic (see [12] ) and λ 0 is assumed simple. Thus, there exists a neighbourhood U a 0 such that the maps u : U → H 1 0 (Ω) and λ : U → R are C 1 . Specifically, there exists bounded linear maps B 1 :
Furthermore, from Taylor's theorem (see XIII, §6 [33] ), we have that
, and that
where (12) and (13), the results follow.
Derivation of the linear response formula
Having established the existence of the linear responseu, in this section we will derive the linear response formula for computingu (this will be in the form of a linear system); we also obtain the formula forλ. We will do this for Dirichlet boundary conditions first and in Section 5.1 we will consider Neumann boundary conditions. Theorem 4. We haveλ
The linear responseu ∈ H 1 0 (Ω) is a solution to the weak form of the linear system
that is
Furthermore, if we restrict the linear response to V 0 := (span{u 0 })
whereu is a solution to (16) , is the unique solution.
Proof. We show the result in two steps. In the first step, we compute the weak derivative of λ ε u ε with respect to ε and in the second step we compute the weak derivative of ∆ D ε u ε with respect to ε. As these should be equal, since u ε is the eigenvector associated to the eigenvalue λ ε , we show that the result follows. Before proceeding, we note that for all ε ∈ (−ε 0 , ε 0 ), we normalise the eigenvectors u ε as follows:
Proof. From Theorem 3 we have that u ε = u 0 + εu + g ε and λ ε = λ 0 + ελ + µ ε , where g ε H 1 0 (Ω) = o(ε) and |µ ε | = o(ε). Hence, we have
where f ε = u 0 µ ε + ε 2uλ + εuµ ε + g ε · (λ 0 + ελ + µ ε ). Noting the above bounds on g ε and µ ε with respect to ε, and Holder's inequality, we can conclude that Ω f ε · ϕd = o(ε); thus the result follows.
Proof. From Theorem 3, u ε = u 0 + εu + g ε , where g 
If we show that
then the result follows. We have
where we obtained the last line by using (11) with ψ = u 0 and ψ =u. From Theorem 1, we have that ∆u · ϕd is bounded sinceu, ϕ ∈ H 1 0 (Ω); so, I = o(ε). We also have
Using the fact that g 
From Sublemma 1 and Sublemma 2, we immediately have that for
Substituting ϕ = u 0 into (17), the left hand side becomes
while the right hand side becomes
from these observations we obtain (14) . By Green's theorem, (17) implies (16), which is the weak formulation of the problem (15) . Finally, we note that (λI −∆)u 0 ∈ L 2 (Ω) and, by (14), we have that (λI −∆)u 0 , u 0 = λ u 0 , u 0 − ∆ u 0 , u 0 = 0. So, by Theorem 1.2.16 [30] , there exists a solutionu ∈ H 1 0 (Ω). All other solutions are of the formu+cu 0 for c ∈ R; thus if we restrictu to
, there is a unique solutionu * ∈ V 0 , which is the projection of a solutionu of (16) onto the space V 0 .
Neumann boundary conditions
In this section we will present the required modifications to the previous theory which allows us to conclude that linear response exists when considering Neumann boundary conditions. Furthermore, we will also have a linear system, the weak form of which we can use to compute the linear response.
where B = (b ij ) is the matrix of coefficient functions of the operator L b , considered in the form (8) , and ν is the unit outward normal to ∂Ω.
and λ 0 is simple. Then there exists a functionu ∈ W such that
Proof. On W we have the result of Theorem 2; that is, there existence a neighbourhood U ⊂ C k (Ω, R) n 2 and C k functions λ : U → R and u : U → W such that (λ(a), u(a)) ∈ Λ N (L a ) for all a ∈ U (this follows by noting that the isomorphism from the Lax-Milgram theorem, which is required in the proof of Theorem 2 for elliptic operators of the form (8) , exists when restricted to the subspace W of H 1 (Ω)). As a result, the arguments in Theorem 3 hold in this setting. So, we conclude that the eigenvector u ε ∈ W and the eigenvalue λ ε are differentiable with respect to ε.
We furthermore have the following analogue to Theorem 4 for the Neumann boundary setting.
Theorem 6. We haveλ
The linear responseu ∈ W is a solution to the weak form of the linear system
Furthermore, if we restrict the linear response to
whereu is a solution to (21) , is the unique solution.
Before we prove this theorem, we note the following result.
Lemma 2. If for a sufficiently small
Proof. As A ε is symmetric, A ε ∇u ε • ν = ∇u ε • A ε ν = 0 for all ε ∈ (−ε 0 , ε 0 ) and thus
Using the fact that
Proof of Theorem 6. The result is obtained similarly to the setting in Theorem 4 if we obtain (17) for the Neumann setting. Thus, we first show that for ψ, ϕ ∈ W ,
Let Tr : H 1 (Ω) → L 2 (∂Ω; n−1 ) be the trace operator; note that Tr is a bounded linear operator as ∂Ω is C 1 (Theorem 1 §5.5; [10] ). If we write
where the first bound follows from the argument in (11) . By noting that r ε ij C 0 (Ω,R) = o(ε), ν is the unit outward normal and Tr is bounded, we have
We can thus use a similar argument to that in Theorem 4 to obtain (17) for the Neumann setting, that is, for all ϕ ∈ W , we have that
Using Lemma 2, the above equation implies (21), which is a weak form of problem (20) . Finally, the uniqueness of a solution on W 0 follows as in the Dirichlet setting.
Numerical approach to computingu
We now describe how to compute the linear response vectoru numerically. To this end, we approximately solve the weak form (16) resp. (21) of the problem using the method described in [15] . That is, we consider (16) resp. (21) on a finite-dimensional approximation space V N ⊂ H 1 0 (Ω) or W , respectively. Note that while we needed to restrict to W ⊂ H 1 (Ω) in order to obtain the content in Section 5.1, numerically we can still work with V N ⊂ H 1 (Ω) since the eigenvectors at eigenvalues = 0 will be orthogonal to the constant function. In practice, the approximation space will be realized as a finite element space, typically using linear triangular Lagrange elements.
In [15] , two different variants of a finite element discretization of the basic eigenproblem for the dynamic Laplacian have been proposed, one based on the evaluation of the right Cauchy Green deformation tensor (the CG method ) and one based on an explicit approximation of the transfer operator associated to T ε (the TO method ). We now describe how to use both variants on order to computeu.
The CG method
Let ϕ 1 , . . . , ϕ N be a basis for V N . As usual, we define the Galerkin approximationu = N j=1υ j ϕ j ofu in (16) resp. (21) by requiring it to satisfy
for j = 1, . . . , N , whereũ 0 = N j=1 υ 0,j ϕ j is the Galerkin approximation of u 0 . Plugging in the linear combinations forũ 0 andu, this immediately yields the linear system
for the coefficient vectors υ 0 andυ. Here,
are the mass, the stiffness and the "linear response" matrix, respectively. Note that due to Theorem 4, we need to solve (22) on V 0 . We implement this by adding the corresponding orthogonality constraint as an additional equation to the linear system so that in fact we solve
forυ in order to obtainu * . A corresponding Matlab code is given in the FEMDL package.
The TO method
As shown in [15] , the matrices M and K from (23) can be computed without having to evaluate A 0 (which is numerically expensive and potentially unstable). Instead, the action of the transfer operator is approximated explicitly. Similarly, the matrix L can be constructed without having to evaluateȦ, as we will now show:
Proof. We recall from (7) thaṫ
Next, we compute
Similarly, we have
By linearity of the integral, we obtain
If we want to use the integral on the right hand side in Proposition 1 to compute the matrix L, we need to approximate the action of the transfer operator T 0, * :
. To this end, we work with two different approximation spaces, V 
where g k ∈ R; then we can use k g k ∇ϕ . . .
We then obtain the approximation
Similarly, one obtains (∇T 0, * g) (D(T 0, * Ṫ )) (∇T 0, * f ) ≈ g B f , so that finally
Remark 1. We note that B = (B kl ) is a function of x ∈ Ω and for n = 2 we have
We will conclude this section by describing how to compute the g k in the approximation T 0, * g ≈ k g k ϕ 1 k using the two methods presented in [15] . Let {x i } 
Experiments

The standard map
We start with the standard map on the flat 2-torus, given by T (x, y) = (x + y + a sin x, y + a sin x) (mod 2π),
In Fig. 1 (left) we show the second eigenvector u 0 of the dynamic Laplacian for the nominal parameter value a = 0.98 which identifies two coherent sets in the upper and lower half of the domain. Interestingly, even for a rather large linear extrapolation, the vector u 0 + 1 2u
is quite similar to the exact second eigenvector u ε (right) at a + ε = 0.98 + 0.5 = 1.48. and u ε . the (normalized) velocity field of the level set curves at ε = 0. Clearly, the change in the level contour from ε = 0 (solid line) to ε = 0.5 is consistent with the prediction by the velocity field. Note that we obtain predictions for the perturbed level contours very cheaply by computing level contours for u 0 + εu, ε ∈ [0, 0.5]. 
The rotating double gyre
As a second experiment, we pick up on the rotating double gyre flow [35] . This is a non-periodic time-variant Hamiltonian system with Hamiltonian H = −ψ, where ψ is the stream function ψ(x, y, t) = (1 − s(t))ψ P (x, y) + s(t)ψ F (x, y) ψ P (x, y) = sin(2πx) sin(πy) ψ F (x, y) = sin(πx) sin(2πy) and s(t) is the transition function s(t) =    0 for t < 0, t 2 (3 − 2t) for t ∈ [0, 1], 1 for t > 1.
On the square Ω = [0, 1] 2 , the vector field initially (at t = 0) exhibits two gyres, with centers at ( ), which rotate by π/2 during the flow time T = 1. We view the flow time T as the parameter.
In Fig. 3 (left) we show the second eigenvector u 0 of the dynamic Laplacian for T = 0.6 (corresponding to ε = 0) which identifies two coherent sets in the left and right half of the domain. Again, even for a rather large linear extrapolation, the vector u 0 + 0.2u is quite similar to the exact second eigenvector u ε (right) at T + ε = 0.6 + 0.2 = 0.8. Fig. 4 shows the (normalized) velocity field of the level set curves at ε = 0. Again, the change in the level contour from ε = 0 (solid line) to ε = 0.2 is consistent with the prediction by the velocity field.
