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COMPRESSED RESOLVENTS OF SELFADJOINT CONTRACTIVE
EXTENSIONS WITH EXIT AND HOLOMORPHIC
OPERATOR-FUNCTIONS ASSOCIATED WITH THEM
YU.M. ARLINSKI˘I AND S. HASSI
Abstract. Contractive selfadjoint extensions of a Hermitian contraction B in a Hilbert
space H with an exit in some larger Hilbert space H⊕H are investigated. This leads to a new
geometric approach for characterizing analytic properties of holomorphic operator-valued
functions of Kre˘ın-Ovcharenko type, a class of functions whose study has been recently
initiated by the authors. Compressed resolvents of such exit space extensions are also
investigated leading to some new connections to transfer functions of passive discrete-time
systems and related classes of holomorphic operator-valued functions.
1. Introduction
Let S be a closed symmetric, possibly nondensely defined, linear operator in a (complex
separable) Hilbert space H. As is well known, the operator S admits selfadjoint extensions
possibly in a larger Hilbert space H˜ = H⊕H [1], [36]. Let A˜ be such extension. Then there
are two compressed resolvents PH(A˜ − λI)−1↾H and PH(A˜ − λI)−1↾H. As is well known,
the function PH(A˜ − λI)−1↾H is called generalized resolvent of S. First results related to
descriptions/parameterizations of canonical and generalized resolvents of densely defined
closed symmetric operator with equal and finite deficiency indices, and their applications
to the moment and interpolation problems were obtained by M.A. Na˘ımark [37, 38] and
M.G. Kre˘ın [27, 28, 30]. Kre˘ın’s approach has been further developed in M.G. Kre˘ın and
H. Langer [31, 32], where densely defined symmetric operators in a Pontryagin space setting
were considered. A.V. Shtraus in [40] suggested another approach for the investigation and
parametrization of all generalized resolvents of an arbitrary symmetric, not necessary densely
defined, operator. The Shtraus representation [40] for PH(A˜− λI)−1↾H takes the form
PH(A˜− λI)−1↾H = (A(λ)− λI)−1, λ ∈ C \ R+,
where A(λ) is a holomorphic family of quasi-selfadjoint extensions of S (S ⊂ A(λ) ⊂ S∗),
A(λ) is maximal dissipative for Imλ < 0, and maximal anti-dissipative for Im λ > 0. A
recent survey on Shtraus approach, its developments, and corresponding references can be
found in [45]. Extensions of symmetric linear relations and their generalized resolvents
have been studied in [17, 18, 22, 34]. Furthermore, M.G. Kre˘ın and I.E. Ovcharenko [33]
and H. Langer and B. Textorius [35] obtained descriptions of all generalized resolvents of
selfadjoint contractive extensions and contractive extensions of dual pair of contractions.
The main objective in this paper is to study compressed resolvents PH(zB˜ − I)−1↾H and
PH(zB˜ − I)−1↾H of selfadjoint contractive extensions (sc-extensions) B˜ (with exit in some
larger complex separable Hilbert space H ⊕H) of a nondensely defined Hermitian contrac-
tion B in H and investigate the interplay that occurs in certain associated analytic operator
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functions. This investigation is motivated by some further applications which involve bound-
ary triplets, boundary relations, and the corresponding Weyl functions and Weyl families;
cf. [19, 20, 21]. In this paper some new connections between compressed resolvents and
transfer functions of corresponding passive selfadjoint discrete-time systems are established;
see Theorems 4.1, 4.3 with a further consequence established in Theorem 4.4. There are
also a couple of other new properties that complement some well-known results established
in [29, 33] and are related to the shorted operators and selfadjoint contractive extensions;
see Theorems 3.2 and 3.3. These results lead to a new construction of special pairs of sc-
extensions of B without exit by means of sc-extensions with exit with certain prescribed
geometric properties. The main result in this connection is established in Theorem 3.6.
The interest in studying such special pairs of sc-extensions of S possessing certain specific
geometric properties comes from the fact that they play a central role in characterizing an-
alytic properties of Kre˘ın-Ovcharenko type holomorphic operator functions which originally
appeared in [33] and whose systematic study was initiated in [10].
2. Preliminaries
2.1. Linear fractional transformation of sectorial operators and linear relations.
On the set of all linear relations (l.r.) in a Hilbert space H define the linear fractional
transformation (the Cayley transform)
(2.1) C(S) = T = {〈x+ x′, x− x′〉 : 〈x, x′〉 ∈ S} .
Clearly, C(C(S)) = S. Let S be an accretive l.r. in H, i.e., Re (x′, x) ≥ 0 for all 〈x, x′〉 ∈ S;
see [26, 39]. Then it follows from the identity
‖x+ x′‖2 − ‖x− x′‖2 = 4Re (x′, x)
that T is the graph of a contraction T in H, ||T || ≤ 1, and domT = domT is a subspace in
H. Conversely, if T is a contraction in H defined on a subspace domT ⊆ H, then
S = {〈(I + T )h, (I − T )h〉 , h ∈ domT}
is an accretive l.r. in H. The transformation C can be rewritten in operator form as follows
C(S) = T = −I + 2(I + S)−1, S = (I − T )(I + T )−1 = −I + 2(I + T )−1.
The following properties are clear from the above formulas:
• S is the graph of an accretive operator if and only if ker(IH + T ) = {0},
• S is m-accretive if and only if domT = H ,
• S is nonnegative selfadjoint relation if and only if T is a selfadjoint contraction.
In the sequel we will denote by L(H1,H2) the set of all linear bounded operators acting from
H1 into H2 and by L(H) the Banach algebra L(H,H).
Recall that for a contraction T ∈ L(H1,H2) the nonnegative square rootDT = (I−T ∗T )1/2
is called the defect operator of T and DT (the so-called defect subspace) denotes the closure
of the range ranDT . For the defect operators one has the well-known commutation relation
TDT = DT ∗T . Since [
T DT ∗
] [
T DT ∗
]∗
= TT ∗ +D2T ∗ = I2,
one has ranT + ranDT ∗ = H2. In general this sum is not direct: one has
(2.2) ranT ∩ ranDT ∗ = ranTDT = ranDT ∗T,
as can be checked directly. It is also easily seen that
(2.3) T (kerDT ) = kerDT ∗ , T
∗(kerDT ∗) = kerDT .
Hence, kerDT = {0} if and only if kerDT ∗ = {0}.
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Definition 2.1. [5]. Let α ∈ (0, π/2) and let A be a linear operator in the Hilbert space H
defined on a subspace domA. If
(2.4) ||A sinα± i cosαIH || ≤ 1,
then in the case domA = H we say that A belongs to the class CH(α), and in the case
domA 6= H we say that A is CH(α)-suboperator.
The condition (2.4) is equivalent to
(2.5) 2|Im (Af, f)| ≤ tanα(||f ||2 − ||Af ||2), f ∈ domA.
Therefore, CH(α)-suboperator is a contraction. Due to (2.5) it is natural to consider Her-
mitian (selfadjoint) contractions in H as CH(0)-suboperators (operators of the class CH(0),
respectively). In view of (2.5) one can write
CH(0) =
⋂
α∈(0,pi/2)
CH(α).
Analogously, the convex hull C(α) = {z ∈ C : |z sinα± i cosα| < 1} in the complex plane is
denoted by C(α). If α = 0, then the above intersection equals C(0) = [−1, 1]. Notice that
the linear fractional transformation (2.1) establishes a one-to-one correspondence between
α-sectorial (m − α-sectorial) l.r. (as defined in [26, 39]) in H and CH(α)-suboperators
(operators of the class CH(α), respectively). In addition, T ∈ CH(α) if and only if the
operator (I−T ∗)(I+T ) is a sectorial operator with the vertex at the origin and the semiangle
α; see [6]. Denote
C˜H :=
⋃
α∈[0,pi/2)
CH(α).
Properties of operators of the class C˜H were studied in [5, 6]. In [5] it was proved that if
T ∈ C˜H , then
(1) ran (DTn) = ran (DT ∗n) = DTR for all natural numbers n, where TR = (T + T
∗)/2 is
the real part of T ,
(2) the subspace DT reduces the operator T , and, moreover, the operator T ↾ ker(DT ) is
a selfadjoint and unitary, and T ↾DT is a completely nonunitary contraction of the
class C00 [44], i.e., lim
n→∞
T nf = lim
n→∞
T ∗nf = 0 for all f ∈ DT .
Let T ∈ C˜H . Then, clearly, the operators IH ± T are m-sectorial (bounded) operators. It
follows that IH + T = (IH + TR)
1/2(I + iG)(IH + TR)
1/2, where TR = (T + T
∗)/2 is the real
part of T , G is a bounded selfadjoint operator in the subspace ran (IH + TR)
1/2, and I is the
identity operator in ran (IH + TR)
1/2. Let
M = −I + 2(IH + T )−1 = {{(IH + T )f, (IH − T )f} , f ∈ H} .
Then M is m-sectorial linear relation, domM = ran (IH + T ). The closed sectorial form
M[u, v] generated by M can be described now explicitly.
Proposition 2.2. The closed sectorial form associated with m-sectorial linear relation M is
given by
(2.6) M[u, v] = −(u, v) + 2 ((I + iG)−1(IH + TR)−1/2u, (IH + TR)−1/2v) ,
for all u, v ∈ D[M] = ran (IH + TR)1/2.
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Proof. Let g = (IH + T )f , g
′ = (IH − T )f . Then {g, g′} ∈M. With u = g one gets
(Mu, u) = (g′, g) = ((IH − T )f, (IH + T )f)
= −((IH + T )f, (IH + T )f) + 2(f, (IH + T )f)
= −||u||2 + 2((IH + T )−1u, u)
= −||u||2 + 2((IH + TR)−1/2(I + iG)−1(IH + TR)−1/2u, u)
= −||u||2 + 2((I + iG)−1(IH + TR)−1/2u, (IH + TR)−1/2u).
It follows that the righthand side of (2.6) coincides with M[u, v] for u, v ∈ domM.
Let H0 = ran (IH + T ). Then ran (IH + TR)
1/2 is dense in H0. Denote
τ [u, v] = −||u||2 + 2 ((I + iG)−1(IH + TR)−1/2u, (IH + TR)−1/2v) ,
with u, v ∈ ran (IH + TR)1/2. Clearly, the form τ is closed and sectorial (with a vertex at
the point −1 at least). Let u = (IH + TR)1/2h, h ∈ H0, and choose a sequence {hn} ⊂ H0
such that lim
n→∞
(IH + TR)
1/2hn = (I + iG)
−1h ∈ H0. Then ϕn = (IH + T )hn ∈ domM and
lim
n→∞
ϕn = (I + TR)
1/2h = u. Moreover,
τ [u− ϕn]
= −||u− ϕn||2 + 2
(
(I + iG)−1(IH + TR)−1/2(u− ϕn), (IH + TR)−1/2(u− ϕn)
)
= −||u− ϕn||2 + 2
(
(I + iG)−1h− (IH + TR)1/2hn, h− (I + iG)(IH + TR)1/2hn)
)
.
Hence lim
n→∞
τ [u− ϕn] = 0. This shows that the form τ is the closure of the form (M·, ·) and
this completes the proof. 
2.2. Passive discrete-time systems and their transfer functions. Let M,N, and H
be separable Hilbert spaces. A linear system τ =
{[
D C
B A
]
;M,N,H
}
with bounded linear
operators A, B, C, D of the form{
σk = Chk +Dξk,
hk+1 = Ahk +Bξk
k ∈ N0,
where {ξk} ⊂ M, {σk} ⊂ N, {hk} ⊂ H is called a discrete time-invariant system. The
Hilbert spaces M and N are called the input and the output spaces, respectively, and the
Hilbert space H is called the state space. Associated with τ is the block operator
U =
[
D C
B A
]
:
M
⊕
H
→
N
⊕
H
.
If U is contractive, then the corresponding discrete-time system is said to be passive [16]. If
U is unitary, then the system is called conservative. The transfer function
Θτ (λ) := D + zC(IH − zA)−1B, z ∈ D,
of a passive system τ belongs to the Schur class S(M,N) [16]. Recall that the Schur class
S(M,N) is the set of all holomorphic and contractive L(M,N)-valued functions on the unit
disk D = {z ∈ C : |z| < 1}.
Define the following subsets of the complex plane
Π+(α) := {z ∈ C : |z sinα + i cosα| < 1}, Π−(α) := {z ∈ C : |z sinα− i cosα| < 1},
Π(α) := Π+(α) ∪ Π−(α).
Then, in particular Π(0) = C \ ((−∞, 1] ∪ [1,+∞)) and C(α) = Π+(α) ∩ Π−(α).
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Theorem 2.3. [6]. Suppose that N = M and that the operator
U =
[
D C
B A
]
:
N
⊕
H
→
N
⊕
H
.
belongs to class CN⊕H(α) for some α ∈ [0, π/2). Then the function Θτ possesses the following
properties:
(1) Θτ is holomorphic in Π(α);
(2) there exist strong non-tangential limits Θτ (±1) and Θτ (±1) ∈ CN(α);
(3) the implications
z ∈ Π+(α) =⇒ ||Θτ(z) sinα + i cosα IN|| ≤ 1,
z ∈ Π−(α) =⇒ ||Θτ(z) sinα− i cosα IN|| ≤ 1
are valid. Therefore, z ∈ C(β) =⇒ Θτ (z) ∈ CN(β) for each β ∈ [α, π/2).
A particular case is self-adjoint passive system, i.e., the case when α = 0 ⇐⇒ the
operator U =
[
D C
B A
]
is a self-adjoint contraction in N⊕ H.
A more general class of passive systems is formed by passive quasi-selfadjoint systems
(pqs-systems for short). The passive system
τ =
{[
D C
B A
]
;N,N,H
}
is called a pqs-system if the operator U =
[
D C
B A
]
is a quasi-selfadjoint contraction (qsc-
operator for short), i.e., U is a contraction and ran (U − U∗) ⊂ N× {0}, cf. [11]. This last
condition alone is equivalent to A = A∗ and C = B∗; for contractivity of U see Theorem 2.4
below. If τ is a pqs-system, then the transfer function of τ takes the form
Θτ (z) = W (z) +D,
where the function W (z) belongs to the class N(N) of Herglotz-Nevanlinna functions and it
is defined on the domain Ext {(−∞,−1]∪[1,∞)}. The class Sqs(N) is the class of all transfer
functions of pqs-systems τ = {U ;N,N,H}. A complete description of the class Sqs(N) is
given in [13]. Denote by Ss(N) the subset of Herglotz-Nevanlinna functions from the class
of Sqs(N). Clearly,
Θ(z) ∈ Ss(N) ⇐⇒
{
Θ(z) ∈ Sqs(N),
Θ(0) = Θ∗(0)
.
The following equivalent statements for L(N)-valued Herglotz-Nevanlinna function Θ, holo-
morphic in C\{(−∞,−1] ∪ [1,∞)}, can be derived with the aid of the integral representation
of Θ; see also [33, Theorem 4.2]:
(1) Θ ∈ Ss(N);
(2) Θ(x) is selfadjoint contraction for each x ∈ (−1, 1);
(3) Θ is the transfer function of a passive selfadjoint discrete-time system
τ =
{[
D B
B∗ A
]
;N,N,H
}
.
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2.3. The Schur-Frobenius formula for the resolvent. Let
U =
[
D C
B A
]
:
M
⊕
H
→
M
⊕
H
.
be a bounded block operator. Then an applications of the Schur-Frobenius formula gives
the following formula for the resolvent RU(λ) = (U − λI)−1 of U :
(2.7) RU(λ) =
[ −V −1(λ) V −1(λ)CRA(λ)
RA(λ)BV
−1(λ) RA(λ) (IH −BV −1(λ)CRA(λ))
]
, λ ∈ ρ(U) ∩ ρ(A),
where
(2.8) V (λ) := λIM −D + CRA(λ)B, λ ∈ ρ(A).
Moreover, λ ∈ ρ(U) ∩ ρ(A) ⇐⇒ V −1(λ) ∈ L(M). In particular, (2.7) and (2.8) imply
(2.9) (PMRU(λ)↾M)
−1 = D − CRA(λ)B − λIM.
2.4. Kre˘ın shorted operators. For every bounded nonnegative operator S in the Hilbert
space H and every subspace K ⊂ H M.G. Kre˘ın [29] defined the operator SK by the relation
SK = max {Z ∈ L(H) : 0 ≤ Z ≤ S, ranZ ⊆ K} .
An equivalent description is
(2.10) (SKf, f) = inf
ϕ∈K⊥
{(S(f + ϕ), f + ϕ)} , f ∈ H,
where K⊥ := H⊖K. The properties of SK, have been studied by M.G. Kre˘ın and by other
authors (see [7] and references therein): in [2, 4] SK is called a shorted operator. The following
representation of SK was also established in [29]:
SK = S1/2PΩS1/2,
where PΩ is the orthogonal projection in H onto Ω = { f ∈ ranS : S1/2f ∈ K } = ranS ⊖
S1/2K⊥. Moreover, it was shown in [29] that
(2.11) ranS1/2K = ran (S1/2PΩ) = K ∩ ranS1/2.
Hence,
(2.12) SK = 0 ⇐⇒ ranS1/2 ∩ K = {0}.
As a bounded selfadjoint operator S admits the block operator representation
S =
[S11 S12
S∗12 S22
]
:
K
⊕
K⊥
→
K
⊕
K⊥
.
It is well known (see [25, 33, 42]) that the operator S is nonnegative if and only if
S22 ≥ 0, ranS∗12 ⊂ ranS1/222 , S11 ≥
(
S−1/222 S∗12
)∗ (
S−1/222 S∗12
)
and the operator SK can be expressed in the block operator form
(2.13) SK =
[
S11 −
(
S−1/222 S∗12
)∗ (
S−1/222 S∗12
)
0
0 0
]
,
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where S−1/222 is the Moore-Penrose pseudo-inverse of S22. If S−122 ∈ L(K⊥) then
SK =
[S11 − S12S−122 S∗12 0
0 0
]
and S11 − S12S−122 S∗12 is called a Schur complement of S. From (2.13) it follows that
SK = 0 ⇐⇒ ranS∗12 ⊂ ranS1/222 and S11 =
(
S−1/222 S∗12
)∗ (
S−1/222 S∗12
)
.
2.5. Selfadjoint and quasi-selfadjoint contractive extensions of a nondensely de-
fined Hermitian contraction. Let B be a closed nondensely defined Hermitian contrac-
tion in the Hilbert space H. Denote
H0 := domB, N := H⊖ H0.
A description of all selfadjoint contractive extensions (sc-extensions [33]) of B in H was given
by M.G. Kre˘ın [29]. In fact, he showed that all sc-extensions of B form an operator interval
[Bµ, BM ], where the extensions Bµ and BM can be characterized by
(2.14) (I +Bµ)N = 0, (I − BM)N = 0,
respectively. The operator B admits a unique sc-extension if and only if
sup
ϕ∈domB
|(Bϕ, h)|2
||ϕ||2 − ||Bϕ||2 =∞
for all h ∈ N \ {0}.
The operator interval [Bµ, BM ] can be described as follows (cf. [29, 33]):
(2.15) B̂ = (BM +Bµ)/2 + (BM − Bµ)1/2Y (BM −Bµ)1/2/2,
where Y = Y ∗ is a contraction in the subspace ran (BM − Bµ) ⊆ N. It follows from (2.14),
for instance, that for every sc-extension B̂ of B the following identities hold:
(2.16) (I − B̂)N = BM − B̂, (I + B̂)N = B̂ −Bµ,
cf. [29]. Hence, according to (2.11)
ran (I − B̂)1/2 ∩N = ran (BM − B̂)1/2,
ran (I + B̂)1/2 ∩N = ran (B̂ −Bµ)1/2.
Let PH0 and PN be the orthogonal projections in H onto H0 and N, respectively. Then the
operator B0 = PH0B is contractive and self-adjoint in the subspace H0. LetDB0 = (I−B20)1/2
be the defect operator determined by B0. The operator B21 = PNB is also contractive.
Moreover, it follows from B∗B ≤ I that B∗21B21 ≤ D2B0 . Therefore, the identity
K0DB0f = PNBf, f ∈ domB = H0,
defines a contractive operator K0 from DB0 := ran (DB0) into N, cf. [23, 24]. This gives the
following decomposition for the Hermitian contraction B
(2.17) B = B0 +K0DB0 =
[
B0
K0DB0
]
: H0 → H.
An extension B̂ of B in H is called quasi-selfadjoint if also B̂∗ is an extension of B and
B̂ is said to be a quasi-selfadjoint contractive extension of B (qsc-extension for short) if
dom B̂ = H, ||B̂|| ≤ 1, and ker(B̂ − B̂∗) ⊇ domB = H0; cf. [14, 15].
For a proof of the following result and some history behind the well-known formula therein;
see [8, Theorem 9.2.3], [12, Theorem 4.1], [25, Corollary 3.5].
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Theorem 2.4. Let B be a Hermitian contraction in H = H0 ⊕ N with domB = H0 and
decompose B as in (2.17). Then the formula
(2.18) B̂ =
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0XDK∗0
]
:
H0
⊕
N
→
H0
⊕
N
gives a one-to-one correspondence between all qsc-extensions B̂ of the Hermitian contrac-
tion B = B0 + K0DB0 and all contractions X in the subspace DK∗0 := ran (DK∗0 ) ⊆ N.
Furthermore, the following statements hold:
(i) B has a unique sc-extension if and only if K∗0 is an isometry (DK∗0 = {0});
(ii) if DK∗
0
6= {0}, then the following equivalences hold
kerDK∗
0
= {0} ⇐⇒ ker(BM − Bµ) = H0 ⇐⇒ SF ∩ SK = S;
(iii) if DK∗
0
6= {0}, then the following equivalences hold
ranDK∗
0
= N ⇐⇒ ran (BM − Bµ) = N ⇐⇒ SF +̂ SK = S∗.
Moreover, B̂ ∈ CH(α), α ∈ [0, π/2), if and only if X ∈ CDK∗
0
(α).
From (2.18) it follows that
(2.19) Bµ =
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 −D2K∗
0
]
, BM =
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +D2K∗
0
]
with X = −I↾DK∗
0
and X = I↾DK∗
0
, respectively. From (2.19) it is seen that
Bµ +BM
2
=
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0
]
,
BM − Bµ
2
=
[
0 0
0 D2K∗
0
]
.
Finally, we mention the following implications
(2.20)
X ∈ L(DK∗
0
), ||X sinα + i cosα|| ≤ 1 =⇒ ||B̂ sinα + i cosα|| ≤ 1,
X ∈ L(DK∗
0
), ||X sinα− i cosα|| ≤ 1 =⇒ ||B̂ sinα− i cosα|| ≤ 1,
where B̂ is given by (2.18).
Remark 2.5. Let X be a selfadjoint contraction in the Hilbert spaceH1⊕H2. From Theorem
2.4 one can derive the following two block representations for X:
X =
[
X11 DX11L
∗
LDX11 −LX11L∗ +DL∗Y DL∗
]
=
[−UX22U∗ +DU∗V DU∗ UDX22
DX22U
∗ X22
]
:
H1
⊕
H2
→
H1
⊕
H2
,
where L ∈ L(DX11 ,H2) and U ∈ L(DX22 ,H1) are contractions and Y ∈ L(DL∗) and V ∈
L(DU∗) are selfadjoint contractions. From (2.14), (2.16), and (2.19) we get
(I +X)H2 = DL∗(I + Y )DL∗PH2 , (I −X)H2 = DL∗(I − Y )DL∗PH2 ,
(I +X)H1 = DU∗(I + V )DU∗PH1 , (I −X)H1 = DU∗(I − V )DU∗PH1,
(I −X)H1 = (I +X)H1 = 0 ⇐⇒ UU∗ = IH1 =⇒ X =
[−UX11U∗ UDX22
DX22U
∗ X22
]
,
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(I − X)H2 = (I + X)H2 = 0 ⇐⇒ LL∗ = IH2 =⇒ X =
[
X11 DX11L
∗
LDX11 −LX11L∗
]
.
In addition, for the defect operators the following identities hold (cf. [12, Theorem 4.1]):∥∥∥∥DX (h1h2
)∥∥∥∥2 = ‖DL (DX11h1 −X11L∗h2)− L∗Y DL∗h2‖2 + ‖DYDL∗h2‖2
= ‖DU (DX22h2 −X22U∗h1)− U∗V DU∗h1‖2 + ‖DVDU∗h1‖2 .
2.6. Special pairs of selfadjoint contractive extensions and corresponding Q- func-
tions. The so-called Qµ and QM -functions of a Hermitian contraction B of the form
Qµ(ξ) =
(
IN + (BM −Bµ)1/2 (Bµ − ξIH)−1 (BM − Bµ)1/2
)
↾N,
QM(ξ) =
(−IN + (BM − Bµ)1/2 (BM − ξIH)−1 (BM −Bµ)1/2) ↾N, ξ ∈ C \ [−1, 1],
were introduced and studied in [33]. These functions belong to the Herglotz-Nevanlinna class
and they are connected to each other via
Qµ(ξ)QM(ξ) = −IN, ξ ∈ C \ [−1, 1].
They possess the following further properties:
s− lim
ξ→∞
Qµ(ξ) = I; lim
ξ↑−1
(Qµ(ξ)h, h) = +∞∀h ∈ N \ {0}; s− lim
ξ↓1
Qµ(ξ) = 0;
s− lim
ξ→∞
QM(ξ) = −IN; lim
ξ↓1
(QM(ξ)h, h) = −∞∀h ∈ N \ {0}; s− lim
ξ↑−1
QM(ξ) = 0.
The following resolvent formula has been established in [33].
Theorem 2.6. Let C = BM −Bµ. The formula
R˜ξ = (Bµ − ξI)−1 − (Bµ − ξI)−1C1/2K(ξ) (I + (Qµ(ξ)− I)K(ξ))−1C1/2(Bµ − ξI)−1
gives a bijective correspondence between the generalized resolvents R˜ξ = PH(B˜ − ξI)−1↾H of
sc-extensions B˜ of B with exit and the L(N)-valued operator functions K(ξ) holomorphic
on Ext [−1, 1] and possessing the following two further properties:
1) −K(ξ) is a Herglotz-Nevanlinna function,
2) K(ξ) is a nonnegative selfadjoint contraction for every ξ ∈ R \ [−1, 1].
Here canonical resolvents correspond to constant functions K(ξ) = K and vice versa.
A further study of functions of Kre˘ın-Ovcharenko type was initiated in [10]. Given an
arbitrary pair {B̂0, B̂1} of sc-extensions of B in H satisfying the condition B̂0 ≤ B̂1, define
a pair of Herglotz-Nevanlinna functions via
(2.21) Q̂0(ξ) =
[
(B̂1 − B̂0)1/2(B̂0 − ξI)−1(B̂1 − B̂0)1/2 + I
]
↾N,
(2.22) Q̂1(ξ) =
[
(B̂1 − B̂0)1/2(B̂1 − ξI)−1(B̂1 − B̂0)1/2 − I
]
↾N, ξ ∈ Ext [−1, 1].
It is easy to verify that Q̂0(ξ)Q̂1(ξ) = Q̂1(ξ)Q̂0(ξ) = −IN, ξ ∈ Ext [−1, 1]. Now proceed by
introducing the classes of Kre˘ın-Ovcharenko type Herglotz-Nevanlinna functions.
Definition 2.7. [10]. Let N be a Hilbert space. An L(N)-valued function Q̂(ξ) is said to be-
long to the subclass Sµ(N) (respectively, SM(N)) of Herglotz-Nevanlinna operator functions
if it is holomorphic on Ext [−1, 1] and, in addition, has the following properties:
1) s− lim
ξ→∞
Q̂(ξ) = I (respectively, s− lim
ξ→∞
Q̂(ξ) = −I);
2) lim
ξ↑−1
(Q̂(ξ)h, h) = +∞ for all h ∈ N \ {0} (respectively, s− lim
ξ↑−1
Q̂(ξ) = 0);
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3) s− lim
ξ↓1
Q̂(ξ) = 0 (respectively, lim
ξ↓1
(Q̂(ξ)h, h) = −∞ for all h ∈ N \ {0}).
The function Qµ belongs Sµ(N) while QM is of the class SM(N). It is stated in [33] that
if the function Q̂ belongs to Sµ(N) (respectively, Q̂ ∈ SM(N)), then it is a Qµ-function
(respectively, QM -function) of some nondensely defined Hermitian contraction B. However,
it is shown in [10] that this statements is true only when dimN <∞.
Theorem 2.8. [10]. Assume that Q̂ ∈ Sµ(N) (Q̂ ∈ SM(N)). Then there exist a Hilbert
space H containing N as a subspace, a Hermitian contraction B in H defined on domB =
H⊖N, and a pair {B̂0, B̂1} of sc-extensions of B, satisfying B̂0 ≤ B̂1, ker(B̂1−B̂0) = domB,
such that Q̂(ξ) admits the representation in the form (2.21) (in the form (2.22), respectively).
Moreover, the pair {B̂0, B̂1} possesses the following properties
(2.23) ran (B̂1 − B̂0)1/2 ∩ ran (B̂0 − Bµ)1/2 = ran (B̂1 − B̂0)1/2 ∩ ran (BM − B̂1)1/2 = {0},
If dimN <∞, then necessarily B̂0 = Bµ and B̂1 = BM .
In particular, in the case that dimN = ∞ [10] (see also [9]) contains a construction of
pairs {B̂0, B̂1} of sc-extensions which differ from {Bµ, BM} and satisfy the conditions in
(2.23): in other words, the corresponding Q-functions given by (2.21) and (2.22) belong to
Sµ(N) and SM(N), respectively, but they do not coincide with the Qµ- and QM -functions
of B.
To finish this section the following simple observation is mentioned: if V is an isometry
in N and B̂0 ≤ B̂1 are sc-extensions, then the operator-valued functions
Q̂0(ξ) :=
(
IN + V (B̂1 − B̂0)1/2
(
B̂0 − ξIH
)−1
(B̂1 − B̂0)1/2V ∗
)
↾N,
Q̂1(ξ) :=
(
−IN + V (B̂1 − B̂0)1/2
(
B̂1 − ξIH
)−1
(B̂1 − B̂0)1/2V ∗
)
↾N, ξ ∈ Ext [−1, 1]
belong to the Herglotz-Nevanlinna class and Q̂−11 (ξ) = −Q̂0(ξ), ξ ∈ Ext [−1, 1].
Remark 2.9. If F and G are bounded nonnegative selfadjoint operators, then the parallel
sum F : G can be defined [3], [24]. The conditions F : G = 0 and ranF 1/2 ∩ ranG1/2 = {0}
are equivalent.
3. Selfadjoint contractive extensions of nondensely defined Hermitian
contractions with exit
Let B be a nondensely defined Hermitian contraction in the Hilbert space H and let H
be an auxiliary Hilbert space. If B is given by (2.17), then all qsc-extensions of B in the
extended Hilbert space H⊕H can be described as follows. Let
Ĥ = N⊕H,
let jĤ be the canonical embedding operator N→ Ĥ, and define K̂0 = jĤK0. Then
DK̂∗
0
= (IĤ − K̂0K̂∗0)1/2 =
[
DK∗
0
0
0 IH
]
:
N
⊕
H
→
N
⊕
H
.
Clearly, DK̂∗
0
= DK∗
0
⊕H ⊂ Ĥ. In what follows we identify B with its image in H0 ⊕ Ĥ. By
Theorem 2.4 a qsc-extension B˜ of B in H ⊕H with respect to the decomposition H ⊕H =
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H0 ⊕ Ĥ takes the block form
B˜ = B˜X =
[
B0 DB0K̂
∗
0
K̂0DB0 −K̂0B0K̂∗0 +DK̂∗
0
XDK̂∗
0
]
:
H0
⊕
Ĥ
→
H0
⊕
Ĥ
,
where X : DK̂∗
0
→ DK̂∗
0
is a contraction. Let
(3.1) X =
[
X11 X12
X21 X22
]
:
DK∗
0⊕
H
→
DK∗
0⊕
H
be the block representation of the operator X . Then
(3.2) B˜ =
 B0 DB0K∗0 0K0DB0 −K0B0K∗0 +DK∗0X11DK∗0 DK∗0X12
0 X21DK∗
0
X22
 :
H0
⊕
N
⊕
H
→
H0
⊕
N
⊕
H
.
Let K be a Hilbert space. Associate with any selfadjoint contraction
X =
[
X11 X12
X∗12 X22
]
:
K
⊕
H
→
K
⊕
H
two further selfadjoint contractions in K via
(3.3) Ẑ0 := ((I +X)K − I) ↾K = X11 −
(
(I +X22)
(−1/2)X∗12
)∗
(I +X22)
(−1/2)X∗12,
Ẑ1 := (I − (I −X)K) ↾K = X11 +
(
(I −X22)(−1/2)X∗12
)∗
(I −X22)(−1/2)X∗12.
By Remark 2.5 selfadjoint contractions X in K ⊕H are of the form
(3.4) X =
[−UX22U∗ +DU∗V DU∗ UDX22
DX22U
∗ X22
]
:
K
⊕
H
→
K
⊕
H
,
where X22 ∈ L(H), U ∈ L(DX22 ,K), V ∈ L(DU∗) are contractions, and X22 and V are
selfadjoint. Then from (3.3) and (3.4) one obtains
Ẑ0 = DU∗V DU∗ − UU∗, Ẑ1 = DU∗V DU∗ + UU∗.
Hence,
(3.5) UU∗ =
1
2
(Ẑ1 − Ẑ0), DU∗V DU∗ = 1
2
(Ẑ1 + Ẑ0).
Then clearly Ẑ0 ≤ Ẑ1 and, moreover,
(3.6) ker(Ẑ1 − Ẑ0) = {0} ⇐⇒ kerX∗12 = {0}.
With K = DK∗
0
as above, Ẑ0 and Ẑ1 determine two sc-extensions B̂0 and B̂1 of B in H:
(3.7) B̂0 :=
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0 Ẑ0DK∗0
]
= Bµ +DK∗
0
(I + Ẑ0)DK∗
0
,
(3.8) B̂1 :=
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0 Ẑ1DK∗0
]
= BM −DK∗
0
(I − Ẑ1)DK∗
0
,
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From definitions and Remark 2.5 we get
(I + B̂0)N = DK∗
0
PN(I +X)DK∗
0
DK∗
0
PN, (I − B̂1)N = DK∗
0
PN(I −X)DK∗
0
DK∗
0
PN.
Proposition 3.1. Let Ẑ0 and Ẑ1 be two selfadjoint contractions in a Hilbert space K, such
that Ẑ0 ≤ Ẑ1. If the Hilbert space H satisfies dimH ≥ dim ran (Ẑ1 − Ẑ0), then all self-
adjoint contractions X in K ⊕ H possessing the properties ((I +X)K − I) ↾K = Ẑ0 and
(I − (I −X)K) ↾K = Ẑ1 are given by the formula
X =
 Ẑ1+Ẑ02 −
(
Ẑ1−Ẑ0
2
)1/2
V∗X22V
(
Ẑ1−Ẑ0
2
)1/2 (
Ẑ1−Ẑ0
2
)1/2
V∗DX22
DX22V
(
Ẑ1−Ẑ0
2
)1/2
X22
 : K⊕
H
→
K
⊕
H
where X22 is an arbitrary selfadjoint contraction in H and V is an arbitrary isometry from
ran (Ẑ1 − Ẑ0) into DX22. In particular, if Ẑ0 = −IK and Ẑ1 = IK, then
X =
[−V∗X22V V∗DX22
DX22V X22
]
:
K
⊕
H
→
K
⊕
H
,
where V is an arbitrary isometry from K into DX22 .
Proof. Conclusions in the proposition follow from relations (3.3), (3.4), and (3.5). 
The next result clarifies the definitions of B̂0 and B̂1 in (3.7), (3.8) by establishing an exit
space version for the identities in (2.16).
Theorem 3.2. Assume that DK∗
0
= N, let X = (Xij)
2
i,j=1 be a selfadjoint contraction in
N⊕H as in (3.1), and let
B˜X =
[
B0 DB0K̂
∗
0
K̂0DB0 −K̂0B0K̂∗0 +DK̂∗
0
XDK̂∗
0
]
:
H
⊕
H
→
H
⊕
H
.
Then B̂0 and B̂1 defined in (3.7) and (3.8) satisfy the relations
(3.9) B̂0 = Bµ +
(
I + B˜X
)
N
↾H, B̂1 = BM −
(
I − B˜X
)
N
↾H.
Proof. Let B˜µ := BµPH ⊕ (−PH), B˜M := BMPH ⊕ PH. Then it follows from (2.19) that
B˜X = B˜µ +DK̂∗
0
(I +X)DK̂∗
0
= B˜M −DK̂∗
0
(I −X)DK̂∗
0
.
Moreover, using (2.10) and (2.14) it is seen that for all f ∈ H⊕H((
I + B˜X
)
N
f, f
)
= inf
f0 ∈ H0
h ∈ H
((
I + B˜X
)
(f + f0 + h), f + f0 + h
)
= inf
f0∈H0
((I +Bµ) (f + f0), f + f0) + inf
h∈H
(
(I +X)DK̂∗
0
(f + h), DK̂∗
0
(f + h)
)
= inf
h∈H
(
(I +X)DK̂∗
0
(f + h), DK̂∗
0
(f + h)
)
=
(
(I +X)
N
DK∗
0
PNf,DK∗
0
PNf
)
.
In view of (3.3) (I +X)N = I + Ẑ0 which combined with the identity (3.7) leads to
DK∗
0
(I + Ẑ0)DK∗
0
= B̂0 − Bµ.
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This proves the first identity in (3.9). The second identity in (3.9) is proved similarly. 
It is also useful to describe shortenings of I ± B˜X to the exit space H.
Theorem 3.3. Let X = (Xij)
2
i,j=1 be a selfadjoint contraction in DK∗0 ⊕H as in (3.1) and
let
B˜X =
[
B0 DB0K̂
∗
0
K̂0DB0 −K̂0B0K̂∗0 +DK̂∗
0
XDK̂∗
0
]
:
H0
⊕
Ĥ
→
H0
⊕
Ĥ
.
Then
(3.10) (I ± B˜X)H↾H = (I ±X)H↾H.
Proof. Rewrite B˜X as in (3.2):
B˜X =
 B0 DB0K∗0 0K0DB0 −K0B0K∗0 +DK∗0X11DK∗0 DK∗0X12
0 X∗12DK∗0 X22
 :
H0
⊕
N
⊕
H
→
H0
⊕
N
⊕
H
.
Let X be the Hermitian contraction determined by the first column of X ,
X =
[
X11
X∗12
]
: DK∗
0
→
DK∗
0⊕
H
.
Then one can consider X as an sc-extension of X . Analogously, define the Hermitian con-
traction BX by
BX =
 B0 DB0K∗0K0DB0 −K0B0K∗0 +DK∗0X11DK∗0
0 X∗12DK∗0
 : H0⊕
N
→
H0
⊕
N
⊕
H
.
Now we consider sc-extensions of X in the Hilbert space Ĥ = DK∗
0
⊕ H and sc-extensions
of BX in the Hilbert space H⊕H = H0 ⊕N⊕H. It is evident that
B˜X ⊃ BX ⇐⇒ X ⊃ X .
All sc-extensions of X form the operator interval [(X )µ, (X )M ]. On the other hand, the form
of B˜X shows that
X1 ≤ X2 ⇐⇒ B˜X1 ≤ B˜X2 .
Hence,
X ∈ [(X )µ, (X )M ] ⇒ B˜X ∈ [B˜(X )µ , B˜(X )M ].
On the other hand, every sc-extension B˜ of B in H⊕H is of the form B˜X , where X is a
selfadjoint contraction in DK∗
0
⊕H; see (3.1), (3.2). It follows that if B˜ is an sc-extension of
BX , then B˜ is also an sc-extension of B (⊂ BX ), i.e., B˜ = B˜X , where X is the sc-extension
of X . Hence,
B˜X ∈ [(BX )µ, (BX )M ] ⇒ X ∈ [(X )µ, (X )M ].
One concludes that
(3.11) (BX )µ = B˜(X )µ , (BX )M = B˜(X )M .
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Since for all X1, X2 ∈ [(X )µ, (X )M ] one has(
B˜X1 − B˜X2
)
↾H = (X1 −X2) ↾H,
the equalities (2.16) applied to I ± B˜X and (I ±X) yield (3.10) in view of (3.11). 
Corollary 3.4. The following statements are equivalent:
(i) (I + B˜X)H = 0 and (I − B˜X)H = 0;
(ii) (I +X)H = 0 and (I −X)H = 0;
(iii) B˜X is a unique sc-extension of Hermitian contraction BX ;
(iv) X is a unique sc-extension of Hermitian contraction X .
Theorem 3.3 and Corollary 3.4 have important implications on the contractions Ẑ0, Ẑ1,
therefore, also on the sc-extensions B̂0, B̂1 of B in the original Hilbert space H.
Theorem 3.5. Let
X =
[
X11 X12
X∗12 X22
]
:
K
⊕
H
→ K⊕
H
be a selfadjoint contraction. Suppose that
(3.12) (I −X)H = (I +X)H = 0,
and
(3.13) ||X22|| < 1.
Let the selfadjoint contractions Ẑ0 and Ẑ1 in K be defined by (3.3). Then
(3.14)
ran (Ẑ1 − Ẑ0)1/2 ∩ ran (I + Ẑ0)1/2 = {0},
ran (Ẑ1 − Ẑ0)1/2 ∩ ran (I − Ẑ1)1/2 = {0}.
Proof. By (3.3) we have
IK + Ẑ0 = (I +X)K↾K, IK − Ẑ1 = (I −X)K↾K.
Due to the assumption (3.12), the operator X takes the form
X =
[
X11 DX11L
∗
LDX11 −LX11L∗
]
:
K
⊕
H
→
K
⊕
H
,
where LL∗ = IH; see Remark 2.5. On the other hand, X12 = DX11L
∗ = UDX22 for a
contraction U ∈ L(DX22 ,K). From the assumption (3.13) it follows that DX22 has a bounded
inverse. Hence U = DX11L
∗D−1X22 and
ranU = DX11ranL
∗.
Furthermore, since Ẑ1 − Ẑ0 = 2UU∗, see (3.5), one obtains
ran (Ẑ1 − Ẑ0)1/2 = ranU = DX11ranL∗.
On the other hand, from the formula for X above it is clear that
I ±X =
[
(I ±X11)1/2
L(I ∓X11)1/2
] [
(I ±X11)1/2
L(I ∓X11)1/2
]∗
.
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This gives a description of ran (I ±X)1/2 and now an application of (2.11) leads to
ran (I + Ẑ0)
1/2 = (I +X11)
1/2(I −X11)−1/2 kerL,
ran (I − Ẑ1)1/2 = (I −X11)1/2(I +X11)−1/2 kerL.
Since ranL∗ ⊥ kerL, one concludes that
(I −X11)1/2ranL∗ ∩ (I −X11)−1/2 kerL = {0},
(I +X11)
1/2ranL∗ ∩ (I +X11)−1/2 kerL = {0}.
This implies the equalities (3.14). 
Observe that if B is a Hermitian contraction in H, if Ẑ0 and Ẑ1 are selfadjoint contractions
in N(= H⊖ domB) satisfying (3.14), and if the sc-extensions B̂0 and B̂1 of B are given by
B̂j =
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0 ẐjDK∗0
]
, j = 0, 1,
then the pair {B̂0, B̂1} possesses the properties in (2.23). IfDK∗
0
= N and ker(Ẑ1−Ẑ0) = {0},
then ker(B̂1 − B̂0) = domB. We also note that if
X =
[
0 V∗
V 0
]
:
K
⊕
H
→
K
⊕
H
,
where V is an isometry from K into H, then (I ±X)K = 0 and Ẑ0 = −IK, Ẑ1 = IK. On the
other hand, (I ± X)H = I − VV∗ and hence (I ± X)H = 0 if and only if V is unitary, i.e.,
ranV = H. Therefore, it is possible that (3.13) and (3.14) are satisfied, while (3.12) fails to
hold.
The next result completes the role of exit space extensions in the study of pairs {B̂0, B̂1}
of sc-extensions of B in the original Hilbert space H whose Q-functions belong to the classes
Sµ(N) and SM(N); see Definition 2.7 and Theorem 2.8.
Theorem 3.6. 1) Let dimK = dimH =∞. Then there exists a selfadjoint contractive block
operator
X =
[
X11 X12
X∗12 X22
]
:
K
⊕
H
→ K⊕
H
satisfying the conditions (3.12), (3.13), and the additional conditions
(3.15) kerX∗12 = {0},
Ẑ0 6= −IK, Ẑ1 6= IK, ker(Ẑ1 − Ẑ0) = {0},
where Ẑ0 and Ẑ1 are as in (3.3), i.e., Ẑ0 = ((I +X)K − I) ↾K, Ẑ1 = (I − (I −X)K) ↾K.
2) Let dimK =∞ and suppose that Ẑ0 and Ẑ1, Ẑ0 ≤ Ẑ1, are two selfadjoint contractions
in K which satisfy the conditions (3.14) and the condition
(3.16) ker(Ẑ1 − Ẑ0) = {0}.
Then there exists a selfadjoint contractive block operator X in the Hilbert space K ⊕ H,
dimH = dimK, such that
(I ±X)H = 0, ||X22|| < 1,
and Ẑ0 = ((I +X)K − I) ↾K, Ẑ1 = (I − (I −X)K) ↾K.
16 YURY ARLINSKI˘I AND SEPPO HASSI
Proof. 1) We give a construction of a required X in two steps.
Step 1. In K choose an infinite dimensional subspace Ω0 with an infinite dimensional
orthogonal complement M0 = K ⊖ Ω0. In this step we construct a special selfadjoint con-
traction X11 in K = Ω0 ⊕M0.
Let A be a selfadjoint operator in Ω0 such that ||A|| < 1. Then choose a contraction
M ∈ L(Ω0,M0) such that kerDM∗ = {0} and ranDM∗ 6= M0, i.e., ||Mf || < ||f || (⇔
kerDM = {0}) for all f ∈ Ω0 \ {0}, while ||M|| = 1; cf. (2.3). Moreover, let L0 be a
subspace in M0 such that
(3.17) L0 ∩ ranDM∗ = {0} and L⊥0 ∩ ranDM∗ = {0};
cf. [41]. Next define the selfadjoint and unitary operator J0 in M0 by
(3.18) J0 = 2PL0 − IM0.
Due to (3.17) J0 satisfies
(3.19) J0ranDM∗ ∩ ranDM∗ = {0}.
Now, introduce
X11 =
[ A DAM∗
MDA −MAM∗ +DM∗J0DM∗
]
:
Ω0
⊕
M0
→
Ω0
⊕
M0
.
We claim that X11 satisfies the equalities
(3.20) kerDX11 = {0}
and
(3.21) ranDX11 ∩M0 = {0}.
Since J0 in (3.18) is unitary, DJ0 = 0 and hence Remark 2.5 shows that for all ~a =
[
h
g
]
(3.22) ‖DX11~a‖2 = ‖DM (DAh−AM∗g)−M∗J0DM∗g‖2 .
Hence, if ‖DX11~a‖2 = 0 then it follows from (2.2) that there exists x ∈ M0 such that
DAh − AM∗g = M∗x and J0DM∗g − DM∗x ∈ kerM∗ ⊂ ranDM∗ . Now (3.19) gives
J0DM∗g = 0 and, hence, g = 0 and h = 0, since also kerDA = 0. So (3.20) holds true.
On the other hand, by applying (2.10) to (3.22) it is seen that
(
D2X11
)
M0
= 0, and hence
(3.21) is obtained from (2.12). Furthermore, an application of Remark 2.5 shows that when
L0 6= {0} 6= L⊥0 then, equivalently,
(3.23) (I +X11)M0 6= 0, (I −X11)M0 6= 0.
Step 2. Let H be an infinite-dimensional Hilbert space, let L∗ be an isometry from H into
K such that ranL∗ = Ω0, and define
X =
[
X11 DX11L
∗
LDX11 −LX11L∗
]
:
K
⊕
H
→
K
⊕
H
.
It follows from ranL∗ = Ω0 that X22 = −LPΩ0AL∗ and thus ||X22|| < 1 by the choice of A.
Since kerL = M0, the equalities (3.20), (3.21) yield kerLDX11 = {0}. Therefore,
(I ±X)H = 0, ||X22|| < 1, kerX∗12 = {0}, kerX12 = {0},
where the first equality holds by Remark 2.5. By applying Theorem 3.5 one concludes
that Ẑ0 and Ẑ1 have properties (3.14). Moreover, from (3.23) it follows that Ẑ0 6= −IK,
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Ẑ1 6= IK. Thus, relations in (3.12), (3.13), (3.15) are valid for X . Finally, the condition
ker(Ẑ1 − Ẑ0) = {0} is obtained from (3.15) and (3.6).
2) Define X by
X =
 Ẑ1+Ẑ02
(
Ẑ1−Ẑ0
2
)1/2
V∗
V
(
Ẑ1−Ẑ0
2
)1/2
0
 : K⊕
H
→
K
⊕
H
,
where V : H → K is unitary. Clearly, X is a selfadjoint contraction in H⊕K; cf. Theorem
2.4, Proposition 3.1. Next observe that
I +X =
[
(I + Z˜0)
1/2
(
Ẑ1−Ẑ0
2
)1/2
V∗
0 I
][
(I + Z˜0)
1/2
(
Ẑ1−Ẑ0
2
)1/2
V∗
0 I
]∗
and
I −X =
[
(I − Z˜0)1/2 −
(
Ẑ1−Ẑ0
2
)1/2
V∗
0 I
][
(I − Z˜0)1/2 −
(
Ẑ1−Ẑ0
2
)1/2
V∗
0 I
]∗
.
These two formulas give descriptions for ran (I+X)1/2 and ran (I−X)1/2, respectively. Now
using the assumptions (3.14) and (3.16) one concludes that
ran (I ±X)1/2 ∩ ({0} ⊕ H) = {0}.
According to (2.11) this means that (I ±X)H = 0.
Finally, the equalities Ẑ0 = ((I +X)K − I) ↾K and Ẑ1 = (I − (I −X)K) ↾K are clear
from Proposition 3.1. 
In particular, Theorem 3.6 contains an improvement of Theorem 2.8: given any Hermitian
contraction B in H with dimN = dim (H ⊖ domB) = ∞ it enables to construct pairs
{B̂0, B̂1} of sc-extensions of B in H, which differ from the pair {B̂µ, B̂M} and satisfy the
conditions (2.23), directly from one exit space extension B˜X of B via the formulas (3.2)–
(3.8). Furthermore, all the key properties of {B̂0, B̂1} are expressed in simple terms and the
choice of appropriate parameters X is specified explicitly.
4. Compressed resolvents
Let B be Hermitian contraction in H and let B˜ be a qsc-extension of B in the Hilbert space
H ⊕ H. Recall that then B˜ = B˜X can be rewritten in the form (3.2) for some contractive
block operator X of the form (3.1). To formulate the next result it is useful to associate
with X the operator function
(4.1) ΦX(z) = X11 + zX12(I − zX22)−1X21, |z| < 1.
If, in addition, X22 is selfadjoint, then ΦX(z) admits a holomorphic continuation to all points
z ∈ C \ {(−∞,−1] ∪ [1,+∞)}. Observe, that ΦX(z) can be also interpreted as the transfer
function of the passive system
σ =
{[
X11 X12
X21 X22
]
;DK∗
0
,DK∗
0
,H
}
,
see Section 2.2. In particular, ΦX(z) is contractive on the unit disk D.
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Theorem 4.1. Let B be Hermitian contraction in H, let B˜ = B˜X be a qsc-extension of B
in H ⊕ H rewritten in the form (3.2) with X given by (3.1), and let ΦX(z) be as in (4.1).
Then
(4.2) PH(zB˜ − I)−1↾H =
(
zB̂X(z)− IH
)−1
, |z| < 1,
where
(4.3)
B̂X(z) =
1
2
(Bµ +BM) +
1
2
(BM − Bµ)1/2ΦX(z)(BM − Bµ)1/2
=
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0ΦX(z)DK∗0
]
.
With z fixed, the operator B̂X(z) is a qsc-extension of B in the Hilbert space H.
Furthermore, if B˜ ∈ CH⊕H(α), then ΦX(z) and B̂X(z) can be defined for z ∈ Π(α) and
(1) the implications{
z ∈ Π+(β), z 6= ±1,
β ∈ [α, π/2) =⇒ ||B̂X(z) sin β + i cos β|| ≤ 1,{
z ∈ Π−(β), z 6= ±1,
β ∈ [α, π/2) =⇒ ||B̂X(z) sin β − i cos β|| ≤ 1,
are valid, therefore
z ∈ C(β) =⇒ BX(z) ∈ CH(β);
(2) there exist strong limits
ΦX(±1) ∈ CDK∗
0
(α), B̂X(±1) ∈ CH(α).
In particular, for α = 0 the operator functions ΦX(z) and B̂X(z) are defined for z ∈
C \ {(−∞,−1] ∪ [1,+∞)} and ΦX(±1) are selfadjoint contractions given by
(4.4) ΦX(−1) = Ẑ0, ΦX(1) = Ẑ1,
where Ẑ0 and Ẑ1 are as in (3.3), and the sc-extensions B̂X(−1) and B̂X(+1) of B in H
coincide with B̂0 and B̂1 in (3.7) and (3.8), respectively.
Proof. Since ||Φ(z)|| ≤ 1, the operator B̂X(z) in (4.3) is a qsc-extension of B for each z,
|z| < 1; see Theorem 2.4. Using (2.9) and (3.2) we get for |λ| > 1(
PH(B˜ − λ)−1↾H
)−1
=
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0X11DK∗0
]
− λIH
−
[
0
DK∗
0
X12
]
(X22 − λ)−1
[
0 X21DK∗
0
]
=
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0 (X11 −X12(X22 − λ)−1X21)DK∗0
]
− λIH.
Consequently, with |z| < 1 this leads to(
PH(zB˜ − I)−1↾H
)−1
= z
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0ΦX(z)DK∗0
]
− IH
= zB̂X(z)− I
and this proves (4.2).
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Suppose that B˜ ∈ CH⊕H(α). Then X ∈ CDK∗
0
⊕H(α) by Theorem 2.4 and this implies that
X ∈ CDK∗
0
⊕H(β) for β ∈ [α, π/2). Theorem 2.3 combined with (2.20) shows that z ∈ Π+(β),z 6= ±1,
β ∈ [α, π/2)
=⇒ ||ΦX(z) sin β + i cos β|| ≤ 1 =⇒ ||B̂X(z) sin β + i cos β|| ≤ 1,
 z ∈ Π−(β),z 6= ±1,
β ∈ [α, π/2)
=⇒ ||ΦX(z) sin β − i cos β|| ≤ 1 =⇒ ||B̂X(z) sin β − i cos β|| ≤ 1.
Moreover, according to Theorem 2.3 the strong limit values ΦX(±1) exist and in view of
(4.3) B̂X(±1) exist, too, and they satisfy the inclusions in (2). For α = 0 the equalities in
(4.4) can be obtained directly from the formulas in (3.3) and (4.1). Finally, by comparing
(3.7), (3.8) and (4.3) one concludes that B̂X(−1) = B̂0 and B̂X(+1) = B̂1. 
Let X and B˜X be given by (3.1) and (3.2). Define the operator C˜ in H = H0 ⊕N by
(4.5) C˜ =
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0X11DK∗0
]
:
H0
⊕
N
→
H0
⊕
N
,
and let M˜ : H → H and its adjoint M˜∗ : H→H be given by
M˜ =
[
0
DK∗
0
X12
]
: H →
H0
⊕
N
, M˜∗ =
[
0 X∗12DK∗0
]
:
H0
⊕
N
→H.
Let the operator B˜ = B˜X be given by (3.2). We rewrite it in the form
B˜X =
[
C˜ M˜
M˜∗ X22
]
:
H
⊕
H
→
H
⊕
H
.
Consider a passive pqs-system TX =
{
B˜X ;H,H,H
}
with the state space H and the input-
output space H; see Subsection 2.2. The transfer function of TX is given by
C˜ + zM˜(I − zX22)−1M˜∗
=
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0X11DK∗0
]
+ z
[
0
DK∗
0
X12
]
(I − zX22)−1
[
0 X∗12DK∗0
]
=
[
B0 DB0K
∗
0
K0DB0 −K0B0K∗0 +DK∗0ΦX(z)DK∗0
]
.
Comparing this with (4.3) it is seen that the transfer function of TX is in fact B̂X(z).
Now consider the passive selfadjoint discrete-time system ΣX =
{
B˜X ;H,H,H
}
with the
state space H and the input-output space H. The transfer function Θ of the system ΣX is
given by
(4.6) Θ(z) = X22 + zM˜
∗(IH − zC˜)−1M˜ = X22 + zX∗12DK∗0PN(IH − zC˜)−1DK∗0X12.
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The function QC˜(λ) = PN(C˜ − λIH)−1↾N, λ ∈ ρ(C˜) is called the Q-function [11] of C˜.
Hence,
Θ(z) = X22 −X∗12DK∗0QC˜(1/z)DK∗0X12, 1/z ∈ ρ(C˜).
The transfer function Θ possesses the following properties (see Subsection 2.2):
(1) Θ belongs to Herglotz-Nevanlinna class for z ∈ C \ ((−∞,−1] ∪ [1,+∞)),
(2) Θ is a contraction for z ∈ D = {z ∈ C : |z| < 1},
(3) Θ has strong limit values Θ(±1),
(4) if β ∈ [0, π/2), then
(4.7)
{ |z sin β + i cos β| ≤ 1
z 6= ±1 =⇒ ‖Θ(z) sin β + i cos β IH‖H ≤ 1,{ |z sin β − i cos β| ≤ 1
z 6= ±1 =⇒ ‖Θ(z) sin β − i cos β IH‖H ≤ 1.
Furthermore, it follows from Theorem 3.3 and the formula (4.6) that
Θ(−1) = (I + B˜X)H↾H− IH = (I +X)H↾H− IH,
Θ(1) = IH − (I − B˜X)H↾H = IH − (I −X)H↾H.
Using the Schur-Frobenius formula (2.7) one gets the following analog of Theorem 4.1.
Corollary 4.2. The relation
PH(zB˜X − I)−1↾H = (zΘ(z) − I)−1, z ∈ C \ {(−∞,−1] ∪ [1,+∞)}
is valid.
In the next theorem we show that a simple Hermitian contraction B and its sc-extension
B˜ can be recovered up to the unitary equivalence by means of B̂(z) or Θ(z).
Theorem 4.3. 1) Let H be a Hilbert space and let the Herglotz-Nevanlinna function B̂(z) be
from the class Ss(H). Then there exist a Hermitian contraction B in H and its sc-extension
B˜ in the Hilbert space H⊕H such that
PH(zB˜ − I)−1↾H = (zB̂(z)− I)−1.
2) Let H be a Hilbert space and let the Herglotz-Nevanlinna function Θ(z) be from the class
Ss(H). Then there exist a Hilbert space H, a simple Hermitian contraction B in H and its
sc-extension B˜ in the Hilbert space H⊕H such that
PH(zB˜ − I)−1↾H = (zΘ(z)− I)−1.
Proof. 1) It is well known that the function B̂(z) can be realized as the transfer function of
a minimal passive selfadjoint system
T =
{[
C˜ M˜
M˜∗ Y
]
, H,H,H
}
with input-output space H and the state space H. Here the operator
B˜ =
[
C˜ M˜
M˜∗ Y
]
:
H
⊕
H
→
H
⊕
H
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is a selfadjoint contraction, span
{
Y nM˜∗H : n ∈ N0
}
= H, and
B̂(z) = C˜ + zM˜ (I − zY )−1M˜∗.
The minimal system T is determined by B̂(z) uniquely up to unitary equivalence (see [13]).
For the derivative B̂′(0) one has B̂′(0) = M˜M˜∗. Now introduce
H0 := ker B̂
′(0) = ker M˜∗, B := C˜↾H0.
Then B is a Hermitian contraction, C˜ is an sc-extension of B in H, and B˜ is an sc-extension
of B in H⊕H. Notice, that B is nondensely defined precisely when
H0 6= H ⇐⇒ M˜ 6= 0 ⇐⇒ H 6= {0}.
Therefore, one can write (cf. (2.15))
C˜ =
1
2
(BM +Bµ) +
1
2
(BM − Bµ)1/2X11(BM −Bµ)1/2
and
B˜ =
[
BM +Bµ
2
0
0 0
]
+
1
2
[
(BM − Bµ)1/2 0
0
√
2I
] [
X11 X12
X∗12 Y
] [
(BM − Bµ)1/2 0
0
√
2I
]
,
where X11 is selfadjoint contraction in ran (BM − Bµ) and
[
X11 X12
X∗12 Y
]
is a selfadjoint con-
traction in ran (BM − Bµ)⊕H. Thus
B˜ =
[
1
2
(BM +Bµ) +
1
2
(BM − Bµ)1/2X11(BM − Bµ)1/2 1√2(BM −Bµ)1/2X12
1√
2
X∗12(BM − Bµ)1/2 Y
]
Hence M˜ = 1√
2
(BM − Bµ)1/2X12, M˜∗ = 1√2X∗12(BM −Bµ)1/2, and
B̂(z) = C˜ +
1
2
(BM − Bµ)1/2zX12(I − zY )−1X∗12(BM − Bµ)1/2
=
1
2
(BM +Bµ) +
1
2
(BM − Bµ)1/2
(
X11 + zX12(I − zY )−1X∗12
)
(BM − Bµ)1/2.
Therefore, B̂(z) is of the form (4.3). Applying Theorem 4.1 and the formula (4.2) one gets
the first statement of the theorem.
2) The function Θ can be realized as the transfer function of the minimal passive selfadjoint
system
Σ =
{[
C˜ M˜
M˜∗ Y
]
, H,H,H
}
with input-output space H and the state space H. Again the operator
B˜ =
[
C˜ M˜
M˜∗ Y
]
:
H
⊕
H
→
H
⊕
H
is a selfadjoint contraction,
(4.8) span
{
C˜nM˜H, n ∈ N0
}
= H,
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and
Θ(z) = Y + zM˜∗(IH − zC˜)−1M˜, z ∈ C \ {(−∞,−1] ∪ [1,+∞)} .
The minimal system Σ is determined by Θ uniquely up to unitary equivalence; see [13].
Define
N := ran M˜, H0 := H⊖N = ker M˜∗, B := C˜↾H0.
Then B is a Hermitian contraction, domB = H0, and B˜ is an sc-extension of B. Moreover,
(4.8) means that the operator B is simple, i.e., it has no reducing subspace on which B is
selfadjoint. To complete the proof it remains to apply Corollary 4.2. 
The last part of this section is devoted to the study of the following linear fractional
transformation of the transfer function Θ(z) of the form (4.6):
(4.9)
N (λ) = IH − 2
(
IH +Θ
(
1 + λ
1− λ
))−1
=
{{(
IH +Θ
(
1 + λ
1− λ
))
h,
(
Θ
(
1 + λ
1− λ
)
− IH
)
h
}
, h ∈ H
}
,
where λ ∈ C \ [0,+∞). From the properties in (4.7) it follows that for all β ∈ (0, π/2)
arg λ ∈ [π − β, π + β] =⇒ |Im (N (λ)f, f)H| ≤ tan β Re (N (λ)f, f)H, f ∈ domN (λ).
Hence, the linear relation N (λ) is m-sectorial for each Reλ < 0 and, in particular, if λ < 0
then N (λ) is nonnegative and selfadjoint. In the next theorem the main analytic properties
of N (λ) are established and an explicit representation for N (λ) is obtained. Using the
terminology in [26] the result shows in particular that N (λ) forms a holomorphic family of
the type (B) in the left open half-plane.
Theorem 4.4. The domain L := D[N (λ)] of the closed form N (λ)[·, ·] associated with the
family N (λ) in (4.9) does not depend on λ, Reλ < 0, and the form N (λ)[h, g] admits the
representation
N (λ)[h, g]
=
((
IH + V (B̂1 − B̂0)1/2
(
B̂0 − 1− λ
1 + λ
IH
)−1
(B̂1 − B̂0)1/2V ∗
)
Y h, Y g
)
,
Reλ < 0, h, g ∈ L := ran (IH +Θ(0))1/2,
where B̂0 and B̂1 are as defined in (3.7) and (3.8),
Y = (IH −Θ(0))1/2(IH +Θ(0))(−1/2) : L→ L,
and V : ran (B̂1 − B̂0) → H is an isometry. Here (IH + Θ(0))(−1/2) is the Moore-Penrose
pseudo inverse.
Proof. Since Θ is the transfer function of a passive selfadjoint discrete-time system, see (4.6),
||Θ(z)|| ≤ 1 for all |z| < 1 and Θ∗(z) = Θ(z¯). Then the real part
Re (Θ(z)) =
1
2
(Θ(z) + Θ∗(z))
satisfies IH ± Re (Θ(z)) ≥ 0 for all z ∈ D. Since IH ± Re (Θ(z)) are harmonic functions, a
result of Yu.L. Shmul’yan [43] yields the following invariance equalities
ran (IH + ReΘ(z))1/2 = ran (IH +Θ(0))1/2,
ran (IH − ReΘ(z)))1/2 = ran (IH −Θ(0))1/2,
COMPRESSED RESOLVENTS OF sc-EXTENSIONS WITH EXIT 23
for all z ∈ D; observe that Θ(0) = Θ(0)∗. From Douglas Theorem [23] we get
(IH + ReΘ(z))
1/2 = (IH +Θ(0))
1/2F (z),
where F−1(z) is bounded for all z ∈ D in ran (IH + Θ(0)). Since Θ(z) ∈ C˜H for all z ∈ D,
the operators IH +Θ(z) are m-sectorial bounded operators. Therefore,
IH +Θ(z) = (IH +ΘR(z))
1/2(I + iG(z))(IH +ΘR(z))
1/2, z ∈ D,
where G(z) = G∗(z) in the subspace ran (IH + ΘR(0)) and I is the identity operator in
ran (IH +ΘR(0)). Hence
IH +Θ(z) = (IH +ΘR(0))
1/2F (z)(I + iG(z))F ∗(z)(IH +ΘR(0))
1/2, z ∈ D.
In addition, the function Θ can be represented in the form (see [43])
Θ(z) = Θ(0) +DΘ(0)Φ(z)DΘ(0), z ∈ D,
where Φ(z) is holomorphic in D. Since DΘ(0) = (IH +Θ(0))1/2(IH −Θ(0))1/2 we obtain
Θ(z) = Θ(0) + (IH +Θ(0))
1/2Ψ(z)(IH +Θ(0))
1/2, z ∈ D,
where
Ψ(z) = (IH −Θ(0))1/2Φ(z)(IH −Θ(0))1/2.
On the other hand,
(4.10) IH +Θ(z) = (IH +Θ(0))
1/2(I +Ψ(z))(IH +Θ(0))
1/2.
Thus I + Ψ(z) = F (z)(I + iG(z))F ∗(z). It follows that I + Ψ(z) has bounded inverse in
ran (IH +Θ(0))1/2. Furthermore we use Proposition 2.2. For λ with Reλ < 0 we get
D[N (λ)] = ran
(
IH + ReΘ
(
1 + λ
1− λ
))1/2
= ran (IH +Θ(0))
1/2, Reλ < 0.
Consequently, the domain D[N (λ)] of the closed sectorial formN (λ)[·, ·] is constant if Reλ <
0. For u ∈ ran (IH +Θ(0))1/2 if Reλ < 0 and λ = (z − 1)(z + 1)−1 we get
(4.11)
N (λ)[u] = −||u||2 + 2((I + iG(z))−1(IH + ReΘ(z))−1/2u, (IH + ReΘ(z))−1/2u)
= −||u||2 + 2((I + iG(z))−1F−1(z)(IH +Θ(0))−1/2u, F−1(z)(IH +Θ(0))−1/2u)
= −||u||2 + 2((I +Ψ(z))−1(IH +Θ(0))−1/2u, (IH +Θ(0))−1/2u).
Therefore, N (λ)[u] is holomorphic in λ in the left half-plane. Consequently, N (λ) forms a
holomorphic family of type (B) in the left half-plane in the sense of [26].
Next the representation of the form N (λ)[·, ·] is derived. Let B˜ = B˜X be as in (3.2), let
Ẑ0 and Ẑ1 be given by (3.3), and let B̂0 and B̂1 be given by (3.7) and (3.8), respectively.
Then using the representation
X =
[
X11 UDX22
DX22U
∗ X22
]
:
N
⊕
H
→
N
⊕
H
,
where U ∈ L(DX22 ,N) is a contraction, see Remark 2.5, one can write
Ẑ0 = X11 − U(IDX22 −X22)U∗, Ẑ1 = X11 + U(IDX22 +X22)U∗.
Moreover, B̂1 − B̂0 = 2DK∗
0
UU∗DK∗
0
PN and if C˜ is an in (4.5) then
C˜ − B̂0 = DK∗
0
(X11 − Ẑ0)DK∗
0
PN = DK∗
0
U(IDX22 −X22)U∗DK∗0PN.
24 YURY ARLINSKI˘I AND SEPPO HASSI
Define
QC˜(ξ) = PN(C˜ − ξIH)−1↾N, ξ ∈ ρ(C˜).
Then it follows from (2.7) that
QC˜(ξ) = QB̂0(ξ)
(
IN + (C˜ − B̂0)QB̂0(ξ)
)−1
, ξ ∈ C \ [−1, 1],
cf. [11]. Furthermore, for ξ ∈ C \ [−1, 1]
X∗12DK∗0QC˜(ξ)DK∗0X12 = DX22U
∗DK∗
0
QC˜(ξ)DK∗0UDX22
= DX22U
∗DK∗
0
QB̂0(ξ)
(
IN +DK∗
0
U(IDX22 −X22)U∗DK∗0QB̂0(ξ)
)−1
DK∗
0
UDX22
= (IH +X22)1/2
(
IH + (IH −X22)1/2U∗DK∗
0
QB̂0(ξ)DK∗0UPDX22 (IH −X22)1/2
)−1
×(IH −X22)1/2U∗DK∗
0
QB̂0(ξ)DK∗0UDX22 ,
where PDX22 is the orthogonal projection in H onto DX22 and the last identity follows from(
IH + (IH −X22)1/2U∗DK∗
0
QB̂0(ξ)DK∗0UPDX22 (IH −X22)1/2
)
(IH −X22)1/2U∗DK∗
0
QB̂0(ξ)
= (IH −X22)1/2U∗DK∗
0
QB̂0(ξ)
(
IN +DK∗
0
U(IDX22 −X22)U∗DK∗0QB̂0(ξ)
)
.
This yields, see (4.6),
IH +Θ (1/ξ) = IH +X22 −X∗12DK∗0QC˜(ξ)DK∗0X12 =
(IH +X22)1/2
(
IH + (IH −X22)1/2U∗DK∗
0
QB̂0(ξ)DK∗0UPDX22 (IH −X22)1/2
)−1
(IH +X22)1/2.
Since Θ(0) = X22, it follows from (4.10) that
I +Ψ (1/ξ) =
(
I + (I −X22)1/2U∗DK∗
0
QB̂0(ξ)DK∗0UPDX22 (I −X22)1/2
)−1
↾ ran (IH +Θ(0)),
where I = Iran (IH+Θ(0)). The equality B̂1 − B̂0 = 2DK∗0UU∗DK∗0PN implies that√
2U∗DK∗
0
PN = V (B̂1 − B̂0)1/2,
holds for some isometry V mapping ran (B̂1 − B̂0) onto ranU∗(⊆ DX22 ⊆ H). Hence,
(I +Ψ (1/ξ))−1 = I + (I −X22)1/2U∗DK∗
0
QB̂0(ξ)DK∗0UPDX22 (I −X22)1/2
= I + 1
2
(I −X22)1/2V (B̂1 − B̂0)1/2QB̂0(ξ)(B̂1 − B̂0)1/2V ∗(I −X22)1/2
= 1
2
(I +X22)
+1
2
(I −X22)1/2
(
I + V (B̂1 − B̂0)1/2QB̂0(ξ)(B̂1 − B̂0)1/2V ∗
)
(I −X22)1/2.
It remains to substitute this expression into the representation of N (λ) in (4.11) to conclude
that for h, g ∈ ran (I +X22)1/2 and for Reλ < 0 with ξ = (1− λ)(1 + λ)−1,
N (λ)[h, g] =
((
I + V (B̂1 − B̂0)1/2QB̂0(ξ)(B̂1 − B̂0)1/2V ∗
)
Y h, Y g
)
,
where
Y = (I −X22)1/2(I +X22)(−1/2) = (IH −Θ(0))1/2(IH +Θ(0))(−1/2) : L→ L.
This completes the proof. 
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