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ABSTRACT
Deep neural networks are gaining increasing popularity for the classic text classification
task, due to their strong expressive power and less requirement for feature engineering.
Despite such attractiveness, neural text classification models suffer from the lack of training
data in many real-world applications. Although many semi-supervised and weakly-supervised
text classification models exist, they cannot be easily applied to deep neural models and
meanwhile support limited supervision types. In this work, we propose a weakly-supervised
framework that addresses the lack of training data in neural text classification. Our framework
consists of two modules: (1) a pseudo-document generator that leverages seed information to
generate pseudo-labeled documents for model pre-training, and (2) a self-training module
that bootstraps on real unlabeled data for model refinement. Our framework has the
flexibility to handle different types of weak supervision and can be easily integrated into
existing deep neural models for text classification. Based on this framework, we propose
two methods, WeSTClass and WeSHClass, for flat text classification and hierarchical text
classification, respectively. We have performed extensive experiments on real-world datasets
from different domains. The results demonstrate that our proposed framework achieves
inspiring performance without requiring excessive training data and outperforms baselines
significantly.
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CHAPTER 1: INTRODUCTION
Text classification plays a fundamental role in a wide variety of applications, ranging from
sentiment analysis [37] to document categorization [42] and query intent classification [39].
Recently, deep neural models—including convolutional neural networks (CNNs) [16, 44, 15, 45]
and recurrent neural networks (RNNs) [33, 32, 42]—have demonstrated superiority for text
classification. The attractiveness of these neural models for text classification is mainly
two-fold. First, they can largely reduce feature engineering efforts by automatically learning
distributed representations that capture text semantics. Second, they enjoy strong expressive
power to better learn from the data and yield better classification performance.
Despite the attractiveness and increasing popularity of neural models for text classification,
the lack of training data is still a key bottleneck that prohibits them from being adopted
in many practical scenarios. Indeed, training a deep neural model for text classification
can easily consume million-scale labeled documents. Collecting such training data requires
domain experts to read through millions of documents and carefully label them with domain
knowledge, which is often too expensive to realize.
To address the label scarcity bottleneck, we study the problem of learning neural models
for text classification under weak supervision. In many scenarios, while users cannot afford
to label many documents for training neural models, they can provide a small amount of
seed information for the classification task. Such seed information may arrive in various
forms: either a set of representative keywords for each class, or a few (less than a dozen)
labeled documents, or even only the surface names of the classes. Such a problem is called
weakly-supervised text classification.
There have been many studies related to weakly-supervised text classification. However,
training neural models for text classification under weak supervision remains an open research
problem. Several semi-supervised neural models have been proposed [25, 41], but they still
require hundreds or even thousands of labeled training examples, which are not available
in the weakly supervised setting [27]. Along another line, there are existing methods
that perform weakly-supervised text classification, including latent variable models [18]
and embedding-based methods [38, 19]. These models have the following limitations: (1)
supervision inflexibility : they can only handle one type of seed information, either a collection
of labeled documents or a set of class-related keywords, which restricts their applicabilities;
(2) seed sensitivity : the “seed supervision” from users completely controls the model training
process, making the learned model very sensitive to the initial seed information; (3) limited
extensibility : these methods are specific to either latent variable models or embedding methods,
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and cannot be readily applied to learn deep neural models based on CNN or RNN.
In this thesis, we will introduce a neural approach for weakly-supervised text classification.
Our framework can utilize various neural models as classifier and meanwhile support different
types of weak supervisions (both word-level and document-level). We will introduce how to
apply our framework to flat classification tasks in Chapter 2 and to hierarchical classification
tasks in Chapter 3. Finally, we will conclude the thesis by summarizing the methods and
proposing potential future work in Chapter 4.
2
CHAPTER 2: WEAKLY-SUPERVISED FLAT TEXT CLASSIFICATION
In this chapter, we present a method that addresses flat text classification under weak
supervision. Then in the next chapter, we will extend our method to support hierarchical
text classification.
2.1 OVERVIEW
Politics Sports Technology
Source 1: Label surface names
democracy
republic
religion
liberal
basketball
football
tennis
athletes
software
computer
drone
telescope
Source 2: Class-related keywords
Source 3: Labeled documents
sports news technology newspolitics news
User
any source of 
supervision 
Politics
Technology Sports
Pseudo-document 
Generator
Pseudo documents
AAD
BBE
CCF
Unlabeled documents
AADA
BBEB
CCFC
  
 
Deep Neural Models
CNN
RNN
  
 
Deep Neural Models
CNN
RNN
Shared 
Model 
Parameters
Documents with label
A B C
Generating pseudo documents
Pre-training step Self-training step
Figure 2.1: WeSTClass consists of two key modules: (1) a pseudo-document generator that
leverages seed information to generate pseudo-labeled documents for model pre-training, and
(2) a self-training module that bootstraps on real unlabeled data for model refinement.
In this chapter, we present a new method, named WeSTClass [22], for Weakly-Supervised
Text Classification. As shown in Figure 2.1, WeSTClass contains two modules to address
the above challenges. The first module is a pseudo-document generator, which leverages
seed information to generate pseudo documents as synthesized training data. By assuming
word and document representations reside in the same semantic space, we generate pseudo
documents for each class by modeling the semantics of each class as a high-dimensional
spherical distribution [10], and further sampling keywords to form pseudo documents. The
pseudo document generator can not only expand user-given seed information for better
generalization, but also handle different types of seed information (e.g., label surface names,
class-related keywords, or a few labeled documents) flexibly.
The second key module of our method is a self-training module that fits real unlabeled
documents for model refinement. First, the self-training module uses pseudo documents to
pre-train either CNN-based or RNN-based models to produce an initial model, which serves
as a starting point in the subsequent model refining process. Then, it applies a self-training
procedure, which iteratively makes predictions on real unlabeled documents and leverages
high-confidence predictions to refine the neural model.
3
Below is an overview of this chapter:
1. We design the WeSTClass method for addressing the label scarcity bottleneck of
neural text classification. To the best of our knowledge, WeSTClass is the first weakly-
supervised text classification method that can be applied to most existing neural models
and meanwhile handle different types of seed information.
2. We present a novel pseudo document generator by modeling the class semantic as a
spherical distribution. The generator is able to generate pseudo documents that are
highly correlated to each class, and meanwhile effectively expands user-provided seed
information for better generalization.
3. We present a self-training algorithm for training deep neural models by leveraging
pseudo documents. The self-training algorithm can iteratively bootstrap the unlabeled
data to obtain high-quality deep neural models, and is generic enough to be integrated
into either CNN-based or RNN-based models.
4. We conduct a thorough evaluation of our method on three real-world datasets from
different domains. The experiment results show that our method can achieve inspiring
text classification performance even without excessive training data and outperforms
various baselines.
2.2 RELATED WORK
In this section, we review existing studies for weakly-supervised text classification, which
can be categorized into two classes: (1) latent variable models; and (2) embedding-based
models.
2.2.1 Latent Variable Models
Existing latent variable models for weakly-supervised text classification mainly extend
topic models by incorporating user-provided seed information. Specifically, semi-supervised
PLSA [21] extends the classic PLSA model by incorporating a conjugate prior based on
expert review segments (topic keywords or phrases) to force extracted topics to be aligned
with provided review segments. [12] encodes prior knowledge and indirect supervision in
constraints on posteriors of latent variable probabilistic models. Descriptive LDA [8] uses
an LDA model as the describing device to infer Dirichlet priors from given category labels
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and descriptions. The Dirichlet priors guides LDA to induce the category-aware topics.
Seed-guided topic model [18] takes a small set of seed words that are relevant to the semantic
meaning of the category, and then predicts the category labels of the documents through two
kinds of topic influence: category-topics and general-topics. The labels of the documents
are inferred based on posterior category-topic assignment. Our method differs from these
latent variable models in that it is a weakly-supervised neural model. As such, it enjoys two
advantages over these latent variable models: (1) it has more flexibility to handle different
types of seed information which can be a collection of labeled documents or a set of seed
keywords related to each class; (2) it does not need to impose assumptions on document-topic
or topic-keyword distributions, but instead directly uses massive data to learn distributed
representations to capture text semantics.
2.2.2 Embedding-based Models
Embedding-based weakly supervised models use seed information to derive vectorized
representations for documents and label names for the text classification task. Dataless
classification [7, 34] takes category names and projects each word and document into the
same semantic space of Wikipedia concepts. Each category is represented with words in
the category label. The document classification is performed based on the vector similarity
between a document and a category using explicit semantic analysis [11]. Unsupervised
neural categorization [19] takes category names as input and applies a cascade embedding
approach: First the seeded category names and other significant phrases (concepts) are
embedded into vectors for capturing concept semantics. Then the concepts are embedded into
a hidden category space to make the category information explicit. Predictive text embedding
[38] is a semi-supervised algorithm that utilizes both labeled and unlabeled documents to
learn text embedding specifically for a task. Labeled data and different levels of word
co-occurrence information are first represented as a large-scale heterogeneous text network
and then embedded into a low dimensional space that preserves the semantic similarity of
words and documents. Classification is performed by using one-vs-rest logistic regression
model as classifier and the learned embedding as input. Compared with our method, these
embedding-based weakly supervised methods cannot be directly applied to deep neural
models (CNN, RNN) for the text classification task. Furthermore, while they allow the seed
information to directly control the model training process, we introduce a pseudo document
generation paradigm which is generalized from the seed information. Hence, our model is
less prone to seed information overfitting and enjoys better generalization ability.
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2.3 PRELIMINARIES
In this section, we formulate the problem of weakly-supervised text classification, and give
an overview of our proposed method.
2.3.1 Problem Formulation
Given a text collection D = {D1, . . . , Dn} and m target classes C = {C1, . . . , Cm}, text
classification aims to assign a class label Cj ∈ C to each document Di ∈ D. To characterize
each class, traditional supervised text classification methods rely on large amounts of labeled
documents. In this chapter, we focus on the text classification under weakly-supervised
setting where the supervision signal comes from one of the following sources: (1) label surface
names : L = {Lj}|mj=1, where Lj is the surface name for class Cj, (2) class-related keywords :
S = {Sj}|mj=1, where Sj = {wj,1, . . . , wj,k} represents a set of k keywords in class Cj, and (3)
labeled documents: DL = {DLj }|mj=1, where DLj = {Dj,1, . . . , Dj,l} denotes a set of l (l  n)
labeled documents in class Cj . In many scenarios, the above weak supervision signals can be
easily obtained from users. Finally, we define our problem as follows:
Definition 2.1 (Problem Formulation) Given a text collection D = {D1, . . . , Dn}, target
classes C = {C1, . . . , Cm}, and weak supervision from either L, S or DL, the weakly-supervised
text classification task aims to assign a label Cj ∈ C to each Di ∈ D.
2.3.2 Method Overview
Our proposed weakly-supervised text classification method contains two key modules. The
first one is a pseudo-document generator that unifies seed information and outputs pseudo
documents for model training. We assume words and documents share a joint semantic space
which provides flexibility for handling different types of seed information. Then, we model
each class as a high-dimensional spherical distribution from which keywords are sampled
to form pseudo documents as training data. The second key module of our method is a
self-training module that can be easily integrated into existing deep neural models, either
CNN-based or RNN-based. It first uses the generated pseudo documents to pre-train neural
models, which allows the model to start with a good initialization. Then, a self-training
procedure is applied to iteratively refine the neural model using unlabeled real documents
based on the model’s high-confidence predictions. We show the entire process of our method
in Figure 2.1.
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2.4 PSEUDO DOCUMENT GENERATION
In this section, we describe the details of the pseudo-document generator, which leverages
seed information to generate a bunch of pseudo documents that are correlated to each class.
Below, we first introduce how to model class distributions in a joint semantic space with
words and documents, and then describe the pseudo document generation process.
2.4.1 Modeling Class Distribution
To effectively leverage user-provided seed information and capture the semantic correlations
between words, documents and classes, we assume words and documents share a joint semantic
space, based on which we learn a generative model for each class to generate pseudo documents.
Specifically, we first use the Skip-Gram model [24] to learn p-dimensional vector represen-
tations of all the words in the corpus. Furthermore, since directional similarities between
vectors are more effective in capturing semantic correlations [35, 2, 17], we normalize all the
p-dimensional word embeddings so that they reside on a unit sphere in Rp, which is the joint
semantic space. We call it “joint” because we assume pseudo document vectors reside on the
same unit sphere as well, which we will explain in Section 2.4.2. We retrieve a set of keywords
in the semantic space that are correlated to each class based on the seed information. We
describe how to handle different types of seed information as follows:
• Label surface names: When only label surface names L are given as seed information,
for each class j we use the embedding of its surface name Lj to retrieve top-t nearest
words in the semantic space. We set t to be the largest number that does not results in
shared words across different classes.
• Class-related keywords: When users provide a list of related keywords Sj for each
class j, we use the embeddings of these seed keywords to find top-t keywords in the
semantic space, by measuring the average similarity to the seed keywords.
• Labeled documents: When users provide a small number of documents DLj that are
correlated with class j, we first extract t representative keywords in DLj using tf-idf
weighting, and then consider them as class-related keywords.
After obtaining a set of keywords that are correlated with each class, we model the semantic
of each class as a von Mises Fisher (vMF) distribution [2, 13], which models word embeddings
on a unit sphere in Rp and has been shown effective for various tasks [3, 43]. Specifically, we
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define the probability distribution of a class as:
f(x;µ, κ) = cp(κ)e
κµTx,
where κ ≥ 0, ‖µ‖ = 1, p ≥ 2 and the normalization constant cp(κ) is given by
cp(κ) =
κp/2−1
(2pi)p/2Ip/2−1(κ)
,
where Ir(·) represents the modified Bessel function of the first kind at order r. We justify our
choice of the vMF distribution as follows: the vMF distribution has two parameters—the
mean direction µ and the concentration parameter κ. The distribution of keywords on
the unit sphere for a specific class concentrates around the mean direction µ, and is more
concentrated if κ is large. Intuitively, the mean direction µ acts as a semantic focus on
the unit sphere, and produces relevant semantic embeddings around it, where concentration
degree is controlled by the parameter κ.
Now that we have leveraged the seed information to obtain a set of keywords for each class
on the unit sphere, we can use these correlated keywords to fit a vMF distribution f(x;µ, κ).
Specifically, let X be a set of vectors for the keywords on the unit sphere, i.e.,
X = {xi ∈ Rp | xi drawn from f(x;µ, κ), 1 ≤ i ≤ t},
then we use the maximum likelihood estimates [2] for finding the parameters µˆ and κˆ of the
vMF distribution:
µˆ =
∑t
i=1 xi
‖∑ti=1 xi‖ ,
and
Ip/2(κˆ)
Ip/2−1(κˆ)
=
‖∑ti=1 xi‖
t
.
Obtaining an analytic solution for κˆ is infeasible because the formula involves an implicit
equation which is a ratio of Bessel functions. We thus use a numerical procedure based on
Newton’s method [2] to derive an approximation of κˆ.
2.4.2 Generating Pseudo Documents
To generate a pseudo document D∗i (we use D∗i instead of Di to denote it is a pseudo
document) of class j, we propose a generative mixture model based on class j’s distribution
f(x;µj, κj). The mixture model repeatedly generates a number of terms to form a pseudo
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document; when generating each term, the model chooses from a background distribution
with probability α (0 < α < 1) and from the class-specific distribution with probability 1−α.
The class-specific distribution is defined based on class j’s distribution f(x;µj, κj). Par-
ticularly, we first sample a document vector di from f(x;µj, κj), then build a keyword
vocabulary Vdi for di that contains the top-γ words with most similar word embedding with
di. These γ words in Vdi are highly semantically relevant with the topic of pseudo document
D∗i and will appear frequently in D∗i . Each term of a pseudo document is generated according
to the following probability distribution:
p(w | di) =
αpB(w) w /∈ VdiαpB(w) + (1− α) exp(dTi vw)∑
w′∈Vdi
exp(dTi vw′ )
w ∈ Vdi
(2.1)
where vw is the word embedding for w and pB(w) is the background distribution for the
entire corpus.
Note that we generate document vectors from f(x;µj, κj) instead of fixing them to be
µj. The reason is that some class (e.g., Sports) may cover a wide range of topics (e.g.,
athlete activities, sport competitions, etc.), but using µj as the pseudo document vector
will only attract words that are semantically similar to the centroid direction of a class.
Sampling pseudo document vectors from the distribution, however, allows the generated
pseudo documents to be more semantically diversified and thus cover more information about
the class. Consequently, models trained on such more diversified pseudo documents are
expected to have better generalization ability.
Algorithm 2.1 shows the whole process of generating a collection of β pseudo documents
per class. For each class j, given the learned class distributions and the average length of
pseudo documents dl1, we draw a document vector di from class j’s distribution f(x;µj, κj).
After that, we generate dl words sequentially based on di and add the generated document
into the pseudo document collection D∗j of class j. After the above process repeats β times,
we finally obtain D∗j which contains β pseudo documents for class j.
2.5 NEURAL MODELS WITH SELF-TRAINING
In this section, we present the self-training module that trains deep neural models with
the generated pseudo documents. The self-training module first uses the pseudo documents
to pre-train a deep neural network, and then iteratively refines the trained model on the
1The length of each pseudo document can be either manually set or equal to the average document length
in the real document collection.
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Algorithm 2.1: Pseudo Documents Generation.
1 Input: Class distributions {f(x;µj, κj)}|mj=1; average document length dl; number of
pseudo documents β to generate for each class.
2 Output: A set of m× β pseudo documents D∗.
Initialize D∗ ← ∅
for class index j from 1 to m do
Initialize D∗j ← ∅
for pseudo document index i from 1 to β do
Sample document vector di from f(x;µj, κj)
D∗i ← empty string
for word index k from 1 to dl do
Sample word wi,k ∼ p(w | di) based on Eq. (2.1)
D∗i = D
∗
i ⊕ wi,k // concatenate wi,k after D∗i
end for
D∗.append(D∗i )
end for
D∗ ← D∗ ∪ D∗j
end for
Return D∗
real unlabeled documents in a bootstrapping fashion. In the following, we first present the
pre-training and the self-training steps in Section 2.5.1 and 2.5.2, and then demonstrate how
the framework can be instantiated with CNN and RNN models in Section 2.5.3.
2.5.1 Neural Model Pre-training
As we have obtained pseudo documents for each class, we use them to pre-train a neural
network M2. A naive way of creating the label for a pseudo document D∗i is to directly
use the associated class label that D∗i is generated from, i.e. using one-hot encoding where
the generating class takes value 1 and all other classes are set to 0. However, this naive
strategy often causes the neural model to overfit to the pseudo documents and have limited
performance when classifying real documents, due to the fact that the generated pseudo
documents do not contain word ordering information. To tackle this problem, we create
pseudo labels for pseudo documents. In Equation (2.1), we design pseudo documents to be
generated from a mixture of background and class-specific word distributions, controlled by a
balancing parameter α. Such a process naturally leads to our design of the following procedure
2When the supervision source is labeled documents, these seed documents will be used to augment the
pseudo document set during the pre-training step.
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for pseudo label creation: we evenly split the fraction of the background distribution into all
m classes, and set the pseudo label li for pseudo document D∗i as
lij =
(1− α) + α/m D∗i is generated from class jα/m otherwise
After creating the pseudo labels, we pre-train a neural model M by generating β pseudo
documents for each class, and minimizing the KL divergence loss from the neural network
outputs Y to the pseudo labels L, namely
loss = KL(L‖Y ) =
∑
i
∑
j
lij log
lij
yij
We will detail how we instantiate the neural model M shortly in Section 2.5.3.
2.5.2 Neural Model Self-training
While the pre-training step produces an initial neural model M , the performance of the M
is not the best one can hope for. The major reason is that the pre-trained model M only
uses the set of pseudo documents but fails to take advantage of the information encoded in
the real unlabeled documents. The self-training step is designed to tackle the above issues.
Self-training [26, 30] is a common strategy used in classic semi-supervised learning scenarios.
The rationale behind self-training is to first train the model with labeled data, and then
bootstrap the learning model with its current highly-confident predictions.
After the pre-training step, we use the pre-trained model to classify all unlabeled documents
in the corpus and then apply a self-training strategy to improve the current predictions.
During self-training, we iteratively compute pseudo labels based on current predictions and
refine model parameters by training the neural network with pseudo labels. Given the current
outputs Y , the pseudo labels are computed using the same self-training formula as in [40]:
lij =
y2ij/fj∑
j′ y
2
ij′/fj′
where fj =
∑
i yij is the soft frequency for class j.
Self-training is performed by iteratively computing pseudo labels and minimizing the KL
divergence loss from the current predictions Y to the pseudo labels L. This process terminates
when less than δ% of the documents in the corpus have class assignment changes.
Although both pre-training and self-training create pseudo labels and use them to train
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neural models, it is worth mentioning the difference between them: in pre-training, pseudo
labels are paired with generated pseudo documents to distinguish them from given labeled
documents (if provided) and prevent the neural models from overfitting to pseudo documents;
in self-training, pseudo labels are paired with every unlabeled real documents from corpus
and reflect current high confidence predictions.
2.5.3 Instantiating with CNNs and RNNs
As mentioned earlier, our method for text classification is generic enough to be applied to
most existing deep neural models. In this section, we instantiate the framework with two
mainstream deep neural network models: convolution neural networks (CNN) and recurrent
neural networks (RNN), by focusing on how they are used to learn document representations
and perform classification.
CNN-Based Models
CNNs have been explored for text classification [16]. When instantiating our framework
with CNN, the input to a CNN is a document of length dl represented by a concatenation of
word vectors, i.e.,
d = x1 ⊕ x2 ⊕ · · · ⊕ xdl,
where xi ∈ Rp is the p dimensional word vector of the ith word in the document. We use
xi:i+j to represent the concatenation of word vectors xi,xi+1, . . . ,xi+j. For window size of
h, a feature ci is generated from a window of words xi:i+h−1 by the following convolution
operation
ci = f(w · xi:i+h−1 + b),
where b ∈ R is a bias term, w ∈ Rhp is the filter operating on h words. For each possible
size-h window of words, a feature map is generated as
c = [c1, c2, . . . , cdl−h+1].
Then a max-over-time pooling operation is performed on c to output the maximum value
cˆ = max(c) as the feature corresponding to this particular filter. If we use multiple filters, we
will obtain multiple features that are passed through a fully connected softmax layer whose
output is the probability distribution over labels.
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RNN-Based Models
Besides CNNs, we also discuss how to instantiate our framework with RNNs. We choose
the Hierarchical Attention Network (HAN) [42] as an exemplar RNN-based model. HAN
consists of sequence encoders and attention layers for both words and sentences. In our
context, the input document is represented by a sequence of sentences si, i ∈ [1, L] and
each sentence is represented by a sequence of words wit, t ∈ [1, T ]. At time t, the GRU [1]
computes the new state as
ht = (1− zt) ht−1 + zt  h˜t,
where the update gate vector
zt = σ(Wzxt + Uzht−1 + bz),
the candidate state vector
h˜t = tanh(Whxt + rt  (Uhht−1) + bh),
the reset gate vector
rt = σ(Wrxt + Urht−1 + br),
and xt is the sequence vector (word embedding or sentence vector) at time t. After encoding
words and sentences, we also impose the attention layers to extract important words and
sentences with the attention mechanism, and derive their weighted average as document
representations.
2.6 EXPERIMENTS
In this section, we evaluate the empirical performance of our method for weakly supervised
text classification.
2.6.1 Datasets
We use three corpora from different domains to evaluate the performance of our proposed
method: (1) The New York Times (NYT): We crawl 13, 081 news articles using the New
York Times API3. This corpus covers 5 major news topics; (2) AG’s News (AG): We use
3http://developer.nytimes.com/
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the same AG’s News dataset from [45] and take its training set portion (120, 000 documents
evenly distributed into 4 classes) as the corpus for evaluation; (3) Yelp Review (Yelp):
We use the Yelp reviews polarity dataset from [45] and take its testing set portion (38, 000
documents evenly distributed into 2 classes) as the corpus for evaluation.
2.6.2 Baselines
We compare WeSTClass with a wide range of baseline models, described as follows.
• IR with tf-idf : this method accepts either label surface name or class-related
keywords as supervision. We treat the label name or keyword set for each class as a
query, and score the relevance of document to this class using the tf-idf model. The
class with highest relevance score is assigned to the document.
• Topic Model: this method accepts either label surface name or class-related
keywords as supervision. We first train the LDA model [4] on the entire corpus. Given
a document, we compute the likelihood of observing label surface names or the average
likelihood of observing class-related keywords. The class with maximum likelihood will
be assigned to the document.
• Dataless [7, 34]: this method 4 accepts only label surface name as supervision. It
leverages Wikipedia and uses Explicit Semantic Analysis [11] to derive vector represen-
tations of both labels and documents. The final document class is assigned based on
the vector similarity between labels and documents.
• UNEC [19]: this method takes label surface name as its weak supervision. It
categorizes documents by learning the semantics and category attribution of concepts
inside the corpus. We use the authors’ original implementation of this model.
• PTE [38]: this method 5 uses labeled documents as supervision. It first utilizes
both labeled and unlabeled data to learn text embedding and then applies logistic
regression model as classifier for text classification.
• CNN [16]: the original CNN model is a supervised text classification model and we
extend it to incorporate all three types of supervision sources. If labeled documents
are given, we directly train CNN model on the given labeled documents and then apply
it on all unlabeled documents. If label surface names or class-related keywords
4https://cogcomp.org/page/software_view/Descartes
5https://github.com/mnqu/PTE
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are given, we first use the above “IR with tf-idf” or “Topic Modeling” method (depending
on which one works better) to label all unlabeled documents. Then, we select β labeled
documents per class to pre-train CNN. Finally, we apply the same self-training module
as described in Section 2.5 to obtain the final classifier.
• HAN [42]: similar to the above CNN model, we extend the original HAN model 6 to
incorporate all three types of supervision sources.
• NoST-(CNN/HAN): this is a variant of WeSTClass without the self-training module,
i.e., after pre-training CNN or HAN with pseudo documents, we directly apply it to
classify unlabeled documents.
• WeSTClass-(CNN/HAN): this is the full version of our proposed framework, with
both pseudo-document generator and self-training module enabled.
2.6.3 Experiment Settings
We first describe our parameter settings as follows. For all datasets, we use the Skip-Gram
model [24] to train 100-dimensional word embeddings on the corresponding corpus. We set
the background word distribution weight α = 0.2, the number of pseudo documents per class
for pre-training β = 500, the size of class-specific vocabulary γ = 50 and the self-training
stopping criterion δ = 0.1.
We apply our proposed framework on two types of state-of-the-art text classification neural
models: (1) CNN model, whose filter window sizes are 2, 3, 4, 5 with 20 feature maps each.
(2) HAN model, which uses a forward GRU with 100 dimension output for both word and
sentence encoding. Both the pre-training and the self-training steps are performed using
SGD with batch size 256.
The seed information we use as weak supervision for different datasets are described as
follows: (1) When the supervision source is label surface name, we directly use the label
surface names of all classes; (2) When the supervision source is class-related keywords,
we manually choose 3 keywords which do not include the class label name for each class. The
selected keywords are shown in Tables 2.1, and we evaluate how our model is sensitive to
such seed keyword selection in Section 2.6.6; (3) When the supervision source is labeled
documents, we randomly sample c documents of each class from the corpus (c = 10 for
The New York Times and AG’s News; c = 20 for Yelp Review) and use them as the
6https://github.com/richliao/textClassifier
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given labeled documents. To alleviate the randomness, we repeat the document selection
process 10 times and show the performances with average and standard deviation values.
Table 2.1: Seed keywords on NYT, AG, and Yelp.
Dataset Class Keyword List
NYT
Politics {democracy, religion, liberal}
Arts {music, movie, dance}
Business {investment, economy, industry}
Science {scientists, biological, computing}
Sports {hockey, tennis, basketball}
AG
Politics {government, military, war}
Sports {basketball, football, athletes}
Business {stocks, markets, industries}
Technology {computer, telescope, software}
AG Good {terrific, great, awesome}Bad {horrible, disappointing, subpar}
2.6.4 Experiment Results
In this subsection, we report our experimental results and our findings.
Overall Text Classification Performance
In the first set of experiments, we compare the classification performance of our method
against all the baseline methods on the three datasets. Both macro-F1 and micro-F1 metrics
are used to quantify the performance of different methods.
As shown in Table 2.2, our proposed framework achieves the overall best performances
among all the baselines on three datasets with different weak supervision sources. Specifically,
in almost every case, WeSTClass-CNN yields the best performance among all methods;
WeSTClass-HAN performs slightly worse than WeSTClass-CNN but still outperforms other
baselines. We discuss the effectiveness of WeSTClass from the following aspects:
1. When labeled documents are given as the supervision source, the standard deviation
values of WeSTClass-CNN and WeSTClass-HAN are smaller than those of CNN
and HAN, respectively. This shows that WeSTClass can effectively reduce the seed
sensitivity and improve the robustness of CNN and HAN models.
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2. When the supervision source is label surface name or class-related keywords, we
can see that WeSTClass-CNN and WeSTClass-HAN outperform CNN and HAN,
respectively. This demonstrates that pre-training with generated pseudo documents
results in a better neural model initialization compared to pre-training with documents
that are labeled using either IR with tf-idf or Topic Modeling.
3. WeSTClass-CNN and WeSTClass-HAN always outperform NoST-CNN and NoST-
HAN, respectively. Note that the only difference betweenWeSTClass-CNN/WeSTClass-
HAN and NoST-CNN/NoST-HAN is that the latter two do not include the self-
training module. The performance gaps between them thus clearly demonstrate the
effectiveness of our self-training module.
Effect of self-training module
In this set of experiments, we conduct more experiments to study the effect of self-training
module in WeSTClass, by investigating the performance of difference models as the number
of iterations increases. The results are shown in Figure 2.2. We can see that the self-training
module can effectively improve the model performance after the pre-training step. Also, we
find that the self-training module generally has the least effect when supervision comes from
labeled documents. One possible explanation is that when labeled documents are given, we
will use both pseudo documents and provided labeled documents to pre-train the neural
models. Such mixture training can often lead to better model initialization, compared to
using pseudo documents only. As a result, there is less room for self-training module to make
huge improvements.
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Figure 2.2: Effect of self-training modules on three datasets.
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Effect of the number of labeled documents
When weak supervision signal comes from labeled documents, the setting is similar to
semi-supervised learning except that the amount of labeled documents is very limited. In
this set of experiments, we vary the number of labeled documents per class and compare the
performances of five methods on the AG’s News dataset: CNN, HAN, PTE, WeSTClass-
CNN and WeSTClass-HAN. Again, we run each method 10 times with different sets of
labeled documents, and report the average performances with standard deviation (represented
as error bars) in Figure 2.3. We can see that when the amount of labeled documents is
relatively large, the performances of the five methods are comparable. However, when
fewer labeled documents are provided, PTE, CNN and HAN not only exhibit obvious
performance drop, but also become very sensitive to the seed documents. Nevertheless,
WeSTClass-based models, especially WeSTClass-CNN, yield stable performance with varying
amount of labeled documents. This phenomenon shows that our method can more effectively
take advantage of the limited amount of seed information to achieve better performance.
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Figure 2.3: The performances of different methods on AG’s News dataset when the number
of labeled documents varies.
2.6.5 Parameter Study
In this section, we study the effects of different hyperparameter settings on the performance
of WeSTClass with CNN and HAN models, including (1) background word distribution weight
α, (2) number of generated pseudo documents β for pre-training and (3) keyword vocabulary
size γ used in equation (2.1) where γ = |Vdi |. When studying the effect of one parameter, the
other parameters are set to their default values as described in Section 2.6.3 . We conduct
all the parameter studies on the AG’s News dataset.
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Background Word Distribution Weight
The background word distribution weight α is used in both the language model for
pseudo documents generation and pseudo-labels computation. When α becomes smaller,
the generated pseudo documents contain more topic-related words and fewer background
words, and the pseudo-labels become similar to one-hot encodings. We vary α from 0 to
1 with interval equal to 0.1. The effect of α is shown in Figure 2.4. Overall, different α
values result in comparable performance, except when α is close to 1, pseudo documents
and pseudo-labels become uninformative: pseudo documents are generated directly from
background word distribution without any topic-related information, and pseudo-labels are
uniform distributions. We notice that when α = 1, labeled documents as supervision
source results in much better performance than label surface name and class-related
keywords. This is because pre-training with labeled documents is performed using both
pseudo documents and labeled documents, and the provided labeled documents are still
informative. When α is close to 0, the performance is slightly worse than other settings,
because pseudo documents only contain topic-related keywords and pseudo-labels are one-hot
encodings, which can easily lead to model overfitting to pseudo documents and behaving
worse on real documents classification.
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Background weight
0.3
0.4
0.5
0.6
0.7
0.8
M
ic
ro
-F
1
sc
or
es
Labels
Keywords
Docs
(a) WeSTClass-CNN
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Background weight
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
M
ic
ro
-F
1
sc
or
es
Labels
Keywords
Docs
(b) WeSTClass-HAN
Figure 2.4: Effect of background word distribution weight α.
Number of pseudo documents for pre-training
The effect of pseudo documents amount β is shown in Figure 2.5. We have the following
findings from Figure 2.5: On the one hand, if the amount of generated pseudo documents is
too small, the information carried in pseudo documents will be insufficient to pre-train a good
model. On the other hand, generating too many pseudo documents will make the pre-training
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process unnecessarily long. Generating 500 to 1000 pseudo documents of each class for
pre-training will strike a good balance between pre-training time and model performance.
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Figure 2.5: Effect of pseudo documents amount per class β for pre-training.
Size of Keyword Vocabulary
Recall the pseudo document generation process in Section 2.4.2, after sampling a document
vector di, we will first construct a keyword vocabulary Vdi that contains the top-γ words
with most similar word embedding with di. The size of the keyword vocabulary γ controls
the number of unique words that appear frequently in the generated pseudo documents. If γ
is too small, only a few topical keywords will appear frequently in pseudo documents, which
will reduce the generalization ability of the pre-trained model. As shown in Figure 2.6, γ can
be safely set within a relatively wide range from 50 to 500 in practice.
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Figure 2.6: Effect of keyword vocabulary size γ.
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2.6.6 Case Study
In this subsection, we perform a set of case studies to further understand the properties of
our proposed method.
Table 2.3: Keyword Lists at Top Percentages of Average Tf-idf.
Class 1% 5% 10%
Politics {government, president, minister} {mediators, criminals, socialist} {suspending, minor, lawsuits}
Sports {game, season, team} {judges, folks, champagne} {challenging, youngsters, stretches}
Business {profit, company, sales} {refunds, organizations, trader} {winemaker, skilling, manufactured}
Technology {internet, web, microsoft} {biologists, virtually, programme} {demos, microscopic, journals}
Choice of Seed Keywords
In the first set of case studies, we are interested in how sensitive our model is to the selection
of seed keywords. In Section 2.6.3, we manually select class-related keywords, which could
be subjective. Here we explore the sensitivity of WeSTClass-CNN and WeSTClass-HAN
to different sets of seed keywords. For each class j of AG’s News dataset, we first collect
all documents belonging to class j, and then compute the tf-idf weighting of each word in
each document of class j. We sort each word’s average tf-idf weighting in these documents
from high to low. Finally we form the seed keyword lists by finding words that rank at top
1% (most relevant), 5% and 10% based on the average tf-idf value. The keywords of each
class at these percentages are shown in Table 2.3; the performances of WeSTClass-CNN
and WeSTClass-HAN are shown in Figure 2.7. At top 5% and 10% of the average tf-idf
weighting, although some keywords are already slightly irrelevant to their corresponding
class semantic, WeSTClass-CNN and WeSTClass-HAN still perform reasonably well, which
shows the robustness of our proposed framework to different sets of seed keywords.
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Figure 2.7: Performances on AG’s News dataset under different sets of seed keywords.
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Self-training Corrects Misclassification
In the second set of case studies, we are interested in how the self-training module behaves
to improve the performance of our model. Figure 2.8 shows WeSTClass-CNN’s prediction
with label surface name as supervision source on a sample document from AG’s News
dataset: The national competition regulator has elected not to oppose Telstra’s 3G radio
access network sharing arrangement with rival telco Hutchison. We notice that this document
is initially misclassified after the pre-training procedure, but it is then corrected by the
subsequent self-training step. This example shows that neural models have the ability of
self-correcting by learning from its high-confidence predictions with appropriate pre-training
initialization.
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Figure 2.8: Class prediction probability during self-training procedure for a sample document.
2.7 SUMMARY
In this chapter, we have proposed a weakly-supervised text classification method built
upon neural classifiers. With (1) a pseudo document generator for generating pseudo training
data and (2) a self-training module that bootstraps on real unlabled data for model refining,
our method effectively addresses the key bottleneck for existing neural text classifiers—the
lack of labeled training data. Our method is not only flexible in incorporating difference
sources of weak supervision (class label surface names, class-related keywords, and labeled
documents), but also generic enough to support different neural models (CNN and RNN). Our
experimental results have shown that our method outperforms baseline methods significantly,
and it is quite robust to different settings of hyperparameters and different types of user-
provided seed information. An interesting finding based on the experiments in Section 2.6 is
that different types of weak supervision are all highly helpful for the good performances of
neural models. In the future, it is interesting to study how to integrate different types of
seed information to further boost the performance of our method.
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CHAPTER 3: WEAKLY-SUPERVISED HIERARCHICAL TEXT
CLASSIFICATION
When the categories of a target corpus exhibit hierarchical structures, it is highly desirable
to organize text documents into the class taxonomy instead of performing flat classification.
In this chapter, we introduce how to extend our previous weakly-supervised text classification
approach to hierarchical settings, for enabling multi-granular document classification.
3.1 OVERVIEW
Hierarchical text classification aims at classifying text documents into classes that are
organized into a hierarchy. Traditional flat text classifiers (e.g., SVM, logistic regression)
have been tailored in various ways for hierarchical text classification. Early attempts [6]
disregard the relationships among classes and treat hierarchical classification tasks as flat
ones. Later approaches [9, 20, 5] train a set of local classifiers and make predictions in
a top-down manner, or design global hierarchical loss functions that regularize with the
hierarchy. Most existing efforts for hierarchical text classification rely on traditional text
classifiers. Recently, deep neural networks have demonstrated superior performance for flat
text classification. Compared with traditional classifiers, deep neural networks [16, 42] largely
reduce feature engineering efforts by learning distributed representations that capture text
semantics. Meanwhile, they provide stronger expressive power over traditional classifiers,
thereby yielding better performance when large amounts of training data are available.
Motivated by the enjoyable properties of deep neural networks, we explore using deep
neural networks for hierarchical text classification. Despite the success of deep neural models
in flat text classification and their advantages over traditional classifiers, applying them to
hierarchical text classification is nontrivial because of two major challenges. The first challenge
is that the training data deficiency prohibits neural models from being adopted. Neural models
are data hungry and require humans to provide tons of carefully-labeled documents for good
performance. In many practical scenarios, however, hand-labeling excessive documents often
requires domain expertise and can be too expensive to realize. The second challenge is to
determine the most appropriate level for each document in the class hierarchy. In hierarchical
text classification, documents do not necessarily belong to leaf nodes and may be better
assigned to intermediate nodes. However, there are no simple ways for existing deep neural
networks to automatically determine the best granularity for a given document.
We present a neural approach named WeSHClass [23], for Weakly-Supervised Hierarchical
Text Classification and address the above two challenges. Our approach is built upon
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deep neural networks, yet it requires only a small amount of weak supervision instead of
excessive training data. Such weak supervision can be either a few (e.g., less than a dozen)
labeled documents or class-correlated keywords, which can be easily provided by users. To
leverage such weak supervision for effective classification, our approach employs a novel
pretrain-and-refine paradigm. Specifically, in the pre-training step, we leverage user-provided
seeds to learn a spherical distribution for each class, and then generate pseudo documents
from a language model guided by the spherical distribution. In the refinement step, we
iteratively bootstrap the global model on real unlabeled documents, which self-learns from
its own high-confident predictions.
WeSHClass automatically determines the most appropriate level during the classification
process by explicitly modeling the class hierarchy. Specifically, we pre-train a local classifier
at each node in the class hierarchy, and aggregate the classifiers into a global one using
self-training. The global classifier is used to make final predictions in a top-down recursive
manner. During recursive predictions, we introduce a novel blocking mechanism, which
examines the distribution of a document over internal nodes and avoids mandatorily pushing
general documents down to leaf nodes.
Below is an overview of this chapter:
1. We design a method for hierarchical text classification using neural models under weak
supervision. WeSHClass does not require large amounts of training documents but just
easy-to-provide word-level or document-level weak supervision. In addition, it can be
applied to different classification types (e.g., topics, sentiments).
2. We present a pseudo document generation module that generates high-quality training
documents only based on weak supervision sources. The generated documents serve as
pseudo training data which alleviate the training data bottleneck together with the
subsequent self-training step.
3. We present a hierarchical neural model structure that mirrors the class taxonomy and
its corresponding training method, which involves local classifier pre-training and global
classifier self-training. The entire process is tailored for hierarchical text classification,
which automatically determines the most appropriate level of each document with a
novel blocking mechanism.
4. We conduct a thorough evaluation on three real-world datasets from different domains
to demonstrate the effectiveness of WeSHClass. We also perform several case studies to
understand the properties of different components in WeSHClass.
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3.2 RELATED WORK
3.2.1 Weakly-Supervised Text Classification
There exist some previous studies that use either word-based supervision or limited amount
of labeled documents as weak supervision sources for the text classification task. WeSTClass
[22] leverages both types of supervision sources. It applies a similar procedure of pre-training
the network with pseudo documents followed by self-training on unlabeled data. Descriptive
LDA [8] applies an LDA model to infer Dirichlet priors from given keywords as category
descriptions. The Dirichlet priors guide LDA to induce the category-aware topics from
unlabeled documents for classification. [12] propose to encode prior knowledge and indirect
supervision in constraints on posteriors of latent variable probabilistic models. Predictive
text embedding [38] utilizes both labeled and unlabeled documents to learn text embedding
specifically for a task. Labeled data and word co-occurrence information are first represented
as a large-scale heterogeneous text network and then embedded into a low dimensional space.
The learned embedding are fed to logistic regression classifiers for classification. None of the
above methods are specifically designed for hierarchical classification.
3.2.2 Hierarchical Text Classification
There have been efforts on using SVM for hierarchical classification. [9, 20] propose to use
local SVMs that are trained to distinguish the children classes of the same parent node so
that the hierarchical classification task is decomposed into several flat classification tasks. [5]
define hierarchical loss function and apply cost-sensitive learning to generalize SVM learning
for hierarchical classification. A graph-CNN based deep learning model is proposed in [28]
to convert text to graph-of-words, on which the graph convolution operations are applied
for feature extraction. FastXML [29] is designed for extremely large label space. It learns
a hierarchy of training instances and optimizes a ranking-based objective at each node of
the hierarchy. The above methods rely heavily on the quantity and quality of training data
for good performance, while WeSHClass does not require much training data but only weak
supervision from users.
Hierarchical dataless classification [34] uses class-related keywords as class descriptions, and
projects classes and documents into the same semantic space by retrieving Wikipedia concepts.
Classification can be performed in both top-down and bottom-up manners, by measuring the
vector similarity between documents and classes. Although hierarchical dataless classification
does not rely on massive training data as well, its performance is highly influenced by the
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text similarity between the distant supervision source (Wikipedia) and the given unlabeled
corpus.
3.3 PROBLEM FORMULATION
We study hierarchical text classification that involves tree-structured class categories.
Specifically, each category can belong to at most one parent category and can have arbitrary
number of children categories. Following the definition in [31], we consider non-mandatory
leaf prediction, wherein documents can be assigned to both internal and leaf categories in
the hierarchy.
Traditional supervised text classification methods rely on large amounts of labeled docu-
ments for each class. In this chapter, we focus on text classification under weak supervision.
Given a class taxonomy represented as a tree T , we ask the user to provide weak supervision
sources (e.g., a few class-related keywords or documents) only for each leaf class in T . Then
we propagate the weak supervision sources upwards in T from leaves to root, so that the
weak supervision sources of each internal class are an aggregation of weak supervision sources
of all its descendant leaf classes. Specifically, given M leaf node classes, the supervision for
each class comes from one of the following:
1. Word-level supervision: S = {Sj}|Mj=1, where Sj = {wj,1, . . . , wj,k} represents a set of k
keywords correlated with class Cj;
2. Document-level supervision: DL = {DLj }|Mj=1, where DLj = {Dj,1, . . . , Dj,l} denotes a
small set of l (l corpus size) labeled documents in class Cj.
Now we are ready to formulate the hierarchical text classification problem. Given a text
collection D = {D1, . . . , DN}, a class category tree T , and weak supervisions of either S or
DL for each leaf class in T , the weakly-supervised hierarchical text classification task aims to
assign the most likely label Cj ∈ T to each Di ∈ D, where Cj could be either an internal or
a leaf class.
3.4 PSEUDO DOCUMENT GENERATION
To break the bottleneck of lacking abundant labeled data for model training, we leverage
user-given weak supervision to generate pseudo documents, which serve as pseudo training
data for model pre-training. In this section, we first introduce how to leverage weak supervision
sources to model class distributions in a spherical space, and then explain how to generate
class-specific pseudo documents based on class distributions and a language model.
28
3.4.1 Modeling Class Distribution
We model each class as a high-dimensional spherical probability distribution which has been
shown effective for various tasks [43]. We first train Skip-Gram model mikolov2013distributed
to learn d-dimensional vector representations for each word in the corpus. Since directional
similarities between vectors are more effective in capturing semantic correlations [2, 17], we
normalize all the d-dimensional word embeddings so that they reside on a unit sphere in Rd.
For each class Cj ∈ T , we model the semantics of class Cj as a mixture of von Mises Fisher
(movMF) distributions [2, 13] in Rd:
f(x | Θ) =
m∑
h=1
αhfh(x | µh, κh) =
m∑
h=1
αhcd(κh)e
κhµ
T
hx,
where Θ = {α1, . . . , αm,µ1, . . . ,µm, κ1, . . . , κm}, ∀h ∈ {1, . . . ,m}, κh ≥ 0, ‖µh‖ = 1, and
the normalization constant cd(κh) is given by
cd(κh) =
κ
d/2−1
h
(2pi)d/2Id/2−1(κh)
,
where Ir(·) represents the modified Bessel function of the first kind at order r. We choose
the number of components in movMF for leaf and internal classes differently:
• For each leaf class Cj, we set the number of vMF component m = 1, and the resulting
movMF distribution is equivalent to a single vMF distribution, whose two parameters,
the mean direction µ and the concentration parameter κ, act as semantic focus and
concentration for Cj.
• For each internal class Cj, we set the number of vMF component m to be the number
of its children classes. Recall that we only ask the user to provide weak supervision
sources at the leaf classes, and the weak supervision source of Cj are aggregated from
its children classes. The semantics of a parent class can thus be seen as a mixture of
the semantics of its children classes.
We first retrieve a set of keywords for each class given the weak supervision sources, then fit
movMF distributions using the embedding vectors of the retrieved keywords. Specifically, the
set of keywords are retrieved as follows: (1) When users provide related keywords Sj for each
class j, we use the average embedding of these seed keywords to find top-n closest keywords
in the embedding space; (2) When users provide documents DLj that are correlated with class
j, we extract n representative keywords from DLj using tf-idf weighting. The parameter n
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above is set to be the largest number that does not result in shared words across different
classes. Compared to directly using weak supervision signals, retrieving relevant keywords
for modeling class distributions has a smoothing effect which makes our model less sensitive
to the weak supervision sources.
Let X be the set of embeddings of the n retrieved keywords on the unit sphere, i.e.,
X = {xi ∈ Rd | xi drawn from f(x | Θ), 1 ≤ i ≤ n},
we use the Expectation Maximization (EM) framework [2] to estimate the parameters Θ of
the movMF distributions:
• E-step:
p(zi = h | xi,Θ(t)) = α
(t)
h fh(xi | µ(t)h , κ(t)h )∑m
h′=1 α
(t)
h′ fh′(xi | µ(t)h′ , κ(t)h′ )
,
where Z = {z1, . . . , zn} is the set of hidden random variables that indicate the particular
vMF distribution from which the points are sampled;
• M-step:
α
(t+1)
h =
1
n
n∑
i=1
p(zi = h | xi,Θ(t)),
r
(t+1)
h =
n∑
i=1
p(zi = h | xi,Θ(t))xi,
µ
(t+1)
h =
r
(t+1)
h
‖r(t+1)h ‖
,
Id/2(κ
(t+1)
h )
Id/2−1(κ
(t+1)
h )
=
‖r(t+1)h ‖∑n
i=1 p(zi = h | xi,Θ(t))
.
where we use the approximation procedure based on Newton’s method [2] to derive
an approximation of κ(t+1)h because the implicit equation makes obtaining an analytic
solution infeasible.
3.4.2 Language Model Based Document Generation
After obtaining the distributions for each class, we use an LSTM-based language model
[36] to generate meaningful pseudo documents. Specifically, we first train an LSTM language
model on the entire corpus. To generate a pseudo document of class Cj, we sample an
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embedding vector from the movMF distribution of Cj and use the closest word in embedding
space as the beginning word of the sequence. Then we feed the current sequence to the
LSTM language model to generate the next word and attach it to the current sequence
recursively 1. Since the beginning word of the pseudo document comes directly from the
class distribution, the generated document is ensured to be correlated to Cj. By virtue of
the mixture distribution modeling, the semantics of every children class (if any) of Cj gets a
chance to be included in the pseudo documents, so that the resulting trained neural model
will have better generalization ability.
3.5 THE HIERARCHICAL CLASSIFICATION MODEL
In this section, we introduce the hierarchical neural model and its training method under
weakly-supervised setting.
3.5.1 Local Classifier Pre-Training
We construct a neural classifier Mp (Mp could be any text classifier such as CNNs or
RNNs) for each class Cp ∈ T if Cp has two or more children classes. Intuitively, the
classifier Mp aims to classify the documents assigned to Cp into its children classes for more
fine-grained predictions. For each document Di, the output of Mp can be interpreted as
p(Di ∈ Cc | Di ∈ Cp), the conditional probability of Di belonging to each children class Cc of
Cp, given Di is assigned to Cp.
The local classifiers perform local text classification at internal nodes in the hierarchy, and
serve as building blocks that can be later ensembled into a global hierarchical classifier. We
generate β pseudo documents per class and use them to pre-train local classifiers with the
goal of providing each local classifier with a good initialization for the subsequent self-training
step. To prevent the local classifiers from overfitting to pseudo documents and performing
badly on classifying real documents, we use pseudo labels instead of one-hot encodings in
pre-training. Specifically, we use a hyperparameter α that accounts for the “noises” in pseudo
documents, and set the pseudo label l∗i for pseudo document D∗i (we use D∗i instead of Di to
denote a pseudo document) as
l∗ij =
(1− α) + α/m D∗i is generated from class jα/m otherwise (3.1)
1In case of long pseudo documents, we repeatedly generate several sequences and concatenate them to
form the entire document.
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where m is the total number of children classes at the corresponding local classifier. After
creating pseudo labels, we pre-train each local classifier Mp of class Cp using the pseudo
documents for each children class of Cp, by minimizing the KL divergence loss from outputs
Y of Mp to the pseudo labels L∗, namely
loss = KL(L∗‖Y) =
∑
i
∑
j
l∗ij log
l∗ij
yij
.
3.5.2 Global Classifier Self-Training
At each level k in the class taxonomy, we need the network to output a probability
distribution over all classes. Therefore, we construct a global classifier Gk by ensembling
all local classifiers from root to level k. The ensemble method is shown in Figure 3.1. The
multiplication operation conducted between parent classifier output and children classifier
output can be explained by the conditional probability formula:
p(Di ∈ Cc) = p(Di ∈ Cc ∩Di ∈ Cp)
= p(Di ∈ Cc | Di ∈ Cp)p(Di ∈ Cp),
where Di is a document; Cc is one of the children classes of Cp. This formula can be recursively
applied so that the final prediction is the multiplication of all local classifiers’ outputs on the
path from root to the destination node.
Greedy top-down classification approaches will propagate misclassifications at higher levels
to lower levels, which can never be corrected. However, the way we construct the global
classifier assigns documents soft probability at each level, and the final class prediction is made
by jointly considering all classifiers’ outputs from root to the current level via multiplication,
which gives lower-level classifiers chances to correct misclassifications made at higher levels.
At each level k of the class taxonomy, we first ensemble all local classifiers from root
to level k to form the global classifier Gk, and then use Gk’s prediction on all unlabeled
real documents to refine itself iteratively. Specifically, for each unlabeled document Di, Gk
outputs a probability distribution yij of Di belonging to each class j at level k, and we set
pseudo labels to be [40]:
l∗∗ij =
y2ij/fj∑
j′ y
2
ij′/fj′
, (3.2)
where fj =
∑
i yij is the soft frequency for class j.
The pseudo labels reflect high-confident predictions, and we use them to guide the fine-
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Level 0 ?Root)
Local Classifier
Level 1 (Politics)
Local Classifier
Level 1 (Sports)
Local Classifier
Level 2
(Military)
Level 2
(Gun Control)
Level 2
(Hockey)
Level 2
(Basketball)
Level 2
(Tennis)
p(Di 2 Politics) = 0.05 p(Di 2 Sports) = 0.95
p(Di 2Military|Di 2 Politics) = 0.34 p(Di 2 Basketball|Di 2 Sports) = 0.8
0.34 0.66 0.1 0.1 0.8
p(Di 2Military) = 0.05⇥ 0.34 = 0.017 p(Di 2 Basketball) = 0.95⇥ 0.8 = 0.76
Figure 3.1: Ensemble of local classifiers.
tuning of Gk, by iteratively (1) computing pseudo labels L∗∗ based on Gk’s current predictions
Y and (2) minimizing the KL divergence loss from Y to L∗∗. This process terminates when
less than δ% of the documents in the corpus have class assignment changes. Since Gk is
the ensemble of local classifiers, they are fine-tuned simultaneously via back-propagation
during self-training. We will demonstrate the advantages of using global classifier over greedy
approaches in the experiments.
3.5.3 Blocking Mechanism
In hierarchical classification, some documents should be classified into internal classes
because they are more related to general topics rather than any of the more specific topics,
which should be blocked at the corresponding local classifier from getting further passed to
children classes.
When a document Di is classified into an internal class Cj, we use the output q of Cj’s
local classifier to determine whether or not Di should be blocked at the current class: if
q is close to a one-hot vector, it strongly indicates that Di should be classified into the
corresponding child; if q is close to a uniform distribution, it implies that Di is equally
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relevant or irrelevant to all the children of Cj and thus more likely a general document.
Therefore, we use normalized entropy as the measure for blocking. Specifically, we will block
Di from being further passed down to Cj’s children if
− 1
logm
m∑
i=1
qi log qi > γ, (3.3)
where m ≥ 2 is the number of children of Cj; 0 ≤ γ ≤ 1 is a threshold value. When γ = 1,
no documents will be blocked and all documents are assigned into leaf classes.
3.5.4 Inference
The hierarchical classification model can be directly applied to classify unseen samples
after training. When classifying an unseen document, the model will directly output the
probability distribution of that document belonging to each class at each level in the class
hierarchy. The same blocking mechanism can be applied to determine the appropriate level
that the document should belong to.
3.5.5 Algorithm Summary
Algorithm 3.1 puts the above pieces together and summarizes the overall model training
process for hierarchical text classification. As shown, the overall training is proceeded
in a top-down manner, from root to the final internal level. At each level, we generate
pseudo documents and pseudo labels to pre-train each local classifier. Then we self-train the
ensembled global classifier using its own predictions in an iterative manner. Finally we apply
blocking mechanism to block general documents, and pass the remaining documents to the
next level.
3.6 EXPERIMENTS
3.6.1 Experiment Settings
Datasets and Evaluation Metrics
We use three corpora from three different domains to evaluate the performance of our
proposed method:
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Algorithm 3.1: Overall Network Training.
1 Input: A text collection D = {Di}|Ni=1; a class category tree T ; weak supervisions W
of either S or DL for each leaf class in T .
2 Output: Class assignment C = {(Di, Ci)}|Ni=1, where Ci ∈ T is the most specific class
label for Di.
Initialize C ← ∅
for k ← 0 to max_level − 1 do
N ← all nodes at level k of T
for node ∈ N do
D∗ ← Pseudo document generation
L∗ ← Equation (3.1)
pre-train node.classifier with D∗,L∗
end for
Gk ← ensemble all classifiers from level 0 to k
while not converged do
L∗∗ ← Equation (3.2)
self-train Gk with D,L∗∗
end while
DB ← documents blocked based on Equation (3.3)
CB ← DB’s current class assignments
C ← C ∪ (DB, CB)
D ← D −DB
end for
C ′ ← D’s current class assignments
C ← C ∪ (D, C ′)
Return C
• The New York Times (NYT): We crawl 13, 081 news articles using the New York
Times API 2. This news corpus covers 5 super-categories and 25 sub-categories.
• arXiv: We crawl paper abstracts from arXiv website3 and keep all abstracts that
belong to only one category. Then we include all sub-categories with more than 1, 000
documents out of 3 largest super-categories and end up with 230, 105 abstracts from 53
sub-categories.
• Yelp Review: We use the Yelp Review Full dataset [45] and take its testing portion
as our dataset. The dataset contains 50, 000 documents evenly distributed into 5
sub-categories, corresponding to user ratings from 1 star to 5 stars. We consider 1 and
2 stars as “negative”, 3 stars as “neutral”, 4 and 5 stars as “positive”, so we end up with
2http://developer.nytimes.com/
3https://arxiv.org/
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3 super-categories.
Table 3.1 provides the statistics of the three datasets. We use Micro-F1 and Macro-F1
scores as metrics for classification performances.
Table 3.1: Dataset Statistics.
Corpus # classes(level 1 + level 2) # docs Avg. doc length
NYT 5 + 25 13, 081 778
arXiv 3 + 53 230, 105 129
Yelp Review 3 + 5 50, 000 157
Baselines
We compare our proposed method with a wide range of baseline models, described as
below:
• Hier-Dataless [34]: Dataless hierarchical text classification 4 can only take word-
level supervision sources. It embeds both class labels and documents in a semantic
space using Explicit Semantic Analysis [11] on Wikipedia articles, and assigns the
nearest label to each document in the semantic space. We try both the top-down
approach and bottom-up approach, with and without the bootstrapping procedure,
and finally report the best performance.
• Hier-SVM [9, 20]: Hierarchical SVM can only take document-level supervision
sources. It decomposes the training tasks according to the class taxonomy, where each
local SVM is trained to distinguish sibling categories that share the same parent node.
• CNN [16]: The CNN text classification model 5 can only take document-level
supervision sources.
• WeSTClass [22]: Weakly-supervised neural text classification can take both word-
level and document-level supervision sources. It first generates bag-of-words pseudo
documents for neural model pre-training, then bootstraps the model on unlabeled data.
• No-global: This is a variant of WeSHClass without the global classifier, i.e., each
document is pushed down with local classifiers in a greedy manner.
4https://github.com/CogComp/cogcomp-nlp/tree/master/dataless-classifier
5https://github.com/alexander-rakhlin/CNN-for-Sentence-Classification-in-Keras
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• No-vMF: This is a variant of WeSHClass without using movMF distribution to model
class semantics, i.e., we randomly select one word from the keyword set of each class as
the beginning word when generating pseudo documents.
• No-selftrain: This is a variant of WeSHClass without self-training module, i.e., after
pre-training each local classifier, we directly ensemble them as a global classifier at each
level to classify unlabeled documents.
Parameter Settings
For all datasets, we use Skip-Gram model [24] to train 100-dimensional word embeddings
for both movMF distributions modeling and classifier input embeddings. We set the pseudo
label parameter α = 0.2, the number of pseudo documents per class for pre-training β = 500,
and the self-training stopping criterion δ = 0.1. We set the blocking threshold γ = 0.9 for
NYT dataset where general documents exist and γ = 1 for the other two.
Although our proposed method can use any neural model as local classifiers, we empirically
find that CNN model always results in better performances than RNN models, such as LSTM
[14] and Hierarchical Attention Networks [42]. Therefore, we report the performance of our
method by using CNN model with one convolutional layer as local classifiers. Specifically,
the filter window sizes are 2, 3, 4, 5 with 20 feature maps each. Both the pre-training and the
self-training steps are performed using SGD with batch size 256.
Weak Supervision Settings
The seed information we use as weak supervision for different datasets are described as
follows: (1) When the supervision source is class-related keywords, we select 3 keywords
for each leaf class; (2) When the supervision source is labeled documents, we randomly
sample c documents of each leaf class from the corpus (c = 3 for NYT and arXiv; c = 10
for Yelp Review) and use them as given labeled documents. To alleviate the randomness,
we repeat the document selection process 10 times and show the performances with average
and standard deviation values.
We list the keyword supervisions of some sample classes for NYT dataset as follows:
Immigration (immigrants, immigration, citizenship); Dance (ballet, dancers, dancer);
Environment (climate, wildlife, fish).
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3.6.2 Quantitative Comparision
We show the overall text classification results in Table 3.2. WeSHClass achieves the
overall best performance among all the baselines on the three datasets. Notably, when the
supervision source is class-related keywords, WeSHClass outperforms Hier-Dataless and
WeSTClass, which shows that WeSHClass can better leverage word-level supervision sources
in hierarchical text classification. When the supervision source is labeled documents,
WeSHClass has not only higher average performance, but also better stability than the
supervised baselines. This demonstrates that when training documents are extremely limited,
WeSHClass can better leverage the insufficient supervision for good performances and is less
sensitive to seed documents.
Comparing WeSHClass with several ablations, No-global, No-vMF and No-self-train,
we observe the effectiveness of the following components: (1) ensemble of local classifiers,
(2) modeling class semantics as movMF distributions, and (3) self-training. The results
demonstrate that all these components contribute to the performance of WeSHClass.
3.6.3 Component-Wise Evaluation
In this subsection, we conduct a series of breakdown experiments on NYT dataset using
class-related keywords as weak supervision to further investigate different components in
our proposed method. We obtain similar results on the other two datasets.
Pseudo Documents Generation
The quality of the generated pseudo documents is critical to our model, since high-quality
pseudo documents provide a good model initialization. Therefore, we are interested in which
pseudo document generation method gives our model best initialization for the subsequent
self-training step. We compare our document generation strategy (movMF + LSTM language
model) with the following two methods:
• Bag-of-words [22]: The pseudo documents are generated from a mixture of background
unigram distribution and class-related keywords distribution.
• Bag-of-words + reordering: We first generate bag-of-words pseudo documents as in the
previous method, and then use the globally trained LSTM language model to reorder
the pseudo documents by greedily putting the word with the highest probability at the
end of the current sequence. The beginning word is randomly chosen.
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We showcase some generated pseudo document snippets of class “politics” for NYT dataset
using different methods in Table 3.3. Bag-of-words method generates pseudo documents
without word order information; bag-of-words method with reordering generates text of high
quality at the beginning, but poor near the end, which is probably because the “proper”
words have been used at the beginning, but the remaining words are crowded at the end
implausibly; our method generates text of high quality.
To compare the generalization ability of the pre-trained models with different pseudo
documents, we show their subsequent self-training process (at level 1) in Figure 3.2(a). We
notice that our strategy not only makes self-training converge faster, but also has better final
performance.
Global Classifier and Self-training
We proceed to study why using self-trained global classifier on the ensemble of local
classifiers is better than greedy approach. We show the self-training procedure of the global
classifier at the final level in Figure 3.2(b), where we demonstrate the classification accuracy
at level 1 (super-categories), level 2 (sub-categories) and of all classes. Since at the final
level, all local classifiers are ensembled to construct the global classifier, self-training of the
global classifier is the joint training of all local classifiers. The result shows that the ensemble
of local classifiers for joint training is beneficial for improving the accuracy at all levels.
If a greedy approach is used, however, higher-level classifiers will not be updated during
lower-level classification, and misclassification at higher levels cannot be corrected.
Blocking During Self-training
We demonstrate the dynamics of the blocking mechanism during self-training. Figure
3.2(c) shows the average normalized entropy of the corresponding local classifier output
for each document in NYT dataset, and Figure 3.2(d) shows the total number of blocked
documents during the self-training procedure at the final level. Recall that we enhance
high-confident predictions to refine our model during self-training. Therefore, the average
normalized entropy decreases during self-training, implying there is less uncertainty in the
outputs of our model. Correspondingly, fewer documents will be blocked, resulting in more
available documents for self-training.
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Figure 3.2: Component-wise evaluation on NYT dataset.
3.7 SUMMARY
In this chapter, we propose a weakly-supervised hierarchical text classification method
WeSHClass. Our designed hierarchical network structure and training method can effectively
leverage (1) different types of weak supervision sources to generate high-quality pseudo docu-
ments for better model generalization ability, and (2) class taxonomy for better performances
than flat methods and greedy approaches. WeSHClass outperforms various supervised and
weakly-supervised baselines in three datasets from different domains, which demonstrates
the practical value of WeSHClass in real-world applications. In the future, it is interesting to
study what kinds of weak supervision are most effective for the hierarchical text classification
task and how to combine multiple sources together to achieve even better performance.
40
Ta
bl
e
3.
2:
M
ac
ro
-F
1
an
d
M
ic
ro
-F
1
sc
or
es
fo
r
al
lm
et
ho
ds
on
th
re
e
da
ta
se
ts
,u
nd
er
tw
o
ty
pe
s
of
w
ea
k
su
pe
rv
is
io
ns
.
M
et
h
od
s
N
Y
T
ar
X
iv
Y
el
p
R
ev
ie
w
K
E
Y
W
O
R
D
S
D
O
C
S
K
E
Y
W
O
R
D
S
D
O
C
S
K
E
Y
W
O
R
D
S
D
O
C
S
M
ac
ro
M
ic
ro
M
ac
ro
M
ic
ro
M
ac
ro
M
ic
ro
M
ac
ro
M
ic
ro
M
ac
ro
M
ic
ro
M
ac
ro
M
ic
ro
H
ie
r-
D
at
al
es
s
0.
59
3
0.
81
1
-
-
0.
37
4
0.
59
4
-
-
0.
28
4
0.
31
2
-
-
H
ie
r-
SV
M
-
-
0.
14
2
(0
.0
16
)
0.
46
9
(0
.0
1
2
)
-
-
0.
04
9
(0
.0
0
1
)
0.
44
3
(0
.0
0
6
)
-
-
0.
22
0
(0
.0
82
)
0.
31
0
(0
.1
13
)
C
N
N
-
-
0.
16
5
(0
.0
27
)
0.
32
9
(0
.0
97
)
-
-
0.
12
4
(0
.0
14
)
0.
45
6
(0
.0
23
)
-
-
0.
30
6
(0
.0
28
)
0.
37
2
(0
.0
28
)
W
eS
T
C
la
ss
0.
38
6
0.
77
2
0.
47
9
(0
.0
27
)
0.
72
8
(0
.0
36
)
0.
41
2
0.
64
2
0.
26
4
(0
.0
16
)
0.
54
7
(0
.0
09
)
0.
34
8
0.
38
9
0.
34
5
(0
.0
27
)
0.
38
8
(0
.0
33
)
N
o-
gl
ob
al
0.
61
8
0.
84
3
0.
52
0
(0
.0
65
)
0.
76
8
(0
.1
00
)
0.
44
2
0.
67
3
0.
26
4
(0
.0
20
)
0.
58
1
(0
.0
17
)
0.
39
1
0.
42
4
0.
36
9
(0
.0
22
)
0.
40
3
(0
.0
16
)
N
o-
vM
F
0.
62
8
0.
86
2
0.
52
7
(0
.0
31
)
0.
82
5
(0
.0
32
)
0.
40
6
0.
66
5
0.
25
5
(0
.0
15
)
0.
56
4
(0
.0
12
)
0.
41
0
0.
45
7
0.
37
2
(0
.0
29
)
0.
40
7
(0
.0
15
)
N
o-
se
lf-
tr
ai
n
0.
55
0
0.
78
7
0.
49
1
(0
.0
36
)
0.
76
9
(0
.0
39
)
0.
39
5
0.
63
5
0.
23
4
(0
.0
13
)
0.
53
5
(0
.0
10
)
0.
36
2
0.
40
8
0.
34
8
(0
.0
30
)
0.
38
2
(0
.0
22
)
W
eS
H
C
la
ss
0
.6
3
2
0
.8
7
4
0
.5
3
2
(0
.0
1
5
)
0
.8
2
7
(0
.0
1
2
)
0
.4
5
2
0
.6
9
2
0
.2
7
9
(0
.0
10
)
0
.5
8
5
(0
.0
09
)
0
.4
2
3
0
.4
6
1
0
.3
7
5
(0
.0
2
1
)
0
.4
1
0
(0
.0
1
4
)
Ta
bl
e
3.
3:
Sa
m
pl
e
ge
ne
ra
te
d
ps
eu
do
do
cu
m
en
t
sn
ip
pe
ts
of
cl
as
s
“p
ol
it
ic
s”
fo
r
N
Y
T
da
ta
se
t.
D
oc
#
B
ag
-o
f-w
or
ds
B
ag
-o
f-w
or
ds
+
re
or
de
ri
ng
m
ov
M
F
+
LS
T
M
la
ng
ua
ge
m
od
el
1
he
’s
cu
p
ab
or
ti
on
ba
rs
ha
ve
po
in
te
d
us
e
of
la
w
su
it
s
in
vo
lv
in
g
sm
oo
th
en
be
tt
or
s
ri
gh
ts
in
th
e
fe
d-
er
al
ex
ch
an
ge
,l
im
ew
ir
e
..
.
th
e
cl
in
ic
ia
ns
pi
an
is
ts
sa
id
th
at
th
e
le
ga
liz
in
g
of
th
e
pr
ofi
lin
g
of
th
e
..
.a
bo
rt
io
n
ab
or
ti
on
ab
or
ti
on
id
en
ti
fic
at
io
n
ab
or
ti
on
s
..
.
ab
or
ti
on
ri
gh
ts
is
of
te
n
ov
er
lo
ok
ed
by
th
e
pr
es
id
en
t’
s
30
-f
eb
fo
rm
at
of
a
m
oo
nj
oc
k
pe
ri
od
th
at
off
er
ed
hi
m
th
e
ru
le
s
to
..
.
2
fir
st
tr
ie
d
to
la
un
ch
th
e
ag
en
t
in
im
m
ig
ra
nt
s
w
er
e
in
a
la
za
r
an
d
la
ks
hm
id
efi
ni
ti
on
of
ye
rx
a
ri
di
ng
th
is
w
e
ge
t
ve
ry
co
ve
te
d
as
..
.
m
aj
or
it
ie
s
an
d
cl
in
to
ns
le
ga
liz
a-
ti
on
,
m
od
er
at
es
an
d
tr
ib
es
la
w
-
fu
lly
..
.l
aw
m
ak
er
s
cl
in
ic
s
im
m
i-
gr
an
ts
im
m
ig
ra
nt
s
im
m
ig
ra
nt
s
..
.
im
m
ig
ra
nt
s
w
ho
ha
d
be
en
he
ad
ed
to
th
e
un
it
ed
st
at
es
in
be
ng
ha
zi
,
lib
ya
,s
ay
in
g
th
at
m
r.
he
m
ak
in
g
co
m
m
en
ts
de
sc
ri
bi
ng
..
.
3
th
e
se
pt
em
be
r
cr
ew
m
em
be
rs
bu
d-
ge
t
se
cu
ri
ty
ad
m
in
is
tr
at
or
la
t
co
-
eq
ua
l
re
pr
es
en
ti
ng
a
fe
de
ra
l
cu
s-
to
m
er
,i
de
nt
ifi
ed
th
e
bl
ad
ed
..
.
th
e
im
pa
ss
e
of
al
lo
w
an
ce
so
ve
rr
un
s
pe
ns
io
ns
en
ti
tl
em
en
t
..
.f
un
di
ng
fin
an
ci
ng
bu
dg
et
sb
ud
ge
ts
bu
dg
et
s
bu
dg
et
s
ta
xp
ay
er
s
..
.
bu
dg
et
in
cr
ea
se
s
on
oi
l
su
pp
lie
s
ha
ve
gr
ow
n
m
or
e
th
an
a
ez
io
of
it
s
20
pe
rc
en
t
of
en
er
gy
sp
ac
es
,
pr
od
uc
in
g
pl
an
s
by
1
bi
lli
on
..
.
41
CHAPTER 4: CONCLUSION AND FUTURE WORK
In this thesis, we study the problem of text classification with minimal human supervisions
to save human efforts from extensive hand-labeling when training neural models for text
classification. Our framework generates pseudo training documents based on weak supervisions
for pre-training the neural networks and performs self-training by bootstrapping on unlabeled
data to refine the classifier. WeSTClass and WeSHClass do not require excessive labeled
documents as training data but only weak supervisions such as surface label names, relevant
keywords or very few labeled documents, yet they achieve inspiring classification performance
on various benchmarks.
In the future, it will be interesting to study (1) how to combine different types of weak
supervisions for even better classification performances; (2) how to simultaneously train the
pseudo document generation module and the classification module for end-to-end weakly-
supervised text classification; (3) how to incorporate another type of weak supervision—
potentially noisy-labeled documents—to refine the neural classification model.
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