Abstract. Royston (2001)a n dRoyston and Parmar (2002) introduced flexible parametric models for survival analysis, implemented in Stata through the ado-file stpm (Royston 2001). In the present article, stpm is updated to Stata 8.1 and has been shown to work correctly with Stata 8.2. To increase the reliability of the estimation procedure, the basis functions of the splines used to approximate the baseline distribution function have been orthogonalized.
Introduction
Royston (2001)a n dRoyston and Parmar (2002) introduced flexible parametric models for survival analysis. These were implemented in Stata through the ado-file stpm (Royston 2001). Stated briefly, stpm extends the Cox proportional hazards (PH) model in three ways: by modeling the baseline distribution parametrically using a spline function of time; by providing, in addition to PH models, proportional odds and probit survival models; and by allowing regression coefficients for covariates to vary with time (stratify() option). This note reports some improvements to the software.
The models
To recapitulate, these models involve transformation of the survival function by a link function g (.).
where S 0 (t)=S (t; 0) is the baseline survival function and β is a vector of parameters to be estimated for covariates z. For the PH model, the link function g {S (t; z)} is chosen to be ln {− ln S (t; z)}. Since according to a standard identity − ln S (t; z) equals the cumulative hazard function, H (t; z), the PH model becomes
The function s (t) is unspecified. We chose to represent it by a restricted cubic spline in log time:
The integer m is the number of internal knots of the spline function, and ln t, v 1 (ln t), ..., v m (ln t)a r ek n o w na sbasis functions of the spline. Mathematical details are given by Royston and Parmar (2002) .
Spline basis functions: problem and solution
The basis functions are highly correlated, which can sometimes cause stpm difficulties in estimating the parameters of the model quickly and reliably. For example, suppose that we have 100 observations of ln t equally spaced on the interval [ 0.01, 1 ]. We place m =3 knots at 0.25, 0.5, and 0.75 and use the auxiliary command frac spl to compute the untransformed spline basis functions. These turn out to have the following correlation matrix:
A simple solution to this problem is to transform the basis functions linearly so that, after transformation, the correlations are zero. Gram-Schmidt orthogonalization is one way to do this, and it is available through the Stata command orthog;see [R] orthog in the Stata 8 manual for details. Orthogonalization is now built into stpm, although the option noorthog is provided for compatibility with earlier versions and for pedagogic reasons. In practice, it is not essential to transform ln t, but only v 1 (ln t) ,...,v m (ln t).
How does orthogonalization affect the model?
Each orthogonalized basis function is a linear combination of the original basis functions plus a constant. The fitted spline function and the vector β of regression coefficients are unaffected by the change in basis functions. However, the regression coefficients for the basis functions may change following orthogonalization. These statements hold also for the more complex models involving the stratify() option. In these models, the coefficients of the basis functions may depend linearly on the covariates, z.
For example, a breast cancer dataset was supplied by Royston (2001) With the present update to stpm, the following output is obtained:
. stpm group2 group3, df(2) scale(odds) stratify(group2 group3) (iteration log suppressed) Everything appears to have changed, except for Number of obs, Log likelihood, and Deviance. That the log likelihood is identical shows that the fitted model has not changed. The model has merely been reparameterized. 
Other changes to stpm
Orthogonalization of spline basis functions is the main change to stpm. In addition, the program has been updated to support version 8.1 and later of Stata, giving access to the current version of ml, Stata's maximum likelihood "engine". stpm no longer works with versions of Stata earlier than 8.1. An inappropriate choice of starting values for parameters occasionally caused stpm to report an infinite likelihood and stop with an error. This problem, resulting in no model being estimated, has been fixed. Finally, the help file has been updated.
Significantly, predict following stpm has been extended to provide the standard error of the log-hazard function for models with hazard scaling (fit with the scale(hazard) option of stpm). This permits calculation of confidence intervals for the hazard function through the expression exp [ ln (h (t)) ± zs (t)] where s (t) is the standard error of ln h (t) and is obtained via predict varname, hazard stdp and z is the appropriate standard normal deviate (1.96 for a 95% confidence interval). Additionally, predict now supports for all models the standard error of the derivative of the spline function via predict varname, dzdy stdp. With predict,t h ezero option is useful for giving baseline estimates and at() zero for getting estimates at particular values of the specified covariates with all other covariates set to zero.
In summary, users should find the new version more robust and faster than the first release. However, as always, please report anomalies and problems to the author. 
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