Abstract. We show how the approach used in [3] applies to describe the large-size limit of the marginal distribution of the Brownian motion on the complex linear group.
Overview
For t ∈ R, let (1) m n (t) := e −nt/2 n n−1
, n ≥ 1, m 0 (t) = 1.
Though at a first glance m n (t) does not reveal any special feature, it is rather connected to interesting and different objects according to whether t ≥ 0 or t ≤ 0. Indeed, if (Y t ) t≥0 is a standard right-invariant Brownian motion on U (d) 1 ([6] ), then for any t ≥ 0 m n (t) = lim
where m −n (t) := m n (t), n ≥ 0. This result, proved independently in [1] , [8] and [11] , was strenghtened in [5] where a full expansion of the averaged power sums of Y t is obtained. There, the integers n k−1 n k + 1 , k = 0, 1, . . . , n − 1, were given a nice combinatorial interpretation by means of certain paths in the Cayley graph of the symmetric group. As to the representative probability distribution, say µ t , it was described in [2] and reveals a phase transition at t = 4. More precisely, its support covers the whole torus T exactly at that time and remains so afterwards. Note that this phase transition is also present in the decay of m n (t) in n which switches from polynomial to exponential orders ( [5] ). When t ≤ 0, it was proved in [1] that (2) m n (t) = lim where (Z s ) s≥0 is a right-invariant Brownian motion 2 on the linear complex group GL(d, C) ( [6] , [7] ). The corresponding probability distribution, say ν t , was described in [2] . In particular, ν t is compactly-supported in the positive half-line and it support spreads as t decreases. Moreover, Corollary 10 in [9] provides a realization of a non commutative random variable with spectral distribution ν t while [4] shows that ν t is the central limiting distribution for the product of free identically-distributed positive random variables ( [4] ).
Recently, the description of µ t was revisited ( [3] ). There, we started from a residue-type integral representation of m n (t) then proved that for any t ∈ (0, 4), there exists a unique Jordan curve ρ t satisfying
The first condition imposed on γ t allows to use an analytic branch of the function z → log(1 − z), which in turn allows to perform an integration by parts in the integral representation. The second condition together with some computations lead to the description of µ t , t < 4. Besides, ρ t is precisely built upon two Jordan curves that intersect up to t = 4 and disconnect afterwards, providing another feature of the phase transition evoked above. In this note, we show how this approach may be adapted in order to retrieve the description of ν t . Compared to [3] , the integral representation of m n (t) we need when t < 0 involves z → h t (−1/z) rather than z → h t (z) when t > 0. In this way, the essential singularity at the origin present when t > 0 becomes a multiple pole of order n when t < 0.
Description of
and vansihes for k = 0 then
This is nothing else but one of the numerous integral representations of Laguerre polynomials ( [10] ) and already appeared in [11] when t > 0. Now, we already know that ν t is compactly supported in the positive half-line. Hence, it suffices to prove that for each t < 0 there exists a unique Jordan curve around the origin γ t such that
for any z ∈ γ t . The proof of this claim is a technical exercise from real analysis that we solve below.
2.2.
Existence of γ t . Write z = x + iy, then (3) g t (z) ∈ R ⇔ y cos(ty) + (x 2 + y 2 + x) sin(ty) = 0.
Since any real number z satisfies (3), then we rather focus on
which reduces the set of real solutions of (4) to
Since cot(±π) = ∞, then (4) is satisfied as soon as one finds a positive number 0 < y t < −π/t such that 1 4 − y 2 − y cot(ty) ≥ 0 for all |y| ≤ y t (y lies in a symmetric interval around the origin since (4) is invariant by z → z). The curve γ t we are looking for would be defined by
Note that, up to elementary transformations, γ t fits the boundary of the region Ω t described p.271 in [2] . Indeed, the changes y → y/2, x → (x− 1)/2 and the 'time change' t → −4t leads to 2y cot(2ty) = x 2 + y 2 − 1.
2.3.
Existence of y t . Set f t (y) := 2y sin(ty) + cos(ty), y ∈ (π/t, −π/t), then for any y = 0 1 4
Let y ∈ [0, −π/t), then the inequality sin u ≥ u, u ≤ 0 shows that
is decreasing. But
thus there exists a t ∈ [−π/(2t), −π/t[ such that f ′ t (a t ) = 0 and
Note that the very definition of a t implies that
where we used the inequality sin(u) ≥ u, u < 0. Consequently, there exists 0 < y t < a t such that |f t (y)| ≤ 1 for all y ∈ [−y t , y t ].
Remark. it is easy to see that g t (γ t ) lies in the positive half-line. Indeed, write z = x + iy ∈ γ t then
which is obviously positive.
monotonicity of y
Observe that the analysis performed in the previous paragraph shows that v t (y) = 0, y ∈ [0, y t ] if and only if y = y t . Besides ∂ y (x ± t )(0) = 0 and the inequality sin u ≥ u, u ≤ 0 shows again that x + t (resp. x − t ) is decreasing (resp. increasing) from (0, y t ) onto (−1/2, x + t (0)) (resp. onto (x − t (0), −1/2)). Note also that (4) shows that
along the curve γ t . It follows that
is positive on (0, y t ) since x − t (y) < 0 and 1 − ty cot(ty) > 0. Consequently, the map y → g t (x − t (y), y) is increasing. As to y → g t (x + t (y), y), we can prove after tedious computations that it is decreasing. 2.5. Description of ν t . By Cauchy's residue Theorem:
which transforms after integrating by parts to 
