Abstract. Let T be Teichmüller space of a closed surface of genus at least 2. For any point c ∈ T , we describe an action of the circle on T × T , which limits to the earthquake flow when one of the parameters goes to a measured lamination in the Thurston boundary of T . This circle action shares some of the main properties of the earthquake flow, for instance it satisfies an extension of Thurston's Earthquake Theorem and it has a complex extension which is analogous and limits to complex earthquakes. Moreover, a related circle action on T × T extends to the product of two copies of the universal Teichmüller space.
6. The earthquake flow as a limit 20 6. 
Introduction
In all the paper we consider a closed, oriented surface S of genus at least 2. We denote by T S , or simply by T , Teichmüller space of S, and by ML S , or simply by ML, the space of measured laminations on S.
1.1. Earthquakes on hyperbolic surfaces. Given a measured lamination λ ∈ ML S , we denote by E λ the left earthquake along λ on S. E λ is a real-analytic map from T S to T S , see [32, 11, 19] . Recall that, in the simplest case where λ is supported on the simple closed curve γ with mass a, if h ∈ T S is a hyperbolic metric on S, E λ (h) is obtained by cutting (S, h) open along the minimizing geodesic homotopic to γ, rotating the left-hand side of γ by a, and gluing back.
We consider here the earthquake flow, which can be defined as a map:
E : R × T × ML → T × ML (t, h, λ) → (E tλ (h), λ)
We call E t the corresponding map from T × ML to T × ML, and will also use the notation E λ (h) := E 1 (h, λ).
Earthquakes have a number of interesting properties, of which we can single the following.
(1) The earthquake flow defined above is indeed a flow: for all s, t ∈ R, E s • E t = E s+t .
(2) Thurston's Earthquake Theorem (see [11] ): for any h, h ′ ∈ T , there is a unique λ ∈ ML such that E λ (h) = h ′ . (3) For fixed λ ∈ ML S and h ∈ T S , the map R → T S t → E −tλ (h) extends to a holomorphic map on a simply connected domain in C containing all complex numbers with non-negative imaginary part, see [19] . This defines the notion of "complex earthquake". (4) When considered on imaginary numbers, complex earthquakes correspond to grafting maps. The conformal grafting map gr : R ≥0 × T × ML → T is actually obtained by composing the projective grafting map Gr : R ≥0 × T × ML → P , where P is the space of complex projective structures on S, with the forgetful map P → T sending a CP 1 -structure to the underlying complex structure. (5) Thurston (see [14] ) proved that, for all s > 0, Gr s it is a homeomorphism from T × ML to P. We introduce a flow on Teichmüller space which in a way extends the earthquake flow, and which shares the properties described above. The corresponding deformations are "smoother" than earthquakes, but earthquakes are limits in a natural sense. This motivates the term "landslide" that we use here. This deformation depends not on a measured lamination but rather on a hyperbolic metric h ⋆ ∈ T and it determines a flow:
We denote by L e iθ : T × T → T × T the corresponding map seen as depending on the parameter e iθ .
(1) L is a flow on T × T -depending on the definition, checking this can be non trivial, see Theorem 1.8.
We prove an analog of Thurston's Earthquake Theorem, see Theorem 1.14.
(3) For fixed h, h ⋆ ∈ T , the map L • (h, h ⋆ ) : S 1 → T extends to a holomorphic map from the closed unit disk ∆ to T , see Theorem 5.1. This defines the "complex landslide" which are analogs of the "complex earthquakes". (4) For r ∈ (0, 1), the complex landslide L r corresponds to what we call here "smooth grafting", which is analog to grafting in our context and we denote by sgr r : T × T → T the map defined as L r : T × T → T × T followed by projection on the first factor. It is obtained by composing a map SGr : (0, 1) × T × T → P with the natural projection from P to T . (5) For all r ∈ (0, 1), the map SGr(r, •, •) : (0, 1) × T × T → P is a homeomorphism.
Our notations mean that we parameterize the complex landslides using the unit disk in C rather than the upper half-plane as is customary for complex earthquakes. This notation is clearly equivalent but using the disk appears more natural in the context of the landslides considered here.
Considered as a circle action on T × T , the flow L extends to a circle action on the universal Teichmüller space, see Section 8.
1.2.
Harmonic maps and the landslide flow. Consider two hyperbolic metrics c and h on S. A map f : (S, c) → (S, h) is said to be harmonic if it is a critical point of the energy E. The energy considered here is:
where ω c is the area element of (S, c). Although it is not immediately apparent in this definition, this notion of harmonicity is conformally invariant on the domain, so that we can regard c as a conformal structure on S rather than a metric.
Theorem 1.1 (Sampson [24] , Schoen and Yau [29] ). Let c be a conformal class on S, and let h ∈ T be a hyperbolic metric. There is a unique harmonic map f : (S, c) → (S, h) isotopic to the identity. Moreover, f is a diffeomorphism.
Consider a C 1 map f : (S, h # ) → (S, h), where h # is a metric in the conformal class of c. The Hopf differential Φ(f ) of f is a quadratic differential that measures the traceless part of the pull-back of h by f and it is defined by the formula f * h = eh # + Φ + Φ , where e = 1 2 tr h # (f * h). If f is harmonic, then Φ is holomorphic. For f C 2 , also the converse holds. It follows from its definition that Φ(f ) is invariant under conformal changes of the metric h # on S. Conversely, given a holomorphic quadratic differential Φ on (S, c), there exists a unique hyperbolic metric h on S such that the identity map (S, c) → (S, h) is harmonic with Hopf differential Φ, see [24, 33] .
This leads to the definition of a flow on T depending on a "center" c ∈ T . Definition 1.2. Let c, h ∈ T and let e iθ ∈ S 1 . We define R c,e iθ (h) as the (unique) hyperbolic metric h ′ on S such that, if f : (S, c) → (S, h) and f ′ : (S, c) → (S, h ′ ) are the harmonic maps isotopic to the identity, then
This simple definition is strongly related to the flow L mentioned above, but the relation is not obvious (see Corollary 1.11) , and using directly the definition of R given here is not convenient. For this reason we give below a different definition of L, which is more geometric, less directly accessible, but leads to straightforward arguments.
There is another, superficially similar flow on Teichmüller space, the elliptic flow defined by one of us (Mondello), see [21] . There are only limited similarities between the two flows, as should be clear from the sequel.
In other terms, L defines an action of S 1 on T × T . We call L the landslide flow, or landslide action on T × T .
The proofs of Proposition 1.7 and of Theorem 1.8 are in Section 3.3.
1.5. Relations to AdS geometry. We briefly recall some properties of globally hyperbolic anti-de Sitter manifolds. More details can be found e.g. in [20, 1] .
The anti-de Sitter space is a Lorentz analog of hyperbolic 3-space, it can be defined as the quadric:
where R 2,2 = (R 4 , −dx A manifold N with an AdS metric -a Lorentz metric locally modeled on AdS 3 -is maximal globally hyperbolic (MGH) if:
• N contains a closed space-like surface F , • any inextendible time-like curve in N intersects F exactly once,
• N is maximal for inclusion, under these properties. Mess [20, 1] proved that, if N is (GH) andφ : S → N is an embedding onto a closed space-like surface F , then N is the quotient of a convex domain Ω in AdS 3 by an action of the fundamental group of S. A key feature of AdS 3 is that the identity component of its isometry group is isomorphic to SL 2 (R) × SL 2 (R)/Z 2 , which is the double cover of PSL 2 (R) × PSL 2 (R). As a consequence, the action of π 1 (S) on Ω decomposes as (ρ l , ρ r ), where ρ l and ρ r are morphisms from π 1 (S) to PSL 2 (R). It was proved in [20] that these morphisms have maximal Euler number, so that they correspond to points in the Teichmüller space of S. Maximal globally hyperbolic AdS spaces are uniquely determined by these left and right representations, see [20, 1] .
The proof of this theorem involves the convergence of smooth surfaces to a pleated limit, but in the hyperbolic, rather than the anti-de Sitter, context.
1.
9. An extension of the Earthquake Theorem. We can now state an extension to the landslide flow L of Thurston's Earthquake Theorem (see [11] ). Recall that this theorem states that, given two hyperbolic metrics h and h ′ on a surface, there is a unique measured lamination λ such that the left earthquake along λ sends h to h ′ .
Theorem 1.14. Let h, h ′ ∈ T and let e iθ ∈ S 1 \ {0}. There is a unique
We give in section 4.2 a simple proof based on a recent result of Barbot, Béguin and Zeghib [3] on the existence and uniqueness of constant Gauss curvature foliations in globally hyperbolic AdS manifolds.
As an easy consequence, a similar statement holds also for the flow R.
1.10.
A complex extension. The earthquake flow has an extension as a map E : H × T × ML → T , where H is the set of complex numbers with nonnegative imaginary part. This map has the property that, for any h ∈ T and any λ ∈ ML, the map z → E(z, h, λ) is holomorphic, see [19] . It can be defined in terms of grafting, or (for small λ) in terms of pleated surfaces in hyperbolic 3-space.
In Section 5 we prove that the landslide map L defined above has a similar holomorphic extension where the parameter e iθ is replaced by a complex number ζ in the closed unit disk. This defines many holomorphic disks in Teichmüller space, see Theorem 5.1. Similarly to what happens for complex earthquakes, this construction factors through the space of complex projective structures on S for ζ = 0, and the complex cyclic flow provides punctured holomorphic disks in this space. This factorization however does not extend for ζ = 0.
The complex landslide map limits to complex earthquakes just as the "real" landslide flow limits to the earthquake flow, see Theorem 6.1.
We hope at some point in the future to give another proof of the holomorphicity of this complex landslide map, based on a geometric argument taking place in the complexification of H 3 . This line of argument should also provide a straightforward and geometric way to understand why complex earthquakes are holomorphic disks.
1.11. Landslide on the universal Teichmüller space. Recall that a homeomorphism of the circle is quasisymmetric if and only if it is the boundary value of a quasi-conformal diffeomorphism of the disk. The universal Teichmüller space contains embedded copies of the Teichmüller space of all closed surfaces. Indeed, consider a closed surface S of genus at least 2, a fixed hyperbolic metric h # on S, and its holonomy representation ρ # : π 1 (S) → PSL 2 (R). Given another hyperbolic metric h on S and its holonomy representation ρ : π 1 (S) → PSL 2 (R), there is a quasiconformal mapf : H 2 → H 2 conjugating ρ # and ρ. Moreover, the boundary value ∂f : ∂ ∞ H 2 → ∂ ∞ H 2 is uniquely determined by ρ # and ρ, and the map sending h to ∂f is an embedding of T S in T U , see e.g. [10] .
Let ψ : S 1 → S 1 be a quasi-symmetric homeomorphism. There is (see [7] ) a unique minimal Lagrangian quasiconformal diffeomorphism m : H 2 → H 2 with ∂m = ψ. As for closed surfaces, there is then a unique bundle morphism b :
, where g is the hyperbolic metric on H 2 .
For every θ ∈ R we then consider β θ := cos(θ/2)E + sin(θ/2)b, where E is the identity and g θ := g(β θ •, β θ •).
Lemma 1.16. g θ is a complete hyperbolic metric on H 2 . The identity map between (H 2 , g) and (H 2 , g θ ) is quasiconformal (and minimal Lagrangian), and its extension ψ θ : S 1 → S 1 to the boundary of H 2 is quasisymmetric, so that it defines a point in QS.
In Section 8 we show how to use this fact to construct an extension of L to a non-trivial circle action L on T U × T U (see Theorem 8.5).
Minimal lagrangian maps and AdS geometry
We present in this section some background material used in the paper.
2.1.
Notations. In all the paper we consider a closed, oriented surface S of genus at least 2.
We consider AdS 3 , as well as all AdS manifolds, as oriented and time-oriented. All the embeddings of S that we consider will implicitly be considered as time-oriented, that is, the oriented normal to the image is future-oriented. Moreover, the convex embeddings will always be considered to be positively convex, that is, the oriented normal is future-directed and pointing towards the convex side. We recall that it is possible to identify the isometries of AdS 3 with double cover of PSL 2 (R) × PSL 2 (R) in such a way that, if S is a positively convex pleated surface in AdS 3 , bent along λ and with first fundamental form h, then the first (resp. second) factor corresponds to the holonomy of the hyperbolic surface obtained from h performing a left (resp. right) earthquake along λ.
2.2.
Hyperbolic ends. The 3-dimensional hyperbolic space can be defined as a quadric in the 4-dimensional Minkowski space
3 ), with the induced metric.
It is a simply connected, complete manifold with constant curvature −1.
A quasifuchsian hyperbolic manifold is a 3-dimensional manifold locally isometric to H 3 , homeomorphic to S × R, which contains a non-empty compact convex subset.
Such a quasifuchsian manifold M contains a smallest non-empty convex subset C(M ) called its convex core. M is Fuchsian if C(M ) is a totally geodesic surface, otherwise the boundary of C(M ) is the disjoint union of two pleated surfaces.
Each connected component of the complement of C(M ) in M is an instance of a hyperbolic end: a hyperbolic manifold homeomorphic to S × R >0 , complete on one side and bounded by a locally concave pleated surface on the other. There is a one-to-one correspondence between hyperbolic ends homeomorphic to S ×R >0 and complex projective structures on S, which associates to a hyperbolic end the natural complex projective structure on its boundary at infinity, see e.g. [14] .
Labourie [16] proved that any hyperbolic end has a unique foliation by convex, constant curvature surfaces. The curvature varies monotonically from −1 close to the pleated surface boundary, to 0 close to the boundary at infinity.
Given an oriented surface Σ in a hyperbolic end M (or in H 3 ) we will usually denote by I its induced metric, and by B its shape operator, considered as a bundle morphism from T Σ to T Σ. It is defined by BX = ∇ X ν, where ν is the oriented unit normal to Σ and ∇ is the Levi-Civita connection of M . We will also denote by E : T S → T S the identity. Definition 2.1. Let Σ be a convex surface embedded in a hyperbolic end M with embedding data (I Σ , B Σ ). The grafted metric on Σ is
A basic and well-known property of this metric I # Σ is that the hyperbolic Gauss map -sending a point x ∈ Σ to the endpoint at infinity of the geodesic ray starting at x orthogonal to Σ -is a conformal map between (Σ, I # Σ ) and ∂ ∞ M with its conformal structure. More details will be found in Section 6.
2.3.
The duality between hyperbolic and de Sitter ends. The 3-dimensional de Sitter space can be defined, as the hyperbolic space, as a quadric in the 4-dimensional Minkowski space, with the induced metric.
There is a one-to-one correspondence between points in dS 3 and oriented totally geodesic planes in H 3 , see e.g. [23, 27] . Given an oriented surface S ⊂ H 3 , its dual is the set S ⋆ of points of dS 3 corresponding to oriented planes tangent to S in H 3 . If S is smooth and locally strictly convex, then S ⋆ is also smooth and locally strictly convex.
Consider a quasifuchsian hyperbolic manifold M , and let E be one of the ends of M , that is, one of the connected components of the complement of C(M ) in M . The universal cover of M is identified with H 3 , and the universal coverẼ of E is then identified with a connected component of the complement of the convex hull of the limit set Λ of π 1 (M ) in ∂ ∞ H 3 . LetẼ ⋆ be the set of points of dS 3 corresponding to oriented planes in H 3 contained inẼ. Then (see [20] ) π 1 (M ) acts properly discontinuously onẼ ⋆ , and the quotient is a de Sitter domain of dependence, that is, a globally hyperbolic maximal de Sitter manifold (see below for the definition in the AdS case).
This construction actually extends (see [20] ) to a hyperbolic end E which is not necessarily one of the ends of a quasifuchsian manifold. In this manner, any hyperbolic end E has a "dual" de Sitter domain of dependence E ⋆ , and conversely. One feature of this duality which will be used below is that if S is a surface in E with constant curvature K, then there is a dual surface S ⋆ in E ⋆ . (It is the quotient by π 1 (M ) of the surface in dS 3 dual to the universal cover of S in H 3 .) The curvature of S ⋆ is then also constant, and equal to K/(K + 1). In this manner a foliation of E by constant curvature surfaces gives rise to a dual foliation of E ⋆ by constant curvature surfaces (see [3] for more details).
Globally hyperbolic AdS manifolds. The definition of AdS
3 and of globally hyperbolic AdS manifolds are recalled in the introduction. There are many similarities between quasifuchsian hyperbolic manifolds and globally hyperbolic AdS manifolds, some of which -being used in the arguments below -are recalled here.
Let N be a globally hyperbolic AdS 3-manifold, and let F be a closed, space-like surface in N for which the induced metric has negative sectional curvature (or, equivalently, the determinant of the second fundamental form of F is everywhere larger than −1). Let I and ν be the induced metric on this surface and a unit normal vector. Let J be the complex structure induced by ν on F : namely J(v) = ν × v where × is the vector product on T AdS 3 . Finally, let B = ∇ν be the the shape operator of F , where ∇ is the the Levi-Civita connection of AdS 3 . We consider the Riemannian metrics on F
Then h l and h r are two smooth hyperbolic metrics on F (see [12] ). This can be used when F is a maximal or constant mean curvature surface in N , but also when F is a constant Gauss curvature surface.
Remark 2.2. Notice that, even if J and B depend on the choice of a normal vector, JB and the metrics h l and h r are independent of it. According to our orientation and time-orientation of AdS 3 , the holonomy of the metric h l is equal to the first factor of the holonomy of N and the holonomy of h r is equal to the second factor of the holonomy of N , see [12] . This last observation can be used to prove Lemma 1.9. We consider now the pair
Clearly, B θ is a solution of Codazzi equation. Moreover, since I θ is a metric of constant curvature K = − 1 cos 2 (θ/2) , we easily get that
is also a solution of Gauss equation for spacelike AdS surfaces (see [12] ).
This implies that there is an equivariant map φ :S →F ⊂ AdS 3 whose embedding data areĨ θ andB θ . The map φ is unique up to isometries of AdS 3 . We will also require that
• the normal fieldν that induces the right orientation onS points toward the convex side •ν is a future-directed vector field. Lemma 1.9 and [12] imply that L e iθ (h, h ⋆ ) is a couple of hyperbolic metrics. For convenience of the reader, we will give a simple proof of this fact in Section 3.1.
Globally hyperbolic AdS manifolds have a unique foliation by constant mean curvature surfaces, see [2] . A globally hyperbolic AdS manifold N contains a smallest non-empty convex subset C(N ), called its convex core: N is called Fuchsian if C(N ) is a totally geodesic surface; otherwise, the boundary of C(N ) is the disjoint union of two pleated locally convex surfaces in N , so that its induced metric is hyperbolic and its pleating is described by a measured lamination (see [20] ). The complement of C(N ) in N has two connected components, one future convex, the other past convex. Barbot, Béguin and Zeghib [3] proved that N \ C(N ) has a unique foliation by convex, constant Gauss curvature surfaces. The curvature is monotonic along the foliation, and varies from −1 in the neighborhood of the convex core to −∞ near the initial/final singularity.
2.5.
Minimal Lagrangian maps between hyperbolic surfaces. The definition of minimal Lagrangian diffeomorphisms has been recalled in the introduction. Remark that the definition directly shows that the inverse of a minimal Lagrangian diffeomorphism is also minimal Lagrangian.
Let us mention here that they occur in several distinct geometric contexts, and the interplay between the different occurences is used below, in particular in Section 4.
• If S is a surface of constant curvature K in a constant curvature, Riemannian or Lorentzian 3-manifold M , then the third fundamental form III of S also has constant curvature K ⋆ , where K ⋆ depends on K, on the ambient curvature, and on whether the ambient space is Riemannian or Lorentzian (for instance,
If both K and K ⋆ are negative, then |K|I and |K ⋆ |III are hyperbolic metrics, and the identity, considered as a map from (S, |K|I) to (S, |K ⋆ |III), is minimal Lagrangian.
• If M is an "almost Fuchsian" manifold, that is, M is a quasifuchsian hyperbolic 3-manifolds containing a closed, embedded minimal surface S with principal curvatures everywhere in (−1, 1), then S is the unique closed minimal surface in M . The "hyperbolic Gauss maps" send S to each connected component of the boundary at infinity of M , and both maps are diffeomorphisms. Composing these maps one finds a diffeomorphism between one component of ∂ ∞ M and the other. This diffeomorphism is minimal Lagrangian if each boundary component is endowed with the (unique) hyperbolic metric in its conformal class. (See e.g. [12] for details and proofs.) • Similarly, if N is a globally hyperbolic AdS manifold, then it contains a unique closed, space-like maximal surface F . Consider the metrics h l and h r defined above on F . Then h l and h r are the left and right hyperbolic metrics of N , respectively, and moreover the identity between (F, h l ) and (F, h r ) is minimal Lagrangian (see [12] for details). It is the first of these occurences which will play the largest role here.
Minimal Lagrangian maps between hyperbolic surfaces are intimately related to harmonic maps: let m : (S, h) → (S ′ , h ′ ) be a minimal Lagrangian diffeomorphism between two hyperbolic surfaces and consider the conformal structure c on S of the metric h + m * h ′ . Then
• the identity is harmonic between (S, c) and (S, h), • m is harmonic between (S, c) and (S ′ , h ′ ), • those two harmonic maps have opposite Hopf differentials. The converse is also true. Details can be found e.g. in [30] .
Definition of the cyclic flow
In this section we consider two fixed normalized hyperbolic metrics h, h ⋆ on S, and call b the bundle morphism given by Corollary 1.5. Let β θ be the family of operators defined in (1).
Comparing with definition 1.6, we have
Proof. Let u, v be two vector fields on S. Note first that β θ satisfies Codazzi equation:
For the first point, note that Jb = β π , and therefore:
For point (3) let u, v be two vector fields on S, then
For point (4), let again be u, v be two vector fields on S. Then, using the expression of ∇ θ in Lemma 3.3, we have:
This completes the proof.
Remark 3.6. Lemma 3.5 shows that h θ and h θ+π are normalized metrics.
where
where J θ is the complex structure of h θ . Clearly,
We now see that
This proves Theorem 1.8.
3.4.
Proof of Theorem 1.10. The fact that h θ and h θ+π are normalized metrics follows from Lemma 3.5.
We compute the expression of c θ .
The fact that the identity (S, c) → (S, h θ ) is harmonic follows from the last paragraph of Subsection 2.5. For point (4) recall that b θ has determinant 1 and that h
So Re(Φ θ ) = Re(e iθ Φ), where
4 is the Hopf differential of the identity from (S, c) to (S, h).
3.5. Centers. We conclude this section by some remarks on the respective behavior of h, h ⋆ and c.
Remark 3.7. c is uniquely determined by h, h ⋆ ∈ T . Conversely, h ⋆ is uniquely determined by h and c.
Proof. Given h and h ⋆ , we have seen that there is a unique minimal Lagrangian diffeomorphism m : (S, h) → (S, h ⋆ ) isotopic to the identity. By definition, c is the conformal class of h + m * h ⋆ . For the second point, let f : (S, c) → (S, h) be the unique harmonic map, given by Theorem 1.1, and let Φ be its Hopf differential. There is then a unique harmonic map f ⋆ from (S, c) to a hyperbolic surface (S, h ⋆ ) with Hopf differential equal to −Φ. The content of Section 2.5 then indicates that f ⋆ • f −1 is minimal Lagrangian, so that c is the center of (h, h ⋆ ).
An extension of Thurston's Earthquake Theorem
In this section we recall a recent result of [3] on constant curvature folations of GH AdS manifolds, and use it to prove Theorem 1.14.
Constant curvature foliations in AdS geometry.
We recall here one of the main result of [3] . Let N be a MGH AdS 3-dimensional manifold, let C(N ) be its convex core.
Theorem 4.1 (Barbot, Béguin, Zeghib [3] ). The complement of C(N ) in N is foliated by surfaces of constant (Gauss) curvature. Moreover, for any k ∈ (−∞, −1), there exists a unique future-convex (resp. past-convex) surface of constant curvature k in N , and it is a leaf of the foliation.
4.2.
Proof of Theorem 1.14. We first translate Theorem 4.1 in terms of the lanslide flow, using Lemma 1.9.
Proof. It is a direct consequence of Theorem 4.1. Given ρ l and ρ r there is a unique GHMC AdS manifold N ∼ = S × R of which they are the left and right representations, respectively. N contains a unique past-convex surface F with constant curvature −1/ cos 2 (α/2), which comes with a diffeomorphismφ : S → F (well-defined up to isotopy). We call I and III the induced metric and third fundamental form on S, respectively. Then III has constant curvature −1/ sin 2 (α/2). We then set h = (1/ cos 2 (α/2))I, h ⋆ = (1/ sin 2 (α/2))III, so that h and h ⋆ are normalized hyperbolic metrics on S (see [12] ). Lemma 1.9 then shows that
, we can consider the unique equivariant embedding φ :S → AdS 3 onto a past-convex surfaceF , with induced metric cos 2 (α/2)h and third fundamental form sin 2 (α/2)h ⋆ . ThenF is the lift to AdS 3 of a past-convex surface F in a GHMC AdS manifold N , and the left and right representations of N are ρ l and ρ r by Lemma 1.9. This shows the uniqueness.
Proof of Theorem 1.14. Apply Corollary 4.2 with ρ r = h, ρ l = h ′ , and with α = θ/2. It shows there exists a unique h 0 ∈ T and a unique h
we easily see that (3) is verified. The uniqueness in Corollary 4.2 therefore implies the uniqueness here.
The complex cyclic map
This section describes a natural extension of the cyclic flow from a real to a complex parameter. This is analogous to the complex earthquake introduced by McMullen [19] . We will actually show in the next section that the "complex cyclic flow" introduced here limits, in a suitable sense, to the complex earthquake.
5.1. Main statements. Let P be the space of complex projective surface on S. The space P is naturally a complex manifold of real dimension 12g − 12. Moreover the natural map P → T that associates to a complex projective surface the underlying complex structure is holomorphic. A projective structure is Fuchsian if its universal covering is projectively equivalent to a round disk in CP 1 . Let H be the upper half-plane in C. We define a map
Notice that here z lives in the upper half-plane, while, in the introduction, the flow usually depended on a complex parameter ζ in the unit disk. Both parameterizations are quite useful here. Taking ζ in the unit disk is natural when dealing with the landslide flow, while taking z in the upper half-space is natural when thinking of complex earthquakes as a limit (since complex earthquakes are usually parameterized by the upper half-space). Until Section 5.4 we consider the parameterization by z in the upper half-space, while in Section 5.5 we will make the connection to the parameterization by ζ in the unit disk. We use a prime to denote the various maps when z is in the upper half-plane, this explains the notation P ′ above. The construction of the map P ′ is the analog of the construction of the complex earthquake due to McMullen [19] . The first point is to define the analog of the grafting.
Given two normalized hyperbolic metrics h and h ⋆ on T , let b be the operator defined in Subsection 1.3. Given a positive number s > 0, we consider the metric I s = cosh 2 (s/2)h and the operator B s = − tanh(s/2)b. It is easy to see that (I s , B s ) satisfies the Gauss-Codazzi equation for immersed surfaces in H 3 , that is
where ∇ is the Levi-Civita connection for I s (which is equal to the Levi-Civita connection for h) and K s is the curvature of I s (which is constant and equal to −1/ cosh 2 (s/2)). As a consequence there exists a convex equivariant immersion (4) σ s :S → H 3 whose first fundamental form is the pull-backĨ s of I s and whose shape operator is the pull-backB s of B s . This map σ s is uniquely determined up to elements of PSL 2 (C), once we state that the orientation onS at σ s (p) coincides with the orientation induced by the normal vectorν s (p) pointing towards the concave part (this is the reason why the sign of B s is negative). Givenp ∈S, let dev s (p) ∈ S 2 ∞ = CP 1 be the endpoint of the geodesic ray starting from σ s (p) with velocitỹ ν s (p). The map dev s :S → CP 1 is a developing map for a complex projective structure SGr
(The notation SGr is used to keep in mind the analogy to the grafting map Gr).
is the map associating to σ s0 (p) the end-point of the geodesic segment of length s starting from σ s0 (p) with velocityν s0 (p). So, in this case, SGr ′ s (h, h) is the Fuchsian projective structure associated to h. Finally, given a complex number z = t + is with s ≥ 0, we define
. Most of the remaining part of this section is devoted to proving the following theorem.
Composing P ′ with the forgetful map from P to T , we obtain for each z in the upper half-plane a map
⋆ ) ∈ T × T to the complex structure underlying the complex projective structure P
This clearly follows from Theorem 5.1 since the forgetful map from P to T is holomorphic.
To prove Theorem 5.1, we will show that the holonomy ρ z of P ′ z , holomorphically depends on z. In fact the derivatives
and we will show that
Let us remark that, since P
) for any z in the upper plane and t real, it is sufficient to check (5) at imaginary points z 0 = is 0 .
To compute the cocycles we consider the family of convex immersions
). The first-order variations of σ s and τ t are the fields
regarded as sections of the fiber-bundle Θ = σ * s0 (T H 3 ) onS. Imposing the equivariance of σ s under ρ is , and of τ t under ρ t+is0 , we deduce that
where we have put ρ = ρ z0 , η = η z0 , ξ = ξ z0 and we are identifying the elements of sl 2 (C) with the Killing vector fields on H 3 . We will find some explicit relation between X and Y that, used in (7) and (8) , shall show equation (5).
General formulas.
We consider any smooth family of immersions σ s :S → H 3 and letĨ s be the first fundamental form onS andB s the shape operator associated with σ s .
Fix s 0 > 0: we study σ s around s = s 0 . Let us denote by Θ the vector bundle σ * s0 (T H 3 ) and let X = ∂σ ∂s | s=s0 , seen as a section of Θ. In this section, we will express the derivatives ofĨ s andB s at s = s 0 in terms of the field X, and we will show that these quantities determine X up to global Killing vector fields.
We notice that there is a natural inclusion of TS into Θ given by dσ s0 . For the sake of simplicity, we will identify TS with its image in Θ. Given a pointp ∈S and s > 0 we denote byν s (p) the unit vector at σ s (p) orthogonal to dσ s (p)(TpS) such that, for every positive basis {e 1 , e 2 } of TpS, the vectorsν s (p), dσ s (p)(e 1 ), dσ s (p)(e 2 ) form a positively oriented basis of T σs(p) H 3 . In this way, ifJ denotes the complex structure onS (and by abuse of notation on σ s (S)), we have
A linear connection D is defined on Θ by pulling back the Levi-Civita connection on T H 3 . The covariant derivative of a section Y of Θ is a linear operator
Such an operator can be decomposed as the sum of a self-adjoint operator of TS (identified to a subspace of T H 3 ) and the restriction of a skew-symmetric operator of T H 3 .
for everyṽ ∈ TS. Moreover both A V and S V are uniquely determined.
Proof. At every point, DV can be decomposed in a tangential part and normal part:
Clearly α is an operator of TS, so it can be decomposed into a self-adjoint part A(α) and a skew-symmetric part S(α). Notice that the skew-symmetric part is a multiple ofJ, in particular there is a ∈ R such that S(α)(ṽ) = aJ(ṽ) = aν ×ṽ. On the other hand, there exists a tangent vectorw such that DṽV,ν = ṽ,w for everyṽ ∈ TS. In particular the normal part of DṽV can be regarded as the restriction on TS of the skew-symmetric operatorṽ → ṽ,w ν − ṽ,ν w = (w ×ν) ×ṽ .
So if we put A V = A(α) and S V = aν + (w ×ν), Equation (11) is verified. We show now that this decomposition is unique. Suppose A is a self-adjoint operator of TS and let S be a vector tangent to
An important property of the covariant derivative of X is that DṽX is the variation of the image ofṽ in H Lemma 5.4. Given a tangent vectorṽ ∈ TpS, we consider the fieldṽ s = dσ s (ṽ) along the curve s → σ s (p). We have
Proof. Take a path υ : (−δ, δ) →S such that υ ′ (0) =ṽ and consider the mapx(ε, s) = σ s (υ(ε)). We havẽ
Now we apply the decomposition (11) to the field X, so we call A X the self-adjoint part of DX and X ′ the field S X . It turns out that the first order variation ofĨ s is determined by A X . On the other hand, the field X ′ determines the variation of the normal field along the family of σ s .
Lemma 5.5. Givenũ,ṽ ∈ TpS, we have
Proof. We have thatĨ
Since DũX = A X (ũ) + X ′ ×ũ, where A X is a self-adjoint operator of TS, we get the first formula. To prove the second formula, first we notice that since ν,ν = 1, then Dν ds | s=s0 is a tangent field. On the other hand, given a tangent vectorṽ we have ν, dσ s (ṽ) = 0. Differentiating this identity we get
Since X ′ ×ν is tangent, this proves that
Using
Lemma 5.6. Givenṽ ∈ TpS, we have
Proof. Differentiating with respect to s the identity dσ s (B s (ṽ)) = −Dṽν and evaluating at s = s 0 , we obtain
On the other hand, we have that
whereR is the Riemann tensor of H 3 . By (13) we have that
On the other hand, since H 3 has constant curvature −1, its Riemann tensor is simply given by
Using (16), (17), and (18) in (15) we get (14) follows.
Finally we show that Equations (13) and (14) determine X up to some global vector field. This is an easy consequence of the following lemma.
Lemma 5.7. Let V be a section of Θ and let us put
Then V is the restriction of a global Killing field of H 3 onS.
Proof. Under the hypothesis of the lemma, neither the induced metric nor the shape operator of the surface vary under the first-order deformation defined by V . The conclusion therefore follows from the Fundamental Theorem of surface theory, see e.g. [31] .
5.3. The variation field of SGr ′ . In this section we apply formulas obtained in the previous subsection to the family of convex immersions σ s :S → H 3 defined in (4). 
Proof. The embedding data corresponding to σ s arẽ
. Comparing this formula with (13), we get that 2A X = tanh(s 0 /2)E.
On the other hand, applying (14) we get
which can be also writtenb = −2JA
Multiplying byJ we deduce thatJb = 2A
Notice that this must coincide with the decomposition ofJb in symmetric and skew-symmetric part. Since the adjoint ofJb is −bJ it follows that
A consequence of Lemma 5.8 is that X ′′ + X can be explicitly computed.
Proposition 5.9. With the notation of Lemma 5.8 the following identity holds:
Proof. By (21), it is sufficient to prove that
for every tangent vectorṽ. Letũ,ṽ be two tangent fields onS. By using the identity
an explicit computation shows that
Moreover,
By (20) , A X ′ is a self-adjoint traceless operator, and it follows that the sum of the first two terms of (22) vanishes. Eventually, we get
SinceR(ũ,ṽ)X = X,ũ ṽ − X,ṽ ũ, we easily deduce that X ′′ + X,ṽ = 0 for all tangent vectorsṽ. Proof. LetĨ t be the first fundamental form corresponding to τ t and letB t be the corresponding shape operator. According to Lemmas 5.5, 5.6 and 5.7, it is sufficient to show that
where X ′′′ = S X ′′ is the vector field corresponding to the skew-symmetric part of DX ′′ . Call β t = cos(t/2)E − sin(t/2)Jb, so that we have
To show equation (24), we first compute DX ′′ . By Proposition 5.9 we have
where grad is the gradient onS with respect toĨ 0 . In particular,
Replacing these identities in the right hand side of (24), we deduce
Using the identityb 2 = tr(b)b − E, we obtain that the right hand side in (24) is equal to
On the other hand, (26) shows that the left hand side of (24) is equal to
Equation (24) follows by comparing (27) with (28).
5.4.
The comparison of the cocycles. Any element of K ∈ sl 2 (C) can be regarded as a Killing vector field on H 3 . Notice that by definition of Killing vector field, there is another field K ′ associated to K such that
Using the same argument as in Proposition 5.9, one can check that K ′ is a Killing vector field and in fact K ′′ = −K. More precisely, we have the following lemma:
Lemma 5.11. As elements of sl 2 (C) we have K ′ = iK.
Given a pointx ∈ H 3 we have a natural map evx :
It is a well-known fact that such a map is an isomorphism for everyx ∈ H 3 . Because of Lemma 5.11, if evx(K) = (w 1 ,w 2 ), then evx(iK) = (w 2 , −w 1 ). Given any section V on Θ, we define
. In particular, we have maps K X and K Y associated to the fields X, Y defined in (6), so that evx(K X ) = (X, X ′ ) and evx(K Y ) = (−X ′ , −X ′′ ) by Proposition 5.10. We conclude by Proposition 5.9 that
Since the field tr(b) 4ν is invariant under the action of π 1 (S), we find that K 0 is equivariant, that is
However, it follows from Equation (7) that (30) and by these equations and identities (7) and (8) one deduces that
Thus (5) is proved.
5.5.
Parameterization by the disk. The parameterization of the complex landslide used above is wellsuited for a comparison with the complex earthquake. However, another parameterization -already used in the introduction -is perhaps more convenient when considering the holomorphic disks in Teichmüller space obtained as the image of the complex flow. This new parameter ζ takes values in the unit disk. We develop here the relationship between these two parameterizations and we investigate the regularity at ζ = 0.
Consider z = t + is in the upper half-plane, so that t ∈ R and s ≥ 0, and we set ζ = exp(iz) = exp(−s + it), which belongs to the punctured closed unit disk∆ = {ζ ∈ C | 0 < |ζ| ≤ 1}. For h, h ⋆ ∈ T we then define
These maps are well-defined since P ′ and C ′ are invariant under t → t + 2π. Clearly, the maps ζ → P ζ (h, h ⋆ ) and ζ → C ζ (h, h ⋆ ) are holomorphic in the unit disk minus its center, for any fixed h and h ⋆ . We first give an explicit formula for C ′ is (h, h ⋆ ).
Lemma 5.12. Let h, h ⋆ ∈ T be two hyperbolic metrics on S, and let b be the bundle morphism appearing in Corollary 1.5. For every
as conformal structures, where γ s = cosh(s/2)E + sinh(s/2)b .
Proof. By definition, C
′ is (h, h ⋆ ) is the conformal structure at infinity of the (unique) hyperbolic end containing a convex surface with induced metric I = cosh 2 (s/2)h and third fundamental form III = sinh 2 (s/2)h ⋆ . Its shape operator is then B = tanh(s/2)b, and conformal structure at infinity of the end is given (see e.g. [28]) by
We can now give a general formula for C ′ t+is (h, h ⋆ ) for t + is ∈ H.
Lemma 5.13. Let s, t ∈ R with s ≥ 0, and let ζ = exp(−s + it). Then, for all h, h ⋆ ∈ T ,
and √ ζ is a notation for exp((−s + it)/2).
Here we use the convention that the complex number i acts as the complex structure J on tangent vectors.
Proof. It follows from the definition of C ′ and from the previous lemma that
where (as in Section 3):
It is then clear that
Using the fact that bJbJ = −E:
= (cosh(s/2) cos(t/2)E − sinh(s/2) sin(t/2)bJb) + (cos(t/2) sinh(s/2)E − cosh(s/2) sin(t/2)J)b = (cosh(s/2) cos(t/2)E − sinh(s/2) sin(t/2)J) + (cos(t/2) sinh(s/2)E − cosh(s/2) sin(t/2)J)b = cosh((−s + it)/2)E − sinh((−s + it)/2)b .
Setting
√ ζ = exp((−s + it)/2), we can write this relation as
It follows from the definitions that C is essentially the same as C ′ with a different parameterization. The main properties of this map are as follows.
Proposition 5.14. Let h, h ⋆ ∈ T and let c be the "center" of (h, h ⋆ ) as defined in Section 1.6. Then:
is defined for all ζ ∈∆, (2) it is holomorphic in ζ, (3) it extends continuously, and therefore holomorphically, at ζ = 0, with C 0 (h, h ⋆ ) = c. In particular, c appears as a smooth point of the holomorphic disk defined by C, while it was obtained only in the limit s → ∞ in the parameterization used by C ′ .
Remark 5.15. Unlike the map C • (h, h ⋆ ), the map P • (h, h ⋆ ) does not extend at ζ = 0. Indeed, take any sequence of positive real numbers ζ n → 0. By definition of the map P , there is an embedding of S into the hyperbolic end M n , with first fundamental form equal to I n = cosh 2 (− 1 2 log ζ n )h and shape operator B n = − tanh(− 1 2 log ζ n )b, which corresponds to the projective structure P n . In particular, B n converges to −b. On the other hand, by Proposition 4.2 of [15] , if P n converges to a projective surface, B n should converge to the identity. For the last point note that the expression defining C ζ (h, h ⋆ ) in Lemma 5.13 can be analytically continued if B # ζ is non-singular at all points of S. This happens if ζ + 1 2
everywhere on S, which is certainly satisfied if
The earthquake flow as a limit
The main goal of this section is to prove Theorem 1.12. The arguments are based on comparing surfaces in AdS 3 with constant Gauss curvature close to −1 to pleated surfaces. The key step in the proof of Theorem 1.12 will be Theorem 1.13.
We fix a hyperbolic metric h on S and a divergent sequence of metrics h to the intersection between γ and λ. Define P
, which are holomorphic, and let P ′ ∞ : H → P(S) be P ′ ∞ (t + is) = Gr sλ/2 (E −tλ/2 (h)). Theorem 6.1. For every z ∈ H, we have that P ′ n (z) → P ′ ∞ (z). Notice that since the P ′ n are holomorphic, the convergence P ′ n → P ′ ∞ is, in fact, in C ∞ . Note also that in this section we use the parameterization by the upper half-plane -which is more practical when considering the limit to complex earthquakes -so that we use the notations with primes for L, P, SGr, etc.
In particular, we have ℓ ∂M ⋆ (γ) ≤ ℓ S ⋆ (γ) where ℓ ∂M ⋆ and ℓ S ⋆ are the marked length spectra of ∂M ⋆ and S ⋆ respectively. Proposition 6.6. The hyperbolic metrics g ∂Mn converge to h.
Proof. By Lemmas 6.3 and 6.4, we have that up to passing to a subsequence M n → M ∞ . In particular, we can concretely realize M n ∼ = (S × [0, +∞), g Mn ) in such a way that g Mn converges to a hyperbolic metric g M∞ such that (S × [0, +∞), g M∞ ) ∼ = M ∞ , where we have denoted by the same symbol the metric g Mn on M n and the corresponding metric on the model S × [0, +∞). By abuse of notation, we denote again by r n : S × [0, +∞) → S × {0} the retraction corresponding to the retraction of M n onto ∂M n . Letσ n : (S, h) → (S × [0, +∞), g Mn ) be the embedding with first fundamental form I Sn = cosh 2 (θ n /2)h n and third fundamental form III Sn = sinh 2 (θ n /2)h ⋆ n . Notice that the composition i n = r n •σ n : (S, cosh 2 (θ n /2)h n ) → (S × {0}, g ∂Mn ) is a 1-Lipschitz homotopy equivalence. So i n converges (up to passing to a subsequence) to a 1-Lipschitz homotopy equivalence i ∞ : (S, h) → (S×{0}, g ∂M∞ ). Since both h and g ∂M∞ are hyperbolic metrics, we conclude that i ∞ is an isometry.
Let λ ∞ the bending lamination of M ∞ . In order to conclude the proof of (31) we need to show that λ ∞ = λ/2. In fact, the following general result in Lorentzian geometry and (32) show that
In order to prove Proposition 6.8, we will show that N n converges to a MGH AdS structure N ∞ and F n converges to the lower boundary ∂ − C(N ∞ ) of the convex core of N ∞ . Then we will prove that ∂ − C(N ∞ ) is isometric to (S, h) and is bent along a lamination corresponding to λ/2. By a result of Mess [20] , the left holonomy of N ∞ (that is, by definition, the limit of the left holonomies of N n ) is equal to the holonomy of E λ/2 (h), and Proposition 6.8 follows.
In order to prove that N n converges to some structure, we will consider the lifting φ n :S →Ñ n ⊂ AdS 3 corresponding to the embeddingφ n : S → F n ⊂ N n . The map φ n is determined up to isometry of AdS 3 and we will normalize it by requiring that, for some fixedp 0 ∈S, φ n (p 0 ) =x 0 and the normal vector toF n = φ n (S) at x 0 is equal toν 0 for some fixedx 0 ,ν 0 in AdS 3 . The first step to prove the convergence of N n is to show that φ n converges to a spacelike embedding into AdS 3 .
Proposition 6.9. Up to passing to a subsequence,F n converges to a spacelike surfaceF ∞ in AdS 3 and the map φ n converges to an embedding φ ∞ :S → AdS
The easy part of the proof is to show thatF n converges to an embedded surfaceF ∞ in AdS 3 that is achronal. The main issue is to show that the surfaceF ∞ is spacelike. The proof relies on the fact that, for some fixed p ∈S, the tangent planes ofF n at φ n (p) are uniformly spacelike, in the sense that they cannot approximate lightlike planes.
The proof of this fact is based on the technical Lemma 6.10.
Lemma 6.10. Let b n be the h n -self adjoint operator such that h ⋆ n = h n (b n •, b n •) and letσ n : S → S n ⊂ M n be the embedding introduced in Section 6.1. Let I # Sn be the lifting toS of the grafted metric I # Sn introduced in Definition 2.1. Then, for every compact set K ⊂S, there is a constant C K such that the diameter of K with respect to I # Sn is bounded by C K for every n. Proof. For any k ∈ [−1, 0), M n contains exactly one K-surface of constant curvature k, denoted here by M n (k) (where by M n (−1) we mean the boundary of M n ). For each n, let G n = SGr ′ θn (h n , h ⋆ n ) be the projective surface at infinity of M n . Let us consider the natural retraction Π Mn(k) : G n → M n (k), which is the limit of the closest point projections M n (K) → M n (k) onto the convex surface M n (k) as K > k converges to 0 (see Figure 1 ).
On the universal covering, ΠM n (k) sends a pointx ∈G n to the tangency point of the unique horocycle centered atx and tangent toM n (k). For k > −1, Π Mn(k) is a diffeomorphism and the inverse is the map obtained by sending each point of y ∈ M n (k) to the final point of the geodesic ray starting from y and orthogonal to M n (k).
is not injective in general, since points on M n (−1) can admit several normal directions. Nevertheless, Π Mn(−1) : G n → M n (−1) is a homotopy equivalence.
In [28] , it has been showed that this diffeomorphism is conformal with respect to the grafted metric I
The conformal factor is an increasing function of k: this precisely means that the conformal map
) decreases the lengths when k > k ′ . Now notice that S n is equal to M n (K n ) for K n = −1/ cosh 2 (θ n ). As definitively K n < −1/2, the map
# Sn ) decreases the lengths.
Since M n converges to an hyperbolic end M ∞ , the surface M n (−1/2) converges to M ∞ (−1/2) in C ∞ -sense. This means that M n can be concretely realized as a hyperbolic metric g Mn on S × [0, +∞) such that M n (−1/2) = S × {1} and such that g Mn converges to a hyperbolic metric g M∞ and M ∞ (−1/2) = S × {1}.
Then the family of 1-Lipschitz maps j n converges to the map j ∞ =σ
which is a homotopy equivalence.
Letj ∞ andj n be the lifting of those maps to the universal covering. Notice thatj ∞ is a proper map. If K is a compact subset ofS, then We claim (and will prove below) that this implies that
It follows from this claim thatν n (p) is contained in
which is a compact subset of AdS 3 , and the lemma follows. We now turn to the proof of the claim. We fix n and consider the following functions:
Notice that a is a positive function sincex 0 and φ n (ς(t)) are contained in a spacelike surface. Moreover, since the surfaceF n is convex, the plane orthogonal toν n (ς(t)) is a support plane forF n , so it is not difficult to check that also a ⊥ is positive (see Figure 2 ). Figure 2 . The product x0,νn(ς(t)) is negative.
We can decomposex 0 asx 0 = a(t)φ n (ς(t)) + a ⊥ (t)ν n (ς(t)) +ṽ(t) withṽ(t) ∈ T φn(ς(t))Fn . Imposing x 0 ,x 0 = −1, we deduce that ṽ(t) ≤ a + a ⊥ .
On the other hand, ṽ(t) ≤ ṽ(t) h n and sȯ
Proof of Proposition 6.9. We will consider the product model of AdS 3 = H 2 × S 1 , where the metric at some point (ξ, e iϑ ) is
, where ξ 0 is some fixed point (see [7] ). By a lemma of Mess [20] , the image of φ n is the graph of some function H 2 ∋ ξ → e isn(ξ) ∈ S 1 that satisfies the following spacelike condition (38) grad(s n ) < 1/χ .
We can also suppose that φ n (p 0 ) is the pointx 0 = (ξ 0 , 0) and the normal vector ofF n atx 0 is the unit vertical vector.
By (38), the functions s n are uniformly Lipschitz on compact sets of H 2 . So, up to subsequence,F n converges to a surfaceF ∞ which is the graph of some limit function s ∞ , that verifies grad(s ∞ ) ≤ 1/χ almost every-where.
In order to show thatF ∞ is spacelike, we need to prove that s ∞ verifies the strict inequality (38) almost everywhere. Notice that the projection π n :F n → H 2 increases the length, so the disk D in H 2 with center (ξ 0 , 0) and radius r is contained in π n •φ n (BF n (x 0 , r)). By Lemma 6.11, the normal vectors ofF n on the cylinder based on D are contained in some compact subset K (independent of n).
Since the normal vector at (ξ, s n (ξ)) is the vector
for every ξ ∈ D and every n. This shows thatF ∞ is spacelike. Moreover, the restriction of the projection π n •φ n : (S, h) → H 2 on Bh(p 0 , r) is C-Lipschitz, for some constant C depending only on r. Indeed, given a vectorṽ ∈ TpS, letṽ n = dφ n (v) andũ n = dπ n (ṽ n ). We have that
′ such that the identity map between (S, h) and (S, h n ) is C ′ -Lipschitz for every n. It follows, after taking a subsequence, (π n • φ n ) converges to a map π
We can prove now that the holonomy ρ n : π 1 (S) → Isom 0 (AdS 3 ) of N n converges to a limit representation ρ ∞ for which φ ∞ equivariant.
Lemma 6.12. If φ n converges to a space-like embedding φ ∞ , then the representation ρ n converges to a representation ρ ∞ : π 1 (S) → Isom 0 (AdS 3 ) such thatF ∞ is ρ ∞ -equivariant. Moreover, the left and right components of ρ ∞ are discrete and faithful representations of π 1 (S) into PSL 2 (R).
Proof. First we prove that, for every γ ∈ π 1 (S), the sequence ρ n (γ) is bounded in Isom 0 (AdS 3 ). Recall that we are assuming that φ n (p 0 ) =x 0 for all n and that the normal vectorsν n (p 0 ) are equal toν 0 . Now the ρ n (γ)(x 0 ) = φ n (γp 0 ) form a sequence converging tox 0 = φ ∞ (γp 0 ) and the ρ n (γ)(ν 0 ) converge to a unit timelike vectorν 0 atx 0 orthogonal to some support plane ofF ∞ .
This implies there is a bounded sequence of isometry of AdS 3 , says τ n , such that
Now the set of isometries that fixx 0 andν 0 is compact; so, after taking a subsequence, τ n ρ n (γ) →τ . Since up to passing to a subsequence we also have τ n → τ ∞ , we can deduce that ρ n (γ) → τ −1 ∞ •τ . To prove that ρ n is converging, it is sufficient to check that two converging subsequences of ρ n share the same limit. On the other hand, suppose that ρ ∞ is a limit of a subsequence of ρ n , then ρ ∞ makes φ ∞ equivariant:
This relation uniquely determines the action of ρ ∞ (γ) onF ∞ . Since two isometries of AdS 3 that coincide on a spacelike surface are equal the result follows.
The fact that the left and right representations π 1 (S) → PSL 2 (R) corresponding to ρ ∞ are faithful and discrete is a consequence of the fact that they are limit of faithful and discrete representations.
If (φ ni ) is a convergent subsequence of (φ n ), then Lemma 6.12 implies that N ni is a convergent sequence of spacetime. Let N ∞ be the limit of such spacetimes. Its holonomy is by definition the limit of the holonomies of the N n . In particular, we can concretely realize N n as an AdS metric g Nn on S × R, in such a way that g Nn i converges to an AdS metric g N∞ as tensors on S × R and (S × R, g N∞ ) ∼ = N ∞ . Proposition 6.13. F ni converges to the lower boundary ∂ − C(N ∞ ) of the convex core of N ∞ . Moreover, the induced mapφ
The proof of this proposition is based on the following lemma.
Lemma 6.14. If N is a MGHC anti de Sitter spacetime and N (k) is a Cauchy surface of constant curvature k ≤ −1, then the Lorentzian distance of any point of N (k) from the convex core of N is smaller than arctan |1 + k|.
Proof. We consider the point x 0 on N (k) with the biggest distance from the convex core. If d is the distance between x 0 and the convex core, then it is well known that d < π/2 and there exists a timelike geodesic segment ς joining the point x 0 to a point y 0 on the boundary of the convex core with length equal to d [5] . We consider now a liftς of ς to the universal coverÑ ⊂ AdS 3 (see Figure 3) . The plane Ξ throughỹ 0 orthogonal toς is a support plane for the lifting of the convex core. Let Ξ d be the surface of points in AdS Proof of Proposition 6.13. Since the metrics g Nn i converge to g N∞ , the convex cores of the N ni converge to the convex core of N ∞ . (Since the metrics converge, the holonomy representations converge and so that their limit set in ∂ ∞ AdS 3 converge; therefore also their convex hulls, so the convex cores converge.) In particular, the lower boundary ∂ − C(N ni ) of the convex core of N ni converges to ∂ − C(N ∞ ). By Lemma 6.14, the distance of any point of F ni from ∂ − C(N ni ) is smaller that θ ni /2. This implies that F ni converges to ∂ − C(N ∞ ).
In order to prove that the mapφ ∞ : (S, h) → ∂ − C(N ∞ ) is an isometry, it is sufficient to show thatφ ∞ increases the distances. Indeed, both (S, h) and ∂ − C(N ∞ ) are hyperbolic surfaces andφ ∞ is an homotopy equivalence.
We will prove that the lifting φ ∞ : (S, h) → ∂ − C(Ñ ∞ ) increases the lengths. Givenp,q ∈S, we consider any pathς : [0, 1] →S connectingp andq such that
In the model H 2 × S 1 of AdS 3 , the surfacesF n are graphs of functions e isn : H 2 → S 1 converging to e is∞ : H 2 → S 1 such that ∂ − C(Ñ ∞ ) is the graph of e is∞ . We haveς ∞ (t) = (ξ(t), e is∞(ξ(t)) ) with ξ : [0, 1] → H 2 Lipschitz function. Takeς n (t) = (ξ(t), e isn(ξ(t)) ). For any smooth pointx = (ξ, e is∞(ξ) ) of ∂ − C(Ñ ∞ ) we have grad(s n )(ξ) → grad(s ∞ )(ξ). Indeed, by convexity, tangent planes ofF n converge to support planes of ∂ − C(Ñ ∞ ).
By Lebesgue Theorem we have
are all dominated by ξ , which is an integrable function.
Since the endpoints ofς n correspond to pointsx n = ϕ n (p n ) andỹ n = ϕ n (q n ) withp n →p andq n →q, we deduce that dh(p,q) ≤ d ∞ (x ∞ ,ỹ ∞ ) + ǫ. Since ǫ can be chosen arbitrarly small,
Proposition
where ω g is the area form associated to g.
In order to prove Proposition 6.15, we need the following lemma that is analogous to Lemma 6.14.
Lemma 6.16. Let M be a hyperbolic end associated to some projective structure on S, and let M (k) be the surface of constant curvature k with k ∈ [−1, 0). Then the distance of any point of M (k) from the boundary of M is at most arctanh √ 1 + k.
The proof of Lemma 6.16 is essentialy the same as in Lemma 6.14. We leave the details to the reader.
Corollary 6.17. The family of isometric immersions σ n : (S, cosh 2 (θ n /2)h) → H 3 converges to a bending map σ ∞ : (S, h) → H 3 , with bending lamination λ/2.
Proof. Since σ n are uniformly Lipschitz as maps (S,h) → H 3 , they converge up to subsequences to a locally convex surface. Combining Proposition 6.2 and Lemma 6.16, we deduce that this surface is the bent surface corresponding to Gr λ/2 (S).
Proof of Proposition 6.15. We consider the embeddingσ n : S → S n ∈ M n inside a hyperbolic end M n such that I Sn = cosh 2 (θ n /2)h n B Sn = tanh(θ n /2)b n . The projective structure G n at the ideal boundary of M n converges to G ∞ = Gr λ/2 (h) (Proposition 6.2). Call M ∞ the hyperbolic end determined by the CP 1 -surface G ∞ . A simple computation shows that the area element of S n with respect to
As before, we can identify M n ∪ G n ∼ = (S × [0, ∞), g Mn ) ∪ S × {∞} in such a way that:
• the developing map dev n :S × [0, ∞] → H 3 converges to dev ∞ (and so g Mn → g M∞ );
•σ n converges to the pleated surfaceσ ∞ : S → (S × {0}, g M∞ ) Call ∂ d M n the surface in M n at distance d from the boundary and let Π ∂ d Mn : G n → ∂ d M n the projection introduced in Lemma 6.10.
There exists two numbers ǫ n < δ n such that S n is contained between ∂ ǫn M n and ∂ δn M n and, by Lemma 6.16, δ n → 0 as n → +∞.
By the monotonicity result proved in [28] ,
If λ n is the bending lamination of M n , the grafted metric on ∂ d M n makes it isometric to e 2d g Gn , where g Gn is Thurston metric on the projective surface G n = Gr λn (∂M n , g Mn ).
So we deduce that
and so
Sn (σ n (V ))) .
Since G n → G ∞ , their Thurston metrics converge to g G∞ . We claim that Π
−1
Sn (σ n (V )) converge to Π −1 S∞ (σ ∞ (V )) in the Hausdorff sense, and so
by Equation (41). The result will follow by comparing Equations (40) and (42). In order to prove the claim, it is enough to prove that ∂Π
, which would follow from the fact that Π −1
Notice that Π Sn is a diffeomorphism, and Π −1 S∞ •σ ∞ | ∂V is well-defined and continuous since ∂V does not intersect λ.
Let (p n ) n∈N be a sequence of points in ∂V such that p n → p. The point Π
Sn (σ n (p n )) is the ideal point of the horocycle U n tangent to S n atσ n (p n ). By convexity of the surfaces S n , one can easily see that U n converges to a horocycle U ∞ tangent to S ∞ atσ ∞ (p). Since p / ∈ λ, such a U ∞ is unique and so its ideal point is necessarily Π −1 S∞ (p).
Corollary 6.18. Let h n be a sequence of hyperbolic metrics converging to h, and let h ⋆ n be a diverging sequence of metrics. Then, (θ n ℓ h ⋆ n (γ)) n∈N is bounded for every γ ∈ π 1 (S) if and only if θ n S tr(b n )ω hn is bounded.
6.4. Proof of Theorems 1.12 and 6.1.
Proof of Theorem 1.12. Let us fix a hyperbolic metric h on S and a sequence of hyperbolic metrics h ⋆ n converging to a point [λ] in Thurston boundary of T . Fixing a sequence θ n such that θ n ℓ h ⋆ n converges to ι(λ, •), let us set
In subsection 6.2 we have shown that h 1 n → E λ/2 (h). To conclude the proof we need to prove that
The main issue to prove (43) is to show that for every γ ∈ π 1 (S), there is C = C(γ) such that
Corollary 6.18 indicates that, in order to prove (44), it is sufficient to bound
n where β n = cos(θ n /2)E + sin(θ n /2)Jb n and ω h 1
is bounded for every γ ∈ π 1 (S) by hypothesis. It follows that there exists a measured geodesic lamination µ such that, up to passing to a subsequence, θ n ℓ h 2 n → ι(µ, •). To show that µ = λ, notice that by Proposition 6.8 we have that
So, applying again Proposition 6.8, we obtain that
Comparing (45) and (46) we conclude that E λ/2 (h ∞ ) = E µ/2 (h ∞ ) and so λ = µ.
Proof of Theorem 6.1. Let h and h n as above. For all z = t + is ∈ H, we have to prove
Theorem 1.12 shows that h 1 n → h ∞ = E −tλ/2 (h) and θ n ℓ h 2 n → λ. Applying Proposition 6.2 we conclude that
6.5. Convergence of the distances. The aim of this section is to study the asymptotic behavior of the⋆ n onS. Finally letλ be the pull-back of λ onS.
Proposition 6.19. For everyp,q ∈S \λ we have
whereα is any smooth path inS joiningp toq and meeting each leaf ofλ at most once and transversely. Moreover, the convergence is uniform on compact subsets ofS \λ.
Theorem 1.13 is a direct consequence of this statement, so that its proof will be a consequence of the proof of this proposition.
First, notice that it is sufficient to prove Proposition 6.19 after rescaling θ n and λ by some arbitrary factor. In particular, we may assume that the projective surface Gr λ/2 (S, h) is quasi-Fuchsian. This technical assumption will simplify some steps of the proof.
First we show that Lemma 6.20. This implies that Ξ n (p) and T σn(p)Sn are disjoint planes. In particular we deduce that Ξ n (p) separates σ n (p) from ∂M n (see Figure 4) . This easily implies that Ξ n (p) converges to the support plane of ∂M ∞ at σ ∞ (p) (that is unique by our assumption thatp does not lie onλ). Analogously Ξ n (q) converges to the support plane of ∂M ∞ at σ ∞ (q).
To conclude the proof of Proposition 6.19 we need to show that
In order to estimate θ n dh ⋆ n (p,q), we need the following result.
Lemma 6.21. LetŨ be any convex smooth surface in H 3 and letx,ỹ ∈Ũ such that the support planes Ξx and Ξỹ atx andỹ intersect. Then the distance betweenx andỹ with respect to the third fundamental form ofŨ is less than the angle between Ξx and Ξỹ.
• σ ∞ (α) is a short path;
Proof. The first point easily follows, sinceS ∞ is invariant under the action of a co-compact group of isometries of H 3 . About the second point, notice that the first inequality is given by Lemma 6.21. The second inequality is more subtle. Choosing ǫ 0 sufficiently small, we can suppose that eitherα intersects only one isolated leaf ofλ or it intersects no isolated leaf. In the first case the second inequality is obvious.
Up to taking a smaller ǫ 0 , we may suppose that, if T is a hyperbolic triangle with an edge e of length l ≤ ǫ 0 and the angles ϑ 1 , ϑ 2 adjacent to e less than π/4, then the area of T is less than lϑ 2 . Now take a geodesicα oñ S of length less than ǫ which does not intersect the isolated leaves of the lamination. Taking any subdivisioñ α(0) =p 1 , . . . ,p m+1 =α(1) ofα, we consider the support planes Ξ i of σ ∞ (S) at σ ∞ (p i ). If the subdivision is sufficiently fine, then the angles ϑ i between Ξ i and Ξ i+1 are less than π/4. Now consider the boundary ∂K of the convex set K obtained by intersecting the half-spaces bounded by Ξ 1 , . . . , Ξ m+1 and containing σ ∞ (S). Notice that ∂K is a finite bent surface: indeed, its bending lines are Ξ i ∩ Ξ i+1 for every i such that Ξ i and Ξ i+1 are different. We claim that η ∞ (α) ≤ (1 + ℓh(α)) ϑ i . Taking a sequence of arbitrary fine subdivisions, we have that ϑ i → ι(α,λ), so the second inequality follows from the claim. In order to prove the claim we use an inductive argument. Notice that, if Ξ 1 , Ξ 2 , Ξ 3 are distinct, then Ξ 1 ∩ Ξ 2 ∩ Ξ 3 = ∅. Thus, there is a plane Λ orthogonal to all of them. The triangle T obtained by intersecting Λ ∩ Ξ 1 , Λ ∩ Ξ 2 and Λ ∩ Ξ 3 has angles ϑ 1 , ϑ 2 and π −θ 1 , whereθ 1 is the angle formed by Ξ 1 and Ξ 3 .
Notice that the length of the edge between ϑ 1 and ϑ 2 is less than the distance betweenp 1 andp 2 , and so it is smaller than ǫ 0 . We conclude that the area of T is less than dh(p 1 ,p 2 )ϑ 2 . In particular, we deduce that
If at least two planes among Ξ 1 , Ξ 2 , Ξ 3 coincide, then the area of T is zero, and
Apply now the same argument to the planes Ξ 1 , Ξ 3 , Ξ 4 . Ifθ 2 is the angle formed by Ξ 1 and Ξ 4 , then (p 1 ,p 3 ) ). Iterating this procedure, we deduce that the angle between Ξ 1 and Ξ m is bounded by ϑ 1 +ϑ 2 (1+dh(p 1 ,p 2 )+ϑ 3 (1+dh(p 1 ,p 3 ) )+. . .+ϑ m (1+dh(p 1 ,p m ) ) and this quantity is less than (1 + ℓh(α)) ϑ i .
We can now prove (51). Fix ǫ < ǫ 0 and subdivide the geodesicα joiningp toq into segmentsα i of length less than ǫ. Letp =p 1 ,p 2 , . . . ,p m+1 =q be endpoints of such subdivision.
For n large, σ n (α i ) are short paths and so by Lemma 6.21
On the other hand, applying Lemma 6.23 we deduce that
The uniform convergence follows from the fact that the whole argument works as well, if we consider sequences of pointsp n →p andq n →q belonging to a compact subset ofS \λ. This concludes the proof of Proposition 6.19.
Behavior of the centers
In this section we want to discuss the behavior of the centers c n when h is fixed and h ⋆ n → [λ] in Thurston compactification. Our aim is to prove that the limit point(s) of c n does not only depend on h and [λ] but also on the sequence h ⋆ n . As a consequence, we will see that the analog of Theorem 1.12 does not hold if the sequence of centers (c n ) converges to a projective measured lamination, see Corollary 7.3.
Fix a hyperbolic metric h on S and let c ′ be a point in the boundary of the augmented Teichmüller space of S. Then c ′ can be considered as a complete hyperbolic metric of finite area on S \ Γ, where Γ is the disjoint union of simple closed curves γ 1 , . . . , γ l . Up to isotopy, we can assume that γ i is a geodesic for h and we denote by ℓ i the h-length of γ i . We will also denote by S the surface obtained from S by collapsing each γ i to a node ν i .
We recall a construction of an infinite energy harmonic map f : (S \ Γ, c ′ ) → (S \ Γ, h) by Wolf [34] . For every i = 1, . . . , l, choose a sequence s i,n → +∞ with s i,n > 1. Let U i,+ (s) and U i,− (s) be the cusps of (S \ Γ, c ′ ) bounded by horocycles of length 1/s near ν i and let U i (s) : Then S n is obtained from S by removing U i (s i,n ) from the cusps adjacent to γ i . Gluing the seams together, we obtain a compact surface S n with quadratic differentials Ψ 
Notice that the metric c n induced by c on S n detemines a point in T (S): we will denote by c ′ n the hyperbolic metric conformally equivalent to c n .
Notice that, hidden in this construction, there is an arbitrary choice of twists associated to the gluings or, equivalently, to the charts ξ i,• .
Call f n : (S n , c n ) → (S, h) the unique harmonic map in the given homotopy class [9] .
Theorem 7.1 (Wolf [34] ). Up to subsequences, f n converges C 2,α to a harmonic map f : (S \ Γ, c) → (S \ Γ, h) on the compact subsets of S \ Γ.
In each cusp U i,• (1) of (S\Γ, c), the Hopf differential Φ of f looks like Φ = (ℓ 2 i /4+O(e −2πy•ξi,• ))Ψ i . Moreover, the energy density e(f ; c, h) → ℓ ⋆ n does not necessarily converge to [λ] and so the cyclic flow centered at c n does not necessarily converge to an earthquake along λ (with any normalization).
In order to prove Proposition 7.2, we need to estimate the transversal length trl γi (c 
Proof. By construction, (U n i (1), c n ) contains a flat cylinder of circumference 1 and height 2(a i /ℓ i )t bi n and so the extremal length satisfies
On the other hand, consider a metricĉ n on S n which is conformally equivalent to c n , which agrees with c n on S n \ j =i U n j and such that theĉ n -area of U n j is bounded by a fixed constant for j = i and the distance between the two boundary components of U n j is at least 1. For instance, one can defineĉ n be rescaling c n by a factor which is constantly 1/s j,n on the regions U n j (2) for all j = i, which interpolates between 1 and 1/s j,n on U n j (1) \ U n j (2) for j = i, and which is constantly 1 elsewhere. Then ℓ γi (ĉ n ) = 1 and the area Areaĉ n (S) ≤ C 1 + 2(a i /ℓ i )t bi n where C 1 is a constant that depends only on χ(S) and k. Hence,
As Ext γi (c n ) → 0, Maskit's estimate (see [18] ) gives ℓ γi (c n ) ≍ πExt γi (c n ) and so trl γi (c
For each i, fix an open neighbourhood A i ⊂ (S, c) of ν i whose closure does not contain any zero of Φ, and such that (A i \ ν i , |Φ|) is the union of two annuli. Moreover, choose standard h-collars R i ⊂ (S, h) around γ i such that R i ⊂ f (A i ). By Wolf's construction (see [34] ), outside i f −1 (R i ) the Hopf differential Φ n of f n converges C 1,α to Φ. Here we recall that, by definition,
where e(f n ; c n , h) is the energy density; moreover, by Equation (2),
and so b n converges C 1,α to b outside i R i . Notice that the horizontal (resp. vertical) directions of Φ n are exactly the eigenspaces of b n corresponding to the smaller (resp. bigger) eigenvalue.
Lemma 7.5. Fix a small ε > 0. Up to shrinking R i and for n large enough,
where H(f ; c, h) = 1 2 ∂f 2 is the holomorphic energy density of f .
As f n (R i ), the same estimate holds in f −1 n (R i ) for n large enough. In a similar way, if H n = H(f n ; c n , h), then the energy density and the Jacobian of f n are e(f n ; c n , h) = H n + |Φ n | 2 |Ψ n i | 2 H n and J(f n ; c n , h)
n (R i ). On the other hand (see [33] , for instance) ∆ cn log H n = 2J n > 0 and so ∆ cn log(4H n /ℓ 2 i ) ≥ 0 on U n i (2). As log(4H n /ℓ 2 i ) < ε 2 /2 on ∂f −1 n (R i ) for n large, we obtain H n ≤ (ℓ 2 i /4)(1 + ε 2 /2) on f −1 n (R i ) and so the wished estimate for e(f n ; c n , h).
Thanks to the previous lemma, we can draw a few consequences. n (R i ) found in the above lemma, the bigger eigenvalue κ of b n is greater than 1/2ε for large n.
Proof. As for (i), notice that h ⋆ n = −2Re(Φ n ) + e(f n ; c n , h)c n . Because of Lemma 7.5, for every ε > 0 there exists R i such that, for n > n(ε), the h ⋆ n -norm of (f n • (ξ n i ) −1 ) * ∂ x is at most 2εℓ i the h n -norm of (f n • (ξ n i ) −1 ) * ∂ y is at most 2εℓ i . Thus, ℓ γi (h ⋆ n ) ≤ 2εℓ i and so ℓ γi (h ⋆ n ) → 0. As h ⋆ n → h ⋆ on the compact subsets of S \ Γ, we conclude that h ⋆ has nodes at γ i and the sequence converges in the augmented Teichmüller space. As for (ii), the two identities f * n h = 2Re(Φ n ) + e(f n ; c n , h)c n and f * n h((E − b 2 n )•, •) = 4Re(Φ n ), already seen in Section 3 Equation (2), give * ∂ y , we obtain In this section we show how the construction of the landslide flow L extends to the universal Teichmüller space. We believe that this S 1 action on the product of two copies of the universal Teichmüller space can be of independent interest, but limit our investigations here to its definition and to checking that it is non-trivial.
8.1. Minimal Lagrangian maps and the universal Teichmüller space. The universal Teichmüller space T U can be defined as the quotient of the group QS of quasi-symmetric homeomorphisms of the circle by composition on the left by projective transformations, see e.g. [10] . We will show here that the map L defined above extends to a circle action L on T U × T U . This is based on the following statement.
Theorem 8.1 ( [7] ). Letψ ∈ QS. There exists a unique quasi-conformal minimal Lagrangian diffeomorphism m : H 2 → H 2 such that ∂m =ψ.
We call g the hyperbolic metric on H 2 , and ∇ its Levi-Civita connection. It follows from the basic facts on minimal Lagrangian diffeomorphisms, as recalled in Section 1.3, that there exists a unique bundle morphism b : T H 2 → T H 2 such that:
Smooth grafting as homeomorphism. Recall that Scannell and Wolf [26] proved that, for λ ∈ ML fixed, the map h → gr λ (h) is a homeomorphism of T . When h ∈ T is fixed, the map λ → gr λ (h) is also a homeomorphism from ML to T , see [8] .
It is tempting to ask whether those statements can be extended to the smooth grafting map sgr. Note that in this setting the two statements above concerning the grafting map -with the measured lamination fixed, and with the hyperbolic metric fixed -are now merged into one, since the two hyperbolic metrics that occur in the map sgr play symmetric roles.
Question 9.1. Let s ∈ (0, 1), and let h ∈ T . Is the map h ⋆ → sgr s (h, h ⋆ ) a homeomorphism from T to T ?
This statement can be translated in terms of the geometry of hyperbolic ends, in the following, essentially equivalent question. Question 9.2. Let h, c ∈ T and let K ∈ (−1, 0).
• Is there a unique hyperbolic end with conformal structure at infinity c, and containing an embedded surface of constant curvature K with induced metric proportional to h? • Is there a unique hyperbolic end with conformal structure at infinity c, containing an embedded surface of constant curvature K with third fundamental form proportional to h ⋆ ?
The action of the landslide flow at infinity. It is quite natural to wonder to what extend the landslide flow can be extended to Thurston boundary of Teichmüller space. One side of this question is already answered above in Section 6, concerning the limit of L to the earthquake flow when one of the parameter converges to Thurston boundary and the other is fixed. However other questions can be asked, in particular in light of the results of Wolf [34] on the behavior of harmonic maps at the boudary of T .
The landslide flow as a Hamiltonian flow. Consider a fixed measured lamination λ ∈ ML. The flow of earthquakes along λ is the Hamiltonian flow of the length of λ, considered as a function on T , with respect to the Weil-Petersson symplectic structure. In a similar way, is the landslide flow the Hamiltonian flow of some functional on T × T ?
The data at infinity of hyperbolic ends. For all K ∈ (−1, 0), there is a parameterization of CP by T × T , with a complex projective structure P corresponding to (h, h ⋆ ) if the hyperbolic end E with complex projective structure P at infinity contains a surface of constant curvature K with induced metric proportional to h and third fundamental form proportional to h ⋆ . There is also another parameterization of CP by the space of couples (h, b), where h ∈ T and where b is a bundle morphism which is self-adjoint for h and satisfies the Codazzi equation and det(b) = 1.
Given a CP 1 -structure P , we can also consider the data at infinity I * and III * of the corresponding hyperbolic end, as defined in [13] , and take the limit as K → 0. Is it true that h and h ⋆ limit to I * and III * respectively? And that the traceless part of B, suitably renormalized, converges to B * ?
Landslides on the universal Teichmüller space. Another natural question is whether all fixed points of the landslide action on T U × T U are on the diagonal.
Cone singularities.
It appears possible that all the results obtained here extend from closed hyperbolic surfaces to finite volume hyperbolic surfaces, and more generally to hyperbolic surfaces with cone singularities (perhaps of angle less than π). The 3-dimensional AdS or hyperbolic part of the picture would then be filled with 3-dimensional AdS or hyperbolic manifolds with "particles", as considered e.g. in [12, 22, 17] .
