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Abstract
We introduce a criterion how to price derivatives in incomplete markets, based on
the theory of growth optimal strategy in repeated multiplicative games. We present
reasons why these growth-optimal strategies should be particularly relevant to the
problem of pricing derivatives. Under the assumptions of no trading costs, and no
restrictions on lending, we find an appropriate equivalent martingale measure that
prices the underlying and the derivative security. We compare our result with other
alternative pricing procedures in the literature, and discuss the limits of validity of
the lognormal approximation. We also generalize the pricing method to a market
with correlated stocks. The expected estimation error of the optimal investment
fraction is derived in a closed form, and its validity is check with a small-scale
empirical test.
1 This work was supported by the NFR contract S-FO 1778-302
2 and by I.N.F.M. grant-in-aid
Preprint submitted to Elsevier Preprint 4 September 2018
1 Introduction
The option pricing formula of Black-Scholes is arguably one of the most suc-
cessful modern applications of quantitative mathematical analysis. Despite its
great simplicity it gives prices of the most actively traded options on leading
markets which are typically not off by more than a few percent. This has paved
the way for an influx of advanced ideas from the theory of stochastic processes
into finance. In the most general formulation of the no-arbitrage argument of
Black-Scholes [11] and Cox et al [16] it was established by Harrison-Kreps [27]
that a price system (under certain restrictions such as no trading costs) admits
no arbitrage opportunities if and only if there exists an equivalent probability
measure, with respect to which all discounted price processes of underlying
and derivative securities are martingales.
This theory is presented in several excellent monographs, see [17,29,32,21,28].
Nevertheless, these developments do not yield a fully general solution to the
derivative pricing problem, since the equivalent martingale measure is not
uniquely defined, except if the market is complete. If the market is incomplete
there are many possible equivalent martingale measures, and each of these
specifies a price system without arbitrage opportunities.
In the lognormal model of Black-Scholes the market of one share and one
bond is already complete. One can thus test its predictions by computing the
volatility of the price process of the underlying security, plugging that into
the Black-Scholes formula, and then comparing with observed market prices
of a derivative: such tests were initiated already by Black-Scholes [10] and
Black [12]. The volatility from historical data is obviously subject to mea-
surement errors and statistical fluctuations. A more robust test is therefore if
observed option prices can be fitted by a Black-Scholes formula with volatility
treated as a free parameter. There are several recent reports that this is not
so, see Rubinstein [36], and earlier investigations [31,35,15].
In addition to the lognormal model there exists a wider class of Itoˆ processes
in continuous time for which the market is also complete, and the derivative
pricing problem can be solved only by no-arbitrage conditions. To distinguish
which model in this class is the best approximation to observed data, and then
to use it, is however already not a trivial task, see e.g [19,20,36,7,8].
For the rest of this paper we will consider the general case of an incomplete
market, but we do keep the standard assumption of no market friction. We
introduce a criterion to price derivatives in this situation. Stated differently, we
advance an argument as to which out of many possible equivalent martingale
measures is the appropriate one. We refer to this criterion as the Principle of
No Almost Sure Arbitrage [1]: it is based on the theory of optimal gambling
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of Kelly [30]. We will consider an investor that gambles on investing in an
underlying and a derivative security, and who looks for the growth-optimal
investment strategies among such combinations.
The paper is organized as follows: in section 2 we summarize and discuss the
Kelly theory in a version appropriate for our purposes. We discuss also here
the papers of Samuelson [37] and Merton-Samuelson [33]. In section 3, the
technical core of the paper, we apply the Kelly theory to derivative pricing,
and in section 4 we discuss the relations and differences to other proposed
alternative derivative pricing procedures.
It is straight-forward to see that in complete markets our procedure agrees with
the standard ones, e.g. with the models of Cox-Ross-Rubinstein and Black-
Scholes. In section 5 we discuss the lognormal limit of our procedure, the
limits of its applicability, and that it is not exactly equivalent to the Black-
Scholes formula. In section 6 we study the expected scatter of the optimal
investment fraction and report a small-scale empirical test of pricing options
on the Swedish OMX index. In section 7 we generalize the method to a market
with correlated stocks. In section 8 we summarize and discuss our results.
An earlier version of this paper was circulated in 1998 [2]. A longer sequel
was also made available in the electronic archive [1], lacking however in the
version accepted for publication, material corresponding to sections 6 and 7
below. The presentation in the present paper is significally different from [1]
and contains a fuller discussion of the implementation of the model and the
economic background.
2 The Kelly problem of Optimal Gambling
The theory to be exposed in this section is due to Kelly [30], who was looking
for an interpretation of Information Theory of Shannon [43] outside of the
context of communication, and to the treatment of the St. Petersburg Paradox
by Bernoulli [9]. For a recent review of growth-optimal investment strategies,
see Hakanson-Ziemba [25].
Consider a price movement of stock or some other security which is described
by
Si+1 = uiSi (1)
where time is discrete, Si is the price at time i and the ui’s are independent,
identically distributed random variables. The assumptions on the ui’s can be
relaxed.
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Consider now an investor which starts at time 0 with a wealth W0, and who
decides to gamble on this stock repeatedly. Suppose that the investor chooses
to commit at each time a fraction ls of his capital in stock, and the rest in
a risk-less security. We set the risk-less rate to zero. A non-zero risk-less rate
corresponds to a discount factor in the definition of the share prices, and can
be accounted for by a redefinition of the ui’s. The investor will hence hold at
time i a number lsWi/Si of shares, and his wealth at successive instants of
time follows a multiplicative random process
Wi+1 = (1− ls)Wi + lsuiWi = (1 + ls(ui − 1))Wi (2)
In the large time limit we have by the law of large numbers that the exponential
growth rate of the wealth tends with probability one to a constant. That is,
λ(ls) = lim
T→∞
1
T
log
WT
W0
= Ep[log (1 + ls(u− 1))]. (3)
The optimal gambling strategy in the sense of Kelly consists in maximizing
λ(ls) in (3) by varying ls. The solution must be unique because the logarithm
is a concave function of its argument. Which values of ls are reasonable in our
problem? First, the optimum ls must be such that 1 + ls(u− 1) is positive on
the support of u. Second, we must decide if the investor is allowed to borrow
money. In the original formulation of Kelly he is not, but here it is useful to
assume that the investor may do so at a risk-less rate. Furthermore we also
assume that the investor can go short i.e., it is possible to borrow stocks.
Hence we allow ls to take any finite positive or negative value, and look for
the maximum of λ(ls).
The desired strategy is hence the only finite ls which solves
dλ(ls)
dls
|ls=ls∗ = Ep[
u− 1
1 + ls
∗(u− 1)] = 0 (4)
and the maximum realized growth rate is
λ∗ = Ep[log (1 + ls
∗(u− 1))] (5)
Let us look more closely at (4) if u can take the values vn with probabilities
pn. Let us write
qn =
pn
1 + l∗s(vn − 1)
(6)
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such that (4) reads
∑
n
qn(vn − 1) = 0 (7)
From 1+ ls
∗(vn−1) being positive it follows that the qn’s are all positive, and
from (7) it follows that the sum of the qn’s is one. The qn’s thus form a new
set of probabilities, and, again by (7), with respect to these the stock price
process is a martingale.
It is worthwhile to discuss this point at some length in light of the well-
known papers of Samuelson [37] and Merton-Samuelson [33]. These authors
demonstrated that if the risk/return preferences of an agent is described by
an expected utility, then the growth-optimal strategy does not maximize that
utility, except if the utility is logarithmic, and the price process is similar
to (1).
It is a mathematical fact that the growth rate (3) holds with probability one.
If a gambler would choose any other strategy in ls but that which maximizes
λ then he would in the large time limit almost surely end up with an expo-
nentially smaller capital.
In the counter-examples of Samuelson-Merton the dominant contribution to
non-logarithmic utility comes from events with asymptotically (in time) van-
ishing probability. When sets of measure zero are involved, the relation be-
tween sample and ensemble averages becomes delicate. Suppose some agents
want to maximize a non-logarithmic utility, and that they choose strategies ac-
cordingly. If they do so, and we compare with them using the growth-optimal
strategy, they would almost surely end up with less utility according to their
own criterion. Only if there would be an ensemble of infinitely many agents,
all using this same strategy, then some few would actually end up with higher
utility. And, in fact, so much higher that the averaged utility over the ensemble
would be increased. This is the sense in which other strategies can be ‘better’
than the growth-optimal strategies. Therefore, Merton-Samuelson give prefer-
ence to ensemble averages over sample average. This is a problematic point,
which has apparently not received much attention in the economic literature.
A simple counter-argument against the growth-optimal criterion is that time
in economical problems, in the sense considered here, is perhaps often not
very long. However, this is essentially a quantitive question, which has to be
decided case-by-case. For recent discussions of characteristic times in the Kelly
problem with transaction costs, see [3,6,42]
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3 Fixing the price of the derivative
Let us now consider the stock of section 2 and one derivative security on the
same stock. The argument generalizes at every step in an obvious way to an
arbitrary number of derivatives, but to keep the notation simple we will write
out the formulae for one derivative. To begin, let us write the present share
price at the time i Si, and let us assume that the realized value of the derivate
at the next future instant of time is Ci+1(Si+1) = Ci+1(Siui). The unknown
parameter is the present price of derivative, which we will write Ci. We will
further suppose that this situation is repeated over and over again. That is, we
assume that the investor finds himself many times in the situation that if he
keeps some moneyWi in stock it will be worth uiWi, while if he keeps the same
money in the derivative it will be worth Ci+1(Siui)Wi/Ci(Si), with the same
random variable ui entering into both expressions. The simplest example is
one time step before expiration time of a call option with a present share price
ST−1 and a strike price K; in this case one has CT (ST ) = max(ST −K, 0).
If at the i’th stage in this gamble the investor commits a fraction ls of his
wealth in shares and a fraction ld in the derivative, this means lsWi/Si shares
and ldWi/Ci derivatives. After the random variable ui has taken a value, the
wealth is changed to
Wi+1 =
(
1 + ls(ui − 1) + ld(Ci+1
Ci
− 1)
)
Wi (8)
If the investor plays this game many times, his wealth will almost surely grow
at an exponential rate (over these games) which is
λ(ls, ld;Ci) = E
p[log
(
1 + ls(u− 1) + ld(Ci+1
Ci
− 1)
)
] (9)
Let us now assume that we compute (9) and that we find an optimal growth
rate
λ∗(Ci) = Maxls,ldE
p[log
(
1 + ls(u− 1) + ld(Ci+1
Ci
− 1)
)
] (10)
and that this is realized at fractions l∗s and l
∗
d. If l
∗
d is larger than zero, then all
operators would like to buy the derivative. Hence its present price Ci would
tend to rise, and its rate of return would fall. The fraction l∗d would thus tend
to fall. If, on the other hand, l∗d would be less than zero, then all operators
would want to go short on the derivative, its present price would fall, its rate
of return would rise and l∗d would tend to rise. The only value of Ci in which
the market can be in equilibrium is therefore the one such that l∗d is zero. This
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statement was referred to as the Principle of No Almost Sure Arbitrage in
[1]. We remark that from the technical point of view, this procedure, where
l∗d is taken to vanish, is closely similar to the Samuelson’s [38] methodology of
warrant pricing in the ‘incipient case’, see Merton [32, chapter 7].
Ci and the fractions ls and ld thus satisfy two equations. One is
0 =
dλ(ls, ld;Ci)
dls
|ls=l∗s ,ld=0,Ci=C∗i = Ep[
u− 1
1 + l∗s(u− 1)
] (11)
which is identical to (4) of the Kelly model, and therefore determines l∗s . The
other is
0 =
dλ(ls, ld;Ci)
dld
|ls=l∗s ,ld=0,Ci=C∗i = Ep[
(Ci+1
C∗
i
− 1)
1 + l∗s(u− 1)
] (12)
If we now compare with (6) and (7) we see that (12) can be written
C∗i =
∑
n
qnCi+1(Sivn) (13)
which states that the derivative price process is a martingale with respect to
q.
We have constructed the equivalent martingale measure q over one elementary
time-step. By compounding we can construct, from T convolutions of q dis-
tribution, the price distributions over many time-steps QT (ST |S0). The price
of, say, a European call option with expiration time T at time t, can thus be
written in the standard manner as
C(i, Si) = E
QT−i[C(T, ST )] C(T, ST ) = max(ST −K, 0) (14)
where the expectation value is taken with respect to the many time-steps
distribution QT−i(ST |Si) over share prices ST at time T , conditioned by the
share price having been Si at time i. We have taken the risk-less rate to be
zero. A non-zero risk-less rate can be put back in as a discount factor in the
share prices, which leads to a different definition of the u’s, the returns over
elementary periods of time, and hence to different q’s.
4 Comparison with other derivative pricing prescriptions
The pricing procedure proposed in section 3 is based on a particular choice of
an equivalent martingale measure. It therefore follows that this procedure is
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arbitrage-free. It also follows that it must agree with no-arbitrage pricing in
complete markets.
It may nevertheless be instructive to carry through the calculations of sec-
tion 3 explicitly for the Cox-Ross-Rubinstein model. We hence assume that
the discounted share price can go up by a fraction u/r with probability p,
down by d/r with probability (1 − p), and that u > r > d, where r is the
risk-free interest rate. Equation 11 is then solved for l∗s as
l∗s =
rp
r − d −
r(1− p)
u− r ; q =
p
1 + l∗s(
u
r
− 1) =
r − d
u− d (15)
and this reproduces the Cox-Ross-Rubinstein measure q, independent of p.
The maximum growth rate however still depends on p, and is
λ∗ = −p log p
q
− (1− p) log 1− p
1− q (16)
The Black-Scholes model can now be derived as the continuous-time limit of
the Cox-Ross-Rubinstein model.
The growth rate (16) is the Kullback contrast of the measure q with respect
to the measure p in the dichotomic case. It is easy to see that this is the
general form of the solution, and that the measure q can be obtained as follows:
Consider a security with price process determined by a measure p, and consider
all measures q with respect to which the price process of the security is a
martingale. Then the particular measure q which we compute from (11) (see
also equations (6) and (7)) is the one that minimizes the Kullback contrast
dp(q) = E
p[− log p
q
] = −∑
n
pn log
pn
qn
(17)
Our proposal therefore coincides, over one time step, with one of the two
proposals recently put forward by Stutzer [44]. Stutzer’s formulae differ from
ours in that we posit the minimization of (17) under the martingale constraint
for the elementary process over each time-step, while Stutzer applies (17)
directly on the probability distribution over a finite time interval. A similar
approach minimizing the relative entropy distance to calibrate a pricing model
has been suggested by Avellaneda et al [4].
It is also interesting to remark that if we perform the quadratic approximation
of the logarithm in (3) around the expected return on capital, Ep[Wi+1/Wi],
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and then look for the optimal portfolio, we obtain
q(u) =
(
1− µ
Varp[u]
(u− 1− µ)
)
p(u) ; µ = Ep[u− 1] (18)
Equation (18) reproduces the least-square option pricing procedure of Follmer-
Sondermann [24], Scha¨l[39] and Schweizer [40]. Another approach to option
pricing based on global least-square minimization was recently proposed by
Bouchaud-Sornette [14], see also [13], but has now been proven by Wolczyn-
ska [46] and Hammarlid [26] to give the same least-square solution, see also
Schweizer [41]. The empirical tests of [14] and [13], which pertain mainly to
the case of small µ, hence also validate our theory.
A conceptual problem of least-square option pricing, first shown by Dybvig-
Ingersoll [22], is that it can assign negative prices of some state-contingent
claims. This may lead to negative prices of derivatives with strictly non-
negative pay-off, and hence to arbitrage opportunities. In (18) this happens
when u is sufficiently large, provided µ is positive. From our point of view
this result is clear. Negative prices appear only at capital values for which
the quadratic approximation is a decreasing function. It is precisely because
quadratic utility is not monotonically increasing that its maximization only
gives a pseudo-martingale measure, which can take both positive and negative
values. Our theory is practically equivalent to the least-square method when
that one has no problems, i.e., when we look at small deviations from the most
probable realizations of the capital returns and when µ is small. In the oppo-
site limits our theory deviates from least-square minimization, always prices
derivatives by a proper equivalent martingale measure, and the problem of
possible negative prices does not appear.
5 On the lognormal limit
The distribution QT (ST |S0) is constructed by compounding the measure q of
one time-step. If u only takes only a finite number of values, then QT (ST |S0)
can be written as a multinomial expansion. However, if the number of time
steps is large, then the multinomial expansion is unwieldy, and some other
approach must be found for analytic and numerical work.
The asymptotic price distribution is of course determined by the behavior of
aggregated logarithmic returns, and this is intimately linked to the lognormal
distribution, its applicability and its limits. Let us assume that Eq[(log u)2]
is finite. Then, for the most probable realizations, QT (ST |S0) is well approxi-
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mated by a lognormal distribution, i.e.
QT (ST |S0) ≃ Q(LN)T (ST |S0) =
1
ST
√
2pi∆2T
exp−(log(ST/S0)− λT )
2
2∆2T
(19)
where
λ = Eq[log u] ; ∆2 = Eq[(log u)2]− (Eq[log u])2 (20)
For large T only low-probability events are not distributed according to (19).
For the treatment of such large, but very rare, events the proper mathematical
setting is the theory of large deviations, see Varadhan [45]. In [1] we discuss
the use of large deviations theory to price derivatives related to rare events.
We note that QT (ST |S0) is by construction a martingale measure, while, for
the log-normal approximation,
EQ
(LN)
[ST ] =
∫
Q
(LN)
T (ST |S0)ST dST = S0 exp (λ+
1
2
∆2)T . (21)
In general λ + 1
2
∆2 6= 0. That is, in the lognormal approximation one looses
the martingale property.
Our lognormal approximation does not agree with a straight-forward appli-
cation of the Black-Scholes formula. We recall that the Black-Scholes theory
also involves lognormal distribution. In the parameterization of (19) it is char-
acterized by drift coefficient λBS and volatility ∆
2
BS , related through
λBS = −1
2
∆2BS , ∆
2
BS = E
p[(log u)2]− (Ep[log u])2 (22)
It is easy to understand that if u has support concentrated around one, then
the difference between Q
(LN)
T and Q
(BS)
T is small. In the continuous limit the
differences between QT , Q
(LN)
T and Q
(BS)
T disappear altogether.
On the other hand, the risk-neutral price distribution can actually be close to
lognormal but still significantly different from Black-Scholes. In an extreme
situation of very large V arq[u], Q
(LN)
T is only close to QT in a very limited
region. As an example we show in figure 1 the case where p(u) is a truncated
Levy distribution. The distribution QT has been computed by a Monte Carlo
procedure. Here it is obvious that one has to consider the corrections to the
lognormal to get a good approximation to QT .
We observe that if u has support around one the predictions of the Black-
Scholes theory and the lognormal approximation are both rather close to the
10
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Fig. 1. The probability distribution is a discrete approximation to a Le´vy distribu-
tion. The relative price increments can take the values un = u0α
n, with u0 equal to
0.4, α equal to 1.2 and the index n ranging from zero to N , which in this example
has been set to 30. The probability of an elementary event, p(un), is CNu
−β
n , with
β equal to 0.5 and CN a normalization constant. The Monte Carlo simulation was
performed with 20 million trials.
exact formula: this is the case in figure 2. In figure 2 we show the price of
a European call option as a function of strike price where the probability
distributions are: the increment u takes three discrete values 0.8, 1 and 1.2
with probabilities 0.2, 0.3 and 0.5.
On the other hand, in general, both Black-Scholes formula and the lognor-
mal approximation can be far from the exact formula. Large deviations have
therefore to be taken into account to compute properly the expectation value,
see [1].
6 The experimental error on the optimal l∗
The realistic application of the theory we have presented depends on the pos-
sibility of estimating the distribution p(u) from real data. In fact, p(u) enters
into the construction of the q(u) both directly and with the optimal l∗, which
is a functional of p(u). Therefore, it is very important to estimate l∗ together
with the magnitude of its error.
The information which is possible to obtain from the market is a series of stock
prices, S0, . . . SH , whereH is the number of data. We consider the time interval
between observations to be large enough to ensure the time independence of
11
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Fig. 2. Option prices C as function of the strike prices K for T = 30. The relative
price increments over one elementary step in the process are, that u takes three
discrete values 0.8, 1 and 1.2 with probabilities 0.2, 0.3 and 0.5.
the returns ui = Si/Si−1.
In order to estimate experimentally the true distribution p(u) we consider a
partition of the support of the distribution in M intervals of width ∆, the
requirement being that M ≤ H . Then we estimate the probability in one of
the interval by the ratio between the number of observed data in the interval
and the total number of data H . In this way one creates a histogram of the
approximating probability P∆,H(u), the deviation of which from the ‘true’
probability p(u) decreases as H becomes larger and ∆ smaller. Let us call this
deviation
δP∆,H(u) = P∆,H(u)− P (u) . (23)
Because an observed data is either in an interval or not, the number of ob-
served data in an interval follows a binomial distribution. This observation
immediately leads to
E[δP∆,H(u)]= 0 (24)
V ar(δP∆,H(u))=P∆,H(u)(1− P∆,H(u)∆) (25)
To estimate the true l∗ with l∗H using the approximating probability P∆,H(u)
we have to solve the equation
∫ P∆,H(u)(u− 1)
1 + l∗H(u− 1)
du = 0 . (26)
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The error on the optimal fraction invested in the stock is the difference:
δl = l∗H − l∗, (27)
where l∗ is the true optimal fraction obtained from the distribution p(u).
A Taylor expansion up to the second order around l∗ of (26), and the above
considerations about the error in estimating the probability give after some
calculations
σl =
1
σ˜
√
H
. (28)
where
σ˜ ≡
(∫ P∆,H(u)(u− 1)2
(1 + l∗(u− 1))2 du
) 1
2
(29)
where it has been used the fact that for a sensible partitioning of the sample
space P∆,H(u)∆≪ 1.
The error on l∗ can also be estimated from the historical distribution using
bootstrap technique [23], i.e. drawing with replacement a set of J new samples
of the same size H of the original one from the empirical distribution, and
computing a new l∗ for each bootstrap sample. In figure 3 we compare the
variance of this distribution with the quadratic estimation (28). The agreement
is very good for different values of the σu ≡
√
V ar[u].
According to equation (28), it is evident that in most cases the error of l∗ is
large. A non-intuitive result is that it is easier to determine l∗ with accuracy
for distribution with larger variance because of the σ˜ in the denominator. This
fact can be understood as follows. A stock with small fluctuations allows for
a bigger fraction be held against the interest rate to make money, but just a
small change in the distribution will make a big change in the optimal fraction.
On the contrary, for a wildly fluctuating stock the fraction invested is smaller,
and a little change in the distribution will not have much effect on the optimal
portfolio.
6.1 Data analysis
Empirical study is needed to verify the growth optimal pricing procedure here
discussed. To verify the model we looked at the European call option on the
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Fig. 3. Comparison between the error on l∗ estimated by equation (28) and by
the bootstrap technique. We plot 1/(Hσ2l ) vs σ
2
u, where the σl are obtained by the
bootstrap technique with J = 200 samples and the distribution of u is a gaussian
with E[u] = 1 and standard deviation σu.
OMX-index, traded at the OM exchange in Stockholm, during the period 2
January 1995 until 22 September 1995. We consider closing prices of each day.
The time period between trading is one day. The time series contained 183
observations, providing a sample of ui of size (data points) 182. The empirical
distribution of ui of the OMX-index is built by the fraction of the price of the
OMX-index today and tomorrow, ui = Si+1/Si. Weekends and other holidays
are treated as non-existing.
The thirty day interest rate was as used discount factor r to compute the
discounted daily returns, {ui/ri}182i=1. During the period the interest rate fluc-
tuate between, 7.15 − 9.83% of yearly yield. The sample space was divided
into M = H cells and the optimal l∗ determined using the Newton-Raphson
algorithm [34]. Because of the concave of the logarithm the convergence is
very fast, the optimal l∗ for the OMX-index is equal to 14.46.
The distribution of l∗ is obtained using bootstrap technique with a set of 200
new samples. The standard deviation of l∗ is 8.6 and can be compared to
8.7 obtained estimating the standard deviation using formula (28). From the
empirical distribution p the empirical q-distribution can be created and from
q-distribution the empirical Q-distribution can be derived.
The empirical q-distribution is used to estimate parameters of the lognormal
approximation (20) λ = 1.9 · 10−4 and ∆2 = 7.3 · 10−5. We determine, using
the bootstrap technique, the distribution and standard deviation for λ and
∆2, σλ = 3.6 · 10−6 and σ∆2 = 3.9 · 10−6 respectively.
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Fig. 4. Experimental option prices against theoretical ones for the call options of
OMX with maturity date less or equal then 10 working days in the period between
the 2nd of January and the 22nd of September 1995. The theoretical prices are
generated with the probability QT (ST /S0) using the Monte Carlo discussed in this
section with 105 trials. The linear fit with ax + b gives a = 1.003 ± 0.004 and
b = 0.±10−4. As discussed in the text the major source of errors is on the estimation
of l∗ due to the low data frequency considered.
These parameters correspond, inside the experimental errors, to the Black-
Scholes model. The consequence is that in this case lognormal approximation
of the Kelly pricing scheme is practically equivalent to Black-Scholes model.
The comparison between empirical data and theoretical one is shown in fig-
ure 4, for the call options with maturity date less or equal then ten work-
ing days (two weeks). We observe a coincidence inside the errors. Finally we
observe that to be able to tell a difference between classical way of pricing
derivatives and growth-optimal pricing procedure either the price movement
of the underlying has to have ‘wilder’ fluctuations, or one has to have access
to more high-frequency data.
7 The general case with correlated stocks
In order to study the effect of correlated stocks, the market in this section is
assumed to have L stocks {Sk}Lk=1 and Dk derivatives {C(j,k)(SkT )}Dkj=1 written
on them. To get transparency of the principle we discuss the case of just two
stocks L = 2 with one derivative each and a risk free interest rate equal to 1.
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The conclusion of this section will be given in a general notation.
The features of the stock price movements are given by:
u
(k)
i =
S
(k)
i+1
S
(k)
i
k = 1, 2 . (30)
The random variable u
(k)
i is assumed to be correlated on other stocks.
An investor of thgs market commits a fraction of his capital lk in stock k and
a fraction dj,k in the derivative j. The exponential growth rate of the capital
is:
λ(l1, l2, d1,1, d1,2) =
Ep
[
log
(
1 + l1(u
(1) − 1) + l2(u(2) − 1) + d1,1
(
C
(1,1)
1
C
(1,1)
0
− 1
)
+ d1,2
(
C
(1,2)
1
C
(1,2)
0
− 1
))]
.
(31)
According to the general equlibrium argument, one obtains the two equations:
Eq[(u(k) − 1)] = 0 k = 1, 2 (32)
and
C
(j,k)
i (S
(k)
i ) = E
q[C
(j,k)
i+1 (S
(k)
i+1)] j = 1, 2 (33)
where we have defined, as in section 3, a new probability measure q:
q
(2)
h =
∑
m
phm
1 + l∗1(u
(h,1) − 1) + l∗2(u(m,2) − 1)
(34)
where the index h and m stands for some realization of the random variables
u(1) and u(2) with the joint probability phm.
The solution of equations (32) gives the optimal fraction l∗k to invest in each of
the different stocks Sk and equations (33) give the option prices as the expected
value under the measure (34). The martingale measure may be compounded
so that the option is priced by using the pay out function at expire date:
C
(j,k)
i (S
(k)
i ) = E
Q[C
(j,k)
T (S
(k)
T )] (35)
where the Q denotes the compounded martingale measure of q.
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The case of independent stock price movements is of particular interest from
a theoretical point of view. The price of the derivative on an underlying stock
and even the hedge position do not depend on the other stocks in the ’classical
models’, i.e. complete markets and risk minimization pricing procedure. This
result is a consequence of the property
q
(2)
h = qh (36)
where qh and q
(2)
h are the martingale measures of one and two shares respec-
tively.
In the case of a complete market it is a known fact that the martingale measure
qh is unique [18], then it can not be anything else but the measure (6) found
by optimizing the growth rate for just that particular stock
qh =
ph
1 + l∗(u(h,1) − 1) . (37)
The property (36) is also preserved in the risk minimization pricing procedure
but not in the general case of an incomplete market. In this situation the
associated martingale measure (34) depend on the number of stocks traded in
the market
q
(2)
h = ph ·
∑
m
pm
1 + l∗1(u
(h,1) − 1) + l∗2(u(m,2) − 1)
6= qh . (38)
In figure 5 we show this difference on the option prices for the trichotomic
case.
This fact is clear in an incomplete market with large number L of stocks and
the returns of these stocks are independent identically distributed random pro-
cesses. The optimal fraction invested in each stock is O(1/L) and the excess
rate of return becomes almost sure. To avoid arbitrage opportunities the ex-
pected excess rate of return µ must vanish and the measure pricing the option
becomes close to the observed probability i.e, C ≃ EP [CT ]. Let us notice that
this corresponds to a generalization to a non gaussian p(u) of the Bachelier
theory [5].
8 Conclusion
We have in this paper introduced a new criterion to price derivatives in in-
complete markets derived from the theory of optimal gambling strategies in
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Fig. 5. Option prices C rescaled by the initial value of the stock S0 vs. log(K/S0)
for T = 30 and the returns of figure 1. We compare the exact prices with one and
two asset in the market with the Black-Scholes prescription.
repeated games. The criterion say that one should not be able to construct
a portfolio using derivatives that grows almost surely at a faster exponential
rate than using only the underlying security.
A corner-stone in modern derivative pricing theory is that discounted prices
(in friction-less markets) can be expressed as expected pay-off, expectations
taken with respect to equivalent martingale measures. We use the criterion to
decide which out of many possible measures to choose. We therefore do not
need to assume a complete market to fix unambiguously a price.
In section 4 we compared our approach to other procedures proposed in the lit-
erature, and in section 5 we discussed the lognormal limit. In our construction
we determined first the equivalent martingale measure over one elementary
time-step. By composition we can then get the risk-neutral distribution at
finite times. In a large class of models this compounded probability tends to
the lognormal form, at the points close to the maximum, where probability is
high. One could then conclude that we just rederive the Black-Scholes model,
except for rare events. This is however not true, because, for us, the condition
that the risk-neutral distribution is a martingale involves also the distribution
of rare and large events. These are not lognormal. In fact, the best lognormal
approximation does not by itself have to be a martingale, and in general differs
from Black-Scholes.
18
9 Acknowledgement
E.A. thanks Marco Avellaneda, Phil Dybvig and Svante Johansson for email
conversations and useful remarks. R.B. thanks Duccio Fanelli and Guglielmo
Lacorata for interesting discussions about the topic.
References
[1] E. Aurell, R. Baviera, O. Hammarlid, M. Serva and A. Vulpiani, A
general methodology to price and hedge derivatives in incomplete markets,
International J. of Theoretical and Applied Finance [in press] and cond-
mat/9810257, (http://xxx.lanl.gov/)
[2] E. Aurell, R. Baviera, O. Hammarlid, M. Serva and A. Vulpiani, Gambling
and Pricing of Options, Social Science Research Network Electronic Library,
(http://papers.ssrn.com/)
[3] E. Aurell, P Muratore, Financial Friction and Multiplicative Markov Market
Games, cond-mat/9908253, (http://xxx.lanl.gov/)
[4] M. Avellaneda, C. Friedman, R. Holmes, S Samperi, Calibrating Volatility
Surfaces via Relative-Entropy Minimization, Applied Math Finance, 3 (1996),
21-52.
[5] L. Bachelier, The´orie de la spe´culation, Ann. Sci E´cole Norm. Sup. 17 (1900)
21–86.
[6] R. Baviera, Transaction costs: a new point of view, cond-mat/9907339,
(http://xxx.lanl.gov/)
[7] D. Bates, Post-’87 Crash fears in S& P 500 futures option, Working paper
Wharton School, University of Pennsylvania (1995).
[8] D. Bates, Testing option pricing models, Working paper 5129, National Bureau
of Economic Research (1995).
[9] D. Bernoulli, Exposition of a new theory on the measurement of risk,
Econometrica 22 (1738:1954) 22–36.
[10] F. Black and M. Scholes The valuation of Option Contracts and a Test of Market
Efficiency, J. of Finance 27 (1972) 399–417.
[11] F. Black and M. Scholes The Pricing of Options and Corporate Liabilities, J.
Political Economy 3 (1973) 637.
[12] F. Black, Fact and Fantasy in the Use of Options, Financial Analysts Journal
31 (1975) 36–41.
19
[13] J.-P. Bouchaud, G.Iori, and D. Sornette, Real-world options: smile and residual
risk, Risk 9(4) (1996) 61-65.
[14] J.-P. Bouchaud and D. Sornette, The Black-Scholes option pricing problem
in mathematical finance; generalization and extensions for a large class of
stochastic processes, J. de Physique I (France) 4 (1994) 863–881.
[15] D. Chance Empirical tests of the pricing of index call options, Advances in
Futures and Options Research (1986) 141–166.
[16] J. Cox, S. Ross and M. Rubinstein, Option pricing: a simplified approach, The
J. of Finance Economics 7 (1979) 229–63.
[17] J. Cox and M. Rubinstein, Options Markets (Prentice-Hall, 1985).
[18] G. Demange and J.-C. Rochet, Methodes mathematiques de la finance,
(Economica, 1997).
[19] E. Derman and I. Kani Riding on the smile, Risk 7 (1994) 32–39.
[20] E. Derman and I. Kani Stochastic implied trees: arbitrage pricing with
stochastic term and strike structure of volatility, Quantitative Strategies
Technical Notes (Goldman Sachs & Co., April 1997), also in International J. of
Theoretical and Applied Finance 1 (1998) 61–110.
[21] D. Duffie, Dynamical Asset Pricing Theory (Princeton University Press, 1992).
[22] P. Dybvig and J. Ingersoll, Mean-variance theory in complete markets, J. of
Business 55 (1982) 233–251.
[23] A. Efron and B. Bradley, The Jacknife, the Bootstrap and Other Resampling
Plans, (Soc. for Industrial and Applied Mathematics, 1982).
[24] H. Follmer and D. Sondermann, Hedge of nonredundant contingent claims, in
Essays in honor of G. Debreu, eds. W. Hildenbrand and A. Mas-Collel Etaus
(North Holland, 1986).
[25] N. Hakanson and W. Ziemba, Capital Growth Theory, in Handbooks in OR &
MS, Vol.9, eds. R. Jarrow et al. (Elsevier Science, 1995).
[26] O. Hammarlid, On minimizing risk in incomplete markets option pricing models,
International J. of Theoretical and Applied Finance 1 (1998) 227–234.
[27] M. Harrison and D. Kreps, Martingales and multiperiod securities markets, J.
Econ. Theory 20 (1979) 381–408.
[28] J.C. Hull, Futures, Options and Other Derivative Securities (Prentice Hall,
1997).
[29] J. Ingersoll, Theory of Financial Decision Making (Rowman & Littlefield, 1987).
[30] Jr. J. L. Kelly, A new interpretation of the Information Rate, Bell Syst. Tech.
J. 35 (1956) 917.
20
[31] J.D. Macbeth and L.J. Merville An empirical examination of the Black-Scholes
call option pricing model, J. of Finance 34 (1979) 1172–1186.
[32] R. Merton, Continuous-Time Finance (Blackwell, 1990).
[33] R. Merton and P. Samuelson, Fallacy of the lognormal approximation to optimal
portfolio decision making over many periods, J. of Financial Economics 1
(1974) 67–94.
[34] W. H. Press, B. P. Flannery, S. A. Teukolsky and W. T. Vetterling, Numerical
Recipes (Cambridge University Press, 1986).
[35] M. Rubinstein, Nonparametric test of alternative option pricing models using
all reported trades and quotes on the 30 most active CBOE option classes from
August 23, 1976 through August 31, 1978, J. of Finance 40 (1978) 454–480.
[36] M. Rubinstein Implied binomial trees, J. of Finance 49 (1994) 454–480.
[37] P. Samuelson, The “fallacy” of maximizing the geometric mean in a long
sequence of investing and gambling, Proc. Nat. Acad. Sci. USA 68 (1971) 2493–
2496.
[38] P. Samuelson and R. Merton, A complete model of warrant pricing that
maximizes utility, Industrial Management Review 10 (1969) 17–46.
[39] M. Scha¨l, On quadratic cost criteria for option hedge, The Mathematics of
Operations Research 19 (1994) 121–131.
[40] M. Schweizer, Variance-optimal hedge in discrete time, The Mathematics of
Operations Research 20 (1995) 1–32.
[41] M. Schweizer Risky Options Simplified, International J. of Theoretical and
Applied Finance 2 (1999) 59-82.
[42] M. Serva Optimal lag in dynamical investments, cond-mat/9810091,
(http://xxx.lanl.gov/)
[43] C. Shannon, A mathematical theory of communication Bell System Technical
Journal 27 (1948) 379–423, 623–656.
[44] M. Stutzer, A simple nonparametric approach to Derivative Security Valuation,
J. of Finance 60 (1996) 1633.
[45] S. Varadhan, Large Deviations and Applications (Society for Industrial and
Applied Mathematics, 1984).
[46] G. Wolczyn´ska, An explicit formula for option pricing in discrete incomplete
markets, International J. of Theoretical and Applied Finance 1 283–288.
21
