Abstract-This paper describes procedures for obtaining a reliable and dense optical flow from image sequences taken by a television (TV) camera mounted on a car moving in usual outdoor scenarios. The optical flow can be computed from these image sequences by using several techniques. Differential techniques to compute the optical flow do not provide adequate results, because of a poor texture in images and the presence of shocks and vibrations experienced by the TV camera during image acquisition. By using correlation based techniques and by correcting the optical flows for shocks and vibrations, useful sequences of optical flows can be obtained. When the car is moving along a flat road and the optical axis of the TV camera is parallel to the ground, the motion field is expected to be almost quadratic and have a specific structure. As a consequence the egomotion can be estimated from this optical flow and information on the speed and the angular velocity of the moving vehicle are obtained. By analyzing the optical flow it is possible to recover also a coarse segmentation of the flow, in which objects moving with a different speed are identified. By combining information from intensity edges a better localization of motion boundaries are obtained. These results suggest that the optical flow can be successfully used by a vision system for assisting a driver in a vehicle moving in usual streets and motorways.
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I. INTRODUCTION

R
OBOTS and autonomous vehicles receive and have to process sensory information coming from the surrounding world. A major sensory input is vision and it is a challenge for robotics to extract all the relevant information from road image sequences acquired by a television (TV) camera mounted on a robot or an autonomous vehicle. Several vehicles are already able to drive along outdoor scenes using vision, such as the VAMORS [1] - [4] , the VITA II [5] , [6] and CMU-NAVLAB vehicles [7] , [8] . The vision systems of these vehicles are focused on the detection of those features necessary to control the steering position and the detection of obstacles. The control of the steering position is obtained by a feedback loop in which the vision system recognizes the road on the images by a color based pixel classification [7] - [9] or detects and tracks road features using edge detection [1] - [3] , Manuscript received May 15, 1995; revised February 24, 1996 . This paper was supported in part by grants from ASI, the ESPRIT Projects SSS 6961 and Insight II, Progetto Finalizzato Transporti PROMETHEUS, and Progetto Finalizzato Robotica. This paper was recommended for publication by Associate Editor M. Hebert and Editor S. Salcudean upon evaluation of the reviewers' comments.
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[5], [10] - [13] or template matching [14] . The detection of obstacles is performed by the use of active sensors such as laser scanners [7] , [8] , [11] , tracking of vertical edges [1] - [3] , [10] , stereoscopic vision [15] , [16] and motion parallax [17] . Some aspects of optical flow, such as divergence [18] or other features [19] - [21] for detecting and avoiding obstacles have also been proposed or used. These vision systems, however, do not aim at extracting all the dynamic information contained in a sequence of changing images, which is captured by the optical flow [22] - [28] and it is interesting to evaluate whether a complete analysis and a full use of the optical flow can be useful for the autonomous navigation. The major aim of this paper is to evaluate the possibility of computing and using the optical flow from image sequences acquired by a TV camera mounted on a commercial vehicle driving along usual roads in the countryside or in the city center. In these circumstances the computation of optical flow has to cope with undesired motion of the TV camera due to the vibrations of the vehicle. As a consequence differential techniques to compute the optical flow, which usually provide satisfactory results when the camera is fixed or carefully displaced [27] , [28] , do not provide an adequate and dense optical flow. The primary aim of this paper is to show how to overcome this problem and how to obtain reasonable estimates of the absolute speed, angular velocity and radius of curvature of the vehicle trajectory respectively. The recovery of these parameters is performed assuming a flat road with the optical axis of the camera parallel to the ground. These hypotheses are used to build a motion model linking the optical flow to the egomotion parameters. Anomalities in the model are used to design strategies for the detection of obstacles and relative motions in the scene.
The paper is organized as follows: Section II analyzes the performances of optical flow estimators on road sequences. Section III presents the relevant mathematical background on the properties of the motion field of egomotion. Section IV shows how to recover the instantaneous and angular speed and the radius of curvature from road image sequences. Section V is dedicated to the recovery of relative motion. Finally advantages and disadvantages of the use of optical flow will be discussed and compared with other approaches to the analysis of image sequences.
These results have been presented in a short form at two recent conferences [29] , [30] .
II. COMPUTING OPTICAL FLOW FROM ROAD IMAGE SEQUENCES
In the near future, many cars and vehicles will be equipped with a TV camera mounted on board, to control and assist their 1042-296X/98$10.00 © 1998 IEEE navigation. This imaging device provides image sequences, from which relevant information on the motion of the vehicle and on the presence of other moving vehicles can be extracted. Many approaches to the analysis of image sequences compute an intermediate step, usually referred to as optical flow [22] - [26] , [31] - [34] . Let us indicate with the intensity at location on the image plane of the imaging device at time Points on the image plane of the viewing device appear to move due to the presence of a relative motion between the viewing eye and the scene. The vector field of this apparent motion is usually called optical flow. The vector field does not usually coincide with, but is very similar to the two-dimensional (2-D) motion field [35] , [36] which is the perspective projection on the image plane of the true three-dimensional (3-D) motion field produced by the relative motion between the viewing eye and the scene. Several techniques recover the optical flow from the intensity profile and their performances have been compared on some selected image sequences [27] , [28] , [37] in which the viewing camera was usually fixed. Many of these techniques compute temporal and spatial derivatives of the intensity profile and are referred to as differential techniques. In comparison [27] a differential technique, developed in our laboratory, based on second order derivatives [38] provided satisfactory results also in comparison with the two best techniques. In comparison [28] another differential technique, also developed in our laboratory, based on the use of first order derivatives only [34] was ranked among the best available techniques to compute optical flow. Therefore we have tried to apply these techniques over road sequences. Fig. 2(a) shows a typical sequence image taken from a vehicle moving on a flat straight road. The expected motion field has the qualitative form of (10) (see Section III) and is illustrated in Fig. 2(b) . Fig. 2(c) illustrates the optical flow computed with the technique based on first order derivatives [34] . 5-points derivative masks were applied after a Gaussian spatial smoothing with 1.5 pixels. The flow is blurred and even if the vectors have approximately the correct directions, they are strongly underestimated. With the technique based on second order derivatives [38] (still computed with fivepoint masks after spatial smoothing) only a few vectors are approximately correct [ Fig. 2(d) ].
These results show that differential techniques, which provide adequate results on test images, fail when applied to image sequences taken by a camera mounted on a moving car. Three factors contribute to the poor performances of these algorithms.
1) Large displacements between consecutive frames: When the car moves at a speed higher than 30 km/h, points in the image may move by more than than five pixels. As a consequence, aliasing in the computation of the temporal derivatives will introduce errors in the computation of optical flow [39] . Aliasing may be reduced by smoothing images or introducing a multi-scale decomposition [39] . Fig. 2 [38] , using second-order derivatives. Only the reliable vectors are printed, (e) optical flow computed with a multiscale differential technique [39] . Vectors are still underestimated in several regions, (f) optical flow computed with the correlation technique. The size of the patches was 41 2 41 pixels and low-pass filtering was performed with a Gaussian filter with = 1.5.
ically. We therefore decided to use a correlation technique to compute the flow, searching the shift maximizing the correlation between the gray level pattern around each point between two consecutive frames. The point at time corresponding to a point at time minimizes the distance measure (1) This procedure may be quite expensive in terms of computing power and several assumptions can be made to speed up the computation. Firstly, the optical flow is not computed over the entire image composed by pixels but on a less dense grid of pixels. Secondly it is possible to speed up the computation by subsampling the windows used to compute the distance. In order to refine the algorithm precision, the point at time corresponding to point at time is chosen as the weighted center of the points at time with the lowest value of the quantity (1). Another improvement consists in a simple smoothing of the images with a Gaussian filter with a value of 1.5 pixels for
The resulting correlation procedure usually provided a sufficiently dense and reliable optical flow.
It is evident that a correlation technique does not require the computation of spatial and temporal derivatives and therefore is less sensitive to the three sources of error described before.
III. THE MOTION FIELD OF EGOMOTION
This section presents some mathematical properties of the 2-D motion field which will be used for the estimation of egomotion; basic assumptions are that the vehicle is moving over a flat ground, that the instantaneous translation is parallel to the ground and that the angular velocity is perpendicular to the ground plane. These assumptions, usually referred to as passive navigation [36] greatly simplify the mathematical analysis. Moreover the structure of the 2-D motion field caused by shocks and vibrations will be discussed.
Let us consider the system of reference solid with the viewing camera, as shown in Considering rigid objects, the relative motion between the camera and the scene can be described by a translation and a rotation around an arbitrary axis In the case of passive navigation the instantaneous velocity can be assumed to be described by a pure rotation around a particular axis and the 3-D velocity becomes (4) where is the angular speed and is the instantaneous radius of curvature. If the scene can be modeled as a plane, it is well known that the 2-D motion field on the image plane becomes (5) where (6) Fig . 3 . The system of reference (e 1 ; e 2 ; e 3 ) solid to the TV camera mounted on the vehicle. The egomotion is described by the instantaneous speed V along e 3 and the rotation! around the axis; distant from the TV camera. is also the instantaneous radius of curvature.
Let us now suppose that is always parallel to the optical axis and that the viewed plane is orthogonal to the image plane so that and The distance between the viewed plane and the optical center is now a constant that identifies the height of the camera from the ground plane. The 2-D motion field of (4) then becomes
The 2-D motion field of (7) is correct when the vehicle moves on a flat road through a flat landscape orthogonal to the image plane. As a consequence (7) can be assumed to be a good approximation of the true 2-D motion field when the vehicle moves on a flat road (such as in Fig. 1 ). A similar equation can be introduced for the motion field in the presence vertical buildings, orthogonal to the image plane [such as in Fig. 17(a) ]. In this case, however, the distance between the building and the optical axis is unknown and the egomotion paramenters cannot be recovered.
Some useful observations on (7) can be made. As the focal length is assumed to be known, the expected motion field depends on the two quantities the angular speed, and the instantaneous speed. These two quantities are easily related to the instantaneous radius of curvature by Equation (7) can be rewritten as (8) where (9) and the two unknown quantities and can be clearly recovered from just one component of the motion field, as already shown [40] . In the case of a pure translation (8) simplifies to (10) 
A. The Motion Field of Shocks
Let us suppose that at time the shock can be modeled as an instantaneous translation along the vertical axis and a rotation along the axis The resulting motion field is (11) (12) Now the order of magnitude of these terms should be evaluated. The next section will show that in our experimental imaging system the order of magnitude of the constant term is about 1 pixel/frame. For the quadratic term, as is about 350 pixels, we have pixel frame (13) and being at most near image borders, this term is not too relevant. For the linear term, with a camera height of about 1 to 2 m for a value of cm/s, we have frame (14) and being at most pixels near the image borders, pixel/frame. As a consequence the constant term appears to be predominant. If shocks also produce a rotation around the axis and a horizontal translation by a similar analysis we reach the conclusion that the predominant terms of the motion field produced by shocks and vibrations are two constant terms in the vertical and horizontal direction. When the TV camera is mounted on a vehicle moving on a rugged road, the model of the 2-D motion field of disturbances cannot be approximated as two constant terms. In this case, in order to recover the egomotion, an extensive use of Kalman filters is useful.
IV. THE RECOVERY OF EGOMOTION
In this section we will discuss how to estimate the egomotion from image sequences obtained by a TV camera mounted on a moving vehicle. The proposed procedures are composed by two steps: first optical flows are computed and corrected for shocks and vibrations (see Section IV-A) and then motion parameters are recovered from corrected optical flows (see Section IV-B). A temporal filtering of the computed parameters is also introduced (see Section IV-C). The correlation procedure described in Section II provides a dense optical flow. However not all vectors are reliable and we have introduced a procedure to remove those which have been obtained by a high value of the distance measure (1). These vectors are not used neither for shock compensation nor for the motion parameters estimation here described. As shown in the previous section, a better model of the expected 2-D motion field at a given time is (15) where the effect of shocks is described by the addition of two parameters and both independent of and are expected to vary smoothly with time, while and are random variables describing the noise introduced by shocks and vibrations and are almost uncorrelated. An estimate of and is necessary for the recovery of egomotion parameters. When the vehicle moves in a rectilinear way along a straight road the motion field [see (10) ] is expected to be very small around the center of the image. As a consequence an estimate of and can be obtained by computing the average displacement of the obtained optical flow in an area around the center of the image pixels). Fig. 6 reproduces the estimated values of (A) and (B) in the image sequence shown in Fig. 2(a) . and appear to be random variables almost uncorrelated with a mean value of .04 and .07 pixels/frame and a standard deviation of .45 and .75 pixels/frame, respectively. In image sequences obtained using the same TV camera mounted on a high quality stabilized platform on the same vehicle and day, the mean square of the horizontal shock was usually half of the vertical shock. These quantities refer to a given set of image sequences and the estimates of and with other vehicles and a different mounting of the TV camera provided different results. The amplitude of shocks and vibrations is clearly an intrinsic property of the road, the vehicle and also the driver's temperament and cannot be unequivocally estimated a priori. When the viewing camera was mounted on a commercial vehicle moving on a rugged road and could experience the same shocks and vibrations as the driver, the values of and could be as large as 10 pixels/frame.
A. Shock Cmpensation: Optical Flow Correction
It is evident that the image motion is the sum of a smooth component due to the car egomotion and a high frequency component due to the camera vibrations. A spatio-temporal smoothing may reduce the effect of shocks. However, the use of some procedures for image stabilization may be advantageous. For instance, image stabilization can be obtained by detecting a dominant motion and subsequently extracting the local motion after compensation [41] , [42] . Our case is different: indeed, we do not have to separate a local motion from a background motion, but to separate two fields superimposed almost everywhere. In order to do so, we have analyzed the theoretical motion fields due to the car egomotion and to the camera vibrations. In the case of passive navigation and if the optical axis is parallel to the ground, the motion field around the horizon, assumed to be located in the image plane near the line is expected to have a vertical component equal to zero [see (7)]. Therefore an estimate of is the average vertical displacement in the strip between the two lines and As a consequence a possible compensation for shocks and vibrations can be obtained by computing the value in each flow and then subtracting from the original flows. A similar estimate cannot be obtained for as in the general case of passive navigation the horizontal component of the flow along the line is not necessarily zero. However, in many cases (see Fig. 6 ), the average horizontal shock was found to be smaller than the vertical shock and could often be neglected. The effect of correcting the original flows of Fig. 4 is shown in Fig. 7 . As the flow above the horizon, corresponding to the sky, is not usually much reliable, only the half lower part of the flow is considered. These corrected optical flows have the structure expected from a rectilinear translation [compare with the flow of Fig. 2(b) ]. Similarly after correction, the flows of Fig. 5 , have a global structure, shown in Fig. 8 , which is much closer to that expected in the case of passive navigation.
B. Recovery of Egomotion
Given the model of egomotion represented by (7), the recovery of egomotion implies the estimation of the two parameters and from the corrected optical flows. We have analyzed three different methods: the first one is to be used only in the case of rectilinear motion (Method 1) and the other two (Method 2 and 3) for the general case.
1) Method 1: Method 1 assumes that the vehicle is moving by a pure translation so that the parameter is equal to 0 and only must be estimated. This method provides better results with a double fit procedure: the corrected optical flow is fitted with (10) and an estimate of is obtained; then all vectors which significantly differ from the values obtained using (10), with equal to the first estimate, are discarded and a second fit of the remaining vectors is performed with (10).
2) Method 2: Method 2 first estimates by computing the average horizontal displacement along the vertical axis 0. When this estimate of is obtained, is estimated from each flow vector through the equation: (16) that follows immediately from (7). The values of are then averaged in three regions roughly corresponding to the right, center and left lower part of the image. The final estimate of is that obtained in the region where the estimate variance was the smallest.
3) Method 3: Method 3 simultaneously estimates and in the three regions (left, center and right). As in Method 2 the final estimate is that obtained from the region with the smallest variance.
C. Temporal Filtering
The parameters computed with these methods are not always reliable. Components of shocks not compensated and erroneous flow vectors may cause large errors in the estimates of These errors can be reduced by filtering the output. If is the estimate of a motion parameter at time the filtered estimate is defined by (17) where is an estimate of the error of the instantaneous measurement. The filter of (17) can be considered a Kalman filter with as the prediction error and the error measurement.
was estimated as the average vertical flow near the horizon at time before the correction. Best performances were obtained with values of 3 and 1 for and respectively.
D. Experimental Results
The algorithms for the egomotion recovery have been tested on several image sequences. Ground truth values of the speed were obtained from on-board instrumentation and in some cases were checked by measuring the length of road markers. Ground truth values of the angular velocity or radius of curvature were not available. Fig. 10 illustrates a comparison among the three Methods for a case of rectilinear motion [sequence of Fig. 1(a) ]. The first, second and third rows correspond to Methods 1, 2, and 3 respectively. The angular speed was estimated only from Methods 2 and 3 [see A total of 15 image sequences were analyzed and good results were obtained. The comparison of the speed computed (with Method 2) on 15 sequences with the ground truth values is shown in Fig. 12 . The correlation of the data is satisfactory.
1) Comparison of the Three Methods:
2) Large Shocks and Estimates Without Flow Correction:
The recovery of egomotion parameters presented in IV-A and IV-B was based on the use of corrected optical flows. The proposed correction was feasible only when the horizontal shocks could be neglected, which is not the case in the presence of large shocks when the vehicle is moving on a rugged road or when the camera experiences vibrations produced by the engine. Temporal filtering allows however the recovery of egomotion parameters from raw optical flows. Fig. 13 (a) illustrates a frame from another series of image sequences in which the viewing camera was tightly bolted on a commercially available vehicle, moving in the city center of Genoa. Because of the bumpiness of the road, even when the vehicle was moving along a rectilinear road, the computed optical flow had large oblique deflections, as shown in Fig. 13(b) . In this case the motion field of shocks and vibrations had a significant horizontal component. Fig. 13(c) illustrates the instantaneous estimates of the vehicle speed. The vehicle was moving at about 35 km/h and the instantaneous estimates could be wrong by even 200%. If the filter is applied to the flow estimation, a reasonable estimate is obtained after about 10 to 20 frames, depending on the parameters choice. must be chosen. Fig. 13(d) reproduces the filtering of the data of Fig. 13(c) with the values 3, 1 (dotted line), 6, 1 (broken line) and 9, 1 (continuous line). 
V. THE RECOVERY OF RELATIVE MOTION
After recovering an estimate of the egomotion, information on the presence of other moving vehicles either approaching [see Fig. 9 (a) and (b)] or departing [see Fig. 9 (c) and (d)] should be obtained. In this section, methods for detecting and localize relative motions are illustrated. First it is shown how to detect the presence of a relative motion by analyzing the speed estimates obtained in specific regions with the methods previously described (Section V-A). Then a coarse segmentation of obstacles based on the optical flow map (Section V-B) is illustrated. Finally a refinement of the obstacle localization exploiting information coming from intensity edges is described (Section V-C).
A. Detection of Relative Motion
The motion of vehicles approaching at an opposite speed will produce a diverging flow on the image plane which is qualitatively similar to that caused by the egomotion of the vehicle. However the diverging flow, produced by the combination of the egomotion and the relative motion of the other vehicle, can be quantitatively distinguished from the flow caused by the egomotion. On the contrary the motion of a vehicle departing or overtaking, will produce a converging flow which is qualitatively different from that expected from egomotion. These observations will be used to detect and distinguish among these relative motions. Fig. 14 illustrates two optical flows [(a) and (b)] computed from the image sequence of Fig. 9(a) and (b) . The corrected optical flows are shown in Fig. 9(c) and (d) . These flows have roughly the form expected from a pure translation, but vectors on the left appear to be larger than those on the right, thus suggesting the presence of another vehicle moving in the opposite direction. vehicle moving in the same direction but at a greater speed. These relative motions can be quantified by estimating and comparing the value of obtained with Methods 1 and 2 in the right and left region. Fig. 16 reproduces the computed speed in the left (solid line) and right region (broken line). Methods 1 and 2 were used to obtain the estimates shown in the first and second row respectively. The first and second columns refer to the flows of Figs. 14 and 15, respectively. When another vehicle is approaching the estimated speed in the right region is transiently larger than that in the left region [(a) and (c)]. In the case of a car overtaking, the instantaneous speed in the right region may become negative [(b) and (d)]. The detection of these relative motions was successful in the seven image sequences analyzed. The proposed technique to compute the optical flow is able to detect and broadly localize motion boundaries associated to the relative motion, but cannot provide a precise segmentation of different moving objects. 
B. Segmentation of Obstacles
Even if not accurate, the optical flow can be used for a rough segmentation of obstacles and the detection of other moving vehicles in the scene. This can be obtained by subdividing the lower part of the image in small squares (8 8 or 10 10 pixels) and computing for each square a local estimate of with (16) . Connected regions composed by neighboring squares where the absolute value of the difference between the local estimate and the best estimated speed (computed as in Section IV-B2) is larger than a fixed threshold are labeled as presumed obstacles. Fig . 17 shows the result of the region segmentation for an image sequence taken from a car driving on a curvilinear road and overtaken by a faster vehicle. Fig. 17(a) represent a frame of the image sequence and Fig. 17(b) the corresponding optical flow. The output of the speed estimator gives a value of about 30 km/h [broken line of Fig. 17(c) ], similar to the ground truth value (thin straight line). The estimate obtained in the left region of the image gives an anomalous negative value (thick line). Fig. 17(d) show the map of the coded in gray levels: brighter levels correspond to km/h darker levels to km/h: the lower-left region of Fig. 20(d) is noticeably darker than the remaining part. The white lines enclose regions with anomalous speed, detected by thresholding the map. Fig. 18 reproduces a similar analysis in the case of a car approaching on the other lane [Fig 18(a) ]. As shown in Fig 18(c) , the estimated speed in the left region (thick line) is significantly larger than the best estimate, obtained in the right region (broken line). The map of the local speed indicates the presence of an approaching obstacle [ Fig. 18(d) ]. This segmentation is usually correct far from the horizon, while near the horizon false obstacle detections are often found, because small errors in the optical flow correspond to large variations of
C. Localization of Motion Boundaries
When a presumed obstacle is identified with the procedure previously described, it is useful to check whether it is an obstacle or a false alarm caused by the propagation of the optical flow errors in the speed estimate. In addition it is useful to obtain a more precise localization of moving obstacles.
Information obtained from intensity edges can be used to refine the obstacle segmentation (see also [43] and [44] ). The procedure is composed by three steps. Firstly, contours of anomalous regions are extracted bythresholding the local speed map. Secondly, intensity edge segments in the image are extracted. Finally each contour is allowed to be attracted by the intensity edges in its interior by using a conventional "snake" algorithm, described in the legend of Fig. 19 . Intensity edges converging to the central vanishing point are not considered, so as to avoid interference from lane boundaries. If a contour vanishes because it does not find edges in its interior, a false alarm is declared. Fig. 19 and 20 illustrate this procedure. Fig. 19A reproduces the edge map obtained from the image of Fig. 9(a) . These edges are approximated with segments [see Fig. 19(b) ]. From the low resolution estimate of a preliminary segmentation is obtained [ Fig. 19(c) ]. The anomalous regions extracted are indicated by white contours: it is possible to see the presence of a false obstacle detection near the horizon. The obtained regions are used as a starting point for a snake [45] which has to collapse on edge segments in its interior (see legend of Fig. 19 for further details) . The white contour in Fig. 19(d) indicates the final localization of motion boundaries: also the shadow of the car is identified as part of the moving obstacle. Fig. 20 reproduces the results of the segmentation procedure for the overtaking sequence [shown in Fig. 9(c) and (d) ]. Fig. 20(a) reproduces the edge map obtained from the image of Fig. 20(b) . Fig. 20(c) illustrates the estimates of By using the procedure described above the object circled with the white contour in Fig. 20(d) was identified.
VI. DISCUSSION
This paper shows how to obtain a reliable optical flow from road image sequences, from which it is possible to extract relevant information. In order to do so, however, it is necessary to overcome some problems. Firstly, in order to obtain a dense and reliable flow it is necessary to use correlation based techniques, instead of usual differential techniques. Lack of texture and mechanical disturbances make the computation of temporal and spatial derivatives highly unstable (see Section II). Secondly it is necessary to eliminate these mechanical disturbances, either by some stabilization technique [41] , [42] or by compensation for shocks and vibrations. When dense and corrected optical flows are obtained, it is possible to recover egomotion parameters (see Section IV) and the presence of relative motions (see Section V).
A. The Recovery of the Egomotion Parameters
The recovery of structure and motion from image sequences is a classical problem of Computer Vision and has inspired a vast literature. A typical approach is based on the solution of a system of equations relating displacements of a sufficient number of image points (or motion field at a single point with first and second order derivatives) to a set of motion and structure parameters [46] , [47] . Another approach is to link the derivatives of the image intensity directly to the motion parameters [48] , [49] . The application of these procedures on real image sequences is rather limited and, in order to have reliable results, displacements must be known with an accuracy larger than 99% [50] , [51] . The use of multi-frame approaches, based on Extended Kalman Filters has been proposed [50] , [52] , but applications of these general techniques to the real world still seem difficult. For practical purposes easier solutions might be found, specific for the particular kind of image and motion. Algorithms working well on real images and noisy optical flows recover only limited or qualitative information, for example the localization of the FOE [53] , and were able to recover the translational speed for motion along a straight road. This paper addresses the real situation of the recovery of egomotion parameters from image sequences taken by a TV camera mounted on a commercial vehicle moving along usual roads. The approach starts from the simplifying assumption that the 2-D motion field is adequately represented by the simple (7) . Given the focal length of the imaging device and the camera height from the ground the egomotion recovery consists in the estimation of the two parameters and These two parameters are estimated from a noisy but dense optical flow, so that the intrinsic error of an individual displacement is averaged over many displacements. The optical flow is computed by a correlation procedure so as to avoid the instability of computing derivatives. The final estimates of and require some temporal filtering, as speed as estimated from the local optical flow and the best value for egomotion is above a given threshold. These white lines are the starting positions of a snake [45] . After the initialization, each snake undergoes an evolution driven by an elastic force F el = 0(p(i+1)+p(i01)02p(i)); whose action tends to shrink the contour. The evolution of the pointsp(i) stops when the location of an edge segment has been reached or when the elastic force becomes zero, and (d) white line superimposed to the original image illustrates the detection of the relative motion using the snake.
described in Section IV-C. The experimental results indicate that the speed estimates are highly correlated with ground truth data. These results show that quantitative information can also be recovered from noisy optical flows obtained from image sequences acquired by an imaging device mounted on a vehicle moving along usual roads.
B. The Detection of Relative Motions
Obstacle detection by using optical flow has been already proposed [18] - [21] , [55] . The optical flow, by using a special hardware, can be computed in real time [55] . Our procedure for the detection of relative motion occurs in two steps: firstly the presence of a relative motion is established and a coarse segmentation of the optical flow is performed. Secondly, motion discontinuities are better localized by considering also information from intensity edges. The experimental results are satisfactory; the use of model based techniques may provide an even more precise segmentation.
C. Sources of Error and Limitations of the Proposed Technique
The estimation of egomotion parameters, here proposed, is based on the reliability of the optical flow and on the assumption that the expected motion field is described by (7). As a consequence the major sources of errors consist in a poor recovery of optical flow and in a substantial deviation of the true motion field from that of (7).
1) The Computation of Optical Flow:
In the presence of shocks and vibrations, caused by the mechanical instability of the viewing camera, a high frequency noise is introduced (see Fig. 6 ) in the images intensity profile so that computing temporal derivatives greatly amplifies noise. As a consequence differential techniques 2 [6] do not provide reliable and dense optical flows (see Fig. 2 ). In order to compute a reliable optical flow correlation based techniques must be used. A recent analysis of obstacle detection with optical flow [55] from similar road image sequences has shown that differential techniques provide reliable results only on very few points of the image. This observation is in agreement with the conclusion that in order to obtain a dense optical flow correlation techniques with large masks must be used. The optical flow obtained with the correlation technique is certainly not exact, but our estimates of the egomotion parameters, i.e. speed and angular velocity, are obtained by averaging over at least 200 individual displacements, significantly reducing the error of an individual displacement. Temporal filtering of the estimates further reduces the error.
2) Shocks and Vibrations: A major problem encountered in the analysis of these image sequences was the presence of disturbances due to shocks and vibrations during image acquisition. Shocks and vibrations are small when the viewing camera is mounted on high quality antivibrating platforms and the vehicle is moving along usual tarred roads. In this case the 2-D motion field which is caused by these disturbances can be modeled as a constant flow in which the horizontal component can be neglected (see Sections III-A and IV). A stabilization procedure (see also [41] , [42] ) based on this model can be introduced to obtain a corrected optical flow with the qualitative structure expected from the egomotion of the vehicle and to recover a variety of information on the egomotion and on the relative motion. In the presence of large disturbances during image acquisition a reliable model for the 2-D motion field of shocks and vibrations is difficultly found and therefore it is not clear how to correct the raw optical flow. These disturbances may originate from the bumpiness of the road, the vibrations produced by the vehicle engine and lastly from the driver's temperament. As a consequence these disturbances have different correlation functions and cannot be unequivocally modeled. In this case, however, the egomotion parameters can be estimated from the raw optical flow and some filtered estimates of the instantaneous and angular speed can be subsequently extracted (see IV-D2).
3) Failure of the Proposed Algorithms: The recovery of the egomotion parameters will be successful when (7) describes reasonably well the true motion field. The true motion field is expected to deviate substantially from (7) when the viewed landscape is not perpendicular to the image plane of the TV camera and in the presence of several objects with a significant relative motion. This will be the case when the vehicle moves through a hilly road and dense vegetation. However, the 2-D motion field obtained while moving on a flat and large highway can be satisfactorily described by (7) . The proposed technique will evidently fail when the vehicle moves in a cluttered environment with parked cars, people or trees close to the road and many vehicles overtaking or approaching on the other lane.
D. Concluding Remarks
The results presented in this paper show that it is possible to compute a useful optical flow from road image sequences. From this optical flow relevant information for road navigation can be obtained. Similar information can be recovered with other computer vision algorithms; for example, egomotion parameters can be computed with simpler procedures when clear landmarks, such as road markers, are present in the scene. The major requirement for the recovery of a reliable optical flow is the presence of enough texture in the images. Well defined structures and high contrasts are not necessary. As a consequence, the optical flow can be computed in a variety of different scenarios and this versatility appears to be the major advantage of the proposed approach.
