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INTERNAL BICATEGORIES
CHRISTOPHER L. DOUGLAS AND ANDRE´ G. HENRIQUES
Abstract. We define bicategories internal to 2-categories. When the ambient 2-category is that
of symmetric monoidal categories, we regard this as a framework for encoding the structure of a
symmetric monoidal 3-category. This framework is well suited to examples arising in geometry
and algebra, such as the 3-category of bordisms or the 3-category of conformal nets.
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Our purpose in this paper is to introduce a collection of notions that conveniently encode 3-
categorical structures arising in geometry and algebra. We begin, in Section 1, by discussing the
examples of primary interest: the bordism 3-category of 0-, 1-, 2-, and 3-dimensional manifolds,
the 3-category of tensor categories and bimodule categories, and the 3-category of conformal nets.
This last example (studied extensively in the papers [1, 2, 3, 4]) was the principle motivation for
this work: in considering the question, “What kind of 3-categorical structure do conformal nets
form?”, we were led ineluctably to the categorical notions in the present paper.
Each structure we describe is, for some n and k, a notion of n-category defined as a weak k-
category internal to the (n − k + 1)-category of strict (n − k)-categories. We recall, in Section 2,
the concept of categories in 2-categories, and then define categories in 3-categories. Next, in Sec-
tion 3, we define bicategories in 2-categories and the accompanying, stricter, notions of 2-categories
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in 2-categories and dicategories in 2-categories. (Recall 2-categories are bicategories where the
associator and identity transformations are strict; we use the term ‘dicategory’ for a bicategory
where only the associator transformation is strict.) We relate these various structures by showing
that an internal 2-category has an associated internal dicategory, which in turn has an associated
internal bicategory; we also show that a category in the 3-category of 2-categories has an associated
bicategory in the 2-category of categories. Finally, we connect the given notions to more tradi-
tional categorical structures by observing that bicategories in the 2-category of categories have an
underlying tricategory.
1. Motivating examples
We describe the primary examples that motivated our investigation of internal higher categories:
bordism higher categories, the 2-categorical structure of algebras and bimodules, the 3-categorical
structure of tensor categories and bimodule categories, and the 3-categorical structure of conformal
nets. By examining the natural structures that are present in these examples, we motivate the
notions of internal categories and internal bicategories, the study of which will occupy the bulk of
the paper.
We then describe a framework that organizes the various categorical structures encountered in
the examples: weak k-categories internal to the (n− k + 1)-category of strict (n− k)-categories. If
one replaces the (n− k+ 1)-category of (n− k)-categories by the (n− k+ 1)-category of symmetric
monoidal (n − k)-categories, these internal weak higher categories provide notions of symmetric
monoidal n-categories. In the case of our primary concern, for conformal nets, n = 3 and k = 2:
the notion of bicategory in the 2-category of symmetric monoidal categories furnishes a type of
symmetric monoidal 3-category.
1.1. Geometric examples.
Dimension 1 + . The usual bordism category Bord10 has objects 0-manifolds and morphisms 1-
manifolds (bordisms) up to diffeomorphism rel boundary. Instead of quotienting out by the dif-
feomorphisms of 1-manifolds to form Bord10, we can take these diffeomorphisms into account in
our definition of the bordism category. Even the 0-manifolds in the bordism category have diffeo-
morphisms, and we can incorporate these at the same time. The resulting structure is as follows.
Zero-manifolds and their diffeomorphisms form a category B0. There is a second category B1
whose objects are, roughly speaking, 1-manifolds equipped with a partition of the boundary into
two pieces, the source and target, and whose morphisms are diffeomorphisms. The source and
target are functors s, t : B1 → B0, and there is a composition functor B1 ×B0 B1 → B1. Alto-
gether, the pair (B0, B1) forms a category object in CAT, also called a category internal to CAT,
or simply a category in CAT—this notion is defined precisely in Section 2.1. This category object
is abbreviated Bord
1
0, to indicate that it is an enrichment of the usual bordism category of 0- and
1-manifolds. In fact, both the category B0 and the category B1 are symmetric monoidal, under
disjoint union, and Bord
1
0 = (B0, B1) forms a category object in SMC, the 2-category of symmetric
monoidal categories.
Dimension 2. There is a bicategory whose objects are 0-manifolds, whose 1-cells are 1-manifolds
(bordisms), and whose 2-cells are 2-manifolds (bordisms between bordisms) up to diffeomorphism.
This bicategory and its symmetric monoidal structure can be conveniently encoded as a category
object in SMC, as follows. The symmetric monoidal category B0 is again 0-manifolds and their
diffeomorphisms. There is a second symmetric monoidal category B21 whose objects are 1-manifolds
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with a partition of their boundary and whose morphisms are 2-manifolds with boundary written
as a union of a source 1-manifold and target 1-manifold, up to diffeomorphism. The pair (B0, B
2
1)
forms a category object in SMC, denoted Bord20. Note that there are various distinct ways to
give precise models for B21 , the choices occurring primarily in the treatment of corners and in the
definition of identity bordisms.
Dimension 2+. In the category object Bord20, diffeomorphic 2-manifolds are considered equivalent.
We can refine this bordism category to incorporate diffeomorphisms of 2-manifolds. Consider the
category B0 of 0-manifolds and diffeomorphisms, the category B1 of 1-manifolds (with source and
target 0-manifolds) and diffeomorphisms, and the categoryB2 of 2-manifolds (with source and target
1-manifolds) and diffeomorphisms. As before there are source and target functors s, t : B1 → B0,
and a composition functor B1 ×B0 B1 → B1; now in addition there are source and target functors
s, t : B2 → B1 and a composition functor B2 ×B1 B2 → B2. Altogether the triple (B0, B1, B2)
forms a bicategory object in CAT, also called a bicategory internal to CAT, or simply a bicategory
in CAT—bicategory objects are defined in Section 3. We denote this bordism bicategory object
by Bord
2
0. By making careful choices in the formulation of the categories B1 and B2, it is possible
to construct Bord
2
0 as a 2-category object in CAT. In a 2-category object, the composition and
identity functors are stricter than in a bicategory object—see the discussion at the beginning of
Section 3. The categories B0, B1, and B2 are symmetric monoidal, and we can easily incorporate
this structure, observing that Bord
2
0 is in fact a bicategory in SMC.
Dimension 3. There is a tricategory whose objects, 1-cells, 2-cells, and 3-cells are 0-, 1-, 2-, and 3-
manifolds, respectively. We can reformulate this bordism tricategory in the framework of bicategory
objects in symmetric monoidal categories. As before B0, respectively B1, is the symmetric monoidal
category of 0-manifolds and diffeomorphisms, respectively 1-manifolds and diffeomorphisms. There
is a third symmetric monoidal category B32 whose objects are 2-manifolds (with as before source
and target 1-manifolds) and whose morphisms are 3-dimensional bordisms, up to diffeomorphism.
Altogether the triple (B0, B1, B
3
2) forms a bicategory object in SMC, denoted Bord
3
0.
1.2. Algebraic examples.
Dimension 2. We consider symmetric monoidal bicategories C with the property that HomC(1, 1)
is equivalent to the category of vector spaces. We refer to this property by saying that “C deloops
the category of vector spaces”, and write ΩC ' Vect. A category does not have a unique deloop,
but rather a few natural deloops, that serve different purposes.
2-vector spaces. One deloop of vector spaces is the 2-category 2-Vect of 2-vector spaces. Recall
that Vect is a symmetric bimonoidal (that is “commutative ring”) category, and a 2-vector space
is, roughly speaking, a symmetric monoidal category equipped with the structure of a module over
Vect; often one restricts attention to the free finitely generated Vect-modules, or even for simplicity
to the specific modules Vectn [20, 8]. More generally and more precisely, one may define a 2-vector
space as a semisimple C-linear abelian category. The 1-morphisms of 2-Vect are linear functors,
and the 2-morphisms of 2-Vect are linear natural transformations. The unit object of 2-Vect is
the category Vect itself. A Vect-module functor from Vect to itself is determined by the image
of the object C, thus by a choice of an object of Vect. Therefore Hom2-Vect(1, 1) is equivalent to
the category of vector spaces, i.e. 2-Vect is a deloop of Vect. Note that 2-Vect can be viewed as a
category object in symmetric monoidal categories, where the first category is 2-vector spaces with
module functors, and the second category is module functors with module natural transformations.
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Algebras. The other prominent deloop of Vect, besides 2-vector spaces, is the bicategory of alge-
bras, bimodules, and maps of bimodules. The unit object in this bicategory is the trivial algebra
C. Note that indeed the category of C-C-bimodules is the category of vector spaces. Algebras
naturally form a symmetric monoidal category Alg0 whose morphisms are algebra isomorphisms.
Bimodules and their maps also form a symmetric monoidal category Alg1. We see that the bicat-
egory of algebras, bimodules, and maps is a shadow of the category object Alg = (Alg0,Alg1) in
symmetric monoidal categories. Note that there are variations on this example—for instance von
Neumann algebras and their bimodules provide a category object delooping, not vector spaces per
se, but Hilbert spaces.
Dimension 3. There were two natural deloops of the category Vect, namely the 2-category 2-Vect
and the category object Alg. Similarly, there are multiple interesting double deloops of Vect—we
now describe two, the 3-category of 3-vector spaces and the category object of tensor categories,
and we also describe the bicategory object of conformal nets, which deloops von Neumann algebras
and therefore double deloops Hilbert spaces.
3-vector spaces. The most direct way to double-deloop the category of vector spaces is to consider
3-vector spaces. The 2-category 2-Vect of 2-vector spaces is symmetric monoidal, and a 3-vector
space is, roughly speaking, a 2-category that is a module over 2-Vect; as with 2-vector spaces, it
is usually best to restrict attention to the 3-vector spaces that are free finitely-generated 2-Vect-
modules. We have not endeavored to make precise the symmetric monoidal 3-category of 3-vector
spaces.
Tensor categories. A notion of 3-vector space came from considering modules over the monoidal
2-category 2-Vect. Instead we can consider algebra objects in 2-Vect—these are called tensor
categories. Together with functors and natural transformations, tensor categories form a 2-category
TC0. Bimodules between tensor categories, with their functors and natural transformations, form
another 2-category TC1. We expect that the pair TC := (TC0,TC1) forms a category object in the
3-category of 2-categories—this notion of category object in a 3-category is described in Section 2.2.
As we will see in Sections 3.5 and 4.2, any category object in the 3-category of 2-categories has
an underlying tricategory. Indeed there is a tricategory of tensor categories, built as a symmetric
monoidal (∞, 3)-category by a construction of Johnson-Freyd–Scheimbauer [19], or (restricting
attention to fusion categories) as a Gordon–Powers–Street-style tricategory by Schaumann [23].
Etingof, Nikshych, and Ostrik have also investigated a tricategory of tensor categories, and have
used this structure to understand extensions of tensor categories and even to construct novel tensor
categories [9].
Conformal nets. A 3-vector space is in particular a 2-category, and a tensor category is in
particular a category equipped with a multiplication operation. We might wonder if there is a double
deloop of Vect whose objects are yet less categorical, for instance whose objects are vector spaces
equipped with not one but two multiplication operations. Indeed, conformal nets provide such a
double deloop, not exactly of vector spaces but of Hilbert spaces. Conformal nets are a mathematical
formalization of the notion of a conformal field theory [10, 22, 26, 6]. We sketch the notion of
conformal net, and then briefly describe the symmetric monoidal 3-category of conformal nets as
a bicategory object in symmetric monoidal categories—the definition of the precise relevant notion
of conformal nets (finite-index coordinate-free conformal nets), the construction of the necessary
associated structures of defects, sectors, and fusion operations, and the proof that these structures
indeed form a bicategory object in symmetric monoidal categories all appear in a series of papers
with Arthur Bartels [1, 2, 3, 4]. This result is a formulation of the idea that conformal field theories
form a symmetric monoidal 3-category.
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A conformal net is a functor A : Int → vNalg from the category of intervals to the category of
von Neumann algebras. Here, an interval is a compact, contractible 1-manifold, and a morphism
of intervals is an embedding. The functor must satisfy various conditions, including: (1) the
subalgebras A([0, 1]) and A([1, 2]) commute inside A([0, 2]) and they generate a dense subalgebra,
(2) the closed subalgebra generated by A([0, 1]) and A([2, 3]) inside A[0, 3] is isomorphic to the
spatial tensor product A([0, 1]) ⊗¯A([2, 3]), and (3) if a diffeomorphism ϕ : [0, 1] → [0, 1] satisfies
ϕ′|[0,]∪[1−,1] = 1 then the automorphism A(ϕ) : A([0, 1])→ A([0, 1]) is inner. The algebra A([0, 1])
can be equipped with a second multiplication that sends a, b ∈ A([0, 1]) to A(ϕ)(a)A(ϕ+ 12 )(b),
where ϕ : [0, 1]→ [0, 12 ] is a diffeomorphism satisfying ϕ′|[0,]∪[1−,1] = 1. That second multiplication
is associative up to conjugation with respect to the usual algebra multiplication.
Conformal nets are the objects of a tricategory. The 1-cells, called defects, can be thought of,
roughly, as bimodules between two nets, each considered with respect to the second multiplication
described above. More precisely, defects are defined as functors D : Intbicol → vNalg from a cerain
category of bicolored intervals to the category of von Neumann algebras. Here, a bicolored interval is
an interval equipped with a partition into two (possibly empty) intervals, called the white and black
subintervals. The restriction of a defect D to the purely white (respectively purely black) intervals
in Intbicol is the source (respectively target) conformal net of that defect. Given two defects D and
E from the net A to the net B, a 2-cell, called a sector, from D to E is a Hilbert space equipped
with compatible representations of the following collection of von Neumann algebras associated to
intervals I contained in the unit circle S1 ⊂ C: the algebras that act on the sector are A(I) for
I ⊂ CRe<0, B(I) for I ⊂ CRe>0, D(I) for i ∈ I and −i 6∈ I, and E(I) for −i ∈ I and i 6∈ I. Sectors
must also have the property that the actions of D(I) and E(J) commute if I and J are disjoint.
Conformal nets form a symmetric monoidal category CN0 whose morphisms are natural iso-
morphisms of functors from intervals to von Neumann algebras. Similarly, defects form a sym-
metric monoidal category CN1. Sectors form a symmetric monoidal category CN2 whose mor-
phisms are maps of Hilbert spaces intertwining all the von Neumann algebra actions. There are
source and target functors s, t : CN1 → CN0 and source and target functors s, t : CN2 → CN1.
Moreover, (provided one restricts to finite-index conformal nets) there are composition functors
CN1 ×CN0 CN1 → CN1 and CN2 ×CN1 CN2 → CN2, and action functors CN2 ×CN0 CN1 → CN2
and CN1 ×CN0 CN2 → CN2. (See [3, Appendix A] for more operations relating CN0, CN1, CN2,
and various fiber products thereof.) Altogether, the triple CN := (CN0,CN1,CN2) is a bicategory
object, actually a dicategory object, in symmetric monoidal categories:
Theorem 1.1 ([1, 2, 3, 4]). Finite-index conformal nets, defects, sectors, and intertwiners form
the 0-, 1-, 2-, and 3-cells of a dicategory object in the 2-category of symmetric monoidal categories.
By forgetting from symmetric monoidal to ordinary categories and applying Proposition 3.8 and
Theorem 4.3 (see Figure 2 below), we have an underlying tricategory:
Corollary 1.2. Finite-index conformal nets, defects, sectors, and intertwiners form the 0-, 1-, 2-,
and 3-cells of a tricategory.
Remark 1.3. The two deloops of Vect, namely 2-Vect and Alg are both frameworks for 2-dimensional
algebra, but they have different characters. The first deloop, 2-Vect, is a categorification of Vect, in
that the objects are no longer built out of sets but out of categories; by contrast, the second deloop,
Alg, is an algebraification of Vect, in that the objects still have underlying sets, but have in addition
a multiplication operation. Similarly, the three double deloops of Vect or Hilb, namely 3-Vect, TC,
and CN, are all frameworks for 3-dimensional algebra. The first, 3-Vect, is a categorification of
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2-Vect, in that the objects are no longer based on categories, but on 2-categories. The second, TC,
is an algebraification of 2-Vect, in that the objects still have underlying categories but in addition
have a multiplication operation; alternately, TC may be viewed as a categorification of Alg, in that
the objects have the structure of algebras, but are built on categories rather than sets. Finally, the
third double deloop, CN, is an algebraification of Alg (actually of von Neumann algebras), in the
sense that the objects still have underlying sets, but have not one, but two distinct multiplication
operations.
1.3. Internal higher categories. We now discuss an organizational framework, namely weak
higher categories internal to a higher category of strict higher categories, that accommodates all
the aforementioned examples.
A strict n-category has morphisms, which, like functions, compose in a strictly associative man-
ner. A weak n-category has cells, the composition of which is only weakly associative. We observe
that by mixing cells and morphisms, one finds a family of notions of n-category intermediate be-
tween the strict and weak extremes. These types of n-category are conveniently described as weak
k-categories internal to the (n− k + 1)-category of strict (n− k)-categories.
We begin with 1-categories and work our way up. A 1-categorical structure has only objects and
1-arrows, and in principle we might ask whether the 1-arrows compose strictly. However, in this
case there are no 2-arrows to give meaning to weakly associative composition, and the usual notion
of 1-category is both maximally strict and maximally weak.
A 2-categorical structure has objects, 1-arrows, and 2-arrows. If the 1-arrows compose strictly,
and the 1-identities are strict, the structure is a 2-category in the usual sense. If by contrast com-
position of 1-arrows is only associative up to invertible 2-arrows and similarly 1-identities are only
identities up to invertible 2-arrows, the structure is a bicategory. There is an intermediate notion
between 2-categories and bicategories, namely a category object in categories. Such a category
object has a category C0 of objects and a category C1 of 1-cells, and therefore two distinct kinds
of 1-arrows: the “1-morphisms”, that is the 1-arrows of C0, compose strictly, while the “1-cells”,
that is the objects of C1, compose weakly. (The idea of a 2-categorical structure in which there are
two distinct types of 1-cells, one strict and one weak, is familiar and well-studied in the literature;
see for instance [7, 13].) The three kinds of 2-categorical structures are indicated in the “staircase”
pictured in Figure 1. In that figure, to emphasize the relationship between the various notions, we
describe certain familiar notions in unfamiliar terms: a “0-category in nCAT” is simply a strict
n-category, while a “weak n-category in 0CAT” is a weak n-category. (In particular, 0-categories
in CAT and categories in 0CAT both refer to the usual notion of a 1-category).
0-cat in 1CAT
Cat in 0CAT
0-cat in 2CAT
Cat in 1CAT
Bicat in 0CAT
0-cat in 3CAT
Cat in 2CAT
Bicat in 1CAT
Tricat in 0CAT
Figure 1. Interpolating between strict and weak higher categories
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Now consider the 3-categorical structures pictured in Figure 1. At the two extremes, we have
3-categories and tricategories. (See Definition 4.1 for our notion of tricategory.) In between we
have two intermediate notions, bicategories in 1CAT, and categories in 2CAT. A bicategory in
1CAT has a category of objects, a category of 1-cells, and a category of 2-cells, and therefore has
two distinct kinds of 1-arrows (namely 1-cells and 1-morphisms) and two distinct kinds of 2-arrows
(namely 2-cells and 1-morphisms of 1-cells). A category in 2CAT has a 2-category of objects and a
2-category of 1-cells, and therefore also has two kinds of 1-arrows (the 1-cells and the 1-morphisms)
and two kinds of 2-arrows (the 1-morphisms of 1-cells and the 2-morphisms). Our main examples
of 3-dimensional categorical structures naturally separate into these various cases: 2-categories
form a 3-category, tensor categories form a category in 2-categories, and conformal nets form a
bicategory (actually a dicategory) in categories. Note that there are a number of examples in the
literature of notions of 3-categorical structures where 1-cells or 2-cells have multiple types. For
instance, Shulman [24] and Garner–Gurski [11] study respectively monoidal double categories and
multi-object monoidal double categories, which (interpreted as 3-categorical structures) have one
type of 1-arrows and two types of 2-arrows; Grandis–Pare´ [14, 15] investigate 3-cubical categories
and ‘intercategories’, which can have three types of 1-arrows and three types of 2-arrows.
One technical convenience of the internal higher category framework is that it easily accommo-
dates symmetric monoidal structures. For instance, in the 3-by-3 staircase of Figure 1, we can
replace 3CAT, 2CAT, 1CAT, and 0CAT by respectively any 4-, 3-, 2-, and 1-category. In particu-
lar, we can consider bicategory objects in the 2-category SMC of symmetric monoidal categories—a
bicategory object in SMC is a type of symmetric monoidal tricategory.
1.4. Main results. Figure 1 lists four types of 3-categorical structures: 0-categories in 3CAT, 1-
categories in 2CAT, bicategories in CAT, and tricategories in 0CAT. There are, however, a number
of variations on these notions. In Section 2.2, we will describe not only categories in 2CAT but
categories in a weaker 3-category “2CATnwk” in which the natural transformations are allowed to be
weak rather than strict; later we also discuss “strict” categories in 2CAT, in which the identity and
associator transformations are strictly invertible, and a notion of “strictly associatively strict” (sas)
categories in 2CATnwk, in which the associator transformation is a strictly invertible strict natural
transformation. In Section 3, we will describe not only bicategories in CAT, but also dicategories
in CAT, in which horizontal associators are somewhat strict, and 2-categories in CAT, in which
both horizontal associators and horizontal identities are somewhat strict.
strict cat in 2CAT 2-cat in CAT
sas cat in 2CATnwk dicat in CAT
cat in 2CATnwk bicat in CAT tricat
[Thm 3.9] [Thm 4.3]
[Cor 3.11]
[Prop 3.7]
[Prop 3.8]
[Cor 3.10]
Figure 2. Interrelations among 3-categorical structures
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The main results of this paper connect these various notions by means of explicit constructions;
these are displayed in Figure 2. An unlabeled arrow indicates that the first notion is a special case
of the second; a labelled arrow indicates that there is a canonical construction of a structure of the
second type from one of the first type.
2. Internal categories
We begin our investigation of internal weak higher categories by discussing internal categories
in 2- and 3-categories. Section 2.1 concentrates on categories internal to 2-categories; that notion
naturally encodes, for instance, the structure of 2-dimensional local bordism, and the structure of
algebras, bimodules, and intertwiners. In Section 2.2 we introduce the rather more involved defini-
tion of categories internal to 3-categories; this is the appropriate framework for tensor categories,
bimodule categories, functors between bimodule categories, and natural transformations between
functors between bimodule categories.
2.1. Categories in 2-categories. (• •• •)
The basic data of a category object C in the 2-category of categories will be a “category of
objects” C0 and a “category of 1-cells” C1. We would like the 1-morphisms of C, that is the 1-
arrows of C0, to be closely related to the 1-cells of C, that is to the objects of C1. We can accomplish
this by imposing a fibrancy condition on our category object, and for that we will need a notion
of fibration in the 2-category of categories. We will be restricting attention to the case when the
category of objects C0 is a groupoid; under this assumption various potential notions of fibration
coincide.
Definition 2.1. For A a category and B a groupoid, a functor F : A → B is a fibration if for
all arrows f : b → b′ of B and objects a′ of A with F (a′) = b′, there exists an invertible arrow
f˜ : a→ a′ of A with F (f˜) = f .
This condition can be thought of as a categorical version of a homotopy lifting property.
More generally, to define category objects in a 2-category, we will need to provide a notion of
fibration in an arbitrary 2-category; this is accomplished via the Yoneda embedding. An object B
of a 2-category C is called a groupoid object if for all objects T of C the category Hom(T,B) is a
groupoid.
Definition 2.2. For an object A and a groupoid object B in a 2-category C, an arrow F : A→ B
is a fibration if for all objects T of C the functor Hom(T,A)→ Hom(T,B) is a fibration. Explicitly,
this holds if for all 2-arrows f : b⇒ b′, with b, b′ ∈ Hom(T,B), and a′ ∈ Hom(T,A) with Fa′ = b′,
there exists an invertible 2-arrow f˜ : a⇒ a′ with F f˜ = f .
We will be interested in the case where C is the 2-category CAT of categories and the case where
C is the 2-category SMC of symmetric monoidal categories. Notice that if an arrow in SMC is a
fibration, then the underlying functor of categories is a fibration; this will imply that a category
object in SMC is in particular a category object in CAT. We now proceed to make these notions
precise.
The notion of a category object in a 2-category is a categorification of the notion of a category
object in a 1-category. To highlight this transition we list the two definitions in sequence.
Definition 2.3. A category object C in the 1-category C consists of the following two collections
of data, satisfying the subsequent axioms.
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0-data: There is an object C0 of C, denoted , and an object C1 of C, denoted , together
with morphisms s, t : C1 → C0.
1-data: There is a morphism i : C0 → C1, denoted , and a morphism m : C1×C0C1 → C1,
denoted . These morphisms are compatible with the source and target maps in the
sense that s ◦ i = t ◦ i = id, s ◦m = s ◦ pr1, and t ◦m = t ◦ pr2.
2-axioms:
The morphism m((i◦s)×id) : C1 → C1 is the identity; pictorially . Sim-
ilarly the morphism m(id× (i◦ t)) : C1 → C1 is the identity; pictorially .
Lastly, the morphisms m(m× id) : C1×C0 C1×C0 C1 → C1 and m(id×m) : C1×C0 C1×C0
C1 → C1 are equal; pictorially .
Definition 2.4. A category object C in the 2-category C consists of the following three collections
of data, subject to the listed axioms.
0-data: There is a groupoid object C0 of C, called the object of “0-cells” and denoted by the
picture , and an object C1 of C, called the object of “1-cells” and denoted by the picture
. There are 1-morphisms s, t : C1 → C0 of C called the source and target, such that the
1-morphism s× t : C1 → C0 × C0 is a fibration.
1-data: There is a 1-morphism i : C0 → C1, called the “identity” and denoted , and a
1-morphism m : C1 ×C0 C1 → C1, called “horizontal composition” and denoted .
These morphisms are compatible with the source and target maps.
2-data: There is a 2-isomorphism of C from m((i ◦ s)× id) : C1 → C1 to id : C1 → C1, called
the “left identity transformation” and denoted +3 , and a 2-isomorphism
from m(id × (i ◦ t)) : C1 → C1 to id : C1 → C1, called the “right identity transformation”
and denoted +3 . There is finally a 2-isomorphism from m(m× id) : C1×C0
C1 ×C0 C1 → C1 to m(id × m) : C1 ×C0 C1 ×C0 C1 → C1, called the “associator” and
denoted +3 . These 2-isomorphisms are compatible with source
and target maps in the sense that applying the source or target map to the left or right
identity transformation or to the associator yields an identity 2-isomorphism.
3-axioms: These data are required to satisfy the following axioms.
1. The two 2-morphisms from m(i× i) : C0 → C1 to i : C0 → C1 induced by the left and
right identity transformations are equal. This axiom is denoted by the commutative
diagram .
2. The composition of the associator with the left identity transformation is equal to the
horizontal composition of the left identity transformation with the identity. These are
two 2-morphisms from m(m((i◦s)× id)× id) : C1×C0C1 → C1 to m : C1×C0C1 → C1.
The axiom is denoted . The corresponding axiom for the right
identity is also satisfied—this axiom is abbreviated .
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3. The two 2-morphisms from m(m(id×(i◦t))×id) : C1×C0C1 → C1 to m : C1×C0C1 →
C1, using on the one hand the associator and the left identity and on the other hand
the right identity, are equal. This axiom is denoted .
4. The pentagon axiom for the associator is satisfied:
.
Here the double caret end on a morphism indicates that it is composed with the other
morphisms after the singly careted morphism.
Remark 2.5. This definition can be modified by omitting the condition that s× t : C1 → C0 × C0
be a fibration—we refer to the resulting notion as a not-necessarily fibrant category object in the
2-category C. Not-necessarily fibrant category objects in the 2-category CAT are better known as
“double categories”; they were introduced by Ehresmann [7] and studied extensively by Grandis–
Pare´ [13].
Remark 2.6. When the ambient 2-category is CAT or SMC, it is convenient to modify this definition
slightly in order to allow C0 and C1 to be large (symmetric monoidal) categories. Though these are
not objects of CAT or SMC, per se, the definition given functions perfectly well in that context,
with “1-morphism” replaced by “(symmetric monoidal) functor” and “2-morphism” replaced by
“(symmetric monoidal) natural transformation”.
Remark 2.7. The definition of a category object uses pullbacks in the ambient 2-category C. These
pullbacks are taken, by definition, in the underlying 1-category of C, that is the 1-category obtained
by forgetting the 2-morphisms of C. Our condition that s× t : C1 → C0 ×C0 is a fibration ensures
that this approach to pullbacks is sensible.
More generally, given a possibly-weak n-category that has an underlying 1-category (that is,
that has strictly associative composition of 1-morphisms and strict 1-morphism identities), we
define pullbacks in the n-category to be pullbacks in the underlying 1-category.
The axioms for a category object are reminiscent of those occurring in the definition of a bi-
category. Briefly, a bicategory B has a collection B0 of objects, denoted , a collection B1 of
1-cells, denoted , and a collection B2 of 2-cells, denoted , together with source and tar-
get maps s, t : B1 → B0 and s, t : B2 → B1 such that st = ss and tt = ts. There is a
1-cell identity map ix : B0 → B1, denoted , and a horizontal composition of 1-cells map
mx : B1 ×B0 B1 → B1, denoted . There is moreover a 2-cell identity iy : B1 → B2,
, and 2-cell composition my : B2 ×B1 B2 → B2, . There are maps wr : B2 ×B0 B1 →
B2, and wl : B1 ×B0 B2 → B2, that whisker a 2-cell by a 1-cell. Finally there
are three structure maps taking values in invertible 2-cells, namely the left identity il : B1 →
B2, , right identity ir : B1 → B2, , and associator ax : B1 ×B0 B1 ×B0 B1 → B2,
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. These maps are required to satisfy various equations, including the exchange equation,
the pentagon equation, and the left and right and middle triangle equations, denoted respectively:
A 2-category is a bicategory for which the left identity il, right identity ir, and associator map ax
all factor through the 2-cell identity map iy.
The reader may wonder why there is no horizontal composition of 2-cells, , in this definition
of a bicategory. Indeed, one could have taken as basic the horizontal composition of 2-cells, and
then defined the operations and to be and respectively. Instead we
take and as basic and let and play the role of horizontal composition
of 2-cells.
A (non-necessarily fibrant) category object C in CAT has an underlying bicategory, whose ob-
jects, 1-cells, and 2-cells are respectively the objects of C0, the objects of C1, and the morphisms
of C1 with identity source and target.
The most unusual aspect of the above definition of a category object is the insistence that
the 1-morphism s × t : C1 → C0 × C0 be a fibration. We illustrate the utility of this condition
with the bordism category Bord20 = (B0, B
2
1) of 0-, 1-, and 2-manifolds. Here B0 is the category
of 0-manifolds with diffeomorphisms, and B21 is the category of 1-manifolds with bordisms, as in
Section 1.1. The horizontal composition functor B21×B0B21 → B21 allows us to glue two 1-manifolds
M and N , when the target of M is equal to the source of N . However, it often happens that we
would like to compose two manifolds M and N when the target of M is merely isomorphic to the
source of N . Suppose we are given such an isomorphism t(M)
'−→ s(N); the object M maps to
the domain of the isomorphism s(M) × t(M) '−→ s(M) × s(N), and using the fibration condition,
we can lift this isomorphism to an isomorphism M
'−→ M ′, where M ′ now has source s(M) but
target s(N)—we can therefore compose the manifold M ′ with the manifold N . Altogether, the
fibration condition allows us to construct a composition functor B21 ×hB0 B21 → B21 with domain
the weak or homotopy pullback, rather than the strict pullback. The rationale for the fibration
condition becomes even more vivid when we move to 2-category objects in categories: in that case,
the fibration conditions are necessary to ensure that there is an associated tricategory.
What we have called a category object in CAT is very closely related to what Shulman calls a
framed bicategory in [25], and what we have called a category object in SMC is very closely related
to what Shulman calls a fibrant symmetric monoidal double category in [24]. Shulman provides an
elegant and extensive account of fibrant monoidal double categories, and the reader should look at
his papers for details about various notions of fibrations of categories and for numerous applications
of the idea of category objects in CAT and in SMC. The reader familiar with Shulman’s work
might want to think of Section 3 below as developing a theory of “framed tricategories” or “fibrant
symmetric monoidal (2×1)-categories”.
2.2. Categories in 3-categories. (• • •• • •)
In Section 1.3 we described four notions of “3-level categories”, namely 3-categories, category
objects in 2CAT, bicategory objects in CAT, and tricategories. Bicategory objects in CAT, and
more generally in any 2-category, will occupy our attention in Section 3. In a 3-level structure
coming from a bicategory object in CAT, the horizontal composition of 1-cells and the vertical
composition of 2-cells are both weak operations. In the 3-level structure arising from a category
object in 2CAT, only the horizontal composition of 1-cells is weak.
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Category objects in 2CAT are examples of category objects in a 3-category. It is convenient, for
instance for the example of tensor categories, to define a notion not of category object in a strict
3-category but of category object in a weaker type of 3-category known as a ‘Gray 3-category’ (also
called simply a ‘Gray category’). Our definition of Gray 3-category below differs from the usual
presentation [16, 12], as it is based on a whisker, rather than horizontal-composition, model of
2-categories; but note that the categories of whisker- and horizontal-composition-versions of Gray
3-categories are isomorphic. (Also note that a (whisker-style) Gray 3-category with only one object
is a rigid kind of Kapranov-Voevodsky monoidal 2-category [20].)
Definition 2.8. A Gray 3-category T consists of the following two collections of data, subject to
axioms as follows:
0-data: There are four sets:
— the set T0 of objects.
— the set T1 of 1-morphisms.
— the set T2 of 2-morphisms.
— the set T3 of 3-morphisms.
Moreover there are source and target maps s, t : T1 → T0, s, t : T2 → T1, and s, t : T3 → T2,
such that st = ss and tt = ts.
1-data: There are thirteen maps of sets in three collections:
1-morphism target: There are two maps with target T1:
S1-1 : — ix : T0 → T1 — horizontal identity.
S1-2 : — mx : T1 ×T0 T1 → T1 — horizontal composition.
2-morphism target: There are four maps with target T2:
S1-3 : — iy : T1 → T2 — vertical identity.
S1-4 : — my : T2 ×T1 T2 → T2 — vertical composition.
S1-5 : — wr : T2 ×T0 T1 → T2 — right whisker.
S1-6 : — wl : T1 ×T0 T2 → T2 — left whisker.
3-morphism target: There are seven maps with target T3. The first of these is a map
sw : T2 ×T0 T2 → T3 indicated by depicting the source and target of the 3-morphism
sw(a) in terms of the element a ∈ T2 ×T0 T2. The remaining six maps we indicate
directly by drawing a picture of the resulting 3-morphism.
S1-7 : — sw : T2 ×T0 T2 → T3 — switch.
S1-8 : — iz : T2 → T3 — spatial identity.
S1-9 : — mz : T3 ×T2 T3 → T3 — spatial composition.
S1-10 : — fb : T3 ×T1 T2 → T3 — bottom fin.
S1-11 : — ft : T2 ×T1 T3 → T3 — top fin.
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S1-12 : — hr : T3 ×T0 T1 → T3 — right 3-cell whisker.
S1-13 : — hl : T1 ×T0 T3 → T3 — left 3-cell whisker.
Inverses: A 3-morphism c ∈ T3 is called invertible if there exists a 3-morphism c−1 ∈ T3
such that mz(c × c−1) = iz(s(c)) and mz(c−1 × c) = iz(t(c)). The 1-datum [S1-7] is
required to take values in invertible 3-morphisms.
2-axioms: The above data are subject to the following thirty-four axioms, together with
variant axioms abbreviated in parentheses. In the first fifteen axioms, the condition is
that the indicated 1-morphisms or 2-morphisms are equal. In the next four axioms, the
conditions is that the 3-morphism obtained by composing all the edges of the diagram is
the spatial identity. In the last fifteen axioms, the indicated equation of 3-morphisms is
satisfied. There, composition of 3-morphisms denotes spatial composition; also, the variant
axioms are indicated as axial reflections of the drawn axioms.
1-morphism axioms:
S2-1 :
S2-2 :
S2-3 :
2-morphism axioms:
S2-4 :
S2-5 :
S2-6 :
S2-7 :
S2-8 :
S2-9 :
S2-10 :
S2-11 :
S2-12 :
S2-13 :
S2-14 :
S2-15 :
3-morphism axioms:
S2-16 :
=
=
[ ] 13
S2-17 :
=
=
[ ]
S2-18 :
= =
[ ]
S2-19 :
= =
S2-20 : ==
S2-21 : ==
S2-22 : == id
( )
S2-23 : ==
S2-24 : ==
S2-25 : ==
S2-26 : ==
S2-27 : ==
S2-28 : == id ( )
S2-29 : ==
S2-30 :
( )
◦ (sw) == (sw) ◦
( )
S2-31 : == S2-32 : ==
S2-33 : ==
S2-34 : ==
Reflections : z-flip of [S2-20]; y-flip of [S2-22], [S2-23], [S2-24], and [S2-26]; x-flip of [S2-28],
[S2-29], [S2-30], [S2-31], and [S2-33]; and x-flip, y-flip, and xy-flip of [S2-32].
In axiom [S2-30], “sw” refers to the switch 3-morphism [S1-7].
Definition 2.9. A 3-category is a Gray 3-category such that the switch map [S1-7] lands in the
image of the spatial identity. In particular, the two composites and are equal.
Example 2.10. There is a 3-category 2CAT whose objects are 2-categories, whose 1-morphisms are
strict functors of 2-categories, whose 2-morphisms are strict natural transformations of strict func-
tors, and whose 3-morphisms are modifications of strict natural transformations. There is a Gray
3-category 2CATnwk whose objects, 1-morphisms, 2-morphisms, and 3-morphisms are respectively
2-categories, strict functors, weak natural transformations, and modifications. This is the ambient
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Gray 3-category that will be relevant for tensor categories. Notice that the collection 2CATwk of
2-categories, weak functors, weak natural transformations, and modifications does not form a Gray
3-category, because the axiom S2-9 will not be satisfied.
We now have the necessary technology to define a category in a Gray 3-category, and in particular
then a category in a 3-category. As the notion “category in a 2-category” categorifies “category in a
1-category”, so the notion “category in a (Gray) 3-category” categorifies “category in a 2-category”,
as follows.
Definition 2.11. A category object C in the Gray 3-category C consists of the following four
collections of data, subject to the listed axioms.
0-data: There are two objects of C as follows:
C0, denoted and called the object of 0-cells.
C1, denoted and called the object of 1-cells.
Moreover, there are morphisms s, t : C1 → C0 called the source and target.1
1-data: There are two morphisms of C as follows:
C1-1 : i : C0 → C1, denoted and called the 1-cell identity.
C1-2 : m : C1 ×C0 C1 → C1, denoted and called the horizontal composition. Here
and following, pullbacks are defined as in Remark 2.7.
These morphisms are compatible with the source and target morphisms (as in Defini-
tion 2.3).
2-data: There are three 2-morphisms of C as follows:
C2-1 : A 2-morphism from m(i× id)(s× id) : C1 → C1 to id : C1 → C1, denoted and
called the left identity transformation.
C2-2 : A 2-morphism from m(id× i)(id× t) : C1 → C1 to id : C1 → C1, denoted and
called the right identity transformation.
C2-3 : A 2-morphism from m(m × id) : C1 ×C0 C1 ×C0 C1 → C1 to m(id × m) : C1 ×C0
C1 ×C0 C1 → C1, denoted and called the associator transformation.
The left and right identity transformations and the associator transformation are compatible
with source and target maps (as in Definition 2.4). These 2-morphisms are also required
to be invertible, in that there exist three 2-morphisms pointing in the opposite direction,
namely , , and , together with six invertible 3-morphisms from the
appropriate composites to identity 2-morphisms, all satisfying the six “triangle” axioms—
note that despite the name, the “triangle” axiom for an invertible 2-morphism in a Gray
3-category is a bigon.2
3-data: There are five invertible 3-morphisms of C as follows:
C3-1 : *4 C3-2 : *4
1One might want to insist that C0 be a 2-groupoid object and that the map s×t : C1 → C0×C0 be a fibration—see
Remark 2.13.
2See the 1-data portion of Definition 3.3 for a discussion of a bigon triangle axiom in a distinct but related context.
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C3-3 : *4
C3-4 : *4
C3-5 : *4
These 3-morphisms are compatible with source
and target maps in the sense that applying the
source or target map to any of these five 3-
morphisms yields an identity 3-morphism.
4-axioms: The above data are such that the following five diagrams, together with the variant
diagrams abbreviated in parentheses, commute:
C4-1 :

//
//
sw
OO
[ ]
C4-2 :

sw //
sw−1//
OO
C4-3 :
//
sw



//
sw
OO
[ ]
C4-4 :
sw //
 
sw

//
OO
[ ]
C4-5 :
sw //
OO OO
OO OO
sw
OO
sw−1
OO
;;cc
In these diagrams, unmarked arrows are 3-morphisms given by 3-data, while the arrows
marked “sw” are determined by the switch morphism [S1-7] in the ambient Gray 3-category.
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Remark 2.12. We explain in detail why the morphisms marked as switches in the axioms of the
above definition are indeed switches in the ambient Gray 3-category, and along the way explicate
the pictographic notation. We focus on the switch morphism in axiom C4-1; all the other switches
are analogous. The claim is that, given the 0-, 1-, 2-, and 3-data of a category object C in the Gray
3-category C, the switch morphism in C induces a 3-morphism from to , and therefore
from to .
Let us first recall the exact meaning of these pictures. The picture is a 2-morphism of C
from the 1-morphism C1
s×id−−−→ C0 × C1 i×id−−−→ C1 × C1 m−→ C1 to the identity morphism C1 id−→ C1.
The picture applies that 2-morphism not to C1 itself, but to the image of the multiplication
, m : C1 ×C0 C1 −→ C1. By definition this picture is therefore the left whisker in the
ambient Gray 3-category of the 2-morphism by the 1-morphism m—this left whisker operation
can be thought of as a form of “precomposition”. The composite 2-morphism can therefore
be written in pasting-diagram notation as
C0 × C1 i×id // C1 × C1
m
''
C1
s×id// C0 × C1 i×id // C1 × C1 m // C1
s×id 88
id //
⇓
C1
C1
s×id//
id
88
⇓
C0 × C1 i×id // C1 × C1 m // C1 id // C1
By similar unpacking, the composite 2-morphism has the pasting-diagram notation
C0 × C1 i×id // C1 × C1
m
''
C1
s×id 88
id //
⇓
C1
s×id// C0 × C1 i×id // C1 × C1 m // C1
C1
id // C1
s×id//
id
88
⇓
C0 × C1 i×id // C1 × C1 m // C1
Indeed these two 2-morphisms are related by a switch in the ambient Gray 3-category.
Remark 2.13. The above definition describes a notion of not-necessarily fibrant category object
C = (C0, C1) in a Gray 3-category C. There certainly exist notions of fibrations of 2-categories in
the literature (see for instance [16, p.35]), and these could be used to provide a definition of when
a 1-morphism is a fibration in a Gray 3-category. We do not pursue this aspect of the theory here.
Example 2.14. We expect that tensor categories form a category object TC in the Gray 3-category
2CATnwk. (Recall from Example 2.10 that 2CATnwk is the Gray 3-category of 2-categories, strict
functors, weak natural transformation, and modifications.) Note that Greenough’s work on the
monoidal 2-category of bimodules over a fixed tensor category [17] and Schaumann’s work on fusion
categories and their bimodules [23] do a substantive part but not all of the work of establishing that
TC forms a category object in 2CATnwk. (Note also that Johnson-Freyd–Scheimbauer construct an
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“(∞, 1)-by-(∞, 2)”-category of algebra objects in linear categories [19], which provides an infinity-
category-theoretic version of the category object (of 2-categories) TC.)
The 2-category TC0 of 0-cells of the category object TC is the strict 2-category of tensor cate-
gories, monoidal functors, and monoidal natural transformations. The 2-category TC1 of 1-cells of
the category object TC is the strict 2-category of bimodules between tensor categories, along with
functors of bimodule categories, and natural transformations of these functors. The structure data
of the category object TC consists of the categorifications of the structure data of Alg, the category
object in CAT whose 0-cells are algebras and whose 1-cells are bimodules—for instance the 1-cell
identity of TC is the identity bimodule category, and the horizontal composition is the balanced
tensor product of bimodule categories over a tensor category.
There is a model for the balanced tensor product M A N of bimodule categories in which
objects are represented by retracts of direct sums of elementary tensors m ⊗ n of objects m ∈ M
and n ∈ N . In this model, observe as follows that the left and right identity transformations
[C2-1] and [C2-2] are weak, not strict, natural transformations. For objects a ∈ A and n ∈ N ,
the A-module action on N determines an object a · n ∈ N—this action defines the transformation
from the functor N 7→ A A N to the identity functor; for a bimodule functor φ : ANB → APB,
the objects a · φ(n) and φ(a · n) are not equal but merely isomorphic, as accommodated by a weak
natural transformation. It is this consideration that encourages working in the Gray 3-category
2CATnwk rather than the 3-category 2CAT.
Notice, however, that in the aforementioned model the category object TC is somewhat stricter
than a generic category object in 2CATnwk, in the sense that the associator 2-datum [C2-3] happens
to be a strict, rather than weak, natural transformation. We will refer to this kind of category object
as an “associatively strict category object in 2CATnwk”.
3. Internal bicategories
Bicategory objects in the 2-category of categories provide a natural framework for studying
both the bordism “3-level category”, of 0-, 1-, 2-, and 3-manifolds, and the “3-level category” of
conformal nets. Bicategory objects in 2-categories also provide a convenient way to encode the
symmetric monoidal structure of a bicategory in categories, by changing the ambient 2-category to
symmetric monoidal categories.
Recall that a bicategory has objects, 1-cells, 2-cells, identity 1-cells, composition of 1-cells, iden-
tity 2-cells, composition of 2-cells, left and right whiskers of 2-cells by 1-cells, and associator and
left and right identity isomorphisms. A bicategory object C in a 2-category C will have, roughly
speaking, the following structure. There will be an object C0 ∈ C of 0-cells, an object C1 ∈ C of
1-cells, and an object C2 ∈ C of 2-cells. There are morphisms s, t : C1 → C0 of C, called the source
and target of 1-cells, and morphisms s, t : C2 → C1, called the source and target of 2-cells. There
is a morphism i : C0 → C1, called the 1-cell identity, and a morphism m : C1 ×C0 C1 → C1, called
horizontal composition. Similarly, there is a 2-cell identity morphism C1 → C2, 2-cell composition
morphism C2 ×C1 C2 → C2, and whisker morphisms C2 ×C0 C1 → C2 and C1 ×C0 C2 → C2. The
next pieces of structure generalize the notion of the identity transformations and the associator
transformation of a bicategory.
Consider the left identity: it is meant to compare the morphism m((i ◦ s) × id) : C1 → C1 of
C to the morphism id : C1 → C1 of C. We can either ask for a 2-morphism of C between these
two 1-morphisms, or we can ask for a morphism C1 → C2 whose composites with the 2-cell source
and target s, t : C2 → C1 recover the two morphisms in question. For example, if the ambient
2-category C is the 2-category of categories, then we are asking either for a natural isomorphism
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between the functors m((i ◦ s) × id) : C1 → C1 and id : C1 → C1, or for a functor C1 → C2 from
1-cells to 2-cells such that the composites C1 → C2 s,t−→ C1 are the functors m((i ◦ s) × id) and
id respectively. Demanding a natural isomorphism leads to a simpler, more rigid structure, while
allowing 2-cell transformations produces a more complex, weaker and thus more inclusive structure.
We have a similar choice for the associator transformations: they can either be 2-morphisms
of the ambient 2-category (a strict notion) or 2-cell transformations (a weak notion). Altogether
then, there are 4 distinct notions of internal bicategories in 2-categories: strict identities and strict
associators, weak identities and strict associators, strict identities and weak associators, and weak
identities and weak associators. We do not have need of the third notion (strict identities and
weak associators) and give it no consideration. The other three notions are called respectively,
“2-category object in a 2-category”, “dicategory object in a 2-category”, and “bicategory object in
a 2-category”. These are categorifications of the notions 2-category, dicategory, and bicategory.
In Sections 3.1, 3.2, and 3.3 we give precise definitions of the three variants of internal bicate-
gories. In Section 3.4 we describe how to construct a dicategory object from a 2-category object,
and a bicategory object from a dicategory object. In Section 3.5 we observe that categories in (the
3-category of) 2-categories are bicategories in (the 2-category of) categories. In Section 4.2, we will
see that bicategory objects in CAT have underlying tricategories.
3.1. 2-categories in 2-categories.
(
• •
• •
• •
)
A 2-category object C in a 2-category C has 0-, 1-, and 2-cell objects C0, C1, C2 ∈ C, and has
identity 1-cells and composition of 1-cells, with comparatively strict identity transformations and
associator transformations. In Section 2.1 we introduced a convenient diagrammatic notion for
category objects in 2-categories. We rely heavily on this notation in the definition of 2-category
object.
Definition 3.1. A 2-category object C in the 2-category C consists of the following three collections
of data, subject to the listed axioms.
0-data: There are three objects of C as follows:
C0, a groupoid object, denoted and called the object of 0-cells.
C1, a groupoid object, denoted and called the object of 1-cells.
C2, denoted and called the object of 2-cells.
In addition, there are morphisms s, t : C1 → C0 and s, t : C2 → C1, the source and target,
such that st = ss and tt = ts, and such that s × t : C1 → C0 × C0 and s × t : C2 →
C1 ×C0×C0 C1 are fibrations.
1-data: There are six morphisms of C as follows:
F1-1 : i : C0 → C1, denoted and called the 1-cell identity.
F1-2 : m : C1 ×C0 C1 → C1, denoted and called the horizontal composition.
F1-3 : iv : C1 → C2, denoted and called the 2-cell identity.
F1-4 : mv : C2 ×C1 C2 → C2, denoted and called the vertical composition.
F1-5 : wr : C2×C0 C1 → C2, denoted and called the right composition or whisker
of a 1-cell with a 2-cell.
F1-6 : wl : C1 ×C0 C2 → C2, denoted and called the left composition or whisker
of a 1-cell with a 2-cell.
These morphisms are compatible with source and target maps.
19
2-data: There are sixteen 2-isomorphisms of C as follows:
F2-1 : +3
F2-2 : +3
F2-3 : +3
F2-4 : +3
F2-5 : +3
F2-6 : +3
F2-7 : +3
F2-8 : +3
F2-9 : +3
F2-10 : +3
F2-11 : +3
F2-12 : +3
F2-13 : +3
F2-14 : +3
F2-15 : +3
F2-16 : +3
These 2-isomorphisms are compatible with source and target maps in the sense that the
sources and targets of [F2-1] through [F2-8] are identity 2-isomorphisms, the sources and
targets of [F2-9] through [F2-11] are the 2-isomorphism [F2-12], the source and target of
[F2-13] are [F2-15], and the source and target of [F2-14] are [F2-16].
3-axioms: The above data are such that the following twenty-five diagrams, as well as the
variant diagrams abbreviated in parentheses, commute:
F3-1 :
F3-2 :
[ ]
F3-3 :
20
F3-4 :
F3-5 :
[ ]
F3-6 :
[ ]
F3-7 :
[ ]
21
F3-8 :
[ ]
F3-9 :
[ ]
F3-10 :
22
F3-11 :
[ ]
F3-12 :
F3-13 :
[ ]
F3-14 :
F3-15 :
[ ]
F3-16 :
[ ]
23
F3-17 :
F3-18 :
[ ]
F3-19 :
[ ]
F3-20 :
[ ]
F3-21 :
[ ]
F3-22 :
[ ]
F3-23 :
F3-24 :
[ ]
F3-25 :
As in the case of category objects in 2-categories, when the ambient 2-category is CAT or SMC,
we modify the definition of 2-category object to allow C0 and C1 to be large categories. A similar
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remark applies to the upcoming definitions of dicategory object and bicategory object, and we will
not repeat it there.
In a 2-category M = (M0,M1,M2), the pair (M0,M1) of objects and morphisms, and the pair
(M1,M2) of morphisms and 2-morphisms both form categories in their own right. Similarly, the
pairs (C0, C1) and (C1, C2) extracted from a 2-category object form category objects.
Proposition 3.2. Let C = (C0, C1, C2) be a 2-category object in the 2-category C. The pair (C0, C1)
forms a category object in C, while the pair (C1, C2) forms a not-necessarily fibrant category object
in C—see Remark 2.5.
If C is CAT, then for fixed objects a, b ∈ C0, let C1(a, b) be the subcategory of C1 whose objects
have source a and target b and whose morphisms have source the identity on a and target the identity
on b, and let C2(a, b) be the subcategory of C2 whose objects have source source a and target target
b and whose morphisms have source source the identity on a and target target the identity on b. In
this case the pair (C1(a, b), C2(a, b)) forms a category object in CAT.
Proof. The pair of objects (C0, C1) may be equipped with the data [F1-1], [F1-2], [F2-15], [F2-16],
and [F2-12], subject to the axioms [F3-23], [F3-24], [F3-25], and [F3-17]. These are precisely the
requirements for a category object. Similarly the pair of objects (C1, C2) may be equipped with the
data [F1-3], [F1-4], [F2-1], [F2-2], and [F2-3], subject to the axioms [F3-1], [F3-2], [F3-3], and [F3-4].
These are precisely the requirements for a category object, except that it may not be the case that
s × t : C2 → C1 × C1 is a fibration. However, when C = CAT, if we restrict to the subcategories
C1(a, b) and C2(a, b), then the condition that s× t : C2 → C1×C0×C0 C1 be a fibration implies that
s× t : C2(a, b)→ C1(a, b)× C1(a, b) is a fibration. 
3.2. Dicategories in 2-categories.
(
• •
• •
• •
)
It often happens that a structure we would like to form a 2-category doesn’t quite, and we are
forced to work with bicategories instead. For example, algebras, bimodules, and bimodule maps
form a bicategory, not a 2-category, because tensor product is associative and unital only up to
isomorphism. We could hunt down a 2-category equivalent to this bicategory of algebras, but it is
wiser to come to terms with the additional complexity of bicategories.
A similar phenomenon happens when working with 2-category objects—that is, natural examples
are a bit less strict than we would like. For instance, the most naive presentation of the bordism
category Bord30 of 0-, 1-, 2-, and 3-manifolds (in which the 1-cell identity [F1-1] sends a 0-manifold
M to M × [0, 1]) does not form a 2-category object in categories; the identity transformations for
1-manifolds (that is the comparisons between a 1-dimensional bordism and the composite of that
bordism with the identity on its source or target) do not exist as natural isomorphisms of functors.
Instead, Bord30 is a dicategory object in categories—this structure is nearly the same as a 2-category
object, except that the 1-cell identities are given by 2-cells rather than 1-cell morphisms. Similarly,
the 3-level category of conformal nets is not a 2-category object, but in fact a dicategory object.
Indeed, it was our investigation of conformal nets that motivated us to introduce the notion of
dicategory object.
For brevity, we refer as much as possible of the definition of a dicategory object to the corre-
sponding structure in a 2-category object.
Definition 3.3. A dicategory object C in the 2-category C consists of the following three collections
of data, subject to the listed axioms.
0-data: The 0-data is exactly as for a 2-category object; in particular, there are three objects
C0, C1, and C2 of C, with C0 and C1 being groupoid objects.
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1-data: There are eight pieces of 1-data, named [D1-1] - [D1-8]. The first six are the 1-data
morphisms [F1-1] - [F1-6] for a 2-category object. There are two additional morphisms of
C as follows:
D1-7 : il : C1 → C2, denoted and called the (upper) left 2-cell identity.
D1-8 : ir : C1 → C2, denoted and called the (upper) right 2-cell identity.
These morphisms are compatible with source and target maps.
The morphisms [D1-7] and [D1-8] are required to be invertible, in the following sense.
There exists a morphism of C, denoted (the lower left 2-cell identity), such that
there are invertible 2-morphisms from to and from to , such
that the two resulting 2-morphisms from to are equal, and similarly the two 2-
morphisms from to are equal — these are versions of the usual triangle identity
for invertible morphisms in a bicategory. Similarly there exists a morphism (the lower
right 2-cell identity) satisfying the corresponding conditions.
2-data: There are eighteen pieces of 2-data, named [D2-1] - [D2-18]. The first twelve are the
twelve 2-isomorphisms [F2-1] - [F2-12] from the definition of a 2-category object; these are
the pieces of 2-data not involving the 1-cell identity. There are six additional 2-isomorphisms
of C as follows:
D2-13 : +3
D2-14 : +3
D2-15 : +3
D2-16 : +3
D2-17 : +3
D2-18 : +3
These 2-isomorphisms are compatible with source and target maps in the sense that the
sources and targets of [D2-1] through [D2-8] and of [D2-13] through [D2-15] are identity
2-morphisms, the sources and targets of [D2-9] through [D2-11] are the 2-isomorphism [D2-
12], the sources of [D2-16] and [D2-18] are [D2-12], the source of [D2-17] is the inverse of
[D2-12], and the targets of [D2-16] through [D2-18] are identity 2-isomorphisms.
3-axioms: The above data are subject to twenty-six axioms, named [D3-1] - [D3-26]. The
first seventeen are the seventeen axioms [F3-1] - [F3-17] from the definition of a 2-category
object; these are the axioms not involving the 1-cell identity. There are nine additional
axioms, as well as variant axioms abbreviated in parentheses, as follows:
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D3-18 :
[ ]
D3-19 :
[ ]
D3-20 :
[ ]
D3-21 :
[ ]
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D3-22 :
[ ]
D3-23 :
[ ]
D3-24 :
D3-25 :
[ ]
D3-26 :
[ ]
3.3. Bicategories in 2-categories.
(
• •
• •
• •
)
The natural geometric and algebraic examples of symmetric monoidal 3-categories appear to arise
as dicategory objects in the 2-category of symmetric monoidal categories—that is, the associator of
a composition of 1-cells is a symmetric monoidal natural transformation between the composition
functors, rather than a 2-cell object with source and target the respective associations. As such,
bicategory objects are not strictly necessary, for instance, for our investigation of conformal nets.
28
However, they provide a natural bridge between dicategory objects in CAT and the notion of
tricategory, and therefore warrant discussion.
The structure of a bicategory object is close to that of a dicategory object, and for brevity
we refer most of the definition back to the corresponding elements of the earlier definitions. An
abbreviated list of all the data and axioms of a bicategory object is depicted in Table 3, in the
Appendix.
Definition 3.4. A bicategory object C in the 2-category C consists of the following three collections
of data, subject to the listed axioms.
0-data: The 0-data is exactly as for a dicategory object; in particular, there are three objects
C0, C1, and C2 of C, with C0 and C1 being groupoid objects.
1-data: There are nine pieces of 1-data, named [B1-1] - [B1-9]. The first eight are respectively
the 1-data morphisms [F1-1] - [F1-6] for a 2-category object and [D1-7] - [D1-8] for a
dicategory object. There is one additional morphism of C as follows:
B1-9 : a : C1 ×C0 C1 ×C0 C1 → C2, denoted and called the associator 2-
cell. This morphism is compatible with the source and target maps. Moreover this
morphism is required to be invertible, in the sense that there exists a morphism,
denoted , which is a two-sided inverse to up to invertible 2-
morphisms satisfying the triangle identities.
2-data: There are eighteen pieces of 2-data, named [B2-1] - [B2-18]. The first eight are the
2-isomorphisms [F2-1] - [F2-8] from the definition of a 2-category object; these are the
pieces of 2-data not involving the 1-cell identity or an association of 1-cells. Further the
2-data [B2-13] - [B2-15] are the three 2-isomorphisms [D2-13] - [D2-15] from the definition
of a dicategory object; these involve 1-cell identities but not association of 1-cells. The
remaining dicategory 2-data are replaced by the following seven 2-isomorphisms of C:
B2-9 : +3
B2-10 : +3
B2-11 : +3
B2-12 : +3
B2-16 : +3
B2-17 : +3
B2-18 : +3
The sources and targets of all the 2-data 2-isomorphisms are identity 2-isomorphisms.
3-axioms: The above data are subject to twenty-six axioms, named [B3-1] - [B3-26]. The
eight axioms [B3-1] - [B3-8] are exactly the 2-category axioms [F3-1] - [F3-8], and the two
axioms [B3-18] - [B3-19] are exactly the dicategory axioms [D3-18] - [D3-19]. The six axioms
[B3-9] - [B3-14] and the five axioms [B3-20] - [B3-24] are obtained from the axioms [F3-9] -
[F3-14] and [D3-20] - [D3-24] by inserting the necessary associator 2-cells; we do not redraw
these minor variations. The remaining five dicategory axioms, namely [F3-15], [F3-16],
[F3-17], [D3-25], and [D3-26], are replaced by the following five axioms, together with the
variant axioms abbreviated in parentheses:
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B3-15:
[ ]
B3-16:
[ ]
30
B3-17: B3-25:
[ ]
B3-26:
[ ]
31
In the above pictures, the trees on the left indicate the order of vertical association. Note that
in these axioms the edges that indicate a change of vertical association may represent multiple
applications of the vertical associator 2-morphism [F2-3]. In these cases, which sequence of vertical
associators is chosen does not affect the content of the axiom, because of axiom [F3-4].
Remark 3.5. In the modification of axioms [F3-9] through [F3-14] and [D3-20] through [D3-24] into
bicategory axioms, there is one morphism that deserve comment, namely the one that appears on
the left in axiom [F3-9] and on the lower left in axiom [F3-10]. This 2-morphism is replaced, in
axioms [B3-9] and [B3-10], by a 2-morphism from the vertical composite of an associator 2-cell with
an identity to the vertical composite of an identity with an associator 2-cell. That 2-morphism is
defined to be the composition of the 2-morphism [F2-2] with the inverse of the 2-morphism [F2-1].
Remark 3.6. Note that for a bicategory object C = (C0, C1, C2) in the 2-category C, it is not the
case that the pair (C0, C1) forms a category object, but it is still the case, as in Proposition 3.2,
that the pair (C1, C2) forms a not-necessarily fibrant category object in C.
3.4. 2-categories are dicategories are bicategories. We show that a 2-category object in a
2-category C can be given the structure of a dicategory object in C, and that a dicategory object
in C can be given the structure of a bicategory object in C. These constructions make essential use
of the fibrancy conditions in the definitions of 2-category object and dicategory object.
Proposition 3.7. Given a 2-category object C in a 2-category C, the triple (C0, C1, C2) of 0-cells,
1-cells, and 2-cells of C also admits the structure of a dicategory object in C.
Proof. 0-data. The 0-cells, 1-cells, and 2-cells of the dicategory object D under construction, and
the source and target maps between these objects of cells, are the same as those for the given
2-category object C.
1-data. The morphisms [D1-1] through [D1-6] for D are the morphisms [F1-1] through [F1-6]
for C. To construct the morphisms [D1-7] and [D1-8] we use the lifting property of the fibration
C2
s×t−−→ C1 ×C0×C0 C1. Specifically, the morphism C1 id×id−−−→ C1 ×C0×C0 C1 has a canonical lift
across s × t to the vertical identity morphism iv : C1 → C2 provided by [F1-3]. That morphism
id × id is ‘homotopic’ to the morphism C1 m((i◦s)×id)×id−−−−−−−−−−→ C1 ×C0×C0 C1 by the existence of the
2-isomorphism [F2-15]× id : m((i ◦ s)× id)× id⇒ id× id. This homotopy lifts to a homotopy (that
is a 2-isomorphism), denoted ηl, of morphisms C1 → C2 from a lift il of m((i◦s)× id)× id to the lift
iv of id× id. The datum [D1-7] is defined to be that lift il. Again, the homotopy lift is ηl : il ⇒ iv,
denoted graphically ηl : ⇒ . The datum [D1-8] is similar, defined via the homotopy lift
ηr : ir ⇒ iv, that is ηr : ⇒ , of the 2-isomorphism [F2-16]× id : m(id× (i◦ t))× id⇒ id× id.
The lower left 2-cell identity and the lower right 2-cell identity are produced similarly and they
indeed function as (triangle-identity-satisfying) vertical composition inverses for [D1-7] and [D1-8],
as required.
2-data. The 2-isomorphisms [D2-1] through [D2-12] for D are the 2-isomorphisms [F2-1] through
[F2-12] for C. The remaining 2-data are defined as the following composites:
D2-13 : [F2-13]×ηl +3 [F2-2] +3 ks [F2-1] ks ηl×id
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D2-14 : [F2-14]×ηr +3 [F2-2] +3 ks [F2-1] ks ηr×id
D2-15 : ηl◦i +3 ks ηr◦i
D2-16 : ηl×id +3 [F2-4] +3 ks ηl◦m
D2-17 : id×ηr +3 [F2-5] +3 ks ηr◦m
D2-18 : ηr×id +3 [F2-4] +3 ks [F2-5] ks id×ηl
That this 2-isomorphism [D2-15] is compatible with the source map is a consequence of axiom
[F3-23]. That [D2-16] and [D2-17] are compatible with the source map is a consequence of axiom
[F3-24]. That [D2-18] is compatible with the source map is a consequence of axiom [F3-25].
3-axioms. The axioms [D3-1] through [D3-17] are the axioms [F3-1] through [F3-17]. The
remainder of the axioms are directly verified by expanding the definitions of the morphisms involved
and observing that the axiom is thereby reduced to known properties of the given 2-category object,
as follows.
D3-18: This axiom reduces, modulo two applications of axiom [F3-1], to axiom [F3-18].
D3-19: This axiom reduces, modulo an application of axiom [F3-3] and two applications of axiom
[F3-2], to axiom [F3-19].
D3-20: This axiom reduces, modulo an application of axiom [F3-6] and two applications of axiom
[F3-5], to axiom [F3-20].
D3-21: This axiom reduces, modulo an application of axiom [F3-6], to axiom [F3-21].
D3-22: This axiom reduces, modulo two applications of axiom [F3-5], to axiom [F3-22].
D3-23: This axiom reduces, modulo an application of axiom [F3-1], to axiom [F3-18].
D3-24: This axiom reduces to two applications of axiom [F3-18].
D3-25: This axiom reduces to axiom [F3-9].
D3-26: This axiom reduces to axioms [F3-9] and [F3-10]. 
We note that, in the above construction, all the conditions on the 2-category object were used in
checking the dicategory object structure.
Proposition 3.8. Given a dicategory object D in a 2-category C, the triple (C0, C1, C2) of 0-cells,
1-cells, and 2-cells of D also admits the structure of a bicategory object in C.
Proof. 0-data. The 0-cells, 1-cells, and 2-cells of the bicategory object B under construction, and
the source and target maps between these objects of cells, are the same as those for the given
dicategory object D.
1-data. The morphisms [B1-1] through [B1-8] for B are the morphisms [D1-1] through [D1-8]
for D. To construct the morphism [B1-9] we use the lifting property of the fibration C2
s×t−−→
C1 ×C0×C0 C1. Specifically, the morphism C1 ×C0 C1 ×C0 C1
[m◦(m×id)]×[m◦(m×id)]−−−−−−−−−−−−−−−−→ C1 ×C0×C0 C1
has a canonical lift across s×t to the vertical identity morphism on the horizontal composition, that
is the composite C1×C0C1×C0C1
m◦(m×id)−−−−−−−→ C1 iv−→ C2. The morphism [m◦(m×id)]×[m◦(m×id)] is
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‘homotopic’ to the morphism C1×C0C1×C0C1
[m◦(m×id)]×[m◦(id×m)]−−−−−−−−−−−−−−−−→ C1×C0×C0C1 by the existence
of the 2-isomorphism id× [D2-12]−1 : [m◦ (m× id)]× [m◦ (id×m)]⇒ [m◦ (m× id)]× [m◦ (m× id)].
This homotopy lifts to a homotopy (that is a 2-isomorphism), denoted α, of morphisms C1 ×C0
C1 ×C0 C1 → C2 from a lift a of [m ◦ (m × id)] × [m ◦ (id ×m)] to the lift iv ◦ (m ◦ (m × id)) of
[m ◦ (m× id)]× [m ◦ (m× id)]. The datum [B1-9] is defined to be that lift a. The homotopy lift is
denoted graphically α : ⇒ . The vertical composition inverse of the 2-cell
a is produced similarly.
2-data. The 2-isomorphisms [B2-1] through [B2-8] and [B2-13] through [B2-15] for B are the
2-isomorphisms [D2-1] through [D2-8] and [D2-13] through [D2-15] for D. The remaining 2-data
are defined as the following composites:
B2-9 : id×α+3 [D2-2]+3 ks[D2-1] α−1
[D2-9]
+3
B2-10 : id×α+3 [D2-2]+3 ks[D2-1] α−1
[D2-10]
+3
B2-11 : id×α+3 [D2-2]+3 ks[D2-1] α−1
[D2-11]
+3
B2-12 : id×α +3 [D2-2] +3 α +3
KS
[D2-4]
id×α +3
KS
[D2-2]
[D2-2] +3 α×id +3
ks[D2-5] ksid×id×α
B2-16 : ks [D2-1] ksα×[D2-16]
−1
B2-17 : α×[D2-17] +3 [D2-1] +3
B2-18 : ks [D2-1] ksα×[D2-18]
−1
That the 2-isomorphism [B2-12] is compatible with the target map is a consequence of axiom
[D3-17].
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3-axioms. The axioms [B3-1] through [B3-8] and [B3-18] and [B3-19] are the corresponding
dicategory axioms. The axioms [B3-9] through [B3-14] and [B3-20] through [B3-24] are elementary
consequences of the corresponding dicategory axioms. The remainder of the axioms are directly
verified by expanding the definitions of the morphisms involved and observing that the axiom is
thereby reduced to known properties of the given dicategory object, as follows. Note that in the
following we omit mention of uses of the axioms [D3-1] through [D3-4].
B3-15 This axiom reduces, modulo two applications of axiom [D3-5] and an application of axiom
[D3-6], to axiom [D3-15].
B3-16 This axiom reduces, modulo four applications of axiom [D3-5], to axiom [D3-16].
B3-17 By systematically connecting all the nodes of this axiom to an identity 2-cell on a left
associated composite of five 1-cells, this axiom reduces, rather elaborately, to six instances
of axiom [D3-5], two instances of axiom [D3-9], and an instance of axiom [D3-10].
B3-25 This axiom reduces, modulo an application of axiom [D3-5] and an application of axiom
[D3-18], to axiom [D3-25].
B3-26 This axiom reduces, modulo two applications of axiom [D3-5], to axiom [D3-26]. 
Note that in this construction precisely all the conditions on the dicategory object were used in
checking the bicategory object structure.
3.5. Categories in 2CAT are bicategories in CAT. In Example 2.10 in Section 2.2, we saw
that 2-categories, together with strict functors, weak natural transformations, and modifications,
form a Gray 3-category, denoted 2CATnwk, and in Example 2.14 we noted that tensor categories
should form a category object in 2CATnwk. In this section, given a category object in 2CATnwk we
construct an associated bicategory object in the 2-category of categories.
Theorem 3.9. If C = (C0, C1) = ((C
0
0 , C
1
0 , C
2
0 ), (C
0
1 , C
1
1 , C
2
1 )) is a category object in 2CATnwk,
then the triple (B0, B1, B2) = ((B
0
0 , B
1
0), (B
0
1 , B
1
1), (B
0
2 , B
1
2)) forms the 0-, 1-, and 2-cells of a not-
necessarily fibrant bicategory object B in CAT, where
(B00 , B
1
0) := (C
0
0 , C
1
0 )
(B01 , B
1
1) := (C
0
1 , C
1
1 )
B02 := C
0
0 ×
C10
C11 ×
C10
C00
B12 := C
2
1 ×
(C11×C11×C20×C20 )
((
B02 ×
C01
C11
)
×
(C01×C01×C10×C10 )
(
C11 ×
C01
B02
))
By “not-necessarily fibrant bicategory object” we mean not only to drop the fibration condition on
the morphisms B1 → B0 × B0 and B2 → B1 ×B0×B0 B1 but also implicitly to drop the condition
that B0 and B1 be groupoids.
In more detail the expressions in the theorem are as follows. The j-morphisms in the 2-category
Ci are denoted C
j
i , and the j-morphisms in the category Bi are denoted B
j
i . Let s, t : C1 → C0
denote the source and target 2-functors, let S, T : Cji → Cj−1i denote the source and target of
morphisms in the 2-categories Ci, let I : C
j
i → Cj+1i denote the identity of morphisms in the 2-
categories Ci, and let M : C
j
i ×Cj−1i C
j
i → Cji denote composition of j-morphisms in the 2-category
Ci. In the fiber product defining B
0
2 , the four maps are I : C
0
0 → C10 , s : C11 → C10 , t : C11 → C10 , and
I : C00 → C10 . In the fiber product defining B12 , the various maps are, from inside out, T : B02 → C01
and S : C11 → C01 , and T : C11 → C01 and S : B02 → C01 , then
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(S × T × s× t) ◦M : B02 ×C01 C11 → C01 × C01 × C10 × C10 and
(S × T × s× t) ◦M : C11 ×C01 B02 → C01 × C01 × C10 × C10 ,
and finally
S × T × s× t : C21 → C11 × C11 × C20 × C20 ,
M ×M :
(
B02 ×
C01
C11
)
×
(C01×C01×C10×C10 )
(
C11 ×
C01
B02
)
→ C11 × C11 , and(
B02 ×
C01
C11
)
×
(C01×C01×C10×C10 )
(
C11 ×
C01
B02
)
proj−−→ B02 ×
C01
C11
IsM×ItM−−−−−−−→ C20 × C20 .
Proof. We describe the data of a bicategory object B on the triple of categories (B0, B1, B2), and
then verify the axioms. The source and target functors s, t : B1 → B0 are induced by the source and
target 2-functors s, t : C1 → C0. The source, respectively target, functor B2 → B1 is induced on
objects by the map S : C11 → C01 , respectively T : C11 → C01 , and on morphisms by projection to the
second, respectively first, factor of C11 in the expression
(
B02 ×C01 C11
)
×(C01×C01×C00×C00 )
(
C11 ×C01 B02
)
inside the definition of B12 . By construction, these functors satisfy st = ss and tt = ts.
The 1-data of the bicategory object B are as follows.
B1-1: The 1-cell identity is the restriction of the 1-cell identity [C1-1] to objects and mor-
phisms.
B1-2: The horizontal composition is the restriction of the horizontal composition [C1-2] to
objects and morphisms.
B1-3: The 2-cell identity is induced by the identities I : C01 → C11 and I : C11 → C21 of the
2-category C1.
B1-4: The vertical composition is induced by the compositions M : C11 ×C01 C11 → C11 and
M : C21 ×C11 C21 → C21 of the 2-category C1.
B1-5,6: The right whisker functor B2 ×B0 B1 → B2 is defined on objects by the horizontal
composition 2-functor [C1-2] applied in the first variable to morphisms and in the second
variable to identity morphisms, and is defined on morphisms by the same 2-functor applied
in the first variable to 2-morphisms and in the second variable to identity 2-morphisms.
The left whisker is similar.
B1-7,8: The left 2-cell identity functor B1 → B2 is defined by the left identity transformation
[C2-1] applied to objects and morphisms. The right 2-cell identity is similarly defined by
the right identity transformation [C2-2].
B1-9: The associator 2-cell functor is defined by the associator transformation [C2-3] applied
to objects and morphisms.
The 2-data of the bicategory object B are as follows.
B2-1,2: Data [B2-1] and [B2-2] are identity isomorphisms, because the morphism and 2-
morphism identities in C1 are strict.
B2-3: Datum [B2-3] is an identity isomorphism, because composition of morphisms and 2-
morphisms in C1 is associative.
B2-4,5: Data [B2-4] and [B2-5] are identity isomorphisms, because the horizontal composition
2-functor [C1-2] takes identities to identities.
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B2-6,7: Data [B2-6] and [B2-7] are identity isomorphisms, because the horizontal composition
2-functor [C1-2] takes composites of morphisms to composites of morphisms, and because
the identity 1-morphisms in C1 are strict.
B2-8: Datum [B2-8] is an identity isomorphism, because again the horizontal composition
2-functor [C1-2] takes composites of morphisms to composites of morphisms, and because
the identity 1-morphisms in C1 are strict.
B2-9,10,11: Datum [B2-9] is the associator transformation [C2-3] applied to the image of
B02 ×C00 C01 ×C00 C01
inc×I×I−−−−−→ C11 ×C00 C11 ×C00 ×C11 . The datum [B2-10], respectively [B2-
11], is similar with the associator transformation applied after identities in the first two,
respectively first and last, factors.
B2-12: Datum [B2-12] is the modification [C3-5].
B2-13,14: Datum [B2-13] is the left identity transformation [C2-1] applied to the image of the
inclusion B02 → C11 . Similarly datum [B2-14] is induced by the right identity transformation
[C2-2].
B2-15: Datum [B2-15] is the modification [C3-1].
B2-16: Datum [B2-16] is the modification [C3-2].
B2-17: Datum [B2-17] is the modification [C3-3].
B2-18: Datum [B2-18] is the modification [C3-4].
The 3-axioms of the bicategory object B are satisfied, as follows.
B3-1 to B3-8: The first eight axioms [B3-1] through [B3-8] are trivially satisfied, because all
the 2-morphisms involved are identities.
B3-9: Unpacked, axiom [B3-9] asserts that the 2-morphism [B2-9] is the identity when applied
to an identity 2-cell. This is the case because the transformation [C2-3] takes identity
morphisms to identity morphisms.
B3-10: Unpacked, axiom [B3-10] asserts that the 2-morphism [B2-11] is the identity when
applied to an identity 2-cell. This is the case again because the transformation [C2-3] takes
identity morphisms to identity morphisms.
B3-11 to B3-14: Axiom [B3-11] is satisfied because the transformation [C2-3] takes com-
posites of morphisms to composites of morphisms; in this case the composition property is
applied with two nontrivial morphisms in the first factor of C1. Axiom [B3-12] is satisfied
for the same reason, applied to nontrivial morphisms in the second factor of C1. Axiom
[B3-13], respectively [B3-14], is satisfied for again the same reason, applied to one nontrivial
morphism in each of the first and second, respectively first and third, factors of C1.
B3-15,16: Axiom [B3-15] is the condition that [C3-5] is a modification, applied with a non-
identity morphism only in the first factor of C1. Similarly axiom [B3-16] is the modification
condition of [C3-5] for a non-identity morphism in the second factor of C1.
B3-17: Axiom [B3-17] is axiom [C4-5].
B3-18: Axiom [B3-18] asserts that the 2-morphism [B2-14] is the identity when applied to an
identity 2-cell. This is the case because the transformation [C2-1] takes identity morphisms
to identity morphisms.
B3-19: Axiom [B3-19] is satisfied because the transformation [C2-1] takes composites of mor-
phisms to composites of morphisms.
B3-20: Axiom [B3-20] is the condition that [C3-4] is a modification, applied with a non-
identity morphism only in the first factor of C1.
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B3-21: Axiom [B3-21] is the condition that [C3-3] is a modification, applied with a non-
identity morphism only in the first factor of C1.
B3-22: Axiom [B3-22] is the condition that [C3-2] is a modification, applied with a non-
identity morphism only in the first factor of C1.
B3-23: Axiom [B3-23] is axiom [C4-1].
B3-24: Axiom [B3-24] is axiom [C4-2].
B3-25: Axiom [B3-25] is axiom [C4-3].
B3-26: Axiom [B3-26] is axiom [C4-4]. 
Recall from Example 2.14 that we say a category object C in 2CATnwk is associatively strict if
the associator transformation [C2-3] is a strict, rather than weak, natural transformation. Such an
associator transformation induces not an associator 2-cell [B1-9] but in fact an associator transfor-
mation [F2-12]; however, this transformation may fail to be a 2-isomorphism unless the associator
transformation [C2-3] has the further property that it is strictly, not just weakly, invertible. We
refer to a category object in 2CATnwk whose associator transformation [C2-3] is a strictly invertible
strict natural transformation as a “strictly associatively strict” (sas) category object. For such
a category object, the above construction produces a dicategory object rather than a bicategory
object:
Corollary 3.10. If C = (C0, C1) is a strictly associatively strict category object in 2CATnwk, then
the triple (B0, B1, B2) defined in Theorem 3.9 forms the 0-, 1-, and 2-cells of a not-necessarily
fibrant dicategory object in CAT.
If the category object C is in fact a category object in 2CAT, rather than in 2CATnwk, then
the left and right identity transformations [C2-1] and [C2-2] are strict natural transformation of
2-categories and therefore induce, not only left and right 2-cell identities [D1-7] and [D1-8], but
in fact left and right identity 2-transformations [F2-15] and [F2-16], which, though, may fail to be
2-isomorphisms. We refer to the category object as “strict” if the identity transformations [C2-1]
and [C2-2] and the associator transformation [C2-3] are all strictly invertible. In this case, the
above construction produces a 2-category object rather than a di- or bicategory object:
Corollary 3.11. If C = (C0, C1) is a strict category object in 2CAT, then the triple (B0, B1, B2)
defined in Theorem 3.9 forms the 0-, 1-, and 2-cells of a not-necessarily fibrant 2-category object in
CAT.
4. Tricategories
In this final section, we investigate the notion of a tricategory, and how it relates to the other
notions of “3-level categories” that we introduced in the previous sections.
4.1. The definition. For simplicity we restrict attention to small tricategories. In listing the
various structures in the definition, in each case we first give a visual depiction of the item, then
describe the item algebraically and verbally.
Definition 4.1. A tricategory T consists of the following two collections of data, subject to axioms
as follows:
0-data: There are four sets:
— the set T0 of 0-cells.
— the set T1 of 1-cells.
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— the set T2 of 2-cells.
— the set T3 of 3-cells.
Moreover there are source and target maps s, t : T1 → T0, s, t : T2 → T1, and s, t : T3 → T2,
such that st = ss and tt = ts.
1-data: There are thirty-three maps of sets in three collections:
1-cell target: There are two maps with target T1:
T1-1 — ix : T0 → T1 — horizontal identity.
T1-2 — mx : T1 ×T0 T1 → T1 — horizontal composition.
2-cell target: There are seven maps with target T2:
T1-3 — iy : T1 → T2 — vertical identity.
T1-4 — my : T2 ×T1 T2 → T2 — vertical composition.
T1-5 — wr : T2 ×T0 T1 → T2 — right whisker.
T1-6 — wl : T1 ×T0 T2 → T2 — left whisker.
T1-7 — il : T1 → T2 — left identity.
T1-8 — ir : T1 → T2 — right identity.
T1-9 — ax : T1 ×T0 T1 ×T0 T1 → T2 — horizontal associator.
3-cell target: There are twenty-four maps with target T3. The first eighteen are maps
φ : T → T3, where T is a fiber product involving only T0, T1, and T2; these we indicate
by depicting the source and target of the 3-cell φ(a) in terms of the source a ∈ T of
the map φ. The remaining six maps we indicate directly by drawing an image of the
target 3-cell.
T1-10 : — it : T2 → T3 — top identity.
T1-11 : — ib : T2 → T3 — bottom identity.
T1-12 : — ay : T2 ×T1 T2 ×T1 T2 → T3 — vertical associator.
T1-13 : — evir : T1 ×T0 T1 → T3 — vert id expansion right.
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T1-14 : — evil : T1 ×T0 T1 → T3 — vert id expansion left.
T1-15 : — dwr : (T2×T1 T2)×T0 T1 → T3 — dewhisker right.
T1-16 : — dwl : T1 ×T0 (T2 ×T1 T2)→ T3 — dewhisker left.
T1-17 : — sw : T2 ×T0 T2 → T3 — switch.
T1-18 : — pl : T2 ×T0 T1 ×T0 T1 → T3 — pass left.
T1-19 : — pr : T1×T0 T1×T0 T2 → T3 — pass right.
T1-20 : — pm : T1×T0T2×T0T1 → T3 — pass middle.
T1-21 : — pn : T1 ×T0 T1 ×T0 T1 ×T0 T1 → T3
— pentagonator.
T1-22 : — pil : T2 → T3 — left identity pass.
T1-23 : — pir : T2 → T3 — right identity pass.
T1-24 : — sp : T0 → T3 — swap.
T1-25 : — eli : T1 ×T0 T1 → T3 — left identity expansion.
T1-26 : — eri : T1 ×T0 T1 → T3 — right identity expansion.
T1-27 : — fp : T1 ×T0 T1 → T3 — flip.
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T1-28 — iz : T2 → T3 — spatial identity.
T1-29 — mz : T3 ×T2 T3 → T3 — spatial composition.
T1-30 — fb : T3 ×T1 T2 → T3 — bottom fin.
T1-31 — ft : T2 ×T1 T3 → T3 — top fin.
T1-32 — hr : T3 ×T0 T1 → T3 — right 3-cell whisker.
T1-33 — hl : T1 ×T0 T3 → T3 — left 3-cell whisker.
Inverses: A 3-cell c ∈ T3 is called invertible if there exists a 3-cell c−1 ∈ T3 such that
mz(c×c−1) = iz(s(c)) and mz(c−1×c) = iz(t(c)). The 1-data [T1-10] through [T1-27]
are required to take values in invertible 3-cells.
A 2-cell c ∈ T2 is called invertible if there exists a 2-cell c−1 ∈ T2, an invertible 3-cell
C ∈ T3 with source my(c × c−1) and target iy(s(c)), and an invertible 3-cell D ∈ T3
with source my(c
−1 × c) and target iy(t(c)), such that the following two equations
are satisfied: mz(fb(C × c) × it(c)) = mz(mz(ay(c × c−1 × c) × ft(c × D)) × ib(c)),
mz(fb(D× c−1)× it(c−1)) = mz(mz(ay(c−1× c× c−1)×ft(c−1×C))× ib(c−1)). These
last equations are versions of the usual “triangle identities”, though they are in fact
pentagons in this context. The 1-data [T1-7], [T1-8], and [T1-9] are required to take
values in invertible 2-cells.
2-axioms: The above data are subject to the following forty-one axioms, together with re-
flection variant axioms abbreviated in the lists [T2-r] and [T2-R]. In the first twenty-six
axioms, the condition is that the 3-cell obtained by composing all the edges of the diagram
is the spatial identity; when the axiom is listed in a single column, the last edge implicitly
loops back to the top picture. In the last fifteen axioms, the indicated equation of 3-cells is
satisfied; there, composition of 3-cells refers to spatial composition.
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T2-1: T2-2: T2-3: T2-4: T2-5: T2-6: T2-7: T2-8:
T2-9: T2-10: T2-11: T2-12: T2-13: T2-14:
T2-r:
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T2-15: T2-16: T2-17:
T2-18:T2-19:T2-20:T2-21:T2-22:
T2-23:T2-24:
T2-25:T2-26:
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T2-27 : ==
T2-28 : ==
T2-29 : == id
( )
T2-30 :
( )
◦ (it) == (it) ◦
( )
T2-31 : ==
T2-32 : ==
T2-33 :
( )
◦ (ay) == (ay) ◦
( )
T2-34 :
( )
◦ (ay) == (ay) ◦
( )
T2-35 : == id
( )
T2-36 :
( )
◦ (pir) == (pir) ◦
( )
T2-37 :
( )
◦ (sw) == (sw) ◦
( )
T2-38 : ==
T2-39 :
( )
◦ (dwr) == (dwr) ◦
( )
T2-40 :
( )
◦ (pl) == (pl) ◦
( )
T2-41 :
( )
◦ (pm) == (pm) ◦
( )
T2-R : z-flip of [T2-27]; y-flip of [T2-29], [T2-30], [T2-31], and [T2-33]; x-flip of [T2-35], [T2-36],
[T2-37], [T2-38], and [T2-40]; and x-flip, y-flip, and xy-flip of [T2-39].
In these axioms, “it” refers to the top identity [T1-10], “ay” to the vertical associator [T1-12], “pir”
to the right identity pass [T1-22], “sw” to the switch [T1-17], “dwr” to the dewhisker right [T1-15],
“pl” to the pass left [T1-18], and “pm” to the pass middle [T1-20].
Remark 4.2. Our pictograms for encoding the data and axioms of a tricategory are reminiscent of
a 3-dimensional version of Kapranov and Voevodsky’s 2-dimensional hieroglyphs for monoidal 2-
categories [20], and indeed these notions are related, as follows. The paper [20] describes the notion
of a monoidal (strict) 2-category, but it omits two pieces of data (the relationships of the identity
morphism ida⊗b on a tensor of two objects to the tensor ida⊗b and to the tensor a⊗idb) and thirteen
44
axioms. We refer to the notion that includes these pieces of data and axioms as a “complete KV
monoidal 2-category”. We observe that a complete KV monoidal 2-category is an especially rigid
kind of tricategory with one object. (The additional pieces of data for a complete KV monoidal
2-category ensure the existence of data [T1-13] and [T1-14] in the associated tricategory, and the
additional axioms are necessary to ensure that the following tricategory axioms hold: [T2-5], its
three reflections, [T2-6], its reflection, [T2-9], its reflection, [T2-10], [T2-18], its reflection, [T2-35],
and its reflection.)
The above definition is also closely related to Batanin’s globular operad approach to weak n-
categories [5, 21], and to Gurski’s algebraic models for tricategories [18]—Gurski moreover provides
an extensive investigation of coherence properties for definitions of tricategories.
4.2. Bicategories in CAT are tricategories. In Section 2.1 we noted that a category object
in the 2-category of categories has an underlying bicategory. In this section, we prove that every
bicategory object in the 2-category of categories has an underlying tricategory. There are a number
of analogous results in the literature associating globular higher categories to cubical-type higher
categories—in particular, Shulman [24] constructs a monoidal bicategory from a monoidal double
category, Garner–Gurski [11] construct a Gordon–Powers–Street-style tricategory [12] from a multi-
object monoidal double category (a ‘locally cubical bicategory’), and Grandis–Pare´ [14] construct
a GPS-style tricategory from a weak 3-cubical category.
Theorem 4.3. Given a bicategory object C = (C0, C1, C2) in the 2-category CAT of categories, the
quadruple {objC0, objC1, objC2, (objC1) ×C1 (morC2) ×C1 (objC1)} forms the 0-, 1-, 2-, and 3-
cells {T0, T1, T2, T3} of a tricategory. Here (objC1)×C1 (morC2)×C1 (objC1) is the set of morphisms
φ of the category C2 whose source s(φ) and target t(φ) are identity morphisms in C1.
Proof. We construct the data of a tricategory and then verify the axioms. The 1-data items [T1-1]
through [T1-9] of a tricategory are given by the value of the functors [B1-1] through [B1-9] on objects.
The 1-data items [T1-10] through [T1-27] are given by the value of the natural transformations [B2-
1] through [B2-18] on objects. The remaining data are as follows:
T1-28: The 1-datum item [T1-28], iz : T2 → T3, is the identity of the category C2.
T1-29: The 1-datum item [T1-29], mz : T3 ×T2 T3 → T3, is the composition in the category
C2.
T1-30: The 1-datum item [T1-30], fb : T3 ×T1 T2 → T3, is given by fb(γ × a) = mv(γ × ida),
where mv is the vertical composition functor [B1-4] and ida is the identity morphism on
the object a in the category C2.
T1-31: The 1-datum [T1-31] is similarly given by ft(a× γ) = mv(ida × γ).
T1-32: The 1-datum [T1-32], hr : T3×T0 T1 → T3, is given by hr(γ×u) = wr(γ× idu), where
wr is the right whisker functor [B1-5] and idu is the identity morphism on the object u in
the category C1.
T1-33: The 1-datum [T1-33] is similarly given by hl(u× γ) = wl(idu × γ).
The axioms [T2-1] through [T2-26] follow immediately from the axioms [B3-1] through [B3-26].
The remaining axioms are checked as follows:
T2-27: Axiom [T2-27] is satisfied because C2 is a category—in particular the identity is strict.
T2-28: Axiom [T2-28] is satisfied because C2 is a category—in particular the composition is
strictly associative.
T2-29: Axiom [T2-29] is satisfied because [B1-4] is a functor—in particular it takes the iden-
tity to the identity.
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T2-30: Axiom [T2-30] is satisfied because [B2-1] and [B2-2] are natural transformations, using
the fact that [B1-3] is a functor, therefore takes the identity to the identity.
T2-31: Axiom [T2-31] is satisfied because [B1-4], i.e. mv, is a functor—more specifically for
any object a ∈ objC2, the composites C2 ×C1 {a} → C2 ×C1 C2 mv−−→ C2 and {a}×C1 C2 →
C2 ×C1 C2 mv−−→ C2 are functors; in particular they take composition to composition.
T2-32: Axiom [T2-32] is satisfied because [B1-4] is a functor—we have mz(ft(s(δ) × γ) ×
fb(δ× t(γ))) = mz(mv(ids(δ)×γ)×mv(δ× idt(γ))) = mv(mz(ids(δ)× δ)×mz(γ× idt(γ))) =
mv(δ × γ) = mv(mz(δ × idt(δ))×mz(ids(γ) × γ)) = mz(mv(δ × ids(γ))×mv(idt(δ) × γ)) =
mz(fb(δ × s(γ))× ft(t(δ)× γ)).
T2-33: Axiom [T2-33] is satisfied because [B2-3] is a natural transformation, using the fact
that [B1-4] is a functor, therefore takes the identity to the identity.
T2-34: Axiom [T2-34] is satisfied because [B2-3] is a natural transformation.
T2-35: Axiom [T2-35] is satisfied because [B1-5] and [B1-6] are functors—in particular they
take the identity to the identity.
T2-36: Axiom [T2-36] is satisfied because [B2-13] and [B2-14] are natural transformations,
using the fact that [B1-1], [B1-7], and [B1-8] are functors, therefore take the identity to the
identity.
T2-37: Axiom [T2-37] is satisfied because [B2-8] is a natural transformation, using the fact
that [B1-5] and [B1-6] are functors, therefore take the identity to the identity.
T2-38: Axiom [T2-38] is satisfied because [B1-5], i.e. wr, and [B1-6], i.e. wl, are functors—
more specifically for any object u ∈ objC1, the composites C2×C0 {u} → C2×C0C1 wr−−→ C2
and {u} ×C0 C2 → C1 ×C0 C2 → C2 are functors; in particular they take composition to
composition.
T2-39: Axiom [T2-39] is satisfied because [B2-6] and [B2-7] are natural transformations, using
the fact that [B1-5] and [B1-6] are functors, therefore take the identity to the identity.
T2-40: Axiom [T2-40] is satisfied because [B2-9] and [B2-10] are natural transformations,
using the fact that [B1-2] and [B1-9] are functors, therefore take the identity to the identity.
T2-41: Axiom [T2-41] is satisfied because [B2-11] is a natural transformation, using the fact
that [B1-9] is a functor, therefore takes the identity to the identity. 
We note that the above construction of a tricategory does not depend on the fibrancy condition
on a bicategory object. However, besides this item, the construction and verification uses precisely
the subset of the functoriality and naturality properties of bicategory objects that can be expressed
using the 0-data of the underlying tricategory.
Appendix. Table of data and axioms for internal bicategories
In Table 3, we list a single pictorial abbreviation for each piece of data and each axiom in the
definition of an internal bicategory; the meaning of these pictograms is described in Section 3.
We briefly describe the recursive algorithm by which is it possible to determine how many pieces
of data and axioms there must be, and therefore to check that our list is complete. A pictogram of
the kind drawn in Table 3 may be transformed into another by performing one of the following four
operations: taking a 0-cell and replacing it by a 1-cell; taking a 1-cell that is not part of a 2-cell and
replacing it by an identity 1-cell; taking a non-identity 1-cell and replacing it by a 2-cell; taking a
2-cell and replacing it by an identity 2-cell. Each of these operations will be considered to increase
the complexity of the pictogram by 1 unit, and the inverse of such an operation will be considered
to decrease the complexity by 1 unit. We declare a single non-identity 2-cell to have complexity
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0-data 1-data 2-data 3-axioms
Table 3. Abbreviated definition of an internal bicategory.
0; every pictogram obtainable from such a 2-cell by the listed operations (and their inverses) is
thereby assigned a unique complexity.
Each pictogram corresponds to a piece of data or an axiom, for the internal bicategory C =
(C0, C1, C2), that occurs either in the object of 0-cells C0, or in the object of 1-cells C1, or in the
object of 2-cells C2. The weight of a pictogram is equal to its complexity if the pictogram represents
a piece of data or an axiom occurring in C2; the weight is 1 more than the complexity if the
pictogram represents a piece of data occurring in C1; and the weight is 2 more than the complexity
if the pictogram represents a piece of data occurring in C0. The set of weight 3 pictograms is
exactly the set of complexity 3 pictograms, and this is the set of “3-axioms” in the table. The set
of weight 2 pictograms is exactly the set of complexity 2 pictograms, and this set is the “2-data” in
the table. The set of weight 1 pictograms is the set of complexity 1 pictograms, together with the
identity 1-cell pictogram and the composite of two 1-cells pictogram (each of which is complexity
0 but weight 1); this set is the “1-data” in the table. The set of weight 0 pictograms contains the
2-cell, the 1-cell, and the 0-cell, and is the “0-data” in the table.
Let C(k) denote the number of pictograms of complexity k, and let N(k) denote the number of
pictograms of complexity k− 2 whose horizontal width is exactly 1. Note that N(1) = 1, N(2) = 2,
and N(k) is the k-th Fibonacci number for k > 2. By considering the ways of obtaining a pictogram
of complexity k and width w from a pictogram of complexity less than k and width w−1, we observe
that C(k) =
∑k+2
i=1 N(i)C(k−i) for k > −2. From this we calculate that C(3) = 46, and indeed there
are 46 3-axioms listed in Table 3, which are in turn organized into 26 axiom groups in Section 3.3.
Proceeding further, note that the notion of internal bicategory in a 3-category would have 118
axioms. These techniques predict, more generally, the number of axioms for a weak k-category
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internal to a strict n-category. For instance, a 1-category internal to a strict n-category will obey
F(n+3) axioms for n > 0, where F(i) is the i-th Fibonacci number. Inductive numerology similarly
implies that a tricategory internal to a 1-category will satisfy 74 axioms (and indeed Definition 4.1
contains 74 axioms organized into 41 groups), or that a tricategory internal to a 2-category will
satisfy 231 axioms, or, finally and heaven forbid, that a tricategory internal to a 3-category will
satisfy 725 axioms.
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