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Abstract— In this paper we study the problem of driving an
agent to an unknown source whose location is estimated in real-
time by a recursive optimization algorithm. The optimization
criterion is subject to a least-square cost function constructed
from the distance measurements to the target combined with
the agent’s self-odometry. In this work, two important issues
concerning real world application are directly addressed, which
is a discrete-time recursive algorithm for concurrent control and
estimation, and consideration for input saturation. It is proven
that with proper choices of the system’s parameters, stability of
all system states, including on-board estimator variables and the
agent-target relative position can be achieved. The convergence
of the agent’s position to the target is also investigated via
numerical simulation.
I. INTRODUCTION
In research on control of multi-agent, an almost undeniable
ingredient in the formulation of any control law is the
neighhour’s state, which usually is positioning information
in swarm systems [1]. However, in most practical scenarios,
this information is inaccessible due to cost, limitted payload
capacity, or communication capability. In fact, many works
have been proposed in the literature to resolve this problem
by estimating the neighbour’s position [2]–[4]. Inspired by
this issue, in this paper we propose a technique to estimate
the position of a target using only distance measurements
with potential application in many mobile swarm systems.
Target localization and tracking using distance measure-
ments is a problem that has been studied extensively and
several approaches have been put forth in the literature. In
one of the earliest discussions on the problem, Dandach et al.
[2] proposed a gradient-based adaptive estimation algorithm
to estimate the location of source using distance measure-
ments and the agent’s positioning information. Later, a least-
square-based algorithm was proposed in [3] to improve the
performance. Using the same adaptive scheme, in [5]–[7]
the authors substituted the requirement for knowledge on
the agent’s position with velocity and derivative of distance
to estimate the relative position between agents and a single
landmark. However, in these works asymptotic convergence
of estimation error requires that the relative velocities are
persistently exciting. Therefore the agent has to terminate
the adaptive localization process after some time before
approaching the target using other control strategies. Notable
works with physical implementation using similar approach
can be found in [8]–[10].
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A more challenging approach, which is the one considered
in this paper, is to drive the agent towards the target while
estimating its location at the same time, as illustrated in
Fig. 1. To the best of our knowledge, the works by [11]–
[13] can be considered as pioneers of this approach. In [11],
the control objective was to drive the agent to a circular
trajectory whose radius around the target is a user-defined
parameter. This objective makes sure that a certain level of
persistent excitation still exists to help bound the tracking
error when the target drifts. Some other works such as [14],
[15] also use this control objective but substitute positioning
information by velocity and range rate.
Different from the previous objective, an even more chal-
lenging control objective is tackled in [12]. In this work,
the authors seek to achieve asymptotic convergence of the
agent’s position to the target’s location. Their algorithm
resolves the dichotomy between persisting excitation and
waning control input when approaching the target. Using the
same approach, Gu¨ler et al. in [13] generalized the estimation
problem for the multiple-target case and modified the control
law to reach a desired formation described by the distances
to the beacons instead of explicit coordinates.
For the algorithm to be of practical use, there are two
main concerns that we believe are important but haven’t been
addressed in previous works. First, an algorithm must be
converted to or approximated by a discrete-time formulation
for real implementation. So far, most of the algorithms
in previous works are still formulated and analyzed in
a continuous-time context. A discrete-time algorithm was
given in [16], however no formal analysis was given. This
observation motivates us to reformulate and directly analyze
the problem in discrete time. From our analysis, several
parametric conditions to guarantee the stability of the sys-
tem are derived which are similar to the continuous-time
case. Second, the existing works have not considered input
saturation which may not be practically viable. In this work,
the saturation effect is directly studied and plays an active
role in guaranteeing the stability of the system.
A numerical example is used to verify the theoretical
findings of the paper. Even when the target is no longer
static as assumed, the distance to this target remains bounded.
This suggests that the zero-value relative position is asymp-
totically stable and we are looking forward to definitely
confirming this convergence in a future work. The theoretical
proof of the convergence is left for future work.
The remainder of the paper is organized as follows: in
Section II, we describe the design of the estimator and the
control scheme in details. In Section III, we provide our anal-
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Fig. 1. Overview of adaptive target localization and tracking system.
ysis on the stability and convergence of the system. Section
IV presents our simulation to demonstrate the efficacy of the
proposed algorithm. Finally, Section V concludes the paper
and discusses some direction for future works.
II. PROPOSED SYSTEM
Fig. 1 offers an overview of our system with unknown
target’s location as the input, and the output is the agent’s
position. Our goal is to drive the agent’s position pk to the
target’s location q. The Adaptive Target Localization block
plays the crucial role in the system by providing estimate
of the target location qˆk using the distance measurements
and the agent’s odometry information. Notice that we will
assume that the target is static in formulating the algorithms.
A. Dynamics model of the agent
Denote τ as the sampling period and pk as the agent’s
position at time step kτ and assume that the agent’s dynamics
satisfies the following discrete-time single integrator model:
pk+1 = pk+ τ u¯k = pk+ τη(uk,vM), (1)
where vM is the maximum distance the agent can travel
within τ , u¯k is the so-called saturated control signal and uk is
the so-called the non-saturated control signal. The saturation
η : Rm×R→ Rm is defined as follows:
η (a,b) =
{
a, ‖a‖ ≤ b,
b(a/‖a‖), otherwise, (2)
where ‖·‖ denotes the Euclidean norm.
B. Estimator
Denote q as the target’s position. We have the following
relationship between the target’s position and the distance
measurements dk:
d2k = (pk−q)>(pk−q) = ‖pk‖2+‖q‖2−2q>pk.
Hence,
d2k −d2k−1 = ‖pk‖2−‖pk−1‖2−2q>(pk− pk−1). (3)
Let us define the following signals:
φk = pk− pk−1, (4)
ζk =
1
2
(
‖pk‖2−‖pk−1‖2−d2k +d2k−1
)
. (5)
From (3) and (1), one can verify that:
φk = τ u¯k−1, (6)
ζk = q>φk. (7)
Since q is unknown, we are to design an estimator for
it. Thus, we denote the state estimate of q as qˆk and the
estimation error state as q˜k , qˆk−q. For some initial guess
q0 ∈ Rn and some positive-definite n-dimensional matrix Γ0,
let us consider the following cost function
Jk =
1
2
k
∑
j=1
(ζ j−q>φ j)2+ 12 (q−q0)
>Γ−10 (q−q0). (8)
In [17], a so-called pure least-square algorithm was pro-
posed to estimate the parameter q recursively when new
observation, i.e, ζk and φk, are obtained. One issue with
the existing method is that the proposed adaptive control
gain may become arbitrary small, thus, the convergence of
the algorithm can be slowed down. Therefore, in this work
we propose the following law with a covariance resetting
operation to overcome such problem:
εk = ζk−φ>k qˆk−1, (9)
Γ′k = Γk−1−
Γk−1φkφ>k Γk−1
1+φ>k Γk−1φk
, (10)
Γk =
{
Γ0, λmin(Γ′k)< γ2,
Γ′k, otherwise,
(11)
qˆk = qˆk−1+Γkφkεk, (12)
where Γk ∈ Rn×n, 0< Γ0 ≤ γ1I, 0< γ2 < γ1.
C. Non-saturated control law
The design of our non-saturated control input uk is inspired
by [12] as follows:
uk =−β (pk− qˆk)+ f (dk)σk, (13)
where β > 0 and the terms f (dk) and σk will be elaborated
via some definitions.
Definition II.1. f : R+ → R+ is a strictly increasing,
bounded function satisfying f (0) = 0 and f (x)< x,∀x> 0.
The idea and one instance of the function f (x) was
provided in [12]. Here we would like to introduce an extra
argument λ > 0 to offer another degree of freedom for
tuning,
f (d) =
1
λ
(1− e−λd). (14)
Definition II.2. σk is a periodic process with period N and
spans Rn in its period. Moreover, ‖σk‖ ≤ σM .
The design of the σk term in the control law (13) is
inspired by the persistent excitation condition which has
been addressed in [12], [16], [3]. Intuitively, it is to have the
agent’s trajectory span all of the possible spacial directions
so that we can avoid the case where estimation error q˜k
converges to some value that is orthogonal with the UAV’s
trajectory. In this paper, σk is chosen as follows:
σk =
 r1 cos(ωk+ϕ)r1 sin(ωk+ϕ)
r2 cos(3ωk+θ)
 , (15)
for some ϕ,θ ∈ [0,2pi], r1,r2 > 0, r21 + r22 < σM and ω =
2pi/N. Notice that if N = 1,2,4,6,12 then σk may not be
able to span Rn as required in Definition II.2. A specific
value of N is used in the simulation and has been analyzed
to guarantee that σk spans Rn for any value of ϕ , θ .
III. STABILITY
In this section, we provide our analysis on stability of the
proposed system subject to the choice of the parameters.
A. Stability of estimator states
Theorem 1. If γ1(τvM)2 < 2 then the update laws delineated
in (9), (10), (11), (12) have the following properties:
i. qˆk, q˜k ∈ `∞, εk ∈ `∞∩ `2,
ii. limk→∞ εk = 0,
iii. if Γ0 = γ1I then ‖q˜k‖ ≤ ‖q˜0‖ ,∀k > 0.
Proof.
i. Notice that in (11) Γk ≤ Γk−1, ∀k ≥ 1. Thus, the
covariance resetting operation used in (11) is to guarantee
that γ2I≤Γk ≤ γ1I and γ−11 I≤Γ−1k ≤ γ−12 I, ∀k> 0. By letting
A= Γ−1k , B= φk and C = φ
>
k in the following identity,
(A+BC)−1 = A−1−A−1B(I+CA−1B)−1CA−1 (16)
the update law of Γk through in (11) and (10) is equivalent
with
Γ−1k =
{
Γ−10 , λmax(Γ
−1
k−1+φkφ
>
k )> γ
−1
2
Γ−1k−1+φkφ
>
k , otherwise
(17)
From (9) and (7), it can be seen that
εk =−φ>k q˜k−1 (18)
Substituting this to (12) yields
q˜k = (I−Γkφkφ>k )q˜k−1 (19)
Let us examine the rate of change of the following non-
negative function
Vk = q˜>k Γ
−1
k q˜k (20)
Denote ∆Vk , Vk−Vk−1. We will first examine the case
when Γ−1k = Γ
−1
k−1 + φkφ
>
k . By pre-multiplying Γk to both
sides of this equation, one has:
I = ΓkΓ−1k−1+Γkφkφ
>
k (21)
hence,
ΓkΓ−1k−1 = I−Γkφkφ>k (22)
Substituting this to (19) yields
q˜k = ΓkΓ−1k−1q˜k−1 (23)
Using (23) and (20), we have:
∆Vk = (q˜>k−1Γ
−1
k−1Γk)Γ
−1
k (ΓkΓ
−1
k−1q˜k−1)
− q˜>k−1Γ−1k−1q˜k−1
= q˜>k−1(Γ
−1
k−1ΓkΓ
−1
k−1−Γ−1k−1)q˜k−1
(24)
Since Γk = Γk−1 − Γk−1φkφ
>
k Γk−1
1+φ>k Γk−1φk
in this case, by pre-
multiplying then post-multiplying Γ−1k−1 to both sides, we
have:
Γ−1k−1ΓkΓ
−1
k−1−Γ−1k−1 =−
φkφ>k
1+φ>k Γk−1φk
(25)
Substituting this to (24) and by using (18), we obtain:
∆Vk =−
ε2k
1+φ>k Γk−1φk
(26)
Thus ∆Vk ≤ 0 in this case and the equality occurs when
εk = 0.
On the other hand, if Γ−1k = Γ
−1
0 then directly substituting
this and (19) to ∆Vk yields:
∆Vk =−q˜>k−1(Γ−1k−1−Γ−10 )q˜>k−1− ε2k (2−φ>k Γ0φk) (27)
Because Γ−1k−1 − Γ−10 ≥ 0, ‖φk‖ ≤ τvM and we have as-
sumed (τvM)2γ1 < 2, it follows that (2−φ>k Γ0φk)> 0, thus
∆Vk ≤ 0 in this case and the neccessary condition for the
equality to occur is εk = 0.
Thus, we have established that Vk > 0 and ∆Vk ≤ 0,∀k >
0, which means Vk will decrease to some constant value.
Therefore Vk is certainly upper bounded by V0. From the
definition of Vk and the fact that Γ−1k is bounded by design,
q˜>k and qˆk are also bounded. This implies that εk = q˜
>
k−1φk is
bounded since φk is bounded. In other words, εk, qˆk, q˜k ∈ `∞.
To show that εk ∈ `2, we can take the sum of ∆Vk from
k = 1 to infinity, notice that limk→∞Vk =V∞ <V0, we have:
∞
∑
k=1
∆Vk =V∞−V0 =−
(
∞
∑
k=0
ε2k hk+gk
)
(28)
Notice that hk and gk are both non-negative terms that can be
expressed explicitly by looking back at (24) and (27). Using
this non-negativity we can deduce the following:
V0−V∞ =
∞
∑
k=0
ε2k hk+gk ≥
∞
∑
k=0
ε2k hk (29)
By the choice of τ , vM and γ1 we can bound hk from
below by h defined as:
h,min
{
2− (τvM)2γ1, 11+(τvM)2γ1
}
(30)
Hence (29) can be further developed as:
V0−V∞ ≥
∞
∑
k=0
ε2kmk ≥
∞
∑
k=0
ε2k h (31)
Finally, we can obtain:
∞
∑
k=0
ε2k ≤
V0−V∞
h
< ∞ (32)
which certifies that εk ∈ `2.
ii. This follows the fact that Vk > 0 and ∆Vk < 0, therefore,
lim
k→∞∆Vk = 0 (33)
which, due to (26) and (27), implies
lim
k→∞ εk = 0 (34)
iii. To show ‖q˜k‖≤ ‖q˜0‖, notice that since Vk ≤V0, ∀k> 0:
q˜>k Γ
−1
k q˜k ≤ q˜>0 Γ−10 q˜0 (35)
Recall that Γ−10 ≤ Γ−1k , therefore q˜>k Γ−10 q˜k ≤ q˜>k Γ−1k q˜k,
which leads to:
q˜>k Γ
−1
0 q˜k ≤ q˜>0 Γ−10 q˜0 (36)
since we have assumed Γ0 = γ1I, Γ−10 = γ
−1
1 I and ‖q˜k‖ ≤
‖q˜0‖ follows directly. 
B. Stability of relative position states
So far we have shown that the estimator states are stable,
it remains to show that pk is also bounded. We are more
interested in the boundedness of the relative position between
the target and the agent. We denote p¯k , pk−q and seek to
prove that this state is bounded. Notice that pk− qˆk = p¯k− q˜k.
We can express (1) and (13) as follows:
p¯k+1 = p¯k+ τskuk, (37)
where sk is defined as:
sk =
{
1, ‖uk‖ ≤ vM,
vM/‖uk‖ , otherwise,
(38)
and uk can be redefined as:
uk =−β p¯k+ f (dk)σk+β q˜k. (39)
We can now present the following theorem to complete
the analysis for stability of the system.
Theorem 2. If γ1(τvM)2 < 2, 1− τβ > 0 and 2− τ(β −
σM)> 0 then p¯k is bounded with the upper bound determined
by p¯0, qˆ0, β , σM , τ , vM .
Proof. Define Lk , p¯>k p¯k and ∆Lk , Lk−Lk−1. One has:
∆Lk+1 = p¯>k+1 p¯k+1− p¯>k p¯k
= (p¯k+ τ u¯k)>(p¯k+ τ u¯k)− p¯>k p¯k
= skτ(skτu>k uk+2u
>
k p¯k)
Notice that since 0 < sk ≤ 1, we can manipulate the
previous inequality as follows:
∆Lk+1/(skτ)≤ τu>k uk+2u>k p¯k (40)
Now the right hand side has become much more conve-
nient thanks to the absence of the saturation effect. To make
the notation concise hereafter we may omit the time step k
and refer to f (dk) as f , σk as σ when it is unambiguously
convenient. From (40), one has:
∆Lk+1/(skτ)≤
τ(−β p¯+ fσ)>(−β p¯+ fσ)+2τβ (−β p¯+ fσ)>q˜
+ τβ 2 ‖q˜‖2+2(−β p¯+ fσ)> p¯+2β q˜> p¯
= τ
(
β 2 ‖ p¯‖2+ f 2 ‖σ‖2−2β fσ> p¯
)
−2τβ 2 p¯>q˜
+2τβ fσ>q˜+ τβ 2 ‖q˜‖2−2β ‖p¯‖2+2 fσ> p¯+2β q˜> p¯
≤ (τβ 2+ τσ2M−2β)‖p¯‖2+(2−2τβ ) fσ> p¯
+(2τβ fσ>q˜−2τβ 2q˜> p¯+2β q˜> p¯)+ τβ 2 ‖q˜‖2
(41)
Notice that we have used the assumption that f (dk)< dk =
‖ p¯k‖ to assert the latest inequality. Let us denote the right
hand side of (41) as the sum of the following to terms:
A,
(
τβ 2+ τσ2M−2β
)‖ p¯‖2+(2−2τβ ) fσ> p¯
B, (2τβ fσ>q˜−2τβ 2q˜> p¯+2β q˜> p¯)+ τβ 2 ‖q˜‖2 (42)
Using the the assumption that (1− τβ ) > 0, we have
(2−2τβ ) fσ> p¯ ≤ (2−2τβ )‖ p¯‖σ> p¯. Then since σ> p¯ ≤
σM ‖p¯‖, we can derive the following chain of inequalities:
A≤ (τσ2M+ τβ 2−2β +2σM−2τβσM)‖p¯‖2
≤ (τ(β −σM)2−2(β −σM))‖ p¯‖2
≤ (β −σM)(τ(β −σM)−2)‖ p¯‖2
(43)
Now we invoke the assumptions that 2− τ(β −σM) > 0
to arrive at the following:
A≤−(β −σM)(2− τ(β +σM))‖p¯‖2 (44)
From Theorem 1 we have q˜k ∈ `∞, thus ∃M1,‖q˜k‖ ≤M1,
∀k. Thus, one can assert the following inequality:
B≤ (2τβσMM1+2τβ 2M1+2βM1)‖ p¯‖+ τβ 2M21 (45)
Thus from (41), (44), (45) we can obtain the following:
∆Lk+1 ≤ skτ
(
−a‖p¯‖2+b‖p¯‖+ c
)
(46)
where
a,−(β −σM)(2− τ(β +σM))> 0
b, (2τβσM+2τβ 2+2β )M1 ≥ 0
c, τβ 2M21 ≥ 0
(47)
Since inside the bracket on right hand side of (46) is a
standard quadratic function with a negative leading coeffi-
cient, we can conclude that
∃M2,∆Lk+1 ≤ 0,∀‖ p¯k‖ ≥M2 (48)
Clearly M2 depends on the coefficients a, b, c, which
depend on β , σM , τ and ‖q˜0‖. Thus we can assert the upper
bound of ‖ p¯k‖ as follows:
M = max{M2+ τvM,‖ p¯0‖} (49)
Notice that M2 + τvM instead of M2 is considered as the
upper bound because if ‖p¯0‖<M2, then ∆Lk+1 can still be
positive and hence ‖ p¯k‖ may still increase up to M2 + τvM
before ∆Lk+1 becomes non-positive. On the other hand if
‖p¯0‖ ≥M2+τvM then we are certain ∆Lk+1 is non-positive
and ‖p¯k‖ ≤ ‖ p¯0‖, ∀k > 0. 
Remark 1. As we have assumed that 1−τβ > 0, it suffices
to have β − σM to guarantee 2− τ(β − σM) > 0. This is
because 2− τ(β −σM) = (1− τβ )+1+σM > 0.
IV. SIMULATION
To fully verify the capability of the proposed algorithm in
this section we provide a simulation in a 3D scenario. The
parameters for the simulation are listed in Table I and satisfy
all of the requirements to guarantee stability and convergence
as pointed out by the aforementioned Theorems. It should be
noticed that the time step is set at 1s, which is reasonable
for a system to have the dynamics approximated by a single
integrator. The initial value of the process σk is chosen as
σ0 =
[
r1, 0, r2 cos(0.1), r2 sin(0.1)
]> and r1 = r2 =
0.25 as listed in Table I.
TABLE I
PARAMETERS USED IN THE SIMULATION.
Dynamics Control σk Estimation
τ = 1 λ = 0.1 r1 = r2 = 0.25 Γ= I
vM = 0.5 β = 0.5 ω = 2pi/18
A. Static target
As can be seen in Fig. 2, the target is at the location
[−5,2,10] and the agent’s initial position is at [−35,−35,1],
which is also used as the initial estimate qˆ0. The entire
trajectory is plotted in 3D in Fig. 4. It can be seen that
as time progresses, all of the system states converge to q. In
Fig. 3 we can see that the distance between the agent and
the target approaches zero as time moves on. As Theorem
1 has pointed out, we can see in Fig. 5 that the function
Vk is positive definite, ∆Vk is negative semi-definite and Vk
decreases to zero as time approaches infinity.
Fig. 2. Time evolution of system’s states.
Fig. 3. Time evolution of the distance to target.
Fig. 4. Trajectory of the agent and estimate of the target location.
Fig. 5. Time evolution of the function Vk and ∆Vk .
B. Moving target
In this section we intentionally violate the assumption that
the target’s location is static to examine the robustness of
the adaptive control scheme. For this purpose we use the
following trajectory for the target
qk = q0+
 10cos(ωk+0.1)10sin(ωk+0.1)
2.5cos(3ωk+2)
+ kτ
 −0.050.05
0.025
 . (50)
where ω = 6.136×10−3.
Fig. 6 shows the trajectories of the system states with the
same initial position for the agent and the estimate of the
target location. As time progresses, the target’s position drifts
as dictated by (50). It can be seen that the agent can maintain
a bounded distance to the target in Fig. 3 and the estimator
state qˆk can also track the target’s true position, as can be
seen in Fig. 4.
Fig. 8. Trajectory of the agent and estimate of the target location with a
moving target.
Fig. 6. Time evolution of system’s states with moving target.
Fig. 7. Time evolution of the distance to target with moving target.
V. CONCLUSION
In this paper we have studied the problem of target
tracking using the least-square based optimization technique.
Analysis on the closed-loop system was carried out to stip-
ulate important parametric conditions to achieve stability of
all system states. Via simulation, convergence of the agent’s
position can be observed regardless of initial conditions.
For future works, we look forward to establishing the
asymptotic convergence of the agent-target relative position.
It would be desirable to consider the problem where the final
location to converge to is distinct from the location of the
landmark. Cooperative localization of multiple agents using
distance measurements to the landmark and between each
other would also be an interesting problem.
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