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Experiments using ARPES, which is based on the photoelectric effect, show that the surface
states in 3D topological insulators (TI) are helical. Here we consider Weyl interface fermions due to
band inversion in narrow-bandgap semiconductors, such as Pb1−xSnxTe. The positive and negative
energy solutions can be identified by means of opposite helicity in terms of the spin helicity operator
in 3D TI as hˆTI = (1/ |p⊥|)β (σ⊥ × p⊥) · zˆ, where β is a Dirac matrix and zˆ points perpendicular
to the interface. Using the 3D Dirac equation and bandstructure calculations we show that the
transitions between positive and negative energy solutions, giving rise to electron-hole pairs, obey
strict optical selection rules. In order to demonstrate the consequences of these selection rules,
we consider the Faraday effect due to Pauli exclusion principle in a pump-probe setup using a 3D
TI double interface of a PbTe/Pb0.31Sn0.69Te/PbTe heterostructure. For that we calculate the
optical conductivity tensor of this heterostructure, which we use to solve Maxwell’s equations. The
Faraday rotation angle exhibits oscillations as a function of probe wavelength and thickness of the
heterostructure. The maxima in the Faraday rotation angle are of the order of millirads.
PACS numbers: 78.67.-n,78.67.Hc,78.67.Wj,71.15.Mb
Keywords: topological insulator, electron-hole pair, selection rule, density functional theory.
I. INTRODUCTION
The 3D TI is a new state of matter on the surface or at
the interface of narrow-bandgap materials where topolog-
ically protected gapless surface/interface states appear
within the bulk insulating gap.1–8 These states are char-
acterized by the linear excitation energy of massless Weyl
fermions. The spins of the Kramers partners are locked
at a right angle to their momenta due to the Rashba
spin-orbit coupling,9 protecting them against perturba-
tion and scattering.1,2,10,11 Because of the presence of a
single Dirac cone with fixed spin direction at the surface,
the main feature of strong TIs,12,13 the materials Bi2Se3
and Bi2Te3 are currently being widely studied.5,8,14
The heterostructures of compound semiconductors
such as Bi1−xSbx and Pb1−xSnxTe exhibit a strong topo-
logical phase.11 In Bi1−xSbx, the L+ and L− bands cross
at x = 0.04. The pure PbTe has inverted bands at the
band gap extrema with respect to SnTe. In Pb1−xSnxTe,
initially increasing the concentration of Sn leads to a de-
creasing band gap. At around x = 0.35, the bands cross
and the gap reopens for x > 0.35 with even parity L+
band and odd parity L− band being inverted with re-
spect to each other.15 The band inversion between PbTe
and SnTe results in interface states,16–18 which can be
described by the Weyl equation.19
Here we investigate the giant Faraday effect due to
Pauli exclusion principle and the strict optical selection
rules governing the low energy excitation of electron-hole
pairs around a Dirac point in a 3D TI. Due to interference
effects, the Faraday rotation angle exhibits oscillations as
a function of probe wavelength and thickness of the slab
material on either side of the 3D TI double interface of
a PbTe/Pb0.31Sn0.69Te/PbTe heterostructure. The max-
ima in the Faraday rotation angle are in the mrad regime.
We find that in 3D TIs both interband transitions (be-
Figure 1: (a) Band inversion in between two end members in
Pb1−xSnxTe. (b) Energy spectrum of the inverted contact.
The solid lines are Weyl states and dashed lines are additional
branches that appear for contact thickness l > lo.
tween positive and negative energy solutions) and intra-
band transitions (within the same energy solutions) are
allowed. Note that the selection rules obtained here are
different from the selection rules in ARPES experiments,
which record the number of photoelectrons as a function
of kinetic energy and emission angle with respect to the
sample surface. A number of experiments have shown the
existence of the helical surface states in 3D TI.5,14 As an
example, we consider the alloy Pb1−xSnxTe, which has
topologically nontrivial interface states under appropri-
ate doping level. Our results are qualitatively valid for
all strong 3D TIs. Pb1−xSnxTe has a rocksalt type crys-
tal lattice with four non-equivalent L points located in
the center of the hexagonal facets on [111] axis. The va-
lence and conduction band edges are derived from the
hybridized p-type and s-type orbitals at the L point.20
Its end species have inverted band character, L+ charac-
ter of PbTe band switches to L− character of SnTe band
and vice versa as shown in Fig. 1. The Brillouin zone of
the Pb1−xSnxTe crystal has eight hexagonal faces each
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2Figure 2: Brillouin zone for rocksalt type crystal with space
group Fm3¯m. There are four inequivalent L points at the
center of the faces on the surface of the Brillouin zone. The
growth direction is along [111] and is chosen to point along
the z-axis. With the appropriate level of doping by Sn atoms
in PbTe, band gap goes to zero at L point with a linear exci-
tation energy that traces out a cone in the 2D Fermi surface
parallel to the face of Brillouin zone that is perpendicular to
the growth direction.
with center at the L point. Two faces lying diametrically
opposite are equivalent. As a result, the band inversion
happens at four distinct Dirac points. The crystal pos-
sesses a mirror symmetry. Therefore, it is a distinct class
of 3D TI where surface states are protected by mirror
symmetry.21 We choose the z-axis to point in direction
of the gradient of the concentration ∇x. At the two band
extrema, the low energy Hamiltonian is described by a
3D relativistic Dirac equation whose solutions are local-
ized near the z = 0 plane where the band crossing oc-
curs, which defines the interface. Dispersion is nearly
linear owing to the large band velocities of v⊥ = 8× 105
m/s and v‖ = 2.24 × 105 m/s with a small gap.19 Such
properties result in a small localization length lo of the
interface wave functions along the z-axis. Due to the ab-
sence of a center of inversion, a Rashba-type spin-orbit
coupling is present, which is automatically taken into ac-
count through the Dirac equation. We also present the
details of our ab-initio calculation of the bandstructure
in the supercell Brillouin zone obtained by doubling the
lattice parameters in each direction. Analysis of the al-
loy band structures is usually complicated due to folding
of the bands from neighboring Brillouin zones, making it
difficult to map the calculated bandstructures onto the
bandstructures obtained from momentum-resolving ex-
periments. The analysis is further complicated by the
presence of impurity bands inside the normal bulk en-
ergy gap. The interface states sometimes overlap with
bulk energy states. Therefore, we unfold the band struc-
tures along the [111] direction in order to shift the band
crossing from the Γ point, as seen in the supercell Bril-
louin zone, to the L point in the primitive cell Brillouin
zone.22,23
We developed a method of the Faraday rotation of a
single photon due to Pauli exclusion principle for a topo-
logically trivial quantum dot24,25 and for a 3D TI quan-
tum dot.26 The proposed method can be used for en-
tangling remote excitons, electron spins, and hole spins.
We showed that this entanglement can be used for the
implementation of optically mediated quantum telepor-
tation and quantum computing.
Here we investigate the Faraday effect due to the Pauli
exclusion principle for a 3D TI double interface of a
PbTe/Pb0.31Sn0.69Te/PbTe heterostructure. This Fara-
day effect is completely different from the Faraday effect
due to an external magnetic field, which was presented in
Ref. 27 for a thin film of a 3DTI where a gap was opened
by breaking the time reversal symmetry through a mag-
netic field. The Faraday effect presented here arises from
the polarization of electron-hole (e-h) pairs that are ex-
cited by means of a linearly polarized laser pump beam.
A laser probe beam with energy below twice the absolute
value of the Fermi energy measured from the Dirac point
cannot be absorbed due to the absence of charge carriers
in this energy regime. The excitation of the Weyl fermion
can happen when a photon has an energy of ~ω ≥ 2EF
as shown in the Fig. 3a. There are no interband tran-
sitions with the photon energy less than 2EF . A gate
voltage can also be applied to shift the Fermi level below
the Dirac node52. Fig. 3b shows the scheme of the gate-
induced shift in the Fermi level. In the Figure photon
of energy ~ω ≥ |EF | can excite a Weyl fermion. We call
this energy regime the transparency region, in order to
avoid confusion with a bandgap in a gapped semiconduc-
tor material. When x- and y-linearly polarized e-h pairs
are present, a probe beam linearly polarized along the
diagonal direction x + y experiences a Faraday rotation
on the Poincare sphere as shown in Fig. 9. The resulting
Faraday rotation angle is giant and of the order of mrad.
It exhibits oscillations as a function of the slab thickness
of the two PbTe layers of the PbTe/Pb0.31Sn0.69Te/PbTe
heterostructure containing two interfaces (see Fig. 8).
The Pb0.31Sn0.69Te is 10 nm thick in order to introduce
a gap for three out of the four L-points, as described
below. The Faraday effect results then only from the
excitation of e-h pairs at a single L-point.
The paper is organized as follows. In Sec. II we present
the analytical derivation of the Weyl solution of the
Dirac equation that describes the level crossing at the
L point. Using the Rashba spin-orbit Hamiltonian, we
derive the helicity operator for 3D topological insulators
in Sec. III. Sec. IV is devoted to the evaluation of the
optical transition matrix elements. The resulting op-
tical selection rules are discussed in Sec. IV. In order
to obtain a quantitative result for the optical transition
matrix elements, we perform a bandstructure calculation
of the alloy Pb1−xSnxTe in Sec. V. The Sec.VI is de-
voted to the explicit derivation of the Faraday rotation
effect and calculation of the Faraday rotation angle in
the PbTe/Pb0.31Sn0.69Te/PbTe heterostructure.
3Figure 3: Transparency region for the optical excitation of the
Weyl fermion. The light yellow color (online) represents the
filled Fermi sea of the electrons. The zero energy is defined
by the apex of the Dirac cone. a With the photon energy
of ~ω ≥ 2EF a Weyl fermion can be excited. There are no
transitions for a photon energy below 2EF . The Fermi level is
measured from the zero of the energy. b The Fermi level can
be shifted below the Dirac node by applying a gate voltage
Vg ≥ EF . Then a Weyl fermion can be excited with a photon
energy of ~ω ≥ |EF |.
II. MODEL BASED ON DIRAC EQUATION
The energy spectrum of Pb1−x SnxTe near the L∓6
band crossing is described within the k · p perturbation
theory by the two-band Dirac Hamiltonian28
H =
(
∆(z) v‖σz pˆz + v⊥σ⊥ · pˆ⊥
v‖σz pˆz + v⊥σ⊥ · pˆ⊥ −∆(z)
)
,
(1)
where σ are the Pauli matrices, pˆ = −i~∇ is the mo-
mentum operator and ∆(z) = εg (z) /2 is the gap en-
ergy parameter with symmetry ∆ (z) = −4 (−z). σ⊥ =
(σx, σy) and pˆ⊥ = (pˆx, pˆy) denote the Pauli matrices
and momenta in the interface plane, respectively. The
transverse and longitudinal velocities are determined by
v⊥ = P⊥/m0 and v‖ = P‖/m0, where P⊥ and P‖ are the
transverse and longitudinal Kane interband matrix ele-
ments, respectively. m0 = 9.10938188 × 10−31 kg is the
free electron mass. The inhomogeneous structure is syn-
thesized by changing the composition along one of the
[111] axes, whose symmetry breaking leads to a single
Dirac cone in the chosen direction,29 thereby recovering
the Z2 strong topological insulator phase. The direc-
tion of the gradient of the concentration ∇x defines our
z-axis. After the unitary transformation of the Hamilto-
nian H = UH ′U† using
U =
1√
2
(
1 i1
i1 1
)
, (2)
the time-independent Dirac equation H ′Φ
′
± =
(ε− ϕ (z)) Φ′± can be written as(
0 i∆ + v‖σz pˆz + v⊥σ⊥ · pˆ⊥
−i∆ + v‖σz pˆz + v⊥σ⊥ · pˆ⊥ 0
)
×
(
φ′L
−
φ′L
+
)
= (ε− ϕ (z))
(
φ′L
−
φ′L
+
)
(3)
where φ′L
−
and φ′L
+
are the two-component spinors of
the L− and the L+ band, respectively. The potential
ϕ (z) (work function) describes the variation of the gap
center. For simplicity we consider the case ϕ(z) = 0.
From Eq. (3), the two-component spinor φ′L
±
satisfies(
p2 + U± (z, σz)− ε2
)
φ′L
±
= 0 (4)
where U± (z, σz) = ∆2 ± ~v‖σz ∂∆∂z . In its origin, the
linear Weyl spectrum ε±o (k⊥) = ±~v⊥k⊥at k⊥ = 0 is
approximately equal to the soliton spectrum in the 1D
Peierl’s insulator. This implies that ∆ (z) can be chosen
to be ∆ (z) = ∆ (∞) tanh (z/l). Interface states are lo-
calized along the z-axis with the localization length lo =
~v‖/∆ (∞). For lo < l, additional branches with finite
mass appear. There are several solutions at ε2 > ∆2 (∞)
which are localized at the contact. For lo > l, only Weyl
solutions exist. We focus on the case when lo > l. Then
we have only zero-energy solutions, which correspond to
the Weyl states and are given by19
Φ
′
± = C

±e− iθ2
0
0
e
iθ
2
 e− 1~v‖
z´
0
∆
(
z
′)
dz
′
+ik⊥·r
(5)
where C is a normalization constant, k⊥ = (kx, ky, 0)
and e∓iθ = kx∓ikyk⊥ . These solutions have eigenenergies
ε±o (k⊥) = ±~v⊥k⊥. For ∆ (z) to vanish at the inverted
contact, it can be seen from Eq. (3) that φ′L
−
± and φ′
L+
±
must have only non-zero spin down and spin up compo-
nents, respectively. Each spinor at L∓ band can be rep-
resented with the spin up states from the L− band and
spin down states from the L+ band for both the positive
and the negative energies. The motion of the particle at
the inverted contact is separated into free motion in the
xy-plane and confinement along the z-axis. A remark-
able property of Eq. (3) is the presence of the zero mode
(Weyl mode) localized around z = 0. It is this mode
that has a locked spin structure. In order to understand
the direction in which the 4-spinors point, we have to
transform the solutions back to the original basis of the
Hamiltonian in Eq. (1). After the back transformation
Φ± = UΦ
′
±, the Weyl solutions are
Φ± = Ce±i
pi
4

±e−i (θ±pi/2)2
±ei (θ±pi/2)2
e−i
(θ∓pi/2)
2
ei
(θ∓pi/2)
2
 e− 1~v‖
z´
0
∆(z
′
)dz
′
+ik⊥·r
(6)
4where C is a normalization constant. These solutions
have eigenenergies ε±o (k⊥) = ±~v⊥k⊥ and are helical.
At this time, it is useful to introduce the notation
Φ± =
(
φL
−
±
φL
+
±
)
=
(
χL
−
±
χL
+
±
)
F (r) = χ±F (r), (7)
where χ± is the four-spinor consisting of the two-
spinors χL
−
± and χL
+
± are two-spinors, and F (r) =
Ce
− 1~v‖
z´
0
∆(z
′
)dz
′
+ik⊥·r
. We define F (z) = e
− 1~v‖
z´
0
∆(z
′
)dz
′
.
III. HELICITY OPERATOR
We show in this section that it is possible to clearly
identify the positive and negative energy solutions by
means of a spin helicity operator. In the representation
shown in Eq. (7), the spin directions reveal themselves
clearly: the spins of the two-spinors χL
−
± and χL
+
± point
perpendicular to k⊥ owing to the ∓pi/2 shifts. For an
asymmetric scalar potential V applied to a semiconduc-
tor heterostructure, the inversion symmetry is broken,
which leads to the Rashba spin-orbit coupling.9,30 Here
in the case of the interface of a 3D TI we have anti-
symmetric potentials V ∓ = ±∆, which correspond to
the diagonal elements of the Hamiltonian H and whose
signs depend on the band L∓. This results in a band-
dependent Rashba spin-orbit coupling. For the positive
(negative) solutions the Rashba spin-orbit coupling has
the formHR = ∓λRσ·(p×∇V ∓) = ∓λR∇V ∓ ·(σ × p),
((−) sign for positive energy solutions and (+) sign for
negative energy solutions), where λR ≥ 0 is the Rashba
spin-orbit coupling constant. It is to be noted that in
both cases each spin S(∓) is perpendicular both to the
momentum and to the potential gradient direction, i.e.
the z-axis (see Fig. 4). Our findings are consistent with
the spin density functional calculations (DFT).31
In order to determine the Kramers partners explic-
itly, we rotate the phase of each of the two-spinor
wavefunction by an angle pi in the 2D interface plane,
yielding φL
−
± (θ + pi) = e
∓ipi4
(
−e−i (θ∓pi/2)2
−ei (θ∓pi/2)2
)
F ∗(r) and
φL
+
± (θ + pi) = e
∓ipi4
(
±e−i (θ±pi/2)2
±ei (θ±pi/2)2
)
F ∗(r). Their spin
and momentum direction are flipped by an angle pi (Fig.
4). This provides a theoretical hallmark of Kramers part-
ners in 3D TI.
Helical properties of solutions given by Eq. (6) apply
to all 3D TIs. In the case of free neutrinos in 3D space,
the standard helicity operator hˆn = − (1/ |p⊥|)σ · p for
the spin S = ~σ/2 can be used. Similarly, in the case
of graphene the helicity for the pseudospin is given by
hˆg = − (1/ |p⊥|)σ · p. However, in the case of 3D TI
this definition is not useful, because the spin points per-
pendicular to the momentum. Therefore, since we know
Figure 4: Effect of Rashba spin-orbit coupling. Spin vector
S(−) (S˜
(−)
) in the L− band and spin vector S(+) (S˜
(+)
) in
the L+ band are perpendicular to both the z-axis and p⊥
(p˜⊥) for Weyl interface states (Weyl Kramers partner states).
(a) and (b) ((c) and (d)) correspond to positive (negative)
eigenenergy.
that the Rashba spin-orbit coupling is responsible for the
helicity in 3D TIs, we define the 3D TI helicity operator
as
hˆTI = (1/ |p⊥|)
(
(σ⊥ × p⊥) · zˆ 0
0 − (σ⊥ × p⊥) · zˆ
)
= (1/ |p⊥|)β (σ⊥ × p⊥) · zˆ (8)
where σ⊥ = {σx, σy} is the 2D vector of Pauli matrices
in the xy-plane and β =
(
1 0
0 −1
)
is a Dirac matrix.
Note that the + and − signs in front of the diagonal
terms are due to the direction of ∇V ∓ and thus a di-
rect consequence of the Rashba spin-orbit coupling. The
eigenfunctions of the operator hˆTI are the 4-spinor wave-
functions given by the Eq. (6) with the eigenvalues (+1)
for the positive energy solution and (−1) for the negative
energy solution, i.e. hˆTIΦ± = (±1/2) Φ±. hˆTI commutes
with the Hamiltonian in Eq. (1). This provides the pos-
sibility to write an effective 2D Hamiltonian for the Weyl
fermions on the surface of 3D topological insulators, i.e.
H2D = ~v
(
(σ⊥ × k⊥) · zˆ 0
0 − (σ⊥ × k⊥) · zˆ
)
(9)
This effective 2D Hamiltonian can be reduced to two
Weyl Hamiltonians of the form H2×22D = ±~v (σ⊥ × k⊥) ·
zˆ. It is important to note that both 2-spinors of χ±, the
2-spinor χL
−
± of the L− band and the 2-spinor χL
+
± of
the L+ band have the same helicity, in contrast to the
commonly used Weyl Hamiltonians HW (k) = ±~vσ·k.
The reason for this is that the two 2-spinors are coupled
5through the mass term ∆(z) in z-direction, as given in
the 3D Hamiltonian in Eq. (1).
IV. OPTICAL TRANSITION MATRIX
ELEMENTS
We calculate the low-energy transitions around the L
valley that is lifted up along the z-direction from the
other three L valleys. With the proper choice of uni-
form strain, composition and layer width, there exist
practically gapless helical states for the [111] valley in-
side the gapped states of the oblique valleys.29 In un-
strained Pb1−xSnxTe, band inversion occurs simultane-
ously at four L points and the phase is topologically triv-
ial. For most experiments, in a structure with a layer
of thickness d ≈ 10 nm between the two interfaces in
a PbTe/Pb0.31Sn0.69Te/PbTe heterostructure, dispersion
of the [111] valley states can be assumed to be gapless
while the states in the oblique valleys are gapped.29 The
interface can be modeled with the bulk of Pb0.31Sn0.69Te
and PbTe with bandgaps of, respectively, -0.187 and
0.187 eV, so that Weyl fermions are generated at the
two interfaces. Here, the bandgap formula provided in
Ref. 32 was used. It is to be noted that localized spin
states of 2D Weyl fermions in 3D TI are solutions of the
k · p Hamiltonian given in Eq. (1).
Now we proceed to calculate the optical selection rules
for the excitation of electron-hole pairs, keeping in mind
that the Dirac equation provides an effective description
of the two-band system consisting of the L∓ bands. The
k · p Hamiltonian contains also a quadratic term in the
momenta,28 namely
Hq =
 (pz+eAz)22m−‖ + (p⊥+eA⊥)22m−⊥ 0
0 (pz+eAz)
2
2m+‖
+ (p⊥+eA⊥)
2
2m+⊥
 ,
(10)
where m∓‖ and m
∓
⊥ are the longitudinal and transverse
effective masses of the L∓ bands, respectively. Through
minimal coupling the quadratic term leads to a linear
term in the momentum, which we need to take into ac-
count. Hence, in the presence of electromagnetic radia-
tion, the total Hamiltonian for the Dirac particle is given
by
Htot = v‖αz (pˆz + eAz) + v⊥α⊥ · (pˆ+ eA⊥) + β∆(z) + (e/m)A · p
=
 ∆(z) + e
(
pzAz
m−‖
+ p⊥·A⊥
m−⊥
)
v‖σz (pˆz + eAz) + v⊥σ⊥ · (pˆ+ eA⊥)
v‖σz (pˆz + eAz) + v⊥σ⊥ · (pˆ+ eA⊥) −∆(z) + e
(
pzAz
m+‖
+ p⊥·A⊥
m+⊥
)
 . (11)
where A = (Az, A⊥) is the vector potential, α =
(αz, α⊥) and β are the Dirac matrices αi =
(
0 σi
σi 0
)
,
β =
(
I 0
0 −I
)
, and E = ∂A/∂t in the Coulomb gauge.
We identify the interaction Hamiltonian as
Hint = ev‖αzAz + ev⊥α⊥ ·A⊥ + (e/m)A · p (12)
=
 e
(
pzAz
m−‖
+ p⊥·A⊥
m−⊥
)
ev‖σzAz + ev⊥σ⊥ ·A⊥
ev‖σzAz + ev⊥σ⊥ ·A⊥ e
(
pzAz
m+‖
+ p⊥·A⊥
m+⊥
)
 .
It will turn out that only interband transitions contribute
for a 2D interface, whereas both interband and intra-
band transitions contribute in the case of a 3DTI quan-
tum dot. It is important to note that v‖ = P‖/m0 and
v⊥ = P⊥/m0 include the Kane interband matrix ele-
ments P =
〈
u∓kf
∣∣∣Pˆ∣∣∣u±kI〉, where u∓k are the Bloch’s func-
tions for the L∓ bands. This means that the interband
transitions are governed by the interband Hamiltonian
Hinter = ev‖αzAz + ev⊥α⊥ · A⊥, where the Dirac α-
matrices couple the L− band with the L+ band. The
Hamiltonian Hintra = (e/m)A ·p accounts for intraband
transitions with pˆ operating on the envelope wavefunc-
tions only. Hintra is proportional to the identity in 4-
spinor space and therefore couples the L− band to itself
and the L+ band to itself. Thus the interband Hamilto-
nian Hinter and the intraband Hamiltonian Hintra are
not equivalent in this description. On the one hand,
Hinter gives rise to interband transitions because it con-
tains the Kane interband matrix elements P⊥ and P‖. On
the other hand, Hintra gives rise to intraband transitions
because the term (e/m)A · p operates on the envelope
wavefunctions.
We start with calculating the interband matrix ele-
ments which are given by the off diagonal elements of
the interaction Hamiltonian. We identify jz = ev‖Ψ†αzΨ
and j⊥ = ev⊥Ψ†α⊥Ψ as the longitudinal and transverse
relativistic current densities, respectively. Therefore, the
evaluation of the optical transition matrix elements is re-
duced to calculating the matrix elements of αi.
The optical transition matrix elements involve the inte-
gral over the envelope functions and the periodic part of
6Figure 5: The interband transitions for the spin selection rules
in 3D TIs. The Dirac cone represents the component of the
Weyl states. The interband transitions occur between positive
and negative energy solutions. The helicity of the band is
represented by h = +1/2 (h = −1/2) for the positive energy
solution (negative energy solution).
the Bloch functions. The integral over the envelope func-
tion can be carefully separated out from the remaining
part, similarly to the case of wide-bandgap semiconduc-
tor materials.34 The idea is to separate the slowly varying
envelope part from the rapidly varying periodic part of
the total wavefunction. For that we need to first replace
the position vector by r = r′+Rm, where Rm is a lattice
vector and r′ is a vector within one unit cell. Writing the
vector potential A = (Ax0, Ay0, Az0)eiq·r and taking ad-
vantage of the periodicity uL
±
k (r
′ + Rm) = uL
±
k (r
′) and
the fact that φL
±
± (r
′ +Rm) ≈ φL±± (Rm), we obtain
〈Φf |Hint|ΦI〉 ≈ e
m0
∑
m
|F (z)|2 ei(q+kI−kf )·Rm
×
∑
i
Ai0
ˆ
Ω
uL
−
kf
∗
(r′)PˆiuL
+
kI (r
′)
×ei(q+kI−kf )·r′d3r′
×
(
χL
−
f σiχ
L+
I + χ
L+
f σiχ
L−
I
)
(13)
for an optical transition from the initial state |ΦI〉 to the
final state |Φf 〉. Ω is the volume of the unit cell. By
applying the secular approximation to the term with the
exponential function ei(q+kI−kf )·Rm , we obtain kf = q+
kI, which ensures momentum conservation in the plane of
the interface. Using the normalization
´∞
−∞ |F (z)|2 dz =
1, the optical matrix element is well approximated by
〈Φf |Hint|ΦI〉 ≈ e
m0
∑
i
Ai0
ˆ
Ω
uL
−
kf
∗
(r′)PˆiuL
+
kI (r
′)d3r′
×
(
χL
−
f σiχ
L+
I + χ
L+
f σiχ
L−
I
)
= eAz0v‖ 〈χf |αz|χI〉
+eAx0v⊥ 〈χf |αx|χI〉
+eAy0v⊥ 〈χf |αy|χI〉 . (14)
Note that in contrast to semiconductor quantum wells
where the overlap between electron and hole enve-
lope wavefunctions is smaller than 1 in general, here
the overlap between Weyl envelope wavefunctions is´∞
−∞ |F (z)|2 dz = 1. We assume that the wavelength of
incoming photon is small compared to the lattice con-
stant. This means we can use the dipole approximation:
A ≈ (Ax0, Ay0, Az0). Since there is no net momentum
transfer the directions of the initial and final momentum
vectors are the same; i.e. we consider only vertical transi-
tions. For the α matrix elements we obtain the following
interband matrix elements:
〈χ+ |αx|χ−〉 = 4i sin θ 〈χ+ |αy|χ−〉 = −4i cos θ,
(15)
These transitions are vertical. The z-component of the
matrix element of α vanishes.
The Kane interband matrix element can be calculated
explicitly. The periodic function uk(r) can be written as
uL
±
k =
∑
G
aL±(G)e
iG·r, where G is the reciprocal lattice
vector and aL±(G) are the expansion cofficients for the
L± bands. The Kane interband matrix elements can be
evaluated asˆ
Ω
uL
−∗
kf
PˆuL
+
kI d
3r =
∑
Gf ,GI
ˆ
Ω
e−i(Gf−GI)·rd3r
×a∗L− (Gf)GIaL+ (GI) (16)
For the vertical transitions kf ≈ kI and´
Ω
e−i(Gf−GI)·rd3r = δ (Gf −GI), we obtain
ˆ
Ω
uL
−∗
k Pˆu
L+
k d
3r =
∑
G
a∗L−(G)GaL+(G). (17)
The diagonal matrix elements of the interaction Hamil-
tonian give rise to the intraband transitions. As stated
above, the intraband matrix elements operate on the en-
velope functions only and thus couple to the L− band to
itself and L+ band to itself. In the electric dipole approx-
imation the transitions within the same energy solutions
are absent. The intraband matrix elements for the transi-
tions occurring between the positive and negative energy
solutions are given by
〈Φ+ |eˆ.p|Φ−〉 =
[〈
χL
−
+
∣∣∣χL−− 〉+ 〈χL++ ∣∣∣χL+− 〉]
×〈F (r) |eˆ.p|F (r)〉 , (18)
7Figure 6: Spin selection rules in 3D TIs. The states are la-
beled with φL
±
± . The transitions are vertical conserving the
spin’s direction. The direction of the momentum is shown
along x-axis (a) in which case the polarization of the light
couples the spin pointing along y-axis and along y-axis (b) in
which case the polarization of the light couples the spin point-
ing along x-axis. In each case the spin points perpendicular
to the momentum (see Fig. 5).
where the Bloch’s functions are already integrated to
unity. From the Eqs. (6) and (7), it is seen that the
2-component spinors for the same band corresponding to
different energy solutions are orthogonal to each other:〈
χL
−
+
∣∣∣χL−− 〉 = 0 and 〈χL++ ∣∣∣χL+− 〉 = 0. This implies
that 〈Φ+ |eˆ.p|Φ−〉 = 0. This is, indeed, different from
the case of wide bandgap semiconductor materials where
we usually have both intraband and interband transi-
tions.
In Fig. 6 we show the possible transitions allowed by
the spin selection rules. In each case transitions happen
between L+ and L− band each band between positive
energy solution and negative energy solution. Since we
use the dipole approximation initial and final momentum
point in same direction and have the same magnitude; i.e.
the transitions are vertical. If the momentum vector in
one of the bands points along the x-axis, according the
Eq. (15), the polarization of the photon couples to the
spin pointing along y-axis. If the momentum vector in
one of the bands points along the y-axis, the polarization
of the photon couples to the spin pointing along x-axis.
In each case the spin’s direction is conserved.
V. BANDSTRUCTURE CALCULATION
In order to know the relative strength of the transi-
tions, it is important to calculate the complete bandstruc-
tures of Pb1−xSnxTe, which also provides the cofficients
of the periodic part of Bloch functions that appear in
the selection rules. Fig. 7 shows the calculations of the
complete bulk bandstructures of Pb1−xSnxTe at 37.5%
doping by Sn impurities in a supercell Brillouin zone us-
ing density functional theory within PAW approximation
as implemented in VASP.35–37 We unfold the bandstruc-
Figure 7: Bulk bandstructure of Pb1−xSnxTe at x = 0.375
doping level including spin-orbit coupling. The crossing has
been reported around x = 0.35.15 In the supercell Brillouin
zone bands are folded from the neighboring Brillouin zones
into the first Brillouin zone [(a) and (b)]. A small band gap
of 1.8 meV appears at the Γ point of the supercell Brillouin
zone, which corresponds to the band gap minimum at the L
point in the unfolded primitive cell Brillouin zone, as shown
in c. LSC and LPC are L points in the supercell Brillouin
zone and the primitive cell Brillouin zone, respectively. The
solid green color peaks in (c) denotes the spectral functions.22
Bands of opposite parity nearly cross at around 67 meV below
the Fermi level at the L point where a single Dirac point is
observed (d).
tures along the Γ to L point in the first Brillouin zone
using unfolding recipes.22
The unfolded bandstructure is equivalent to the folded
bandstructure in terms of the magnitude of band sepa-
ration as required by the energy conservation law. The
point LPC in the unfolded bandstructure is a mirror im-
age of the point Γ in the folded bandstructure, therefore,
bands appear with the same dispersion as they were be-
fore unfolding. In the unfolded bandstructures, bands
around the L point are almost linear, which is best de-
scribed by Weyl fermions. The Dirac point appears at 67
meV below the Fermi level at the L point. The valence
band maximum is derived from the p orbitals of Pb and
Sn hybridized with the s orbital of Te and the conduction
band minimum is derived from the s orbitals of Pb and Sn
hybridized with the p orbital of Te. They have opposite
parity, thus making interband transitions allowed. As
measured in the experiment, the anisotropy in the crys-
tal structure gives velocity components as v⊥ = 4.2×105
m/s and v‖ = 1.7× 105 m/s.38
The localization length lo for the Weyl states along z-
axis can be obtained using our calculated band gap of
350 meV including spin-orbit coupling for PbTe. Using
the band velocity, v‖ = 1.7×105 m/s, we obtain lo = 0.32
nm. This length measures the characteristic scale of the
confinement of Weyl states along z-axis at the interface.
8Figure 8: a. A slab of thickness d = 10 nm of 3D TI material
Pb1−xSnxTe is sandwiched by PbTe with thickness t. This
structure can have Weyl fermions at the interface with zero
bandgap at one of the L point in the Brillouin zone while
the rest of the L points have non-zero bandgaps due to the
interactions between the L valleys of the two interfaces.29 b.
Solutions inside and outside the material can be found by
dividing the geometry into five different regions, I, II, III,
IV and IV with the fields EI , EII , EIII , EIV and EV ,
VI. FARADAY EFFECT FOR 3D TIS
In Refs. 24,25,39–41 it has been shown that the single-
photon Faraday rotation can be used for quantum spin
memory and quantum teleportation and quantum com-
puting with wide-bandgap semiconductor QDs. The con-
ditional Faraday rotation can be used for optical switch-
ing of classical information42. A single-photon Mach-
Zehnder interferometer for quantum networks based on
the single-photon Faraday effect has been proposed in
Ref. 43. In Ref. 51 a single spin in a wide-bandgap
semiconductor QD was detected using the Faraday ro-
tation. It is evident from the calculation above that we
have strict optical selection rules for the x and y polar-
ization states of the photons. We show below that these
strict optical selection rules give rise to a giant Faraday
effect due to Pauli exclusion principle for 3D TIs using
our continuum eigenstates.
Let us consider the PbTe/Pb0.31Sn0.69Te/PbTe het-
erostructure shown in Fig. 8. A laser pump beam excites
e-h pairs at the two interfaces between Pb0.31Sn0.69Te
and PbTe. It is important to understand the working
scheme of the driving fields and a dynamics of the hot
carriers in the excited states so that maximum Faraday
effect can be achieved in an experiment. The e-h pairs
pumped by the driving field relax mainly through the
electron-phonon interaction before they recombine. On
a time scale of several hundred ps, the electrons and holes
cool down after the driving field is turned off53. Due to
the presence of the strong spin-orbit coupling in 3D TI,
the induced spin polarization relaxes on a time scale of
the momentum scattering. As calculated in Ref.53, the
spin polarization decays rapidly within a time of the or-
der of T2 =0.01–0.1 ps, which results in a loss of spin
coherence. Consequently, it is very difficult to measure
the Faraday effect after the pump pulse is turned off.
To circumvent the problem of fast spin decoherence, we
suggest to use both the pump and the probe fields si-
multaneously, thereby maintaining the coherence of the
induced spin polarization in the excited states. There-
fore, the probe field experiences a response from the spin
polarized carriers. We use an off-resonant probe field
with detuning energy of around 10 meV.
Let us write the light-matter interaction Hamiltonian
asHint = evα·A, which contains the interband term only
because the intaband term is zero, as shown in Sec. IV.
Without loss of generality, the anisotropy coming from
the band velocity can be introduced back into the solu-
tions at a later time. Since the incident light is a plane
wave with wave vector q and frequency ω and the electric
field component is E = −∂A/∂t, the interaction Hamil-
tonian reads
Hint =
ePE0
im0ω
(
ei(q·r−ωt) − e−i(q·r−ωt)
)
e · α (19)
where P = m0v is the Kane interband matrix element.
The transition rate for a single can be calculated using
Fermi’s golden rule,
WfI =
2pi
~
(
eE0P
m0ω
)2
|〈Φf | e · α |ΦI〉|2
×nI(t) [1− nf (t)] δ (εf − εI ∓ ~ω) (20)
where nI,f is the population distribution function for the
initial and final states, εF is the Fermi energy, |ΦI〉 de-
notes the initial Weyl state, |Φf 〉 denotes the final Weyl
state, and the - sign in front of ~ω corresponds to absorp-
tion and the + sign to emission. Thus, the absorption
of energy per spin state is P = ~ω∑I,f WfI . Compar-
ing with the total power P = 2σ1V E20 dissipated in the
system area V , where σ = σ1+iσ2 is the complex conduc-
tivity, and including absorption and emission, it follows
that the real part of the conductivity is
σ1 =
pie2P 2
V m20ω
∑
I,f
|〈Φf | e · α |ΦI〉|2
× [nI(t)− nf (t)] δ (εf − εI − ~ω) (21)
which can be written in terms of the oscillator strengths
ffI =
(
2P 2
~m0ωfI
)
|〈Φf | e · α |ΦI〉|2,
σ1 (ω) =
pie2
2m0V
∑
fI
ffI [nI(t)− nf (t)] δ (εf − εI − ~ω)
(22)
Using the Kramers-Kronig relations σ2 (ω) can be ob-
tained. It is important to note that σ1 (ω) is equivalent
to the imaginary part of the dieletric function,  (ω). The
physical significance of σ1 (ω) and σ2 (ω) appear in dif-
ferent way, σ1 (ω) being for the dissipiation while σ2 (ω)
for the polarization.
We calculate now the Faraday rotation angle due to
Pauli exclusion principle between the initial and final con-
tinuum states. In order to this, a strong pi-pulse of the
laser pump beam is used to excite e-h pairs. The direction
of the polarization can be along x−and y−axis. The dy-
namics of the excitation of e-h pairs can be described by
9the optical Bloch equations46. Due to the large screening
the exciton binding energies in perpendicular and parallel
directions are small, i.e. Eb⊥ = 143 µeV and Eb‖ = 1.68
meV.47 Therefore, we can safely neglect the Coulomb in-
teraction. Then the time dependences of the polarization
Pk and the electron population distribution ne,k for the
state k are given by
dPk
dt
= iεgPk + i(ne,k + nh,k − 1)ωR,k, (23)
dne,k
dt
= −2Im(ωR,kP ∗k ), (24)
where εg = εe,k + εh,k εe,k and εh,k are the electron
and hole kinetic energies, respectively, in the state k,
and ωR,k is the Rabi frequency. An equation similar to
Eq. (24) can be written for the hole distribution func-
tion nh,k. It is to be noted that nh,k = ne,k. In the
rotating frame approximation, Pk(t) = P˜ (t)e−iεgt and
ωR,k(t) = ωo,ke
−iεgt. Using this Eqs. (23) and (24)
yield dη˜k/dt = 2(ne,k − 1)ωo,k and n˜e,k = −2ωoη˜, where
η˜ = (P˜ − P˜ ∗)/2i. These two equations can be solved
for ne,k. We obtain, ne,k = 12 [1− cos(2ωo,kt)]. A simi-
lar solution can be obtained for nh,k. For 2ωo,kt = mpi,
ne,k = 1 if m is an odd integer, ne,k = 0 if m is an even
integer, and ne,k = 1/2 if m is an odd half-integer. A
strong pi-pulse excites the maximum number of electrons
so that nh,k ≈ 1 with 2ωo,kt ≈ pi. In the absence of
Coulomb interaction the Rabi frequency can be written
as ωo,k = dfIEcosθ/~, where dfI is a transitions dipole
moment, E is the strength of the electric field and θ is
the direction of polarization.
It is useful to estimate the value of the Rabi frequency.
The amplitude of the electric field can be calculated as
|ES | =
√
2Sn/Aoc, where S is the power of the laser, n
is the index of refraction of the medium through which
the light propagates and A is the area of the aperture
of the laser source. A laser power of 0.5 mW with an
area of the aperture of 10µm2 in a medium with n = 5.8
(for Pb0.68Sn0.32Te at room temperature) can produce
an electric field of 4.67× 105 V/m. Using v⊥ = 4.2× 105
m/s and the matrix elements from Eq. (15), we obtain
a maximum Rabi frequency of ωo,max = 5.89 × 1012/s
which occurs for θ = 0 or pi. During the pump beam
a laser probe beam is incident on the double interface
within the transparency region. The polarization of this
probe beam experiences the Faraday rotation that we
compute in the following.
The time dependence of the population becomes,
ne,k =
1
2
[
1− cos
(
2dfIEcosθt
~
)]
. The pump pulse du-
ration, Tp, can be calculated using as Tp = pi ~2dfIE .
Probe and pump pulses are illuminated simultaneously
to circumvent the problem of decoherence of spin polar-
ization, as described above. Therefore, the probe pulse
experiences the response from the average spin coherent
population distribution excited by the pump pulse. If
the probe pulse has the duration of Tr = Tp, the av-
erage population distribution is calculated as, n¯e,k =
1
Tp
´ Tp
0
ne,k dt which gives n¯e,k = 12 − 12 1picosθ sin(picosθ).
Since, nv,k−nc,k = 1−2ne,k, for nv,k = nI(t) and nc,k =
nf (t), the average of the net population distribution is
nI(t)− nf (t) = 1picosθ sin(picosθ). If the probe pulse has
the duration of Tr = Tp/10 and lasts from the time 0.9Tp
to the time Tp of the pump pulse, the average population
distribution is n¯e,k = 1Tr
´ Tp
0.9Tp
ne,k dt, which gives n¯e,k =
1
2− 12 10picosθ sin(picosθ)+ 12 10picosθ sin(0.9picosθ). Thus, we ob-
tain nI(t)− nf (t) = 10picosθ [sin(picosθ)− sin(0.9picosθ)].
These average populations give rise to the Faraday ro-
tation of the probe field polarization.
Now we proceed to describe the Faraday effect due
to the 2D Weyl fermions living at the interface of the
3D topological insulators. The difference in the phase
accumulated for the x and y polarization of the light as it
passes through the material is measured by the Faraday
rotation angle, which is solely due to the difference in
response of surface carriers to the x and y polarized light.
This response of the surface carriers at the two interfaces
between Pb0.31Sn0.69Te and PbTe is given by the optical
conductivity tensor σij , i = x, y, j = x, y, which can be
calculated by means of Eq. (22). The interband matrix
element, |〈Φf | e · α |ΦI〉|2, for the linear polarization of
light in x and y direction can be written as
|〈Φf | e · α |ΦI〉|2 =
[
|〈Φf |αx |ΦI〉|2
+2 〈ΦI |αx |Φf 〉 〈Φf |αy |ΦI〉
+ |〈Φf |αy |ΦI〉|2
]
. (25)
The first and last terms of the RHS in Eq. (25) are the
matrix elements that give rise to σxx and σyy, respec-
tively, in x and y directions. The middle term gives
rise toσxy. Using Eq. (25) and the average popula-
tion distribution nI(t)− nf (t) after pumping using a lin-
early polarized light in x direction in Eq. (22), one can
solve for σxx , σyy and σxy. The summation can be
changed into the integration over the momentum space
area,
∑
fI
−→
[
1/Ωk (2pi)
2
] ´
k dk
´
dθ, 0 ≤ θ ≤ 2pi, where
Ωk is the cross sectional area of the Brillouin zone. Us-
ing dε = ~vF dk, k-space integration can be written as´
k dk =
[
1/~2v2F
] ´
εdε, where vF = P/m0 is the Fermi
velocity. As discussed above, here we calculate the con-
ductivity tensors for two examples of pulse duration:
Tr = Tp and Tr = Tp/10. We obtain that σ1xy = 0.
This signifies that there is no transverse Hall effect with
this type of population distribution. If the polarization
of the pump pulse is in y direction the transverse conduc-
tivity is still zero. σ1xx (ω) and σ1yy (ω) are calculated as
follows: Using the population distribution nI(t)− nf (t)
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in Eq. (23), we obtain
σ1xx (ω) =
16pie2
ωfI~2 (2pi)2
∞ˆ
2|EF |
2pˆi
0
εdεδ (εf − εI − ~ω)
×nI(t)− nf (t) sin2 θdθ, (26)
σ1yy (ω) =
16pie2
ωfI~2 (2pi)2
∞ˆ
2|EF |
2pˆi
0
εdεδ (εf − εI − ~ω)
×nI(t)− nf (t) cos2 θdθ. (27)
Using the population distribution nI(t)− nf (t) obtained
for Tr = Tp, Eqs. (26) and (27) yield σ1xx (ω) =
σoxxΘ(ω−2 |EF | /~) and σ1yy (ω) = σoyyΘ(ω−2 |EF | /~)
with σoxx = 2.707 e2/~ and σoyy = 0.725 e2/~. Us-
ing the population distribution nI(t)− nf (t) obtained
for Tr = Tp/10, Eqs. (26) and (27) yield σ1xx (ω) =
σoxxΘ(ω−2 |EF | /~) and σ1yy (ω) = σoyyΘ(ω−2 |EF | /~)
with σoxx = 0.926 e2/~and σoyy = −2.952 e2/~. These
results can be compared with the conductivity tensors
obtained in case of a graphene sheet in Ref. 48. The
difference here is that we have use the population distri-
bution obtained by solving the optical Bloch equations,
whereas in Ref. 48 the Fermi Dirac distribution function
has been used.
Using Kramers-Kronig relation, σ2 (ω) can be calcu-
lated from σ1 (ω) according to
σ2 (ω) = − 2
pi
P
∞ˆ
0
ωσ1
(
ω
′
)
ω′2 − ω2 dω
′
, (28)
where P denotes the Cauchy principle part of the inte-
gral. The measurement of the Faraday rotation angle is
performed with the probe pulse with frequency in the
transparency region. In the experiment, the probe pulse
has an energy of 2~ωF − ~δ, where ~ωF is the Fermi en-
ergy and ~δ is the detuning energy. Therefore the width
of the transparency region is given by 2~ωF . Thus, the
Eq. (28) can be evaluated for ~ω ≤ 2~ωF . There are
poles at ω
′
= ±ω. Using σ1xx (ω), Eq. (28) gives
σ2xx (ω) = −2σoxx
pi
lim
η→0
 ω−ηˆ
0
ωΘ(ω
′ − 2ωF )
ω′2 − ω2 dω
′
+
∞ˆ
ω+η
ωΘ(ω
′ − 2ωF )
ω′2 − ω2 dω
′
 , (29)
where η is an infinitesimal positive quantity. Since
~ω < 2~ωF , the first integral in Eq. (29) is zero. Af-
ter evaluating the second integral we get
σ2xx (ω) = iσoxx +
2σoxx
pi
arctan h
(
2ωF
ω
)
(30)
We are in the transparency region for the probe pulse,
which means 2ωFω > 1. The functionarctan h (z) can be
then expanded in terms of a Maclaurin series at infin-
ity, i.e. arctan h (z) = − ipi2 +
∞∑
n=1
z−2n+1
2n−1 . Consequently,
Eq. (30) yields
σ2xx (ω) =
2σoxx
pi
∞∑
n=1
1
2n− 1
(
2ωF
ω
)−2n+1
. (31)
Similarly we obtain
σ2yy (ω) =
2σoyy
pi
∞∑
n=1
1
2n− 1
(
2ωF
ω
)−2n+1
. (32)
As shown in Ref. 29, there are interface bound states
(IBS) localized at two decoupled interface states of a
PbTe/Pb1−xSnxTe/PbTe heterostructure with d = 10
nm grown in the [111] direction. It has been shown that
the L-valley in [111] direction remains gapless while gaps
are opened in the oblique L valleys due to the coupling of
the IBS from the opposite interface states. Here we cal-
culate the Faraday rotation angle produced by the Weyl
fermions at the two interfaces with gapless L valley. We
consider a structure with a slab of thickness d of 3D TI
material Pb1−xSnxTe sandwiched by PbTe with thick-
ness t, as shown in Fig. 8a. We choose the thickness of
the slab to be d = 10 nm. A probe pulse linearly po-
larized along the x + y-direction and propagating along
z-direction travels perpendicularly to the two interfaces.
This probe pulse is partially reflected and partially trans-
mitted at the boundaries. Solutions inside and outside
the material can be solved by dividing the space into five
different regions as shown in Fig. 8b, where EI , EII ,
EIII , EIV and EV ,are the fields in the region I, II, III,
IV and IV , respectively. The solutions are
EI =
[
Eax
Eay
]
eikIz +
[
Ebx
Eby
]
e−ikIz, (33)
EII =
[
Ecx
Ecy
]
eikIIz +
[
Edx
Edy
]
e−ikIIz, (34)
EIII =
[
Eex
Eey
]
eikIIIz +
[
Efx
Efy
]
e−ikIIIz, (35)
EIV =
[
Egx
Egy
]
eikIV z +
[
Ehx
Ehy
]
e−ikIIz, (36)
EV =
[
Eix
Eiy
]
eikIz, (37)
where Eαx (Eαy), α = a, b, c, d, e, f, g, h, i, are the x (y)
components of the field amplitudes in regions I through
V . kI , kII and kIII are the wave vectors in air (re-
gion I), in PbTe (region II) and in Pb1−xSnxTe (region
III), respectively. The incident probe pulse is polarized
along the x + y-axis. Therefore Eax = Eay. For sim-
plicity, we assume that the wave vectors within the ma-
terial Pb1−xSnxTe and PbTe do not differ significantly
and thus kII ≈ kIII .
Our geometry has a dimension of length 2t + d with
top, bottom, and interface surfaces being parallel to the
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plane of polarization. Rotation of the polarization on
the Poincare sphere is due to the charge carriers at the
interfaces, which are excited by the pump pulse with en-
ergy at least twice the Dirac point energy measured from
the Fermi level (see Fig. 3). The accumulation of the
phase difference is only due to surface carriers that come
from the difference in the optical conductivity tensor for
the x and y polarization of the light. There is no con-
tribution to the phase shift in the polarization from the
bulk. However, the index of refraction of the bulk leads
to interference effects due to reflection and transmission
at the boundaries. The Maxwell equations to be solved
are given by48
∂2Ei
∂z2
= iωµo [δ (z − t) + δ (z − t− d)]
∑
j=x, y
σijEj
+ω2rµoEi, (38)
where µo is the permeability of the free space and r is
the dielectric constant of the material in the bulk. It is
important to note that the delta functions ensure that
the optical conductivity tensor originates only from the
interface carriers. The optical conductivity tensor that
enters Maxwell’s equations is the imaginary part of σ (ω),
i.e. σ2 (ω) [see Eqs. (31) and (32)], which gives rise to the
dispersion of the incident light inside the material. The
boundary conditions are determined by the continuity of
the tangential components of the electric field and their
derivatives at the boundaries of the materials at z = 0,
z = t, z = t+ d and z = 2t+ d. The details of matching
of the fields at the boundaries are shown in Appendix A.
The transmission amplitudes for x and y components of
the electric field are calculated to be Tx,y = Eix,iy/Ea =
|Tx,y| eiθx,y , where |Tx,y| is the transmission amplitude
and θx,y are the Faraday rotation angles for the light
polarized in x and y direction. Tx and Ty are given by
Tx = 4kIkIIe
−ikI(2t+d)
/
{
(kI + kII)e
−ikIIt [α(kIIAx + Cx)
+ β(kIIBx +Dx)] + (kI − kII)eikIIt
× [α(kIIAx − Cx) + β(kIIBx −Dx)]} (39)
Ty = 4kIkIIe
−ikI(2t+d)
/
{
(kI + kII)e
−ikIIt [α(kIIAy + Cy)
+ β(kIIBy +Dy)] + (kI − kII)eikIIt
× [α(kIIAy − Cy) + β(kIIBy −Dy)]} (40)
where Ax(Ay) , Bx(By), Cx(Cy) and Dx(Dy) are the
x(y) components of the parameters A, B, C and D, re-
spectively (see Appendix A). After solving Eqs. 39 and
40 for θx and θy, we write the Faraday rotation angle
as θF = (θx − θy) /2. The useful quantity, the total
transmittance>, which measures the energy of the elec-
tromagnetic field inside the material, can be defined as
> =
(
|Tx|2 + |Ty|2
)
/2.
From the bandstructure calculation we obtain that
the Fermi level lies around 67 meV below the Dirac
Figure 9: Illustration of the diagonal, |D〉 and anti-diagonal,
|A〉 polarization in a Poincare sphere. 〈σˆx〉, 〈σˆy〉 and 〈σˆz〉 are
the expectation values of the Pauli matrices σx =
(
0 1
1 0
)
,
σy =
(
0 −i
i 0
)
and σz =
(
1 0
0 −1
)
, respectively. |σx〉 and
|σy〉 represent the x- and y-polarization states and |σ+〉 and
|σ−〉 represent the left and right circular polarization states
of the photon.
point. Therefore, we choose a transparency energy gap
of ~ωcv = 2 |EF |, which is 134 meV in our calculation.
A linearly polarized probe pulse with detuning energy
of ~δ = 10 meV, pulse duration of 1 ps and bandwidth
of ~γ = 4 meV can be used. In Figs. 10 a and b we
show the transmittance and the Faraday rotation angle
for Tr = Tp. In Figs. 10 c and d the transmittance
and the Faraday rotation for Tr = Tp/10 are shown. For
the transmittance and the Faraday rotation angle as a
function of thickness t the wavelength is chosen to be
λ = 9.97 µm. For the transmittance and the Faraday ro-
tation angle as a function of wavelength λ the thickness
of PbTe layers is taken to be t = 1.720 µm. It is seen
from the figures that the Faraday rotation angle follows
exactly the transmittance. In particular, the maxima
of the Faraday rotation angle occur at the maxima of
the transmittance, which corresponds the case of nearly
reflectionless slab in optics. There are two cases when
reflection turns to zero. The first case is given by the
half-wave condition when w = mλ/2n, n is an integer
and n1 = n2. The second case is given by the quarter-
wave condition when w = (2m+ 1)λ/4n, n =
√
n1n2,
where w is the total length of the slab, m is an integer,
n, n1 and n2 are the indices of refraction of a slab of
material and of the materials on either side of the slab,
respectively. In our case the half-wave condition is met.
Therefore, the resonances are seen (Fig. 10b) inside the
material at half-integer multiples of the probe wavelength
divided by the index of refraction of the material, which
12
Figure 10: Transmittance and the Faraday rotation angle
are plotted as a function of thickness t and as a function
of wavelength λ for the geometry shown in Fig. 8. In a
and b we choose Tr = Tp = 1 ps, while in c and d we
choose Tr = Tp/10 = 1 ps. For a and c the wavelength is
λ = 9.97 µm, which corresponds to a detuning energy of 10
meV. For b and d the thickness is t = 1.72 µm. The width
of the transparency region of the excitation of Weyl fermion
is 134 meV, as calculated from the bandstructure as shown in
Fig. 7.
is n = 5.8. Of course, Fig. 10 exhibits a slight deviation
from zero reflection at maxima due to the presence of
multiple interfaces. The Faraday rotation angle obtained
using a wide-bandgap semiconductor quantum dot is usu-
ally small compared to this result.51
VII. CONCLUSION
We have calculated the optical transitions for the Weyl
interface fermions in 3D TI at the L point using the
Dirac Hamiltonian. The spin selection rules for the op-
tical transitions are very strict. The interaction Hamil-
tonian that comes from the quadratic part of the k. p
is included in the calculation and is shown to have zero
contribution to the transition dipole moment.
We demonstrate the effect of the strict optical selec-
tion rules by considering the Faraday effect due to Pauli
exclusion principle in a pump-probe setup. Our calcula-
tions show that the Faraday rotation angle exhibits oscil-
lations as a function of probe wavelength and thickness
of the slab material on either side of the 3D TI double in-
terface of a PbTe/Pb0.31Sn0.69Te/PbTe heterostructure.
The maxima in the Faraday rotation angle are in the
millirad regime.
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Appendix A
The continuity of the tangential components of the
electric field at z = 0, z = t, z = t + d and z = 2t + d
leads to[
Ea
Ea
]
+
[
Ebx
Eby
]
=
[
Ecx
Ecy
]
+
[
Edx
Edy
]
, (41)[
Ecx
Ecy
]
eikIIt +
[
Edx
Edy
]
e−ikIIt =
[
Eex
Eey
]
eikIIt
+
[
Eex
Eey
]
e−ikIIt, (42)[
Eex
Eey
]
eikII(t+d) +
[
Efx
Efy
]
e−ikII(t+d)
=
[
Egx
Egy
]
eikII(t+d) +
[
Ehx
Ehy
]
e−ikII(t+d), (43)[
Egx
Egy
]
eikII(2t+d) +
[
Ehx
Ehy
]
e−ikII(2t+d)
=
[
Eix
Eiy
]
eikI(2t+d). (44)
Similarly the continuity of derivative of the electric fields
at z = 0, z = t, z = t+ d and z = 2t+ d yields
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ikI
[
Ea
Ea
]
− ikI
[
Ebx
Eby
]
= ikII
[
Ecx
Ecy
]
− ikII
[
Edx
Edy
]
, (45)
ikII
[
Ecx
Ecy
]
eikIIt − ikII
[
Edx
Edy
]
e−ikIIt = ikII
[
Eex
Eey
]
eikIIt − ikII
[
Efx
Efy
]
e−ikIIt
+iωµo
[
σxx(Eexe
ikIIt − Efxe−ikIIt) + σxy(EeyeikIIt − Efye−ikIIt)
σyx(Eexe
ikIIt − Efxe−ikIIt) + σyy(EeyeikIIt − Efye−ikIIt)
]
, (46)
ikII
[
Eex
Eey
]
eikII(t+d) − ikII
[
Efx
Efy
]
e−ikII(t+d) = ikII
[
Egx
Egy
]
eikII(t+d) − ikII
[
Ehx
Ehy
]
e−ikII(t+d)
+iωµo
[
σxx(Egxe
ikII(t+d) − Ehxe−ikII(t+d)) + σxy(EgyeikII(t+d) − Ehye−ikII(t+d))
σyx(Egxe
ikII(t+d) − Ehxe−ikII(t+d)) + σyy(EgyeikII(t+d) − Egye−ikII(t+d))
]
, (47)
ikII
[
Egx
Egy
]
eikII(2t+d) − ikII
[
Ehx
Ehy
]
e−ikII(2t+d) = ikI
[
Eix
Eiy
]
eikI(2t+d). (48)
The response of the top and bottom surfaces of the
Pb1−xSnxTe slab to the field depends on the transition
matrix elements on the corresponding surfaces. Since,
the transition matrix elemets for both of the surfaces are
same, we have σt,ij = σt+L,ij . The off diagonal elements
σxy and σxy of the magneto-optical tensors σij are cal-
culated to be zero. The algebric Eqs. 41 to 48 can be
solved for each of the amplitude of component field in
each region interm of the incident filed. The solutions
for the transmitted field are given by
[
Eix
Eiy
]
=
4kIkIIe
−ikI(2t+d)
(kI + kII)e−ikIIt [α(kIIA+ C) + β(kIIB +D)] + (kI − kII)eikIIt [α(kIIA− C) + β(kIIB −D)]
[
Ea
Ea
]
,
(49)
where α = kII+kI4kII , β =
kII−kI
4kII
,
A = 2e−ikII(t+d) − 2iωµo sin kIId
kII
[
σxx
σyy
]
e−ikIIt, (50)
B = 2eikII(t+d) +
2iωµo sin kIId
kII
[
σxx
σyy
]
eikIIt, (51)
C = e−ikII(t+d)
(
kII + ωµo
[
σxx
σyy
])(
2 +
ωµo
kII
[
σxx
σyy
])
− ωµo
kII
e−ikII(t+d)
[
σxx
σyy
](
−kII − ωµo
[
σxx
σyy
])
, (52)
D = −ωµo
kII
eikII(t−d)
[
σxx
σyy
](
kII + ωµo
[
σxx
σyy
])
− e−ikII(t+d)
(
−kII − ωµo
[
σxx
σyy
])(
2 +
ωµo
kII
[
σxx
σyy
])
. (53)
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