In this paper, the urinary bladder cancer diagnostic method which is based on Multi-Layer Perceptron and Laplacian edge detector is presented. The aim of this paper is to investigate the implementation possibility of a simpler method (Multi-Layer Perceptron) alongside commonly used methods, such as Deep Learning Convolutional Neural Networks, for the urinary bladder cancer detection. The dataset used for this research consisted of 1997 images of bladder cancer and 986 images of non-cancer tissue. The results of the conducted research showed that using Multi-Layer Perceptron trained and tested with images pre-processed with Laplacian edge detector are achieving AUC value up to 0.99. When different image sizes are compared it can be seen that the best results are achieved if × 50 50 and × 100 100 images were used.
Introduction
The bladder cancer is one of the most common cancers arising from the tissues of the urinary bladder. Bladder cancer begins when cells in the urinary bladder mucosa start to uncontrollably grow and as more cancer cells develop eventually they form a tumor and spread to other areas of a human body. The symptoms which could indicate bladder cancer are: blood in urine, pain with urination and low back pain. Potential risk factors for bladder cancer are smoking, family history, prior radiation therapy, frequent bladder infection and exposure to certain chemicals (aromatic amines) [1] . It should be noted that tobacco smoking is the main known contributor to urinary bladder cancer [2, 3] . The research [4] showed that obesity is associated with a risk of urinary bladder cancer. There are different types of urinary bladder cancer and these are:
• urothelial carcinoma (transitional cell carcinoma) -is one of the most common types of bladder cancer. This type of cancer originates in the urothelial cells which are located at the inside of the urinary bladder [5, 6] .
• squamous cell carcinoma -associated with chronic irritation of the bladder i.e. from an infection or long-term use of urinary catheter. This type of bladder cancer is rare and it is more common in world regions where the main cause of infection is one of parasitic origins [7, 8] ,
• adenocarcinoma -very rare type of carcinoma which may arise in the bladder as well as from a number of other organs [9, 10] .
• small cell carcinoma -another very rare, highly aggressive type of bladder cancer. The small cell carcinoma is diagnosed at advanced stages and it is generally believed to have high metastatic potential [11, 12] .
• sarcoma -extremely rare type of bladder cancer [13, 14] . The rarity of this cancer makes cytologist difficult to detect the spindle cell lesions in urine for malignant cytology.
As mentioned previously, urothelial carcinoma, also known as transitional cell carcinoma (TCC) is the most common type of bladder cancer. This type of cancer starts in the urothelial cells which are located inside the bladder. Urothelial cells are also found in other parts of urinary tract for example part of kidney that connects to the ureter (renal pelvis), the ureters and the urethra. Bladder cancers can be classified based on penetration depth of bladder wall and based on their shape. There are two types of bladder cancer based on penetration depth of bladder wall classification, and these are non-invasive and invasive cancers. Noninvasive cancers are only in the transitional epithelium which is inner cells layer of a bladder. The invasive cancers are grown into deeper layers of the bladder wall. In case of invasive cancers, there is higher possibility of spreading to other parts of human body and generally they are harder to treat. In case of shape based classification there are also two types of cancer and these are papillary carcinomas and flat carcinomas. Papillary carcinomas grow on the inner surface towards the hollow center of the bladder. This shape of this cancer type is finger-like projections. They often grow towards the center of the bladder without growing deeper into bladder layers, and they are called non-invasive papillary cancers. On the other hand, flat carcinomas do not grow toward the hollow center of a bladder. For example if a flat tumor is located only in the inner layer of bladder cells, it is called noninvasive flat carcinoma or flat carcinoma in situ (CIS).
There have been studies to classify cancer using AI techniques such as Artificial Neural Networks (ANN) [15] [16] [17] [18] , Fuzzy Logic [19, 20] and Support Vector Machines (SVM) [21] [22] [23] . While AI is vast field with variety of unexplored algorithms that can be used in medical research the ANNs are one of the best studied so far. The ANN have been successfully implemented in image classification [24] [25] [26] [27] [28] but there will always be area for improvement in terms of classification performance while maintaining reasonable complexity of the ANN architecture. The implementation of ANN in medicine could be observed by number of published papers [29] . The concept of ANN is not new since they have been a field of research for more than 80 years [30] . The first ANN models were perceptrons and these are artificial neurons capable of solving simple linear problems. The first ANN capable of solving nonlinear problems was developed in 1974 [31] . The first useful computational models of supervised learning ANNs were developed in 60s [32, 33] and mid 80s [34] of last century.
There are numerous research papers that describe successful implementation of ANN in detection, staging and prognosis of prostate and urinary bladder cancer. For purposes of this paper the chronological overview of ANN implementation in diagnostic of bladder and prostate cancer is shown and is listed in Table 1 .
As seen in Table 1 over the last 25 years there were many successful attempts in utilizing AI tools in order to develop detection systems for bladder/prostate cancer. However, the results obtained in these research papers could be improved in terms of AUC performance which can be a viable classification measure [51] . AUC is term abbreviated from Area Under the ROC Curve and provides the information of model capability for class distinction. The range of AUC values is between 0 and 1, where 1 represents a perfect classification. The ROC is term abbreviated from Receiver Operating Characteristics and represents a graphical plot that illustrates the classification performance of the classifier.
In this paper the idea is to implement Multi-Layer Perceptron (MLP) in combination with Laplacian edge detector in order to investigate the possibility of implementing such algorithm in bladder cancer detection and to achieve higher AUC values than methods presented in Table 1 . The MLP has a long history of implementation in medical research for image classification [52] [53] [54] [55] [56] [57] , detection [58] [59] [60] [61] [62] and prediction [63] [64] [65] . Although the MLP has been implemented in medical research over the years there is still space for its implementation, in addition to standard algorithms such as CNN.
The edge detection which is a fundamental tool in image processing, computer, and machine vision, is a mathematical method which is used to identify points in a digital image at which the image brightness changes sharply or has a discontinuity [66, 67] . The edges are represented as curved lines, and each line consists of points at which brightness is sharply changing. The methods for edge detection are classified in two main categories and these are gradient based [66, 67] and Laplacian based method [66] [67] [68] . The image edges in gradient based method are detected by applying the first derivative of the image. The gradient magnitude measures the edge strength and computes the local edge orientation which is in the gradient direction. This method has been successfully applied in edge detection of medical images [69, 70] . The Laplacian based method is used to compute second-order derivative expression of an image which has a zero crossing. In this method, edges are found by searching zero crossing of nonlinear differential expression. In some cases, before the application of Laplacian edge detection, a preprocessing step Gaussian smoothing is applied which is commonly a refining stage. The Laplacian method has also been successfully applied in different fields such as computing [71] and medicine [72] . According to [68, 73, 74] Laplacian based method for edge detection is performing better in terms edge localization in comparison with gradient based methods so Laplacian based method will be utilized in this research.
To summarize the novelty of this paper, the idea is to implement MLP in combination with Laplacian edge detection in order to achieve higher AUC values than presented in Table 1 while maintaining reasonable complexity of classification algorithm. From previous statement the following hypothesis can be drawn: • to achieve higher AUC values in image classification of bladder cancer,
• to investigate the influence of image size, MLP model complexity, non-linear activation function type, and solver on AUC value, and
• to investigate the influence of aforementioned parameters on MLP training time.
Based on obtained results from previously defined investigation the MLP architectures that produce highest AUC values will be determined.
Materials and methods
In this section the detailed overview of materials and methods used will be covered. This section is divided on Dataset Description, Laplacian edge detector, Image Resizing, MLP with Laplacian of an image as an input and Research Methodology. The Dataset Description gives short and concise description of obtaining images procedure using flexible cystoscopy and description of entire dataset used in this research. The Laplacian edge detector gives short overview and mathematical description of Laplacian edge detector. In the Image Resizing the procedure of image downsizing is described. The MLP with Laplacian subsection describes the dataflow process of MLP with Laplacian of an image as an input, and in subsection Research Methodology, as the name states, the research methodology procedure is described.
Dataset description
According to [75] , the cystoscopy is an endoscopic procedure which is used to visually evaluate the urethra and bladder respectively. Generally, the camera is inserted via the urethra under local or general anesthesia. Once inside the bladder the lesions can be biopsied or removed. According to [76] there are two types of cystoscopy and these are:
• flexible cystoscopy -is a procedure to check for any problem in patients bladder using a flexible fiber-optic, and
• rigid cystoscopy -is a procedure to check for any problems in patients bladder using a rigid fiber-optic.
In this research the flexible cystoscopy is used in order to obtain images of urinary bladder tissue. Together with flexible cystoscopy, a biopsy is performed for medical findings evaluation. The example of an image where urinary bladder cancer is diagnosed and confirmed with biopsy findings is shown in Fig. 1 .
Together with images that are representing urinary bladder cancer, images of non-cancer tumor tissue are also obtained. Findings are confirmed with the biopsy. An example of such image is shown in Fig. 2 .
On the described way an image dataset is obtained. Dataset contains 1997 images of bladder cancer and 986 images of non-cancer tissue. From the dataset 1500 images that represent cancer and 500 noncancer images are used for classifier training. All images are 720 pixels wide and 540 pixels high. Images that are not included into training dataset are used for test dataset.
Laplacian edge detector
In image classification, edge detection is a process of capturing image properties, which includes detecting discontinuities of an image [77] . For grayscale images, discontinuity is mostly occurred as step between two regions, with almost constant but different grey levels. Differences between two regions are, in fact, differences between their pixel values [78] .
Step edges are defined as relative extremum of the first derivative, or zero-crossings of the second derivative, as is shown on the example of a 1-D function in Fig. 3 .
First plot shown in Fig. 3 represents a pulse defined as
where u x ( ) represents the Heaviside step function. Second plot represents the first derivative of the shown pulse. Using first derivative, x values where edges can occur, are defined as x, if
Third plot in Fig. 3 represents a second derivative of the pulse function. In this case, an edge can be occurred for all x on which zero crossing of the second derivative is present. If more general case is described, the second derivative can be defined with Laplacian as
where M represents a function with n variables. Furthermore, n represents dimensionality of the function. Because of this property, an image can be expressed as a discrete two-variable function M x y [ , ] . Laplacian of an image can be defined as 
where x represents the variable of image width and y represents the variable of image height. On these terms, the edge is represented by zero crossing of the Laplacian. An example of the image on which Laplacian edge detector is applied is shown in Fig. 4 .
Image resizing
For purposes of this study, an image resizing method is described. This method can be used only for image downsizing. The ratio of size of two images can be expressed using scale factors. These scale factors are width (s x ) and height (s y ) scale factor. Width scale factor can be defined as
where n x1 represents original image width in number of pixels and n x2 represents new image width in number of pixels. Height scale factor can be defined as
where n y1 represents original image height in number of pixels and n y2 represents new image height in number of pixels. Scale factors are actually representing width and height of the image pixel group which will be transformed into one pixel of the resized image. Using scale factors, area of the pixel group used for resizing can be calculated as
From scale factors standpoint, two different cases of image resizing can be defined as:
• Resizing with integer scale factors and • Resizing with non-integer scale factors.
For the case of image resizing with integer scale factors, s x and s y can be defined as:
x y (8) From Eqs. (7) and (8) it can be seen, that whole pixels will be included into the image pixel group used for creating a new pixel, as is shown with the shaded area in Fig. 5 . Intensity of each pixel into the pixel group (I ) can be defined as a part of the interval
Because original image is grayscale, zero represents black and 255 represents the white pixel. All values between are representing one of the gray levels [79] . By using described pixel values, area (A) and scale factors (s x and s y ), a pixel value of the new image pixel (I R ) can be calculated as follows:
. 
From Eqs. (9) and (10) a conclusion can be drawn that the new pixel will also be in following range
In case of scaling with non-integer scale factor, some pixels will be only partially included into the pixel group, as is shown in Fig. 6 . Part of the pixel that is included into the pixel group used for calculation of the new pixel value, can be determined as 
Described procedures will be performed for all pixel groups of the picture. The number of pixel groups can be determined as
For the case of scaling with integer scale factors, one pixel will be part of just one pixel group. This is not a case for scaling with non-integer scale factors. In this case, one pixel can be partially included in more than one pixel group.
MLP with Laplacian of an image as an input
For purposes of this study, a new method is described. In this method, original urinary bladder tissue image is first resized using described resizing method. After that, Laplacian is applied on resized images. Laplacian of an image is then used as the input for the neural network. In case of this study, a Multilayer perceptron (MLP) is used, as shown with dataflow diagram in Fig. 7 .
The MLP is a type of feedforward ANNs that, in its basic form, consists of three layers and these are input layer, hidden layer and output layer. This type of ANN has high degree of connectivity, the extent of which is determined by synaptic weights of the network [80] . The MLP is trained using supervised learning method called backpropagation algorithm. The training process according to [80] can be divided in two phases and these are forward and backward phase. In forward phase the synaptic weights of the MLP are fixed as the signal is propagated through the network. In this phase the changes are confined to the activation potentials and outputs of the neurons in the network. In the backward phase the error signal is produced as difference between generated output and desired output. The error signal is then propagated backward until it reaches synaptic weight and the synaptic weights are then adjusted. In the hidden layer, each node is a neuron that contains a nonlinear activation function and it uses a supervised learning technique [81] . Activation function is the key element of an artificial neuron [82] . In this study, three different activation functions are used and these are:
• Rectifier Linear Unit (ReLU), • Hyperbolic Tangent (Tanh) and • Logistic sigmoid.
In order to perform supervised learning technique, optimization algorithms (optimizers) are used. In case of this study, three different optimizers are used and these are:
• Stochastic gradient descent algorithm (SGD) [84] and
• Adaptive learning rate optimization algorithm (Adam) [85] .
The number of input and output nodes are determined by data characteristics. For example, if the image is 30 pixels wide and 30 pixels high, the number of input nodes will be 900. That is the exact number of image pixels. The number of output nodes depends on the number of classes in which data is divided. In the case of this study, the output layer contains only one output node. The output value is 1 if the input image represents cancer and 0 if the input image represents healthy tissue. Proposed hidden layer configurations are determined experimentally by varying different configurations presented in Table 2 . In the first column of Table 2 a numerical designation is assigned to each of the configuration, while columns 2-7 show the number of nodes in each of the hidden layers respectively.
Research methodology
In this research, MLPs designed with hidden layer configurations reported in Table 2 and three different activation functions were used. Each of these 45 MLPs is trained using three different optimizers. Finally, all 135 variations of MLPs were trained and tested using images of urinary bladder cancer resized on four different sizes:
• × By using test dataset, Receiver operating characteristic (ROC) analysis is performed and Area Under the Receiver Operating Characteristics (AUC) value for all variations is obtained. In the case of this study, horizontal axis represents false positive rate (FPR) and vertical axis represents true positive rate (TPR). FPR can be defined as = − FPR 1 specificity (15) and TPR can be defined as = TPR sensitivity.
The AUC value can be used for determination of classification quality, as shown in [51] . In this case AUC will be used as a performance measure together with MLP training time. Aforementioned measures will be used for determination of optimal hidden layers design and image size. Furthermore, the influence of the image size and different hidden layer configurations on MLP performance will be investigated. 
Results and discussion
In this section, AUC and training times of different configurations and settings of MLP with Laplacian edge detector are compared. Detailed results achieved with each of configurations and settings are shown in Appendix.
Results
In case of MLP designed with ReLU activation function, with × 30 30 input images, it is observed that highest AUC values are achieved if MLP with six hidden layers is trained using L-BFGS solver. In this case, significant increase of AUC cannot be observed. The lowest AUC is achieved by using SGD solver, as is shown in Fig. 8 .
When maximal AUC values achieved with each of defined configurations are observed, it can be seen that the highest AUC of 0.96 is achieved if MLP designed with configuration No. 15 is utilized. It can be noticed that AUC values higher than 0.8 are achieved regardless of used configuration, if right solver is utilized, as shown in Fig. 9 .
If MLP training time is observed, it is obvious that by using SGD the longest training time is required. With increasing number of hidden layers, training procedure is getting slower. By using L-BFGS and Adam, training procedure is significantly faster with lower oscillations, as is shown in Fig. 10 .
If MLP designed with Tanh activation function is used, it is observed that in the case of learning with L-BFGS solver higher values are achieved when MLP is designed with less hidden layers. If Adam solver is used, a slight increase of AUC value with increasing number of hidden layers is noticed for all configurations with five or less hidden layers. If SGD solver is used, the highest AUC value is achieved if MLP with 6 hidden layers is used, as it is shown in Fig. 11 .
If maximal AUC achieved with each of defined configuration is observed, it can be seen that the highest AUC value of 0.95 is achieved if MLP designed with configuration No. 7 is utilized. When more complex configurations No. 14 and No. 15 are used a decrease of maximal AUC value can be noticed, as it is shown in Fig. 12 .
If training time is measured, it can be observed that, again, the longest time is required if SGD solver is used. Performances are also similar to performances of MLP designed with ReLU activation function if Adam and L-BFGS are used, as shown in Fig. 13 .
In case of MLP designed with Logistic sigmoid activation function, significant decrease of AUC value can be observed with increasing When AUC performances of each configuration are discussed, it can be seen that maximal AUC is achieved if configuration No. 6 is used. Configuration marked with numerical designations 11 and higher are performing poorly from AUC standpoint, as shown in Fig. 15 .
Because of low AUC values, training times of MLP trained by using SGD and Adam solvers cannot be included into MLP performance evaluation. If training time of MLP with three or less Logistic sigmoid hidden layers is measured, increase of training time with number of hidden layers increase can be observed, as it is shown in Fig. 16 .
When all results achieved with × 30 30 input images are summed up, it can be noticed that the highest AUC value of 0.96 is achieved if MLP with parameters reported in Table 3 is utilized.
If × 50 50 input images are used, MLP designed with ReLU activation function will achieve highest AUC value if configuration with four hidden layers is used. If MLP is trained by using L-BFGS optimizer, AUC value will fall if five hidden layers are used and again rise if MLP with six hidden layers is used. This is not a case if Adam or SGD solvers are used. In this case, AUC value will decrease if number of hidden layers is higher than four, as shown in Fig. 17 .
If AUC performance is observed for each configuration individually it can be noticed that the highest AUC value of 0.99 are achieved if configurations No. 10 and No. 12 are utilized. If more complex configurations are used, a decrease of AUC value can be noticed, as it is shown in Fig. 18 .
From Fig. 19 it can be seen that if SGD optimizer is used then the training procedure will be significantly longer. As in the case of training with × 30 30 images, MLP will take more time to train up if configuration with more hidden layers is used.
MLP designed with Tanh activation function will achieve highest AUC values if MLP with one hidden layer is trained using SGD optimizer. If configuration with two or more hidden layers is used, MLP will perform badly if it is trained by using SGD optimizer. A decrease of AUC value can also be observed if Adam and L-BFGS are used, as is shown in Fig. 20 . When AUC value is observed for each configuration, it can be seen that the highest AUC is achieved if configuration No. 11 is utilized. If more complex configurations are used, a significant fall of AUC can be noticed, as shown in Fig. 21 .
Training time can be taken into account only for MLPs designed with three or less hidden layers, if Adam or L-BFGS are used. For case of MLP trained with SGD, only training time of configuration with one hidden layer can be taken into account. These constrains are introduced because no meaningful conclusions can be driven from training times of MLPs with low AUC values (Fig. 22) .
If MLP designed with Logistic sigmoid activation function is utilized it can be noticed that maximal AUC is achieved if MLP with four hidden layers is used. MLPs designed with fewer hidden layers are achieving slightly lower AUC values, regardless of solver utilized. For MLPs designed with higher number of hidden layers a fall of AUC value can be observed for all three solvers, as shown in Fig. 23 .
When maximal AUC values are observed individually for each configuration, it can be noticed that the highest AUC will be achieved if configuration No. 9 is used. Configurations with lower and higher complexity are achieving lower AUC values, as it is shown in Fig. 24 .
In this case, training time of MLP trained with SGD optimizer will be Table 4 is utilized.
If × 100 100 input images are used for training MLPs designed with ReLU activation function, a decrease of AUC value can be observed for MLPs designed with higher number of hidden layers. Maximal AUC is achieved if configurations with four hidden layers are used. This is the case for all three described solvers, as is shown in Fig. 26 .
When maximal AUC values achieved with each of defined configurations of hidden layers are compared, it can be seen that the highest AUC value of 0.98 is achieved if configuration No. 11 is utilized. Slightly lower AUC values are achieved if simpler configurations (No. 1-10) are utilized. Significant drop of AUC value can be noticed if more complex configurations (No. 12-15) of hidden layers are used, as shown in Fig. 27 .
As it is shown in the case of × 30 30 and in the case of × 50 50 images, the longest time to train is required if training is performed with SGD optimizer. This is repeated for all configurations of hidden layers. In case of Adam and L-BFGS optimizers, shorter time is required with the tendency of decreasing for configurations with more hidden layers, as is shown in Fig. 28 .
For case of MLPs designed with Tanh activation function, highest AUC value will be achieved if SGD solver is used for training MLP with one hidden layer. MLP with more than one hidden layer will not achieve sufficient AUC rate. If Adam and L-BFGS are used, MLP will achieve constant AUC rate for all configurations with four or less hidden layers. MLP designed with more hidden layers will produce insufficient AUC rate, as it is shown in Fig. 29 .
If maximal AUC values achieved with each configuration are compared, it can be seen that maximal AUC will be achieved if configuration No. 5 is utilized. If more complex configurations are utilized, a In the case of MLP with one hidden layer that is trained with SGD, training time is significantly longer when compared with training times of MLPs trained with Adam or L-BFGS solver. Other MLPs cannot be taken into account if SGD solver is used. For MLPs trained with L-BFGS solver, the longest time is required if the three-hidden layers design is used. If MLP with four hidden layers is used, training is shorter. If Adam solver is used, training time is constant for all configurations of hidden layers, as shown in Fig. 31 . Designs with more than four hidden layers cannot be taken into account if Adam and L-BFGS solvers were used.
The MLP with four hidden layers that uses Logistic sigmoid activation function achieves highest AUC values. This can be observed for all solvers. By increasing number of hidden layers, a decrease of AUC rate can occur regardless of used solver, as is shown in Fig. 32 . It can be noticed that the highest AUC value is achieved if MLP designed with configuration No. 7 is utilized. More complex configurations of hidden layers are achieving lower AUC, as it is shown in Fig. 33 . Similar to most cases that are shown, MLP trained by using SGD will require the longest training time. Training times of MLPs are significantly decreasing if deeper configurations are used. This trend is manifested for all solvers used, as it can be seen in Fig. 34 .
In case of × 100 100 input images, it can be seen that the highest AUC of 0.99 is achieved if MLP with parameters reported in Table 5 is utilized.
In the case of × 200 200 input images, MLPs designed with ReLU activation function will achieve highest AUC values for all configurations of hidden layers if SGD solver is used. Significant decrease in AUC value can be observed for MLPs trained with L-BFGS and Adam solver, in comparison with previous MLP with ReLU designs, as shown in Fig. 35 .
When AUC performance of each configuration is observed individually, it can be noticed that maximal AUC value of 0.91 is achieved if configuration No. 12 is utilized, as shown in Fig. 36 . Similar to majority of previously discussed cases, when more complex configurations of hidden layers are utilized, a drop in AUC value occurs.
If training times are compared, it can be seen, that MLPs trained with L-BFGS solver converge significantly faster than MLPs trained with Adam solver. MLPs trained with SGD solver are converging faster if configurations with less hidden layers were used. For deeper configurations, MLP trained with SGD solver will take longer to converge, similarly to previously described cases. For configuration with 6 hidden Fig. 29 . AUC value versus the number of hidden layers for MLP designed with Tanh activation function and × 100 100 input images. Fig. 38 .
In the case of MLP designed with Tanh activation function, it can be seen that maximal AUC of 0.92 is achieved if hidden layers configuration No. 5 is utilized. For more complex configurations, drop of AUC value occurs, as shown in Fig. 39 .
The MLP will take the longest time to converge if it is trained with SGD solver. For this type of solver, configurations with three or more hidden layers cannot be taken into account in terms of training time because of low AUC values. If L-BFGS solver is used for training, Fig. 34 . Training time versus the number of hidden layers for MLP designed with Logistic sigmoid activation function and × 100 100 input images. When Logistic sigmoid activation function is used for MLP design there is no significant AUC value oscillations with change of hidden layers number. This characteristic is present for all three solvers, as shown in Fig. 41 . The AUC value is noticeably lower than it is in the case of previous variations.
If AUC performance of each configuration of hidden layers is observed, it can be seen that the highest AUC of 0.88 is achieved if configuration No. 4 is utilized. AUC values that are achieved with other configurations are lower than 0.85, as it is shown in Fig. 42 .
By using SGD solver, MLPs will take more time to converge than it is in the case of L-BFGS or Adam solver. If MLP is designed with six hidden layers, training time is significantly shorter for the case of training with any of three described solvers, as is shown in Fig. 43 .
When results for case of × 200 200 input images are summed up, it can be seen that the highest AUC value of 0.92 will be achieved if MLP with parameters reported in Table 6 is utilized.
When average AUC values of MLPs designed with ReLU activation function are compared, it is evident that the highest AUC value will be achieved if × 50 50 images are used. In comparison with MLPs with × 50 50 input images, MLPs with × 100 100 input images will, in average, achieve slightly lower AUC value. For both × 30 30 and × 200 200, lower AUC values are observed. When results are compared for each of used solvers, it can be concluded that AUC values are following the described trend, regardless of the used solver, as shown in Fig. 44 .
By comparing average training time for each of described solvers and image sizes it can be concluded that MLPs trained with SGD solver requires longer time to converge. By observing change of training time with increasing number of image pixels, an exponential growth trend can occur. In other words, by increasing number of input nodes, training time will be exponentially longer, as it is shown in Fig. 45 . In the case of MLPs designed with Tanh activation function, higher AUC values are achieved if Adam or L-BFGS solver were used. The Fig. 46 .
As it is in the case for MLPs designed with ReLU activation function, in the case of MLPs designed with Tanh activation function, using SGD solver will result with significantly longer training time. Training times are exponentially longer when input images are larger, as it is shown in Fig. 47 can be noticed that higher AUC values are achieved if MLP with Laplacian is utilized for urinary bladder cancer diagnosis, as shown in Table 7 . It can be noticed that MLP with Laplacian for all four input image sizes achieves higher AUC values, in comparison to related methods.
When influence of MLP model complexity on training time performances is observed, it can be noticed that, in the case of × 30 30 input images, there is no significant difference in training time performances, regardless of model complexity. Similar property can be noticed in the case of × 50 50 input images, if L-BFGS and Adam solver are utilized. Significantly longer training times are required if SGD solver is utilized. In the case of × 100 100 input images the described trend in regard of SGD solver can also be noticed. If MLPs are designed with Logistic sigmoid, a significant drop of training times can be noticed when more complex MLP models are utilized. In the case of × 200 200 input images, training times are significantly shorter when more complex MLP models were utilized. In difference with the case of × 100 100 input images, where this property is noticed only for MLPs designed with Logistic sigmoid, in the case of × 200 200 drop of training times can be noticed regardless of activation function utilized. As in previous cases, MLPs will take significantly longer to train if SGD is utilized.
When average AUC values are observed for each activation function, input image size and solver utilized it can be noticed that highest AUC values are achieved in case of × 50 50 and × 100 100 input image sizes. On the other hand, if average training times are observed, an exponential growth of training time with increasing size of input images can be noticed. This property can be noticed regardless of activation function and solver utilized.
Conclusion
In this paper, the urinary bladder cancer diagnostic method based on MLP is presented. This method uses image resizing and Laplacian edge detector for pre-processing of input images. Described method offers an alternative approach to bladder cancer diagnostic method. This method can be used as a main or secondary algorithm in design of expert system in diagnosis of urinary bladder cancer, alongside standardly used DL-CNN. Based on performed investigation the following conclusions can be drawn: [37] AUC: 0.77 ANN [38] AUC: 0.89 ANN [41] AUC: 0.72 ANN [45] AUC: 0.85-0.885 DL-CNN [48] AUC: ± 0.7 0.06
