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Time-reversal symmetry prohibits elastic backscattering of electrons propagating within a helical
edge of a two-dimensional topological insulator. However, small band gaps in these systems make
them sensitive to doping disorder, which may lead to the formation of electron and hole puddles.
Such a puddle – a quantum dot – tunnel-coupled to the edge may significantly enhance the inelastic
backscattering rate, due to the long dwelling time of an electron in the dot. The added resistance
is especially strong for dots carrying an odd number of electrons, due to the Kondo effect. For the
same reason, the temperature dependence of the added resistance becomes rather weak. We present
a detailed theory of the quantum dot effect on the helical edge resistance. It allows us to make
specific predictions for possible future experiments with artificially prepared dots in topological
insulators. It also provides a qualitative explanation of the resistance fluctuations observed in short
HgTe quantum wells. In addition to the single-dot theory, we develop a statistical description of
the helical edge resistivity introduced by random charge puddles in a long heterostructure carrying
helical edge states. The presence of charge puddles in long samples may explain the observed
coexistence of a high sample resistance with the propagation of electrons along the sample edges.
PACS numbers: 71.10.Pm,73.63.Kv
I. INTRODUCTION
A two-dimensional topological insulator supports gap-
less helical boundary modes.1–3 Elastic backscattering is
forbidden for two states counter-propagating along a “he-
lical edge” of a time-reversal symmetric topological insu-
lator. In the absence of inelastic scattering mechanisms,
that would lead to ideal conductance G0 = e
2/(2pi~) of
an edge, as long as the temperature is much smaller than
the gap. The joint effect of electron-electron interaction
and impurities leads to a temperature-dependent sup-
pression of the conductance, G = G0−∆G(T ). The func-
tion ∆G(T ) has a power-law low-temperature asymp-
tote; if the impurities are structureless, the only natu-
ral scale for the T -dependence is provided by the bulk
gap Eg. In models
4–6 conserving one of the spin projec-
tions, ∆G ∝ (T/Eg)6. Lifting that constraint7 makes the
T -dependence somewhat weaker, ∆G ∝ (T/Eg)4 (here-
inafter we dispense with Luttinger liquid effects8,9 be-
cause of the relatively high dielectric constant, κ ≈ 13,
in HgTe quantum wells10). At estimated Eg ∼ 10 meV
in HgTe/CdTe heterostructures10 even the slowest of the
two asymptotes provides a strong temperature depen-
dence of ∆G, which is apparently incompatible with
observations11,12 (similar results have been obtained13,14
in experiments on InAs/GaSb quantum wells15).
In Ref. 16 some of us suggested that puddles of elec-
tron liquid induced in the topological insulator by doping
of a gated heterostructure may enhance backscattering.
One may think of a puddle affecting the edge conductance
as a quantum dot side-coupled to the helical edge by a
tunnel junction, see Fig. 1. The crucial difference of the
“new” quantum dot physics compared to the “conven-
tional” one17,18 is that elastic scattering processes do not
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FIG. 1. (Color online) A quantum dot of linear size w
(bottom) tunnel-coupled to a helical edge (top). The mean
level spacing of the puddle is denoted by δ and its charging
energy by EC . The typical tunneling-induced level width is
Γ.
lead to backscattering, and therefore do not contribute
to ∆G. The confinement of charge carriers to a puddle
– or a quantum dot – produces two new small energy
scales: spacing between the levels of spatial quantization
δ, and the level width Γ associated with the dot-edge tun-
neling. Backscattering becomes sensitive to the position
of the chemical potential with respect to the broadened
single-electron levels. That makes ∆G(T ) also depen-
dent on the gate voltage Vg which controls the chemical
potential. If it is tuned to coincide with one of the lev-
els, then the characteristic energy scale determining the
low-energy asymptote of ∆G becomes ∼ Γ, rather than
Eg. In addition to boosting the coefficient in the ∆G(T )
power-law asymptote, the scale Γ also defines the range of
temperatures above which ∆G(T ) substantially deviates
from the asymptote. In fact, the sign of the derivative
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2d∆G/dT can change at T ∼ Γ. If the chemical potential
is tuned away from a discrete level, then the tempera-
ture dependence of ∆G strongly depends on the electron
number parity in the ground state of an isolated puddle.
The earlier work16 concentrated exclusively on the even-
parity states, where the characteristic energy separating
the low- and “high”-temperature regimes is ∼ δ. That
consideration ignored the possibility of puddles which, if
isolated, would contain an odd number of electrons and
thus carry spin. The spin-carrying states become ubiqui-
tous if the puddle’s charging energy EC exceeds δ. The
presence of a spin, in turn, leads to a Kondo effect and
to the appearance of a new energy scale TK , which may
be exponentially small in the parameter δ/Γ. The ap-
pearance of the Kondo temperature scale TK strongly
affects the temperature dependence of ∆G since it limits
the validity of the power-law asymptote to extremely low
temperatures. For this reason the puddle-induced resis-
tivity of a long edge shows remarkably weak temperature
dependence. This behavior was not captured by the cal-
culation of Ref. 16, which only considered puddles with
an even electron number.
The goal of this paper is to develop a comprehensive
theory of electron transport along the helical edge chan-
nel coupled to quantum dots formed in the “bulk” of the
two-dimensional topological insulator. We concentrate
on the linear-in-bias regime, and investigate ∆G(T, Vg)
for a helical edge in the presence of a single control-
lable dot. Some of the signature differences of the found
∆G(T, Vg) from the two-terminal conductance across a
conventional quantum dot G(T, Vg) are summarized in
Fig. 2. We also aim at predicting the behavior of ∆G(T )
averaged over many random charge puddles (modeled as
quantum dots) along an edge of a macroscopic sample.
As we already mentioned, the peculiarity introduced
by the helical nature of the edge is the absence of elas-
tic backscattering processes. That renders inapplicable
the conventional elements of the quantum dot trans-
port theory,18 such as elastic tunneling in the sequen-
tial regime, elastic co-tunneling, and elastic scattering
off a dot in Kondo regime, and makes us to address anew
the conduction mechanisms in a broad temperature in-
terval, from T  TK , to T & EC . Using our results
we can account for the all the qualitative features seen
in the experiments, namely the imperfect conductance of
short samples at low temperatures and its fluctuations
as function of the gate voltage11,19 as well as the resis-
tive behavior of long samples.12 We also provide detailed
predictions for future experiments. Let us also note that
when time reversal symmetry is broken (e.g., by applying
a magnetic field) elastic backscattering caused by sources
other then puddles may become significant; we therefore
do not discuss this case.
The paper is organized as follows. In Section II we ex-
plain qualitatively the main results. Sections III and IV
deal with the backscattering of the helical edge electrons
off a single quantum dot with small or large charging
energy EC , respectively. In Section V we estimate the
puddle parameters assuming the puddles of charge orig-
inate from dopant-induced potential fluctuations. In the
same section we calculate the low-temperature resistivity
%(T ) of a long edge due to puddles. In Section VI we dis-
cuss how our theory connects with existing experimental
data. Finally, conclusions are drawn in Section VII.
Throughout this paper we use units such that ~ =
kB = 1.
II. QUALITATIVE DISCUSSION OF THE MAIN
RESULTS
In this section we give qualitative description of our
main results, leaving detailed discussion to the following
sections. We start with estimates of the conductance cor-
rection ∆G(T ) coming from a single dot. Being a source
of inelastic scattering, it yields ∆G ∝ T 4 at low tem-
perature; we relate the proportionality coefficient in that
dependence to the parameters of the dot and establish the
temperature range for this limiting behavior. The tem-
perature dependence of ∆G outside that range turns out
to be much slower, as we demonstrate next. Finally, we
use the single-dot results to estimate the effect of random
charge puddles on the edge resistivity of a long sample.
1. Electron backscattering off a single quantum dot.
At sufficiently low energy scales, electron scattering
may be considered in the long-wavelength limit, i.e., the
dot behaves as a point-like scatterer. The latter is de-
scribed by an effective Hamiltonian7,8
Hλ = λ {[ψ†L∂xψ†LψLψR − ψ†Rψ†LψR∂xψR] + h.c.}
∣∣∣
x=x0
,
(2.1)
which respects the time-reversal symmetry; x0 here is the
(coarse-grained) coordinate of the scatterer. The spatial
derivative in Eq. (2.1) accounts for the Pauli principle
([ψL(x)]
2 = [ψR(x)]
2 = 0). The long-wavelength limit of
the Hamiltonian is applicable in some energy band |ε| .
D. The bandwidth D is determined by the structure
of the impurity, which also determines the value of λ.
Upon transformation of Eq. (2.1) to the momentum (k)
representation, the spatial derivative yields a factor ∝ k
in the interaction amplitude. That in turn leads to an
extra factor T 2, in the scattering cross-section compared
to the “standard” Fermi-liquid result,20 and yields ∆G ∼
λ2ρ4T 4, as can be checked with the help of the Fermi
Golden Rule. (Here ρ is the density of states of the edge.)
To estimate λ, we match the results for some scat-
tering cross-section, evaluated in two ways: microscopi-
cally, and with the help of Eq. (2.1). For instance, we
consider scattering of a left- and a right-mover into two
left-movers, d†k1Ld
†
k2R
|G〉 → d†k3Ld
†
k4L
|G〉. Here |G〉 is
the direct product of ground states for edge and dot,
ψγ(x) =
∑
k dkγe
ikx, and the indices γ = L,R denote
the propagation direction along the edge. Each state in
3¢G=¢Gpeak
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FIG. 2. (Color online) (a) Helical edge conductance correction ∆G caused by a Coulomb blockaded quantum dot is plotted
as a function of dimensionless gate voltage Ng = CgVg/e and temperature T . (Here Cg is the dot-gate capacitance.) Half-
integer values of Ng correspond to points of charge degeneracy. For convenience, we measure ∆G in units of its peak value
∆Gpeak = G0Γ
2/g2δ2 at “high” temperature, δ > T  Γ, see Eq. (2.7). Temperature decreases from dot level spacing
T ∼ δ  Γ (red, topmost curve) down to a very low value T ∼ δe−piδ/Γ (blue, second lowest curve), corresponding to odd-valley
Kondo temperature at distance δ/EC from a charge degeneracy point. Ground state degeneracy in the odd valleys leads to a
weak temperature dependence ∆G ∝ ln2(T/TK) resulting in the conspicuous plateau seen in the graph. The plateau persists
down to temperature δe−piδ/Γ below which it starts to narrow from the sides (not shown in the figure). Once temperature is
further lowered below T ∼ δe−piEC/2Γ (Kondo temperature in the bottom of the valley), the odd valley contribution starts to
decrease (purple, lowest curve) as ∆G ∝ T 4, see Eq. (2.15). In the even valley, the power-law ∆G ∝ T 4 holds throughout the
wide interval from level spacing to zero temperature. The same law applies to the peaks at temperatures below the level width,
T  Γ. However, at temperatures above Γ the peak ∆G(T ) saturates to a constant value because of off-resonant scattering, see
Eq. (2.7) and the discussion leading to it. (b) For comparison: two-terminal conductance G(Ng, T ) of a conventional quantum
dot in the regime of the Kondo effect. Notice that dG/dT < 0 in the odd valley because of Kondo effect, while in the even
one dG/dT > 0. This results in trace crossings in the graph, contrary to Fig. 2a. Elastic tunneling makes G finite even in the
limit T → 0 (blue curve). This is also in contrast with ∆G(T ) in Fig. 2a, which is monotonically decreasing at any Ng, and
eventually vanishes at T → 0 (purple, lowest curve) due to the inelastic nature of scattering.
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FIG. 3. (Color online) An example of a virtual process
contributing to the amplitude (2.2). The initial, intermediate,
and final states of the dot are shown (from left to right).
The dashed line marks the Fermi level. Here the upwards
and downwards arrows correspond to the labels L and R,
respectively.
the dot is Kramers degenerate; for each Kramers doublet
we choose as a basis the states whose spin projections at
the point of contact match those of the R/L edge modes
at the Fermi level. We denote these dot states by R/L
too. Hence, tunneling conserves the R/L index.
The scattering amplitude in question depends strongly
on the parity of the electron number on the dot. We
start with an even electron number and sketch the
perturbative-in-tunneling evaluation of the amplitude.
Moreover, we consider here a “toy dot” with only two
orbital states. At even electron number, the state ε0
is doubly-occupied, and the state ε1 is empty (energies
are measured from the Fermi level of the edge, ε0 < 0).
A typical contribution to the scattering amplitude goes
through a sequence of intermediate states (see Fig. 3):
d†k1Ld
†
k2R
|G〉 → c†1Ld†k2R|G〉 → c
†
1Ld
†
k2R
d†k3Lc0L|G〉 →
c†1Ld
†
k2R
d†k3Lc0R|G〉 → c
†
1Ld
†
k3L
|G〉 → d†k4Ld
†
k3L
|G〉 (op-
erators c† create electrons in the dot). Here the first two
transitions are facilitated, respectively, by tunneling of an
electron into level 1 and tunneling of an electron out of
level 0; the third transition is due to the matrix element
of interaction within the dot U0L1L;0R1L = U , allowed
by the time-reversal symmetry (for brevity we denote all
the backscattering matrix elements by U in the follow-
ing). The contribution to the scattering amplitude reads:
Ak1k2k3k4 = (2.2)
t1t0Ut0t1
(ε1 + E+ − Ek4)(ε1 − ε0 − Ek1 + Ek3)2(ε1 + E+ − Ek1)
.
Here t0, t1 are the matrix elements of tunneling Hamilto-
nian connecting the dot states 0, 1 with the edge, ener-
gies Eki of the edge states are measured from the Fermi
level, and E+ is the proxy for the charging energy (com-
ing from interaction of the additional electron on level
41 with the two electrons on level 0). The strength of
momentum dispersion of the amplitude is determined by
the ratio of energies Eki in the denominators of Eq. (2.2)
to the momentum-independent terms in the same de-
nominator. The comparison indicates that the disper-
sion is negligible, as long as the energies of the involved
electrons of the edge reside deep within the bandwidth
D = min(δ, ε1 + E+), where δ = ε1 − ε0 is the dot level
spacing. In the linear response regime, that sets condi-
tion on temperature, T  D, at which one may use the
effective low-energy theory.
There is a process otherwise identical to the one de-
picted in Fig. 3, but with the two momenta k3 and k4
interchanged. Adding these two and using |Eki |  D
leads to
Heff ∼
∑
k1...k4
Ak1k2[k3k4]d
†
k4L
d†k3Ldk2Rdk1L , (2.3)
where the combined amplitude is
Ak1k2[k3k4] =
t20t
2
1U [δ + 2(ε1 + E+)]
δ3(ε1 + E+)3
· (Ek4 −Ek3) (2.4)
(in deriving it, we accounted for the energy conserva-
tion, Ek1 + Ek2 = Ek3 + Ek4). The factor Ek4 − Ek3 =
u(k4 − k3) in the amplitude corresponds to ∂x in Eq. (2.1)
and nullifies the amplitude when Ek4 = Ek3 , in agree-
ment with the Pauli principle (u is the Fermi velocity of
an electron in the edge state). In the following we take
the tunneling amplitudes to be of the same order of mag-
nitude, t ∼ t0, t1, and define a level width Γ = 2pit2ρ,
where ρ is the edge density of states, ρ =
∑
k δ(Ek − E).
The denominator ε1 + E+ in the amplitude depends
on the Fermi level position. Far away from the points of
charge degeneracy, ε1 +E+ ∼ EC  δ in the presence of
large charging energy, or ε1 + E+ ∼ δ if charging is neg-
ligible. Using these estimates to simplify the amplitude
(2.4), and then applying the Fermi Golden Rule to the
Hamiltonian (2.3), we find
∆G ∼ G0U
2
δ2
Γ4
δ4
T 4
E4C
∼ G0
g2
Γ4
δ4
T 4
E4C
, T  δ , (2.5)
in the presence of large charging energy [Eq. (4.38), Sub-
section IV B]. The result for negligible charging can be
obtained from Eq. (2.5) by setting EC → δ, see Eq. (3.21)
in Subsection III A. (Hereinafter in the final estimates of
∆G we use the typical value of the matrix elements U2 for
screened Coulomb interaction in the symplectic ensem-
ble [strong spin-orbit coupling]; g is the dimensionless
conductance of the dot defined as the ratio ET /δ of its
Thouless energy to level spacing.21) Note that far from
the charge degeneracy points D = min(δ, ε1 + E+) ∼ δ
regardless of the ratio EC/δ.
In the case where Fermi level is near a resonance,
ε1 + E+ ∼ Γ, the bandwidth D gets reduced to Γ and
the above process (2.4) gives
∆G ∼ G0U
2
δ2
T 4
Γ2δ2
∼ G0
g2
T 4
Γ2δ2
, T  Γ . (2.6)
The resonances with respect to Ek1 and Ek4 in Eq. (2.2)
become available at temperature T  ε1 + E+. When
in addition T  δ, level 1 remains the only resonant
level. The resonant denominators in Eq. (2.2) are regu-
larized by introducing an imaginary part iΓ1 – this is the
level width arising from tunneling between the resonant
level and the edge. The correction to the conductance
∆G can be written in terms of a scattering cross sec-
tion σ(E) of an incoming particle of energy E: ∆G ∝
T−1
∫ ′
dEσ(E). (We denote here
∫ ′
dE =
∫
|E|<T dE.)
The cross section is related to scattering amplitude A by
σ(E) =
∫ ′
dE3dE4ρ
4|A(E,E3, E4)|2, where E3,4 are the
energies of the outgoing particles, while the energy of the
second incoming particle, E2, is fixed by conservation of
energy. The dominant contribution to σ(E) comes from
processes where one of the outgoing particles is in res-
onance, while the other is non-resonant and has energy
∼ T (e.g., |E|, |E3| . Γ; |E2|, |E4| . T ). The ampli-
tude for such a process is estimated from Eq. (2.4) to be
ρ2A ∼ ΓU/δ2(E + iΓ), while its phase space volume is∫ ′
dE3dE4 ∼ ΓT . We then find
∆G ∼ G0U
2
δ2
Γ2
δ2
∼ G0
g2
Γ2
δ2
, T  Γ . (2.7)
A detailed discussion with more refined formulas for ∆G
near the Coulomb blockade peak is given in Subsections
IV B 2 and IV C, Eqs. (4.41)–(4.44). For the limit of weak
charging interaction, see Eqs. (3.18)–(3.20).
We assumed above that the ground state of an iso-
lated dot has an even number of electrons. While this is
always the case for small charging energy, a strong charg-
ing interaction makes it possible to tune gate voltage so
that the dot ground state has an odd number of elec-
trons. Such a ground state is doubly degenerate and can
be thought of as two states of a spin-1/2 particle. One
can then derive an effective Hamiltonian
Hex = JijSisj(x0) , s(x) =
1
2
∑
α,β=L,R
ψ†α(x)σαβψβ(x) ,
(2.8)
valid in the energy band |ε| . δ and describing exchange
interaction between the dot spin S and the edge spin
density s(x0) at the point contact. The exchange cou-
pling Jij can be split into isotropic and anisotropic parts,
Jij = J0δij + δJij . The isotropic part may be related
to the properties of the single-occupied state, similar to
how it is done for the Anderson impurity problem.22 No-
tably, for a point-contact the spin-orbit interaction does
not lead to exchange anisotropy in the single-level ap-
proximation.23 To find the anisotropic part δJij (which
reflects the presence of spin-orbit interaction), one has to
account for the multi-level structure of the dot and the
intra-dot interaction between the electrons.
Let us first consider only the isotropic part J0. Con-
necting to our microscopic Hamiltonian, J0 can be
written22 as the amplitude of an edge electron tunnel-
5ing into and out of the singly-occupied level 0,
J0 = 2t
2
0(
1
E− − ε0 +
1
E+ + ε0
) . (2.9)
Here E− is the cost in charging energy to empty level
0. The isotropic part J0 leads to the familiar definition
of Kondo temperature TK ∼ δe−
1
|J0ρ| . At T  TK one
may generalize the “poor man’s scaling” ideas24 to find
∆G(T ). The result is a weak (logarithmic) temperature
dependence in the temperature interval TK  T  δ.
The physics of Kondo effect in a helical edge is somewhat
different from the conventional one in quantum dots,18
and we sketch it next.
Unlike in the conventional quantum dot case,18 the
isotropic part of Jij does not contribute to backscatter-
ing. It can be shown with the following argument. The
dc backscattering current can be expressed in terms of
time derivative of the numbers of right- and left-movers
(of the edge) in a steady state, ∆I = (e/2)〈 ddt (NˆR−NˆL)〉.
None of the edge (or dot) spin-projections are in general
conserved, but we can nevertheless define a hypothetical
spin by using the orthogonal Kramers states. We take the
z-projection of this edge net “spin” to be proportional to
the above difference, Sˆedgez = (1/2)(NˆL − NˆR). If the
exchange interaction between the dot and helical edge
would be isotropic, then z-component of the total spin
is conserved, ddt Sˆ
tot
z =
d
dt (Sˆz + Sˆ
edge
z ) = 0; as the result,
∆I ∝ 〈 ddt Sˆz〉, where Sˆz is the z-component of the dot
spin. The latter one is bounded, ||Sˆz|| = 1/2; hence, in
steady state 〈 ddt Sˆz〉 = 〈[Sˆz(t)− Sˆz(0)]/t〉
∣∣∣
t→∞
= 0 and25
∆I = 0. We note that 〈Sˆz〉 6= 0 in a steady state at
bias V 6= 0. Finding 〈Sˆz〉 may be reduced to a problem
of equilibrium statistical mechanics. Using the general
principle26 of constructing Gibbs distribution ρˆ, we form
a linear combination of the Hamiltonian and integral of
motion Sˆtotz ,
ρˆ ∝ exp { − 1
T
[∑
k
Ek(d
†
kLdkL + d
†
kRdkR) +Hex
−(eV/2)(NˆL − NˆR + 2Sˆz)
]}
(2.10)
The factor eV/2 ensures that the chemical potentials of
the left and right movers differ by eV due to the ap-
plied bias.27 We may neglect Hex in Eq. (2.10) as long
as ρJ0  1 and T  TK . After that, finding aver-
age spin polarizations becomes trivial, 〈Sˆz〉 = eV/(4T )
at eV  T ; the dot spin polarization is in equilibrium
with the itinerant electron polarization SEF at the Fermi
energy. (Polarization here is defined in the Kramers-
pair sense.) Inclusion of a small anisotropic part δJij
into the exchange coupling breaks the integral of mo-
tion, and, in analogy with the Bloch equations28 [see
Eq. (4.17)] we expect ddt 〈Sˆtotz 〉 = (−1/τs)(a〈Sˆz〉+ bSEF ).
Here 1/τs ∼ (ρδJ)2T is the analogue of the Korringa re-
laxation rate29 which in our case accounts only for the
interaction violating the Sˆtotalz conservation; a and b are
some dimensionless constants depending on the specific
form of the tensor δJij . At the same time, small 1/τs
should leave the steady-state values 〈Sˆz〉 and SEF close
to the equilibrium values at 1/τs = 0. As the result, we
find (see also Ref. 25) [Eq. (4.29)]
∆G =
∆I
V
∼ G0(ρδJ)2 [1− 2ρJ0 ln(δ/T )] . (2.11)
The logarithmic correction in the brackets is the
harbinger of the Kondo effect, which develops at T ∼ TK .
The anisotropic contribution to the exchange is gen-
erated by processes that involve, in addition to electron
tunneling into and out of the dot, an interaction-driven
transition between the levels within the dot. An example
of such a process has an amplitude (see Fig. 4)
A =
t21U
(δ + ε0 + E+)2
, (2.12)
where level 1 is empty in the ground state. The energy
ε0 +E+ can be directly controlled with gate voltage and
ranges from EC to 0 when moving from the middle of
the valley to the charge degeneracy point (Note how-
ever that the exchange Hamiltonian (2.8) is not valid
for |ε0 + E+| < Γ, see Subsection IV A 3.) For brevity
of notation, hereinafter we absorb ε0 in E+, so that
0 ≤ E+ ≤ EC . Later on, in Subsection IV A 1, we
will be considering a generic large dot with many lev-
els – this leads to summation over empty levels, yield-
ing an extra factor (δ + E+)/δ in the amplitude A. To
be consistent with the later general results, we intro-
duce this factor into the amplitude. The resulting es-
timate for the anisotropic part of the (bare) exchange is
δJij ∼ t2U/(δ + E+)δ. Using this estimate in Eq. (2.11)
leads to
∆G ∼ G0
g2
Γ2
(δ + E+)2
[
1− 2Γ
piE+
ln
δ
T
]
, TK  T . δ .
(2.13)
[We assumed here for simplicity that E+ ≤ EC in
Eq. (2.9).] This result is perturbative in Jij , thus requir-
ing T  TK . As one lowers the temperature T → TK ,
the exchange couplings Jij get renormalized. Summing
the leading log-series leads to a suppression24 of δJij by
a logarithmic factor [Eq. (4.34c)],
∆G ∼ G0
g2
Γ2
(δ + E+)2
ln2 TTK
ln2 δTK
, TK . T  δ . (2.14)
Below the Kondo temperature we can use the low-
energy Hamiltonian (2.1) to get ∆G ∼ λ2ρ2T 4. By
matching this with Eq. (2.14) in the limit T → TK we can
read off λ2ρ2T 4K ∼ Γ2/(δ +E+)2g2. The new low-energy
bandwidth is TK ; for T within it, we get [Eq. (4.34c)]
∆G ∼ G0
g2
Γ2
(δ + E+)2
T 4
T 4K
, T  TK . (2.15)
6t1 U1L0L;1R0L t1
0
time
1
FIG. 4. (Color online) An example of a virtual process
contributing to the anisotropic part of exchange couplings Jij .
The amplitude for this process is given in Eq. (2.12). The
figure depicts the initial, intermediate, and final states of the
dot. The oddly occupied dot starts from a “spin up” Kramers
state (left). A left mover from the edge tunnels into an empty
dot level 1 (dashed line marks the Fermi level). It flips its spin
by interacting, via U , with the electron on level 0, and then
returns back to the edge, leaving the dot state unchanged
(right).
Far from the points of charge degeneracy, J0 is small-
est, and consequently TK ∼ δ exp(−piEC/2Γ) is exponen-
tially small. That makes the temperature dependence of
∆G weak, see Eqs. (2.13) and (2.14), in a broad temper-
ature interval T . δ.
Close to the charge degeneracy points, E+ → Γ,
the exchange constants substantially increase leading to
TK → Γ in Eqs. (2.13), (2.15), which match then the
estimates of the peak values of ∆G given in Eqs. (2.7),
(2.6).
The key features of the temperature and gate voltage
dependence of ∆G are illustrated in Fig. 2a. (For a con-
trast, we present in Fig. 2b the conductance vs. gate volt-
age and T -dependence for a “conventional” quantum dot
device.30) At low temperatures T  δ, the conductance
correction displays strong dependence on gate voltage,
seen as peaks [Eqs. (2.6), (2.7)] and valleys [Eqs. (2.5),
(2.14), (2.15)]. Furthermore, the valleys with an odd
number of electrons differ significantly from those with
an even number [cf. Eq. (2.5) vs. Eq. (2.14)].
Upon increasing temperature, the difference between
peaks and valleys is seen to decrease, while the aver-
age ∆G increases as a function of temperature. Also
the distinction between odd and even valleys disappears
once temperature is increased, T & δ, since spin-carrying
particle-hole pairs become thermally populated regard-
less of dot particle number parity.
Upon further increase of temperature, T & EC , also
the particle number of the dot is allowed to fluctuate,
washing away peaks and valleys, making ∆G weakly de-
pendent on gate voltage. At these high temperatures the
virtual processes described above [Eqs. (2.5)–(2.15)] give
way to sequential tunneling. The conductance correction
∆G can then be thought of as the conductance of a quan-
tum dot coupled to spin-polarized “leads” (the left- and
R¡
R¿e-e-1
R¡
FIG. 5. (Color online) At high temperatures the correction
to the conductance is given by ∆G = (2RΓ +Rτ−1e-e )
−1, corre-
sponding to three resistors in series: two resistors correspond
to the weak tunneling between the edge (on the left) and the
dot, while the third one describes the inelastic process in the
dot, needed to convert right movers into left movers, and vice
versa.
right-moving edge channels), see Subsection III C. Then
∆G corresponds to three resistors in series: two iden-
tical resistors corresponding to weak tunneling between
the edge (or “leads”) and the dot and a third one corre-
sponding to the necessary spin-flip process inside the dot,
see Fig. 5. The latter is characterized by the intra-dot
scattering rate τ−1e−e ∼ T 2δ/E2T , and exceeds the rate of
tunneling Γ at temperatures T & ET
√
Γ/δ. Above this
temperature nearly every electron that finds its way into
the dot loses memory of its origin and has equal prob-
abilities to tunnel back as a left or a right mover. The
bottleneck for backscattering then lies in tunneling in and
out of the dot. Then ∆G saturates to the constant value
[Eq. (3.49)] given by tunneling rate times the dot density
of states,
∆G = G0
Γ
2δ
, max
(
EC , ET
√
Γ
δ
)
. T . (2.16)
Taking the limit Γ → δ, corresponding to a dot lying
on the edge, we find ∆G = G0/2 in agreement with the
theoretical model used in Ref. 19. There the authors
showed that a completely phase-randomizing dot on the
edge has the same effect on edge conductance as an ad-
ditional lead.
The overall temperature-dependence of ∆G of a single
Coulomb blockaded quantum dot is summarized in Fig. 6.
2. Correction to the conductance due to many Coulomb
blockaded puddles
In this section we show how many quantum dots (or
charge puddles) affect the resistivity of a long edge. It is
assumed that the presence of many puddles does not lead
to appreciable bulk conductivity at low temperatures.
For doping-induced puddles this requires low enough
dopant density; the crossover value of the dopant density
is determined by the properties of the heterostructure31
and is given in Eq. (5.3) in Subsection V A.
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FIG. 6. The temperature and gate-voltage dependence of
the single-dot correction ∆G to the helical edge conductance.
At very low temperatures, T  TK , the low-temperature
asymptote of ∆G for all gate voltages is a power-law with
a universal exponent, ∆G ∝ T 4. The Kondo temperature
TK depends on the gate voltage, attaining its highest value
∼ Γ upon approaching the Coulomb blockade peaks. Above
TK , the correction ∆G at the peaks and in the odd val-
leys becomes weakly-dependent on T , as also illustrated in
Fig. 2a; for even valleys, the ∆G ∝ T 4 law remains intact.
Upon increasing the temperature above the level spacing δ,
the distinction between even and odd valleys disappears be-
cause of spinful thermal excitations in the dot; at the same
time, thermal fluctuations of the dot electron number remain
suppressed as long as T  EC . In this limit ∆G ∝ T 2 – a
standard consequence of interaction in the Fermi-liquid the-
ory, see Eq. (G17). Finally, at temperatures T  EC , direct
tunneling of electrons into and out of the dot becomes possi-
ble, resulting in a temperature- and gate-voltage-independent
asymptote of ∆G, see Eq. (2.16) and the explanatory Fig. 5.
The cross-over leading to Eq. (2.16) depends on specific dot
parameters, see Fig. 7.
The backscattering of edge electrons off a quantum
dot is inelastic and therefore incoherent. It means that
the conductance correction from several puddles is addi-
tive, and the self-averaging resistivity % of a long edge is
obtained by independently summing over single-puddle
contributions, % = npΛ〈∆G〉/G20, see the derivation of
Eq. (5.10). Here np is the number of puddles per unit
area in the bulk, Λ ∼ v/Eg is the penetration depth of
the electron wave function into the bulk (determined by
bulk band gap and the Dirac velocity v in HgTe), and
〈∆G〉 is the single-puddle conductance correction aver-
aged over the puddle parameters and the number of par-
ticles in it. This last average can be done by keeping the
dot levels fixed and averaging over the chemical potential,
or, equivalently, the gate voltage.
We consider the most interesting case of low temper-
atures, T  δ, where bulk conductivity can be safely
ignored. In the presence of charging EC & δ, the av-
erage of ∆G over number of particles is dominated by
odd occupations (see Fig. 2a). For averaging we need to
take into account properly the gate voltage dependence
of the Kondo temperature TK and ∆G. The valley is
symmetric, so it suffices to consider the gate voltage in-
terval from the bottom of the valley to the peak sepa-
rating dot charge states 1 and 2, EC > E+ > Γ. We
also need to sum over different distances d between the
edge and the dot. This sum can be converted into an
integral over the edge-dot tunneling rate Γ, which decays
exponentially with the distance d between the dot and
the edge, Γ(d) ∼ e−2d/Λ. The upper limit for Γ is the
level spacing δ, as follows from our assumption of narrow
levels.32 As was already mentioned, the average ∆G is
dominated by the odd valleys and more specifically by
those gate voltages where T > TK(E+) is valid. In this
interval the logarithmic corrections to the bare value of
ρJij are small and we can use the first term in Eq. (2.13).
The average conductance is then
〈∆G〉 ∼
∫ EC
Γ
dE+
EC
∫ δ
0
dΓ
Γ
Γ2
g2(δ + E+)2
Θ[T − TK(E+)] .
(2.17)
Inserting ρJ0 = 2Γ/piE+ [see Eq. (2.9)] in the Kondo
temperature TK ∼ δe−
1
|J0ρ| allows us to write the step
function Θ as a condition on level width: Γ < piE+2 ln(δ/T ) .
If this condition is stricter than Γ < δ, then it is the
step function rather than upper limit δ that determines
the domain of integration over Γ. We will confine our
considerations to that limit, realized at low temperatures,
T  δe−piEC2δ . We then get from Eq. (2.17) the average
∆G at low temperatures,
〈∆G〉 ∼ 1
g2
1
ln2(δ/T )
, T  δe−piEC2δ . (2.18)
Application of standard methods of disordered semi-
conductors theory31,33 to a doped heterostructure allows
one to conclude that typically EC ∼ δ and g ∼ 1 at weak
doping. This condition is sufficient to yield a substan-
tial fraction of puddles carrying an odd charge. Equa-
tion (2.18) then yields a long-edge resistivity with a weak
temperature dependence [Eq. (5.13)]
% ∼ npΛ
G0
1
ln2(δ/T )
, T  δ . (2.19)
This equation is one of the main results of this paper, and
concludes the qualitative part. We would like to point out
that the above result differs from that given in Ref. 16
(% ∝ T 3), where the odd occupations were not accounted
for. We now turn to detailed calculations, starting with
the evaluation of ∆G in the weak-interaction limit (i.e.,
in the absence of Coulomb blockade).
III. ELECTRON BACKSCATTERING IN THE
ABSENCE OF CHARGING EFFECTS
We consider a time-reversal (TR) symmetric Hamilto-
nian of a helical edge coupled to a quantum dot. The
coupling is assumed to be via a point contact with tun-
neling matrix elements tn; generalization to a line contact
is given in Appendix A. For a TR-symmetric point con-
tact the matrix elements tn can be chosen to be real with
8a rotation of the spin quantization axis of the dot (Ap-
pendix A). More specifically, the rotation aligns the dot
spin quantization axis at the point contact to be parallel
with that of the edge electrons at the Fermi level.
The finite-size quantum dot is assumed to be in the
metallic regime (dimensionless conductance g  1) with
a set of discrete random energy levels whose distribution
is described by random matrix theory (RMT) (with mean
level-spacing δ). The free part of the Hamiltonian then
reads
H0 =− iu
∑
γ
γ
∫
dxψ†γ(x)∂xψγ(x) +
∑
n,γ
εnc
†
nγcnγ
(3.1)
+
∑
n,γ
tnc
†
nγψγ(0) + H.c. ,
where the point contact is at x = 0 on the edge, and
γ = ±1 ≡ L,R labels the Kramers pairs in the dot
and the edge (left- and right-movers). Note that the free
Hamiltonian is diagonal in this label. The discrete lev-
els εn of the quantum dot are measured from the Fermi
energy. The tunneling between the edge and the dot re-
sults in a finite lifetime to the eigenstates of the dot. We
denote the decay rate, or level width, of level n by Γn.
Interactions in the dot are described by the Hamiltonian
Uˆ =
1
2
∑
ni
∑
γi
Un1γ1n2γ2;n3γ3n4γ4c
†
n1γ1c
†
n2γ2cn4γ4cn3γ3 .
(3.2)
By TR symmetry, the interaction matrix element satis-
fies Un1γ1n2γ2;n3γ3n4γ4 = γ1γ2γ3γ4U
∗
n1γ1n2γ2;n3γ3n4γ4
, de-
noting γ = −γ for Kramers indices. Note that the TR
symmetry does not prevent U from having matrix ele-
ments that do not conserve the total spin of the two elec-
trons. The typical value of the squared matrix element
is given in Appendix B. In this section we consider weak
charging effects, i.e., the limit where all non-zero ma-
trix elements of interaction are small. The perturbative
treatment of the entire interaction Eq. (3.2) is possible
when the matrix elements are small compared to Γn.
In absence of Uˆ , we define the free retarded dot-dot
Green function as
GRnm(t− t′) = −iθ(t− t′)〈{cnγ(t), c†mγ(t′)}〉 . (3.3)
It satisfies the Dyson equation
GRnm(ω) = G
(0)R
nm (ω) +
∑
n′n′′
G
(0)R
nn′ (ω)Σ
R
n′n′′(ω)G
R
n′′m(ω) ,
(3.4)
where G
(0)R
nm (ω) = δnm(ω − εn + i0)−1 is the dot
Green function in absence of tunneling, and ΣRnm(ω) =∑
k tntm(ω−Eγ,k + i0)−1 is the self-energy. Here Eγ,k =
γuk is the edge state dispersion relation. From TR sym-
metry, Eγ,k = E−γ,−k, it follows that the self-energy is
independent of γ. The imaginary part of the self-energy
broadens the dot levels,
Γnm ≡
√
ΓnΓm = −2Im ΣRnm(ω) = 2piρ tntm , (3.5)
where ρ =
∑
k δ(E −Ek) is the single particle density of
states, which is assumed to be energy-independent. (By
TR-symmetry, the density of states is the same for both
Kramers pairs, and we can leave out the index γ.) As a
matrix in the levels space, the solution to Dyson equation
is then
GR(ω) = (ω1− ε+ i
2
Γ)−1 . (3.6)
where (ε)nm = εnδnm.
We are interested in how the coupling of the heli-
cal edge to the quantum dot (and interaction within)
affects the conductance of the edge. To this end, we
need to consider scattering processes |E1γ1, E2γ2〉 →
|E3γ3, E4γ4〉 between exact left- and right-propagating
eigenstates of the single-particle Hamiltonian. In the
Born approximation the amplitude for these processes
is 〈E3γ3, E4γ4|Uˆ |E1γ1, E2γ2〉. The corresponding scat-
tering cross section can be written as a sum over dot-
eigenstates,
Sγ1γ2;γ3γ4(E1, E2;E3, E4) =
2
pi3
∑
mi,ni
[
4∏
i=1
ImGRnimi(Ei)
]
× U∗m1γ1m2γ2;m3γ3m4γ4Un1γ1n2γ2;n3γ3n4γ4 . (3.7)
The correction ∆G to the edge conductance can be ex-
pressed in terms of the cross section. Inelastic backscat-
tering due to Uˆ reduces the steady-state current I =
I0 −∆I from its ideal value I0 = G0V by ∆I = ∆GV ,
∆I = −e
∑
γi
∆Nγ1γ2;γ3γ4
∫
dE1dE2dE3dE4
× Sγ1γ2;γ3γ4(E1, E2;E3, E4)δ(E1 + E2 − E3 − E4)
× [fγ1(E1)fγ2(E2)(1− fγ3(E3))(1− fγ4(E4))
− fγ3(E3)fγ4(E4)(1− fγ1(E1))(1− fγ2(E2))
]
.
(3.8)
Here V is the source-drain voltage, ∆Nγ1γ2;γ3γ4 = (γ3 +
γ4 − γ1 − γ2)/2 counts the net number of backscattered
particles, fγi(E) = 1/[e
(E+γieV/2)/T+1] is the Fermi func-
tion shifted by ±eV/2. A two-electron process allows
backscattering of one or two electrons. We will denote
these contributions as ∆G1,2:
∆G = ∆G1 + ∆G2 . (3.9)
When the tunneling is weak and individual levels are
well-defined, Γnm  |εn − εn±1| , the dot-dot Green
function can be calculated approximately by expanding
Eq. (3.6). The leading order approximation in Γ/δ for
9diagonal and off-diagonal parts of GR is
GRnn(ω) =
1
ω − εn + i2Γn
, (3.10)
GRnm(ω) =−
i
2
Γnm
(ω − εn + i2Γn)(ω − εm + i2Γm)
, n 6= m.
(3.11)
These equations are valid for all real frequencies ω.
A. The correction to the conductance at low
temperature, T  δ
Let us first consider low temperatures, T  δ. In
linear response, the energies of the external states in
Eq. (3.7) are restricted by the Fermi functions and energy
conservation to be within T of the Fermi energy. There-
fore the backscattering current ∆I depends strongly on
the position of the Fermi level which is controlled by an
external gate in experiments. This leads to peaks and
valleys in the conductance ∆G as a function of Fermi
level position. Peaks correspond to a level n close to the
Fermi level and their widths are determined by the tem-
perature or the level widths, |εn| ∼ max(T, Γn). Here
the level energy is measured from the Fermi energy. Note
that since charging effects are neglected in this section,
the ground state of the quantum dot is non-degenerate
and always has zero total spin.
Consider first the valley conductance correction
∆Gvalley. In this case the energies of external states in
Eq. (3.7) are far from the resonances. Using the Green
functions of Eqs. (3.10) and (3.11) the cross section for a
process γγ → γ3γ4 is to leading order
Sγγ;γ3γ4(E1, E2, E3, E4) =
1
8pi3
∑
mi,ni
ImGRn3m3(E3)ImG
R
n4m4(E4)(E1 − E2)2Γn1m1Γn2m2
(εm1 − εm2)(εn1 − εn2)
ε2m1ε
2
m2ε
2
n1ε
2
n2
×U∗m1γm2γ;m3γ3m4γ4Un1γn2γ;n3γ3n4γ4 .
(3.12)
The factor (E1 − E2)2 results from antisymmetrizing over the indices (m1,m2), (n1, n2) in the Green functions, by
using the fermionic property of the interaction matrix elements. For backscattering of one particle (γ3 6= γ4 above),
which can be done in four ways, one gets a conductance correction
∆Gvalley1 /G0 =
8pi
15
T 4
∣∣∣∣∣∑
ni
Un1γn2γ;n3γn4γ
√
Γn1Γn2Γn3Γn4(εn1 − εn2)
ε2n1ε
2
n2εn3εn4
∣∣∣∣∣
2
. (3.13)
For backscattering of two particles (γ3 = γ4 = γ above) we can also antisymmetrize over the indices (m3,m4), (n3, n4)
resulting in an extra factor (E3 − E4)2 giving 2 extra powers of temperature in the conductance. We get
∆Gvalley2 /G0 =
2pi3
35
T 6
∣∣∣∣∣∑
ni
Un1γn2γ;n3γn4γ
√
Γn1Γn2Γn3Γn4
(εn1 − εn2)(εn3 − εn4)
ε2n1ε
2
n2ε
2
n3ε
2
n4
∣∣∣∣∣
2
. (3.14)
The two-particle backscattering Eq. (3.14) is thus sup-
pressed by a factor ∼ T 2/δ2 compared to single-particle
contribution, Eq. (3.13), at low temperatures.
Consider now the peak conductance correction
∆Gpeak. Let one of the levels, ε1, be near the Fermi
energy but far from other levels, |ε1|  δ. The cross
section for γγ → γ3γ4 is dominated by processes that
involve the level ε1,
Sγγ;γ3γ4(E1, E2, E3, E4) =
pi
2pi4
∑
mi,ni
ImGRn3m3(E3)ImG
R
n4m4(E4)
Γn2m2Γ1
εn2εm2
(E1 − E2)2
((E1 − ε1)2 + 14Γ21)((E2 − ε1)2 + 14Γ21)
×U∗1γm2γ;m3γ3m4γ4U1γn2γ;n3γ3n4γ4 .
(3.15)
For one-particle backscattering we can choose n3 = n4 = m3 = m4 = 1 above to take full advantage of the resonant
level. For two-particle backscattering we can at most set n3 = m3 = 1, leading to ∆G2  ∆G1 in Eq. (3.9), as we
will see below.
In the limit of relatively high temperature, T  Γ, the resonance condition allows us to replace Ei → ε1 (for all
i = 1, . . . , 4 in the case of one and i = 1, . . . , 3 in the case of two backscattered particles) in the Fermi functions of
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Eq. (3.8). The Lorentzians are then easily integrated-over and ∆G at the peak (|ε1|  δ) is
∆Gpeak1 /G0 =
1
2T
1
cosh4(ε1/2T )
∣∣∣∣∣∣
∑
n 6=1
√
Γn
εn
U1γnγ;1γ1γ
∣∣∣∣∣∣
2
, T  Γ , (3.16)
for one-particle backscattering, and
∆Gpeak2 /G0 =
1
pi
1
cosh2(ε1/2T )
∣∣∣∣∣∣
∑
n,m 6=1
Γnm
εnεm
U1γnγ;1γmγ
∣∣∣∣∣∣
2
, T  Γ , (3.17)
for two-particle backscattering.
In the opposite limit, T  Γ, the denominators of the cross section depend weakly on the energies E1,...,4. We find
for backscattering of one particle,
∆Gpeak1 /G0 =
8pi
15
T 4
Γ31
(ε21 +
1
4Γ
2
1)
4
∣∣∣∣∣∣
∑
n 6=1
√
Γn
εn
U1γnγ;1γ1γ
∣∣∣∣∣∣
2
, T  Γ , (3.18)
and for backscattering of two particles,
∆Gpeak2 /G0 =
32pi3
35
T 6
Γ21
(ε21 +
1
4Γ
2
1)
4
∣∣∣∣∣∣
∑
n,m 6=1
Γnm
εnεm
U1γnγ;1γmγ
∣∣∣∣∣∣
2
, T  Γ . (3.19)
Comparing the one- and two-particle contributions in
Eq. (3.9), we see that ∆Gpeak1 /∆G
peak
2 ∝ T min(Γ, T )/δ2.
At low temperatures the effects of two-particle backscat-
tering are negligible compared to those coming from one-
particle backscattering.
The above results are valid for a single quantum dot
and the conductance correction is dominated by the one-
particle backscattering processes. Averaging over energy
levels (see Appendix B), and replacing level widths by
their typical values, we obtain from Eqs. (3.16) and (3.18)
the interpolation
∆Gpeak
G0
∼ r1
2
1
g2
1
cosh4(ε1/2T )
Γ
T
Θ(T − Γ)
+
27
16
r1
1
g2
T 4Γ4
(ε21 +
1
4Γ
2)4
Θ(Γ− T ) . (3.20)
Similarly from Eq. (3.13) we find
∆Gvalley
G0
∼ 27
16
r2
1
g2
(
ΓT
δ2
)4
, (3.21)
where δ and Γ are, respectively, the mean level spacing
and level width. We used 〈U2〉 ∼ δ2/g2 for the average
interaction matrix elements, assuming screened Coulomb
interaction and strong spin-orbit interaction,34 see Ap-
pendix B 1. Here g = ET /δ is the dimensionless con-
ductance of the dot, ET being its Thouless energy. The
factors r1 and r2 are coming from level statistics, see Ap-
pendix B 2. The average of the above results, Eqs. (3.20)
and (3.21), over the Fermi level position, ∆Gav, is dom-
inated by the peaks, and we get
∆Gav
G0
∼ 3
2
r1
1
g2
Γ
δ
Θ(T − Γ) + 27
2
r1
1
g2
T 4
Γ3δ
Θ(Γ− T ) .
(3.22)
B. Crossover to higher temperatures, T  δ
In the above we looked at low temperatures, T  δ.
Next, we will study higher temperatures, where direct
tunneling gives the dominant contribution to backscat-
tering, and peaks and valleys seen in the previous sub-
section are washed out. We will see below that the
crossover happens at T ∼ δ/ ln(δ/Γ). This is somewhat
similar to conventional quantum dot transport where the
low temperature transport is dictated by virtual elas-
tic and inelastic processes (so-called cotunneling), while
thermally activated direct tunneling takes over at higher
temperatures.18 In the case of a helical edge coupled to a
quantum dot the picture remains qualitatively the same,
except that elastic cotunneling is absent (see previous
subsection). We will now investigate what is the conduc-
tance correction ∆G due to direct tunneling.
Direct tunneling amounts to using only diagonal Green
functions, Eq. (3.10) in the backscattering cross section,
Eq. (3.7). One gets a correction to the linear conductance
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∆G
G0
=
1
T
∑
ni
∑
i=1···4 Γni
(εn1 + εn2 − εn3 − εn4)2 + 14 (
∑
i=1···4 Γni)2
×
{
|Un1Ln2Ln3Ln4R|2 ((2− f1 − f2 − f3 + f4)f1f2(1− f3)(1− f4) + (f1 + f2 + f3 − f4)f3f4(1− f1)(1− f2))
+2 |Un1Ln2Ln3Rn4R|2 (2− f1 − f2 + f3 + f4)f1f2(1− f3)(1− f4)
}
, (3.23)
where fi ≡ fγi(εi)|V=0. There are two distinct types of
contributions to ∆G. The first one involves transitions
within a pair of levels, {n3, n4} = {n1, n2}, and takes the
full advantage of the resonant tunneling processes. The
other one involves more levels, {n3, n4} 6= {n1, n2}, and
gains importance as the temperature increases due to the
broadening of the available phase space. At temperatures
much lower than the average level spacing, T  δ, it is
enough to consider only the two levels nearest to Fermi
energy. Then Eq. (3.23) reduces to
∆G
G0
=
1/2T
cosh2(ε1/2T ) cosh
2(ε2/2T )
1
Γ1 + Γ2
×
(
|U1L2L1L2R|2 + |U1L2L1R2L|2 + 2 |U1L2L1R2R|2
)
.
(3.24)
Comparison with Eq. (3.18) shows that the crossover
from cotunneling to direct-tunneling occurs at T ∼
δ/ ln(δ/Γ).
At higher temperatures, T  δ (but still T  ET so
that RMT-description is valid), many levels contribute
in Eq. (3.23). Using average values for dot parameters
and screened Coulomb interaction, Eq. (B2), we find
∆G
G0
=
3cγ
2pi2
T
g2Γ
+ 4picγ
T 2
g2δ2
. (3.25)
The first term in Eq. (3.25) comes from processes involv-
ing only a pair of levels in Eq. (3.23), while the second
term involves four levels. It is instructive to interpret the
first term: To estimate the backscattering current ∆I, we
note that the levels participating in the backscattering
processes are located within an energy strip ∼ T around
the Fermi level. The number of levels admitting, say, two
right-movers is ∼ (T/δ)2. The rate of scattering for the
two-level process in the dot is w ∼ (δ/g)2ν, with ν ∼ 1/Γ
being the density of states for a tunnel-broadened level.
Finally, the imbalance ∼ eV/T between the numbers of
right- and left-movers is determined by the applied bias
voltage V . Collecting all of the above factors, we find
∆I ∼ eV
T
T 2
δ2
(δ/g)2
Γ
, (3.26)
yielding, up to a numerical constant the first (two-level)
term of Eq. (3.25). The multi-level backscattering (the
last term) starts to dominate over the 2-level backscat-
tering at temperatures T ∼ δ2/Γ. Its form is closely
related to the electron relaxation rate in the dot,35
τ−1e−e(T ) ∼ T 2/g2δ, as we discuss in Subsection III C.
Equations (3.20), (3.22), (3.24), (3.25) contain seem-
ingly divergent contributions in the limit Γ → 0. These
terms describe resonant tunneling from the helical edge
into the dot, and the limiting factor to backscattering is
the intra-dot interaction U : Electrons tunnel frequently
into the quantum dot but they also leave fast and only
those few who stayed long enough get backscattered
by U . In the limit Γ → 0 tunneling becomes weaker
and all tunneled electrons have time to scatter multiple
times in the dot. In this limit perturbation theory in U
breaks down (as indicated by the divergences). Indeed,
the above results were obtained in the Born approxi-
mation, valid when the backscattering matrix elements
(those corresponding to processes with ∆Nγ1γ2;γ3γ4 6= 0)
are small with respect to the level widths Γn and form
the bottleneck for backscattering. In the opposite limit,
Γ√〈U2〉, the bottleneck shifts to the tunneling in and
out of the dot, and the backscattering rate saturates at
a value independent of 〈U2〉. The full crossover behav-
ior is complicated in general; for a toy model with only
the two-electron backscattering matrix element present,
Eq. (3.24) is generalized by the replacement (see Ap-
pendix C):
|U1L2L1R2R|2 →
1
4 (Γ1 + Γ2)
2 |U1L2L1R2R|2
1
4 (Γ1 + Γ2)
2 + |U1L2L1R2R|2
. (3.27)
Similarly, the validity of the first term in Eq. (3.25) re-
quires Γ√〈U2〉; in the opposite limit of smaller Γ this
term would be replaced by a term ∼ TΓ/δ2.
The Born approximation in the interaction may fail
even if Γ  √〈U2〉 as one raises the temperature. At
high temperatures the levels broaden due to the large
phase space available for electron-electron scattering. For
screened Coulomb interaction, the level broadening due
to the electron-electron scattering, τ−1e−e(E) ∼ E2/g2δ,
exceeds the many-particle level spacing, ∼ δ3/T 2, at
T  g1/2δ. In this “high-temperature” regime one may
replace the dot spectrum by a continuum.36 Such a re-
placement allows us to develop a kinetic equation ap-
proach and evaluate ∆G in the regimes beyond the one
described by Eq. (3.25).
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C. The kinetic equation
In the kinetic equation approach it is useful to think of
∆G as the conductance of a quantum dot tunnel-coupled
to two (left and right) fictitious spin-polarized leads, see
Fig. 5. The leads model the helical edge, if we assume
that the left and right leads are reservoirs of respectively
L- and R-particles. The Kramers labels R, L are con-
served in tunneling into and out of the dot. For a non-
zero steady-state current through the dot to exist, there
needs to be inelastic intra-dot spin-relaxation which con-
verts R- and L-particles into each other.
Let pnγ denote the distribution function inside the dot
(γ labels the degenerate Kramers pairs, n is the single-
particle level) and fL,R for the left and right leads. We re-
fer to the index γ as just “spin” of the state. We write pnγ
as a sum of the equilibrium part p
(0)
n (the Fermi distribu-
tion) and a small deviation, pnγ = p
(0)
n + δpnγ . Without
interaction in the dot we have the linear rate equation
dpnγ
dt
= Γnγ (fγ(εn)− pnγ) , γ = L,R (3.28)
where Γnγ = 2pi|tnγ |2ρ, with ρ =
∑
k δ(Ek − ε) the edge
density of states, which is assumed to be independent of
energy. In this case in steady state it is easy to see that
the current into the dot vanishes. To facilitate compari-
son with conventional quantum dot tunneling results, we
will keep the index γ in the tunneling rates, i.e., left and
right leads have in general different tunneling rates. In
the physical system these rates are equal as dictated by
TR symmetry (see Appendix A).
The dot relaxation can be treated by the Fermi golden rule. The inelastic contribution to the rate equation is
(
d
dt
pnγ
)
e−e
=2pi
∑
ni,γi
|Un3γ3n4γ4;nγn2γ2 |2 [(1− pnγ)(1− pn2γ2)pn3γ3pn4γ4 − pnγpn2γ2(1− pn3γ3)(1− pn4γ4)]
×δ(εn + εn2 − εn3 − εn4) ; (3.29)
it vanishes in equilibrium pnγ → p(0)n . The above equa-
tion becomes meaningful when averaged over realizations
of disorder, i.e., dot levels.35 We define the average distri-
bution function as pγ(E) = 〈
∑
n δ(E− εn)pnγ〉/ν0 where
ν0 is the average density of levels and 〈. . . 〉 denotes aver-
aging over disorder. For convenience, we will also denote
the equilibrium distribution p
(0)
n by f , where f is a Fermi
function. Assuming small deviation from equilibrium dis-
tribution at small bias, we can linearize the collision term
Eq. (3.29) to get
(
d
dt
δpγ(E1)
)
e−e
= −τ−1e−e(E1)δpγ(E1)
+
∑
δ
∫
dE2Kγδ(E1, E2)δpδ(E2) . (3.30)
In the above equation we have split the averages of prod-
ucts in Eq. (3.29) into products of averages, which is
justified,36 if the level broadening τ−1e−e(E) ∼ E2/(g2δ)
exceeds the many-particle level spacing, ∼ δ3/E2. This
condition leads to the constraint T  g1/2δ. Fur-
thermore, we ignored terms with {n, n2} = {n3, n4} in
Eq. (3.29). These formally diverging terms are regular-
ized by the level broadening. The broadening is pro-
vided by tunneling (at rate ∼ Γ) and by scattering to
other levels in the dot. The scattering processes with
{n, n2} = {n3, n4} are responsible for the first term
in Eq. (3.25). Ignoring them limits the applicability
of the kinetic equation (derived below) to temperatures
T & δ2/Γ, see the discussion following Eq. (3.25).
The two terms on the right-hand side of Eq. (3.30)
are “out” and “in” contributions. In the “out” part,
τ−1e−e(E1) gives the inverse lifetime of the state with en-
ergy E1; it is independent of spin because of TR sym-
metry. For the “in” term TR symmetry dictates that
Kγδ = Kγδ, so that this kernel consists of only two
independent elements, Kγδ = K+δγδ + K−(1 − δγδ),
which characterize forward- and backscattering respec-
tively. The explicit expressions for τ−1e−e andKγδ obtained
from Eq. (3.29) are (here f is the equilibrium Fermi func-
tion of the dot and energies are measured from the Fermi
level):
τ−1e−e(E1) = pi
∫
dE2dE3dE4 {[1− f(E2)]f(E3)f(E4) + f(E2)[1− f(E3)][1− f(E4)]}
∑
γi
Wγ1γ2;γ3γ4(E1, E2;E3, E4) ,
(3.31)
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and
Kγδ(E1, E2) =4pi
∫
dE3dE4 {[1− f(E1)][1− f(E3)]f(E4) + f(E1)f(E3)[1− f(E4)]}
∑
αβ
Wγα;δβ(E1, E3;E2, E4)
−2pi
∫
dE3dE4 {[1− f(E1)]f(E3)f(E4) + f(E1)[1− f(E3)][1− f(E4)]}
∑
αβ
Wγδ;αβ(E1, E2;E3, E4) .
(3.32)
Here
Wγ1γ2;γ3γ4(E1, E2;E3, E4) = 〈ν−10
∑
ni
|Un3γ3n4γ4;n1γ1n2γ2 |2
4∏
i=1
δ(Ei − εni)〉δ(E1 + E2 − E4 − E3) (3.33)
has the symmetries
Wγ1γ2;γ3γ4(E1, E2;E3, E4) = Wγ2γ1;γ3γ4(E2, E1;E3, E4) = Wγ1γ2;γ4γ3(E1, E2;E4, E3) = Wγ3γ4;γ1γ2(E3, E4;E1, E2) ,
(3.34)
and TR symmetry Wγ1γ2;γ3γ4 = Wγ1γ2;γ3γ4 .
For the special case of screened Coulomb interaction
[Eq. (B2)] we have
Wγ1γ2;γ3γ4(E1, E2;E3, E4) =
cγ
8pi2
δ(E1 + E2 − E4 − E3)
g2δ
,
(3.35)
and the scattering rate becomes35
τ−1e−e(E) =
cγ
pig2δ
(pi2T 2 + E2) . (3.36)
The number of particles and total energy are con-
served, as is manifested in the following relations between
the kernel K± and lifetime τe−e,
τ−1e−e(E2) =
∫
dE1[K+(E1, E2) +K−(E1, E2)] ,
(3.37)
τ−1e−e(E2)E2 =
∫
dE1E1[K+(E1, E2) +K−(E1, E2)] .
(3.38)
In addition,
τ−1± (E1)f
′(E1) =
∫
dE2K±(E1, E2)f ′(E2) , (3.39)
where τ−1± (E2) =
∫
dE1K±(E1, E2). Hence the collision
term, Eq. (3.30), vanishes in equilibrium, as it should.
Note that τ−1e−e = τ
−1
+ + τ
−1
− , and τ
−1
− (τ
−1
+ ) is the rate
of backscattering (forwardscattering).
Including the collision term we can write the full
disorder-averaged rate equation
dpγ(E)
dt
=Γγ(E)[fγ(E)− pγ(E)] +
(
d
dt
pγ(E)
)
e−e
,
(3.40)
where Γγ = 〈Γnγ〉 is generally energy-dependent, and the
last term is the intra-dot relaxation,(
d
dt
pγ(E)
)
e−e
=
∑
γ2
∫
dE2 [Kγγ2(E,E2)δpγ2(E2)
(3.41)
−Kγ2γ(E2, E)δpγ(E)] ; pγ = p(0) + δpγ .
In the steady state we have dpγ/dt = 0 in Eq. (3.40),
hence
Γγ(E)[fγ(E)− p0(E)] = Γγ(E)δpγ(E) (3.42)
−
∑
γ2
∫
dE2 [Kγγ2(E,E2)δpγ2(E2)−Kγ2γ(E2, E)δpγ(E)] .
The current into the dot is
I = IL = eν0ΓL
∫
dE[fL(E)− pL(E)] . (3.43)
It follows from particle number conservation, Eq. (3.37),
that IL = −IR. It is useful to write the current in the
symmetric way
I =
1
2
(IL − IR) (3.44)
=
eν0
2
∫
dE {ΓL[fL(E)− pL(E)]− ΓR[fR(E)− pR(E)]} .
Inserting the steady state equations (3.42) in the current,
we get
I = eν0
∫
dE2τ
−1
− (E2)[δpL(E2)− δpR(E2)] . (3.45)
We see that the current is determined by the rate of
backscattering τ−1− and the deviation of the dot distri-
bution function from that in equilibrium. Next, we will
solve the steady-state equation (3.42) for the difference
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δpL− δpR in the case of equal tunneling rates, ΓL = ΓR,
and strong spin-orbit scattering, τsoδ  1, correspond-
ing to symplectic RMT ensemble assumed in the previous
subsection.
With strong spin-orbit coupling the kernels for back-
ward and forward scattering are equal, K+ = K−. As
the tunneling rates are identical for the two spin species,
subtracting Eq. (3.42) with γ = R from that with γ = L
leads to
δpL(E)− δpR(E) = Γ
Γ + τ−1e−e(E)
[fL(E)− fR(E)] .
(3.46)
The conductance is
∆G =
e2
8T
ν0
∫
dE
τ−1e−e(E)Γ
Γ + τ−1e−e(E)
1
cosh2 E2T
, (3.47)
where ν0 = δ
−1. The main contribution to the integral
comes from |E| . T . For screened Coulomb interaction,
Eq. (3.36), the conductance is
∆G =
e2
2
Γ
δ
Y (
T 2
g2Γδ
), (3.48)
where Y is a dimensionless integral,
Y (y) =
1
4
∫
dx
cγ
pi y(pi
2 + x2)
1 +
cγ
pi y(pi
2 + x2)
1
cosh2 x2
.
The low- and high-temperature limits of Eq. (3.48) are
∆G/G0 =
{
2picγT
2/3g2δ2 , T 2/g2δ  Γ ,
Γ/2δ , T 2/g2δ  Γ . (3.49)
Now we are ready to discuss the temperature depen-
dence of ∆G in a broader interval, covered by Eqs. (3.25)
and (3.49). As we already mentioned after Eq. (3.25), the
crossover from the two-level contribution to the four-level
dominated one in backscattering occurs at T1 ∼ δ2/Γ.
This latter contribution crosses over from ∝ T 2 to T -
independent value at T2 ∼ g
√
Γδ, see Eq. (3.49) and Fig.
7. At Γ & δ/g2/3 these two crossovers follow one after
another, as T1 < T2. At Γ . δ/g2/3, the two character-
istic temperatures change their order, T2 < T1, see Fig.
7. Under this condition, the broadening of levels induced
by interaction may affect the two-level contributions de-
scribed by the first term of Eq. (3.25). The behavior of
∆G(T ) can be assessed by the proper modification of that
term’s interpretation given after Eq. (3.25). Level broad-
ening diminishes the density of states ν entering in the
transition rate w from ν ∼ 1/Γ to ν ∼ 1/[Γ + τ−1e−e(T )].
As the result, we find an interpolation
∆G
G0
∼ T
g2[Γ + τ−1e−e(T )]
, (3.50)
which at T . T2 matches, up to numerical factors,
the first term in Eq. (3.25), and at T & T1 the high-
temperature asymptote of Eq. (3.49).
T1 T2 T
T1T2 T
¢G(T       )/
Eq. (3.50)¢G(T       )/
FIG. 7. The crossover from two-level dominant contribution
in Eq. (3.25) to the high-temperature asymptote of Eq. (3.49).
The order of the characteristic temperatures T1 ∼ δ2/Γ and
T2 ∼ g
√
Γδ depends on the parameter g2/3Γ/δ.
In conclusion, above we investigated the temperature
dependence of the conductance correction ∆G in the ab-
sence of charging effects. It has a universal asymptote,
∆G ∝ T 4, at low temperatures, and saturates to a con-
stant value ∆G ∼ Γ/δ at fairly high temperatures, T & δ.
We also saw that ∆G(T ) varies substantially in between.
There is no intermediate, parametrically large tempera-
ture interval where ∆G can be fairly approximated by
a constant. This is in contrast with a Coulomb block-
aded quantum dot where, due to Kondo effect, there is
a broad range of temperatures T . δ characterized by a
weak T -dependence, as we will see in the next section.
IV. COULOMB BLOCKADE OF THE
ELECTRON BACKSCATTERING
In the previous section we considered the effect of weak
interaction in the quantum dot. It means that even the
largest (and universal21) part of interaction (3.2), i.e.,
charging energy, EC = 〈Un1γ1n2γ2;n1γ1n2γ2〉, is small com-
pared to level spacing δ. Whether this is the case in
a real-world experiment depends on the parameters in
the measurement setup (see Subsection V A for more de-
tails). Generally, the capacitance of a quantum dot of
linear size w and distance `g from a gate can be approxi-
mated as C ∼ κwmax(1, w/`g), where κ is the dielectric
constant. Similarly, the level spacing δ depends on the
size of the dot, but also on the bulk band structure. We
consider here a massive Dirac spectrum appropriate for
HgTe near the band gap.3 We denote the effective mass
by m∗ = Eg/2v2, with Eg being the band gap and v
the Dirac velocity. We find that the average level spac-
ing is δ ∼ v/w2 max(m∗v, kF ), interpolated here between
the linear (kF  m∗v) and quadratic (kF  m∗v) parts
of spectrum. (Here kF is the Fermi momentum.) Since
EC = e
2/2C, we get for the relative strength of charging
energy,
EC/δ ∼ min(w, `g)
aB
max
(
1,
kF
m∗v
)
. (4.1)
Here we introduced the effective Bohr radius aB =
2v/αEg, where α = e
2/κv is the effective fine-structure
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constant. From Eq. (4.1) we see that if the puddles are
large and well separated from the gate electrode, w, `g >
aB , the charging interaction becomes important.
37 We
therefore think that it is relevant to discuss the case
where the condition EC  δ of Section III is not met
(see also Subsection V A).
In this section we turn to study strong charging effects,
EC  δ, corresponding to a large universal part of the
interaction U compared to the level spacing. Replacing
these large diagonal matrix elements by their random-
matrix averages leads to the so-called universal Hamilto-
nian of the isolated dot,21
Hdot =
∑
nγ
εnc
†
nγcnγ + EC(Nˆ −Ng)2 , (4.2)
where EC = e
2/2C is the charging energy of the dot,
C being its total capacitance. The tunable parameter
Ng = CgVg/e is controlled by the gate voltage Vg applied
between the metal gate and the quantum well, where
Cg is the dot-gate capacitance. In its ground state the
dot is populated by the nearest-integer-to-Ng number of
electrons N0. The charging energy required to add an
electron into the dot is E+ = 2EC(N0 +
1
2 − Ng), while
the cost of removing one is E− = 2EC(Ng −N0 + 12 ).
Integer values of Ng correspond to Coulomb blockade
valley centers where the energy costs of adding or remov-
ing an electron are equal, E± = EC . In the even valleys
(N0 even) the correction to the helical edge conductance
scales as ∆G ∝ T 4 at T . δ. In the odd valleys (N0 odd)
∆G exhibits a very different behavior because of a degen-
erate ground state due to the electron spin. We will see
that the degeneracy gives rise to an emergent scale TK
(the Kondo temperature, TK  δ), and that the conduc-
tance correction ∆G becomes logarithmic in temperature
at T > TK . At half-integer values of Ng = N0 + 1/2, the
dot states withN0 andN0+1 electrons are approximately
degenerate. This gives rise to a large conductance cor-
rection (a peak in ∆G vs. Ng dependence), which has
only a weak dependence on temperature at T  Γ.
Let us denote by H0 the Hamiltonian of the decoupled
helical edge and quantum dot, H0 = Hedge + Hdot. We
treat the non-universal part of the interaction (denoted
by U in this section) and the tunneling between the edge
and the dot as perturbations,
Htun + U
=
∑
n,γ
tn
(
c†nγψγ(0) + ψ
†
γ(0)cnγ
)
(4.3)
+
1
4
∑
ni,γi
U{niγi}c
†
n1γ1c
†
n2γ2cn4γ4cn3γ3 .
At low temperatures, T  δ, and away from the peaks,
the backscattering current is dominated by high-order
tunneling processes. Generally the rate ri→f of transition
from an initial state |i〉 to a final state |f〉 is
ri→f = 2pi |〈f |T (Ei)|i〉|2 wiδ(Ei − Ef ) . (4.4)
Here wi is the thermal probability of the initial state
|i〉. It factorizes to parts corresponding to the dot,
and the left and right Kramers states of the edge,
wi = w
dot
i w
L
i w
R
i . The T -matrix T (E) is suited for high-
order perturbation theory, and satisfies
T (E) = (Htun + U) + (Htun + U)G0(E)T (E) , (4.5)
where we denote G0(E) = (E−H0)−1. The solution can
be written as
T (E) = (Htun + U)
∞∑
n=0
[G0(E)(Htun + U)]
n . (4.6)
In the following sections we use this formalism to calcu-
late the correction to helical edge conductance, ∆G, due
to scattering off a Coulomb-blockaded quantum dot. In
Subsection IV A we describe the conductance correction
in the odd valley, and we show that due to a degeneracy
of the dot ground state, an effective exchange-type inter-
action can be derived from the appropriate low-energy
T -matrix. The even valley of the Coulomb blockade is
discussed in Subsection IV B. There the ground state of
the isolated dot has an even number of particles and is
thus unique. We use a low-energy T -matrix that accounts
for the most important virtual processes. In Subsection
IV C we find the conductance correction near the charge
degeneracy point (peak) between an even and an odd val-
ley. The limit of high temperatures T  δ is discussed
in Subsection IV D. In the same section we look at even
higher temperatures, T  EC , and make connection to
Subsection III C. Finally, in Subsection IV E we calculate
the average of the conductance correction over the gate
voltage at low temperatures T  δ.
A. Odd Coulomb-blockade valleys
In this section we discuss the low-temperature, T  δ,
backscattering in the odd valleys where the gate volt-
age Vg ∝ Ng is tuned so that the number of particles
in the dot, N0, is odd. The ground state of the isolated
dot is then doubly degenerate, corresponding to the two
Kramers states of the odd electron. These two states can
be viewed as those of a spin-1/2 particle, and a weak
tunneling between the edge and the dot results in an ex-
change coupling between the itinerant electrons and this
spin. The tensor of exchange coupling constants is con-
structed in Subsection IV A 1, by deriving perturbatively
the low-energy T -matrix. Because of virtual processes
violating spin conservation in the dot, the exchange cou-
pling tensor generally cannot be diagonalized by a ro-
tation of the dot effective spin. We show in Subsection
IV A 4 that this anisotropic exchange coupling results in
backscattering of electrons. To assess the correction to
the conductance, we first use a Bloch equation to calcu-
late the steady-state expectation value of the dot spin
in Subsection IV A 2. In Subsection IV A 3 we show that
our perturbative approach is valid at temperatures much
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larger than an emergent temperature scale, the Kondo
temperature TK . Finally, as already mentioned, the cor-
rection to the conductance introduced by a spin-carrying
dot is evaluated in Subsection IV A 4. In the same sec-
tion we also show how to extend our results to near and
below the Kondo temperature, T & TK and T  TK ,
respectively.
1. Derivation of the effective Hamiltonian.
In this section we derive the low-energy Hamiltonian of
the tunnel-coupled interacting edge-dot system. We start
with the full HamiltonianH = H0+Htun+U , whereH0 is
the Hamiltonian of the decoupled edge and dot [charging
energy included, Eq. (4.2)], U is the non-universal part of
the intra-dot interaction, and Htun is the tunnel coupling
between the edge and the dot. The weak perturbations
Htun and U can create high-energy excitations above the
ground state of H0. We perturbatively project out these
high-energy states (of energies & D), leaving us with a
new Hamiltonian valid in a strip of energies |E −EF | 
D around the edge Fermi level. At low temperatures
T  D this new Hamiltonian accurately describes the
exchange interaction between the edge and the dot. To
classify these high-energy states, we start by discussing
the ground state and excitation spectrum of H0.
By tuning the gate voltage so that Ng is close to an
odd integer N0, the ground state of the dot has a sin-
gle electron on the highest occupied level ε1 (note that
ε1 < 0, as the energy is measured from the Fermi level).
This ground state is doubly degenerate because of the
Kramers degeneracy of that level, and we denote the two
ground states by | ↑〉 = |L〉 and | ↓〉 = |R〉. The perturba-
tions Htun and U create excitations from the ground state
of H0 describing the decoupled edge-dot system. The re-
spective excitations correspond to removal/addition of an
electron from/into the dot, and to creation of an electron-
hole pair in the dot. The energies of these excitations are
of order E± = 2EC |Ng − (N0 ± 12 )| and δ, respectively,
which prompts us to take D . min(E±, δ). Then at
energies within the band D such excitations only occur
in virtual processes, allowing a simplification of the T -
matrix (4.6).
The low-energy T -matrix can be derived perturba-
tively from the Dyson equation (4.5) by separating the
high- and low-energy states.24 For this we introduce pro-
jectors Pγ , and P0,±1. The first one, Pγ , projects the dot
to its ground state with spin γ. The three other projec-
tors project to the high-energy subspace: P0 projects to
states with at least one particle-hole excitation above the
dot ground state, but no change in dot particle number.
Projectors P±1 project to states where the dot has an
excess (+1) or deficit (-1) of one particle (and possibly
particle-hole excitations). To lowest order in tunneling
we do not need to consider virtual dot states with more
than one particle added or removed. Projecting Eq. (4.5)
into the low-energy subspace and casting the resulting
equation in the form of Eq. (4.5) with a modified per-
turbation, Heff, and considering only the first order in U
and second order in tunneling Htun, we get
(Heff)γ′γ =Uγ′γ +
∑
p=±1
(Htun)γ′p
1
E1 − (Hdot)pp (Htun)pγ
+
∑
p=±1
(Htun)γ′p
1
E1 − (Hdot)ppUpp
1
E1 − (Hdot)pp (Htun)pγ
+
∑
p=±1
Uγ′0
1
E1 − (Hdot)00 (Htun)0p
1
E1 − (Hdot)pp (Htun)pγ
+
∑
p=±1
(Htun)γ′p
1
E1 − (Hdot)pp (Htun)p0
1
E1 − (Hdot)00U0γ . (4.7)
Here E1 is the energy of the dot in its ground state, and
we denote (H)ab = PaHPb where Pa is one of the pro-
jectors Pγ , P0, P±1. We also used the fact that at low
temperatures T  D we can neglect in the denominators
the energies ∼ T of the edge excitations in comparison
with those of the virtual states. From TR symmetry it
follows that the first term gives just a constant shift in
energy, Uγ′γ = ULLδγ′γ , and we will ignore it from now
on. The second term is independent of the interaction
U , and gives the known isotropic anti-ferromagnetic ex-
change interaction, see Eq. (4.11). The remaining terms
in Eq. (4.7) bring in the exchange anisotropy.
Considering only the exchange terms, we can write the
effective Hamiltonian as
Heff =
∑
i,j=x,y,z
SiJijsj , (4.8)
where S is the spin-1/2 operator of the dot, and s is the
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edge spin density at the point contact,
s =
1
2
∑
α,β
ψ†α(0)σαβψβ(0) . (4.9)
We find that the exchange tensor obtained from Eq. (4.7)
can be written as J = R(J0 + δJ), where R is a rotation
matrix acting on the dot spin, and δJ is a lower triangular
matrix (in the x, y, z basis). In the basis of rotated dot
spin, S→ RS, we get
J = J01 +
 δJxx 0 0δJyx δJyy 0
δJzx δJzy δJzz
 . (4.10)
The full expressions for components J0 and δJij in terms
of dot parameters are given in Table I of Appendix E.
The leading contribution to J0 is the familiar exchange
coupling of the Anderson Hamiltonian,22
J0 = 2t
2
1(
1
E− − ε1 +
1
E+ + ε1
) + . . . , (4.11)
where . . . denotes higher order corrections that are
smaller than the main term by a factor U/min(E±, δ)
[see Eq. (E1) in Appendix E]. As an example of the
anisotropic terms we give,
δJyx =− 4
∑
n,m<1
tmtn ImUnL1L;mR1R
(εm − E−)(εn − E−)
− 4
∑
n,m>1
tmtn ImUnL1L;mR1R
(εm + E+)(εn + E+)
+ 8
∑
n<1
∑
m>1
tmtn ImUnL1L;mR1R
(εn − εm)(εn − E−)
+ 8
∑
n<1
∑
m>1
tmtn ImUnL1L;mR1R
(εn − εm)(εm + E+) . (4.12)
Generally the isotropy breaking terms δJij are smaller
by a factor U/max(E±, δ) compared to J0. We will see
below that the isotropic part of J will not contribute to
backscattering.
2. The Bloch equation and its steady-state solutions.
Passing a current along a helical edge leads to spin po-
larization of a quantum dot coupled to the edge by the
exchange interaction. The spin polarization 〈S〉, in turn,
affects the backscattering. In this section, we derive the
Bloch equations28 for 〈S〉. We use the standard scheme
for the derivation. First we use the Heisenberg equation
of motion to relate d〈S〉/dt to the higher-order correla-
tors 〈Sisj〉 (here sj is the operator of spin density of the
helical edge at the point of contact). Second, we express
the correlators 〈Sisj〉 in terms 〈Si〉 and 〈sj〉 perturba-
tively, to the first order in J . That procedure yields the
spin relaxation rates to the second (lowest non-vanishing)
order of perturbation theory in J . To illustrate, using
Eqs. (4.8) and (4.10) we get, for example,
d
dt
〈Sy〉 = (J0 + δJzz)ρeV 〈Sx〉 − (J0 + δJxx) 〈Sz : sx :〉
+ 〈Sx(δJzx : sx : +δJzy : sy : +(J0 + δJzz) : sz :)〉 ,
(4.13)
where : si := si − 〈si〉 has zero average, and the first
term in Eq. (4.13) comes from 〈si〉 = δizρeV , where ρ is
the edge density of states per spin, ρ =
∑
k δ(Ek − E).
Here we have chosen the spin quantization axis of the
edge electrons at the Fermi level to be along z. Expres-
sions similar to Eq. (4.13) hold for derivatives of 〈Sx〉 and
〈Sz〉. Next, we use lowest-order perturbation theory in
J to evaluate the right-hand side in Eq. (4.13). For any
operator Oˆkk′ =
∑
γγ′ O
γγ′
kk′ · Sˆ : dˆ†kγ dˆk′γ′ : we have〈
Oˆkk′(t)
〉
=i
∫ t
−∞
dt′e−i(Ek−Ek′+i0)(t
′−t)
×
〈
[Hˆeff(t
′), Oˆkk′(t′)]
〉
≈−
〈
[Hˆeff(t), Oˆkk′(t)]
〉
(Ek − Ek′ + i0) . (4.14)
Using the above formula we get, for example, that
〈Sx : sy :〉 =− 1
8
pi(J0 + δJxx)ρ
2eV
− 1
4
(2pi δJzyρ
2T − δJzxI) 〈Sy〉
+
1
4
(2pi(J0 + δJyy)ρ
2T − δJyxI) 〈Sz〉 ,
(4.15)
where
I =
∑
kk′
fk′L(1− fkR)− fk′R(1− fkL)
Ek − Ek′
≈2eV ρ2 ln T
D
. (4.16)
The last equality is the expansion of I for small bias V ,
and D is the bandwidth. The logarithmic term here is
a variety of a Kondo correction.38 We will ignore these
corrections in this section. The justification for this is
given in the next section. In Subsection IV A 4 we show
how the Kondo effect is accounted for.
Combining Eqs. (4.13) and (4.15), and similar equa-
tions for other components of 〈S〉 and pair averages, we
find Bloch equation in the form
d
dt
〈S〉 = h× 〈S〉 − γ 〈S〉+ c , (4.17)
with
h = J0ρeV z + δJzzρeV z , (4.18)
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where z is the unit vector along the spin quantization
axis of the edge electrons at the Fermi level,
c =
pi
4
J0ρ
2eV J0z (4.19)
+
pi
4
J0ρ
2eV [(δJxx + δJyy)z− δJzxx− δJzyy] ,
and,
γ = piJ20ρ
2T1 +
pi
2
J0ρ
2T
 2(δJyy + δJzz) −δJyx −δJzx−δJyx 2(δJxx + δJzz) −δJzy
−δJzx −δJzy 2(δJxx + δJyy)
 . (4.20)
Here h, c, and γ are given to linear order in both the bias
voltage and the deviation δJij from isotropic exchange.
The steady-state expectation value of S is obtained
by setting the left-hand-side of Eq. (4.17) to zero. For
small bias |h|, |c| ∝ V , and thus S ∝ V as well, hence to
linear order in the bias voltage the cross-product term in
Eq. (4.17) can be neglected and we can approximate the
steady-state value of the spin as 〈S〉 = γ−1c. Expanding
to first order around the isotropic J, we have
〈S〉 = eV
4T
z− eV
8TJ0
(δJzxx + δJzyy) . (4.21)
The first term here is independent of J0. This is a conse-
quence of equilibrium being established between the dot
and the edge with unequal populations of left and right
movers at δJ → 0, see Eq. (2.10) and the related dis-
cussion. The two other terms in Eq. (4.21) have kinetic
origin associated with the anisotropic part of Jij .
3. Validity of perturbation theory, the Kondo temperature
TK
The perturbatively evaluated “bare” exchange con-
stant, Eq. (4.11), is small, J0ρ  1. In the conventional
magnetic impurity problem, the renormalized exchange
constant increases with the energy (or temperature) be-
ing lowered below D, due to the Kondo effect.38 This
is also the case here, as can be seen from the first two
corrections in powers of J0 to 〈Sz〉. This average can
be evaluated by thermodynamic perturbation theory ap-
plied to the Gibbs distribution Eq. (2.10). Similar to the
conventional Kondo problem, the corrections to 〈Sz〉 in
Eq. (4.21) are small when J0ρ 1 and38
J0  J20ρ ln
D
T
. (4.22)
This equation defines the Kondo temperature TK ,
T  De− 1|J0ρ| ∼ TK , (4.23)
which depends on the gate voltage. To lowest order in
the non-universal part of intra-dot interaction we have
[see Eq. (4.11)]
|J0ρ| = 1
pi
Γ1(
1
E− − ε1 +
1
E+ + ε1
) , (4.24)
(Γ1 = 2pit
2
1ρ is the width of the level ε1.) The Kondo
temperature can be written as (we absorb ±ε1 into E±)
TK ∼ min(δ, E±) exp[−piE−E+
2Γ1EC
] . (4.25)
We always have E−E+ ≤ E2C which gives a lower bound,
TminK = δ exp(−piEC/2Γ1) , (4.26)
for the Kondo temperature, reached in the middle of the
Coulomb blockade valley. As one moves closer to a peak
so that E+ < δ, the Kondo temperature becomes TK ∼
E+ exp(−piE+/Γ1), and has its maximum TmaxK ∼ Γ1 at
E+ = Γ1/pi.
Our perturbation theory in Jij is thus valid when
D  T  TK , where both TK and D = min(E±, δ) de-
pend on gate voltage (through E±). Near the peak
D ∼ TK ∼ Γ, and the assumption J0ρ  1 fails, as
can also be seen from Eq. (4.24). Likewise, the required
condition on temperature cannot be satisfied at any gate
voltage if T < TminK . At such low temperatures, T  TK ,
the logarithmic corrections to J0 become large. In this
strong coupling regime, one can write a phenomenolog-
ical Fermi liquid model as we demonstrate in the next
subsection.39 The correction to the conductance in both
the perturbative and non-perturbative regimes is dis-
cussed there.
4. The correction to the conductance
The coupling of the edge electrons to the spin of the
dot S modifies the ideal conductance G0 of the edge.
The correction ∆G to the conductance, is calculated, e.g.,
from the change in the number of left moving electrons on
the edge in the steady state. Denoting Nγ =
∑
k d
†
kγdkγ ,
the backscattering current is ∆I = − 12e〈 ddt (NL − NR)〉.
It is convenient to add to the current a term 〈 ddtSz〉 which
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has vanishing time-average since it is the time-derivative
of a bounded operator. Upon this addition, the current
takes the form
∆I = −e
〈
d
dt
[
1
2
(NL −NR) + Sz]
〉
. (4.27)
The advantage of the modification is in the fact that the
operator in the square brackets is an integral of motion
if the exchange coupling is isotropic; it’s time variation
is associated only with δJ 6= 0:
∆I =e 〈Sx[(δJyy − δJxx) : sy : +δJyx : sx :]〉
+ e 〈Sy[(δJyy − δJxx) : sx : −δJyx : sy :]〉
+ e 〈Sz(δJzy : sx : −δJzx : sy :)〉 . (4.28)
We can use Eq. (4.15) and its companions to express
the averages in ∆I in terms of 〈S〉. Inserting the steady-
state solution (4.21) we get a correction to the conduc-
tance
∆G
G0
=
piρ2
4
[
(δJxx − δJyy)2 + δJ2yx +
1
4
(δJ2zx + δJ
2
zy)
]
,
T  TK .
(4.29)
Here the components δJij are given in Table I of Ap-
pendix E. They depend on the dot parameters as well
as on the gate voltage, and generally grow in magnitude
towards the peaks. We can extend the above formula
to lower temperatures, T ∼ TK , by using the standard
renormalization group technique, see Appendix F.
As one moves towards low temperatures, the logarith-
mic corrections to J become non-negligible, see Subsec-
tion IV A 3. The anisotropic components of J (which
enter ∆G) are irrelevant perturbations, as shown by the
renormalization group analysis carried out in Appendix
F. Accordingly ∆G decreases with T :
∆G/G0 =
piρ2
4
(
ln TTK
ln DTK
)2
×
[
(δJxx − δJyy)2 + δJ2yx +
1
4
(δJ2zx + δJ
2
zy)
]
, (4.30)
T > TK .
Here δJij is the “bare” exchange coupling and the renor-
malization (“dressing”) is given by the logarithmic factor,
see Appendix F. This factor is of order unity at high tem-
peratures, T  TK , but becomes small as T approaches
TK .
Below the Kondo temperature, T  TK , the impu-
rity spin S is strongly coupled to the itinerant electrons.
To asses the correction to the conductance at such tem-
peratures, we can write a phenomenological Fermi liq-
uid Hamiltonian.39 Assuming TR symmetry and neglect-
ing Luttinger liquid effects, there is no relevant per-
turbation that can cause backscattering in this model.
The least irrelevant term of that type is the one-particle
backscattering7,8
Hλ = λ[ψ
†
L∂xψ
†
LψLψR − ψ†Rψ†LψR∂xψR] + h.c. , (4.31)
evaluated at the tunneling contact x = 0. The correction
to the conductance due to Hλ is (see Section II)
∆G/G0 ∼ λ2ρ4T 4, T  TK . (4.32)
By matching Eqs. (4.32) and (4.30) at T ∼ TK , we get
an estimate for the phenomenological parameter λ. Com-
bining the two limits leads to the following interpolation,
∆G
G0
=
piρ2
4
[
(δJxx − δJyy)2 + δJ2yx +
1
4
(δJ2zx + δJ
2
zy)
]
× 1
ln2 DTK
[
Θ(TK − T )c T
4
T 4K
+ Θ(T − TK) ln2 T
TK
]
,
(4.33)
where the numerical coefficient c ∼ 1. This equation is
valid at low temperatures, T  D = min(E±, δ), where
our low-energy effective theory, Eq. (4.8), is justifiable.
Averaging over the dot parameters is detailed in Ap-
pendix B. Here we give the results for screened Coulomb
interaction,
〈
U2
〉 ∼ δ2/g2. Near either of the peaks,
min(E+, E−) δ, we arrive at
〈∆G〉/G0 ∼ 1
ln2 DTK
Γ2
g2δ2
[
Θ(TK − T )c T
4
T 4K
+Θ(T − TK) ln2 T
TK
]
, T  D, D = min(E+, E−) .
(4.34a)
Farther from the peaks (E±  δ) we get
〈∆G〉/G0 ∼ 1
ln2 δTK
Γ2
g2
[
ln E+δ
E2+
− ln
E+E−
δ2
E+E−
+
ln E−δ
E2−
]
×
[
Θ(TK − T )c T
4
T 4K
+ Θ(T − TK) ln2 T
TK
]
, T  δ .
(4.34b)
The corrections to Eq. (4.34b) are of order Γ2/g2E2±, so
that close to the middle of the valley (|E+ −E−|  EC ,
E± ≈ EC)
〈∆G〉/G0 ∼ 1
ln2 δTK
Γ2
g2E2C
×
[
Θ(TK − T )c T
4
T 4K
+ Θ(T − TK) ln2 T
TK
]
, T  D .
(4.34c)
Combining the above three formulas, the conductance
correction in the entire range between one of the peaks
and the middle of the odd valley (gate voltages N0 ≤
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Ng ≤ N0 + 1/2) can be accurately described by
〈∆G〉/G0 ∼ 1
ln2 DTK
Γ2
g2 max(E2+, δ
2)
(4.35)
×
[
Θ(TK − T )c T
4
T 4K
+ Θ(T − TK) ln2 T
TK
]
, T  D .
The derivation of Eqs. (4.34a)–(4.35) assumes that the
dot is in the Kondo rather than the mixed valence regime
(TK  Γ). Since TK is a function of the gate voltage [see
Eq. (4.25)], the condition on E± is min(E+, E−) > Γ.
The discussion of the opposite limit, TK ∼ Γ, is deferred
to Subsection (IV C), where we study the conductance
correction at the peak.
B. Even valley conductance
Let us now discuss the conductance correction in the
even valley, where, unlike in the previous section, the
dot ground state is unique. Here the isolated quantum
dot has an even number of electrons, N0 for definiteness,
in its ground state. At low temperatures T  δ we can
neglect thermal excitations of the dot. When U , the non-
universal part of the interaction, is weak, the elementary
processes leading to backscattering are the same as in
Subsection III A – two electrons scatter inelastically off
the dot and in the process at least one of them flips its
spin. To lowest order in tunneling and in the interac-
tion U , these processes have amplitudes that are fourth
order in tunneling and first order in U [c.f. Eqs. (3.13),
(3.14) for the EC = 0 counterpart]. The correspond-
ing amplitude, obtained from Eq. (4.6), is of 5th order in
the perturbations and contains four energy denominators
which are combinations of δ, E±, and EC , according to
the excitation energy of the corresponding virtual state
(respectively, they are: creation of an electron-hole pair,
removal/addition of an electron, removal/addition of two
or more electrons). See also Table II in Appendix D.
We will first consider gate voltages deep in the valley
where E±  δ (see next subsection). Closer to the peak,
min(E+, E−) ∼ δ, backscattering is dominated by a dif-
ferent virtual process. In Subsection IV B 2 we estimate
the conductance correction at the peak when approached
from the even valley side.
1. Conductance deep in the even valley.
Away from the Coulomb blockade peaks, E±  δ, T ,
the main contribution to the scattering amplitude comes
from terms in Eq. (4.6) with two denominators of order δ
so that in two of the virtual states the dot has N0 parti-
cles. The tunnelings then appear in “in-out” or “out-in”
combinations, where “in-out” stands for insertion of one
electron into the dot, followed by a removal of another
(or vice versa for “out-in”). Such tunneling terms can be
conveniently written as blocks H˜ = PHtunG0(E)HtunP ,
where P is a projector onto the low-energy subspace, that
is, the subspace of states with N0 particles in the dot.
There are two of these blocks in the fifth-order contribu-
tion to T -matrix, and they can appear in three combina-
tions relative to the interaction U . As an example, one
of the three terms is,
〈f |H˜G0(Ei)H˜G0(Ei)U |i〉
=
[
1
E−
+
1
E+
]2
〈i|nk1γ1nk2γ2(1− nk3γ3)(1− nk4γ4)|i〉
∑
n1n2n3n4
U{niγi}tn1tn2tn3tn4
×
[
Θ−n1Θ−n2Θn3Θn4
∆E1 + ∆E2 −∆E3 −∆E4
1
∆E3 −∆E1 + (1↔ 2) + (3↔ 4)
]
, (4.36)
where ∆Ei = εni − Eki , nkγ = d†kγdkγ , and we con-
sidered an arbitrary initial state |i〉 and a final state
〈f | = 〈i|dk4γ4dk3γ3d†k1γ1d
†
k2γ2
with no excitation left in
the dot. We also abbreviated the step function, Θ±n =
Θ(±εn∓ε1), where level 1 is the lowest unoccupied level,
ε1 + E+ > 0.
The above equation is valid when E±  δ as discussed
in the previous paragraph. When this condition is not
satisfied and δ ∼ E±, the projector P can no longer be
used to separate the high- and low-energy virtual states,
and more terms need to be taken into account in the
expansion of the T -matrix. Thus, when averaging (4.36)
over disorder we need to insert a cut-off min(E+, E−) on
the level energies εn, see Eq. (4.38) and Appendix B.
The total backscattering current ∆I is obtained by
summing the rates (4.4) that cause backscattering. The
factors 〈i|nkiγi |i〉 (being either zero or one) summed
over initial states with weight wi yield Fermi functions
fkγ = 1/[e
(Ek+γeV/2)/T + 1], and we are led to an equa-
tion for ∆I similar to Eq. (3.8) (see Appendix D for
a detailed derivation). Likewise, we get ∆G1 ∝ T 4
and ∆G2 ∝ T 6 as in Eqs. (3.13) and (3.14), so that
∆G2  ∆G1 at low temperatures. Neglecting the two-
particle contribution we get
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∆G/G0 =
8pi
15
T 4
[
1
E−
+
1
E+
]4 ∣∣∣∣∣∣
∑
n1 6=n2
∑
n3n4
(Un1Ln2L;n3Ln4R − Un1Ln2L;n3Rn4L)
√
Γn1Γn3Γn2Γn4
×
{
Θn1Θn2Θ−n3Θ−n4 + Θ−n1Θ−n2Θn3Θn4
(εn1 + εn2 − εn3 − εn4)
2εn3 − (εn1 + εn2)
(εn3 − εn1)2(εn3 − εn2)2
(εn1 − εn2)
+Θ−n1Θ(εn2)Θn3Θ−n4
(εn1 − εn2 − εn3 + εn4)
(εn4 − εn2)2(εn3 − εn1)2
}∣∣∣∣2 . (4.37)
When averaging ∆G over disorder, the sums over dot
energy levels diverge at the upper limit. This is a result of
approximating some of the energy denominators by E±
in the T -matrix, see the paragraph below Eq. (4.36). The
divergence is logarithmic and is cut-off by min(E+, E−),
see Appendix B. For screened Coulomb interaction we
have,
〈∆G〉/G0
∼ Γ
4
g2δ4
T 4
[
1
E−
+
1
E+
]4
ln
min(E+, E−)
δ
. (4.38)
The above equation was derived for the two-level dot
in Section II, Eq. (2.5). It is also the generalization
of the earlier Eq. (3.21) to a dot with charging energy
EC  δ. In the Coulomb blockade valley, changing the
occupation of the dot requires a large energy E± ∼ EC .
Consequently, two of the virtual states in a lowest-order
backscattering process have large denominators ∝ EC
instead of ∝ δ as in the non-interacting case. Therefore
Eq. (4.38), up to prefactors (the logarithm is of order
unity for EC & δ), amounts to replacing the amplitude
∝ 1/δ4 in Eq. (3.21) by ∝ 1/E2Cδ2. Our result (4.38)
diverges at Ng = N0 ± 12 corresponding to the peaks ad-
jacent to the valley with N0 electrons. As one moves close
to the peaks, eventually min(E+, E−) ∼ δ and our per-
turbation theory breaks down [see the paragraph below
Eq. (4.36)]. In this limit one needs to take into account
additional contributions to the T -matrix, which we deal
with in the next subsection.
2. Conductance near the peak
In the previous subsection we assumed that gate volt-
age is tuned away from the charge degeneracy points of
the quantum dot (peaks).
Let us now consider backscattering close to the peak
separating the dot states of N0 and N0 + 1 electrons,
with N0 even (the peak separating N0 and N0 − 1 states
is treated similarly). We will assume that we are on the
even valley side of the peak so that the energy required
for adding (rather than removing) an electron is small,
0 < E+ + ε1  δ. Here ε1 is the lowest unoccupied
level in the dot with N0 electrons. The correction to
the conductance is calculated in the T -matrix formal-
ism, as was done in the previous subsection. We saw in
Subsection IV A that the correction to the conductance
∆G is largest in the odd valley (rather than in the even).
Hence, close to the peak on the even side, most backscat-
tering is caused by virtual tunneling to the odd-number
state. For this reason, the backscattering close to the
peak is similar to that in the odd valley, described in
Subsection IV A. Close to the peak, the lowest energy
excitation above the dot ground state is to add an elec-
tron to the level ε1. This excitation has energy E+ + ε1
(disregarding the energy deficit of the hole created in
the helical edge). As a result, the main contribution to
the T -matrix comes from virtual processes in which an
edge electron is first scattered to level ε1, thus increasing
the dot population to the odd value N0 + 1, followed by
scattering of another edge electron off the dot using the
interaction Heff [Eq. (4.7)], and finalized by a tunneling
of an electron from the dot back to the edge. For initial
and final states |i〉 and |f〉 the amplitude of such a pro-
cess, 〈f |HtunG0HeffG0Htun|i〉, contains two large factors
G0 ∼ 1/max(E+ + ε1, T ).
For a generic final state 〈f | = 〈i|dk4γ4dk3γ3d†k1γ1d
†
k2γ2
,
the T -matrix HtunG0HeffG0Htun yields an amplitude
〈f |T (Ei)|i〉
= 〈f |d†k3γ3d
†
k4γ4
dk2γ2dk1γ1 |i〉Θ(E+ + ε1)t21∑
n,m
tntm
(εn − εm)
[
Θ−m
(ε1 − εm) −
Θ−n
(ε1 − εn)
]
{
U1γ4nγ3;1γ1mγ2
(ε1 + E+ − Ek4)(ε1 + E+ − Ek1)
− U1γ4nγ3;1γ2mγ1
(ε1 + E+ − Ek4)(ε1 + E+ − Ek2)
− U1γ3nγ4;1γ1mγ2
(ε1 + E+ − Ek3)(ε1 + E+ − Ek1)
+
U1γ3nγ4;1γ2mγ1
(ε1 + E+ − Ek3)(ε1 + E+ − Ek2)
}
. (4.39)
Here we replaced Eki , E+ + ε1 → 0 in the denominators
that are large ∼ δ, which is justified at low temperatures
and close to the peak, T, E+ + ε1  δ. For one-particle
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backscattering, we get a conductance correction
∆G1/G0
= pi
Θ(E+ + ε1)
64pi4
Γ21
T
∫
dE1dE2dE3dE4
4∏
i=1
1
cosh Ei2T
× (E1 − E2)
2δ(E1 + E2 − E3 − E4)
(ε1 + E+ − E1)2(ε1 + E+ − E2)2
×
∣∣∣∣∣∑
n,m
√
ΓnΓm
εn − εm
(
Θ−m
ε1 − εm −
Θ−n
ε1 − εn
)
×
(
U1LnL;1RmL
ε1 + E+ − E4 −
U1LnL;1LmR
ε1 + E+ − E3
)∣∣∣∣2 . (4.40)
The corresponding 2-particle contribution is given in Ap-
pendix D 1, Eq. (D6). The above integrals in ∆G1 are
well-defined only at low temperatures and far enough
from the peak, ε1 +E+  T , where the activation factors
limit the integration, and it is justified to replace Ei → 0
in the denominators. We then get
∆G1/G0 =
4pi
15
Θ(E+ + ε1)T
4Γ21
(ε1 + E+)6
×
∣∣∣∣∣∑
n,m
√
ΓnΓm
εn − εm
(
Θ−m
ε1 − εm −
Θ−n
ε1 − εn
)
× (U1LnL;1RmL − U1LnL;1LmR)
∣∣∣2 , ε1 + E+  T .
(4.41)
The contribution from 2-particle backscattering is sub-
leading by a factor T 2/(ε1 + E+)
2, see Eq. (D7). Aver-
aging over disorder with screened Coulomb interaction,
we obtain the leading contribution
∆G/G0 ∼ Γ
4
g2(ε1 + E+)6δ2
T 4 , ε1 + E+  Γ, T .
(4.42)
The limitations on ε1 + E+ come from the conditions
of applicability of perturbation theory in tunneling. Far
from the peak, ε1 + E+ ∼ δ, Eq. (4.41) matches our
previous result, Eq. (4.38), valid deeper in the even valley.
At higher temperatures, T  ε1 +E+, the integration
domain in Eq. (4.40) is no longer limited by temperature.
To regularize the integrals, the width of the resonant level
ε1 needs to be taken into account. Near the peak, tun-
neling between the helical edge and level ε1 gives rise to a
non-zero imaginary part iΓ1 in the energy denominators
originating from G0(E) in Eq. (4.39). Now at T  Γ1 in
∆G1 two of the integrals over energies are restricted by
Γ1 rather than T . The integration is conveniently done
by using the Fourier transform of the energy conserving
δ-function. We get
∆G1/G0 =
1
4pi
Θ(E+ + ε1)
×
∑
γ
∣∣∣∣∣∑
n,m
√
ΓnΓm
εn − εm (
Θ−m
ε1 − εm −
Θ−n
ε1 − εn )U1LnL;1γmγ
∣∣∣∣∣
2
,
(4.43)
T  Γ1, ε1 + E+ ,
and ∆G2 is of the same order, see Eq. (D8). Averaging
over disorder, one has
∆G/G0 ∼ Γ
2
g2δ2
, T  Γ, ε1 + E+ . (4.44)
Since this result is independent of the ratio Γ/(ε1 +E+),
we anticipate that it accurately describes ∆G at the peak
at relatively high temperatures (but still T  δ). The
above equation coincides with Eq. (4.42) when T ∼ ε1 +
E+ ∼ Γ.
C. Peak conductance
To estimate the conductance correction at the charge
degeneracy point, we can extrapolate the results of Sub-
sections IV A and IV B to gate voltages near the peak.
Denoting by Γ1 the width of the resonant level at the
peak, at high temperatures T  Γ1 we can approach the
peak from the even valley side. This was discussed at the
end of the previous section where we got
∆Gpeak/G0 ∼ Γ
2
g2δ2
, Γ T  δ . (4.45)
At low temperatures T  Γ1 we can approach the
peak from the even valley side by replacing ε1 +E+ → Γ
in Eq. (4.42) of previous section. This yields
∆Gpeak/G0 ∼ T
4
g2δ2Γ2
, T  Γ . (4.46)
We get the same result by extrapolating the odd valley
result, Eq. (4.35), to the mixed valence regime TK ∼ Γ.
Near the peak replacing TK , E+ → Γ in (4.35) we obtain
Eq. (4.46).
D. Correction to the conductance at high
temperatures T  δ
As we saw in Subsections IV A and IV B, at T  δ
there is a drastic difference in temperature dependence
of ∆G between the even and odd valleys. In even ones
∆G ∝ T 4, see Eq. (4.38). In odd valleys the depen-
dence is weak, ∆G ∝ ln2(T/TK) as long as T exceeds
the exponentially-small TK , see Eqs. (4.33) and (4.25).
The distinction between the valleys gradually disappears
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at T & δ, once spin degrees of freedom of the dot be-
come thermally excited, irrespective the parity of electron
number. At the same time, thermal fluctuations of the
electron number remain suppressed as long as T  EC .
Then ∆G is dominated by a virtual process (inelastic co-
tunneling) which we describe at length in Appendix G.
The main result there is that ∆G crosses over from the
T -independent odd valley result to a quadratic depen-
dence on temperature, see Eq. (G17). As temperature
rises towards EC , direct tunneling becomes important,
first as an activated contribution to ∆G. At even higher
temperatures, T & EC , charging effects become irrele-
vant, and we may use the results of Subsection III C.
Therefore, at T & max(EC , T2) the temperature depen-
dence of ∆G saturates at ∆G ∼ Γ/δ, see Eq. (3.49) and
Fig. 7. The precise crossover between the co-tunneling-
dominated and direct tunneling -dominated regimes at
δ  T  EC depends on specific dot parameters; we
will leave aside the discussion of the detailed behavior of
∆G in this interval.
E. Average of ∆G over the dot chemical potential
at low temperatures T  δ
The results derived in the previous subsections, IV A–
IV C, fully describe the low-temperature conductance
correction due to a Coulomb blockaded quantum dot for
any gate voltage. Having in mind the resistivity of a long
edge (see Section V below), we will, in this section, av-
erage ∆G over the gate voltage, across multiple peaks
and valleys. We will focus on low temperatures, T  δ,
where ∆G is strongly gate voltage dependent. It is use-
ful to do the averaging in the following way: First one
averages over all the valleys keeping fixed the position of
gate voltage relative to closest peaks. For example, in
the odd valley this amounts to averaging over dot lev-
els in Eq. (4.33) for given E±. This average is given by
Eq. (4.35). After this first step of averaging, one averages
the resulting conductance over different values of E+ in
the valley.
At any temperature T  δ, the largest contribution to
the average over gate voltage comes from the odd valley,
Eq. (4.35). There are three characteristic temperature
intervals, where the functional dependence of ∆G on E+
is different. In the lowest interval, where temperature is
lower than TminK (Kondo temperature in the bottom of
the valley, E+ = EC), ∆G is given by the first term in
Eq. (4.35), and ∆G ∝ T 4 in the entire valley. As temper-
ature rises above TminK , the domain of ∆G ∝ T 4 shrinks
towards the charge degeneracy points. Then the second
term, ∆G ∝ ln2(T/TK), in Eq. (4.35) becomes applicable
in the bottom of the valley and gives the main contribu-
tion to average ∆G. The next characteristic temperature
is the Kondo temperature at E+ = δ. We denote this
temperature by Tδ, and it is given by
Tδ = δe
−piδ/Γ . (4.47)
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FIG. 8. Graph of the Kondo temperature as a function of gate
voltage, TK(E+). Here Γ > T > Tδ. At these temperatures
the main contribution to the gate-voltage-averaged ∆G comes
from the regime around E+ ≈ δ. In region I the dot spin is
strongly-screened since T < TK(E+). There ∆G ∝ T 4 from
the first term in Eq. (4.35). In region II we have T > TK(E+),
and the second term of Eq. (4.35) is applicable.
See also Fig. 8. Above this temperature the second term
in Eq. (4.35) is applicable even for E+ . δ, and the
average ∆G mainly comes from gate voltages E+ ≈ δ.
We will next start our quantitative description from this
last temperature interval.
In this high-temperature interval, δ > T > Tδ, the
functional dependence of ∆G on E+ changes
40 at E+ ≈
δ, as can be seen from the overall factor in Eq. (4.35).
Integration over E+ around E+ ≈ δ gives the main con-
tribution to ∆Gav,
∆Gav
G0
∼ Γ
2
g2ECδ
, Tδ  T  δ . (4.48)
When temperature decreases below the value Tδ, the
dot spin becomes strongly screened (and ∆G ∝ T 4) even
for gate-voltages E+ ≈ δ. The main contribution to
the average ∆G comes from the gate voltage interval
δ  E+ < EC where the second term of Eq. (4.35) is
valid. We find
∆Gav
G0
∼ 1
EC
∫ EC
E∗(T )
dE+
ln2 TTK(E+)
ln2 δTK(E+)
Γ2
g2E2+
, (4.49)
where E∗(T ) is the solution of TK(E∗) = T (see also
Fig. 8). At T < Tδ, it can be written in terms of the
parameter η(T ) = ln δT / ln
T
TminK
as
E∗ = EC [1− (1 + η)−1/2] . (4.50)
Changing the integration variable in Eq. (4.49) to  =
(EC − E+)/EC , we get
∆Gav
G0
∼ Γ
2
g2E2C
∫ (1+η)−1/2
0
d
(1− )2
[
(1 + η)−1 − 2
1− 2
]2
.
(4.51)
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The temperature dependence is now in the parameter
η(T ). We evaluate the integral in Eq. (4.51) asymptot-
ically around η = δ/EC (at T = Tδ) and η → ∞ (at
T → TminK ). The crossover between the two limits hap-
pens at a temperature T1/2 =
√
δTminK , at which η = 1.
In the first limit, T1/2  T  Tδ, we find
∆Gav
G0
∼ Γ
2
g2ECδ
ln δTδ
ln δT
, (4.52)
which matches with Eq. (4.48) at T = Tδ. In the opposite
limit TminK  T  T1/2 we get
∆Gav
G0
∼ Γ
2
g2ECδ
ln δTδ
ln δT1/2
(
ln T
TminK
ln δ
TminK
)5/2
. (4.53)
Finally, as T becomes less than TminK the dot spin is
always strongly screened and the first term in Eq. (4.35)
needs to be used for ∆G. The main contribution to av-
erage conductance comes from the vicinity of the bottom
of the valley where TK is the smallest,
∆Gav
G0
∼
∫ EC
δ
dE+
EC
1
ln2 δTK(E+)
Γ2
g2E2+
T 4
TK(E+)4
∼ Γ
4
g2E4C
T 4
(TminK )
4
∫ EC
0
dE+
EC
exp[−4pi(EC − E+)
2
2ΓEC
]
∼ Γ
9/2
g2E
9/2
C
T 4
(TminK )
4
, T  TminK . (4.54)
[When going to the last line in Eq. (4.54), we extended
the integration to (−∞, EC), as EC/Γ 1.] Since ΓEC ∼
1/ ln δ
TminK
, the above equation agrees with Eq. (4.53) at
T ∼ TminK .
V. LONG EDGE
In Sections III and IV we showed how a single quantum
dot (with small or large charging energy) modifies the
conductance of a helical edge. In section V A below we
show how doping may naturally create quantum dots, or
puddles, in heterostructures such as HgTe quantum wells.
Our results from the previous two sections describe the
resistance of a short helical edge where only few puddles
reside near the edge.
In this section we consider a long edge of length L
much larger than the mean distance between puddles,
L  n−1/2p , with np being the puddle density. Near a
long edge there can be multiple puddles contributing to
the helical edge resistance. The contributions add up in-
coherently since scattering off puddles is inelastic. There-
fore, the resistance 1/G of a long edge scales linearly with
the length L, and we can characterize the edge by its re-
sistivity % = 1/GL. We calculate % caused by puddles
`d
V(r)  
`g
FIG. 9. (Color online) Schematic drawing of the heterostruc-
ture. The dark grey top layer depicts the gate electrode, below
which is the doping layer (light grey) with a random distri-
bution of dopants (blue dots) with density nd. The dopants
induce a random potential V (r) on the quantum well (white)
and charge puddles are formed (blue).
of small or large charging energy at low temperatures
(T  δ) in Subsections V B 1 and V B 2.
We find below that the charging energy is moderate,
EC ∼ δ, for doping-induced puddles. Even in this limit,
puddles with an odd occupation may be present. This
leads to resistivity %(T ) ∝ 1/ ln2(δ/T ) dominated by
puddles with an odd number of electrons. This weak
temperature dependence of %(T ) may shed light on re-
cent experiments in HgTe quantum wells.
A. Electrostatic potential fluctuations in a
heterostructure
In this section we discuss the origin of charge puddles
in a doped HgTe quantum well. Our goal is to estimate
the parameters of the puddles (such as their density and
the average level spacing in a puddle) in terms of known
parameters (density of a dopant, band structure prop-
erties of the semiconductor). The random positions of
donors (or acceptors) create fluctuations in the electro-
static potential at the quantum well. This results in the
formation of electron (or hole) puddles in regions of se-
vere fluctuations. The fluctuations need to be sufficiently
strong, so that the conduction (valence) band dips be-
low (above) the Fermi level residing in the semiconductor
band gap. The Fermi level position is tuned with an ex-
ternal gate electrode. We consider here thin enough HgTe
quantum wells that are topological band insulators in the
clean limit. Effects of charge disorder in the semimetallic
regime (thick wells) have been recently studied in Ref. 41.
For definiteness we consider n-type doping from here
on. In the experimental setup donors are located in a
layer separated from the quantum well by a spacer of
width `d (see Fig. 9). Donors of average density nd induce
a random potential V (r) in the quantum well. It creates
puddles by attracting carriers to those regions where the
conduction band lies below the Fermi level. Ignoring the
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screening of V (r) by these localized carriers, we have
V (r) = e
∫
d2r′
σ(r′)
κ
×
[
1√
`2d + (r
′ − r)2 −
1√
(2`g − `d)2 + (r′ − r)2
]
,
(5.1)
where r lies in the plane of the heterostructure and the
last term comes from the induced charge on the gate
electrode, located a distance `g from the quantum well;
`d ≤ `g, see Fig. 9. We denoted the dielectric constant by
κ and the donor charge density by σ. Taking the latter
to be δ-correlated with variance e2nd, we get
〈∆V 2〉 = V 20 ln
`2g
`d(2`g − `d) , (5.2)
where V0 =
√
2pinde
2/κ and ∆V = V − 〈V 〉.
We will now estimate the puddle parameters. At full
depletion the density of puddles depends on the ratio of√〈∆V 2〉 and Eg/2. We define the characteristic density
of donors,
n0 =
E2gκ
2
8pie4 ln[`2g/`d(2`g − `d)]
, (5.3)
at which
√〈∆V 2〉 = Eg/2.
At high donor densities nd  n0 the band edge fluc-
tuates heavily and dips frequently below the Fermi level.
This limit is beyond the scope of this work, since inter-
puddle tunneling can lead to Γ & δ and bulk conductiv-
ity σbulk & e2/h, corresponding to a symplectic metallic
phase rather than to a topological insulator.42 We leave
out an estimate of σbulk since it depends strongly on the
experimental parameters.
Let us next consider low donor density, nd  n0, so
that puddles can be made rare and small by adjusting
the Fermi level a distance & V0 below the conduction
band edge. Bulk conductivity is then activated in nature.
If temperature is low enough, conduction can become
dominated by the edges. Our next goal is to estimate
the puddle density np and the mean level spacing δ. In
our analysis we closely follow Ref. 31.
The gate electrode is separated from the quantum well
by a distance `g. Because of screening of the donors by
the gate, the potential V (r) is correlated in the quantum
well on the same length scale `g. Puddles occur in rare
regions of size ∼ `g, where the potential fluctuation ex-
ceeds the value Eg/2. The typical value by which a rare
fluctuation exceeds Eg/2 is obtained to leading order in
V0/Eg from the distribution P (V ) ∝ exp(−V 2/2V 20 ) [we
ignore the logarithm in Eq. (5.2) considering `d and `g of
the same order of magnitude]. We get
〈∆V − Eg/2〉∆V≥Eg/2 = V 20 /2Eg . (5.4)
The carriers in the quantum well form a puddle of area w2
to smoothen out the dip ∼ V 20 /2Eg caused by the donor
density fluctuation. Since V 20 /Eg  Eg, we approximate
the Dirac spectrum by quadratic dispersion with mass
m∗ = Eg/2v2 (see also the beginning of Section IV).
Assuming weak interaction, α = e2/κv  1, we may
use the Thomas-Fermi approximation for the description
of the puddle, k2F /m
∗ ∼ V 20 /Eg. Therefore the electron
density in the puddle is ne ∼ k2F ∼ m∗V 20 /Eg. Denoting
by N ∼ new2 the number of electrons in the puddle, their
total electrostatic potential is e2N/κw, assuming w .
`g. This potential should compensate for the potential
fluctuation, e2new/κ ∼ V 20 /2Eg. Using, in addition, the
above-mentioned Thomas-Fermi estimate of ne, we find
the puddle linear size w ∼ aB , where aB = 2v/αEg is
the effective Bohr radius. Finally, since δ ∼ 1/m∗w2 ∼
V 20 /EgN , we get
δ ∼ α2Eg, N ∼ nd/α2n0, EC/δ ∼ 1 . (5.5)
The last relation is obtained from Eq. (4.1) using our as-
sumption of small puddles, w . `g. The puddle has a
large number of electrons if α√nd/n0 . 1 (which we
have assumed throughout this work, except for the qual-
itative discussion in Section II). Taking a nearly ballistic
dot, where the Thouless energy ET . v/w, we can finally
estimate g . v/wδ ∼ α−1.
These are properties of a single puddle. To assess the
puddle density np, we first note that the distance to the
gate `g is an effective screening radius, and we can di-
vide the quantum well into regions of area `2g between
which the potential V (r) is uncorrelated. Puddles occur
in those rare places where the local potential fluctuation
exceeds the value Eg/2. The probability for this to hap-
pen is exponentially small, p ∼ √nd/n0 exp(−n0/2nd),
as follows from the distribution P (V ). The total carrier
number NpN of Np puddles in the square `g×`g compen-
sates for the corresponding fluctuation in the donor num-
ber, NpN ∼
√
n0`2g. Since only a fraction p of the uncor-
related regions contains puddles, we obtain the puddle
density
np =
pNp
`2g
∼ 1
`gaB
√
n0
nd
e−n0/2nd . (5.6)
In Eq. (5.1) above we ignored the screening of potential
fluctuations by the electron density Nnp due to puddles.
This density is to be compared with the typical fluctua-
tion of the donor density on lateral scale ∼ `g (the charge
induced on the gate electrode smears out fluctuations on
scales larger than `g). Therefore the condition to ignore
screening by carriers is Nnp  √nd/`g. Using the rela-
tion
√
n0 ∼ 1/α2aB [see Eq. (5.3)] with Eqs. (5.5) and
(5.6) we see that the condition is p√nd/n0, which is
consistent with our assumption of weak doping, nd  n0.
Finally, the bulk conductivity caused by rare pud-
dles is negligible. The puddle-to-puddle hopping con-
ductivity is proportional to the tunneling probability
exp[−(Λ2np)−1/2] times the thermal activation factor
exp(−δ/T ) (we used EC ∼ δ and denoted Λ the penetra-
tion depth of the electron wavefunction into the bulk).
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Both of these factors are small at temperatures T  δ,
making it very difficult for edge electrons to find a per-
colation path through the bulk. These reasons make the
low-temperature bulk conductance negligible compared
with the conductance of the edges, even if the latter one
is reduced by inelastic backscattering. Next, we estimate
the resistivity of the edges induced by the backscattering
of edge electrons by nearby puddles.
B. Resistivity of a long edge
We are now in a position to assess the applicability of
the single-dot theory developed in Sections III and IV
to charge puddles created by random fluctuations of the
donor density. First of all, we used RMT for dots with
N  1 electrons. The Thomas-Fermi approximation uti-
lized in derivation Eq. (5.5) also assumes N  1. This
assumption is met in the rare-puddles limit (nd  n0)
only if α2  1 while nd/n0  α2. Second, Sections III
and IV consider the limits of U  δ and EC  δ, re-
spectively, while Eq. (5.5) predicts EC ∼ δ for random
puddles of charge. Therefore, the random-puddles case
is on the border-line of the descriptions developed in the
aforementioned sections. In the following, we perform
edge resistivity estimate in two limits conforming with
the assumptions of Sections III and IV, respectively. We
will then identify, which of the model-based conclusions
hold under the realistic conditions described by Eq. (5.5).
1. Resistivity of a long edge in the absence of charging
effects
The single-dot backscattering in the absence of charg-
ing effects, EC  δ, was discussed in Section III. There,
in deriving Eqs. (3.20) and (3.21), we replaced the dot
level widths by their average values. This is what the
conductance correction from a typical puddle would be.
To assess the conductance of a long edge with many pud-
dles, we need to average over the distribution of level
widths. In the case of a long edge, there can be rare
instances of exceptional puddles which produce most of
the backscattering. This can be seen from Eq. (3.18) at
low temperatures, T  Γ, when level 1 is close to Fermi
energy, |ε1|  δ. (Here ε1 is measured from the Fermi
energy.) Averaging Eq. (3.18) over dot parameters, at
fixed peak position ε1 and width Γ1, leads to
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∆Gpeak
G0
∼ 1
g2
T 4ΓΓ31
(ε21 +
1
4Γ
2
1)
4
Θ(Γ1 − T ) . (5.7)
In absence of charging effects the gate-voltage aver-
aged conductance correction, ∆Gav, is dominated by the
peaks, as indicated by strong ε1-dependence in Eq. (5.7).
Therefore at low temperatures T  Γ, we obtain ∆Gav
by averaging Eq. (5.7) over the peak position ε1, and the
width Γ1 of the resonant level. For the latter, we use
¤
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FIG. 10. (Color online) A helical edge with left- and right-
propagating modes, (top) and a charge puddle (bottom). In
the absence of Coulomb blockade, puddles with an optimal
level width Γ ∼ T yield the largest correction to the conduc-
tance. The level width is optimal in puddles at a distance dT
from the edge. Those puddles whose distance from the edge
is within Λ of dT give the main contribution to resistivity %
in Eq. (5.10)
the symplectic Porter-Thomas distribution44 P (Γ1) ∝
Γ1e
−2Γ1/Γ. We then find from Eq. (5.7),
∆Gav
G0
∼
∫
Γ1≥T
dΓ1P (Γ1)
∫
dε1
δ
1
g2
T 4ΓΓ31
(ε21 +
1
4Γ
2
1)
4
. (5.8)
The integral over ε1 in Eq. (5.8) can be done first and
is dominated by |ε1| . Γ1. The remaining integral over
Γ1 is dominated by Γ1 ∼ T , since the integrand becomes
large for small level widths. We see that most of the
backscattering at low temperatures T  Γ is caused by
rare quantum dots with Γ1 ∼ T rather than typical ones
with Γ1 ∼ Γ. This was not captured in Eq. (3.20), which
describes typical dots.
The corresponding high-temperature limit is given in
the first term in Eq. (3.20), and there the average over
level width is trivial. Combining the limits of low
and high temperatures, we get from the first term in
Eq. (3.20), and Eq. (5.8)
∆Gav
G0
∼ 1
g2
Γ
δ
Θ(T − Γ) + 1
g2
T 2
Γδ
Θ(Γ− T ) . (5.9)
Since the average level width Γ depends on the distance
between the dot and the edge, the above equation gives
the conductance correction ∆G due to a puddle at a fixed
distance from the edge.
To estimate the long-edge resistivity %, we will sum
over the single-puddle corrections ∆G . Let us first con-
sider an edge with just one puddle contributing to the
edge resistance R. Then R = (G0 −∆G)−1 ≈ R0 + ∆R
where R0 = G
−1
0 = h/e
2, and ∆R = ∆G/G20 is a small
resistance introduced by the puddle. On a long edge mul-
tiple puddles contribute to the edge resistance, yielding
∆R =
∑
i ∆Gi/G
2
0, where the sum is over all puddles,
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FIG. 11. The integration domain in Eq. (5.10) for Coulomb
blockaded puddles. Equation (5.10) is valid also in the pres-
ence of large charging energy EC  δ. The domain of integra-
tion over Γ in Eq. (5.10) can be divided into different regions
determined by the temperature. The integrand, ∝ ∆Gav, is
given by Eqs. (4.48), (4.51), and (4.54) in the regions I, II, and
III, respectively. The dominant contribution to Eq. (5.10) at
any temperature T  δ comes from the shaded part in region
II, where ∆Gav is given by Eq. (4.52). Contribution from
region III is never dominant in Eq. (5.10).
labeled by the index i. Since scattering off puddles is in-
elastic and incoherent, the long edge is characterized by
a self-averaging resistivity. Denoting the edge length by
L, we then have
% =
1
L
〈∑
i
∆Gi
G20
〉
=
npΛ
G0
∫ δ
0
dΓ
Γ
∆Gav
G0
. (5.10)
We introduced the density of puddles np [see Eq. 5.6]
in converting the sum over the puddle positions into a
two-dimensional integral. Since ∆Gav is independent of
the position along the edge [see Eq. (5.9)], the integral
over the length canceled against the pre-factor L−1. The
remaining integral over edge-dot distances, across the
width of the sample, was converted into an integral over
the average level width Γ. The level width decays expo-
nentially in the distance d between the edge and the dot,
Γ(d) ∼ exp(−2d/Λ), where Λ ∼ v/Eg is the penetration
depth of the electron wave function into the bulk.
Inserting Eq. (5.9) into Eq. (5.10) yields
% ∼ npΛ
G0
T
g2δ
, T  δ . (5.11)
The integral over Γ in Eq. (5.10) was dominated by
Γ ∼ T . Thus the long edge resistivity in Eq. (5.11)
mostly originates from those puddles that have Γ ∼ T ,
see Fig. 10.
2. Resistivity of a long edge in the Coulomb blockade
regime
We will next calculate the long-edge resistivity % in the
limit of large charging energy, EC  δ. The main contri-
bution to the resistivity comes from puddles with an odd
number of electrons. In those puddles the average of ∆G
over level widths Γn is dominated by their typical values,
Γn ∼ Γ (unlike in the previous subsection). Therefore,
Eqs. (4.48), and (4.52)–(4.54) give the conductance cor-
rection averaged over dot parameters and gate voltage,
for a fixed edge-dot distance d. To find the long-edge
resistivity, we need then to sum over possible distances.
As explained in the end of the previous subsection, this
sum can be converted into an integral over the average
level width Γ. This integral is given by Eq. (5.10) which
is applicable also here, in the presence of large charging
energy. However, the integration over Γ is more involved
than in the previous subsection. We detail the integra-
tion in Fig. 11.
At temperatures T  δe−piEC/2δ, the integration do-
main can be divided into two regions (I and II, see
Fig. 11) where ∆Gav is given by Eqs. (4.48) and (4.51),
respectively. The shaded part in region II, where Γ ∼
δ, gives the main contribution to the integral. Using
Eq. (4.52) in Eq. (5.10) we find then
% ∼ npΛ
G0
δ
g2EC
1
ln δT
, δe−piEC/2δ  T  δ . (5.12a)
At lower temperatures T  δe−piEC/2δ, Eq. (4.51) is no
longer applicable up to Γ ∼ δ, but only up to the smaller
value Γ ∼ EC/ ln δT , and region II shrinks accordingly,
see Fig. 11. Still, the main contribution to Eq. (5.10)
comes from the upper end of this region, described by
Eq. (4.52). We find
% ∼ npΛ
G0
1
g2
1
ln2 δT
, T  δe−piEC/2δ , (5.12b)
which matches with Eq. (5.12a) at T ∼ δe−piEC/2δ.
We see that in the Coulomb blockade case at any T 
δ, the resistivity of a long edge is weakly dependent on
temperature, see Eqs. (5.12a)-(5.12b). This is because
most of the resistance originates from puddles with an
odd number of electrons. In those puddles the ground
state degeneracy induces a logarithmic-in-T helical edge
resistivity for a wide range of temperatures.
The presence of odd-electron-number puddles is prob-
able even if the strong inequality between the charging
energy and level spacing is broken and even if the num-
ber of electrons in a puddle is not large, i.e., if EC ∼ δ
and N ∼ 1. In this case, we expect the anisotropy of
the “bare” exchange integral to become ∼ 1. Taking into
account that g is also never a large parameter, we arrive
at the following estimate of edge resistivity
% ∼ npΛ
G0
1
ln2(δ/T )
, T  δ , (5.13)
at low doping, nd  n0, see Eq. (5.3). This result was
included in Section II, see Eq. (2.19). Equations (5.12a),
(5.12b), and (5.13) above differ from that given in Ref.
16, where % ∝ T 3, since there the odd-occupied puddles
were not accounted for.
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VI. ANALYSIS OF EXISTING EXPERIMENTAL
DATA
In this section we connect our theory with existing ex-
periments in HgTe and InAs/GaSb quantum wells. We
start by calculating the characteristic donor density n0
and the density of puddles np for HgTe quantum wells.
Considering a well of thickness dQW = 7.0 nm, one has
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Eg = 10 meV and v = 5.5 × 105 m/s. With a dielec-
tric constant46 κ = 12.7, we find α = e2/κv = 0.3.
Ignoring the logarithm in Eq. (5.3), we get the charac-
teristic donor density n0 = 3.2 × 1010/cm2. The dop-
ing density in Ref. 11, nd ∼ 1011/cm2, was somewhat
higher than the above value. If the sample of Ref. 11
would be in the bulk-metallic phase, we would expect
a high bulk conductivity,42 σ > e2/h. However, this is
not what was observed: the measured conductance of a
long sample with dimensions L ×W = 20 × 13µm was
G = 0.3e2/h, giving an upper bound for bulk conductiv-
ity, σ ≤ GL/W = 0.45e2/h, and indicating an insulating
bulk. Therefore it seems that the samples of Ref. 11 are
near the transition to symplectic metal phase,42 but still
on the topological-insulating side of it, as the nonlocal
transport19 and direct measurements of the current dis-
tribution in the sample47 indicate.
Our analysis of Subsection V A, which assumed
nd/n0  1, is strictly speaking not valid near the transi-
tion. However, in estimating the puddle density, we can
still use Eq. (5.6) by extrapolating to the crossover den-
sity, nd/n0 → 1. This leads to np ∼ 1/`gaB . Using11
`g = 130 nm, and aB = 2v~/αEg = 230 nm, we find48
np ≈ 3.3×109/cm2. Finally, using the wave function pen-
etration depth Λ = v/Eg = 36 nm, we obtain the num-
ber of near-edge puddles per unit length, npΛ ≈ 1.1/µm.
Therefore it is unlikely that multiple puddles would ex-
ist near the edge in short samples of length L = 1µm.
This allows us to explain the approximate quantization
of conductance G observed in samples with L = 1µm.
We may associate the deviation of G from the universal
value G0 = e
2/h with electron backscattering off a single,
or at most a few, puddles. Furthermore, the observed11
rapid fluctuation in the dependence of G on gate volt-
age Vg may be related to the sweeping of the chemical
potential over the discrete electronic levels of a puddle.
In short samples (L = 1µm for the parameters of
Ref. 11) the theory of backscattering off a single pud-
dle developed in Subsection II 1 becomes relevant. We
showed that at low temperatures (T  δ) the puddle-
induced correction ∆G to the edge conductance displays
strong dependence on gate voltage Vg (see Fig. 2a). This
dependence comes from charging the puddle with elec-
trons one by one. The gate voltage increment ∆Vg cor-
responding to the addition of an electron is ∆Vg ∼ e/Cg
where Cg is the gate-puddle capacitance. Replacing Cg
by the puddle total capacitance C, we have ∆Vg ∼ EC/e,
where EC = e
2/2C is the puddle charging energy. From
Eq. (5.5) we have EC ∼ α2Eg so that ∆Vg ∼ 1mV.
This is a lower estimate for ∆Vg since, by replacing Cg
with C, we ignored screening by other puddles and by
the helical edges. Indeed, from Ref. 49 we estimate a
higher value, ∆Vg ∼ 50mV. More importantly, our the-
ory predicts the temperature dependence of the helical
edge resistance R. The increase ∆R of the resistance
R = R0 + ∆R above the single-edge universal value
R0 = h/e
2 is related to ∆G evaluated in Subsection II 1,
∆R = ∆G/G20. Note that maxima in backscattering
correspond to maxima in the resistance. At T  δ,
the maxima and average value of ∆R depend weakly
on temperature over a broad temperature interval [see
Eqs. (2.7), (4.45), (4.48)]. This is in contrast with the
minima of ∆R which obey a stronger (T 4 power-law)
dependence, see Eqs. (2.5) and (4.38). The amplitude
of fluctuations, ∆Rmax −∆Rmin, decays with increasing
temperature. The temperature scale above which fluc-
tuations become suppressed is the puddle charging en-
ergy, which typically is of the same order of magnitude
as level spacing, EC ∼ δ, see Eq. (5.5). While there is no
detailed measurements of temperature dependence of re-
sistance in short samples, it has been established that the
resistance fluctuations decrease with temperature.11,49,50
However, the suppression of fluctuations with increased
temperature is not unique to the above mechanism due to
puddles. For example, coherent backscattering off corre-
lated spins may produce such a feature.51,52 Considering
spinful puddles close to the edge, we can estimate the
temperature scale TSG, at which the puddle spins be-
come correlated.51 Using npΛ = 1.1/µm and ρJ ∼ 1, we
get TSG = v(ρJ)
2npΛ/4pi ∼ 0.3 K, which is clearly an
over-estimate, since we expect ρJ . 1. Note also that
the derivation of TSG assumes the presence of at least
two puddles near the edge, which may not be true in
short samples.
Strong evidence for puddles was given in Ref. 46, where
the edge conductance was shown to be very sensitive to
local gating. However, we cannot fully explain the sin-
gle instance where the authors were able to completely
suppress (∆G ≈ e2/h) conduction of an edge state. In
our theory, an accidental large (δ  T ) puddle near the
edge would give a conductance correction ∆G = e2/2h,
see Eq. (2.16).
In long samples (L > n
−1/2
p ) multiple puddles may
lie near the edge, leading to resistance scaling linearly
with sample length, R = %L. Experiments with HgTe
samples of L ≥ 10µm show a strongly reduced edge
conductance,11,47 or resistive behavior.12 In long sam-
ples the current carried by edge modes may start to
leak into the bulk.16 This happens in samples longer
than the leakage length L∗ = 1/σ%, where σ is the
bulk conductivity and % the edge resistivity. In Ref. 47
the authors showed that the current was carried by the
edges in the topological state, despite the inferred high
edge resistance Redge = 16h/e
2 at T ≈ 3 K. Using
the estimated bulk resistance Rbulk = 58h/e
2, and the
sample dimensions L × W = 50 × 30µm2, we obtain
σ ≤ L/WRbulk ∼ 0.029e2/h, while the edge resistivity
is %exp ∼ 0.3(h/e2)/µm. This leads to leakage length
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L∗ ≥ 110µm > L, in agreement with low leakage found
in Ref. 47. Finally, we can estimate the theoretical value
for puddle-induced resistivity %thy, by calculating the
pre-factor in Eq. (5.13), %thy ∼ (h/e2)npΛ. Taking47
`g = 84 nm and using our previously calculated values
aB = 230 nm and Λ = 36 nm, we find np ∼ 1/`gaB =
5 × 109 cm−2. This leads to %thy ∼ 1.9(h/e2)/µm and
Rthy, edge ∼ 95h/e2. Our estimate Rthy, edge, which is
about 6 times higher then the actual Redge, is reason-
ably close to the measured value, considering the proba-
ble overestimation48 of np.
The temperature dependence of long edge resistance
has been studied in HgTe,12,47 as well as in Si-doped
topological InAs/GaSb quantum wells.13,14 In the lat-
ter system Ref. 13 finds a temperature-independent re-
sistance over three decades of temperatures, up to T ≈
4.2 K. This is somewhat at odds with our predicted
dependence at low temperatures, % ∝ 1/ ln2(δ/T ), see
Eq. (5.13). Measurements at higher temperatures,14 T &
5 K, in the same system show very little T -dependence in
edge resistance. In HgTe, the resistance at T & 5 K has
been measured, and its observed T -dependence seems to
indicate an onset of activated bulk conduction.12,47 Us-
ing the parameters of Ref. 11, we find δ ∼ 10 K, which
makes it possible that T & δ in these experiments. Thus,
to definitely support or rule out the existence of puddles,
experiments at lower temperatures, T  δ, are needed.
In the next, concluding section, we summarize the pre-
dictions for the low-temperature resistance induced by
puddles.
VII. CONCLUSIONS
We have shown in the previous section how several
key measurement results are explained qualitatively by
the puddle physics. The explained features include the
high resistance of the helical edges in long samples and
the fluctuations of the excess resistance in short ones.
However, we are not aware of detailed low-temperature
data which would allow quantitative comparison with the
theory developed in this paper. In this section, we will
summarize the predictions for the resistance at low tem-
peratures T  δ.
We will start by considering a single puddle with rel-
atively large charging energy, EC  δ. Such a puddle
may be found in short samples (L = 1µm, using the
parameters of Ref. 11), or perhaps even formed inten-
tionally.46 Either way, the resulting puddle-induced edge
resistance ∆R at low temperatures (T  δ) will display
very distinct dependence on the temperature and gate
voltage. (Here ∆R = R − R0 is the deviation of edge
resistance from the universal value R0 = h/e
2.) Plotted
against gate voltage, the resistance ∆R displays narrow
peaks separating valleys, see Fig. 2. The resistance ∆R
strongly depends on the parity of electron number in the
puddle, and therefore is very different in neighboring val-
leys. When the puddle occupation is even, the puddle-
induced resistance is small and R decays fast, ∆R ∝ T 4,
towards the universal value, see Eq. (2.5). When the oc-
cupation is odd, however, the decay is slow, ∆R ∝ ln2 T ,
see Eq. (2.14). This slow decay persists over a broad
interval of temperatures, down to T ∼ δ exp(−EC/Γ).
(Here Γ is the width of electron level in a puddle; Γ
reaches its maximum, Γ ∼ δ, when the puddle is very
close to the edge.) Only at very low temperatures, below
T ∼ δ exp(−piEC/2Γ), do we have ∆R ∝ T 4 throughout
an odd valley, see Eqs. (2.5) and (2.15). In the peaks be-
tween the valleys, ∆R is approximately independent of
temperature at T  Γ [see Eq. (2.7)], and has the afore-
mentioned power-law-dependence at lower temperatures,
see Eq. (2.6). Combining the above description of peaks
and valleys, we finally note that the amplitude of fluc-
tuations in ∆R decreases with increasing temperature,
while the gate-voltage-averaged ∆R grows.
As we argued in Subsection V A, in a typical doping-
induced puddle we have δ ∼ EC . The signatures illus-
trated by Fig. 2 remain valid. We must note, also, that if
the puddle is very close to the edge, Γ ∼ δ, then the slow
T -dependence, ∆R ∝ ln2 T , in the odd-occupied valleys
may not persist over a broad temperature interval.
On a long edge, there are always puddles far from the
edge. Such remote puddles with an odd electron number
dominate the low-temperature resistivity of a long edge.
Taking EC ∼ δ, as is appropriate for doping-induced pud-
dles, we find resistivity % ∝ 1/ ln2(δ/T ), see Eq. (2.19).
This result is valid at temperatures below the average
level spacing, T  δ. The logarithmic temperature-
dependence of % is one of the main testable predictions
of this paper.
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Appendix A: Tunneling through an extended
edge-dot contact
In the main text of this work we assumed a point-
contact model for the tunneling between the helical edge
and the quantum dot. That led us to momentum-
independent, diagonal (in the Kramers index) tunneling
matrix elements in the Hamiltonian (3.1). The goal of
this section is to demonstrate that our main conclusions
remain valid for an extended edge-dot junction. First,
we explicitly show below how TR symmetry enforces
reflectionless edge transport, at any electron energy, if
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there is no interaction inside the dot. Next, in Subsec-
tion A 1, we include interaction, and show that in the
low-temperature limit the backscattering correction to
the conductance remains universal, ∆G ∝ T 4. Finally,
we compare the conductance corrections from quantum
dots with extended and point-like contacts. We find that
dots with an extended contact yield a smaller correction
to the conductance than those coupled to the edge by a
point-contact.
We start by introducing the most general tunneling
Hamiltonian,
Htun =
∑
kn
∑
αβ=L,R
tkαnβd
†
kαcnβ + h.c. (A1)
The matrix elements of Htun satisfy the relation dictated
by TR symmetry,
tkαnβ = αβt
∗
kαnβ
. (A2)
The tunneling matrix elements tkαnβ form a 2 × 2 ma-
trix in the Kramers indices α, β. We can diagonalize
this matrix and make its elements real in the diagonal
basis by performing a unitary transformation of the dot
states. Introducing phases θkαnβ ∈ [0, 2pi), we can write
tkαnβ = |tkαnβ |eiθkαnβ . Then the diagonalizing unitary
transformation reads(
cnL
cnR
)
→ 1√|tkLnR|2 + |tkLnL|2
×
(
e−iθkLnL |tkLnL| −eiθkLnR |tkLnR|
e−iθkLnR |tkLnR| eiθkLnL |tkLnL|
)(
cnL
cnR
)
.
(A3)
This rotation generally depends on k. If tkαnβ is indepen-
dent of k (tunneling through point-contact), as assumed
in the main text, the rotation puts the Hamiltonian in
the simple form of Eq. (3.1)
Hp-c-tun =
∑
nγ
tnψ
†
γ(0)cnγ + h.c., (A4)
with tn =
√|tLnR|2 + |tLnL|2.
In this form, the two complementary components of
the Kramers doublets for any level are coupled to the
respective channels L, R; there are no dot states which
couple simultaneously to L and R. Clearly, the Hamilto-
nian (A4) does not lead to backscattering. In the general
case of Eq. (A1) the unitary transformation (A3) does
not lead to such decoupling. Nevertheless, TR symme-
try forbids elastic backscattering, as we will demonstrate
next.
The rate ri→f of transition from an initial state |i〉 to
a final state |f〉 is
ri→f = 2pi |〈f |T (Ei)|i〉|2 wiδ(Ei − Ef ) , (A5)
where wi is the thermal probability factor of state |i〉.
The T -matrix is defined as
T (E) = Htun +Htun(E −H0)−1T (E) , (A6)
where H0 is the unperturbed Hamiltonian, and Htun,
Eq. (A1), is the pertubation. Without interaction, the
unperturbed Hamiltonian in Eq. (A6) is
H0 =
∑
qγ
Eqd
†
qγdqγ +
∑
nγ
εnc
†
nγcnγ .
Consider first backscattering of a single electron. We
will denote the initial and final states as single-particle
excitations over some common vacuum state, |i〉 = |qL〉
and |f〉 = |q′R〉. From the TR symmetry of the Hamil-
tonian H0 and the perturbation Htun, it follows that
also the T -matrix is TR-symmetric. Therefore we have
〈q′R|T (E)|qL〉 = −〈qR|T (E)|q′L〉. Since energy is con-
served, Eq = Eq′ , the amplitude vanishes,
〈q′R|T (E)|qL〉 =0 . (A7)
Similarly, the backscattering amplitude of non-
interacting many-particle states vanishes.
1. Backscattering in the constant-interaction
model
In this section we will show that even in the constant-
interaction model there is backscattering if the edge-dot
tunneling contact is extended. We will also compare the
resulting conductance correction, ∆Gext, to the one due
to a quantum dot point-contact-coupled to the edge. It is
found that generally a point-like edge-dot junction gives
rise to a larger correction to edge conductance.
The simplest interacting model for the dot is the
Anderson-type Hamiltonian of a single level,
Hdot =
∑
γ=L,R
ε0c
†
γcγ + V nLnR ; nγ = c
†
γcγ , (A8)
where V & ε0 and ε0 > 0 is above the Fermi level so that
the level is empty in its ground state. We will consider
low temperatures T  ε0 at which transport through
the level is dominated by virtual processes. Using the
T -matrix approach, we will calculate the backscattering
current ∆I,
∆I = 2pie
∑
if
∆Ni→f
∣∣∣〈f |T (4)(Ei)|i〉∣∣∣2 wiδ(Ei − Ef ) ,
(A9)
where the sum is over initial and final states (|i〉 and |f〉),
∆Ni→f is the number of backscattered particles, and T (4)
is the T -matrix fourth order in tunneling, Eq. (A6). As-
suming that the level is empty in the initial and final
states, we have two contributions to the T -matrix,
T (4)(Ei) = T
(4)
−+−+(Ei) + T
(4)
−−++(Ei) , (A10)
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where
T
(4)
−+−+(Ei)
= H−tun
1
Ei −HH
+
tun
1
Ei −HH
−
tun
1
Ei −HH
+
tun , (A11)
T
(4)
−−++(Ei)
= H−tun
1
Ei −HH
−
tun
1
Ei −HH
+
tun
1
Ei −HH
+
tun , (A12)
H−tun = (H
+
tun)
† =
∑
kn
∑
αβ=L,R
tkαnβd
†
kαcnβ . (A13)
The term T
(4)
−+−+ corresponds to a process where at most
one virtual electron occupies the level at a given moment.
The second term T
(4)
−−++ has a virtual intermediate state
where the level is doubly occupied and therefore the sec-
ond denominator in Eq. (A12) is of order V . In the
non-interacting limit V → 0 these two processes cancel
each other and the amplitude for backscattering vanishes.
Considering a final state 〈f | = 〈i|d†q1Ld
†
q2L
dq3Ldq4R (we
assume unequal momenta and conserved total energy),
the amplitudes for these two processes are
〈f |T (4)−+−+(Ei)|i〉 = 〈i|nq1Lnq2L(1− nq3L)(1− nq4R)|i〉
× γf 2ε0 − Eq1 − Eq2∏4
i=1(ε0 − Eqi)
,
〈f |T (4)−−++(Ei)|i〉 = −〈i|nq1Lnq2L(1− nq3L)(1− nq4R)|i〉
× γf (2ε0 − Eq1 − Eq2)
2
(2ε0 + V − Eq1 − Eq2)
∏4
i=1(ε0 − Eqi)
,
where
γf =
∑
γ=L,R
(
t∗q1Lγt
∗
q2Lγ − t∗q1Lγt∗q2Lγ
)
tq3Lγtq4Rγ .
(Note that γf vanishes if the tunneling amplitude tqαβ
is independent of momentum.) Accounting only for
the above 1-particle backscattering process, correction to
ideal conductance from Eq. (A9) becomes,
∆Gext1 /G0 =
4pi
T
∑
qi
|γf |2V 2
(2ε0 + V − Eq1 − Eq2)2
× (2ε0 − Eq1 − Eq2)
2∏4
i=1(ε0 − Eqi)2 cosh
Eqi
2T
δ(Eq1 + Eq2 − Eq3 − Eq4) .
(A14)
At low energies we can expand the tunneling ampli-
tudes tqαβ in energy. In particular,
γf = u
−1(Eq1−Eq2)
∑
γ,α
αtkFαγtkFαγt
∗
kFLγ
[
∂qt
∗
qLγ
]
q=kF
.
The conductance correction at low temperatures becomes
(we drop from ∆Gext1 the subscript indicating backscat-
tering of one particle)
∆Gext/G0 = pi(2pi)
4 16
15
T 4V 2
(2ε0 + V )2ε60
×
∣∣∣∣∣ρ2∑
γ,α
αtkFαγtkFαγt
∗
kFLγu
−1 [∂qt∗qLγ]q=kF
∣∣∣∣∣
2
, (A15)
in agreement with the general ∆G ∝ T 4 result (see Sec-
tion II).
The derivative ∂qt
∗
qLγ in Eq. (A15) introduces a length
scale lt, which can be interpreted as the size of the tun-
neling region. We will next find out how large lt has to
be, in order to yield ∆Gext comparable to that given by
a point-contact-coupled quantum dot.
To get a rough estimate, we write ∂qt ∼ ltt, and intro-
duce the level width Γ ∼ ρt2. We also denote ε0 ≡ EC ,
to ease the comparison to a Coulomb blockaded dot, dis-
cussed in Subsection II 1. In the limit of large charging
energy, the virtual double-occupied dot states are rare,
and we have V & EC . Then Eq. (A15) becomes
∆Gext/G0 ∼ T
4Γ4(lt/u)
2
E6C
. (A16)
The conductance correction ∆Gp-c due to a dot identical-
to-above, but with a point-like contact to the edge, is
given in Eq. (2.5). From Eq. (A16), comparing with
the point-contact result Eq. (2.5), we see that ∆Gext &
∆Gp-c only if the tunneling region is large enough, lt &
uE−1T EC/δ, where E
−1
T = 1/gδ is the dot Thouless time.
The Thouless time is the diffusion time of electron across
the dot, and therefore always larger than the ballistic
crossing time w/u, w being the dot linear size. Since
also EC/δ & 1, we find lt & w, i.e., junction has to be
wider than the dot linear size. This is a justification for
using a point-contact coupling between the edge and the
dot in the main text.
Appendix B: Averaging over disorder
In this section, we show how to obtain some of the
averages used in the main text. In particular, in Subsec-
tion B 1, we calculate the average matrix element of the
non-universal interaction U . We show that for screened
Coulomb interaction 〈U2〉 ∼ δ2/g2. In Subsections B 2
and B 3, we show how to obtain the RMT averages over
the dot energy levels cited in the main text, in Sections
III and IV B, respectively. The RMT averages used in
Subsection IV A are given later, in Appendix E.
1. Average of the non-universal part of interaction
U
In this subsection we give the typical value of the
(squared) backscattering matrix elements of the interac-
tion U . The backscattering matrix elements are given by
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the off-diagonal, non-universal part of the intra-dot in-
teraction. In this subsection, we denote this off-diagonal
part by U . (The same convention is followed in Sec-
tion IV, where the special notation EC is reserved for
the diagonal part.) Note that in the symplectic ensem-
ble34 all the backscattering matrix elements are on aver-
age equal. Using the standard diagrammatic approach,21
we find,
〈U2〉
δ2
=
ν20
8pi2A2
(2U(0)− 〈U(k + k′)〉FS)2
∑
γn 6=0
δ2
γ2n
.
(B1)
Here 〈. . . 〉 denotes average over dot levels, ν0 = 1/δ is
the dot density of levels, A is the area of the dot, 〈· · · 〉FS
denotes average over the Fermi surface, and U(k) is the
Fourier-transform of the interaction potential U(x − y).
The sum is over the eigenvalues γn of the diffusion op-
erator with Neumann boundary conditions. The lowest
non-zero eigenvalue γ1 = ET is the inverse time to diffuse
through the system (Thouless energy), and gives the di-
mensionless conductance of the dot, g = ET /δ. Introduc-
ing a shape-dependent coefficient cγ =
∑
γn 6=0(γ1/γn)
2
we can write
∑
γn 6=0(δ/γn)
2 = cγ/g
2 in Eq. (B1). For
the special but realistic case of screened Coulomb in-
teraction the zero-momentum component U(0) = A/2ν0
dominates, 〈U(k)〉FS  U(0), and we find
〈U2〉 = cγδ2/8pi2g2 . (B2)
2. Averages over dot energy levels in Section III
In this subsection we show how to average over the
level sums in Eqs. (3.13), (3.16), and (3.18), to obtain
Eqs. (3.20) and (3.21) of the main text. Our main tool in
averaging over dot energy levels is the n-point correlation
function defined as
Rn(x1, x2, . . . , xn) = 〈
∑
{mi}
′δ(x1− εm1
δ
) . . . δ(xn− εmn
δ
)〉 ,
(B3)
where the brackets denote average over disorder, and the
primed sum is taken over all unequal levels. Therefore
Rn vanishes if any of the coordinates coincide, which
is a manifestation of level repulsion. The correlation
functions Rn are known from RMT.
53 For us, the most
important correlation function is the 2-point function
R2. Its asymptotic behavior for matching arguments is
R2(x, y) ∼ |x − y|β when |x − y|  1, while distant lev-
els are uncorrelated, R2(x, y) ∼ 1 as |x − y| & 1. Here
β = 1, 2, 4 for Gaussian orthogonal, unitary, and sym-
plectic ensembles, respectively. Due to the strong spin
orbit coupling in the topological insulators, we use the
symplectic ensemble throughout.34 The higher order cor-
relation functions behave similarly.
The numbers r1 and r2 in Eqs. (3.20) and (3.21) are
given by
r1 =δ
2
〈 ∑
n,n′ 6=1
1
εnεn′
〉
, (B4)
r2 =δ
10
〈 ∑
m1 6=m2
∑
n1 6=n2
∑
m3,4,n3,4
× 1
εn1εm1ε
2
n2ε
2
m2εn3εm3εn4εm4
〉
. (B5)
These averages can be calculated using the correlation
functions Rn. Note that in Eqs. (3.20) and (3.21) we
have the extra condition that level ε1 is excluded from
the sum, i.e., none of the levels summed over is at the
Fermi energy. For example, we then get
r1 =
∫ ∞
−∞
dx
1
x2
R2(x, 0) +
∫ ∞
−∞
dx
∫ ∞
−∞
dy
1
xy
R3(x, y, 0)
≈ 30 . (B6)
We leave out evaluation of the level sum r2, since it re-
quires, for example, integration of the 6-point function
R6. In principle, r2 can be evaluated similarly to r1.
3. Averages over dot energy levels in Subsection
IV B
In this section we derive from Eq. (4.37) the disorder-
averaged conductance correction, Eq. (4.38), due to 1-
particle backscattering in the even Coulomb blockade val-
ley. The averages over dot levels are evaluated in similar
fashion as in the previous subsection B 2.
The main contribution to the sum over levels in
Eq. (4.37) comes from all levels unequal. Dispensing with
numerical pre-factors, we get from Eq. (4.37)
〈∆G〉 ∼ Γ
4
g2δ4
T 4
[
1
E−
+
1
E+
]4
I[min(E+, E−)] (B7)
where the dimensionless factor is
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I(E) =g2δ4
〈∣∣∣∣∣∑
ni
(Un1Ln2L;n3Ln4R − Un1Ln2L;n3Rn4L)
×
{
Θ(εn1)Θ(εn2)Θ(−εn3)Θ(−εn4) + Θ(−εn1)Θ(−εn2)Θ(εn3)Θ(εn4)
(εn1 + εn2 − εn3 − εn4)
2εn3 − (εn1 + εn2)
(εn3 − εn1)2(εn3 − εn2)2
(εn1 − εn2)
+Θ(−εn1)Θ(εn2)Θ(εn3)Θ(−εn4)
(εn1 − εn2 − εn3 + εn4)
(εn4 − εn2)2(εn3 − εn1)2
}∣∣∣∣2
〉
,
The high-energy cutoff E on the level sum, E > |εn − εm|, makes I(E) dependent on E. The main contribution to
I comes from unequal levels, i.e., unequal ni in the sum. Since we are not interested in the pre-factors, we will only
demonstrate that I(E) ∼ lnE/δ. For example, the last term gives
I(E) ∼ · · ·+
∫ E/δ
1
dx1dx2dx3dx4R2(x1, x4)R2(x2, x3)
(x1 + x2 + x3 + x4)
2
(x4 + x2)4(x3 + x1)4
, (B8)
where xi = εi/δ, and we changed variables x1,4 → −x1,4.
To leading order in δ/E, we can replace the two-point
correlator [Eq. (B3)] by one, R2 → 1. The remaining
integral gives to leading order
I(E) ∼ · · ·+
∫ E/δ
1
dx1dx2dx3dx4
1
(x4 + x2)2(x3 + x1)4
∼ ln E
δ
. (B9)
Inserting this into Eq. (B7) leads to Eq. (4.38) of the
main text.
Appendix C: An exactly-solvable toy-model with
arbitrary interaction strength
In this section we derive the substitution, Eq. (3.27),
used in Subsection III B. To account for the intra-dot in-
teraction U exactly, we use the T -matrix formalism. This
amounts to replacing in the cross section, in Eq. (3.7),
the interaction matrix elements by those of the T -matrix,
T = U(1 −K0U)−1. Here K0 is the two-particle Green
function of non-interacting electrons. At high enough
temperatures where direct tunneling dominates (which
is the case when Eq. (3.24) is valid), we consider only
diagonal parts of the single-particle Green functions, see
Eq. (3.10). Then the two-particle Green function takes
the form
〈n1γ1, n2γ2|K0(E)|n3γ3, n4γ4〉
=
δγ1γ3δn1n3δγ2γ4δn2n4 − δγ1γ4δn1n4δγ2γ3δn2n3
E − εn1 − εn2 + iΓn1 + iΓn2
.
Let us consider a toy-model of only two dot lev-
els, 1 and 2, and an interaction U that allows only 2-
particle backscattering, γγ → γγ. We want to cal-
culate the matrix element T1L2L1R2R. In the basis
{|1γ1, 2γ2〉}γ1,γ2=L,R (we can neglect doubly occupied
levels since they are always annihilated by U) the ma-
trix for K0(E) is proportional to unit matrix (and for
our purposes can be treated as a scalar), while
U =
 0 0 0 U1L2L1R2R0 0 0 00 0 0 0
U∗1L2L1R2R 0 0 0
 . (C1)
The inverse (1 − K0U)−1 is easily calculated and the
element of the T -matrix corresponding to two-particle
backscattering becomes,
〈1L, 2L|T (E)|1R, 2R〉 = U1L2L1R2R
1−K0(E)2|U1L2L1R2R|2 .
(C2)
In resonant tunneling, Eq. (3.23), we have E ≈ ε1 +
ε2 and thus K0(E) ≈ −i/(Γ1 + Γ2). Inserting this in
Eq. (C2) leads to Eq. (3.27).
Appendix D: Derivation of Eq. (4.37)
In this section, we discuss the conductance correction
in the even valley of a Coulomb blockaded quantum dot
at low temperatures. We present the detailed derivation
of ∆G, Eq. (4.37), due to backscattering of one particle,
and show how inclusion of two-particle backscattering
modifies the result. We also give the relative importance
of different terms in the 5th order T -matrix, see Table II.
As explained in Subsection IV B of the main text,
in the even valley the main contribution to the T -
matrix comes from the 12 terms with small denomina-
tors E±E±δ2 (independent signs). These terms are the
elements in rows 1, 3, and 6 in Table II. In particular, the
third elements in each of the rows 1 and 6, and third and
fourth elements of the row 3, were used in the example
in the main text, Eq. (4.36). The transition amplitude
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between states |i〉 and 〈f | = 〈i|dk4γ4dk3γ3d†k1γ1d
†
k2γ2
in-
duced by the 12 terms from rows 1, 3, and 6, of Table II
is
〈f |T (Ei)|i〉 =〈i|nk1γ1nk2γ2(1− nk3γ3)(1− nk4γ4)|i〉
×
[
1
E−
+
1
E+
]2
M(k1γ1, k2γ2; k3γ3, k4γ4) ,
(D1)
where nkγ = d
†
kγdkγ and
M(k1γ1, k2γ2; k3γ3, k4γ4)
= −
∑
n1n2n3n4
U{niγi}tn1tn2tn3tn4[
Θ−n1Θ−n2Θn3Θn4
∆E1 + ∆E2 −∆E3 −∆E4
1
∆E1 −∆E3
+
Θ−n1Θn2Θn3Θ−n4
∆E4 −∆E2
1
∆E1 −∆E3
+
Θn1Θn2Θ−n3Θ−n4
∆E1 + ∆E2 −∆E3 −∆E4
1
∆E1 −∆E3
+(1↔ 2) + (3↔ 4)
]
, (D2)
where ∆Ei = εni−Eki  E±. Since the dot has an even
number of electrons in its ground state, and we are at low
temperatures T  δ, we used a zero-temperature distri-
bution function for the dot states: Θ±n = Θ(±εn ∓ ε1),
level 1 being the lowest unoccupied level. We can now
evaluate the contribution Iγ1γ2→γ3γ4 , due to two elec-
trons in Kramers states γ1γ2 scattering into states γ3γ4,
to the total backscattering current. The partial current
Iγ1γ2→γ3γ4 is a sum (over the initial and final states) of
the transition rates ri→f from state |i〉 to the final state
〈f | = 〈i|dk4γ4dk3γ3d†k1γ1d
†
k2γ2
. Equation (4.4) relates the
rate ri→f to the amplitude in Eq. (D1). Summing over
the initial states |i〉 and the final state momenta {ki}, we
find
Iγ1γ2→γ3γ4 =2pie
[
1
E−
+
1
E+
]4 ∑
k1,k2,k3,k4
|M(k1γ1, k2γ2; k3γ3, k4γ4)|2
×δ(Ek1 + Ek2 − Ek3 − Ek4)fk1γ1fk2γ2(1− fk3γ3)(1− fk4γ4) . (D3)
The distribution functions fkγ = 1/[e
(Ek+γeV/2)/T + 1]
are the result of summing the factors 〈i|nkiγi |i〉 over ini-
tial states with weight wi. The correction to the ideal
current is then
∆I = e
∑
γ1,γ2,γ3,γ4
∆Nγ1γ2;γ3γ42pi
[
1
E−
+
1
E+
]4 ∑
k1,k2,k3,k4
× |M(k1γ1, k2γ2; k3γ3, k4γ4)|2δ(Ek1 + Ek2 − Ek3 − Ek4)
× [fk1γ1fk2γ2(1− fk3γ3)(1− fk4γ4)
− fk3γ3fk4γ4(1− fk1γ1)(1− fk2γ2)
]
, (D4)
where ∆Nγ1γ2;γ3γ4 = (γ3+γ4−γ1−γ2)/2 counts the num-
ber of backscattered particles. [Naturally, Eq. (D4) con-
sists of contributions arising from backscattering of both
one and two particles.] The above Eq. (D4) is a general-
ization of Eq. (3.8) to the case of a Coulomb blockaded
quantum dot in the even valley.
Let us next consider the contribution to ∆G due to
1-particle backscattering. From Eq. (D2) one sees that
because U is symmetric under time-reversal, |M |2 is the
same for all combinations {γi} that backscatter one par-
ticle. At low temperatures T  δ we can expand the
denominators of M for small Eki which brings out a fac-
tor Ek1 − Ek2 ∼ T , leading to ∆G1 ∝ T 4 as in the
case without charging interaction, Eq. (3.13); see also the
amplitude Eq. (2.4) and its derivation. Linearizing the
Fermi functions fkiγi in Eq. (D4) in bias voltage, leads
to Eq. (4.37) given in Subsection IV B.
The conductance correction ∆G2 due to 2-particle
backscattering is obtained similarly from Eq. (D4). We
find
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∆G2/G0 =4
64pi3
35
T 6
[
1
E−
+
1
E+
]4 ∣∣∣∣∣ ∑
n1n2n3n4
Un1Ln2L;n3Rn4R
√
Γn1Γn2Γn3Γn4
×
{
Θn1Θn2Θ−n3Θ−n4 + Θ−n1Θ−n2Θn3Θn4
(εn1 + εn2 − εn3 − εn4)(εn1 − εn3)3
+Θ−n1Θn2Θn3Θ−n4
(εn4 − εn2)(εn1 − εn3)− (εn4 − εn2 + εn1 − εn3)2
(εn1 − εn3)3(εn2 − εn4)3
}∣∣∣∣2 . (D5)
From Eq. (D5), comparing to Eq. (4.37), we see that
∆G2  ∆G1 at low temperatures.
1. 2-particle contribution near the peak
In this section we show how 2-particle backscattering
modifies the ideal conductance in the even valley near
the peak, where ε1 + E+  δ and level 1 is the lowest
unoccupied level. The 1-particle contribution was given
in Eqs. (4.41) and Eq. (4.43), calculated in Subsection
IV B 2.
For backscattering of two particles, we set γ1,2 =
γ3,4 in the amplitude, Eq. (4.39). Summing the rates,
Eq. (4.4), leads to
∆G2/G0
=
Θ(E+ + ε1)
32pi3
∫
dE1dE2dE3dE4δ(E1 + E2 − E3 − E4)
× Γ
2
1
T
(E1 − E2)2(E3 − E4)2
4∏
i=1
sechβEi2
(ε1 + E+ − Ei)2
×
∣∣∣∣∣∑
n,m
√
ΓnΓm
εn − εm
(
Θ−m
ε1 − εm −
Θ−n
ε1 − εn
)
U1LnL;1RmR
∣∣∣∣∣
2
.
(D6)
The integrals are performed the same way as in Subsec-
tion IV B 2. In the low-temperature limit, T  ε1 +E+,
we find
∆G2/G0 =
4pi3
35
Θ(E+ + ε1)T
6Γ21
(ε1 + E+)8
×
∣∣∣∣∣∑
n,m
√
ΓnΓm
εn − εm
(
Θ−m
ε1 − εm −
Θ−n
ε1 − εn
)
× U1LnL;mR1R
∣∣∣2 , ε1 + E+  T ,Γ1 . (D7)
Compared to the 1-particle backscattering contribution,
Eq. (4.41), ∆G2 is smaller by a factor T
2/(ε1 + E+)
2.
At high temperatures, T  ε1 + E+, we get from
Eq. (D6),
∆G2/G0 =
1
2pi
Θ(ε1 + E+)∣∣∣∣∣∑
n,m
√
ΓnΓm
εn − εm
(
Θ−m
ε1 − εm −
Θ−n
ε1 − εn
)
U1LnL;1RmR
∣∣∣∣∣
2
,
T  ε1 + E+ ,Γ1 . (D8)
Comparing Eq. (D8) to ∆G1 in Eq. (4.43), we see that
at high temperatures the 1- and 2-particle contributions
to ∆G are of the same order of magnitude.
Appendix E: Components of the exchange tensor
and averages in Subsection IV A
In this section we give the components of the exchange
tensor Jij , introduced in Eq. (4.10) of Subsection IV A,
in terms of microscopic dot parameters. We will also
calculate the disorder-averaged odd-valley conductance
correction ∆G in Subsection E 1. This requires averaging
over the proper exchange couplings Jij .
The components Jij can be obtained by using the mi-
croscopic dot Hamiltonian [given in Eqs. (4.2)–(4.3)] in
Eq. (4.7) and matching terms with Eq. (4.8).
For the isotropic part J0 we find
J0 = 2t
2
1(
1
E− − ε1 +
1
E+ + ε1
)
−
∑
µν
∑
n,m<1
t21Umµnν;mµnν
(E− − ε1)2 −
∑
µν
∑
n,m≤1
t21Umµnν;mµnν
(E+ + ε1)2
− 2
∑
µν
∑
n<1
∑
m<1
t1tnU1νmµ;nνmµ
(E− − ε1)(εn − E−)
− 2
∑
µν
∑
n>1
∑
m<1
t1tnU1νmµ;nνmµ
(E+ + ε1)(εn + E+)
− 2
∑
µν
∑
m<1
∑
n>1
t1tnU1νmµ;nνmµ
(E− − ε1)(εn − ε1)
− 2
∑
µν
∑
m<1
∑
n<1
t1tnU1νmµ;nνmµ
(E+ + ε1)(εn − ε1) . (E1)
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The first term in J0 is independent of interaction U and
corresponds to the exchange coupling of the usual Ander-
son Hamiltonian. The components δJij [see Eq. (4.10)]
are given in Table I.
1. Averages in Subsection IV A
In this subsection we obtain the disorder-averaged con-
ductance correction in the odd Coulomb blockade valley,
Eqs. (4.34a)–(4.34c) of Subsection IV A 4.
In Eq. (4.29) we expressed ∆G in terms of the bare
exchange tensor components δJij . The conductance cor-
rection takes the simple form
∆G = −piρ
2
4
[
16|J++|2 + |Jz+|2
]
, (E2)
if we write δJxx − δJyy = 4ReJ++, δJyx = −4ImJ++,
δJzx = 2ReJz+, and δJzy = −2ImJz+. From Table I we
find
J++ =
∑
n,m
tmtnUnL1L;mR1R
×
{
Θ−mΘ−n
(εm − E−)(εn − E−) +
ΘmΘn
(εm + E+)(εn + E+)
− 2 ΘmΘ−n
(εn − εm)
[
1
(εn − E−) +
1
(εm + E+)
]}
, (E3a)
and
Jz+ =2
∑
n,m
tn
{
tm(UnL1L;mR1L + UnL1L;mL1R)
[
Θ−mΘ−n
(εm − E−)(εn − E−) +
ΘmΘn
(εm + E+)(εn + E+)
]
+tm(UmR1R;nL1R + UnR1R;mL1R)
ΘmΘ−n
(εn − εm)
[
1
(εn − E−) +
1
(εm + E+)
]
− t1
∑
µ
UnLmµ;1Rmµ
Θ−m
(εn − ε1)
[
Θ−n
(εn − E−) +
Θn
(εn + E+)
]}
, (E3b)
with Θn = Θ(εn − ε1).
Averaging the terms |J++|2 and |Jz+|2 in Eq. (E2) over disorder is straightforward and follows Subsection B 2.
However, due to the large number of different terms we will settle with an order of magnitude estimate.
Let us first consider the behavior near the peak, and take E+  δ. Then one easily finds〈|J++|2〉 ∼ 〈|Jz+|2〉 ∼ 1
g2δ2
Γ2
ρ2
, (E4)
which, upon inserting to Eq. (E2), leads to Eq. (4.34a).
Next we take E±  δ. Then
16
〈|J++|2〉+ 〈|Jz+|2〉 = δ2
g2
Γ2
ρ2
{
c1(F
+
4 + F
−
4 ) + c2(F
++
2 + F
−−
2 ) + c3F
+−
2 + c4(F
−
1 + F
+
1 + 2F1b) + c5(F
+
0 + F
−
0 )
}
,
(E5)
where c1,2,3,4,5 are numerical coefficients, and where we have introduced the averages (κ = ±1)
F1b =
〈∑
n,m
1
(εm − εn)2
Θ−n
(εn − E−)
Θm
(εm + E+)
〉
, (E6a)
Fκ1 =
〈∑
n,m
1
(εm − εn)2
ΘκnΘκm
[εn + κEκ]2
〉
; Fκ0 =
〈∑
n
Θκn
(εn − ε1)2[εn + κEκ]2
〉
, (E6b)
Fκκ
′
2 =
〈∑
n 6=m
ΘκmΘκ′n
(εm + κEκ)2(εn + κ′Eκ′)2
〉
; Fκ4 =
〈∑
n
Θκn
(εn + κEκ)4
〉
. (E6c)
As long as |E+ − E−| ∼ EC , the largest sums are F±1 and F1b. To leading order in E±/δ,
F±1 =
1
δ2E2±
ln
E±
δ
; F1b = −1
2
ln E+E−δ2
δ2E+E−
− 1
4
(E+ − E−) ln E−E+
δ2E+E−EC
. (E7)
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Keeping only the terms F±1 and F1b in Eq. (E5) leads to
Eq. (4.34b) of the main text. Closer to the bottom of the
valley, |E+−E−|  EC , the sum of the logarithmic terms
in F−1 +F
+
1 +2F1b in Eq. (E5) above becomes subleading.
The main contribution to Eq. (E5), and ∆G, comes from
the terms of the order of 1/δ2E2C in the sums F
κ
1 , F1b,
Fκ0 , F
κκ′
2 . This leads to Eq. (4.34c) of the main text.
Appendix F: Renormalization group for the
anisotropic Kondo model
We saw in Subsection IV A 4 of the main text that in
the odd valley the correction to the conductance, ∆G,
arises due to anisotropy in the exchange coupling. In
this section we study, using perturbative renormaliza-
tion group, how the weakly anisotropic Kondo model,
Eq. (4.8), flows to the isotropic fixed point at low ener-
gies.24 We find that the renormalization leads to a log-
arithmic suppression of ∆G as one approaches low tem-
peratures T → TK , see Eq. (4.30).
In Subsection IV A we derived the Hamiltonian for the
effective interaction between the helical edge and a quan-
tum dot with spin, valid at temperatures T  D =
min(E±, δ),
H =
∑
k
∑
γ
Ekd
†
kγdkγ +
∑
i,j=x,y,z
SiJij(D)sj . (F1)
The first term in Eq. (F1) corresponds to the free itiner-
ant electrons of the helical edge. The sum over momenta
is restricted to a band of energies |Ek−EF |  D, and we
set EF = 0. The edge spin density at the point contact
is denoted s, while S is the spin-1/2 operator of the dot.
We have explicitly indicated the cutoff-dependence of the
exchange couplings Jij .
Next, we will follow Ref. 24 and eliminate the high-
energy states in a small strip of width ∆D  D near
the edge of the band, thus reducing the cutoff energy
D to D − ∆D. The resulting low-energy Hamiltonian
contains information about the rare virtual transitions
between the low- and high-energy sectors. Considering
only the exchange part of this low-energy Hamiltonian,
we can relate its coupling constants Jij(D −∆D) to the
couplings Jij(D) of the original Hamiltonian. To second
order in the couplings this relation is
Jij(D −∆D)− Jij(D)
=
1
2
ρ∆D
D
∑
klmn
εikmεjlnJkl(D)Jmn(D) . (F2)
Here εijk is the Levi-Civita symbol. Let us assume that
Jij(D) is almost isotropic, Jij = J0δij + δJij , where the
anisotropic part δJij is traceless and symmetric (trace
would add to the isotropic part J0, and antisymmetric
part corresponds to a rotation of S). Taking δJij to be
small, we can write the renormalization group equations
to linear order in δJij ,
dJ0(D)
d lnD
=− ρJ0(D)2 , (F3a)
dδJij(D)
d lnD
=ρJ0(D)δJij(D) . (F3b)
Solving the equation for J0 gives the known result that
J0 flows to strong coupling at low energies,
ρJ0(D) =
1
ln DTK
. (F4)
The Kondo temperature TK = De
− 1
ρJ0(D) is invariant
under reduction of the cutoff D. The anisotropic pertur-
bation flows towards zero upon reduction of bandwidth
from D to D′,
δJij(D
′) =
ln D
′
TK
ln DTK
δJij(D) . (F5)
Setting D′ = T < D, Eq. (F5) gives the logarithmic
suppression of backscattering used in Eq. (4.30).
Appendix G: Single-dot conductance correction at
temperatures δ  T  EC
In this section we consider the correction to the con-
ductance at intermediate temperatures, δ  T  EC ,
alluded to in Subsection IV D of the main text.
We will first discuss qualitatively the derivation of ∆G.
For that, we follow the part of Section II devoted to the
electron backscattering by the exchange interaction. The
spin of the dot remains finite (albeit not equal to 0 or 1/2)
even at T  δ. That allows us to relate the backscat-
tered current to the time-averaged derivative of the z-
component of the total spin,
∆I = −e〈 d
dt
(
Sˆz + Sˆ
edge
z
)
〉 . (G1)
The number of electrons N in a quantum dot is well-
defined at T  EC . However, its spin S is not deter-
mined by the electron number, if T  δ. That makes
the spin transfer from the electrons of the edge to the
electrons of the dot effective in the backscattering at any
value of N . Assuming the dot is “deep” in the Coulomb
blockade regime, electrons can not tunnel into it. The
backscattering then is governed by an exchange Hamil-
tonian of a form similar to Eq. (2.8),
Hex =
∑
i,j;n,m
Jnmij S
nm
i sj(x0) , S
nm =
1
2
∑
n,m;α,β
c†nασαβcmβ .
(G2)
Unlike Eq. (2.8), the form of Eq. (G2) includes off-
diagonal in the orbital index matrix elements of the total
spin of the dot. That makes Eq. (G2) applicable in the
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energy band |ε|  EC and allows for an electron transi-
tion between the dot levels in the course of the edge elec-
tron scattering. At T  δ it is sufficient for us to keep
only the largest, isotropic part of exchange [cf. Eq. (2.9)],
Jnm = 2tntm
(
1
E−
+
1
E+
)
. (G3)
(Here tn and tm are the tunneling matrix elements for
the dot levels n and m; unlike in Eq. (2.9), we keep in
the denominators of Eq. (G3) only the charging energy, as
we are not aiming here at the description of the Coulomb
blockade peaks in ∆G). Indeed, at T  δ, contrary to
the low-temperature limit, the spin transferred to the dot
in a backscattering event may relax due to the intra-dot
scattering processes, see Subsection III C.
The isotropic exchange Hamiltonian, Eqs. (G2) and
(G3), commutes with the total spin, therefore ∆I ∼
−〈i[Uˆ , Sˆz]〉. Here Uˆ is the intra-dot interaction Hamil-
tonian which causes the relaxation of the dot spin,
〈i[Uˆ , Sˆz]〉 ∼ −〈Sˆz〉/τe−e(T ). In this way, we relate ∆I
to the spin kinetics of the dot,
∆I ∼ τ−1e−e(T )〈Sˆz〉 . (G4)
Here τ−1e−e(T ) is the characteristic rate of the intra-dot
electron relaxation at energy E ∼ T , cf. Eq. (3.30).
In the steady state, 〈Sˆz〉 is determined by the balance
between the above-mentioned intra-dot spin relaxation
and transfer of the spin from the edge electrons due to the
exchange interaction (G2). In the absence of any intra-
dot relaxation, the equilibrium with the edge would be
reached at 〈Sˆz〉 = eV/2δ, assuming T  δ (this relation
is derived similarly to the one for the T  δ limit consid-
ered in Section II). At 〈Sˆz〉 6= eV/2δ, the rate of the spin
transfer can be estimated as (eV/2δ−〈Sˆz〉)/τcot(T ) with
τ−1cot (T ) ∼ (ρJ)2T 2/δ being the analogue of the inelastic
co-tunneling rate.18 The rate balance equation for 〈Sˆz〉
thus reads
− τ−1e−e(T )〈Sˆz〉+ τ−1cot (T )(eV/2δ − 〈Sˆz〉) = 0 . (G5)
Solving it and substituting the result in Eq. (G4), we find
for ∆G = ∆I/V
∆G ∼ G0 1
δ
τ−1e−e(T )τ
−1
cot (T )
τ−1e−e(T ) + τ
−1
cot (T )
. (G6)
The conductance correction scales with temperature as
T 2, with the coefficient depending on the ratio between
the typical values of J2 and U2.
Now we proceed with a more detailed derivation of
∆G. Since T  δ, it is convenient to use the aver-
age distribution function of the dot electrons, pγ(E) =
〈∑n δ(E − εn)pnγ〉/ν0, introduced in Subsection III C.
(Here ν0 = δ
−1 is the electron density of states in the
dot.) In the absence of bias voltage, pγ is independent of
γ = L, R and equal to a Fermi function. Hereafter, we
refer to it as the equilibrium distribution.
The correction ∆I to the ideal current is obtained from
the number of backscattered, say, left-moving edge elec-
trons per unit time. Electrons of the helical edge cannot
tunnel into the dot at T  EC , and their scattering
off the dot is mostly inelastic at T  δ (inelastic co-
tunneling18). An inelastic scattering process leaves be-
hind a particle-hole excitation in the dot. Accounting for
the inelastic backscattering, we have
∆I =eν0
∫
dE
(
d
dt
pL(E)
)
cot
=
1
2
eν0
∫
dE
∑
γ=±=L,R
γ
(
d
dt
pγ(E)
)
cot
. (G7)
The second equality here follows from the fact that the
co-tunneling process preserves the total number of elec-
trons in the dot. The time-derivative (dpγ/dt)cot is the
the counter-part of the second term in Eq. (G5) and con-
tributes to the rate equation for the dot distribution func-
tion, as shown below.
The full rate equation for the distribution function pγ
consists of contributions from both co-tunneling and re-
laxation inside the dot,
dpγ(E)
dt
=
(
dpγ(E)
dt
)
cot
+
(
dpγ(E)
dt
)
e−e
. (G8)
(We neglect the contribution from direct tunneling,
which is suppressed at temperatures T  EC .) The rate
of intra-dot relaxation τ−1e−e was evaluated in Eq. (3.36),
see Subsection III C. Considering a small deviation of pγ
from equilibrium distribution (i.e., a Fermi function), we
have to linear order in the bias voltage eV  T ,∑
γ
γ
(
d
dt
pγ(E)
)
e−e
= −τ−1e−e(E)
∑
γ
γpγ(E) . (G9)
This is obtained from Eq. (3.30) in the limit of strong
spin-orbit coupling (so that the integration kernel there
cancels away). It is valid at T  g1/2δ, since we re-
placed averages of products by the products of averages
when performing the averaging over dot levels, see Sub-
section III C.
The backscattering current ∆I can be written in terms
of the right-hand-side of Eq. (G9) as we show next. In
the steady state, we have dpγ/dt = 0 in Eq. (G8). Using
Eqs. (G8) and (G9), we can then write ∆I in the form
∆I =
1
2
eν0
∫
dEτ−1e−e(E)
∑
γ
γpγ(E) . (G10)
Identifying 〈Sˆz〉 = 12ν0
∫
dE
∑
γ γpγ(E), we see that
Eq. (G10) above is the analogue of Eq. (G4) in the in-
troduction to this section. To express ∆I in terms of
known quantities, we will next solve for
∑
γ γpγ by using
the steady-state version of Eq. (G8). For that, we need
to first write the equation analogous to Eq. (G9) for the
co-tunneling term in Eq. (G8).
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The co-tunneling term in Eq. (G8) is evaluated using
second order perturbation theory in tunneling or, equiv-
alently, by using the Hamiltonian Hex of Eq. (G2) with
Jnmij given by Eq. (G3). We find
(
d
dt
pγ(E)
)
cot
=
1
2pi
Γ2
(
1
E+
+
1
E−
)2∑
γ′
ν0
∫
dE′dEkdEk′δ(Ek′ + E′ − Ek − E)
×{[1− fγ′(Ek)][1− pγ(E)]fγ(Ek′)pγ′(E′)− fγ′(Ek)pγ(E)[1− fγ(Ek′)][1− pγ′(E′)]} . (G11)
The relation of Eq. (G11) to the Hamiltonian (G2) is ev-
ident since averaging over different dot levels there gives
〈ρ2JnmJmn〉 = pi−2Γ2( 1E+ + 1E− )2. Likewise, Eq. (G11)
is valid at temperatures less than the charging energy,
T  E±. The distribution function of the edge electrons
in Eq. (G11) is fγ(E) = 1/[e
(E+γeV/2)/T + 1].
To find the co-tunneling version of Eq. (G9), we again
consider a small deviation of pγ from equilibrium. To the
first order in bias voltage, we find from Eq. (G11)
∑
γ
γ
(
d
dt
pγ(E)
)
cot
=
− τ−1cot (E)
[∑
γ
γpγ(E)− eV
4T
1
cosh2 E2T
]
, (G12)
where we have introduced the inelastic co-tunneling rate
τ−1cot (E),
τ−1cot (E) =
1
2pi
Γ2
δ
(
1
E+
+
1
E−
)2
(pi2T 2 + E2) . (G13)
In the steady state, Eqs. (G8), (G9), and (G12) yield
the rate balance equation in the form
− τ−1e−e(E)
∑
γ
γpγ(E)
+ τ−1cot (E)
(
eV
4T
1
cosh2 E2T
−
∑
γ
γpγ(E)
)
= 0 , (G14)
equivalent to Eq. (G5). We find from Eq. (G14)
∑
γ
γpγ(E) =
eV
4T
τ−1cot (E)
τ−1cot (E) + τ
−1
e−e(E)
1
cosh2 E2T
. (G15)
Inserting Eq. (G15) into the expression for ∆I,
Eq. (G10), we find the correction to the conductance,
∆G =
e2
8T
ν0
∫
dE
τ−1cot (E)τ
−1
e−e(E)
τ−1cot (E) + τ
−1
e−e(E)
1
cosh2 E2T
. (G16)
Comparing to Eq. (3.47), we see that the result of Subsec-
tion III C remains qualitatively valid here. However, the
tunneling rate Γ there gets replaced by the co-tunneling
rate τ−1cot (E) here since, in presence of charging energy,
direct tunneling (described by Γ) is strongly suppressed.
Evaluating the integral in Eq. (G16) in the limiting
cases of fast (τ−1cot  τ−1e−e) and slow (τ−1cot  τ−1e−e) co-
tunneling, leads to
∆G/G0 =
2pi
3
T 2
δ2

cγ/g
2 , g  EC/Γ ,
Γ2
2
(
1
E+
+
1
E−
)2
, g  EC/Γ ,
(G17)
valid in the temperature interval g1/2δ  T  E±.
Here the first line corresponds to the case τ−1cot  τ−1e−e,
where the slow intra-dot relaxation is the bottleneck for
backscattering, and ∆G ∼ ν0τ−1e−e. In the second line
the bottleneck is shifted to the co-tunneling process, and
∆G ∼ ν0τ−1cot . Extrapolating towards low-temperatures,
T & δ, the latter result can be written as ∆G ∼ (ρJ0)2
where J0 is the (disorder-averaged) isotropic part of ex-
change in Eq. (4.8) [see also Eq. (2.8)]. This is similar in
form to the T  δ result in the odd valley, ∆G ∼ (ρδJ)2,
see Eqs. (4.29) and (4.35). In the former case, however,
the anisotropic part of exchange, δJ , is not necessary
for backscattering, since the dot spin relaxes fast in the
intra-dot scattering processes.
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Jxx = 2
∑
n,m<1
tmtnRe(UnL1L;mR1R + UnR1L;mL1R)
(εm − E−)(εn − E−)
+2
∑
n,m>1
tntmRe(U1LmR;1RnL + U1RmR;1LnL)
(εm + E+)(εn + E+)
+4
∑
µ
∑
n,m<1
t1tnReUnLmµ;1Lmµ
(εn − ε1)(εn − E−)
+4
∑
µ
∑
n>1
∑
m<1
t1tnReUnLmµ;1Lmµ
(εn − ε1)(εn + E+)
−4 ∑
n<1
∑
m>1
tmtnRe(UnL1L;mR1R + UnR1L;mL1R)
(εn − εm)(εn − E−)
−4 ∑
n<1
∑
m>1
tmtnRe(UnL1L;mR1R + UnR1L;mL1R)
(εn − εm)(εm + E+)
Jyy = 2
∑
n,m<1
tmtnRe(UnR1L;mL1R − UnL1L;mR1R)
(εm − E−)(εn − E−)
+2
∑
n,m>1
tntmRe(U1LmR;1RnL − U1RmR;1LnL)
(εm + E+)(εn + E+)
+4
∑
µ
∑
n,m<1
t1tnReUnLmµ;1Lmµ
(εn − ε1)(εn − E−)
+4
∑
µ
∑
n>1
∑
m<1
tnt1ReUnLmµ;1Lmµ
(εn − ε1)(εn + E+)
−4 ∑
n<1
∑
m>1
tmtnRe(UnR1L;mL1R − UnL1L;mR1R)
(εn − εm)(εn − E−)
−4 ∑
n<1
∑
m>1
tmtnRe(UnR1L;mL1R − UnL1L;mR1R)
(εn − εm)(εm + E+)
Jzz = 2
∑
m 6=n<1
∑
n<1
tmtnRe(UnL1L;mL1L − UnR1L;mR1L)
(εm − E−)(εn − E−)
+2
∑
m 6=n>1
∑
n>1
tntmRe(UmL1L;nL1L − UmR1L;nR1L)
(εm + E+)(εn + E+)
−4∑
µ
∑
n,m<1
t1tnReUnRmµ;mµ1R
(εn − ε1)(εn − E−)
−4∑
µ
∑
n>1
∑
m<1
t1tnReUnRmµ;mµ1R
(εn − ε1)(εn + E+)
−4 ∑
n<1
∑
m>1
tmtnRe(UnL1L;mL1L − UnL1R;mL1R)
(εn − εm)(εn − E−)
−4 ∑
n<1
∑
m>1
tmtnRe(UnL1L;mL1L − UnL1R;mL1R)
(εn − εm)(εm + E+)
Jyx = −4 ∑
n,m<1
tmtnImUnL1L;mR1R
(εm − E−)(εn − E−)
−4 ∑
n,m>1
tmtnImUnL1L;mR1R
(εm + E+)(εn + E+)
+8
∑
n<1
∑
m>1
tmtnImUnL1L;mR1R
(εn − εm)(εn − E−)
+8
∑
n<1
∑
m>1
tmtnImUnL1L;mR1R
(εn − εm)(εm + E+)
Jzx = 4
∑
n,m<1
tntmRe(UnL1L;mR1L + UnL1L;mL1R)
(εm − E−)(εn − E−)
+4
∑
n,m>1
tntmRe(UnL1L;mR1L + UnL1L;mL1R)
(εm + E+)(εn + E+)
−4∑
µ
∑
n,m<1
t1tnReUnLmµ;1Rmµ
(εn − ε1)(εn − E−)
−4∑
µ
∑
n>1
∑
m<1
t1tnReUnLmµ;1Rmµ
(εn − ε1)(εn + E+)
+4
∑
n<1
∑
m>1
tmtnRe(UmR1R;nL1R + UmL1R;nR1R)
(εn − εm)(εn − E−)
+4
∑
n<1
∑
m>1
tmtnRe(UmR1R;nL1R + UmL1R;nR1R)
(εn − εm)(εm + E+)
Jzy = −4 ∑
n,m<1
tmtnIm(UnL1L;mR1L + UnL1L;mL1R)
(εm − E−)(εn − E−)
−4 ∑
n,m>1
tmtnIm(UnL1L;mR1L + UnL1L;mL1R)
(εm + E+)(εn + E+)
+4
∑
µ
∑
n,m<1
t1tnImUnLmµ;1Rmµ
(εn − ε1)(εn − E−)
+4
∑
µ
∑
n>1
∑
m<1
t1tnImUnLmµ;1Rmµ
(εn − ε1)(εn + E+)
−4 ∑
n<1
∑
m>1
tmtnIm(UmR1R;nL1R + UnR1R;mL1R)
(εn − εm)(εn − E−)
−4 ∑
n<1
∑
m>1
tmtnIm(UmR1R;nL1R + UnR1R;mL1R)
(εn − εm)(εm + E+)
TABLE I. Components of the exchange tensor J. The components are obtained by matching terms in Eqs. (4.7) and (4.8).
42
Term in T -matrix Denominator
UHoutHinHoutHin, HoutHinUHoutHin, HoutHinHoutHinU E2+δ
2
HoutUHinHoutHin, HoutHinHoutUHin, E3+δ
UHoutHinHinHout, HoutHinUHinHout, HoutHinHinHoutU , E−E+δ2
HinHoutHoutHinU , HinHoutUHoutHin, UHinHoutHoutHin
HoutUHinHinHout, HinHoutHoutUHin E−E2+δ
UHoutHoutHinHin, HoutHoutHinHinU ECE
2
+δ
UHinHoutHinHout, HinHoutUHinHout, HinHoutHinHoutU E2−δ
2
HinUHoutHinHout, HinHoutHinUHout E3−δ
HoutHinHinUHout, HinUHoutHoutHin E2−E+δ
HinHinHoutHoutU , UHinHinHoutHout ECE
2
−δ
HoutHoutHinUHin, HoutUHoutHinHin ECE
3
+
HinUHinHoutHout, HinHinHoutUHout ECE
3
−
HoutHoutUHinHin E2CE
2
+
HinHinUHoutHout E2CE
2
−
TABLE II. Relative importance of the 30 different terms
in the 5th order T -matrix. Here Hout = (H in)† =∑
n,γ tnψ
†
γ(0)cnγ . The virtual state with an excess or deficit
of 2 particles has the largest denominator ∼ EC .
