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ABSTRACT 
 
EVALUATION AND APPLICATION OF A NEW SHAPE-SENSITIVE METRIC 
USEFUL FOR CHARACTERIZING BOTH SPECTRAL CURVES AND LIDAR 
WAVEFORMS  
Eric Ariel L. Salas  
May 2014 
 
This dissertation seeks to investigate hyperspectral and waveform LiDAR datasets 
through a new analytical framework called Moment Distance method that uses a metric derived 
from the shape of the curve (spectral or waveform).  In the case of hyperspectral data, the shape 
of the reflectance curve should unmask fine points of the spectra usually not considered by 
existing band-specific indices.  To explore the advantages and shortcomings of this new 
approach, leaf and canopy hyperspectral reflectance samples were simulated using the physically-
based models PROSPECT (a leaf model) and SAIL (a canopy model).   Sensitivity analysis was 
conducted with the goal of understanding the sensitivity of the new framework to leaf and canopy 
parameters relative to other existing and widely-used vegetation indices.   The analysis evaluated 
the efficiency of the new approach to overcome, for instance, the decreased sensitivity of the 
NDVI at moderate to high Chl content or LAI.   
With waveform LiDAR data, the new approach was tested through the characterization of 
the canopy height without the typical step of fitting a series of Gaussian curves to the waveform 
to identify key peaks.  Furthermore, the effects of noise and smoothing procedures on the metrics 
xxvi 
 
framework were assessed by introducing different types and levels of noise and various 
smoothing window sizes. 
 
 
 
CHAPTER 1 
 
 
 
 
 
 
 
INTRODUCTION  
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1.1  Hyperspectral Remote Sensing For Vegetation: An Overview 
Broadband remote sensing products uses only average spectral information over 
broadband widths resulting in loss of crucial information available in specific narrow 
bands (Blackburn, 1998a; Thenkabail et al., 2000).  However, with the existence of 
airborne or space-borne sensors, hyperspectral remote sensing has grown considerably 
over the last decades, providing a new dimension in the study of the electromagnetic 
(EM) energy.  Also called imaging spectroscopy, hyperspectral remote sensing provided 
additional bands or channels within the visible, near-infrared (NIR) and short-wave-
infrared (SWIR) of the spectrum, increasing its wide range of techniques and 
applications.      
A number of airborne spectrometers have been developed, operating in the 400 – 
2400 nm spectral range.  The system provides reflectance spectra through a sequence of 
contiguous bands that have the capability to detect sharp absorption features of objects.  
It is this level of high spectral resolution that makes analysis of understated peaks and 
troughs in an object’s spectra possible.  Also, hyperspectral data can be used to 
discriminate and identify between diﬀerent objects through their unique spectral 
signatures (Manolakis et al., 2003).  As for the case of vegetation, information obtained 
from the reflectance of hyperspectral data at different wavebands can be used to describe 
growth and physiological conditions of the plants and their seasonal dynamics 
(Blackburn and Milton, 1996).  Within the optical region of the electromagnetic 
spectrum, plants are characterized through absorption features due to water, chlorophyll 
and minerals (Rast, 1991).  The most dominating factor for the study of vegetation is 
chlorophyll content, which causes spectral distortions (Patel et al., 2001).  
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Further, strong correlations exist between remotely sensed data and the 
concentration of many biochemicals within vegetation (Curran et al., 1997).  The use of 
high spectral resolution spectrometers to measure vegetation reflectance opens 
opportunities to estimate important carbohydrates of plants (Elvidge, 1990; Kokaly et al., 
2009).  Hyperspectral remote sensing has been used to characterize key biochemicals 
such as chlorophyll (e.g., Curran et al., 1990; Blackburn, 1998a and 1998b; Zarco-Tejada 
et al., 2001; Gitelson, 2011; Moses et al., 2012), carotenoids (e.g., Blackburn, 2007;  
Ustin et al., 2009), and nitrogen on leaves (e.g., Elvidge, 1990; Gitelson and Merzlyak, 
1996; Gitelson et al., 2003). 
Hyperspectral data provides information when quantifying biophysical 
characteristics of vegetation (Elvidge and Chen, 1995; Wang et al., 2005; Darvishzadeh 
et al., 2008).  Specifically, hyperspectral data have been utilized to study leaf area index 
(LAI) (e.g., Elvidge et al., 1993; Chen and Cihlar, 1996; Gong et al., 1995; Lucas et al., 
2000; Viña et al., 2011), biomass (e.g., Tarr et al., 2005; Cho et al., 2007; Laurin et al., 
2014), canopy crown and crown volume (e.g., Schlerf et al., 2005) and canopy water 
content (e.g., Gao and Goetz, 1995; Ustin et al., 1998; Serrano et al., 2000).         
Other applications of hyperspectral remote sensing include discrimination of plant 
species (Cochrane, 2000; Clark et al., 2005; Peña-Barragan et al., 2006), leaf phenology 
(Delalieux et al., 2009; Barry et al., 2009), identification of wetland species (Schmidt and 
Skidmore, 2003; Becker et al., 2005), and forest productivity estimates (Smith et al., 
2002; Ollinger and Smith, 2005). 
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Overall, the narrow bands inherent in hyperspectral remote sensing are crucial for 
providing additional information over broad band sensors in estimating the biochemical 
and biophysical characteristics of vegetation.  Comparison studies by Elvidge and Chen 
(1995), Hansen and Schjoerring (2003), Schlerf et al. (2005), and Cho et al. (2007) have 
shown that using vegetation indices derived from narrow bands performed better than 
indices derived from broad bands for different types of vegetation.  
1.2  Waveform LiDAR For Vegetation: An Overview 
Active remote sensing sensors (e.g. light detection and ranging laser, known as 
LiDAR) promises improved accuracy of vegetation biophysical measurements and 
extends spatial analysis to the third dimension.   In the last decade, LiDAR research has 
focused on the measurement of canopy height and structure (Dubayah et al., 1997; 
Dubayah and Drake, 2000; Drake et al., 2002a) and estimation of aboveground biomass 
(Drake et al., 2002a; even at a plot level: Zhao et al., 2009), with results illustrating 
unprecedented accuracy and consistency (Hurtt et al., 2004), even in complex canopies 
(Drake et al., 2002b).  
LiDAR returns can be categorized as either discrete or waveform.  The two types 
of LiDAR differ in terms of how each vertically and horizontally sample a three-
dimensional canopy structure (Lefsky et al., 2002a).   The vertical sampling is described 
in relation to the number of range samples recorded for each emitted later pulse, while 
horizontal sampling is the area of the footprint coverage and the number of footprints per 
unit area (Lim et al. 2003). 
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While the discrete return LiDAR system typically records one to four reflective 
discrete returns, the waveform LiDAR system, in contrast, records many returns per 
emitted pulse within the vertical structure of forest canopies (Figure 1).  This 
characteristic of the waveform LiDAR enables intercepted surfaces or the proportion of 
the canopy complexity to be shown in details. 
 
 
 
 
 
 
 a 
The waveform LiDAR recorded returns could also give an ample amount of data 
that could indicate the type of canopy structure and describe the vertical canopy volume 
distribution (Lefsky et al. 1999a).   As stands age or grow, the vertical distribution of 
canopy elements changes (Lefsky et al. 1999b).  The waveform would exhibit these 
changes relative to younger stands.  For instance, bimodal distributions are associated 
with the presence of an understory which may occur in more mature stands. Older stands 
characterized by canopy gaps and trees of multiple ages and sizes exhibit a more even 
distribution of canopy components.  
Figure 1: (a) Discrete LiDAR system generating four returns from a single emitted pulse 
and (b) waveform LiDAR where the entire return pulse is digitized and recorded (Image 
source: ASPRS) 
a b 
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Waveform types of LiDAR are offered by large-footprint systems (10 m to 25 m).  
Using large footprints could reduce the cost of mapping large forest regions (Blair et al. 
1999), rapidly record vertical canopy profiles (Drake et al. 2002a), and provide a more 
defined vertical arrangement of forest structure from canopy top to ground surface 
(Dubayah et al. 1997, Dubayah & Drake 2000).   For research, where vertical profile is a 
critical measure, it is best to utilize full-waveform LiDAR when laser energy is densely 
sampled as opposed to discrete system (Lim et al. 2003).   The general diagram in Figure 
1 and the more comprehensive illustration in Figure 2, show the concept of the full-
waveform LiDAR – from how the vertical structure (at the scale of the individual trees) 
could be an important component to producing canopy height. 
 
 
 
 
 
 
 
 
 
Figure 2: The concept of the full- waveform LiDAR showing how the canopy height is estimated 
from the returns. Image credit: Dubayah and Drake (2000). 
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Waveform LiDAR characterizations of ground and vegetation profiles are 
consistently accurate over the past years of research showing its huge potentials for 
broad-scale applications.  Data collected from large-footprint waveform LiDAR systems 
have been utilized to improve the estimation of biomass – changes in LiDAR vertical 
canopy profiles and the mean canopy height metric were correlated with estimated 
aboveground biomass (Lefsky et al., 1999a; Drake et al., 2002a & 2002b; Zhao et al., 
2009).  A consistent relationship between forest canopy structure from LiDAR and 
above-ground biomass has been illustrated in three different biomes - temperate 
deciduous, temperate coniferous, and boreal coniferous biomes (Lefsky et al., 2002b) 
using a variety of techniques including height quantile relationships and simple 
regression (Lim and Treitz, 2004; Lefsky et al., 2005).     
The waveform LiDAR data can also be utilized to estimate the vertical 
distribution of light transmittance (Parker et al., 2001) and vertical foliar profiles.  There 
was a good agreement (r2 > 0.70) of the Scanning LiDAR Imager of Canopies by Echo 
Recovery (SLICER) dataset against the upper and lower distribution of canopy 
components (Harding et al., 2001).   In addition, these types of data are important to 
NASA's Earth Science Enterprise (ESE) Ecology/Carbon cycle program (Blair et al., 
2001).   
Another application of waveform LiDAR is on the estimation of LAI (Zhao and 
Popescu, 2009) and canopy cover.  There have been efforts to measure the fraction of 
canopy cover using space-borne LiDAR by comparing ground reflectance to canopy 
reflectance (Lefsky et al., 2005). This requires canopy gaps to be large enough to 
encompass the footprint size.  Ground or understory returns indicate canopy openness 
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and waveforms could provide this information. However, accurate retrieval of canopy 
coverage would also require retrieval of the reflectance from other materials involved, as 
wave returns record not only intercepted leaves but also branches.  Leaf inclination angle 
and topography must be determined precisely as well.  Though more has to be done in 
this aspect of LiDAR remote sensing, the present approach of canopy cover estimation 
would suffice in the absence of much better methods.   
There have been developments on inverting models against LiDAR observations 
(Sun and Ranson, 2000).  A 3D LiDAR waveform model was inverted (Koetz et al., 
2006) to estimate tree height, fractional cover, and overstory LAI of a coniferous forest.  
Using two separate datasets, the approach successfully demonstrated the potential of 
radiative transfer model (RTM) inversion to retrieve horizontal and vertical forest 
structure from LiDAR data.  However, processing difficulties limited the accuracy of the 
obtained results.   
1.3 Motivation for developing a new framework for hyperspectral and LiDAR 
waveform analysis 
On Hyperspectral Data: Various approaches have been devised to analyze 
medium and fine spectral resolution data and maximize their use to extract specific 
information for vegetation biophysical and biochemical properties.  Combinations of 
spectral bands, called indices, have been used to diminish the effects of soil background 
and/or atmospheric conditions while highlighting specific spectral features associated 
with plant or canopy properties. Vegetation indices (VIs) use the concept of band ratio 
(Tucker, 1979; Gitelson and Merzlyak, 1994; Skianis et al., 2007) and differences or 
weighted linear combinations (Clevers, 1988; Gitelson, 2004) to take advantage of the 
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visible and NIR bands, two important spectral bands for vegetation studies, in measuring 
the photosynthetic activity of the plant (Gitelson et al., 2009; Salas and Henebry, 2009) 
and explore vegetation dynamics (Townshend and Justice, 1986; Viña et al., 2004; Okin, 
2010).  Spectral VIs have been shown to be correlated with vegetation parameters related 
to chlorophyll and biomass abundance (Hurcom and Harrison, 1998; Gitelson et al., 
2009).   
There is an extensive list of such indices, including the Normalized Difference 
Vegetation Index (NDVI: Tucker, 1979), ratio-based indices such as the Modified Simple 
Ratio (MSR: Chen and Cihlar, 1996), soil-distance-based VIs (Richardson and Wiegand, 
1977; Clevers, 1988; Huete, 1988; Baret et al., 1993; Qi et al., 1994; Gitelson et al., 
2002), and many others.  The disadvantage of the NDVI is the non-linear relationship 
with biophysical characteristics such as Vegetation Fraction (VF), green Leaf Area Index 
(LAI) (Haboudane et al., 2004) and aboveground green biomass (Myneni et al., 1995).  
NDVI asymptotically loses sensitivity under moderate to high biomass conditions (Baret 
and Guyot, 1991; Gitelson, 2004).  Also, there has been remarkable inconsistency in the 
logic with which the soil line has been developed for specific vegetation indices (Bannari 
et al.,1996).  The Perpendicular Vegetation Index 2 (PVI2), for instance, requires the red 
band as an independent variable for the regression while evaluating the PVI or Weighted 
Difference Vegetation Index (WDVI) requires the infrared band as an independent 
variable for regression.  Moreover, the indices have limitations, some of which are due to 
choices of band centers and widths (Gitelson et al., 2002).  Whereas current indices 
incorporate two-band or three-band relations – slope-based, distance-based on soil line or 
optimized (slope-based and distance-based concepts combined) – no approach deals with 
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the raw shape of the curve.  Also, many hyperspectral data reduction techniques perform 
a merging of the bands which removes each band’s physical meaning. 
This dissertation investigates the shape of the reflectance curve using multiple 
spectral bands not considered by other indices, which could carry additional spectral 
information useful for vegetation monitoring.  In this era of spaceborne sensors and with 
NASA’s Hyperspectral InfraRed Imager (HyspIRI) that may be launched in the future, 
my proposed framework can be explored for future optimal use of the spectrum.   To 
investigate the shape of the curve and incorporate as many spectral bands a possible, this 
dissertation develops a new approach that is computationally simple but powerful and 
which does not require any curve transformation (e.g., derivative).  The raw shape of the 
reflectance can be exploited for assessing vegetation condition or health (through its 
properties) without locating the red-edge position and studying the shape of the first 
derivative curve (e.g., Filella and Peñuelas, 1994).  
On LiDAR Waveform Data: As mentioned in the previous section, a full-
waveform LiDAR system has the ability to record many returns per emitted pulse, as a 
function of time, to reveal the vertical structure of the illuminated object, showing 
position of the individual targets, and finer details of the signature of intercepted surfaces 
or the proportion of the canopy complexity.  Information associated with the illuminated 
object can be decoded from the generated backscattered waveform, as key features of the 
waveform such as the shape, area, and power are directly related to the geometry of the 
illuminated object (Ni-Meister, 2001; Koetz et al., 2007; Wu et al., 2009).  The richness 
of the LiDAR waveform holds promise to address the challenge of characterizing, in 
detail, the geometric and reflection characteristics of vegetation structure, e.g., the 
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vertical canopy volume distribution (Lefsky et al., 1999b).   This dissertation proposes to 
utilize the raw waveform and place importance on its shape and its return power 
(Hopkinson and Chasmer, 2009) to examine the new framework as a canopy height 
indicator without the customary use of the Gaussian modeling to fit multiple peaks.       
Canopy height can be an excellent predictor of the total mass of vegetation 
present in a stand (Lefsky et al., 1999a) such as biomass and volume (Lefsky et al., 
2002b; Nelson et al., 2009). In the past decade or so, waveform LiDAR has been used to 
retrieve canopy heights (Dubayah et al., 1997; Hurtt et al., 2004), tree form (Lefsky and 
McHale, 2008), terrain relief (Duncanson et al., 2010), and classify species (Reitberger et 
al., 2008).  It can reduce the cost of mapping large forest regions (Blair et al., 1999), and 
rapidly record vertical canopy profiles (Drake et al., 2002a).    
Identification and recognition of ground surface returns is needed in extracting the 
canopy height using the direct method, which involves the identification of prominent 
modes – including signal start and ground peak on the waveform.  Once prominent 
modes are identified, the converted time difference between the peaks of the modes gives 
the estimate of canopy height (Lim et al., 2003) (this dissertation calls it canopy quasi-
height). There is no widely accepted method for estimating the location of the peaks. 
Appropriate parametric functions may be applied to the waveform to reconstruct the 
shape and retrieve information about the object and characterize the properties.  
Conventional approaches apply splines (Unser, 1999), or Gaussian mixture models 
(Wagner et al., 2006; El-Baz and Gimel’farb, 2007), or a nonlinear least-squares 
approach (Hofton et al., 2000).  However, these models should have prior physical 
knowledge on the waveforms.  Approximating the waveforms using a superposition of 
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Gaussians may not be an accurate representation depending on the application and the 
target (Chauve et al., 2009).  Depending on the LiDAR system, the transmitted signal is 
not always Gaussian but can be slightly distorted – asymmetric (Hofton et al., 2000; Jutzi 
and Stilla, 2006), flattened or peaked (Chauve et al., 2007), and the asymmetry of the 
peaks therefore may not be correctly adjusted (Mallet et al., 2008).  Also, automated 
algorithms can have difficulty identifying peaks, especially with weak returns (Dubayah 
et al., 2010), requiring then the use of human visual interpretation. While current 
waveform optimization fitting schemes rely strongly on initial parameters, the new 
proposed approach looks at the possibilities of using the raw waveform signal to capture 
vital information from the variety of complex waveform shapes in LiDAR, without the 
various types of parameters that must be approximated.   
The approach introduced in this dissertation departs from the usual Gaussian 
modeling in detecting peaks (canopy and ground) in canopy height estimation and 
focuses more on the full geometry (raw shape) and radiometry (raw power) of the LiDAR 
waveform to retain richness of the data.  The new method can use existing waveform 
airborne LiDAR systems (LVIS) and in the future with discrete return systems.  Muss et 
al. (2011) has shown that discrete return LiDAR dataset can be transformed into a 
pseudo-waveform that has many of the same characteristics of traditional waveform 
LiDAR data.  It is expected that the new method will help improve retrieval of canopy 
heights from discrete return systems, using more details of the intercepted surfaces or the 
proportion of the canopy complexity that is usually deficient in these systems. 
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1.4 Goals in the development of the new approach to hyperspectral and LiDAR 
waveform analysis 
The new framework is developed based on the idea that there is a richness in the 
hyperspectral data and LiDAR waveforms that has yet to be exploited by conventional 
analyses.   The new Moment Distance (MD) framework is capable of (1) defining the 
shape of the curve, either spectral signature or LiDAR waveform, with two pivot points 
that capture the shape at two different perspectives, (2) detecting the behavior (e.g., 
shifting) of the peaks and troughs of the curve, and (3) generating a family of MD indices 
that are tuned to different spectral regions or waveform counts at varying resolution.  
Validation of this new framework requires testing its strength against other existing 
methodologies used for hyperspectral and LiDAR waveform analysis. 
This dissertation is structured around four main research goals for the model 
development, assessment and validation. 
1. Explore the sensitivity of the MD framework at potential spectral ranges 
useful for estimation of foliar plant pigments. 
2. Assess the sensitivity of the MD framework to leaf and canopy parameters 
using data from physical-based vegetation models. 
3. Assess the strength of the MD framework to waveform shape changes due to 
variations in signal noise levels. 
4. Assess the relationship of the MD metrics to the key waveform landmarks — 
such as locations of peaks, power of returns, quasi-heights, and height metrics. 
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1.5 Summary of chapters 
This dissertation is comprised of six chapters with four of the chapters covering 
the standalone papers submitted and/or accepted in different peer-reviewed journals.  The 
chapters are structured in the following order. 
Chapter 2 focuses on the contribution of the MD framework to the literature on 
non-destructive foliar pigment assessment.  As such, the new approach is implemented to 
assess the contents of chlorophyll [Chl] and carotenoids [Car] in soybean and maize 
leaves.  The MD index (MDI) is tested in known spectral regions for [Chl] and [Car], to 
be able to evaluate the advantages or disadvantages of the new approach relative to 
existing indices that have been shown to be effective.   
The MD is not a specific index; rather, it is a framework for index generation.  
Thus, it can create an MD family of indices.  The pivot wavelength regions (or PWRs) 
are varied in the analysis to cover different portions of the spectral curves that may be 
more sensitive to pigment concentrations.   Further, in the process of finding the PWRs of 
interest, the spectral behaviors of maize and soy as manifested in the MDI, differ from 
one another.  As an example, picking a specific wavelength range for pigment content 
retrieval of a certain species (e.g., maize) and minimizing the effects of another species 
(e.g., soy), the range 720 nm to 730 nm is shown to be better for [Chl] estimation of 
maize or soy than any other PWRs.  The separation of species is also observed in the first 
derivative curve of “MDI vs. Chl”, showing MDI(soy) to be lower than MDI(maize). 
Furthermore, the PWR 720 nm to 800 nm also showed some sensitivity to [Chl] 
from maize and soy.   However, the MDI values for both species tend to exhibit 
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crossings, which suggest spectral inseparability.  The separability of the spectra appears 
as the absence of crossings that define the maximal spectral shape difference.  The larger 
the difference, the more the maize MDI can be distinguished from the soybean MDI.   
In this particular application of MDI, the method proves to be a robust way of 
determining spectral regions of sensitivity for soybean and maize.   This chapter has 
answered the question of whether the MDI can be considered a particular “vegetation 
index” of interest or not.  MDI yields significantly different linear models (ρ<0.05) for 
retrieval of [Chl] from maize and soybean at the leaf level.   Also, the new method 
performs better than optimized band ratio models in terms of bias and RMSE.  
Chapter 3 evaluates modeled leaf and canopy reflectance data derived from the 
combination of PROSPECT and SAIL models and investigates the sensitivity of the new 
framework to leaf and canopy parameters at different values of chlorophyll, soil 
background reflectance, and illumination and viewing geometries (e.g., leaf inclination 
angle, solar zenith angle, fraction direct solar irradiation).  The high-resolution spectral 
data from the PROSPECT-SAIL simulations is useful in the identification of the 
existence of spectral changes, e.g. flattening to a rising curve, as partly illustrated by the 
sensitivity of MDI to the magnitude of the trough.   
This chapter presents results of the analysis for two sets of PWRs, the 600 nm to 
750 nm and the much narrow spectral subset 720 nm to 730 nm.  The PWRs encompass 
the red and NIR, which are considered important bands for vegetation studies.  Since 
PWR is user-selected, this paper suggests that it should be chosen according to the 
characterization of vegetation biophysical or biochemical property – wavelength regions 
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that could facilitate in the detection and characterization of spectral differences, allowing 
separations based on the curve shapes. 
In this chapter the new algorithm is assessed against other existing indices such as 
NDVI, Enhanced Vegetation Index (EVI), Wide Dynamic Range Vegetation Index 
(WDRVI), Chlorophyll Index (CI), and Combined Vegetation Index (CVI), using subsets of 
wavelength regions and ensuring its sensitivity to the Chl content.   
Chapter 4 explores how noise and smoothing on the waveform LiDAR 
individually impact the MDI.  The study utilizes the full-waveform datasets acquired in 
1998 and 2005 over La Selva and surrounding areas in Costa Rica using NASA’s 
airborne Laser Vegetation Imaging Sensor (LVIS) with 25 m-diameter footprints.  Three 
types of noise models (additive, uniform additive, and impulse) in four levels of 
uncertainty (CV = 5%, 10%, 15%, 20%) are introduced to the waveforms.  Within a 
Monte Carlo framework, 1000 noisy realizations per noise model, uncertainty level, and 
waveform shapes are generated. 
Further, this chapter evaluates trends of MDI at different models and levels of 
noise when regressed against the canopy quasi-height (distance difference between two 
prominent modes such as canopy and ground).   To address the strengths and weaknesses 
of the new approach, quantification of the associated errors and uncertainties is done 
using the Standard Error (SE) and Root Mean Square Error (RMSE) per noise model and 
at different waveform subsets.  Spearman rank-order correlation is applied to compare 
waveform components between two signals on the 1998 and 2005 pair of subsets at 
various noise levels.    
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Furthermore, chapter 4 explores how smoothing on the waveform impacts the 
MDI by introducing the forward-moving average, backward-moving average, and 
centered- moving average window approaches to smooth the waveform in three window 
sizes (using 5, 10, and 15 wave counts or 1% to 3% of the total wave counts).   The 
behavior of the MDI from smoothed waveforms regressed against the canopy quasi-
height is then evaluated.  
The conventional Area Under the Curve (AUC) method provides comparability to 
the MDI results.  The comparison shows whether or not the MDI has a much stronger 
relationship than the AUC when put against the canopy quasi-height, either using the full 
extent of the waveform or utilizing a subset. 
Chapter 5 investigates the relationship of the MD metrics to the key waveform 
landmarks—such as locations of peaks, power of returns, quasi-heights, and height 
metrics — using synthetic data and real LVIS data.  Using the synthetic data, the paper 
investigates the behaviors of four types of waveform morphologies (1) first canopy peak 
maximum, when the first canopy peak is maximum in a three-peak waveform (2) second 
canopy peak maximum, when the second canopy peak is maximum in a three-peak 
waveform (3) single peak maximum, when a single canopy peak is maximum in a two-
peak waveform and (4) ground peak maximum, when the ground/soil is maximum in a 
two-peak or three-peak waveform.  The clustering of waveform morphologies shows the 
tendency of MDI to cluster according to the generation period of tree stands.   
The field measurements of the LVIS campaign verify the results of the synthetic 
data.  The LVIS waveforms are segregated according to (a) maximum early peak (b) 
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maximum late peak and (c) equal (roughly) peak.  Results confirm the association of 
MDI to the movement of the waveform morphologies.    
To further verify the utility of the new approach, MDI from the LVIS waveforms 
was put against the computed height quartiles or height percentiles such as RH100, 
RH75, RH50, and RH25.  Height percentiles are popular existing waveform metrics that 
represent the heights corresponding to 100%, 75%, 50% and 25% aboveground level 
energy return.  Usually, these metrics are provided through the LVIS database website. 
The field‐based forest inventory measurements obtained from the obtained 
through the DESDynI (Deformation, Ecosystem Structure and Dynamics of Ice) 
campaign provided data needed to verify the efficacy and performance of the MDI as a 
canopy-height indicator.  The field data includes biomass from large stems (dbh ≥ 10 cm) 
and small stems (dbh < 10 cm), mean heights from field plots, and stem density.  In this 
section MDI shows clustering based on waveform morphologies against the density of 
large and small stems.   
Overall, chapter 5 examines the capability of MDI to look at the shape of the 
curve at different morphologies, which may be essential for canopy understory analysis.  
Additionally, the new metric illustrates a fundamental understanding of the complexities 
of the waveform.  MDI helps illustrate how the key profile landmarks of the waveform 
may be impacted and changed over time.   
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The dissertation concludes with an integrated summary of results from each 
investigation.  The last chapter covers the discussion of how the MD framework works 
well in (1) investigating the shape of the reflectance curve using multiple spectral bands 
not considered by other indices that could carry additional spectral information useful for 
vegetation monitoring, and (2) utilizing the raw LiDAR waveform by placing importance 
on its shape and its return power and exploring MD indices as a canopy height indicator 
without the customary use of the Gaussian modeling to fit multiple peaks.  Further, a 
discussion is presented of the potential applications that can be addressed by the MD.     
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SEPARABILITY OF MAIZE AND SOYBEAN IN THE SPECTRAL REGIONS OF 
CHLOROPHYLL AND CAROTENOIDS USING THE MOMENT DISTANCE INDEX 
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This chapter focuses on the contribution of the MD framework to the literature on 
non-destructive foliar pigment assessment.  As such, the new approach is implemented to 
assess the contents of chlorophyll and carotenoids in soybean and maize leaves (see 
introduction section 1.5). 
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2.1 Abstract 
We introduce a new framework for analyzing spectra called Moment Distance 
that uses metrics derived from the shape of the curve described by fine resolution spectra. 
We locate potential pivot wavelength regions (PWR) useful for estimation of chlorophyll 
and carotenoids, and explore the spectral separability of maize (Zea mays L.) and 
soybean (Glycine max (L.) Merr.) at specific PWRs.  We find the Moment Distance 
Index (MDI) to perform as well as or better than optimized band ratio models in terms of 
bias and RMSE.   The 720-730 nm PWR for chlorophyll and 450-500 nm PWR for 
carotenoids are not only sensitive to pigment concentrations, but could distinguish maize 
spectra from soybean spectra. The separability of the spectra appears as the absence of 
crossings that define the maximal spectral shape difference.  The larger the difference, 
the more the maize MDI can be distinguished from the soybean MDI.  MDI yields 
significantly different linear models (ρ<0.05) for retrieval of chlorophyll from maize and 
soybean.  What we present here works at the leaf level. Next, we need to investigate MDI 
performance at canopy, field, and landscape scales, especially with imaging spectrometer 
data containing both pure and mixed spectra.  
2.2 Introduction 
The remote sensing literature is replete with numerous vegetation indices (VI) 
that combine spectral bands, at medium or fine spectral resolution, to extract specific 
information about biophysical and biochemical properties of vegetation.  Most VIs use a 
few visible and near infrared (NIR) spectral bands as ratios, differences, or weighted 
linear combinations (Tucker, 1979; Clevers, 1988; Gitelson and Merzlyak, 1994; 
Gitelson, 2004).  VIs have been shown to be correlated with vegetation variables related 
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to chlorophyll and biomass abundance (Hurcom and Harrison, 1998; Gitelson et al., 
2009).    
Fine spectral resolution data has long been available from laboratory 
spectrometers and experimental airborne imaging spectrometers, such as AVIRIS (Green 
et al., 1998) and HyMAP (Bachmann et al., 2002). However, with the 2001 launch of 
Hyperion, a spaceborne imaging spectrometer (Pearlman et al., 2003), the planned 
HyspIRI mission (Green et al. 2008; Kruse et al., 2011), commercial airborne imaging 
spectrometers (e.g., AISA Eagle, Mishra et al. 2007), and the advent of robust, affordable 
field spectrometers, fine spectral resolution datasets are increasingly available. Yet, it is 
still common to see “hyperspectral” data processed into indices that use just two of three 
key spectral regions to incorporate relationships that are based on slopes (e.g., RVI: 
Pearson and Miller, 1972; NDVI: Rouse et al., 1974), or distances from a soil line (e.g., 
PVI: Richarson and Wiegand, 1977; WDVI: Clevers 1988), or some optimized 
combination (e.g., SAVI: Huete, 1988; MSAVI: Qi et al., 1994);  but we know of no 
approach that has quantified the shape of the spectral curve for use in vegetation pigment 
analysis.  With the prospect for an increasing availability of imaging spectrometer data, 
there is a need for VIs can be provide  (near-)optimal use of the available spectrum, while 
attenuating the effects of background, BRDF,  atmospheric conditions, and sensor noise.  
Chlorophyll and Carotenoids. Chlorophyll (Chl) and carotenoids (Car) are the 
principal pigments in higher plants involved in photosynthesis (Solovchenko et al., 2010).  
In the visible region, encompassing spectral bands around 400 to 700 nm, plant pigments 
such as chlorophyll a/b, which dominate reflectance properties of vegetation (Elvidge, 
1990), strongly absorb light that leads to generally lower reflectance.  The Chl a pigment 
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in green plants has absorption peaks at 430 to 662 nm, while Chl b absorption peaks are 
located at 453 to 642 nm (Moore et al., 1995).   Specifically, reflectance is relatively 
sensitive to Chl content changes in the green region (around 530 to 630 nm) (Gitelson 
and Merzlyak, 1994; Lichtenthaler et al., 1996; Gitelson et al., 1996; Gitelson et al., 
2003) and around the red-edge transition from visible to NIR:  700 to 740 nm (Kooistra et 
al., 2004; Steele et al., 2008), 720 to 730 nm (Gitelson et al., 2006), 685 to 725 nm (Salas 
and Henebry 2009).   
Zur et al. (2000) examined the spectral feature at 520 nm and found that it 
correlated closely with carotenoids content in yellow to green leaves.  The spectral band 
near 510 nm was identified as sensitive to total content of carotenoids (Gitelson et al., 
2002).  Instead of using one band, Gitelson et al. (2006) and Ustin et al. (2009) provided 
a spectral range for retrieval of carotenoids concentration [Car] at 510 nm to 520 nm.  
Other bands such as 531 nm and 570 nm (Gamon et al., 1990, 1997) had also been used 
to estimate carotenoids in foliage.  
Quantifying foliar pigment concentrations and composition from narrow spectral 
bands (Gitelson et al., 1996; Zur et al., 2000; Steele et al., 2008; Ciganda et al., 2009) 
offers a productive approach to understanding photosynthetic activity of the plant 
(Gitelson et al., 2009; Salas and Henebry, 2009), exploring vegetation dynamics (Viña et 
al., 2004; Okin, 2010), and providing insight into detection and monitoring of foliar 
condition (Ustin et al., 2009).    
Here we demonstrate the Moment Distance framework for analysis of fine 
resolution spectral data. This new approach is computationally simple but powerful, and 
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it does not require any curve transformation (e.g., derivative).  We propose that the raw 
shape of the reflectance curve can be exploited for assessing vegetation condition or 
health (through, for example, its leaf pigment contents) without locating the red-edge 
position and studying the shape of first derivative curve (e.g., Filella and Peñuelas, 1994).  
In addition, the new method can define not only the shape of the curve, but also track 
movements of spectral peaks and troughs that may arise from changes in the properties of 
the vegetation, background, illumination, view angle, or other influences on reflectance.   
For the demonstration we use an extant dataset of leaf level spectra and pigment 
concentrations in maize and soybean (Gitelson et al., 2005). We explore the new 
approach by incorporating varying percentages of maize and soybean on the reflectance 
data and evaluate it at different pivot wavelength regions (PWRs; described in the next 
section) spanning the spectral bands used by Gitelson et al. (2006).  We explore the range 
of spectral bands by detecting shape differences of spectral curves and looking for the 
presence of absence of crossings that occur when fluctuating MDI values of one species 
overlap another in the same amount of pigment content, regardless of the spectral 
mixture.  We adjust the PWRs to minimize crossing and show that our new approach can 
identify specific spectral locations linked to [Chl] and [Car] for maize and soybean.  Our 
results confirmed and, more importantly, refined the existing spectral ranges that are 
highly sensitive to the [Chl] and [Car]. 
2.3 Materials and Methods 
The Moment Distance Framework.  The approach was first conceived as an 
alternative way to characterize fine spectral resolution data, such as those generated by 
laboratory, field, and imaging spectrometers.  The Moment Distance (MD) is a matrix of 
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distances computed from two reference locations (pivots) to each measured spectral point 
within the specified PWR.  A PWR contains all contiguous wavelengths available within 
the range delineated by the left (LP) and right (RP) pivots.  
Assume that a reflectance curve is displayed in Cartesian coordinates with the 
abscissa displaying the wavelength λ and the ordinate displaying the reflectance ρ (Figure 
2-1).  Let λLP and λRP be the wavelength locations observed at the left pivot (LP) and right 
pivot (RP), respectively, where left (right) indicates the shorter (longer) wavelength.  The 
MD approach can be described in a set of three equations: 
𝑀𝐷𝐿𝑃 = ∑ (𝜌𝑖
2 + (𝑖 − 𝜆𝐿𝑃)
2)0.5𝜆𝑅𝑃𝑖=𝜆𝐿𝑃        [1] 
𝑀𝐷𝑅𝑃 = ∑ (𝜌𝑖
2 + (𝜆𝑅𝑃 − 𝑖)
2)0.5𝜆𝐿𝑃𝑖=𝜆𝑅𝑃       [2] 
𝑀𝐷𝐼 = 𝑀𝐷𝑅𝑃 − 𝑀𝐷𝐿𝑃        [3] 
Thus, the moment distance from the left pivot (MDLP) is the sum of the 
hypotenuses constructed from the left pivot to the value at successively longer 
wavelengths (index i from λLP to λRP); one base of the triangle is the difference from the 
left pivot (i- λLP) along the abscissa and the other base is simply the value at wavelength i 
[1].  Similarly, the moment distance from the right pivot (MDRP) is the sum of the 
hypotenuses constructed from the right pivot to the value at successively shorter 
wavelengths (index i from λRP to λLP); one base of the triangle is the difference from the 
left pivot (λRP-i) along the abscissa and the other is simply the value at wavelength i [2]. 
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The MD Index (MDI) is an unbounded metric [3].  It increases or decreases as a 
nontrivial function of the number of spectral bands considered and the shape of the 
spectrum that spans those contiguous bands.  The number of bands is a function of the 
spectral resolution of the spectrometer and the length of the reference range being 
analyzed, i.e., the full extent of the curve or only subsets.   Although it is possible to 
normalize the MDI to facilitate comparisons of MDIs calculated with different numbers 
of bands, this step is not necessary for the analyses conducted in this paper.  
Spectral Reflectance and Pigment Concentrations. We used the same dataset as 
described in Gitelson et al. (2005); thus, we refer the reader to this paper for the details 
on spectral reflectance measurements as well as the determination of the leaf level 
chlorophyll concentrations [Chl] and carotenoids concentrations [Car] in the maize and 
soybean leaves. Suffice it to say that the spectrometer used to generate the reflectance 
curves was an Ocean Optics USB2000 with a spectral resolution of 1.5 mm.  
Linear Mixing of Reflectance. We linearly combined both the spectral curves and 
[Chl] and [Car] from maize and soybean proportionally to a specific mixture.  For 
Figure 2-1: MDI schematic diagram 
for spectral reflectance curve.  Note 
that the number of points in the 
PWR between LP and RP varies 
with spectral resolution and the 
extent of the selected PWR or band 
placement. The PWR includes both 
LP & RP. 
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instance, a combination of 90% maize and 10% soybean resulted in a curve that is 
dominated by maize with the resulting [Chl]: 
  [𝐶ℎ𝑙]𝑚𝑖𝑥𝑒𝑑 = 0.9 ∗ [𝐶ℎ𝑙]𝑚𝑎𝑖𝑧𝑒 + 0.1 ∗ [𝐶ℎ𝑙]𝑠𝑜𝑦𝑏𝑒𝑎𝑛    [4] 
We realize that this linear mixing pertains only to leaf level reflectance and does not 
necessarily scale to canopy, field, or landscape. Yet, this mixing exercise helped to 
evaluate the response of the MDI in different spectral regions. 
MDI Derivation. The high-resolution spectral data generated by the spectrometer 
should test the sensitivity of the MDI against the photosynthetic pigments.  Since λLP and 
λRP are chosen from wavelength regions identified in literature, selection of PWRs that 
could facilitate characterization of vegetation biophysical or biochemical property is 
essential.   
Focusing on spectral subsets, from a wide to a narrow and specific range, is one 
capability of the MDI.  For [Chl], we evaluated both wider (720-800 nm) and narrower 
(770- 800 nm and 720-730 nm) PWRs.  Similarly for [Car], we evaluated four PWRs:  
450-550 nm; 510-520 nm; 500-515 nm; and 450-500 nm. We focused on these spectral 
regions as they have been identified as important for quantitative estimation of 
photosynthetic pigments (Gitelson et al. 2005, 2006).         
Red-Edge Indices for Chlorophyll and Carotenoids.  The chlorophyll red-edge 
index (Chlred-edge) was suggested by Gitelson et al. (2006) for [Chl] determination in 
leaves. The relationship between analytical [Chl] and the Chlred-edge measured with a 
linear best-fit function was r2 > 0.94. The CIred-edge is computed as follows:  
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Chlred-edge = [(ρ690-720)-1 – (ρ760-800)-1] * ρ760-800    [5] 
where ρ690-720 is the average reflectance in the red-edge region from 690 nm to 720 nm 
and ρ760-800 is the average reflectance in the NIR region. The Chlred-edge simplifies to 
(ρNIR/ρred-edge) –1. 
The carotenoid red-edge index (Carred-edge) is sensitive to carotenoid pigments in 
foliage (Gitelson et al., 2006). The Carred-edge is computed as follows: 
Carred-edge = [(ρ510-520)-1 – (ρ690-710)-1] * ρ760-800    [6]  
where ρ510-520 and ρ690-710 and ρ760-800 are average reflectance values from 510 nm to 520 
nm, 690 nm to 710 nm, and 760 nm to 800 nm, respectively.  We chose to contrast Chlred-
edge and Carred-edge with the results we obtained using the MDI.  
Bootstrapping Regression.  We used bootstrapping statistics due to the limited 
number of samples (n=20) in the dataset.  In bootstrapping, samples are developed by 
random sampling with replacement from the sample domain (Efron and Tibshirani, 
1993).  Applying the bootstrap regression is similar to running a regression model for 
each subsampled dataset and computing the separate set of parameter coefficients (β0 and 
β1) to predict the value of the dependent variable, in this case the [Chl] and [Car]. 
Sensitivity Analysis. To complement the bootstrap statistics, we looked at the 
sensitivity of specific MDIs relative to Chlred-edge and Carred-edge following Viña et al. 
(2004):  
Sr(Chl) = (dMDI(LP-RP) / dChlred-edge) * (ΔChlred-edge / ΔMDI(LP-RP))   [7] 
Sr(Car) = (dMDI(LP-RP) / dCarred-edge) * (ΔCarred-edge / ΔMDI(LP-RP))   [8] 
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where (dMDI(LP-RP)/dChlred-edge) and (dMDI(LP-RP)/dCarred-edge) are first derivatives of the 
function MDI vs. Chlred-edge and MDI vs. Carred-edge, respectively; ΔChlred-edge, ΔMDI(LP-
RP), and ΔCarred-edge are index ranges, i.e., the differences between the maximum and 
minimum index values observed for all samples.  Values of Sr(Chl) < 1 indicate that Chlred-
edge is more sensitive than the MDI to changes in [Chl]; and values of Sr(Chl) > 1 indicate 
that the MDI as more sensitive than Chlred-edge to changes in [Chl]. A corresponding 
interpretation holds true for Sr(Car)  and [Car]. 
2.3 Results and Discussion 
Using the same dataset as in Gitelson et al. (2005), we observed that the apparent 
differences in the structure of spectral curves of soybean and maize samples are found in 
the longer wavelengths (Figures 2-2a and 2-2b), particularly in the red trough and within 
the red-edge region.  The pattern persisted when the spectra were mixed in varying 
proportions of [Chl] and [Car].   
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Figure 2-2: Sample spectral curves showing (a) low pigment concentrations for maize 
([Chl] = 142.62 mg/m2; [Car] = 37.76 mg/m2) and soybean ([Chl] = 142.71 mg/m2; [Car] = 
43.81 mg/m2), (b) high pigment concentrations for maize ([Chl] = 804.04 mg/m2; [Car] = 
158.68 mg/m2) and soybean ([Chl] = 859.04 mg/m2; [Car] = 174.46 mg/m2).  Notice the 
differences of the two figures in the trough and around the red-edge regions. 
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Chlorophyll. Figure 2-3 shows the fluctuating behavior of the MDI with a 
PWR=720-800 nm (MDI(720-800 nm)) when levels of the mixing of soybean and maize were 
varied.  Moving from the first (low pigment content) to the last sample (high pigment 
content), samples with low [Chl] resulted in lower MDI values, while high [Chl] led to 
higher MDI values (Figure 2-3a). The Chlred-edge graphs (Figure 2-3b) manifested a 
similar occurrence of spectral-mixture crossings within the PWR as [Chl] increased from 
low to high.  These crossings demonstrated different curve behaviors of each species at 
various wavelengths.  In this case for instance, MDI detected the fluctuating behavior of 
the curve within 720 nm to 800 nm that may have caused crossings of values for maize 
and soybean.  
Noticeable difference between the MDI and Chlred-edge trends can be seen in 
samples containing high [Chl] (boxes inside Figure 2-3a,b).  More crossings were spotted 
for MDI(720-800 nm) than the Chlred-edge, which may suggest Chlred-edge as a better approach in 
separating maize from soybean at high [Chl].   
  
a b 
Figure 2-3: Values of (a) MDI and (b) Chlred-edge for all samples. The MDI was computed 
using the 720-800 nm PWR.  There are apparent differences of the MDI and Chlred-edge 
trends at high [Chl] (highlighted in boxes). 
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Result further suggests that MDI(720-800 nm) may not be the optimal choice for 
estimation of [Chl], as it detected the fluctuating behavior of the curve within 720-800 
nm PWR that induced MDI crossings which prevent a separability of maize and soybean 
in mixtures. 
The contraction of the MD range to LP = 770 nm & RP = 800 nm shows the 
effect of the curve shape to the MDI (Figure 2-4a).  Negative values were evident in most 
samples, regardless of the mixture proportions, especially the ones with low [Chl].  The 
negative values of the MDI were caused by the lowering of reflectance in higher bands of 
the NIR spectrum when [Chl] are low.  Samples with high [Chl] tended to manifest an 
increasing NIR reflectance at 770 nm – 800 nm that resulted into positive MDI values. 
Also, a number of crossings were evident, suggesting that the range 770 – 800 nm may 
also not be a good option for separating the behavior of maize from the behavior of 
soybean at various [Chl] levels.  
  
a b 
Figure 2-4: Values of MDI using (a) 770-800 nm and (b) 720-740 nm PWRs.  Note 
how the MDIs from the two spectral PWRs differ with one resulting to mostly negative 
values, while the other having all positive values of MDI.  Note also the consistent 
rank ordering of MDI values as a function of [Chl].   
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We observed a different behavior of the MDI when we decreased the PWR and 
used 720-740 nm (Figure 2-4b).  In contrast to Figure 2-3a, the calculated MDIs in Figure 
2-4b were consistent in trends (e.g., the curve of s10+m90 is usually higher than 
s90+m10) and only a couple of crossings were detected. The manifested trends suggested 
that the curve with the highest percentage of soybean (s90) could end up with lower MDI 
value than the curve with highest percentage of maize (m90).   Additionally, the 
dissimilarity of the MDI calculated using maize-dominated spectral curves from those 
calculated using soybean-dominated curves is likely to be large in samples with high 
[Chl].   
  
d 
a b 
c 
Figure 2-5: MDI values computed from spectra samples with varying percentages of soybean and 
maize reflectance.  In (a), the curve with the major influence of maize can be distinguished from 
the one with major influence of soybean, but only in the 720-730 nm PWR (b).   The separation 
of the two species may be attributed to the differences in curvature, as shown in the first 
derivative of reflectance in (c).  Spectral separation between the two species is more obvious 
when only samples with comparable concentrations of Chl and Car are analyzed (d). 
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We detected spectral separation of soybean and maize when the PWR was 
narrowed to 720-730 nm (Figure 2-5a).  The separation was even more emphasized when 
we isolated the samples with somewhat equal values of [Chl] and [Car] for both maize 
and soybean (Figure 2-5d).  The range completely eliminated the MDI crossings found 
using the previous PWRs.  MDI from curves controlled by reflectance of maize appeared 
to always be larger than with those from curves dominated by soybean, for all samples.  
A subset of the spectral location is shown in Figure 2-5b.  The maize-dominated curve 
(s10+m90) had a lower reflectance than soybean-dominated curve (s90+m10); however, 
the former resulted in higher MDI values.  This result arises from the differences in 
curvature at the specific range of 720-730 nm.   In the first derivative (FD) of reflectance, 
the red-edge inflection point of maize-dominated reflectance is within the range 720-730 
nm (Figure 2-5c) that caused the accumulation of MDRP to increase. The soybean-
dominated reflectance has a red-edge inflection point occurring before 720 nm, resulting 
in a single type of curve MDRP may not greatly dominate.   
Table 2-1 shows how the MDI tracks differences in [Chl] in terms of coefficient 
of determination (r2).  The location of the pivots LP and RP affected the linkage to [Chl], 
with lower r2 observed for 770-800 nm.  The 720-800 nm PWR showed increasing r2 but 
only up to 30% soy + 70% maize and started decreasing afterwards.  
Table 2-1: Coefficients of determination (r2) for MDI as a function of [Chl] at different 
spectral ranges and combinations of spectral reflectances. Note: s = soy, m = maize, and 
the number represents percent share in the mixture.  
PWR s10+m90 s20+m80 s30+m70 s40+m60 s50+m50 s60+m40 s70+m30 s80+m20 s90+m10 
720-730 0.955 0.962 0.968 0.972 0.975 0.975 0.973 0.970 0.965 
720-800 0.979 0.982 0.984 0.982 0.980 0.975 0.969 0.961 0.952 
770-800 0.667 0.632 0.585 0.540 0.502 0.471 0.446 0.425 0.407 
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The only explanation of the unexpected point of decrease of sensitivity was the 
inclusion of the bands 800 nm, which may not be ideal when using MDI for [Chl] 
estimation.  Also, beyond 770 nm, the curves began to flatten (Figure2-2b) and the 
changes due to [Chl] were minimal.  The 720-730 nm PWR showed a much clearer 
relationship between MDI and [Chl].  For instance, the r2 increased slightly when there 
was a higher percentage of soybean influence on the spectra than maize (e.g., 10% soy + 
90% maize, r2=0.955; 90% soy + 10% maize, r2=0.965). The increase of r2 may be 
attributed to the steep slope of the soybean reflectance in the red-edge region, in general.  
Also, when we plotted the first derivative of reflectance for all samples (data not shown) 
from low to high [Chl], it revealed a stronger change in soybean within the 720-730 nm 
PWR than in maize (Figure 2-2a and 2-2b also exhibit these differences).   
The performance of the MDI against [Chl] using the 720-730 nm PWR can be 
attributed to (1) the chosen range being within the red-edge region; and (2) the change in 
the location of the red-edge inflection point as it shifts from low to high [Chl] (Fig. 2), 
which leads to changes in curvature within 720-730 nm PWR.   Among the three spectral 
ranges we tested for [Chl] estimation, the 720-730 nm PWR exhibited the best results, 
showing its potential use in distinguishing maize and soybean spectra.   
Carotenoids. Noticeable differences in the MDI behavior occurred among the 
450-550 nm, 510-520,  and 500-515 nm PWRs for all spectral mixtures.  MDI from 
spectral combinations using a longer PWR (Figure 2-6a) exhibited two trends: one for 
lower [Car] and another for higher [Car].  Note the crossing around [Car] = 60 mg/m2 
that reordered the ranking of MDI values, from s90+m10 being the highest to becoming 
the lowest, as [Car] increased.  The shorter PWR of 510-520 nm exhibited many 
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crossings (Figure 2-6b); thus, this PWR may not be the optimal choice for MDI analysis 
of [Car].  The 500-515 nm PWR on the other hand, showed a trend similar to the 450-550 
nm PWR (Figure 2-6c).  Note that we also checked the 505-515 nm PWR (data not 
shown), but it did not show a significant difference from the 500-515 nm PWR.   
Figure 2-7a shows the response of MDI(450-500 nm) to [Car].  The PWR produced a 
pattern quite similar to that in Figure 2-6a, except for the absence of crossings. The 
simplest interpretation of the difference between the two figures corresponds to the 
unique behavior of the maize and soybean curves at the specific PWR of 450 nm to 500 
nm (Figure 2-7b and 2-7c).   The first derivative of reflectance for maize and soybean 
(data not shown) in the 450-500 nm PWR, though dissimilar in values, revealed 
inflection point locations that were quite similar for both low and high [Car].  In contrast 
to the [Chl] analysis, where the location of the inflection point greatly influenced the 
MDI(720-730 nm) causing maize-dominated curve to be always greater than soybean, in the 
[Car] MDI(450-500 nm) for maize-dominated curves were always greater than soybean due to 
the steep slope for maize in the  450-500 nm PWR (data not shown).   
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Figure 2-6: The MDI was computed using different 
combinations of LP and RP. A wider PWR of 450-
550 nm (a) was compared to narrower PWRs of (b) 
510-520 nm and (c) 500-515 nm.  Line crossings 
occur more frequently in (b) than in (a) and (c), 
showing spectral inseparability of maize from 
soybean.   Note that the selection of PWR was based 
from band locations that are sensitive to [Car].  
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While it appeared that the 450-500nm PWR enabled the separation of the maize 
and soybean spectra and may be the better PWR for [Car] estimation, a broader range 
PWR of 450-550 nm may also work.   In our analysis, 450-550 nm PWR could be best 
employed when applied separately to samples grouped by [Car] greater or lesser than 60 
mg/m2.  As mentioned above, Figure 2-6a showed two trends, one for the low [Car] and 
one for the higher [Car] values.  Grouping the values according to the trends makes it 
easy to identify those spectra more influenced by maize from those more influenced by 
soybean.   
MDI(720-730 nm) vs. [Chl] and MDI(450-500 nm) vs. [Car]. After finding the optimal 
PWRs to link [Chl] and [Car] to MDI, we inverted the relationships.  We regressed 
MDI(720-730 nm) against the [Chl] and found a higher r
2 than for Chlred-edge for both soybean 
and maize (all r2 > 0.90) (Figures 2-8a and 2-8b).  MDI (720-730 nm) is a little better than 
Chlred-edge in estimating levels of [Chl] in maize (RMSEMDI = 47.55 mg/m
2 vs. RMSEChl = 
63.76 mg/m2) and soybean (RMSEMDI = 47.47 mg/m
2 vs. RMSEChl = 57.01 mg/m
2).  
Figure 2-7: A narrower PWR for [Car] of 
450-500nm (a) was tested with the MDI.  
Results suggest that the 450-500 nm PWR 
could be better for [Car] estimation. Figures b 
and c show samples of the shape of the curve 
for the range 450 nm to 500 nm.  
a 
c 
b 
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Figure 2-9: MDI (450-500nm) and Carred-edge relationships to [Car].  MDI (a) is differentiated from 
Carred-edge (b) at various levels of [Car] for maize (RMSEMDI = 29.80 mg/m2 vs. RMSECar = 26.50 
mg/m2) and soybean (RMSEMDI = 25.76 mg/m2 vs. RMSECar = 24.60 mg/m2).  For both species, 
MDI (c) performs better than Carred-edge for higher [Car] values (> 70 mg/m2), but Carred-edge (d) 
performs better than MDI for lower [Car] values (< 70 mg/m2). 
a b 
c d 
Figure 2-8: MDI (720-730nm) and Chlred-edge relationships to [Chl].  MDI (a) is differentiated from 
Chlred-edge (b) at levels of [Chl] for maize (RMSEMDI = 47.55 mg/m
2 vs. RMSEChl = 63.76 
mg/m2) and soybean (RMSEMDI = 47.47 mg/m
2 vs. RMSEChl = 57.01 mg/m
2).  Regression 
slopes are significantly different (p<0.05) in Figure 2-8a, but not in 2-8b (p>0.05).  
a b 
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When we regressed MDI (450-500nm) against [Car] (Figures 2-9a and 2-9b), we 
found the index to be comparable in r2 to Carred-edge, especially for soybean.  RMSE 
statistics for maize (RMSEMDI = 29.80 mg/m
2 vs. RMSECar = 26.50 mg/m
2) and soybean 
(RMSEMDI = 25.76 mg/m
2 vs. RMSECar = 24.60 mg/m
2) showed that MDI could 
complement the Carred-edge in estimation of [Car], especially when the [Car] is high and 
the Carred-edge tends to lose sensitivity (Figure 2-9c).  Carred-edge performs better at lower 
[Car] values (Figure 2-9d).   
Validation of the relationships we found in Figures 2-8a and 2-9a, between MDI 
(720-730nm) and [Chl], and between MDI (450-500nm) and [Car], are shown in the results of the 
bootstrap regression.   It is clear that MDI (720-730 nm) and MDI (450-500nm) can play a role in 
detecting changes of [Chl] and [Car], respectively (Table 2-2), with comparable values of 
β0 and β1 after resampling the observations.  Bootstrapping did a good job in estimating 
the properties of the parameter coefficients with the results not deviating far from the 
observed (classical method).      
Table 2-2: Parameter coefficients β0 and β1 obtained from bootstrap regression.  Note: 
We used the dataset for MDI(720-730 nm) and [Chl], and MDI(450-500 nm) and [Car] from 
maize and soybean samples.  All statistics were based on 1000 replications. 
 
[Chl] 
Soybean Maize 
Chlred-edge MDI Chlred-edge MDI 
β0 β1 β0 β1 β0 β1 β0 β1 
Observed 10.26 380.29 36.12 938.29 -76.87 434.95 -34.87 711.63 
Mean 12.08 378.39 38.12 935.83 -79.10 435.80 -35.42 711.85 
Bias 1.82 -1.90 1.20 -2.47 -2.23 0.88 -0.56 0.22 
SE 16.22 23.69 15.66 48.23 29.20 24.17 17.79 43.10 
 
[Car] 
 
Carred-edge MDI Carred-edge MDI 
β0 β1 β0 β1 β0 β1 β0 β1 
Observed 14.82 25.25 113.02 -5.02 -17.05 75.88 121.70 -4.57 
Mean 14.57 25.50 113.74 -5.51 -17.65 76.12 123.27 -4.90 
Bias -0.25 0.24 0.72 -0.49 -0.60 0.24 1.57 -0.33 
SE 11.73 5.20 9.12 1.72 8.87 9.10 13.05 1.37 
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The resulting standard errors for MDI(450-500nm) are relatively smaller than the 
results from Carred-edge.  Biases were mostly smaller for MDI, in both pairing MDI (720-730 
nm) vs. Chlred-edge, and MDI (450-500nm) vs. Carred-edge.  Bootstrapping results indicate that the 
MDI could complement other spectral index methods in estimating [Chl] and [Car] at the 
leaf level.    
Sensitivity Analysis. Results from the sensitivity analysis supported the 
conclusions obtained from the bootstrapping results: the MDI performed better for 
estimating low [Chl] and high [Car] in both maize and soybean (Figures 2-10a and 2-
10b).   When [Car] is low, Carred-edge may be more effective than MDI(450-550nm) for 
estimating [Car] in maize and soybean crops.  
 
 
 
 
 
2.4 Conclusion 
Our new tool is simple and useful in detecting the shape of the spectral curve, 
either with the full spectrum or specific subsets of it.  Our findings are in accordance with 
the results of Gitelson et al. (2006) and Ustin et al. (2009) that identified wavelength 
ranges for chlorophyll and carotenoids pigments.   Moreover, we even assessed and 
a b 
Figure 2-10: Relative sensitivity (Sr) of MDI(720-730nm) to [Chl] (a) and MDI(450-500nm) to [Car] (b).  Sr 
< 1 (below dotted line) means that the spectral index (Chlred-edge or Carred-edge) is more sensitive than 
MDI to changes in pigment concentrations ([Chl] or [Car]).  Sr > 1 (above dotted line) indicates 
MDI as more sensitive than the spectral index. 
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improved the ranges so that they would not only be sensitive to the pigments, but would 
also separate spectral characteristics of maize and soy. 
We have shown that our new approach can identify specific spectral locations 
linked to chlorophyll and carotenoids.  Only these specific PWRs are necessary to 
retrieve chlorophyll and carotenoids concentrations from maize and soybean foliar 
spectra:  720-730 nm for [Chl] and 450-500 nm for [Car].  The MDIs calculated from 
these two PWRs exhibited the best discrimination between maize and soy spectra through 
the elimination of crossings.  In addition, the MDI computed from these wavelength 
regions are sensitive to chlorophyll and carotenoids, especially at lower concentrations. 
While our results using the MDI approach for locating potential bands for 
pigment estimation and separability of species are promising, further studies are required 
to look at other possible PWRs that may show better sensitivity to the photosynthetic and 
non-photosynthetic pigments.  It is important to point out that candidate PWRs 
determined by MDI behavior may not necessarily relate to the foliar pigment 
concentrations. What we have presented here is an exploration of the spectral wavelength 
regions that have been previously explored for [Chl] and [Car] estimation, using our 
simple, yet powerful new approach.  Giving the promising results of the new approach, it 
makes sense to explore the applicability of the identified PWRs to other types of 
vegetation. Moreover, since the MDI is not a specific index but a framework for index 
generation, the Moment Distance Framework can generate other Moment Distance 
Indices, defined by other PWRs, tuned to different spectral regions.  The adjustment can 
also offer a way to look at the shifting of peaks and troughs, specifically around the red 
and NIR regions, which can arise from changes in pigment concentration.  Moreover, the 
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understanding of how the MDI works can lead to possibilities of finding more PWRs for 
observing other plant biophysical properties.    
At this juncture we are uncertain how well the results at leaf level may scale to the 
canopy, field, or landscape due to myriad factors (e.g., background, atmosphere, sensor 
noise, or BDRF effects) that may affect the shape of spectral curves. Studies are ongoing 
to evaluate such effects on spectra and to assess whether the same MDI crossings are 
observable using our tested PWRs.   
We have already tested the sensitivity of MDI to leaf and canopy parameters (e.g. 
LAI, canopy illumination, and viewing geometries) using simulated leaf and canopy 
reflectance samples derived from the combination of the PROSPECT and SAIL models.  
Despite these promising results at the leaf level, it is a significant step to move to the 
canopy and landscape scales, where factors other than pigment concentrations affect 
spectral reflectance.  Also, there are lots of variables of real samples of vegetation even 
within a single species that may change the characteristics of spectral reflectance.  
Currently, we are investigating application of the MD framework to data from airborne 
and spaceborne imaging spectrometers, which includes varying the spectral resolution 
within the same PWR.  From this exercise we are evaluating how best to make cross-
sensor comparisons within the MD framework, including the use of a normalized MDI.  
As the MDI can be applied over multiple bands, it may be more robust to noise. This 
aspect may be particularly important for spaceborne imaging spectrometers that may 
have noise or artifacts arise in particular bands, such as was experienced with Hyperion 
(Liao et al. 2000; Chen and Henebry 2010).  MDI has the potential to spread retrieval risk 
across several bands while retaining sensitivity. 
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CHAPTER 3 
 
 
 
A NEW APPROACH FOR THE ANALYSIS OF HYPERSPECTRAL DATA: 
THEORY AND SENSITIVITY ANALYSIS OF THE MOMENT DISTANCE 
METHOD 
 
SALAS, E.A.L. AND HENEBRY, G.M., 2014, Remote Sensing, 6 (1), pp. 20-41. 
 
 
 
 
This chapter evaluates modeled leaf and canopy reflectance data derived from the 
combination of PROPECT and SAIL models and investigates the sensitivity of the new 
framework to leaf and canopy parameters at different values of chlorophyll, soil 
background reflectance, and illumination and viewing geometries – including leaf 
inclination angle, solar zenith angle, and fraction direct solar irradiation (see introduction 
section 1.5). 
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3.1 Abstract 
We present the Moment Distance (MD) method to advance spectral analysis in 
vegetation studies.  It was developed to take advantage of the information latent in the 
shape of the reflectance curve that is not available from other spectral indices.  Being 
mathematically simple but powerful, the approach does not require any curve 
transformation, such as smoothing or derivatives. Here, we show the formulation of the 
MD index (MDI) and demonstrate its potential for vegetation studies.  We simulated leaf 
and canopy reflectance samples derived from the combination of the PROSPECT and 
SAIL models to understand the sensitivity of the new method to leaf and canopy 
parameters.  We observed reasonable agreements between vegetation parameters and the 
MDI when using the 600 to 750 nm wavelength range, and we saw stronger agreements 
in the narrow red-edge region 720 to 730 nm. Results suggest that the MDI is more 
sensitive to the Chl content, especially at higher amounts (Chl > 40 µg/cm2) compared to 
other indices such as NDVI, EVI, and WDRVI.  Finally, we found an indirect 
relationship of MDI against the changes of the magnitude of the reflectance around the 
red trough with differing values of LAI. 
3.2 Introduction 
Over the past three decades, spectral indices have been devised to extract specific 
information for vegetation biophysical and biochemical properties.  For instance, 
vegetation indices (VIs), usually formulated as a combinations of two or three spectral 
bands, use the concept of band ratioing (Skianis et al., 2007; Tucker, 1979; Gitelson and 
Merzlyak, 1994; Chen and Cihlar, 1996) and differences or weighted linear combinations 
(Clevers, 1988; Gitelson, 2004) to make the most out of the contrasts in visible and NIR 
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portions of the spectrum for measuring the photosynthetic activity of the plant (Salas and 
Henebry, 2009; Steele et al., 2009) and exploring vegetation dynamics (Townshend and 
Justice, 1986; Broge and Leblanc, 2001; Viña et al., 2004; Pettorelli et al., 2005; Okin, 
2010).  Studies have demonstrated that spectral VIs are correlated with vegetation 
parameters related to chlorophyll and biomass abundance (Hurcom and Harrison, 1998; 
Steele et al., 2009; Simms and Ward, 2013). 
The Normalized Difference Vegetation Index (NDVI) (Rouse et al., 1974; 
Tucker, 1979) exploits the strong differences in the red and NIR reflectances, where 
contrast between vegetation and soil is maximal.  It is calculated as the difference 
between the spectral reflectance measurements of the NIR and red bands divided by the 
sum of the same measurements.  One drawback of the NDVI is its non-linear relationship 
with biophysical characteristics such as green Leaf Area Index (LAI) (Haboudane et al., 
2004) and aboveground green biomass (Myneni et al., 1995; Zhao et al., 2011), and its 
sensitivity to soil background (Elvidge and Chen, 1995; Rondeaux et al., 1996).  Studies 
have shown the NDVI to asymptotically lose sensitivity under moderate to high biomass 
conditions and for certain ranges of LAI (Baret and Guyot, 1991; Gitelson et al., 2003; 
Brantley et al., 2011; Viña, 2012).   This shortcoming of the NDVI had led to the 
development of derivatives and alternative indices.  One example is the Wide Dynamic 
Range Vegetation Index (WDRVI) (Gitelson, 2004; Viña and Gitelson, 2005) that was 
initiated to enhance the dynamic range of the NDVI and later used for charactering 
vegetation dynamics (Viña et al., 2004; Aguilar-Amuchastegui and Henebry, 2006; 
Aguilar-Amuchastegui and Henebry, 2008) and estimating fractional vegetation cover 
(Gitelson, 2013).  
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We listed a number of VIs in Table 1.  One apparent commonality among indices 
is their goal to minimize, if not diminish, the effects of external factors such as 
background and atmospheric conditions on spectral data (Baret and Guyot, 1991).   
Ratio-based indices, for instance, the Modified Simple Ratio (MSR) (Chen and Cihlar, 
1996) and the Transformed Vegetation Index (TVI) (Deering et al., 1975) are enhanced 
indices in terms of sensitivity to vegetation biophysical parameters.  However, no 
technical distinction is seen between NDVI and TVI when it comes to detecting the 
active vegetation.  In the TVI equation in Table 1, a ratio of less than 0.71 is deemed as 
non-vegetation and if it is greater than 0.7, it is considered vegetation.  
In the soil-line-based VI category, the goal is to understand the behavior of 
indices (Gilabert et al., 2002).  Soil-distance-based VIs hope to cancel soil background 
effects (Baret et al., 1993), especially when vegetation cover is sparse (Rondeaux et al., 
1996).  The Perpendicular Vegetation Index (PVI) (Richardson and Wiegand, 1977); later 
modified as PVI1, PVI2 and PVI3 (Perry and Lautenschlager, 1984; Qi et al., 1994), was 
the first introduced VI based on the concept of the soil line.  Other distance-based indices 
followed: the Difference Vegetation Index (DVI) (Richardson and Wiegand, 1977), 
Green Vegetation Index (GVI) (Kauth and Thomas, 1976), and Weighted Difference 
Vegetation Index (WDVI) (Clevers, 1988).  Gitelson et al. (2002) looked into the two-
dimensional spectral space defined by vegetation and soil lines and proposed indices to 
monitor vegetation fraction.  The technique used focal points along the two lines to 
derive relationship ratios.    
Optimized indices are combinations of concepts from slope-based and distance-
based VIs.  The Soil-Adjusted Vegetation Index (SAVI) (Huete, 1988), for instance, 
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integrates the NDVI and the soil adjustment factor.  Further enhancements resulted into a 
SAVI family of indices (Baret et al., 1989; Major et al., 1990; Qi et al., 1994).  There 
have been remarkable inconsistencies in the logic with which the soil line has been 
utilized for specific vegetation indices.  Bannari et al. (1996) cited that the distance-based 
VIs are not consistent as to which band, red or NIR, is the independent variable in the 
regression equation.  
Table 1: List of several existing vegetation indices. 
Vegetation Index Equation Reference Remarks 
Difference Vegetation 
Index (DVI) 
NIR - red Jordan (1969)  Sensitive to soil 
background 
Ratio Vegetation Index 
(RVI) 
NIR/red Pearson and 
Miller (1972)  
Sensitive to soil 
background 
Normalized Difference 
Vegetation Index 
(NDVI) 
𝑁𝐼𝑅 − 𝑟𝑒𝑑
𝑁𝐼𝑅 + 𝑟𝑒𝑑
 
Rouse et al. 
(1974)  
Enhances contrast between 
soil and vegetation 
 
Modified Simple Ratio 
(MSR) 
(
𝑁𝐼𝑅
𝑟𝑒𝑑 − 1)
√(
𝑁𝐼𝑅
𝑟𝑒𝑑 + 1)
 
Chen and Cihlar 
(1996)  
Improves vegetation 
sensitivity 
 
Transformed 
Vegetation Index (TVI)  
√(
𝑁𝐼𝑅 − 𝑟𝑒𝑑
𝑁𝐼𝑅 + 𝑟𝑒𝑑
) + 0.5 
Deering et al. 
(1975)  
Modifies NDVI with only 
positive values; <0.71 as 
non-vegetation and >0.71 
as vegetation 
 
Modified Transformed 
Vegetation Index 
(MTVI) 
√(
𝑐 ∗ 𝑁𝐼𝑅 − 𝑟𝑒𝑑
𝑐 ∗ 𝑁𝐼𝑅 + 𝑟𝑒𝑑
) 
where c is a weighing factor 
 
Skianis et al. 
(2007)  
 
Used with poor vegetation 
Perpendicular 
Vegetation Index (PVI) 
sin (a)*NIR – cos (a)*red 
where a is a weighing factor 
 
Richardson and 
Wiegand (1977)  
Utilizes soil line in red-
NIR space 
 
Green Vegetation Index 
(GVI) 
-0.29*MSS4 - 0.56*MSS5 +0.60*MSS6 
+0.49*MSS7 
 
-0.2848*TM1-0.2435*TM2-
0.5436*TM3+0.7243*TM4+ 
0.0840*TM5-0.1800*TM7 
 
Kauth and  
Thomas (1976)  
 
Crist and Cicone 
(1984)  
4-band version for MSS 
 
 
6-band version for TM 
Weighted Difference 
Vegetation Index 
(WDVI) 
𝑁𝐼𝑅 − [(
𝑁𝐼𝑅𝑠𝑜𝑖𝑙
𝑟𝑒𝑑𝑠𝑜𝑖𝑙
)
2
∗ 𝑟𝑒𝑑] 
 
Clevers (1988)  Specifically for soil 
moisture influences 
 
Soil Adjusted 
Vegetation Index 
(SAVI) 
(
𝑁𝐼𝑅 − 𝑟𝑒𝑑
𝑁𝐼𝑅 + 𝑟𝑒𝑑 + 𝐿
) (1 + 𝐿) 
where L is a correction factor 
 
Huete (1988)  Combines NDVI and soil 
factor 
 
Transformed Soil 
Adjusted Vegetation 
Index (TSAVI) 
 
(
𝑠((𝑁𝐼𝑅 − 𝑠)(𝑟𝑒𝑑 − 𝑎))
𝑎 ∗ 𝑁𝐼𝑅 + 𝑟𝑒𝑑 − 𝑎 ∗ 𝑠 + 𝑥 ∗ (1 + 𝑠 ∗ 𝑠)
) 
where a is the soil line intercept, s is the 
soil line slope, and x is an adjustment 
factor 
Baret et al. 
(1989)  
Assumes soil line has 
arbitrary slope and 
intercept 
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Table 1 continuation:  
Soil Adjusted 
Vegetation Index2 
(SAVI2) 
𝑁𝐼𝑅
𝑟𝑒𝑑 + 𝑏/𝑎
 
Major et al. 
(1990)  
Ratio b/a as the soil-
adjustment 
factor 
 
Enhanced Vegetation 
Index (EVI) 
2.5 [
𝑁𝐼𝑅 − 𝑅𝑒𝑑
𝑁𝐼𝑅 + 6(𝑅𝑒𝑑) − 7.5(𝐵𝑙𝑢𝑒) + 1
] 
Liu and Huete 
(1995)  
Modified NDVI with 
improved sensitivity to 
high biomass 
Wide Dynamic Range 
Vegetation Index 
(WDRVI) 
(
𝑎 ∗ 𝑁𝐼𝑅 − 𝑟𝑒𝑑
𝑎 ∗ 𝑁𝐼𝑅 + 𝑟𝑒𝑑
) 
where a is a weighing coefficient 
 
Gitelson et al. 
(2004)  
Enhances dynamic range 
of NDVI 
 
Chlorophyll Index Red-
edge (CIred-edge) 
(
𝑁𝐼𝑅
𝑟𝑒𝑑 − 𝑒𝑑𝑔𝑒
) − 1 
where red-edge covers 690 to 725 nm 
and NIR spans the 760 to 800 nm 
 
Gitelson et al. 
(2006)  
Uses a range of bands  
Combined Vegetation 
Index (CVI) 
(
𝐶𝐼𝑟𝑒𝑑−𝑒𝑑𝑔𝑒 − 0.63
0.95
) 
 
Nguy-Robertson 
et al. (2012)  
For moderate to high LAI 
 
Mathematical simplicity and ease of use are factors in choosing the vegetation 
index for a desired application. In this respect, ratio-based indices have an edge over their 
soil-distance-based VI counterparts.  Although the optimized indices and distance-to-soil-
line-based were successful in eliminating the atmospheric and soil background effects 
(e.g. WDVI (Clevers, 1988)), their application to monitoring vegetation at global scales 
are still in question (Yoshioka et al., 2009).   
Limitations in the application of indices may include the choice of wavelength 
band positions and bandwidths (Gitelson et al., 2002).  Also, the indices are deficient in 
putting a focus on the shape of the curve.  Whereas current indices incorporate two-band 
or three-band relations – no metric has dealt with the raw shape of the curve by featuring 
multiple bands that could carry additional spectral information useful for vegetation 
monitoring.  In this era of spaceborne sensors such as the EO-1 Hyperion (Pearlman et 
al., 2003) and NASA’s Hyperspectral InfraRed Imager (HyspIRI) (Kruse et al., 2011; 
Wang et al., 2011; Mariotto et al., 2013) that may be launched in the future, VIs can be 
designed for optimal use of the spectrum.  Unlike broadband sensors such as the Landsat 
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TM, ETM, and OLI that have few bands, both spaceborne sensors have many spectral 
channels that span from the visible to NIR – regions considered as essential for 
vegetation studies.  
The shape of the reflectance spectrum can be exploited for assessing vegetation 
condition or health (through its properties) without locating the red-edge position and 
studying the shape (transformed) of first derivative curve (e.g. Filella and Peñuelas, 
1994) or formulating derivative vegetation indices (e.g. Elvidge and Chen, 1995) or 
eliminating correlated bands (e.g. Banskota et al., 2013).  Here, we exploited the spectral 
curve by introducing a new metric for spectral analysis that could siphon the fine points 
of the curve, which we believe captures the diversity of biochemical and biophysical 
signatures of plant species.  The chemical and physical differences in the configuration of 
vegetation are often exhibited as differences in their contiguous spectral signatures 
(Gitelson and Merzlyak, 1996).  In this paper, we used an index to try to quantify the 
differences in spectral signatures through changes in shapes in a specific spectral region.   
 This article presents the definition and formulation of a new, computationally 
simple but powerful approach, called Moment Distance (MD) and a model-based 
sensitivity analysis.  The index was first introduced to separate maize and soybean in the 
spectral regions of chlorophyll and carotenoids (Salas and Henebry, 2012).  Here we look 
into the behaviors of the MD index using simulated spectral signatures by focusing on the 
range of 600 to 750 nm. The range contains pronounced variability in leaf and canopy 
reflectance (Baret et al., 1993).   The red-edge region (Horler et al., 1983) from 720 to 
730 nm (Gitelson et al., 2006; Nguy-Robertson et al., 2012) could also give specific 
details on leaf chlorophyll content (Liao et al., 2013). We restricted the analysis within 
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the red-edge to closely relate vegetation parameters to shape variations characterize by 
the values of the MDI.  We discuss the methods we employed to derive information from 
the choice of range with special attention to the applicability and versatility of the MDI 
for vegetation studies.   Lastly, we use a physically-based method to extract leaf and 
canopy reflectance values in order to study the relationships of leaf and canopy variables 
against the new metric. 
3.3 Materials and Methods 
MD applied to the visible and NIR range for vegetation research. The sensitivity 
analysis for the MD was conducted in the VIS to NIR regions of the spectrum through 
simulation of spectral reflectance of individual leaves as a function of leaf properties and 
canopy variables and used to calculate the Moment Distance Index (MDI).   The 
wavelengths of interest, between 600 and 750 nm represent more effective wavelengths 
for vegetation studies, notwithstanding the importance of the bands defining the peaks 
and trough (Tucker, 1979) contained within the range.    
 
 
 
 
 
 
Figure 1. MD Index schematic diagram for spectral reflectance curve. Note that the 
number of points between LP and RP pivots can vary depending on the spectral 
resolution and the width of the selected range. 
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Definition and Formulation of the Moment Distance (MD).  The Moment 
Distance is a matrix of distances computed from two reference locations (pivots) to each 
spectral point within the selected range.  Assume that a reflectance curve is displayed in 
Cartesian coordinates with the abscissa displaying the wavelength λ and the ordinate 
displaying the reflectance ρ (Figure 1).   
Let the subscript LP denote the left pivot (located in a shorter wavelength) and 
subscript RP denote the right pivot (located in a longer wavelength).  Let λLP and λRP be 
the wavelength locations observed at the left and right pivots for a reflectance data, 
respectively, where left (right) indicates a shorter (longer) wavelength.  The proposed 
MD approach can be described in a set of equations. 
Thus, the moment distance from the left pivot (MDLP) is the sum of the 
hypotenuses constructed from the left pivot to the value at successively longer 
wavelengths (index i from λLP to λRP); one base of the triangle is the difference from the 
left pivot (i- λLP) along the abscissa and the other is simply the value at i (eq. 1).  
Similarly, the moment distance from the right pivot (MDRP) is the sum of the 
hypotenuses constructed from the right pivot to the value at successively shorter 
wavelengths (index i from λRP to λLP); one base of the triangle is the difference from the 
left pivot (λRP-i) along the abscissa and the other is simply the value at i (eq. 2). 
The MD Index (MDI) is an unbounded metric (eq. 3).  It increases or decreases as 
a nontrivial function of the number of spectral bands considered and the shape of the 
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spectrum that spans those contiguous bands.  Calculation of the MDs both from the left 
pivot to the right and from the right pivot to the left is necessary because the distance of a 
point on the curve from a reference pivot on the x-axis conveys the behavior of the curve, 
which is often asymmetric, from the pivot point of perspective.  The more the number of 
points or bands considered between the pivots, the better the shape of the curve is 
resolved and the better the distances detect movements of trough and peak locations.  The 
number of bands between the pivots is a function of the spectral resolution of the imaging 
spectrometer and the length of the selected range (i.e., full extent or subsets of the curve) 
being analyzed.   Depending on the spectral resolution, the matrix resulting from the 
calculations of the MDs within a range of values could be very large.   For example, a set 
of data having 50 bands from 400 to 900 nm could result to an initial matrix size of 51 by 
51, with 2601 entries.  In a hyperspectral data having 1000 bands, the matrix could 
contain more than one million entries.  In cases with too many bands, decomposition to 
matrix subsets may be used to highlight specific pivot wavelength regions (PWR) (Salas 
and Henebry 2012) (e.g., 720 - 730 nm for vegetation red-edge; 900 - 980 nm for 
vegetation water absorption).   
Figure 2 illustrates the approach.  The entire Matrix 1 is a result of taking two 
pivots from bands λ1 to λ17.  The actual matrix size is 17 by 17 with diagonals carrying 
the values of the reflectance equivalent to the wavelength positions.  All m entries in 
Figure 2 represent the MD values at possible pivot pairings.  Matrix 1 can be segregated 
into subsets with sizes that are dependent on the chosen LP and RP.  Matrix 2 is a subset 
of Matrix 1, chosen from reference pivots λ5 and λ11.  The smaller 7 by 7 matrix has five 
spectral bands (λ6, λ7, λ8, λ9 and λ10) in the PWR. Matrix 3 is another subset covering 
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bands λ11 to λ16, with fours bands in another PWR.  The PWR is user-selected. However, 
we suggest that it should be chosen according to the characterization of vegetation 
biophysical or biochemical property – wavelength regions that could facilitate in the 
detection and characterization of spectral differences, allowing separations based on the 
curve shapes.   The same set of equations (eqs. 1, 2, and 3) can be applied to calculate 
MDI for Matrices 1, 2, and 3.  
 
  ma mb mc md me mf mg mh mi mj mk ml mm mn mo mp mq 
                   
λ1  R1 mb1 mc1 md1 me1 mf1 mg1 mh1 mi1 mj1 mk1 ml1 mm1 mn1 mo1 mp1 mq1 
λ2  ma2 R2 mc2 md2 me2 mf2 mg2 mh2 mi2 mj2 mk2 ml2 mm2 mn2 mo2 mp2 mq2 
λ3  ma3 mb3 R3 md3 me3 mf3 mg3 mh3 mi3 mj3 mk3 ml3 mm3 mn3 mo3 mp3 mq3 
λ4  ma4 mb4 mc4 R4 me4 mf4 mg4 mh4 mi4 mj4 mk4 ml4 mm4 mn4 mo4 mp4 mq4 
λ5  ma5 mb5 mc5 md5 R5 mf5 mg5 mh5 mi5 mj5 mk5 ml5 mm5 mn5 mo5 mp5 mq5 
λ6  ma6 mb6 mc6 md6 me6 R6 mg6 mh6 mi6 mj6 mk6 ml6 mm6 mn6 mo6 mp6 mq6 
λ7  ma7 mb7 mc7 md7 me7 mf7 R7 mh7 mi7 mj7 mk7 ml7 mm7 mn7 mo7 mp7 mq7 
λ8  ma8 mb8 mc8 md8 me8 mf8 mg8 R8 mi8 mj8 mk8 ml8 mm8 mn8 mo8 mp8 mq8 
λ9  ma9 mb9 mc9 md9 me9 mf9 mg9 mh9 R9 mj9 mk9 ml9 mm9 mn9 mo9 mp9 mq9 
λ10  ma10 mb10 mc10 md10 me10 mf10 mg10 mh10 mi10 R10 mk10 ml10 mm10 mn10 mo10 mp10 mq10 
λ11  ma11 mb11 mc11 md11 me11 mf11 mg11 mh11 mi11 mj11 R11 ml11 mm11 mn11 mo11 mp11 mq11 
λ12  ma12 mb12 mc12 md12 me12 mf12 mg12 mh12 mi12 mj12 mk12 R12 mm12 mn12 mo12 mp12 mq12 
λ13  ma13 mb13 mc13 md13 me13 mf13 mg13 mh13 mi13 mj13 mk13 ml13 R13 mn13 mo13 mp13 mq13 
λ14  ma14 mb14 mc14 md14 me14 mf14 mg14 mh14 mi14 mj14 mk14 ml14 mm14 R14 mo14 mp14 mq14 
λ15  ma15 mb15 mc15 md15 me15 mf15 mg15 mh15 mi15 mj15 mk15 ml15 mm15 mn15 R15 mp15 mq15 
λ16  ma16 mb16 mc16 md16 me16 mf16 mg16 mh16 mi16 mj16 mk16 ml16 mm16 mn16 mo16 R16 mq16 
λ17  ma17 mb17 mc17 md17 me17 mf17 mg17 mh17 mi17 mj17 mk17 ml17 mm17 mn17 mo17 mp17 R17 
 
Figure 2. Components of the initial MD matrix and its subsets: Wavelength component, 
λ, in the first column; reflectance, R, on the diagonal; other entries represent individual 
moment distances, m, from reference points.   
 
Moment Distances  
Matrix 1 Matrix 2 Matrix 3 
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PROSPECT and SAIL Models. Physical-based PROSPECT (Jacquemoud and 
Baret 1990) and SAIL (Verhoef 1984) models permit the extractions of major vegetation 
biophysical parameters and eventually provide a tool to designing algorithms for canopy 
biophysical and biochemical retrievals (Atzberger et al., 2013; Croft et al., 2013; Uto and 
Kosugi, 2013).  PROSPECT + SAIL model has been used to derive hyperspectral 
reflectance data and look at dynamics of vegetation indices spanning the visible and NIR 
regions of the spectrum (Broge and Leblanc, 2001; Navarro-Cerrillo et al., 2014).   The 
PROSPECT model is a simple radiative transfer model that allows the calculation of the 
leaf hemispherical reflectance and transmittance spectra of a leaf using only four main 
input parameters.   Later versions of the PROSPECT have been used to evaluate the 
sensitivity of spectral indices to variation in soil reflectance (Feret et al., 2008).  
Reflectance simulation included the range from 600 nm to 750 nm, using 
PROSPECT 4 version that was developed at the USDA-ARS Hydrology and Remote 
Sensing Laboratory in Maryland.  PROSPECT 4 combines the two absorption 
coefficients of total chlorophyll and total carotenoids as one (Feret et al., 2008).  The 
input model parameters include the leaf mesophyll structure index (n); chlorophyll 
content (Chl in g/cm2); water content (wc in g/cm2), and dry matter content (dmc in 
g/cm2).  Arbitrarily, a total of 77 leaf reflectance and transmittance spectra were 
simulated using the following parameters of a standard crop (Jacquemoud and Baret 
1990): n = 1.83, wc = 0.0137, dmc = 0.005, and Chl ranging from 5 g/cm2 to 80 g/cm2 
with 1 g/cm2 increments.   The output of the PROSPECT model was used as input 
parameters into the SAIL model. 
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Leaf Reflectance/Transmittance  
(e.g. for Chl = 5g/cm2) 
Soil Background Reflectance  
(e.g. soil = 5%) 
Illumination and Viewing 
Geometries  
(e.g. fraction direct solar =1) 
(e.g. view zenith angle = 45) 
(e.g. view azimuth angle = 40) 
others…  
 
Calculate at various LAI (0.1 to 7) 
and various LAD (5º to 85º) 
Simulated Canopy Reflectance 
MDI Calculations 
The Scattering Arbitrary Inclined Leaves (SAIL) model is a one-dimensional, 
bidirectional, turbid medium radiative transfer model that simulates the reflectance and 
transmittance of vegetation canopies (Verhoef, 1984).  In our test, we used the SAIL 
model provided by the USDA Agricultural Research Service 
(www.ars.usda.gov/services/software, verified January 20, 2010) that was developed in 
2003 and updated in 2007.   The SAIL model predicts the top-of-canopy reflectance at 
specific wavelengths. SAIL parameters include the controls on solar/view geometry, 
illumination parameters: fraction solar direct, solar declination angle, latitude, sun-view 
azimuth angle, view zenith angle, Leaf Angle Distribution (LAD), the Leaf Area Index 
(LAI), soil background reflectance and the leaf reflectance/transmittance (are importable 
from PROSPECT).  We varied these parameters systematically to assess the sensitivity of 
the Moment Distance approach.  
 
 
 
 
 
 
 
Figure 3. Example schematic diagram of how parameters are varied in the simulation.  
The process can be repeated at other values of Chl, background reflectance, and 
illumination and viewing geometries to produce simulated canopy reflectance.   
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The online collection at the USGS Digital Spectral Library splib06a 
(http://speclab.cr.usgs.gov; (Clark, Swayze et al. 2007)) provide reflectance spectra from 
various types of soil and provided the range of plausible background reflectances for  our 
simulations.  We took zero as the minimum value and increased the influence to a 
maximum of 80% background reflectance (in steps of 5%) to cover the highest amount of 
soil effect to the top-of-canopy reflectance.  Figure 3 shows a simple schematic diagram 
– from the simulations to the derivations of the MDI.  
3.4 Results 
MDI on Simulated PROSECT/SAIL Reflectance Curves. The comparison 
between the MDI from 600 to 750 nm (MDI600 -750 nm) and that from 720 to 730 nm 
(MDI720 -730 nm) at increasing Chl is shown in Figure 4.   Both show that at canopy level, 
small values of MDI are associated with small values of LAI.   There is peaking of MDI 
observed in Figure 4(a), at around Chl = 25 μg/cm2, before MDI decreases at increasing 
Chl.  MDI(600 -750 nm) tends to lose sensitivity at very high values of LAI and Chl.  The 
peaking is not evident in the shorter, more specific red-edge region at 720 to 730 nm.  
Figure 4(b) shows a strong linear relationship between MDI and the Chl content at 
different levels of LAI.    
LAI has influence, at varying degrees, on both the MDI(600 -750 nm) and MDI(720 -730 
nm) as shown in Figures 5(a) and 5(b), respectively.  The relationship between MDI and 
LAI is most distinct at low LAI values, with loss of sensitivity of MDI beginning at 
around LAI equal to 3, which is not very high.  The trend observed between LAI and 
MDI when the former is below a value of about 3 may be viewed as being due to the 
variation in the bare soil component (Carlson and Ripley, 1997). One interesting 
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observation is the red-edge range (MDI720 -730 nm) that tends to minimize the LAI 
influence (Figure 5(b)) even at low LAI levels.    
Evident in Figures 6(a) and 6(b) are the differences in MDI trends in terms of the 
leaf inclination.   Leaf angle affects the MDI at all degrees of leaf tilting for MDI(600 -750 
nm) (Figure 6(a)).  MDI falls to smaller values at increasing angle.  Figure 6(b) conveys a 
different story with the shorter PWR, MDI(720 -730 nm), as being less affected by leaf 
inclination angles.  Minimal effects are observed on planophile than erectophile leaves.  
The leaf inclination angles only began to have effects at 55º angle in low chlorophyll 
contents. 
 
 
 
 
Figure 4. Relationships of MDI against Chl for PWR (a) 600 to 750 nm and (b) 720 to 
730 nm.  Take note of the linearity shown by the spectral range 720 to 730 nm against 
Chl, suggesting that it may be a better range for Chl estimation. 
 
 
 
 
 
Figure 5. Relationships of MDI against LAI for PWR (a) 600 to 750 nm and (b) 720 to 
730 nm.  Note how the MDI computed from 600 to 750 nm PWR loses sensitivity around 
LAI = 3.  The range 720 to 730 nm, however, tends to minimize the LAI influence. 
a b 
a b 
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The PWR 600 to 750 nm is sensitive to solar zenith angle, especially at low 
angles (Figure 7(a)), with MDI leveling off at high degrees of zenith.  For the 720 to 730 
nm PWR, the red-edge MDI is minimally, if not affected, by zenith angle variations 
(Figure 7(b)). 
 
 
 
 
Figure 6. Relationships of MDI against leaf inclination angle for PWR (a) 600 to 750 nm 
and (b) 720 to 730 nm.  The MDI from 600 to 750 nm range is sensitive to leaf 
inclination at almost all angles.  Leaf angle has minimal effects on MDI(720 - 730 nm). 
 
 
 
 
 
 
Figure 7. Relationships of MDI against solar zenith angle for PWR (a) 600 to 750 nm 
and (b) 720 to 730 nm.  Note that the MDI from 720 to 730 nm is minimally affected by 
solar zenith angle. 
 
 
 
 
Figure 8. Relationships of MDI against fraction of direct solar irradiation for PWR (a) 
600 to 750 nm and (b) 720 to 730 nm.  The larger PWR is more sensitive to FDSI. 
a b 
a b 
a b 
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Between the two diagrams in Figure 8, the fraction of direct solar irradiation 
(FDSI) is linearly related to the MDI(600 -750 nm) (Figure 8(a)).  The FDSI has minimal to 
no effects on the MDI at the red-edge feature of the spectrum (Figure 8(b)).   
Figure 9 displays the behavior of the MDI with various percentages of soil 
reflectance.  Soil brightness has minimal effect on the shape of the curve at range 600 to 
750 nm (Figure 9(a)). There is significantly no effect of soil reflectance on the MDI at the 
strip of curve in the red-edge region.   
In all levels of chlorophyll content, the MDI(720 -730 nm) is not associated with 
changes of soil reflectance (Figure 9(b)).  The relationship between MDI and soil 
reflectance at varying levels of LAI is illustrated in Figures 10(a) and 10(b). Both 
selected PWRs yielded similarities of trends – albeit MDI(720 -730 nm) has a much lower 
LAI threshold than MDI(600 -750 nm), with the latter still being sensitive at LAI greater than 
3.  Also, in Figures 10(c) and 10(d), the proportion of soil background has clear effects 
on the spectral curves at varying levels of LAI. 
 
 
 
 
 
 
 
Figure 9. Relationships of MDI against soil background reflectance for PWR (a) 600 to 
750 nm and (b) 720 to 730 nm.  Very minimal background effect has been observed 
using the shorter range. 
 
a b 
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Figure 10. Relationships of MDI against soil background reflectance in varying levels of 
LAI for PWR (a) 600 to 750 nm and (b) 720 to 730 nm.  No background effect has been 
observed using the red-edge spectral range, especially for LAI equal to 2 and higher. In 
(c) and (d), spectral curves are affected by proportions of soil background at varying 
levels of LAI. 
 
For comparison, we used existing VIs such the NDVI, EVI, WDRVI, CI, and CVI 
and checked their relationships against the chlorophyll content.  Figure 11 confirms the 
previous findings of NDVI losing sensitivity (Figure 11(a)) at high chlorophyll content 
(Gitelson and Merzlyak, 1994).  The linear behavior of the CIred-edge and CVI against the 
Chl (Figure 11(e) and Figure 11(f), respectively) is similar to that in Figure 4(b) for 
MDI(720-730nm) vs Chl.  Akin to NDVI, WDRVI tended to lose sensitivity as well (Figures 
11(c) and 11(d)), but at a much higher Chl content.  EVI (Figure 11(b)) also lost its 
sensitivity at increasing Chl content.  However, EVI exhibited a linear trend against Chl 
at a very low level of LAI (LAI = 0.5). 
a b 
c d 
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The result obtained when we put MDI(600 -750 nm) against the magnitude of the 
reflectance at the trough is shown in Figure 12 (a). We observed indirect linear 
relationships, with low reflectance values relating to high MDIs.   The linear trend is not 
manifested in CIred-edge vs ‘reflectance at trough’ in Figure 12 (b).  
Sensitivity Analysis. The sensitivity analysis (Figure 13) complements the trends 
shown in Figure 11. MDI(720-730nm) is the best method in estimating Chl, especially at high 
Chl amounts (Chl > 40 g/cm2). Also, MDI(720-730nm) is comparable with CVI and CIred-
edge showing sensitivities of both indices to Chl interchanging at varying LAI. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. Chl content versus (a) NDVI (b) EVI (c) WDRVI with a = 0.2 (d) WDRVI 
with a = 0.1 (e) CIred-edge (f) CVI.  Note how the NDVI loses sensitivity at high quantity 
of Chl content. Also, CIred-edge and CVI show clear linear trends comparable with MDI 
(720-730nm). 
a b 
c d 
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Figure 12. Magnitude of the reflectance across the red trough falling between the 600 nm 
to 750 nm against (a) MDI(600 -750 nm) (b) CIred-edge.  CIred-edge loses sensitivity at higher 
trough reflectance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 13. Relative sensitivity (Sr) of MDI(720-730nm) to chlorophyll.  Sr < 1 means that (a) 
NDVI or (b) EVI or (c) WRDVI (a=0.2) or (d) WRDVI (a=0.1) or (e) CIred-edge or (f) CVI 
is more sensitive than MDI to changes in Chl contents.  Sr > 1 indicates MDI being more 
sensitive than the tested indices. MDI(720-730nm) is more sensitive than other indices for 
Chl > 40 g/cm2. 
a b 
a b 
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3.5 Discussion 
The MDI has three advantages compared to other existing indices.  First, the MDI 
uses more than two or three spectral bands to infer information about vegetation 
properties.  Its potential to utilize a number of bands at a time adds spectral information 
that may not be found when using reductive methods.  While other studies use only a 
limited number of wavebands, MDI takes special attention not just on the choice of 
spectral bands but their positioning within an effective PWR.  This leads to the second 
advantage: the MDI could be exploited to cover various specific PWRs as defined by 
pivot pairs.  This characteristic enables analysis on a specialized wavelength window, e.g. 
red-edge region. Third, magnitude of reflectance of significant dips, such as the trough 
between the red and NIR bands of the spectrum, could be well detected by the MDI.  A 
sample illustration of this observation is presented in Figure 12.   
The Moment Distance metric takes advantage of the geometry of the curve. MDI 
detects variations of the shape or presence of significant dips and peaks due to the fixing 
of the two points that serve as pivots.  The establishment of two pivots solidifies the MD 
algorithm as an approach for shape characterization by defining the structural behavior of 
the curve not only from a single point of perspective, but two.  Movements of the key 
spectral landmarks, either to the shorter or longer wavelength, are manifested by change 
in the MD values.  Equations 1 and 2, depending on the spectral resolution used, could 
identify the existence of changes, e.g. flattening to a rising curve, as partly illustrated by 
the sensitivity of MDI to the magnitude of the trough.  The relation of the MDI to the 
changes of the spectral curve morphology is important in capturing the dynamics of the 
red-edge region.  This paper presented results of the analysis for two sets of PWRs, the 
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600 to 750 nm and the much narrow spectral subset 720 to 730 nm (Gitelson, Keydan et 
al. 2006).  The PWRs encompass the red and NIR and the important red-edge region 
(Horler et al., 1983; Ahern, 1988; Curran et al., 1991; Liao et al., 2013) used for 
vegetation studies.  The decomposition from full matrix to the two spectral subsets, 600 
to 750 nm and 720 to 730 nm, allowed us to look at how the selected pivots define the 
strength of each point on the asymmetrical curve from their respective standpoint.    
The high-resolution spectral data from the PROSPECT-SAIL simulations tested 
the sensitivity of the MDI against the vegetation properties and illumination/viewing 
geometries.  Based on the simulation results, the MDI shows promise in detecting 
changes in leaf chlorophyll content at a specific PWR.  This relationship of MDI and 
chlorophyll content also manifested in Salas and Henebry(2012) using laboratory data.  
While good correlations were found between the MDI and vegetation parameters at a 
wider LP-RP combination (600-750 nm), results show that that narrowing the PWR, a 
stronger and significant relationship could be attained.  Reasonable agreements depicted 
in the trends between MDI and other parameters (e.g., LAI, Leaf Angle Distribution) 
were obtained when using 600 to 750 nm.   The observed trend is attributed to the entire 
range of variation of leaf reflectance at the 600 to 750 nm domain, where leaf reflectance 
increases from minimum to maximum value (Baret et al., 1994).  The MDI(600 -750 nm) vs. 
FDSI indicated a high correlation, which could permit the MDI(600 -750 nm) to be used in 
situations where only the spectral data is available.  Figure 8 shows a strong linear trend 
for the MDI(600 -750 nm) (larger PWR) against FDSI, something not manifested with the 
shorter PWR, MDI(720-730 nm).  Daughtry et al. (1983) also suggested a larger PWR, 500 
nm to 1100 nm. 
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The much narrower PWR, LP = 720 nm and RP = 730 nm, demonstrates the 
capability of the MDI for better Chl estimation for low LAI systems.  MDI(720-730nm) 
results to a larger dynamic range against Chl than MDI(600 -750 nm).  In Figure 4(b), 
increasing MDI is associated with increasing Chl, which is analogous to what is referred 
as the red-shift (Clevers et al., 2004), or movement of the red-edge inflection point 
(REIP) to longer wavelength at increasing Chl.  MDI(720-730nm) detects the REIP shift 
when more moment distances are accumulated at the RP than the LP producing larger 
MDIs.  RP accumulates more MD when the red trough deepens at increasing Chl 
producing shorter distances from the LP.  
In contrast to NDVI (Figure 11(a)), EVI (Figure 11(b)), and WDRVI (Figure 
11(c), 11(d)) that tend to lose sensitivity at higher chlorophyll contents, the MDI(720 -730 
nm) does not, as illustrated in Figure 4. In Salas and Henebry (2012), the narrow spectral 
range of 720 to 730 nm also performs well (r2 = 0.96) when MDI from spectra generated 
using a spectrometer is linked to Chl data.  Only the CIred-edge, showed to be sensitive to 
changes in green biomass (Viña, 2012), and its closely-related index CVI are comparable 
to the MDI(720 -730 nm) in terms of the linear dependency to Chl content (Figure 11(e) and 
Figure 11(f)).   The CI and CVI could complement the MDI(720 -730 nm) in the estimation of 
Chl content (Salas and Henebry, 2012).    
Since the formulation of the MD algorithm takes into account the shape of the 
curve, the saturation of the MDI (as shown in Figure 5 maintaining a constant value) at 
high LAI vindicates the unchanging shape of the curve at certain PWRs.   Although red-
edge indices may show the highest potential to accurately detect LAI values greater than 
4 (Brantley et al., 2011), our results show that it is necessary to experiment on the 
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spectral domain for the MDI within the red-edge region.  Further, the results of MDI(720-
730 nm) vs LAI suggests the possibility of looking at some other spectral PWRs for LAI 
estimation, or explore the sensitivities of other bands to LAI, such as the blue and green 
bands (Wang et al., 2007), without the MDI reaching saturation point. 
There are two reasons for the reasonably good agreements of the MDI(720-730 nm) 
against the Chl.  First, apart from the fact that the region lies in the essential vegetation 
spectral shift from red to NIR, the MD approach accounted for specific details of the 
curve at a high spectral resolution (simulating at 1 nm interval).  Second, the region is 
less sensitive to spectral noise caused by the soil background and by atmospheric effects 
(Demetriades-Shah et al., 1990; Baret et al., 1992).  In fact, the soil background has 
rather minor effects on MDI(720-730 nm).  The utility of the 720-730 nm region may be 
compromised, however, by the effects of very low LAI and very high soil reflectance 
(Figure 10).  Though it is shown that the influence of LAI is minimized even at low LAI 
values, the simulations indicate that MDI(720-730 nm) may work best for higher values of 
LAI, starting at LAI between 2 and 3, when the soil background reflectance becomes less 
significant. 
Differences of the trends in the effects of the soil reflectance on the MDI in 
Figure 10 demonstrate the capability of the MD to detect movements of the curve shape 
that may be caused by soil background.  Changes of the shape of the spectral curve, like 
the width of a trough, are shown in Figure 10(c) and (d).  Both diagrams in Figure 10(a) 
and (b) display the consequence of the flattening of the trough between the red and NIR 
as soil reflectance dominates at low LAIs.   
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Because most VIs lose sensitivity at very high green biomass, including NDVI, 
EVI, and WDRVI, it may be ideal to utilize MDI using the range 720 to 730 nm, or 
possibly another range within or near the red-edge region, say 705 nm to 750 nm (Wu et 
al., 2008), for effective Chl estimation, especially applicable at ground level where 
spectrometer datasets can have high spectral resolution.   
The selection of pivot points is another advantage of the Moment Distance vis-à-
vis other methods, as it highlights the framework as an index generation rather than a 
specific index.  While the results show the Moment Distance being able to identify PWRs 
linked to vegetation properties and illumination/viewing geometries, a limitation is also 
exposed.  The performance of the MDI is dependent on the availability of many spectral 
bands.  For instance, the recently-launched Landsat 8 Operational Land Imager (OLI) has 
only nine relatively broad bands (Irons et al., 2012), which may be insufficient to detect 
curve changes.  However, with the existence of Hyperion, a spaceborne imaging 
spectrometer launched in 2001 (Pearlman et al., 2003; Navarro-Cerrillo et al., 2014), the 
upcoming HyspIRI mission (Kruse et al., 2011; Mariotto et al., 2013), airborne imaging 
spectrometers (e.g., AISA Eagle (Mishra et al., 2007), MASTER (Hook et al., 2001), and 
AVIRIS (Miller et al., 1990; Green et al., 1998)), and the advent of robust, affordable 
field spectrometers, fine spectral resolution datasets are increasingly available for MDI 
utilization. 
3.6 Conclusions 
Using the capability of the PROSPECT/SAIL that delivered a test set of realistic 
leaf hemispherical reflectance spectra, we have shown the potential of the Moment 
Distance to identify specific spectral locations linked to vegetation properties and 
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illumination/viewing geometries.  Moreover, we assessed the new algorithm against other 
existing indices, using subsets of wavelength regions, ensuring its sensitivity to the Chl 
pigment. Since the new index relies on the location of the two pivots and the number of 
spectral bands in between, it makes sense to explore other Moment Distance Indices 
defined by other PWRs not covered in this study. PWRs can be tuned in to different 
spectral regions for better detection of changes of shape related to pigment 
concentrations.   
The shape of a spectral curve can be difficult to distinguish quantitatively among 
multiple instances of similar scenes.  The MDI can be explored beyond the bands this 
paper has covered as its applicability to multiple bands can be perceived as more robust 
to fluctuations on the curve.  We have seen this aspect of the MDI to be particularly 
important for spaceborne imaging spectrometers that may have noise or artifacts arise in 
particular bands, such as was experienced with Hyperion (Liao et al., 2000; Chen and 
Henebry, 2010).  The Moment Distance has the potential to spread retrieval risk across 
several bands while retaining sensitivity. 
In an attempt to define the shape of the curve and its benefits to vegetation 
spectral property estimation, we developed the algorithm with the assumption that 
specific spectral PWRs and the wavebands contained in it could define the curve and its 
movement.  We conclude in our test that the MD approach has succeeded in at least three 
ways.   
First, the approach allows the use of the reflectance data without having to go 
through any transformation method.  It does not limit itself from two to three bands to 
infer spectral information, rather utilizes more bands through a simple algorithm.  The 
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method of considering more bands may be seen as an impediment to a swifter analysis.  
Nonetheless, this should not be considered a limitation, but an essential feature of the 
approach for analyzing shape that may add more information from the curve.  Also, 
simplicity in the analysis is one of the highlights of the MD.  In the development of the 
algorithm, the Pythagorean Theorem is introduced as its base concept, all for ease in the 
computation of the moment distances.  The introduction of the PWR showed the 
possibility of looking at and analyzing hyperspectral dataset in a different way.    
Second, the choice of the red and NIR bands for our testing not just confirms the 
importance of the red-edge region, as many previous studies have suggested, but also 
shows the MDI as a comparable,   if not better, index for photosynthetic pigment 
estimation.  For instance, the MDI performs well in our investigations against the Chl.  In 
fact, in the sensitivity analysis, MDI is the best method in estimating Chl, especially at 
high Chl amounts.  Also, contrasting trends found in both PWRs – 720 to 730 nm and 
600 to 750 nm – open doors for MD exploration over a wide range of spectral domains 
and countless decomposition of the curve – varying range locations, number of bands, 
and relating to various vegetation properties or parameters.   
Third, MD shows the possibility to look at movements in spectral reflectance by 
constricting the shape within pivots.  MD is sensitive to changes in the asymmetrical 
shape of the curve as shown in our results in Figure 10 when the spectral curves vary 
with differing proportion of soil background at various levels of LAI.  The MDI responds 
to changes of shape in the spectral curve through the difference between the MD from the 
left pivot to the right from the MD calculated from the right pivot to the left.  Such 
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changes in the shape of a spectrum are difficult to observe using band ratios that 
emphasize differences in magnitude of just a few bands.    
One of the important prospects for positions of our results is in the simulation of 
sensor bands.  For instance, spectral bands from imaging spectrometers, both airborne 
(e.g., AISA Eagle, AVIRIS, MASTER) and spaceborne (e.g., EO-1 Hyperion and 
HyspIRI), can be mimicked using the exact band centers in the PROSPECT/SAIL 
simulation.  Utilizing various PWRs, we can look at relationships of the new algorithm 
against vegetation parameters, especially when enhancing the spectral resolution by 
adding new bands in between, or deleting existing ones, or averaging the bands. In 
addition, a study can be done to evaluate whether the results achieved using the simulated 
hyperspectral spectra will hold true with sensors with multispectral bands, such as the 
Landsat sensors (TM/ETM+/OLI). 
Finally, our experimental results indicate that the new MD approach can 
specifically narrow pre-identified and wider wavelength regions, such as the red and NIR, 
that are important for vegetation studies by exploiting the concept of PWR. We hope that 
what we presented here could lead to improved hyperspectral analysis through acquiring 
a better understanding of the curve structure and gathering more information latent in the 
shape of the reflectance curve.  Though our findings here are limited to shapes of spectral 
reflectance, we are certain that the method can be applied beneficially to other types of 
curves.   
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This chapter explores how noise and smoothing on the waveform LiDAR 
individually impact the Moment Distance Index (MDI).  The paper addresses the 
strengths and weaknesses of the new approach by quantification of the associated errors 
and uncertainties using the Standard Error (SE) and Root Mean Square Error (RMSE) per 
noise type and at different waveform subsets (see introduction section 1.5). 
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4.1 Abstract 
The new Moment Distance (MD) framework uses the backscattering profile 
captured in waveform LiDAR data to characterize the complicated waveform shape and 
highlight specific regions within the waveform extent.  To assess the strength of the new 
metric for LiDAR application, we use the full-waveform LVIS data acquired over La 
Selva, Costa Rica in 1998 and 2005.  We illustrate how the Moment Distance Index 
(MDI) responds to waveform shape changes due to variations in signal noise levels.  Our 
results show that the MDI is robust in the face of three different types of noise – additive, 
uniform additive, and impulse. In effect, the correspondence of the MDI with canopy 
quasi-height was maintained, as quantified by the coefficient of determination, when 
comparing original to noise-affected waveforms.  We also compare MDIs from noise-
affected waveforms to MDIs from smoothed waveforms and found that windows of 1% 
to 3% of the total wave counts can effectively smooth irregularities on the waveform 
without risking omission of small but important peaks, especially those located in the 
waveform extremities.  Finally, we find a stronger positive relationship of MDI with 
canopy quasi-height than with the conventional area under curve (AUC) metric, e.g., r2 = 
0.62 vs. r2 = 0.35 for the 1998 data and r2 = 0.38 vs. r2 = 0.002 for the 2005 data. 
4.2 Introduction 
The active remote sensing using LiDAR has seen rapid developments in the past 
two decades.   With a promise of improved accuracy of biophysical measurements and 
the spatial analysis done in the third dimension, LiDAR could play an important role in 
atmospheric and environmental field of studies.  The full-waveform LiDAR system has 
the ability to record many returns per emitted pulse, as a function of time, within the 
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vertical structure of the illuminated object, therefore showing position of individual 
targets, and finer details of the signature of intercepted surfaces or the proportion of the 
canopy complexity.  Information associated with the illuminated object can be decoded 
from the generated backscattered waveform, as key features of the waveform such as the 
shape, area, and power are directly related to the geometry of the illuminated object (Ni-
Meister 2001, Koetz et al. 2007, Wu et al. 2009).  The richness of the LiDAR waveform 
holds the promise to address the challenge of characterizing in detail the geometric and 
reflection characteristics of vegetation structure, e.g. the vertical canopy volume 
distribution (Lefsky et al. 1999, Vierling et al. 2008, Bergen et al. 2009).    
Waveform LiDAR has been used comprehensively in various ecosystem-related 
studies.  It has shown to accurately retrieve canopy height (Dubayah & Drake 2000, Hurtt 
et al. 2004, Lefsky et al. 2007, Sun et al. 2008, Chen 2010), tree form (Lefsky & McHale 
2008), terrain relief (Duncanson et al. 2010), and classify species (Reitberger et al. 2008, 
Vaughn et al. 2012).  It can reduce the cost of mapping large forest regions (Blair et al. 
1999, Andersen et al. 2011), rapidly record vertical canopy profiles (Drake et al. 2002a, 
Hancock et al. 2011), and provide a more defined vertical arrangement of forest structure 
from canopy top to ground surface (Dubayah et al. 1997, Dubayah & Drake 2000, Hovi 
& Korpela 2014.  Data from large-footprint waveform LiDAR systems have been utilized 
to estimate LAI and canopy cover (Zhao & Popescu 2009, Zao et al. 2011, Tang et al. 
2012), foliage density (Adams et al. 2011) and to improve the estimation of biomass – 
changes in LiDAR vertical canopy profiles and the mean canopy height metric were 
correlated with estimated aboveground biomass (Lefsky et al. 1999, Drake et al. 2002a & 
2002b, Drake et al. 2003, Zhao et al. 2009, Ni-Meister et al. 2010, Powell et al. 2010, 
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Zolkos et al. 2013).   Recent studies used waveform LiDAR for mapping change of forest 
biomass (Huang et al. 2013), canopy layering (Whitehurst et al. 2013), and foliage 
profiles (Zhao et al. 2013). 
Usually, the raw incoming/received waveform displays system noise (Wagner et 
al. 2006, Mallet & Bretar 2009, Hancock et al. 2011).  The noise can easily overlap 
returns especially in complex forested areas where waveform peaks from ground and 
surface objects can be broadened and mixed caused by different layers of the vegetation, 
making the recognition of ground surface difficult (Lefsky 2005, Chen 2010).  In most 
cases, noise reduction or elimination may be conducted to extract the waveform intensity 
and avoid the noise to be detected as signal.  This process may be done, for instance, 
through smoothing with a Gaussian filter at a specified window size (Sun et al. 2008).  
Smoothing, however, may pose major risk in eliminating important features of canopy 
structure, such as snags and understory shrubs that are usually found at the broadened end 
of the waveform near the ground return (Martinuzzi et al. 2009). 
Detection of the ground surface return is needed to extract the canopy height 
using the direct method, which involves the identification of wave signal start (WSS) and 
wave ground peak (WGP) on the waveform.  There is no widely accepted method for 
estimating the locations of the WSS and WGP.  One approach currently utilized sets 
thresholds (Chen 2010) above the mean background noise in the waveform.  Thresholds 
vary from 3σ (Sun et al. 2008), 4σ (Lefsky et al. 2005), to 4.5σ (Lefsky et al. 2007), 
where σ is the standard deviation of the background noise.   In either smoothed or 
unsmoothed waveforms, thresholding can pose a risk of removing the broadening effects 
at the extents of the waveform that may carry vital information about understory 
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vegetation or structure.  The waveform is also susceptible to extreme values in the 
background that could cause premature peaking, which eventually could lead to 
nonsensical estimates of canopy height (Hancock et al. 2011). Therefore, it is necessary 
to come up with a better threshold limit or a sufficient smoothing process that could 
improve data extraction and pull out the true signal without jeopardizing the information 
that may be available at every change of the morphology of the LiDAR waveform.   
Appropriate parametric functions may be applied to the waveform to reconstruct the 
shape and retrieve information about the object and characterize the properties.  
Conventional LiDAR methods include splines (Unser 1999), the Gaussian mixture 
models (Wagner et al. 2006, El-Baz & Gimel’farb 2007), and the non-linear least-square 
approach (Hofton et al. 2000).  In many mapping applications, Gaussian approximation 
has been shown to be satisfactory for signal modeling (Mallet & Bretar 2009), although  
Gaussian fitting is less satisfactory for high amplitude pulses (Wagner et al. 2006).  
The preprocessing of full-waveform LiDAR data usually leads to using only part 
of the return signal.  In most cases the full intensity of the LiDAR return is rarely used 
(Hancock et al. 2011).  Hopkinson & Chasmer (2009) emphasized the importance of 
using the intensity of the LiDAR returns, especially in canopy fractional cover models, 
since the intensity values provide some quantification of the surface areas interacting 
with the laser beam.  In characterizing the intercepted scenes, it is essential to know the 
full geometry (shape) and radiometry (power) of the signal as both could explain the 
geometry and radiometry of the detected object.  Muss et al. (2013) took advantage of the 
geometry and radiometry of the waveform to introduce shape-based metrics – centroid 
(C) and radius of gyration (RG) – for forest structure analysis.  While these metrics 
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demonstrated better relationships with estimated aboveground biomass (EAGB) than 
traditional height-based metrics such as height of median energy (HOME) (e.g., Drake et 
al. 2002a, Drake et al. 2003) and relative heights (RH) or height percentiles (e.g., Sun et 
al. 2008, García et al. 2010), the centroid by itself cannot track changes of the waveform 
shape.   Expressed as the root mean square of the sum of the distances from the centroid 
to all points on the waveform, RG is dependent on the centroid and cannot stand alone.   
Here we use full-waveform LVIS datasets from La Selva, Costa Rica, to assess 
the strength of the new Moment Distance framework, which was first introduced for 
characterizing fine resolution spectrometer data (Salas & Henebry 2012, Salas & 
Henebry 2014).  To study shapes we use the full unsmoothed LVIS Geolocated 
Waveform (.lgw) dataset.  We assess how different types of noise and smoothing 
procedures impact the new metric in characterizing the shape of the full waveform extent 
and waveform subsets.  As noise can be expected to alter the shape of the waveform, we 
examine the sensitivity of the new metric to varying levels of uncertainty and in various 
subsets of the waveform, using metric obtained from the original waveform as the 
reference.  The performance of our method is investigated by how the new metric 
performs against the canopy height (we refer to it as quasi-height).  We smooth the 
waveform using various window sizes to demonstrate the relationship of the MDI against 
the canopy quasi-height and compare the results to the area under curve (AUC) method. 
4.3 Methods 
Waveform LiDAR Data Sets. The full-waveform LiDAR datasets were acquired 
in 1998 and 2005 over the same period in La Selva, Costa Rica using the Laser 
Vegetation Imaging Sensor (LVIS), which is an airborne NASA laser scanning altimeter.  
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We specifically used the LVIS geolocated waveform (.lgw) files from 1998 and 2005, 
with both having the same number of 431 wave counts.  The LVIS laser device produces 
Gaussian optical pulses at a wavelength of 1064 nm (Blair et al. 1999). We paired 
LiDAR waveforms samples from 1998 and 2005 datasets based on the latitude and 
longitude coordinates.  The pairings served as inputs for generating noise-affected 
waveforms in our analysis.   
LVIS waveform data are easily converted into distance since the signal returns are 
measured as a function of time.  Accounting for both the times the laser pulse was 
emitted and returned could give a measure of the distance from the sensor to the 
intercepted surface.  LVIS has a scan angle of about 12 degrees, and could cover 2 km 
swaths of surface from an altitude of 10 km, with 10 to 25 m footprint size.  We 
estimated the quasi-height from the waveform as the difference from the power of the 
first increase of return above the mean noise level to the center of the last pulse, which is 
designated as the ground return.  
Moment Distance Framework. The Moment Distance is a new analytical 
framework that uses a computationally simple metric to capture the shape of the curve.  
The approach takes advantage of the multiple returns of the waveform LiDAR to monitor 
changes in shape and its asymmetry – exploiting the range from first detected signal to 
last detected signal above the noise threshold.  The formulation of the concept revolves 
around using the raw waveform to retain richness of the data.  In addition, it means 
avoiding Gaussian fittings in our goal to detect changes of the waveform (e.g. widening 
of peaks, existence of complex extremes) with the change of canopy parameters, such as 
canopy height.   
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It involves fixing two points as references and has two aspects: the set of 
equations that generate the MD metrics and the choice of positions within the waveform 
to highlight.   Assume that the waveform is displayed in Cartesian coordinates with the 
abscissa displaying time lapse t and ordinate displaying backscattered power p.  Let the 
subscript LP denote the left pivot or earlier temporal reference point and subscript RP 
denote the right pivot or later temporal reference point.  Let tLP and tRP be the time value 
observed at the left and right pivots, respectively.  The MD framework is described in the 
following set of equations: 
 
𝑀𝐷𝐿𝑃 = ∑ (𝑝𝑖
2𝑡𝑅𝑃
𝑖=𝑡𝐿𝑃
+ (𝑖 − 𝑡𝐿𝑃)
2)0.5        [1] 
𝑀𝐷𝑅𝑃 = ∑ (𝑝𝑖
2𝑡𝐿𝑃
𝑖=𝑡𝑅𝑃
+ (𝑡𝑅𝑃 −  𝑖)
2)0.5      [2] 
𝑀𝐷𝐼 = 𝑀𝐷𝐿𝑃 − 𝑀𝐷𝑅𝑃         [3] 
 
The moment distance from the left pivot (MDLP) is the sum of the hypotenuses 
constructed from the left pivot to the power at successively later times (index i from tLP to 
tRP): the side of the triangle is the difference from the left pivot (i – tLP) along the abscissa 
and the other side is simply the backscattered power at i. Similarly, the moment distance 
from the right pivot (MDRP) is the sum of the hypotenuses constructed from the right 
pivot to the power at successively earlier times (index i from tRP to tLP): one base of each 
triangle is the difference from the right pivot (tRP – i) along the abscissa and the other 
base is simply the backscattered power at i.   
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The MD Index (MDI) is an unbounded metric.  It increases or decreases as a 
nontrivial function of the number of wave counts considered and the shape of the 
waveform that spans those contiguous wave counts.  The number of wave counts is a 
function of the temporal resolution of the LiDAR (digitization rate) and the length of the 
waveform (i.e. full extent or subsets) being analyzed.   Depending on digitization rate, the 
matrix resulting from the calculations of the MDs within a range of waveform could be a 
massive set of numbers. 
As the MDI is designed to exploit the multiple wave counts and the asymmetry of 
the waveform, the new metric may lose its capability to detect shape changes or 
movements of wave morphologies when used improperly.  Being resolution-dependent, 
MDI may ill perform and fail to define the waveform shape when there are only few 
points between pivots.  Table 1 presents some limiting cases when computation of the 
MDs and MDI are not appropriate. 
Figure 1 demonstrates the MDI when applied to lines.   Illustrated simply, a curve 
opening down (Figure 1A) will differ from a curve opening up (Figure 1B) when defined 
by moment distances with varying pivot ranges.  In Figure 1C, for instance, a two-peak, 
opening-down curve defined by fixing the early time wave count and increasing the range 
one wave count at a time (going from point 1 to point 2) a slope becomes evident when a 
second peak is contained within the pivot range.  The dip around count 187 defines the 
largest difference of the change of shape detected by a particular pivot pair.   A similar 
pattern is observed when fixing the late time wave count and increasing the range one 
count at a time (going from point 2 to 1).  As shape dissimilarities are detected by 
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comparing MD behavior from point 1 to MD behavior from point 2, the largest difference 
in shape is recorded when the earlier peak is covered by the range. 
 
In a curve with two dips, such as in Figure 1D, the maximum differences in shape 
around bins 180 to 185 occur when the dips are included in the range.  Minimal 
differences in shapes are expected for short pivot ranges.   It is important to stress that the 
MDI detects the differences of curvature regardless of where the pivot is being fixed, 
Cases Equations of MDI Remarks 
 
 
 
 
 
 
 
 
𝑀𝐷𝐿𝑃 = √(12 + 𝑝22) 
𝑀𝐷𝑅𝑃 = √(12 + 𝑝12) 
if: 
p1= p2, MDI = 0 
p2< p1, MDI = negative value 
p2> p1, MDI = positive value 
When the pivots are the only values, then a 
curve is not described.  This defeats the purpose 
of using MDI to define the shape of a line that 
can be described by the slope direction.  The 
sign of the magnitude of the MDI changes when 
p1< p2. 
 
 
 
 
 
 
MDI = 0 
Missing to include the backscatter powers p1 and 
p2, and only used p3. No shape has been defined 
in this case.  Missing significant returns of the 
waveform must be avoided.  
 
 
 
 
 
p1< p2< p3 
 
𝑀𝐷𝐼 = √(4 + 𝑝22) − √(4 + 𝑝12) 
Too few points.  Assuming p3 as noise, this 
illustrates the capability of the MDI to eliminate 
unwanted returns.   
 
 
 
 
 
MDI = 0 
MDI is not the appropriate approach in this type 
of curve involving only two returns with the 
same magnitude.   This defeats the purpose of 
the new metric. 
LP RP 
p2 
p1 
1 unit  
LP RP 
p2 
p1 
1 unit  
p3 
LP RP 
p2 p1 
p3 
p1 p2 
LP RP 
Table 1: Simple cases where the MD approach would not be suitable.   
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such as the cases in Figure 1, provided that the important peaks are taken into 
consideration in the pivot range.     
Detecting the differences is crucial in the following analysis using the LiDAR 
waveforms as various peaks and dips may exist from the first signal to the last signal 
detected.  Using the proper range that encompasses the significant peaks of the waveform 
could lead to the shape difference maxima: the maximum difference of the summation of 
distances from point 1 and the summation of distances from point 2.  The value of the 
difference tells how the shape of the waveform as viewed from reference point 1 varies 
from the one viewed from reference point 2.   
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Sample illustrations of MDI applied to simple curves, with: (a) curve 
opening down, (b) curve opening up, (c) two curves opening down, and (d) two 
curves opening up.  The figures demonstrate the changes of the MDI values with 
varying pivot ranges, moving from point 1 to 2, and vice versa.  Maximum values 
are observed at maximum shape differences, usually occurring at the inclusion of 
peaks.  
1 
2 1 
2 
1 2 
1 2 
a b 
c d 
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Figure 1 illustrates that the selection of LP and RP may not necessarily be exactly 
at the start of signal and end of signal, respectively.  In equations [1] and [2], there is no 
fixed location of pivots; instead, an option is given to pick the range of wave counts.  The 
locations of LP and RP do not have a strict limitation as to where they should be placed 
exactly along the wave count axis, thus, making MDI exploitable at different locations. 
The location of the MDI maxima often occurs right before or right after signal peaking.  
Elimination of few points after the first detected signal and/or points before the last 
detected signal may not hurt the MDI nor affect the detection of shapes from any of the 
set fixed pivots.  
Generating Noise-Affected Waveforms. We added three types of random noise to 
the LiDAR signal: additive (AD), uniform additive (UA), and impulse (IM).  The 
additive Gaussian noise model (Radke et al. 2005) is the simplest noise model that 
consists in adding a realization of a zero mean random vector to a clean return signal.  
The impulse noise (Henderson & Hamernik 1986) is a different type of noise that consists 
of a set of sparsely distributed spikes, generated by a random distribution with slowly 
decaying probability.  The additive uniform noise (Sripad & Snyder 1977) is, as the name 
describes, noise generated from a uniform distribution that is added to the signal. We 
define the resulting noise-affected waveform In(t) by the sum of the original waveform 
Io(t) and the added noise n(t) where t indicates time.  
𝐼𝑛(𝑡) = 𝐼0(𝑡) + 𝑛(𝑡)         [4] 
We individually ran the additive Gaussian, uniform additive, and impulse error 
algorithms to the set of paired LiDAR waveforms from the 1998 and 2005 La Selva 
datasets. This process included generating 1000 noise realizations per type of noise 
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model at four levels of uncertainty (5%, 10%, 15%, and 20%), and in two waveform 
subsets analyzed – leading and trailing subsets.   More of these two subsets are discussed 
below.  We observed waveform behaviors such as how they respond to noise and how 
certain types of waveform morphology changes to different types of noise.  We then 
looked at the MDI as a function of the original quasi-height (calculated height from 
original waveform) to assess how the introduction of the levels of uncertainty to the 
waveforms using three different types of noise models changed the initial observed trend 
of the original MDI against the canopy quasi-height.     
Smoothing Waveforms. In addition to adding noise, we also looked at the 
behavior of the MDI when waveforms were smoothed to different degrees.  We 
eliminated the small peaks using forward-moving average, backward-moving average, 
and centered- moving average window approaches as described by Savitzky & Golay 
(1964) and Madden (1978) by calculating the average of power of adjacent bins 
(Kotchenova et al. 2004, Duncanson et al. 2010).  The forward-moving average 
smoothens the waveform by moving a specified window forward in time, while the 
backward-moving average smoothens the waveform as it moves backward in time.  Since 
MD is shape-dependent, care was taken not to over-smooth the waveform (i.e.., using too 
large a window or percent wave counts).  As much as possible, we preserved the 
significant peaks, such as the canopy and the ground.  Moving windows of 1% to 3% of 
the total wave count were used to smooth irregularities without degrading waveform 
morphologies. 
MDI from Full Extent and Subsets. The full extent of the recorded waveform, 
plus two defined subsets – leading and trailing subsets (Lefsky et al. 2007) – were used to 
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illustrate the impacts of noise integration to the waveforms and to the value of the MDI 
(Figure 2).  The full extent covers the range starting at the first detected pulse up to the 
last detected pulse. The leading subset covers the range of time bins from the start of the 
signal to the location of the maximum peak at early time (above the mean noise level).  
The trailing subset defines the range from the location of the maximum peak at early time 
to the maximum peak at a later time (ground response).  It is worth noting that a subset 
can be any specific and narrow range and it is always defined by the locations of the left 
and right pivots (represented by gray dots in Figure 2) that necessary for the computation 
of MDI.   
Between the two subsets, the trailing subset includes two important waveform 
morphologies (maximum peaks at early and later times) in its range. In the later section 
of this chapter, we made use of canopy quasi-heights to describe how each subset, 
defined by range at key profile locations of the waveform, relates to our new metric.   
4.4 Results 
Generated Noise-Affected Waveforms. Figure 3 give insights to a noise generated 
at 10% for a pair of waveform samples.  Note that each pair in the dataset may illustrate 
different behaviors of the waves.  Sample 1998 (LVIS waveform file ID 666, shot 
number 574836) shows two distinct peaks representing the canopy (maximum peak 
earlier time) and ground (maximum peak later time) return pulses.  The corresponding 
pair in 2005 (LVIS waveform file ID 8983, shot number 2607680) also manifests the two 
peaks, with the addition of an earlier shorter peak.  Among the three error algorithms, the 
impulse type differed in distribution of noise because of the appearances of spikes along 
the waveform.   
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Error Effects on Waveform Shape and the MDI. Table 2 lists the statistics of the 
MDI from the averaged 1000 noise-affected waveforms for a sample pair.  Using the full 
extent of the waveform (Table 2a), large MDI values for 1998 and 2005 were observed 
with the impulse error algorithm.  Negative MDI values were seen using the full extent 
and leading subset, while positive values are generated by the trailing subset.      
 
Figure 2: Sample of LVIS waveform 
and subsets used for MDI calculations.  
A pair of pivots defines the range of a 
subset.  Leading subset is defined by the 
first pivot (signal start) to the second 
pivot (maximum peak early time). 
Trailing subset is defined by first pivot 
(maximum peak early time) to the 
second pivot (maximum peak later 
time).  The abscissa is in terms of time 
(t) and the ordinate is the backscattered 
power (p). 
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Figure 3: A pair of LVIS waveform samples from (a) 1998 and (b) 2005 datasets 
showing the original and generated waveforms with 10% noise.  The noise is 
randomly simulated and applied throughout the wave extent.  AD = Additive Noise; 
UA = Uniform Noise; IM = Impulse Noise.  
a b 
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Statistical results from the leading subset are presented in Table 2b.  Among the three 
error algorithms, impulse showed the most variability, especially at high uncertainty 
levels.  With 15% and 20% uncertainty levels, the coefficient of variations (CV) for 1998 
are 10.6% and 13.9%, respectively; for 2005 are 12.1% and 15.7%, respectively.   
For the trailing subset (Table 2c), MDIs exhibited positive values.  Statistical 
calculations showed minimum MDI values were generated using impulse at different 
levels of errors, ranging from 8.17 to 74.0 for the 1998 sample.  A large MDI range was 
manifested in the 2005 sample (139.36 to 217.23).   Smaller ranges were observed from 
the additive (49.49 and 47.52, for 1998 and 2005 respectively) and the uniform additive 
(60.50 and 54.84, for 1998 and 2005 respectively) for the trailing subset.    
The mean MDI values of the additive and the uniform additive approaches are 
comparable at various error levels in both subsets (Table 2).  In fact, increasing the level 
of noise from 5% to 20% showed no big differences of the MDI means between AD and 
UA in both years.  Differences of MDI means were observed in AD vs IM, and UA vs 
IM, after significance testing for both the leading (p<0.05 in all tests) and trailing subsets 
(p<0.05 for 1998; p<0.10 for 2005).  The full extent of the waveform, however, showed 
no significant differences of the means in any of the one-to-one comparisons (AD vs UA, 
AD vs IM, UA vs IM).    The MDI increased negatively in the leading and full-extent 
with every increase of uncertainty.   The trailing subset, on the other hand, had decreasing 
positive MDI at each increase of uncertainty. 
Standard Error (SE) and RMSE of MDI. Large MDI values as the noise levels 
increased is evident on the bar graphs of MDI and standard error of 1000 noise 
realizations (Figure 4, full extent of the wave).  At lower noise levels, the SE is lower 
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relative to higher noise levels.  As the noise level increased the average MDI further 
deviates from the reference MDI, while the SE increased alongside.  The impulse 
approach showed large increases of SE at differing noise levels. These increases can be 
observed for both the tested 1998 and 2005 samples.  
Computed RMSE (Table 3) showed the performance of each noise approach 
using two pairs of waveform samples both from 1998 and 2005 datasets.  The additive 
and the uniform additive approaches resulted to smaller values of RMSE compared to the 
impulse.   However, when the level of noise is low (e.g., 5%), the three approaches were 
comparable.  
 
 
 
2A. Full Extent: Original MDI (1998) = -742.33 Full Extent: Original MDI (2005) = -259.68 
 
1998 5% 10% 15% 20% 
 
2005 5% 10% 15% 20% 
AD 
Mean -741.9 -742.2 -743.1 -744.6 
AD 
Mean -259.6 -260.2 -261.4 -263.2 
CV 2.0 4.1 6.1 8.0 CV 2.4 4.7 7.0 9.2 
UA 
Mean -743.4 -745.1 -747.2 -750.1 
UA 
Mean -260.3 -261.5 -263.3 -265.8 
CV 2.1 4.3 6.4 8.4 CV 2.3 4.6 6.8 9.0 
IM 
Mean -744.6 -748.3 -753.5 -761.3 
IM 
Mean -261.2 -263.3 -269.9 -280.4 
CV 2.0 5.4 12.8 22.8 CV 2.3 14.2 44.7 83.1 
2B. Leading Subset: Original MDI (1998) = -29.12 Leading Subset: Original MDI (2005) = -37.36 
1998 5% 10% 15% 20% 2005 5% 10% 15% 20% 
AD 
Mean -29.1 -29.2 -29.3 -29.5 AD Mean -37.3 -37.3 -37.4 -37.4 
CV 2.7 5.4 8.3 11.6 
 
CV 3.4 6.9 10.6 14.6 
UA 
Mean -29.1 -29.2 -29.4 -29.6 UA Mean -37.4 -37.5 -37.6 -37.7 
CV 2.9 5.8 8.8 12.0 
 
CV 3.6 7.2 10.9 14.7 
IM 
Mean -29.7 -30.3 -30.9 -31.4 IM Mean -38.1 -39.0 -39.7 -40.4 
CV 2.9 6.7 10.6 13.9 
 
CV 3.5 7.8 12.1 15.7 
2C. Trailing Subset: Original MDI (1998) = 92.17 Trailing Subset: Original MDI (2005) = 233.23 
1998 5% 10% 15% 20% 2005 5% 10% 15% 20% 
AD 
Mean 92.3 92.2 92.0 91.5 AD Mean 233.2 232.9 232.2 231.0 
CV 5.6 11.3 17.3 23.8 
 
CV 2.0 4.1 6.3 8.7 
UA 
Mean 92.1 91.9 91.5 90.9 UA Mean 233.1 232.6 231.7 230.5 
CV 5.8 11.7 17.8 24.1 
 
CV 2.1 4.2 6.4 8.7 
IM 
Mean 90.7 88.8 86.9 84.3 IM Mean 232.0 230.3 228.1 225.1 
CV 5.8 12.3 19.4 26.4 
 
CV 2.1 4.4 7.0 9.4 
Table 2: MDI statistics of the original and 1000 generated waveforms for a pair of samples 
from 1998 (waveform file ID 666) and 2005 (waveform file ID 8983) datasets.  Table 2a is for 
the full extent, 2b for the leading subset, and 2c for the trailing subset.  Notice that the 
impulse showed the most variability estimated with CV, especially at high uncertainty levels. 
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Figures 5 and 6 show the average MDI and the equivalent standard errors for the 
leading and trailing portions of the waveform, respectively.  Similar to the results in 
Figure 4, it is evident that the impulse model gave an average MDI with the highest offset 
from the reference value with respect to the other two noise models.   
Moment Distance Index vs Canopy Quasi-Heights. A positive relationship is 
manifested in Figure 7 between the MDI from full extent and the derived canopy quasi-
heights from 16 pairs of waveforms.  As shown in Table 4, the relationship is true for 
both the years 1998 and 2005, with the results from 1998 exhibiting stronger linear 
A. 1998 5% 10% 15% 20% A. 2005 5% 10% 15% 20% 
AD 15.12 30.16 45.06 59.06 AD 6.11 12.20 18.30 24.44 
UA 15.95 31.90 47.81 63.65 UA 6.03 12.12 18.31 24.64 
IM 14.90 40.63 97.04 174.80 IM 6.12 37.72 120.99 233.84 
B. 1998 5% 10% 15% 20% B. 2005 5% 10% 15% 20% 
AD 11.90 23.75 35.51 47.13 AD 5.29 10.56 15.80 20.99 
UA 12.96 25.91 38.82 51.66 UA 5.12 10.23 15.32 20.38 
IM 12.15 36.87 94.80 173.91 IM 5.19 37.30 120.89 233.04 
Table 3: Computed RMSE for two pairs of samples using the full extent of the waveform: (A) 
1998 waveform file ID 666; 2005 waveform file ID 8983 and (B) 1998 waveform file ID 9999; 
2005 waveform file ID 1408.  The highest RMSE values are found using the IM approach, 
especially at high levels of noise. 
Figure 4: Average MDI and Error bar plots for 1000 noise realizations analyzed for each noise 
approach, using the full extent of the waveform: (a) for 1998 (waveform file ID 666) and (b) for 
2005 (waveform file ID 8983).  Take note of the increasing values of the MDI as the levels of 
noise are increased.  The impulse noise shows abrupt increase of the standard deviation of the 
mean.  The reference MDI is shown as horizontal line. 
a b 
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relationship (averaged r2=0.62 vs. averaged r2=0.38).  The trailing subset shows a similar 
trend (Figure 8) as the one using the full extent of the waveform, albeit with less 
explanatory power (averaged r2=0.30 vs. averaged r2=0.22).  However, even at a high 
noise level (20%), the trend does not changed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Using the leading subset of the waveform, the plots show the average MDI and the 
equivalent standard errors for 1000 noise realizations analyzed for each noise types at various 
levels of uncertainty. The left panel is for the 1998 sample (waveform file ID 666), while the 
right panel is for its matched pair in 2005 (waveform file ID 8983).  All values of MDI are 
negative, with the impulse approach having the largest SE.  The reference MDI is shown as 
horizontal line. 
a b 
Figure 6: Using the trailing subset of the waveform, the plots show the average MDI and the 
equivalent standard errors for 1000 noise realizations analyzed for each noise types at various 
levels of uncertainty. The left panel is for the 1998 sample (waveform file ID 666), while the 
right panel is for its matched pair in 2005 (waveform file ID 8983).  In this subset, all values of 
MDI are positive, with the impulse approach having the largest SE. The reference MDI is 
shown as horizontal line. 
a b 
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From the 16 pairs of samples, we measured the magnitude of the error between 
the reference MDI and corresponding observed MDI from noise-affected waveforms 
using RMSE.  Table 5 shows the results for each approach using the full waveform and 
the trailing subset.  Small RMSE values were related to 5% noise on the waveform while 
the high RMSE values were from the 20% noise level, regardless of the type of noise 
approach.  The highest RMSE values were found using the IM approach. 
Waveforms Similarities. We compared waveform components between two 
signals using correlation analysis on the 1998 and 2005 pair of subsets at different noise 
levels.   We tabulated in Table 6 the correlations between two waveforms (original and 
noise-affected) with varying signal powers, putting emphasis on the Spearman rank-order 
correlation coefficient, rs values.   Comparing between subsets in Table 6, the leading 
subsets for both years showed higher rs than the trailing subset.   For instance, the 2005 
leading subset had a minimum rs = 0.88 (Table 6B1), while its equivalent in the trailing 
subset had rs
 = 0.72 (Table 6B2).  In the 1998 leading subset, the IM showed an rs
 =0.91 
(Table 6A1), while its equivalent trailing subset was only rs
 =0.67 (Table 6A2). 
 
Table 4: Coefficients of determination (r2) of the MDI vs canopy quasi-heights for the 1998 
and 2005 data. Values are kept to four significant figures to show differences.  
 
1998 Full Extent 
    
1998 Trailing Subset 
Noise  Reference 5% 10% 15% 20% Ave Reference 5% 10% 15% 20% Ave 
AD 0.6168 0.6169 0.6176 0.6218 0.6206 0.6192 0.2956 0.2952 0.2952 0.2956 0.2938 0.2950 
UA 0.6168 0.6168 0.6173 0.6272 0.6200 0.6203 0.2956 0.2953 0.2953 0.2949 0.2944 0.2950 
IM 0.6168 0.6175 0.6186 0.6170 0.6222 0.6188 0.2956 0.2926 0.287 0.2821 0.2778 0.2849 
 
2005 Full Extent 
    
2005 Trailing Subset 
Noise  Reference 5% 10% 15% 20% Ave Reference 5% 10% 15% 20% Ave 
AD 0.3756 0.3755 0.3756 0.3757 0.3760 0.3757 0.2236 0.2238 0.2239 0.2239 0.2238 0.2239 
UA 0.3756 0.3757 0.3758 0.3761 0.3765 0.3760 0.2236 0.2238 0.2239 0.2238 0.2237 0.2238 
IM 0.3756 0.3757 0.3759 0.3762 0.3765 0.3761 0.2236 0.2065 0.2043 0.2033 0.2001 0.2036 
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Full Extent (1998) Full Extent (2005) 
Noise 5% 10% 15% 20% Noise 5% 10% 15% 20% 
AD 0.352 0.395 1.793 2.613 AD 0.0979 0.396 1.179 2.383 
UA 0.957 2.457 5.180 7.232 UA 0.3969 1.197 2.407 4.026 
IM 2.277 6.023 20.87 18.78 IM 1.2523 2.855 8.709 18.13 
Trailing Subset (1998) Trailing Subset (2005) 
Noise 5% 10% 15% 20% Noise 5% 10% 15% 20% 
AD 0.121 0.658 1.749 3.411 AD 0.310 1.441 3.457 6.417 
UA 0.140 0.705 1.798 3.433 UA 0.344 1.510 3.537 6.464 
IM 2.021 4.750 7.796 11.66 IM 1.819 4.560 7.983 12.47 
 
 
 
 
 
 
A1. Leading Subset (1998)     A2. Trailing Subset (1998)     
Noise  5% 10% 15% 20% Noise 5% 10% 15% 20% 
AD 0.97 0.93 0.91 0.85 AD 0.95 0.87 0.81 0.75 
UA 0.98 0.96 0.94 0.91 UA 0.96 0.90 0.83 0.76 
IM 0.97 0.94 0.92 0.91 IM 0.94 0.85 0.76 0.67 
B1. Leading Subset (2005) 
  
B2. Trailing Subset (2005) 
 
  
Noise 5% 10% 15% 20% Noise 5% 10% 15% 20% 
AD 0.98 0.95 0.92 0.89 AD 0.97 0.93 0.88 0.80 
UA 0.97 0.95 0.92 0.88 UA 0.97 0.90 0.84 0.73 
IM 0.98 0.97 0.95 0.92 IM 0.96 0.89 0.82 0.72 
 
Comparing among the noise levels, waveforms with less noise showed a higher 
degree of similarity to the original curve than those with high noise levels.  From 5% to 
20% noise level, the waveforms with 5% additive, uniform additive, and impulse noise 
resulted in much closer agreements (e.g., trailing subset, Table 6A2 -- the additive 5% 
Table 5: Computed RMSE of MDI with 16 pairs of samples from the 1998 and 2005 noise-
affected waveforms using the full extent and the trailing subset. Notice that the highest RMSE 
values are found using the IM approach. 
 
Table 6: Spearman correlation coefficients (rs) for the leading (A1/B1) and trailing (A2/B2) 
subsets. The rs measures the strength of the associations between the original waveform 
segment subset and the generated subsets with noise (significant at p = 0.05).  Note that the 
statistics of the pair of samples are from 1998 (waveform file ID 666) and 2005 (waveform file 
ID 8983).  
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has rs = 0.95; the 10% has rs = 0.87; the 15% has rs = 0.81; and the 20% has rs = 0.75) to 
the original.   
Between additive and uniform additive, the effects of the two approaches to the 
waveform are comparable, returning equivalent rs values as shown in Table 6.  As shown 
in the previous section (Tables 5, 6, and 7), the distributions of the MDI for 1000 
realizations of the waveforms for the additive and uniform additive were almost always 
equal.  In the case of the impulse model, the appearance of intermittent spikes did not 
tremendously change the shape of the curve in general.  In fact, based on the results of 
the leading subsets for the 1998 and 2005 datasets (Tables 6A1 and 6B1), the IM showed 
high rs values (as high as rs = 0.98), comparable to the results of the other two models, 
AD and UA.   
 Smoothing Waveforms. Table 7 showed the comparison of the performances of 
the three smoothing window types measured in terms of RMSE.  The forward-window 
approach gave a large RMSE of MDI, 83.93 and 53.44 for 1998 and 2005, respectively, 
based on a moving window of 3% of the total wave counts.  Centered window smoothing 
appears to be the best way to smooth a waveform. 
Figure 9 showed the relationships of the MDI computed using smoothed 
waveforms against the quasi-heights.  Trends from Figure 9 and Figure 7 are comparable 
with each other, having observed a stronger 1998 linear relationship between MDI and 
the canopy quasi-height than the 2005 dataset  – averaged r2=0.62 (1998) vs averaged 
r2=0.38 (2005) for noise-affected waveform, while averaged r2=0.30 (1998) vs averaged 
r2=0.22 (2005) for smoothed waveform. 
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Figure 7: MDI (from full-extent waveform) as a function of canopy quasi-height for 16 pairs 
of the 1998 and 2005 La Selva LVIS datasets. First column: 1998 dataset with added noise 
levels and; Second column: 2005 dataset with added noise levels.  A minimal effect of the 
noise is observed on the relationship of the MDI with the canopy quasi-height.  See Table 4 
for the coefficients of determination. 
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Full Extent (1998)  Full Extent (2005) 
Type Size 5 Size 10 Size 15 Type Size 5 Size 10 Size 15 
Forward 23.58 53.60 83.93 Forward 16.18 35.18 53.44 
Backward 22.02 48.58 74.67 Backward 14.77 32.92 50.84 
Centered 12.36 9.41 18.55 Centered 7.58 4.47 8.79 
Table 7: Computed RMSE from 16 pairs of samples using the full extent of the smoothed 
waveforms.  Curves were smoothed up to a moving window of 3% of total wave counts (size 
15).   
 
Figure 8: MDI (from waveform trailing subset) as a function of canopy quasi-height for 16 
pairs of waveforms from the 1998 and 2005 La Selva LVIS datasets. First column: 1998 
dataset with added noise levels and; Second column: 2005 dataset with added noise levels. 
See Table 4 for the coefficients of determination. 
132 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Area under curve (AUC). Figures 10 and 11 illustrate the MDI as having a far 
better and stronger relationship with the quasi-height than the traditional method AUC 
(e.g., r2 = 0.62 vs r2 = 0.35 for the 1998 AD), especially if the full-extent of the 
waveform is analyzed.  The same pattern holds for the UA and the IM models.  Table 8 
Figure 9: MDI (smooth full-extent waveform) as a function of quasi-height for the 1998 and 
2005 La Selva LVIS datasets. First column: 1998 dataset at various window sizes and; Second 
column: 2005 dataset at various window sizes.  The relationships shown between MDI and 
quasi-height in these figures can be compared with those found in Figure 7 from noise-affected 
waveforms. 
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lists the coefficients of determination (r2) for quasi-height vs the AUC and MDI. MDI 
shows better fit than AUC in most tests except in the 2005 trailing subset.  
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Full Extent (1998)  Full Extent (2005) 
Type AUC MDI Type AUC MDI 
AD 0.35 0.62 AD 0.002 0.38 
UA 0.35 0.62 UA 0.002 0.38 
IM 0.34 0.62 IM 0.001 0.38 
Trailing Subset (1998) Trailing Subset (2005) 
Type AUC MDI MDI AUC MDI 
AD 0.27 0.30 AD 0.33 0.22 
UA 0.27 0.30 UA 0.33 0.22 
IM 0.26 0.29 IM 0.32 0.20 
  
Figure 10: AUC and MDI (noise-affected full-extent waveform, using additive) as a 
function of quasi-height for the 1998 and 2005 La Selva LVIS datasets.  Linear trend is 
observed between MDI and canopy quasi-height: r2 = 0.62 (MDI) vs r2 = 0.35 (AUC) for 
the 1998 AD; r2 = 0.38 (MDI) vs r2 = 0.002 (AUC) for the 2005 AD. 
Figure 11: AUC and MDI (noise-affected smaller subset waveform, using additive) as a 
function of quasi-height for the 1998 and 2005 La Selva LVIS datasets. Linear trend is 
still observed between MDI and canopy quasi-height using a short range: r2 = 0.30 (MDI) 
vs r2 = 0.27 (AUC) for the 1998 AD; r2 = 0.22 (MDI) vs r2 = 0.33 (AUC) for the 2005 AD. 
Table 8: Coefficients of determination (r2) for quasi-height vs the AUC and MDI from 16 pairs 
of samples for 1998 and 2005 datasets using the full extent and trailing subset of the waveform.  
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We computed the RMSE (Table 9) of the AUC for each noise approach using the 
full waveform extent.  Small RMSE values were related to 5% noise on the waveform 
while the high RMSE values were from the 20% noise level, regardless of the type of 
noise approach.  The highest RMSE values were found using the IM approach. 
For the final analysis, we looked at the movement of the MDI from the pairing of 
the 1998 to 2005 samples (Figure 12).  Two groupings of paired samples were observed.  
The pairs from the first group showed decreasing negative MDI as quasi-heights 
increased.  These pairs were observed to be from waveforms whose distance between the 
two peak modes widened over the years. The second group showed decreasing negative 
Full Extent (1998)  Full Extent (2005) 
Type Size 5 Size 10 Size 15 Type Size 5 Size 10 Size 15 
AD 5.38 10.75 16.13 AD 26.55 53.10 79.65 
UA 11.58 23.17 34.77 UA 32.02 64.03 96.05 
IM 14.32 28.64 42.97 IM 33.95 65.90 98.85 
Table 9: Computed RMSE of AUC from 16 pairs of samples for both 1998 and 2005 datasets 
using the full extent of the noise-affected waveform.   
 
Figure 12: 1998 and 2005 values of MDI vs quasi-heights plotted to show the shifting of the MDI 
over the time period.  The arrow shows the direction of the sample pairing from earlier year to a 
later year.  Two groupings of paired samples were observed for both the full-extent (a) and 
trailing subset (b) of the waveform, representing the widening and compression between the two 
mode peaks. 
 
 
a b 
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MDI as quasi-height decreased (Figure 12a).  These pairs were observed to be from 
waveforms whose distance between the two peak modes compressed over the years. 
The same groups of samples were observed in Figure 12b for the trailing subset 
waveform.  The first group of pair samples showed increasing MDI as quasi-heights 
increased, while pairs from the second group showed decreasing MDI as quasi-height 
decreased. 
4.5 Discussion 
The new MD approach is hardly affected by noise, as shown in our test results 
when waveforms corrupted with AD, UD, and IM noise have been ﬁtted with our 
method.  MDI appears to be sensitive to impulse noise, but robust to the other noise 
forms. Impulse noise tends to exaggerate the waveform by introducing spikes when a 
longer wave count gap exists between peaks (see the 1998 and 2005 shapes in Figure 3 
for impulse).  Results from these tests are important since we want the new metric to be 
robust to random noise in the waveform. 
Even with the MDI changing in absolute values at several noise levels (up to 
20%), the relationships with canopy quasi-height are minimally affected.  Tests on the 
noise-affected waveforms resulted with AD, UD, and IM having the same averaged r2 of 
0.62 and 0.38, for the 1998 and 2005 data, respectively.  Figures 7 and 8 show that good 
fitting results can be achieved even with waveforms corrupted with noise, regardless of 
whether the analysis involves the full extent or the subset of the waveform.  We attribute 
this robustness of the MDI algorithm to its ability to define the shape of the wave from 
two points of perspective, rather than one.  Accordingly, the MDI can minimize the 
effects of noise present between the left (MDLP) and right (MDRP) pivots.  There were no 
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significant differences of MDI means observed in all trials when we tested using 
ANOVA at 0.05 significance level for both 1998 and 2005 datasets.  Although, MDI 
values differ in each trial, the values are so close that the symbols in Figures 7 and 8 look 
like they overlap.  However, these minimal differences did not affect the relationship of 
MDI to the canopy quasi-height (cf. Table 4).   Will the MDI work in the presence of 
major error spikes on the waveform?  As illustrated by the impulse model results, the 
MDI can attenuate the effects of spikes, but it is more susceptible to spikes than other 
noise forms.   
The leading subset has very little to no relationship to the quasi-height.  This 
could affirm the need for a 10% elimination of the upper canopy in height analysis 
(Popescu & Wynne 2004).  In contrast, the trailing subset shows a positive yet low 
relationship against the quasi-height (Figure 8) with highest averaged r2 of 0.30 for 1998 
and 0.22 for 2005.  From 5% to even a high noise of 20%, the pattern of MDI vs quasi-
height remained to be similar for the AD, UD, and IM approaches.  In Table 5, we 
computed the RMSE of MDI for each noise model using the full waveform and the 
trailing subset and found out that the small RMSE values are related to 5% error on the 
waveform. 
In Table 6, the leading subsets for both years come with higher correlation 
coefficients, rs, compared to the trailing subset.  It implies that the waveforms generated 
with noise levels in the leading subsets exhibit shape similarity to the original waveform.  
This observation further suggests that the noise within the leading region may not have 
strong effects to the relationship of MDI with the canopy quasi-height.   The above 
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average values of rs observed in the trailing subsets are caused by a much longer pivot 
range as well as the steep rise of the curves in between pivots. 
 
While the spikes introduced by IM approach have been detected by the MDI 
approach as shown by the MDI distribution of the 1000 iterations of the impulse noise in 
the previous section (Figures 4, 5, and 6), the MDI is resistant to a single spike or two.  
The MDI be significantly affected only when a major spike is of considerable duration 
and thus be mistaken for a valid signal return or peak. 
It should be noted that, in Table 6, a high correlation coefficient, say rs = 0.90, 
does not necessarily signify that there will be the same MDI values for the original and 
the noise-affected waveforms.   For example, a noise-affected waveform with a major 
spike that is near a pivot can result to a high correlation coefficient compared to the 
original waveform; however, the presence of the spike will result to two different values 
of MDI.  Moreover, a low correlation coefficient does not signify a curve shape that is 
less effective in estimating canopy characteristics.  It is shown that with the MDI, the 
noisy curves are still able to show a pattern of MDI-to-height correlations (Figures 7 and 
8).  It is important to note that waveform shapes are maintained despite the introduction 
of noise. 
We also have shown the new approach to have an advantage over the area under 
curve especially for the full waveform.  Our results have shown that the MDI has a 
stronger positive relationship with the canopy quasi-height than does the AUC (r2 = 0.62 
vs. r2 = 0.35 for the 1998 AD).  This improvement is also evident for the 1998 trailing 
subset.  As shown in Table 8, however, AUC exhibited a better fit with the quasi-height 
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for the 2005 trailing subset.  It even came out with a comparable r2 to the 1998 subset, 
AD approach (r2 = 0.27 for AUC vs. r2 = 0.30 for MDI).  This better showing of the AUC 
against the MDI maybe caused by the shorter pivot range of the subset.  The shorter the 
pivot, the fewer the points present to define the curve for MDI.  Nonetheless, with a 
longer pivot such as the full extent, the AUC fails badly (r2 = 0.002 for the 2005 AD), 
especially with the presence of noise that can amplify the areas under the curve.   
When smoothing the waveforms, small smoothing moving windows of 1% to 3% 
of the total wave count is recommended.  Using moving windows of 5 to 10 counts, even 
up to a maximum of 15 counts, can effectively smooth waveform irregularities without 
risking of leveling small important peaks, especially those found near the ground return.  
Also, centered window smoothing technique may be the best way to smooth a waveform 
with the least RMSE for 1998 and 2005 datasets, as shown in Table 7.  Forward and 
backward smoothing may fail to work when the waveform consists of multiple peaks or 
small peaks in between the major peaks that may vanish due to the smoothing.  This 
effect explains the large deviations of the MDI (forward and backward smoothed 
waveforms) from the reference MDI found in Figure 9 for 2005.    
The groupings of the MDI, which was primarily caused by the widening and 
compressing of mode peaks that are seen in Figure 12, show the fact that the waveform is 
complex, and that it can have peaks that shift over time and take different shapes.  Three 
canonical waveform shapes include (a) a maximum early peak, when the first canopy 
peak is maximum, or (b) maximum late peak, when the ground peak is maximum, or (c) 
roughly equal peaks for both canopy and ground.  Our results reveal that the MDI can 
capture aspects of temporal dynamics of canopy quasi-heights and group them based on 
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the curve shapes.  How this information can be used to classify the spatial structure 
(landscape heterogeneity) and vertical structure (canopy heterogeneity) of forest stands is 
the target of a future paper. 
4.6 Conclusion 
The Moment Distance framework we have developed is novel and its application 
to LiDAR data provides a new, computationally easy approach to characterizing 
waveform shape.  The new approach decomposes LiDAR waveform returns into left 
moment (with pivot from early time wave count) and right moment (with pivot from late 
time wave count) components, and then computes the MDI metric.  The decomposition 
allows us to look at how a selected pivot defines the strength of each point on the 
waveform from a single point of perspective.  The summation of each strength defines 
the structural behavior of the asymmetrical curve from, again, a single standpoint.  
Having two pivots solidifies the concept of the MD as an approach for shape-
characterization by defining the structural behavior of the waveform not only from a 
single standpoint, but two. 
Moreover, the MDI is minimally affected by noise. It has an advantage over AUC 
with its stronger relationship against the canopy quasi-height.  MD calculation is 
straightforward and thus MDI analysis is easy to replicate.  
One important contribution of our metric to waveform analysis is that the 
customary use of the Gaussian modeling to fit multiple peaks and improve peak detection 
may be avoided.   While current waveform optimization fitting schemes rely strongly on 
initial parameters, which they usually fail in identifying weak returns, the new approach 
uses the raw waveform itself to capture shape, without requiring parameter estimation.  
140 
 
In conclusion, MDI is a robust metric.  The results shown in this paper allows us 
to put forth an argument on how the new metric will behave against the existing relative 
height (RH) metric.  Also, the results warrant future tests of MDI using different types of 
LiDAR waveform shapes – maximum peak observed at an earlier time, maximum peak 
observed at a later time, and observed peaks are equal (roughly) in return magnitude – 
against the important key profile landmarks of the waveform.  In a future paper we will 
show how waveform shape and movement of the peaks, dips, and other landmarks 
respond to changes in canopy quasi-height.  It is crucial to explore the behavior of the 
MDI in relation to the temporal changes of waveform shape and landmarks.  In this way, 
we can illustrate how the new metric can capture temporal change in canopy height and, 
thus, provide a means to monitor forest growth and development for habitat assessment 
and carbon monitoring applications. 
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This chapter investigates the relationship of the MD metrics to the key waveform 
landmarks—such as locations of peaks, power of returns, quasi-heights, and height 
metrics — using synthetic data and real Laser Vegetation Imaging Sensor (LVIS) data.   
(see introduction section 1.5). 
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5.1 Abstract 
There have been few approaches developed for the estimation of height using 
waveform LiDAR data. Unlike any existing methods, we illustrate how the new Moment 
Distance (MD) framework can characterize the canopy height based on the geometry and 
return power of the LiDAR waveform without having to go through curve modeling 
processes.  The proposed approach offers the possibilities of using the raw waveform data 
to capture vital information from the variety of complex waveform shapes in LiDAR.  
We assess the relationship of the MD metrics to the key waveform landmarks—such as 
locations of peaks, power of returns, quasi-heights, and height metrics — using synthetic 
data and real LVIS data.  In order to verify the utility of the new approach, we use field 
measurements obtained through the DESDynI (Deformation, Ecosystem Structure and 
Dynamics of Ice) campaign.   Our results reveal that the MDI can capture temporal 
dynamics of canopy and segregate generations of stand based on curve shapes. The 
method satisfactorily estimates the canopy height using the synthetic (r2=0.40) and the 
LVIS dataset (r2=0.74).   The MDI is also comparable with existing RH75 and RH50 
height metrics.  Furthermore, the MDI shows better correlations with ground-based 
measurements than relative height metrics.  The MDI performs well at any type of 
waveform shape.  This opens the possibility of looking more closely at single-peaked 
waveforms that usually carries complex extremes.  
5.2 Introduction 
Canopy height has been regarded as an excellent predictor of the total mass of 
vegetation existing in a stand (Lefsky et al. 1999a, Means et al. 1999), for example, 
biomass and volume (Naesset 1997, Lefsky et al. 2002, Nelson et al. 2009, Banskota et 
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al. 2011).  The waveform LiDAR, in the past decade or so, has been utilized to accurately 
estimate canopy heights (Dubayah et al. 1997, Hurtt et al. 2004), utilizing the intricacies 
of the intercepted surfaces or the proportion of the canopy complexity that the waveform 
dataset offers.  Lim et al. (2003) took advantage of the peaks of the two most prominent 
modes in the amplitude waveform to estimate the height by translating the difference of 
the elapsed time between them.  The modes signify the signal start after noise and the 
centroid of the last peak (Sun et al. 2008, Rosette et al. 2010a).  The detection of the 
prominent peaks, however, is sometimes problematic and insufficient.    
The underlying waveform assumption is that the signal transmitted from the 
sensor behaves like that of a Gaussian structure (Wagner et al. 2006) and that the 
received signal is a mixture of Gaussian distributions (Mallet & Bretar 2009, Rosette et 
al. 2010a).  Hence, Gaussian functions have been used to decompose the waveform 
(Wagner et al. 2006, El-Baz & Gimel’farb 2007) for estimating vegetation height.  The 
model is most sufficient for large-footprint LiDAR data (Zwally et al. 2002, Wagner et 
al. 2006), but not with small and medium-sized footprints.  In addition, approximating the 
waveforms using a sum of Gaussians may not be an accurate representation depending on 
the application and the target (Chauve et al. 2009).  Depending on the LiDAR system, the 
transmitted signal is not often Gaussian but can be somewhat contorted – asymmetric 
(Hofton et al. 2000, Jutzi & Stilla 2006), flattened or peaked (Chauve et al. 2007), and the 
asymmetry of the peaks hence may not be correctly adjusted (Mallet et al. 2009).  In the 
presence of noise in the waveform, there is a problem in finding the location and 
determining the number of Gaussians by inflection points as it relies in derivative; even 
smoothing the data does not help (Wallace et al. 2012).  Also, automated algorithms may 
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have difficulty interpreting peaks, especially with weak returns (Dubayah et al. 2010), 
oftentimes requiring the use of human visual interpretation. 
Several other modeling functions have been carried out with the goal to isolate as 
many waveform peaks from the distorted returned signal as possible.  One is the non-
linear least-squares approach using Levenberg-Marquardt optimization algorithm 
(Levenberg 1944, Marquardt 1963).  The model has been utilized in satellite analysis 
such as Geoscience Laser Altimeter System (GLAS) waveforms (Brenner et al. 2003), 
and airborne laser scanning altimetry (Duong et al. 2009). 
The Maximum Likelihood approach using the Expectation Maximization 
algorithm (Dempster et al. 1977, Persson et al. 2005) is a general technique to fit the 
signal to an assortment of Gaussian functions to uncover and parameterize the peaks.  
Nevertheless, the gradient computation necessary in such models limits both the 
introduction of physical knowledge on the waveforms and the type of the chosen function 
(Mallet et al. 2009). The stochastic approach using Reversible Jump Monte Carlo Markov 
Chain (Green 1995) is another method that could fit terrestrial LiDAR waveforms with 
specific modeling functions (Hernández-Marín et al. 2007, Mallet et al. 2009).  Even so, 
existing waveform optimization fitting schemes rely strongly on initial parameters or 
priori assumption (e.g. Jaskerniak et al. 2011). This implies that various types of 
parameters must be approximated extensively to find the best model and prevent faulty 
outcomes. In addition, there is a need to investigate new robust possibilities of waveform 
signal processing to capture vital information from variety of complex waveform shapes 
in LiDAR. 
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While current waveform optimization fitting schemes rely strongly on initial 
parameters, in this research, we explore the possibilities of utilizing the raw waveform (to 
retain richness of the data) and placing importance on its asymmetrical shape and return 
power to examine a new framework as a canopy height indicator without the customary 
use of the Gaussian modeling to fit multiple peaks. Using the raw waveform signal, vital 
information from the variety of complex waveform shapes in LiDAR can be captured 
without the various types of parameters that must be approximated using the current 
methods.  Our new method agrees with Hopkinson & Chasmer (2009) that described the 
importance of the geometry and radiometry of detected objects.  The previous paper 
(Salas & Henebry 2014) defined the boundaries of the new conceptualized Moment 
Distance (MD) framework and its set of equations.  It also showed how the MD 
responded to structural changes of the waveform. In our simulations, it is minimally 
affected by various noise models in different noise levels.  In comparison to the 
traditional area-under-curve approach, the MD resulted with a much stronger relationship 
to the canopy quasi-height.  
One focus of this paper is to extend the LiDAR analysis through characterization 
of the waveform based on its shape and return peak locations.  We relate our index to the 
movements of the waveform shapes and key profile landmarks.  We illustrate the 
feasibility of our approach as a canopy height indicator by means of synthetic and real 
LiDAR datasets.   More importantly, we use extant field measurements from a field 
campaign to verify the performance of the new framework.   
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5.3 Data and Methods 
Waveform LiDAR and Field Datasets. In the summer of 2003, Laser Vegetation 
Imaging Sensor (LVIS) data was acquired over an intensive studied forest near Howland, 
Maine.  The dataset displays varying LiDAR waveform shapes that are evident when the 
pulse return power is plotted as a function of temporal bins or wave counts.  LVIS has a 
scan angle of about 12 degrees, and could cover 2 km swaths of surface from an altitude 
of 10 km.  Further information regarding this sensor is available from Blaire et al. (1999).  
In addition, we also utilized the 2009 LVIS acquisition from Maine to confirm trends we 
observed in the 2003 data.  The 2009 acquisition served as an excellent testbed to relate 
the LVIS results with the available data from the 2009 NASA DESDynI (Deformation, 
Ecosystem Structure and Dynamics of Ice) field campaign.  The ground‐based forest 
inventory measurements provided data needed to verify the efficacy and performance of 
the MD as a canopy-height indicator.   The field data includes biomass from large stems 
(dbh ≥ 10 cm) and small stems (dbh < 10 cm), mean heights from field plots, and stem 
density.   
We were faced with two stumbling blocks when relating the LVIS dataset and the 
field data. (1) The two datasets did not exactly overlap geographically.  To overcome 
this, we selected only the pairs of samples closest to each other.  (2)  The location of the 
DESDynI sampling plots limited the number of field points that can be compared to the 
LVIS data.  We decided that the resulting number of observations were satisfactory to 
provide evidence on the relationship of the MD against ground-based measurements. 
Synthetic LiDAR dataset was from simulated landscapes at 25m footprint (Sun & 
Ranson 2000) built up from a 30m x 30m forest stand grown by spatially explicit forest 
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gap succession model, ZELIG (Urban 1990). The simulated dataset (over 500 years) 
frequently exhibits three distinct local peaks: a first canopy peak, a second canopy peak, 
and a ground peak.  More on the segregation of waveforms based on peaks is discussed in 
a specific section below. 
Following Lefsky et al. (1999b) and Harding & Carabajal (2005), we derived a 
canopy quasi-height from the waveform as the difference between the power of the first 
increase of return (above the mean noise level) and the center of the last pulse 
(designated as the ground response) to test the new MD approach.  Additionally, we 
calculated vegetation height quartiles (Sun et al. 2008) or height percentiles (García et al 
2010) – RH100, RH75, RH50, and RH25 – representing the heights corresponding to 
100%, 75%, 50% and 25% aboveground level energy return, respectively.  The location 
of the ground peak is imperative in calculating quartiles, thus, it is crucial to detect the 
peak effectively.  If the ground is found incorrectly, the RH metrics will have 
corresponding errors (Dubayah et al. 2010).   To guarantee robust results in our 
comparisons for this study, we located the ground peak through labor-intensive manual 
checking of the waveform samples. 
Moment Distance Framework. Retrieval of the MD index (MDI) was carried out 
using the equation derived from Salas & Henebry (2014).  The corresponding equation is 
given as: 
 
𝑀𝐷𝐼 = 𝑀𝐷𝐿𝑃 − 𝑀𝐷𝑅𝑃         [1] 
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where:  MD = moment distance; LP = left pivot; RP = right pivot.  Further details and 
explanation regarding the formulation of the MD equation is referred back to Salas & 
Henebry (2014).   Using the terminology of Lefsky et al. (2005) known as waveform 
extent, we computed the MDI with (a) LP at the left foot of the first peak and RP at bin 
zero for the synthetic data and (b) LP at the left foot of the first peak and RP at the right 
foot of the ground peak for the LVIS datasets.  In addition, we computed the MDI from 
four other pivot pairings using the location of the ground peak as RP, and paired with 
four LPs from locations of RH25 (MDIRH25), RH50 (MDIRH50), RH75 (MDIRH75), and 
RH100 (MDIRH100).   The goal for this task was to contrast the resulting statistical 
relationships obtained from RH vs quasi-height and MDI (with pivot ranges equal to RH) 
vs quasi-height. 
Segregation of Waveforms. For the synthetic LiDAR data, we identified four 
waveform shapes: (1) first canopy peak max, when the first canopy peak is maximum in a 
three-peak waveform (2) second canopy peak max, when the second canopy peak is 
maximum in a three-peak waveform (3) single peak max, when a single canopy peak is 
maximum in a two-peak waveform and (4) ground peak max, when the ground/soil is 
maximum in a two-peak or three-peak waveform.  A sample illustration of the behaviors 
of the curves is shown in Figure 1.  We analyzed the individual shapes in relation to MDI 
trends (e.g., temporal MDI dynamics) and clustered them according to the generation of 
canopy stands.  Every time a value of MDI is computed from a particular year, we plotted 
time vs waveform power to visually inspect the movement of the waveform peaks and 
how MD is able to detect the movements (like shifting of positions of maximum returns 
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at different time delays).   In addition, we explored each generation stand through further 
differentiation of the peaks based on the waveform shape.   
For the LVIS dataset we identified three waveform shapes: (1) early peak max, 
when the canopy peak is maximum in return, (2) equal peak max, when the canopy and 
the ground peaks are almost equal in return, and (3) late peak max, when the ground peak 
is maximum in return.   Segregation of waveforms was conducted, first to inspect the 
movement of the key profile landmarks (temporally as for the synthetic data), second to 
demonstrate how the new approach is able to detect the movements, such as shifting of 
positions of maximum peaks and bin locations, and third to explore the link between 
shape and the forest ground-based measurements.  
5.4 Results 
On Synthetic LiDAR Data. Figure 2 shows how the MDI and the magnitude of 
the respective peaks changed over the 500-year simulation.  The first canopy peak 
disappeared for about a century starting around the 120th year. In Figure 2, three types of 
curves representing three canopy generations were observed.  The first generation covers 
the years 0 to around 120, the second is from years 120 to about 240, and the third 
generation covers the time range 240 to 500.   
 
 
 
 
 
 
 
Figure 1: Samples of synthetic 
LiDAR waveforms backscattered 
from a simulated forest stand 
and showing location of canopy 
and ground peaks.  Take note of 
the shifting of the maximum 
peak and the disappearance and 
reappearance of the minimum 
peak as the stand gets older. 
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Our results showed which “peak” has control over a certain generation of forest 
stands.  The first generation was controlled by the changes of the first canopy peak (from 
5 to 120 years, r2=0.81) and second canopy peak (from 55 to 120 years, r2=0.75), after 
we put the peaks against the MDI.  Interestingly, the ground peak controlled most the 
second generation, in the absence of the first canopy peak.  Ground returns gave an 
r2=0.59 when regressed against the MDI from second generation stands.   The ground 
peak also influenced most the last generation or late years, based on the results (r2= 0.47).  
Neither the first canopy peak nor the second canopy peak was seen as responsible for the 
variations of the MDI.   
Looking closely into each peak of each time period by putting waveforms with 
maximum values at the first canopy peak, regardless of the generation, and grouping 
them with values of the “single peak max”, we saw the MDI clustering at low negative 
values when first canopy peak was at maximum, peaking at an earlier time.  MDI showed 
to be much higher negatively when there is only a “single peak max” on the waveform, 
peaking at much later time (Figure 3a).    
 
 
 
 
 
 
 
Figure 2: Temporal dynamics of MDI tracking synthetic LiDAR waveforms from 
simulated forest stand: (a) with 500 years of simulations and (b) zooming into the 
first 120 years.  Take note of the disappearance of the first canopy peak in 2a.  
Negative MDI signifies more MD accumulations on the RP. 
a b 
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Figure 3: MDI against the time bin showing (a) first canopy peak vs. single peak 
max and (b) second canopy peak vs. single peak max.  Groupings were based on 
the type of shape without consideration of the generation where the waveform 
belongs. 
In addition, MDI of the second canopy peak showed to have higher negative 
values than the MDI of the “single peak max” data (Figure 3b).  The second canopy peak 
occurred at an even much later time – later than first canopy peak and/or “single peak 
max.” 
 
 
 
 
 
 
 
 
 
 
 
 
 
a b 
Figure 4: Looking at the tendency of MDI to cluster according to the generation 
period of stands.  Plots a and b used the maximum values at the second canopy 
peak to plot MDI against time bins and quasi-height, respectively. Plots c and d 
used the values at the “single peak max” to plot MDI against time bins and quasi-
height, respectively. 
a b 
c d 
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Clustering of the MDI based on the generations was observed when we plotted all 
three-peak waveforms with maximum values at the second canopy peak (Figure 4a).  The 
same trends were seen when all waveforms showing “single peak max” were combined 
and plotted (Figure 4c).  Canopy height metrics decreased in increasing negative MDI.  
Huge MDI values were linked to the first generation stands (Figures 4b and 4d).  
On LVIS LiDAR Data. Results of the waveform segregation are shown in Figure 
5 with (a) maximum early peak (b) maximum late peak and (c) equal (roughly) peaks 
observed on the waveforms.  Description of each waveform shape is referred back to the 
previous section on methods.  
MDI showed evident trends against the waveform shapes.  Shifting of the 
maximum peaks and dips was detected by the shifting of the MDI.  The major 
observation was on MDI being more sensitive to the location (bin) changes of the “early 
peak max” (Figure 6a), than the magnitude of the return.  In contrast, the magnitude of 
the “late peak max” showed higher relationship (r2=0.65) with MDI (Figure 6b) than the 
time bin location (r2=0.20).  Interestingly, the MDI detected the changes of the magnitude 
of the returns at the dip (in between the canopy peak and ground peak) (r2=0.67 in Figure 
6c), but not the shifting of its bin location (r2<0.10).  Also, in Figure 6d, the magnitude of 
the dip and the magnitude of the “late peak max” were directly related. 
Results demonstrated the relationship that is evident between the MDI and the 
canopy height (Figure 7a).  The general trend confirmed previous results from the 
synthetic data associating MDI to the movement of the waveform shapes.  In Figure 7b, 
as the early peak max bin location shifts to a later time bin, the canopy height decreased.  
This, in return, increased the value of the MDI.  
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Figure 6: Relationships between the MDI, the three waveform shapes, and the waveform 
landmarks (e.g. dip between peaks).  These relationships showed strong r2: (a) r2=0.73, (b) 
r2=0.65, (c) r2=0.67, (d) r2=0.70. MDI also exhibited a trend against the magnitude of the 
return of the early peak max, albeit weaker (not shown). 
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Figure 5: Three waveform shapes (a) 
maximum early peak observed (b) 
maximum late peak observed and (c) 
equal (roughly) peaks observed. 
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The canopy height showed inverse proportionality with the MDI and the three 
waveform properties – (1) the early peak max bin location in Figure 7b, (2) magnitude of 
the dip in Figure 7c, and (3) the magnitude of late peak in Figure 7d.  These were the 
same properties that illustrated strong relationships with MDI in the results of the 
previous section.  Figure 7e and 7f illustrated the weak relationships of the quasi-height 
against other profile landmarks such as the late peak max bin location and the magnitude 
of the first peak max, respectively.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7:  Relationships between the canopy quasi-height and the (a) MDI (r2=0.74), (b) 
early peak max bin location (r2=0.85), (c) magnitude of dip (r2=0.67), (d) magnitude of 
late peak (r2=0.55), (e) late peak max bin location (r2=0.38), and (f) magnitude of first 
peak max (r2=0.10) using the Howland LVIS dataset.  Notice that the first (early) peak 
max is associated with high quasi-height.      
e f 
a b 
c d 
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Similarly, we put the MDI against the computed height quartiles (Figure 8a). We 
found that the MDI is associated with all quartiles, RH100 (Figure 8b) and RH75 (Figure 
8c) are shown.  Regression analysis using these parameters produced average to high 
coefficients of determination: 0.60 and 0.68, respectively for RH100 and RH75; 0.79 and 
0.86, respectively for RH50 and RH25.  High degrees of correlations were also observed 
between RH pairings with correlation coefficients all above 0.90.  These high correlations 
led to all RH metrics to be strongly correlated with the quasi-height, that is, regardless of 
the location of the RH. 
The MDI computed with RH locations served as pivots, in particular MDIRH25 and 
MDIRH50, had much less correlation with the canopy quasi-height  (Table 1).  Unlike the 
RH, high correlations were only observed among high MDI height metrics (e.g., 
MDIRH75, r
2=0.83; and MDIRH100, r
2=0.78).  In all waveform shapes, the MDIRH25 and 
MDIRH50 all came out less sensitive, if not insensitive, with the canopy quasi-height.   
 
 
 
 
 
 
 
 
Figure 8:  (a) Sample waveform with locations of relative height (RH) percentiles.  
RH represents the height (relative to ground peak) at which a certain percentage of 
the waveform energy occurs.  The two bottom figures depict the relationships of (b) 
RH100 and (c) RH75 with MDI, showing the same trend as in Figure 7a.  Note that 
RH50 and RH25 also had high degrees of correlations against the MDI (not shown) 
caused by strong intercorrelation among RH.  
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Table 1: MDI computed at locations of height quartiles and its relationship against 
the canopy quasi-height.  Note that any of the first three rows (MDI calculated using 
a longer range from the ground peak) may be used to estimate the canopy height. 
 First Peak Max Second Peak Max Equal Peak 
MDI ~ h 0.64 0.20 0.81 
MDI100 ~ h 0.78 0.40 0.83 
MDI75 ~ h 0.83 0.53 0.72 
MDI50 ~ h 0.50 0.08 0.37 
MDI25 ~ h 0.08 0.03 0.11 
 
Note that among the three waveform shapes, the second peak max turned out to 
have the weakest relationship for MDI versus RH.   Isolating each waveform type, the 
first peak max and the equal peak each returned an average to strong r2 (0.60 and 0.80, 
respectively).   The same observations are evident in Table 1 when MDI is more sensitive 
to the canopy quasi-height in waveforms shapes where the “canopy peak” stands out. 
On MDI and Field Measurements. Table 2 shows a summary of the ground‐
based forest inventory measurements from the 2009 DESDynI field campaign based on 
the waveform shape grouping of the LVIS data (Figures 1c and 1d).  The samples 
belonging to the single peak group have low large-stem biomass and high small-stem 
biomass and density compared to those from the other group.  Canopies in the early/late 
peak group have taller heights than those in the single peak. 
MDI shows a crisp clustering of the waveform shapes against the density of small 
stems than the relative height at 75% (RH75).  The upper group, with mostly positive 
MDIs, was from the type of waveform shape having early and late peak (1c).  The lower 
group, having mostly negative MDIs, was from the type of waveform shape having a 
single peak with a complex end either from one side or both (1d).  Figure 9 suggested that 
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the type of waveform in figure 1D may have been caused by a high density of small 
stems and less biomass from the large stems (clustering is also illustrated in Fig. 10). 
Table 2: Statistical values of the field measurements grouped according to the LVIS 
waveform shapes. 
Biometry With Early/Late Peak With Single Peak 
min max mean min max mean 
Large-stem biomass (Mg/subplot) 
(Jerkins et al. 2004) 
1.84 9.28 4.79 0.57 7.69 2.35 
Large-stem biomass (Mg/subplot) 
(Young et al. 1980) 
1.63 8.88 4.21 0.58 9.37 2.16 
Small-stem biomass (Mg/m2) 0.00001 0.0032 0.00097 0.0006 0.0088 0.00425 
Small-stem density (stems/m2) 0.12 1.12 0.46 0.84 2.72 1.84 
Mean of Maximum Height (m) 9.17 18.45 14.04 7.83 16.08 11.09 
 
 
 
 
 
 
 
 
 
 
Figure 9:  Density of small stems (dbh < 10 cm) versus the MDI (1a) and the relative 
height at 75% (RH75) (1b).  Observe how the MDI clustered the waveforms based on 
the shape type:  having early and late peak (1c) and having a single peak with a 
complex end either from one side or both (1d).   
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In Figure 10, the biomass from the large stems computed from Jerkins et al. 
(2004) and Young et al. (1980) both came out with comparable, however weak r2, when 
regressed against the MDI (r2=0.23 and r2=0.17, respectively) and the RH75 (r2=0.27 and 
r2=0.21, respectively).  Low negative MDIs were clustered at low large-stem biomass. 
Between MDI and RH, the new approach was able to cluster better the two types of 
shapes.   
Between MDI and RH, the former resulted to an r2=0.4 compared to the latter 
with r2=0.3 when regressed against the small-stem biomass.  The trends observed in 
Figure 11a and 11b can be associated with Figures 9a and 9b.  The density of small stems 
is directly related to biomass of small stems (r2=0.53). 
 
 
 
 
 
 
 
 
 
 
 
Figure 10:  Biomass from large stems (dbh ≥ 10 cm), calculated from Jenkins et al. (2004) 
and Young et al. (1980), versus the MDI (a & c, with r2=0.23 and r2=0.17, respectively) and 
RH75 (b & d, with r2=0.27 and r2=0.21, respectively). The low value MDIs (mostly 
negative) was from the type of waveform shape having a single peak with a complex end 
either from one side or both (shown in Figure 9d).   
a b 
c d 
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In Figure 12, the mean maximum height of the canopy has a higher correlation 
with the MDI (r=0.43), than with RH75 (r=0.35).  The same trends were observed when 
using the synthetic data (Figure 4).  The first generation stands in the synthetic data 
showed the same behavior (low negative MDI) as the group with single peak in the field 
data. 
Isolating the group with single peak showed that MDI can still detect a trend of 
the low values of the large-stem biomass data (Figure 13a, r2=0.40 and Figure 13c, 
r2=0.30).  RH75 failed to detect variations of the large-stem biomass completely.   
 
 
 
 
 
 
Figure 11:  Biomass from small stems (dbh < 10 cm), calculated using the mixed 
hardwoods equation from Jenkins et al. 2004, was plotted against the (a) MDI, with 
r2=0.40  and (b) RH75, with r2=0.30 . Clustering of the waveform shapes was observed.   
a b 
Figure 12:  Mean Height from field data against (a) MDI and (b) RH75. The mean height was 
computed from the three tallest trees in a subplot.  The MDI had a higher linear relationship 
with the field data (r2=0.20) (albeit weak) compared to RH75 (r2=0.10).  Note that for some 
samples, the height data were not available online. 
a b 
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5.5 Discussion 
The Moment Distance Index computed from the LiDAR waveforms were found 
to provide satisfactory estimates of canopy height based on results we obtained using the 
synthetic data (r2=0.40) and the LVIS data (r2=0.74).   The synthetic data may have 
shown a lower correlation for MDI against quasi-heights, nevertheless, results exhibited 
that the MDI enabled the clustering of waveform samples according to the generation of 
stands.  Even more, the MDI could be grouped in terms of the type of waveform shapes. 
The simulated dataset presented a good way to look at the temporal dynamics of the 
Figure 13:  Although MDI and RH75 showed direct relationship with large-stem 
biomass (Figure 10) in all waveform shapes, isolating the group with high density of 
small stems and less biomass from the large stems (group with single peak) showed a 
different story.  Only the MDI exhibited a trend, albeit weak (r2=0.40 for Fig. 13a, and 
r2=0.30 for Fig. 13c).   
a b 
c d 
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MDI.  The vanishing and reappearing of peaks at different time periods showed a 
phenomenon where the younger canopy is “catching up” to the older canopy that caused 
a single canopy peak existing on the waveform. Note that the MDI rarely exceeds zero, 
implying evidently strong ground returns. 
The LVIS dataset provided a way for us to demonstrate the effects of LiDAR 
waveform shapes to the new index.  An evident pattern observed was the relationship 
between the MDI and the peak positions: stronger earlier peaks yield a positive MDI and 
stronger later peaks yield a negative MDI.  However, in complex waveform shapes, MDI 
demonstrated that it could still separate the waveforms from the other non-complex ones 
(e.g. equal peak group).  In the absence of peaks or in circumstances when peaks hardly 
exist, a big challenge is presented for methods employing the extraction of waveform 
peaks.  The MDI, nevertheless, is not faced with the same difficulty since MDI is 
calculated based on the number of temporal bins or wave counts included in the length of 
waveform being analyzed. This proved to work for height estimations minus the hassle of 
modeling Gaussian peaks. 
The new approach performed well in our investigations against the canopy height. 
In fact, the results compared favorably with those of Cook et al. (2010), in which the 
relative height metrics decreased in response to a more reflective ground surface.  The 
greater energy of the ground peak reflected in our “second peak max” showed decreased 
quasi-heights, vis-à-vis, the much higher values in the “early peak max.”  MDI was able 
to group the heights in terms of the three curve shapes.  What were responsible for the 
height decreases were the movements of the key profile landmarks of the waveform, for 
instance, the locations of the late peak max. 
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The MDI is comparable with the relative height metrics.  One reason for this is 
that the bins of one or two height quartiles (e.g. RH100, RH75) are close to the estimated 
quasi-heights.  The advantage of the MDI against the height metrics RH100, RH75, 
RH50, and RH25 is twofold.   First, unlike in calculating height quartiles, there is no 
requirement in the MD approach to find the location of the ground peak.  According to 
Rosette et al. (2010b), not detecting efficiently the ground signal can result into 
underestimation of vegetation height.  In the case of the MDI, it can be calculated using 
any length of the waveform (i.e. full waveform, start of detected to end of detected 
signals, or any other useful subsets) and in any type of shapes (Salas & Henebry 2014).  
Second, even when ground peaks may be inexistent or waveforms having complex 
extremities, MDI can still become a valuable metric to estimate the canopy height.   
Using the start of detected to end of detected signals as waveform range, MDI can be 
computed with no worry of detecting peak locations.  
As explained in the previous paragraph, the value of the quasi-height we used in 
the analysis is located close to RH75, hence the high correlation observed against the 
MDI.  The high correlations of the other RH metrics were quite surprising, especially the 
RH25 versus the MDI.  Seeing the RH25 located too far from the canopy peak and close 
enough from the ground peak, yet its correlation to canopy quasi-height is the highest 
among the RH metrics, makes the RH approach problematic.  We see this as a drawback 
of the RH method as a height estimator, as also shown in Andersen et al. (2005) and 
Muss et al. (2011).   
The computed MDI with RH locations as pivots serves as a better alterative of the 
customary RH metric.  For one, only the MDIRH100 and MDIRH75 are highly sensitive to 
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the changes canopy quasi-height, while MDIRH50 and MDIRH25 are less sensitive to 
changes.   Moment distance relative height metrics (MDIRH) indicated that they can be 
independent of one another, denoting that those quartiles (or any other relative heights) 
close to the ground peak (having shorter ranges) could isolate themselves from those 
close to the canopy peak (having longer ranges).  Further, quartiles (or any other relative 
heights) close to the canopy peak tend to correlate with each other and, and eventually, 
with the canopy quasi-height.   
We assert that while MDIRH100 and MDIRH75 may be good choices for canopy 
height estimations, they both still employ a process of locating the ground peak for 
appropriate RP and LP pivot assignment.  To refrain from going through the process, 
especially when peaks are hardly identifiable, we recommend utilizing the MDI with RP 
at the first detected signal and LP at the last detected signal.   
The field measurements provided an opportunity for us to test the behavior of the 
new framework.  Examination of Figure 13 showed that, certainly, MDI may work for 
any type of waveform, especially for a single-peak type where canopy quasi-height 
(canopy peak location minus ground peak location) cannot be estimated due to the 
absence of one peak.  There are still doubts as to how existing Gaussian modeling is able 
to resolve waveforms with single peak or a peak with complex spread of extremes and 
how heights are computed in the absence of one of the important peaks in the waveform.  
The RH, which comes along any LVIS data available online, can be a good indicator of 
canopy height as well.  But then again, in a shape dominated by high density of small 
stems and less standing biomass from the large stems, the relative height metric may not 
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work.  MDI can put an end to the doubt by not relying on peaks to compute heights, but 
rather on the shape of the curve.  
We would have wanted to see a relationship of MDI vs height for small stems; 
however, the data only provided mean heights of the three tallest trees in a subplot.  We 
believe that if more trees would have been used in the averaging of the canopy height, a 
much higher correlation and clearer relationship trend may have been obtained. 
5.6 Conclusion 
Without going through the process of curve modeling, which is sometimes 
problematic and insufficient, this study presented the potential of the moment distance 
index to estimate the canopy height using LiDAR waveform as tested on both synthetic 
and real datasets and verified by the field data measurements.  This novel approach to 
analyzing waveforms offers the capability to look at the shape of the curve at different 
shapes, which may be essential for canopy understory analysis. Additionally, the new 
metric illustrates a fundamental understanding of the complexities of the waveform.  
MDI helps illustrate how the key profile landmarks of the waveform may be impacted 
and changed over time.  It will help future research elucidate observed LiDAR 
waveforms more precisely based on types of shapes.  
The method of considering all the time bins within the length of the waveform 
being analyzed may be seen as an impediment to a swifter analysis.  Nonetheless, this 
should not be considered a limitation, but rather an essential feature of the approach that 
could provide more information about the formation of the peaks and dips of the wave.   
Although parameterization is possible and efficient as shown in previous results, omitting 
too many bins may defeat the main goal of the approach.   
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A future research direction is to study the spatial distribution of the MDI across a 
forested area, for instance.  It will be interesting to know how the new framework relates 
to change across space such as spatial heterogeneity and spatial trends.  Further, the 
potential of the MD to help improve characterization of forests by resolving both 
community composition and age structure can also be explored.   
In the future, we hope to apply the new analytical framework to discrete return 
systems.  Muss et al. (2011) has shown that discrete return LiDAR dataset can be 
transformed into a pseudo-waveform that has many of the same characteristics of 
traditional waveform LiDAR data.   The MDI can become an effective canopy height 
indicator for various types of canopy structures using pseudo-waveforms. 
5.7 References 
ANDERSEN, H.E., MCGAUGHEY, R.J., AND REUTEBUCH, S.E., 2005, Estimating 
forest canopy fuel parameters using lidar data, Remote Sensing of Environment, 
94(4), pp. 441–449. 
BANSKOTA, A., WYNNE, R.H., JOHNSON, P., AND EMESSIENE, B., 2011, 
Synergistic use of very-high-frequency radar and discrete-return lidar for 
estimating biomass in temperate hardwood and mixed forests, Annals of Forest 
Science, 68, pp. 347-356. 
BLAIR, J.B., RABINE, D.L., AND HOFTON, M.A., 1999, The Laser Vegetation 
Imaging Sensor (LVIS): A medium-altitude, digitation-only, airborne laser 
altimeter for mapping vegetation and topography, ISPRS Journal of 
Photogrammetry and Remote Sensing, 54, pp. 115-122. 
174 
 
BRENNER, A., ZWALLY, H., BENTLEY, C., CSATHÓ, B., HARDING, D., 
HOFTON, M., MINSTER, B., ROBERTS, L., SABA, J., THOMAS, R., AND 
YI, D., 2003, Derivation of range and range distributions from laser pulse 
waveform analysis for surface elevations, roughness, slope, and vegetation 
heights, Technical Report, Geoscience Laser Altimeter System (GLAS) - 
Algorithm Theoretical Basis Document Version 4.1, 
http://www.csr.utexas.edu/glas/pdf/Atbd_20031224.pdf (accessed 28.12.12). 
CHAUVE, A., MALLET, C., BRETAR, F., DURRIEU, S., PIERROT-DESEILLIGNY, 
M., AND PUECH, W., 2007, Processing full-waveform lidar data: Modelling raw 
signals, International Archives of Photogrammetry, Remote Sensing and Spatial 
Information Sciences, 36 (Part 3/W52), pp. 102-107. 
CHAUVE, A., VEGA, C., BRETAR, F., DURRIEU, S., ALLOUIS, T., PIERROT-
DESEILLIGNY, M., AND PUECH, W., 2009, Processing full-waveform lidar 
data in an alpine coniferous forest: Assessing terrain and tree height quality, 
International Journal of Remote Sensing, 30, pp. 5211–5228. 
COOK, B., ROSETTE, J., NORTH, P., RUBIO, J., SUAREZ, J., RANSON, J., SUN, G., 
MORTON, D., AND HUEMMRICH, F., 2010,  Effect of ground surface 
reflectance on LiDAR waveforms, height metrics, and biomass estimation, Fall 
Meeting of the American Geophysical Union (AGU), San Francisco, California 
(Poster). 
DEMPSTER, A., LAIRD, N., AND RUBIN, D., 1977, Maximum likelihood from 
incomplete data via the EM algorithm, Journal of the Royal Statistical Society, 39 
(1), pp. 1-38. 
175 
 
DUBAYAH, R.O., BLAIR, J.B., BUFTON, J.L., CLARK, D.B., JA´JA´, J., ET AL., 
1997, The Vegetation Canopy Lidar mission. Proc. Conf. Land Satellite 
Information in the Next Decade II, American Society for Photogrammetry and 
Remote Sensing, pp. 100–112. 
DUBAYAH, R.O., SHELDON, S.L., CLARK, D.B., HOFTON, M.A., BLAIR, J.B., 
HURTT, G.C., AND CHAZDON, R.L., 2010, Estimation of tropical forest height 
and biomass dynamics using lidar remote sensing at La Selva, Costa Rica, 
Journal of Geophysical Research, 115, G00E09, doi:10.1029/2009JG000933. 
DUONG, H., LINDENBERGH, R., PFEIFER, N., AND VOSSELMAN, G., 2009, 
ICESat full waveform altimetry compared to airborne laser scanning altimetry 
over The Netherlands, IEEE Transactions on Geoscience and Remote Sensing, 47 
(10), pp. 3365–3378. 
EL-BAZ, A. AND GIMEL’FARB, G., 2007,  EM Based approximation of empirical 
distributions with linear combinations of discrete Gaussians, IEEE ICIP, 4, pp. 
373-376. 
GARCÍA, M., RIAÑO, D., CHUVIECO, E., AND DANSON, F.M., 2010, Estimating 
biomass carbon stocks for a Mediterranean forest in central Spain using LiDAR 
height and intensity data, Remote Sensing of Environment, 114, pp. 816–830. 
GREEN, P.J., 1995,  Reversible jump Markov chain Monte Carlo computation and 
Bayesian model determination, Biometrika, 82, pp. 711-732. 
HARDING, D.J., AND CARABAJAL, C.C., 2005, ICESat Waveform measurements of 
within-footprint topographic relief and vegetation vertical structure, Geophysical 
Research Letters, L21S10, doi: 10.1029/2005GL023471.  
176 
 
HERNÁNDEZ-MARÍN, S., WALLACE, A., AND GIBSON, G., 2007, Bayesian 
analysis of Lidar signals with multiple returns, IEEE Transactions on Pattern 
Analysis and Machine Intelligence, 29 (12), pp. 2170-2180. 
HOFTON, M., MINSTER, J., AND BLAIR, J., 2000, Decomposition of laser altimeter 
waveforms, IEEE Transactions on Geoscience and Remote Sensing, 38 (4), pp. 
1989–1996.      
HOPKINSON, C. AND CHASMER, L., 2009, Testing LiDAR models of fractional 
cover across multiple forest ecozones,  Remote Sensing of Environment, 113 (1), 
pp. 275–288. 
HURTT, G.C., DUBAYAH, R.O., DRAKE, J.B., MOORCROFT, P.R., PACALA, S.W., 
ET AL., 2004, Beyond potential vegetation: Combining Lidar data and a height 
structured model for carbon studies, Ecological Applications, 14, pp. 873-883. 
JASKERNIAK, D., LANE, P.N.J., ROBINSON, A., AND LUCIEER, A., 2011, 
Extracting LiDAR indices to characterize multilayered forest structure using 
mixture distribution functions, Remote Sensing of Environment, 115, pp. 573-585.  
JENKINS, J.C., CHOJNACKY, D.C., HEATH, L.S., AND BIRDSEY, R., 2004,  
Comprehensive database of diameter-based biomass regressions for North 
American tree species, United States Department of Agriculture, Forest Service, 
General technical report NE-319, pp. 1–45. 
JUTZI, B. AND STILLA, U., 2006, Range determination with waveform recording laser 
systems using a Wiener Filter, ISPRS Journal of Photogrammetry and Remote 
Sensing, 61, pp. 95–107. 
177 
 
LEFSKY, M.A., HARDING, D., PARKER, G., AND SHUGART, H.H., 1999a, Lidar 
remote sensing of forest canopy and stand attributes, Remote Sensing of 
Environment, 67, pp. 83–98. 
LEFSKY, M.A., HARDING, D., COHEN, W.B., PARKER, G., AND SHUGART, H.H., 
1999b, Surface lidar remote sensing of basal area and biomass in deciduous 
forests of eastern Maryland, USA, Remote Sensing of the Environment, 67, pp. 
83-98. 
LEFSKY, M.A., COHEN, W.B., HARDING, D.J., PARKER, G.G., ACKER, S.A., AND 
GOWER, S.T., 2002, Lidar remote sensing of above-ground biomass in three 
biomes, Global Ecology and Biogeography, 11, pp. 393–399.   
LEFSKY, M. A., HARDING, D. J., KELLER, M., COHEN, W. B., CARABAJAL, C. 
C., ESPIRITO-SANTO, F. D. B., HUNTER, M. O., AND DE OLIVEIRA, R., 
2005, Estimates of forest canopy height and aboveground biomass using ICESat, 
Geophysical Research Letters, 32, L22S02, doi:10.1029/2005GL023971.  
LEVENBERG, K.A., 1944, Method for the solution of certain problems in least squares, 
Quarterly of Applied Mathematics, 2, pp. 164–168. 
LIM, K., TREITZ, P., WULDER, M., ST-ONGE, B., AND FLOOD, M., 2003, LiDAR 
remote sensing of forest structure, Progress in Physical Geography, 27, pp. 88-
106. 
MALLET, C. AND BRETAR, F., 2009, Full-waveform topographic lidar: State-of-the-
art, ISPRS Journal of Photogrammetry and Remote Sensing, 64 (1), pp. 1–16. 
MALLET, C., LAFARGE, F., BRETAR, F., ROUX, M., SOERGEL, U., AND HEIPKE, 
C., 2009, A stochastic approach for modeling airborne LiDAR waveforms, 
178 
 
International Archives of the Photogrammetry, Remote Sensing and Spatial 
Information Sciences XXXVIII – 3/W8 Paris, France, pp. 195-200. 
MARQUARDT, D., 1963, An algorithm for least-squares estimation of nonlinear 
parameters, SIAM Journal of Applied Mathematics, 11, pp. 431–441. 
MEANS, J. E., ACKER, S. A., HARDING, D. A., ET AL., 1999, Use of large-footprint 
scanning airborne LiDAR to estimate forest stand characteristics in the western 
Cascades of Oregon, Remote Sensing of Environment, 67, pp. 298–308. 
MUSS, J.D., MLADENOFF, D.J., AND TOWNSEND, P.A., 2011, A pseudo-waveform 
technique to assess forest structure using discrete LiDAR data, Remote Sensing of 
Environment, 115, pp. 824-835. 
NAESSET, E., 1997, Determination of mean tree height of forest stands using airborne 
laser scanner data, ISPRS Journal of Photogrammetry and Remote Sensing, 52, 
pp. 49 –56. 
NELSON, R., RANSON, K.J., SUN, G., KIMES, D.S., KHARUK, V., AND 
MONTESANO, P., 2009, Estimating Siberian timber volume using MODIS and 
ICESat/GLAS, Remote Sensing of Environment, 113, pp. 691–701. 
ROSETTE, J.A.B., NORTH, P.R.J., SUÁREZ, J.C., AND LOS, S.O., 2010a, Uncertainty 
within satellite LiDAR estimation of vegetation and topography, International 
Journal of Remote Sensing, 31 (5), pp. 1325-1342. 
ROSETTE, J., NORTH, P.R., RUBIO, J., COOK, B.D., AND SUÁREZ, J., 2010b,  
Modelling sensor and target effects on LiDAR waveforms, Fall Meeting of the 
American Geophysical Union (AGU), San Francisco, California (Poster). 
179 
 
SALAS, E.A.L AND HENEBRY, G.M., 2014, Application of iterative noise-adding 
procedures for evaluation of Moment Distance Metric for LiDAR waveforms, 
Remote Sensing of Environment, (submitted) 
SUN, G. AND RANSON, K.J., 2000, Modeling lidar returns from forest canopies, IEEE 
Transactions on Geoscience and Remote Sensing, 38, pp. 2617–2626. 
SUN, G., RANSON, K. J., KIMES, D. S., BLAIR, J. B., AND KOVACS, K., 2008, 
Forest vertical structure from GLAS: An evaluation using LVIS and SRTM, 
Remote Sensing of Environment, 112, pp. 107−117. 
URBAN, D.L., 1990, A versatile model to simulate forest pattern. In: A User's Guide to 
ZELIG Version 1.0. Environmental Sciences Department, The University of 
Virginia, Charlottesville, VA, p. 108. 
WAGNER, W., ULLRICH, A., DUCIC, V., MELZER, T., AND STUDNICKA, N., 
2006, Gaussian decomposition and calibration of a novel smallfootprint full-
waveform digitising airborne laser scanner, ISPRS Journal of Photogrammetry 
and Remote Sensing, 66, pp. 100–112. 
WALLACE, A., NICHOL, C., AND WOODHOUSE, I., 2012,  Recovery of Forest 
Canopy Parameters by Inversion of Multispectral LiDAR Data,  Remote Sensing, 
4, pp. 509-531; doi:10.3390/rs4020509. 
YOUNG, H.E., RIKE, J.H. AND WAINWRIGHT, K., 1980, Weight tables for tree and 
shrub species in Maine, Miscellaneous Report Number 230, University of Maine, 
Orono, Maine, USA. 
ZWALLY, H., SCHUTZ, B., ABDALATI, W., ABSHIRE, J., BENTLEY, C., 
BRENNER, A., BUFTON, J., DEZIO, J., HANCOCK, D., HARDING, D., 
180 
 
HERRING, T., MINSTER, B., QUINN, K., PALM, S., SPINHIRNE, J., AND 
THOMAS, R., 2002, ICESat's laser measurements of polar ice, atmosphere, 
ocean, and land, Journal of Geodynamics, 34 (3), pp. 405-445. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 6 
 
 
 
 
 
DISSERTATION SUMMARY  
 
 
 
 
 
 
 
 
 
 
182 
 
6.1 Final Remarks 
In recent years, the body of knowledge and literature on hyperspectral and LiDAR 
applications has rapidly expanded.  LiDAR provides detailed forest structure information, 
while hyperspectral remote sensing is more sensitive to vegetation composition and 
parameters.  The fusion of the capabilities of two technologies can stimulate more 
scientific studies on LiDAR.   It is through fusion that canopy cover, LAI, tree density 
etc. could be best recovered and provide a much more comprehensive view for 
understanding the ecosystems.    
The remote sensing community has already started the undertaking of fusing 
different systems together.  For instance, the use of hyperspectral and LiDAR data – in 
tandem – to create maps predicting species abundance patterns (derived primarily from 
Airborne Visible and Infrared Imaging Spectrometer, AVIRIS, data) augmented with 
coincident patterns of stem size or height (derived primarily from LVIS data) provided a 
useful adjunct to traditional canopy inventory approaches (Anderson et al., 2008).  Forest 
biomass estimates have been improved by integrating LiDAR and hyperspectral image 
data (Lucas et al., 2008).  Also, the system was used together with the AVIRIS to map 
the three-dimensional spectral and structural properties of Hawaiian forests (Asner et al., 
2008) with results highlighting the location and fractional abundance of each invasive 
tree species throughout the rainforest sites.    
Aboveground biomass was accurately estimated across the entire forested region 
of southern Quebec province in Canada by integrating DEM information from the Shuttle 
Radar Topography Mission (SRTM), spaceborne waveform LiDAR from the ICESat 
Geoscience Laser Altimeter System (GLAS), airborne profiling LiDAR collected over 
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ground plots, and ground inventory plot data (Boudreau et al. 2008).  Also, GLAS data 
have been combined with Landsat (Helmer et al. 2009) data to create accurate regional 
biomass and height estimates. 
As highlighted in this dissertation, the LiDAR system carries few weaknesses and 
a number of strengths that could attract a broader scientific audience.   One of the 
limitations of the system is the lack of precise algorithms and approaches for operational 
use of the data, especially for waveform LiDAR in the arena of monitoring forest growth 
and development.   This dissertation has illustrated the use of the waveform LiDAR for 
estimating the canopy quasi-height through curve shape; including the issues that may 
deter its full application.  It has been presented in here through a vast list of literature and 
the development and application of the Moment Distance framework that the waveform 
LiDAR product may not only show potentials in estimating canopy height (canopy 
heterogeneity),  but landscape heterogeneity as well.  This is done by analyzing the 
changes in the peaks, dips, and other landmarks of the waveforms.  The new MD 
approach exploits the waveform shape without any curve transformation, which could put 
importance on the return intensity, the attribute that describes the strength of the beam 
backscattering.   Since waveform subsets can be performed, there is a possibility to look 
more closely at certain areas of the waveform, such as the canopy understory. 
In the case of the hyperspectral analysis, the new MD approach has exploited the 
raw shape of the reflectance curve and assessed vegetation condition or health (through 
its properties).  MD is dependent on the reflectance characteristics of the target as 
exhibited on the shape of reflectance curve.  Therefore, this dissertation has presented 
that the new approach can potentially be used in target discrimination by locating 
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potential bands for pigment estimation and separability of species.   One advantage of the 
MD over other approaches is that it can be tuned to different spectral regions.  The 
adjustment of the PWR can offer a way to look at the shifting of peaks and troughs, 
specifically around the red and NIR regions, which can arise from changes in pigment 
concentration.   Moreover, the understanding of how the MDI works can lead to 
possibilities of finding more PWRs for observing other plant biophysical properties.   MD 
can be explored over a wide range of spectral domains and countless decomposition of 
the curve – varying range locations, number of bands, and relating to various vegetation 
properties or parameters.   
In the case of the MD performance against other existing vegetation indices, 
chapter 3 of this dissertation has shown the MDI to be comparable, if not better, index for 
photosynthetic pigment estimation.  The MDI responds to changes of shape in the 
spectral curve through the difference between the MD from the left pivot to the right 
from the MD calculated from the right pivot to the left.  Such changes in the shape of a 
spectrum are difficult to observe using band ratios that emphasize differences in 
magnitude of just a few bands. 
Finally, this study has reached its researched goals for the MD model 
development, assessment and validation. 
1. The sensitivity of the MD framework at potential spectral ranges useful 
for estimation of foliar plant pigments was explored using contents of 
chlorophyll and carotenoids in soybean and maize leaves (chapter 2). 
2. The sensitivity of the MD framework to leaf and canopy parameters was 
assessed using data from physical-based vegetation models (chapter 3).  
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3. The strength of the MD framework to waveform shape changes due to 
variations in signal noise levels was assessed in chapter 4. 
4. The relationship of the MD metrics to the key LiDAR waveform 
landmarks — such as locations of peaks, power of returns, quasi-heights, 
and height metrics was assessed in chapter 5. 
As stated in the previous chapters, other potential applications that can be 
addressed by the MD include investigating the MD framework for data from airborne and 
spaceborne imaging spectrometers, and varying the spectral resolution within the same 
PWR tested in this dissertation.  From this exercise we can evaluate how best to make 
cross-sensor comparisons within the MD framework, including the use of a normalized 
MDI.  Also, from the results of chapter 5, a future research direction is to study the 
spatial distribution of the MDI across a forested area, for instance.  How the new 
framework relates to spatial heterogeneity is something that can be explored.  Further, the 
potential of the MD to help improve characterization of forests by resolving both 
community composition and age structure can also be studied in the future.   
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