The Monetary Control Act of 1980 requires the Federal Reserve System to provide payment services to depository institutions through the twelve Federal Reserve Banks at prices that fully reflect the costs a private-sector provider would incur, including a cost of equity capital (COE). Although Fama and French (1997) conclude that COE estimates are "woefully" and "unavoidably" imprecise, the Reserve Banks require such an estimate every year. We examine several COE estimates based on the CAPM model and compare them using econometric and materiality criteria. Our results suggests that the benchmark CAPM model applied to a large peer group of competing firms provides a COE estimate that is not clearly improved upon by using a narrow peer group, introducing additional factors into the model, or taking account of additional firm-level data, such as leverage and line-of-business concentration. Thus, a standard implementation of the benchmark CAPM model provides a reasonable COE estimate, which is needed to impute costs and set prices for the Reserve Banks' payments business.
I. Introduction
The Monetary Control Act (MCA) of 1980 requires the Federal Reserve System to provide payment services, such as check clearing and electronic funds transfers, to depository institutions through the twelve Federal Reserve Banks at prices that fully reflect the costs a private-sector provider would incur in providing those services. 1 The MCA requires the imputation of various financial costs, such as taxes and funding costs, that the Reserve Banks would incur if their payments services business were a commercial enterprise. To comply with the provisions of the MCA, the Federal Reserve System has established a methodology, known as the Private Sector Adjustment Factor (PSAF), for imputing these costs.
A key component of the PSAF calculation is the weighted average cost of capital for the Reserve Banks' payments business. In this paper, we focus on the cost of equity capital (COE), which is the imputed return on the business's determined level of equity capital. 2 The COE calculation within the PSAF methodology has been revised over the years, and the estimation method used up through 2005 is described in Green et al. (2003) . 3 Basically, this COE calculation involves selecting a peer group of comparable firms and estimating their cost of equity capital using publicly available information and established quantitative methods, such as the CAPM model.
However, Fama and French (1997) conclude that COE estimates based on the CAPM approach are "woefully" and "unavoidably" imprecise with typical standard errors of more than an annualized 3% at the industry level and greater at the firm level. 4 In fact, Fama and French (2004) conclude that the weaknesses of the CAPM approach imply that "most applications of the model are invalid." Regardless of this strong caveat, the operational needs of the Federal
Reserve Banks, as well as many private sector firms, require COE estimates for a variety of corporate purposes. Although a battery of estimation methods are used in practice, the CAPM 1 For a general description of the Federal Reserve System's participation in the payments system, see Board of Governors of the Federal Reserve System (1990) and Committee on the Federal Reserve in the Payments Mechanism (1998). See Gilbert et al. (2004) for a description and efficiency analysis of the Federal Reserve Banks' payments services business. 2 For the PSAF calculations, the Federal Reserve System has chosen bank holding companies as the set of comparable firms. Hence, the level of imputed equity capital is set at 5% of total assets and at 10% of total riskweighted assets to comply with FDIC guidelines for a well-capitalized banking institution; see Part 325 -Capital Maintenance of the FDIC Rules and Regulations for further details. 3 In 2004, the Federal Reserve System formed a work group to review this calculation; see Board of Governors of the Federal Reserve System (2005) for the methodology to be used starting in 2006. 4 Fama and French (1997) determined that these large standard errors are driven primarily by uncertainty about the expected risk factor premiums as well as by imprecise estimates of the model parameters.
approach appears to be the most prevalent, as per the survey results in Bruner et al. (1998) as well as Graham and Harvey (2001) .
While there appears to be general agreement regarding the use of the CAPM approach for COE estimates, despite its known flaws, implementation practices seem to vary considerably.
Within the CAPM approach, several important empirical choices must be made, such as:
-Which publicly-traded firms should be included in the peer group?
-Should additional factors be added to the benchmark CAPM model?
-What econometric methods should be used for estimating the model?
-Is it helpful to incorporate firm-specific factors, such as leverage and line-of-business concentration, into the COE estimates?
In this paper, we examined these questions directly for the Reserve Banks' payments services business using two general methodologies.
First, we used common model selection criteria and hypothesis testing methods to examine whether introducing additional factors to the benchmark CAPM model was appropriate.
These in-sample modeling techniques, however, cannot address non-nested estimation issues, such as peer group selection. Hence, we used a second methodology to examine whether COE estimates generated by alternative calculation methods differ significantly from COE estimates based on the benchmark approach. For our analysis, we generated almost 200 alternative COE estimates for the Reserve Banks' payments business using various modeling decisions. By comparing these alternative measures directly, we can assess the statistical importance of these modeling choices on the COE estimates for our specific application and hopefully provide insight regarding COE estimation more generally. Note, however, that although differences between COE estimation methods may not be statistically significant, they may still lead to economically relevant differences in COE estimates and hence the service costs and prices generated by the Federal Reserve's PSAF methodology.
As suggested by the questions above, the modeling decisions we examined were the peer group choice, the CAPM specification, the estimation technique used, and the firm-specific adjustments used in generating the COE estimates. Consistent with the 2005 PSAF methodology, the alternative peer groups we examined all consisted of publicly-traded bank holding companies (BHCs). This choice is limiting in several ways, especially since BHCs do not engage exclusively in the payments services businesses of interest to the Reserve Banks.
However, given the difficulties of easily identifying payments services firms that are publicly traded over time, BHCs are a reasonable proxy and have been used in the PSAF calculations historically. Our largest peer group consisted of the 47 publicly-traded BHCs with five years of trading data in the list of top fifty BHCs sorted by deposits as of year-end 2003; see Table 1 for the complete list. Using this peer group as our benchmark, we found that narrowing the peer group using various economic criteria did not generate COE estimates that were statistically different, on average, from the benchmark.
For the CAPM specification, we examined whether it was appropriate to introduce additional factors relevant to BHCs and their payments services businesses into the single-factor CAPM model. Specifically, we included an interest rate factor and a proxy for BHCs' payments revenues. Based on in-sample statistical criteria, we found that including these variables did not improve the benchmark model's in-sample fit in a statistically meaningful way. Hence, the parsimonious benchmark specification was the most appropriate for our exercise.
This specification result was based on individual regressions for the BHCs in the candidate peer groups. We also used a panel regression framework to take advantage of any additional information that might be present, as per Barnes and Hughes (2001) . The panel regression results for the largest peer group suggested that these additional factors were statistically significant within the CAPM model. However, further in-sample analysis showed that the differences between the fitted values from multi-factor models estimated using panel regression methods and the benchmark single-factor model estimated for individual peer group BHCs are not material. Hence, we concluded that panel estimation methods did not provide material improvements to the COE estimates and were not appropriate for our exercise.
Finally, we examined different firm-level adjustments to the COE estimates that have been discussed in the literature with respect to the single-factor CAPM model. Specifically, we incorporated firm leverage and line-of-business concentrations into the COE estimates indirectly by adjusting the firm equity betas or directly by adjusting the COE estimates themselves. Thus, we examined four adjustment types: no adjustment, a leverage only adjustment, a line-ofbusiness adjustment, and an adjustment for both factors. Looking across candidate peer groups and CAPM model specifications, we cannot reject the null hypothesis that the adjusted COE estimates are equal to the unadjusted estimates, on average. We concluded that adjusting our COE estimates for these concerns raised in the literature was not statistically significant, and hence, not appropriate for our exercise.
In conclusion, our analysis suggests that the COE estimates generated by the single-factor CAPM model estimated using individual BHC regressions for a relatively large, BHC peer group are reasonable for our purposes. 5 While there are various important empirical decisions to be made ex ante, our results indicate that these decisions do not generate materially different COE estimates than simpler methods. Since an important goal of the PSAF methodology used by the Reserve Banks for estimating their imputed cost of equity capital is public replicability, using these simpler methods would seem to be preferred. However, the caveats regarding the theoretical validity and empirical accuracy of the COE estimates generated by the CAPM model must always be kept in mind.
The paper is structured as follows. Section II provides background on the needed COE estimates and the empirical issues we address here. Section III discusses the various peer groups we considered. Section IV presents the various specifications of the CAPM model we investigated and our empirical results. Section V presents our analysis of the firm-specific adjustments that we considered, and Section VI concludes.
II. Historical context and the key empirical issues examined
The Federal Reserve System provides payments services, such as check clearing and funds transfer capabilities, to depository institutions in the United States through the twelve Federal Reserve Banks. The Monetary Control Act (MCA) of 1980 requires that these services be provided at prices that fully reflect the costs a private-sector provider would face.
Correspondingly, the MCA requires the imputation of various financial costs, such as taxes, interest payments on debt financing, and the cost of equity capital (COE). To comply with these provisions of the MCA, the Federal Reserve System established a methodology, commonly referred to as the Private Sector Adjustment Factor (PSAF), for imputing these costs as well as a variety of others. In this paper, our emphasis is on the COE estimate, which is interpreted to be the return that must be provided to equity investors so as to entice them to purchase common shares of this payments service business.
6
The overall cost of the Reserve Banks' payments business is the sum of actual operating expenses, imputed costs such as various taxes, and the required COE expenses; see Table 2 2) be consistent with actual Reserve Banks' financial information;
3) be consistent with economy-wide practice, and particularly with private-sector practice, in accounting and applied financial economics; and 4) be intelligible and justifiable to the public, and replicable from publicly available information.
This last goal is based on the Reserve Banks' desire to strictly comply with the conditions within the MCA.
6 Thomson (2001) argues that different COE measures could be used for Reserve Bank payments services that are paper-based and those that are electronic. However, only an aggregate COE estimate is currently calculated and considered here. 7 A variety of different sets of competitors were considered before the so-called "bank holding company model" was decided upon; see U.S. Congress (1983) for further information. Subsequent reviews of the PSAF methodology have revisited the question of appropriate competitors, but they have retained BHCs as the nearest competitors that can be readily and consistently identified over time using publicly available data.
As described in Green et al. (2003) The third method currently used is the standard CAPM approach in which the COE estimate is the sum of the relevant risk-free rate and a firm-specific equity premium. The firm's risk premium is a fixed proportion of the overall market's risk premium. The proportionality factor is commonly known as the firm's equity beta. This parameter is most commonly estimated using the standard, one-factor CAPM model, although multi-factor models are also used regularly.
In 2004, the Federal Reserve System chose to review certain aspects of the PSAF methodology and the COE estimation procedure in particular; that review was the starting point for this study. In consultation with an advisory group of academic and private-sector consultants, the decision was made to recommend the use of just the CAPM method, despite its well-known theoretical and empirical flaws. This decision was supported by survey evidence, as cited by Bruner et al. (1998) as well as Graham and Harvey (2001) , that the majority of market participants consider the CAPM method most appropriate. Furthermore, most textbook treatments of equity cost of capital calculations are based on the CAPM model; see Damodaran (2001) for an example.
Yet, even within the CAPM method, there are important empirical issues to be considered. In this paper, we focus on four key empirical choices. The first choice is the appropriate peer group to which the Reserve Banks' payments services business should be compared. Since the initial development and implementation of the PSAF methodology in the early 1980s, the Federal Reserve System has been challenged to find an appropriate peer group.
Ideally, the peer group would be engaged in the same activities as the Reserve Banks' payments business, but several studies over the years have found that there are no private sector firms that provide the same set of services. Consequently, this COE estimate can only be made with respect to firms providing similar services as part a portion of their overall business. To date, the PSAF methodology has used a peer group consisting of large, U.S. publicly-traded BHCs. In this paper, we experimented with differing criteria for narrowing the BHC peer group to determine the impact this choice has on the COE estimates.
The second key empirical choice we examined was whether additional factors, aside from the overall equity market return, should be included in the CAPM calculation; see Fama and French (1997) as well as Bower et al. (1984) . With respect to BHCs, many empirical studies have concluded that an interest rate factor is appropriate since BHCs typically borrow funds with short-term maturities and lend funds with longer maturities. In addition, although payments revenues are difficult to calculate for individual BHCs, we included a proxy based on the measures proposed by Rice and Stanton (2003) in our CAPM specifications.
The third key empirical choice is the CAPM estimation method. For this study, we considered individual BHC regressions and a panel regression framework. 9 For the individual BHC regressions, each peer group BHC's parameters were estimated separately without reference to the other BHCs. The regression results were then aggregated to form the COE estimates for the Reserve Banks' payments business. As discussed by Barnes and Hughes (2001) , panel data estimation would explicitly take account of any useful information available in the cross-sectional stock return data. This method generates common parameter estimates for all peer group BHCs and simplifies the generation of the desired COE estimates.
The fourth empirical choice we considered was whether to modify the COE estimates using firm-level adjustments as discussed in the CAPM literature. Specifically, we incorporated firm leverage and line-of-business concentrations into the COE estimates indirectly by adjusting the firm equity betas or directly by adjusting the COE estimates themselves. We examined four adjustment types: no adjustment, a leverage only adjustment, a line-of-business adjustment, and an adjustment for both factors. While these adjustments to the COE estimates are conceptually appealing, their practical impact is not immediately clear; that is, do these adjustments lead to meaningful changes in the Reserve Banks' COE estimate? In this paper, we compare these alternative measures directly.
III. Defining the peer group for the Reserve Banks' payments business
In textbook applications, the cost of equity capital for a specific project or division within a multi-line business firm should be determined using the so-called "pure play" approach.
Within this approach, publicly-traded firms exclusively engaged in the same line of business as the division in question are identified, and their COE estimates, properly weighted, generate the division's COE estimates. 10 Although simple in theory, the "pure play" approach is difficult to implement since identifying firms that match a specific business line is typically not possible or complicated by the lack of corresponding mono-line firms.
With specific reference to the Reserve Banks' payments services business, these difficulties are squarely in place. Historically, the Federal Reserve System's efforts to impute a COE measure for its payments business have focused on two peer groups. The first group is publicly-traded firms that specialize in the processing of financial transactions, whether physical or electronic, for financial institutions. 11 While reasonable in several respects, this peer group has not historically been used in the PSAF calculations for several reasons. For example, like BHCs, some of these firms also engage in non-payments businesses, such as creating and managing customer affinity programs for merchants. In addition, creating objective criteria for identifying such firms over time based just on publicly available data is challenging. Finally, many of these firms are partly or majority owned by BHCs.
10 Note that this approach assumes that the capital structures of these peer group firms are the same as that of the division. 11 Current examples of such firms are Fiserv (ticker FISV), the Bisys Group (BSG), and Total System Services (TSS).
Hence, the second peer group based exclusively on BHCs has historically been chosen as the appropriate one. The primary reason for this choice is that BHC payment services, particularly their correspondent banking services, are most similar to the Reserve Banks' payment services. However, this choice is limiting in several ways. BHCs obviously provide a much wider array of services than just wholesale payments processing and correspondent banking services. Moreover, the array of BHC services may continue to broaden as they evolve in today's less regulated financial environment. Nevertheless, given the difficulties of easily identifying payments services firms that are publicly traded, BHCs are a reasonable proxy and have been used in the PSAF calculations up through 2005; see U.S. Congress (1983; page 1011) .
BHCs are readily identified here based on their government charters and mandatory data filings with government supervisors. 12 For this study, we set the largest peer group as BHCs that are ranked in the top 50 ("top 50") by deposits at year-end 2003 and have been publicly-traded for five years. The deposit ranking was chosen for our calculation on the basis that total bank deposits can be viewed as a reasonable proxy for BHC wholesale payment services. As of yearend 2003, 47 of the top 50 BHCs ranked by deposits met our criteria; see Table 2 . 13 Note that we adjust the BHC monthly stock returns and other balance sheet data for mergers over our fiveyear estimation period.
While using this larger peer group for generating the desired COE estimates is not unreasonable, there are also good reasons to narrow the size of the peer group, ranging from closer adherence to industry practice for COE calculations to applying further criteria relevant to the PSAF methodology for consistency, simplicity and public replicability, the original "top 50"
peer group was chosen as the benchmark and should be favored if the changes to the COE estimates induced by these alternative peer groups are economically or statistically small.
IV. Nested CAPM specification issues and empirical results
Although questioned extensively in the academic literature, the use of the CAPM approach for COE estimation is well established in practice. The benchmark single-factor CAPM model for equity returns is typically specified as
where R it is a BHC merger-adjusted monthly stock return; R ft is the risk-free, one-month Treasury bill rate; α i is a mispricing term; β Ei is the BHC's equity beta that measures the sensitivity of its excess returns to the market equity premium; R mt is the monthly return on the overall market portfolio; and ε it is an error term.
14 Due-to balances are defined as the sum of total transaction and nontransaction deposits by domestic and foreign depository institutions at all of a BHC's subsidiary banks. The bank-level Call Report variables used, as of year-end 2003, were RCONB551, RCONB552, RCON2213, and RCON2236. 15 For BHCs, the Tier 1 capital ratio is the ratio of core capital elements (less goodwill and other intangible assets) to risk-weighted assets with respect to the Basel Capital Accord. The Reserve Banks' ratio of 10.4% in 2003 was determined within the PSAF with respect to their imputed assets and capital.
For this study, we extended the benchmark model by incorporating two additional variables. First, since BHCs are particularly sensitive to the interest rate environment, we included an interest rate factor. Specifically, since banks typically borrow funds with short maturities and lend funds with longer maturities, we used a term premium, defined as the difference between long-term and short-term Treasury rates, as our interest rate factor. Second, since we are concerned with BHCs' participation in the payments business, we introduced a proxy for BHC payments revenues into the model by interacting it with the two systematic factors. The four-factor model we estimated was
where PRS it is the individual BHC's merger-adjusted payments revenue share; R Lt is the constant maturity, ten-year Treasury yield; and R St is the constant maturity, three-month Treasury yield.
Generating a proxy for BHC payments revenue is not a simple matter since there are no standardized accounting definitions available. In this paper, we generated the PRS it variable using the definition of BHC payments revenues used by Rice and Stanton (RS, 2003) , which followed on the work of Radecki (1999 BHCs receive compensation for their payment services not simply through explicit account maintenance and activity fees, but also because depositors forgo market interest rates on certain account balances. Depositors typically earn little or no interest on deposits in demand, negotiable order of withdrawal (NOW), savings, and money market accounts at banks.
However, banks benefit by reinvesting these funds at market rates. Radecki (1999) found this implicit income to be approximately three times the explicit fees collected on these accounts.
Following Radecki (1999) and Rice and Stanton (2003) , we calculated foregone interest revenue by assuming that all deposits are invested at the federal funds rate, and the bank "earns" the spreads between the federal funds rate and the average interest rates paid to different depositors.
We calculated foregone interest revenue (FIR) as:
where DDA it denotes a BHC's quarterly aggregate balance in demand deposit accounts; f t is the average federal funds rate in quarter t; MMDA it is a BHC's quarterly aggregate deposits in money market accounts; r MMDAt is the national average money market rate for the year; NOW it is a BHC's quarterly aggregate deposits in NOW accounts; and r NOWt is the national average rate on NOW accounts for the year. 18 The deposit rates are national averages for the last week of the year as reported in the Bank Rate Monitor. These quarterly series were made monthly for our regression analysis using simple interpolation.
The payments-revenue variable used in the RS study was the sum of the various payments revenues divided by operating revenues. For our calculations, quarterly BHC operating revenue is defined as the sum of total noninterest income and total interest income minus total interest expense and provisions for credit losses. 19 Note that foregone interest revenues are not included in the definition of operating revenue, and thus our payments revenue share variable, denoted as PRS it , should be considered a normalized measure of payments revenue and not a simple percentage.
As shown in To distinguish which specifications were preferred from a statistical point of view, we used both model selection criteria and hypothesis testing criteria. We used the Akaike information criterion (AIC) and the Bayesian information criterion (BIC), both for whom lower values indicate the best combination of in-sample fit and parameter parsimony. To evaluate the model selection criteria across the BHCs in our peer groups, we calculated both their averages and frequency distributions. For the hypothesis testing criteria, we combined the individual hypothesis testing results across the peer group BHC regressions using both a simple percentage of times the null hypothesis was rejected at the 5% significance level and the Pearson p λ test.
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In addition to these statistical criteria, we also evaluated the alternative model specifications as to whether their fitted values were statistically different from each other. This third approach provides statistical judgment as to whether there are material differences across the specifications. The different conclusions developed by these criteria permit us to determine the most appropriate statistical model that contributes in a material way relative to the more 20 With regard to the panel regression analysis, we estimated specifications including fixed effects, random effects, and random effects with no constant. Standard specification tests indicated that the random effects model was the appropriate one to use for our data, and we present only our results for this specification. 21 The Pearson p λ test is used to combine the results of independent tests into an overall rejection (or non-rejection) of the null hypothesis. Suppose there are k cases, and let p i be the probability in case i of obtaining an estimated parsimonious, benchmark CAPM model. That is, if the differences between the fitted values are statistically indistinguishable from zero on average, the benchmark model should be the preferred model.
As shown in Table 4 , we examined seven specifications of the CAPM model, and the model selection criteria were averaged across the 47 BHCs in the "top 50" peer group as estimated over the period 1999 to 2003. For both the AIC and BIC criteria, the benchmark CAPM model provides the best combination of in-sample fit and parameter parsimony. Model rankings across the 47 individual BHC regressions tell a similar story; the benchmark CAPM model has the lowest AIC across 23 BHCs and the lowest BIC for 38 firms. The next best performing models were M2 (i.e., the model with the two systematic factors), M3 (the two-factor model with the market factor and the market factor interacted with the PRS it variable), and M4
(the three-factor model with the market factor alone and both systematic factors interacted with PSR it ). The results of the hypothesis testing also suggest that the benchmark model is the most appropriate here. From Table 5 , it is evident that across the 47 likelihood ratio tests for each of the six hypotheses, the rejection frequency is never greater than 12.8%. Since the first hypothesis of interest corresponding to the benchmark model (i.e., that the coefficients of the three additional factors are jointly zero) was accepted for about 90% of the "top 50" peer group, we advocate selecting the benchmark model. Combining the 47 test results for each hypothesis using the Pearson p λ test, we again conclude that the benchmark model should be selected.
In terms of the distributional analysis of the specifications' fitted values, it would be most interesting to see if the distributions for M1, M2, M3 and M4 were statistically different from each other. Yet, since the statistical criteria strongly suggest the benchmark model, consideration of the "materiality" criterion seems redundant. We present these additional insample results simply for completeness. although there may be weak evidence in support of an alternative CAPM specification, the benchmark model is the best choice for our exercise based on the individual regressions.
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Turning to the panel regression results shown in Table 7 , the preferred models were M7
(the full specification) according to the AIC criterion and M4 (i.e., the three-factor model with the market factor alone and both systematic factors interacted with PSR it ) according to the BIC criterion. The hypothesis testing criteria presented in Table 8 also suggested that M7 is the most appropriate model since all of the parameter restrictions were rejected. Regarding the materiality criterion results for both the medians and full distributions of the fitted values, Table 9 shows that M4, M6 and M7 were statistically different from the benchmark model, while M5 was also different just for the median analysis. Thus, the overall in-sample panel results for the "top 50"
peer group suggested that M4 and M7 were the most appropriate specifications and were materially different from the benchmark CAPM model. Hence, the evidence using panel estimation methods stands in stark contrast to the evidence using individual regressions.
To examine the contrasting results from these two estimation types further, we compared the three sets of fitted values to determine whether their differences were material. In other words, we examined whether the 2,820 fitted values for the benchmark model estimated using In summary, our in-sample specification tests and comparison of estimation procedures suggest that the benchmark CAPM model based on individual regressions is the most appropriate for our exercise. In the section that follows, we more directly examine the non-nested questions of peer group effects and further adjustments based on firm-specific factors.
22 Specification analysis based on our three other peer groups resulted in the same conclusion.
Based on our analysis so far, we propose to generate COE estimates for the Reserve Banks' payments business by estimating separate time-series regressions for the BHCs in our chosen peer groups using ordinary least squares estimation. For comparison purposes, we performed a parallel analysis using panel regression techniques, where possible. For the benchmark CAPM model, the individual market equity betas were aggregated up to a single value using an average; i.e.,
where K is the number of BHCs in the peer group. What weights should be used in our calculations? As discussed by Green et al. (2003) , equal weights and weights based on market capitalization (i.e., value weights) are the leading candidates. For this exercise, equal weights were chosen since the candidate peer groups, beyond the first two, are based on BHC-specific variables.
23

V. Non-nested comparison of COE estimates
The empirical results presented in the prior section focused on CAPM specification issues for the full peer group of 47 publicly-traded BHCs within the list of top 50 BHCs sorted by deposits as of year-end 2003. The analysis was based on issues of in-sample fit and model selection criteria, which are appropriate for examining nested model alternatives. In this section, we focus on COE estimates generated across the non-nested alternative methods just discussed.
The specific questions that we focus on are:
-What impact do adjustments for firm-specific factors, such as firm leverage and lineof-business concentration, have on the COE estimates for the Reserve Banks' payments business?
-What impact does narrowing the peer group have on these COE estimates?
V.A. Incorporating firm-specific factors into the COE estimates
As summarized in various financial textbooks, methodologies have been developed to adjust equity betas for firm-specific factors. In particular, balance-sheet leverage has been acknowledged as an important factor affecting the sensitivity of firms' stock returns to general market fluctuations. Leverage is more important for banks than for commercial firms since deposits and other sources of short-term funding are used to finance a much larger balance sheet of loans and other longer-term investments; see Wilson (2002 Wilson ( , 2003 . As originally suggested by Hamada (1972) and summarized in various textbooks, firms' equity betas within the benchmark CAPM model can be adjusted for leverage and tax exposures to generate betas for firms' underlying assets using the following equation:
where Ai β is the asset beta for BHC i; Ei β is its equity beta; i τ is its marginal tax rate; and (D/E) i is the BHC's book value debt-to-equity ratio.
For our exercise, we generated the releveraged asset beta for the Reserve Banks' payments business, denoted β RA,FED , by averaging the individual asset betas for the BHC peer group and releveraging; i.e.,
To implement this leverage adjustment, several empirical questions regarding the D/E ratio need to be addressed. The first question is related to the appropriate definition of BHC debt. We based our comparison of COEs on the usual definition of total debt, which excludes deposits. In principle, we could have used total liabilities in our analysis since they are integral to our definition of the peer groups, but we chose to be consistent with industry and academic practice. As further discussed by Wilson (2002 Wilson ( , 2003 , equity cost of capital varies in important ways across business lines within the financial services industry. These variations could be important for our analysis, especially since the payments business is not the primary activity of the peer group BHCsand that activity is not in the types of payments businesses that the Reserve Banks engage in. To address these concerns, researchers have developed adjustments to equity betas based on firm's business line concentrations. These so-called "line-of-business" betas were proposed by Ehrhardt and Bhagwar (1991) and refined by Kaplan and Peterson (1998) and Cummins and Phillips (2003) . The underlying premise is that a firm is a portfolio of businesses, and the firm's beta is then a weighted average of the separate businesses' beta coefficients. In theory, the weight on each line-of-business beta is the ratio of the market value of the business to the market value of the firm as a whole. Since the market values of the individual businesses typically can not be observed, a proxy measure must be used for the decomposition. Usually, an accounting measure, such as sales or revenues, is used.
For this study, we use our payments revenue share (PSR it ) variable, which is the ratio of our defined payments revenues to total operating revenues, as the appropriate proxy, for 2003.
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The line-of-business adjustment to the standard equity beta is conducted as a regression of the peer groups' equity betas as of year-end 2003 on our payments revenue share variable and its complement; i.e., ( )
where E,LOB β is the adjusted equity beta for the payments business and R,LOB β is the adjusted equity beta for all other BHC business. For our analysis, E,LOB,FED E,LOB . β = β The sample sizes of these cross-sectional regressions change across peer groups, ranging from 47 for the "top 50" peer group to just 4 for the global processors peer group. Clearly, the latter regression is not statistically sound, and even for the larger peer group, we generated E,LOB β values that were insignificantly different from zero. Our rationale for examining such estimates is for consistency of approach, especially since such limitations are common across the cases we examined.
In the above mentioned papers, equity betas, as opposed to asset betas, are decomposed into line-of-business betas. Cummins and Phillips (2003) specifically mention that they worked with equity betas because the assumption that all divisions within a firm have the same leverage is too strong within the insurance industry that they examine. Although this may be true for BHCs, we chose to examine the impact of the line-of-business adjustment on both equity and asset betas, as per Damodaran (2001) , and thus on our COE estimates. The asset beta regression was conducted as ( )
The releveraged asset beta with the line-of-business adjustment for the Reserve Banks' payments business is thus ( )
Note that, as written above, these line-of-business regressions give equal weight to all firms in the peer group, and hence the estimated coefficients are representative of the average firm in the peer group. In contrast, market capitalization weights could be introduced into the regression to generate coefficients that are representative of the peer group as a whole.
For the benchmark CAPM model, the COE estimate for a given year and adjustment type
where R F is the one-year risk-free rate and [ ]
is the annualized, expected market risk premium, which is commonly proxied for using a long-term average value. The four adjustment types we considered were no adjustment (i.e., X = E), a leverage adjustment (X = RA), a line-ofbusiness adjustment (X = E,LOB), and an adjustment for both factors (X = RA,LOB).
For our analysis, we chose to examine COE estimates from the alternative CAPM specifications discussed earlier. Even though the in-sample criteria suggested the benchmark model, we examined the impact of all the specifications on the COE estimates. However, when considering multifactor CAPM models, some conceptual and practical difficulties arise. First, the additional factors must be accounted for in the COE estimates; that is,
where COE E,m,FED is the Reserve Banks' COE estimate based on the CAPM estimation framework for model specification m with k m factors; k,FED β is the average estimate of BHC stock return sensitivity to the k th factor in that specification; and f k is the long-term average value of the k th factor proxying for its expected value.
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Second, to our knowledge, the problem of introducing capital structure into these multifactor models has not been resolved in the academic literature or in industry practice. The main difficulty is how best to adjust the estimated values using the peer groups' and the Reserve Banks' D/E ratios and tax rates. For this component of our analysis, we chose to apply the leverage adjustment presented earlier directly to the COE estimates themselves. 27 We generated
where COE RA,m,i is the leverage-adjusted COE estimate for a given BHC based on CAPM specification m; i.e., ( )
where COE E,m,i is the unadjusted COE estimate for a given BHC as implied by specification m.
Finally, to introduce the line-of-business adjustment for multifactor CAPM models, we again apply the adjustments to the firm-level COE estimates. we conducted our analysis on the sample of all the generated COE estimates as well as on a sample that truncates negative values at zero (i.e., negative values are replaced with zeros).
V.B. Comparison across firm-specific adjustments to the COE estimates
The primary question analyzed in this section is whether incorporating additional firmlevel variables, particularly leverage and business concentrations, has a substantive statistical impact on the COE estimates for the Reserve Banks' payments business, and hence on the PSAF.
Recall that the four adjustment types we consider are no adjustment, a leverage adjustment, a line-of-business adjustment, and both adjustments applied concurrently. For our analysis, we tested the hypothesis that the differences in COE estimates relative to the benchmark case with no adjustments averaged to zero; i.e., that the additional firm-level variables do not have a statistically significant impact on COE estimates.
For each comparison, we have 28 observations, generated by the seven model specifications for the four peer groups, for all four firm-specific adjustment types. Note that we initially do not examine COE estimates generated using the panel regression approach because this methodology generates beta estimates common across the peer group BHCs and hence precludes our line-of-business analysis. The comparison is conducted by regressing the above 28 COE differences on a constant and controls for model specification and peer group. Note that robust standard errors are estimated using the Huber/White sandwich technique to account for any dependence across the COE estimates.
The empirical results suggest that we cannot reject the null hypothesis that the leverage adjustment is relevant. The difference in these COE estimates from the benchmark values was significantly different from zero with a robust p-value of 0.08. However, the differences between the benchmark equity COE estimates and those adjusted for business concentration alone and with a leverage adjustment are not significantly different from zero with robust pvalues of 0.71 and 0.56, respectively. Taken at face value this would imply that while the leverage adjustment is material, the adjustments for business concentration and simultaneously for leverage and business concentration are immaterial.
To focus more directly on the leverage adjustment alone, we can now include the COE estimates generated by the panel regression estimation in our analysis. Hence, the sample of COE estimates available for analysis doubles to 56, and it can be increased by a further 28
observations if we consider the COE E,m,LOB estimates (i.e., again seven CAPM specifications and four peer groups). For both of these sets of estimates, we reject the null hypothesis that the COE differences are statistically different from zero with robust p-values of 0.53 and 0.95, respectively. Hence, the conclusion based on these larger samples of alternative COE estimates suggest that the leverage adjustment is not statistically meaningful for our exercise. This conclusion obtains also when we consider the sample with truncation of negative COEs at zero.
V.C. Comparison across peer groups
As discussed previously, selection of a BHC peer group for the Reserve Banks' payments business is a challenge for several reasons. In our analysis here, the largest peer group consisting of the 47 publicly-traded BHCs in the list of top 50 by deposits as of year-end 2003 was our benchmark peer group. We examined whether narrowing the peer group using certain economic criteria had a material impact on the needed COE estimate. The answer to this question was not clear a priori, but in fact, our empirical results suggest that these reductions are not material.
The analytical method used was again to examine the differences between COE estimates for the benchmark and three alternative peer groups. We have a total of 42 COE estimates, which include 28 observations for the estimation using individual regressions (i.e., seven CAPM specifications and four firm-level adjustment types) and 14 observations just for the panel regression estimation since the line-of-business adjustments cannot be applied here (7 model specifications * 2 adjustment types (E and RA)). For each alternative peer group, we examined whether the differences between their 2003 COE estimates and the benchmark values were statistically different using a regression of these differences on a constant and control variables for the chosen specification and the firm-level adjustments used.
The COE differences for the "narrower" and global processor peer groups relative to the benchmark peer group are not statistically significant with p-values of 0.10 and 0.48, respectively. However, the differences for the top 25 peer group are statistically significant with a p-value of 0.01 with an average difference of 3.89% and a standard deviation of 9.32%.
Why is the top 25 peer group different to the other two alternative samples? The main driver was line-of-business regressions that generated some unlikely (i.e., large negative values), usually due to negative and insignificant parameter estimates. The results without line-ofbusiness COE estimates compared 28 observations (i.e., 7 specifications * 2 estimation methods * 2 adjustment types (E and RA)) and showed that the COE differences across the peer groups
were not significantly different from zero with p-values of 0.35, 0.68 and 0.18, respectively for the global processors, the "narrower" peer group and the top 25 by deposits peer group, respectively. Similarly, for the truncated sample of the full 42 COE estimates, the average differences between the benchmark values and the values of the three other peer groups are never significantly different from zero with p-values of 0.54, 0.66 and 0.14, respectively. These results lead to the conclusion that peer group effects are not a significant factor in our calculations.
In summary, the selection of the peer group does not have much of an impact on the COE estimates for the Reserve Banks' payment business, particularly if one discounts the negative COE estimates arising from insignificant, but negative, parameter estimates. Given the challenges in crafting the appropriate peer group for this exercise in a way that is replicable by the public, the simple criterion of the publicly traded BHCs in the list of top 50 by deposits is reasonable. Further narrowing the peer group based on additional criteria might have certain benefits, but at least for the reductions examined here, they do not materially affect the COE calculations, and hence the PSAF, from a statistical point of view.
VI. Conclusions
Fama and French (1997) conclude their study of estimates of equity capital costs with the following quote: "Our guess is that, whatever the formal approach, two of the ubiquitous tools in capital budgeting are a wing and a prayer, and serendipity is an important force in outcomes."
Such a pessimistic evaluation of this type of operational exercise may be accurate, but equity capital costs must be calculated on an ongoing basis by a variety of firms, including the Federal Reserve Banks' payments business. Given this operational reality, we examined various alternative estimates of this cost of equity capital within the CAPM framework. Our goal was to determine which measures were the most appropriate to use for this exercise, at least in a relative sense.
Our estimation results suggest that introducing additional factors, such as changes in market interest rates and firms' payments revenue shares of operating revenue, do matter in a statistical sense; i.e., their addition does improve the model's in-sample fit in a statistically meaningful way, particularly with panel regression techniques. However, our nested model selection, hypothesis testing and materiality criteria suggest these additional factors are statistically immaterial. Similarly, for peer group issues, unless there are strong priors on how to conduct the beta estimation, the estimated COEs are generally not materially different across peer group specifications. Across beta and COE-adjustment types, incorporating additional firmlevel data into the beta estimation process does not appear to change the results in statistically significant ways.
Given these results, we have found that the cost of equity capital and hence the PSAF for the Federal Reserve Banks' payments services can reasonably be estimated using the simple CAPM model. There is no compelling evidence that suggests it would be better to extend the model to account for additional model factors, for firm leverage or for business concentration, as these extensions do not lead to material differences in the estimated cost. 28 Of course, we do not intend to imply that there will be no economic differences across the alternative COE estimates. 28 It is interesting to note that several textbooks discuss the idea of combining a firm's current equity beta estimate with the value of one in order to generate a more widely acceptable measure; see Damodaran (2001 
