The problem of the estimation of a regression function by continuous piecewise linear functions is formulated as a nonconvex, nonsmooth optimization problem. Estimates are defined by minimization of the empirical L 2 risk over a class of functions, which are defined as maxima of minima of linear functions. An algorithm for finding continuous piecewise linear functions is presented. We observe that the objective function in the optimization problem is semismooth, quasidifferentiable and piecewise partially separable. The use of these properties allow us to design an efficient algorithm for approximation of subgradients of the objective function and to apply the discrete gradient method for its minimization. We present computational results with some simulated data and compare the new estimator with a number of existing ones.
Introduction
We consider the problem of estimating a multivariate regression function given a sample of the underlying distribution and develop an algorithm for the computation of continuous piecewise linear functions approximating such regression functions.
In applications usually no a priori information about the regression function is known, therefore it is necessary to apply nonparametric methods for this estimation problem. There are several established methods for nonparametric regression, including regression trees like CART [6] , adaptive spline fitting like MARS [10] and least squares neural network estimates (Chapter 11 in [12] ). All these methods minimize a kind of least squares risk of the regression estimate, either heuristically over a fixed and very complex function space as for neural networks or over a stepwise defined data dependent space of piecewise constant functions or piecewise polynomials as for CART or MARS.
In this paper, we consider a rather complex function space consisting of continuous piecewise linear functions, over which we minimize an empirical least squares risk. Since each continuous piecewise linear function can be represented as a maxima of minima of linear functions [5] , we use such a representation to estimate regression functions. We fit a linear spline function with free knots to the data. But in contrast to MARS, we do not need heuristics to choose these free knots, but use instead nonsmooth optimization methods to compute our estimate approximately in an application. Since continuous piecewise linear functions are, in general, nonsmooth and nonconvex, the resulting least squares risk is nonconvex and nonsmooth function. The Clarke subdifferential can be used to design algorithms for minimization of such functions [8] . However, the objective function is also non-regular and the Clarke sudifferential calculus cannot be used to estimate its subgradients. In this paper, we present an algorithm to approximate subgradients of the least squares risk function. Then we present the discrete gradient method which is based on those approximations to compute piecewise linear functions. We also present the computational results with simulated data and compare the proposed algorithm with various regression estimates.
The structure of the paper is as follows. Section 2 gives the definition of the estimate and the optimization reformulation of the problem of estimating a regression function. Properties of the objective function in the optimization problem are discussed in Section 3. An algorithm for approximation of subgradients is described in Section 4 and the minimization algorithm in Section 5. The implementation of the minimization algorithm is discussed in Section 6. We present numerical results with simulated data in Section 7. Section 8 concludes the paper.
Regression estimation
In regression analysis an IR p × IR 1 -valued random vector (U, V ) with EV 2 < ∞ is considered and the dependency of V on the value of U is of interest. More precisely, the goal is to find a function ϕ : IR p → IR 1 such that ϕ(U) is a "good approximation" of V . In the sequel we assume that the main aim of the analysis is minimization of the mean squared prediction error or L 2 risk
In this case the optimal function is the so-called regression function m : IR p → IR 1 , m(u) = E{V |U = u}. Indeed, let ϕ : IR p → IR 1 be an arbitrary (measurable) function and denote the distribution of U by µ. Then
Here the second equation follows from
Since the integral on the right-hand side of (2) is always nonnegative, (2) implies that the regression function is the optimal predictor in view of minimization of the L 2 risk:
In addition, any function ϕ is a good predictor in the sense that its L 2 risk is close to the optimal value, if and only if the so-called L 2 error
is small. This motivates to measure the error caused by using a function ϕ instead of the regression function by the L 2 error (4). In applications, usually the distribution of (U, V ) (and hence also the regression function) is unknown. But often it is possible to observe a sample of the underlying distribution. This leads to the regression estimation problem. Here (U, V ), (U 1 , V 1 ), (U 2 , V 2 ), . . . are independent and identically distributed random vectors. The set of data
is given, and the goal is to construct an estimate
is small. For a detailed introduction to nonparametric regression we refer the reader to the monograph [11] .
Least squares estimates
The regression function minimizes the L 2 risk (1) over the set of all measurable functions, so in principle it can be computed by solving a minimization problem. However, in an application the term to be minimized is unknown, because it depends on the unknown distribution of (U, V ). For least squares estimates the given data is used to estimate the L 2 risk by the so-called empirical
and the regression estimate is defined by minimizing (5). Minimization of (5) with respect to all measurable functions (as in (3)) leads to an estimate, which usually (at least if the values of U 1 , . . . , U l are distinct) interpolates the given data. Obviously, such an estimate is not a reasonable estimate for m(u) = E{V |U = u}. In order to avoid this so-called overfitting, for least squares estimates, first a class F l of functions ϕ : IR p → IR 1 is chosen and then the estimate is defined by minimizing the empirical L 2 risk over F l , i.e.,
Here we assume that the minimum exists, however we do not require that it is unique.
Definition of the estimate
In the sequel we will use continuous piecewise linear functions to define F l . Since any continuous piecewise linear function can be represented as a max-min of finite number of linear functions (see [5] ) we consider maxima of minima of linear functions. More precisely, let K l ∈ IN and L 1,l , . . . , L K l ,l ∈ IN be parameters of the estimate and set
T . For this class of functions the estimate m l is defined by (6).
Formulation of optimization problem
It follows from (5) that the estimation of a regression function by continuous piecewise linear function can be formulated as the following minimization problem:
subject to
Here
In the next section we study some properties of the function F .
Properties of F
In general, the objective function F in Problem (7) is nonsmooth and nonconvex. The number of its local minimizers is large, if the numbers l and q are large. The theory of Clarke generalized gradients can be applied to study such functions. Before describing properties of the function F we recall definitions of a Clarke subdifferential, a quasidiffential, semismooth and piecewise partially separable functions. A function f , defined on IR n , is called locally Lipschitz continuous if for any bounded subset X ⊂ IR n there exists an R > 0 such that
In [7] (see, also [8] ) Clarke introduced generalized gradients for Lipschitz functions.
Since a locally Lipschitz function f is differentiable almost everywhere we can define for it a subdifferential by
here D(f ) denotes the set where f is differentiable, co denotes the convex hull of a set. The mapping ∂f (x) is upper semicontinuous and bounded on bounded sets [8] .
The generalized directional derivative of f at x in the direction g is defined as
For the locally Lipschitz function f the generalized directional derivative exists and
) is a derivative of the function f at the point x in the direction g:
Let f be a locally Lipschitz continuous function defined on IR n . For a point x to be a local minimizer of the function f on IR n , it is necessary that 0 ∈ ∂f (x).
A function f : IR n → IR 1 is called semismooth at x ∈ IR n , if it is locally Lipschitz at x and for each g ∈ IR n and for any sequences
exists [13] . The semismooth function f is directionally differentiable and
A function f is called quasidifferentiable at a point x, if it is locally Lipschitz continuous, directionally differentiable at this point and there exist convex, compact sets ∂f (x) and ∂f (x) such that:
The set ∂f (x) is called a subdifferential, the set ∂f (x) a superdifferential and the pair [∂f (x), ∂f (x)] a quasidifferential of the function f at a point x [9] .
The function f is called a partially separable if there exists a family of n × n diagonal matrices Q i , i = 1, . . . , M such that the function f can be represented as follows:
We assume that the matrices Q i are binary, that is they contain only 0 and 1 and the number of non-zero elements in the diagonal of the matrix Q i is much smaller than n. In other terms, the function f is called partially separable if it can be represented as the sum of functions of a much smaller number of variables. If M = n and diag(Q i ) = e i where e i is the i − th orth vector, then the function f is separable.
The function f is said to be piecewise partially separable if there exists a finite family of closed sets
n and the function f is partially separable on each set D i , i = 1, . . . , m (see [2] ). Now we can describe some of properties of the function F .
Proposition 1. The function F is locally Lipschitz continuous.
Proof: One can see from the definition of the function F that it is represented as a smooth composition of max-min type functions. More precisely, it is represented as a smooth composition of continuous nonconvex piecewise linear functions. Therefore it is nonconvex. Since both smooth and continuous piecewise linear functions are locally Lipschitz continuous the function F is also locally Lipschitz continuous. Remark 1. In general, nonconvex piecewise linear functions are not regular, then the function F , in general, is not regular. It follows from Proposition 1 that F is subdifferentiable, however it is nonregular. The Clarke subdifferential calculus for such functions exists in the form of inclusions and such a calculus cannot be used to estimate subgradients of the function F . Therefore computations of even one subgradient of this function is a quite difficult task. In Section 4 we describe an algorithm for approximation of subgradients of the function F .
Proposition 2. The function F is quasidifferentiable and its subdifferential and superdifferential are polytopes.
Proof: Consider the function
This function can be represented as the difference of two convex functions ψ 1 i,k and ψ 2 i,k as follows:
, where
The function ψ i,k at any point (x, y), x ∈ IR q×p , y ∈ IR q are polytopes, that is they can be expressed as a convex combination of finite number of points.
Now consider the following function
This function can be represented as the difference of two convex functions ϕ 1 i and ϕ 2 i as follows:
Both functions ϕ 1 i and ϕ 2 i are convex piecewise linear and their subdiffierentials are polytopes at any point (x, y), x ∈ IR q×p , y ∈ IR q . This means that the function ϕ i is quasidifferentiable and its subdifferentials and superdifferentials are polytopes at any point.
Finally, the function F is smooth composition of the functions ϕ i and therefore it is quasidifferentiable [9] . Since for any smooth functions subdifferential is the singleton set at any point, the function F is quasidifferentiable and its subdifferential and superdifferential are polytopes.
Proposition 3. The function F is semismooth.
Proof: The proof follows from the facts that linear functions are semismooth, minimum of semismooth functions is again semismooth, maximum of semismooth functions is also semismooth and finally, the smooth composition of semismooth functions is semismooth [13] .
Proposition 4. The function F is piecewise partially separable.
Proof: Linear functions are separable. Maximum and minimum of linear functions is piecewise separable and finally, smooth composition of continuous piecewise linear functions is piecewise partially separable (see [2] ). Therefore, the function F is piecewise partially separable. More precisely, for any k ∈ {1, . . . , K l } and j ∈ {1, . . . , L k,l } there exists a set D kj ⊂ IR n such that the function F in this set can be represented as follows:
It is clear that
however some of sets D kj can be empty.
Approximation of subgradients
In this section a technique to approximate subgradients of the function F is described. This approach is introduced in [3, 4] . All necessary proofs also can be found in these papers. We consider a function f defined on IR n and assume that this function is quasidifferentiable. We also assume that both sets ∂f (x) and ∂f (x) are polytopes at any x ∈ IR n . We denote by Φ the class of all semismooth, quasidifferentiable functions defined on IR n , whose subdifferential and superdifferential are polytopes at any x ∈ IR n . Results from the previous section show that the function F belongs to this class.
Let G = {e ∈ IR n : e = (e 1 , . . . , e n ), |e j | = 1, j = 1, . . . , n} be a set of all vertices of the unit hypercube in IR n . We take e ∈ G and consider the sequence of n vectors e j = e j (α), j = 1, . . . , n with α ∈ (0, 1]:
Let e ∈ G be a given vector and λ > 0, α ∈ (0, 1] be given numbers. Consider the following points
Let v = v(α, λ) ∈ IR n be a vector with the following coordinates:
For any fixed e ∈ G and α > 0 we introduce the set:
Proposition 5. [3, 4] . Assume that f ∈ Φ. Then there exists α 0 ∈ (0, 1] such that
Remark 2. It follows from Proposition 5 that in order to approximate subgradients of the function F one can choose a vector e ∈ G, sufficiently small α > 0, λ > 0 and apply (8) to compute a vector v(α, λ). This vector is an approximation to a subgradient.
Computation of subdifferentials
In this subsection we consider an algorithm for the computation of subdifferentials of the function F . This algorithm is based on the notion of a discrete gradient. We start with the definition of the discrete gradient, which was introduced in [1] . Let f be a locally Lipschitz continuous function defined on IR n . Let
Here S 1 is the unit sphere and P is the set of univariate positive infinitesimal functions. We take any g ∈ S 1 , e ∈ G and a positive number α ∈ (0, 1]. Then we define |g i | = max{|g k |, k = 1, . . . , n} and the sequence of n vectors e j (α), j = 1, . . . , n. For given x ∈ IR n and z ∈ P consider a sequence of n + 1 points:
The discrete gradient of the function f at the point x ∈ IR n is the vector Γ(x, g, e, z, λ, α) = (Γ 1 , . . . , Γ n ) ∈ IR n , g ∈ S 1 with the following coordinates:
It follows from Definition 1 that
for all g ∈ S 1 , e ∈ G, z ∈ P, λ > 0, α > 0.
Remark 3.
One can see that the discrete gradient is defined with respect to a given direction g ∈ S 1 and in order to compute it, first we define a sequence of points x 0 , . . . , x n and compute the values of the function f at these points that is we compute n + 2 values of this function including the point x. n − 1 coordinates of the discrete gradient are defined similar to those of the vector v(α, λ) and i-th coordinate is defined so that to satisfy the equality (9) which can be considered as some version of the mean value theorem.
Remark 4. Since the function F is piecewise partially separable we will use a special scheme described in [2] to compute its discrete gradients. This scheme allows us to use only two evaluations instead of n + 2 evaluations of the function F to compute one discrete gradient.
For a given α > 0 we define the following set:
Proposition 6. [3, 4] Assume that f ∈ Φ. Then there exists α 0 ∈ (0, 1] such that
Remark 5. Proposition 6 shows how one can approximate the subdifferential of the function F . However, in general, the computation of the set B(x, α) or its approximation is not easy. In the next section we describe an algorithm, where only a few discrete gradients are computed to find descent directions of the function F .
The discrete gradient method
In this section we describe the discrete gradient method for minimizing the function F . An important step in this method is the computation of descent directions. Therefore we start with the description of an algorithm for finding descent directions.
Computation of descent directions
Let z ∈ P, λ > 0, α ∈ (0, 1], the number c ∈ (0, 1) and a tolerance δ > 0 be given.
Algorithm 1. Computation of the descent direction.
Step 1. Choose any g 1 ∈ S 1 , e ∈ G, compute i = argmax {|g j |, j = 1, . . . , n} and a discrete gradient v 1 = Γ(x, g 1 , e, z, λ, α). Set D 1 (x) = {v 1 } and k = 1.
Step 2. Compute the vector w k 2 = min{ w 2 : w ∈ D k (x)}. If
then stop. Otherwise go to Step 3.
Step 3. Compute the search direction by
then stop. Otherwise go to Step 5.
Step 5. Compute i = argmax {|g k+1 j | : j = 1, . . . , n} and a discrete gradient
construct the set D k+1 (x) = co {D k (x) {v k+1 }}, set k = k + 1 and go to Step 2.
Some explanations to Algorithm 1 are necessary. In Step 1 we compute the discrete gradient in an initial direction g 1 ∈ IR n . The distance between the convex hull D k (x) of all computed discrete gradients and the origin is computed in Step 2. This problem can be solved using the algorithm from [15] . If this distance is less than the tolerance δ > 0, then we accept the point x as an approximate stationary point ( Step 2), otherwise we compute another search direction in Step 3. In Step 4 we check whether this direction is a descent direction. If it is, we stop and the descent direction has been computed, otherwise we compute another discrete gradient in this direction in Step 5 and update the set D k (x). At each iteration k we improve the approximation of the subdifferential of the function f .
Algorithm 1 terminates after a finite number of iterations [4] .
The method
Let sequences
small number α > 0 and numbers c 1 ∈ (0, 1), c 2 ∈ (0, c 1 ] be given.
Algorithm 2. The discrete gradient method
Step 1. Choose any starting point x 0 ∈ IR n and set k = 0.
Step 2. Set s = 0 and
Step 3. Apply Algorithm 1 for the computation of the descent direction at x = x k s , δ = δ k , z = z k , λ = λ k , c = c 1 . This algorithm terminates after a finite number of iterations r > 0. As a result we get the set D r (x 
Step 4.
then set x k+1 = x k s , k = k + 1 and go to Step 2. Otherwise go to Step 5.
Step 5. Construct the following iteration
Step 6. Set s = s + 1 and go to Step 3.
For the point x 0 ∈ IR n we consider the set M(
Proposition 7. [4]
Assume that the function f ∈ Φ and the set M(x 0 ) is bounded for any x 0 ∈ IR n . Then every accumulation point of {x k } belongs to the set X 0 = {x ∈ IR n : 0 ∈ ∂f (x)}.
Remark 6. It follows from Proposition 7 that the discrete gradient method can be applied to minimize the function F .
Implementation
In this section we describe conditions for the implementation of Algorithm 2 to solve Problem (7). The following conditions have been chosen:
1. Since Algorithm 1 can compute descent directions for any values of λ > 0 we take λ 0 > 1, some β ∈ (0, 1) and update λ k , k ≥ 1 by the formula
In our computations λ 0 = 3 and β = 0.6.
2. It follows from (13) and the condition c 2 ≤ c 1 that always σ s ≥ λ k and therefore λ k > 0 is a lower bound for σ s . This leads to the following rule for the computation of σ s . We define a sequence θ m = mλ k , m ≥ 1 and σ s is defined as the largest θ m satisfying the inequality in Step 5. In our computations c 1 ∈ (0.2, 0.5) and c 2 = 0.001.
3. In our computations α = 1, δ k = 10 −7 and z k (λ) = λ 2 for all k.
4. In our applications we choose the number of linear functions considered in the maxima and the minima in a data-dependent way by splitting of the sample. We split the sample of size l in a learning sample of size l learning < l and a testing sample of size l testing = l − l learning . We use the learning sample to define for a fixed number of minima functions K l and a fixed number of linear functions under minima L K l ,l an estimate m l learning ,K,L , and compute the empirical L 2 risk of this estimate on the testing sample. Since the testing sample is independent of the learning sample, this gives us an unbiased estimate of the L 2 risk of m l learning ,K,L . Then we choose K and L by minimizing this estimate with respect to K l and L K l ,l . In the sequel we use l ∈ {500, 5000}, l testing = l learning = l/2 and K l ∈ {1, . . . , 5}, L K l ,l ∈ {1, . . . , 5}.
Application to simulated data
In order to compare the estimates proposed in this paper with other nonparametric regression estimates we made a simulation study. Here we define (U, V ) by
where ǫ is standard normally distributed and independent of U and σ ≥ 0, and where U is uniformly distributed on [−2, 2] p . For the noise level σ we use three different values: 0, 0.5 and 1. We generate data sets of two different sample sizes, namely l = 500 and l = 5000.
For p = 1 we compare our estimate with kernel estimates (with Gaussian kernel) (see Chapter 5, [11] ), local linear kernel estimates (see Section 5.4, [11] ), smoothing splines (see Chapter 20, [11] ), neural networks and regression trees (as implemented in the freely available statistics software R [14]) by applying every one of these six estimates to samples of the above distributions. Since for p > 1 not all of these estimates are easily applicable in R, we compare for p > 1 our estimate only with neural networks and regression trees (again by applying every one of these three estimates to samples of the above distributions). In all cases we choose the smoothing parameter of the estimates by splitting of the sample, where for each simulation the size of the training sample and the testing sample is l/2.
In order to compute the L 2 errors of the estimates, we use Monte Carlo integration, i.e., we approximate
where the random variablesŨ 1 ,Ũ 2 , . . . are i.i.d. with distribution µ = P U and independent of D l . In the sequel we use N = 3000. Since this error is a random variable itself, we repeat the experiment 25 times with independent realizations of the sample, and report the mean and the standard deviation of the Monte Carlo estimates of the L 2 error. First we consider the case p = 1 and consider the following four different regression functions:
• m 4 (u) = 3 * sin(π * u/2), Figure 1 shows the four different univariate regression functions, Figure 2 shows these function together with our max-min-estimate applied to a sample with variance σ = 0.2 and sample size l = 500. In Tables 1 to 4 we report the error values for our maxmin estimate and the other five univariate regression estimates which are applied to the simulated data described above. From these tables we can see that in case of the distributions considered above our estimate outperforms the other estimates if the sample size is large and the regression function is not globally smooth like the fourth regression function. Next we consider the case p = 2 and the following three regression functions:
Figures 3-5 show the three bivariate regression functions together with our maxmin-estimate applied to a sample with variance σ = 0.2 and sample size l = 5000.
In Table 5 we compare our maxmin estimate with regression trees and neural networks. As above we report the error values for our maxmin estimate and the other two bivariate regression estimates which are applied to the simulated data described above. Here our estimate is most of the time better than regression trees and sometimes better and sometimes worse than neural networks. Finally, we consider the case p = 10 where we use the following four regression functions for our simulations:
• m 10 (u 1 , ..., u 10 ) = m 6 (u 1 + ... + u 5 , u 6 + ... + u 10 ),
Again we compare our maxmin estimate with regression trees and neural networks. In Table 6 we report the error values for our maxmin estimate and the other two multivariate regression estimates which are applied to the simulated data described above. Here none of the estimate is able to estimate m 8 well, the other method outperform our estimate for m 9 (which is a very simple function depending in fact only of two of the components of the predictor variable), but our estimate clearly outperforms the other estimates in case of l = 5000 and m 10 and for l ∈ {500, 5000} in case of m 11 .
Conclusion
In this paper we proposed an algorithm to compute continuous piecewise linear estimation of a regression function. This problem was formulated as an optimization problem where the objective function is nonconvex and nonsmooth. Moreover, it is nonregular and the Clarke calculus cannot be applied to compute subgradients of such functions. We proposed the special scheme to approximate the subgradients. The discrete gradient method based on those approximate subgradients is suggested to minimize the objective function. We present the results with simulated data and compare this approach with the number of other estimates. Numerical results confirm that the max-min estimate is effective for the estimation of regression functions. [14] The R Project for Statistical Computing, available on: www.r-project.org.
[15] P.H. Wolfe, "Finding the nearest point in a polytope," Mathematical Programming, vol. 11, pp. 128-149, 1976. Table 6 . Mean (and in brackets: standard deviation) of the L 2 error for the maxmin regression estimates, compared to L 2 error of neural networks (est. 1) and regression trees (est. 2). The regression function is m 8 , m 9 , m 10 or m 11 , respectively.
