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In this paper we want to set the stage for a new approach to multipa-
rameter processes. The principle idea is to find a “substitute” for the notion
“generator” as known from the theory of Markov processes. Thus our inves-
tigations are more analytic in their nature and will deal with the problem of
constructing multiparameter processes starting with analytic data. Eventu-
ally we are lead to rather “strange” classes of (pseudo-)differential equations.
These equations in general do not fit to any traditional class – however they
enter naturally in our context.
The excellent book [5] of D. Khoshnevisan and the references given therein
may serve to get an overview on the existing theory. This theory han-
dles multiparameter processes under the assumption that marginal processes
are Markov and that the multiparameter process is given by “commuting”
marginal processes (semigroups, generators).
Let us start with some simple observations. For simplicity we will work
in the beginning with only two time parameters s, t ∈ R+.
Consider a continuous function b : R+×R+×Rn → C such that b(s, t; 0) = 0
for all s, t ≥ 0 and ξ 7→ b(s, t; ξ) is a continuous negative definite function,
compare [1] or [3] for a definition and characterization. It follows by the easy
part of the Schoenberg theorem, compare Chr. Berg and G. Forst [1], p. 41,
that for every s, t ≥ 0 there exists a probability measure µ(s,t) on the Borel
sets of Rn characterized by
µ̂(s,t)(ξ) := (2pi)
−n
2 e−b(s,t;ξ) , ξ ∈ Rn. (1)
Thus we can consider µ(s,t) as distribution of a random variable X(s,t) : Ω→
Rn. Clearly we can construct a large product space on which all the random
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variables X(s,t), s, t ≥ 0, are defined. This however need not lead to an in-
teresting process.
Consider the following example. Let ψ : Rn → C, ψ(0) = 0 be a fixed
continuous negative definite function and put
µ̂(s,t)(ξ) = (2pi)
−n
2 e−ts
2ψ(ξ). (2)
If we restrict (s, t) ∈ R2+ to a “curve” (s, t) 7→ (
√
s, t0), t0 > 0 fixed, we find
µ̂(
√
s,t0)(ξ) = (2pi)
−n
2 e−t0sψ(ξ), (3)
and if we restrict (s, t) ∈ R2+ to a “curve” (s, t) 7→ (s0, t), s0 > 0 fixed, we
get
µ̂(s0,t)(ξ) = (2pi)
−n
2 e−s0tψ(ξ). (4)
Thus in both cases we have associated Le´vy processes. More precisely, the
family of probability measures (µ(s,t))s,t≥0 gives rise to two families of Le´vy
processes. Thus, although there is no obvious way how to associate a process
with (µ(s,t))s,t≥0, often we can find two families of processes which should
serve as substitute for the marginal processes of the classical approach.
Let us remark that in the above considerations nothing will change if we
substitute b : R2+×Rn → C by a function b : Rk+×Rn → C which we require
to be continuous and for which ξ 7→ b(s1, . . . sk; ξ) is a continuous negative
definite function with b(s1, . . . , sk; 0) = 0, i.e. we consider the measures given
by
µ̂(s1,...,sk)(ξ) = (2pi)
−n
2 e−b(s1,...,sk;ξ). (5)
Now, in some cases we may encounter the situation that there are k functions
gj such that for every 1 ≤ j ≤ k
µ̂(s0
1
,...,gj(sj),...,s0k)
(ξ) = (2pi)−
n
2 e−b(s
0
1
,...,gj(sj),...,sk;ξ) (6)
gives rise to a convolution semigroup, hence a Le´vy process. On the Schwartz
space S(Rn) we may define the operators
T(s1,...,sk)u(x) := (2pi)
−n
2
∫
Rn
ei(x,ξ)e−b(s1,...,sk,ξ)û(ξ) dξ. (7)
Since ξ 7→ e−b(s1,...,sk;ξ) is positive definite,∣∣e−b(s1,...,sk;ξ)∣∣ ≤ e−b(s1,...,sk;0) = 1
2
by our assumption that b(s1, . . . , sk; 0) = 0, and therefore (7) is well defined.
Clearly we have on C∞(Rn) with the obvious extension to Bb(Rn)
T(s1,...,sk)u(x) =
∫
Rn
u(x− y)µ(s1,...,sk)( dy) (8)
with
µ̂(s1,...,sk)(ξ) = (2pi)
−n
2 e−b(s1,...,sk;ξ). (9)
It follows that each of the operators T(s1,...,sk) are contractions on L
2(Rn)
as well as on C∞(Rn) and Bb(Rn), respectively. As translation invariant
operators they also commute, i.e. for s1, . . . , sk ∈ R+ and t1, . . . , tk ∈ R+ it
holds [
T(s1,...,sk), T(t1,...,tk)
]
= 0. (10)
Now, let us add the assumption that (s1, . . . , sk) 7→ b(s1, . . . , sk; ξ) is k-times
continuously differentiable and that for σ ∈ Nk0, |σ| ≤ k, it holds∣∣∂σs1,...,skb(s1, . . . sk; ξ)∣∣ ≤ Cσ(1 + |ξ|2) r2 (11)
where r = r(σ). In this case we are allowed to perform the following calcu-
lation for each u ∈ S(Rn)
∂k
∂s1 . . . ∂sk
T(s1,...,sk)u(x) =
∂k
∂s1 . . . ∂sk
(2pi)−
n
2
∫
Rn
ei(x,ξ)e−b(s1,...,sk;ξ)û(ξ) dξ
= (2pi)−
n
2
∫
Rn
ei(x,ξ)
(
∂k
∂s1 . . . ∂sk
e−b(s1,...,sk;ξ)
)
û(ξ) dξ
= (2pi)−
n
2
∫
Rn
ei(x,ξ)a(s1, . . . , sk; ξ)e
−b(s1,...,sk;ξ)û(ξ) dξ
with
a(s1, . . . , sk; ξ) = e
b(s1,...,sk;ξ)
∂k
∂s1 . . . ∂sk
e−b(s1,...,sk;ξ). (12)
Denoting by a(s1, . . . , sk, Dx) the pseudodifferential operator
a(s1, . . . , sk, Dx)u(x) = (2pi)
−n
2
∫
Rn
ei(x,ξ)a(s1, . . . , sk; ξ)û(ξ) dξ (13)
we find that for u ∈ S(Rn) a solution to the equation
∂k
∂s1 . . . ∂sk
v(s1, . . . , sk; x) = a(s1, . . . , sk;Dx)v(s1, . . . , sk; x)
3
is given by
v(s1, . . . , sk; x) := T(s1,...,sk)u(x).
Moreover, for 1 ≤ j ≤ k it follows that
lim
sj→0
v(s1, . . . , sk; x) = (2pi)
−n
2
∫
Rn
ei(x,ξ)e−b(s1,...,sj−1,0,sj+1,...,sk;ξ)û(ξ) dξ. (14)
For k = 2 let us investigate the scope of operators a(s1, s2, Dx) for which we
will write now a(s, t;D) only.
1. Consider with two continuous negative definite functions ψj : R
n → C
the function
(s, t) 7→ sψ1(ξ) + tψ2(ξ). (15)
This gives
a(s, t; ξ) = ψ1(ξ)ψ2(ξ). (16)
In particular, for ψ1(ξ) = ψ2(ξ) = |ξ|2 we find
a(s, t;Dx) = ∆
2
x. (17)
Moreover, with n = 1, ψ1(ξ) = ξ
2 and ψ2(ξ) = icξ, c ∈ R, we get
ψ1(ξ)ψ2(ξ) = icξ
3 which corresponds to the operator
a(s, t;Dx) = −c ∂
3
∂x3
. (18)
Finally, with n = 1, ψ1(ξ) = iξ and ψ2(ξ) = −iξ we have ψ1(ξ)ψ2(ξ) =
ξ2 and obtain the operator
a(s, t;Dx) = −∆x. (19)
2. We decompose Rn = Rn1 × Rn2 and consider on Rnj the continuous
negative definite function ψj : R
nj → C. Clearly the function
(s, t; ξ) 7→ b(s, t; ξ) = sψ1(ξ1) + tψ(ξ2) , ξj ∈ Rnj , ξ = (ξ1, ξ2),
is for s, t ≥ 0 fixed a continuous negative definite function and for the
corresponding symbol a(s, t; ξ) we find
a(s, t; ξ) = ψ1(ξ
1)ψ2(ξ
2) (20)
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which gives
a(s, t;D) = ψ1(Dx1) ◦ ψ2(Dx2) , xj ∈ Rnj , x = (x1, x2) (21)
For ψj(ξ
j) = |ξj|2 we arrive at
a(s, t;D) = ∆n1∆n2 (22)
This operator was investigated by E. B. Dynkin [2], note also the pre-
ceeding work of J. B. Walsh (and co-authors), see [6] and the references
therein.
3. Let us now consider the case where with two continuous negative defi-
nite functions ψj : R
n → C and a continuous function d : R2+×Rn → C,
such that d(0, t; ξ) = d(s, 0; ξ) = d(s, t; 0) = 0 and ξ 7→ d(s, t; ξ) is neg-
ative definite, the function b is given by
b(s, t; ξ) = sψ1(ξ) + tψ2(ξ) + d(s, t; ξ). (23)
A straightforward calculation leads to
a(s, t; ξ) =ψ1(ξ)ψ2(ξ) + ψ1(ξ)
∂
∂t
d(s, t; ξ) + ψ2(ξ)
∂
∂s
d(s, t; ξ)
+
∂
∂s
d(s, t; ξ)
∂
∂t
d(s, t; ξ)− ∂
2
∂s∂t
d(s, t; ξ).
(24)
From our general considerations we find for ϕ ∈ S(Rn) that
v(s, t; ξ) :=T(s,t)ϕ(x)=(2pi)
−n
2
∫
Rn
ei(x,ξ)e−sψ1(ξ)−tψ2(ξ)−d(s,t;ξ)ϕ̂(ξ) dξ (25)
solves
∂2
∂s∂t
v(s, t; x) = a(s, t;Dx)v(s, t; x). (26)
In this case we can also find the boundary or initial conditions
lim
s→0
T(s,t)ϕ(x) = (2pi)
−n
2
∫
Rn
ei(x,ξ)e−tψ2(ξ)ϕ̂(ξ) dξ = T (2)t ϕ(x) (27)
and
lim
t→0
T(s,t)ϕ(x) = (2pi)
−n
2
∫
Rn
ei(x,ξ)e−sψ1(ξ)ϕ̂(ξ) dξ = T (1)s ϕ(x), (28)
where
(
T
(1)
s
)
s≥0 is the Feller semigroup associated with ψ1 and
(
T
(2)
t
)
t≥0
is the Feller semigroup corresponding to ψ2. Thus by (25) a solution
to the following problem is given:
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Given ϕ ∈ S(Rn) and extend ϕ by (T (1)s )s≥0 as well as by(
T
(2)
t
)
t≥0 to R+×{0}×Rn and {0}×R+×Rn, respectively.
Then T(s,t), s, t ≥ 0, is the solution operator, better the two-
parameter family of solution operators, to (26)–(28).
In some sense we should consider the process (X(s,t))(s,t)∈R2
+
associated
with the projective family (µ(s,t))(s,t)∈R2+ where
µ̂(s,t)(ξ) = (2pi)
−n
2 e−sψ1(ξ)−tψ2(ξ)−d(s,t;ξ)
as an extension of the two Le´vy processes associated with
(
T
(1)
s
)
s≥0 and(
T
(2)
t
)
t≥0 “governed” by the operator a(s, t;Dx).
This last example makes it also clear that we left the realm of two-(or multi-)
parameter Markov processes, compare D. Khoshnevisan [5] as standard ref-
erence.
In some of the cases discussed above the interaction of probability theory
and analysis were investigated, we mention again the work initiated by J. B.
Walsh, E. B. Dynkin and others, and refer to Khoshnevisan. However we are
missing any idea of a general theory, in particular when allowing operators
with variable coefficients with respect to x ∈ Rn. We may formulate the
following general problem (2-parameter case only):
Given a pseudodifferential operator a(s, t; x,Dx) with symbol a :
R2+×G×Rn, G ⊂ Rn. Find conditions under which the solutions
to
∂2
∂s∂t
v(s, t; x) = a(s, t; x,Dx)v(s, t; x) (29)
give rise to a two parameter stochastic process and develop an
appropriate stochastic analysis.
We may take as starting point the problem
∂2
∂s∂t
v(s, t; x) = a(s, t; x,Dx)v(s, t; x), (30a)
lim
s→0
v(s, t; x) = T
(2)
t ϕ(x), (30b)
lim
t→0
v(s, t; x) = T (1)s ϕ(x), (30c)
where
(
T
(1)
s
)
s≥0 and
(
T
(2)
t
)
t≥0 are Feller semigroups on R
n. Note two special
features of (30). We do not specify data on the whole boundary or (s, t)-part
6
of the boundary, but we are dealing with a distinguished boundary, namely
{0} × {0} × Rn on which we prescribe data. Secondly, assume for a mo-
ment that a(s, t; x, ξ) is x independent and that the semigroups
(
T
(1)
s
)
s≥0
and
(
T
(2)
t
)
t≥0 are spatially homogeneous, i.e. each is associated with a con-
tinuous negative definite function ψj . Then the Fourier transformed problem
is
∂2
∂s∂t
v̂(s, t; ξ) = a(s, t; ξ)v̂(s, t; ξ), (31a)
v(0, t; ξ) = e−tψ2(ξ)ϕ̂(ξ), (31b)
v(s, 0; ξ) = e−sψ1(ξ)ϕ̂(ξ). (31c)
Hence we face a hyperbolic problem with initial conditions on characteristic
surfaces! In a forthcoming paper [4] we start to investigate systematically
problem (30).
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