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Abstract
Enterprise Service Bus (ESB) is proposed to address the application integration problem
by facilitating communication among different systems in a loosely coupled, standard-
based, and protocol independent manner. Data sources are maintained out of the ESB’s
control and there should be a mechanism to select the most suitable data source among
all available data sources, especially, when two or more data sources are about the same
object. For instance, it is normal to use more than one sensor to measure pressure or
temperature at a particular point. Data quality can play an important role in selecting
data sources in ESB because the quality of data is an essential factor in the success of
organizations. There is no built-in component in the current ESB platforms to handle
data quality. In this thesis, we present a flexible and comprehensive data quality frame-
work for managing resources in ESB. The framework is independent of ESB platforms.
We evaluate our framework using five different scenarios within the wind energy domain.
Keywords: Data quality, information quality, enterprise service bus, resource manage-
ment.
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Data quality dimension: an attribute of data. It shows the criterion, view, and at-
tribute measurements of the data.
Data quality: the extent to which attributes of data are suitable for their use. The data
quality is a multidimensional notion.
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Service registry: it refers to a repository where stores the information of service de-
scriptions.
Service: a multi-step action performed by a server. It can has several operations with
parameters and values.
Static service invocation: the act of putting an instance of a service into action using
pre-generated stubs.
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User request: a computational task to be done such as getting the temperature in a
specific time frame.
Chapter 1
Introduction
1.1 Background and Motivation
The growing number of applications distributed across the Internet, interacting with a
large number of users has led to a need for a better communication platform between users
and applications. Service-Oriented Architecture (SOA) increasingly gains momentum in
industry as a means to facilitate communication and collaboration between different sys-
tems running on multiple platforms. SOA is based on loosely coupled, distributed, and
interoperable services [1]. Services are collections of well-structured business functionali-
ties that are exploited to build a software system. An enterprise application that is built
based on SOA concepts contains a collection of interacting users and services [1, 2].
Figure 1.1 shows the main components of the traditional point to point SOA. A
service provider publishes service descriptions. Service descriptions are registered in a
service registry. Later a service consumer finds a previously published description of
a service in the service registry. When the description has been retrieved, the service
consumer invokes the service from the service provider [1, 3].
All components in Figure 1.1 interact with each other through a direct connection.
However, a drawback of this approach is that once the number of providers and consumers
increases, the whole system is faced with a significant complexity. Any changes in one
component might be disseminated through the whole system because new connections
between that component and others need to be reestablished. The lack of flexibility
increases the cost of the development and maintenance especially when changes occur
frequently.
1
CHAPTER 1. INTRODUCTION 2
Figure 1.1: SOA’ components traditional point-to-point communication approach (sim-
plified) [1, 3].
SOA provides a request/reply pattern where the service consumer has to wait for
the service provider to complete the requested operation [4]. However, many integration
problems follow a different pattern where the service consumer shows its interest in a
specific event and subsequently is notified when the service provider generates events [5].
The Event-Driven Architecture (EDA) has been introduced to handle such a pattern.
EDA is a software architecture for designing and developing applications in which events
transmit among system components and services [6]. An event is a significant change
which occurs in the system state. When an event occurs, it is propagated to all interested
parties who have subscribed to that event.
Combination SOA and EDA paradigms provides a foundation for an emerging tech-
nology that offers a unified backbone on top of which enterprise services can be deployed,
planned, and executed [3, 7]. This backbone is called Enterprise Service Bus (ESB) that is
a messaging infrastructure for integration which enables the implementation, deployment,
and management of applications following SOA paradigms [8].
ESB supports a large number of communication patterns over different transport
protocols [8]. ESB has two key objectives. The first one is that ESB makes a loosely
coupled integration solution which refers to a system in which components make a little
use of other components. Consequently, components are isolated from others and the
whole system becomes more reusable and adaptable to changes. The second objective is
to divide the integration logic into separate and easy to manage parts [9, 10].
Figure 1.2 shows how ESB provides a centralized communication model for integrating
service providers and consumers by avoiding direct communication between them. In this
model each application first connects to a bus, and then all connected applications can
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Figure 1.2: Enterprise Service Bus components communication approach (simplified)
[1, 3].
share data by producing or consuming data on the bus [10]. The most relevant benefits
of using ESB are listed as follows:
• Standardized connectivity : A large number of standard technologies are supported
by ESB platforms for enterprise application integration.
• Scalability : ESB offers a loosely coupled architecture which provides scalability
benefits such as high reliability, fault tolerance and transparency.
• Routing : As a message broker, ESB presents different levels of message routing and
mediation [11, 12].
ESB can be employed as a centralized solution to solve the data integration problem
effectively in various domains such as power system, eHealth, and oil & gas. In our
previously published works [13–16], we use ESB for data integration in wind energy and
eHealth domains. Those ESB-based data integration works are our starting point in this
thesis. Although ESB handles communication between applications, it does not support
a way to select the most suitable data source among all possible options.
As data become the main resource of organizations, many of them believe that quality
of their data is essential to their success [17]. However, in small number of them this
belief leads to action. In most organizations poor quality of data affects their business
significantly [18] and they have influenced by the wrong decisions made according to the
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data with the insufficient quality [19, 20]. Therefore, more and more organizations try to
overcome their data quality problems.
Although there is no consensus on the definition of data quality [21], the data quality
concept is defined as the extent to which the data is fit to reality and it is usually evaluated
from consumer point of view [19]. Organizations assess, monitor, and improve the data
quality to satisfy their consumers with proper data. In short, data quality handling has
become an important factor in organization’s success.
In the following section, we describe the research challenges addressed in this work
and propose a coherent framework to demonstrate and compose these issues and their
contributions.
1.2 Problem Statement
The starting point of this thesis is the need of a new mechanism for resource selection
in ESB. One selection method is the use of data quality. Data quality-based resource
management in ESB incorporates research from different areas such as data quality, service
selection, and data integration based on ESB. This section gives an overview of these areas
and a list of challenges that should be overcome in each of area to enable data quality-based
resource management in ESB. The thesis specifically addresses the following problems:
• Data source selection according to the quality criteria: A widespread issue in data
integration is the management of data with insufficient quality. For example in
offshore wind energy, a couple of sensors are deployed on a windmill and they fre-
quently measure and deliver the data to the users and applications by means of
services. As sensors are prone to failures their results might be inaccurate, incom-
plete, and inconsistent [22]. Therefore, the data quality issues should be handled in
such a way that users and applications can specify the desired quality level of the
data. Only when the data source has the requested quality descriptions it would be
used for further processing.
The user has an information model that gives him lots of available data with different
data quality attributes. The user can specify his quality requirements and the system
processes the request and gives him the proper data. In enterprise applications with
a potentially large number of data sources with quality information, handling the
data quality at user level is a challenging problem. To tackle this problem, the data
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quality process should be moved from the user level to the middleware level (i.e.
ESB). However, there is no data quality component in the current ESB platforms.
Therefore, knowledge about specifications of such a component is desirable to ensure
the quality of data sources in ESB.
• Data sources combination: Another issue is that sometimes none of the available
data sources has the required quality information. In this case, by combining ex-
isting data sources it is possible to improve the quality of data to meet the user’s
requirement. The combination of data source is defined as the process of construct-
ing a data source from existing data sources. The combination process inherently
needs the combination of data, combination of quality information, and the combi-
nation algorithm which will be discussed in the next chapters. The main objective
of data source combinations is to improve a data source with higher data quality
according to the existing data sources.
1.3 Thesis Definition
This thesis proposes a framework for data quality handling, to tackle the need of a new
data source selection method in ESB. This project specifically entails the following tasks:
1. Find a way to describe, measure, and compare the quality of data sources based on
the existing data quality frameworks.
2. Design a a flexible and comprehensive data quality framework for managing data
sources in ESB.
3. Propose an approach for selecting a data source with the most proper data quality
according to given quality criteria.
4. Provide dynamic binding and invocation of resources in ESB in order to make the
implementation details transparent to users and applications.
5. Define a mechanism for improving data quality by combining different data sources.
6. Develop a prototype proving the concepts within the wind energy domain.
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1.4 Thesis Outline
The thesis consists of six chapters that are organized as follows:
Chapter 1 - Introduction
The first chapter identifies the need for a new feature in the development of applica-
tions that use ESB as the communication platform. It briefly introduces the idea of data
quality-based resource management, in which data sources are selected automatically and
assigned dynamically to requesters. This chapter concludes by outlining the contents of
this thesis.
Chapter 2 - Core Concepts and Literature Review
This chapter starts with an introduction about the main concepts of the thesis such as
ESB, data quality, and data sources and continues with analysing the related work in
two primary areas: data quality dimensions, and resource selection in ESB. For each area
several research works and their relation to our solution are presented. This chapter is
intended to supply background information used in the next chapters.
Chapter 3 - Towards A Data Quality-based Framework
Chapter 3 describes the design of the system and highlights the necessity of the new design
model for resource management in ESB according to the quality criteria by identifying
limitations of existing approaches. It also proposes the framework architecture in terms
of its main components and the operations provided by them.
Chapter 4 - Implementation
This chapter presents the implementation of the proposed architecture by providing the
details of the system components and how they perform the desired functionalities.
Chapter 5 - Evolution and Results
Chapter 5 describes the results and experiments undertaken, which shows that the pro-
posed framework for data quality handling is a viable approach. Furthermore, it explains
five usage scenarios within offshore wind management.Finally, it is discussed whether the
achieved results met the expected requirements or not.
Chapter 6 - Conclusions and Future Work
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The last chapter highlights the primary contributions of this thesis and the conclusions
reached. It points out areas with a potential for future research, in the context of ESB
and data quality and resource selection.
1.5 Chapter Summary
This chapter started with background about main concepts in SOA and application in-
tegration based on ESB. The chapter is continued by highlighting the problem of data
quality in organizations. In the problem statement, the two main problems of this thesis
are shortly described: data source selection according to the quality criteria and data
sources combination. The goals of this work are presented in thesis definition and the
chapter is finished by summarizing the thesis outline.
Chapter 2
Core Concepts and Literature
Review
The first chapter introduces some research problems concerning data quality-based re-
source management in ESB. In turn, the purpose of this chapter is to review related work
in two main research categories that are relevant to the research problem: data quality
frameworks and applications, and resource selection in SOA-based systems. Afterwards,
the chapter elaborates the core terms of this thesis and provides a basis for the next
chapters. It introduces the structure of data sources and their elements. Finally, different
data quality dimensions are presented.
2.1 Literature Review
In this section, we review existing approaches according to the primary areas aligned
with the contributions of this thesis: data quality frameworks and applications and the
resource selection in SOA-based systems.
2.1.1 Data Quality Frameworks and Applications
At the beginning, it is important to have a clear definition of what the data quality is to
have better understanding of these research problems and possible solutions. Tradition-
ally, sometimes the data quality is defined only from the accuracy point of view, although
many research shows that it should be defined beyond accuracy [19].
8
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The data and information refer to different concepts that are used frequently. The
data is a collection of raw and unorganized symbols that represents real world states.
The information is the processed, organized, and structured data according to the given
context [23, 24]. In literature, the data quality and information quality are often used
interchangeably even though the data and information are different concepts. In this
thesis data quality and information quality are synonym terms.
As we discussed in Chapter 1, there is no consensus on the definition of data quality
[21]. One widely used definition for data quality is the data that is fitted to use by the
data consumer [19]. The data quality is a multi-dimensional concept and the commonly
identified dimensions are accuracy, completeness, timeliness, and consistency [18, 25, 26].
The data quality dimensions are explained in the next section in detail.
The data quality research is a branch of information system1 research. Thus, the
origin of the most important data quality research can be traced back into information
systems research [27]. Since the awareness about the data quality have increased, re-
searchers have focused on data quality frameworks [20, 26, 28, 29], data quality dimensions
[18, 30, 31], data quality assessment [18, 30, 32], data quality management [33, 34].
We choose 10 research works for our review. These papers are illustrated along a
timeline in Figure 2.1. The number of citation of each paper and how they are cited from
other papers are shown in this figure.
We can see in Figure 2.1 that the paper DeLone and McLean [33] is the most cited
one because the paper has reviewed several data quality studies and gave an overview of
the research directions in the field.
Another significant work in data quality field is proposed by Wang and Strong [30]
which is cited by most of the other subsequent papers. Authors in [30] propose a hierar-
chical framework to capture the data quality aspects in a consumer centric approach. In
order to develop the framework, they conduct a two-stage survey and a two-phase sorting
study. Using their framework, high quality of data can be achieved. According to the
Figure 2.1, the extensive data quality research works were presented during the period
from 1995 to 2005.
Authors in [18] extend the idea that was proposed [30]. They classify the data quality
dimensions into four patterns: intrinsic, accessibility, contextual, representational data
quality patterns. Using these patterns, they provide a foundation to understand how
1 Information system refers to creating, collecting, filtering, and processing data by a person or an
organizational process [18].
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Figure 2.1: Overview of citations relationship among literature.
data quality problems should be developed in organizations. Consequently, they propose
a way to improve the data quality in the organizations.
A disciplined approach to develop usable data quality dimensions are introduced by
[31]. This work is mainly focused on answering to the question of how assess a companies’
data quality. They describe subjective and objective assessments of data quality. They
employ three function forms to develop data quality dimensions practically.
One of the primary works in data quality assessment has been carried out by [32].
They develop comprehensive methodology to assess and improve data quality. The
methodology is called AIM quality (AIMQ) and consists of a model of information qual-
ity, a questionnaire, and analysis techniques. The questionnaire is used to measure the
information quality. The analysis techniques are employed to interpret the information
quality measures.
Based on a user-centric approach [30, 35], the authors in [28] propose a conceptual
framework to assess overall information quality. Their information quality model has four
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attributes: accessibility, interpretability, relevance, and integrity. This model provides
a way of assessing the quality dimension. They also explore two algorithms to combine
assessments into overall information quality measure.
As we mentioned, the data quality can influence the decisions made by the organi-
zations. A framework is presented in [20] that uses data quality criteria to assess and
analyze the decision quality. They specify and measure the relationship between accuracy
and decision quality.
The situation awareness is defined as the perception of the environment in terms of
time, space and other parameters to be able to predict the system state in the near future
[36]. The authors in [29], improve situation awareness in traffic management systems by
applying a methodology for assessing and improving the data quality.
Data Stream Management System (DSMS) is an application to handle continuous,
rapid streams of data in real-time [37]. In [26] a framework is presented for data stream
applications. The framework is based on ontology data model. The data quality process
is performed by the metadata handled in ontology. The semantic definition of the data
quality features of the DSMS is provided by ontology.
2.1.2 Resource Selection in SOA-based systems
There are some existing works related to resource selection in ESB that are interesting to
consider.
Authors in [38] have proposed a multi-layered framework to support the content-based
for intelligent routing path construction and message routing. Their approach facilitates
the data source selection based on the message content. Dynamic service selection and
composition in ESB have presented in [39]. The authors use abstract service names to
define an Abstract Routing Path (ARP) and replace this path with uniform resource
identifier (URI) of the real data provider at run-time. Their model makes the path
selection in ESB transparent and service composition configuration dynamic. Authors in
[40] have introduced a middleware representing a combination of SOA and Semantic Web
and namely Semantic Service Bus. It enhances the processes of service discovery, routing,
composition, etc., by employing semantic description of services.
The common fact in all aforementioned works is that the resource selection process is
based on data itself. However, in our approach the resource selection is based on quality
description of the data rather than the data itself.
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2.2 Core Concepts
In this section we define the basic terms and concepts in the thesis and this part provides
a basis for the next chapters. It defines the data sources and data quality dimensions
which are the main components of this work.
2.2.1 Data sources
In our quality-based system, the users and applications look for a specific data to use.
The data in this system is represented by an entity that is called a data source and this
is one of the most important components of our system. A data source consists of three
parts: data item, data item description, and quality description. These are described as
follows:
• Data item: this is a sensor data. In particular, it is a stream of signals coming
from a source. We call each signal in the stream a data point, for instance, 6 for
wind speed at a specific date and time. The whole stream is called a data item, for
example, 4000 wind speed values from the 1st of May to the 1st of June. The data
item is provided by a service deployed on a data provider. The services can expose
available sensor data to the users in a standard manner.
• Data source description: is the information about the data source to describe the
data source in the context of the domain. The data item is only a sequence of
numbers and there is no information of about what kind of data, unit, and protocol
are used to represent this data item while the data source description provides this
information. For instance, it specifies the data type is wind speed, the unit is m/s,
and the protocol is REST1. In our system, data source descriptions are registered
in the service registry and there is an address to get access to it which is stored in
a specific repository.
• Quality description: is a description of the quality of data source. For example,
the quality description of a data source determines that the completeness is 80%
and the timeliness is 1 ms. Quality description is conceptually part of data source
description but because of implementation simplicity we separate it from data source
description.
1 Representational State Transfer (REST) is a one of the emerging patterns of resource operations for
the design of services in distributed systems such as Web 2.0 applications [41].
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In this work, we discuss two types of data sources. The first one is real data source,
which denote a regular data source connected to a real sensor. The second one is virtual
data source, which is computed by combining one or more real data sources. There is
an inevitable assumption for data source combinations: the data source description of
the combining real data sources should be almost equivalent. Obviously, it is impossible
to combine a wind speed data sources with a temperature data source. However, there
are some cases where the combination becomes possible using a converter even though
the real data sources are not completely equivalent. For example, if there are two wind
speed data sources with different measurement units (e.g. m/s and km/h), it is possible
to convert the units using a converter function before combining the two data sources.
Since the virtual data sources are generated by combining the real data sources, they
also consist of three parts: data item, data source description, and quality description.
The virtual data item is combined by a formula, e.g. average of data items from the real
data sources. The virtual data source description is often remained the same to the real
data sources or at least to one of the data sources. The quality description of the virtual
data source is computed by combining the quality descriptions of the real data sources.
In some cases when we want to calculate the data quality of a data source, we need to
compare the quality description of that data source with reality. But this is impractical
because we are unable to measure the reality. One solution to tackle this problem is that
we assume one of the real data sources with equivalent data source and quality description
as the reality. This specific data source is called reference data source [29]. A reference
(also known as benchmark in some literature [20]) is a data source that can be either a
previous measurement of the same data source or mathematical model [42, 43] of that
data .
2.2.2 Data Quality Dimensions
Many data quality dimensions have been proposed by various research projects. Table
2.1 shows an overview of data quality dimensions used in eight studies. The most com-
monly used quality dimensions are accuracy, completeness, and timeliness. Whereas, the
dimensions such as confidence, value-added, and coverage are suggested by a couple of
studies and the reasons for this are either these dimensions can be derived from the other
dimensions or they might be applicable only in a few domains.
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In this table some of the studies such as [30, 32] support several quality dimensions.
These works are often general purpose data quality frameworks where they encompass a
rich set of data quality dimensions. On the other hand, studies like [26, 29] only cover
small number of dimensions because these works are applying data quality concept to a
specific application domain and they only pick up the required dimensions in that domain.
We classify the quality dimensions into two groups: measurable and user interface.
Measurable contains a set of dimensions that can be computed and used for data collection.
On the other hand, the user interface group contains data presented to users in terms of
diagrams or other tools. Typically, user interface is used to support data presentation.
The two groups of data quality dimensions are as follows:
• Measurable data quality dimensions: accuracy, completeness, timeliness, con-
sistency, access security, data volume.
• User interface data quality dimensions: relevancy, accessibility, confidence,
coverage, objectivity, believability, reputation, value-added, interpretability, under-
standability, conciseness.
As we mentioned in this work we deal with sensor data and this can have different
quality dimensions. So we pick up quality dimensions that are not only measurable, but
also applicable in the wind energy domain. Another reason for this selection is that since
we do not have data processing, the presentation of data is out of scope of this work.
Based on the studies that are listed in Table 2.1, we pick up main measurable data
quality dimensions (i.e. accuracy, completeness, timeliness, and consistency). They are
defined as follows:
Accuracy : we define accuracy as how close the observed data are to reality. According
to ISO 5725 accuracy has two parts: precision and trueness [44] which are defined as
follows.
• Precision is the closeness of agreement in individual results which is the standard
deviation.
• Trueness is defined as the mean value of the difference of data source to the reality.
We assume that the sensors are calibrated. Since we handle calibrated sensors, the
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Table 2.1: Data quality dimensionts
Classifications
Dimensions
DeLone
and
McLean
[33]
Wang
and
Strong
[30]
Pipino
et al.
[31]
Lee
et al.
[32]
Bovee
et al.
[28]
Eppler
[34]
Baumgartner
et al. [29]
Geisler
et al.
[26]
Number
of
stud-
ies
Mea-
surable
&
User
inter-
face
Accuracy X X X X X X X X 8
M
Completeness X X X X X X X X 8
M
Timeliness X X X X X X X X 8
M
Consistency X X X X X X X 7
M
Access security X X X X 4
M
Data volume X X X X 4
M
Relevancy X X X X 4
U
Accessibility X X X X X 5
U
Confidence X X 2
U
Coverage X 1
U
Objectivity X X X 3
U
Believability X X X 3
U
Reputation X X X 3
U
Value-added X X 2
U
Interpretability X X X X X 5
U
Understandability X X X X 4
U
Conciseness X X X X X 5
U
trueness is very close to the zero. Then we only use precision as the accuracy in our
system.
Assume N is the total number of data points in data source D. The di is a data point
of D and ri is a reality value. The xi is the difference between the data point and the
reality. The µ denote the trueness. The accuracy of data source D is calculated Eq. (2.1):
Accuracy(D) = 1N
∑N
i=1 (xi − µ)2 , Where
µ = 0 and xi = di − ri then
Accuracy(D) = 1N
∑N
i=1 (di − ri)2
(2.1)
The unit of accuracy is largely depends on the unit of the data source.
Completeness: is defined as the ratio of correctly received data points to the total
number of sent data points. Let D denote a data source and R is the reference data source
(reality). If the total number of sent data points in a given interval is NR and ND is the
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number of data points in D, then the completeness data source D can be calculated by
Eq. (2.2):
Completeness(D) =
ND
NR
(2.2)
For example when there is a graph of wind speed data with 4000 data points and only
3200 of them are received the completeness of wind speed graph becomes 80%.
Additionally, the distribution of incompleteness could be varied. For example there
is a difference between missing a data point every second and missing of all data points
in one hour in the middle of the transmission.
Timeliness: is the average time difference between the producing of the data and the
receiving of the data. Assume the t(ri) denote the time when the reference data point i
is produced and t(di) denote the time when the data point di is received. The timeliness
of data source D is calculated Eq. (2.3):
Timeliness(D) =
∑N
i=0 t(di)− t(ri)
N
(2.3)
Consistency : The extent to which the domain constraints have been met. Assume
NC is the number of consistent data points in data source D and NR is the total number
of data points in reference data source, then Consistency(D) represents the consistency
of D and it is computed by Eq. (2.4):
Consistency(D) =
NC
NR
(2.4)
For example, we define S = {x ∈ R | 0 ≤ x ≤ 150} is the set of valid data points for
a wind speed data source with 4000 data points. So if we receive 3200 data points with
values between zero and 150, the consistency of the D is 80%.
2.3 Chapter Summary
This chapter began with a review of exiting studies in two categories. The first category
was data quality frameworks and applications where we introduced several data quality
frameworks. The relation between these studies was discussed. The second category was
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resource selection in SOA-based systems where we described different ways of selecting
data sources in systems built based on SOA paradigm.
The second section of this chapter, dealt with defining the basic terms and concepts
of this system. This part started with the definition of the data source. A data source
consists of data item, data source description, and quality description. There are two types
data sources: The real and virtual. A virtual data source is generated by combination of
real data sources. The data quality dimensions and their classifications were introduced
in the next part of this section. We classified 17 quality dimensions in to two groups:
measurable and user interface. We picked up accuracy, completeness, timeliness, and
consistency from the measurable group because they are relevant to our domain and also
we only need computable dimensions. The chapter was closed by definitions, descriptions,
and equations of selected quality dimensions.
Chapter 3
Towards A Data Quality-Based
Framework
The previous chapter discussed the core components of the system and gave an overview of
existing research. This chapter presents the design and core components of the proposed
framework for quality-based resource management. It describes the interactions of all
system components and their functionalities to enhance ESB with data quality handling
feature.
3.1 Design Requirements
In order to develop scalable data quality-based applications, the proposed framework has
to be general-purpose, and should not adhere to specific dependencies of any scenario.
To achieve this requirement the design should allow for scalability with respect to the
framework components, quality dimensions, and data source combination methodologies
used.
Data quality dimensions have an important role in this approach and imply some
design requirements. First of all, the framework must allow data providers to define the
required quality dimensions. The user needs to acquire quality criteria from different data
sources in a disciplined way.
Another important requirement is the independence of the framework from the ESB
platform. The framework should attach and work to the ESB regardless of the platform
type. However, in practice, some minor modifications are acceptable.
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Finally, the framework should be independent of the target domain. Nevertheless, to
be more realistic, a few changes are acceptable in different application domains.
3.2 Framework Architecture
In this section we describe the design of the framework by taking the predefined require-
ments into consideration. We propose a framework architecture, which uses a multilayer
approach to handle data quality in ESB according to the previously set out requirements.
The multilayer design, logically separates the functions and gives three main benefits:
extendibility, high availability, and last but not least, performance. We describe them as
follows [45]:
• Extendibility: this design allows the framework to employ different component tech-
nologies, ESB platforms, and deployment environments. It is possible to enhance
the framework with new capabilities and components without having to make major
modification to the framework.
• High availability: the use of multilayer ensures that the system can continue to
work even though some of the components are down. For example, when some of
the data provider servers are down, the system still can work out correctly and use
the available providers to find the required data source.
• Performance: since the different layers can cache the requests from the other layers,
the network utilization is minimized and the network load is reduced significantly.
Figure 3.1 illustrates an overview of the framework architecture. The three layers in the
framework architecture carry out the task of resource management with respect to the
quality descriptions of the resources.
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Figure 3.1: An overview of the proposed framework.
The first layer is the Presentation layer. It instantiates the submitted request from
the user and if it is needed, modifies and passes the request to the second layer. The data
source request is a formal description of the user’s submitted request.
The next layer is the Quality-Based Resource Management layer and it selects the
best data source with respect to the requested data, quality criteria, and constraints. This
layer finds out the most appropriate data source for the user’s request and gives that data
source to the user.
The Data Providers layer involves a set of external data providers including the data,
quality descriptions, and the way of access to the data. We will describe these three layers
in detail later in this chapter.
Before we start to discuss the framework layers, we introduce the data source concept
in the framework. In chapter 2, a high level definition of data source was given: a data
source is one of the core components of our data quality-based system and it has three
main parts: data item, data source description, and quality description. These parts are
described in the context of the proposed framework as follows:
• Data item: is a stream of numbers coming from a sensor. The data item is a comma
separated list of data point values (e.g. ”10,14,13”) that is generated by a service
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deployed on a third party data provider. This part of the data source is only a
collection of raw data that has not been subjected to any processing.
• Data source description: includes the information about the data source. In general,
this meta data1 is stored in the service registry. In order to access to this information,
the system holds a reference to it.
• Quality description: is a list of quality dimensions with their values that can be
assigned to the data item.
3.3 Presentation Layer
Figure 3.2 shows the structure of Presentation layer of the framework. The Data source
request is an entry point to the data quality handling process. It defines the user’s
request precisely and is generated in four steps. The user starts with retrieving the
domain information and quality dimensions from a Domain repository, for example, the
user receives the list of available wind energy data together with the list of existing quality
dimensions (Step 1 Fig. 3.2).
In the second step, the user selects the required semantic identification of data (i.e.
name of data in our system), quality dimensions, constraints, and optionally one quality
dimension for selection and optimization(Step 2), for example user selects wind speed with
completeness of more than 80% and timeliness of less than 4 ms from May, 1 to the June,
1 with selection dimension of consistency. In the step three the selected semantic identifi-
cation, quality dimensions, constraints, and optional selection dimension put together and
the Data source request is generated (Step 3). When this request is forwarded to the layer
2, many processes are carried out by layer 2 and it ultimately returns results in response.
In the last step, the results are given to the user (Step 4). The results are provided in two
forms: the first form is a comma separated list of the data points. A graph displays these
data point to the user. The second form is the subscription information. The users can
use this information to subscribe to the selected data source and whenever a new data is
published by the data source, all subscribed users will receive the published data.
1The meta data refers to the data that is describing another data [46].
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Figure 3.2: Presentation layer
The Presentation layer has the required interfaces (i.e. semantic id, quality dimen-
sions, constraints, selection dimension) with Quality-Based Resource Management layer to
communicate with layer 2. Consequently, there are two possible ways to design and imple-
ment Presentation layer : Firstly, using a User Interface (UI) that allows users to interact
with system either graphically or on a command line basis [47]. Secondly, the programs
that use the layer 2 interfaces to submit a request for a data source with specific quality
conditions. Although we use a web-based UI for the sake of showing that our system
works out correctly, it is possible to easily replace our UI with different types of programs
such as console applications, form-based applications, and smartphone applications.
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3.4 Quality-Based Resource Management Layer
The most important data quality processes are accomplished in this layer such quality
calculation, quality-based selection, and quality combination. Thus, the Quality-Based
Resource Management layer is the main focus of this thesis. The data quality handling
process is split into three sub-layers ESB, Service Manager, and Invocation Manager as
shown in Fig. 3.3.
Figure 3.3: Quality-based resource management layer
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The ESB contains one module that is called Request Handler to connect users to ESB
and the other parts of the system. The Request Handler is the entry point to the ESB
platform and responsible for providing connection between different components of the
framework and the ESB. The only ESB platform specific component of the framework
is Request Handler. Hence, by changing the ESB platform, the Request Handler would
be replaced by a new module that is developed according to the target ESB platform
specifications.
The Request Handler forwards the Data source request coming from layer 1 to the
Service Manager (Step 1 - Fig. 3.3). The Service Manager sub-layer is in charge of
finding proper data sources for the user and it contains four core components: Quality
Calculator, Quality Manager, Service-Quality Database, and Quality Combinator.
At the beginning of the system and before the user starts sending requests (initial-
ization), the Quality Calculator component calculates the quality descriptions of data
sources according to the equations that have introduced in chapter 2. The Quality Cal-
culator stores the calculated information into the Service-Quality Database (Step 0).
The Quality Manager selects the most appropriate data sources in terms of the data
quality dimensions and constraints from the Service-Quality Database where all informa-
tion about data sources, quality dimensions, and their corresponding values are stored
(Step 2 a).
The Quality Manager uses two processes to find the best data source for the user:
restriction process and selection process. The purpose of the restriction process is to
detect and filter out outliers from the results according to the given quality dimensions
and constraints. The restriction process prepares a list of available good data sources and
hands in this list to the selection process. The basic idea of selection is to find the best data
source among good data sources according to selection quality dimension. As we mentions
in section 3.3, it is optional for the user to fill the selection quality dimension and the
selection process would be skipped, if the user leaves this dimension empty. Therefore,
if there are more than one data sources meet the user defined quality requirements, the
Quality Manager select one the good data sources randomly.
Sometimes when the user sends a request for a data source with specific quality
criteria, there is no data source available with the predefined quality requirements. To
address this issue, the Combination Engine combines existing data sources and generates
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a new data source that is called virtual (combined) data source (Step 2 b). The combi-
nation process includes combination of data items, data source descriptions, and quality
descriptions. We will discuss the combination procedure in detail in section 3.6.
The Quality Manager generates the Selected data source list consists of the necessary
information of the suitable data sources such as the data source address, parameters, and
values. Service Manager passes the list to the next sub-layer (Step 3) which is Invocation
Manager. By having the address of the data source, it is possible to get access to the data
source. The data sources are implemented as services in our system and services should
be invoked to get access to their data. The Dynamic Invoker reads the data sources in
the Selected data sources list and invokes them dynamically.
The idea of three-layered approach has been introduced for two reasons. Firstly, by
splitting the tasks of data quality handling process into separate layers it enhances the
extendibility and scalability of the framework. Secondly, having a separate ESB layer,
isolate this platform from other parts of the framework. Consequently, the independence of
the framework from ESB platform guaranteed and the ESB platform replacement becomes
a simple and light weight process. As a result, a wider number of users can take advantages
of our framework regardless of their ESB technology.
3.5 Data Providers Layer
Figure 3.4 shows the third layer of the framework which is the Data Providers layer and
represents a set of external data sources. As we have described a data source has three
parts a data item, service description and a quality description. The data item provides
the data in the terms of services with local databases of sensors data. These services are
accessible through their service descriptions. The Dynamic Invoker binds and invokes the
data item of the selected data sources in its list (Step 1 Fig. 3.4). When the service
is invoked, it executes a query on its local Data source database and retrieves the stored
data points in database (Step 2).
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Figure 3.4: Data providers layer
3.6 Data Quality Combination
In order to improve the data quality, it is possible to combine the different data sources.
This section shows how to combine quality dimensions by using three combination meth-
ods as follows:
• D1 (A) D2: the first combination method is a conventional average of the data
sources D1 and D2.
• D1⊕ D2: this combination method is defined as, first pick up the data points from
data source D1 if available otherwise, pick up from the D2.
• D1 (E) D2: is defined as, pick up the earliest receiving data point regardless of the
fact that the data is belong to D1 or D2.
3.6.1 D1 (A) D2
Completeness: Let Compl(D1) denote the probability of the event, ”D1 having data
available” and Compl(D2) denote the probability of the event, ”D2 having data available”.
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We assume Compl(X) = 1 − Compl(X). The completeness of the virtual data source is
calculated by Eq. (3.1):
Compl(D1 (A) D2) = Compl(D1) . Compl(D2) (3.1)
Accuracy:
Assumption 1: The accuracy of the D1 and D2 are two random variables with normal
distribution.
Assumption 2: D1 and D2 are independent sources.
We defined accuracy as the distribution of difference to the reality. So let True(D1) and
True(D2) are trueness of D1 and D2 respectively. Then the tureness of the virtual data
source is shown by Eq. (3.2):
True(D1 (A) D2) =
True(D1) + True(D2)
2
(3.2)
However, the because we assume that the sensors are calibrated the tureness is often
considered as zero. Then the accuracy is equal to the precision. Let Preci(D1) and
Preci(D2) are precision of D1 and D2 respectively. The precision of the virtual data
source is shown by Eq. (3.3):
Preci(D1 (A) D2) =
Preci(D1) + Preci(D2)
4
(3.3)
By using the above equation, when the accuracy of D1 and D2 are far from each other the
accuracy of the combined data source can not be better than both and then the virtual
data source is not selected. On the other hand, when the accuracy of two data sources
D1 and D2 are close to each other the accuracy of virtual data source can better than
both. For example assume the accuracy of D1 and D2 are 10 m/s and 3 m/s, by using Eq.
(3.3) the accuracy of the virtual data source becomes 5.22 m/s which is not better than
D2 (We know that the lower accuracy value is the better because we assume accuracy
as difference from reality). In this case D2 will be selected. But if D1 and D2 have the
accuracies of 10 m/s and 8 m/s respectively, the accuracy of virtual data source becomes
6.4 m/s with is better than both D1 and D2 and then the virtual data source will be
selected for the user.
Timeliness: Assumption 1: The timeliness of the D1 and D2 are two random variables
with same exponential distribution.
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Assumption 2: D1 and D2 are independent sources.
Let Time(D1) and Time(D2) denote the timeliness of D1 and D2 respectively. The time-
liness of virtual data source by Eq. (3.4):
Time(D1 (A) D2) =
3Time(D1)
2
(3.4)
The timeliness in this case needs more detailed elaborations to calculate and probably it
needs more parameters but this is not our concern.
3.6.2 D1
⊕
D2 method
Completeness: Let Compl(D1) denote the probability of the event, ”D1 having data
available” and Compl(D2) denote the probability of the event, ”D2 having data available”,
then the completeness of the virtual data source is calculated by Eq. (3.5):
Compl(D1
⊕
D2) = Compl(D1) . Compl(D2) (3.5)
Accuracy: Assumption 1: The accuracy of the D1 and D2 are two random variables
with normal distribution.
Assumption 2: D1 and D2 are independent sources.
We defined accuracy as the distribution of difference to the reality. Let Compl(D1) de-
note the probability of the event, ”D1 having data available” and Compl(D2) denote the
probability of the event, ”D2 having data available”. In addition we assume True(D1)
and True(D2) as trueness of D1 and D2 respectively. Then the tureness of the virtual
data source is shown by Eq. (3.6):
True(D1
⊕
D2) =
Compl(D1) ∗ True(D1) + Compl(D1) ∗ Compl(D2) ∗ True(D2)
Compl(D1) + Compl(D1) ∗ Compl(D2)
(3.6)
However, the because we calibrate the sensors the tureness is often considered as zero.
The trueness is not in Quality-Service Database although, if it is needed we can calculate
it with the above equation.
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The precision is considered as the accuracy. Let Preci(D1) and Preci(D2) are preci-
sions of D1 and D2. The precision of virtual data source is calculated by Eq. (3.7):
Preci(D1
⊕
D2) =
Compl(D1) ∗ Preci(D1) + Compl(D1) ∗ Compl(D2) ∗ Preci(D2)
Compl(D1) + Compl(D1) ∗ Compl(D2)
(3.7)
Timeliness: Let Time(D1) and Time(D2) denote timeliness of D1 and D2 respectively.
Then the timeliness of virtual data source is calculated by Eq. (3.8):
Time(D1
⊕
D2) =
Compl(D1) ∗ Time(D1) + Compl(D1) ∗ Compl(D2) ∗ Time(D2)
Compl(D1) + Compl(D1) ∗ Compl(D2)
(3.8)
3.6.3 D1 (E) D2 method
Completeness: Let Compl(D1) denote the probability of the event, ”D1 having data
available” and Compl(D2) denote the probability of the event, ”D2 having data available”,
then the completeness of the virtual data source is calculated by Eq. (3.9):
Compl(D1 (E) D2) = Compl(D1) . Compl(D2) (3.9)
Accuracy:
Let Acc(D1) and Acc(D2) are accuracy of D1 and D2. The α is the as the weight for the
accuracy. The accuracy of virtual data source is calculated by Eq. (3.10):
Acc(D1 (E) D2) = αAcc(D1) + αAcc(D2) (3.10)
By having the α the calculation of accuracy is possible.
Timeliness: Assumption 1: The timeliness of the D1 and D2 are two random variables
with same exponential distribution.
Assumption 2: D1 and D2 are independent sources.
Let Time(D1) and Time(D2) denote the timeliness of D1 and D2 respectively. The time-
liness of virtual data source by Eq. (3.11):
Time(D1 (E) D2) =
Time(D1)
2
(3.11)
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The timeliness needs more detailed elaborations to calculate and probably it needs
more parameters but this is not our concern.
The Table 3.1 gives an overview of all combination methods with data quality di-
mensions. These methods are used to generate the virtual data source from the real data
sources.
Table 3.1: Data quality dimensions and combination methods
Data quality dimensions
Method Completeness Accuracy
Timeliness
D1(A)D2 C(D1) . C(D2)
P (D1)+P (D2)
4
3Time(D1)
2
D1
⊕
D2 C(D1) . C(D2)
C(D1)∗P (D1)+C(D1)∗C(D2)∗P (D2)
C(D1)+C(D1)∗C(D2)
C(D1)∗T (D1)+C(D1)∗C(D2)∗T (D2)
C(D1)+C(D1)∗C(D2)
D1(E)D2 C(D1) . C(D2) αAcc(D1) + αAcc(D2)
Time(D1)
2
By combining data quality dimensions, we aim to generate a virtual data source with
better data quality descriptions. The three combination methods have different effect
on data quality dimensions. A method can increase or decline the quality. Sometimes a
method can increase or decline the data quality depends on the receiving data. The Table
3.2 shows relation between the combination operations and data quality dimension.
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Table 3.2: Quality Combination Relations
Data quality dimensions
Combination
method
Completeness Accuracy Timeliness
D1 (A) D2. X X ×
D1
⊕
D2 X − −
D1 (E) D2 X − X
X: It can be better than both of the D1 and D21.
−: It is probably between the D1 and D2.
×: It is worth than both D1 an D2.
According to this table, all three methods can increase the completeness. Conse-
quently, when the completeness is the priority of the user, the combination is strongly
suggested with one of these methods. Using average method the combined data source
would have better accuracy. On the other hand, the average not only is not successful
to increase the timeliness, but also makes it worse in any situation. Therefore, if the
timeliness is a critical factor from user point of view, the average is not suggested. For
the
⊕
method both accuracy and timeliness the combined data source probably has a
accuracy and timeliness between D1 and D2. Therefore, this table suggest that the
⊕
does not used. The table also suggest the (E) method for timeliness because it would be
better than both D1 and D2.
3.7 Chapter Summary
This chapter has explained the proposed framework architecture for quality handling in
ESB. The data quality framework uses a multi-layered patten to isolate and separate
functionalities of each layer and the quality handling process effectively. There are three
layers in the system: Presentation layer, Quality-Based Resource Management, and Data
Provider layer.
The chapter discusses how a user request’s is handled by a collection of servers called
integration server and the most appropriate data source is selected for the user. The
1One example for this claim is as follows: we assume the completeness of 80 % and 70 % for D1 and
D2. By putting these values in Eq. (3.1) the accuracy of D1 (A) D2 becomes 94 %.
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chapter ends by a discussion about data quality combination and different combination
strategies.
Chapter 4
Implementation
This chapter discusses the internal implementation details of the framework. The initial
prototype contains three main parts, web-based client application, integration server,
and data provider services. Figure 4.1 shows these components and their interactions.
The web-based client application receives the request from the user and forwards it to
the integration server. This application also shows the data source one a graph. The
integration server is responsible for data quality handling and communicating with data
providers. The data providers store the data and provides an address to access that data.
These three main components of the system are described as follows:
4.1 Web-based Client Application
The web-based client application consists of two parts: the first is an UI that is used to
send a request. The second part is a graph to show the results to the user.
The UI gives the possibility to choose the name of the data, the quality dimensions,
the constraints, and one quality dimension as selection dimension. Figure 4.2 shows the
user select the wind speed as the data name, and completeness of more than 80 % and
timeliness of less than 4 ms as quality dimension and constraints. The optional selection
dimension is the consistency.
When the user sends this request the integration server processes the request and
responses with a data source. The graph of the selected data source is shown to the
user. The UI application uses Ajax to bind to the ESB. Ajax is a set of interrelated
technologies that simplify the creation of asynchronous web applications. Ajax enables
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Figure 4.1: Prototype implementation of the framework
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Figure 4.2: User can choose the required data name, quality dimension, constraint,
and selection dimension
the web applications are to send and receive data without refreshing the existing web
page [48]. We use Flot to produces graphs on a web browser. Flot is a Javascript plotting
library for jQuery and is used to provide graphical plots of datasets on-the-fly at the client
side 1.
4.2 Integration Server
The integration server consists of following main components:
• MuleESB2: is an open source enterprise service bus framework and we use it as
the communication backbone of the system because of its simplicity, large number
1 https://code.google.com/p/flot/
2 http://www.mulesoft.org
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of connectors, transports, and its light weight foot prints [38]. MuleESB can host
several Mule applications. The Mule application executes one or more Mule flows
in the form of Extensible Markup Language (XML). A Mule flow consists of pre-
packaged building blocks which are defined in specific sequences. Mule application
processes and orchestrates Mule messages based on those sequences. A Mule message
crosses from one block to the next block in the Mule configuration file while each
block processes the message and react according to its configuration. MuleESB
provides Ajax namespace and Ajax connector in order to bind Mule flow and web
services to the Ajax channel on the browser. The Ajax endpoint is configured as an
outbound operation. It creates a transport channel to send messages asynchronously
to and from an Ajax server, which connects Mule flow to an external web page. A
JavaScript function attached to the web-based client application listens for incoming
messages. It extracts and classifies the received data and shows it on the web page.
Figure 4.3 show mappings of a flow to its corresponding XML configurations in
MuleESB for handling of wind speed.
Figure 4.3: A Mule ESB flow for wind speed.
• Service Manager: is a .net web service and that is deployed on Internet Information
Services (IIS) 1 web server. It contains a Quality Manager module which is respon-
sible for analysing the data quality. The Quality Manager finds the best data source
information and asks the Dynamic Invoker to invoke the required data.
• Dynamic Invoker: is also a .net web service that dynamically binds and invokes to
the selected data sources.
1 http://www.iis.net
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• Service-Quality Database: is a SQL Server1 relational database that stores infor-
mation about all entities of the system in two main categories: service and quality
information. The first category is used to store information of services and invoke
them. The second category stores information required for data quality handling.
Quality Manager executes query on quality information category for selecting the
required data item and the result of query typically is a list of Web Service Definition
Language (WSDL)2 address, required operations, and their input/output parame-
ters. These lists are delivered to the Dynamic Invoker Service for subsequent biding
and invocation. The Figure. 4.4 show the Service-Quality Database scheme when
the tables are classified two aforementioned categories. ..
Figure 4.4: The database Entity Relationship Diagrams (ERD) of Service-Quality
database
• Request handler: is a Java web service deployed on the MuleESB. This service
takes the information from web-based client application and forwards it to Service
Manager.
1 http://www.microsoft.com/en-us/sqlserver/default.aspx
2WSDL is an XML-based language that provides a description of a web service’s functionalities. The
WSDL file is accessed by a WSDL address.
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• Quality calculator: The quality calculator is .net web service which has a separate
function for each quality dimension. It often takes a data source and a reference
data source and computes the quality value. After computing the quality dimension
the quality calculator can store the information in the Service-Quality Database.
• Combination Engine: is a .net web service that has a function for each dimension.
It takes a list of data sources and combines them according to the corresponding
combination formula and store a new virtual data source in the Service-Quality
Database.
4.3 Data Providers
Data provider services are third party services that provide data items, data source de-
scriptions, and quality information of the data. We use Java API for XML Web Services
(JAX-WS)1 client to send data and quality using SOAP messages. A data provider an-
nounces the quality descriptions by publishing the quality descriptions as an extra service.
This service is characterized by a suffix of ” Quality”. For example, Get WindSpeed ser-
vice has a corresponding quality description service that is called Get WindSpeed Quality.
The data providers contain third party services and local databases. They enable the ac-
cess to the data that are stored in the databases by means of a set of services.
4.4 Chapter Summary
In this chapter we describe the prototype implementation of the proposed framework.
According to the design of the framework the implementation also has three layers. We
describe implementation details of main components in the system. First we describe the
web-based client application. Then we explain the implementation of integration server
consists of several important components such as MuleESB, Server Manager, Quality
Manager and so on. Finally, we present the implementation of the data providers.
1 https://jax-ws.java.net/
Chapter 5
Evaluation and Results
5.1 Scenarios
This chapter introduces five usage scenarios in the scope of the offshore wind domain
to show how the data quality can be handled in ESB using the proposed framework.
One important component of the offshore wind management systems is the windmill. A
number of wind sensors (e.g., wind speed sensor) are attached to a windmill [49]. As
offshore windmills are located far from the coastline where the weather is harsh, sensors
are subject to the moisture and corrosion [22]. Therefore, the quality of the data produced
by them can be negatively influenced [50].
A data quality-based resource management system in offshore wind energy domain
requires measurements of different wind information from wind sensors. Each sensor can
send the measurements to the integration server through a third party wind service. A user
can send a request to the sensors data via the integration server. The integration server
performs the data quality handling process and responses to the user. The descriptions
of the implemented scenarios are as follows:
5.1.1 Scenario 1
Data sources: There are three real wind speed data sources in the system.
Data quality dimensions: There is only one quality dimension (i.e. completeness) for each
data source.
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User’s request : The user issues a request for wind speed with the completeness of more
than 85%.
Fig. 5.1 shows the scenario 1 where the data is mainly provided by wind sensors
through a number of wind services.
Figure 5.1: Scenario 1. Data sources: three real data sources. Quality dimension:
completeness. Question: completeness of more than 85%.
Results: There are two data sources with completeness of more than 85%: data source
1 and 3, they have the completeness of 90% and 95% respectively. Since the user does
not specify the selection dimension, the Quality Manger can select either data source 1
or 3 arbitrarily. Figure 5.2 shows the graph of data source 1 that is selected by Quality
Manger and is shown to the user.
Figure 5.2: The data source 1 is selected and its graph is shown to the user.
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5.1.2 Scenario 2
Data sources: There are two real wind speed data sources and one virtual data source
that is derived from the two real data sources.
Data quality dimensions: There is only one quality dimension (i.e. completeness) for each
data source.
User’s request : The user issues a request for wind speed with completeness of more than
85%.
Fig. 5.3 shows the scenario 2 where the data is mainly provided by wind sensors
through a number of wind services.
Figure 5.3: Scenario 2. Data sources: one virtual and two real data sources. Quality
dimension: completeness. Question: completeness of more than 85%.
Results: The completeness of data sources 1, 2, and 3 are 75%, 80%, and 95% respec-
tively which means by combining two real data sources a virtual data source with higher
completeness is generated. The reason is that each of the data sources 1 and 2 has missed
some parts of the data but when they are composed, each data source might fills the miss-
ing part of the other one. Therefore, the virtual data source that is selected by Quality
Manger and its graph is shown to the user.
5.1.3 Scenario 3
Data sources: There are three real wind speed data sources in the system.
Data quality dimensions: There are two quality dimensions (i.e. completeness and time-
liness) for each data source.
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User’s request : The user issues a request for wind speed with two types of quality dimen-
sions: the first is completeness of more than 75% which is used for the restriction process.
In addition, user chooses the timeliness as the selection quality dimension.
Fig. 5.4 shows the scenario 3 where the data is mainly provided by wind sensors
through a number of wind services.
Figure 5.4: Scenario 3. Data sources: three real data sources. Quality dimensions:
completeness and timeliness. Question: completeness of more than 75% and selection
quality dimension is timeliness.
Results: The two data sources 2 and 3 have the completeness of more than 75% (the
restriction process) and they are considered as good data sources. Since the data source 3
has better timeliness (i.e. 2 ms), the Quality Manager select the data source 3 as the best
data source (selection process) and its graph is shown to the user. In this scenario the user
prefers to get data source as soon as possible with a reasonable completeness. The data
source 1 is too incomplete and filtered by restriction process. From the two remaining
data sources the data source 2 has the higher completeness while the data source 3 has
better timeliness. The data source 3 is selected because the user’s priority is the timeliness
and a few incompleteness of data is acceptable.
5.1.4 Computation of data quality scenario
Data sources: There are three real wind speed data sources in the system. One of them
is considered as the reference data source. The quality descriptions of the data sources 1
and 2 are not available.
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Data quality dimensions: There is only one quality dimension (i.e. completeness) for the
reference data source.
User’s request : The user issues a request for wind speed with the completeness of more
than 85%.
Figure 5.5 shows the communications between different components of the system in
this scenario.
Figure 5.5: Computation of data quality scenario. Data sources: one reference and two
data sources without quality description available. Quality dimension: completeness.
Question: completeness of more than 85%.
Results: By using the reference, the Quality Calculator computes the completeness of 80%
and 90% for data source 1 and 2 respectively and stores these values in Service-Quality
Database(Process 1). The data source 2 is selected for the user (Process 2).
5.1.5 Publish/subscribe scenario
Data sources: There are three real wind speed data sources in the system that are pushing
the data.
Data quality dimensions: There is only one quality dimension (i.e. completeness). The
data sources 1, 2, and 3 have the completeness of 65%, 80%, and 70% respectively.
User’s request : The user issues a request for subscribing to a wind speed data source with
the completeness of more than 75%.
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In the publish/subscribe pattern, there are some publishers and subscribers in the
system. Subscribers ask for subscription to the publishers and whenever a publisher
publishes any data item, all of its subscribers would receive the published data items [51].
Results: In this scenario when a user sends a request the Quality Manger finds the best
data source (i.e. data source 2) to be subscribed, and gives the subscription information to
the user. This information is an ESB channel name (i.e. ”/Channels/GetWindSpeed2”).
When user receives this channel name, it subscribes to the channel by calling a function
in the MuleESB called Mule.Subscribe(”channelname”). Once the user subscribes to
the channel he can receive all data that are pushed by the data providers. Basically in
publish/subscribe pattern scenario the Dynamic Invoker component is not used, because
the data sources are no more invoked.
Figure 5.6 shows a web-based application that displays the data providers with their
data sources descriptions (such as type of data, wind farm location, and so on) together
with their quality descriptions. They are pushing the data to the ESB and then there
exists three channels for users to be subscribed.
Figure 5.6: Publish/subscribe scenario. Data sources: three real data sources that are
pushing the data. Quality dimension: completeness. Question: completeness of more
than 75%.
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Fig. 5.7 illustrates once the user is subscribed to a data source 2 using the ”/Chan-
nels/GetWindSpeed2”, he receives all real-time data coming from data source 2.
Figure 5.7: Publish/subscribe scenario. The user has subscribed to the data source 2
and is receiving the real-time data.
As the publish/subscribe pattern is a specific messaging model supported by our
framework, this model can be used in all previously described scenarios to receive the
real-time data instead of data stored in the database.
5.2 Chapter Summary
In this chapter we describe five usage scenarios to show the validity of our data quality-
based framework. These scenarios have been implemented in offshore wind energy domain.
The first scenario shows the data quality selection processes using to one data quality
dimension. The data quality combination process is described in the scenario 2 where
there is one virtual data source derived from the two real data sources. The third scenario
evaluates the framework when multiple data quality dimensions are in the system and the
user can choose some of them for restriction process and one of them for selection process.
The computation of data quality scenario and publish/subscribe scenario are basically
different from the first three scenarios. These scenarios discuss two general issues that can
be applied to three other scenarios. In the computation of data quality scenario, there
are two data sources without data quality descriptions available. The quality calculator
employs a reference data source to compute the quality descriptions of data sources.
The chapter ends by the publish/subscribe scenario. In this scenario, the user sends a
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request for a real-time data. The quality manager responds with data source subscription
information rather than the data source service address.
In this chapter we present how each of the requirements for data quality-based re-
source management, identified in section 1.2 is met. Base on the results obtained by
aforementioned scenarios with different configurations and assumptions, the proposed
framework in this thesis can be considered as a robust framework for data quality han-
dling in ESB.
Chapter 6
Conclusion and Future Work
6.1 Conclusions
As the ESB is gaining more attention from industry, there is an increasing need to specify
ESB’s resource management in a disciplined manner. The proposed framework presents
a novel data quality-based resource management model for ESB.
In traditional approaches user needs to manage the quality descriptions directly and
knows lots of implementation details in the data providers and their quality specifications.
The framework moves the data quality process from the user level to the middleware level
(i.e. integration server).
By preventing the users from dealing with the data providers, the data quality process
made easier. This lifts the user’s experience in the sense of decreasing the details that
user has to know in order to get access to data sources and their quality information.
This framework makes an abstraction that is a data model and the user is just relating
to the domain description. The user starts with the domain description and asks a data
source with specific quality criteria and constraints, and then the framework selects the
most suitable data provider for the user. The framework presents a way to data quality
combination that leads to notable improvement in data quality descriptions. The frame-
work introduces a general-purpose solution for describing, measuring, and comparing the
data quality descriptions in ESB.
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6.2 Contributions
This thesis makes three major contributions as follows:
1. The thesis reviews existing research in the data quality and service selection areas
and presents main research challenges that need to be solved by a new approach to
facilitate resource management in ESB.
2. It explains the architecture and implementation of a novel quality-based framework
for ESB applications. It identifies the mechanisms and techniques that the system
is relay on to work efficiently.
3. It presents handling of data sources and their quality information. A new approach
for data quality combination/calculation is proposed and developed.
6.3 Future Work
The result of this research raises a number of potential directions for the future work as
follows:
One interesting direction for extending the proposed framework is to enhance it with
semantic technologies. A semantic-enhanced data quality framework is obtained by replac-
ing the Service-Quality Database with ontology. The ontology is a precise representation
of the knowledge with a number of concepts and their relationships within a specific do-
main [52]. In a Service-Quality Database, the concepts are stored using tables, but the
framework is unable to know about what the meaning of the concepts is and how these
concepts are associated with each other. On the other hand, the ontologies can provide
a way to store such information. By replacing the ontology, the framework enhanced
with more advanced and intelligent data quality selection queries. It introduces a new
level of abstraction that can improve the process of quality management defined by using
semantic technologies.
One extension of this framework could be the improvement and optimization in com-
munication style. We employ the SOAP-based message exchange for communication
between internal components of the framework as well as communication between the
framework and external data providers and users. As we mentioned, one emerging infor-
mation access style is REST. There is an ongoing debate about whether SOAP should
be replaced by REST or not [53, 54]. To support the users and data providers who are
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using REST, the data quality-based framework should be enhanced with REST message
exchange. We can replace the internal communication with REST while for external com-
munications, we can add the REST as a new feature to support both SOAP and REST
users.
With the growing number of alternative data sources that can be combined to generate
virtual data sources, the data quality combination becomes a decision problem. To achieve
higher data quality, we have to know which data sources should be selected for combination
and how they should combined. In order to solve these problems the process of selecting
data sources for combination has to be optimized. Therefore, the data quality combination
optimization can be considered as another future work. One possible solution is use of
a tree-structured data source category. In such a system, the data sources and quality
descriptions are hierarchically classified into several combination zones. Each node of that
tree includes a number of data sources with strong possibility of successful combination.
In addition, each node consists of a combination strategy and the whole tree forms a data
quality combination plan. This combination plan includes sequences of combinations that
can be executed by the framework to generate virtual data sources with higher data
quality descriptions.
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Abstract - Enterprise Service Bus (ESB) is proposed to address the application integra-
tion problem by facilitating communication among different systems in a loosely coupled,
standard-based, and protocol independent manner. Data sources are maintained out of the
ESB’s control and there should be a mechanism to select the most suitable data source
among all available data sources. Especially, when two or more data sources about the
same object. For instance, it is normal to use more than one sensor to measure pressure or
temperature at a particular point. Data quality can play an important role in selecting data
sources in ESB since quality of data is an essential factor in the success of organizations.
There is no built-in component in the current ESB platforms to handle data quality. In
this paper, we present a flexible and comprehensive data quality framework for managing
resources in ESB. The framework is independent of ESB platforms. We evaluate our frame-
work using four different scenarios within the wind energy domain.
I. INTRODUCTION
The growing number of applications distributed across the Internet, interacting with a
large number of users has led to a need for a better communication platform between users
and applications. Service-Oriented Architecture (SOA) increasingly gains momentum
in industry as a mean to facilitate communication and collaboration between different
systems running on multiple platforms. SOA is based on loosely coupled, distributed,
and interoperable services [1].
Enterprise Service Bus (ESB) has been regarded as a promising technology to build an
infrastructure for SOA [1],[2]. ESB can be used as a centralized solution to solve the data
integration problem effectively in various domains such as power system, eHealth, and oil
& gas. Although ESB handles communication between applications, it does not support
a way to select the most suitable data source among all possible options. A widespread
issue in data integration is the management of data sources with insufficient data quality.
For example in offshore wind energy, a couple of sensors are deployed on a windmill and
they frequently measure and deliver the data to the users and applications by means of
services. As sensors are prone to failures their results might be inaccurate, incomplete,
and inconsistent [3]. Therefore, there should be a way for users and applications to specify
the desired quality level of the data sources. Only when the data source has the requested
quality descriptions it would be used for further processing.
In enterprise applications with a potentially large number of data sources with quality
information, handling the data quality at user level is a challenging problem. To tackle
this problem, the data quality process should be moved from the user level to the middle-
ware level (i.e. ESB). However, there is no data quality component in the current ESB
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platforms. Therefore, knowledge about specifications of such a component is desirable to
ensure the quality of data sources in ESB.
In this paper, we present a flexible and comprehensive data quality framework for
managing data sources in ESB. We propose a way to describe, measure, and compare the
quality of data sources based on the existing data quality frameworks. In addition, an
approach is presented for selecting a data source with the most proper data quality ac-
cording to given quality criteria. We provide dynamic binding and invocation of resources
in ESB to make implementation details transparent to users and applications. This work
also deals with specifying a way to handle quality of data sources that are derived from
the other data sources. The evaluation of our approach in four scenarios in wind energy
domain has shown that our framework provides the required flexibility, extensibility, and
performance.
The rest of the paper is organized as follows: Section II describes the core terms used
in the paper and data quality dimensions. Section III proposes a framework for quality-
based resource management in ESB. Section IV describes a prototype implementation of
the proposed framework in terms of four scenarios within the wind energy. Section V
presents some related work. Finally, section VI highlights the primary contributions of
this paper and the conclusion reached.
II. DATA QUALITY AND SOURCES
This section describes the important concepts in this paper such as data source and
data quality. Afterwards, different dimensions of data quality are presented.
A. Data sources
A data source consists of two parts: data item and quality description. These are de-
scribed as follows: A data source consists of three parts: data item, data item description,
and quality description. These are described as follows:
• Data item: this is a sensor data. In particular, it is a stream of signals coming
from a source. We call each signal in the stream a data point, for instance, 6 for
wind speed at a specific date and time. The whole stream is called a data item, for
example, 4000 wind speed values from the 1st of May to the 1st of June. The data
item is provided by a service deployed on a data provider. The services can expose
available sensor data to the users in a standard manner.
• Data source description: is the information about the data source to describe the
data source in the context of the domain. The data item is only a sequence of
numbers and there is no information what kind of data, unit, and protocol are
used to represent this data item. While the data source description provides that
information and for instance, it specifies the data type is wind speed, the unit is
m/s, and the protocol is REST [4]. In our system data source description comes
from SOA components. In particular, this description is in the service registry and
there is an address to get access to it which is stored in a specific repository.
• Quality description: is a description of the quality of data source. For example,
the quality description of a data source determines that the completeness is 80%
and timeliness is 1 ms. Quality description is conceptually part of data source
description but because of implementation simplicity we separate it from data source
description.
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In this work, we discuss two types of data sources. The first one is real data source,
which denotes a regular data source connected to a real sensor. The second one is virtual
data source, which is computed by combining one or more real data sources. There is
an inevitable assumption for data source combinations: the data source description of
the combining real data sources should be almost equivalent. Obviously, it is impossible
to combine a wind speed data source with a temperature data source. However, there
are some cases where the combination becomes possible using a converter even though
the real data sources are not completely equivalent. For example, if there are two wind
speed data sources with different measurement units (e.g. m/s and km/h), it is possible
to convert the units using a converter function before combining the two data sources.
Since the virtual data sources are generated by combining the real data sources, they
also consist of three parts: data item, data source description, and quality description.
The virtual data item is combined by a formula, e.g. average of data items from the real
data sources. The virtual data source description is often remained the same to the real
data sources or at least to one of the data sources. The quality description of the virtual
data source is computed by combining the quality descriptions of the real data sources.
B. Data quality dimensions
Many data quality dimensions have been proposed by various research projects. Ta-
ble A.1 shows an overview of data quality dimensions used in eight studies. The most
commonly employed quality dimensions are accuracy, completeness, and timeliness.
We classify the quality dimensions into two groups: measurable and user interface. Mea-
surable contains a set of dimensions that can be computed and used for data collection.
On the other hand, the user interface group contains data presented to users in terms of
diagrams or other tools. Typically, user interface is used to support data presentation.
Since sensors will be the only data sources, the measurable dimension group is chosen to
be discussed in this work. So we pick up quality dimensions that are not only measurable,
but also applicable in the wind energy domain. Another reason for this selection is that
since we do not have data processing, the presentation of data is out of scope of this work.
The chosen dimensions are defined as follows:
Accuracy : we define accuracy as how close the observed data are to reality. Accuracy
has two parts: precision and trueness.
• Precision is the closeness of agreement in individual results which is the standard
deviation.
• Trueness is defined as the mean value of the difference of data source to the reality.
We assume that the sensors are calibrated. Since we handle calibrated sensors, the
trueness is very close to the zero. Then we only use precision as the accuracy in our
system.
Assume N is the total number of data points in data source D. The di is a data point of
D and ri is a reality value. The xi is the difference between the data point and the reality.
The µ denote the trueness. The accuracy of data source D is calculated Eq. (A.1):
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Table A.1: Data quality dimensionts
Classifications
Dimensions
Delone
&
Mclean
1992
[5]
Wang
&
Strong
1996
[6]
Pipino
et al.
2002
[7]
Lee et
al.
2002
[8]
Bovee
et al.
2003
[9]
Eppler
2006
[10]
Baum
gartner et
al. 2010
[11]
Geisler
et al.
2011
[12]
Number
of
stud-
ies
Mea-
surable
&
User
inter-
face
Accuracy X X X X X X X X 8
M
Completeness X X X X X X X X 8
M
Timeliness X X X X X X X X 8
M
Consistency X X X X X X X 7
M
Access security X X X X 4
M
Data volume X X X X 4
M
Relevancy X X X X 4
U
Accessibility X X X X X 5
U
Confidence X X 2
U
Coverage X 1
U
Objectivity X X X 3
U
Believability X X X 3
U
Reputation X X X 3
U
Value-added X X 2
U
Interpretability X X X X X 5
U
Understandability X X X X 4
U
Conciseness X X X X X 5
U
Accuracy(D) = 1N
∑N
i=1 (xi − µ)2 , Where
µ = 0 and xi = di − ri then
Accuracy(D) = 1N
∑N
i=1 (di − ri)2
(A.1)
The unit of accuracy is largely depends on the unit of the data source.
Completeness: is defined as the ratio of correctly received data points to the total
number of sent data points. Let D denotes a data source and R is the reference data
source (reality). If the total number of sent data points in a given interval is NR and ND
is the number of data points in D, then the completeness data source D can be calculated
by Eq. (A.2):
Completeness(D) =
ND
NR
(A.2)
For example when there is a graph of wind speed data with 4000 data points and only
3200 of them are received the completeness of wind speed graph becomes 80%.
Additionally, the distribution of incompleteness could be varied. For example there is
a difference between missing a data point every second and missing of all data points in
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one hour in the middle of the transmission.
Timeliness: is the average time difference between the producing of the data and the
receiving of the data. Assume the t(ri) denotes the time when the reference data point i
is produced and t(di) denotes the time when the data point di is received. The timeliness
of data source D is calculated Eq. (A.3):
Timeliness(D) =
∑N
i=0 t(di)− t(ri)
N
(A.3)
Consistency : The extent to which the domain constraints have been met. Assume NC
is the number of consistent data points in data source D and NR is the total number of
data points in reference data source, then Consistency(D) represents the consistency of
D and it is computed by Eq. (A.4):
Consistency(D) =
NC
NR
(A.4)
For example, we define S = {x ∈ R | 0 ≤ x ≤ 150} is the set of valid data points for
a wind speed data source with 4000 data points. So if we receive 3200 data points with
values between zero and 150, the consistency of the D is 80%.
III. A DATA QUALITY-BASED FRAMEWORK
This section describes our proposed framework for quality-based resource management.
A. Design requirements In order to develop scalable data quality-based applications, the
proposed framework has to be general-purpose and should not adhere to specific depen-
dencies of any scenario. To achieve this requirement the design should allow for scalability
with respect to the framework components, quality dimensions, and data source combina-
tion methodologies used. Data quality dimensions have an important role in this approach
and imply some design requirements.
• The framework must allow data providers to define what quality dimensions could
be taken into account.The user needs to acquire quality criteria from different data
sources in a disciplined way.
• Another important requirement is the independence of the framework from any
ESB platform. The framework should attach and work with ESB regardless of the
platform type. However, in practice, some minor modifications are acceptable.
• The framework should be independent of the target domain. Nevertheless, to be
more realistic, a few changes are acceptable in different application domains.
B. The proposed framework Taking the predefined requirements into consideration we
design a framework as shown in Fig. A.1. The framework architecture uses a multilayer
approach to handle data quality in ESB based on the previously set out requirements.
The framework consists of three layers: the presentation layer, the quality-based resource
management layer, and the data provider layer.
The Presentation layer formalizes the submitted request from the user and passes the
request to the second layer. The data source request is a formal description of the user’s
submitted request. The Quality-Based Resource Management layer is employed to select
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Figure A.1: An overview of the framework architecture.
the best data source with respect to the requested data, quality criteria, and constraints.
This layer finds out the most appropriate data source for the user’s request and gives that
data source to the user. The Data provider layer involves a set of external data providers
including the data, quality descriptions, and the way of access to the data.
The proposed multilayer design, separating the functions gives several benefits. This
design allows the framework to employ different component technologies, ESB platforms,
and deployment environments. It also helps the isolation of data sources and their poten-
tial failures that are passed to the proper layers to be dealt with.
C. Presentation layer Fig. A.2 shows the structure of the Presentation layer. The
Data source request is an entry point to the data quality handling process. It defines
users’ requests precisely and is generated in three steps.
• Step 1: A user starts with retrieving the domain information and quality dimensions
from a Domain repository, for example, the user receives a list of available wind
energy data together with a list of quality dimensions
• Step 2: The user selects the require data name, quality dimensions, and constraints,
for example, the user selects wind speed with completeness of more than 80% from
1st of May to the 1st of June.
• Step 3: The selected data name, quality dimensions, and constraints put together
and the Data source request is generated.
B. Quality-Based Resource Management Layer The data quality handling process is
split into three sub-layers ESB, Service Manager, and Invocation Manager as shown in
Fig. A.3. The ESB contains one module that is called Request Manager to connect users
to ESB and other part of the system. The Request Manager forwards the Data source
request to the Service Manager. This sub-layer is in charge of finding proper data sources
for user and it contains two core components: the Quality Manager and the Service-
Quality Database.
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Figure A.2: The presentation layer.
The Quality Manager selects the most appropriate data sources in terms of acquired
quality aspects and constraints from the Service-Quality Database where all information
about data sources, quality dimensions, and their corresponding values are stored. It
generates the Selected data source list consists of the necessary information of the suit-
able data sources such as the data source address, parameters, and values. The Service
Manager passes the list to the next sub-layer which is the Invocation Manager. As we
mentioned the data sources are provided through a number of services and then it is es-
sential to bind and invoke the data sources in dynamically. The Dynamic Invoker reads
the data sources in the Selected data sources list and invokes them.
The idea of three-layered approach has been introduced for some reasons. Firstly,
splitting the tasks of data quality handling process into separate layers enhances the
extendibility and scalability of the framework. Secondly, having a separate ESB layer
isolates this platform from other parts of the framework. Consequently, the independence
of the framework from ESB platforms is guaranteed and the ESB platform replacement
becomes a simple process. As a result, a wider number of users can take advantages of
our framework regardless of their ESB technology.
E. The Data Provider layer Fig. A.4 illustrates the Data provider layer and represents
a set of external data sources.
As aforementioned, a data source has two parts a data item and a quality description.
The data item provides the data in the terms of services with local databases of sensors
data. These services are accessible through their service descriptions. The Dynamic
Invoker binds and invokes the data item of the selected data sources in its list (Step 1
Fig. A.4). When the service is invoked, it executes a query on its local Data source
database and retrieves the stored data points in database (Step 2).
IV. IMPLEMENTATION
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Figure A.3: The quality-based resource management layer.
This section present an implementation of the framework. A prototype system has
been developed. The prototype contains three main parts, web-based client application,
integration server, and data provider services. Fig. A.5 shows these components and their
interactions.
Users use the web-based client application to send requests to the integration server
for data provided by data providers. These three high level components are fitted to the
framework layers that have been shown in Fig. A.1.
A. The prototype description
We use different wind data source services as third party data providers. SOAP-based
(Simple Object Access Protocol) protocols are used to handle the communication between
the integration server and data provider services. In order to handle the messages coming
from the integration server to the client application, AJAX (Asynchronous JavaScript
and XML) technologies are used. The integration server consists of following four main
components:
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Figure A.4: The data provider layer.
• MuleESB1: is an open source enterprise service bus framework and we use it as the
communication backbone of the system because of its simplicity, large number of
connectors, transports, and its light weight foot prints [38].
• Service Manager: is a service and deployed on Internet Information Services (IIS)
web server. It contains a Quality Manager module responsible for analysing the
data quality. The Quality Manager finds the best data source information and asks
the Invocation Manager to invoke the required data.
• Invocation Manager: is also a service that dynamically binds and invokes the selected
data sources.
• Service-Quality database: is a SQL Server2 relational database that stores infor-
mation about all entities of the system in two main categories: service and quality
information. The first category is used to store information of services and invoke
them. The second category stores information required for data quality handling.
Quality Manager executes query on quality information category for selecting the re-
quired data item and the result of query typically is a list of Web Service Definition
Language (WSDL) address, required operations, and their input/output parame-
ters. These lists are delivered to the Dynamic Invoker Service for subsequent biding
and invocation.
Data provider services are third party services that provide data and quality information
of the data. We use Java API for XML Web Services (JAX-WS) client to send data and
quality using SOAP messages. A data provider announces the quality descriptions by
publishing the quality descriptions as an extra service. This service is characterized by
1 http://www.mulesoft.org
2 http://www.microsoft.com/en-us/sqlserver/default.aspx
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Figure A.5: A prototype implementation of the framework.
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a suffix of ” Quality”. For example, Get WindSpeed service has a corresponding quality
description service that is called Get WindSpeed Quality.
B. Scenarios To illustrate how the data quality resource management can be done
using the proposed architecture, we implement the following scenarios in the scope of the
offshore wind domain. A windmill is one of the main components of the offshore wind
management systems and a number of wind sensors (e.g., wind speed sensor) are attached
to it. As offshore windmills are located far from the coastline where the weather is harsh,
sensors are subject to the moisture and corrosion. Therefore, the quality of the data
produced by them can be negatively influenced [3].
A data quality-based resource management system in offshore wind energy domain
requires measurements of different wind information from wind sensors. Each sensor can
send the measurements to the integration server through a third party wind service, in
which performs a specific data processing and relays the information. A user can send a
request to the sensors data via the integration server. The integration server process the
request and response to the user.
Scenario 1
Scenario description: Given all the data sources are real. There is only one quality
criterion (i.e. completeness) for each data source. The quality description is available
for each data source. Fig. A.6 shows the scenario 1 where the data is provided by wind
sensors through a number of wind web services. A single data source consists of two
elements; a data item (i.e. wind service) and a data quality description which is a set of
data quality dimensions (i.e. completeness in this case). There are three data sources for
wind speed with different completeness values which is given by the sensor provider in
device specification in terms of a percentage.
Figure A.6: Scenario 1.
A user issues a request for wind speed with at least completeness of 85%. The Service
Manger receives this request and gives it to the Quality Manger. The Quality Manger
retrieves the quality descriptions of existing data sources from its quality database and
finds the data sources with appropriate completeness. If there are more than one data
sources that meet the user specified requirements, the Quality Manager choose the data
source with the highest completeness. In Fig. A.6 there are two appropriate data sources;
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data source 1 and 3 because they have the completeness of 90% and 95% respectively. The
Quality Manager selects the data source 3. Figure A.7 shows the graph of data source 3.
Figure A.7: The graph of Data source 3 that is selected by Quality Manager and is
shown for the user.
Scenario 2
Scenario description: Fig. A.8 shows the second scenario where there are one virtual
(derived) data and two real data sources in the system. There is only one criterion (i.e.,
completeness) for each data source. The quality descriptions are available for all data
sources.
Figure A.8: Scenario 2.
The virtual data source is incorporated by a composed service (out of other services)
and data quality descriptions. There are different operations to calculate both combined
data and its quality descriptions, e.g., average of the two data sources and ”first in first
pick up” operations. We assume the later operation in this scenario which means for each
data point in the data item, the system first pick up the data point from the data source
1 if available, otherwise pick up from data source 2.
The user issues a request for wind speed with completeness of at least 85%. The
completeness of data sources 1, 2, and 3 are 75%, 80%, and 95% respectively which
means by combining two real data sources a virtual data source with higher completeness
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is generated. The reason is that each of the data sources 1 and 2 has missed some parts
of the data but when they are composed, each data source might fills the missing part of
the other one. Therefore, Quality Manager chooses the virtual data source.
Scenario 3
Scenario description: Given all the data sources are real. There are multiple quality
criteria for data sources. The quality descriptions are available. Fig. A.9 shows the
third scenario where there are four real wind services each with four quality dimensions
of accuracy, completeness, timeliness, and consistency.
Figure A.9: Scenario 3.
The Quality Manager uses two processes to find the best data source for the user;
restriction process and selection process. The purpose of the restriction process is to
detect and filter out outliers from the results according to the given quality dimensions
and constraints. The restriction process prepares a list of available good data sources and
hands in this list to the selection process. The basic idea of selection is to find the best
data source among good data sources according to selection quality dimension.
A user sends a request for wind speed with two class of quality dimensions; restriction
quality dimensions and selection quality dimensions. The Service Manger receives this
request from the user and gives it to the Quality Manger. At restriction process the Quality
Manage filters the data sources based on user defined restriction quality dimensions (i.e.
Completeness > 70%, Timeliness < 4 ms, and Consistency >= 80%). Only two data
sources 3 and 4 meet the restriction process requirements, and are transferred to the
selection process. Since the user chooses ”Accuracy” as his selection quality dimension,
the most accurate data source between data sources 1 and 2 should be chosen, which is
data source 4 (with accuracy of 85%).
Publish/Subscribe Scenario
Scenario description: In the publish/subscribe pattern, there are some publishers and
subscribers in the system. Subscribers ask for subscription to the publishers and whenever
a publisher publishes any data item, all of its subscribers would receive the published
data items. In this scenario when a user sends a request to the integration server, Quality
Manger finds the best data source to be subscribed, and then Service Manger gives the
subscription information to the user. This information is an ESB channel name. When
user receives the channel name, it subscribes to the channel by calling a function in
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the MuleESB called Mule.Subscribe (”channelname”). Once the user subscribes to the
channel he will receive all data that are pushed by the data providers. Basically in
publish/subscribe pattern scenario there is no dynamic invoker component because the
data sources are no more invoked from integration server. Fig. A.10 shows data providers
that are pushing the data and there are three channels for each them.
Figure A.10: Publish / subscribe scenario, data providers push data.
Fig. A.11 illustrates once the user is subscribed to a data source, he receives real-time
data of that data source.
Figure A.11: Publish / subscribe scenario, user is subscribed to one data source and
receives real-time data.
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V. RELATED WORK AND DISCUSSION
There are some previous works related to resource selection in ESB that are interesting
to consider. Authors in [13] have proposed a multi-layered framework to support the
content-based for intelligent routing path construction and message routing. Their ap-
proach facilitates the data source selection based on the message content. Dynamic service
selection and composition in ESB have presented by [14]. They use abstract service names
to define an Abstract Routing Path (ARP) and replace this path with uniform resource
identifier (URI) of the real data provider at run-time. Their model makes the path selec-
tion in ESB transparent and service composition configuration dynamic. Authors in [15]
have introduced a middleware representing a combination of SOA and Semantic Web and
they call it Semantic Service Bus. It enhances the processes of service discovery, routing,
composition, etc., by employing semantic description of services.
The common fact in all aforementioned works is that the resource selection process is
based on data itself. Different from these approaches, our approach is based on quality
description of the data.
VI. CONCLUSION
As ESB is gaining more attention from industry, there is an increasing need to specify
ESB’s resource management in a disciplined manner. The proposed framework presents
a novel data quality-based resource management model for ESB. We propose a way for
data quality handling in a structured and scalable way.
Users of ESB require measured data and quality descriptions coming from different
sensors to be sent directly. Therefore, the users have to go deep to the system and know
lots of the details of the data providers and their quality specifications. The framework
moves the data quality process from the user level to the integration server (middleware
level). It improves the overall performance of the system and lifts the user’s experience
in the sense of decreasing the details that user has to deals with in order to get access
to data. This framework makes an abstraction that is a data model and the user is just
relating to the domain description and he starts with the domain description and asks a
data source with specific quality aspects and constraints, and then the framework selects
the most suitable data provider for the user.
The potential directions for future work include more sophisticated methods for com-
bining the data sources, supporting the data quality handling when the quality description
is not available for some data sources. In later, there should be a method to find out the
quality out of different received data. Another next step is the use of ontologies and se-
mantic technologies in the selection process to improve the probability of finding suitable
data source for users.
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