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Abstract
We treat quantum counterparts of testing problems whose optimal tests are given by χ2, t and
F tests. These quantum counterparts are formulated as quantum hypothesis testing problems con-
cerning quantum Gaussian states families, and contain disturbance parameters, which have group
symmetry. Quantum Hunt-Stein Theorem removes a part of these disturbance parameters, but other
types of difficulty still remain. In order to remove them, combining quantum Hunt-Stein theorem
and other reduction methods, we establish a general reduction theorem that reduces a complicated
quantum hypothesis testing problem to a fundamental quantum hypothesis testing problem. Using
these methods, we derive quantum counterparts of χ2, t and F tests as optimal tests in the respective
settings.
1 Introduction
In recent years, movement for the achievement of the quantum information processing technology has
been activated. Since it is necessary to prepare a quantum state and to manipulate it accurately for the
quantum information processing, we need a proper method to decide whether the realized quantum state
is the intended state. For such a situation, we have to prepare two hypotheses. One is the null hypothesis
H0, which corresponds to the undesired case. The other hypothesis is called the alternative hypothesis
H1, which corresponds to the desired. Then, both hypotheses H0 and H1 are incompatible with each
other. In order to guarantee the desired property, it is sufficient to show that the null hypothesis H0 is
not true. This type formulation is called quantum hypothesis testing, which is the quantum counterpart
of statistical hypothesis testing.
In this setting, when the hypothesis consists of one element, it is called a simple hypothesis and can
be easily treated even in the quantum case. In particular, when both hypotheses H0 and H1 are simple, a
construction method of an optimal test is guaranteed by the Neyman-Pearson lemma ([26], [29]), and the
asymptotic performance such as Stein’s lemma ([34],[21]), Chernoff bound ([37], [2], [3]) and Hoeffding
bound ([33], [19], [3]) are studied. Such a case has been studied extensively, including the quantum case.
On the other hand, when the hypothesis consists of plural elements, it is called a composite hypothesis. In
realistic cases, it is usual that either H0 or H1 is composite. In the classical hypothesis testing, composite
hypothesis cases are well studied. Especially, testing problems for the Gaussian distribution frequently
appear with various composite hypotheses. When there is disturbance in the basic hypothesis testing
problems for the Gaussian distributions, optimal tests are given by χ2, t and F tests if the unbiasedness is
offered for tests ([36]). These three kinds of testings are mostly applied in the classical hypothesis testing.
However, compared to classical hypothesis testing, the composite hypothesis case is not well studied in
quantum hypothesis testing. There exist only a few studies for testing entanglement among quantum
hypothesis testing with a composite hypothesis ([17], [23]). In particular, no quantum counterparts of
χ2, t and F tests have been studied.
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In this paper, we focus on the quantum Gaussian state ([28]) that is a Gaussian mixture of quantum
coherent states in a bosonic system. Quantum Gaussian states {ρθ,N}θ∈C,N∈R>0 have two parameters
called the mean parameter θ ∈ C and the number parameter N ∈ R>0 corresponding to the mean
parameter and the variance parameter of Gaussian distributions. This kind of states frequently appear
in quantum optical systems. For testing these states, we propose quantum counterparts of χ2, t and F
tests for quantum Gaussian states. The importance of Gaussian distributions relies upon the (classical)
central limit theorem. That is, the central limit theorem guarantees that χ2, t and F tests can be applied
to the i.i.d.(independent and identical distributed) case even though the distribution family is not the
Gaussian distribution family. Similarly, when many quantum states are independently and identically
given, the quantum states are approximated by a quantum Gaussian state due to the quantum central
limit theorem [39, 15, 14, 16, 18, 22, 9]. Therefore, it can be expected that quantum Gaussian sates can
play the same role of Gaussian distributions. Hence, our quantum counterparts can be applied to many
realistic quantum cases.
The main difficulty is treatment of disturbance parameters because our quantum hypothesis testing
problems contain them. For their proper treatment, we sometimes adopt the min-max criteria for the
disturbance parameters. That is, we optimize the worst value of the error probability concerning the
disturbance parameters. Since our problem is hypothesis testing, our target is deriving Uniformly Most
Powerful (UMP) tests in the respective problems. Under this framework, we focus on unitary group
representation on the disturbance parameters. Although the group symmetry method has been much
succeeded in state estimation[22, 5, 27, 28, 30, 1, 24], it can be applied to quantum hypothesis testing in
a few cases[17, 23, 25]. Under the respective symmetries, the UMP min-max test can be obtained among
invariant tests. This argument in a more general setting is justified by quantum Hunt-Stein theorem[27].
However, there exists other type of difficulty except for disturbance parameters. Hence, combining
quantum Hunt-Stein theorem with other reduction methods, we establish a general reduction theorem
that reduces a complicated quantum hypothesis testing problem to a fundamental quantum hypothesis
testing problem. This general theorem enables us to translate our quantum hypothesis testing problems
to fundamental testing problems related to χ2, t and F tests. Another type of difficulty still remains even
after the application of the above methods, but can be resolved by employing known facts in classical
statistics. Overall, we treat 8 quantum hypothesis testing problems for quantum Gaussian states families
as given in Table 1. Their treatment is summarized in Fig. 1.
Testing problem Gaussian distribution Quantum Gaussian state
N : known N : unknown N : known N : unknown
|θ| ≤ R0 vs. |θ| > R0 N-P lem. + MLR t test (R0 = 0) 5.1 5.2 (R0 = 0)
θ = η vs. θ 6= η N-P lem. + MLR t test 6.1 6.2
θ : known θ : unknown θ : known θ : unknown
N ≤ N0 vs. N > N0 χ2 test χ2 test 7.1 7.2
M = N vs. M 6= N F test F test 8.1 8.2
Table 1: This table shows well-known results on classical hypothesis testing for Gaussian distributions
and summary in this paper on quantum hypothesis testing for quantum Gaussian states. N-P lem. and
MLR means Neyman-Pearson’s lemma and monotone likelihood ratio, respectively.
This paper is organized as follows. In section 2, we review fundamental knowledges concerning
the bosonic system and the quantum Gaussian states. In particular, several useful unitary operators
are explained. In section 3, the framework of quantum hypothesis testing are stated and we restate
quantum Hunt-Stein theorem in a min-max sense with the non-compact case. Thereafter, we prepare
some reduction methods on quantum hypothesis testing. In section 4, basic facts in classical hypothesis
testing are reviewed. Using them, we derive optimal test for fundamental testing problems related to χ2
and F tests.
In sections 5 to 8, using quantum Hunt-Stein theorem and our reduction theorem, we derive the opti-
mal tests concerning quantum Gaussian states ρθ,N in the respective settings, as is summarized in Table
1. Especially, quantum counterpart of t test is derived in section 5. These optimal tests are constructed
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4 fundamental quantum hypothesis testing problems
General reduction theorem 
(Including Q Hunt-Stein Theorem)
(H-A) (H-χ2) (H-F)(H-t)
8 quantum hypothesis testing problems 
for quantum Gaussian states families
Theorems for 
classical testing
Q-χ2 test Q-F test 
Q Hunt-Stein 
theorem +α
optimal test Q-t test 
Figure 1: Our strategy for 8 quantum hypothesis testing problems for quantum Gaussian states families.
by quantum versions of χ2, t and F tests, which are based on the number measurement. In section 9,
we numerically compare the performance for our optimal tests and tests based on the combination of the
classical optimal test and the heterodyne measurement, which is the optimal measurement in the sense of
state estimation. This comparison clarifies the advantage of our optimal tests. In section 10, we treat the
relation of our quantum χ2 test with quantum state estimation. In section 11, we give some concluding
remarks.
2 Bosonic system and quantum Gaussian state
In this section, we introduce quantum Gaussian states in the bosonic system and some operations on the
system. A single-mode bosonic system is mathematically represented by H = L2(R), which is spanned
by sets {|k〉}k∈Z≥0 of the k-th Hermitian functions |k〉. A most typical example of a single-mode bosonic
system is the one-mode photonic system, in which, the vector |k〉 is called the k-photon number state
because it regarded as the state corresponding to k photons. Then, MN = {|k〉〈k|}k∈Z≥0 forms a POVM,
which is called the number measurement. When the vector |ξ) ∈ L2(R) (ξ ∈ C) is defined by
|ξ) := e− |ξ|
2
2
∞∑
k=0
ξk√
k!
|k〉,
the state |ξ)(ξ| is called the coherent state because it corresponds to the coherent light in the quantum
optical system. Then, the quantum Gaussian state is defined as a Gaussian mixture of coherent states
in the following way:
ρθ,N =
1
πN
∫
C
|ξ)(ξ|e− |θ−ξ|
2
N dξ,
The mean parameter θ corresponds to the mean parameter of the Gaussian distribution, and the number
parameter N does to the variance parameter of the Gaussian distribution.
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In the bosonic system L2(R), we focus on the momentum operator Q and the position operator P ,
which are defined by
(Qf)(x) := xf(x), (Pf)(x) := −i df
dx
(x).
Then, the mean shift operator
Wθ := exp i(−
√
2ReθP +
√
2ImθQ) (θ ∈ C) (2. 1)
plays the same role as the constant addition for a random variable distributed to a Gaussian distribution.
That is, it satisfies
Wθ′ρθ,NW
∗
θ′ = ρθ+θ′,N
for any θ, θ′ ∈ C. We prepare a lemma about the mean shift operator.
Lemma 2.1. For a bounded self-adjoint operator T on L2(R)⊗n, T satisfies (Wξ ⊗ I⊗(n−1))T (Wξ ⊗
I⊗(n−1))∗ = T for any ξ ∈ C if and only if T is represented as T = I ⊗ T ′ where T ′ is a bounded
self-adjoint operator on L2(R)⊗(n−1).
Since the representation {Wθ}θ∈C of C on L2(R) is irreducible, the above lemma is followed by the
Schur’s lemma.
Using the number operator Nˆ :=
∞∑
k=0
k|k〉〈k|, we define the phase shift operator
Seit := exp(itNˆ) (e
it ∈ S1 := {a ∈ C||a| = 1}), (2. 2)
which satisfies
eitNˆρθ,Ne
−itNˆ = ρeitθ,N
for any t ∈ R, θ ∈ C. The phase shift operation plays the same role as the rotation for a random
variable distributed to a two-dimensional Gaussian distribution. We prepare a lemma about the phase
shift operator.
Lemma 2.2. For a bounded self-adjoint operator T on L2(R)⊗n, T satisfies
(St ⊗ I⊗(n−1))T (St ⊗ I⊗(n−1))∗ = T (2. 3)
for any t ∈ R if and only if T is represented as
T =
∞∑
k=0
|k〉〈k| ⊗ Tk (2. 4)
where each Tk is a bounded self-adjoint operator on L
2(R)⊗(n−1).
Proof: Let T satisfy the equation (2. 3). When we denote T by
∑
tk1,···,kn,l1,···,ln|k1, · · ·, kn〉〈l1, · · ·, ln|,
eit1(k1−l1)tk1,···,kn,l1,···,ln = tk1,···,kn,l1,···,ln
holds for t1 ∈ R, k1, · · ·kn, l1, · · ·, ln ∈ Z≥0 by the equation (2. 3). Hence we get tk1,···,kn,l1,···,ln = 0 for
k1 6= l1. When we define as
Tk :=
∑
k2,···,kn,l2,···,ln∈Z≥0
tk,k2,···,kn,k,l2,···,ln |k2, · · ·, kn〉〈l2, · · ·, ln|,
T is represented as (2. 4), and each Tk is clearly a bounded self-adjoint operator.
Conversely, when T is represented as (2. 4), then T clearly satisfies (2. 3).
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In the n-mode bosonic system, we denote the momentum operator and the position operator on the
j-th bosonic system Hj = L2(R) (j = 1, · · ·, n) by Qj and Pj . When the interaction Hamiltonian is given
as Hj,j+1 := i(a
∗
j+1aj − a∗jaj+1) with aj := 1√2 (Qj + iPj), the coherent state |αj)⊗ |αj+1) on Hj ⊗Hj+1
is transformed to
exp(itHj,j+1)|αj)⊗ |αj+1) = |αjcost+ αj+1sint)⊗ | − αjsint+ αj+1cost).
Hence, we get
exp(itHj,j+1)(ρθj ,N ⊗ ρθj+1,N)exp(−itHj,j+1) = ρθjcost+θj+1sint,N ⊗ ρ−θjsint+θj+1cost,N
for a quantum Gaussian state ρθj ,N ⊗ ρθj+1,N . By choosing suitable interaction time t1,2, · · ·, tn−1,n, the
unitary operator Un := exp(it1,2H1,2) · · · exp(itn−1,nHn−1,n) satisfies
Unρ
⊗n
θ,NU
∗
n = ρ
√
nθ,N ⊗ ρ⊗(n−1)0,N (2. 5)
for any θ ∈ C, N ∈ R>0. We call the above unitary operator Un satisfying the condition (2. 5) the
concentrating operator. In the same way, we can construct the unitary operators U ′m,n and U
′′
m,n
satisfying
U ′m,n(ρ
⊗m
θ,N ⊗ ρ⊗nη,N )U ′
∗
m,n = ρc1(mθ+nη),N ⊗ ρc0(θ−η),N ⊗ ρ⊗(m+n−2)0,N , (2. 6)
U ′′m,n(ρ
⊗m
θ,N ⊗ ρ⊗nη,N )U ′′
∗
m,n = ρ
√
mθ,M ⊗ ρ√nη,N ⊗ ρ⊗(m−1)0,M ⊗ ρ⊗(n−1)0,N (2. 7)
for any θ, η ∈ C where c0 :=
√
mcos(tan−1(
√
m
n )), c1 :=
1√
n
cos(tan−1(
√
m
n )).
Lemma 2.3. When the number measurementMN is performed for the system with the quantum Gaussian
state ρθ,N , the measured value k is obtained with the probability
Pθ,N(k) := 〈k|ρθ,N |k〉 = 1
N + 1
(
N
N + 1
)k
e−
|θ|2
N+1Lk
(
− |θ|
2
N(N + 1)
)
where Lk(x) =
k∑
j=0
(
k
j
)
(−x)j
j!
is the k-th Laguerre polynomial.
Proof: By using
Pθ,N(k) = 〈k|ρθ,N |k〉 = 1
πk!N
∫
C
|ξ|2ke−|ξ|2e− |θ−ξ|
2
N dξ
=
e−
|θ|2
N+1
πk!N
∫
C
|ξ|2ke−(1+ 1N )|ξ− θN+1 |2dξ
=
1
N + 1
(
N
N + 1
)k
e−
|θ|2
N+1
1
πk!
∫
C
∣∣∣ξ + θ√
N(N + 1)
∣∣∣2ke−|ξ|2dξ
and ∫
C
|ξ + c|2ke−|ξ|2dξ =
∫
C
|ξ|2ke−|ξ−|c||2dξ
=
∫ ∞
0
∫ 2pi
0
r2ke−|re
iφ−|c||2dφdr = e−|c|
2
∫ ∞
0
r2k+1e−r
2
∫ 2pi
0
e2|c|rcosφdφdr
=e−|c|
2
∫ ∞
0
r2k+1er
2
2πJ0(−2i|c|r)dr = πk!Lk(−|c|2), (2. 8)
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where J0(z) =
1
2pi
∫ 2pi
0
eizcosφdφ is Bessel function of the first kind, the equation
Pθ,N(k) =
1
N + 1
(
N
N + 1
)k
e−
|θ|2
N+1Lk
(
− |θ|
2
N(N + 1)
)
holds. The fourth equation in (2. 8) is derived by [11, 6.631,p738].
The probability Pθ,N in Lemma 2.3 can be calculated as follows in the specific situation. When θ = 0,
the distribution P0,N is the geometric distribution with the mean N , i.e.,
P0,N (k) =
1
N + 1
(
N
N + 1
)k
holds for k ∈ Z≥0. Similarly, when N = 0, the distribution Pθ,0 is the Poisson distribution with the mean
|θ|, i.e.,
Pθ,0(k) =
|θ|k
k!
e−|θ|
holds for k ∈ Z≥0.
The mean and the variance of Pθ,N are represented as follows.
Lemma 2.4. [10] The mean and the variance of the probability measure Pθ,N in Lemma 2.3 are |θ|2+N
and N(N + 1) + |θ|2(2N + 1) respectively.
See [10] for the higher moment of Pθ,N .
3 Quantum hypothesis testing
In this section, we describe the formulation for the quantum hypothesis testing. In particular, we focus
on the case when the composite hypotheses are given with the disturbance parameter. In order to treat
such a situation with symmetry, we provide quantum Hunt-Stein theorem in the context of quantum
hypothesis testing. In this paper, the dimension of the quantum system H of interest is not necessary
finite, and is assumed to be at most countable.
3.1 Basic formulation for quantum hypothesis testing
In quantum hypothesis testing, in order to describe our hypotheses, the null hypothesis H0 and the
alternative hypothesisH1, we introduce two disjoint sets S0 and S1 of quantum states so that the unknown
state ρ belongs to the union set S := S0 ∪S1. Then, our problem and our two hypotheses H0 and H1 are
described in the following way:
H0 : ρ ∈ S0 vs. H1 : ρ ∈ S1.
What we should do in quantum hypothesis testing is to determine whether ρ belongs to S0 or S1 by
applying a two-valued POVM {T0, T1} to the quantum system with the unknown state. In this method,
we support the hypothesis Hi when the outcome is i. Since an arbitrary two-valued POVM {T0, T1} is
represented by an operator 0 ≤ T ≤ I (I is the identity operator) as T0 = I − T, T1 = T , an operator
0 ≤ T ≤ I is called a test (operator) in hypothesis testing. There are two kinds of erroneous in the
above decision way: to accept H1 although H0 is true and to accept H0 although H1 is true, which are
called type I error and type II error respectively. Type I error and type II error probabilities are expressed
as
αT (ρ) := Tr ρT (ρ ∈ S0), βT (ρ) := 1− Tr ρT (ρ ∈ S1). (3. 1)
Then, the function
γT (ρ) := 1− βT (ρ) = TrρT (ρ ∈ S1)
is called the power of the test T .
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A test with lower error probabilities is better, but type I and type II error probabilities can not be
minimized simultaneously. Since there often exists a trade-off relation between type I error probability
and type II error probability, accordingly, we take a permissible error constant α ∈ (0, 1) for the first error
probability, which is called the (significance) level. Hence, we treat tests T with level α, i.e., TrTρ ≤ α
for all states ρ ∈ S0. Then, we denote the set of tests T with level α by Tα, i.e.,
Tα := {T |0 ≤ T ≤ 1, TrTρ ≤ α, ∀ρ ∈ S0}. (3. 2)
A test T with level α is called a UMP test (Uniformly Most Powerful test) when its type II error
probability is the minimum among tests with level α, i.e., βT (ρ) ≤ βT ′(ρ) for all states ρ ∈ S1 and for all
tests T ′ ∈ Tα. A problem to derive a UMP test is often treated in quantum hypothesis testing, however
a UMP test may not exist when the null hypothesis H1 is composite. Then, we need to modify this
formulation.
A family of quantum states on a hypothesis testing problem often has parameters that are unrelated to
the hypotheses. We call the unrelated parameters the disturbance parameters. For example, let consider
the following hypothesis testing problem of the number parameter N for a family of quantum Gaussian
states {ρθ,N}θ∈C,N∈R>0:
H0 : N ≤ N0 vs. H0 : N > N0,
where N0 is a positive constant. In this case, the disturbance parameter is the mean parameter θ ∈ C,
which is unrelated to the number parameter N .
This situation can be formulated in the following way. It is assumed that our parameterized family is
given as {ρθ,ξ}θ∈Θ,ξ∈Ξ, in which, the parameter ξ ∈ Ξ is the disturbance parameter and the parameter
θ ∈ Θ is related to our hypotheses. In order to formulate our problem, we assume that the parameter
space Θ is given as the union of two disjoint subsets Θ0 and Θ1. When Si = {ρθ,ξ}θ∈Θi,ξ∈Ξ for i = 0, 1,
our problem and our two hypotheses H0 and H1 are described in the following way:
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with {ρθ,ξ}θ∈Θ,ξ∈Ξ.
The min-max criterion for the disturbance parameter ξ ∈ Ξ is provided by the notion that it is
better for a test to have smaller maximum value of the type II error probability among all disturbance
parameters ξ ∈ Ξ. Then, the optimal test with level α is given as the test T0 with level α satisfying the
following equation:
sup
ξ∈Ξ
βT0(ρθ,ξ) = inf
T∈Tα
sup
ξ∈Ξ
βT (ρθ,ξ) (∀θ ∈ Θ1).
We call the above optimal test a UMP min-max test with level α. Our main task is to derive a UMP
test and a UMP min-max test for various hypothesis testing problems of the quantum Gaussian states
in the following sections.
However, it is often difficult to find a UMP min-max test or a UMP test. In this case, we impose
the additional condition on tests. A test T with level α is called an unbiased test if the test satisfies
βT (ρθ,ξ) ≤ 1−α for θ ∈ Θ1 and ξ ∈ Ξ. Then, we sometimes seek the optimal test under the unbiasedness
for tests.
Remark 3.1. In the above formulation, the parametrization map (θ, ξ) 7→ ρθ,ξ is not necessarily injective.
There may exist a point θ0 ∈ Θ such that different ξ ∈ Ξ provides the same state ρθ,ξ. Such a point θ0 ∈ Θ
is called a singular point, Even if there exists a singular point, the above formulation works properly.
3.2 Invariance of UMP min-max test
For a simple derivation of the optimal test, we sometimes focus on a unitary (projective) representation
V of a group G on the Hilbert space H. The unitary (projective) representation V is called covariant
concerning the disturbance parameter space Ξ, when there is an action of group G to the disturbance
parameter space Ξ such that
Vgρθ,ξV
∗
g = ρθ,g·ξ, ∀θ ∈ Θ, ∀ξ ∈ Ξ, ∀g ∈ G. (3. 3)
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Now, we impose the invariance for tests under the above covariance. A test T is called G invariant
test concerning a (projective) representation V if VgTV
∗
g = T holds for any g ∈ G. A UMP invariant test
is defined by an invariant test with the minimum type II error in the class of tests with level α. That is,
an invariant test T with level α is called a UMP invariant test with level α when βT (ρ) ≤ βT ′(ρ) holds for
all states ρ ∈ S1 and for all invariant tests T ′ ∈ Tα. Then, it is nothing but the optimal test in invariant
tests.
It is often easy to optimize the invariant test in virtue of the invariance and accordingly derive the
UMP invariant test. Quantum Hunt-Stein theorem guarantees that a UMP min-max test of level α
is given as a UMP invariant test. Quantum Hunt-Stein theorem for a compact group was given by
Holevo[27, 28] and quantum Hunt-Stein theorem for a non-compact case was shown by Bogomolov[6] and
Ozawa[38] but not stated in the context of the quantum hypothesis testing. In the following, we restate
quantum Hunt-Stein theorem as a theorem concerning the following hypothesis testing with the min-max
criterion:
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with {ρθ,ξ}θ∈Θ,ξ∈Ξ (3. 4)
for a family of quantum states {ρθ,ξ}θ∈C,ξ∈Ξ on H with the disturbance parameter ξ.
At first, we consider the case that a compact group acts on a family of quantum states and derive the
relation between a UMP min-max test and a UMP invariant test.
Theorem 3.1. (Quantum Hunt-Stein theorem for a compact group) When a (projective) rep-
resentation of a compact group G satisfies the covariant condition (3. 3) concerning the disturbance
parameter space Ξ, the following equations hold.
inf
T˜∈Tα,V
sup
ξ∈Ξ
βT˜ (ρθ,ξ) = infT∈Tα
sup
ξ∈Ξ
βT (ρθ,ξ) (∀θ ∈ Θ1),
inf
T˜∈Tα,u,V
sup
ξ∈Ξ
βT˜ (ρθ,ξ) = infT∈Tα,u
sup
ξ∈Ξ
βT (ρθ,ξ) (∀θ ∈ Θ1),
where Tα,V , Tα,u, and Tα,u,V are the set of tests of level α that are invariant concerning the (projective)
representation V , the set of unbiased tests of level α, and the set of unbiased tests of level α that are
invariant concerning the (projective) representation V .
Theorem 3.1 yields the following proposition which insists that an invariant UMP test is also a UMP
min-max test.
Proposition 3.1. Assume that a unitary (projective) representation of a compact group G satisfies the
covariant condition (3. 3) concerning the disturbance parameter space Ξ. If there exists a UMP (unbiased)
invariant test T0 with level α for hypothesis testing (3. 4), T0 is also a UMP (unbiased) min-max test
with level α for the disturbance parameter ξ ∈ Ξ.
Next, we state quantum Hunt-Stein theorem for a non-compact case, which requires the amenability
for a group G. The definition and several properties of an amenable group are written in [13]. The
following proposition is known.
Proposition 3.2. [7] For a locally compact Hausdorff group G, there exists an asymptotic probability
measure on G if and only if G is amenable.
Here, an asymptotic probability measure {νn} on G is defined by a sequence of probability measures
on G satisfying
lim
n→∞
|νn(g ·B)− νn(B)| = 0
for any g ∈ G and any Borel set B ⊂ G. For example, all of compact Lie groups like (S1)n are amenable
groups. A finite-dimensional Euclid space Rn and the whole of integers are amenable groups too.
In addition, we need the completeness of a family of quantum states. A family of quantum states is
called complete if for any bounded linear operator X , the following holds:
Tr(ρX) = 0 (∀ρ ∈ S) is equivalent with X = 0.
The whole of pure states on a finite-dimensional quantum system and the quantum Gaussian states
{ρθ,N}θ∈C have the completeness for any N > 0.
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Theorem 3.2. (Quantum Hunt-Stein theorem [6],[38]) Let S be a complete family of quantum
states on a Hilbert space H of at most countable dimension.
When a unitary (projective) representation of an amenable group G satisfies the covariant condition
(3. 3) concerning the disturbance parameter space Ξ, the following equation holds.
inf
T˜∈Tα,V
sup
ξ∈Ξ
βT˜ (ρθ,ξ) = infT∈Tα
sup
ξ∈Ξ
βT (ρθ,ξ) (∀θ ∈ Θ1),
inf
T˜∈Tα,u,V
sup
ξ∈Ξ
βT˜ (ρθ,ξ) = infT∈Tα,u
sup
ξ∈Ξ
βT (ρθ,ξ) (∀θ ∈ Θ1).
From Theorem 3.2, the following proposition which insists that a UMP test is also a UMP min-max
test is obtained.
Proposition 3.3. Let S be a complete family of quantum states on a Hilbert space H of at most countable
dimension. Assume that a unitary (projective) representation of an amenable group G satisfies the co-
variant condition (3. 3) concerning the disturbance parameter space Ξ. If there exists a UMP (unbiased)
invariant test T0 with level α for hypothesis testing (3. 4), T0 is also a UMP (unbiased) min-max test
with level α for the disturbance parameter ξ ∈ Ξ.
We give a proof of quantum Hunt-Stein theorem on the hypothesis testing in appendix. Since our
proof is restricted to the situation of the hypothesis testing, it is plainer than Bogomolov’s proof. When
we additionally impose the unbiasedness to our tests, the arguments similar to Theorems 3.1 and 3.2
hold. Therefore, Propositions 3.1 and 3.3 insist that an UMP unbiased invariant test is also an UMP
unbiased min-max test.
Remark 3.2. The above theorems can be restated with a general action of a group G on the space B(H)
of bounded operators on H. Indeed, when the action comes from a unitary (projective) representation V
as g · T := VgTV ∗g , the compatibility condition
Tr(g · ρ)X = Trρ(g−1 ·X) (3. 5)
holds. When an action of an amenable group G on the space B(H) satisfies the condition (3. 5), it is
called compatible. Even if the (projective) representation V is replaced by a compatible group action on
the space B(H), we can show Theorems 3.1 and 3.2 and Propositions 3.1 and 3.3 in the same way.
3.3 Reduction methods on quantum hypothesis testing problems
Usually, a meaningful quantum hypothesis testing problem has a complicated structure. Hence, it is
needed to simplify such a given quantum hypothesis testing problem. For this kind of simplification, we
prepare some lemmas reducing a quantum hypothesis testing problem to a fundamental one. Thereafter,
we summed up those lemmas as Theorem 3.3. Those are very useful and frequently used in later sections.
Let H1 be a Hilbert space with at most countable dimension, and {ρθ,ξ1}θ∈Θ,ξ1∈Ξ1 be a family of quantum
states on H1.
The following lemma shows that we can transform a quantum system in a testing problem by a unitary
transformation.
Lemma 3.1. The following equivalent relation holds for any unitary operator U on H1. A test T is a
UMP (unbiased, min-max) test with level α for
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with S = {ρθ,ξ1}θ∈Θ,ξ1∈Ξ1 (3. 6)
if and only if a test U∗TU is a UMP (unbiased, min-max) test with level α for
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with {U∗ρθ,ξ1U}θ∈Θ,ξ1∈Ξ1 . (3. 7)
The above lemma is obvious.
The following two lemma shows that we can erase a partial system from which we can not obtain the
information about the testing parameter.
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Lemma 3.2. Let H2 be a Hilbert space with at most countable dimension, and {ρξ2}ξ2∈Ξ2 be a family of
quantum states on H2. Then, the following equivalent relation holds.
A test T is a UMP (unbiased, min-max) test with level α for
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with {ρθ,ξ1}θ∈Θ,ξ1∈Ξ1 (3. 8)
if and only if a test T ⊗ I is a UMP (unbiased, min-max) test with level α for
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with {ρθ,ξ1 ⊗ ρξ2}θ∈Θ,ξ1∈Ξ1,ξ2∈Ξ2 . (3. 9)
Proof:
We assume that T is a UMP (unbiased) test with level α for (3. 8). We define a completely positive
map Λρξ2 for each ξ2 ∈ Ξ2 from the space of bounded self-adjoint operators on H⊗H′ to that on H as
Tr(Λρξ2 (X)ρ) = Tr(X(ρ⊗ ρξ2))
holds for any trace class operator ρ on H. Let T ′ be an arbitrary test with level α for (3. 9). Then,
0 ≤ Λρξ2 (T ′) ≤ I holds by the completely positivity of Λρξ2 . Moreover, since T ′ is a test with level α,
Tr(Λρξ2 (T
′)ρθ,ξ1) = Tr(T
′(ρθ,ξ1 ⊗ ρξ2)) ≤ α
holds for any θ ∈ Θ0, that is, Λρξ2 (T ′) is a test with level α for (3. 8). Similarly, if T ′ satisfies unbiasedness,
Λρξ2 (T
′) satisfies unbiasedness too. Therefore, we get
βT⊗I(ρθ,ξ1 ⊗ ρξ2) = βT (ρθ,ξ1) ≤ βΛρξ2 (T ′)(ρθ,ξ1) = βT ′(ρθ,ξ1 ⊗ ρξ2)
for any θ ∈ Θ1, ξ1 ∈ Ξ1, ξ2 ∈ Ξ2. Thus, T ⊗ I is a UMP (unbiased) test with level α for (3. 9).
Similarly, when T is a UMP (unbiased) min-max test with level α for (3. 8), T⊗I is a UMP (unbiased)
min-max test with level α for (3. 9).
The converse is obvious.
Lemma 3.3. Let H3 be a Hilbert space with at most countable dimension, and {ρθ,ξ1,ξ3}θ∈Θ,ξ1∈Ξ1,ξ3∈Ξ3 be
a family of quantum states on H3. We assume that V is an irreducible unitary (projective) representation
of an amenable group G on H3 and covariant concerning the disturbance parameter space Ξ1 × Ξ3. In
addition, if G is non-compact, we assume that the family of quantum states {ρθ,ξ1⊗ρθ,ξ1,ξ3}θ∈Θ,ξ1∈Ξ1,ξ3∈Ξ3
is complete. Then, the following equivalent relation holds.
A test T is a UMP (unbiased) min-max test with level α for
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with {ρθ,ξ1}θ∈Θ,ξ1∈Ξ1 (3. 10)
if and only if a test T ⊗ I is a UMP (unbiased) min-max test with level α for
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with {ρθ,ξ1 ⊗ ρθ,ξ1,ξ3}θ∈Θ,ξ1∈Ξ1,ξ3∈Ξ3 . (3. 11)
Proof: When T is a UMP (unbiased) min-max test with level α for (3. 10), we show that T ⊗ I is a
UMP (unbiased) min-max test with level α for (3. 11). Let T ′ be a test with level α for (3. 11). We can
assume that T ′ is invariant concerning to the irreducible (projective) representation V due to quantum
Hunt-Stein theorem (Theorem 3.1 or Theorem 3.2). Thus, T ′ is represented as T ′′ ⊗ I by using the test
T ′′ on H due to Schur’s lemma. Then, since T ′ is a test with level α for (3. 11), the test T ′′ is a test
with level α for (3. 10). Therefore, the type II error probability of T ⊗ I is less than or equal to that of
T ′ = T ′′ ⊗ I.
The converse is obvious.
We get the following theorem by summing up the above three lemmas.
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Theorem 3.3. LetH1,H2,H3 be Hilbert spaces with at most countable dimension, and S1 := {ρθ,ξ1}θ∈Θ,ξ1∈Ξ1 ,S2 :=
{ρξ2}ξ2∈Ξ2 ,S3 := {ρθ,ξ1,ξ3}θ∈Θ,ξ1∈Ξ1,ξ3∈Ξ3 be families of quantum states on H1,H2,H3, respectively. We
assume that V is an irreducible (projective) representation of an amenable group G on H3 and covariant
concerning the disturbance parameter space Ξ1×Ξ3 of the family of quantum states {ρθ,ξ1,ξ3}θ∈Θ,ξ1∈Ξ1,ξ3∈Ξ3 .
In addition, if G is non-compact, we assume that the family of quantum states {ρθ,ξ1⊗ρθ,ξ1,ξ3}θ∈Θ,ξ1∈Ξ1,ξ3∈Ξ3
is complete. Then, the following equivalent relation holds.
A test T is a UMP (unbiased) min-max test with level α for
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with {ρθ,ξ1}θ∈Θ,ξ1∈Ξ1 (3. 12)
if and only if a test U∗(T ⊗ IH2 ⊗ IH3)U is a UMP (unbiased) min-max test with level α for
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1
with {U∗(ρθ,ξ1 ⊗ ρξ2 ⊗ ρθ,ξ1,ξ3)U}θ∈Θ,ξ1∈Ξ1,ξ2∈Ξ2,ξ3∈Ξ3 , (3. 13)
where U is a unitary operator on H1 ⊗H2 ⊗H3.
In addition, when H3 is the empty set φ, a test T is a UMP (unbiased, min-max) test with level α for
(3. 12) if and only if a test U ′∗(T ⊗ IH2)U ′ is a UMP (unbiased, min-max) test with level α for
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θ1 with {U ′∗(ρθ,ξ1 ⊗ ρξ2)U ′}θ∈Θ,ξ1∈Ξ1,ξ2∈Ξ2 , (3. 14)
where U ′ is a unitary operator on H1 ⊗H2.
We considered some reduction methods on quantum hypothesis testing problems. Those results are
effectively used in testing problems for quantum Gaussian states. Note that those reduction methods
are not peculiar to quantum hypothesis testing. Indeed, when we construct optimal tests in the test-
ing problems for Gaussian distributions, we perform the suitable orthogonal transformation (called the
Helmert transformation) to the random variables distributed according to the Gaussian distributions, and
erase useless parts in the transformed random variables. By those reduction, the testing problems for
Gaussian distributions are transformed to fundamental problems, and optimal tests for the fundamental
problems are constructed by using χ2, t and F distribution. In later sections, we treat testing problems
for quantum Gaussian states. Then, we transform the testing problems to some fundamental problems
by using the above reduction methods, and derive optimal tests for all testing problems by constructing
optimal tests for fundamental problems.
4 Relation between classical and quantum hypothesis testing
In this section, we describe the relation between classical hypothesis testing and quantum hypothesis
testing of the commutative case, and summed up some fundamental facts in classical hypothesis testing.
Thereafter, we treat a quantum counterpart of χ2 and F tests.
4.1 Hypothesis testing for a commutative quantum states family
We consider a hypothesis testing for a family of commutative quantum states. LetH be a Hilbert space
with at most countable dimension, and S = {ρθ,ξ}θ∈Θ,ξ∈Ξ be a family of commutative quantum states
on H. By using a suitable orthonormal basis {|x〉}x∈X of H, each state of {ρθ,ξ}θ∈Θ,ξ∈Ξ is represented as
ρθ,ξ =
∑
x∈X
pθ,ξ(x)|x〉〈x|,
where {pθ,ξ}θ∈Θ,ξ∈Ξ is a family of probability distribution on X . Therefore, a family of commutative
quantum states S is identified with a family of probability distribution whose each probability is composed
by the eigenvalues of the quantum states in S.
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Then, for an arbitrary test operator T , when we define the diagonal part Tdiag of the test by a test
operator
∑
x∈X 〈x|T |x〉|x〉〈x|, the diagonal part satisfies Trρθ,ξT = Trρθ,ξTdiag. In particular, the type I
and type II error probabilities satisfy αT (θ) = αTdiag (θ) and βT (θ) = βTdiag (θ). Since the efficiency of
an arbitrary test can be achieved by the diagonal part of the test, our tests can be restricted to tests
which have the form
∑
x∈X tx|x〉〈x| (tx ∈ [0, 1]). Therefore, a test operator T =
∑
x∈X tx|x〉〈x| for a
family of commutative quantum states is identified with a test function ϕT (x) := tx ∈ [0, 1] on X which
is composed by the eigenvalues of the test T .
As stated above , the formulation of quantum hypothesis testing for a family of commutative quan-
tum states is identified with the formulation of classical hypothesis testing for a family of probability
distributions. Therefore, classical hypothesis testing theory is often effective to consider some kind of
problems in quantum hypothesis testing.
In classical hypothesis testing, problems for the exponential family is intensively studied, and results
for those problems is necessary in hypothesis testing for quantum Gaussian states. Here, an l-parameter
exponential family is defined as a parametric family of probability distributions P = {pθ}θ∈Θ⊂Rl (Θ ⊂ Rl
is a convex set) on a measurable set Ω such that all probability distributions are represented as
pθ(ω) = exp
(
F (ω) +
l∑
k=1
Xl(ω)θl − ψ(θ)
)
where F,X1, · · ·, Xl are R-valued random variables not depending on parameters θ = (θ1, · · ·, θl), and
ψ : Θ → R is a function [4]. In the above exponential family, the parameters θ = (θ1, · · ·, θl) are called
natural parameters.
In the following subsections, we review fundamental results in classical hypothesis testing, and derive
optimal tests for two problems on quantum Gaussian states by using the results.
4.2 Hypothesis testing with one-parameter exponential family
In order to treat a typical commutative case, we employ the following known theorem for a one-
parameter exponential family.
Theorem 4.1. [36] Let P = {pθ}θ∈Θ be a one-parameter exponential family with a natural parameter θ.
Then, for any real number C ∈ Θ, there exist constants γ ∈ (0, 1], K ∈ R and a test function
ϕ(ω) =


0 (X1(ω) < K)
γ (X1(ω) = K)
1 (X1(ω) > K)
satisfying
EpC [ϕ(X1)] = α, (4. 1)
where EpC [ ] means an expectation under the distribution pC. The test function ϕ is a UMP test function
for the hypothesis testing problem
H0 : θ ≤ C vs. H1 : θ > C, with {pθ}θ∈Θ.
Next, we apply the above theorem to a quantum hypothesis testing problem. When we define a
one-parameter exponential family {pn,w}w∈R<0 on Zn≥0 by
pn,w(k) = exp {X1(k)w − ψ(w)}
where k = (k1, · · ·, kn) ∈ Zn≥0, X1(k) :=
∑
kj , ψ(w) := −nlog(1 − ew), the family of quantum Gaussian
states {ρ⊗n0,N}N∈R>0 is identified with the exponential family {pn,w}w∈R>0 since
ρ⊗n0,N =
∑
k∈Zn
≥0
pn,log( NN+1)
(k)|k〉〈k|
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holds. Thus, a quantum hypothesis testing problem
H0 : N ∈ (0, N0] vs. H1 : N ∈ (N0,∞) with {ρ⊗n0,N}N∈R>0 (H-χ2)
is translated to a classical hypothesis testing problem
H0 : w ∈
(
−∞, log N0
1 +N0
]
vs. H1 : w ∈
(
log
N0
1 +N0
, 0
)
with {pn,w}w∈R<0.
Since {pn,w}w∈R<0 is a one-parameter exponential family with the natural parameter w, the following
test function ϕ is a UMP test for the above hypothesis testing problem due to Theorem 4.1. The test
function ϕ is defined by
ϕ(k) :=


0 (X1(k) < K0)
γ (X1(k) = K0)
1 (X1(k) > K0),
(4. 2)
where X1(k) :=
∑n
j=1 kj for k = (k1, · · ·, kn) ∈ Zn≥0 and, the constants K0 ∈ Z≥0 and γ ∈ (0, 1] are
uniquely determined by
1−
K0∑
K=0
(
K + n− 1
n− 1
)(
1
N0 + 1
)n(
N0
N0 + 1
)K
< α
≤ 1−
K0−1∑
K=0
(
K + n− 1
n− 1
)(
1
N0 + 1
)n(
N0
N0 + 1
)K
, (4. 3)
γ :=
α−

1−
K0∑
K=0
(
K + n− 1
n− 1
)(
1
N0 + 1
)n(
N0
N0 + 1
)K
(K0+n−1n−1 )
(
1
N0+1
)n( N0
N0+1
)K0 (4. 4)
which corresponds to the condition (4. 1) in Theorem 4.1. Therefore, we get the following theorem.
Theorem 4.2. For the hypothesis testing problem (H-χ2), the test
T
[χ2],n
α,N0
:=
∑
k∈Zn
≥0
ϕ(k)|k〉〈k|.
is a UMP test with level α.
We constructed a test T
[χ2],n
α,N0
for the hypothesis testing problem (H-χ2). In the classical system, the
hypothesis testing problem (H-χ2) corresponds to
H0 : N ∈ (0, N0] vs. H1 : N ∈ (N0,∞) with {G(n)0,N}N∈R>0
where G0,N is a Gaussian distribution with the mean 0 and the variance N . A χ
2 test is a UMP test for
the above classical hypothesis testing problem. Therefore, the test T
[χ2],n
α,N0
can be regarded as a quantum
counterpart of the χ2 test, and we call the test T
[χ2],n
α,N0
a quantum χ2 test with n degrees of freedom and
level α.
4.3 Hypothesis testing with a two-parameter exponential family
In order to treat another typical commutative case, we employ the following known theorem for a
two-parameter exponential family.
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Theorem 4.3. [36] Let {pθ}θ∈Θ be a two-parameter exponential family with a natural parameter θ =
(θ1, θ2). Then, for a real number C in the range of the first parameter, there exist functions γ : R→ (0, 1],
c1, c2 : R→ R and a function
ϕ(ω) =


0 (c1(X2(ω)) < X1(ω) < c1(X2(ω)))
γ(X2(ω)) (X1(k) = c1(X2(ω)) or c2(X2(ω)))
1 (X1(ω) < c1(X2(ω)) or c2(X2(ω)) < X1(ω)),
satisfying
EpC [ϕ(X1, X2)|X2 = x2] = α, (4. 5)
EpC [X1ϕ(X1, X2)|X2 = x2] = αEpC [X1|X2 = x2] (4. 6)
for any x2 ∈ R, where EpC [ |X2 = x2] means a conditional expectation. Then, ϕ is a UMP unbiased test
function for the hypothesis testing problem
H0 : θ1 = C vs. H1 : θ1 6= C, with {pθ1,θ2}(θ1,θ2)∈Θ.
Next, we apply the above theorem to a quantum hypothesis testing problem. When we define a
two-parameter exponential family {pn,u,v}u∈R,v∈R<0 on Zm+n≥0 by
pm,n,u,v(k, l) := exp {X1(k)u+X2(k, l)v − ψ(u, v)} (4. 7)
where X1(k) :=
∑m
i=1 ki, X2(k, l) :=
∑m
i=1 ki +
∑n
j=1 lj , ψ(u, v) := −mlog(1 − eu+v) − nlog(1 − ev), the
family of quantum Gaussian states {ρ⊗m0,M ⊗ ρ⊗n0,N}M,N∈R>0 is identified with the family of probability
distributions {pn,u,v}u∈R,v∈R<0 since
ρ⊗m0,M ⊗ ρ⊗n0,N =
∑
k∈Zm
≥0
,l∈Zn
≥0
pm,n,log MM+1−log NN+1 ,log NN+1 (k, l)|k, l〉〈k, l|
holds. Thus, a quantum hypothesis testing problem
H0 :M = N vs. H1 :M 6= N with {ρ⊗m0,M ⊗ ρ⊗n0,N}M,N∈R>0 (H-F)
is translated to a classical hypothesis testing problem
H0 : u = 0 vs. H1 : u 6= 0 with {pn,u,v}u∈R,v∈R<0 .
Since {pm,n,u,v}u∈R,v∈R≥0 is a two-parameter exponential family with the natural parameters u and
v, the following test function ϕ is a UMP unbiased test for the above hypothesis testing problem due to
Theorem 4.3. The test function ϕ is defined by
ϕ(k, l) :=


0 (c1(X2(k, l)) < X1(k) < c1(X2(k, l)))
γ(X2(k, l)) (X1(k) = c1(X2(k, l)) or c2(X2(k, l)))
1 (X1(k) < c1(X2(k, l)) or c2(X2(k, l)) < X1(k)),
(4. 8)
where the functions c1, c2 : Z≥0 → Z≥0, and γ : Z≥0 → [0, 1) are uniquely determined so that the relations
γ(s)
((
c1(s) +m− 1
m− 1
)
(1 − δc1(s),c2(s)) +
(
c2(s) +m− 1
m− 1
))
+
c1(s)−1∑
j=0
(
j +m− 1
m− 1
)
j +
∞∑
j=c2(s)+1
(
j +m− 1
m− 1
)
j
=α
s∑
j=0
(
j + n− 1
n− 1
)(
s− j +m− 1
m− 1
)
(s− j), (4. 9)
[
γ(s)A(s, c1(s), c2(s)) +B(s, c1(s), c2(s))
]
×
(
s+m+ n− 1
m+ n− 1
)−1
= α (4. 10)
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hold for any s ∈ Z≥0 with the functions A and B defined by
A(s, u, v)
:= ♯
{
(k, l) ∈ Zm+n≥0
∣∣∣X1(k) = u or v,X2(k, l) = s}
=
(
u+m− 1
m− 1
)(
s− u+ n− 1
n− 1
)
(1 − δu,v) +
(
v +m− 1
m− 1
)(
s− v + n− 1
n− 1
)
,
B(s, u, v)
:= ♯
{
(k, l) ∈ Zm+n≥0
∣∣∣X1(k) < u or X1(k) > v,X2(k, l) = s}
=
u−1∑
a=0
(
a+m− 1
m− 1
)(
s− a+ n− 1
n− 1
)
+
v−1∑
b=0
(
b+m− 1
m− 1
)(
s− b+ n− 1
n− 1
)
.
In the above test function ϕ, the conditions (4. 10) and (4. 9) correspond to the conditions (4. 5) and
(4. 6) in Theorem 4.3. Therefore, we get the following theorem.
Theorem 4.4. For the hypothesis testing problem (H-F), the test
T [F],m,nα =
∑
ϕ(k, l)|k, l〉〈k, l|.
is a UMP unbiased test with level α.
We constructed a test T
[F],m,n
α in the hypothesis testing problem (H-F). In the classical system, the
hypothesis testing problem (H-F) corresponds to
H0 :M = N vs. H1 :M 6= N with {G(m)0,MG(n)0,N}M,N∈R≥0 .
A F test is a UMP unbiased test for the above classical hypothesis testing problem, and the test T
[F],m,n
α
is a UMP unbiased test for (H-F). Therefore, the test T
[F],m,n
α can be regarded as a quantum counterpart
of the F test, and we call the test T
[F],m,n
α a quantum F test with (m,n) degrees of freedom and with
level α.
5 Hypothesis testing of the mean parameter
We consider the hypothesis testing problem about the mean parameter for the quantum Gaussian states
in this section, and derive a quantum counterpart of a t test in subsection 5.2.
5.1 The case that the number parameter N is known
We consider the hypothesis testing problem
H0 : |θ| ∈ [0, R0] vs. H1 : |θ| ∈ (R0,∞) with {ρ⊗nθ,N}θ∈C (H-1)
for 1 ≤ n ∈ N and R0 ∈ R≥0 when the number parameter N is fixed. That is, we suppose that the number
parameter N is known. Then, the disturbance parameter space is S1 = {a ∈ C||a| = 1} that represents
the phase of mean parameter θ. The UMP test for (H-1) does not exist as is shown in Appendix. Thus,
our purpose is to derive a UMP min-max test in this subsection.
When we change the parameterization as θ = reit, (H-1) is rewritten as
H0 : r ∈ [0, R0] vs. H1 : r ∈ (R0,∞) with {U∗n(ρ√nreit,N ⊗ ρ⊗(n−1)0,N )Un}r∈R≥0,eit∈S1 .
We apply Theorem 3.3 to (H-1) in the following way:
S1 := {ρ√nreit,N ⊗ ρ⊗(n−1)0,N }r∈R≥0,eit∈S1 , S2 := {ρ⊗(n−1)0,N }, S3 := φ,
Θ := R≥0, Ξ1 := S1, Ξ2 := {N}, U ′ := Un,
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where φ is the empty set, Ξ2 has only one element N and Un is the concentrating operator satisfying
(2. 5). Hence, a UMP min-max test for (H-1) is given as U∗n(T
′ ⊗ I⊗(n−1))Un by using a UMP min-max
test T ′ with level α for
H0 : r ∈ [0,
√
nR0] vs. H1 : r ∈ (
√
nR0,∞) with {ρreit,N}r∈R≥0,eit∈S1 .
Therefore, we only have to treat the hypothesis testing problem
H0 : r ∈ [0, R0] vs. H1 : r ∈ (R0,∞) with {ρreit,N}r∈R≥0,eit∈S1 . (H-A)
Here, we define a test TαR,N for R ∈ R≥0 by
TαR,N := γR|kR〉〈kR|+
∞∑
k=kR+1
|k〉〈k|,
where kR ∈ Z≥0 and 0 < γR ≤ 1 is determined by level α as
1−
kR∑
k=0
PR,N (k) < α ≤ 1−
kR−1∑
k=0
PR,N (k), (5. 1)
γR :=
α−
(
1−∑kRk=0 PR,N (k)
)
PR,N (kR)
, (5. 2)
where PR,N is the probability distribution in Lemma 2.3. The test T
α
R,N is guaranteed to be with level α
by (5. 1) and (5. 2) as is shown in the proof of the next theorem.
Theorem 5.1. For the hypothesis (H-A), the test TαR0,N is a UMP min-max test with level α.
Therefore, we get the following proposition.
Proposition 5.1. For the hypothesis (H-1), the test
T
[1],n
α,R0,N
:= U∗n(T
α√
nR0,N
⊗ I⊗(n−1))Un
is a UMP min-max test with level α.
Proof of Theorem 5.1: The representation {Seit}eit∈S1 of S1 = {a ∈ C||a| = 1} on L2(R) satisfies
SeitρreisS
∗
eit = ρrei(s+t) ,
and is covariant concerning the disturbance parameter space S1 in the sense of the subsection 3.2. Due to
Theorem 3.1, it is enough to prove that TαR0,N is a UMP S
1-invariant test concerning the representation
{Seit}eit∈S1 with level α.
The type I error probability αTαR0,N
(reit) = Trρreit,NT
α
R0,N
is monotonically increasing with respect
to r and the equation TrρR0eit,NT
α
R0,N
= α holds by the conditions (5. 1) and (5. 2). Hence, TαR0,N is a
test with level α. In addition, TαR0,N is S
1-invariant test due to Lemma 2.2.
Let T =
∞∑
k=0
tk|k〉〈k| be an arbitrary S1 invariant test concerning the representation {Seit}eit∈S1 .
Since the Laguerre polynomials satisfy
Lk+1(x) =
1
k + 1
((−x+ 2k + 1)Lk(x)− kLk−1(x)), (5. 3)
it is easily shown that Lk(−x)/Ll(−x) (k > l) and Lk(−x)/Ll(−x) (k < l) are monotone increasing and
decreasing with respect to x ∈ R>0 respectively by applying the inductive method to (5. 3).
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Then
Trρreit,NT
α
R0,N
= γR0
1
N+1
(
N
N+1
)kR0
e−
r2
N(N+1)LkR0
(
− r2N(N+1)
)
+
∞∑
k=kR0+1
1
N + 1
(
N
N + 1
)k
e−
r2
N(N+1)Lk
(
− |θ|
2
N(N + 1)
)
,
Trρreit,NT =
∞∑
k=0
tk
1
N + 1
(
N
N + 1
)k
e−
r2
N(N+1)Lk
(
− r
2
N(N + 1)
)
,
which imply
(
Tr(ρreit,NT
α
R0,N
)− Tr(ρreit,NT )
)/
1
N+1
(
N
N+1
)kR0
e−
r2
N(N+1)LkR0
(
− r2N(N+1)
)
= −
kR0−1∑
k=0
tk
(
N
N + 1
)k−kR0 Lk (− r2N(N+1))
LkR0
(
− r2N(N+1)
) + (γR0tkR0 )
+
kR0−1∑
k=kR0+1
(1− tk)
(
N
N + 1
)k−kR0 Lk (− r2N(N+1))
LkR0
(
− r2N(N+1)
) .
Thus, the above function is monotonically increasing with respect to r, and hence, the following holds in
r > R0. (
Tr(ρreit,NT
α
R0,N
)− Tr(ρreit,NT )
)/
1
N+1
(
N
N+1
)kR0
e−
r2
N(N+1)LkR0
(
− r2N(N+1)
)
≥ (α− Tr(ρR0,NT ))
/
1
N+1
(
N
N+1
)kR0
e−
R0
2
N(N+1)LkR0
(
− R02N(N+1)
)
≥ 0.
Therefore we get
βTαR0,N
(ρreit,N) = 1− Tr(ρreit,NTαR0,N) ≤ 1− Tr(ρreit,NT ) = βT (ρreit,N)
for r > R0.
In particular, since we can regard a quantum Gaussian state ρθ,0 at the number parameter N = 0 as
a coherent state |θ)(θ|, the test T [1],nα,R0,0 gives a UMP min-max test for the hypothesis testing problem on
coherent states:
H0 : |θ| ∈ [0, R0] vs. H1 : |θ| ∈ (R0,∞) with {|θ)(θ|⊗n}θ∈C
for 1 ≤ n ∈ N.
5.2 The case that the number parameter is unknown: t test
In this subsection, we propose a quantum counter part of a t test. We consider the hypothesis testing
problem
H0 : |θ| ∈ [0, R0] vs. H1 : |θ| ∈ (R0,∞) with {ρ⊗nθ,N}θ∈C,N∈R>0 (H-2)
for 2 ≤ n ∈ N and R0 ∈ R≥0. But it is difficult to derive an optimal test for the above hypothesis testing
problem for an arbitrary R0 ∈ R≥0 since the number parameter N is unknown. Hence, we consider the
hypothesis testing problem (H-2) at R0 = 0:
H0 : |θ| ∈ {0} vs. H1 : |θ| ∈ (0,∞) with {ρ⊗nθ,N}θ∈C,N∈R>0.
When we change the parameterization as θ = reit, (H-2) at R0 = 0 is rewritten as
H0 : r ∈ {0} vs. H1 : r ∈ (0,∞)
with {U∗n(ρ√nreit,N ⊗ ρ⊗(n−1)0,N )Un}r∈R≥0,eit∈S1,N∈R>0 .
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We apply Lemma 3.1 to (H-2) in the following way:
S := {ρ√nreit,N ⊗ ρ⊗(n−1)0,N }r∈R≥0,eit∈S1,N∈R>0,
Θ := R≥0(∋ r), Ξ1 := S1 × R≥0(∋ (eit, N)), U := Un,
where φ is the empty set and Un is the concentrating operator satisfying (2. 5). Hence, a UMP unbiased
min-max test for (H-2) at R0 = 0 is given as U
∗
nT
′Un by using a UMP unbiased min-max test T ′ with
level α for
H0 : r ∈ {0} vs. H1 : r ∈ (0,∞) with {ρ√nreit,N ⊗ ρ⊗(n−1)0,N }r∈R≥0,eit∈S1 .
Therefore, we only have to treat the hypothesis testing problem
H0 : r ∈ {0} vs. H1 : r ∈ (0,∞) with {ρreit,N ⊗ ρ⊗n0,N}r∈R≥0,eit∈S1,N∈R>0 . (H-t)
Here, the disturbance parameter space is S1 × R>0. We define a test T [t],nα by
T [t],nα =
∑
k=(k0,···,kn)∈Zn+1≥0
ϕ′(n)(k)|k〉〈k|
where the test function
ϕ′(n)(k) :=


0 (k0 < c(s(k)))
γ(s(k)) (k0 = c(s(k)))
1 (k0 > c(s(k)))
depends on the total counts s(k) :=
∑n
j=0 kj of k = (k0, · · ·, kn) and functions
c : Z≥0 → Z≥0, γ : Z≥0 → (0, 1] (5. 4)
are determined as
s∑
l=c(s)+1
(
s− l + n− 1
n− 1
)
< α
(
s+ n
n
)
≤
s∑
l=c(s)
(
s− l+ n− 1
n− 1
)
, (5. 5)
γ(s) :=
α(s+nn )−
∑s
l=c(s)+1 (
s−l+n−1
n−1 )
(s−c(s)+n−1n−1 )
(5. 6)
for each total counts s ∈ Z≥0. The test T [t],nα is guaranteed to be with level α by (5. 4) as is shown in the
proof of the next theorem, and a UMP unbiased min-max test for (H-t) as is shown in the next theorem.
Theorem 5.2. For the hypothesis (H-t), the test T
[t],n
α is a UMP unbiased min-max test with level α.
Therefore, we get the following proposition.
Proposition 5.2. For the hypothesis (H-2) at R0 = 0, the test
T [2],nα := U
∗
nT
[t],n−1
α Un
is a UMP unbiased min-max test with level α.
Proof of Theorem 5.2: Due to Theorem 3.1, it is enough to prove that T
[t],n
α is a UMP unbiased S1-
invariant test concerning the representation {Seit ⊗ I⊗n}eit∈S1 with level α.
Here, a test T is an unbiased test with level α if and only if
Tr(ρ⊗n0,eit,NT )
=
∞∑
s=0

 ∑
k∈Zn+1:s(k)=s
〈k|T |k〉
(
s+ n− 1
n− 1
)−1(s+ n− 1
n− 1
)(
1
N + 1
)n(
N
N + 1
)s
= α
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holds for any N ∈ R>0. The above condition is equivalent to
∑
k∈Zn+1:s(k)=s
〈k|T |k〉
(
s+ n− 1
n− 1
)−1
= α (5. 7)
for any s ∈ Z≥0. By the conditions (5. 5) and (5. 6),
∑
k∈Zn+1:s(k)=s
ϕ′(n)(k)
(
s+ n− 1
n− 1
)−1
= α (5. 8)
holds, and hence T
[t],n
α is an unbiased test with level α. In addition, due to Lemma 2.2, T
[t],n
α is S1-
invariant test concerning the representation {Seit ⊗ I⊗n}eit∈S1 .
Let T be an arbitrary unbiased S1-invariant test concerning the representation {Seit ⊗ I⊗n}eit∈S1 .
Then T is represented as
T =
∞∑
k0=0
|k0〉〈k0| ⊗ Tk0
by Lemma 2.2.
Since
βT (ρreit,N ⊗ ρ⊗n0,N)− βT [t],nα (ρreit,N ⊗ ρ
⊗n
0,N )
= Tr((ρreit,N ⊗ ρ⊗n0,N )T [t],nα )− Tr((ρreit,N ⊗ ρ⊗n0,N )T )
=
∞∑
s=0
∑
k∈Zn+1
≥0
:s(k)=s
(ϕ′(n)(k)− tk)Lc(s)
( −r2
N(N + 1)
)(
1
N + 1
)n(
N
N + 1
)s
e
−r2
N+1
=
∞∑
s=0


∑
k∈Zn+1
≥0
:s(k)=s
(ϕ′(n)(k)− tk)
Lk0
(
−r2
N(N+1)
)
Lc(s)
(
−r2
N(N+1)
)


×Lc(s)
(
−r2
N(N+1)
)(
1
N+1
)n (
N
N+1
)s
e
−r2
N+1
where tk := 〈k1, · · ·, kn|Tk0 |k1, · · ·, kn〉 for k = (k0, k1, · · ·, kn) ∈ Zn+1≥0 , it is enough to show
∑
k∈Zn+1
≥0
:s(k)=s
(ϕ′(n)(k)− tk) Lk0 (−x)
Lc(s) (−x)
≥ 0 (5. 9)
for any s ∈ Z≥0 and x ∈ R>0 in order to prove that βT − βT [t],nα is nonnegative.
∑
k∈Zn+1
≥0
:s(k)=s
(ϕ′(n)(k)− tk) Lk0 (−x)
Lc(s) (−x)
=
s∑
k0=0
∑
(k1,···,kn)∈Zn≥0:s(k)=s
(ϕ′(n)(k)− tk) Lk0 (−x)
Lc(s) (−x)
=
c(s)−1∑
k0=0
∑
(k1,···,kn)∈Zn≥0:s(k)=s
(−tk) Lk0 (−x)
Lc(s) (−x)
+
∑
k0=c(s)
∑
(k1,···,kn)∈Zn≥0:s(k)=s
(γ(s)− tk)
+
∞∑
k0=c(s)+1
∑
(k1,···,kn)∈Zn≥0:s(k)=s
(1− tk) Lk0 (−x)
Lc(s) (−x)
.
The above function equals 0 at x = 0 by (5. 7) and (5. 8), and increases with respect to x ∈ R>0 in the
same way as the proof of Theorem 5.1. Thus, the inequality (5. 9) is proved.
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We constructed a test T
[t],n
α in the hypothesis testing problem (H-t). In the classical system, the
hypothesis testing problem (H-t) corresponds to
H0 : |θ| ∈ {0} vs. H1 : |θ| ∈ (0,∞) with {G(n)θ,N}θ∈R,N∈R>0,
where Gθ,N is a Gaussian distribution. A t test is a UMP min-max test for the above hypothesis testing
problem. In addition, since the type I and II error probabilities on the t test does not depend on the sign
of the mean parameter of a Gaussian distribution. Similarly, the type I and II error probabilities on the
test T
[t],n
α does not depend on the phase of the mean parameter of a quantum Gaussian state. Therefore,
the test T
[t],n
α can be regarded as a quantum counterpart of the t test. Hence, we call the test T
[t],n
α in
the above theorem a quantum t test with n degrees of freedom and level α.
When the hypothesis testing problem (H-2) at R0 6= 0, it is not solved whether there exists an optimal
test for the hypothesis testing problem (H-2). This quantum hypothesis testing problem is analogous
to the hypothesis testing problem for the size of the mean parameter of the Gaussian distribution with
unknown variance in classical hypothesis testing. The problem is called the bioequivalence problem
[8] and is not solved whether there exists an optimal test for it. But the problem appears in several
situations including medicine and pharmacy, and is expected to be solved from the demand of not only
the theoretical aspect but also the application aspect. The problem (H-2) is expected to be also important
in the quantum hypothesis testing because of the importance of the bioequivalence problem.
6 Hypothesis testing of the mean parameters for two kinds of
quantum Gaussian states
We consider the hypothesis testing about the consistency of the mean parameters for two kinds of quantum
Gaussian states {ρ⊗mθ,N ⊗ ρ⊗nη,N}.
6.1 The case that the number parameter is known
We consider the hypothesis testing problem
H0 : θ = η vs. H1 : θ 6= η with {ρ⊗mθ,N ⊗ ρ⊗nη,N}θ,η∈C (H-3)
for 1 ≤ n ∈ N when the number parameter N is fixed. That is, we suppose that the number parameter
N is known.
When we change the parameterization as mθ + nη = a, θ − η = reit, (H-3) is rewritten as
H0 : r ∈ {0} vs. H1 : r ∈ (0,∞)
with {U ′∗m,n(ρa,N ⊗ ρreit,N ⊗ ρ⊗(m+n−2)0,N )U ′m,n}a∈C,r∈R≥0,eit∈S1 .
We apply Theorem 3.3 to (H-3) in the following way:
S1 := {ρreit,N}r∈R≥0,eit∈S1 , S2 := {ρa,N ⊗ ρ⊗(m+n−2)0,N }a∈C,S3 := φ,
Θ := R≥0, Ξ1 := S1, Ξ2 := C, U ′ := U ′m,n,
where φ is the empty set, and U ′m,n is the unitary operator satisfying (2. 6). Hence, a UMP min-max
test for (H-3) is given as U ′∗m,n(I ⊗ T ′ ⊗ I⊗(m+n−2))U ′m,n by using a UMP min-max test T ′ with level α
for
H0 : r ∈ {0} vs. H1 : r ∈ (0,∞) with {ρreit,N}r∈R≥0,eit∈S1 .
Since this hypothesis testing problem is nothing but (H-A), Theorem 5.1 guarantees that TαR0,N is a UMP
min-max test for the above testing problem. Therefore, we get the following proposition.
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Proposition 6.1. For the hypothesis testing problem (H-3), the test
T
[3],m,n
α,N := U
′∗
m,n(I ⊗ T 1,α0,N ⊗ I⊗(m+n−2))U ′m,n
is a UMP min-max test with level α.
In particular, the test T
[3],m,n
α,0 gives a UMP min-max test for the hypothesis testing problem on
coherent states:
H0 : θ = η vs. H1 : θ 6= η with {|θ)(θ|⊗m ⊗ |η)(η|⊗n}θ,η∈C
for 2 ≤ n ∈ N.
6.2 The case that the number parameter is unknown: t test
We consider the hypothesis testing problem
H0 : θ = η vs. H1 : θ 6= η with {ρ⊗mθ,N ⊗ ρ⊗nη,N}θ,η∈C,N∈R>0 (H-4)
for 2 ≤ n ∈ N.
When we change the parameterization as mθ + nη = a, θ − η = reit, (H-4) is rewritten as
H0 : r ∈ {0} vs. H1 : r ∈ (0,∞)
with {U ′∗m,n(ρa,N ⊗ ρreit,N ⊗ ρ⊗(m+n−2)0,N )U ′m,n}a∈C,r∈R≥0,eit∈S1,N∈R>0.
We apply Theorem 3.3 for (H-4) in the following way:
S1 := {ρreit,N ⊗ ρ⊗(m+n−2)0,N }r∈R≥0,eit∈S1,N∈R>0, S2 := φ, S3 := {ρa,N}a∈C,N∈R≥0,
Θ := R≥0(∋ r),Ξ1 := S1 × R≥0(∋ (eit, N)),Ξ3 = G := C, V :=W,U ′ := U ′m,n,
where φ is the empty set, U ′m,n is the unitary operator satisfying (2. 6), andW is the mean shift operators
{Wθ}θ∈C as a representation of C defined in (2. 1). Hence, a UMP unbiased min-max test for (H-4) is
given as U ′∗m,n(I ⊗ T ′)U ′m,n by using a UMP unbiased min-max test T ′ with level α for
H0 : r ∈ {0} vs. H1 : r ∈ (0,∞) with {ρreit,N ⊗ ρ⊗(m+n−2)0,N }r∈R≥0,eit∈S1 .
Since this hypothesis testing problem is nothing but (H-t), Theorem 5.2 guarantees that T
[t],m+n−2
α is a
UMP unbiased min-max test for the above testing problem. Therefore, we get the following proposition.
Proposition 6.2. For the hypothesis testing problem (H-4), the test
T
[4],m,n
α,N := U
′∗
m,n(I ⊗ T [t],m+n−2α )U ′m,n
is a UMP unbiased min-max test with level α.
7 Hypothesis testing of the number parameter
We consider the hypothesis testing problem about the number parameter for quantum Gaussian states.
7.1 The case that the mean parameter is known: χ2 test
In this subsection, we treat the hypothesis testing problem
H0 : N ∈ [0, N0] vs. H1 : N ∈ (N0,∞) with {ρ⊗nθ,N}N∈R>0 (H-5)
Quantum hypothesis testing for quantum Gaussian states 22
for 1 ≤ n ∈ N and N ∈ R>0 when the mean parameter θ is fixed. That is, we suppose that the mean
parameter θ is known. Then, the disturbance parameter space is empty. Note that an optimal test for
the classical analogue of (H-5) is given by a χ2 test.
We apply Lemma 3.1 to (H-5) in the following way:
S := {ρ⊗n0,N}N∈R≥0 , Θ := R≥0, Ξ1 := φ, U :=W⊗n−θ ,
where φ is the empty set and Wθ is the mean shift operator defined in (2. 1). Hence, a UMP test for
(H-5) is given as W⊗n∗−θ T
′W⊗n−θ by using a UMP test T
′ with level α for
H0 : N ∈ (0, N0] vs. H1 : N ∈ (N0,∞) with {ρ⊗n0,N}N∈R>0
Since this hypothesis testing problem is nothing but (H-χ2), Theorem 4.2 guarantees that T
[χ2],n
α is a
UMP test for the above testing problem. Therefore, we get the following proposition.
Proposition 7.1. For the hypothesis testing problem (H-5), the test
T
[5],n
α,θ,N0
:= (W⊗n−θ )
∗T [χ
2],n
α (W
⊗n
−θ )
is a UMP test with level α.
In the above derivation, we employ Theorem 4.2 as well as our reduction method. Since Theorem
4.2 is shown by Theorem 4.1, application of the classical result (Theorem 4.1) is essential in the above
derivation. Similar observations can be applied to Propositions 7.2, 8.1, and 8.2.
7.2 The case that the mean parameter is unknown: χ2 test
In this subsection, we treat the hypothesis testing problem
H0 : N ∈ (0, N0] vs. H1 : N ∈ (N0,∞) with {ρ⊗nθ,N}θ∈C,N∈R>0. (H-6)
for 2 ≤ n ∈ N and N ∈ R>0. Then, the disturbance parameter space is C. Note that an optimal test for
the classical analogue of (H-6) is given by a χ2 test.
We apply Theorem 3.3 to (H-6) in the following way:
S1 := {ρ⊗(n−1)0,N }N∈R≥0 , S2 := φ, S3 := {ρ√nθ,N}θ∈C,N∈R≥0,
Θ := R≥0, Ξ1 := φ, Ξ3 = G := C, V :=W, U := Un,
where φ is the empty set, Un is the concentrating operator satisfying (2. 5), and W is the mean shift
operators {Wθ}θ∈C as a representation of C defined in (2. 1). Hence, a UMP min-max test for (H-6) is
given as U ′∗n (I ⊗ T ′)Un by using a UMP min-max test T ′ with level α for
H0 : r ∈ {0} vs. H1 : r ∈ (0,∞) with {ρ⊗(n−1)0,N }N∈R>0.
Since this hypothesis testing problem is nothing but (H-χ2), Theorem 4.2 guarantees that T
[χ2],n−1
α is a
UMP min-max test for the above testing problem. Therefore, we get the following proposition.
Proposition 7.2. For the hypothesis (H-6), the test
T
[6],n
α,N0
:= U∗n(I ⊗ T [χ
2],n−1
α )Un
is a UMP min-max test with level α.
8 Hypothesis testing of the number parameters for two kinds
of quantum Gaussian states
We consider the hypothesis testing about the consistency of the number parameters for two kinds of
quantum Gaussian states.
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8.1 The case that the mean parameters are known: F test
In this subsection, we treat the hypothesis testing problem
H0 : M = N vs. H0 :M 6= N with {ρ⊗mθ,M ⊗ ρ⊗nη,N}M,N∈R>0 (H-7)
for 1 ≤ n ∈ N when the mean parameters θ, η is fixed. That is, we suppose that the mean parameters
θ, η are known. Note that an optimal test for the classical analogue of (H-7) is given by an F test.
We apply Lemma 3.1 to (H-7) in the following way:
S := {ρ⊗m0,M ⊗ ρ⊗n0,N}M,N∈R≥0, Θ := R2≥0, Ξ1 := φ, U :=W⊗m−θ ⊗W⊗n−η ,
where φ is the empty set and Wθ is the mean shift operator defined in (2. 1). Hence, a UMP unbiased
test for (H-7) is given as (W⊗m−θ ⊗W⊗n−η )∗T ′(W⊗m−θ ⊗W⊗n−η ) by using a UMP unbiased test T ′ with level
α for
H0 :M = N vs. H0 :M 6= N with {ρ⊗m0,M ⊗ ρ⊗n0,N}M,N∈R>0. (H-7)
Since this hypothesis testing problem is nothing but (H-F), Theorem 4.4 guarantees that T
[F],m,n
α is a
UMP unbiased test for the above testing problem. Therefore, we get the following proposition.
Proposition 8.1. For the hypothesis testing problem (H-7), the test
T
[7],m,n
α,θ,η := (W
⊗m
−θ ⊗W⊗n−η )∗T [F],m,nα (W⊗m−θ ⊗W⊗n−η )
is a UMP unbiased test with level α.
8.2 The case that the mean parameters are unknown: F test
In this subsection, we treat the hypothesis testing problem
H0 :M = N vs. H0 :M 6= N with {ρ⊗mθ,M ⊗ ρ⊗nη,N}θ,η∈C,M,N∈R>0 (H-8)
for 2 ≤ n ∈ N.
We apply Theorem 3.3 to (H-8) in the following way:
S1 := {ρ⊗(m−1)0,M ⊗ ρ⊗(n−1)0,N }M,N∈R≥0 ,S2 := φ,S3 := {ρ√mθ,M ⊗ ρ√nη,N}θ,η∈C,M,N∈R>0,
Θ := R2≥0, Ξ1 := φ, Ξ3 = G := C
2, V :=W⊗2, U := U ′′m,n,
where φ is the empty set, U ′′m,n is the unitary operator satisfying (2. 7), and W
⊗2 is the mean shift
operators {Wθ ⊗Wη}θ,η∈C as a representation of C2 defined in (2. 1). Hence, a UMP unbiased min-max
test for (H-8) is given as U ′′∗m,n(I
⊗2⊗T ′)U ′′m,n by using a UMP unbiased min-max test T ′ with level α for
H0 :M = N vs. H0 :M 6= N with {ρ⊗(m−1)0,M ⊗ ρ⊗(n−1)0,N }θ,η∈C,M,N∈R>0.
Since this hypothesis testing problem is nothing but (H-F), Theorem 4.4 guarantees that T
[F],m−1,n−1
α is a
UMP unbiased min-max test for the above testing problem. Therefore, we get the following proposition.
Proposition 8.2. For the hypothesis testing problem (H-8), the test
T [8],m,nα = U
′′
m,n(I
⊗2 ⊗ T [F],m−1,n−1α )U ′′∗m,n
is a UMP unbiased min-max test with level α.
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9 Comparison between the heterodyne measurement and the
number measurement
In this section, we compare the efficiency of the number measurement with that of the heterodyne
measurement.
The heterodyne measurement MH = {MH(ξ)}ξ∈C is defined by
MH(ξ) :=
1
π
|ξ)(ξ| (ξ ∈ C)
where |ξ)(ξ| is a coherent state. This is a measurement widely used in an optical system, and a UMVUE
for the mean parameter of quantum Gaussian states {ρθ,N}θ∈C with the known number parameter N
[35], that is, MH is optimal in the sense of quantum estimation.
When a system with a quantum Gaussian state ρθ,N is measured by the heterodyne measurement,
its measured value is distributed according to two-dimensional Gaussian distribution with the mean
parameter (Re θ, Im θ) and the covariance matrix N+12 I2 where I2 is the 2× 2 identity matrix.
9.1 Comparison in hypothesis testing of the mean parameter
We compare the type II error probabilities of tests based on the heterodyne measurement and the
number measurement in the hypothesis testing problem
H0 : |θ| ∈ [0, R0] vs. H1 : |θ| ∈ (R0,∞) with {ρ⊗nθ,N}θ∈C (H-1)
when R0 = 0, level α = 0.1, n = 1, N =
1
9 .
Since the heterodyne measurement is a UMVUE, the decision based on the heterodyne measurement
is expected to have good efficiency. The normal line of Fig 2 shows the type II error probability of
the classical optimal test for the measured value obtained from the heterodyne measurement. On the
other hand, Proposition 5.1 says that the optimal test in min-max criterion is based on the number
measurement, and the thick line of Fig 2 shows the type II error probability of UMP min-max test in
Proposition 5.1. This comparison shows that our optimal test much improves the combination of the
optimal measurement for estimation and the classical optimal test in the test (H-1).
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Figure 2: The thick and normal lines show the type II error probabilities of the test based on the number
measurement and the heterodyne measurement respectively when R0 = 0, n = 1, N =
1
9 and level α = 0.1
in Proposition 5.1.
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9.2 Comparison in hypothesis testing of the number parameter
We compare the type II error probabilities of tests based on the heterodyne measurement and the
number measurement in the hypothesis testing problem
H0 : N ∈ [0, N0] vs. H1 : N ∈ (N0,∞) with {ρ⊗nθ,N}N∈R>0 (H-5)
when N0 =
1
9 , α = 0.1, n = 1, θ = 0.
Proposition 7.1 says that the optimal test is based on the number measurement. Therefore, the
test based on the heterodyne measurement have a larger type II error probability than the UMP test
in Proposition 7.1. The difference is showed in Fig 3. The thick line of Fig 3 shows the type II error
probability of UMP test in Proposition 7.1 and the normal line of Fig 3 shows the type II error probability
of the classical optimal test for the measured value obtained from the heterodyne measurement. This
comparison shows that our optimal test much improves the combination of the heterodyne measurement
and the classical optimal test in the test. (H-5).
Both comparisons indicate the importance of the number measurement in quantum hypothesis testing.
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Figure 3: The thick and normal lines show the type II error probabilities of the test based on the number
measurement and the heterodyne measurement respectively when N0 =
1
9 , n = 1, θ = 0 and level α = 0.1
in Proposition 7.1. The dashed line shows N = N0 =
1
9 .
10 Relation to quantum estimation for quantum Gaussian states
Since the composite hypothesis testing treats a parametric state family with a disturbance parameter,
this problem is related to state estimation for a parametric state family with a disturbance parameter.
That is, we can expect that the measurement for an optimal test gives the optimal estimation based
on this relation. In order to treat this relation, we focus on a general family {ρθ,η}θ∈Θ,ξ∈Ξ of quantum
states on a quantum system H, in which, θ ∈ Θ ⊂ R is the parameter to be estimated and ξ ∈ Ξ is the
disturbance parameter. When a POVM M takes values in R and satisfies∫
R
xTrρθ,ξM(dx) = θ
for all θ ∈ Θ and ξ ∈ Ξ, it is called an unbiased estimator.
The error of an unbiased estimator M is measured by the MSE (mean squared error) Vθ,ξ[M ] :=∫
Rl
(x − θ)2Trρθ,ξM(dx). The unbiased estimator M is called UMVUE(Uniformly Minimum Vari-
ance Unbiased Estimator) when its MSE is smaller than the MSEs of other unbiased estimators, i.e.,
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any unbiased estimator M ′ satisfies
Vθ,ξ[M ] ≤ Vθ,ξ[M ′]
for all θ ∈ Θ and ξ ∈ Ξ.
Theorem 10.1. When the number parameter N is to be estimated and the mean parameter θ is the
disturbance parameter in the quantum Gaussian state family {ρ⊗nθ,N}θ∈C,N∈R>0 (n ≥ 2), the POVM
Mn−1num =
{
M
(
k
n−1
)}
k∈Z≥0
defined as follows is a UMVUE.
M
(
k
n− 1
)
:=
∑
k1+···+kn−1=k
U∗n(I ⊗MN(k1)⊗ · · · ⊗MN (kn−1))Un.
Proof: Let M = {M(ω)}ω∈Ω be an unbiased estimator for the number parameter N . Then
XM := U
∗
n
∫
Ω
ωM(dω)Un
satisfies
N =
∫
Ω
ωTrρ⊗nθ,NM(dω) = Trρ
⊗n
θ,N
∫
Ω
ωM(dω)
=Trρ√nθ,N ⊗ ρ⊗(n−1)0,N XM = Trρ⊗n0,N (W√nθ ⊗ I⊗(n−1))∗XM (W√nθ ⊗ I⊗(n−1))
for any θ ∈ C. Therefore, XM is represented as the form
XM = I ⊗ YM .
Then, the MSE of M satisfies the following inequality.
(Vθ,N [M])N =
∫
Ω
(ω −N)2Tr(ρ⊗nθ,NM(dω))
=Tr(ρ√nθ,N ⊗ ρ⊗(n−1)0,N )U∗n
∫
Ω
ω2M(dω)Un −N2
≥Tr(ρ√nθ,N ⊗ ρ⊗(n−1)0,N )X2M −N2 = Trρ⊗(n−1)0,N Y 2M −N2
=Trρ
⊗(n−1)
0,N (YM −N)2 ≥
(
JsN,n
)−1
,
where JsN,n is the SLD Fisher information metric for S ′ := {ρ⊗(n−1)0,N }N∈R>0. The last inequality is
followed by the quantum Crame´r-Rao inequality ([20]). Since S ′ is the commutative family of quantum
states, S ′ can be regarded as the family of probability distributions
P ′ :=
{
pN(k1, · · ·, kn−1) :=
(
1
N + 1
)(
N
N + 1
)k1+···+kn−1}
N∈R>0
and JsN,n coincides with the Fisher information metric JN on P ′. Therefore, JsN,n can be calculated as
follows.
JsN,n = JN = EN [(∂N logpN)
2] = EN [−∂2N logpN ]
=EN
[( 1
N
)2 n−1∑
j=1
kj −
(
1
N + 1
)2 n−1∑
j=1
(kj + 1)
]
=
n− 1
N(N + 1)
.
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The unbiasedness of Mn−1num is clear. The MSE Vθ,N of M
n−1
num is
Vθ,N = Tr(ρ√nθ,N ⊗ ρ⊗(n−1)0,N )U∗n
∑
k∈Z≥0
(
k
n− 1
)2
M
(
k
n− 1
)
Un −N2
=Trρ
⊗(n−1)
0,N

 ∑
k1,···,kn−1∈Z≥0
(
1
n− 1
)2n−1∑
j=1
kj


2
MN(k1)⊗ · · · ⊗MN(kn−1)


−N2
=
∑
k1,···,kn−1∈Z≥0
(
1
n− 1
)2n−1∑
j=1
kj


2(
1
N + 1
)n−1
(
N
N + 1
)k1+···+kn−1 −N2
=
1
n− 1
∑
k∈Z≥0
k2
(
1
N + 1
)(
N
N + 1
)k
+
n− 2
n− 1

 ∑
k∈Z≥0
k
(
1
N + 1
)(
N
N + 1
)k
2
−N2
=(
1
n− 1)
2
(
(n− 1)(2N2 +N) + (n− 1)(n− 2)N2)−N2
=
N(N + 1)
n− 1 = (J
s
N,n)
−1.
The MSE ofMn−1num is the minimum in the unbiased estimators due to the quantum Cramer-Rao inequality,
namely Mn−1num is the UMVUE.
Theorem 10.1 insists that the following POVM is essential for inference of the number parameter for
the n-copy family ρ⊗n0,N :
Mnχ2 =
{
M
(
k
n
)
=
∑
k1+···+kn=k
MN (k1)⊗ · · · ⊗MN(kn)
}
k∈Z≥0
.
We focus on the random variable K¯n,N defined as the outcome of the POVM M
n+1
χ2 when the state is
ρ
⊗(n+1)
0,N . The random variable nK¯n,N is distributed according to the negative binomial distribution:
NBn,N(k) :=
(
k + n− 1
n− 1
)(
1
N
)n(
N
N + 1
)k
(k ∈ Z≥0).
When a random variable Kn,N is distributed according to NBn,N , since the distribution of
2Kn,N
N plays
the same role as the χ2 distribution in in estimation and testing of the number parameter N , we call
the distribution of
2Kn,N
N N-χ
2 distribution with n degrees of freedom and denote the distribution by
χ2n,N .
The distribution χ2n,N is a positive probability on the set
2
NZ≥0 := { 2N l|l ∈ Z≥0}. Similar to the case
of the χ2 distribution, we call the maximum r ∈ 2NZ≥0 satisfying P (Kn,N ≥ r) ≤ α the upper α point of
χ2n,N , which is denoted by χ
2
n,N,α. The threshold value K0 used in (4. 2) is equal to
N0
2 χ
2
n,N,α, and hence,
the optimal tests for the hypothesis testing problem (H-5) and (H-6) are composed by χ2n,N,α. Note that
N -χ2 distribution depends on the number parameter N of the quantum Gaussian states although the
(classical) χ2 distribution does not depend on the variance parameter of the Gaussian distributions.
Proposition 10.1. χ2n,N converges in distribution to χ
2
2n as N → ∞ where χ22n is the (classical) χ2
distribution with 2n degrees of freedom.
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Proof: In the first step, we prove the proposition when n = 1. Let Fχ
2
2 , Fχ
2
2,N be the distributions of
χ22, χ
2
2,N respectively. Then the following equation holds.
F
χ22
N (x) := P
(
2K1,N
N
≤ x
)
=
[Nx2 ]∑
j=1
1
N
(
N
N + 1
)j−1
= 1−
(
N
N + 1
)[Nx2 ]
where [ ] is the Gauss symbol. Hence
lim
N→∞
F
χ22
N (x) = 1− limN→∞
1(
1 + x/2Nx/2
)Nx
2
[Nx/2]
Nx/2
= 1− e−x2 = Fχ22(x).
In the next step, we prove the proposition for an arbitrary n ∈ N. Let 2kN,jN (j = 1, · · ·, n) be
independent random variables distributed according to χ22,N . Then
2Kn,N
N is distributed according to
χ2n,N since the distribution of Kn,N :=
n∑
j=1
kN,j is the negative binomial distribution. Every
2kN,j
N can be
taken to be independent and converge almost surely to Xj distributed according to χ
2
2 due to Skorokhod’s
representation theorem. Therefore χ2n,N converges in probability to χ
2
2n since
2Kn,N
N converges almost
surely to
n∑
j=1
Xj .
By the above proposition, N -χ2 distribution includes usual χ2 distribution as the limit. Since the
number parameter N in a quantum Gaussian state ρθ,N can be regarded as the number of photon in the
photonic system, the limit N →∞ means the classical limit and a classical situation appears in the limit.
11 Conclusion
We have treated several composite quantum hypothesis testing problem with disturbance parameters
in the quantum Gaussian system. For this purpose, we have derived optimal tests in four fundamental
quantum hypothesis testing problems (H-A), (H-t), (H-χ2), and (H-F), which are given as Theorems 5.1,
5.2, 4.2, and 4.4, respectively. We have also established a general theorem reducing complicated problems
to fundamental problems (Theorem 3.3). In the above both steps, group symmetry plays important roles,
in which quantum Hunt-Stein Theorem is applied. Combining both steps, we have derived optimal tests
(UMP tests, UMP min-max tests, UMP unbiased tests, or UMP unbiased min-max tests) for respective
hypothesis testing problems on quantum Gaussian states. Since the quantum Gaussian state in quantum
system corresponds to the Gaussian distribution in classical system, our testing problems for quantum
Gaussian states play the same role as the testing problems for Gaussian distributions in the classical
hypothesis testing.
One may think that the above strategy is different from the processes deriving t, χ2 and F tests for
classical Gaussian distribution families. A test is called t, χ2 and F test in the classical case when its
rejection region is determined by a statistics obeying t, χ2 and F distribution. In this case, the statistics
can be calculated from plural statistics obeying the Gaussian distribution. This calculation can be divided
into the two parts: The first part is an orthogonal linear transformation and ignoring information-less
part, but depends on the problem. The second part is applying non-linear transformations, but does not
depend on the problem. That is, the second part is common among all t, χ2 and F tests, respectively.
The former of the quantum setting corresponds to the second part of the classical case, and the latter of
the quantum setting corresponds to the first part of the classical case. Hence, our quantum t, χ2 and F
tests can be regarded as suitable quantum versions of t, χ2 and F tests.
However, simple application of the above two processes did not yield our optimal solution in the case
of quantum χ2 and F tests. In these cases, after applying both processes, we have employed known
facts for testing in classical exponential families. This kind of application of classical result is the final
important step in our derivation.
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From the above characterization, we can find that it is important to remove several disturbance pa-
rameters and simplify our problem by the following two methods for quantum hypothesis testing. The
first method is applying quantum Hunt-Stein theorem for quantum hypothesis testing with group sym-
metry. The second method is reducing complicated testing problems to fundamental testing problems,
which contains application of quantum Hunt-Stein Theorem. Indeed, a meaningful quantum hypothesis
testing problem is not simple but composite, and have disturbance parameters. Since these two meth-
ods are very general, we can expect to apply our methods to such a complicated meaningful quantum
hypothesis testing problem.
Our obtained optimal tests in the testing problems on quantum Gaussian states are implemented as
measuring by the number measurement after performing the mean shift operator or the concentrating
operator. In an optical system, the mean shift operation is approximately realized by using the beam
splitter and the local oscillator ([31], p323). Similarly, the concentrating operation is realized by using
the beam splitter. Therefore, the optimal tests given in this paper will be realizable since the number
measurement can be prepared in an optical system.
We have focused on the symmetry in quantum hypothesis testing as one of the main interest of this
paper as well as existing studies with composite hypotheses[17, 23]. But, in classical hypothesis testing,
many optimal tests are derived without considering symmetry of the hypotheses. Therefore, in quantum
hypothesis testing, it will be another challenging problem to present the existence conditions and the
construction methods of obtained optimal tests without symmetry.
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A Appendix
A.1 Proof of quantum Hunt-Stein theorem
Proof of Theorem 3.1: Since β(ρ;T ) = 1− Tr(ρT ) by the definition, we only has to show the following.
sup
T˜∈Tα,V
inf
ξ∈Ξ
Tr(T˜ ρθ,ξ) = sup
T∈Tα
inf
ξ∈Ξ
Tr(Tρθ,ξ),
for any θ ∈ Θ1 where Tα,V is the set of tests of level α that are invariant concerning the (projective)
representation V .
Let T be a arbitrary test with level α. There exists the invariant probability measure ν on G since
G is compact. We denote the averaging test of T with respect to ν by L(T ) := ∫g∈G g · Tdν(g) where
g ·X := VgXV ∗g . Then T˜ is an invariant test concerning the representation V with level α and holds the
following inequality. For an arbitrary ρ′ satisfying h(ρ) = h(ρ′),
Tr(ρθ,ξL(T )) =
∫
g∈G Tr((g
−1 · ρθ,ξ)T )dν(g) ≥
∫
g′∈G infg∈G
Tr(ρθ,g−1·ξT )dν(g
′)
= inf
g∈G
Tr(ρθ,g−1·ξT ) ≥ inf
ξ∈Ξ
Tr(ρθ,ξT ).
It implies
inf
ξ∈Ξ
Tr(ρθ,ξL(T )) ≥ inf
ξ∈Ξ
Tr(ρθ,ξT ).
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Since L(T ) is an invariant test,
sup
T˜∈Tα,V
inf
ξ∈Ξ
Tr(ρθ,ξT˜ ) ≥ sup
T∈Tα
inf
ξ∈Ξ
Tr(ρθ,ξL(T )) ≥ sup
T∈Tα
inf
ξ∈Ξ
Tr(ρθ,ξT ).
On the other hand, let T˜ be an arbitrary invariant test concerning the representation f with level α.
Since
inf
ξ∈Ξ
Tr(ρθ,ξT˜ ) ≤ sup
T
inf
ξ∈Ξ
Tr(ρθ,ξT ),
clearly holds, we get
sup
T˜∈Tα,V
inf
ξ∈Ξ
Tr(ρθ,ξT˜ ) ≤ sup
T∈Tα
inf
ξ∈Ξ
Tr(ρθ,ξT ).
The key to prove Theorem 3.1 is to be able to average a test T by the invariant probability measure ν
since G is compact. But if G is non-compact, there may not exist the invariant probability measure on G
and a test T may not be able to be taken the average. Quantum Hunt-Stein theorem for a non-compact
group insists that we can get the same consequence if we assume the existence of the asymptotic invariant
probability measure {νj}∞j=1 on G and a certain condition.
We prepare the following theorem to prove quantum Hunt-Stein theorem for a non-compact group.
Theorem A.1. (Weak compactness theorem) Let H be a Hilbert space of at most countable dimen-
sion. Then T := {T |0 ≤ T ≤ I} is weak ∗ sequentially compact. That is, for any sequence {Tn} ⊂ T
there exists a partial sequence {Tmk} ⊂ {Tn} and an operator T ∈ T such that lim
i→∞
TrXTnj = TrXT for
any trace class operator X.
Some propositions about topologies on spaces of operators are invoked in the following discussions.
Let H, 〈, 〉H and B(H) be a Hilbert space of at most countable dimension, an inner product on H, and
the space of bounded operators on H respectively.
A sequence {An}∞n=1 ⊂ B(H) is said to converge weakly to A ∈ B(H) if 〈Anx, y〉H converges to
〈Ax, y〉H for any x, y ∈ H. The topology defined by the above convergence is called weak operator
topology. A sequence {An}∞n=1 ⊂ B(H) is said to converge to A ∈ B(H) in the weak ∗ topology if TrBAn
converges to TrBA for any B ∈ C1(H)). The topology defined by the above convergence is called weak ∗
topology. In general weak ∗ topology is defined on the dual Banach space of a Banach space. It is clear
that operator weak topology is equivalent to weak ∗ topology in a bounded closed set in B(H).
Proof of Theorem A.1: The closed unit ball D in B(H) = C1(H)∗ is compact with respect to weak ∗
topology due to Banach-Alaoglu theorem. Because T is closed subset of D, T is compact in weak ∗
topology. Since H have at most countable dimension, a bounded closed set T in B(H) is metrizable with
respect to weak operator topology in B(H). Therefore T is sequentially compact in weak ∗ topology
because weak ∗ topology is equivalent to operator weak topology in a bounded closed subset T of B(H).
Quantum Hunt-Stein theorem is proven for a complete family of quantum states with non-compact
action by using the weak compactness theorem.
Proof of Theorem 3.2: Set Tn :=
∫
G
(g · T )dνn(g) ∈ Tα for T ∈ Tα where g · X := VgXV ∗g . Due to the
weak compactness theorem, there exists a sequence of {Tn} and a T˜ ∈ Tα such that Tnj converges to
L(T ) in weak ∗ topology. Fix m ∈ N and set
Bk(ρθ,ξ) =
{
h ∈ G
∣∣∣k − 1
m
≤ Tr(ρθ,ξ(h · T )) ≤ k
m
}
for a state ρθ,ξ ∈ S and k ∈ {0, 1, · · ·,m}.
m∑
k=0
k − 1
m
νnj (Bk(ρθ,ξ)) ≤
m∑
k=0
∫
Bk(ρθ,ξ)
Tr(ρθ,ξ(h · T ))dνnj (h)
= Tr(ρθ,ξL(T )) ≤
m∑
k=0
k
m
νnj (Bk(ρθ,ξ)) =
m∑
k=0
k − 1
m
νnj (Bk(ρθ,ξ)) +
1
m
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implies
|Tr(ρθ,ξL(T ))−
m∑
k=0
k − 1
m
νnj (Bk(ρθ,ξ))| ≤
1
m
.
Similarly,
|Tr(ρθ,ξ(g · L(T )))−
m∑
k=0
k − 1
m
νnj (Bk(ρθ,ξ)g
−1)| ≤ 1
m
is derived. Therefore
|Tr(ρθ,ξ(g · L(T )))− Tr(ρθ,ξL(T ))|
≤ |Tr(ρθ,ξ(g · L(T )))−
m∑
k=0
k − 1
m
νnj (Bk(ρθ,ξ)g
−1)|
+|
m∑
k=0
k − 1
m
νnj (Bk(ρθ,ξ)g
−1)−
m∑
k=0
k − 1
m
νnj (Bk(ρθ,ξ))|
+|
m∑
k=0
k − 1
m
νnj (Bk(ρθ,ξ))− Tr(ρθ,ξL(T ))|
≤ 2m +
m∑
k=0
k − 1
m
|νnj (Bk(ρθ,ξ)g−1)− νnj (Bk(ρθ,ξ))|.
We get
|Tr(ρθ,ξ(g · L(T )))− Tr(ρθ,ξL(T ))| ≤ 2
m
as j →∞. By the arbitrariness of m ∈ N,
Tr(ρθ,ξ(g · L(T ))) = Tr(ρθ,ξL(T ))
holds. It follows that
g · L(T ) = L(T )
since the completeness of the family of quantum states S. The above equation implies that L(T ) is
G-invariant.
Because Tnj converges to L(T ) in the weak ∗ topology, we get
lim
j→∞
Tr(ρθ,ξTnj ) = Tr(ρθ,ξL(T )) (ρθ,ξ ∈ S).
Hence
Tr(ρθ,ξTnj ) =
∫
G
Tr(ρθ,ξ(g · T ))dνnj (g) =
∫
G
Tr(ρθ,g−1·ξT )dνnj (g),
and the above equation implies
inf
g∈G
Tr(ρθ,g−1·ξT ) ≤ Tr(ρθ,ξTnj).
As j →∞, we get
inf
ξ∈Ξ
Tr(ρθ,ξT ) ≤ inf
g∈G
Tr(ρθ,g−1·ξT ) ≤ Tr(ρθ,ξL(T )).
It implies
inf
ξ∈Ξ
Tr(ρθ,ξL(T )) ≥ inf
ξ∈Ξ
Tr(ρθ,ξT ).
Therefore
sup
T˜∈Tα,V
inf
ξ∈Ξ
Tr(ρθ,ξT˜ ) ≥ sup
T∈Tα
inf
ξ∈Ξ
Tr(ρθ,ξL(T )) ≥ sup
T∈Tα
inf
ξ∈Ξ
Tr(ρθ,ξT ).
On the other hand, since
inf
ξ∈Ξ
Tr(ρθ,ξT˜ ) ≤ sup
T∈Tα
inf
ξ∈Ξ
Tr(ρθ,ξT )
clearly holds, we get
sup
T˜∈Tα,V
inf
ξ∈Ξ
Tr(ρθ,ξT˜ ) ≤ sup
T∈Tα
inf
ξ∈Ξ
Tr(ρθ,ξT ).
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A.2 The nonexistence of a UMP test
Proposition A.1. For the hypothesis testing problem (H-1), there exist N ∈ R>0, R0 ∈ R>0 and level
α ∈ [0, 1] such that there is no UMP test.
Proof: Assume that there exists a UMP test TUMP with level α for the hypothesis testing problem
H0 : r ≤ R0 vs. H1 : r > R0. Then T [1],1α,R0 in Theorem 5.1 is proven to be a UMP test as follows. Set a
S1-invariant test concerning the representation V [1],1 as
T˜ :=
1
2π
∫ 2pi
0
eiηNˆTUMP e
−iηNˆdη.
For reit ∈ C satisfying r > R0,
Tr(ρreit,N T˜ ) =
1
2pi
∫ 2pi
0
Tr(ρe−iηreit,NTUMP )dη ≥ min
η∈[0,2pi)
Tr(ρe−iηreit,NTUMP )
= Tr(ρe−iη0reit,NTUMP ) ≥ Tr(ρe−iη0reit,N T˜ ) = Tr(ρreit,N T˜ )
holds, that is, the above inequality is actually the equality. In particular, since
1
2π
∫ 2pi
0
Tr(ρe−iηreit,NTUMP )dη = min
η∈[0,2pi)
Tr(ρe−iηreit,NTUMP ),
we get
Tr(ρeiηreit,NTUMP ) = Tr(ρreit,NTUMP )
for any η ∈ [0, 2π). Therefore
Tr(ρreit,N T˜ ) = Tr(ρreit,NTUMP ).
Hence the S1-invariant test T˜ concerning the representation V [1],1 is a UMP test, and the test T
[1],1
α,R0
in
Theorem 5.1 is also a UMP test.
We set as
T1 =
∞∑
k=1
|k〉〈k|, T2 = 1
4
(|0〉+ |1〉)(〈0|+ 〈1|) +
∞∑
k=2
|k〉〈k|.
Let 0 < x1 < x2 be the solutions of the quadratic equation x
2 − 323 x + 23 = 0, and R0 = x1, α =
Tr(ρx1eit,1T1). Then for the hypothesis testing problem
H0 : r ∈ [0, x1] vs. H1 : r ∈ (x1,∞) with {ρreit,1}reit∈C,
T1 is the UMP S
1-invariant test concerning the representation V [1],1 with level α. Since
Tr(ρ1,rT1)− Tr(ρ1,rT2) = 332e−
r2
2 (r2 − 323 r + 23 )
for r ∈ R>0, T2 is a test with level α and has smaller type II error than T1 in r ∈ (x1, x2) because
Tr(ρreit,1T1) < Tr(ρreit,1T2).
Since a UMP S1-invariant test concerning the representation V [1],1 is also a UMP test, the above inequality
is a contradiction. It means that there exists no UMP test for (H-1) when N = 1, R0 = x1 and α =
Tr(ρR0eit,1T1).
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