ABSTRACT The sample size is a fundamental problem in statistics, which also plays a very important role in data collection for big data scenario, especially in the characterization of data structure. This paper considers this problem from the perspective of message importance by transforming the sampling procedure into the process of collecting message importance. To this end, we define differential message importance measure (DMIM) as a measure of message importance for continuous random variable similar to differential entropy and calculate the DMIM for some common distributions. Based on DMIM, this paper proposes a new approach to the required sampling number, where the DMIM deviation is constructed to characterize the process of collecting message importance. In fact, the DMIM deviation is a new criterion to choose sample size to be large enough that the message importance of sample set differs from the whole message importance by no more than the specified amount. In order to visually display that the DMIM deviation can guarantee the statistical performance to some extent, we transformed the difference of message importance into the Kolmogorov-Smirnov statistic. Theoretical analyses and numerical results also demonstrate that the new approach is distribution-free and satisfies the Glivenko-Cantelli theorem, which agrees with the previous results in statistics. Moreover, the connection between message importance and distribution goodness-of-fit is established, which verifies that analyzing the data collection with taking message importance into account is feasible.
I. INTRODUCTION
Data collection is a fundamental problem in the scenario of big data, since it is the basic step of data acquisition that is one of the four components in big data value chain [1] , [2] . In fact, the raw data is acquired in the process of data collection and the inaccurate data collection can severely affect the accuracy of data analysis [1] . Sensors are the most common method in big data collection, such as wireless sensor networks (WSNs) [3] , [4] . In these sensing or monitoring systems, people usually need to reconstruct a stochastic source, and the sampling technology is intensely effective for solving this problem [2] , [5] , [6] . Actually, the sampling technology has a wide range of applications in the scenario of big data, such as intrusion detection [7] and privacy-preserving approximate search [8] . One basic problem about sampling is that how many samples is required to have a good characterization of the big data structure, e.g. fitting the real distribution. Too many samples lead to wasting of resources, while too little samples are along with great bias. This paper desires to discuss the process of data collection by focusing on sample size from the perspective of message importance.
Generally, the previous works mainly consider this problem based on goodness-of-fit tests, and they can guide us to choose the sampling number by evaluating the divergence of two distributions [9] - [12] . In fact, much of the research in the goodness-of-fit tests in the past several decades focused on the Kolmogorov-Smirnov test, and the Kolmogorov-Smirnov statistic is usually regarded as the evaluation indicator of sampling [13] , [14] . Based on it, [9] gave an error estimation of empirical distribution. Moreover, the Kolmogorov-Smirnov statistic in finite-sample distribution can also be computed [10] . In addition, [11] presented a general method for distribution-free goodness-of-fit tests based on Kullback-Leibler discrimination information. The problem of testing goodness-of-fit in a discrete setting was discussed in [12] . In addition, the concept of effective sample size (ESS) was proposed in [15] , which is needed in Monte Carlo methods, and [16] discussed ESS based on discrepancy measures. Though these proposed works describe the distribution goodness-of-fit very well and can provide a guideline for the selection of sampling number in their scenarios, they do not relate the distribution goodness-of-fit to message importance.
In fact, many studies show that we may better solve problems and get new findings with taking message importance into account, e.g., [17] - [22] . Therefore, different from previous works, we transform the sampling process into the process of message importance gathering, where the sampling is evaluated by goodness-of-fit. To this end, an effective measure of message importance that can be applied to big data is needful. Actually, in many cases for big data scenario, only a fraction of data holds people's interests. For example, only a little data causes alarms of illegal invasion, but it must be closely analyzed for mining intrusion detection [23] , [24] . Moreover, we only need pay close attention to a few individuals in anti-terrorist system [25] and the minority subset detection is becoming very crucial in big data mining [26] . In these cases, the small-probability events contain most important information, which agrees with people's cognitive mechanism. That is, human beings would like to record the detailed information of rare events (e.g. earthquakes) to the information of daily events, and they also usually prefer the important part of message rather than the whole message. In summary, the distribution of message importance is not balanced, and the small-probability events are more important in the above cases.
Generally, Shannon entropy measures the the amount of information, which describes the fundamental laws of data compression and communication [27] , [28] . Rényi entropy is the most successful extension of Shannon entropy, and Shannon entropy is the first-order Rényi entropy [29] . Besides, the logarithm of the measure of the support set of density is given by the zeroth-order Rényi entropy [30] , and it also has a wide range of application, such as hypothesis testing [31] , [32] . Nevertheless, these two kinds of entropy and other information measures expanded from them are not suitable to measure the message importance in the above case, for the fact that the small-probability events contribute little in all these information measures [30] , [33] . In fact, message importance measure (MIM) can measure the message importance in this case where the small-probability events contain most important information, for the fact that the small-probability events contribute the majority in MIM [34] .
In fact, MIM only characterizes the message importance of discrete random variables and it can not be used to describe that of continuous random variables. However, the problem of data collection is transformed into the sampling of continuous random variables in this paper. Therefore, we extend MIM to differential message importance measure (DMIM), which is a new measure of message importance for continuous random variable. DMIM is used in the case where the smallprobability events are more concerned, and it may have many applications. For example, DMIM can help us solve the problem of resource allocation in queuing theory, such as mobile edge computing [35] . In this paper, we focus on using it to find a new approach to the sampling number.
We then study the problem of sample size with taking the message importance into account, and propose a new method which chooses the sample size to be large enough that the message importance of sample set differs from the whole message importance by no more than the specified amount. The new method agrees with the results in statistics, such as Glivenko-Cantelli theorem [36] .
A. CONTRIBUTIONS
The main contribution of this paper can be summarized as follows. Firstly, we propose DMIM as a new measure of message importance for continuous random variable in the scenario where small-probability events contain most important information. We also discuss its main properties and calculate it in some common continuous distributions. Based on DMIM, we construct a ratio to characterize the relative importance of a sample set. Then we transform the sampling process into the process of message importance gathering, where the sampling precision is evaluated by distribution goodness-of-fit. From this perspective, we can find a new distribution-free criterion to determine how many samples are required in big data structure characterization.
Furthermore, in order to show that a given relative importance deviation can ensure a certain level of performance in statistics, we relate the relative importance deviation to the Kolmogorov-Smirnov statistic, which is common criterion of distribution goodness-of-fit [9] . For the same sample size, we establish the connection between them.
The main advantage of our method is that we can describe the reconstruction information carried by each sample and visually display the process of information collection with taking message importance into account. Moreover, we can also link up message importance and distribution goodnessof-fit, where the former represents the information theory, while the latter belongs to the statistics domain.
B. OUTLINE OF THE PAPER
The rest of this paper is organized as follows. Section II gives a brief introduction of MIM. Section III introduces the definition of DMIM and the relationship between MIM and DMIM. In Section IV, the properties of DMIM are introduced. Then, the DMIM of some basic continuous distributions are discussed in Section V, in which we give the asymptotic analysis of normal distribution. In Section VI, we propose a new approach to the required sampling number based on DMIM. The validity of proposed theoretical results is verified by the simulation results in Section VII. Besides, Section VII also presents the experimental results of real-world data. Finally, we finish the paper with conclusions in Section VIII. Besides, the important notations in this paper are listed in Table. 1 to make the paper more clear.
II. MESSAGE IMPORTANCE MEASURE
In fact, there are two essential attributes of information, i.e. the amount of information and message importance. The former has been discussed from the perspective of information theory [27] , [30] , while the latter is measured by MIM in [34] .
For a probability distribution p = (p 1 , p 2 , . . . , p n ), we obtain lim p i →0 −p i log p i = 0, which means the contribution of small-probability events to Shannon entropy is little, and the situation is the same for Rényi entropy. In order to emphasize the importance of small-probability events, MIM was proposed, which is given by [34] 
where is the importance coefficient. Different from the logarithmic form in Shannon entropy and the polynomial form in Rényi entropy, MIM adopts the exponential form to magnify the impact of small-probability events.
The selection of importance coefficient was discussed in [37] . In fact, we can highlight the contribution of event with p i by taking = 1/p i since p i e (1−p i ) ≥ q i e (1−q i ) when = 1/p i and 0 < q i < 1 [37] . In fact, some challenges in big data can be solved based on MIM. For example, [38] proposed non-parametric MIM, and put forward a lossy coding strategy for big data storage. Moreover, the lossy transmission problem in big data was also discussed in it. Besides, message identification divergence is proposed based on MIM, which can amplify the distinction between two distributions [39] .
Actually, entropy is a quantity with respect to probability distribution, which meets the intuitive description of information measure [30] . MIM is effective in measuring the message importance in the case where the rare events is more important, since it magnifies the contributions of smallprobability events, and it focuses on the important events and ignores the unimportant events [37] , [38] , just like what people do in actual life. Furthermore, once the importance coefficient is determined, MIM only depends on the probability distribution. Thus, in a sense, MIM can be seen as a special entropy, which characterize the message importance.
In the past few decades, a lot of sets of postulates were proposed to characterize Shannon entropy, and Fadeev's postulates are the simplest among them [29] , [40] , [41] . There are four basic postulates in Fadeev's postulates. In fact, Shannon entropy, Rényi entropy and MIM all meet the first three postulates, and their difference is in the fourth postulate. Rényi entropy weakens the fourth postulate in Shannon entropy to the fact that the sum of the entropy of two independent distributions is equal to the entropy of the direct product of these two distributions [29] . In MIM, it further weakens to the inequation.
III. THE DEFINITION OF DMIM
From the point of view of information theory, the sample is the information carrier. Obviously, one might acquire more information about a variable with the increase of sample size. Hence, the more information we collect, the more precisely we can describe the raw data (e.g., the real distribution). However, the amount of information that is measured by Shannon entropy is not bounded with increasing of sample size, and thus it is hard to use in sampling due to the GlivenkoCantelli theorem [36] . In fact, there is another essential attributes of information, which is the message importance. In order to analyze data collection from the perspective of message importance, we need a quantity to measure the message importance of continuous random variables. Based on the discussions in Section II, MIM is regarded as an effective message importance measure of discrete random variables. In this section, we will extend MIM to a new quantity that characterize the relative message importance of continuous random variables. VOLUME 6, 2018 A. FROM MIM TO DMIM For a random variable X with density f (x), we divide the range of X into bins of length . We also suppose that f (x) is continuous in each bin. According to the mean value theorem, there exists a value x i within each bin such that
f (x)dx. Then, we define a quantized random variable X , which is
Therefore,
It is observed that the first term in (4) approaches infinity when → 0. Therefore, the MIM of continuous random variable approaches infinity, which makes no sense. However, the second term in (4) can help us characterize the relative importance of continuous random variables. The logarithm operator does not change the monotonicity of a function, which is only to reduce the magnitude of the numerical results.
In fact, since the importance is the subjective opinion of human beings, only the relative magnitude of importance is important. Therefore,
) is adopted to measure the relative importance. According to the definition of Riemann integrability,
B. DIFFERENTIAL MESSAGE IMPORTANT MEASURE
Based on the discussions above, we give the definition of DMIM as follows.
Definition 1: The DMIM l(X ) of a continuous random variable X with density f (x) is defined as
where S is the support set of the random variable. For most continuous random variables, the DMIM has no simple expression and the integral form is inconvenient for numerical calculation, so we will give another form of it.
Theorem 1:
The DMIM of a continuous random variable X with density f (x) can be written as
Proof: In fact, we obtain
We write (7a) according to the Taylor expansion, and (7d) is obtained for the fact that S f (x)dx = 1.
IV. THE PROPERTIES OF DMIM
In this section, the properties of DMIM are discussed in details.
A. UPPER AND LOWER BOUND
For any continuous random variable X with density f (x), it is noted that
As a result, the translation with a constant does not change the DMIM. 
Consider the extreme case, we get
and
Asymptotically, too small stretch factor will lead to the minimal relative importance of random variables. Nevertheless, when the stretch factor approaches infinity, DMIM reaches the maximum.
D. RELATION BETWEEN DMIM AND RÉNYI Entropy
The differential Rényi entropy of a continuous random variable X with density f (x) is given by [32] 
where α > 0 and α = 1. As α tends to 1, the Rényi entropy tends to the Shannon entropy. Therefore, we obtain
Substituting (15) in (6), we have
Obviously, the DMIM is an infinite series of Rényi entropy.
E. TRUNCATION ERROR
In this part, the remainder term of (6) will be discussed. In fact, the remainder term is limited in many cases, and the following theorem gives the limited remainder term in a special case.
Proof: Substituting (6) in the left of (17), we obtain
(18c) follows from S (f (x)) n+1 dx ≤ ε, when n ≥ m. That is to say, if the integral of the density to the (n + 1)-th power is limited, the remainder term will be restricted.
Corollary 1:
(19a) follows from Theorem 2.
≈ 1, which means l(X ) is approximately the dual part of the negative exponent of the second-order Rényi entropy.
V. THE DMIM OF SOME DISTRIBUTIONS
In this section, the DMIM of some common distributions will be calculated. Particularly, we give the asymptotic analysis of normal distribution.
A. UNIFORM DISTRIBUTION
For a random variable whose density is 1 b−a for a ≤ x ≤ b and 0 elsewhere, we have
Note that
Substituting (23c) in (6), we obtian
) n+1 dx will be less than or equal
monotonically decreases in this case. According to Remark 1, we obtain
If σ is big enough, (e−2) 2 √ 3πσ 2 ≈ 0. Moreover, the intensity of approximation error decreases as the inverse square of σ . In this case, substituting h 2 (X ) = ln 2+0.5 ln π +ln σ in (25), we find
We definel
According to (25) ,l 1 (x) andl 2 (x) are very good approximate values for DMIM of normal distribution when σ is not too small, which will be shown by the numerical results in section VII.
2) WHEN σ IS SMALL
However, the DMIM of normal distribution will be hard to calculate when σ is small. By Stirling formula, l(X ) can also be written as
σ , we will obtain − e √ 2πσ n < 1.
Let n 0 = e 2πσ where x is the largest integer smaller than or equal to x. In this case, we definê
as the approximate value when σ is small. The following theorem shows the validity ofl(X ). Theorem 3: X is a normal random variable with mean µ and variance σ 2 .l(X ) is the first n 0 terms of l(X ), given by (29) , where n 0 = e 2πσ . If σ is relatively small, Then we have
) Proof: Refer to the Appendix A. It is easy to see that the upper bound of error approaches 0 as σ approaches 0.
where λ > 0, we obtain
Substituting (32c) in (6), we obtain
It is noted that
In practice, the Gamma ( ) distribution is generally used to describe the waiting time distribution of the event before it occurs for n times [42] . For a random variable obeying distribution, its density is
where λ, α > 0 and (·) is the Gamma function [42] . We obtain Substituting (36b) in (6), we obtian
The β distribution is usually used to describe a random variable whose possible value is in finite interval, such as
. For a random variable follows β distribution whose density is
where
In fact, we find
Hence, we obtain
F. LAPLACE DISTRIBUTION
A random variable, whose density function is
has a Laplace distribution where θ is a location parameter and λ > 0. In fact, we find
Substituting (43) in (6), we obtain
G. SUMMARY For simplicity to follow, the DMIM for these common densities are summarized in Table 2 .
VI. A NEW APPROACH TO THE REQUIRED SAMPLING NUMBER
In this section, we will propose a new approach to the required sampling number in the viewpoint of message importance based on DMIM. In consideration of the fact that message importance is people's subjective opinions and the criterion is not always consistent in the different application scenarios, we focus on a specific scenario to discuss in this paper where the small-probability events are more important. In this case, DMIM is adopted as the measure of the relative message importance of continuous random variables, and we define a ratio named relative importance to characterize the relative message importance of sample set based on DMIM. The relative importance deviation between the sample set and complete set can describe the difference between empirical distribution and real distribution. One can choose the sample size by giving the size of message importance collected. Moreover, in order to show that a given relative importance deviation can ensure a certain level of performance in statistics, we relate the relative importance deviation to the Kolmogorov-Smirnov statistic, which is common criterion of distribution goodness-of-fit. VOLUME 6, 2018
A. KOLMOGOROV-SMIRNOV STATISTIC
In this part, we will introduce the Kolmogorov-Smirnov statistic that can characterize the distribution goodness-of-fit in a continuous setting. Let X 1 , X 2 , . . . X n be random samples of the continuous random variable X with density f (x). Obviously, X 1 , X 2 , . . . X n are independent and identically distributed random variables. The mean of X is µ and the variance of X is σ 2 . In practice, the real distribution is generally unknown and we usually use empirical distribution to substitute real distribution. Generally, the empirical distribution function is given byF
and the real distribution is F(x) . One practical problem that can occur with this strategy is that how many samples is required for fitting the real distribution with an acceptable bias in some degree. Many literatures studied this problem by Kolmogorov-Smirnov statistic [9] , [13] , [14] . When n is big enough, the confidence limits for a cumulative distribution are given by [9] ,
where D n is the error bound between empirical distribution and real distribution, called Kolmogorov-Smirnov statistic, which is defined as
In fact, D n is a criterion that can ensure that the deviation value d between real distribution and empirical distribution is no more than a fixed value with probability P{D n > d}. Therefore, it is usually adopted to help us choose the sample size to be big enough. However, it focuses on the statistical characteristics of distribution divergence, and it can not visually describe the change of message importance of the random variable in a sampling procedure. For example, it does not characterize the change of message importance in data collection. Moreover, it does not directly related to the message importance.
B. DISTRIBUTION GOODNESS-OF-FIT WITH DMIM
In this part, we will analyze sampling from the perspective of message importance based on DMIM. Assume n sample points is used to reconstruct a continuous random variable X , and the sample set is {X 1 , X 2 , . . . , X n }. Since X 1 , X 2 , . . . , X n are sample points for the same variable, they are independent identically distributed. Besides, we only consider the general case where l(X ) = 0. In fact, n i=1 X i is a quantity that shows statistical characteristics of the sample set, and n i=1 X i changes with increasing of sampling number n. From another perspective, we consider the message importance in sampling. In fact, from the point of view of information theory, the sample is an information carrier. Therefore, with the increase of sample size, one keeps gathering the information. The more information we collect, the more precisely we can describe the raw data (e.g., the real distribution). Hence, we need a quantity to measure of message importance of the sample set. Summarizing the previous works [17] - [22] , [30] , we obtain that there are three general principles for message importance. Firstly, the importance is one's subjective opinion, which means one quantity can be seen as the importance if it agrees with the intuitive description of message importance. Secondly, the relative magnitudes is more significant than the absolute magnitude for importance. Finally, the definition of importance should be as simple as possible, without too much parameters.
In sampling, the message importance might have the following characteristics. When there is no samples, we can not get the empirical distribution for the fact that there is no information for us. Then, as the increasing of sampling size, one can collect more message importance of this random variable, and the more message importance we get from the sample set, the more accurate the empirical distribution is. Furthermore, the total quantity of message importance is limited, and one collects all the importance when the sampling number approaches infinity. In this case, the empirical distribution is equal to the real distribution according to Glivenko-Cantelli theorem [36] . In addition, the process of sampling usually follows the law of diminishing of marginal utility.
Based on the discussion above, we construct a ratio of DMIM between n i=1 X i and X to measure the relative importance of these n sample points, which is given by
where l(X ) = 0. According to central-limit theorem [42] , when n is big enough, n i=1 X i approximately obeys normal distribution N (nµ, nσ 2 ). In fact, when √ nσ is not too small (such a condition is satisfied because n is big enough), l n i=1 X i ≈ e − 1 2 √ πnσ according to (26) . Hence,
In fact, the relative importance of sample set γ (n) satisfies the above people's subjective opinions on message importance in sampling. When there is no samples, i.e. n = 0, the relative importance is zero, which means the importance does not begin to gather. By analyzing its monotonicity, we obtain γ (n) increases rapidly firstly, and then increases slowly. In fact, γ (n) has the law of diminishing of marginal utility, which is similar to the process of sampling. Moreover, γ (n) reaches limit as n → ∞ since
.
In fact, such a condition is satisfied for the fact that DMIM is bounded, while Shannon entropy and Rényi entropy do not possess these characteristic. Based on above discussions, we use γ (n) to measure the relative message importance of the sample set in this paper. As shown in Fig. 1 , we transform the sampling process into the process of message importance gathering. With the increasing of sampling size, more message importance will be collected. Obviously, the accuracy of the empirical distribution will increase with the increasing of collected message importance. When all message importance is collected, the empirical distribution will be equal to the real distribution. In fact, the difference between γ (∞) and γ (n) can directly characterize the gap of message importance between the real distribution and the empirical distribution. Thus, we adopt |γ (∞) − γ (n)| to describe the distribution goodness-offit. For convenience, we call |γ (∞) − γ (n)| the DMIM deviation.
Different from the Kolmogorov-Smirnov statistic, it can display the process of data collection from the perspective of message importance.
In fact, γ (·) can be regarded as a criterion to choose sample size due to the fact that it can guarantee the loss of relative importance in sampling is less than or equal to a specified value. Nevertheless, the loss of relative importance may be not intuitional in statistics, and thus we transform it into the Kolmogorov-Smirnov statistic to illustrate its effectiveness. That is, when giving the maximum loss of relative importance, the difference between the real distribution and the empirical distribution will be less than a specified amount with specified high probability.
Theorem 4: X 1 , X 2 , X 3 , . . . , X n are the n samples of a continuous random variable X , whose variance is σ 2 . If |γ (∞) − γ (n)| ≤ ε (0 < ε < 1), we will obtain
Proof: Refer to the Appendix B.
Theorem. 4 validates the effectiveness of γ (·). By means of the DMIM deviation, one might determine the sample size to be large enough that the loss of message importance is not more than a specified value, and the maximum allowable loss of message importance can characterize the error bound D n between empirical distribution and real distribution. In this sense, the sample size that is chosen by γ (·) can also guarantee a certain level of performance in statistics.
Remark 2: When ε tends zero, which means n → ∞, at this time, P {D n > 0} = 0. Therefore, the real distribution is equal to empirical distribution with probability 1 as ε → 0. That is,F n (x) → F(x) as ε → 0.
(52) Remark. 2 restates the Glivenko-Cantelli theorem in fact. Actually, the DMIM deviation characterizes the process of collection information. With the growth of sampling number, the information gathers, and the empirical distribution approaches real distribution at the same time. In particular, when n → ∞, all the information about the real distribution will be obtained. In this case, the empirical distribution is equal to real distribution, naturally.
According to (65), if the maximal allowed DMIM deviation is ε, the minimum allowable sample size is given by
In fact, 1/(4π σ 2 ln 2 (1 − εl (X ))) is the greatest lower bound for sample size. Note that 1/(4π σ 2 ln 2 (1 − ε)) is a lower bound and one can use it to replace 1/(4π σ 2 ln 2 (1 − εl (X ))) without changing the result in Theorem. 4 (see Appendix B). That is, when n ≥ 1/(4π σ 2 ln 2 (1 − ε)), a certain level of statistical performance can be ensured. For convenience of calculating, we use 1/(4π σ 2 ln 2 (1 − ε)) in the actual algorithm. The new approach is summarized in the following Remark. 3.
Remark 3: For arbitrary continuous random variable with variance σ 2 , if the maximum allowed message importance deviation between the sample and the original variable is ε (measured by the DMIM deviation), the sampling number should be bigger than 1/(4π σ 2 ln 2 (1 − ε)). Remark. 3 shows that the sampling number in this method only depends on the DMIM deviation, and the variance are the own attributes of the observed variable X . Furthermore, the sampling number in the new developed method has nothing to do with the distribution form, which means the new method is distribution-free.
Although our method can be applied to most continuous distributions without limits, the DMIM deviation may not make sense in all the scenarios. In fact, the DMIM deviation can be used to measure message importance deviation between the sample and the original variable in the case where the rare events is more important. Hence, this method is suggested to be used in the case discussed in this paper. VOLUME 6, 2018
C. MESSAGE IMPORTANCE AND DISTRIBUTION GOODNESS-OF-FIT
In this part, we discuss the connection between the message importance and the Kolmogorov-Smirnov statistic. In fact, ε measures the difference between the whole message importance and the message importance of the sample set, and the smallest difference d and the confidence limit β characterize the Kolmogorov-Smirnov statistic D n . For the same sample size, we have some new findings as follows.
Remark 4: According to (67) in Appendix B, we obtain
2πσ 2 ln 2 (1−ε) . (54a) Remark. 4 shows that there is a ternary relation among d, β and ε. If two of them are known, the third one can be obtained.
In fact, the Kolmogorov-Smirnov statistic can also be transformed into the DMIM deviation, which is shown in the following Remark. 5.
Remark 5: For arbitrary positive number d and β ≤ 1, one can always find a ε 0 , which can be obtained by (54), when ε ≤ ε 0 , P {D n > d} < β holds.
The distribution goodness-of-fit builds relationships with the sample size by the Kolmogorov-Smirnov statistic D n , and the DMIM deviation ε connects the message importance to the sample size. Therefore, for the same sample size, a connection between distribution goodness-of-fit and message importance can be established, i.e., Theorem. 4 shows the process from message importance to distribution goodness-of-fit, and Remark. 5 shows the reverse process.
Moreover, when ε approaches to 0, we write (67) as
In this case, the smallest difference between empirical distribution and real distribution is proportional to the DMIM deviation for a giving confidence limit, and proportionality coefficient is 2π σ 2 ln 19 9β .
VII. NUMERICAL RESULTS
In this section, we present some numerical results to validate the above results in this paper.
A. THE DMIM OF NORMAL DISTRIBUTION
First of all, we analyze the DMIM in normal distribution by simulation. Its standard deviation σ is varying from 0.01 to 10. Fig. 2 depicts the DMIM versus standard deviation σ in normal distribution. We observe that there are some constraints on DMIM in this case. That is, the DMIM grows with the increasing of σ . Furthermore, it increases rapidly when σ is small (σ < 1), while it increases slowly when σ is big (σ > 4). Besides, DMIM is non-negative and it is very close to zero when σ approaches zero. In order to avoid complex calculations, we give two approximate value of DMIM in normal distribution, which arel 1 (X ) = 1 − 1/(2 √ π σ ) and l 2 (X ) = e −1/(2 √ πσ ) . Obviously, the gap between true value l(X ) and the approximate valuel 1 (X ) will be very small if σ is big enough. However,l 1 (X ) is smaller than l(X ) when σ is small. Forl 2 (x), the gap between it and l(X ) will be very small if σ is not too small.
Moreover, Fig. 3 shows the absolute and relative error when we adopt approximations. Some observations are obtained. Both absolute and relative error are relatively small when σ is big (e.g., l(X ) −l 1 (X ) /l(X ) < 1% when σ > 2.5, and l(X ) −l 2 (X ) /l(X ) < 1% when σ > 1.25), and they both decreases with increasing of σ for two approximate values in most of time. In fact, when σ is not too small (σ > 0.3), the relative error ofl 2 (X ) is smaller than 10%. When σ < 6.25, the relative error ofl 2 (X ) is smaller than that ofl 1 (X ) and the opposite is true when σ > 6.25. In summary, l 2 (X ) is a good approximation for all the σ andl 1 (X ) is an excellent approximation when σ is big enough. Fig. 4 shows the truncation error |l(X ) −l(X )| versus the number of series N when σ is small.l(x) is the sum of first N items of the expansion of l(X ) in (6) , and it is given in (29) when N = n 0 = e 2πσ . Without loss of generality, we take σ as 0.02, 0.03 and 0.05. N is varying from 0 to 100. Some interesting observations are made. The truncation error will increases at first and then decreases. For the same N , the error decreases with the increasing of σ . Furthermore, when N = n 0 , we obtain |l(X ) −l(X )| < 0.01 < σ/(e − 1), and therefore (29) is a good approximation. It also can be seen that n 0 decreases with the increasing of σ . Fig. 5 shows the DMIM of uniform distribution, normal distribution, exponential distribution, Gamma distribution and Laplace distribution when the variance increases from 0.1 to 100. The simulation parameter in Gamma distribution is set as α = 0.5, 1.5. It is observed that the DMIM increases with the increasing of variance for all these distributions. Among them, the DMIM of normal distribution is the largest and that of Gamma distribution (α = 0.5) is the smallest. Fig. 5 also shows that the DMIM of Gamma distribution increases with increasing of α for the same variance. It also can be seen from the figure, that the gap between the DMIM of uniform distribution and that of normal distribution is negligibly small when variance is big enough. This is because that, for the same variance σ 2 , these two DMIM respectively are e −1/(2 √ 3σ ) and e −1/(2 √ πσ ) (approximate value when σ is large according to (26) ), which are very close.
B. THE DMIM FOR COMMON DENSITIES

C. DISTRIBUTION GOODNESS-OF-FIT WITH DMIM
Next we focus on conducting Monte Carlo simulation by computer to validate our results about goodness-of-fit. The samples are drawn by independent identically distributed variables, each having standard deviation σ . Their standard deviation σ is 1 or 2. The mean of normal distribution and uniform distribution is zero. The DMIM deviation ε is varying from 0.001 to 0.1. The confidence limit β is 0.001. For each value of ε, the simulation is repeated 10000 times. In each experiment, the sample size is given by the new approach, which is 1/(4π σ 2 ln 2 (1 − ε)) where x is the smallest integer larger than or equal to x. The Kolmogorov-Smirnov statistic D is calculated according to (47) . 6 shows the relationship between the probability of error bound P{D > d} and the DMIM deviation ε. Some observations can be obtained. The probability of error bound decreases with the decreasing of DMIM deviation. In fact, this process can be divided into three phases. In phase one, in which ε is very small (ε < 10 −2.8 when d = 0.01 and σ = 1), P{D > d} is close to zero. In phase two, ε is neither too small nor too large (10 −2.8 < ε < 10 −2 when d = 0.01 and σ = 1). In this case, P{D > d} increases rapidly from zero to one. In the phase three, in which ε is large (ε > 10 −2 when d = 0.01 and σ = 1), P{D > d} approaches one. When d = 0.01 and σ = 1, P{D > d} in these three distributions is very close to each other, whose upper bound is indeed β (obtained by (54a) ). For the same standard deviation, P{D > d} decreases with increasing of d when P{D > d} < 1. Furthermore, for the same d, the probability of error bound increases with increasing of the standard deviation.
The simulation results of P{D > 0.01} are listed in Table 3 , where the sample number n is given by (66) and the upper bound for the error probability β is given by (54a). In this table, we take d = 0.01 as the criterion to evaluate the error between the empirical distribution and real distribution. To better validate our results, normal distribution, exponential distribution, uniform distribution and Laplace distribution are listed here. The standard deviation of these four distribution is σ . As a result, λ = 1/σ in exponential distribution, and the density of uniform distribution is 1/(2 √ 3σ ). The λ = √ 2/σ in Laplace distribution. The remaining parameter values are same with that in Fig. 6 . We obtain that β is indeed the upper bound of P{D > 0.01} because every P{D > 0.01} is smaller than β. For each distribution, P{D > 0.01} decreases with decreasing of the DMIM deviation. P{D > 0.01} can even be zero when ε = 0.001 and σ = 1. For the same DMIM deviation, β and P{D > 0.01} increase with increasing of σ . Therefore, if one wants to have the same precision in different variance, it needs to select smaller ε when σ is larger, i.e., ε = 0.002 with σ = 1 and ε = 0.001 with σ = 2. Furthermore, when n is not too small, for the same ε and σ , P{D > 0.01} of these four distribution is very close to each other, which means this method is distribution-free. To demonstrate the effectiveness of our theoretical results, we adopt our new approach to fit a common and complex distribution. We choose Nakagami-m distribution for the fact that it can provide good fitting to empirical multipath fading channel in communication systems [43] . The parameter m in this part is 2 and = 10. Fig. 7 shows the cumulative distribution function (CDF) of empirical distribution and real distribution in order to demonstrate the relationship between message importance and distribution goodness-of-fit. The DMIM deviation ε is 0.1, 0.05, 0.01 and 0.001. It is noted that the gap between the CDF of empirical distribution and that of real distribution is constrained by the DMIM deviation. Obviously, the gap decreases with the decreasing of the DMIM deviation. Particularly, the gap almost disappears when ε = 0.001.
D. EXPERIMENTAL RESULTS
In this part, we study the sample size of PM 2.5 data in Beijing to demonstrate the effectiveness of our method. In fact, PM 2.5 refers to the particulate matter whose aerodynamic diameter is less than 2.5 µm, which is hazardous to human health [44] . PM 2.5 is usually used as a weather index to reflect the degree of air pollution, and thus studying the data of PM 2.5 can help us analyze the problem of air pollution. In this subsection, our data set is the PM 2.5 data in Beijing from Jan. 1, 2009 to Jun. 30, 2017 (measured by µg/m 3 ), which is collected by the U. S. Embassy & Consulates in China and is available at http://www.stateair.net/web/historical/1/1.html. The data is recorded hourly, and we choose the data at 12:00 am to analyze. Although there are data missing and data exception in this data set due to hardware malfunction, the their proportion is small and getting rid of this data does not affect our analysis.
The variance σ 2 can be gotten easily. We use the notation x max and x min to denote the maximum and minimum value in this data. The empirical distribution functionF n (x i ) is calculated according to (45) where x i = x min + i 100 (x max − x min ) for all i = 1, 2, 3, . . . , 100. The sample size is given by 1/(4π σ 2 ln 2 (1 − ε)) where x is the smallest integer larger than or equal to x. Assume the empirical distribution function derived from all the valid data is the real distribution F(x i ), for convenience. In addition, let DMIM deviation ε = 0.0002, 0.0005, 0.001. The DMIM deviation limits the difference between empirical distribution and real distribution, and this difference decreases with the decreasing of DMIM deviation. Moreover, the CDF of PM 2.5 is very close to one when PM 2.5 > 400µg/m 3 , which means the general PM 2.5 range is from 0 to 400µg/m 3 and the severe contamination (PM 2.5 > 400µg/m 3 ) rarely occurs. In fact, people pay more attention to heavy pollution, and thus serious contamination is more important than normal weather. Hence, this application satisfies our assumption where the small-probability events contain more important information. of probability of error bound P{D > 0.01}. The sampling number n is given by (66) and the upper bound for the error probability β is given by (54a).
FIGURE 9.
The average mean square error and sampling number versus DMIM deviation ε.
Furthermore, Fig. 9 depicts the average mean square error (MSE) and sample size with the proposed method in this paper. The range of DMIM deviation is {ε = 10 −4+0.1i , i = 0, 1, 2, . . . , 10}. For the sample size n, we select randomly n samples to calculateF n (x i ), and its mean square error is obtained by 1 100
2 . This process is repeated 1000 times, and then we get the average MSE. As ε decreases, i.e., the allowable message importance loss become less, the sample size increases and the average MSE decreases. If the average MSE is smaller than 10 −3 , the difference between empirical distribution and real distribution can be accepted. In this case, the threshold value of DMIM deviation is about 10 −3.4 ≈ 0.0004 according to Fig. 9 , and the sampling number is 76, which means we can save the distribution information of PM 2.5 without saving all the data and 76 samples is enough in the discussed case.
VIII. CONCLUSION
This paper focused on the problem, that how many samples is required in big data collection, with taking message importance into account. Firstly, we defined DMIM as an measure of message importance for continuous random variable to help us describe the importance flows during sampling. DMIM is an extension of MIM and similar to differential entropy. Then, the DMIM for some common distributions, such as normal and uniform distribution, was discussed. Moreover, we made the asymptotic analysis of normal distribution, and we respectively gave the high-precision approximate values for DMIM of normal distribution when variance is extremely big or relatively small.
Then we proposed a novel criterion that is called the DMIM deviation to help us choose sample size in big data collection. In fact, the DMIM deviation can characterize the process of collecting message importance, and it can be used to choose the sample size to be large enough that the message importance of sample set differs from the whole message importance by no more than the specified amount. In order to visually display the statistical characteristics, we transformed the difference of message importance into the Kolmogorov-Smirnov statistic. The results presented the sample size obtained from the DMIM deviation can also guarantee a certain level of performance in the viewpoint of statistics. Similar to Kolmogorov-Smirnov test, this new approach also satisfies Glivenko-Cantelli theorem, and it is distribution-free, which only depends on the DMIM deviation when the random variable is given. Moreover, the DMIM deviation also connects the message importance to the distribution goodness-of-fit.
Proposing the joint differential message importance measure and using it to design high-efficiency big data analytic system are of our future interests. Besides, the relationship between the required sampling size of ESS and the bias of DMIM maybe an interesting topic in the future.
APPENDIX A PROOF OF THEOREM 3
Proof: For convenience, we might as well take
and let n 0 = e √ 2πσ
= c/σ + c = n 0 + 1 where x is the smallest integer larger than or equal to x and c = e/ √ 2π . Obviously, 0 ≤ c ≤ 1.
Hence
This means, we only need to check
When N > n 0 , we obtain
where (59a) follows from
because N > n 0 . It is easy to check that
, and therefore we obtain (59b). It is clear that
where k ≥ n 0 + 1. In this case, we can obtain (59d) because
Substituting (59e) in (57b), we have (61)-(62), as shown at the top of the next page.
In fact, it is easy to check that
monotonically increases with respect to n 0 by derivation method. Besides, they are both larger than zero, and Based on the discussions above, when σ is relatively small, we have
The proof is completed. 
APPENDIX B PROOF OF THEOREM 4
Proof: In fact, a upper bound of P{D n > d} is given by P {D n > d} ≈ 2 
we have 
It is easy to check β e −2nd 2 4 + 2e
when β ≤ 19 ≈ 1.0112. In fact, β is a threshold value of the probability, so we usually take β ≤ 1. Therefore, (69) holds all the time. 
