Minimal control fields  by Casti, J & Letov, A
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 43, 15-25 (1973) 
Minimal Control Fields 
J. CASTI 
University of Arizona, Tucson, Arizona, USA 
AND 
A. LETOV 
Institute of Control Problems, USSR Academy of Sciences, Moscow, USSR 
Submitted by Richard Bellman 
1. INTRODUCTION 
A question of considerable practical concern to designers of control systems 
is the determination of feedback control laws guaranteeing asymptotic 
stability under various hypotheses and conditions. In most theoretical 
investigations it is explicitly or implicitly assumed that all components of the 
state vector of the system may be measured at any time in order to synthesize 
a stabilizing control law. However, in many problems of interest either such 
measurements are not physically possible or the designer wishes to obtain a 
suitable control law which makes use of measurements made upon the smallest 
number of state variables possible for reasons of economy, weight, simplicity, 
and so forth. As an example, for an airplane in longitudinal motion there does 
not exist a device to measure its angle of attack. Consequently, the designer 
of a control system must utilize feedback laws which stabilize the aircraft 
without making use of measurement of this state variable. For any given 
system, it is clearly of importance to isolate the variables which must be 
measured for asymptotic stability and to determine the feedback control 
laws associated with these state components. 
In this paper, we investigate the problem of determining feedback control 
laws defined on the minimal number of state variables compatible with 
asymptotic stability. Our primary results give upper bounds on the number 
of state variable components which need be measured for asymptotic stability 
for a large class of linear and nonlinear systems. The results of this paper 
partially answer a problem posed by one of the authors in [I]. 
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2. STATEMENT OF THE PROBLEM 
We consider the system 
* =F(x, t, t), x(0) = c, (2.1) 
where x is an N-dimensional vector and E is a scalar control law. We shall 
defer consideration of vector controls to a later section. Let N be the domain 
of action of the control law 5, i.e. the union of points (x, 5) for which Eq. (2.1) 
is defined. Let U be the class of admissible control laws. Unless explicitly 
stated otherwise, in this paper U will be the set of piecewise continuous func- 
tions defined on any of the sets Ri, i = 1, 2,..., N. Our objective will be to 
determine bounds on the largest value of i necessary for 
to guarantee (2.1) is asymptotically stable in the sense of Lyapunov. We 
further assume that the system (2.1) is stabilizable. That is, there exists a 
control .$ E U such that any initial state c can be brought to the origin at 
t = co. 
DEFINITION 1. We say that the system (2.1) is observable with respect to 
the coordinates x1 , x2 ,..., x1, (p < N) if th ere exist technical means allowing 
measurement of the components x1 , x2 ,..., xD at any time t. 
Clearly this definition is conditional, depending upon the physical nature 
of the system considered and the technological state of the art at the time. 
DEFINITION 2. The totality of observable coordinates x1 , x2 ,..., xp we 
shall call the Jield of control and denote by the letter P. If p = N, we call 
the field maximal. 
Let M be the set of all functions f E U, which are defined on the field P. 
DEFINITION 3. We say that an arbitrary function 6 E M belongs to the 
set of feedback controls if, by substituting t into (2.1), we obtain a non- 
perturbed state x = 0, which is asymptotically stable according to Lyapunov. 
DEFINITION 4. A field P of minimal measurement for which there 
exists at least one feedback law defined upon it is called a minimal field. 
The basic problem of minimal control fields may now be stated: Among all 
feedback laws, fmd those which are defined on the field of minimal measure- 
ment. The results to be presented in the succeeding sections will give bounds 
on the dimension of the minimal field under various hypotheses on the func- 
tion F. 
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3. LINEAR DYNAMICS-SCALAR CONTROL 
In this section, we consider the special case of (2.1) when 
Ji=F(x,&t)=Ax+msf, (3.1) 
where A is a constant N x N matrix, m is an N-dimensional vector, and 5 
is a scalar feedback control function such that 1 l 1 < z, < a sufficiently large 
positive constant. Assume A is an arbitrary complex matrix whose character- 
istic values, denoted by &(A), i = 1, 2 ,..., N, satisfy 
Reh, > Reh, > .*a 3 Reh,. 
Let T = [tij] be the unitary matrix which reduces A to triangular form. 
Before proceeding to our main result, we pause to establish the following 
technical lemma. 
LEMMA 1. Let z = x + iy, p = s + it be N-dimensional complex vectors, 
R = U + iV an N x N Hermitian matrix. Denote by uij , vii , the (i, j)th 
component of the matrices U and V, respectively. DeJine the matrices {C,} by 
c, = - 
%l 2412 *-* %k 2v,, 2v,, -** 274, -s1 . 
%2 us&7 *** %k 274, 2v,, **- 2v,, -sz 
ulk l&k *" Ukk 24, h,, -‘* 24, -s; 
% 27-h **a 2v,, Ull u12 -** Ulk -2t, 
2% 2% ‘-* 20,s %2 Uze *-- %k -2t, 
hk hk ‘-’ b,, %k l$.k *** Ukk --2t, 
-s1 -s2 **- -Sk -2t, -2t, *** -2t, 1 
k = 1, 2 ,..., N. 
Then a necessary and sz@cient condition for the quadratic form 
Q = Re(z, Rz) 
to be negative definite when Re(.%, p) = 0 is that the set of bordered determinants 
satisfy 
det C, < 0, k = 1, 2 ,..., N. 
(Note: (,) denotes the usual vector inner product, Re, Im denote the real 
and imaginary parts of complex quantities, respectively). 
Proof. We will show that the stated conditions are necessary and sufficient 
for - Q to be positive definite. 
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Making use of the algebraic fact that 
[Re(% ~11~ = Mx, 4 + (G Al” 
= fl h%xj + VjYdYj + 2Gwd, 
when Re@, p) = 0 we may write 
- 8 = j$l C(w - ujj) XjXj + (&tj - Uij) Yiyj + 2(sitj - wij) XiYjl, 
where we have made use of the fact that 
Q = (x, W + (Y, UY) + Z(Y, vx)- 
Define the 2N-dimensional real vector f as 
f = col(x, , x, ,..., xN , yl , YZ ,..*, YN)’ 
Then 
- 
Q = 6% A.$), 
where A, is the 2N x 2N matrix 
with 
PI P= 
AN= i I 1 --, P3 P4 
(Pyij = s,sj - uij , 
(Pyij = 2(s& - Oij), 
(Pygj = 2(S& - Vji), 
(Pyij = 4titj - uij ) i,j = 1, 2 ,..., N. 
Next we note the matrix identity 
0 
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Thus, 
det C, = -det A, . 
However, by the known [4] necessary and sufficient conditions for positive 
definiteness of a quadratic form, we must have 
det A, > 0, h = 1) 2 ,*.., N, 
which establishes our result. 
Our main result may now be stated as a theorem: 
THEOREM 1. Let B be the matrix 
(3.2) 
where Re A, > Re A, 3 ..* > Re h, and 1 bi, / < E, E > 0 arbitrary. Further, 
let p be the vector p = T*m, and assume that the quantities {bii}, {pi} and 
{Re hi} satisfy Lemma 1 with the following identification of variables 
Uij = 
i 
4 Re bii , i#j 
ReAi, i= j, 
3 Im bij , i<j 
Vij = 0, i=j 
-4 Im bij , i>j, 
si = Rep,, 
ti = Imp,, i,j= 1,2 ,..., N. 
Define the quantities 
aj = $ f$ Re(tj&mt), j = 1, 2 ,..., N. 
Then the dimension of the minimal control field is less than or equal to the 
number of nonxero elements in the sequence 0~~ , C+ ,..., 01~ .
Proof. Let x = Tz. Then the asymptotic stability of (3.1) may be 
investigated by studying the system 
,+=Bs+p[, 
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where 
Let V be the function 
p = T*m. (3.3) 
Then 
V(z) = 8 (x, %). 
V(z) = g [(z, 5) + (2, z)], 
= $l Fe h> I xi I2 + Re(%pd 5) + 5 2 Re(btjz&). 
i=l j=i+l 
(3.4) 
From Eq. (3.4) and the foregoing remarks, we see that p will be nonpositive 
if 
Re Ai) 1 xi I2 + 5 Re(&Q . 
&ii-l 1 
Since we wish to make the left side of this inequality as small as possible, 
subject to the constraint on 4, we choose 
5 = - l sign [f Re(Z,pJ] . (3.5) 
i=l 
(Lemma 1 insures the negativity of r when CL, Re(&p,) = 0). Thus, 
f = &zl , ,F2 )...) SN). 
By virtue of our coordinate transformation, we have 
N 
4 = c tjizj 
54 
since T* = T-l. Recalling that p = T*m, we have 
p, = 2 i&m!. 
C=l 
Substituting these results into (3.5) and doing some algebraic rearranging 
gives 
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Define 
1 , j = 1) 2 ,..., N. (3.7) 
Then 5 appears in the control law [ if, and only if, 013 # 0, which completes 
the proof of Theorem 1. 
The results of Theorem 1 enable us to obtain an upper bound on the 
dimension of P by utilizing the special control law (3.6). However, in the 
event the vector m is at our disposal rather than being specified in advance, 
the “design” case, Theorem I has a very interesting corollary. 
THEOREM 2. If  the erector m may be chosen arbitrarily, then the dimension 
of the minimal field is equal to one. 
Proof. Expression (3.7) may be written in vector-matrix form as 
where Q is the N x N matrix whose components are 
i, k’= 1, 2 ,..., N. 
i=l 
Since T is a unitary matrix, & = t?t, which implies that Q = T2. Thus, 
the matrix Q is always nonsingular and Eq. (3.8) has a unique solution m 
for any nonzero vector (Y. In particular, all components of a! except one may 
be chosen equal to zero, subject to the provision that the resulting solution 
vector m still renders (3.1) stabilizable. 
Before examining the case of vector control, let us give an example to 
illustrate Theorems 1 and 2. 
EXAMPLE 1. Let 
A = [; ;] , mzz m1 ) ( 1 m2 
with m, , m2 # 0. Note that this is a case when m is not completely free. The 
unitary (orthogonal) matrix which diagonalizes A is 
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From Eq. (3.7), we calculate 
% = ~I(~~1 + c2> + mz(w21 + h2t22) 
= m,; 
012 = ~lW2l + t2252) + m2(% + ti2) 
= m2 . 
Thus, 01~ ,OL~ # 0 and the dimension of the field P is no greater than two. 
However, if we allow freedom of choice in m, then we have Q = T2 = I and 
OL = m, implying that we may obtain dim P = 1 by choosing either m, = 0 
or m2 = 0. 
4. VECTOR CONTROL 
Consider the system 
3i = Ax + cu, x(0) = c, 
where x and A are as before, C is an N x m constant complex matrix and u 
is an m-dimensional complex control vector. Assume that each component 
of u is bounded, i.e. 
I 4 I d @i 9 i = 1, 2 ,..., m, 
where ($1 is a set of positive scalars. Let T = [ttj] be the unitary matrix 
which reduces A to upper triangular form. Then we have 
THEOREM 3. Define the quantities 
[dir] = D = TV, 
d(j) = col(dij , dti ,..,, d,,J, 
t(i) = (til 9 ti2 P**-T hN)r 
Bij = (d(j), tea), i = 1, 2,..., N 
j = 1, 2 ,..., m. 
Let Ej equal the number of nonzero terms in the sequence B,, , Bzj ,..., Bmj . 
Then the dimension of P is less than or equal to 
Proof. Reduce A to upper triangular form by T as in Theorem 1 and 
let x = TX. Again we study the stability of the system 
i = Bx -c T”Cu. 
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Let V(z) = +(z, 2). Then the Lyapunov function V is such that r is non- 
positive if 
Re 5 2 d&& 
[ 
< - f Re(hJ 1 zi I2 + 5 5 Re(bi,z&) . 
<=I j-1 1 I 221 i=1i=1+1 1 
Again, we assume that the scalars {&I, (dig), and {Re hi) satisfy the conditions 
of Lemma 1. Note that now dij plays the role of pi for each j. Hence, the 
conditions of Lemma 1 must be checked for each j = 1,2,... , N. By the 
same reasoning as in Theorem 1, we choose u to be the control 
Substituting for .& , we obtain 
(d (j), t(,)) 4j , j = 1, 2 ,..., m. 
Thus, the component xi occurs in control component uj if, and only if, 
(d(f), tu)) # 0. Clearly, the component of u which contains the maximum 
number of components of x defines an upper bound on the dimension of P. 
5. NONLINEAR SYSTEMS 
Armed with the preceding results, let us now show that bounds on the 
dim P may be easily obtained for a large class of nonlinear systems. 
We consider the system 
f = Ax + f(x) + 4, x(0) = c, (5.1) 
where for simplicity 5 is a scalar control law such that 1 t 1 < 4, A, m, and x 
have the same meanings as before, and f is a nonlinear function satisfying the 
condition 
II f(x)ll , 0 as 
II x II 
II x II -+ 0. 
We also suppose that (j c 1) is sufficiently small. Under these hypotheses, it is 
reasonable to suppose that the question of the dimension of P may be 
answered by considering the linearized version of (5.1). If the t chosen in 
Theorem 1 had been a linear function of x, a direct application of the basic 
PoincarbLyapunov theorem would suffice. However, [ is a nonlinear func- 
tion of x so a small amount of additional work is required. The final result is 
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THEOREM 4. Under the foregoing hypotheses on A, m, 5, and c, an upper 
bound on the dimension of P is given by considering (5.1) with f  = 0, i.e. the 
results of Theorem 1 apply for (5.1). 
Proof. We must show that the control law (3.6) of Theorem 1 gives 
asymptotic stability of the null solution of (5.1). 
As before, introduce the transformation x = Tz and consider the system 
2 = AZ + T*f (TX) + T*mS. 
Let fi(z) = T*f (Tz) and p = T*m. It is simple to show that fi(z) satisfies 




+ c 6ki%zk + Tkfik(z) + zkfik(z> + %kpkt + zk$kt, 
j>k 
we have 
Since E is arbitrary, II x(O)lI = /j c 11 is sufficiently small, and [ is sufficiently 
large to stabilize the linear version of (5.1), we have I/ z II decreasing in some 
neighborhood of t = 0. This argument may then be repeated to obtain the 
same result for all t. 
6. DISCUSSION 
The results of this paper provide simple, easy to apply tests for determining 
bounds on the dimension of minimal control fields. Often these upper 
bounds will significantly aid the system designer in his task of constructing 
a stable control system in as economical a fashion as possible. However, what 
is really desired is a simple technique which gives the exact dimension of P 
for a broad class of problems. Also, for nonlinear systems it is important to 
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know how large the initial deviation may be before the dimension of P must 
be increased to maintain stability. These questions, as well as many others 
centering around the problems posed in [I], are currently under investigation 
by the authors and preliminary results indicate that satisfactory resolution 
of these topics will be forthcoming in the near future. 
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