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Abstract
The evolution with carrier concentration of the electrical properties of amorphous indium oxide (InOx) thin films has been
studied using electronic double layer transistor configurations. Carrier variations of up to 7× 1014 carriers/cm2 were achieved
using an ionic liquid as a gate dielectric. The superconductor-insulator transition was traversed and the magnitude and
position of the large magnetoresistance peak found in the insulating regime were modified. The systematic variation of the
magnetoresistance peak with charge concentration was found to be qualitatively consistent with a simulation based on a model
involving granularity.
The competition between disorder and superconduc-
tivity has long been the subject of theoretical and ex-
perimental study[1–6]. By varying the nominal disorder
a superconductor-insulator transition (SIT), known as
disorder-driven SIT, is found in materials such as amor-
phous Bi (a-Bi)[7], TiNx[8], and InOx[9, 10]. Such tran-
sitions in disordered thin films are believed to be quan-
tum phase transitions. Among the materials, amorphous
InOx (which we will refer to as InO) is of great inter-
est because of the novel feature of a giant magnetoresis-
tance (MR) peak at low temperatures[10–13]. Moreover
direct evidence of Cooper pairs, both above the transi-
tion temperature, and in the insulating regime has been
reported[14, 15]. However, the study of the disorder-
driven SIT in InO, mainly achieved by varying its oxy-
gen concentration during growth and heat treatment af-
terward, can introduce unavoidable complexities to the
system including the conflation of variations of carrier
concentration and levels of disorder[12, 16].
In this Letter, we overcome these limitations by us-
ing a different approach. Namely, we tune the carrier
concentration by adapting a field effect transistor (FET)
configuration, and we use this method to induce a SIT
within a given sample without altering its disorder (In
earlier work, Parendo et al [17] reported the study of the
electrostatically tuned SIT of a-Bi.). Benefiting from the
FET configuration, we present a comprehensive study of
the SIT driven by carrier modulation. This has revealed
many interesting phenomena such as variable range hop-
ping in the insulating regime and the broadening of su-
perconducting fluctuations near the SIT. This new ap-
proach also enables us to produce and then continuously
change the size and the position of MR peak in the insu-
lating regime. We believe that our findings shed light on
the origin of the MR peak and the possibility of localized
superconducting islands within the insulating regime.
Amorphous (meaning non-crysal within our context)
indium oxide (InOx) films were e-gun evaporated using
99.999% pure In2O3 pallets. The films were grown on
Si wafers (100) through a shadow mask defining a Hall
bar geometry. The base pressure in the deposition cham-
ber was 2×10−7mbar. Pure O2 gas with partial pressure
4×10−6mbar was bled into the chamber during the evap-
oration in order to achieve samples with sheet resistances
of about 10 kΩ at T = 4K, close to the SIT. Sample thick-
nesses ranged from 10 nm to 6 nm. The 6 nm samples
were all insulating as grown and are the central focus of
this work. Gold electrodes, 50 nm thick, were deposited
on the InO films. An ionic liquid (DEME-TFSI) was used
as a gate dielectric with a Pt coil top gate to form an elec-
tric double layer transistor (EDLT). A schematic of the
top-gated EDLT can be found in our previous work[18].
(Earlier, Misra, McCarthy, and Hebard gated InO films
with ILs but did not explore their superconductivity[19].)
The sheet resistances Rs of the films were determined
employing a four-probe electrode configuration. A 3He
refrigerator with a superconducting magnet enabled us
to vary the temperature between 300K and 0.40K and
the magnetic field between 0T and 9T. Gate voltages Vg,
ranging from +3V to -3V were used to induce or de-
plete charge carriers, which are electrons. The various
values of Vg were applied at a temperature of 240K and
were held constant throughout the subsequent cooling
and measurement.
The T dependencies ofRs, of two InO samples at differ-
ent values of Vg are plotted in Fig. 1. Both samples were
grown under the same conditions i.e., at the same oxy-
gen pressure and at the same time. However their initial
resistances were adjusted so as to be different, by anneal-
ing at 65oC under vacuum for different periods of time.
Both samples exhibited large changes in Rs upon gating.
Unfortunately, Hall effect measurements of such highly
disordered systems were not possible, except in the case
of a few other samples (not shown) that had relatively
low normal state resistances. The process of gating was
found to be reversible, with minor hysteresis. This sug-
gests that apart from the remote possibility of a reversible
chemical reaction, the gating process is electrostatic. To
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Figure 1: (Color online) The temperature dependence of Rs
at various values of Vg of samples A (a) and B (b). The
onset of superconductivity (the initial downward dip in the
Rs vs. T curve) occurs at Vg = +1.00V for sample A, and at
Vg = −2.00V for sample B respectively. On the right hand
panels, both Rs vs. 1/T and 1/T
1/2 are plotted for sample A
(a1-a2) and for sample B (b1-b2). Note the cross-over from
Arrhenius to ES VRH at Vg = −0.50V shown in (a1-a2),
whereas (b1-b2) shows ES VRH over all ranges of Vg.
determine and/or confirm the carrier modulation of the
system, we used an electrochemical technique known as
the Chronocoulometry[20]. Using this technique, we ob-
served changes in the sheet (2D) carrier density or charge
transfer (∆nsheet) of up to 7× 10
14 carriers/cm2. How-
ever we did not characterize the charge transfer at each
gate voltage for the films reported here.
The accessible charge transfer was large enough for us
to observe the SIT of InO as shown in Figs. 1(a) and 1(b).
The right hand panels of Fig. 1 show Rs vs. T behavior
of the insulating state; both Arrhenius R = R0exp(T0/T )
and Efros-Shklovskii variable range hopping (ES VRH)
R = R0exp(T0/T )
1/2 were observed. Comparing Figs.
1(a1) and 1(b1), the higher resistance sample shows a
wider range of Arrhenius activated transport, suggesting
0 2 4 6
0
5
10
15
Vg=  0.00V
Vg= +1.30VG
 / 
G
o
T(K)
Vg= +2.20V
Vg= -1.50V
-2 -1 0 1 2
0.6
0.8
1.0
1.2
 
TC(K)
Vg (V)
0.05
0.10
0.15
0.20
0.25
d
Figure 2: (Color online) Dimensionless conductance G/G0 vs.
T for the sample B in a superconducting state regime. The
dashed lines are the best fits to the data. The inset is a plot
of Tc (left) and δ (right) vs. Vg.
that it has a hard gap in its single-particle density of
states. A cross-over from Arrhenius to ES hopping is ob-
served as the film becomes less resistive with increasing
carrier concentration. The observed ES hopping suggests
the presence of a soft gap (Coulomb gap) in the density of
states near the Fermi level, which is due to the long range
interactions between electrons in the system[21]. This
has also been reported in other systems[8, 22]. The tran-
sition from Arrhenius to ES hopping could be interpreted
as the evidence of enhanced electron-electron interaction
driven by the addition of carriers. Both samples A and
B exhibited SI transitions tuned by carrier modulation,
which is clearer in the case of sample B [Fig. 1(b)].
When a system enters a superconducting state below a
critical temperature Tc, global phase-coherence is estab-
lished with a nonzero amplitude of the superconducting
order parameter. Determining Tc from data, however,
can be a non-trivial task because of the broadening of the
superconducting transition due to superconducting fluc-
tuations (SF) above Tc[23]. Thus, in order to estimate
Tc, we follow a recent theoretical model described in Ref.
[24]. According to this model, superconducting fluctua-
tions in 2D system give rise to a temperature-dependent
change in conductance ∆G given by ∆G = ∆GAL+MT +
∆GDOS+∆GWL+EE, where ∆GAL+MT is the combina-
tion of the Aslamazov-Larkin (AL) and Maki-Thompson
(MT) processes[25, 26], ∆GDOS accounts for the change
in the single-particle density of states (DOS) due to their
involvement in fluctuation pairing[24], lastly ∆GWL+EE
is the correction from the weak localization (WL) theory
including electron-electron (EE) interactions[27]. With
estimated coherence length of 13~20 nm (Compare this
with the typical superconducting coherence length of
10~30 nm for InO[28]), the films with 6 nm thickness can
be treated as (quasi) 2D system enabling us the analysis
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of SF theory in 2D model. To fit the SF fit to the data,
we used the asymptotic expression in Table 1 (regime I,
the Ginzburg-Landau regime) of Ref. [24]. Figure 2 is
the result of the SF fit applied to the data of sample B
and the values of both Tc and pair breaking parameter δ
are determined simultaneously from the best fit as shown
in the inset. This analysis allows us to determine Tc and
we observe a monotonic increase in Tc as function of Vg.
This result implies a monotonic increase of the supercon-
ducting pairing energy ∆ as function of carrier density.
The MR measurements of these two samples at differ-
ent gate voltages are shown in Fig. 3. The most signifi-
cant feature of the data for sample A [Figs. 3(a1), 3(a2),
and 3(a3)] is the transition from negative to positive MR
followed by a downward slope of Rs (the MR peak) upon
further increase of H , all taken at fixed T , over the range
from 0.5K to 1K. Also note the strong MR peak found
in insulating regimes of both samples. The position of
the peak field, Hpeak, at which the maximum resistance
occurs, monotonically increase as function of Vg.
In a disorder-driven SIT, the spatial inhomogeneity of
the pairing energy ∆ can be very important. In the in-
sulating regime, Ghosal et al.[5] suggested that the sys-
tem breaks up into superconducting islands. Further-
more, in Ref. [6] such a spatial variation of the order
parameter amplitude has been demonstrated using a neg-
ative U-Hubbard model. Near the SI transition, it has
been suggested[29, 30] that the MR peaks in disordered
systems arise because magnetic fields affect the concen-
tration and size of superconducting islands, so that as
these islands shrink with increasing field, there is a tran-
sition from Cooper pair-dominated to single electron-
dominated transport.
On the other hand, reduction of the superconducting
pairing energy ∆ within islands can itself lead to a trade-
off between conduction by Cooper pairs and conduction
by unpaired electrons, and thus (potentially) to a MR
peak, even when the concentration and the size of the is-
lands are fixed. Recent theoretical works[31, 32] studied
a model with fixed size and concentration of supercon-
ducting grains (islands), and show how a MR peak deep
in the insulating state can arise as a result of the re-
duction of the superconducting gap ∆ with increased H .
This predicts that near the MR peak and at low temper-
ature the conduction should be described by ES VRH, as
shown in Figs. 1(a2) and 1(b2). Both approaches lead to
an insulator in which Cooper pairs with nonzero ∆ are
formed in the insulating regime of the system and are
responsible for the MR peak.
The shift of the MR peak to higher magnetic fields
with increasing carrier concentration, as shown in Fig.
3, can be explained qualitatively within the context of
the theory of Ref. [31–33]. Increasing the carrier density
presumably increases the density of states at the Fermi
level within the superconducting grains, thereby driving
up the zero-field superconducting gap, ∆0. A larger ∆0
Figure 3: (Color online) Rs vs. H at various values of T and
Vg for sample A, labeled (a1-a3) and sample B, labeled (b1-
b3). The density of electrons increases from the left to the
right. Each curve represents a separate isotherm of Rs vs.
H , where T ranges from 0.5~1.3K for sample A (more disor-
dered, top) and from 0.5~0.9K for sample B (less disordered,
bottom).
implies that a larger H is required in order to reduce ∆
to the value of the grain charging energy Ec, so that the
MR peak shifts to higher H . In this way the transition
from negative MR [as in Fig. 3(a1)] to a peak at an
intermediate H [Fig. 3(a2)] to a peak at a larger H [Fig.
3(a3)] can be understood.
As an example, Fig. 4 shows values of the resistance of
a simulated 2D array of regularly-spaced, monodispersed
superconducting grains as a function of H , calculated us-
ing the method described in Ref. [32]. At small ∆0/Ec,
the conductivity is primarily due to hopping of unpaired
electrons, and there is a monotonic negative MR [as seen,
for example, in Fig. 3(a1)]. At larger ∆0/Ec, which os-
tensibly corresponds to larger carrier density, the MR
develops a peak associated with a trade-off between con-
ductivity by single electrons and conductivity by Cooper
pairs. This peak moves to largerH as ∆0/Ec is increased
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Figure 4: (Color online) Simulation of the resistance of a 2D
array of identical superconducting grains deep in the insu-
lating state as a function of H . Different curves are labeled
with their corresponding values of ∆0/Ec, and are normal-
ized to their maximum resistance, Rmax. As ∆0 is increased,
which presumably corresponds to a larger carrier density, a
MR peak develops that shifts to larger magnetic field, in qual-
itative agreement with what is seen in Fig. 3. Here all curves
correspond to a temperature such that kBT = 0.1Ec and have
localization lengths ξ1 and ξ2 for single-electron and pair con-
ductivity, respectively, satisfying ξ2/ξ1 = 8.
[as in Fig. 3]. For the simulation of Fig. 4 we have as-
sumed a conventional BCS-like dependence of ∆ on the
field H : ∆ = ∆0
√
1− (H/Hc)2. In this way the data
shown in Fig. 3 is consistent with the concept of tuning
the local superconducting gap by modulating the car-
rier density. Such tuning of the gap by carrier density
also suggests a straightforward possible explanation of
the transition from the insulating state to the supercon-
ducting state with increasing carrier density. Presum-
ably, the transition may result from regions with zero ∆
being driven to non-zero ∆, thereby connecting super-
conducting grains that would otherwise be disconnected.
Unfortunately, the simulation used to generate Fig. 4
cannot be used for a quantitative determination of the
relationship ∆(n), since this requires a knowledge of the
H-dependence of the gap as well as the relative localiza-
tion lengths ξ1 and ξ2 for unpaired and paired electron
hopping. We also caution that the simulation technique
is applicable only for the heavily-insulating limit, and
in this sense our comparison between Figs. 3 and 4 is
only qualitative. It should also be noted that within this
simple model a strong MR peak develops only at a rel-
atively large ratio of the localization lengths, ξ2/ξ1. A
final caveat is the possibility that other models may give
similar results.
There is an apparent connection of granular-like su-
perconducting behavior in an amorphous film to sample
morphology. Atomic force microscope (AFM) images of
these films shown in Fig. 5 (sample B) exhibited thick-
ness roughness which could be interpreted as an effective
granularity. In a recent work, ultra thin amorphous Bi
Figure 5: (Color online) The AFM image for sample B reveal-
ing strong degree of surface roughness. Similar results were
observed for sample A.
films were patterned with nano-scale honeycomb array
of holes and MR peaks were observed in several sam-
ples with non-uniform film thicknesses[34]. On the other
hand the same experiment shows no MR Peaks in samples
with uniform film thicknesses[35]. It is also shown that
the thickness variations are primarily responsible for pro-
ducing the localized Cooper pairs in a Bi films[36], and
the level of the disorder can be tuned by the variation of
the thickness in such systems[7]. Furthermore the study
of InO reported by [13] shows that the different levels of
MR anisotropy, which are indirect evidence of the super-
conducting strength, have a strong relationship to differ-
ent values of thickness. These findings suggest that there
is a close relationship between effective granularity and
the localization of Cooper pairs resulting superconduct-
ing grains in an insulating matrix. However, a granular
morphology may not be essential for a system to exhibit
granular like behavior. The oxygen concentration may
be the key to determining an effective granularity in the
amorphous InO system. A recent experimental work[37]
showed that mesoscale spatial variations in the oxygen
concentration are present in nominally homogeneous InO
films. Such chemical inhomogeneity can induce local car-
rier density fluctuations resulting in mesoscale inhomo-
geneity of the pairing energy ∆. It has also been demon-
strated that, by STM measurement, such inhomogene-
ity can be present even when the sample surface shows
high-level smoothness[14]. We also like to add a cautious
caveat that our system might indeed be a granular system
due to the strong morphology fluctuation at the surface.
In conclusion, we have observed the superconductor-
insulator transition along with the evolution of the MR
peak in amorphous InO films by varying their carrier den-
sity. A transition from a negative MR to a strong MR
peak followed by the suppression of the MR peak was ob-
served near the SIT by adding carriers. Strong MR peaks
when the systems are insulating support the presence of
localized Cooper pairs in the insulating regime and are
qualitatively consistent with models based on there be-
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ing an effective superconducting granularity. Compar-
ing the data with a theoretical simulation we argue that
larger carrier density increases the paring energy ∆, and
therefore is responsible for both the SIT and the mono-
tonic increase of the MR peak position to higher values
of H . The EDLT configuration opens up the possibility
of carrier-driven SIT studies of many other disordered
systems.
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