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Lung cancer is the leading cause of cancer related death in the world. Computed
tomography (CT), which can provide detailed images of lung structure, makes
it possible to detect lung cancer in its early stage. Regular clinical practice in-
volves visual inspection of hundreds cross-sectional slices of a patient’s CT scan
for small pulmonary nodules that can manifest early lung cancer. However, ra-
diologists routinely miss nodules due to fatigue and the error-prone nature of
the work, which may ultimately lead to incorrect diagnostic decisions. It has
been shown that detection performance can be improved significantly by em-
ploying a computer algorithm for pulmonary nodule identification.
This dissertation is devoted to the topic of computer-aided detection (CAD)
of pulmonary nodules from chest CT scans. The thesis includes several
subtopics: system architecture, optimization and validation of the detection sys-
tem. Among the major contributions to the topic are: design and development
of a multiscale Laplacian of Gaussian-based candidate generation system, high
specificity standard moments-based pulmonary vessel bifurcation filter, non-
solid nodule detection system, and a new detection system validation procedure
that compensates for size measurement error and provides a more meaningful
performance assessment for CAD systems. In addition, a large size-enriched
dataset for CAD system evaluation was created to become a valuable resource
for future research.
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CHAPTER 1
INTRODUCTION: PROBLEM OF COMPUTER-AIDED DETECTION
Lung cancer is currently considered the most deadly form of cancer, account-
ing for more deaths than breast cancer, prostate cancer, and colon cancer com-
bined. It is estimated that 157,300 people died from lung cancer in the United
Stated in 20101. Early detection of lung cancer by radiologist through the use
of medical imaging techniques, such as chest X-ray and conventional tomogra-
phy, has long been thought to improve prognosis by allowing malignant nod-
ules to be caught in earlier stages, when treatment is considered most effective.
The advent of computed tomography (CT) by Hounsfield [1973] has allowed
for improved diagnosis of lung cancer by providing even more detailed images
of the lung structure [Muhm et al., 1977; Schaner et al., 1978; Meziane et al.,
1988], which in turn increases the likelihood of a malignant lesion being de-
tected. In addition, as CT technology and image resolution improves, lesions
are able to be resolved in greater detail and the minimum detectable lesion size
is reduced [Fischbach et al., 2003].
However, as CT image resolution improves, the increased amount of infor-
mation presented to a radiologist turns visual inspection of the entire CT vol-
ume into a time consuming task [Rubin, 2000; Fleishon et al., 2006]. This has led
to issues where both throughput and accuracy are compromised due to both in-
creasing read-time required per scan, and associated reader fatigue. To address
these issues, computer-aided detection (CAD) systems have been proposed that
would, ideally, reduce the amount of information presented to radiologists by
focusing a radiologist’s attention on only those portions of an image that are
1American Cancer Society. Cancer Facts and Figures, 2010. http://www.cancer.org/
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likely to contain malignant or suspicious lesions.
1.1 Definition and objective of CAD
Typically, the radiological evaluation of a medical image consists of two main
stages: (a) detection of suspicious regions from an image volume and (b) eval-
uation of the identified suspicious regions. Within the context of computerized
image analysis, these stages correspond to computer-aided detection (CADe,
as often referred in the literature) and computer-aided diagnosis (CADx). Even
though these procedures are very similar in nature and share some components,
they solve different problems and it is important to discriminate between the
two. This thesis focuses on the first stage, computer-aided detection, or the pro-
cedure that automatically identifies pulmonary nodules from a whole-lung CT
volume without further diagnosis. For the remainder of this thesis, the abbrevi-
ation ”CAD” will be used to denote ”computer-aided detection.”
The main task of a lung CAD system is finding abnormal structures inside
otherwise normal CT images of human lungs. The challenge is to identify small
nodules that, in the midst of a very large number of pulmonary structures, are
very difficult to see, as illustrated in Figure 1.1; i.e. a needle in a haystack prob-
lem.
1.2 Pulmonary nodule types
The task of nodule detection is complicated by the nonuniform presentations
of pulmonary nodules, which may have different consistencies and geometrical
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Figure 1.1: A slice of a chest CT image showing multiple similar look-
ing pulmonary structures with only one being a true nodule
(marked by thick arrow).
morphologies.
From pathology and appearance, pulmonary nodules can be classified into
two categories: solid and nonsolid. Solid pulmonary nodules, such as shown in
Figure 1.2(a), are a relatively common finding. They are opaque, mostly spheri-
cal structures that can be located anywhere in the lung. Solid nodules are repre-
sented by a cluster of voxels that have an intensity range similar to other struc-
tures that can be seen on chest CT: pulmonary blood vessels, thick airway walls,
and chest wall.
From the geometrical shape perspective, solid nodules can be further catego-
3
(a)
(b)
Figure 1.2: Example of (a) solid and (b) nonsolid nodules.
rized by the degree and character of the attachment to a neighboring structure
as shown in Figure 1.31. Such variety makes the detection task difficult, neces-
sitating sophisticated computer algorithms. For example, nodules adjacent to
major blood vessels are of particular difficulty, as the detection algorithm must
be able to distinguish this complex geometry from regular blood vessels or ves-
sel bifurcation points. Similarly, if a nodule is attached to the lung pleura, it
1Here montage images on the right side are supplemented with light shaded three-
dimensional visualizations of example nodules on the right. To obtain each visualization, (a)
the 3D region surrounding the nodule of interest was manually marked and clipped from the
image; (b) the intensity threshold of -400 HU (Hounsfield Units) was applied to this region; (c)
a marching cube algorithm was used to construct a 3D mesh; (d) this surface was rendered and
captured to the image.
4
needs to be distinguished from a natural surface irregularity.
Nonsolid pulmonary nodules, also referred to as ground-glass opacities
(GGO), are another class of findings. As can be seen in Figure 1.2(b), they are less
dense than solid nodules, and do not completely obscure the lung parenchyma.
Their image intensity range is much lower than solid nodules, but is comparable
to image artifacts caused by heart and respiratory motion. Both the consistency
and shape of nonsolid lesions makes them quite distinct volumetric structures
within the lungs. However, because of their transparent appearance, the re-
gion of a nonsolid nodule may contain dense pulmonary vessels and airways
that may complicate their detection. Finally, nonsolid lesions have been shown
to have a lower incidence rate and possibly higher chance of malignancy than
solid nodules [Henschke et al., 2002].
Part-solid nodules are another subclass of pulmonary nodules that usually
have a central solid component surrounded by a nonsolid component. From
the automated detection point of view, they can be treated as either solid or
nonsolid depending on the amount of their solid part regardless of their clinical
classification.
1.3 Minimum nodule size criterion
Target nodule size range is usually determined from a clinical protocol.
In this research, the protocols of three lung screening studies were con-
sidered: IELCAP [Henschke et al., 1999], NELSON [Xu et al., 2006] and
ITALUNG [Lopes Pegna et al., 2009]. These studies were designed to test the
effectiveness of screening for early lung cancer using low-dose CT. High risk
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Table 1.1: Selection of target nodule minimum size from clinical protocol
specification (minimum nodule size is specified in millimeters).
Study Solid nodules Nonsolid nodules
IELCAP 5 8
NELSON 4.5 8
ITALUNG 5 10
subjects were enrolled in each study and the baseline CT scan was acquired.
The result of an examination was considered non-negative if a pulmonary nod-
ule that met a minumum size criterion was identified. The minimum nodule
size criteria for these studies are shown in Table 1.1.
From the perspective of a CAD system, it is also reasonable to set up the
minimum cut-off sizes to be in agreement with a clinical protocol. In practice it
means that the CAD system algorithm has to reject nodule candidates that do
not meet the minimum size criterion.
1.4 Typical lung CAD scheme
Most algorithms for nodule detection from CT scans reported in the literature
conform to the common design shown in Figure 1.4. This is a standard pattern
recognition scheme that usually consists of four major steps: image preprocess-
ing, nodule candidate generation, feature extraction and classification of candi-
dates.
In the first step, the CT image is prepared for the generation of nodule can-
7
Image 
preprocessing
Nodule 
candidates 
generation
Feature 
extraction 
Whole-lung 
CT scan
Detected 
nodules
Feature 
classification
Figure 1.4: A flowchart of a typical lung nodule detection system.
didates. This preparation may include multiple image processing techniques,
such as resampling, denoising etc. Often the three-dimensional search space,
the region of the image where pulmonary nodules may be located, is identified.
The second step is nodule candidate generation, where the system inspects the
whole CT scan and identifies all objects (candidates) that morphologically re-
semble lung nodules. In addition to geometrical location, the nodule size may
be estimated and recorded for each candidate. The third step involves extraction
of image features for each identified candidate. In this final step, false positives
(FPs) are eliminated using feature classification, and the set of detected nodules
is presented to an operator.
1.5 Performance evaluation
The main performance measures of a CAD system are (a) sensitivity, the fraction
of correctly identified nodules and (b) false positive rate (FP rate), the average
number of findings that are not nodules per case (or per patient)1. Both mea-
1In earlier work on nodule detection from thick slice CT, the false positive rate was reported
per slice (or section)
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Figure 1.5: A typical free-response receiver operating characteristic
(FROC) curve displaying the trade-off between detection sen-
sitivity and false positive rate.
sures are often used together in performance evaluation, and are derived from a
comparison of an expert decision to the decision of the detection algorithm. The
pairs of sensitivity and false positive rate can be plotted on a two-dimensional
graph called a free-response receiver operating characteristic (FROC) [Miller,
1969]. The FROC is the standard and widely accepted tool for performance
measurement in many detection domains. A FROC curve displays the trade-off
between the sensitivity and false positive rate, as shown in Figure 1.5. The aim
of an automated detection system is to simultaneously maximize sensitivity and
minimize the false positive rate, that is, produce a curve passing as close to the
left upper corner of the FROC space as possible.
The typical validation procedure for a CAD system requires the algorithm to
9
Detection system Performance measurement
Training 
dataset
Detection
algorithm
Detection 
model
Evaluation
dataset
FROC
curve
Figure 1.6: An illustration of the performance evaluation procedure.
be optimized (trained) and evaluated (tested) on separate sets of CT scans. This
is summarized in Figure 1.6.
Optimization of a CAD algorithm involves the construction of multiple de-
tection models that depend both on used detection algorithm parameters and on
the training set. Only the best detection models with the best candidate classifi-
cation accuracy must be selected, i.e. the models with maximal sensitivity and
minimal false positive rate. These models are typically found using statistical
learning and classification methods. Within this paradigm, selection of the best
models’ parameters is translated to selection of the best classifier and its param-
eters. The convex hull of obtained performance pairs (sensitivity, false positive
rate) makes up the training FROC curve, which consists of a set of optimal oper-
ating points. Indeed, each operating point corresponds to certain parameters of
a CAD system or/and classifier. Once a set of operating points is obtained, cor-
responding detection models are applied to the evaluation set and the resulting
performance is calculated. The result of applying the best models’ parameters
to the evaluation set is reflected in the final FROC curve.
There are two main factors that need to be considered when comparing dif-
10
ferent systems using FROC curves: (a) target nodules types and sizes; (b) prop-
erties of evaluation datasets. As CAD systems are usually developed to target
certain nodule types and sizes, a reported FROC curve cannot be used to pre-
dict the behavior of the system on a different nodule target range. Similarly,
if the system was developed on a dataset that has certain properties (CT scan
resolution, radiation dose, patient selection strategy etc.), one is likely to obtain
a different FROC curve from a dataset with other properties. This complicates
the direct comparison of various detection systems.
1.6 Previous work
Previous studies have shown that a standalone CAD system may result in a
nodule detection sensitivity comparable to manual detection by an experienced
radiologist [Wormanns et al., 2004; Yuan et al., 2006], which falls in the range be-
tween 30% and 70%. When a CAD system and a radiologist interpret CT scans
independently, the overall detection sensitivity is always greater than one pro-
duced by the radiologist alone [Awai et al., 2004; Marten et al., 2005; Das et al.,
2006; Sahiner et al., 2007a; Beyer et al., 2007]. Promising results on datasets of
substantial size are shown by both nodule detection systems developed within
the academic environment [Arimura et al., 2004; Farag et al., 2004; Armato et al.,
2005; Sahiner et al., 2007a; Pu et al., 2008; Li et al., 2008; Murphy et al., 2009],
and within industry [Marten et al., 2005; Wormanns et al., 2004; Yuan et al.,
2006]. Surveys on the recent works within the area can be found in the papers by
Sluimer et al. [2006]; Li [2007]; Chan et al. [2008]; Van Ginneken [2008]. A brief
summary of selected CAD systems (where provided), is shown in Table 1.2, and
corresponding FROC operating points are plotted in Figure 1.7. Although this
11
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Figure 1.7: Performance of various reported detection performance on a
FROC plot.
graph cannot be considered a fair comparison between the CAD systems, it does
allow for a high-level overview of the current state of the field.
1.6.1 Literature review
The graph in Figure 1.7 shows that sensitivities of the CAD systems fall between
0.7 and 0.9, while commercial systems tend to have a lower false positive rate.
Even though commercial systems have been found to be more competitive, the
details of the algorithms are not fully disclosed to the general public. For this
reason, only a limited high-level review for some of the CAD systems that were
developed in academia will be provided. The following systems were selected
from a pool of hundreds of papers based on sizes of the datasets used for algo-
rithm evaluation.
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The CAD system developed by Arimura et al. [2004] achieved a sensitiv-
ity of 83% with a 5.8 false positive rate on a low-dose CT scans dataset con-
taining 109 nodules. The lung search space was found by applying intensity
thresholding on a CT scan followed by a morphological closing operation for
vessel removal. Prior to candidate generation, the original scan was filtered by
a nodule enhancement filter that was developed and had been found to work
well on chest radiographs. Candidates were identified using a multiple-level
thresholding technique. False positive candidates were eliminated by apply-
ing ”multi- massive trained” artificial neural networks and linear discriminant
analysis classifiers to the extracted image features.
The system presented by Farag et al. [2004] segments the lungs and major
pulmonary vessels as the first step of the algorithm. Matching with templates
of different shapes was used to identify the nodule candidates. For this reason
the authors designed four different nodule templates with shape parameters
that could be altered. Nodule identification was done by encoding the location
and size of possible nodule candidates in a ”chromosome.” By altering individ-
ual bits, hypothetical candidate locations were matched with templates using
normalized cross-correlation. Classification of the candidates was done with
the help of a Bayesian classifier trained on three image features. The system
achieved a sensitivity of 82.3% with a false positive rate of 12 on a database
consisting of 130 nodules.
The algorithm described by Armato et al. [2005] was evaluated on 393 cases
containing 470 pulmonary nodules. The sensitivity was 70%, while the false
positive rate was 1.6 per slice. Lung area was segmented by thresholding with
a value determined from the gray-value histogram. Nodules were identified by
14
thresholding with gradually decreasing values similar to Arimura et al. [2004].
The classification of nodule candidates was based on a combination of rule-
based and linear discriminant classifiers applied to a set of two- and three-
dimensional features.
The CAD system designed by Li et al. [2008] was evaluated on 117 CT scans
containing 153 nodules and achieved a sensitivity of 86% with 6.6 false positives
per scan. The scheme of the algorithm follows the standard pattern recognition
scheme containing lung segmentation, candidate generation, feature extraction
and discrimination of candidates. The uniqueness of this approach is in using
selective filters for nodule enhancement and suppression of normal anatomic
structures such as blood vessels. These filters are multiscale and are able to
characterize local image structures as spheres, vessels or lung walls. Such dis-
crimination is possible due to computing local image curvature using second-
order image derivatives.
Pu et al. [2008] obtained a sensitivity of 81.5% with a false positive rate of 6.5
per case on a dataset of 52 CT scans containing 184 nodules. After constructing
the lung mask as a search space for nodule candidates, the binary image of
a CT scan was obtained using an empirically selected threshold. The nodule
candidate generation approach used by the authors is quite simple — a signed
Euclidean distance field was calculated and local maxima with corresponding
sizes were recorded as nodule candidates. Finally, shape-based analysis was
performed to reduce false positive findings.
The work presented by Murphy et al. [2009] is distinct from the other studies
as the authors used 813 CT scans from a NELSON lung cancer screening trial
[Xu et al., 2006] for evaluation of their system. On data containing 3981 nodules,
15
the sensitivity achieved by the CAD system was 80% and the false positive rate
was 4.2 per case. As usual, the algorithm starts with lung segmentation and
proceeds with candidate generation in the identified volume. Candidates are
identified by computing shape indicies and curvedness for each image location.
Voxels having these values above a certain threshold are then clustered together
and adjusted to form nodule candidates. The set of false positive candidates
was further reduced by means of classifying image features with a k-nearest
neighbor classifier.
As we can see, all mentioned systems have the same architectures reliant
on lung field segmentation, candidate generation, feature extraction and clas-
sification. The most significant differences between the algorithms are in the
candidate generation scheme and the pools of used image features.
The majority of the detection algorithms are optimized for solid nodules,
which are more common, do not perform well on nonsolid nodules. The low
incidence of nonsolid lesions makes it difficult to establish a large documented
image database for CAD development, which may account for the limited at-
tention that they have received in the literature.
Several different detection techniques that specifically target nonsolid nod-
ules have been published recently. Kim et al. [2005] suggested a two-
dimensional analysis method where Gaussian fitting and texture features were
calculated over overlapping square patches covering the lung field. An artificial
neural network was used for the final classification. The method was tested on
29 nonsolid regions and achieved a sensitivity of 90% and a false positive (FP)
rate of 0.89 per section. Ye et al. [2007] used a multiscale dot enhancement filter
followed by adaptive thresholding and a rule-based classifier based on distance
16
maps, motion tracking and local features. They evaluated 50 scans contain-
ing 52 nodules and obtained a 92.3% sensitivity and 12.7 FPs/scan. Yang et al.
[2007] designed a method for the reduction of false positives for nonsolid nod-
ule detection using volumetric shape descriptors computed over 3D volumes
of interest. Evaluation was done on a set of 216 cases containing a mixture of
243 solid and 81 nonsolid lesions and resulted in an 81% sensitivity and 4.3
FPs/scan. Bastawrous et al. [2007] employed another false positive reduction
technique based on 2D cross-sectional analysis and achieved a 96.3% sensitivity
and 0.06 FPs/slice rate for the set of 27 nonsolid nodules.
In spite of the difficulties in comparing the results reported by various re-
search groups, the detection performance numbers tend to improve over the
years. In the year 2000, thick-slice image acquisitions were dominant and many
researchers treated CT volume as a set of about 30 2D slices, and reported false
positive per slice. As the image quality improved and CT scans reached sub-
millimeter isotropic resolution, the majority of research teams switched to a
per scan false positive count. As evidence for the overall progress in detec-
tion performance, the false positive rate in 2000 expressed per slice, and in 2010
expressed per CT volume, is of the same order.
1.6.2 Outstanding challenges
As the performance of CAD systems improves over time, the challenges remain
the same. In this section, both algorithmic and organizational difficulties faced
by CAD system developers are discussed.
None of the reviewed authors report the sensitivity of a 1.0, which means
17
that some of the nodules identified by humans are always missed by CAD.
This is one of the limitations of modern lung CAD systems that makes it un-
acceptable to use them as a sole reader in a clinical setting. The main obstacle
in a development of the system with ideal sensitivity is sub-optimal candidate
generation. As it will be made further evident in Chapter 5, the challenge of
constructing perfect candidate generators remains open.
Very few algorithms have been published on nonsolid nodule detection. One
possible reason for this is that nonsolid nodules are a relatively infrequent find-
ing. Often there are few nonsolid nodules in the available evaluation sets, so
the CAD systems are designed either to ignore them or to detect them using the
already existing solid nodule detection approach. From a performance point
of view, the contribution of nonsolid nodules to overall sensitivity is small and
it may make sense simply to disregard them. However, for a high-sensitivity
detection system, performance on the nonsolid nodules is critical.
Another algorithmic challenge reported by many researchers is large nod-
ules. Visible shape variation increases with nodule size and often it is difficult to
distinguish large nodules from normal lung anatomy. Unless explicit anatomi-
cal knowledge is accessible to the algorithm, detecting large nodules will remain
challenging. On the one hand, some may argue that large nodules should not
be a target for lung CAD because these nodules are easily identified by a hu-
man observer. On the other hand, when a CAD system is a sole reader, it must
identify all nodules according to predefined specifications.
False positive rates for high sensitivity levels are still high. Vessels and ves-
sel bifurcations are universally acknowledged as being the major source of false
positive findings by a lung CAD system. Local vessel tree anatomy often re-
18
sembles the anatomy of a vascularized nodule. This makes it difficult for both
human and computer observers to distinguish between the two.
One of the major organizational issues is the absence of common agreement
among the scientific community about what constitutes an evaluation dataset
for a lung CAD system. A majority of the researchers considers any structure
identified by a radiologist (or a consensus of radiologists) as a nodule to be de-
tected. Due to human subjectivity, opinions of radiologists may differ, thus in-
troducing an uncertainty for system design and evaluation. Moreover, size and
type (solid vs. nonsolid, benign vs. malignant) constraints are often imposed on
target nodules by a clinical protocol. The procedures of size measurement and
nodule type assignment introduce another uncertainty for CAD system devel-
opers. In an ideal scenario, a CAD system should be able to redefine its output
according to the well-defined target nodule specifications.
Certification of a CAD system for use in clinical practice remains a challenge
for commercial CAD developers in the United States. Limited diagnostic use
of lung CAD systems and the absence of medical insurance coverage for auto-
mated interpretation of chest CT exams slow down the deployment of commer-
cial CAD systems. The cost of Food and Drug Administration (FDA) approval
and associated studies prevent many potential CAD vendors from entering the
market. As of 2010, the FDA has approved two lung CADs (developed by R2
Technologies/Hologic and Siemens) for use as a second reader1. Other major
vendors sell CAD systems that may assist in detecting nodules without claims
approved by the FDA.
1Use of CAD system as a second reader involves these steps: (a) radiologist reads the CT
image; (b) CAD system independently reads the CT image; (c) radiologist reviews CAD findings
and makes the final report.
19
1.7 Research contributions
In this section, we consider the most important contributions and additions that
have been made to address some of the challenges of the lung CAD mentioned
before.
The documented dataset of CT images has been significantly increased in
size. The main reason for this was to enlarge the size of training and evalua-
tion sets and enrich the data with cases containing nodules of larger sizes. This
allowed us to improve the generalization of our classification algorithm and in-
crease performance on nodules of clinically relevant sizes. The details of the
database development will be discussed in Chapter 2 of this thesis.
The CAD system architecture, which is discussed in Chapters 3 and 4, was
extended with a module responsible for nonsolid nodule detection. The main
motivation was to increase overall detection sensitivity of existing CAD systems
that performed poorly on nonsolid nodules.
One way of increasing overall sensitivity is to use an effective candidate gen-
eration scheme. A multiscale normalized Laplacian of Gaussian filter, presented
in Chapter 5, is capable of generating both solid and nonsolid nodule candidates
with close to 100% sensitivity.
In an attempt to reduce the number of false positives, an algorithm specif-
ically targeting the most common cause of false positives — pulmonary vessel
bifurcations — was developed. A moment-based vessel bifurcation filter re-
sulted in reduction of false positives of up to 69% in solid nodule detection.
This filter will be described in Chapter 6.
20
Moreover, a method for the quantification of nodule size measurement er-
ror, which affects the calculation of both the sensitivity and false positive rate,
was proposed. The developed scheme allows one to obtain a more meaningful
performance assessment for CAD systems. The details of this scheme are given
in Chapter 7.
Finally, several experiments were conducted to evaluate the performance
of the CAD system on datasets with different properties. This evaluation is
discussed in Chapter 8.
21
CHAPTER 2
DATASETS FOR TRAINING AND PERFORMANCE EVALUATION
Ideally, every CAD algorithm will go through development and validation
stages in which its detection sensitivity and false positive rate are assessed.
Properties of the evaluation datasets would dramatically affect design and val-
idation of a lung CAD system.
Size of the evaluation dataset is probably the most important characteristic
of the evaluation dataset that affects the robustness of the validation. For ex-
ample, if the dataset consists of few CT scans or few nodules, there is a chance
that particular detection system will be over-optimized for this data and would
perform poorly on new, unseen data. To improve the generalization of a CAD
algorithm, one may consider using evaluation sets of larger size containing a
larger number of nodules.
Nodule size range is another important characteristic of a dataset that may
affect the performance of a CAD system. If the nodules of target size range de-
termined by a clinical protocol are not well-represented in the dataset, there
is very little chance that the algorithm will produce any meaningful results.
For example, if the development and evaluation of a CAD system is done on
symptomatic cases, the system will likely be biased towards detecting larger,
late-stage cancers. As a result, it will not be suitable for assessing CT scans in a
screening setting where smaller nodules are more frequent.
A CAD system evaluated on a dataset with certain image acquisition param-
eters may also have flaws when exposed to datasets with different parameters.
For example, early nodule detection systems were developed using thick-slice
22
data using mostly 2D image processing and analysis methods. Nowadays, CT
scans approach isotropic resolution and submillimeter slice thickness — these
make 3D methods more efficient and old CAD systems obsolete. The opposite
effect is also true: a system developed using high resolution isotropic data will
likely perform poorly on thick-slice data.
2.1 Sources of data
For the abovementioned reasons, we created an evaluation dataset of significant
size that was further enriched with nodules of clinically relevant sizes. The
sources of our data were diversified to minimize the algorithm ”overfitting” to
particular image acquisition parameters. As the dataset has been accumulated
gradually over the years, certain sections of this thesis only explored a subset
of the entire CT scan dataset. The details of used data are clarified for each
experiment individually. Parameters of the datasets used in development of
our CAD system are summarized in Table 2.1.
Baseline system development and evaluation was done with respect to a
size-enriched dataset of 706 whole-lung low-dose CT scans 1.25 mm thick from
the Weill Cornell Medical Center database (CLDD 1.25). This dataset comes
from the International Early Lung Cancer Action Program (I-ELCAP) [Hen-
schke et al., 1999], which studies early lung cancer screening. The patients en-
rolled in the study were asymptomatic with indications for participation includ-
ing age and smoking history. All scans in this dataset were reviewed by at least
two thoracic radiologists and every found nodule was documented.
The original CLDD 1.25 dataset used by our research group consisted of 250
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sequential cases [Enquobahrie et al., 2007], where tiny lesions with diameter
smaller than 4 mm were dominant. To enhance the dataset, it was enriched with
456 new cases containing at least either one solid nodule greater than 4 mm or
one nonsolid nodule greater than 6 mm in diameter as estimated by radiologists.
These lower bound criteria for enrichment were selected to incorporate more
nodules of the target size range. After the database was enriched, the fraction of
nodules greater than 10 mm increased from 3% to 6% and the fraction of nodules
greater than 4 mm increased from 23% to 43%. Distributions of the nodules in
original and enriched datasets are shown in Figure 2.1. Such improvement of
the evaluation sets allowed us to extend and test the capabilities of our detection
system on the nodules that are more clinically important while providing better
accuracy in performance evaluation.
Another dataset (CLDD 2.5) that was used for performance evaluation was
from the same source, but only contained cases with the a slice thickness of 2.5
mm.
In addition to the CLDD datasets, a subset of 350 documented CT scans from
the Lung Image Database Consortium (LIDC) [Armato III et al., 2004] dataset
was used. Unlike the CLDD datasets which contained scans with slice thickness
of 1.25 mm or 2.5 mm only, the LIDC set had scans of various slice thicknesses.
Moreover, the LIDC CT scans were not obtained using a specific protocol, and
were produced by CT machines from different vendors. As a result, images
had much higher variation in radiation dose. When evaluating the detection
performance on the LIDC set, the candidate nodule was considered as true if
at least two radiologists marked it during the CT reading. Some of the cases in
released data had incomplete or inconsistent markings, so 350 cases were used
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Figure 2.1: Distribution of nodules in the original (a) and enriched (b)
CLDD 1.25 datasets.
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Figure 2.2: Distribution of nodules in the CLDD 2.5 (a) and the LIDC (b)
datasets.
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for evaluation. The distribution of nodule sizes for the CLDD 2.5 and LIDC
datasets are shown in Figures 2.2(a) and 2.2(b).
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CHAPTER 3
DETECTION SYSTEM ARCHITECTURE
Because of the stated differences between solid and nonsolid nodules, de-
tecting each of these classes can be done using specifically designed algorithms.
In fact, detection of solid nodules can be reduced to the problem of finding and
discriminating solid structures of different shapes, while detection of nonsolid
nodules is equivalent to identifying spatial structures that have a certain inten-
sity range. Because of these differences, a nodule detection CAD system sys-
tem must have two separate processing subsystems responsible for each of the
classes.
The flowchart of the detection system is shown in Figure 3.1. It has two par-
allel processing subsystems that are designed to detect solid and nonsolid nod-
ules. Both subsystems are organized in a traditional way: nodule candidates
are identified from the segmented lungs and then false positive findings are
eliminated by classifying candidates using extracted features. The only archi-
tectural difference is that the nonsolid nodule detection subsystem requires an
additional image preprocessing step before nodule candidate generation. The
purpose of this step is to eliminate the interference from high intensity struc-
tures and is discussed in Chapter 5 of this thesis. After the candidates are gen-
erated, the set of features unique to each class is computed and candidates are
classified. Remaining positive candidates from both subsystems are combined
into the set of detected nodules, which is then presented to the operator. De-
pending on desired operating point, the trade off between sensitivity and the
false positive rate can be altered. The system also allows the operator to see
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Figure 3.1: A scheme for detection of pulmonary nodules, containing two
separate units for detecting solid and nonsolid nodules in par-
allel.
nodules within a specified size range.
3.1 Nodule candidates generation
The candidate generator is a key component of a nodule detection system. First,
it must provide close to 100% initial sensitivity for all solid nodules, indepen-
dently of their size and geometrical morphology. Second, in order to facilitate
subsequent image feature extraction, it should provide a precise geometrical
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Figure 3.2: A scheme for false positive reduction and classification of solid
pulmonary nodules: set of serial filters are followed by a par-
allel filter based on a multivariate classifier.
description of each candidate, including accurate centroid location and size es-
timates. Finally, it must be computationally efficient. All these requirements are
satisfied by a candidate generator based on normalized Laplacian of Gaussian
(LoG) filtering. The methods of generating both solid and nonsolid nodules
are essentially the same (with the exception of the preprocessing step) and de-
scribed and explored in Chapter 5 of this thesis.
3.2 Sequential false positive reduction
With a very large number of nodule candidates, feature extraction and classifi-
cation must be computationally efficient. For this reason, a two-stage process
for false positive elimination, shown in Figure 3.2, is proposed. The nodule
candidates from the generator are first processed serially through a cascade of
filters. When a very small portion of candidates from the original set remains, a
parallel classification is used.
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The sequential false positive reduction system has a similar design to the
detection cascade published by Viola and Jones [2001] in the domain of face de-
tection. Each of the filters used in serial false positive reduction takes in the
set of remaining nodule candidates, and each one extracts a single feature from
candidate definition and image information. Features are designed such that
higher values favor true nodules. The candidates that have a relatively low fea-
ture value are then eliminated by thresholding. If we denote the number of can-
didates at the input of i-th serial filter as ni−1, and the set of nodule candidates
as {ci−1j }j=1,ni−1 , then the output of the i-th filter will consist of ni (ni ≤ ni−1)
candidates:
{cik}k=1,ni = {ci−1j : fi(ci−1j ) > Ti}j=1,ni−1 . (3.1)
Before the application of the threshold Ti, the feature value fi(ci−1j ) must be
computed. Since feature extraction and filtering is done in a sequential manner,
the computational efficiency is maximized by computing fast features first. This
way, the number of candidates for the processing is optimally reduced in terms
of time for each step. This cascaded organization of filters saves a significant
amount of time compared with traditional feature extraction and classification
techniques.
Once the sequential false positive reduction steps are completed, only nN
candidates remain from an initial set of cardinality n0, initially provided by the
generator. After the final stage of sequential filtering, the remaining candidates
already have features f1 . . . fN computed, and they are used as an input to the
parallel filter. This filter is a multivariate classifier that takes in all the features
and produces the result of multivariate regression by assigning each candidate
cNj a measure r(cNj ) approximately proportional to the probability of it being a
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true nodule. Depending on the required detection sensitivity and false positive
rate, an operator may set a threshold τ on the output of the classifier and obtain
the set {C} of detected nodules:
{C} = {cNj : r(cNj ) > τ}j=1,nN . (3.2)
3.3 Features for solid nodule candidates
During feature generation, we assume that CT scans are 3D images and design
the features to be purely three-dimensional and invariant to change in image
resolution. A list of candidates from the candidate generator, containing cen-
troid location and approximate size, is given to the first feature computation
algorithm. Once the first feature is computed, the list is updated with the cor-
responding value and passed further to the next feature computation stage. In
general, after the computation of a feature, the list of candidates is reduced in
size by cutting off the candidates that have extreme values of the computed
feature. This is described in Section 4.2.
The first feature used for classification is the normalized LoG filter response,
which is explicitly used by the candidate generator to filter out parenchyma
noise and lung wall irregularities. Another feature is the contrast, which is de-
rived from application of the LoG filter of appropriate size to the candidate cen-
troid. This feature is equal to the ratio of the weighted response in the positive
part to the negative part of the LoG volumes of support.
The total attachment feature Enquobahrie [2007] indicates the degree of the
candidate attachment to other pulmonary structures. When the value of the
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attachment is too high, it means that the candidate is likely a lung surface ir-
regularity or a major blood vessel coming out of the mediastinal region of the
lungs. The secondary attachment feature is proportional to the second largest
attachment of the candidate. This feature helps to discriminate between some
attached nodules and pulmonary vessels, as true nodules rarely have more than
one large attachment point.
The distances to the segmented lung boundary and to the airway tree,
combined with estimated nodule candidate size feature, serve as indicators of
whether the candidate is isolated or attached to either lung wall or airway ves-
sel, respectively. Given this knowledge, attachment features help to refine the
degree of parenchymal isolation for a given candidate.
Shape analysis of the candidate shape is then performed. As the very first
step, the second-derivate features are computed as described in Li et al. [2003] to
distinguish between round, elongated, and flat candidates. Finally, a moment-
based feature gives higher-order information about the candidate that allows
discrimination of vascularized nodules from pulmonary vessel bifurcations.
Development and optimization of the moment-based feature is discussed in
Chapter 6.
3.4 Features for nonsolid nodule candidates
As will be evident from Chapter 5, the altered nonsolid candidate generator
produces high response to some solid nodules as well. In order to exclude solid
candidates from the candidate list, the distribution of intensities within the vol-
ume for each candidate is analyzed from the original scan. For each candidate
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cj , the amount of nonsolid component is calculated as the fraction of voxels with
intensities in the range -900 to -300 HU to the total volume of the candidate, and
denoted as Tfrac:
Tfrac =
|{x : x ∈ cj, I(x) ∈ (-900 HU, -300 HU)}|
|{x : x ∈ cj}| , (3.3)
where I(x) is the image intensity of a voxel at location x. These intensity val-
ues were selected as an initial approximation for intensity bounds for nonsolid
tissue. Subsequently, candidates with a fraction below a certain threshold were
rejected while only nonsolid candidates remained.
The normalized LoG filter response Tresp from the candidate generator and
nonsolid fraction Tfrac thresholds were used as classification features. As we
can see, unlike the solid nodule detection subsystem, the nonsolid one requires
computation of only two relatively simple features. As a result, in the current
configuration, nonsolid nodule detection can be completed much faster than
solid nodule detection.
3.5 Parallel classification
Selection of the classification algorithm is an important consideration in the de-
sign of a detection system. It is desirable to have a classifier that will provide
regression output for each of the candidates. This way a simple threshold would
determine the position of the operating point which can be altered to construct
a FROC curve. The disadvantage of using a conventional classifier is that it pro-
vides just a binary decision and results in a single operating point in the FROC
space.
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For the task of classification, a soft margin support vector machine
(SVM) [Vapnik, 2000] with linear kernel was used. SVMs are a family of fea-
ture classification algorithms that construct a hyperplane that will optimally
separate positive and negative examples. An optimal hyperplane divides the
feature space so that the distance (margin) to the closest negative and positive
data samples is maximized. The larger this margin, the better the generalization
of the classifier. Soft margin SVMs have been shown to result in low generaliza-
tion error, even if trained on a small number of samples. Soft margin parameter
c was optimized during SVM training. The distance to the resultant hyperplane
was treated as a regression function.
In addition to the SVM, a distance weighted nearest neighbor (dwNN) clas-
sifier with a negative power weighing function [Atkeson et al., 1997] was used
in one of the experiments. Prior to classification, the feature space was nor-
malized in each dimension by scaling each feature by its variance. The classes
of neighbor candidates were assigned the weights inversely proportional to the
negative power p of the distance to the candidate being classified. The weighted
sum was used as a final regression function.
During training there was no goal to obtain maximum possible absolute per-
formance, but rather to see if a particular configuration of the system has an
effect on its final performance. For this reason, extensive classifier optimiza-
tion techniques such as feature selection and normalization, boosting, bootstrap
sampling etc., were not used.
Given the set of labeled training samples, both classifiers produced a deci-
sion model. In the case of the SVM, the model describes the hyperplane dividing
the opposite samples, while in the case of the dwNN classifier, it is a continuous
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field with the potential at each point equal to the weighted sum of surrounding
points’ classes. Given the model description and new point in the test set, either
the distance to the hyperplane or its potential is found.
In training, the only altered parameter was soft margin c and negative
weighting power p for the SVM and dwNN classifiers, respectively. For obtain-
ing the performance of the SVM, the optimal hyperplane was constructed using
all candidates from the training set. For obtaining performance of the dwNN
classifier on the training set, full leave-one-out cross-validation (LOOCV) was
performed. The parameter that resulted in the best FROC curve for the training
set was then used to produce the final classification model.
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CHAPTER 4
OPTIMIZATION AND TRAINING
The system architecture described in the previous chapter has many para-
meters. By selecting these paramenters, both detection performance and com-
putation time can be adjusted. Filter thresholds dertermine the speed and the
bounds of detection sensitivity. Classification model parameters and regression
function threshold determine the shape of the FROC curve and placement of
operating point, respectively. In the following section, the general procedure
for selecting these parameters is described in detail.
4.1 Nodules – candidates assignment
For the evaluation of detection performance, the candidates produced by the
candidate generator should be assigned a classification of True or False based
on the definition of nodules in the ground truth. For each nodule documented
in the ground truth, a closest candidate was found and assigned a class True, if
its center was located within the geometrical extent of the nodule. Otherwise,
the candidate was marked as False. Since the performance of an automated
pulmonary nodule detection systems is typically qualified with respect to some
minimum size Dth of nodule to be detected, smaller candidates and nodules
should be discarded from performance evaluation. However, due to size mea-
surement error, nodule sizes may be either underestimated (UE) or overesti-
mated (OE) by an automated system with respect to the ground truth mea-
surements. To overcome this issue, detection performance is computed with
the measurement error tolerance, which is described in Chapter 7 of this the-
sis. Nodules-candidates assignment and construction of the FROC curve are
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identical for both solid and nonsolid detection modules.
4.2 Selecting filter thresholds
Optimization of the system for the best possible detection performance is an im-
portant design step. Since the solid and nonsolid nodule detection algorithms
were designed independently, the optimization of each subsystem is done on
the nodules of corresponding type within the training subset. The algorithms
for feature generation were given (with the exception of the moment-based fea-
ture) and did not require additional fine-tuning; the solid nodule detection sub-
system would require just an optimization of the thresholds for each of the se-
quential filters and training of the final classifier.
Each sequential filter within the solid detection subsystem has a threshold
parameter Ti that separates input candidates into positives and negatives. Se-
lection of these thresholds is crucial since each of them may eliminate candi-
dates from any further consideration. Low, conservative values of this thresh-
old would result in a higher number of candidates passed through the filter,
thus providing higher sensitivity. However, such low thresholds would lead to
ineffective use of filters: increased time for subsequent feature computation and,
possibly, a higher final false positive rate. Finding a threshold that results in the
best sensitivity-false positive rate trade-off for each of the sequential filters is an
important part of the system optimization.
Each of the sequential filters’ thresholds Ti is determined subjectively by
looking at the distribution of feature values for true candidates and determining
which true candidates have unreasonably low values of the feature. These true
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candidates become outliers and the threshold is selected:
Ti = min{fi(ci−1j ) : ci−1j = True, ci−1j 6= Outlier}j=1,ni−1 (4.1)
Selection of the thresholds for each of the features is explained further in Chap-
ter 8.
4.3 Classifier training
During training, the optimal classification model was constructed by iterating
through the parameters of the classifier. Once this model is found, the regres-
sion function was computed for each of the remaining nodule candidates. The
threshold applied to this value will split the candidates into positive and neg-
ative classes. Therefore, each operating point is described by: (a) optimal clas-
sification model, (b) threshold value on the corresponding regression function.
In other words, if the detection system is to be evaluated for a certain operating
point, one will need to apply both the model and the regression threshold to the
evaluation set.
For the purpose of reporting the continuous set of performances (FROC
curve) on the evaluation set, the regression threshold was varied and all ob-
tained pairs of sensitivity and false positive rate per case were recorded.
In the training of the classifier, it is necessary to determine which parame-
ter/model is the best, or results in the best detection performance. A classifi-
cation model was considered the best if its sensitivity was highest across the
entire range of false positive rates. Sometimes, two FROC curves correspond-
ing to different classification models intersect; therefore, there was no way to
40
say which model is better. In this case, the model resulted in higher sensitivity
at the rate of 1 FP/case was selected.
4.4 Measuring overall detection performance
Since both solid and nonsolid subsystems were designed and optimized for the
detection of the nodules of their respective types, it may be necessary to evaluate
overall performance by combining the output of the two. This can be done
by taking the operating points from both ”solid” and ”nonsolid” FROC curves
at the same sensitivity level S and finding corresponding classifier thresholds
on the regression output τs and τn. If we denote the final set of solid nodule
candidates as {ci}i=1,L, corresponding classifier regression function as rs(ci), the
final set of nonsolid nodule candidates as {φj}j=1,M , and the regression function
as rn(φj), the combined set of positive candidates would be:
{Ck}k=1,L+M = {ci : rs(ci) > τs}i=1,L
∪ {φj : rn(φj) > τn}j=1,M .
(4.2)
Resulting positive candidates are then assigned to either the True or False class
using the procedure described above, regardless of nodule consistency.
By varying sensitivity level S from 0.0 to 1.0, one can obtain the set of oper-
ating points that would make up the resultant FROC curve.
Indeed, other strategies for obtaining combined FROC curves may be used.
For example, one may weigh the importance of solid nodules relative to the
importance of nonsolid nodules, or consider equal levels in the rate of false pos-
itives while establishing the correspondence across the operating points. These
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strategies would result in alternative FROC curves; however, they are not ex-
plored within the scope of this thesis and are left for future consideration.
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CHAPTER 5
MULTISCALE LAPLACIAN OF GAUSSIAN APPROACH TO
CANDIDATE GENERATION
Candidate generation, the first stage for most computer aided detection
(CAD) systems, rapidly scans the entire image data for any possible abnormality
locations, while the subsequent stages of the CAD system refine the candidates
list to determine the most probable or significant of these candidates. The candi-
date generator creates a list of the locations and provides a size estimate for each
candidate. A multiscale scale-normalized Laplacian of Gaussian (LoG) filtering
method for detecting pulmonary nodules in whole-lung CT scans, presented in
this chapter, achieves a high sensitivity for both solid and nonsolid pulmonary
nodules.
5.1 Introduction
The most commonly used architecture for a nodule CAD system is composed
of the following stages: search space demarcation (usually segmentation of the
lung field and/or identification of its boundary), nodule candidate generation
within the search space, and reduction of false positive findings. This architec-
ture is general enough to incorporate almost any work published in the field
of pulmonary nodule detection. The only differences among published CAD
systems are in the algorithms that are employed at each particular step and the
final outcome of detection. For this reason, the different stages of a CAD system
may be considered separately, but unfortunately, many authors do not report
their performance as a separate item from total system performance.
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In this chapter, the development and evaluation of only the nodule candidate
generator in isolation from other stages is considered. The desired requirements
for a nodule candidate generator are specified in the following.
Candidate generators determine the upper bound on CAD system sensitiv-
ity. Even though the resultant sensitivity of an automated detection system de-
pends on each of its components, it cannot reach the value higher than the one
of the generator. Therefore, the primary requirement for the candidate genera-
tor is that it accurately identifies the locations of as many nodules as possible,
independent of their size and geometrical morphology, thus providing an initial
sensitivity close to 1.0.
The second requirement is that the candidate generator provide an accurate
size estimate for each candidate. This is critical for the subsequent stage of false
positive elimination, where the feature computation algorithms and resultant
feature values are often dependent on provided candidate size. Moreover, the
evaluation of the performance of the detection system with respect to a min-
imum cut-off is more reliable when the nodule size estimation error is mini-
mized.
Geometric positional accuracy is another important characteristic of a nod-
ule candidate generator: the values of computed image features often depend
on the geometric location of the candidate. If the centroid of a candidate is lo-
cated far from the centroid of the nodule, the resultant features may have poor
discrimination power. In addition to feature extraction, high positional accu-
racy is important for proper evaluation of the sensitivity. For example, if the
system detects a vessel in close proximity to nodule, the decision should not be
confused with the proper identification of the nodule and qualified as a false
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positive.
Finally, the candidate generator must be computationally efficient. In com-
mercial CAD settings, the constraint on the algorithm execution time is deter-
mined either by a customer, or, if systems with similar detection performance
exist, by the market. For commercial lung CAD systems, the average processing
time is on the order of 5-10 minutes [Das et al., 2006].
False positive rate, which is usually measured as the number of false findings
produced by the detection algorithm per CT scan, is an important measure of
overall CAD system performance. In the context of candidate generation, how-
ever, achieving a low false positive rate is secondary to the stated requirements
and, therefore, is not considered in this chapter.
Example algorithms for nodule candidate generation and corresponding
sensitivities evaluated on datasets containing at least 100 pulmonary nodules
can be found in the works of Zhao [2003]; Farag et al. [2004]; Armato et al.
[2005]; Enquobahrie et al. [2007]; Pu et al. [2008]; Li et al. [2008]; Murphy et al.
[2009] and are summarized in Table 5.1. Reported sensitivities in these studies
ranged from 88.3% to 98.7%. Unfortunately, the accuracy of size estimation and
localization were not explored by the authors.
Zhao [2003] used the multiple-level thresholding that involves segmenting
the lungs, setting an image intensity threshold at a certain value and detect-
ing connected three-dimensional objects. The threshold is then decreased in a
step-wise manner recovering less-dense objects and extending the objects de-
tected at higher thresholds. The decision whether to treat a connected object as
a nodule candidate is based on a set of rules that incorporate size, density, and
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a variable describing the acceptable change of an object’s volume. There are
additional parameters that specify intensity threshold bound and step size. An-
other multiple intensity level thresholding technique was used by Armato et al.
[2005]. Here, instead of decreasing threshold, the authors increased it stepwise
and recorded all the objects smaller than a certain size. The algorithm described
by Farag et al. [2004] involves template matching of the local lung regions with
predefined nodule templates of various size and shape using normalized cross-
correlation measure. Since the dimensionality of the search space was high, the
authors did not perform an exhaustive search, but instead, resorted to a genetic
algorithm, that provided the position and initial size of the candidate templates.
Pu et al. [2008] first obtained a binary image of a CT scan using an empirically
selected threshold. Nodule candidate generation was quite simple — the au-
thors calculated signed Euclidean distance fields and recorded local maxima
and corresponding distances as nodule candidates. The work of Li et al. [2008]
relies on the use of filters for nodule enhancement and suppression of normal
anatomic structures such as blood vessels and lung walls. These filters are mul-
tiscale in nature and are able to characterize the local image structures such as
sphere, cylinder or plane. This discrimination is possible due to computing lo-
cal image curvature using second-order image derivatives. After the original
CT scan is filtered, thresholding identifies nodule candidates. In the work of
Murphy et al. [2009], nodule candidates were identified by computing shape in-
dex and curvedness for each image location. Voxels having these values above
a certain threshold were clustered together and adjusted to form nodule candi-
dates. The method described in Enquobahrie et al. [2007] is capable of identi-
fying solid nodules and consists of two modules: for detecting isolated (inside
lung parenchyma attached to small pulmonary vessels and airways) and at-
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tached (adjacent to lung wall, mediastinum surface) nodules. Briefly, the first
module works with the thresholded image of the lungs and looks for pixel clus-
ters that have a certain minimum size and limited extent. The second module is
based on morphological processing and analysis of the lung boundary shape for
identifying protrusions of significant size. Both modules have an associated set
of parameters that need to be tuned to achieve maximum performance. Since
this method was previously developed and used in our research group, it will
be used as a reference for the experiments described further in this chapter.
All of the candidate generation techniques mentioned here have either
thresholds or parameters that need to be fine-tuned to achieve the best perfor-
mance. Even though such flexibility may result in very high sensitivity, op-
timization of these generators to datasets with different image acquisition pa-
rameters or target nodule size ranges may require additional work. In addition,
the majority of previously developed candidate generators rely on correct seg-
mentation of the lung volume that is critical for proper localization of nodules
adjacent to lung wall. In order to minimize the effect of these issues, in the de-
sign of the nodule candidate generator the number of control parameters was
minimized to make the generator less dependent on the outcome of the lung
segmentation.
The candidate generator presented in this paper is based on multiscale
Laplacian of Gaussian (LoG) filtering. LoG filtering has been used for multi-
scale analysis in many computer vision and image analysis applications. Use of
LoG filtering for detecting edges on digital images was first proposed by Marr
and Hildreth [1980]. Subsequently, LoG filtering was used for enhancing im-
age ”blobs” for locating the aorta in MR imagery by Jiang and Merickel [1989];
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and for identifying image texture elements by Blostein and Ahuja [1989]. The
method of detecting ”blobs” as scale-space structures was formalized by Lin-
deberg [1993] and later employed by many authors. LoG-based ”blob” detec-
tion has been used for nodule detection in two-dimensional chest radiographs
by Schilham et al. [2003]. The application of LoG filtering for localization of
nodules in the three-dimensional CT scans was first proposed by Reeves et al.
[2006] and evaluated with respect to the nodule size estimation properties in the
works of Jirapatnakul et al. [2009] and Diciotti et al. [2010]. The previous appli-
cation of LoG filtering with respect to computerized nodule detection from CT
has been limited to the work of Dolejsi and Kybic [2007].
5.2 Method
The presented method takes into account the distinction between different nod-
ule types. In the following section two fundamentally different classes of nod-
ules are described and a specific approach tailored to each nodule type is then
developed.
5.2.1 Nodule types dichotomy
A solid pulmonary nodule is an approximately spherical lesion having an im-
age intensity similar to that of soft tissue (median = -294 HU, standard devi-
ation = 164 HU as found by Browder [2007]). This compares to the intensity
of air which, by definition, has a value of -1000 HU. The size range for pul-
monary nodules is from 3 mm to 3 cm in diameter [Austin et al., 1996]. The
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majority of the image intensity in the lungs is the aerated lung parenchyma
which has an image intensity approaching that of air (median = -810 HU, stdev
= 63 HU [Browder, 2007]). Other normal visible structures in the lungs are air-
ways and blood vessels. These are branching cylindrical structures that have
similar image intensity to soft tissue. The airways also have a lumen that is the
intensity of air. The minimum solid nodule diameter to consider radiological
lung examination non-negative, varies in the range of 4.5 - 5 mm [Henschke
et al., 1999; Xu et al., 2006; Lopes Pegna et al., 2009].
The nonsolid nodule is a second class of pulmonary nodule that, unlike the
solid nodule, is caused by layers of cells lining the alveoli and the airways. In
overall appearance it has a density that is slightly more than that of the lung
parenchyma since there is still a significant amount of air within the airways
and alveoli (median = -680 HU, standard deviation = 58 HU [Browder, 2007]). In
these lesions, more dense vessels and larger airways may be visible. In general,
these lesions are also approximately spherical. Nonsolid nodules are harder to
see compared to solid nodules and when small in size are difficult to discrimi-
nate from other parenchyma density variations. For this reason clinical signifi-
cance is usually considered for nonsolid nodules having a minimum size in the
range 8 - 10 mm.
Typical pulmonary nodules of both types are shown in Figure 1.2. Nodules
may have variation in size, shape, intensity profile and attachment morphology.
In the following section the model of a solid nodule and the corresponding
detection method are presented. The solid nodule model is then extended to
deal with the more complex case of nonsolid nodules.
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5.2.2 Solid pulmonary nodule image model
The objective of the candidate generator is to identify pulmonary nodules from
other normal structures in the lung region that have a density greater than the
lung parenchyma background. For this reason, a solid pulmonary nodule is
modelled as a solid spherical structure with the intensity of soft tissue (equal
to 1) on a background having the same intensity as lung parenchyma (equal to
0). First, the properties of such a model are explored in isolation from other
objects. Then, the applicability of the model is investigated in the presence of
interference from the structures resembling pulmonary vessels and chest walls.
The Laplacian of Gaussian has been described as a detector that responds
to ”bright regions on dark background” [Lindeberg, 1993]. That is the general
definition that is used for the term ”blob” in this paper. Marr in his original
work [Marr, 1976; Marr and Hildreth, 1980] more formally defined a ”blob” as
a primitive compact image element enclosed in the closed contour made of the
LoG zero-crossings.
5.2.3 Blob detection as scale-space normalized LoG filtering
A method that detects the location and estimates the scale of blob-like structures
is described by Lindeberg [1998]. Identification of ”blobs” is accomplished by
finding scale-space maxima and minima of scale-normalized Laplacian
∇2normL(X, σ) : <3 ×< → <. (5.1)
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Here L(X, σ) is the scale-space representation obtained for image I(X) by con-
volving it with Gaussian kernel G(X, σ) at continuous set of scales:
L(X, σ) = G(X, σ) ∗ I(X). (5.2)
In this chapter, the following notation is used for a three-dimensional coordinate
vector: X = (x, y, z); and the variance of Gaussian kernel σ is referred to as the
”scale parameter” or, simply, ”scale” or ”size.”
The response function ∇2normL(X, σ) may be expressed as follows using the
properties of convolution:
∇2normL(X, σ) = ∇2normG(X, σ) ∗ I(X). (5.3)
This operation is effectively the filtering of the original image with scale-
normalized LoG kernels of continuously changing scale parameter.
Normalization is necessary to eliminate the effect of decreasing spatial
derivatives with the increase of scale and is defined as the negated multipli-
cation of LoG by σ2:
∇2normG(X, σ) = −σ2∇2G(X, σ). (5.4)
By introducing the negative sign for normalization, the computations are
brought to the domain of positive real numbers, where ”bright” blobs are iden-
tified as local maxima of ∇2normL(X, σ) instead of local minima. Later in the
chapter, the negated scale-normalized LoG will be referred to as simply the
”normalized LoG.”
The initial set C of nodule candidates is constructed as a subset of local max-
ima of the response function∇2normL(X, σ), such that their spatial component is
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Figure 5.1: Rectangular function as one-dimensional representation of the
nodule model.
located within the lungs:
C = {(Y, σ) : Y ∈ Lungs,
(Y, σ) ∈ {localmax ∇2normL(X, σ)}}. (5.5)
5.2.4 Properties of the normalized LoG filter
To illustrate the concept of normalized LoG filtering, the nodule model is re-
duced to a one-dimensional representation — rectangular function as sketched
in Figure 5.1.
In Figure 5.2 the responses of the normalized LoG filter to the rectangular
function of fixed width are observed. An illustration of the filtering applied to
an image having three rectangles of varying widths and intensities is shown in
Figure 5.3. The maximum response occurs when the LoG kernel is located at
the center of the rectangle and when the width of rectangle matches the size of
its central lobe: σ = d/2. Linearity of the LoG filter causes the response to be
proportional to the height of the rectangle.
In the three-dimensional domain the principle of multiscale filtering remains
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Figure 5.2: Illustration of multiscale LoG filtering: normalized LoG ker-
nels of varying scales (curvy dashed line) are convolved with
the rectangle function (dashed line). Maximum response (solid
line) is observed when the size of the kernel corresponds to
the width of the rectangle (i.e. normalized LoG zero-crossings
coincide with the ”boundary” of the rectangle). Rectangu-
lar function as one-dimensional representation of the nodule
model.
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Figure 5.3: Illustration of multiscale LoG filtering with respect to three
rectangular functions of different size and intensity. Three
curves represent responses of the differently sized normalized
LoG kernels. Maximum response is proportional to the height
of the rectangle and is achieved when the kernel width corre-
sponds to its size.
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Figure 5.4: Response of the normalized LoG kernels with different scales
σ to solid sphere of diameter d: local maximum is achieved at
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the same. The responses of the normalized LoG filter with different scales σ to
a solid sphere are shown in Figure 5.4. Maximum response is reached when the
scale of the kernel σ corresponds to the diameter of the sphere d: σ = d
/
2
√
3.
5.2.5 Multiscale normalized LoG filtering
Theoretically, ∇2normL(X, σ) : <3 × < → < is a real function of four continuous
variables: three spatial and one scale; however, for the implementation it is
also necessary to specify an appropriate parameter quantization scheme. In our
research, the quantization of spatial dimensions was selected to be identical to
the quantization of the original image, i.e. the accuracy of the candidate centroid
localization in each direction was limited to the voxel spacing interval along
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corresponding axes.
As for the scale quantization, it is effectively the computation of
∇2normG(X, σ) ∗ I(X) for different values of σ, or ”multiscale filtering.” The nor-
malized LoG response may thus be expressed as the function of discrete vari-
ables:
∇2normL(X, σ) : S3X × Sσ → <, (5.6)
where S3X = {0, 1, ..., xmax} × {0, 1, ..., ymax} × {0, 1, ..., zmax} is the discrete set of
three-dimensional image coordinates and Sσ = {σi} is the discrete set of scales.
By adding the Lungs spatial constraint, the search space for nodule candidates
is obtained as (S3X ∩ Lungs)× Sσ.
As multiple convolutions need to be computed, the scale quantization strat-
egy is of high importance and will affect both multiscale filter response and es-
timated nodule sizes. In addition, the processing of too many scales may result
in unnecessary computational burden without any benefits for detection.
In the following section we determine the design bounds for a multiscale
normalized LoG filter for detecting solid spheres in a noise free situation in
which both soft tissue and lung parenchyma have constant intensity values.
This will set a lower bound on the parameters that will be needed for a real ap-
plication in which there is image noise and some variation in tissue intensities.
56
5.2.6 Scale quantization
A bound on maximum reduction in filter response
The maximum response of a scale-normalized LoG filter of scale σ to the solid
sphere Sd of diameter d and unit intensity is reached at its center and can be
found as
R(σ, d) =
∫
X∈Sd
∇2normG(X, σ) dX =
=
d3
22.5pi0.5σ3
exp
(−d2
8σ2
)
.
(5.7)
It can be shown, that for a given diameter d of the sphere, the magnitude of the
response function is maximal and independent of sphere diameter:
Rpeak =
√
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pi
exp(−1.5) ≈ 0.925. (5.8)
Let us consider two adjacent scales σ1 and σ2 (σ1 > σ1) of the multiscale filter.
The sphere diameters corresponding to maximum response will be d1 = 2
√
3σ1
and d2 = 2
√
3σ2, respectively. These spheres will result in peak responses of the
multiscale filter:
R(σ1, d1) = R(σ2, d2) = Rpeak, (5.9)
as shown in Figure 5.5.
As the scale space is quantized, the value of maximum response will never
reachRpeak, unless the diameter perfectly corresponds to a scale in the quantized
set. It will result in spheres of different sizes having filter responses that diverge
from the peak value. Any sphere of diameter d, such that d1 < d < d2, would
result in a smaller filter response. Let us estimate the diameter ddip that results in
a minimal response Rdip of the filter to a spherical model. Clearly, the minimum
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Figure 5.5: Response of the normalized LoG kernels of scales σ1 and σ2 to
the solid sphere of unit intensity. Spheres with diameters d1 =
2
√
3σ1 and d2 = 2
√
3σ2 result in peak responses; differently
sized spheres result in lower response.
value will be reached when the responses from both scales are the same:
Rdip = L(σ1, ddip) = L(σ2, ddip). (5.10)
The nontrivial solution to this equation with respect to ddip is:
ddip =
√
8σ1σ2
√
lnσ23 − lnσ13
σ22 − σ12 , (5.11)
which results in:
Rdip =
4√
pi
(σ1/σ2)
3
1−(σ1/σ2)2
(
3 ln (σ1/σ2)
(σ1/σ2)
2 − 1
)1.5
. (5.12)
The minimal response depends on only the ratio of the adjacent scales. This
means that quantization with the scale increasing in a geometric progression
will result in fixed bounded error of the filter response. Therefore, to maintain
a constant error bound over the range of sphere sizes of interest, we establish a
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Figure 5.6: Exponentially increasing scale σi+1 = kσi results in the reduc-
tion in response bounded from below by Rdip.
set of scales with a geometric progression with a step size of k with respect to
the smaller scale:
σi+1 = kσi. (5.13)
For such a scale set the scale is increased exponentially, which results in an Rdip
that is independent from the scale as illustrated in Figure 5.6.
A bound on filter response for shape confusion
One of the criteria for selecting an appropriate scale quantization is the ability
of the filter to discriminate between basic geometrical shapes. Given that pul-
monary vessels are the other common structure within the lungs, we consider
the behavior of a normalized LoG filter on a such structure, which is modelled
as a sufficiently long solid cylinder.
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The maximal response of the normalized LoG filter to a solid cylinder Cd of
diameter d is given by
R′(σ, d) =
∫
X∈Cd
∇2normG(X, σ) dX
=
d2
4s2
exp
(−d2
8σ2
)
.
(5.14)
This response reaches its maximal value of R′peak = 2/e ≈ 0.736, when σ =
d
/
2
√
2.
The graph in Figure 5.7 shows how the selection of the coefficient k affects
the reduction in response due to scale quantization: as the value of k approaches
1.0, the value of Rdip approaches Rpeak ≈ 0.925 (shown as top dashed line).
This is the maximum response that can be achieved by convolving a normalized
LoG kernel with a solid sphere. The bottom dashed line corresponds to the
maximum response of R′peak ≈ 0.736 obtained for a solid cylinder. As the graph
shows, if the scale quantization is too rough (k > 1.746), the multiscale filter
will not be capable of reliable discrimination between solid sphere and a solid
cylinder.
A bound on size estimation error
Scale quantization has an important impact on candidate size measurement ac-
curacy. To estimate this impact, let us consider the worst case scenario, when a
solid sphere has a diameter that approaches the value of ddip corresponding to
the maximum reduction in filter response.
The largest diameter underestimation (UE) will be reached when the diam-
eter reaches ddip from the left side as shown in Figure 5.8. The relative size
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Figure 5.7: Selection of operating quantization step. Solid curve shows
the reduction of filter responseRdip of the normalized LoG filter
response to the solid sphere with increased quantization step k.
Dashed lines shows the maximum responses to a solid sphere
and a cylinder.
measurement error will be equal to:
δdue =
ddip − d1
ddip
= 1−
√
1− k−2
2 ln k
. (5.15)
The largest overestimation (OE) error, is when the diameter approaches ddip
from the right side:
δdoe =
d2 − ddip
ddip
=
√
k2 − 1
2 ln k
− 1. (5.16)
Due to the asymmetry of response function (5.7), the overestimation error is
always larger than the underestimation error as shown in Figure 5.9. On the
one hand, the values of k close to 1 result in both less filter confusion and better
size estimation. On the other hand, with such a small step size, the number of
scales needed to cover the nodule size range of interest will be high, which is
not desirable from the computational cost point of view.
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Figure 5.8: Underestimation and overestimation of the sphere size due to
scale quantization.
2 3 4 5 6
0.5
1.0
1.5
2.0
Scale quantization step k
R
el
at
iv
e 
er
ro
r i
n 
si
ze
 e
st
im
at
io
n 
1
oedδ
uedδ
Figure 5.9: Relative error in solid sphere size overestimation (OE) and un-
derestimation (UE) with respect to size quantization step k.
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Figure 5.10: Responses of the multiscale LoG filter to three-dimensional
solid spheres of different diameters.
In our experiments, the value of k = 1.27 and 10 scales corresponding to
sphere diameters increasing in geometrical progression from 3 to 25 mm were
used. This was done to match the size range of targeted nodules plus two
boundary scales. The main reasons for selection of this quantization strategy
were maintaining a bound on reduction in LoG filter response and a bound on
shape confusion. In this configuration, the highest reduction in response results
in Rdip ≈ 0.887. Relative errors in size underestimation and size overestimation
were no greater than δdue = 0.11 and δdoe = 0.13, respectively. The set of quan-
tized diameters di, corresponding scales σi, and effective diameter ranges are
shown in Table 5.2. All spheres in each i − th effective diameter range (fourth
column) will be detected as having diameter di.
Corresponding response function of the multiscale LoG filter is illustrated in
Figure 5.10.
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Table 5.2: Quantization of candidates sizes. The columns are: scale index,
diameter of the kernel, corresponding scale and range of the can-
didate sizes assigned to the scale.
i di, mm σi rangei, mm
0 (boundary scale) 2.37 0.68 N/A
1 3.00 0.86 2.65 - 3.35
2 3.79 1.09 3.35 - 4.25
3 4.80 1.38 4.25 - 5.38
4 6.08 1.75 5.38 - 6.81
5 7.69 2.22 6.81 - 8.62
6 9.74 2.81 8.62 - 10.91
7 12.33 3.55 10.91 - 13.80
8 15.60 4.50 13.80 - 17.47
9 19.75 5.70 17.47 - 22.11
10 25.00 7.21 22.11 - 27.99
11 (boundary scale) 31.64 9.13 N/A
5.2.7 The impact of spatial interference
In previous sections, the scale quantization effects and properties of our nodule
model in isolation from other pulmonary structures were reviewed. For a better
understanding of the behavior of the LoG filtering in practical sense, it is impor-
tant to estimate the stablity of the nodule model in the presence of other spatial
structures such as solid cylinder and wall that closely approximate a pulmonary
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Figure 5.11: Central slice of the three-dimensional normalized LoG kernel
centered at the origin of coordinate system. Major part of the
volume of support is enclosed within the radius of 4σ from
the origin.
vessel and chest wall, respectively.
For example, if a nodule is located close to a pulmonary vessel or ”attached”
to a chest wall, the response of the filter to the nodule would be altered due to
superposition in the response to the interfering structure. This effect is amplified
as the objects get closer to each other. From the profile of the negated LoG kernel
centered at the origin of the coordinate system, shown in Figure 5.11, one may
infer that all significant nonzero values are concentrated near the origin and do
not extend beyond 4σ (or slightly greater than doubled zero-crossing) distance.
This means that the objects located closer than 4σ from each other may produce
a noticeable interference effect.
To quantify the interference effect, two simulations for an observed solid
sphere model of unit diameter and intensity were conducted. The purpose
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of these simulations was to imitate the most common interference happening
within the lungs: with a pulmonary vessel and with a chest wall. In the first
simulation we recorded how a proximal long solid cylinder of the same diam-
eter and intensity affects the sphere filter response and size estimate. In the
second simulation the solid sphere was placed near a solid flat wall of suffi-
ciently large size and thickness. The simulations were conducted using discrete
synthetic three-dimensional images of these objects. For each distance (mea-
sured in sphere diameters), the normalized LoG space maxima corresponding
to the sphere was found and the best scale (size estimate) and filter response
were recorded.
Results of the sphere-cylinder interference simulation are shown in Fig-
ure 5.12. When the distance from the central axis of the cylinder to the center of
the sphere was greater than 1.5, no negative effects from interference were ob-
served. As the distance between the objects is reduced, the response of the filter
decreases. The size estimate maintained close to 1.0 until the objects started
to form an overlap. Additional decreasing of the distance to 0.5 resulted in a
decrease of response. Finally, after passing the 0.5 threshold, the normalized
LoG filter was not able to distinguish between the sphere and the cylinder and
detected a single ”blob” instead; a jump in both response and size estimate was
observed. Finally, when the objects overlay entirely, the filter ”converges” to the
response and size estimates of an ideal standalone cylinder. The effect of sphere-
wall interference is shown in Figure 5.13. Here, as the sphere approaches and
merges with the wall, its estimated size is decreased. Even though there is no
unambiguous definition of the ”size” for a sphere partially attached to a wall,
it is reasonable to assume that it should be smaller than the one of the isolated
sphere. Similarly, as the sphere is ”immersed” into the wall, the response de-
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Figure 5.12: Cylinder-sphere interference. Effect of the distance between
the objects on filter response and sphere size estimate. Dashed
line indicates the border between detecting one single ”blob”
and two separate ”blobs.”
creases in agreement with an increased degree of attachment.
In both scenarios, the sphere, unless merged with the interfering object en-
tirely, resulted in a distinct maximum in the normalized LoG search space. In
spite of diminished response and altered size for proximity distances less than
0.5, this can be resolved by a later stage of a CAD system that may still classify
this candidate as a true positive.
These simulations confirmed that the interference exists and affects the filter
response and size estimate of proximal objects. The simulations also showed
that the interference effect is within reasonable limits and should not cause ma-
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Figure 5.13: Sphere-wall interference. Effect of the distance between the
centroid of a unit sphere and the wall on the filter response
and size estimate.
jor obstacles to candidate identification. However, if the adjacent object has an
intensity that is higher than the target nodule, the interference effect may be
amplified, e.g. in the case of detecting nonsolid nodules in proximity to solid
structures. This is discussed later in the nonsolid candidate generation subsec-
tion.
5.2.8 Minimum response criterion
The proposed multiscale LoG filtering scheme would produce local maxima in
the search space for both true nodules and other image structures including
68
noise. As a post-processing step we propose to threshold and eliminate the
low-response candidates that do not meet our solid nodule model, both shape-
and intensity-wise.
To determine mimimum response threshold it is necessary to consider the
”worst” scenario where a true nodule would have a minimum possible re-
sponse. This may happen when the response to the nodule is degraded due to
all of the following factors all together: (a) interference from other pulmonary
structure; (b) quantization of detection scales; (c) low tissue contrast.
To model a situation such as this, let us refer to the cylinder-sphere inter-
ference simulation experiment, described above. The greatest reduction in re-
sponse due to interference results in the response for sphere equal to: Rint ≈ 0.7
as shown in Figure 5.12. If we consider the reduction in response due to quanti-
zation, the ”worst” response will be further reduced by a factor of: Rdip/Rpeak =
0.958. Here we made an assumption that the reduction of response due to quan-
tization in the case of interference is of the same order as the one computed for
an isolated sphere.
Previously we considered the objects having intensity of 1.0 and backround
having intensity of 0.0. Using the linearity of the LoG filtering, one can recom-
pute the response function in the real CT scan domain. The median intensity for
lung parenchyma tissue is Iparen = -810 HU [Browder, 2007] and the lower bound
on solid tissue intensity is Isolid,min = -474 HU [Browder et al., 2007]. Therefore,
the final ”worst” response can be written as
RCT ≈ Rint Rdip
Rpeak
· (Isolid,min − Iparen) = 226. (5.17)
In other words, the scenario where solid nodule of lowest contrast is affected
by both maximal spatial interference and the extreme scale quantization would
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result in a LoG filter response of 226. The values of responses greater than this
threshold value are sufficient for detecting solid nodules and filtering out noise
and structures other than nodules.
One may hypothetically think of an even worse situation where a sphere is
merged with a solid wall of greater intensity. This situation may happen if there
is a rib that is close to a large nodule ”attached” to the chest wall. In this case, the
response threshold must be lowered, or, alternatively, the high intensity rib may
be suppressed from the image; this technique is considered later in the chapter.
5.2.9 Candidate generation scheme
The main steps for the multiscale normalized LoG solid nodule candidate gen-
erator are the following:
1. Segment the spatial mask Lungs from the CT image.
2. Compute∇2normL(X, σi) response function for discrete set of scales.
3. Identify nodule candidates from given Lungs and ∇2normL(X, σ).
4. Delete candidates with low filter response.
The first step of the algorithm involves computation of the lungs spatial
mask that will limit the spatial search space of the algorithm. It was obtained as
described in the search space demarcation section of Enquobahrie et al. [2007].
Prior to candidate generation, the lungs region was extended outwards by mor-
phological dilation with a solid sphere of 10 mm. The purpose of such an exten-
sion was to account for lung segmentation imperfections and to make sure that
the segmented lungs will encompass all nodules.
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The main purpose of the second step is to compute the response function
∇2normL(X, σi) for a discrete set of scales. To optimize the convolution opera-
tion, the convolution theorem is used, while the computation is carried in the
frequency domain. An outline of the optimization is given in subsection 5.2.10
while the scheme of the entire step is shown in Algorithm 1. In short, to find
the response for each of the scales, the Discrete Fourier Transforms (DFT) of the
original image was found and multiplied with a pre-computed transform of the
normalized LoG function; then the inverse DFT was taken and normalized. For
computation of the DFTs, the FFTW library [Frigo and Johnson, 2005] was used.
It allows computation of the convolution of two 512x512x512 images within a
few seconds.
Algorithm 1: Constructing discrete response function
Sσ discrete set of scales
I(X) original image
IF (Ω)← F{I(X)} find the DFT of original image
for each σi ∈ Sσ for each discretization step
M(Ω, σi)← IF (Ω) · F
{∇2G(X,σi)} multiply the image and LoG DFTs
∇2L(X,σi)← F−1 {M(Ω, σi)} find the inverse DFT
∇2normL(X,σi)← −σ2i∇2L(X,σi) normalize
end for
The response function for the example CT image is shown in Figure 5.14. It
consists of multiple response functions computed for each scale.
The third step involves finding the candidates given the set of search sub-
spaces for each scale. Algorithm 2 illustrates the procedure.
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(a) Original image (b) σ1 = 0.86 (c) σ2 = 1.09
(d) σ3 = 1.38 (e) σ4 = 1.75 (f) σ5 = 2.22
(g) σ6 = 2.81 (h) σ7 = 3.55 (i) σ8 = 4.50
(j) σ9 = 5.70 (k) σ10 = 7.21
Figure 5.14: Response functions at different scales. Shown is the origi-
nal CT scan (a) and computed responses (b) – (k). For sim-
plicity of visualization, only one two-dimensional slice of the
three-dimensional response function is shown for each of the
scales. The maximum response to the nodule is achieved at
the scale σ7 = 3.55 corresponding to the size of the nodule
d = 12.33 mm.
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Algorithm 2: Constructing nodule candidates set C
∇2normL(X,σ) computed discrete response function
S3X discrete image search space
Sσ discrete set of scales
Lungs spatial lungs mask
C ← ∅ start with empty set of nodule candidates
for each σi ∈ Sσ for each scale
for each (Y, σi) ∈ (S3X ∩ Lungs)× Sσ for each discrete point in the search space
if∇2normL(Y, σi) = max
{∇2normL(Z, ζ) : (Z, ζ) ∈ N (Y, σi)} if the point is search space local maxima
C ← C ∪ (Y, σi) update the candidates set
end if
end for
end for
xy
z
σi-1 σi σi+1
Figure 5.15: Four-dimensional neighborhood around a sample point in
the discrete search space.
The third step of the algorithm finds local maxima in the four-dimensional
search space (except boundary scales) with respect to both location and scale.
Local maxima are determined by comparing of the filter response in a given
point (Y, σi) to the responses of all its neighboring points (Z, ζ) ∈ N (Y, σi). The
considered neighborhood included 26 adjacent points on the discrete grid at
the current scale and 7 adjacent points at scales above and below as shown in
Figure 5.15.
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If the filter response at the current point was maximal, i.e. it was greater or
equal to the responses of all other neighboring points, the point was included
to the set of nodule candidates. From the implementation standpoint, currently
available computer memory (in 2010) may not be large enough to fit the entire
four-dimensional search space. In this case, it is recommended to process the
scales sequentially while keeping in memory only the current scale and one
scale above and below.
The fourth and final step of the algorithm involves deletion of the candidates
with the normalized LoG filter response value lower than the threshold RCT =
226, which was determined earlier. An example outcome of the deletion on a
selected slice of a CT image is shown in Figure 5.16. Here each circle represents
a nodule candidate with diameter directly related to the scale at which it was
detected.
5.2.10 Optimization of the convolution computation
One efficient implementation of the multiscale LoG transform is to do the com-
putation of the convolutions in the frequency domain.
The original expression for response function for the scale σi
∇2normL(X, σi) = −σ2i∇2G(X, σi) ∗ I(X) (5.18)
can be rewritten using the convolution theorem as
∇2normL(X, σi) =
= −σ2i · F−1
{F{∇2G(X, σi)} · F{I(X)}} , (5.19)
where F and F−1 denote forward and inverse Fourier transforms.
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(a)
(b)
Figure 5.16: An output of the generator shown on one of the slices of a
case: (a) original image with local maxima of response; (b)
after suppression of low-response candidates.
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Fourier transforms of the LoG is known and can be precomputed in advance:
F {∇2G(X, σi)} =
= −(2pi)−1.5ΩTΩ exp (−0.5σ2i ΩTΩ) , (5.20)
where Ω is a three-dimensional vector of angular frequencies Ω = (ωx, ωz, ωz).
This way, in order to compute multiple convolutions for an image, one needs
to take the Fourier transform once, and for each scale multiply it with precom-
puted transform of the LoG. Taking the inverse transform on the result and
multiplying it by normalization coefficient for each scale would result in de-
sired response function.
5.2.11 Generation of nonsolid candidates
Detection of nonsolid nodules is based on an understanding of their unique at-
tenuation characterisitcs in a CT scan. With the exception of the image artifacts
caused by heart and respiratory motion, there are no other normal volumet-
ric structures within the lungs that have the same attenuation characteristics
as nonsolid lesions. While there are a large number of voxels in the same im-
age intensity range caused by partial volume effects at the edges of pulmonary
structures, very few of them are incorporated into objects similar to nodules
in size and shape. Therefore, the detection process should identify large re-
gions of blob-like shapes having intermediate image intensity levels between
parenchyma and solid tissue inside the lung region. To a first approximation,
this is similar to the detection of solid nodules, but with a different target inten-
sity range.
However, with the presence of pulmonary structures within a nonsolid re-
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Figure 5.17: Illustration of the interference effect between solid and non-
solid nodule representations. Response to solid nodule results
in higher response causing nonsolid nodule to be missed by
the multiscale detector.
gion, the normalized LoG filter would produce a higher response on such struc-
tures, rather than on the entire nonsolid region due to the interference. This
is illustrated in example shown Figure 5.17. Here two nodules are represented
by two superimposed rectangular functions of different intensity and size. Re-
sponses of the best matching kernels are shown as solid lines. The rectangle of
higher intensity resulted in higher response and therefore caused the superim-
posed low-intensity rectangle to be ”missed” by the detector. A similar situation
occurs when a nonsolid nodule is located very close to a solid pulmonary vessel.
In order to overcome this issue, the image intensity windowing was used.
The main purpose of this was to suppress high intensity objects and reduce
their interference. The candidate generator was modified for the detection of
nonsolid nodules by preprocessing the image with a thresholding filter so that
no regions of the image had a higher intensity than T . That is, the image was
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Figure 5.18: Image windowing technique. Intensity transform function is
applied to the original image to suppress solid components
with intensity over T .
prefiltered as
I ′(X) = max{I(X), T}, (5.21)
which is illustrated in Figure 5.18.
If we hypothesize that a solid component does not occupy more than half
the volume of a nonsolid nodule, the threshold T can be set equal to the median
intensity value obtained for nonsolid nodules. This way the interference from
solid structures will be eliminated. The value for T was selected as -700 HU,
which is 20 HU below the median intensity value obtained by sampling a set of
nonsolid nodules intensities [Browder, 2007].
The illustration of such high intensity suppression on a sample nonsolid re-
gion is given in Figure 5.19. With the windowing, nonsolid regions should gen-
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(a) (b) (c) (d)
Figure 5.19: Result of windowing on a local nodule subregion at a level of
-680 HU: (a) original nonsolid nodule image; (b) transformed
image; (c) incorrect output of the candidate generator on the
original image; (d) correct output of the candidate generator
on the transformed image.
erate a strong response in LoG filtering and provide correctly located and sized
nodule candidates.
Therefore, the nonsolid nodule candidate generation consists of a new pre-
filtering stage followed by the same nodule candidate generation used for de-
tecting solid nodules.
5.3 Evaluation of the candidate generator
The purpose of this section is to show the practical advantage of using normal-
ized LoG filtering scheme for identification of solid and nonsolid pulmonary
nodules on a large dataset with respect to the requirements of the candidate
generator. These requirements were defined in the introduction section and in-
clude: high sensitivity close, high size estimation and positional accuracy, and
high speed of detection.
To show the effectiveness of the new scheme, a comparison of the normal-
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ized LoG-based solid nodule candidate generator to the reference generator was
made. The reference generator was previously developed within our research
group and described in detail in Enquobahrie et al. [2007]. The common set of
performance measures obtained from the same datasets were obtained for both
of the methods.
5.3.1 Method
The candidate generation scheme was evaluated with respect to a CLDD 1.25
database. All scans in this dataset were reviewed by at least two thoracic radiol-
ogists and every identified nodule was documented. For each nodule its image
location and measured length and width were recorded. The effective diameter
d(ki) of the nodule ki from its width w(ki) and height h(ki) were determined by:
d(ki) =
1
2
(w(ki) + h(ki)) . (5.22)
The evaluation dataset consisted initially of 250 sequential asymptomatic
cases from a lung cancer screening study [Henschke et al., 1999], and was en-
riched with 456 new cases containing at least either one solid nodule with effec-
tive diameter greater or equal to 4 mm or one nonsolid nodule greater or equal
to 6 mm. With the addition of the enriched data, the fraction of nodules greater
than 10 mm increased from 3% to 6% and the fraction of nodules greater than 4
mm increased from 23% to 43%.
Nodules with effective diameter greater or equal to the lower size cut off
threshold made up the evaluation set. In the experiment, solid nodules of an
effective measured diameter equal or greater than 4 mm (499 nodules) were
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used. For nonsolid nodules, the diameter cut off was selected to be 6 mm (107
nodules). The value of both size thresholds was slightly lower than the one
used in clinical practice to establish the safety margin covering the disagreement
between automatic and manual nodule size measurements. The distributions of
the nodule sizes for the final dataset are shown in Figure 5.20.
The conventional way to assess sensitivity is to measure the fraction of cor-
rectly identified nodules over the total number of nodules in the evaluation set.
If we denote the set of all nodules that are being targetted as K, the final sensi-
tivity S can be calculated as the fraction of correctly identified nodules nc over
the total number of nodules |K|. The criterion, confirming that a nodule has
been detected, is important and may have an impact on the sensitivity: a nod-
ule ki was considered as identified, if there existed a corresponding candidate
cj , such that the Euclidean distance between their centroid locations was less
or equal to the half-length of the nodule ki. The Algorithm 3 shows how the
sensitivity is calculated.
The sensitivity was evaluated independently for solid and nonsolid nodules
with the intensity windowing preprocessing.
The accuracy of the size estimation was evaluated through a comparison of
the effective nodule diameter derived from the ground truth to the diameter
obtained from the generator. The bias for diameter estimation for the set of
detected nodules was calculated as the average difference between the effective
diameter d(ki) of the nodule and the diameter of corresponding candidate as
d(cj):
DiameterBias = E
cj↔kj
[d(ki)− d(cj)] . (5.23)
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Figure 5.20: Distributions of solid (a) and nonsolid (b) nodule effective di-
ameters in the evaluation dataset.
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Algorithm 3: Calculation of detection sensitivity
K evaluation set of nodules
C set of detected candidates
nc ← 0 set the number of correctly identified nodules
for each ki ∈ K for each nodule
for each cj ∈ C for each candidate
if dist(cj , ki) ≤ 0.5 l(ki) if the distance between the centroids is less than the half length of the nodule
nc ← nc + 1 increment the number of correctly identified nodules
end if
end for
end for
S ← nc/|K| calculate the sensitivity
Positional accuracy was evaluated by calculating the average distance be-
tween the centroids of the detected nodules and corresponding candidates.
Average candidate generation execution time per CT image was measured
by running the candidate generators on Intel Xeon 3.00 GHz processor given
that the Lungs mask is already segmented.
5.4 Results
The sensitivity for solid nodules achieved a value of 0.998 (498/499). One solid
nodule in the apical region of the lungs was missed due to the coarseness of the
lung segmentation.
The normalized LoG-based candidate generator considered in this thesis
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Table 5.3: Comparison of LoG-based and benchmark generators with re-
spect to detection of solid nodules with of diameter of 4 mm
and above.
Parameter LoG-based Reference
Sensitivity 0.998 (498/499) 0.958 (478/499)
Diameter estimation accuracy, mm -0.12 ± 3.27 -1.20 ± 5.45
Positional accuracy, mm 1.40 1.66
Size range of detected candidates, mm 3.00 – 25.00 1.96 – 22.34
Average number of candidates per case 8177 3785
Average CT image processing time, minutes 4.5 8.0
outperformed the reference generator in identifying solid nodules. The com-
parison of the generators with respect to the solid nodules of diameters 4 mm
and greater is shown in Table 5.3.
Sensitivity of the reference generator on the evaluation set was lower. Its
scheme for detection of attached nodules was highly dependent on the cor-
rectness of the lung segmentation, therefore, the majority of the false negatives
were located on periphery of the lung. Even though both LoG-based and ref-
erence generators resulted in an overestimation bias for nodule diameter, the
LoG-based generator was substantially more accurate and resulted in smaller
error: the 95% confidence intervals of the difference between automated and
manual nodule size measurements were -0.12 ± 3.27 mm for solid nodules.
The normalized LoG-based candidate generator also turned out to be more
accurate than the reference generator in centroid estimation as its average nod-
ule candidate distance of 1.40 mm was lower than 1.66 mm. This could be par-
tially explained by the fact that the reference algorithm locates the peaks for
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attached nodules as opposed to their centroids.
For nonsolid nodules, the LoG-based candidate generator achieved the per-
fect sensitivity value of 1.000 (107/107).
The generator of nonsolid candidates resulted in a size overestimation of
-1.27 ± 5.70 mm, while the average candidate location accuracy was 1.43 mm
for nonsolid nodules.
Each solid and nonsolid candidate generation algorithms were able to com-
plete the processing of a single scan in 4.5 minutes on average.
5.5 Discussion
Both solid and nonsolid candidate generators achieved very high detection sen-
sitivities of 99.8% and 100.0%, which makes the detection systems based on the
normalized LoG filter a promising solution for the detection of pulmonary nod-
ules. Candidate generation with windowing prefiltering has been found to be a
powerful technique.
LoG-based candidate generation resulted in size overestimates for both solid
and nonsolid nodules. One of the possible reasons for this is that the multiscale
LoG response function is asymmetric (5.7). The overestimate was greater for
nonsolid nodules, probably, because of greater average size, and the subjectivity
in size measurements by radiologists: the boundary of a nonsolid nodule is
not clearly defined and therefore the bias in candidate size estimation may also
depend on how the operator set up the windowing level.
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The experiments have also shown that nonsolid nodules could be identified
with almost the same positional accuracy (1.40 mm vs. 1.43 mm) as solid nod-
ules.
The distribution of solid candidate responses for the set prior to deleting
candidates with low filter response is shown in Figure 5.6. The graph has three
local modes that were visually identified as corresponding to: (a) small intensity
variations (noise) in lung parenchyma; (b) lung and mediastinal surface irregu-
larities including some attached nodules; (c) pulmonary vessels, airways, tips of
the ribs, calcification and remaining nodules. The lowest normalized response
for a solid nodule was 228, as compared to the theoretically computed value of
226 which means all the true candidates above the threshold were preserved.
The result of rejecting low-response candidates is illustrated in Figure 5.22. The
plot shows the distribution of candidate sizes with respect to their estimated
size. From this graph one can infer the expected number of candidates gener-
ated for a given size range. The number of candidates increases rapidly with
the decrease of candidate size and therefore, performance of the generator can
be fine-tuned depending on what the target nodule size range is.
The speed of the presented candidate generator is mostly limited by the
speed of calculating discrete Fourier transforms and is inversely proportional
to the selected number of scale discretization levels. Further optimization of
the convolution computation can be done by employing more efficient filtering
algorithms, such as suggested by Jin and Gao [1997].
The proposed candidate generator achieves higher sensitivity but at a cost
of a significant increase in false positives (this is also the case for our reference
method) when compared to other candidate generators reported in the litera-
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Figure 5.21: Distribution of the candidate normalized responses shows
three distinct modes corresponding to: (a) noise in lung
parenchyma, (b) lung surface irregularities including attached
nodules and (c) pulmonary vessels, airways and remaining
nodules with lesser degree of attachments. Dashed line is the
response threshold.
ture (Table 5.1). However, elimination of the vast majority of those false pos-
itives is possible with very simple filters that impose shape and density con-
straints on the candidates [Enquobahrie et al., 2007]. Therefore this added bur-
den of additional false positives is not a major impediment to implementation
of a full CAD system while the improvement in sensitivity of the candidate gen-
erator will have a major impact on the overall performance of the CAD system.
5.6 Conclusion
In this chapter, a method based on multiscale LoG filtering for initial candidate
generation in the task of automated detection of pulmonary nodules was pre-
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Figure 5.22: Distribution of candidate sizes before and after suppression
of low response candidates. Each bin corresponds to one of 10
discrete diameter levels used by the generator.
sented and evaluated. The sensitivity of the candidate generator was shown
to reach 0.998 (498/499) for solid nodules. The sensitivity of the generator for
nonsolid nodules achieved 1.000 (107/107) after the application of the inten-
sity windowing technique. Further, application of scale-normalized LoG filters
allowed for both accurate size and nodule centroid estimation. These results
suggest that multiscale LoG filtering is a very effective tool for the detection of
pulmonary nodules from whole-lung CT scans.
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CHAPTER 6
STANDARD MOMENTS-BASED VESSEL BIFURCATION FILTER
Achieving both high sensitivity and low false positive rate is the key purpose
of an automated nodule detection system. While isolated intraparenchymal
nodules with no vascular attachments, or very few, are easy to detect, lesions
with significant attachments are often confused with blood vessels of different
morphological variations. If the detection system is configured for high sen-
sitivity, pulmonary vessel junction points become a significant source of false
positive findings [Agam et al., 2005; Enquobahrie et al., 2007; Das et al., 2006;
Pu et al., 2008; Lee et al., 2004].
There are several types of false positives caused by vessel junction points.
The most common junction is a vessel bifurcation where a parent branch splits
into two children branches of approximately equal and smaller diameters as il-
lustrated in Figure 6.1(b). The morphology of such a junction is somewhat sim-
ilar to a nodule attached to a vessel of comparable size shown in Figure 6.1(a)
and, therefore, poses a challenge for an automated detection method. A sec-
ond possible case is rarer and is shown in Figure 6.2: one child branch could be
much smaller while another one has roughly the same diameter and is collinear
with the parent branch. The remaining large class of vascular structures con-
tains more complex junctions and crossings of multiple branches. An example
is given in Figure 6.3.
This particular work is focused on a method for the discrimination of true
nodules from the most common class of vessel bifurcations. Even though the
morphology of the vessel bifurcation is relatively straightforward, it is diffi-
cult to devise a simple method that will robustly distinguish them from pul-
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(a) (b)
(c) (d)
Figure 6.1: An example of typical candidate shapes to be discriminated:
vascularized nodule (a) and pulmonary vessel bifurcation
point (b). Light shaded 3D rendering after thresholding the
images at the level of -400 HU are shown in subfigures (c) and
(d).
monary nodules. Moreover, this type of junction point often occurs near the
mediastinum region where the pulmonary vessels are affected by heart motion
or pass close to the airway tree, which complicates the discrimination. One hy-
pothesis is that a series of methods that target a specific class of false positives
will yield a better performance than the commonly used universal filters that
target all possible false positive types at the same time.
While there has been much research on the discrimination of a broad class of
false positives from nodules, surprisingly little attention has been devoted to the
particular classes of false positives and vessel bifurcations in particular. Zhao et
al. [Zhao et al.] proposed a parametric model of the bifurcation point made of
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Figure 6.2: An example of a vessel bifurcation, showing unequally sized
child branches.
(a) (b)
Figure 6.3: An example of complex pulmonary vessel junction point: (a)
montage view and (b) 3D rendering.
three toroidal components. Local principal curvatures were used to map a pixel
to either a junction, a vessel, or an ellipsoid nodule model, with subsequent clas-
sification. Bahlmann et al. [Bahlmann et al., 2006] used Gaussian model fitting
followed by extraction of a manifold containing information on the bounding
sphere and further analysis. Even though the technique looks promising, it has
not been evaluated quantitatively. Several attempts were made to extract the en-
tire pulmonary vasculature tree from a CT scan with the purpose of eliminating
false positives caused by vessel junctions. The works of Croisille et al. [Croisille
et al., 1995] and Agam et al. [Agam et al., 2005] showed some improvement
in false positive reduction; however, in addition to the high complexity of the
method, the sensitivity of the detection suffered as well. Earlier work of our
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research group [Enquobahrie et al., 2007] employed a feature that assesses the
extent of an attachment relative to a size of a candidate: a vessel junction point
would have less enclosed volume than a true nodule for the same amount of
attachment. Another technique that was used for the discrimination of vessel
junctions is the analysis of the candidate’s principal axes computed from mo-
ments. True round-shape nodules would have high compactness, or a low ratio
of the largest to smallest axis of the ellipsoid of inertia. In contrast, the small-
est axis of the bifurcation point region would be considerably smaller than the
largest axis. All mentioned techniques had only limited success in the past.
6.1 Method for discriminating bifurcation points
The method presented here does not seek to construct an explicit geometric
model of a nodule or a bifurcation point, but rather to capture the difference
between these two shapes from their geometric signatures. Since a round nod-
ule and a vessel bifurcation are two fundamentally different objects, they must
have different rotational properties and, consequently, distinct sets of moments.
Size and orientation of the same class of objects might be different within the
class; therefore normalization is needed, which is achieved by the method of
three-dimensional standard moments. Standard moments provide a numerical
characterization of an object shape that can be used to discriminate between
true nodules and pulmonary vessel junctions.
A multiscale Laplacian of Gaussian (LoG) based detector identified nodule
candidates from a whole-lung CT scan and supplied their centroids and radii as
discussed in Chapter 5. Selection of a specific candidate generator is not impor-
tant for the presented method as long as it provides the approximate location of
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nodule candidates.
In this thesis, geometric moments (based on binary segmented image) were
chosen over density moments (computed from the raw pixel values), since
shape carries more information than density does in the discrimination of same
intensity solid objects. Geometric moments are different from density-based
moments by the fact that they are computed for binary images, where the in-
tensity values are set either to one (foreground) or zero (background). Once the
moments are computed, they can be used to characterize the candidate shape.
The full process for discriminating pulmonary vessel bifurcations from nod-
ules for a given candidate location and size is as follows:
1. Candidate subimage preprocessing.
(a) resampling to isotropic space
(b) intensity thresholding
(c) bounding the candidate subregion with a sized sphere
2. Calculation of the standard moments set (normalized for size and rota-
tion).
3. Classification of the moments vector.
These steps are discussed in detail later in this chapter.
6.1.1 Candidate preprocessing
The preprocessing step starts with isotropic resampling of the candidate subre-
gion to equalize the image resolution along the three coordinate axes.
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The binary image B(x, y, z) of the candidate was obtained by thresholding
the candidate subregion of the isotropic image I(x, y, z) using value of T :
B(x, y, z) =

1, if I(x, y, z) > T ;
0, otherwise.
(6.1)
This threshold must separate the solid tissue from the surrounding parenchyma
and provide the foreground region for the subsequent raw moments calculation.
In order to compute the set of raw moments, the region of interest t(x, y, z)
must first be selected to incorporate as much useful shape discrimination in-
formation as possible. This is achieved by imposing a spherical mask S(R) of
radius R centered over the candidate and rejecting all image data of the candi-
date subregion that is outside the mask:
t(x, y, z) =

B(x, y, z), if (x, y, z) ∈ S(R);
0, otherwise.
(6.2)
Here the selection of radius R is important: if the radius is small relative to the
extent of the candidate, the window will not contain any lung parenchyma and
there will be no way of discriminating the shapes. Conversely, if the window is
too large, it may contain other pulmonary structures that will negatively affect
the calculation and introduce unnecessary noise. This radius should depend
on the size of the candidate, but in the general case, such information is not
provided. To address this issue, the concept of a foreground fraction F (R) is
introduced. This fraction is equal to the ratio of foreground volume to the total
volume of a spherical mask S(R).
F (R) =
∑
x,y,z∈S(R)
B(x, y, z)∑
x,y,z∈S(R)
1
. (6.3)
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The radius R of the spherical mask is the smallest one among those resulting in
foreground fraction no greater than parameter P :
R = min
{
r : F (r) ≤ P
}
, (6.4)
or, in other words, the spherical mask is selected such that the fraction of the
foreground component inside approximately equals P , the same for all can-
didates. An example of the initial candidate subregion and the results of the
preprocessing are shown in Figure 6.4. The optimal values for the parameters T
and P were determined by experiment.
(a) (b)
Figure 6.4: An example of original candidate subregion showing the sur-
face of the masking sphere (a); result of intensity thresholding
and subregion masking (b).
6.1.2 Calculation of the standard moments set
The method of standard moments was first applied to the classification of three-
dimensional shapes by Reeves and Wittner [Reeves and Wittner, 1983]. Stan-
dard moments have the advantage over raw moments because they are normal-
ized with respect to translation, rotation, and scale transformation and remain
invariant for a given object. They can be used to detect and characterize ob-
jects that may be located anywhere within a space of interest, may be arbitrarily
oriented and may have different size.
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Raw three-dimensional moments of order p+ q + r for the candidate region
of interest t(x, y, z) are defined by:
Mpqr =
∑
x,y,z∈S(R)
xpyqzrt(x, y, z). (6.5)
Standard moments Spqr can be directly computed from raw moments by nor-
malization. First, the volume of the object is scaled to be 1:
M ′pqr = λ
3+p+q+rMpqr, λ = (M000)
− 1
3 . (6.6)
Translation normalization is achieved by shifting the origin of the coordinate
system to candidate’s center of mass by the following transformation:
M ′′pqr =
p∑
s=0
q∑
t=0
r∑
u=0
(
p
s
)(
q
t
)(
r
u
)
ap−sbq−tcr−uM ′stu, (6.7)
where a = −M ′100, b = −M ′010, c = −M ′001.
Rotation normalization is done by aligning the candidate’s principal axes
with the coordinate axes:
Spqr = M
′′′
pqr =
p∑
s1=0
s1∑
t1=0
q∑
s2=0
s2∑
t2=0
r∑
s3=0
s3∑
t3=0
(
p
s1
)(
s1
t1
)(
q
s2
)(
s2
t2
)(
r
s3
)(
s3
t3
)
·
ut111u
t2
21u
s1−t1
12 u
s2−t2
22 u
p−s1
13 u
q−s2
33 u
t3
31u
s3−t3
32 u
r−s3
33 ·
M ′′t1+t2+t3,s1+s2+s3−t1−t2−t3,p+q+r−s1−s2−s3 ,
(6.8)
where U = (uij) = (±u1, u2, u3)T is made of the orthonormal set of eigenvectors
of the matrix N , which is, in turn, composed of the second order scaled and
translated moments:
N =

M ′′200 M
′′
110 M
′′
101
M ′′110 M
′′
020 M
′′
011
M ′′101 M
′′
011 M
′′
002
 . (6.9)
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The sign of u1 is selected such that det(U) = 1. If {ui} are sorted in the order of
descending eigenvalues, than the object’s largest principal axis will be aligned
along x and the smallest one along z coordinate axes without ambiguity. The
standard set of moments up to order three p + q + r ≤ 3 is computed. Some of
the moment values are trivial and disregarded — the volume of the object after
normalization is equal to 1: S000 = 1; the center of mass is at the origin of the
coordinate system: S100 = S010 = S001 = 0; and the principal axes of the ellipsoid
of inertia lie on the coordinate axes: S110 = S101 = S011 = 0. Finally, the follow-
ing set of remaining thirteen standard moment values is used in classification:
S200, S020, S002, S300, S030, S003, S201, S210, S120, S102, S111, S021, S012.
6.1.3 Classification of the moments vector
In the context of the high dimensionality of the feature vector, where the impor-
tance of each individual component is unknown, a soft margin support vector
machine (SVM) with a polynomial kernel was chosen for classification. The
SVM light package [Joachims, 1999] was used in the implementation.
6.2 Experimental setup and data
The evaluation set consisted of 276 intraparenchymal nodules with a diameter
no less than 4 mm from the documented dataset of 656 low-dose whole-lung
CT scans with a slice thickness of 1.25 mm obtained from Weill Cornell Medical
Center. This dataset is maintained by our research group and was extensively
used in the previous studies [Enquobahrie et al., 2007]. In our experimental
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setup the cases with an even case identifier were used for training and opti-
mization, while the odd-numbered cases were used only for final testing. Ac-
cordingly, 130 nodules were used for training and 146 nodules for testing. In
addition to true nodules, the same number of bifurcation points was manually
sampled from the set of available candidates provided by our nodule candidate
generator.
The discrimination scheme was optimized exclusively on the training set
using five-fold cross-validation. The parameters to optimize were foreground
volume fraction P and intensity threshold T . A false positive reduction filter
should preserve all true nodules and filter out false candidates; therefore we
used the false positive reduction fraction obtained at 100% sensitivity to true
nodules as the performance measure. For example, if a certain configuration
of the filter reduced the number of vessel bifurcations from the original 130 to
65 without the loss of sensitivity to true nodules, the corresponding reduction
fraction would be equal to 0.5. The optimization was done jointly for the fore-
ground volume fraction P and the threshold T . The configuration, incorporat-
ing the optimal parameters and classification model, was applied to the test set
and the resultant false positive reduction was obtained.
Once the optimal values for P and T were determined, the performance of
the resulting classifier was compared to previously developed techniques of (a)
principal curvatures [Koenderink and van Doorn, 1992; Li et al., 2003], (b) ellip-
soid of inertia compactness, and (c) attachment ratio [Enquobahrie et al., 2007].
The area under the Receiver Operating Characteristic (ROC) curve (AUC), ob-
tained for the task of discrimination between nodules and vessel bifurcation
points on the test set, was used as the performance metric.
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Finally, the significance of the standard moments based filter was evaluated
on the experimental nodule detection system previously developed by our re-
search group. The free-response receiver operating characteristic (FROC) curves
were generated for the test set before and after application of the filter. In ad-
dition, false positive reduction fractions were calculated at different levels of
detection sensitivity.
Table 6.1: The values of false positive reduction fraction obtained for dif-
ferent foreground volume fractions and intensity thresholds on
the training set.
Foreground volume fraction P
0.1 0.2 0.3 0.4 0.5
Th
re
sh
ol
d
T
,H
U
-250 0.43 0.61 0.08 0.06 0.01
-300 0.47 0.68 0.30 0.11 0.02
-350 0.36 0.71 0.54 0.20 0.13
-400 0.29 0.69 0.75 0.28 0.17
-450 0.28 0.64 0.63 0.28 0.18
-500 0.27 0.61 0.51 0.32 0.22
-550 0.27 0.43 0.42 0.37 0.27
-600 0.17 0.42 0.42 0.31 0.18
-650 0.16 0.34 0.39 0.30 0.15
6.3 Results and discussion
The results of the optimization on a training set with respect to the false positive
reduction fraction are shown in Table 6.1. The values P = 0.3 and T = −400HU
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that corresponded to the reduction fraction of 0.75 at 100% sensitivity were se-
lected as optimal and applied to the test set. The resultant false positive reduc-
tion fraction on the test set was 0.80 at a sensitivity of 99%: one nodule out of
146 was rejected as a result of the filtering.
The resulting ROC of the model with optimal parameters is given in Fig-
ure 6.5 together with the classification performance of the other methods ap-
plied individually to the same test dataset. The standard moments method re-
sulted in a higher AUC of 0.99 compared to the conventional shape analysis
techniques based on principal curvatures (AUC=0.89) and the ellipsoid of iner-
tia (AUC=0.86). Moreover, the method provides better discrimination between
nodules and bifurcation points than the attachment ratio feature (AUC=0.97),
previously employed by our detection system. ROC plot indicates that at very
high sensitivity settings close to 100%, the standard moments based filter had
the highest specificity among considered methods.
A comparison of the FROC curves for the experimental detection system, ob-
tained with and without standard moments based filter, is given in Figure 6.6.
An alternative way to represent the change in the detection performance is
shown in Figure 6.7. Here the values of false positive reduction fraction are
given at different levels of detection sensitivity. These graphs show that the
standard moment method results in a significant reduction of the false positive
rate especially at high detection sensitivity levels, where the pulmonary vessels
are still very often confused with true nodules. However, at low sensitivity lev-
els, the filters, previously used in the experimental detection system, are capable
of rejecting vessel bifurcations. Consequently, the benefits of using this vessel
bifurcation filter are very low for these sensitivity rates.
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Figure 6.5: Performance of individual predictors for nodule – vessel bifur-
cation point discrimination on the test set.
An example where the standard moment method achieves an advantage
over previously used techniques is shown in Figure 6.8. Partial volume effect
”erodes” the thin branches of a small bifurcation point, while the junction point
remains. It makes the use of attachment and ellipsoid of inertia filters ineffi-
cient. However, a new filter was able to distinguish the geometry of branches
and classify the example properly.
Example cases where the nodules and bifurcation points were misclassified
by the moment filter are shown in Figure 6.9. Both cases have a geometric mor-
phology different from typical representatives of the class: the bifurcation point
in Figure 6.9(a) is adjacent to other pulmonary vessels, while the nodule in Fig-
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Figure 6.6: Performance of the moment-based filter in experimental detec-
tion system: FROC curves obtained with and without the stan-
dard moment based filter.
ure 6.9(b) has an unusual elongated shape with multiple vessel attachments.
6.4 Conclusion
A standard moments based vessel bifurcation filter for computer-aided detec-
tion of pulmonary nodules is presented and evaluated. The method resulted in
99% sensitivity and 80% specificity for the task of distinguishing nodules from
vessel bifurcation points. Moreover, the filter was able to reject up to 69% of the
false positives with almost no loss in sensitivity after incorporating it into de-
sign of an experimental detection system. These results suggest that the method
of standard moments is very effective for rejecting bifurcation false positives for
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Figure 6.7: Performance of the moment-based filter in experimental detec-
tion system: false positive reduction fraction at different levels
of sensitivity.
the task of automated nodule detection.
103
(a) (b)
Figure 6.8: An example of small bifurcation protruded due to partial vol-
ume effect. While it was correctly identified by the moment
filter, it was confused with an attached nodule by both ellip-
soid of inertia and attachment filters: montage view (a) and 3D
rendering (b).
(a) (b)
(c) (d)
Figure 6.9: An example of incorrectly classified candidates: an axially ori-
ented bifurcation point with multiple side attachments was
identified as a nodule (a); a nodule of irregular shape was con-
fused with a bifurcation point (b). Corresponding 3D visual-
izations are shown in subfigures (c) and (d).
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CHAPTER 7
QUANTIFICATION OF NODULE SIZE MEASUREMENT ERROR
In the domain of computerized detection, the trade-off between sensitivity
and number of raised false positives is an important indicator of an algorithm’s
performance [Bowyer, 2000; Chakraborty and Winter, 1990]. Both metrics are
derived from a comparison of the expert decision, the ground truth, to the deci-
sion of the algorithm. The aim for the majority of automated detection systems
is to approach the ground truth: to maximize sensitivity and to minimize the
number of false positives. However, in nodule detection, nodule size is an im-
portant factor that affects the ground truth and complicates performance evalu-
ation and comparison of various automated systems.
For any documented set of scans of pulmonary nodules, there is a minimum
size limit due to image noise and reconstruction resolution below which nod-
ules cannot be reliably seen. Very small nodules may be barely distinguishable
on a CT scan and are likely to be missed or confused with image artifacts during
radiological inspection. Therefore, even though the natural distribution of nod-
ules in a general population contains far more small nodules than large nodules,
not all of the small nodules are documented.
To illustrate this issue one may take a look at a histogram of nodule sizes in
the subset of the Weill Cornell Medical Center database shown in Figure 7.1. No-
tice that the shape of the graph has a single distinct peak in a nodule size range
between 2 and 3 mm. In theory, one might expect to see an increasing number
of nodules to the left of the peak (as illustrated by the curve, connecting tops
of the histogram bins), however few of them are actually documented. It is im-
portant to note that the position of the histogram peak would greatly depend on
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image acquisition parameters, screening population and nodule documentation
strategy; and that it will vary for different datasets and institutions.
For practical applications of detection systems, a minimum size threshold
is usually specified where the visibility is reliable and where a specific action
will be taken for a detected nodule of that size; that is, this minimum size de-
pends on the clinical protocol that is supported by the detection system. Con-
sequently, detection system developers report the performance with respect to
a predefined size range [Sluimer et al., 2006; Enquobahrie et al., 2007; Zhang
et al., 2005; Ge et al., 2005; Brown et al., 2002; Bae et al., 2005; Armato et al., 2005;
Sahiner et al., 2007b]. In a clinical environment, the size of a nodule is usually
estimated by an expert using one of the standardized measurement procedures;
however, even for a single size metric, the disagreement between various read-
ers may be quite large [Reeves et al., 2007a; Armato III et al., 2007; Reeves et al.,
2007b].
The task for the detection system is to detect only nodules of a size above this
threshold, and to disregard smaller objects. Thus, the output of the algorithm,
which is usually represented by a set of detected nodule candidates, should be
separated into two size categories according to the estimated size. However, the
disagreement between automatically measured and ground truth size values
alters the performance evaluation subset and, subsequently, changes reported
detection performance. Further, it will be demonstrated how this disagreement
affects both the detection sensitivity and the false positive rate of a detection
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Figure 7.1: Histogram of diameters in Weill Cornell Medical Center
database of 3503 nodules. The curve connecting the tops of
histogram bars extrapolates to the small size range, showing
the effect of limited visibility.
system.
7.1 Method of ∆-compensation
Given a specific size cut-off threshold, the difference between the nodule size
estimation by a radiologist providing the ground truth and the automated can-
didate generation system complicates the procedure of detection performance
evaluation. To measure the performance of the system for only nodules above
certain threshold Dth, the detection algorithm needs to be configured to disre-
gard smaller nodule candidates.
In the hypothetical situation illustrated in Figure 7.2, when there is no dis-
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agreement between ground truth and automatic measurements,Dth clearly sep-
arates nodules and candidates into two size categories. Here the sensitivity
Sx≥Dth and false positive rate Fx≥Dth of the system are easily calculated in terms
of numbers of true and false candidates with the size x above the threshold Dth,
while the smaller candidates are ignored:
Sx≥Dth =
NTP
NTP +NFN
=
NTP
Nx≥Dth
, (7.1)
Fx≥Dth =
NFP
Ncases
, (7.2)
where Nx≥Dth is the total number of ”large” nodules and Ncases is the number of
cases.
In a non-ideal world, the difference in size estimation leads to situations
where some nodule sizes are either underestimated or overestimated. If a nod-
ule of size x1 < Dth has corresponding candidate size c(x1) ≥ Dth, it must be
considered as a false positive. Also, if a nodule of size x2 ≥ Dth is measured as
having size c(x2) < Dth, it will be filtered out by the detection algorithm and
recorded as a false negative. This effect is illustrated in Figure 7.3 and defini-
tions of true and false positives and negatives are shown in Table 7.1. In this
case, the sensitivity of the detection system can be calculated as (strokes denote
variables related to the non-ideal situation):
S ′x≥Dth =
N ′TP
Nx≥Dth
=
NTP −N ′FN(UE)
Nx≥Dth
. (7.3)
If we denote the probability for nodule of fixed size x to be underestimated in
size as P (c(x) < Dth), we can express the number of false negatives due to size
underestimate using the conditional mean:
N ′FN(UE) = NTP · E
[
P (c(x) < Dth)
∣∣ x ≥ Dth] . (7.4)
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nodules candidates
nodules candidates
FPTPFN
Dth
Figure 7.2: Ideal situation of zero size measurement error. Size threshold
clearly separates nodules and candidates into two size cate-
gories.
After the substitutions, we get the following expression for the non-ideal sensi-
tivity:
S ′x≥Dth = Sx≥Dth ·
(
1− E [P (c(x) < Dth) ∣∣ x ≥ Dth]) . (7.5)
Then, if we assume that for a nodule of size x there exists a random size mea-
surement error e(x) with the probability density function fe(x), so that c(x) =
x+ e(x), we can find the probability of the size underestimate:
P (c(x) < Dth) = P (e(x) < Dth − x) =
Dth−x∫
−∞
fe(x)(z) dz. (7.6)
Finally, considering that the size of the nodule x is drawn from the distribu-
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Figure 7.3: Diagram of nodule-candidate correspondence with the pres-
ence of non-zero size measurement error. Diameter threshold
Dth separates nodules and candidates into two subsets; how-
ever because of the measurement error, some detected nodules
have either underestimated or overestimated candidate size.
tion fx, the value of the sensitivity in the presence of measurement error can be
expressed as:
S ′x≥Dth = Sx≥Dth ·
1−
∞∫
Dth
Dth−x∫
−∞
fe(x)(z) dz · fx(x) dx
∞∫
Dth
fx(x) dx
 . (7.7)
Similarly, one can calculate the fraction of nodules overestimated in size that
should be counted as false positives. Besides the natural distribution of nodules
fx, this fraction depends on the distribution of measurement error fe(x). An
increase in this function variance decreases sensitivity and increases the false
positive rate of the detection system.
There always will be discrepancy in size estimates due to real nodule size
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Table 7.1: Definition of true and false positives for a nodule detection sys-
tem with a minimum nodule size limit of Dth. ”OE” and ”UE”
stand for size overestimate and underestimate, respectively.
Nodule state
not exists x < Dth x ≥ Dth
C
an
di
da
te
st
at
e c(x) ≥ Dth FP FP(OE) TP
c(x) < Dth - - FN(UE)
not exists - - FN
uncertainty and critical differences in human and machine measurements. This
discrepancy, if small, should not lessen reported performance of the detection
system. For this reason, we propose a ∆-size tolerance range method to com-
pensate for the size measurement error between a human expert and a computer
system, in which we do not count the candidates with sizes in the immediate
proximity of a cut-off threshold as either false positives or false negatives. This
concept is illustrated in Table 7.2. Given a small specific value for ∆, a candidate
is treated as overestimated or underestimated only if its size lies outside the in-
terval bounded by points: Dth−∆ and Dth + ∆. By applying this technique, we
directly reduce the chances for a nodule and its corresponding candidate to be
on opposite sides of the cut-off threshold, and increase reported sensitivity and
reduce the false positive rate.
In the case of ∆-compensation, the probability of size underestimation with
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Table 7.2: Compensation for size uncertainty using ∆ radius for candidate
sizes.
Nodule state
not exists x < Dth x ≥ Dth
C
an
di
da
te
st
at
e
c(x) ≥ Dth + ∆ FP FP(OE) TP
Dth ≤ c(x) < Dth + ∆ FP - TP
Dth −∆ ≤ c(x) < Dth - - TP
c(x) < Dth −∆ - - FN(UE)
not exists - - FN
compensation for uncertainty becomes:
P (c(x) < Dth −∆) =
Dth−x−∆∫
−∞
fe(x)(z) dz, (7.8)
and as ∆ approaches infinity, the fraction of false negatives due to size under-
estimation reduces to zero. As a result, sensitivity of such a detection system is
equal to one obtained with perfect ideal measurement:
S ′x≥Dth, ∆→∞ = Sx≥Dth . (7.9)
Generally, any value of ∆ greater than the maximum difference in measurement
error would result in the same (maximum) value of sensitivity. It can be shown
that larger values of ∆ have a favorable influence on the false positive rate of a
detection system as well.
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However, it is not desirable to use large values for ∆, since the candidate
size information would be completely disregarded. Candidates that have large
size measurement disagreement and clearly lie outside the size range of interest
should be not be counted as true positives.
To illustrate the concept of ∆-compensation, let us consider a hypothetical
situation of a detection system that detects nodules of the size 4 mm and larger.
If the system generated a candidate of size 4.2 mm for a 3.8 mm nodule (as
marked in the ground truth) this nodule is not counted as false positive, because
human measurement could be done with error and, in fact, the nodule had the
size of 4 mm. Similarly, when the system reports that a nodule has size 4.2
mm, while it was recorded in the ground truth as having size 3.8 mm, it is not
counted as false negative. In the opposite situation, if a detection system reports
a size of 4.2 mm on a 1 mm nodule, one must register a false positive, since the
detection system has made a mistake and this nodule is clearly outside of the
range of interest. Accordingly, if it reports 1 mm on a 4.2 mm nodule one must
register a false negative. In order to implement this scheme, one may need to set
a certain range of tolerance ∆ for the difference between nodule and candidate
sizes relative to the size cut-off threshold. In this case, the value ∆ = 1 mm
would be appropriate.
7.2 Evaluation of the method
In order to evaluate the impact of size measurement disagreement on detection
performance, an experimental automated nodule detection system that targets
solid isolated nodules [Enquobahrie et al., 2007] was used. The evaluation set
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consisted of 509 clinical cases from the CLDD 1.25 subset in which 690 solid iso-
lated nodules were identified and measured by at least two expert radiologists.
In the ground truth, nodule sizes were recorded as the average between the
maximum axial diameter and its largest perpendicular. The size cut-off thresh-
old was set to be 4 mm and the system was trained on the subset of 249 clinical
cases containing 323 nodules. This system was then tested on the remaining
260 cases containing 367 nodules. A modified version of a performance eval-
uation procedure was used. It gave the flexibility to vary ∆ and compute the
resulting FROC over the test dataset. When ∆ = 0, the performance is the same
as for the standard procedure that does not compensate for size measurement
uncertainty. ∆ = ∞ results in the performance that would have been obtained
by the detection system if the nodule size was measured perfectly without dis-
agreement. The values of ∆ in between corresponded to different degrees of
compensation. Moreover, the operating point on the FROC curve correspond-
ing to the maximum sensitivity of detection was selected. Then, the effect of ∆
on the maximum sensitivity and false positive rate corresponding to this point
was observed.
7.3 Impact of ∆-compensation
FROC curves were constructed for a documented dataset of 509 cases with the
minimum size threshold set to 4 mm. Three curves, shown in Figure 7.4, corre-
spond to different values of ∆ compensation. The baseline performance corre-
sponds to the case when there is no correction for size uncertainty, i.e. ∆ = 0.
The best performance was recorded at ∆ = ∞, when candidate size was en-
tirely ignored in performance evaluation. The middle curve corresponds to
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Figure 7.4: Effect of ∆ on the FROC for detection of solid isolated nodules.
The operating point, corresponding to the maximum sensitiv-
ity is denoted by circles.
∆ = 0.5mm.
The influence of ∆ on the sensitivity and specificity of the operating point,
corresponding to maximum sensitivity is shown in Figure 7.5. The difference
in nodule size estimate accounts for more than a 5% loss in sensitivity from
0.938 to 0.886 and a gain in false positive rate from 6.53 to 6.78. Any value of
∆ > 0.8mm and ∆ > 2.9mm did not help to improve sensitivity and false
positive rate, respectively. These values directly relate the maximum extent of
nodule size disagreement due to size underestimation and overestimation.
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Figure 7.5: Effect of ∆ on reported sensitivity (a) and false positive rate (b)
of the detection system for the maximum sensitivity operating
point.
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7.4 Conclusion
Nodule size disagreement between human and automated measurements can
have a significant impact on the performance evaluation of automated pul-
monary nodule detection systems due to the minimum size cut-off employed
by these systems. The study showed that this error reduced reported sensitivity
by about 5% and increased the false positive rate by about 0.25 per case. We
have presented a modified evaluation method that compensates for this error
and generates detection performance close to the ideal case that would have
been obtained if the nodule size was measured without error.
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CHAPTER 8
TRAINING AND EVALUATION OF THE CAD SYSTEM
In previous chapters, the individual components of the CAD system were
considered: the candidate generator, and the standard moments-based filter.
The evaluation of these parts was done independently. The purpose of this sec-
tion is to show how the system, described in Chapter 3, is trained and evaluated.
One assumption made here is that the individual components of the system,
namely lung segmentation, candidate generation, and feature computation al-
gorithms, are already optimized and are given.
The organization of this chapter is as follows. First, a description of the avail-
able data partitioning for training and evaluation is provided. Then, we will
proceed with the details of optimization of the detection cascade and selection
of the classifier. An overview of the system performance on different datasets
and nodule size ranges will conclude this chapter.
8.1 Partitioning of the datasets for training and evaluation
For the tasks of development and validation of a detection system, the tradi-
tional method of dividing available data into two independent training and test
sets of cases was chosen. This way, the system can be optimized on a training
subset and validated on a previously unseen test subset. Since in optimization
of the image features, parameter decisions were already made using the data
from the training subset, the techniques such as cross-validation were inten-
tionally avoided to exclude any possible bias in subsequent performance eval-
uation. The partitioning of the dataset for training and evaluation is shown in
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CLDD 2.5 
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Figure 8.1: CT scan datasets used for training and performance evaluation
of the CAD algorithm.
Figure 8.1. The enriched set of the CLDD 1.25 database was partitioned into two
halves for training and testing using the parity of the numerical case identifier
as the selection criterion. As the CLDD 2.5 and LIDC datasets were added later
and have fewer cases, they were used only for system evaluation.
Candidates from the training cases with the corresponding set of computed
features were used for optimization of serial and parallel false positive filters.
Candidates from the evaluation sets were used to obtain the final FROC curves.
8.2 Optimization of serial FP reduction
Optimization of the serial FP reduction cascade was done as described in Chap-
ter 3. The main purpose of the cascade was to sequentially reduce the number
of candidates that are processed at a later stage of detection. With this archi-
tecture, processing of computationally expensive features is delayed until only
a fraction of the original candidates remain, thus a significant speed-up of the
algorithm was achieved.
During the training, each candidate was assigned either a True or False class
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and the normalized distributions of feature values for both of the classes were
analyzed. Based on these distributions, a threshold was selected such that all
true positives are preserved and as many false positives as possible are filtered.
Some of the true positives were considered Outliers if the corresponding fea-
tures had an extreme value (e.g. diaphragm nodules have an extremely high
value for the total attachment feature, as discussed later in this chapter), and
were ignored in determining the threshold.
Some of the features (contrast, distance to lung boundary), shown in Fig-
ure 8.2, did not provide clear separation of the classes and therefore were used
only in the parallel classification stage.
The selected thresholds and the distribution of the values for the remaining
features used in the cascade are shown in Figure 8.3. The candidates having
a value greater than the selected threshold were disregarded and not consid-
ered further. An exception to this rule is the attachment features: the filtered
candidates had feature values higher than the threshold.
Some parameters of the resulting candidate filtering cascade are shown in
Table 8.1. Here the candidates greater than 4 mm were selected from the output
of the candidate generator run on the test set. The average processing time per
candidate and number of remaining candidates for each stage of the cascade are
given. Note that attachment and proximity features were computed together at
the same time to take advantage of reusing the same code.
The average processing time for the cascade organization is 88 seconds per
case, which is 4˜.7 times faster than the 412 seconds that are required for comput-
ing all the features without the cascade. This is achieved at the cost of reducing
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Figure 8.2: Distribution of contrast ratio and lung distance features: no
single threshold will separate true candidates from the false
candidates.
Table 8.1: Parameters of sequential false positive reduction cascade.
Feature Average computation time
(per candidate), s
Average candidates (per
case)
Contrast 0.003 2285
Attachment 0.007 2285
Proximity 0.018 998
Shape 0.022 498
Moments-based 0.130 280
overall sensitivity by 6%.
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Figure 8.3: Distribution of features and selected thresholds (dashed line).
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8.3 Training of the parallel classifier
As mentioned in Chapter 3, support vector machine (SVM) and distance
weighted nearest neighbor (dwNN) classifiers were used in the stage of par-
allel candidate classification. These two methods use different approaches to
construct the regression function, and therefore may provide different ”opin-
ion” and classification results. In training and evaluation, a subset of nodules
with size greater than 5 mm from CLDD 1.25 dataset was considered.
The experiment showed only marginal advantage of the SVM over the
dwNN classifier as shown in Figure 8.4. The quality of other system compo-
nents such as candidate generators and false positive filters might have greater
impact on the final performance of the system than does the selection of a par-
ticular classifier.
8.4 Evaluation of the system
In the set of experiments defined further in this section, certain properties of a
detection system are explored.
As mentioned earlier, solid nodules occur much more frequently than non-
solid nodules; therefore, detection performance on solid nodules makes the
largest contribution to the overall detection performance. For this reason and
for the simplicity of the performance measurement, the majority of the follow-
ing experiments were conducted on solid nodules only using the SVM as a final
classifier. At the end of the section, however, combined performance of solid
and nonsolid subsystems will be given.
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Figure 8.4: CLDD 1.25 set: detection performance on solid nodules of 5
mm in diameter and larger obtained using linear SVM and dis-
tance weighted nearest neighbor classifiers.
8.4.1 Effect of the target nodule size range
Depending on a clinical protocol, radiologists may be interested in identification
of nodules of a certain size range. With increased nodule size, it is expected
that coarse image resolution and image noise will have less impact on detection
quality. Therefore, with fixed image resolution, an automated detection system
may have better detection performance on nodules of larger sizes.
With this hypothesis in mind, the classifier was trained on the database using
solid nodules by setting the minimum nodule size to be equal to 4 mm. The
system was then tested on the subsets of nodules greater that 4, 5 and 6 mm in
diameter, respectively. The CLDD 1.25 dataset was used.
The results of this experiment are shown in Figure 8.5. The target nodule size
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Figure 8.5: CLDD 1.25 set: detection performance of the solid detection
subsystem trained on 4 mm nodules and tested on nodules of
different size range.
range is an important factor affecting the performance. Smaller nodules have
less variation in geometry and have much simpler attachment morphologies
compared to larger nodules, and they are easier to detect. However, the number
of candidates produced by the system increases roughly exponentially with the
size as shown in Chapter 5, and setting the size cut-off threshold higher would
reject many false positives. The experiment shows that while the sensitivity of
the system is higher for smaller nodules, false positives contribute much more
to the FROC curve and, as a result, performance on larger nodules is better.
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8.4.2 Effect of the optimization for target nodule size range
In this experiment, we tested the hypothesis that training nodule size range
would affect the performance on the test set, or in other words, whether it is
reasonable to train the system for a particular size range. The size range of
interest was set up to be 5 mm and the system was trained on nodules larger
than 4 mm, larger than 5 mm, and larger than 6 mm, separately. Again the
primary CLDD 1.25 dataset was used.
The experiment resulted in the curves shown in Figure 8.6. They indicate the
positive impact of the training for the specific target nodule size range. For ex-
ample, if one wants to disregard smaller nodules from consideration, the system
can be trained on larger nodules and be expected to have better performance.
This is explained by the fact that smaller nodules, especially on thick-slice im-
ages, are affected more by image noise and partial volume effect. Therefore, in
striving for a better generalization, the classifier model settings may ”ignore”
such properties of small nodules and perform more efficiently on larger nod-
ules.
8.4.3 Effect of the slice thickness
There are several critical image parameters that may affect the performance of a
detection system. Among these are image resolution and slice thickness. In the
first experiment, to validate the system on the CT scans with different acquisi-
tion parameters, it was tested on the CLDD 1.25, CLDD 2.5 and LIDC datasets.
Unlike the CLDD datasets, the LIDC dataset has scans of much higher variation
in slice thickness. To minimize the effect of limited visibility, the minimum solid
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Figure 8.6: CLDD 1.25 set: detection performance on solid nodules of 5
mm and larger trained on subsets of different size range.
nodule size was selected to be 5 mm for all sets.
The FROC curves in Figure 8.7 indicate that the performance of the system
is slightly degraded with the increase in slice thickness; however, from the com-
parison with Figures 8.5, 8.6, one may see that the performance of the system is
affected more by target nodule size range. One must note that the difference in
observed plots may also be explained by the population variation between the
datasets.
8.4.4 Effect of windowing on detection of nonsolid nodules
In the next experiment the detection performance on nonsolid nodules with re-
spect to sizes of 8 mm and greater was evaluated. Here the windowing thresh-
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Figure 8.7: Detection performance of solid nodules obtained for the
CLDD 1.25, CLDD 2.5 and LIDC test datasets with respect to
the nodules of 5 mm in diameter and larger.
old Twind of -680 HU as determined by [Browder, 2007] was used along with two
additional levels of -630 HU, and -730 HU. The threshold resulting in better per-
formance was selected for the evaluation of the system.
The three curves of the detection performance obtained on the training set
corresponding to different threshold levels are plotted in Figure 8.8(a). The orig-
inal threshold of -680 HU resulted in the highest possible sensitivity. The detec-
tion performance on the test set obtained for this threshold is illustrated by the
FROC curve in Figure 8.8(b).
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Figure 8.8: CLDD 1.25 set: detection performance on nonsolid nodules of
8 mm and greater. Shown are performances on the training set
with respect to different windowing thresholds Twind (a) and
finalized performance on the test set with selected threshold
Twind = −680HU (b).
8.5 Combined detection performance
Finally, the FROC curves from combining the results on the CLDD 1.25 dataset
were constructed. Solid nodules equal to or larger than 5 mm and nonsolid nod-
ules equal to or larger than 8 mm were considered. The results of the experiment
are shown in Figure 8.9.
The shape of the combined detection performance graph is very similar to
the one obtained for solid detection only. This was expected, and it can be ex-
plained by the relatively small number of nonsolid nodules that do not affect the
overall sensitivity. A low false positive rate attained on solid nodules induces a
shift to the right of the combined FROC plot.
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Figure 8.9: CLDD 1.25 set: combined detection performance on both solid
and nonsolid nodules.
8.6 Discussion of the results
Independently of the operating point, a large fraction of the false negatives
(missed solid nodules) for all datasets were in the thoracic diaphragm region
of the lungs as shown in Figure 8.10. Although these nodules were identified by
the candidate generator, none of the subsequent computed features were specif-
ically designed to process nodules of these types. In general, any object within
the lung with a large amount of attachment is difficult to identify. Two more
examples of missed nodules are shown in Figure 8.11.
At high sensitivity levels, another source of false positives were the complex
mediastinal vessel junctions and irregularities on the lung boundary as illus-
trated in Figure 8.12.
The main source of false positives findings in detecting nonsolid nodules
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(a) (b)
Figure 8.10: Costophrenic (thoracic diaphragm region) nodules are among
the most challenging false negatives.
(a) (b)
Figure 8.11: False negatives: nodule confused with vascular branching
point (a), complex attachment between a vessel and an air-
way(b).
were noisy parts of the lung parenchyma primarily near the thoracic diaphragm
and heart, as illustrated by the example in Figure 8.13. Some CT scans were
noisier than others, which led to a high variation in the number of such false
positives across different scans.
Another source for increased false positive rate was the irregularities of
larger lobulated nonsolid regions as displayed in Figure 8.14. Even though such
a finding is not technically a false positive, an elegant scheme for counting these
irregularities in the performance evaluation process was not developed.
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(a) (b)
Figure 8.12: Common false positives: complex pulmonary vessel junction
in mediastinal region (a) and osteophyte (b).
Figure 8.13: An example of a false positive in the thoracic diaphragm re-
gion of the lungs.
At low false positive rates, the nonsolid fraction of the candidates is high,
which makes it possible to use this scheme together with a regular solid de-
tection system. Both solid and nonsolid automated detection components of a
system would provide a non-overlapping set of nodule candidates that can po-
tentially lead to increased overall quantitative performance of the entire system.
This study has also demonstrated that in comparison to solid nodule detec-
tion schemes, identifying nonsolid nodules is easier: one does not need sophis-
ticated techniques for reducing solid false positives that generally have much
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Figure 8.14: Example of a lobulated nonsolid lesion documented as a sin-
gle nodule that resulted in four adjacent detected candidates.
higher variation in shape and location.
In spite of the absence of a preprocessing stage, the solid detection part re-
quires more computational resources than nonsolid nodules. Therefore, when
doing the detection in parallel, one needs to concentrate speed optimization ef-
forts for only one of the subsystems.
Results from the detection of nonsolid nodules are better than the ones for
solid nodules; there are very few objects within the lungs with a shape and
consistency similar to nonsolid lesions. Moreover, the target nodule size range
of interest is higher for nonsolid nodules, which helps to filter the majority of
small false positives by size alone. In spite of the absence of extensive cascade
and classifier optimization, our system can provide high sensitivity at false pos-
itive rates comparable to the results achieved by the best CAD systems reported
in the literature.
The presented detection scheme achieved high detection performance at low
false positive rates for both small solid and nonsolid nodule categories on dif-
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ferent datasets and different size ranges of interest. The detection system may
produce similar results independently of CT image acquisition parameters that
confirm its robustness.
134
CHAPTER 9
CONCLUSION
Lung cancer, one of the deadliest diseases, needs to be diagnosed and treated
in an early stage, when tumors are represented by small pulmonary nodules.
Several clinical studies showed the effectiveness of using chest CT scans for
nodule identification. As the nature of manual search is tedious and time con-
suming, the demand for computer-assisted methods is rising. The main focus
of this dissertation was to advance the current practice of computer-aided de-
tection of pulmonary nodules from CT scans.
One of the major accomplishments of this thesis is improved detection per-
formance on both solid and nonsolid nodules compared to the results obtained
by our research group in 2007 [Enquobahrie, 2007]. The progress in detection
performance is shown in Figures 9.1 and 9.2. A detection sensitivity of approxi-
mately 90% was achieved at the rate of 2 FP per scan for solid nodules and 100%
at the rate of 3.2 FP per scan for nonsolid nodules of clinically significant sizes.
Such an improvement was the result of having the large, enriched CT scans
dataset and the new advanced architecture of the system comprised of efficient
computer algorithms.
The primary development dataset (CLDD 1.25) was increased in size to 706
CT scans compared to 250 scans in 2007. Thus the sizes of the development and
evaluation subsets were increased proportionally with immediate implications
for the increased generalization of detection algorithms. Moreover, the new
dataset has a large population of solid and nonsolid nodules of clinically rele-
vant sizes. This dataset can become a valuable resource for future development
of the CAD system.
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Figure 9.1: Progress of the CAD system performance with respect to the
solid nodules of 5 mm in diameter and larger.
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Figure 9.2: Progress of the CAD system performance with respect to the
nonsolid nodules of 8 mm in diameter and larger.
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Because of fundamental differences between solid and nonsolid nodules, the
CAD system architecture was redesigned to incorporate parallel detection for
both classes. Such organization helped to optimize the detection algorithms for
each of the classes independently and to obtain better performance.
Both nodule detection modules were reinforced by a new candidate gener-
ator based on multiscale Laplacian of Gaussian filtering. The sensitivity of the
candidate generator was shown to reach 0.998 (498/499) for solid nodules. A
sensitivity of 1.000 (107/107) was achieved for nonsolid nodules after the ap-
plication of the intensity windowing technique. Further, application of scale-
normalized LoG filters allowed for both accurate size and nodule centroid esti-
mation.
A standard moments based vessel bifurcation filter is another algorithmic
improvement that targeted the most common type of false positive findings.
The presented method resulted in 99% sensitivity and 80% specificity for the
task of distinguishing nodules from vessel bifurcation points. Moreover, the
filter was able to reject up to 69% of false positives with almost no loss in sensi-
tivity after incorporating it into the design of the detection system.
In order to provide a more meaningful assessment of CAD system perfor-
mance, we proposed a method of quantification of nodule size measurement
error that affects the calculation of both the sensitivity and false positive rate.
Our results suggest that the nodule size disagreement between human and au-
tomated measurements can have a significant impact on the detection perfor-
mance evaluation. There is an associated error that reduced reported sensitivity
by about 5% and increased the false positive rate by about 0.25 per case. We
presented a modified evaluation method, called ∆-compensation, that accounts
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for this error and generates detection performance close to the ideal case that
would have been obtained if the nodule size was measured without error.
9.1 Future research
Future research in the field of automated nodule detection must be concentrated
on approaching and exceeding the performance of a human reader. This will
guarantee the improved quality of diagnosis, resulting in better prognosis for
lung cancer patients.
Currently, automated detection systems, including the one reviewed in this
thesis, can provide sensitivities above 90% (close to 100% after candidate gen-
eration step), which are higher than the sensitivity range of a human reader
(30 – 70%). However, such levels are achieved at a high false positive rate, while
expert radiologists operate at the false positive rates close to zero. Therefore, fu-
ture CAD development must be primarily focused on reducing false positives
to very low values while preserving the sensitivity as high as possible.
The candidate generator providing high sensitivity regardless of the nod-
ule type is the first requirement for such a system. The second requirement is
that the subsequent candidate classification should work in a way that allows
preserving the sensitivity at approximately the same level while the false pos-
itive rate decreases. High variety of nodule presentations makes the design of
the features that work universally for all nodule types extremely difficult. For
example, diaphragm nodules and nodules adjacent to vessel branching points
resulted in a very dissimilar and distinct set of features, which ultimately leaded
to decreased system sensitivity at lower false positive rates.
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For this reason, nodules of common shape and consistency should be aggre-
gated into separate classes that are processed individually. Each class should
have its own set of specifically tailored features. One obstacle to this scheme
is that only a small number of samples may belong to a certain class, e.g. di-
aphragm nodules. From the algorithm learning perspective, it is very difficult to
design a robust scheme that will generalize well if the training set is small. How-
ever, this can be addressed by enriching the dataset with these types and/or re-
sorting to nodule simulation or insertion. Alternatively, particular rare nodule
class can be ignored completely at the cost of reduced overall sensitivity.
As a result of the observations made during this research work, the nod-
ule types that may require special attention are: diaphragm nodules, nodules
with complex vessel attachments (both within parenchyma and attached to the
wall), nodules of unusual shape (flat and elongated), and nonsolid nodules of
very low contrast with lung parenchyma. The apperance of nodules in diseased
lungs (emphysema, interstitial lung disease, chronic obstructive pulmonary dis-
ease) is also altered; and therefore, these nodules may deserve a special class as
well.
As mentioned above, the major drawback of modern CAD systems is low
sensitivity at the false positive rates close to zero. This may prompt switching
from FROC to the use of alternative performance evaluation metrics such as
sensitivity of detection at zero false positive rate. Systems optimized for this
metric may have a greater chance of attaining and surpassing the radiologist at
his native false positive rate. One advantage of such a metric is that combined
output of multiple detectors cannot decrease it. Subsequently, the architecture
of the corresponding detection system may incorporate a large number of the
139
simple detectors that are optimized for maximum specificity and that operate at
a rate of zero false positives.
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