Dose reduction in computed tomography (CT) has been of great research interest for decades with the endeavor to reduce the health risk related to radiation. Promising results have been achieved by the recent application of deep learning to image reconstruction algorithms. Unrolled neural networks have reached state-of-the-art performance by learning the image reconstruction algorithm end-to-end. However, it suffers from huge memory consumption and long training time, which made it hard to scale to 3D data with current hardware. In this paper, we proposed an unrolled neural network for image reconstruction which can be trained step-by-step instead of end-to-end. Multiple cascades of image domain network were trained sequentially and connected with iterations which enforced data fidelity. Local image patches could be utilized for the neural network training, which made it fully scalable to 3D CT data. The proposed method was validated with both simulated and real data and demonstrated competing performance against the end-to-end networks.
I. INTRODUCTION
OSE reduction in computed tomography (CT) has been of great research interest for decades, to reduce the risk of radiation related diseases for patients undergoing CT scans [1] [2] . Tube current reduction is currently the most practical way to achieve lower-dose scans [3] . Meanwhile, sparse-view sampling has also demonstrated great potential in dose reduction, and corresponding systems are under active development [4] .
Both low-current and sparse-view CT are accompanied with deteriorated image quality due to increased noise level and artifacts. To improve image quality, iterative image reconstruction algorithms have been studied to model the problem with more precise statistics and prior knowledge. Many prior functions have been designed to explore certain characteristics of medical images, such as smoothness, edge sparsity, and local patch similarity. Some of the most widely used functions include Huber prior, total variation, non-local mean, low-rank, etc. [5] - [8] .
Other than manually exploring useful features of the image, machine learning was also introduced into image reconstruction. Early works incorporated linear feature learning, such as dictionary learning and principal component analysis [9] [10] . Recently, the development of deep learning made it possible to model much more complex features with high order nonlinear functions, i.e. artificial neural networks.
One way to incorporate neural networks into image reconstruction is modeling prior functions with unsupervised learning and reconstructing images in a way similar to previous iterative algorithms [11] - [14] . Unsupervised learning does not require well labeled training dataset, which can be challenging sometimes. But it requires careful hyperparameter tuning for both training and testing, which has been a problem for iterative reconstruction for a long time [15] .
Supervised learning is another framework for image reconstruction with neural networks, and it is quite different from conventional iterative methods. It utilizes the high capacity of deep neural networks and directly map the corrupted data to ground truth images. Because of its simplicity and efficiency, supervised learning methods have been of most research interest for image reconstruction. Supervised learning requires paired noisy data and ground truth, which is not available for many applications. Realistic simulation is needed under such occasions.
Image domain denoising is the most straight forward way for neural-network-based CT image reconstruction, and different network structures have been explored, including plain convolutional neural networks (CNN), Residue CNN, Encoderdecoder CNN, U-Net, etc. [16] - [20] . Kang [24] .
Image domain methods are usually based on images reconstructed with simple algorithms such as filtered backprojection (FBP), and some details may be inevitably lost during the process. Incorporating projection data into the image restoration can potentially preserve more details. Current stateof-the-art is unrolling conventional iterative algorithms into finite iterations and parameterizing prior function related terms and hyperparameters with CNNs. Very deep neural networks can be built and trained end-to-end. The unrolling framework has been used in magnetic resonance imaging (MRI), CT and photoacoustic tomography [25] - [32] . Particularly for CT image Dufan [31] . Despite of their superior performance, however, most of the unrolled networks for CT and MR image reconstruction were only demonstrated on 2D data. This is mainly due to the high computational and memory cost for the training of the unrolled network. Unlike image domain denoising networks which can be trained on small local patches, the system matrices invoked in the unrolled network made it necessary to pass the entire image through the neural network at training time. For efficient calculation of gradients, the value of intermediate CNN layers must be stored, whose size can be extremely large for high resolution images. For example, a 10-layer CNN with 32 channels at each layer would require at least 40 gigabytes to store the intermediate value of a 512 × 512 × 128 input of float32 type, which cannot fit into a single graphic processing unit (GPU) nowadays. It is possible to overcome this issue by manual management of memories and neural network training, but a simpler solution is also worth investigation to reduce the cost of hardware and complexity of implementation.
Beside memory consumption, training time could also be an issue when scaling current unrolled networks to 3D. Each training step invokes several times of forward and backward projection, which can be quite time consuming for 3D reconstruction. Furthermore, the network is trained on the entire image volume, which leads to a much higher computational cost for each training step compared to patch-based approaches.
To overcome the computational issues in the training of unrolled network for CT image reconstruction, we proposed a cascaded structure and related training scheme. Instead of training the entire neural network end-to-end, we broke down each iteration and trained the sub-networks sequentially. Each network was trained to map the current image to the training ground truth, and they were connected by iterations enforcing data fidelity to preserve details from projection data. We used UNet [33] for the mapping networks and separable quadratic surrogate with ordered subsets (OSSQS) [34] for the data constraint. The method was evaluated on the 2016 low-dose CT challenge dataset [36] and demonstrated comparable performance to state-of-the-art end-to-end trained networks for CT image reconstruction for both sparse-view and low-dose problem in 2D. It was also tested in 3D and achieved acceptable image quality in reasonable training time.
It was noted that the proposed training framework resembled the work in [32] , where a 3D photoacoustic tomosynthesis problem was solved by cascading 3D CNNs and gradient descent. But CT images had much finer structures and lower contrast to recover compared to photoacoustic tomosynthesis, and our study indicated that it required both expressive CNNs and fast-converging reconstruction algorithm to achieve acceptable image quality. Hence, we employed UNet which is much deeper than the plain CNN in [32] and OSSQS instead of gradient descent. Relevant results will be demonstrated.
II. METHODOLOGY

A. Algorithm
The proposed cascaded network alternated between the OSSQS step for data fidelity constraint and the neural network step for prior information embedding. Its testing procedure is summarized in table 1.
The input to the testing algorithm included initial image (0) , projection data , system matrix , number of subsets for OSSQS, and number of cascades . It also included the neural network structure ( , ; ) along with its parameters (1) , … , ( ) for different cascades. The network concatenated and along the channel dimension and took the concatenated tensor as the input. Since was the result from one iteration of OSSQS, the neural network implicitly performed interpolation or extrapolation based on the combined input.
The OSSQS ‖ − ‖ 2 2 ( ; ) in step 3 of algorithm 1 denotes one iteration of OSSQS to minimize ‖ − ‖ 2 2 with subsets, summarized as:
where is the mth subset of the system matrix , is the projection data corresponding to the mth subset, and is an allones matrix with the same dimension as .
During the training phase, each CNN was trained sequentially from cascade 1 to cascade by individually minimizing the distance to the ground truth. The training algorithm is summarized in table 2. The training algorithm took training 
INPUT:
(0) , , , , ; ( , ; ), (1) , … , ( ) ; OUTPUT: Reconstructed image 1 , , , ( , ; ); OUTPUT: Network parameters (1) , … , ( ) 1 For = 1, … , :
samples, each with matched ground truth ref , initialization (0) and projection data .
The training of each cascade was accomplished with step 3 to 5 in algorithm 2.
Step 3 performed OSSQS on all the training samples for data fidelity correction.
Step 4 was training the CNNs, which could be realized by most standard CNN training algorithms.
Step 5 updated all the training samples with the trained CNN and prepared data for the next cascade.
One of the most important characteristics of algorithm 2 is that the CNN training step 4 was entirely in the image domain, thus it could be done on patches instead of full images for less computational burden. Although the boundaries are not identical for patch-and whole-image-based training due to zero padding, it has been demonstrated that patch-based training can also achieve good performance for image denoising problems [35] .
The initialization image (0) could be but was not restricted to filtered backprojection (FBP) images. It will be demonstrated that starting from zero could also achieve acceptable performance for the proposed method.
For the neural network ( , ; ), a UNet was used, whose structure was similar to that in [33] with a few modifications. A 2D version of the network is demonstrated in figure 1 .
B. Related Works
Most existing unrolled networks, such as primal-dual and LEARN networks [30] [31] , are based on algorithms for unconstrained problems:
where (⋅) is the prior function on image, and is the hyperparameter to balance priors and data fidelity. They parameterized the terms related to and (⋅) in the optimization algorithm for (2) to build the neural network.
Our cascaded network and its training scheme were closer to the ASD-POCS algorithm [6] , which solves the constrained CT reconstruction problem:
where is the hyperparameter which is related to the noise level of the projections. The ASD-POCS algorithm alternatively optimizes for the data fidelity and prior function, and its outline is summarized in table 3 .
In the testing algorithm 1 for the cascaded network, step 3 resembled step 3 in algorithm 3 and the step 4 resembled step 4 and 5. The purpose of step 4 and 5 in ASD-POCS is infusion with the prior information. Because minimization of ( ) usually contradicts the constraint, step 4 and 5 are controlled with limited number of iterations and adaptive step size so that does not diverge from the data constraint too much. However, such restriction would be unnecessary if ( ) is an oracle which can precisely model the statistics of the ground truth. Then step 5 can be repeated until converges near the ground truth. The training algorithm 2 was trying to approximate such an oracle's behavior at each cascade with neural networks.
III. EXPERIMENTAL SETUP
A. Datasets
The methods were tested on 2016 Low-dose CT Grand Challenge dataset, which was composed of projection and image data of chest and abdomen CT scan from 10 patients [36] . The axial resolution of the images varied from 0.66 × 0.66 mm 2 to 0.8 × 0.8 mm 2 , and the slice thickness was 0.8 mm.
Equiangular fanbeam projections was simulated by forward projecting images slice by slice for the training and part of the testing. To evaluate robustness of the trained networks against different noise type, the original projection data were also rebinned to multi-slice fanbeam for testing [38] . Key geometric 
INPUT:
(0) , , , 0 , 0 , , , ( ); OUTPUT: Reconstructed image ; 1 ≔ (0) , ≔ 0 , ≔ 0 ; 2 Repeat until stop: 3
≔ POCS ‖ − ‖ 2 2 ( ; ) a ; 4 For = 1, … ,
Reduce according to certain rules b ; 7 ≔ × ; 8 Return . a POCS ‖ − ‖ 2 2 ( ; ) stands for the projection onto convex set (POCS) algorithm to minimize ‖ − ‖ 2 2 with relax factor . It was realized with arithmetic reconstruction technique (ART) in [6] .
b See [6] and [37] for more details on parameter selection, updating rules and stopping criteria. factors are given in table 4.
B. 2D Sparse-view
64 noiseless projections per rotation (36 times downsampling) were simulated with Siddon model [39] for the 2D sparse-view study. 25 slices were randomly selected from each patient, where the slices from 8 patients were used for training and the rest 50 slices composed the testing dataset. To evaluate the network's robustness, Poisson noise equivalent to 10 6 , 2.5 × 10 6 , 5 × 10 6 , and 10 7 initial photons per ray were injected to the testing projections.
For the proposed method, we used 2D UNet with depth of 4, 10 cascades and 64 subsets for the OSSQS as the baseline configuration. The subsets order was random each time OSSQS algorithm was invoked. The performance with different network depth, number of cascades and number of subsets were also investigated. Each cascade was trained from scratch with 100 epochs of Adam algorithm [40] with learning rate of 1 × 10 −4 . The images were normalized to (Hounsfield unit value + 1000) / 1000 before they were input to the network.
FBPConvNet, LEARN and primal-dual networks were also evaluated as reference methods [18] [30] [31] . FBPConvNet was implemented with the same network structure in figure 1. But its channel number was doubled for all the hidden layers and the depth was increased to 5 for more capacity. We used 50 unrolls for LEARN network and 10 unrolls for primal-dual network as indicated in the corresponding papers. Adam optimizer with learning rate of 1 × 10 −4 was used for the training, and number of epochs for each algorithm was 100, 200, and 500 respectively. Each epoch iterates over all the 200 training slices once with random access order and minibatch size of 1. The images and projections were normalized in the same way to the cascaded networks. Random flips along 4 directions were used to augment data for the proposed method and FBPConvNet, but not applied to LEARN and primal-dual networks. No over-fitting was observed for LEARN and primal-dual networks without the data augmentation.
FBP images with Ram-Lak filters were used as the initialization for all the algorithms. Zero initialization were also tried for the proposed method and primal-dual network.
C. 2D Low-dose
576 projections per rotation (4 times downsampling) were simulated for low-dose studies. Poisson noise equivalent to 1.5 × 10 5 initial photons per ray was injected to match the noise level of the real projections. Construction of the training and testing datasets, model and training parameters kept the same with the 2D sparse-view study except for a few points: FBPConvNet used depth of 4 instead of 5 to avoid overfitting; initialization was taken from FBP with Hann filter instead of RL filter.
Besides the simulated data, the real normal-dose projections were also downsampled to 576 views per rotation for testing purpose. The reconstructed image size was set to 640 × 640 to cover the entire field of view. The reference images for the real data testing were reconstructed from full-view projections with Hann filter.
D. 3D sparse-view
The proposed network was further applied to a 3D sparseview study to evaluate its performance in 3D with patch-based training. Noiseless multi-slice fanbeam projections were simulated with 64 views per rotation under the simulation geometry in table 2. The data from 8 patients were used as the training set, whereas the rest two patients composed the testing data. The UNet was extended to 3D by simply adding one more dimension. The 3D UNet was isotropic for the 3 dimensions.
We used 3D UNet with depth of 4, 10 cascades and 64 subsets. The network could not fit into our GPU's 12GB memory if trained on the entire volume, instead it was trained on 96 × 96 × 96 patches. During testing, the network was applied to 288 × 288 × 72 patches with step size of 256 × 256 × 50, and Gaussian weighting was used for the aggregation of testing patches. Adam optimizer with learning rate of 1 × 10 −4 was employed and 80 epochs of training were done for each cascade. In each epoch, 50 patches were randomly extracted from each training volume and randomly flipped along the three directions. The minibatch size for the training was 1.
Both memory consumption and training time would be impractical to train the LEARN and primal-dual networks for the 3D studies, so we only compared to a 3D version of FBPConvNet with depth of 5 and doubled channel number. All the training parameters were set to the same with the training of a single cascade, except that 100 epochs were used for FBPConvNet.
E. Implementation
All the algorithms were implemented with Tensorflow Figure 2 gives the images of one testing slice reconstructed by the algorithms for the noiseless 2D sparse-view. LEARN, primal-dual and cascaded networks recovered most of the details, whereas FBPConvNet with depth of 5 failed in doing so. There was no significant difference on the reconstructed lesion from the three methods. However, the liver reconstructed by LEARN and primal-dual networks had more dark spikes than that reconstructed by the proposed methods. Furthermore, there was no subtle visual difference between the images reconstructed by cascaded networks with FBP and zero initialization. Table 5 lists the averaged root mean squares (RMSEs), similarity indices (SSIMs) [42] on the testing dataset. Contrast to noise ratios (CNRs) were also calculated for the lesion in figure 2 . Primal-dual with zero initialization achieved the best performance on RMSE, outperforming the cascaded networks by approximately 5%. Primal-dual and cascaded networks achieved similar performance for SSIM in the liver window. And the proposed method gave the best CNR of the lesion. Given the images and statistical metrics, similar performance was achieved by the primal-dual and cascaded networks in the 2D sparse-view study. Figure 3 demonstrates the RMSEs and SSIMs with different level of Poisson noise injected into the testing projections. All the networks were trained with noiseless projections. LEARN, primal-dual and cascaded networks showed same trend of robustness up to noise level of 0 = 10 6 . Further increase of noise level would lead to unacceptable image quality.
IV. EXPERIMENTAL RESULTS
A. 2D Sparse-view
The importance of ordered subsets and deep networks can be concluded from figure 4. Increasing number of subsets was not only accelerating convergence, but also vital for achieving better converged performance. It indicates that data fidelity enforcement must be strong enough to compensate for the bias caused by the neural networks. The depth of neural networks also demonstrated similar trend: increasing the depth would both increase convergence speed and reduce bias unless overfitting happened. Table 6 listed the statistical metrics for the 2D low-dose testing for both simulated and real data. Images of a testing slice from the real data are given in figure 5 . CNRs were calculated for the lesion in the slice besides averaged RMSEs and SSIMs of the testing dataset. The depth of the UNet in FBPConvNet was 4 instead of 5 here to avoid overfitting. The primal-dual network still had the best performance on the simulated dataset, where the noise exactly matched the training dataset. But the performance of all the network-based method were not far from each other on the simulated dataset. The difference between FBPConvNet (worst) and primal-dual network (best) was 6% on RMSE.
B. 2D Low-dose
There were much greater margins among the performance when transferring the trained network to real projections. Primal-dual network basically failed the transfer because of the change on the statistics of the projection data: in the simulation the images used for forward projection did not include the entire patient bed, which lead to slightly boundary difference on the simulated and real projections. Using FBP initialization could improve the performance, but noise distribution was nonuniform on the reconstructed image, where it was oversmoothed near the center but became noisy when moving away. On the contrary, all the image-based networks worked fine after transfer. Cascaded networks with zero initialization achieved the best performance for all the metrics listed in table 5 besides prima-dual network. In figure 5 , the results from cascaded networks were less noisy compared to LEARN and had better contrast than FBPConvNet. Figure 6 demonstrated the impact of number of subsets and depth of UNet on the performance of the cascaded networks. The improvement on RMSEs by increasing number of cascades was subtle, but the images reconstructed by the cascaded networks demonstrated better contrast than FBPConvNet in figure 5 . The testing curve did not diverge with increased number of cascades, indicating that the cascade framework had certain robustness against overfitting.
The impact of subsets and depth of UNet was basically the same with that in the 2D sparse-view study, supporting the usage of ordered subsets and deep structure for the proposed method.
C. 3D Sparse-view
A testing volume reconstructed from noiseless 3D projections is given in figure 7 , whereas relevant metrics are listed in table 7. Comparing to figure 2 and table 5, The patchbased 3D cascaded network achieved similar performance to its 2D version which were trained on the entire slice. Figure 8 gave the RMSE versus number of cascades curve on the testing dataset for the 3D sparse-view study. Same trend of convergence was presented as in the 2D sparse-view study, except for the rising peaks due to occasional bad initialization of the neural network. The 3D sparse-view study demonstrated the feasibility of patch-based training for the cascaded network.
V. CONCLUSION AND DISCUSSION
In this paper, a training time computationally efficient cascaded neural network was proposed for CT image reconstruction. By breaking the unrolled network into individual networks which were trained on image domain sequentially, the proposed method overcame the memory consumption problem of end-to-end training and was scalable to 3D CT data. Patch-based training could also speed up convergence, leading to less training time. Furthermore, the OSSQS iteration only need to be performed once for each training sample at one cascade, which greatly reduced projection-related calculation compared to end-to-end method, where projection and backprojection must be calculated at each training iteration.
The proposed method was validated with simulated and real data from 2016 Low-dose Challenge dataset, demonstrating competing performance and robustness against existing end-toend neural networks for image reconstruction. The performance of the cascaded networks was close to prima-dual and LEARN networks in the 2D sparse-view and low-dose studies on both statistical metrics and visual inspection of images. The cascaded network also demonstrated certain resistance to overfitting, although its total number of parameters was far more than that in the prima-dual or LEARN networks. We have tried training the cascaded network end-to-end, but overfitting quickly happened with only 5 cascades. On the theoretical aspect, unlike most end-to-end networks which are formulated from unconstrained reconstruction algorithms, the proposed method is more relevant to ASD-POCS which solves the constrained problem. The learned network at each cascade resembled the adaptive descent on the prior function in ASD-POCS.
It was important to use large number of subsets for OSSQS and deep network structure. The purpose of OSSQS was for strong data fidelity enforcement. Multiple steps of SQS without subsets should lead to the same performance, but at the cost of longer training and testing time. The depth of network was also vital for the performance of the algorithm. UNet was used in this work to demonstrate the feasibility of the cascaded framework, but other network structures should also be valid if they have enough expressive power.
One drawback of the current method is longer testing time compared to end-to-end methods due to more complex networks at each cascade. This problem could be partially solved by reducing number of cascades; distributing computation to multiple GPUs; or using deep networks in earlier cascades but simpler networks in later cascades. We did not compare with adversarial-loss-based networks [23] [24] , because the focus of this work was the structure of networks and training method rather than the loss function. It is feasible to replace the current L2 loss with adversarial loss in later cascade where the training is nearly converged.
