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Resumen
Los motores de induccio´n, especialmente los de rotor jaula de ardilla, se convirtieron
en pieza fundamental en aquellas aplicaciones que requieren la transformacio´n de energ´ıa
ele´ctrica a meca´nica, consiguiendo reemplazar los motores dc en la mayor´ıa de los pro-
cesos (alrededor del 90 % de las operaciones), como en el traslado de cargas pesadas,
bombas centr´ıfugas de impulsio´n, bandas transportadoras, herramientas ele´ctricas o en
autos ele´ctricos, entre otros [1–4]. Lo anterior se debe al surgimiento de la electro´nica de
potencia, de microcontroladores ma´s robustos, y al desarrollo de controles modernos que
permitieron avanzar en el estudio de controladores de velocidad y torque para los motores
de induccio´n. Aunque los motores dc de excitacio´n separada pueden ser regulados fa´cil-
mente, se hizo indispensable desarrollar te´cnicas de control para las ma´quinas ac, debido
a que los primeros presentan desventajas por su alto costo en el mantenimiento, adema´s
de tener un margen reducido en la variabilidad de su velocidad [2, 5].
Los controladores de velocidad y par que se han desarrollado para los motores de
induccio´n, han tenido como base el funcionamiento de los motores dc debido a que estos
pueden ser regulados con sus corrientes de campo if y de armadura iA, que son variables
independientes entre s´ı. A trave´s de if e iA, se controla el flujo magne´tico del motor ψr (por
consiguiente su velocidad meca´nica ωr) y el torque electromagne´tico τe, respectivamente.
Sin embrago, en los motores de induccio´n la dificultad radica en la no linealidad de su
modelo matema´tico y en el fuerte acoplamiento entre su flujo magne´tico y su par [1,2,6],
haciendo necesario el uso de te´cnicas matema´ticas de transformacio´n establecidas por
Park y Clark, y cuales permiten desarrollar el modelo del motor de induccio´n jaula de
ardilla, como un conjunto de ecuaciones desacopladas, ya sea en el marco de referencia
en cuadratura estacionario αβ o giratorio dq . Es con base en esta teor´ıa que se puede
establecer una analog´ıa para el control tanto de la ωr como del τe, entre el motor dc de
excitacio´n separada y el motor de induccio´n.
Las te´cnicas de control desarrolladas para ma´quinas ac constituyen dos grupos, el pri-
mero es llamado control escalar y el segundo se denomina control vectorial (indirecto y
i
ii
directo). En la figura 1 se puede apreciar la clasificacio´n de dichos controles. Para esta
investigacio´n se propone emplear la metodolog´ıa de control vectorial orientado al campo o
Field Oriented Control (FOC), ya que se han demostrado sus buenos resultados en te´rmi-
nos de la dina´mica de la ma´quina [2, 6–8]. En esta estrategia de control se requiere de los
flujos del rotor y la velocidad del motor, sin embargo, obtener una medida directa de los
flujos o la posicio´n de estos es complicado por medio del uso de sensores, ya que su ajuste
o ubicacio´n en un motor de induccio´n de rotor jaula de ardilla no es simple y representar´ıa
un incremento en los costos en la ma´quina [2, 9]. Con base en lo anterior, se recurre a la
implementacio´n de observadores que no so´lo estiman las variables deseadas como la velo-
cidad y los flujos en el rotor, sino tambie´n brindan robustez al controlador [1,2,7,9–12]. Se
ha podido establecer a partir de la literatura especializada en controladores para motores
de induccio´n [1, 2, 6–8, 11, 13–16], que dos de los observadores ma´s aprovechados para tal
fin son el Luenberger y el Adaptativo Model Reference Adaptative System (MRAS), los
cuales requieren de variables ele´ctricas como tensiones y corrientes del esta´tor, adema´s de
los para´metros de la ma´quina.
De esta forma se puede sintetizar el principio de funcionamiento de la te´cnica del
controlador FOC, que a su vez emplea el control de lazo cerrado PI por su buena respuesta
y bajo costo computacional [1], como el desarrollo del par electromagne´tico τe en funcio´n
del producto vectorial de las corrientes del esta´tor is y el flujo del rotor ψr del motor de
induccio´n. Las corrientes trifa´sicas del esta´tor (isa, isb e isc), pueden ser representadas por
medio de la transformada de Park como corrientes en un sistema en cuadratura giratorio
dq (isd e isq), donde la isd e isq son ana´logas a las corrientes if e iA respectivamente del
motor dc [1, 2, 6, 7].
Por u´ltimo, se puede establecer que a pesar de que los controladores FOC se han desa-
rrollado usando el control PI por las prestaciones mencionadas anteriormente, se mantiene
activa la bu´squeda de nuevas estrategias de control, enfocadas en mejorar la respuesta
dina´mica de la ma´quina, siendo esta la razo´n del presente estudio. Con base en lo anterior,
en este proyecto se pretende implementar otros controles como lo son el Linear Quadratic
Regulator (LQR) y un control no lineal, para mostrar que los controladores propuestos

































Figura 1: Tipos de control para ma´quinas ac.
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Cap´ıtulo 1
Introduccio´n
En este cap´ıtulo se presenta la informacio´n necesaria para que el lector pueda tener
una idea sobre el problema y solucio´n planteada en este trabajo de investigacio´n. Para
cumplir con este objetivo, se divide el cap´ıtulo en resumen del proyecto, definicio´n del
problema, justificacio´n, una revisio´n de los diferentes controladores para un motor de in-
duccio´n, los objetivos propuestos y finalmente se presenta la estructura de este proyecto
de investigacio´n.
1.1. Definicio´n del problema
En una sociedad las industrias tienen como finalidad transformar los materiales en pro-
ductos elaborados o semielaborados utilizando transformadores de energ´ıas como: ma´qui-
nas de combustio´n interna, ma´quinas ele´ctricas, calderas, etc. Una parte del e´xito de las
industrias depende de una buena operacio´n y control de estas ma´quinas. Debido a es-
to, el control en el caso de las ma´quinas ele´ctricas de corriente alterna han tomado gran
relevancia desde hace varias de´cadas [2, 6, 7, 9, 14].
Inicialmente las ma´quinas ele´ctricas ma´s utilizadas fueron los motores dc ya que pre-
sentan ventaja al ser de fa´cil control en velocidad y par. Sin embargo, tienen inconvenientes
como lo es el alto costo en mantenimiento y un margen reducido para la variacio´n de la
velocidad [2]. Es a partir del surgimiento de nuevas avances del conocimiento como la
electro´nica de potencia que se ha conseguido incorporar los motores ac como los nuevos
equipos de trabajo. En particular, el motor de induccio´n jaula de ardilla se convirtio´ en
el ma´s utilizado, puesto que requiere de menos mantenimiento y costos de operacio´n, adi-
cionalmente es ma´s compacto, y ofrece igual potencia que el motor dc hacie´ndolo ma´s
1
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atractivo para la industria [2, 3, 9].
En varias de las aplicaciones industriales el motor de induccio´n opera a velocidad cons-
tante, sin embargo, tambie´n existen aplicaciones donde es necesario trabajar u operar a
diferentes velocidades. Para lograr esto se requiere de un inversor, el cual se encarga de ge-
nerar tensiones sinusoidales de amplitud y frecuencia variable, con el fin de poder controlar
la velocidad [7]. Adema´s del inversor, el desarrollo de las te´cnicas de control vectorial en
el motor de induccio´n han facilitado la regulacio´n de la velocidad y par. Dichas te´cnicas se
fundamentan en el control de las corrientes del esta´tor, las cuales regulan el par electro-
magne´tico y los flujos, ya sean los flujos del esta´tor, rotor o entrehierro. Estas regulaciones
se realizan de forma independiente, tal como sucede en las ma´quinas dc [2]. Las diferentes
te´cnicas de controladores desarrolladas, a pesar de brindar buenos resultados presentan
inconvenientes, por ejemplo, deficiencias a bajas velocidades, presencia de armo´nicos, o
grandes transitorios [2,7,9], suficiente razo´n para buscar mejorarlas y reforzar el concepto
de robustez en el control de la ma´quina de induccio´n. El concepto de robustez tambie´n
se enfoca desde el punto de vista en el empleo de un nu´mero mı´nimo de sensores, los
cuales pueden generar ruido en el control, y de este modo se presentan resultados poco
favorables. Debido a esto, se ha buscado mejorar la estimacio´n de variables por medio de
observadores, con el fin de prescindir del uso de la mayor´ıa de sensores.
En esta investigacio´n se proponen dos esquemas de controladores, los cuales significan
un aporte en el estudio del control de velocidad para el motor de induccio´n. Simulta´nea-
mente, se utilizara´n estimadores para los flujos de rotor y la velocidad con el objetivo de
aumentar la robustez de los controles propuestos [1, 2, 6–16].
En resumen, se plantea el uso de la metodolog´ıa FOC, aplicado a los controles lineal
basado en LQR y no lineal, estimando el flujo y velocidad del rotor mediante los obser-
vadores de Luenberger y Adaptativo MRAS, transformando inicialmente el modelo del
motor de induccio´n representado en un sistema de referencia trifa´sico abc a un sistema de
referencia fijo o rotativo αβ/dq respectivamente, consiguiendo de esta forma adaptarlo al
control utilizado para motores dc de tipo excitacio´n independiente.
1.2. Justificacio´n
Ya se ha hecho e´nfasis en que los motores de induccio´n, especialmente los de rotor
jaula de ardilla, han reemplazado a los motores dc en la mayor´ıa de las aplicaciones y
procesos industriales debido a su bajo costo y robustez. De igual forma, gracias a los
avances en nuevas estrategias de control y al creciente desarrollo de la electro´nica de
potencia y microcontroladores [5] se ha expandido su uso en aplicaciones que requieren
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velocidad variable. Actualmente, se han propuesto diversos controladores de velocidad,
como los de tipo FOC, que han sido ampliamente utilizados debido a su simpleza y a que
ayuda a operar los motores con altas eficiencias. Sin embargo, au´n hay varios problemas
de investigacio´n en este campo a la espera de ser solucionados, tales como el tiempo de
respuesta dina´mico, el error de estado estacionario y el error ante variaciones de la carga.
Por otra parte, tambie´n se requiere la implementacio´n de te´cnicas de estimacio´n con
el objetivo de dar mayor robustez al sistema de control respecto al uso de sensores, ya
que estas no se ven afectadas debido al deterioro que puedan presentarse por el tiempo, la
humedad y la temperatura [9]. Otra ventaja en el uso de estimadores, es que no modifica
constructivamente el motor o incrementa su costo, ya que no es necesario el uso de sensores
que midan variables como la velocidad y/o los flujos.
De acuerdo a lo anterior se plantean en esta investigacio´n dos controladores, uno lineal y
otro no lineal. El controlador lineal es basado en LQR [12,17–19] considerando seguimiento
con accio´n integral cuyo el fin de mejorar la respuesta dina´mica del sistema, y tambie´n
considera seguimiento con matriz de ganancia directa con el objetivo de disminuir el error
de estado estacionario. El controlador no lineal es una modificacio´n del controlador PI, en el
cual no se consideran los bloques PIs que tienen como entrada los deltas de corriente, en vez
de eso se realiza una linealizacio´n exacta, permitiendo mejorar la respuesta dina´mica [7,19].
Se pretende de igual forma a partir de la implementacio´n de estimadores establecer aquellas
variables que no pueden ser directamente medidas y que son requeridas por la accio´n de
control, como lo son los flujos del rotor y la velocidad del motor. La estimacio´n de los flujos
se lleva a cabo con el observador Luenberger, y para la velocidad se recurre al observador
Adaptativo, ambos son utilizados gracias a su buen desempen˜o [7, 10].
Con esta propuesta se espera contribuir en el desarrollo teo´rico y la aplicacio´n de
controladores para un motor de induccio´n, y se espera generar conocimiento transversal
entre los diferentes programas de Ingenier´ıas Ele´ctrica, F´ısica, Electro´nica y Mecatro´nica,
ya que son part´ıcipes en el desarrollo tecnolo´gico e industrial de la regio´n.
1.3. Estado del arte
En primera instancia se reconoce que en los motores dc (de excitacio´n separada) son
fa´ciles de controlar tanto su par como la velocidad, debido a que dependen cada una de
estas variables de las corrientes en sus devanados de armadura y campo de forma inde-
pendiente entre s´ı [2]. Para lograr el control en una ma´quina de ac es necesario modificar
constructivamente la ma´quina o anexarle dispositivos ele´ctricos o meca´nicos [9], a trave´s
de la variacio´n de la velocidad s´ıncrona o del deslizamiento s del motor para una carga
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dada [3, 9].
Tambie´n se pueden implementar me´todos electrodina´micos como el Leblanc, Kra¨mer
y Scherbius, sin embargo, representan mayor complejidad constructiva haciendo que se
incrementen los costos, convirtie´ndose en una solucio´n poco viable [9]. Otros me´todos de
control para las ma´quinas ac son conocidos como controles modernos, clasificados como
escalar y el vectorial.
El Control Escalar es el ma´s fa´cil de llevar a cabo y trata de mantener una relacio´n
constante entre la tensio´n y frecuencia de alimentacio´n, conforme se var´ıa esta para regular
la velocidad del rotor [14]. Su deficiencia se manifiesta en una respuesta lenta debido
a que los transitorios no se controlan. Por esta razo´n se desarrolla el control vectorial
(cuyos autores son Blaschke, Hasse y Leonhard), que no so´lo presentan una respuesta ma´s
ra´pida si no tambie´n precisa gracias al desarrollo en la de´cada de los 70′s del principio
de par desacoplado y control de flujo [7]. Posteriormente, hay una revolucio´n tecnolo´gica
(an˜os 80′s) y prosperan la electro´nica de potencia, los microcontroladores as´ı como la
diversidad en algoritmos de control que ofrecen mayor confianza, robustez y economı´a [13].
Los controles utilizados en el proyecto se basan en el FOC.
El control vectorial se basa en la transformacio´n de las ecuaciones que constituyen el
modelo del motor, puesto que son ecuaciones no lineales y dina´micas, por medio de la
representacio´n vectorial de espacios de estado de la ma´quina, consiguiendo controlar de
forma independiente el torque y el flujo como en una ma´quina de excitacio´n separada, a
trave´s de la manipulacio´n de las corrientes de esta´tor, una generadora del par y otra del
flujo [7, 9, 13].
En otras palabras, a partir del modelo trifa´sico basado en el vector de corrientes del
esta´tor is se obtiene mediante transformacio´n de coordenadas abc/αβ/dq (Clark/Park) el
nuevo modelo en un sistema giratorio bifa´sico que se mueve a la velocidad del rotor. Quedan
entonces las corrientes del estator como isd e isq, alineadas en los ejes perpendiculares dq.
Se puede concluir que, aprovechando la representacio´n vectorial del modelo matema´tico
para la ma´quina, es posible presentar las variables en un sistema de coordenadas arbitrario
para desacoplarlas y que se asemeje a la ma´quina dc. El torque electromagne´tico en el
motor de excitacio´n separada despreciando el efecto de saturacio´n es:
τe = k · if · iA,
donde, k es una constante de proporcionalidad relacionada con la construccio´n de la ma´qui-
na, iA es la corriente de armadura e if es la de campo, consideradas ortogonales e inde-
pendientes entre s´ı y son las variables de control [2, 7].
Despue´s de desacoplar las variables del motor de induccio´n como se explico´ anterior-
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mente, su par electromagne´tico queda como:
τe = k · isd · isq.
En el eje directo esta´ isd y en el eje de cuadratura se ubica isq, la primera coincide
con el flujo magne´tico del rotor o con la componente de corriente que lo genera, siendo
ana´loga con if y la componente isq con iA [2, 13, 14]. De esta forma manteniendo el flujo
magne´tico constante (isd = fijo), se realiza control del par en el motor mediante la corriente
isq, debido a que ambas corrientes han quedado perpendiculares e independientes entre s´ı.
Cuando el sistema de coordenadas gira junto con el vector de espacio de flujo, se puede
renombrar como Control Orientado de Campo [2,7].
Por otro lado, el control vectorial puede dividirse en directo e indirecto. El primero
utiliza sensores para obtener la posicio´n y valor del flujo en el rotor. Para el segundo,
se determina el flujo roto´rico a partir del modelo matema´tico del motor y las medidas
de variables como corrientes, velocidad o posicio´n. Esta´ impl´ıcito el conocimiento de los
para´metros del motor de forma precisa ya que afectan el control deforma determinante.
Dentro de el control indirecto se han desarrollado controles del tipo sensorless, basado en
observadores [13], que obtienen la posicio´n del flujo y la velocidad del rotor con base en
la medida de variables que son accesibles como lo son las corrientes del esta´tor
Finalmente, se tiene el Control Directo de Par (DTC), donde se manipulan las magni-
tudes de flujo y torque, facilitando una respuesta ra´pida cuando es variable este u´ltimo.
Comercialmente se encuentran ma´s controles vectoriales FOC que del tipo DTC [9], razo´n
adicional para basar el direccionamiento de este trabajo.
1.4. Objetivos
1.4.1. Objetivo general
Desarrollar una estrategia de control lineal y no lineal con un nu´mero reducido de
sensores para el control de velocidad de un motor de induccio´n en el marco de referencia
dq.
1.4.2. Objetivos espec´ıficos
1. Revisar el estado del arte respecto a las metodolog´ıas ma´s utilizadas en el control
de velocidad en motores de induccio´n.
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2. Implementar el observador de Luenberger para estimar los flujos del rotor en un
motor de induccio´n.
3. Implementar el observador Model Reference Adaptive System o MRAS para la esti-
macio´n de velocidad del rotor del motor de induccio´n.
4. Implementar te´cnicas de control vectorial lineal y no lineal en el marco de referencia
dq para compararlas con el control PI cla´sico.
5. Validar los observadores y controladores propuestos en el caso de estudio bajo ana´li-
sis.
6. Documentar los resultados ma´s relevantes del trabajo de investigacio´n.
1.5. Contenido
El trabajo se desarrolla iniciando con un cap´ıtulo de introduccio´n. En el segundo
cap´ıtulo se describe el modelo del motor de induccio´n y se utilizan las transformadas
de Clark y Park pasando de un modelo trifa´sico abc a sistemas en cuadratura fijo αβ y
giratorio dq para desacoplar las variables del modelo que describen el motor.
El cap´ıtulo tres, se fundamenta en los observadores empleados para estimar los flujos
y velocidad del motor de induccio´n, Luenberger y MRAS respectivamente, teniendo como
variables de control las tensiones.En el cap´ıtulo cuatro se desarrollan los controladores
propuestos, adema´s del cla´sico PI para mostrar en el quinto cap´ıtulo la comparacio´n entre
este y los propuestos en el trabajo, a trave´s de la herramienta MatLab/Simulink. Por
ultimo se exponen las conclusiones obtenidas durante el desarrollo del proyecto en el
cap´ıtulo seis.
Cap´ıtulo 2
Modelo matema´tico del motor de
induccio´n
Este cap´ıtulo muestra el modelo dina´mico del motor de induccio´n, donde se puede
apreciar el fuerte acoplamiento entre las variables del motor, como las corrientes y flujos
electromagne´ticos, siendo esto un inconveniente al tratar de realizar control en la veloci-
dad del motor, por lo que se hace imperativo obtener el modelo desacoplado utilizando las
transformadas Clark o Park, es decir, el modelo trifa´sico del motor de induccio´n se trans-
forma en un modelo en cuadratura esta´tico o giratorio por medio de las transformadas
mencionadas anteriormente respectivamente.
2.1. Modelo dina´mico del motor de induccio´n
Inicialmente se plantea la relacio´n entre tensiones y las variables del motor de induccio´n,






















∀k ∈ (a, b, c), (2.1)
donde, los sub´ındices s y r indican las variables vinculadas al esta´tor y rotor, respecti-
vamente; vk, ik, ψk son las tensiones, las corrientes y los flujos del motor de induccio´n,
correspondientemente, y R es una matriz diagonal que contiene el efecto resistivo del















∀k ∈ (a, b, c),
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) cos(θr − 2pi3 ) cos(θr)
 ,
donde, Ll y Lm son las inductancias propias y de magnetizacio´n como corresponde; LM es
la magnitud de la inductancia mutua entre el esta´tor y el rotor y θr es el desplazamiento
angular ele´ctrico del rotor.
Las tensiones y dema´s variables en el rotor de la ma´quina de induccio´n pueden referirse
al esta´tor mediante la relacio´n de trasformacio´n Ns
Nr
como se muestra a continuacio´n:
v′kr = vkr · NsNr , i′kr = ikr · NrNs , ψ′kr = ψkr · NsNr , Lms = LM · NsNr , LM′ = LM · NsNr





















































Por otro lado, la relacio´n existente entre las variables ele´ctricas y meca´nicas se ve
reflejada en el torque inducido Te en el motor debido a la interaccio´n de los flujos del
esta´tor y rotor, se puede definir como:
Te = − ∂
∂θm
W ′ = −P · ∂
∂θr
W ′, (2.3)
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con




















θr = P · θm,
donde, W ′ es la coenerg´ıa almacenada en el entrehierro, I es la matriz identidad y P es
el nu´mero de pares de polos del motor de induccio´n y θm es el desplazamiento angular
meca´nico.
Simplificando (2.3) se tiene:




Por u´ltimo, se plantea la segunda ley de Newton para sistemas rotativos como se
muestra en (2.4), para obtener la dina´mica de la velocidad angular del rotor ωr como una
funcio´n de los torques electromagne´tico Te y de carga TL, as´ı como de sus para´metros






(Te − TL)− F
J
· ωr (2.4)
Finalmente, el sistema dina´mico del motor de induccio´n queda constituido por (2.2) y
(2.4). Sin embargo, este sistema dina´mico es complejo, ya que es no auto´nomo y no lineal.
Esta complejidad motiva a realizar una transformacio´n que permita analizar el sistema de
manera ma´s fa´cil. Para lograr tal propo´sito, se pasa de un marco de referencia trifa´sico
abc a un marco de referencia en cuadratura fijo αβ o rotativo dq.
2.2. Modelo dina´mico del motor de induccio´n en αβ
El modelo dina´mico del motor induccio´n se transforma al marco de referencia fijo αβ


















Las tensiones, corrientes y flujos se pueden transformar al marco de referencia αβ, de
la siguiente forma:
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vαβ = TC · vk iαβ = TC · ik ψαβ = TC · ψk (2.6)
Aplicando (2.6) en el sistema dina´mico (2.2) y teniendo en cuenta que vkr = 0 (para
un motor de induccio´n jaula de ardilla) se puede presentar un modelo dina´mico completo
transformado al marco de referencia αβ del motor induccio´n como:













a1 0 a2 a3 · ωr 0
0 a1 −a3 · ωr a2 0
a6 0 a5 −ωr 0








a4 0 0 0 0










Lr·W , a2 =
Rr·LM







a5 = −RrLr , a6 = Rr·LMLr , W = σ · Lr · Ls, σ = 1−
L2M
Lr·Ls ,
donde, R y L son los efectos resistivos e inductivos por fase del motor de induccio´n.
2.3. Modelo dina´mico del motor de induccio´n en dq
El modelo dina´mico del motor induccio´n se transforma al marco de referencia dq usando















donde, φΣ es la diferencia angular entre el esta´tor y el rotor.
Las tensiones, corrientes y flujos se pueden transformar al marco de referencia dq, de
la siguiente forma:
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vdq = TP · vk idq = TP · ik ψdq = TP · ψk
Realizando el mismo procedimiento que para el modelo dina´mico del motor de induc-
cio´n en αβ, se tiene













a1 ωΣ a2 a3 · ωr 0
−ωΣ a1 −a3 · ωr a2 0
a6 0 a5 (ωΣ − ωr) 0




Lr·J 0 0 −FJ
 ,
donde, ωΣ es la velocidad angular de deslizamiento.
En este cap´ıtulo no se mostro´ una transformacio´n detalla a los diferentes marcos de
referencia, ya que en esta tesis no se realizo´ ningu´n cambio al modelo dina´mico del motor




En este cap´ıtulo se describen cada uno de los observadores utilizados para la propuesta
de control de velocidad del motor de induccio´n. Tambie´n se cuenta con los diagramas que
indican la estabilidad del sistema debido a la ubicacio´n de los polos, haciendo posible su
controlabilidad.
Dado que no es posible tener una medida de los flujos del rotor para un motor de
induccio´n es necesario realizar una estimacio´n de estos a trave´s de un observador de
estados. Un observador de estados modela un sistema real cuyos estados convergen a
los del sistema observado.
El observador ma´s utilizado en motores de induccio´n es el observador de Luenberger
que a pesar de ser un observador lineal entrega una estimacio´n muy aproximada para este
problema [7, 12]. Aunque, el modelo del motor de induccio´n mostrado en el conjunto de
ecuaciones (2.7) o (2.9) es un modelo no lineal, es posible considerarlo como un modelo
lineal debido a la actualizacio´n que se realiza en cada per´ıodo de muestreo. Esto indica
que el observador requiera un ca´lculo en l´ınea de las ganancias [2, 7, 20, 21], hacie´ndolo
ineficiente en el momento de la implementacio´n. Sin embargo, si es posible obtener una
ganancia global que garantice una buena estimacio´n para cualquier punto de operacio´n del
motor de induccio´n, ya no ser´ıa un inconveniente como se propone en esta investigacio´n.
Por otro lado, ya que los sensores de velocidad pueden presentar demasiada sucepti-
bilidad y afectan el controlador, se busca no emplearlos en controles de lazo cerrado [10].
De ah´ı la necesidad de obtener la velocidad del motor a trave´s de un estimador, para este
fin, se utiliza en este trabajo, el observador Model Reference Adaptive System o MRAS,
utilizado en otros controladores por sus buenas prestaciones [2, 7].
12
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3.1. Observador de Luenberger
El observador de Luenberger esta´ disen˜ado para un sistema en espacio de estados de
la siguiente forma:
x˙ = A · x+B · u
y = C · x , (3.1)
sabiendo que, x, u y y son los vectores de estado, entrada y de salida, respectivamente. A,
B y C son matrices de coeficientes constantes.
El observador esta´ descrito de la siguiente forma:
˙̂x = A · x̂+B · u+ L · (y − C · x̂)
ŷ = C · x̂ , (3.2)
donde, x̂ y ŷ son los vectores de estados y de salidas estimados, respectivamente, y L es
la matriz de ganancias del observador.
El te´rmino L · (y − C · x̂) de (3.2), es un valor de correccio´n calculado a partir de la
diferencia entre el estado medido y el estimado. Este te´rmino de correccio´n permite reducir
las diferencias entre el modelo dina´mico y el sistema real [6,7,12]. En la figura 3.1 se puede
ver de manera esquema´tica el sistema en espacio de estados y el observador de Luenberger.
Ahora, obteniendo la dina´mica del error en la estimacio´n del estado restando (3.1) y
(3.2), se obtiene:
x˙− ˙̂x = A · x− A · x̂− L · (C · x− C · x̂)
= (A− L · C) · (x− x̂) (3.3)
La diferencia entre x− x̂ se puede definir como el vector de error de la siguiente forma:
ex = x− x̂
Entonces, el sistema mostrado en (3.3) se puede rescribir como:
e˙x = (A− L · C) · ex (3.4)
El comportamiento dina´mico de (3.4) viene dado por los valores propios de la matriz
(A− L · C). Lo cual indica que, si la esta matriz es estable, ex convergera´ a cero sin
depender del valor inicial de e´ste. Lo que conlleva a que, x̂ converja a x sin considerar los
valores iniciales de x̂ y x. Debido a esto, se deben elegir unos valores propios de la matriz
(A− L · C) de tal manera que el comportamiento dina´mico de ex sea asinto´ticamente
















Figura 3.1: Esquema del observador de Luenberger.
estable y suficientemente ra´pido para que cualquier punto de ex tienda a cero con una
velocidad adecuada.

















a1 0 a2 a3 · ωr
0 a1 −a3 · ωr a2
a6 0 a5 −ωr
0 a6 ωr a5







Como es posible observar en (3.5), la matriz A no es constante y depende de la velo-
cidad del rotor. Una solucio´n cla´sica a este problema es hallar una matriz de ganancias L
dina´mica, la cual se actualiza de acuerdo al valor de la velocidad del rotor [2,7,20,21]. Sin
embargo, esto puede ser un problema al momento de la implementacio´n, ya que se debe
realizar el ca´lculo de esta matriz cada vez que cambie la velocidad del rotor del motor.
En esta investigacio´n se propone encontrar una matriz de ganancias L que garantice
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que la matriz (A− L · C) tenga valores propios estables para cualquier valor de velocidad.
Esto es posible de realizar, ya que la velocidad de la ma´quina esta´ acotada entre un valor
ma´ximo y mı´nimo dados por los l´ımites operativos de esta. En la tabla 3.1 se muestran lo
datos por unidad de un motor de induccio´n tomados de [7, Cap. 8].
En la figura 3.2 se muestran como se mueven los valores propios de la matriz A para
una variacio´n de la velocidad del motor de induccio´n entre -1,1 a 1,1 en pu.
En la figura 3.2 se puede observar que los valores propios del motor de induccio´n esta´n
en un rango espec´ıfico. Debido a esto, es posible encontrar una matriz de ganancias L que
garantice x̂ convergera´ a x sin depender del punto de operacio´n del motor.
El valor de la matriz de ganancias L se halla utilizando la te´cnica de asignaturas
propias descrita en [12]. Esta te´cnica permite ubicar los valores propios del observador en
cualquier parte con algunas restricciones como: no ubicar dos valores propios en el mismo
punto, y no ubicar ningu´n valor propio de lazo cerrado en los que ya tiene el sistema. En
la ubicacio´n de los valores propios del observador se utiliza el criterio descrito en (3.6),
recomendado en [12]. La idea de este criterio es garantizar que el observador responda lo
Tabla 3.1: Datos de un motor de induccio´n en [pu].
Rs Rr Ls Lr LM J P F
0,045 0,045 1,927 1,927 1,85 5,9 1 0,001



























Figura 3.2: Valores propios en lazo abierto del motor induccio´n.
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= 10 ·Real (λA) , (3.6)
donde, Real (·) denota la parte real, λ̂ y λA son los valores propios del observador y del
motor de induccio´n en lazo abierto, respectivamente.
En la figura 3.3 se comparan los valores propios del observador con los del motor de
induccio´n para una variacio´n de la velocidad del motor de induccio´n entre -1,1 a 1,1 en
pu. La matriz de ganancias L ha sido calculada a velocidad nominal (ωr = 1 pu).
En la figura 3.3 se puede apreciar que los valores propios del observador se encuentran
ma´s a la izquierda que los valores propios del motor de induccio´n, esto indica que la
respuesta del observador es ma´s ra´pida y as´ı garantizando que x̂ tiende a x para cualquier
velocidad de operacio´n del motor. Es importante recordar que la matriz de ganancias L es
constante y es calculada a velocidad nominal, lo cual lo hace ma´s adecuado al momento
de la implementacio´n con respecto a trabajos que consideran la matriz de ganancias L
dependientes de la velocidad.















λA1 λ̂1 λA2 λ̂2









λA3 λ̂3 λ4 λ̂4
Figura 3.3: Comparacio´n entre los valores propios del observador y del motor de induccio´n.
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3.2. Observador de velocidad
El modelo cla´sico basado en el flujo del rotor para estimar la velocidad del motor de
induccio´n es llamado observador Model Reference Adaptive System o MRAS, el cual fue
propuesto por Schauder [22]. Este esquema es uno de los estimadores de velocidad de rotor
ma´s comunes debido a su simplicidad y resultados aceptables [7, 10,15,20].
El observador MRAS aprovecha el uso de dos modelos del motor de induccio´n indepen-
dientes para estimar la misma variable de estado como lo es el flujo del rotor. Los modelos
matema´ticos utilizados son el modelo de referencia y el modelo adaptativo.
El modelo de referencia esta´ basado en las ecuaciones de tensio´n del esta´tor mostrado en
(2.7), el cual se emplea para observar los flujos de rotor con el observador de Luenberger. El
modelo adaptativo se basa en las ecuaciones de tensio´n del rotor en el marco de referencia






























De (3.7) se puede despejar la dina´mica de los flujos de rotor y utilizar e´sta como otro































El error de estimacio´n entre los dos modelos de flujos estimados se utiliza para generar
un mecanismo apropiado para estimar la velocidad. Este disen˜o es basado principalmente
en la teor´ıa de la hiperstabilidad [13] y, como resultado de la teor´ıa, la sen˜al de error de
ajuste de velocidad se puede escribir como:
ξ = ψ̂
(1)
rβ · ψ̂(2)rα − ψ̂(1)rα · ψ̂(2)rβ ,
donde, ψ̂
(1)
rαβ son los flujos del rotor estimados por el modelo de referencia, y ψ̂
(2)
rαβ son los
flujos del rotor estimados por el modelo adaptativo.
Se utiliza un controlador PI para minimizar este error, que a su vez genera la velocidad
estimada en su salida de la siguiente manera:
ω̂r = Kp · ξ +Ki
∫
ξ · dt
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donde, Kp y Ki son las constantes proporcional e integral del PI, respectivamente. En la








































Figura 3.4: Estimador de velocidad MRAS.
Cap´ıtulo 4
Controles de velocidad en el motor
de induccio´n
El cap´ıtulo se inicia con los controles de velocidad aplicados hasta hace unas de´cadas,
para un motor de induccio´n de rotor devanado. Se enfatiza sobre la importancia en avan-
ces de nuevas te´cnicas de controladores modernos empleados para controlar la velocidad
de un motor de induccio´n, siendo esta la base para el desarrollo del proyecto. El primer
controlador moderno que se presenta en el cap´ıtulo es el cla´sico Proporcional e Integral PI,
que se constituye en el fundamento para los dos controladores propuestos en el proyecto.
El primero es un controlador lineal basado en la teor´ıa Linear Quadratic Regulator (LQR)
y el segundo control que se presenta es no lineal. De esta manera se plantea mejorar la
respuesta dina´mica del controlador de velocidad.
Inicialmente en los motores de induccio´n la variacio´n y control de velocidad se garan-
tizaba gracias a me´todos como [3]:
Variar la velocidad s´ıncrona a trave´s del cambio de factores como la frecuencia
ele´ctrica fe y el nu´mero de polos p de la ma´quina.
Modificar el deslizamiento del motor de induccio´n de rotor devanado para una carga
dada, variando la resistencia del rotor o a trave´s del cambio de tensio´n en terminales
del motor.
Sin embargo, los avances en electro´nica de potencia, el desarrollo de microcontroladores,
y el progreso en controladores que ofrecen mayor robustez, han permitido establecer nuevos
19
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me´todos de control para la velocidad en motores de ac, desplazando el uso de los motores
dc por el motor de induccio´n jaula de ardilla como se ha mencionado en el Cap´ıtulo 1.
Para las ma´quinas ac se pueden implementar controles de lazo abierto y cerrado, clasi-
ficados como de tipo escalar y vectorial vistos en el primer cap´ıtulo en la figura 1. Cuando
la ma´quina tiene un par constante y la regulacio´n de velocidad no es estricta, se puede
emplear un control de lazo abierto. Si se debe realizar un control en la velocidad preciso y
adema´s tiempos de respuesta dina´micos ra´pidos, se implementa el control en lazo cerrado.
Los controles escalar y vectorial se pueden subdividir segu´n [2, 9] como:
Control escalar de voltaje-frecuencia V/f.
Control escalar de corriente en el estator y frecuencia de deslizamiento.
Control vectorial directo e indirecto por campo orientado Field Oriented Control
(FOC).
Control vectorial directo del par y del vector flujo del esta´tor.
El control escalar se puede implementar de forma sencilla, sin embargo, aunque presenta
una respuesta aceptable en estado estacionario, los transitorios no son controlados y esto
hace que su respuesta sea lenta. Razo´n por la cual se utilizan en este proyecto controles
vectoriales de lazo cerrado [7] particularmente el control FOC. Este tipo de controlador
permite tratar la ma´quina de induccio´n como una ma´quina dc de excitacio´n separada,
puesto que se pueden desacoplar el flujo del rotor y el par electromagne´tico, gracias a la
representacio´n de las variables de la ma´quina como las tensiones, corrientes y flujos en
vectores de espacio para un sistema de coordenadas en cuadratura arbitrario.
En las siguientes secciones del cap´ıtulo, se muestran las teor´ıas de cada controladores
empleados en esta investigacio´n, teniendo en cuenta que todos los controladores se ejecutan
con el modelo en el marco de referencia giratorio dq presentado en (2.9).
4.1. Control cla´sico proporcional e integral para el
motor de induccio´n
El control PI es la estructura ma´s usual entre los controladores debido a su accio´n
integral que es una de las maneras ma´s sencillas de eliminar el error en re´gimen permanente.
Esta accio´n de control define una sen˜al de control como:
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donde, Kp y Ki son las ganancias proporcional e integral, respectivamente, e(t
′) es el error
de la sen˜al medida (por simplicidad, la variable t se eliminara´ en las siguientes ecuaciones).
En la figura 4.1 se muestra el esquema de control cla´sico PI para el motor de induccio´n.
Se requiere de las tres sen˜ales de corriente del esta´tor, que son convertidas al eje de
referencia esta´tico mediante el bloque abc/αβ. Estas posteriormente son la sen˜al de entrada
en los observadores de Luenberger y Adaptativo, que estiman los flujos del rotor ψˆα, ψˆβ y
























































Figura 4.1: Esquema de control PI para motor de induccio´n.
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4.2. Control lineal basado en LQR para motor de in-
duccio´n
El controlador de velocidad se realiza en funcio´n de la te´cnica de control lineal LQR
cuya ventaja se presenta en la proporcionalidad entre la entrada de control y el error al
cuadrado, por lo tanto, si el error es alto, la minimizacio´n es ma´s ra´pida o viceversa [12,17].
Debido a que, el modelo dina´mico del motor es no lineal, se debe linealizar respecto al
punto de operacio´n, como se presenta a continuacio´n:
x˙ = Ao · x+Bo · u+ ζ

















a1 ωΣo a2 a3 · ωro a3 · ψrqo
−ωΣo a1 −a3 · ωro −a2 −a3 · ψrdo
a6 0 a5 (ωΣo − ωro) −ψrqo

















 , C =
 0 0 0 0 10 0 0 1 0
0 0 1 0 0
 ,
donde, el sub´ındice o indica el valor de la variables respecto al punto de operacio´n donde
se este´ trabajando. Observe que, en esta investigacio´n se propone utilizar ωΣ como una
sen˜al de control, ya que con esta se pueden controlar los cambios de marco de referencia
de las variables y as´ı obtener un mejor control. La ley de control es determinada como:
u = −k · x, (4.2)
donde, k se calcula con LQR como se muestra en el Ape´ndice A para hacer que el sistema
en lazo cerrado alcance el estado cero. Sin embargo, en la mayor´ıa de las aplicaciones se
desea operar en un estado diferente de cero y con el fin de reducir el error de seguimiento
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a cero se trabajan dos esquemas de seguimiento. El primero, se denomina seguimiento
con matriz de ganancia directa y el segundo es seguimiento con accio´n integral. En ambos
esquemas se disen˜a una ley de control para asegurar que el error de seguimiento tiende
a cero, lo que significa que el vector de salida y(t) tiende a un vector de referencia ref (t)
cuando t tiende a infinito [12].
4.2.1. Seguimiento con matriz de ganancia directa
La idea principal de este esquema es incluir una matriz de ganancia directa kr, con
el fin de reducir el error de seguimiento a cero. Esta matriz de ganancia estacionaria se
incluye en la ley de control (4.2), como:
u = kr · ref − k · x, (4.3)
donde, ref son las referencias deseadas y la matriz de ganancia directa kr es calculada
como [12]:
kr = −(C · (Ao −Bo · k)−1Bo)−1 (4.4)
En la figura 4.2 se muestra el diagrama de bloques del controlador con la nueva matriz
de ganancia kr.
En caso de no poder medir las variables de estado, la ley de control se puede plantear
en te´rminos de las variables de estado estimadas xˆ a partir de los observadores mostrados
en el cap´ıtulo 3, quedando como:













Figura 4.2: Seguimiento con matriz de ganancia directa.
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4.2.2. Seguimiento con accio´n integral
La idea principal de este esquema es introducir una accio´n integral en el controlador
con el fin de que el error de estado estacionario sea cero. Esto se logra introduciendo un
estado adicional en el controlador, el cual se calcula como la integral de la sen˜al de error
para emplearla como un te´rmino de retroalimentacio´n. La integral del error de seguimiento
se define como [12]:
xr =
∫
(ref − y) · dt =
∫
(ref − C · x) · dt, (4.5)
donde, xr es la integral del error de salida que se considera como un estado adicional. Esta
variable adicional combinada con el sistema dina´mico mostrado en (4.1) genera un espacio
de estados aumentado de la siguiente manera:



























En consecuencia, esta ganancia estacionaria se incluye en la ley de control, como:







donde, ki es la matriz de ganancia de accio´n integral, y k˜ es la matriz de ganancia del mo-
delo de espacio de estados aumentado. La matriz k˜ se calcula con el LQR, como se muestra
en el Ape´ndice A. En la figura 4.3 se muestra el diagrama de bloques de seguimiento con
accio´n integral.
Cabe resaltar que las ganancias kr y ki son ana´logas a las ganancias proporcional Kp
e integral Ki del controlador cla´sico PI, pero se ha ahorrado el proceso de sintonizacio´n
de los para´metros, puesto que esto se realiza con el LQR.
En la figura 4.4 se muestra el diagrama de bloques con las dos acciones de seguimiento
utilizadas en el controlador lineal propuesto en esta tesis, y en la figura 4.5 se presenta el
esquema de control LQR completo para el motor de induccio´n.


































Figura 4.4: Seguimiento completo: kr y ki.
4.3. Control no lineal para motor de induccio´n
El controlador propuesto aprovecha la relacio´n directa que existe entre las sen˜ales de
control vsd y vsq, y las dina´micas de las corrientes isd e isq, proponiendo una ley de control
que garantice que estas dos variables se comporten en lazo cerrado como un sistema lineal.
Recordando que estas dos dina´micas se comportan de la siguiente forma:
i˙sd = a1 · isd + ωΣo · isq + a2 · ψsd + a3 · ωr · ψsq + a4 · vsd
i˙sq = −ωΣo · isd + a1 · isq − a3 · ωr · ψsd + a2 · ψsq + a4 · vsq , (4.8)
Para disen˜ar el controlador se proponen los siguientes pasos:
Con el fin de controlar la corriente isd en el motor de induccio´n, se emplea la primera
ecuacio´n de (4.8) para obtener una ley de control para vsd, que permite llevar isd a


















































Figura 4.5: Esquema de control LQR para motor de induccio´n.
cualquier referencia arbitraria.
vsd =
−a1 · isd − ωΣo · isq − a2 · ψsd − a3 · ωr · ψsq − kd(isd − i∗sd)
a4
, (4.9)
donde, kd corresponde a una ganancia proporcional positiva, la cual permite controlar
isd, y i
∗
sd es la referencia deseada para esta corriente.
Con el fin de controlar la corriente isq en el motor de induccio´n, se emplea la segunda
ecuacio´n de (4.8) para obtener la ley de control para vsq, que permite llevar isq a
cualquier referencia arbitraria.
vsq =
−a1 · isq + ωΣo · isd − a2 · ψsq + a3 · ωr · ψsd − kq(isq − i∗sq)
a4
, (4.10)
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donde, kq corresponde a una ganancia proporcional positiva, que permite controlar
isq, y i
∗
sq es la referencia deseada para esta corriente.
Ahora solo falta definir i∗sd e i
∗
sq de tal manera que se pueda controlar la velocidad del
motor de induccio´n, y como no es posible obtener una relacio´n directa entre estas variables,
se emplea la misma lo´gica del controlador cla´sico PI en esta situacio´n. Las corrientes de
referencia i∗sd e i
∗




















∆ω = ω∗r − ωr ∆ψr = ψ∗r − ψr ,
donde, los super´ındices ω y ψ hacen referencia a las ganancia involucradas con la velocidad
y la magnitud del flujo del rotor del motor de induccio´n, respectivamente. Kp y Ki son
las ganancias proporcional e integral, correspondientemente. ω∗r y ψ
∗
r son las referencias
deseadas de la velocidad y de la magnitud del flujo del rotor del motor de induccio´n,
respectivamente. En la figura 4.6 se muestra el esquema completo del controlador no
lineal propuesto.































































Figura 4.6: Esquema de control no lineal para motor de induccio´n.
Cap´ıtulo 5
Resultados
Este cap´ıtulo muestra los resultados ma´s relevantes de la investigacio´n realizada. Pri-
mero se presentan todos los para´metros de simulacio´n utilizados y luego, se presentan los
desempen˜os en los dos observadores empleados, as´ı como el de los controladores propuestos
comparados con el cla´sico PI para el motor de induccio´n, teniendo en cuenta que se ha
utilizado la herramienta de simulacio´n MatLab/Simulink.
5.1. Para´metros
Los observadores y controladores empleados necesitan inicialmente de los para´metros
del motor de induccio´n, los cuales son mostrados en la tabla 5.1 y estos fueron tomados
de [7, Cap. 8].
Con los para´metros del motor de induccio´n ya definidos, es posible determinar las
matrices del sistema dina´micos mostrado en (2.9).
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Tabla 5.1: Datos de un motor de induccio´n en [pu].
Rs Rr Ls Lr LM J F P
0,045 0,045 1,927 1,927 1,85 5,9 0,001 1
A =

−3, 2341 ωΣ 0, 8385 6, 3611 · ωr 0
−ωΣ −3, 2341 −6, 3611 · ωr 0, 8385 0
0, 2439 0 −0, 1318 ωΣ − ωr 0
0 0, 2439 − (ωΣ − ωr) −0, 1318 0

















Ahora son definidos los para´metros para cada controlador trabajado en esta tesis.
5.1.1. Para´metros para el controlador cla´sico PI
En la tabla 5.2 se muestran los ganancias de los cuatros PIs que necesita el esquema del
controlador cla´sico PI descrito en la figura 4.1. Estos para´metros son tomados de [7, Cap.
4].
Tabla 5.2: Para´metros los ganancias de los PIs del controlador cla´sico PI
PI1 PI2 PI3 PI4
Kp Ki Kp Ki Kp Ki Kp Ki
50 0,08 40 0,1 50 0,008 40 0,01
5.1.2. Para´metros para el controlador lineal basado en LQR
Todos de los para´metros para el controlador propuesto lineal basado en LQR se calculan
en el punto de trabajo a condicio´n nominal ωr = 1,0 pu. Despue´s, de definir el punto de
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trabajo se calculan las matrices Ao y Bo mostradas en la seccio´n 4.2,
Ao =

−3, 2341 0, 9666 0, 8385 6, 1151 0
−0, 9666 −3, 2341 −6, 1151 −0, 8385 −6, 4008
0, 2439 0 −0, 1318 0, 0053 0
0 0, 2439 −0, 0053 −0, 1318 1, 0062




0, 5369 6, 6259 0
−0, 1253 0 6, 6259
0 0 0
−1, 0062 0 0
0 0 0





10 0 0 0 0 0 0 0
0 10 0 0 0 0 0 0
0 0 10 0 0 0 0 0
0 0 0 10 0 0 0 0
0 0 0 0 1010 0 0 0
0 0 0 0 0 10 0 0
0 0 0 0 0 0 10 0
0 0 0 0 0 0 0 10

, R =
 120 0 00 60 0
0 0 60
 (5.1)
Con las matrices definida en (5.1) y la funcio´n lqr de MatLab se obtiene la matriz k˜
mostrada en la seccio´n 4.2.
k˜ =
 −0, 023 0, 009 −0, 211 −0, 879 0, 039 −3 · 10−5 0, 274 0, 0900, 234 −0, 126 1, 319 0, 445 −0, 204 9 · 10−6 0, 128 −0, 387
−0, 126 148, 5 78, 6 −18, 679 12908 −0, 408 −4 · 10−5 −2 · 10−5





y por comparacio´n, se obtiene la matriz de retroali-
mentacio´n k y la matriz de la accio´n integral ki para el controlador LQR. La matriz de
ganancia directa kr es obtenida aplicando (4.4):
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kr =
 1, 039 −0, 978 −0, 363−0, 285 −0, 519 1, 739
12909 14, 8 · 10−5 12, 810−5

5.1.3. Para´metros para el controlador no lineal
Los u´nicos para´metros que se deben definir para el controlador propuesto no lineal
son kd y kq, ya que se utiliza los mismos para´metros del controlador cla´sico PI (ver tabla
5.2) en la parte PI de este. Esto se realizo´ con el objetivo de que los controladores sean
comparables.
kd = 800 kq = 800
5.2. Desempen˜o de los observadores
En esta seccio´n se expone el desempen˜o del estimador de flujos del rotor empleando el
observador de Luenberger y el estimador de velocidad basado en MRAS presentados en el
Cap´ıtulo 3. Para ello, se presentan dos casos en donde se var´ıa la velocidad en el eje del
motor.
5.2.1. Caso I
En este caso se propone la variacio´n de la velocidad del motor de induccio´n como una
funcio´n rampa en un intervalo de [-1, 1] pu. El objetivo es exponer la capacidad de los
observadores para estimar las variables en un rango de operacio´n pra´ctico del motor de
induccio´n. La figura 5.1 ilustra los flujos del rotor, las estimaciones de estos y los errores
de estimacio´n para el este caso.
En la figura 5.1(a) se puede apreciar que, los flujos del rotor son estimados adecuada-
mente, lo cual se muestra en las figuras 5.1(b) y 5.1(c). La figura 5.2 presenta la velocidad
de referencia como la velocidad estimada, as´ı mismo, el error de estimacio´n para el caso I.
En la figura 5.2(a) se puede observar que la velocidad estimada sigue a la de referencia
de forma adecuada como se puede notar en el error de estimacio´n mostrado en la figura
5.2(b). Esto se debe a la excelente estimacio´n de los flujos del rotor, puesto que para
estimar la velocidad del motor de induccio´n, se depende del error cruzado de los flujos,
como fue presentado en la seccio´n 3.2.
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Figura 5.1: Respuesta del observador de los flujos del rotor para el caso I: (a) Flujos del
rotor y su estimacio´n (pu). (b) Error en la estimacio´n del ψα. (c) Error en la estimacio´n
del ψβ.
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Figura 5.2: Respuesta del observador de velocidad, caso I: (a) Velocidad del motor de
induccio´n y su estimacio´n (pu). (b) Error en la estimacio´n de velocidad.
5.2.2. Caso II
En este caso se propone variar la velocidad del motor de induccio´n representada como
una funcio´n sinusoidal en el intervalo [-1, 1] pu, con el propo´sito de comprobar que los
observadores son capaces de estimar las variables ante un cambio constante de las referen-
cias. La figura 5.3 muestra los flujos del rotor y sus estimados as´ı como los errores entre
estos para el este caso.
La estimacio´n de los flujos del rotor tiene un buen desempen˜o como observa en la
figura 5.3(a). Los errores de estimacio´n no tienen un cambio considerable respecto a los
presentados en el caso I, como se puede apreciar en las figuras 5.3(b) y 5.3(c). Esto indica
que la metodolog´ıa propuesta para estimar los flujos con la matriz constante L en el
observador de Luenberger, como se planteo´ en la seccio´n 3.1 es una metodolog´ıa aceptable
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Figura 5.3: Respuesta del observador de los flujos del rotor para el caso II: (a) Flujos del
rotor y su estimacio´n (pu). (b) Error de la estimacio´n del ψα. (c) Error de la estimacio´n
del ψβ.
y la hace eficiente en el momento de implementarla respecto a otras investigaciones donde,
consideran la matriz de ganancias L como una funcio´n de la velocidad [2,7,20,21]. La figura
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Figura 5.4: Respuesta del observador de velocidad para el caso II: (a) Velocidad del motor
de induccio´n y su estimacio´n (pu). (b) Error en la estimacio´n de velocidad.
5.4 ilustra la velocidad de referencia como la velocidad estimada, as´ı mismo, el error de
estimacio´n para el caso II.
En la figura 5.4(a) se observa que la velocidad estimada no presenta inconveniente
para seguir su referencia, a pesar que e´sta se encuentre cambiando de forma sinusoidal.
Tambie´n, cabe notar que el error de estimacio´n no crece a pesar de ser la sen˜al de referencia
dada en ciclos (ver figura 5.4(b)).
5.3. Funcionalidad de los controladores
En esta seccio´n se realiza la comparacio´n del control de velocidad del motor de in-
duccio´n entre los controladores propuestos y el controlador cla´sico PI expuestos en el
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Figura 5.5: Respuestas de los controladores de velocidad para el caso I: (a) Resultado de
los controles de velocidad del motor de induccio´n respecto a la velocidad de referencia
(pu). (b) Error obtenido para cada controlador de velocidad.
Cap´ıtulo 4. Se plantean tres casos de estudio con la finalidad de mostrar el desempen˜o de
los controladores presentados.
5.3.1. Caso I
En este caso se utiliza la misma referencia de velocidad mostrada en la seccio´n 5.2.1. La
figura 5.5 muestra las respuestas de los controladores propuestos y el controlador cla´sico
PI, as´ı mismo, sus respectivos errores.
En la figura 5.5(a) se puede notar que el controlador no lineal propuesto y el controla-
dor cla´sico PI tienen una mejor respuesta en el momento del arranque que el controlador
LQR, lo cual se puede comprobar en la figura 5.5(b), donde controlador LQR tiene un
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mayor error hasta un tiempo de 1,8 s aproximadmente.Despue´s de este instante, se percibe
claramente como el controlador LQR tiene un mejor desempen˜o, presentando un error pro-
medio de 0, 0195 respecto al el controlador PI con error promedio de 0, 0307. Esto se debe
a que, el controlador PI tiene un mayor error cuando la referencia cambia constantemente,
como por ejemplo, se puede apreciar en el intervalo de tiempo de 5 s a 10 s en la figura
5.5(b). El controlador no lineal propuesto presenta una mejor respuesta que los otros dos
controladores con un error promedio de 0, 0021.
5.3.2. Caso II
En este caso se utiliza la misma referencia de velocidad mostrada en la seccio´n 5.2.2. La
figura 5.6 presenta las respuestas de los controladores propuestos y el controlador cla´sico
PI, con sus respectivos errores.
En la figura 5.6(a) nuevamente se nota que los controladores no lineal y el PI tienen
una mejor respuesta durante los primeros 2,5 s comparados con el controlador LQR (mo-
mento de arranque), esto se evidencia en la figura 5.6(b), donde este u´ltimo controlador
tiene un mayor error hasta el instante mencionado.Transcurrido este momento, se observa
claramente como el controlador LQR tiene un mejor desempen˜o, presentando un error
promedio de 0, 0524 respecto al el controlador PI con error promedio de 0, 0805. Esto es
consecuencia de los cambios c´ıclicos en la referencia y la menor eficacia del controlador
PI para seguirla, como se ve por ejemplo, en el intervalo de tiempo de 5 s a 10 s en la
figura 5.6(b). Se reitera que, el controlador no lineal presenta una mejor respuesta que los
controladores LQR y PI, teniendo un error promedio de 0, 0082.
5.3.3. Caso III
Para este caso se ha considerado la velocidad contante con un valor de 1,0 pu y la
carga en el eje tiene incrementos de 0,2 pu hasta 1,0 pu. El objetivo de esta prueba es
poner de manifiesto como se ve afectada la velocidad del motor a medida que la carga en
el eje cambia.
En la figura 5.7(a) se observan los incrementos del par de carga TL realizados cada 5 s
hasta alcanzar el ma´ximo valor. Observando la figura 5.7(b), se evidencia como el contro-
lador de velocidad PI tiene una respuesta pobre respecto a los controladores propuestos,
cuando se desea tener variable la carga en el eje. Para tener clara esta situacio´n se ha
presentado en la figura 5.7(c) los errores de los respectivos controladores, siendo el error
promedio de los dos controladores propuestos menor a 0,005.
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Figura 5.6: Respuestas de los controladores de velocidad para el caso II: (a) Resultado
de los controles de velocidad del motor de induccio´n respecto a la velocidad de referencia
(pu). (b) Error obtenido para cada controlador de velocidad.
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Figura 5.7: Respuestas de los controladores de velocidad para el caso III: (a) Incremento
del par en el eje en pu. (b) Respuesta de los controles ante variaciones del par considerando
constante la velocidad del motor igual a 1 pu. (c) Errores de los controladores propuestos




A partir del desacople de las variables del modelo matema´tico del motor de induccio´n
por medio de las transformadas de Clark y Park, se puede presentar una te´cnica de con-
trol de velocidad ana´loga a la del motor dc de excitacio´n separada. Este es el principio
fundamental para el control FOC, me´todo de control moderno desarrollado gracias a los
diferentes avances tecnolo´gicos de las u´ltimas de´cadas, utilizado en el desarrollo de esta
investigacio´n.
La te´cnica de control FOC empleada requiere de las variables de flujo del rotor y velo-
cidad del motor, las cuales son estimadas a partir de observadores como el de Luenberger
y el MRAS respectivamente, con lo que se logra mayor robustez en el sistema, debido
a que se eliminan posibles errores dados por el ruido generado en estas sen˜ales como se
menciono´ en los Cap´ıtulos 1 y 3.
Se determino´ que al usar una matriz de ganancia L constante en el observador de
Luenberger este continu´a teniendo un buena estimacio´n, lo cual es una gran ventaja al
momento de implementarse ya que no estara´ actualiza´ndose en cada instante. Caso con-
trario si se trabaja la matriz L dependiente de la velocidad como usualmente se realiza.
Los controladores lineal basado en LQR y no lineal propuestos en el presente trabajo,
presentaron mejores rendimientos que el controlador cla´sico PI. Esto se verifico´ a trave´s
de cambios de referencia en la velocidad en forma de rampa y sinusoidal. Tambie´n se
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considero´ el aumento escalonado del par en el eje de la ma´quina, y bajo este escenario los
controladores propuestos obtuvieron mejores desempen˜os respecto al controlador cla´sico
PI.
El controlador lineal propuesto mostro´ un buen seguimiento a la velocidad de referen-
cia, a pesar de que las condiciones de trabajo fueran muy diferentes a las condiciones dadas
inicialmente. Esto se dio por dos razones, primero considerar la velocidad de deslizamiento
(ωΣ) como una sen˜al de control, ya que con esto se pudo controlar los cambios de marco de
referencia de las variables de estado. La segunda razo´n fue, utilizar dos esquemas de segui-
miento para reducir el error de estado estacionario a cero, las cuales fueron el seguimiento
con matriz de ganancia directa y el seguimiento con accio´n integral. Estos esquemas de
seguimiento son ana´logos a las ganancias proporcional e integral del controlador cla´sico
PI, con la gran ventaja que se ahorro´ el proceso de sintonizacio´n de los para´metros, ya
que esto se realizo´ con el LQR.
Aunque las corrientes del esta´tor de referencia son calculadas de igual manera en el
controlador no lineal propuesto y el cla´sico PI se obtuvieron diferentes desempen˜os en
ambos. La razo´n de esto fue la sen˜al de control propuesta para el controlador, con la que
se garantizo´ que las dina´micas de las corrientes del esta´tor en lazo cerrado se comportaran
como un sistema lineal. Otra ventaja que presento´ la metodolog´ıa propuesta es que tiene
dos para´metros menos a sintonizar respecto al controlador cla´sico PI.
Los resultados entre los dos controladores propuestos mostraron que el controlador no
lineal siempre presento´ un mejor desempen˜o que el control lineal basado en LQR, tanto en
tiempo de respuesta como en error de estado estacionario para todos los casos considerados
en este trabajo. La razo´n de esto se debe a que el modelo dina´mico del motor de induccio´n
es no lineal y al emplear una te´cnica lineal siempre se pierde informacio´n lo que conlleva
a incrementar los errores.
Finalmente, se puede decir que el trabajo de investigacio´n realizado, hace un aporte
al continuo estudio en el control de motores de induccio´n y se propone como futuros
proyectos la transversalidad de las diferentes facultades y/o programas de la Universidad
Tecnolo´gica de Pereira en torno a este.
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6.2. Recomendaciones
Como trabajo futuro se sugiere estudiar el impacto en los controladores propuestos y
en los observadores el desbalance de las tensiones de entrada de la ma´quina.
Debido a que las matrices de ganancia del controlador lineal dependen de los para´me-
tros del motor, se recomienda establecer un algoritmo de identificacio´n de para´metros a
partir de los datos de placa del motor para que se analicen los controladores propuestos
ante la variacio´n de estos para´metros.
Se recomienda la implementacio´n de los controladores presentados en un sistema real
a trave´s de dispositivos programables como DSP o FPGA, para controlar un inversor.
Al convertidor se tiene acceso ya que se cuenta con uno de 10kV A en el laboratorio de
ma´quinas ele´ctricas del Programa de Ingenier´ıa Ele´ctrica.
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Las estrategias de control o´ptimo son fundamentales en control automa´tico, siendo
utilizadas como estrategias de control moderno en las u´ltimas de´cadas. Sin embargo, hablar
de optimalidad tiene un alto grado de subjetividad. Este se debe a que un control puede
ser pe´simo desde el punto de vista del comportamiento dina´mico del sistema, pero podr´ıa
ser o´ptimo desde el punto de vista econo´mico y viceversa. La tarea de un control o´ptimo
es minimizar una funcio´n de costos que contenga diferentes especificaciones adema´s de las
restricciones del sistema. A esta funcio´n se le llama ı´ndice de desempen˜o y normalmente
de denota con la letra J . La ecuacio´n que describe la funcio´n de control o´ptimo se muestra
en (A.1) [18].
minimizar J = Ψ(x(tf )) +
tf∫
t0
L(x(t), u(t), t) · dt




donde, Ψ(x(tf )) es el costo final, L(x(t), u(t), t) es una funcio´n no negativa y continua.
El sistema anterior, se puede resolver planteando su funcio´n Lagrangiana como se
muestra en (A.2).




L(x(t), u(t), t) + λT · (f(x(t), u(t), t)− x˙)) · dt (A.2)
El mı´nimo de L, corresponde al mı´nimo de la funcio´n original considerando la res-
triccio´n de igualdad. El para´metro de proporcionalidad λ se denomina multiplicador de
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Lagrange. Las condiciones de optimalidad se obtienen aplicando las restricciones de primer
orden sobre L, donde se puede definir una derivada parcial como se muestra en (A.3) [23].






) · ∂x+ (Lu + λT · fu) · ∂u− λT · ∂x˙] · dt (A.3)
El s´ımbolo ∂ es utilizado para denotar derivadas parciales. El u´ltimo te´rmino de la expre-





λT · ∂x˙ · dt = −λT (tf ) · ∂x(tf ) + λT (t0) · ∂x(t0) +
tf∫
t0
λ˙T · ∂x · dt (A.4)
El te´rmino ∂x(t0) es cero, ya que es una constante porque es una condicio´n inicial.
Reemplazando (A.4) en (A.3) se obtiene:





T · fx + λ˙T
)







) · ∂u · dt− λT · ∂x(tf )
(A.5)
Cada te´rmino de (A.5) es independiente y se puede garantizar optimalidad si el sistema
de ecuaciones de (A.6) se puede resolver [18,23].
Lx + λ
T · fx + λ˙T = 0
Lu + λ
T · fu = 0
Ψx − λT (xf ) = 0
, (A.6)
Las solucio´n de este sistema de ecuaciones se puede realizar con el me´todo de gradiente
descendente. Este me´todo es muy popular en problemas complejos y puede ser la u´nica
manera de desarrollar una solucio´n de manera efectiva. Las mayores dificultades son el
gasto computacional y el requisito de tener una trayectoria de control razonable para
comenzar [18].
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En el caso que se trabaje con un sistema dina´mico lineal como se muestra en (A.7),
un buen ı´ndice de desempen˜o es el mostrado en (A.8). Para el caso lineal este control se
conoce como LQR o Linear Quadratic Regulator [18].







xT ·Q · x+ uT ·R · u) · dt, (A.8)
donde, Q y R son matrices definidas positivas, para garantizar que L sea no negativa. En








Reemplazando (A.9) en (A.6) se obtiene:
xT ·Q+ λT · A+ λ˙T = 0
uT ·R + λT ·B = 0
λT (xf ) = 0
x˙ = A · x+B · u
, (A.10)
El sistema mostrado en (A.10) es claramente lineal. La forma cla´sica de resolver este
problema es proponer una conexio´n entre λ y x como se muestra en (A.11) [18].
λ = P · x , (A.11)
y la derivada de (A.11) es igual a:
λ˙ = P · x˙+ P˙ · x (A.12)
Reemplazado el u´ltimo te´rmino de (A.10) en (A.12) se obtiene:
λ˙ = P · (A · x+B · u) + P˙ · x , (A.13)
luego se reemplazan (A.11) y (A.13) en el primer te´rmino de (A.10) obteniendo:
xT ·Q+ xT · P · A+ xT · A · P + uT ·BT · P + xT · P˙ = 0 (A.14)
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Al despejar u del segundo te´rmino de (A.10) queda:
u = −R−1 ·BT · λ = −R−1 ·BT · P · x , (A.15)
y reemplaza´ndolo en (A.14) se obtiene:
xT ·
(
Q+ P · A+ A · P − P ·B ·R−1 ·BT · P + P˙
)
= 0 (A.16)
La solucio´n de (A.16) se da cuando:
Q+ P · A+ A · P − P ·B ·R−1 ·BT · P + P˙ = 0 (A.17)
Dado que resolver P˙ es en general de dif´ıcil solucio´n, au´n efectua´ndolo nume´ricamente,
se plantea buscar una solucio´n o´ptima estacionaria [18]. Esto indica que P es constante,
por consiguiente P˙ = 0. Esto lleva a que (A.17) sea de la forma en que se conoce como
ARE o Algebraic Riccati Equation y la ecuacio´n de control o´ptimo viene dada por [18]:
Q+ P · A+ A · P − P ·B ·R−1 ·BT · P = 0 (A.18)
Claramente de (A.15) se pude notar que el control LQR es un control por retroalimen-
tacio´n de variables de estado, el cual se puede escribir de forma cla´sica como:
u = −k · x , (A.19)
donde,
k = R−1 ·BT · P (A.20)
