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I. INTRODUCTION 
As will be shown in Chapter II, a number of people have 
studied inequalities involving a function and its deriva­
tives. In this paper we will investigate inequalities of 
the form 
i|f|lp < C • (b-a)^||f^^^I!g, f e C^[a,b], 
where |j denotes an norm. Such inequalities are 
shown to exist for s = n + l/p - l/q and for (i) C 
depending on n, p, and q provided f has n zeros on 
[a,b], (ii) C depending on n, p, and q provided f 
has n zeros on [a,b] including at least one at both a 
and b, (iii) C depending on n, p, q, and a provided 
f has a zeros at a and p = n - a zeros at b. Here 
we are counting zeros according to their multiplicity. A 
zero is said to have multiplicity k at t^ if 
= 0, i = 0,...,k- 1. 
In Chapter IX, a number of disconjugacy theorems are 
found by use of these inequalities. A differential equa­
tion of the form y(*) = fi(t)y(^"^) + ... + f^^t)y, 
f^ e C[a,b], i = 1,...,n, is said to be disconjugate on 
[a,b] if the only solution with n zeros on [a,b] is 
the trivial solution y = 0. One of the disconjugacy 
2 
conditions established in Chapter IX states that the 
differential equation is disconjugate on [a,b] if 
+ ••• + ^ n'I^n'lp-^^" ^ ^'liere 
various choices of A^, p', and s(i) are allowed. In 
conditions of this type and for an allowable combination 
of p' and s(i), it is desirable to find coefficients 
as small as possible in order to maximize the interval 
length (b- a). The conditions found in this paper.are 
particularly useful for equations of the form y(^) = f(t)y 
and allow the user to select certain parameters in order to 
find a disconjugacy condition vAiich best suits the particu­
lar equation. Section 2.B states several results concern­
ing disconjugacy criteria found in the literature. 
There are a few conventions needed throughout this 
paper. PC^[a,b] denotes the set of all functions with n 
piecewise continuous derivatives» In accordance with the 
rule that zeros are counted according to their multiplici­
ties, the statement y(a.) = 0, j = 1,...,n must be 
interpreted to mean = 0, i = 0,...,k- 1 if a^ 
appears k times among the a^'s. The notation [1,»] 
will denote the extended real numbers greater than or equal 
to one, and we will define 1/» = 0 whenever needed. By 
an application of the Minkowski's inequality, it can be 
shown that 
3 
flL = [j'°lf(t)l^at]^/p, £ e L [a,b]. 
P a 
is a norm on space for any p e [!,«) 
|f|| = sup{lf(t)l : t e [a,b]} 
is the norm for L^Ca,b]. 
The basic set used throughout this paper is the set 
of all f e C^[a,b] having at least n zeros on [a,b] 
and it will be denoted C^<[a,b]>. We will need subsets of 
C^<[a,b]> consisting of all functions f e C^([a,b]) 
which satisfy one or more of the following properties; 
(q) = 1. 
(a,p) f has a zeros at a and Ç> zeros at b. 
(a) f has a zeros at a and p = n - a zeros at b. 
These subsets will be denoted by including the appropriate 
symbol(s) inside the < >. Particular values of g, a, or 
P will be included. For example, 
C^<[a,b],g = = n - a) = C^<[a,b],g = 2,a) denotes 
the subset of C^<[a,b]) containing those functions f 
satisfying ||f [jg = 1 and having a zeros at a and 
P = n - a zeros at b. 
4 
The technique used to establish the inequalities is 
as follows. In Chapter III, we sh.ow that the supremum of 
|jf}ip over all f in C^<[a,b],q,a,P> is equal to the 
supremum of ||f ||^ over the subset of all f which have no 
interior zeros. It is convenient to limit ourselves to f 
with ||f11^ = 1. This is possible as in Chapter IV we 
show that 
M(n,p,q) = sup[||f)y : f e C^<[0,ll,q)} 
L(n,p,q) = supClifjlp : f e C^<[0,l],q,a = l,p = 1>}, 
and 
K(n,p,q,a) = sup[||f||^ : f g C^( [0,1], q,a> } 
are the best possible values of C for the sets C^<[a,b]), 
C^([a,b],a = l,p = 1), and C^(La,b],a>, respectively. 
These are the sets described in (i), (ii), and (iii) in the 
first paragraph. 
For f, g e C[a,bl, we say that a function g 
encloses f if - lg(t)1 < f(t) < lg(t)1 over their 
conimon interval of definition. In Chapter V, we are able 
to show that any f e C^<[0,l],q = oo,a> is enclosed by 
g(t) = t^(t-l)^ '^/nl which means that K(n,p,q,a) = 
5a 
]|g(t)l[p for q = 00. On the other extreme, for q = 1 we 
are able to show in Chapter VI that for any 
f e C*([0,l],q = l,a) there exists c e [0,1] such that 
the Green's function g(t,c) for the boundary value prob­
lem y(*) = 0; y(^)(0) = 0, i = 0,...,a - 1; y^^^(l) = 0, 
i = 0,...,n-a-l, encloses f. This means 
K(n,p,l,a) = max||g(t,c)||p. 
These results, combined with the inequalities 
K(n,l,oo,a) < K(n,p,q,a) < K(n,«,l,a) 
allow us to show in Chapter VII that K(n,p,q,a) exists 
for all positive integers n; p, q e [1,»]; and 
a = 0,...,n. Chapter VIII establishes that 
M(n,p,q) = max{K(n,p,q,a) : 0 < a < n} and 
L(n,P,q) = max{K(n,p,q,a) : 1 < a < n - 1}, n ^ 1. 
Chapters V through VIII also include formulas and/or 
suggested methods of calculation for some of the constants 
M(n,p,q), L(n,p,q), and K(n,p,q,a). 
It is important to notice that the term "f has k 
zeros" is used interchangeably with "f has at least k 
zeros" unless context demands otherwise. As will be seen 
in Chapter IV, the most common exception occurs when 
does not change signs as that limits f to at most, hence 
exactly, n zeros if f e C^([a,b]) provided f has at 
5b 
least two distinct zeros. 
Before concluding this chapter, one other point needs 
an explanation. In several proofs, the following claim will 
be made. Suppose that f e C^<[a,b]>, f(^) > 0, and f 
has exactly n zeros. Then the sign of f(t) is deter­
mined for each t by the zeros of f alone. "This can be 
shown as follows. Let t^,...,t^_2 be the largest zeros 
of f,...,f(^"^), respectively. By use of the mean value 
theorem, one can see that t^ , < . .. < tg < b and 
n-i p 
to , = ... = t. = b where p is the exact number of zeros 
p — .L O 
at b. As 
f(^)(t) = J ds, i *= 0, ...,n-l, 
^i 
one can see that f(t),...,f^(t) are all positive 
on the interval (tp,b). However, on the same interval, 
f(^~^)(t),...,f(t) must alternate in sign with 
< 0. Thus, the sign of f(t) is (-1)^ on 
(tp,b). The sign of f(t) can be determined between each 
of the other distinct zeros by tracing back from zero to 
zero. In particular, if a > 1, p «= n - a > 1, and 
f e C^<[a,b],a), then the sign of f(t) is (-1)^ if 
f(*) > 0. 
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II. SOME RESULTS IN THE LITERATURE 
A. Inequalities 
Since there have been a great number of results concern­
ing a function and its derivatives, we will only attempt to 
mention some of the ones which seem particularly relevant to 
the work done in this paper. 
Among the people v^d have studied inequalities involv­
ing f and f are Opial [25] and Redheffer [24]. Some 
inequalities of the type studied in Chapter VII are: 
Inequalities 2.1. (a) If f, f c Lg[0,T/2] 
and f(0) s= 0, then 
ir/2 Tr/2 
J f2(t)dt < J f'2(t)dt 
0 0 
(b) If fj f' e L2[0,7r3 and f(0) = f(T) = 0, then 
J f2(t)dt < J f'2(t)dt 
0 0 
(c) If f, f, f" c Lg[0,T] and f(0) = f(Tr) = 0, then 
TT IT 
J f2(t)dt < J f"2(t)dt 
0 0 
7 
In each of these, equality holds if and only if 
f(t) = A sin t. 
Parts (a) and (b) are mentioned in both Beesack [1] 
and in Fan, Taussky, and Todd [4]. Part (c) was established 
in [4]. 
These results can be rewritten in the form studied in 
this paper by replacing t by 7rs/2b and f(irs/2b) by 
g(s) in the first inequality and doing likewise with 
TTs/b in the last two. After taking square roots, we have 
that on the interval [0,b] 
llfllg < Sbllf'llgA. f(0) = 0, (2.1) 
llflla < blif'llgA, f(0) = f(b) = 0, (2.1') 
llfllg < f(0) = f(b) = 0. (2.1") 
Coles [5] extends Wirtinger's inequality to relate f 
and f(^^. Although his results are valid for some rather 
general boundary conditions, they do not include the type 
of conditions vAiich we will study except in the case 
f(i^(0) = 0, i = 0,...,n-l, or f^^^(b) = 0, i = 0,...,n-l. 
8 
A number of people have studied inequalities while 
working on disconjugacy conditions. For example, in 1917 
Fite [7] observed that if f has 5 zeros on [0,b], 
then the rather weak inequalities 
i = 0,1,2. 
are valid since f, f and f" must each have at least 
one zero. Some far superior results have been credited 
to Tumura [27]. Unfortunately the author has been unable 
to locate his paper, but, according to Hukara [12], he 
found inequalities of the form ||f _< M^||f ||^ for 
f which have n zeros in [0,b] including zeros at 0 
and b. It appears that he found that one can take 
= (n - k)b'^/nk:, k = 1, ...,n-l, 
(2 .2)  
= (n- l)'^~^^/n:n^. 
The value of is found to be the best possible in 
Chapter V. Levin [20] mentions a result which indicates 
he may have been aware of the value M^. 
Levin [I8I, [20], Hukura [12], and more recently, 
Hartman [8] have proven various forms of the following: 
9 
Inequality 2.2. Suppose that f e C^[0,b] and 
f (a^) = 0, k = 0,...,n-l, where a^ e [0,b] and 
0 < a. <... < a_ 1 <b. Then 
— 1 — — n-l — 
l|f|L i 
where 
= Cn[(n- l)/2]:[n/2]:y-l 
and can not be replaced by a smaller constant. 
In this inequality, [x] denotes the largest integer 
less than or equal to x. One has = 1, Cg = 1/2, 
= 1/5, and = 1/8, = 1/20, and so on. 
3. Disconjugacy Theorems 
We will generally restrict our discussion to equations 
of the form 
n 
= X fk e c[0,b] (2.5) 
k=l 
and disconjugacy conditions vAiich state that equation (2.5) 
is disconjugate on [0,b) if 
10 
n 
(2.4) 
k=l 
where s depends on k. In many conditions, "<" and 
"[0,b)" can be replaced by and "[0,b]". In mention­
ing such criteria, this iiqprovement will be indicated by 
noting that the equation is disconjugate [0,b]. The 
choice of the interval [0,b] in equation (2-5) has been 
made only to simplify the notation. If the conditions are 
applied to some other interval, b denotes the length of 
the interval. 
The results for n = 2 are very numerous and only 
those of unusual interest will be mentioned. With regards 
to the equation 
Heimes [101 has shown that even in a Banach space, the 
equation is disconjugate on [0,b] if 
y" = fy (2.5) 
max r |g(t,c)f(c)Idc < 1 
0<t<b Q 
(2 .6 )  
where g(t,c) is the Green's function for the boundary 
value problem y" = 0, y(0) = y(b) «= 0. Applying Holder's 
11 
inequality to (2.6), one finds that 
max llg(t,c) l l  ||f|L , < 1 (2.7) 
0<t<b 
will insure disconjugacy on [0,b]. This is particularly 
interesting since it is equivalent to Theorem 9.1, Condition 
9.3 for n = 2 even though the development is entirely 
different. 
For p = oo, p' =1, inequality (2.7) reduces to 
v^ich was shown to be "best possible" for p' = 1, by Van 
Kampen and Wintner [291. Another well known [9, p.3^6] 
"best possible" result is that equation (2.6) is dis-
conjugate on [0,b) providing 
That this condition is best possible can be seen by noting 
has zeros at 0 and tt/uo. 
For n = Lasota [I5] has shown that equation (2.5) 
is disconjugate on [0,b] provided inequality (2.4) is 
II f 11 lb < 4 (2.8) 
(2-9) 
P that a solution of y" = - uj y, namely y = sin out. 
12 
satisfied with 
= 1/4, Ag = I/tt^, A^ = l/27r^, p' = 00, and s = k. 
(2.10) 
Also, for n = 3, Mathsen [21] has shown that equation 
(2.5) is disconjugate if fg > 0 and 
(b+l)llf^ll^[exp(bC) - exp(bC/2) - bC/2]/C^ < 1, 
(2.11) 
^ " ll^llloo* 
Levin [I9I states that the equation = fy is 
disconjugate on [0,b] if 
b^J f^(t)dt < 192 and b^j^f_(t)dt < 364 (2.12) 
0 0 
where f^(t) = f(t) if f(t) >0, 0 otherwise, and 
f_(t) = f(t) if f(t) <0, 0 otherwise. 
Fite [7], la Vallée Poussin [I6], and Sato [26] have 
given disconjugacy theorems for the nth order equation 
(2.5) which have been improved upon in recent years. Levin 
[20] mentions that equation (2.3) is disconjugate on [0,b] 
if inequality (2.4) holds with p' = s = k, and 
15 
= l/k!, k = 1, and = (n-l)^^^/n!n^\ 
This condition is verified in Theorem §.l with p ' =00 
and p=q=l or p = q = However, Tumura states 
that the equation is still disconjugate on [0,b] if one 
uses 
= (n-k)/nk.', k = 1, ...,n-l, A^ = (n-l)*"^/n;n*, 
(2.15) 
p ' = 00, s = k. 
Again for [0,b] Levin [I8], [20] and Hukura [12] have 
shown that it is possible to use 
^ P' = =, s = k, (2.14) 
where are the constants defined in Inequality 2.2. 
Nehari [22] claimed to have shown that it was possible 
to use A^ = 2 ^  for p'= 1 and s = k - 1. However, his 
proof was shown to be false [6]. Hartman [8] has shown 
several disconjugacy conditions for [0,b] which include 
the statement that equation (2.5) is disconjugate if 
14 
Al = 1/2, = C^[k/(k+l)]^-^/4, k = 1,...,n-l, 
(2.15) 
p' = l, s = k—1. 
This condition is stronger than Néhari's. Among his other 
criteria is the related condition 
n—1 
(exp||f]^||]^/2) Y (C^/4) [k/(k+1) < 1- (2.16) 
k=l 
In case fg(t) = ... = f^(t) = 0 for some m, 2 < m < n - 1, 
then the last condition can be improved to 
n—1 
expdlfj^ll/S) ^  (0^2™-^) [k/(k+m) < 1- (2.17) 
k=m 
He has some other conditions which will not be reproduced 
here. 
Some of the disconjugacy conditions given in this 
section will be compared in Chapter IX to some of the 
criteria developed in this paper. 
/ 
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III. CHARACTERISTIC SUBSET 
A. Introduction 
The goal of this chapter is to simplify the problem of 
finding supremums over the set C^<[a,b],q,a, P>. As defined 
in the first chapter, C^([a/b]) is the set of all 
functions in C^[a,b] having n zeros, counting multi­
plicities, on [a,b]. C^<[a,bl,q,a,p> satisfies the 
additional properties: 
•(n) 
greater than 1. 
(g) = 1 where q is an extended real number 
(a,^) f has at least a zeros at a and p zeros at b 
v^ere 0 < a < n and 0 < p < n - a. 
We begin by looking at a fixed nth derivative g(t) 
where g(t) >0 and a + p > 0. Let 
M(g) = {f e C*<[a,b],o,p> : f^^^ = g}. 
Our method is to show that M(g) is contact and then to 
show that the maximum of any convex functional over M(g) 
can not occur on a function with interior zeros. We can 
extend the latter result to C^<[a,b],q,a,P) and for the 
16 
convex functional II II we will have: II Mp 
Theorem 3.1. If the supremum exists, 
supCllfllp : f s C^<[a,b3,q,a,p>} = sup{Hf||p : f e A} 
where 
A = {f e C^<[a,b],q,a,3) : f has no interior zeros}. 
We will also be able to establish a similar result 
concerning the derivatives of functions in C^X[a,b],q,a,P). 
The general method used in this chapter resembles one 
used by Levin [l8] to prove Inequality 2.2. 
B. M(g) is Compact 
The compactness of M(g) follows from the following 
two lemmas. The first is a fairly elementary result. 
Figure ^ .1 illustrates this lemma with X being two 
dimensional real space. 
17 
Hf 
A 
Figure ^.1. Illustration for Lemma 5*2 
Lemma 3.2. Let be a fixed element of a Banach 
space X, let E be a closed finite dimensional subspace 
of X and let H be the finite dimensional hyperplane 
{y + x^ : Y e E}. Suppose that M is a closed subset of X 
which is also closed under scalar multiplication. If 
E n M = [0], then HAM is compact. 
Proof. [l8, p.5983. Since H and M are both 
closed, we need only show that HAM is bounded. Suppose 
not. Then there exists a sequence {x^^^i=l ~ ^^i *o^i-l 
in H n M with 11x^11 -* 00. We can normalize x^^ by 
setting 
18 
The sequence belongs to the unit sphere of 
elements in M having the form x = y + y e E. 
Because of compactness, we may as well suppose that 
{xfyT-i converges to y^ s M. But x^/Hx^H -*0 so we 
must have that Yj_/llx^|l - y^. Since y^/I|x^ll e E, we 
must have y^ e E. Thus y^ e E n M and HYQH = 1. But 
t h i s  i s  i m p o s s i b l e  s i n c e  0  i s  t h e  o n l y  e l e m e n t  i n  E D M .  
We have the contradiction and the proof of the lemma is 
completed. 
In applying this lemma, we will take X to be the 
space C^[a,b] using the norm 
||f )| = max max !f(^ (^t)|. (5-1) 
0^<n a^t<b 
The role of M will be played by C^<Ca,b],a,P>. In case 
it is not clear that this set is closed, let us prove: 
Lemma 3.3. The set C^<[a,b'l,a,P) is closed with 
respect to the norm (5.l). 
Proof. It should be clear that the closure of 
C^<La,b],a,P) is contained in C^[a,b] using the norm 
(3.1). The proof will be completed if we show that if a 
sequence {f\(t)]T_g, f^ e C^X[a,b],a,P), is given and 
19 
^ as i -* 00, then e C^<[a,b],a,P>. 
Denote the n zeros of f^ by tj^, j = 1, ...,n; 
i = 1,2,... . We may assume that zeros are ordered 
a < t^j^ < tg^ < . .. < t^^ < b. Consider the sequence 
There must exist a convergent subsequence whose 
limit point t^^ must be in [a,b]. In order to siinplify 
the notation, we may as well discard the unused i's and 
renumber all the sequences accordingly. We repeat this 
process for j = 2,3,...,n. After the nth step, we have 
redefined the sequence {^i}ic:l such a way that 
lim t.. = t. e [a,b] for j = 1,2,...,n. It is clear that 
i-^ » ] 
fQ(tj) =0, j = 1,2,...,n, because 
f^(t.) = lim f.(t..) = lim 0=0. 
However, the t^'s may not all be distinct. 
We now turn to the problem of showing that 
{tj^, ...,t^} can be used as the set of zeros for f^. To 
do this, let us assume that t^ = ... = t^. We need to 
show that tj^ is a p fold root of f^. For each i, 
we can use Rolle's Theorem to establish the existence of 
t£i,...,tp_i ^ which satisfy = 0 and are ordered 
so that t^j^ < < tg^ < tg^ < • £ tpi* 
20 
case two successive roots are equal, they must be a 
multiple root and we can use the common value as a 
Now lim t'.. = t, for j = 1,2, ...,p- 1, and thus, 
i-\x) 
f^(t^) = 0. showing t^ is at least a double zero. "We can 
repeat this process to show that 
f^(t^) = ... = f^^ ^^(t^) =0. We could drop the original 
ordering and number any root as t^, so the above work 
proves that each of the t^'s can be counted as a zero of 
f (t). Since it is clear that f must have a sufficient 
o ^ o 
number of zeros at a and b, we have shown 
f^ e C^([a,b],a,P). This shows that C^<[a,b],a,P> is 
closed and completes the proof of the lemma. 
These lemmas can be used to establish the following 
theorem. 
Theorem 3.4. M(g) is a compact set with respect to 
the norm (5.I). 
Proof. Any f e M(g) can be written in the form 
» t -^n-1 
f(t) = p(t) + J ... J g(t^)dt^.. .dtj_ (5.2) 
a a 
where p(t) is a polynomial of degree n - 1 or less. 
Hence, M(g) = H fl C^([a,b],a,P) where H is the set of 
all functions satisfying f= g or equivalently 
21 
equation (5.2). If we let E be the n-dimensional sub-
space of polynomials of degree n - 1 or less, then we see 
that H is the n-dimensional hyperplane 
{p(t) + x^ft) ; p(t) e E} 
where is the iterated integral of equation (5.2). As 
mentioned before, we take M = C^([a,b],a,P) vôiich has 
been shown to be closed and is certainly closed under 
scalar multiplication. Moreover E n C^X[a,b],a,p) is 
the set consisting of only the zero function since no other 
polynomial of degree n- 1 or less can have n zeros. 
This means all the conditions of Lemma 5*2 have been sat­
isfied. Therefore, M(g) = H n M is compact and the proof 
is con^lete. 
C. A Characteristic Subset of M(g) 
We now turn to the problem of finding the supremums 
over M(g). In fact, we will find that given a function 
f e M(g), then for any convex functional F(f), we can 
find an f^ e M(g) which has no zeros in (a,b) and 
which satisfies P(f) < P(fg). A few preliminary defini­
tions will be necessary. 
Let X be a normed linear space and let M be a 
closed bounded convex subset of X. We will say that 
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X c M is a segment point of M if x lies on an open 
line segment contained in M. Any point in M which is 
not a segment point will be called an extreme point of M. 
A convex set is sometimes defined to be a set which 
contains all of its weighted means, that is, all of the 
and k is any positive integer [^0, P-S?]-
We need one more definition. Let S be an arbitrary 
nonvoid subset of a normed linear space X. We say that 
a subset T contained in S is a characteristic subset 
of S if J for any convex functional F : X R, it is 
true that 
If the characteristic subset T is compact, F must 
assume a maximum on T, and hence on S also, so that 
we may write 
finite sums 
i=l 
k k 
where x^ 6 M, ^ a^ = 1, a^ > 0, 
i=l 
sup{F(t) : t e S] = sup{F(t) : t e T}. 
max{F(t) : t e S} = max{F(t) : t e T}. 
The following lemma gives a sufficient condition that 
T be a characteristic subset. 
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Lemma 3.5. Let S be a nonvoid compact set in a 
finite dimensional normed linear space X. Let T be a 
subset of S which contains the set E consisting of 
the extreme points of cl conv S, the closed convex hull 
of S. Hien T is a characteristic subset of S. This 
result remains true for an infinite dimensional space X 
provided we make the additional assumption that cl conv S 
is compact. 
Proof. We first note that if X is finite dimensional 
then the convex hull of S is compact [28, p.40]. The 
remainder of the proof depends only on the compactness of 
cl conv S, not the dimensionality of X. Since both S 
and cl conv S are compact, then the extreme points of 
cl conv S belong to S [15, p.152]. 
The Krein-Milman theorem [l4, p.156] states that in 
any regular space, a closed bounded convex set is the convex 
hull of its extreme points. In particular, cl conv S is 
the convex hull of E. Thus if x^ c S c cl conv S, it 
k 
can be written as a weighted meem, *0 ~ X ^i®i 
i=l 
points e^ e E. iSius for any convex functional P on X, 
we have 
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k k 
F(Xo) = ^ ( I ®i®i) •£ I -S sup P(e). 
i=l i=l 
Since E c T c S we have 
inax{F(x) : x e S} = sup{F(x) : x e T} 
which completes the proof of the lemma. 
The only concept still needed before finding the 
characteristic subset of M(g) for g > 0 is contained 
in the following lemma. 
Lemma 3.6. Let x(t) and y(t) e have 
at some point c e (t^,tg) zeros of order exactly r and 
r- 1, 1 < r < n, respectively. Then there exists an 
€ > 0 such that each of the functions 
2^(t) = x(t) + €y(t) and ZgCt) = x(t) - €y(t) 
has not less than r zeros on [t^^^tg]. 
Proof. As X has r zeros and is n times contin­
uously differentiable, x(t) «= (t-c)^ x^(t) where 
x^ c '[a,b] and likewise y(t) = (t-c)* ^  y^(t) where 
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also has continuity properties. As the number of zeros 
is exact, x^(c) ^  0 ^  y^fc). Consider 
z^(t) = x(t) + €y(t) = (t-c)^"^[(t-c)x^(t) + Ey^ft)] 
We can see that there exists > 0 such that for every 
€ e (0,the function z^(t) has two distinct zeros and 
a total of r in [t^^tg]. 
In a like manner, we can find Eg so that z^ = x - €y 
also has r zeros in [t^,t2] for every € e The 
proof is coinplete as Ç = min{€^, satisfies the lemma. 
We are now ready for the main result of this section. 
For g > 0 we define to be the subset of M(g) 
containing the functions without interior zeros and to 
be the subset of M(g) which contains functions f which 
have a zero of order greater than n at t^ e (a,b) and 
which satisfy f(t) ^  0 elsewhere on [a,b]. Mg = 0 
unless a = g = 0. 
Theorem 3.7. The set M^(g) = U Mg is a 
characteristic subset of M(g) if g > 0. 
Proof. It will be shown in Corollary 4.5 that since 
g > 0, any function in M(g) has exactly n zeros unless 
it has exactly one distinct zero and this zero is of order 
greater than , n. 
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Let f e M(g) - M^(g). It is sufficient to show that 
f is a segment point of the finite dimensional, compact 
set M(g). Let t^,...,t^ be the set of n zeros of f. 
Of these zeros a must be at a and p at b. We may 
assume that the zeros of f are numbered so that 
= ... = tp is an interior zero of order r. Let 
p(t) = (t-ti)^"l(t-t^^^)...(t-t^) 
so that p(t) is a polynomial of degree n - 1 with a zero 
of order r- 1 at t^. Hence by Lemma 5-6 there exists an 
€ > 0 such that both z^(t) = f(t) + €p(t) and 
Zgft) = f(t) - €p(t) have r zeros in some neighborhood of 
t^ which may be chosen so small that it contains no other 
zeros of f. Moreover, z^ and Zg must be members of 
M(g) as z^ and z^ have n zeros on [a,b] and 
= z^"^ = g. Thus, f(t) = [z^(t) + Z2(t)]/2 is a 
segment point of M(g). M^(g) must then contain the 
extreme points of M(g). By Lemma 5*5# the proof is 
complete. 
Note. Neither z^ nor Zg is in M^. 
Example. Let n = 2, a = -1, b = 1, and a = P = 0. 
We wish to characterize M(g) if g(t) = 6t, t c [-1,1]. 
If f € M(g) then f(t) = t^ + xt + y. The boundary of 
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Figure 5.2. The set M(g) for g(t) = 6t, t e [-1,1] 
M(g) can be found by considering the cases: (i) f has a 
zero at t = 1 which means y = -x - 1, (ii) f has a 
zero at t = -1, so y = x + 1, and (iii) f has a double 
2 2 
zero t^ which can be shown to mean x = -^t^, y = 2t^ or 
y = +2(-x/$)^^^. As seen in Figure 3.2, the extreme points 
are : (-4,3), f has a double zero at 1; : (-4,-3), 
a double zero at -1; P^ : (0,0), triple zero at 0. 
^4 • (-1,0) represents the function with zeros at -1, 0, 
and 1 and Pj. is the function with a zero at 1 and a 
D 
double zero in (-1,0). If we insist g = 1, then M(g) 
will be the line segment from P^^ to P^ and if a = p = 1 
then M(g) is P^^. On the other hand if a = 0, b = 1, 
then similar analysis shows that we must restrict M(g) to 
the portion of the graph on or above the x-axis. 
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D. Proof of Theorem 5*1 
In the last section, after defining the term charac­
teristic siibset we found such a set for the finite dimen­
sional, compact set M(g). We start this section by finding 
a characteristic subset for the infinite dimensional, non-
compact set S = {f e C^<[a,b],q,a,P> : f("^ >0}. We also 
define the subsets = U :9 >0] and 
Ag = U {Mg :g>0}. Ag = 0 if a + P > 0. 
Lemma 3.8. A^ U A^ is a characteristic subset of S. 
Proof. Let f^ e S and let g = f(^^. Then by defini­
tion, M(g) c S. Hence for any convex functional F : S -• R, 
we have F(f^) < max{F(f) : f e U by Theorem 
Thus, F(fg) < sup{F(f) : f e A^ U Ag} so A^^ U A^ is a 
characteristic subset of S which completes the proof. 
Comment. F(f^) < max{F(f) : f e M^} < sup{F(f) : f s A^}. 
unless f^ e Ag. In fact, we can improve Lemma to read 
llfllp < supCllgllp : g e A^}, f c S - (A^ U A^). 
Let f e S - (A^ U Ag). Upon inspection of the proofs of 
Theorem 3-7 and Lemma J.8, one notes that our comment will 
be established for finite p if we show that vfeen || is 
applied to f(t) = [z^(t) + z^{t)'\/2 it is true that 
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llfllp < Ul^illp + llzgllpVe. 
For p = 1, equality is possible in Minkowski's inequality 
only if and always have the same sign. This is 
impossible for z^ and Zg as defined in Theorem 3.7 as 
shown in the proof of Lemma 5*6. For finite p > 1, 
equality is possible in Minkowski's inequality only if z^ 
and Zg satisfy Dz^(t) = for some D,E > 0, 
p p 
D + E > 0. This is also impossible for our and Zg. 
The comments regarding equality in Minkowski's inequality 
can be deduced from an inspection of its proof. 
For p = ooj we can establish the comment by showing 
that either ||f||^ < liz]_||^ or jjf!!^ < ||zg||_^. We see that 
this is the case by noting that if lf(t^)l = ||f||^, then 
either 
izi(to)i = if(to) + €p(t^)i > ifCt^)! 
or 
1=2(^0)1 = If(to) - Gp(t^)| > 
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Proof of Theorem 3.1» Let f^ e C^([a,b],q,o,P). As 
will be shown in Theorem 4.4, there exists a function g in 
the same set which satisfies g(^) >0 and |f^(t)| < |g(t)| 
for every t e [a,b]. Thus, llf^ll^ < ||g||p. If g / A^, 
one has ||g||^ < sup{ ||f||p : f s A^] = K as indicated by the 
proof of Lemma 5-8• In fact, strict inequality is possible 
if f^ and, hence, g / A^^. Clearly, K < sup{ ||f ||p : f e A} 
where A = {f e C^<Ca,b],q,a,P> : f has no interior zeros}. 
We can proceed as follows if a = P = 0 and g e A^. 
Since g must have a zero of order greater than n at some 
point c, we can write g(t) = (t - c)^g^(t) where g^ is 
continuous and g^^t) =0 if and only if t = c. Consider 
the functions 
9(t) ± e(t-c)^"^ = (t-c)^"^[(t-c)g^(t) ± e]. 
We may assume that g^(t) > 0 for t ^  c as g(t) ^  0 
for t / c and as we can change the sign of g and g^ on 
the intervals [a,c) and/or (c,b] without changing llg|lp, 
llgf or the continuity of g(*). Thus, we can find 
Cg > 0 such that z^(t) = g(t) + €^(t-c)^~^ and 
Zgtt) = g(t) - ^ ^(t- c)^"^ both have two distinct zeros 
and a total of n zeros. As in the comment proceeding this 
proof, either z^ or Zg has a larger norm than g so we 
can use the first part of this proof to find a function in 
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A with a still larger norm. This completes the proof. 
As indicated in the proof, if f^ e C^([a,b],q,a,P) 
then llf^ll < sup{IIflip : f e A} if f^ / A. 
We can classify the functions in A by the number of 
zeros, a, at the left end point, knowing that there must 
be at least n-a zeros at the right end point. This 
allows us to write the result of Theorem 5.1 in the case 
a = p = 0 in the form 
sup{llfllp : f e C^<[a,b],q>} 
(3.3) 
= max sup{llfH : f s C^<Ca,b],q,a,P = n - a>} 
0<a^ 
and in the case a = p = 1, 
sup{ 11 flip : f e C^<[a,b],q,a = l,p = 1> 
(3.4) 
= max sup{llf|l : f e C^<[a,b],q,a,P = n - a>}. 
l<%_<n-l ^ 
The sets c"X[a,b],q,a,P = n - a> are slightly larger than 
necessary for they may contain functions with interior zeros. 
These sets will be studied in the next four chapters in 
order to establish the existence of the supremums vAiich can 
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be calculated in some cases. 
E. The Derivatives of Functions in C^X[a,b],q,a,P> 
In applying our work to differential equations, there 
is interest in bounding the norms of derivatives of 
functions in C^<[a,b],q,a,P). Of course, 
f(^) e C^~^<[a,b],q> whenever f e C^<[a,b],q,a,P>. However, 
if additional information is known about the location of the 
zeros, we may be able to give more information about the 
derivatives. The following theorem could be useful if 
a + p = n and is an analogue of Lemma 5«8. 
Theorem 3.9. If the supremum exists 
supClIf^^^Ilp : f € S} = sup{|!f(^)||p : f c U A^} 
for k = 1, ...,n-l. 
Proof. We will establish this theorem using the same 
general approach used for Lemma 3*8 although the proof will 
be much siitçler. Let S(Tc) and M(g,k) be the set of the 
kth derivatives of the functions in the sets S and M(g), 
respectively. 
We begin by noting that M(g,k) is compact with re­
spect to the norm 
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||f Il = max max 
a<t^ 
This result can "He established by noting that if we have a 
sequence c M(g,k) we have a corresponding 
sequence {f\]T_^ c M(g). But M(g) is compact so that 
there exists a convergent subsequence in M(g) and hence 
the corresponding subsequence converges in M(g,k). 
We will show 
M^(g,k) = {f(k) : f e M^(g)}, g > 0, 
is a characteristic subset for M(g,k). This follows 
immediately from the proof of Theorem 5-7 since if 
f e M(g) - M^(g) then f(t) = (2^(t) + Zg(t))/2 so that 
f(^)(t) = (z^^^(t) + z(^^(t))/2 and it is clear 
4= for k = 1, ...,n- 1. 
It follows that the subset of S(k) which contains 
the kth derivatives of functions in the characteristic 
subset of S, that is U Ag, is a characteristic sub­
set of S. This completes the proof. 
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IV. SOME PRELIMINARY CONCEPTS 
A. Definitions 
In the following chapters, we will study several sets 
for which p = n - a. When p is not included among the 
modifying symbols of some subset of C^<[a,b]>, the 
modifier a indicates that each of the functions f in 
that set satisfies the condition: 
(a) f has at least a zeros at a and p = n - a 
zeros at b. 
For exairple, C^<[a,b],q,a> = C*<[a,b],g,a,p «= n - a>. The 
other modifying symbols were defined in both Chapters I and 
III. 
Theorem 5-1 and equation (5*5) and (5.4) indicate that 
it will be useful to study the sets C"<[a,b],q,a) for 
a = 0,...,n. The next 4 chapters will be devoted to find­
ing the supremum of {{f p e [l,oo], over these sets. 
With equations (5.5) and (5.4) in mind we define the follow­
ing three sets of constants: 
K(n,p,q,a) = sup{||f||p : f e C*([0,l],q,a>], (4.1) 
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L(n,p,q) = supCllfllpi f e €"^<[0, l],q^a = 1,3 = 1>}, (4.2) 
M(n,p,q) = sup{IIflip : f e C*([0,l],q>]. (4.5) 
These constants are defined for n = 1,2,..., for any-
extended real numbers p,q > 1; and in the case of the 
K's, a = 0,...,n; except L(n,p,q) will not be defined 
for n «= 1 at this time. There are two iitportant conse­
quences of these definitions. 
For the first of these consequences, we study the 
inequality 
11 flip < K - f « c"<[a,b],a), (4.4) 
where K and s, depending on n, p, q, and a, are to 
be picked in some way to be the best possible. Now the 
inequality may be normalized by setting 
g(e) = f(eb+(l-8)a)/|i^(0b+(l-e)a)|| , 0 c [0,1], 
06 ^ 
Then for finite p and q, we have by substitution of 
56 
g(9) for f(t) and cancellation of (6b+ (l-0)a) H^: 
[(b-a);^lg(e)|Pae]i/P 
_ O 
[(b-a)J^lg^^^(0)/(b-a)^l^dep/^ 
o 
= (b-a)^ ||g||y||g(^ ) 1)^ , 
s = n + 1/p - 1/q. 
This result is clearly true for p and/or q = ». 
(l/oo = 0.) As llg^^^llg = 1, inequality (4.4) is equiva­
lent to 
||g||p < K, g e c"X[0,l],q,a>, 
providing s=n+l/p-l/q. Clearly K = K(n.pjqjo) is 
the best possible constant. Likewise, definitions (4.2) 
and (4.5) are equivalent to: 
l|flip < L - (l5-a)®||f(°^|lg.f e C°<[a,b],o=l.p=i>. (4-5) 
and 
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Il flip < M - (b-a)®||f(">l|q,f e c"<[a,b]>, (4.6) 
providing s = n + l/p - l/q, L = L(n,p,q) and 
M = M(n,p,q). 
A second consequence of these definitions is the 
following set of equalities. Using Theorem ^.1, 
L(n,p,q) = sup{||f)L : f e U C*<[0,l],q,a>3, 
^ l<a<n-l 
(4.7) 
n ^  1, 
M(n,p,q) «= sup{I!f|j : f c U C*<[0,l],q,a>]. (4.8) 
Thus, by the defining equation (4.1) 
L(n,p,q) = max K(n,p,q,a), (4.9) 
l^ -^l 
M(n,p,q) = max K(n,p,q,a). (4.10) 
0<a^ 
We will study K(n,^,q,a) with q •= » and q = 1 in 
Chapters 3 and 6. A general discussion of other q will 
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follow in Chapter 7-
B. Enclosed Functions 
Before considering any particular values of q, it 
will be useful to show that we need only consider functions 
whose nth derivative does not change signs, functions 
whose nth derivative is either nonnegative or nonpositive. 
This result requires a few preliminary lemmas which 
will also be useful when we consider q = œ and q = 1. 
In the case of q = 1, we will need to consider functions 
which are, say, m times piece-wise continuously differ-
entiable (PC^). Thus, these lemmas will be proven under 
somewhat more general hypothesis than will be needed here. 
They are related to certain generalizations of the mean 
value theorem concerning zeros of derivatives. 
Lemma 4.1. Suppose that f(t) e PC^[a,b] fl C[a,b] 
and f(a) = f(b) = 0. "Then f ' has at least one change of 
sign unless f = 0. 
Proof. This result is an analogue of Rolle's Theorem. 
If f ^  0, f has a maximum or minimum at some point in 
(a,b) and f must change signs in some interval about 
that point. 
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Lemma 4.2. Suppose that g ^ 0, 
g e Pd"^[a,b] A m > 2, g(a) = g(b) = 0, and 
that g has at least m + 1 zeros on [a,b]. Then there 
exists a subinterval [c,d] c [a,b] on which g' satisfies 
all of the above conditions with m and [a,b] replaced 
by m - 1 and [c,d], respectively. 
Proof. Since g' e C[a,b], g' must have m zeros 
on [a,b]. Let c = min{t : g'(t) = 0,t > a} and 
d = max{t : g'(t) = 0,t < b}. Hence, g'(t) has m zeros 
on [c,d]. 
Figure 4.1. Function g' Figure 4.2. Function g 
Suppose g' H 0 on [c,d]. Since g'(t) must have a 
change of sign on [a,b], we have a < c < d < b. Without 
loss of generality, we may assume that g'(t) <0 on 
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[a,c) and g'(t) >0 on (d,b]. This would say that a 
and b would be the only zeros of the function g and that 
both must be simple zeros as illustrated in Figures 4.1 and 
4.2. But this is impossible. Thus, g' can not be the 
zero function on [c,d] and the lemma is established. 
Corollary 4.3. Suppose f e C^[a,b], that 
f(a) = f(b) = 0 and that f has n + 1 zeros on [a,b]. 
Then if f ^ 0, has a sign change on [a,b]. 
Proof. For n = 1, the corollary is just a restate­
ment of Lemma 4.1. For n > 2, Lemma 4.2 states that 
there exists a subinterval [c^,d^] on which 
f e C^^^[c^,d^], f ' has n zeros on [cj^,d^] including 
z e r o s  a t  c ^  a n d  d ^ ,  a n d  o n  t h i s  s u b i n t e r v a l  f  ^0 .  
We can use the lemma repeatedly until we find has 
2 zeros on a subinterval [c^_2,d^_2] and then apply 
Lemma 4.1 to finish the proof. 
Comment. If f e C"[a',b'] and f has at least n+1 
zeros on [a',b'] including at least two distinct zeros 
then we may apply Corollary 4.3 with 
a = min{t > a' : f(t) = 0} and b = roax{t < b' : f(t) = 0}, 
respectively, to show that f(^^ has a sign change on 
[a,b] and hence on [a',b']. 
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The following definition is needed before we can state 
the main theorem of this section. A function f is said 
to be enclosed by a function g if the graph of f is 
enclosed by the graphs of g and -g, that is, if 
- lg(t)I < f(t) < lg(t)t, t e [a,b]. 
The importance of this concept is that whenever f is 
enclosed by g, then < 1191 P e [l,oo]. 
'P - "-"'P' 
The following theorem will allow us to consider only 
those functions whose nth derivative is nonnegative when 
finding K(n,p,q,a). 
Theorem 4.4. If f e C^<[a,b],q,a,P>, then f is 
enclosed by a function in C^<[a,b3,q,a,P) whose nth 
derivative does not change signs. 
Proof. We will consider two cases. 
Case (i) Suppose f(t) «= 0 only when t = t^ so that 
f(^)(t ) = 0 for at least i •= 0,...,n-l. Then 
f(t)l J  . . .  J  d s ^ . . . d s 3 ^  
o^ -^ o 
J J |f(*)(Sn)l dSn^..dSi 
^o % 
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The iterated integral in the last step is desired enclosing 
function. 
Case (ii) Suppose that f has at least two distinct 
zeros. For such a function f, let t^,...,t^ be a set 
of n zeros of f of which a are at a and p at b. 
We will show that the function g defined by the conditions 
= lf(*)(t)|, 
g  ^ ^  (  t ^  ) = 0 ,  i  =  l j . . . j  n ,  
encloses f. Clearly ||g(^^ || = ||f || = 1 and 
g e C^X[a,b],q,a,p). Moreover, we can use Corollary 4.3 to 
show that g has at most n zeros since g(*) does not 
change signs. Thus, g can have no other zeros than those 
given. 
In order to show that g encloses f let us define 
h(t) = f(t) - g(t). h also satisfies zeros conditions 
having the same form as (4.11). We find that 
h(n)(t) . f(n)(t) -
(4.11) 
= f(*)(t) - |f(*)(t)| 
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< 0 (4.12) 
Hence does not change signs and h has exactly the 
same n zeros as does g. By the argument at the end of 
Chapter I, the sign of g(t) and h(t) can be determined 
and the sign of h(t) is equal to the sign of -g(t). 
Thus, f is below g whenever g is positive and above 
g whenever g is negative. Likewise for -f and g. 
Thus, 
- lg(t)1 < f(t) < lg(t)1. 
Comment. In case (ii), we note that if f(^) changes 
signs, then jjgjlp > P ® [1,*] for g as defined in 
Theorem 4.4. We can prove this as follows. If f("^ 
changes signs, then h^^^(t) = f("^(t) - |f(^^(t)| is not 
the zero function and hence h can not be the zero function. 
Moreover, since h^^^ does not change signs which means h 
has exactly n zeros, one sees that h can have no interior 
zeros other than t^,...,t^. Likewise if f is replaced 
by -f. This means that - |g(t)| < f(t) < Ig(t)I for 
t e (a,b). Hence ||gHp > ||f||p. 
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V. CONSTANTS K(n,p,q,a) FOR q = oo 
A. Introduction 
In this chapter we will show that the function g 
defined by the boundary value problem 
g(^)(t) = 1, 
g^(0) =0, i = 0,...,a-l; (5-1) 
g^(l) =0, i = 0,...,n-a-l; 
maximizes || f() over all functions f in the set 
P 
C^<[0,l],q = 00,a) for every extended real number p > 1. 
Using this fact, we can easily calculate K(n,p,oo,a) as 
defined by equation (4.1). 
As mentioned in Section 2A, it appears that Tumura 
[27] used the numbers K(n,oo,oo,l) in his disconjugacy 
theorem. 
B. The Maximizing Function 
The following theorem establishes the value of 
Theorem 5.1. Every f e C^([0,l],q = m,a> is enclosed 
by the function g satisfying the boundary value problem 
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(5-1), that is, by 
g( t )  =  tG( t - l )n -G/n :  
and 
K(n,p,oo,a) = l|gl (5.2) 
Proof. It is readily seen that g(t) satisfies the 
boundary value problem. The fact that this function g 
encloses f will be established in a manner similar to 
that in the proof of Theorem 4.4. As a consequence of that 
theorem, we need only consider those f c C^<[0,11,q = œ,a) 
with nonnegative nth derivative. Moreover by Theorem "^.1, 
we need only consider functions f v^.ich do not change 
sign. 
Suppose f satisfies these two properties. Define 
h(t) = f(t) - g(t). We need to show that the sign of h 
is opposite the common sign of f and g, that is, we 
need to show lg(t)l > |f(t)|. 
As both f and g e C^<[0,l],a), so is h. Moreover, 
h(*)(t) = f(*)(t) - g(*)(t) = f(*)(t) - 1 < 0 
46 
since ||f ||^ < 1. Now if = 0, then h is the 
solution of the boundary value problem h^^^ = 0, 
h(i)(0) = 0, i = 0,...,a-l; h(i)(l) = 0, 
i = 0,...,n-a-l, whose unique solution is h(t) s 0. 
Suppose that h^^^ ^ 0, that is, f g. By Corollary 
4.3, h can not have more than n zeros and, therefore, 
can have no interior zeros, h can not change signs. Both 
f and g have nonnegative nth derivatives, the sign of 
h must be opposite that of the common sign of f and g. 
This completes the proof. 
Comments. It is clear that - g also encloses any 
f G C^([0,l],q = 00,a). In fact, one might prefer to re­
place g(t) in Theorem 5.I by the nonnegative function 
(-l)^"°^g(t) = t^(l-t)^"°'/n:. 
Using the comments following Lemma 5-8 and Theorem 
4.4, we see that IIflip < ll^llp ~ K(n,p,oo,a) for any 
f e C^<[0,l],q = c»,a) if f or f(^) changes sign. 
If f ^  g and f(^^ > 0, then the function h in the 
proof of Theorem 5.I is not the zero function so 
|f(t)i < lg(t)l, at least on some subinterval so 
llfllp < Hg||p. Likewise for f(^) < 0. Thus, for an 
f e C^<[0,l],q = 00,a>, ||f< K(n,p,oc»,a) unless f = g 
or - g. We can extend this result and state that for any 
f e C^<[0,b],q = »,a) 
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llfllp < K(n,p,oo,a)b^"''^'^^llf^^^ llg (5-5) 
where equality holds if and only if 
f(t) = A t°'(t-b)^~°'. (5.4) 
C. K(n,p,oo,a) 
Since we have found the function which maximizes 
IIflip for all f e C^X[0,l],q = %,&), we can evaluate 
K(n,Py»,a), P e [1, = ] by calculating ligjjp-
First for p = oo. Consider the geometric mean of a 
factors of t/a and p = n-a factors of (l-t)/p. We 
have 
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ïhe second line follows from the fact that the geometrical 
mean of n numbers is less than or equal to their 
arithmetical mean. Equality holds if and only if all terms 
are equal. This is the case if 
t/a = (1- t)/p, 
or 
pt + at = a, a = 0,...,n; p = n-a; 
or 
^ ~ n ® 
Applying this result to the function g, we find that 
K(n,oo,co,a) = iigL = o°^9/(n:n*) (5.5^) 
In the case of finite p, we note that the Beta 
function is given by 
p(zjw) = t^~^(i - t)^~^dt = r(z)r(w)/r(z + w) 
o 
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1911^ = [j lt°^(t-/n! P = n-a. 
'P 
o 
1 
n! 
rnBo^yi^^rEatlljVP ^ ^  (5.5p) 
For integral values of p 
I9.p ^ = [(pa); (PP); / (pn+1) 
= {-[(p-i) OfT'-
Theorem 5»2. The constants K(n,p,oo,a) exist and are 
given by equations (5*5p) for p e [l,œ]; n = 1,2,...; 
ct — 0, ...,n# 
A table of values of K(n,p,w,a) is given in Appendix 
XIII for several values of n, p, and a. 
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VI. CONSTANTS K(n,p,q,a) for q = 1 
A. Introduction 
We now consider the problem of finding constants 
K(n,p,l,a) = supfllfjlp : f s C*<[0,l],q = l,a)} (6.1) 
for n = 1,2,...; p e [l,oo]; and a = 0,...,n. As defined 
in Chapter I, C^X[0,l],q = l,a) is the subset of 
C^[0,1] containing those functions f which have at least 
a zeros at t = 0 and p = n - a zeros at t = 1 and 
which satisfy ||f^^^||^ = 1. 
For q = w, it was shown that the maximizing functions 
are solutions of a certain boundary value problem (5.I). 
For q = 1, the situation becomes somewhat more difficult 
but we are able to show: 
Theorem 6.1. For n = 1,2,...; p e [l,"»]; a = 0, ...,n; 
the constants K(n,p,l,a) exist and 
K(n,p,l,a) = max ||9(t,c) |] (6.2) 
0<c<l P 
where g(t,c) is the Green's function for the boundary 
value problem 
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(t) = 0; (6.3a^) 
y(^^(0) = 0, i = 0 
y(^^(0) =0, i = 0 n - a - 1. 
Since the only solution of this boundary value problem 
is the trivial one, y = 0, it is clear that the Green's 
function g(t,c) exists and can be determined uniquely 
from the following properties [2, p.192]: 
(i) —— g(t,c) is a continuous function for 
(iii) For each fixed c e [0,1], g(t,c) is a solution 
of the boundary value problem (6.3^) except at 
t = c. 
We will have an opportunity to take advantage of the 
fact that 
k = 0,...,n-2, on the rectangle 0 < t,c < 1 
and is continuous for k = n - 1 and n on the 
triangles 0 < t < c _< 1 and 0 < c < t _< 1. 
9(c*,c) - ^ 3^ g(c",c) = 1. 
at 
n-l 
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y(t) = j\(t,c)f (c)dc (6.4) 
o 
is the solution of y(^)(t) = f(t) subject to the boundary 
conditions (6.1b,c ). 
^ ' na 
In the next section we will verify that Theorem 6.1 is 
valid. However J the value of c for which the maximum 
occurs depends on n, p, and a. This makes finding a 
general formula nearly impossible. The constant can be 
calculated by a method described in Section 6.C while 
certain special formulas will be derived in Section 6.F. 
These formulas will be based in part on a closed formula 
for the Green's function in Section 6.D and a discussion 
of the adjoint boundary value problem in Section 6.E. 
B. The Maximizing Function 
In this section, the Green's functions g(t,c) will 
be considered to be functions of the variable t indexed 
by the parameter c. This convention will allow us to use 
the notation g^^^(t,c) for the ith ^.rtial derivative 
of g(tjc) with respect to t. 
Theorem 6.1 will be proven by showing that for any 
f e C^([0,l],q = l,a> there exists c e [0,1] such that 
f is enclosed by g(t,c). For f with nonnegative nth 
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derivative, this c can be determined by the equation 
^(n-l)^Q) _ To show this, we begin by noting 
that g(^)(t,c) = 0 for t ^  c, therefore as a function 
of t, g(^"l)(t,c) must be constant on [0,c) and on 
(c,l]. Moreover by condition (ii) of the previous section, 
if g(^ ^ ^(t) = k for t e [0,c) then g(^ ^ ^(t) = k + 1 
for t G (c, 1]. We must study the range of k for 
c e [0,1]. 
First we look at the cases a = 1, ...,n- 1; 
n = 2,3,... • On the interval [c,l], g(t,c) must satisfy 
the boundary condition (6.3c^g) at t = 1. In the case 
c = 0, by the continuity of the function and the first 
n - 2 partials, g(t, 0) must have a < n - 1 zeros at 
t = 0. ïhus on the interval 0 = c < t < 1, g(t,0) is a 
polynomial of degree n- 1 at most and has n zeros. 
Only the zero function satisfies these conditions. Like­
wise for c = 1. This proves: 
Lemma 6.2. For a = 1, ...,n-l; n = 2,3,...; if 
g(t,c) is the Green's function for the boundary value 
problem (6.3^), then 
g(t,0) 5 0 = g(t,l). 
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We need the corresponding results for a = 0 and 
a = n but it is just as easy to prove the following: 
Theorem 6.3. For any positive integer n, the Green's 
function for the boundary value problem (6.^^^) with a = 0 
is given by 
for 0 _< t < c _< Ij 
for 0 < c < t < 1, 
and for a = n 
for 0 _< t < c < Ij 
for 0 _< c < t < 1. 
Proof. By uniqueness we need only show that conditions 
(i), (ii), and (iii) of the last section are satisfied. 
Consider a = n. For this case: 
g(^)(t, c) =0, t c [0,c), i = 0,...,n; 
. , t s (c,l], i = 0, .. .,n- 1; 
g(*)(t,c) =0, te (c,1]. 
- (t-c)^ ^ /(n-l)2. 
g(t,c) =, 
g(t,c) =< 
0, 
(t - c)^ ^ /(n- l)j, 
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The conditions are obviously satisfied. The theorem is 
completed by showing the same for a = 0. 
Now that we have representations for g(t,0). we can 
show the following: 
Lemma 6.4. For a = 1, . ..,n - 1; n = 2,5j • • • j ^.nd 
k e [-1,0], there exists c e [0,1] such that 
g(n-l)(0.c) = k. 
Proof. Despite the fact that g(t,0), as given in 
Lemma 6.2, appears to be an analytic function for 
a = 1, ...,n- 1, in the limiting sense it must have a jump 
in the n - 1st derivative at t = c = 0. Since 
g(^~^^(t,0) = 0 for t > c = C, we must have that 
g(^~^)(t,c) — - 1 as (t,c) (0,0) with 0 < t < c. 
Clearly g(^"l)(o,l) =0. By the continuity of c) 
on the triangle 0 < t < c < 1, g^^ ^ ^(0,c) must take on 
any given value of k s [-1,0]. 
Theorem 6.5. If f s C"<[0,l],q = l,a) then there 
exists c e [0,1] such that f is enclosed by g(t,c). 
Moreover, for a = 0 and n we have c = 1 and 0, 
respectively. 
Proof. Suppose that we are given 
f^ 6 C^<[0,l],q = l,a>. By Theorem 4.4 we can find a 
function f in that set with an nonnegative nth 
56 
derivative vjîiich encloses f^. ïhus, the problem reduces to 
finding a g(t,c) which encloses this f. By Theorem 5.I 
we may suppose f has no interior zeros. We will consider 
two distinct problems depending on a. 
First for a = 1, ...,n-l. Let k = f^^ ^^(0). Since 
f(^)(t) > 0, we have 
= k + f("^(t)dt = Tc + Hf(^) = k + 1. 
o 
By Rolle's theorem, fcan have at most one zero 
since f(^) does not change sign. Since f has n zeros, 
then has at least, and hence exactly, one zero. 
We must have k e [-1,0] and k + 1 e [0,1]. By Lemma 6.4 
there exists c^ s [0,1] such that g(^ ^ ^(0,0^) = k. 
Thus, we have defined c_ so that 
g("-l)(0,Co) = (6.5) 
It is also possible to satisfy the above equations for 
a  =  0  a n d  a  =  n .  F o r  a  =  0 ,  w e  h a v e  t h a t  f ^ ^ ( l )  =  0  
so that s= f^)(l) - 1 = - 1 . But from Theorem 
6.3, it is easy to see that g^^"'^^(0,l) = -1 . Likewise 
for a = n, f^^~^^(l) = 1 = (1,0). Thus in the 
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limiting sense, equations (6.5) hold when = 1 for 
a = 0 and when = 0 if a = n. 
We have now found for each a = 0,...,n, a point c^ 
which satisfies equations (6.5)• As in the proof of 
Theorems 4.4 and we define the function 
h(t) = f(t) - g(t,c) e C^~^[0,1]. 
Some properties of these functions are illustrated in 
Figures 6.1 and 6.2. We have 
h(^-l)(t) = f(*-l)(t) - g(n^l)(t,Ca), 
( 
h(^ l)(t) > 0 for 0 ^  t < CQ, 
h(^~^)(t) < 0 for Cg < t < 1. 
\ 
Clearly (t) has exactly one sign change on [0,1] 
and for each t ^ c^, h^^~^^(t) and g(n^l)(t,Cg) have 
opposite signs. 
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Figure 6.1. The (n - Figure 6.2. The (n-l)sjt 
derivatives of f and g derivative of h 
Since both f(t) and g(t,c) satisfy the boundary 
conditions (6.3^,0^), so does h(t). Suppose that in 
addition h(t) has an interior zero. In this case the 
continuous function h^^ must have 
(n+l) - (n-2) =5 zeros, and since the function h(t) 
has 5 distinct zeros, the zeros of h^^~^^(t) are distinct. 
By Lemma 4.1, h^^ ^ ^(t) must change signs between each of 
these zeros. Since this is impossible, h(t) can have no 
interior zeros. 
As in the other theorems proven by this method, we see 
that h(t) and g(t,c) have opposite signs. Thus, f(t) 
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is enclosed by g(t,c). This completes the proof of this 
theorem. 
Now we can easily prove Theorem 6.1. Since g(t,c) is 
a continuous function of two variables, ||g(t, c) ||^ (norm 
over t e [0,1]) is a continuous function of c 0 [0,1]. 
Therefore, its maximum exists. For the c of Theorem 6.5 
and by the definition of enclosed function, we have 
llfollp -
^ ^ 0 <c<t ^ 
for all f^ e C^([0,l],q = l,a>. Moreover, this is the 
least upper bound over C^([0,l],g = l,a> because for any 
given c s [0,1], the Green's function g(t,c) can be 
approximated as closely as desired by functions in 
C^([0,l],q = l,a> with respect to the norm 
llfjl = max{Hf(^))|^ : i = 0, . . .,n- 1}. 
Comment. For any f e C^([0,l],q = l,a), we have 
l|f||p < K(n,p,l,a) 
and for any f e C^<[0,b],a> we have 
60 
where s = n + l/p - 1. The validity of this statement can 
be seen by an inspection of the proof of Theorem 6.5- Any 
f^ e C^([0,l],g = l,a) is enclosed by g(t,c) for some c. 
The function h(t) = f(t) - g(t,c) can not be the zero 
function since h^^ ^ ^(t) = f^^(t) - g(^ ^)(t,c) can 
never be the zero function. Thus lf(t)l < lg(t,c)l on some 
subinterval and 11 flip < llg(t, c)l| < K(n,p, l,a). 
C. A Method for Calculating K(n,p,l,a) 
Because of the difficulties in finding formulas for 
K(n,p,l,a), we now will indicate a method for calculating 
these constants. The problem breaks down into two parts; 
first, calculating the Green's function, and second, calcu­
lating the maximum of ]|g(t, c) H^. Theorem 6.3 gives 
g(t,c) for a = 0 and n so we will be concerned pri­
marily with a = 1,...,n- 1. Our method requires that we 
consider g(t,c) to be a function of two variables. 
The technique that we use to construct the Green ' s 
function for the boundary value problem (6.3^^^) follows the 
guidelines of a method given in Coddington and Levinson 
[2, p.190-193]• For a = 1,...,n; n = 2,3,...; we will 
write 
g(t,c) = h(t,c) + t%(t,c) 
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where 
^ 0 for 0 < t <c. 
= I 
(t-c)^"V(n - l) ^ for c < t < 1, 
is the Green's function for a = n and 
: X ^ (i- 1) : ^i (6.6) 
i=l 
where the coefficients s^ are functions of c. "The jump 
of the n- 1st partial of h(t, c) with respect to t at 
t = c insures that condition (ii) of Section 6.A is satis­
fied. Clearly y(t) = g(t,c) satisfies the differential 
equation (t) = 0, for t ^  c, the boundairy conditions 
(D.$b^) at t = 0, and the continuity conditions. Thus, 
g(t,c) will be the Green's function provided that the 
coefficients s,. are picked so that y = g(t, c) satisfies 
the boundary conditions (6.3c^ at t = 1, that is, if 
.i-1 %i-l _ 
i_l h(l,c) = t. ia(t,c)| 
at at 't=i (6 .6 ' )  
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Now 
v j —1 
( n "• 1 ) • • -1 1, c ) = s . J j = 
and 
t=i (° - kX 
Q * _ V — 0 1 I ^ Jv — U ^ • • • 
For some pairs of a and n, we take partials of t°^ 
for k larger than a. In this case we define factorials 
of negative numbers to be oo and the quotient 
a'./{a - yi) 1 = 0 for k > a. After multiplying the equa­
tions (6.6') by (n- l)J and expressing the derivatives 
in the right hand side in a binomial type expansion, we 
obtain the linear system of n - a equations in the varia­
bles 
(6.7) 
ZL — XJ • # ct« 
{Che lower limit of summation could be replaced by 
I = max{l, i-a} as the factor ai/(a-i+j)i has been 
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defined to be zero for i - j >a. 
The linear system (6.7) can be written in matrix 
notation as h = As providing s_ is defined to be vector 
of coefficients (s,,...,s_ ); h to be the vector with 
^ 1 '  '  n— a  —  
components - (n - l).'( 1 - c)^ ^ /(n - i) i, i = 1, ...,n-a; 
and matrix A = (a^j) to be the lower triangular matrix 
with a^j defined by 
if 1 < i < j <n-a. 
^ij 
, (a-i+j): " 1 < i <i < n-a. 
That is, A is the n-a by n- a matrix 
(S) 
(J)° (i) 
(g)a(a-l) (f)a (1) 
A can have at most a+1 nonzero diagonals. 
îhis method of calculating the Green's function has 
been presented for several reasons. We can see that the 
coefficients Sj^ are polynomials of degree at most n - 1 
in c and that a great deal of the arithmetic can be done 
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with integers. In fact, for given n and a, it may be 
easier to derive the Green's function by this method than 
to use the formula given in the next section. 
Suppose that for any given a = 0, ...,n, we have the 
Green's function and want to calculate K(n,p,l,a). For 
finite positive integers p, the pth power of g(t,c) 
can be integrated over t. The maximum of llg(t, c)l|p, a 
polynomial in c, can be calculated by elementary calculus 
and numerical techniques. The pth root of this maximum 
will be K(n,p, l,a). 
For p = «>, K(n,oo,l,a) is the maximum over c of the 
mëiximum over t of lg(t,c)l. By continuity we have 
K(n,»,l,a) = max{lg(t,c)l : 0 < t,c < 1}. 
This can also be evaluated by elementary techniques. How­
ever, Theorem 6.8 will show the problem can be simplified 
further. 
D. A Formula for the Green's Function 
While Theorem 6.5 contains a formula for g(t,c) when 
a = 0 or n, we are still in need of a general formula 
for the other values of a. The method that was suggested 
for calculation of the Green's function in the last section 
will form the basis of the proof of the following theorem. 
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Theorem 6.6« For any positive integer n and any 
a = 1,...,n, the Green's function for the boundary value 
problem (6.3^) is given by 
g(t, c) = h(t,c) + t%(t, c) 
where 
for 0 _< t < c < 1, 
h(t,c) = 
(t-c)^^^/(n-l); for 0 < c < t < 1, 
(6.8) 
is the Green's function for a = n and 
i=0 j=0 ^ ^ 
(6.9) 
where the outer sum is to be taken as zero for a = n. 
Proof. The discussion of the Green's function in the 
previous section indicates the proof will be complete if 
we show that the boundary conditions are satisfied for 
t = 1. For that value of t, the quantity (1-t)^ = 0 
unless i = 0 so that the outer sum in m(l,c) has a non­
zero value only if i = 0. Hence, 
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(n-l): g(l,c) = (l-c)*"l - (l-c)^~^ = 0. 
We need to check the first n - a - 1 derivatives to 
see that they are all zero. If we define to be the 
inner sum, that is, 
• /Œ+i-j-lx /n-lx _ ^ 1 
(-1) ( )( )(l-c) ^ , i = 0,...,n-a-l 
j=0 a-1 i 
then 
(-l)^r:w^ 
m(l,c) 2) ; •> r = 1, ,n-a-l. 
Therefore if we express the derivatives of t°'in(t,c) in 
binomial expansion, we have for k = 1, ...,n-a-l: 
° (n-l): i ( )(a-k+r); 
or or r=0 
r=0 ^ j=0 ] 
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where we have interchanged the order of siommation. The 
j = kth term of the outer sum is 
-^h(l,c). 
So after cancelling these two terms and multiplying by 
(n- l) i, we have for k = 1, ...,n-a-l. 
(n-1) 9(1,c) 
=- rt') 
j=0 J r=j 
- - .:Y(-i) i r')(i-c)"--1 (-1)1" 
j=0 : r=j k-r a-1 
Now we will simplify the inner sum by replacing k - r with 
s. 
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• r:') 
= 0 
iQie second equality results by use of formula (5a) in [25* 
p.8] and the last equality is just the definition of the 
—n- g(l,c) = 0 for k = 1, ...,n-a-l and the proof is 
at* 
complete. 
In certain cases, the theory of the adjoint boundary 
value problem is useful as an aid in calculating 
K(n,p,l,a). Fortunately, the adjoint of our problem is 
rather simple. 
Theorem 6.7. For any n = 1,2,..., and any 
a = 0,...,n, the adjoint of the boundary value problem 
(Ô.^JJQ) is the boundary value problem 
coihbintorial symbol for negative integers b. Thus, 
E. The Adjoint Boundary Value Problem 
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= 0 (6.10aJ 
y(^)(0) = 0 for i = 0, (6.10b^) 
y(^)(l) =0 for i = 0, ... ,a - 1 (6.lOc^) 
Moreover, the Green's function for the adjoint problem is 
g*(t,c) = g(c,t) (6.11) 
where g(t,c) is the Green's function for (6.3^) » 
Proof. This theorem is proven by applying some theory 
presented in Coddington and Levinson [2, p.284-2971 to our 
boundary value problem. It is clear that equation (6.10a^) 
is the adjoint of equation (6.3^^^)- The problem is to show 
that the boundary conditions (6.10b,c^^) are adjoint to 
conditions (6. ). 
To show this, we begin by making the following defi­
nitions. Let Y. be the 2n-dimensional vector 
Z = [y(0),...,y(*"^)(0)j y(l),...,y(*"^)(l)] and let 0_ 
be a 2n-dimensional zero vector. We will define certain 
block matrices whose blocks are of the form. a k by k 
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identity matrix; 0^, a k by m zero matrix; or J^, 
a k by k matrix of the form 
•^ k = 
(-1) k 
-1 
Let 3 = n - a. The boundary conditions (ô.^bjC^^) and 
(6.10b,c ) can be written in the block matrix form 
^ na 
a 
Pa 
ap aa 
Pa 
= Uy, = 0_ 
and 
'P 
^ap 
Pa 
aa 
Pa 
a 
0 
PP 
ap 
Y. = U'*Y. = 0, 
respectively. Notice that both U and U* are of rank n. 
By definition, (6.3b,c^) and (6-. 10b,c^) are adjoint 
boundary conditions if there exist n by 2n matrices 
U and U* which satisfy the conditions: 
c c 
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(i) Ug and U* have rank n. 
(ii) The combined 2n by 2n matrices J and 
Lu*J nonsingular. 
(iii) [xy](l) - [xy](0) = Ux • • U*^ where 
indicates an inner product and 
n-1 
j=0 
It is possible to show that 
°c = 
pa 
aa 
-J, 
a3 ap 
Pa 
a 
and 
"Oap (-1)% 0, a aa aP 
Pa 
satisfy these conditions. Conditions (i) and (ii) are 
nearly obvious. With regard to (iii) 
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Ux = [x(0),.(O)ix(l),...,x(P-l)(l)] 
( 1 ) , . ]  
= [(-l)lx("-l)(0),...,(-l)Px(G)(o); 
(1),...,(-l)*-lx(9)(l)] 
The inner products can be calculated in a straight forward 
manner in order to show condition (iii) is satisfied. 
The proof of the theorem is complete since it is well 
known [2, p.296] that the Green's function for the adjoint 
problem is as given. 
The distinction between the adjoint problem (6.10^) 
and regular problem (6.n-a^ is unimportant for the 
homogeneous problem. However, there may be a difference in 
the sign of the Green's function. It is clear that if 
n = 2a, the problem is self-adjoint. 
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p. Some Formulas for K(n,p,l,a) 
We can now derive a few formulas for the constants 
K(n,p,1,0) for certain special choices of n^ p, and a. 
Some hints for calculating the constants will be given for 
a few cases when special formulas are not available. For 
example, let us record the obvious property which results 
from the symmetry of the sets C^<[0,l],q,a = a') and 
C^<[0,l],q,a = n - a'): 
K(n,p,q,a) = K(n,p,q,n-a), 
(6.12) 
n — lj2,*«.^p,q 0 ^ 0_j...,n. 
We begin by looking at the simple problems with 
a = 0 or a = n. We will show that for any positive 
integer n, 
K(n,p,l,0) = K(n,p,l,n) = [(n- 1) ; (pn - p + 1)^/^]"^, 
(6.13p) 
P — lj2,... 3 
K(njOo,l,0) — K(n,oo^l,n) — « 
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By equation (6.12), it is sufficient to prove this 
statement for a = n. The formula for the Green's function 
obtained by integration as it is clear that we must choose 
c = 0. 
Taking the pth root gives us K(n,p,l,n). 
While a formula for the Green's function can be obtained 
for the cases a = 1 and a = n - 1, there still seems 
to be some difficulty in finding formulas for the constants 
K(n,p,l,a). For a = 1, the Green's function for the 
boundeury value problem (6.2^^) is 
as it is given in Theorem 6.5 makes equation (6.13^) 
obvious. For finite p, equation (6.13p) can be easily 
/lg(t,0)|Pdt = ; (t"-V(n-l);)Pdt= {[(n-l);]P(pn-p+l)r^. 
o o 
/ 
n-1 n-1 
c - (t-c)^"\ 0 < t < c < 1, (t-1) 
0 < C < t < 1, 
and for a = n - 1 
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9(t,c)=(a-i),4 
0 < t < c < 1, 
(6.15) 
-(l-c)*"lt*"l+ (t-c)*"l, 0 < c < t < 1. 
For a = n - 1, it fairly easy to extract the function from 
the general formula in Theorem 6.6. For a = 1, one may 
check the conditions (i), (ii), and (iii) in Section 6.A. 
It also easy to obtain one formula from the other by 
comparing one of the problems to the adjoint of the other 
and obtaining the Green's function by use of equation (6.11). 
We have two other results obtained by use of the 
adjoint boundary value problem. The first of them concerns 
p «= 00. Suppose that n and a are given. Let g^(t, c) 
be the Green's function for problem (6.3^), let 
a ft.c) be the Green's function for the symmetric problem 
-n-a » - - -
(6.5„ _ ) and finally g*(t,c) be the function for the 
adjoint problem (6.10^^). Suppose Ig^Ct,c)l obtains its 
maximum at the ordered pair by symmetry 
lgn_a(tjc)i must obtain its maximum for some point with 
t = 1 - tg and lg*(t,c)l must obtain its maximum at 
some point with t = c^. But ly consideration of the 
associated boundary value problems, we have 
9n-a(t,c) «= (-l)^gj(t,c) so that = 1 - t^, that is: 
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Theorem 6.8. For any n = 1,2,..., and any 
a = 0, ...,n, the Green's function for the boundary value 
problem (6.])^) obtains its maximum magnitude along the line 
c = 1 — t. 
By use of the adjoint problem once again, we can obtain 
a formula for K(n,p, l,a) for the case p »= 1. If n and 
a are given, we have 
K(n,l,l,a) = max{|Ig(t,c)||^ : 0 < <= < 1] 
= max{J'^|g(t,c) |dt : 0 < c < 1} 
o 
= maxdj* g(c,t)dcl : 0 ^  t < 1} 
o 
1 
= max{|J g*(t,c)dc| : 0 < t < 1} 
o 
where g*(t,c) is the Green's function for the adjoint 
problem The last integral is the solution of the 
nonhomogeneous equation 
(-l)°y(n)(t) = 1 
satisfying the adjoint boundcury condition (6.10b,c^). 
Therefore, J g*(t, c)dc = (-l)'^t^"°^(t-l)°^/nJ which must be 
o 
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maximized over t to obtain K(n,1,l,a). For all practical 
purposes this was done when the function g(t)^ as given 
in Theorem ^.1, was maximized in order to obtain K(n,oo,oo,a). 
Thus for any positive integer n and any a = 0,...,n, 
we have 
K(n,l,l,a) = K(n,oo,oo,n- a) = K(n,oo,oo,a) (6.16) 
or 
K(n,l,l,a) = , (6.17) 
n « n 
This rather surprising result may lead one to guess 
that if p and q are equal, then the value of 
K(n,p,q,a) does not depend on the particular choice of 
p «= q. However, this is false, as will be shown in Example 
7.4. This may not be too surprising as even though 
K(n, 1, l,a) and K(n,oo,<»,a) were obtained by maximizing 
similar polynomials, the location of their zeros differ 
(except for n = 2a). 
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VII. K(n,p,q,a) FOR FINITE q > 1 
A. Existence of K(n,p,q,a) 
In earlier chapters we have proven that the constants 
K(n,p,q,a) exist for q = 1 and q = oo. Using this 
information we can prove that the constants exist for all 
p and q. 
Theorem 7.1. For any n = 1,2,... and any 
a = 0,...,n; the constants K(n,p,q,a) exist for any 
extended real numbers p, q > 1. Moreover, they satisfy 
K(n,p,q',a) < K(n,p,q,a) for q < q', (7.1) 
K(n,p,q,a) < K(n,p',q,a) for p<p', (7.2) 
and K(n, l,oo,a) < K(n,p,q,a) <K(n,oo,l,a) (7-5) 
Proof. The first part of the theorem will follow 
directly from inequality (7.5) for we have already shown 
that K(n, l,oo,a) and K(n,oo,l,a) exist and hence 
K(n,p,q,a) = sup{||f||p : f e C^<[0,1],q,a>} 
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exists. Hius, the problem is to prove inequalities (?.!) 
and (7.2) which imply (7.)). 
The first two of the inequalities can be proven using 
the following fact. For h c C[0,1] 
l|h||p < llhll^ if 1 < p < r (7.4) 
where equality holds if and only if h is a constant 
function. This can be shown by use of Holder's inequality: 
l|fg|li < llflig • l|g|lu, i/s + i/u = 1. 
Set f = IhP, g = 1, and s = r/p with p < r. Then 
1 1 1 
J Ihl^dt < [J Ih|P®dt]^/® • 1 = CJ |h|fdt]P/= 
0 0 0 
so that inequality (7.4) holds. Equality holds if and only 
if lf|® = |h|^® is a constant multiple of g = 1, that 
is, if h is a constant function. "Die result is clearly 
valid for r = «. 
Inequality (7.I) may be proven as follows. Suppose 
n and a are given and that f c C*([0,l],a>, that is, 
f e €*^[0,1] and f has a zeros at t *= 0 and 
P = n- a at t = 1. By inequality (4.4) with a = 0 and 
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b = 1 and by inequality (7.4), we have 
l l f l lp < K(n,p,q,a) Hf< K(n,p,q,a) ||f(*)||g, 
providing q < q'. But K(n,p,q'ja) is the smallest number 
K such that IIflip < K||f^^^||g, for all f e C^<[0,l],a>. 
Inequality (7.1) follows directly. 
For P < P ', we have 
l | f | lp < l l f l lp. < K(n,p',q,o) ||f(^^||g. 
As before, K(n,p,q,a) is the smallest number K for 
which llfllp < K||fllq. is valid for all f e C^<CO,l],a> 
and inequality (7.2) follows. 
Inorder to show inequality (7.$), we notice that 
K(n, l,oo,a) < K(n, l,q,a) < K(n,p,q,a) 
< K(n,p,l,a) < K(n,oo,l,a). 
Inequalities (7.1-2) would be valid in terms of the 
extended real numbers even if some of the constants were 
infinite. However, as already noted, inequality (7.3) and 
the existence of the two bounds show that K(n,p,q,a) 
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exists and is finite, so the proof has been con^leted. 
B. A Proposed Maximizing Function for Finite q > 1 
In order to calculate K(n,p,q,a) for some p c [!,«>) 
and some q e (l,oo), it would be desirable to find a func­
tion which maximizes ||f||p for f e C^<[0, l],q,a>. 
The difficulty is that even though we were able to 
prove that the numbers K(n,p,q,a) exist, we have not 
proved that there is a function in C^<[0, l],q,a> vAiich 
maximizes ||fH^. In fact, we have shown that no such func­
tion exists for q = 1. Thus, we have extended the search 
for such a function to a closure of C^<[0,l],q,a>. In 
consideration of the problem at hand, we will use the norm 
||fll = maxCllf^^^llg, l|fllp3. (7-5) 
The following theorem lists some conditions \i^ich must be 
satisfied by a maximizing function g which is at least in 
C*"^[0,1] n PC*[0,1]. 
Theorem 7.2. Let p c  [1,») and q e ( 1 , » ) .  If 
there exists f = g(t) c C^^^[0,1] A Pc"TO,l] vAiich 
maximizes ||f|ip over the closure of l],q,a> with 
respect to norm (7.5), then g e  c"<[0,l],q,a>. V f e  may 
suppose g(t) > 0. There exists w c c"TO,l] vAiich 
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together with g satisfies the differential system 
w(") = gP-1 (7.6) 
C7.7) 
subject to the boundary conditions 
g(^)(0) = w(^)(l) = Oj i = 0,...,a-l, 
g(^)(l) = w^^^(O) =0, i = 0,...,n-a-l. 
(7.8) 
The constant X is determined by the condition = 1 
and is positive. 
Proof. We will use theory from the field of Calculus 
of Variations. In particular, we will apply a version of 
Pontryagin's maximum principle as presented in Hestenes 
[11, p.245]. This principle states necessary conditions 
for maximizing or minimizing integrals. 
We begin by rewriting the maximization problem in the 
form used in the reference. We denote 
f(t) 1 
^(t) = I _ and u(t) = f(t) 
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so that = f(t), fg = f'(t) and so on. By Theorem 
we may restrict our attention to f > 0. The problem is to 
minimize the integral 
= - J^[f(t)]^dt = - f 
subject to the side conditions 
= 1 - J lu(t)l^dt, 
0 
and f ' = Af + eu 
— — —n 
where. A = and = 
LÎJ 
Finally, f must satisfy the boundary conditions vAiich. can 
be written in the form of two n - dimensional vectors ; 
^ ( 0 )  =  _ f o ( k )  =  [ 0 ,  . . . , 0 ^  
^ (îl) — [Of « ' f f ^ '^n-a+1^ ' " " '^n^ 
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vAiere the constant vector k is to be determined. The 
T 
notation means transpose. 
Theorem "J.2 is based on conditions satisfied by the 
function 
(t),u(t),w(t)) = X^f^ + X3_1uI'5 + w'^. (Af + ^ u) . 
where and w(t) are to be determined. The 
theorem in Hestenes asserts that X^^, w and £ satisfy 
several properties providing the extremal function 
g e ^[0,1] n PC^[0,1]. One of these is that X^ > 0 
and w(t) ^  0 for any t. 
First we look at the transversal condition concerning 
the boundary points. Let p = n - a. The Jacobian ôj|o/ôk 
of the boundary condition f^ with respect to k is 
-^° _ _ r°ap °aa"| 
àk = L àkj J - Lip Op J 
where 0^ is a x by y zero submatrix and is a x 
by X identity submatrix. Likewise, 
^ _ r°pg °ea-| 
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The naximal principle states that 
or 
[*a+l(°)''""'*n(0)/Wn_Q+i(l),''.,*%(!)] = 
where 0_ is the n dimensional zero vector. The last 
equation together with the fact that the maximizing function 
is contained in the closure of C^([0,l],q,a) will verify 
the boundary conditions 7.8 v^en we show g t C^[0,1]. 
We now verify equation (7.6). If àh/à^ is the 
gradient of h with respect to ^ according to the 
maximal principle 
w' «= - àh/à^ 
Thus, 
w'(t) = - [pXçjf^^,Wj^, .. 
for f = g(t). This means w^ = - pX^g^"^ and 
w^ = - w^^^ = , i = 1, ...,n-l. Thus, 
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can not be zero for otherwise 
n \ ^ o^ o 
is a polynomial of degree n - 1, at most, with n 
zeros and would be the zero function. If we define 
w = w^/[(-1)^pXQ]J then w^^^ = 
We have taken g > 0. Therefore, w can not change signs 
because it has n zeros at the endpoints and w^'^^ does 
not change signs. The function t^ "^(t-l)*^ is another 
function with nonnegative nth derivative and it satisfies 
the same boundary conditions. Hence, sig w = (-1)^ if 
sig w denotes the sign of w. 
With regards to {j.j), we use the fact that u = g(^^ 
must maximize h(t,^u,w) for all t, f^ and w. Hence 
for u = g(^), 
àh/ôu = gX^lul^ 'sig u + w^ = 0 
and 
g(*) = - (-I)^pXQW. 
We see that X^ ^  0 as X^ ^  0 w, and that 
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sig sig g("^ = - (-l)'^sig w = (-1)^"^ ^. 
By comparing g to the positive function t^(l-t)^ ^  
which satisfies the same boundary conditions, we have that 
sig g(*) = (-1)^"°^ so that < 0. Thus, 
lg(n)|q-l . (-ijO-V^w/qX^. 
Let X = - pX^/qX^. Then X > 0 as < 0. We have 
defined a maximum point as à^h/ôu^ = q(q - l)X2^|ul^""^ < 0 
for q > 1. Thus equation (7.7) follows. The proof is 
complete because the value of X can be determined by 
llg^^^llq = 1-
Note. In order to have a convenient condition v^ich 
b 
insures that the integral = J F(t,^u)dt v^ich is to 
a 
be minimized can be replaced by a condition depending only 
on u and t, Hestenes assumes that F(t,f^u) has the 
form m^ + L(t,u) vAiere m is a vector of functions 
continuous in t. For our problem, the f in may be 
replaced by the continuous function 
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I  . . .  J  u(t^)dt^...dt^, u = 
0 0 
which depends only on u and t. Moreover, his proof 
remains valid if m^^ = BF/^f^ is replaced by ôF/ôf = pf^ ^ 
as needed. 
Note. If we tried to use q = 1 in "Theorem 7.2, 
equation (7.6) would reduce to w^^^ = 0 vvhich would mean 
w = 0 for the same reason that w = 0 when = 0. Hiis 
is impossible and shows once again that II flip can not be 
maximized by a function in C^~^[0,1] fl PC^[0,1] for 
Q ^ 1. 
We can improve Theorem 7.2 if g = 2 or p = 1. 
First for q = 2. 
Corollary 7."5. For q = 2, equations (7.6, 7.8) in 
•Theorem "J .2 can be replaced by 
G(2n) ^  
9(^^(0) = g(*+i)(l) =0, i = 0, ...,a- 1, 
9(^^(1) = g(^-^^)(0) =0, i = 0, ...,n - a - 1. 
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Example 7.4. K(2j2,2,1) = I/tt^  = .101521. 
Proof. We have that = Xg, J g"^dt = 1, and 
0 
g(0) = g(l) = g"(0) = g"(l) =0. One can verify 
g(t) = V2 sin(irt)/Tr^ is the unique solution so that 
[K(2,2,2,l)]^ = 2 J sin^irt dt/ir^ = I/tt^. 
0 
Our results agree with those in [4] as mentioned in 
Inequality 2.1. Moreover, the fact that 
K(2,2,2,1) < K(2,1,1,1) = K(2,oo,oo,1) = 1/8 serves as a 
counterexaiiç)le to the conjecture in Section 6.F suggesting 
that if p = q, then the value of K(n,p,q,a) is inde­
pendent of p = q. 
Corollary- 7.5. For p = 1, ^ = n - a, equations 
(7.6, 7-8) in Theorem 7.2 can be replaced by 
g(*)(t) = (-l)9[Xt9(l- t)*/n:]l/(g-l) 
g(^)(0) =0, i = 0,...,o- 1, 
g(^)(l) = 0, i = O,...,n-o-l. 
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and ^ " ^*[r(aCT+lJr(|CT+ 1)] ~ VK(n,a,œ,a) 
where a = g/(g- l). 
Proof. Equation (7-6) reduces to = 1 so that 
w = t^ ( t - 1 ) °^/n !. With regards to X, 
G(n)||q , J-^|-tP(i-t)"fdt/(n;)'' 
0 
1 = x^r(pa+l)r(aCT+l)[r(na+2)(n0^]"^. 
as the integral is a Beta function. îhe proof is completed 
by calculating X. 
Example 7.6. It appears 
K(2,1,2,1) = K(2,2,oo,l) = 1/S^ = .0912871 and 
K(4, 1,2,2) = K(4,2,oo,2) = I/J9T = .00166004. 
Reason. If q = 2, then a = 2. For any n and a 
K(n,2,oo,a) ' 
1 P = n — a. 
For n = 2 and a = 1, we have X = A/5T, 
g"(t) «= Xt(l-t)/2. One can verify that 
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g(t) = X(t^ - 2t^+ t)/4i and 
K(2,1,2,1) = ||g||]_ = X/5: = I/V5T. For n = 4 and a = 2, 
we can show that \ = > g"(t) = Xt^(l - t)^/4 ', 
g(t) = X(9t^-36t'^ + 42t^-42t^+27t^}/9^ and 
K(4,1,2,2) = llslli = x/9: = i/v^ . 
Comment. The consistency of Theorem 7.2, its proof 
and corollaries indicates that it is reasonable to expect 
that it is not necessary to include the hypothesis that 
there is a maximizing function in C^~^[0,1] fl PC^[0,1]. 
The problem needs further study. 
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VIII. THE CONSTANTS L(n,p,q) AND M(n,p,q) 
A. Existence 
In Chapter IV, we defined the constants 
L(n,p,q) = supCllfllp*. f C C*<[0,l],q,a = l,p = !>} 
and 
M(n,p,q) = sup{I|fllp : f e Cp([0,l],q>3. 
Equations (4.$) and (4.10), which state that 
L(n,p,q) = inax{K(n,p,q,a) : 1 < a < n - 1} 
and 
M(n,p,q) = inax{K(n,p,q,a) : 0 < a < n}, 
served as motivation for the study of the constants 
K(n,p,q,a). The following result is a direct consequence 
of the last two equations and Theorem 7.1. 
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Corollary 8.1. The constants L(n,p,q) and M(n,p,q) 
exist for all positive integers n and extended real 
numbers p and q > 1. 
B. Evaluation of L(n,p,q) and M(n,p,q) 
A quick examination of the tables in Appendix XIII 
leads one to make the conjecture that 
However, so far this has been proven only in special cases. 
Theorem 8.2» For extended real values of p 
equations (8.1) and (8.2) are valid at least in the cases 
(1) q = oo; (2) p = q = 1; (5) q = 1, P and n 
included in Table 15.1• In fact for any n = 1,2,..., 
L(n,p,q) = K(n,p,q,l) = K(n,p,q,n-l) (8.1) 
and 
M(n,p,q) = K(n,p,q,0) = K(n,p,q,n) (8.2) 
p = 1,2 
(8.3p) 
L(n,l,l) = L(n,»,«) = (n-l)""V(n;n''), 
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=  ( n p + p  =  1 , 2 , . . . ,  
(8.4p) 
M(n, 1, l) = M( 11,00,00) = l/n!, 
and for n, p, q as given in case (5), 
M(ti,p, 1) = (np-p+l)"^/ï'/(n-1) ; 
(8.5p) 
M(n,oo,l) = l/(n — l) i 
Proof. "Hie tables in Appendix XIII are the basis of 
the proof of this theorem in regard to case (5)« There 
seems little doubt that the number of values of the 
parameters covered by this theorem could be increased by 
expanding the tables. Equation (8.5^) is based on the 
value of K(n,p,q,0) as given by equation ). 
With regards to case (2), we use the fact that 
K(m, 1, l,a) = K(n,oo,oo,a) as stated in equation (6.16). 
For case (l), that is, for q = », we can analytically 
determine that equations (8.1) and (8.2) are correct. As a 
result of Theorem $.1, we know that 
K(n,p,oo,a) = i|g(t)l|p «= CJ^ !t°'(t-i)^"°'/n:l^dt]^^^ 
0 
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It is easy to show that the integral is concave up as a 
function of a. After factoring out the l/ni term, we 
have 
0 0 
and 
J^ t°'(l-t)''~°^ ]^ dt - p2j^ {Ê^ t/(l-t)]}^ {t°'(l-t)''"°'}^ dt 
0 0 
which is clearly positive. With this knowledge of the graph 
of the integral, we see that its maximum must occur at an 
endpoint of the interval in a. Thus, by symmetry, 
K(n,p,oo,ci) must have it maximum at a = 1 and n - 1 in 
the case of L(n,p,»), and at a = 0 euid n in the case 
of M(n,p,«). 
Equations (8.5p) and (8.4^) are obtained by evaluating 
K(n,p,oo,l) and K(n,p,oo,0), respectively, using Theorem 
5.2. 
An interesting result of this theorem is that it 
appears 
M(n-l,p,oo) = M(n,p,l) 
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Tables 9-1 and 9-2 list a few values of L(n,p,q) and 
M(n,p,q), some other values can be obtained from Tables 
15.1 and 13.2. 
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IX. APPLICATION TO DISCONJUGACY THEORÏ 
A. Introduction 
We are now ready to give an application of the theory 
which we have developed to the field of differential equa­
tions. The nth order homogeneous differential equation 
n 
y(^) = Y f^ e C[a,b], 
i=l 
is said to be disconjugate on [a,b] if the only solution 
with n zeros on [a,b] is the trivial solution y(t) s 0. 
We will assume throughout this chapter that n > 2. As 
pointed out in Section 2.B, there has been a great amount 
of study in this field. 
One of the uses of a disconjugacy theorem is that it 
is useful for proving the uniqueness of solutions of bound-
airy value problems for linear, possibly norihomogeneous, 
ordinary differential equations. Suppose we are given the 
boundciry value problem 
n 
y(^) - Y = g(t), f^, g c C[a,b], 
i-l 
y(ai) -= < ... < a^^ < b. 
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where repeated values of a^ indicate multiple zeros of 
the solution at a^. Suppose that both y = u(t) and 
y = v(t) are solutions of this problem. Then the differ­
ence y = u - V is a solution of the corresponding 
homogeneous part of the equation and satisfies 
y(a^) =0, i=l,...,n. If the homogeneous equation is 
disconjugate on the interval [a,b], the difference must 
be the trivial solution and the solution of the boundary 
value problem must be unique. 
Although a proof will not be included here, it is 
possible to show that if the homogeneous differential 
equation is disconjugate on [a,b], then a solution of the 
nonhomogeneous boundary value problem exists. This can be 
shown by looking at a fundamental set of solutions to the 
homogeneous equation and at the resulting linear equations 
determined by the boundary conditions. 
Our aim is to find conditions depending on the interval 
length b - a and on the norms of coefficient functions 
f^ v^ich will insure that the differential equation is 
disconjugate on [a,b]. When applied to a particular 
differential equation, these conditions indicate that the 
equation is disconjugate if the length of the interval is 
sufficiently small. We will be able to prove a number of 
such disconjugacy theorems. Some of these are closely 
related with only a few differences in their conclusions 
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and in their proofs. In order to indicate the type of 
criteria which will be developed and to prevent having to 
repeat a large part of the proof several times, the basic 
theorem will be presented now. 
'Theorem Q.I. The differential equation 
n 
^ fi(t)y^^~^^, f^ c C[0,b], (9.1) 
i=l 
is disconjugate on the interval [0,b] if 
n 
I + ||f„|lp,L(n,p,q)b®('>) < 1 (9.2) 
i=l 
provided p, p' and q satisfy one of Conditions 9-5^ 4 
or g.as stated in Section $.5. In each of these conditions 
s(i) = i + 1/p - 1/q. (9.2) 
In some of the individual conditions vAiich we will 
look at after making some comments on the general form of 
the theorem, inequality (9.2) can be improved by replacing 
< by <. 
The first comment is that the left hand side of the 
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inequality (9-2) is a nondecreasing function of b. Hiis is 
clear since there are no negative terms in the summation 
and since the factors ll^illpi are nondecreasing functions 
of b for fixed f^. 
Second, the interval [0,b] was chosen only to sim­
plify the notation in inequality (9.2). If one desires to 
apply the theorem to the interval [a,b] where a ^ 0, 
he needs only replace the variable t by t - a and b 
by b - a. 
As one may expect, we will prove the theorem by contra­
diction, that is, by assuming that there exists a nontrivial 
solution y = y(t) which has n zeros a^ < ... < a^ all 
in the given interval. By the first of our comments, it 
will be sufficient to show that if such a solution exists, 
inequality (9.2) is false when applied to the interval 
^^I'^n^* ^ the second of the comments, we can translate 
the problem so that a^ is replaced by zero. We may as 
well denote the translate of a by b. This means that 
n 
we can contradict the assumption that equation (9.1) is 
not disconjugate by showing that inequality (9.2) would be 
false if there was a solution with n zeros on [0,b] 
including at least one at 0 and one at b. This sim­
plifies the notation considerably. 
The following lemma is basic to all of the conditions. 
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Lemma 9.2. Let y = y(t) be a solution of the 
differential equation (9.1) subject to the conditions 
y(aj^) =0, 0 = a^ ^ ~ ^ « (9*^) 
Then 
l|y||p < L(n,p,q)b^(^)||y(^)Hq (9-5) 
and 
l|y'""'''^ llp < M(i,P.g)bS(i)Wy(°)||g, 
(9.6) 
X — Xj • • • J n ~ 
where s(i) is given by (9»5)* For y ^  0, equality is 
impossible in both of these inequalities if q = 1. 
Proof. Since y has n zeros on the interval [0,b] 
including at least one at both 0 and b, inequality 
(9.5) is just a restatement of inequality (4.5). 
By repeated use of Rolle's Theorem or Lemma 4.2, we 
see that y(^ must have at least i zeros on [0,b]. 
Unfortunately, we can not in general specify the location 
of any of these zeros so we must use the numbers M(i,p,q) 
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as in inequality (9*6) which follows from inequality (4.6). 
From the comments in Chapter VI, we see that equality 
is iit^ossible for q = 1, and thus have completed the proof 
of the lemma. 
In the next section we will establish the values of 
p, p', and q which make Theorem $.1 valid. Later we 
will discuss some variations of the theorem. In Section 
9.E we will compare these criteria with some other well 
known criteria and then in Section ^ .F indicate some 
improved results for n = 2. 
We now use Lemma 9.2 in order to find some conditions 
which make Theorem $.1 valid. 
Condition Q.3. In Theorem $.1 if q = 1, we may use 
any p e [1,»] and 
B. Some Straightforward Conditions 
if p = 1 
if p e (l,oo) 
if p C 00 
Moreover, inequality (9*2) can be strengthened to include 
equality. 
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Proof. As indicated after the statement of Theorem 
9.1, we need only show a contradiction arises if there is a 
nontrivial solution y = y(t) satisfying the conditions 
(g.4) with a^ = 0 and a^ = b. For such a function y 
we have 
n 
i=l 
(9.8) 
< I l|fillp,||y("-^'llp 
i=l 
by use of Holder's inequality. By use of Lemma 9-2 we have 
n 
i=l 
+ ii^niip Ijb®-^' iiy-^^ 111 
where s(i) is given by equation (9.3). Inequality (9.2) 
would be false so we have the necessary contradiction. 
For arbitrary q we can obtain two other types of 
conditions. The first is as follows: 
Condition Q.4. In Theorem 9'1, we may take 
p = q e [Ijoo] and p' = ». Moreover, inequality 9'2 may 
be strengthened to include equality for p = q = 1 or œ 
104 
and for other p = q if one of the coefficient functions 
is not a constant function. 
Proof. We begin as we did for Condition but we 
replace inequality ($.8) by 
i=l 
n 
< I l|filLl|y'°"^>IL (9.9) 
i=l 
n-1 
< X llfiIl„M(i,p,p)b®(^^lly^^^| 
i=l 
Inequality (9*2) is once again contradicted. 
We have seen equality is not possible in the last step 
if q = 1. If q e (1,») equality is not possible in (9«9) 
unless each of the f\'s is a constant. For q = », 
suppose that = ••• = ^n-1 ~ By the comment in 
Chapter V equality can hold in the last step only if 
y = At(t- l)^ ^  or At^ ^ (t- l) which would mean 
f^ = n!/y which is iirpossible as f^^ is continuous on 
[0,b]. If f^ ^  0 for some i = 1, ...,n-l, then 
equality can hold in the last step only if = At^ ^  
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or A(t- l)^~^ which would mean y did not satisfy the 
boundary conditions y(0) = y(b) = 0. This follows since 
M(k,p,oo) = K(k,p,oo,0). The proof of the condition is 
complete. 
By replacing inequality (9>9) with 
n 
l|yf°'ll,< I l|fillqlly<"*^'lL (9-9') 
i=l 
we can prove another condition. 
Condition 9.S. In Theorem 9*1, we may take 
q = P' e [1,%] and p = ». Moreover, inequality (9.2) 
can be strengthened to include equality. 
That fact that inequality (9.2) can be strengthened 
for q = p' e [1,«) can be seen by noting that equality 
can hold in (9«9') only if is a constant for each 
nonzero f^. This is iitçossible. For p = p' = q = », 
the inequality can be iïîç>roved as shown for Condition 9.^* 
According to [12], Tumura [27] has shown 
^ (n- i)b^||y(^)||y(ni:), i = 1, ...,n-l, and use 
of this inequality would iiiç>rove the results of the last 
two conditions if p = q ^ «. 
It is interesting to notice that not only are 
Conditions 9.4 and 9*5 equivalent for p = p' = q = oo but 
for the same p, p ', and q, these conditions sure 
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TABLE 9.1 L(N,P,Q) 
p Q N = 2 N = 3 N = 4 
1 1 1/8=.125 2/81=.02469 9/2048=.00439 
2 1 1/W3=. 14434 .02927 .00549 
CO 1 1/4=.25 .04508 .00902 
2 2 1/Tr^=. 10132 
1 00 1/12=.08333 1/72=.01389 1/480=.00208 
2 00 1/2V30=.09129 1/6^105 = .01626 1/48^63=.00262 
00 co 1/8=.125 2/81=.02469 9/2048=.00439 
TABLE 9 .2 M(N,P,Q) 
p Q N = 0 N = 1 N = 2 N = 3 
1 1 1 1/2=. 5 1/6=.16667 
2 1 1 1/V3=,57735 1/2V5=.22361 
00 1 1 1 1/2=.5 
2 2 2/T = .63662 
1 00 1 1/2=.5 1/6=.16667 1/24=.04167 
"2 00 1 1/V3=. 57735 1/2/5=.22361 1/6/7=.06299 
co 00 1 1 1/2=.5 1/6=.16667 
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equivalent to Condition 9'3 for p = q = 1, p ' = <». This 
can be seen by recalling Theorem 8.2 vdiich shows that 
L(n,1,1) = L(n,oo,oo) and likewise for the M's. 
C. Some Conditions Depending on Integration 
There is another way to obtain disconjugacy conditions. 
One may integrate before applying the inequalities in 
Lemma 9*2. These results were inspired by some of the 
disconjugacy conditions in [8]. 
For these conditions we will need to define M(0,p,oo) 
and L(l,p,oo). Using the usual definition of the M's 
M(0,p,oo) = maxCllfllp ; ||f||^ = 1, norms over [0,1]} 
= 1 
as 11 flip < l|fligg with equality for constant functions. 
With regards to L(l,p,oo), if we restrict ourselves to 
f with ||f ' 11^ = 1, then sup||fwould occur for 
f(t) = t, t G [0,1/2], and f(t) = 1 - t, te [1/2,1]. 
In fact, f(t) =-2g(t,1/2) where g(t,c) is the Green's 
function of Chapter VI as applied to the problem with 
n=2, q = 1, a = 1. Thus 
L(l,P,co) = 2K(2,p,l,l) = 2L(2,p,l). 
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Theorem 9.6. The differential equation (9*1) is 
disconjugate on the interval [0,b] if 
n—1 
I lifillp.M(i- l,p,oo)b®(^"^^ 
. (9.10) 
or if 
n—1 
(expi|f^Il^){ ^  llf^l!p.M(i- l,p,oo)b®(^"^^ 
i=2 
(9.11) 
where s(i) = i + l/p and p' is defined by (9-7). 
The sum in (9.11) is deleted if n = 2. 
Proof. As in Theorem 9.I, we will prove this theorem 
by contradiction, and again, it is sufficient to suppose 
that there exists a solution y which satisfies the zero 
conditions (9.4) with a^ = 0 and a^^ = b. 
We now will contradict (9.11). For the assumed 
solution y = y(t) there exists t^ e [0,b] such that 
y(n ^^(t^) = 0 and t^ c [0,b] such that 
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= max ly("-^'ct)l = l|y(°-^'lL. 
^ ^ " 0<t<b 
Define g(t) = - f^(t) for convenience. Equation ($.1) 
then reads 
y(n) + gy(n-l) . Y 
i=0 
After multiplying by ej^ g(s)ds we have r ^  J s)< 
^m 
^(y(n-l)exp J g(s)ds) dt ' 
n-2 
= (exp J g(s)ds) ^  
We now integrate from t^ to t^. Taking advantage of the 
definition of t_, we have 
o 
= J [(exp J g(s)ds) ^  fi(t)y(*-i^ (t)]dt. 
^o ^m i=2 
By applying || and using the definition of t^, we 
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have 
J [(exp J Ig(s)lds)^ ^^(t)|]dt 
m 
i=2 
n 
< (expllgllj^) y J lfi(t)y(*"^)(t)|dt 
i=2 0 
after extending the range of integration. We see that 
equality can not hold if g ^ 0. 
After replacing g by - f-^, we have by Holder's 
inequality 
n 
< expiif^ii]^ % llfillp'lly^''~'"^llp-
i=2 
The remainder of the proof is as in the other conditions 
but this time we cancel ||y(^ ||^. The discussion of the 
possibility of equality is the same as for Condition $.4, 
q = 00, except for f^ = - g as noted above. 
The proof of inequality (9-10) is identical except 
that the f^^ term is left on the right hand side and there 
is no need to multiply by the exponential. 
It should be pointed out that inequality ($.10) was 
included only for con^leteness. It has the same general 
form as Theorem $.1, Condition 90« The only difference is 
Ill 
that M(m,p,l) is replaced by M(n-l,p,oo) while 
L(n,p,l) is replaced by L(n- l,p,oo). As was suggested 
at the end of Chater VIII, it appears that 
M(njPjl) = M(n-l,p,oo). However, inspection of available 
formulas and tables suggests that L(n,p,l) < L(n- l,p,») 
meaning the disconjugacy condition using q = 1 is stronger. 
This is not surprising since the functions 
y(^), i = 0,...,n-l, have one more zero than was used 
when applying bounds in terms of M(i- l,p,<») and 
L(n- l,p,oo). 
D. Some Improvements 
For certain differential equations, it may be possible 
to strengthen "Theorems $.1 and $.6. As an exairç>le of how 
this may be done, we look at the equation 
(r(t)y")" - g(t)y =0, r, g e C[0,b], r, g > 0. (9-12) 
Leighton and Nehari [17] have shown that if b is 
the smallest value such that there exists a solution of the 
differential equation with four zeros on [0,b], then 
there exists a solution y = y(t) which has a double root 
at both 0 and b. Using this fact, we can prove the 
following. 
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Theorem 9.7. Theorems 9.1 and 9.6 remain true for the 
equation 
+ f2(t)y" + f2{_(t)y 
with = - 2r'/r, fg = - r"/r, and fj^ = g/r >0 if 
g) is replaced by K(4,p,q,2) and L(5,p,oo) is 
replaced by K(5,p,oo,2) in inequalities (9-2) and ($.10,11), 
respectively. 
The proof is identical to those already given but in 
this case we can assume that the solution y has double 
zeros at 0 and b so that inequality (9«5) can be re­
placed by 
llylip < K(n,p,q,2)b®^^^l|y^^^llg. 
It is somewhat disappointing that equation (9.12) does not 
include a y' term. If it did, we could bound y' with 
a L number instead of the usual M number since y' 
must have at least one zero at both 0 and b. 
There is another way to improve these theorems. 
Notice that in the proof of Condition 9'3j that when 
Holder's inequality was applied to (9.8), it would not be 
necessary to use the same p and p ' for each 
115 
term. In fact, we see that: 
Iheorem 9.8. Theorem 9.1, Condition 9*5 and Theorem 
9.6 remain valid if p and p' are replaced by p^ and 
PJ i ~ If • • «^n. 
In general, it appears best to use small p^ for 
functions fwhich have a large maximum value but small 
norm and to use larger pj^ for functions f^ which 
are nearly constant. Some of the examples in the next 
section will illustrate this. 
E. Some Comparisons 
As indicated in Chapter II there are a large number of 
disconjugacy theorems in the literature and, counting all 
the choices of p, p ', and q, there are an uncountable 
number of criteria presented in this chapter. Although it 
is impossible to coicpare all of these formulas. Table 9-5 
indicates that some of the conditions derived in this 
chapter insure longer disconjugacy intervals than do compa­
rable results in the literature when applied to equations of 
the form y(^) = f^(t)y. While these tables can not show 
all the possibilities, they give some indication as to the 
value of the disconjugacy criteria developed in this paper. 
The tables were prepared by applying the various 
criteria to the different equations and solving the result-
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TABLE 9.3. COMPARISON'S OF DISCONJUGACY CRITERIA 
LARGEST VALUE OF B FOR WHICH THE EQUATION MUST BE 
DISCONJUGATE ON [0,B] AS INSURED BY DISCONJUGACY CRITERIAN 
(1) y" = -y (2) II 1 (3) y" = -t^y 
DISCONJUGACY CRITERIAN (1) (2) (3) 
THEOREM 9.1 P=1 Q=1 p «sa» * 2.83 2.00 1.68 
P=2 Q=1 pt=2 2.63 2.29 1.98 
P=oo 0=1 P'=l 2.00 2.00 1.86 
P=2 Q=2 P«=oo 3.14** 2.15 1.77 
EQ(2.1A) LEVIN, HUKURA p • =00 2.83 2.00 1.68 
EQ(2.15-17) HARTMAN p»=l 2.00 2.00 1. 86 
FIRST CONJUGATE POINT 3.14 2.67 2.36 
(1) y'" = +y (2) Y'" = ±ty (3) y'" = ±t^y 
DISCONJUGACY CRITERIAN (1) (2) (3) 
THEOREM 9.1 P=1 Q=1 p« =»# 3.43 2.52 2.10 
P=2 Q=1 P'=2 3.25 2.77 2.38 
p=00 Q=1 P'=l 2.81 2.58 2.32 
EQ(2.10) LASOTA p* =00 2.70 2.11 1.82 
EQ{2.14) LEVIN, HUKURA p* =00 2.88 2.21 1.89 
EQ(2.15,16J HARTMAN P'=l 2.29 2.21 2.05 
EQ(2.17) HARTMAN P» =1 2.52 2.38 2.17 
(1) y(^) = ±y (2) y(^) = ±ty (3) y(^) = j-t^y 
DISCONJUGACY CRITERIAN (1) (2) (3) 
THEOREM 9.1 P=1 Q=1 p • =00 3.88 2.96 2.47 
P=2 Q=1 pi = 2 3.67 3.16 2.72 
P=oo Qcl P'=l 3.24 2.95 2.63 
TH. 9.7 + P=1 Q=1 p« =00* 4.43 3.29 2.70 
+ P=2 Q=1 P*=2 4.21 3.53 2.98 
+ P=oo Q=1 P'=l 3.72 3.29 2.88 
EQ(2.12) + LEVIN INTEGRAL 3.72 3.29 2.88 
EQ(2.12» - LEVIN INTEGRAL 4.43 3.78 3.24 
EQ(2.14) LEVIN, HUKURA p* =00 3.36 2.64 2.24 
EQ(2.15,16) HARTMAN pl=l 2.15 2.12 2.00 
EQ(2.17) HARTMAN p « = l  2.63 2.49 2.29 
FIRST CONJUGATE POINT + 4.73 
FIRST CONJUGATE POINT — 5.55 4.51 3.87 
* EQUIVALENTLY, P = 00, Q = CO , AND • 8 I
I a
.
 
** DISCONJUGATE ON 1—
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•
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TABLE 9.4. COMPARISON'S OF DISCONJUGACY CRITERIA 
LARGEST VALUE OF B FOR WHICH THE EQUATION MUST BE 
DISCONJUGATE ON [0,B] AS INSURED BY DISCONJUGACY CRITERIAN 
(1) y"=Y'+y (2) y "=ty ' +ty 
(3) y"=t^y'+t^y (4> y"=y'+t^y 
DISCONJUGACY CRITERIAN ( 1) (2) (3) (4) 
THEOREM 9.1 P=1 0=1 P« = 00* 0.90 0.95 0.96 0.91 
P=2 Q=1 P* =2 0.89 1.21 1.24 0.95 
p=oo Q=1 pi = 1 0.83 1.24 1.31 0.94 
P=2 Q=2 P* =00 1.30 1.15 1.10 1.22 
THEOREM 9.8** Q=1 0.89 0.96 0.98 0.95 
EQ(2.13) TUMURA P* = 00 1.46 1.24 1.16 1.30 
EQ(2.14) LEVIN, HUKURA P» =00 1.46 1.24 1.16 1.30 
E0(2.15) HARTMAN P« =1 1.24 1. 51 1.51 1.39 
(1) y"=y"+y'+y (2) y "=ty "+ty ' +ty 
( 3 ) y "=t^y "4-t^y ' +t^y (4) y"=y'+t^y 
DISCONJUGACY CRITERIAN {1) (2) (3) <4) 
THEOREM 9.1 P=1 Q=1 P' = 00* 0.73 0.83 0.88 1.34 
P=2 Q=1 P* =2 0.70 1.03 1.10 1.29 
P=oo 0=1 P» = 1 0.61 0.99 1.11 0.99 
THEOREM 9.8** Q=1 0.73 0.84 0.88 1.37 
EQ(2.10) LASOTA P* = 00 1.73 1.42 1.29 1.70 
£Q(2.13) TUMURA P* = 00 1.13 1.07 1.05 1.80 
EQ(2.14) LEVIN, HUKURA P* = 00 1.34 1.19 1.13 1.72 
EQ<2.i5» HARTMAN P« =1 1. 13 1.40 1.43 1.64 
(1) y ^=y"''+y "4-y'+y (2) y ( 4 )  II +ty ' +ty 
(3) y^^^=t^y"Vt^y"+t^y'+t^y (4) >
1
 
=y'+t^y 
DISCONJUGACY CRITERIAN (1) ( 2) <3) ( A )  
THEOREM 9.1 P=1 0=1 P« = 00* 0.70 0.81 0.86 1.74 
P=2 0=1 P» =2 0.67 0.98 1.06 1.62 
P =00 0=1 P' = 1 0.57 0.92 1.05 1.25 
THEOREM 9.8** 0=1 0.70 0.81 0.86 1.77 
E0Î2.13) TUMURA pe = 00 0.97 0. 98 0.99 2.23 
E0(2.14) LEVIN, HUKURA P* = 00 1.32 1.18 1.12 2.08 
E0(2.15) HARTMAN P« =1 1.08 1.35 1.38 1.79 
E0(2.17) HARTMAN P» =1 1.99 
* EQUIVALENTLY, P = °°f 0 = : 00, AND P« = 00. 
** P^ = P'^ = 2, Pi 
— # # • — 
"N-
•1 = 1' "D
 
H
 II
 
•
 
•
 
= f'N-1 = 00, 
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ing inequality using Newton's method if necessary. The 
largest value of b for which the criteria will insure 
that differential equation is disconjugate on the interval 
[0,b] is given. "When included, the value labeled "first 
conjugate point" indicates the actual largest interval 
[0,b) of disconjugacy and is obtained by calculating an 
exact or numerical solution of the differential equation. 
An exact solution of y" = - ty is given in [5, p.4]. 
Some comments may be appropriate. If p and q are 
picked properly, the numbers L(n,p.q) are at least as 
small as and generally smaller than the coefficients of 
Ijfnllpi used in other disconjugacy theorems. Hence for 
equations of the form y(^) = f^(t)y, the better 
disconjugacy conditions given in this chapter insure at 
least as large an interval of disconjugacy as any of the 
other conditions using the same , norm on f^. On the 
other hand, the numbers M(i,p,q) are often larger than 
the coefficients of ||f^l| ,, i = 1, ...,n-l, used in other 
P 
conditions. Thus for general nth order equations, the 
results stated in this chapter are generally poorer than 
those in the literature. 
n 
Example. p' = 00, 
i=l 
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Levin [l8] states the differential equation is 
n 
disconjugate on the interval [0,b] if ^ A^||f^llb^ < 1 
i=l 
where 
= {2^i[(i-l)/2]:[i/2i:r^ « (i:7^)"\ i = 1, 
for large i. However, Tumura [27] uses 
= (n- i) (ni! i = 1, . . .,n- 1, and 
A^ = (n-l)^^^/(n^h:) = (1 - l/n)^/[(n-l)ni] " [e(n-l)n:] ^  
for large n. Using Theorem 9.1 with either p = q = 1 or 
00 gives the Tumura's value for A^ but A^ = l/ii for 
1 = lj...,n— 1. 
The apparent reason for the successful approach on the 
y term appears that either ||y|| is maximized over a 
smaller class of functions than used in other criteria or 
that the inequalities used in the other criteria are not as 
tight. However, in obtaining the conditions in this 
chapter, is maximized over a much larger set 
than is necessary. It would be desirable to maximize 
||y(^ ^^llp over the set of (n - i)_^ derivatives of func­
tions in C^([0,b],a = 1) as Tumura has done for 
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p = g = 00. 
F. A Stronger Condition for n = 2 
In an effort to find better ways to bound the deriva­
tive terms, the following special condition was discovered. 
Theorem Q.Q. The differential equation 
y" = + fgCtjy fg e c[0,b] (9.12) 
is disconjugate on the interval [0,b] provided 
llflLVS + ||f2l|p.L(2,p,l)l>^+VP < 1 (9.14) 
where p c [1,°°] and p' is determined by equation (9*7). 
Comment. By way of comparison we would have the con­
dition 
as one of the disconjugacy conditions arising from iSieorem 
9.1, Condition 9«5 as modified by Theorem 9*8. In fact. 
Theorem 9-9 is an extension of a result given by Tumura, for 
exaitç)le. The value of L(2,p,l) ranges from I/8 for 
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p = 1 to 1/4 for p = 00. 
"The following lemma serves as a motivation for the 
proof of the theorem. 
Lemma 9.10. Suppose that f(t) s C^[0,b], that 
f(0) = f(b) = 0, and that f has exactly one sign change. 
Then ||f ' ||]_ = 2||f ||^. Moreover, if f(t) e C^([0,b],a = 1>, 
then 
llf'lll < t||£"||;^/2 (9.15) 
Proof. Choose c so that lf(c)l = ||f{|^. Without 
loss of generality, we may assume that f'(t) > 0 on 
[0,c] and f'(t) _< 0 on [c,b]. Then 
If Ml = T f'(t)dt-J f(t)dt 
0 c 
= [f(c) - f(0)] - [f(b) - f(c)l 
= llflL + llflL = 2||fii^. 
P 
In case f e C <[0,1],a = 1>, by Lemma $.2 we have 
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But L(2,°°,1) = 1/4 and s(2) = 2 + 0-1=1 by formula 
(9.3)- This establishes the lemma. 
If we had some reason to state that every function in 
C^<rO,bl,a = 1> satisfied condition (9-15)j then by apply­
ing it to a solution y = y(t) of the equation (9-13) with 
zeros at both 0 and b, we have the usual contradiction. 
IIY'IIi < llfiY'lIi + 11^2^111 
< llfilLIIy'lli + (9.16) 
< llfiLb IIY"III/2 + 
The disconjugacy theorem follows immediately for such y. 
Fortunately, we are able to show that inequality 
(9'15) is valid for any functions f = y(t) which would be 
used in a disconjugacy proof by contradiction. The proof 
of this statement is in two parts. Given a function 
O 
f e C <[0,b],a = 1> without any interior zeros, we will 
find a function g e C^[0,b] D PC^[0,b] which satisfies 
llf'll^ = ||g' 11^ = 2||g||^. Then we will show that ||g||^ can 
be bounded by L(2,oo,l)b ||g"||g^ even though g" è C^[0,b]. 
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p 
Lemma Q.ll. Suppose that f e C <[0,b],a = 1) and f 
has no interior zeros. Then there exists 
g e C^[0,b] n PC^[0,b] which satisfies 
lif'lll = llg'lli = 2l|gll^  and \\f"\\^  = llçf" H]L' 
Proof. Without loss of generality we may assume that 
f(t) > 0 for t e (0,b). Clearly we need to find a func­
tion g whose first derivative only changes signs once in 
[0,b]. Intuitively, we can form g as follows. Slice the 
graph of f just below the t axis. Slide the pieces 
of the graph where f(t) >0 as far to the left as possible 
in [0,b] without overlapping or distorting them. In the 
same way push the pieces where f'(t) <0 to the right. 
Figure 9-1 illustrates this concept. The resulting graph 
is g'. We will now look at the details. 
Let N = {t : f'(t) <0 or t = b}. As f(t) >0 on 
(0,b), then f'(0) > 0 and 0 i N. We also see that N 
consists of at most a countable number of open intervals 
plus the point t = b. Let Xjj be the characteristic 
function of N and 
b 
c = c - J Xjsj(t)dt. 
0 
Thus, c is the measure of the set of points where 
f'(t) > 0. Now we define g'(s) : [0,b] R as follows: 
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9'(t - J Xjjj('OdT) = f'(t) if f'(t) > 0, 
0 
9'(c + J Xjj(T)dT) = f (t) if f'(t) < 0, 
0 
g'(s)=0 if g'(s) is not defined otherwise. 
y = f'(t) A 
y = g'(s) 
1 / 1  
<4 S2 b Si c 
2 / 5 
Figure 9.1. aJhe graphs of fg', 
1 = h ~ X Xjj(T)dT, and Sg = c + ; %g(T)dT 
0 0 
125 
We must show that g' is well defined. By the definition 
of c, we have that if s < c then g*(s) ^ 0. On the 
other hand, if g'(s)>0, then 
t b 
s = t - j" X]g(T)dT < b - J X]g('r)dT = c. 
0 0 
t 
Furthermore, the function t - J is 1 to 1 in 
0 
any neighborhood of t where f'(t) >0. Likewise for 
s > c. From this we see that g'(s) is defined uniquely. 
We wish to show that g' is continuous. Consider 
s c [0,c]. Unless g'(s^) =0 we have g'(s) >0 and. 
for some t^, ~ ^ o " ^  where a = J ° 
0 
t^ must be contained in some maximal interval [ t^, t^^^ ] 
in whose interior f'(t) > 0. For any t e (t^, 
•Xjj(t) = 0 and j* x^(T)dT = a is a constant. Thus 
0 
g'(s) > 0 for s e (s^,s^) where s^ = t^ - a, 
- a. In fact, g' is just a translate of f* on 
this interval. Thus, unless t^ = 0, 
lim g'(s) = lim f'(t) = f'(t^) = 0 = g'(s_). 
+ + V V 
s-»s, t-*t, 
5 5 
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Likewise, g(s^) =0. If = 0, we see that sy = 0 
and g'(0) = f'(0). Therefore, g'(s) is continuous on 
[0,c] and g'(c) =0. We can do the same for the interval 
[c,l] and we have that g ' e C[0,b]. 
s 
Now we can define g(s) = J* g'(a)da. Clearly 
0 
g(0) = 0. Let = f'(t) v^en f'(t) > 0 and zero 
otherwise and, likewise, if f^(t) = f'(t) when f'(t) < 0 
and zero otherwise. We have 
c b b b 
g(b) = J g'(a)do + J g'(a)do = J* f_J_(T)dT + J f_|_(T)dT 
0 c 0 0 
b 
= J* f'(T)dT = f(b) = 0. 
0 
Thus, g satisfies the first part of Lemma g.lO and 
lig'lll = 2l|gll^. 
We now can show that 
c b 
= J 9'(c)dc - ^  g'(a)da 
0 c 
= J f+(c)dc - J fJ.(a)d<j = IIj:' ||^. 
0 0 
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Finally, g" must be piecewise continuous as it can 
only be discontinuous at the ends of an interval where 
g'(s) >0 or g'(s) <0. Moreover, g" is just a 
rearrangement of g" and as before ||g"||= ||fand 
the proof is complete. 
We turn to the problem of showing that we can bound 
Ijgll^ by L (2,00, l)bllg"l|^ even though g" k C[0,b]. In-
order to do this we must find a sequence of functions in 
o 
C <[0,b],a = 1> which converges to g in such a way as 
to preserve the p = » norm of g and the p = 1 norm 
of g". For this reason we choose the norm 
l|g|l = lIsIL + lis" ill- (9.17) 
Leirana Q. 12. Let g e C [0,b] A PC^[0,b]. Suppose 
that g(0) = g(b) = 0 and that g" is bounded. Then 
o 
g e Cl{C <[0,b],a = 1)}, where Cl denotes closure with 
respect to norm (9.17)-
Proof. First we note that 
t T t t t 
J J  g"(s)ds dT = J g"(s)J '  dT ds = J  g"(s) (t-s)ds 
0 0 0 s 0 
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The function g can be represented in the form 
t T b T 
g(t) = J  J  g"(s)ds dx - t J J  g"(s)ds dT/b 
0 0 0 0 (9.18) 
t  b 
= J  g"(s)(t-s)ds -  t  J  g"(s)(b-s)ds/b 
0 0 
We can construct the approximating functions g^(t) 
as follows. Number the points where g"(t) is discontin­
uous and form the sequence {t^}. For any € > 0 define 
6^ = 03/2^"^^. Define 
gç(t) = g"(t) for t è (t^- t^+6^) for any i 
and connect the function with straight lines over the 
intervals where g^ has not defined, or in case such an 
interval includes 0 or b, extend the function with 
horizontal lines. Using (9-18) as a model, we define 
t b 
gç(t) = J g^(s)(t-s)ds - t J g^(s) (b-s)ds/b. 
0 0 
We need to find bounds for ||g" - g^^^ and 
||g - g^ll^. If lg"i is bounded by M so is ig^i and 
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lg"(t) - gg(t) 1 < 2M. Moreover, g"(t) - gç(t) = 0 except 
the intervals (t^-6^,t^+ 6^). Thus on 
lg"(t) - gç(t)llj^ = J lg"(t) - g^(t)|dt 
0 
< ^  2M- 2b^ ^ 4M€b/2^''"^ =  M€b. 
i=l i=l 
With regards to the difference of the functions. 
g - gç!L < .max 0<t<b 
J* (g"(s)  -  9g(s))( t-  s)ds 
0 
J* (g"(s)  -  g '^(s))(b-s)ds/b 
0 
If we move the absolute values inside the integrals and 
increase t to b and replace b - s by b, we have 
|g - gçlL 2 J lg"(s) - gç(s)lb ds 
0 
M2 < 2b Y 2 • 2M€b/2^ "^ " = 2M€b'-. 
i=l 
Thus, we have 
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l|g - gçll = Ils - g^IL + Ils" - gë"i <M€(b + 2b^) 
which completes the proof since we can make this quantity 
as small as we please by taking € sufficiently small. 
Combining Lemmas 9.11 and 9-12 we have that 
llflll = llg'lli = 2II9 IL < 2L(2,..l) b ||g"|li < b Wf"|li/2. 
We can claim strict inequality since g(t) is not a 
Green's function for n = 2, and a = 1. Applying this 
inequality to the assumed solution y, we can use the 
statements following inequality (9.I6) and arrive at the 
usual contradiction and establish Theorem 9«9* 
One can see that Theorem 9-9 gives improved 
results when compared to similar conditions v^ich are part 
of Theorem 9-1- This is due to the fact that using 
= 1/2 instead of 1 allows the disconjugacy condition 
ll^lL^l^ — - to be valid for a 
larger interval length b. For p' =00, Theorem 9*9 is 
identical to Tumura, Levin, and Hukura's result and for 
p' = 1, it is identical to Hartman's condition for the 
p 
equations y" = y' + y and y" = y' + t y. 
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X. SUMMARY AND QUESTIONS 
In Chapters III through VIII there was a unified study 
of inequalities of the form 
II flip < Kb^llf^^^llq^ s = n + 1/p - 1/q, 
for p, q > 1. "The existence of constants K have been 
established for f e C^[0,b] with (i) n zeros on [0,b], 
(ii) n zeros on [0,b] including at least one at each of 
the points 0 and b, (iii) n zeros on [0,b], a of 
which are at 0 and n-a at b. As pointed out in 
Chapter II, the results in the literature are generally 
restricted to p = q = 2 and p = q = œ, or they are 
based on weaker conditions than used here. In Chapter IX, 
these inequalities were used to establish a variety of 
disconjugacy conditions for linear differential equations. 
These conditions include criteria which equal or surpass 
similar known criteria of the form (2.4) when applied to 
certain equations of the form y(^) = f(t)y. 
There are several questions which remain unanswered. 
Some may be difficult, others may be trivial. In regard to 
the inequalities, one might ask: 
(a) Would Theorem 7.2 be valid without assuming that 
a function maximizing jl^llp over all f e C^< [0, l],q,a> 
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exists in C^~^[0,1] D PC^[0,1], p e [1,*), q € (1,»)? 
(b) What kind of function maximizes ||f||^ for 
f e C*<rO,ll,q,a>, q c (1,»)? 
(c) What are the values of K(n,p,q,a) for 
q e (l,oo)? In particular, what are the values of 
K(n,p,2,a)? 
(d) With regard to Theorem 8.2, can one state 
L(n,p,q) = K(n,p,q,l), n > 2, and M(n,p,q.) = K(n,p,q,0) 
for all n, p, and q? 
(e) Can one find best possible constants K which 
satisfy ||f 11^ < Kb®||fH^, s = n - k + l/p - l/q, for 
f € C^<[0,bl,q,a>? 
(f) Can one find constants K which satisfy 
l|f||p < llq. s = n + l/p - l/q, for 
f e C^<[0,b],q,a,P> if a + P > n? 
(g) Is it possible to study this problem if in our 
integral norms, Lebesgue measure is replaced by another 
measure absolutely continuous with respect to Lebesgue 
measure? For instance, it might be useful to use a 
weighted L^ norm. 
(h) Does K(n,p,q,a) «= K(n,q',p',a) where 
l/p + l/p' = 1 and l/q + l/q' = 1? This statement has 
been verified in the following cases: 
131 
(i) K(n, 1, l,a) = K(n,oo,c»,a), (equation (6.I6)), (ii) 
K(2,1,2,1) = K(2,2,oo,a) and K(4,1,2,2) = K(4,2,OO,2), 
(Example 7.6), and trivially, (iii) K(n,2,2,a), 
K(n, l,oo,a) and K(n,oo,l,a) are all equal to themselves. 
In regard to the disconjugacy conditions: 
(a) Is it possible to derive other disconjugacy 
criteria by use of algebraic manipulations as in Theorem 
9.6? 
(b) Is it possible to replace L(n,p,q) by 
K(n,p,q,a), a ^ 0,l,n- l,n, for certain types of high order 
equations as was done in Theorem 9*7  with n = 4?  
(c) Mathsen in equation (2.11) and Levin in equation 
(2.12) find disconjugacy criteria which give improved 
results by assuming some of the coefficient functions have 
a certain sign, or by looking at or f_. When is it 
possible to improve the disconjugacy conditions in Theorem 
9.1 in either of these manners? 
The reader who is interested in only one of our results 
would ask one final question. Is it possible to establish 
the result directly without using the large amount of theory 
needed to prove the variety of results that have been found 
in this study? 
/ 
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XIII. APPENDIX 
In this section we include tables of K(n,p,q,a) for 
q = 1 and oo and of the Green ' s functions. These tables 
were produced on an IBM/56O Model 65 computer using integer 
arithmetic where possible, double precision arithmetic, 
otherwise. Available formulas were used when available but 
most of the values of K(n,p,q,l) had to be calculated 
using the general method described in Section 6.C. It was 
found necessary to prevent rounding and truncation errors 
in nearly all the calculations. Thus, the size of the table 
for K(n,p,q, 1) was limited primarily by the l4 hexadecimal 
digits used by the computer for each number. 
The notation ".xxxxxE-y" is to be read ".xxxxx*10 ^  
Values of K(n,p,q,a) can be obtained by symmetry for 
a > 5- L(n,p,q) = K(n,p,q, 1) for n > 1 and M(n,p,q) 
= K(n,p,q,0). 
The Green's functions are piecewise two dimensional 
n-1 
polynomials in c and t having the form ^ a^^c^t^, 
n-1 i, j=l 
0 < t < c, and ^ b^jC^t^, c < t < 1. The matrices A 
i,j=l 
and B are printed and are labeled by the interval of 
definition. For a = 0 or n, the matrices for the 
Green's function can be obtained by use of Theorem 6.5 and 
for a > 5, by the use of the adjoint problem. 
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T A B L E  1 3 . 1 .  K ( N , P , Q , A L P H A )  F O R  Q  =  1  
K ( N , P , Q , A L P H A )  F O R  P  =  1  A N D  Q  =  1  
N  /  A L P H A  0  1 2  3  
1 1.00000 1.00000 
2 .50000 .12500 .50000 
3 .16667 .24691E-1 .24691E-1 .16667 
4 .41667E-1 .43945E-2 .26042E-2 .43945E-2 
5 .83333E-2 .68267E-3 .28800E-3 .28800E-3 
6 .13889E-2 .93027E-4 .30483E-4 .217C1E-4 
7 .19841E-3 .11241E-4 .30116E-5 .16653E-5 
K ( N , P , G , A L P H A )  F O R  P  =  2  A N D  Q  =  1  
N  /  A L P H A  0  1 2  3  
1 1.00000 1.00000 
2 .57735 .14434 .57735 
3 .22361 .29265E-1 .29265E-1 .22361 
4 .62994E-1 .54924E-2 .31742E-2 .54924E-2 
5 .13889E-1 .90653E-3 .36336E-3 .36356E-3 
6 .25126E-2 .13105E-3 .40044E-4 .28007E-4 
7 .38521E-3 .16731E-4 .41263E-5 .22124E-5 
K(N,P,Q,ALPHA) FOR P = 3 AND Q = 1 
N  /  A L P H A  0  1 2  3  
1 1.00000 1.00000 
2 .62996 .15749 .62996 
3 .26138 .31956E-1 .31956E-i .26138 
4 .77360E-1 .61148E-2 .35141E-2 .61148E-2 
5 .17720E-1 .10334E-2 .40711E-3 .40711E-3 
6 .33071E-2 .15280E-3 .45523E-4 .31666E-4 
7 .52049E-3 .19913E-4 .47639E-5 .25279E-5 
K(N,P,Q,ALPHA) FOR P = 4 AND Q = 1 
N  /  A L P H A  0  1 2  3  
1 1.00000 1.00000 
2 .66874 .16719 .66874 
3 .28868 .33762E-1 .33762E-1 .28868 
4 .87773E-1 .65260E-2 .37444E-2 .65260E-2 
5 .20520E-1 .11170E-2 .43629E-3 .43629Ë-3 
6 .38928E-2 .16713E-3 .49150E-4 .34104E-4 
7 .62113E-3 .22018E-4 
N 
1 
2 
3 
4 
5 
6 
7 
N 
1 
2 
3 
4 
5 
6 
7 
N 
1 
2 
3 
4 
5 
6 
7 
N 
1 
2 
3 
4 
5 
6 
7 
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TABLE 13.1 (CONTINUED) 
K(N,P,Q,ALPHA) FOR P = 
ALPHA 0 
1,00000 
.69883 
.30952 
.95725E-1 
•22664E—1 
•43433 E—2 
.69887E-3 
1.00000 
.17471 
.35G73E-1 
.68219E-2 
.11769E-2 
.17741E-3 
5 AND Q = 1 
2 
.69883 
.35073E-1 
.39127E-2 
.45739E-3 
K(N,P,Q,ALPHA) FOR P = 
ALPHA 0 
1.00000 
.72302 
.32607 
.10203 
.24367E-1 
.47017E-2 
.76085E-3 
1.00000 
.18076 
.36076E-1 
.70470E-2 
.12224E-2 
6 AND Q = 1 
2 
.72302 
.36076E-1 
.40420E-2 
.47347E-3 
K(N,P,Q,ALPHA) FOR P = 
ALPHA 0 
1.00000 
.74300 
.33959 
.10717 
.25756E-1 
.49945E-2 
.811556-3 
1.00000 
.18575 
.36871E-1 
.72250E-2 
7 AND Q = 1 
2 
.74300 
.36871E-1 
.41449E-2 
ALPHA 0 
1.00000 
l.COOOO 
.50000 
.16667 
.41667E-1 
.83333E-2 
•13889E-2 
K( N,P,Gf ALPHA) FOR P = 00 AND Q = 1 
1 2 
1.00000 
.25000 
.45085E-1 
.90217E-2 
.16111E-2 
.25062E-3 
.34175E-4 
1.00000 
.45085E-1 
.52083E-2 
.61384E-3 
.70752E-4 
.76560E-5 
N 
i 
2 
3 
4 
5 
6 
7 
N 
1 
2 
3 
4 
5 
6 
7 
N 
1 
2 
3 
4 
5 
6 
7 
N 
1 
2 
3 
4 
5 
6 
7 
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TABLE 13.2. KCN,P,Q,ALPHA) FOR Q = oo 
K(N,P,Q, 
ALPHA 0 
.50000 
.16667 
.41667E-1 
.83333E-2 
.13889E-2 
.19841E-3 
.24802E-4 
HA) FOR P 
1 
.50000 
.83333E-1 
.13889E-1 
.20833E-2 
.27778E-3 
.33069E-4 
.35431E-5 
= 1 AND Q = 00 
2 
.16667 
.13889E-1 
.13889E-2 
.13889E-3 
.13228E-4 
.11810E-5 
3 
.41667E-1 
.20833E-2 
.13889E-3 
.99206E-5 
.70862E-6 
K(N,P,Q, 
ALPHA 0 
.57735 
.22361 
.62994E-1 
.13889E-1 
.25126E-2 
.38521E-3 
.51230E-4 
HA) FOR P 
1 
.57735 
.91287E-1 
.16265E-1 
.26248E-2 
.37456E-3 
.47416E-4 
.53704E-5 
= 2 AND Q = 00 
2 
.22361 
.16265E-1 
.16600E-2 
.17339E-3 
.17314E-4 
.16192E-5 
3 
.62994E-1 
.26248E-2 
.17339E-3 
.12672E-4 
.93486E-6 
K(N,PtQT 
ALPHA 0 
.62996 
.26138 
.77360E-1 
.17720E-1 
.33071E-2 
.52049E-3 
.70810E-4 
HA) FOR P 
1 
.62996 
.96293E-1 
.17664E-1 
.29354E-2 
.42997E-3 
.55700E-4 
.64389E-5 
= 3 AND Q = 00 
2 
.26138 
.17664E-1 
.18194E-2 
.19334E-3 
.19657E-4 
.18704E-5 
3 
.77360E-1 
.29354E-2 
.19334E-3 
.14261E-4 
.10650E-5 
ALPHA 0 
.66874 
.28868 
.87773E-1 
.20520E-1 
.38928E-2 
.62113E-3 
•85501E-4 
K(N,P,Q,ALPHA) FOR P = 4 AND Q = oo 
2 1 
.66874 
.99801E-1 
.18609E-1 
.31417E-2 
•46660E—3 
.61177E-4 
.71477E-5 
.28868 
.18609E-1 
.19266E-2 
.20663E-3 
.21210E-4 
.20363E-5 
.87773E-1 
.31417E-2 
. 206'63E-3 
.15317E-4 
.11513E-5 
N 
1 
2 
3 
4 
5 
6 
7 
N 
1 
2 
3 
4 
5 
6 
7 
N 
1 
2 
3 
4 
5 
6 
7 
N 
1 
2 
3 
4 
5 
6 
7 
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TABLE 13.2 (CONTINUED) 
K(N,P,Q, 
ALPHA 0 
.69883 
.30952 
.95725E-1 
.22664E-1 
.43433E-2 
.69887E-3 
.96897E-4 
HA) FOR P = 
1 
.69883 
.10243 
.19298E-1 
.32905E-2 
.49290E-3 
.65107E-4 
•76565E-5 
5 AND Q = 00 
2 
.30952 
.19 298E-1 
.20046E-2 
.21625E-3 
.22328E-4 
.2I555E-5 
3 
.95725E-1 
.32905E-2 
.21625E-3 
.16079E-4 
.12134E-5 
K(N,P,Q, 
ALPHA 0 
.72302 
.32607 
.10203 
.24367E-1 
.47017E-2 
.76085E-3 
.10600E-3 
HA) FOR P = 
1 
.72302 
.10448 
.19828E-1 
.34038E-2 
.51285E-3 
.68G84E-4 
.80419E-5 
6 AND Q = 00 
2 
.32607 
.19828E-1 
.20644E-2 
.22358E-3 
.23177E-4 
.22458E-5 
3 
.10203 
.34038E-2 
.22358E-3 
.16659E-4 
.12605E-5 
K(N,P,Q,ALPHA) FOR P = 
ALPHA 0 
.74300 
.33959 
.10717 
.25756E-1 
.49945E-2 
.81155E-3 
.11346E-3 
1 
.74300 
.10614 
.20250E-1 
.34934E-2 
.52858E-3 
.70427E-4 
.83451E-5 
7 AND Q = 00 
2 
.33959 
.20250E-1 
.21120E-2 
.22938E-3 
.23847E-4 
.23171E-5 
.10717 
.34934E-2 
.22938E-3 
.17118E-4 
.12978E-5 
K(N,P,Q, ALPHA) FOR P = oo AND Q = œ 
ALPHA 0 
1.00000 
.50000 
.16667 
.41667E-1 
.83333E-2 
.13889E-2 
.198416-3 
1.00000 
.12500 
.24691E-1 
.43945E-2 
.68267E-3 
.93027E-4 
.11241E-4 
.50000 
.24691E-1 
.26042E-2 
.28800E-3 
.30483E-4 
.30116E-5 
.16667 
.43945E-2 
.28S00E-3 
.21701E-4 
.16653E-5 
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TABLE 13.3. MATRICES AND DENOMINATORS FOR THE GREEN'S 
FUNCTION 
N = 2, ALPHA = 1, COMMON DENOMINATOR = 1 
0 < T ^  C < 1 0 < C < T < 1 
CI CI 
0  0  0  - 1  
T1 -1 1 0 1 
N = 3, ALPHA = 1, COMMON DENOMINATOR = 2 
0 < T < C < 1 0 < C _< T < 1 
Ci C2 CI C2 
0 0 0 0 0 1 
T1 0 2 -2 0 0 -2 
T2 -1 0 1 0 0 1 
N = 3, ALPHA = 2, COMMON DENOMINATOR = 2 
0 < T _< C < 1 0 < C < T < 1 
CI C2 CI C2 
0 0 0 0 0 1 
T1 0 0 0 0 -2 0 
T2 -1 2 -1 0 2 -1 
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TABLE 13.3. (CONTINUED) 
= 4, ALPHA = 1» COMMON DENOMINATOR 
0 _< T < C < 1 0 < C < T < 1 
Cl C2 C3 Cl C2 C3 
0 0 0 0 0 0 0 -1 
T1 0 0 -3 3 0 0 0 3 
T2 0 3 0 -3 0 0 0 -3 
T3 -1 0 0 1 0 0 0 1 
1 = 4, ALPHA = 2, COMMON DENOMINATOR 
0 < T < C < 1 0 _< C < T ^  1 
Cl C2 C3 Cl C2 C3 
0 0 0 0 0 0 G -1 
T1 0 0 0 0 0 0 3 0 
T2 0 3 — 6 3 0 0 -6 3 
T3 -1 0 3 -2 0 0 3 -2 
N = 4, ALPHA = 3, COMMON DENOMINATOR = 6 
0 < T < C < 1 0 < C < T < 1 
Cl C2 C3 Cl C2 C3 
0 0 0 0 0 0 0 -1 
T1 0 0 0 0 0 0 3 0 
T2 0 C 0 0 0 -3 0 0 
T3 -1 3 -3 1 0 3 -3 1 
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TABLE 13.3. (CONTINUED) 
N = 5, ALPHA = It COMMON DENOMINATOR = ; 
0 < T < C < 1 0 < c < T < 1 
CI C2 C3 C4 CI C2 C3 C4 
0 0 0 0 0 0 0 0 0 1 
T1 0 0 0 4 —4 0 0 0 0 -4 
T2 0 0 -6 0 6 0 0 0 0 6 
T3 0 4 0 0 -4 0 0 0 0 -4 
T4 -1 0 0 0 1 0 0 0 0 1 
N 5, ALPHA = 2, COMMON DENOMINATOR 
0 < T £ C < 1 0 
o
 
VI 
< T < 1 
CI C2 C3 C4 CI C2 C3 C4 
0 0 0 0 0 C 0 0 0 1 
T1 0 0 0 0 0 0 0 0 -4 0 
T2 0 0 -6 12 —6 0 0 0 12 —6 
T3 0 4 0 -12 8 0 0 0 -12 8 
T4 -1 0 0 4 -3 0 0 0 4 -3 
N = 5, ALPHA = 3, COMMON DENOMINATOR 
0 < T < C < 1 0 < C _< T < 1 
CI C2 C3 C4 CI C2 C3 C4 
0 0 0 0 0 0 0 0 0 1 
T1 0 0 0 0 0 0 0 0 -4 0 
T2 0 0 0 0 0 0 0 6 0 0 
T3 0 4 -12 12 -4 0 0 -12 12 -4 
T4 -1 0 6 —8 3 0 0 6 -8 3 
O 
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TABLE 13.3. (CONTINUED) 
N = 6, ALPHA = 1» COMMON DENOMINATOR = 120 
0 < T _< C < 1 0 < C < T < 1 
CI C2 C3 C4 C5 CI C2 C3 C4 C5 
0 0 0 0 0 0 0 0 0 0 0 -1 
T1 0 0 0 0 -5 5 0 0 0 0 0 5 
T2 0 0 G 10 0 -10 0 0 c 0 0-10 
T3 0 0 -10 0 0 10 0 0 0 0 0 10 
T4 0 5 0 0 0 -5 0 0 0 0 0 -5 
15 -1 0 0 0 0 1 0 0 0 0 0 1 
N = 6, ALPHA = 2, COMMON DENOMINATOR = 120 
0 < T <  c  < 1 0 < C < T < 1 
CI C2 C3 C4 C5 CI C2 C3 C4 C5 
0 0 0 0 0 0 0 0 0 0 0 -1 
11 0 0 0 0 0 0 0 0 0 0 5 0 
12 0 0 c 10 -20 10 0 0 0 0 -20 10 
13 0 0 -10 0 30 -20 0 0 0 0 30 -20 
T4 0 5 0 0 -20 15 0 0 0 0 -20 15 
T5 -1 0 0 0 5  -4 0 0 0 0 5 -4 
N = 6, ALPHA = 3 ,  COMMON DENOMINATOR = 120 
0 < 1 < C < 1 0 < C < 1 < 1 
CI C2 C3 C4 C5 CI C2 C3 C4 C5 
0 0 0 0 0 0 0 n C 0 C -1 
T1 0 0 0 0 0 0 0 0 0 0 5 0 
T2 0 c G 0 c 0 0 0 0 -10 C 0 
T3 0 0 -10 30 -30 10 0 0 0 30 -30 10 
T4 0 5 0 -30 40 —15 0 0 0 -30 40 -15 
15 -1 0 0 10 -15 6 0 0 0 10 -15 6 
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TABLE 13.3. (CONTINUED) 
N = 7, ALPHA = 1» CCMMCN DENOMINATOR = 720 
0 < T < c < 1 0 < c < 1 < 1 
CI C2 C3 C4 C5 C6 CI C2 C3 C4 C5 C6 
0 0 C c 0 0 0 0 0 c 0 0 0 
T1 0 0 0 0 0 6 —6 0 0 0 0 0 0 — 6 
T2 0 0 0 0 -15 0 15 0 0 0 0 0 0 15 
T3 0 0 0 20 0 0 -20 0 0 0 0 0 0 -20 
T4 0 0 -15 0 0 0 15 0 0 0 0 0 0 15 
T5 0 6 0 0 0 c —6 0 0 0 0 0 0 —6 
T6 -1 0 0 0 0 0 1 0 0 0 0 0 0 1 
N = 7, ALPHA = 2, COMMON DENOMINATOR = 720 
0 < T 1 C < 1 0 < C < T < 1 
CI C2 C3 C4 C5 C6 CI C2 C3 C4 C5 C6 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 
T1 0 0 0 C 0 0 0 0 0 0 0 0 —6 0 
T2 0 0 0 0 -15 30 -15 0 0 0 0 0 30 -15 
T3 0 0 0 20 0 —60 40 0 0 0 0 0 —60 40 
T4 0 0 -15 C 0 60 -45 0 0 0 0 0 60 -45 
15 0 6 0 0 0 -30 24 0 0 0 0 0 -30 24 
16 -1 0 0 0 0 6 -5 0 0 0 0 0 6 -5 
N = 7, ALPHA = 3, COMMON DENOMINATOR = 720 
0 < T < C < 1 0 < C £ T < 1 
CI C2 C3 C4 C5 C6 CI C2 C3 C4 C5 C6 
0 0 0 C C 0 0 0 0 0 0 0 0 1 
11 0 0 0 0 0 0 0 0 0 0 0 0 -6 0 
12 0 c 0 c 0 0 0 0 0 0 0 15 0 0 
13 0 0 0 2C —60 60 -20 0 0 0 0 —60 60 -20 
T4 0 0 -15 0 90-120 45 0 0 0 0 90-•120 45 
T5 0 6 0 0 —60 90 -36 0 0 0 0 —60 90 —36 
T6 -1 0 0 0 15 -24 10 0 c 0 0 15 -24 10 
