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Abstract
We investigate classical solutions in closed bosonic string field theory and het-
erotic string field theory that are obtained order by order starting from solutions of
the linearized equations of motion, and we discuss the “field redefinitions” which
relate massless fields on the string field theory side and the low energy effective the-
ory side. Massless components of the string field theory solutions are not corrected
and from them we can infer corresponding solutions in the effective theory: the
chiral null model and the pp-wave solution with B-field, which have been known
to be α′-exact. These two sets of solutions on the two sides look slightly different
because of the field redefinitions. It turns out that T-duality is a useful tool to de-
termine them: We show that some part of the field redefinitions can be determined
by using the correspondence between T-duality rules on the two sides, irrespective
of the detail of the interaction terms and the integrating-out procedure. Applying
the field redefinitions, we see that the solutions on the effective theory side are
reproduced from the string field theory solutions.
∗
michishi@lns.mit.edu
1 Introduction
In closed string field theories, which are nonpolynomial analogs of Witten’s cubic open string
field theory[1], there are few known examples of classical solutions. On the other hand, in
the low energy effective field theories we know many solutions. It is important to fill this gap
because closed string field theories may give nonperturbative formulations of string theory.
We have an additional complication when we compare solutions in closed string field the-
ories with those in the effective theories: Massless components of string fields are related to
massless fields in the low energy effective theory. However, their relation is not direct except at
the leading order. They are related by some complicated “field redefinitions”. Since massless
fields in the effective theory or gauge invariant quantities made of them have direct physical
and geometrical meaning, it is very important to investigate these field redefinitions.
In this paper we discuss the field redefinitions, and applying it we investigate some classical
solutions in the bosonic closed string field theory constructed in [2, 3], and in the heterotic
string field theory constructed in [4, 5]. We construct the solutions in a way similar to [6]:
They are constructed order by order starting from solutions of the linearized equations of
motion. We have to introduce appropriate source terms in the equations to obtain some
solutions. It can be shown that the massless components of these solutions do not receive
higher order corrections. Roughly speaking, this is because our solutions contain only α−−m
and no α+−m, and therefore higher order corrections have more and more α
−
−m. On the other
hand, on the effective field theory side similar solutions have been known: the chiral null model
and the pp-wave solution with B-field. They are α′-exact solutions[7, 8, 9, 10], and can also
be regarded as nonlinear extensions of solutions of the linearized equations of motion. Since
linearized equations of motion of both sides are equivalent, and the nonlinear extensions of
the linearized solutions look very similar, it is natural to identify them as the same solutions.
However, the solutions look slightly different because of the effect of the field redefinitions.
Therefore we need explicit expressions of the field redefinitions for comparison between
those solutions. We show that some part of them can be determined by using T-duality
transformation. Since we know how T-duality transforms fields on both the string field theory
side and the effective theory side at least in the lowest order in α′, the field redefinitions are
restricted by the correspondence between two T-duality rules. Although this does not fully
determine them, we stress that this method does not depend on the detail of the interaction
terms and the procedure of integrating out massive fields, and therefore the result is universal.
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Using the field redefinitions and assuming that higher derivative terms in them cancel, we see
that our string field theory solutions really correspond to those in the effective theory.
This paper is organized as follows: In section 2, we investigate solutions in open string
field theories as a preliminary to the closed string case. These solutions give simplified version
of those introduced in later sections, and are interesting in its own right. In section 3, we
review basic facts about the closed bosonic string field theory and the heterotic string field
theory, fix notation, and give some general argument about the field redefinitions. In section
4, we determine some terms in the field redefinitions by using the correspondence between
T-duality rules on the string field theory side and the effective theory side. In section 5, we
give string field theory solutions which are constructed by the same way as in section 2, and
have properties similar to them. We can find corresponding solution on the effective theory
side which is known to be α′-exact: the chiral null model. We confirm the correspondence
by applying the field redefinitions. In section 6, we give more solutions which again have
properties similar to the one in section 2, find corresponding solution on the effective theory
side which is known to be α′-exact under some condition: the pp-wave solution with B-field,
and confirm the correspondence. Section 7 contains some discussion.
Let us give some remark about notation in this paper. In the effective theory we always use
string metric. We put hats on quantities in the effective theory, and corresponding quantities
in the string field theory are denoted by the same symbols without hats. Spacetime indices
denoted by ∗ may be free or may be contracted with others. Unless otherwise noted, spacetime
indices are raised and lowered by ηµν .
2 Solutions in Open String Field Theories
In this section we give classical solutions in open string field theories on one single Dp-brane
in the flat spacetime. The structure of these solutions is similar to the closed string field
configuration in section 5, and will help readers understand more complicated closed string
cases.
For definiteness we use Witten’s bosonic cubic string field theory[1] and Berkovits’ super-
string field theory[11]. However our discussion does not depend on the detail of the interaction
vertices as long as they are defined by using correlators of conformal field theory.
We separate spacetime coordinates xµ into x± = 1√
2
(x0 ± x1) and xi. x± and some of xi
are along the D-brane. Âµ denote gauge fields or scalar fields in the low energy effective field
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theory on the Dp-brane, depending on µ.
We put the ansatz Â+ = 0, Âi = 0 and Â− = Â−(x−, xi). Then the linearized equation of
motion for Âµ reduces to
∂i∂
iÂ−(x−, xi) = 0. (1)
By solving this equation we obtain
Â−(x−, xi) =
∑
I
cI(x
−)
[
∑
i(xi − xiI)2](p−3)/2
+ di(x
−)xi + f(x−), (2)
where xiI are constants and cI(x
−), di(x−) and f(x−) are arbitrary functions of x−. We
assumed p ≥ 4. (Of course there are more solutions, such as dij(x−)xixj with d ii = 0.) f(x−)
can be gauged away without changing the ansatz. The first term in (2) is analogous to the
solution in [12], and for this term we have to introduce delta function source terms in (1). The
second term is better known in the following gauge transformed form:
Â− → Â− + ∂−
[
−xi
∫ x−
dx′−di(x′−)
]
= 0, (3)
Â+ → Â+ = 0, (4)
Âi → Âi + ∂i
[
−xi
∫ x−
dx′−di(x′−)
]
=
∫ x−
dx′−di(x′−). (5)
In other words, Â± = 0 and Âi are arbitrary functions of x−. This configuration and its
T-dualized ones have been investigated in [13, 14, 15, 16], and have been shown to be α′-exact
solutions.
We can construct string field theory version of this solution order by order, in the same
way as that of [6]. We can give an string field theory proof of the α′-exactness. First let us
consider bosonic case.
Notice that the string field configuration
Φ0 =
∫ d26k
(2π)26
iAµ(k)c∂X
µeik·X (6)
with A+ = 0, Ai = 0, A− = A−(k−, ki) and kikiA− = 0, satisfies the linearized string field
equation QΦ0 = 0, which is equivalent to the linearized equation of motion of the effective
theory.∗
∗Throughout this paper we freely switch from coordinate expression to momentum expression, and vice
versa. They are related by Fourier transformation. A− = A−(k−, ki) really means that A−(k) is equal to delta
function δ(k+) times a function depending on k− and ki. We hope this kind of notation causes no confusion.
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The full order solution is constructed by expanding the string field Φ in some parameter
g:
Φ = gΦ0 + g
2Φ1 + g
3Φ2 + . . . . (7)
The fully nonlinear equation of motion
QΦ + Φ2 = 0 (8)
is decomposed into contributions from each order in g:
QΦn +
n−1∑
m=0
ΦmΦn−m−1 = 0. (9)
Then imposing the condition b0Φn = 0, we can solve these equations:
Φn = − b0
L0
n−1∑
m=0
ΦmΦn−m−1. (10)
If we want to obtain the solution corresponding the first term of (2), we have to introduce the
source term in (8). For that case see [6].
Φn has no k+ dependence, and consists of states with n− − n+ ≥ n + 1, where n± are
numbers of α±−m in the Fock space representation of Φn. This can be proven by almost the
same argument as in [6]. This simple fact leads us to many nice properties: Φ has no tachyon
component, and the massless component has no higher order contribution. Therefore inverses
of L0 are well-defined. Nonzero coefficient of each Fock space state receives contribution from
finite number of Φn.
In general, Aµ is different from the gauge field of the effective theory Âµ, because their
gauge transformations are different. We need “field redefinition” to relate them. A procedure
to compute it order by order has been explained in [17]. (See also [18].) Âµ is expressed as a
functional of Aµ as follows:
Âµ = Aµ + (terms which are quadratic or higher in Aµ and may have derivatives). (11)
Here tachyon component is regarded as a massive field and integrated out, or is just put zero
after we determine the form of the field redefinition involving with the tachyon. Since for our
solution the tachyon component is exactly zero, either way eventually lead us to the same
conclusion.
Fortunately for our solution, Âµ is equal to Aµ, because the correction terms in (11) contain
either ∂µA
µ or AµA
µ, which are zero for our solution. Combining this with the fact that Aµ
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has no higher order correction from Φn with n ≥ 1, we can see that our Aµ = Âµ is an α′-exact
solution.
We can construct a similar solution in Berkovits’ superstring field theory. The lowest order
solution Φ0 is given by
Φ0 =
∫
d10k
(2π)10
Aµ(k)ξcψ
µe−φeik·X , (12)
where A+ = 0, Ai = 0 and A− = A−(k−, ki), and A− satisfies kikiA− = 0. The equation of
motion is
0 = η0(e
−ΦQeΦ)
=
∞∑
n=0
(−1)n
(n+ 1)!
η0[Φ, [Φ, [. . . , [Φ︸ ︷︷ ︸
n
, QΦ]] . . .]. (13)
Expansion Φ = gΦ0 + g
2Φ1 + g
3Φ2 + . . . decomposes this equation into
0 = η0QΦn +
n∑
m=1
∑
n1,n2,...,nm+1
n1+n2+...+nm+1=n−m
(−1)m
(m+ 1)!
η0[Φn1 , [Φn2 , [. . . , [Φnm , QΦnm+1 ]] . . .]. (14)
With the condition b0Φn = G˜
−
0 Φn = 0, we obtain the following solution.
Φn = −G˜
−
0
L0
η0
b0
L0
n∑
m=1
∑
n1,n2,...,nm+1
n1+n2+...+nm+1=n−m
(−1)m
(m+ 1)!
[Φn1 , [Φn2 , [. . . , [Φnm , QΦnm+1 ]] . . .], (15)
where
G˜−0 =
[
Q,
∮
dz
2πi
zbξ(z)
]
, (16)
and we used the following properties:
{η0, G˜−0 } = L0, {Q, G˜−0 } = {b0, G˜−0 } = 0. (17)
We can show that Φn has properties similar to those of the bosonic case: Φn consists of states
with n− − n+ ≥ n + 1, where n± are sums of numbers of α±−m and ψ±−r in the Fock space
representation of Φn. Therefore the massless component has no higher order contribution.
Nonzero coefficient of each Fock space state receives contribution from finite number of Φn.
Aµ is equal to the gauge field of the effective theory Âµ.
By the same argument as in [6], we can also show that this solution is 1/2 supersymmetric.
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3 Closed String Field Theory and Field Redefinitions
In this section we review some basic facts of closed string field theories and discuss the field
redefinitions, which relate components in the string field and fields in the effective action.
We consider the bosonic closed string field theory[2, 3] based on the conformal field theory
for the flat spacetime. The string field Φ is Grassmann even, has ghost number 2, and satisfies
(L0 − L¯0)Φ = 0 and (b0 − b¯0)Φ = 0.
First we consider tachyon component of Φ:
Φ =
∫
d26k
(2π)26
T (k)cc¯eik·X . (18)
Φ obeys the reality condition that its hermitian conjugate is minus the BPZ conjugate: hc(Φ) =
−bpz(Φ). It gives T (k)† = T (−k). Then the quadratic part of the action is
S(2) = − 1
α′κ2
〈
Φ
∣∣∣c−0 Q∣∣∣Φ〉
=
1
2κ2
∫ d26k
(2π)26
[
−
(
k2 − 4
α′
)
T (−k)T (k)
]
. (19)
This is in the standard form of kinetic term of scalar field with negative mass squared. Next
we consider massless components of Φ:
Φ =
∫
d26k
(2π)26
[
1
α′
Eµν(k)cc¯∂X
µ∂¯Xνeik·X + E(1)(k)c∂2ceik·X + E(2)(k)c¯∂¯2c¯eik·X
+E(3)µ (k)(∂c + ∂¯c¯)c∂X
µeik·X + E(4)µ (k)(∂c + ∂¯c¯)c¯∂¯X
µeik·X
]
. (20)
The reality condition gives
Eµν(k)
† = Eµν(−k), E(1)(k)† = E(1)(−k), E(2)(k)† = E(2)(−k),
E(3)µ (k)
† = E(3)µ (−k), E(4)µ (k)† = E(4)µ (−k). (21)
The quadratic part of the action is
S(2) = − 1
α′κ2
〈
Φ|c−0 Q|Φ
〉
=
1
2κ2
∫
d26k
(2π)26
[
− 4
(
E(3)µ (−k)− ikµE(2)(−k) +
1
4
ikνEµν(−k)
)
×
(
E(3)µ(k) + ikµE(2)(k)− 1
4
ikλEµλ(k)
)
6
−4
(
E(4)µ (−k)− ikµE(1)(−k)−
1
4
ikνEνµ(−k)
)
×
(
E(4)µ(k) + ikµE(1)(k) +
1
4
ikλE µλ (k)
)
+4kµk
µφ(−k)φ(k)− 2k2φ(−k)h µµ (k) + 2kµkνφ(−k)hµν(k)
+
1
4
hµν(−k)
(
−k2hµν(k) + 2kµkλh λν (k)− 2kµkνh λλ (k) + ηµνk2h λλ (k)
)
− 1
12
Hµνλ(−k)Hµνλ(k)
]
, (22)
where
hµν(k) =
1
2
(Eµν(k) + Eνµ(k)), (23)
Bµν(k) =
1
2
(Eµν(k)−Eνµ(k)), (24)
φ(k) = E(1)(k)−E(2)(k) + 1
4
E µµ (k), (25)
Hµνλ(k) = 3ik[µBνλ](k). (26)
E(3)µ and E
(4)
µ are not dynamical, but are auxiliary fields, as can be seen from the above
quadratic part. We can integrate out them, and the rest of S(2) coincides with the quadratic
part of two derivative truncation of the low energy effective action Seff :
Seff =
1
2κ̂2
∫
d26x
√
−ĝe−2φ̂
[
R(ĝ) + 4ĝµν∂µφ̂∂ν φ̂− 1
12
ĤµνλĤ
µνλ
]
, (27)
with the following identification†:
ĥµν = hµν , ĝµν = ηµν + ĥµν , (28)
B̂µν = Bµν , (29)
φ̂ = φ+ const. (30)
Similarly, if we assume that tachyon field T̂ in the effective theory has the standard form of
kinetic term, we can identify it with T .
This identification can also be justified by gauge transformation. Massless part of gauge
transformation parameter Λ is expanded as follows:
Λ =
∫
d26k
(2π)26
[
4
(α′)3/2
ǫ(1)µ (k)c∂X
µeik·X +
4
(α′)3/2
ǫ(2)µ (k)c¯∂¯X
µeik·X
+
2√
α′
ǫ(3)(k)(∂c + ∂¯c¯)eik·X
]
. (31)
†ĥµν = −hµν is also a possible identification, but can be excluded by computing 3-point interaction term
for two tachyons and one graviton.[19]
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The reality condition hc(Λ) = −bpz(Λ) gives
ǫ(1)µ (k)
† = ǫ(1)µ (−k), ǫ(2)µ (k)† = ǫ(2)µ (−k), ǫ(3)(k)† = ǫ(3)(−k). (32)
The linearized gauge transformation is
δΦ = QΛ, (33)
which gives
δEµν(k) = 2i(kµǫ
(2)
ν (k)− kνǫ(1)µ (k)), (34)
δE(1)(k) =
1
2
ikµǫ(1)µ (k) + ǫ
(3)(k), (35)
δE(2)(k) =
1
2
ikµǫ(2)µ (k) + ǫ
(3)(k), (36)
δE(3)µ (k) =
1
2
k2ǫ(1)µ (k)− ikµǫ(3)(k), (37)
δE(4)µ (k) =
1
2
k2ǫ(2)µ (k)− ikµǫ(3)(k). (38)
With the following definition of ǫµ and λµ,
ǫµ = ǫ
(2)
µ − ǫ(1)µ , (39)
λµ = ǫ
(1)
µ + ǫ
(2)
µ , (40)
we obtain
δhµν = ikµǫν + ikνǫµ, (41)
δBµν = ikµλν − ikνλµ, (42)
δφ = 0. (43)
This is precisely the form of transformation expected from the effective theory. ǫµ corresponds
to diffeomorphism, and λµ corresponds to gauge transformation of B-field. Note that these
parameters do not contain ǫ(3).
There is no tachyon component in Λ. Therefore T is invariant under the linearized gauge
transformation. This is the property expected to T̂ .
After integrating out E(3)µ and E
(4)
µ in (22), Eµν , E
(1) and E(2) remain. However, E(1) and
E(2) appears only in the combination of E(1) − E(2). E(1) − E(2) is called ghost dilaton. The
other combination E(1) + E(2) may appear in the interaction terms. There is no field in the
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effective theory corresponding to E(1) + E(2). So, if we want, we can eliminate this field by
the gauge transformation:
δ(E(1)(k) + E(2)(k)) =
1
2
ikµ(ǫ(1)µ (k) + ǫ
(2)
µ (k)) + 2ǫ
(3)(k) (44)
with appropriate choice of ǫ(3).
The above identification is valid only at the linearized level. In general, gauge transfor-
mation of Eµν and φ are different from those of Êµν ≡ ĥµν + B̂µν and φ̂ which has direct
geometrical and physical meaning. These are related by “field redefinitions” after integrating
out all the massive components. Êµν , φ̂ and T̂ are respectively equal to Eµν , φ and T plus
correction terms which consist of two or more Eµν , φ and T , and can have derivatives:
Êµν = Eµν + (terms quadratic or higher in E∗∗, φ and T ), (45)
φ̂ = const. + φ+ (terms quadratic or higher in E∗∗, φ and T ), (46)
T̂ = T + (terms quadratic or higher in E∗∗, φ and T ). (47)
We take such a normalization of fields that the coupling constant κ and κ̂ appears only as the
overall factors of the actions. Then, as we can see from the procedure described below, the
field redefinitions do not contain them.
Detail of the calculation of the correction terms in (45), (46) and (47) is analogous to
the open string case in [17] (See also [20]): We take some appropriate partial gauge fixing
condition, for example Siegel gauge for massive modes and E(1)+E(2) = 0 for massless modes.
This system still has residual gauge symmetry corresponding to diffeomorphism and gauge
transformation of B-field. This symmetry is a sum of gauge transformation with the parame-
ters ǫµ and λµ, and the compensating gauge transformation for maintaining the above partial
gauge fixing condition. The compensating transformation has no linear terms in massless and
tachyon components. We solve equations of motion for massive modes and massless auxiliary
fields. Then by using them the residual transformation can be rewritten in terms of Eµν ,
φ and T . With a choice of covariant gauge fixing condition, which we assume to take, the
rewrited results are covariant under 26 dimensional Lorentz transformation. If we like, we can
also integrate out T , regarding it as a kind of massive mode.
Next we enumerate all the possible terms entering the field redefinitions of Êµν , φ̂ and T̂
and determine their coefficients by requiring that Êµν , φ̂ and T̂ have the standard form of the
gauge transformation:
δÊµν = D̂µǫ̂ν + D̂ν ǫ̂µ + ∂µǫ̂
λB̂λν + ∂ν ǫ̂
λB̂µλ − ǫ̂λ∂λB̂µν + ∂µλ̂ν − ∂ν λ̂µ, (48)
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δφ̂ = 0, (49)
δT̂ = 0, (50)
under gauge transformation of Eµν , φ and T plus the “trivial” symmmetry[20], where D̂µ
is covariant derivative with respect to ĝµν . Terms in the field redefinitions are covariant
if we choose a covariant gauge fixing condition. Transformation parameters ǫ̂µ and λ̂µ, for
diffeomorphism and gauge transformation of B-field respectively, are also determined in terms
of ǫµ, λµ, Eµν , φ and T .
Note that the above procedure of integrating out fields is classical. Therefore we are taking
only α′-correction into account. We do not consider string loop correction. Correspondingly
we only consider α′-correction to Seff .
Some ambiguities remain after this procedure. Firstly we can add gauge covariant terms.
Ê ′µν = Êµν + Uµν(ĝ, R̂, Ĥ, φ̂, T̂ , D̂µ), (51)
φ̂′ = φ̂+ V (ĝ, R̂, Ĥ, φ̂, T̂ , D̂µ), (52)
T̂ ′ = T̂ +W (ĝ, R̂, Ĥ, φ̂, T̂ , D̂µ), (53)
where Uµν , V and W are arbitrary functionals made of ĝµν , φ̂, T̂ , D̂µ, Riemann tensor R̂ with
respect to ĝµν , and field strength Ĥ with respect to B̂µν . Contractions of indices in Uµν , V
and W are with ĝµν .
Secondly, we can make gauge transformations:
Ê ′µν(x) =
(
δ νµ + ∂µα
ν
)−1 λ
µ
(
δ νµ + ∂µα
ν
)−1 ρ
ν
Êλρ(x− α), (54)
φ̂′(x) = φ̂(x− α), (55)
T̂ ′(x) = T̂ (x− α), (56)
or
Ê ′µν = Êµν + ∂µβν − ∂νβµ, (57)
φ̂′ = φ̂, (58)
T̂ ′ = T̂ , (59)
where αµ = αµ(Ê, φ̂, T̂ , ∂) and βµ = βµ(Ê, φ̂, T̂ , ∂) are arbitrary functionals made of Êµν , φ̂,
T̂ and ∂µ.
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These Ê ′µν , φ̂
′ and T̂ ′ are equally qualified as fields appearing in the effective theory, in terms
of their gauge transformations. These ambiguities can be regarded as field redefinitions within
the effective theory, rather than as relations between the string field theory and the effective
field theory. Note that only terms with derivatives are involved with the second ambiguity.
Terms made of Eµν , φ and T without ∂µ are not affected by it. In the first ambiguity terms
containing Eµν also have derivatives, except in terms in the form of Y (φ̂, T̂ , D̂)ĝµν in Uµν .
We can fix the first ambiguity for terms linear in Eµν , φ or T in (45), (46) and (47): We
know that the linear terms of (45), (46) and (47) correctly reproduce the quadratic part of the
standard form of the effective action Seff . Therefore we cannot add linear terms any more.
Higher derivative terms in Seff arise in cubic or higher order in fields. Field redefinitions
with higher derivative terms make those terms look different, and we have no canonical choice
for them. Therefore we have no canonical way to fix the first ambiguity for higher terms.
We can restrict the field redefinitions further by using the dilaton theorem [21]: A constant
shift of the ghost dilaton is equivalent to a shift of κ. In the effective theory a constant shift of φ̂
is also equivalent to a shift of κ̂, because we do not consider string loop correction and φ̂ should
appear with derivatives except the overall factor e−2φ̂ in the effective action. Therefore we can
identify these two shifts, and correction terms in the field redefinitions should not contain φ
without derivative. This restricts the first ambiguity further: Terms with no derivative in the
first ambiguity should have T , and therefore terms without T always have derivatives.
In summary the field redefinitions are given by
Êµν = Eµν
+(terms which are quadratic or higher in E∗∗, ∂∗φ and T ,
and may have more derivatives), (60)
φ̂ = const. + φ
+(terms which are quadratic or higher in E∗∗, ∂∗φ and T ,
and may have more derivatives), (61)
T̂ = T
+(terms which are quadratic or higher in E∗∗, ∂∗φ and T ,
and may have more derivatives), (62)
and the ambiguities affect terms with derivatives, and terms with T . This is because we
have no canonical expression for the effective action of the tachyon, even for two derivative
11
truncation.
By the procedure described above we can compute the field redefinitions order by order,
but in most cases coefficients can be determined only numerically. In the next section we will
see that some coefficients can be determined analytically. But before going to the next section
we repeat the above discussion in the heterotic string field theory constructed in [4, 5].
We take superstring CFT as the left mover (without bars), and bosonic CFT as the right
mover (with bars). In this theory the string field Φ is Grassmann odd, has ghost number 1
and picture number 0. As in the bosonic case, (b0 − b¯0)Φ = (L0 − L¯0)Φ = 0. Throughout this
paper we set R sector components zero. The massless part of Φ is
Φ =
∫
d10k
(2π)10
[
i√
2α′
Eµν(k)ξcψ
µe−φc¯∂¯Xνeik·X +
√
α′
2
Aaµ(k)ξcψ
µe−φc¯J¯aeik·X
+E(1)µ (k)c¯∂¯X
µeik·X + iE(2)a(k)c¯J¯aeik·X + E(3)(k)ξ∂ξce−2φc¯∂¯2c¯eik·X
+E(4)(k)ξηceik·X + E(5)µ (k)c∂X
µeik·X + E(6)µν (k)cψ
µψνeik·X
+iE(7)µ (k)ηe
φψµeik·X + E(8)(k)∂φceik·X
+iE(9)µ (k)(∂c + ∂¯c¯)ξcψ
µe−φeik·X + E(10)(k)(∂c + ∂¯c¯)eik·X
+E(11)µ (k)(∂c + ∂¯c¯)ξ∂ξce
−2φc¯∂¯Xµeik·X
+iE(12)a(k)(∂c + ∂¯c¯)ξ∂ξce−2φc¯J¯aeik·X
]
, (63)
where J¯a is the current of SO(32) or E8 ×E8 which forms level 1 current algebra:
J¯a(z)J¯ b(0) =
δab
z2
+
ifabcJ¯
c(0)
z
+ (reg.), (64)
where we take such a normalization that the length of roots is 2. The reality condition
bpz(Φ) = −hc(Φ) gives
Eµν(k)
† = Eµν(−k), Aaµ(k)† = Aaµ(−k),
E(1)(k)† = E(1)(−k), E(2)a(k)† = E(2)a(−k), E(3)µ (k)† = E(3)µ (−k),
E(4)µ (k)
† = E(4)µ (−k), E(5)(k)† = E(5)(−k), E(6)µν (k)† = E(6)µν (−k),
E(7)µ (k)
† = E(7)µ (−k), E(8)(k)† = E(8)(−k), E(9)µ (k)† = E(9)µ (−k),
E(10)(k)† = E(10)(−k), E(11)µ (k)† = E(11)µ (−k), E(12)a(k)† = E(12)a(−k). (65)
The quadratic part of the action is
S(2) =
1
α′κ2
〈
η0Φ0
∣∣∣c−0 Q∣∣∣Φ0〉
12
=
1
2κ2
∫
d10k
(2π)10
[
− 8
α′
E(9)µ (−k) +
√
α′
2
ikµE
(3)(−k)−
√
α′
4
√
2
ikνEµν(−k)

×
E(9)µ(k)−
√
α′
2
ikµE(3)(k) +
√
α′
4
√
2
ikλEµλ(k)

−4
(
E(11)µ (−k) +
1
2
ikµE
(4)(−k) + 1
4
ikνEνµ(−k)
)
×
(
E(11)µ(k)− 1
2
ikµE(4)(k)− 1
4
ikλE µλ (k)
)
−16
α′
(
E(12)a(−k)− α
′
4
√
2
ikµAaµ(−k)
)(
E(12)a(k) +
α′
4
√
2
ikνAaν(k)
)
−α
′
4
F aµν(−k)F aµν(k)
+4k2φ(−k)φ(k)− 2k2φ(−k)h µµ (k) + 2kµkνφ(−k)hµν(k)
+
1
4
hµν(−k)
(
−k2hµν(k) + 2kµkλh λν (k)− 2kµkνh λλ (k) + ηµνk2h λλ (k)
)
− 1
12
Hµνλ(−k)Hµνλ(k)
]
, (66)
where
hµν(k) =
1
2
(Eµν(k) + Eνµ(k)), (67)
Bµν(k) =
1
2
(Eµν(k)− Eνµ(k)), (68)
φ(k) =
1
2
(E(4)(k)− 2E(3)(k)) + 1
4
E µµ (k), (69)
F aµν(k) = ikµA
a
ν(k)− ikνAaµ(k), (70)
Hµνλ(k) = 3ik[µBνλ](k). (71)
Note that E∗∗ enters φ in the form of 14E
µ
µ as in the bosonic case, and E
(3)(k) and E(4)(k)
appear only in the combination of E(4)(k)− 2E(3)(k).
After integrating out auxiliary fields E(9)µ , E
(11)
µ and E
(12)
AB , the above action reproduces the
quadratic part of the two derivative truncation of the effective action Seff :
Seff =
1
2κ̂2
∫
d10x
√
−ĝe−2φ̂
[
R(ĝ) + 4ĝµν∂µφ̂∂ν φ̂− 1
12
ĤµνλĤ
µνλ − α
′
4
F̂ aµνF̂
aµν
+(terms with Chern-Simons 3-form)
]
, (72)
with the following identification:
ĥµν = hµν , (73)
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B̂µν = Bµν , (74)
φ̂ = φ+ const., (75)
Âaµ = A
a
µ. (76)
The linearized gauge symmetry is
δΦ0 = QΛ0 + η0Λ1. (77)
The massless part of Λ0 is
Λ0 =
∫ d10k
(2π)10
[
iǫ(1)µ (k)ξcψ
µe−φeik·X + ǫ(2)(k)eik·X + ǫ(3)µ (k)ξ∂ξce
−2φc¯∂¯Xµeik·X
+iǫ(4)a(k)ξ∂ξce−2φc¯J¯aeik·X + ǫ(5)(k)(∂c + ∂¯c¯)ξ∂ξce−2φeik·X
]
, (78)
and the reality condition bpz(Λ0) = +hc(Λ0) gives
ǫ(1)µ (k)
† = ǫ(1)µ (−k), ǫ(2)(k)† = ǫ(2)(−k), ǫ(3)µ (k)† = ǫ(3)µ (−k),
ǫ(4)a(k)† = ǫ(4)a(−k), ǫ(5)(k)† = ǫ(5)(−k). (79)
The first term of (77) gives
δEµν = i
√
2α′kνǫ
(1)
µ (k)− α′ikµǫ(3)ν (k), (80)
δAaµ =
√
2ikµǫ
(4)a(k), (81)
δE(1)µ = ikµǫ
(2)(k)− ǫ(3)µ (k), (82)
δE(2)a = −ǫ(4)a(k), (83)
δE(3) = −α
′
4
ikµǫ(3)µ (k) + ǫ
(5)(k), (84)
δE(4) = −
√
α′
2
ikµǫ(1)µ (k) + 2ǫ
(5)(k), (85)
δE(5)µ = −
√
2
α′
ǫ(1)µ (k) + ikµǫ
(2)(k), (86)
δE(6)µν =
1
2
√
α′
2
(ikνǫ
(1)
µ (k)− ikµǫ(1)ν (k)), (87)
δE(7)µ = ǫ
(1)
µ (k)−
√
α′
2
ikµǫ
(2)(k), (88)
δE(8) =
√
α′
2
ikµǫ(1)µ (k)− 2ǫ(5)(k), (89)
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δE(9)µ =
α′
4
k2ǫ(1)µ (k) +
√
α′
2
ikµǫ
(5)(k), (90)
δE(10) =
α′
4
k2ǫ(2)(k) + ǫ(5)(k), (91)
δE(11)µ =
α′
4
k2ǫ(3)µ (k) + ikµǫ
(5)(k), (92)
δE(12)a =
α′
4
k2ǫ(4)a(k). (93)
With the following definition of ǫµ, λµ, ω
a,
ǫµ(k) =
√
2
α′
ǫ(1)µ (k)−
2
α′
ǫ(3)µ (k), (94)
λµ(k) = −
√
2
α′
ǫ(1)µ (k)−
2
α′
ǫ(3)µ (k), (95)
ωa(k) =
√
2ǫ(4)a(k), (96)
the above transformation reproduces precisely the expected form:
δhµν(k) = ikµǫν(k) + ikνǫµ(k), (97)
δBµν(k) = ikµλν(k)− ikνλµ(k), (98)
δφ(k) = 0, (99)
δAaµ(k) = ikµω
a(k). (100)
Note that this does not contain ǫ(2) and ǫ(5). ǫ(2) enters only those without ξ0. Λ1 in the second
term of (77) does not enter hµν , Bµν , φ and A
a
µ.
E(4) + 2E(3) and those without ξ0 do not appear in the quadratic action, and may appear
in the interaction terms. These can be gauged away by Λ1 and ǫ
(5).
We can expect that the dilaton theorem also holds in this theory: A shift of E(4) − 2E(3)
is equivalent to a shift of κ. Although we have no proof, there is evidence for it[22]. Therefore
we assume it.
(73), (74), (75) and (76) are correct only in the linearized case, and have correction terms.
Procedure for determining them is analogous to the bosonic case. When Aaµ = 0, those are
given by (60) and (61) (with T = 0).
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4 Field redefinitions and T-duality
In this section we discuss restriction on the field redefinitions imposed by T-duality transfor-
mation. For an early study of T-duality in string field theory see [23].
We divide spacetime coordinates xµ into xi and xa. xi are directions which T-duality
transformation is applied to, and xa are the rest. ‡ We assume that xi are compactified to a
rectangular torus.
In the conformal field theory in the flat spacetime T-duality transformation is identified
with the parity transformation for the right moving sector:
X iR(z¯)→ −X iR(z¯), XaR(z¯)→ XaR(z¯). (101)
This transformation is extended to string field theory with no modification, and relates two
string field theories in two different tori. In terms of coefficient fields in the string field
it is expressed by exchanging momentum and winding modes, and putting minus signs on
component fields if odd number of indices are contracted to X iR in the string field.
In this section we consider only the sector which has no momentum and no winding num-
ber along xi, and T-dualized quantities are denoted by primed symbols. Then the above
transformation transforms massless modes in the string field as follows:
E ′µa = Eµa, (102)
E ′µi = −Eµi, (103)
φ′ = φ− 1
2
Eii. (104)
On the effective theory side we have well-known T-duality rule[24]:
Ê ′ij = −δij + (δij + Êij)−1ij , (105)
Ê ′aj = −Êak(δij + Êij)−1kj , (106)
Ê ′ib = (δij + Êij)
−1
ik Êkb, (107)
Ê ′ab = Êab − Êai(δij + Êij)−1ij Êjb, (108)
e2φ̂
′
= e2φ̂det(δij + Êij)
−1, (109)
‡Indices a, b, . . . in this section should not be confused with those for the gauge group SO(32) or E8 ×E8
in the heterotic case.
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where we consider only the case where T = 0 in bosonic theory and Aaµ = 0 in heterotic
theory.§ This is consistent because T and T̂ are invariant under T-duality transformation, and
Aaµ = 0 implies A
′a
µ = Â
a
µ = Â
′a
µ = 0. Note that the above T-duality rule is the lowest order
relation in α′ and receives higher derivative corrections.
When linearized, (102), (103) and (104) coincide with (105), (106), (107), (108) and (109).
Therefore it is natural to identify those transformations. Then we can give some information
on the nonderivative part of the relation between Eµν and Êµν : Since we consider only zero
momentum and zero winding sector, the field redefinitions in the string field theories on the
both tori are in the same form. Therefore if we write down general form of the field redefinitions
and plug them into (105)-(109), then we can determine coefficients. Because (105)-(109) are
lowest order relation and we can give no information on terms with derivatives, in this section
we neglect those terms.
Let us note that the following eµν
eµν = Eµν +
∞∑
n=1
1
2n
E λ1µ E
λ2
λ1
. . . Eλnν =
(
δ λµ −
1
2
E λµ
)−1λ
µ
Eλν (110)
satisfies (105)-(108) if we set Êµν = eµν . This can be proven as follows. eµν satisfies
eµν = Eµν +
1
2
E λµ eλν = Eµν +
1
2
e λµ Eλν . (111)
First let us show (105), or equivalently eij + e
′
ij + eike
′
kj = 0. From (111),
eij = Eij +
1
2
E ki ekj +
1
2
E bi ebj , (112)
eaj = Eaj +
1
2
E ka ekj +
1
2
E ba ebj . (113)
From these we can express eij in terms of E∗∗:
eij =
(
δ ki −
1
2
E ki −
1
4
E ai
(
δ ba −
1
2
E ba
)−1 b
a
E kb
)−1
ik
×
(
Ekj +
1
2
E ck
(
δ dc −
1
2
E dc
)−1 d
c
Edj
)
. (114)
Therefore,
e′ij = −
(
δ ki +
1
2
E ki +
1
4
E ai
(
δ ba −
1
2
E ba
)−1 b
a
E kb
)−1
ik
×
(
Ekj +
1
2
E ck
(
δ dc −
1
2
E dc
)−1 d
c
Edj
)
. (115)
§In some literature the signs of the right hand sides of (106) and (107) are opposite. This corresponds to
flipping sign of B-field, or exchanging the role of the left mover and the right mover.
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Note that matrices in the first lines and second lines of (114) and (115) commute, because
they consist of the same matrix Eij +
1
2
E ai
(
δ ba − 12E ba
)−1 b
a
Ebj .
By using these, it is straightforward calculation to show
0 =
(
δ ki −
1
2
E ki −
1
4
E ai
(
δ ba −
1
2
E ba
)−1 b
a
E kb
)
(ekl + e
′
kl + ekme
′
ml)
×
(
δlj +
1
2
Elj +
1
4
Elc
(
δ dc −
1
2
E dc
)−1 d
c
E jd
)
. (116)
Hence eij satisfies eij + e
′
ij + eike
′
kj = 0.
Next we show (106) and (107). From (113),
eaj =
(
δ ba −
1
2
E ba
)−1 b
a
(
Ebj +
1
2
E kb ekj
)
. (117)
Similarly,
eib =
(
E ai +
1
2
e ki E
a
k
)(
δ ba −
1
2
E ba
)−1
ab
. (118)
By using these and (105), we can show (106) and (107) as follows.
e′aj =
(
δ ba −
1
2
E ba
)−1 b
a
(
−Ebj − 1
2
E kb (−δkj + (δ jk + e jk )−1kj)
)
= −
(
δ ba −
1
2
E ba
)−1 b
a
(
E lb +
1
2
E kb e
l
k
)
(δ jl + e
j
l )
−1
lj
= −e ka (δ jk + e jk )−1kj, (119)
e′ib =
(
E ai +
1
2
(−δ ki + (δ ki + e ki )−1 ki )E ak
)(
δ ba −
1
2
E ba
)−1
ab
= (δ ji + e
j
i )
−1
ij
(
Eja +
1
2
ej kE
ka
)(
δ ba −
1
2
E ba
)−1
ab
= (δ ki + e
k
i )
−1 k
i ekb. (120)
Finally, from (111),
eab =
(
δ ca −
1
2
E ca
)−1 c
a
(
Ecb +
1
2
E ic eib
)
. (121)
Therefore, from (107),
e′ab =
(
δ ca −
1
2
E ca
)−1 c
a
(
Ecb − 1
2
E ic (δ
j
i + e
j
i )
−1 j
i ejb
)
= eab − 1
2
(
δ ca −
1
2
E ca
)−1 c
a
E ic (δ
j
i + (δ
j
i + e
j
i )
−1 j
i )ejb
= eab − e ia (δ ji + e ji )−1 ji ejb. (122)
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Thus we have shown that eµν satisfies (105)-(108) and is a good candidate for Êµν . Is this
the general solution for (105)-(108)? The following is a partial answer to it, which is the main
result of this section:
Êµν = eµν
+(terms in which µ is a first index of E∗∗ and ν is a second index of E∗∗,
and which contain at least one 1-1 contraction
and at least one 2-2 contraction), (123)
φ̂ = c+ φ− 1
4
E µµ −
1
2
ln det
(
δ νµ −
1
2
E νµ
)
+(terms which contain at least one 1-1 contraction
+and at least one 2-2 contraction), (124)
where c is a constant, and 1-1, 2-1 and 2-2 contractions are defined as those of type Eλ∗Eλ∗,
E∗λEλ∗ and E∗λE
λ
∗ respectively. 2-1 contraction can be regarded as matrix product. There-
fore, noting that
ln det
(
δ νµ −
1
2
E νµ
)
= −
∞∑
n=1
1
2nn
E λ2λ1 E
λ3
λ2
. . . E λ1λn , (125)
(123) and (124) mean that terms written using only matrix product and trace are determined
by the first lines of them, and here we do not attempt to determine coefficients of terms with
1-1 and 2-2 contractions. Those undetermined terms consist of only E∗∗, and quadratic or
higher in it. In (123), µ and ν may appear in the same E∗∗: Eµν , or in different E∗∗: Eµ∗E∗ν .
As we will see later, some of the undetermined coefficients are related to each other, and some
are arbitrary.
To prove (123), first we show that Êµν does not have the following types of term by
induction on the order of E∗∗:
(i) ηµν × (scalar)
(ii) terms in which µ is a second index of E∗∗ and ν is a second index of E∗∗
(iii) terms in which µ is a first index of E∗∗ and ν is a first index of E∗∗
(iv) terms in which µ is a second index of E∗∗ and ν is a first index of E∗∗
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This is obvious at the linearized order. Suppose this is correct up to the order (E∗∗)n−1. Then
from (105),
Ê ′ij |(E∗∗)n = (−Êij + ÊikÊkj − ÊikÊklÊlj + . . .)|(E∗∗)n
= −Êij |(E∗∗)n
+(terms in which i is a first index of E∗∗
and j is a second index of E∗∗). (126)
Therefore terms listed above, of the order (E∗∗)n, are in the left hand side and the first
term of the right hand side. This means that those terms must change sign under T-duality
transformation. It is easy to see that terms of type (i), (ii) and (iii) do not satisfy this
requirement. For example, for (i), contractions of Eλ∗Eλ∗ and E∗λE
λ
∗ do not have sign change
from λ under T-duality transformation. On the other hand, part of E∗λEλ∗ = E∗aE
a
∗+E∗iE
i
∗
have sign change: E∗aEa∗ − E∗iEi∗. Therefore there is no scalar made of E∗∗ which changes
sign under T-duality transformation. So there is no term of type (i) at this order. Terms of
type (iv) may satisfy the requirement, but from (106),
Ê ′aj |(E∗∗)n = −Êaj |(E∗∗)n
+(terms in which a is a first index of E∗∗
and j is a second index of E∗∗) (127)
and again order (E∗∗)n terms of type (iv) are in the left hand side and the first term of the
right hand side. They must change sign under T-duality transformation, and it can be easily
shown that there is no such term.
Thus we have shown that there is no term of type (i)-(iv). Next we show that eµν exhausts
terms in which µ is a first index of E∗∗ and ν is a second index of E∗∗, and there are no 1-1 and
2-2 contractions i.e. there is no more term of the form E λ1µ E
λ2
λ1
. . . Eλnν . Note that proving
this completes the proof of (123) because if there is at least one 1-1 (or 2-2) contraction, then
there is at least one 2-2 (or 1-1) contraction, as the number of the first indices and the second
indices of E∗∗ are equal.
Our proof of this fact is given again by induction. From (105),
Ê ′ij |(E∗∗)n = (−Êij + ÊikÊkj − ÊikÊklÊlj + . . .)|(E∗∗)n
= −Êij |(E∗∗)n
+(terms with no 1-1 and 2-2 contractions)
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+(terms with at least one 1-1 contraction
+and at least one 2-2 contraction). (128)
By the assumption of the induction terms in the second line of the last expression of (128) are
those given by replacing Ê∗∗ by e∗∗. We know that, as we showed earlier, terms coming from
only e∗∗ cancel between the left and the right hand sides, and if there is more order (E∗∗)n
term of the form E λ1µ E
λ2
λ1
. . . Eλnν it must be in the left hand side and the first term of the
right hand side. This means that it must change sign under T-duality transformation. But it
does not. This completes our proof of (123).
Next we show (124). From (109),
φ̂′ − 1
4
ln det(δij + Ê
′
ij) = φ̂−
1
4
ln det(δij + Êij) (129)
i.e.
φ̂ =
1
4
ln det(δij + Êij) + (terms invariant under T-duality transformation). (130)
Since φ̂ should consist of terms covariant under 26 (or 10) dimensional Lorentz transformation,
and ln det(δij + Êij) is not covariant, it should be possible to covariantize ln det(δij + Êij) by
adding T-duality invariant terms. Naive covariantization of ln det(δij+Êij) is ln det(δ
ν
µ +Ê
ν
µ ).
However, since ln det(δij + Êij) = ln det(δ
ν
µ + Ê
ν
µ )− ln det(δ ba + Ê ′ ba ) and ln det(δ ba + Ê ′ ba )
is not T-duality invariant, this cannot be the correct covariantization.
This means that the covariantization is possible only when Êµν takes some particular form.
This may give a restriction on possible form of the field redefinitions. We show that Êµν = eµν
allows us to covariantize det(δij + Êij). From (114),
det(δij + eij) = det
(
δij +
1
2
Eij +
1
4
E ai
(
δ ba −
1
2
E ba
)−1 b
a
Ebj
)
×det
(
δij − 1
2
Eij − 1
4
E ai
(
δ ba −
1
2
E ba
)−1 b
a
Ebj
)−1
, (131)
and by straightforward calculation,
det
(
δ νµ −
1
2
E νµ
)
= det
(
δ ba −
1
2
E ba
)
×det
(
δij − 1
2
Eij − 1
4
E ai
(
δ ba −
1
2
E ba
)−1 b
a
Ebj
)
. (132)
From these,
ln det(δij + e
′
ij) + 2 ln det
(
δ νµ −
1
2
E ′ νµ
)
= ln det(δij + eij) + 2 ln det
(
δ νµ −
1
2
E νµ
)
. (133)
21
By adding 1/4 of the above equation to (129), we see that when Êµν = eµν ,
φ̂ = −1
2
ln det
(
δ νµ −
1
2
E νµ
)
+(terms invariant under T-duality transformation). (134)
We know that Êµν may have more terms other than eµν . In that case, we separate
1
4
ln det
(
δij + Êij
)
into contributions from eµν and the rest:
1
4
ln det
(
δij + Êij
)
=
1
4
ln det
(
δij + eij + (Êij − eij)
)
=
1
4
ln det(δij + eij) +
1
4
ln det
(
δij + (δij + eij)
−1 k
i (Êkj − ekj)
)
.(135)
We have just shown that the first term of the above equation can be covariantized to be
−1
2
ln det
(
δ νµ − 12E νµ
)
, and the second term must also be able to covariantized by adding
noncovariant T-duality invariant terms. Such covariantized terms have both of 1-1 and 2-2
contractions because Êkj − ekj does. In addition, in φ̂ we may have more terms which are
covariant and T-duality invariant. φ − 1
4
E µµ is the only such term linear in fields, and a
constant is also allowed. Quadratic or higher terms are made of only E∗∗, and in order to be
T-duality invariant all the contractions are those of 1-1 or 2-2. This completes our proof of
(124).
To see how terms with 1-1 and 2-2 contractions behave, let us determine Êµν and φ̂ order
by order. We start from Êµν |(E∗∗)1 = Eµν and φ̂|(E∗∗)1 = φ, and the next order contribution is
determined as follows. From (105),
Ê ′ij|(E∗∗)2 = (−Êij + ÊikÊkj)|(E∗∗)2
= −Êij |(E∗∗)2 + EikEkj
= −Êij |(E∗∗)2 +
1
2
(E ′ µi E
′
µj + E
µ
i Eµj). (136)
Therefore Êµν |(E∗∗)2 = 12E λµ Eλν = eµν |(E∗∗)2 . At this order this satisfies (105)-(108), and
1
4
ln det(δij + Êij)
∣∣∣∣∣
(E∗∗)2
=
1
4
(
Êii − 1
2
ÊijÊji
) ∣∣∣∣∣
(E∗∗)2
=
1
4
(
1
2
E λi Eλi −
1
2
EijEji
)
=
1
16
(
EλρE
ρλ − EijEji −EabEba
)
. (137)
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By adding T-duality invariant term 1
16
(EijEji + EabEba), we can covariantize −14 ln det(δij +
Êij). Then at this order φ̂ is given by
φ̂|(E∗∗)2 =
1
16
EµνE
νµ + c
(2)
1 EµνE
µν
= −1
2
ln det
(
δ νµ −
1
2
E νµ
) ∣∣∣∣∣
(E∗∗)2
+ c
(2)
1 EµνE
µν , (138)
where c
(2)
1 is an arbitrary constant.
Next we investigate order (E∗∗)3.
Ê ′ij|(E∗∗)3 = (−Êij + ÊikÊkj − ÊikÊklÊlj)|(E∗∗)3
= −Êij |(E∗∗)3 +
1
2
E λi E
k
λ Ekj +
1
2
E ki E
λ
k Eλj − EikEklElj
= −Êij |(E∗∗)3 +
1
4
(E ′ µi E
′ ν
µ E
′
νj + E
µ
i E
ν
µ Eνj). (139)
At this order we have two extra terms with coefficients c
(3)
1 and c
(3)
2 , which are arbitrary at
this order:
Êµν |(E∗∗)3 = eµν |(E∗∗)3 + c(3)1 EµνEλρEλρ + c(3)2 EµλEρνEρλ. (140)
This satisfies (105)-(108) at this order. Then,
1
4
ln det(δij + Êij)
∣∣∣∣∣
(E∗∗)3
=
1
4
(
Êii − 1
2
ÊijÊji +
1
3
ÊijÊjkÊki
) ∣∣∣∣∣
(E∗∗)3
=
1
4
(
1
4
E λi E
ρ
λ Eρi −
1
4
E λi EλjEji −
1
4
EijE
λ
j Eλi
+
1
3
EijEjkEki + c
(3)
1 EiiEλρE
λρ + c
(3)
2 EiλEρiE
ρλ
)
=
1
48
E νµ E
λ
ν E
µ
λ −
1
16
E ji E
a
j E
i
a −
1
16
E ba E
c
b E
a
c
+
1
4
c
(3)
1 (E
λ
λ −E aa )EµνEµν
+
1
4
c
(3)
2 (E
µ
λ E
νλEνµ − E µa EνaEνµ). (141)
Therefore, by adding T-duality invariant terms, we obtain the following covariant expression
of φ̂:
φ̂|(E∗∗)3 =
1
48
E νµ E
λ
ν E
µ
λ +
1
4
c
(3)
1 E
λ
λ EµνE
µν +
1
4
c
(3)
2 E
µ
λ E
νλEνµ
= −1
2
ln det
(
δ νµ −
1
2
E νµ
) ∣∣∣∣∣
(E∗∗)3
+
1
4
c
(3)
1 E
λ
λ EµνE
µν +
1
4
c
(3)
2 E
µ
λ E
νλEνµ. (142)
23
Order (E∗∗)4 contribution is calculated similarly:
Êµν |(E∗∗)4 = eµν |(E∗∗)4
+c
(3)
1 E
λ
µ EλνEρσE
ρσ +
1
2
c
(3)
2 (EµλEρνE
λσEρσ + EµλEρνE
σλE ρσ ), (143)
φ̂|(E∗∗)4 = −
1
2
ln det
(
δ νµ −
1
2
E νµ
) ∣∣∣∣∣
(E∗∗)4
+
1
2
c
(3)
1 EµνE
νµEλρE
λρ +
1
2
c
(3)
2 EµρE
µ
ν E
ρλEνλ
+c
(4)
1 EµνE
µνEλρE
λρ + c
(4)
2 EµρE
ρ
ν E
µλEνλ, (144)
where c
(4)
1 and c
(4)
2 are arbitrary constants. Note that some coefficients of order (E∗∗)
4 terms
are determined by lower order coefficients c
(3)
1 and c
(3)
2 .
In this manner we can continue this order by order analysis. In general, new coefficients
appear at order (E∗∗)2n+1 for Êµν , and at order (E∗∗)2n for φ̂. Since new terms in φ̂ do not
affect higher order computation, their coefficients are left undetermined. Therefore φ̂ has
infinitely many undetermined coefficients. Although the above low order computation does
not prove that c
(3)
1 and c
(3)
2 are completely arbitrary after taking full order effect into account,
it seems that Êµν also has infinitely many undetermined coefficients. Since it seems difficult
to find general form of this kind of term, we do not investigate them further.
We have shown that some coefficients in the field redefinitions can be determined analyt-
ically, just by assuming the correspondence of the T-duality transformations of the two sides
and the covariance of the terms in the field redefinitions. Therefore those terms are univer-
sal and irrelevant of the detail of the definition of interaction terms and the integrating-out
procedure.
5 Solutions in Closed String Field Theories I
In this section we investigate solutions in closed string field theories based on CFT for the
flat spacetime, by employing the method of section 2 and [6]. Then we show that by the field
redefinitions these solutions are identified with an α′-exact solution in the effective theory
known as (generalized) chiral null model.
We separate spacetime coordinates xµ into x± and xi. Let us consider the following con-
figuration in the bosonic string case:
E+µ = 0, Eiµ = 0, E−µ = E−µ(k−, ki),
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E(1) = 0, E(2) = 0, E(3)µ = 0, E
(4)
µ = 0. (145)
In terms of string field,
Φ0 =
∫
d26k
(2π)26
1
α′
[
E−+(k−, ki)V
−+ + E−−(k−, ki)V
−− + E−i(k−, ki)V
−i], (146)
where V µν = cc¯∂Xµ∂¯Xνei(k−X
−+kiXi). Note that the structure of the left mover of this con-
figuration is the same as that of the solution in section 2.
Let us solve the linearized equation of motion QΦ0 = 0. From the equations of motion of
E(3)µ and E
(4)
µ , which correspond to Siegel gauge condition,
kνEνµ = k
νEµν = 0⇒ −k−E−+ + kiE−i = 0. (147)
From the equations of motion of Eµν ,
kik
iEµν = 0. (148)
Then equations of motion of E(1) and E(2) are trivially satisfied.
Full order solution can be obtained by expanding Φ in some parameter g: Φ = gΦ0 +
g2Φ1 + g
3Φ2 + . . .. Then the equation of motion
0 = QΦ+
∞∑
n=2
1
n!
[Φn] (149)
is decomposed into contributions from each order in g:
∆N = QΦN +
N+1∑
n=2
1
n!
∑
0≤N1,N2,...,Nn≤N−1
N1+N2+...+Nn=N−n+1
[ΦN1 ,ΦN2 , . . . ,ΦNn ], (150)
where we introduced source term ∆ = g∆0 + g
2∆1 + . . . in the left hand side of (149). For
the definition of the closed string field product [·, ·, . . . , ·], see e.g. [2]. Coordinate expressions
of components in ∆0 are delta functions so that QΦ0 = ∆0 gives correct linearized equations
with delta function source terms. ∆ should also satisfy (L0 − L¯0)∆ = (b0 − b¯0)∆ = 0. We
demand ΦN and ∆N for N ≥ 1 satisfy these conditions and (b0 + b¯0)ΦN = (b0 + b¯0)∆N = 0.
i.e.
b0ΦN = b¯0ΦN = 0, (151)
b0∆N = b¯0∆N = 0. (152)
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This condition on ∆N means that physical massive modes have no source. Then the equations
(150) are solved order by order:
ΦN = − b0 + b¯0
L0 + L¯0
N+1∑
n=2
1
n!
∑
0≤N1,N2,...,Nn≤N−1
N1+N2+...+Nn=N−n+1
[ΦN1 ,ΦN2 , . . . ,ΦNn ], (153)
∆N = − b0 + b¯0
L0 + L¯0
N+1∑
n=2
1
(n− 1)!
∑
0≤N1,N2,...,Nn≤N−1
N1+N2+...+Nn=N−n+1
[∆N1 ,ΦN2 , . . . ,ΦNn ], (154)
i.e. ΦN is expressed by lower order ΦM , and ∆N is expressed by lower order ΦM and ∆M .
From (154), ∆N = 0 for any N if ∆0 = 0. (153) can be shown by acting b0 + b¯0 on (150) and
using {Q, b0 + b¯0} = L0 + L¯0. (154) can be shown by plugging (153) into (150):
∆N =
b0 + b¯0
L0 + L¯0
Q
N+1∑
n=2
1
n!
∑
0≤N1,N2,...,Nn≤N−1
N1+N2+...+Nn=N−n+1
[ΦN1 ,ΦN2 , . . . ,ΦNn]
= − b0 + b¯0
L0 + L¯0
(
N+1∑
n=2
∑
0≤N1,N2,...,Nn≤N−1
N1+N2+...+Nn=N−n+1
1
(n− 1)! [QΦN1 ,ΦN2 , . . . ,ΦNn ]
+
N+1∑
n=3
∑
0≤N1,N2,...,Nn≤N−1
N1+N2+...+Nn=N−n+1
n−2∑
m=1
1
m!(n−m)! [ΦN1 , . . . ,ΦNm , [ΦNm+1 , . . . ,ΦNn ]]
)
,(155)
where we used the following identity (see e.g. [2]):
Q[ΦN1 ,ΦN2, . . . ,ΦNn ] = −[QΦN1 ,ΦN2 , . . . ,ΦNn ]− [ΦN1 , QΦN2 , . . . ,ΦNn ]− . . .
−[ΦN1 ,ΦN2 , . . . , QΦNn ]
− ∑
{il,jk}
[ΦNi1 , . . . ,ΦNil , [ΦNj1 , . . . ,ΦNjk ]]. (156)
The sum
∑
{il,jk} runs over all different splittings of the set {1, 2, . . . , n} into a first group
{i1, . . . , il} (l ≥ 1) and a second group {j1, . . . , jk} (k ≥ 2), regardless of the order of the
integers.
Then by eliminating QΦNi using (150),
∆N = − b0 + b¯0
L0 + L¯0
(
N+1∑
n=2
∑
0≤N1,N2,...,Nn≤N−1
N1+N2+...+Nn=N−n+1
1
(n− 1)! [∆N1 ,ΦN2 , . . . ,ΦNn ]
−
N+1∑
n=2
∑
0≤N1,N2,...,Nn−1≤N−1,1≤Nn≤N−1
N1+N2+...+Nn=N−n+1
26
×
Nn+1∑
m=2
∑
0≤M1,M2,...,Mm≤Nn−1
M1+M2+...+Mm=Nn−m+1
1
(n− 1)!m! [ΦN1 , . . . ,ΦNn−1 , [ΦM1 , . . . ,ΦMm]]
+
N+1∑
n=3
∑
0≤N1,N2,...,Nn≤N−1
N1+N2+...+Nn=N−n+1
n−2∑
m=1
1
m!(n−m)! [ΦN1 , . . . ,ΦNm , [ΦNm+1 , . . . ,ΦNn ]]
)
.(157)
By a careful rearrangement of the summation we can show that the second term in the above
equation is equal to minus the third term, and (154) follows.
Since g can be absorbed into Eµν by the rescaling Φ0 → Φ0/g, henceforth we put g = 1.
Note that Fock space representation of the left moving part of Φ0 has only α
−
−m, and has
no k+ dependence. Therefore the difference n− − n+ of the number of α−−m and α+−m of the
left moving part of ΦN is greater than or equal to N + 1. Therefore the minimum level of
the left moving part of ΦN increases as N increases. Then by the level matching condition
(L0− L¯0)Φ = 0, the minimum level of the right mover also increases. This fact can be proven
in a similar way as in [6].
Therefore this solution has properties similar to those in section 2: Tachyon component
of Φ is exactly zero, massless components have no higher correction, and each coefficient of
massive Fock space state receives corrections from finitely many ΦN . Inverses of L0 + L¯0 are
well-defined.
By the argument similar to that of [6], we can see that Φ1 is well defined and smooth
everywhere, even if Φ0 has singularities due to the effect of the source terms. As has been
pointed out in [23], ΦN can be written in terms of (N+2)-point off-shell amplitudes. Although
it is technically difficult to compute 4-point or higher amplitude in closed string field theory,
we expect that higher ΦN are also well-defined and smooth everywhere.
Next we consider analogous solution in the heterotic string field theory. The linearized
solution is
Φ0 =
∫
d10k
(2π)10
i√
2α′
[
E−+(k−, ki)V
−+ + E−−(k−, ki)V
−− + E−i(k−, ki)V
−i], (158)
where V µν = ξcψµe−φc¯∂¯Xνei(k−X
−+kiXi). The linearized equation of motion η0QΦ0 = 0 re-
duces to the same equations (147) and (148) as in the bosonic case.
The fully nonlinear equation of motion of this theory is
0 = η0Ψ¯Q
27
= η0
(
QΦ +
1
2
[Φ, QΦ] +
1
3!
[Φ, QΦ, QΦ] +
1
3!
[Φ, [Φ, QΦ]] +O(Φ4)
)
= η0QΦ + η0Z. (159)
For the definition of Ψ¯Q, see [5].
¶ Z is defined by Ψ¯Q = QΦ+Z, and is quadratic or higher in Φ.
As in the bosonic case, Φ is expanded in a parameter g: Φ = gΦ0+ g
2Φ1+ . . .. Accordingly Z
is also expanded: Z = g2Z1+g
3Z2+ . . . (Z0 = 0). ZN consists of ΦM withM = 0, 1, . . . , N−1.
Then (159) is decomposed into
∆N = η0QΦN + η0ZN , (160)
where we introduced source term ∆ = g∆0 + g
2∆1 + . . . in the left hand side of (159). We
demand that ΦN and ∆N satisfy
b0ΦN = b¯0ΦN = G˜
−
0 ΦN = 0, (161)
b0∆N = b¯0∆N = 0. (162)
(161) means that when we consider integrating-out procedure described in section 3 we take
this partial gauge fixing condition for massive modes.
(160) is solved order by order by the following:
ΦN = −G˜
−
0
L0
b0 + b¯0
L0 + L¯0
η0ZN , (163)
∆N = − b0 + b¯0
L0 + L¯0
N∑
n=1
1
n!
∑
0≤N1,N2,...,Nn+1≤N−1
N1+N2+...+Nn+1=N−n
×[∆N1 , QΦN2 + ZN2 , QΦN3 + ZN3 , . . . , QΦNn+1 + ZNn+1]. (164)
(163) can be derived by acting (b0+ b¯0)G˜
−
0 on (160). (164) can be derived as follows. Plugging
(163) into (160), we obtain
∆N =
b0 + b¯0
L0 + L¯0
Qη0ZN . (165)
On the other hand, from the following identity [5]:
QΨ¯Q +
∞∑
n=2
1
n!
[Ψ¯nQ] = 0, (166)
we obtain
Qη0Ψ¯Q = −
∞∑
n=1
1
n!
[η0Ψ¯Q, Ψ¯
n
Q]. (167)
¶V (1) in [5] is equal to κ−1Φ.
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Extracting order gN+1 contribution of this identity and using (160) in the right hand side,
Qη0ZN = −
N∑
n=1
1
n!
∑
0≤N1,N2,...,Nn+1≤N−1
N1+N2+...+Nn+1=N−n
[∆N1 , QΦN2 + ZN2 , QΦN3 + ZN3 , . . . , QΦNn+1 + ZNn+1].
(168)
From this and (165), (164) follows.
This solution has a similar property to the bosonic one: Let n± be the sum of the numbers
of α±−m and ψ
±
−r in the Fock space representation of the left moving part of ΦN , then n−−n+ ≥
N + 1.
Therefore massless components have no higher correction, each coefficient of massive Fock
space state receives corrections from finite number of ΦN , and inverses of L0 + L¯0 are well-
defined.
Is there a solution of the effective theory corresponding to these string field theory solu-
tions? Here is a candidate known as (generalized) chiral null model[7, 8]. This model gives
solutions of both bosonic and heterotic effective theory, and consists of nontrivial string metric
ds2 = ĝµνdx
µdxν , B-field B̂µν and dilaton φ̂:
ds2 = F̂ dx−dx+ + F̂ K̂(dx−)2 + 2F̂ Âidx−dxi + dxidxi, (169)
B̂−+ =
1
2
F̂ + 1, (170)
B̂−i = F̂ Âi, (171)
φ̂ = φ̂0(x
−) +
1
2
ln(−F̂ ), (172)
where F̂ , K̂, Âi are functions of x
− and xi: F̂ = F̂ (x−, xi), K̂ = K̂(x−, xi), Âi = Âi(x−, xi),
and φ̂0 is a function of x
− ‖. In matrix notation,
Êµν ≡ ĥµν + B̂µν =

− + i
− F̂ K̂ F̂ + 2 2F̂ Âi
+ 0 0 0
i 0 0 0
. (173)
By coordinate transformation x+ → x+ − 2η(x−, xi), K̂ and Âi are “gauge transformed”:
K̂ → K̂ + 2∂−η, Âi → Âi + ∂iη. (174)
‖We can further introduce linear dilaton term which shifts the central charge[7].
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Equations of motion of two derivative truncation of the effective theory are reduced to the
following equations, which determine F̂ , K̂ and Âi:
0 = ∂i∂
iF̂−1, (175)
0 = ∂jF̂ij + F̂−1e2φ̂∂−(F̂−1e−2φ̂∂iF̂ ), (176)
0 = −1
2
∂i∂
iK̂ + ∂−∂iÂi + 2F̂−1∂2−φ̂0 + F̂
−1e2φ̂∂−(F̂−1e−2φ̂∂−F̂ ), (177)
where F̂ij = ∂iÂj − ∂jÂi.
Important examples of this class of solution are configurations of infinitely extended macro-
scopic F-strings[25], and F-strings with waves on them[8, 26]. To obtain these solutions we
have to introduce delta function source terms in the left hand sides of (175), (176) and (177).
Although we introduced this configuration as a solution of two derivative truncation of the
effective theory, in fact it has been shown that this is an α′-exact solution[7, 8].
Equations (147) and (148) are linear. Therefore we have to linearize the equations (175),
(176) and (177) in order to see correspondence between our solutions. We assume that φ̂0 is
a constant, and Âi satisfy the gauge fixing condition
− ∂−F̂−1 + ∂iÂi = 0, (178)
which is analogous to (147). Then (175), (176), (177) and (172) are
0 = ∂i∂
iF̂−1, (179)
0 = ∂i∂
iÂj , (180)
0 = ∂i∂
iK̂, (181)
φ̂ = φ̂0 +
1
2
ln(−F̂ ). (182)
We can see the similarity between two solutions: Eµν and Êµν has the same nonzero entries
and the same coordinate dependence, and satisfy similar linear equations and gauge fixing
conditions. To make the identification clearer, we define F (x−, xi), K(x−, xi) and Ai(x−, xi)
as follows.
Eµν ≡
 −2K F + 2 −4Ai0 0 0
0 0 0
 . (183)
Then the gauge fixing condition (147) is
0 =
1
4
∂−F + ∂iAi, (184)
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Equations of motion and φ are
0 = ∂i∂
iF, (185)
0 = ∂i∂
iAj , (186)
0 = ∂i∂
iK, (187)
φ = −1
4
(F + 2). (188)
Although these are very similar to (178), (179), (180), (181) and (182), we notice some differ-
ence. This is because for these solutions Eµν and φ are not equal to Êµν and φ̂ respectively,
unlike the open string case in section 2. Some correction terms in the field redefinitions remain
nonzero.
Note that the field redefinitions are directly available because we know that Eµν and φ on
the string field theory side and Êµν and φ̂ on the effective theory side have no higher order
correction. But before applying the field redefinitions, let us determine the relation between
F , K, Ai and F̂ , K̂, Âi. Roughly speaking F̂ is inverse of F as we can see from (178), (179),
(184) and (185). To determine the precise relation, first note that F + 2 and F̂ + 2 are the
deviations from the flat metric, and at the linearized order in F + 2 our solutions should be
the same. We assume that F̂−1 = a+ bF . Then,
F̂ + 2 = 2 + (a− 2b+ b(F + 2))−1
= 2 + (a− 2b)−1 − b(a− 2b)−2(F + 2) +O((F + 2)2). (189)
Therefore,
2 + (a− 2b)−1 = 0, −b(a− 2b)−2 = 1, (190)
which are solved by a = −1 and b = −1/4. Hence
F̂ = − 1
1 + 1
4
F
, (191)
and
K̂ = K, Âi = Ai. (192)
Then we can explicitly see that the equations of motion on both sides are equivalent, and the
gauge fixing conditions are the same.
Now we are ready to apply the field redefinitions and see whether the solutions are really the
same. Let us start with considering derivative terms. Note that when we claim that a solution
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of two-derivative truncation of the fully corrected effective theory is an α′-exact solution, we
choose some particular form of higher derivative terms. This means that correspondingly the
ambiguity which we discussed in section 3 is fixed in some particular way.
Since F , K and Ai are restricted only by the Laplace equations and the gauge fixing
condition, they and their derivatives ∂∗F , ∂∗∂∗F , . . ., ∂∗K, ∂∗∂∗K, . . ., ∂∗Ai, ∂∗∂∗Ai, . . . are
independent functions. Although F and Ai are related by (184), they still have enough degrees
of freedom which enable us to regard them and their derivatives as independent as we can see
by taking F independent of x−. Then, terms with derivatives in the field redefinitions should
cancel each other when we plug our string field theory solution into it, because Êµν and φ̂ on
the effective theory side does not contain derivatives of F , K and Ai.
Assuming this, let us consider the remaining terms i.e. those without derivatives. Since
T = 0 in the bosonic case and Aaµ = 0 in the heterotic case, we do not have to take terms with
T and Aaµ into account. More importantly, for our string field theory solution 1-1 contraction
of two E∗∗ vanishes: Eλ∗Eλ∗ = 0, which means that terms we could not determine in (123)
and (124) are zero. Then the remaining terms are
Êµν = eµν , (193)
φ̂ = c+ φ− 1
4
E µµ −
1
2
ln det
(
δ νµ −
1
2
E νµ
)
. (194)
We can see that plugging (183) and (188) into the above, (173) and (182) are reproduced
exactly, with the following identification between the constants:
φ̂0 = c− 1
2
ln2. (195)
6 Solutions in Closed String Field Theories II
In this section we consider another type of string field theory solution, and identify it with
another solution in the effective theory: pp-wave solution with nontrivial B-field, which is
known to be α′-exact under some condition.
We split xµ into x±, xi1 and xi2 . Index i runs over both ranges of i1 and i2. We give
linearized solutions different from the previous section. In the bosonic case,
Φ0 =
∫
d26k
(2π)26
1
α′
[
E−−(k−, ki1, ki2)V
−−(k−, ki1, ki2)
+E−i1(k−, ki2)V
−i1(k−, 0, ki2) + Ei1−(k−, ki2)V
i1−(k−, 0, ki2)
]
, (196)
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where V µν(k−, ki1, ki2) = cc¯∂X
µ∂¯Xνei(k−X
−+ki1X
i1+ki2X
i2 ).
In the heterotic case,
Φ0 =
∫
d10k
(2π)10
i√
2α′
[
E−−(k−, ki1, ki2)V
−−(k−, ki1 , ki2)
+E−i1(k−, ki2)V
−i1(k−, 0, ki2) + Ei1−(k−, ki2)V
i1−(k−, 0, ki2)
]
, (197)
where V µν(k−, ki1, ki2) = ξcψ
µe−φc¯∂¯Xνei(k−X
−+ki1X
i1+ki2X
i2 ).
In both cases the linearized equations reduce to
kik
iEµν = 0, (198)
and the solutions for fully nonlinear equations of motion are constructed in the same way as in
the previous section. Roughly speaking, since Φ0 has no X
+ and ψ+, numbers of X− or ψ− in
either left or right mover always increase when we take string field product of V −−(k−, ki1, ki2)
and Φ0, which means the minimum levels of both left and right movers increase by the
level matching condition. When we take string field product of two V −i1(k−, 0, ki2), or two
V i1−(k−, 0, ki2), numbers of X
− or ψ− in either left mover or right mover increase, which again
means the minimum levels of both left and right mover increase. When we take string field
product of V −i1(k−, 0, ki2) and V
i1−(k−, 0, ki2), numbers of X
−, ψ−, X i1 or ψi1 in both left
mover and right mover increase. Therefore the minimum level of product of Φ0 increases as
we multiply more and more Φ0.
The precise statement is the following: Let n± be the sum of the numbers of α±−m and ψ
±
−r
in the Fock space representation of the left moving part of ΦN , n1 be the sum of the numbers
of αi1−m and ψ
i1−r in the left moving part of ΦN , and let n¯± and n¯1 be analogous numbers in the
right moving part. Then (n−+ n¯−)− (n++ n¯+) ≥ N+1. In addition, for Φ1, n−+n1−n+ ≥ 2
or n¯− + n¯1 − n¯+ ≥ 2. Again these facts can be proven in a way similar to that in [6].
For N = 1, n−+n1 or n¯−+n¯1 is larger than 2, which means Φ1 has no tachyon and massless
components. For N ≥ 2, 2max(n−, n¯−) ≥ n−+ n¯− ≥ N +1+n++ n¯+ ≥ N +1 ≥ 3. Therefore
max(n−, n¯−) ≥ 2, which again means that ΦN has no tachyon and massless components.
Therefore this solution has the same properties as those of the solution in the previous section.
Again we have a candidate for the solution of the effective theory corresponding to this
string field theory solution. It is the pp-wave solution with nontrivial B-field:
ds2 = −2dx−dx+ − 2K̂(dx−)2 − 4Âidx−dxi + dxidxi, (199)
B̂−i = 2B̂i, (200)
φ̂ = φ̂0. (201)
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where φ̂0 is a constant, K̂ = K̂(x
−, xi), Âi = Âi(x−, xi) and B̂i = B̂i(x−, xi).
Coordinate transformation x+ → x+ − 2η(x−, xi) and gauge transformation of B-field
induce the following transformations.
K̂ → K̂ + 2∂−η(x−, xi), Âi → Âi + ∂iη(x−, xi), (202)
B̂i → B̂i + ∂iζ(x−, xi). (203)
The equations of motion of two derivative truncation of the effective action reduce to
0 = ∂jF̂ij, (204)
0 = ∂jĜij , (205)
0 = ∂i∂
iK̂ − 2∂−∂iÂi + F̂ijF̂ ij − ĜijĜij , (206)
where F̂ij = ∂iÂj − ∂jÂi and Ĝij = ∂iB̂j − ∂jB̂i.
In [7, 9, 10] it has been shown that this solution is α′-exact when F̂ij and Ĝij are independent
of xi.
To match nonzero entries and coordinate dependence with our string field theory solution,
we put a restriction: Âi1 = Âi1(x
−, xi2), Âi2 = 0, B̂i1 = B̂i1(x
−, xi2) and B̂i2 = 0. Then the
equations of motion are
0 = ∂i2∂
i2Âj1, (207)
0 = ∂i2∂
i2B̂j1, (208)
0 = ∂i∂
i
(
K̂ + Âj1Â
j1 − B̂j1B̂j1
)
. (209)
In matrix notation,
Êµν =

− + i1 i2
− −2K̂ 0 −2Âi1 + 2B̂i1 0
+ 0 0 0 0
i1 −2Âi1 − 2B̂i1 0 0 0
i2 0 0 0 0
. (210)
Accordingly, we define K(x−, xi), Ai1(x
−, xi2) and Bi1(x
−, xi2) as follows:
Eµν =

−2K 0 −2Ai1 + 2Bi1 0
0 0 0 0
−2Ai1 − 2Bi1 0 0 0
0 0 0 0
 . (211)
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Equations of motion and φ are
0 = ∂i2∂
i2Aj1, (212)
0 = ∂i2∂
i2Bj1, (213)
0 = ∂i∂
iK, (214)
φ = 0. (215)
It is natural to identify these two solutions with the following relation:
K̂ + Âj1Â
j1 − B̂j1B̂j1 = K, (216)
Âj1 = Aj1, (217)
B̂j1 = Bj1. (218)
Let us apply the field redefinitions and see if these solutions are really the same. Since
K, ∂∗K, ∂∗∂∗K, . . ., Ai1 , ∂∗Ai1 , ∂∗∂∗Ai1, . . ., Bi1, ∂∗Bi1 , ∂∗∂∗Bi1 , . . . can be regarded as
independent functions, we assume that terms with derivatives in the field redefinitions cancel
each other. We do not have to take terms with T and Aaµ into account because T = 0 in the
bosonic case and Aaµ = 0 in the heterotic case. Unlike the solution in the previous section, 1-1
and 2-2 contractions do not vanish. However, by straightforward calculation,
EµνE
µν = 0, EµνE
νµ = 0, (219)
E∗λEλρEρ∗ = 0, E∗λEρλEρ∗ = 0, E∗λEλρE∗ρ = 0, Eλ∗EλρEρ∗ = 0, (220)
which means that terms cubic or higher in E∗∗, and terms with coefficients left undetermined
in section 4 are zero. Then the remaining terms are
Êµν = Eµν +
1
2
EµλE
λ
ν , (221)
φ̂ = c+ φ. (222)
By plugging (211) into this (210) is reproduced, and the relation between the constants is
φ̂0 = c. (223)
Since α′-exactness of the solution on the effective theory side has been proven only when Âi1
and B̂i1 are linear in x
i2 (some more discussion has been given in [27]), and our configuration
is restricted by the weaker condition that Âi1 and B̂i1 satisfy Laplace equations, it may not
be possible to ignore higher derivative terms in the field redefinitions in general.
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7 Discussion
We have shown that some terms in the field redefinitions are determined by using T-duality,
and found correspondences between string field theory solutions and effective field theory
solutions. Our analysis is in the closed bosonic string field theory and the heterotic string
field theory. However, since our analysis has used little information on interaction terms,
our result seems universal. Although consistent type II closed string field theory has not
been constructed yet, our analysis can be applied to it once it is constructed and will yield
essentially the same result.
Terms in the field redefinitions left undetermined in section 4 probably depend on the
definition of interaction terms and the gauge fixing condition for massive modes, and can be
determined by direct application of the integrating-out procedure. Higher derivative terms can
also be determined by computing α′-correction for the T-duality rule in the effective theory.
It is important to determine at least nonderivative terms for understanding how to extract
physical information from string field theory.
In this paper we have not paid much attention to the tachyon component. It is interesting
to investigate field redefinition for the tachyon to understand what happens when closed string
tachyon is condensed. For example, in a study of tachyon condensation in orbifolds[28], it has
been found that both twisted tachyon and untwisted massless components in the string field
are involved in the tachyon potential. We can see if it is also true in terms of the redefined
variables and if the conjecture in [29] is strictly true. We also have not taken into account the
gauge field in the heterotic theory. We can construct solutions with nonzero gauge field, which
have properties similar to the solutions in this paper by the same mechanism. Our discussion
on T-duality is also extended to the case with the gauge field.
The R-sector part of the heterotic string field theory has not been constructed yet, and
therefore we do not know how supersymmetry is incorporated in this theory. Since some of
our solutions are expected to be supersymmetric, it is desirable to construct supersymmetry
transformation and confirm that our solutions leave some supersymmetry unbroken.
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