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Despite the attention that optimal control problems involving time delays have 
received over the last wo decades, little attention has been paid to the important 
question of how such problems should be relaxed in order to assure xistence of 
minimizers. Recently, Warga has proposed a relaxation procedure for fully non- 
linear problems with delays in the state and control variables and showed that the 
resulting relaxed problem has a solution. Nevertheless, theeffect of this relaxation 
may reduce the int’imum cost as we show through an example which belongs to a 
class of problems with “commensurate” delays; i.e., the quotient of any two delays 
is rational. For problems of this nature we provide a new relaxation procedure for 
which the extension is “proper”; i.e., the inlimum costs coincide. We also present an 
abstract relaxation procedure applicable to problems with possibly noncommen- 
surate delays. ‘em 1991 Academtc Press. Inc. 
1. INTR~DDCTI~N 
There is a substantial literature treating optimal control problems with 
time delays. In a number of respects our understanding of problems with 
time delays matches that of delay free problems. For example, the theory 
of quadratic cost control of linear systems is very well developed for 
problems with and without time delays (see, e.g., [2]). Concerning fully 
nonlinear problems, necessary conditions of optimality for problems with 
time delays, akin to the Pontryagin Maximum Principle, have also reached 
a high level of refinement (see [S]). 
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However, one important strand in the delay free theory is the study of 
relaxation procedures and of conditions for existence ofminimizers. This is 
an area which, in the context of time delay problems, until recently (see 
[6, 11) has received little attention. Our object in this paper is to describe 
some of the difficulties involved and to indicate how, in some respects, they 
can be overcome. 
The optimal control problem we shall be dealing with, which we label (P ). 
is the following. Suppose we are given real numbers 0 < 8, < . < 0, < 1. 
a point 5 E R”, a set Q c R”’ and functions g mapping R” to R and f‘ 
mapping [0, 1 ] x R” x R”‘” + ’ ) to R”. Let T := [0, 11, f := [ -8,. 11, and 
consider the problem (P) of minimizing (.v( 1)) subject to 
.~(t)=.f(r,.~(t),u(t),u(l-e,, )...) Uit-ok)) a.e. in T 
x(0) = 5 
L4(f)EQ a.e. in F. 
We have chosen this problem for simplicity ofexposition and to keep 
notational complexity to a minimum. No difficulties ari e in extending the 
theory to follow to apply to control problems where delay terms are 
present also in the state variable. Notice that we have adopted dynamical 
equations where there is a general nonlinear dependence on the controls. In
the special case that the dependence is “separable”; i.e., fis of the form 
iio fitf* -dz)3 U(t-e,)) 
with 8,=0, the task of finding an appropriate notion of relaxation isa 
straightforward daptation of standard elay free theory. 
The hypotheses we impose are: 
(i) f( ., X, r) is measurable and f( t, ., . ) continuous for all (t, X, r ) in 
TxR”xQk+‘. 
(ii) g is continuous. 
(iii) 52 is compact. 
(iv) There exists a constant c such that, for all (t. X, r) E TX 
R”xRk+‘, 
If(t* -y, r)l s c( 1 + 111 1. 
(v) There exists an integrable function cp: T--t R such that, for all 
(t, r)E TxQkf’ and x, PER”, 
I.04 x, r)--.f(4 ~3, r)l ,<cp(t) I.+.vl. 
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Warga (see [6]) was the first to call attention tothe special difficulties 
encountered in addressing existence questions for problems with non- 
separable time delays in the control and proposed a relaxation procedure 
which we shall call “weak” relaxation. The contributions of this article are, 
firstly, to illustrate through an example that weak relaxation can have the 
undesirable effect of reducing the minimum cost (in other words, weak 
relaxation may fail to be proper), to supply a more refined notion of 
relaxation which is proper in certain situations ofthis nature, and, finally, 
to present an abstract relaxation scheme. Some of the themes of this paper 
are also taken up in [I 1. 
2. DELAY FREE PROBLEMS 
For purposes of comparison we briefly review a standard procedure for 
relaxing delay free problems. Throughout this ection we shall analyze the 
problem of minimizing (x( 1)) subject to 
a.e. in T 
#(l)EQ a.e. in T. 
The hypotheses on the data are those of the previous ection when the 
delay free problem is regarded as a special case of (P). 
We denote by 42( T, Q) the set of measurable functions U:T + R” satisfy- 
ing u(t) EQ a.e. in T. Elements of “2( T, 52) are called ordinary controls. A 
pair (x, U) comprising an ordinary control u and an absolutely continuous 
function x: T-r R” which satisfies the differential equation is called an 
ordinary process. If x(0) = r, the ordinary process is called admissible. The 
optimization problem, posed over admissible ordinary processes, iscalled 
the original problem (Poriginal). TWO questions now arise. When does the 
original problem have a minimizer and, in the event that there is no mini- 
mizer, how can we supplement he class of admissible ordinary processes to
ensure existence ofa minimizer? 
Both have very satisfactory answers. As for the first question, a simple 
geometric ondition 
f(t, x, Q) is convex for all (t, x) E TX R” 
is known to assure existence of an optimal admissible ordinary process 
(see, e.g., C41). 
As for the second, an existence theory applicable for nonconvex velocity 
sets f(r, x, Q) involves introduction fthe notion of relaxed process. 
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A relaxed control is a measurable essentially bounded function p map- 
ping T to the space of Radon (finite r gular Borel) probability measures on 
Q. (Here “measurable” is understood in the sense that t + (g, p(t)) = 
j g(r) AtNd r 1s measurable for all g E C(Q).) We denote by J?( T, 52) the 1 ‘.
set of relaxed controls. The set ..N( T, Q) can be regarded as a subspace of 
the topological dual space L’( T, C(Q))* and it acts on elements d in the 
primal space according to 
4-S dkawt= f dt [ &(t,r)p(t)(dr). . . 
We equip it with the relative weak* topology. A relaxed process is a pair 
(x, p) comprising a relaxed control p and an absolutely continuous func- 
tion ?I which is a solution to the differential equation. in the sense that 
.t(t)= 
J 
f( t, s(t), r) p(t)(dr). 
It is admissible if X(O) = 5 (under the hypotheses, given p, there is a unique 
.Y such that (x, p) is an admissible relaxed process). The set -2Y( T, Q) of 
ordinary controls can be regarded as a subspace of 1 W( T, Q) by identifying 
each u E ‘a( T, 52) with the function t + b,(,, where 6,, the Dirac measure at 
a, denotes the unit measure concentrated at the point a. The problem 
posed over admissible relaxed processes is called the relaxed problem 
(P ). relaxed 
In [S], it is shown that . N( T, 52) is a compact set and coincides with the 
closure of ‘a( T, 12). Moreover, the mapping I: .k’( T, Q) + C( T, R”), such 
that I(10 =x where (.u, 11) is the admissible relaxed process associated with 
11, is continuous. Since the cost function g is continuous, these assertions 
imply: 
THEOREM 2.1. The relaxed problem has a minimizer and the iqf‘imum cost 
.for the original problem coincides with the minimum cost jar the relaxed 
prohlenz, i.e., 
The fact that the infimum costs coincide and the relaxed problem has a 
solution is summarized by the statement “the relaxed problem is a proper 
extension of the original problem.” Properness of the extension is desirable 
for a number of reasons. It means that there is a close connection between 
the problem of primary interest (the “original” problem) and the one which 
replaces it. It also suggests a methodology for finding ordinary admissible 
processes which come close to achieving the infimum cost in situations 
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where existence ofa minimizing ordinary admissible process is not assured: 
we should solve the relaxed problem and approximate the “relaxed” mini- 
mizer by an ordinary one. A full account of these ideas is to be found in 
Warga’s book [S]. 
3. RELAXATION OF TIME DELAY PROBLEMS VIA THE REDUCED PROBLEM 
We return now to problem (P). In relation to this problem the set of 
ordinary controls will be “2( F, Q). Ordinary processes and admissible 
ordinary processes have the obvious meanings (cf. Section 2). Problem (P), 
posed over admissible ordinary processes, isthe original problem ( Porigina,). 
A well-known technique (see, e.g., [S]) reduces a control system with 
commensurate time delays to a delay free problem. By “commensurate” we 
mean that 8,/8,+, is a rational number for all i= 1, . . . k - 1. This means 
that each oi for i= 1, . . . . k is an integer multiple of a single delay, say 8, and 
thus we may assume, without loss of generality, that tii= i0 for all 
i = 1, . . . . k. The basic idea is to section ordinary controls and the corre- 
sponding trajectories into segments of length 8, and to stack these segments 
to form higher dimensional vector valued functions on the interval [0, 01. 
The resulting functions satisfy a delay free differential equation. 
Specifically, etN:=max{iEN 1 ie< l}, p :=N+ 1, q:=p+k, and 
Ai := t + if9 for all t E [0, 01 and i= -k, . . . . 0, . . . . N. Extend f to 
[0, pe] x R” X R ++ ‘) by setting f(t, x, r) := 0 for all t E (1, pe] and 
(x, r) E R” x R “‘(k+‘). Define f= (3,, 3,) . . . . f’) mapping [0, e] x RnP x Rmq 
to RnP as follows: for all t E [0, 01, .< = (a,, i,, . . . . a,) E Rnp, 
ti=(Lk,Lk+i ,..., tiN)~Rmy, and i=O, l,..., N, let 
J.(t, i, i) :=f(&(t), ii, Lii, ii&,, . . . . 22-k). 
Set d :=Qq and let g: RnP + R and c: RnP + RnP be such that, for all 
(a,,, ii-, , ... . i,) E RMP, 
$3-63, -t, ). . . . iN) := g(i&,) 
and 
c(&, iL, . . . if0 := (5, -lie, i , . ..) ii-,-,). 
Consider now the reduced problem, which we label (RP), of minimizing 
2(2(e)) subject to 
i(t) =.k x(t), C(t)) a.e. in [0, 01 
i(o) = c(a(e)) 
C(t) E si a.e. in [0, el. 
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It is easy to show that (RP) and (P) (posed over ordinary processes) are 
equivalent, inthe sense that there is a one to one mapping from ordinary 
admissible processes for (P) to ordinary admissible processes for (RP), that 
is, ordinary processes for (RP) which satisfy the mixed boundary condi- 
tions .2(O) = c(Z(0)) and, furthermore, the value of the cost is preserved 
when we pass between the two problems. We denote this mapping 
by (Y, @) and it is defined as follows. Fix o EQ. Given an ordinary 
admissible process (x, U) for (P), extend s and u so that, for all I E ( 1, pfI], 
.u(t):=x(l) and u(t):=o. Let Yi(s):=.u~~i and @j(i(u):=u,-8A, for 
i=O, 1, . . . . N and j= -k, -k+ 1, . . . . N and set Y=(YO,. . . . YN) and 
@=i@-k, Q-k+ I,..‘, DN). One can easily verify that (Y(X), @J(U)) is an 
ordinary admissible process for (RP). The inverse of this mapping is given 
by (Y ‘(.t), @ ‘(ti)) where, if (3, ti) is an ordinary admissble process for 
(RP) then, for all TV [ii(O), Ai( n T and f=O, 1, . . . N, (up’(.C(t))= 
.i-,(r-id) and, for all r~ [i,(O), Ji(0))n T and i= 4, . . . . 0, .__. N
@-L(ti(f))=Li,(t-ie,. 
This reduction, together with the theory of the preceding section. 
suggests a relaxation procedure for the time delay problem. We can relax 
(RP), which has no delays, along the lines of Section 2. If we relax (RP) 
in terms of .&?( [0, 01, fi), it is not difficult to see that this relaxed extension 
has a solution. Moreover, as we shall prove now, this extension is proper. 
It should be noted that the arguments involved in establishing this 
property are more delicate han those underlying Section 2 since we must 
ensure that, given an admissible relaxed process for (RP), we can find a 
suitable ordinary process approximating it and which satisfies themixed 
boundary conditions. 
By analogy with the definitions of Section 2, we denote by (RP,,,gina,) 
problem (RP) posed over admissible ordinary processes and by ( RPrelaxed ) 
the problem posed over admissible relaxed processes in terms of 
t/i [O. e], h). 
THEOREM 3.1. ( RPrelaXed ) isa proper e.utension f (RP,,,p,,,I). 
Prooj: Set 4? := %( [0, t!I], 4) and ,k := A( [0, 01, d) and let us denote 
by W(&) and A’(k) the reachable sets for problems (RPo,ig,na,) nd 
iRP re,axed)r respectively. B(4) consists ofthe set of points a(e) where (.t, “)
is an admissible ordinary process for (RPorigina,) and,similarly for 9?(A), 
with ti replaced by jI EA@. Since a(~$) is a subset of %?(A@), the result will 
follow if we prove that !A?($) is dense in &!(A?). For this purpose, let (a, ji) 
be an admissible r laxed process o that i(0) E %?(A?). Let E > 0. We want 
to show that there xists (i, ti), an admissible ordinary process, such that 
If(e) - i(e)1 <E. 
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Consider the problem of minimizing (i,(e)) subject to 
i’w =P(c 9(r), $?)I a.e. in [0, 01 
Q(0) = i(0) 
i(t) EB a.e. in [0, Q]. 
Note that this problem is in the form of the one analyzed in Section 2. By 
standard theory (see [S]) we can find, for all nE N, an admissible ordinary 
process for this new problem, say ($““, &(“)), such that 1$‘“‘(e) - I;(e)1 < l/n. 
Now, construct ?)= (ig), 2:“), . ..  2:‘) as follows: let Z’!!\(0) := 5 for all 
n E N and, for all i = 0, 1, . . . . N, let ii”) be the solution of 
It follows that Z’“‘(t) = c(j’“‘(e)) + Jr, &(s, Ztn) (s), ti@)(s)) ds for all I E [0, e] 
and so, for all nE N, (i”“, tit”) ) is an admissible ordinary process for (RP). 
Now, let g!“‘(t) :=If!“)(r) --3i.“‘(t)l for all t E [0, 01, in (0, 1, . . . . N} and 
HEN. Note that g$‘)(e) =0 for all HEN. Assume that g!“)(e) +O, n + 00, 
for iE (0, 1, . . . . N- 1). Then, by the Lipschitz continuity off on the state 
variable, there xists cp: T+ R integrable such that, for all t E [0, 01, 
Let h(s) := cp(s+ (i+ l)e) and a, := g!“)(e) + l/n. Then 
gj’;,(t)<a,+ 
! 
*’ h(s) gi’:,(s)ds. 
0 
Thus, by Gronwall’s inequality, for all TV [0, 01, 
g:“,‘,(r)<a,,+a,,b ’ h(s)ds, I 0 
where b = exp(Ji h(s) ds}. S ince a, + 0, n + cc, it follows that g!?,(e) -+ 0, 
n -+ cc. Hence, 
ii@)(e) -a(e)\ G p)(e) - p)(e)1 + t + 0, n+Kl. 
The result hen follows etting (2, ri) := (?“I’, ti’“‘) for n sufficiently large. 
RELAXATION PROCEDURES 549 
The procedure of replacing (P) by the reduced problem (RP) and relax- 
ing (RP) we shall refer to as “relaxation via the reduced problem.” This 
procedure achieves, incertain respects, the desired objectives. The effect of
relaxation via the reduced problem is to guarantee xistence ofminimizers. 
and the relaxed problem is a proper extension of (P). However, it is 
unsatisfactory in certain respects. 
Notice, first of all, that the dimension of the state and control spaces in 
(RP ) can be very large ((N + 1) x n and (N + k + I ) x m, respectively). The 
fact that we have posed (P) on the time interval T= [0, I] is merely a 
normalization procedure, and the above technique for eliminating delays 
works on an arbitrary compact interval: however, we note that, for fixed 
time delays 8,) f3,, . ... 0,, the dimension of the spaces involved increases 
rapidly with the length of the underlying time interval. Apart from this, in 
passing to the reduced problem on the time interval [0, 01, the connections 
with the original problem are somewhat obscured. Finally, relaxation via 
the reduced problem has been achieved only for commensurate delays. 
4. WEAK RELAXATION 
We now describe another relaxation procedure for the time delay 
problem, due to Warga [6]. Take an ordinary process (s, u), let 8,, := 0 
and define u,(r) :=u(t-0;) for i=O, 1, . . . . k and TV T. For all i= 1, 2, . . . . k. 
let dj:=fli-8,-, and T, := [di, 11. Then (x. ii), with 11= (u,, u,. . . . u,). 
satisfies 
i(r)=f(t. s(r), ii(f)) a.e. in T 
x(0) = < 
ii(t)EQk+’ a.e. in T 
together with 
u,(r) = u.,- ,(r - di) a.e. in T,, i = 1, 2, . . . k. (4.1) 
In this way we separate the facts that k + 1 functions on T are inserted as 
the last k + 1 arguments off in the dynamics, and that these functions are 
delayed versions of each other. We can use the standard theory (Section 2) 
to define relaxed controls, etc., for this system, treating uO, u,, . . . . uk as 
independent functions; our starting point then is to take a relaxed control 
to be a measurable function with values regular probability measures 
on the Bore1 sets of Q2”+ ’ and impose some condition generalizing the 
compatibility conditions on the controls. 
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DEFINITION 4.1. We say that a measurable function p from T to the 
space of regular probability measures on the Bore1 sets of Qk + ’ is a weakly 
relaxed control for (P) if its atisfies thecompatibility conditions 
%p(t) = .!9- ,#u(r - Ai) a.e. in T,, i= I, 2, . . . . k, (4.2) 
where q : C*(Qkf ‘) + C*(Q) and qp(t) denotes the projection to the 
ith coordinate of p(t). 
An alternative, equivalent, statement of the compatibility conditions in 
Definition 4.1 is 
J, dl J4(t, ri) AtI = J, dt J&t, ri- ,) ptt- Ai) 
for all i= 1 , . . . . k and 4~ L’(T, C(Q)), where r = (rO, r,, . . . . rk). These 
conditions are at first sight complicated but they just express the fact, in 
linear functional terms, that the ith component of p(t) is associated with a 
delayed version of the (i - 1) component. 
We now associate with a weakly relaxed control a weakly relaxed process 
and an admissible weakly relaxed process in the obvious way. Problem (P), 
regarded as a minimization problem over weakly relaxed processes, will be 
called the weakly relaxed problem ( P,I-re,axed). L t usdenote by J%‘~ (a sub- 
set of &( T, Qk+ ‘)) the set of weakly relaxed controls. Note that, if an ele- 
ment p of J%?,~ arises from some measurable function ii = (u,, ui, . . . . uk): 
T --) Qkf ‘, then the compatibility conditions (4.1) and (4.2) are equivalent. 
It is clear then that ( P,+relaxed) is an extension of ( Porigina,). 
The following result is due to Warga [6]. 
THEOREM 4.1. ( Pr,-re,axed) has a minimizer. 
Proof: The topology we take on &,,,. isthat induced by the weak* 
topology on L’( T, C(Q k+ I))* With this topology, MM, is a nonempty com- .
pact set (to show this, we note in particular that the compatibility condi- 
tions defining membership of JZ~ are expressible in terms of a set of 
continuous linear functional constraints). Also, the mapping ,M --+x, where 
(x, p) is the unique admissible w akly relaxed process corresponding top, 
is a continuous mapping from J%‘~ to C( T, R”). Since g is continuous, it 
follows that (PsMrelaxcd) has a solution. 
Adopting this notion of relaxation has numerous advantages. Unlike 
relaxation via a reduced problem, the range space C*(Qk+ ‘) does not 
depend on any relationships between the delays and the interval T.It can 
be applied even when the delays are noncommensurate and the weakly 
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relaxed problem has a solution. Whether or not it provides a proper 
extension will be discussed shortly. 
5. A PROPER RELAXATION FOR PROBLEMS WITH COMMENSURATE DELAYS 
For reasons that will become apparent presently, we find it convenient 
now to introduce another, slightly more elaborate, notion of relaxation. 
This relates to the special case of commensurate delays discussed in 
Section 3. Throughout this section we assume that there xists 0~ (0, l/k] 
such that Bi = 6’ for i = 1, 2, . . . . k. 
Suppose that u is an ordinary control for (P). Once again set 
u,(r) :=~4(t-iie) for i=O, 1, . . k and t E T. Note that, for this case, we can 
organize these relationships as 
(24,) 112. . . . u,)tf)=(u,, ul, . . . . u,-,)(t--e, for all fE [e, I]. (5.1) 
This suggests a new compatibility condition for defining relaxed controls 
which involves projections pO, ,, _, k _, , gr, ?, ,,, k : C*(Q” + ’ ) -+ C*(nk) onto 
the k coordinates (~4~, u,, . . . uk _ ,) and (u,, u?. . . . . up), respectively. 
DEFINITION 5.1. We say that a measurable function p from T to the 
space of regular probability measures on the Bore1 sets of Qkf ’ is a 
strongI?* relaxed control for (P) if it satisfies thecompatibility condition 
~/7:.~....k~(r)=.~.l,....k~,~(r-e) a.e. in [e, 11. (5.2) 
This compatibility condition can again be equivalently expressed in 
terms of continuous linear functional constraints: 
&1, rl, rz, . . . . rk) p(t)(dr) 
for all 4 E L’( T, C(Qk)), where r = (r,,, r,, . . . . rk). 
By considering special choices of test functions 4,we can deduce that the 
“strong” compatibility condition of this ection is more stringent than the 
“weak” compatibility condition of the previous one. However, if a strongly 
(or weakly) relaxed control arises from some measurable function 
E: T+ SZk+ ’ then all the compatibility conditions we have considered 
((4.1), (4.2), (5.1), and (5.2)) are equivalent. 
Strongly relaxed processes, etc., are now defined by analogy with earlier 
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definitions. Problem (P), posed over admissible strongly relaxed processes 
will be called the strongly relaxed problem (Pswrelaxed). Observe that this is 
another, tighter, extension of (Porig,“al). 
Essentially the same arguments as those employed in proving 
Theorem 4.1 yield :
THEOREM 5.1. (Pswrelaxed) has a minimizer. 
So far, we have not addressed the question of whether the “strong” and 
“weak” relaxation procedures we have described give proper extensions of 
(Porigina,). The fact that, for strongly (or weakly) relaxed controls arising 
from some measurable function ii: T + Q k + ’ the compatibility conditions 
are equivalent, encourages belief that the extensions are proper. It comes as 
a surprise then that (Pr,.re,axed) can fail to be a proper extension. This is 
established by an example we shall study in Section 6. 
In this ection we shall prove that the strongly relaxed problem is indeed 
a proper relaxation f the original time delay problem. Recall that this 
relaxation procedure is defined only for the case when Bi = 8, i = 1,2, .. . . k. 
The basic idea of the proof is the following. Given a strongly relaxed con- 
trol p: T+ C*(Qkf’) we appeal to known conditions, concerning existence 
of probability distributions whose marginal distributions satisfy certain 
relationships, in order to construct a relaxed control ji: [0, 01 + C*(d) for 
the reduced problem. We then construct, using the theory of Section 3, an 
ordinary control ti EJ$ = %( [O, 01, h) for the reduced problem whose cost 
is arbitrarily c ose to that of fi. An ordinary control for (P) whose cost is 
arbitrarily c ose to that of p is then obtained via the inverse of the one to 
one mapping from ordinary controls for (P) to ordinary controls for the 
reduced problem introduced in Section 3. 
In order to prove this result we shall need a lemma based on the follow- 
ing well-known result on “disintegration of measures” (see [3] ), whose 
traditional ro e has been to provide adefinition of conditional expectations. 
THEOREM 5.2 (Disintegration of Measures). Let (S. Z, a) and (E, 8, E) 
be two probability spaces and q: S + E a a-measurable function. Suppose 
(a) q(a) = E, i.e., a(q-‘(E,)) =e(E,) for all E, ~6. 
(b) S is a compact metric space and Z = C,(S), the a-algebra oj’Bore1 
sets on S. 
Then there exists a family { oX}XE E of probability measures on (S, Z) such 
that 
(i) The function x + a,(S,) is b-measurable for all S, E 2. 
(ii) 0 = J a,e(dx). 
(iii) The support of or is contained in q-‘(x) for c-a.a. x E E. 
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LEMMA 5.1. Let Tc R be a compact interval and let .cy’, 28, and V; be 
compact metric spaces. Suppose we are given p E A’( T, .o/ x A?) and 
VE .U( T, g x e) such that S”p( t) = q#v(t) a.e. in T. Then there e?cists 
;’ E A’( T. .d x B x %) such that, .for a.a. t E T, 
%x .MY(f) = P(t) and 9.4 * Se i’( t ) = \‘( t ). 
Proqf. We may assume, without loss of generality, that I(T) = 1, where 
I( T) denotes the length of T (the case “1(T) = 0” is trivial and “I(T) > 0” is 
reduced to “/( T) = 1” by a simple scaling argument ). The proof hinges on 
an application of Theorem 5.2 in which, initially, we make the following 
identifications for the measure spaces (S, Z, a) and (E, 8, E) and the 
mapping q: S + E (referred to in the theorem ): 
(S,~,a):=(Tx.dx~,~,(Tx,dxJ),~(t)(dadb)dt), 
(E,6,~):=(Tx:%,Z~(Tx&?),(~~p(t))(db)dt) 
and, for all (t,a,b)ETx.dxA?, 
q(t, a, b) := (I, b). 
Here p( t)(da db) dt denotes the regular Bore1 measure associated with the 
linear functional 
Il/(t, a.6) p(t)(da db) 
I 
dt 
on p(t)(da db) dt integrable functions t&t, a, b), and q#p(t)(db) dt is 
associated with the restriction fthis linear function to integrands $ which 
depend only on the t, b variables. (The assumption “I(T) = 1” ensures that 
the measures (T and E defined in this way are probability measures, as 
required for application of Theorem 5.2.) 
It may be deduced from Theorem 5.2 that there exists a family 
{P,.~},,,~)~ TXo of probability measures on CB(d) such that, for each 
Bore1 measurable, p(t)(da db) dt integrable function cp we have 
Wbj- d t, a, b) p,. ,(da) 
is Bore1 measurable and 
cp(t, a, b) p(tNda db) d 
x J 1 
cP(t, a, b) p,,,(da) (.%At))(db) 
I 
dt. (5.3 1 
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A further application fTheorem 5.2, in which b!(t) replaces p(t) in the 
foregoing arguments, yields a family {v,, b} ,L bIE Txd of probability 
measures on Z,(g) such that, for each Bore1 measurable, v(t)(db dc) dr 
integrable function rp we have 
is Bore1 measurable and 
J [I cp(t, 6, c) v(t)(db dc) dt 7 ax% 1 
dt, b, c) v,, ddc) C%v(t))(db) 1 dt. (5.4) 
Now, define yE &?( T, d x B x %) to be 
for all II/EC(&X~X%?). 
Let cp E C(%? x %‘) and set $(a, b, c) := cp(b, c). Since pl, bis a probability 
measure and pg~c(t) = pav(t) a.e. in T it follows, inview of (5.4), that, a.e. 
in T, 
(v(t), ti >= .c, {i, cp(b, cl v , ,(dc)} (%v(t))(db) 
= J db, cl v(t)(db dc). ;PxB 
Thus, we have shown that 9& xv~(t) = v(t) a.e. in T. Likewise we deduce 
from (5.3) that 9& x ay(t) = p(t) a.e. in T. The element 1’ E,&( T, JZI x 98 x 97) 
we have constructed then has the desired projection properties. Accord- 
ingly, the proof is complete. 
With the help of this lemma let us now prove that, given a strongly 
relaxed control, we can construct a relaxed control for the reduced 
problem. 
PROPOSITION 5.1. Let (x, p) be an admissible strongly relaxed process for 
(P). Then there exists fi E A?, a relaxed control for the reduced problem, such 
that ( Yx, 8) is an admissible relaxed process for (RP). 
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Pro@ Let 1:= Yx. We want to construct 6 E ,k such that 
i(t)= [ f(r, i(t), i)jqt)(dt) a.e. in [0, 01, 
where i= (iPk, . . . . F,, . . . . i,\,). Suppose that, for all ie { 0, 1, . . . . N - I ) and 
a.a. TV [0, 01, <%,+, .,,,, jPkb(t)=p(li(t)) and, a.e. in [0, 1 - N6]. 
Y,,.Vmm,, .., ,8Pkk(r)=p(J,v(r)). Then we would have, for all i=O, 1, . . . . N 
and a.a. TV [O. 01, 
.G;(r)=.t(&(t)) 
= f(~j(f), MAi(t r) p(ii(t))(dr) 
= 1 f;( t, Z(t), F)fi( t)(dF). 
In order to construct ji E ,,&? satisfying these relations, let E, := [0, i0] for 
all iE { 1, . . . . N+l) anddefinecrE..~(E,.+,,akf’) by 
a(t) := 
i 
P(f) if tE[O,l] 
%.k.o I.... ,-,A-@ if fG(l. #I].  1 
Note that, a.e. in E,, Yopo. , ..., k-,a(t)=9,.2 ,,,,. a(t+e). 
Now, for all t E E,, let p,(t):=a(t+ti) and v,(t):=a(t), so that p,, 
v, EA’(E,,, @=+-I) and %.2 ,._.. k~l(f)=%,l k-I~fl(t) a.e. in -L. BY 
Lemma 5.1, there exists 7, E&K(E,, Qkf’) such that, a.e. in E,., 
91. I ,..., k~fl(r) =cl,(t) and &:.2 ,_.., k+ ,r,(t) = v,(t). 
Set now, for all t E E,,- , , p?(t) :=a(t+28) and vz(t) :=7,(t), so that 
p2~~M(E,v-,, Qk+‘), v,EA’(E,~,, Qkt2) and, a.e. in E,.- ,. 
% 2. .._ kp2tr) = 8, 2. katr + 20) 
=%,l....,k-,a(f+o) 
=%, I kL,p,tr) 
= %. I. .._ k - I \‘2ff 1. 
Again by Lemma 5.1, there exists yz E ./I( E, , , Qk + 3, such that, a.e. in 
EN-L? % .,,...a kY2(t)=df) and q.2 ,..., k+2Y2(f)=V2(t). 
Similarly, for i = 3, 4, . . . . N and all t E E,- ,+ , we let p,(t) := a(t + id) and 
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\vi(t) :=I);-,(t) and construct ~i~Ufl(EN-i+,, Qkfi+‘) such that, a.e. in 
E .v-i+l, %,I ,_... k~i(t)=~i(t) and e:,z ._.., k+;~i(t)=l~i(t). 
By construction it follows that, for all i= 0, 1, . . . . N and a.e. in 
E, = CO, 01, 
g? ~,~+I,...,k+i~N(f)=Cl(f+(N-i)e)~ 
Now, for all t E [0,19], set 
btr) := p~+k. N+k- I. ._., O1’df), 
Hence, fi E &‘( [0, (!I], QN+k+ ‘) = &? and, writing the components of 
i~lP+~+’ as (ipk ,..., i0,..., i ,,), we see that, a.e. in [0, 01 and for all 
i=o, 1, . . . . N- 1, 
$? 
r,r-I..... i-kb(t)=%-~.N-i+l . .._ hi-i+kYN(‘) 
= c(( t + it?) 
=P(ni(t)), 
and, a.e. in [0, 1 - Ne], 
%‘,N-l ,.._,I M-kbtt)=% ,I..... kYn(t) 
=x(t+Ne) 
= An,(t)). 
We are now in a position to prove the properness of the strongly relaxed 
problem. 
THEOREM 5.3. ( PXmrelaxed) is a proper relaxation of ( Poriginal). 
Proof: Let us denote by &* the set of strongly relaxed controls for (P) 
and by “Zs the set of measurable functions ii= (u,, ur, . . . . uk) mapping T to 
RmCkf’) and satisfying ii(t) E Qk+’ a.e. in T together with the compatibility 
conditions (5.1). By analogy with the proof of Theorem 3.1, we denote by 
9?(ss) and 9?(&$) the reachable sets for (Poriginal) in terms of %$ and for 
(Pr-relaxed )Y respectively. The result will follow if we prove that W(as) is 
dense in &‘(k’~). 
Let (x, ,u) be an admissible strongly relaxed process o that x( 1) E W(J?~). 
Let E > 0 and set i := Yx. By Proposition 5.1, there xists @E &, a relaxed 
control for the reduced problem, such that (i, fi) is an admissible r laxed 
process for (RP). Applying Theorem 3.1, there exists (2, ti), an admissible 
ordinary process for (RP), such that /i(e)-.2(0)( <E. Setting z:= Yy-‘5, 
u := @-Ifi, and u,(t) := u(t - $9) for all IE T and in (0, 1, . . . . k}, we obtain 
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an admissible ordinary process (z, ~4~~ u,, . . . . uk) for ( Por,gina,), so that 
Z( 1) E 9?(as), and it satisfies Iz(1) - x( 1 )I < E. This completes the proof. 
6. AN EXAMPLE 
One immediate consequence of Theorem 5.3 is that, for one delay 
systems, (P w-relaxed ) provides a proper extension of ( Por,gina,) since, for this 
case, the sets of weakly and strongly relaxed controls coincide. In this 
section we shall give an example to illustrate that this may not be the case 
for systems with more than one delay. 
Suppose we are given a number 0 < 8 6 l/2 and a continuous function 
h: R3 -+ R such that k( 1, 1,0) = h(0, 0, 1) = 0 and h(u, c, W) > 0 otherwise. 
Set again T := [0, 11 and consider the problem of minimizing s,( 1) subject 
to 
-~,cr)=(~Y~(t)-t/2)2+h(u(t),U(t-e),14(t-2e)) a. . in T 
&Jr) = u(r) 
r,(o)=x,(o)=o 
U(t)E [O, 11 a.e. in [ -28, 11. 
Let ~(t):=(1/2)6,,,,.,,+(1/2)6,,.,,,,. Since 
for i = 1. 2, t E [0, 11, p is a weakly relaxed control. The associated state 
trajectory isgiven by (X,(Z), -u,(f)) = (t/2,0) for all t E T. and the corre- 
sponding cost is zero. Since the cost cannot be negative, we have shown that 
MN P ,c-relaxed 1 = 0. 
Now, suppose that. (yO, .v,, a) is any admissible strongly relaxed process 
with cost zero. This is only possible if )‘Jt) = t;‘2, t E T, and the support of 
cr( t ) is contained in ( 1, I,0 ) u { 0, 0, 1 } a.e. in T. This last condition means 
that there xists a measurable function x: T + T such that 
4t)=@-(t)d( I.,. o,+(1-4t))6,0.0.,, a.e. in T. 
However, since ye(t) = r/2, it follows from the dynamics that 
1/2=C((t)X1+(l-C4t))XO a.e. in T 
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and so z(t) = l/2. Thus, a(t) must be equal to p(t) a.e. in T. Now, note that 
p does not satisfy the “strong” compatibility condition, since 
Hence, since ( Psmrelaxed ) has a solution and admissible strongly relaxed 
processes define admissible weakly relaxed processes, it follows that 
Min( Lelaxed) > MWLelaxed. 
But problem (P,s-relaxed) is an extension of problem (Poriginrrl). SO, 
WPorigina~) 2 MW r-relaxed) > Min(P,,.~,,,,,,, ). 
We summarize this result. 
PROPOSITION 6.1. The data for problem (P) can be chosen so that 
(PII.relaxed) is not a proper extfwion Of (Porig,nal). 
7. NONCOMMENSURATE DELAYS 
In Section 5 our search for a relaxation scheme which was proper led us 
to define a relaxed control b to be an element in .X(T, Qk+ ‘) which 
satisfies a compatibility condition reflecting the feature of components of ,u 
that they are delayed versions of a single “control function.” 
The compatibility condition which was devised (see Definition 5.1) can 
be formulated only for problems with commensurate delays, If we are to 
adapt this approach to apply to problems with possibly noncommensurate 
delays then a new kind of compatibility condition is required. One 
possibility isnow explored. 
Take the cone 9 to be 
(PE L’(T, C(@+l )I s, cp(t, 4th -.., 4t - d,)) dt < 0 
for every measurable U: ?-+ Q 
I 
DEFINITION 7.1. We say that a measurable function p from T to the 
space of regular probability measures on the Bore1 sets of ok+’ is a 
,%relaxed control if 
s I dt cp(t, ro, . .rk) /4t)(d~) < 0 T  
for all 9 E 9, where r = (r,, .. . rk). 
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We denote by JZ9 the set of s-relaxed controls and by (Pli++axed) 
problem (P) of Section 1 posed over J%‘~. 
Now, let 4Y denote the set of ordinary controls for (P), regarded as 
elements in L’( T, C(@ + I))*; i.e., the set 9 comprises all the continuous 
linear functionals on L’( r, C(ak+ I)), 
cp + s, cp(t, u(t), “., u(r - e,)) dr 
as u ranges over the set of measurable Sz valued functions on f 
Clearly, % t J&$. Also, since &X9 is expressible as the intersection f a 
family of weak* closed half-spaces, itis a convex and weak* closed subset 
of L’( T, C(SZkf I))*. It follows that 
In the event that the delays are commensurate (with 8,= i8 for 
i = 1) 2, . ..) k), &Q and the set J$ of strongly relaxed controls are related 
according to 
To see this, we take x(.) to be the indicator function on [0, a;), i.e., 
x(t) := 
i 
:, 
if t30 
if t-co, 
and denote by 9?? the set of functions $ E L’( T, C(Qk + ‘)) such that 
for some cp E L’( [0, 1 -I- 83, C(Q’)). 
One readily verifies that 9$ is a subset of 53. Now, take an arbitrary 
element p E J&!~. For every $ E 97 then (p, t,15 ) < 0. However, 9,V is a linear 
subspace. Consequently, 
This will be recognized as the statement that p belongs to the set J?~, as 
claimed. 
We return to situations where the delays are possibly noncommensurate. 
The following proposition supplies information about the relationship 
between the set of g-relaxed controls and the set of ordinary controls Q. 
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PR~P~SITI~N 7.1. The set of S-relaxed controls coincides with the 
closure (with respect to the weak* topology on L’(T, C(Qk+‘))*) of the 
convex hull of 02. 
Proof. Write 9?‘I for the polar cone of 9, namely 
~!‘:=(~EL’(T,C’(Q~+‘))*I (p,cp)<Oforallcp~GZ). 
We see that 
However, 24 will be recognized as the polar cone of ??L. An application f
the separation theorem then yields 
22’ = convex cone I,#}. 
(The right side denotes the weak* closure of the convex cone generated by 
42 in L’(T, C(Qk+‘))*.) It follows that 
Mg = convex cone { 4Y) n J%‘( T, SZk + ‘). (7.1) 
However, 
convex hull (42) c.H(T, Qk+‘) 
since 42 c ,K(T, Rk + ‘) and &‘( T, Qk+ ‘) is a (weak*) closed, convex set. 
We deduce that 
convex hull { ~2 ) c J?‘~. 
It remains to verify the reverse inclusion. Suppose in contraposition that 
there xists p E MP such that 
p 4 convex hull { 22 }. 
By (7.1), there exists a generalized sequence {s&),~~ of points in convex 
cone (%}, where each 9 is expressible as a finite linear combination 
xy!, CL’~$~ of elements p&i in 3! with non-negative coefficients aEi
(i = 1, . . . . N”), such that p = lim, 9, where the limit of the generalized 
sequence is taken with respect o the weak* topology. 
Now take I( ., .. . . .)= 1, regarded as an element in L’(T, C(Qk+‘)). By 
considering the weak* continuous functional v -+ (1, V) and noting that 
(1, V) = 1 for \I in “2 or -aP,, we deduce that 
lip C aEi = 1. (7.2 )
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By the strict separation theorem, there xist cp E L’( T, C(@ + I)) and d > 0 
such that, for all v E a??/, 
(cp,P)<(cp,~v)-~. 
Now, the generalized sequence 
in R has limit 0. In view of this fact and (7.2) we may choose 
that 
(7.3) 
cc, E8 such 
But by (7.3), 
It follows from this contradiction that 
L Ul, c convex hull (+I/ ) 
and the proof is complete. 
It is unknown whether replacing the admissible ordinary controls by the 
g-relaxed controls provides a proper extension of problem (P) in general. 
However, with the help of Proposition 7.1 we are able to establish proper- 
ness in at least one important special case. Consider the class of problems 
(Q), characterized by a linear cost function and dynamics which are 
separable in the x and (u,, .. . . uk) variables and affme in their s 
dependence, namely, to minimize q . .Y( 1) subject to 
.~(t)=A(t)X(t)+g(t,u(t),...,U(t-eek)) 
x(O)=< 
U(l)ER a.e. in C-e,, 11. 
We impose the hypotheses of Section 1 on the data of (Q) regarded as a 
special case of problem (P). Problem (Q) posed over ordinary controls is 
denoted (Qorigrnal) and (Q) posed over Q-relaxed controls is denoted 
(Qtl-re,axed 1. 
PROPOSITION 7.2. (Qp.-re,axed ) is a proper estension sf ( Qorlelnal). 
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Proof: As earlier remarked, 
Inf(Qoriginal) 2 Min(Qg-re,axed ). 
Let p be a minimizer for (QYerelaxed ). Denote by c(v) the cost of a control 
v (ordinary or g-relaxed). To prove the proposition itsuffices toexhibit a
sequence {v’} of ordinary controls such that 
liy+s:p c( 11’) d C(P) ( = Min(Qg.relaxed 1). (7.4) 
By Proposition 7.1, p is expressible as a limit 
for some sequence {pi}, each member of which is expressible as a convex 
combination x,“I, or>.p:. of elements pi, associated with ordinary controls. 
(We can consider ordinary sequences here because the weak* topology on 
L’(T, c(Qk+‘))* relative tothe norm-bounded set J?~ is metrizable.) For
each i we choose an ordinary control vim {p\} such that 
c(v’) = Min{c(pL’,) 1 j= 1, . . . . N’). 
It is easy to deduce from the special structure ofthe system dynamics and 
cost function in problem (Q) that 
c( vi) < c($). 
But $+p and c(.) is continuous (with respect to the weak* topology on 
the space L’(T, C(@“))*.) The relationship (7.4) follows and properness 
of the extension (QPmrelaxed) is established. 
Our aim in this ection has been to provide a proper relaxation scheme, 
applicable to problems with noncommensurate delays, by adopting as 
relaxed controls a subset of the conventional C*(@+ ‘) valued relaxed 
controls, comprising elements atisfying a family of linear inequality con- 
straints. Proposition 7.2 represents a first step in this direction. It would be 
of interest toknow wheter G&relaxation isproper for a broader class of 
problems than (Q), and if the conditions defining membership of J& can 
be replaced by inequality/equality constraints ofa more verifiable nature 
(as in the case for problems with commensurate delays). 
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