Mel-filterbank energies is a key feature that is widely employed in automatic speech recognition(ASR) system. It arises from a sub-band spectrum typically. But when the noise exists in the background, Mel-filterbank energies can not be easy to estimated accurately. In this paper, the fact that the trajectories of not only "traditional" log Mel-filterbank energies, but also its delta parameters can be influenced by noise will be theoretically analyzed. As a result, log Mel-filterbank energies and their delta parameters can not be calculated correctly. In this paper, we propose to remove those severely contaminated Mel-filterbank features and only keep those variations which perform better in the speech remained. We demonstrate the effectiveness of this novel operation through speech recognition experiments conducted on the Aurora-2 database.
Introduction
It is widely known that changes in speech inputs over time is sensitive for human auditory system [1] , and a certain extent of spectral conflict is essential for a robust speech recognition system [2] . Many discoveries from auditory aesthesia experiments also prove that procedures of continuous spectral conflict is able to help disambiguate co-articulated speech [3] . [4] presented that removing the natural time-varying spectral varieties over the duration of a vowel leaded to much lower American English vowels recognition accuracy.
In contrast situations, background noise always results in a decline in changing varieties in speech signals. For even ordinary hearing listeners, severe decline in dynamic varieties results in uncertain segmentation, and this will add difficulties in parsing the speech signal [5] . However, it has been shown that in multiple situations the auditory system has flexibility serving not only to emphasize current reaching element of the signal but also to strengthen the sphere of the signal undergoing spectro-temporal varieties [6] . Besides, there is a valid proof that clearly strengthening the dynamic change will be helpful to recognize speech signal [7] .
Mel-Frequency Cepstral Coefficients (MFCCs) [8] , derived from short-time spectral energies in a condensed sphere, are widely used in many Automatic Speech Recognition (ASR) systems. MFCCs are derived from log scaled mel-filterbank (MFB) energies. However, when background noise exists, the dynamic varieties in spectral energies will be widely weaken. In figure 1 and figure 2 , the first row and second row show the clean speech and noisy speech waveforms, contaminated by babble and car noise (5 dB signal-to-noise ratio, SNR) respectively. The third row and fourth row show the first-channel log MFB trajectory (or contour) of clean speech and noisy speech respectively. The fifth and sixth rows show the 21st log MFB trajectory (or contour) of clean speech and noisy speech respectively. In contrast of the short-distance speech, the floor level of the log MFB trajectory for remote speech is advanced and the valleys are hidden by noise energy. While spectral varieties in close-distance talk over time are much more clear, they get into fuzzy for noisy speech because of the noise influence. Therefore, traditional log MFB energies and MFCCs usually import unwanted mispair between comparatively clean speech (used for training) and noisy speech (used for testing), owing to the background noise. This leads to a serious decline of ASR performance. On the other hand, the trajectories of different log Mel-filterbank energies show different dynamic changes, as shown in the first and 21st Mel-filterbanks. In this paper, we use log MFB energy features as the front-ends of speech recognition systems, and we raise the problem of the mismatch of log MFB energy features when background noise exists. More explicitly, this paper analyses systematically the influence of the noise on the trajectories of traditional log MFB energies and its delta parameters, resulting in failure of describing speech changes, and thus reduce the speech recognition accuracy in low SNR situations. We then plan to get rid of the log Mel-filterbank features which could no longer describe the changes in the speech (with low dynamic varieties). By dislodging the log MFB energies with low dynamic varieties, only the log MFB features which show better exhibitions of the variations in the speech are kept. In this way the discriminative powers of log MFB features are expected to be strengthened. We conducted our experiments on Aurora-2 database [9] in different training and test situations. The results show the effectiveness of our method. The remainder of this paper is as follows: Section 2 analyzes the resulting mismatch between clean and noisy conditions owing to traditional log MFB energy estimation theoretically. Section 3 presents a new method to delete some log MFB energy feature with a low spectral, and describes the HMM adaption. Section 4 presents our experiments on Aurora-2 databases in details and analyzes the results. Conclusions are given in Section 5.
Log-energy Estimation Mismatch between Clean and Noisy Conditions
Let s(i), n(i) and x(i), respectively, be the clean speech, additive noise, and observed noisy speech signals. We express the distortion of noisy speech as
After the short-time Fourier Transformation (STFT), in frequency domain it can be
Here k is the frequency bin index and l is the frame index. The log mel-filterbank energy of noisy speech at the l-th frame is computed by
where W m is the weight of the m-th filterbank, as shown in Figure 3 . M s and M t are the beginning and end of frequency bins of the m-th filterbank. |S(k,l)| 2 is the energy of k-th frequency bin at frame l. Here we assume that the clean speech and noise are statistically independent.
The dynamic changes of log mel-filterbank energy can be computed as the difference between the log mel-filterbank energy of noisy speech at frame l and the subsequent one (e.g., atframe l+p, p > 0). 
Where the assumption of this approximation is that the noise energy can keep nearly stable over time, i.e.,
. (7) Formula (6) suggests that the existing of noise leads to the reduce of the dynamic change in log-energy, and it will become lower when the noise energy increases. When | ( , )| 2 = 0 (i.e., nonspeech segments) and | ( , + )| 2 > 0 (i.e., speech segments), according to (6) the dynamic change in log-energy from non-speech segments to speech segments can be decreased to
where
and
indicates the SNR at frame l + k. The transition from speech (at frame l) to non-speech (at frame l+k) segments, Eq. (5) can be reduced to 
It is stated in above equations that the dynamic change is shrank by the presence of noise. As shown in the figure 1 and 2 , the influence of reducing of the dynamic change can be clearly observed. When the noise plays a leading role, i.e.,
Eq. (5) shrinks to log(En(m,l+p)=En(m,l)). In this case, dynamic changes in the noisy speech signals over time uncover dynamic changes in the noise rather than in the speech. In Figures 1 and 2 , the fourth and sixth rows illustrate this problem, highlighted in the first and last 50 frames. In conclusion, with the existence of background noise the traditional static log Mel-filterbank energy and its dynamic features (i.e., the delta and acceleration log-energy features) no longer reflect the variations in the speech signal very well.
There will be a mismatch between noisy speech and relatively clean speech if they were inputted into an ASR system, leading to a degrade to the performance of ASR.
Proposed Mel-filterbank Removal

Mel-filterbank removal
In consideration of two facts, we proposed to delete those severely contaminated Melfilterbank energies: (1) outputs of log MFB are sub-band based, thus, with in some particular sub-bands, it can capture dynamic variations in the speech signals over time; (2) log MFB can produce wider change ranges across time. Compared with smaller ones, log MFB can reflect dynamic variations in the speech signals better. Therefore, based on the consideration the log MFB outputs of a particular filter bank may have greater energy than those of other filter banks, we select the log MFB outputs with larger dynamic changes and remove those log MFB with less dynamic changes, as is shown in Figure 3 . The dynamic change in their log MFB values for the j-th filter bank is defined by
where Emax(j) and EN(j) are the maximum values of the jth log MFB outputs along the frames of the utterance and the estimated noise log MFB value, respectively. EN(j) is estimated by the mean of the j-th log MFB outputs over the first non-speech frames [1] . In this paper the first 15 frames are used to estimate EN (j) in our experiments.
Though traditional speech recognition systems usually employ the entire Mel-filterbanks energies, we plan to choose a number of robust ones with larger dynamic changes and delete some seriously contaminated ones by the background noise with less dynamic changes. This technique can be regarded as a type of "missing feature theory" [10] , which accepts reliable log MFB outputs. In this case the missing feature masks (or confidence measures) are derived from Eq. (16). When the test speech utterance is decoded, the acoustic models (trained using Hidden Markov Models (HMM) in this paper) are changed accordingly. More specifically, the new HMMs are generated by deleting the corresponding log MFB features.
Experimental Results
In order to estimate the proposed methods with different types of noises, we conducted experiments on Aurora 2.0 [9] , which includes two training sets and three testing sets. The two training sets are clean speech and noisy speech respectively, while the clean set consists of clean speech only. For the testing set A, the noise of the speech is same as those in the training set. On the contrary, testing set B is composed of speech with unmatched additive noise. And testing set C consists of speech with partially matched additive noise and non-matched convolutional noise. The "baseline" feature vector is composed of 48 parameters (23 log MFB outputs and a log-energy and their delta parameters). The digits are modeled as whole word HMMs with 16 states per word (according to 18 states in HTK notation with 2 dummy states at beginning and end). Simple left-to-right models without skips over states (3 Gaussian mixtures per state) are used. Table 1 shows the recognition performance of different methods on the multi-trainset. The proposed methods have two following configurations.
• proposed (10 Mel-filterbanks): keep the log MFB features with the first 10 largest dynamic values and remove the others;
• proposed (20 Mel-filterbanks): keep the log MFB features with the first 20 largest dynamic values and remove the others;. The experimental results for each noise type were averaged over all SNR levels (including clean, 20 dB, 15 dB, 10 dB, 5 dB, 0 dB, and -5 dB). It can be seen from Table 1 that employing the speech enhancement method ("LSA" [11] ) and advanced front-end [9] ("AFE") is beneficial for improving the recognition accuracy on the average; however, their contributions are limited. The proposed method with 10 Mel-filterbanks remained performs not well mainly because too many features are neglected. Our method with 20 Mel-filterbanks achieves better recognition performance in average by employing the method (referred LSA and AFE above), especially for the noise in the car, airport and station. This obviously proved the robustness of our approach.
Conclusions
The log MFB energies and its delta parameters are discriminative features for good performance of ASR systems. With the background noise, these parameters may result in intense distortions, reducing their recognition ability, or even seriously reducing performance, especially in the low SNR condition. In this paper, we analyzed the influence of background noise on the trajectories of the conventional log MFB energies and its delta parameter in the theory. Based on this, we proposed to remove the log MFB energies with less dynamic changes, which could alleviate the mismatch between clean speech and noisy speech. The effectiveness of the proposed log-energy and its corresponding delta parameters was demonstrated on the Aurora-2 continuous digit recognition task. Although the current implementation is in the log MFB domain, the proposed schemes can be further applied in the root power domain [12] .
