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ABSTRACT
Estimating the temperature and mass of dust in high-z galaxies is essential for dis-
cussions of the origin of dust in the early Universe. However, this suffers from limited
sampling of the infrared spectral-energy distribution. Here we present an algorithm
for deriving the temperature and mass of dust in a galaxy, assuming dust to be in ra-
diative equilibrium. We formulate the algorithm for three geometries: a thin spherical
shell, a homogeneous sphere, and a clumpy sphere. We also discuss effects of the mass
absorption coefficients of dust at ultraviolet and infrared wavelengths, κUV and κIR,
respectively. As an example, we apply the algorithm to a normal, dusty star-forming
galaxy at z = 7.5, A1689zD1, for which three data points in the dust continuum are
available. Using κUV = 5.0 × 104 cm2 g−1 and κIR = 30(λ/100µm)−β cm2 g−1 with
β = 2.0, we obtain dust temperatures of 38–70 K and masses of 106.5−7.3 M⊙ for the
three geometries considered. We obtain similar temperatures and masses from just a
single data point in the dust continuum, suggesting the usefulness of the algorithm
for high-z galaxies with limited infrared observations. In the clumpy-sphere case, the
temperature becomes equal to that of the usual modified black-body fit, because an
additional parameter describing the clumpiness works as an adjuster. The best-fit
clumpiness parameter is ξcl = 0.1, corresponding to ∼ 10% of the volume filling factor
of the clumps in this high-z galaxy if the clump size is ∼ 10 pc, similar to that of giant
molecular clouds in the local Universe.
Key words: dust, extinction — galaxies: high-redshift — galaxies: individual
(A1689zD1) — galaxies: ISM — radiative transfer
1 INTRODUCTION
Solid particles in interstellar space–called “cosmic dust”–are
ubiquitous. Even in the era of the first objects in the Uni-
verse, dust grains may exist if the first objects were mas-
sive stars that ended as supernovae that produced such
grains (Nozawa et al. 2003). Observationally, infrared (IR)
thermal emission from dust has already been detected from
star-forming galaxies in the early Universe at redshifts z >
7 (Watson et al. 2015; Laporte et al. 2017; Tamura et al.
2018; Hashimoto et al. 2019).1 The estimated mass of dust
⋆ E-mail: akinoue@aoni.waseda.jp (AKI)
1 We restrict our discussion to the dust in star-forming galaxies,
not in QSOs.
in these galaxies is as large as ∼ 106−7 M⊙ , and the dust-
to-stellar mass ratio reaches ∼ 10−2, which is an order of
magnitude larger than the median value for local galaxies
(Calura et al. 2017). Such large amounts of dust require ef-
ficient growth of the dust mass in dense clouds in the in-
terstellar medium (ISM), because of insufficient dust pro-
duction by supernovae, which is the unique path for stellar
dust production at the early times before asymptotic gi-
ant branch stars appear (e.g. Micha lowski 2015). On the
other hand, many high-z galaxies have not yet been de-
tected in the IR dust continuum, indicating that they con-
tain significantly less dusty than their dusty counterparts.
For example, Hashimoto et al. (2018) reported a dust-to-
stellar mass ratio of < 10−4 in a z = 9.11 galaxy, more than
an order of magnitude smaller than the local median value
© 2019 The Authors
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(Calura et al. 2017). Thus, there seems to be a large diver-
sity in the amounts of dust in high-z galaxies.
However, the estimated dust mass in high-z galaxies
may suffer from large uncertainties because of the unknown
dust temperature–which is required to obtain the mass–
in addition to large uncertainties in the IR emissivity of
the dust. Even for the detected galaxies, only one or two
data points are available in the IR, except for sufficiently
bright sub-millimetre galaxies for which the IR spectral
energy distribution (SED) is well sampled (Riechers et al.
2013; Marrone et al. 2018). It is difficult to determine the
temperature from the sparse data points available for the
SEDs of normal dusty galaxies (e.g. Capak et al. 2015;
Watson et al. 2015). Therefore, a temperature of 40–50 K
has often been assumed in the literature (Tamura et al.
2018; Hashimoto et al. 2018, 2019). This choice is based on
observations of such a high dust temperature found in low-
z galaxies which have properties similar to the high-z ones
(Faisst et al. 2017). This is in contrast to local galaxies like
the Milky Way, for which the dust temperature is typically
16–18 K (e.g. Okumura et al. 1996).
A possible solution to this problem is to use IR SED
templates. A number of empirical or theoretical templates
for the SEDs due to IR dust emission have been proposed
to date (e.g. Chary & Elbaz 2001; Totani & Takeuchi 2002;
Dale & Helou 2002; Draine & Li 2007; Rieke et al. 2009;
Casey 2012; Dale et al. 2014). The simplest models have
only a single parameter, such as the total IR luminosity or
the dust temperature. The IR luminosity can be equated to
the ultraviolet (UV)-to-optical luminosity absorbed by the
dust, which in turn can be estimated from UV-to-optical
SED fits, or more simply from UV spectral slopes. How-
ever, the latter approach suffers from the large uncertainty
of the so-called “IRX-β relation”2 (e.g. Meurer et al. 1999;
Buat et al. 2005; Takeuchi et al. 2012; Faisst et al. 2017).
Even using SED fitting codes like magphys (da Cunha et al.
2008) or cigale (Boquien et al. 2019), in which the dust
absorption and emission are treated in a self-consistent way,
the limited sampling of the IR SEDs presents difficulties
for high-z galaxies. Hirashita et al. (2017) examined the en-
tire SED including an upper limit at a sub-mm wavelength
of Himiko (Ouchi et al. 2009), which yielded only an upper
limit to the dust mass as a function of dust temperature.
Any methods based on IR SED templates necessarily
rely on the applicability of those templates to the sample
galaxies. However, for high-z galaxies, the IR SEDs have
not yet been explored in detail. Casey et al. (2018) reported
a good empirical correlation from z ∼ 0 to z ∼ 5 between
the peak wavelength of the IR SED (or, equivalently, the
dust temperature) and the total IR luminosity. This may
support the applicability of IR SED templates constructed
in the local Universe to high-z galaxies. On the other hand,
a different situation has been found in the latest numeri-
cal simulations that predict the IR SEDs of high-z galax-
ies (Narayanan et al. 2018; Behrens et al. 2018; Arata et al.
2019; Ma et al. 2019; Liang et al. 2019). For galaxies at
z > 6, Ma et al. (2019) predict a systematically shorter
2 IRX stands for InfraRed eXcess and is defined as the luminosity
ratio of IR to UV. β is the spectral index of the flux density and
is defined as Fλ ∝ λβ .
peak wavelength for a given luminosity than that found by
Casey et al. (2018). Arata et al. (2019) found the same re-
sult in terms of the dust temperature–IR luminosity relation.
These results caution us against applying empirical low-z IR
SED templates uncritically to very high-z galaxies.
Here we propose another way to estimate the dust tem-
perature and mass: a radiative-equilibrium method. The IR
luminosity of the dust originates from the luminosity it ab-
sorbs. If we know the absorbed luminosity, radiative equi-
librium determines the thermal-emission temperature of the
dust. Hirashita et al. (2014) employed such an approach to
estimate the temperature and the corresponding mass of
dust by using the observed UV luminosity as well as the
IR upper limit for Himiko (Ouchi et al. 2009). However,
Hirashita et al. (2014) adopted an optically thin and geo-
metrically thin dust-shell geometry in their formulation, and
they did not treat any radiative-transfer effects. In this pa-
per, we expand their approach by taking radiative transfer
into account, and we formulate the algorithm for three ge-
ometries: a geometrically thin spherical shell, a homogeneous
sphere, and a clumpy sphere. Thanks to these simple geome-
tries, we can solve the radiative-transfer equations analyti-
cally (see also Imara et al. 2018). We expect these analytic
formulae to be useful for future applications to a large set of
IR observations of galaxies, and it is also easy to implement
them in SED fitting codes. As an example, we apply our
algorithm to the high-z galaxy A1689zD1 and estimate the
temperature and mass of the dust in this galaxy. We also
discuss briefly the effect of the IR emissivity of the dust on
estimates of the dust temperature and mass.
The rest of this paper is structured as follows: In sec-
tion 2, we present our own observational data from the At-
acama Large Millimetre/submillimetre Array (ALMA) for
the galaxy A1689zD1. The full formulae for our algorithm
are given in section 3. In section 4, we present as an example
the application of the algorithm to A1680zD1, and we com-
pare the results with the common method of estimating the
dust temperature by using a modified black-body fit. The
final section is devoted to a summary of our findings. We
assume the cosmological parameters to be H0 = 70 km s
−1
Mpc−1, Ωm = 0.3, and ΩΛ = 0.7. The definition of the AB
magnitude is found in Oke & Gunn (1983).
2 THE SAMPLE GALAXY
In this paper, we apply our algorithm, described in the
next section, to a dusty star-forming galaxy at z ≃ 7.5,
A1689zD1 (Watson et al. 2015), in order to demonstrate
the validity and usefulness of the algorithm. In this section,
we present detailed information about A1689zD1 and our
ALMA Band 8 observations.
2.1 A normal, dusty star-forming galaxy,
A1689zD1
A1689zD1 was discovered by Bradley et al. (2008) as an ap-
parently bright (m ∼ 25 AB) z > 7 galaxy candidate thanks
to strong gravitational-lensing (the magnification factor is
µGL ≃ 9; Bradley et al. 2008) by the foreground galaxy
cluster, A1689, at z = 0.1832 (Struble & Rood 1999). The
MNRAS 000, 1–16 (2019)
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de-lensed magnitude of this galaxy is m ∼ 27, which cor-
responds to a star-formation rate (SFR) of ∼ 6 M⊙ yr−1,
using Kennicutt’s conversion (Kennicutt 1998). Thus, this
galaxy is much less active than sub-millimetre galaxies
and even Lyman-break galaxies (see Watson et al. 2015).
The galaxy was detected at the wavelength of 1.3 mm in
ALMA Band 6, being the first discovery of dust beyond
z = 7 (Watson et al. 2015). Follow-up ALMA observations in
Band 7 brought another significant continuum detection at
0.87 mm (Knudsen et al. 2017). We have also made follow-
up ALMA observations in Band 8 and have detected the dust
continuum at 0.73 mm, as described in the next subsection.
There are thus three continuum detections of A1689zD1,
making it an ideal galaxy to test our method for estimating
the dust temperature and mass in z > 7 galaxies.
As preparation for the following sections, we here es-
timate the escaping UV luminosity that is transmitted
through the ISM of the galaxy, defined as Lesc
UV
= νUVL
esc
νUV
=
4πd2
L
(c/λobs)Fνobs , where νUV is the UV frequency corre-
sponding to the observing wavelength λobs, Fνobs is the ob-
served (de-lensed) flux density (per unit frequency) at λobs,
dL is the luminosity distance, and c is the speed of light.
The flux density is obtained from the observed magnitude
mH140 = 24.64 ± 0.05 AB (Watson et al. 2015), for which
the corresponding wavelength is ≈ 1600 A˚ in the rest-
frame of the galaxy. Taking into account a conservative red-
shift uncertainty of ±0.4 (a 2σ range, from the report by
Watson et al. 2015) as well as the photometric uncertainty,
we obtain Lesc
UV
= (8.0 ± 1.0) × (9/µGL) × 1043 erg s−1.
In Table 1, we summarise the observational data for
A1689zD1.
2.2 ALMA Band 8 observations
We obtained the ALMA Band 8 observations for A1689zD1
(2016.1.00954.S; PI: A. K. Inoue) in November 2016, using
40 antennas with baseline lengths of 15–704 m in the dual-
polarization setup. The total on-source exposure time was 48
minutes. We used four spectral windows, with bandwidths
of 1.875 GHz, in the Frequency Division Mode with a chan-
nel spacing of 7.8125 MHz. The lower and upper sidebands
covered the contiguous frequency ranges of 393.49–397.16
GHz and 405.55–409.22 GHz, respectively. We used quasar
J1256-0547 for bandpass and flux calibrations and employed
quasar J1312-0424 for phase calibrations. We estimate the
flux-calibration uncertainty to be better than 10%. We re-
duced and calibrated the data using the Common Astron-
omy Software Applications (CASA; McMullin et al. 2007),
pipeline version 4.7.0. We produced images with the CLEAN
task using natural weighting with a 0.5 arcsec taper. With
the CASA task imstat, we estimated the rms level of the
continuum image to be 77 µJy beam−1. The spatial resolu-
tion of the continuum image is 0′′.61×0′′.53 in FWHM with
the beam position angle PA = 65◦.
Figure 1 shows the dust continuum emission detected at
the position of A1689zD1. By spatially integrating the image
using the CASA task imfit with a 2D Gaussian profile, we
estimate the continuum flux density to be 1.67 ± 0.36 mJy.
The apparent (or lensed) beam-deconvolved size is (1.45 ±
0.35)×(0.60±0.18) arcsec2 at PA = 62±11◦. Comparison with
the Band 6 and 7 observations by Watson et al. (2015) and
13:11:29.829.930.030.1
RA (ICRS)
21.0
20.0
19.0
18.0
-1:19:17.0
De
c 
(IC
RS
)
Figure 1. ALMA Band 8 continuum image of A1689zD1. A 0.′′5
taper has been applied. The contours represent −2, 2, 3, 4, and 5σ
flux densities with σ = 77 µJy beam−1. Negative contours are
depicted by dashed lines. The beam size and position angle, as
indicated by the white ellipse in the bottom left corner, are 0.′′61×
0.′′53 and 65◦, respectively.
Knudsen et al. (2017), respectively, shows that the spatial
position and extension of the Band 8 continuum are quite
consistent with those in Bands 6 and 7. Quantitatively, we
have measured the apparent beam-deconvolved size in the
archived Band 7 data to be (1.67±0.23)×(0.51±0.11) arcsec2
at PA = 54 ± 4◦. Thanks to the higher S/N ratio in Band 7,
the uncertainties are smaller than those in Band 8. There
may be two components to the north-east and south-west in
Band 6, as reported by Knudsen et al. (2017). Nevertheless,
in the following sections, we assume for simplicity that the
galaxy is a single sphere. For the radius R of the sphere, we
used the geometric mean of the semi-major and semi-minor
axes of the Band 7 continuum: Ro = 0.
′′46 ± 0.′′06. This
corresponds to a physical scale of R = 0.77± 0.10 × (3/√µGL)
kpc, if we assume symmetric lensing magnification. This size
is quite consistent with the mean effective radius in the rest-
frame UV for z ∼ 6–7 galaxies reported by Kawamata et al.
(2018), given the de-lensed absolute magnitude of the object
(MUV = −20.2).
3 ALGORITHM FOR DETERMINING THE
DUST MASS AND TEMPERATURE
In this section, we describe our algorithm for determining
the temperature and mass of the dust under the assumption
of radiative equilibrium.
3.1 Definitions
First, we define the mean mass absorption coefficient of the
dust grains as
κν ≡
∫
σν(a)n′d(a)da∫
md(a)n′d(a)da
=
3〈a2Qν〉
4s〈a3〉 . (1)
MNRAS 000, 1–16 (2019)
4 A. K. Inoue et al.
Table 1. A summary of the observational properties of A1689zD1.
Basic properties Remarks Reference
RA 13h11m29.96s J2000 NASA NED
Dec −01d19m18.7s J2000 NASA NED
z 7.5 ± 0.2 Lyα break Watson et al. (2015)
mH140 24.64 ± 0.05 AB Watson et al. (2015)
µGL 9 Fiducial value Watson et al. (2015)
Lesc
UV
(8.0 ± 1.0) × 1043 (9/µGL) erg s−1 This work
SFRUV 6.3 M⊙ yr−1 This work
Dust continuum (observed)
λ [mm] Fobsν [mJy] Reference
Band 8 0.728 1.67 ± 0.36 This work
Band 7 0.873 1.33 ± 0.14 Knudsen et al. (2017)
Band 6 1.33 0.56 ± 0.10 Watson et al. (2015)
Size information
Band 8 Band 7 Remarks
a 1.′′45 ± 0.′′35 1.′′67 ± 0.′′23 FWHM along the major axis
b 0.′′60 ± 0.′′18 0.′′51 ± 0.′′11 FWHM along the minor axis
Ro 0.
′′47 ± 0.′′09 0.′′46 ± 0.′′06
√
ab/2 (observed)
R 0.78 ± 0.15 0.77 ± 0.10 (3/√µGL) kpc (proper)
The symbols σν(a) and md(a) are the absorption cross-section
at frequency ν and the mass of a grain with radius a, re-
spectively. The term n′
d
(a)da is the number density of grains
with radii in the range a to a + da; i.e. the size-distribution
function. The total number density of grains is given by
nd =
∫
n′
d
(a)da. For compact spherical grains, the cross-
section becomes σν(a) = πa2Qν (a), where Qν is the absorp-
tion Q-parameter, and the mass becomes md(a) = (4π/3)sa3,
with s being the density of the dust material. For the last ex-
pression, we have introduced the following two averages over
the grain-size distribution: 〈a2Qν〉 =
∫
a2Qν(a)n′d(a)da/nd
and 〈a3〉 =
∫
a3n′
d
(a)da/nd . Figure A1 shows examples of
κ as a function of wavelength for some dust models.
Next, we define the dust temperature, which we dis-
cuss in this paper. If we neglect self-absorption of the dust
emission, which is reasonable at IR wavelengths on the scale
of a galaxy (but see also Ferrara et al. 2017), the thermal
luminosity of the dust can be expressed as
Lem
d
=
∫ ∫ ∫
4πBν(Td[a])σν(a)n′d(a)dadνdV , (2)
where Bν is the Planck function, with Td(a) being the ra-
diation temperature of grains of radius a, and
∫
dV means
integration over the volume of the galaxy. In general, the
dust temperature depends upon the location or environment
within the galaxy as well as upon the grain size and material.
Dealing with these effects requires solving radiation-transfer
equations in the galaxy, which is a complex task with a num-
ber of degrees of freedom. However, in this paper, we assume
a single dust temperature to represent the distribution of
temperatures of the grains in the galaxy. Fortunately, since
we will deal with rest-frame far-infrared (FIR) observations,
the SED of the galaxy can be approximated very well by
a modified Planck function with a single temperature. The
temperature can be regarded as a luminosity-weighted av-
erage temperature of grains and be biased towards the tem-
perature of rather small and warm grains. In addition, to
make the problem tractable analytically we assume a uni-
form ISM. In this case, equation (2) can be simplified to
Lem
d
= 4πMd
∫
κνBν(Td)dν , (3)
where Md =
∫
(4π/3)s〈a3〉nddV is the total mass of dust in
the galaxy, κν is the mass absorption coefficient defined in
equation (1), and Td is the representative dust temperature
in the galaxy.
Another point to be clarified is that we will discuss the
“intrinsic” dust radiation temperature, including the cosmic
microwave background (CMB) heating, which depends upon
the redshift. This is different from the temperature corrected
for CMB heating, which would be observed if the galaxy were
located at z = 0 (da Cunha et al. 2013).
3.2 Radiative equilibrium and temperature
The radiative equilibrium of the dust grains can be expressed
as
Lem
d
(Td) = Labs∗ + LabsCMB , (4)
where Labs∗ is the stellar luminosity absorbed by the dust
grains, and Labs
CMB
is the CMB luminosity absorbed by the
dust grains. The luminosity emitted by the dust, Lem
d
, is
given by equation (3). For the specific emissivity κν in the IR
(i.e. the mass absorption coefficient), we employ the approx-
imation κν = κIR,0(ν/ν0)β, where β is the emissivity index,
and κIR,0 is the pivot emissivity at the frequency ν0. Then
we obtain analytically
Lem
d
= CκIR,0MdT
β+4
d
, (5)
MNRAS 000, 1–16 (2019)
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and
C =
8πk
β+4
B
c2ν
β
0
hβ+3
ζ (β + 4)Γ(β + 4) , (6)
where h is Planck’s constant, c is the speed of light in the
vacuum, kB is Boltzmann’s constant, ζ is the Zeta function,
and Γ is the Gamma function. The absorbed CMB luminos-
ity is also given by equation (5) if Td is replaced by the CMB
temperature TCMB: L
abs
CMB
= CκIR,0MdT
β+4
CMB
. Again, we have
assumed the medium to be optically thin for the CMB radi-
ation. Substituting equation (5) into equation (4), we obtain
Td =
(
Labs∗
CκIR,0Md
+ T
β+4
CMB
) 1
β+4
. (7)
3.3 Effective optical depth and escape probability
We assume that the stellar radiation energy is dominated by
UV radiation, which is reasonable in star-forming galaxies
observed at high-z. We also assume that the intrinsic UV
luminosity is equal to the sum of the escaping (i.e. observed)
UV luminosity Lesc
UV
and the stellar luminosity absorbed by
the dust, Labs∗ . Using the escape probability of UV radiation
from a medium, Pesc(τ), where τ is the effective optical depth
of the medium, we can express the absorbed luminosity as
Labs∗ = LescUV
1 − Pesc(τ)
Pesc(τ) . (8)
In the following, we present analytic expressions for the ef-
fective optical depth τ and the escape probability Pesc(τ) for
three simple geometries. Imara et al. (2018) have presented
similar solutions for shell and homogeneous geometries. For
simplicity, we neglect scattering in this paper.
3.3.1 Spherical shell
Consider a uniform thin spherical shell of dust grains that
surrounds radiation sources. The mass of dust is Md, and
the radius of the shell is R. The column density of the dust
mass in the shell is Σd = Md/4πR2, and the optical depth
for UV radiation is τshe = κUVΣd, where κUV is the mean
mass absorption coefficient for the UV (see equation 1 and
section 3.5). We therefore obtain
τshe =
κUVMd
4πR2
. (9)
The escape probability is simply
Psheesc (τ) = e−τ . (10)
3.3.2 Homogeneous sphere
Next, consider a spherical medium in which dust grains
and radiation sources are distributed uniformly. Again, the
dust mass is Md and the radius of the sphere is R. The
UV optical depth of the medium in the radial direction is
τhom = κUVρdR, where ρd is the mass density of the dust,
which is given by ρd = 3Md/4πR3. Therefore we obtain
τhom =
3κUVMd
4πR2
. (11)
Note that τhom is 3 times larger than τshe, because some
grains can be closer to the radiation sources, so the solid
angle they subtend, as seen by the sources, becomes larger
than in the shell case. The escape probability from a homo-
geneous sphere of optical depth τ is given by (e.g. Osterbrock
1989 and Appendix C of Va´rosi & Dwek 1999)
Phomesc (τ) =
3
4τ
{
1 − 1
2τ2
+
(
1
τ
+
1
2τ2
)
e−2τ
}
. (12)
3.3.3 Clumpy sphere: Mega-grain approximation
The “Mega-grain” approximation is an analytical treat-
ment of radiation transfer in a clumpy medium, where the
sizes of the clumps are small compared to the system size
(e.g. Neufeld 1991; Hobson & Padman 1993; Va´rosi & Dwek
1999; Inoue 2005). In this approximation, the clumps can be
regarded as huge dust grains, called “Mega-grains,” which
absorb (and scatter) radiation. In the equations, we can just
replace the usual single-grain opacity with an effective opac-
ity of the clumps.
Consider a spherical medium of radius R that consists of
clumps and the inter-clump medium. We assume the clumps
all to be identical, with radius rcl, and to be distributed uni-
formly throughout the sphere. The radiation sources are also
assumed to be distributed uniformly and not to be correlated
with the distribution of the clumps. Again, we take the total
mass of dust in the system to be Md and the mean mass den-
sity of the dust to be ρd = 3Md/4πR3. We denote the dust
densities in the clumps and in the inter-clump medium by
ρd,cl and ρd,ic, respectively. If the volume fraction of clumps
is fcl, the mean density is ρd = fclρd,cl + (1 − fcl)ρd,ic. If
we define the density contrast between the clumps and the
inter-clump medium to be Ccl = ρd,cl/ρd,ic ≥ 1, then the two
densities become
ρd,cl =
Cclρd
(Ccl − 1) fcl + 1
, (13)
and
ρd,ic =
ρd
(Ccl − 1) fcl + 1
. (14)
In the limiting cases, (1) ρd,cl → ρd/ fcl and ρd,ic → 0 when
Ccl → ∞, and (2) ρd,cl = ρd,ic = ρd when Ccl = 1 (i.e. the
homogeneous sphere case).
In the Mega-grain approximation, the effective optical
depth of the system can be expressed as
τeff = τMG + τic , (15)
where τMG and τic are the Mega-grain optical depth and the
inter-clump optical depth, respectively. The latter is simply
given by τic = κUVρd,icR, where the UV mass absorption
coefficient is κUV. The former is given by τMG = nclσclR,
where the number density of clumps is ncl = (3 fcl)/(4πr3cl),
and the radiation cross-section of a single clump is σcl =
πr2
cl
Qcl, where Qcl is the (absorption) “Q-parameter” for a
single clump. For a spherical clump of radial optical depth
τcl, we find
Qcl =
4τcl
3
Phomesc (τcl) (16)
(Appendix C of Va´rosi & Dwek 1999). The radial optical
MNRAS 000, 1–16 (2019)
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depth of a single clump is
τcl = κUV(ρd,cl − ρd,ic)rcl = τhom
{ (Ccl − 1)ηcl
(Ccl − 1) fcl + 1
}
, (17)
where ηcl = rcl/R. For the limiting cases, (1) τcl →
τhom(ηcl/ fcl) when Ccl → ∞, and (2) τcl = τhom when Ccl = 1.
Note that we must subtract the inter-clump optical depth,
because it is already taken into account in equation (15).
Finally, the effective optical depth (equation 15) be-
comes
τeff = τhom
(Ccl − 1) fclPhomesc (τcl) + 1
(Ccl − 1) fcl + 1
. (18)
In the limiting cases, (1) τeff → τhomPhomesc (τcl) when Ccl →∞,
and (2) τeff = τhom when Ccl = 1 (i.e. for a homogeneous
medium). Since the clump distribution is uniform, the escape
probability from the clumpy sphere is the same as for the
homogeneous case, but with the effective optical depth τeff :
PMGesc = P
hom
esc (τeff ) . (19)
In the following, we consider only the high-contrast limit
(i.e. Ccl ≫ 1). Namely,
τcl ≈ τhomξcl , (20)
where we have introduced the “clumpiness parameter” ξcl =
ηcl/ fcl, and
τeff ≈ τhomPhomesc (τcl) . (21)
For the discussions in section 3.6 below, we note here
some limiting cases for clumpy media described by the
clumpiness parameter ξcl = ηcl/ fcl. Recalling that ηcl = rcl/R,
and introducing the total number of clumps Ncl, we find the
volume filling factor to be fcl = Nclη
3
cl
, and ξcl = 1/(Nclη2cl).
In addition, ηcl ≤ 1/N1/3cl , since fcl ≤ 1 by definition, and
then ξcl ≥ 1/N1/3cl ≥ ηcl. In the limiting case ξcl → 0–namely
Ncl → ∞ and ηcl → 0– we find τcl → 0 and τeff → τhom,
i.e. the homogeneous case. The case ξcl → 0 corresponds
to infinitely many and infinitely compact (and dense, i.e.
Ccl ≫ 1) clumps. This resembles the case of a single clump
= a single grain, i.e. the homogeneous case. In another lim-
iting case, ξcl → ∞–that is, ηcl → 0 but Ncl is still finite–we
find τcl → ∞ and τeff → 0; i.e. there is no dust absorp-
tion. This is a case with few, infinitely compact (and dense)
clumps, and radiation escapes easily from the medium. This
is ultimately an inhomogeneous case. We also consider yet
another case, with τcl = τhomξcl ≫ 1 for a finite ξcl. Recall-
ing that Phomesc (τ) → 3/(4τ) when τ ≫ 1, the effective optical
depth becomes τeff ≈ τhomPhomesc (τcl) ≈ 3/(4ξcl) when τcl ≫ 1.
Therefore, the effective optical depth in a clumpy medium
has a maximum value that is determined by the clumpiness
of the medium, ξcl.
3.4 Determining the temperature and mass of
dust from observations
Under the assumption of a modified black-body spectrum
for the dust emission (i.e. Kirchhoff’s law for an object in
thermal equilibrium), we can write the flux density of the
observed dust emission as
Fobsν =
1 + z
d2
L
Mdκν {Bν(Td) − Bν(TCMB)} , (22)
where z is the redshift and dL is the luminosity distance.
The CMB term in the parenthesis is the correction term for
detection against the CMB in interferometric observations
(da Cunha et al. 2013). The dust mass Md is the normal-
ization of the equation and is determined by the observed
flux density if the dust temperature Td is given. If we have
multiple data at different wavelengths, the temperature can
be determined from them by using an assumed emissivity,
κν . However, Td and Md tend to be degenerate, as we shall
see in section 4.1 below: a higher Td yields a smaller Md.
Therefore, we need as many data points as possible to break
the degeneracy. In particular, a data point at a wavelength
on the Wien side–i.e. below the peak wavelength of the flux
density–is quite important.
Assuming radiative equilibrium provides an alternative
way to break the degeneracy. The luminosity absorbed by the
dust, Labs∗ , is a function of the mass of dust Md, the source
size R, the escaping UV luminosity Lesc
UV
, and the clumpi-
ness parameter ξcl, and by the dust-grain properties (κUV,
κIR,0, ν0, and β). The dust temperature in equation (7) can
therefore be expressed as
Td = f unction(Md, R, LescUV, ξcl) . (23)
Thus, in radiative equilibrium Td and Md are not indepen-
dent but have a one-to-one connection. Comparing the flux
density from equation (22) with observations even in a single
band therefore yields Td and Md simultaneously if we know
R and Lesc
UV
and assume the dust properties and the clumpi-
ness parameter. If there are multiple data points, we may
even constrain the clumpiness parameter in the ISM from
the dust emission.
3.5 Dust-grain properties
In the formulation in this paper, the dust properties affect
the temperature and mass estimates through the mass ab-
sorption coefficient defined by equation (1). Specifically, we
need to choose the values of κUV, κIR,0, and β. Table 2 lists
some values for these parameters from the literature. For
κUV, we consider theoretical dust models with the standard
grain-size distribution for the diffuse ISM in the Milky Way
–MRN size distribution– (Mathis et al. 1977) as well as for
some single-sized cases (see Appendix A). The assumed UV
wavelength range is 0.1–0.3 µm. After reviewing these model
values, we have adopted κUV = 5.0×104 cm2 g−1 as a fiducial
value. For κIR,0 and β, after considering laboratory measure-
ments, theoretical models, and empirical estimates, we have
adopted κIR,0 = 30 cm
2 g−1 and β = 2.0 as our fiducial set.
We discuss the effects of different values of κUV and κIR,0 in
section 4.4. We also consider cases with β = 1 and 1.5 in
section 4.1. In the rest of this subsection, we discuss the IR
mass absorption coefficient, or emissivity, studies, which is
important for the interpretation of IR SED observations.
Many experiments have measured the IR emissivity, κIR,
of dust-grain analogues in the laboratory. We briefly review
these measurements in Appendix B. As shown in Table B1,
the experimental emissivity values are distributed over sev-
eral orders of magnitude. This is partly because the results
are sensitive to the experimental conditions, which are diffi-
cult to control. Although direct comparisons among different
experiments may not be meaningful, we find that there are
general dependencies on crystallinity and temperature. For
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Table 2. Dust properties.
κUV
a κIR,0
b β Remarks/References
(104 cm2 g−1) (cm2 g−1)
Fiducial 5.0 30 2.0
Empirical estimates
DustPedia late spirals — 19+19−9 (2.0)
c Converted from the value at 250 µm; Bianchi et al. (2019) Fig. 5 right
Milky Way Cirrus — 16 ± 3 1.6 Converted from the value at 250 µm; Bianchi et al. (2019) Table 1
M74 — 28–63 (2.0)c Converted from the value at 500 µm; Clark et al. (2019)
M83 — 38–200 (2.0)c Converted from the value at 500 µm; Clark et al. (2019)
Theoretical models
Graphite 8.16 (4.16) 52.0 (51.0) 2.0 MRN (0.1 µm)d ; Draine & Lee (1984)
Astronomical silicate 4.32 (2.43) 33.3 (32.9) 2.0 MRN (0.1 µm)d ; Draine & Lee (1984), Weingartner & Draine (2000)
SiC 7.31 (2.22) 2.1 (2.1) 2.0 MRN (0.1 µm)d ; Laor & Draine (1993)
Amorphous carbon 9.91 (5.52) 54.2 (55.2) 1.4 MRN (0.1 µm)d ; Zubko et al. (1996)
THEMIS 4.45 33.0 1.8 Jones et al. (2017) CM model; Bianchi et al. (2019) Table 1
Laboratory measurements Appendix A
Crystalline silicates — 0.01–30 ∼ 2–5 For 4–24 K
Amorphous silicates — 30–260 ∼ 2–3 For 10–50 K
aUV mass absorption coefficient.
bSpecific emissivity at the wavelength 100 µm.
cThe assumed spectral index.
dIntegrated over the MRN size distribution (Mathis et al. 1977), or for a single size of 0.1 µm.
example, the values of κIR for amorphous materials are about
an order of magnitude larger than those of crystalline mate-
rials. Also, for lower temperatures, κIR tends to be lower. The
index β also depends on crystallinity: amorphous materials
tend to have smaller values of β than crystalline materials,
and β tends to be larger at lower temperatures. Given the
large variation in the measurements and the lack of knowl-
edge about the composition and crystallinity of the actual
dust grains, especially in high-z galaxies, it is difficult at
present to use the laboratory measurements directly. How-
ever, in the future it may be worth considering the temper-
ature dependencies in fitting IR SEDs.
Next, we consider the use of theoretical dust mod-
els. Several models successfully reproduce the extinction
curves and the IR SEDs in the Galaxy and the Magel-
lanic Clouds (e.g. Draine & Lee 1984; Zubko et al. 1996;
Weingartner & Draine 2001; Draine & Li 2007; Jones et al.
2017). These models are based on the complex refractive
index of some kind of dust material and are calculated by
using Mie theory, assuming compact spherical grains with
a given size distribution. In the middle part of Table 2, we
list the IR emissivity values of four theoretical models taken
from the listed references. These values are typically 30–50
cm2 g−1 at the wavelength of 100µm, and they are broadly
consistent with the laboratory data. The index β is expected
to be around 2. However, the actual FIR SEDs of galaxies
often give a smaller value of β, around 1.5. The cause of this
discrepancy is unknown, but the dependence of the temper-
ature distribution on grain size and environment may be one
reason.
Recently, there have been attempts to measure the IR
emissivities empirically in the Galaxy and nearby galaxies
(Clark et al. 2016, 2019; Bianchi et al. 2019). The method
is based on the observed ratio of the surface brightness at
FIR and submillimetre wavelengths to the surface density
of the gas mass in conjunction with measurements of metal-
licity and elemental depletion (i.e. the dust-to-metal ratio).
The emissivity values at 100 µm–converted from those ob-
tained in these papers by assuming β = 2–are listed in the
top part of Table 2. Although the κIR values show signifi-
cant variations in galaxy disks, a typical value is 20–30 cm2
g−1 at 100µm, which is somewhat smaller than for the theo-
retical models. This empirical estimate may provide a good
ansatz for the emissivity averaged over a galaxy-wide scale,
including the effects of variations in the temperature, the
size distributions, and the composition of the dust.
3.6 Overall behaviour
Here we look into the overall behaviour of the radiative-
equilibrium models for the three geometries we consider.
Given the object size R and the escaping UV luminosity
Lesc
UV
(and ξcl for the clumpy geometry), we can solve the
radiative-equilibrium models. Figure 2 (a) shows the UV es-
cape probability Pesc,UV as a function of Md. For the shell
case (the red dotted line), Pesc,UV decreases exponentially
as Md (or equivalently the system optical depth) increases.
The homogeneous-sphere case (the green dashed line) ex-
hibits a slower decline than the shell case: Pesc,UV ∝ 1/Md
for Md → ∞, as expected from equation (12). For the clumpy
cases (the blue solid lines and grey plus-signs), Pesc,UV fol-
lows the trend of the homogeneous case when the clumpi-
ness parameter ξcl and the single-clump optical depth τcl are
small enough, but it deviates from the homogeneous case
and approaches the constant value Phomesc (3/4ξcl) when τcl be-
comes large. These behaviours can be well understood from
the discussion in the last paragraph of section 3.3.3.
Panels (b) and (c) of Figure 2 show Td and the flux
density in Band 7, FνB7 , as functions of Md. As found from
equation (7), Td is mainly determined by the ratio L
abs∗ /Md.
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Figure 2. (a) The UV escape probability Pesc,UV, (b) dust tem-
perature Td, and (c) Band 7 flux density FνB7 , as functions of
the dust mass Md for the A1689zD1 parameters listed in Table 1
(i.e. representative values of Lesc
UV
and R). The red dotted and
green dashed lines represent the spherical shell and homogeneous
sphere cases, respectively. The blue solid lines are clumpy cases,
with the clumpiness parameters log10 ξcl = −3, −2, −1, 0, 1, 2,
and 3 from bottom to top in (a), from top-right to bottom-left
in (b), and from top to bottom in (c). The small grey plus-signs
show sequences with other values of log10 ξcl. In panel (b), the
black long-dashed horizontal line indicates the cosmic microwave-
background temperature at the object redshift (23.25 K), which
sets the lower limit to Td. In panel (c), the horizontal yellow shad-
ing shows the observed Band 7 flux density and its ±1σ range.
These calculations employed the fiducial dust emissivity given in
Table 2 and the lensing magnification µGL = 9.
Figure 3. (a) The UV escape probability Pesc,UV, (b) dust tem-
perature Td, and (c) Band 7 flux density FνB7 in the (Md, ξcl) plane
for the A1689zD1 parameters listed in Table 1 (i.e. representative
values of Lesc
UV
and R). All panels show the contours of Td. In panels
(a) and (c), the dotted line shows the (Md, ξcl) combinations that
give the observed Band 7 flux density, log10(FνB7/mJy) = 0.124.
The green contours in panel (b) show the Band 7 flux density
in mJy in the common logarithmic scale. These calculations em-
ployed the fiducial dust emissivity given in Table 2 and the lensing
magnification µGL = 9.
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The absorbed stellar-radiation energy, Labs∗ , can be approxi-
mated by Labs∗ ∝ 1/Pesc,UV when Pesc,UV is small (see eq. [8]).
For the shell case, we find Labs∗ ∝ eMd according to equa-
tion (10). Therefore, Td increases rapidly as Md increases, as
shown by the red dotted line in panel (b). The correspond-
ing flux FνB7 also increases rapidly, as shown in panel (c).
For the homogeneous case, Labs∗ ∝ Md from equation (12)
when τhom is large. Thus, Td reaches a constant value when
Md is large enough, and FνB7 is linearly proportional to Md,
as shown by the green dashed lines in panels (b) and (c),
respectively.
In clumpy media, Labs∗ follows the homogeneous case for
small Md, but it approaches a constant value determined
by ξcl when Md is sufficiently large, as does Pesc,UV (see
panel [a]). Therefore, Td decreases as Md increases after de-
viating from the homogeneous case, as shown by the blue
solid lines in panel (b). The corresponding flux FνB7 reaches
a constant value, as shown in panel (c). This means that
an infinitely large amount of dust can exist in clumpy me-
dia while a constant continuum flux density is maintained,
which is unphysical. This artefact is caused by the unlim-
ited dust density in clumps in our formulation, allowing us to
hide an infinitely large amount of dust in clumps that do not
produce any UV absorption. In reality, there must be an up-
per limit to the dust density in clumps, which is determined
by– at least–the material density of the dust grains and the
stability of the clumps against their own self-gravity. We
also neglected self-absorption of the dust continuum, which
becomes significant when Md is sufficiently large.
Figure 3 shows the distributions of Pesc,UV, Td, and FνB7
in the (Md, ξcl) plane for the clumpy models. As can be seen
from Figure 2 (c), the two parameters Md and ξcl in the
clumpy models are degenerate when only a single IR obser-
vation is available, while a unique solution for Md can be
found in the shell and homogeneous cases. This is clearly
shown in the two-dimensional plots. Fortunately, the con-
tours (or dependence) of Td and FνB7 are not parallel. If Td
is constrained by the IR SED shape, then, we can deter-
mine Md and ξcl simultaneously. This implies the interesting
possibility of discussing the clumpiness of the ISM by using
spatially unresolved IR SEDs of galaxies.
4 DUST TEMPERATURE AND MASS OF
A1689ZD1
We are now ready to apply our algorithm to determine
the dust temperature Td and mass Md in the high-z galaxy
A1689zD1. To compare Td and Md from our method with
those from the usual method, we first present modified black-
body fits in section 4.1. We then present the shell- and
homogeneous-geometry cases in section 4.2 and the clumpy
cases in section 4.3. In the last section 4.4, we examine the
effects of the mass absorption coefficient κ on the determi-
nation of Td and Md.
4.1 Modified black-body cases
First, we obtained a modified black-body fit to the three
ALMA observations of the IR SED of A1689zD1 listed in
Table 1. We have adopted a two-dimensional χ2 minimiza-
tion method to find the best-fit solution in the (Td, Md) plane.
Figure 4. Results of modified black-body fits to the IR SED of
A1689zD1. (a–c) The best-fit solutions (crosses) and the central
68% (thick solid lines) and 95% (thin solid lines) areas in the
Td–Md plane for the emissivity indices β = 1.0, 1.5, and 2.0. The
dot-dashed lines show the positions of (Td,Md) that provide the
observed Band 7 flux density. (d–f) SEDs for the best-fit solutions
(thick yellow lines) and for those in the central 68% areas of the
(Td,Md) plane (thin gray lines) for β = 1.0, 1.5, and 2.0.
Specifically, we have searched for the point in the (Td, Md)
plane that yields the minimum value of χ2 =
∑3
i=1
(Fexpνi −
Fobsνi )2/σ2νi , where F
exp
νi is the flux density at frequency νi ex-
pected from equation (22), Fobsνi is the observed flux density,
and σνi is its uncertainty, and where both Td and Md are
changed simultaneously. Here, we have assumed the fiducial
dust emissivity given in Table 2. We also consider cases with
the indices β = 1.0 and 1.5.
Figure 4 shows the modified black-body fits, and the
top part of Table 3 gives a summary of the best-fit sets of
Td and Md and their 68% ranges. Since we may not yet have
constrained the peak of the IR SED, Td and its associated
Md still have large uncertainties.
3 The emissivity κIR,0 affects
the estimated Md linearly for fixed Td, whereas the effect of
the emissivity index β is non-linear. From Figure 4, we find
that a smaller β yields a higher Td and a smaller Md. For
a higher Td, the IR SED in the observed Bands 8, 7, and 6
approaches the Rayleigh-Jeans limit, where a larger β gives a
steeper SED slope. For a lower Td, on the other hand, Band 8
comes closer to the SED peak, and the slope among the three
bands becomes shallower. For a given β, Td is determined
3 If we force the spectrum to pass through the flux density mea-
sured in a given band, the uncertainties in both Td and Md become
much smaller (e.g. Hashimoto et al. 2019).
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Table 3.A summary of the derived dust temperatures and masses of A1689zD1 for modified black-body cases and for a shell, homogeneous
sphere, and clumpy medium in radiative equilibrium.
Cases Td [K] (68% range) log10 Md [M⊙] (68% range) log10 ξcl (68% range) log10 LIR [L⊙] (68% range) SFRIR [M⊙ yr−1]
Modified BB, all 3 bands
β = 1 66.0 (50.5–99.8) 6.51 (6.12–6.82) — 11.58 (11.30–12.10) 65
β = 1.5 47.9 (39.1–62.9) 6.91 (6.57–7.21) — 11.38 (11.19–11.69) 41
β = 2 37.7 (31.6–46.5) 7.30 (6.96–7.66) — 11.26 (11.15–11.48) 31
β = 2.0, all 3 bands
Shell 70.3 (65.2–76.7) 6.45 (6.36–6.53) — 12.04 (11.91–12.19) 190
Homogeneous 57.3 (54.7–60.3) 6.69 (6.61–6.75) — 11.74 (11.67–11.82) 93
Clumpy 37.8 (31.5–46.7) 7.29 (6.96–7.67) −0.97 (−1.24–−0.82) 11.24 (11.08–11.48) 30
β = 2.0, only Band 6
Shell 79.6 (71.4–89.6) 6.54 (6.45–6.62) — 12.45 (12.21–12.72) 480
Homogeneous 57.4 (54.8–60.3) 6.82 (6.72–6.90) — 11.88 (11.76–11.99) 130
β = 2.0, only Band 7
Shell 70.5 (65.1–77.1) 6.45 (6.36–6.53) — 12.05 (11.90–12.21) 190
Homogeneous 57.3 (54.7–60.2) 6.68 (6.61–6.75) — 11.74 (11.65–11.82) 93
β = 2.0, only Band 8
Shell 67.0 (61.6–73.1) 6.41 (6.30–6.50) — 11.87 (11.67–12.05) 130
Homogeneous 57.3 (54.6–60.2) 6.61 (6.49–6.71) — 11.66 (11.54–11.77) 78
by the interplay between these two opposite effects. Since a
smaller β makes the SED slope in the Rayleigh-Jeans limit
shallower, a higher Td is favoured by the observed data. For
a larger β, on the other hand, the Rayleigh-Jeans slope is
already steep, and consequently a lower Td is favoured.
In Table 3, top part, the dust IR luminosities for the
best-fit cases, their corresponding 68% ranges, and the SFRs
are also given. We estimated these IR-based SFRs by using
the conversion formula of Kennicutt (1998). Compared to
the UV-based SFR given in Table 1, these IR-based SFRs
are a factor of 5–10 larger in the standard modified black-
body fit. Therefore, the observed UV radiation traces only
a 10–20% of the total SFR in the high-z galaxy, A1689zD1,
and the dominant part of the SFR is obscured by dust.
4.2 Radiative equilibrium cases in the shell and
homogeneous geometries
Here we obtain fits by adopting radiative equilibrium in the
shell and homogeneous spherical geometries. We first show
the results using data from all three bands and then the
results obtained by using single-band data. The resulting
values are summarised in Table 3.
4.2.1 Multi-band fit
As we saw in section 3.3, there is a one-to-one connection be-
tween Td and Md in equation (23) in radiative equilibrium.
We have therefore performed a one-dimensional χ2 mini-
mization to find the best-fit solution for Md that simultane-
ously gives the best-fit Td. We estimated the uncertainties in
the best-fit Md and the corresponding Td by using a Monte
Carlo method to take into account the observational uncer-
tainties in the source radius R as well as in the flux densities.
Specifically, we varied R and the flux densities in each real-
ization, assuming Gaussian distributions with the observed
1σ uncertainties as the standard deviations, and searched
Figure 5. The best-fit solutions (symbols) and central 68% ar-
eas (solid lines) in the Td–Md plane for four models, with the
emissivity index β = 2.0. The black cross and line are the same
modified black-body fit as in Fig. 4 (c). The red triangle and line
are the spherical thin-shell case, the green square and line are the
homogeneous-sphere case, and the blue diamond and line are the
clumpy-sphere case. The black dot-dashed line indicates the Td–
Md relation expected from the observed Band 7 flux density (as
in Fig. 4 [c]). The red short-dashed, green long-dashed, and blue
dotted lines are the tracks expected from radiative equilibrium
for the shell, homogeneous, and clumpy geometries, respectively.
For the dotted line, we adopted the parameter log10 ξcl = −1.0 as
the best-fit solution.
for the ‘best-fit’ Md (and corresponding Td) for that set of
data. We repeated this procedure > 10, 000 times.
Figure 5 shows the fitting results for radiative equilib-
rium. The red and green dashed lines are the values of Td
as a function of Md expected from radiative equilibrium in
the thin spherical shell and the homogeneous sphere, respec-
tively. The slopes of these lines are very different from the
black dot-dashed line obtained from equation (22) with the
Band 7 flux density. Therefore, radiative equilibrium breaks
the Td–Md degeneracy; in other words, it determines Td. As a
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result, the central 68% areas (shown in red and green) in the
(Td, Md) plane become smaller than that obtained from the
modified black-body fit (shown in black). The uncertainties
(i.e. the extensions of the areas) along the Td–Md degener-
acy line (the black dot-dashed line) are determined by the
uncertainty in the source size R, while those perpendicular
to the degeneracy line are determined by the flux-density
uncertainties. This is because a smaller R gives a larger τ,
smaller Pesc, larger L
abs∗ , and eventually higher Td for the
system, and vice versa.
The obtained best-fit temperatures and masses are sum-
marised in the second part of Table 3. The IR luminosities
and corresponding IR-based SFRs are also listed there. In
the shell case, the dust temperature becomes as high as 70 K,
and therefore, the IR luminosity exceeds 1012 L⊙ ; the galaxy
is classified as a Ultra-Luminous Infrared Galaxy (ULIRG).
The corresponding IR-based SFR is as high as ∼ 200 M⊙ .
In the homogeneous sphere case, the dust temperature is
slightly lower than that of the shell case but still about 60 K.
The IR-based SFR is as high as ∼ 100 M⊙ . Therefore, the
UV-traced SFR is only 3–6% of the total one in these cases.
Although such a situation may be a true feature of the high-
z galaxy, A1689zD1, it could also indicate the invalidity of
the assumed simple geometries.
4.2.2 Single-band fit
Radiative equilibrium gives Td as a function of Md in the shell
and homogeneous geometries (see eq. 23). Even a single-
band flux density determines Md and the corresponding Td
simultaneously. Figure 6 shows such best-fit (Td, Md) solu-
tions using each single-band flux density for the two ge-
ometries. The solutions occur at the intersections of the
radiative-equilibrium lines (dashed) and the Td–Md degen-
eracy lines (dot-dashed) given by the flux density in each
band. The Band 7 data give the narrowest 68% areas, which
are slightly larger than but very similar to those obtained
by fitting all three band for this object. The Band 6 and 8
solutions are different from that for Band 7, but they are
located in and around the Band 7 68% area. On the other
hand, the Band 7 (or multi-band) solution occurs within the
68% areas of Band 8 (blue) but slightly out of the area of
Band 6 (red). Given the current uncertainties in size and
flux density, these three single-band solutions are reason-
ably consistent with the multi-band solution. The obtained
values are summarised in the bottom half of Table 3.
4.3 Radiative-equilibrium case in the clumpy
geometry
In the clumpy geometry, we have an additional parameter
that quantifies the clumpiness, ξcl. Therefore we need at least
two data points in the IR SED to obtain a robust fit even
in radiative equilibrium. Fortunately, there are three data
points for A1689zD1. We have accordingly performed a two-
dimensional χ2 minimization in the (Md, ξcl) plane. We again
estimated the fitting uncertainties from Monte Carlo simu-
lations, as for the shell and homogeneous cases. The values
obtained are listed in the second part of Table 3.
In Figure 5, the best-fit solution and its uncertainty are
shown by the blue symbol and line. Due to the additional
Figure 6. The same as Fig. 5, but for cases using data from
only a single band for the shell and homogeneous geometries.
The red, green, and blue symbols and areas show the Band 6, 7,
and 8 cases, respectively, while the black symbol and area (almost
overlapping with the green ones) represent the results obtained
using all three bands. The black dot-dashed lines are the Td–Md
relations expected from the observed flux densities in the three
bands.
Figure 7. The two-dimensional distribution of the ‘best-fit’ so-
lutions from 10,000 Monte Carlo runs with varied observational
data in the clumpy-geometry fitting. From inside to outside, the
contours enclose 68% and 95% of the solutions. The highest and
second highest peaks of the density of solutions are shown by the
plus-sign and cross, respectively. The location of the best-fit so-
lution for the actual observational data is shown by the diamond.
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Figure 8. The effects of the IR mass absorption coefficient κIR,0
at the wavelength 100 µm, assuming the index β = 2.0. (a) Dust
temperature, (b) dust mass, and (c) the clumpiness parameter
ξcl. The dotted, dashed, and solid lines correspond to the shell,
homogeneous-sphere, and clumpy-sphere geometries, respectively.
The modified black-body fit is shown by the grey solid line, which
almost overlaps with the clumpy case when log10 ξcl ≃ −1. The case
log10 ξcl = −3 is the lower boundary of our calculations.
parameter ξcl, the best-fit solution in the (Td, Md) plane is
found to occur at essentially the same position as for the
modified black-body case. We have also found the best-fit
value of log10 ξcl ≃ −1. With this value of ξcl, radiative equi-
librium in the clumpy geometry gives the Td–Md relation
shown by the blue dotted line in Figure 5. The uncertainty
in the (Td, Md) plane is slightly smaller than that of the mod-
ified black-body case, but it is larger than for the shell and
homogeneous cases, probably because of the two-parameter
fit for the clumpy case. Note that the shell and homogeneous
cases have only the single fitting parameter Md, while Td is
determined by radiative equilibrium, as shown by the red
and green dashed lines in Figure 5.
Figure 7 shows the distribution of the best-fit solutions
from Monte Carlo runs in the (Md, ξcl) plane. The distribu-
tion is clearly bimodal. The first peak in the distribution
(the plus-sign) occurs at a position very close to the best-
fit solution for the actual data (diamond). The second peak
(the cross) is found on the axis where log10 ξcl = −3, which
is the lowest limit of ξcl in our calculations. This solution
is essentially the same as for the homogeneous case, i.e. the
limiting case of ξcl → 0 (see the discussion in section 3.3.3).
Figure 9. The same as Figure 8, but for the UV mass absorption
coefficient, κUV.
4.4 Effect of mass absorption coefficients
As discussed in section 3.5, the mass absorption coefficients
are uncertain. Here we discuss the dependence of the Md
and Td estimates on κIR,0 and κUV. Figures 8 and 9 show
the best-fit values obtained for Md and Td as functions of
the mass absorption coefficients κIR,0 and κUV, respectively.
We also show the clumpiness parameter ξcl for the clumpy
geometry.
For the modified black-body fit, κIR,0 does not affect
Td, because Td is determined only from the shape of the
IR SED. With a fixed Td, when κIR,0 increases, the IR flux
density increases. To match the observed IR flux density,
Md must therefore decrease. Consequently, Md is inversely
proportional to κIR,0, as shown by equation (22). On the
other hand, there is no dependence of either Md or Td on
κUV. This is shown by the thick grey lines in Figures 8 and
9.
In the radiative-equilibrium algorithm, the dependen-
cies on κ can become non-linear. With a fixed κUV (i.e. Fig-
ure 8), in the shell and homogeneous geometries (the dot-
ted and dashed lines, respectively), as κIR,0 increases, Td de-
creases, in contrast to the modified black-body case. Md also
decreases as κIR,0 increases, but the dependencies are weaker
than the inverse proportionality of the modified black-body
case. The physical mechanism is explained as follows. When
κIR,0 increases, Md must decrease to maintain the IR flux
density, as in the modified black-body case. However, in ra-
diative equilibrium, when Md decreases, the optical depth
of the system also decreases. This makes the total energy
absorbed by the dust smaller (eqs. [9,11]), and consequently
Td is reduced. To maintain the observed flux densities with
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a lower Td, however, requires a larger Md. Therefore, the Md
reduction is somewhat alleviated compared to the modified
black-body case.
For the clumpy geometry in radiative equilibrium, the
additional parameter controlling clumpiness, ξcl, adjusts Td
to the best-fit modified black-body solution, because it pro-
vides the best description for the functional shape of the IR
SED . Therefore, Td becomes independent of κIR,0, and Md
is inversely proportional to κIR,0, as in the modified black-
body case. However, at the point where Td becomes equal
to that in the homogeneous case, the value of ξcl disappears
(i.e. ξcl → 0). The clumpy case then deviates from the modi-
fied black-body case and follows the homogeneous case. This
behaviour is shown by the solid line in Figure 8. Note that
the case with log10 ξcl = −3 in panel (c) of Figure 8 is the
lower boundary of our calculation; it is essentially the case
with ξcl → 0.
With a fixed κIR,0 (i.e. Figure 9) in the shell and homoge-
neous geometries, Td increases as κUV increases, because the
absorbed radiation energy increases. To meet the observed
IR flux densities in this case, the required Md must there-
fore decrease. In the clumpy geometry, the SED shape (or
Td) can be adjusted to match the best-fit modified black-
body function by changing the clumpiness parameter, ξcl.
Therefore, Td and Md become independent of κUV, as in the
simple modified black-body fit. This breaks down when κUV
becomes too small to retain the best-fit Td, and the clumpy
case then follows the homogeneous case (i.e. ξcl → 0).
5 SUMMARY
To understand the origin of dust in the high-z Universe, it
is important to obtain reliable estimates of the dust mass,
Md. However, this is often difficult, because the infrared (IR)
spectral energy distributions (SEDs) of high-z galaxies are
sampled sparsely, and it is common to have only a single de-
tection or upper limit available. Since it has been believed
that the dust temperature Td cannot be estimated in such
a situation, a value of Td is routinely assumed, and Md de-
pends on the assumed Td. In this paper, we have proposed
a method for estimating both Td and Md simultaneously,
even from a single data point in the IR SED, by adopt-
ing radiative equilibrium for the dust grains. By solving the
radiative-transfer equation in three simple geometries for the
distributions of dust and stars–a thin spherical shell, a ho-
mogeneous sphere, and a clumpy sphere–we have obtained
analytic formulae for estimating Md and the corresponding
Td. We have also applied these new formulae to a normal
star-forming dusty galaxy at z = 7.5, A1689zD1. For this
galaxy, we have reported a new detection of the dust con-
tinuum at the rest-frame 90 µm wavelength with ALMA. In
conjunction with the two continuum data points previously
reported, the IR SED has thus been sampled at three dif-
ferent wavelengths, making this galaxy an ideal example for
testing our algorithm. Furthermore, we have examined the
effects of the UV and IR mass absorption coefficients of the
dust on the estimation of Md and Td. Unlike the usual Md
estimate with an assumed Td, the radiative-equilibrium al-
gorithm couples Md with Td, and the effect of different dust
mass absorption coefficients on Md becomes non-linear.
We first performed the usual modified black-body fit to
the observed IR SED of A1689zD1 and obtained Td = 38
+9
−6 K
with the spectral index β = 2.0. The corresponding dust
mass is log10(Md/M⊙) = 7.3+0.4−0.3 for a mass absorption co-
efficient at 100 µm of κIR,0 = 30 cm
2 g−1. We have also
found that Td = 66 K and 48 K for β = 1 and 1.5, respec-
tively, which also correspond to log10(Md/M⊙) = 6.5 and
6.9. Next, we obtained estimates by adopting radiative equi-
librium. The resulting dust temperatures are 70+7−5 K and
57+3−2 K for the thin shell and homogeneous-sphere cases, re-
spectively, assuming β = 2.0. The corresponding dust masses
are log10(Md/M⊙) = 6.5 ± 0.1 and 6.7 ± 0.1, respectively, if
κUV = 5.0 × 104 cm2 g−1 and κIR,0 = 30 cm2 g−1. Even if we
use only a single data point from the IR SED, the resulting
Td and Md are very similar. Therefore, our algorithm can be
applied to any galaxy that has been observed at least at one
IR wavelength.
For the clumpy geometry, we found the same Td and
Md as for the modified black-body fitting. This is because
the clumpiness parameter ξcl adjusts Td to the value that
gives the statistically best description of the observed IR
data points under the assumed SED shape (i.e. the modified
black-body function). The resulting clumpiness parameter is
log10 ξcl ≃ −1. The definition of the parameter is ξcl = ηcl/ fcl,
where ηcl is the clump-to-system size ratio and fcl is the
volume filling factor of the clumps. If we consider a clump
size of ∼ 10 pc, which is the same order as the sizes of giant
molecular clouds in our Galaxy (Larson 1981) and nearby
galaxies (Fukui et al. 2008), and for a galaxy size of ∼ 1
kpc (see Table 1), which is similar to the typical scale of
high-z galaxies (Kawamata et al. 2018), we find ηcl ∼ 0.01
and fc ∼ 0.1. Such < 100-pc-sized molecular clouds have in
fact been observed in a gravitationally lensed high-z galaxy
(Tamura et al. 2015). In the future, it will be interesting to
compare the inferred clump filling factor to more detailed
ISM observations. If two or more data points are available
for the IR SEDs, this kind of discussion about the structure
of the ISM becomes possible. With only a single SED data
point, one may assume ξcl = 0.1 as a fiducial value.
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APPENDIX A: MASS ABSORPTION
COEFFICIENTS OF SOME DUST MODELS
In Figure A1, we show the mass absorption coefficients
(MACs) of some theoretical dust models integrated
over the standard grain size distribution function–the
MRN distribution–in the diffuse ISM of the Milky Way
(Mathis et al. 1977). The assumed maximum and minimum
grain radii are 0.25 µm and 0.005 µm, respectively. The two
carbonaceous models show similar wavelength dependen-
cies. The silicate and SiC models also share similar trends
like the Si-O features at around 10 µm and 18 µm, as
well as transparency in the optical to near-infrared range.
The MAC values at FIR and submillimetre wavelengths
are similar to each other, except for the SiC model, and
are marginally consistent with the empirical estimate
by Bianchi et al. (2019). Figure A2 shows the cases of
single-size grains of 0.01 µm, 0.1 µm, and 1 µm for the
same dust models. It is well known that the MAC values
are sensitive to the grain size if the radiation wavelength is
comparable to or smaller than the size. Therefore, the MAC
at the UV wavelength shows a large variation depending
on the grain size, while that at the FIR wavelength is
insensitive to it for the grain sizes considered. The model
dependency on the MAC values at UV wavelengths of
0.1–0.3 µm are modest as listed in Table 2 for the cases of
the MRN distribution and the single-size of 0.1 µm. We have
chose 5.0×104 cm2 g−1 as the fiducial value for the UV MAC.
Figure A1. A comparison of mass absorption coefficients for
several dust models: smoothed UV astronomical silicates (solid:
Draine & Lee 1984, Laor & Draine 1993, Weingartner & Draine
2003), graphite (dot-dashed: Draine & Lee 1984, Laor & Draine
1993), amorphous carbon (dashed: Zubko et al. 1996), and SiC
(dotted: Laor & Draine 1993). The so-called MRN size distribu-
tion (Mathis et al. 1977) is assumed for all models. The diamond
with error-bars is an empirical observational estimate (Bianchi et
al. 2019).
Figure A2. The same as Figure A1, but showing grain-size ef-
fects for four dust models indicated in each panel. The solid lines
show averages over the MRN grain-size distribution (Mathis et
al. 1977). The dotted, dashed, and dot-dashed lines are single-
size cases with dust-grain radii of 0.01 µm, 0.1 µm, and 1 µm.
APPENDIX B: LABORATORY
MEASUREMENTS OF THE IR EMISSIVITY OF
DUST
In this appendix, we present a short review of laboratory
measurements of the IR emissivity of cosmic-dust analogues.
This may be useful in aiding high-z astronomers to under-
stand the current state of this research field.
Dust is classified into carbon types and silicate types
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and is further classified into amorphous and crystalline.
Especially after the ISO mission, which obtained beauti-
ful observations of crystalline features (e.g. Waters et al.
1998; Molster et al. 2002; Honda et al. 2003), experimental
research on crystalline silicates has been actively conducted.
Table B1 is a summary of laboratory measurements of the
mass absorption coefficient (MAC) of some representative
silicate materials in the FIR region. These measurements can
be used to determine the properties of circumstellar dust and
the physical environments around relatively nearby stars in
our Galaxy. There have also been some reports of detections
of crystalline silicates in Ultra-Luminous InfraRed Galaxies
(ULIRGs: e.g. Spoon et al. 2006) beyond our own Galaxy.
It is widely known that the MACs obtained from lab-
oratory work depend strongly on various parameters such
as the mineral species, chemical composition, structure, size
and shape of particles, temperature, crystallinity, agglomer-
ation, and so on. As shown in Table B1, there are many data
sets for candidate dust materials from many groups. How-
ever, the measurement conditions are different from each
other, and some of the parameters mentioned above are dif-
ficult to control in the laboratory. Thus, there are few cases
where these data are quantitatively consistent.
Many experimental MAC data have been retrieved from
measurements of the absorption spectrum of powdered sam-
ples. In the FIR region this method requires a relatively
large sample concentration, and it is susceptible to the ag-
glomeration of sample particles. Koike & Shibai (1994) re-
port that agglomeration makes the MAC larger, even in
the FIR region, which makes the measurements technically
difficult. In addition, many data obtained from powdered
samples often present MAC values measured in a dispersing
medium (such as KBr for the mid-IR and polyethylene for
the FIR measurements). These MAC values must be con-
verted to the values in vacuum. The conversion formula
is simple, as κvac = κmed/n03, where κvac, κmed, and n0 are
the MAC in vacuum, the MAC in the medium, and the re-
fractive index of the medium, respectively (e.g. Koike et al.
1989). The medium used for FIR measurement is usually
polyethylene, for which the refractive index is about 1.53
at FIR wavelengths (Palik 1997). Moreover, the Bruggeman
rule can be applied for a case in which the sample concen-
tration is high, particularly for submillimetre measurements
(Mennella et al. 1998; Boudet et al. 2005). If necessary, the
values of the MAC and β listed in Table B1 have been cor-
rected for this effect.
On the other hand, some experiments retrieve opti-
cal constants (or complex dielectric constants) from re-
flection measurements from polished, bulk, single crystals
(Suto et al. 2006; Sogawa et al. 2006; Demichelis et al. 2012;
Zeidler et al. 2015). This method, however, is difficult to ap-
ply to amorphous materials, because it is difficult to polish
them.
Measurements of MACs at low temperatures have
also been performed extensively, and the temperature de-
pendence of the MACs has been reported. It is clear
from reports of many groups that the spectral index β
increases as the temperature decreases, although there
is a variance in the absolute value of each group of
data (e.g. Mennella et al. 1998; Chihara et al. 2001, 2002;
Koike et al. 2003; Boudet et al. 2005; Koike et al. 2006;
Murata et al. 2009; Coupeaud et al. 2011; Mutschke et al.
2013; Demyk et al. 2017a,b; Mutschke & Mohr 2019).
Coupeaud et al. (2011) have investigated the spectral index
β in the range 100–1000 µm using interstellar-dust analogues
with several chemical compositions. They report that the
MACs of amorphous materials exhibit temperature depen-
dence: a larger β for a lower temperature. Their very impor-
tant argument regarding β is that ”The spectral shape of the
MAC curve does not follow a simple asymptotic behaviour
with the wavelength so that it cannot be described correctly
with a single spectral index.” This has been confirmed again
in the experiments by Demyk et al. (2017a,b).
In particular, it has been reported that the MAC at low
temperatures has a large difference in β. Seki & Yamamoto
(1980) theoretically expect the wavelength-dependence of
the MAC to be proportional to λ−2 for crystalline and
to λ−1 for amorphous materials. However, larger val-
ues (β = 4–5) have been reported in some data sets
(Chihara et al. 2001; Mutschke et al. 2013). According to
Mutschke & Mohr (2019), there is an interesting report that
values of β significantly larger than the theoretical predic-
tion may be due to phonon processes in the crystal lattice
that behave differently at different temperatures.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Table B1. Values of κ and β for dust analogues from recent laboratory measurements. Amorphous materials are indicated with *.
κ (cm2 g−1) at 100 µm Spectral index : β
Material Room Temp. Low Temp. Room Temp. Low Temp. Reference and comments
Forsterite 47 (295 K) 33 (24 K) 2.04 (295 K) 2.32 (24 K) Mennella et al. (1998)
Fayalite 39 32 1.98 2.18 κs are converted from the values at 1 mm.
Fayalite (amorphous)* 112 94 1.35 2.04 β measured between 0.1–2 mm.
Forsterite 15 (295 K) 2 (4 K) 2.6 (295 K) 5.0 (4 K) Chihara et al. (2001)
Orthoenstatite 25 5 2.3 3.4
Orthoenstatite 3.0 Chihara et al. (2002)
Clinoenstatite 2.3
Forsterite 7.4 (300 K) 1.48 (4 K) Koike et al. (2003)
Silica monosphare 1.5 µm* 20 (300 K) 12 (10 K) 0.94 / 1.1 (300 K) 1.27 / 2.77 (10 K) Boudet et al. (2005)
Fumed silica* 13 10 1.12 / 1.12 1.28 / 2.44 κs are taken from their figures 2–5.
Enstatite (glass)* 49 41 1.52 / 1.58 1.58 / 2.14 β measured at 100–200 µm / 0.5–1 mm.
Enstatite (sol-gel:amorphous)* 50 40 1.68 / 1.44 1.92 / 2.74
HAS (Heated Amorphous Silicate: 4.44 (300 K) 0.41 (50 K) Murata et al. (2009)
chondritic enstatite)
Mg2.05SiO4 1.9–2.5 (300 K) 1.9–4.5(10 K) Coupeaud et al. (2011)
Mg0.98SiO3 0.9–1.7 0.9–2.5 β depends on the wavelength and temperature.
Fo89 (olivine powder) 13 (300 K) 6 (10 K) Mutschke et al. (2013)
Fo89 (oliine single crystal) 3.5 0.09–0.35 ∼ 2 (300 K) > 5 (10 K)
Forsterite X35 (glassy silicate)* 217 (300 K) 195 (10 K) ∼ 2.2 (300 K) ∼ 3.5 (10 K) Demyk et al. (2017a)
Enstatiite X50 (glassy silicate)* 152–160 137–153 1.6–2 2–2.7 (10 K) MgO : SiO2 = 1-X : X, β at 500 µm
E10 (sol-gel:amorphous)* 305 (300 K) 260 (10 K) ∼ 2.3 (300 K) ∼ 2.7 Demyk et al. (2017b)
E20 (sol-gel:amorphous)* 244 225 ∼ 2.1 ∼ 2.9 MgO : SiO2 = 1-X : X
E30 (sol-gel:amorphous)* 218 195 ∼ 1.9 ∼ 2.5 β at 500 µm
E40 (sol-gel:amorphous)* 245 219 ∼ 1.9 ∼ 2.5
Forsterite (single crystal) 0.009-0.025 Mutschke & Mohr (2019)
Enstatite (single crystal) 2.4-5 0.35-1.3
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