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1 Introduction
The production of electroweak gauge boson pairs provides an opportunity to perform pre-
cision studies of the electroweak sector by looking for deviations from the predicted total
and diﬀerential production cross sections, which could be an indication of new resonances
or couplings not included in the Standard Model (SM). Pairs of Z bosons may be pro-
duced at lowest order via quark-antiquark (qq¯) annihilation, as well as through gluon-gluon
fusion via a quark loop. In
√
s = 8TeV proton-proton (pp) collisions, approximately 6%
of the predicted total cross section is due to gluon-gluon fusion [1]. A pair of Z bosons
may also be produced by the decay of a Higgs boson. Lowest-order Feynman diagrams
for SM production of ZZ dibosons are given in ﬁgures 1a, 1b and 1d to 1f. These repre-
sent the dominant mechanisms for ZZ diboson production at the Large Hadron Collider
(LHC). The self-couplings of the electroweak gauge bosons are ﬁxed by the form of the SM
Lagrangian. Consequently, neutral triple gauge couplings such as ZZZ and ZZγ are not
present in the SM, making the contribution from the s-channel diagram zero (ﬁgure 1c).
In addition to precision tests of the electroweak sector of the SM, ZZ diboson mea-
surements motivate higher-order calculations in perturbative quantum chromodynamics
(pQCD) and allow for in-depth tests of pQCD. Production of ZZ dibosons is a background
to the SM Higgs boson process and to many searches for physics beyond the SM, and precise
knowledge of the cross section is necessary to observe deviations relative to SM predictions.
Many extensions to the SM predict new scalar, vector, or tensor particles, which can
decay to pairs of electroweak bosons. For example, diboson resonances are predicted in
technicolour models [2–5], models with warped extra dimensions [6–8], extended gauge
models [9, 10], and grand uniﬁed theories [11]. Furthermore, extensions to the SM such
as supersymmetry or extra dimensions predict new particles, which can either produce
boson pairs directly, in cascade decays, or indirectly via loops. At higher orders, loop
contributions involving new particles can lead to eﬀective anomalous neutral triple gauge
couplings (aTGCs) as large as 10−3 [12]. Any signiﬁcant deviation in the observed pro-
duction cross section relative to the SM predictions can indicate a potential source of new
physics. Thus, ZZ production is important not only for precision tests of the electroweak
sector and pQCD, but also for searches for new physics processes.
This paper presents measurements of the ﬁducial, total and diﬀerential cross sec-
tions for ZZ production in pp collisions at a centre-of-mass energy of
√
s = 8 TeV using
20.3 fb−1 of data. These have been measured by both the ATLAS [13] and CMS [14]
Collaborations at 7TeV. Recently, the ATLAS Collaboration has measured the ﬁducial
and total cross section for ZZ production at a centre-of-mass energy of
√
s = 13TeV [15]
and the cross section as a function of the invariant mass of the four-lepton system at a
centre-of-mass energy of
√
s = 8TeV [16]. The CMS Collaboration has recently measured
the ZZ production cross section at 8TeV [17].
This paper also presents limits on ZZZ and ZZγ aTGCs within the context of an
eﬀective Lagrangian framework [18]. The limits obtained by both ATLAS [13] and CMS [14]
using the full 7TeV data sets are approximately 10 to 20 times stricter than limits set at
LEP2 [19] and the Tevatron [20]. More recently, limits on aTGCs have been set by the
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(a) t-channel (b) u-channel (c) s-channel (not in SM)
(d) (e) (f)
Figure 1. Lowest-order Feynman diagrams for ZZ production. The (a) t-channel and (b) u-channel
diagrams contribute to ZZ production cross section, while the (c) s-channel diagram is not present
in the SM, as it contains a neutral ZZZ or ZZγ vertex. Examples of one-loop contributions to ZZ
production via gluon pairs are shown in (d), (e) and (f).
CMS Collaboration using the full 8TeV data set of 19.6 fb−1 in the ZZ → ℓ−ℓ+ℓ′ −ℓ′+
channel (ℓ = e, µ, τ ) [17]. CMS has also measured the ZZ production cross section using
the ZZ → ℓ−ℓ+νν¯ decay mode and set limits on aTGCs using the combination of 5 fb−1
of data at 7TeV and 19.6 fb−1 of data at 8TeV [21].
The paper is organized as follows. An overview of the ATLAS detector is given in
section 2. Section 3 deﬁnes the phase space in which the cross sections are measured, while
section 4 gives the SM predictions. The simulated signal and background samples used
for this analysis are given in section 5. Data samples, reconstruction of leptons, jets and
EmissT , and event selection for each ﬁnal state are presented in section 6. The estimation of
background contributions to the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ channels, using a
combination of simulation-based and data-driven techniques, is discussed in section 7. The
observed and expected event yields are presented in section 8, while section 9 describes the
correction factors and detector acceptance for this measurement. Section 10 describes the
experimental and theoretical systematic uncertainties considered. Section 11 presents the
results of the total and diﬀerential cross-section measurements. Limits on aTGCs are dis-
cussed in section 12 in the context of an eﬀective Lagrangian framework. Finally, section 13
presents the conclusions.
2 The ATLAS detector
The ATLAS detector [22] is a multi-purpose particle physics detector with a forward-
backward symmetric cylindrical geometry. It consists of inner tracking devices surrounded
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by a superconducting solenoid, which provides a 2T axial magnetic ﬁeld, electromag-
netic and hadronic sampling calorimeters and a muon spectrometer (MS) with a toroidal
magnetic ﬁeld.
The inner detector (ID) provides tracking of charged particles in the pseudorapidity1
range |η| < 2.5. It consists of three layers of silicon pixel detectors and eight layers of
silicon microstrip detectors surrounded by a straw-tube transition radiation tracker in the
region |η| < 2.0, which contributes to electron identiﬁcation.
The high-granularity electromagnetic (EM) calorimeter utilizes liquid argon (LAr) as
the sampling medium and lead as an absorber, covering the pseudorapidity range |η| < 3.2.
A steel/scintillator-tile calorimeter provides hadronic coverage for |η| < 1.7. The endcap
and forward regions of the calorimeter system, extending to |η| = 4.9, are instrumented
with copper/LAr and tungsten/LAr modules for both the EM and hadronic measurements.
The MS consists of three large superconducting toroids, each comprising eight coils, and
a system of trigger chambers and tracking chambers that provide triggering and tracking
capabilities in the ranges |η| < 2.4 and |η| < 2.7, respectively.
The ATLAS trigger system [23] consists of a hardware-based Level-1 trigger followed
by a software-based High-Level Trigger (HLT). It selects events to be recorded for oﬄine
analysis, reducing their rate to about 400Hz.
3 Phase-space definitions
This analysis measures the cross section of ZZ diboson production in a region of kinematic
phase space very close to the geometric acceptance of the full detector. Fiducial cross
sections are measured for the e−e+e−e+, e−e+µ−µ+ and µ−µ+µ−µ+ ﬁnal states in the
ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel and for the e−e+νν¯ and µ−µ+νν¯ ﬁnal states in the ZZ →
ℓ−ℓ+νν¯ channel. Final states with leptonic τ decays are not included as signal in any of
the ﬁnal states considered.
The information from each ﬁnal state in both channels is combined to measure the
total ZZ production cross section in a kinematic phase space, referred to as the total
phase space, deﬁned by 66 < mℓ−ℓ+ < 116GeV, where mℓ−ℓ+ is the invariant mass of each
charged lepton pair. Where there is ambiguity in the choice of lepton pairs, the pairing
procedure described in section 6.3.1 is used.
The kinematic properties of ﬁnal-state electrons and muons include the contributions
from ﬁnal-state radiated photons within a distance in the (η, φ) plane of ∆R = 0.1 around
the direction of the charged lepton.2
1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in
the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre
of the LHC ring and the y-axis points upward. Cylindrical coordinates (r,φ) are used in the transverse
plane, φ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the
polar angle θ as η = −ln [tan (θ/2)].
2Angular separations between particles or reconstructed objects are measured in the (η, φ) plane using
∆R =
√
(∆φ)2 + (∆η)2.
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3.1 ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel
Three diﬀerent ﬁducial phase-space regions are used for the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel of
the analysis, one for each decay mode, and selected to increase the geometric acceptance by
using the forward regions of the detector while controlling backgrounds. The Z boson pairs
are required to decay to e−e+e−e+, e−e+µ−µ+, or µ−µ+µ−µ+, where the invariant mass of
each opposite-sign, same-ﬂavour lepton pair is required to be within 66 < mℓ−ℓ+ < 116GeV.
The transverse momentum, pT, of each lepton must be at least 7 GeV. In the µ
−µ+µ−µ+
decay mode, the muons must fall within a pseudorapidity range |η| < 2.7. In the e−e+e−e+
decay mode, three electrons are required to have |η| < 2.5 and the fourth electron is required
to lie in the pseudorapidity range |η| < 4.9. In the e−e+µ−µ+ decay mode, both muons
are required to be within |η| < 2.7, while for the electrons, one electron must be central
(|η| < 2.5), while the second must fall within |η| < 4.9. The minimum angular separation
between any two of the four charged leptons must be ∆R > 0.2.
3.2 ZZ → ℓ−ℓ+νν¯ channel
The ﬁducial phase space for the ZZ → ℓ−ℓ+νν¯ channel is deﬁned by requiring one Z boson
to decay to neutrinos (invisible) and one Z boson to decay to an e−e+ or µ−µ+ pair. The
invariant mass of the charged lepton pair must lie within 76 < mℓ−ℓ+ < 106GeV. Each
charged lepton used to form Z candidates must have transverse momentum pT > 25GeV
and |η| < 2.5. The charged leptons must be separated by more than ∆R = 0.3. The axial
missing transverse momentum in the event (axial-EmissT ), which expresses the projection
of the transverse momentum of the neutrino pair of the invisibly decaying Z boson (~p νν¯T )
onto the direction of the transverse momentum of the Z boson decaying to charged leptons
(~p ZT ), is deﬁned as −pνν¯T ·cos(∆φ(~p νν¯T , ~p ZT )). The axial-EmissT is required to be greater than
90GeV. The pT-balance between the two Z bosons, deﬁned as |pνν¯T − pZT|/pZT, must be less
than 0.4. There must be no particle-level jets with pT > 25GeV, |η| < 4.5 and each jet
must have a minimum distance of ∆R = 0.3 from any prompt electron. Particle-level jets
are constructed from stable particles with a lifetime of τ > 30 ps, excluding muons and
neutrinos, using the anti-kt algorithm [24] with a radius parameter of R = 0.4.
The deﬁnitions of the ﬁducial phase space for each of the ﬁve ZZ ﬁnal states under
study are summarized in table 1.
4 Standard Model predictions
The ﬁducial and total cross-section predictions for SM ZZ production reported in this
paper are evaluated with PowhegBox [25, 26] at next-to-leading order (NLO) in QCD
and are supplemented with predictions from gg2VV [27, 28] to account for ZZ production via
gluon-gluon fusion at leading order (LO) in the gluon-induced process. Interference eﬀects
with SM Higgs boson production via gluon-gluon fusion as well as oﬀ-shell Higgs boson
production eﬀects are considered, based on recent calculations [28]. The contribution of the
gluon-gluon initial state to the ﬁducial cross sections is about 6% for the ZZ → ℓ−ℓ+ℓ′ −ℓ′+
channel and about 3% for the ZZ → ℓ−ℓ+νν¯ channel. All computations are performed
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Fiducial Phase Space
Selection e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ e−e+νν¯ µ−µ+νν¯
Lepton pT > 7GeV > 25GeV
Lepton |η| |η|e1,e2,e3 < 2.5 |η|µ < 2.7 |η|e1 < 2.5, |η|e2 < 4.9 |η|e < 2.5 |η|µ < 2.5
|η|e4 < 4.9 |η|µ < 2.7
∆R(ℓ, ℓ′) > 0.2 > 0.3
mℓ−ℓ+ 66 < mℓ−ℓ+ < 116GeV 76 < mℓ−ℓ+ < 106GeV
Axial-EmissT – > 90GeV
pT-balance – < 0.4
Jet veto – pTjet > 25GeV, |η|jet < 4.5,
and ∆R(e, jet) > 0.3
Table 1. Fiducial phase-space deﬁnitions for each of the ﬁve ZZ ﬁnal states under study.
σfid
ZZ→e−e+e−e+
= 6.2 +0.6
−0.5 fb
σfid
ZZ→e−e+µ−µ+
= 10.8 +1.1
−1.0 fb
σfid
ZZ→µ−µ+µ−µ+
= 4.9 +0.5
−0.4 fb
σfid
ZZ→e−e+νν¯
= 3.7 ± 0.3 fb
σfid
ZZ→µ−µ+νν¯
= 3.5 ± 0.3 fb
σtotalpp→ZZ = 6.6
+0.7
−0.6 pb
Table 2. Predicted ﬁducial and total ZZ production cross sections. The considered systematic
uncertainties and the accuracy in pertubation theory are detailed in the text.
using dynamic renormalization and factorization scales (µR and µF) equal to the invariant
mass of the ZZ system (mZZ) as the baseline, and the CT10 parton distribution function
(PDF) set [29].
The results from PowhegBox are corrected for virtual NLO electroweak (EW) ef-
fects [30], applied as reweighting factors on an event-by-event basis, following the method
described in ref. [31]. As a result, the ﬁducial cross-section predictions for the ZZ →
ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ channels are reduced by 4% and 9% respectively.
The SM predictions for the ﬁducial and total ZZ production cross sections in the re-
gions deﬁned in section 3 and including the EW corrections are summarized in table 2.
The systematic uncertainties shown in the table include a PDF uncertainty of +4.2%
−3.3%
[32]
applied to the results from both the PowhegBox and gg2VV generators. For the Powheg-
Box contribution, a scale uncertainty of +3.1%
−2.3%
[32] is included. For the gluon-gluon fusion
contribution, recent publications [33–35] suggest an increase of the ZZ production cross
section by up to a factor of about two, when the calculation is performed at higher orders
in QCD. This calculation is sensitive to the choice of PDF set and even more to the µR
and µF scales. As this correction is not available diﬀerentially for all distributions and all
ﬁnal states analysed in this paper, no reweighting is applied to the prediction of gg2VV. In
order to account for these higher-order QCD eﬀects, the scale uncertainty for gg2VV is set
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to ±60%. PDF and scale uncertainties are added linearly following the recommendation of
ref. [36]. The jet veto uncertainty obtained using the Stewart and Tackmann method [37]
is shown in table 8 and is added in quadrature to the systematic uncertainty of the ﬁducial
cross sections for each ZZ → ℓ−ℓ+νν¯ ﬁnal state. This method uses samples for ZZ and Z
production when varying the QCD scale to estimate the uncertainty associated with select-
ing events with zero jets by examining the uncertainty for selecting events with one or more
jets. This approach is conservative and it covers further uncertainties from higher-order
QCD eﬀects.
The contribution to the cross section predicted with PowhegBox is known to increase
by approximately 5% when considering NNLO QCD eﬀects [38, 39]. This enhancement is
not considered in the theoretical prediction used in this paper.
5 Simulated event samples
Simulated samples [40] are used to correct the measured distributions for detector eﬀects
and acceptance and to determine or validate some background contributions. Production
and subsequent decays of ZZ pairs are simulated using PowhegBox at NLO in the qq¯
process, and gg2VV at LO in the gluon-induced process, both interfaced to Pythia 8 [41]
for parton showering and underlying-event modelling, with the CT10 PDF set. In each
case, the simulation includes the interference terms between the Z and γ∗ diagrams. The
NLO EW corrections are applied to the PowhegBox predictions as explained in the
previous section.
Moreover, the PowhegBox generator interfaced to Herwig [42] and Jimmy [43] is
used to estimate systematic uncertainties due to the choice of parton shower and underlying-
event modelling. The LO multi-leg generator Sherpa [44] with the CT10 PDF set is used
to assign systematic uncertainties due to the choice of event generator as well as to generate
signal samples with ZZZ and ZZγ aTGCs.
The LO generator Alpgen [45] using the CTEQ6L1 PDFs [46] and interfaced to
Pythia [47] is used to simulate Z+jets and W+jets background samples. The same gen-
erator interfaced to Herwig is used to model the Wγ process. The diboson production
processes WW and WZ are generated with PowhegBox interfaced to Pythia 8 using
the CT10 PDFs. Top quark pair production (tt¯) is simulated with MC@NLO [48] us-
ing the CT10 PDFs. Single-top production, including Wt production, is modelled with
MC@NLO [49], interfaced to Herwig, and AcerMC [50] using the CTEQ6L1 PDFs. The
LO generator MadGraph [51] using the CTEQ6L1 PDFs is used to model the ZZZ∗,
ZWW ∗ and tt¯Z processes. Events with two hard interactions in a pp collision (double
proton interactions, DPI) that each produce a Z boson decaying to leptons are simulated
using Pythia 8 with the CTEQ6L1 PDF set.
The signal and background generated Monte Carlo (MC) samples are passed through
the ATLAS detector simulation [40] based on GEANT4 [52]. Additional inelastic pp
interactions (pile-up) are included in the simulation. The MC events are reweighted to
reproduce the distribution of the mean number of interactions per bunch crossing observed
in data.
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6 Data samples, reconstruction of leptons, jets, and Emiss
T
and event
selections
6.1 Data samples
The measurement presented in this paper uses the full data set of pp collisions at a centre-
of-mass energy of
√
s = 8TeV collected with the ATLAS detector at the LHC in 2012.
The data corresponds to a total integrated luminosity of 20.3 fb−1, with an uncertainty
of 1.9% [53]. The absolute luminosity scale and its uncertainty are derived from beam-
separation scans performed in November 2012. All events were required to satisfy basic
quality criteria indicating stable beams and good operating characteristics of the detector
during data taking. The data analysed were selected using single-lepton triggers [54, 55]
with isolation requirements and thresholds of 24GeV for the transverse momentum (energy)
of muons (electrons).
During each bunch crossing, several pp collisions take place, which results in multiple
vertices being reconstructed. To ensure that the objects analysed originate from the prod-
ucts of the hard-scattered pp collision, and to reduce contamination from cosmic rays, the
primary vertex is chosen to be the vertex with the highest sum of the squared transverse
momenta of the associated ID tracks.
6.2 Reconstruction of leptons, jets, and EmissT
Muon candidates are identiﬁed by tracks, or track segments, reconstructed in the MS and
matched to tracks reconstructed in the ID [56]. Muons within |η| < 2.5 are referred to
as “central muons”. Muons within 2.5 < |η| < 2.7, where there is no ID coverage and
they are reconstructed only in the MS, are referred to as “forward muons”. In order to
recover eﬃciency at |η| < 0.1 where φ coverage in the MS is reduced due to mechanical
supports and services, “calorimeter-tagged” muons are reconstructed using calorimeter
energy deposits to tag ID tracks. In the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel all three types of
muons, “central” with pT > 7GeV, “forward” with pT > 10GeV and “calorimeter-tagged”
with pT > 20GeV are used, while in the ZZ → ℓ−ℓ+νν¯ channel, only “central” muons
with pT > 25GeV are used. For muons with a track in the ID (“central” and “calorimeter-
tagged” muons), the ratio of the transverse impact parameter, d0, with respect to the
primary vertex, to its uncertainty (d0 signiﬁcance), must be smaller than 3.0 and the
longitudinal impact parameter, |z0| × sin θ, must be less than 0.5 mm. Isolated muons are
then selected based on track or calorimeter requirements. Track isolation is imposed on
“central” and “calorimeter-tagged” muons, by requiring the scalar sum of the pT of the
tracks originating from the primary vertex inside a cone of size ∆R = 0.2 around the muon
to be less than 15% of the muon pT. Similarly, calorimeter isolation requires the sum of the
calorimeter transverse energy in a cone of size ∆R = 0.2 around the muon candidate to be
less than 15% of the muon pT. For the ZZ → ℓ−ℓ+νν¯ channel, both track and calorimeter
isolation are imposed on muons, while for the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel, for “central”
muons, calorimeter isolation is not required, as it does not oﬀer any extra background
rejection, and for “forward” muons, where track isolation is not possible, only calorimeter
isolation is required.
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Electron candidates in the central region are reconstructed from energy clusters in the
calorimeter matched to an ID track [57]. The lateral and transverse shapes of the cluster
must be consistent with those of an electromagnetic shower. The transverse energy of the
electron, ET, must be greater than 7GeV for the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel and greater
than 25GeV for the ZZ → ℓ−ℓ+νν¯ channel, while the pseudorapidity of the electromagnetic
cluster for both channels must be |η| < 2.47. To ensure that electron candidates originate
from the primary vertex, the d0 signiﬁcance of the electron must be smaller than 6.0 and
the longitudinal impact parameter, |z0| × sin θ, must be less than 0.5 mm. The electron
candidates must be isolated; therefore, the scalar sum of the transverse momentum of all
the tracks inside a cone of size ∆R = 0.2 around the electron must be less than 15% of the
pT of the electron. Calorimeter isolation requires the total transverse energy, ET, corrected
for pile-up eﬀects in an isolation cone of size ∆R = 0.2 to be less than 15% of the electron
pT and is required only for the ZZ → ℓ−ℓ+νν¯ channel.
To further increase the detector acceptance in the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel, “for-
ward” electrons are used, extending the pseudorapidity coverage to 2.50 < |η| < 3.16 and
3.35 < |η| < 4.90 [58]. These “forward” electrons have ET > 20GeV, without any track or
calorimeter isolation requirements. Beyond |η| = 2.5 there is no ID coverage for tracking,
so these electrons are reconstructed from calorimeter information alone. No calorimeter
isolation is used for electrons in this region as the calorimeter segmentation is too coarse.
The missing transverse momentum, with magnitude EmissT , is deﬁned as the negative
vector sum of the transverse momenta of reconstructed muons, electrons, and jets as well
as calorimeter cells not associated to objects. Calorimeter cells are calibrated to the jet
energy scale (JES) if they are associated with a jet and to the electromagnetic energy
scale otherwise [59].
Jets are reconstructed using the anti-kt algorithm [24] with a radius parameter R = 0.4,
using topological clusters of energy deposition in the calorimeter. Jets arising from detector
noise or non-collision events are rejected. The jet energy is corrected to account for detector
and pile-up eﬀects and is calibrated to account for the diﬀerent response of the calorimeters
to electrons and hadrons, using a combination of simulations and in situ techniques [60–62].
In order to reject jets from pile-up, the summed scalar pT of tracks associated with both the
jet and the primary vertex is required to be greater than 50% of the summed scalar pT of all
tracks associated with the jet. This criterion is only applied to jets with pT < 50GeV and
|η| < 2.4. Jets used in this analysis are required to have |η| < 4.5 and pT > 25GeV. Jets
that are within ∆R = 0.3 to an electron or muon that passes the selection requirements
are not considered in the analysis.
6.3 Event selection
6.3.1 ZZ → ℓ−ℓ+ℓ′ −ℓ′+ selection
The ZZ → ℓ−ℓ+ℓ′ −ℓ′+ events are characterized by two pairs of oppositely charged, same-
ﬂavour leptons. Events fall into three categories: e−e+e−e+, e−e+µ−µ+ and µ−µ+µ−µ+.
Selected events are required to have exactly four isolated leptons above the pT threshold. At
least one lepton with pT > 25GeV must be matched to a trigger object. In the e
−e+e−e+
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and µ−µ+µ−µ+ decay modes, there is an ambiguity when pairing leptons to form Z can-
didates. A pairing procedure to form the candidates is used, which minimizes the quantity
|mℓ−ℓ+ − mZ | + |mℓ′ −ℓ′+ − mZ |, where mℓ−ℓ+ , and mℓ′ −ℓ′+ are the invariant masses of
the two lepton pairs of a given pairing from the quadruplet, and mZ is the Z mass [63].
The two Z candidates must have masses in the range 66 < mℓ−ℓ+ < 116GeV. All leptons
are required to be separated by ∆R > 0.2. Each event is allowed to have a maximum of
one extension lepton per category (forward electron, forward muon, or calorimeter-tagged
muon) and each lepton pair may only have one extension lepton. In this way, an event
must contain at least two central leptons and may contain two extension leptons of diﬀerent
types, as long as they are each paired with a central lepton. Events with a forward electron
have the additional requirement that the central electron that is paired with the forward
electron must have a transverse momentum of at least 20GeV instead of 7GeV.
6.3.2 ZZ → ℓ−ℓ+νν¯ selection
In the ZZ → ℓ−ℓ+νν¯ channel, ﬁnal states with electron or muon pairs and large EmissT are
considered. Candidate events must have exactly two opposite-sign, same-ﬂavour isolated
leptons of pT > 25GeV. At least one of the two leptons must be matched to a trigger
object. The invariant mass of the leptons must be in the range 76 < mℓ−ℓ+ < 106GeV.
The mass-window requirement is stricter than in the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel in order to
suppress backgrounds, which could produce real or fake lepton pairs close to the Z mass.
Leptons are also required to have an angular separation of ∆R > 0.3. The selection of
ZZ → ℓ−ℓ+νν¯ candidate events requires that the ~E missT be highly anti-collinear with the ~pT
of the Z candidate decaying to charged leptons. The quantity used is referred to as axial-
EmissT and is given by −EmissT ·cos(∆φ( ~E missT , ~p ZT )), where ~p ZT is the transverse momentum
of the Z candidate. The axial-EmissT is required to be above 90GeV. This requirement
is particularly eﬀective in removing Z +jets background, as mismeasured EmissT would in
general not have the ~E missT anti-parallel to the ~pT of the Z candidate. The pT-balance,
deﬁned by |EmissT − pZT|/pZT, is required to be less than 0.4 in order to distinguish the signal
ZZ → ℓ−ℓ+νν¯ from the background, such as Z + jets. In order to suppress the tt¯ and single-
top-quark backgrounds, events are required not to have any reconstructed jet with pT >
25GeV and |η| < 4.5. This requirement is referred to as the “jet veto”. Finally, to suppress
WZ background, a veto on a third electron (muon) with pT > 7GeV (6GeV) is applied.
7 Background estimation
7.1 ZZ → ℓ−ℓ+ℓ′ −ℓ′+ backgrounds
Backgrounds to the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel are events in which four objects identi-
ﬁed as isolated, prompt leptons have paired-lepton invariant masses in the signal region
66 < mℓ−ℓ+ < 116GeV. The leptons of background events in the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ chan-
nel can either be “true” leptons from the decays of Z bosons, W± bosons, or top quarks or
they can be “fake” leptons that are deﬁned as jets which are misidentiﬁed as leptons or lep-
tons that come from hadronic decays. Background events in which all four leptons are true
leptons are called the “irreducible background” as these events have the same signature as
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Source e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ ℓ−ℓ+ℓ′ −ℓ′+
ZZZ∗/ZWW ∗ 0.12 ± 0.01 0.19 ± 0.01 0.28 ± 0.02 0.58 ± 0.02
DPI 0.13 ± 0.01 0.15 ± 0.01 0.29 ± 0.01 0.57 ± 0.02
tt¯ Z 0.15 ± 0.03 0.16 ± 0.03 0.35 ± 0.05 0.66 ± 0.07
Total irreducible background 0.40 ± 0.04 0.50 ± 0.04 0.93 ± 0.05 1.82 ± 0.08
Table 3. Number of events from the irreducible background SM sources that can produce four
true leptons scaled to 20.3 fb−1. The full event selection is applied along with all corrections and
scale factors. The errors shown are statistical only.
the signal events in this channel. In the SM, there are few ﬁnal states with signiﬁcant cross
sections that can produce four true leptons. The largest sources of irreducible backgrounds
are tt¯Z and ZZZ∗/ZWW ∗ production and events with DPI that separately produce Z
bosons that each decay to two leptons. The contributions from each of these background
sources are estimated from MC simulations that have been scaled to 20.3 fb−1 and can be
found in table 3. The systematic uncertainty for the irreducible background is neglected.
The cross sections for these processes are much smaller than for the signal, and their overall
contribution to the total background is small.
Background events containing one or more fake leptons, constitute the “reducible back-
ground”. The dominant reducible background contributions to ZZ → ℓ−ℓ+ℓ′ −ℓ′+ produc-
tion are Z + jets, WW + jets, and top quark (tt¯ and single-top quark) events in which
two prompt leptons are paired with two jets or leptons from a heavy-ﬂavour decay which
are misidentiﬁed as isolated leptons. Additional background arises from WZ+jets events
containing three true leptons and one fake lepton. To estimate backgrounds containing
fake leptons, the data-driven method employed in the ATLAS measurement at 7TeV [13]
is used and only a summary of the relevant parameters is given here.
The data-driven background estimate requires identifying events with two or three
selected leptons, with the remaining leptons satisfying a relaxed set of criteria. The relaxed
set of criteria is deﬁned for each lepton type. For muons, the relaxed criteria give fully
selected muons except that they either fail the isolation requirement or fail the impact
parameter requirement but not both. For electrons with |η| < 2.47, the relaxed criteria
give clusters in the electromagnetic calorimeter matched to ID tracks that fail either the
strict identiﬁcation requirement or the isolation requirement but not both. For electrons
with |η| > 2.5, the relaxed criteria give electromagnetic clusters that are reconstructed as
electrons but fail the identiﬁcation requirement. All events are otherwise required to satisfy
the full event selection.
The expected number of reducible background ℓ−ℓ+ℓ′ −ℓ′+ events, N(BG), is calcu-
lated as:
N(BG) = [Ndata(ℓℓℓj)−NZZ(ℓℓℓj)]× f − [Ndata(ℓℓjj)−NZZ(ℓℓjj)]× f2 , (7.1)
where double counting from ℓℓℓj and ℓℓjj events is accounted for, and the terms NZZ(ℓℓℓj)
andNZZ(ℓℓjj) are MC estimates correcting for contributions from signal ZZ → ℓ−ℓ+ℓ′ −ℓ′+
– 10 –
J
H
E
P
0
1
(
2
0
1
7
)
0
9
9
Ingredients in eq. (7.1) e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ Combined (ℓ−ℓ+ℓ′ −ℓ′+)
(+)Ndata(ℓℓℓj)× f 8.6 ± 0.7 4.8 ± 2.4 16.0 ± 3.5 29.3 ± 4.3
(−)NZZ(ℓℓℓj)× f 0.58± 0.01 1.96± 0.02 2.82± 0.02 5.36± 0.03
(−)Ndata(ℓℓjj)× f2 3.6 ± 0.1 1.0 ± 0.4 4.1 ± 0.6 8.8 ± 0.8
(+)NZZ(ℓℓjj)× f2 0.00± 0.01 0.02± 0.08 0.02± 0.02 0.04± 0.02
Background estimate, 4.4 ± 0.7 (stat) 1.8 ± 2.4 (stat) 9.0 ± 3.6 (stat) 15.2 ± 4.4 (stat)
N( BG) ± 2.8 (syst) ± 0.9 (syst) ± 3.9 (syst) ± 7.1 (syst)
Table 4. The number of ZZ background events from sources with fake leptons estimated using
the data-driven fake-factor method in 20.3 fb−1 of data. The uncertainties quoted are statistical
only, unless otherwise indicated, and combine the statistical uncertainty in the number of observed
events of each type and the statistical uncertainty in the associated fake factor. The systematic
uncertainty is shown for the background estimate in each ﬁnal state.
events having one or two real leptons that instead satisfy the relaxed lepton selection
criteria (j).
The factor f is calculated as a function of the pT and η of the fake lepton and is the
ratio of the probability for a fake lepton to satisfy the full lepton selection criteria to the
probability of the fake lepton only satisfying the relaxed lepton criteria. It is measured
in a control sample of data events that contains a Z boson candidate consisting of a pair
of isolated same-ﬂavour opposite-sign electrons or muons. In these events, f is measured
using the leptons and relaxed leptons not assigned to the Z boson and is found to vary from
0.082± 0.001 (0.33± 0.01) for pT < 10GeV to 0.027± 0.001 (0.72± 0.11) for pT > 40GeV
for electrons (muons). The quoted uncertainties are statistical. The weighted number of
data events for each of the ingredients in equation (7.1) can be found in table 4.
The systematic uncertainty in the reducible background is estimated using two addi-
tional and independent methods. The maximum diﬀerence between each additional esti-
mate and the nominal estimate is taken as the systematic uncertainty. The ﬁrst additional
method is to count the number of events in data with one pair of opposite-sign, same-ﬂavour
leptons and another pair of same-sign, same-ﬂavour leptons (ℓ+ℓ−ℓ′±ℓ′±) that satisfy the
complete selection criteria while subtracting the number of ZZ events that have one lepton
with misidentiﬁed charge from MC simulation. The second additional method removes the
parameterization of the factor f in pT and η and uses equation (7.1) to recalculate the back-
ground estimate. The systematic uncertainty is estimated to be ±2.8 events (63%) in the
e−e+e−e+ ﬁnal state, ±0.9 events (48%) in the µ−µ+µ−µ+ ﬁnal state, ±3.9 events (43%)
in the e−e+µ−µ+ ﬁnal state and ±7.1 events (46%) in the combined ℓ−ℓ+ℓ′ −ℓ′+ channel.
7.2 ZZ → ℓ−ℓ+νν¯ backgrounds
The main background sources for the ZZ → ℓ−ℓ+νν¯ channel are processes with two true
isolated leptons and EmissT in the event. Such processes can be diboson WZ events, as
well as ZZ → ℓ−ℓ+ℓ′ −ℓ′+ , tt¯, W−W+, Wt, ZZ → ττνν and Z → τ−τ+. Additionally,
processes such as the production of a Z or a W boson in association with jets (Z + jets,
W+ jets), as well as multijets, may satisfy the ZZ → ℓ−ℓ+νν¯ event selection criteria and
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contribute to the background. The backgrounds from diboson WZ and ZZ → ℓ−ℓ+ℓ′ −ℓ′+
production are estimated from MC simulations, while, for all other background sources
mentioned above, a combination of data-driven techniques and MC simulation is used for
their estimation.
7.2.1 Backgrounds from leptonic WZ decays and ZZ → ℓ−ℓ+ℓ′ −ℓ′+ decays
Background events with multiple true isolated leptons may be WZ events in which both
bosons decay leptonically and one of the three leptons is not reconstructed in the detector,
and ZZ → ℓ−ℓ+ℓ′ −ℓ′+ events in which two of the four leptons are not reconstructed. After
all selections, the WZ events constitute the dominant background for the ZZ → ℓ−ℓ+νν¯
channel. Although this background is estimated only from MC simulation, the simulation is
validated using events in dedicated control regions, eee, µµµ, µµe and eeµ, in which a third
lepton is required in addition to the full selection criteria. No signiﬁcant diﬀerence between
data and MC simulation is observed in the three-lepton control regions and therefore no
scaling is applied to the MC prediction in the signal region. The background due to WZ
events is estimated to be 16.7± 1.1(stat) ± 1.7(syst) events in the e−e+νν¯ ﬁnal state and
18.5±1.0(stat)±1.5(syst) events in the µ−µ+νν¯ ﬁnal state, and constitutes more than 50%
of the total background. The background due to ZZ → ℓ−ℓ+ℓ′ −ℓ′+ is small, contributing
less than 2% to the total background as shown in table 5. The dominant uncertainties
of this background source are theoretical, followed by uncertainties in the reconstruction
correction factors applied to the simulated events. The dominant theoretical uncertainty
is in the choice of QCD scale (about 7%), while the PDF uncertainties are less than 1%.
7.2.2 Backgrounds from tt¯, W−W+, Wt, ZZ → ττνν and Z → τ−τ+
The background contribution from these processes is measured by extrapolating from a
control region formed by events with one electron and one muon (instead of two electrons
or two muons), which otherwise satisfy the full ZZ → ℓ−ℓ+νν¯ selection. This eµ region
is free from signal events. The extrapolation from the eµ control region to the ee or µµ
signal regions takes into account the relative branching fractions (2 : 1 : 1 for eµ : ee : µµ),
as well as the ratio of the eﬃciencies ǫee or ǫµµ, for the ee or µµ selections to the eﬃ-
ciency ǫeµ for the eµ selection. These eﬃciency ratios are not equal to unity because of
the diﬀerence in electron and muon reconstruction and trigger eﬃciencies [13]. This back-
ground is estimated to be 13.3± 3.2(stat)± 0.2(syst) events in the e−e+νν¯ ﬁnal state and
15.4 ± 3.6(stat) ± 0.3(syst) events in the µ−µ+νν¯ ﬁnal state, and accounts for the 41%
and 46% of the total background in the e−e+νν¯ and µ−µ+νν¯ ﬁnal states, respectively.
The dominant uncertainty for these background contributions is statistical because of the
limited number of events in the control region, while additional uncertainties are due to
systematic uncertainties in the normalization of the simulated samples used to correct the
eµ contribution in data and the systematic uncertainty in the eﬃciency correction factors.
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7.2.3 W+jets and multijet background
Leptons originating from semileptonic decays of heavy-ﬂavour hadrons may also contribute
in the electron or muon ﬁnal states. However, this background is highly suppressed be-
cause of the dilepton mass requirement in the signal selection. The W+jets and multijet
background is estimated using the “matrix method” technique [64]. The fraction of events
in the signal region that contain at least one fake lepton is estimated by extrapolating
from a background-dominated control region to the signal region using factors measured
in data. The contribution of this background to the total background is 8% in the e−e+νν¯
ﬁnal state and negligible in the µ−µ+νν¯ ﬁnal state. The dominant systematic uncertainty
for this background is due to the uncertainty in the extrapolation factors and the limited
number of events in the control regions.
7.2.4 Z+jets background
Occasionally, events with one Z boson produced in association with jets or with a photon
(Z+jets, or Z + γ) may mimic signal events if they have large EmissT due to the mismea-
surement of the jets or the photon. This background of events with a Z boson and jets is
estimated by selecting events in data with a high-pT photon and jets, and reweighting these
events to account for diﬀerences in the Z boson and photon pT spectra and reconstruction
eﬃciencies. These weights are determined in a low-EmissT control region. To remove con-
tamination to single-photon events, subtraction of non-(γ + jet) events (e.g. Z(→ νν¯)+γ)
is performed. The full signal selection is applied to the single-photon plus jets events, and
the background is estimated by reweighting these events using weights determined from the
low-EmissT control region. The procedure is repeated in bins of p
Z
T in order to obtain the pT
distribution of the Z+jets and Z+γ backgrounds. As shown in table 5, this background is
negligible in both the e−e+νν¯ and µ−µ+νν¯ ﬁnal states. The dominant uncertainty for this
background is due to the statistical uncertainty of non-(γ+jet) events, which are subtracted
from the γ+ jets sample.
7.2.5 Background summary for ZZ → ℓ−ℓ+νν¯
A summary of both the simulation-based and data-driven backgrounds in the ZZ →
ℓ−ℓ+νν¯ channel is given in table 5. The largest background contributions come from
WZ and tt¯ , W−W+, Wt, ZZ → ττνν, and Z → τ−τ+. Several of the techniques used to
determine the data-driven backgrounds require subtraction of non-background processes
so that negative background estimates may result when extrapolating to the signal region.
Background estimates are required to have a minimum value of zero but are allowed to
ﬂuctuate positively within their uncertainty bounds during the cross-section extraction.
8 Event yields
The observed ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ number of candidates in the data,
the total background estimates and the expected signal for the individual decay modes,
as well as their combinations, are shown in table 6. The kinematic distributions of the
leading lepton pair mass (the pair with the larger transverse momentum of the two pairs
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Source e−e+νν¯ µ−µ+νν¯
WZ 16.7± 1.1± 1.7 18.5± 1.0± 1.5
ZZ → ℓ−ℓ+ℓ′ −ℓ′+ 0.6± 0.1± 0.1 0.6± 0.1± 0.1
tt¯, W−W+, Wt, ZZ → ττνν, Z → τ−τ+ 13.3± 3.2± 0.2 15.4± 3.6± 0.3
W + jets 2.6± 1.1± 0.5 −0.9± 0.7± 1.0
Z + jets −0.7± 3.5± 2.7 −0.5± 3.8± 2.9
Total background 32.4± 5.5± 3.3 33.2± 6.0± 3.4
Table 5. Number of background events for simulation-based and data-driven estimates in the
ZZ → ℓ−ℓ+νν¯ channel (e−e+νν¯ and µ−µ+νν¯). The ﬁrst uncertainty is statistical and the sec-
ond systematic. The exact treatment of background estimates for the cross-section extraction is
discussed in the text.
ZZ → ℓ−ℓ+ℓ′ −ℓ′+ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ ℓ−ℓ+ℓ′ −ℓ′+
Observed data 64 86 171 321
Expected signal 62.2± 0.3± 2.6 83.7± 0.4± 3.2 141.6± 0.6± 4.0 287.0± 0.8± 8.1
Expected background 4.8± 0.7± 2.8 2.3± 2.4± 1.0 10.0± 3.6± 3.9 17.1± 4.4± 7.1
ZZ → ℓ−ℓ+νν¯ e−e+νν¯ µ−µ+νν¯ ℓ−ℓ+νν¯
Observed data 102 106 208
Expected signal 51.1± 0.9± 2.6 55.1± 1.0± 2.9 106.2± 1.3± 3.9
Expected background 32.4± 5.5± 3.3 33.2± 6.0± 3.4 65.6± 8.1± 4.7
Table 6. Summary of observed ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ candidates in the data, total
background estimates and expected signal for the individual decay modes and for their combination
(last column). The ﬁrst uncertainty quoted is statistical, while the second is systematic. The
uncertainty in the integrated luminosity (1.9%) is not included.
of leptons), mlead
ℓ−ℓ+
, the transverse momentum of the leading Z boson (the Z boson that
decays to the leading lepton pair), pZleadT , the mass of the four leptons, mℓ−ℓ+ℓ′ −ℓ′+ , as well
as the transverse momentum of the ZZ system, pZZT , for the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ candidates
in all four-lepton ﬁnal states, are shown in ﬁgure 2. Figure 3 shows the mass of the leading
lepton pair versus the mass of the subleading lepton pair for the data and predicted signal
events in the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel.
The kinematic distributions of the lepton pair mass, mℓ−ℓ+ , the p
Z
T, the transverse
mass3 of the ZZ system, mZZT , and the azimuthal angle between the two leptons (electrons
or muons) originating from the Z boson, ∆φ(ℓ+, ℓ−), for the ZZ → ℓ−ℓ+νν¯ candidates in
both lepton ﬁnal states, are shown in ﬁgure 4.
3The transverse mass, mZZT , is defined as: m
ZZ
T =
√(√
p2T +m
2
Z +
√
Emiss 2T +m
2
Z
)2
− (pT + EmissT )
2,
where pT is the transverse momentum of the dilepton pair and mZ = 91.1876GeV, the mass of the Z
boson [63].
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Figure 2. Kinematic distributions for ZZ → ℓ−ℓ+ℓ′ −ℓ′+ candidates in all four-lepton ﬁnal states:
(a) mleadℓ−ℓ+ , (b) p
Zlead
T , (c) mℓ−ℓ+ℓ′ −ℓ′+ and (d) p
ZZ
T . The points represent the observed data and
the histograms show the expected number of ZZ signal events and the background estimate. The
shaded band shows the combined statistical and systematic uncertainties in the prediction and the
background. No selection on the leading lepton pair mass is required for (a), while the full selection
is applied for the other distributions.
9 Correction factors and detector acceptance
The ﬁducial cross section as measured in a given phase space for a given ﬁnal state, ZZ →
ℓ−ℓ+ℓ′ −ℓ′+ or ZZ → ℓ−ℓ+νν¯ , where ℓ and ℓ′ are either an electron or a muon, may be
expressed as:
σfid =
Ndata −Nbkg
L · CZZ , (9.1)
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Figure 3. The mass of the leading lepton pair versus the mass of the subleading lepton pair. The
events observed in the data are shown as solid circles and the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ signal prediction
from simulation, normalized to the luminosity of the data, as pink boxes. The size of each box is
proportional to the number of events in each bin. The region enclosed in the solid red box indicates
the signal region deﬁned by the requirements on the lepton pair masses for ZZ events.
where Ndata is the number of observed candidate events in data passing the full selection,
Nbkg is the estimated number of background events, L is the integrated luminosity, and
CZZ is the correction factor applied to the measured cross section to account for detector
eﬀects. This factor corrects for detector ineﬃciencies and resolution and is deﬁned as:
CZZ =
N recoZZ
NfidZZ
, (9.2)
where the numerator, N recoZZ , is the expected yield of reconstructed ZZ events in the signal
region after the full selection is applied, and the denominator, NfidZZ , is the generated yield
of ZZ events in the ﬁducial phase space deﬁned for a given ﬁnal state. It is determined
using simulated ZZ production samples. The numbers of events N recoZZ and N
fid
ZZ found
in each sample (PowhegBox and gg2VV) are weighted by the relative cross sections of
the two samples in order to combine them in the ratio. In the calculation of CZZ for
ZZ → ℓ−ℓ+ℓ′ −ℓ′+ ﬁnal states, pairs of oppositely charged leptons produced from decays
of Z → τ+τ− → ℓ+ℓ−νν¯νν¯ are included in N recoZZ , as those decays have the same ﬁnal state
as the signal and are not subtracted as background but are excluded from NfidZZ because the
ﬁducial regions are deﬁned only with ZZ decays directly to electrons, muons or neutrinos,
depending on the channel.
The total cross section as measured in a particular ﬁnal state may be expressed as:
σtot =
Ndata −Nbkg
L · CZZ ·AZZ · BF =
σfid
AZZ · BF , (9.3)
where BF is the branching fraction of ZZ to a particular ﬁnal state (0.113% for e−e+e−e+
and µ−µ+µ−µ+ ﬁnal states, 0.226% for the e−e+µ−µ+ ﬁnal state and 2.69% for the ℓ−ℓ+νν¯
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Figure 4. Kinematic distributions for ZZ → ℓ−ℓ+νν¯ candidates in both lepton ﬁnal states:
(a) mℓ−ℓ+ , (b) p
Z
T, (c) m
ZZ
T and (d) ∆φ(ℓ
+, ℓ−). The points represent the observed data and
the histograms show the expected number of ZZ signal events and the background estimate. The
shaded band shows the combined statistical and systematic uncertainties in the prediction and the
background. The last bin in (b) and (c) distributions, contains the overﬂow events.
channel) and AZZ is the detector acceptance as measured in a particular decay mode and
is determined at particle level. The acceptance factor is deﬁned as:
AZZ =
NfidZZ
N totZZ
, (9.4)
where the numerator, NfidZZ , is again the number of ZZ events predicted in the ﬁducial
phase space, and the denominator, N totZZ , is the number of ZZ events predicted in the total
phase space.
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Channel CZZ AZZ
e−e+e−e+ 0.495±0.023 0.817±0.017
e−e+µ−µ+ 0.643±0.021 0.725±0.017
µ−µ+µ−µ+ 0.846±0.034 0.645±0.020
e−e+νν¯ 0.678±0.039 0.0413±0.0022
µ−µ+νν¯ 0.752±0.048 0.0400±0.0019
Table 7. The CZZ and AZZ factors for each of the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ decay
modes. The total uncertainties (statistical and systematic) are shown and a description of the
systematic uncertainties can be found in section 10.
According to equation (9.3), the acceptance for the total phase-space events in the
signal region is given by the quantity CZZ · AZZ · BF. The purpose of this factorization
is to separate the term that is sensitive to theoretical uncertainties (AZZ) from the term
representing primarily detector eﬃciency (CZZ).
The CZZ and AZZ factors are shown in table 7 for all decay modes considered here.
The acceptance in the ZZ → ℓ−ℓ+νν¯ channel is much smaller than the one in the ZZ →
ℓ−ℓ+ℓ′ −ℓ′+ channel mainly due to the axial-EmissT and jet veto requirements, which reduce
the number of selected events by about 86% and 40% respectively.
10 Systematic uncertainties
Systematic uncertainties arise from theoretical and experimental sources, which aﬀect the
correction factor, CZZ , the detector acceptance, AZZ , the number of expected background
events, and the extracted aTGC limits. These uncertainties are also propagated through
the unfolding procedure (section 11.2) to obtain the diﬀerential distributions. A summary
of these uncertainties is shown in table 8.
The dominant experimental uncertainties depend on both the channel and ﬁnal state
under study. In the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel, the lepton reconstruction uncertainty
along with the isolation and impact parameter uncertainties have the largest eﬀect, while
in the ZZ → ℓ−ℓ+νν¯ channel, the modelling of the jets and the measurement of the EmissT
are the dominant uncertainties. The systematic uncertainties due to lepton reconstruction
are estimated using the Z → ℓ+ℓ− and W → ℓν processes as described in refs. [56, 57, 65].
For ﬁnal states with electrons, the electron reconstruction uncertainty is about 4.0%, 2.0%
and 1.7% in the ZZ → e−e+e−e+, ZZ → e−e+µ−µ+ and ZZ → e−e+νν¯ ﬁnal states,
respectively. Modelling of the isolation of muons along with their reconstructed impact
parameter relative to the reconstructed collision vertex are the dominant eﬀects on CZZ
for ﬁnal states with muons, having contributions of 3.4% and 3.2% in the ZZ → µ−µ+µ−µ+
and ZZ → µ−µ+νν¯ ﬁnal states, respectively.
Uncertainties in the modelling of the jets and EmissT are signiﬁcant in the ZZ → ℓ−ℓ+νν¯
channel due to the jet veto requirement and the axial-EmissT > 90GeV selection. The JES
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Source e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ e−e+νν¯ µ−µ+νν¯
CZZ
Electron rec. and ID eﬃciency 4.0 % – 2.0 % 1.7 % –
Electron energy/momentum 0.4 % 0.01% 0.2 % 2.0 % 0.1 %
Electron isolation/impact parameter 1.4 % – 0.7 % 0.3 % –
Muon rec. and ID eﬃciency – 1.8 % 0.9 % – 0.7 %
Muon energy/momentum – 0.03% 0.04% – 0.3 %
Muon isolation/impact parameter – 3.4 % 1.7 % – 3.2 %
Jet+EmissT modelling NA NA NA 4.7 % 5.3 %
Trigger eﬃciency 0.1 % 0.2 % 0.1 % 0.1 % 0.5 %
PDF and parton shower 0.2 % 0.1 % 0.1 % 0.9 % 2.2 %
AZZ
Jet veto NA NA NA 1.8 % 1.6 %
Electroweak Corrections 0.03% 0.03% 0.02% 0.9 % 1.0 %
PDF and scale 0.7 % 0.9 % 0.8 % 3.1 % 2.1 %
Generator modelling and parton shower 2.0 % 3.0 % 2.3 % 4.3 % 4.1 %
Table 8. A summary of the systematic uncertainties, as relative percentages of the correction
factor CZZ and the detector acceptance AZZ is shown. For rows with multiple sources, the uncer-
tainties are added in quadrature. Dashes indicate uncertainties which are smaller than 0.01% and
uncertainites with NA are not applicable for that speciﬁc ﬁnal state.
uncertainty4 corresponding to the local cluster weighting calibration scheme is obtained
using data from test-beams, LHC collision data and simulations [66, 67] and is provided in
bins of jet pT and |η|. The jet energy resolution (JER) and its uncertainty are determined
using in situ techniques based on the transverse momentum balance in dijet events. The
impact due to the uncertainty on the resolution is evaluated by smearing the pT of the
jets within its uncertainty. The reconstruction of the EmissT is aﬀected by uncertainties
associated with the leptons, JES and JER that are propagated to the EmissT determination.
As there are no requirements on either jet reconstruction or EmissT for the ZZ → ℓ−ℓ+ℓ′ −ℓ′+
channel, the impact of these uncertainties is negligible for these ﬁnal states.
The uncertainty in the integrated luminosity is 1.9% [53]. This aﬀects the overall
normalization of ZZ production for the total cross-section measurement and the unfolded
diﬀerential distributions.
In addition to experimental uncertainties, the measurements are subject to sources
of theoretical uncertainty. The correction factor and detector acceptance for ZZ →
ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ ﬁnal states are calculated using PowhegBox interfaced
to Pythia for the qq¯ component, and using gg2VV for the gg → ZZ component. These
calculations are sensitive to the choice of µR and µF scales, as they are missing higher terms
from the perturbative expansion. The uncertainty associated with this choice is estimated
4The JES uncertainty is fully parameterized by 56 nuisance parameters resulting from various estimation
techniques including Z+jets, γ+jets and multijet balance.
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by comparing the detector acceptance, AZZ , when the µR and µF scales are increased and
decreased by a factor of two, with the nominal. The uncertainty associated with the jet veto
in the ZZ → ℓ−ℓ+νν¯ ﬁnal state is determined via the Stewart and Tackmann method [37]
using the jet veto eﬃciency for each sample generated with diﬀerent µR and µF scales.
The choice of the underlying-event modelling and parton shower, which includes initial
and ﬁnal state radiation eﬀects, is one of the smaller sources of theoretical uncertainty and
its eﬀect is estimated in two ways. First, AZZ is recalculated from MC samples generated
with PowhegBox but interfaced withHerwig for the parton showering instead of Pythia
as is done for the nominal samples. The uncertainty is estimated from the diﬀerence
in AZZ for the Herwig and Pythia showered samples. The second method uses ZZ
samples generated using Sherpa to calculate both CZZ and AZZ . Sherpa is formally a
LO generator with respect to the qq¯ process, and does not include the gluon diagrams.
However, Sherpa uses its own matrix-element generation and parton shower algorithms,
and can be used to provide an estimate of the eﬀects of the uncertainty due to the choice
of parton shower. As in the ﬁrst method, the uncertainty is estimated using the diﬀerence
in CZZ and AZZ calculated using the nominal and Sherpa samples.
As described in section 4, the predicted cross sections for the ZZ ﬁnal states are
corrected for virtual NLO EW eﬀects by applying a reweighting factor to each event. The
uncertainty in this reweighting procedure is estimated by combining the uncertainty in the
theoretical predictions used to estimate the NLO EW eﬀects and the statistical uncertainty
from its prediction. These uncertainties are added in quadrature.
The choice of PDF represents an additional source of uncertainty. To estimate this
theoretical uncertainty, the eigenvectors of the CT10 PDF set are varied within their ±1σ
uncertainties. The same procedure is followed for the backgrounds estimated from simula-
tion where the CT10 PDF set is used.
11 Cross-section measurements
11.1 Cross-section extraction
Two types of cross sections, ﬁducial and total, are extracted using equations (9.1) and (9.3).
A ﬁducial cross section is extracted for every ﬁnal state in both the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and
ZZ → ℓ−ℓ+νν¯ channels. The information from these ﬁnal states is combined to measure a
single pp→ ZZ total cross section in the total phase space (66 < mℓ−ℓ+ < 116GeV) using
the detector acceptance and branching fraction of ZZ to a given four-lepton or dilepton +
νν ﬁnal state. For each measurement, a likelihood method is used to extract the expected
ZZ event rate according to a Poisson probability distribution, as described in ref. [68]. The
likelihood is maximized with respect to the cross section. For ﬁducial (total) cross-section
measurements, sources of systematic uncertainties aﬀecting backgrounds, object recon-
struction and identiﬁcation eﬃciencies, detector acceptance and luminosity are included as
nuisance parameters and the aﬀected terms are allowed to ﬂuctuate according to Gaussian
probability distributions with widths equal to the uncertainties. The measured cross sec-
tions for the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ channels are given in table 9 and the
ratios of these measurements with respect to the SM predictions are shown in ﬁgure 5.
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Measurement Prediction
σfid
ZZ→e−e+e−e+
= 5.9 ± 0.8 (stat) ± 0.4 (syst) ± 0.1 (lumi) fb 6.2 +0.6
−0.5 fb
σfid
ZZ→e−e+µ−µ+
= 12.4 ± 1.0 (stat) +0.6
−0.5 (syst)
+0.3
−0.2 (lumi) fb 10.8
+1.1
−1.0 fb
σfid
ZZ→µ−µ+µ−µ+
= 4.9 +0.6
−0.5 (stat)
+0.3
−0.2 (syst) ± 0.1 (lumi) fb 4.9 +0.5−0.4 fb
σfid
ZZ→e−e+νν¯
= 5.0 +0.8
−0.7 (stat)
+0.5
−0.4 (syst) ± 0.1 (lumi) fb 3.7 ±0.3 fb
σfid
ZZ→µ−µ+νν¯
= 4.7 ± 0.7 (stat) +0.5
−0.4 (syst) ± 0.1 (lumi) fb 3.5 ±0.3 fb
σtotalpp→ZZ = 7.3 ± 0.4 (stat) ± 0.3 (syst) +0.2−0.1 (lumi) pb 6.6 +0.7−0.6 pb
Table 9. The measured ﬁducial cross sections and the combined total cross section compared to the
SM predictions. For experimental results, the statistical, systematic, and luminosity uncertainties
are shown. For the theoretical predictions, the combined statistical and systematic uncertainty is
shown.
theory
σ/
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Tot. uncertainty
Stat. uncertainty
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ATLAS
 4l→ ZZ →pp 
ν 2l2→ ZZ →pp 
-1
 = 8 TeV, 20.3 fbs
Total Combined Cross Section
Figure 5. The ratio of the measured ZZ cross sections in the ﬁducial phase space to the SM
prediction from PowhegBox and gg2VV in each of the ﬁve decay modes considered. The ratio
between the total combined cross section and the SM prediction is also shown. The inner grey
error bars on the data points represent the statistical uncertainties, while the outer black error bars
represent the total uncertainties. The green and yellow bands represent the 1σ and 2σ uncertainties,
respectively, associated with the SM prediction.
11.2 Differential cross sections
The diﬀerential cross sections presented in this section allow a more detailed comparison
of the measurement to current and future theoretical predictions. The measured kinematic
distributions are unfolded back to the underlying distributions, accounting for the eﬀect
of detector resolution, eﬃciency and acceptance. The unfolding as a function of diﬀerent
– 21 –
J
H
E
P
0
1
(
2
0
1
7
)
0
9
9
kinematic variables is performed separately for the two channels. More speciﬁcally, it is
performed within the ﬁducial phase space of the ZZ → ℓ−ℓ+νν¯ measurement and within
the total phase space of the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ measurement, deﬁned in section 3. This
diﬀerent approach between the channels is chosen to beneﬁt from the extended ﬁducial
phase space for leptons in the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel.
The unfolding procedure is based on a Bayesian iterative algorithm [69]. In the unfold-
ing of binned data, the eﬀects of the experimental acceptance and resolution are expressed
in terms of a two-dimensional response matrix, Aij , where each element corresponds to
the probability of an event in the i-th generator-level bin being reconstructed in the j-th
measurement bin. The unfolding algorithm combines the measured spectrum with the re-
sponse matrix to form a likelihood, takes as input a prior for the speciﬁc kinematic variable
and iterates using the posterior distribution as prior for the next iteration. The SM pre-
diction calculated using the PowhegBox and gg2VV generators is used as the initial prior
and three iterations are performed. The number of iterations is optimized to ﬁnd a bal-
ance between too many iterations, causing high statistical uncertainties associated with the
unfolded spectra, and too few iterations, which increases the dependency on the MC prior.
The statistical uncertainty of the unfolded distribution is tested via toy-MC tests.
Each measured data-point is Poisson ﬂuctuated and the full nominal unfolding procedure
is applied. This is repeated 2000 times and the root mean square of the resulting unfolded
values is taken as the unfolded distribution’s statistical uncertainty.
The systematic uncertainties are estimated as follows: for each scale, eﬃciency or
resolution systematic uncertainty, a new response matrix is produced reﬂecting a varia-
tion by that systematic uncertainty. The measured data distribution is then unfolded for
all instances separately, leading to one distribution for each systematic uncertainty. The
diﬀerence between each of the distributions that correspond to the diﬀerent systematic
uncertainties and the nominal distribution, where no variation has been applied, is deﬁned
as the systematic uncertainty in each bin.
Uncertainties on the unfolding due to imperfect description of the kinematic properties
of the data by the MC are evaluated using a data-driven method [70], where the MC diﬀer-
ential distribution is corrected to match the data distribution and the resulting weighted
MC distribution at reconstruction level is unfolded with the response matrix used in the
actual data unfolding. The new unfolded distribution is compared to the weighted MC
distribution at generator level and the diﬀerence is taken as the systematic uncertainty.
Moreover, in the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel, as the unfolding is performed within the total
phase space, theoretical uncertainties due to this extrapolation are also considered. These
uncertainties include the choice of µR and µF scales, which access the impact of higher-
order contributions from QCD, the PDF set, and the parton shower modelling. The latter
is estimated by comparisons with Sherpa ZZ samples.
The bin limits and bin widths of the diﬀerential kinematic distributions are chosen to
balance the need of ﬁner bins, in order to provide detailed information, against the limited
number of events and bin migration eﬀects. More speciﬁcally, the fraction of reconstructed
events generated in the same bin (i.e. purity) is higher than 75%.
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11.2.1 ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel
The kinematic distributions that are unfolded in this channel are the pZleadT , the number of
jets in associated production with ZZ → ℓ−ℓ+ℓ′ −ℓ′+ (Njets), the azimuthal angle between
the two leptons (electrons or muons) originating from the leading Z boson (∆φ(ℓ+, ℓ−)lead)
and the diﬀerence in rapidity between the two Z bosons of the ZZ system (∆y(Z,Z)). The
diﬀerential cross sections and their comparison with the SM predictions (PowhegBox and
gg2VV) are shown in ﬁgure 6. The dominant uncertainty is the statistical uncertainty of
the data, ranging from 7% to 17% in most bins. The theoretical modelling uncertainties
are of the order of 1%–3%. According to ﬁgure 6b, more than 70% of ZZ → ℓ−ℓ+ℓ′ −ℓ′+
events are produced without any associated high-pT jets, and this is well modelled by MC
simulation. The measurement is consistent with the SM prediction within 1 σ in most of
the bins.
11.2.2 ZZ → ℓ−ℓ+νν¯ channel
The kinematic distributions that are unfolded in this channel are the pZT of the Z boson
that decays to electrons or muons, the azimuthal angle between the two leptons (electrons
or muons) originating from the Z boson (∆φ(ℓ+, ℓ−)) and the transverse mass of the ZZ
system (mZZT ).
The diﬀerential cross sections are shown in ﬁgure 7. The measured values are compared
with the SM predictions (PowhegBox and gg2VV). The theoretical modelling uncertain-
ties, evaluated by the data-driven method described in section 11.2, are in the order of a
few percent (0.7%–1% for pZT , 0.7%–1.5% for ∆φ(ℓ
+, ℓ−) and 3%–9% for mZZT ). While the
central values of the unfolded data diﬀer from the prediction by up to 50% in some of the
bins, the measurement is consistent with the SM prediction within 1–2σ.
12 Anomalous neutral triple gauge couplings
According to the SM SU(2)L×U(1)Y gauge symmetry, vertices of the form ZZZ and ZZγ
are not present at tree level. Consequently, ZZ production does not receive a contribution
from the s-channel resonance diagram (ﬁgure 1c). At one-loop level, fermionic triangle loops
contribute to the generation of eﬀective neutral aTGCs at the level of 10−4 to 10−3 [12].
A typical signature of aTGCs is an enhanced cross section at high centre-of-mass energies.
Thus, observables which are proportional to the invariant mass of the ZZ diboson system
and the gauge boson transverse momentum are particularly sensitive to contributions from
aTGCs. Studies of aTGCs have been performed by the LEP Collaborations [19, 71–74], as
well as the CDF and D0 Collaborations. More recent studies performed by the ATLAS and
CMS Collaborations using data collected during 2011 at 7TeV indicate that if there are
any contributions from new physics at the TeV scale, they are at most of the order of 10−3.
In this paper, an eﬀective Lagrangian framework [75] is used for the aTGCs studies,
where the most general ZZV (V = Z or γ) couplings, which respect gauge and Lorentz
invariance [18] are considered. Such couplings can be parameterized by two CP -violating
(fγ4 , f
Z
4 ) and two CP -conserving (f
γ
5 , f
Z
5 ) parameters. The contribution of anomalous
couplings to the ZZ production cross section grows with the partonic centre-of-mass energy
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Figure 6. The measured diﬀerential cross-section distributions (black points) normalized to the
bin width for (a) pZleadT , (b) Njets, (c) ∆φ(ℓ
+, ℓ−)lead and (d) ∆y(Z,Z) in the ZZ → ℓ−ℓ+ℓ′ −ℓ′+
channel, unfolded within the total phase space, compared to the theory predictions of PowhegBox
and gg2VV (red line). The vertical error bars show the respective statistical uncertainties, while
the light blue error bands express the statistical and systematic uncertainties of the measurements
added in quadrature.
squared, sˆ. To avoid violation of unitarity a form factor is introduced to the anomalous
couplings of the form:
fVi (sˆ) = f
V
i,0
(
1 +
sˆ
Λ2
)−2
, (12.1)
where fVi,0 is the generic anomalous coupling value (i=4,5) at low energy and Λ is a cutoﬀ
scale related to the energy at which the eﬀective ﬁeld theory breaks down and new physics
would be observed. For the results presented, no form factor is used as the current sen-
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Figure 7. The measured diﬀerential cross-section distributions (black points) normalized to the
bin width for (a) pZT, (b) ∆φ(ℓ
+, ℓ−) and (c) mZZT in the ZZ → ℓ−ℓ+νν¯ channel, unfolded within
the ﬁducial phase space, compared to the theory predictions of PowhegBox and gg2VV (red line).
The vertical error bars show the respective statistical uncertainties, while the light blue error bands
express the statistical and systematic uncertainties of the measurements added in quadrature.
sitivity is well within the unitarization constraints and Λ is large enough that no energy
dependence for the anomalous couplings needs to be considered. The ZZV couplings in
ZZ production considered here are distinct from the ZγV couplings probed in Zγ produc-
tion in e−e+ and hadronic collisions. Additional anomalous couplings can contribute when
the Z bosons are oﬀ-shell [76], although these couplings are highly suppressed near the Z
boson resonance.
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12.1 Parameterization of signal yield
In order to look for the eﬀects of ZZV aTGCs, the signal yield must be parameterized
in terms of the coupling strength. Simulated samples are produced using a generator
which contains matrix elements with aTGCs at various strengths with one reference sample
generated at the SM points of zero for all couplings, and at least two other samples with
non-zero couplings in various combinations. The signal yield is obtained as the simulated
samples are reweighted from one aTGC point to another using a framework [77] which
allows the kinematic properties to be reweighted on an event-by-event basis. The matrix
elements used for reweighting are extracted from the Baur, Han and Ohnemus (BHO) [78]
generator. The event yields are then expressed as a function of the aTGC parameters,
which contains terms both linearly and quadratically proportional to the couplings. The
expected number of events generated by Sherpa (only qq¯ → ZZ) is then normalized to
the prediction of PowhegBox + gg2VV.
12.2 Confidence intervals for aTGCs
The pZleadT in the ZZ → ℓ−ℓ+ℓ−ℓ+ channel and the pZT in the ZZ → ℓ−ℓ+νν¯ channel are
particularly sensitive to aTGCs and therefore these distributions are used to probe them.
Given the limited number of events in the selected data sample, especially in the high-
pZT region, all the events of the e
−e+e−e+, e−e+µ−µ+ and µ−µ+µ−µ+ ﬁnal states in the
ℓ−ℓ+ℓ′ −ℓ′+ channel are combined. Likewise, all the events of the e−e+νν¯ and µ−µ+νν¯
ﬁnal states in the ℓ−ℓ+νν¯ channel are combined. Figure 8 shows the data distribution
comparison with the SM predictions, as well as the prediction for a non-zero aTGC param-
eter point, where the CP -violating parameter fγ4 is set to be equal to 0.01, while all other
anomalous couplings are set to zero. The deﬁcit in data versus the MC prediction for bin
2 in (a) is 2.2 σ while for bin 4 in (b) it is 1.9 σ. The data are found to be consistent with
the SM predictions, and no indication of aTGCs is observed.
Limits on neutral aTGC parameters are determined using the expected and observed
numbers of events in the following pZT bins: 280–430GeV and 430–1500GeV for the ZZ →
ℓ−ℓ+ℓ′ −ℓ′+ channel, and 270–350GeV and 350–1500GeV for the ZZ → ℓ−ℓ+νν¯ channel.
The binning is optimized for maximum sensitivity in the aTGCs. Table 10 shows the
expected number of events from non-ZZ backgrounds and from SM ZZ events along with
the observed number of events in each bin.
A normalization factor is applied to the expected SM ZZ events, to scale the predicted
ZZ ﬁducial cross section to the measurement. The uncertainty in this normalization factor
is propagated to the limit-setting procedure. Apart from the uncertainties described in
section 10, an additional systematic uncertainty in the modelling of the pZT shape for the
qq¯ → ZZ process is taken into account by comparing the predictions from PowhegBox
and Sherpa. The diﬀerence ranges from 30% to 80% for the ZZ → ℓ−ℓ+νν¯ channel and
from 30% to 40% for the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel.
The extraction of the aTGC limits is based on detector-level distributions. A proﬁle-
likelihood-ratio test statistic [79] is used to assess whether the predictions with aTGCs
are compatible with the data. Then a frequentist method [80] is used to determine the
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Figure 8. Data and SM prediction of the pZT distribution for the (a) ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and
(b) ZZ → ℓ−ℓ+νν¯ channels. The expected contribution from the aTGC point with fγ4 = 0.01 is
also shown.
Expected non-ZZ background Expected SM ZZ events Observed events
ZZ → ℓ−ℓ+ℓ′ −ℓ′+
280 < pZleadT < 430GeV 0.13± 0.01± 0.04 2.7 ± 0.1 ± 0.9 4
pZleadT > 430GeV 0.03± 0.01± 0.01 0.7 ± 0.1 ± 0.3 0
ZZ → ℓ−ℓ+νν¯
270 < pZT < 350GeV 0.22± 0.10± 0.03 2.3± 0.20± 1.8 2
pZT > 350GeV 0.25± 0.12± 0.03 1.0± 0.13± 0.4 1
Table 10. The expected background from non-ZZ events and SM ZZ events, and the number of
observed events in the two highest pZleadT and p
Z
T bins for all ﬁnal states in each ZZ channel. For
the expected background and SM ZZ events, the ﬁrst uncertainty is statistical and the second is
systematic.
95% conﬁdence level (CL) intervals for the aTGC parameters. The number of observed
data events and the predictions for the aTGC signal and background processes are used to
construct the Poissonian probability density functions, in which systematic uncertainties
are considered as nuisance parameters constrained with Gaussian functions. The observed
intervals are compared with the expected intervals by generating ‘Asimov’ data sets, which
are representative event samples that provide both the median expectation for an exper-
imental result and its expected statistical variation in the asymptotic approximation as
described in ref. [79]. The expected limits calculated with ‘Asimov’ data sets are cross-
checked with limits obtained from 5000 pseudo-experiments generated using the expected
number of events at each point in the aTGC parameter space.
Limits are set on each coupling, assuming all of the other couplings are zero (as in
the SM), and on pairs of couplings assuming the remaining two couplings are zero. The
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Coupling Expected (10−3) Observed (10−3)
fγ4 [−4.6, 4.8] [−3.8, 3.8]
fZ4 [−4.0, 4.1] [−3.3, 3.2]
fγ5 [−4.8, 4.8] [−3.8, 3.8]
fZ5 [−4.1, 4.1] [−3.3, 3.3]
Table 11. One-dimensional expected and observed 95% CL limits on the aTGC parameters for
both the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ channels combined. The limit for each coupling
assumes that the other couplings are ﬁxed at their SM value.
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Figure 9. The observed and expected two-dimensional 95% CL contours for limits in the plane of
two simultaneously non-zero parameters for the combined ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯
channels. Except for the two aTGC parameters under study, all others are set to zero. The
horizontal and vertical lines correspond to the one-dimensional limits for each aTGC parameter.
observed and expected 95% CL invervals for the four aTGC parameters for the ZZ →
ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ channels combined are listed in table 11. Since the energy
scale at which new physics may appear is unknown, no form factor is used when deriving
the limits. The two-dimensional 95% CL intervals are shown in ﬁgure 9.
The one-dimensional limits are more stringent than those derived from measurements
at LEP [19], the Tevatron [20] and previously by ATLAS [13] and are comparable to the
limits set by CMS at 8TeV [17]. CMS has recently improved the limits on aTGCs by
combining measurements at 7 and 8TeV [21].
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13 Conclusion
A measurement of the ZZ production cross section in LHC pp collisions at
√
s = 8TeV is
presented, using data corresponding to an integrated luminosity of 20.3 fb−1 collected by
the ATLAS detector in 2012. Fiducial cross sections are measured for every ﬁnal state in
the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ and ZZ → ℓ−ℓ+νν¯ (ℓ = e, µ) decay channels and the results are
compatible with the SM expected cross sections. The combined total ZZ production cross
section is measured to be:
σtotalpp→ZZ = 7.3 ± 0.4 (stat) ± 0.3 (syst) +0.2−0.1 (lumi) pb .
The result is consistent with the SM prediction:
σtotalpp→ZZ = 6.6
+0.7
−0.6 pb ,
which includes predictions from QCD at NLO for the qq¯ process corrected for virtual NLO
EW eﬀects and predictions from LO gluon-gluon fusion.
Diﬀerential cross sections in the total phase space in the ZZ → ℓ−ℓ+ℓ′ −ℓ′+ channel
are derived for the transverse momentum of the leading Z boson, the number of jets, the
azimuthal angle between the two leptons originating from the leading Z boson and the
diﬀerence in rapidity between the two Z bosons of the ZZ system. In the ZZ → ℓ−ℓ+νν¯
channel, the diﬀerential cross sections are measured in the ﬁducial phase space for the trans-
verse momentum of the Z boson, the azimuthal angle between the two leptons originating
from the Z and the transverse mass of the ZZ system.
The event yields as a function of the pT of the leading Z boson for the ZZ→ℓ−ℓ+ℓ′ −ℓ′+
and ZZ → ℓ−ℓ+νν¯ event selections are used to derive 95% conﬁdence intervals for anoma-
lous neutral triple gauge boson couplings. These limits are more stringent than the previous
ATLAS results by approximately a factor of four.
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