Introduction
Capital structure denotes the mode of finance, usually a blend of the loan and equity capital, through which a firm is financed. It has been an interesting issue for many researchers, wherein they attempted to delineate the connection between capital structure and the performance of firms. The decision of how a firm will be financed is subjected to both the managers of the firms and fund suppliers. If financing is done by employing an incorrect combination of debt and equity, a negative effect is seen in the performance and even endurance of a firm. Thus, in order to maximise the firm value, managers need to carefully consider the capital structure decision, which is a complex task, as the use of leverage varies from one firm to another. Therefore, what managers usually do is try to achieve the best combination of debt and equity in their capital structure.
In this context, there have been several studies that tried to inspect the affiliation of capital structure with the performance of firms. In connection with this issue, Modigliani and Miller (1958) primarily stated that, under perfectly competitive capital market conditions, the firm value is free from the influence of capital structure decisions. Instead, they argued that the firm value is determined solely by its basic earning power. Later, however, they proposed, by taking the effect of tax advantage banking sector is considered as the most strong and dominant sector in Bangladesh as evidenced by Nguyen et al. (2011) .
Literature Review
The concept of capital structure can be defined as in the proportional relation between a firm's debt capital and equity capital. Firms use capital structure usually to fund their business and expand. This decision is vital for a firm as it has a direct influence on the risk and return of a firm. The scholars around the world have conceptualised capital structure in different contexts and thus in different ways. Besley and Brigham (2008) conceptualised capital structure as the blend of long-term debt capital, preferred share capital and the net worth that is being used as a method of permanent financing by the firm. Describing capital structure as a method of long-term financing, Van Horne and Wachowicz (2008) stated that it is a combination of a firm's preferred share capital, equity capital and debt capital. Therefore, it could be said that, traditionally, capital structure has been conceptualised as a combination of long-term debt capital and equity capital, and thus ignored short-term debt capital. In the present study, besides these components, we incorporate short-term debt capital as a component of capital structure.
Previous Empirical Studies
There are several empirical studies that have observed the association of capital structure decision with the performance of firms. Some of them have noticed a positive impact, while others have noted either a negative effect or no effect. Nikoo (2015) , by employing the data of 17 banks over a period of 2009-2014, observed a significant positive effect of capital structure choice on the performance of the sampled banks. Umar et al. (2012) used data on 100 listed firms over a period of 2006-2009 and observed a significant positive association between the performance of a firm and capital structure. They used ROA, Earnings Per Share (EPS) and net profit margin as proxies to measure the performance and short-term debt obligations to total asset (STDTA), long-term debt obligations to total asset (LTDTA), and total debt obligations to total asset (TDTA) as the capital structure variables. The authors claimed, on the basis of exponential generalised least squares approach, that their findings support the trade-off theory. Salteh et al. (2012) inspected the influence of capital structure decision on the profitability of 28 firms from the Tehran stock exchange. They, while considering the data for [2005] [2006] [2007] [2008] [2009] , observed positive impacts of capital structure variables, STDTA, LTDTA, TDTA, on the performance proxies by ROE and Tobin's Q. Arbabiyan and Safari (2009) , using the data of 100 firms for 2001-2007, reported a significant positive link of STDTA and TDTA with ROE. However, the authors observed an inverse association of LTDTA with ROE. The main drawback of this study was that they used only a single variable, ROE, to measure the performance. In a similar vein, Abor (2005) attempted to explore the impacts of capital structure on the performance of the firms belonging to the Ghana stock exchanges and found a significant positive impact of STDTA and TDTA on ROE. Furthermore, the author also observed a negative association between LTDTA and ROE.
Positive Conclusions

Negative Conclusions
In contrast to the empirical studies that observed positive impacts, many researchers have also observed negative impacts. Ramadan and Ramadan (2015) analysed the data over the period of 2008-2012, with an aim to explore the impacts of capital structure variables, TDTA, LTDTA and STDTA, on the performance of Jordanian firms. They used the data of 72 companies over the period of 2005-2013 and by applying the pooled OLS observed the significant negative effect of capital structure on ROA.
Abdel-Jalil (2014), by employing multiple regression analysis, documented a significant inverse influence of debt ratio and the proportion of debt to equity on the rate of return generated from investment activities, ROI. Memon et al. (2012) checked the relationship of a capital structure decision with the performance of the Pakistani organisations, where the authors used ROA as a single measure of performance. They applied the log-linear regression model on the data of 141 Pakistani textile companies for the period of 2004-2009 and reported a significantly negative association between TDTA and ROA. By using the ratio of debt to the total asset as a single proxy of capital structure and ROA as a proxy to measure the performance of firms, Muritala (2012) examined the influence of using leverage in the capital structure on the performance of Nigerian firms. They gathered data on ten firms over the period of 2006-2010 and, by applying panel least square approach, observed a negative influence of debt to total asset ratio on ROA. In another study, investigating data of 76 firms over 2001 -2006 , Soumadi and Hayajneh (2012 reported a similar negative influence on ROE and Tobin's Q.
Arguing that a single measure is not enough to measure a firm's performance, Salim and Yadav (2012) employed EPS, ROA, ROE and Tobin's Q as measures of performance. They used panel data of 237 Malaysian companies for 1995-2011 and observed a significant negative influence of TDTA, LTDTA and STDTA on EPS, ROA, ROE and Tobin's Q. Manawaduge et al. (2011) , in the context of an emerging market, scanned the influence of leverage on Sri Lankan firms' profitability. An analysis of pooled panel data of 155 firms over the period of 2002-2008 indicated an inverse influence of leverage on the profitability of firms. In another study, Chakraborty (2010) also found an inverse relationship between leverage and the performance of firms where performance was considered by the relative amount of profit before interest and taxes.
No Relationship
While some studies observed a link, either positive or negative, between capital structure decisions and performance, there are other studies that reported no such association between the same.
Al-Taani (2013) inspected the association of capital structure choice with the profitability of Jordanian companies. Applying the data of 2005-2009, they found no statistically significant association between ROA and debt ratio. Ebaid (2009) inspected the influence of capital structure decision on the performance of firms. Using the data of 64 firms listed in the Egyptian capital market for the period of 1997-2005, the author conducted multiple regression analysis and observed from a weak to no impact.
Findings in the Context of Bangladesh
In the context of Bangladesh, Safiuddin et al. (2015) applied descriptive statistics to trace the influence of financial structure on the financial and non-financial firms operating in Bangladesh. They employed the data for 40 firms for a period of 2008-2012 and concluded that leverage plays a critical role in the performance of a firm. The major drawback of their study was that it used only descriptive statistics rather than an econometric model to explain the relationship.
In another study, the using data of manufacturing companies over a period of 2002-2011, Hossain and Hossain (2015) explored the antecedents of capital structure in Bangladesh. By using the data of 74 manufacturing firms for the period, 2002-2011, the authors applied a panel corrected standard regression model and observed a negative relationship between most of the variables and then concluded that, in Bangladesh, most firms follow pecking order theory and static trade-off theory. Rouf (2015) , considering the data for a period of 2008-2011 for 106 manufacturing companies, investigated the impacts of capital structure on the performance of non-financial companies, where the performance, measured by ROA and ROS, showed a significant negative influence. A similar study by Hasan et al. (2014) excluded the performance of bank sector and inspected the effects of capital structure choice on the performance of Bangladeshi firms over the period of 2007-2012. The authors used ROA, ROE, EPS and Tobin's Q as the measures of performance. Applying pooled OLS, they observed negative impacts. Chowdhury and Chowdhury (2010) checked the influence of capital structure on the goal of the maximising a firm's value. They, excluding the banking sector, considered the data of 77 non-financial firms for a period of 1994-2003 and observed a positive influence.
It can be gleaned from the discussed empirical studies that the impact of capital structure decision on the performance of firms is not clear and most of the available evidence is inconclusive. Therefore, it brings an open ground for the academicians, researchers, firms, regulators and supervisors to explore and establish empirically the impacts of capital structure choice on the performance of banks. Furthermore, there is no empirical study exploring the effects of capital structure decision on the performance of Bangladeshi banks. Hence, our main objective was to fill this gap with a systematic and comprehensive analysis of the database of banks operating in a developing country, i.e., Bangladesh.
Methodology
Data Sources and Description
The relation of capital structure with the performance of a firm has not been delineated in the context of the developing country, Bangladesh. We chose the banking sector as bank efficiency contributes positively to economic growth. To date, there are 30 banks listed on the Dhaka Stock Exchange Ltd., Dhaka, Bangladesh. In order to provide reliable, meaningful and the most updated results, we collected the data for ten years over a period from 2005-2014. We considered only the banks that had audited financial statements from 2005 and onwards. Of the 30 banks, only 22 had financial statements from 2005 to 2014 and were therefore selected.
Therefore, we extracted panel data from 22 banks from their audited annual reports over the period from 2005 and 2014; thus, by nature, it is cross-sectional data for a range of years and can also be considered as time series data. The data on macroeconomic variables are available from the World Bank. Therefore, our data are pooled data. Accordingly, the pooled ordinary least square (OLS) technique was employed in this study, which has also been used in similar studies such as Hasan et al. (2014) and Ramadan and Ramadan (2015) .
Variables Selection
In this study, we attempted to examine empirically the impacts of capital structure choice on the performance of banks operating in Bangladesh. Thus, the dependent variable of the study is bank performance. In order to measure bank performance, we used three proxy variables, which have also been used in most studies. A commonly used measure of bank performance is ROA, which gives a picture of how effective the management of the bank is in generating profits with its available assets. ROA has been employed as a proxy for bank performance in several studies (Rouf 2015; Hasan et al. 2014; Ramadan and Ramadan 2015) .
Another good measure of bank performance is ROE (Hasan et al. 2014; Salim and Yadav 2012; Akeem et al. 2014; Pouraghajan et al. 2012) . ROE is a measure of how effectively shareholders' funds are being used by the management of the bank. Hall and Weiss (1967) , while favouring ROE, argued that, due to the existence of an optimal borrowing level, ROA may vary amongst industries whilst ROE tends to be equal and thus offers a better measurement. Since our study is based on the banking industry only, we use both ROE and ROA to measure the bank performance. To compute ROA and ROE, we use before-tax figures rather than after-tax figures, as tax rates may vary across the banks due to the non-performance allied factors such as an ownership structure.
Apart from ROA and ROE, the scholars around the world have also used another measure, EPS, as a proxy of bank performance. Onay and Ozsoz (2013) argued that the Government intervention may inflate ROE, which may lead to inconsistent results. In order to avoid such an inconsistency, a third fundamental measure, EPS, was used to determine the performance of banks. Abu-Rub (2012) argued that EPS is the basic measurement of corporate performance and the more the EPS, the better the performance is. Arguing the same, we use EPS as a measure of bank performance, which was determined by dividing the net income by outstanding shares.
Independent Variables
Since this study aimed to investigate the link between the capital structure decision and the performance of banks, capital structure variables are taken as the independent variables. In contrast, most studies used TDTA and LTDTA as the measure of capital structure, in this study, to facilitate the comprehensive effects of capital structure on bank performance; we use STDTA along with TDTA and LTDTA as the capital structure variables. We measure STDTA as the proportion of short-term debt to total assets, LTDTA as the proportion of long-term debt to total assets and TDTA as the proportion of total debt to the total assets. In line with Muritala (2012) , Ramadan and Ramadan (2015) , Abdel-Jalil (2014), Soumadi and Hayajneh (2012) , for STDTA, LTDTA and TDTA, we expect a negative (−) impact on the dependent variables.
Control Variables
In order to isolate the effects of capital structure on bank performance, a number of control variables are applied in this study. Two sets of control variables, viz. bank-specific variables and macroeconomic variables, are expected to influence the bank performance and thus are controlled.
Bank-specific control variables employed in this study are liquidity (LQDTY), size (SZ) and growth opportunities (GOP). Liquidity reflects a bank's capability to meet short-term debt obligations when they are demanded. The inverse relationship between the liquidity and profitability is crucial to any organisation. In other words, the more the liquid assets are, the lower the rate of return. We expect and assign a negative sign (−) to this variable. We measure liquidity by the proportion of the current asset to the current liabilities of a bank. SZ is the manifestation of specific risk, although the expected sign is ambiguous. According to the modern financial intermediation theory, the bank efficiency, derived from economies of scale, is associated with the bank size and implies that a large bank may experience higher profits (Flamini et al. 2009 ). Jahan (2012) and Rao and Lakew (2012) observed a positive association between the size and the profitability of a bank. They argued that, due to the economies of scale, large-sized banks experience more profits as compared to small-sized banks, while in the context of Nigerian banking industry, Obamuyi (2013) observed a negative relationship. Thus, there is mixed evidence on the association of size with the profitability of banks. We consider a positive sign and compute SZ by taking the natural logarithm of total assets of banks.
Several studies have argued that firm performance and growth opportunities are closely related. Soumadi and Hayajneh (2012) and Salim and Yadav (2012) observed a positive link between the growth opportunities and the firm performance and thus concluded that a growth opportunity is the key determinant of the firm performance. Arguing the same, we expect a positive (+) sign. We compute the growth opportunities by calculating the difference between present year's assets and the preceding year's assets and then dividing the difference by assets of the previous year.
Economic growth (RGDP) and inflation rate (INF) are also used in this study to control for the impacts of the macroeconomic state of affairs over the period of 2005-2014. Athanasoglou et al. (2008) argued that, during economic slowdowns, a bank's lending can be reduced, which, in turn, will lower the banks' profitability. On the other hand, during economic booms, in an economic condition where all sectors are performing well, the demand for a loan could increase which may widen the interest margin of the bank. Trujillo-Ponce (2013) observed a significant positive link connecting the economic growth and profitability of banks. Therefore, with an expectation of positive sign (+), we measure RGDP by GDP growth for the respective years of the country. Flamini et al. (2009) discussed that whether inflation can affect firm performance depends on the anticipated inflation rate. By considering the anticipated inflation, banks can adjust their interest rates in a manner so that their revenue will be more than the cost and therefore will achieve higher profits. Trujillo-Ponce (2013) established an affirmative connection between inflation and ROA of banks, whereas Sufian and Habibullah (2009) observed an inverse relationship. We expect a positive sign for this variable and measure the inflation by the current inflation rate for the respective years of the country. A summary of variables used in this study, their measurement and expected signs are provided in Table 1 . 
Empirical Model
Based on the works of Hasan et al. (2014) , Salim and Yadav (2012) and Onay and Ozsoz (2013) , we adopt an empirical model, where bank performance is denoted by BP it , measured by ROA, ROE and EPS for bank i in year t, as follows:
In this basic model, BP it reflects the bank i's performance in year t (dependent variables). CS it corresponds to the matrix of capital structure variables (independent variables). X it represents the matrix of bank-specific variables for the bank i in period t. MACRO t is a matrix of the macroeconomic state of affairs' variables, which is measured by GDP growth rate and an inflation rate of the country in year t. ε it is a disturbance error term, autonomously and equally distributed as N (0, σ2) and α 0 corresponds to a bank permanent consequence term, which measures the time-invariant effect exactly for bank i.
Since we have considered three variables, namely, ROA, ROE and EPS, to measure bank performance, based on the expected relationships among variables provided in Table 1 , Equation (1) can be written as Equations (2), (3), and (4), respectively, for ROA, ROE and EPS:
where β 1 , β 2 and β 3 represent the regression coefficient for the variables STDTA, LTDTA and TDTA, respectively; λ 1 , λ 2 and λ 3 represent the regression coefficient for the bank-specific variables, namely, LQDTY, SZ and GOP, respectively, and θ 1 and θ 2 represent the regression coefficient for the macro-variables, namely, RGDP and INF, respectively.
Empirical Findings and Their Discussion
Descriptive Statistics
The considered variables are described in Table 2 . According to Table 2 , the mean ROA of the sample banking industry is 1.476628%, which means that the sampled banks earned a return of 1.48% of total assets with the highest value of 3.8 and the lowest value of 0.21 where standard deviation, which reflects the variability involved, is 0.6374654. For the other dependent variable, ROE, we observed a mean value of 19.04% and standard deviation of 7.29%, which reveals the existence of reasonable deviation amongst the tested banks. In the case of EPS, we found an average EPS of 3.73 in conjunction with variability, measured by standard deviation, of 1.76%. On the other hand, for the main variables of interest, viz. TDTA, LTDTA and STDTA, we observed mean values of 0.8704154, 0.7847493 and 0.1397861, respectively, and the standard deviations of 0.08432, 0.0928 and 0.08887, respectively, which imply that these companies operate with a significant level of debt, and there is also a low deviation from the mean value. Amongst the bank specific control variables, in the case of liquidity, we assume that the firms with high liquidity will experience low profitability and vice versa. In this case, we observed a mean value of 11.721 with a maximum value of 31.12727, a minimum value of 3.094959, and a standard deviation of 4.420662. The average growth opportunity of the sample Bangladeshi banks is observed to be 0.2782329. It confirms a moderate level deviation of 0.1292053, which implies that, in Bangladesh, firms have an opportunity to grow with less risk. For other variables, such as Size, GDP and inflation, we observed a moderate level of standard deviation over the period of 2005-2014.
Multicollinearity Test
In this study, we use cross-sectional panel data of 22 banks with 11 variables over the period of 2005-2014; thus, multicollinearity might be an issue. To check for the collinearity among variables, first of all, we examined the correlation coefficients among the explanatory variables well, as the explained variable, which is presented by a correlation matrix. According to Wooldridge (2015) , multicolinearity exists if the correlation coefficient is greater than 0.7. Results presented in Table 3 show that there is no high correlation between variables, signifying that multicollinearity is not a serious concern in the estimations. Secondly, we conduct a VIF test to examine whether multicollinearity exists amongst independent variables. Nachane (2006) suggested that VIF < 10.0 is acceptable. According to Table 4 , the highest variance inflation factor (VIF) is 2.48; therefore, there is a low level of multicollinearity and, as such, multicollinearity does not seem to be an issue in this study. 
Cross-Sectional Dependence Test
When dealing with panel data, it is crucial to investigate the cross-sectional dependence (CD) among the series. Ignoring cross-sectional dependence determination might lead to produce biased and inconsistent results. According to Pesaran (2004) , the cross-sectional dependence test is a general test pertinent to a large array of panel data models, including stationary and non-stationary dynamic heterogeneous panels. To examine whether cross-sectional dependence exists for the models dealt with, we perform Pesaran (2004) cross-sectional dependence test, which is calculated as follows:
In the above equation, T is for the time period; N indicates the number of the cross-sections and ρ ij reflects the correlation between the ith and jth error terms. Furthermore, it has a zero average for the fixed values of T and N. In the above equation,
where it explains the OLS error terms based on T observation for each i = 1, . . . ,N. Following Table 5 exhibits the results of the Pesaran CD test for the models we dealt with in this study. According to results of CD test, we reject the null hypothesis of no cross-sectional dependence. 
Panel Unit Root Tests
We observed cross-sectional dependence among the series. Thus, we resort to 2nd generation unit root tests instead of 1st generation on the ground, in which second generation panel unit root tests consider the cross-sectional dependence among the cross-sectional units of the panel, while 1st generation panel unit root tests assume that all of the cross-sections are independent. To cure the cross-dependence problem, Pesaran (2007) proposes the cross-sectional augmented Dickey Fuller test statistic (CADF) by adding the cross-section average of lagged levels and first-differences of the individual series to conventional Dickey Fuller or augmented Dickey Fuller regressions. Pesaran's test is an extension of the CIPS test of Im et al. (2003) :
In the above equation, c i reflects a deterministic term, y t represents the cross-sectional mean at time t and p denotes the lag order. Let t-ratio of α i be represented by t i (N, T) . The average of the t-ratios, denoted by CIPS, is determined as follows:
In order to avoid extreme statistics that may arise in small time dimensions, Pesaran (2007) also proposed a truncated version of CADF, which is denoted by CADF*:
Values of K 1 and K 2 depend upon the deterministic element of the models. Pesaran (2007) presents values for K 1 and K 2 obtained by simulations for models with intercept and no trend (K 1 = 6.19 and K 2 = 2.61) and models with intercept and trend (K 1 = 6.42 and K 2 = 1.70) for various combinations of N and T. Applying the truncated version, the test was calculated for both "intercept" and "intercept and trend" specifications. Table 6 presents Pesaran's panel unit root test allowing for CD. Table 6 . Results of the unit root tests for cross-sectionally dependent panels.
Variables
Intercept Intercept and Trend p = 0 p = 1 p = 0 p = Notes: (1) ** denotes statistical significance at the 5% levels.
(2) The lag order, p, is selected by the Akaike information criterion (AIC) or the Bayesian information criterion (BIC) with the maximum order number being set to 3.
(3) The Pesaran (2007) test is performed using the Stata "pescadf" command.
Results presented in Table 6 indicate a non-stationary kind of behavior of all the variables of the STDTA and the RGDP but only when p is selected to be equal to 0 or 1. On the other hand, the different series are found to be stationary, indicating the presence of a panel unit root in the level series.
Dealing with the Possible Heteroskedasticity
Under the condition when the error terms do not have constant variance, the dataset faces the problem of heteroskedasticity and such a situation might bias the results. To overcome the problem of possible heteroskedasticity, following the suggestion of Gujarati and Porter (2009) , we employed heteroscedastic robust standard errors in estimating the coefficients of the regressors.
Test of Endogeneity
We theorise that capital structure decisions have an impact on bank performance; while some prior studies suggest endogeneity between the leverage and the value of the firms (Adrian and Shin 2010; Berger and di Patti 2006) . Following the work of Wooldridge (2015) , we employed the instrumental variable method to test the endogeneity of leverage in determining bank performance. On the basis of the facts that, in deciding their own ratio, the banks target the industry's average leverage ratio, we employed average sector leverage ratio (IA) as the instrument. In order to implement the instrument, we used an average of total debt rather than classifying it as a short-term debt and long-term debt.
In the first step of the test, similar to our initial model specified in Equation (1), known as the structural model, we estimate a reduced equation where the dependent variable is the probable endogenous variable that is TDTA and the main variable of interest in this model is the instrument; meanwhile, we control for all other variables of the specified structural equation. Thus, the form of reduced equation is as follows:
To ensure the relevance of the instrument, one key condition is that the instrument's coefficient, β i in Equation (5), must be statistically different from zero. Once we estimate the reduced equation, in the next step, we estimate the residual of this reduced equation and then incorporate it as a regressor in our specified structural equation. In this way, the structural equation's residual becomes a function of the reduced equation's residual (V it ) plus an error term η it . Thus,
Finally, we replaced this residual in our structural model and thus it becomes as follows:
The main condition of holding endogeneity is that the Gamma coefficient must be significantly different from zero. The results of the test for endogeneity in the reduced equation and in the structural equation are provided in Tables 7 and 8, respectively. According to Table 7 , the coefficient of the instrument, IA, is significantly different from zero and thus ensures the relevancy of the instrument. Note: ** signifies that the variable is significant at 5% and *** signifies that the variable is significant at 1%.
The findings provided in Table 8 indicate that the coefficient of V it is not significantly different from zero. Thus, we reject the null hypothesis that BP and TDTA are endogenous. Note: * signifies that the variable is significant at 10%; ** signifies that the variable is significant at 5% and *** signifies that the variable is significant at 1%.
The Results and Discussion of Regression
In order to test the hypotheses, we employed the Pooled Ordinary Least Square regression model. The outcomes of estimation are given in Table 9 .
As shown in Table 9 , our model explains 29.77% of the variations in ROA; 20% of the variations in ROE and 24.63% of variations in EPS. The F-value signifies that at least one of the independent variables is considerably associated with the performance. The results indicate that all capital structure variables, TDTA, LTDTA and STDTA, have significant negative impacts on ROA. Similarly, we found significant negative impacts of TDTA and STDTA on ROE; significant negative impacts of LTDTA and STDTA on EPS. In other words, an increase in TDTA, LTDTA and STDTA is associated with a decrease in the bank performance. Thus, we claim that the capital structure decision has significant inverse effects on the performance of Bangladeshi banks. Our results are consistent with those obtained by Hasan et al. (2014) and Salim and Yadav (2012) , who observed a significant negative influence of the capital structure variables on performance. Amongst the bank specific control variables, in line with the results of Salim and Yadav (2012) , we also observed a significantly positive association of GOP with the bank performance. This suggests that an increase in the growth opportunities will culminate in a better bank performance. The reason could be attributed to the fact that the organisations with high growth prospects have superior status in the market, which lowers their agency costs and thus reflect better performance. We also observed a significantly positive connection between the size and ROA, ROE and EPS. This result is in a harmony with those of Hasan et al. (2014) and Salim and Yadav (2012) . This observation is imperative for firms to be large in size so as to have better performance. We also noted an inverse association of liquidity with bank performance, which concords with the results of Abbas et al. (2013) . This indicates that more liquidity leads to a lower performance of Bangladeshi banks. Amongst the macroeconomic control variables, we found that GDP has a significant negative association with ROA, whereas inflation has a significant positive association. Note: * signifies that the variable is significant at 10%; ** signifies that the variable is significant at 5% and *** signifies that the variable is significant at 1%.
Robustness Check
To shed further light on the relationship between capital structure and performance of banks, we check the robustness of our findings by two methods. First of all, we divide sample periods from 2005-2009 and 2010-2014 and perform the OLS separately. Secondly, we perform quantile regressions. With the first method, column 3 and column 4 of Tables 10-12 report the regression results for all three of the models for period 2005-2009 and 2010-2014, respectively . The results observed are very similar to those obtained previously. .558 (0.000) *** (0.005) *** (0.000) *** (0.000) *** (0.026) ** (0.000) *** (0.003) *** (0.019) ** Note: * signifies that the variable is significant at 10%; ** signifies that the variable is significant at 5% and *** signifies that the variable is significant at 1%. Note: * signifies that the variable is significant at 10%; ** signifies that the variable is significant at 5% and *** signifies that the variable is significant at 1%. Note: * signifies that the variable is significant at 10%; ** signifies that the variable is significant at 5% and *** signifies that the variable is significant at 1%.
With the second method, quantile regressions, we next check whether our results are robust. One of the important properties of quantile regressions is that quantile regressions estimation allows for different values of the regression coefficients across the different quantiles of the distribution of sample, and is thus competent to capture nonlinearities in the response of the dependent variable to its determinants, while conventional regressions focus on the mean. In this study, based on banks' asset size, we investigated at the 1st, 2nd, 3rd, 4th and 5th quantiles by means of quantile regressions. Column 5 to column 9 of Tables 10-12 exhibits the quantile regressions results for all three of the models. The results with this alternative estimation method are similar to those pooled OLS methods, except for some magnitude changes. Since we found similar findings with the two methods used for robustness check, our findings are more persuasive.
Conclusions
By considering the data of 22 banks for the period from 2005-2014, this study empirically examined the impacts of capital structure choice on the performance of banks operating in a developing country, i.e., Bangladesh. The results indicate that all capital structure variables, viz. TDTA, LTDTA, and STDTA, have significant inverse impacts on ROA, which is compatible with the conclusions of Hasan et al. (2014) and Salim and Yadav (2012) , who observed significant negative impacts of capital structure variables on ROA. It was also found that TDTA and STDTA have significant negative impacts on ROE, which concords with the observation made by Hasan et al. (2014) and Salim and Yadav (2012) . Furthermore, in agreement with Hasan et al. (2014) and Salim and Yadav (2012) , the results of this study suggest that LTDTA and STDTA have significant negative impacts on EPS. These findings are in contrast with that of others (Chowdhury and Chowdhury 2010; Umar et al. 2012; Salteh et al. 2012; Arbabiyan and Safari 2009) , who observed positive impacts. We also observed that growth opportunities, size and inflation have positive association, whereas liquidity and GDP have negative association to the performance of banks in the developing economy, i.e., Bangladesh.
Therefore, we conclude that there are significant negative impacts of capital structure on the performance of Bangladeshi banks. These negative impacts can be explained by the characteristics of an underdeveloped bond and equity market in the developing countries like Bangladesh, such as information asymmetry, strong covenants of debt and so on, for which there exists a high cost of debt. This study suggests that financial managers should try to finance from retained earnings rather than relying heavily on debt capital in their capital structure. However, they can employ debt capital as the last resort. With a goal of maximising the performance of firms, the managers should make an effort to attain an optimal level of capital structure and endeavour to uphold it as much as possible. These negative impacts also suggest that the legislative rules and policies have to be designed in such a way to assist firms in sharply reducing the reliance on too much use of debt.
Although we observed significant negative impacts of capital structure choice on the performance of the sampled banks, this investigation still suffers from a comprehensive and systematic database for all banks in Bangladesh. As more systematic datasets become available, we suggest that further research can be conducted on the same issue by employing data from a larger sample and more control variables for a longer period to confirm our findings.
