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DISTALITY RANK
ROLAND WALKER
Abstract. We develop distality rank as a property of first-order theories and
give examples for each rank m such that 1 ≤ m ≤ ω. For NIP theories, we
show that distality rank is invariant under base change. We also define a gen-
eralization of type orthogonality called m-determinacy and show that theories
of distality rankm require certain products to be m-determined. Furthermore,
for NIP theories, this behavior characterizes distality rank m.
1. Introduction
Distality was introduced as a concept in first-order model theory by Pierre Simon
in [10]. It was motivated as an attempt to better understand unstable NIP theories
by studying their stable and “purely unstable,” or distal, parts separately. This
decomposition is particularly easy to see for algebraically closed valued fields where
the stable part is the residue field and the distal part is the value group. This
approach of studying stable and distal parts separately can also be applied to types
over NIP theories where each type can be decomposed into a generically stable
partial type and an order-like quotient [11].
Distality quickly became interesting and useful in its own right, and much
progress has been made in recent years studying distal NIP theories. Such a theory
exhibits no stable behavior since it is dominated by its order-like component. There
are many interesting examples. All o-minimal theories are distal, and so are the
p-adics [10]. Philipp Hieronymi and Travis Nell developed criteria for determining
when certain expansions of o-minimal theories remain distal [6], and Nell continued
this work by studying distal behavior in dense pairs of o-minimal structures [9]. In
2018, the asymptotic couple of the field of logarithmic transseries was shown to be
distal by Allen Gehret and Elliot Kaplan [5].
Many classical combinatorial results can be improved when study is restricted to
objects definable in distal NIP structures. Moreover, in [2], where they developed
a definable version of the Cutting Lemma, Artem Chernikov, David Galvin, and
Sergei Starchenko proposed that “distal structures provide the most general natural
setting for investigating questions in ‘generalized incidence combinatorics.’ ” In [1],
Garth Boxall and Charlotte Kestner proved that a definable version of the (p, q)-
Theorem, first conjectured by Chernikov and Simon in [3], holds for distal NIP
structures.
Perhaps the most notable combinatorial result was obtained by Chernikov and
Starchenko. In [4], they presented a definable version of the Szemere´di Regularity
Lemma for distal NIP structures. Although their result applies to infinite, as well
as finite, k-partite k-uniform hypergraphs, for easier comparison to the standard
Szemere´di Regularity Lemma, we state their findings for finite graphs: Given M
a distal NIP structure and E ⊆ M × M a definable edge (i.e., symmetric and
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irreflexive) relation, there is a constant c such that for all finite induced graphs
(V,E) and all ε > 0, there is a uniformly definable partition P of V with size
O(ε−c) whose defect D ⊆ P × P is bounded by∑
(A,B)∈D
|A||B| ≤ ε|V |2
such that the induced bipartite graph (A,B,E) on every non-defective pair (A,B) ∈
P \D is homogenous (i.e., complete or empty).
In the same paper [4], Chernikov and Starchenko developed a definable version of
the strong Erdo˝s-Hajnal property and showed that this property fully characterizes
distal structures. Many other interesting characterizations of distality exist. For
example, Itay Kaplan, Saharon Shelah, and Pierre Simon showed that an NIP
theory has exact saturation if and only if it is not distal [7].
Distal theories can be characterized by the following property: if
I0 + I1 + I2 + · · ·+ In−1 + In
is an indiscernible sequence, where each cut is Dedekind (i.e., the cut has no imme-
diate predecessor or successor), and A = (a0, . . . , an−1) is such that each sequence
I0 + a0 + I1 + I2 + · · ·+ In−1 + In,
I0 + I1 + a1 + I2 + · · ·+ In−1 + In,
...
I0 + I1 + I2 + · · ·+ In−1 + an−1 + In
is indiscernible, then the sequence
I0 + a0 + I1 + a1 + I2 + a2 + · · ·+ In−1 + an−1 + In
is also indiscernible. In other words, if we check that I remains indiscernible after
inserting each singleton of A by itself, then I remains indiscernible after inserting
all of A simultaneously. It seems natural to study weaker forms of this property.
Our research program was motivated by the following questions:
Question 1.1. Are there theories where it is not always sufficient to check the
singletons of A, but it is always sufficient to check the pairs of A?
Question 1.2. Are there theories where it is not always sufficient to check the
elements of [A]m−1, but it is always sufficient to check the elements of [A]m?
Question 1.3. In the existing literature, distality has been studied solely in the
context of NIP theories. Is it interesting to study generalizations of distality outside
of NIP?
This paper answers all three questions in the affirmative and introduces the
notion of distality rank. A theory which satisfies the condition of Question 1.2
is said to have distality rank m. In particular, a theory has distality rank 1 if
and only if it is distal. Distality rank is robust in many ways. For example, adding
named parameters to a theory does not increase its distality rank (Proposition 3.15);
furthermore, if the theory is NIP, its distality rank remains invariant (Theorem
3.17).
Several of the structural consequences of distality have analogs for theories of
higher distality rank. For example, in [10], Simon proves that an NIP theory is distal
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if and only if any two global invariant types which commute are orthogonal. Recall
that two global invariant types p(x) and q(y) are orthogonal exactly when their
union p(x) ∪ q(y) completely determines their product (p⊗ q)(x, y). We introduce
the notion ofm-determinacy which generalizes orthogonality (see Definition 2.2). In
particular, the types p and q as above are orthogonal if and only if their product p⊗q
is 1-determined. In m-distal theories (NIP or IP), every product p0 ⊗ · · · ⊗ pn−1 of
global invariant types which commute pairwise is m-determined (Proposition 3.25).
Furthermore, if the theory is NIP, this property characterizesm-distality (Theorem
3.26).
Proposition 3.20 makes calculating distality rank straightforward for certain the-
ories with quantifier elimination, and in Subsection 3.4, we use this result to give
examples of theories for each distality rank. It is interesting to note that, although
distality rank 1 completely excludes stable theories (Proposition 3.22), we find sev-
eral stable theories with distality rank 2. Thus, higher distality ranks no longer
isolate “purely unstable” behavior but rather measure the degree to which prod-
ucts of certain invariant types behave deterministically as discussed in the previous
paragraph. In Section 4, we define strong distality rank which generalizes Simon’s
“external characterization of distality” [10, Lemma 2.7], and Proposition 4.16 allows
us to conclude that strong distality rank and distality rank agree for all examples
listed in Subsection 3.4.
2. Preliminaries and notation
Throughout this paper, unless otherwise specified, assume we have fixed L an
arbitrary language, T a complete first-order L-theory with infinite models, and
U |= T a monster model which is universal and strongly λ-homogeneous for some
sufficiently large cardinal λ (cf. [12, Definition 6.15 and Theorem 6.16]). We say
a set is small if its cardinality is strictly less than λ; otherwise, we say the set is
large.
If A ⊆ U is a set of parameters, we will use LA to denote the language L ∪
{ca : a ∈ A} where each ca is a constant symbol, UA to denote the expansion of U
to the LA-structure satisfying ca = a for each a ∈ A, and TA to denote Th (UA)
the full theory of the expansion.
We frequently overload a language symbol L using it to denote the set of all
L-formulae. If we wish to specify free variables, we use L(x0, . . . , xn−1) to denote
the set of all L-formulae with free variables among x0, . . . , xn−1. Alternatively, we
may write L(κ) for L(x) where κ = |x| is the tuple size of the free variable.
Note 2.1. Any variable or parameter may be a tuple, finite or infinite, unless
otherwise specified.
2.1. Types and type spaces. Let b ∈ U . We use tpA(b) to denote the complete
type of b over A; i.e.,
tpA(b) = {φ ∈ LA(|b|) : U |= φ(b)}.
Given b1, b2 ∈ U , we write b1 ≡A b2 if b1 and b2 have the same complete type over
A. We use SA(x) to denote the set of all x-types over A; i.e.,
SA(x) =
{
tpA(b) : b ∈ U
|x|
}
.
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Alternatively, we may write SA(κ) where κ = |x| is the tuple size of the free variable.
Of course, if we omit the subscript A in any of the above, we mean to be working
in L and T without named parameters.
Suppose A ⊆ B ⊆ D ⊆ U and p ∈ SB(x). We use p⇂A to denote the restriction
of p to a type in SA(x). Furthermore, if p is invariant over A (see Definition 2.6 ff.)
and there is a unique type in SD(x) which is invariant over A and extends p, we
use p↾D to denote that extension.
Definition 2.2. Let n > m > 0. Given p ∈ SA(x0, . . . , xn−1), we say that the
n-type p is m-determined iff: it is completely determined by the m-types{
q ∈ SA(xi0 , . . . , xim−1) : i0 < · · · < im−1 < n and q ⊆ p
}
it contains.
2.2. Indiscernible sequences and EM-types. Let (xk : k < ω) be a sequence
of variables of uniform tuple size, finite or infinite. Suppose A ⊆ U is a small set
of parameters.
Definition 2.3. A partial EM-type over A with tuple size |x0| is any Γ ⊆ LA(xk :
k < ω) which is consistent with the collection of all formulae of the form
φ(x0, . . . , xn−1)↔ φ(xk0 , . . . , xkn−1)
with n < ω, φ ∈ LA(x0, . . . , xn−1), and k0 < · · · < kn−1 < ω. We denote the set of
all complete EM-types over A with tuple size |x0| as
SEMA (xk : k < ω).
Alternatively, we may write SEMA (κ · ω) where κ = |x0|.
Let I = (bi : i ∈ I) ⊆ U |x0| be a sequence indexed by some infinite linear order
(I,<).
Note 2.4. Throughout this paper, all sequences of parameters are assumed to be
small.
Definition 2.5. Given φ ∈ LA(x0, . . . , xn−1) for some n < ω, we write I |=EM φ
iff:
U |= φ(bi0 , . . . , bin−1)
for all i0 < · · · < in−1 ∈ I.
Definition 2.6. The partial EM-type of I over A is defined as follows:
EMA(I) = {φ ∈ LA(xk : k < ω) : I |=
EM φ}.
If J is also an infinite sequence and EMA(I) = EMA(J ), we write I ≡EMA J . If
EMA(I) is complete, then we say that I is indiscernible over A. In this case, we
will often use the notation tpEMA (I) to emphasize that the EM-type is complete.
Definition 2.7. We say a collection (Iα : α < λ) of infinite sequences is mutually
indiscernible over A iff: each Iα is indiscernible over A ∪
⋃
β 6=α Iβ .
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2.3. Alternation rank and NIP.
Definition 2.8. If φ ∈ LU (x) and I = (bi : i ∈ I) ⊆ U |x| is an infinite indiscernible
sequence indexed by (I,<), we use alt(φ, I) to denote the number of alternations
of φ on I, i.e.,
alt(φ, I) = sup

n < ω : ∃ i0 < · · · < in ∈ I U |=
∧
j<n
¬[φ(bij )↔ φ(bij+1 )]

 .
Furthermore, we use alt(φ) to denote the alternation rank of φ, i.e.,
alt(φ) = sup
{
alt(φ, I) : I ⊆ U |x| is an infinite indiscernible sequence
}
.
Definition 2.9. A formula φ ∈ L(x, y) is IP iff: there is a d ∈ U |y| such that
alt(φ(x, d)) = ∞. Moreover, the theory T is IP iff: there is a φ ∈ LU (x) with
alt(φ) = ∞. In both cases, we use NIP to denote the, often more desirable,
condition of not being IP.
2.4. Cuts and partitions. Let (I,<) be an infinite linear order.
Definition 2.10. We call an ordered pair c = (A,B) of nonempty subsets of I a
cut of I, and write I = A+B, iff:
• I = A ∪B and
• A < B (i.e., ∀a ∈ A ∀b ∈ B a < b).
We often denote the left side of the cut as c− and the right side of the cut as c+
(i.e., c− = A and c+ = B).
Definition 2.11. A cut c is Dedekind iff:
• c− has no maximum element and
• c+ has no minimum element.
Definition 2.12. If A and B are nonempty subsets of I such that
• A < B and
• no element of I separates A from B (i.e., ∄i ∈ I A < i < B),
we write cut(A,B) to denote the unique cut of the form I = A′ + B′ with A ⊆ A′
and B ⊆ B′.
The notation I = A+B indicates that the cut determines a partition of I.
Definition 2.13. If I = I0 ∪ · · · ∪ In and I0 < · · · < In, we write I0 + · · ·+ In to
denote the partition of I determined by the cuts ci = cut (Ii, Ii+1). Moreover, we
call that partition Dedekind if each of the cuts ci is Dedekind.
When discussing a partition I0 + · · ·+ In, we often assume the cuts are labeled as
above ci = cut(Ii, Ii+1) unless otherwise specified.
2.5. Limit types. Let (I,<) be a linear order and let I = (bi : i ∈ I) ⊆ U be a
sequence of tuples.
Definition 2.14. Given A ⊆ U , if the partial type
{φ ∈ LA(x) : ∃i ∈ I ∀j ≥ i U |= φ(bj)}
is complete, we call it the limit type of I over A, written limtpA(I). Moreover, if
it exists, we call limtpU (I) the global limit type of I and may simply write lim(I).
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Notice that if I is indiscernible, then limtpI(I) exists. Furthermore, since NIP
formulas have finite alternation rank, when T is NIP and I is indiscernible, the
global limit type lim(I) exists.
Definition 2.15. Given A ⊆ U and cuts c0, . . . , cn−1 of I, we define the limit type
limtpA(c
•
0, . . . , c
•
n−1), where c
•
i ∈ {ci, c
−
i , c
+
i }, as follows: given φ(x0, . . . , xn−1) ∈
LA,
φ ∈ limtpA(c
•
0, . . . , c
•
n−1) iff there exists (j0, . . . , jn−1) ∈ c
−
0 × · · · × c
−
n−1
and (k0, . . . , kn−1) ∈ c
+
0 × · · · × c
+
n−1
such that U |= φ(bi0 , . . . , bin−1)
for all (i0, . . . , in−1) ∈
∏
i<n
(ji, ki) ∩ Ci
where each Ci =
{
I if c•i is ci,
c
•
i otherwise.
Moreover, if it exists, we often simply use lim(c•0, . . . , c
•
n−1) to denote the global
limit type limtpU (c
•
0, . . . , c
•
n−1).
2.6. Invariant types. Let A ⊆ D ⊆ U with A small.
Definition 2.16. A type p ∈ SD(x) is invariant over A iff: for all φ(x, d) ∈ p and
all d′ ∈ D such that d′ ≡A d, we have φ(x, d′) ∈ p. Moreover, if we do not wish to
specify the invariance base, we may simply say p ∈ SD(x) is invariant to indicate
that it is invariant over some small proper subset of D.
We are mostly interested in invariant types that are global. Indeed, the name
is suggestive of the fact that a global type which is invariant over A is invariant
under any global automorphism that fixes A pointwise. It is important to note that
not every local invariant type can be extended to a global invariant type without
changing the invariance base. For example, if L = ∅ and T is the theory of infinite
sets, then given a ∈ U , it follows that tp{a}(a) is invariant over ∅ but has no
extension which is also invariant over ∅.
Lemma 2.17. If p ∈ SD(x) is finitely satisfiable in A, then it is invariant over A.
Proof. Given φ(x, d) ∈ p and d′ ≡A d, let a ∈ A realize φ(x, d). Then U |=
φ(a, d′). 
Corollary 2.18. Suppose I is a sequence of tuples from D. If it exists, limtpD(I)
is invariant over I.
Finitely satisfiable types can always be extended invariantly without changing
the invariance base.
Lemma 2.19. If Γ ⊆ LU (x) is finitely satisfiable in A, then Γ extends, not neces-
sarily uniquely, to a global type which is finitely satisfiable in A.
Proof. Let Σ ⊆ LU (x) be maximal such that Γ ⊆ Σ and Σ is finitely satisfiable in
A. Assume there is a formula φ ∈ LU (x) such that neither φ nor ¬φ is in Σ. It
follows that for some finite sets Σ1,Σ2 ⊆ Σ, neither Σ1+φ nor Σ2+¬φ is satisfiable
in A. However, this leads to a contradiction because Σ1+Σ2 is satisfiable in A. 
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Let κ = ℵ0 + |A|. Suppose M |= T is κ+-saturated with A ⊆M ⊆ D.
Lemma 2.20. If p ∈ SM (x) is invariant over A, then there is a unique type in
SD(x) which is invariant over A and extends p. In this case, we often denote the
extension as p↾D.
Proof. Consider the set
Γ = { φ(x, b) ∈ LU : ∀b
′ ∈M such that b′ ≡A b, we have φ(x, b
′) ∈ p } .
It is closed under conjunction sinceM realizes all types over A and p is closed under
conjunction. Every formula in Γ is satisfiable since every formula in p is satisfiable.
Finally, Γ is complete since M realizes all types over A. 
Lemma 2.21. Let n > m > 0, and let p ∈ SU (x0, . . . , xn−1) be invariant over
A. The global type p is m-determined if and only if its restriction p⇂M is also
m-determined.
Proof. (⇒) Suppose p is m-determined. Let φ(x0, . . . , xn−1, y) ∈ L and b ∈ M be
such that φ(x¯, b) ∈ p⇂M . By compactness, for each increasing σ : m→ n, there is a
formula ψσ(xσ(0), . . . , xσ(m−1), d) ∈ p such that∧
σ
ψσ(xσ(0), . . . , xσ(m−1), d) ⊢ φ(x, b).
By saturation, there is a d′ ∈M such that d′ ≡Ab d. It follows that∧
σ
ψσ(xσ(0), . . . , xσ(m−1), d
′) ⊢ φ(x, b).
Furthermore, for each σ, we have ψσ(xσ(0), . . . , xσ(m−1), d
′) ∈ p⇂M since p is invari-
ant over A. Thus, the restriction p⇂M is m-determined.
(⇐) Suppose p⇂M is m-determined. Let φ(x, b) ∈ p, and let b′ ∈ M such that
b′ ≡A b. By invariance, the formula φ(x, b′) ∈ p. By compactness, for each increas-
ing σ : m→ n, there is a formula ψσ(xσ(0), . . . , xσ(m−1), d
′) ∈ p⇂M such that∧
σ
ψσ(xσ(0), . . . , xσ(m−1), d
′) ⊢ φ(x, b′).
Let d ∈ U such that bd ≡A b′d′. It follows that
∧
σ
ψσ(xσ(0), . . . , xσ(m−1), d) ⊢ φ(x, b).
Furthermore, for each σ, we have ψσ(xσ(0), . . . , xσ(m−1), d) ∈ p since p is invariant
over A. Thus, the global type p is m-determined.

2.7. Morley sequences. Let A ⊆ D ⊆ U with A small, and let I = (bi : i ∈ I) ⊆
D be a sequence of tuples indexed by (I,<) an infinite linear order.
Lemma 2.22. If p ∈ SD(x) is invariant over A and I is such that each bi |=
p⇂Ab0···bi−1 , then I is indiscernible over A and tp
EM
A (I) is completely determined
by p.
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Proof. Let J = (di : i < ω) ⊆ D where each di |= p⇂Ad0···di−1 . We proceed
by induction on n. Given i0 < · · · < in < ω, suppose that di0 · · · din−1 ≡A
b0 · · · bn−1. Let σ ∈ AutA(U) be such that di0 · · · din−1 7→ b0 · · · bn−1. Notice
that din |= p⇂Adi0 ···din−1 , so σ(din) |= p⇂Ab0···bn−1 by invariance. Therefore, we have
di0 · · · din ≡A b0 · · · bn. 
Definition 2.23. Given I as in Lemma 2.22, we call any infinite ordered sequence
J ⊆ U such that J ≡EMA I a Morley sequence of p over A.
2.8. Product types. Let A ⊆ D ⊆ U with A small, and let κ = ℵ0+ |A|. Suppose
M |= T is κ+-saturated with A ⊆M ⊆ D.
Definition 2.24. Let p ∈ SD(x) and q ∈ SM (y). Suppose q is invariant over A.
We define the product p⊗ q ∈ SD(x, y) as follows: For all φ(x, y, z) ∈ L, where the
size of z may vary, and all d ∈ D|z|, we have
φ(x, y, d) ∈ p⊗ q ⇐⇒ ∀a |= p⇂Ad φ(a, y, d) ∈ q↾
U .
One can easily check that the above product is a complete type and that the
product operation is associative. If, in addition, p is invariant over A, then the
product is also invariant over A.
Note 2.25. We choose to resolve products from left to right. The reader should be
aware that some authors resolve finite products from right to left (i.e., φ(x, y, d) ∈
p⊗ q ⇔ ∀b |= q⇂Ad φ(x, b, d) ∈ p↾U ) but then resolve infinite products from left to
right. We, however, find it easier to keep the same order for both.
Definition 2.26. Suppose p(x), q(y) ∈ SM are invariant over A. We say p and q
commute iff: p(x)⊗ q(y) = q(y)⊗ p(x).
Lemma 2.27. If p ∈ SM (x) is realized in M and q ∈ SM (y) is invariant over A,
then p and q commute.
Proof. Let a ∈M realize p. Given φ(x, y, d) ∈ LM , we have
φ(x, y, d) ∈ p⊗ q ⇐⇒ φ(a, y, d) ∈ q
⇐⇒ ∀b |= q⇂Aad φ(x, b, d) ∈ p
⇐⇒ φ(x, y, d) ∈ q ⊗ p.

Definition 2.28. If p ∈ SM (x) is invariant over A and n > 0, we use pn to denote
the n-fold product of p given by
pn = p(x0)⊗ · · · ⊗ p(xn−1) ∈ SM (|x| · n).
Furthermore, we define the ω-fold product of p as
pω =
⋃
0<n<ω
pn ∈ SM (|x| · ω).
Notice that if I is a Morley sequence of p over A, then I |=EM pω⇂A.
Note 2.29. We often use the convention of adding an asterisk to reverse an order-
ing. For example, in the following lemma, we use J ∗ to denote J in the reverse
order; i.e.,
J ∗ = (bj : j ∈ J
∗)
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where J∗ = (J,>) is the linear order obtained by reversing (J,<).
Lemma 2.30. Given a sequence
I + J +K = (bi : i ∈ I) + (bj : j ∈ J) + (bk : k ∈ K) ⊆ U
where I+J+K is a partition of a linear order and (I,<) has no maximum element,
suppose I + K is indiscernible over A and p = limtpAIJK(I) exists. If J
∗ is a
Morley sequence for p over AIK, then I + J +K is indiscernible over A.
Proof. Fix φ ∈ LA(x0, . . . , xn−1) and ℓ0 < · · · < ℓn−1 ∈ I. We claim that for all
r, s, t < ω such that r + s+ t = n, if
i0 < · · · < ir−1 ∈ I, j0 < · · · < js−1 ∈ J, and k0 < · · · < kt−1 ∈ K,
then
U |= φ(bℓ0 , . . . , bℓn−1)↔ φ(bi0 , . . . , bir−1 , bj0 , . . . , bjs−1 , bk0 , . . . , bkt−1).
We proceed by induction on s.
s = 0: Our claim holds since I +K is indiscernible over A.
s > 0: Suppose the claim holds for s − 1. It follows that for all m ∈ I such that
m > ir−1, we have
U |= φ(bℓ0 , . . . , bℓn−1)↔ φ(bi0 , . . . , bir−1 , bm, bj1 , . . . , bjs−1 , bk0 , . . . , bkt−1).
Since p is the limit type of I, we have
φ(bℓ0 , . . . , bℓn−1)↔ φ(bi0 , . . . , bir−1 , x, bj1 , . . . , bjs−1 , bk0 , . . . , bkt−1) ∈ p,
so our claim holds since J ∗ is a Morley sequence for p over AIK.

Lemma 2.31. Suppose T is NIP. If a collection (Ii : i < n) of infinite sequences is
mutually indiscernible and φ(x0, . . . , xn−1) ∈ lim(I0)⊗ · · · ⊗ lim(In−1), then there
are end segments I ′i ⊆ Ii such that all a¯ ∈ I
′
0 × · · · × I
′
n−1 realize φ.
Proof. The lemma clearly holds when n = 1. Assume it holds for some n ≥ 1
but fails for the collection (I,J0, . . . ,Jn−1). It follows by Lemma 2.27 that none
of the indices I, J0, . . . , Jn−1 has a maximum element. Let p(x) = lim(I) and
q(y0, . . . , yn−1) = lim(J0)⊗· · ·⊗lim(Jn−1). Let φ(x, y¯, d) ∈ p⊗q, where φ(x, y¯, z) ∈
L and d ∈ U , witness the failure of the lemma. Let J = J0 × · · · × Jn−1, and
let a |= p⇂IJd. Since φ(x, y¯, d) ∈ p ⊗ q, it follows that φ(a, y¯, d) ∈ q. Since the
lemma holds for n, there is an end segment J ′ of J (i.e., J ′ = J ′0 × · · · × J
′
n−1
with each J ′i an end segment of Ji) such that all b¯ ∈ J
′ realize φ(a, y¯, d). It follows
that φ(x, b¯, d) ∈ p for all b¯ ∈ J ′; therefore, for all such b¯, there is an end segment
Ib¯ ⊆ I such that all elements of Ib¯ realize φ(x, b¯, d). We use this to construct an
indiscernible sequence which violates NIP.
Stage 0: Let b¯0 ∈ J ′ and a0 ∈ Ib¯0 . Let I
0 be an end segment of I excluding
a0, and let J 0 be an end segment of J ′ excluding b¯0.
Stage 2i+ 1: By our assumption, there is a2i+1 ∈ I2i and b¯2i+1 ∈ J 2i such that
U |= ¬φ(a2i+1, b¯2i+1). Let I2i+1 be an end segment of I excluding
a2i+1, and let J 2i+1 be an end segment of J ′ excluding b¯2i+1.
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Stage 2i+ 2: Let b¯2i+2 ∈ J 2i+1 and a2i+2 ∈ Ib¯2i+2 ∩ I
2i+1. Let I2i+2 be an end
segment of I excluding a2i+2, and let J 2i+2 be an end segment of
J ′ excluding b¯2i+2.
The constructed sequence
(
(ai, b¯i) : i < ω
)
forces φ(x, y¯, d) to have infinite alterna-
tion rank, contradicting NIP.

Corollary 2.32. Suppose T is NIP. If I and J are infinite mutually indiscernible
sequences, then lim(I) and lim(J ) commute.
Corollary 2.33. Suppose T is NIP. If I is an indiscernible sequence with distinct
Dedekind cuts c0, . . . , cn−1, then
lim(c•0, . . . , c
•
n−1) = lim(c
•
0)⊗ · · · ⊗ lim(c
•
n−1)
where each c•i ∈ {c
−
i , c
+
i }.
3. Distality
3.1. Distality for Dedekind partitions. Let I be an indiscernible sequence (bi :
i ∈ I) ⊆ U indexed by an infinite linear order (I,<). Suppose I0 + · · · + In is a
partition of I corresponding to a Dedekind partition I0 + · · ·+ In of I. Let A be a
sequence (a0, . . . , an−1) ⊆ U . Assume |bi| = |aj | for all i ∈ I and j < n.
Definition 3.1. We say that A inserts (indiscernibly) into I0 + · · · + In iff: the
sequence remains indiscernible after inserting each ai at the corresponding cut ci,
i.e., the sequence
I0 + a0 + I1 + a1 + · · ·+ In−1 + an−1 + In
is indiscernible. Moreover, for any A′ ⊆ A, we say that A′ inserts (indiscernibly)
into I0+ · · ·+In iff: the sequence remains indiscernible after inserting each ai ∈ A′
at the corresponding cut ci. For simplicity, we may say that A (or A
′) inserts into
I when the partition of I under consideration is clear.
Definition 3.2. For n > m > 0, we say that the Dedekind partition I0 + · · ·+ In
is m-distal iff: for all sequences A = (a0, . . . , an−1) ⊆ U , if A does not insert into
I, then some m-element subset of A does not insert into I.
Proposition 3.3. A Dedekind partition I0 + · · ·+ In of an indiscernible sequence
I is m-distal if and only if limtpI(c0, . . . , cn−1) is m-determined.
Proof. If a0, . . . , an−1 ∈ U and i0 < · · · < it−1 < n for some t ≤ n, then
(ai0 , . . . , ait−1 ) inserts into I0+· · ·+In if and only if ai0 , . . . , ait−1 |= limtpI(ci0 , . . . , cit−1 ).

3.2. Distality rank for EM-types.
Definition 3.4. A complete EM-type Γ is (n,m)-distal iff: for every infinite se-
quence I such that I |=EM Γ, every Dedekind partition I0+· · ·+In of I ism-distal.
When considering the (n,m)-distality of a complete EM-type, the only interest-
ing cases are those where n = m+ 1.
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Lemma 3.5. Fix m > 0 and κ a cardinal. Let A = (aα : α < κ) ⊆ U , and let
C = (cα : α < κ) be a collection of Dedekind cuts of some infinite linear order
(I,<). Let I be an indiscernible sequence indexed by I, and let Γ = tpEM(I). If Γ
is (m + 1,m)-distal and all m-element (or smaller) subsets from A insert into I,
each element aα at the corresponding cut cα, then the entire sequence inserts into
I. In particular, if Γ is (m+ 1,m)-distal, then Γ is (n,m)-distal for all n > m.
Proof. Suppose Γ is (m+ 1,m)-distal and all m-element (or smaller) subsets from
A insert into I. Let P (β) assert that any (m+1)-element (or smaller) subset from
the tail A≥β = (aα : β ≤ α < κ) inserts into I ∪A<β (i.e., the sequence created by
inserting each element of A<β at its corresponding cut). We proceed by induction
on β.
β = 0: P (0) holds since I |=EM Γ and Γ is (m+ 1,m)-distal.
β + 1: Let J = I ∪ A<β+1. P (β) asserts that J is indiscernible and any m-
element (or smaller) subset from the tail A≥β+1 inserts into J . Thus,
P (β + 1) holds since J |=EM Γ and Γ is (m+ 1,m)-distal.
β limit: Let J = I ∪ A<β . Assume we have φ(c¯) 6↔ φ(d¯) witnessing that P (β)
does not hold, where c¯ and d¯ have the same relative order in J ∪A′ and A′
is an (m+ 1)-element (or smaller) subset of A≥β . Let β
′ be the smallest
ordinal such that c¯, d¯ ∈ I ∪A<β′ ∪A′. Now we have β′ < β and ¬P (β′).

Definition 3.6. Given m > 0, a complete EM-type is m-distal iff: it is (m+1,m)-
distal.
Notice that for any n > m > 0, if a complete EM-type is m-distal, then it is also
n-distal.
Definition 3.7. The distality rank of a complete EM-type Γ, written DR(Γ), is
the least m ≥ 1 such that Γ is m-distal. If no such finite m exists, we say the
distality rank of Γ is ω.
It is interesting to note that, given the generality of Lemma 3.5, it would make
sense to define (β, α)-distal and α-distal for arbitrary, not only finite, ordinals
β > α > 0. We could then define the distality rank of a complete EM-type as the
least ordinal α for which it is α-distal. However, since any failure of a sequence
to be indiscernible is witnessed by finitely many elements from that sequence, this
yields only one infinite distality rank, namely ω. Thus, the resulting definition of
distality rank would be equivalent to Definition 3.7.
Definition 3.8. Fix n > 0, and let
I0 = ω, I1 = ω
∗ + ω, . . . , In−1 = ω
∗ + ω, In = ω
∗
where ω∗ is ω in reverse order. If I ⊆ U is a sequence indexed by I = I0+ · · ·+ In,
we call the corresponding partition I0 + · · ·+ In an n-skeleton.
Notice that an n-skeleton is a Dedekind partition with n cuts.
Proposition 3.9. Given m > 0, a complete EM-type Γ is m-distal if and only if
there is an (m+ 1)-skeleton I0 + · · ·+ Im+1 |=
EM Γ which is m-distal.
12 ROLAND WALKER
Proof. (⇒) The Standard Lemma [12, Lemma 5.1.3] asserts that I |=EM Γ of the
appropriate order type exists.
(⇐) Suppose Γ is not m-distal. Let I = I0 + · · ·+ Im+1 |=EM Γ be an (m+ 1)-
skeleton. We will show that the skeleton is not m-distal.
Since Γ is not m-distal, there exist J |=EM Γ, a Dedekind partition J = J0 +
· · · + Jm+1, and a sequence A = (a0, . . . , am) ∈ U such that all m-sized subsets
insert but A does not. Let φ ∈ Γ and b¯i ∈ Ji such that
U 6|= φ(b¯0, a0, . . . , b¯m, am, b¯m+1).
Construct σ : I → J an order-preserving map such that
b¯i ⊆ σ(Ii) ⊆ Ji.
We can extend σ to an automorphism of U . Let
A′ = (σ−1(a0), . . . , σ
−1(am)).
Now any m-sized subset of A′ inserts into I0 + · · ·+ Im+1, but A′ does not. 
Definition 3.10. We say (φ,A,B) is a witness that an indiscernible Dedekind
partition I0 + · · ·+ Im+1 is not m-distal iff: as in the previous proof, the following
hold:
• φ ∈ tpEM(I0 + · · ·+ Im+1),
• A = (a0, . . . , am) ⊆ U is a sequence such that any proper subsequence
inserts into the partition,
• B = (b¯0, . . . , b¯m+1) where each b¯i is a finite increasing sequence in Ii, and
• U 6|= φ(b¯0, a0, . . . , b¯m, am, b¯m+1).
Proposition 3.11. Suppose T is stable. Given m > 0, a complete EM-type Γ is
m-distal if and only if there is a Dedekind partition I0 + · · ·+ Im+1 |=EM Γ which
is m-distal.
Proof. (⇐) Let I = I0 + · · · + Im+1 |=EM Γ be Dedekind. Suppose J = J0 +
· · · + Jm+1 |=EM Γ is a skeleton which is not m-distal as witnessed by (φ,A,B).
For each b¯i ∈ B, choose d¯i an increasing tuple in Ii such that |d¯i| = |b¯i|. Since
T is stable, J is totally indiscernible; therefore, if J ′ = J ′0 + · · · + J
′
m+1 is such
that each J ′i is a permutation of Ji which does not disturb the increasing nature
of the tuple b¯i, then J ′ |=EM Γ and (φ,A,B) witnesses that J ′0 + · · ·+J
′
m+1 is not
m-distal. Given any finite I ′ ⊆ I, we can find such a permutation J ′ and an order
preserving map σ : J ′ → I such that
• σ(J ′i ) ⊆ Ii,
• σ(b¯i) = d¯i, and
• I ′ ⊆ σ(J ′).
This map extends to an automorphism, so by compactness, there is A′ ⊆ U such
that (φ,A′, (d¯0, . . . , d¯m+1)) witnesses that I0 + · · ·+ Im+1 is not m-distal. 
It is known that Proposition 3.11 also holds when T is NIP and m = 1. We will
discuss this further in Section 4.
Question 3.12. In what other contexts does Proposition 3.11 hold?
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3.3. Distality rank for theories.
Definition 3.13. Given m > 0, a theory T , not necessarily complete, is m-distal
iff: for all completions of T and all tuple sizes κ, every Γ ∈ SEM(κ · ω) is m-distal.
In the existing literature, an NIP theory is called distal if and only if it is 1-distal
(cf. [4, Fact 6.4]).
Definition 3.14. The distality rank of a theory T , written DR(T ), is the least
m ≥ 1 such that T is m-distal. If no such m exists, we say the distality rank of T
is ω.
A nice property of distality rank is that, in an NIP context, it is unaffected by
base changes (i.e., adding or removing named parameters).
Proposition 3.15. If T is a complete theory and A ⊆ U is a small set of param-
eters, then DR(TA) ≤ DR(T ).
Proof. Let I = (bi : i ∈ I) ⊆ U be a sequence of tuples and A = (aα : α < κ) be an
enumeration of A. Notice that I is indiscernible over A if and only if the sequence
(bi + (aα : α < κ) : i ∈ I)
is indiscernible. Thus, given m > 0, if T is m-distal, then TA is also m-distal. 
Lemma 3.16. Suppose T is NIP and m > 0. If
• I = I0 + · · ·+ Im+1 is a Dedekind partition,
• A = (a0, . . . , am) is a sequence such that every proper subsequence inserts
into I, and
• D ⊆ U is a small set of parameters,
then there is a sequence A′ = (a′0, . . . , a
′
m) such that A
′ ≡I A and for each σ : m→
m+ 1 increasing, we have
a′σ(0) · · ·a
′
σ(m−1) |= limtpD
(
c
−
σ(0), . . . , c
−
σ(m−1)
)
.
Proof. Assume no such A′ exists. By compactness, there are φ ∈ tpI(a0, . . . , am)
and ψσ ∈ limtpD(c
−
σ(0), . . . , c
−
σ(m−1)) for each σ : m→ m+ 1 increasing such that
φ(x0, . . . , xm) ⊢
∨
σ
¬ψσ(xσ(0), . . . , xσ(m−1)). (∗)
First we handle the case where I is dense. Let B ⊆ I be the parameters of φ. For
each σ as above, we construct an indiscernible sequence Jσ by induction:
Stage 0: For all j < m + 1, choose I0j to be a proper end segment of Ij
excluding B such that each ψσ is satisfied by every element of
I0σ(0) × · · · × I
0
σ(m−1). Let I
0 = I, and let J 0σ = ∅ for each σ.
Stage 2i+ 1: Let I ′ be a finite subset of I2i containing B. There is an increasing
map
I ′ −→ I \
⋃
j
I2ij
fixing B such that for each j < m + 1, elements to the left of I2ij
remain to the left and all other elements map to the right of I2ij .
This map extends to an automorphism fixingB, so by compactness,
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there is A′ = (a′0, . . . , a
′
m) realizing φ such that if we assign each
a′j to the cut of I
2i immediately to the left of I2ij , then any proper
subsequence of A′ inserts into I2i ⊇ I. By (∗), we can now choose
σi : m→ m+ 1 increasing so that
a′σi(0) · · · a
′
σi(m−1)
6|= ψσi .
Let
I2i+1 = I2i ∪
{
a′σi(j) : j < m
}
where each a′
σi(j)
is inserted immediately to the left of I2i
σi(j)
. Let
J 2i+1σi = J
2i
σi
+
(
a′σi(0), . . . , a
′
σi(m−1)
)
.
For each j < m+ 1, let I2i+1j = I
2i
j .
Stage 2i+ 2: For each j < m + 1, choose bj ∈ I
2i+1
j and an end segment I
2i+2
j
of I2i+1j excluding bj. Let I
2i+2 = I2i+1, and for each σ, let
J 2i+2σ = J
2i+1
σ +
(
bσ(0), . . . , bσ(m−1)
)
.
For each σ, let Jσ =
⋃
i<ω J
i
σ. Choose a σ which appears infinitely many times in
(σi : i < ω). It follows that ψσ alternates infinitely many times on Jσ, contradict-
ing NIP.
In the case where I is not dense, we may no longer assume the above construction
can continue ad infinitum; however, finitely many stages will suffice. For i < ω,
notice that ∑
σ
alt
(
ψσ,J
i
σ
)
= i− 1;
thus, we only need to complete the construction through stage 2n+ 2 where
n ≥
∑
σ alt(ψσ)
2
to reach a contradiction. For i < ω, let
s(i) = 0 + 1 + · · ·+ i =
i2 + i
2
.
Make the following modifications to Stage 0 and Stage 2i+ 1.
Stage 0: For each j < m+ 1, choose an increasing sequence
Ej =
(
e0j , . . . , e
s(n)−1
j
)
⊆ Ij
and a proper end segment I0j of Ij such that
B ∩ Ij < Ej < I
0
j
and such that each ψσ is satisfied by... (continue as above)
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Stage 2i+ 1: Let I ′ be a finite subset of
I2i \
{
e0j , . . . , e
s(i)−1
j : j < m+ 1
}
containing B. There is an increasing map
I ′ → I \
⋃
j
(
I2ij ∪
{
e0j , . . . , e
s(i−1)−1
j
})
fixing B such that... (continue as above)

Theorem 3.17 (Base Change). If T is NIP and B ⊆ U is a small set of parameters,
then DR(TB) = DR(T ).
Proof. Proposition 3.15 asserts that DR(TB) ≤ DR(T ); thus, it suffices to show
that for m > 0, if TB is m-distal, then T is also m-distal.
Suppose Γ ∈ SEM is not m-distal. By the Standard Lemma [12, Lemma 5.1.3],
there is a skeleton I0 + · · ·+ Im+1 |=EM Γ which is indiscernible over B. Further-
more, Proposition 3.9 asserts that this skeleton is not m-distal; thus, there exists a
sequence A = (a0, . . . , am) such that every proper subsequence inserts indiscernibly
over ∅ but A does not. Applying Lemma 3.16 with D = B ∪ I yields a sequence
A′ such that every proper subsequence inserts indiscernibly over B but A′ does
not. 
Question 3.18. In what other contexts does distality rank remain invariant under
base changes?
Previous work by Pierre Simon [10] demonstrates that if T is an NIP theory,
then T has distality rank 1 if and only if every complete EM-type whose variables
are singletons has distality rank 1 (i.e., ∀Γ ∈ SEM(1 · ω) DR(Γ) = 1). This leads
us to ask what happens in general.
Question 3.19. For which m > 0 and which conditions on T (e.g., NIP, NSOP,
etc.) is it true that T is m-distal if and only if all Γ in SEM(1 · ω) are m-distal?
The next proposition helps us calculate distality rank for theories with quantifier
elimination.
Proposition 3.20. If T is an L-theory with quantifier elimination and L contains
no atomic formula with more than m free variables, then DR(T ) ≤ m.
Proof. Let I = I0+ · · ·+Im+1 be an indiscernible skeleton where I0 = (bi : i < ω),
and let A = (a0, . . . , am) be a sequence such that any proper subsequence inserts
into the skeleton. Given φ ∈ L(x0, . . . , xn−1), there is a T -equivalent formula∨
i
∧
j
θi,j
(
xσi,j(0), . . . , xσi,j(m−1)
)
where each θi,j is basic (i.e., an atomic formula or its negation) and each σi,j : m→
n is a function. Let (d0, . . . , dn−1) ⊆ I ∪ A be an increasing sequence according to
the order of the underlying index
I0 + a0 + · · ·+ Im + am + Im+1.
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Given θi,j and σi,j as above, since all m-sized subsets of A insert into the skeleton,
we have
U |= θi,j(bσi,j(0), . . . , bσi,j(m−1))↔ θi,j(dσi,j(0), . . . , dσi,j(m−1)).
It follows that
U |= φ(b0, . . . , bn−1)↔ φ(d0, . . . , dn−1).

Corollary 3.21. Suppose L is a language where all function symbols are unary and
all relation symbols have arity at most m ≥ 2. If T is an L-theory with quantifier
elimination, then DR(T ) ≤ m.
We use this result in the next section to generate examples of theories with finite
distality rank. We conclude this section with the easy observation that 1-distal
theories are unstable.
Proposition 3.22. If T is stable, then DR(T ) ≥ 2.
Proof. Let I = I0 + I1 + I2 be a nonconstant indiscernible skeleton. There is
a ∈ U which inserts at c0. Since T is stable, I is totally indiscernible, so a also
inserts at c1. It follows that (x0 6= x1, (a, a),∅) withnesses that the skeleton is not
1-distal. 
3.4. Examples. It appears that we have an infinite hierarchy which classifies the-
ories by distality rank. We would like to show that this hierarchy is non-trivial by
finding examples of theories which have distality rank n for each n ≥ 1.
Many examples of theories with distality rank 1 are listed in [10]. Among them
are all o-minimal theories and the p-adics.
For any n ≥ 2 we can construct a theory with distality rank n as follows. Let
L = {R} where R is an n-ary relation. For each s, t < ω, let φs,t be
∀A0, . . . , As, B0, . . . , Bt distinct ∈ [M ]
n−1 ∃x
[∧
i
AiRx ∧
∧
i
Bi6Rx
]
. (3.1)
Let T be the theory asserting that R is the edge relation for an infinite n-uniform
(hyper)graph and φs,t holds for all s, t < ω. For example, when n = 2, T is the
theory of the random graph.
To show that T is satisfiable, we use a construction similar to the standard
construction for a random graph. Let M0 = ω and R0 = ∅. For each i < ω, let
Mi+1 = {bA0,...,As : s < ω, Ai ∈ [Mi]
n−1} ∪Mi
and
Ri+1 = {AjbA0,...,As : s < ω, Ai ∈ [Mi]
n−1, j ≤ s} ∪Ri.
Let M =
⋃
Mi and R =
⋃
Ri.
To show that T has quantifier elimination, letM,N |= T and letA be a substruc-
ture of both. We want to show that any primitive existential formula ∃x
∧
i θi(x)
with parameters from A holds in M if and only if it holds in N . Without loss of
generality we only need consider θi’s of the following forms:
• ai 6= x
• AiRx
• Bi6Rx
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where ai ∈ A and Ai, Bi ∈ [A]n−1. If the Ai’s and Bi’s have no sets in common, the
schema (3.1) asserts that there are infinitely many witnesses for ∃x
∧
i θi(x) in any
model of T , so we have quantifier elimination. Furthermore, L has no constants,
so T is complete.
Since we have quantifier elimination and the maximum arity of an atomic formula
is n, Proposition 3.20 asserts that T is n-distal. However, T is not (n − 1)-distal.
By compactness, we can construct I = I0 + · · · + In ⊆ U and a0, . . . , an−1 ∈ U
such that
• RA for all A ∈
[
I ∪ {a0, . . . , an−1} \ ai
]n
where i < n and
• 6Ra0 · · ·an−1.
Therefore T is not (n− 1)-distal.
Let L = {R2, R3, . . .} where each Rn is an n-ary relation. For each r ≥ 2,
s = (s2, . . . , sr) ⊆ ω, and t = (t2, . . . , tr) ⊆ ω, let φr,s,t be
∀A2,0, . . . , A2,s2 , B2,0, . . . , B2,t2 distinct ∈ [M ]
2−1
...
∀Ar,0, . . . , Ar,sr , Br,0, . . . , Br,tr distinct ∈ [M ]
r−1
∃x
[∧
i
A2,iR2x ∧
∧
i
B2,i6R2x ∧ · · · ∧
∧
i
Ar,iRrx ∧
∧
i
Br,i6Rrx
]
.
Suppose T asserts that each Rn is the edge relation of an n-uniform (hyper)graph
and that φr,s,t holds for all r ≥ 2, s = (s2, . . . , sr) ⊆ ω, and t = (t2, . . . , tr) ⊆
ω. Similar arguments to those above show that T is complete and has quantifier
elimination. It is also easy to see that T has distality rank ω.
Note that the above examples based on random (hyper)graphs are not NIP. For
some NIP examples, let L = {R}, where R is a binary relation, and fix k ≥ 1. The
theory asserting that R is an equivalence relation with infinitely many equivalence
classes, all of which have size k, has distality rank 2. The same theory where all
the classes are infinite also has distality rank 2. Other examples with distality rank
2 are the theories of (N, σ, 0) and (Z, σ) where σ is the successor function. All of
these theories are ω-stable.
An example of an ω-stable theory with infinite distality rank is ACF, the theory
of algebraically closed fields. To see this, let n ≥ 1 and consider an indiscernible
sequence I = I0 + · · · + In+1 whose elements are algebraically independent. Let
a0, . . . , an−1 be algebraically independent over I, and let an = a0 + · · · + an−1.
We can insert any n of the ai’s, but we cannot insert all of them. Thus, T is not
n-distal.
3.5. Characterizing distality for NIP theories using type determinacy.
Let B ⊆ U be a small set of parameters, and let λ and κ be small cardinals.
Lemma 3.23. For each α < λ, assume we have the following:
• a sequence of tuples Iα indexed by a linear order (Iα, <) with a Dedekind
cut cα,
• an initial segment I−α ⊆ c
−
α and an end segment I
+
α ⊆ c
+
α , both proper,
• linear orders (J−α , <) and (J
+
α , <), and
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• an index
Jα = I
−
α + J
−
α + J
+
α + I
+
α
with distinguished cut
dα = (I
−
α + J
−
α , J
+
α + I
+
α ).
Let (Aβ : β < κ) be a family of sequences with each Aβ = (a
β
α : α < λ) ⊆ U .
For each α < λ, there is a sequence Jα indexed by Jα agreeing with Iα on I−α
and I+α such that for all β < κ and all A
′
β ⊆ Aβ, if the family (Iα : α < λ) is
mutually indiscernible over B after inserting each aβα ∈ A
′
β at the corresponding
cut cα, then the family (Jα : α < λ) is mutually indiscernible over B after inserting
each aβα ∈ A
′
β at the corresponding cut dα.
Proof. First we show that we can replace c−0 with d
−
0 ; i.e., we can find a suitable
J−0 so that we can replace (b
0
i : i ∈ c
−
0 ) with I
−
0 +J
−
0 . Let I
−
0 and J
−
0 be as above.
If J−0 is finite, we may let J
−
0 be any increasing sequence of the same size from
(b0i : I ∈ c
−
0 \ I
−
0 ). By compactness, this argument extends to the case where J
−
0 is
infinite. We may now iterate to replace finitely many c•α. Finally, the case where λ
is infinite follows by compactness. 
Proposition 3.24. Suppose T is m-distal for some m > 0. If I0, . . . , In−1 are
mutually indiscernible over B, each containing a Dedekind cut c0, . . . , cn−1, respec-
tively, then limtpBI0···In−1(c0, . . . , cn−1) is m-determined.
Proof. Suppose each Ii = (b
j
i : j ∈ Ii), and let D = B∪
⋃
i Ii. Let aˆ0, . . . , aˆn−1 ∈ U
such that
for all i0 < · · · < im−1 < n we have aˆi0 · · · aˆim−1 |= limtpD(ci0 , . . . , cim−1). (∗)
Fix
φ(x0, . . . , xn−1) ∈ limtpD(c0, . . . , cn−1), (∗∗)
and let D′ be the parameters of φ. We will show that aˆ0 · · · aˆn−1 |= φ.
Construct an n-skeleton
K =
((
b
σ0(k)
0 , . . . , b
σn−1(k)
n−1
)
: k ∈ K
)
with underlying index K = K0 + · · ·+Kn as follows. For i < n, let σi : K → Ii be
an increasing map such that
• σi(K0 + · · ·+Ki) ⊆ c
−
i ,
• σi(Ki+1 + · · ·+Kn) ⊆ c
+
i , and
• if bji ∈ D
′, then j ∈ σi(K).
If necessary, we can apply Lemma 3.23 to replace a neighborhood of ci with one
large enough to accommodate the image of σi without disturbing Ii ∩ D′ or the
validity of (∗) and (∗∗).
By compactness, there is a sequence A = (a¯0, . . . , a¯n−1) such that each a¯j =
(aj0, . . . , a
j
n−1) with a
j
j = aˆj , and every m-sized subsequence of A inserts into K
indiscernibly over B. Proposition 3.15 asserts that TB is m-distal, so K is m-distal
in TB. It follows that the entire sequence A inserts into K indiscernibly over B.
Since φ ∈ limtpD(c0, . . . , cn−1), for each j < n, if K
′
j is an end seqment of Kj
such that for each i < n, the image σi(K
′
j) avoids D
′, then for all (k0, . . . , kn−1) ∈
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K ′0 × · · · ×K
′
n−1, we have
U |= φ
(
b
σ0(k0)
0 , . . . , b
σn−1(kn−1)
n−1
)
.
Furthermore, since K ∪A is indiscernible over B, it follows that
U |= φ(aˆ0, . . . , aˆn−1).

Proposition 3.25. Suppose T ism-distal and n > m > 0. If p0(x0), . . . , pn−1(xn−1) ∈
SU are invariant over B and commute pairwise, then the product p0 ⊗ · · · ⊗ pn−1
is m-determined.
Proof. Let p = p0 ⊗ · · · ⊗ pn−1, and let φ ∈ p. Assume B contains the parameters
of φ. Let J = J0 + · · · + Jn with each Jj = Z in the standard order. Let I be a
Morley sequence for p over B indexed by J . Let Aˆ = (aˆ0, . . . , aˆn−1) be such that
for all σ : m→ n increasing, we have
aˆσ(0) · · · aˆσ(m−1) |=
[
pσ(0) ⊗ · · · ⊗ pσ(m−1)
]
⇂BI .
Let J be a Morley sequence for p over B ∪ I ∪ Aˆ also indexed by J . For every
i < n, let
Ki = πi (I0 + · · ·+ Ii + Ji+1 + · · ·+ Jn)
where πi is selecting the i
th element of each tuple in the sequence, and let
K =
((
bj0, . . . , b
j
n−1
)
: j ∈ J
)
where bji is the j
th element of Ki. Since the pi’s commute pairwise, it follows that
(Ki : i < n) is mutually indiscernible over B. Furthermore, the family remains
mutually indiscernible over B after inserting any m-element subset of Aˆ, each aˆi
into Ki at ci. By compactness, we can find A = (a¯0, . . . , a¯n−1) such that each
a¯j =
(
aj0, . . . , a
j
n−1
)
with ajj = aˆj and any m-element subset A
′ ⊆ A inserts into
K indiscernibly over B. Since K is m-distal, it follows that A inserts indiscernibly
over B, so U |= φ(aˆ0, . . . , aˆn−1). 
Theorem 3.26. If T is NIP and m > 0, then the following are equivalent:
(1) T is m-distal.
(2) For all n > m and all invariant types p0(x0), . . . , pn−1(xn−1) ∈ SU which
commute pairwise, the product p0 ⊗ · · · ⊗ pn−1 is m-determined.
(3) For all invariant types p0(x0), . . . , pm(xm) ∈ SU which commute pairwise,
the product p0 ⊗ · · · ⊗ pm is m-determined.
Proof. (1⇒ 2) Proposition 3.25.
(2⇒ 3) Immediate.
(3⇒ 1) Assume (3) holds but (1) does not. Let the skeleton I = I0+ · · ·+Im+1
and (φ,A,B) witness that T is not m-distal (see Definition 3.10). Lemma 2.17
asserts that each lim(c−i ) is invariant over I. Furthermore, Lemma 2.31 asserts
that
lim(c−0 , . . . , c
−
m) = lim(c
−
0 )⊗ · · · ⊗ lim(c
−
m),
and that lim(c−i ) commutes with lim(c
−
j ) for i 6= j, so the product lim(c
−
0 , . . . , c
−
m)
is m-determined. By compactness, we can choose
ψσ
(
xσ(0), . . . , xσ(m−1)
)
∈ lim
(
c
−
σ(0), . . . , c
−
σ(m−1)
)
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for each increasing map σ : m→ m+ 1 such that∧
σ
ψσ
(
xσ(0), . . . , xσ(m−1)
)
⊢ φ(b¯0, x0, . . . , b¯m, xm, b¯m+1). (∗)
Let D be the parameters of
∧
σ ψσ. By Lemma 3.16, there is A
′ ≡I A such that
for each σ, we have
a′σ(0) · · · a
′
σ(m−1) |= limtpD
(
c
−
σ(0), · · · , c
−
σ(m−1)
)
,
but this contradicts (∗) since
a′0 · · ·a
′
m 6|= φ(b¯0, x0, . . . , b¯m, xm, b¯m+1).

4. Strong distality
Definition 4.1. Given m > 0, an indiscernible Dedekind partition I0 + I1 is
stronglym-distal iff: for all a ∈ U and all sequences of small sets D¯ = (D0, . . . , Dm−1),
if I0 + I1 is indiscernible over D¯ and I0 + a + I1 is indiscernible over
⋃
i6=j Di for
all j < m, then I0 + a+ I1 is indiscernible over D¯.
Definition 4.2. Given m > 0, a complete EM-type Γ is strongly m-distal iff: all
Dedekind partitions I0 + I1 |=EM Γ are strongly m-distal.
Definition 4.3. The strong distality rank of a complete EM-type Γ, written SDR(Γ),
is the least m ≥ 1 such that Γ is strongly m-distal. If no such finite m exists, we
say the strong distality rank of Γ is ω.
Lemma 4.4. Let m > 0. Suppose Γ ∈ SEM is not strongly m-distal and I =
I0 + I1 |=EM Γ is a Dedekind partition indexed by (I0 + I1, <). There is a witness
(D¯, φ, a) where
• D¯ = (D0, . . . , Dm−1) is such that I is indiscernible over D¯,
• φ(x) ∈ tpEM
D¯
(I), and
• a ∈ U is such that I0 + a+ I1 is indiscernible over
⋃
i6=j Di for all j < m
but U 6|= φ(a).
Moreover, we may assume that D¯ = (Bd0, . . . , Bdm−1) for some finite base B ⊆
U and singletons d0, . . . , dm−1 ∈ U1 and that I0 + a + Ii is indiscernible over
B ∪ {di : i 6= j} for each j < m.
Proof. Since Γ is not strongly m-distal, there are
• Di ⊆ U small,
• J = J0 + J1 |=
EM Γ Dedekind and indiscernible over D¯,
• φ ∈ tpEM
D¯
(J ),
• a ∈ U , and
• b¯i increasing in Ji
such that J0+a+J1 is indiscernible over
⋃
i6=j Di for all j < m but U 6|= φ(b¯0, a, b¯1).
Let Bˆ be the parameters of φ. We may assume each Di ⊆ Bˆ. Let B ⊆ Bˆ be
maximal such that I0 + a + I1 is indiscernible over B ∪
⋃
i6=j Di for each j < m.
Choose di ∈ Di \B for each i < m. Now I is indiscernible over Bd¯, and I0+a+I1
is indiscernible over B∪{di : i 6= j} for each j < m but not over Bd¯. Thus, we may
assume each Di = Bdi by changing our choices for φ, b¯0, and b¯1 if necessary.
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Let J ′0 be an end segment of J0 which completely excludes b¯0, and let J
′
1 be an
initial segment of J1 which completely excludes b¯1. Now the sequence J ′ = J ′0+J
′
1
is indiscernible over Bb¯0b¯1d¯ and satisfies Γ. By compactness, we may assume each
J ′i is indexed by Ii. Let σ : J
′ → I preserve indices. Since σ extends to an
automorphism, it follows that(
(σ(Bb¯0b¯1d0), . . . , σ(Bb¯0b¯1dm−1)), σ(φ)(σ(b¯1), x, σ(b¯2)), σ(a)
)
is the desired witness. (Here we use σ(φ) is denote the formula created from φ by
substituting σ(b) for each named parameter b ∈ Bd¯ mentioned by φ.) 
Corollary 4.5. Given m > 0, a complete EM-type Γ is strongly m-distal if and
only if there is a Dedekind partition I0 + I1 |=EM Γ which is strongly m-distal.
Proposition 4.6. Let m > 0. Suppose a complete EM-type Γ is strongly m-distal.
If a Dedekind parition I0+· · ·+Im+1 |=EM Γ is indiscernible over some small B ⊆ U
and A = (a0, . . . , am) ⊆ U such that every proper A′ ⊂ A inserts indiscernibly over
B, then A inserts indiscernibly over B. In particular, Γ is m-distal.
Proof. Given a Dedekind partition I0 + · · · + Im+1 |=
EM Γ indiscernible over B,
suppose every proper A′ ⊂ A inserts indiscernibly over B. Let Di = BIiai for each
i < m. By strong m-distality, it follows that Im + am + Im+1 is indiscernible over
D¯. 
4.1. Strong 1-distality in an NIP context. In his seminal paper on distality
[10], Pierre Simon works strictly in an NIP context and coins the term distal to
refer to what we have defined here as 1-distal. In this context, distality and strong
distality coincide [10, Lemma 2.7]. We present this result in a slightly different
fashion, but the crux of the argument is the same.
Lemma 4.7. Suppose T is NIP. If Γ ∈ SEM is not strongly 1-distal, then there is
a Dedekind partition I = I0 + I1 + I2 |=EM Γ indexed by (I,<) |= DLO which is
not 1-distal.
Proof. Let J = J0 + J1 |=EM Γ be a skeleton, and let (D,φ, a) witness that it is
not strongly 1-distal as in Lemma 4.4. Let K = K0 +K1 + · · · be a linear order
with each (Ki, <) |= DLO. By compactness, there is an indiscernible sequence
K = K0 +K1 + · · · indexed by K and a sequence (ai : i < ω) ⊆ U such that
• K ≡EMD J ,
• each sequence K0 + · · ·+ Ki + ai +Ki+1 + · · · is indiscernible, and
• each ai 6|= φ(x).
Let s < ω be maximal such that for all t ≥ s, the sequence
K ∪ {a0, . . . , as−1} ∪ {at} |= Γ
when each ai is inserted at ci. Notice that since T is NIP, such an s exists; in fact,
it must be less than alt(φ)/2. Let
I0 = K0 + a0 + K1 + a1 + · · ·+Ks.
It follows that for some t > s, if we let
I1 = Ks+1 +Ks+2 + · · ·+Kt
and
I2 = Kt+1 +Kt+2 + · · · ,
then the dense Dedekind partition I0 + I1 + I2 realizes Γ and is not 1-distal. 
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Corollary 4.8. Suppose T is NIP. In this context, a complete EM-type is 1-distal
if and only if it is strongly 1-distal.
Question 4.9. Are there examples of complete EM-types which are 1-distal but
not strongly 1-distal?
In light of Lemma 4.7, such an example would only be found in an IP context.
The lemma also allows us to answer Question 3.12 in the case where T is NIP and
m = 1.
Proposition 4.10. Suppose T is NIP. A complete EM-type Γ is 1-distal if and
only if there is a Dedekind partition I0 + I1 + I2 |=EM Γ that is 1-distal.
Proof. (⇐) Suppose Γ is not 1-distal and I = I0+I1+I2 |=EM Γ is Dedekind. By
Lemma 4.7, there is a dense Dedekind partition J = J0 + J1 + J2 |=EM Γ which
is not 1-distal. Let (φ, (a0, a1), (b¯0, b¯1, b¯2)) witness this, as in Definition 3.10. For
each b¯i, choose an increasing tuple d¯i in Ii such that |d¯i| = |b¯i|. Given I
′ ⊆ I finite,
there is an order-preserving map σ : I ′d¯0d¯1d¯2 → J such that σ(I ′ ∩ Ii) ⊆ Ji and
σ(d¯i) = b¯i. Now, by compactness, there are a
′
0 and a
′
1 in U such that
(φ, (a′0, a
′
1), (d¯0, d¯1, d¯2))
witnesses that I0 + I1 + I2 is not 1-distal.

4.2. Strong distality for theories.
Definition 4.11. Given m > 0, a theory T , not necessarily complete, is strongly
m-distal iff: for all completions of T and all tuple sizes κ, every Γ ∈ SEM(κ · ω) is
strongly m-distal.
Definition 4.12. The strong distality rank of a theory T , written SDR(T ), is the
least m ≥ 1 such that T is strongly m-distal. If no such m exists, we say the strong
distality rank of T is ω.
Proposition 4.13. If T is a complete theory and A ⊆ U is a small set of param-
eters, then SDR(TA) ≤ SDR(T ).
Proof. Similar to the proof of Proposition 3.15. 
Proposition 4.14. If SDR(T ) = 1, then T is NIP.
Proof. Suppose φ(x, z) ∈ L is IP. There is an indiscernible sequence (bi : i < ω) ⊆ U
along with a parameter d ∈ U such that
bi |= φ(x, d) ⇐⇒ i is even.
Given J = J0 + J1 an index for a skeleton, let Γ(yj : j ∈ J) assert that (yj : j ∈ J)
is indiscernible over d and φ(yj , d) for all j ∈ J . Let Σ(x, yj : j ∈ J) assert that
(yj : j ∈ J0) + x + (yj : j ∈ J1) is indiscernible and ¬φ(x, d). Let Γ′(y0, . . . , yn−1)
and Σ′(x, y0, . . . , yn−1) be finite subsets of Γ and Σ, respectively. By an argument
similar to that found in the proof of [8, Theorem 5.2.3], we can use Ramsey’s
Theorem [8, Theorem 5.1.1] to conclude that some finite I ′ ⊆ (bi : i is even) satisfies
Γ′(y¯). It follows that for some odd i, we have
(bi, I
′) |= Σ′(x, y¯) + Γ′(y¯).
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By compactness, there is a skeleton J = J0+J1 ⊆ U along with a parameter a ∈ U
such that (a,J ) |= Σ+ Γ, so (d, φ, a) witnesses that J is not strongly 1-distal.

The characterization of distality used in [5, 6] is equivalent to strong 1-distality.
With this in mind, the paragraph following [6, Definition 1.2] indicates that the
previous result, although not stated in terms of strong distaltiy rank, was known
to Hieronymi and Nell. A proof attributed to them can be found in [5, Proposition
2.8].
Corollary 4.15. The following are equivalent:
(1) T is NIP and DR(T ) = 1.
(2) SDR(T ) = 1.
Proof. (1⇒ 2) Corollary 4.8.
(2⇒ 1) Proposition 4.14. 
Proposition 4.16. If T is an L-theory with quantifier elimination and L contains
no atomic formula with more than m free variables, then SDR(T ) ≤ m.
Proof. Let b ∈ Un and d0, . . . , dm−1 ∈ U1. Suppose I = I0 + I1 ⊆ U ℓ is Dedekind
and indiscernible over bd¯. Given φ ∈ L(ℓ+m+ n), there is a T -equivalent formula∨
i
∧
j
θi,j
(
xσi,j(0), . . . , xσi,j(m−1)
)
where each θi,j is basic (i.e., an atomic formula or its negation) and each σi,j : m→
ℓ +m + n is a function. Thus, if a ∈ U ℓ is such that I0 + a + I1 is indiscernible
over bd¯ \ di for each i < m, then
U |= φ(a, d¯, b)↔ φ(a′, d¯, b)
for each a′ ∈ I. In light of Lemma 4.4, we conclude T is strongly m-distal. 
Corollary 4.17. Suppose L is a language where all function symbols are unary and
all relation symbols have arity at most m ≥ 2. If T is an L-theory with quantifier
elimination, then SDR(T ) ≤ m.
It is now easy to see that DR(T ) = SDR(T ) for every example theory T discussed
in Subsection 3.4.
Question 4.18. Is this always the case? If not, in what contexts do distality rank
and strong distality rank agree?
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