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Özet—Deep Reinforcement Learning (DRL) has been suc-
cessfully applied in several research domains such as robot
navigation and automated video game playing. However, these
methods require excessive computation and interaction with the
environment, so enhancements on sample efficiency are required.
The main reason for this requirement is that sparse and delayed
rewards do not provide an effective supervision for representation
learning of deep neural networks. In this study, Proximal Policy
Optimization (PPO) algorithm is augmented with Generative
Adversarial Networks (GANs) to increase the sample efficiency by
enforcing the network to learn efficient representations without
depending on sparse and delayed rewards as supervision. The
results show that an increased performance can be obtained by
jointly training a DRL agent with a GAN discriminator.
Index Terms—deep learning, reinforcement learning, genera-
tive adversarial networks.
Özet—Derin Pekis¸tirmeli Ög˘renme, robot navigasyonu ve oto-
matikles¸tirilmis¸ video oyunu oynama gibi aras¸tırma alanlarında
bas¸arıyla uygulanmaktadır. Ancak, kullanılan yöntemler ortam
ile fazla miktarda etkiles¸im ve hesaplama gerektirmekte ve bu
nedenle de örnek verimlilig˘i yönünden iyiles¸tirmelere ihtiyaç
duyulmaktadır. Bu gereksinimin en önemli nedeni, gecikmeli ve
seyrek ödül sinyallerinin derin yapay sinir ag˘larının etkili betim-
lemeler ög˘renebilmesi için yeterli bir denetim sag˘layamamasıdır.
Bu çalıs¸mada, Proksimal Politika Optimizasyonu algoritması
Üretici Çekis¸meli Ag˘lar (ÜÇA) ile desteklenerek derin yapay sinir
ag˘larının seyrek ve gecikmeli ödül sinyallerine bag˘ımlı olmaksızın
etkili betimlemeler ög˘renmesi tes¸vik edilmektedir. Elde edilen
sonuçlar önerilen algoritmanın örnek verimlilig˘inde artıs¸ elde
ettig˘ini göstermektedir.
Index Terms—derin ög˘renme, pekis¸tirmeli ög˘renme, üretici
çekis¸meli ag˘lar.
I. G I˙RI˙S¸
Derin ög˘renme yöntemlerinin görüntü sınıflandırma, gö-
rüntü segmentasyonu ve görsel nesne tespiti gibi alanlardaki
bas¸arısının altında derin yapay sinir ag˘larının öznitelik çıkarma
becerileri yatmaktadır. Derin pekis¸tirmeli ög˘renme (Deep Re-
inforcement Learning - DRL) ise derin yapay sinir ag˘ları
kullanılarak bir pekis¸tirmeli ög˘renme ajanının yüksek boyutlu
ham görsel veri üzerinde bas¸arıyla eg˘itilmesinden sonra [1]
önemli bir aras¸tırma alanı haline gelmis¸tir.
DRL, yakın zamandaki gelis¸meler ile Atari, Go, Satranç
oyunları ve robot kolu kontrolü gibi görevlerde insanüstü per-
formans gösterme seviyesine ulas¸mıs¸tır. Ancak, bu yöntemler
hala oldukça fazla örneg˘e ihtiyaç duymaktadır ve bu nedenle
de verimsiz olarak deg˘erlendirilmektedirler. Örneg˘in, DRL
metotları, Atari oyunlarında insan seviyesine ulas¸mak için
onlarca milyon adım boyunca eg˘itime ihtiyaç duymaktadır.
Denetimli algoritmalar için denetimsiz verilerden yararlan-
mak, ög˘renme algoritmalarının bas¸arısını yükseltmektedir ve
veri etiketleme, veri toplamaya kıyasla oldukça zorlu bir is¸tir.
Bu yüzden denetimsiz veriden yararlanmak, algoritma per-
formansını iyiles¸tirmek için etkili bir yöntemdir. Aynı durum
pekis¸tirmeli ög˘renme için de geçerlidir. Bu alanda ög˘renen
ajanın elde ettig˘i ödül, denetim sinyali olarak kullanılmakla
birlikte, seyrek ve gecikmeli olarak elde edilmektedir. Verimli
bir derin ög˘renme sistemi, eg˘er denetim sinyali sık, gecikmesiz
ve güvenilir deg˘il ise öznitelik ve betimlemeleri denetim
sinyaline ihtiyaç duymadan çıkarabilmelidir.
Bu çalıs¸mada, DRL algoritmaları denetimsiz ög˘renme yön-
temleri ile desteklenerek kullanılan ag˘ların denetimsiz bir
s¸ekilde etkili betimlemeler (representation) ög˘renmesi sag˘lan-
mıs¸ ve örnek verimlilig˘inin artırılması üzerinde çalıs¸ılmıs¸tır.
Bu amaçla, denetimsiz ög˘renme literatüründe sıkça kullanılan
Üretici Çekis¸meli Ag˘lar [2] ve otokodlayıcıla r [3] ile deneyler
yapılmıs¸tır ve iki yöntemin verdig˘i sonuçlar iki farklı oyun
üzerinde (Pong ve Breakout) incelenmis¸tir.
II. I˙LGI˙LI˙ ÇALIS¸MALAR
Derin ög˘renmede girdi betimlemelerini denetim olmaksızın
ög˘renmek aktif bir aras¸tırma konusudur ve denetimsiz/özde-
netimli ög˘renme yöntemlerinde iki ana paradigma bulunmak-
tadır. Bunlardan birincisi Otokodlayıcı (Autoencoder) sınıfı
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2altındadır. Otokodlayıcılar, girdi olarak aldıg˘ı veriyi önce daha
düs¸ük bir boyuta sıkıs¸tırıp ardından bu sıkıs¸tırılmıs¸ betim-
leme ile orijinal girdiyi tekrar olus¸turmaya çalıs¸ır. Böylelikle
otokodlayıcılar girdi verisini düs¸ük bir boyutta ifade etmeyi
girdideki örüntüleri kodlayarak ög˘renebilir. Ög˘renme tamam-
landıktan sonra sıkıs¸tırılmıs¸ verinin, girdinin düs¸ük boyutlu
bir betimlemesi olması beklenmektedir. Denetimsiz betimleme
ög˘renmede dig˘er bir paradigma ise Üretici Çekis¸meli Ag˘lar
(ÜÇA; Generative Adversarial Networks - GANs) sınıfın-
dadır. ÜÇA’ların ana fikri, biri Üretici (Generator) ve biri
Ayrıs¸tırıcı (Discriminator) olmak üzere iki adet yapay sinir
ag˘ının tümles¸ik bir biçimde eg˘itilmesi ve eg˘itimin sonunda
veri kümesine benzeyen gerçekçi örneklerin elde edilmesine
dayanır. Eg˘itim sırasında üretici, gerçekçi örnekler üretmeye
çalıs¸ırken ayrıs¸tırıcı bu örneklerin gerçek olup olmadıg˘ını
anlamaya çalıs¸ır. Deg˘is¸imli bir s¸ekilde sırayla eg˘itilen bu
ag˘lardan ayrıs¸tırıcı, eg˘itimin sonunda verinin düs¸ük boyutlu
betimlemelerini ög˘renebilmektedir [4]. ÜÇA’ları evris¸imli de-
rin yapay sinir ag˘ları ile eg˘itebilen ilk çalıs¸ma olan DCGAN
(Deep Convolutional GANs) [4], aynı zamanda CIFAR-10 veri
kümesinin betimlemelerini denetimsiz bir s¸ekilde ög˘renmeyi
bas¸armıs¸tır. Bu betimlemeleri lineer bir sınıflandırıcı ile çok
az sayıda etiketlenmis¸ veri ile sınıflandırıp mevcut en iyi
performansı elde etmis¸tir.
Yüksek boyutlu ham veriler ile bas¸arılı bir s¸ekilde pekis¸tir-
meli ög˘renme ajanı eg˘itmek, 2015’te Mnih ve arkadas¸larının
[1] Deep Q-Networks’u (DQN) literatüre kazandırdıkları ça-
lıs¸maya kadar mümkün olmamıs¸tır. Bu çalıs¸mada yazarlar de-
neyim tekrarı (experience replay) ve hedef ag˘ (target network)
kullanarak Atari oyunlarının yalnızca pikseller ile insanüstü bir
seviyede oyun oynamayı ög˘renmesini sag˘lamıs¸lardır. Double
DQN [5], Asynchronous Advantage Actor Critic (A3C) [6]
gibi algoritmalar ile DRL algoritmalarının kararlılık ve örnek
verimlilig˘i artırılmıs¸tır. Birbirinden bag˘ımsız bu gelis¸tirmelerin
bir kısmı birlikte kullanılarak çok daha yüksek bir örnek
verimlilig˘i elde edilebilmektedir [7]. Ayrıca, Schulman ve
arkadas¸ları [8], Proksimal Politika Eniyilemesi (Proximal Po-
licy Optimization - PPO) ile dog˘rudan politika eniyileme için
oldukça basit bir objektif fonksiyonu tanımlayarak Atari ve
robot kontrolü simülasyonu alanında o tarihe kadar olan en
yüksek performansı elde etmis¸tir.
Bahsedilen yöntemler DRL’nin kararlılıg˘ını ve örnek verim-
lilig˘ini artırsa da, ajanların gözlemlerinin verimli betimlemele-
rini ög˘renme konusuna odaklanmamıs¸tır. Betimleme ög˘renme
için denetimsiz ög˘renmenin pekis¸tirmeli ög˘renme yöntemleri
ile birlikte uygulanabileceg˘ini aras¸tıran ilk çalıs¸mada [9],
otokodlayıcı ön eg˘itimi ile öznitelik çıkarımı sag˘lanmıs¸tır
ancak iyiles¸tirmeler küçük ölçekli problemlerden öteye ge-
çememis¸tir. Kimura [10] bir otokodlayıcıyı rastgele politika
ile elde edilmis¸ örnekler ile ön eg˘itimden geçirerek gerçek
kameralar ile çekilen Tas¸-Kag˘ıt-Makas oyununda ög˘renilen
betimlemeleri kullanarak pekis¸tirmeli eg˘itim yapmıs¸tır ancak
performansta kararlı bir iyiles¸me gözlemlenememis¸tir. Özetle,
literatürdeki çalıs¸malar otokodlayıcıların betimleme ög˘ren-
mede yeterli iyiles¸tirmeler sag˘layamadıklarını göstermektedir.
Bu çalıs¸mada ise Atari oyunları üzerinde otokodlayıcılar ile
yapılan deneyler görselles¸tirilmis¸, otokodlayıcıların neden bu
alanda yeterli iyiles¸tirmeler sag˘layamadıkları sorusuna açık-
lama getirilmis¸ ve ÜÇA çerçevesinin bu problemi çözmekte
bas¸arılı oldug˘u sonuçlar ile desteklenerek gösterilmis¸tir.
III. YÖNTEM
A. Eg˘itim Ortamı
Bu çalıs¸mada eg˘itim ortamı olarak Arcade Learning Envi-
ronment [11] kullanılmıs¸tır. Bu ortam, Atari oyunları üzerinde
Pekis¸tirmeli Ög˘renme algoritmalarının denenmesi için olus¸tu-
rulmus¸ olup, birçok Atari oyunu içermektedir. Bu çalıs¸mada
Pong ve Breakout video oyunları üzerinde deneyler yapılmıs¸tır.
B. Veri Önis¸leme
Önis¸leme için her üç karede bir aksiyon seçilerek üç kare
boyunca tekrarlanmıs¸tır ve elde edilen üç kare gri skalaya
çevrilip art arda konulmus¸tur. Bu veri, ardından 64x64 boyu-
tuna indirilerek [0-255] aralıg˘ından [0-1] aralıg˘ına çekilmis¸ ve
ag˘a girdi olarak verilmis¸tir. Genellikle Atari üzerinde yapılan
deneylerde 84x84 büyüklüg˘ünde bir girdi kullanılsa da bu
çalıs¸mada üç kanallı girdi alan DCGAN mimarisine sadık
kalmak amacıyla üç kanallı 64x64 boyutunda bir gözlem
kullanılmıs¸tır. ÜÇA için kayıp fonksiyonu olarak Göreceli
Ortalama En Küçük Kare (Relativistic Average Least Squares)
kaybı [12] kullanılmıs¸tır.
C. Pekis¸tirmeli Ög˘renme ve Betimleme Ög˘renme
Pekis¸tirmeli Ög˘renme alanında bas¸arıyla uygulanan birçok
yöntem bulunsa da, bu çalıs¸mada, kolayca uygulanabilmesi
ve yüksek performansı nedeniyle PPO [8] algoritması ve
betimleme ög˘renme ile özellik çıkarma (feature extraction)
yöntemi olarak ÜÇA [2] kullanılmıs¸tır. Bu algoritmalar için
kullanılan üst deg˘is¸kenler (hyperparameter) [8] Tablo Tablo
1’de gösterilmektedir.
D. Yapay Sinir Ag˘ı Mimarisi
Pekis¸tirmeli ög˘renme mimarisi olarak paylas¸ımlı parametre-
lere sahip bir Aktör-Kritik mimarisi kullanılmıs¸tır. Bu mima-
ride dört adet sıralı evris¸imsel katman ve son katmana bag˘lı
biri Aktör, biri Kritik olmak üzere iki adet tamamen bag˘lı
(fully connected) çıktı katmanı bulunmaktadır. Aktör katmanı,
mümkün olan her aksiyon için bir olasılık vermekte olup,
Kritik katmanı, içinde bulunulan durumun deg˘er fonksiyonunu
tahmin etmektedir. Bu mimarideki her iki çıktının deg˘eri ve
kaybı, ortamdaki etkiles¸imlerden elde edilen ödüllere bag˘lıdır.
Bu ödüller çog˘u zaman gecikmeli ve seyrek olarak elde
edilmektedir ve bu durum kullanılan yapay sinir ag˘ı için
verimli betimlemelerin ög˘renilmesini zorlas¸tırmaktadır. Yapay
sinir ag˘ının etkili betimlemeler ög˘renebilmesi amacıyla, bu
Aktör-Kritik mimarisi son evris¸imsel katmana eklenen bir
adet tamamen bag˘lı Ayrıs¸tırıcı katmanı ile genis¸letilmis¸tir. Bu
sayede ayrıs¸tırıcının ög˘rendig˘i betimlemeler Aktör-Kritik ag˘ı
tarafından kullanılabilmektedir. Bu katmanın amacı, gerçek
örnekleri sahte örneklerden ayırt etmektir. Bu nedenle, ag˘a
hem Üretici tarafından üretilen sahte gözlemler hem de bulu-
nulan ortamdan elde edilmis¸ gerçek gözlemler verilmektedir.
Ayrıs¸tırıcı (Discriminator) ile genis¸letilmis¸ bu yeni Aktör-
Kritik (Actor-Critic) mimarisine "Actor-Critic-Discriminator"
3Tablo I: KULLANILAN ÜST DEG˘I˙S¸KENLERI˙N DEG˘ERLERI˙
Deg˘is¸ken Deg˘er Açıklama
γ 0.99 Geciken ödül için azalma
λ 0.95 Genellenmis¸ avantaj tahmini
 0.1 PPO kayıp kırpma oranı
Yıg˘ın Büyüklüg˘ü 32 Tek seferde ag˘a giren veri sayısı
Eniyileyici RMSProp Eniyileme algoritması
Ög˘renme Hızı 0.0003 Eniyileme güncelleme faktörü
Paralel Ortam Sayısı 8 Paralel ortam sayısı
T 128 Ortamın elde ettig˘i gözlem sayısı
Dönem (Epoch) Sayısı 3 Verilerin üzerinden geçme sayısı
Gizli Uzay Boyutu 100 Üretici ag˘ın girdi boyutu
C1 1.0 PPO ilke kaybı katsayısı
C2 0.01 PPO entropi kaybı katsayısı
(ACD) adı verilmis¸tir. Belirtilmelidir ki, bu çalıs¸ma, Kost-
rikov’un "Discriminator Actor-Critic" adlı çalıs¸masıyla [13]
isim benzerlig˘i tas¸ımaktadır ancak uygulanan yöntem ve çö-
zülen problem olarak iki çalıs¸ma birbirinden oldukça farklıdır.
Kostrikov’un çalıs¸ması, Taklit Ög˘renme (Imitation Learning)
üzerine bir çalıs¸ma olup kullanılan ayrıs¸tırıcı, insan tarafından
olus¸turulmus¸ politikalar ile yapay politikalar arasında ayrım
yapmayı amaçlamaktadır ve ÜÇA ayrıs¸tırıcısı ile bir ilgisi
bulunmamaktadır. Kostrikov’un çalıs¸masındaki ayrıs¸tırıcının
girdisi insan tarafından üretilen girdiler veya yapay politikalar
iken, bu çalıs¸madaki ayrıs¸tırıcının girdisi üretici ag˘ın çıktıları
ve ajan gözlemleridir. Ayrıca, Kostrikov’un çalıs¸masındaki
ayrıs¸tırıcı, bu çalıs¸manın aksine paylas¸ılan parametreler ile
betimleme veya öznitelik ög˘renmek için kullanılmamaktadır.
Üretici Çekis¸meli Ag˘lar’ı evris¸imli derin sinir ag˘ları ile kul-
lanabilmek için Radford ve arkadas¸larının [4] çalıs¸masındaki
prensipler takip edilmis¸tir. Bu dog˘rultuda, ACD ag˘ında Leaky
Relu aktivasyonu, Üretici ag˘ında Relu aktivasyonu ve Yıg˘ın
Normalles¸tirme (Batch Normalization) kullanılmıs¸tır ve yay-
gın olarak kullanılan örnekleme yöntemi max pooling yerine
evris¸imli katmanlarda ikili kaydırma kullanılmıs¸tır. Evris¸imli
ag˘ın her katmanında aynı boyutta kernel (4x4), kaydırma (2)
ve dolgulama (1) kullanılmıs¸ olup, ilk katmanda üç kanalı 64
kanala yükseltip dig˘er katmanlarda kanal sayısını girdisinin
iki katına çıkaran dört katman kullanılmıs¸tır ve son evris¸imli
katmana üç adet paralel çıktı katmanı konulmus¸tur. Üretici
mimarisi ise transpoz evris¸imsel katmanlardan [14] olus¸makta
ve parametreleri bu mimarinin simetrig˘i olmakla birlikte, Relu
aktivasyonu ve Yıg˘ın Normalles¸tirme bulundurmaktadır.
IV. DENEYSEL SONUÇLAR
A. Üretilen Otokodlayıcı ve ÜÇA örnekleri
Bu bölümde Pong oyunu çerçeveleri (frame) üzerinde evri-
s¸imsel otokodlayıcı ve DCGAN ile elde edilmis¸ sonuçlar ve ör-
nekler gösterilmektedir. S¸ekil 1 üzerinde otokodlayıcı ile elde
edilen yeniden olus¸turulan örnek çerçeveler gösterilmektedir.
S¸ekil 2 ve 3 üzerinde ise ÜÇA ile olus¸turulmus¸ örnekler yer
almaktadır.
B. ACD ile Derin Pekis¸tirmeli Ög˘renme
S¸ekil 4 ve 5 üzerinde PPO algoritması ile ve bu algoritmaya
ÜÇA kayıp fonksiyonu eklenmis¸ versiyonu (ACD); Pong ve
Breakout oyunlarında üç milyon çerçevelik etkiles¸im boyunca
S¸ekil 1: Pong ve Breakout oyunu ekran çerçeveleri (solda) ve
otokodlayıcı geri dönüs¸ümleri (sag˘da). Bu geri dönüs¸ümlerde
top ve raket pozisyonu gibi önemli özniteliklerin geri dönüs¸-
türülemedig˘i gözlemlenmektedir.
S¸ekil 2: Pong oyunu çerçevelerinde eg˘itilmis¸ ÜÇA Üretici çık-
tıları. Otokodlayıcının aksine, bahsedilen öznitelikler keskin
bir biçimde çıkarılabilmektedir.
S¸ekil 3: Breakout oyunu çerçevelerinde eg˘itilmis¸ ÜÇA Üretici
çıktıları. Otokodlayıcının aksine, bahsedilen öznitelikler kes-
kin bir biçimde çıkarılabilmektedir.
eg˘itilirken eg˘itim sırasında son 100 karede elde edilen orta-
lama indirimli ödüller gösterilmis¸tir. Tutarlılık amacıyla, her
algoritma üç kere eg˘itilip sonuçların ortalaması alınmıs¸tır.
4S¸ekil 4: Pong oyunu üzerinde eg˘itim sırasında etkiles¸im bas¸ına
elde edilen ortalama indirimli ödüller.
S¸ekil 5: Breakout oyunu üzerinde eg˘itim sırasında etkiles¸im
bas¸ına elde edilen ortalama indirimli ödüller.
V. TARTIS¸MA
S¸ekil 1 üzerinde görüldüg˘ü gibi otokodlayıcı, ortalama
çerçeve piksel uzaklıg˘ını eniyilemek adına arkaplan rengi,
sabit s¸ekiller gibi özellikleri tamamen geri döndürüp top ve
raket gibi hareketli objeleri bulanık bir s¸ekilde geri döndür-
mektedir. Bunun nedeni, otokodlayıcılarda kullanılan ortalama
kare piksel uzaklıg˘ı kayıp fonksiyonudur. Bu kayıp fonksiyonu
kullanıldıg˘ında iki görüntü arasındaki uzaklıg˘ın, aynı konum-
daki piksellerin deg˘erleri arasındaki uzaklıg˘ın ortalama deg˘eri
oldug˘u yönünde bir model varsayımında bulunulmasıdır.
Otokodlayıcılar, düs¸ük boyutlu koddan orijinal girdiyi geri
çevirirken bu uzaklıg˘ı küçülttüg˘ü için eniyilenmis¸ modellerde
dahi ortaya bulanık geri dönüs¸ümler çıkmaktadır. ÜÇA ise bu
kayıp fonksiyonu yerine ög˘renilen çekis¸meli kayıp fonksiyonu
kullanarak bahsedilen sorunu çözebilmektedir.
S¸ekil 2 ve 3 üzerinde ÜÇA ile elde edilmis¸ örnekler
gösterilmektedir. Bu s¸ekillerde görülmektedir ki, pekis¸tirmeli
ög˘renme ag˘ının seçeceg˘i aksiyon için kullanması gereken
önemli öznitelikler otokodlayıcı tarafından kaybedilirken ÜÇA
tarafından keskin bir s¸ekilde çıkarılabilmektedir. Bu sonuçlar,
daha önceki çalıs¸malarda otokodlayıcı ile ög˘renilen betimle-
melerin Atari üzerindeki pekis¸tirmeli ög˘renme görevlerinde
neden etkili olamadıg˘ını açıklamaktadır. S¸ekil 4 ve 5 üzerinde
görüldüg˘ü üzere, Pong ve Breakout oyunlarında üç milyon
etkiles¸im süresince eg˘itilen ÜÇA kaybı ile desteklenen ACD
mimarisi, PPO algoritmasından daha iyi bir performans gös-
termektedir.
Elde edilen sonuçlar gelis¸ime açık olmakla birlikte, farklı
mimariler, A3C veya deneyim tekrarı bulunduran DQN türev-
leri gibi farklı pekis¸tirmeli ög˘renme algoritmaları ile gelis¸tiri-
lebilir.
VI. SONUÇ
Bu çalıs¸mada DRL yöntemlerinin örnek verimlilig˘inin ÜÇA
ile desteklenerek artırılması incelenmis¸tir ve bunun için dig˘er
çalıs¸malarda denenmis¸ otokodlayıcı ile desteklemenin neden
etkisiz oldug˘u görsel verilerle desteklenerek açıklanmıs¸tır.
Yapılan deneylerde, ÜÇA kaybı ile genis¸letilmis¸ PPO algo-
ritmasının, PPO algoritmasından tutarlı bir s¸ekilde daha iyi
performans gösterdig˘i gözlemlenmis¸tir. Ayrıca, otokodlayıcı
ile yapılan geri dönüs¸türme deneylerinde, eniyilenen otokod-
layıcıların piksel bazında ortalama uzaklık ile eg˘itilmeleri
sebebiyle gerekli öznitelikleri ög˘renemedig˘i gözlemlenmis¸tir.
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