§1. Introduction
One of the most remarkable features in "Life" or "Living Systems" is the coexistence between evolvability and robustness. Diversity of cell types in organisms is such a typical example. Indeed, Embryo-Stem (ES) cells differentiate into various types of cells with different phenotypes depending on the multiple environmental factors, and the cells can repeat the stable cell division. It is an irreversible transition in evolution as pointed out by Smith and Szathonany. 1) The process of cell differentiation obeys a dynamical rule of the gene-gene interaction.
Dynamics of Boolean networks has been studied as a simple model for variety of cell type in genetic networks since a pioneering work by Kauffman. 2), 3) A Boolean network consists of N nodes, each of which receives k i inputs such that the degree is k i . In the so-called Kauffman model -random Boolean network (RBN) model, each node receives a certain fixed number of inputs such that the degree is k i ≡ K.
However, as a more realistic modeling of biological systems we expect that the fluctuation of the number of input-degree is treated as a random variable with a probability distribution function such as the inverse power-law distribution or the exponential distribution or the Poisson distribution. Actually it is demonstrated that the in-degree distribution appears to be exponential in E.coil and to be inverse power-law in yeast. 4 
)-13)
The relationship between the stability of network structure and the robustness of the attractors to the perturbation is very important for understanding the realistic gene regulatory networks (GRN) must be mutually correlated with each others. However, we deal with simple models in a sense that we simulate the Boolean dynamics in the fixed network structure and it does not influence the network growth.
In the present paper, we investigate some intrinsic properties of attractor states in Boolean dynamics in complex networks with the fluctuation of the number of input-degrees, comparing with that of random Kauffman networks with the same mean connectivity k = K. We mainly provide the numerical results for the distribution of frozen nodes and the robustness to the state inversion of attractor states. §2. Model According to the connectivity {k i } and the Boolean functions {f i } assigned for each node in the network, the Boolean dynamics of the states for the ith node is represented by
where i = 1, ..., N and σ i ∈ {0, 1} is the binary state. The initial values for the nodes are chosen randomly and are synchronously updated in the time steps. All trajectories starting at any initial state run into a certain number of attractors (i.e. points or cycles).
The number of in-degree k i at the ith node is determined by the preferential attachment rule that makes the system a complex network with scale-free topology (SFRBN). 5) We give a brief explanation for the method for generating networks in the Appendix.
The details of the method for generating networks have been given in our previous paper. 4), 5), 14), 15) If the network is connected in the sense that there are no isolated clusters, the adjacency matrix A = (a ij ) N ×N becomes an irreducible matrix. Note that the symmetric properties strongly influences the distribution of attractors when the matrix is symmetric or antisymmetric. We study the irreducible directed RBNs and the directed SFRBN with no special symmetry throughout this paper. Note that, as is numerically seen in the relatively small networks, the degree distribution functions P (k) are not so definite even if the networks show different topology for large size N . §3.
Frozen nodes
In this section, we investigate the so-called frozen nodes of attractors whose values remain constant through a given trajectory of the attractors. 3), 16) Frozen nodes arise through canalizing the Boolean functions and the homogeneity bias. We count the number of frozen nodes N f for each attractor and plot the histograms for some cases in Fig. 1 . There exists the remarkably different peak structure between the cases in the SFRBN of k = 2 and the RBN of K = 2. The distributions in the SFRBN have a peak around N f ∼ N/2 − 2N/3, while the distributions in the RBN are broad with a peak at N f = N . It is shown that such a remarkable different characteristics between the distribution of the frozen nodes in RBN and in SFRBN becomes clearer and clearer, as the network size increases. Note that the peak at N f = N corresponds to the point attractors that all nodes are frozen. At this moment, it is difficult to make a clear explanation for the cause of the difference between the peak structures in the SFRBN and RBN. It is under consideration.
Figure 2(a) shows the variance of the rate R f of frozen nodes with the connec- tivity k i for both the RBN of K = 2 and the SFRBN of k = 2. We see that R f decreases as k i increases in all cases with different network size, and the tendency is more remarkable for the sites with the larger connectivity. Figure 2(b) shows the relationship between the growth of the cycle length and the number of the relevant nodes given by N − N f . Roughly speaking, the cycle length exponentially increases with the network size even when the frozen nodes are excluded.
Up to now, we have statistically investigated the number of frozen nodes in the networks. Figure 3 shows some examples of the relationship between each attractor and the frozen nodes. We would like to note that there is a tendency that the frozen nodes in the network are almost fixed, independent of the attractor in the cases. The more details of the frozen nodes will be published elsewhere. 28) §4. Robustness Recently, the relationship between the Boolean dynamics and the network topology has been investigated by many authors from the viewpoint of stability and evolvability of the network systems. 11)-13), 21)- 25) In this section, we investigate the robustness of attractors to an external perturbation caused by an inversion of the binary state of some nodes. We consider an attractor of period c and flip the state of some nodes at time t i as a perturbation. In the numerical experiments, we in- vestigated the states at all the inversion time t i ∈ [1, c ] for each attractor, and investigated the robustness over all the attractors. The perturbation to the trajectory of the attractor may leap from the trajectory of the original attractor to another one, i.e. the attractor shift. The high homeostatic stability of the attractors implies low reachability among different attractors. The robustness to the perturbation can reveal a part of the basin structure among the attractors.
Single-node perturbation
We investigate the returning rate R s over the inversion at all the c inversion times, which the attractor remains in the original attractor under the inversion of the single node state, 2) as an index of robustness of the attractor to the perturbation. As far as the attractor shift is concerned, the nodes with Rs ∼ 1 are more sensitive to the perturbation than the ones with the smaller R s . Figure 4 shows the robustness R s of the attractors with c = 55 in the SFRBN and c = 48 in the RBN, respectively. It follows that in the SFRBN the number of "sensitive nodes" (R s < 1) is much more larger than that in the RBN. On the other hand, in the RBN the perturbation to the active nodes influences effectively the shift of attractor (R s < 0.6) although the number of active nodes is not so many. As a result, in the SFRBN the perturbation to the highly connected hubs may give rise to the attractor shift, comparing with the one to the less connected nodes. Figure 5 shows the averaged robustness R s over all nodes as a function of the cycle length in the single-node inversion. We see that the R s of attractor with long cycle length is relatively large value, i.e. robust to the single-node inversion, and the tendency is clearer in SFRBN of k = 2 than that in RBN.
Multi-node perturbation and connectivity
Here we consider the robustness of the attractors against the randomly selected multi-node inversion. The averaged robustness of some attractors in the SFRBN of k = 2 is given in Fig. 6 . As we can expect, the inversion of the multi-node state is more significant in the attractor shift than the single-node inversion. Moreover, as shown in Fig. 7 we can confirm that the attractors in the networks with the higher connectivity are less robust to the single-node perturbation in both RBN and SFRBN. In Fig. 7 , the data do not show the difference of R s between SFRBN and RBN due to the small network size. However, we can expect the appearance of clear difference when we can investigate the robustness for the larger network N with K = 3 and K = 4, as seen in the case of K = 2 in Fig. 4 . It will be published elsewhere.
Transition diagram
In Fig. 8(a) we show a typical example of the transition probability matrix between four attractors (A 1 , A 2 , A 3 , A 4 ) under the perturbation given by a singlenode inversion, where the SFRBN with k = 2 of N = 50 is studied. The schematic diagram based on the matrix is given in Fig. 8(b) . Generally speaking, the magnitude of the matrix elements represents the information of basins around the attractor. (10) A3 (1) A4 (1) A2 (16) (b) noting that attractors can be classified into stable and unstable ones, based on the robustness against the perturbation. It can be expected that the analysis of the frozen nodes and the robustness to inversion in each attractor may reveal the relationship between attractors and network topology. The more details about the relationship between the frozen nodes and the robustness to the perturbation will be given elsewhere. 28) §5. Summary and discussion In summary, we have studied the Boolean dynamics of the Kauffman model with the directed SFRBN, comparing with the ones with the directed RBN for the relatively small network size. In this study we investigated some difference in the intrinsic properties of attractors between the RBNs and the SFRBNs, focusing on the frozen nodes and the robustness to perturbation. The obtained results are as follows.
(1) The number of frozen nodes in the SFRBN is smaller than that in the RBN. The property reflects on the much more widely distributed attractor lengths. (2) The remarkable peaks around N/2 appears in SFRBN k = 2. (3) The perturbation to the highly connected hubs may give rise to attractor shifts in comparison to the less connected nodes. (4) Attractors with long cycle length are relatively robust against the perturbation than ones with short cycle length. (5) The attractors become more robust to the perturbation as the average number of input degree k increases because the states inversion of the the highly connected nodes have much influence on the attractor shift in both RBN and SFRBN.
In our previous paper, we have investigated the relationship between the cycle length of the attractors and network topology. As a result, we found that medianm of the distribution algebraically grows with respect to network size N in the SFRBN with k = 2. It is interesting to study the change of the behavior for median or mean value over the partial ensemble consisting of the relatively stable attractors only in this system.
In the present paper, we have tried to investigate the stability of the attractors in RBN and SFRBN of the relatively small size "statistically". In general, there is the higher probability to find out the attractors with the larger cycle length in SFRBN than in RBN with the same connectivity K = k . 14) As seen in this paper, there is a tendency that the larger the cycle length of attractor the more robust against the perturbation by the state inversion. However, it should be mentioned that the problem between the network topology and the stability of the attractor states is a very sensitive problem as seen in the relationship between biodiversity and stability in ecological systems, which the stability tends to decrease with complexity of the interaction. 29)-35) To confirm the relationship between the network topology and the stability we need more accurate numerical data for larger networks or respective realistic networks.
