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5A13 TRACT
The specific heat c(T) of a two-phase composite in
the form of a chain is studied. It is found that the
heat capacity at high temperatures (T T TD) where T p a
is the Debye temperature, and T t is the transition
temperature where the dominant phonon wavelength is
comparable to the typical size of each phase) is addit# ive,
while at very low temperatures (T Tt<< TD), the specific
heat should be calculated with the effective molulus 0
Thus the specific heat depends linearly on mass fraction
at high temperatures, but deviates from linearity as
temperature decreases. For a one-dimensional system,
the low temperature value of c(T)/T is always greater than
the high temperature one. The low and the high temperature
asymptotic values of c(T)/T are independent of the degree
of disorder in the system, but the transition between them
is broader as the system becomes more disordered. Finally,
it is found that in constrast to the one-dimensional case,
the high temperature asymptotic value of c(T)/T3 is greater




The properties of composite material have received
theoretical and experimental attention. The heat capacity,
however, is usually regarded as triviality, since it is
simply the sum of the heat capacities of constituent phases.
However, the additivity of heat capacity may be expected
to break down at very low temperatures, when the dominant
phonon wavelength becomes larger than the typical size of
each phase. Then the phonons-—^which determine the heat
capacity, see the system as a single phase and the composite
material should be regarded as a homogeneous substance
and the effective moduli should be used in computing the
specific heat. Thus the heat capacity would no longer be
additive•
From the above considerations, additivity may be expected
to break down at a temperature T.
(1.1)
where 1 is the typical dimension of each phase, 7^ and w
are the wavelength and frequency of the dominant phonon,
v is the typical phonon velocity, and kg is the Boltzmann1s
constant. For example, if l~10^m, v~ 1C? ms*1 , then
T. ^0.05&lt;?K, so that in practice it would be difficult
to observe this breakdown of additivity experimentally#
The purpose of this work is to better understand theoretically
this departure from additivity, and to gain some idea of
the nature of the transition implied by Eq.(l#l) : from a
high temperature (T &gt;7 T^) region where additivity is expected
to hold to a low temperature (T^ T^) region where the
composite behaves as if it were homogeneous# At such low
temperatures (T~T^_) one would normally expect (for a
n-dimensional solid) that C(T)/Tn is constant, where C(T) is
the heat capacity# The transition under discussion would
then be revealed as a change or 'jump* in the value of








"IH cr. (1 - la" Fig.(l#1b
While the very low temperature at which the transition occurs
in a composite (for practical values of 1) makes the predictions
difficult to check, there is a related problem to which these
considerations may have application# It is known that at
sufficiently low temperatures where the Debye theory is
expected to be valid, the measured specific heat of amorphous
solids is found to be higher than that predicted from acoustic
data using the Debye theory (Leadbetter, 1968, Choy, Hunt and
Salinger, 1972)• Moverover, an additional term linear in
temperature has been observed below 1°K (Zeller and Pohl,
/
1971, Stephens, 1973, Pohl, 1976). (See Fig.(1.2)). These
features have now been accepted as characteristic of amorphous
solids. The existence of localized vibrational modes of very
low frequency has been suggested as the origin of the excess
specific heat, while the linear term has usually been attributed
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Fig.(1.2)
Specific heat of several amorphous materials plotted
as Cv/T^ vs. T : PS, PMMA, glassy glycerol, and
vitreous germania. The dashed lines represent the
low-temperature specific heat calculated from the
sound velocities. There is some experimental
uncertainty in the data on PMMA, indicated by the two












Since the density and moduli of a material in amorphous
state fluctuate from a small enough region to another, we
may view it as a multiphase system. The typical dimension
of each phase should be taken to be the correlation length
-8 o
in the amorphous material, for 1/^10 m, 5 K. This is
sufficiently close to the temperature where the anomalous
(i.e. non-Debye) features are found experimentally that it
is natural to ask whether the inhomogeneity in local properties,
i.e. the intrinsically 'multiphase1 nature of an amorphous
material, resulting in behaviour of C(T)/T^ as illustrated
in Figs.(1.1a) or (1.1b), may help to explain some part
(though certainly not all) of these anomalies. We shall
come back to this problem in chapter 5* »
To understand the heat capacity theoretically, we have
to enumerate the phonon modes. At such low temperatures
(T^-T^^ Tp , where Tp is the Debye temperature), the
phonon wavelengths are much larger than the interatomic
separation so that each phase may be regarded as continuous
rather than discrete. (In other words, there is no need to
impose the Debye cut-off). Thus the task is simply that of
finding all the normal modes of vibration in a multiphase,
but otherwise continuous solid. Once the modes are known,
we have
5where U(T) is the internal energy of the solid, i sums over
all the possible modes of vibration and dn(w) is the density
of states, n(w) being the total number of modes up to frequency
w. Even this task is formidable in three dimensions. To
find even the frequency w of the modes with the lowest wave
numbers k would be equivalent to calculating the velocity of
sound v= w/k and hence equivalent to calculating the
effective modulus M= v which is still not /11 a completely
solved problem in three dimensions.
We therefore illustrate the ideas in a one-dimensional
two-phase model, in the hope that the results may be used
as a guide to understand the real three-dimensional problem.
In chapter 2, we lay down all the necessary theoretical
methods in this work. Chapter 3 deals with a one-dimensional
composite composed of a regular chain of segments alternating
between two phases. The general features of the dispersion
relation between frequency and wave number is discussed. Two
asymptotic values of C(T)/T are found for extreme low (T. Tt)
and high (T Tt) temperatures respectively. In general, in
one dimension we always find that the low temperature
asymptotic value is greater than the high temperature one,
as shown in Fig. (1.1 a). The detailed transition at T,--T
t
between them is studied numerically. In chapter 4, we
consider a disordered two-phase chain, i.e. the segments
having a random distribution in length. The integrated
density of states is calculated numerically by the
6node-counting method. The two asymptotic values of C(T)/T
are found to be identical to those for the regular chain
which has the same volume fractions of the two phases and
the same velocity and density ratios between the two phases.
It is shown that C(T)/T of the regular chain and that of
the disordered chain are similar, except that the transition
is broadened as disorder is introduced. In chapter 5, a
three--dimensional two-phase system is briefly discussed.
In contrast to the one-dimensional case, the high temperature
asymptotic value of C(T)/T3 is found to be higher than the
low temperature value (see .rig. (1.1b)). Finally, we
discuss possible applications to amorphous materials.
7Chapter 2
rormuiacion 01 zne proo.iem
2.1 The model
The purpose of this work is to study the specific heat
of a two-phase system at very low temperatures (T« T1,,
where TD is the Debye temperature). At such low temperatures
(T« TD), the dominant phonon wavelength is much larger than
the interatomic distance, so that the system may be regarded
as a continuum. In other words, there is no need to take
account of the Debye cut-off. Furthermore, the contribution
to heat capacity due to the optical, modes of vibration is
negligible at such low temperatures (T TD). Thus in
calculating the heat capacity, we only enumerate all the
acoustic modes of vibration in the system. The' internal.
energy may be expressed as
dn(w)
where is the density of states, k$ is the Boltzmann' sdw
constant.
As a review, we give the derivation of the heat capacity
for a pure single-phase system in the following sections.
2.1.1 A single-phase one-dimensional system
We now consider a system of length L and density f .
To count the normal modes of vibration in the system, we
• * "foil
impose the fixed-end boundary conditions so that the n
I
state of the system, which has a wave number q, is given by







, is the velocity of sound, which is a constant.





) A. ■ is a constant, Eq.(2.1), so we can easily
evaluate the heat canacitv. The result is
or t
Thus the specific heat of the system ii
(2.3;
2.1.2 A single-phase three-dimensional system
We now consider a three-dimensional system of volume L
and density P • The density of states is (see Kittel* 1971
(2.4)




d w 9 Eq.(2.4),l into Ea.(2.5) leads to
whfirfl "R
Actually there are three polarizations, therefore the
specific heat is
(2.6)
where the longitudinal velocity vL and transverse velocity y
are given by
M, G, K being the longitudinal, shear and bulk moduliII
r$sp6ctiv@ly*
2«1*3 A two-phase one-dimensional system
Both the above two cases deal with a homogeneous system.
dp-n.cH-h-v nf .qtatpfi dn
rl ur is so simnle that we can calculate
the specific heat analvticallv
Now an inhomogeneous one-dimensional system consisting
of two phases is considered. To evaluate the specific heat,





dw is too complicated that the specific heat has to be
calculated numerically. However, before the density of
states is obtained, the expected values of the specific
heat at very high and very low temperatures may be calculated
by means of the following two conjectures :
(1) At high temperatures (T«Tj&gt;), when the phonon wavelength
is much less than the typical size of each phase of the system,
we expect the heat capacity to be the sum of those of
constituent phases. Thus the specific heat of the system is
nr»
(2.7)
c(T) = &lt;5,00(1 - Y) T ca(T)Y
where c.(T) is the specific heat of phase ] (j = 1, 2), I isV
the mass fraction of phase 2. Y is related to X, the volume
fraction of phase two, by
Y
XD





is the density ratio, P. being the density of
&amp;
phase j. Using Eq.(2.3) leads to
Q&gt;(T) P v; 1
o(T) Pv2 VD
(2.9)
where Vj is the velocity of sound in phase j and V
v,
, is
the velocity ratio between the two phases® Inserting Eq.(2.9)
into Eq.(2.7)* we have
c(T)
c.(G?)
= 1 - Y(1 -
DV
(2.10)
or, substituting for Y from Eq.(2.8)
c(T)
c,(T)
(1 - X +
X-
V
(1 - X + DX
(2.11)
From Eq.(2.10) we see that
c(t:
c&gt;(T)









(2) At very low temperatures (T&lt;^Td), when the phonon
wavelength is much larger than the typical size of each phase
of the system. We expect the phonons to see the system as
a single phase. Based on this idea, the specific heat can
be easily calculated in terms of the effective modulus.










To find the specific heat, we use Eq.(2.3) to get
where the average velocity of sound is
/
and. the average density of the system is
(2.14)
T-T r* a




For simplicity, we shall use c, and cx to denote the high
and the low temperature asymptotic values for
c(T)
clTT
respectively, i.e. Eqs.(2.11) and (2.15), or Eqs.(2.1C
and (2.16)• As examples• we take
(A) D = 1. X = 0.5, V = 5, then
C- = 0.72, 0/, - 0.60
and (B) D = 2, X = O.S, V = 2, ther
ci = 0.4-1, cl =0.35
In these evanmles. we see that o. -&gt; e. ^ Thus if c(T)
c,(T)
or
A/inn trol £ir^4-1 tt
w- versus T is plotted for case A (or case B),
\
one would expect a curve as shown in Fig. 2.2a (or Fig. 2.2b)
r.
J






TiS er (O PrO Fig.(2.2b)
The solid lines represent the high and the lov
4" Amv\ /s irt n *&gt;r mw 4" /% 4* 4 A wri T ^ ^ A . cCT)
cTtm 4 The dashec
lines are the guessed form of the transition oJ
r*(tT
&gt;4
r* ( rP r from cf to cu
The important parameter is the fractional change in
specific heat : (c^ - c^ )/cj, • It is 20# for case A and
22# for case B. We shall give more discussion on this
question in section 3»3-
The above two conjectures will be proved analytically
for a regular one-dimensional two-phase system in chapter
3* and. numerically for both regular and disordered
one-dimensional two-phase systems in chapter 4-.
2®2 Derivation of the dispersion relation for a regular
two-phase chain
In this section, we consider a two-phase composite
in the form of a regular chain. We suppose the segments
of each phase are equal in length and both ends of the
chain are held fixed as in Fig.(2.3)* where lj is the
length of any segment of phase j (j = 1, 2), 1 = 1, + 12
and L are the period and the total length of the chain
respectively.
phase 1 phase 2
-i, 0 I z
Fig.(2.3)
We see from Eq.(2.2) that the main task in computing










. we now derive the relation between the
vibrational frequency w and the average wave number q in
the system. We assume the two phases in the system have
16
densities ,0 and moduli M,, M2. For a standing wave




with the two boundary condiions
(1) continuit of disDlacement
.d
0(2) continuity of stress M
vai
where v is he velocity of sound in phase j and M is
the modulus of phase j. j= 19 2. (x) may be written
as the real part of a complex function Y(x) which also
satisfies the above conditions. Since the system is
periodic, by Bloch's theorem (x) can be written as
- (x)= uCx)el4x
where u(x) is periodic with period 1. Because
(x+ 1)= (x)eigl, q may be regarded as the average
wave number in the system. As in Fig.(2.3), q is restricted
by the boundary conditions to the values
or (n =1, 2, 3,,..)




where k^ These imply-
in phase 1
(2.17)
and in phase 2
(2.18)
The boundary conditions on ^(x) lead to those on u(x)
which are :
(1) continuity of u(x)
(2) continuity of M,"
/d
vdx u(x) + iqu(x))
Imposing these boundary conditions together with the
periodic property of u(x), we get four linear equations
for four unknowns P, Q, R, and S in Eqs.(2.17) and (2.18).
Thus an eigenvalue condition relating w and q can be
obtained as follow (see appendix A for detailed derivation) :




It is useful to define some dimensionlees quantities :
wave number q*, frequency w", and volume fraction of phase
two X by
(2.20)
then the dispersion relation, Eq.(2.19), becomes
(2.21)
With this basic result, we can deduce ********idw
or
equivalently the density of states
dn
dw
and hence the specific
heat of the system. For brevity, we express the R.H.S. of
Eq.(2.21) by G(w), i.e.
cos(q) - G(w) (2.22)
As an illustration, we plot G(w) vs. w" for D = 1,
X =0.2, V « 2 in Fig.(2.4a). When G(w~) &gt; 1, there is
no solution for q (see Eq.(2.22)). Thus the corresponding
frequencies are forbidden , i.e. the forbidden bands.
In Fig.(2.4b), we show the dispersion relation for this
.
case. We see that a sharp rise exists at the band-edge,
i.e. G(w) =1. This corresponds to the singularity in
as
aw





A general discussion on the dispersion relation will
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2.5 The transfer-matrix formalismmam———tctmmmmmta»«g^a—»—woaiMfc——ij——tmaammmmm*mmmmm—mmmZ ww»&gt;——i m rn
We now try another method, which is widely employed
to solve the problems in physics, to derive the dispersion
relation, Eq*(2.21), acquired in the last section.
/
I We can write the displacement of a two-phase chain
(Fig.(2.5)) as the real part of a complex function ^(x)
which is of the form
i
where k is the wave number in the n'~ segment, ^(x), xnH,
x„ , and 1 = xn - x^f, are the displacement, the two ends,
and the length of the n^ segment respectively.
phase 1 phase 2 the n k segment




Likewise, the displacement in the (n + 1) segment is
Imposing the boundary conditions, i.e. the displacement
y(x) and the stress M
d
dx
^Kx) to be continuous at the
junction between two segments in the chain, we get a
linear relation between (anff, bn+;) and (an , bn ), which
may be written as
And the transfer-matrix T is found to be
y
where M and M;are the moduli of the n^*1 and the (n + 1)^
segments respectively, and
for the seerment of nhase i. i = 1. 2.
Thus "iisine . M, k
M, k
YD. we have
which transfers a wave from a position in a segment of
(2.23^
phase 1 to the boundary between this segment and another
segment of phase 2, where 1, is the distance from the




which transfers a wave from one position to another within
a segment of phase where 1^ is the distance between the
two positions.
To find the overall transfer-matrix T, which tranfers
a wave through a unit segment of a regular two-phase chain,
i.e. from x; to X4 (see Fig.(2.6)), we use Eq.(2.23)» (2.24),
and (2.25) which give
T = (1,) T2I (li) T1Z (1, )
where Tl2 (lf ) , t2j (12 ) , and. T,, (1, ) transfer a wave from
x, to xz , to x3, and x3 to X4 respectively.
t)hase 2 phase 1
z
'V. "y _ X? X4
x
FiK.(2»6)
TP-v~r\ir&gt;taeci r»&lt;r T 0"vr-\l *i r» n +- "1 tt t.to Vi qtro
A -P4- o-n Ortmo r&gt;a! r'lil Q'f-imic;.fP mflV hp WT-i T:"hpri ITIAPP P. nrp.-n« ntl V flR
f y si
7f GI ( cc * S]
where
(2.26)
It is easy to see that T is an unimodular matrix,
i.e. det T = 1.
For convenience, we may separate the real and the
imaginary part of the transfer-matrix as follow :
•n




G = cos 9, cos $z - oi sin &amp;, sin Qz
H = cos0,sin02 + oi sin#, cos Qz
Ess / R1 T1 O- •
(2.28)
Since all the transfer-matrices are identical for a
regular two-phase chain, we have
If we consider (aj , b, ) to be an eigenvector of T and
denote the eigenvalue by t, instead of matrix-multiplication,
the vector (an+l, bn+i) may simply be expressed as
For an infinite regular chain, a periodic boundary
1
/
condition may be used and it requires
(2.29)




Thus t may be denoted by e1^"*", here q is real, and 1 = 1,+ 12
is the period of the chain.
To determine the forbidden bands, we may consider
the characteristic equation of T which is given by
t*- Tr(T)t + det T = C
In terms of matrix-elements of Eq.(2.27j, the above
eouation becomes
t2 - 2Gt + 1 = 0 (2.30:
Solving for t yield:
t = G - (G2- 1)^
T"h no r&gt;l qqt» -hT^o-f- &lt;4 Hf*
|G|&gt; 1 t is real and not equal to one.
lGl= 1 t a 1.
| G | &lt; 1 we may write G = cosP, , t = cosg + i sin a ,
rmrl I +: I = 1 .
J
Thus the frequencies corresponding to G ^ 1 are forbidden.
In which cases, the wave functions are unphysical, since
they increase or decrease exponentially along the chain.
To obtain the dispersion relation, we solve Eq.(2.30)
^ fl. m
Substituting for G from Eq.(2.28), we get
cos(ql) = cos0, cos &amp;x - ocslnfa sinft.
Using Eas.f2.20&gt;) and (2*26) gives
(2.31)
Putting into Eq.(2.31)&gt; we have
which is the dispersion relation, Eq.(2.21), derived i]
the last section-
2.4- The node-counting method
This method is used to calculate the integrated
density of states N(w) for one-dimensional systems# (See
for example, Schmidt, 1957&lt;&gt;)
. When the vibrational frequency of a wave in a
one-dimensional system rises the corresponding wavelength
reduces• Consequently the number of nodes of the wave
in the system increases. Since different number of nodes
of the wave in the system signifies distinct states of
the system, the total number of states n(w), up the
frequency w, is equal to the total number of nodes of
the wave with frequency w in the system. For example,
the vibrational modes of a wave in a one-dimensional
/
system of length L are represented schematically in
Figs.(2.7) &gt; where w, ^ &lt; wn_, &lt; w^,&lt;wn &lt;&lt; w*, the frequency
wn corresponds to the vibrational mode which has exactly
n integral nodes in the system while w„ indicates there
are n nodes in the system, but the n node is not located
at the end point L. Figs.(2.7a) and (2.7b) represent the
first and the second normal modes of the wave respectively.
If two frequencies wnl, and w^, correspond to the vibrational
modes as shown in Fig.(2.7d) and Fig.(2.7f)# It is clear
that there must be a frequency wn in between, which
corresponds to the n normal mode of the wave as shown
in Fig.(2.7e).








the (n - 1) node
Fig.(2.7c)
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would be involved in counting the total number of nodes
in the system for a given w, depending on the boundary
condition at L. Thus the integrated density of states N(w)
for a sample of length L equals the number of nodes per unit
length, except for a possible error of 1/L. We therefore
see that to minimize the error in N(w), L should be as long
as possible.
If n(w) or equivalently N(w) versus w for the sample
is plotted, one would expect a curve as shown in Fig.(2.8).
The spectrum is in gereral discrete and at those frequencies
v/here the. boundary conditions are not satisfied, no new
node would appear. This frequencies corresponding to
forbidden bands. As the length of the sample increases,







Therefore to obtain the integrated density of states
n(w), it suffices to count the number of nodes in a standing
wave of frequency w (imposing boundary condition at only
one end). This method has the advantage that it can be
generalized to a one-dimensional disordered system where
the segments have a random distribution in length.
2.4.1 The node-counting algorithm
Consider a wave in a two-phase chain (see Fig. 2.5)*
+*v&gt;
The displacement in the n segment of the chain may be
*
expressed as
The stress in this segment is
= MkA„cos(k(x - x„_,) + $n )
where k and A* are the wave number and the wave amplitude
in the n segment, M, &amp;n » xn &gt; xn-i » and 1 = xn - xn-i, are
the modulus, the initial phase, the two ends, and the length
of the n segment respectively.
By requiring the displacement ^kCx) and the stress
MS
dx : %(x) to be continuous at the boundary between two
segments, we have
which is continuous at the boundary.
At x = xn, the boundary between the n and the
(n + 1) segments, we have
tvrVi •? 1 o 4-/\
QT1
for the segment of phase j, j « 1, 2.
Therefore the initial phase of the next segment can be
found. If the n segment is phase 1 and the (n + 1)
4-V%
segment is phase2, the initial phase of the (n + 1) segment
n o
When the above case is reversed, we have
Since the initial phase of each segment is given ii
' ji 7 . we must count the number of node
in each segment separately. This is done by counting th
number of integral IT contained in the phase advanced by
the wave function V'Cx) in each segment.
Chapter 3
Regular two-phase chain^ ^— — — - —- - uTiMa^fcaii - ~ - M —
3*1 Introduction
• This chapter deals with the specific heat c(T) of a
two-phase composite in the form of a regular chain (see
Fig. 2.3)? as a model for a one-dimensional composite.
The purpose of this chapter is to demonstrate explicitly
the existence of the two asymptotic values of c(T)/T at
very low (T&lt;C&lt; T^&lt; Tz&gt;, T^ is the transition temperature
where the dominant phonon wavelength is comparable to the
typical size of each phase, and Tp is the Debye
temperature) and very high temperatures (T^T^&lt; Tj&gt;)
respectively, and the transition in between, so that we cun
ensure that there is a change in c(T)/T at the temperatures
T T^ Tp and the two conjectures stated in section 2.1.3
are true.
3*2 General features of the dispersion relation
In sections 2.2 and 2.3? we have derived a basic
result for a regular two-phase chain (i.e. the dispersion
relation between frequency and wave number), and given an
example for illustration. In this section, we further study
its features. We rev/rite the dispersion relation :
cos(q) = G(w) (3#1)
where
and
Note : All the symbols have the same meanings as defined in
chapter 2.
expressed in terms of double angles as
It is easy to see that for all ¥ , G(w) oscillates
within the interval Q-o(5o&lt;] ,i.e. -o(^G(w)^c* • We now
show that any local minimum (or maximum) value of G(¥)
can not be greater than -1 (or less than 1). Suppose this





Thus from Eq.(3#1)* we find
Fig.(3.1)
Hence the group velocity is
This result is unphysical. We therefore conclude that the
absolute value of any local extremum of G(vT) must be
greater than or equal to one. In this case, Eq.(3e1) has
no solution for q and the above unphysical result is
therefore avoided.
In Figs.(3*2), we show some plots of G(w) versus "w
for particular values of X, V and D. It is observed that
for fixed X, V and D, G(w) as a function of frequency w
may go outside the range L-1, 1] , in which case there is
no solution for q. Thus these frequencies correspond to
forbidden bands.
Another way to exhibit the existence of forbidden
bands is the transfer-matrix method where we can trace the
amplitude A of the wave function in the chain from one
segment to another. If the frequency w lies in a forbidden
band, instead of oscillating, A will increase (or
decrease) exponentially along the chain. Let the ratio in
amplitude, after the wave traveling through a unit segment
of the chain, which consists of one segment of phase 1 and
another of phase 2, be on the average R. Then after m
segments the amplitude would be Am^R , if we set A = 1
initially. Therefore we find
log Avv
— _ which is
•i r»H f*n+: of* thp numhfip nf nrn h sscrrnsTvbs in the chain-
In Fig.(3.3)* we sho^
IUUCi u
1 nrr I A
III
- trenail a t.7 -P^w* ^nmriQ'Pi Q/vri t#n '\~.Y\
/
Fig.(3e2d). It is seen that at the allowed bands
1 r\rr A
m
is negligibly small, while at the forbidden bands it
I
displays large values. (The node-counting method decribed
in section 2.4 can also be used to show the forbidden
bands. We shall discuss this method in section 4.2.1.)
Fig.(3*4) shows the dispersion relation q versus w
for V = 55 D = and X = 0.5* Comparing with Fig.(3* 2d),
we see that as I G(w)| &gt; 1, there is no solution for q and
a sharp rise exists near the band-edge (G(w) = 1). These
corresr&gt;ond to the null values, i.e. the forbidden bands.
and the singularity in
r\-;
dw
1 or eauivalentlv in the density
of states respectively as shown in Fig.(3®5)
When 6} + 6Z = utt (n = 0, + 1, + 2, ...), we have
or
*
Since in this case, j G(w") j can not be less than one (see
Eq. 3*2), Eq.(3.3) corresponds to descrete forbidden
bands for |G(w) &gt;1. Hence in general, for fixed X,
the separation between forbidden bands becomes larger
and the number of forbidden bands would reduce as V rises
(see Figs. 3*2b and 3*2c). On the other hand, for V &gt; 1
(or V &lt; 1), the separation between forbidden bands would
enlarge (or shorten), while the number of forbidden bands
would reduce (or rise), as X increases (see Figs. 3»2c and
3*2d, or Figs. 3#2a and 3»2b).
If in addition Qi - 6x is even number of T away from
q, + i.e. e, - ez = nT + 2pT (p = 0, + 1, + 2, ...),
we find G(w") = 1. This defines the band-edges, i.e.
cos(q) = 1
which leads to
q = m^T (m = 0, + 1, + 2, ...) .
The width of each forbidden band is related to oc ,
When ex. approaches to one, the width is narrow and equal
to zero as cx equals one, in which case YD = 1 and
i.e.
When oc increases the width may be large but never large
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3.3 Verification of the two con,lectures
We now give an analytical proof of the two conjectures
for the specific heat of a composite, stated in section 2*1.3,
by means of the dispersion relation (3.1).
From Eqs.(2.2), (3*16), and definitions (2*20), we may




is the average density of the chain.
(1) At high temperaturesT^&lt;TD) the phonon
distribution function N(w. T) is broad (of typical width
k.T
n ), so in calculating the specific heat we may use
the average value of
dd
dw





To determine the form of
da \
v dw ' from the dispersion
relation, we assume that q changes by nTT
or!
q = n Tr
n
9T
Then the L.H.S. of Eq„(3.1) would have gone through zero n
times. At each zero, w satifies
cos 6, cos 6Z - a sin e, sin g2 = 0
(3*6)
To find the routs of Eq.(J*6), we plot tan 6,. tan 6z
versus w. We find that tan#, has n/ asymptotes, i.e.
r\ir*
Likewise in an interval Z^w, the number of asymptotes of
tan/9, is
O]
Hence the total number of asymptotes is
/
This is precisely equal to the number of roots of Eq.(3*6)t
iie. n (see Figs# 3*6)• Therefore we havei
leading to
(3.7)'
The above equation is precisely the instruction to add heat
capacities * To se6 this, we note that in that case, the
specific heat of the system is
c(T) = c, (T) (1 - Y) + c2(T) Y
Using Eq.(3*5) and substituting for Y from Eq.(2.8) yields







Thus this calculation verifies the conjecture :
" At high temperatures (T^« T &lt;&lt; ), the heat capacity
of a composite equals the sum of those of constituent
phases."
CM X=05 V=f&gt;£ a=iiAR
2
A/
















(2) At low temperatures (T &lt;&lt; T^ « Tp) , the dominant phonon
spectrum is in the low frequency region. Thus we can
expand both sides of Eq.(3«&gt;1) to the lowest nontrivial
/
order in q and in w to get
which leads to
or
which is a constant and in fact
(5.10)
where is the effective modulus and v is the velocity of
sound in the macroscopic system. From Eq.(3»^), we see
that in this case, the specific heat is proportional to
This calculation has, therefore, confirmed the second
dw
conjecture : "At low temperatures (T«T^.«T2&gt;), specific
heat should be calculated as if the system was a single
phase with the effective modulus.Here low temperature
Y
clearly means q, (1 - X)w", and yW are much less than one.
With the above two conclusions, we may denote the two
asymptotic values of c(T)/c,(T) at very low (T^ T?)








Prom Eqs.(3.13) and (3.14), we see that C(, is linear while




We now tabulate c^ , C(, and the fractional change,
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Table of c} and cl.
D = 0.5
V 0.2 0.5 1.0 2.0 5.0






















































Table of the fracticmal change (c« - c^)/cv,
D = 0.5























































Table of c, and cy,
D = 1.0
V 0.2 0.5 1.0 2.0 5.0
Y




































































































Table of the fractional change (c^ - cj,)/cj,
D = 1.0























































Table of cf arid cf,
I) = 2.0
V 0.? 0.5 1.0 9.0 5.0





































































































Table of the fractional change (c, - Cl)/c*
D = 2.0























































Inspecting these tables, we find that in all cases
&gt; ch , except for VD = 1, in which case cz = cj, = 1.
(We shall prove this result in section 3*6.) The important
parameter is the fractional change which varies from zero
to about 74$. For example, taking X = 0.2, V = 0.2, and
D a 1, we have about 3^$ effect.
The-detailed transition from cx to C;( is studied in
section 3»5*
3.4- The density of states
























There is 110 reason why 1 - G(w) (or 1 + G(w)) should
have a high order zero, unless X, V, and D have very special
values. Therefore9 the density of states will have a
square root singularity at the band-edge (see Fig. 5.5)•
Since this is integrable, the total number of states
remains finite.
3*5 Calculations of the specific heat and discussion
Having found the high and the low temperature limits,
we now try to calculate the specific heat of the regular
two-phase chain at all temperatures. To calculate the
specific heat, we have to enumerate its normal modes of
vibration. For a sample of length L, average density p ,
and average wave number q, we impose the fixed-end boundary
HhVi
conditions, so that the n state of the system is given
by qL «= n 77* • Then the density of states is
(3.16)
Putting into Eq.(2.2), we have Eq.(3.4)
(3.17)
Define a dimensionless temperature 0 by
Inserting into E n - ( ^ erives
For oure ohase 1. usine
. da
c\ w











We are now in a position to calculate the specifi
heat. For a Riven 6 and fixed X. V. and D. sine
dw
^ can b
obtained directly from the dispersion relation ( see
Eq* 3«15)* we can evaluate the above integral numerically
by Gaussian integration with the aid of a high speed
electronic computer. The results are shown in Figs.(3.9 )
and Figs.(3#l0)»
Figs.(3* 9) show two series of curves of cTTTT versus
Y for fixed V and D. It is seen that as G increases the
curve approaches a straight line but it bulges upwards as
6 » 0.
The detailed transition of
o(0)
c / (&amp;) from c, to cl is
shown in Figs.(3«1Q) where we plot three families of curves
of
c. A Q rr versus G for fixed V and D but various values oi
X. The two asymptotic values in each case are found to be
consistent v/ith those evaluated by Eqs.(3*11) and (3*12)
or Eqs.(3#13) and (3»14). Thus this numerical calculations
also verify the two conjectures stated in section 2.1.3.
It is observed that a hump which is due to the first
singularity in the density of states or eauivalentli
do
dw
exists at the temperature barely away from zero. As 6
increases, Z(w, &amp; ) becomes broader (see Fig. 3*B). Hence
more forbidden bands will be included and the specifl
heat becomes less sensitive to the neaks in i
dw
This
results in the droo oi
c(&amp;
a / ( o )


















The dashed line represents the low
temperature limit of c(Q)/cj(0).
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The dashed line represents the low
temperature limit of c(0)/c,(0).
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3*6 The transition temperature
The transition temperature Ot may be defined as the
point where reaches halfway between the tv/o asymptotic
values Cn and Ck * i.e. cCgj)
cTCGJ
1
c^ + c* ) • It is a function
rvf* Y - V. ar\c\ T).
In Figs.(3.11)* we plot 0t versus V for a few
combinations of X and D. We see that 6t is of order 1
for V less than 3* It rises as V increases and becomes
saturated as V is large enough, because as V —&gt;
and
And it reaches its saturated value more rapidly as D
increases. In general, 8t decreases as X (or Y) increases
for fixed D and V.
In case YD = 1, the dispersion relation becomes
which leads to
(5.21)
Puttine Eq.(3.2l) into Eq.(3.20) and-using Eq.(3.18),
we have
Thus in this case, 0± is undefined. But for lim VD « 1,
6± can be evaluated by the following relation numerically 2
(3.22)
(Detailed proof is given in appendix B.)
Since Q is defined by
so if the relevant parameter is v2 rather than v, , one
might expect A o&lt;
1
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In this chapter, ve consider the specific heat of two
irregular one-dimensional composites composed of two phases
a perturbed and a more general disordered chains*
Unlike the regular chain discussed in the last chapter,
we can not analytically derive a dispersion relation
between frequency and wave number, from which the density
of states is deduced. Instead, we first obtain the
integrated density of states numerically by the node-
counting method decribed in section 2.4. Then the density
of states per unit length and hence the specific heat are
numerically calculated.
4.2 Monte-Carlo calculation
A random number generator is used on a computer to
simulate disordered chains. Calculations of the integrated
density of states and hence the specific heat are performed
on them with the aid of a high speed electronic computer.
The calculations may be regarded as approximations to the
ensemble average of infinite chains with predetermined
statistical properties.
In this work, the typical sample chains are of 1000
segments.
A random variable 1^. is used as the length of any
segment of phase j (j = 1, 2), in the two disordered chains.
For the perturbed chain, 1j is equally distributed
about some value Ij centred on some interval, 2Al^,to be
defined. The distribution function P(l^) is (see Fig. 4.1)
otherwise,
Hence the probability that the
length of any segment lies on








Let P(Q) be the distribution
function of Q(l/) ; since
Fig.(4.2)









Q(1&gt;) is uniformly distributed between zero and one# (See0
Fig# 4*3.) Thus lr may be expressed as
or
where H is a random number on the interval [0, l].
Define the disorder parameter which denotes the
fractional fluctuation in length of the segments in the
chain under investigation by
so that v/e can control the degree of disorder in the chain
by varying G.
Secondly, for a more general disordered chain, 1-j is
chosen to be exponentially distributed with minimum value
1and mean value 1^'. The distribution function is (see
Fig# 4.4)
otherwise
where A is a constant. Hence
A
Fig.(4.4)
(see Fig# ^#5), which is also uniformly distributed (see





Note : All the other symbols used in this chapter have
the same meanings as in the preceding chapters.
4#2#1 Calculations of the density of states and discussion
The integrated density of states N(w) for the two
disordered chains are evaluated and discussed here#
To obtain N(w), we have one end of the chain held
\
fixed and count the number of nodes of a standing v/ave of
frequency w# The results for the perturbed chain are shown
in Figs#(4-#6) and those for the more general disordered
chain are shown in Fig#(4#7)»
From these figures, we notice that there are flat
regions in N(w) where no new nodes appear# The corresponding
frequency intervals are the forbidden bands, since at those
frequencies the boundary conditions for the standing wave
are not satisfied# For G « 0, th? perturbed chain becomes
a regular one, in which case, in general, if X is fixed,
the separation between forbidden gaps becomes larger and
hence the number of forbidden gaps in the spectrum reduces
as V rises (Figs. 4.6b and 4.6c). And for V &gt; 1 (or V&lt; 1),
the separation between forbidden gaps would enlarge (or
shorten), while the number of forbidden gaps v/ould reduce
as X increases (Figs. 4.6c and 4.6d, or ^igs. 4.6a and 4.6b).
These results are in agreement with whose expected by
Eq.(3.3)t which are obtained directly from the dispersion
relation. Moreover, it is seen that a sharp peak occurs
near the band-edge. This corresponds to the singularity
in the density of states per unit length ^ (Fig. 4.8).
The forbidden gaps shrink and the sharp peak is smoothed
down as G increases. No gap remains as G &gt; 0.5. The point
where the gap vanishes completely lies at the centre of
the regular gap. It is also seen that N("w) for G &gt; 0.5
are very jagged, so the corresponding density of states
must be highly discontinuous as shown in Figs.(4.9).
No matter the forbidden gap persists or not, our main
concern is the difference between the average slope of N(w)
and the slope in the extreme low frequency region where the
dominant phonon wavelength is much larger than the typical
size of each phase, for this signifies the existence of a
change in c(T)/T.
It is seen that the lowest frequency portion (w &lt; 0.5)
of N(w) for various degrees of disorder are linear. All of
them coincide with one another with the same slope (Figs.
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V = 5 « 0 D = 1 &gt; 0 X = 0 ° 5
( for the more general disordered chain )
since the two phases are in series, we get the same effective
modulus (see Eq. 2.21) in terms of their volume fractions
for both regular and disordered chains• Employing the
second conjecture pxx&gt;ved in section 3*3, we conclude that
this result indicates that the low temperature asymptotic
values of c(9)/c,(&lt;9) are identical for fixed X, V, and D
regardless of the degree of disorder in the system (see
section 2.1*3).
As to the average slopes of N(w), for various degrees
of disorder, their identity is not so obvious to be seen
from the figures* But it is intuitive that they can be
approximated by the slope of a line joining the origin and
one of the centres of the regular gaps. In fact, they are
all equal. We shall see this in the next section where
numerical calculations of specific heat for particular
values of X, V, and D, but various degrees of disorder,
are performed on the system. It will be shown that the
high temperature asymptotic values of c(a)/c,(e) are all
equal as expected in section 2.1.3* This implies that
the corresponding average slopes of N(w) are identical,




to evaluate specific heat as mentioned in section
3.5.
It is observed that the extreme low frequency slope
of N(w) is larger than the average one. This results in
that the low temperature asymptotic value of c(^)/c;(^) is
higher than the high temperature value.
4.2.2 Calculations of the specific heat and discussion
To study the effects on the specific heat due to the
fluctuation in length of the segments in the chain for
fixed X, V, and D, we choose two cases :
(A) X = 0.2, D = q, and V as 0.2,
(B) X = 0.5, D « 1f and V = 5.and
^or a sample of length L and average density p , the
•v
specific heat may be expressed as
For pure phase 1, we have Eq.(3#19) :
a
Using the same numerical technique as in section 3*5,
except that
dw
is obtained by the node-counting method, we
evalulate c(£)/c,(&lt;9) for the two cases mentioned above.
The results of case A and case B are shown in Fig. (4-. 10)
and Fig. (4-.11) respectively.
From these figures, we see that the two asymptotic
values of c(6)/c,(#) are found to be independent of the
degree of disorder in the chain. The low temperature hump
in c($)/c,(£)9 which is due to the first rise in N(w), i,e.




, is found to be smoothed down as G
increases in the perturbed chain; it completely vanishes
in the more general disordei'ed chain. The transition of
c(&lt;9)/ct(0) from Cjl to c^ grows broader, i,e, c(0)/cl(0)
drops more slowly, and the transition temperature 9t defined
in section 3,6 shifts to the lower temperature region as
the system becomes more disordered. The fractional changes
are about 34$ and 20% in case A and in case B respectively.
For G - 0, the results are compared with those obtained by
using the dispersion relation in section 3,5 and listed in
the following tables :
Table (A)
X * 0.2 D = 1 V = 0.2 G x= 0


















X r: O.R D = 1 V = 5 G = 0

















Here cD and cw are the values of c(&lt;9)/c,(0) obtained by
using the dispersion relation and by the node-counting
method respectively, andlc« -cj/c/, is defined to be the
relative percentage of error. It is seen that the error
is about 0.5# and it reduces as 8 increases. This is
mainly due to the uncertainty in the integrated density
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/ Fig.(4.10)
The solid lines are the results of c(^)/c)(0) for the
perturbed chain* The dashed line is the results for




















The solid lines are the results of c(0)/c,(&lt;9) for the
perturbed chain. The dashed line is the results for
the more general disordered chain.
Chapter 3
Three-dimensional two-phase system
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We now consider the simplest three-dimensional
l
composite composed of two phases. Even in this case, it
is very complicated to compute the density of states
dn
dw
by the numerical method. However, by means of the two
conjectures proved in section 3®2, we may study the specific
heat in the high and the low temperature regions. Moreover,
according to these two conjectures, we see that the
additivity of the heat capacity would break down at a
temperature T^ (see Eq. 1.1).
We now use the two conjectures to calculate the two
limits of c(T)/T^ (where c(T) is the specific heat of the
system) :
First at high temperatures (T^&lt;&lt; T &lt;&lt; Tz&gt;) , the heat
capacity is the sum of those of constituent phases, so
oi
c(T) = c,(T)(1 - Y) + &lt;x(T)Y
(5.1)
where Y is the mass fraction of phase 2 and c.(T) is the
?
specific heat of phase j, j =1, 2.
Using: Ea.C2,6), we have
(5.2)
where the longitudinal velocity v^. and transverse velocity
v+. of sound in phase n are given by
, G? * an&amp; Kj being the density, the longitudinal,
shear, and bulk moduli of phase j respectively.
Putting Eq.(5.2) into Eq,(5.1), we have
(5.3)
which is linear in Y (see Pigs. 5.2).
To simplify the problem, we assume
(5.4a)
(5.4b
where D &lt; y?
p.
and V = -
t.
are the density ratio and the
transverse velocity ratio. Then Eq.(5«3) becomes
(5,5)
As examnles. we take
(A) D « 1, Y » 0.6, and V = 1.7i then
(c/C,)M = 0.52,
and
(B) D « 1.5, Y = 0.3, and V = 2, then
(c/c,X =0.73
where (c/c,X represents the high temperature limit of
c(T)
cTrT
Next at low temperatures (T«T^.«Tp), the dominant
phonons which determine the heat capacity, see the
system as a single phase. Thus the system should be
regarded as homogeneous substance and the effective moduli
should be used to compute the specific heat. Thus using
Eq.(2.6), we have
where the effective longitudinal velocity vx and transverse
velocity v^ of sound in the macroscopic system are given by
P , M, G, and K being the average density, the effective
||




s 1 - X + DX and the assumptions Eqs.(5»4-), we
have
where X is the volume fraction of phase 2, which is related
to Y by I =
XD
-1 - X 4- DX' , and (c/cil denotes the low temperature
limit of c(T)/c,(T).
Now the trouble is that in three dimensions, we do not
know the effective moduli M and G, but only their upper and
lower bounds (Hashin and Shtrikman, 1961), (Hashin, 1962).
If we use a lower (or upper) bound on H, G, we get upper
*
(or lov/er) bound on (c/c,)^ . The lower bounds on moduli K
and G are (assuming K, &lt; K2, G, &lt; G2)
Using Eqs.C5.4-), we get
Taking = 2, then corresponding to the previous examples,
we have
(c/cil ^ 0.4-0 in case A
and
(c/c,)j» &lt; 0.65 in case B.
The upper bounds on moduli K and G are
Using Eqs.(5«4), we have
Again we take fc « 2* then
(c/c,)o &gt;0.37 in case A,
fl-nrJ
(c/cl &gt;0.46 in case B.
Thus if v/e plot c(T)/c,(T) ,or equivalently c(T)/T^, versus
T for these two cases, we would have Figs.(5*1) From
these figures, v/e see that a 1 jump1 exists in c(T)/T^ for
both cases. And the magnitude of the 'jump1 can be
estimated by the difference between the high temperature
limit and the low temperature bounds. Since in computing the
specific heat using the measured velocity of sound is equivalent
to using the effective moduli, the value of c(T)/T^ evaluated
from the acoustic data using the.Debye theory corresponds to
the low temperature limit. Until one is at very low
temperatures (T^T^), we expect the measured specific














The solid lines represent the high temperature limits
and the low temperature bounds of c(f)/c,(T); the actual
low temperature limits lie v/ithin the shaded regions *
The dashed lines are the guessed form of the transition
of c(T)/cj(T) from (c/c,X to (c/c,X .
The important parameter is the fractional 'jump1, F
which is defined by F =
(a/c,\ - ( c,/c,^)i
( n /rO.
We find that
29# ^ F &lt; 4-7# for case A and 12# ^ F &lt; 56# for case B#
In appendix C, we tabulate (c/cOh , the two bounds of (c/ci)^ ,
and the corresponding fractional 'jumps1 for some
combinations of Y, V, and D. From those tables, it is
seen that the larger the modulus ratio, i.e. the value of
DV2 , the wider the low temperature bounds. In general,
(c/ciis larger than the two low temperature bounds (see
Figs.(5*2). And the value of F usually lies in the range
fvnm +:n
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Fig.(5.2b)
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The straight lines are (c/cO/, ; the curved lines
are the two bounds of (c/c^-.
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From the above results, we are certain that a 'jump*
occurs in c(T)/T^ of a three-demensional composite at very
low temperatures (T &lt;r&lt;^ Tp).
As to amorphous material, the random arrangement of
I
molecules allows only the average moduli and density to be
measured* Hence it behaves like a homogeneous substance *
In fact, one would find that its moduli and density
fluctuate, if one looks at a small enough portion of the
material* Thus we may view it as a multiphase system and
take the typical dimension of each phase as the correlation
length. This intrinsic multiphase nature of the amorphous
material may be expected to cause a 'jump' in c(T)/T^ at
the temperatures T T^&gt;.
Experimental data show that at sufficiently low
temperatures where the Debye theory is expected to hold,
the measured value of c(T)/T^ of amorphous solids is found
to be higher than that predicted from acoustic data using
the Debye theory by a factor varies from 1.2 to 3 (Stephens,
1973). The Debye acoustic value of c(T)/T^ should be
corresponding to the low temperature limit discussed above,
since in computing the specific heat, using the measured
velocities of sound is equivalent to using the effictive
moduli. Therefore, the value of c(T)/T^ measured
calorimatrically should be greater than the Debye acoustic
value based on the conclusion of our model. For example,
the correlation length of amorphous polymers is of the
-8
order of 10 m, so that the transition temperature estimated
by Eq.(1.1) is about 5°K. This is very close to the
temperatures where the anomalous features in specific heat
are observed (see Fig. 1.2). As for other amorphous solids,
the transition temperature would vary, according to their
correlation lengths. If the correlation length is only
-10
of a few angstroms(10 m), the transition temperature would
then be of the order of Debye temperatures, in which case
our model is invalid.
As we can see from the tables in appendix C, the
effect of 'jump* due to the intrinsic multiphase nature of
the system is about 50%. It is less than the anomalies
observed empirically. Our two-phase model is too rough to
make clear all the anomalous features. Nevertheless, it
indicates a 'jump1 in c(T)/T^ and therefore can explain
part of the anomalies in the specific heat of amorphous
solids. There are, of course, other factors causing these
anomalies, which have not yet been determined. If there
exist no other factors, we would experimentally observe
the effect of 'jump1 (i.e. the two limits in c(T)/T^), in
a three-dimensional composite. But the experimental
temperatures may not be low enough that c(T)/Ty reaches its
low temperature limit. In that case, we still have a
signal that is the non-linear result of the specific heat
versus the mass fraction of any phase (e.g. in an artificial
two-phase composite, the deviation from linearity of c(T)
versus Y) for a given temperature to show the existence of
the two limits in c(T)/T^.
In order to do better with our approach, more
information of amorphous solids must be obtained such
as the correlation length, the distribution of density,
and the effective moduli®
Appendix A
Detailed derivation of the dianeraion relation
Using Eqsa(2.17) and (2„18) in section 2.2 and
imposing the boundary conditions on u(x), at x = 0, we get
v&gt; _l. n - p . .q fA.'f
M« V, fV _ OA - M~ ("R _ ft
i.rVk A r\ 1 rv n n 4-/\
(k*2
At x - I2 , using the boundary conditions together




From Eqs.(A.1) and (A.2), P and Q may be eliminated:
(A.5
Eg.(A.3) can be written as
(A.3')
Putting Eqs.(A,5) into Eq.(A.3) yields
(A.3")
where 1 = 1, + 12 .
Likewise Eq.(A.4) can be written as
(A.4')
Putting (A.5) into (A.4') gives
(A. 4')
Dividing (A.3U) i&gt;y (A.4n), we get
Expressing some of the exponential functions in terms of
sine and cosine functions yields
or
Using
M — N A - B M A
M + IN A + B N B , we have
(A.6)
We define some dimensionless quantities by :
Then Eq.(A«6) becomes
which is the dispersion relation, Eq&gt;(2.21)&lt;
This leads to
Appendix B
Proof of using Eq«(3&gt;«22) to evaluate
6t for the case lim TO - 1
Let TO = 1 + £ where £ &lt;&lt; 1. Then
Substituting into Eq.(2,21), we have
cos a = cos (B.1)
ri ^ «. » ~5S" wft A Vs ^ y^ M A /■« A
(B.2)
Thus
cos a = cos





Expanding R.H*S. of Eq.(B#3) to the lowest nontrivial order
in £ * we get
where
Prom Eqe(B#2), we have
Using Aq and we have
100
From Egs.(3.13) and (3.14)9 we have
and
Then, by the definition of the transition temperature, we
have




Likewise, putting (iw&lt;; into Eq.(3*20), v/e have
Comparing Eqs.(B#5) and (B.6) v/ith Eq#(B,4), we take ^da
rather than
dw -
) • Hence we get Eq.(3^22)
which is exact for lim VD = 1
Appendix G





































































Table of the fractional 1 iumpT i
p ^ 1





































Table of (c/c)l and the two bounds of (c/c)
P = 1 '
V 1.,&lt; 2.C o
































































Table of the fractional Mump1 F
r&gt; = in






































Table of (c/c\ and the two bounds of (c/c)^
D = 1.2
V 1.3 1.5 1.7
































































Table of the fractional Mump' F
D = 1.2
V 1.3 1.5 1.7






































Table of (c/c)h and the two bounds of (c/c)
D= 1.2
1.8 2.0V 2.2
Y (c/c )L (c/c )e (c/c)h (c/c)(c/c )y, (c/c),
0.91 0.76-0.850.91 0.81- 0.87 0.91 0.72-0.840.1
0.82 0.59-0.72 0.54-0.700.83 0.66-0.750.2 0.82
0.73 0,47-0.,6o 0,712 0.41-0.580.74 0.54--O.640.3
0.32 -0.470.64 0.37- 0.50 0.630.66 0@44-0.540.4
0.55 0.30--0.41 0.54 0.25-0.380.57 O.37-0.450.5
0.20 -0.300.450.46 0.24-0.330.49 0.31-- 0.38o.6
0.35 0.16-x.230.37 0.20-0.260040 0.25-0.310.7
0.26 0.12-0.170.28 0.16- 0.200.31 0.21- 0.250.8
0.17 0.10-0.120.19 0.13- 0.150.9 0 .32 0.17-0.19




0.08- 0.260.07 O o 190.06 0.130.1
0017 0.52091. 0.380.11 0.260.2
0.52 0.770.21 0.560.17 0.380.3
0.34 0.990.28--0.710.22 0.480.4
0.42 1.160.34 0.830.26 0.550.5
0.49 1.260.39 0,890.29 Oo590.6
0.54 1.260,42 0.880030----0.580.7
0.54 1.100.11 0.770.28-0.49
0.42 ---10.720,30--O.500.20 0.320.8 0.9
Table of (c/c)^ and the two bounds of (c/c)^
D = 1.5
V 1.3 1.5 1 -7
































































Table of the fractional 'jump' I
D =1.5
V 1.3 1 *■• ^ 1.7





































Table of (c/c)l. and the two bounds of (c/c)„
n = 1.5
V 1.8 9 .n 2.2
































































Table of the fractional 'jump' F
D = 1.5
V 1.8 2.0 2.2
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