Abstract. Consider a sequence of i.i.d. random Lipschitz maps {Ψn} n≥0 . Using this sequence we can define a Markov chain via the recursive formula R n+1 = Ψ n+1 (Rn). It is a well known fact that under some mild moment assumptions this Markov chain has a unique stationary distribution. We will study the tail behaviour of this distribution in the case when Ψ 0 (t) ≈ A 0 t + B 0 . We will show that under subexponential assumptions on the random variable log + (A 0 ∨ B 0 ) the tail asymptotic in question can be described using the integrated tail function of log + (A 0 ∨ B 0 ). In particular we will obtain new results for the random difference equation R n+1 = A n+1 Rn + B n+1 .
Introduction
Consider a sequence of independent identically distributed (i.i.d.) random Lipschitz maps {Ψ n } n≥0 , where Ψ n : R → R for n ∈ N. Using this sequence we can define a Markov chain via the recursive formula
where R 0 ∈ R is arbitrary but independent of the sequence {Ψ n } n≥0 . Put Ψ = Ψ 0 . We are interested in the existence and properties of the stationary distribution of the Markov chain {R n } n≥0 , that is the solution of the stochastic fixed point equation
where the distribution of random variable R is the stationary distribution of the Markov chain {R n } n≥0 .
The main example, we have in mind, is the random difference equation, where Ψ is an affine transformation, that is Ψ n (t) = A n t + B n with {(A n , B n )} n≥0 being an i.i.d. sequence of twodimensional random vectors. Then the formula (1.1) can be written as
for n ≥ 0. A k , for details see [28] . Random variables of this form can be found in analysis of probabilistic algorithms or financial mathematics, where R would be called a perpetuity. Such random variables occur also in number theory, combinatorics, as a solution to stochastic fixed point equation atomic cascades, random environment branching processes, exponential functionals of Lévy processes, Additive Increase Multiplicative Decrease algorithms [17] , COGARCH processes [22] , and more. A variety of examples for possible applications of R can be found in [14, 15, 11] .
Put (A,
From the application point of view, the key information is the behaviour of the tail of R, that is
This problem was investigated by various authors, for example by C. M. Goldie and R. Grübel [14] and in a similar setting by P. Hitczenko and J. Wesołowski [18] . The first result says that if B is bounded, P[A ∈ [0, 1]] = 1 and the distribution of A behaves like the uniform distribution in the neighborhood of 1, then R has thin tail, more precisely log P[R ≥ x] ∼ −cx log(x). Recall that for two positive functions f (·) and g(·), by f (x) ∼ g(x) we mean that lim x→∞ f (x)/g(x) = 1. In this paper we are only interested in limits as x → ∞, so from now we omit the specification of the limit.
There is also the result of H. Kesten [20] and later on, in the same setting, of C. M. Goldie [13] . The essence of this result is that under Cramér's condition, that is if E[|A| α ] = 1 for some α > 0 such that E[|B| α ] < ∞, the tail of R is regularly varying, i. e. P[R > x] ∼ cx −α for some positive and finite constant c.
Finally, the result of A. K. Grincevičius [16] , which was later generalised by D. R. Grey [15] , states that in the case of positive A if for some α > 0 we have E[A α ] < 1 and
, where L is slowly varying (that is L(cx) ∼ L(x) for any positive c), then the tail of R is again regularly varying, in fact
(x). Note that in this case the tail of perpetuity R exhibits the same rate of decay as the tail of the input, that is P[R > x] ∼ cP[B > x].
However, in the case when P[A > x] or P[B > x] is a slowly varying function of x, up to our knowledge, little is known about the behaviour of P[R > x] as x → ∞. This is the problem we consider in the present paper.
The case of general fixed point equation (1.2) was studied by C. M. Goldie [13] , where several particular forms of the transformation Ψ were treated. Later M. Mirek [24] found the tail asymptotic of the solution of (1.2) with Ψ being Lipschitz such that Ψ(t) ≈ Lip(Ψ)t, where Lip(Ψ) is the Lipschitz constant. The result says that if E[log(Lip(Ψ))] < 0 and E[Lip (Ψ) α ] = 1 for some α > 0, then R solving (1.2) exhibits regularly varying tail P[|R| > x] ∼ cx α . D. Grey [15] also treated generalized fixed point equations (1.2) in the setting introduced by A. K. Grincevičius [16] .
It turns out that the assumption E[log(Lip(Ψ))] < 0 is necessary for the existence of the probabilistic solutions of (1.2). For the existence and asymptotic behaviour of the invariant measure of the Markov chain (1.1) in the critical case, that is E[log(Lip(Ψ))] = 0, see [1, 6, 5, 4] . This paper gives an answer to the question about asymptotic of P[R > x], where R solves (1.2), in the case of slowly varying input. Assuming that the Lipschitz map Ψ satisfies
with D being relatively small and A > 0, we will show that under subexponential assumptions on the random variable log(A ∨ B) one has
Recall that for two positive functions
). Furthermore, in our setting, the integral expression on the right hand side will be a slowly varying function of x. Moreover in several cases we will establish a precise tail asymptotic of R. In order to obtain full description of tail behaviour for the sequence {R n } n≥0 we will study finite time horizon. We will show that if distribution of log(A ∨ B) is subexponential, then it holds true that
, where {R n } n≥0 in given by (1.1).
The main result gives description of tail asymptotic of the solutions to the following stochastic fixed point equations:
R independent of (A, B), which is the random difference equation mentioned earlier. If we take Ψ(t) = At + + B, we obtain
This equation is closely related to the ruin probability, for details see [9] . We can also obtain a description of the solutions to
where
This corresponds to an autoregressive process with ARCH(1) errors, which was described by M. Borkovec and C. Klüppelberg [3] . To find the behaviour of
The paper is organised as follows: In the second section we will briefly recall basic definitions and properties of subexponential distributions, after that in the third section we will present a precise statement of the result followed by some remarks and sketch of the proof. Finally, in the last fourth section, we will give the full proof of the results.
Subexponential Distributions
In this section we will briefly recall well known notions from the theory of heavy-tailed distributions. Next we will quote a theorem about tail behaviour of a maxima of perturbed random walk, which will be particularly useful in the proof of the main result. Firstly, for a distribution F on R we define tail function F by the formula F (x) = 1 − F (x) for x ∈ R. Definition 2.1. A distribution F on R is called long-tailed if F (x) > 0 for all x ∈ R and for any fixed y ∈ R F (x + y) ∼ F (x). We denote the class of long-tailed distributions by L.
Notice that if F ∈ L then the function x → F (log(x)) is slowly varying as x → ∞. Therefore one can use Potter's Theorem (see [2] : Theorem 1.5.6) to obtain the following corollary.
It turns out that class L is too big for our purposes. More precisely, we will need distributions satisfying some convolution properties. Recall that F * 2 stands for the twofold convolution of the distribution F .
The class of subexponential distributions will be denoted by S.
Note that if X 1 and X 2 are i.i.d. with distribution F ∈ S, then by the definition above
This is a type of phenomena that we want to use in the near future. It is a well known fact that S ⊂ L and that this inclusion is proper. For examples of distributions in L \ S see [10] or [26] . The following proposition is a well known fact which will be useful thought the proofs of the results. We follow the statement presented in [12] .
The following theorem by Z. Palmowski and B. Zwart [25] is crucial for our future purposes.
Assume that distribution on R + given by the tail function
The R + in the above theorem and for the rest of the paper stands for [0, +∞). For conditions on F guaranteeing subexponentiality of distribution given by the tail function x → 1 ∧ ∞ x F (y) dy see [21] .
Main Result
In this section we will give a precise statement of the main result of the paper followed by some remarks and idea behind the proof.
3.1. Statement. Recall that we consider a Markov chain {R n } n≥0 given by (1.1), where for each n ∈ N the map Ψ n : R → R satisfies
for some random variables A n , B n and D n . We are assuming that {(Ψ n , A n , B n , D n )} n≥0 are i.i.d., where Ψ n are Lipschitz maps with
. From now our standing assumptions will be
Recall that log + (x) = log(x ∨ 1). For infinite time horizon, that is the case of the stationary distribution, we will also need to assume
Assume also the following tail behaviour
Define a probability distribution F I on R + via its tail function F I which is given by (3.6)
Having that said, we are able to give a precise statement of the main result. 
.
Moreover, if
•
Since in last two cases of the above theorem we obtain P[R > x] ∼ cF I (log(x)) with F I ∈ S ⊆ L and some constant c we see that in each case the distribution of R exhibits slowly varying tail. From the proof of the Theorem 3.1 one can see that in order to establish the lower bound in (3.7) one only uses the fact that the distribution of the random variable A ∨ B has a slowly varying tail. We note that by the following remark. (3.5) and that the function
where the function F I is given by (3.6). Since when
In order to obtain an extensive description of the Markov chain {R n } n≥0 given by (1.1) we will also investigate the tail behaviour of random variables R n for finite n. Put
It turns out that in case of finite time horizon one can obtain result analogous to Theorem 3.1.
for some constant w ≥ 0. Then
≤ n + w.
In particular if
Furthermore if
Since the proof of Theorem 3.3 follows the same ideas as the proof of Theorem 3.1 analogous remark is in order.
Remark 3.4. Assume (3.1), (3.5), (3.3), 0 ≤ n < ∞, and that the function x → P[A ∨ B > x] is slowly varying. Then
Random Difference Equation.
Suppose, for the rest of this section, that Ψ(t) = At + B and D = 0. In this case the main result of this paper is closely related to Theorem 4.1 by K. Maulik and B. Zwart [23] where perpetuity R is replaced by a random variable of the form ∞ 0 e ξs ds where {ξ s | s ≥ 0} is a Lévy proses with negative drift. Note that by the strong Markov property this is a perpetuity corresponding to A = e ξ1 and B = 1 0 e ξs ds. The theorem in question states that
We see that Theorem 4.1 by K. Maulik and B. Zwart [23] is a particular case of the main result of this paper.
Theorem 3.1 is also related to results from [16, 15, 27, 19] where arising perpetuities exhibit the tail behaviour similar to the tail behaviour of the input. The first one, for example, says that 
as x → ∞ and the observation follows.
In the case when B > 0 a.s., Theorem 3.1 gives a description of the tail of R in terms of the distribution of A ∨ B, which allows us to present an example showing that in the case when
, the information about marginal distributions of A and B is not enough to determine the tail asymptotic of R. Example 3.5. Fix a distribution F on R + and consider two types of input: First one A (1) , B (1) : with A
(1) = B (1) with distribution F . Then, assuming that the assumptions are satisfied, Theorem 3.1 states in (3.8) that the corresponding perpetuity R (1) satisfies
If now we consider the second type of input, namely A (2) , B (2) where A (2) , B (2) are independent with the same distribution F , Theorem 3.1 states that the corresponding perpetuity R (2) satisfies
and we see that
Even though the marginal distributions of the two types of input are exactly the same, the corresponding perpetuities have different tail asymptotic.
Next example shows the importance of second condition in (3.5) . This assumption is needed to ensure that the stationary distribution has right unbounded support. 
R independent of A and so R − 1 is a perpetuity obtained from the input (A,
we know that R − 1 ≤ 0 a.s. Whence we can conclude that the perpetuity R obtained from the input (A, B) is bounded above by 1 a.s. This is due to the fact that in this case
for x > 1.
Idea of the proof.
Before we dive into the proof of the main result, let's make a brief overview of the main idea. The key problem is to understand the random difference equation, i. e. the case Ψ(t) = At+B. For simplicity, we will focus on that case in the following discussion. The convolution property in Definition 2.3 of the subexponential distributions says that for X 1 and X 2 independent with the same distribution F ∈ S it is true that P[
. It turn's out that the series (1.4) exhibits a similar phenomena, more precisely we are able to approximate
In order to achieve that we apply technique used in [8, 7] . This technique revolves around the idea of grouping the terms of the same order and investigating the sizes of the groups. Then, after obtaining the above relation, we can interpret random variable sup n≥0 B n+1 n j=1 A j as a supremum of a perturbed random walk and use the known theory, namely Theorem 2.5, to derive upper bound for the desired tail asymptotic. Next, adapting some classical techniques, used for example in [25] , we get lower bound for tail asymptotic. Roughly speaking, we find relatively big subsets of {R > x} on which we have control over the whole sequence B n+1 n j=1 A j n≥0 .
Proof
In this section we will prove the main result of the paper. Recall that we consider an i.i.d. sequence {(Ψ n , A n , B n , D n )} n≥0 such that
for n ≥ 0 and t ∈ R.
Also define
For k < n put
We will use the convention that for k > n Ψ k:n (t) = t. For n ∈ N we can put Ψ n (t) = A n t + B n and Ψ n (t) = A n t + + B n and define Ψ k:n and Ψ k:n in the same manner as Ψ k:n . Notice that using this notation and the bounds on Ψ n (t), we get
and since Ψ and Ψ are monotone by iteration it gives
In particular
and (4.5)
We will use the following lemma quite often. The proof follows the idea presented in [25] .
Lemma 4.1. Assume (3.3) and for δ, K > 0 consider the sets
Then the following claim holds
Proof. For K large enough it is true that P [log |B| > K] < 1/2 and since for y ∈ (0, 1/2) it holds that log(1 − y) ≥ −2y, we can write
and so P[F n ] → 1 as K → ∞ uniformly with respect to n since E log + (B) < ∞. Combining this fact with the weak law of large numbers for the sequence {S n } n≥0 we observe that we have shown that for any ε, δ > 0 we can always take K > 0 large enough such that
and since the sequence of sets {E n ∩ F n } n≥0 is decreasing in the sense of inclusion, we can conclude that
and hence the proof is complete.
Note that the statement of the Lemma 4.1 remains true if we replace B j by B j in the definition of the set F n . The bounds on Ψ imply that we can bound the solution of (1.2) by two perpetuities, namely The main idea of the proof is to approximate P R > e x by using P[M > x] where
Since B 1 ≥ 1 we know that M > 0 a.s. Furthermore, we have e M ≤ R and the last series is convergent a.s by (3.3). Having introduced this notation, we are ready to prove the main theorem.
Proof of the Theorem 3.1. Fix large x ∈ R. The proof consists of five steps.
Step 1: Existence, representation and uniqueness of the stationary distribution. Note that
so in order to prove that {R n } n≥0 converges in distribution, it is sufficient to show that {Ψ 1:n (R 0 )} n≥0 converges a.s. Recall that (3.1) implies
also, by the definition (3.2)
For n ≥ m and t 1 , t 2 ∈ R we have
The first term tends to 0 since the series k≥0 (B k+1 ∨ |B k+1 |) k j=1 Lip(Ψ j ) is convergent, for details see [28] , and the last two terms tend to 0 by the strong law of large numbers for the sequence {log(Lip(Ψ n ))} n≥0 . If we take t 1 = t 2 = R 0 we see that {Ψ 1:n (R 0 )} n≥0 is convergent and if we take t 1 = 0, t 2 = R 0 and n = m we see that the limit does not depend on R 0 , hence the stationary distribution is unique and it is the distribution of random variable
For the rest of the proof we will assume that R is given by the limit above.
Step 2: Upper bound in (3.7). We claim that
for ε ∈ (0, 1) sufficiently small. To prove (4.12), we will apply the technique from [8, 7] . For k ∈ Z define random set of integers by
Indeed, assume that R > e x , M ≤ log(ε) + x and that for any k such that e −k ≤ ε we have
This is a contradiction. Using the inclusion (4.13) one gets instantly that (4.14)
Let's focus our interest on the set RHS(4.14). Define the sequence τ (k) = inf Q(k) (we use the convention that inf ∅ = +∞). On the set RHS(4.14) there exists k ≥ − log(ε) such that τ (k) < ∞ and from the fact that τ (k) ∈ Q(k) and #Q(k) > e k 5k 2 , we conclude that
By taking ε > 0 sufficiently small we can ensure that
. By dividing the two quantities above we obtain that
A j ∈ (e −1 , e 1 ) for some p > e k 10k 2 .
is bounded on the set RHS(4.14), because
Combining bounds in (4.15) and (4.16) we can conclude: on the set RHS(4.14) there exists an integer k ≥ − log(ε) for which τ (k) < ∞ and
So the following inclusion is also correct
In terms of probability it yields
by the strong Markov property of the sequence {(A n , B n )} n≥0 . In order to proceed any further, we need to know that the remaining terms decay sufficiently fast. First note that
since log(A j ) + µ are independent with mean zero and they are independent of log(B p+1 ). The constant c 1 depends on the logarithmic moments of A and B and it can be computed explicitly from the expression above. Of course constant c 1 is finite since we assume (3.4) and (3.5) . By the Chebyshev's inequality we can now write
for some constant c 2 dependent on µ and c 1 . If we combine everything together, we obtain for η > 0
Now we will investigate I 1 and I 2 separately. From the Theorem 2.5 we can conclude that the distribution of the random variable M belongs to the class S ⊆ L and so we can use Potter bounds (Corollary 2.2) for P [M > t] to find η > 0, such that for t, s > η we have
Then for x > η − log(ε) we have
and for the second term
for some c 3 > 0, since the distribution of M is long-tailed. Thus claim (4.12) follows. Now we need notice that since R ≤ R we have
and thus using (4.12), we get
First let x → ∞ and notice that from Theorem 2.5 it follows that (4.17)
From this we can conclude that lim sup
for some finite constant C > 0 independent of ε > 0. Since ε > 0 is arbitrary small we get the upper bound.
Step 3: Lower bound in (3.7). Fix 0 < ε and 0 < δ < µ 2 ∧ 1 . For K > 0 consider the sets E n and F n given by (4.6) and (4.7) respectively. Choose K > 0 large enough for (4.8) to be satisfied. Consider also the random variables
where L > 0 is a constant independent of x and n. We see that the sets {G n } n≥0 are disjoint if we take L = L(K, δ, µ) sufficiently large. Moreover on the set G n we have
1 − e −µ+2δ + δe x+L − e x > e x and the last inequality is valid for all x > 0 and all n ∈ N if L = L(K, δ, µ) is sufficiently large. We see that G n ⊆ {R > e x } and this allows us to write
This yields
If we allow ε, δ → 0 we see that we have proven the lower estimate for the desired limit.
Step
4: The case P[A > x] = o(P[B > x])
. Firstly, notice that we need only to prove the lower bound and that in this case Theorem 2.5 yields
For 0 < ε, 0 < δ < µ/2 and K > 0 consider the sets E n and F n given by (4.6) and (4.7) respectively with K > 0 large enough for (4.8) to be satisfied. Finally, put
For some large L > 0 independent of x. We see that the sets {J n } n≥0 are disjoint. Moreover on the set J n we have
and the last inequality is valid for all
is sufficiently large. Therefore J n ⊆ {R > e x } and this allows us to write
If we allow ε, δ → 0 we get the lower estimate.
5: The case P[B > x] = o(P[A > x]).
Notice that we only need to prove the upper estimate and that in this case (4.20) P
Fix ε ∈ (0.1) and notice that since (4.12) holds we only need to focus on the set LHS(4.21):
and since the distribution of M is long-tailed and (4.20) is valid we have
For the other set we have
so by (4.20) now we only need to prove that
We achieve that using the same technique, but this time we consider the sets
Where
Note that (4.8) also holds true if we replace F n by F ′ n . We see that the sets {H n } n≥0 are disjoint if x is sufficiently large. Moreover on the set H n we have
and this proves that H n ⊆ {R ≤ e x , M > x}, which allows us to write
So if we put everything together, we notice that since R ≤ R we have
and thus
and so using (4.12), (4.22) , (4.20) and (4.23) we get lim sup
If we allow ε, δ → 0 we see that we achieved the desired upper bound and hence the proof is complete.
Now we can turn our attention to the finite time horizon.
Proof of the Theorem 3.3. The proof mimics the one of the main result. Fix x ∈ R and n ∈ N.
Step 1: Upper bound in (3.10) . Notice that
and so
since F is subexponential and Proposition 2.4 holds.
Step 2: Lower bound in (3.10). Fix 0 < ε and 0 < δ < µ 2 ∧ 1 . For K > 0 consider the sets E n and F n given by (4.6) and (4.7) respectively. Choose K > 0 large enough for (4.8) to be satisfied and put
Recall that Ψ n+1:n (t) = t. We see that the sets {G n } 0≤k≤n are disjoint if we take L = L(K, δ, µ) large enough. Moreover on the set G k for k ≤ n − 1 we have
x and the last inequality is valid for all x > 0 and all n ∈ N if L = L(K, δ, µ) is sufficiently large. On the set G n we have
1 − e −µ+2δ + e x+L > e x and again, the last inequality holds if we take L = L(K, δ, µ) sufficiently large. Therefore
x } and since for 0 ≤ k ≤ n − 1 we have
and
We can write
Step 3:
). For 0 < ε, 0 < δ < µ/2 and K > 0 consider the sets E n and F n given by (4.6) and (4.7) respectively with K large enough for (4.8) to be satisfied. Finally put
for 0 ≤ k ≤ n − 1 and
For some large L > 0 independent of x. We see that the sets {J k } 0≤k≤n are disjoint. Moreover on the set J k for 0 ≤ k ≤ n − 1 we have If we allow ε, δ → 0 we get the lower estimate.
4: The case P[B > x] = o(P[A > x]).
Notice that we only need to prove the upper estimate. Let We achieve that using the same technique, but this time we consider the sets If we allow ε → 0 we see that we achieved the desired upper bound and hence the proof is complete in this case.
