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Abstract
We consider the quantum group invariant XXZ-model. In infrared limit it
describes Conformal Field Theory (CFT) with modified energy-momentum
tensor. The correlation functions are related to solutions of level -4 of qKZ
equations. We describe these solutions relating them to level 0 solutions.
We further consider general matrix elements (form factors) containing local
operators and asymptotic states. We explain that the formulae for solutions
of qKZ equations suggest a decomposition of these matrix elements with
respect to states of corresponding CFT.
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1 Quantum group invariant XXZ-model.
Let us recall some well known facts concerning XXZ-model and its continuous
limit. Usually XXZ-model is considered as thermodynamic limit of finite spin
chain. Consider the space (C2)⊗N . The finite spin chain in question is described
by the Hamiltonian:
HXXZ =
N∑
k=1
(σ1kσ
1
k+1 + σ
2
kσ
2
k+1 +∆σ
3
kσ
3
k+1) (1)
where the periodic boundary conditions are implied: σN+1 = σ1. We consider the
critical case |∆| < 1 and parametrize it as follows:
∆ = cosπν
It is well-known that in the infrared limit the model describes Conformal Field
Theory (CFT) with c = 1 and coupling constant equal to ν. The correlation
functions in the thermodynamic limit were found by Jimbo and Miwa [2].
It is equally matter of common knowledge that the model is closely related to
the R-matrix:
R(β, ν) =

a(β) 0 0 0
0 b(β) c(β) 0
0 c(β) b(β) 0
0 0 0 a(β)
 (2)
where
a(β) = R0(β), b(β) = R0(β)
sinh νβ
sinh ν(πi− β)
c(β) = R0(β)
sinh νπi
sinh ν(πi− β)
R0(β) = exp
i
∞∫
0
sin(βk) sinh πk(ν−1)
2ν
k sinh πk
2ν
cosh πk
2

The coupling constant ν will be often omitted from R(β, ν). The relation between
R-matrix and XXZ-model is explained later.
¿From the point of view of mathematics the R-matrix (2) is the R-matrix for
two-dimensional evaluation representations of the quantum affine algebra Uq(ŝl2).
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The latter algebra contains two sub-algebras Uq(sl2). Let us perform a gauge
transformation with the R-matrix in order to make the invariance with respect to
one of them transparent:
R(β1, β2, ν) = e ν2β1σ3 ⊗ e ν2 β2σ3 R(β1 − β2, ν) e− ν2 β1σ3 ⊗ e− ν2β2σ3 =
=
R0(β1 − β2)
2 sinh ν(πi− β1 + β2)
(
eν(β1−β2)R−121 (q)− eν(β2−β1)R12(q)
) (3)
where
q = e2iπ(ν+1)
Adding 1 to ν is important since we will use fractional powers of q. Here R(q) is
usual R-matrix for Uq(sl2):
R12(q) =

q
1
2 0 0 0
0 1 q
1
2 − q− 12 0
0 0 1 0
0 0 0 q
1
2

We want to use this quantum group symmetry. Unfortunately, the Hamiltonian
(1) is not invariant with respect to the action of the quantum group which is rep-
resented in the space (C2)⊗N by
S3 =
N∑
k=1
σ3k
S± =
N∑
k=1
q−
σ31
4 · · · q−
σ3
k−1
4 σ±k q
σ3
k+1
4 · · · q σ
3
N
4
A solution of this problem of quantum group invariance was found by Pasquier
and Saleur [3]. They proposed to consider another integrable model on the finite
lattice with Hamiltonian corresponding to open boundary conditions:
HRXXZ =
N−1∑
k=1
(σ1kσ
1
k+1 + σ
2
kσ
2
k+1 +∆σ
3
kσ
3
k+1) + i
√
1−∆ (σ31 − σ3N ) (4)
This Hamiltonian is manifestly invariant under the action of quantum group on the
finite lattice. After the thermodynamic limit one obtains a model with the same
spectrum as original XXZ, but different scattering (this point will be described
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later). The infrared limit corresponds to CFT with modified energy-momentum
tensor of central charge
c = 1− 6ν
2
1− ν
especially interesting when ν is rational and additional restriction takes place.
In the present paper we shall consider RXXZ-model. We shall propose for-
mulae for correlators for this model showing their similarity with correlators for
XXX-model. The latter can be expressed in terms of values of Riemann zeta-
function at odd natural arguments. We shall obtain an analogue of this statement
for RXXZ-model.
Let us say few words about hypothetic relation of XXZ and RXXZ models
in thermodynamic limit. The argument that this limit should not depend on the
boundary conditions must be dismissed in our situation since we consider a criti-
cal model with long-range correlations. Still we would expect that the following
relation between two models in infinite volume exists. The quantum groupUq(sl2)
acts on infinite XXZ-model and commute with the Hamiltonian. Consider a pro-
jector P on the invariant subspace. We had XXZ-vacuum |vac〉XXZ . We suppose
that the RXXZ-model is obtained by projection, in particular:
|vac〉RXXZ = P|vac〉XXZ
The correlators in RXXZ-model are
RXXZ〈vac|O|vac〉RXXZ = XXZ〈vac|POP|vac〉XXZ
which can be interpreted in two ways: either as correlator in RXXZ-model or as
correlator of Uq(sl2)-invariant operator POP in XXZ-model. This assumption
explains the notation RXXZ standing for Restricted XXZ-model. So, we assume
that in the lattice case a phenomenon close to the one taking place in massive
models occurs [12].
Let us explain in some more details the set of operators in XXZ model for
which we are able to calculate the correlators in simple form provided the above
reasoning holds. Under O we understand some local operator of XXZ-chain, i.e.
a product of several local spins σak , a = 1, 2, 3. Under the above action of quantum
group these spins transform with respect to 3-dimensional adjoint representation.
The projection POP extracts all the invariant operators, i.e. projects over the
subspace of singlets in the tensor product of 3-dimensional representations.
Let us explain more explicitly the relation between the the R-matrix and XXZ,
RXXZ Hamiltonians. Both of them can be constructed form the transfer-matrix
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with different boundary conditions constructed via the monodromy matrix:
R01(λ)R02(λ) · · ·R0,N−1(λ)R0,N (λ)
In some cases it is very convenient to consider inhomogeneous model for which
the monodromy matrix contains a fragment:
R0k(λ− λk) · · ·R0,k+n(λ− λk+n)
As we shall see many formulae become far more transparent for inhomogeneous
case.
2 QKZ on level -4 and correlators.
The main result of Kyoto group [1, 2] is that the correlators in XXZ-model are re-
lated to solutions of QKZ-equations [6, 8] on level -4. We formulate the equations
first and then explain the relation. The equations for the function g(β1, · · · , β2n) ∈
C⊗2n are
R(βj − βj+1)g(β1, · · · , βj+1, βj, · · · , β2n) =
= g(β1, · · · , βj, βj+1, · · · , β2n) (5)
g(β1, · · · , β2n−1, β2n + 2πi) = g(β2n, β1, · · · , β2n−1) (6)
For application to correlators a particular solution is needed which satisfies addi-
tional requirement:
g(β1, · · · , βj, βj+1, · · · , β2n)|βj+1=βj−πi = sj,j+1 ⊗ g(β1, · · · , βj−1, βj+2, · · · , β2n)
(7)
where sj,j+1 is the vector (↑↓) + (↓↑) in the tensor product of j-th and (j + 1)-th
spaces.
The relation of these equations to correlators is conjectured by Jimbo and
Miwa [2]. It cannot be proved for critical model under consideration as it was
done for the XXZ-model with |q| < 1 in [1]. However, later arguments based on
Bethe Anzatz technique were proposed by Maillet and collaborators [4, 5] which
can be considered as a proof of Jimbo and Miwa conjecture.
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Jimbo and Miwa find the solution needed [2] in the form:
g(β1, · · · , β2n) = 1∑
eβj
∏
i<j
ζ−1(βi − βj)
∞∫
−∞
dα1 · · ·
∞∫
−∞
dαn−1
∏
i,j
ϕ(αi, βj, ν)
×
∏
i<j
A2i −A2j
ai − ajq D(a1, · · ·an−1|b1, · · · , b2n)
where
ϕ(α, β, ν) = exp
−(1 + ν)α + β2 − 2
∞∫
0
sin2(α−β
2
k) sinh πk(ν+1)
2ν
k sinh πk
2ν
sinh πk

ζ(β) is some complicated function, we shall not need it. We use the notations:
aj = e
2ναj , bj = e
2νβj , Aj = e
αj Bj = e
βj
D(a1, · · · an−1|b1, · · · , b2n) is a Laurent polynomial of all its variables taking val-
ues in C2n. We shall not use explicit formula for this polynomial in the present
paper.
For application to correlators in homogeneous XXZ-model one has to specify:
β1 = β2 = · · · = βn = −πi
2
βn+1 = βn+2 = · · · = β2n = πi
2
Then
g
(
−πi
2
, · · · ,−πi
2
,
πi
2
, · · · , πi
2
)
=
=
∞∫
−∞
dα1 · · ·
∞∫
−∞
dαn−1
∏
i<j
A2i − A2j
ai − ajq
∏
i
1
Ai + A
−1
i
D˜(a1, · · · , an−1) (8)
with some Laurent polynomial D˜(a1, · · · , an−1). The trouble with this integral is
that it is essentially multi-fold one. In our previous papers we have shown that the
integrals can be simplified and essentially reduced to products of one-fold ones
in XXX case. For the moment we cannot state the same for XXZ-model, but we
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shall explain that the simplification can be done in RXXZ case. Let us consider
this in some more details.
According to the understanding of relation between XXZ and RXXZ models
explained in the Introduction we expect that the correlators for RXXZ model are
related to certain invariant under the quantum group solution of the same equations
(6,7). In order to make the quantum group symmetry transparent we make the
transformation:
ĝ(β1, · · · , β2n) = exp
(ν
2
∑
βjσ
3
j
)
g(β1, · · · , β2n)
With this notation the equations (6,7) take the form:
R(βj, βj+1)ĝ(β1, · · · , βj+1, βj , · · · , β2n) =
= ĝ(β1, · · · , βj , βj+1, · · · , β2n) (9)
ĝ(β1, · · · , β2n−1, β2n + 2πi) = −q− 12σ32n ĝ(β2n, β1, · · · , β2n−1) (10)
and
ĝ(β1, · · · , βj, βj+1, · · · , β2n)|βj+1=βj−πi = i ŝj,j+1 ⊗ ĝ(β1, · · · , βj−1, βj+2, · · · , β2n)
(11)
where ŝj,j+1 is the quantum group singlet in the tensor product of corresponding
spaces:
q
1
4 (↑↓)− q− 14 (↓↑)
These equations respect the invariance under the quantum group. This fact is
obvious for the first and the third equations. To see this in the second equation one
has to keep in mind that q 12σ3 gives in two-dimensional representation the element
which realizes the square of antipode as inner authomorphism.
¿From Jimbo-Miwa solution (8) one can obtain a solution to (10,11) by projec-
tion on Uq(sl2)- invariant subspace which will suffer of the same problems related
to denominators. The main goal of this paper is to show that at least in this case
corresponding to RXXZ-model another form of solution is possible.
3 QKZ on level 0.
Consider the qKZ equations on level 0 which are the same as two out of three
basic equations (axioms) for the form factors. We write these equations inUq(sl2)-
invariant form which corresponds to form factors of RSG-model [12]. Consider a
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co-vector f̂(β1, · · · , β2n) ∈ (C⊗2n)∗. The equations are
f̂(β1, · · · , βj+1, βj , · · · , β2n) =
= f̂(β1, · · · , βj, βj+1, · · · , β2n)R(βj − βj+1)
f̂(β1, · · · , β2n−1, β2n + 2πi) = −q− 12σ32n f̂(β2n, β1, · · · , β2n−1)
We need solution belonging to the singlet with respect to the action of Uq(sl2)
subspace as has been explained in level -4 case. The application to form factors
imposes additional requirement which connects sectors with different number of
particles:
2πiresβ2n=β2n−1+πif̂(β1 · · · , β2n−2, β2n−1, β2n) =
= ŝ ∗2n−1,2n ⊗ f̂(β1 · · · , β2n−2) (1−R(β2n−1 − β1) · · ·R(β2n−1 − β2n−2))
(12)
The difference with level -4 case seems to be minor, but the formulae for
solutions are much nicer. Many solutions can be written which are counted sets
of integers: {k1, · · · , kn−1} such that 0 ≤ k1 <, · · · < kn−1 ≤ 2n− 2:
f {k1,··· ,kn−1}(β1, · · · , β2n) =
∏
i<j
ζ(βi − βj)
∞∫
−∞
dα1 · · ·
∞∫
−∞
dαn−1
∏
i,j
ϕ(αi, βj)
× det‖Akji ‖1≤i,j≤n−1 h(a1, · · ·an−1|b1, · · · , b2n)
∏
j
ajAj
where h is skew-symmetric w.r. to α’s polynomial. Notice that there are no de-
nominators mixing the integration variables in the integrant, so, effectively the
integral is reduced to one-fold integrals of the form:
〈P | p〉 =
∞∫
−∞
∏
j
ϕ(α, βj) P (A) p(a)aAdα (13)
where p(α) and P (A) are polynomials. This is what we would like to have for the
correlators!
Again we do not describe explicitly the functions h which take values in
(C⊗2n)
∗
. As has been said they are skew-symmetric polynomials of a′s they are
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also rational functions of b′s with simple poles at bi = qbj only. But there is one
important property of h which we need to mention.
First, the integral (13) is such that the degree of any polynomial s(a) can be
reduced to 2n− 2 or less. For the polynomials of degree ≤ 2n− 2 there is a basis
(choice is not unique)
sj(α), j = −(n− 1), · · · , (n− 1), deg(sj) = j + (n− 1)
with special properties described later. We shall not write down explicit formulae.
Then
h(a1, · · · , an−1) =
∑
j1 6=0,···jn−1 6=0
hj1,··· ,jn−1det‖sjp(aq)‖1≤p,q≤n−1
and the skew-symmetric tensor h belongs to subspace of maximal irreducible rep-
resentation of symplectic group Sp(2n− 2) of dimension
dim(Hirreducible) =
(
2n− 2
n− 1
)
−
(
2n− 2
n− 3
)
Let
J = 1, · · · ,
(
2n− 2
n− 1
)
−
(
2n− 2
n− 3
)
Consider the basis eJ in Hirreducible with components eJj1,···jn−1 . Then we define hJ
by
hj1,··· ,jn−1 =
∑
J
hJ e
J
j1,···jn−1
Recall that h(a1, · · · , an−1) takes values in singlet subspace, so, it has components
hI(a1, · · · , an−1)
where I counts basis of this subspace:
I = 1, · · · ,
(
2n
n
)
−
(
2n
n− 1
)
Notice that (
2n
n
)
−
(
2n
n− 1
)
=
(
2n− 2
n− 1
)
−
(
2n− 2
n− 3
)
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which means that there is a square matrix hIJ defined by
hI(a1, · · · , an−1) =
∑
J
hIJs
J(a1, · · · an−1)
where sJ(a1, · · ·an−1) are the following anti-symmetric polynomials:
sJ(a1, · · ·an−1) =
∑
j1,··· ,jn−1
eJj1,···jn−1det‖sjp(aq)‖1≤p,q≤n−1
If we do not consider s0(a) the degrees of polynomials P (A) can be reduced to
2n− 3 or less. We consider a special basis
Sj(A), |j| = 1, · · · , (n− 1),
deg(S−k) = 2k − 1, k = 1, · · ·n− 1,
deg(Sk) = 2k − 2, k = 1, · · ·n− 1
which we do not describe explicitly, again.
The most important property of the integrals 〈Si | sj〉 is deformed Riemann
bilinear relation:
n−1∑
k=1
(〈Sk | si〉〈S−k | sj〉 − 〈Sk | sj〉〈S−k | si〉) = δi,−j
n−1∑
k=1
(〈Si | sk〉〈Sj | s−k〉 − 〈Sj | sk〉〈Si | s−k〉) = δi,−j
These relations and properties of h(α1, · · · , αn−1) imply that among f {k1,··· ,kn−1}
only dim(Hirreducible) are linearly independent which are span by action of Sp(2n−
2) on {1, 3, · · · , 2n− 3}. The basis in this space is denoted by
SJ(A1, · · ·, An−1) =
∑
j1,··· ,jn−1
e
j1,··· ,jn−1
J det‖Sjp(Aq)‖p,q=1,··· ,n−1
The result is that the solutions are combined into square matrix (there is the same
number of solutions as the dimension of space):
F JI = P
K
I H
J
K
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where HKJ is polynomial function of βj , the transcendental dependence on βj is
hidden in the period matrix P JI which is defined as
P JI = 〈SJ | sI〉
where the notations has obvious meaning:
〈P1 ∧ · · · ∧ Pn−1 | p1 ∧ · · · ∧ pn−1〉 = det‖〈Pi | pj〉‖1≤i,j≤n−1
4 New formula for level -4 from level 0.
Recall that solutions to QKZ on level 0 are co-vectors while solutions on level -4
are vectors. Consider the scalar product for two solutions:
f(β1, · · · , β2n)g(β1, · · · , β2n)
it is a quasi-constant (symmetric function of eβj ).
So, we can construct singlet solutions of QKZ on level -4 from those on level 0.
Indeed we have square matrix F :
G = F−1 = H−1P−1
The matrix H−1 is complicated but rational function of βj .
Due to deformed Riemann relation it is easy to invert P ! Indeed(
P−1
)I
J
= 〈SI | s†J〉
where s†J is obtained from sJ replacing all
sj −→ sgn(j)s−j
So, the transcendental part almost does not change, and we prove that the new
formula for solutions on level -4 is possible:
g{k1,··· ,kn−1}(β1, · · · , β2n) =
∏
i<j
ζ(βi − βj)
∞∫
−∞
dα1 · · ·
∞∫
−∞
dαn−1
∏
i,j
ϕ(αi, βj)
× det‖Akji ‖1≤i,j≤n−1 h˜(a1, · · · an−1|b1, · · · , b2n)
∏
j
ajAj
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where h˜ are skew-symmetric w.r. to ai polynomials. Actually, they are polynomi-
als in bj as well. The proof is based on the following calculation:
H−1 = H∗ (HH∗)−1
The operator HH∗ is nicer than H itself because it acts from Hirreducible to itself.
We were able to calculate its determinant:
det(HH∗) = Const
(∏
i,j
(bi − qbj)
)−((2n−4n−2 )−(2n−4n−4 ))
Also the rank of the residue of H at bj = qβi equals the dimension of singlet
subspace in C⊗(2n−2).
5 Cohomological meaning of new formula.
”Classical” limit: ν → 0 and βj are rescaled in such a way that bj are finite. In
this limit
〈P | p〉 =
∞∫
−∞
∏
j
ϕ(α, βj) P (A) p(a)dα→
→
∫
γ
p(a)
c
da
where the hyper-elliptic surface X is defined by
c2 =
∏
(a− bj),
The genus equals n− 1. The contour γ is defined by P . In particular,
S−k ↔ bk, Sk ↔ ak
Consider
Symm(Xn−1)
the points on this variety are divisors:
{P1, · · · , Pn−1} Pj = {aj , cj} ∈ X
12
Consider the non-compact variety
Symm(Xn−1)−D
where
D = {{P1, · · · , Pn−1}|Pj =∞±, Pi = σ(Pj)}
This is an affine variety isomorphic to affine Jacobian.
The integrant of the classical limit of invariant part of Jimbo-Miwa solution
(8) gives a (n− 1)-differential form (maximal dimension) on
Symm(Xn−1)−D
of the kind:
Ω =
F (a1, c1, · · · , an−1, cn−1)∏
i<j(ai − aj)
da1
c1
∧ · · · ∧ dan−1
cn−1
where the polynomial F (a1, c1, · · · , an−1, cn−1) vanishes when ai = aj and ci =
cj . The question arises concerning cohomologies.
Theorem (A. Nakayashiki) The elements of H(n−1) can be realized as
Ωk1,··· ,kn−1 = det‖akqp ‖p,q=1,··· ,n−1
da1
c1
∧ · · · ∧ dan−1
cn−1
where kq = 0, · · · , 2n− 2.
Remark. Actually some of these forms are linearly dependent (mod exact forms),
we do not describe all details.
6 Back to correlattors.
Comparing with Jimbo-Miwa solution one makes sure that the solution needed
for correlators is
g{0,2,4,··· ,2n−4}
so, it corresponds to ”a-cycles”. We need to put
βk = λk − πi
2
+ iδk, β2n−k+1 = λk +
πi
2
− iδk
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and to take he limit δk → 0. The calculation of integrals is similar to XXX case,
the result can be expressed in terms of the function:
χ(α) =
d
dα
(
log
ϕ(α− πi
2
)
ϕ(α + πi
2
)
)
= i
∞∫
0
cos(αk) sinh πk(ν−1)
2ν
sinh πk
2ν
cosh πk
2
dk =
= i
∞∑
m=0
α2m
(−1)m
(2m)!
∞∫
0
k2m sinh πk(ν−1)
2ν
sinh πk
2ν
cosh πk
2
dk
Finally for the correlator in inhomogeneous case:
g(λ1 − πi
2
· · ·λn − πi
2
, λn +
πi
2
· · ·λ1 + πi
2
)ǫ1···ǫnǫn+1···ǫ2n =
=
[n2 ]∑
m=0
∑
k1,··· ,k2m
Q
ǫ1···ǫnǫn+1···ǫ2n
k1k2···k2m−1k2m
(λ1, · · · , λn)
× χ(λk1 − λk2) · · ·χ(λk2m−1 − λk2m)
7 General matrix elements.
When we pass to description of XXZ-model in terms of particles a common phe-
nomenon known nowadays as ”modular double” [18] occurs. The essence of this
phenomenon is that another quantum group with dual q enters the game. In a
sense RXXZ model is invariant with respect to ”modular double” which is quite
non-trivial, and not completely understood, combination of two quantum groups.
The particle description of the model is as follows.
For coupling constants not very far from 0 the spectrum of the model con-
tains one particle (magnon). This particle is parametrized by rapidity θ carrying
momentum and energy:
p(θ) = log tanh
1
2
(
θ − πi
2
)
, e(θ) =
dp(θ)
dθ
The particle has internal degrees living in isotopic space C2. The S-matrix is given
by
S(θ1 − θ2) = R(θ1 − θ2, ν1−ν )
14
This is where the second quantum group appears. The RXXZ model is invariant
under the action of of two quantum groups:
Uq(sl2) , Uq˜(sl2), with q = e2πi(ν+1) , q˜ = e
2pii
1−ν
For the asymptotic states it means that they must be taken as invariant under the
action of the second quantum group. All that is familiar from consideration of
massive models and its restrictions [12].
Consider the matrix elements
RXXZ〈vac | O | θ1, · · · , θn 〉RXXZ
where O is some operator of the type
Eǫ
′
1
ǫ1
· · ·Eǫ′nǫn
It can be obtained from ”Kyoto generalization” which is the function
f̂(β1, · · · , β2n, θ1, · · · , θ2m) ∈ C⊗2n ⊗ (C∗)⊗2m
which satisfies level -4 qKZ with R-matrix R(·, ν) (denoted by R(·)) with re-
spect to β’s and level 0 qKZ with gauge transformed S-matrixR(·, ν
1−ν
) (denoted
by S(·)) with respect to θ’s. Actually, both equations are slightly modified. In
addition it must satisfy the following normalization conditions. All together we
have:
R(βj+1 − βj)f̂(β1, · · · , βj+1, βj , · · · , β2n, θ1, · · · , θ2m) = (14)
= f̂(β1, · · · , βj, βj+1, · · · , β2n, θ1, · · · , θ2m)
f̂(β1, · · · , β2n−1, β2n + 2πi, θ1, · · · , θ2m) = (15)
= −
2m∏
j=1
tanh
1
2
(
β2n − θj + πi
2
)
q
1
2
σ32n f̂(β2n, β1, · · · , β2n−1, θ1, · · · , θ2m)
f̂(β1, · · · , β2n−2, β2n−1, β2n, θ1, · · · , θ2m)|β2n=β2n−1+πi = (16)
= ŝ2n−1,2n ⊗ f̂(β1, · · · , β2n−2, θ1, · · · , θ2m)
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f̂(β1, · · · , β2n, θ1, · · · , θj+1, θj , · · · , θ2m) = (17)
= f̂(β1, · · · , β2n, θ1, · · · , θj , θj+1, · · · , θ2m)S(θj − θj+1)
f̂(β1, · · · , β2n, θ1, · · · , θ2m−1, θ2m + 2πi) = (18)
= −
2n∏
j=1
tanh
1
2
(
θ2m − βj + πi
2
)
f̂(β1, · · · , β2n, θ2m, θ1, · · · , θ2m−1)q− 12σ32m
2πiresθ2m=θ2m−1+πif̂(β1, · · · , β2n, θ1 · · · , θ2m−2, θ2m−1, θ2m) =
= ŝ ∗2m−1,2m ⊗ f̂(β1, · · · , β2n, θ1 · · · , θ2m−2) (19)
×
(
1−
2n∏
j=1
tanh
1
2
(
θ2m−1 − βj + πi
2
)
S(θ2m−1 − θ1) · · · S(θ2m−1 − θ2m−2)
)
The equations (14,15,17,18) are slightly different from respectively level -4 and
level 0 qKZ equations because of multipliers containing tanh’s. This difference,
however, is easily taken care of by multiplier
2n∏
i=1
2m∏
j=1
ψ(βi, θj)
where the function
ψ(β, θ) = 2−
3
4 exp
−β + θ
4
−
∞∫
0
sin2 1
2
(β − θ + πi)k + sinh2 πk
2
k sinh πk cosh πk
2
dk

satisfies the equations:
ψ(β, θ + 2πi) = tanh
1
2
(θ − β + πi
2
)ψ(β, θ)
ψ(β, θ)ψ(β, θ + πi) =
1
eβ − iǫθ
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For the function f(β1, · · · , β2n, θ1, · · · , θ2m) in XXZ-model Jimbo-Miwa give
a formula of the following kind:
f(β1, · · · , β2n, θ1, · · · , θ2m) =
∏
i<j
ζ(θi − θj , ν1−ν )
∏
i<j
ζ−1(βi − βj , ν)
∏
i,j
ψ(βi, τj)
×
∞∫
−∞
dα1 · · ·
∞∫
−∞
dαn
∞∫
−∞
dσ1 · · ·
∞∫
−∞
dσm
∏
ϕ(αi − βj , ν)
∏
ϕ(σi − θj , ν1−ν )
×
∏
i<j
A2i −A2j
ai − qaj
∏
i<j
S2i − S2j
si − q˜sj
∏ 1
A2i − S2j
×D(a1, · · · , an|b1, · · · , b2n)F (s1, · · · , sm|t1, · · · t2m)
where we use the notations:
aj = e
2ναj , bj = e
2νβj , Aj = e
αj , Bj = e
βj
sj = e
2ν
1−ν
σj , tj = e
2ν
1−ν
θj , Sj = e
σj , , Tj = e
θj
The functions D, F are polynomials of their variables. For us the main problem
with this formula is in denominators. Here we are concerned not only about the
denominators ai − qaj and si − q˜sj which are unpleasant for technical reasons as
explained above. Our main trouble is in the denominators A2i −S2j because due to
certain physical intuition we would expect another kind of formula. Let us explain
the point.
At this point it would be more clear to talk about lattice SOS-model instead
of RXXZ-model. These two models are equivalent due to usual Onzager relation
between 2D classical statistical physics and 1D quantum mechanics. The advan-
tage of the lattice model is due to the fact that it allows intuitively clear relation
to Euclidian Quantum Field Theory. Our physical intuition about general matrix
element is based on the following picture:
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Critical Lattice
Model
Relativistic Massive
Model
Minimal Model
of CFT
Let us give some explanations. Suppose we consider instead of critical model
SOS-model out of criticality corresponding to elliptic R-matrix. Suppose further
that we are very close to the critical temperature. Then microscopically we have
already critical lattice SOS-model. On the scales much bigger than the lattice size
but much less than the correlation length we have massless relativistic field theory
which is nothing but CFT with the central charge
c = 1− 6ν
2
ν − 1
Finally on the scales of the order of correlation length we have massive relativistic
field theory which is RSG-model with the coupling constant 1−ν
ν
. The role of
CFT is clear: it describes infrared limit of the lattice model and ultraviolet limit
of massive model. The local operators of the massive model are counted by the
states of CFT. These local operators are described by form factors in asymptotic
states description. On the other hand one should be able to consider the lattice
critical model with boundary conditions corresponding to different states of CFT.
That is why we expect the following kind of formula for general matrix element:
RXXZ〈vac|O|θ1, · · · , θ2m〉 =
∑
Ψ
RXXZ〈vac|O|Ψ〉〈Ψ |θ1, · · · , θ2m〉 (20)
where Ψ are states of CFT, 〈Ψ |θ1, · · · , θ2m〉 are form factors of local operator
corresponding to Ψ in RSG-model, RXXZ〈vac|O|Ψ〉 are correlators of local op-
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eratorO in the lattice model (of usual kind Eǫ′1ǫ1 · · ·Eǫ
′
n
ǫn ). The latter object requires
more careful definition, we hope to return to it in feature.
Notice that the formula (20) is in nice correspondence with the system of equa-
tions (14, 15, 16, 17, 18, 19) because passing from the Kyoto generalize correlator
to the usual one we put βj = β2n−j+1 + πi, so, the th in equations with respect to
thj cancel, and we get usual Form Factor Axioms. In our case of RSG-model a
complete set of solutions to these axioms is known [15, 20], so, a formula of the
kind (20) must hold.
So, there must be a formula of the type:
f(β1, · · · , β2n, θ1, · · · , θ2m) =
∏
i<j
ζ(θi − θj , ν1−ν )
∏
i<j
ζ−1(βi − βj , ν)
∏
i,j
ψ(βi, τj)
×
∞∫
−∞
dα1 · · ·
∞∫
−∞
dαn
∞∫
−∞
dσ1 · · ·
∞∫
−∞
dσm
∏
ϕ(αi − βj , ν)
∏
ϕ(σi − θj , ν1−ν )
×M(A1, · · · , An−1|T1, · · · , Tm−1)
× h˜(a1, · · · , an|b1, · · · , b2n)h(s1, · · · , sm|t1, · · · t2m) (21)
where M(A1, · · · , An−1|S1, · · · , Sm−1) is skew-symmetric with respect to
A1, · · · , An−1 and T1, · · · , Tm−1 polynomial which depends on Bj , Sj as on pa-
rameters. This polynomial must satisfy certain equations in order that the rela-
tions (16, 19) hold. We do not write down explicitly these bulky equations, but
fortunately they coincide with equations for similar polynomials for quite differ-
ent problem which is the calculation of form factors for massless flows [19]. The
solution to these equations is not unique, but there is a ”minimal” one which has
minimal possible degree with respect to variables Aj and Sj . Our conjecture is
that this is the solution we need. It satisfies all simple checks that we were able to
carry on. Denote the sets S = {1, · · · , 2n}, S ′ = {1, · · · , 2m}. The polynomial
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is:
M(A1, · · · , An−1|S1, · · · , Sm−1) =
=
∏
i<j
(Ai − Aj)
∏
i<j
(Si − Sj)
2n∏
j=1
Bj
n−1∏
j=1
Aj
×
∑
T⊂S
#T=n−1
∑
T ′⊂S′
#T ′=m−1
∏
j∈T
Bj
n−1∏
i=1
∏
j∈T
(Ai + iBj)
m−1∏
i=1
∏
j∈T ′
(Si + iTj)
×
∏
i,j∈S\T
i<j
(Bi +Bj)
∏
i,j∈S′\T ′
i<j
(Ti + Tj)
∏
i∈T
j∈S\T
1
Bi − Bj
∏
i∈T ′
j∈S′\T ′
1
Ti − Tj
×
∏
i∈T
j∈S′\T ′
(Bi + iTj)
∏
i∈T ′
j∈S\T
(Ti + iBj)XT,T ′(B1, · · · , B2n|T1, · · · , B2m)
where
XT,T ′(B1, · · · , B2n|T1, · · · , B2m) =
=
∑
i1,i2∈S\T
2∏
p=1
( ∏
j∈T (Bip +Bj)
∏
j∈T ′(Bip + iTj)∏
j∈S′\T ′\{i1,i2}
(Bip −Bj)
∏
j∈S′\T ′(Bip − iTj)
)
Obviously, the formula (21) is in agreement with the intuitive formula (20). After
specialization βk = λk + πi2 , β2n−k+1 = λk − πi2 (21) will turn into a sum of form
factors of RSG-model with coefficients constructed via the functions χ(λi − λj)
which correspond to correlators of RXXZ-model with boundary conditions. The
identification of RSG-form factors with operators counted by CFT is known at
least to some extent [20, 21, 22]. So, it should be possible to make the corre-
spondence between (21) and (20) more explicit, but this problem goes beyond the
scope of the present paper.
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