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ABSTRACT
Today product development is dominated by reducing time and costs, which can be contradictory to the required
high quality standards of products. The advantages of using computer-based tools enable the simulation of product
properties and their optimisation before first physical prototypes are built. The presentation of those simulation
results using (extended) Virtual Reality (VR) technologies is very helpful - especially if both the simulation tools
and the VR representation are multimodal (e.g. visualisation extended by acoustics) - so that an enhanced immer-
sion in the virtual scene becomes possible. Furthermore, this enables an easy comprehension and understanding of
complex contexts and relations, which otherwise might be only clear for experts.
Current VR-systems are often limited by only providing visual information. Even if a large amount of visual
information is covered very well, only geometry and geometry-related behaviour (e.g. motion = geometry changes
in time) or abstract information can be transferred. However, in many cases product development has to consider
the acoustical behaviour of technical systems. Applications of this can be found in the noise engineering (noise
control or noise limitation of products) as well as in the sound design engineering of products (so called ”brand
sound”).
Due to the increasing importance of acoustics and the expectation of a more realistic immersion and presence
in VR environments the sense of perception should be extended. For this a research group was built in Ilmenau
consisting of mechanical engineers as well as acoustical engineers at Ilmenau University of Technology in the
engineering design group as well at the Fraunhofer Institute for Digital Media Technology (IDMT).
The goal of the research work is to add acoustical representations to VR-systems for technical applications,
integrating the acoustical analysis and synthesis in the early phases of engineering design process by means of
virtual prototyping. For the audio-visual representations in VR environments there are two important fields being
investigated by the research group:
• Research and development of product models including acoustical behaviour for steady and non-steady
states of the product,
• Research and development of methods and models for the adaptation of the acoustical behaviour of products
in a spatial, immersive and interactive audio reproduction system for VR environments.
This contribution discusses the use of a particular VR-system using the Wave Field Synthesis (WFS) technol-
ogy for the sound reproduction. Besides this, necessary simulation methods as well as models of sound generation
and transmission through the structure will be discussed. Those simulation models and methods are used for the
representation of acoustical product properties for real-time auralisation via WFS. This provides means for the
optimisation and modification of system parameters.
A pick-and-place unit (see figure 1) was taken as an example of an ongoing product development process,
findings using this example are in the focus of this paper.
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Fig. 2. General sound propagation chain with V the oscillation velocity and P the pressure
1. INTRODUCTION AND GOALS
One goal in product development is to get statements about the product behaviour in early phases of the design
process. Therefore the challenge is to provide suitable simulation models and methods, here focusing on the
representation of acoustical behaviour of products. The model representing the acoustical properties of the product
must be rendered in real-time in order to enable interaction and modification of relevant design and acoustical
parameters (geometry, material, sound directivity, etc.).
There exist several investigations in the field of modelling sound propagation [1, 2, 3], but currently there is no
final set of methods and tools for a sufficiently realistic pre-calculation of acoustical product properties of technical
systems from the sources to their (especially multi-user) auralisation in VR.
This paper discusses the main steps of modelling the sound propagation chain (see figure 2) in VR for the
example of a pick-and-place unit which mainly consists of typical machine elements (bearings, gear drives, toothed
belts, linear guides, ...) and which consist mostly of metal.
2. SOUND REPRODUCTION USINGWAVE FIELD SYNTHESIS
Wave Field Synthesis is a spatial sound reproduction technique that uses a large number of loudspeakers, called
secondary sources, to (re)create wave fronts of virtual sound sources (also called primary sources) [4]. All loud-
speakers surrounding the listening area are driven by an individual signal. The superposition of the loudspeaker
signals creates the wave front of the virtual source in the listening area. In contrast to existing sound reproduction
technologies like stereo and 5.1 surround sound, the listener can move around freely and will always perceive a
correct spatial image of the virtual acoustic scene [5, 6, 7].
Common practical WFS systems allow simultaneously rendering of many virtual sources. However, the syn-
thesis is still restricted to basic primary source types like monopoles and plane waves. Real-world sound sources
radiate sound to certain directions with different intensities. This frequency dependent behaviour is called di-
rectivity and has an strong influence on the perception of sound sources. Therefore, if you think about an im-
mersive, acoustical VR-system, the reproduction of directional sound sources is significant. In the following a
two-dimensional approach for Wave Field Synthesis of directional sound sources is given.
PΨ x
y
α αR
r
rR
R
ϕ
n
y = yL
Fig. 3. Geometry for the derivation of Wave Field Synthesis driving functions. The sound field of the primary
source Ψ will be synthesised in the xy-plane at position R using a linear array of loudspeakers having normal
vector n.
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Fig. 4. Illustration of the first four circular harmonic angular basis functions. The plots show |(ejmα)| on the
unit circle for the ordersm = {0; . . . ; 3}.
2.1. Synthesis of virtual sound sources with arbitrary directivities
Each wave field radiated by a sound source, that only has a 2D dependence, can be described by a circular har-
monics expansion [8]. For the description of the primary source sound field only an outgoing wave field will be
present. Assuming the geometry shown in figure 3 and the primary source to be in the origin of the coordinate
system the following equation holds:
PΨ(rR, ω) = S(ω)
∞∑
m=−∞
C˘
(2)
m (ω)H
(2)
m (k|rR|)e
jmαR . (1)
In here S(ω) is the output signal of the primary source in the frequency domain, H(2)m (k|rR|) is the mth order
Hankel of second kind describing the radiation, k = ω/c = 2πf/c the wave number with the speed of sound c. The
last term is the angular basis function that is depicted in figure 4 for different integer orders of m. In equation (1)
C˘
(2)
m (ω) are called the circular harmonics expansion coefficients, which are complex weighting factors for the
creation of complex directivity patterns using a superposition of basis functions. The superscript (2) denotes an
outgoing wavefield.
The basic synthesis equation is given by the Rayleigh I integral. Assuming an infinite line of secondary
monopole line sources and the geometry depicted in figure 3 it can be written:
PR(rR, ω) =
1
2π
∞∫
−∞
jωρV n(r, ω)︸ ︷︷ ︸
primary source
(
−jπH
(2)
0 (k|rR − r|)
)
︸ ︷︷ ︸
secondary source
dx. (2)
It states, that a secondary source distribution of monopole line sources can synthesise the wave field of a primary
source if the velocity V n(r, ω) at the secondary source positions, according to the normal n, and the density of the
propagation medium ρ are known. The relation between the velocity and the pressure of a sound source is given
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Fig. 5. Simulation of synthesised sound fields radiated by a primary source (red cross) using a line array of
secondary sources (black squares). The simulation shows three different directivity patterns of the primary source
for a frequency of 1.000Hz. (a) monopole, (b) dipole, (c) complex multipole.
by the equation of motion:
jωρV n = −
∂PΨ(rR, ω)
∂|n|
≡ Q(. . .). (3)
The secondary source driving function Q(. . .) (also called WFS operator) will therefore be defined as the gradient
of the circular harmonics expansion in direction of the secondary source normals n. This results in an operator
that uses linear monopole line sources to synthesise the sound field of a line source with an arbitrarily directivity
pattern [9]. In real-world applications loudspeakers are used as secondary sources. These behave more like point
sources, if the emitted wave length is large compared to the dimensions of the speakers [10]. In our context also
the primary sources that will be auralised, namely the pick-and-place unit, is assumed to behave more like a point
source due to their small size. Using the large argument approximation of the Hankel function in the description
of the primary and secondary source, these line sources can be exchanged by point sources if a spectral correction,
and a listener dependent gain correction is applied [11]. This approximation is only valid for kr  m [12]. Using
this approach and the geometry depicted in figure 3 the secondary source driving function in the frequency domain
yields [13]:
Q(r, rR, α, ω) = j
√
|rR − r|
π
cosϕ
e−jk|r|√
|r|
S(ω)
∞∑
m=−∞
C˘
(2)
m (ω)j
mejmα
︸ ︷︷ ︸
G(α,ω)
(4)
with the synthesis integral using secondary point sources:
PR(rR, ω) =
∞∫
−∞
Q(r, ω, α)
e−jk|rR−r|
|rR − r|
dx. (5)
In equation (4) G(α, ω) is the directivity term. The radiation of the primary source is described by e−jk|r|/
√
|r|
weighted by an angular dependent cosine term. As a result of the large argument approximation
√
|rR − r| defines
a gain correction factor according to a listener position R. The synthesis equation states, that the sound field of the
primary source Ψ can be synthesized correctly in terms of phase in the region y < yL , ifΨ, the secondary sources
and the listener R are all in the xy-plane. The pressure of the primary source can only be synthesised correctly for
position R. Figure 5 shows a numerical simulation of three different directivity patterns for a single frequency of
1.000Hz.
2.2. Circular Harmonics Decomposition
To determine the circular harmonics expansion coefficients the sound pressure or velocity of the source has to be
known on a surrounding circle with radius |rD| [14]. In the following only the decomposition based on pressure
values will be regarded. To get rid of the angular dependence of the pressure values PΨ(rD, α, ω), a circular
Fourier transformation needs to be applied:
P˚m(rD, ω) =
1
2π
2π∫
0
PΨ(rD, α, ω)e
−jmαdα (6)
The decomposition into circular harmonics expansion coefficients describing an outgoing wave field can be per-
formed using:
C˘
(2)
m (ω) =
P˚m(rD, ω)
H(2)m (k|rD|)
, (7)
assuming an incoming wave field that is zero. It can be seen, that the circular harmonics decomposition assumes
the radial behaviour of the sound field being decomposed to be that of an ideal line source. As statet above the
pick-and-place unit behaves more like a point source. Bringing the large argument approximation of the Hankel
function back into mind, it states that the decomposed sound field is a well approximation if it is done in the
far-field of the source.
3. MODELS FOR THE SOUND PROPAGATION CHAIN
Audible sound is a vibration in the frequency range of 20 to 20.000Hz. Depending on the transmitting medium,
sound can be differentiated in structure-borne, fluid-borne and air-borne sound. The sound which is directly audi-
ble always is air-borne. This sound can either be radiated directly from a sound source (so-called direct radiation)
or indirectly. ”Indirect sound radiation” means that the sound stems from a remote sound source inside the tech-
nical system and is transmitted to the surface via structure-borne or fluid-borne sound; it is finally transformed
into air-borne sound at the surface of a component. Understanding and simulation of indirect sound radiation is
important in the area of machine acoustics. For the understanding of the process it is useful to build a model of the
sound propagation chain (see figure 2) with the main components sound generation, sound transmission and sound
radiation.
3.1. Sound generation
The sound generation can be characterised by the temporal behaviour. It is possible to divide the generation into
stochastic, harmonic and transient [15, 16]. In order to be able to manipulate the acoustical behaviour of a technical
product or system, the sound generation should be simulated by parametrised models. For the technical system,
here the pick-and-place unit as an example, the main sound sources and the stimulation mechanisms have to be
detected [17, 18]. In the field of machine acoustics the main stimulation mechanism between components are
generated by impact, sequence of impacts, friction and variations of characteristic parameters (like stiffness) and
mass-forces.
The simulation of the acoustical product properties is a highly complex procedure, because it is a multi-
dimensional problem. The sound generation depends on the temporal progression, the stimulated vibration-
force/-velocity as well as the acoustic admittances and the shape of the coupling surface with the structure. In
this work the sound sources will be coupled with the structure at one finite point. So the surface is not considered.
In literature several models for the stimulation mechanisms can be found. For the example, the main stimula-
tions of bearings are caused by variations of the radial stiffness during the rotation and deviations of the balls or
rings from their ideal geometry [19, 20]. For a gear drive the main mechanism are variations of the teeth stiffness
during meshing, meshing impacts, deviations of the tooth forms and surfaces as well as inversion of friction forces
[21, 22]. By using the mathematical description of the mechanism, the relevant stimulation frequencies can be
calculated using the geometrical parameters and the parameters of the current kinematic state. For the calculation
of the amplitudes at the stimulation frequencies, the kinetic state has to be considered. For an overall simulation
much more influencing parameters have to be considered, like geometrical tolerances and undulation or 3D load.
Currently the models cannot describe all of these parameters and most of the parameters are not fully clear during
product development (certainly not in early phases). So the models are restricted to parameters which are known
in the relevant development phase and whose effects on the sound generation and propagation are identified.
The investigation shows that some stimulation mechanisms can be simulated using simplified models. How-
ever, one main obstacle is the modelling of stochastic or non-steady state effects. In the pick-and-place unit this
occurs when modelling the linear guides which are of the recirculating ball type. The main stimulation frequencies
of the guides - when driven at a constant linear velocity - are based on rolling natural vibration, yawing, pitching
and bouncing [23]. They depend on the geometrical parameters. For many machine-acoustic investigations the
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Fig. 6. Simulation of sound generation in time domain and transforming the sequence using the Fourier transfor-
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Fig. 7. Simulation of the sound generation by calculation of the spectrum directly in frequency domain, with v(t)
- velocity, ω˜(t) - angular velocity, F (t) - force,M(t) - moment
modelling of this stimulation frequencies is enough. However, for acoustic investigations and auralisation of the
acoustical behaviour the stimulation frequencies by means of friction and not-steady state processes have to be con-
sidered. In many cases it is only possible to use empirical measured data, because the simulation cannot describe
the overall generation in a realistic way based on the current state-of-the-art. For measurements, the boundary
conditions - like loads and kinematic state - have to be considered and collected.
The sound generation spectrum (stimulation spectrum) can be calculated in two ways. The first way is to
simulate the temporal sequence of stimulation and transforming this using the Fourier transformation (see figure
6). The method enables the precise calculation of the frequency spectrum, but it is very time consuming, when the
state parameters change very often during the simulation.
A second method deals with the direct simulation of the spectrum for quasi-static states depending on the
kinematic [24] and the kinetic state parameters (see figure 7). The method calculates the first stimulation frequency
of the spectrum. The spectrum has to be extended by stimulation frequencies with higher order using similarity
theorem of the Fourier transformation. This method works very fast, but it is difficult to calculate the forces or
velocities of higher order frequencies exactly.
3.2. Sound transmission
The basic equation to calculate structure-borne sound transmission, i.e. propagating sound through a component
is:
V 2(f) = H12(f)F 1(f) (8)
where V 2(f) is the oscillation velocity at point 2, H12(f) the transfer function between the point 1 and 2 (see
figure 8) as well as F 1(f) the excitation force at point 1.
The transfer function H is, in principle, highly non-linear. However, evaluating H with methods that can
consider non-linear behaviour (e.g. FEM [25]) is currently not possible in real-time or could not consider all
relevant frequencies (e.g. SEA [26]). Therefore, a necessary, in our problem area usually well fitted assumption for
the calculation of structure-borne sound in real-time is that all components behave linear-time-invariant (LTI) [2].
Applying this assumption, it is possible to work with linear transfer functions as well as handle each frequency or
frequency range separately. An alternative would be to pre-calculate the structure-borne sound transfer using non-
linear methods and deduce linear transfer functions which then are used for real-time evaluation (”homogenisation”
of the problem).
Many approaches in literature work with unidirectional transfer functions to calculate structure-borne sound
transfer (see equation (8)). This is a very time-efficient way, but it is not possible to handle feedback effects from
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Fig. 9. Simple four-pole with a source and a load which describes the bi-directional sound transmission through
the component
the load on the source and the component itself. In the area of electrical and control networks another method was
found: Each component is described as a two-port or four-pole [27]. A two-port has two ports or ”power interfaces”
to neighbouring components. Each port transports one effort and one flow variable (therefore ”four-pole”). The
product of the effort and the flow variable at the same port is the power transmitted at that port. In general, between
the two pairs of poles of a two-port or four-pole, there is a black box describing the transfer function inside the
component (see figure 9).
The four-pole approach can be used to establish multi-domain (e.g. mechatronics) behaviour models of systems
[28]. The same approach can also be used in the area of acoustics in order to describe the structure-borne sound
behaviour. A general four-pole for an acoustic system is shown in figure 9.
Inside the four-pole, usually linear (or linearised) transfer behaviour is assumed. In this case the behaviour can
be calculated with: (
V 2(f)
F 1(f)
)
=
(
G11(f) G12(f)
G21(f) G22(f)
)(
V 1(f)
F 2(f)
)
(9)
In equation (9), Fi(f) are the forces at the four-pole interfaces and Vi(f) the related velocities. Gij(f) are the
four-pole coefficients.
For simple abstract systems like an elementary linear spring, the coefficientsGij can be calculated analytically.
Often, this is impossible for real systems. Then the coefficients Gij are interpreted as linear complex-valued
transfer function components and impedances/admittances. Each coefficient is a vector. These vectors contain the
linear functions of the considered frequencies. The multiplication with the force and velocity is done element-wise.
For the calculation of the transfer function for several components, several four-poles have to be coupled in a block
diagram considering the equilibrium conditions [29]. This is shown in figure 10.
The realisation of the four-pole simulation is done in MATLAB by using standard Simulink toolboxes and
user-defined functions for the preparation of the four-pole parameters. Most of the four-pole parameters in the
project have been taken from measurements (not simulations) in the first instance. Some four-pole parameters, like
those for simple elements (e.g. shafts), are, however, simulated using vibration differential equations. So a direct
influence on the mechanical parameters is possible.
The main components of the sound-transmission model for the pick-and-place unit are visualised in figure 11.
3.3. Sound radiation
As described in section 2.2 the sound pressure has to be known on a circle around the virtual object for the extrac-
tion of circular harmonics coefficients (see figure 12). The orientation of the circular path will therefore define the
plane in which the directivity pattern of the virtual object can be reproduced, using WFS. The sound pressure is
a function of the shape and the velocity normal to the surface. Several investigations for such a calculation were
published in literature [30, 31].
If the virtual object should be rotated along its elevation angle, the sound pressure has to be determined on
a sphere around the virtual object. Figure 13 shows the sound propagation scheme, extended by the auralisation
using WFS.
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3.4. Model for the state
For the calculation of the sound generation and transmission the current steady and non-steady state of the technical
system has to be calculated. So the acoustical model always has to be coupled with a model for the current state
(which even has to run before the acoustical properties are assigned). The task of the state-model is to calculate
the current kinematic and kinetic parameters and deliver them to the acoustical model [32]. The abstract model for
the pick-and-place unit is shown in figure 14. This basically consists of the motor, the gears and the loads.
4. INTEGRATION OF ACOUSTIC INFORMATION IN THE VR-MODEL
3D-CAD models are the basis for generating the geometrical VR-representations and the functional modelling of
the respective systems (e.g. the kinematics). In order to represent acoustical information in the virtual product
model, the VR scene graph has to be enhanced. Figure 15 shows the extended scene graph of the pick-and-
place unit. The acoustical information was accommodated via special VRML (Virtual Reality Modeling Language
[33])-nodes. The scene graph now also contains acoustical parameters like the spatial position of sound sources
and their (relative) gains. For the WFS representation, several other parameters like distance-dependent sound
level modulation or circular harmonic expansion coefficients are necessary [34].
The description of the acoustic scene by means of several individual sound sources enables the interactive ma-
nipulation of parameters. This is necessary for real-time adaptation of the sound field. Sound nodes are positioned
spatially, together with the geometry of the corresponding machine components, in connection points between two
components or in the inner of the components. Thus, the sound sources are automatically moved along with the
movements of the geometry in the scene.
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5. APPLICATION
For the auralisation of the acoustical behaviour of the virtual product - here the pick-and-place unit - two novel
VR-systems are used. An image of both systems is shown in figure 16. Figure 16 (a) shows the audio-visual
CAVE (Cave Automatic Virtual Environment) [35] like setup installed at the Competence Centre Virtual Reality
(KVR) of Ilmenau University of Technology. This VR-system (Flexible Audio-visual Stereoscopic Projection
system (FASP)) combines stereoscopic projection and sound reproduction by means of the WFS method. The
stereoscopic projection setup has three flexible projection walls, while two are movable. Degree of immersion
and size of the FASP installation can be adapted depending on the application and number of users inside the
VR-system. The condition for the reproduction of the sound field using the WFS method is to have a closed circle
of loudspeakers around the listener area. The FASP installation has 208 loudspeakers. Further details about the
system are explained in [36]. In figure 16 (b) the audio-visual VR-system at Fraunhofer Institute for Digital Media
Technology (IDMT) is shown. The system uses a stereoscopic projection for visualisation of the virtual product
on an acoustic permeable screen. Behind the screen a planar array of loudspeakers is situated, used for WFS. The
image shows an user listening and watching to a virtual representation of the pick-and-place unit. While using the
system, the virtual object can be rotated and translated interactively. The auralisation of the directional sound field
is adapted continuously.
6. CONCLUSION
This contribution shows steps towards an integration of acoustical information to extended Virtual Reality environ-
ments. An approach was presented to assess the acoustical behaviour of technical products in the early phases of
product development. Starting with the simulation of sound generation, a model leading to auralisation was shown.
Parametric, simplified models are developed for some stimulation mechanisms for quasi-static states, which cal-
culate the stimulation spectrum according to the design parameters of the product and its current state in real-time.
In addition, measured sound spectra of real components are used. The simulation of structure borne sound trans-
mission is based on a four-pole approach. In the next (and current) step it is important to develop product models
parameterised in such a way that sound stimulation sources and transmission paths can be identified and modified
in early development phases. Finally, these models have to be integrated into the (virtual) product development
process and into the existing CAx landscape.
For the auralisation the spatial sound reproduction technique of Wave Field Synthesis was used. In the context
of virtual product development WFS allows the reproduction of sound fields, spatial correct for multiple users.
This allows the evaluation of acoustical product properties by multiple users, at it is common in real applications.
To use the WFS technology, an extension to the synthesis of directional sound fields was proposed. The concept
is based on a decomposition of a sound field, into its circular harmonics components. Therefore this approach
can be combined with any acoustical simulation techniques, that deliver the sound pressure or velocity on a circle
around the virtual object. To arrive at a more practical WFS synthesis operator, the theoretical approach based
on the assumption of two-dimensional sound fields was extended to synthesise sound fields using secondary point
sources. As the position of the listener, the virtual source and the secondary source is limited in common WFS-
systems to be in the same reproduction plane, also the simulation of the directivity has only to be done for this
plane.
For the integration of the acoustical product properties in the scene graph the use of circular harmonic coeffi-
cients was proposed. These coefficients can be processed directly out of the simulation or measurement result and
can be stored as a property of a virtual object in the scene graph. With this acoustical approach the object-based
concept of scene graphs can be extended in a very intuitive way.
Using the example of a pick-and-place unit, main modelling options - with regard to product models as well
as simulation principles - are discussed. First results are encouraging, but further investigations are necessary in
order to obtain models accurate enough for use in the product design stage.
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