The e¢ cient and accurate calculation of sensitivities of the price of …nancial derivatives with respect to perturbations of the parameters in the underlying model, the so called 'Greeks', remains a great practical challenge in the derivative industry. This is true regardless of whether methods for partial di¤erential equations or stochastic di¤erential equations (Monte Carlo techniques) are being used. The computation of the 'Greeks'is essential to risk management and to the hedging of …nancial derivatives and typically require substantially more computing time as compared to simply pricing the derivatives. Any numerical algorithm (Monte Carlo algorithm) for stochastic di¤erential equations produces a time-discretization error and a statistical error in the process of pricing …nancial derivatives and calculating the associated 'Greeks'. In this article we show how a posteriori error estimates and adaptive methods for stochastic di¤erential equations can be used to control both these errors in the context of pricing and hedging of …nancial derivatives. In particular, we derive expansions, with leading order terms which are computable in a posteriori form, of the time-discretization errors for the price and the associated 'Greeks'. These expansions allow the user to simultaneously …rst control the time-discretization errors in an adaptive fashion, when calculating the price, sensitivities and hedging parameters with respect to a large number of parameters, and then subsequently to ensure that the total errors are, with prescribed probability, within tolerance.
Introduction
It is fair to say that it is still a great practical challenge in the derivative industry to e¢ ciently and accurately calculate the so-called 'Greeks', that is sensitivities of the price of …nancial derivatives with respect to perturbations of the parameters in the underlying model. Focusing on methods based on stochastic di¤erential equations, the calculation of these sensitivities remains a particularly topical area of current research and the prevailing techniques include …nite di¤erence approximations, pathwise derivative estimates, the likelihood ratio method and its generalizations using the Malliavin calculus. We refer to [14] for an excellent account of these methods and their advantages and disadvantages. Although [6] , [14] and [15] contain most of the relevant references on these topics we here still would like to suggest [1], [2] , [3] , [10] , [11] , [16] , [17] , [18] , [19] , [23] and [31] as additional references for the interested reader. We emphasize that while these articles are almost exclusively devoted to …nancial applications, the techniques developed are also useful in many other contexts. Moreover, we note that a key feature of the techniques in many of these articles is, heuristically, that the computations tend to be organized in a forward looking way where the calculations in the next step depend on the calculations up to the present. However, in [15] an adjoint formulation for the calculation of sensitivities is suggested and it is shown, numerically, that this formulation can be used to accelerate the calculation of the 'Greeks'. The method outlined in [15] is particularly well suited in applications requiring sensitivities to a large number of parameters and particular examples of such applications include interest rate derivatives requiring sensitivities with respect to all initial forward rates and equity derivatives requiring sensitivities with respect to all points on a volatility surface. Furthermore, as emphasized in [15] the adjoint method has its advantages, compared to competing methods with forward looking features, when calculating the sensitivities of a small number of securities with respect to a large number of parameters. On the contrary, competing methods with forward looking features are advantageous when calculating the sensitivities of many securities with respect to a small number of parameters. The notion of 'small number of securities'can here be an entire book, consisting of many individual securities, as long as the sensitivities to be calculated are for the book as a whole and not for the constituent securities.
In this article we further develop the adjoint method suggested in [15] by outlining how a posteriori error estimates and adaptive methods for stochastic di¤erential equations can be used to adaptively …rst control the time-discretization errors in these calculations and then to ensure that the total error, de…ned as sum of the time-discretization error and the statistical error, is, with prescribed probability, within tolerance. In particular, we give a theoretically sound base for the adjoint method suggested in [15] . Our results concerning a posteriori error estimates and adaptive methods for stochastic di¤erential equations build and expand on the work by Szepessy et al. [30] concerning adaptive weak approximations of stochastic differential equations and, to our knowledge, a posteriori error estimates for stochastic di¤erential equations applied to the pricing of …nancial derivatives and, in particu-lar, applied to the calculation of hedging parameters for …nancial derivatives, have previously not been discussed in the literature. Hence, we claim to give a novel contribution to the literature concerning the numerical aspects of pricing and hedging of …nancial derivatives, as well as to the general problem of conducting sensitivity analysis for solutions of second order parabolic partial di¤erential equations using stochastic techniques. Finally, this article is based on the results developed in the thesis of the second author, see [32] .
To more thoroughly describe the methodology outlined in this article we …rst have to introduce some notation. Let (t; x) = (t; x 1 ; :::; x n ) 2 R + R n and let M (n; R) be the set of all n n-matrices with real valued entries. Given a matrix 2 M (n; R) its transpose is denoted by . Let (t; x) = (t; x; ) = (t; x) + ~ (t; x) ; (t; x) = (t; x; ) = (t; x) + ~ (t; x) ;
(1.1)
where ;~ : R + R n ! R n , ;~ : R + R n ! M (n; R), 2 R, 2 R, and j j , j j , for some small > 0.~ and~ represent perturbations of and . In the following we assume that there exists > 0 such that the following ellipticity condition is satis…ed, ( (t; x) + ~ (t; x))( (t; x) + ~ (t; x)) j j 2 ; (1.2) whenever j j , 2 R n and (t; x) 2 R + R n . The ellipticity condition in (1.2) is not crucial to the analysis outlined in this article. In fact, the more general assumption of hypoellipticity su¢ ces as discussed at the end of the article. De…ne = ( ; ) and let, for i 2 f1; :::; ng, X i (t) = X i (t; ) = x i + Let X(t) = (X 1 (t); :::; X n (t)) denote the corresponding vector. Here (W (t)) 0 t T , W (t) = (W 1 (t); :::; W n (t)) , is a standard Brownian motion in R n de…ned on a …ltered probability space ( ; F; (F t ) 0 t T ; P ) with the usual assumptions on (F t ) 0 t T . By a standard Brownian motion in R n we mean a process whose components are independent one-dimensional Brownian motions. In the de…nition of X i (t) = X i (t; ) we have indicated the dependence on the parameter vector = ( ; ). Assuming appropriate growth and regularity conditions on the coe¢ cients i , ij , this will be discussed in detail below, the system in (1.3) has a unique strong solution for all parameters = ( ; ), j j , j j . We recall that there is a well-known close connection between stochastic di¤erential equations and second order parabolic partial di¤erential equations. We therefore introduce the second order parabolic operator
i (t; x) @ i ; (1. 4) and we note that the structural assumption on the operator L, imposed by (1.2), is that the operator @ t + L is uniformly elliptic-parabolic. Let T > 0 and let the function g : R n ! R be given. De…ne u (t; x) = u(t; x; ) = u(t; x; ( ; )) = E[g(X(T; ))jX(t; ) = x]: (1.5)
Then, under appropriate smoothness and growth conditions on i , ij and g, the Feynman-Kac formula asserts that u in (1.5) is the unique solution to CauchyDirichlet problem @ t u (t; x) + Lu (t; x) = 0; whenever (t; x) 2 (0; T ) R n ; u (T; x) = g(x); whenever x 2 R n ; (1. 6) where L is de…ned in (1.4). In this article we focus on numerical algorithms for stochastic di¤erential equations, with control of the errors, using which we can calculate, simultaneously, the quantities u(t; x; (0; 0)); (@ u)(t; x; (0; 0)); (@ u)(t; x; (0; 0)): (1.7)
In fact, when calculating the quantities in (1.7) we also, as part of our analysis, calculate all derivatives of u(t; x; (0; 0)), with respect to the spatial variables, up to fourth order. Furthermore, as u in (1.5) solves the Cauchy-Dirichlet problem in (1.6) this article can also be considered to be devoted to the numerical aspects of a sensitivity analysis for the Cauchy-Dirichlet problem, for the operator @ t + L, using stochastic di¤erential equations and the stochastic representation formula in (1.5). To proceed, we note, as a general motivation which is not only limited to the hedging of …nancial derivatives, that in many applications it is important not only to solve for u(t; x; (0; 0)) but also to quantify the e¤ect, on the solution, of misspeci…cations of and . Moreover, one would often like to do this for many di¤erent perturbations, i.e. for many di¤erent choices of the pair (~ ;~ ), without too much additional computational e¤ort compared to the calculation of the solution itself. Naturally one would also like to control the error, relative to the true theoretical value, produced by the numerical and computational scheme. In particular, assuming that the coe¢ cients are given through measurements, any such measurement should be seen as a sample from a distribution and hence the coe¢ cients are not known with certainty. One way to account for this is to calculate the sensitivity of the solution to perturbations of the parameters in the underlying model and then to derive an approximative distribution of u based on distributional assumptions on the parameters. To outline the actual numerical approximation of (1.5), and to formulate the main results, we next describe the Euler scheme associated to the system in (1.3). In particular, given a time horizon of T we let ft k g N k=0 de…ne a partition of the interval [0; T ], i.e. 0 = t 0 < t 1 < :::: < t N 1 < t N = T , and we let t k = t k+1 t k for k 2 f0; :::; N 1g. Let f X(t) : t 2 [0; T ]g solve (1.3) for parameter values ( ; ) = (0; 0). In the following we let f X (t) : t 2 [0; T ]g denote the continuous
Euler approximation of f X(t) : t 2 [0; T ]g de…ned as follows. X (t) satis…es the initial condition X i (t 0 ) = x i and, for k 2 f0; :::; N 1g, the di¤erence equation
(1.8)
where
represents the Wiener increment during the time step [t k ; t k+1 ]. In the following we make use of the function (t) = supft k : t k tg, which is de…ned whenever t 2 [0; T ]. Using this notation, we de…ne the continuous Euler approximation f X (t) : t 2 [0; T ]g through the relation
(1.9)
The set f X (t) : t 2 ft 0 ; :::; t N gg is often referred to as the associated discrete Euler approximation. We let u denote u(t; x; (0; 0)) and introduce
for k 2 f0; :::; N 1g, x 2 R n , as an approximation of u. Furthermore, we let M be an integer and we let f! r g M r=1 represent M realizations of the discrete Euler approximation of f X(t) : t 2 [0; T ]g. Then, focusing on the calculation of (@ u)(t; x; (0; 0)) and (@ u)(t; x; (0; 0)), we prove, by proceeding similar to [30] , that 
In particular, u ;M (x) and u ;M (x) are to be used as Monte Carlo estimators of (@ u)(0; x; (0; 0)) and (@ u)(0; x; (0; 0)) respectively. The functions i and
(1) ij , appearing in (1.12), are …rst and second order dual functions associated to the underlying system. These functions solve certain backwards in time stochastic di¤erential equations which facilitate their computation, as outlined in the bulk of the article, and make no reference to the perturbations~ and~ . Furthermore (1.11) gives an expansion of the errors produced when u ;M (x) and u ;M (x) are used as approximations of (@ u)(0; x; (0; 0)) and (@ u)(0; x; (0; 0)), respectively. The expansions in (1.11) makes it possible to control the errors j(@ u)(0; x; (0; 0)) u ;M (x)j and j(@ u)(0; x; (0; 0)) u ;M (x)j. ;d in a linear fashion. We emphasize that while (1.11)-(1.13) are theoretically rigorous results, their practical use may, at …rst glance, seem unclear. In particular, due to the potentially very costly computations of ( ; (1) ; (2) ; (3) ) and ( X ; X (1); ; X (2); ; X (3); ; X (4); ), the result may be of limited practical use in some applications and we emphasize that the approach described in this article will not, from an e¢ ciency perspective, outperform competing approaches if the aim is to calculate sensitivities with respect to only one set of perturbations (~ ;~ ). Instead, the methodology outlined has its potential merits in case one wants to calculate sensitivities with respect to a set of perturbations f(~ l ;~ l )g K l=1 where K is large. Still, if there is a need to rigorously control the errors, and in particular the time-discretization errors, in a calculation of (@ u)(0; x; (0; 0)) and (@ u)(0; x; (0; 0)) our result gives, in a posteriori form, the fundamentals and details for such an implementation. Furthermore, as the leading order terms in the expansions of the time-discretization errors are in a posteriori form these terms can also be computed simply to get an estimate of the magnitude of the time-discretization errors. The numerical examples in Section 5 and Section 6 illustrate the advantages and disadvantages of the methodology outlined. Moreover, we stress that in many application the statistical errors will, in general, be much larger compared to the time-discretization error. Thus, to obtain computational e¢ ciency and accuracy within a limited computational budget, the use of variance reductions techniques is strongly recommended. We refer to [14] for the fundamentals on variance reductions techniques for …nancial applications.
Returning to the adjoint method proposed in [15] , we note that this is simply an e¢ cient way to organize the calculation of the estimators u ;M (x) and u ;M (x) in (1.12), when calculating the 'Greeks', and, as such, this computational scheme comes about naturally from the very de…nition of the discrete dual functions. We claim that our results take the approach in [15] one step further as we rigorously derive theoretical expansions of the time-discretization errors with leading order terms in a posteriori form. This renders the possibility of actually controlling, using adaptive type algorithms as proposed in [30] , that the errors produced by the method in [15] are, with given probability, within a given tolerance.
The rest of the article is organized as follows. Section 2 is of preliminary nature. In Section 3 we present a general error expansion for the solution to problem (1.6) allowing also for a nonzero right hand side. The results of Section 3 are utilized in Section 4 as we present and derive the details of (1.11)-(1.13). In Section 5 and Section 6 we illustrate the use of (1.11)-(1.13) in two applications. The …rst application, outlined in Section 5, is a simple benchmark example, for which u and the sensitivities can be explicitly calculated. This example serves as a stylized illustration of the techniques involved and, in particular, we use this example to evaluate the performance of the estimators in (1.12). The second application, outlined in Section 6, concerns the problem of pricing and hedging of interest rate derivatives in LIBOR market models. This choice is based on the fact that in a …xed-income setting one is often interested in understanding the change of the value of a portfolio of derivative instruments with respect to multi-dimensional structures and hence the approach of this article is attractive in this setting. Moreover, concerning numerical evaluations we note that in [15] the adjoint method is numerically illustrated in the setting of LIBOR market models and is found to be very fast for this application. Section 7 contains a brief summary and discussion.
Preliminaries
In this section we introduce notation, state representation formulas for solutions to second order parabolic partial di¤erential equations and introduce the Euler scheme.
Notation
Throughout the article we write @ i f for @f @x i , @ ij f for @ 2 f @x i @x j and so on. If f = f (t; x) ; (t; x) 2 R + R n , then @ i ; @ ij and so on will refer to di¤erentiation with respect to the space variable x. For a multi-index = ( 1 ; 2 ; :::; n ); i 2 Z + , we de…ne j j = 1 + 2 + ::: + n and let @ denote di¤erentiation with respect to the space variables according to the multi-index . Throughout the article we use the summation convection for indices representing spatial directions. Given an open set U R n we let C k b (U ) denote functions f : U ! R which are k times continuously di¤erentiable with bounded derivatives. Similarly, we let C k p (R n ) denote functions g : R n ! R which are k times continuously di¤erentiable and satis…es j@ g(x)j c (1 + jxj q ), whenever x 2 R n ; j j k; (2.1)
for some constants c , q 2 Z + . Furthermore, we let C 1 0 (R n ) be the set of in…nitely di¤erentiable functions with compact support and let
be the space of all functions de…ned on R + R n , which are continuous and bounded and have continuous and bounded partial derivatives, in both space and time, up to order k. We also let
Representation formulas
Let and be de…ned as in (1.1). We assume (1.2) and that
We let A = A (t; x) = (a ij (t; x)) n i;j=1 and A = A (t; x) = ( a ij (t; x)) n i;j=1 denote the n n-matrices de…ned as
whenever (t; x) 2 R + R n . In the following we let L denote the adjoint operator to L, i.e.
Then, for …xed (t; x) 2 [0; T ] R n , the Green function (s; y) = (t; x; s; y) = (t; x; s; y; ) solves the problem
where t;x ( ; ) is the Dirac delta function with mass at (t; x). Moreover, formally
(2.6) In particular, (2.6) gives a representation formula for u (t; x) in terms of the function (s; y) = (t; x; s; y) which solves the dual problem in (2.5). The following theorem makes this formal calculation rigorous.
Theorem 2.1 Assume (1.2) and (2.2). Let T > 0 be given and let
Then there exists a fundamental solution = (s; y) = (t; x; s; y)
to the operator @ t + L in the sense of (2.5). Furthermore, a classical solution
is given by
x; s; y)f (s; y) dy ds: (2.8)
In addition, v in (2.8) is the unique solution to problem (2.7) in the class of all functions satisfying the following growth condition, for some positive constant M ,
Theorem 2.2 Assume (1.2) and (2.2). Let T > 0 be given and let
. Let X(t) = (X 1 (t); :::; X n (t)) be the stochastic process introduced in (1.3) and let v be given as in Theorem 2.1. Then v is uniquely determined by
(2.10)
Proof of Theorem 2.1 and Theorem 2.2. These results are classical. For the theory of partial di¤erential equations we refer to [13] and for the derivation of the stochastic representation formula in (2.10) we refer to Theorem 5.7.6 in [22] . 2
The Euler scheme for an extended system
Let ( ; F; (F t ) 0 t T ; P ) be a probability space with a …ltration (F t ) 0 t T generated by a Wiener process W (t) 2 R n and let 
In the following analysis we make use of variations of the process X(t) up to fourth order and associated Euler approximations. Theorem 2.3 states that X i (t) 2 D 1 , for all t 2 [0; T ], and, in particular, this implies that the p-th variation of the process X(t) = (X 1 (t); :::; X n (t)) , with respect to x, exists for any p 2 Z + . We denote, for t 2 [0; T ], the p-th variation of X(t) by X (p) (t) and, for 0 t s T , the …rst variation process
, see Section 2.3 in [26] , solves the stochastic di¤erential equation
where ij is the Kronecker delta. In particular, X (1) ( ) is a n n-matrix and X (1) (s) 2 (D 1 ) n n . Similarly, for 0 t s T , the second variation solves the stochastic di¤erential equation
(2.12)
be a vector containing the process X and its variations up to fourth order. As above we note that X (3) ( ) is a n n n n-matrix and that X (4) ( ) is a n n n n nmatrix. Hence the vector Z(s) contains e n := n + n 2 + ::: + n 5 = n(n 5 1)=(n 1) elements. Moreover, the vector of variations Z(s) satis…es the following system of stochastic di¤erential equations
(2.14)
where and are matrix valued functions. In (2.14) I n denotes the n n unit matrix. Note that (s; z) = ( 1 (s; z); ::::; ñ (s; z)) and that the matrix has dimensionñ n.
We next introduce the Euler scheme for the system de…ned in (2.14). Given a time horizon of T , we let ft k g N k=0 de…ne a partition of the interval [0; T ], i.e. 0 = t 0 < t 1 < :::: < t N 1 < t N = T , and we de…ne t k = t k+1 t k for k 2 f0; :::; N 1g. Recall that the Euler scheme associated to the system in (1.3) was introduced in (1.8)-(1.9). In analogy with (1.8)-(1.9), we de…ne, for m 2 f0; :::; N 1g, the continuous Euler approximation of fZ(s) : 0
for k 2 fm; :::; N 1g. Furthermore, for general 0 t m s T , we have
(t m ; t k ) for the second variation of X with initial data X (2); ijl (t m ; t m ) = 0. A similar notation will be used for the higher order variations of
for k 2 fm; :::; N g.
An error expansion for the Cauchy problem
Assume that the assumptions of Theorem 2.2 are satis…ed, let v be as in Theorem 2.2 and let , j j 4, be a multi-index. Recall that the vector of variations fZ(s) : 0 t s T g was introduced in (2.14). Then, using the notation in (2.13), we have
where z = z(x) and the functions g and f are composed of partial derivatives of g and f , respectively, up to order j j multiplied by polynomials, of degree at most j j, de…ned using the components of the vector Z as coordinates. In particular, by an explicit calculation,
conditioned on X
(1)
Next we de…ne
whenever k 2 f0; 1; ::; N 1g. We let G(z) and F (t; z) denote, respectively, the column vectors having an enumeration of fg (z)g and ff (t; z)g as their components. Similarly, for k 2 f0; 1; ::; N 1g and z 2 R e n , we let V (t k ; z) = V G;F (t k ; z) and V (t k ; z) = V G;F (t k ; z) be the column vectors having an enumeration of fv (t k ; z)g and fv (t k ; z)g, respectively, as their components. Moreover, we let
, whenever k 2 f0; 1; ::; N 1g; z 2 R e n ; (3.6) and we note that G;F (t k ; z) is a column vector of the same dimensions as V (t k ; z) and V (t k ; z). To continue we let
and
In this general setting we …rst derive the following representation formula for the time-discretization error G;F (t k ; z).
and assume that (1.2) and (2.2) hold. Let G;F (t k ; z) be de…ned as in (3.6) whenever k 2 f0; 1; ::; N 1g and z 2 R e n . Then G;F (t k ; z) equals
Proof. To prove the error representation, we …rst apply Itô's formula to dV (t; Z (t))
By Theorem 2.2, V solves the equation @ t V +LV = F and hence we can eliminate the term @ t V (t; Z (t)) in (3.11) and obtain
(3.12) Integrating both sides of (3.12) and taking expectations we see that
Furthermore,
Now combining (3.13) and (3.14), the lemma follows readily. 2
To proceed, we de…ne
whenever k 2 f0; 1; :::; N 1g, i; j 2 f1; ::; e ng. Next, we introducẽ
conditioned on the event Z (t k ) = z and, similarly,
conditioned on the event Z (t k ) = z. Equipped with this notation we derive the following lemma, which provides an expansion of the error G;F (t k ; z) with G;F (t k ; z) as the leading order term.
p (R n ) and assume that (1.2) and (2.2) hold. Let G;F (t k ; z),~ G;F (t k ; z) and G;F (t k ; z) be de…ned as in (3.6), (3.16) and (3.17), respectively, whenever k 2 f0; 1; ::; N 1g, z 2 R e n . Then
which immediately implies that
where N = max f t 0 ; t 1 ; :::; t N 1 g.
Proof.
Since all components of i , D ij , V , G and F are smooth and have polynomial growth, (3.18) follows by a standard interpolation estimate, analogous to Lemma 2.3 in [30] . To prove (3.19), we …rst conclude, proceeding as in the proof of Lemma 3.1, that
The generator of the process Z (t) isL and hence, for t h t p t < t p+1 , 
The remainder of the proof of (3.19) now follows directly along the lines of the proof of Lemma 2.4 in [30] . 2 Finally we note that if F 0, then
(3.27) conditioned on the event Z (t k ) = z, with V = V G;0 .
Error expansions in a posteriori form
p (R n ) and assume that (1.2) and (2.2) hold. Let v g;f be the solution to (2.7) for data given by g; f and parameter values ( ; ) = (0; 0). Furthermore, we let, as in the introduction, f X(t) : t 2 [0; T ]g solve (1.3) for parameter values ( ; ) = (0; 0) and we let f X (t) : t 2 [0; T ]g be the corresponding continuous Euler approximation introduced in (1.8)-(1.9). Moreover, in the following, we let i (t; X (t)) = i ( (t); X ( (t))); ij (t; X (t)) = ij ( (t); X ( (t))); a ij (t; X (t)) = a ij ( (t); X ( (t))); (4.1) whenever t 2 [0; T ]. Recall that a ij was introduced in (2.3). Let Z(t) be the vector de…ned in (2.13) based on X(t) and let Z (t) be the Euler discretization of Z(t).
Note that the …rst n components of the vector Z(t) introduced in (2.13) equal X(t) and also that Z (t) = ( X (t); X (1); (t); X (2); (t); X (3); (t); X (4); (t)). We de…ne
whenever k 2 f0; 1; ::; N 1g and we let
, whenever k 2 f0; 1; ::; N 1g:
Moreover, we let g;f (x) := g;f (0; x) and write
Then, arguing as in the proof of Lemma 3.1 it follows that g;f (x) equals
(4.5) To proceed, we let
whenever k 2 f0; 1; :::; N 1g, i; j 2 f1; ::; ng, and we introduce
conditioned on the event X (0) = x. Now, by reproducing the proof of Lemma 3.2, we arrive at the following lemma.
p (R n ) and assume that (1.2) and (2.2) hold. Let v g;f be the solution to (2.7) for data given by g; f and parameter values ( ; ) = (0; 0), let v g;f and g;f be de…ned as in (4.2) and (4.3) respectively. Furthermore, let g;f be de…ned as in (4.7). Then,
Discrete dual functions
Recall that
In the following we introduce appropriate dual functions associated to g, X and related to u . In particular, a simple generalization of Lemma 2.5 in [30] shows that
(4.10) for i; j; l; q 2 f1; ::; ng and k 2 f0; ::; N g. The functions , (1) , (2) and (3) are referred to as dual functions and can be explicitly calculated by means of certain backwards in time di¤erence equations. In particular, let
whenever i 2 f1; :::; ng, k 2 f0; :::; N 1g and x 2 R n . The discrete dual function , associated to g and X , is then recursively de…ned as
whenever i 2 f1; :::; ng and k 2 f0; :::; N 1g. The second dual function (1) , which is the …rst variation of , satis…es
for i; j 2 f1; :::; ng and k 2 f0; :::; N 1g. Analogously we can, by di¤erentiating (1) , derive the following recursive relations for the third dual function (2) , for i; j; l 2 f1; :::; ng and k 2 f0; :::; N 1g,
Finally, a similar calculation also yields a recursive scheme for the calculation of the fourth dual function (3) , but we omit the details.
Calculation of u
In this section we apply the general theory above to the special case of calculating u. This corresponds to setting f = 0 in the above deductions and we emphasize that the results in this section has previously been derived in [30] . To proceed we see, by applying the results above to the case f = 0, that
. It is standard to determine u (x) by means of the Monte Carlo estimator
where M is some positive integer and f! m g M m=1 represents M realizations of the discrete Euler approximation of f X(t) : t 2 [0; T ]g. In particular, we see that
where E d (x) and E ;M s (x) represent the time-discretization error and the statistical error, respectively. For k 2 f0; :::; N 1g and m 2 f1; :::; M g, we de…ne
Then, using (4.16) and (4.18), we see that
Furthermore, by the central limit theorem, we have
where, for each k 2 f0; 1; ::; N 1g, the random variable p M I k;M converges as M ! 1 to a normally distributed random variable with zero mean and variance
4.3 Calculation of @ u and @ u Assume (1.2) and (2.2), let T > 0 be given, let g 2 C 1 p (R n ) and let u = u (t; x) = u(t; x; ) be the unique solution to (1.6) de…ned with respect to and . Similarly, let u = u (t; x) be the unique solution to (1.6) de…ned with respect to and . Then, formally di¤erentiating (1.6) with respect to and , we see that @ u(t; x; (0; 0)) and @ u(t; x; (0; 0)) satisfy
whenever (t; x) 2 (0; T ) R n , and
whenever x 2 R n . By (4.25) and (4.26), it is clear that (@ u)(t; x; (0; 0)) and (@ u)(t; x; (0; 0)) solve, respectively, the problem stated in Theorem 2.1 with g 0 and with right hand sides
respectively. Recall that u solves the same problem but with Cauchy data de…ned by g and with f 0. An application of Theorem 2.2 now yield the following stochastic representation formulae for (@ u)(t; x; (0; 0)) and (@ u)(t; x; (0; 0)). where
2 ), and furthermore, based on (4.2), (4.7) and (4.27), we have
conditioned on the event X (0) = x. For v 2 f u; u g, we introduce the notation
and, as a consequence, (4.30) can be neatly rewritten as
Moreover, arguing as in (3.2)-(3.4), we can calculate the …rst and second order derivatives of v 0;F (t k+1 ; X (t k+1 )) and v 0;F (t k+1 ; X (t k+1 )) explicitly, conditioned on the event X (0) = x. Indeed, introducing, for v 2 f u; u g, the notation
(4.34)
we deduce that (4.31) can be rewritten as
conditioned on X (0) = x. For the remainder of this section we consider, for the sake of brevity, only the calculation of (@ u)(0; x; (0; 0)). The calculation of (@ u)(0; x; (0; 0)) proceeds analogously. Then, to start with, combining (4.29), (4.33) and (4.36), we see that (@ u)(0; x; (0; 0)) equals
To …nd a computable expansion, in a posteriori form, of (@ u)(0; x; (0; 0)) and the time-discretization error produced, we have to replace u by u in (4.37). To do this we …rst note, simply by using linearity, that
and analogously for the second and third term in (4.37). Hence the three terms in (4.37) can be written as a sum of three terms containing u and three terms containing u u . The terms containing u are computable in a posteriori form and can, by means of (4.10), easily be expressed using the discrete dual functions , (1) , (2) and (3) de…ned in (4.12)-(4.14). Concerning the terms containing u u , we …rst note that the -factors in C F ;k;h give rise to a term of order O ( N ), implying that the term including
and since the regularity assumptions assert that the di¤erences in brackets on the right hand side of (4.39) give rise to terms which are of order O ( N ), we conclude that the term including
2 ) as well. It remains to consider the term involving A F ;k ( u u ). However, this term can be handled as follows. By elementary properties of conditional expectations, we obtain
Moreover, using (3.26) and (3.27), we have
where can be computed by means of …rst and second order dual function for the extended system Z . As we are only interested in …rst and second order derivatives of the function V k; ij it su¢ ces to consider the subset of components of the vector
which coincides with X (t h ) ; X (1); (t k ; t h ) ; X (2); (t k ; t h ) . Hence, with a slight abuse of notation, we shall, in the following, let Z (t h ) denote the vector
and we note that this vector containsn = n + n 2 + n 3 = n(n 3 1)=(n 1) elements. Naturally Z (t h ) can be considered as consisting of three blocks of components and in the following we, for clarity, treat the three blocks of components of Z separately in the de…nition of the dual functions. Let i; j and k be the indices in the de…nition of V
where a; b; c 2 f1; ::; ng. In particular, the sets ( for a; b; c; d; e; f 2 f1; :::; ng. Note that in (4.43) and (4.44) the number of elements are of the order n 3 and n 6 , respectively, and the calculation of the second order dual functions in (4.44) may seem prohibitively extensive and expensive for large n. However, in many application the 'matrix'of dual functions in (4.44) turns out to be very sparse in the sense that many entries are zero. In particular, in our example in Section 6 concerning the LIBOR market models the number of non-zero entries turns out to be of the order n 2 instead of n 6 . To get a more thorough understanding of the complexity of the set of elements in (4.43) and (4.44) we refer the reader to the examples in Section 5 and Section 6. To continue we, in the following, let (x; x 1 ; x 2 ) denote ann-dimensional vector describing the components of the vector X ; X
(1); ; X (2);
. Equipped with this notation we note that in the extended system the counterpart of (4.11) 
(4.50) Furthermore, analogous relations hold for the other eight blocks of dual functions of second order. Using the counterpart of (4.10) associated to the dual functions of the extended system, we obtain 
2 ). As noted above E ;d can be written down explicitly in a posteriori form. An analogous representation holds for (@ u)(0; x; (0; 0)) as well. Finally replacing the expectations with averages over a …nite set of simulations f! m g M m=1 we obtain (1.11). This completes the proof of (1.11), (1.12) and (1.13).
Controlling statistical errors
To discuss how to control the statistical errors in the calculation above we …rst consider a general random variable Y de…ned on a probability space ( ; F; P ) and we let fY (! m )g M m=1 , ! m 2 , denote M independent samples of Y . Let A(M; Y ) and S(M; Y ) denote the sample average and the sample standard deviation, respectively,
and let F Z M (z) = P (Z M z) be the cumulative distribution function of Z M . Similarly let (z), z 2 R, be the cumulative distribution function of a standard normal random variable with zero mean and unit variance. By the Berry-Esséen theorem, see for example Theorem 2.4.10 in [9] , we see that
In particular, if we introduce the error
Let M = 2 6 where 1 and let be de…ned through the relation (c 0 ) = . Then, combining the estimates in the last two displays we see that
In particular, if we let 2 14400 and c 0 1:96 then P jE S (M; Y )j c 0 p M 0:90. Finally, using S(M; Y ) as an approximation of we can ensure that
with probability close to one. To apply this general theory to the calculation of u we let Y (! m ) = g(X (T; ! m )), for j = 1; :::; M , where M is su¢ ciently large. Then, from the discussion above it follows that the statistical error has the upper bound are su¢ ciently small. As the …nal step, (4.61) is used to estimate the statistical error. If the statistical error exceeds some given tolerance, the M trajectories are discarded and M 0 M new trajectories are generated on the re…ned mesh. This process is then iterated until the statistical error is su¢ ciently low. For details we refer to Section 5.3 in [30] . Secondly, focusing on the calculation of @ u and @ u we see, by analogy, that the same algorithm, together with (1.11), (1.12) and (1.13), can be used to adaptively control the error in the calculation of the sensitivities.
A numerical benchmark example
In this section we supply a simple one-dimensional benchmark example for which u and the sensitivities can be explicitly calculated. This example serves as a stylized illustration of the techniques involved and we use this example, in particular, to evaluate the performance of the estimators in (1.12). To outline the example we let T > 0 and consider (t) = (t; ) = (t) + ~ (t) , where (t) = 1 + t 10 ;~ (t) = t 2 :
Then (t) satis…es (1.2) whenever (t; x) 2 [0; T ] R. Using (t), we let X solve the stochastic di¤erential equation
and the corresponding di¤erential operator is
Then, using the Feynman-Kac formula, we see that u solves the Cauchy-Dirichlet problem @ t u (t; x) + Lu (t; x) = 0; whenever (t; x) 2 (0; T ) R; u (T; x) = x 2 ; whenever x 2 R: (5.5)
Moreover, using Itô calculus, we deduce that u (t; x; (0; )) equals (5.8) We intend to demonstrate how the methodology outlined in the previous sections can be used to …nd u (t; x; (0; 0)), (@ u) (t; x; (0; 0)) and the associated timediscretization errors numerically. In the following, we let T = 1 and we consider t = 0; x = 1. Then, u (0; 1; (0; 0)) = 81 80 e Let ft k g N k=0 de…ne a partition of the interval [0; 1], i.e. 0 = t 0 < t 1 < :::: < t N 1 < t N = 1 with t k = t k+1 t k for k 2 f0; :::; N 1g. Let X be the Euler approximation of X for = 0 and note that
with initial condition X (t 0 ) = 1. Furthermore, in this particular case (4.11) reduces to
while all higher order derivatives of c with respect to x are zero. Given the data g (x) = x 2 , the …rst and second dual functions , (1) , associated to g( X (t N )), are recursively de…ned as follows
Now, using the deductions in Section 4.2, we see that
and the time-discretization error E ;M d is given by 
;d , which is the sample mean of E ;d , we …rst note the term in (4.54) containing C F ;k;h ( u ) is zero. Indeed, this easily follows from the de…nition of the dual functions and that the facts that @ c = 0, for j j 2, and @ g = 0, for j j 3, imply that the third and fourth order dual functions are identically zero. The term in (4.54) containing B F ;k ( u ) can be rewritten as
Hence it remains to consider the term in (4.54) containing A F ;k ( u u ) and, as outlined in Section 4.3, we use dual functions for the extended system. However, by the recursive relation (2.12), and the fact that spatial second order derivatives of the drift and di¤usion coe¢ cients of the stochastic di¤erential equation (5.2) are zero, we can conclude that the second variation of this system is identically zero. Hence, the extended system reduces to Z (t h ) = X (t h ) ; X (1); (t k ; t h ) , where the Euler approximation X
(1); of the …rst variation is de…ned through the recursive relation
Furthermore, in this case (4.42) and (4.45)-(4.47) reduce to
and w 2 (t h ; x; x 1 ) 0. By induction, ( k ij ) 0 is identically zero and, as a consequence, the only nonzero …rst order dual function is (
for h < N . Similarly, by induction it follows that all second order dual functions, except (
lm is nonzero only for coordinates corresponding to X (t h ), the dual function ( k ij ) 11 does not contribute to @ 11 ( u u ) and can be omitted. In particular, we obtain
and, combining (5.23) with the deductions above, we can conclude that E ;d equals
conditioned on X (0) = 1. We now present the results of our simulation study. In Table 1 1:8. Note, in this context, that the error expansion in this article can be used to construct extrapolation methods with order of convergence close to two for the sensitivity. Moreover, we stress that, in this and many other examples, the approach described in this article is much more e¢ cient than the …nite di¤erence method, which suggests that @ u (0; 1) is approximated by means of u (0; 1; (0; )) u (0; 1; (0; 0)) , (5.25) for some . In particular, we conclude from (5.6) that must be very small in order to assert that higher order terms in do not in ‡uence the estimate of the sensitivity. Furthermore, as appears in the denominator of (5.25), the statistical error in the calculation of u is magni…ed by a factor 2 1 . Hence, to obtain the same statistical error in the estimate of the sensitivity as in the estimate of u, we need to multiply the number of trajectories used in the estimate of u by a factor 4 2 , which, in most cases, will result in an immense number of trajectories. 
Pricing and hedging of …nancial derivatives
In this section we illustrate the method outlined in this article in the context of pricing and hedging of interest rate derivatives in LIBOR market models. In particular, we …rst show how to calculate the value of European swaptions, with control of the errors, using the analysis outlined in Section 4.2. We then illustrate and evaluate (1.11) and the estimators in (1.12) as we perturb the underlying volatility structure. Note that the basic articles on LIBOR market models and swap market models are [4] , [21] and [25] . However, today there exists an extensive literature on the subject and we refer to [5] for a thorough outline of this type of models.
LIBOR market models. To outline these models we let T i , i 2 f1; 2; :::; n + 1g, denote a …xed set of n + 1 bond maturities with equal spacings T i+1 T i = for some > 0. We let L i (t), i 2 f1; 2; :::; ng, denote the forward LIBOR rate, contracted at 0 t T i , for the interval [T i ; T i+1 ) and we let L(t) = (L 1 (t); :::; L n (t)). Furthermore, we let (t) denote the index of the next maturity date, at time t, and we note that T (t) 1 < t T (t) . In LIBOR market models the arbitrage free dynamics of the forward rates are given by
(6.1) whenever 0 t T i , i 2 f1; :::; ng, where W is a standard n-dimensional Brownian motion under the risk-adjusted measure and
In the following we let X i (t) = log L i (t), X(t) = (X 1 (t); :::; X n (t)), and we note that
whenever 0 t T i , i = 1; :::; n. Moreover, we introduce
and, using the notation in (6.4), we can rewrite (6.3) as dX i (t) = i (t; X(t)) dt + ( i (t; X(t))) dW (t); (6.5) whenever 0 t T i , i 2 f1; :::; ng. In the following we assume, in order to limit the complexity in the example, that i (t; X(t)) =^ i (t; L(t)) = i (t); for i 2 f1; :::; ng: (6.6)
In particular, we assume that the volatility structure is independent of X(t) (and L(t)) but depends on t. To summarize, we consider
whenever 0 t T i , i 2 f1; :::; ng, where the drift coe¢ cient can be speci…ed according to
Perturbations of the volatility structure. In the example we will perturb the volatility structure as in (1.1). In particular, we let i (t) = i (t; ) = i (t) + ~ i (t) ; for i 2 f1; :::; ng; (6.9) where ;~ : R + ! M (n; R), 2 R, and j j , for some small > 0. Combining (6.8) and (6.9) we see that the perturbations in (6.9) give rise to perturbations of . In particular, inserting (6.9) in (6.8) we see, for i 2 f1; :::; ng, that i (t) = i (t; ) = i (t) + ~ i (t) + a term of second order in , (6.10) where = and
Financial derivatives. We illustrate the method outlined in this article by applying it to the pricing and hedging of European swaptions. In the following we let
; whenever 1 p m n; (6.12) be the value at T p of a zero-coupon bond maturing at T m+1 . In our setting the forward swap rate at T p , p 2 f1:::; ng, for a swap with payment dates T p+1 ; :::; T n+1 equals
We recall that a European (payer) swaption grants the holder the right, expiring at T p , to enter into a swap with payment dates T p+1 ; :::; T n+1 , where the holder pays the …xed leg and receives the ‡oating leg on a principle of 1. Let p denote the pay-o¤ of this option and let R be the …xed rate speci…ed in the underlying swap. Then
We next note that we, in analogue with most other approaches to the calculation of the 'Greeks', somehow have to adjust to the fact that the function x + is not di¤erentiable at x = 0. In particular, as derivatives of the pay-o¤ up to fourth order is required in order to de…ne the dual functions, we have to work with a smooth approximation of x + instead of x + itself. To proceed we let, for …xed > 0, = (x) : R ! R be a su¢ ciently smooth approximation of the function x + such that (x) ! x + , for every x 2 R, as ! 0. As we, in order to determine the dual functions, need to calculate derivatives of up to fourth order one possible choice for is the four times continuously di¤erentiable piecewise polynomial
where I (x) denotes the indicator function for the interval I R. Recall that X (T p ) is the vector of solutions to (6.7) at time T p . It is clear, by (6.15)-(6.16) and the de…nition of X, that F p and H p are completely determined by the values of X (T p ). We let
Then, our ambition is to calculate
where x will be speci…ed below, but, for the reasons discussed above, we instead focus on the calculation of 6.20) for small . In particular, u p (0; x) is an approximation of the expectation in (6.19) . Furthermore, based on (6.9)-(6.11) and (6.20), we see that the approximation of the sensitivity of the expectation in (6.19) , with respect to perturbations of the volatility structure, based on (6.20) and at (0; x), equals
Parametrization and model reductions of the LIBOR market model. We introduce the parameters
( ij (t)) 2 ; whenever 0 t T i ; i 2 f1; :::; ng;(6.22)
; whenever 0 t minfT i ; T j g; i; j 2 f1; :::; ng;
where i (t) and ij (t) represent, respectively, the instantaneous volatility of log L i (t) and the instantaneous correlation between log L i (t) and log L j (t). Using this notation it is clear that we have to specify i (t) and ij (t) in order to specify the model. In reality the calibration of these quantities is a non-trivial problem, e.g. see [29] , and there are many suggested approaches to the reduction of the e¤ective number of parameters. One frequently used parameterization of the LIBOR market model is i (t) = c i h(T i t); whenever 0 t T i ; i 2 f1; :::; ng; ij (t) = (T i t; T j t); whenever 0 t minfT i ; T j g; i; j 2 f1; :::; ng; (6.23) where h is a positive real valued function, fc i g are positive real numbers and : R + R + ! M (n; R) satis…es the characteristics of a correlation matrix. This model reduction is thoroughly described in [29] . In the following we let be a piecewise constant function with the property (T i t; T j t) = b i (t);j (t) ; whenever 0 t minfT i ; T j g; i; j 2 f1; :::; ng; (6.24) and where the matrix b 2 M (n; R) can be decomposed
(6.25) for i; j 2 f1; :::; ng, for some set of (constant) unit vectors fe i g n i=1 in R n . Using (6.23)-(6.25), we see that i (t) = d i h(T i t)e i (t) ; whenever 0 t T i ; i 2 f1; :::; ng (6.26) for some positive real numbers fd i g. Hence it remains to …x the function h and one possible form of h(t), suggested in [28] , is h(t) = h a;b;c (t) = c + (1 c + at)e bt ; where a; b; c > 0: (6.27) This class of functions is, according to [28] , designed to replicate volatility structures that are often observed in real markets. Finally, to complete the model we have to specify the parameters to be used in the numerical simulation below. In particular, we let n = 21; = 1=2; T p = 5; T = 10; R = 0:04; Furthermore, concerning the unperturbed model volatility structure we use parameters calibrated by means of the methods in [29] . In particular, we let Finally, the unit vector e i (t) in (6.29) is determined as in (6.25) based on the matrix fb i;j g n i;j=1 where b i;j = exp ji jj n 1 log 0:13 1:76
(6.31) This speci…cation can be found in [29] . To specify the perturbations, we let, for 2 f1; :::; ng, a perturbation~ ( ) (t) of the volatility structure be given bỹ 6.32) where i is the Kronecker delta and a; b; c; fd i g are de…ned in (6.30) . This perturbation corresponds to multiplicative noise in the -th coordinate of (t).
Discrete dual functions. Let p 2 f1; :::; ng be given, let i; j 2 f1; ::; ng and let ft k g N k=0 de…ne a partition of the interval [0; T p ], i.e. 0 = t 0 < t 1 < :::: < t N 1 < t N = T p with t k = t k+1 t k for k 2 f0; :::; N 1g. Let X be the Euler approximation of X, i.e.,
for i 2 f1; ::; ng. Next we note that in this case (4.11) becomes
with similar expressions for the third and fourth order derivatives of c i . Furthermore
; for (t k ) ; i: (6.37)
Moreover, the third and fourth order derivatives of can also be derived in a similar fashion. In particular, we note that due to the presence of the Kronecker delta in (6.37), and similarly for the higher order derivatives, it follows that that all mixed derivatives of i (and hence of c i ), of order two and higher, are zero and this fact reduces the computational complexity considerably.
We are now ready to de…ne the dual functions. In particular, given the data g p , the …rst, second and third dual functions , (1) and (2) , associated to g p ( X (t N )), are recursively de…ned as follows. To start with, we have
The fourth order dual function (3) is de…ned similarly but we omit further details.
The calculation of the dual functions requires that derivatives of g p up to fourth order are determined and we note that these derivatives can be calculated explicitly from (6.15)-(6.18).
Using (6.40)-(6.42) and the method for controlling the statistical error described in Section 4.4, it is straightforward to construct an adaptive algorithm, as outlined in [30] and described in Section 4.5, to calculate u p (0; x) such that the error with high probability is within a prede…ned tolerance. In this example we omit the details and instead we focus on the problem of calculating the sensitivities.
Discrete dual functions for the extended system. To explicitly calculate the time-discretization error, arising in the calculation of the sensitivities below, we must, as outlined in Section 4.3, determine the …rst and second order dual functions of the extended system Z (t h ) = X (t h ) ; X (1); (t k ; t h ) ; X (2); (t k ; t h ) associated with the functional
We here note that in this case the Euler approximations of the …rst and second variation processes are de…ned recursively as
with initial condition X
(1) ; uv (t k ; t k ) = uv and 
t t h : (6.48) We emphasize that in the following we consider i, j and k as …xed and use the summation convention for the variables r; s; t; u; v; w; and .
Discrete dual functions of …rst order for the extended system. Using (6.46)-(6.48) in (4.48) we …rst see that 
Discrete dual functions of second order for the extended system. To calculate the dual functions of second order we use (6.46)-(6.48) in (4.50). However, for the sake of brevity, we refer the reader to the appendix, Section 8, in [32] for the explicit calculations. Based on the calculations in Section 8 in [32] we conclude, see [32] , that there are, for every choice of (i; j), a total of 4n+9n 2 non-zero distinct dual functions to be calculated for the extended system. In particular, the complexity is much lower compared to the upper theoretical bound, see (4.44) and the subsequent discussion, on the number of dual functions which is of the order n 6 .
Calculation of sensitivities. We here calculate the sensitivity in (6.21) for the perturbations~ =~ in (6.32). We will accomplish this by means of the results established in Section 4.3. In particular, applying (4.52)-(4.54) in our case we see that
where 
and E ;d equals
In Section 4.3 we proved that all terms in E ;d and E ;d are computable in a posteriori form and we here need to derive explicit expressions for these quantities. In the following we again, for the sake of brevity, only supply the details for E ;d . We consider the terms in (6.55) one at a time. First, the term involving A F ;k equals, due to (4.40),
Moreover, introducing the notation
we conclude, by (4.51) and the de…nition of the extended system, that the derivative @ ij u u t k ; X (t k ) can be rewritten as
Note that the conditional expectation with respect to Z (t k ) = X (t k ); I n ; 0 , occurring in (4.51), can be removed in this case as the randomness in (6.44)-(6.45) only enters through X . Next, for term containing B F ;k ( u ) we obtain
Finally, focusing on the term containing C F ;k;h we …rst note that the conditional expectation can be removed for the same reason as in (6.57). Furthermore, recalling (4.6) and (4.35), we see that
lmuv (t h ) Numerical results from the simulations. In order to be able to estimate the price of European swaptions in LIBOR market models and the corresponding sensitivities with respect to the underlying volatility structure we must …rst choose an appropriate value of . Figure 2 shows that the error in the swaption price that is due to u p being approximated by u p decreases as 2 as tends to zero, suggesting that a very small value of should be used. Moreover, we see from Figure 3 that the sensitivities initially increase as is decreased and then saturates at some level, implying that as long as we choose < 10 1 , the sensitivities will be more or less the same. However, as seen in Figure 4 , the statistical error in the estimate of the sensitivities behaves asymptotically as 0:65 and the number of trajectories required to assert that the statistical error is below a given tolerance varies as M / 1:3 . As we shall see below, the time-discretization error for the sensitivities also increases as is decreased and consequently, as far as the sensitivities are concerned, we should not choose too small. Based on this discussion, we have chosen to work with the two cases = 10 1 and = 10 2 in the numerical simulations below.
With …xed, we …rst consider the calculation of u p and the corresponding timediscretization error and statistical error. Table 2 displays the results of a simulation with M = 1:25 10 7 trajectories. As expected the time-discretization errors are of order O ( N ). Note also the fourfold increase in statistical discretization error as is decreased from 10 1 to 10 2 . This is due to the fact that the derivatives @ g p (x), for x 2 ( ; ) and j j 2, diverge as ! 0. Next, we consider the estimates of the sensitivities. Figure 5 displays the sensitivities (@ ( ) u p ) (0; x; (0; 0)) for di¤erent choices of and we see that the sensitivities increase rapidly for 1 < p but are fairly constant for p n. To ensure that the sensitivity estimate in (6.53) gives the correct value, we have performed a …nite di¤erence approximation of the sensitivity with respect to~ (21) for = 10 2 . In particular, using a …nite di¤erence approximation based on (21) = 0, (21) = 0:05, Next we consider the estimates of the time-discretization and statistical timediscretization errors for the sensitivities and, for brevity, we shall only consider the sensitivity corresponding to = 21. Figure 6 shows, for = 10 1 and = 10 2 respectively, the dependence of the terms including A F ;k , B F ;k and C F ;k;h on the number of time steps. The …rst two terms are of order O ( N ) whereas the last term turns out to be of order O(( N ) 2 ) and can thus be omitted in this setting. Note also that the error terms containing A F ;k and C F ;k;h increase with but that the term containing B F ;k appears to be independent of . Table 3 displays the results of a simulation with M = 2 10 6 trajectories. Note that since the estimates of the time-discretization error turn to in…nity as ! 0, the term E ;M ;d will increase as is decreased. Nevertheless, the time-discretization error is bounded by E ;M ;d . 1 and the right plot to = 10 2 . Legend: time-discretization error (solid thin); statistical timediscretization error (dash thin); terms containing A F ;k (circles); terms containing B F ;k (diamonds); terms containing C F ;k;h (squares); reference line with slope 1 (solid thick); reference line with slope 2 (dash thick).
Summary and discussion
Any numerical algorithm (Monte Carlo algorithm) for stochastic di¤erential equations produces a time-discretization error and a statistical error in the process of pricing …nancial derivatives and calculating the associated 'Greeks'. In this article we have shown how a posteriori error estimates and adaptive methods for stochastic di¤erential equations can be used to control both these errors in the context of pricing and hedging of …nancial derivatives. In particular, we have derived expansions, with leading order terms which are computable in a posteriori form, of the time-discretization errors for the price and the associated 'Greeks'. These expansions allow the user to simultaneously …rst control the time-discretization errors in an adaptive fashion, when calculating the price, sensitivities and hedging parameters with respect to a large number of parameters, and then subsequently to ensure that the total errors are, with prescribed probability, within tolerance. Furthermore, we have demonstrated the methodology outlined through two numerical examples.
One point left open in the bulk of the article is a discussion of the importance of the ellipticity condition in (1.2). This condition is used to ensure the appropriate elliptic regularity theory for the operator @ t + L. However, there are many important classes of systems and operators which do not satisfy this ellipticity condition. One important class of such operators, relevant in the context of mathematical …nance, is the class of second order di¤erential operators of Kolmogorov type of the form
b ij x i @ j (7.1)
where (t; x) 2 R N +1 , m is a positive integer satisfying m < N , the functions fa ij ( ; )g and fb i ( ; )g are continuous and bounded and B = fb ij g is a matrix containing constant real numbers. As m < N these operators cannot be uniformly ellipticparabolic but this is compensated for by assuming appropriate regularity on the coe¢ cients and by assuming that the operator
is hypoelliptic, i.e., every distributional solution of (@ t + K)u = f is, whenever f is in…nitely smooth, an in…nitely smooth solution. Let
b ij x i @ j + @ t ; (7.3) and let Lie(Y; @ 1 ; ::; @ m ) denote the Lie algebra generated by the vector …elds Y , @ 1 ; ::; @ m . Then it is well-known that the above assumption of hypoellipticity of @ t + K can be stated in terms of the well-known Hörmander condition [20] :
rank Lie(Y; @ 1 ; ::; @ m ) = N + 1:
We comment that hypoellipticity of the operator @ t +L is su¢ cient for the methodology outlined in this article and, as a consequence, the methodology is also applicable to operators of Kolmogorov type. For applications where these operators occur we refer to [7] , [8] , [12] , [24] , [27] and the references in these articles.
