We present a comprehensive study of the statistical features of a three-dimensional time-reversible Navier-Stokes system, wherein the standard viscosity is replaced by a fluctuating thermostat that dynamically compensates for fluctuations in the total energy. We introduce a non-negative dimensionless control parameter Rr = f0 f /E0, which quantifies the balance between the fluctuation of kinetic energy at the forcing length scale f and the total energy E0. We use this to identify the different statistical regimes of this system. We find that the system exhibits a transition from a high-enstrophy phase at small Rr, where truncation effects tend to produce partially thermalized states, to a hydrodynamical phase with low enstrophy at large Rr. We show that this transition is similar to a continuous phase transition, in which the enstrophy plays the role of an order parameter. Above the critical value of Rr, in a narrow range, the low-order statistics of the reversible system are qualitatively similar to those observed in the direct numerical simulations of the Navier-Stokes equations. This result supports the equivalence of dynamical ensembles conjecture formulated in [1] . We use a diffusion model of turbulence (Leith model) to interpret the transition as the one between the "warm-cascade" states and the scaling solutions. We argue that the critical value of Rr is independent of the numerical resolution.
I. INTRODUCTION
In complex systems made of infinitely many interacting degrees of freedom, describing the macroscopic irreversibility that emerges from the time-reversible microscopic dynamics is a fundamental issue in the field of nonequilibrium statistical mechanics. When there exists a wide scale separation between the underlying microscopic dynamics and the macroscopic scales, the emergence of irreversibility is well understood and can be formalized using a variety of reduction techniques including but not limited to stochastic equations, diffusion or projection operators formalisms to model fast variables [2] [3] [4] [5] .
In the context of a three-dimensional (3D) stationary homogeneous turbulence, a hallmark of irreversibility is the phenomenon of anomalous dissipation, namely the fact that the rate of energy dissipation becomes finite as the separation between the injection and the dissipative viscous scales become infinite. The breaking of detailed balance in a turbulent flow is then made apparent through the celebrated Four-fifth law (see, e.g. Ref. [6] ), which ties to the average of the cube of the longitudinal velocity increments. This is an anomalous feature, as in the limit of vanishing viscosity (infinite Reynolds number) the flow could be formally described by the timesymmetric Euler equations.
A thorough description of irreversibility in turbulence requires to underpin its precise features and in recent * research.vishwanath@gmail.com years this problem has witnessed a renewed interest. In particular, non-trivial signatures of irreversibility have been identified on the Lagrangian statistics. Both experiments and large numerical simulations have demonstrated that these depend on the forward-in-time or backward-in-time conditioning [7, 8] . It has been observed that the motion of the fluid particles and heavy particles is sensitive to the irreversibility in a way that they tend to gain kinetic energy slowly and loose it rapidly [9] [10] [11] ; this has been further linked with the fundamental properties of 3D turbulence of vortex stretching and generation of small length scales [12] .
One important difficulty in studying irreversibility in turbulence comes from its asymptotic nature; even massive computational effort in numerically integrating the Navier-Stokes equations may fail in clearly disentangling the finite-Reynolds-number effects from the truly asymptotic features [13, 14] . An alternative approach is to consider governing equations with built-in microscopic time reversibility and study whether these can reproduce the features of irreversibility, as observed in turbulence, under suitably defined limits. An early example is that of the "constrained Euler system" considered in Ref. [15] , wherein the energies contained within narrow wave number shells are held constant in time; the resulting system is able to capture many statistical features of the isotropic Navier-Stokes turbulence, including intermittency.
In Ref. [1] , a time-reversible governing equation was proposed, based on the assumption that the fluid is not subjected to the usual viscous dissipation, but to a modified dissipation mechanism, obtained by impos-ing a global constraint on the system, e.g. constant energy dissipation. This modification makes the dissipative term become time-reversal invariant and an equivalence between the above reversible formulation and the standard NSE was suggested to hold true in the limit of high Reynolds number, as a consequence of a more general equivalence of dynamical ensembles for non-equilibrium systems [16] . Henceforth, we refer to this as "equivalence conjecture". If this conjecture is true, then the statistical properties of a turbulent flow could be obtained by adopting two distinct approaches, which model microscopic dissipation differently, but yield an equivalent macroscopic behavior. Besides, the use of the reversible formulation opens up the possibility to explore the implications of the Chaotic hypothesis [17] for the fluctuations of the local observables and the Lyapunov spectrum. This perspective has motivated many investigations, including numerical [18] [19] [20] [21] and experimental ones [22] .
The idea of equivalence of dynamical ensembles was tested by performing numerical simulations of the timereversible version of a shell model of turbulence, obtained by imposing a global constraint of energy conservation [18] . It was demonstrated that as the amplitude of the external force is varied, from zero to high values, the system exhibits a smooth transition from an equilibrium state to a non-equilibrium stationary state with an energy cascade from large to small scales. Therefore, it was concluded that the equivalence conjecture is satisfied at least for the typical observables measurable in turbulent flows. More recently, this was also verified for different choices of the global constraint [23] . Moreover, the reversible shell model simulations have been used to study the statistics of the Lagrangian power, to understand and differentiate the source of time irreversibility linked with the non-equilibrium energy cascade process from the explicit breaking of the time-reversal invariance due to viscous dissipation [24] .
The validity of the equivalence conjecture and the predictions of the chaotic hypothesis were also studied in the case of incompressible two-dimensional (2D) flows [19, 21] . Direct numerical simulations (DNS) of the incompressible 2D Navier-Stokes equations and its reversible version were used to examine the fluctuations of the global quadratic quantities in statistically stationary states; also a comparative study of the Lyapunov spectra showed that they overlap [21] . These studies went beyond the reduced models of turbulence and dealt with the full governing equations, though with small number of Fourier modes, and provided an additional support in favor of the conjecture.
The above discussion suggests that the time-reversible formulation of the NSE, as prescribed by the equivalence conjecture, can be regarded as a generalized framework to study the statistical properties of turbulent flows; in particular, it can help in understanding and quantifying the irreversibility in turbulence, given that the governing equations are formally time-reversible. A full statistical characterization of these equations in 3D, beyond the reduced models of turbulence, has not been attempted so far.
The present paper intends to fill this gap and presents a comprehensive study of the statistical features of a 3D time-reversible Navier-Stokes system, in which the standard viscosity is replaced by a fluctuating thermostat that dynamically compensates for fluctuations in the total energy. To identify different statistical regimes of this system, we introduce a non-negative dimensionless control parameter R r = f 0 f /E 0 , which quantifies the balance between the fluctuation of kinetic energy at the forcing scale f and the totaL energy E 0 . We find that the system exhibits a transition from a high-enstrophy, truncation effects dominated phase at small R r to lowenstrophy, hydrodynamical states at large R r . This transition has features akin to a continuous phase transition, with average enstrophy as an order parameter. Moreover, we identify a region in which the low-order statistics of the time-reversible system are qualitatively similar to those observed in the DNS of the Navier-Stokes turbulence, thereby supporting the equivalence conjecture formulated in Ref. [1] . We use a diffusion model of turbulence (Leith model) to interpret this transition as the one between the "warm cascades" (defined later) and the scaling solutions. It is argued that the critical value of R r is independent of the resolution of the numerical simulations.
The remainder of this paper is organized as follows. In Sec. II we give details of the time-reversible formulation of the NSE and define a non-negative dimensionless control parameter R r . We use this to discuss the behavior of the system in the two opposite asymptotic limits of R r → 0 and R r → ∞. In Sec. III we present the results from our numerical simulations. We identify a critical range of R r , wherein the system undergoes a phase transition. We find non-trivial scaling solutions that we compare with the NSE to assess the validity of the "equivalence conjecture". In Sec. IV we discuss the universality of this transition based on a Leith-type model and the concept of warm cascades. We present the summary of our findings and discuss their significance in Sec V.
The spatio-temporal evolution of the velocity field u(x, t) associated with an incompressible fluid flow is governed by the Navier-Stokes (NS) equations
where ν is the kinematic viscosity, p is the pressure field and f is the forcing term, acting at large scales, to sustain a statistically steadty state. The incompressibility is ensured by requiring ∇ · u = 0 and the fluid density is set to 1.
In the presence of the viscous dissipation term, ν∇ 2 u, the resulting macroscopic dynamics is clearly irreversible. The NS Eqs. (1) are not invariant under the transformation
We now follow Ref. [1] and alter the dissipation operator term to make it invariant under the transformation T . The idea is to make the dissipation operator acts as a thermostat, so that a certain macroscopic quantity, such as energy or enstrophy, is an integral of the motion. While Ref. [25] discusses several implementations of this idea, here we choose to follow Refs. [18, 19] and impose a constraint on the total kinetic energy. An elementary calculation shows that if the energy is held constant, then the viscosity must be allowed to fluctuate as
(
The "reversible viscosity" is a functional of u and depends on the state of the system. We refer to the equations obtained by replacing the constant in time viscosity ν in the NS Eqs. (1) with the state dependent ν r as the "Reversible Navier-Stokes" (RNS) equations and is given by
where we still enforce incompressibility as ∇ · u = 0.
B. Dimensionless control parameter Rr
To characterize the dynamical evolution of the RNS system, we introduce a dimensionless control parameter
where E 0 is the energy of the initial state, f 0 is the forcing amplitude and f is the energy injection length scale. In our formulation of the RNS Eqs. (4) the energy is conserved. Despite its suggestive name, the control parameter R r should not be interpreted as either a "Reversible Reynolds number" or an inverse thereof; even though the two asymptotic regimes R r → 0 and R r → ∞ do in fact correspond to degenerate regimes. R r → 0 corresponds to a vanishing energy injection and in this limit the dynamics of the system is governed by truncated Euler equations. Also, any numerical calculation must involve a finite resolution (degrees of freedom); therefore, the steady state corresponds to an absolute equilibrium with equipartition of energy among different degrees of freedom (for details see Sec. III A 4). The asymptotic state, R r → ∞, corresponds to an over-damped dynamics: In this limit, the forcing is infinitely large compared to the energy retained in the system. Therefore, any energy injected at scale F would be immediately removed by the reversible viscosity and the nonlinear transfer of energy would be suppressed. The two asymptotic phases should cross over at intermediate values of R r . We summarize these qualitative considerations in the form of a phase diagram in Fig. 1 . Our numerical simulations intend to substantiate this phenomenological overview and in particular, provide a detailed characterization of the crossover region. In this region, we expect to observe a non-linear hydro-dynamic regime where the truncation effects start to become important and modify the ultraviolet statistics.
III. NUMERICAL EXPERIMENTS
In this section, first we describe the numerical methods that we use, followed by the presentation of our results. We show that the transition has the character of a continuous-phase transition. Near the critical point, on the high R r side, the RNS dynamics has spectral signatures similar to the actual (irreversible) NS dynamics.
A. Simulation details
Numerical implementation
We perform 3D DNSs of the NS Eqs. (1) and the RNS Eqs. (4) by using standard pseudospectral method to compute the fluid velocity field u on a cubic, triplyperiodic domain of side L = L x = L y = L z = 2π. The use of the periodic boundary conditions allows us to express u as a Fourier series
and N c is the number of collocation points. The incompressibility condition is used to eliminate the pres-sure term by introducing a transverse projection operator P i,j (k) = δ i,j − k i k j /k 2 , which projects the nonlinear term u · ∇u on a plane perpendicular to k. To implement the pseudo-spectral method, we compute the linear terms in Fourier space and the nonlinear term in real space, which we then transform to Fourier space. To remove aliasing errors we use a 2/3-dealiasing rule, so that the maximum wave number in our simulations is k max = N c /3. Systems are evolved in time using a second-order Runge-Kutta scheme, with time step ∆ t. Both the NS and the RNS systems are solved by using the Navier-Stokes solver of VIKSHOBHA, an efficient, parallel numerical code that relies on a highly accurate pseudo-spectral method [26] .
Diagnostics
We define the energy spectrum as
we use this to compute the total energy E := k E(k) and the enstrophy Ω :
; the large eddy-turnover time is τ eddy = L 0 /u rms ; and the Kolmogorov dissipation length scale is η = (ν 3 / ) 1/4 , where = 2νΩ is the mean energy dissipation. We compute energy fluxes as
with the energy transfer function T (k, t) being defined as
Initial data and forcing
To start the runs, we use the Taylor-Green initial data, wherein the velocity is field given by:
The prefactor u 0 controls the amount of initial energy. In order to obtain statistically steady state, we force the system by using the Taylor-Green forcing:
where f 0 andk f are the forcing amplitude and wave number, respectively. We define k f = √ 3k f as the length of the forcing wave vector k f = k f ,k f ,k f .
Note that the Taylor-Green flow has a vanishing total helicity, H = u.(∇ × u) Volume .
Absolute equilibria of truncated Euler equations
In the limit of R r → 0 we expect the dynamics of the RNS system to correspond to that of the truncated Euler equations. The latter is obtained by performing a Galerkin truncation of the Euler equation at a maximum wave number k max . This truncation implies that all the non-linear interactions leading to wave numbers larger than k max are prohibited. The resulting conservative system is a set of non-linear ordinary differential equation of high dimensionality. It is known that the truncated Euler flows thermalize exhibiting interesting transients [27] [28] [29] . These thermal states are known as absolute equilibria and their statistics is given by the Gibbs ensemble [30] . For simplicity, we assume in the following a vanishing total helicity so that the energy is the only invariant of the system. As the kinetic energy is quadratic in the velocity Fourier modes, it follows that their statistics is Gaussian and we have an equipartition of energy among different modes. Therefore, the energy spectrum of an absolute equilibrium state with kinetic energy E 0 is
here, we have assumed a continuous distribution of wave numbers. We remind that k max is a large k cut-off and prevents the so-called ultra-violet catastrophe. Unlike solutions of the Navier-Stokes or the Euler equation, the dynamics of the truncated Euler system depends on the value of k max Finally, we note that in an absolute equilibrium state, the total enstrophy reads
Parameters of the Simulations
To carry out a systematic investigation of the RNS system at fixed N c and the forcing wave number k f = √ 3, we follow two protocols : (P1) use the same initial velocity field with amplitude u 0 = 1 and vary f 0 , in which case all the corresponding RNS runs have the same total energy; or (P2) vary u 0 to have runs with different E 0 , but at fixed f 0 . Our discussion is based on three sets of runs of resolution up to 128 3 , the details of which are summarized in Table I . 
B. Results
We now present our results. An useful insight into the dynamics of the RNS system is obtained by examining the behavior of the enstrophy and the reversible viscosity as a function of the parameter R r . They allow us to distinguish between the different statistical regimes; in particular, to probe the crossover region lying between the two asymptotic states: R r → 0 and R r → ∞, see Fig. 1 . As we describe below, their behavior suggests an existence of a kind of continuous phase transition oc-curring between the aforementioned asymptotic states. The vicinity of the transition region is characterized by the presence of strong fluctuations (bursts) in the enstrophy during the dynamical evolution of the RNS system. Moreover, we find that on approaching the critical value of R r from the low-enstrophy phase, in a narrow range, the RNS system exhibits statistical features akin to the Navier-Stokes non-linear dynamics.
Statistical regimes of the RNS system
The enstrophy Ω is associated with the small-scale motion and in what follows it emerges as an order parameter, and thus allows us to distinguish between the different phases (statistical regimes) of the RNS system. In our numerical experiments, we monitor the value of the normalized enstrophy Ω = Ω/Ω A.E. , with Ω A.E. = 3k 2 max E 0 /5 the enstrophy of an absolute equilibrium state computed in Eq. (13) . With this definition Ω ranges from 0 (R r = ∞) to 1 (R r = 0). The transition from a hydrodynamical regime (at large R r ) to an equilibrium (at small R r ) is apparent from both its dynamical and statistical behavior, as we show in Fig. 2 (a)-(c).
In Fig. 2 (a) we display the time evolutions of Ω for the representative values of R r from the RNS runs A1. At large values of R r , the flow evolves on a very large time scales and magnitude of the enstrophy generated is small. If we decrease R r to a value in the small range about R r ∼ 3.48, then Ω after passing through a transient stage attains a steady state value with small fluctuations.
A further decrease in the value of R r leads to an increase in Ω, but at the same time it enhances the amplitude of the fluctuations in comparison to its mean value. For example, at R r = 2.76, we have [Var( Ω)] 1/2 / Ω ∼ 1 (see Fig. 2 (c) ). If we continue decreasing R r , the mean enstrophy increases, but the relative amplitude of the fluctuations decline. We remark that even though Ω increases, the rate at which it does so gradually decreases, and in the limit of small R r it saturates to unity.
The plot of the mean enstrophy vs. R r in Fig. 2 (b) for three sets of the RNS runs: A1, A2 and B, shows a good data collapse. This is also true for the plots of relative fluctuations vs. R r in Fig. 2 (c) , showing that the phenomenon is robust. In addition, the observation that the fluctuations are highest for R r 2.9 and die quickly on either side of it, suggests that it is in the vicinity of a critical point R r . We find that the latter is essentially independent of the resolution and the protocol. Moreover, for R r < R r , Ω ∼ (R r − R r ) β and the mean-field exponent β = 1/2. 
prediction.
In Fig. 2 (d) we show the plot of ν r vs. R r on logarithmic axes. It is interesting to note that rapid fall of ν r , as we decrease R r from an initial large value to R r , is replaced by a power-law decrease ν r ∼ R 2 r below R r .
Spectral characterization of the different regimes
To further characterize the statistical regimes of the RNS system, we investigate the spectral properties of its numerical solutions. Let us recall that while the NS Eqs. (1) and the RNS Eqs. (4) have the same nonlinear term, they drastically differ in the manner in which energy is dissipated. While dissipation in the NS system is local in the Fourier space, this is not the case with the reversible viscous dissipation which is dynamically coupled to the forcing scale. Therefore, a priori we do not expect the RNS statistics to match those of the NS system for every value of R r .
Energy Spectra
We begin our characterization of the RNS system with the examination of the energy spectra. At very large R r , that is in the "hydrodynamical phase", the energy is contained in around the forcing length scales, as the dynamically generated viscous dissipation is large and thereby suppresses the transfer of energy to smaller length scales.
As R r is decreased slowly, energy begins to spread towards the higher wave numbers k > k f . At about R r ∼ 3.48, the system is in a non-trivial statistical state, which involves multitude of length and time scales. This is qualitatively akin to a turbulent regime. More specifically, Fig. 3 shows that the RNS system at R r = 3.48 reproduces the large-scale features of the NS system. The RNS and DNS spectra show excellent agreement up to a decade (k < 10k f ), but deviate in the ultra-violet range k > 10k f . R r 2.75 is the critical point of the RNS system and signals the cross-over towards the partially thermalized regime. The bursty fluctuations in the enstrophy reported in the previous section have a clear spectral signature at high wave numbers near k max . To illustrate this, we choose a RNS run with R r = 2.76, close to R r , and plot the energy spectra E(k) at different instants of time, in Fig. 4 (a) , in an interval that contains the enstrophy peak at t ≈ 19.5 τ (see inset). Figure 4 (a) shows that at t = 18.27 τ , E(k) decays exponentially at high wave numbers (blue curve with circles). However, as we begin to trace the fluctuation peak, the tail of E(k) starts to rise near k max , while passing from an exponential behavior to a gradually developing power-law region k α with a time dependent exponent α(t). At about t ≈ 19.74 τ , near the maximum of the peak, E(k) ∼ k 1.4 . Following this the energy spectrum at high wave numbers begins to fall and becomes exponential once again at t ≈ 21.20 τ (brown curves with left facing triangles). A similar behavior is observed if we trace other fluctuation peaks in the enstrophy time series.
It is also instructive to consider the energy spectra obtained by averaging over times corresponding to the following three sets of enstrophy values: O1 ( Ω > 0.2), O2 (0.05 ≤ Ω ≤ 0.2), and O3 ( Ω < 0.05) for the RNS run at R r = 2.76. This simplifies the discussion of the multistability of the RNS solutions. Figure 4 (b) shows that the energy spectra, conditioned in this manner, allows us to understand the RNS dynamics as the one transitioning between the pure scaling solutions (O3) and the mixed scaling solutions O1.
Moreover, this behavior of the energy spectra at high wave numbers, associated with the strong fluctuations in the enstrophy, occurs through out the dynamical evolution of the RNS system for 2.0 < R r < R r . Therefore, we can regard R as the threshold about which the solutions start to develop mixed scaling regions, whereby infrared hydrodynamic scaling region exists together with an ultra-violet range that has a power-law scaling with positive exponent.
Specifically, below R r the spectra can be roughly divided into three regions, namely: (1) Region-I for k < k f ; (2) Region-II for k < k f < k c ; and, (3) Region-III for k c < k ≤ k max ; where k c indicates the crossover to the power-law scaling region at high wave numbers. In Fig. 5 (a) we display the time-averaged energy spectra for a representative values of R r ≤ R r . These plots suggest that the Region-II is associated with the energy cascade process due to the non-linear interactions. It is also evident that the decrease in R r alters the behavior of E(k) in the Region-III in the following way: (1) the exponent of the power-law scaling k α increases progressively towards α = 2; (2) the wave number span of the Region-III increases by pushing the crossover wave number k c to lower values. k c decreases linearly with decrease in R r , as we show in Fig. 5 (b) ); however, at small R r it saturates to k c /k f 2/ √ 3, in which case Region-III practically occupies all the available wave number range k > k f and E(k) ∼ k 2 .
Let us here recall that E(k) ∼ k 2 is a statistical signature of Gibbsian equipartition (see, e.g. Ref. [31] ). Hence, the small-scale power-law behaviour below R r can be interpreted as an onset of the thermalization. The observation of properties associated with an equilibrium state in a non-equilibrium system with forcing and dissipation calls for further exploration, which we discuss below.
Energy fluxes
In order to gain further insight into the RNS sytem, we compute the energy flux, which quantifies the transfer of energy from the source length scales to the length scales corresponding to the sink in the spectral space. Note that for systems in equilibrium there can be no net fluxes by definition.
In Fig. 6 (a) we show the plots of time-averaged flux, normalized by the average energy-injection rate inj , Π(k)/ inj vs. k/k f for different values of R r . The large R r behavior of the energy flux confirms the behavior of the RNS system inferred on the basis of the energy spectra; the flux is non-zero only either at k f or in a small range k ≥ k f , but close to k f (plots not shown). At R r ≈ 3.48, where the RNS dynamics has a multi-scale hydrodynamical behaviour, we observe an energy flux that is significant up to k ≈ 10 k f (yellow curve with diamonds); this is in qualitative agreement with the NS behavior.
About the critical point R r , we expect the energy flux to behave in an anomalous manner to account for the large fluctuations in the enstrophy. This is indeed the case, as it is evident from Fig. 6 (b) ; here we show the evolution of the profile of Π(k)/ inj vs. k/k f as we trace in time the enstrophy peak observed at t = 19.5 τ for R r = 2.76 (same as in Fig. 4 ). During the initial (t = 18.27 τ ) or the late (t = 21.198 τ ) stages of the fluctuation-peak, we observe Π(k)/ inj 1 for k ∼ k f and an almost monotonic decay for k > k f . On the way to the enstrophy-peak maximum, Π(k, t) continuously increases in the wave number range k f < k < k max ; this increase in Π(k) is more evident at high wave numbers from the comparative study of it at t = 18.27 τ (blue curve with circles), t = 19.01 τ (green curve with +), and t = 19.37 τ (black curve with * ). Subsequently, at t = 19.736 τ (pink curve with squares) it exhibits a clear bump at k = 10k f , before rapidly falling to zero for still higher k. At a later Fig. 4 (a) and Fig. 6 (b) shows that Π(k, t) exhibits either a bump or a constant region at times when E(k) displays a power-law scaling behavior at high wave numbers.
Decreasing R r beyond R r , the overall magnitude of the normalized flux increases, and Π(k) flattens progressively near k f . As previously remarked, this behavior must be understood in conjunction with the power-law scaling region E(k) ∼ k α developing at the high wave numbers with α → 2 and the crossover wave number k c progressively decreasing to k f , see Fig. 5 (a) and (b) , respectively. For still smaller values of R r , away from the transition region, the normalized energy flux starts to saturates. It is essentially constant over 2k f < k < 20k f , and falls abruptly to zero at the ultra-violet end. The flux profile is then apparently independent of the param- Fig. 4 (a) ). τ = f / √ E0 and inj = f · u .
eter R r : For R r ∼ 1.89, (green dot-dashed curve with +), 0.86 (red dotted curve with x) and 0.58 (blue solid line with circles) Π(k; R r )/ inj (R r ) curves lie almost on top of each other. In this parameter regime, the RNS dynamics has therefore a highly counter-intuitive statistical signature. On the one hand, it is characterised by an energy spectrum which is essentially close to thermalization, E(k) ∼ k 2 , as expected for the truncated Euler equation in an absolute equilibrium. On the other hand, it is in an out-of-equilibrium state, as suggested by the presence of a constant energy flux. Below R r ∼ 0.5, (not shown here), Π(k) begins to fluctuate wildly from the ultra-violet end. The amplitude of the fluctuation grows with decreasing R r and destroys the plateau behavior. Note that in the current set of the RNS runs A1, we decrease R r by decreasing the forcing amplitude f 0 , while we keep all other parameters in Eq. (5) fixed. The decrease in f 0 leads to a decrease in the dissipation, which is generated in a response to it. The inset of Fig. 2(c) shows that ν r ∼ R 2 r (or ν r ∼ f 2 0 ). Therefore, the RNS system moves towards the asymptotic state, described by the truncated Euler system, in the limit ν r → 0 as f 0 → 0. Also, in the limit R r → 0, the time average of the fluctuations in Π(k) is zero and we recover the truncated Euler system with E(k) ∼ k 2 in an absolute equilibrium.
Comments on the equivalence between the RNS and the NS systems
From the discussion of the energy spectra and fluxes of the RNS system, it appears that about R r 3.48, the dynamics is in a hydro-dynamical regime and displays a number of "turbulence like features". In particular, the spectral quantities are very similar to their NS counterparts, provided the latter has ν = ν r while all other parameters are kept the same. Figure 3 (a) shows that the spectra match very well at the small wave numbers, but differ at large wave numbers. Moreover, in Figs. 7 (a) and (b) we plot the energy and the enstrophy time sereis, respectively, from these two systems. We observe that in the steady state the total energy (enstrophy) of the NS system fluctuates about the energy (enstrophy) of the RNS system and we have E RNS /E NS ∼ 1 ( Ω RNS / Ω NS ∼ 1). We do however notice difference in the nature of the fluctuations of the enstrophy in the two systems, it is larger for the RNS system. This also explains the difference in energy spectra at high wave numbers between these two systems.
IV. INSIGHTS FROM A REVERSIBLE LEITH-TYPE TOY MODEL
Our numerical analysis so far suggests a continuous phase transition at R r , whereby solutions to the RNS dynamics transit from hydrodynamical solutions to mixed solutions, whose ultra-violet statistical features are contaminated by the partial thermalization. At R R , we showed evidence that the RNS mimics the spectral behaviour observed from the NS dynamics, but our numerical resolution is too low to provide a firm confirmation of the equivalence between the two systems. Another question relates to the characterization of the finitesize effects for the transition. Below we show that the insights on this problem can be obtained from a simplified non-linear diffusion spectral model of turbulence, namely a modified Leith model of turbulent cascade [32] , the steady solutions of which can be caracterized semi- analytically. The transition observed in the RNS system can be reinterpreted in terms of a transition between the scaling solutions and the so-called "warm cascade" solutions.
A. Description
We consider the model transport equation
where π(k, t) = −Ck 11/2 E 1/2 (k, t) ∂ ∂k
represents an energy flux and C is a dimensional constant that can be in full generality set to 1 for the sake of the present matter. We seek to characterize the steady solutions of the Leith model for k ∈ [k 0 , k max ], sustained by the following prescribed boundary fluxes : π(k 0 ) = 0 and π(k max ) = 0.
In analogy with the RNS system, we introduce a reversible viscosity in such a way that the total energy is constant in time, namely kmax k0 E(k, t) dk = E 0 .
Combining the stationarity condition
with the boundary flux conditions Eq. (16), the reversible viscosity can be explicitly tied to the stationary energy profile E st (k) as
The independent parameters that control the behavior of the steady energy profile are: k 0 , k max , E 0 , and the infra-red boundary flux 0 . Constant flux solutions of the Leith models have finite capacity spectra, namely
+∞ k0 E f lux < ∞, so that it is natural to define a dimensionless number independent of k max as,
This dimensionless number is the analogue of our previously defined R r for the RNS system.
B. The Warm/Scaling transition
Following the analysis of Ref. [33] , we obtain the steady solutions of the Leith model by computing specific orbits in the phase space of a 2D dynamical system equivalent to the Leith model. At fixed k 0 and k max , we find that the steady profile E S (k) is uniquely determined by the value of the infrared-boundary flux 0 . The value of the the reversible viscosity is also then unique. Appendix A contains the details on the construction of steady solutions and orbits in the phase space.
To comment on the various statistical regimes obtained in the energy-conserving Leith model, let us here use k 0 = 10 −2 , k max = 1 and E 0 = 1 as an example. In ) as a function of the parameter RL for various k0 and kmax. Fig. 8 (a) and (b) we show the plots of π(k) vs. k and E(k) vs. k, respectively, for different values of R L (obtained by varying 0 ). Fig. 8 (a) shows that for large R L the flux decays very rapidly with increasing k. However, at small values of R L it is fairly constant at small and intermediate wave numbers, followed by a rapid drop at high wave numbers. Fig. 8 (b) shows that at large R L the energy spectrum E(k) lacks any scaling region and is concentrated around the smallest wave number k 0 . However, as R L is decreased the E(k) begins to develop an inertial range with k −5/3 scaling region at small wave numbers, before exponentially dropping to zero at high wave numbers. As we further decrease R L , at R L R L , we observe that the energy spectrum shows a transition from flux solutions with inertial scaling to mixed solutions, in which the Kolmogorov scaling ∼ k −5/3 and the equipartition scaling k 2 coexist. This kind of solution is the so-called "warm cascade" solution, previously observed in late-time evolutions of freely decaying Leith models [32] . In the limit R L → 0, we obtain a complete equipartition of energy with energy spectrum displaying E(k) ∼ k 2 for k 0 ≤ k ≤ k max . We remind that while in the freely decaying case the pure scaling solutions are known to be characterized by scaling exponents slightly steeper than Kolmogorov 5/3 value, this is not the case here, where pure Kolmogorov scaling is found in the high R L regime, whereby the solutions have compact wave number support. We further note that the warm energy fluxes are non-vanishing even in the wave number range where equipartition scaling is observed. This feature is counter-intuitive, but mimics the flux behavior observed in the RNS case (6) .
We check the robustness of the above description by repeating the numerical experiment for different sets of (k 0 , k max ) and show the plots of ν L vs. R L in Fig. 8 (c) . We observe a good collapse of the rescaled reversible viscosity ν L that extends from high R L down to the critical value R L . While the variations of the reversible viscosity increases as a function of k max /k 0 , but the value of R L is essentially independent of k max .
C. From Leith to RNS:
The Warm/Scaling solution that exists in the Leith model clearly mimics the transition between the mixed states and the hydrodynamical regime that we observed in the RNS system. While our energy preserving Leith model represents a very simple dynamics, it provides some insights to interpret the RNS observations. In the Leith model, for a given input energy flux and resolution only one steady solution exists. It is either a warm solution or a scaling solution: In other words there is no multi-stability. Such might be the case as well in the RNS system, if the flux at the injection scale was strictly constant. However, in our formulation of the RNS system, the flux at the injection scale f is only constant on average. For fixed total energy, the input parameter f 0 only imposes an upper bound on the value of f : | f | ≤ 2E 0 |f 0 |. The fluctuations in the enstrophy observed in the simuations of the RNS system could therefore be attributed to the non-local interactions in wave-number space and the instantaneous adjustment of the reversible viscosity to the injection scale, thereby selecting either a warm solution (local maxima of enstrophy) or hydrodynamic (scaling) solution (local minima of enstrophy)
The warm/scaling solution analysed in the Leith model occurs at a value of R L that is essentially independent of the resolution. In our view, this is due to the fact that the scaling solutions have finite ultra-violet capacity. Hence, at fixed forcing, the value of the critical energy which in turns determines the critical R L is essentially independent of the maximal wave number k max . This remark is also valid for the RNS transition in terms of the parameter R r . Also, this may provide an explanation for the observation that near the transition the RNS simulations with moderate inertial range display statistical features similar to those observed for the NS system (constant flux solutions). In particular, in spite of the rather moderate resolution that we used in our runs, the properties of the RNS phases as a function of R r should be remain unchanged upon increase of resolution.
V. SUMMARY
The time-reversible formulations of the forceddissipative hydrodynamical equations, following the equivalence of dynamical ensembles conjecture for the non-equilibrium systems, have emerged as an important general framework to address issues, such as, irreversibility. In the case of turbulent flows, such time-reversalsymmetry invariant governing equations can be obtained by imposing a global constraint on the system, so that it conserves a certain macroscopic observable. In this paper, we take this observable to be the total energy of the system to obtain the RNS system. We used this RNS system to carry out an extensive numerical study to fully explore its statistical regimes.
The important parameters which determine the dynamics of the RNS Eq. (4) are the total energy E 0 , which is conserved, forcing amplitude f 0 and the forcing length scale f . We use them to construct a dimensionless control parameter R r = f 0 f /E 0 . Our work shows that R r controls the statistical regimes of the RNS system and we use this to construct a phase diagram, which we show in Fig. 9 . Essentially, we identify two classes of solutions: (i) large-R r solutions whose statistical features are hydro-dynamical and independent of finite-size effects; (ii) small-R r solutions where hydro-dynamical features are polluted by onset of ultra-violet thermalization.
The crossover between these two statistical regimes resembles a continuous phase transition at R r 2.75, with the enstrophy emerging as a natural order parameter. The "ordered"-low R r region is characterized by the existence of a thermalized (power law) range at high wave numbers, thereby generating high values of enstrophy. The "disordered" high R r phase has compact support in Fourier space and therefore corresponds to low values of the enstrophy. The transition region is characterized by the presence of large enstrophy fluctuations (Var( Ω) exhibits a peak), a behaviour which is reminiscent of the diverging susceptibility that typically characterizes continuous phase transitions. About the critical R r , the dynamical behavior of the RNS system is highly intermittent (exhibits a bursty behaviour) and the enstrophy fluctuations are comparable in magnitude to their mean. Therefore, in this regime, the system exhibits bistability: It oscillates between a hydro-dynamical-lowenstrophy regime and a high-enstrophy regime, whose small-scale statistics are yet far from being thermalized and exhibit non-trivial power law scalings.
Features of this transition can in fact be reproduced and semi-analytically characterized with the help of a simple one-dimensional non-linear diffusion model that captures the essential features of the RNS system. Our simplified model is an energy conserving variant of the Leith-type models, damped by a state dependent viscosity, and forced by requiring constant energy flux at the boundaries. As in the RNS system, the statistical regimes are partitioned based on the value of a dimensionless control parameter R L = ( 0 /k 0 ) 2/3 /E 0 . For R L > R L , the spectrum is compactly supported in k space. As R L → ∞, it describes a damped dynamics akin to the large R r phase of the RNS system. At the critical R L , the system exhibits pure Kolmogorov scaling down to k max . Below R L , the statistical state is a "warm cascade", whereby an infrared Kolmogorov scaling range coexists with an ultraviolet Gibbsian thermalized range. Naturally, the model only reproduces idealized features of the RNS transition and has some important differences with the RNS system. In the Leith model, the critical control parameter is exclusively identified from the properties of the average steady state, and therefore does not account for the dynamical signatures of the transition found in the RNS system, namely the bursty behavior of enstrophy and the sharp increase of divergence of the enstrophy variance near the transition. Besides, the small-scale energy in the high-enstrophy region R L < R L remains up until R L close to being exactly thermalized, E(k) ∼ k 2 . This is in contrast with the RNS observations, in which close to the critical value R r the powerlaw exponents of the energy spectrum at small-scales are observed to fluctuate and are bounded by 2. This signals a clear departure from Gibbsian equipartition in the RNS system, and this is not captured by the simplified model.
In spite of these differences, the Leith model provides useful insights about the RNS phase transition. In particular, given k 0 and k max only one steady solution exists: it is either a warm solution (R L < R L ) or a scaling solution (R L > R L ). This suggests that there is no multi-stability of the solutions, which is in contrast with the observations for the RNS system. In fact, in the RNS system, the flux at k 0 is constant only on average. For a fixed energy E 0 , the forcing amplitude f 0 only imposes an upper bound on the injected power. In this picture, for large forcing amplitudes, we find multi-stability because the admissible values of 0 fluctuates between values below and above a critical value * 0 . In light of this, the bursty behavior of RNS about R r can be linked to fluctuations of the injected power and non-local interactions induced by the reversible viscosity. Another salient feature of the Leith model is the fact that the critical value of the order parameter obtained is essentially independent of the resolution. This is a consequence of Kolmogorov scaling having finite ultra-violet capacity and this observation therefore also holds for the RNS system.
Hence, in spite of the rather low resolution of our RNS simulations, we believe that the characterization of the statistical regimes by our numerical simulations would hold at higher resolution. This is particularly interesting from the perspective of examining in detail the relevance of the equivalence conjecture by varying either the resolution or the type of dynamical constraints. In the present work, we have restricted ourselves to DNSs with small number of grid points (up to N 3 c = 128 3 ) and the description based on one point statistical quantities. The complete characterization of the statistical regimes of the RNS system with larger grid sizes is computationally very demanding, given that many of the runs require long temporal evolution. Yet, our results suggest to study the behavior of RNS only near the transition, namely at R r R r . While we have provided evidence that in this regime the RNS system correctly reproduces the macroscopic properties of NSE DNS; however, it is important to investigate the nature of this agreement at higher Reynolds number. Moreover, a careful investigation of more refined statistical properties, beyond the relatively low-order statistics considered here, is needed to complete the picture, but we leave it for future works.
