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HOMOTOPICAL DYNAMICS IV: HOPF INVARIANTS
AND HAMILTONIAN FLOWS
OCTAVIAN CORNEA
Introduction.
Let (M,ω) be an n-dimensional, symplectic, not necessarily compact man-
ifold. Suppose that f is a C2, real function on M . A fundamental question
is whether the hamiltonian flow hf induced by (f, ω) has periodic orbits.
Many results are known when M or some of the level surfaces of f have
compact components or, at least, are of finite volume. However, if this is
not the case - and our focus will be on this non-compact case - very few
results exist ( see [11] [12] as well as the discussion at the beginning of §3).
In this non-compact context the first natural step in the search for periodic
orbits is to detect bounded ones. The key underlying idea of this paper is that
algebraic topological constraints imposed to certain invariants associated to
a gradient flow of f imply the existence of bounded orbits for hf . Once the
existence of bounded orbits is established, under favorable circumstances,
application of the C1-closing lemma leads to periodic ones.
Fix a riemannian metric α on M . For technical reasons, we will assume
in this paper that M is simply-connected. Let S be an isolated, compact,
invariant set of the negative gradient flow γ(f) of f [2]. For such an S we
consider two associated invariants. The first, c(S), is the Conley index [2].
The second invariant d(S) ∈ Z/2 is new and of a different type. Here are
some consequences of our results:
Assume that the negative gradient flow of the function f : M → R has
an isolated invariant set S such that d(S) = 1 and S satisfies a technical
property (∗) (that will be discussed below).
(i) If f is Morse, then there are infinitely many regular hypersurfaces
f−1(a) which after deformation by an arbitrarily small, compactly sup-
ported isotopy carry a closed characteristic.
(ii) For a general f there is some C2 -neighbourhood of f in the Whitney
(strong) topology containing a dense family of functions each of whose
hamiltonian flow has infinitely many distinct, periodic orbits.
These results are non-trivial because, in general, the hypersurfaces f−1(a)
appearing above have no compact components. Some explicit such examples
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of connected, non-compact hypersurfaces V are given in §3.3. We shall also
see there that there are (f, S) such that property (∗) is satisfied, hf has
no non-trivial bounded orbit and the family of hamiltonians that have some
non-trivial bounded orbit is not dense in any neighbourhood of f (obviously
in this case d(S) = 0). In fact, under the assumptions at (i) above we
obtain that all hypersurfaces f−1(a) that appear in that statement (before
deformation) contain at least one bounded orbit of hf .
In many cases, d(S) can be computed homotopically out of an index pair
(N1, N0) (in the sense of the Conley index theory, see [2] [24] and also §1.1)
of S. By definition, c(S) is the homotopy type of N1/N0. As for d(S), an
important property is that it equals 1 if one of the following two conditions
is satisfied: a. c(S) has torsion in homology; b. there exists an index
pair for S with N1 and N0 both simply-connected, the homology of c(S) is
torsion free and a certain chain complex Cmin(N1, N0) of free π
S
∗ ((ΩM)
+)-
modules canonically associated to a minimal CW -cell decomposition of the
pair (N1, N0) has a non trivial differential. We call this complex, which is
unique up to isomorphism and is closely related to the twisted complexes
introduced by Baues [1] in homotopy theory, the minimal Hopf complex
of (N1, N0). This name is motivated by the fact that the differential is
expressed in terms of certain relative Hopf invariants associated to succesive
cell-attachments in a minimal cell-decomposition of (N1, N0). There are
reasonably simple criteria implying the non-vanishing of the differential,
in particular one in terms of the non-vanishing of certain differentials in
the Atiyah-Hirzebruch-Serre πS∗ (ΩM
+)-spectral sequence of the fibration
induced over (N1, N0) from the path-loop fibration ΩM → PM →M .
Here is now property (∗): we say that S satisfies the property (∗) (with
respect to v ∈ R) if for a value v ∈ R there exists an index pair (N1, N0)
for S (in the flow γ(f)) such that N0 ⊂ f
−1(v) and f is regular on N0.
There are many simple criteria that insure that this condition is satisfied
(see Lemma 3.7).
We explain below the ideas used in the proof of the results mentioned
above and, at the same time, describe the contents of the paper.
Given a gradient flow of f and an isolated invariant set S in this flow, Con-
ley’s theory provides a way to associate some homotopy theoretical mean-
ingful notions to (f, S). In particular, because we are talking here about a
gradient flow on a finite dimensional manifold, isolating neighbourhoods as
well as index pairs of S are generally not difficult to determine. Assuming
such an index pair (N1, N0) constructed the main aim becomes to translate
the homotopical properties of this pair into recurrence properties of hf .
Notice that even if the function f is not Morse itself it can be morsified
in a neighbourhood of S. In other words, given an isolating neighbourhood
N of S we may continue S inside N to an isolated invariant set S′ of the
gradient flow of a function g which agrees with f outside N and satisfies the
Morse-Smale condition inside N . Such a g can be constructed to be as close
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to f in the C2-strong topology as desired. Consider couples (g,N) as above.
Explicitely, N is an isolating neighbourhood of the negative gradient flow
of g and, inside N , g is Morse and satisfies the Morse-Smale transversality
condition. To such a couple - which will be called a local Morse function
- we associate certain invariants which make the connection between the
homotopy type of the pair (N1, N0) and the existence of bounded orbits of
hg.
These invariants are Morse-type complexes only that, instead of measur-
ing the space of flow lines joining critical points (of g|N ) by just counting the
number of its elements (when this number is finite), we consider consecutive
critical points of indexes different by possibly more than one but successive
in a fixed index set I ⊂ N and measure the corresponding space of connect-
ing flow lines (called connecting manifold) by a certain framed bordims class
that belongs to Ωfr∗ (ΩM) (the precise definition is in §1.2). We denote the
resulting Ωfr∗ (ΩM)-chain complexes by C
I
N (g) and we call them extended
Morse complexes of g (relative to N). The invariant d(S) is defined in terms
of these complexes (see §3.3): d(S) = 1 if there is a C2 -neighbourhood, Uf ,
of f such that for each morsification (g,N) of S with g ∈ Uf there is an
extended Morse complex CIN (g) with non-trivial differential.
The paper is structured by the point of view that extended Morse com-
plexes, introduced in Section 1, provide a bridge between homotopy theory
and recurrence properties of the respective hamiltonian flows. The two other
sections of the paper deal each with one of the two sides of the story.
The relation between extended Morse complexes and homotopy theory
is the task of Section 2. Assume (g,N) is a local Morse function and let
P and Q be consecutive critical points of g|N (which means p = ind(P ) >
ind(Q) = q and N does not contain broken flow lines of the gradient flow of
g joining P to Q). The geometry of the connecting manifold of P and Q pro-
duces, by the Thom-Pontryaguin construction, (see again §1.2) a homotopy
class h(P,Q) ∈ πp−1(Σ
q(ΩM)+)) whose stabilization is the bordism class
mentioned above. The main result of this section shows that h(P,Q) equals
a certain homotopical object called the relative Hopf invariant associated
to the cell attachments corresponding to the “passage” through P and Q
(this extends results in [10] and [5]). In particular, this allows the identifica-
tion of the extended Morse complexes of (g,N) with Hopf - type complexes
associated to a relative, not necessarily minimal, cell-decomposition of the
index pair (N1, N0) (recall that Ω
fr
∗ (A) ≈ π
S
∗ (A
+); A+ = (A)+ = A union
a disjoint point). As a corollary of this identification we prove in §2.3 some
rigidity properties of these extended Morse complexes. In particular, re-
turning to the function f and the isolated invariant set S, if the index pair
(N1, N0) has torsion free integral relative homology and both N1 and N0
are simply connected, then Cmin(N1, N0) is defined and, if the differential in
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Cmin(N1, N0) is non-trivial, then the differential of the complex C
Ig
N (g) does
not vanish either for any morsification (g,N) of S and some index set Ig.
It also follows that if c(S) has torsion in homology, then the differential of
such a complex C
Ig
N (g) is again non-trivial. This leads to the fact that in
both these two cases d(S) = 1.
In Section 3 we relate the differential of extended Morse complexes to
hamiltonian flows. It is only here that property (∗) is of use. For a local
Morse function (g,N) whose maximal invariant set S′ inside N satisfies
condition (∗) the main result of this section shows that the non-vanishing
of the differential in C
Ig
N (g) implies that the hamiltonian flow of g has some
bounded orbits situated on regular hypersurfaces. The (very) rough idea of
the proof is as follows. The non-vanishing of the differential above implies
that some bordism class [h(P,Q)] is non-trivial. Let V = g−1(a) be such
that it separates P and Q, g(P ) > g(Q). We show that if the flow hg
has no bounded orbits on V , then the connection between P and Q given
by the negative gradient flow lines of g can be annihilated by letting the
unstable sphere of P in V , W u(P )∩ V , be deformed by (a perturbation of)
hg till it becomes disjoint from the stable sphere of Q in V , W s(Q) ∩ V .
This leads to a contradiction because it would imply that the bordism class
[h(P,Q)] is trivial. It is useful to note that this type of argument actually
does apply to any flow orthogonal to the gradient flow of g. We use the C1-
closing lemma of Pugh and Robinson [21] to deduce the existence of periodic
orbits for the flow hg
′
for some functions g′ close to g as well as to obtain
the existence of closed characteristics on some hypersurfaces close to those
of g. This immediately leads to a proof of the points (i) and (ii) above.
When d(S) = 0 or the condition (∗) is not satisfied a different method is
available. This continues an idea that first appeared in [6]. It makes use of
the dynamical interpretation of Spanier-Whitehead duality first discussed
in [4] to show that, under certain circumstances, the lack of self-duality of
the Conley index of a compact invariant set in a gradient flow can force
the appearance of some non-constant, bounded orbits for the associated
hamiltonian flow. A result obtained in this way claims the existence of a
family of functions dense in a neighbourhood of f each of whose induced
hamiltonian flow has at least as many closed (possibly homoclinic), distinct,
non-trivial orbits as
∑
k 6=n/2 rk(Hk(c(S);Z).
Section 2 applies to local Morse functions on a manifold M that is not
necessarily symplectic. The results contained here are of interest indepen-
dentely of their applications in Section 3. Indeed, at the center of this series
of papers is the old idea, going back to the work of Poincare´, that homotopy
theory is relevant in understanding flows. The first systematic attempt to
go beyond applications of homology in this direction have been provided
by Conley’s theory [2] and by work of John Franks, particularly in [10]. A
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key point is that, essentially, Conley’s approach only provides information
about the simplest existing flow inside an isolating neighbourhood if the
boundary behaviour is fixed. This means that it is not only natural but also
quite meaningful to first try to understand the simplest isolated invariants
sets possible - isolated invariant points in gradient flows - and the simplest
attractor-repellor pairs possible - which are consecutive critical points for
Morse-Smale functions together with the gradient flow lines that connect
them. Isolated singularities of real functions have been studied from this
perspective in [6]. In [10] John Franks has started the application of more
refined homotopical tools to the study of these “simplest” attractor-repellor
pairs formed by consecutive critical points in Morse-Smale gradient flows.
His results have been extended by the author in [5] and this work is con-
tinued and strengthened here. Extended Morse complexes provide a tool to
encode the data coming from these attractor-repellor pairs in an algebraic
way and, therefore, their study seems to be a worthwhile topic in itself. Be-
cause of this we include in Section 2 more properties of these complexes than
those strictly needed later in the paper. In particular, we discuss a connec-
tion between this topic and the problem of the existence of smoothings of
Poincare´ duality spaces (along the lines of [5]).
Most of the paper is written in the language of Conley’s index theory. A
notable exception is §2.1 which concentrates all the non-trivial homotopy
theoretical arguments of the paper. This sub-section is of some intrinseque
interest and can be read independently of the rest of the paper.
To make the paper as widely accessible as possible all the needed elements
of Conley index theory together with the basics of Morse theory that we use
are recalled in Section 1.
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1. Recalls and preliminary definitions.
This section does not contain new results or proofs. It serves two pur-
poses. The first is to fix notations and standard facts concerning Morse
functions and the Conley index. The second is to introduce the definitions
of “generalized” and “extended” Morse complexes.
1.1. The Conley index.
We recall some elements of Conley index theory [2][24].
Let γ : X×R −→ X be a continuous flow on a locally compact, metrizable
space X. Given a subset N ⊂ X we denote by Iγ(N) or I(N) the maximal
invariant set of γ included in N . A compact N ⊂ X is called isolating
neighbourhood in the flow γ if I(N) ⊂ Int(N). It follows that I(N) is
compact. In other words a compact N ⊂ X is an isolating neighbourhood
if all orbits of type γR(x), x ∈ N that are included in N do not intersect
∂N . An invariant set of γ, S ⊂ X is isolated if S = I(N) for some isolating
neighbourhood N . Fix now an isolated invariant set S inside some isolating
neighbourhood N in the flow γ. A pair (N1, N0) of compact subsets of N
is an index pair for S in N if N0 ⊂ N1, N1 − N0 is a neighbourhood of S,
S = I(Int(N1 −N0)), N0 is positively invariant in N1 and, if for x ∈ N1
there is some T ≥ 0 such that γT (x) 6∈ N1, then there exists a τ > 0, τ < T
with γt(x) ∈ N1 for 0 ≤ t ≤ τ and γτ (x) ∈ N0. For such an index pair
(N1, N0) we will call N0 the exit set. A key basic result is that there are
index pairs inside any isolating neighborhood of S. The Conley index of S,
cγ(S), is the homotopy type of the quotient space N1/N0. It is independent
of the choices of the index pair. It is also invariant to continuation in the
sense that if γλ : X ×R −→ X is a family of flows depending continuously
on the parameter λ ∈ [0, 1] and S is an isolated invariant set of γ viewed as
a flow on X × [0, 1], then Sλ = S
⋂
X × {λ} is an isolated invariant set of
γλ and cγ(S) = cγλ(Sλ) for all λ ∈ [0, 1]. For an arbitrary point x ∈ X let
its ω and ω∗ limits be defined by
ω(x) = {z ∈ X : ∃{tn} → +∞, z = lim
n→∞
γtn(x)}
and
ω∗(x) = {z ∈ X : ∃{tn} → −∞, z = lim
n→∞
γtn(x)}
If N is an isolating neighbourhood of the isolated invariant set S, then we
denote by
W uN (S) = {x ∈ N : ∀t ∈ (−∞, 0], γt(x) ∈ N, ω
∗(x) ⊂ S}
and
W sN (S) = {x ∈ N : ∀t ∈ [0,∞), γt(x) ∈ N, ω(x) ⊂ S}
the unstable and stable manifolds of S in N . Both sets are compact. We
will generally omit the index N from the notation if this does not create
any ambiguity. A special type of index pairs that are particularly useful are
regular index pairs [24]. Two of their important properties are that N0 is
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a neighbourhood deformation retract and that the arrival time in N0 is a
continuous function on N1 −W
s
N1
(S) where S is the maximal invariant set
inside N1. We also need the notion of bi-regular index block. This is a triple
(N1, N0, N2) such that (N1, N0) and (N1, N2) are respectively regular index
pairs for the direct and inverse flows and N0∪N2 includes ∂N1 (see [23]; the
inverse flow of γ is defined by −γt(x) = γ−t(x)). In our case, γ will always
be defined on a smooth manifold and is differentiable of class at least C1.
We will also need a special type of bi-regular index block that we call strong
index block. This is a triple (N1, N0, N2) such that N1 is a submanifold of
the same dimension as the underlying manifold, it has a smooth interior,
∂N1 = N0 ∪N2 with N0 and N2 smooth manifolds possibly with boundary
∂N0 = ∂N2 = N0 ∩ N2 and such that the vector field X(γ) associated to
γ is never tangent to ∂N1 and points strictly inside N1 on N2 and strictly
outside onN0. Such a strong index block can be easily constructed inside any
isolating neighbourhood by making use of Lyapounov functions for the direct
and inverse flows [24]. Here is a simple but important property of strong
index blocks. Fix (N1, N0, N2) a strong index block for γ. If γ
′ is a flow
such that X(γ′) is sufficientely C0-close to X(γ) on ∂N1, then (N1, N0, N2)
is also a strong index block for γ′. By using the one parameter family of flows
induced tX(γ)+ (1− t)X(γ′), it results that the maximal invariant sets of γ
and γ′ inside N1 are related by continuation. This construction is useful in
continuing a given isolated invariant set S of some flow γ to simpler invariant
sets. In particular, it is easy to show by using the two Lyapounov functions
mentioned above that, on a smooth manifold, any isolated invariant set can
be continued to one in a gradient flow.
The Conley index also associates some relevant homotopy data to an
attractor-repellor pair (S;R,A) in the flow γ. This is an isolated invariant
set such that A,R ⊂ S are disjoint isolated invariant sets and any x ∈
S − (A ∪ R) has an verifies ω(x) ⊂ A, ω∗(x) ⊂ R. To such an attractor
repellor pair there coresponds a homotopy cofibration sequence [24] called
the attractor-repellor cofibration sequence:
cγ(A)→ cγ(S)→ cγ(R)
δ(R,A)
→ Σcγ(A)
One important feature is that the map δ(R,A) admits a flow based explicit
defintion besides the one coming from the Baratt-Puppe sequence. This
map is called the connection map of the attractor repellor pair.
There is a variant of the Conley index that has been recentely introduced
by Mrozek, Reineck and Srzednicki [18] and which is useful in our context.
For a flow γ on X having an isolated invariant set S consider a regular index
pair (N1, N0) of S. Consider the space X
′ obtained from the disjoint union
of X and of N1 modulo the identification of N0 →֒ N1 with N0 →֒ X. Of
course X ⊂ X ′ and there is also a map p : X ′ → X which is the identity on
X and the inclusion on N1. The global Conley index of γ as defined in [18]
is denoted by cγ(S) and it is the homotopy type (in the obvious sense) of
the object given by the triple (X ′,X, p). The main result in [18] is that this
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global Conley index satisfies all the properties of the usual one, in particular
it is independent of the choice of index pairs and is invariant to continuation.
All algebraic topological invariants (i.e. homology or homotopy groups) of
cγ(S) will be understood to be the respective invariants of the pair (X
′,X).
The notions above adapt in an obvious way to local flows [24]. This
is particularly useful because many of the flows that we consider in this
paper are in fact only partially defined (due to the non-compactness of our
underlying manifold) but they are all local flows.
1.2. Elements of Morse theory and extended Morse complexes.
Let M be our fixed, smooth, connected, not necessarily compact, n-
dimensional manifold with a fixed riemannian metric α. For a C1 function
f : M → R we denote by ∇(f) the α -gradient vector field of f and let γ(f)
be the (partially defined) flow induced by −∇(f).
Definition 1. A local Morse function on M is a pair (f,N) such that f :
M → R is smooth, N is an isolating neighbourhood in the flow γ(f), f |N is
Morse (meaning that all critical points of f inside N have a non-degenerate
hessian) and f verifies the Morse-Smale transversality condition in N .
Here is the meaning of the last assumption. Let CritN (f) be the critical
points of f |N and let Crit
N
k (f) be the set of those critical points x of index
ind(x) = k. For x ∈ CritNk (f) the stable and unstable manifolds of x in
N W sN (x) and W
u
N (x) are both defined with respect to the flow γ(f) as in
§1.1. Their intersections with the interior of N are, respectively, open n− k
and k -dimensional manifolds. If N has the property that there are N0,
N2 such that (N,N0, N2) is a strong index block, then these manifolds are
diffeomorphic to open euclidean disks of the corresponding dimensions. The
Morse-Smale condition requires that for any x, y ∈ CritN(f) the intersection
of W uN (x) and W
s
N (y) be transverse.
It is useful to notice that if f : M → R is C1 and N is an isolating
neighbourhood for γ(f), then the invariant set IN (f) = Iγ(f)(N) is formed
by all the critical points in CritN(f) and all the points situated on some
flow line of γ(f) that is contained in N and joins two of these critical points.
In case (f,N) is a local Morse function the intersection of W uN (x) ∩
W sN (y) ∩ f
−1(a), x, y ∈ CritN (f), a ∈ R regular value of f , is void or a
compact stratified manifold with the top dimensional stratum of dimension
ind(x)− ind(y)−1. Two critical points P,Q ∈ CritN(f) are called consecu-
tive (inN) if f(P ) > f(Q) and ifW uN (P )
⋂
W sN (Q)
⋂
CritN(f)−{P,Q} = ∅.
In this case the intersection ZN (P,Q) =W
u
N (x)∩W
s
N (y)∩ f
−1(a) is a com-
pact manifold of dimension ind(P )−ind(Q)−1 and its diffeomorphism type
does not depend of a. We will use the notation Z(P,Q) for this manifold if
N is fixed.
Extended Morse complexes are a convenient way to encode some of the
characteristics of the connecting maniflods of consecutive critical points. A
very simple, general definition is the following.
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Definition 2. Given some graded ring R∗, a generalized Morse complex
associated to a local Morse function (f,N) is a chain complex of free R∗-
modules (C, d) such that C = R∗ ⊗Z[Crit
N
⊙ (f)] (where Z[A⊙] is the graded,
free abelian group generated by A⊙) and for x ∈ Crit
N
i (f),
dx =
∑
y∈CritN<i(f)
d(x, y)y
d(x, y) = 0 if x and y are not consecutive.
The definition above becomes interesting whenever the coefficients d(x, y)
reflect part of the geometry of the flow γ(f). Typically, these coefficients
”measure” the connecting manifolds Z(x, y). At the same time, richer the
ring R is, finer is the structure encoded in the complex.
The classical example of a Morse complex due to Thom, Milnor, Smale
appears when R = Z and d(x, y) is null except when indf (x) = indf (y) + 1
and in that case d(x, y) is equal to the number #(x, y) (or #f (x, y)) of points
in Z(x, y) counted with appropriate signs. We will denote this complex by
CMoN (f). Another related example that has received significant attention
recentely is the Morse-Novikov complex [19].
The key example that interests us here is an extension of the classi-
cal Morse case. Consider the local Morse function (f,N) and let P ∈
CritN(f). Let Su(P ) (respectively Ss(P )) be the unstable sphere (resp.
stable sphere) of P which is defined by Su(P ) = W uN (P )
⋂
f−1(a) (resp.
Ss(P ) =W sN (P )
⋂
f−1(a)) for a in between f(P ) and f(P )+ ǫ with ǫ small
in module and negative (respectively positive). The Morse lemma shows
that if ǫ is sufficientely small, then Su(P ) and Ss(P ) are both diffeomorphic
to spheres of dimensions respectively ind(P )−1 and n−ind(P )−1. Assume
now that Q ∈ CritN (f) such that P,Q are consecutive. By transporting
Z(P,Q) along the flow −γ(f) we see that Z(P,Q) is embedded in Su(P ). It
is well known [10] that Z(P,Q) is actually framed in Su(P ) with a standard
normal framing. There is also a map
j(P,Q) : Z(P,Q)→ ΩM
defined as follows (here, and in the rest of the paper, ΩM is the space
of pointed loops on M). First fix a path w in M joining Q to P . The
map j(P,Q) associates to each point z ∈ Z(P,Q) the loop obtained by
following from P to Q the flow line of γ(f) that passes through z and
returning to P via w. The homotopy type of this map is well defined and
independent of the choice of w up to conjugation by elements in π1(M). To
avoid this ambiguity as well as further technical complications, we assume
in this paper, as mentioned in the introduction, thatM is simply-connected.
In this case the framed bordism classes [Z(P,Q)] ∈ Ωfrp−q−1(ΩM) of the
connecting manifolds Z(P,Q) are well defined. By convention, we will put
[Z(x, y)] = 0 whenever x and y are not consecutive critical points.
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Definition 3. For a local Morse function (f,N) let I = (a1, . . . ai . . . ) ⊂ N
be a strictly increasing sequence such that if CritNk (f) 6= ∅, then k ∈ I.
The extended Morse complex of (f,N) relative to I is a generalized Morse
complex (CIN (f), d
I
f ) with R∗ = Ω
fr
∗ (ΩM) and d
I
f (x, y) = [Z(x, y)] if for
some i, indf (y) = ai, indf (x) = ai+1 and d
I
f (x, y) = 0 otherwise.
To understand this object, the key point is to relate dIf to homotopy
theory. This is the purpose of the main theorem in [5] (in the case when
N = M which corresponds to the standard case of a Morse-Smale function
on a compact manifold) and the results obtained there will be strengthened
considerably here in Section 2 where we also show (dIf )
2 = 0.
Remark 1.1. a. Notice that not all bordism classes of connecting mani-
folds of consecutive critical points are contained in a Morse complex of type
(CIN (f), d
I
f ) even if the index set I is allowed to vary. This happens because
two critical points P and Q might be consecutive with respect to the flow
γ(f) even if there might be a third critical point R ∈ N of f such that
ind(Q) < ind(R) < ind(P ).
b. The index sets I above are useful in the definition of extended Morse
complexes because the complexes associated to two different functions that
are related by continuation and constructed with respect to the same index
set I will be shown to be comparable by a chain map in §2.3.
c. There is an obvious ring map r : Ωfr∗ (ΩM) = π
S
∗ ((ΩM)
+) → Z. It is
clear that by changing the coefficients of the complex CNN (f) by means of r
one obtains the classical Morse complex of f .
Assume (f,N) is a local Morse function and fix an index pair (N1, N0)
for IN (f). As in classical Morse theory [15], N1 is obtained from N0 by the
succesive attachement of precisely one k-handle for each critical point of f |N
of index k. Of course, the Conley index of IN (f), cγ(f)(IN (f)), which will
be further denoted by cN (f), also admits a cell decomposition with one cell
of dimension k for each point in CritNk (f). Moreover, the integral homology
of the standard Morse complex of f verifies H∗(C
Mo(f)) ≈ H∗(cN (f);Z).
For further use, fix also the notation cN (f) for the global Conley index of
IN (f).
If P,Q are consecutive critical points of f in N denote by I(P,Q) the
isolated invariant set consisting of the union of the points P , Q and all the
points situated on flow lines joining P to Q and contained in N . The triple
(I(P,Q);P,Q) is an attractor repellor pair. There is a triple (N ′′′, N ′′, N ′)
of compact subsets in N such that (N ′′′, N ′) is an index pair for I(P,Q),
(N ′′′, N ′′) is an index pair of P and (N ′′, N ′) is an index pair for Q. More-
over, if p = ind(P ), q = ind(Q) there are cofibration sequences Sq−1 →
N ′ → N ′′ and Sp−1 → N ′′ → N ′′′. By extending the first cofibration se-
quence one step to the right and composing with the attaching map of Sp−1
one obtains a map δ : Sp−1 → N ′ → Sq called the relative attaching map of
P and Q. It is easy to see that we have δ(P,Q) = Σδ where δ(P,Q) is the
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connection map coming out of the attractor-repellor cofibration sequence
associated to (I(P,Q);P,Q). It was shown by Franks [10] that δ coincides
up to sign with the Thom map constructed from the framed embedding
Z(P,Q) ⊂W uN (P )
⋂
f−1(a) ≈ Sp−1.
1.3. Cofibrations and relative Hopf invariants.
This sub-section is a digression into some elementary homotopy theory.
We will work here in the pointed category of spaces with the homotopy type
of CW -complexes. We will assume some familiarity with the language of
(homotopy) fibrations, cofibrations, push-outs and pull-backs as found for
example in [14].
In particular, a sequence of two maps A
i
→ X
i′
→ Y is a cofibration
sequence if Y = CA∪iX where CA is the reduced cone on A and the second
map is the inclusion X →֒ CA ∪i X. Given such a cofibration sequence,
there is a co-action map ∇ : Y → ΣA ∨ Y defined as the projection of
Y = CA
⋃
AX onto Y/(A×{1/2}) whereA×{1/2} ⊂ CA = (A×[0, 1])/(A×
{1}
⋃
∗ × [0, 1]). Assume that there is a second cofibration sequence ΣB
j
→
Y
v
→ Z. We first recall that the composition ΣB
j
→ Y
∇
→ ΣA ∨ Y → ΣA
where the last map is the projection on the first term is called the relative
attaching map of ΣB and A (it generalizes the map δ introduced at the end
of the last paragraph).
Consider the projection on the second term p : ΣA ∨ Z → Z. The
homotopy fibre of this map is homotopy equivalent to ΣA∧(ΩZ+) where −+
indicates the disjoint union with a point (the precise homotopy equivalence
that is used follows from diagram (8) below). It is easy to see that Ωk admits
a homotopical retraction. This implies, by adjunction, that the inclusion of
this fibre k : ΣA∧ (ΩZ+)→ ΣA∨Z has the following property: if two maps
out of a suspension and with values in the domain of k are homotopic after
composition with k, then the two maps are homotopic.
Let u be the composition u : ΣB
j
→ Y
∇
→ ΣA ∨ Y
id∨v
→ ΣA ∨ Z . Then
p ◦ u is null-homotopic and, in view of what was said above, it has a lift
u′ : ΣB → ΣA ∧ (ΩZ+) that is unique up to homotopy.
Definition 4. In the setting above, the Hopf invariant of j relative to i,
H(j, i), is the homotopy class of u′ in [ΣB,ΣA ∧ (ΩZ+)]
This version of relative Hopf invariants is slightly different from that used
in [5]. The relation between the two is that the projection of H(j, i) on the
factor ΣA ∧ ΩZ of ΣA ∧ ΩX+ = ΣA ∨ ΣA ∧ ΩZ equals the Hopf invariant
from [5].
I am indebted to Bill Richter who has first suggested that the definition
above can be of use in this paper.
2. Hopf invariants and connecting manifolds.
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The simplest type of attractor-repellor pair is that formed by two non-
degenerate consecutive critical points P,Q in a Morse-Smale gradient flow
together with the flow lines joining them. In this case the attractor and
repellor are completely understood and the only question is to ”estimate” the
connecting manifold Z(P,Q). Part of the answer is contained in the result of
Franks [10] which provides an estimate of the framed cobordism Thom map
of Z(P,Q) (see above §1.2). The presence of Hopf invariants in this context
is natural if one views them as a homotopical way to measure the “strength”
of the binding of two cells (or cones) that are attached successively.
The main result of this section, extends the result of Franks by giving a
homotopical description of the Thom bordism map provided by the framing
Z(P,Q) →֒ Su(P ) and the map j(P,Q) : Z(P,Q) → ΩM . More precisely,
consider a fixed local Morse function (f,N) (see Definition 1) Assume that
P and Q are consecutive critical points of f in N of indexes respectively
p and q > 0 and recall that Z(P,Q) is the connecting manifold of P and
Q. As explained in §1.2, Z(P,Q) is a manifold of dimension p − q − 1
which is embedded with a fixed framing in Su(P ) ≈ Sp−1; there is also
the map j(P,Q) : Z(P,Q) → ΩM . The Thom-Pontryaguin construction
applied to this data produces a homotopy class h(P,Q) ∈ πp−1(Σ
q(ΩX+))
such that the stable class of h(P,Q) = [Z(P,Q)]. Let (N1, N0) be an index
pair of the maximal invariant set of the negative gradient flow of f inside
N , IN (f). We have N1 ⊂ N and N1 is obtained from N0 by succesive cell
attachments corresponding to the points in CritN (f). In particular, because
P and Q are consecutive we have the cofibration sequences coming from the
successive passage through these two critical points Sq−1
jQ
→ N ′ → N ′′,
Sp−1
jP→ N ′′ → N ′′′ ⊂ N1 (where N
′ can be viewed as the union of N0 and
all the handles associated to critical points (∈ N) appearing before Q in
the negative gradient flow). By a slight abuse of terminology, we denote
by H(jP , jQ) the relative Hopf invariant of jP and jQ composed with the
inclusion Σq ∧ (ΩN ′′′)+ →֒ Σq ∧ ΩM+.
Here is the main result of this section.
Theorem 1. We have H(jP , jQ) = h(P,Q).
Remark 2.1. a. We have not been explicit enough in the orientation choices
for the Hopf invariants. Therefore, the formula in the statement above
should be interpreted as equality up to sign.
b. It has been shown in [5] that in the compact context we have the equal-
ity in Theorem 1 after one suspension. The proof of Theorem 1 below is
new, more general and leads to a stronger result. It is also more satisfying
conceptually as it distinguishes better the purely homotopical part (Propo-
sition 2.2) from the rest of the argument. Moreover, it is also more similar
in spirit to the proof of the result in [10] which it extends.
c. To be able to use Theorem 1 to compute homotopically the extended
Morse complex CIN (f) one needs to know the relative cell decomposition
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induced by f on an index pair (N1, N0) of IN (f). This is somewhat un-
satisfactory because considerable information on the function f is already
necessary to know this decomposition. However, we will see later that, un-
der certain minimality assumptions, this complex can be determined from
only the homotopy type of such a pair (N1, N0).
d. There is a significant advantage in knowing the Thom bordism map
h(P,Q) with respect to only the cobordism one: this map allows one to
relate properties of Z(P,Q) to global properties of M . Notice also that this
bordismmap contains finer homotopical data than that provided by Conley’s
connection map associated to the attractor-repellor pair in question.
The proof of Theorem 1 is contained in the first two parts of this section.
The first step is purely homotopical and is contained in §2.1. The rest of the
proof is in §2.2. The last part of the section contains a number of applications
indicating certain rigidity properties of the extended Morse complexes.
2.1. Hopf invariants as relative attaching maps.
This sub-section is of a purely homotopical nature and can be read inde-
pendently of the rest of the paper. The first paragraph contains the main
homotopical tool, Proposition 2.2, needed to prove Theorem 1. It shows
that relative Hopf invariants can be read out of certain natural relative-
attaching maps. The second paragraph discusses some direct consequences
of this result. In particular we introduce Hopf complexes which are a homo-
topical analogue of the extended Morse complexes. In the third paragraph
we present some immediate consequences concerning the structure of Thom
spaces and the detection of non-smoothable Poincare´ duality spaces.
We will work here in the pointed category of spaces with the homotopy
type of finite CW -complexes and will assume, as in §1.3, some familiarity
with the the language and the basic results in [14].
2.1.1. Cone-decompositions and Hopf invariants.
Consider a pair (X,X0) of CW -complexes. A cone-decomposition of
length k of X relative to X0 is a sequence of cofibrations sequences
Ai
ji→ Xi → Xi+1(1)
with0 ≤ i < k such that Xk ≃ X and for each i > 0 Ai is a suspension.
Denote by δ(i+ 1, i) : Ai+1 → ΣAi the relative attaching maps obtained by
composing ji+1 with the connectant δi : Xi → ΣAi.
Consider the path-loop fibration PX : ΩX → PX → X. By pulling back
this fibration over the push-out squares
Ai //

Xi

CAi // Xi+1
we obtain push-out squares [3]
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Ai × ΩX //

Ei

CAi × ΩX // Ei+1
where Ei is the total space of the fibration of basis Xi obtained by pull-back
over the inclusion Xi → X from PX . By collapsing ΩX to a point in each
corner of the previous push-out we obtain a homotopy cofibration sequence
Ai ∧ (ΩX)
+ j
′
i→ Ei/ΩX → Ei+1/ΩX(2)
We have used here the formula (ΣT × K)/K ≃ ΣT ∧ K+. Of course, we
have one such cofibration sequence for each i, 0 ≤ i < k. Each cofibration
sequence (2) can be extended one step to the right thus producing a con-
nectant δ′i : Ei+1/ΩX → ΣAi ∧ ΩX
+. Let δ′(i + 1, i) be the composition
j′i+1 ◦δ
′
i. In other words, δ
′(i+1, i) is the relative attaching map coming out
of two succesive cofibration sequences (2).
Proposition 2.2. The map δ′(i+ 1, i) and the following composition
Ai+1 ∧ ΩX
+
(s◦H(ji+1,ji))∧id
// ΣAi ∧ ΩX
+ ∧ΩX+
id∧ν
//
// ΣAi ∧ ΩX
+
coincide up to homotopy. Here s is the inclusion of Xi+1 into X and ν is
induced by the multiplication ΩX × ΩX → ΩX.
Proof. Consider the cube
Ai × ΩX
li
//
p1

((Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Ei

%%K
K
K
K
K
K
K
K
K
K
CAi × ΩX //

Ei+1

Ai //
((Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q Xi
%%
CAi // Xi+1
(3)
As discussed before this has a push-out as bottom and top squares and
has pull-backs as lateral faces. It is obtained by pull-back from the path-
loop fibration PX and by making use of the inclusion Xi+1 →֒ X. Consider
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now the following diagram
Ai+1 × ΩX
li+1
//
p1

Ei+1

mi
// ΣAi ∧ ΩX
+

Ai+1
ji+1
// Xi+1 // ΣAi
(4)
Here the square at the left corresponds to the square at the back of the
cube (3) for the index i + 1 and the square at the right is obtained by
taking cofibers in the square at the right of (3) for index i. The composition
mi ◦ li+1 is clearly null-homotopic when restricted to ∗×ΩX →֒ Ai+1×ΩX.
Therefore, the map δ′(i+1, i) is obtained from this composition by collapsing
to a point ΩX in the domain and the image of li+1. Let r : Ai+1 −→
Ai+1 × ΩX
li+1
−→ Ei+1 be such that the first map in the composition is the
inclusion on the first component. The map li+1 factors in the following way
li+1 : Ai+1 × ΩX
r×id
−→ Ei+1 × ΩX
ν′
−→ Ei+1(5)
where the map ν ′ is the holonomy of the homotopy fibration Ei+1 → Xi+1 →
X and is well defined up to homotopy.
We recall that for an arbitrary fibration F → E → B. the holonomy is
obtained by transforming F → E into a fibration F and taking the pull-back
of F over the inclusion F →֒ E. The fact that the composition F → E → B
is trivial implies that the total space of F is homotopy equivalent to the
product F ×ΩB and the holonomy νF : F ×ΩB → F is the resulting map.
If E is contractible, then ν : ΩB ×ΩB → ΩB is, up to homotopy, the usual
multiplication.
Here is the justification of the factorization in (5). Up to homotopy, the
map ji+1 can be written as the composition Ai+1
r
−→ Ei+1 −→ Xi+1. This
means that li+1 is the composition of ν
′ with the top map in the pull-back
diagram
Ai+1 × ΩX
p1

// Ei+1 × ΩX
p1

Ai+1 r
// Ei+1
but this map is r× id (the diagram is obtained immediately by transforming
Ei+1 → Xi+1 into a fibration and pulling back over the composition Ai+1
r
→
Ei+1 → Xi+1).
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The proof of the proposition is now reduced to showing the commutativity
of the following diagram
Ai+1 × ΩX
r×id
//
s◦H(ji+1,ji)×id
''P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
Ei+1 × ΩX
ν′
//
mi∧id

Ei+1
mi

ΣAi ∧ ΩX
+ ∧ ΩX+
id∧ν
// ΣAi ∧ ΩX
+
(6)
The commutativity of the triangle on the left in (6) follows immediately
from the fact that the map mi appears in the following diagram in which all
squares are pull-backs (and by performing the “holonomy” construction on
the two fiber inclusions represented by the two vertical arrows on the left of
the diagram).
Ei+1
mi
//

ΣAi ∧ ΩX
+

// ∗

Xi+1
∇′
// ΣAi ∨X // X
(7)
Here the map ∇′ is the composition Xi+1
∇
−→ ΣAi ∨Xi+1 →֒ ΣAi ∨X. In
turn, to verify (7) is is enough to compare the cube below, which is obtained
by pull-back from the fibration PX , with the similar cube (3).
Ai × ΩX //
p1

((Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
PX

''N
N
N
N
N
N
N
N
N
N
N
N
N
CAi × ΩX //

Fi

Ai //
((Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q X
''
CAi // ΣAi ∨X
(8)
The map Ai → X is the inclusion and is clearly null-homotopic. This shows
that the square on the bottom is indeed a (homotopy) push-out. This cube
also explicits the identification of the homotopy fibre Fi of ΣAi ∨ X → X
with ΣAi∧ΩX
+ which is given by the homotopy equivalence of the cofibres
of the oblique maps in the top square. The cube (3) maps into (8) the
maps defined on each corner being induced by the inclusions on the bottom.
The squares at the left in each of these two cubes being the same (and the
respective map being the identity) we obtain the claim in (7).
We are now left with verifying the commutativity of the square in (6).
In view of (7) we have the following commutative diagram in which the
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columns are pull-backs of PX
Ei

// Ei+1
mi
//

ΣAi ∧ ΩX
+

Xi // Xi+1 // ΣAi ∨X
(9)
As in the construction of the holonomy of an arbitrary principal fibration
we may pull-back all the fibrations in (9) over the projections thus getting
a new commutative square relating the various holonomies
Ei × ΩX
ν′

// Ei+1 × ΩX
ν′

mi×id
// ΣAi ∧ ΩX
+ × ΩX
ν′′

Ei // Ei+1
mi
// ΣAi ∧ ΩX
+
(10)
The desired commutativity now follows by noticing that after collapsing to
a point ∗ × ΩX in the top row of (10) we obtain a cofibration sequence
and moreover ν ′′ gives precisely id ∧ ν after this operation. This last fact is
seen by constructing holonomies over the vertical maps in (8) to express the
holonomy ν ′′.
In the remainder of this subsection we discuss some direct, useful ho-
motopical consequences of this proposition. The proof of Theorem 1 is
continued in §2.2.
2.1.2. Hopf complexes.
Assume that (X,X0) is a relative CW -complex with a fixed cell de-
composition. Suppose that X → Y is a fixed map and Y is simply con-
nected. Denote the set of i-cells in the cell- decomposition of (X,X0)
by Celli. Let I = (a1 < a2 < . . . ) ⊂ N be such that if Celli 6= ∅
then i ∈ I. Define (CI(X,X0), d
I) by letting CI(X,X0) to be the free
πS∗ (ΩY
+)-module generated by Cell∗ and if |e| = ai, e ∈ Cell∗, let d
I(e) =∑
f∈Cellai−1
[H(e, f)]f with [H(e, f)] the stable homotopy class of the rela-
tive Hopf invariant H(je, jf ) of the attaching map je of the cell e relative
to the attaching map jf of the cell f viewed inside π
S
∗ (ΩY
+) by making
use of the map X → Y . By taking a look to the definition of Hopf invari-
ants in §1.3 we see that a special convention is necessary for the coefficients
[H(e, f)] if the dimension of the cell f is 0. We distinguish two cases. First,
if dim(e) = 1 we let δ(e, f) = the coefficient of f in the differential of e in
the cellular complex associated to the fixed cell-decomposition of the pair
(X,X0). We put H(e, f) = δ(e, f) ∈ π
S
0 (ΩY
+) = Z. If dim(e) = p ≥ 2 the
attaching map of the cell e is of the form Sp−1 → X0
∐
. . .
∐
f . We take
H(e, f) to be 0 if the image of Sp−1 is disjoint from f and H(e, f) is the
adjoint of the map e/∂e→ Y if the image of Sp−1 equals f .
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Corollary 2.3. With the notations above (CI(X,X0), d
I) is a chain com-
plex. A complex of this type will be called a Hopf complex of (X,X0) with
coefficients in πS∗ (ΩY
+).
Proof. Apply Proposition 2.2 to express the relevant Hopf invariants in terms
of relative attaching maps. Use the fact that the composition of any two suc-
cesive relative attaching maps is null-homotopic to deduce relations among
the relevant Hopf invariants. After stabilization, these relations are precisely
those needed to show (dI)2 = 0.
Remark 2.4. a. The Hopf complexes as constructed above are closely related
to the twisted chain complexes of Baues [1]. In fact, (CI(X,X0), d
I) can be
identified with a chain complex that is easely deduced from this twisted
complex. We will not explicit this identification here. It is immediately
implied by the fact that the partial suspension of [1] is also given by the
following construction. Assume that A
f
−→ B ∨Y is a map of pointed CW -
complexes which is null on Y . Then the partial suspension of f is homotopic
to the composition i ◦ Σf ′. Here f ′ is the unique lift (up to homotopy) of
f to the homotopy fibre of B ∨ Y −→ Y and i is the fibre inclusion in the
homotopy fibration ΣB ∧ ΩY + → ΣB ∨ Y → Y .
b. Smaller is the index set used in defining a Hopf complex CI(X,X0),
more information is contained in the differential of this complex. Indeed,
enlarging this index set changes the respective complex by possibly truncat-
ing the differential. Moreover, because Y is simply-connected we notice that
CN(X,X0) is simply the cellular complex associated to the fixed relative cell
decomposition of (X,X0) tensored with idpiS
∗
(ΩY +).
It is natural to compare Hopf complexes.
Assume (X ′,X) is a relative CW -complex. Fix two different relative cell-
decompositions for (X ′,X) and a map X ′ → Y with Y simply connected.
Let CI(X ′,X) and CI1 (X
′,X) be the two Hopf complexes with coefficients
in πS∗ (ΩY
+) respectively associated to these two cell decompositions.
Lemma 2.5. There is a chain equivalence of the two cellular complexes as-
sociated to the two cell decompositions of (X ′,X) which extends to a chain
equivalence of CI(X ′,X) and CI1 (X
′,X) whenever these Hopf complexes are
both defined. In particular, if both cell decompositions are minimal in the
sense that in each dimension k they have the same number of cells and this
number equals rk(Hk(X
′,X;Z)), then the Hopf complexes above are isomor-
phic. If such minimal cell-decompositions exist, then the corresponding Hopf
complex that appears for I = Imin = {k : Hk(X
′,X;Z) 6= 0} will be denoted
by (Cmin(X
′,X), dmin) and is well defined up to isomorphism.
Proof. Assume ∨Sk → X(k) → X(k+1) and ∨Sk1 → X
(k)
1 → X
(k+1)
1 are the
cofibration sequences in the two cell decompositions. We have that X(0),
X
(0)
1 are equal to the disjoint union of X and some points. For some m ∈ N
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we have X(m) ≃ X
(m)
1 ≃ X
′. By restricting this homotopy equivalence to
each of the skeleta we get maps φk : X
(k) → X
(k)
1 that commute with the
obvious inclusions and restrict to the identity on X. We obtain the commu-
tative diagram below with the top and bottom rows cofibration sequences
and where the existence of the doted arrow remains to be discussed.
∨Sk //
φ′′
k+1

X(k)
φk

// X(k+1)
φk+1

// ∨Sk+1
φ′
k+1

∨Sk1
// X
(k)
1
// X
(k+1)
1
// ∨Sk+11
(11)
It is a standard fact that the maps φ′t induce a a chain equivalence of
cellular complexes φ = H∗(φ
′
∗). There exists always a map φ
′′
k+1 which is a
desuspension of φ′k+1. If k ≥ 2 this desuspension is uniquely defined and we
first notice that, under this same assumption, it does make commute the left
square of the diagram. This is quite immediate if X ′ is simply connected and
therefore both X(k) and X
(k)
1 are so. Indeed, the composition πk(∨S
k) ≈
Hk(∨S
k) ≈ Hk+1(X
(k+1),Xk) ≈ πk+1(X
(k+1),X(k)) → πk(X
(k)) describes
precisely the attaching maps of the k+1 cells in the first cell-decomposition
and the analogue statement is valid, of course, for the second decomposition.
But all the maps in these compositions commute with the map induced in
relative homology by the pair (φk+1, φk). If X
′ is not simply-connected (but
still k ≥ 2) one needs to first apply the above argument to the universal
covering X˜ ′ relative to the cell-decompositions obtained by lifting those
given for X ′.
Our purpose now is to show that the map of complexes φI : CI(X ′,X)→
CI1 (X
′,X) defined by φ ⊗ idpiS
∗
(ΩY +) is a chain map. This is immediate if
the commutativity in the left two squares of the diagram (11) would hold
for all k because all the relevant constructions (co-actions, lifts, etc) would
be comparable by maps induced by the φ′′k+1’s. However, in general, this
commutativity is not valid for k ≤ 1. We first assume that 2 ∈ I and let
q be the first index in I that is bigger than 2. It is easy to see, due to the
relation between Hopf complexes and cellular complexes, that for dimensions
t ≤ 2 the maps φI commutes with the differentials in the respective Hopf
complexes. This also happens for t > q, as indicated above, because of
the commutativity of the diagram (11). Moreover, the commutativity in
the left square of (11) is valid for k = q − 1. In constructing the relative
Hopf invariants of a cell of dimension q and one of dimension 2 , besides the
attaching maps for the cell of dimension q, we also need the maps X(2) →
X(2) ∨ (∨S2) → Y ∨ (∨S2) where the first map in this composition is the
co-action and the last is induced by inclusion. It is easy to see that the
remaining commutativity necessary for φI to be a chain morphism reduces
to showing that the square below commutes.
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X(2)
φ2

// Y ∨ (∨S2)
id∨φ′2

X
(2)
1
// Y ∨ (∨S21)
(12)
Because Y is simply connected, this commutativity is satisfied if its ho-
mology version is true which is immediate. The same argument applies to
the case when 2 6∈ I but 1 ∈ I and shows that φI is a chain morphism.
Because φ is a chain equivalence φI is forced to be one also. The reason is
that the differential in the cellular complex associated to a cell decomposition
of (X ′,X) is contained in the differential of each Hopf complex CI(X ′,X)
which is defined.
The last claim in the statement is obvious because for a minimal cell
decomposition the cellular differential is trivial and therefore, as the com-
parison morphism φI is a chain equivalence, it is in fact an isomorphism.
Remark 2.6. A condition that insures the existence of a minimal cell de-
composition as in the lemma above is the following: (X ′,X) has torsion free
integral homology and both X ′ and X are simply-connected.
Here is a relation between relative Hopf invariants and a certain Atiyah-
Hirzeburch spectral sequence. We will only formulate this consequence in
the setting of the Remark 2.6.
Therefore, (X,X0) is a CW -pair with both X0 and X simply-connected
and such that the integral homology of the pair is torsion free. We consider
Hopf complexes with coefficients in π∗(ΩX
+) (in other words we take Y =
X and the relevant map X → Y is the identity). We have a ring map
h : πS∗ (ΩX
+)→ H∗(ΩX
+;Z). We can change the coefficents in Cmin(X,X0)
by using this map and we denote by (Cˇmin(X,X0), dˇmin) the resulting chain
complex of H∗(ΩX
+;Z)-modules. Let (Erpq,D
r) be the Atiyah-Hirzebruch-
Serre spectral sequence of the relative fibration P ′ of basis (X,X0) induced
from the fibration ΩX → PX → X with
E2 = H∗(X,X0;π
S
⊙(ΩX
+)) ≈ H∗(X,X0;Z)⊗ π
S
⊙(ΩX
+)
and which converges to πS∗+⊙. Similarly, we let (E
r
pq, d
r) be the homology
Serre spectral sequence of the fibration P ′.
Corollary 2.7. In the setting above assume that a, b ∈ N are such that
Hk(X,X0;Z) = 0 for a < k < b, b − a > 1. If Hk(X,X0;Z) 6= 0 for
k ∈ {a, b}, then
(i) dmin|Cellb → π
S
∗ (ΩX
+) < Cella > is identified to D
a−b|Eb−aa0
.
(ii) dˇmin|Cellb → H∗(ΩX
+;Z) < Cella > is identified to d
a−b|Eb−aa0
.
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Proof. This follows by noting that the elements in E2a0 (repspectively in E
2
a0
survive to Ea−ba0 (resp. E
a−b
a0 ) for dimensionality reasons and then by recalling
the definition of the two spectral sequences considered (as described for
example in [28]) and applying the proposition.
Remark 2.8. The second point of the corollary is particularly useful because
it allows one to compute the homology version of the minimal Hopf complex
only in terms of the Serre spectral sequence of the path-loop fibration of X.
In turn, this spectral sequence is generally very well understood. If we are
interested in a non minimal Hopf complex or even one Hopf complex that
comes from a non-minimal cell decomposition it is still possible to estimate
it, in a rather obvious way, by using these spectral sequences but we will
not pursue further this issue here.
2.1.3. Duality.
Assume that ξ : X −→ BG is the classifying map of a fiber bundle of
rank m, of basis X and of structural group G. Let EξS(X) be the total space
of the associated spherical fibration and let T ξ(X) be the respective Thom
space. Fix also the cone-decomposition Ai
ji→ Xi → Xi+1, 0 ≤ i < k as in
(1) together with the relative attaching maps δ(i + 1, i) : Ai+1 → ΣAi.
Corollary 2.9. The Thom space T ξ(X) admits a cone decomposition
ΣmAi
j′′i→ T ξ(Xi)→ T
ξ(Xi+1)(13)
such that the corresponding attaching maps δ′′(i+1, i) : ΣmAi+1 → Σ
m+1Ai
verify (up to sign) δ′′(i+1, i) = Σmδ(i+1, i) + ν ◦Ωξ ◦ΣmH(ji+1, ji). Here
ν : ΣAi ∧ S
m−1 ∧ G → ΣAi ∧ S
m−1 is induced by the action of G on Sm−1
and Ωξ : ΣAi ∧ S
m−1 ∧ ΩX → ΣAi ∧ S
m−1 ∧G.
Proof. Notice that the exact same constructions as in the proof of the propo-
sition can be performed for the fibration ξ instead of the fibration PX .
Of course, as PX is universal, the map ΩX → S
m−1 induces compari-
son maps between the diagrams obtained for PX and those for ξ. There-
fore, the argument in the proposition describes also the relative attaching
maps coming from a cone-decomposition Ai ∧ (S
m−1)+ → EξS(Xi)/S
m−1 →
EξS(Xi)/S
m−1. It is now immediate to see that, by collapsing each such cofi-
bration sequence into the cofibration Ai → Xi → Xi+1 one gets cofibration
sequences Ai ∧ S
m → T ξ(Xi) ∨ S
m → T ξ(Xi+1) ∨ S
m. We then collapse to
a point the sphere Sm in the last two terms and obtain the cofibration se-
quences of the statement and the claimed formula for the relative attaching
maps.
Remark 2.10. a. The formula in this corollary also appears in Dula in [8].
b. Of particular interest is the case when the spaces Ai are spheres of
dimensions, respectively, ai. Then H(ji+1, ji) ∈ πai+1(Σ
ai+1(ΩX)+) and the
stable difference δ′′(i+1, i)−δ(i+1, i) becomes equal to JaiG (Ωξ◦H(ji+1, ji))
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where JaiG : πai+1−ai−1Ω
aiΣaiG → πSai+1−ai−1 is the factor of the JG homo-
morphism (as defined for example in [30] and also see below) JG : π∗G→ π
S
∗ .
c. The statement of Corollary 2.9 is clearly also valid if applied directly
to spherical fibrations (and not only to bundles).
Assume now that X is a Poincare´ duality space and let ζ be its Spivak
stable normal bundle [27].
We have a ring map s : πS∗ (ΩX
+) → πS∗ . Assume also that X is simply-
connected and does not have any torsion in homology. Then (X, ∗) has a
minimal cell-decomposition in the sense of the lemma above. Denote by
Cmin(X) the Hopf complex associated to such a minimal cell-decomposition
with coefficents in πS∗ (ΩX
+). Let (Cmin(X), d) be the chain complex with
coefficients in πS∗ obtained from Cmin(X) by changing the coefficients via
s. The coefficients of the differential in this chain complex are homotopy
classes of relative attaching maps of consecutive pairs of cells. Finally,
let (C
′
min(X), d
′
) be the following πS∗ -chain complex. As π
S
∗ -modules we
have isomorphisms (C
′
min(X))n−k ≈ (Cmin(X))k and if x is a generator of
(Cmin(X))k we denote by x
∗ the corresponding generator of (C
′
min(X))n−k;
by definition, the differential verifies d
′
(x∗) =
∑
d
′
(x∗, y∗)y∗ with d
′
(x∗, y∗) =
d(y, x)+J
|x|
BF (Ωζ ◦H(y, x)). Here y and x represent cells in the minimal cell-
decomposition that have consecutive indexes in {k ∈ N : Hk(X : Z) 6= 0};
H(y, x) is the respective relative Hopf invariant; BF is the classifying space
of spherical fibrations (see also Remark 2.10) and d(y) =
∑
d(y, x)x. We
also recall the definition of the J-homomorpphism [30]. This is a homomor-
phism JSO : πk(SO) → π
S
k that associates to the homotopy class of a map
a : Sk → SO the homotopy class of a map obtained as follows. First, for q
sufficiently big, let b : Sq−1 × Sk
id×a
→ Sq−1 × SO(q)
µ
→ Sq−1 where µ is the
action. Define JSO(a) to be the stable homotopy class of the restriction of Σb
to Sq+k ⊂ Σ(Sq−1×Sk). The morphism JSO has a stable target. Because of
that it factors as πk(SO) → πk(ΩΣSO) . . . πk(Ω
qΣqSO) → . . . πSk (SO)
J ′
SO→
πSk . We denote by J
q
SO the restriction of J
′
SO to Ω
qΣqSO. The same mor-
phism can be defined in an analogue fashion for other groupsG that have the
property to act on homotopy spheres. The corresponding homomorphisms
are denoted by JG and J
q
G.
Corollary 2.11. In the setting above (X simply-connected and whithout
torsion in homology) the two πS∗ -chain complexes (C
′
min(X), d
′
) and (Cmin(X), d)
are isomorphic. If the stable spherical normal fibration of X admits a re-
duction to BG (for example, BPL or BSO etc.), then
d
′
(x∗, y∗) = +/− d(y, x) mod Im(J
|x|
BG)
Proof. This follows from Corollary 2.9 and Remark 2.10. Indeed, the Thom
space of the Spivak normal stable bundle of X is Spanier-Whitehead dual to
X itself. Therefore, the fixed minimal cell decomposition on X induces
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by duality a minimal decomposition for this Thom space. As Spanier-
Whitehead duality for maps between spheres coincides with stable equality
up to sign the relative attaching maps of this decomposition coincide stably
with those of the one fixed on X. Moreover, as both this decomposition and
that provided by Corollary 2.9 are minimal we obtain that the two com-
plexes in question are isomorphic. The second part of the statement is clear
given the definition of the J-homomorphism.
Remark 2.12. The problem of deciding whether a given Poincare´ duality
space X admits a PL or smooth structure is one of the central problems
of differential topology. Surgery theory provides a solution to this question
by reducing it to a two stage process: first, one has to decide whether the
Spivak stable normal bundle admits a lift to BPL or, respectively, BSO
and, if this is the case, a secondary numerical invariant needs to vanish.
The existence of a lift is theoretically the simple step as it reduces to a
typical obstruction theory problem. However, in practice, even for spaces
X having a small number of cells it is not easy to show that such a lift
does not exist. Indeed, the canonical way to produce a lift is to extend it
inductively over each skeleton of X and if some non-vanishing obstruction
appears at some step in the process one is forced to start back from the
bottom. This direct approach has the disadvantage that, to conclude the
non-existence of a lift, one has to show that each possible attempt leads
to a non-vanishing obstruction. The corollary above provides a shortcut
to this process: if for some x, y as in the corollary we do not have the
relation d
′
(x∗, y∗) = +/− d(y, x) mod Im(J
|x|
SO) for example, then X is not
smoothable. The first such example of a Poincare´ duality space X with
|x| = 0 was described by Smith in [26] (his proof being different from the
method indicated here). Examples with |x| > 0 have been first described in
[5] the proof given there was however not completely homotopical. To the
author’s knowledge, there is no other general method to construct explicitely
non-smoothable Poincare´ duality, 1-connected, CW -complexes that remain
non-smoothable after product with an arbitrary sphere.
2.2. Relating Hopf invariants and bordism maps.
The purpose of this sub-section is to relate relative Hopf invariants to
the Thom bordism maps associated to connecting manifolds and in this way
prove Theorem 1.
We now return to the setting of this theorem.
As in §2.1.1 let PM be the path-loop fibration ΩM → PM → M . Of
course, we have inclusions N0 →֒ N
′ →֒ N ′′ →֒ N ′′′ →֒ N1 →֒ M . For any
subset A ⊂ M we can pull-back PM over A thus getting a new fibration of
basis A whose total space will be denoted by T (A). As in (2) we obtain two
cofibration sequences Sq−1∧ΩM+ → T (N ′)/ΩM → T (N ′′)/ΩM and Sp−1∧
ΩM+ → T (N ′′)/ΩM → T (N ′′′)/ΩM that produce a relative attaching map
δ : Sp−1 ∧ ΩM+ → Sq ∧ ΩM+.
24 OCTAVIAN CORNEA
In view of Proposition 2.2 the statement of the theorem is clear if we show
that δ is homotopic to the composition
Sp−1 ∧ΩM+
h(P,Q)∧id
// Sq ∧ΩM+ ∧ ΩM+
id∧ν
// Sq ∧ΩM+(14)
where, as in Subsection 2.1, ν is the multiplication on ΩM .
We denote by γ the flow γ(f). The first step of the proof is to make
some explicit constructions which will allow us to express δ in terms of some
simple index pair of the isolated invariant set I(P,Q) which, we recall, is
the union of P , Q and of all the points situated on flow lines of γ that join
P to Q and are included in N .
2.2.1. A simple index pair of I(P,Q).
Let
U(P ; ǫ, τ) = {x ∈M : ∃ Tx ∈ R ∪ {−∞,∞}, γTx(x) ∈(15)
∈ D(P, τ) ∩ f−1(f(P )), |f(x)− f(P )| ≤ ǫ}
where D(P, τ) is the closed disk of radius τ and center P . Clearly, for ǫ
and τ small the set U(P ; ǫ, τ) is a manifold (with a boundary with cor-
ners) homeomorphic to the n-dimensional closed disk. Let A(P ; ǫ, τ) =
U(P ; ǫ, τ) ∩ f−1(f(P ) − ǫ), B(P ; ǫ, τ) = U(P ; ǫ, τ) ∩ f−1(f(P ) + ǫ). Then
A(P ; ǫ, τ) is diffeomorphic to Sp−1×Dn−p and B(P ; ǫ, τ) is diffeomorphic to
Dp×Sn−p−1. In these identifications Sp−1×{0} and {0}×Sn−p correspond
respectively to the unstable and the stable manifolds of P intersected respec-
tively with f−1(f(P )− ǫ) and f−1(f(P )+ ǫ) . We also denote by A′(P ; ǫ, τ)
the closure of the set ∂U(P ; ǫ, τ) − B(P ; ǫ, τ). The two diffeomorphisms
above can be made quite explicit once Morse coordinates are chosen around
P . Using such coordinates (x, y) with f given by −||x||2+ ||y||2+f(P ) there
is a diffeomorphism of A(P ; ǫ, τ) with a set of the type {(x, y) ∈ Rp×Rn−p :
ǫ ≤ ||x||2 ≤ ǫ + η , −||x||2 + ||y||2 = −ǫ}. and a similar identification is
valid for B(P ; ǫ, τ). Moreover, the flow induces a diffeomorphism between
B(P ; ǫ, τ) −W sN (P ) and A(P ; ǫ, τ) −W
u
N (P ) which corresponds to the ob-
vious twist map (Sp−1 × (0, 1]) × Sn−p−1 −→ Sp−1 × (Sn−p−1 × (0, 1]). We
also need to notice that, once a Morse chart as above is fixed, there are
n-linearly independent sections of the tangent space of U(P ; ǫ, τ) each in
the direction of one of the coordinates xi or yj. These also provide normal
framings to the sets Int(W uN (P )) and Int(W
s
N (P )). These framings have the
property to be coherent with the decomposition A(P ; ǫ, τ) ≈ Sp−1 ×Dn−p
(and similarly for B(P ; ǫ, τ) ) in the sense that they induce the standard
framing of Sp−1 × {0} ⊂ Sp−1 ×Dn−p. In particular, we may see A(P ; ǫ, τ)
as the total space of a tubular neighbourhood of Su(P ). We denote by ι−P
and ι+P the framings of S
u(P ) in A(P ; ǫ, τ) and respectively that of Ss(P )
in B(P ; ǫ, τ). Of course, these framings depend on the choice of a Morse
chart but we suppose from now on that such a choice has been made for all
critical points of f . A different choice will not modify the isomorphism class
of these framings (except possibly by a sign).
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An analogue construction is of course possible for the critical point Q. As
the critical points P and Q are consecutive we may assume (after possibly
slightly modifying f) that for some choice of ǫ and τ the sets U(Q) =
U(Q; ǫ, τ), U(P ) = U(P ; ǫ, τ) and A(P ) = A(P ; ǫ, τ) verify U(P ) ∩ U(Q) =
{x ∈ A(P ) : γR(x) ∩ U(Q) 6= ∅} (this implies, in particular, that ǫ is such
that f(Q) + ǫ = f(P ) − ǫ). Moreover, the intersection of Sp−1 × {0} ⊂
A(P ) and {0} × Sn−q−1 ⊂ B(Q) are transverse in f−1(ǫ + f(Q)) (where
B(Q) = B(Q; ǫ, τ) and we will use similar notations for the rest of the sets
A,B,A′ associated to U(P ) and U(Q)). This means that by assuming τ
sufficiently small, the intersection of A(P ) and B(Q) is also transverse and,
by using the identifications described before for these two sets and letting
K = U(P ) ∩ U(Q), we have K = A(P ) ∩ B(Q) ≈ Dq × Z(P,Q) × Dn−p.
Clearly, Dq × Z(P,Q) × {0} ⊂ Su(P ) and Z(P,Q) →֒ Su(P ) is normally
framed via the framing obtained by projection from ι+Q. We will denote this
framing of Z(P,Q) by ι+ and we let W (Z) = Dq × Z(P,Q)× {0} ⊂ Su(P )
be the tubular neighbourhood of Z(P,Q) described above. Of course, ι+
identifies W (Z) with the total space of the normal bundle of Z(P,Q) in
Su(P ). The framing ι+ is precisely the one used to construct the bordism
class of Z(P,Q).
Let W ′ = A′(Q)∪ (A(P )−K), W ′′ = U(Q)∪A(P ), W ′′′ = U(Q)∪U(P ).
These three sets are related by cofibration sequences described before the
statement of the theorem. They also verify the needed index pairs conditions
and it is immediate to see that they can be used in the constructions made at
the beginning of the proof by replacing N ′, N ′′, N ′′′ by W ′,W ′′ and W ′′′, re-
spectively. Moreover, δ is also given as the relative attaching map described
in that construction now applied to the spaces T (W ′)/Ω(M), T (W ′′)/ΩM
and T (W ′′′)/ΩM . Indeed, (W ′′′,W ′) is an index pair of I(P,Q) and for any
other index pair (N ′′′, N ′) of this invariant set we may choose s, τ sufficiently
small such that the set (U(Q; ǫ, τ) ∪ U(P ; ǫ, τ))
⋂
f−1([f(Q)− s, f(P ) + s])
(which is diffeomorphic to U(P )∪U(Q) and has analogue properties) is con-
tained in N ′′′. This allows one to identify the attaching map constructed in
T (N ′′′) with that constructed in T (W ′′′).
2.2.2. The Thom-Pontryaguin construction and δ.
Our next purpose is to sufficiently explicit δ as to show that it is given by
the composition in (14). Recall that for any subspace A →֒M we denote by
T (M) the total space of the fibration of basis A obtained by pull-back from
PM . By revisiting (3) (with Ai+1 = S
u(P ) and Ai = S
u(Q)) we see that δ
is determined by the following composition
δ′ : T (Su(P )) →֒ T (A(P )) →֒ T (W ′′)
l
−→ T (W ′′)/T (W ′)(16)
where the first three maps are inclusions and l : T (W ′′)→ T (W ′′)/T (W ′) is
the projection. Indeed, δ′ is immediately seen to be equal to the com-
position T (Su(P )) → T (Su(P ))/ΩM
δ
→ (T (W ′′)/ΩM)/(T (W ′)/ΩM) =
T (W ′′)/T (W ′). At the same time T (W ′′)/T (W ′) = T (U(Q))/T (A′(Q)).
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It follows that δ′ is also equal to the composition
T (Su(P ))
k
→ T (W (Z))/T (∂W (Z)) →֒ T (U(Q))/T (A′(Q)(17)
where the map k is projection on the respective quotient and the last map
is well defined because ∂W (Z) ⊂ A′(Q). The fibrations producing the total
spaces in (17) are all trivial because, one one hand, A′(Q) ⊂ U(Q) ≃ ∗
and on the other ∂W (Z) ⊂ W (Z) ⊂ Su(P ) ⊂ W u(P ) ≃ ∗. To get to the
expression in (14) we need to explicitely use the respective trivializations.
Fix a trivialization of the fibration FWu(P ) obtained as a pull-back of PM . It
produces the following diagram where all horizontal arrows are the obvious
inclusions and the vertical arrows are homeomorphisms
∂W (Z)× ΩM //
a

W (Z)× ΩM
a

// Su(P )× ΩM

// W u(P )× ΩM

T (∂W (Z)) // T (W (Z)) // T (Su(P )) // T (W u(P ))
(18)
Notice thatW (Z) ⊂ B(Q) ⊂ U(Q). Therefore, if we fix a trivialization for
the fibration induced over U(Q) (from PM ) we get another similar diagram
∂W (Z)× ΩM //
b

W (Z)× ΩM
b

// B(Q)× ΩM

// U(Q)× ΩM

T (∂W (Z)) // T (W (Z)) // T (B(Q)) // T (U(Q))
(19)
We may consider the composition c = a◦b−1 of the two homeomorphisms
a and b appearing respectively in the diagrams (18) and (19). It makes
commutative the diagram
W (Z)× ΩM
c
//
p1

W (Z)×ΩM
p1

W (Z)
id
// W (Z)
however the key point is that, in general, c is not itself the identity. How-
ever, it is easy to see that it is described, up to homotopy, by the following
composition
W (Z)×ΩM
∆×id
−→ W (Z)×W (Z)×ΩM
id×p2×id
−→(20)
→W (Z)× Z(P,Q)× ΩM
id×j(P,Q)×id
−→ W (Z)× ΩM × ΩM
id×ν
−→
→ W (Z)× ΩM
where p2 : W (Z) → Z(P,Q) is the projection D
q × Z(P,Q) → Z(P,Q)
and, as before, ν is the multiplication. The restriction of c to ∂W (Z) is
clearly also a homeomorphism and its description is obtained from (20) by
restriction (recall that ∂W (Z) = Sq−1×Z(P,Q) ⊂ Dq ×Z(P,Q) =W (Z)).
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From (20) and (17) we obtain the following description of the homotopy
class of δ′
Sp−1 × ΩM −→ W (Z)× ΩM/∂W (Z)× ΩM
c
−→(21)
→ W (Z)× ΩM/∂W (Z)× ΩM −→ U(Q)× ΩM/A′(Q)×ΩM →
→ U(Q)× ΩM/A(Q)× ΩM
t
−→ Sq ∧ ΩM+
where c is the homeomorphism induced by c, t is the obvious composition
U(Q) × ΩM/A(Q) × ΩM → (Dq ×Dn−q × ΩM)/(Sq−1 ×Dn−q × ΩM) →
(Dq×ΩM)/(Sq−1×ΩM)→ Sq ∧ΩM+ and the map preceding t is induced
by a homeomorphism deforming A′(Q) to A(Q). We did also identify Su(P )
to Sp−1.
Let us denote by δ′′ the restriction of δ′ in (21) to Sp−1 × ∗. In view of
the description of c in (20), to show that δ is the composition in (14) it is
enough to prove that δ′′ is precisely the Thom map h(P,Q) associated to
the framing ι+ and the map j(P,Q). Recall that this Thom map is defined
as the composition
Sp−1 −→W (Z)/∂W (Z)
∆
−→(22)
−→ (W (Z)×W (Z))/(∂W (Z)×W (Z))
id×j(P,Q)
−→
−→ (W (Z)×ΩM)/(∂W (Z) × ΩM) −→
v
−→ (Dq × Z(P,Q))× ΩM/(Sq−1 × Z(P,Q))× ΩM)
p1×id
−→
−→ Dq × ΩM/Sq−1 × ΩM = Sq ∧ ΩM+
where the map v is the identification ofW (Z) with Dq×Z(P,Q) provided
by the framing ι+. Notice that ∂W (Z) = Sq−1 × Z(P,Q) is transported by
the flow γ into ∂A(Q) ⊂ A(Q) in such a way that Sq−1 × {x} ⊂ ∂W (Z) is
transported into Sq−1×{x′} ⊂ Sq−1×Dn−q = A(Q) by a homeomorphism.
This implies that the compositions of the last two maps in (22) and the
last three in (21) are homotopic. In turn, this shows that δ′′ ≃ h(P,Q) and
concludes the proof of the theorem.
In the following we will consider Hopf complexes of certain particular
pairs of spaces. The first basic example is given by index pairs (N1, N0) of
some isolated invariant set in a gradient flow on M . A cell decomposition of
N1 relative to N0 produces as in Corollary 2.3 a complex with coefficients in
πS∗ (ΩN
+
1 ). We fix the following convention: whenever talking about a Hopf
complex of such an index pair we understand the complex obtained after
28 OCTAVIAN CORNEA
changing coefficients via the inclusion map N1 → M . Of course, this pro-
duces a complex with coefficients in πS∗ (ΩM
+). The second basic example
of such pairs is given by the pair (M ′,M) providing the global Conley index
of some isolated invariant set (see §1.1). Again, whenever talking about a
Hopf complex of such a global Conley index we understand the complex
with coefficients in πS∗ (ΩM
+) obtained from a relative cell decomposition
of (M ′,M) with the coefficients changed by the canonical projection map
p :M ′ →M of the global index.
Corollary 2.13. The object (CIN (f), d
I
f ) associated to a local Morse func-
tion (f,N) and introduced in Defintion 3 is indeed a chain complex and is
identified with a Hopf complex of an index pair for IN (f).
Proof. Notice that in the setting of Definition 3 if x ∈ CritNai(f) and y ∈
CritNai−1(f) for I = (a1, . . . , ai−1, ai, . . . ), then x and y are consecutive crit-
ical points of f in N . Use the theorem to identify the bordism classes of the
connecting manifolds of type Z(x, y) with the appropriate Hopf invariants
and apply Corollary 2.3.
Remark 2.14. a. A different proof of (dIf )
2 = 0 follows by adapting to the
non-compact case the method described in [5]. This is much more geometric
in nature and is based on a precise description of the boundaries of the spaces
of smooth flow lines joining two critical points that are not consecutive but
might be joined by flow lines that are broken precisely once. One can also
find there an explicit discussion of the signs in the formula (dIf )
2 = 0.
b. Clearly, Theorem 1 used in conjunction with Proposition 2.2 prove a bit
more than the vanishing of the square of the differential of CIN (f). Indeed,
we obtain some relations among the Thom maps (of type h(P,Q)) associated
to the connecting manifolds and not only among their stabilizations. It is
harder to encode these relations in a Morse type complex the main problem
being to find an appropriate coefficient ring (necessarily non-commutative).
Moreover, even at the level of the bordism classes we get more than the
relations needed to show that CIN (f, α) is a chain complex. Explicitely, if P
and R are critical points that are connected by flow lines that are broken
at most once, then we have
∑
Q∈Crit∗(f)
+/ − [Z(P,Q)][Z(Q,R] = 0 (the
precise signs are in [5]; recall that [Z(x, y)] is taken to be 0 whenever x, y
are not consecutive).
c. In view of the definition of the global Conley index cN (f) = cγ(f)(I(f))
we also obtain that (CIN (f), d
I
f ) is identified with a Hopf complex of the
global index because a relative cell decomposition of an index pair for IN (f)
produces also a relative cell decomposition of the global Conley index of this
invariant set.
2.3. Rigidity and duality for extended Morse complexes.
In the first paragraph of this subsection we discuss certain continuation
related properties of extended Morse complexes. The second paragraph
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is concerned with the behaviour of these complexes with respect to time
reversion and stabilization.
2.3.1. Continuation.
Continuation induces a natural equivalence relation inside the space Fl(M)
of pairs (f,N) such that f : M → R is a C2 -function and N is an isolating
neighbourhood for γ(f) which, we recall, is the flow induced by the negative
gradient of f . As before, we denote by IN (f) the maximal invariant set of
this flow inside N . A pair (f,N) ∈ Fl(M) will be called an isolated local
function on M .
Definition 5. The isolated local functions (f0, N0), (f1, N1) are continua-
tion equivalent if IN0(f0) and IN1(f1) viewed as isolated invariant sets in
the flows γ(f0) and respectively γ(f1) are related by continuation (see §1.1).
Remark 2.15. a. Clearly, both the Conley index and the global Conley index
are invariants with respect to continuation equivalence.
b. Given (f,N) ∈ Fl(M) there is a C
2-neighbourhood U of f (in the weak
topology) such that if g ∈ U then (g,N) is also an isolated local function
and is continuation equivalent to (f,N).
Here is a useful consequence of the results in §2.1.2
Corollary 2.16. Assume that two local Morse functions (f0, N0) and (f1, N1)
are continuation equivalent. There exists a morphism of graded abelian
groupsm : Z[CritN0∗ (f0)]→ Z[Crit
N1
∗ (f1)] wich extends to a chain-equivalence
of free Ωfr∗ (ΩM)-modules
mI : CIN0(f0) −→ C
I
N1(f1)
for each I ⊂ N for which both extended Morse complexes are defined.
Proof. Assume CIN0(f0) and C
I
N1
(f1) are both defined. Because (f0, N0) and
(f1, N1) are continuation equivalent then the global Conley indexes (see §1.1
) cN0(f0) and cN1(f1) coincide. The two extended Morse complexes above
being identified by Corollary 2.13 to Hopf complexes of this same global
index, the statement follows by applying Lemma 2.5.
Remark 2.17. There is also a purely geometric proof of a variant of this
corollary which is based on the techniques that appear in [7]. The geometric
method leads in fact to more powerful results because it may be applied in
cases when the global Conley index is not defined. Moreover, it also shows
that for any Morse function (f,N) an arbitrary perturbation of the metric
α inside N does not modify the isomorphism type of the extended Morse
complexes of f .
We will make use of the following notion of minimality.
Definition 6. A local Morse function (f,N) is minimal if CNN (f) has trivial
differential. In other words, the classical Morse complex of f |N has trivial
differential.
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If a local Morse function (f,N) is minimal, then its number of critical
points ∈ N of index i is equal to rk(Hi(cN (f);Z). Obviously, the inte-
gral homology of cN (f) is forced to be torsion free. The next statement
immediately follows from Corollary 2.16.
Corollary 2.18. Assume that two local Morse functions (f,N), (g,N ′) are
minimal and continuation equivalent. Then for any index set I we have
CIN (f) ≈ C
I
N ′(g).
At this point we introduce a particular notation for certain special ex-
tended Morse complexes. Let (f,N) be a local Morse function and let
If = {k ∈ N : Crit
N
k (f) 6= ∅}. We denote by (CN (f), df ) the extended
Morse complex (C
If
N , d
I
f ). This complex carries the most possible informa-
tion in its differential among all extended Morse complexes of (f,N). Recall
the minimal Hopf complexes Cmin(X
′,X) that appear in Lemma 2.5 and are
defined whenever (X ′,X) admits a minimal cell-decomposition in the sense
of that lemma.
From the results above we immediately obtain.
Corollary 2.19. Assume that the local Morse function (f,N) is minimal.
Then Cmin(cN (f)) is defined and is isomorphic to CN (f).
Remark 2.20. a. In practice, to apply the statement above one needs to
construct a minimal cell decomposition for the global Conley index cN (f)
purely homotopically (this is possible, for example, if this Conley index has
torsion free integral homology and is simply connected) and then compute
Cmin(cN (f)) out of it.
b. One can, of course, use instead of the global Conley index an index
pair (N1, N0) for IN (f).
The existence of a minimal Morse function in a given continuation class
can be insured only under circumstances somewhat restrictive. The result
below follows, as shown in [23], from the classical techniques used by Smale
in the proof of the h-cobordism theorem.
Proposition 2.21. [23] Assume the isolated local function (f,N) has the
following two properties:
(i) c(f) has torsion free integral homology
(ii) there exists a bi-regular index block (N1, N0, N2) for IN (f) with Ni
simply connected for i ∈ {0, 1, 2}.
Then there is a minimal local Morse function continuation equivalent to f .
2.3.2. Stabilization and duality of extended Morse complexes.
For (f,N) ∈ Fl(M), (h,N
′) ∈ Fl(M
′) we may define f⊕h :M×M ′ → R
by (f ⊕ h)(x, y) = f(x) + h(y) and clearly, (f ⊕ h,N ×N ′) ∈ Fl(M ×M
′)
(where the metric on the product is the product metric). Moreover, by the
basic properties of the Conley index we have cN×N ′(f⊕h) = cN (f)∧cN ′(h).
Of particular iterest is the case when h is a non-degenerate quadratic form
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q : Rk → R the metric on Rk is the euclidean one and N ′ is a disk Dk
containing 0. A function of the form f ⊕ q is called a stabilization of f
[9][4][5]. Of course, in this case cN ′(q) = S
ind(q).
The behaviour of the extended Morse complexes with respect to stabi-
lization is very easy to describe.
Corollary 2.22. Let (f,N) be a local Morse function. Assume q : Rk → R
is a non-degenerate quadratic form. For any index set I ⊂ N we have an
isomorphism sind(q)(CIN (f), d
I
f ) ≈ C
I′
N×Dk
(f ⊕ q, ), dI
′
f⊕q) where I
′ = {k +
ind(q) : k ∈ I} and s(−) is algebraic suspension.
Proof. The statement is immediate by noting that f + q is Morse-Smale
with respect to the sum metric α + euclidean on N × Dk. Moreover, two
consecutive critical points P and Q of f remain consecutive for f ⊕ q and
have the same connecting manifold. The framing of this connecting manifold
also does not change stably and the map to the loop space Ω(M×Rk) ≃ ΩM
also remains the same up to homotopy.
It was shown in the first paper in this series [4] that if the stable normal
bundle of the manifold M (assumed there to be compact) is trivial, then for
any flow γ on M and any isolated invariant set S of γ the Conley indexes of
S with respect to the direct flow cγ(S) and with respect to the inverse flow
c−γ(S) are related by Spanier-Whitehead duality (here (−γ)t(x) = γ−t(x)).
This duality relation was shown to be also valid, in this situation, for the
homotopical data resulting from an attractor-repellor pair. In particular
the connection maps of the attractor and the repellor with respect to the
direct and inverse flows are Spanier-Whitehead duals. A partial, homotopi-
cal variant of this result in the Morse case was already present in [10]. A
homological version in the case of general isolated invariant sets appeared in
[16]. If the stable normal bundle of M is no longer trivial, then it is natural
to “estimate” the possible lack of duality. This was investigated in [4] by
means of a certain Thom construction.
The last task of this sub-section is to use our understanding of connecting
manifolds to explicit the deviation from Spanier-Whitehead duality (along
the lines in [5]) for the case of the simplest type of attractor-repellor pair,
consecutive non-degenerate critical points in a Morse-Smale gradient flow,
and to then formulate the result globaly in terms of the extended Morse
complexes.
On the purely homotopical side some duality results already appear in
Corollary 2.11 . Here we treat duality from the perspective of connecting
manifolds and extended Morse complexes.
We return now to our manifold M and we asssume further in this para-
graph that there is a compactification M
n
of M which is included in a
compact, closed manifold M ′ of dimension n. Let ν be the stable normal
bundle of M ′ restricted to M . We will also denote by ν the resulting map
ν : M → BSO. We will refer to this bundle ν as a stable normal bundle to
M .
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There is an involution ∗ : πS∗ (ΩM
+) → πS∗ (ΩM
+) defined as follows: if
a ∈ Ωfrk (ΩM) is given by a map a : S
t → St−k ∧ ΩM+, t >> 0, then a∗
is represented by the composition St
a
→ St−k ∧ ΩM+
id∧∆
−→ St−k ∧ ΩM+ ∧
ΩM+
id∧Ων∧id
−→ St−k ∧ SO+ ∧ ΩM+
µ∧id
−→ St−k ∧ ΩM+
id∧−1
−→ St−k ∧ ΩM+
where µ is induced by the action of SO(t − k + 1) on St−k, −1 is the map
reversing the orientation of the loops in ΩM and ∆ is the diagonal.
Assume that (C, d) is an πS∗ (ΩM
+)-chain complex. We define its n-dual
(Cn, d∗) by an isomorphism ∗ : C∗n−k ≈ Ck and d
∗(x∗) =
∑
d∗(x∗, y∗)y∗ such
that d∗(x∗, y∗) = (d(y, x))∗ with d(y) =
∑
d(y, x)x.
Corollary 2.23. Assume (f,N) is a local Morse function on M .
(i) Suppose that P,Q are consecutive critical points of f |N . If [Z(Q,P )] ∈
Ωfr∗ (ΩM) is the bordism class of the connecting manifold of Q and P
viewed as consecutive critical points for the function −f , then [Z(Q,P )] =
[Z(P,Q)]∗.
(ii) we have an isomorphism (CN (−f), d−f ) ≈ (CN (f)
∗, (df )
∗).
(iii) if f is a minimal Morse function and M is closed, N = M , then we
have CN (f) ≈ (CN (f))
∗ the isomorphism being induced by the Poincare´
duality isomorphism.
Proof. The first point is an easy consequence of the fact that, as a toplogical
space, the connecting manifold of P and Q viewed as consecutive critical
points for f is the same as that of Q and P as consecutive critical points for
−f . Moreover, the inclusion into ΩM changes by the reversion of the loops.
It remains to compare the framings of Z(P,Q) in Suf (P ) and S
s
f (Q) (the
subscript f indicates that the flow used is γ(f) ). Let E(M ′) be a tubular
neighbourhood of M ′ inside a high dimensional sphere. Of course, E(M ′)
is diffeomorphic to the total space of the disk bundle associated to ν. Let
q : E(M ′)→ R be a function measuring the square of the distance from M ′
inside E(M ′). Inside each fibre of the disk bundle E(M ′) the function q is a
positive definite quadratic form. Let E(M) be the restriction of the bundle
to M and consider now the function f : E(M) → R, f(z) = f(p(z)) + q(z)
where p : E(M ′) → M ′ is the projection of the bundle. It is easy to see
that f is a local Morse function after choosing an appropriate metric on
E(M). Assume that the rank of E(M) is k. Notice that Su
f
(P ) = Suf (P )
and Ss
f
(Q) = ΣkSsf (Q). Because a sphere has a trivial normal bundle the
framings of Z(P,Q) in Su
f
(P ) and Ss
f
(Q) are stably the same up to sign
(by the more general results in [4] or those in [10]). On the other hand
the framings of Z(P,Q) in Suf (P ) and S
u
f
(P ) are the same. However, the
framings of Z(P,Q) in Ssf (Q) and S
s
f
(Q) differ by the twisting coming from
the normal bundle of M ′ in E(M ′) which is ν. This immediately implies
(i). The second point is an obvious consequence of the first. The third is
implied by the fact that both f and −f are minimal and as M is compact
they are in the same continuation class.
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Remark 2.24. Notice that, in the smooth context, this corollary is an ex-
tension of Corollary 2.11. It can be used to detect homotopy equivalences
that do not admit diffeomorphisms as representatives. The third point can
be interpreted as saying that the Poincare´ duality isomorphism respects the
structure contained in the minimal Hopf complex of M .
3. Bounded, closed and periodic orbits for hamiltonian flows.
The setting is as follows. We assume from now on that our fixed manifold
M admits a symplectic form ω that we fix. Assume that f : M → R is a
smooth function. The hamiltonian vector field induced by f , Hf , is defined
by requiring the equation ω(Hf , Y ) = −df(Y ) to hold for all vector fields Y
on M . The flow induced by the vector field Hf will be denoted by h
f and
is called the hamiltonian flow of f .
In searching for bounded and periodic orbits the following immediate re-
mark is useful. For any riemannian metric α onM we have α(−∇α(f),Hf ) =
−df(Hf) = ω(Hf ,Hf ) = 0 thus Hf and ∇
α(f) are α-orthogonal and each
hypersurface f−1(y) is hf -invariant. Moreover, it is well known that the
problem of existence of periodic orbits of hf on some regular hypersurface
A = f−1(a) does only depend on A and not on f . This is why one can
expect that some topological constraints on f can impose enough tension
on the hypersurfaces f−1(a) as to force some recurrence phenomena.
The case that has been extensively studied in the literature corresponds
to a function f that has some compact regular hypersurfaces. The simplest
way to insure this condition is to take f to be a function that attains an
extremum on a compact set. Suppose A = f−1(a) is a regular, compact
hypersurface. Then, of course, every orbit of hf originating in A is bounded,
Poincare´’s recurrence theorem shows that, except for a set of zero measure,
all points are recurrent. As for the existence of periodic orbits there are
two complementary approaches. The first, based on the C1 closing lemma
of Pugh and Robinson, shows that for a generic choice of f the recurrent
points can be transformed into periodic ones and thus, in this compact case,
“generically”, periodic orbits are abundant. The second approach has been
pursued succesfully by Rabinowitz [22], Weinstein [29] as well as Ekeland,
Floer, Hofer, Moser, Zehnder and many other authors (see [12] and [11] for
surveys on the subject). It consists in using methods adapted to the specific
form of a fixed, particular f and namely variational methods on the space of
the free loops in M to deduce the existence of periodic orbits for this fixed
f .
In the following we focus on the non-compact context. We assume there-
fore that M is non-compact and, as indicated in the introduction, at the
heart of our results are certain criteria that will insure the existence of
bounded orbits. In the first sub-section it is the lack of (Spanier-Whitehead)
duality which leads to such existence results. In the second sub-section we
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use the non-vanishing of the differential in an extended Morse complex, or
(given the results in Section 2) equivalentely, the presence of a non-vanishing
relative Hopf invariant. It should be pointed out that the key advantage of
the second method is that the bounded orbits that are produced in this way
are better localized, in particular, they belong to regular hypersurfaces, fact
that can not be guaranteed by the lack-of-duality approach. We then use
the C1-closing lemma to obtain generically periodic or, (in the case of the
lack of Spanier-Whitehead duality method) closed (possibly homoclinic) or-
bits. Compared to the understanding of the compact case our results only
correspond to the first, “generic”, point of view. By following the arguments
below it is easy to see that, in fact, both methods used to produce bounded
orbits actually apply not only to hamiltonian flows but to any flows that are
orthogonal to gradient ones. The third sub-section contains some explicit
examples as well as the interpretation of our various results in terms of the
invariant d(−) mentioned in the introduction.
It is to be expected that by adding some appropriate analytical assump-
tions to our homotopical conditions one will obtain non-generic existence
results. For example, I do not know of any examples of contact hypersur-
faces that carry bounded characteristics and do not carry closed ones.
For now, let us notice that the bounded orbit existence problem is non-
trivial.
Example 1. Let M = R2k be endowed with the symplectic form ω0 =∑k
i=1 dxi ∧ dyi and let f(x1, y1, . . . , xk, yk) =
∑k
i=1 fi(xi, yi) with fi : R
2 →
R a smooth, analytic function with a single singularity at 0 ∈ R2 which
is different from an extremum, 1 ≤ i ≤ k. Then hf has no bounded, non-
trivial orbits. Moreover, the family of functions f ′ : R2k → R such that
hf
′
has some non-trivial bounded orbit is not dense in any C2-(weak) neigh-
bourhood of f . It is useful to remark at this point that, if 0 is a totally
degenerate critical point of f , then arbitrarily close to f ( in the strong C2
topology) one can find functions g that have some compact level surfaces
(one can construct such a function by just forcing the appearance of a local
maximum close to the origin in R2k) and thus the hamiltonians of type hg
will have bounded non-trivial orbits. It is easy to see that in the example
above, under the additional assumption that 0 is a non-degenerate critical
point, the linearized hamlitonian flow at 0 is defined and it does not have
any (non-trivial) periodic orbits. However, there are more sophisticated ex-
amples (the most famous produced by Moser [17]) where no bounded orbits
of the hamiltonian flow exist even if the linearized flow at the singular point
has plenty of periodic ones.
3.1. Lack of self - duality and closed orbits.
Recall that for (f,N) ∈ Fl(M) we denote by cN (f) the Conley index of
the maximal invariant set IN (f) of f ; cN (f) is the global Conley index (both
with respect to the negative gradient of f).
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We start with a result that continues an idea that has first been exploited
in [6]. Recall from sub-section 2.3.2 that a stable normal bundle of M is the
stable normal bundle of a closed manifold M ′ of same dimension as M and
which contains a compactification of M . Using this normal bundle recall
also that we can construct the dual of an extended Morse complex .
Proposition 3.1. Assume that a normal bundle ν to M is defined. Sup-
pose that (f,N) ∈ Fl(M) is fixed and suppose that it has the property that
IN (f) ⊂ f
−1(v) for some isolated critical value v ∈ R of f . Suppose that
one of the following conditions is satisfied:
(i) the restriction of ν to an isolating neighbourhood of I(f) is trivial and
cN (f) is not Spanier-Whitehead self n-dual.
(ii) f is continuation equivalent to a minimal Morse function,
and Cmin(cN (f)) is not isomorphic to (Cmin(cN (f))
∗.
Then the hamiltonian flow hf has the property that for any isolating neigh-
bourhood K of IN (f) there is a bounded orbit of h
f that is included in K
and intersects the boundary of K.
Proof. We first claim that each of the conditions at (i) and (ii) implies
that the invariant sets IN (f) and, respectively, IN (−f) are not related by
continuation. Indeed, if they would be related by continuation, then cN (f) =
cN (−f). But as ν is trivial on an isolating neighbourhood of the maximal
invariant set of f , by results in [4], we have that cN (−f) is an n- Spanier-
Whitehead dual of cN (f) hence, our claim follows from point (i) (we recall
that the spaces A, B with the homotopy type of finite CW -complexes are n-
Spanier-Whitehead duals if there exist A′, B′ complementary in an S2m+n+1
sphere and with A′ ≃ ΣmA, B′ ≃ ΣmB). Similarly, condition (ii) also
implies the non-existence of this continuation by applying Corollary 2.23
to the minimal Morse function continuation equivalent to f and equating
its minimal extended Morse complex with Cmin(cN (f)) (by Corollary 2.19).
This Hopf complex only depends on the global Conley index of f . We then
notice that if IN (f) and IN (−f) are related by continuation, then their
global Conley indexes are the same. Applying the same argument to the
negative of the minimal Morse function in the continuation class of f we
obtain our claim.
We now arrive to the key idea of the proof. We notice that if the conclusion
of the proposition would be false, then there would exist a continuation be-
tween IN (f) and IN (−f). Indeed, we let u, v, w : [−1, 1]→ [0, 1] be a smooth
partition of the unity such that u−1(0) = [0, 1], v−1(0) = [−1, 0], w−1(0) =
[1,−1/2] ∪ [1/2, 1] u([−1,−1/2]) = 1, v([1/2, 1]) = 1, w([−1/4, 1/4]) = 1,
u′(t) < 0 for t ∈ (−1/2, 0), v′(t) > 0 for t ∈ (0, 1/2), w′(t)sign(t) < 0 for
t ∈ (−1/2,−1/4)∪(1/4, 1/2). We now define a smooth one parameter family
of vector fields onM , Xτ = −u(τ)∇(f)+w(τ)Hf+v(τ)∇(f). Suppose that
K is an isolating neighbourhood of IN (f) which does not satisfy the con-
clusion of the proposition. Then K × [−1, 1] is an isolating neighbourhood
for the flow Γ on M × [−1, 1] given by letting Γτ = Γ|M×{τ} be induced by
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Xτ . This happens because for all values of τ 6= 0 one of the functions f or
−f is a Lyapounov function for the flow Xτ and as IN (f) is contained in a
single level hypersurface of f it results that the maximal compact invariant
set for Γτ inside K ×{τ} is IN (f). For τ = 0 our assumption that all orbits
of hf that are contained in K do not intersect ∂K implies that K × {0} is
an isolating neighbourhood for Γ0. This means that IN (f) can be continued
to IN (−f) and leads to a contradiction.
By a closed orbit in a flow we mean a periodic orbit or the trajectory of
some point x whose ω-limits ω(x) and ω∗(x) both reduce to the same single
point (this last case is refered to as a homoclinic closed orbit).
Corollary 3.2. Let (f,N) ∈ Fl(M). There is a family of functions F
dense in a C2- neighbourhood of f in the C2-strong topology such that for
each f ′ ∈ F the hamiltonian flow hf
′
has at least
∑
j 6=n/2
rk(Hj(c(a);Z)
possibly homoclinic, non-trivial closed orbits.
Proof. We fix a sufficientely small C2 -neighbourhood U of f such that any
function g ∈ U has the property that N is an isolating neighbourhood for
γ(g). There is dense family F ′ ⊂ U such that F ′ is dense in U , each critical
level of a function f ′ ∈ F ′ only contains a single critical point inside N ,
(f ′, N) is a local Morse function and is continuation equivalent to f (this is
true because starting with any isolated local function (g,N) we may perform
a compactly supported, arbitrarily small modification to obtain a function f ′
as above). Let f ′ ∈ F ′. An immediate application of the Morse inequalities
shows that such a function has at least rk(Hk(cN (f);Z)) critical points of
index k. We may apply Proposition 3.1 for each critical point P of f ′ such
that ind(P ) 6= n/2. We obtain that for each sufficiently small compact set
KP around P the hamiltonian flow h
f ′ has at least one non-trivial bounded
orbit in KP that intersects non-trivially the boundary of KP . This means
that either this orbit has both its ω and ω∗ limits equal to P - in which case
it is a homoclinic orbit - or one of these limits belongs to Ωc(h
f ′)∩KP −{P}
where for a flow γ, Ωc(γ) is the set of the non-wandering points of γ that have
a non-vanishing ω or ω∗ limit. In this case, let y ∈ Ωc(h
f ′)∩KP −{P}. By
the C1 closing lemma of Pugh and Robinson [21] (in particular the argument
in §11) there is a C1-deformation of Hf ′ that has a compact support (only
depending on the orbit of y), that can be assumed arbitrarily small and
whose result is a hamiltonian vector field Hf ′′ whose associated flow has a
periodic orbit that is close to y and therefore is non-constant. Because the
deformation leading to Hf ′′ is compactly supported it results that we may
obtain f ′′ as C2-close to f ′ as desired and by apply this construction for
each such critical point P . This proves the existence of the family F .
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3.2. Non-vanishing of Hopf invariants and periodic orbits.
In this sub-section we search for bounded and periodic orbits that are
situated on regular level surfaces.
Let (f,N) be a local Morse function such that IN (f) satisfies the property
(∗) from the introduction. Before stating the main theorem of this section
we indicate the role of property (∗) in this context. By definition, this
property provides an index pair (N1, N0) of IN (f) with N0 ⊂ f
−1(a) with
a a regular value of f |N1 . By using an appropriate Lyapounov function
we see that we may immediately assume that there is a strong index block
(N1, N0, N2) with N0 ⊂ f
−1(a) that we fix. For each P ∈ CritN(f) we see
that W uN (P ) ∩ ∂N1 = W
u
N (P ) ∩ ∂f
−1(a). We will discuss criteria insuring
that property (∗) is satisfied in §3.3.
Let P,Q ∈ CritN(f) such that their indexes p, q are succesive in {k :
CritNk (f) 6= ∅}. As in the setting of Theorem 1 we consider the relative
Hopf invariant H(jP , jQ). Recall that we denote by [H(jP , jQ)] ∈ π
S
∗ (ΩM
+)
the stable class of H(jP , jQ).
Theorem 2. With the assumptions above, if [H(jP , jQ)] 6= 0, then arbi-
trarily close to f in the strong C2 topology there is a function f such that
there are infinitely many regular values v of f , f(Q) < v < f(P ) with the
property that f
−1
(v) ∩N1 contains a periodic orbit of h
f .
Remark 3.3. Because f |N is Morse, any function f
′ sufficiently C2-close to
f is also Morse after restriction to N and has the same type and number of
critical points as f there.
The proof of the theorem occupies the rest of this subsection
Assume the setting of Theorem 2. The main step is again to detect
bounded orbits and consists in proving the next statement. In its turn, this
has considerable intrinseque interest as it applies to the function f itself
(whithout requiring any perturbation). Moreover, there exist examples when
[H(jP , jQ)] = 0 but H(jP , jQ) 6= 0.
Proposition 3.4. Assume that one of the following two conditions is sat-
isfied
(i) H(jP , jQ) 6= 0 and there are no critical points R ∈ Crit
N
q (f) with
f(Q) < f(R) < f(P ), Z(P,R) 6= ∅.
(ii) [H(jP , jQ] 6= 0 and each R ∈ Crit
N
q (f) with f(Q) < f(R) < f(P )
verifies [H(jP , jR)] = 0.
then there exists δ > 0 such that for all v ∈ (f(Q), f(Q)+δ) the intersection
Vv = f
−1(v) ∩ Int(N1) is regular and contains at least one bounded orbit of
the hamiltonian flow hf .
Proof. We start with a general simple, auxiliary result.
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Lemma 3.5. Assume γ : M ′ × R −→ M ′ is a flow that has an isolated
invariant set S ⊂ M . Assume K ⊂ M ′ is an isolating neighbourhood of S.
Let K ′ be a compact set such that K ⊂ Int(K ′) and Iγ(K
′) = S. There is
an index pair (L1, L0) for S such that K ⊂ Int(L1 − L0) and L1 ⊂ K
′.
Proof. This is a simple variation on the construction of index pairs in [24].
For a compact set T ⊂ K ′ with S ⊂ Int(T ) let WT = {x ∈ K
′ : ∃t ∈
R+ , γ[0,t](x) ⊂ K
′, γt(x) ∈ T}. This set is compact. Let K
′′ ⊂ Int(K ′) be
a second compact set withK ⊂ Int(K ′′) and let U ⊂WK ′′ be an open neigh-
bourhood of WK . Let L0 = {x ∈ K
′ : ∃ t ∈ R+, γ[−t,0](x) ⊂ K
′, γ−t(x) ∈
K ′ − U}. This set is positively invariant in K ′, compact and K ∩ L0 = ∅.
Let L′1 = {x ∈ K
′ : ∃ t ∈ R+, γ[−t,0](x) ⊂ K
′, γ−t(x) ∈ K
′′}. This is again
compact and we take L1 = L0 ∪ L
′
1. It is easy to verify that (L1, L0) is an
index pair.
We return now to the proof of Proposition 3.4.
To simplify notation we letW u(−) =W uN1(−) and similarly for the stable
manifolds. In the same way we drop the index N1 (or N) in the notation
for the various isolated invariant sets as long as everything takes place in
the isolating neighbourhood N1. Moreover, because all our arguments will
take place in N1 we may assume (after possibly modifying the vector field
Hf away from N1) that h
f is a flow on M (and not only a partially defined
one).
The first step is to assume that we are in a particular situation.
Lemma 3.6. If H(jP , jQ) 6= 0 and all values w ∈ (f(Q), f(P )) are regular
for f |Int(N1), then for some δ
′ > 0 and each v ∈ (f(Q), f(Q)+δ′) the regular
hypersurface Vv contains at least one bounded orbit of the hamiltonian flow
hf .
Proof. For a value v ∈ (f(Q), f(P )), recall Vv = f−1(v) ∩ Int(N1) be the
corresponding level hypersurface of f . The condition (∗) implies that flow
lines of γ = γ(f) originating in P intersect Vv. We take δ
′ sufficiently
small such that for v ∈ (f(Q), f(Q) + δ′) all the flow lines arriving in Q
also have to cross Vv. We now fix such a v ∈ (f(Q), f(Q) + δ
′) and let
V = Vv. Let S(P ) = S
u(P ) = W u(P ) ∩ V be the unstable sphere of P and
S(Q) = Ss(Q) = W s(Q) ∩ Vv be the stable sphere of Q. As there are no
critical values in the interval (f(Q), f(P )) we obtain that S(P ) ≈ Sp−1 and
S(Q) ≈ Sn−q−1. Let K ′ ⊂ V be a compact neighbourhood of the union
S(P ) ∪ S(Q).
We intend to show by contradiction that K ′ contains (at least) one orbit
of hf . We now suppose that this is not the case and therefore the maximal
compact invariant set of hf inside K ′, Ihf (K
′), is void. Let Z = Z(P,Q) =
S(P )∩ S(Q). Recall that, as in Theorem 1, we have the framed embedding
i : Z ⊂ S(P ) and the map j = j(P,Q) : Z(P,Q)→ ΩM . Our purpose is to
see that the assumption that Ihf (K
′) = ∅ is sufficient to construct a null-
bordism of the the pair (i, j) inside Sp−1× [0, 1]. This immediately leads to
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a contradiction. Indeed, if the couple (i, j) is bordant to 0 inside Sp−1×[0, 1]
then the Thom map associated to (i, j), t = h(P,Q) : Sp−1 → Sq ∧ (ΩM+),
is null-homotopic. But Theorem 1 claims that h(P,Q) is homotopic (up to
sign) to H(jP , jQ) which is non-trivial by hypothesis.
We notice that K ′ is an isolating neighbourhood and as S(P ) ∪ S(Q) is
compact we may find (by Lemma 3.5) an index pair (L1, L0) of Ihf (K
′) such
that S(P ) ∪ S(Q) ⊂ Int(L1 −L0), L1 ⊂ K
′ (the fact that Ihf (K
′) = ∅ does
not prevent the application of that lemma). Moreover, by the construction
of regular index pairs in [24] we may even assume that (L1, L0) is a regular
index pair. Indeed, we may construct a C1 Lyapounov function l : L1 →
[0, 1] for the flow hf with the additional property that it vanishes precisely on
L0. Now, there is some τ > 0 such that l(x) > 2τ if x ∈ S(P )∪S(Q). It now
suffices to replace L0 with l
−1([0, τ ]) and the pair (L1, L0) becomes a regular
index pair. The fact that Ihf (K
′) = ∅ implies that for each x ∈ L1 −L0 the
value tx = sup{t ∈ [0,∞) : h
f
[0,t](x) ⊂ L1 − L0} is well-defined and finite.
Clearly, tx is the ”arrival time” of x in L0. Because the index pair (L1, L0)
is regular the arrival time function T : L1 → [0,∞) defined by T (x) = tx if
x ∈ L1 − L0 and T (x) = 0 otherwise, is continuous. As L1 is compact the
function T attains its maximum which, to simplify notation, can be assumed
to be equal to 1.
Let ψ : L1 × [0, 1] → L1 be the function ψ(x, t) = h
f
min{t,T (x)}(x). This
function is clearly continuous and, moreover, at a point (x, t) such that t <
T (x) it has the same order of differentiability as hf . Let ψ′ : S(Q)× [0, 1]→
L1×[0, 1] be given by ψ
′(x, t) = (ψ(x, t), t). We denote byW the image of ψ′
and we let N ′ = Int(L1−L0)× [0, 1] andW
′ =W ∩N ′. We remark thatW ′
is a C1 closed submanifold in N ′. On the other hand let u : S(P ) → L1 be
the inclusion. We consider the map φ : S(P )× [0, 1]→ N ′ × [0, 1], φ(x, t) =
(u(x), t). This map is C1 and an embedding. By standard transversality
theory we may find another C1 embedding, φ′ : S(P ) × [0, 1] → L1 × [0, 1]
which is arbitrarily close to φ, is transverse to W ′ and coincides with φ
when restricted to S(P ) × {0}. Let S′ be the image of φ′ and notice that
because hfT (x)(x) ∈ L0 we obtain that S
′ ∩W ′ ∩ (N ′ × {1}) = ∅. If we let
C = (φ′)−1(W ′) this implies that C is a C1 submanifold of S(P )× [0, 1] such
that ∂C = C ∩ (S(P )× {0}) = Z × {0}.
To see that C does indeed provide the wanted null-bordism we still need
to show that the structure given by (i, j) can be extended over C. We
start with the map j whose definition we recall. Let w be an oriented
path in M that joins, in order, the critical point Q to the critical point
P . For each point y ∈ Z there is a unique flow line, w(y), of the negative
gradient flow γ(f) of f containing y and joining P to Q. The map j is
defined by j(y) = w(y) ∗ w where ∗ is concatenation of paths (as M is
simply-connected the homotopy type of this map does not depend on w).
Notice that for each point z ∈ S(P ) there is a unique flow line w′(z) of
γ(f) originating in P and ending in z. Similarly, for each z ∈ S(Q) there
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is a unique flow line w′′(z) of γ(f) originating in z and ending in Q. If
y ∈ Z, then w(y) = w′(y) ∗ w′′(y). Take now some point (z, t) ∈ W ′.
Then we have (z, t) = (hft (x(z, t)), t) for a unique x(z, t) ∈ S(Q). Let
w′′(z, t) = {x ∈ M : ∃v′, f(Q) ≤ v′ ≤ v , x = hft (w
′′(x(z, t)) ∩ f−1(v′)}.
It is easy to see that w′′(z, t) is a continuous path joining (z, t) to Q × {t}
and, of course, w′′(z, 0) = w′′(z) × {0}. Consider now a point z′ ∈ S′.
Then z′ = φ′(x′(z′, t), t) for a unique couple (x′(z′, t), t) ∈ S(P )× [0, 1]. We
may assume φ′ close enough to the constant embedding φ such that for all
z′ ∈ S′ there is a unique minimal geodesic in V that joins (x′(z′, t), t) to z′.
We denote the path given by this geodesic and ending in z′ by w′′′(z′). Let
w′(z′) = (w′(x′(z′, t))× {t}) ∗w′′′(z′). This path starts in P × {t} and ends
in z′ ∈ S′. If (x, 0) ∈ S(P )× {0} then w′(x, 0)) coincides with w′(x)× {0}.
We define J ′ : C → C0(S1,M × [0, 1]) by J(z) = w′(φ′(z)) ∗ w′′(φ′(z)) ∗
w×{t}. It is very easy to check that this map is continuous. The projection
M×[0, 1]→M induces a coninuous map e : C0(S1,M×[0, 1]) → C0(S1,M)
and therefore the composition J = e ◦ J ′ is continuous. Notice also that the
image of J ′ is contained in C0((S1, 0), (M,P )) = Ω(M). It is clear that J
extends j.
We are now left to check that the framing associated to the embedding
i : Z →֒ S(P ) also extends to a framing of C ⊂ S(P ) × [0, 1]. We let
W (Q) = W s(Q) ∩ f−1(−∞, v]. Of course W (Q) is diffeomorphic to a disk
embedded as manifold with boundary in the pair (f−1(−∞, v], V ). We fix
the framing for the normal bundle of W (Q). This means that we fix an
ordered family (s1, ..., sq) of linearly independent sections of this bundle
such that they provide the fixed basis of TQW (Q). The framing on the
normal bundle of Z ⊂ S(P ) asociated to i is obtained by projecting the
sections si on this normal bundle. For t ≥ 0 let Wt(Q) = h
f
t (W (Q)). As
hft is a diffeomorphism the normal bundle to Wt(Q) is well defined and we
can transport by (hft )∗ the sections si thus getting a framing of the normal
bundle ofWt(Q), (s
t
1, . . . , s
t
q). We now consider the manifoldW ⊂M×[0, 1]
defined by W = ∪0≤t≤1(Wt(Q), t). We may define q linearly independent
sections in TM×[0, 1]|W by (Si)(x,t) = (s
t
i)x×{t}. We notice that this family
of sections (S1, . . . , Sq) generate a supplement of TW in T (M × [0, 1]). We
now remark that W ′ is a submanifold of W . Let C ′ = W ′ ∩ S′. Of course,
C ′ = φ′(C). Project the sections Si onto the the normal bundle of C
′
in φ′(S(P ) × [0, 1]). This produces q linearly independent sections of this
bundle (S′1 . . . , S
′
q). We can transport these sections back to C and they give
a framing of C inside S(P )× [0, 1] which extends the framing of Z ⊂ S(P )
and cocludes the proof of the lemma.
We now proceed to the proof of Proposition 3.4
First we choose δ such that in the interval (f(Q), f(Q) + δ) there are no
critical values of f |N and δ ≤ δ
′ for δ′ as in the proof of the last lemma. We
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fix v inside this interval and, as before we let V = f−1(v). We now intend
to adapt the proof of Lemma 3.6 to the present situation.
We preserve all notations from the proof of that lemma. The first remark
is that S(Q) has the same properties as in that proof. However, we need to
replace S(P ) with a different space that takes into account the fact that there
might exist critical points R such that f(Q) < f(R) < f(P ). We let the
space S˜(P ) consist of the points of V that are situated on possibly broken,
flow lines that originate in P . This space is compact but it is not in general
a manifold. It will be necessary to understand some of its structure. For
this let R1, . . . , Rh be the critical points of f such that f(Ri) ∈ (f(Q), f(P ))
and Ri is connected to P by a possibly broken flow line of γ(f). The Morse-
Smale condition implies that ind(Ri) < p. Therefore, the maximal possible
index of these critical points is q (recall that by hypothesis q and p are
succesive in {k ∈ N : CritNk (f) 6= ∅}). We will assume that these critical
points are ordered in decreasing order of their indexes so the first s are all
of index q and the rest are of smaller indexes. If no Ri has index q we take
s = 0. The space S˜(P ) has the structure of a stratified space S˜(P ) = ∪F ki
with the strata F ki of dimension ki − 1 defined as follows: F
ki is the space
of the points x ∈ V that are situated on a non-broken flow line of γ(f)
originating in P or in a critical point Rj with ind(Rj) = ki. The first two
top dimensional strata are therefore F = F p and F q = ∪1≤i≤s(W
u(Ri)∩V ).
We denote F
q
= ∪ki≤qF
ki .
We now proceed as in the proof of Lemma 3.6. There is no modification in
the construction of the regular index pair (L1, L0) only that we now ask that
S˜(P ) be contained inside Int(L1 − L0). The definition of W
′ also remains
the same. We let S˜′ to be the image of an embedding φ˜′ close to the constant
embedding S˜(P ) × [0, 1] ⊂ N1 × [0, 1] and such that φ˜′ is transvere to W
′
in the stratified sense (this means that each stratum is itself transverse to
W ′). Of course, here S˜(P ) × [0, 1] is stratified with the strata F ki × [0, 1].
We denote Eki = φ˜′(F ki × [0, 1]) and E
q
= φ˜′(F
q
).
If the intersection W ′ ∩ E
q
would be void, then the intersection C ′ =
W ′ ∩ S˜′ would equal D = W ′ ∩ Ep. Therefore, it would be a compact
manifold providing a null-cobordism of Z and the proof of Lemma 3.6 would
apply whithout modification. However, dim(W ′) = n− q, dim(E
q
) = q and
transverality takes place inside V × [0, 1] which is of dimension n. This
means that in general W ′ might intersect E
q
non-trivially. At the same
time, transversality implies that B =W ′∩E
q
=W ′∩Eq is a discrete union
of points, B = {b1, . . . br}. Clearly, if we assume the condition (i) of the
proposition, then s = 0, B = ∅ and this argument shows that the desired
conclusion holds.
To show that this is also true under the assumption (ii) we need to analyze
the general situation. In this case C ′ is a stratified manifold with (regular)
boundary and with two strata: the regular one, of dimension p− q, and the
second one equal to B. Of course, ∂C ′ = Z and the same method as that
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used in the proof of Lemma 3.6 shows that we may extend the structure
(i, j) to C ′ −B.
Our purpose now is to show that each point of B has a neighbourhood in
C ′ that is a cone over its boundary. We will then delete from C ′ the interior
of a disjoint union of neighbourhoods of this type, one for each point of B.
This will then provide a bordism between Z and the disjoint union of the
boundaries of these neighbourhoods. But we will also see that each such
boundary is null-bordant.
We will now focus on a single critical point Ri, 1 ≤ i ≤ s, such that
ind(Ri) = q. Let S
u(Ri) =W
u(Ri)∩V and S
s(Ri) =W
s(Ri)∩f
−1(f(Ri)+
ǫ′) such that ǫ′ is small enough such that there are no critical values in be-
tween f(Ri) and f(Ri)+ǫ
′. Of course, Su(Ri) is a submanifold in V but it is
not compact in general. Clearly, Su(Ri) ⊂ F
q. It is not difficult to see that
there is a neighbourhood U(Ri) of S
u(Ri) in S˜(P ) that is homeomorphic to
Su(Ri) × C(Z(P,Ri)) where C(−) is the un-reduced cone. The key obser-
vation for this is that if one considers a tubular neighbourhood of Ss(Ri) in
f−1(f(Ri) + ǫ
′) then the boundary of this neighbourhood intersects W u(P )
along Sq−1 × Z(P,Ri). The gradient flow of f carries a sphere of the form
Sq−1 × pt ⊂ Sq−1 × Z(P,Ri) into a copy of S
u(Ri) and therefore identifies
the boundary of a neighbourhood of Su(Ri) in S˜(P ) to S
u(Ri) × Z(P,Ri).
Let now U ′(Ri) = φ˜′(U(Ri) × [0, 1]). Clearly, U
′(Ri) is homeomorphic to
(Su(Ri)× [0, 1])×CZ(P,Ri). We also have E
q = ∪1≤i≤sφ˜
′(Su(Ri)× [0, 1]).
Assume that the point bj ∈ W
′ ∩ Eq belongs to φ˜′(Su(Ri)). This means
that bj ∈ W
′ ∩ φ˜′(Su(Ri) × [0, 1])) and this last intersection is transverse.
By trnasversality, the intersection U ′(Ri)∩W
′ contains a neigbourhood Ubj
of bj in W
′ which is homeomorphic to CZ(P,Ri).
By eliminating from C ′ the disjoint union of the interiors of Ubj we obtain
a manifold C ′′ with boundary such that ∂C ′′ is the disjoint union of Z and
a number of copies Zji = ∂Ubj of some Z(P,Ri), 1 ≤ i ≤ s. As discussed
above the structure (i, j) extends to C ′′. The purpose now is to show that the
restriction of this structure to
∐
Zki produces a bordism class which is the
same with the sum of the bordism classes given by j(P,Ri) : Z(P,Ri)→ ΩM
together with the framings associated to Z(P,Ri) ⊂ S
u(P ). As all the stabi-
lizations [H(jP , jRi)] of the Hopf invariants are vanishing by hypothesis, this
implies that Z is null-bordant and therefore, by Theorem 1 again, [H(jP , jQ)]
is null thus contradicting the hypothesis.
Let J be the extension of the map j to C ′′ constructed as in the proof
of Lemma 3.6. It is easy to notice that J |Zki
≃ j(P,Ri) because, with the
notations in the proof or 3.6, we have that for all z ∈ Zji , w
′′(z) is arbitrarily
close to a constant path joining bj to Q. On the other hand w
′(z) is very
close a path joining P to Ri and passing through z
′ where z′ is identified to
z via the homeomorphism Zji ≈ Z(P,Ri) and followed by a flow line from
Ri to bj .
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The next task is to discuss the framings (this is the only place the non-
vanishing of [H(jP , jQ)] is needed and that of H(jP , jQ) is not sufficient).
For this consider U(E
q
) ⊂ S˜′ to be a closed neighbourhood of the singular
set E
q
of S˜′ of the from φ˜′(U× [0, 1]) with U a neighbourhood of the singular
set of S˜(P ) and such that W ′ ∩ (S˜′ − U(E
q
)) = C ′′,
∐
Zji = W
′ ∩ ∂U(E
q
)
and
∐
Ubj =W
′ ∩U(E
q
). Write the intersection point bj ∈W
′ ∩ S˜′ as bj =
(aj , tj) ∈ V × [0, 1]. By slighly modifying W
′ (using a compactly supported
isotopy) in the neighbourhood of these intersection points we may assume
that the tj’s are pairwise distinct and that Ubj ⊂ V ×{tj}. We assume that
the tj > tj−1 for all the bj’s. Let δ > 0 be smaller than t1, 1 − δ > tr and
consider the manifold defined as S′′ = (S˜′ − Int(U(E
q
))) ∪∂U(Eq) D × [0, δ]
where D ⊂ Sp−1 is such that (S˜(P ) − U) ∪ D = Sp−1. The existence
of D is verified by using the inverse flow of f to move S˜(P ) − U inside
W u(P )∩ f−1(P − ǫ′′) for ǫ′′ very small. We can take D to be the closure of
the complement of the image of S˜(P )−U inside this p−1-dimensional sphere.
We now remark that, after rounding the corners of S′′, we have that S′′ ≈
Sp−1 × [0, 1] via a homeomorphism such that Z ⊂ ∂1S
′′ ≈ Sp−1 × {0} and∐
Zji ⊂ ∂2S
′′ ≈ Sp−1×{1}. As in the proof of Lemma 3.6 we can construct q
linearly independent sections (S′1, . . . , S
′
q) of a supplement of TW
′ in T (V ×
[0, 1]). These sections provide the framing of Z in ∂1S
′′. They provide a
framing of
∐
Zji in ∂2S
′′ and make C ′′ a framed cobordism inside S′′. The
key fact to recall now is that in general, unstably, the framing of a disjoint
union is not equivalent to the sum of the framings of the components (two
framings are equivalent if they are related by a framing of the product of the
manifold with the unit interval). However, stably this is true - the (stable)
bordism class of any disjoint union is just the sum of the bordism classes of
the components. Therefore, we can now study the framing of each Zji at a
time and, to conclude the proof of the proposition, it will be enough to show
that the framing ξ induced on Zji by the sections (S
′
k) is equivalent at least
stably with the standard framing of Z(P,Ri) ⊂ S
u(P ) (stable equivalence
meaning that the two framings are equivalent after possibly adding a trivial
bundle with a fixed framing to the two normal bundles in question). To
simplify notation we may assume that in a neighbourhoodN of bj in V×[0, 1]
we have φ˜′(Su(Ri)× [0, 1]) ∩N = S
u(Ri)× [0, 1] ∩N . So for this argument
we may assume φ˜′(Su(Ri)× [0, 1]) = S
u(Ri)× [0, 1]. Recall that we have the
inclusion Zji →֒ CZ
j
i = Ubj . Clearly, there is an obvious map CZ
j
i → bj and,
because the intersection ofW ′ with Su(Ri)× [0, 1] is transverse in bj we have
that the sections (S′k) project to a basis in Tbj (S
u(Ri)× [0, 1]) which can be
viewed as a section of the normal bundle of bj in S
u(Ri)× [0, 1] . By looking
to the composition Zji →֒ CZ
j
i → bj we see that the framing of Z
j
i is induced
from this basis by this map (in the sense that we have maps between the
total spaces of the normal bundles of the three spaces considered that make
the sections correspond one to the other). Moreover, the contractibility of
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CZij implies that any two framings induced in this way from two possibly
different basis are equivalent.
We now need to use the relation between Zji and Z(P,Ri). We fix q
sections (x1, . . . , xq) of the tangent bundle of W
u(Ri). We can also extend
them in the obvious way to a neighbourhood of Ri contained in W
u(Ri) ×
W s(Ri). The value of these sections in Ri induces the normal framing of
W s(Ri) and that of Z(P,Ri) in S
u(P ).
We recall that {aj} × Z
j
i ⊂ S
u(Ri) × (CZ
j
i − ∗) ⊂ (S
u(Ri) × D
n−q) ∩
W u(P ) is obtained (by flowing via the negative gradient of f) from {aj} ×
Z(P,Ri) ⊂ S
q−1 × Z(P,Ri) = ∂D
q × Z(P,Ri ⊂W
u(P ) ∩ Ss(Ri) (of course
all this operation takes place in M × {tj} but we will neglect this pa-
rameter). Fix the framing ξ′ of the normal bundle of {aj} × CZ
j
i inside
(W u(Ri)×Dn−q) ∩W u(P ) induced by the sections {(xk)}. It only depends
on the value of these sections in the point {aj}×{∗} ∈ S
u(Ri). At the same
time the relation between Zji and Z(P,Ri) means that ξ
′ is equivalent to
the standard framing of Zij in S
u(Ri).
We are now left to compare the framings ξ and ξ′ of the normal bundles
of CZji associated, the first to the stratified embedding e1 : (CZ
j
i , ∗) →
(∂2S
′′ = Sp−1 × [0, 1], Su(Ri) × [0, 1]) and the second to the embedding
e2 : (CZ
j
i , ∗) → (W
u(P ),W u(Ri)). Both these two embeddings factor
via the same embedding (CZji , ∗) → (S˜(P ), S
u(Ri)) and the framings are
induced in the way described before by pull-back over the composition
Zji →֒ (CZ
j
i , ∗) → ∗. After adding a rank one trivial line bundle to the
two normal bundles in question we see that ξ and ξ′ become equivalent.
This concludes the proof of the proposition.
Proof of Theorem 2.
We assume that f , P and Q are as in the statement. As [H(jP , jQ)] 6=
0 there is some critical point Q′ ∈ CritNq (f) such that [H(jP , jQ′)] 6= 0,
f(Q′) ≥ f(Q) and for all R ∈ CritNq (f), f(Q
′) < f(R) < f(P ) we have
[H(jP , jR)] = 0. We can therefore apply Proposition 3.4 to the pair P,Q
′.
We obtain that there exists some δ > 0 such that there are infinitely many
regular values vi ∈ (f(Q)+δ, f(Q)+2δ) (of f |N ) such that each hypersurface
Vvi = f
−1(vi)∩N1 contains at least one bounded orbit of h
f . We may assume
that the set {vi} is discrete. We fix one such vi. Consider a point x ∈ Vvi
whose orbit is bounded. Then ω(x) is non-void. Let y ∈ ω(x).Then y is
non-wandering and belongs to Ωc(h
f ). We now fix some small ǫi > 0 and
apply the C1 closing lemma of Pugh and Robinson [21] to deform Hf by a
small C1 deformation with a fixed compact support (only depending on the
orbit to be closed) contained in f−1(vi − ǫi, vi + ǫi) to obtain a hamiltonian
vector field Hf ′ such that h
f ′ has a periodic orbit close to y. Because the
deformation used has a fixed compact support, f ′ can be made as C2-close
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to f as needed and such that the constructed periodic orbit is included in
f−1(vi − ǫi, vi + ǫi). We can then apply the same process for all the values
vi by taking the ǫi’s such that the intervals f
−1(vj − ǫj, vj + ǫj) are pairwise
disjoint, limj→∞ ǫj = 0 and, when j →∞, the deformations used tend to 0.
This leads to the existence of the function f and concludes the proof.
3.3. Applications and examples.
The first paragraph below is concerned with a disscussion of property (∗).
The main part of the sub-section appears in the second paragraph which
contains corollaries of Theorem 2. We end with some open problems and
further questions.
3.3.1. Property (∗).
A few simple critera that insure the validity of property (∗) are contained
in the following lemma.
Lemma 3.7. Let f : M → R be a C2 function. Let S be an isolated
invariant set for the negative gradient flow γ = γ(f) of f . The invariant set
S satisfies property (∗) if one of the following conditions is satisfied.
(i) There exist an isolating neighbourhood N of S, v ∈ R regular for
f |Int(N) and a neighbourhood U ⊂ N ofW
s
N (S) such that v < inf{f(x) :
x ∈ S} and, for all x ∈ U−W sN (S), there is t ∈ R
+ with f(γt(x)) = v,
γ[0,t](x) ⊂ N .
(ii) There are regular values a < b of f such that S is the maximal compact
invariant set contained in f−1([a, b]) and for any x ∈ f−1([a, b]) we
have: ω(x) ⊂ S or there exists some t ∈ R+ such that f(γt(x)) = a
and ω∗(x) ⊂ S or there is t ∈ R+, f(γ−t(x)) = b.
(iii) S is the maximal compact invariant set of γ, there exists a compact
K ∈ M and an ǫ > 0 with ||∇f(x)|| > ǫ for x 6∈ K and γ is a flow
(not only a partially defined one).
(iv) S is the maximal compact invariant set of γ, M is metrically complete
and there exist m > ǫ > 0 such that outside some compact set we have
m > ||∇f(x)|| > ǫ.
Proof. It is clear how to use (i) to prove property (∗): we consider U ′ ⊂
Int(U) another neighbourhood of W sN (S) and we take N1 = {x ∈ N : ∃t >
0 , γ[−t,0](x) ⊂ N , γ−t(x) ∈ U ′} and we let N0 = N1∩f
−1(v). From (ii) we
immediately deduce that we may construct N , U as required at (i). Point
(iii) implies that the condition at (ii) is verified; (iv) implies (iii).
Remark 3.8. It is immediate that condition (i) in the lemma above is, in
fact equivalent to property (∗).
It is easy to produce examples when condition (∗) is not satisfied.
Example 2. Let g : D2 → R be a Morse-Smale function with precisely two
critical points: 0 which is of index 2 and Q ∈ Int(D2) of index 1. We may
also find g such that g(0) = 1, g(Q) = 0 and there is precisely one (negative
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gradient) flow line ξ in D2 that joins 0 to Q. We consider D′ = D2 − {T}
where T is a point in D2 which is not in ξ ∪ {0, Q} and g(T ) > 0. We let
f = g|D′ and take S = {0, Q} ∪ ξ. It is easy to check that S does not have
the property (∗).
A simple result concerning this property (∗) will be of use later. We
recall that Fl(M) is the space of C
2 local isolated functions on M , that is
pairs (f,N) with f a C2 function and N an isolating neighbourhood of the
negative gradient flow γ(f) of f .
Lemma 3.9. Let (f,N) ∈ Fl(M) and S = IN (f). Suppose that S verifies
property (∗). There is a C2-neighbourhood U of f such that if g ∈ U , then
(g,N) ∈ Fl(M) and IN (g) verifies (∗).
Proof. Fix (N1, N0, N2) a strong index block of S with N0 ⊂ f
−1(a) and f
regular onN0. It is clear that by taking U
′ a sufficiently small neighbourhood
of g we have that (N1, N0, N2) is also a strong index block for each g ∈ U
′.
Fix a regular value of f |N1 , a
′ > a such that a′ < inf{f(S)}. It is easy to see
that by possibly diminishing more U ′ the pair (N1∩g
−1([a′,∞)), N1∩g
−1(a′))
becomes an index pair for each such g.
3.3.2. Corollaries of Theorem 2.
We start by defining the invariant d(−) mentioned in the introduction.
This invariant is inspired by the fact that in the statement of Theorem 2
the Hopf invariant appearing there is a coefficient in the differential of the
extended Morse complex CN (f).
Definition 7. Let (f,N) ∈ Fl(M). If (f,N) is a local Morse function
we let dN (f) ∈ Z/2 be equal to 1 iff CN (f) has a non-trivial differen-
tial. For a general (f,N) ∈ Fl(M) we let dN (f) = sup{inf{dN (g) : g ∈
U , (g,N) local Morse} : U open in C2(M,R), f ∈ U} (here C2(M,R) is
the space of C2 functions with the strong topology).
Clearly, if dN (f) = 1, then all Morse functions g which are sufficientely
close to f have an extended Morse complex CN (g) with non-trivial differen-
tial. Moreover, there is a neighbourhood of f consisting of functions f ′ that
have N as an isolating neighbourhood and with dN (f
′) = 1.
The local isolated functions (f,D) with f appearing in Example 1 and
D ⊂ R2k a closed disk containing the origin verify dD(f) = 0.
Assume now that f is a C2 function and S is an isolated invariant set
for γ(f). We let d(S) = dN (f) where N is an isolating neighbourhood such
that S = IN (f). It is immediate that d(S) is indeed independent of N . We
also let e(S) to be the infimum of dN ′(f
′) where the pair (f ′, N ′) ∈ Fl(M)
is continuation equivalent to (f,N) for some N with S = IN (f). Assuming
(f,N) ∈ Fl(M) fixed, notice, as above, that a function f
′ that is sufficiently
close to f has N as an isolating neighbourhood and (f ′, N) is continuation
equivalent to (f,N). This means that d(S) ≥ e(S). It is very easy to
construct examples such that d(S) > e(S). For example, take S = {0, Q}∪ξ
in Example 2.
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Here is an important consequence of Theorem 2.
Corollary 3.10. Let (f,N) ∈ Fl(M) such that S = IN (f) satisfies property
(∗) and d(S) = 1.
(i) If (f,N) is a local Morse function, then there are infinitely many regu-
lar hyersurfaces V = f−1(v) which, after perturbation by an arbitrarily
small compactly supported isotopy of M carry a closed characteristic.
(ii) There is a family of functions, F , dense in a C2 neighbourhood of f
such that each hamiltonian flow hf
′
, f ′ ∈ F has infinitely many distinct
periodic orbits.
Proof. We prove point (i). We first show the existence of one hypersurface
V . If (f,N) is a local Morse function and CN (f) has a non-trivial diferential
we obtain that there is a pair of consecutive critical points P,Q ∈ CritN(f)
verifying the assumption of Theorem 2. By the proof of this theorem we
obtain that we may find a regular value v of f such that in any C2 neighbour-
hood of f and for any ǫ there is a function f whose associated hamiltonian
has inside Int(N)∩f
−1
(v−ǫ, v+ǫ) at least one periodic orbit. Assume that
this periodic orbit actually belongs to f
−1
(v′). By taking ǫ small enough
and f very close to f it is easy to see that there is a compactly supported
isotopy φ of M such that φ(V ) ∩ Int(N) = f
−1
(v′) ∪ Int(N). This means
that the hypersurface V ′ = φ(V ) carries a closed characteristic. Now the
same argument can be applied for infinitely many hypersurfaces V as in the
proof of Theorem 2.
The second point is essentially obvious given Theorem 2. By Lemma 3.9
all the functions in a sufficiently small neighbourhood U of f are such that
g ∈ U implies (g,N) ∈ Fl(M) and IN (g) verifies property (∗). As seen
above me may assume U small enough such that each g ∈ U also satisfies
d(IN (g)) = 1. Local Morse functions form a dense family in U . For such a
function (h,N) we have dN (h) = 1 which means that CN (h) has a non trivial
differential. But by Theorem 1 this means that the assumptions needed to
apply Theorem 2 are satisfied. Therefore arbitrarily close to h there is a
function h′ whose hamiltonian flow has infinitely many periodic orbits. This
proves the claim at (ii).
Remark 3.11. It is useful to note that the hypersurfaces produced at the
point (i) of Corollary 3.10 might all be isotopic one to the other.
It is hard in general to determine d(f). Of course, the exact determi-
nation of e(f) is not simple either. However, and this is fundamental for
applications, we have a reasonably effective criterion that insures e(f) = 1.
Corollary 3.12. Let (f,N) ∈ Fl(M) and S = IN (f). Each one of the
following conditions implies that e(S) = 1.
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(i) There exists (g,N ′) which is local Morse, continuation equivalent to
(f,N) and such that the differential dg in C(g) verifies dg 6= d
Mo ⊗
idΩM .
(ii) There is no minimal local Morse function that is continuation equiva-
lent to (f,N)
(iii) There is a minimal Morse function (g,N ′) continuation equivalent to
(f,N) and its extended Morse complex CN ′(g) has a non-trivial differ-
ential.
(iv) H∗(cN (f);Z) has torsion.
(v) H∗(cN (f);Z) is torsion free, cN (f) is simply-connected and there are
k, l ∈ N with Ht(cN (f);Z) = 0 for 0 < k < t < l, l − k > 1 and in
the homology Serre (or in the πS∗ (ΩM)
+)- Atiyah-Hirzebruch-Serre)
spectral sequence of the fibration induced by the canonical projection
(see §1.1) cN (f)
p
→ M from ΩM → PM → M the differential dl−k
(resp. Dl−k) does not vanish when restricted to El−kl∗ (resp. E
l−k
l∗ ).
Proof. For any local Morse function (g,N ′) the differential dg of the complex
CN ′(g) contains d
Mo in the sense that (dMo⊗idΩM )(x) = d
g(x) for all critical
points x such that CritN
′
|x|−1(g) 6= ∅. Therefore, d
Mo 6= 0 implies dg 6= 0.
This means that if g is not minimal, then d(g) = 1. Therefore, to decide that
e(S) = 1 we only need to make sure that each minimal local Morse function
(g,N ′) which is continuation equivalent to (f,N) verifies dN ′(g) = 1. But
by Corollary 2.18 any two minimal Morse functions that are continuation
equivalent have isomorphic extended Morse complexes. Thus it is enough
to verify this condition for just one minimal local Morse function that is
continuation equivalent to (f,N).
This remark directly justifies our claim if one of the conditions (ii),(iii)
or (iv) is satisfied. It also implies the claim if (v) is satisfied. Indeed,
asuming (v) and supposing that a minimal local Morse function (g,N ′) is
continuation equivalent to (f,N) its Morse complex CN ′(g) is isomorphic by
Corrolary 2.19 to the chain complex Cmin(cN (f)) (which is defined under
the assumptions made). At the same time Corollary 2.7 shows that the
differential of this last complex is non-trivial.
We are now left to prove that the point (i) also implies e(S) = 1. The
condition at (i) implies that there is some critical point P ∈ CritN
′
(g)
whose differential in the classical Morse complex is null but its differential
in CN ′(g) is not vanishing. But this means that P represents a non-trivial
homology class in the homology of the classical Morse complex and that
there is another critical point Q ∈ CritN
′
(g) such that [H(P,Q)] 6= 0. It
also results that if q = indg(Q) and p = indg(P ), then p > q + 1. As
explained before we need to consider the case when there exists a minimal
local Morse function (h,N ′′) continuation equivalent to (f,N) (and thus to
(g,N ′)) and it is enough to show that dN ′′(h) = 1. We obtain by Corol-
lary 2.16 that there exists a map m : CMoN ′ (g) → C
Mo
N ′′ (h) which induces a
morphism of extended Morse complexes for all compatible index sets. Let
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I = {0, 1, . . . , q − 1, q, p, p + 1, . . . , n}. Then both complexes CIN ′(g) and
CIN ′′(h) are defined. Denote by m
I the morphism induced by m between
these two extended complexes. We denote by d˜ the differential in these
two complexes. As m induces an isomorphism in homology and P repre-
sents a non-trivial homology class in H∗(C
Mo(g)) it results that there is
u ∈ Z[CritN
′′
p (h)] such that m(u) = P + d
Mo(b) for some b ∈ CMoN ′ (g)
and dMo(u) = 0 because p > q + 1 and h is minimal. Now, we have that
d˜dMo = 0. Therefore d˜(mI(u)) = [H(jp, jQ]Q + c where c does not contain
any terms in Q. Therefore, d˜(mI(u)) 6= 0. But this implies that d˜u 6= 0.
Therefore the differential d˜ is not zero in CIN ′′(h). But the differential in
CN ′′(h) contains d˜ and therefore is also non-trivial.
Remark 3.13. a. The conditions (iv), (v) appearing in Corollary 3.12 are
continuation invariant. However, sometimes it is easier to apply a version
of these which uses instead of the pair cN (f) an index pair (N1, N0) of
the invariant set IN (f). In this case condition (iv) remains the same for
recall that H∗(cN (f);Z) = H∗(N1, N0;Z). At point (v) the assumption that
replaces the simple-connectivity of cN (f) is that both N1 and N0 are simply
connected. Of course, instead of the spectral sequences associated to the pair
cN (f) one may use the same spectral sequences for the pair (N1, N0) Finally,
in view of Corollary 2.7, this spectral sequence condition as it appears at
point (v) is equivalent with the fact that the minimal Hopf complex of the
pair (N1, N0) has a non trivial differential.
b. It is easy to find manifolds M and Morse functions f : M → R such
that condition (i) of the Corollary 3.12 is satisfied (of course, πS∗ (ΩM
+)
needs to be nontrivial for ∗ > 0). A simple example is provided by the
height function h on a sphere Sk for k ≥ 1. This has precisely two critical
points: T a maximum and S a minimium. The differential in the classical
Morse complex is null. However, in CSk(h) we have dT = (Id)
∗ where (Id)∗
is the stable homotopy class of the inclusion of the bottom cell Sk−1 →֒ ΩSk.
Another instructive example is a minimal Morse function h˜ on CPn. Again,
the classical Morse differential vanishes but on each critical point P of h˜ with
ind(P ) > 0 the differential in the extended Morse complex C(h˜) is not null.
Of course, both these examples are compact but via a product with some
non-compact manifold (Rk, for example) or, more generally, by considering
some vector bundles over them, they produce non-compact variants.
The Serre spectral sequence condition at (v) is in many cases easy to
verify.
Example 3. Let M = CPn × R2k and consider the function g ⊕ q where
g : CPn → R is a perfect Morse function and q : R2k → R is a quadratic
form of index different from 0 or 2k. Fix on M an arbitrary symplectic
form and let f be obtained by a compactly supported perturbation of g⊕ q
(notice that if we take on M a symplectic form that is simply the sum of
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the forms on CPn and R2k, then it is obvious that hg⊕q has many bounded
orbits because the hamiltonian flow leaves invariant CPn × {0} ⊂M).
The gradient flow of f has a maximal compact invariant set I(f) and it is
easy to see that this set satisfies the condition (∗) (this follows by applying
(ii) of Lemma 3.7). Notice also that d(I(f)) = 1. Indeed, there exists an
index pair of I(f) of the form (N1, N0) = (CP
n×D2k,CPn×Sj−1×D2k−j)
where j = ind(q). Consider the homology Serre spectral sequence (Erpq, d
r)
of the fibration ΩCPn → (E1, E0) → (N1, N0) which is obtained by pull-
back of the (homotopy) fibration ΩCPn → ∗ → CPn. It is immediate to
see that this spectral sequence is simply a suspension of the Serre spectral
sequence (erpq, δ
r) of this last fibration in the sense that Er(p+j)q = e
r
pq and
similarly for the differentials. In turn this fibration has all differentials δ2(2l)0
non trivial. This means that the conditions needed to apply Corollary 3.12
(v) are satisfied.
This example also indicates that the non-vanishing of d(−) is sometimes
implied by a non-trivial cup-structure in co-homology (this is of course to be
expected as the non-vanishing of Hopf invariants is implied by the existence
of certain non-trivial cup-products).
Some of the conditions in the last corollary imply slightly more than what
is claimed there. The next result also emphasizes the stability properties of
the extended Morse complexes.
Corollary 3.14. Let (f,N) ∈ Fl(M) and let (g,N
′) ∈ Fl(M ×R
2k) such
that (g,N ′) is continuation equivalent to (f ⊕ q,N ×D2r) with q : R2r → R
a non-degenerate quadratic form. If one of the conditions (iv) and (v) from
Corollary 3.12 are satisfied for (f,N), S = IN (f), then there exists a family
of functions dense in a neighbourhood of g each of whose induced hamiltonian
flow on M ×R2r (endowed with an arbitrary symplectic form) has infinitely
many distinct periodic orbits.
Proof. Condition (iv) shows that there are no minimal Morse functions in
the continuation equivalence class of the sum (f ⊕ q,N ×D2r) (because the
Conley index of the maximal invariant set associated to such a function is
just a suspension of the Conley index asssociated to (f,N) ). Similarly,
by the definition of the global Conley index, we see that cN×D2r(f ⊕ q) is
simply connected and torsion free and therefore the minimal Hopf complex
Cmin(cN×D2r(f⊕q)) is defined. It is easy to see that this complex is just the
suspension of order ind(q) of Cmin(cN (f)). Thus, as condition (v) implies
that the differential in this last complex is not trivial, we obtain that the
differential of the first is not trivial either. This immediately implies the
claim by using Corollary 3.12.
We now present a class of examples where the methods decribed above
apply naturally.
Example 4. Let B be a simply connected, closed manifold, such that B×Rn
is symplectic. Suppose that f : B ×Rn → R is a smooth function that is
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quadratic at infinity. Then f satisfies the conclusion of Corollary 3.10 (ii).
If f is a Morse function, then it satisfies the conclusion of Corollary 3.10 (i).
We recall that a function f is quadratic at infinity if there is a compact set
K ⊂ B×Rn, a smooth function g : B → R and a non-degenerate quadratic
form q : Rn → R of index k, 0 ≤ k ≤ n such that f(x, y) = g(x) + q(y) for
(x, y) 6∈ K.
The proof of the claim follows from the fact that for a sufficientely large
disk D ⊂ Rn the set B ×D is an isolating neighbourhood for γ(g ⊕ q) and
it is easy to see that for a big D, (f,B × D) is continuation equivalent to
(g + q,B ×D). Moreover, the flow γ(f) is defined for infinite time and this
implies that S = IB×D(f) verifies property (∗) by Lemma 3.7 (iii). We also
see d(S) = 1 which is obtained by applying Corollary 3.12. Indeed, if there
is a minimal Morse function continuation equivalent to (g + q,B ×Dn) one
look to the relevant Serre spectral sequence suffices to apply 3.12 (v).
Of course, the result is trivial if k = 0 or k = n because in these two cases
the compactness of B implies that the level surfaces of f are also compact.
Many examples of symplectic manifolds B × Rn are such that B is it-
self symplectic and the symplectic form on the product is the product one.
However, there are many examples that are not of this type (one such is the
cotangent bundle of the three sphere) and in all cases the result mentioned
is true for an arbitrary symplectic form on the product.
There are many ways in which to extend this result. We list below a few
such possiblities (that can be also mixed).
(i) Take B non compact but g such that there is some invariant set for
the negative gradient flow of g that satisfies the conditions (iii) or (iv)
in Corollary 3.12
(ii) Replace q with a function h : M ′ → R such that the gradient of h
induces a flow on N , every level hypersurface of h is not compact, the
critical set of h is not trivial and outside of some compact in N the
gradient of h is bounded away from 0.
(iii) Replace B ×Rn with the total space of a fibre bundle of basis B that
is not trivial.
Given the result above it is easy to produce non-compact hypersurfaces
V with no compact connected components such that after a small isotopy
they carry a closed characteristic. Let M = S3×R3 = {(x, y, z, w,m, n, p) :
x2+y2+z2+w2 = 1}. Take V ⊂M be defined by V = {(x, y, z, w,m, n, p) :
x + m2 + n2 − p2 = 1/2}. The symplectic structure on M comes from
the identification M ≈ T ∗S3. By a slight variation we may also construct
examples of manifoldsM that contain connected non-compact hypersurfaces
V1 . . . Vk pairwise non homeomorphic and such that after a small isotopy each
contains a closed characteristic. Whenever Corollary 3.12 (v) applies, the
number of such hypersurfaces is (essentially) estimated by half the number
of pairs k, l ∈ N which verify the condition (v) in the corollary. For example,
if M = S3 × S3 × S3 × R9 (which is symplectic as M ≈ T ∗S3 × T ∗S3 ×
T ∗S3) we can find in M at least two hypersurfaces that are non-compact,
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connected and non-homeomorphic that carry a closed characteristic after a
small deformation.
3.3.3. Final comments and open questions.
A. The one major question that is left open by this paper is to find some
analytic assumptions which, once imposed to an (f,N) ∈ Fl(M) which
already satisfies one of the homotopical conditions in Corollary 3.12, will
imply that hf has some periodic orbits. One could hope to unify the results
on the existence of periodic orbits which are valid in the compact setting
with those that work in the non-compact case. We should point out however
that the major defficiency of the existence results that we described in the
non-compact situation is not so much their validity only generically but
rather the fact that, on one hand, we do not have any control on the periods
of the orbits constructed, and, on the other hand, the genericity assumption
involved is not “verifiable” (by contrast to the form of genericity proper to
Floer theory where it is determined by the behaviour of a certain Fredholm
operator).
B. Of less significance but still of interest are the following questions:
(i) For (f,N) ∈ Fl(M) fixed assume that there is a minimal Morse func-
tion (g,N ′) continuation equivalent to (f,N) but CN ′(g) has a vanishing
differential (in other words all the relevant relative Hopf invariants vanish).
Find some other homotopical condition on f that depends on some higher
homotopy operation (like Massey products or Toda brackets) in πS∗ (ΩM
+)
that is sufficient for the existence of a function arbitrarily close to g whose
hamiltonian flow has infinitely many periodic orbits. The first stage would
be to extend Theorem 1 for these higher homotopy operations by relating
them to bordism classes of ”maniflods” of possibly broken connecting flow
lines. The second stage would be to extend the argument in Theorem 2 to
the case of these bordism classes.
(ii) Extend the arguments in theorems 1, 2 for various other classes of
functions, not necessarily Morse. For example functions having only ”neat”
singularities as in [6] or Morse-Bott functions.
C. Here is a possibly useful extension of Theorem 1 that is not hard to
obtain but has not been explicitely included to avoid a considerable increase
in technical difficulty. The statement is similar to that of the theorem but
applied to the Thom map of
∐
i Z(P,Qi) →֒ S
u(P ) where ind(P ) = p > q =
ind(Qi) and Crit
N
k (f) = ∅ for q < k < p. This Thom map is equal to the
relative Hopf invariant, H(P, {Qi}), obtained from two succesive cofibrations
∨iS
q−1
i → N
′ → N ′′ and the second Sp−1 → N ′′ → N ′′′ ⊂ M the first
corresponding to the simultaneous cell-attachements corresponding to the
Qi’s and the second to the cell attachement corresponding to P . Unstably,
this Thom map is richer than the sum of the Thom maps corresponding
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to the pairs (P,Qi) but stably it equals this sum. In the statement of
Proposition 3.4 (i) one can use H(P, {Qi}) instead of H(jP , jQ).
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