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Abstract： In multi-label learning, attribute reduction is capable of eliminating irrelevant and redundant attributes, which is
a key technology to solve the curse of dimensionality for multi-label data. However, existing attribute reduction algorithms
based on neighborhood rough sets have high cost computation on positive region and the importance of each label is different
in multi -label learning. In this work, a multi -label attribute reduction algorithm based on neighborhood rough set is
proposed. First, the label is weighted by using the difference between the average distance from a given sample to its
heterogeneous sample and the average distance from the sample to its homogeneous sample in all attribute space. Then, the
sample space is divided by the integer function, and a new method of quick positive region calculation is proposed for multi-
label neighborhood rough set. Finally, all attributes are sorted by the forward greedy attribute reduction algorithm. Given the
compare results of five multi-label data evaluated by four evaluation criteria. Experimental results and analysis has shown
the effectiveness of the proposed algorithm.
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心搜索算法进行属性约简， 以获得一组新的属性排序. 实验给出了 5个多标记数据集在 4个评价准则上的对比结
果，实验结果分析表明了所提算法的有效性.
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本文第 1 节主要介绍邻域粗糙集的基础知识；第 2 节设计了标记权重模型和多标记邻域粗糙集模型
及快速计算正域的方法；第 3 节对所提出的算法进行实验验证及结果分析；第 4 节总结全文.
1 邻域决策系统
给定一个决策信息系统 NDT=<U，C，D>， U=｛x1,x2,…,xn｝表示全部样本的集合， C=｛a1,a2,…,
am｝表示描述样本的条件属性集合， D 是决策属性集合.




1)△（xi, xj） 0 当且仅当 xi =xj，△（xi, xj）=0 ；
2)△（xi, xj）=（xj, xi）；
3)△（xi, xk） △（xi, xj）+△（xj, xk），
称△是 U 上的距离函数，并且称（U,△）为度量空间.
定义 2[6] 设<U，△>是非空度量空间， x∈U，δ 0 有
δ （x）=｛y △（x, y） δ , y∈U｝, (1)
则称 δ （x）为 x的 δ 邻域.
定义 3[6] 给定 NDT=<U，C，D>，如果 C生成一簇邻域关系，则称NDT=<U，C，D>为邻域决策系统.
定义 4[6] 给定邻域决策系统 NDT=<U，C，D>， D 将 U 划分成 N 个等价类：X1， X2， …XN， B C
生成 U 上的邻域关系 NB，则决策 D 关于 B 的邻域下近似和上近似分别为：
其中
正域： .
定义 5[6] 给定 NDT=<U，C，D>，决策属性 D 对条件属性 B C 的依赖度为：
定义 6[6] 给定 NDT=<U，C，D>，B C，如果属性 B 满足：
1) B（D）= C（D）；
2) a∈B， B-｛a｝（D）< B（D），
则称 B 是 C 的一个属性约简.
属性 a∈C-B 在条件属性 B 上相对于决策属性 D 的重要度定义为：




Rd表示样本的输入空间，任何实例都可以表示为 d 维向量 x=［x1,x2,…,xd］（x∈X），令
Y=｛l1, l2,…, lm｝表示一个有限的标记集合， m 表示标记个数.每个样本都与 Y 的一个 m 维标记子集 y=
［y1,y2,…,ym］相关联，当且仅当样本 x 具有标记 lj时, yj=1，没有该标记时， yj=0.令 S 是由 n 个标记样












定义 7 给定样本空间 U=｛x1,x2,…,xn｝，描述样本的属性空间 A=｛a1,a2,… ,ap｝，样本的标记集合





式(2)中， dA（x, y）表示样本 x 和样本 y 在属性空间 A 上的距离， MSl（x）表示标记 l 下样本 xi的异类
样本的集合， MSl（xi） 表示集合 MSl（xi）的元素个数， 表示集合 MSl（xi）中依次排列的第 s 个样本；
HSl（xi）表示标记 l下样本 xi的同类样本的集合， HSl（xi） 表示集合 HSl（xi）的元素个数， HSl（xi）i表
示集合 HSl（xi）中依次排列的第 t 个样本.式(3)中， x（a）和 y（a）分别表示样本 x 和样本 y 在属性 a 上
相应的属性值.
2.2 多标记邻域粗糙集模型








定义 9 多标记邻域决策系统 MNDT=<U，A L>，属性空间 A=｛a1,a2,…,ap｝，标记集合 L=｛l1, l2,
…, lm｝， x0是论域 U 中构造的一个特殊样本，在标记 lk下， a∈A， 给定距离
· 4 ·
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度量 δ，论域 U 中的样本被划分到有限桶 中，
，
其中， （a）表示在类别标记 lk下样本 x0在属性 a 上相应的属性值.
定理 1 给定 MNDT=<U，A L>，论域 U 被划分到有限桶 中，在标记 lk下，对于 xi∈
U，记 xi的 δ邻域为 δ（xi），有
1） 若 ；
2） 若 则 ；
3） 若 则




由(3)(4)得 d（x′, x0）-d（xi, x0） > δ,
由定义 1可得 d（xi, x′）> d（x′, x0） -d（xi, x0） ,即 d（xi, x′） > δ.
故 x′不在 xi的 δ 邻域内，即不是 xi的邻域元素.同理可证， x′∈ （j=2， 3， …） 也不在 xi的邻
域内.综上，对于 ， xi的邻域只在 内.
定义 10 给定 MNDT=<U，A L>，样本的标记集合 L=｛l1, l2,…, lm｝， lk∈L，论域 U 被划分成有
限桶 ， C A， 表示 xi的邻域桶，定义该多标记邻域粗糙集决策系统在标记
lk下的下近似和上近似为：
其中， 和 分别表示在标记 lk下样本 xi和样本 xj的值.
标记 lk下的正域：
定义 11 给定 MNDT=<U，A L>，样本的标记集合 L=｛l1, l2,…, lm｝，C A，该多标记邻域决策系
统标记集合 L 对条件属性集 C 的依赖度定义为：
定义 12 给定 MNDT=<U，A L>，样本的标记集合 L=｛l1, l2,… , lm｝，标记权重集合 ωL=｛ω1,… ,






记 l ， 计算每个样本在整个属性空间下到其异类样本的平均距离减去到其同类样本的平均距离的差值作
为类别标记 l 的权重；其次，利用定义 9 和定义 10 计算出每个类别标记下的正域；最后，利用最大重要度
的前向贪心搜索策略得到一组属性的排序.
算法 1基于邻域粗糙集的多标记属性约简算法
输入：多标记数据集 D 和邻域参数 δ
输出：约简 reduct
1： 初始化 →reduct
2： for each l∈L
3： 根据定义 7计算每个类别标记 l 的权重 ωl；
4： end
5： 对标记集合的权重 ωL=｛ω1, …, ωm｝归一化；
6： for each ai∈A-reduct
7： 结合定义 5、定义 10和定义 11计算所有标记下属性依赖度；
8： 结合定义 7和定义 12计算属性的重要度；
9： end for
10： 选择 ak ,满足
sig（ak , reduct , L）=max（sig（ai , reduct , L））；








本文实验从不同领域中选取了 5 个多标记数据集以此验证所提算法的有效性.Cal500 数据集用来描
述音乐和声音效果的语义注释和检索， 包含 502 个样本、68 个特征属性、174 个标记.Flags 数据集来源于
图像处理与分类， 它包含 194 个样本、19 个属性、7 个标记. Emotions 数据集来源于某大学音乐学院 3 名
年龄为 20岁、25岁和 30岁的男性专家的音频特性， 包含 593个样本、72个属性、6 个标记. Yeast 数据集













Flags 194 19 7 129 65
Emotions 593 72 6 391 202
Yeast 2 417 103 14 1 499 918
Recreation 5 000 606 22 2 000 3 000
表 1 多标记数据集描述
3.2 评价指标
本文采用平均精度 (Average Precision, AP)、汉明损失 (Hamming Loss, HL)、排序损失 (Ranking Loss,
RL)、单错误(One Error, OE)作为评价算法分类性能的指标.








另外， 表示与样本 xi相关的标记构成的集合， 则是表示与样本 xi不
相关的类别标记构成的集合.
以上这 4 个性能评价指标，AP 指标值越大，说明分类的性能越好，最佳值为 1；HL、RL、OE 指标值越
小，说明分类的性能越好，最佳值为 0.
3.3 实验设置
为了有效评价实验算法的性能，本文选择 5 种不同类型的对比算法，包括 MDDMspc[13]，MDDMproj[13]，
MLNB[9]，PMU[23]和 RF-ML[11].其中算法 ARNRS_ML 和 MDDMspc，MDDMproj，PMU 和 RF-ML 得到的是一
组属性的排序.因此，在实验中属性排序的前 k 个属性被设置为属性子集，并设 k 为 MLNB算法得到的属




性的数目.此外，该实验采用 ML-KNN[24]算法来评价属性约简后的数据集.其中，设置 ML-KNN 的平滑参数
s=1，邻域个数 k=10.
3.3.1 邻域参数设定
本文中使用 ML-KNN 多标记分类器研究平均分类精度随邻域 δ(0. 01-0. 09)的变化.以 Emotions 和
Flags为例，得到的实验结果如图 2 和图 3所示.
图 2 精度随邻域变化(Emotions)
图 3 精度随邻域变化(Flags)
从图 2 和图 3可以看出，对于 Emotions数据集来说邻域参数在 0. 035 和 0. 05 的平均分类精度最佳，
实验选择 0. 05.对于 Flags数据集来说，邻域参数的平均分类精度在 0. 035~0. 06之间是最佳的，最终选择
0. 035.同样,可以得到 Cal500，Yeast和 Recreation数据集的邻域参数分别为 0. 01，0. 01和 0. 03.
3.4 实验结果与分析
为了验证 ARNRS_ML算法的有效性，实验对比各算法在属性子集上的分类性能.













0. 477 6 0. 480 8
Flags 0. 782 7 0. 782 7 0. 799 6 0. 785 7 0. 776 2 0. 820 7
Emotions 0. 729 3 0. 741 6 0. 732 7 0. 684 3 0. 752 9 0. 758 4
Yeast 0. 713 9 0. 713 9 0. 730 0 0. 735 0 0. 735 5 0. 744 8
Recreation 0. 405 1 0. 402 8 0. 437 3 0. 392 4 0. 479 0 0. 512 9
Average 0. 622 9 0. 625 0 0. 631 7 0. 614 5 0. 644 2 0. 663 5
表 2 AP 指标下各算法的性能比较(↑)
Data sets MDDMspc








0. 142 6 0. 139 1
Flags 0. 698 9 0. 698 9 0. 312 1 0. 327 5 0. 709 9 0. 309 9
Emotions 0. 264 9 0. 243 4 0. 276 4 0. 299 5 0. 245 0 0. 241 7
Yeast 0. 231 3 0. 231 3 0. 218 3 0. 216 9 0. 208 0 0. 208 7
Recreation 0. 064 7 0. 064 8 0. 063 6 0. 065 0 0. 061 1 0. 057 9
Average 0. 279 8 0. 275 8 0. 201 9 0. 209 8 0. 273 5 0. 191 5
表 3 HL 指标下各算法的性能比较(↓)
Data sets MDDMspc








0. 191 3 0. 188 8
Flags 0. 261 3 0. 261 3 0. 240 0 0. 250 3 0. 251 8 0. 214 1
Emotions 0. 233 7 0. 215 2 0. 227 8 0. 302 8 0. 205 5 0. 199 0
Yeast 0. 205 0 0. 205 0 0. 195 7 0. 189 2 0. 187 1 0. 182 5
Recreation 0. 207 1 0. 206 5 0. 191 8 0. 213 4 0. 187 9 0. 183 8
Average 0. 219 6 0. 215 5 0. 209 2 0. 228 8 0. 204 7 0. 193 6
表 4 RL 指标下各算法的性能比较(↓)
Data sets MDDMspc








0. 143 4 0. 107 6
Flags 0. 200 0 0. 200 0 0. 215 4 0. 246 2 0. 276 9 0. 169 2
Emotions 0. 386 1 0. 376 2 0. 391 1 0. 440 6 0. 376 5 0. 341 6
Yeast 0. 247 3 0. 247 3 0. 249 5 0. 245 1 0. 256 0 0. 236 4
Recreation 0. 772 0 0. 771 7 0. 735 0 0. 786 3 0. 664 3 0. 623 7
Average 0. 343 4 0. 342 9 0. 340 5 0. 381 4 0. 343 4 0. 295 7





1）表 2中，对于 AP指标，ARNRS_ML 算法除了在数据集 Cal500 上略差于 MDDMproj 外，在其他 4 个
数据集上 ARNRS_ML 均取得最优值；表 3 中，对于 HL 指标，在 Flags、Emotions 和 Recreation 这 3 个数据
集上损失值都最低，因此，性能最佳，其性能略低于 Cal500 数据集和 Yeast 数据集上的 RF-ML 和 MLNB
算法，但仅比 Cal500 数据集在 RF-ML 算法上的损失值高 0. 000 2，比 Yeast 数据集在 MLNB 算法上的损
失值高 0. 000 7；表 4 中，对于 RL 指标，仅在数据集 Cal500 上 ARNRS_ML 算法性能略低于 PMU，两者的
性能相差 0. 000 4， 但在其他 4个数据集上 ARNRS_ML算法相比另外的 4种对比算法都取得最优； 表 5
中，对于 OE指标，ARNRS_ML算法在所有实验数据集上都取得最小的 OE值，即分类性能均取得最优.
2）从表 2-5 统计的 5 个数据集在 4 个评价指标下的 20 种实验对比结果可知，与 ARNRS_ML 对比，








集正域计算方法在一定程度上降低了计算正域代价大的问题. 通过 5 个多标记数据集在 4 种不同的评价
准则上的对比实验结果表明，本文提出的 ARNRS_ML算法优于其他 5种对比算法.
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