We consider (closed neighbourhood) packings and their generalization in graphs called limited packings. A vertex set X in a graph G is a k-limited packing if for any vertex v ∈ V (G),
Introduction
We consider simple undirected graphs, and are interested in the classical packings of graphs as introduced in [7] , and their generalization, called limited packings, as presented in [4] . In the literature, the classical packings can be referred to under different names, e.g., as (distance) 2-packings [7] , closed neighborhood packings [8] , or strong stable sets [6] . They can also be considered as generalizations of independent (stable) sets, which would be (distance) 1-packings, following the terminology of [7] . A vertex set X in a graph G is a k-limited packing if for any vertex v ∈ V (G), |N [v] ∩ X| ≤ k, where N [v] is the closed neighbourhood of v. The k-limited packing number L k (G) of a graph G is the maximum size of a k-limited packing in G. In these terms, the classical (distance) 2-packings are 1-limited packings, and hence ρ(G) = L 1 (G), where ρ(G) is the 2-packing number.
2-Packings (1-limited packings) are well-studied in the literature (e.g., [5, 6, 7, 8] ). Also, several papers discuss connections between packings and dominating sets in graphs (e.g., [1, 4, 5, 8] ). Notice that the corresponding problems have a very different nature: one of the problems (packings) is a maximization problem not to break some (security) constraints, and the other is a minimization problem (dominating sets) to satisfy some reliability requirements. For example, given a graph G, the definitions imply a simple inequality ρ(G) ≤ γ(G), where γ(G) is the domination number of G (e.g., see [8] ). However, the difference between ρ(G) and γ(G) can be arbitrarily large.
In general, the problems of packings in graphs can be viewed as facility location problems subject to some (security) constraints. The problem of finding a 2-packing (1-limited packing) of maximum size is shown to be N P -complete in [6] . In [1] , it is shown that the problem of finding a maximum size k-limited packing is N P -complete even in split or bipartite graphs.
We develop the probabilistic method for k-limited packings and, in particular, for 2-packings (1-limited packings), with a comparison to a greedy approach. We present two new lower bounds for the k-limited packing number L k (G), and a randomized algorithm to find k-limited packings satisfying the lower bounds. Also, using a greedy algorithm approach, we provide an improved lower bound for ρ(G) = L 1 (G). It can be shown that the main lower bound is asymptotically sharp, and the improvements for 1-limited packings from the greedy algorithm approach are asymptotically irrelevant for almost all graphs. We also provide some new upper bounds for L k (G). Details for some of these results can be found in [3] .
Lower bounds and algorithms
Denote by ∆ = ∆(G) the maximum vertex degree of G, and put
The following theorem gives a new lower bound for the k-limited packing number.
The probabilistic construction used to prove Theorem 1 implies a randomized algorithm to find a k-limited packing set, whose size satisfies bound (1) with a positive probability. A pseudocode presented in Algorithm 1 below explicitly describes the randomized algorithm. Algorithm 1 can be implemented to run in O(n 2 ) time. Also, it can be implemented in parallel or as a local distributed algorithm, which is important in some applications.
with the probability p, decide whether v ∈ A or v / ∈ A; end /* Recursively remove redundant vertices from
/* A is a k-limited packing */ Extend X to a maximal k-limited packing; return X; end
The lower bound of Theorem 1 can be written in a simple weaker form as follows:
In the case k = 1, Theorem 1 gives the following lower bound:
Corollary 2 For any graph G of order n with ∆ ≥ 1,
Let δ = δ(G) denote the minimum vertex degree of G. The lower bound (2) can be improved as follows:
The proof of Theorem 2 provides a greedy algorithm to find a distance 2-packing (1-limited packing) satisfying bound (3). However, as explained later, the lower bound of Theorem 2 is as good as lower bound (2) of Corollary 2 for almost all graphs.
Refining and developing the ideas and techniques used in the proofs of the above results, we have been able to show the following more subtle results.
Theorem 3 For any graph G of order n, with vertex degrees
Theorem 4 For any ∆-regular graph G of order n, ∆ ≥ 3,
3 Sharpness of the lower bounds and some upper bounds
The lower bound of Theorem 1 is asymptotically best possible for some 'large' values of k. Bound (1) can be written as
for k ≤ ∆. Combining this with the upper bound of Lemma 8 from [4] , for any connected graph G with k ≤ δ(G), we have:
Notice that the upper bound in the inequality (6) is sharp (see [4] ), and bounds (6) provide an interval of possible values for L k (G) in terms of k and ∆ (when k ≤ δ). For regular graphs, δ = ∆, and, when k = ∆, we have
is asymptotically sharp for regular connected graphs in the case k = ∆. A similar statement can be proved when k = ∆(1 − o (1)). Thus, the following result is true:
Theorem 5 When n is large, there exist graphs G such that
As stated in Theorem 2, in contrast to the situation for relatively 'large' values of k, bound (1) of Theorem 1 (Corollary 2) can be improved for distance 2-packings (1-limited packings), i.e. when k = 1. However, this improvement is irrelevant for almost all graphs. A 1-limited packing set X in G has a very strong property that any two vertices of X are at distance at least 3 in G. It is well known that almost every graph has diameter equal to 2. Therefore, ρ(G) = L 1 (G) = 1 for almost all graphs. Thus, in the case k = 1, Theorem 1 yields a lower bound of 1 for almost all graphs and is as good as Theorem 2. Notice that the bound of Theorem 2 is sharp, for example for any number of disjoint copies of the Petersen graph. When G has a diameter larger than 2, it should be better to use the greedy algorithm and lower bound (3) provided by Theorem 2: it improves bound (2) of Corollary 2 by a factor of 2 + o(1).
As mentioned earlier, ρ(G) = L 1 (G) ≤ γ(G). In [4] , the authors provide several upper bounds for L k (G), e.g., given any graph G, L k (G) ≤ kγ(G). Considering the k-tuple domination number γ ×k (G) and results of [2] , it is possible to prove the following upper bounds for L k (G). A set X is a k-tuple dominating set of G if for every vertex v ∈ V (G), |N [v] ∩ X| ≥ k. The minimum cardinality of a k-tuple dominating set of G is the k-tuple domination number γ ×k (G). The ktuple domination number is only defined for graphs with δ ≥ k − 1. In [2] , we define δ ′ = δ − k + 1 and, for t ≤ δ,b t =b t (G) = δ+1 t .
Theorem 6
For any graph G of order n with δ ≥ k − 1, L k (G) ≤ γ ×k (G). In particular, when k ≤ δ,
For regular graphs, we also have:
