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It is well-known that when the magnetic field is stronger than a critical value, the spin imbalance
can break the Cooper pairs of electrons and hence hinder the superconductivity in a spin-singlet
channel. In a bilayer system of ultra-cold Fermi gases, however, we demonstrate that the critical
value of the magnetic field at zero temperature can be significantly increased by including a spin-flip
tunnelling, which opens a gap in the spin-triplet channel near the Fermi surface and hence reduces
the influence of the effective magnetic field on the superfluidity. The phase transition also changes
from first order to second order when the tunnelling exceeds a critical value. Considering a realistic
experiment, this mechanism can be implemented by applying an intralayer Raman coupling between
the spin states with a phase difference between the two layers.
Introduction
Magnetism is generally known to suppress superconductivity when the strength of the magnetic field exceeds a critical
value. Survival of superfluidity in the presence of a strong magnetism has been a long-term interesting problem
in the condensed matter physics. The central problem is that, in the Bardeen-Cooper-Schrieffer (BCS) theory of
superconductivity, electrons form Cooper pairs in the spin singlet channel[1, 2]. However, these pairs can be broken
if the effective magnetic field is strong enough to flip the spin. This situation applies even if the Cooper pairs are
mediated by magnetic fluctuations in some strongly correlated materials [3, 4]. A possible exception is probably the
theoretical prediction of a so called Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state [5, 6], where the Cooper pair has
a finite center-of-mass momentum to form a spatially modulated order parameter [7–10]. Yet, the FFLO states have
not yet been experimentally observed neither in condensed matter system [11, 12] nor in the systems of ultracold
atoms [13–15]. It is probably because the allowed parameter regime is in general too narrow to be observed. Another
possible coexistence of magnetism and superconductivity arises in scenarios where the Cooper pairs become triplet
states through the p-wave or f -wave interaction due to Pauli’s exclusion principle [16–22].
In this paper, we provide a new mechanism to greatly enhance superfluidity of ultracold Fermi gases in a bilayer
system with a short range s-wave interaction within individual layers. The superfluidity then can survive in a much
larger effective magnetic field even without going to the FFLO regime. This is possible by having a single particle
spin-flip tunnelling between the layers. When the tunnelling amplitude exceeds a limiting value, the usual first order
phase transition from the superfluid to normal state becomes second order, and the critical value of magnetic field
increases almost proportionally to the tunnelling amplitude. Such a behavior can be understood from the fact that
the spin-flip tunnelling couples atoms with two different spins in two different layers. This makes the Cooper pairs
to include triplet contributions of spins in different layers to fulfil the Pauli exclusion principle. Similar results can
be also observed in a multi-layer structure with a staggered effective magnetic field. Our results may be also relevant
to the High Tc superconducting material, where a strong anti-ferromagnetic correlation between nearest-neighboring
CuO2 planes is observed through the neutron-scattering experiment [23].
In a realistic experiment, the outlined bi-layer scenario appears to be equivalent to a two-component (spinor) gas of
ultracold atomic fermions loaded into a bi-layer trapping potential with a conventional tunnelling between the layers
and a Zeeman magnetic field alternating in different layers, shown in Fig. 1. The alternating Zeeman field can be
effectively generated by means of a Raman coupling [24–26] within individual layers with a properly chosen out of
plane Raman recoil. The latter recoil provides the phase difference 2ϕ of the coupling amplitude in different layers
needed for creating the alternating Zeeman field, as depicted in Fig. 1a. For ϕ = π/2 the scheme is mathematically
equivalent to a setup involving a parallel Zeeman field and a spin-flip tunnelling (see Fig. 1b).
System and Methods
System Hamiltonian in original basis
We consider a spin-1/2 Fermi gas trapped in a bilayer potential. In each layer the Raman beams induce spin-flip
transitions with Rabi frequencies
Ω± = Ωe±iϕ = Ωx ± iΩy (1)
where the upper (lower) sign in ± corresponds to down (up) layer, with Ωx = Ωcosϕ and Ωy = Ωsinϕ. The phase
difference for the Raman coupling in different layers 2ϕ ≡ |kR|d is achieved by taking a wave-vector of the Raman
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FIG. 1: (a) Schematic representation of a bilayer structure containing two component fermions in individual layers. The
atoms can undergo spin-independent tunnelling and spin-flip Raman transitions. The phase difference 2ϕ = kRd of Raman
coupling in each layer can be tuned through an inter-layer distance d and a wave-vector of the Raman coupling kR oriented
perpendicular to the layers. (b) For ϕ = π/2, the Raman coupling can be represented by an effective Zeeman field antiparallel
in each layer. This is mathematically equivalent to a parallel Zeeman field and a spin-flip tunnelling, as illustrated in a lower
part of (b).
coupling kR perpendicular to the layers separated by a distance d (see Fig. 1a). The Pauli matrixes for the spin
1/2 atoms are denoted by σx,y,z. On the other hand, it is convenient to treat the layer index as a pseudospin to be
represented by the Pauli matrices τx,y,z.
As a result, the second quantized single particle Hamiltonian describing intralayer Raman transitions and interlayer
tunneling can be written as
H0 =
∑
k
Ψ˜†
k
[εk − tτx ⊗ σ0 +Ωxτ0 ⊗ σx +Ωyτz ⊗ σy] Ψ˜k, (2)
where σ0 and τ0 are identity matrixes, εk = k
2/2m − µ measures the kinetic energy with respect to the chem-
ical potential µ, and t is the interlayer tunneling amplitude. The four component vector field operator Ψ˜k =
[ψ˜⇑↑,k, ψ˜⇑↓,k, ψ˜⇓↑,k, ψ˜⇓↓,k]T featured in Eq. (2) is a column matrix composed of operators ψ˜jγ,k annihilating an atom
with a spin γ =↑, ↓ and a momentum k in a layer j =⇑,⇓, whereas Ψ˜†
k
is the corresponding raw matrix composed of
the creation operators. For brevity in the following, we will omit the identity matrices τ0 and σ0 in tensor products
like τ0 ⊗ σx ≡ σx and τx ⊗ σ0 ≡ τx.
The Hamiltonian (2) describes a quantum system of four combined layer–spin atomic states |j =⇑,⇓; γ =↑, ↓>
coupled in a cyclic way (see Fig. 1a): | ⇓↓>→ | ⇓↑>→ | ⇑↑>→ | ⇑↓>→ | ⇓↓>. The phase 2ϕ accumulated
during such a cyclic transition allows to control the single particle spectrum [27]. The choice of the phase 2ϕ affects
significantly also the many-body properties of the system, as we shall see later on.
We are considering a short range interaction between the atoms with opposite spins in the same layer. It is described
by the following interaction Hamiltonian
Hint = g
∑
j=⇑,⇓
∫
d2rψ˜†j↑(r)ψ˜
†
j↓(r)ψ˜j↓(r)ψ˜j↑(r), (3)
where g is the coupling strength. Note that Hint has a symmetry group: S ≡ U(2) × U(2) × Z2, where the two
U(2)s describe the spin rotations in the first and second layer respectively, and Z2 is the transpose transformation in
pseudospin (layer) space, i.e., ψ˜⇑γ ↔ ψ˜⇓γ .
Equivalent description in a rotated basis
The last two terms of Eq. (2) represent effective coupling of the spin σ with a parallel Zeeman field Ωx along the
x-axis and an antiparallel Zeeman field Ωy along the y-axis for the two layers. In order to have a better understanding
of the following calculation results, it is convenient to represent the system in another basis. We first apply a unitary
transformation
Uϕ = exp
[
i
ϕ
2
τz ⊗ σz
]
∈ S (4)
rotating the spin σ around the z axis by the angle ∓ϕ for the up (down) layer. The resulting Zeeman field then
3becomes aligned along the x-axis in both layers. A subsequent spin rotation W = exp
[
iπ4σy
] ∈ S around the y axis
by the angle −π/2 transforms σx to σz . After the two consecutive transformations the single particle Hamiltonian
takes the form
H0 =
∑
k
Ψ†
k
[εk − t cosϕ τx − t sinϕ τy ⊗ σx +Ωσz ] Ψk. (5)
The transformed four component field operator Ψk = WUϕΨ˜k ≡ [ψ⇑↑,k, ψ⇑↓,k, ψ⇓↑,k, ψ⇓↓,k]T is made of components
ψj↑,k and ψj↓,k, which are superpositions of the original spin up and down field operators ψ˜j↑,k and ψ˜j↓,k belonging
to the same layer j =⇑,⇓. Note that going to the new basis the spins are rotated differently in different layers.
The transformed single particle Hamiltonian (5) corresponds to a bilayer system subjected to a parallel Zeeman field
along the z-axis for both layers, with the interlayer tunneling becoming spin-dependent for sinϕ 6= 0. For ϕ = π/2
the transformed Hamiltonian describes a completely spin-flip tunnelling, as illustrated in Fig. 1b. The interaction
Hamiltonian given by Eq. (3) is invariant under the transformation WUϕ ∈ S, which involves spin rotation within
individual layers and thus does not change the form of Hint.
Single-particle spectrum
The single-particle Hamiltonian H0 given by Eq. (5) can be reduced to a diagonal form via a unitary transformation
Vϕ for the field operator Ψk,
H0 =
∑
jγ,k
c†jγ,kξ
ϕ
jγ,kcjγ,k ≡ C†kΞϕkCk, (6)
Ck = VϕΨk ≡ [c⇑↑,k, c⇑↓,k, c⇓↑,k, c⇓↓,k]T . (7)
where cjγ,k is an annihilation operator for a normal mode characterized by the eigen-energy ξ
ϕ
jγ,k, with j =⇑,⇓ and
γ =↑, ↓. Here Ξϕ
k
is a 4× 4 diagonal matrix of eigen-energies ξϕjγ,k.
In the following we shall concentrate on two specific cases of interest. (1) In the first case one has ϕ = 0, so that
Ωy = 0 and Ωx = Ω. (2) In the second case the relative phase is ϕ = π/2, giving Ωx = 0 and Ωy = Ω. The first
case corresponds to a spin-independent tunneling and non-staggered Zeeman field (in the transformed representation,
Eq. (5)). The second case corresponds to the spin-flip tunneling and non-staggered Zeeman field along the z-axis, as
shown in Fig. 1b. For these two cases the unitary transformation Vϕ diagonalizing the single particle Hamiltonian H0
and the corresponding diagonal operator Ξϕ
k
of eigenenergies ξϕjγ,k read:
V0 = exp[−iπ
4
τy], Vπ/2 = exp[−i
θ
2
τy ⊗ σy ] , (8)
Ξ0k = εk + tτz +Ωσz , Ξ
π/2
k
= εk +Ωtσz , (9)
where Ωt =
√
Ω2 + t2 and exp[iθ] ≡ (Ω + it) /Ωt.
For ϕ = 0 the tunneling and Raman coupling are decoupled in the single particle Hamiltonian (5) or (2), so Ω and
t are separable in single particle dispersion ξ0jγ,k. On the other hand, for ϕ = π/2 there is a term τy ⊗ σx in Eq.(5)
which mixes the interlayer tunneling t and the Raman coupling Ω, so the single particle dispersion ξ
π/2
jγ,k becomes
non-separable. The latter case corresponds to a ring coupling scheme between four atomic states with an overall
phase 2ϕ = π [27]. In such a situation the single particle eigenvalues ξ
π/2
jγ,k = εk ±Ωt are twice degenerate with resect
to the index j =⇑,⇓. This leads to significant differences in the BCS pairing for the two cases where ϕ = 0 and
ϕ = π/2.
Without including the interaction effects, the chemical potential (Fermi energy) µϕF satisfies∑
j,γ
A
(2π)2
∫
d2kΘ[−ξϕjγ ] = N , where N is the total number of particles, A is the area of system and Θ is a
unit step function. We use µ0 = µ
0
F (t = 0,Ω = 0, N) to represent the chemical potential for noninteracting particles
at Ω = t = 0, with k0F being the corresponding Fermi momentum.
General framework in meanfield theory
In the present paper, we are interested in the effects due to attractive interaction between the atomic fermions (g < 0)
in the bilayer system. As usual, a superfluid order parameter can be expected between fermions with opposite spins
in the same layer, i.e., ∆j = g 〈ψj↓(r)ψj↑(r)〉, were 〈· · · 〉 denotes the ground state expectation value. Without a loss
of generality we can apply a U(1) transformation ψjγ → eiαψjγ to make the order parameter complex conjugated in
different layers ∆⇓ = ∆∗⇑ ≡ ∆R + i∆I. In general, there may be a phase difference between the order parameters in
4different layers described by ∆I. As it will be shown later, the imaginary part ∆I is zero for all cases to be considered.
Adopting the BCS mean-field approximation [28], the interaction Hamiltonian (3) reduces to the following quadratic
form of creation and annihilation field operators in the momentum space:
Hint =
2∆2A
|g| +
∑
k,j=⇑,⇓
(
∆jψ
†
j↑,kψ
†
j↓,−k +H.c.
)
, (10)
where ∆ = |∆⇑| = |∆⇓| =
√
∆2R +∆
2
I . Consequently we can express the total Hamiltonian, H = H0 +Hint, in the
BCS form in terms of a set of normal single-particle operators Ck and C
†
−k given by Eq. (7):
H =
1
2
∑
k
[C†
k
, CT−k]
[
Ξ
ϕ
k
Dϕ
D†ϕ −Ξϕk
] [
Ck
C†T−k
]
+ 2
∑
k
εk +
2∆2A
|g| , (11)
where
Dϕ = Vϕ (i∆Rτ0 ⊗ σy +∆Iτz ⊗ σy)V Tϕ (12)
describes the mean-field atom-atom interaction responsible for the BCS pairing, and V Tϕ is a transposed diagonalization
matrix (for a detailed derivation, see the Section I of the Supplementary Material [29]). Forϕ = 0 and π/2, we have
D0 = i∆Rσy + ∆Iτx ⊗ σy and Dπ/2 = i∆R cos θσy +∆R sin θτy +∆Iτz ⊗ σy, respectively. Denoting Eϕα,k ≥ 0 (with
α = 1, 2, 3, 4) to be eigenvalues of the first term in Eq. (11), representing the Bogoliubov-DeGuinne (BdG) term, one
arrives at the following total ground-state energy (see the Section II of the Supplementary Material [29]),
E = 2∆
2A
|g| +
∑
k
[
2εk − 1
2
∑
α
E
ϕ
α,k
]
. (13)
Finally, in a 2D Fermi gas, the fluctuation correction for the effective short-range interaction can be accounted
by replacing g−1 = − 1A
∑
k
1/(k2/m + ǫb), where ǫb is the two-body binding energy [30–32]. The superfluid gap
equations are then determined by minimizing the total energy, i.e. ∂E/∂∆R/I = 0. On the other hand, the equation
N = −∂E/∂µ, relates the atomic number N to the chemical potential µ.
Our major aim is to study effects of the interlayer spin-flip tunneling (ϕ = π/2) on the superfluid properties for
the bilayer system in the presence of magnetic field. We will not consider a possible FFLO phase that results from a
mismatch in the Fermi energies for the two spins leading to the finite center-of-mass momentum for the Cooper pairs
[5, 6]. Including the spin mismatch should not substantially affect our major results, since the FFLO regions are in
most cases too small to be observed [7, 13, 14, 33, 34].
Results and Discussion
Single layer limit
To better understand results for our bilayer system, it is instructive to consider first a familiar single layer limit
[30–32] corresponding to zero interlayer tunneling (t = 0) in the present model. This will allow one to see how the
superfluidity is affected by the effective magnetic field provided by the Raman coupling Ω.
For t = 0 the positive eigenvalues of the BdG operator Eϕα,k = |
√
ε2
k
+∆2 ± Ω| exhibit a two-fold degeneracy
corresponding to different layers and are independent of ϕ as expected. The ground state energy Eq.(35) can then be
calculated analytically to be (see the Section IIA of the Supplementary Material [29]):
2πE(∆)
mA
= f(∆, ǫb, µ) + Θ(Ω−∆)g(∆,Ω), (14)
where f(∆, ǫb, µ) = ∆
2 ln
√
µ2+∆2−µ
ǫb
− ∆22 − µ
√
µ2 +∆2 − µ2 is the ground-state energy for Ω = 0 [30–32]. The last
term g(∆,Ω) = ∆2 ln Ω+
√
Ω2−∆2
Ω−√Ω2−∆2 − 2Ω
√
Ω2 −∆2, however, results solely from the finite effective magnetic field, Ω,
and comes into play only when Ω > ∆. Therefore the superfluidity can not be affected by a relatively small effective
magnetic field field acting on the singlet Cooper pairs. In Fig. 2, we show how the ground state energy changes
as a function of the order parameter, ∆, for various values of Ω. We take ǫb = 0.01µ0 in this and the subsequent
calculations.
One can determine several important regimes for Ω where the superfluid order parameter, ∆, can be analytically
determined by looking for the global minimum of E = E(∆):
50.00 0.05 0.10 0.15 0.20
-0.02
-0.01
0.00
0.01
0.02
0.03
0.04
DΜ
2Π
@E
HD
L-
E
H0
LD
m
A
Μ
2
0
0.04
0.08
0.12
0.16
FIG. 2: (Color online) The ground energy with respect to ∆ for t = 0. The solid (Black) lines correspond to Ω =
(0, 0.04, 0.08, 0.12, 0.16)µ. When Ω is increased to ∼ 1
10
√
2
µ (dotdashed/Green line), a metastable normal state appears
in addition to the superfluid state (Regime II). When Ωx increases to
1
10
µ (dotted/Blue line), the superfluid state becomes
metastable (Regime III). Finally, when Ωx reaches ∼
√
2
10
µ (dashed/Red line), the metastable superfluid state disappears and
the system enters the normal state (Regime IV). We use the parameter ǫb = 0.01µ0 in all calculations.
Regime I corresponds to a limit of small Raman coupling (small effective magnetic field) 0 < Ω <
√
µǫb/2. In
this limit, we have ∆ =
√
2µǫb > Ω. In other words, the last term of Eq. (14) is effectively zero and therefore the
superfluid properties are identical to those for a usual 2D BCS state.
Regime II appears for
√
µǫb/2 < Ω <
√
µǫb: The obtained superfluid order parameter is still the same, ∆ =√
2µǫb > Ω. However, the normal state with ∆ = 0 becomes meta-stable, i.e., ∂
2E/∂∆2⌋∆=0 = mAπ ln Ω
2
µǫb/2
> 0. In
other words, the superfluid state starts to compete in energy with the normal state as the effective magnetic field is
increased. Note that E(∆ = 0) = −mAπ (Ω2 + µ2) and E(∆ =
√
2µǫb) ≃ −mAπ (µǫb + µ2).
Regime III is formed for
√
µǫb < Ω <
√
2µǫb. In that case the last term of Eq. (14) is relevant. The obtained ground
state corresponds to the normal state with ∆ = 0. The superfluid state becomes then a meta-stable state with a finite
stiffness.
Regime IV is reached for Ω >
√
2µǫb. In that case the meta-stable superfluid state disappears, and therefore the
system transforms to the completely normal state.
We note that the true first order phase transition occurs at the border between the Regimes II and III for Ω =
√
µǫb.
Yet the appearance of the meta-stable state in the Regimes II and III effectively broadens the phase transition making
it not easily measurable. As we will see later, the inter-layer tunneling can completely change the situation.
Zero Raman coupling limit
Next let us suppose there is a non-zero inter-layer tunneling t and no Raman coupling Ω = 0) [35–37], so there is
no effective magnetic field. In that case one arrives at spin-degenerate eigenvalues of the BdG operator: EΩ=0α,k ≡√
ε2
k
+∆2 + t2 ± 2t
√
ε2
k
+∆2I . By taking ∂E(∆,∆I)/∂∆I = − 12
∑
α,k ∂Eα,k/∂∆I = 0, one gets ∆I = 0. Thus one
finds the following equation for the ground state energy (see the Section IIB of the Supplementary Material [29]):
2π
mA
EΩ=0(∆) = 1
2
f(∆, ǫb, µ+ t) +
1
2
f(∆, ǫb, µ− t) (15)
A gap equation is obtained by taking ∂E/∂∆ = 0, i.e.,[√
∆2 + (µ− t)2 − µ+ t
][√
∆2 + (µ+ t)2 − µ− t
]
= ǫ2b . (16)
For µ − t ≫ ∆, Eq.(16) yields an asymptotic solution ∆ = √2ǫbµt with µt =
√
µ2 − t2, which goes to the known
single layer result, ∆ =
√
2ǫbµ [30], in the zero tunneling limit (t → 0). Note that the single particle spectrum is
ξϕjγ,k =
k
2
2m−µ+(−1)jt, so that µ−t≫ ∆ implies that both of the two bands are occupied. In the other limit, t−µ≫ ∆,
only the states from the lower band could be occupied at zero temperature, and we have ∆ = ǫb
√
(t+ µ)/(t− µ).
Figure 3 shows a behavior of order parameter as a function of the tunneling strength t for Ω = 0. Obviously, the
superfluidity decreases with an increase of the tunneling strength, because the inter-layer tunneling plays a role of an
effective Zeeman field in the pseudo-spin (layer) space. Yet now the order parameter decays in a power law in the
limit of larger t, whereas in the previous case it goes abruptly to zero with increasing the Zeeman field Ω.
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FIG. 3: (Color online) The order parameter and chemical potential (inset) with respect to tunneling strength t for Ω = 0. The
dotted (Black) line is obtained by solving numerically the coupled gap equation and the particle number equation N = −∂E/∂µ.
The solid (Red) line corresponds to approximating µ = µ
pi/2
F , where µ
pi/2
F is the Fermi energy without including the interaction
effects. The dashed (Blue) lines are asymptotic solutions. For inset, the solid (Red) line represents µ
pi/2
F and the dotted (Black)
line is a self-consistent numerical result for µ.
Raman coupling with ϕ = 0
Now let us consider a more general case with a finite Raman coupling and a finite interlayer tunneling for ϕ = 0. In
such a situation eigenvalues of the BdG operator have no degeneracy, Eϕ=0α,k = |EΩ=0α,k ± Ω|, with EΩ=0α,k ≡ EΩ=0j,k =√
∆2R +
[
t+ (−1)j
√
ε2
k
+∆2I
]2
, where the four values of α = {j,±} are obtained by combining two values of j = 1, 2
and two values of ±. For the superfluid phase, one should have EΩ=0α,k ± Ω > 0 for all of k in order to open a gap at
the Fermi surface. (In fact, Eϕ=0α,k ± Ω is a continuous function of the momentum k, and goes to +∞ in the limit of
large k. If for some k the function becomes negative, it must cross the zero continuously. In such a situation the BdG
spectrum will not open the gap at the Fermi surface.) This implies that |∆R| should exceed Ω to have the superfluid
phase. Since in that case
∑
α E
ϕ=0
α,k is independent of Ω, the superfuid ground energy would be the same as in the
limit of zero Raman coupling. As in the previous cases, from the gap equations we have ∆I = 0 and thus ∆ = |∆R|
for all Ω. To evaluate a possibility of a metastable state and a realistic border of phase transitions, we will consider
analytical results for the effect of the Raman coupling Ω in two regimes.
For small tunnelling regime, t ≤ µ − Ω, the ground energy becomes (see the Section IIC of the Supplementary
Material [29])
2π
mA
E = 2π
mA
EΩ=0 +Θ(Ω−∆)g(∆,Ω). (17)
Similar to the single layer limit (t = 0), one goes through four regimes with increasing the Raman coupling, Ω:
(I) When 0 < Ω <
√
ǫbµt/2 with µt =
√
µ2 − t2, the ground state is superfluid with the order parameter being
∆ =
√
2ǫbµt. (II) When
√
ǫbµt/2 < Ω <
√
ǫbµt, the ground state is still a superfluid phase with ∆ =
√
2ǫbµt, but
the normal state becomes metastable. (III) When
√
ǫbµt < Ω <
√
2ǫbµt, the ground state becomes a normal state
with a metastable superfluid order parameter: ∆ =
√
2ǫbµt. (IV) When Ω >
√
2ǫbµt, the superfluid order disappears
completely. The four regimes are shown in Fig. 4.
In the strong tunneling regime, t ≥ µ + Ω, the ground energy can be expressed to be (see the Section IIC of the
Supplementary Material [29])
2π
mA
E = 2π
mA
EΩ=0 + 1
2
Θ(Ω−∆)g(∆,Ω). (18)
Similar to previous discussion, the four regimes as a function of Raman coupling, Ω can be also obtained analytically.
Since this does not provide essentially new results, there is no need to present such analytic expression here. However,
as one can see in the numerical phase diagram shown in Fig. 4, the regimes II and III are shrinking in the large
tunneling limit, because the superfluid order parameter is also decreasing. In other words, for ϕ = 0, the ground state
phase diagram is qualitatively similar to the single layer case (t = 0), because the inter-layer tunneling couples the
two layers in the same way for both spin states (without a phase difference).
Raman coupling with ϕ = π/2
Now we consider the case where ϕ = π/2, with a finite Raman coupling Ω and interlayer tunneling t. In such a
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FIG. 4: (Color online) The phase diagram for the system under the Zeeman field Ω with a conventional tunneling t for ϕ = 0.
Below the solid (Black) line the BCS is formed. In this area the dash-dotted (Green) line shows a transition from the Regime
I corresponding to the 2D BCS to the Regime II where a metastable normal state is possible. In the BCS Regimes I and II,
the order parameter doesn’t dependent on Ω and is the same as in Fig.3. Above the solid (Black) line there is the metastable
superfuild state (Regime III) and the normal state (Regime IV).
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FIG. 5: (Color online) Phase diagram in the t-Ω plane for ϕ = π/2. The solid (Black) line represents a boundary for the first
order phase transition determined by minimizing the energy. In the Regime II the normal state becomes metastable and in the
Regime III the superfluid state becomes a metastable state. Close to the origin the phase diagram is magnified in the insert.
situation the tunneling involves a spin-flip (in the rotated basis). Eigenvalues of the BdG operator now are given by
E
π/2
a,k = E±,k ≡
√
ε2
k
+∆2 + t2 +Ω2 ± 2Fk (19)
with Fk =
√
ε2
k
(t2 +Ω2) + ∆2I t
2 +∆2Ω2. The eigenvalues E
π/2
a,k are twice degenerate, like the corresponding nonin-
teracting single particle spectrum ξ
π/2
jγ,k = εk ±
√
Ω2 + t2.
By having ∂E(∆,∆I)/∂∆I = 0, we get ∆I = 0. The gap equation ∂E(∆,∆I)/∂∆ = 0 thus takes the form
∑
k
[
1 + Ω2/Fk
E+,k
+
1− Ω2/Fk
E−,k
− 4
k2/m+ ǫb
]
= 0. (20)
In Fig. 5, we show the phase diagram in terms of the tunneling t and the Raman coupling Ω. In the range of small
t displayed in the insert of Fig. 5, there are four Regimes I-IV, as in the previously considered cases. However, when
the tunneling amplitude becomes larger, the range of superfluid phase increases significantly. This is very different
from the phase diagram for ϕ = 0 shown in Fig. 4. Therefore a much stronger Raman coupling (effective magnetic
field) is now required to destroy the superfluid phase (Regime I) which now goes directly to the normal phase (Regime
IV) without passing the metastable phases (Regimes II and III). Such a phase transition is of the second order, a
feature absent in the previously considered cases where the phase transition is of the first order. The first order phase
transition now occurs only for small tunneling (t < 0.04µ0) where the superfluid state (Regime I) first goes to the
metastable states (Regimes II and III) before reaching the normal state (Regime IV).
Note that the nature of the phase transition between Regime I (superfluid) and Regime IV (normal) is determined
by the meta stable solutions in-between them, i.e., Regimes II and III, in the small t limit. When the interlayer
tunneling is stronger than 0.04µ0, the intermediate regime disappears because opposite spins in different layers are
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FIG. 6: (Color online) The excitation spectrum for ϕ = π/2,Ω = 0.2µ0 and t = 0.6µ0. For a finite tunneling strength t, gaps
shown in Rectangles open at the Fermi surface through the triplet pairing. On the other hand, when Ω becomes finite, a gap
starts opening above the Fermi surface (shown in the Circle).
mixed due to the spin-flip inter-layer tunneling (Fig. 1(b)), making the superfluid state in the s-wave pairing channel
hardly to form in Regimes II and III. As a result, the phase transition for large t becomes fully determined by the
curvature of free energy (∂2E/∂∆2) at ∆ = 0, the same as the condition determining the boundary between Regimes
I and II.
This result is very unusual. Normally the effective magnetic field Ω and tunneling t reduce the superfluid properties
by breaking the Cooper pairs through the Zeeman effects. As we can see from the single particle eigenenergies,
the non-interacting part of the Hamiltonian Ξ
π/2
k
= εk +
√
t2 +Ω2 σz shows an even larger effective Zeeman field√
t2 +Ω2 when including both effects, the Raman coupling and interlayer tunneling. The magnetism can be defined
as M =
N↑−N↓
N↑+N↑
, where Nγ =
∑
j,k〈c†jγ,kcjγ,k〉 is a number of atoms with a spin γ. Thus in the limit of weak Raman
and interlayer coupling, µ >
√
t2 +Ω2, the magnetisation is M = −√t2 +Ω2/µ, while for µ ≤ √t2 +Ω2, the system
is fully magnetized, M = −1. In other words, larger Ω and t mean a larger magnetism.
However, Fig. 5 indicates that for larger values of t and Ω their influence is mutually canceled out, so that the effect
of the magnetic field becomes much smaller and correspondingly the superfluid region is broadened. This is due to
a specific form of atom-atom interaction in the bilayer system. The interaction is now represented by the term Dπ/2
entering the BdG operator:
Dπ/2 = −i∆sin θ
[
(c†⇑↑,kc
†
⇓↑,−k + c
†
⇑↓,kc
†
⇓↓,−k)− (⇑↔⇓)
]
+∆cos θ
[
(c†⇑↑,kc
†
⇑↓,−k + c
†
⇓↑,kc
†
⇓↓,−k)− (↑↔↓)
]
, (21)
where tan θ ≡ t/Ω and we have used the fact that ∆I = 0. The first term in Dπ/2 indicates that a triplet pairing
forms for atoms residing at different layers if the interlayer tunneling t is sufficiently large. This opens a gap in the
excitation spectrum at the Fermi surface, as one can see in Fig.6. The second term represents a singlet pairing within
the same layer. This opens two additional gaps at higher energies above the Fermi surface (see Fig.6). The ratio
tan θ ≡ t/Ω measures the relative strength between the singlet and the triplet pairing in the spin space. Increasing
spin-flip tunneling enhances the interlayer spin triplet pairing and thus makes the large Zeeman field Ω to loose its
efficiency in destroying the Cooper pairs.
Finally, we explore a situation where 0 < ϕ < π/2, so that both Ωx = Ωcosϕ and Ωy = Ωsinϕ are non-zero.
In Fig. 7, we show the phase diagram for three different finite values of Ωx, i.e., for different magnitudes of the
parallel Zeeman field. Although the increase in the superfluid pairing is still significant, the extent of the superfluid
regime reduces for larger Ωx. In the rotated basis Ψk, an increase of Ωx enhances the importance of the conventional
tunneling with respect to the spin-flip tunneling. The conventional tunnelling determined by Ωx has a tendency to
destroy the degenerate structure in the spectrum, so that it prevents formation of triplet pairing and reduces the
superfluidity, unlike the spin-flip tunneling which is determined by Ωy. Furthermore, the phase boundary due to the
co-existence of a meta-stable state becomes much broader, compared to the case with zero Ωx. In Fig.8, we show the
order parameter with respect to t for a fixed Ωy = 0.2µ0. When t = 0 and Ωx = 0, the Cooper pair is a complete spin
singlet, so the finite Raman coupling of Ωy prevents formation of Cooper pairs. Increasing the tunneling amplitude
(t) enhances the triplet pairing. Thus for a sufficient large t, the system undergoes a transition to the superfluid
from the normal state. For finite Ωx and Ωy = 0.2µ0, there is a conventional tunneling in addition to the spin-flip
tunneling in the rotated basis. In that case the superfluid formes in a narrow range of tunneling values t.
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FIG. 7: (Color online) Phase diagram in the t-Ωy plane for a finite value of Ωx. The solid line is determined by minimizing
energy and in the shaded area, there metastable states exist.
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FIG. 8: (Color online) The order parameter vs. the tunneling strength for Ωx = (0, 0.03, 0.05)µ0 and Ωy = 0.2µ0. The lines
are determined by minimizing the energy. The metastable state regime is not shown here.
Conclusions
We have explored a new mechanism to greatly enhance superfluidity of ultracold Fermi gases in a large range of the
effective magnetic field. The mechanism can be implemented for a bilayer atomic system subjected to an interlayer
tunneling. Additionally a Raman coupling induces intralayer spin-flip transitions with a phase difference between the
two layers. Such a Raman coupling serves as a magnetic field staggered in different layers. After introducing a proper
gauge transformation, one arrives at a non-staggered magnetic field and a spin-flip tunnelling between the layers. In
such a situation the Cooper pairs were shown to acquire a component due to the triplet pairing. This supports a
co-existence of the superfluidity for a much stronger effective magnetism. Our findings are helpful for understanding
and controlling the superconductivity in the presence of the magnetic fields.
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Supplementary materials for ‘Superfluidity enhanced by spin-flip
tunnelling in the presence of a magnetic field’
I. DERIVATION OF Dϕ
According to Eq.(10) of the main text, applying the BCS mean-field approximation, the interaction term takes the
form
Hint =
2∆2A
|g| +
∑
k,j=⇑,⇓
(
∆jψ
†
j↑,kψ
†
j↓,−k +H.c.
)
, (22)
where ∆ = |∆⇑| = |∆⇓| , with ∆∗⇑ = ∆⇓ = ∆R + i∆I. By using the Fermi communtation relations, the second term
of Eq.(22), denoted as Vint, can be represented in a symmetrised manner as
Vint ≡ 1
2
∑
kj
[
∆j(ψ
†
j↑,kψ
†
j↓,−k − ψ†j↓,kψ†j↑,−k) +H.c.
]
. (23)
By defining a row field operator Ψ†
k
= [ψ†⇑↑,k, ψ
†
⇑↓,k, ψ
†
⇓↑,k, ψ
†
⇓↓,k], we obtain a concise form
Vint ≡ 1
2
∑
k
Ψ†
k
(i∆Rτ0 ⊗ σy +∆Iτz ⊗ σy) Ψ†T−k +H.c., (24)
where T stands for a transposed matrix, so Ψ†T−k is a column field operator. In a diagonal representation of the single
particle problem, the field operators read
Ck = VϕΨk , C
†
k
= Ψ†
k
V †ϕ = Ψ
†
k
V −1ϕ , (25)
where Ψk ≡
(
Ψ†
k
)†
= [ψ⇑↑,k, ψ⇑↓,k, ψ⇓↑,k, ψ⇓↓,k]T is a column matrix. Therefore the field operators entering Eq.(24)
can be represented as in terms of the normal modes as
Ψ†
k
= C†
k
Vϕ , Ψ
†T
k
= V Tϕ C
†T
k
, (26)
giving
Vint ≡ 1
2
∑
k
(
C†
k
Dϕ C
†T
−k + C
T
−kD
†
ϕ Ck
)
, (27)
with
Dϕ = Vϕ (i∆Rτ0 ⊗ σy +∆Iτz ⊗ σy)V Tϕ . (28)
where we used the fact that the unitary transformation Vϕ is independent of k. The operator Vint can be rewritten
in a matrix form as
Vint =
1
2
∑
k
[C†
k
, CT−k]
[
0 Dϕ
D†ϕ 0
] [
Ck
C†T−k
]
, (29)
giving the interaction term featured in Eq.(11) of the main text.
Specifically for ϕ = 0, we have V0 = exp[−iπ4 τy] and V T0 = exp[iπ4 τy ], which satisfies V0τzV T0 = τx, giving
D0 = i∆Rτ0 ⊗ σy +∆Iτx ⊗ σy . (30)
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For another case ϕ = π/2, we have Vπ/2 = exp[−i θ2 τy ⊗ σy ] and V Tπ/2 = Vπ/2. Therefore
Vπ/2τ0 ⊗ σyVπ/2 = (τ0 ⊗ σy cos θ − iτy ⊗ σ0 sin θ) , (31)
Vπ/2τz ⊗ σyVπ/2 = τz ⊗ σy, (32)
giving
Dπ/2 = ∆R (iτ0 ⊗ σy cos θ + τy ⊗ σ0 sin θ) + ∆Iτz ⊗ σy. (33)
II. GROUND STATE ENERGY
Let us denote the eigenvalues of the Bogoliubov-DeGuinne term to be Eϕα,k ≥ 0 with α = 1, 2, 3, 4 and their
corresponding operators as dαk. The Hamiltonian in this eigenbasis reads:
H =
1
2
∑
α,k
{
Eϕα,kd
†
α,kdα,k − Eϕα,kdα,−kd†α,−k
}
+ 2
∑
k
εk +
2∆2A
|g|
=
∑
α,k
Eϕα,kd
†
α,kdα,k −
1
2
∑
α,k
Eϕα,k + 2
∑
k
εk +
2∆2A
|g| . (34)
At zero temperature, the ground state has a zero number of Bololiubov excitations
〈
d†α,kdα,k
〉
= 0 because all
Eϕα,k ≥ 0. Thus the ground-state energy becomes
E = 2∆
2A
|g| +
∑
k
(
2εk − 1
2
∑
α
E
ϕ
α,k
)
. (35)
A. Ground energy for single layer limit
In the following, we give the calculation for the ground energy for the case t = 0, so that Eϕα,k = |
√(
k2
2 − µ
)2
+∆2±
Ω|. Explicitly, the ground energy becomes
E = 2∆2
∑
k
1
k2/m+ ǫb
+
∑
k
(
k2
m
− 2µ)−
∑
k,±
∣∣∣∣∣∣
√(
k2
2m
− µ
)2
+∆2 ± Ω
∣∣∣∣∣∣ . (36)
Note that
∑
k
= 1
(2π)2
A
∫
d2k = mA2π
∫
k
mdk, where A is the area of the system. We use the replacement
k√
m
→ k, thus
we obtain
2πE
mA
= 2∆2
∫
kdk
1
k2 + ǫb
+
∫
k3dk −
∫
2µkdk −
∑
±
∫
kdk
∣∣∣∣∣∣
√(
k2
2
− µ
)2
+∆2 ± Ω
∣∣∣∣∣∣ . (37)
We will set a cutoff momentum λ for the integral, and then expand the result by 1/λ. Finally we let the cutoff λ to
be infinite. For the first term in the Eq.(37), we have
2∆2
∫ λ
0
kdk
1
k2 + ǫb
= ∆2 ln
[
λ2 + ǫb
]−∆2 ln ǫb
= ∆2 lnλ2 −∆2 ln ǫb +∆2 ·O( ǫb
λ2
). (38)
On the other hand, the second and third terms are
∫ λ
0
k3dk =
1
4
λ4 (39)
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and ∫ λ
0
2µkdk = µλ2 (40)
respectively.
For the last term in Eq.(37), we consider two different cases. For ∆ > Ω, we have
√(
k2
2 − µ
)2
+∆2 ± Ω > 0. In
that case the integral becomes
a4 ≡
∑
±
∫ λ
0
kdk
∣∣∣∣∣∣
√(
k2
2
− µ
)2
+∆2 ± Ω
∣∣∣∣∣∣
=
1
2
∫ λ2
0
dk2
√
(k2 − 2µ)2 + 4∆2
=
1
2
∫ λ2−2µ
−2µ
dx
√
x2 + 4∆2. (41)
By using
∫
dx
√
x2 + y2 =
1
2
x
√
x2 + y2 +
1
2
y2 ln
∣∣∣∣∣
√
x2 + y2 + x
y
∣∣∣∣∣+ Const. (42)
we have
a4 =
[
1
4
(
λ2 − 2µ)2 + ∆2
2
+ ∆2O
(
∆2
λ4
)]
+∆2
[
ln
λ2 − 2µ
2∆2
+O
(
∆2
λ4
)]
+µ
√
µ2 +∆2 −∆2 ln
√
µ2 +∆2 − µ
2∆2
, (43)
As a result, for ∆ > Ω and λ→∞, we get
2πE
mA
= ∆2 ln
√
µ2 +∆2 − µ
ǫb
− ∆
2
2
− µ
√
µ2 +∆2 − µ2 ≡ f (∆, ǫb, µ) . (44)
For ∆ < Ω, one has
−
∑
±
∫
kdk
∣∣∣∣∣∣
√(
k2
2
− µ
)2
+∆2 ± Ω
∣∣∣∣∣∣
= −2
∫
kdk
√(
k2
2
− µ
)2
+∆2 + g (∆,Ω, µ) , (45)
where
g (∆,Ω, µ) = 2
∫
S
kdk[
√
(k2/2− µ)2 +∆2 − Ω] (46)
and S is the region that
√(
k2
2 − µ
)2
+∆2 < Ω, i.e., µ − √Ω2 −∆2 < k22 < µ +
√
Ω2 −∆2. In the following, we
suppose that µ − √Ω2 −∆2 > 0 and try to calculate out the integral g (∆,Ω, µ). (Note that if µ +√Ω2 −∆2 < 0,
then the region S vanishes.) Performing the integration, one has
2
∫
S
kdk
√(
k2
2
− µ
)2
+∆2 = 2Ω
√
Ω2 −∆2 +∆2 ln Ω +
√
Ω2 −∆2
Ω−√Ω2 −∆2 , (47)
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and
− 2
∫
S
kdkΩ = −
∫ 2[µ+√Ω2−∆2]
2[µ−
√
Ω2−∆2]
dk2Ω = −4Ω
√
Ω2 −∆2. (48)
Note that these two integrals are independent on µ, so one can write g (∆,Ω) ≡ g (∆,Ω, µ). Finally, we have
2πE
mA
= f (∆, ǫb, µ) + Θ (Ω−∆) g (∆,Ω) , (49)
where g (∆,Ω) = ∆2 ln Ω+
√
Ω2−∆2
Ω−√Ω2−∆2 − 2Ω
√
Ω2 −∆2.
B. Ground energy for a zero Raman coupling limit
In the limit of zero Raman coupling limit, one has EΩ=0α,k ≡
√(
k2
2m − µ± t
)2
+∆2 , where we have used the fact
∆I = 0. It has two effective chemical potentials µ± = µ± t. Using the result in the last subsection, it is easy to obtain
the ground energy
2πEΩ=0
mA
=
1
2
f (∆, ǫb, µ+ t) +
1
2
f (∆, ǫb, µ− t) . (50)
C. Ground energy Raman coupling with ϕ = 0
For ϕ = 0, we have E0α,k =
∣∣∣∣
√(
k2
2m − µ±
)2
+∆2 ± Ω
∣∣∣∣, where µ± = µ± t and we have used the fact ∆I = 0. Similar
to the previous cases, for ∆ > Ω, we have ground energy
2πE
mA
=
2πEΩ=0
mA
. (51)
On the other hand, for ∆ < Ω and µ± −
√
Ω2 −∆2 > 0 , using the method in Eqs. (45), (47) and (48), we have
2π
mA
E = 2π
mA
EΩ=0 +Θ(Ω−∆)g (∆,Ω) . (52)
For another case, ∆ < Ω, µ− +
√
Ω2 −∆2 < 0 and µ+ −
√
Ω2 −∆2 > 0, where the integral region S vanishes (See
Eq.(46)) for the µ− branch, the ground energy becomes
2π
mA
E = 2π
mA
EΩ=0 + 1
2
Θ(Ω−∆)g (∆,Ω) . (53)
