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ABSTRACT
For velocity and magnetic fields, the turbulent pressure and, more generally, the squared fields
such as the components of the turbulent stress tensor, play important roles in astrophysics. For both
one and three dimensions, we derive the equations relating the energy spectra of the fields to the
spectra of their squares. We solve the resulting integrals numerically and show that for turbulent
energy spectra of Kolmogorov type, the spectral slope of the stress spectrum is also of Kolmogorov
type. For shallower turbulence spectra, the slope of the stress spectrum quickly approaches that of
white noise, regardless of how blue the spectrum of the field is. For fully helical fields, the stress
spectrum is elevated by about a factor of two in the subinertial range, while that in the inertial range
remains unchanged. We discuss possible implications for understanding the spectrum of primordial
gravitational waves from causally generated magnetic fields during cosmological phase transitions in
the early universe. We also discuss potential diagnostic applications to the interstellar medium, where
polarization and scintillation measurements characterize the square of the magnetic field.
Subject headings: hydrodynamics — MHD — turbulence — gravitational waves
1. INTRODUCTION
In aeroacoustics, the stress tensor of the turbulent ve-
locity field plays an important role in sound generation.
Its theory goes back to the work of Lighthill (1952a,b),
whose equation is also used in astrophysics to describe
the heating of stellar coronae by pressure waves excited
in the outer convection zones of stars (Stein 1967). Sim-
ilarly, in the early universe, the velocity stress and also
the combined stress of velocity and magnetic fields can
be responsible for driving primordial gravitational waves
(Kamionkowski et al. 1994; Durrer et al. 2000). In that
case, it is important to relate spectra of the turbulence
to the spectra of the kinetic and magnetic stresses in or-
der to compute the spectrum of the gravitational waves
(Gogoberidze et al. 2007; Roper Pol et al. 2019).
Empirically, it was known that a velocity or mag-
netic field with a Kolmogorov-type power law spectrum
produces a similar spectrum for the stress, except that
in the subinertial range, where the spectral energy in-
creases with wavenumber k, the spectral slope of the
stress never increases with k faster than for white noise
(Roper Pol et al. 2019), even if the turbulence has a blue
spectrum. This has important implications for under-
standing the gravitational wave production at very low
frequencies from primordial magnetic fields. Such mag-
netic fields can be generated at the electroweak phase
transition (see Subramanian 2016, for a review), but
their spectrum would be steeper than that of white noise
(Durrer & Caprini 2003) and could not readily explain
the shallower white noise spectrum of the stress.
There are different conventions for expressing energy
spectra. In this paper, we always present the energy
per uniform (linear as opposed to logarithmic) wavenum-
ber interval, so the mean energy density is therefore
∫∞
0 E(k) dk. In three dimensions, a white noise spectrum
is then proportional to k2. At some wavenumber k∗, the
spectral energy begins to decline again. The value of k∗
determines the scale where most of the energy resides.
At an even higher wavenumber kD, dissipation becomes
important and the spectral energy falls off exponentially.
The spectral range from k∗ to kD is called the inertial
range. Its spectral slope is determined by the nature
of turbulence. For Kolmogorov turbulence, it would be
proportional to k−5/3. The spectral range below k∗ is
called the subinertial range. Here, the flow tends to be
completely uncorrelated, and this is what determines its
spectral slope.
In the early universe, when it was just 10−11 s old,
magnetic fields are believed to have been produced with
a blue subinertial range spectrum proportional to k4
(Durrer & Caprini 2003). This is because the magnetic
field is divergence free, so the magnetic field itself does
not have a white noise spectrum, but it must be the
magnetic vector potential that does. Since the magnetic
field is the curl of the vector potential, the spectrum of
magnetic energy has an extra k2 factor as compared to
white noise, which is the reason why the magnetic energy
spectrum is steeper than that of white noise.
There are other applications where the knowledge of
the spectrum of a squared function is important. An
example is the magnetic pressure, which can lead to a
modulation of the gas pressure and the gas density in
the interstellar medium and hence to interstellar scintilla-
tion (Lithwick & Goldreich 2001). Similarly, the square
of the magnetic field perpendicular to the line of sight af-
fects dust polarization as well as synchrotron radiation.
Both dust and synchrotron emission, as well as interstel-
lar scintillation can provide useful turbulence diagnostics
2in astrophysics, provided we understand the relationship
between the spectra of the magnetic field and its square.
The purpose of the present paper is to derive the re-
lationship between the spectrum of the turbulence and
that of the resulting stress. Our calculations are inde-
pendent of the physical model of the turbulence and ap-
ply equally to fluid and magnetohydrodynamic turbu-
lence. With the help of several examples, we illustrate
the detailed crossover behavior between different power
laws. In all cases, we ignore the temporal evolution of
the fluctuations. The temporal correlations are impor-
tant for the radiation produced by turbulence, e.g., the
gravitational waves (Gogoberidze et al. 2007), where the
turbulent stress tensor enters as a source in the wave
equation. Studying this in detail will be the subject of
a separate investigation. Here we focus instead on the
specific relationships between the spectra of a field and
that of its stress found in the numerical simulations of
Roper Pol et al. (2019). To illustrate the nature of the
problem, it is useful to begin with a simple example of
a one-dimensional scalar field and turn then to three-
dimensional cases for scalar and vector fields, with and
without helicity. The calculations are relatively straight-
forward, but we are not aware of earlier work addressing
this question.
2. A ONE-DIMENSIONAL EXAMPLE
Let us consider the fluctuations of a scalar field (e.g.,
temperature, chemical concentration, etc) θ(x) as a func-
tion of position x. We write θ(x) in terms of its Fourier
transform as
θ(x) =
∫
θ˜(k) eikx
dk
2π
. (1)
Due to spatial homogeneity, the correlation function of
the field can be written as
〈θ˜(k)θ˜∗(k′)〉 = 2πE(k) δ(k − k′), (2)
whereE(k) is the energy spectrum of θ. Its Fourier trans-
form yields the two-point correlation function,
〈θ(x)θ(x′)〉 =
∫
E(k) eik(x−x
′) dk
2π
, (3)
and therefore
〈θ2(x)〉 =
∫
E(k)
dk
2π
. (4)
Consider now the fluctuations of the squared field
φ(x) = θ2(x). (5)
We are interested in the two-point correlation function
of φ(x). We now make an important simplifying assump-
tion (for which a physical justification will be provided
later) that the four-point correlation function of θ can be
split into two-point correlation functions analogously to
the Gaussian rule. We then obtain
〈φ(x)φ(x′)〉 = 〈θ2〉2 + 2〈θ(x)θ(x′)〉2. (6)
In order to find the energy spectrum of φ, we Fourier
transform Equation (6) to obtain
〈φ(x)φ(x′)〉 =
∫
F (k)eik(x−x
′) dk
2π
, (7)
where
F (k) = 2π〈θ2〉2δ(k) + 2
∫
E(k − k′)E(k′)
dk′
2π
. (8)
The first term could be removed by subtracting the av-
erage of 〈θ2〉2.
Let us assume we know the spectrum E(k). Our ques-
tion concerns the resulting spectrum F (k). Specifically,
we may think of a piece-wise power law of the form
E(k) ∝ kα, where α is positive for 0 < k < k∗, and
negative for k∗ ≤ k ≤ kD, so that the energy is con-
tained mostly at the scale k−1∗ , which is the outer scale
of fluctuations. We expect F (k) to be asymptotically
also of piecewise power law form, F (k) ∝ kβ within a
certain k-range. For k > 0 we have
F (k) = 2
∫ ∞
−∞
E(k′)E(k − k′)
dk′
2π
, (9)
where we have highlighted the fact that the integration
over k′ goes from −∞ to +∞.
At small wavenumbers k ≪ k∗, the integral in Equa-
tion (9) is dominated by the scales k′ comparable to the
outer scale k∗, so we may expand
E(k′ − k) ≈ E(k′)− k
dE(k′)
dk′
+
1
2
k2
d2E(k′)
dk′2
. (10)
We then obtain from Equation (9) the asymptotic behav-
ior of F (k) at small wavenumbers as F (k) ≈ c1 − c2k
2,
where c1 and c2 are positive constants. This means that
the spectrum F (k) is flat at small k, that is, β = 0.
In order to find the asymptotic behavior at large
wavenumbers, k ≫ k1, we note that, if the energy spec-
trum in this interval is E(k) ∝ kα, and −3 < α < −1,
then the correlation function of θ behaves at small scales
as
〈θ(x)θ(x′)〉
〈θ2〉
≈ 1−
∣∣∣∣x− x
′
L
∣∣∣∣
−α−1
, (11)
where L ∼ 1/k1 is a scale comparable to the outer scale of
the fluctuations. The square of this correlation function
then scales as
〈θ(x)θ(x′)〉2
〈θ2〉2
≈ 1− 2
∣∣∣∣x− x
′
L
∣∣∣∣
−α−1
, (12)
where we have expanded the right-hand side in the small
parameter |x− x′|/L. Therefore, asymptotically at large
k, the spectrum F (k) ∼ kβ should scale with the same
scaling exponent as the original energy spectrum E(k),
that is, β = α.
Expressions (11) and (12) allow us to provide a phys-
ical motivation for splitting the fourth-order correlation
functions of θ in the pair-wise ones in formula (6). For
that, consider the Fourier component of the φ field,
φ(k) =
∫
θ˜(k′)θ˜(k − k′)
dk′
2π
. (13)
One can ask what typical wavenumbers k′ and k−k′ con-
tribute to this integral. The first possibility would be to
have both wavenumbers of the same order, k′ ∼ k− k′ ∼
k/2. The second possibility is to have one of these num-
bers much larger than the other one, say k′ ≈ k and
3Fig. 1.— Numerically computed F (k) (red) for E(k) = k−2
(blue) for 1 ≤ k ≤ 100 (and zero otherwise). The vertical solid and
dotted lines mark k = 1 and 2, respectively.
k − k′ ≈ 0. Since for the Kolmogorov spectrum, the in-
tensity of fluctuations declines rapidly with wavenumber,
the dominant contribution is expected to come from the
second possibility. This means that the fluctuating fields
θ˜(k) contributing to the integral (13) have rather dis-
parate wavenumbers. Since the assumption of locality of
Kolmogorov turbulence implies that the small-scale fluc-
tuations are uncorrelated from the large-scale ones, we
may average the θ˜ fields in φ independently, which for-
mally leads to the “Gaussian splitting rule” resulting in
Equation (6).
To illustrate the resulting slope of F (k) for given E(k),
we consider as a first example
E(k) =
{
k−2 for 1 ≤ k ≤ 100,
0 otherwise.
(14)
We compute the convolution in Equation (9) through
multiplication of the Fourier transformed quantities, i.e.,
through their autocorrelation function,
F˜ (x) = |E˜(x)|2, (15)
where E˜(x) =
∫
eikxE(k) dk/2π, and likewise for F˜ (x).
Note that the Fourier integral is carried out from −∞
to +∞ and that E(k) is symmetric about k = 0. We
evaluate the integral in Equation (9) numerically. The
energy-carrying wavenumber in our example is k∗ ≡ 1.
The result is plotted in Figure 1. We see that in the
range 5 < k < 100, we have F (k) ≈ E(k). At k = 2, the
profile of F (k) has a sharp dip, which results in a local
maximum at k ≈ 3, before approaching E(k). At small
values of k, however, F (k) always has a flat spectrum.
In our second example, we define the spectrum as
E(k) =
|k|α1
[1 + |k|(α1−α2)q]1/q
e−(|k|/kD)
2
, (16)
where we allow for an exponential cutoff at the dissipa-
tion wavenumber kD = 100 and a power law subinertial
range of the form kα1 with α1 = 10, 4, 2, 1, and 0. Here
we have included the exponents q and 1/q with q = 4 to
sharpen the cross-over between the subinertial range and
the inertial range power laws. Furthermore, α2 = −5/3
is the exponent chosen for the Kolmogorov-type inertial
Fig. 2.— Similar to Figure 1, but for different subinertial range
slopes: α1 = 0 (triple-dot-dashed), 1 (dot-dashed), 2 (dashed), 4
(solid), and 10 (dotted).
range.
The result is plotted in Figure 2. In all these cases, we
see that F (k) has a flat spectrum for k . 0.5. We see
that the dip at k = 2 has disappeared for α1 = 0, but
it becomes stronger when α1 is large and β1 develops a
white noise spectrum for small k.
3. THE THREE-DIMENSIONAL CASE
Next, we consider fully three-dimensional examples. In
the case of a scalar field, θ(r), the derivation is similar to
the one-dimensional case. The Fourier transform of the
field is defined as
θ(r) =
∫
θ˜(k)eik·r
d3k
(2π)3
. (17)
Then, given the correlation function of the fields
〈θ˜(k)θ˜∗(k′)〉 = (2π)3I(k)δ(k − k′), (18)
one derives the correlation function of the quadratic field
φ(r) = θ2(r) in the form
〈φ(r)φ(r′)〉 =
∫
H(k)
d3k
(2π)3
, (19)
where
H(k) = (2π)3〈θ2〉2δ(k) + 2
∫
I(k′)I(k − k′)
d3k′
(2π)3
. (20)
3.1. Nonhelical vector fields
The situation is qualitatively similar for a vector field.
Let us consider an incompressible vector field u(r), rep-
resenting a velocity or magnetic field. Its Fourier trans-
form is defined as
u(r) =
∫
u˜(k) eik·r
d3k
(2π)3
. (21)
We assume that the distribution of this field is homo-
geneous and isotropic, so that its correlation function is
given by
〈u˜i(k)u˜∗j(k′)〉 = (2π)3I(k)δ(k − k′)Pij(k), (22)
4where we have denoted Pij(k) = δij − kikj/k
2. The
energy of this field then satisfies
〈u2(r)〉 =
∫
2I(k)
d3k
(2π3)
. (23)
Similarly to the one-dimensional case, we are inter-
ested in the correlation function of the quadratic field
φij(r) = ui(r)uj(r). Assuming that the four-point cor-
relation functions of the u-field can be split into the two-
point ones by using the Gaussian rule, we get
〈φij(k)φ∗lm(k˜)〉 =
δ(k)δ(k˜)
∫
I(k′)I(k′′)Pij(k
′)Plm(k
′′)d3k′d3k′′ +
δ(k − k˜)
∫
I(k − k′)I(k′)Pil(k − k
′)Pjm(k
′)d3k′ +
δ(k − k˜)
∫
I(k − k′)I(k′)Pim(k − k
′)Pjl(k
′)d3k′. (24)
As an example, consider the correlation function of en-
ergy fluctuations,
〈φii(k)φ∗ll(k˜)〉
(2π)3
= δ(k)〈u(r)2〉2 + 2δ(k − k˜)H(k), (25)
where
H(k) =
∫
I(k′)I(k − k′)
[
1 +
[k′ · (k − k′)]2
k′2(k − k′)2
]
d3k′
(2π)3
.
(26)
In a statistically isotropic case, instead of the power spec-
trum I(k), it is convenient to use the energy spectrum
E(k) = 4πk2I(k), and similarly F (k) = 4πk2H(k). The
above equation then becomes
F (k) =
∫
E(k′)E(κ)
k2
κ2
[
1 +
(kµ− k′)2
κ2
]
dk′ dµ
(2π)3
, (27)
where
κ = |k − k′| =
√
k2 + k′2 − 2kk′µ, (28)
and µ = k · k′/kk′ is the cosine of the angle between k
and k′.
3.2. Helical vector fields
For completeness, we also consider a more general case,
when the system is not mirror invariant. In this case, the
field correlation function has an extra term,
〈u˜i(k)u˜∗j(k′)〉 = (2π)3I(k)δ(k − k′)Pij(k)
−(2π)3J(k)δ(k − k′)ǫijlik
l/k. (29)
The last term in this expression is responsible for the
helicity of the field. In particular, it enters the helicity
integral∫
〈(∇ × u) · u〉d3x = 2
∫
k J(k)
d3k
(2π)3
, (30)
which would be zero in a mirror-invariant case. The
helicity spectral function J(k) is not necessarily pos-
itive, but it has to satisfy the realizability condition
|J(k)| ≤ I(k). The generalization of our results to the
helical case is straightforward; it is achieved by replacing
the non-helical terms I(k)Pij(k) in Eq. (24) by their he-
lical counterparts I(k)Pij(k) − J(k)ǫijlik
l/k. For exam-
ple, in the correlation function of the energy fluctuations
Fig. 3.— Similar to Figure 1, but for the 3D integral for power
laws kα in 1 < k < 100 with α = −2 and −3. For α = −2, F (k) is
also plotted for the helical case (green dashed line).
(25) we will need to replace the H(k) function (26) by
the general expression
H(k) =
∫
I(k′)I(k − k′)
[
1 +
[k′ · (k − k′)]2
k′2(k − k′)2
]
d3k′
(2π)3
−2
∫
J(k′)J(k − k′)
[
k
′ · (k − k′)
k′|k − k′|
]
d3k′
(2π)3
. (31)
Again, in a statistically isotropic case, instead of the
power spectrum J(k), it is convenient to introduce the
helicity spectrum defined as G(k) = 4πk2J(k). The
above equation then becomes
F (k)=
∫
E(k′)E(κ)
k2
κ2
[
1 +
(kµ− k′)2
κ2
]
dk′ dµ
(2π)3
−2
∫
G(k′)G(κ)
k2
κ2
kµ− k′
κ
dk′ dµ
(2π)3
. (32)
which can readily be evaluated using numerical integra-
tion.
3.3. Examples
In Figure 3, we show the results for the case of a single
power low, as in Equation (12). We consider two values
for the slope α (−2 and −3) in the range 1 ≤ k ≤ 100.
We see that, for k > 2, we obtain for F (k) a power
law, F (k) ∝ kβ, with β = α, as in the one-dimensional
case. In the range 1 < k < 2, F (k) is still increasing
with k, but the slope is slightly less steep than two. We
emphasize that this behavior is different from that in the
one-dimensional case, where we saw instead a marked
dip in F (k).
In Figure 3, we also plot F (k) for the case of a fully
helical field using Equation (32), where G(k) = E(k)
is assumed. We see that the basic features of F (k) are
rather similar to the case without helicity, but there is
now slightly more power in the subinertial range, where
F (k) appears to be elevated by about a factor of two. In
the inertial range, on the other hand, F (k) is not affected
by the presence of helicity.
Next, we consider a spectrum with two different slopes,
α1 and α2, along with an exponential cutoff, just as
in Equation (16). Again, we denote the corresponding
5Fig. 4.— Similar to Figure 2, but now for the three-dimensional
case. Blue: E(k), red: F (k), for α1 = 0 (triple-dot-dashed), 1
(dot-dashed), 2 (dashed), 4 (solid), and 10 (dotted).
Fig. 5.— Solutions of the 3D integral for power laws kα in
1 < k < 1000 with α = −1, 0, and 1.
slopes of F (k) as β1 and β2, respectively. Here, we al-
ways assume a Kolmogorov inertial range spectrum for
E(k), i.e., α2 = −5/3, and we vary α1 from 0 to 10. Phys-
ically relevant are the Saffman (α1 = 2) and Batchelor
(α1 = 4) asymptotic scalings for k → 0 (e.g., Davidson
2015). In our finite simulation domain it is, however,
interesting to consider arbitrary values of α1.
Figure 4 confirms the statement of Roper Pol et al.
(2019) that β = 2 is obtained even if E(k) has a blue
spectrum, i.e., α ≥ 2. We also see from Figure 4 that
for α1 = 2, the crossover from the k
2 scaling for small k
to the k−5/3 scaling for large k extends now over more
than one decade (0.2 < k < 5). This shows that we may
expect slight differences when approximate scalings are
based on the inspection of spectra over a limited dynam-
ical range.
To study in more detail the crossover from β = 2 for
α ≥ 2 to β = α for α of around and below −5/3, for
example, let us now consider single power law spectra
within a more extended range 1 ≤ k ≤ 1000 using inter-
mediate values α = −1, 0, and 1. No distinction between
α1 and α2 will therefore be made. The result is shown
in Figure 5. We see that in this range of α, β is always
larger than α. We see that already for the scale-invariant
Fig. 6.— β versus α in the range from −2 to 2 for one-
dimensional (1D) and three-dimensional (3D) cases. The dotted
line indicates the diagonal.
k−1 spectrum, we have β = −0.86, so the β = α relation
is only approximately obeyed.
To determine the relation between α and β in the inter-
mediate regime, we now compute β using the same nu-
merical setup as before, but we now consider power law
scalings in a range that is 100 times larger, 1 ≤ k ≤ 105.
The result is shown in Figure 6. Here we also compare
with the corresponding results in one dimension. We now
see that in the range −1 < α < 1, the value of β devi-
ates markedly from the β = α relation, and that we have
β ≈ 2 already for α = 1.
Likewise in one dimension, the β = α relation is only
true for α < −1. Again, there is a small intermediate
interval, −1 < α < 0, where β is somewhat larger than
α, but this departure is by far not as dramatic as in three
dimensions; see Figure 6.
4. COMPARISON WITH TURBULENCE SIMULATIONS
To address the assumption of Gaussianity, we now
present the results of numerical simulations of the hy-
dromagnetic equations for a weakly compressible gas in
a cubic domain of size L3 using 10243 mesh points. We
employ the Pencil Code1, which uses sixth order accu-
rate finite differences for the spatial discretization and a
third order time stepping scheme. We first consider de-
caying nonhelical turbulence. Our simulations are simi-
lar to Run A of Brandenburg et al. (2017), where α1 ≈ 4
and α2 ≈ −5/3. The turbulence is magnetically domi-
nated, so the velocity is almost entirely the result of the
Lorentz force.
In Figure 7, we present the results for the mag-
netic energy spectrum EM(k) after about 100 Alfve´n
times. Initially, the peak of EM(k) was at k = k∗
with k∗L/2π = 60, but, owing to an effect similar to
the inverse cascade—here without helicity—the peak has
moved to about k∗L/2π = 15 by the end of the simula-
tion; see Brandenburg et al. (2015) for similar results. In
Figure 7 we also compare with the corresponding spec-
trum of B2, referred to as Fi(k), where i = M stands for
the magnetic stress. We see that the spectral slopes of
EM and FM agree in the inertial range. In the subinertial
range, the slopes of EM and FM are, as expected, differ-
ent from each other. However, the values of the slopes,
3.5 and 1.5, respectively, are below the expectations of 4
and 2, respectively.
To characterize the departure from Gaussianity, we
1 https://github.com/pencil-code
6Fig. 7.— Comparison with Ei(k) and Fi(k) from a turbulence
simulations for the magnetic field (i = M) and the current den-
sity (i = C). The Fi(k) spectra have been shifted to show the
agreement of their slopes with those of Ei(k) for large k.
have computed the kurtosis of the magnetic field sepa-
rately for all three components and then take the average,
which is denoted by
kurtB = −3 +
1
3
3∑
i=1
〈B4i 〉/〈B
2
i 〉
2. (33)
We find a rather small value of less than 0.1. Thus, the
field is close to Gaussian and our results are qualitatively
in close agreement with those of the present paper.
To compare with a field where the assumption of Gaus-
sianity cannot be justified, we also show the results for
the normalized current density J = ∇ ×B. We denote
the corresponding spectra for current density by Ei(k)
and Fi(k) with i = C. The kurtosis of J , defined analo-
gous to kurtB, is about 4.5.
In the inertial range, EM has a slope of about −2.2,
which is steeper than that of the Kolmogorov spectrum.
The current density spectrum has a slope of about −0.2.
The slopes were initially closer to the Kolmogorov val-
ues, but they became steeper with time. What is impor-
tant, however, is that in the inertial range, the spectral
slopes of FM and FC agree with those of EM and EC,
respectively, i.e., both have slopes of −2.2 and −0.2,
respectively. In the subinertial range, the slopes are
again somewhat different from the expectation. We find
α1 = 3.5 and 5.5 for the spectra of EM and EC, respec-
tively, but 1.5 for the slopes of both FM and FC. It should
be noted that, even under the assumption of isotropy,
the stress tensor contains different contributions (scalar,
vector, and tensor modes) that might behave differently.
However, the resulting differences are also sensitive to
the nature of the turbulence, whose study is beyond the
scope of the present paper.
Next, we compare with two runs of forced turbulence.
In these two examples, we consider the forcing wavenum-
bers k∗ = 30 and 6, respectively. In the former case
(Figure 8), the subinertial range is more developed. The
magnetic field and current density are now closer to be-
ing Gaussian (|kurtB| . 0.1 and kurtJ ≈ 1.4). We
see that in the subinertial range, the slope of FC is now
even more shallow (β1 = 1), while that of FM is slightly
steeper (β1 = 1.7), but still not quite as steep as what is
Fig. 8.— Similar to Figure 7, but for forced turbulence with
k∗ = 30.
Fig. 9.— Similar to Figure 7, but for forced turbulence with
k∗ = 6.
expected (β1 = 2).
In the latter run with k∗ = 6 (Figure 9), the iner-
tial range is more developed and we see a clear k−5/3
spectrum in EM. The magnetic field and current density
are now further away from being Gaussian (kurtB =
0.1...0.2 and kurtJ ≈ 5). In the inertial range, the slope
for EC agrees with what is expected for Kolmogorov-type
turbulence (1/3 for FM). However, we also see departures
from the β = α relation, where the β for FM is slightly
larger, while that of FC is now smaller and even negative.
5. CONCLUSIONS
We have derived the general formula that allows us to
compute a spectrum F (k) of the square of a fluctuating
field whose spectrum, in turn, is E(k). Our results are
independent of whether the spectrum is that of a scalar
or that of a vector field. We have seen that in the inertial
range with E(k) ∝ kα and α . −1, we find a spectrum
F (k) ∝ kβ with β ≈ α if we are sufficiently far away from
the boundaries of the validity range of where the power
law applies. In the subinertial range, where α & 1, we
find β ≈ 2.
A possible application of our work concerns the gener-
ation of gravitational waves from hydrodynamic and hy-
dromagnetic turbulence with a known energy spectrum
7E(k). The resulting stress Tij sources a wave equation of
the form ✷hij = Tij , where, except for normalization fac-
tors, hij is the linearized strain field, ✷ = ∇
2−c−2∂2/∂t2
is the d’Alembertian wave operator, and c is the speed of
light. The actual gravitational wave fields are the trans-
verse and traceless projections of hij . The nature of the
wave operator can lead to a complicated relation between
the spectra of hij and Tij (e.g., Roper Pol et al. 2020).
If, however, the time delay in the wave equation can be
neglected, the spectrum of hij is proportional to F (k)/k
4.
The simulations of Roper Pol et al. (2020) show that
most of the wave generation occurs at the time when
the stress has reached maximum amplitude. Subsequent
changes of the source hardly contribute to wave produc-
tion. It may be for this reason that the assumption
of no time delay is a reasonable one. Under this as-
sumption, we expect that the gravitational wave energy,
which is proportional to (∂hij/∂t)
2, should be propor-
tional to F (k)/k2; see Roper Pol et al. (2020) for de-
tails. The extent of the empirically determined depar-
tures from this simplistic way of estimating the gravita-
tional wave energy spectrum are not yet fully understood
and would need to be determined numerically or analyt-
ically, similarly to earlier work using the aeroacoustic
approximation of Lighthill (1952a), as already done by
Gogoberidze et al. (2007) in the context of primordial
gravitational waves.
Cosmological magnetic fields may well be helical
(Tashiro et al. 2014). They could be generated by
the chiral magnetic effect (Joyce & Shaposhnikov 1997;
Boyarsky et al. 2012; Yamamoto 2016; Anand et al.
2017). However, even under the most optimistic con-
ditions, this effect can only produce about 10−18G on a
scale of 1Mpc at the present time (Brandenburg et al.
2017). Our work now shows that the presence of mag-
netic helicity enhances the stress spectrum by up to a
factor of two in the subinertial range, while leaving that
in the initial range unchanged. This implies a small
shift in the peak of the stress spectrum, which itself
would hardly be a distinguishing feature. However, heli-
cal magnetic fields lead to circular polarization of gravi-
tational waves (Kahniashvili et al. 2005), which may be
detectable with the Laser Interferometer Space Antenna
if there is a sufficiently strong dipolar anisotropy in the
signal (Domcke et al. 2019).
Another potentially important application concerns
the spectrum of the parity even and parity odd lin-
ear polarization modes. Those depend quadratically
on the magnetic field components perpendicular to the
line of sight (Caldwell et al. 2017; Kandel et al. 2017;
Brandenburg et al. 2019). Our work now suggests that,
measuring the polarization spectrum, one can only infer
the spectrum of the underlying turbulence if α < −1.
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