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A promising application of neural-network quantum states is to describe the time dynamics of
many-body quantum systems. To realize this idea, we employ neural-network quantum states to
approximate the implicit midpoint rule method, which preserves the symplectic form of Hamiltonian
dynamics. We ensure that our complex-valued neural networks are holomorphic functions, and
exploit this property to efficiently compute gradients. Application to the transverse-field Ising
model on a one- and two-dimensional lattice exhibits an accuracy comparable to the stochastic
configuration method proposed in [Carleo and Troyer, Science 355, 602–606 (2017)], but does not
require computing the (pseudo-)inverse of a matrix.
I. INTRODUCTION
The main difficulty in simulating strongly interact-
ing many-body quantum systems on classical computers
stems from the curse of dimensionality. However, a closer
examination reveals that the manifold of physical quan-
tum many-body states occupies an exponentially small
volume in the Hilbert space [1]. The challenge, then, is
to find an appropriate variational ansatz which has few
degrees of freedom while faithfully representing physical
states.
The recent successes of artificial neural network tech-
niques have entailed a large interest in applying them to
quantum many-body systems, in particular as ansatz for
the wavefunction of (strongly correlated) quantum sys-
tems [2–5]. Such neural-network quantum states have
the principal capability to describe systems hosting chi-
ral topological phases [4, 6, 7], or to handle large en-
tanglement [8–10]. In view of real time evolution, this
could turn out to be a considerable advantage compared
to established tensor network methods [11–15], since the
increase of entanglement with time demands an expo-
nential increase of virtual bond dimensions, thus limiting
the applicability of tensor network methods to relatively
short time intervals [16, 17].
While the favorable capabilities of neural-network
quantum states have been investigated theoretically
[8, 10], demonstrations of their practical feasibility for
quantum time evolution are still rather sparse (but see
[2, 18, 19]). The canonical Dirac-Frenkel time-dependent
variational principle can be regarded as projecting the
time step vector onto the tangent space of the variational
manifold [20]. Time-dependent variational Monte Carlo
(tdVMC) [2, 21, 22] combines the Dirac-Frenkel principle
with Monte Carlo sampling and exploits the locality of
typical quantum Hamiltonians. This involves the appli-
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cation of the (pseudo-) inverse of a covariance matrix to
evolve the variational parameters in time. However, we
find that in practice tdVMC can be rather sensitive to the
chosen cutoff tolerance for the pseudo-inverse, or demand
a prohibitively small time step for “deep” neural-network
quantum states. Here we propose and explore an alterna-
tive approach, namely directly approximating a time step
of a conventional ordinary differential equation (ODE)
method by “training” the neural-network quantum state
at the next time step using (variations of) stochastic gra-
dient descent.
II. TIME EVOLUTION METHOD
Our goal it to solve the time-dependent Schro¨dinger
equation
i
∂ψ
∂t
= Hψ. (1)
We denote the variational ansatz by ψ[θ], where θ is
a complex vector containing all variational parameters,
which are assumed to be time-dependent. From this per-
spective, it is possible to find the gradients of ψ with
respect to θ and use the chain rule together with tangent
space projections to derive an ODE for θ. In stochas-
tic reconfiguration (SR) [2, 22], which is based on the
Dirac-Frenkel variational principle, the final equation to
be solved reads
Sθ˙ = −iF, (2)
with the covariance matrix
Sj,k = 〈O∗j ;Ok〉 (3)
and force vector
Fj = 〈Eloc;O∗j 〉, (4)
where 〈A;B〉 = 〈AB〉 − 〈A〉〈B〉 is the connected corre-
lation function. The brackets denote the Monte Carlo
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2average over samples drawn from the probability distri-
bution |ψ[θ]|2, since for large system sizes it is not pos-
sible to consider the full wavefunction. For each sample
σ,
Oj(σ) = ∂θj log(ψ[θ](σ)), (5)
Eloc(σ) =
(Hψ[θ])(σ)
ψ[θ](σ)
. (6)
The covariance matrix S is almost always effectively sin-
gular, which means it is not possible to exactly solve
Eq. (2). Instead, the best update for the parameters
should be found by minimising ‖Sθ˙ + iF‖. One way of
achieving this is by means of the Moore-Penrose pseudo-
inverse. However, finding the appropriate pseudo-inverse
requires choosing the right cutoff for small singular val-
ues, which can be rather challenging, specially for the
real-time evolution. Krylov subspace methods, such as
the conjugate gradient method or the MINRES algo-
rithm, avoid this sensitivity problem by iteratively ap-
proximating the solution of the linear system, and have
the added advantage of having low memory requirements.
Their convergence to the optimal solution, however, is
not guaranteed [23, 24].
Here we propose a different approach, which fits more
directly to the paradigm of neural network training: for
each time step ∆t, we optimise the network parameters
to minimise the error∥∥ψ[θn+1]− Φ∆t (ψ[θn])∥∥ (7)
with respect to θn+1, where Φ
∆t is the discrete flow of a
numerical ODE method applied to the Schro¨dinger equa-
tion. We will use the implicit midpoint method here. The
implicit midpoint rule for an ODE y′(t) = f(t, y(t)) and
a time-step ∆t is defined by
yn+1 = yn + ∆tf
(
tn +
∆t
2
,
1
2
(yn + yn+1)
)
. (8)
In the specific case of the Schro¨dinger equation, this leads
to (cf. the Cayley transform)
ψ[θn+1] ≈ ψ[θn]− i∆tH
(
ψ[θn+1] + ψ[θn]
2
)
. (9)
The implicit midpoint method has two important favor-
able properties: firstly, it preserves the symplectic form of
Hamiltonian dynamics [20], and secondly, it doesn’t con-
tain intermediate quantities that would complicate the
network optimization.
In the case of larger systems, where sampling becomes
necessary, we minimize the following cost function for a
single midpoint rule time step:
C(θn+1) =
N∑
j=1
∣∣∣( (I + i∆t2 H)ψ[θn+1]
− (I − i∆t2 H)ψ[θn])(σ(j))∣∣∣2, (10)
with the σ(j), j = 1, . . . , N a batch of input configura-
tions, and the network parameters at the current time
point, θn, regarded as fixed. To be specific, we con-
sider spin variables as input in the following, and denote
the system size by L, i.e., the quantum Hilbert space di-
mension (number of possible spin configurations) is 2L.
The cost function can be compactly represented in least
squares form as
C(θ) = ‖Aψ[θ]− b‖2 , (11)
with A = CN×2L the (sparse) submatrix of I+ i∆t2 H con-
taining the rows corresponding to the spin configurations
σ(j), and the vector b ∈ CN with entries
bj =
((
I − i∆t2 H
)
ψ[θn]
) (
σ(j)
)
. (12)
Assuming that ψ[θ] is a holomorphic function of the
parameters θ and following the derivation in appendix A
leads to
∂C(θ)
∂θ`
=
〈
Aψ[θ]− b
∣∣∣A∂ψ[θ]
∂θ`
〉
. (13)
Note that since C(θ) is not holomorphic, the partial
derivative on the left side of this expression is a Wirtinger
derivative.
III. APPLICATION TO THE ISING CHAIN
The neural-network architecture proposed as a wave-
function ansatz in [2] is the restricted Boltzmann machine
(RBM). It has been shown to represent the ground state
of various Hamiltonians with high accuracy [25]. As visu-
alized in Fig. 1a, a RBM consists of two layers of neurons,
referred to as the ‘visible’ and ‘hidden’ layers, which are
connected with one another but have no intra-layer con-
nections. The input of the visible layer is a specific spin
configuration σ. From this architecture one obtains a
variational ansatz for the wavefunction of the system
ψ(σ) =
∑
{hi}
e
∑
j ajσj+
∑
i bihi+
∑
i,j wijhiσj , (14)
where aj , bi and wij are the network parameters, and hi
are the auxiliary spin variables which only take the values
±1. Due to the sumation over hi in Eq. (14), it is possible
to trace out the hidden spin variables:
ψ(σ) = e
∑
j ajσj
∏
i
2cosh
(
bi +
∑
j
wijσj
)
. (15)
In this section, we apply the RMB ansatz to the one-
dimensional transverse-field Ising model, which consists
of a chain of spins that interact with their nearest neigh-
bors and are subject to an external magnetic field, h. Its
Hamiltonian for general lattice dimension is given by
HTFI = −J
∑
〈i,j〉
σzi σ
z
j − h
∑
i
σxi . (16)
3σ1 σ2 σL
h1 h2 h3 hM
(a) Restricted Boltzmann machine architecture
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FIG. 1. (a) Schematic diagram of a restricted Boltzmann
machine showing the visible (orange) and hidden (blue) layers
and the connections between the neurons. (b) Error in the
time evolution performed using a RBM with 80 hidden units,
time step 0.01 and 50,000 uniformly drawn samples per time
step. For comparison, SR shows the stochastic reconfiguration
method proposed in [2]
Such a system undergoes a phase transition from the fer-
romagnetic to the paramagnetic regime at h = J in one
dimension [26] and at h/J = 3.04438(2) in two dimen-
sions [27]. In the following, we set the coupling constant
J to 1.
We consider a chain of length L = 20, which is small
enough to compute the exact time evolution as a refer-
ence. For the training we use the Adam Optimizer and
choose the recommended hyperparameters from Ref. [28].
Fig. 1b shows a comparison between the error obtained
with stochastic reconfiguration and the error of our
method. We also plot the contribution to the error by the
midpoint method. Even without a finely tuned optimiza-
tion, our method yields comparable results to stochastic
reconfiguration with an optimal pseudo-inverse cut-off.
The difference in error between both stochastic optimiza-
tions and an exact midpoint integration hints towards a
lack of expressibility resulting from the ansatz.
Since we are interested in physically realistic states,
the initial state was found by performing a Hamiltonian
quench with respect to the field strength h. We first op-
timize the network parameters to represent the ground
state for h = 1.5 and then change h to 0.75 for the
real time evolution. As a measure of the accuracy of
the ground state, the deviation from the exact energy is
|(E[θ] − E0)/E0| ≈ 0.051, where E0 is the exact energy
found by diagonalising the Hamiltonian and E[θ] is the
energy of the quantum neural network state.
IV. APPLICATION TO THE ISING MODEL ON
A SQUARE LATTICE
To demonstrate the flexibility of our method we change
the neural network architecture and consider the time
evolution governed by the two-dimensional Ising model
on a L × L lattice with periodic boundary conditions,
setting L = 3 in the following. As an ansatz, we use
ψ(σ) = exp(CNN(σ)) (17)
where CNN(σ) is the output of a convolutional neural
network, as shown in Fig. 2. Specifically, the network
architecture consists of a convolutional layer with five
complex-valued 2× 2 filters and periodic boundary con-
ditions, an intermediate dense layer with 10 neurons, and
a single output. Both intermediate layers have a ReLU
activation function, as defined in [29, 30] for a network
with complex parameters:
ReLU(x) =
{
x −pi4 ≤ arg(x) ≤ 3pi4
0 otherwise.
(18)
We perform three different Hamiltonian quenches,
from “infinite” h to h = 2hc, hc and hc/10, where hc is
the critical point at which the system undergoes a phase
transition. Here “infinite” h is equivalent to retaining
only the second term in the Hamiltonian (16), such that
the corresponding ground state is the paramagnetic state
ψ0 =
∏L
j=1 |+〉j with |+〉 = 1√2 (|0〉 + |1〉). We are able
to precisely represent ψ0 using our network ansatz, such
that the relative energy error is on the order of 10−13.
The top row in Fig. 3 shows the overlap error with
respect to the exact wavefunction as a function of time,
as well as the error resulting from a plain midpoint in-
tegration. Each time step was optimized using the same
σ
CNN(σ)
FIG. 2. Schematic diagram of a convolutional neural network.
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FIG. 3. Overlap error (top row) and transverse magnetization (bottom row) of the real time evolution governed by the Ising
Hamiltonian (16) on a 3 × 3 lattice after a quench of h. Each column corresponds to a different value of h after the quench,
starting from “infinite” h. For each optimization step required by our method (CNN), we used 500 uniformly drawn samples.
learning rate and number of iterations, but a more careful
optimization could further lower the error. The bottom
row of Fig. 3 shows the evolution of the transverse mag-
netization, based on our CNN ansatz and the numerically
exact curve as reference. In agreement with Ref. [31], we
find quenches to the critical point to be the hardest to
optimize.
V. CONCLUSION
We have demonstrated that established methods for
neural network optimization can be employed to describe
the real time evolution of quantum wavefunctions. One
additional advantage of this method, different from SR,
is that it allows for the neural network architecture to be
changed on the fly, which could be useful for capturing
the growing complexity of the system as time progresses.
Taking full advantage of advanced machine learning
techniques could further improve the results presented
here, e.g., using deeper network architectures with batch
normalization and residual blocks [32]. In this work, the
network parameters were optimised without any restric-
tions, but imposing symmetries or a certain structure,
especially to the CNN filters, could accelerate and im-
prove the optimization.
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Appendix A: Wirtinger formalism
We employ the Wirtinger formalism to compute gradi-
ents of the cost function with respect to complex-valued
parameters. To the best of our knowledge, this formal-
ism has not been widely appreciated in the context of
artificial neural networks (but see e.g. [29, 30] and refer-
ences therein). The Wirtinger or Dolbeault operators are
defined as
∂
∂z
:=
1
2
(
∂
∂x
− i ∂
∂y
)
,
∂
∂z∗
:=
1
2
(
∂
∂x
+ i
∂
∂y
)
(S1)
with z = x + iy, x, y ∈ R. The operators act on (real-)
differentiable (identifying C ' R2) functions f : U → C
(with U ⊂ C some open subset of C), which need not be
holomorphic. However, in case f is indeed holomorphic,
the Cauchy-Riemann equations imply that the Wirtinger
derivative ∂/∂z is equal to the complex derivative of f ,
whereas the conjugated Wirtinger derivative vanishes:
∂f(z)
∂z
= f ′(z),
∂f(z)
∂z∗
= 0 ∀z ∈ U, f holomorphic
(S2)
Complex conjugating the second identity leads to
∂f∗(z)/∂z = 0 in this case.
Note that for real-valued functions f : U → R (like cost
functions considered below), the partial derivatives with
respect to x and y can be obtained from the Wirtinger
derivative via
∂f
∂x
= 2 Re
(
∂f
∂z
)
,
∂f
∂y
= −2 Im
(
∂f
∂z
)
. (S3)
The following chain rule can be verified by a straight-
forward calculation:
∂
∂z
(g ◦ f) =
(
∂g
∂w
◦ f
)
· ∂f
∂z
+
(
∂g
∂w∗
◦ f
)
· ∂f
∗
∂z
. (S4)
The formalism generalizes naturally to functions of
several variables; for z ∈ Cn, we write
∇Wz =
(
∂
∂z1
, . . . ,
∂
∂zn
)T
(S5)
for the Wirtinger nabla operator.
Let fθ : U ⊂ Cn → Cm denote the map defined by an
artificial neural network with complex-valued parameters
θ ∈ Cp, input dimension n and output dimension m. In
abstract terms, our goal is to minimize a cost function
with respect to the network parameters via some version
of gradient descent (or more precisely, minimizing the ex-
pected prediction error for data not used during training
[34]):
min
θ
C(θ), C(θ) =
N∑
j=1
c
(
fθ
(
x(j)
)
, y(j)
)
(S6)
with c : Cm ×Ck → R depending on the network output
and training labels y(j) ∈ Ck. Here (x(j), y(j))j=1,...,N
a given sequence of training samples. Since C is real-
valued, it cannot be holomorphic (except for the trivial
case of a constant function), which motivates the use of
Wirtinger derivatives in the first place.
Nevertheless, we assume that fθ is holomorphic as
function of the parameters θ. Applying the chain rule
(S4) and using that ∇Wθ f∗θ = 0 leads to
∇Wθ C(θ) =
N∑
j=1
m∑
k=1
∂c
(
fθ
(
x(j)
)
, y(j)
)
∂fθ,k
(
x(j)
) ∇Wθ fθ,k(x(j))
(S7)
with the subscript k denoting the k-th output compo-
nent of fθ. From Eq. (S7), one obtains the gradient with
respect to the real and imaginary parts of θ via Eq. (S3).
As basic example, the Wirtinger derivative of the
quadratic cost (for a, y ∈ Cm)
c(a, y) = ‖a− y‖2 =
m∑
j=1
|aj − yj |2 (S8)
reads
∂c(a, y)
∂aj
= (aj − yj)∗. (S9)
Combined with the chain rule, the gradients of the cost
function in Eq. (11) thus read
∂C
∂θ`
=
∂C
∂(Aψ)
∂(Aψ)
∂ψ
∂ψ
∂θ`
=
〈
Aψ − b
∣∣∣A ∂ψ
∂θ`
〉 (S10)
Appendix B: Error analysis
We distinguish between three different wave functions:
the exact one, ψ(t); the one obtained by the exact mid-
point time-evolution, ψ∆(t); and the one represented by
the network, ψN (t). We want to find the error of the
network with respect to the exact state:
ε(t) = ψ(t)− ψN (t) (S1)
This can be split into the error due to the the midpoint
method and the error due to the network optimization:
ε(t) = ε∆(t) + εN (t) (S2)
2with
ε∆(t) = ψ(t)− ψ∆(t) (S3)
and
εN (t) = ψ∆(t)− ψN (t). (S4)
Using the triangle inequality we can set an upper bound
to the absolute error:
|ε(t)| ≤ |ε∆(t)|+ |εN (t)| (S5)
As implied by Eq. (9), in order to obtain the state at the
next time-step using the midpoint rule one must solve
the following linear matrix equation:
Aψ∆(tn+1)−Bψ∆(tn) = 0 (S6)
where
A = I +
i∆t
2
H (S7)
and
B = I − i∆t
2
H. (S8)
As a second-order Runge-Kutta method, its global error
is of the order of O(∆t2). However, instead of solving this
exactly, our method optimizes ψN (tn+1) to minimize the
above. That means we are actually solving the equation
AψN (tn+1)−BψN (tn) = r(n+1), (S9)
where r(n+1) is the residual obtained at the end of the
optimization in time-step n + 1. We are interested in
finding an expression for εN (tn). Using its definition into
Eq. (S9) we obtain
A(ψ∆(tn+1)− εN (tn+1))−B(ψ∆(tn)− εN (tn)) = r(n+1),
(S10)
and since the exact midpoint rule must be 0 (see Eq. (S6))
this simplifies to
εN (tn+1) = A
−1
(
BεN (tn)− r(n+1)
)
. (S11)
Similarly as what we did for the midpoint error, we now
have a recursive relation for the network error for the next
time-step. Then, by proof of induction one can show that
εN (tn) = −B−1
n∑
m=1
A−mBmr(n+1−m), (S12)
for all n > 0. Note that the application of A−1B cor-
responds to one time-step of the midpoint time evolu-
tion. This means that the residual from each time-step
is added to the error and time-evolved unitarily, so the
residual won’t dramatically increase the error as an arti-
fact of the chosen integration method.
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FIG. S1. Comparison in error using SR with (a) different cut-
offs for the pseudo-inverse and (b) different iterative solvers,
as well as using a pseudo-inverse with cut-off at 10−10.
Appendix C: Details of stochastic reconfiguration
calculation
Fig. 1b in the main text shows a comparison between
our method and SR. For our simulations, we determine
the cut-off of the pseudo-inverse as follows: we perform
the time evolution several times decreasing the cut-off by
one order of magnitude at each run, from 0.1 to 10−11,
and chose the one that resulted in the smallest error at
t = 1. It is worth noting, however, that the best cut-off
at some time t1 may not be the best at a later time t2.
Fig. S1a illustrates this point for an Ising chain with 6
lattice sites.
We also tried several Krylov subspace methods for
solving Eq. (2), but found their performance to be worse
than using the pseudo-inverse with optimal threshold, as
shown in Fig. S1b.
3Appendix D: Filter weights visualization
As illustration, Fig. S2 shows the five complex-valued
convolution layer filter weights for the time evolution of
the 2D system at three time points, for the quench to
h = 2hc. It appears that the amplitudes vary rather
slowly as compared to the complex arguments (phases).
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FIG. S2. (a) Amplitudes and (b) arguments of the complex
weights for each filter of the CNN in Fig. 2, for the h = 2hc
simulation shown in Fig. 3. The rows corresponds to different
time points.
