We develop a family of infinite-dimensional Banach manifolds of measures on an abstract measurable space, employing charts that are "balanced" between the density and log-density functions. The manifolds, (M λ , λ ∈ [2, ∞)), retain many of the features of finitedimensional information geometry; in particular, the α-divergences are of class C ⌈λ⌉−1 , enabling the definition of the Fisher metric and α-derivatives of particular classes of vector fields. Manifolds of probability measures, (M λ , λ ∈ [2, ∞)), based on centred versions of the balanced charts are shown to be C ⌈λ⌉−1 -embedded submanifolds of theM λ . The Fisher metric is a pseudo-Riemannian metric onM λ . However, when restricted to finite-dimensional embedded submanifolds it becomes a Riemannian metric, allowing the full development of the geometry of α-covariant derivatives.M λ and M λ provide natural settings for the study and comparison of a variety of embedded parametric statistical models in a large class of estimation problems.
Introduction
Let (X, X , µ) be a probability space on which are defined random variables (η i ; i = 1, . . . , d) with the following properties: E µ η i = 0, E µ η 2 i < ∞, * School of Computer Science and Electronic Engineering, University of Essex, Wivenhoe Park, Colchester, CO4 3SQ, United Kingdom. njn@essex.ac.uk E µ exp( i y i η i ) < ∞ for all y in a non-empty open subset B ⊆ R d , and |A| = 0, where A is the d × d matrix with entries A i,j = E µ η i η j . For each y ∈ B, let P y be the probability measure on X with density dP y dµ = exp
where c(y) = log E µ exp( i y i η i ), and let N := {P y : y ∈ B}. Since A has full rank, the map B ∋ y → P y ∈ N is a bijection, and (N, θ) is an exponential statistical manifold with an atlas comprising the single chart θ : N → B defined by
where A i,j is the (i, j) element of the inverse of A, and we have used the Einstein summation convention, that indices appearing once as a superscript and once as a subscript are summed out. A tangent vector U at P ∈ N is an equivalence class of differentiable curves passing through P : two curves (P t ∈ N, t ∈ (−ǫ, ǫ)) and (Q t ∈ N, t ∈ (−ǫ, ǫ)) being equivalent at P if P 0 = Q 0 = P andṖ 0 =Q 0 . The tangent space at P , T P N, is the linear space of such tangent vectors, and is spanned by the vectors (∂ i ; i = 1, . . . , d), where ∂ i is the equivalence class containing the curve (P t = θ −1 (θ(P ) + te i ), t ∈ (−ǫ, ǫ)), and e i is the d-vector with 1 in position i and 0 elsewhere. The tangent bundle is the disjoint union The mixed second derivatives of the α-divergences define the Fisher metric as a Riemannian metric on N: for any P ∈ N, any U, V ∈ T P N, and any α ∈ [−1, 1], U, V P := −UV D α = u i g(P ) i,j v j ,
where U and V act on the first and second argument of D α , respectively, and g(P ) i,j := ∂ i , ∂ j P = E P (η i − E P η i )(η j − E P η j ).
The mixed third derivatives of the α-divergences define a family of covariant derivatives on N. If U, V : N → T N are sufficiently smooth vector fields of N then the Chentsov-Amari α-covariant derivative is defined as follows:
Here u = Θ 2 (U), v = Θ 2 (V), and the Christoffel symbols are as follows
where g(P ) k,l is the (k, l) element of the inverse of the matrix g(P ), ∂ i and ∂ j act on the first argument of D α , and ∂ l acts on the second argument.
The covariant derivatives ∇ α and ∇ −α are dual in the sense that, for appropriately smooth vector fields U, V and W,
Each α-covariant derivative defines a notion of parallel transport on the tangent bundle. Equation (8) shows that, if two tangent vectors at base point P are parallel transported along a differentiable curve, one according to ∇ α and the other according to ∇ −α , then their Fisher dot product remains constant. The α-covariant derivatives thus generalise the Levi-Civita covariant derivative of Riemannian geometry, which corresponds to the special case α = 0. The case α = −1, in which D α is the Kullback-Leibler divergence, is particularly important in many applications since it is related to Shannon information and Boltzmann-Gibbs entropy.
Information geometry is the study of such differentiable structures on sets of probability measures, and has a history going back to the work of Rao [18] . It derives its importance from the fundamental role played by the Fisher information in estimation theory. An example application in statistics is to decompose the error of a second-order efficient estimator into a term arising from the choice of the estimator and terms arising from the curvature of the parametric model from which the estimate must be selected. (See Chapter 4 in [2] .)
The literature on information geometry is dominated by the study of finite-dimensional manifolds of probability measures (parametric models) such as (N, θ) above. The reader is referred to [1, 2, 3, 5, 10, 11] and the references therein for further information. One of the issues when attempting to extend these ideas to infinite-dimensions is to choose a system of charts with respect to which the α-divergences admit an appropriate number of derivatives. It is clear from (3) that the smoothness properties of D −1 , in particular, are closely connected with those of the density, dP/dQ, and its log (considered as elements of dual function spaces). In the series of papers [4, 7, 16, 17] , G. Pistone and his co-workers developed an infinite-dimensional exponential statistical manifold on an abstract probability space (X, X , µ). Probability measures in the manifold are mutually absolutely continuous with respect to the reference measure µ, and the manifold is covered by the charts s Q (P ) = log dP/dQ − E Q log dP/dQ for different "patch-centric" probability measures Q. These give log dP/dQ the desired regularity, but require ranges that are subsets of exponential Orlicz spaces in order to do the same for dP/dQ. The exponential Orlicz manifold is a natural extension of the finitedimensional manifold (N, θ) described above; it has a strong topology, under which the α-divergences are of class C ∞ . Variants of the Chentsov-Amari covariant derivatives are defined on this manifold in [7] . However, with the exception of the case α = 1, they are not defined on the tangent bundle. If α ∈ (−1, 1), for example, the α-connection is defined rather on the vector bundle whose fibre at base point P is the Lebesgue space L 2/(1−α) (P ). This approach is somewhat technically demanding and leads to manifolds that are larger than needed in many applications. The author's aim in the present paper and in [13] was to construct simpler infinite-dimensional statistical manifolds that contain prior and posterior distributions in estimation problems for which the mutual information between the estimand and the observation is finite. Nonlinear filtering was a particular motivation, and this application is pursued in [14] . The manifolds we construct differ from one another in the numbers of derivatives that the α-divergences admit. A minimal requirement is a mixed second derivative since this is needed in the construction of the Fisher metric. It is achieved in a Hilbert setting in [13] .
However, it is also desirable for the α-divergences to admit higher derivatives so that notions of parallel transport can be developed. This is achieved here in the context of Banach manifolds. The manifolds constructed admit many of the manifolds of finite-dimensional information geometry as embedded submanifolds, and thus provide natural settings in which to study the latter. They also admit new finite-dimensional submanifolds that support the full geometry of α-covariant derivatives.
The article is structured as follows. Section 2 introduces a family of manifolds of finite measures, ((M λ ,φ λ ), λ ∈ [2, ∞)), and studies the properties of maps related to Amari's α-embeddings in this context. Section 3 considers a family of manifolds of probability measures ((M λ , φ λ ), λ ∈ [2, ∞)) in which the chart φ λ is a "centred" version ofφ λ . (M λ , φ λ ) is shown to be a C ⌈λ⌉−1 -embedded submanifold of (M λ ,φ λ ). Section 4 studies the properties of the α-divergences on (M λ ,φ λ ) and (M λ , φ λ ), defining the extended Fisher metric, and a limited notion of α-parallel transport on the tangent bundle. Finitedimensional embedded submanifolds of (M λ ,φ λ ) and (M λ , φ λ ) are shown to admit the full geometry of α-covariant derivatives in section 5. An outline of some of the results of sections 3 and 4.1 is given, without proofs, in [15] .
The Manifolds of Finite Measures
Let (X, X , µ) be a probability space. For some λ ∈ [2, ∞), we consider the set,M (=M λ ), of finite measures on X satisfying the following conditions: (M1) P is mutually absolutely continuous with respect to µ;
(We denote measures inM by the upper-case letters P , Q, . . . , and their densities with respect to µ by the corresponding lower case letters, p, q, . . . ) In order to control both the density p and its log, we employ a "balanced" chart involving their sum. LetG (=G λ = L λ (µ)) be the Lebesgue space of (equivalence classes of) random variablesã : X → R for which E µ |ã| λ < ∞, and letφ :M →G be defined as follows:
Proposition 2.1.φ is a bijection.
Proof. For y ∈ (0, ∞) let θ(y) = y + log y; then inf y θ(y) = −∞, sup y θ(y) = +∞, and θ is of class C ∞ with first derivative θ (1) (y) = 1 + y −1 > 0. So, according to the inverse function theorem, θ : (0, ∞) → R is a diffeomorphism. Let ψ : R → (0, ∞) be its inverse; we have
In particular, ψ is strictly increasing, convex, and satisfies a linear growth condition. So, for anyã ∈G,
Let P be the measure on X with density p = ψ(ã); then P satisfies (M1-M3), andφ(P ) =ã, and this completes the proof.
The inverse mapφ
where ψ is as defined in (10) . As in section 1, we consider a tangent vector U at P ∈M to be an equivalence class of differentiable curves at P : two curves (P t ∈M , t ∈ (−ǫ, ǫ)) and (Q t ∈M , t ∈ (−ǫ, ǫ)) being equivalent at P if P 0 = Q 0 = P andṖ 0 =Q 0 . We denote the tangent space at P by T PM , and the tangent bundle by
The latter admits the global chartΦ : TM →G ×G wherẽ
a t =φ(P t ), and (P t ) is any differentiable curve in the equivalence class U. If f :M → Y is a map taking values in a Banach space Y and the map
where (ã,ũ) =Φ(P, U).
Remark 2.1. The weaker notion of d-differentiability is defined in [13] . In the present context, the map
Clearly, if f is Fréchet differentiable then it is also d-differentiable, and the derivatives are identical. However, the converse is not always true, as demonstrated by Example 3.1 in [13] .
where ψ is as in (10) . Let ξ
α be the i'th derivative of ξ α . An induction argument shows that all such derivatives are bounded, the first being
For any α ∈ [−1, 1] and any
(ii) Ξ r α satisfies global Lipschitz continuity and linear growth conditions, and, for any
Proof. Let l := ⌈λ/r⌉ − 1, letã,ũ 1 , . . . ,ũ l ∈G, and let (ã n =ã, n ∈ N) be a sequence converging toã inG. For convenience of notation, let ξ
α := ξ α . If l ≥ 1 then the mean value theorem applied on an x-by-x basis shows that, for any 0
where
and, for some
Now r(i + 1) < λ and so, setting s = λ/(λ − r(i + 1)), we have
and Hölder's inequality shows that
Now S n → 0 in probability, and is bounded by 2 sup z |ξ (i+1) α (z)|, and so it follows from the bounded convergence theorem that S n L rs (µ) → 0. An induction argument on i thus establishes that Ξ r α admits Fréchet derivatives up to order l, and that these derivatives take the form (16).
For any 0 ≤ i ≤ l, let
A similar argument to that used above shows that
where t = λ/(λ − ri). If i = 0 then the mean value theorem and Jensen's inequality show that
which shows that Ξ r α satisfies global Lipschitz continuity and linear growth conditions. If i > 0 then |ξ
α (ã)| → 0 in probability, and is bounded by 2 sup z |ξ (i) α (z)|. In either case, the right-hand side of (18) converges to zero, and this shows that Ξ r α , and any derivatives it has, are continuous. This completes the proof of part (i). The global boundedness of the derivatives in (16) follows from the boundedness of those of ξ α , and this completes the proof of part (ii). Lemma 2.1 will be used in the next section. It also determines the differentiability properties of Amari's α-embedding maps, F α , [2] . In the present context
, and is defined by
where Ξ r α is as defined in (15) . In the context of the exponential Orlicz manifold, the equivalent of the map F α (on the patch centred at Q) naturally has range:
, the exponential Orlicz space if α = 1, and a subset of its dual if α = −1 [7] . In the present context, where p and log p are subject to identical integrability constraints, it is natural to choose the same space for the ranges of the maps Proof. This is an immediate consequence of Lemma 2.1 with r = 2.
In the case λ = 2, whereG is a Hilbert space, F α is continuous but not differentiable. It is, however, d-differentiable in the sense described in Remark 2.1. (See Proposition 3.1 in [13] .) More generally, if λ = 2n for some n ∈ N, then F α is of class C n−1 , and its highest Fréchet derivative is d-differentiable. However, the d-derivative may not be continuous.
The Manifolds of Probability Measures
Let M be the subset ofM whose members are probability measures. These satisfy (M1-M3) and the additional hypothesis:
be the Lebesgue space of (equivalence classes of) random variables a : X → R for which E µ |a| λ < ∞ and E µ a = 0, and let φ : M → G be defined as follows:
Proposition 3.1. (i) φ is a bijection.
(ii) (M, φ) is a C ⌈λ⌉−1 -embedded submanifold of (M ,φ).
(iii) Let ρ :=φ • φ −1 be the inclusion map ı : M →M expressed in terms of the chartsφ and φ. For any bounded set B ⊂ G,
Proof.
, where ψ is as in (10) and Ξ r α is as in (15) . It follows from Lemma 2.1, with r = 1, that Ψ is of class C l and that, for any u ∈ G and any y ∈ R,
For any a ∈ G, let Ψ a : R → (0, ∞) be defined by Ψ a (z) = Ψ(a, z); then
Since ψ is convex,
furthermore, the monotone convergence theorem shows that
Thus Ψ a : R → (0, ∞) is a bijection with strictly positive derivative, and the inverse function theorem shows that it is a C l -isomorphism. The implicit function theorem shows that Z : G → R, defined by Z(a) = Ψ −1 a (1), is of class C l . According to (22), its first derivative takes the form:
Let P be the probability measure on X with density p = ψ(a + Z(a)); then it follows from (10) and the mean value theorem that, for any x ∈ X, |p(x) − ψ(Z(a))| ≤ |a(x)| and | log p(x) − log ψ(Z(a))| ≤ |a(x)|.
So P ∈ M, and
Now φ(P ) − a ∈ G, and so
and φ(P ) = a, which completes the proof of part (i). According to (20) and (24), for any a ∈ G,
and so ρ is also of class C l . ρ is injective, as is its first derivative; in fact, for anyb ∈ ρ(G) and anyṽ ∈ Dρ a G,
from which it also follows that ρ and Dρ a are topological embeddings. Since Dρ a is also a linear map, it is a toplinear isomorphism, and its image Dρ a G is a closed linear subspace ofG. Suppose, in the special case that λ = 2, thatṽ ∈G (=G 2 ) is orthogonal to Dρ a G (= Dρ a G 2 ). It is a consequence of the representation (23) that
whereã = ρ(a). It then readily follows that
So the orthogonal complement of Dρ a G 2 inG 2 is the one-dimensional subspace,
Since ψ (1) is bounded, E a is also a one-dimensional subspace ofG λ for any λ ∈ [2, ∞). Now Dρ a G λ =G λ ∩ Dρ a G 2 , and so
We have thus shown that Dρ a splitsG into the complementary closed subspaces Dρ a G and E a . It thus follows from Proposition 2.3 of Chapter II in [9] that ρ is a C l -immersion. Since ρ is a topological embedding it is also a C l -embedding, and this completes the proof of part (ii). It follows from Jensen's inequality and (10) that, for any a ∈ G,
whereã = ρ(a) and P = φ −1 (a). Now
G /2, and so, since they are both non-negative, D −1 (φ −1 | µ) and D +1 (φ −1 | µ) are bounded on bounded sets. Together with (27) this proves that
The boundedness of the derivatives of ρ on bounded sets follows from (29), the boundedness of the derivatives of ψ, and an induction argument. The boundedness of ρ on bounded sets follows from (24), (25) and (28), and this completes the proof of part (iii).
The tangent space, T P M, at any base point P ∈ M can be defined in the same way as was T PM : a tangent vector U in T P M is an equivalence class of differentiable curves at P . The tangent bundle, T M := ∪ P ∈M (P, T P M), admits the global chart Φ : T M → G × G, where
a t = φ(P t ), and (P t ) ∈ U. For any P ∈ M, the tangent space T P M is a subspace of T PM of co-dimension 1; in fact
where U 0 is the equivalence class of differentiable curves onM containing the curve (P t =φ −1 (ã + tψ (1) (ã)), t ∈ (−ǫ, ǫ)), andã =φ(P ). (See (26).)
, where F α is as defined in (19) , is of class C ⌈λ/2⌉−1 .
Proof. This follows from Corollary 2.1 and Proposition 3.1(ii).
The role played by the exponential function in an exponential family is played, here, by the function ψ. In this sense, M is an extreme example of a general deformed family, as defined in Chapter 10 of [12] . (It is extreme in the sense that ψ satisfies a linear growth condition.) General deformed families of probability measures are also developed and generalised in [19] , where they are referred to as ϕ-families. The function ϕ is used, there, in the definition of the (Orlicz) model space, and gives rise to dual divergence functions distinct from D α . Here, our aim is somewhat different from those of [12] and [19] . We provide a simple framework for the classical Fisher-Rao information geometry in infinite dimensions; this requires a stronger topology on the model space than that associated with the ϕ function ψ.
The α-Divergences
We begin by investigating the regularity of the α-divergences onM . The standard extension of the α-divergences of (3) to sets of finite measures such asM is as follows [2] :
(32) These can be represented in terms of the maps F α of (19); for example
So, for any α ∈ [−1, 1] and any P, Q ∈M , D α (P | Q) < ∞, and we refer to elements ofM as "finite-entropy" measures. We could investigate the smoothness properties of D α starting from those of F α . This approach shows only that the divergences are of class C ⌈λ/2⌉−1 ; however, a stronger result can be obtained by a more direct approach. The following lemma, which is similar in nature to Lemma 2.1, prepares the ground. For any α ∈ [−1, 1], let Υ α :G ×G → L 1 (µ) be defined as follows:
where ξ α is as in (13).
Lemma 4.1. For any 0 ≤ i, j ≤ ⌊λ⌋ − 1 with i + j ≤ ⌈λ⌉ − 1, the map Υ α is of class C i,j . Its partial derivatives are as follows:
. . ,ṽ j ∈G and let (ã n =ã, n ∈ N) be a sequence converging toã inG. Applying the mean value theorem on an x-by-x basis, we obtain (ξ
and, for some β = β(i, j,ã n (x),ã(x),b(x)) ∈ [0, 1],
Now i + j + 1 < λ and so, setting s = λ/(λ − i − j − 1), we have
Now S n → 0 in probability, and is dominated by f := 2 sup z |ξ
−α (b)|. If j = 0 then f ∈G and s ≤ λ, whereas if j ≥ 1 then f ∈ L ∞ (µ) and s < ∞. In either case the dominated convergence theorem shows that S n L s (µ) → 0, so that Υ It remains to show that, for any 0 ≤ i, j ≤ ⌊λ⌋ − 1 with
and similar arguments to those used above show that
where t = λ/(λ − i − j). We will thus have established the continuity of Υ
If i = j = 0 then t = 1 and (37) follows from the Cauchy-Schwarz inequality and the mean value theorem; for example
If i, j > 0 then t < ∞, and T k,n → 0 in probability and is bounded for all k; so (37) follows from the bounded convergence theorem. If i = 0 and j > 0 then t ≤ λ and
furthermore T 2,n → 0 in probability and is dominated by 2 sup z |ξ
and so the dominated convergence theorem establishes (37). The case i > 0 and j = 0 can be treated in the same way, and this completes the proof.
Proof. It follows from (3), (14), (15) and (34) that
whereã =φ(P ) andb =φ(Q). The corollary thus follows from Lemma 2.1 (with r = 1) and Lemma 4.1.
Straightforward calculations show that, for anyã,b,ũ,ṽ ∈G,
If λ > 2, these admit the following representations
and D α admits the following mixed second derivative
where (P, U) =Φ −1 (ã,ũ) and (Q, V ) =Φ −1 (b,ṽ). Settingb =ã, we obtain the following definition of the (extended) Fisher metric on T PM : for any
Remark 4.1. The representations in (39) and (40), and the definition in (41), are also valid for the case λ = 2 if the weaker notion of d-differentiability is used in the definitions of UF α , V F −α and UV D α . (See [13] .)
It follows from (14) and (40) that V, U P = U, V P , and that, for any s ∈ R, sU, V P = U, sV P = s U, V P . Furthermore,
where (ã,ũ) =Φ(P, U); in particular U, U P = 0 if and only ifũ = 0. Thus (T PM , · , · P ) is an inner product space. As shown in (42), the Fisher norm is dominated by the natural Banach norm on T PM . However, it is not equivalent to that norm, even in the case λ = 2. (See [13] .) In the general, infinite-dimensional, case (T PM , · , · P ) is not a Hilbert space; the Fisher metric is a pseudo-Riemannian metric but not a Riemannian metric. If λ > 3, D α admits the following mixed third derivative
Settingb =ã and carrying out some simple calculations, we obtain
Ifũ andṽ are such thatΓ α (ã,ũ,ṽ) ∈G, then we can define a tangent vector Y ∈ T PM as follows (P, Y ) =Φ −1 (ã,Γ α (ã,ũ,ṽ)). Setting (P, W ) = Φ −1 (ã,w), we then have 
However, this does not define an operator,∇ α , with domainṼ , and so it does not define a full covariant derivative onM . With the exception of the +1 connection on the exponential Orlicz manifold, this appears to be an insuperable problem in infinite dimensions. In order for the divergences to be sufficiently smooth, the tangent space must be given a stronger topology than that generated by the Fisher metric, and so it is incomplete with respect to the latter. This creates difficulties with the projection methods at the heart of the definition of α-covariant derivatives in [2] . In the special case that s = ∞,∇ 
reflecting the duality (8) of the finite-dimensional case.
The Fisher Metric and α-Derivatives on (M, φ)
In the above, we used the α-divergences and Eguchi relations to define the extended Fisher metric and α-derivatives on the manifoldM. Clearly, we could follow the same approach with the submanifold M. be vector fields onM, whose restrictions to M are vector fields of M; then, for any P ∈ M,Φ(U(P )) = (ρ(a), Dρ a u(P )) andΦ(V(P )) = (ρ(a), Dρ a v(P )), where (a, u(P )) = Φ(U(P )) and (a, v(P )) = Φ(V(P )). Sõ
whereã =φ(P ), and γ, η :
It follows from (23) and (25) that
, and so, according to Lemma 2.1,
and
where we have used the fact that ψ (1) ψ = ψ − ψ (1) in the second step. We have thus shown that
The map ∇
, thus defined, is the α-derivative on M, which could also found by direct calculation in the same way as was∇ α U . We have thus shown that∇ α U V(P ) comprises two components: the α-derivative of V with respect to U (in the sense of M) and a component that is Fisher orthogonal to T P M.
Finite-Dimensional Submanifolds
For some d ∈ N and n ∈ N ∪ {∞}, let (N, B, θ) be a d-dimensional C nembedded submanifold ofM . By this, we mean that N ⊂M, B is a nonempty open subset of R d , θ : N → B is a bijection, and the inclusion map ı : N →M is both a topological embedding and a C n -immersion. (See, for example, [9] .) As in section 1, the tangent space at base point P ∈ N, T P N, is spanned by the vectors (∂ i , i = 1, . . . , d) , where ∂ i is the equivalence class of differentiable curves on N containing the curve (P t = θ −1 (θ(P ) + te i ), t ∈ (−ǫ, ǫ)). TheΦ-representation of ∂ i is
and the matrix form of the Fisher metric is
Since (T P N, · , · P ) is a finite-dimensional inner-product space it is also a Euclidean space, and the Fisher metric is a Reimannian metric on N. If λ > 3 and n ≥ 2, the full theory of α-covariant derivatives and their associated geometries can thus be developed on N. According to the Eguchi relations, the Christoffel symbols for the α-covariant derivative on (N, θ) are
k,l E µ p (1 + p) 2Γ α (φ(P ),w i ,w j )w l , where g(P )
k,l is the (k, l) element of the inverse of the matrix g(P ), ∂ i and ∂ j act on the first argument of D α , ∂ l acts on the second argument of D α , andΓ α is as defined in (45).
If N is a statistical manifold (it is also a subset of M) then the inclusion map, ı : N → M, takes the form ı = π •ĩ, where π = φ −1 •ρ •φ and ρ :G → G is defined byρ(ã) =ã − E µã . Clearly π is of class C ∞ , and so ı is of class C n . Furthermore, ∂ iĩ ∈ T P M for all i, and the restriction of the pushforward π * to T P M is the identity map of T P M, and so the derivative of ı is injective. Sinceĩ is a topological embedding and the map ρ of Proposition 3.1 is continuous, ı is also a topological embedding. It thus follows that N is also a C n -embedded submanifold of M. We finish this section with two examples of finite-dimensional submanifolds that illustrate the foregoing developments. [13] that N, thus defined, is a C ∞ -embedded submanifold of M. (Strictly speaking, Theorem 5.1 in [13] addresses only the case λ = 2; however, the same proof carries over to the more general setting where λ ∈ [2, ∞).)
