Abstract. The proposed paper describes a compression test analysis of JBIG standard algorithm. The aim of such work is to proof the effectiveness of this standard for images acquired through scanners and processed into a printer pipeline. The main issue of printer pipelines is the necessity to use a memory buffer to store scanned images for multiple prints. This work demonstrates that for very large scales the buffer can be fixed using medium compression case, using multiple scans in case of uncommon random patterns.
Introduction
In the latest years there has been a growing demand for independent multifunctional printing and scanning devices. During standalone printing processes, there are cases where it is necessary to keep the whole image in memory, for example when it is requested to make multiple hard copies of a document acquired by the integrated scanner. While the first copy can be done "on the fly" during the scanning phase, the constraint to have identical multiple copies implies the storing of the whole scanned document. This can lead to excessive memory requirements, which is the reason why a compression method is normally used, especially for low-cost products, where it is important to embed as little physical memory as possible. Moreover, the compression must be lossless [?,?] to have identical copies of the same input media. The compression phase is normally placed just after the halftoning (see Fig.? ?) , because it already uses data with reduced bit planes [?] . A widely used algorithm to achieve this purpose is JBIG.
JBIG Compression Standard
JBIG is short for the 'Joint Bi-level Image experts Group'. This was a group of experts nominated by national standards bodies and major companies to work to produce standards for bi-level image coding. JBIG developed IS 11544 (ITU-T T.82) for lossless compression of bi-level images [?] . It can also be used for coding grayscale and colour images with limited numbers of bits per pixel. It can be seen as a form of facsimile encoding, similar to Group 3 or Group 4 fax, offering between 20% and 80% improvement in compression over these methods (about 20:1 over the original uncompressed digital bit map).
Basically it models the redundancy in the image as the correlations of the pixel currently being coded with a set of nearby pixels called the template. An example template might be the two pixels preceding the current one on the same line, and the five pixels centred above the current one on the previous line. Note that this choice only involves pixels that have already been seen from a scanner.
The selected pixel is then arithmetically coded based on an eight-bit state so formed. So there are 256 possible contexts to be coded. The arithmetic coder and probability estimator for the contexts is IBM's (patented) Q-coder. The Q-coder uses low precision, rapidly adaptable (those two are related) probability estimation combined with a multiply-less arithmetic coder. The probability estimation is closely tied to the interval calculations necessary for the arithmetic coding.
To JBIG can be used on both grey-scale and color images by simply applying the algorithm one bit-plane at a time. The JBIG works well up to about six bits per pixel, beyond which JPEG's lossless mode works better. The Q-coder must also be used with JPEG to get this performance. Actually no lossless mode works well beyond six bits per pixel, since those low bits tend to be noise, which doesn't compress at all. In any case the actual intent of JBIG is to replace the less effective group 3 and 4 fax algorithms.
The work described in this paper aims to evaluate the performance of the JBIG algorithm through a critical (synthetic) cases analysis. The tests will consider also some specific processing effects during scanning phase; in particular, we focused on CIS [?] (Contact Image Sensors) scanning methodologies. 
Contact Image Sensors
Contact Image Sensors, abbreviated as CIS, is a type of optical flatbed scanner that does not use the traditional CCD arrays that rely on a system of mirrors and lenses to project the scanned image onto the arrays. CIS scanners gather light from red, green and blue LEDs (which combine to create white light) and direct the light at the original document being scanned (see fig.? ?). The light that is reflected from the original is gathered by a lens and directed at an image sensor array that rests just under the document being scanned. The sensor then records the images according to the intensity of incident light. The sensors of the CIS systems cannot directly measure color hues. Instead, color is obtained as a linear combination of the three base colors (Red, Green and Blue). Each line of the image is illuminated with a light beam of one of the three colors, and reflected light is captured by the sensors which measure the intensity of the corresponding light component; the other two components are interpolated from adjacent lines, in a way similar to color demosaicing in single-sensor cameras. The paper is organised as follows: in section ?? a JBIG compression experiment in a standalone system is described; section ?? shows the same experiments in a printing pipeline. Finally a conclusion is presented taking into account the analysis of the tests.
JBIG compression experiments in a standalone system
To evaluate the performance of JBIG it is important to use a set of images whose patterns can not be predicted via predetermined templates: random-generated images are thus used. The synthetic image generation algorithm produced has been parameterized in order to adjust the probability to generate each color, so that images with different degrees of randomness can be produced. For blackand-white images (1 bit per pixel), the only parameter used is the probability to generate a black pixel, varying in the range [0.5 -1] (the behaviour of the Fig. 3 . Randomly generated patterns using (a) 1 bit per pixel with probability pi = 0.5 for white/black value, (b)
algorithm in the range [0 -0.5] is specular). If the probability is p 0 = 0.5 the output image is most random and less predictable, then hardest to compress. On the other hand, if the probability is nearly 1 then the output image is more uniform, thus more predictable and easier to compress.
For images with n bits per pixel, there are 2 n possible colors, each with an associated probability to be randomly generated, given the constraint that the sum of all probabilities must be 1. Fig.? ? shows some examples of randomly generated images, with different number of bit planes, and different probability associated to each color.
The index used to evaluate the experiments is the Compression Percentage, defined as:
The main goal of the experiments is to demonstrate that there are cases where the compressed images are bigger than the original ones. In particular it will be shown that for large enough images, in the worst case, the output images are 5% bigger than the original ones. This result is independent form the number of bits used and is always true for images not too small, since in such cases the performance is variable and depends on the initial guesses made by the JBIG arithmetic encoder. An example of compression percentage over randomly generated pattern is depicted in Fig.?? . Fig.? ? shows that, for large enough images, compression percentage is always a negative number. This is explained by the lack of correlation between pixels in purely random (p i = 1/n for i in [1. .n]) images, and is a well-known behavior of every lossless compression algorithm. Fig.? ? plots the compression percentage against the size of the input image, for bi-level images with different probabilities of a black pixel being generated. 
JBIG compression experiments in a printing pipeline
During printing processes, there are cases where it is necessary to keep the whole image in memory, for example when it is requested to make multiple hard copies of a document acquired by the integrated scanner. This can lead to excessive memory requirements, which is why a compression method is adopted. Fig.? ? shows a possible printing pipeline. Data received by the JBIG decoder is copied into a dedicated memory area, then decoded and sent to the subsequent pipeline step. As soon as the copy has been completely processed, the JBIG decoder can restart printing the document, which is stored in memory as compressed data. In a printing pipeline, data received by the final block, controlling printer heads, have very different characteristics than original data: they show much greater correlation and more repeated patterns, introduced (respectively) by the color interpolation of the CIS scanning system and by the halftoning algorithm. This means that the results shown in the previous section ??, where a stand-alone system is taken into consideration, are no longer valid for a printing pipeline (a random image is not a realistic input in this case). To evaluate the compression system in a printing pipeline, new experiments have been performed: randomly generated images are low-pass filtered (Fig.??) , in order to simulate the acquisition system, and then processed by the pipeline algorithms. Fig.? ? shows an example of how the image being processed is blurred compared to the original one.
Results in Fig.? ? show how in such cases, even for random images, the JBIG compression percentage is above 20%. This result guarantees that no worst case is encountered: therefore, using the JBIG compression algorithm inside a printing pipeline always allows to save memory. Lastly, Fig.? ? shows the compression ratio for randomly generated images processed by low-pass filters with different strengths and apertures. It is easily seen how stronger low-pass filters generate greater correlation, which in turn translates to better compression ratios.
Experiments performed on real use cases showed that JBIG obtained an average 46% compression percentage over a set of 100 scanned photographs and an average 60% compression percentage over a set of 100 text-based documents. 
Conclusion
The JBIG Encoder/decoder has been implemented into a real pipeline. In particular to be embedded into the original pipeline the following modifications were needed due to the constraints enforced by the pipeline steps:
-Memory dynamically allocated by each step must occupy a contiguous, welldelimited area, due to the sequential processing of the pipeline; Compression Fig. 9 . The compression ratio for randomly generated images processed by low-pass filters with different strengths and apertures.
-Each step must run in a separate thread, to be able to perform a realtime scan-print processing. -Data transmission between steps must be performed via shared buffers, due to the architecture of the workflow. -Lastly the function standard JBIG Split Plane, which only works with 8 bits per pixel images, was rewritten into a new function, which works with any number of bits per pixel.
The optimization of memory buffer size, to store scanned images for multiple local copies, is a critical point in printer pipelines. This work demonstrates that using compressed randomly generated images the memory necessary to achieve such purpose is always greater than original size (worst case: for A4 images at 600 ppi, 5% more). Thus for such cases it is necessary to use stripe processing and multiple scan (without buffering images). On the other hand the statistics demonstrated that in the medium case the compression is always well performed and multiple print could be achieved with a reasonable buffer size.
