Machine Learning Approach for Predicting Cancer Using Gene Expression by Maharjan, Aashi
UNLV Theses, Dissertations, Professional Papers, and Capstones 
5-1-2020 
Machine Learning Approach for Predicting Cancer Using Gene 
Expression 
Aashi Maharjan 
Follow this and additional works at: https://digitalscholarship.unlv.edu/thesesdissertations 
 Part of the Computer Sciences Commons 
Repository Citation 
Maharjan, Aashi, "Machine Learning Approach for Predicting Cancer Using Gene Expression" (2020). 
UNLV Theses, Dissertations, Professional Papers, and Capstones. 3922. 
http://dx.doi.org/10.34917/19412120 
This Thesis is protected by copyright and/or related rights. It has been brought to you by Digital Scholarship@UNLV 
with permission from the rights-holder(s). You are free to use this Thesis in any way that is permitted by the 
copyright and related rights legislation that applies to your use. For other uses you need to obtain permission from 
the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons license in the record and/
or on the work itself. 
 
This Thesis has been accepted for inclusion in UNLV Theses, Dissertations, Professional Papers, and Capstones by 
an authorized administrator of Digital Scholarship@UNLV. For more information, please contact 
digitalscholarship@unlv.edu. 




Bachelor of Computer Engineering
Tribhuvan University
2016
A thesis submitted in partial fulfillment
of the requirements for the
Master of Science in Computer Science
Department of Computer Science
Howard R. Hughes College of Engineering
The Graduate College
University of Nevada, Las Vegas
May 2020









The Graduate College 
The University of Nevada, Las Vegas 
        
May 1, 2020 
This thesis prepared by  
Aashi Maharjan  
entitled  
Machine Learning Approach for Predicting Cancer Using Gene Expression  
is approved in partial fulfillment of the requirements for the degree of 
Master of Science – Computer Science 
Department of Computer Science 
Fatma Nasoz, Ph.D.    Kathryn Hausbeck Korgan, Ph.D. 
Examination Committee Co-Chair      Graduate College Dean 
 
Mira Han, Ph.D. 
Examination Committee Co-Chair 
        
Laxmi Gewali, Ph.D. 
Examination Committee Member 
 
Yoohwan Kim, Ph.D. 
Examination Committee Member 
 
Qing Wu, Ph.D. 
Graduate College Faculty Representative 
 
Abstract
Cancer has become one of the major factors responsible for global deaths, due to late diagnoses
and lack of proper treatment. It involves the abnormal and uncontrolled growth of cells inside the
body, which might spread from one place to different parts. Ribonucleic acid (RNA) sequencing can
detect the changes occurring inside cells and helps to analyze the transcriptome of gene expression
patterns inside RNA. Machine learning techniques can assist in the prediction of cancer at an early
stage, if data is available. The objective of this thesis is to build models and classify different
types of cancer. For this purpose, we implemented various machine learning models like support
vector machine (SVM), random forest (RF), k-nearest neighbors (KNN) and multilayer perceptron
(MLP) to classify the samples according to their labels. The datasets for this research were collected
from The Cancer genome Atlas (TCGA) and Genotype-Tissue Expression (GTEX). The machine
learning models were trained on TCGA data and tested on independent dataset (GTEX). The
data representation obtained using stacked denoising autoencoders were used to train and test the
models. The models did not have very high performance; however, MLP performed better than
others. The best features that were selected using SelectKBest, were also used to compare the
performances. It was observed that the K-nearest neighbor classifier gave better results, with and
accuracy of 85.12% while tested on independent data, and the training accuracy was 98.4%.
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Cancer is a group of diseases caused by an uncontrolled division of abnormal cells that grow and
spread out of control in different parts of the body [SP19]. In a human body, normal cells form,
grow, divide as expected. Cells are also replaced when they grow old or become damaged, but if
they divide and grow uncontrollably, then they are considered tumors [KST19]. Metastatic cancer
is the type of cancer that has spread from the place where it first originated to other places in the
body. The process by which cancer cells spread to different parts of the body is called metastasis.
It is generally caused by a change in genes, such as mutation in deoxyribonucleic acid (DNA) that
is different than normal tissues [canc]. As per the information provided by the Institute of Health
Metrics and Evaluation (IHME), cancer is one of the world’s largest problems, due to which millions
of lives have been affected. Figure 1.1, from IHME, Global Burden of Disease (GBD), shows the
statistics of the total annual deaths from cancers across all ages and both sexes [canb]. Cancer is
regarded as the second leading cause of death worldwide. In 2018, the total number of deaths was
estimated at 9.6 million, and around 18.1 new million cases were estimated globally. The Global
Cancer Observatory (GCO) is an interactive platform that presents the statistics of global cancer.
Figure 1.2 shows the estimated number of new cases for all types of cancer in 2018, published by
the International Agency for Research on Cancer (IARC) [cana].There are more than 100 types of
cancer and they are usually named for the organs or tissues where they form. The data has been
collected from The Cancer Genome Atlas (TCGA) which is the world’s largest collection of genomic
data. TCGA is supervised by the National Cancer Institute’s Center for Cancer Genomics and the
National Human Genome Research Institute which begun in 2006 [TCG]. TCGA has assisted with
understanding the importance of cancer genomics and changed the way for the treatment of disease.
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Figure 1.1: Cancer death by type.
In this thesis, we have used RNA-sequencing (RNA-seq) data. RNA-Seq is revolutionizing the
study of the transcriptome that represents all gene readouts present in a cell. The human genome
is comprised of DNA containing the instruction to build and maintain cells. To carry out these
instructions, DNA must be read and transcribed or copied into ribonucleic acid (RNA). RNA-Seq
is a highly sensitive and accurate tool for measuring the expression across the transcriptome and
helps the researchers to get visibility of previous undetected changes occurring in disease states.
With the entire collection of RNA sequences, researchers can also detect status of genes in cells
and tissues [tra].
Nowadays, machine learning is widely being used for various purposes and there are so many
real world applications. They are used in image recognition, speech recognition for robotic analysis,
analyzing traffic patterns, predicting the weather, and so on. Machine learning provides different
methods, techniques, and tools that can help in solving diagnostic and prognostic problems in
a variety of medical domains. It has been used to solve key problems in genomic medicine and
also useful to show variations in the DNA of individuals can affect the risk of different diseases
2
Figure 1.2: New cases of all cancer
[LDAF16]. A variety of machine learning methods have been developed to help understand the
mechanisms underlying gene expression. Studies show that machine learning can identify genes,
their functions, and transcription start sites using large and complex genomic data [LN15]. In a
study [KTS+19], Kochan et al. have used classification algorithm for RNA-seq data to make the
selection of genes. With the collected cancer data and its proper information, we can easily predict
the origin of cancer and to which it has been spread. Machine learning has become a popular and
widely used tool for identifying the pattern and discovering the relationship among the complex
genomic datasets and is able to predict the cancers. Several studies are based on applying machine
learning algorithms to microarray gene expression data to classify the cancer types [FCD+00]. It
has assisted to identify the origin of cancer and to predict the gene expression in a particular cell.
We need to find the origin of cancer before the proper treatment and the powerful machine learning
models have made it possible.
1.1 Objective
The primary goal of the thesis is to make predictive analyses from different models, and classify the




In chapter 1, we discussed characterstics and statistics of cancer, as well as the collected datasets
and approaches used to classify the cancer datasets, and we explained our problem statement. In
chapter 2, we provide background information on RNA-ser data and its analysis; and explain the
machine learning methods we implement for this research. In chapter 2, we will discuss the related
studies on RNA-seq data, and various research related to machine learning approaches, with their
result summaries. In chapter 3, we discuss the methodologies used for processing and analyzing
datasets. In chapter 4, we present and interpret experiments and compare the results based on





RNA sequencing (RNA-seq) can assist researchers in understanding tumor classification and pro-
gression by monitoring gene expression and transcriptome changes with cancer RNA-seq [Ana16].
It uses the capabilities of high throughput sequencing methods to provide insight into the tran-
scriptome of the cell [KM15]. RNA-seq, with next-generation sequencing (NGS), has been the most
popular method for researchers studying the transcriptome. Classification based on gene expression
data has become an important part of modern medicine for disease diagnosis and treatment per-
sonalization. Over the past decades, RNA-seq has become a valuable technique for a wide analysis
of transcriptome data [SGH19]. Various research studies have been initiated and new applications
regarding RNA-seq are being explored. Some of the past experiments and research studies will be
discussed in this section.
Several approaches have been proposed and investigated for classifying RNA-seq data. Recently,
the researchers have focused on quantile transformed quadratic discriminant analysis for high di-
mensional RNA-seq data [KTS+19]. They proposed a new classification method for RNA-seq data
based on a model, in which the counts are marginally negative binomial but dependent. While
selecting m genes for classification, the first filtered genes with low expression and performed a
likelihood ratio test (LRT). They made a list of genes sorted by LRT statistics, and finally, top
m genes were used for classification. In their study, to assess the performance of quantile trans-
formed quadratic discriminant analysis (qtQDA), the publicly available datasets (cervical cancer
data, prostrate cancer data and haplotype map (HapMap) data) were used, and they considered
several machine learning classifiers, support vector machine (SVM), k-nearest neighbors (KNN),
5
logistic regression (LR) and some other models to compare the performance of qtQDA. For eval-
uation, the true error rate was calculated by dividing the data set randomly into two parts. For
cervical cancer data, qtQDA performed the best, with smallest error rate and for HapMap data;
qtQDA and other classifiers performed well. The results showed the qtQDA is computationally
much faster and doesn’t require parameter tuning, unlike other approaches [KTS+19].
Additionally, in a study [GZK+19], researchers identified a small subset of genes, and classified
the data for cancer classification, as well as the identification of types of species, etc. Due to
the differences in data structures, they performed both continuous and discrete classifiers, such
as PLDA, with and without power transformation. They finally compared the performance of
sparse classifiers as sparse models that can be used to extract significant genes. In another study
[KYL20], the researchers designed classifiers to identify the type of cancers using bulk RNA-seq and
single-cell RNA-seq data. They compared different machine learning models, neural network (NN),
KNN, random forest (RF) applied them to single-cell RNA-seq, transformed by KNN smoothing
to remove noise. Among all models, NN was found to perform better than the other methods.
Deep learning models are quite popular and are currently applied in a wide range of fields
including bioinformatics and computational medicine. In a recent study [UMTM+17], researchers
have implemented deep learning to analyze RNA-seq gene expression data. They analyzed three
public cancer related databases using a regularized linear model called least absolute shrinkage
and selection operator (LASSO). The results showed that predictive performances in terms of area
under curve (AUC) are relatively poor independent of the model. The application of deep learning
implementation in this work was not enough to outperform the model. Further, the researchers
in [CWSA12] proposed a method called “marginalized stacked denoising autoencoders”, which
has strong feature learning capabilities. It was applied and evaluated on the Amazon reviews
benchmark datasets for domain adaptation in an unsupervised manner, which resulted the learning
representation. A linear SVM was trained on the source input and tested on the target domain. It
showed the transformed source data has higher accuracy than the original target data.
2.2 Preliminaries




Machine learning is a technique used to provide computers the ability to learn without being
explicitly programmed. Tom M. Mitchell provided the formal definition: ”A computer program
is said to learn from experience E with respect to some class of tasks T and performance P if
its performance at tasks in T, as measured by P, improves with experience E” [Mit97]. Machine
learning algorithms build mathematical models and are closely related to computational statistics,
which mainly focuses on making predictions using computers. Arthur Samuel, an American pioneer
in the field of computer gaming and artificial intelligence, coined the term ”Machine Learning” in
1959 while at IBM [Sam59]. The advancements in technology made machine learning be able to
analyze huge, complex data and find the patterns within it. Machine learning builds a model
using training data and then allows researcher to make predictions using the same model for new
or unseen data. People interact with machine learning every day, but most of us are unaware of
it. Machine learning has also made remarkable contributions in bioinformatics, detecting cancer,
creating new drugs, analyzing traffic patterns, and so on [LDAF16]. However, it becomes difficult
when data grow complex and huge, but the rise and advancement of machine learning algorithms
have made it possible to solve many problems.
Machine learning can be broadly categorized into supervised learning, unsupervised learning,
and reinforcement learning. In supervised learning, we build a model using a set of data that
has both input and output labels. On the other hand unsupervised learning builds a model from
dataset that has only input variables. Unsupervised learning algorithms are used to find patterns
and cluster the data into groups. Reinforcement learning is also a machine learning approach
that focuses on taking any actions in an environment, so that the notion of cumulative reward is
maximized. Figure 2.1 shows these different types of machine learning techniques [ML]. In this
thesis, we applied supervised and unsupervised learning to build our model using all the input
features and output labels of data sets.
2.2.2 Classification
Classification is the process of categorizing or dividing data instances into various groups. Classi-
fication is a type of supervised learning and specifies the class to which data elements belong. It is
the process of predicting the class of given data, and classes are called targets, labels or categories.
For example, classification determines whether an email is spam or not, or whether a given trans-
7
Figure 2.1: Types of Machine Learning
action is fraudulent or not. These are binary classification examples since there are two classes,
whereas multiclass classification has more than two classes. An example would be classifying a set
of images of fruits as oranges, apples, mangoes, or pears. This thesis mainly deals with multiclass
classification, as we have 15 class labels. We will train a classifier using our training data and then
use different multiclass classification methods.
2.2.3 Selected Models
2.2.3.1 Feedforward neural networks
A feedforward neural network approximates some function y = f ∗ (x) that maps an input x to an
output y, it learns the parameters that produce the best function approximation. In this thesis we
used MLP to classify the samples.The feedforward neural networks do not feed the output of the
model into itself, and thus, are simple to learn [NN]. A multilayer perceptron (MLP) is a class of
feedforward neural networks (ANN), in which data and calculations flow in a single direction from
input data to the outputs. It is composed of more than one perceptron or layers and consists of
at least three layers of nodes: an input layer to receive the signal; an output layer that makes a
decision or prediction; and in between, one or more hidden layers [GD98]. The input layers provide
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information from the outside world to the network, the hidden layer performs computation from
the input to the output layers, and the output layer is responsible for computation and transferring
information to the outside environment. MLP is widely used for classification, pattern recognition,
and prediction. It is often applied to supervised learning problems. Figure 2.2 shows an overview
of MLP with one hidden layer [MLPa].
Figure 2.2: Multi-layer Perceptron (MLP)
The time complexity depends upon the architecture and structure of the network. If n is the training
samples, m is the features, k is hidden layers, h is the neurons, and o be the output neurons then
the time complexity of backpropagation will be O(n ∗ m ∗ hk ∗ o ∗ i) where i is the number of
iterations. The computation increases with the number of layers and the number of neurons but
it is always good to start with small numbers of layers for training because increased number of
layers and neurons make the complex architecture. It is good if we get better performance with
small number of layers [MLPb].
2.2.3.2 Support Vector Machine (SVM)
A support vector machine (SVM) is a very popular method for classification, and one of the
discriminative classifiers, which is defined by separating hyperplanes. A hyperplane is a line that
separates the input in different spaces; the algorithm tries to find a hyperplane in an n-dimensional
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space that separates different data points. If we replace log-loss with some other loss function
such as hinge loss, then the solution will be sparse. Then the predictions depend upon the subset
of training data, which is known as a support vectors, with the combination of kernel trick and
modified loss function known as SVM [Mur12]. Kernel trick simply computes the inner products
between the images of all pairs of data in feature space of a high-dimensional, implicit feature
space rather than computing the coordinates in that space. It is used to bridge between linearity
and non linearity. SVM depends mainly upon the decision planes that separate different classes.
There can be many lines that will perfectly separate training data, but the main idea is to pick
the one that best maximizes the margin i.e, the perpendicular distance to the closest point. If we
replace the log-loss with some other hinge loss function, the predictions depend on a subset of the
training data, known as support vectors. We need to confirm that each point resides in the correct
boundary place. This is not only for binary classification, as it can solve for multiclass classification
and support multidimensional features. This model also provides better time efficiency and higher
accuracy, as compared to other algorithms. There are different types of kernels to be applied such
as linear, polynomial, sigmoid, and radial basis function kernel (RBF). Figure 2.3 shows an example
of SVM and separation of data points by the optimal hyperplane [SVMb].
Figure 2.3: SVM and its hyperplane selection
In SVM, the compute and storage requirements depend upon the number of training vectors. If n
is the number of features and m is the samples then according to the libsvm-based implementation,
SVM usually scales between O(n ∗ m2) and O(n ∗ m3). So it works well for complex but small
training sets. However, data growth affects the time of computation. It scales well with the sparse
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features but it becomes slow when the number of instances gets large [SVMa].
2.2.3.3 K-Nearest Neighbors (KNN)
KNN is instance-based learning or lazy learning, which is used for both classification and regression
[GWB+03]. Predictions are made for new instances by searching through the entire training set
for K closest instances. Distance is computed for new instances, and weights are assigned more
to the nearest neighbors than the distant ones. KNN calculates the distance between data points
using Euclidean distance formula. The training examples with each class label are the vectors in
the multidimensional feature space. In classification, k is a user-defined constant, and we classify
a new unlabeled vector with the most frequent label among the k training samples nearest to it. It
is simple and easy to implement. Figure 2.4 shows the KNN with two different classes [KNNa].
Figure 2.4: A simple KNN
KNN involves brute-force computation to find distances between all pairs of points. The approach
scales as O(m ∗ n2) where n be the number of features and m be the samples. Sometimes the
computational cost of KNN can be reduced to O(m∗nlog(n)) which ultimately improves for a large
number of samples. It is very fast for low dimensional neighbor searches and becomes inefficient
when it becomes large[KNNb].
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2.2.3.4 Random Forest (RF)
Decision tree is a tree like structure used for classification. It has start node as root, each node
defines condition and at each branch choices are made between internal nodes which represent
the outcomes. Random forest (RF) is one of the supervised machine learning algorithms that is
based upon building multiple decision trees. It consists of multiple decision trees, and each tree
learns from the random samples during training. The data is first divided into multiple subsets,
and the random sets of features are taken while building decision trees. We need to consider two
hyperparameters: the number of trees, and the randomly selected features to evaluate at each tree
node [PAWV18]. Whenever new data comes, then RF uses the best solution made by the outcomes
of the decision trees to make a prediction. Figure 2.5 shows an overview of RF. Random Forest
Figure 2.5: An overview of random forest
is an ensemble model of decision trees and is faster than other models in computation. If m is the
number of features and n is the number of samples then the time complexity will be O(m∗ log). We
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can use a multi-core to parallelize the models if we have a huge amount of data. RF is comparatively
faster than other algorithms but depends upon the number of decision trees [RFc].
2.2.4 Clustering
Clustering is one of the popular unsupervised machine learning algorithms. Clustering means
grouping similar objects together. The data points can also be grouped into different groups in
which similar data points are grouped in one cluster and data points are different in different
clusters [LW12]. There are two types of clustering: similarity-based clustering and feature-based
clustering [Mur12]. K-means clustering is one of the popular clustering technique which partitions
the data into k clusters [HD15]. It specifies the number of clusters ’K’ and then cluster centroids
are initialized by selecting randomly data points. The distance between the points and all centroids
are calculated and the data point is assigned to the closest cluster.
2.2.5 Evaluation Metrics
Evaluating the performance of algorithms is one of the important tasks of machine learning imple-
mentation. Before applying machine learning algorithms, the data is first split into training and
test data. We build a model using the training data set and then we predict the labels of the test
dataset using the trained model. We then compare various predicted labels with the actual labels,
and thus, measure the performance of the model using various evaluation metrics. It is necessary
to build an accurate model that can predict the previously unseen data. The model might have
high performance by some metrics, while it might have poor performance by other metrics. Thus,
it is very important to utilize different evaluation metrics to evaluate the model.
2.2.5.1 Confusion Matrix
Confusion matrix is a table which is made up of 4 different combinations having actual and pre-
dicted values. It is used to describe the performance of a classification model (or “classifier”) on a
set of test data for which the true values are known. This helps to give information about whether
the data is being correctly classified or not. Figure 2.6 shows the table with predicted and actual
values. It gives visualization of performance by calculating the number of times the model classified
correctly and incorrectly. It consists of two rows and two columns, which report numbers of false
positives, false negatives, true positives, and true negatives.
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Figure 2.6: Confusion matrix for two classes
True Positive (TP): A data instance that the model correctly predicts as belonging to the posi-
tive class i.e. the actual and the predicted labels are both positive.
True Negative (TN): A data instance that the model correctly predicts as belonging to the
positive class i.e. the actual and the predicted labels are both negative.
False Positive (FP): A data instance that the model incorrectly predicts as belonging to the
positive class i.e. the actual label is negative, but the predicted label is positive.
False Negative (FN): A data instance that the model incorrectly predicts as belonging to the
positive class i.e. the actual label is negative, but the predicted label is negative.
Precision: Precision is the ratio of accurate positive predictions to the total number of positive










F1 Score: F1 score is the harmonic mean of precision and recall. F1-score reaches its best value
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at 1 and worst value at 0, as shown below:
F1Score =
2 ∗ (precision ∗ recall)
precision + recall
(2.3)
Accuracy: Accuracy is one of the most important performance metrics, which is simply the ratio
of correctly predicted observation to all the observations, as shown below:
Accuracy =
TruePositives + TrueNegatives






The data has been collected from The Cancer Genome Atlas (TCGA), which is the world’s largest
collection of genomic data. TCGA is a joint effort that began in 2006 between the National Cancer
Institute’s Center for Cancer Genomics and the National Human Genome Research Institute, which
began in 2006 [NCI]. The data has brought various improvements from making proper diagnoses, to
the treatment and prevention of cancer. Due to the public availability of data, it has made research
easy for many researchers. The TCGA dataset used in this thesis has 8293 samples labeled with
15 different types of cancer. We built our model using the TCGA dataset tested it on completely
independent dataset collected from Genotype-Tissue Expression (GTEX), performed on this model.
The Genotype-Tissue Expression (GTEX) project is an ongoing effort to build a comprehensive
public resource to study tissue-specific gene expression and regulation.
3.2 Data Description
The data collected from TCGA has 38019 features and 8293 samples. It was converted to a .csv
file so that it could be used with the machine learning models. The first column is patient ID and
the target variable is ’Type’, which we need to predict; and the column information on different
gene expressions. The target denotes the type of cancer, and each cancer type has a specific label.
There are 15 types of cancer in the dataset and their labels and descriptions are shown according
to the TCGA notation in Table 3.1. Figure 3.1 shows the frequency distribution of the TCGA data
while Figure 3.2 shows the distribution of the GTEX data.
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Label Description
BRCA Breast invasive Carcinoma
LUAD Lung adenocarcinoma
KIRC Kidney renal papillary cell carcinoma
COAD Colon adenocarcinoma
UCEC Uterine corpus endometrial carcinoma
THCA Thyroid Carcinoma
HNSC Head and neck squamous cell carcinoma
PRAD Prostate carcinoma
LIHC Liver hepatocellular carcinoma
BLCA Bladder urothelial carcinoma
STAD Stomach adenocarcinoma
CESC Cervical squamous cell carcinoma and endocervical adenocarcinoma
PAAD Pancreatic adenocarcinoma
ESCA Esophagus carcinoma
PCPG Pheochromocytoma and paraganglioma
Table 3.1: Cancel labels and description
Figure 3.1: Distribution of cancer labels for
TCGA
Figure 3.2: Distribution of cancer labels for
GTEX
3.3 Feature Selection
The feature selection methods usually reduce the number of features and select those input variables
that have the strongest relationship to the output variables. It is the process of selecting relevant
features from the dataset which are useful input variables to be used in a model which predicts the
target labels [fea]. The reduced selected features also greatly impacts the performance of the model.
In this thesis, we used the SelectKBest algorithm, and for this sklearn library was used [sel]. It
removes all except the k highest scoring features. It takes as a parameter score function and when
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we pass chi-squared function, it computes between each pair of features. The best features were
then selected using the union of different score values from the Chi-squared test and F-score. The
number of features were reduced to 832 and using those features different models were evaluated.
3.4 Data Preprocessing
Data preprocessing is the one of the phase of a machine learning project. Before running any
algorithms, we need to confirm the representation and quality of data. This dataset did not have
any missing values, and the values were considered as 0 if they had no counts. Our main goal is
to preprocess the data into the format required by the models, and clean the data to get a good
representation of data.
3.4.1 Stacked Denoising Autoencoders for Learning Representation
Autoencoder is a type of artificial neural network that learns efficient data encodings in an unsu-
pervised manner [Kra91]. The main goal is to learn a representation of data by training the model
and ignoring the noises. An autoencoder simply learns to copy its input to the output, and it
consists of two main parts: an encoder that maps the input into the code; and the decoder that
maps the code to the reconstruction of the original input. It also has hidden layers, like a neural
network, which represents the input. There are different types of regularized autoencoders. In this
thesis, we have implemented stacked denoising autoencoders, which are capable of learning powerful
representations of data. Representation learning is a very important part of machine learning, and
the performance of machine learning methods also depends upon the choice of data representation
or features [CWSA12]. Figure 3.3 shows an overview of an autoencoder.
We implemented a stacked denoising autoencoder for both TCGA and GTEX datasets and
transposed the datasets. As it is an unsupervised method, we fed data to the network without
labels [CCC16]. It computes the mapping, which reconstructs the corrupted features, and finally
stacks layers on the top of each other, using the previous layer as the input for the next. The number
of hidden layers used in this method is 3 which we referred from the existing literature. Finally,
we got the data representation of both TCGA and GTEX to be used for running different machine
learning models.The implementation and usage of the algorithm are based on the paper and we
followed the same algorithm flow in the paper [CWSA12]. For this, we used Python implementation
provided by the authors [msd]. Various models were tested using data representations but some
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labels were being predicted incorrectly while testing on GTEX. It resulted in a better performance
while using TCGA data representations. So due to the vast difference in performance, we tried
merging both TCGA and GTEX datasets. We fed the merged datasets to the network to achieve a
good representation so that the models would in better performance. We followed the same process
to get representations of the concatenated datasets.
Figure 3.3: An overview of Autoencoder
3.5 Data Splitting
Training and testing on the same dataset is not good approaches. If we train and test on the same
dataset, it might give high performance but this might lead to overfitting and the model might fail
to generalize well. To avoid such problems, we split the datasets into training and test data. TCGA
data was used for training the models, and during training, data was split for both training and
testing. Out of the total, 80% of the data was used for training, while 20% was used for testing.
The independent dataset GTEX was used for testing the model, as the data was unseen for the
model. In this thesis, we use a sklearn learn train/test split module for data splitting.
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3.6 K-Fold Cross Validation
When a model is trained, it is not guaranteed that it will perform well on unseen data. Cross-
validation (CV), sometimes called the re-sampling procedure. We always separate some portion of
data to use later for testing and validation once the model is trained. There are different validation
techniques, and among them, we have used k-fold cv in this thesis.
To perform k-fold CV, we first randomly split the whole dataset into k subsets. The model is
always trained on the k-1 subsets and validated on the remaining kth subset. This is repeated for
all k iterations; the advantage is all the data samples will be used for both training and testing,
which eventually helps the model to learn patterns from different data points. Generally, the value
of k in k-fold cv will be chosen as 10. Therefore, in 10-fold cross-validation, the data will be split
into 10 subsets, in which at each fold 9 subsets will be used as a training set, and the remaining 1
subset1 will be used for the testing set. Figure 3.4 shows an example of 10-fold cross-validation.
Figure 3.4: An overview of 10-fold cross-validation
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3.7 Hyperparameter Tuning
Most of the machine learning algorithm have both parameters and hyperparameters. A hyperpa-
rameter is one that we supply to the model, and cannot be learned during the training. They are
supplied by the person who is building the model; thus, they are external to the model. Before
running a machine learning algorithm, we need to set different hyperparameters. In this thesis, we
used GridSearchCV from sklearn library to get the best hyperparameters of the model, as it tries
with all the given parameters using cross-validation. Therefore, we used the grid search module
of sklearn library, and different hyperparameters were chosen for different models as detailed in
sections 4.1, 4.2, and 4.3.
3.7.1 Support Vector Machine
The following hyperparameters were chosen using 10 fold cross validation in support vector ma-
chine.
kernel
It specifies the type of the kernel to be used in the algorithm.
C
It is the regularization parameter which is the penalty for the model.
3.7.2 K-Nearest Neighbor
The following hyperparameters were chosen using 10 fold cross validation in K-Nearest Neighbor.
n neighbors
It specifies the number of neighbors to be used.
weights
It is the weight function used in the prediction. It can be uniform or distance weights.
3.7.3 Multilayer Perceptron
The following hyperparameters were chosen using 10 fold cross validation in Mulltilayer Perceptron.
hidden layer sizes
It represents the number of neurons in the hidden layer.
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activation
It represents the activation function for the hidden layer.
alpha
It is the regularization parameter, which is the penalty for the model.
3.7.4 Random Forest
The following hyperparameters were chosen using 10 fold cross validation in Random Forest Clas-
sifier.
criterion
It measures the quality of split.
max depth
It represents the maximum depth of the tree.
min samples split
It represents the minimum number of samples to split the internal node.
3.8 Testing and Performance Evaluation
After tuning hyperparameters, the independent data GTEX was used to measure the performance
of the model. Different evaluation metrics like F1-score, precision, recall, and accuracy were used
to evaluated the performance of the models.
3.9 Visualizing Using K-means Clustering
K-means clustering is a very powerful algorithm to find out the similarity and relationship among
the data. It groups similar data into different clusters. In this thesis, after performing the analysis
on test data for every model, it was found that some labels weren’t predicted correctly. Among
them, the trained model couldn’t predict most of the gastrointestinal (GI) label correctly. So we
first extracted the data with the label ’GI’ from TCGA and GTEX datasets and then performed
k-means clustering with different values of randomly chosen clusters. We also visualized the formed
clusters using various plots for both TCGA and GTEX datasets and finally, we chose the optimal
values of k (number of the cluster) using the elbow method. Elbow method is an unsupervised
method to determine optimal number of clusters. We also generated a file with true and predicted
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The TCGA dataset was split into training and validation datasets. Different machine learning
models were trained on the training dataset and also different hyperparameters were tuned using
cross-validation. After tuning the hyperparameters, we got the best hyperparameter for the model
to be fitted. The whole TCGA dataset was fitted on the model with the best hyperparameter.
Finally the independent dataset (GTEX) was used to test the models and evaluated using the
metrics discussed in section 2.5. In this section, we will discuss the results from different machine
learning algorithms using the data representation from marginalized stacked denoising autoencoder
(mSDA) can be visualized.
4.1 Results of Models Using Data Representation from Denoising Autoen-
coders
The data representation obtained from stacked denoising autoencoders has been used for training
and testing models. Models couldn’t perform better as compared to TCGA while classifying cancer
labels on independent data. It showed that the labels ESCA and STAD weren’t predicted correctly
while testing on the independent dataset. We tried merging the TCGA and GTEX dataset and
used stacked denoising autoencoders. The resulting representations were also used for training
and testing the models but we couldn’t achieve higher performances on independent dataset. This
section provides the results of different models and compare their performances.
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4.1.1 Support Vector Machine (SVM)
We used the sklearn package in Python to implement SVM. We trained the model using the TCGA
dataset and tuned hyperparameters using 10-fold cross-validation. The model was tested on the
GTEX dataset. Table 4.1 gives the overall performance of the model. We obtained an accuracy of
98.5% and F1 score of 99% using the TCGA dataset and we also tested the models using completely
independent data. Table 4.2 gives a classification report and Table 4.3 gives a confusion matrix of
the model. We observed that some labels (STAD, ESCA) were being misclassified as other labels.
Model SVM
Best hyperparameter C = 0.01, kernel = linear
Best training accuracy 0.972
Test set accuracy(TCGA) 0.985
F1-score on TCGA 0.99
Accuracy on independent data (GTEX) 0.694
Table 4.1: Results of SVM using data representations
Label Precision Recall F1-score Support
BLCA 0.02 0.64 0.03 11
BRCA 0.04 0.95 0.95 306
CESC 0.00 0.00 0.00 6
COAD 0.99 0.74 0.85 285
ESCA 0.00 0.00 0.00 444
HNSC 0.22 0.77 0.34 104
KIRC 1.00 0.20 0.33 50
LIHC 0.77 1.00 0.87 188
LUAD 1.00 1.00 1.00 474
PAAD 0.58 0.99 0.73 264
PCPG 0.99 0.90 0.94 205
PRAD 0.93 0.92 0.92 158
STAD 0.00 0.00 0.00 272
THCA 1.00 0.99 1.00 490
UCEC 0.00 0.00 0.00 116
avg 0.67 0.69 0.66 3374
Table 4.2: Classification report of SVM on independent data
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BLCA 7 0 2 0 0 0 0 0 0 0 0 2 0 0 0
BRCA 13 292 0 0 0 0 0 0 0 0 0 1 0 0 0
CESC 5 0 0 0 0 1 0 0 0 0 0 0 0 0 0
COAD 65 0 0 212 0 0 0 1 0 7 0 0 0 0 0
ESCA 150 1 1 1 0 289 0 0 0 2 0 0 0 0 0
HNSC 3 16 1 0 0 80 0 0 0 0 0 4 0 0 0
KIRC 0 0 2 0 0 0 10 36 0 2 0 0 0 0 0
LIHC 0 0 0 0 0 0 0 188 0 0 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 474 0 0 0 0 0 0
PAAD 0 0 0 0 0 0 0 2 0 262 0 0 0 0 0
PCPG 3 0 0 0 0 0 0 15 0 3 184 0 0 0 0
PRAD 11 0 2 0 0 0 0 0 0 0 0 145 0 0 0
STAD 65 0 24 2 0 0 0 2 0 177 2 0 0 0 0
THCA 1 0 0 0 0 0 0 0 0 1 0 1 0 487 0
UCEC 93 0 20 0 0 0 0 0 0 0 0 3 0 0 0
BLCA BRCA CESC COAD ESCA HNSC KIRC LIHC LUAD PAAD PCPG PRAD STAD THCA UCEC
Table 4.3: Confusion matrix of SVM on independent data
4.1.2 Random Forest (RF)
We used the sklearn package in Python to implement RF. We observed the overall performance of
random forest which is shown in Table 4.4. We obtained an accuracy of 98.5% and F1 score as
99% using the TCGA dataset and we tested the models using completely independent data. The
classification report of RF is shown in Table 4.5. The accuracy and F1 score on independent data
was 69.4% and 66% respectively. Table 4.6 shows the confusion matrix of the model which has
some similar results to that of SVM. We observed that some labels (STAD, ESCA) were being
misclassified as other labels.
Model Random Forest
Best hyperparameter criterion = entropy, max depth = 12, min samples split = 8
Best training accuracy 0.972
Test set accuracy(TCGA) 0.975
Accuracy on independent data (GTEX) 0.694
Table 4.4: Results of RF using data representations
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Label Precision Recall F1-score Support
BLCA 0.02 0.64 0.03 11
BRCA 0.94 0.95 0.95 306
CESC 0.00 0.00 0.00 6
COAD 0.99 0.74 0.85 285
ESCA 0.00 0.00 0.00 444
HNSC 0.22 0.77 0.34 104
KIRC 1.00 0.20 0.33 50
LIHC 0.77 1.00 0.87 188
LUAD 1.00 1.00 1.00 474
PAAD 0.58 0.99 0.73 264
PCPG 0.99 0.90 0.94 205
PRAD 0.93 0.92 0.92 158
STAD 0.00 0.00 0.00 272
THCA 1.00 0.99 1.00 490
UCEC 0.00 0.00 0.00 116
avg 0.67 0.69 0.66 3374
Table 4.5: Classification report of RF on independent data
BLCA 6 0 0 0 0 0 0 0 2 0 0 3 0 0 0
BRCA 0 305 0 0 0 0 0 0 0 0 0 1 0 0 0
CESC 1 3 0 0 0 2 0 0 0 0 0 0 0 0 0
COAD 52 3 0 214 0 0 0 0 1 5 3 0 0 0 7
ESCA 12 0 0 1 0 428 0 0 3 0 0 0 0 0 0
HNSC 0 37 0 0 0 65 0 0 1 0 0 1 0 0 0
KIRC 0 0 0 0 0 0 49 0 1 0 0 0 0 0 0
LIHC 0 0 0 0 0 0 0 188 0 0 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 474 0 0 0 0 0 0
PAAD 0 0 0 0 0 0 0 0 0 264 0 0 0 0 0
PCPG 28 39 0 0 0 0 9 0 0 0 129 0 0 0 0
PRAD 10 2 0 0 0 0 0 0 1 0 0 139 0 0 6
STAD 54 3 0 10 0 2 0 0 0 192 6 0 0 0 5
THCA 0 2 0 0 0 0 0 0 0 0 0 0 0 488 0
UCEC 21 57 1 0 0 0 0 0 0 0 0 3 0 0 34
BLCA BRCA CESC COAD ESCA HNSC KIRC LIHC LUAD PAAD PCPG PRAD STAD THCA UCEC
Table 4.6: Confusion matrix of RF on independent data
4.1.3 K Nearest Neighbor (KNN)
The overall performance of KNN is shown in Table 4.7. For the implementation, we used the
sklearn package in Python. The obtained accuracy for TCGA and GTEX was 95.6% and 66.5%. It
showed very poor performance on independent datasets. The classification report of KNN is shown
in Table 4.8. Table 4.9 shows the generated confusion matrix of the model. Most of the samples of
(STAD, ESCA) were being misclassified.
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Model K Nearest Neighbor Classifier
Best hyperparameter n neighbors = 5, weights = distance
Best training accuracy 0.955
Test set accuracy(TCGA) 0.956
Accuracy on independent data (GTEX) 0.665
Table 4.7: Result of KNN using data representations
Label Precision Recall F1-score Support
BLCA 0.00 0.00 0.00 11
BRCA 0.68 1.00 0.81 306
CESC 0.00 0.00 0.00 6
COAD 0.65 0.72 0.68 285
ESCA 0.00 0.00 0.00 444
HNSC 0.05 0.15 0.07 104
KIRC 1.00 0.8 0.89 50
LIHC 0.71 0.99 0.83 188
LUAD 1.00 1.00 1.00 474
PAAD 0.51 0.44 0.48 264
PCPG 0.74 1.00 0.85 205
PRAD 0.77 0.93 0.84 158
STAD 0.00 0.00 0.00 272
THCA 1.00 1.00 1.00 490
UCEC 0.78 0.53 0.64 116
avg 0.61 0.67 0.63 3374
Table 4.8: Classification report of KNN on independent data
BLCA 0 2 1 0 0 0 0 0 0 0 0 8 0 0 0
BRCA 0 305 0 0 0 0 0 0 0 0 0 1 0 0 0
CESC 1 0 0 0 0 1 0 0 0 0 0 0 0 0 4
COAD 21 8 23 206 0 0 0 0 0 13 7 0 0 0 7
ESCA 29 3 71 1 0 332 0 0 0 2 0 5 0 0 1
HNSC 0 79 5 0 0 16 0 0 0 0 0 4 0 0 0
KIRC 0 0 0 0 0 0 40 1 0 9 0 0 0 0 0
LIHC 0 0 0 0 0 0 0 187 0 1 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 474 0 0 0 0 0 0
PAAD 0 0 0 0 0 0 0 77 0 117 54 15 0 1 0
PCPG 0 1 0 0 0 0 0 0 0 0 204 0 0 0 0
PRAD 2 2 6 0 0 0 0 0 0 0 1 147 0 0 0
STAD 23 18 13 111 0 0 0 0 0 86 10 6 0 0 5
THCA 0 1 0 0 0 0 0 0 0 0 0 1 0 488 0
UCEC 2 27 20 0 0 1 0 0 0 0 0 4 0 0 62
BLCA BRCA CESC COAD ESCA HNSC KIRC LIHC LUAD PAAD PCPG PRAD STAD THCA UCEC
Table 4.9: Confusion matrix of KNN on independent data
4.1.4 Mulitilayer Perceptron (MLP)
The overall performance of the multilayer perceptron is shown in Table 4.10. The model was
used from sklearn package in Python. We observed a slight increase in accuracy and F1-score for
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independent data which was 72.3% and 72% respectively. MLP performed well as compared to
other models. The classification report of MLP is shown in Table 4.11. We observed that some
labels (STAD, ESCA) were being misclassified as other labels as shown in confusion matrix as
shown in Table 4.12.
Model Multilayer perceptron
Best hyperparameter hidden layer sizes = 19017, activation = relu, alpha = 0.01
Best training accuracy 0.965
Test set accuracy (TCGA) 0.960
Accuracy on independent data (GTEX) 0.723
Table 4.10: Results of MLP using data representations
Labels Precision Recall F1-score Support
BLCA 0.23 0.45 0.30 11
BRCA 0.96 0.99 0.97 306
CESC 0.01 0.83 0.02 6
COAD 0.96 0.89 0.92 285
ESCA 0.00 0.00 0.00 444
HNSC 0.58 0.88 0.70 104
KIRC 1.00 0.34 0.51 50
LIHC 0.99 0.99 0.99 188
LUAD 1.00 1.00 1.00 474
PAAD 0.52 1.00 0.68 264
PCPG 0.55 1.00 0.71 205
PRAD 0.95 0.95 0.95 158
STAD 0.00 0.00 0.00 272
THCA 0.99 1.00 0.99 490
UCEC 0.00 0.00 0.00 116
avg 0.66 0.68 0.72 3374
Table 4.11: Classification report of MLP on independent data
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BLCA 5 0 1 2 0 0 0 0 0 0 0 3 0 0 0
BRCA 1 304 0 0 0 0 0 0 0 0 0 1 0 0 0
CESC 0 0 5 0 0 0 0 0 0 0 1 0 0 0 0
COAD 1 0 0 253 0 0 0 0 0 0 31 0 0 0 0
ESCA 4 1 368 2 0 66 0 0 0 1 1 1 0 0 0
HNSC 0 12 0 0 0 91 0 0 0 0 0 0 0 1 0
KIRC 0 0 0 0 0 0 17 1 0 27 0 1 0 4 0
LIHC 0 0 0 0 0 0 0 187 0 1 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 472 1 0 0 0 1 0
PAAD 0 0 0 0 0 0 0 0 0 263 0 0 0 1 0
PCPG 0 0 0 0 0 0 0 0 0 0 205 0 0 0 0
PRAD 3 1 3 0 0 0 0 0 0 1 0 150 0 0 0
STAD 8 0 1 7 0 0 0 0 0 209 47 0 0 0 0
THCA 0 0 1 0 0 0 0 0 0 0 0 0 0 489 0
UCEC 0 0 24 0 0 0 0 0 0 1 89 2 0 0 0
BLCA BRCA CESC COAD ESCA HNSC KIRC LIHC LUAD PAAD PCPG PRAD STAD THCA UCEC
Table 4.12: Confusion matrix of MLP on independent data
Figure 4.1: Accuracy and F1-score for different models on independent data
Figure 4.1 shows the accuracy and F1 score obtained from independent data (GTEX) using
different machine learning models. While comparing these models, MLP gave a better performance
with an accuracy of 72.3% and F1 score of 72% but it took a long time to train the model. SVM
and RF gave similar results, but KNN gave a poor performance. The reasons might be due to the
difference in data and preprocessing techniques.
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4.2 Results of Models Using the Data After Merging and Splitting the Labels
The TCGA dataset was preprocessed with additional changes in the labels, in which the type ESCA
and STAD were merged into Gastrointestinal (GI). This was done because we observed that most
of these labels were being highly misclassified as other labels. They were both identified as similar
cancer tissue. The type LUAD was also split into LUAD and LUSC in both datsets. The models
were using TCGA as the training dataset whereas the GTEX data as test datasets. After merging
those misclassified labels into GI, we can see most of them are classified correctly. Most of the
samples within GI were misclassified as other labels. However, we achieved an accuracy of 95.6%
on TCGA dataset and an accuracy of 85.1% on independent data.
4.2.1 Support Vector Machine (SVM)
Table 4.13 gives the overall performance of the model. We used sklearn library in Python for
the implementation. The best model obtained after tuning hyperparameters was used for testing
on the TCGA which gave an accuracy of 97.5%. This model gave a very good performance and
predicted most of the samples correctly. Predictions were made on the GTEX data and calculated
classification metrics as shown in Table 4.14. Table 4.15 shows the confusion matrix generated
for the model on the GTEX data. We can see some samples within GI are being misclassified as
PAAD, BLCA, and CESC. But the majority are predicted correctly.
Model SVM
Best hyperparameter C :0.001, kernel: linear
Best training accuracy 0.969
Test set accuracy(TCGA) 0.975
Accuracy on independent data (GTEX) 0.725
Table 4.13: Results of SVM using log TPM data
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Label Precision Recall F1-score Support
BLCA 0.03 1.00 0.06 11
BRCA 0.99 0.92 0.95 304
CESC 0.07 1.00 0.14 6
COAD 1.00 0.70 0.82 281
GI 1.00 0.01 0.01 706
HNSC 0.26 0.97 0.41 101
KIRC 1.00 1.00 1.00 48
LIHC 1.00 1.00 1.00 187
LUAD 1.00 0.94 0.97 470
PAAD 0.55 1.00 0.71 263
PCPG 1.00 1.00 1.00 203
PRAD 0.99 0.89 0.94 158
THCA 1.00 0.99 0.99 486
UCEC 1.00 0.54 0.70 115
avg 0.94 0.73 0.71 3340
Table 4.14: Classification report of SVM on independent data
BLCA 11 0 0 0 0 0 0 0 0 0 0 0 0 0
BRCA 24 280 0 0 0 0 0 0 0 0 0 0 0 0
CESC 0 0 6 0 0 0 0 0 0 0 0 0 0 0
COAD 81 0 0 196 0 0 0 0 0 4 0 0 0 0
GI 193 1 25 0 5 283 0 0 0 198 0 1 0 0
HNSC 2 1 0 0 0 98 0 0 0 0 0 0 0 0
KIRC 0 0 0 0 0 0 48 0 0 0 0 0 0 0
LIHC 0 0 0 0 0 0 0 187 0 0 0 0 0 0
LUAD 13 0 0 0 0 0 0 0 442 15 0 0 0 0
PAAD 0 0 0 0 0 0 0 0 0 263 0 0 0 0
PCPG 0 1 0 0 0 0 0 0 0 0 202 0 0 0
PRAD 18 0 0 0 0 0 0 0 0 0 0 140 0 0
THCA 4 0 0 0 0 0 0 0 0 1 0 0 481 0
UCEC 4 0 49 0 0 0 0 0 0 0 0 0 0 62
BLCA BRCA CESC COAD GI HNSC KIRC LIHC LUAD PAAD PCPG PRAD THCA UCEC
Table 4.15: Confusion matrix of SVM on independent data
4.2.2 Random Forest (RF)
Table 4.16 gives the overall performance of the model. We used sklearn library in Python for the
implementation. We trained and tested the model on the TCGA which gave an accuracy of 97.8%.
This model also gave a very good performance and predicted all the samples correctly. Predictions
were made on GTEX data and calculated classification metrics as shown in Table 4.17. Table
4.18 gives a confusion matrix generated by the model. The confusion matrix shows that GI was
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misclassified as HNSC, BLCA, and CESC. But the majority of other labels are predicted correctly.
Model Random Forest
Best hyperparameter criterion=entropy, max depth=12, min samples split=9
Best training accuracy 0.989
Test set accuracy(TCGA) 0.978
Accuracy on independent data (GTEX) 0.751
Table 4.16: Result of RF using log TPM data
Label Precision Recall F1-score Support
BLCA 0.07 1.00 0.13 11
BRCA 0.80 1.00 0.89 304
CESC 0.00 0.00 0.00 6
COAD 0.99 0.69 0.82 281
GI 0.90 0.09 0.16 706
HNSC 0.09 0.40 0.14 101
KIRC 0.74 1.00 0.85 48
LIHC 1.00 1.00 1.00 187
LUAD 0.97 1.00 0.98 470
PAAD 0.65 0.99 0.79 263
PCPG 1.00 0.96 0.98 203
PRAD 0.99 0.89 0.94 158
THCA 1.00 0.99 1.00 486
UCEC 0.88 0.99 0.93 115
avg 0.89 0.75 0.74 3340
Table 4.17: Confusion matrix of RF on independent data
BLCA 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0
BRCA 0 304 0 0 0 0 0 0 0 0 0 0 0 0 0
CESC 0 0 3 0 0 1 0 0 0 0 0 0 0 0 2
COAD 60 2 0 211 1 0 0 0 0 0 1 0 0 0 6
GI 71 3 33 0 370 210 0 0 0 0 10 0 0 0 9
HNSC 0 8 3 0 0 90 0 0 0 0 0 0 0 0 0
KIRC 0 0 0 0 0 0 46 0 0 0 0 0 0 2 0
LIHC 0 0 0 0 0 0 0 187 0 0 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 456 14 0 0 0 0 0
LUSC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PAAD 0 0 0 0 0 0 0 0 0 0 263 0 0 0 0
PCPG 0 0 0 0 0 0 0 0 0 0 0 202 0 1 0
PRAD 9 0 1 0 0 1 0 0 0 0 0 0 143 0 4
THCA 0 2 0 0 0 0 0 0 2 0 0 0 0 481 1
UCEC BLCA BRCA CESC COAD GI HNSC KIRC LIHC LUAD LUSC PAAD PCPG PRAD THCA UCEC
Table 4.18: Confusion matrix of RF on independent data
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4.2.3 K Nearest Neighbor (KNN)
We used sklearn library in Python for implementation. The overall performance of KNN is shown
in Table 4.19. We used GTEX as test data which is completely unseen for the model. The obtained
accuracy and f1-scores were 85.1% and 88% respectively. The best accuracy was achieved by this
model for the given dataset on both TCGA and GTEX. The classification report of KNN is shown
in Table 4.20 and Table 4.21 shows the confusion matrix of the model.
Model K Nearest Neighbor Classifier
Best hyperparameter n neighbors = 5, weights = distance
Best training accuracy 0.948
Test set accuracy(TCGA) 0.949
Accuracy on independent data (GTEX) 0.851
Table 4.19: Result of KNN using log TPM data
Label Precision Recall F1-score Support
BLCA 0.07 1.00 0.14 11
BRCA 0.96 1.00 0.98 304
CESC 0.03 0.17 0.05 6
COAD 1.00 0.68 0.81 281
GI 0.98 0.48 0.65 706
HNSC 0.27 0.90 0.42 101
KIRC 1.00 0.98 0.99 48
LIHC 1.00 1.00 1.00 187
LUAD 1.00 1.00 1.00 470
LUSC 0.00 0.00 0.00 0.00
PAAD 0.95 1.00 0.97 263
PCPG 1.00 1.00 1.00 203
PRAD 1.00 0.90 0.95 158
THCA 1.00 0.99 0.99 486
UCEC 0.74 1.00 0.85 115
avg 0.95 0.85 0.88 3340
Table 4.20: Classification report of KNN on independent data
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BLCA 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0
BRCA 0 304 0 0 0 0 0 0 0 0 0 0 0 0 0
CESC 0 0 1 0 0 1 0 0 0 0 0 0 0 0 2
COAD 60 2 0 191 1 0 0 0 0 0 1 0 0 0 6
GI 71 3 33 0 370 210 0 0 0 0 10 0 0 0 9
HNSC 0 8 3 0 0 91 0 0 0 0 0 0 0 0 0
KIRC 0 0 0 0 0 0 47 0 0 0 0 0 0 2 0
LIHC 0 0 0 0 0 0 0 187 0 0 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 468 14 0 0 0 0 0
LUSC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PAAD 0 0 0 0 0 0 0 0 0 0 263 0 0 0 0
PCPG 0 0 0 0 0 0 0 0 0 0 0 202 0 1 0
PRAD 9 0 1 0 0 1 0 0 0 0 0 0 142 0 4
THCA 0 2 0 0 0 0 0 0 2 0 0 0 0 482 1
UCEC 0 0 44 0 0 0 0 0 0 0 0 0 0 0 115
BLCA BRCA CESC COAD GI HNSC KIRC LIHC LUAD LUSC PAAD PCPG PRAD THCA UCEC
Table 4.21: Confusion Matrix of KNN on independent data
4.2.4 Multilayer Perceptron (MLP)
We used sklearn library in Python for implementation. The overall performance of MLP is shown
in Table 4.22. The accuracy of TCGA data was 97.1%. We observed an increase in accuracy and
F1 score for independent data which was 77.6% and 78% respectively. The classification report of
MLP is shown in Table 4.23. We observed the problem in classifying GI and most of the samples
were being misclassified as other labels. Table 4.24 shows the confusion matrix for the model. The
model took a long time for training and the reason might due to the complex network with the
increase in neurons.
Model Multilayer perceptron
Best hyperparameter hidden layer sizes = 19017, activation = relu, alpha = 0.01
Best training accuracy 0.987
Test set accuracy(TCGA) 0.971
Accuracy on independent data (GTEX) 0.776
Table 4.22: Result of multilayer perceptron using log TPM data
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Label Precision Recall F1-score Support
BLCA 0.10 1.00 0.17 11
BRCA 0.97 0.96 0.96 304
CESC 0.02 0.83 0.05 6
COAD 1.00 0.80 0.89 281
GI 1.00 0.19 0.31 706
HNSC 0.28 0.96 0.43 101
KIRC 1.00 1.00 1.00 48
LIHC 0.97 1.00 0.99 187
LUAD 0.97 1.00 0.98 470
LUSC 0.00 0.00 0.00 0
PAAD 0.65 1.00 0.79 263
PCPG 0.966 0.97 0.97 204
PRAD 0.99 0.92 0.95 158
THCA 1.00 1.00 1.00 486
UCEC 0.97 0.34 0.50 115
avg 0.93 0.78 0.78 3340
Table 4.23: Classification report of multilayer perceptron on independent data
BLCA 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0
BRCA 3 292 0 0 0 1 0 3 2 0 0 1 0 0
CESC 1 0 5 0 0 0 0 0 0 0 0 0 0 0 0
COAD 47 1 0 224 0 0 0 0 0 0 7 2 0 0 0
GI 35 4 141 0 131 245 0 0 10 0 133 6 0 0 1
HNSC 0 4 0 0 0 97 0 0 0 0 0 0 0 0 0
KIRC 0 0 0 0 0 0 48 0 0 0 0 0 0 0 0
LIHC 0 0 0 0 0 0 0 187 0 0 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 470 0 0 0 0 0 0
LUSC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PAAD 0 0 0 0 0 0 0 0 0 0 263 0 0 0 0
PCPG 1 0 0 0 0 0 0 2 2 1 0 198 0 0 0
PRAD 8 0 0 0 0 4 0 0 1 0 0 0 145 0 0
THCA 1 1 0 0 0 0 0 0 0 0 0 0 0 484 0
UCEC 8 0 68 0 0 0 0 0 0 0 0 0 0 0 39
BLCA BRCA CESC COAD GI HNSC KIRC LIHC LUAD LUSC PAAD PCPG PRAD THCA UCEC
Table 4.24: Confusion matrix of multilayer perceptron on independent data
The plot showing accuracy and F1-score on independent data (GTEX) are shown in Figure 4.2.
After doing some data preprocessing, KNN gave the best performance among all models for this
dataset. We were able to predict most of the cancer labels correctly. In this dataset, KNN made
good predictive analysis whereas RF had worst performance based on accuracy and F1-score.
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Figure 4.2: Accuracy and F1 score for different models on independent data
4.3 Results of models using the selected features
In this experiments, the features were selected from both TCGA and GTEX dataset using the
union of scores values of Chi-Squared test and F-score. The selected features were then reduced
to 832 from 38019 features. The reduced features were used for evaluating various models. TCGA
data was used to train models with cross validation to tune hyperparameters. GTEX dataset was
used to test the model performances and the results are shown below. The selected models were
computationally faster while using the reduced features and showed good performance in terms of
time complexity.
4.3.1 Support Vector Machine (SVM)
The overall performance of the support vector machine is shown in Table 4.25. The classification
report of SVM is shown in Table 4.26 and Table 4.27 shows the confusion matrix of the model.
SVM couldn’t predict all the samples for GI correctly. Out of 706, only 42 samples were being
classified correctly whereas all of them were being classified correctly on the TCGA dataset. The
accuracy obtained on GTEX by this model was 76.3% but it had high precision of 94%.
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Model SVM
Best hyperparameter C :0.01, kernel: linear
Best training accuracy 0.994
Test set accuracy 0.975
Accuracy on independent data (GTEX) 0.763
Table 4.25: Result of SVM using selectKbest
Label Precision Recall F1-score Support
BLCA 0.06 1.00 0.11 11
BRCA 0.96 0.99 0.97 304
CESC 0.02 0.67 0.04 6
COAD 1.00 0.71 0.83 281
GI 1.00 0.06 0.11 706
HNSC 0.29 0.97 0.45 101
KIRC 1.00 1.00 1.00 48
LIHC 0.99 1.00 1.00 187
LUAD 1.00 1.00 1.00 470
PAAD 0.60 1.00 0.75 263
PCPG 1.00 0.98 0.99 204
PRAD 0.99 0.87 0.93 158
THCA 1.00 0.99 1.00 486
UCEC 0.98 0.93 0.96 115
avg 0.94 0.76 0.75 3340
Table 4.26: Classification report of SVM on independent data
BLCA 11 0 0 0 0 0 0 0 0 0 0 0 0 0
BLCA 2 300 0 0 0 0 0 1 0 0 0 1 0 0
CESC 0 0 4 0 0 0 0 0 0 0 0 0 0 2
COAD 80 1 0 200 0 0 0 0 0 0 0 0 0 0
GI 79 4 172 0 42 239 0 0 0 170 0 0 0 0
HNSC 1 2 0 0 0 98 0 0 0 0 0 0 0 0
KIRC 0 0 0 0 0 0 48 0 0 0 0 0 0 0
LIHC 0 0 0 0 0 0 0 187 0 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 469 0 0 0 1 0
PAAD 0 0 0 0 0 0 0 0 0 263 0 0 0 0
PCPG 3 0 0 0 0 0 0 0 0 1 200 0 0 0
PRAD 13 5 0 0 0 1 0 0 0 1 0 138 0 0
THCA 2 1 0 0 0 0 0 0 0 0 0 0 483 0
UCEC 5 0 3 0 0 0 0 0 0 0 0 0 0 107
BLCA BLCA CESC COAD GI HNSC KIRC LIHC LUAD PAAD PCPG PRAD THCA UCEC
Table 4.27: Confusion Matrix of SVM on independent data
4.3.2 Random Forest (RF)
Table 4.28 gives the overall performance of the model. We used sklearn library for the implemen-
tation. We trained and tested the model on TCGA, which gave an accuracy of 97.5%. This model
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also gave a very good performance and predicted the samples correctly. Predictions were also made
on GTEX data with an accuracy of 97.5% and evaluation metrics are shown in Table 4.29. Table
4.30 gives a confusion matrix generated by the model. A few samples within GI were correctly
classified and this model gave bad performance as compared to other models on GTEX.
Model Random Forest
Best hyperparameter criterion = entropy, max depth = 12, min samples split = 8
Best training accuracy 0.997
Test set accuracy 0.975
Accuracy on independent data (GTEX) 0.70
Table 4.28: Results of RF using selectKbest
Label Precision Recall F1-score Support
BLCA 0.08 1.00 0.15 11
BRCA 0.61 1.00 0.76 304
CESC 0.00 0.00 0.00 6
COAD 1.00 0.72 0.84 281
GI 0.35 0.01 0.02 706
HNSC 0.05 0.24 0.09 101
KIRC 0.91 1.00 0.95 48
LIHC 1.00 1.00 1.00 187
LUAD 0.99 1.00 1.00 470
PAAD 0.57 1.00 0.72 263
PCPG 0.91 0.38 0.53 204
PRAD 0.99 0.87 0.93 158
THCA 1.00 0.99 1.00 486
UCEC 0.69 0.98 0.81 115
avg 0.74 0.70 0.66 3340
Table 4.29: Classification report of RF on independent data
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BLCA 11 0 0 0 0 0 0 0 0 0 0 0 0 0
BRCA 0 303 0 0 0 0 0 0 0 0 0 1 0 0
CESC 0 0 0 0 0 2 0 0 0 0 0 0 0 4
COAD 34 3 0 203 11 0 5 0 0 2 4 0 0 19
GI 32 17 0 0 6 422 0 0 2 198 4 0 0 25
HNSC 2 75 0 0 0 24 0 0 0 0 0 0 0 0
KIRC 0 0 0 0 0 0 48 0 0 0 0 0 0 0
LIHC 0 0 0 0 0 0 0 187 0 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 470 0 0 0 0 0
PAAD 0 0 0 0 0 0 0 0 0 263 0 0 0 0
PCPG 42 84 0 0 0 0 0 0 1 0 77 0 0 0
PRAD 8 11 0 0 0 0 0 0 0 0 0 137 0 2
THCA 0 2 0 0 0 0 0 0 1 0 0 0 483 0
UCEC 2 0 0 0 0 0 0 0 0 0 0 0 0 113
BLCA BRCA CESC COAD GI HNSC KIRC LIHC LUAD PAAD PCPG PRAD THCA UCEC
Table 4.30: Confusion matrix of RF on independent data
4.3.3 K Nearest Neighbor (KNN)
We used sklearn library in Python for implementation. The overall performance of KNN is shown
in Table 4.31. We used GTEX as test data which is completely unseen for the model. The obtained
accuracy and F1-scores were 80% and 83% respectively. The best accuracy was achieved by this
model for the selected features on GTEX. The classification report of KNN is shown in Table
4.32 and Table 4.33 shows the confusion matrix for the model. We can see the few samples being
misclassified for COAD and PCPG.
Model KNN
Best hyperparameter n neighbors = 10, weights = distance
Best training accuracy 0.968
Test set accuracy(TCGA) 0.956
Accuracy on independent data (GTEX) 0.80
Table 4.31: Result of KNN using selectKbest
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Label Precision Recall F1-score Support
BLCA 0.05 1.00 0.09 11
BRCA 0.90 1.00 0.95 304
CESC 0.05 0.17 0.07 6
COAD 1.00 0.67 0.80 281
GI 0.97 0.31 0.47 706
HNSC 0.15 0.73 0.26 101
KIRC 1.00 0.98 0.99 48
LIHC 1.00 1.00 1.00 187
LUAD 1.00 0.99 0.99 470
PAAD 1.00 1.00 1 00 263
PCPG 1.00 0.84 0.91 204
PRAD 0.99 0.85 0.92 158
THCA 1.00 0.99 1.00 486
UCEC 0.96 0.96 0.96 115
avg 0.95 0.80 0.83 3340
Table 4.32: Confusion Matrix of KNN on independent data
BLCA 11 0 0 0 0 0 0 0 0 0 0 0 0 0
BRCA 0 303 0 0 0 0 0 0 0 0 0 1 0 0
CESC 0 0 1 0 0 1 0 0 0 0 0 0 0 4
COAD 85 1 0 189 6 0 0 0 0 0 0 0 0 0
GI 59 5 19 0 219 404 0 0 0 0 0 0 0 0
HNSC 3 24 0 0 0 74 0 0 0 0 0 0 0 0
KIRC 1 0 0 0 0 0 47 0 0 0 0 0 0 0
LIHC 0 0 0 0 0 0 0 187 0 0 0 0 0 0
LUAD 5 0 0 0 0 0 0 0 465 0 0 0 0 0
PAAD 0 0 0 0 0 0 0 0 0 263 0 0 0 0
PCPG 31 1 0 0 0 0 0 0 0 0 172 0 0 0
PRAD 21 1 0 0 0 0 0 0 0 0 0 135 0 1
THCA 1 2 0 0 0 0 0 0 0 0 0 0 483 0
UCEC 4 0 1 0 0 0 0 0 0 0 0 0 0 110
BLCA BRCA CESC COAD GI HNSC KIRC LIHC LUAD PAAD PCPG PRAD THCA UCEC
Table 4.33: Confusion Matrix of KNN on independent data
4.3.4 Multilayer Perceptron (MLP)
We observed the overall performance of MLP which is shown in Table 4.34. We achieved 96%
accuracy on the TCGA and 80% accuracy on the GTEX datasets. This model gave similar results
as KNN and it took less time for computation. Using the selected features for this model, it was
computationally faster than before. The classification report of MLP is shown in Table 4.35 and
Table 4.36 shows the confusion matrix of the model and we had still problems samples within GI
that were being misclassified.
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Model Multilayer perceptron
Best hyperparameter hidden layer sizes = 416, activation = tanh, alpha = 0.001
Best training accuracy 0.975
Test set accuracy(TCGA) 0.960
Accuracy on independent data (GTEX) 0.80
Table 4.34: Result of MLP using selectKbest
Label Precision Recall F1-score Support
BLCA 0.09 1.00 0.17 11
BRCA 0.98 0.97 0.98 304
CESC 0.02 1.00 0.05 6
COAD 1.00 0.74 0.85 281
GI 1.00 0.28 0.44 706
HNSC 0.208 0.99 0.44 101
KIRC 1.00 1.00 1.00 48
LIHC 0.99 1.00 0.99 187
LUAD 1.00 1.00 1.00 470
LUSC 0.00 0.00 0.00 0
PAAD 0.77 1.00 0.87 263
PCPG 1.00 0.98 0.99 204
PRAD 0.99 0.91 0.95 158
THCA 1.00 1.00 1.00 486
UCEC 0.97 0.25 0.40 115
avg 0.95 0.79 0.81 3340
Table 4.35: Classification report of MLP on independent data
BLCA 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0
BRCA 2 294 0 0 0 0 0 2 1 0 4 0 1 0 0
CESC 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0
COAD 67 1 0 209 0 0 0 0 0 0 4 0 0 0 0
GI 26 3 160 0 197 252 0 0 0 0 67 0 0 0 1
HNSC 1 0 0 0 0 100 0 0 0 0 0 0 0 0 0
KIRC 0 0 0 0 0 0 48 0 0 0 0 0 0 0 0
LIHC 0 0 0 0 0 0 0 187 0 0 0 0 0 0 0
LUAD 0 0 0 0 0 0 0 0 470 0 0 0 0 0 0
LUSC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PAAD 0 0 0 0 0 0 0 0 0 0 263 0 0 0 0
PCPG 2 0 0 0 0 0 0 0 1 1 1 199 0 0 0
PRAD 8 0 0 0 0 4 0 0 0 0 2 0 144 0 0
THCA 1 1 0 0 0 0 0 0 0 0 0 0 0 484 0
UCEC 3 0 81 0 0 0 0 0 0 0 2 0 0 0 29
BLCA BRCA CESC COAD GI HNSC KIRC LIHC LUAD LUSC PAAD PCPG PRAD THCA UCEC
Table 4.36: Confusion matrix of MLP on independent data
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Figure 4.3: Accuracy and F1 score for different models on independent data
Figure 4.3 shows the accuracy and F1 score using selected features on an independent dataset
(GTEX). We achieved similar performance for both KNN and MLP with accuracy of 80% for both
models. RF has lower performance as compared to other models. SVM achieved an accuracy of
76.3% and F1 score of 75%. For the selected features, KNN gave better performance.
4.4 Visualizing clustering results
K-means clustering was used for finding clusters and visualizing the obtained results. It was ob-
served that for a particular label ’GI’, there were subclusters within a cluster. The elbow method
was used to chose the optimal number of clusters and it showed there were 3 sub-clusters within a
cluster for the label ’GI’. Different plots were made to visualize the graph of different clusters for
both TCGA and GTEX datasets. Figure 4.4, Figure 4.5, Figure 4.6 and Figure 4.7 shows graph
plotted for one, two, three and four randomly selected clusters for TCGA data. Figure 4.8, Figure
4.9, Figure 4.10 and Figure 4.11 shows the graph plotted for one, two three and four randomly
selected clusters for GTEX data respectively.
We observed that GI was misclassified as other labels which include HNSC, BLCA, CESC,
LUAD, PAAD, UCEC, and BRCA. We generated a file with actual and predicted labels and
checked the corresponding samples which clusters they belong to. Then, we calculated the misclas-
sification rates for the samples within 3 different clusters. It is the ratio of incorrectly classified
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data points to the total data points. The misclassification rates were 39.6% and 6.5% respectively
for GTEX and TCGA datasets respectively.
Figure 4.4: K-means clustering for TCGA using
1 cluster
Figure 4.5: K-means clustering for TCGA using
2 clusters
Figure 4.6: K-means clustering for TCGA using
3 cluster
Figure 4.7: K-means clustering for TCGA using
4 clusters
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Figure 4.8: K-means clustering for GTEX using
1 cluster
Figure 4.9: K-means clustering for GTEX using
2 clusters
Figure 4.10: K-means clustering for GTEX using
3 cluster




Conclusion and Future work
In this thesis, various machine learning approaches were used to classify different cancer labels. The
training data collected from TCGA and the independent dataset from GTEX were preprocessed to
clean the dataset. The main goal of the thesis was to make a predictive analysis from both datasets
to find the tissue origin of cancer using gene expression. A stacked denoising autoencoder was
used to get data representations. Feature selection was done using the SelectKBest algorithm from
sklearn library. The features were selected and thus reduced to 832 from 38019. The preprocessed
data was used to train various machine learning algorithms including support vector machine
(SVM), k-nearest neighbor (KNN), random forest (RF), and multilayer perceptron (MLP). Different
hyperparameters were tuned using cross validation, and the best hyperparameters were used to build
the model. Various experiments were conducted, using the best models and model performances
were evaluated on an independent dataset with and without using data representations, and also
with selected features. The models did not perform well on data representations using stacked
denoising autoencoders, MLP gave an accuracy of 72.3%, but precision and recall were found to be
66% and 68%, respectively. Among all models, KNN achieved the best performances, as compared
to the other models. Using the data after merging and splitting the labels, it gave an accuracy
of 85.1%, with precision of 95% and recall of 85%. Models can predict more accurately if we
collect more training data. The selection of hyperparameters also assists in increasing accuracy
and tuning the hyperparameters of individual algorithms may help optimize performance. MLP
gave better results than other algorithms when using selected features. The accuracy was 80%, and
the precision and recall were observed to be 95% and 79%, respectively.
Due to the difference in dataset collection from different sources, the performance of models
differs on two different datasets. We can utilize different preprocessing techniques before applying
46
machine learning algorithms. This time we performed time complexity of various model so that
we can select the algorithm that is fast among those having similar performance. In the future,
we can perform a space complexity analysis of various models so that we can select algorithm
with space consumption and performance tradeoff balance. There might be different protocols
in different medical labs but for the future, we can study on a dataset that provides meaningful
information for the researcher for better outcomes and quality evaluation. Also, we can employ
deep learning methods to find patterns in a huge dataset which might increase accuracy. Various
advanced machine learning methods can be implemented to solve the problem of sub clusters within
a cluster and also more data can be collected from different sources.
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