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Abstract
Image matching between a blurred image (caused by camera motion and out of focus,
etc.) and a non-blurred image is a critical task for many image/video applications. In
the recent decades, local feature based image matching methods have already shown their
much higher performance than that of global feature based matching methods. A local
feature based image matching method usually includes an interest point detector and a
local feature descriptor. Even though plenty of interest point detectors and local feature
descriptors have been proposed until now, lacking of robustness to blur is still one of the
biggest problems of all the existing detectors and descriptors. That is the reason why all
the existing local feature based image matching methods fail to match blurred images.
Hence, a blur-invariant interest point detector and a blur-invariant local feature descriptor
are proposed in this dissertation.
The proposed blur-invariant interest point detector applies some blur-invariant mo-
ments to detect a kind of special interest points from images. These special interest points
are based on a new concept called Moment Symmetry (MS). Unlike traditional interest
points such as corners or blobs, the interest points based on MS are invariant to blur.
The proposed blur-invariant local feature descriptor is based on blur-invariant mo-
ments. By applying a feature generating method to improve the distinctive power of the
blur-invariant moments, the proposed descriptor can generate local features that are dis-
tinctive while keeping invariance to blur.
Then, an orientation assignment approach and a novel kind of moments called Gaus-
sian normalized moments are presented. The orientation assignment approach and the
Gaussian normalized moments can provide rotation, scale and illumination-invariance
to the proposed local feature descriptor respectively thus provide rotation, scale and
illumination-invariance to the blur-invariant image matching method consisting of the
ii
iii
proposed interest point detector and the proposed local feature descriptor.
Experimental results show both the proposed interest point detector and the proposed
local feature descriptor outperform the state of the art methods for blurred image match-
ing. The whole image matching method is blur, rotation, scale and illumination-invariant.
iii
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In the past decades, local feature based image matching methods have been successfully
applied for many applications such as object recognition [1], wide baseline matching [2],
image retrieval [3, 4], and 3D structuring from images [5, 6], etc. Since local features
are computed from lots of partial regions of a given image instead of the whole image
where global features are computed, local feature based image matching methods usually
show much better performances than global feature based matching methods for the cases
involved partial changes of images such as rotation, resizing and occlusion [7]. However,
as far as the author knows, there is no local feature based method which can be used for
blurred image matching (matching a blurred image and a non-blurred image), in spite of
the fact that blurred image matching is a critical technique for lots of applications. For
example, blurred image matching is a very important and fundamental function to achieve
traffic signs detection and object recognition for self-driving cars. When a self-driving
car runs fast, the camera on the car will take motion blurred and Gaussian blurred videos
or pictures. Hence matching these blurred videos or pictures with non-blurred images
previously stored in a database will become an essential work which needs to be done for
developing self-driving cars. Another example is visual odometry for flying robots and
humanoid robots [8]. As shown in Fig 1.1, when a humanoid robot is walking, turning, or
squatting, camera on the robot moves in a unstable jerky and the pictures captured by the
1
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camera are blurred that negatively affects the performance of image matching and feature
tracking for visual odometry. Furthermore, there are lots of other examples which are
moving object tracking, image retrieval for moving cameras, face recognition, etc.
Figure 1.1: Real-world picture (highly affected by motion blur) captured by camera on a
humanoid robot.
Usually, a local feature based image matching method includes two main steps: interest
point detection and local feature description. At first, an interest point detector finds hun-
dreds or thousands of interest points from two images of an image pair respectively. Then,
for each interest point detected by the detector, a local feature descriptor describes the in-
formation of a local region surrounding the interest point thus generates a feature vector
for the point. Finally, by matching the feature vectors of all interest points from these
two images of the image pair, it can be judged whether these two images are wholly or
partially the same or not. Fig 1.2 shows an example of local feature based image match-
ing. (a), (b) and (c) in Fig 1.2 represent interest point detection, local feature description
and feature matching respectively. The left image and the right image in each of (a)∼(c)
2
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Figure 1.2: An example of local feature based image matching.
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represent the input image and the reference image of an image pair respectively. In Fig
1.2 (a), each green ”+” represents each detected interest point. In (b), each colour box
represents each local region surrounding each interest point. In (c), each colour circle and
colour line represent each interest point and each matched point pair respectively. We can
see that there are lots of correctly matched point pairs in (c) and based on this fact, we
can further judge these two images in (c) are the same images, even though only a partial
regions of these two images are the same.
Unfortunately, all of the existing local feature based image matching methods cannot
work for blurred image matching since all the existing interest point detectors and local
feature descriptors lack of robustness to strong blur. For example, SIFT [9, 10] is not
good at blurred (especially motion blurred) image matching, even though it is well known
as one of the best image matching methods. The reason why SIFT is sensitive to blur is
that both its detector and descriptor focus on intensities and gradients of pixels in images
which are very sensitive to blur. Due to the same reason, other existing methods such as
SURF [11, 12], ORB [13], BRISK [14], DAISY [15], LIOP [16] are also not robust to
blur. As a conclusion, none of the existing methods is capable to achieving blurred image
matching.
To solve this problem, a straightforward way is to introduce some deblurring algorithms
[17, 18, 19] as a preprocessing. For instance, we deblur an input image (blurred image)
by applying a deblurring algorithm at first. Then, we match the deblurred input image to
reference (non-blurred) images by applying some existing image matching methods. Un-
fortunately, this kind of approaches cannot work well in practice because all the deblurring
algorithms have at least one of the following two drawbacks. The first drawback is that all
of the deblurring algorithms require high computation cost since deblurring algorithms al-
ways need an iterative process to correctly estimate some parameters of blur. The second
drawback is that deblurring algorithms may generate extra noises such as blocks or ring
bells in the deblurred images. That usually degrades the performance of image matching.
Hence, we believe that the best way to accomplish blurred image matching is to design a
blur-invariant local feature based image matching method.
In this dissertation, I address the problem that no existing local features can be used for
blurred image matching and present a blur-invariant local feature based image match-
ing method including a blur-invariant interest point detector and a blur-invariant local
feature descriptor. Then, in order to apply the proposed blur-invariant image matching
4
1.1. BACKGROUND 5
Figure 1.3: Two real blurred image matching examples.
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method in much more matching cases, I extend its rotation-invariance, scale-invariance
and illumination-invariance. An example of blurred image matching is shown in Fig.1.3.
As we can see blue lines and blue circles represent valid matched point pairs and detected
interest points respectively. The result of one of the state of the art method - SIFT in (a)
shows less than 20 points can be correctly matched. On the other hand the result of the
proposed method in (b) shows more than 200 points (only 100 are shown) can be correctly
matched. That means the proposed matching method is good at blurred image matching
unlike the state of the art matching methods.
1.2 Research Contributions
The major contributions in this dissertation are as follows:
• Blur-invariant interest point detector: I have designed a new interest point de-
tector based on a new concept called ”Moment Symmetry (MS)”. The Moment
Symmetry is similar to reflection symmetry, but its definition is defined by looser
conditions than the reflection symmetry. The reason I defined MS is that MS regions
(the regions extracted by the definition of MS) in images are very robust to strong
(Gaussian and motion) blur1 compared to other interest points such as corners or
blobs. So, the center point of each MS region can be considered as a blur-invariant
interest point. And the proposed interest point detector finds the interest points
of MS regions from images by applying some blur-invariant image moments. In
this way, the proposed interest point detector can correctly detect the same interest
points from blurred and non-blurred images.
• Blur-invariant local feature descriptor: I have designed a new local feature de-
scriptor based on blur-invariant moments. To solve the problem that blur-invariant
moments are sensitive to ”boundary effect” when they were used as local features,
the proposed descriptor chooses only 3 low order blur-invariant moments which
have high robustness to ”boundary error” but poor discriminative power at first.
Then the proposed descriptor enhances the discriminative power of these 3 low or-
der moments by applying some feature generating methods. In this way, feature
1Most types of blur can be considered as combinations of Gaussian blur and motion blur
6
1.3. ORGANIZATION 7
vectors generated by the proposed descriptor are distinctive while keeping robust-
ness to (Gaussian and motion) blur.
• Blur, rotation, scale & illumination-invariant image matching method: I have
developed the blur-invariant matching method including the proposed blur-invariant
interest point detector and blur-invariant local feature descriptor by extending its
scale-invariance, rotation-invariance, and illumination-invariance. In this way, the
finally proposed image matching method is invariant to (Gaussian and motion) blur,
rotation, scale & illumination changes thus can be used under more conditions of
image changes and can be applied for more applications.
1.3 Organization
The reminder of this thesis is organized as follows.
• First, in Chapter 2, I review some famous techniques used in the relevant areas
of image matching. These areas include interest point detectors, local feature de-
scriptors, and blur-invariant moments, etc. By presenting the state of the arts of
these research topics, I aim to more clearly show the novelty and origination of the
proposed method and prepare for the further comparison and discussion.
• In Chapter 3, I introduce the proposed blur-invariant interest point detector. I first
give the definition of ”Moment Symmetry (MS)”, then describe the main steps of
the proposed interest point detector based on MS. I also show some experimental
results of the proposed interest point detector such as the results of evaluations of
the proposed detector, the results of comparison between the proposed detector and
existing detectors.
• In Chapter 4, I introduce the proposed blur-invariant local feature descriptor. I first
describe the methodology of the proposed descriptor, then describe the main steps
of the proposed local feature descriptor. I also show some experimental results of
the proposed descriptor such as the results of evaluations of the proposed descriptor,
the results of comparison between the proposed descriptor and existing descriptors
7
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and the results of comparison between the existing matching methods and the pro-
posed matching method consisting of the proposed detector in Chapter 3 and the
proposed descriptor in this Chapter.
• In Chapter 5, I describe how to extend rotation-invariance, scale-invariance and
illumination-invariance to the proposed matching method consisting of the pro-
posed detector and the proposed descriptor described in Chapter 3 and Chapter
4 respectively. I also show some experimental results of the proposed method such
as evaluations of the proposed method and results of comparison between the pro-
posed matching method and existing methods. The whole image matching method
in this dissertation is invariant to blur, scale, rotation, illumination changes.






In this chapter, I first review the important and famous related works of interest point
detectors and local feature descriptors in section 2.1 and section 2.2 respectively. They
are all come from the wildly applied local feature based image matching methods and
some of these methods are also considered as the state of the art methods in computer
vision.
Then, in section 2.3, I recall the classical image moments and moment invariants such
as Hu moment invariants, blur-invariant moments that are considered basic techniques of
my research.
Finally, in section 2.4, I introduce some new techniques based on ”Deep Learning”. They
are very popular in these days and usually show better performances than those image
matching methods in image matching and recognition.
2.1 Interest Point Detector
Interest point detectors can be classified as three categories according to the type of the
detected interest points: corner detectors, blob detectors, and region detectors. In this




Using a corner detector to obtain a set of interest points can be traced back to the work of
[20]. Then Harris improved this method and proposed a new corner detector [21] which
is the most widely used detector. The Harris detector is based on the second moment
matrix (also called the auto-correlation matrix [22]). This matrix is often used for feature
detection and local image structures description. It describes the gradient distribution in





 I2x IxIyIyIx I2y
 (2.1)
where w(x, y) is the window function about a given point, Ix, Iy are the gradient of x-
direction and y-direction of each pixel in the window.
Figure 2.1: relationship between the eigenvalues of second moment matrix and corners,
edge, flat regions.
Actually, eigenvalues of the matrix in (2.1) represent the principal signal changes in two
orthogonal directions of the neighborhood around the point. Hence, we can estimate that
the point is a corner, edge or belongs to a flat region according to the eigenvalues of
10
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this matrix. For example, as shown in Figure.2.1, if a given point which have both large
eigenvalues, it properly is a corner.
Then, Harris proposed a scoring method to measure corners in practice. As shown in
(2.2), it combines the two eigenvalues in a single measure and is computationally less
expensive:
R = det(Msec) − k[trace(Msec)]2 (2.2)
where det(Msec) and trace(Msec) are the determinant and the trace of the second moment
matrix respectively and a typical value for factor k is 0.04. Since it is clear that high values
of the R correspond to both eigenvalues being large, we can know whether a given point
is a corner from R.
Even though the Harris detector was proven to be very repeatable and very informative,
it can not detect interest points from zoom changed image pairs since it is not scale-
invariant. Hence, a developed scale-invariant corner detector called Harris-Laplace de-
tector [23] have been proposed. It starts with a multi-scale Harris corner detector as
initialization to determine the location of each corner in an image. Then the Laplacian
operator [24] is used for selecting the optimal scale for this corner. In this way, the Har-
ris detector can be extended the scale-adapted Harris-Laplace detector. Unfortunately,
both Harris detector and Harris-Laplace detector are not robust to blur. Because image
structures like corners and edges are likely to disappear and information like gradients,
intensities drastically change when an image is blurred.
In contrast to gradient-based detectors which are noise-sensitive and computationally ex-
pensive, there is a intensity-based detector called SUSAN corner detector [25]. SUSAN
is a short name for ”Smallest Univalue Segment Assimilating Nucleus”. This detector is
generic low-level and noise suppression, its basic idea is to generate a circular mask for
each pixel of a given image. The pixel at the center of this circular mask called nucleus
which is applied as a reference to compare with all the other pixels within the mask. De-
pending on whether the other pixels have ”similar” intensity values or ”different” intensity
values with the nucleus, these other pixels within the mask can be divided into two cate-
gories US AN where all pixels have a similar intensity with the nucleus, and non−US AN
where all pixels have a different intensity from the nucleus. Then based on the size of the
US AN region in this mask, we can estimate whether the nucleus is a corner or not.
Unfortunately, the size of the US AN in a blurred region usually changed since the inten-
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sity of the center pixel in the region is similar to the intensities of a lot of its neighbored
pixels. SUSAN detector is also not robust to blur.
After SUSAN detector, another corner detector called FAST detector has been proposed
in [26, 27]. As shown in Figure.2.2, FAST corner detector applies a circle of 16 pixels at
the outermost ring of the circular mask and compares the center pixel of the mask with
the 16 pixels to estimate if the center pixel is a corner point or not. Referring to its name,
it is fast and indeed faster than SUSAN detector or other detectors but it is also not robust
to blur as the same reason with SUSAN detector.
Figure 2.2: An example of FAST detector
Even though there are many other corner detectors such as [28, 29], all of them are not
blur-invariant either. Furthermore, compared to other types of interest point detectors such
as blob or region detectors, corner detectors are are more sensitive to blur since corners
of an image will disappear when blur occurs.
2.1.2 Blob detectors
Blob in CV filed means a region of an image in which some properties are constant or vary
within a prescribed range of values, but different from outside areas surrounding them. To
detect blobs from images, the most famous method is described in the following equation
(2.3). And this method applies the LoG (Laplacian of the Gaussian) function in [30].
L(x, y; t) = g(x, y, t) ∗ f (x, y) (2.3)
12
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where f (x, y) is the image function, g(x, y, t) is the Gaussian kernel, L(x, y; t) is the scale
space representation with a scale t.
Then the LoG response of each pixel can be computed as the following equation (2.4).
∇2L = Lxx + Lyy (2.4)
where Lxx and Lyy are the x, y-Gaussian second order derivative.
The LoG response of a pixel centered at a dark blob of extent
√
2t usually attains positive
maximum and the LoG response of a pixel centered at a bright blob of extent
√
2t usually
attains negative maximum. In this way, these pixels which have maximum LoG responses
can be detected as interest points.
Figure 2.3: Example of automatic scale selection.
In order to solve the problem that LoG based methods lack scale-invariance, the scale-
normalized Laplacian detector has been proposed in [24].
∇2normL(x, y; t) = t(Lxx + Lyy) (2.5)
If the response ∇2normL(x, y; t) of any pixel attains maxima/minima over multi-scales, the
proper characteristic scale t of this pixel can be automatically selected. That means if
13
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∇2normL of the center point (interest point) in any blob region is a local maxima/minima
with respect to both space and scale simultaneously, the blob region with its size can be
automatically detected from images.
As shown in Figure.2.3, the top row shows the images in different zoom, yellow circles
and their center points represent the blobs and the interest points respectively. The bottom
row shows the responses of the ∇2normL over scales for the two interest points in the top
rows. The normalized scales are 10.1 and 3.9 for the left and right images respectively.
The ratio of these two normalized scales is the same with the ratio of size of two regions
in the yellow circles of two images and corresponds to the scale factor which equals 2.5
between the two images.
Since the Laplacian is a separable linear filter, it can be approximated efficiently by a
DoG (Difference of Gaussians) filter. As shown in equations (2.6 and 2.7), we can see the
relationship between difference of Gaussian representation D(x, y; t) and the scale space









g(x, y, kt) − g(x, y, t) ≈ (k − 1)t∇2g
D(x, y; t) ≈ (k − 1)t∇2g ∗ f (x, y) = (k − 1)t∇2L(x, y; t) (2.7)
where g(x, y; t) is the Gaussian function, f (x, y) is the image function, k is a constant multi
factor. Consequently, difference of Gaussian representation D(x, y; t) can be represented
by L(x, y; t) as the following equation (2.8).
D(x, y; t) = (g(x, y, kt) − g(x, y, t)) ∗ f (x, y)
= L(x, y; kt) − L(x, y; t) (2.8)
From these formulations, we can know the difference of Gaussian DoG is also scale-
invariant as the same with normalized LoG function. Hence, an efficient approach to
construct scale space of image by DoG has been proposed in SIFT detector. As shown
in Figure.2.4, for each octave of the scale space, the initial image is repeatedly convolved
with different Gaussian functions to produce a set of scale space images shown on the left.
Adjacent Gaussian images are subtracted to produce the difference of Gaussian images on
14
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the right. After each octave, the selected Gaussian image is down-sampled by a factor of
2, and the difference process repeated. In this way computation of generating the scale
space and finding blob-like structures in the image is greatly reduced.
Figure 2.4: An example of DoG function generated from Gaussian pyramid.
In order to speed up the scale-invariant blob detector, Fast-Hessian detector [11] of SURF
has been proposed. It is based on integral images and approximated Hessian matrix by
box filters. The integral image [31] allows for fast computation of box type convolution
filters. The value of each pixel at location (x, y) in the integral image I∑ represents the
sum of all pixels from zero to this pixel in the original image I as follows:





Once the integral image has been computed, it takes four additions to calculate the sum
of the intensities over any rectangular area (see Figure.2.5). Hence, the calculation time
is independent of the area size. This is very important to speed up the computation.
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Figure 2.5: An example of calculating rectangular region using integral image.
The Hessian matrix H(x, y; t) of the pixel at (x, y) in the image and scale t in the scale
space, is defined as follows.
H(x, y; t) =
Lxx(x, y; t) Lxy(x, y; t)Lxy(x, y; t) Lxx(x, y; t)
 (2.10)
where Lxx(x, y; t) represents the convolution of the x-Gaussian second order derivative
∂2
∂x2 g and a given image, as similar as Lxy(x, y; t), Lyy(x, y; t).
In fact, the LoG is equal to the trace of the Hessian matrix in equation (2.10). However,
Fast-Hessian detector uses the determinant instead of the trace of the Hessian matrix. As
shown in Figure.2.6, left to right are the Gaussian second order partial derivative in y-
direction (Lyy) and xy-direction (Lxy) and their approximations in y-direction (Dyy) and
xy-direction (Dxy) respectively. Note that the gray regions are all equal to zero. In this
way, the determinant of Hessian matrix in equation (2.10) can be computed at a very low
computational cost by applying integral images and these approximating box filters.
Even though there are many other blob detectors such as CensurE detector [32] which
is based on Bi-level box filter [33], all the blob detectors cannot be applied for blurred
images. Because when an image is blurred, blobs will usually disappear since intensities
drastically change.
16
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Figure 2.6: An example of box filters, the left two filters: the real second order Gaussian
derivative, the right two filters: the approximating second order Gaussian derivative of the
left two filters.
2.1.3 Region detectors
Figure 2.7: An example of MSER detector for an viewpoint changed image pair.
There are also some region detectors which are directly concerned with extraction of local
regions from images. For example, MSER (Maximally Stable Extremal Regions) detector
proposed in [34] is a famous region detector. In this detector, a Maximally Stable Ex-
tremal Region is a connected component of a thresholded image. Extremal Region means
that all pixels inside the MSER have either higher (bright extremal regions) or lower (dark
extremal regions) intensity than all the pixels on its outer boundary. And ”Maximally sta-
ble” means that an ”Extremal Region” is an optimized region in the threshold selection
process of an image. In this way, detected regions only depend on the intensities of its
inside pixels instead of shapes of the regions. Hence, MSERs are invariant to affine trans-
formation of images as shown in Figure.2.7. However, MSER is not robust to blur since
17
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intensity of a pixel and relationship of intensities of this pixel and its neighbor pixels in
an image will drastically change when blur occurs.
Salient region detector proposed in [35] is another region detector which is inspired by
information theory. ”Saliency” in this detector is defined as local complexity or unpre-
dictability and it is measured by the entropy of the probability distribution function of
intensity values within a local image region. Hence, detection of this detector proceeds in
two steps: first, at each pixel x the entropyH of the probability distribution p(I) about its
all is evaluated empirically as shown in equation (2.11) based on the intensity distribution
in a circular neighbourhood of radius s around x. If the pixel x has local maxima of the





Second, for each of the candidate interest points, the magnitude of the derivative of p(I)









The saliency Y is then computed as
Y =WH (2.13)
The candidate interest points over the entire image are ranked by their saliency Y and the
top p ranked regions are retained. Actually, the salient regions represent the local region
where intensities of pixels have highly complex distribution. However, the distributional
complexity of pixels in these regions will become very low when blur occurs. That means
salient region detector cannot be applied for blurred image.
Even though, there are many other interest point detectors such as [36, 37, 38] and lots of
them have been evaluated in [39], all of the existing detectors are not robust to blur since
they extract interest points from images by computing intensities or gradients of pixels
which are very sensitive to blur.
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2.2 Local Feature Descriptor
Deferent from interest point detectors in section 2.1, a local feature descriptor describes
a local neighborhood of each interest point detected by the detectors and then generates a
feature vector. Until today, there are plenty of local feature descriptors which are based
on derivatives [40], complex filters [41], steerable filters [42], phase [43], etc. In this
section, I first introduce the SIFT descriptor and its variants, since they have shown better
performance than the others [44]. Then I introduce SURF descriptor and other famous
descriptors.
2.2.1 SIFT descriptor
Figure 2.8: An example of SIFT descriptor calculated from image gradients.
SIFT descriptor is a histogram of gradient locations and orientations of pixels in a local
region surround each detected interest point. In each of the local region, the gradient loca-
tions of pixels are quantized into a n × n location grid and the gradient angle is quantized
into some orientations see Figure.2.8. As shown on the left in Figure.2.8, the local region
is weighted by a Gaussian window indicated by the overlaid circle. Then, as shown on
the right, samples in the local region are accumulated into orientation histograms summa-
rizing the contents over 2 × 2 subregions. In the right image of Figure.2.8, orientations of
pixels in each subregion are classified 8 directions, the length of each arrow correspond to
sum of the gradient magnitudes. Note that, this figure shows a 2× 2 array computed from
an 8 × 8 set of samples. Whereas in practice, it is better that using the 4 × 4 descriptor
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computed from a 16×16 sample array to generate a 128-dimensional vector (8 orientation
bins for each of 4 × 4 location bins) for each interest point.
In the SIFT descriptor, both gradient magnitude m(x, y) and orientation θ(x, y) are cal-
culated from the Gaussian smoothed image L(x, y) which selected by the scale of each
interest point as mentioned in section 2.1.2.
m(x, y) =
√
(L(x + 1, y) − L(x − 1, y))2 + (L(x, y + 1) − L(x, y − 1))2
θ(x, y) = tan−1((L(x + 1, y) − L(x − 1, y))/(L(x, y + 1) − L(x, y − 1)))
The reason why SIFT descriptor showing a good distinctive, can be explained that it
captures a substantial amount of information about the spatial intensity patterns. However,
according to [44], SIFT descriptor cannot be used for blurred image matching. One of the
biggest problems is that the feature vectors generated by SIFT descriptor are based on
gradients of pixels which are sensitive to blur.
PCA-SIFT descriptor [45] is a variant of the SIFT descriptor. It generates a 36-dimensional
feature vector thus is fast for matching, but is proved to be less distinctive than SIFT. Gra-
dient location-orientation histogram (GLOH) descriptor is another variant of the SIFT
descriptor designed to increase its robustness and distinctiveness [44]. It compute the
SIFT descriptor for a log-polar location grid with 3 bins in radial direction (the radius set
to 6, 11 and 15) and 8 directions. It generates a 272-dimensional vector for each inter-
est point. Even though PCA-SIFT can reduce the number of feature dimensions, GLOH
seems to be a more distinctive descriptor, they both are SIFT-based descriptors, which
means they are not robust to blur either.
2.2.2 SURF descriptor
As the same with SIFT descriptor, SURF descriptor relies on local gradient histograms
but uses integral images and Haar-like filter to speed up the computation. It calculates the
Haar wavelet responses in x and y direction within a circular neighborhood of radius 6s
(s means the scale, see section 2.2.2) around the interest point. Of course, at a large scale
the size of the wavelets is large, but by using integral images and Haar-like filters [46] the
computation can be speed up. Haar-like filters where the dark parts have the weight -1
and the light parts have the weight +1 is shown in Figure.2.9.
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Figure 2.9: Haar wavelet filters to compute the responses in x (left) and y direction (right).
Figure 2.10: An example of the different size and different orientation of the descriptor
windows at different scales.
For the extraction of SURF descriptor, the first step consists of constructing a square
region where the size is 20s centered around the interest point and oriented along the
computed orientation as shown in Figure.2.10. The region is split up regularly into smaller
4 × 4 square sub-regions. For each sub-region, only 5 × 5 sample points in the whole
5s×5s sub-region are extracted to compute feature responses. The Haar wavelet response
in horizontal direction is dx and in vertical direction is dy (see Figure.2.11). ”Horizontal”
and ”Vertical” here is defined in relation to the selected interest point orientation (see
2.10). Then, the dx and dy are summed up over each sub-region and form the first set
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of entries to the feature vector. In order to bring in information about the polarity of
the intensity changes, the sum of the absolute values of the responses, |dx| and |dy| also









|dy|). This results in length of a descriptor vector for all 4 × 4 sub-
regions is 64.
Figure 2.11: An example of building the SURF descriptor.
The main contributions of SURF descriptor is that it computes fast while maintaining
good performance by using integral image and Haar-wavelet. Even though SURF de-
scriptor is widely used in a lot of applications, it is still based on gradients like SIFT
descriptor is, which means it is also not robust to blur.
2.2.3 Other descriptors
BRIEF [47] is a recent local feature descriptor that uses simple binary tests between pixels
in a smoothed image patch defined as follows.
τ(p; x, y) :=
1 if p(x) < p(y)0 otherwise (2.14)
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where τ(p; x, y) is a binary test on image patch p(x, y). If choosing a set of nd(x, y) -
location pairs in the image patch, a set of binary tests can be defined to be nd− dimensional




2i−1τ(p; xi, yi) (2.15)
The BRIEF descriptor is therefore very efficient both to compute and to store in memory.
Furthermore, by computing the Hamming distance, comparing strings can be done ex-
tremely fast on modern CPUs that often provide a specific instruction to perform a XOR
or bit count operation. Despite the simplicity and efficiency of this descriptor are good, it
is very sensitive to image rotation and scale changes restricting its application to general
tasks.
In order to allow BRIEF descriptor to be invariant to in-plane rotation, steered BRIEF has
been proposed in [13]. This method steers BRIEF descriptor according to the orientation
of interest points computed by intensity centroid.
Figure 2.12: An example of BRISK descriptor.
Another method to solve the rotation-sensitive problem has been proposed in [14], it is
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called BRISK. As shown in Figure.2.12, the BRISK samples each pattern with N = 60
points: the small blue circles denote the sampling locations. All of the bigger and red
dashed circles are drawn at a circle region, the radius of the circle is σ corresponding to
the standard deviation of the Gaussian kernel. The intensity values at all of the sampling
points smoothed by the Gaussian kernel. By estimating the local gradient of this pattern,
orientation can be computed and normalized to obtain rotation-invariance.
Even though some other methods were proposed in [48, 49, 50], all of them only focus
on lower computational cost. That is why there is no local feature descriptors which can
be applied for blurred image matching as far as the authors know.
2.3 Image Moments
There are some rare features called blur-invariant moments which are invariant to blur
in CV field. Before the blur-invariant moments, I will introduce moments and moment
invariants for easily understanding this kind of feature.
In CV field, geometric moments are scalar quantities in statistics for describing the mass






xpyq f (x, y)dxdy (2.16)
where f (x, y) is the image function and p, q are non-negative integers and r = p + q is the
order of the moment.
Generally speaking, geometric moments with low orders have an intuitive meaning such
as M00 represents a ”mass” of the image (for binary images, M00 is an area of the image),
M10/M00 and M01/M00 define x, y-coordinates of the center of gravity or centroid of the
image. Second-order moments M20 and M02 describe the ”distribution of mass” of the
image with respect to the coordinate axes. In theory, for any image function, geometric
moments with all orders exist and the number of them are infinite, even we do not know
what do the high order ones mean. Except for geometric moments, there are some other
kind of moments such as complex moments and orthogonal moments [51, 52]. These
moments also have their special merits and drawbacks.
The famous feature based on geometric moments are Hu moment invariants [53] which
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are invariant to translation, scaling, and rotation changes. Until now, moment invariants
have become one of the most important shape descriptors [54, 55].
2.3.1 Blur-invariant moments
It is widely acceptable that the blurred image model can be described by (2.17), if additive
noise is negligible [56].
g(x, y) = ( f ∗ h)(x, y) (2.17)
where g(x, y) is blurred image and f (x, y) is its original image and h(x, y) is the point-
spread function (PSF). Then the geometric moment M( f )pq in the original (non-blurred)
image and geometric moment M(g)pq in the the blurred image are defined as below:


























Although in most cases we properly do not know the information about the PSF, we can








and a centrally symmetric image function, i.e. h(x, y) = h(−x,−y), means if p + q is odd,
then
M(h)pq = 0 (2.21)
Based on [57], we know these two assumptions exist in most real imaging systems ac-
tually. That means no matter blur is caused by wrong focus or linear motion or other
reasons, its PSF function is still consistent with these assumptions.
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From (2.20) to (2.21), we can immediately get the simplest blur moment invariants M00.
That means the ”mass” of the original image does not change even the image became
a blurred image. More other blur moment invariants can be obtained by blur invariant
function as follows.
If (p + q) is odd, then














C(p − n, q − m)(g)M(g)nm (2.22)
where C(p, q)(g) is the blur moment invariants function of a blurred image, if the blur
moment invariant function of its original image is C(p, q)( f ), then for any odd p + q,
C(p, q)(g) = C(p, q)( f ).
Applying the definition formula (2.22), we can construct blur moment invariants for any
odd order. As an example, a part of low order blur moment invariants are shown as below:
C(3, 0) = M30
C(0, 3) = M03
C(2, 1) = M21
C(1, 2) = M12
Other high order blur moment invariants and the proof of the formulation (2.22) can be
seen in [56]. And other blur-invariant moments have been proposed in [58, 59] and other
types of moment invariants have been proposed in [60, 61, 62], etc. All of these blur-
invariant moments and moment invariants are used as global features hence they all suffer
from the limitations of global features such as lack of robustness of partial changes of
images. In addition, there are also many problems which still remain to be resolved such
as ”boundary error”. Shortly speaking, blur-invariant moments will suffer from boundary
error thus degrade their blur-invariance, when they are used as local features.
2.4 Deep Learning for Image Matching
Convolutional neural networks (CNNs) have recently been applied to many visual recog-
nition tasks [63, 64, 65]. These networks perform extremely well in domains with large
26
2.4. DEEP LEARNING FOR IMAGE MATCHING 27
amounts of training data and have recently outperformed all known methods on a large
scale recognition challenge.
As shown in Figure.2.13, a CNN consists of an input and an output layer, as well as
multiple hidden layers. The hidden layers of a CNN typically consist of convolutional
layers, pooling layers, fully connected layers and normalization layers. Convolutional
layers apply a convolution operation to the input, passing the result to the next layer and
each convolutional neuron processes data only for its receptive field. The convolution
emulates the response of an individual neuron to visual stimuli. Pooling layers combine
the outputs of neuron clusters at one layer into a single neuron in the next layer. Fully
connected layers connect every neuron in one layer to every neuron in another layer.
Figure 2.13: An example of CNN architecture.
Usually, CNNs can achieve better performances on vision tasks than traditional image
algorithms such as image matching methods. However, CNNs also cannot work well for
blurred image matching as well as the traditional image matching methods. According to
[66, 67], we can see that blur is still the most difficult transformation for neural nets since




Blur-Invariant Interest Point Detec-
tor
In this chapter, I will present a novel interest point detector which is blur-invariant. First
in section 3.1, I will define a new symmetry called ”Moment Symmetry (MS)”, because
the regions extracted by this definition (I call these regions ”MS regions” from now on)
are very robust to blur unlike the traditional interest points. Then in section 3.2 ∼ 3.4, I
will describe the main steps of the proposed interest point detector which applies some
blur-invariant moments to detect these ”MS regions”. Unlike the existing interest point
detectors, the proposed detector can correctly find the blur-invariant interest points from
images. Finally, I will show some experimental results and examples of the proposed
detector in section 3.5 and 3.6 respectively.
3.1 Moment Symmetry
For each pixel of an image, I first choose a local region whose size is n × n (n is odd)
surrounding the pixel. Then, for each local region, I define its ”Moment Symmetry” as
follows and check whether this region can satisfy the condition of MS or not.
Definition 1 First, a local region is divided into two portions by a symmetrical axis. The
two portions have the same number of pixels, and the x-axis of the local region is defined
to be perpendicular to the symmetrical axis.
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(I) The sum of intensities of each portion is the same for each other.
(II) The distance from the x-centroid of each portion to the symmetrical axis is the same
for each other.
(III) The sum of skewnesses of two portions equals zero.
The reason why I define ”Moment Symmetry” is that I found that all the reflection-
symmetrical regions in images are invariant to Gaussian blur but only a part of reflection-
symmetrical regions are invariant to motion blur. Hence, I modified the definition of
reflection-symmetry as above for motion blur and defined the new symmetry-”Moment
Symmetry”. In other words, the definition of MS looser than that of reflection-symmetry.
Hence, MS regions includes all reflection-symmetrical regions and they are invariant to
Gaussian and motion blur.
Figure 3.1: Some examples of MS regions.
Figure.3.1 shows some simple examples of MS regions. Figure.3.1 (a) represents a
reflection-symmetrical region in an image. (b) is a motion blurred image of (a). (c) is
a Gaussian blurred image of (a). Red lines in (a)∼(c) are the symmetrical axes, grids
represent pixels, colors represent values of intensities. As we can see that this kind of
reflection-symmetrical regions in (a), (b), and (c) are invariant to both Gaussian and
motion blur. Furthermore, all these regions in (a), (b), and (c) also satisfy the above 3
conditions of MS thus can be considered as MS regions since MS regions includes all
reflection-symmetrical regions. As a conclusion, when we extract MS regions from im-
ages, we can find the same regions from non-blurred images and (Gaussian and motion)
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blurred images. And if we define the center of each MS region as an interest point, we
can detect blur-invariant interest points from images.
Figure 3.2: Some other examples of MS regions.
Figure.3.2 shows some other simple examples of MS regions. Figure.3.2 (a) represents
a reflection-symmetrical region in an image. (b) and (c) are a motion blurred image
and a Gaussian blurred image of (a) respectively, red lines, grids and colors represent
symmetrical axes, pixels and values of intensities respectively. As we can see that this
kind of reflection-symmetrical region is also invariant to Gaussian blur but not invariant
to motion blur. However, the regions in (a), (b), and (c) still satisfy the above 3 conditions
of MS thus all of them also can be considered as MS regions, even though (b) is not
reflection-symmetrical anymore. As a conclusion, MS regions includes all reflection-
symmetrical regions and they are invariant to both Gaussian and motion blur.
Since all the above 3 conditions can be represented by some blur-invariant moments [56,
57] (0-order, 1st-order geometric moments and 3rd-order centroid moments), I can directly
apply these blur-invariant moments to check whether a region satisfies the MS conditions
or not.






xpyq f (x, y) (3.1)
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(x − xc)p(y − yc)q f (x, y) (3.2)
with







where p+q is the order of the moment, Mpq and upq are geometric moment and centroid
moment respectively, and xc and yc are the coordinates of the centroid, y-axis is always
parallel to the symmetrical axis.
Then, I can use M00 to check the sum of intensities in condition (I) of Def.1 and use xc,
yc to check the position of each centroid in (II) of Def.1. Also, I can use u30 to check the
skewness of each portion in condition (III) of Def.1. Finally, I can extract MS regions
and interest points from an image by using these blur-invariant moments. Although the
basic ideas of MS regions and blur-invariant interest point from MS regions seem to be
simple, in reality, each MS region in an image may have variant size and orientation. And
the moment value of a MS region may be affected by noises in an image. Hence, in the
next sections, I will introduce the proposed blur-invariant interest point detector which is
based on MS and focus on fixing the problems mentioned above.
3.2 MS Region Detection in Spatial Domain
From this section, I will present the proposed interest point detector based on MS. Ac-
cording to Def.1, before checking the MS conditions for any local region, we need to find
a symmetrical axis for each local region and divide the region into two portions. It is kind
of complex. Hence, I present an efficient method as follows to do this work.
First, I apply a few filters to compute some blur-invariant moments from the whole region
instead of two portions of each local region. Then, I find the symmetrical axis for the
local region by computing some blur-invariant moments. And I redefine the definition of

























yt f (x, y) if s = 0, t = 0
(3.5)
where Lpq and vst are geometric moment and my centroid moment of the whole region
respectively.
Figure 3.3: Some examples of the filters of moments, the sizes n of all filters are 5, the
value in each grid represents weight xpyq.
To easily compute the moments of (3.4) and (3.5) for each pixel in spatial domain and
scale space described in section 3.3 of an image, I apply 5 re-sizable filters to convolute
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the image. Figure.3.3 shows some examples of the filters. Note that all these filters are
circular filters in practice.
Figure 3.4: An example of convolution by moment filters.
I first use filters L00, L10 and L01 with a certain size to convolute a given image to get
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3 moments of the whole local region (its size equals each filter’s size) surrounding each
pixel. Figure.3.4 shows an example of convolution. In Figure.3.4, (a) represents the orig-
inal image, (b) ∼ (d) represent convoluted images by filters L00, L10 and L01 respectively.
The value of each pixel in (b) ∼ (d) is the corresponding value of moment of a local region
surrounding each pixel in the original image. The color of a pixel is more close to red
(blue), the moment value of the pixel is more higher (lower). And the size of each filter
in Figure.3.4 is 11 × 11.













As described in [68], angle θ of the symmetrical axis can be easily obtained from (3.6)
and (3.7). Furthermore according to the conclusions in [56, 57] and the results of my
preliminary experiments, L00, L10, L01 and centroids xc and yc of a local region are very
robust to strong motion blur and Gaussian blur. Figure.3.5 shows the result of my prelim-
inary experiments. I used 30 images of MS regions and their 2130 rotated images (rotated
angle: 5◦, 10◦, 15◦, ... 355◦) as non-blurred images. Then, I convoluted non-blurred
images and generated 32400 blurred images by applying 15 blur kernels which can be di-
vided 5 classes (Gaussian kernel and 4 motion kernels whose directions are 0◦, 45◦, 90◦,
135◦) and the sizes of blur kernels in each class equal 1/12, 1/9, 1/6 sizes of the images
respectively. For each class, I computed angles of symmetrical axes of MS regions in
each non-blurred image and each blurred images and compared the result to the ground
truth. If the error of the computed angle and its ground truth in each image is less than
5◦, I consider that the angle of symmetrical axis in this image is correctly estimated. I
defined Ncd which represents the total number of MS regions whose angle of symmetrical
axis is correctly estimated. I also defined Ntd which represents the total number of all MS
regions. As shown in Figure.3.5, the ratios of Ncd and Ntd are high (more than 78%), no
matter in Gaussian blurred images or in motion blurred images. In conclusion, the angle
of symmetrical axis can be correctly estimated from a blurred MS region according to
(3.6) and (3.7).
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Figure 3.5: The result of my preliminary experiments about symmetrical axis computa-
tion.
After extracting the symmetrical axis, I define new y-direction and x-direction which are
parallel and perpendicular to the symmetrical axis respectively, and rotate filters v00 and
v30 following the new direction. Then, I convolute the image by using rotated v00, v30
filters and get the absolute values (responses) of each pixel. I call these values MS scores.
I also rewrite the MS conditions in Definition 2 as follows. According to the MS scores
of a pixel, if the pixel satisfies all the conditions in Def.2, I can consider its surrounding
region is a MS region and this pixel is an interest point candidate. Furthermore, to make
sure the detected interest points are well localized, the relationship of MS scores between
the pixel and its neighbor pixels is also defined in the conditions of Def.2.
Definition 2
(I) MS score of the pixel convoluted by filter v00 is less than a threshold Th 1 and the
scores of its 8 neighbor pixels.
(II) |x′c-
n
2 | is less than a threshold Th 2 and the values of its 8 neighbor pixels, where x
′
c is
a new x-coordinate of the centroid.
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(III) MS score of the pixel convoluted by filter v30 is less than a threshold Th 3 and the
scores of its 8 neighbor pixels.
Note that I can set 3 thresholds (Th 1, Th 2 and Th 3) for conditions (I) ∼ (III) of Def.2
respectively, but I prefer to set 1 threshold Th for all of these conditions. According to my
preliminary experiments, I set the threshold Th = −5 (the value is Logarithmic value).
In this way, no need to divide each region into two portions and compute moments twice,
I can directly compute moments of the whole region by applying some filters and directly
detect interest points according to the MS scores.
3.3 Optimal Scale Selection
In this section, I provide a strategy of optimal scale selection for each interest point. First,
I use the filters with different sizes described in Figure.3.3 to convolute a given image and
find the candidates of interest points. Then, for each candidate, I select the largest size
which can still retain its moment symmetry as its optimal scale.
I found the total difference between the MS score of the interest point and the scores of
its neighbor pixels attains the maximum in not only the spatial domain but also the scale
space, when the size of each filter equals the largest size of the MS region. Figure.3.6
shows an example of LoG response D of MS scores of interest points. As we can see that
(a) and (c) represent a non-blurred image and its motion blurred image. Either (a) or (c)
contains a MS region whose size is 51×51, the centers of both (a) or (c) represent interest
points. For the interest points in (a) and (c), their LoG responses of MS scores obtained
from the MS regions with different sizes are shown in (b), (d) respectively. Namely, the
MS scores are obtained by the moment filters with sizes from 5 × 5∼101 × 101 (see
horizontal axes in (b), (d)), their LoG responses are shown in vertical axes in (b), (d). As
we can see that the green LoG responses (whose MS scores are obtained by the green
moment filters in (a), (c) respectively) in (b) and (d) attain maximum in the scale spaces,
when the sizes of green filters in (a), (c) equal 51 × 51 which is the largest size of each
MS region in (a) and (c).
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Figure 3.6: An example of LoG response D of interest points (the center of the (a), (c)).
So, I can select the optimal scale for each interest point by computing the LoG response of
MS scores of the interest point. And to efficiently achieve the scale selection, I can borrow
some ideas from image pyramid introduced in SIFT detector [10] and scale selecting
method introduced in [24].
First, I down-sampled the given image by scaling factor of 1/2 to generate some octaves
of the pyramid of the image, until the size (either width or length) of the image is lower
than a predefined value (for example 25 pixels). Namely in each octave, both length
and width of the image is 2 times bigger than the image in the following octave. I also
subdivide each octave into Nl layers (where Nl is a constant number). In each layer, I use
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Figure 3.7: An example of scale space.
the moment filters (described in 3.2) with the sizes S f to convolute the image. I define
the size S f = 2
2
Nl l0 k, where l0 is the initial length of the moment filter in each octave, k
is the order of this layer in its octave. Figure.3.7 shows an example of scale space in the
proposed method. For each octave, the given image (left) is repeatedly convolved with
a certain number of resize-able filters to generate a certain number of convoluted images
38
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(right) in which the value of each pixel is moment value. And each convoluted image is
in one layer. After each octave, the given image is down-sampled by a factor of 2, and the
process repeated.
In my prototype system, I set Nl = 4, l0 = 11, that means in each octave the size of the
initial filter is 11 × 11, and the size of each filter used in the following layer is 15 × 15,
then 21 × 21, 29 × 29.
For each layer of each octave, I then use 5 moment filters to obtain the MS scores of
each pixel and detect the candidates of the interest point in spatial domain as described in
section 3.2.
I also define average MS score as follows.
R =
R00 + Rc + R30
3
(3.8)
instead of 3 raw scores R00, Rc and R30 which are the corresponding MS scores in 3
conditions of Def.2 respectively.
I use Laplacian-of-Gaussian (LoG) kernel to compute the LoG response D for the MS
score R of each candidate and its 3× 3× 3 neighbor pixels in the spatial domain and scale
space as follows.
D(x, y, S ) = L(x, y, σ) ∗ R(x, y, S ) (3.9)
where D(x, y, S ) is the LoG response of MS score R(x, y, S ), L(x, y, σ) represents LoG
function, σ = 0.5, x, y and S represent the location and the scale of the candidate respec-
tively.
The LoG kernel represents the difference between the center part and its surrounding
neighbors of the filter. When σ = 0.5 in the LoG kernel, the LoG response represents
the difference between the center point and its surrounding neighbors of the kernel, which
helps to easily find the local maximum of MS score of the point. As shown in Fig.3.6. We
can see that the LoG response D (the difference) between the MS score R of the interest
point and the scores of its neighbor pixels attains the maximum when the size of MS
region of the interest point equals the optimal scale.
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Finally, I use a non-maximum suppression as described in [10] in the 3 × 3 × 3 neighbor-
hood of each candidate in scale space to easily find the location where the LoG response
D is a local maximum thereby find the optimal scale for this candidate.
3.4 Interest Points Localization and Noises Elimination
After all candidates of interest points with their scales are extracted, I use a 3D quadratic
fitting described in [69] to determine the interpolated location of the candidate by sub-
pixel/sub-scale accuracy and reject the candidates with poor MS score and poor location.
Figure 3.8: An example of interest point interpolation.
An interest point candidate (the red ”×”) and its 26 (3 × 3 × 3) neighborhood points are
shown in (a) of Figure.3.8. As shown in Figure.3.8 (b), the maxima of LoG response of
the candidate in scale space can be obtained by fitting a 3D quadratic. The 3D quadratic
fitting formula is defined as follows:
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where Do is the LoG response at the detected interest point and x = (x, y, σ)T is the offset









If the offset x̂ is larger than 0.5 in any dimension, then the extremum lies closer to a
different sample point. In this case, the sample point is changed and the interpolation
performed instead of that point. This processing of interpolation is especially important
in the proposed detector, since the difference between the neighbor layers in the scale
space as described in section 3.3 is relatively large.
I also check the redundancies of interest points. Namely, the point with the smaller scale
will be discarded if there are more than one interest point detected at the same location.
Because I assume the small MS region may be an image noise whereas the large MS
region must be meaningful, stable and robust.
3.5 Experimental Results
In this section, I will first show the dataset in section 3.5.1 then show the parameter op-
timization of the proposed interest point detector in section 3.5.2. Finally, I will evaluate
the proposed detector and compare it to other existing detectors in section 3.5.3.
3.5.1 Datasets
In the experiments of this chapter, I used two different datasets: Dataset-S and Dataset-
N. Dataset-S contains 100 non-blurred images including Lena, Baboon, and images from
Columbia database [70], and their 3200 synthetically blurred images. All synthetic im-
ages are generated by motion blur kernels (8 motion directions: 0◦, 30◦, 45◦, 60◦, 90◦,
120◦, 135◦, 150◦) and Gaussian blur kernels, the sizes of these kernels are from 1/12 to
1/6 of the image sizes. 200 blurred images of this dataset are also resized by 1/2 to 2 of
sizes of non-blurred images.
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On the other hand, Dataset-N includes ”Bikes” and ”Trees” sets (each set includes 1
non-blurred image and 5 blurred images) from [44] and ”Benchmark” set (4 non-blurred
images and 48 blurred images) from [71]. All images in Dataset-N are real blurred im-
ages extracted from videos. Some examples of Dataset-S and Dataset-N are shown in
Figure.3.9 and a part of images in ”Benchmark” are shown in appendix A.
Figure 3.9: Some examples of my datasets: some images of Data-S and ”Trees” are shown
in (a), some images of ”Bikes” and ”Benchmark” are shown in (b).
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3.5.2 Parameter optimization
As the evaluation metric for interest point detectors, I used the number of corresponding





where Nb and Nnb are the total number of interest points detected from a blurred image and
a non-blurred image respectively. Nc is the number of the corresponding interest points
between the blurred image and the non-blurred image. When two interest points from a
blurred image and a non-blurred image are located at the same physical position, we call
these two points ”corresponding points”.
Table 3.1: Parameter Tuning of the Proposed Detector.
Nl l0 Avg.Nc Avg.Rs(%)
3 112 33
7 136 39
















Since both the number of detected interest points and the number of matched pairs are
very important to image matching, I consider that a detector fails to find interest points
from an image pair if Nc detected from this image pair is less than 50. Note that I have
already know the homographic relationships between all non-blurred images and their
blurred images in the datasets, hence I directly apply the function in OpenCV to calculate
Nc and Rs.
Table.3.1 shows the parameter tuning of the proposed interest point detector. I adjusted
the number of layer Nl and the initial length of the filter l0 in the scale space described in
section 3.3. Note that I just show the average results Avg. in the third and fourth columns
due to space limitations and I only used Dataset-S to tune the parameters of the proposed
detector. As shown in Table.3.1, we can see that Nl = 4, l0 = 11 as described in section
3.3 seem to be appropriate parameters because when I set a little larger Nl or l0, the
computational cost becomes much higher but the results only become a little bit better.
3.5.3 Evaluation for interest point detector
Table.3.2 shows the comparison results of Dataset-S between the proposed interest point
detector and some existing detectors. I compare the proposed detector to some existing
methods such as DoG detector from SIFT [10], Fast-Hessian detector from SURF [12],
Harris-Laplace [23], MSER [34], Salient regions detector [35], Fast corners detector from
BRISK [14]. As shown in this table.3.2, due to the space limitation, I divide all blurred
images into 3 classes according to the sizes of blur kernels in each row regardless of
Gaussian blur or motion blur. And I just show the average results Avg. in the third and
fourth columns. We can see that detectors of SIFT (DoG) and SURF (Fast-Hessian) are
better than other existing detectors (both average Nc and Rs are higher than other existing
detectors) but still much worse than the proposed interest point detector. The average Nc
and Rs of the proposed detector are about 7∼9 times larger and 20∼25% higher than that
of the best existing ones respectively.
Table.3.3 shows the results of failure rate of detectors. Like I said before, if the corre-
sponding interest points detected from a image pair by a detector is less than 50, I con-
sider that the detector fails to detect interest points from this image pair. And the ratio of
the number of image pairs where a detector fails to detect points and the total number of
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image pairs in this dataset is failure rate of the detector. As shown in table.3.3, all of the
existing detectors cannot work well under the blur situation, detectors of SIFT and SURF
failed to detect points from more than 80% images in this dataset, and the other existing
detectors failed to detect points from more than 92% images. In contrast, the proposed
detector successfully detected the points from all images in this dataset.
Table 3.2: Examples of comparison of Dataset-S.
Detector Blur size/ Avg.Nc Avg.Rs(%)
Image size
1/12 417 77
The Proposed Detector 1/9 352 71
1/6 266 61
1/12 57 55
DoG 1/9 41 46
1/6 28 38
1/12 55 61
Fast-Hessian 1/9 39 49
1/6 32 46
1/12 27 44
Harris-Lap 1/9 14 42
1/6 2 50
1/12 17 70
MSER 1/9 9 70
1/6 2 49
1/12 31 64
Salient 1/9 22 62
1/6 6 67
1/12 0 0




Table 3.3: Failure Rates of Detectors.
Detector Failure Rate (%)







Table 3.4: Examples of comparison of Dataset-N.
Detector Sub-set Avg.Nc Avg.Rs(%)
’B&T’ 2205 73
The Proposed Detector ’Bench’ 533 63
’B&T’ 1054 51
DoG ’Bench’ 61 43
’B&T’ 704 53
Fast-Hessian ’Bench’ 67 41
’B&T’ 317 49
Harris-Lap ’Bench’ 21 39
’B&T’ 109 48
MSER ’Bench’ 17 54
’B&T’ 181 49
Salient ’Bench’ 22 46
’B&T’ 96 40
FAST ’Bench’ 2 50
Table.3.4 shows the comparison results of Dataset-N. I used 3 subsets - ”Bikes”, ”Trees”
(′B&T ′) and ”Benchmark” (′Bench′). And I also only show average results due to space
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limitations. Images of ”Bikes” and ”Trees” are famous images and are widely used in
computer vision, but they contain small blurs for my research. So, I just used 2 strongest
blurred (the fifth and sixth) images in ”Bikes” and ”Trees”. As shown in Table.3.4, we
can see that the proposed detector is better than the existing detectors. Average Nc and Rs
of the proposed detector are about 2∼8 times larger and 20∼30% higher than that of the
best existing detectors respectively.
Table 3.5: Failure Rates of Dataset-N.
Detector Failure Rate (%)







Table.3.5 shows the results of failure rate of dataset-N. We can see that the failure rate
of all existing detectors are much higher than that of the proposed detector. Detectors of
SIFT and SURF failed to detect points from more than 54% images in this dataset, and the
other existing detectors failed to detect points from more than 80% images. In contrast,
the proposed detector successfully detected the points from all images in this dataset.
3.6 Examples
Some examples of the comparison between the existing detector and the proposed detector
are shown in this section. According to my preliminary experiments, SIFT’s detector
seems better than other existing detectors for blurred images. Hence, I just compared the
proposed detector to SIFT’s detector due to space limitations.
In Figure.3.10, results of SIFT’s detector are shown in ((a) and (b)) and results of the
proposed interest point detector are shown in ((c) and (d)). As shown in (a) and (b),
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SIFT’s detector only can detect less than 30 corresponding interest points (yellow +)
and their scales (sizes of the yellow circles) from the motion blurred image and its non-
blurred image hence SIFT detector failed to detect corresponding interest points from
these images. On the other hand, the proposed detector can correctly detect more than
300 corresponding interest points (only 100 are shown) from the blurred and non-blurred
image as shown in (c) and (d).
Figure 3.10: Another example of interest point detection.
Another example of comparison between SIFT detector and the proposed interest point
detector is shown in Figure.3.11. Results of SIFT detector are shown in (a). We can
see that SIFT detector failed to detect corresponding interest points (white +) and their
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Figure 3.11: An example of interest point detection.
scales (sizes of the white circles) from these two images since there are less than 20
corresponding points that can be detected by SIFT detector. On the other hand, results of
the proposed interest point detector for these two images are shown in (b), we can see that
the proposed detector can correctly detect more than 200 corresponding interest points
(only 100 are shown) from these two images. As the same with Figure.3.10, the blurred
images in (a) and (c) of Figure.3.11 are still motion blurred images, but the non-blurred
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image in (b) and (d) of Figure.3.11 include less textures than the non-blurred images in
Figure.3.10. Namely, no matter non-blurred images contain more or less information or
textures, the proposed detector still can work well for blurred and non-blurred images.
Figure 3.12: An example of a Gaussian blurred image and a non-blurred image.
There is one more example of comparison between the proposed interest point detector
and SIFT’s detector. As shown in Figure.3.12, results of SIFT’s detector for a Gaussian
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blurred image and its non-blurred image are shown in (a), results of the proposed de-
tector for these images are shown in (b). We can see that the proposed detector can also
work well for Gaussian blurred images unlike SIFT’s detector (less than 10 corresponding
points can be correctly detected). The proposed detector can correctly detect more than
200 corresponding interest points (only 100 are shown) from these two images.
Figure 3.13: An example of blurred and zoom changed image.
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Also, another example is shown in Figure.3.13. Results of SIFT’s detector and the pro-
posed interest point detector are shown in each (a) and (b) respectively. We can see that
the proposed interest point detector can also work well for blurred and zoom changed
image and its non-blurred image. That proves the proposed scale selection can correctly




Blur-Invariant Local Feature De-
scriptor
In this chapter, I will present a novel local feature descriptor based on blur-invariant mo-
ments. First in section 4.1, I will introduce the basic idea and main contribution of the
proposed blur-invariant local feature descriptor. Then, in section 4.2, I will clarify the
problem about directly using blur-invariant moments as local features. In section 4.3, I
will describe the details of the proposed local feature descriptor. Finally, I will show some
experimental results and examples of the proposed descriptor and blurred image matching
using the proposed local feature descriptor in section 4.4 and 4.5 respectively.
4.1 Methodology
As described in section 2.2, it has been proven that many local feature descriptors have
good discriminative power. Unfortunately, all of the existing local feature descriptors
cannot be applied for blurred image matching. Because the local features computed by
them are complex information composed of intensities or gradients of pixels and as we all
know that intensities or gradients are very sensitive to blur. Hence the local features com-
puted by the existing local feature descriptors may be unique and distinctive but are not
blur-invariant. For example, according to the conclusion of [44], SIFT’s descriptor has
been proven its high performance in image matching (excluding blurred image matching)
and usually has higher discriminative power than that of most other descriptors. How-
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ever, SIFT’s descriptor is sensitive to blur (especially motion blur) thereby is incapable of
achieving blurred image matching as well as the other existing local feature descriptors.
On the other hand, according to [56, 57], there are plenty of moments (or moment in-
variants) which have been proven their invariance to blur. However, these blur-invariant
moments (or moment invariants) are a kind of global features and it is very difficult to
directly use them as local features. One of the biggest problem is ”boundary error” that I
will describe in section 4.2. Shortly speaking, when moments are computed from a local
region, their values will include huge boundary error therefor their blur-invariance will
be degraded until totally lost. However, I found that only a few low order blur-invariant
moments seem to be robust to boundary error. Unfortunately, we cannot directly apply
these a few low order blur-invariant moments as local features due to their extremely low
discriminative power.
Hence, I propose a novel local feature descriptor which can solve all the problems men-
tioned above. In the proposed local feature descriptor, I first compute 3 low order blur-
invariant moments of each pixel in a local region and replace the intensity or gradient of
the pixel with these low order moments. Then I enhance the discriminative power of these
low order blur-invariant moments by introducing some feature generating methods from
the existing descriptors (SIFT, SURF, etc.) thus generate a blur-invariant feature vector
for the local region. In this way, the local features computed by the proposed local feature
descriptor can be highly distinctive while keeping blur-invariance.
4.2 Limitation of Blur-Invariant Moments
Usually, a blurred image is considered as a convolution between its non-blurred image
and a blur kernel. So each pixel of the blurred image is affected by its surrounding pixels
in the non-blurred image as shown in Figure.4.1. A smaller size of blurred image (the
size of which is 3 × 3) is generated from a non-blurred image (the size of which is 5 × 5)
and a blur kernel (the size of which is 3 × 3). In other words, a blurred image usually has
two regions: valid region (white pixels in Figure.4.1 (c)) and invalid region (dark pixels
in Figure.4.1 (c)).
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Figure 4.1: An example of a blurred image and its non-blurred image.
Figure 4.2: An example local regions from a non-blurred image and its blurred image.
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Now, focus on a local region in an image. As shown in Figure.4.2, a non-blurred image
and its blurred image are shown as the left and right ones respectively. A local region is
extracted from the non-blurred image (in white box), and another local region is extracted
from the blurred image (in blue box). Both the sizes of them are the same S ×S . However,
only inside part of the blurred region (in the white box of the right image) is a valid region
corresponding to the non-blurred local region (in the white box of the left image) as I
described above. In other words, the boundary part between the white box and the blue
box in the right image is a invalid region. It corresponds to a part of the boundary part of
the non-blurred region (in the white box of the left image) and a part of the outside region
of the non-blurred region.
Figure 4.3: The relationship of sizes of local regions extracted from a blurred input image
and its non-blurred image.
As shown in Figure.4.3, I denote blur-invariant moments of local regions from the blurred
image and its non-blurred image as Ig(S ) and I f (S ) respectively. I also denote the size
of the non-blurred local region R f as S × S and the size of the valid blurred region Rg(=
R f − Rb) as S i × S i respectively.
Now, Ig(S ) can be approximately divided into two parts as:
Ig(S ) ≈ Ig(S i) + ∆(S b) (4.1)
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where ∆(S b) is value of blur-invariant moment computed from the boundary region Rb.
S b (S 2b(= S
2 − S 2i )) represents the size of the boundary region and is associated with blur
kernel size.
Furthermore, the difference between the blur-invariant moments of two local regions can
be defined as follows:
dist(I f , Ig) = ‖I f (S ) − Ig(S )‖ (4.2)
where ‖ · ‖ is the Euclidean norm space.
Based on these preparation above, the difference between I f (S ) and Ig(S ) can be calcu-
lated as:
dist(I f , Ig) ≈ ‖I f (S ) − (Ig(S i) + ∆(S b))‖
≈ ‖∆(S b)‖ (4.3)
Note that Ig(S i) is equal to I f (S ) by the equation (4.3) when two images are absolutely
the same except for any blur.
The equation (4.3) makes it clear that the boundary error plays a crucial role for the
difference of two local regions from a blurred image and its non-blurred image. And this
error is dependent on S b.
As a matter of fact, I have done a preliminary experiment to confirm whether the hy-
pothesis mentioned above is correct or not. In my experiment, the average dissimilarity
between 1700 local region pairs from 100 non-blurred images and their 500 (Gaussian
and 4 directional motion) blurred images is shown in Figure.4.4. First, I select a local re-
gion pair (blurred region and its non-blurred region, I call it ”corresponding region pair”
from now on) with the the same and changeable sizes. The sizes of each region are quite
small 11 × 11∼31 × 31 pixels (about 1.1∼3.4 times of the sizes of blur kernels). Then,
I compute blur-invariant moments M00, M10, M01, B30, B03, B50 and B05 for each local
region with each size and compare the moment values of each corresponding region pair.
Note that B30, B03, B50 and B05 are 3rd and 5th-order moment invariants defined in [56, 57],
and some other 3rd and 5th-order moment invariants like B21, B12 or B41... are not shown
in here due to space limitations. Theoretically speaking, the dissimilarity of moments
(moment invariants) of each pair should be zero since all the moments are blur-invariant.
Therefore, I consider the dissimilarity shown in Figure.4.4 mostly comes from boundary
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error. We can see that the dissimilarities of M00, M10 and M01 are much smaller (about
1%∼2%) than others (B30, B03, B50 and B05). It seems these 3 moments M00, M10 and M01































Figure 4.4: An example of average dissimilarity of the values calculated by blur-invariant
moments between blurred local regions and their non-blurred regions.
Another preliminary experiment is shown in Figure.4.5. For each non-blurred local region
of each corresponding region pair, I extract some blurred local regions which have 60%
overlap to the blurred local region of the corresponding region pair. In this way, each non-
blurred local region is quite similar to the extracted blurred regions but they are not from
a corresponding region pair. I call this kind of local region pair which includes a non-
blurred region and the extract blurred regions ”non-corresponding region pair”. Then, I
calculate the average dissimilarity between the non-blurred region and blurred regions of
each non-corresponding region pair. I apply the radio of the dissimilarity of each non-
corresponding region and the dissimilarity of its corresponding region pair to evaluate the
discriminative power of blur-invariant moments. Clearly, the value of ratio is higher, the
blur-invariant moment is more distinctive. As shown in Figure.4.5, the ratios of M00, M10
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and M01 are higher than others. Theoretically speaking, high order moments should have
higher discriminative power than low order moments but it is opposite in blurred image
matching cases. I consider the reason is that the boundary error highly effect high order





























Figure 4.5: An example of ratio of dissimilarity of non-corresponding region pairs and
corresponding region pairs.
Hence, according to these preliminary experiments, I apply only 3 low order blur-invariant
moments M00, M10 and M01 in the proposed local feature descriptor due to their low
boundary error.
4.3 Details of the Proposed Descriptor
Even though 3 blur-invariant moments M00, M10 and M01 has been proven their robust-
ness to boundary error, lacking of discriminative power will become a huge problem if I
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directly apply these moments as a local feature descriptor. Hence, in this section, I will
describe the proposed local feature descriptor which applies a feature generating method
for improving the discriminative power of these 3 moments.
Figure 4.6: The process flow of the proposed descriptor.
The process flow of the proposed descriptor is shown in Figure.4.6. As shown in Figure.4.6
(a), a local region surrounding an interest point (red point) is extracted from an image at
first. The size of this region is 20 × 20 and each small black grid in the region represents
each pixel. As shown in (b), 3 blur-invariant moments M00, M10 and M01 of each pixel are
computed. Then magnitudes m of the moments are shown in (c). An example of moment
quantization is shown in (d). Magnitudes accumulation and feature vector generation are
shown in (e). In conclusion, for each local region, the proposed local feature descriptor
generates a high dimensional, blur-invariant and distinctive feature vector by using not
only blur-invariant moments of each pixel in the region but also the information on the
location, on the neighbor relationship of the moments of pixels.
As shown in Figure.4.6 (a), I first choose a local region for an interest point, the center of
the region is the interest point. The size of the region is 20S ×20S (S: scale of the interest
point, S is decided by interest point detector), Note that in Figure.4.6, S = 1. Then,
as shown in Figure.4.6 (b), for each pixel in the region, I compute its 3 blur-invariant
moments M00, M10 and M01. Note that these 3 moments are all computed from the 3S ×3S
surrounding region of the pixel. I also define and compute magnitude m of the 3 moments
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in equation (4.4, 4.5) (shown in Figure.4.6 (c)). In this way, these 3 moments can be easily








N210(x, y) + N
2
01(x, y) (4.5)
Where x, y are the coordinates of the given pixel, m(x, y) is the magnitude of moments
respectively.
Like the existing descriptors such as SIFT does, I divide the whole region into nk × nk
sub-regions and create a nb bins histogram for each sub-region. For example, I set nk = 4
as shown in Figure.4.6 (c), (d), and nb = 8 as shown in Figure.4.6 (e). However, the
difference between the proposed local feature descriptor and the existing descriptors is




N10(x, y) ≥ N10(x + 1, y)N01(x, y) ≥ N01(x, y + 1)
2 if
N10(x, y) ≥ N10(x + 1, y)N01(x, y) < N01(x, y + 1)
3 if
N10(x, y) < N10(x + 1, y)N01(x, y) ≥ N01(x, y + 1)
4 if
N10(x, y) < N10(x + 1, y)N01(x, y) < N01(x, y + 1)
5 if
N10(x, y) ≥ N10(x, y + 1)N01(x, y) ≥ N01(x + 1, y)
6 if
N10(x, y) ≥ N10(x, y + 1)N01(x, y) < N01(x + 1, y)
7 if
N10(x, y) < N10(x, y + 1)N01(x, y) ≥ N01(x + 1, y)
8 if




Where x, y are the coordinates of the given pixel, and b(x, y) represents the bin number
for this pixel.
As shown in Figure.4.6 (c), the black solid grid and the pattern grid are the given pixel
and its neighbor pixel respectively. I compare their moments and decide which bin in
the nb bins the given pixel belongs to, base on moment values’ relationship between the
pixel and its neighbor pixels. In this way, each pixel in the local region is assigned to its
corresponding bin according to its relationship to its neighbor pixels. Note that, my pre-
liminary experiment shows 95∼98% pixels in a blurred local region and its non-blurred
local region have the same quantization results. That means the quantization in equation
(4.6) is very robust to blur.
Finally, I accumulate the magnitude of moments of each pixel into its bin to generate the
nk × nk × nb dimensional feature vector. For example, if a pixel is in the 10th grid (the 2nd
column, the 3rd row) and its b(x, y) is 3 (the 3rd bin), the magnitude of moments of the
pixel will be accumulated into the 75th bin of the whole histogram shown in Figure.4.6
(e). In this way, the local feature vector computed by the proposed descriptor consists of
amount of distinctive information such as spatial information and quantization informa-
tion and all of the information are based on 3 low order blur-invariant moments. Hence,
the local features computed by the proposed descriptor can be highly distinctive while
keeping blur-invariance.
4.4 Experimental Results
First, I will show the result of parameter optimization of the proposed local feature de-
scriptor in section 4.4.1. Then, I will evaluate the proposed local feature descriptor and
compare it to other existing descriptors in section 4.4.2. Finally, I will compare the exist-
ing image matching methods to the proposed image matching method which includes the
proposed interest point detector in chapter 3 and the proposed local feature descriptor in
this chapter. Note that, I also used Dataset-S and Dataset-N described in section 3.5.1 in
this section except those 200 zoom changed images.
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4.4.1 Parameter optimization
For each image pair including a blurred image and its non-blurred image, I first use an
interest point detector to detect interest points from these images. Then, for each interest
point from an image of the image pair, the distances of all point pairs between this interest
point and all interest points from another image of the image pair are computed by their
feature vectors generated by a local feature descriptor. If two points of a point pair are
located at the nearest position in a multidimensional feature vector space, this point pair
is considered as a matched pair. After all matched pairs from an image pair are identified,
I apply RANS AC algorithm to eliminate outlier pairs and I set the retained inlier pairs as
correct matches. Since the number of correct matches is very important to image match-
ing, as a evaluation metric for local feature descriptors, I apply the number of correct





where Nc is described in section 3.5.2, and I consider that a local feature descriptor fails
to match the given image pair if Nm of this pair is less than 50.
First, I adjusted the parameters of the proposed local feature descriptor (the number of
sub-patches nk and bins nb as described in section 4.3). Figure.4.7 and Figure.4.8 show
the results of parameter tuning of the proposed local feature descriptor for Dataset-S and
Dataset-N respectively. As shown in Figure.4.7 and Figure.4.8, ”The proposed-128” rep-
resents dimension = 128 (nk = 4, nb = 8), ”MBE-32” represents dimension = 32 (nk = 2,
nb = 8), ”MBE-64” represents dimension = 64 (nk = 4, nb = 4), ”MBE-256” represents
dimension = 256 (nk = 8, nb = 4). We can see that for both datasets, the matching
precision P of the proposed local feature descriptor gets better when the dimension of the
descriptor gets larger. However, I consider that the proposed one (dimension = 128) is the
best (the most efficient) choice, since precision P of the proposed one is much better than
low-dimensional ones but only a little inferior to the high-dimensional one. In addition,
the number of correct matches Nm of the proposed one (dimension = 128) is good too,
and no failed case exists.
As shown in Figure.4.7 and Figure.4.8, I also compared the proposed local feature de-



































































Figure 4.8: Parameter tuning for Dataset-N.
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”Moment − 10” represents the local feature descriptor which applies 10 (order up to 5)
blur-invariant moments [56, 57] computed from the wholly local region thus generates a
10-dimensional feature vector for each local region. ”Moment− 160” represents the local
feature descriptor which computes those 10 moments in ”Moment−10” from each of 4×4
sub-regions of the whole region and applies the total 160 moments as a feature vector thus
generates a 160-dimensional feature vector for each local region. As shown in Figure.4.7
and Figure.4.8, the local feature descriptors that directly apply the blur-invariant moments
cannot work well as local feature descriptors due to ”boundary error”.
4.4.2 Evaluation for local feature descriptor
In this section, I focus on evaluating the proposed local feature descriptor and compare it
to some existing local feature descriptors. Namely, to eliminate the effect from interest
point detectors, I only use the proposed interest point detector in chapter 3 for all local



























 The Proposed Descriptor
 SIFT Descriptor
 SURF Descriptor
Figure 4.9: Results of comparison for Dataset-S.
I found that descriptors of SIFT and SURF are much more robust to blur than other exist-
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ing local feature descriptors according to the results of my preliminary experiments and
the conclusion in [44]. Hence, I just show the results of comparison between the proposed


























 The Proposed Descriptor
 SIFT Descriptor
 SURF Descriptor
Figure 4.10: Results of comparison for Dataset-N.
As shown in Figure.4.9 and Figure.4.10, we can see that the performance of the pro-
posed local feature descriptor outperforms the existing descriptors for both Dataset-S and
Dataset-N. The matching precisions of the proposed descriptor is 15% ∼ 48% higher than
the existing descriptors. Furthermore, the proposed descriptor always works well for all
images in these two datasets, no failure exists. However, SIFT descriptor failed to match
about 33% of the images in Dataset-S and 40% in Dataset-N and SURF descriptor failed
to match about 37% in Dataset-S and 41% in Dataset-N.
4.4.3 Comparison for image matching method
In this section, I will show the results of comparison between the proposed image match-
ing method and existing image matching methods (SIFT and SURF). Note that, the pro-
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posed matching method includes the proposed interest point detector in chapter 3 and the
proposed local feature descriptor in this chapter and SIFT and SURF methods include
their own detectors and descriptors respectively.
Table 4.1: Comparison of matching methods for Dataset-S.
Method Blur size/ Avg.Nm Avg.P(%)
Image size
1/12 401 73
The Proposed Method 1/9 341 69
1/6 248 56
1/12 34 60
SIFT 1/9 23 55
1/6 15 55
1/12 34 62
SURF 1/9 22 56
1/6 16 51
Table.4.1 shows the results of comparison among the proposed matching method, SIFT
and SURF for Dataset-S. As shown in this table, I divide all blurred images into 3 classes
according to the sizes of blur kernels regardless of Gaussian blur or motion blur. And I
only show the average results Avg. in the third and fourth columns due to space limita-
tions. We can see that the existing methods always fail to match blurred images according
to Nm. On the other hand, the proposed matching method always works well for blurred
image matching. No matter for either motion blurred images or Gaussian blurred images,
the Nm of the proposed method is always much (about 8∼11 times) higher than the ex-
isting matching methods. Furthermore, the matching precision of the proposed method is
also 6% ∼ 22% higher than the matching precisions of the existing methods.
Table.4.2 shows the results of comparison for Dataset-N. I used 3 subsets - ”Bikes” and
”Trees” represented by ’B&T’ and ”Benchmark” represented by ’Bench’. I also only
show the average results due to space limitations. Note that, even though the images in
”Bikes” and ”Trees” are famous images and are widely used in computer vision, they
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Table 4.2: Comparison of mathing methods for Dataset-N.
Method Sub-set Avg.Nm Avg.P(%)
’B&T’ 1376 63
The Proposed Method ’Bench’ 342 66
’B&T’ 369 35
SIFT ’Bench’ 17 27
’B&T’ 218 31
SURF ’Bench’ 15 23
contain small blurs for my research. Hence, I just used 2 strongly blurred (the fifth and
sixth) images in ”Bikes” and ”Trees”. We can see that the proposed matching method
is much better than the existing matching methods according to the Nm. And the match-
ing precision of the proposed matching method is 20%∼30% higher than the matching
precisions of existing matching methods.
4.5 Examples
4.5.1 Examples of descriptors
An example of comparison of image matching is shown in Figure.4.11. The blue lines
and blue circles in both (a) and (b) of Figure.4.11 represent matched pairs and detected
interest points respectively. The result of SIFT’s descriptor and all its matched pairs are
shown in Figure.4.11 (a). Note that, to eliminate the effect of the interest point detector, I
used the proposed detector in chapter 3 for SIFT’s descriptor. On the other hand, the result
of the proposed matching method which includes the proposed local feature descriptor is
shown in Figure.4.11 (b). We can see that the proposed descriptor is much better than
SIFT descriptor for Gaussian blurred image matching. Note that, the proposed method
can correctly match more than 500 point pairs but only 100 matched pairs are shown in
Figure.4.11 (b) for observation.
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Figure 4.11: An example of local feature description.
Another example of image matching is shown in Figure.4.12. The blurred images in
both (a) and (b) of Figure.4.12 are the same motion blurred images. The result of SIFT’s
descriptor and all its matched pairs are shown in Figure.4.12 (a). On the other hand,
the result of the proposed matching method which includes the proposed local feature
descriptor is shown in Figure.4.12 (b). We can see that the proposed descriptor is still
much better than SIFT descriptor for motion blurred image matching. Note that, the
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proposed method also can correctly match more than 500 point pairs for this image pairs
but only 100 matched pairs are shown in Figure.4.12 (b) for observation.
Figure 4.12: Another example of blurred image matching.
Figure.4.13 shows Another example of motion blurred image matching. This time, the
motion direction of blurred images in Figure.4.13 are different from the blurred images in
Figure.4.12. The conclusion is the same, the proposed local feature descriptor is always
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much better than SIFT descriptor regardless of the direction of motion blur.
Figure 4.13: Another example of blurred image matching.
4.5.2 Examples of image matching methods
In this section, I will show the results of comparison between the proposed matching
method, SIFT method. Namely, two matching methods apply their own interest point
detectors and local feature descriptors to match blurred images.
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An example of blurred image matching is shown in Figure.4.14. The blurred images
in both (a) and (b) of Figure.4.14 are the same motion blurred images. The result of
SIFT method and all its matched pairs are shown in Figure.4.14 (a). On the other hand,
the result of the proposed matching method is shown in Figure.4.14 (b). We can see
that the proposed matching method is much better than SIFT method for motion blurred
image matching. Note that, the proposed method can correctly match more than 400
point pairs for this image pairs but only 100 matched pairs are shown in Figure.4.14 (b)
for observation.
Figure 4.14: An example of blurred image matching for motion blurred images.
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Also, an example of image matching is shown in Figure.4.15. The blurred images in
both (a) and (b) of Figure.4.15 are the same Gaussian blurred images. The result of SIFT
method and all its matched pairs are shown in Figure.4.15 (a). On the other hand, the
result of the proposed matching method is shown in Figure.4.15 (b). We can see that the
proposed matching method is much better than SIFT method for Gaussian blurred image
matching. Note that, the proposed method also can correctly match more than 500 point
pairs for this image pairs but only 100 matched pairs are shown in Figure.4.15 (b) for
observation.
Figure 4.15: An example of blurred image matching for Gaussian blurred images.
An example of image matching is shown in Figure.4.16. The blurred image in both (a)
and (b) of Figure.4.16 are the same image in ”Benchmark” of dataset-N. The result of
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SIFT method and all its matched pairs are shown in Figure.4.16 (a). On the other hand,
the result of the proposed matching method is shown in Figure.4.16 (b). We can see that
the proposed matching method is much better than SIFT method for real blurred image
matching. Note that, the proposed method can correctly match more than 500 point pairs
for this image pairs but only 100 matched pairs are shown in Figure.4.16 (b).
Figure 4.16: An example of blurred image matching for Dataset-N.
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Another example of ”Benchmark” is shown in Figure.4.17. The result of SIFT method
and all its matched pairs are shown in Figure.4.17(a). On the other hand, the result of
the proposed matching method is shown in Figure.4.17 (b). We can see that the proposed
matching method is still much better than SIFT method. Note that, the proposed method
also can correctly match more than 500 point pairs for this image pairs but only 100
matched pairs are shown in Figure.4.17 (b).
Figure 4.17: Another example of blurred image matching for Dataset-N.
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And one more other example of ”Benchmark” is shown in Figure.4.18. The conclusion is
the same. The proposed matching method (Figure.4.18 (b)) is still much better than SIFT
method (Figure.4.18 (a)).




Rotation, Scale & Illumination-
Invariance Extension
Since the proposed local feature descriptor in chapter 4 is only invariant to blur, I will
introduce a rotation, scale and illumination-invariant extension to the proposed descriptor
in this chapter. In section 5.1, I will describe an orientation assignment approach which
is based on blur-invariant moments and can provide an orientation for each local region
surrounding each interest point. By normalizing the orientation of each local region,
feature vector generated from the region can be invariant to rotation. In section 5.2, I
will describe a modified moments called Gaussian normalized moments. It is not only
invariant to blur but also invariant to scale and illumination changes at the same time. By
applying the proposed Gaussian normalized moments, the proposed descriptor in chapter
4 can be invariant to scale and illumination changes. In this way, the final proposed
matching method is invariant to blur, rotation, scale & illumination.
5.1 Rotation-Invariance Extension
5.1.1 Methodology
As described in section 4.3, to generate a feature vector for an interest point, I first choose
a local region surrounding the interest point. Then, for each pixel in the region, I compute
its 3 blur-invariant moments M00, M10 and M01 from a 3S × 3S computing region. I also
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define and compute magnitude m of the 3 moments according to the equation (4.4) in
chapter 4. Finally, the blur-invariant feature vector based on the magnitudes is generated
from the local region by applying a feature generating method. However, the feature
generating method in chapter 4 is strongly related the coordinates of images, that means
the feature generating method is not rotation-invariant, if a given image rotate, the feature
generating method cannot generate the same feature vector.
Figure 5.1: An example of orientation assignment.
In order to extent rotation-invariance to the generated feature vector, I proposed an orien-
tation assignment approach in this section. Note that, there may be some other methods
which also can extent rotation-invariance but the proposed approach is very simple since
it is also based on the magnitude m and with an extra slight computation. Figure.5.1
shows an example of the proposed orientation assignment. As shown in (a) and (b) of
the Figure.5.1, once magnitudes of all pixels in a local region are computed, I only focus
on the circular part (whose diameter equals the size of the local region) inside the local
region and transformed the coordinate (x, y) of each pixel in the inside circular region into
polar coordinate (r, θ) by x = rcos(θ), y = rsin(θ). Then, I apply a sliding window whose
size is πp to compute the sum of the magnitudes
∑
m in the sliding window. And as shown
in Figure.5.1 (a) (b), the sliding window slide t degree at each time. I defined a function
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where 10S and m(r, θ) represent the radius of the circular region and the magnitude of




s , · · · , 2π).
In my prototype system, I set p = 6, s = 18, that means the window size is π6 and the
sliding window slide π18 at each time.
After that, I explore the location of the sliding window in the circular region when the∑
m attains maximum. At this time, t of the sliding window is assigned as the orientation




Figure 5.2: An example of orientated regions.
Finally, the square local region is oriented along the orientation to normalize the orien-
tation of the local region. The next processes are the same with the processes described
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in section 4.3. In this way, only magnitudes of moments are applied to compute the ori-
entation hence the proposed orientation assignment is invariant to blur and can be easily
computed. Furthermore, the orientation of the local region is only related to the distribu-
tion of moments in the region, that can eliminate the effect of image rotation. An example
is shown in Figure.5.2. White ”+” and circles in (a) and (b) of Figure.5.2 represent interest
points and their surrounding local regions. Each green line in each local region represents
the assigned orientation of the region. We can see that the same regions in a non-blurred
image (a) and its blurred image (b) have been assigned orientations and the orientations
of two corresponding interest points are also ”corresponded” no matter if there is blur or
not. So, if we normalize the orientation of each local region, we can eliminate the effect
of the rotation of images.
5.1.2 Parameter optimization
Figure 5.3: Some examples of Dataset-R.
In the experiments of this section, I used Dataset-R which contains 30 non-blurred images
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and their 320 randomly rotated (0◦ ∼ 359◦) and blurred (Gaussian blurred and 8 direc-
tional motion blurred) images. A part of images in Dataset-R are shown in Figure.5.3.
As the evaluation metric for the proposed orientation assignment, I used rotation precision





where Nc is the number of corresponding interest points described in section 3.5.2, Ncr is
the number of orientation corresponding interest points. When orientations of two corre-
sponding interest points are related to image rotation and the error of their corresponded
orientations is less than 5◦, we call these two interest points ”orientation corresponding
interest points”.




















Table.5.1 shows the parameter tuning of the proposed orientation assignment. I adjusted
the size of sliding window (the value of p) and the step of the sliding window (the value
of s) described in section 5.1.1. Note that, I just show the average results Avg. in the third
column due to space limitations. As shown in Table.5.1, we can see that p = 6, s = 18 is
the best choice for the proposed orientation assignment.
5.1.3 Evaluation for orientation assignment
In this section, I will show the results of comparison between two the proposed match-
ing method (method-U and method-O) and existing image matching methods (SIFT and
SURF). Method-U includes the proposed interest point detector in chapter 3 and the pro-
posed local feature descriptor in chapter 4. On the other hand, method-O includes the
proposed interest point detector in chapter 3 and the proposed local feature descriptor
with the proposed orientation assignment. SIFT and SURF include their own detectors
and descriptors respectively.
Table 5.2: Comparison of matching methods for Dataset-R.
Method Blur size/ Avg.Nm Avg.P(%)
Image size
1/12 266 66
Method-O 1/9 228 63
1/6 177 58
1/12 149 37
Method-U 1/9 116 32
1/6 78 25
1/12 27 12
SIFT 1/9 19 43
1/6 11 39
1/12 31 14
SURF 1/9 21 46
1/6 10 40
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Table.5.2 shows the comparison between method-O, method-U, SIFT and SURF for Dataset-
R. As shown in this table, I divide all blurred images into 3 classes according to the sizes
of blur kernels regardless of image rotation, scale changes and blur types. And I only
show the average results Avg. in the third and fourth columns due to the space limita-
tions. We can see that method-O (the proposed method with the proposed orientation
assignment) is much better than the others. Apparently, method-U is not robust to im-
age rotation hence both Nm and P are about only half value of that of method-O. SIFT
and SURF are not robust to blur, hence their results are even worse than method-U. That
proves that the proposed method-O is invariant to blur, scale and rotation.
Table 5.3: Failure Rates for Dataset-R.





Table.5.3 shows the results of failure rate of dataset-R. We can see that the failure rate
of the existing methods (SIFT and SURF) are much higher than that of the proposed
methods (method-U and method-O). Unlike method-U, the failure rate of method-O is
0 that means the proposed orientation assignment can extent rotation-invariance of the
proposed matching method.
5.1.4 Examples
An example of image matching is shown in Figure.5.4. The blurred images in both (a)
and (b) of Figure.5.4 are Gaussian blurred and rotated images. The result of method-U
and all its matched pairs are shown in Figure.5.4 (a). The result of method-O and only 80
matched pairs are shown in Figure.5.4 (b). We can see that method-O with the proposed
orientation assignment is blur and rotation-invariant and is much better than method-U.
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Figure 5.4: An example of Dataset-R.
Another example of image matching is shown in Figure.5.5. In this time, the blurred
images in both (a) or (b) of Figure.5.5 are motion blurred and 90◦ rotated images. We can
see that method-O (see Figure.5.5 (b)) is blur and rotation-invariant and is much better
than the method-U (see Figure.5.5 (a)).
5.2 Scale & Illumination-Invariance Extension
In order to be invariant to scale and illumination changes, I propose new moments called
”Gaussian-normalized moments” in this section. The proposed moments are modified
84
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Figure 5.5: Another example of Dataset-R.
version of the moments used in section 4.3 thus they are only need a slight extra compu-
tation but can be invariant to scale changes and illumination changes at the same time.
5.2.1 Methodology
As the existing moments, normalized moments Rpq = Mpq/M
p+q+2
2
00 have been proven the
invariance to scale changes. Unfortunately, normalized moments cannot be further ex-
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tended to be invariant to illumination changes. Proof is described as follows.
g(x′, y′) = a f (sx, sy) (5.4)
where g(x′, y′) is a scale and illumination changed image and its original image is f (x, y),
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2 R( f )pq (5.5)
where R(g)pq and R
( f )
pq are the existing normalized moments of the changed image g(·) and
the original image f (·), Mpq is the p + q order geometric moment. We can see that the
existing normalized moment can eliminate the scale factor s but cannot eliminate the
illumination factor a at the same time. That means the normalized moments can only be
invariant to scale but cannot be invariant to illumination. We need an extra method to
extend illumination-invariance of moments.
As a simple method to fix this problem, we can apply ratios of moments which are
Mpq/Mst (p + q = s + t). However, this method is not so reliable for M10 and M01
used in the proposed descriptor 4. In some cases, M10  ()M01, in other cases, M10 is
quite similar to M01. As a conclusion, it is very difficult to use ratios of moments in the
proposed descriptor.
On the other hand, many illumination-invariant local feature descriptors have been pro-
posed such as [13, 16] until now. However, they are all based on intensities of pixels and
their feature generating methods are totally different from moments. Hence, it is difficult
to borrow some ideas from these existing local feature descriptors.
Hence, I proposed a novel normalized moment called ”Gaussian-normalized moments”















where G(·;σ) is a Gaussian function, σ equals γS (S represents the scale decided by the
interest point detector), that means σ is related to the calculating region of the moment.
The relationship of Gaussian normalized moment between scale and illumination changed
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= GN( f )pq (5.8)
As described in equation (5.8), we can see that the proposed Gaussian normalized mo-
ment can eliminate the scale factor s and the illumination factor a at the same time thus
Gaussian normalized moment of scale and illumination changed image equals Gaussian
normalized moment of original image. Note that, I set γ = 0.6 in the Gaussian func-
tion. In the proposed local feature descriptor described in section 4.3, all I need to do is
to replace moments N10 and N01 with the proposed Gaussian normalized moments GN10
and GN01. That means the magnitude m and moment quantization of the proposed local
feature descriptor in section 4.3 are based on the new Gaussian normalized moment. In
this way, the proposed descriptor is invariant to illumination changes as well as scale,
blur. Furthermore, the proposed Gaussian normalized moments can be easily applied in
the proposed local feature descriptor.
5.2.2 Parameter optimization
In the experiments of this section, I used Dataset-SI. It contains 10 non-blurred images
and their 200 illumination changed (illumination factor a:0.4 ∼ 1.9), zoom changed (scale
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factor s:1.1 ∼ 3.2) and blurred (Gaussian blurred and 8 directional motion blurred) im-
ages. A part of images in Dataset-SI are shown in Figure.5.6.
Figure 5.6: Some examples of Dataset-SI.
As the evaluation metric, I also used matching precision p described in section 4.4. As
shown in Figure.5.7, local feature descriptor using the proposed Gaussian normalized
88
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moments has the best performance when γ is 0.6.
























 The Proposed Descriptor
Figure 5.7: The result of γ tuning.
5.2.3 Evaluation for Gaussian normalized moments
In this section, I will show the results of comparison between the proposed matching
method (chapter 3 and 4), the proposed matching method using the proposed Gaussian
normalized moments, the proposed matching method using ratio of moments and the
existing image matching methods (SIFT and SURF).
Table.5.4 shows the comparison between the proposed method using Gaussian normal-
ized moments, method-U, method-R, SIFT and SURF for Dataset-SI. Method-U is the
proposed descriptor using the existing normalized moments in chapter 4. Method-R is
the proposed descriptor using ratio of moments M10/M01 and M01/M10. As shown in
this table, I divide all blurred images into 3 classes according to the sizes of blur kernels
regardless of illumination changes, scale changes and blur types. And I only show the
average results Avg. in the third and fourth columns due to the space limitations. We can
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see that the proposed method using Gaussian normalized moments is much better than
the others. Apparently, method-U is not robust to illumination changes, method-R is not
reliable hence both its Nm and P are even worse than that of method-U. SIFT and SURF
are not robust to blur, hence their results are much worse than the proposed method. That
proves that the proposed method using Gaussian normalized moments is invariant to blur,
scale and illumination changes.
Table 5.4: Comparison of matching methods for Dataset-SI.
Method Blur size/ Avg.Nm Avg.P(%)
Image size
1/12 415 86
The proposed method 1/9 366 80
1/6 289 71
1/12 274 57
Method-U 1/9 223 49
1/6 146 36
1/12 202 42
Method-R 1/9 155 34
1/6 85 21
1/12 41 29
SIFT 1/9 33 26
1/6 19 21
1/12 34 29
SURF 1/9 23 27
1/6 17 19
Table.5.5 shows the results of failure rate of dataset-SI. We can see that the failure rate of
the existing methods (SIFT and SURF) are much higher than that of the proposed method
and method-U. Unlike method-U, the failure rate of the proposed matching method with
Gaussian normalized moments is 0 that means the proposed Gaussian normalized mo-
ments can extent scale and illumination-invariance of the proposed matching method.
Furthermore, method-R is worse than method-U, that means the ratio of moments are not
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reliable for the proposed matching method.
Table 5.5: Failure Rates for Dataset-R.
Method Failure Rate (%)









An example of image matching is shown in Figure.5.8. The blurred images in both (a) and
(b) of Figure.5.8 are Gaussian blurred and illumination changed images. The method-U
and all its matched pairs are shown in Figure.5.8 (a). The result of the proposed method
and only 100 matched pairs are shown in Figure.5.8 (b). We can see that the proposed
method is better than method-U and is blur and illumination-invariant.
Figure 5.9: An example of blurred, illumination and zoom changed image matching.
92
5.2. SCALE & ILLUMINATION-INVARIANCE EXTENSION 93
One more example of image matching is shown in Figure.5.9. The blurred images in
both (a) and (b) of Figure.5.9 are motion blurred, scale and illumination changed images.
However, the conclusion is the same, the proposed method (see Figure.5.9 (b)) is better
than method-U (see Figure.5.9 (a)) and is blur, scale and illumination-invariant.
Figure 5.10: Another example of Dataset-SI.
Another example of Gaussian blurred and illumination changed image matching is shown
in Figure.5.10. We can see that the proposed method (see Figure.5.10 (b)) is better than
method-U (see Figure.5.10 (a)) and is blur, scale and illumination-invariant.
Another example of blurred and illumination changed image matching is shown in Figure.5.11.
In both (a) or (b) of Figure.5.11, the motion direction and illumination factor of the blurred
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image are different from the blurred image in Figure.5.10. However, the conclusion is the
same, the proposed method (see Figure.5.11 (b)) is blur, scale and illumination-invariant
and is better than method-U (see Figure.5.11 (a)).
Figure 5.11: Another example of blurred and illumination changed image matching.
And I also used a sub-dataset called ”Poster”. ”Poster” contains 5 non-blurred images and
their 20 blurred, scale illumination changed images captured by my camera. An example
of ”Poster” is shown in Figure.5.12. The result of SIFT method and all its matched pairs
are shown in Figure.5.12(a). The result of the proposed image matching method and only
100 matched pairs are shown in Figure.5.12 (b). As a conclusion, the proposed image
matching method is much better than SIFT.
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Conclusions and Future Work
6.1 Conclusions
In this dissertation, I proposed a novel image matching method which is good at blurred
image matching. The proposed method consists of a blur-invariant interest point detector
and a blur-invariant local feature descriptor.
The blur-invariant interest point detector presented in chapter 3 is based on a new concept
”Moment Symmetry” and some blur-invariant moments. By using the proposed interest
point detector, we can easily detect the same interest points from a blurred image and a
non-blurred image. The proposed interest point detector is invariant to motion blurred
and Gaussian blurred images and outperforms all the existing detectors.
The blur-invariant local feature descriptor presented in chapter 4 is based on some blur-
invariant moments. In order to minimize the problem that blur-invariant moments suffer
from boundary error, I first chose 3 low order moments which are robust to boundary
error. Then, by applying a feature generating method to improve the discriminative power
of these low order blur-invariant moments, the proposed local feature descriptor is highly
robust to blur while keeping distinctiveness.
An orientation assignment approach and a novel Gaussian normalized moment were pre-
sented in chapter 5. The orientation assignment approach provides the rotation-invariance
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to the proposed local feature descriptor in chapter 4. The Gaussian normalized moment
provides the scale and illumination-invariance to the proposed local feature descriptor. In
conclusion, the final proposed image matching method including the proposed detector
and the proposed descriptor is invariant to blur, rotation, scale and illumination changes.
6.2 Future Work
However, I believe image matching methods for blurred image matching are still a wide-
open area. There are still some limitations and problems need to be fixed and solved. For
example, the accuracy of localization of interest points will become worse when blur in
the image becomes extremely strong. I plan to solve this problem in the future. Also, I
want to try the descriptors with other complex patterns to describe local regions and gen-
erate more distinctive and blur-invariant feature vectors. Furthermore, I just focused on
the method for motion blurred and Gaussian blurred image matching in this dissertation.
However, to make the proposed method capable for other type blurred image matching
are also one of my future work.
Furthermore, in a real image matching system, lots of images with full 3D viewpoint
changes need to be matched. Hence, a blur, rotation, scale, illumination and affine-
invariant image matching method is necessary to be studied.
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Appendix A: Bike & Tree Set
Figure A.1: Bikes sequence: at the first row (left to right) are Bikes 1 and Bikes 2, at the
second row (left to right) are Bikes 3 and Bikes 4, at the last row (left to right) are Bikes
5 and Bikes 6.
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Figure A.2: Trees sequence: at the first row (left to right) are Trees 1 and Trees 2, at the
second row (left to right) are Trees 3 and Trees 4, at the last row (left to right) are Trees 5
and Trees 6
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