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Abstract
In this paper, He’s variational iteration method (VIM) and homotopy perturbation method (HPM) are implemented for solving
analytically two systems of ordinary differential equations that often appear in chemical applications. In both methods, the initial
approximations can be freely chosen with possible unknown constants which can be determined by imposing the boundary and
initial conditions. The solution procedure is of utter simplicity, and the obtained solution is of high accuracy.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Most scientific problems and phenomena occur nonlinearly. Except a limited number of these problems, most of
them do not have precise analytical solution, thus we have to use various approximate analytical methods.
Perturbation method [1–3] is one of the well-known methods for solving nonlinear equations. However,
perturbation method has some limitations, and the small parameter assumption is over restricted, so its application
is strongly limited. Recently Ji-Huan He suggested some new approximate analytical methods overcoming the
shortcomings or limitations of the classical perturbations, viz., the variational iteration method [4–8] and homotopy
perturbation method [9–18].
The purpose of this paper is to implement VIM and HPM to a system of differential equations which often appear
in chemical applications:
dyi
dt
(t) = f1(t, y1(t), y2(t), . . . , yp(t)), yi (t)t=0 = αi , (1)
where αi is a specified constant vector, yi (t) is the solution vector, and i = 1, 2, . . . , p.
Unlike classical techniques, nonlinear equations can be solved easily and more accurately via the variational
iteration method, which has recently been applied to various engineering equations [19–25]. Similarly the homotopy
perturbation method does not depend on a small parameter either. Using homotopy technique in topology, a homotopy
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is constructed with the embedding parameter p ∈ [0, 1] which is considered as an expanding parameter. This method
has recently been applied widely to real-life problems [26–30,33]. The basic purpose of this paper is to illustrate
the advantages and simplicity of VIM and HPM compared with traditional methods. In the following sections, we
introduce both the variational iteration and the homotopy perturbation methods.
2. Basic idea of variational iteration method
To illustrate the basic concepts of the variational iteration method, we consider the following differential equation:
Lu + Nu = g(x), (2)
where L is a linear operator, N a nonlinear operator, and g(x) a heterogeneous term.
According to the variational iteration method, we can construct a correct functional as follows:
un+1(x) = un(x)+
∫ x
0
λ{Lun(τ )+ Nu˜n(τ )− g(τ )}dτ, (3)
where λ is a general Lagrangian multiplier, which can be identified optimally via the variational theory, the subscript
n denotes the nth order approximation, u˜n is considered as a restricted variation [3,4], i.e. δu˜n = 0.
3. Basic idea of homotopy perturbation method
To illustrate the basic ideas of the method, we consider the following nonlinear differential equation:
A(u)− f (r) = 0, r ∈ Ω (4)
with the boundary conditions:
B
(
u,
∂u
∂n
)
= 0 r ∈ Γ , (5)
where A is a general differential operator, B a boundary operator, f (r) a known analytic function, and Γ the boundary
of the domain Ω .
The operator A can be generally divided into two parts L and N , where L is linear, whereas N is nonlinear.
Therefore, Eq. (4) can be rewritten as follows:
L(u)+ N (u)− f (r) = 0. (6)
If the nonlinear equation (1) has no “small parameters”, we can construct the following homotopy:
H(v, p) = L(v)− L(u)+ pL(u0)+ p[N (v)− f (r)] = 0, (7)
where v(r, p) : Ω × [0, 1] → R and p is called the homotopy parameter. p ∈ [0, 1] is an embedding parameter and
u0 is the first approximation that satisfies the boundary conditions.
According to HPM, the approximation solution of Eq. (7) can be expressed as a power series of p-terms:
v = v0 + pv1 + p2v2 + · · · (8)
u = lim
p→1 v = v0 + v1 + v2 + · · · . (9)
Substituting Eq. (7) into Eq. (4) results in Eq. (8) which is the approximate solution of Eq. (4).
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4. Applications
4.1. Example 1
In order to illustrate the two methods discussed above, an example arising in a chemistry problem is taken from
Robertson [31], as follows:
dy1
dt
= −k1y1 + k2y2y3,
dy2
dt
= k3y1 − k4y2y3 − k5y22 ,
dy3
dt
= k6y22 ,
(10)
where k1, k2, k3, k4, k5 and k6 are constant parameters (k1 = 0.04, k2 = 0.01, k3 = 400, k4 = 100, k5 = 30 000,
k6 = 30). The initial conditions are given by
y1(0) = 1, y2(0) = 0, and y3(0) = 0. (11)
VIM approach:
The correction variational functionals for y1, y2 and y3 can be expressed, respectively, as follows:
y1n+1(t) = y1n (t)+
∫ t
0
λ1{y1t + k1y1 − k2y2y3}dτ, (12)
y2n+1(t) = y2n (t)+
∫ t
0
λ2{y2t − k3y1 + k4y2y3 + k5y22}dτ, (13)
y3n+1(t) = y3n (t)+
∫ t
0
λ3{y3t − k6y22}dτ, (14)
where λ1, λ2 and λ3 are Lagrange multipliers.
We obtain the following stationary conditions:
λ′1 (ξ) = 0 (15a)
1+ λ1(ξ)|ξ=t = 0. (15b)
λ′2 (ξ) = 0 (16a)
1+ λ2(ξ)|ξ=t = 0. (16b)
λ′3 (ξ) = 0 (17a)
1+ λ3(ξ)|ξ=t = 0. (17b)
Eqs. (15a), (16a) and (17a) are called Lagrange–Euler equations, and Eqs. (15b), (16b) and (17b) are natural
boundary conditions.
The Lagrange multipliers can therefore be identified as λ1 = λ2 = λ3 = −1 and the following variational iteration
formula can be obtained by:
y1n+1(t) = y1n (t)−
∫ t
0
{y1t + k1y1 − k2y2y3}dτ, (18)
y2n+1(t) = y2n (t)−
∫ t
0
{y2t − k3y1 + k4y2y3 + k5y22}dτ, (19)
y3n+1(t) = y3n (t)−
∫ t
0
{y3t − k6y22}dτ. (20)
We start with an initial approximation y1(0), y2(0) and y3(0) given by Eq. (11), using the above iteration formulae
(18)–(20). We can directly obtain the other components as follows:
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Substituting (11) into (18), (19) and (20), we obtain the following results:
y11(t) = 1− k1t, (21)
y21(t) = k3t, (22)
y31(t) = 0. (23)
For the second iteration, we obtain the following results:
y12(t) = 1− k1t − t +
1
2
k1t2 − 16k
2
1 t
3, (24)
y22(t) = k3t −
1
2
k3t2 + 112k5k
2
3 t
4 + 1
6
k3k1t3, (25)
y32(t) = −
1
12
k6k23 t
4. (26)
And finally, the third iteration results in:
y13(t) = 1− k1t +
1
2
k1(1+ k1)t2 − 16k
2
1 t
3 + 1
24
k31 t
4 − 1
72
k2k33k6t
6
+ 1
168
k2k33k6t
7 − 1
576
k1k2k33k6t
8 − 1
1296
k2k43k5k6t
9, (27)
y23(t) = k3t −
1
2
k3(1− k1)t2 − 13k5k
2
3 t
3 + 1
4
k3(k5k3 − 16k
2
1)t
4
− k23k5
(
1
15
k1 + 120
)
t5 + 1
36
k23(2k3k4k6 + k1k5 − k3k25)t6
+ k23
(
k3
168
(2k25 − k4k6)−
1
252
(k21k5)
)
t7 + 1
576
k1k33(k4k6 − k25)t8 +
1
1296
k43k5(k4 − k25)t9, (28)
y33(t) =
1
3
k6k23 t
3 − 1
4
k23k6t
4 + k23k6
(
1
15
k1 + 120
)
t5 + 1
6
k23k6(k3k5 − k1)t6
+ k23k6
(
1
252
k21 −
1
84
k3k5
)
t7 + 1
288
k1k33k5k6t
8 + 1
1296
k43k
2
5k6t
9. (29)
HMP approach:
Now we apply homotopy perturbation method to Eq. (10). After separating the linear and nonlinear parts, we have:
(1− p)
(
dy1
dt
)
+ p
((
dy1
dt
)
+ k1y1 − k2y2y3
)
, (30)
(1− p)
(
dy2
dt
)
+ p
((
dy2
dt
)
− k3y1 + k4y2y3 + k5y22
)
, (31)
(1− p)
(
dy3
dt
)
+ p
((
dy3
dt
)
− k6y22
)
. (32)
After rearranging the above equations based on powers of p-terms, we have:
p0 :

dy1,1
dt
+ k1 = 0,
dy2,1
dt
− k3 = 0,
dy3,1
dt
= 0.
(33)
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p1 :

dy1,2
dt
+ k1y1,1 = 0,
dy2,2
dt
− k3y1,1 = 0,
dy3,2
dt
= 0.
(34)
p2 :

dy1,3
dt
+ k1y1,2 − k2y2,1y3,1 = 0,
dy2,3
dt
− k3y1,2 + k4y2,1y3,1 + k5y22,1 = 0,
dy3,3
dt
− k6y22,1 = 0.
(35)
Solving the above equations results in the following answers:
y1,1 = −k1t, (36)
y2,1 = k3t, (37)
y3,1 = 0, (38)
y1,2 = 12k
2
1 t
2, (39)
y2,2 = −12k3k1t
2, (40)
y3,2 = 0, (41)
y1,3 = −16k
3
1 t
3, (42)
y2,3 = 16k3t
3(−2k5k3 + k21), (43)
y3,3 = 13k6k
2
3 t
3. (44)
Having yi , i = 1, 2 and 3, the solutions are as follows:
y1 = 1− k1t + 12k
2
1 t
2 − 1
6
k31 t
3 + · · · , (45)
y2 = k3t − 12k3k1t
2 + 1
6
k3t3(−2k5k3 + k21)+ · · · , (46)
y3 = 13k6k
2
3 t
3 + · · · . (47)
See Figs. 1–3.
4.2. Example 2
The second example is a system representing a nonlinear reaction, which was taken from Hull et al. [32]:
dy1
dt
= −y1,
dy2
dt
= y1 − y22 ,
dy3
dt
= y22 .
(48)
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Fig. 1. The comparison of the results of y1 via the three methods for Example 1 for k1 = 0.04, k2 = 0.01, k3 = 400, k4 = 100, k5 = 30 000 and
k6 = 30.
Fig. 2. The comparison of the results of y2 via the three methods for Example 1 for k1 = 0.04, k2 = 0.01, k3 = 400, k4 = 100, k5 = 30 000 and
k6 = 30.
The initial conditions are given by:
y1(0) = 1, y2(0) = 0, and y3(0) = 0. (49)
VIM approach:
In the same way as Example 1, we illustrate VIM by substituting (49) into (18), (19) and (20), and also identifying
the Lagrange multipliers as λ1 = λ2 = λ3 = −1, the following variational iteration formula can be obtained by:
y1n+1(t) = y1n (t)−
∫ t
0
{y1t + y1}dτ, (50)
y2n+1(t) = y2n (t)−
∫ t
0
{y2t − y1 + y22}dτ, (51)
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Fig. 3. The comparison of the results of y3 via the three methods for Example 1 for k1 = 0.04, k2 = 0.01, k3 = 400, k4 = 100, k5 = 30 000 and
k6 = 30.
y3n+1(t) = y3n (t)−
∫ t
0
{y3t − y22}dτ. (52)
We start with an initial approximation y1(0), y2(0) and y3(0), given by Eq. (49), by the iteration formulae (50)–(52).
We can obtain directly the other components as follows:
y11(t) = 1− t, (53)
y21(t) = t, (54)
y31(t) = 0. (55)
For the second iteration, we obtain the following results:
y12(t) = 1− 2t +
1
2
t2 − 1
6
t3, (56)
y22(t) = t −
1
2
t2 + 1
6
t3 + 1
12
t4, (57)
y32(t) = −
1
12
t4, (58)
and finally, the third iteration results in:
y23(t) = t −
1
3
t3 + 5
24
t4 − 7
60
t5 + 1
126
t7 − 1
576
t8 − 1
1296
t9, (59)
y33(t) =
1
3
t3 − 1
4
t4 + 7
60
t5 − 2
126
t7 + 1
288
t8 + 1
1296
t9. (60)
HPM approach:
Now we apply HPM to Eq. (48):
(1− p)
(
dy1
dt
)
+ p
((
dy1
dt
)
+ y1
)
, (61)
(1− p)
(
dy2
dt
)
+ p
((
dy2
dt
)
− y1 + y22
)
, (62)
D.D. Ganji et al. / Computers and Mathematics with Applications 54 (2007) 1122–1132 1129
Fig. 4. The comparison of the results of y3 via the three methods for Example 2.
(1− p)
(
dy3
dt
)
+ p
((
dy3
dt
)
− y22
)
. (63)
After rearranging the above equations based on powers of p-terms, we have:
p0 :

dy1,1
dt
+ 1 = 0,
dy2,1
dt
− 1 = 0,
dy3,1
dt
= 0.
(64)
p1 :

dy1,2
dt
+ y1,1 = 0,
dy2,2
dt
− y1,1 = 0,
dy3,2
dt
= 0.
(65)
p2 :

dy1,3
dt
+ y1,2 = 0,
dy2,3
dt
− y1,2 + y22,1 = 0,
dy3,3
dt
− y22,1 = 0.
(66)
Solving the above equations results in the following answers:
y1,1 = −t, (67)
y2,1 = t, (68)
y3,1 = 0, (69)
y1,2 = 12 t
2, (70)
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Fig. 5. The comparison of the results of y2 via the three methods for Example 2.
Fig. 6. The comparison of the results of y3 via the three methods for Example 2.
y2,2 = −12 t
2, (71)
y3,2 = 0, (72)
y1,3 = −16 t
3, (73)
y2,3 = −13 t
3, (74)
y3,3 = 13 t
3. (75)
Having yi , i = 1, 2 and 3, the solutions are:
y1 = 1− t + 12 t
2 − 1
6
t3, (76)
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y2 = t − 12 t
2 − 1
6
t3, (77)
y3 = 13 t
3. (78)
See Figs. 4–6.
5. Conclusions
In this work, we successfully applied He’s variational iteration method and homotopy perturbation method to solve
some systems of equations and compared the results of these methods with each other’s and with those obtained by
the ADM method. It is quite important to notice that higher number of iterations and higher orders of p are needed to
gain more accuracy, when using VIM and HPM respectively. The number of iterations and the order of p depend on
the nonlinear term of the equation; the higher the power of g(u)x , the more the iterations required. We have shown
that the approximate solutions of those equations are very close to those of the exact solutions. As seen in different
examples, both methods are quite powerful and easy to use in obtaining approximate solutions of nonlinear problems.
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