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Abstract
In this paper, we present a weighted least squares method to fit scattered data with noise. Existence and uniqueness of a solution
are proved and an error bound is derived. The numerical experiments illustrate that our weighted least squares method has better
performance than the traditional least squares method in case of noisy data.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A problem encountered in many numerical applications is how to find a smooth surface which approximately produces
a given set of scattered data points in R3. We denote by V = {vi = (xi, yi)}Ni=1 a set of points in a polygonal domain
 ⊂ R2 and by {fi, i = 1, . . . , N} a corresponding set of real numbers. The data are assumed to be contaminated by
noise
fi = f (xi, yi) + i , 1 iN ,
where f belongs to the standard Sobolev space W 2∞() and {i}Ni=1 are noisy terms. It is not appropriate to interpolate
the noisy data, and the traditional least squares method may fail to work. To overcome this difficulty, we propose to
construct a surface s ∈ Srd() which minimizes
L(s) :=
N∑
i=1
i |s(vi) − fi |2, (1)
where Srd() is a spline space defined in next section and 0i1 are weight terms. We call this weighted least
squares method. According to (1), when the data are reliable (which means |i |=0 or>1) , we set i =1. When some
of the data fi are not reliable, we set the corresponding weights i < 1. e.g., i = 0.1, 0.01, . . . , depending on the size
of |i |, i.e., we choose the weights according to the size of the noise. An error bound for the traditional least squares
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method can be found in [2]. In this paper, we derive the following error bound for our weighted least squares method,
‖f − S‖∞,K
(
1 + C4 
1/2
1/2min
)
||2|f |2,∞,, (2)
where |f |2,∞, denotes the maximum norm of the second order derivatives of f over  and ‖f ‖∞, is the standard
infinity norm of f over . Here || is the maximum of the diameters of the triangles in  and all the constants in the
error bound will be introduced in following sections.
The paper is organized as follows. In Section 2 we review some well-known Bernstein–Bézier notation. The weighted
least squares method is introduced in Section 3 together with a discussion on the solution. In Section 4 we derive the
error bound (2) for the weighted least squares method. Some numerical results for our method are reported in the last
section.
2. Preliminaries
Given a triangulation  and integers 0r < d, we write
Srd() := {s ∈ Cr(): s|T ∈ Pd, for all T ∈ }
for the usual space of splines of degree d and smoothness r, where Pd is the
(
d+2
2
)
dimensional space of bivariate
polynomials of degree d. Throughout the paper we shall make extensive use of the well-known Bernstein–Bézier
representation of splines. For each triangle T = 〈v1, v2, v3〉 in  with vertices v1, v2, v3 the restriction of s on T is
written in the form
s|T =
∑
i+j+k=d
cTijkB
T
ijk ,
where BTijk are the Bernstein–Bézier polynomials of degree d associated with T. In particular, if (1, 2, 3) are the
barycentric coordinates of any point u ∈ R2 relative to the triangle T, then
BTijk(u) :=
d!
i!j !k!
i
1
j
2
k
3, i + j + k = d .
As usual, we associate the Bernstein–Bézier coefficients {cTijk}i+j+k=d with the domain points {Tijk := (iv1 + jv2 +
kv3)/d}i+j+k=d .
Definition 1. Let <∞. A triangulation  is said to be -quasi-uniform provided that ||, where  is the
minimum of the radii of the incircles of triangles of .
We say the data locations are evenly distributed over each triangle of , if there are enough data points for every
triangle such that
‖P ‖∞,T C
⎛
⎝∑
vi∈T
P (vi)
2
⎞
⎠
1/2
for any polynomial P and some constant C.
Recall from [3] that for any given function f ∈ L1(), there exists a quasi-interpolatory operator Q mapping
f ∈ L1() to Srd() which achieves the optimal approximation order of Srd(). That is, the following result holds.
Theorem 1 (Lai and Schumaker [3]). Fix d3r + 2 and 0md. Suppose f ∈ Wm+1p () with some 1p∞.
Then
‖D	xDy (f − Qf )‖p,K||m+1−	−|f |m+1,p,
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for 0	+ m, where |f |m+1,p, is the usual Sobolev semi-norm. If  is convex, then the constant K depends only
on d, p,m, and on the smallest interior angle in the triangles of . If  is nonconvex, it also depends on the Lipschitz
constant L associated with the boundary of .
3. Existence and uniqueness of a solution
Consider a spline space S = S2d () with d8 and let M = dim S. Note that using the locally supported basis
functions 
i , 1 iM, (cf. [1]), any spline function s in the space can be represented by s =
∑M
i=1ci
i , for some set
of coefficients {ci}Mi=1 and we have
K21
M∑
i=1
c2i 
∑
T ∈
‖s‖2∞,T (3)
with the constant K1.
The weighted least squares method is to find S ∈ S such that
L(S) = min{L(s): s ∈ S}, (4)
where L(s) is defined by (1).
In this section we mainly discuss the existence and uniqueness of a solution S ∈ S of the problem (4).
Theorem 2. Fix the weights {i , i=1, . . . , N}. Suppose all the data locations are evenly distributed over each triangle
of . Then there exists a unique S ∈ S satisfying (4).
Proof. First, let us write any spline function s ∈ S as
s(x, y)|T =
∑
i+j+k=d
cTijkB
T
ijk(x, y), ∀(x, y) ∈ T ∈ .
Let c = {cTijk, i + j + k = d, T ∈ } be the coefficient vector associated with s. Then
L(s) =
N∑
i=1
i |s(vi) − fi |2
=
∑
T ∈
∑
(x,y)∈T

⎛
⎝ ∑
i+j+k=d
cTijkB
T
ijk(x, y) − f
⎞
⎠
2
= cT Bc − 2bT c + ‖f‖22, (5)
where f = {()1/2 · f,  = 1, . . . , N} is a data value vector. Here B = diag(Bt , t ∈ ) with
Bt =
[∑
v∈t
B
t
ijk(v)B
t
lmn(v)
]l+m+n=d
i+j+k=d
being a matrix of size dˆ × dˆ with dˆ =
(
d+2
2
)
and b = (btijk, i + j + k = d, t ∈ ) with
btijk =
∑
v∈t
fB
t
ijk(v).
Note that L(0) = ‖f‖22. Consider the set
A = {c|L(s)‖f‖22}.
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Fix any triangle t ∈ . For any c ∈ A, we have
()
1/2
∣∣∣∣∣∣
∑
i+j+k=d
ctijkB
t
ijk(x, y) − f
∣∣∣∣∣∣ ‖f‖2, ∀(x, y) ∈ t .
It follows that
()
1/2
∣∣∣∣∣∣
∑
i+j+k=d
ctijkB
t
ijk(x, y)
∣∣∣∣∣∣ 2‖f‖2, ∀(x, y) ∈ t .
It is easy to see that the matrix
Bt := [()1/2Btijk(x, y)](x,y)∈ti+j+k=d
is of full rank because of the assumption made on the distribution of the data locations. So it is invertible. Then we have
‖(ctijk, i + j + k = d)‖2Ct ,
where Ct is a positive constant depending only on ‖f‖2, the weights i and the 2 norm of the inverse matrix of Bt .
Thus, the set A is bounded. It is easy to see that A is closed. Therefore A is compact.
By (5), it is clear that L is a continuous function of the variable c. Hence, L achieves its minimum over the compact
set A. That is, there exists a spline S solving the minimization problem (4).
Uniqueness of the minimizer S is easy to show and we omit the detail here. 
4. An error bound
In this section we derive an error bound for the weighted least squares method discussed in previous section. First
we convert the problem (4) into a standard approximation problem in Hilbert space. Let
X := {f ∈ B(): f |T ∈ W 2∞(T ), ∀T ∈ },
where B() is the set of all bounded real-valued functions on . For each triangle T in , let
〈f, g〉XT :=
∑
(x,y)∈T
f (v)g(v).
Then
〈f, g〉X :=
∑
T ∈
〈f, g〉XT
defines a semi-definite inner-product on X. Let ‖f ‖XT and ‖f ‖X be the associated semi-norms.
Suppose S ⊆ S2d () is a spline space on a triangulation . Given f ∈ X, we need to find S ∈ S such that
L(S) = min
s∈S L(s),
where
L(s) := ‖f − s‖2X.
Define a projection operator P : X → S by Pf = S. It is easy to see that the approximation S of f is characterized by
〈f − S, s〉 = 0, ∀s ∈ S. (6)
Moreover, using the Cauchy–Schwarz inequality, we can get
‖Pf‖X‖f ‖X, ∀f ∈ X. (7)
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Denote
min := min{i |i = 0, i = 1, . . . , N},
 :=
∑
i=1,...,N
i .
We have the following result.
Lemma 1. Let {Bi}Mi=1 be a basis for S. Suppose all the data locations are evenly distributed over each triangle of .
That is, for every s ∈ S and every T ∈ ,
K2‖s‖∞,T 
⎛
⎝∑
v∈T
s(v)
2
⎞
⎠
1/2
(8)
for some positive constant K2. Then there exist positive constants C1 and C2 depending on d, l and  such that
minC1
M∑
i=1
c2i 
∥∥∥∥∥
M∑
i=1
ciBi
∥∥∥∥∥
2
X
C2
M∑
i=1
c2i (9)
for all {ci}Mi=1.
Proof. Let s =∑Mi=1ciBi . Using Eq. (8), we get
‖s‖∞,T  1
K2
⎛
⎝∑
v∈T
s(v)
2
⎞
⎠
1/2
 1
1/2minK2
⎛
⎝∑
v∈T
i s(v)
2
⎞
⎠
1/2
= 1
1/2minK2
‖s‖XT .
Then by Eq. (3), we have
M∑
i=1
c2i 
∑
T ∈
1
minK21K
2
2
‖s‖2XT .
Note that M = dim S. Thus,
M∑
i=1
c2i 
M
minK21K
2
2
‖s‖2X.
Therefore we have shown the first inequality of (9) with C1 = K21K22/M . Note that
‖s‖XT =
√ ∑
(x,y)∈T
|s(v)|21/2‖s‖∞,T ,
we have
‖s‖2X
∑
T ∈
‖s‖2XT 
∑
T ∈
‖s‖2∞,T

(
M∑
i=1
|ci |
)2
M
M∑
i=1
|ci |2.
Proof of the second inequality of (9) is completed with C2 = M . 
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Lemma 2. Suppose S satisfies the hypotheses of Lemma 1. Let C3 = ( + 1)1/2 with  = C2/minC1. Then there
exist constants 01 and C4 = M/K2(1 + C3∑k1k), such that
‖Pf ‖∞,C4 
1/2
1/2min
‖f ‖∞,. (10)
Proof. The proof is similar to that of [2, Theorem 4.1]. 
Now we are ready to present a result on error bound.
Theorem 3. Suppose  is a -quasi-uniform triangulation and let S be the spline minimizing L as defined above.
Let C4 be the constant in Lemma 2 and K be the constant in Theorem 1. Then we have
‖f − S‖∞,K
(
1 + C4 
1/2
1/2min
)
||2|f |2,∞,, ∀f ∈ W 2∞(). (11)
Proof. Let sf = Qf be the quasi-interpolation function introduced in Section 2. By the definition of Qf, we know
Psf = sf . Therefore,
‖f − S‖∞, = ‖f − Pf ‖∞,‖f − sf ‖∞, + ‖sf − Pf ‖∞,
‖f − sf ‖∞, + ‖Psf − Pf ‖∞,.
Applying Lemma 2 and Theorem 1,
‖f − S‖∞,
(
1 + C4 
1/2
1/2min
)
‖f − sf ‖∞,
K
(
1 + C4 
1/2
1/2min
)
||2|f |2,∞,.
Therefore, the error bound (11) holds. 
From the proof of Theorem 3, we can see that if we set all i = 1, we can get the error bound of the traditional least
squares method with min = 1 and = N .
5. Numerical experiments
The purpose of this section is to demonstrate the performance of our method. The numerical examples show our
method is much better than the traditional least squares method.
Example 1. Consider 1500 random points (xi, yi)’s over [0, 1] × [0, 1] as shown in Fig. 1.
Let {(xi, yi, f (xi, yi)+ i ), i=1, . . . , 1500} be a scattered data set, where f (x, y) is a test function and i are noise.
We use the following test functions:
f1(x, y) = 2x4 + 5y4,
f2(x, y) = arctan[2(2x + y2)],
f3(x, y) = 0.75 exp(−0.25(9x − 2)2 − 0.25(9y − 2)2) + 0.75 exp(−(9x + 1)2/49 − (9y + 1)/10)
+ 0.5 exp(−0.25(9x − 7)2 − 0.25(9y − 3)2) − 0.2 exp(−(9x − 4)2 − (9y − 7)2)
to evaluate the scattered data set. We set i = 0 when the corresponding point (xi, yi) is marked with a cross (which
means the data is reliable), and i to be a random number between −1 and 1 when the corresponding point is marked
with a dot (which means the data is not reliable). Then the weights are set to be i = 1 and i = 0.01 for the reliable
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Fig. 1. The scattered data and the triangulation .
Table 1
Approximation errors
Our method Traditional least squares method
f1(x, y) 0.5011707 51.046907
f2(x, y) 0.4979851 20.109819
f3(x, y) 0.0507246 61.687099
Table 2
Approximation errors with different weights
i = 0.01 i = 0.001 i = 0.0001 i = 0.00001
f1(x, y) 0.5011707 0.0529961 0.0215351 0.0216772
f2(x, y) 0.4979851 0.1107071 0.1093283 0.1091901
f3(x, y) 0.5072459 0.0586606 0.0053319 0.0005335
data and nonreliable data, respectively. The spline space S28 () is employed to find the fitting surfaces, where  is the
triangulation given in Fig. 1. We compared the maximum errors against the exact function between our method and the
traditional least squares method in Table 1. The maximum errors are measured using 101 × 101 equally spaced points
over [0, 1] × [0, 1].
Discussion. From Table 1, we can see that the surface created by the traditional least squares method does not perform
well on the test function. However, our method produces much better approximate solutions.
Example 2. The spline space, scattered data set and test functions are the same as Example 1. Here, we consider
approximating the sample functions with different weights. As in Example 1, we set the weights i = 1 for reliable
data. Furthermore, we choose different weights i for unreliable data to check the dependence of the performance of
our method on the weights. Some numerical results are given in Table 2.
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Discussion. From Table 2, we see that the error decreases with the weights. For the error in approximating f2(x, y),
we observe that it does not decrease quickly when the weights decrease. This agree with the prediction of the error
bound (11) where the constant C = K(1 + C41/2/1/2min) has a term independent of i and min is too small.
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