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BIMODAL WILSON SYSTEMS IN L2(R)
DIVYANG G. BHIMANI AND KASSO A. OKOUDJOU
Abstract. Given a window φ ∈ L2(R), and lattice parameters α, β > 0, we introduce a
bimodal Wilson systemW(φ, α, β) consisting of linear combinations of at most two elements
from an associated Gabor G(φ, α, β). For a class of window functions φ, we show that the
Gabor system G(φ, α, β) is a tight frame of redundancy β−1 if and only if the Wilson system
W(φ, α, β) is Parseval system for L2(R). Examples of smooth rapidly decaying generators
φ are constructed. In addition, when 3 ≤ β−1 ∈ N, we prove that it is impossible to
renormalize the elements of the constructed Parseval Wilson frame so as to get a well-
localized orthonormal basis for L2(R).
1. Introduction
Given that {e2πim· : m ∈ Z} forms an orthonormal basis (ONB) for L2([0, 1)), it is easy to
establish that
G(χ, 1, 1) = {χ[0,1)(· − j)e2πim· : j,m ∈ Z},
is an ONB for L2(R), where χ[0,1) is the characteristic function of [0, 1). G(χ, 1, 1) is the
simplest example of Gabor systems, first introduced in 1946 by D. Gabor [12]. More generally,
given α, β > 0 and φ ∈ L2(R), the set
(1.1) G(φ, α, β) = {φj,m(·) := φ(· − βj)e2πiαm· : j,m ∈ Z}
is the Gabor system with generator (function) φ and (time-frequency) parameters α, β.
G(φ, α, β) is called a Gabor frame if there exist 0 < A ≤ B such that for every f ∈ L2(R)
we have
(1.2) A‖f‖2 ≤
∑
j,m∈Z
|〈f, φj,m〉|2 ≤ B‖f‖2.
A Gabor frame with A = B is called a tight Gabor frame. In this case the frame bound A
will be referred to as the redundancy A. If in addition, A = B = 1 we call the system a
Parseval (Gabor) frame. We recall the following well-known result that will be used in the
sequel, see [6, Theorem 8.1], and [8, Theorem 3.1].
Proposition 1.1. Let φ ∈ L2(R) and α, β > 0. The Gabor system G(φ, α, β) is a tight frame
for L2(R) with frame bound β−1 if and only if φ satisfies
∑
m∈Z φˆ(ξ−αm)φˆ(ξ + β−1k − αm) =
δk,0 a.e. for each k ∈ Z.
In addition, the following result about Parseval frames and ONBs will be used repeatedly,
we refer to [16, Section 7.1] for details.
Proposition 1.2. Let {ej}∞j=1 ⊂ L2(R). The following statements hold.
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(1) For all f ∈ L2(R), we have
‖f‖2 =
∞∑
j=1
|〈f, ej〉|2
if and only if
f =
∞∑
j=1
〈f, ej〉ej,
with convergence in L2(R), for all f ∈ L2(R).
(2) If
‖f‖2 =
∞∑
j=1
|〈f, ej〉|2
holds for all f in a dense subset D ⊂ L2(R), then this equality holds for all f ∈ L2(R).
(3) Suppose {ej : j = 1, 2, ...} is a Parseval frame. If ‖ej‖L2 = 1 for all j, then {ej : j =
1, 2, ...} is an orthonormal basis for L2(R).
The characterization of the generators φ and the time-frequency parameters α, β such that
G(φ, α, β) is a frame is still largely unresolved [14]. Nonetheless, it is known that if G(φ, α, β)
is a Gabor frame then 0 < αβ ≤ 1. But when αβ > 1 the system in (1.1) is never complete.
Furthermore, G(φ, α, β) is an ONB for L2(R) if and only if αβ = 1. For more details about
these density results we refer to [13, Section 7.5], [15], and the references therein. It is also
known that all Gabor ONB behave essentially like our first example in the sense that if
G(φ, α, 1/α) is an ONB, then, the window φ must be poorly localized in time or frequency
that is ∫
R
|x|2|φ(x)|2 dx =∞ or
∫
R
|ξ|2 |φˆ(ξ)|2 dξ =∞
where φˆ is the Fourier transform of φ. This is the Balian-Low Theorem (BLT) that imposes
strict limits on Gabor systems that form an ONB [2, 3, 4, 20].
Introduced numerically by K. G. Wilson [22], the so-called generalized Warnnier func-
tions have good time-frequency localization properties and thus are not subjected to the
localization limits dictated by the BLT. Latter, Daubechies, Jaffard, and Journe´ formalized
this definition and introduced what is now known as Wilson systems [9]. Wilson ONBs have
played major roles in some recent applications, including the detection of the gravitational
waves [7, 17, 18], or their use in electromagnetic reflection-transmission problems in fiber
optics [11, 10] .
We now define the Wilson system for which each element ψj,m is a linear combination of
two Gabor functions localized at (j,m) and (j,−m) respectively. More precisely, given a
Gabor system G(φ, α, β), the associated (bimodal) Wilson system W(φ, α, β) is
(1.3) W(φ, α, β) = {ψj,m : j ∈ Z, m ∈ N0}
where
ψj,m(x) =
{√
2βφ2j,0(x) =
√
2βφ(x− 2βj) if j ∈ Z, m = 0,√
β
[
e−2πiβjαmφj,m(x) + (−1)j+me2πiβjαmφj,−m(x)
]
if (j,m) ∈ Z× N.(1.4)
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With these notations, the following result was proved in [9]:
Theorem 1.3 ([9]). Let φ ∈ L2(R) be such that φˆ(ξ) = φˆ(ξ) and ‖φ‖2 = 1. Then the Gabor
system G(φ, 1, 1/2) is a tight frame for L2(R) if, and only if, the Wilson system W(φ, 1, 1/2)
is an orthonormal basis for L2(R). Furthermore, one can choose φ ∈ C∞(R) with compact
support.
Theorem 1.3 has been generalized from the case of Gabor frames on the separable lattice
Z× 1
2
Z to non separable lattices AZ2 where A is any invertible matrix such that |detA| = 1/2,
see [19, 23]. The underlying theme in all these results is a one-to-one association of a tight
Gabor frame of redundancy (αβ)−1 = 2 with a bimodal Wilson basis. However, it is still
unknown whether similar associations can be made starting from a tight Gabor frame of other
redundancy. For example, Gro¨chenig in [13, p.168] posed the problem of the existence and
construction of a Wilson ONB starting from a tight Gabor frame with α = 1 and β = 1/3.
This problem is still unresolved. However, Wojdy l lo proved that taking linear combinations
of three elements of a redundancy 3 tight Gabor frame results in a (trimodal) Parseval
Wilson frame [24]. But the method developed was not constructive and it is not clear how
to use it to produce an example of a well-localized window function φ. In higher dimensions,
Wilson ONBs are usually constructed by taking tensor products of 1 dimensional Wilson
ONBs. In this context, (non-separable) Wilson ONBs for L2(Rd) were recently constructed
starting from tight Gabor frame of redundancy 2k for each k = 0, 1, 2, . . . , d,[5, Theorem 3.1
& Theorem 4.5].
In this paper, we show that starting from a tight Gabor frame of redundancy 1/β, one
can construct a bimodal Parseval Wilson frame. Furthermore, we can choose the generator
to be a Schwartz function. For example, as a consequence of some of our results we shall
prove the following.
Theorem 1.4. Let β ∈ (0, 1/2). There exists φ ∈ S(R) with φˆ ∈ C∞c (R) such that the Gabor
system G(φ, 1, β) is a tight frame for L2(R) with frame bound β−1 if and only if the Wilson
system W(φ, 1, β) is a Parseval frame for L2(R).
To convert this Wilson system into an ONB, one is left to normalize its elements to have
unit L2 norm. However, we prove that this is impossible in general as the normalization
conditions needed to get an ONB are incompatible with the definition of the Wilson system
we use. In particular, our results suggest that for a redundancy β−1 ∈ N tight Gabor frame,
the associated Wilson system should be made of linear combinations of β−1 elements from the
Gabor frame. It follows that the bimodal Wilson system given by (1.4) where the coefficients
in the linear combinations are the unimodular numbers e−2πiβjαm and (−1)j+me2πiβjαm can
never lead to an ONB.
Theorem 1.5. Let 3 ≤ β−1 ∈ N. There exists no function φ ∈ L2(R) with either φˆ compactly
supported, or φ and φˆ having exponential decay, such that the Wilson system W(φ, 1, β) is
an ONB for L2(R).
We recall that the space of smooth functions on R with compact support is denoted
by C∞c (R), the Schwartz class is S(R), the space of tempered distributions is S ′(R). The
(unitary) L2 Fourier transform is defined by
Ff(w) = f̂(w) =
∫
R
f(t)e−2πitwdt, w ∈ R,
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with inverse given by
F−1f(x) = f∨(x) =
∫
R
f(w) e2πixwdw, x ∈ R.
The torus {z ∈ C : |z| = 1} is denoted by T. If f ∈ L1(T), we define it’s Fourier coefficients
by
f̂(m) =
∫
T
f(x)e−2πimxdx, (m ∈ Z).
The rest of the paper is organized as follows. Section 2 contains the technical results needed
to prove our main results. In particular, we derive necessary and sufficient conditions on φ
for the {ψj,m} to be an ONB for L2(R). In Section 3 we state and prove one of our main
results Theorem 3.1. In particular, we give necessary and sufficient conditions to turn a tight
Gabor frame into a Parseval Wilson system. We also indicate under which extra condition
this Wilson system becomes an ONB, and provide examples of generators φ ∈ S(R). Finally,
in Section 4 we use the Zak transform to construct more examples of generator φ ∈ S(R)
such that φ and φˆ have exponential decay.
2. Characterization for Wilson bases in L2(R)
In this section we find necessary and sufficient conditions on φ that guarantee that the
Wilson system W(φ, α, β) forms a Parseval frame, Theorem 2.1. In addition, by normalizing
each vector inW(φ, α, β) we find additional conditions needed to make this Parseval (Wilson)
frame an ONB.
Theorem 2.1. Let α, β > 0, and {ψj,m}j∈Z,m∈N0 is defined by (1.4). The following state-
ments are equivalent:
(a) W(φ, α, β) = {ψj,m}j∈Z,m∈N0 is a Parseval frame for L2(R).
(b) Φk(ξ) = δk,0 a.e., and ∆k(ξ) = 0 a.e. for each k ∈ Z, where{
Φk(ξ) =
∑
m∈Z φˆ(ξ − αm)φˆ(ξ + β−1k − αm),
∆k(ξ) =
∑
m∈Z(−1)mφˆ(ξ + αm)φˆ(ξ + β−1(k + 1/2)− αm).
As an immediate consequence of this result we have.
Corollary 2.2. Let α, β > 0, and {ψj,m}j∈Z,m∈N0 is defined by (1.4). Suppose that one of
the statements (a) or (b) in Theorem 2.1 hold (hence all of them hold), then {ψj,m}j∈Z,m∈N0
is an ONB for L2(R) if and only if{
‖φ‖L2 = 1√2β ,
ℜ〈Xj,m, Yj,m〉 = 0.
In order to prove Theorem 2.1, and for the future reference, first we note that the Fourier
transform φ̂j,m of φj,m is
φ̂j,m(ξ) = e
−2πiβj(ξ−αm)φˆ(ξ − αm), (ξ ∈ R),(2.1)
BIMODAL WILSON SYSTEMS 5
and the Fourier transform ψ̂j,m of ψj,m is
ψ̂j,m(ξ) =
{√
2βe−4πiβjξφˆ(ξ) if j ∈ Z, m = 0,√
β
[
e−2πiβjξφˆ(ξ − αm) + (−1)j+me−2πiβjξφˆ(ξ + αm)
]
if (j,m) ∈ Z× N.
(2.2)
Remark 2.1. In [21], using the notations φj,m(x) = e
ixmaφ(x − bj) where a, b > 0, the
following Wilson-type system was considered.
(2.3) ψj,m(x) =
{
φ(x− 2bj) if j ∈ Z, m = 0,
2−1/2[φj,m(x) + (−1)j+mφj,−m(x)] if j ∈ Z, m ∈ N.
In particular, when a = π and b = 1 [21, Theorem 1.2] which is similar to Theorem 2.1 was
proved, and it was claimed that the proof extends to all a, b > 0. However, this is not the
case because of the choice of coefficients in defining the Wilson-type system (2.3). Indeed, in
the Fourier domain (using the normalization ψˆ(ξ) =
∫
ψ(x)e−ix·ξdξ), (2.3) becomes
(2.4)
ψ̂j,m(ξ) =
{
e−2ibjξφˆ(ξ) if j ∈ Z, m = 0,
2−1/2[e−ibj(ξ−ma)φˆ(ξ −ma) + (−1)j+me−ibj(ξ+ma)φˆ(ξ +ma)] if j ∈ Z, m ∈ N.
When a = π and b = 1 the term e±ibjma = ±1, which is why [21, Theorem 1.2] holds.
However, when ab 6= π this is no longer the case and the proposed system cannot be an
ONB. We resolve this problem by introducing in our proposed Wilson system (1.4) where the
unimodular term e±2πiβjαm allows for the cancellations needed to establish our results.
The proof of Theorem 2.1 will follow from Lemma 2.4, and Proposition 2.3, which we first
state and prove.
First, observe that by Proposition 1.2(1), W(φ, α, β) = {ψj,m}j∈Z,m∈N0 is a Parseval frame
for L2(R) if and only for each f ∈ L2(R), we have
(2.5) ‖f‖2L2 =
∑
m∈N0
∑
j∈Z
|〈f, ψj,m〉|2.
So by Proposition 1.2(2), to establish Theorem 2.1 it is enough to prove that part (b) is
equivalent to (2.5) for all f belonging to a dense subset, D of L2(R). Here and in the sequel,
we choose
D =
{
f ∈ L2(R) : fˆ ∈ L∞(R) and support of fˆ is a compact subset of R \ {0}
}
.
In the next proposition we set
I(f) =
∑
m∈N0
∑
j∈Z
|〈f, ψj,m〉|2,
I0(f) =
∫
R
∑
k∈Z
fˆ(ξ + β−1k)fˆ(ξ)Φk(ξ)dξ,
and
I1(f) =
∫
R
∑
k∈Z
fˆ(ξ)fˆ(ξ + β−1(k + 1/2))∆k(ξ)dξ.
With these notations we have.
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Proposition 2.3. Let α, β > 0 and φ ∈ L2(R). For any f ∈ D we have the following
decomposition
I(f) = I0(f) + I1(f).
Proof. Plancherel’s Theorem together with (2.2) give
I(f) =
∑
m∈N0
∑
j∈Z
|〈f, ψj,m〉|2 =
∑
m∈N0
∑
j∈Z
|〈fˆ , ψ̂j,m〉|2
=
∑
j∈Z
|〈fˆ , ψ̂j,0〉|2 +
∑
m∈N
∑
j∈Z
|〈fˆ , ψ̂j,m〉|2
= 2β
∑
j∈Z
∣∣∣∣∫
R
fˆ(ξ)φˆ(ξ)e2πi(2βj)ξdξ
∣∣∣∣2
+β
∑
m∈N
∑
j∈Z
∣∣∣∣∫
R
fˆ(ξ)
[
e2πiβjξφˆ(ξ − αm) + (−1)j+me2πiβjξφˆ(ξ + αm)
]
dξ
∣∣∣∣2 .
For fix m ∈ N, set
Fαm,β(ξ) = fˆ(β
−1ξ)φˆ(β−1ξ − αm) and F0,β(ξ) = fˆ((2β)−1ξ)φˆ((2β)−1ξ).(2.6)
Since f ∈ D, Fαm,β is compactly supported in R \ {0} and belongs to L1(R) ∩ L2(R). By
a simple change of variables and in view of (2.6), we may rewrite

∫
R
fˆ(ξ) φˆ(ξ − αm) e2πiβjξ dξ = β−1F̂αm,β(−j),∫
R
fˆ(ξ) φˆ(ξ + αm) e2πiβjξ dξ = β−1F̂−αm,β(−j),∫
R
fˆ(ξ) φˆ(ξ) e2πi(2β)jξ dξ = (2β)−1F̂0,β(−j).
(2.7)
In view of (2.7), we can write
I(f) = 1
2β
∑
j∈Z
∣∣∣F̂0,β(−j)∣∣∣2
+
1
β
∑
m∈N
∑
j∈Z
∣∣∣F̂αm,β(−j) + (−1)j+mF̂−αm,β(−j)∣∣∣2
=
1
2β
∑
j∈Z
∣∣∣F̂0,β(−j)∣∣∣2 + 1
β
∑
m∈N
∑
j∈Z
Im,j
= I0 + I1 + I2 + I3 + I4,(2.8)
where
Im,j =
∣∣∣F̂αm,β(−j) + (−1)j+mF̂−αm,β(−j)∣∣∣2
= F̂αm,β(−j)F̂αm,β(−j) + (−1)j+mF̂αm,β(−j)F̂−αm,β(−j)
+(−1)j+mF̂−αm,β(−j)F̂αm,β(−j) + F̂−αm,β(−j)F̂−αm,β(−j),
and Ii (i = 0, 1, 2, 3, 4) will be introduced latter.
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Using the fact that R = ∪k∈Z(k + Q) = ∪k∈Z(k + [−12 , 12)), and that Fαm,β is compactly
supported, we obtain
F̂αm,β(−j) =
∫
R
Fαm,β(ξ)e
2πijξdξ =
∑
k∈Z
∫
Q−k
Fαm,β(ξ)e
2πijξdξ
=
∫
Q
(∑
k∈Z
Fαm,β(ξ + k)
)
e2πij(ξ+k)dξ
=
∫
T
H(ξ)e2πijξdξ,(2.9)
where H(ξ) =
∑
k∈Z Fαm,β(ξ + k). We note that H(ξ) is a 1−periodic function, and since
Fαm,β is compactly supported, it follows that H ∈ L2(T), and it’s Fourier coefficients are
F̂αm,β(−j). By the Parseval’s theorem, we have
∑
j∈Z
∣∣∣F̂αm,β(−j)∣∣∣2 = ∫
T
(∑
k∈Z
Fαm,β(ξ + k)
)(∑
p∈Z
Fαm,β(ξ + p)
)
dξ
=
∫
R
(∑
k∈Z
Fαm,β(ξ + k)
)
Fαm,β(ξ)dξ.(2.10)
In view of (2.9), and by the Poisson summation formula, we obtain
D :=
∑
j∈Z
(−1)jF̂αm,β(−j)F̂−αm,β(−j)
=
∫
T
(∑
k∈Z
F−αm,β(ξ + k)
)
·
(∑
j∈Z
F̂αm,β(−j)e−2πij(1/2+ξ)
)
dξ
=
∫
T
(∑
k∈Z
F−αm,β(ξ + k)
)
·
(∑
j∈Z
Fαm,β(ξ + j + 1/2)
)
dξ
=
∫
R
F−αm,β(ξ) ·
(∑
j∈Z
Fαm,β(ξ + j + 1/2)
)
dξ.(2.11)
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By a simple change of variable, (2.10), and (2.6), we have
I0 =
1
2β
∑
j∈Z
∣∣∣F̂0,β(−j)∣∣∣2 = 1
2β
∫
R
(∑
k∈Z
F0,β(ξ + k)
)
F0,β(ξ)dξ
=
∫
R
(∑
k∈Z
fˆ(ξ + (2β)−1k))φˆ(ξ + (2β)−1k))
)
fˆ(ξ)φˆ(ξ)dξ
=
∫
R
(∑
k∈Z
fˆ(ξ + β−1k)φˆ(ξ + β−1k))
)
fˆ(ξ)φˆ(ξ)dξ
+
∫
R
(∑
k∈Z
fˆ(ξ + β−1(k + 1/2))φˆ(ξ + β−1(k + 1/2))
)
fˆ(ξ)φˆ(ξ)dξ
= I ′0 + I
′′
0 .
Similarly, in view of (2.11), we have
I1 =
1
β
∑
m∈N
∑
j∈Z
∣∣∣F̂αm,β(−j)∣∣∣2
=
1
β
∑
m∈N
∫
R
(∑
k∈Z
Fαm,β(ξ + k)
)
Fαm,β(ξ)dξ.
=
1
β
∑
m∈N
∫
R
(∑
k∈Z
fˆ(β−1(ξ + k))φˆ(β−1(ξ + k)− αm)
)
fˆ(β−1ξ)φˆ(β−1ξ − αm)dξ
=
∑
m∈N
∫
R
(∑
k∈Z
fˆ(ξ + β−1k)φˆ(ξ + β−1k − αm)
)
fˆ(ξ)φˆ(ξ − αm)dξ,
and
I2 =
1
β
∑
m∈N
∑
j∈Z
(−1)j+mF̂αm,β(−j)F̂−αm,β(−j)
=
1
β
∑
m∈N
(−1)m
∫
R
F−αm,β(ξ) ·
(∑
j∈Z
Fαm,β(ξ + j + 1/2)
)
dξ
=
1
β
∑
m∈N
(−1)m
∫
R
fˆ(β−1ξ)φˆ(β−1ξ + αm)
·
(∑
j∈Z
fˆ(β−1(ξ + j + 1/2))φˆ(β−1(ξ + j + 1/2)− αm)
)
dξ
=
∑
m∈N
(−1)m
∫
R
fˆ(ξ)φˆ(ξ + αm)
·
(∑
j∈Z
fˆ(ξ + β−1(j + 1/2))φˆ(ξ + β−1(j + 1/2)− αm)
)
dξ.
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By similar arguments, we have
I3 =
1
β
∑
m∈N
∑
j∈Z
(−1)j+mF̂−αm,β(−j)F̂αm,β(−j)
=
1
β
∑
m∈N
(−1)m
∫
R
fˆ(β−1ξ)φˆ(β−1ξ − αm))
·
(∑
j∈Z
fˆ(β−1(ξ + j + 1/2))φˆ(β−1(ξ + j + 1/2) + αm)
)
dξ
=
∑
m∈N
(−1)m
∫
R
fˆ(ξ)φˆ(ξ − αm))
·
(∑
j∈Z
fˆ(ξ + β−1(j + 1/2))φˆ(ξ + β−1(j + 1/2) + αm)
)
dξ,
and
I4 =
1
β
∑
m∈N
∑
j∈Z
∣∣∣F̂−αm,β(−j)∣∣∣2
=
1
β
∑
m∈N
∫
R
(∑
k∈Z
fˆ(β−1(ξ + k)φˆ(β−1(ξ + k) + αm)
)
fˆ(β−1ξ)φˆ(β−1ξ + αm)dξ
=
∑
m∈N
∫
R
(∑
k∈Z
fˆ(ξ + β−1k)φˆ(ξ + β−1k + αm)
)
fˆ(ξ)φˆ(ξ + αm)dξ.
We shall justify in Lemma 2.4 below the change of the orders of integration and summation
in next few steps. Consequently,
I ′0 + I1 + I4 =
∑
m∈Z
∫
R
(∑
k∈Z
fˆ(ξ + β−1k)φˆ(ξ + β−1k − αm)
)
fˆ(ξ)φˆ(ξ − αm)dξ
=
∫
R
(∑
k∈Z
fˆ(ξ + β−1k)fˆ(ξ)
)∑
m∈Z
φˆ(ξ − αm)φˆ(ξ + β−1k − αm)dξ
=
∫
R
∑
k∈Z
fˆ(ξ + β−1k)fˆ(ξ)Φk(ξ)dξ,
and
I ′′0 + I2 + I3 =
∑
m∈Z
(−1)m
∫
R
fˆ(ξ)φˆ(ξ + αm)
·
(∑
j∈Z
fˆ(ξ + β−1( j + 1/2))φˆ(ξ + β−1(j + 1/2)− αm)
)
dξ
=
∫
R
∑
k∈Z
fˆ(ξ)fˆ(ξ + β−1(k + 1/2))∆k(ξ)dξ.
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This together with (2.8), we obtain
I(f) =
∫
R
∑
k∈Z
fˆ(ξ + β−1k)fˆ(ξ)Φk(ξ)dξ
+
∫
R
∑
k∈Z
fˆ(ξ)fˆ(ξ + β−1(k + 1/2))∆k(ξ)dξ.
This completes the proof. 
The following technical result justifies the change of the order of integration and summa-
tion performed in the proof of Proposition 2.3.
Lemma 2.4. Let α, β > 0. If f ∈ D and φ ∈ L2(R), then∑
m∈Z
∫
R
(∑
k∈Z
|fˆ(ξ + β−1k)|
∣∣∣φˆ(ξ + β−1k − αm)∣∣∣) |fˆ(ξ)||φˆ(ξ − αm)|dξ <∞,(2.12)
and
K :=
∑
m∈Z
∫
R
|fˆ(ξ)||φˆ(ξ + αm)|(2.13)
·
(∑
j∈Z
|fˆ(ξ + β−1( j + 1/2))|
∣∣∣φˆ(ξ + β−1(j + 1/2)− αm)∣∣∣) dξ <∞.
To prove Lemma 2.4 (2.12), it suffices to show that∫
R
∑
k∈Z
∑
m∈Z
|fˆ(ξ + β−1k)|
∣∣∣fˆ(ξ)∣∣∣ |φˆ(ξ − αm)|2dξ <∞.(2.14)
This is because∣∣∣2φˆ(ξ − αm)φˆ(ξ + β−1k − αm)∣∣∣ ≤ |φˆ(ξ − αm)|2 + ∣∣∣φˆ(ξ + β−1k − αm)∣∣∣2 .
We remark that the summation involving
∣∣∣φˆ(ξ + β−1k − αm)∣∣∣2 reduced to (2.14) via the
change of variable ξ 7→ ξ − β−1k. And (2.14) is an immediate consequence of the following
lemma
Lemma 2.5. Suppose 0 < a < b <∞, fˆ ∈ L∞(R), and supp fˆ ⊂ {ξ : a < |ξ| < b}, then
Σ(ξ) =
∑
k,m∈Z
|fˆ(ξ + β−1k + αm)||fˆ(ξ + αm)| . ‖fˆ‖L∞ ,
for almost every ξ ∈ R.
Proof. When |β−1k| > δ = b− a, we have
∣∣∣fˆ(ξ + β−1k + αm)fˆ(ξ + αm)∣∣∣ = 0. Then
Σ(ξ) ≤
∑
m∈Z
∑
|β−1k|≤δ
∣∣∣fˆ(ξ + β−1k + αm)fˆ(ξ + αm)∣∣∣
. Cδ
∑
m∈Z
∣∣∣fˆ(ξ + αm)∣∣∣ ‖fˆ‖L∞ . ‖fˆ‖L∞ .

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Since∣∣∣2φˆ(ξ + αm)φˆ(ξ + β−1(k + 1/2)− αm)∣∣∣ ≤ |φˆ(ξ + αm)|2 + ∣∣∣φˆ(ξ + β−1(k + 1/2)− αm)∣∣∣2 ,
we note, to prove Lemma 2.4 (2.13), it suffices to prove∫
R
∑
k∈Z
∑
m∈Z
|fˆ(ξ + β−1(k + 1/2))||fˆ(ξ)||φˆ(ξ + αm)|2dξ <∞.(2.15)
It is clear that the summation involving
∣∣∣φˆ(ξ + β−1(k + 1/2)− αm)∣∣∣2 reduces to (2.15)
via the change of variable ξ 7→ ξ− β−1(k+1/2). And (2.15) is an immediate consequence of
the following lemma
Lemma 2.6. Suppose 0 < a < b <∞, fˆ ∈ L∞(R), supp fˆ ⊂ {ξ : a < |ξ| < b}, then
Σ(ξ) =
∑
k,m∈Z
|fˆ(ξ + β−1(k + 1/2)− αm)||fˆ(ξ − αm)| . ‖fˆ‖L∞ ,
for almost every ξ ∈ R.
Proof. Since the proof is similar to that of Lemma 2.5 we will omit it. 
Proof of Lemma 2.4. Lemma 2.4 follows from the observations we made above, together
with Lemmas 2.5 and 2.6. 
Remark 2.2. As a consequence of Lemma 2.4, we may conclude that Φk,∆k ∈ L1loc(R).
Indeed,
(1) Taking fˆ = χK, where K ⊂ R is any compact set, and fixing k0 ∈ Z, by Lemma 2.4
we obtain∫
K
(∑
m∈Z
|φˆ(ξ − αm)|
∣∣∣φˆ(ξ + β−1k0 − αm)∣∣∣)χK(ξ + β−1k0)dξ <∞.
It follows that Φ−k0 ∈ L1loc(R), and so Φk0 ∈ L1loc(R).
(2) Taking fˆ = χK, where K ⊂ R is any compact set, and fixing k0 ∈ Z, by Lemma 2.4
we obtain∫
K
(∑
m∈Z
|φˆ(ξ + αm)|
∣∣∣φˆ(ξ + β−1(k0 + 1/2)− αm)∣∣∣
)
χK(ξ + β
−1(k0 + 1/2))dξ <∞.
It follows that ∆k0(ξ − β1(k0 + 1/2)) ∈ L1loc(R), and so ∆k ∈ L1loc(R).
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. ((b) =⇒ (a)). Assume that Φk(ξ) = δk,0 a.e. for each k ∈ Z, and
∆k(ξ) = 0 a.e. for each k ∈ Z. Then by Proposition 2.3, it follows that
‖f‖2L2 =
∑
m∈N0
∑
j∈Z
|〈f, ψj,m〉|2
for all f ∈ D. By Proposition 1.2(2), we may conclude that the above equality holds for all
f ∈ L2(R). This proves that statement (b) implies statement (a).
((a) =⇒ (b)). Suppose that (a) holds. Therefore, by Proposition 2.3 we have
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‖f‖2L2 =
∑
j,m
|〈f, ψj,m〉|2 =
∫
R
∑
k∈Z
fˆ(ξ + β−1k)fˆ(ξ)Φk(ξ)dξ + I1(f)(2.16)
for all f ∈ D.
Let ξ0 ∈ R \ Z. Choose ǫ > 0 so that Bǫ(ξ0) ∩ Z = (ξ0 − ǫ, ξ0 + ǫ) ∩ Z = ∅, and set
fˆ = χBǫ(ξ0). Then for ξ ∈ Bǫ(ξ0), by (2.16) , we have Φ0(ξ) = 1. Since ξ0 is arbitrary, we
have Φ0 = 1 a.e.. Since Φ0 = 1 a.e., (2.16) gives
(2.17) 0 =
∫
R
∑
06=k∈Z
fˆ(ξ + β−1k)fˆ(ξ)Φk(ξ)dξ +
∫
R
∑
k∈Z
fˆ(ξ)fˆ(ξ + β−1(k + 1/2))∆k(ξ)dξ.
We claim that Φk = 0 a.e. for all 0 6= k ∈ Z and ∆k = 0 a.e. for all k ∈ Z.
By a polarization argument (see e.g. [16, p.362, Section 7.1]) of (2.17) we obtain
(2.18) 0 =
∫
R
∑
06=k∈Z
gˆ(ξ + β−1k)fˆ(ξ)Φk(ξ)dξ +
∫
R
∑
k∈Z
fˆ(ξ)gˆ(ξ + β−1(k + 1/2))∆k(ξ)dξ
for all f, g ∈ D.
Let us fix k0 6= 0 and choose a point ξ0 of differentiability of the integral of Φk0 such that
0 6= ξ0 6= ξ0 + β−1k0. By Remark 2.2, we have Φk0 ∈ L1loc(R). Hence, almost every point
of R is point of differentiability of the integral of Φk0 . This means, if ξ0 is such a point, by
Lebesgue differentiation theorem, we have
lim
δ→0
1
µ(Bδ(ξ0))
∫
R
Φk0(ξ)dξ = Φk0(ξ0).(2.19)
We consider δ > 0 sufficiently small so that both Bδ(ξ0) and Bδ(ξ0+k0) lie within R\{0}.
Let fδ and gδ in D be functions such that
fˆδ(ξ) =
1√
µ(Bδ(ξ0))
χBδ(ξ0)(ξ),
and
gˆδ(ξ) =
1√
µ(Bδ(ξ0))
χBδ(ξ0+β−1k0)(ξ).
Note that gˆδ(ξ) = fˆδ(ξ − β−1k0) and
fˆδ(ξ)gˆδ(ξ + β
−1k0) =
1
µ(Bδ(ξ0))
χBδ(ξ0)(ξ).(2.20)
BIMODAL WILSON SYSTEMS 13
Substituting fδ, gδ in (2.18), and using (2.20), we obtain
0 =
∫
R
gˆδ(ξ + β
−1k0)fˆδ(ξ)Φk0(ξ)dξ +
∫
R
∑
k 6=0,k0
gˆδ(ξ + β
−1k)fˆδ(ξ)Φk(ξ)dξ
=
1
µ(Bδ(ξ0))
∫
Bδ(ξ0)
Φk0(ξ)dξ +
∫
R
∑
k 6=0,k0
gˆδ(ξ + β
−1k)fˆδ(ξ)Φk(ξ)dξ
+
∫
R
∑
k∈Z
fˆδ(ξ)gˆ(ξ + β
−1(k + 1/2))∆k(ξ)dξ
=
1
µ(Bδ(ξ0))
∫
Bδ(ξ0)
Φk0(ξ)dξ + Jδ + Pδ.
By (2.19), to establish that Φk0(ξ0) = 0, it suffices to prove that
lim
δ→0
Jδ = lim
δ→0
Pδ = 0.
Assume that fˆδ(ξ)gˆδ(ξ + β
−1k) = fˆδ(ξ)fˆδ(ξ + β−1(k − k0)) 6= 0, for some k 6= k0. Then
|ξ − ξ0| < δ and |ξ + β−1(k − k0)− ξ0| < δ. But this implies we have
|β−1(k − k0)| = |ξ + β−1(k − k0)− ξ0 − ξ + ξ0| ≤ 2δ.
Taking δ → 0, we obtain k = k0 which is a contradiction. Therefore fˆδ(ξ)gˆδ(ξ + β−1k) = 0
for all k 6= k0. It follows that Jδ → 0 as δ → 0.
Suppose that for some k 6= k0, we have fˆδ(ξ)gˆδ(ξ + β−1(k + 1/2)) = fˆδ(ξ)fˆδ(ξ + β−1(k −
k0)+ (2β)
−1) 6= 0. Then |ξ− ξ0| < δ and |ξ+β−1(k−k0)+ (2β)−1− ξ0| < δ. But this implies
we have
|β−1(k − k0)| ≤ |β−1(k − k0) + (2β)−1| = |ξ + β−1(k − k0) + (2β)−1 − ξ0 − ξ + ξ0| ≤ 2δ.
Taking δ → 0, we get k = k0, which is a contradiction.
Next, assume that for k = k0, fˆδ(ξ)gˆδ(ξ + β
−1(k + 1/2)) = fˆδ(ξ)fˆδ(ξ + (2β)−1) 6= 0. Then
|ξ − ξ0| < δ and |ξ + (2β)−1 − ξ0| < δ. But this implies we have
|(2β)−1| = |ξ + (2β)−1 − ξ0 − ξ + ξ0| ≤ 2δ.
Taking δ → 0, we get a contradiction. Therefore fˆδ(ξ)gˆδ(ξ+β−1(k+1/2)) = 0 for all k ∈ Z.
It follows that Pδ → 0 as δ → 0. Since k0 is arbitrary, we have Φk(ξ) = 0 for 0 6= k ∈ Z.
The proof that ∆k = 0 a.e. for all k ∈ Z is similar to the above using the functions fδ and
gδ in D be defined by
fˆδ(ξ) =
1√
µ(Bδ(ξ0))
χBδ(ξ0)(ξ),
and
gˆδ(ξ) =
1√
µ(Bδ(ξ0))
χBδ(ξ0+β−1(k0+1/2))(ξ).

We can now prove Corollary 2.2
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Proof of Corollary 2.2 . Suppose that{
‖φ‖L2 = 1√2β
ℜ〈Xj,m, Yj,m〉 = 0
for all (j,m) ∈ Z× N. Then, we have ‖ψj,0‖L2 =
√
2β‖φ‖L2 = 1 for j ∈ Z, and
‖ψj,m‖2L2 = ‖Xj,m‖2L2 + ‖Yj,m‖2L2 + 2ℜ〈Xj,m, Yj,m〉
= 2β‖φ‖2L2 + 2ℜ〈Xj,m, Yj,m〉 = 1.
The converse easily follows.

3. Parseval Wilson frames
In this section we connect Gabor tight frames to the Wilson systems we defined. In
particular, one of our main result is Theorem 3.1 from which Theorem 1.4 follows.
3.1. From tight Gabor frames to Parseval Wilson frames. We can now state and
prove a result that links Gabor frames to the Wilson systems defined in the Introduction.
Theorem 3.1. Let φ ∈ L2(R) and α, β > 0. The following two statements are equivalent.
(a) The Gabor system G(φ, α, β) is a tight frame for L2(R) with frame bound β−1, and
∆k = 0 a.e. for all k ∈ Z, where ∆k was defined in Theorem 2.1.
(b) The Wilson system W(φ, α, β) is a Parseval frame for L2(R).
Proof of Theorem 3.1. ((a) =⇒ (b)). Assume that (a) holds. By Proposition 1.1, if
G(φ, α, β) is a tight frame with frame bound β−1, then Φk(ξ) = 0 a.e. for all k ∈ Z.
Together with the second condition of (a) we conclude using Theorem 2.1 that (b) holds.
((b) =⇒ (a)). The converse follows from Theorem 2.1, and Proposition 1.1. 
The following consequence easily follows from Theorem 3.1.
Corollary 3.2. Let φ ∈ L2(R) and α, β > 0. Let Xj,m and Yj,m be defined by{
Xj,m = e
−2πiβjαmφj,m,
Yj,m = (−1)j+me2πiβjαmφj,−m.
Suppose that the Gabor system G(φ, α, β) is a tight frame for L2(R) with frame bound β−1,
and ∆k = 0 a.e. for all k ∈ Z. Then, the Wilson system W(φ, α, β) is an orthonormal basis
for L2(R) if and only if {
‖φ‖L2 = 1√2β
ℜ〈Xj,m, Yj,m〉 = 0
for all (j,m) ∈ Z× N.
Proof. The proof follows from Theorem 3.1 and Corollary 2.2.

Remark 3.1. Here are some observations from Theorem 3.1.
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(1) Suppose that α = 1 and β = 1
2n
where n is any odd natural number. If we assume
that φˆ is a real-valued function, then ∆k(ξ) = 0 is automatically satisfied. Indeed,
in this case, by a change of variable (m 7→ 2k + 1 −m) over summation, we obtain
∆k(ξ) = −∆k(ξ), that is, ∆k(ξ) = 0.
(2) Suppose that α = 1 and β−1 ∈ N and φˆ is real valued. Then we shall construct a
generator φ of Wilson system in Theorem 3.1, using the Zak transform, see Section
4.
We conclude this section by stating an analogue of Theorem 3.1 in higher dimensions.
Since the proofs are identical with the obvious modifications, we omit them.
To state these results we need the following notations. Put Nd0 = {0} ∪ Nd, and 1/2¯ =
(1/2, · · · , 1/2) ∈ Rd. Let a = (a1, · · · , ad), b = (b1, · · · , bd) ∈ Rd. Let A and B be diagonal
matrices with diagonal entries {a1, ...., ad} and {b1, ..., bd} respectively. Assume that detB 6=
0. Then B−1 = diag{b1, ..., bd}, and put b∗ = | detB|. For m = (m1, ..., md) ∈ Zd, Am =
(m1a1, ..., mdad) as usual. Let φ : R
d → C be a nice function. We consider the multivariate
Gabor system
G(φ,A,B) = {φj,m}j,m∈Zd = {φj,m(x) = e2πix·Amφ(x− Bj)}j,m∈Zd
We define a family generated by arbitrary time-frequency shifts
ψj,m =
{
φ(x− Bj) if m = 0, j ∈ Zd
e−2πiBj·Amφj,m(x) + e2πiBj·Amφj,−m(x) if j ∈ Zd, 0 6= m ∈ Nd0.
The collections of these functions is denoted by
W(φ,A,B) = {ψj,m : j ∈ Zd, m ∈ Nd0}.
We call W(φ,A,B) the Wilson system. Specifically, we have following result.
Theorem 3.3. The following statements are equivalent:
(a) The Gabor system
G(φ,A,B) = {e2πix·Amφ(x− Bj) : m, j ∈ Zd}
is a tight frame for L2(Rd) with frame bound (detB)−1, and ∆dk = 0 a.e. for all
k ∈ Nd0, where
∆dk(ξ) :=
∑
06=m∈Zd
(−1)mφˆ(ξ + Am)φˆ(ξ +B−1(k + 1/2¯)− Am).
(b) The Wilson system W(φ,A,B) is a Parseval frame for L2(Rd).
3.2. Examples of generator of Wilson systems. In this subsection we prove that there
exists rapidly decaying C∞ function φ satisfying the hypothesis of Theorem 3.1. Thus we
seek a function φ ∈ L2(R) which satisfies
Φk(ξ) =
∑
m∈Z
φˆ(ξ − αm)φˆ(ξ + β−1k − αm) = δk,0 a.e for each k ∈ Z,
∆k(ξ) =
∑
m∈Z
(−1)mφˆ(ξ + αm)φˆ(ξ + β−1(k + 1/2)− αm) = 0 a.e for each k ∈ Z.
We give two classes of examples, one when αβ = 1/2, which is the classical case developed
in [9, 1]. The second family of examples concerns the case β ∈ (0, 1/2) and α = 1.
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Example 3.1. In this example we assume αβ = 1/2 and recovers the classical case. Define
φˆ = χ[0,α]. We note that ‖φ‖2L2 = ‖φˆ‖2L2 = 12β , and φˆ is supported in [0, 1/2β]. Since Φk(ξ) is
periodic with period α, we only needs to check what happens for 0 ≤ ξ ≤ α. Since the support
of φˆ is [0, α], we have Φ0 = 1 a.e., Φk = 0 a.e. for k 6= 0, and ∆k = 0 a.e. for all k ∈ Z.
We also note that φˆ(ξ)φˆ(ξ + 2αm) = 0 for all ξ ∈ R and all m ∈ N. On the other hand, by
the Plancherel theorem and (2.1), we have
〈Xj,m, Yj,m〉 = 〈X̂j,m, Ŷj,m〉 = (−1)j+m
∫
R
φˆ(ξ)φˆ(ξ + 2αm)dξ.(3.1)
Hence by (3.1), it follows that Re〈Xj,m, Yj,m〉 = 0 for all (j,m) ∈ Z×N. Thus, this example
satisfies all the hypotheses of Theorem 3.1.
Example 3.2. Let β ∈ (0, 1/2), and α = 1. For this case, we choose a function φˆ : R → C
supported in Bγ(0) = {ξ ∈ R : |ξ| ≤ γ}, where γ = 14β − ǫ for ǫ > 0 suitable small enough so
that 1 < 2γ, that is, 1 < 1
2β
− 2ǫ.
We note that for β ∈ (0, 1/2), we have 1 < 1/2β, and hence we may choose ǫ > 0 so that
1 < 1
2β
− 2ǫ. (For fix β > 0, take 2ǫ = 1
2β
− 1− ǫ′ for suitable small ǫ′ > 0 and notice that for
this choice of ǫ, we have γ < 1.)
For this φˆ, we note that
φˆ(ξ)φˆ(ξ + β−1k) = 0
for all 0 6= k ∈ Z, and
φˆ(ξ)φˆ(ξ + β−1(k + 1/2)) = 0
for all k ∈ Z. In fact, if possible, assume that k 6= 0 and φˆ(ξ)φˆ(ξ + β−1k) 6= 0, then |ξ| < γ
and |ξ + β−1k| < γ. But this implies we have
|β−1k| = | − β−1k| = | − β−1k − ξ + ξ| < 2γ.
Since γ < 1
4β
, we have |k| < 2βγ < 1/2, therefore we must have k = 0, which is a con-
tradiction. In fact, if possible, assume that φˆ(ξ)φˆ(ξ + β−1(k + 1/2)) 6= 0, then |ξ| < γ and
|ξ + β−1(k + 1/2))| < γ. But this implies
|β−1(k + 1/2)| = | − β−1(k + 1/2)− ξ + ξ| ≤ 2γ.
Since γ < 1
4β
, we have |k + 1/2| ≤ 2βγ < 1/2 but this is not possible as k ∈ Z. Thus, we
have Φk = 0 a.e. for all 0 6= k ∈ Z and Ψk = 0 a.e. for all k ∈ Z.
Next, we wish to show that Φ0(ξ) =
∑
m∈Z |φˆ(ξ−m)|2 = 1 a.e.. Since this sum is periodic
in ξ with period 1, we only needs to check what happen for 0 ≤ ξ ≤ 1. To this end, consider
smooth function G : R→ [0, 1] satisfying the following properties:
G(x) =
{
0 if x ≤ −γ + 1,
1 if x ≥ γ.
We define the function φˆ : R→ R by
φˆ(ξ) =
{
sin
[
π
2
G(ξ + 1)
]
if ξ ≤ 0,
cos
(
π
2
G(ξ)
)
if ξ ≥ 0.
We note that φˆ is supported in [−γ, γ].
BIMODAL WILSON SYSTEMS 17
Since φˆ is supported in Bγ(0) ⊂ [−1, 1], it follows that φˆ(ξ)φˆ(ξ + 2m) = 0 for all m ∈ N.
In fact, if φˆ(ξ)φˆ(ξ + 2m) 6= 0, then |ξ| < γ and |ξ + 2m| < γ. But this implies we have
|2m| < |ξ + 2m| + |ξ| < 2γ, and so |m| ≤ γ, which is contradiction as γ < 1. Thus, for
real φˆ with support in Bγ(0) ⊂ [−1, 1], to show Φ0 = 1, we only need to ascertain that
φˆ2(ξ) + φˆ2(ξ − 1) for all 0 ≤ ξ ≤ 1. This is easy to verify. For the above defined φˆ, we have
φˆ2(ξ) + φˆ2(ξ − 1) = cos2
(π
2
G(ξ)
)
+ sin2
(π
2
G(ξ)
)
= 1, (ξ ∈ [0, 1]).
Since φˆ ∈ C∞c (R), we have φ ∈ S(R). We note that this φ satisfies the hypothesis of
Theorems 2.1 and 3.1.
Remark 3.2. The Parseval Wilson frames of Example 3.2 cannot lead to an ONB. Indeed,
in order to have an ONB one must also choose φ so that ‖φ‖2 = 1/
√
2β and Re〈Xj,m, Yj,m〉 =
0 for all (j,m) ∈ Z × N. However, given a function φ ∈ S(R) constructed in Example 3.2,
we note that φˆ is supported in [−C,C] with 1/2 < C < 1 and
‖φ‖2L2 = ‖φˆ‖2L2 =
∫ C
−C
|φˆ(ξ)|2dξ =
∫ 1
−1
|φˆ(ξ)|2dξ =
∫ 1
0
|φˆ(ξ)|2 + |φˆ(ξ − 1)|2dξ = 1
which happens only when β = 1/2.
We can now prove Theorem 1.4
Proof of Theorem 1.4. Choose φ as in Example 3.2. 
4. The Zak transform and Wilson systems
In this section we construct example of generators φ that satisfy the hypothesis of The-
orem 3.1 and such that φ and φˆ have exponential decay. To achieve this we extended a
construction originally given in [9] to the case of Gabor frame of redundancy N ∈ N when
N ≥ 3. The key tool needed to deal with this case is the Zak transform. Using this we have
the following results.
Theorem 4.1. Let φˆ be real functions such that |φˆ(ξ)| . (1+ |ξ|)−1−ǫ and β = 1/(2n) where
n is any odd natural number. Then the following are equivalent:
(1) The Gabor system G(φ, 1, β) is a tight frame for L2(R) with frame bound β−1.
(2) The Wilson system W(φ, 1, β) is a Parseval frame for L2(R).
(3) The Zak transform Zβφˆ of φˆ satisfies
β−1−1∑
r=0
∣∣∣Zβφˆ (x, ξ − βr)∣∣∣2 = 1
β
for all most all x, ξ ∈ [0, 1].
Furthermore, if one of the above statements holds (hence all of them hold) , then the Parse-
val Wilson frameW(φ, 1, β) is an orthonormal basis for L2(R) if and only if Re〈Xj,m, Yj,m〉 =
0 for all (j,m) ∈ Z × N and ‖φ‖L2 = 1/
√
2β, where Xj,m and Yj,m were defined in Theo-
rem 3.1.
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We shall prove the above theorems at the end of the section. To this end, we first develop
some tools using Zak transform. In particular, this framework will allow us to convert the
infinitely many conditions Theorem 2.1 (b) (one for every k) into a single condition which
can be tested (see Proposition 4.3 below). Thus, we show how to use the Zak transform
to construct smooth functions that satisfy the hypotheses of Theorem 2.1 and Theorem 3.1
(see Theorem 4.4 below).
Given β > 0, we define the Zak transform of f ∈ S(R) by
(4.1) Zβf(x, ξ) =
1√
β
∑
k∈Z
f(β−1(ξ − k))e2πikx.
The two-variable function F = Zβf is periodic in the first variable and “semi-periodic” in
the second variable:
Zβf(x+ 1, ξ) = Zβf(x, ξ), Zβf(x, ξ ± 1) = e±2πixZβf(x, ξ).(4.2)
The set of all functions F of two variables satisfying the periodicity conditions (4.2) can be
equipped with the norm
‖F‖2 =
∫ 1
0
∫ 1
0
|F (x, ξ)|2dxdξ.(4.3)
We will denote the closure of this set, under the norm (4.3), by Z. A function F is in Z if
and only if its restriction to [0, 1)× [0, 1) is square integrable and it satisfies the periodicity
conditions almost everywhere. It follows that Z is isomorphic with L2([0, 1)2) and the map
Zβ defined by (4.1) can be extended to unitary map from L
2(R) to Z :∫
[0,1]2
|Zβf(x, ξ)|2dxdξ = ‖f‖2L2.(4.4)
The functions Em,n(x, ξ), defined by
Em,n(x, ξ) = e
2πinxe2πimξ for x, ξ ∈ [0, 1)
constitute an orthonormal basis for Z. Let φ ∈ S(R). The inverse transform of (4.1) is given
by
φ(ξ) =
√
β
∫ 1
0
Zβφ(x, βξ)dx.(4.5)
Lemma 4.2. Let φ ∈ S(R) and β−1 ∈ N. Then we have
Zβφ(x, ξ) = βe
2πiξx
β−2−1∑
j=0
e2πiξjZβφˆ
(
−β−2ξ, x+ j
β−2
)
and
Zβφˆ(x, ξ) = βe
2πiξx
β−2−1∑
j=0
e2πiξjZβφ
(
β−2ξ,−x+ j
β−2
)
.
Proof. Denote Txf(t) = f(t−x),Mξf(t) = e2πiξtf(t). For fixed ξ and β, put h(t) = φ(β−1(ξ−
t)) (t ∈ R). Then hˆ(y) = βe−2πiξyφˆ(−βy) (y ∈ R). Using the Poisson summation formula
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(see e.g., [13, p.16 (1.35)]), we find
Zβφ(x, ξ) =
1√
β
∑
k∈Z
φ(β−1(ξ − k))e2πikx = 1√
β
∑
k∈Z
h(k)e2πikx
=
1√
β
∑
k∈Z
(̂Mxh)(k) =
1√
β
∑
k∈Z
Txĥ(k)
=
√
βe2πiξx
∑
k∈Z
φˆ(−β(k − x))e−2πiξk
=
√
βe2πiξx
∑
k∈Z
φˆ
(
β−1
(
x− k
β−2
))
e−2πiξk.
Noticing Z = {β−2k − j : k ∈ Z, j = 0, 1, ..., (β−2 − 1)}, we may rewrite
∑
k∈Z
φˆ
(
β−1
(
x− k
β−2
))
e−2πiξk =
β−2−1∑
j=0
∑
k∈Z
φˆ
(
β−1
(
x+ j
β−2
− k
))
e−2πiξ(β
−2k−j)
=
√
β
β−2−1∑
j=0
e2πiξjZβφˆ
(
−β−2ξ, x+ j
β−2
)
.
This completes the proof of first identity. Since the second identity can be obtained similarly,
we shall omit the details. 
Proposition 4.3. Let φ be a real-valued function such that φˆ and φ have exponential decay.
Suppose that α = 1 and β−1 ∈ N. Then
∑
m∈Z
φˆ(ξ −m)φˆ(ξ + β−1k −m) = δk,0 a.e. for each k ∈ Z
if and only if the Zak transform Zβφˆ of φˆ satisfies
β−1−1∑
r=0
∣∣∣Zβφˆ (x, ξ − βr)∣∣∣2 = 1
β
(4.6)
for all most all x, ξ ∈ [0, 1].
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Proof. With the assumptions on φ and φˆ all the calculations that follow are justified. Noticing
Z = {β−1m+ r : m ∈ Z, r = 0, 1, ..., (β−1 − 1)} and using (4.5) and (4.2), we have
K :=
∑
m∈Z
φˆ(ξ −m)φˆ(ξ + β−1k −m)
= β
∑
m∈Z
∫ 1
0
∫ 1
0
Zβφˆ(x, β(ξ −m))Zβφˆ(x′, β(ξ −m) + k)dxdx′
= β
∑
m∈Z
∫ 1
0
∫ 1
0
Zβφˆ
(
x,
ξ −m
β−1
)
)Zβφˆ
(
x′,
ξ −m
β−1
+ k
)
dxdx′
= β
β−1−1∑
r=0
∑
m∈Z
∫ 1
0
∫ 1
0
Zβφˆ
(
x,
ξ − r
β−1
−m
)
Zβφˆ
(
x′,
ξ − r
β−1
−m+ k
)
dxdx′
= β
β−1−1∑
r=0
∑
m∈Z
∫ 1
0
∫ 1
0
e−2πim(x+x
′)e2πix
′kZβφˆ
(
x,
ξ − r
β−1
)
Zβφˆ
(
x′,
ξ − r
β−1
)
dxdx′
= β
β−1−1∑
r=0
∑
m∈Z
∫ 1
0
e−2πimxZβφˆ
(
x,
ξ − r
β−1
)(∫ 1
0
Zβφˆ
(
x′,
ξ − r
β−1
)
e2πix
′(k−m)dx′
)
dx
= β
β−1−1∑
r=0
∫ 1
0
Zβφˆ
(
x,
ξ − r
β−1
)(∑
m∈Z
ck−me−2πimx
)
dx
= β
β−1−1∑
r=0
∫ 1
0
Zβφˆ
(
x,
ξ − r
β−1
)(∑
m∈Z
cme
2πimx
)
e−2πikxdx
= β
∫ 1
0
β−1−1∑
r=0
∣∣∣∣Zβφˆ(x, ξ − rβ−1
)∣∣∣∣2 e−2πixkdx,
where ck−m =
∫ 1
0
Zβφˆ
(
x′, ξ−r
β−1
)
e−2πix
′(m−k)dx′ is the Fourier coefficient of function Zβφˆ
(
·, ξ−r
β−1
)
at the point m− k. Hence, the proof follows. 
We can construct explicit “nice” φ that satisfying hypothesis of Theorem 3.1 by construct-
ing φ satisfying (4.6). The method we used is an extension of the construction given in [9,
Section 4] for the case α = 1, β = 1/2.
We start with a real-valued function g with exponential decay,
(4.7)
{
|g(x)| ≤ Ce−λ|x|, x ∈ R, λ > 0,
|gˆ(ξ)| ≤ Ce−µ|ξ|, ξ ∈ R, µ > 0.
The function g will be used as seed to construct a function in Z (see (4.11) below) that
satisfies the condition of Proposition 4.3 (4.6).
Observe that G := Zβg is a well-defined continuous and bounded function. Furthermore,
since g is real-valued we have, for x, ξ ∈ R,
G(−x, ξ) = G(x, ξ).(4.8)
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Assume further that
inf
x,ξ∈[0,1]
β−1−1∑
r=0
|G (x, ξ − βr))|2 > 0.(4.9)
We then define
φˆ = Z−1β Ψ,(4.10)
where
Ψ(x, ξ) =
1√
β
G(x, ξ)(∑β−1−1
r=0 |G (x, ξ − βr)|2
)1/2 ,(4.11)
and
Z−1β Ψ(ξ) =
√
β
∫ 1
0
Ψ(x, βξ)dx.
Theorem 4.4. The function φˆ, defined by (4.10), is real-valued and satisfies (4.6). Further-
more, φ and φˆ have exponential decay.
Sketch of the Proof. The detail proof for the case α = 1, β = 1/2 can be found in [9, Theorem
4.1]. Since the main ideas for the generalization is similar, we shall highlight only the crucial
points and omit the details. Now, for the clarity of presentation, we divide the sketch proof
into four steps.
Step I: It follows from (4.8) and (4.11) that Ψ(−x, ξ) = Ψ(x, ξ) and so, using (4.2) and
(4.5), we have φˆ(ξ) = φˆ(ξ).
Step II: The function φˆ has an exponential decay. To achieve this, we may follow the
procedure:
1. Because of the decay condition (4.7), the series
G(z, ξ) := G(x+ iτ, ξ) =
1√
β
∑
ℓ∈Z
e2πi(x+iτ)ℓg
(
β−1(ξ − ℓ))
converges absolutely for τ > −λ/π. The extension G(z, ξ), for fixed ξ ∈ R, is complex
analytic on R+ i(−λ/π,∞) and satisfies{
G(z, ξ + 1) = e2πizG(z, ξ)
G(z + 1, ξ) = G(z, ξ).
2. We show that Ψ (see (4.11)) also has analytic extension (the main obstacle is its
denominator). To this end, we define, for z ∈ R+ i(−λ/π,∞), ξ ∈ R
G(z, ξ) =
β−1−1∑
r=0
G(z, ξ − βr)G(−z, ξ − βr).
Then G(·, ξ) is analytic on R + i(−λ/π,∞) for every ξ ∈ R, and
G(z + 1, ξ) = G(z, ξ) = G(z, ξ + 1)
for all z ∈ R + i(−λ/π,∞). Using (4.7) and (4.12), G is uniformly continuous on
R + i[−λ/π,∞) × R. Because of condition (4.9), there exists λ˜ > 0 so that |G| is
bounded below away from zero on (R+ i[−λ˜, λ˜])×R. We can therefore define G−1/2
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as a uniformly continuous function on (R + i[−λ˜, λ˜]) × R; G(z, ξ)−1/2 is analytic in
z ∈ R+ i(−λ˜, λ˜), ξ ∈ R. We can therefore extend (4.11) and define
Ψ(z, ξ) =
1√
β
G−1/2(z, ξ)G(z, ξ) (z ∈ R+ i(−λ˜, λ˜), ξ ∈ R).
3. We use the above extension and its property{
Ψ(z + 1, ξ) = Ψ(z, ξ),
Ψ(z, ξ + 1) = e2πizΨ(z, ξ)
to prove exponential decay of φˆ. To this end, by (4.5) and (4.10) and Cauchy formula,
we have
|φˆ(ξ)| =
∣∣∣∣√β ∫ 1
0
Ψ(x, βξ)dx
∣∣∣∣
=
√
β
∣∣∣∣∫ Λ
0
Ψ(iτ, βξ)dξ +
∫ 1
0
Ψ(x+ iΛ, βξ)dξ +
∫ 0
Λ
Ψ(1 + iτ, βξ)dξ
∣∣∣∣
=
√
β
∣∣∣∣∫ 1
0
Ψ(x+ iΛ, βξ)dξ
∣∣∣∣ . e−πΛξ,
for ξ ≥ 0 and some 0 < Λ < λ˜. For ξ ≤ 0 we may use the similar argument, but we
deform the integration path by going into the Imz < 0 the half plane.
Step III: The φ has an exponential decay. To achieve this, we use the connection (Lemma
4.2) between the Zak transforms of a function and of its Fourier transform and similar
procedure as in the previous step. For the clarity, we briefly highlight substeps:
1. G can be extended to a uniformly continuous function on R× (R+ i(µ/4π,∞)), and
that, for every x ∈ R, G(x, ξ + iσ) is analytic in ξ + iσ ∈ R+ i(µ/4π,∞).
2. We define, for x ∈ R, w = ξ + iσ ∈ R+ i(µ/4π,∞),
Γ(x, w) =
β−1−1∑
r=0
G(x, w − βr)G(−x, w − βr).
Again Γ(x, w) is analytic, and there exists µ˜ > 0 so that |Γ| is bounded below away
from zero on R×(R+i[−µ˜, µ˜]). It follows that Ψ has an extension to R×(R+i[−µ˜, µ˜]),
Ψ(x, ξ + iσ) =
1√
β
G(x, ξ + iσ)Γ(x, ξ + iσ)−1/2,
which is analytic in ξ + iσ for every fixed x, and which satisfies{
Ψ(x, w + 1) = e2πixΨ(x, w),
Ψ(x+ 1, w) = Ψ(x, w).
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3. By Lemma 4.5 and (4.2), we have
φ(ξ) =
√
β
∫ 1
0
Zβφ(y, βξ)dy
= β
√
β
β−2−1∑
j=0
∫ 1
0
e2βπiξ(j+y)Zβφˆ
(
−β−1ξ, y + j
β−2
)
dy
= β
√
β
β−2−1∑
j=0
∫ 1
0
e2βπiξ(j+y)Ψ
(
−β−1ξ, y + j
β−2
)
dy.
Now similarly to the the last part of Step II, we may obtain the the desired estimate.
Step IV: In view of (4.11), notice that
β−1−1∑
r=0
∣∣∣Zβφˆ (x, ξ − βr)∣∣∣2 = β−1−1∑
r=0
|Ψ (x, ξ − βr)|2
=
1
β
β−1−1∑
r=0
|G(x, ξ − βr)|2∑β−1−1
ℓ=0 |G (x, ξ − βℓ− βr)|2
=
1
β
β−1−1∑
r=0
|G(x, ξ − βr)|2∑β−1−1+r
ℓ=r |G (x, ξ − βℓ)|2
.(4.12)
By Lemma 4.2, for r ≥ 1, we notice
β−1−1+r∑
ℓ=r
|G (x, ξ − βℓ)|2 =
β−1−1∑
ℓ=r
|G (x, ξ − βℓ)|2
+
∣∣G (x, ξ − β(β−1 − 1 + 1))∣∣2 + · · · ∣∣G (x, ξ − β(β−1 − 1 + r))∣∣2
=
β−1−1∑
ℓ=r
|G (x, ξ − βℓ)|2
+ |G (x, ξ − 1)|2 + · · · |G (x, ξ − β(r − 1)− 1)|2
=
β−1−1∑
ℓ=0
|G (x, ξ − βℓ)|2 .
This together with (4.12), we have
β−1−1∑
r=0
∣∣∣Zβφˆ (x, ξ − βr)∣∣∣2 = 1
β
.
This together with preceding steps completes the proof. 
We are now ready to prove Theorems 4.1.
Proof of Theorem 4.1. Combining Theorems 3.1 and 4.4, Remark 3.1(1) and Proposition 4.3,
the proof follows.
For the last part, we proceed as in the proof of the last part of Theorem 3.1. 
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Proof of Theorem 1.5. Since Zak transform Zβ : L
2(R)→ Z is surjective, to prove Theorem
1.5, it suffices to prove that there does not exist any generator φ, defined by (4.10) (with any
seed function g), which can convert the Wilson system (1.4) into an ONB for L2(R) unless
β−1 = 2.
We shall prove this by contradiction. If possible, suppose that there exist generator φ,
defined by (4.10) (for some seed function g), which can convert the Wilson system (1.4) into
an ONB for L2(R) and β−1 6= 2. Then by the last part of Theorem 3.1 (or Theorem 4.1), we
must have ‖φ‖L2 = ‖φˆ‖L2 = 1/
√
2β. On the other hand, using (4.4), we obtain
‖φˆ‖2L2(R) = ‖Z−1β Ψ‖2L2(R) = ‖Ψ‖2L2([0,1)2)
=
1
β
∫ 1
0
∫ 1
0
|Zβg(x, ξ)|2∑β−1−1
r=0 |Zβg (x, ξ − βr)|2
dxdξ
= β−1‖h‖2L2(T),
where h(x, ξ) := G(x,βξ)(∑β−1−1
r=0 |G(x,βξ−βr)|2
)1/2 , (x, ξ ∈ T). Consider translation operator in the
second variable Tℓ : L
2(T2)→ L2(T2) : h(x, y) 7→ h(x, ξ−βℓ), and we have ‖Tℓh‖L2 = ‖h‖L2
for ℓ ∈ N. This together with (4.2), we obtain
β−1‖h‖2L2(T2) = ‖h‖2L2(T2) +
β−1−1∑
ℓ=1
‖Tℓh‖2L2(T)
=
∫ 1
0
∫ 1
0
∑β−1−1
ℓ=0 |Zβg(x, ξ − βℓ)|2∑β−1−1
r=0 |Zβg (x, ξ − βr)|2
dxdξ = 1.
Thus, we have ‖φˆ‖2L2(R) = 1 a contradiction to the hypothesis β−1 6= 2. 
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