Abstract-Blind maximum-likelihood (ML) carrier-frequencyoffset (CFO) estimation is considered to be difficult in interleaved orthogonal frequency-division multiple-access (OFDMA) uplink systems. This is because multiple CFOs have to be simultaneously estimated (each corresponding to a user's carrier), and an exhaustive multidimensional search is required. The computational complexity of the search may be prohibitively high. Methods such as the multiple signal classification and the estimation of signal parameters via the rotational invariance technique have been proposed as alternatives. However, these methods cannot maximize the likelihood function, and the performance is not optimal. In this paper, we propose a new method to solve the problem. With our formulation, the likelihood function can be maximized, and the optimum solution can be obtained by solving a polynomial function. Compared with the exhausted search, the computational complexity can be reduced dramatically. Simulations show that the performance of the proposed method can approach that of the Cramér-Rao lower bound.
I. INTRODUCTION

E
MERGING as a promising technology for next-generation broadband wireless network, orthogonal frequencydivision multiple access (OFDMA) has received a considerable amount of research interest recently [3] - [10] . An appealing feature of OFDMA is that the transmission signals of different users are orthogonal and that multiple-access interference (MAI) can be avoided. However, if the carrier-frequency offsets (CFOs) between transmitters and the receivers are not properly estimated and compensated, then the orthogonality will be destroyed, and intercarrier interference and MAI will arise. In OFDMA downlink systems, the signals for different users are multiplexed by the same transmitter, and the receiver of each user can estimate and compensate its own CFO easily. In such a scenario, methods for CFO estimation in single-user orthogonal frequency-division-multiplexing (OFDM) systems [1] , [2] can directly be applied. However, in OFDMA uplink systems, all of the users' CFOs have to be simultaneously estimated at the base-station (BS) receiver, which is considered to be a more challenging problem. Many methods have been developed for CFO estimation in OFDMA uplink systems [3] - [10] . Those methods can roughly be classified into two categories: methods 1) using and 2) not using training sequences. Methods using training sequences insert a known preamble in front of each data packet, facilitating CFO estimation at the BS receiver [3] - [6] . Methods not using training sequences, which are also referred to as blind methods, manipulate the subcarrier assignment scheme such that the CFO for each user can individually or jointly be estimated [7] - [10] at the BS receiver. Maximum-likelihood (ML) methods were proposed to estimate the CFOs in [3] - [6] for training-based systems. It turns out that a multidimension (MD) exhaustive search is required to obtain the ML solution, and the computational complexity can be high. As a result, low-complexity ML CFO estimators were then developed. In [3] , the CFOs were estimated by maximizing the mean likelihood function, and an important sampling method [13] originally proposed for single-carrier systems was applied. In [4] , an iterative scheme, which is referred to as the alternating projection frequency estimator (APFE), is employed to conduct 1-D searches for the ML solution. Although their solutions can approach the Cramér-Rao bound (CRB), the required computational complexity is still high. To solve the problem, a simplified method, i.e., the approximate APFE (AAPFE), was then proposed [4] . However, AAPFE suffers considerable performance degradation. To improve the performance of AAPFE, a divide-and-update frequency estimator [5] was later developed. Another suboptimal approach with complexity lower than APFE was reported in [6] . This scheme achieves complexity reduction by approximating the inverse of a CFO-dependent matrix with that of a predetermined matrix. To achieve better results, the system must have a large number of subcarriers.
When training sequences are not available, the CFO for each user cannot easily be estimated. Fortunately, this problem can be overcome with a proper subcarrier assignment scheme, such as subband-based or interleaved-based estimators. The subband-based CFO estimators [7] , [8] require that each user is assigned with some consecutive subcarriers, and the subcarrier sets for different users are well separated in the frequency domain. With the scheme, a filter bank can be used in the BS to extract each user's signal, and then, the conventional CFO estimation methods can be exploited. In interleave-based OFDMA systems, each user's time-domain signal is periodic. With the property, the CFOs for all users can jointly be estimated by the multiple signal classification (MUSIC) [9] or the estimation of 0018-9545/$26.00 © 2010 IEEE signal parameters via rotational invariance technique (ESPRIT) methods [10] . Although the computational complexity of these methods is low, the CRB cannot be achieved, and the solutions are not optimal.
In this paper, we investigate the blind CFO estimation problem in the interleaved OFDMA uplink system. Our objective is to develop a low-complexity ML CFO estimation method. The main obstacle in the ML method is that there is an inverted correlation matrix in the likelihood function. The CFOs in the likelihood function become intractable after matrix inversion. Using the matrix inversion lemma, we first transform the correlation matrix into a matrix with smaller size. Then, we express the matrix with a series expansion. By properly truncating the expansion, we can obtain a closed-form expression and solve the optimum CFOs with a root-finding method. Simulations show that the performance of the proposed method can approach the CRB. The computational complexity of the proposed algorithm is as low as that of ESPRIT.
The rest of this paper is organized as follows: Section II briefly describes the system model and derives the proposed CFO estimation method. Section III shows the performance analysis for the proposed method. Section IV provides simulation results and complexity analysis. Finally, Section V draws the conclusions. For convenience, the notations used in this paper are defined as follows: (·)
H and (·) * denote the Hermitian and complex conjugate operation of a matrix, respectively; mod(., C) denotes modulo C; Im(.) and Re(.) denote the image-part-taking and the real-part-taking operation, respectively; E{·} denotes the expectation operation; δ(·) denotes a Dirac delta function; (·) p denotes the pth element of a vector; (·) p,q denotes the (p, q)th element of a matrix; 0 l denotes an l-by-1 column zero vector, I denotes an identity matrix; diag(x) denotes a diagonal matrix with the diagonal entries of x; det(·) denotes the determinant of a matrix; · denotes the Frobenius norm of a matrix; and tr(·) denotes the trace of a matrix.
II. PROPOSED CARRIER-FREQUENCY OFFSET ESTIMATION METHOD
A. Signal Model for Interleaved OFDMA Uplink System
In an OFDMA system, let M users share the N s subcarriers of an OFDM symbol, and let the M users simultaneously transmit their data streams. The subcarriers are divided into Q subchannels, and each subchannel has N = N s /Q subcarriers. Each user occupies a specific subchannel, and the subcarriers assigned to user m are denoted as s k m 's, where k ∈ Υ m . Here, Υ m denotes a subset of subcarrier indices. For an interleaved OFDMA system [9] , [10] , the subset for the mth user is defined as Υ m = {q m , Q + q m , . . . , q m + (N − 1)Q}, where q m is the subchannel index, and q m ∈ {0, 1, . . . , Q − 1}. In the system, it is assumed that Υ m Υ k = φ for m = k, where φ denotes the empty set. In our system, we assume that the sequence each user transmits is unknown to the BS and M < Q.
Consider a specific OFDMA symbol and denote the frequency-domain signal that user m transmits as an 
where k = 0, . . . , N s − 1, and η(k) represents the additive white Gaussian noise (AWGN) with a variance of σ 2 η . As mentioned, subchannel q m is assigned to user m in the interleaved OFDMA system. It is equivalent to say that user m is assigned to subchannel zero, and a CFO of q m is introduced. Therefore, the received noiseless symbol from user m can be rewritten as
where
, and s m (k) is the transmitted signal of user m if subchannel zero is assigned. The term ε e,m denotes the effective CFO for user m. It includes the virtual CFO caused by the subchannel q m . Note that the periodicity of the transmitted sequence still remains after it is passed through the channel. Since the time-domain signal has a period of N , we can make an index transformation by letting k = (p − 1)N + n, where p = 1, . . . , Q, and n = 0, . . . , N − 1. With the transformation, we can convert the kth sample of a signal into the nth sample in the pth period. The nth sample in each period, corresponding to a signal, can then be extracted to form a vector. Then, we have
T . We will use (3) as our signal model in the derivation of the ML CFO estimate.
B. Proposed Method
To the best of our knowledge, blind ML CFO estimation has not been studied before in OFDMA uplink systems. Here, we propose a method to solve the problem. For interleaved OFDMA uplink systems, the transmitted time-domain signal is obtained from the IDFT of its frequency-domain signal. From the central limit theorem, we know that if the number of subcarriers is reasonably large, then the corresponding time-domain signal can be approximated as a white Gaussian sequence [2] . Similar to [3] , we assume that each user is under perfect power control; therefore, signals arrive at the BS with equal average power. If we further assume that each channel tap independently experiences Rayleigh fading and all users' signals are white and independent of each other, then the received sequence y(k) in (1) can also be approximated as a Gaussian sequence [2] with a variance of Mσ
and f (.) be a probability density function. Then, we can explicitly write out the log-likelihood function, which is shown in [2] , as
Define R y = E{y(n)y H (n)}, and
Thus, we can express f (y(n)) as [19] , [20] 
The log-likelihood function can be expressed as
Let u(n) = UD(n)x(n). Then, y(n) = u(n) + w(n). As assumed, the transmitted sequences are independent of each other, i.e., R y = σ
To use (8) and solve the M unknown CFOs, U must be a full-rank tall matrix. From (3), we see that U is a Vandermonde matrix (ε e,m = ε e,n if m = n) [17] . Since we assume that M < Q, the full-rank property then holds. As a result, (8) can be applied.
To find the maximum of the log-likelihood function for the ith user, we take a derivative with respect to ε e,i [16] , i.e.,
We use the matrix inversion lemma [18] to write the inverse of R y as
With (10), we only need the inverse of an M -by-M matrix R s rather than a Q-by-Q matrix R y .
However, (R s )
−1 is difficult to obtain. Even if it can, the relationship between the likelihood function and the CFOs may not be trackable after the inversion. To solve the problem, we propose using the Neumann series to expand (R s ) −1 [14] . Let S be a nonsingular matrix and β(S) be its maximum absolute eigenvalue. Then, the series ∞ k=0 S k will converge to (I − S) −1 [17] if β(S) < 1 [15] . However, the condition of β(S) < 1 is not always satisfied for a nonsingular S. This problem can be overcome by dividing S by a real parameter λ > 0 and expanding the resultant matrix. It is simple to show that there always exists a λ such that β(R s /λ) < 1. Now, we can rewrite R s as
where B is obtained as (1/λ)R s − I, and its (p, q)th element is
From the Neumann series shown, the inverse of R s can be expanded as
For simplicity, we can retain the first three and truncate highorder terms, i.e.,
The determination of the optimum λ and the analysis of the truncation error will be discussed in the next section. From (12), we can find the (p, q)th element of B 2 as
. Substituting (12) and (15) into (14), we then obtain
Using (16) in (10), we can approximate the inverse of R y as
Note that Γ 0 (., .) cannot directly be estimated. However, it can be combined with some variables in (17) and converted to Γ(., .), as defined in (6) . The value of Γ(p, q) can be estimated from that of the (p − q)th diagonal term of R y as
The second and third terms in (17) can be rewritten as
Substituting (17)- (21) into (9), we obtain (22), shown at the bottom of the page, where
The detailed derivation of (22) is provided in Appendix I. Setting (22) to zero, we can solve all the possible 2(Q − 1) roots, i.e.,x. The effective CFO can then be obtained bŷ
As defined in (2), the true CFO for the ith user is then given byε
where q i is the subchannel index for user i. It is apparent that after adding −q i , there will only be one root falling into the
range of subchannel 0, and the root is the estimated CFO for user i. A direct method for solving the roots in (22) is via an exhaustive grid search over the interval spanned by ε e,i . However, the computational complexity is high. Taking a closer look at (22), we find that (22) is a polynomial function of x, i.e.,
The detailed derivation for α p (k) and α n (k) is provided in Appendix II. Using (27), we can then use a more efficient rootfinding method to obtain the roots.
III. PERFORMANCE ANALYSIS
A. Truncation Error in (14)
As we can see, the series in (13) is infinite, and truncation has to be conducted. In the previous section, we retain the first three terms in the series. One may be curious about how large the error will be. In this section, we analyze the truncation error in (14) .
For a positive-definite Hermitian matrix R with rank K, we can have its eigen-decomposition as
is a diagonal matrix, where g i 's being positive are the eigenvalues of R in descending order, i.e., g 1 > · · · > g K , and V is an unitary matrix consisting of the eigenvectors. As shown in Section II, R can also be expressed as
where λ is a real number ensuring that the maximum absolute eigenvalue of R/λ is smaller than one, and A is a matrix to be determined. Substituting (28) and VV H = I into (29), we can obtain that A = V(I − G/λ)V H and that
From (30), it is simple to see that for the convergence of (29), |1 − g i /λ|, i = 1, 2, . . . , K has to be smaller than 1. In addition, the smaller the value of |1 − g i /λ|, the faster the convergence we can have. Since the values of g i 's may be different, the convergent rate of each |1 − g i /λ| (which is referred to as a mode) may be different. As a result, the overall convergence is dominated by the mode with the maximum |1 − g i /λ|. To have the fastest convergence, we then want to find a λ minimizing the maximum |1 − g i /λ|(1 ≤ i ≤ K). This yields a min-max optimization problem as
subject to the constraints
where i = 1, 2, . . . , K. The optimum value of λ has been shown to be [22] 
Substituting (33) into |1 − g i /λ|, we find that there is the same maximum value yielded by g 1 and g K . Denote the value as the slowest convergence rate (SCR) of R, i.e.,
M(R)
where S(R) = g 1 /g K is the eigenvalue spread (EVS) of R. It is obvious that a smaller EVS yields a smaller SCR. Furthermore, if the SCR is smaller, then the convergence of the series of (29) will be faster, and the truncation error will be smaller. However, a closed-form expression for the truncation error is difficult to obtain. Instead of the exact value of the error, we will try to derive an upper bound. Let the number of the terms retained in (29) be L and the power of the truncation error be E. Then, we have
where M(R) is the maximum diagonal value of
It is simple to see that when S(R) = 1 and M(R) = 0, E = 0, giving the fastest convergence of (29). In this case, R is diagonal, and only one term is required in (29).
We now compare the EVSs of R y and R s in (10) and show that S(R s ) < S(R y ). As shown in Section II,
. Since the rank of U, which is a Q-by-M matrix, is M , the smallest Q−M eigenvalues of UU H are zero, i.e., g u,M +1 = · · · = g u,Q = 0. In addition, the nonzero eigenvalues of UU H and U H U are the same. This indicates that we can obtain the eigenvalues of R s from R y as eig(R s ) = σ −2
where eig(R u ) denotes the first M eigenvalues of R u . Therefore, the EVSs of R y and R s can easily be obtained as where
Note that the received SNR is defined as
It is easy to see that the EVS of R s is smaller than that of R y . Therefore, the SCR of R s is smaller than that of R y . Thus, the matrix inversion lemma used in (10) not only reduces the computational complexity but also reduces the truncation error in (14) .
From (39), it is also simple to see that for low SNR, the EVS of R s approaches 1, and therefore, the truncation error in (14) can be ignored. For high SNR, the EVS of R s approaches that of R u . The EVS of R u = U H U depends on the subchannel assignment since the (a, b)th entry of U is w Unfortunately, a general closedform for the EVS is difficult to obtain. Here, we study two special cases to show that the EVS of U H U is low and that the truncation error in (14) can be small in our applications.
Define a M max -user system as a system that can simultaneously handle M max users at most. The first case we consider is a two-user system. For the system, the EVS of U H U can be solved from (3) in closed form as
As we can see, the EVS varies with δ ε = |ε e,1 − ε e,2 | = |q 1 − q 2 + ε 1 − ε 2 |. Therefore, S(U H U) is dependent on Δε = |ε 1 − ε 2 |, and Δq = |q 1 − q 2 |. Note that Δq is the difference of the neighbor subchannel indices. We now use an example to examine the EVS of (U H U). Let N s = 128 and N = 8. Then, there are N s /N = 16 subchannels, and 1 ≤ Δq ≤ 15. Fig. 1 shows the result. From the figure, we can see that the EVSs for Δq = 1 and Δq = 15 are much larger than those for 2 ≤ Δq ≤ 14. Fig. 2 shows the EVSs for 2 ≤ Δq ≤ 14. It is clear that all the values are smaller than 1.5. This indicates that the truncation error will be small as long as the adjacent subchannels are not used simultaneously, i.e., | mod (Δq − i · Q, Q)| = 1, where i is an integer.
The second case we consider is a four-user system. For the system, the closed-form solution of the EVS is not obtainable. Simulations are then conducted to obtain numerical results. Note that in this case the EVS is a function of {q 1 , . . . , q 4 , ε 1 , . . . , ε 4 }. It is difficult to examine the behavior of the EVS in terms of these variables. For convenience, we still define two variables:
Note that the definition and the implication of Δε are different from those in the twouser case. Using the same simulation setting as that in the twouser system, we obtain the EVS versus Δε in Fig. 3 . Here, we assume that adjacent subchannels are not used. From the figure, we can find that all the EVSs are smaller than 1.7. We can expect that the truncation error in (14) will be small. From  Figs. 2 and 3 , we can also find that the smallest truncation error can be obtained when Δq = 8 and Δq = 4 for the two-user and four-user systems, respectively. However, a large Δq will result in a smaller M max , which is the maximum number of users. Thus, the selection of Δq is a tradeoff between M max and the SCR of R u . In this paper, we let the smallest Δq be 2.
Using (33) and (37), we can see that the optimum λ in (11) is equal to σ −2
Note that the eigenvalues n=0 y(n)y H (n). Therefore, the optimum λ can then be calculated. To evaluate the performance of the proposed expansion, we define a normalized truncation error as (with the optimum λ)
where ε is the set for all possible ε e,m (m = 1, . . . , M). Using the result in (36), we can also define a normalized upper bound as
We now use some examples to evaluate the normalized truncation error and its upper bound in (42). The result is shown in Table I . It is simple to see that the normalized truncation error increases with the decrease of Δq and with the increase of SNR. In addition, the deviation of the upper bound from the actual error is small; the upper bound overestimates the error by 1-2 dB. From Table I , we can also see that even with Δq = 2, the truncation error is still quite small, i.e., −20 dB. Section IV gives more results to show the property.
B. CRB Analysis
For the training-based method, only the AWGN is considered as a random variable, and the CRB for CFO estimation can then be derived [4] . In the blind method, the transmit symbol is treated as an additional random variable, and the CRB for blind CFO estimation can also be derived [2] , [11] . Here, we generalize the result in [2] and [11] (for single-user OFDM systems) to derive the CRB in OFDMA systems. From (4), the (p, q)th entry of the Fisher information matrix F is given by
where 1 ≤ p, q ≤ M . Substituting (8) into (43) yields
From [16] , we see that
Finally, the CRB for the ε i estimate is obtained as
We average the diagonal terms of (47) to have a single index for performance comparison.
C. Computational Complexity
Here, the computational complexity of the proposed method is assessed and compared with that of the existing schemes. For the proposed method, there are three operation steps. In the first step, we need to calculate the autocorrelation matrix in (5) and its eigen-decomposition to obtain (37). The computational complexity for this step is O(Q 3 + Q 2 N ). In the second step, we need to calculate the coefficients in (27). From the received signal and the known autocorrelation matrix, we can obtain γ(p, q) in (23) and Γ(p, q) in (19) . Let Γ(p, q) and γ(p, q) be the (p, q)th entries of two matrices Γ and γ, respectively. The computational complexity for constructing these matrices is O(Q 2 N ). Note that not all the coefficients in (27) (see (57) and (58) in Appendix II) are required for the calculation. Some coefficient pairs in (57) and in (58) are complex conjugates of each other. In addition, some terms in (57) and (58) appear repeatedly. For example, F 1 (p, q) in (57), the sixth term of (57), and the seventh term of (57) all include m Γ(p, m)Γ(m, n). Without the redundant computations, the complexity for calculating the coefficients in (57) or (58) is found to be O(6Q 3 ). Then, we evaluated the computational complexity for calculating all the coefficients in the polynomial (27). The last step is the root-searching process in (27) and the CFOs sorting for each user in (26). Since there are 2Q − 1 terms in (27), the roots can be solved with the complexity of
. Compared with the root-searching process, the complexity in calculating (26) is small and can be ignored. Adding all together and taking only dominant terms, we can have that the entire complexity for the proposed method is O(15Q 3 + 2Q 2 N ). For the ESPRIT frequency estimator, the complexity is shown to be O(5Q 3 + Q 2 N ) [10] . Therefore, the computational complexity of the proposed method is on the same complexity order as that of ESPRIT.
Next, we evaluate the computational complexity of the training-based schemes. For APFE, the total complexity has been shown to be
, [4] , where N c denotes the number of iterations, and N w denotes the number of grid points used for each iteration. For simplified AAPFE, the computational complexity is O(MN c N w N 2 s K) [4] , [5] . Since the computational complexity of the APFE algorithm is high, suboptimum training-based schemes are then proposed [3] , [5] , [6] . For the method in [3] , the computational complexity is O(2MT N 2 s + T N s (MN) 2 ), where T is the number of the Monte Carlo runs finding a mean likelihood [13] . The computational complexity for the method in [5] 
Here, L is the number of terms retained in an infinite series [6] . Note that for L = 1, the method has the worse performance but the lowest computational complexity. In addition, note that the simulation results in [6] indicate that L should be at least 3 for acceptable performance. However, as shown in [6] , the computational complexity order for L = 3 is difficult to evaluate.
IV. SIMULATIONS
In this section, we report simulation results demonstrating the effectiveness of the proposed method. In the first set of simulations, we compare the performance of the proposed method with existing blind methods. Note that ESPRIT is known to be better than the MUSIC algorithm [10] . Thus, we only conduct simulations for ESPRIT [10] . In the second set of simulations, we compare the performance of the proposed method with existing ML methods, such as APFE and AAPFE. Note that existing ML schemes require training sequences. Finally, we compare the computational complexity of all schemes.
A. System Setup
In our simulations, the channel response used for each user is generated according to the HIPERLAN/2 channel model [12] . The channel response, having six taps, follows an exponential power decay profile. Each tap coefficient is modeled as an independent complex Gaussian random variable with zero mean. The CFO of each user is generated with a uniform distribution in the interval (−0.5, 0.5). The symbols used for CFO estimation are modulated with a binary phase-shift-keying scheme, whereas those for data transmission are modulated with a 16-QAM scheme. The interleaved OFDMA system used in our simulations has N s = 128 subcarriers. Since there are multiple CFOs to be estimated, the mean square error (MSE) is used as the performance index, which is defined as
All the simulation results are obtained by averaging 1000 Monte Carlo runs.
As shown in Section III, Δq, which is the difference of the neighbor subchannel indices, influences the truncation error in (14) and M max , which is the maximum number of users. As shown in Section III, the larger the Δq, the smaller the truncation error and the smaller the M max . We compare the results for Δq = 2 and Δq = 4 in the following.
B. Performance Assessment for Δq = 2
First, we let Δq = 2, the smallest Δq we use. In this case, the SCR will be maximal, and M max is also maximal. It corresponds to the worst case in the proposed method. An important design parameter for the proposed method is the number of subcarriers for each user N . The number of subchannels is then Q = N s /N . Observing (27) and (47), we see that a higher Q performs better but requires higher complexity. To see the impact of N , we let M = 4 and observe the CRB for different N . The result is shown in Fig. 4 . We can see that the CRB is almost the same for N = 4 and N = 8. To reduce computations, we choose N = 8 for the simulations we conducted. Without loss of generality, we assume that the CP length is N , which is larger than the channel length. For the first set of simulations, we compare the performance of the proposed algorithm with that of ESPRIT. Fig. 5 shows the result for M = 2, whereas Fig. 6 shows the result for M = 4. As expected, the performance of the proposed algorithm is significantly better than that of ESPRIT since the proposed method conducts the ML estimation. We can also see that the proposed method can approach the CRB. At high SNR regions, the performance of the proposed algorithm slightly deviates from the CRB. This is due to our approximation used in (14) . When the number of users is larger, the deviation is also larger. In the second set of simulations, we compare the performance of the proposed algorithm with that of other ML algorithms. The simulation setup is the same as that of the first set of simulations. The ML problem can directly be solved by using an exhaustive grid search over the MD space spanning {ε e,1 , . . . , ε e,M }. To reduce the computational complexity, we use the APFE and AAPFE schemes. The AAPFE is a suboptimum solution of APFE, and it also truncates the Neumann series to approximate an inverse matrix (with an order K) [21] . In each iteration, only one user's CFO is updated, whereas the other users' CFOs remain unchanged. The CFO update is conducted by a grid-search method. Note that the purpose of the expansion is different from ours. In addition, AAPFE does not use the optimum λ to achieve the best result. In our simulations, we let N c = 2 and N w = 100. We have tried K = 1 and K = 2. Fig. 7 shows the result for M = 2, and Fig. 8 shows the result for M = 4. We can see that the APFE performs the best, and the AAPFE with K = 1 performs the worst. Note that the conventional APFE and AAPFE have to use training sequences. From the figure, we see that the performance gaps between the APFE, the AAPFE with K = 2, and the proposed blind algorithm are very small. In addition, note that all these algorithms tend to deviate from the CRB when the SNR is high.
C. Performance Assessment for Δq = 4
Fig . 9 shows the performance comparison between Δq = 2 and Δq = 4. The simulation setup is the same as that in the previous section. It is easy to find that the performance of the proposed method with Δq = 4 is better. In Section III, we have shown the relationship between the SCR and the truncation error (as shown in Table I ). From Fig. 9 , we can observe a similar result. The smaller the SCR, the better the estimation performance. The performance gap between the APFE and the proposed algorithm becomes smaller when Δq = 4. Fig. 10 shows the computational complexity of the schemes we consider. Fig. 10(a) shows the complexity versus the number of subcarriers for the two-user case. Fig. 10(b) shows the complexity versus the number of users for a fixed total number of subcarriers: N S = 128, and Q = 8. From the figures, we find that the computational complexity of the proposed method is similar to that of the conventional blind methods. However, the proposed method outperforms the conventional methods by 10 dB (see Figs. 5 and 6) . Compared with the trainingbased methods, the proposed blind method can have similar performance (see Figs. 7 and 8) but much lower computational complexity (see Fig. 10 ).
D. Complexity Comparison
V. CONCLUSION
In this paper, we have developed a new algorithm for blind ML CFO estimation in interleaved OFDMA uplink systems. Conventional methods for this problem require conducting MD exhausted searches, and the computational complexity can be very high. The distinct feature of the proposed algorithm is that it only requires a root-searching procedure. The main idea is to use a series expansion when evaluating the ML function. The performance of the expansion is also analyzed. The operations of the proposed method are simple, and the computational complexity is low. Simulations show that the proposed method can approach the CRB. As shown in Fig. 1 , a large EVS will be induced in the full-loaded scenario (Δq = 1), and the performance of the proposed method will seriously be affected. The problem can be solved by an expectation-maximization (EM) algorithm referred to as iterative space alternating generalized EM (SAGE) [23] , [24] . However, the complexity of the SAGE algorithm can be very high for large N s . Note that in realworld applications, only a number of users will be activated at a specific time [24] . Thus, only the CFOs of the newly activated users have to be estimated, and the knowledge of the previously estimated CFOs can be exploited in each new estimation. It is interesting to incorporate the SAGE algorithm into the proposed method, which may serve as a topic for further research.
APPENDIX I DERIVATION OF (22) Taking the derivative of (R y ) p,q with respect to ε e,i , we have the result as
Then, the first term in the right-hand side of (9) can be derived as
To obtain the second term in (9), the derivative of the third and fourth terms in the right-hand side of (17) can first be found as
Thus, we can have the second term in (9) as (54), shown at the bottom of the page.
Substituting (3), (5), (50), and (54) into (9), we can rewrite the log-likelihood function as (55), shown at the bottom of the page.
APPENDIX II DERIVATION OF (27)
Rewrite (22) 
