1. Introduction {#s0005}
===============

Recent years have seen enormous progress in the development of new methods for modeling molecular systems [@bb0005; @bb0010; @bb0015; @bb0020; @bb0025; @bb0030]. The introduction of massively parallelized computer architectures [@bb0035; @bb0040; @bb0045], together with the availability of more efficient algorithms, has allowed for a spectacular increase in terms of the size of the molecular systems studied [@bb0050; @bb0055] as well as the length of the simulations that can be performed [@bb0030; @bb0060]. For instance, the development of approximate methods for first-principles quantum chemistry [@bb0005; @bb0015; @bb0065] has made it possible to carry out electronic structure calculations for systems as big as millions of atoms [@bb0065; @bb0070; @bb0075]. Concurrently, the introduction of alternative hardware to perform molecular dynamics (MD) simulations [@bb0035; @bb0040; @bb0045] now allows one to run single trajectories of μs [@bb0080; @bb0085] and, more recently, even MD simulations of ms in length [@bb0060; @bb0090]. Despite the many advances in the field, some of these technologies have failed to make the expected impact on the scientific community, in part due to their still excessive computational cost. Additionally, in the case of recent developments in first-principles quantum chemistry [@bb0005; @bb0015; @bb0065], their more difficult implementation and limited accessibility compared to conventional codes remain bottlenecks. Finally, despite the fact that running ms trajectories is computationally impressive, the computational cost involved discourages running sufficient replicas in order to test for reproducibility.

To perform large scale free energy calculations on complex systems, two key requirements need to be fulfilled: 1) the approach should be sufficiently accurate to describe the system under study in a physically meaningful way and 2) sufficient resources are needed to adequately sample the configurational space to draw unambiguous conclusions that are not dependent on starting structure. Therefore, one is stuck in balancing the cost of the simulations with the resources available. The availability of more powerful computer resources has partially resolved these issues allowing simulations of larger and larger systems. Examples of this include the ribosome system of approximately 2.64 million atoms [@bb0055] or the complete shell of southern bean mosaic virus, which in explicit solvent led to a system that comprised more than 4.5 million atoms and a total simulation time of about 100 ns [@bb0050]. Even with contemporary computer power, as the complexity of the systems of interest increases, these two requirements become more and more difficult to fulfill, further pushing the need for custom codes and specialized hardware. An alternative solution, in order to extend the range of problems that can be addressed, is the introduction of some level of simplification to the models being used. The use of simplified models is particularly important in the case of QM/MM free energy calculations, where even current computational resources do not allow for both a full high-level QM description of the reacting system and enough sampling of the conformational space [@bb0095] to obtain reasonable convergent free energies. Often the only solution to this problem has been to move to cheaper (but less quantitatively precise) semi-empirical models [@bb0025; @bb0095; @bb0100; @bb0105].

The use of simplified models in biomolecular simulations dates back to the 1970s, when the pioneering work of Levitt and Warshel [@bb0110] introduced the use of coarse-grained (CG) methods to the study of protein-folding processes. These models allowed one to significantly reduce the number of degrees of freedom of the system under study and therefore run longer simulations that would otherwise have been impossible using the resources available at that time. The first example of this was on bovine pancreatic trypsin inhibitor, BPTI [@bb0110], a small (\< 100 amino acids) single polypeptide chain protein of known conformation at that time ([Fig. 1](#f0005){ref-type="fig"}). In that study, the protein side chains were represented by spheres with an effective potential (implicitly representing the average potential of the solvated side chains) and the main chain was represented by virtual bonds between the C~α~\'s. Using such a model, it was possible to correctly fold this protein in about 1000 minimization cycles, as outlined in Ref. [@bb0110] and illustrated in [Fig. 1](#f0005){ref-type="fig"}.

Similar approaches have subsequently been used in a variety of processes, including DNA and RNA folding [@bb0115; @bb0120], assemblies of membrane proteins [@bb0125], and vesicle formation [@bb0130]. More recently, the idea of using a simplified model as a reference potential has been expanded to a wide range of chemical problems [@bb0135; @bb0140; @bb0145; @bb0150; @bb0155], long time-scale conformational dynamics of proteins [@bb0160], and other related processes [@bb0165; @bb0170].

Having addressed the issue of cost *vs.* accuracy of the calculations, the second problem is the need for extensive conformational sampling. In principle, one would expect that the evaluation of a standard unbiased trajectory would be sufficient to visit the different regions of the conformational space multiple times. However, this requires the unbiased trajectory to be extremely (and inefficiently) long, as the system under study will spend a large fraction of the time in regions of phase space that have already been visited. A number of enhanced and rare event sampling techniques have been developed in order to reduce this problem: umbrella sampling [@bb0180], thermodynamics integration [@bb0185], replica exchange molecular dynamics (REMD) [@bb0190], the adaptive biasing force (ABF) method [@bb0195], transition path sampling [@bb0200], accelerated MD [@bb0205], metadynamics (MTD) [@bb0210] and paradynamics [@bb0140], just to name a few examples (for further information on some of these approaches, we refer readers to *e.g.* Ref. [@bb0215]). When combined with simplified models, these techniques have been shown to be capable of overcoming some of the limitations associated with computational cost in rational ways.

Earlier works have already discussed the methodological aspects of QM/MM approaches in detail (*e.g.* [@bb0100; @bb0220]) and their applications in the modeling of complex biological systems (*e.g.* [@bb0025; @bb0225; @bb0230]). In the present review, we hope to complement these excellent works, now focusing on a particular case study, namely the use of simplified reference potentials for performing higher-level hybrid QM/MM calculations. We will first provide a generalized introduction to this concept, followed by a discussion of the state-of-the-art of QM/MM free energy calculations using reference potentials as well as illustrating some recent applications. We will then conclude with an overview and discussion of open challenges and future perspectives for the field.

2. Approximating the high-level behavior of complex systems with low-level models {#s0010}
=================================================================================

When using a simplified model to study complex systems, it is essential to use a model that captures the physics of the full explicit system and also to understand how the data obtained from the two models relate to each other [@bb0235]. This can be achieved using a simplified model as a *reference* in order to obtain the dynamical features of interest of the more complex system (here referred to as the *target* system) and then evaluating the cost of moving from the reference model to the target system and adding this as a correction to key states [@bb0135; @bb0240]. For example, if the dynamical feature of interest is the free energy of moving between the two states in the energy surface of the target system (∆*g~TARGET~*), one could first evaluate the corresponding free energy using the simplified reference model (∆*g~REF~*) and then evaluate the free energy difference between the simplified and the target systems (∆∆*g*~*REF* → *TARGET*~) using a range of possible approaches that will be discussed in more detail below. This approach, which dates back to early protein folding studies [@bb0110; @bb0245], is described schematically in [Fig. 2](#f0010){ref-type="fig"}.

Following the thermodynamic cycle presented in [Fig. 2](#f0010){ref-type="fig"}, it is possible to formally describe the free energy correction necessary when using a simplified model as a reference potential for an explicit or high-level model [@bb0135]. This derivation (Eqs. [(1)--(4)](#fo0010 fo0015 fo0020 fo0025){ref-type="disp-formula"}) was originally presented in Ref. [@bb0135] and extended in Refs [@bb0250; @bb0255]. Here we present its theoretical background to general readers.

We start by defining the configurational partition function of the system under study as follows:$$\mathit{Q}_{\mathit{\alpha}}\left( \mathit{x} \right) = \mathit{c}_{\mathit{\tau}}{\int\limits_{- \mathit{\infty}}^{+ \mathit{\infty}}{\exp\left( {- \Delta\mathit{g}_{\mathit{\alpha}}\left( \mathit{x} \right)\mathit{\beta}} \right)\mathit{dx}}}.$$

Here, *α* refers to either the simplified (*Q~REF~*(*x*)) or explicit (*Q~TARGET~*(*x*)) model, *x* is the reaction coordinate, *β* = 1 / *k~B~T*, where *k~B~* is the Boltzmann constant and *T* is the absolute temperature, *τ* denotes all of the coordinates perpendicular to the reaction coordinate, ∆*g~α~*(*x*) is the resulting free-energy profile along the reaction coordinate, and *c~τ~* is a constant. From this, the partition function at the reactant state (*RS*) can be defined as:$$Q_{\alpha}\left( {RS} \right) = c_{\tau}c\int\limits_{- \infty}^{x^{\ddagger}}\exp\left( {- \Delta g_{\alpha}\left( x \right)\beta} \right){dx} = c_{\tau}c_{x}\exp\left( {\Delta G_{\alpha}\left( {RS} \right)\beta} \right).$$

A similar expression is obtained for the partition function of the product state (*PS*). The overall free energy of the reaction will then be simply defined as:$$\Delta\mathit{G}_{\mathit{\alpha}}\left( \mathit{RS}\rightarrow\mathit{PS} \right) = \Delta\mathit{G}_{\mathit{\alpha}}\left( \mathit{PS} \right) - \Delta\mathit{G}_{\mathit{\alpha}}\left( \mathit{RS} \right).$$

The approach above is a generalization that can be applied to a range of (bio)chemical problems. In the specific case of evaluating the activation free energy of a chemical process, the following modified version of Eq. [(3)](#fo0020){ref-type="disp-formula"} can be used (for details see Ref. [@bb0135; @bb0255]):$$\Delta g_{\alpha}^{\ddagger} = \Delta g_{\alpha}\left( x_{\alpha}^{\ddagger} \right) - \Delta g_{\alpha}\left( x_{RS} \right) + \beta^{- 1}\ln\left\lbrack {\frac{1}{\Delta x^{\ddagger}}\int_{- \infty}^{x^{\ddagger}}\exp\left\{ {- \left\{ {\Delta g_{\alpha}\left\{ x_{\alpha}^{\ddagger} \right\} - \Delta g_{\alpha}\left\{ x_{RS} \right\}} \right\}\beta} \right\}{dx}} \right\rbrack.$$

The last term in Eq. [(4)](#fo0025){ref-type="disp-formula"} is a correction term that allows for the incorporation of ground state entropic effects into the transition state theory rate constant.

Once the activation (∆*g~REF~*(*x^‡^*)) and reaction (Δ*G*~*REF*~(*RS* → *PS*)) free energies have been calculated using the simplified model, the next step is to evaluate the free energy of moving between this simplified (or reference) potential to the corresponding target potential at key stationary points (*i.e.* ΔΔ*G*~*REF* → *TARGET*~(*RS* → *PS*) and ΔΔ*g*~*REF* → *TARGET*~(*x^‡^*), respectively). Once the relevant contributions have been calculated, one can obtain the respective free energies for the target system as follows:$$$$and$$\Delta g_{TARGET}\left( x^{\ddagger} \right) = \Delta g_{REF}\left( x^{\ddagger} \right) + {\Delta\Delta}g_{{REF}\rightarrow{TARGET}}\left( x^{\ddagger} \right).$$

Eqs. [(5) and (6)](#fo0030 fo0035){ref-type="disp-formula"} can, in principle, be evaluated by a single free energy perturbation/umbrella sampling (FEP/US) approach using the mapping potential, *ε*~*m*~, which drives the system from the reference potential to the target potential [@bb0260]. In such a case, the mapping potential can be written as a linear product of the two potentials:$$\mathit{\varepsilon}_{\mathit{m}} = \left( {1 - \mathit{\lambda}_{\mathit{m}}} \right)\mathit{E}_{\mathit{REF}} + \mathit{\lambda}_{\mathit{m}}\mathit{E}_{\mathit{TARGET}}\left( {0 \leq \mathit{\lambda}_{\mathit{m}} \leq 1} \right)$$where *λ*~*m*~ is changed in fixed increments (*λ*~*m*~ = 0/*m*, 1/*m*, ..., *m*/*m*) from 0 to 1. The free-energy associated with moving between the two potentials (*E*~*REF*~ and *E*~*TARGET*~) can then be evaluated using the standard (FEP) formula [@bb0265]:$$\mathit{\delta G}\left( \mathit{\lambda}_{\mathit{m}}\rightarrow\mathit{\lambda}_{\mathit{m} + 1} \right) = - \mathit{kT}\ln\left\lbrack \left\langle {\exp\left\{ - \left( {\mathit{\varepsilon}_{\mathit{m} + 1} - \mathit{\varepsilon}_{\mathit{m}}} \right)/\mathit{kT} \right\}} \right\rangle_{\mathit{\varepsilon}_{\mathit{m}}} \right\rbrack$$where 〈〉 designates an average over molecular dynamics (MD) trajectories propagated over *ε*~*m*~. The final free energy for moving from *E*~*REF*~ and *E*~*TARGET*~ is taken as a sum of all free-energy increments:$$\Delta\mathit{G}\left( \mathit{\lambda}_{\mathit{n} + 1} \right) = {\sum\limits_{\mathit{m} = 1}^{\mathit{n}}{\mathit{\delta G}\left( \mathit{\lambda}_{\mathit{m}}\rightarrow\mathit{\lambda}_{\mathit{m} + 1} \right)}}.$$

In cases where the difference between the reference and target surfaces is significant (see [Fig. 3](#f0015){ref-type="fig"}) it might be impractical to use the expressions of Eqs. [(7)--(9)](#fo0040 fo0045 fo0050){ref-type="disp-formula"}. Even in the case where similar surfaces are obtained for both reference and target surfaces, the use of a full FEP approach to gradually move from one surface to the other can be extremely computationally expensive [@bb0250]. An alternative, which also avoids the convergence problems inherent to FEP calculations [@bb0140], is to evaluate this correction term using the linear response approximation (LRA) [@bb0250]. The energy difference between the reference and target potentials can be expressed within an LRA framework as follows [@bb0255]:$$\begin{matrix}
{{\Delta\Delta}\mathit{G}_{\mathit{REF}\rightarrow\mathit{TARGET}}\left( \mathit{RS} \right) = - \mathit{kT}\ln\left( \mathit{Q}_{\mathit{TARGET}}\left( \mathit{RS} \right)/\mathit{Q}_{\mathit{REF}}\left( \mathit{RS} \right) \right)} \\
{= - \mathit{kT}\ln\left\lbrack \left\langle {\exp\left\{ {- \left( {\mathit{E}_{\mathit{TARGET}} - \mathit{E}_{\mathit{REF}}} \right)\mathit{\beta}} \right\}} \right\rangle_{\mathit{REF}} \right\rbrack} \\
{\approx \frac{1}{2}\left( {\left\langle {\mathit{E}_{\mathit{TARGET}} - \mathit{E}_{\mathit{REF}}} \right\rangle_{\mathit{REF}} + \left\langle {\mathit{E}_{\mathit{TARGET}} - \mathit{E}_{\mathit{REF}}} \right\rangle_{\mathit{TARGET}}} \right).} \\
\end{matrix}$$

Similarly, ΔΔ*g*~*REF* → *TARGET*~(*x^‡^*) can be evaluated by the same LRA approach, but now considering the partial partition function at *x^‡^*:$$\begin{matrix}
{{\Delta\Delta}g_{{REF}\rightarrow{TARGET}}\left( x^{\ddagger} \right) = - {kT}\ln\left( q_{TARGET}\left( x^{\ddagger} \right)/q_{REF}\left( x^{\ddagger} \right) \right)} \\
{= - {kT}\ln\left\lbrack \left\langle {\exp\left\{ {- \left\{ {E_{TARGET}\left\{ x^{\ddagger} \right\} - E_{REF}\left\{ x^{\ddagger} \right\}} \right\}\beta} \right\}} \right\rangle_{REF} \right\rbrack} \\
{\approx \frac{1}{2}\left( {\left\langle {E_{TARGET}\left\langle x^{\ddagger} \right\rangle - E_{REF}\left\langle x^{\ddagger} \right\rangle} \right\rangle_{REF} + \left\langle {E_{TARGET}\left\langle x^{\ddagger} \right\rangle - E_{REF}\left\langle x^{\ddagger} \right\rangle} \right\rangle_{TARGET}} \right).} \\
\end{matrix}$$

Note here that the lowercase *q* in Eq. [(11)](#fo0060){ref-type="disp-formula"} refers to the partition function at the TS, in contrast to the uppercase *Q* in Eq. [(10)](#fo0055){ref-type="disp-formula"}, which referred to the partition function at the minima. While both approaches are viable, the LRA has been shown to be particularly powerful as it allows one to obtain reasonable results even in cases where the target and reference potentials are significantly different [@bb0140; @bb0255].

Up to this point, it has been implicitly assumed that the position of the transition state (TS) *x^‡^* is identical for the two free energy surfaces, *i.e.* $x^{\ddagger} = {x^{\ddagger}}_{REF} = {x^{\ddagger}}_{TARGET}$. However, this is not necessarily true as the two TS can be different on the two surfaces using the different potentials and therefore this approximation may no longer be valid [@bb0255]. To resolve this problem, it is therefore necessary to include the free energy difference involved when moving from *x*~*REF*~*^‡^* to *x*~*TARGET*~*^‡^* in Eq. [(6)](#fo0035){ref-type="disp-formula"}:$$\Delta g_{TARGET}\left( x_{TARGET}^{\neq} \right) = \Delta g_{REF}\left( x_{REF}^{\ddagger} \right) + {\Delta\Delta}g_{{REF}\rightarrow{TARGET}}\left( x_{REF}^{\ddagger} \right) + {\Delta\Delta}g_{TARGET}\left( x_{REF}^{\ddagger}\rightarrow x_{TARGET}^{\ddagger} \right).$$

The last term of this expression can be evaluated by calculating the potential of mean force (PMF) of moving from *x*~*REF*~*^‡^* to *x*~*TARGET*~^*‡*^ on the target surface, which can be done by defining two sets of constraints (one for *x*~*TARGET*~^*‡*^ and the other for $x_{REF}^{\ddagger}$) and pulling the system from one constraint to the other. Using the LRA formulation, the last two terms from Eq. [(12)](#fo0005){ref-type="disp-formula"} can be evaluated in one step:$$\begin{array}{l}
{{\Delta\Delta}g_{{REF}\rightarrow{TARGET}}\left( x_{REF}^{\ddagger}\rightarrow x_{TARGET}^{\ddagger} \right) = \Delta g_{TARGET}\left( x_{TARGET}^{\ddagger} \right) - \Delta g_{REF}\left( x_{REF}^{\ddagger} \right)} \\
{= \frac{1}{2}\left( {\left\langle {E_{TARGET}\left\langle x_{REF}^{\ddagger} \right\rangle - E_{REF}\left\langle x_{REF}^{\ddagger} \right\rangle} \right\rangle_{REF} + \left\langle {E_{TARGET}\left\langle x_{TARGET}^{\ddagger} \right\rangle - E_{REF}\left\langle x_{TARGET}^{\ddagger} \right\rangle} \right\rangle_{TARGET}} \right).} \\
\end{array}$$

In this way, one can quantitatively evaluate the perturbation necessary when moving between reference and target potentials within a QM/MM (or any other related) framework.

3. Performing QM/MM free energy calculations using a reference potential {#s0015}
========================================================================

The use of a reference potential can be particularly useful in the study of complex reactions in solution and/or enzymes, where one is interested in describing the chemical reaction pathway while including the solvent and/or enzyme environment ([Fig. 4](#f0020){ref-type="fig"}). To achieve this, the challenge is again two-fold: first, one needs to use an accurate and computationally efficient description of the bond breaking/forming process. Second, one needs to take into account the effect of the environment and efficiently explore the complex energy landscape of the system in order to avoid fictitious minima.

In the first case, one option is to treat all components of the molecular system with an accurate level of theory, *e.g.* using a high-level quantum mechanical (QM) approach. However, this strategy is severely limited by the poor scaling of conventional QM approaches. For example, the computational cost of the Kohn--Sham density functional theory (DFT) grows cubically with the number of particles [@bb0270], thus making it quickly impractical as the complexity of the system increases. In this respect, there have been a number of promising advances in the field to substantially reduce this computational challenge, in most of the cases by using a reformulation of DFT and/or applying localization constraints [@bb0065]. Some of these approaches have been shown to scale almost linearly with system size [@bb0065; @bb0065; @bb0280], thus opening the door towards the application of DFT approaches to larger systems [@bb0065; @bb0070; @bb0075]. Among these developments, a few examples of note are constrained DFT [@bb0275], where an experimentally or physically motivated constraint is applied to the density during the minimization of the DFT energy functional [@bb0285]; orbital-free DFT [@bb0290; @bb0295], which approximates the kinetic energy of non-interacting electrons in terms of their density; and orbital-free embedded DFT, in its different variants, such as those by Goodspaster et al. [@bb0300] and Wesolowski et al. [@bb0305]. Another DFT alternative includes the semi-empirical self-consistent charge density functional tight binding (SCC-DFTB) methods [@bb0310; @bb0315], which involves the approximation and parametrization of interaction integrals. These methods have shown great success, but also some limitations, in comparison to higher-level models, in particular in terms of energy convergence between exact and linear-scaling methods (see Ref. [@bb0320; @bb0325] and references cited therein). Another active area of research has been the development of DFT-algorithms for graphics processing units (GPU) [@bb0330; @bb0335; @bb0340; @bb0345]. Compare to standard CPU implementations these algorithms have shown a significant speed-up in gradient and energy calculations. The remarkable speedups attained by these implementations have made it possible to even carry out *ab initio* MD simulation of large systems at a very low cost using standard desktop computers [@bb0350].

In the second case, an efficient sampling method is required in order to explore the broad phase space including the influence of the environment. The use of molecular mechanics (MM) approaches, which are based on classical potentials, can be extremely helpful as they allow inclusion of environmental effects (either solvent molecules or parts of the enzyme) and improve the sampling of the energy surface on which the reaction pathway is calculated. However, since MM methods do not describe the electronic rearrangements involved in the breaking and forming of chemical bonds, they cannot be used for the study of chemical processes. Consequently, one needs to find a balance between an accurate description of the electronic process and efficient modeling of the complex environment of the reaction. In this regard, one of the most widely used approaches is a multi-layer approach ([Fig. 5](#f0025){ref-type="fig"}), in which the interesting part of the system (usually where the chemical reaction takes place) is described at the electronic level by (high-level) QM approaches, with the remainder of the system being modeled by MM (or lower-level QM) methods.

These combined quantum mechanical/molecular mechanical (QM/MM) approaches [@bb0355; @bb0360; @bb0365], which are part of the reason for the 2013 Nobel Prize in Chemistry [@bb0370], have currently become one of the most popular approaches for studying chemical reactivity in solution and in enzyme active sites [@bb0025; @bb0100]. Depending on the level of theory used, QM/MM approaches can be classified into two different types. The first of these employs a semi-empirical description of the reactive part, using approaches such as AM1/d [@bb0375], orthogonalization corrections (OMx-D) [@bb0380; @bb0385], SCC-DFTB [@bb0310; @bb0315], or the empirical valence bond (EVB) approach [@bb0260; @bb0390]. The second type relies on the use of *ab initio* (wave-function based) or, more commonly, DFT methods to describe the QM region. Other *ab initio* QM/MM methods, using a valence bond approach, have also been developed. Among these approaches, one can mention the mixed molecular orbital and valence bond (MOVB) method by Gao et al. [@bb0395] and the hybrid *ab initio* VB/MM method by Shurki et al. [@bb0400]. Additionally, these methods can be further sub-divided as "additive" or "subtractive" approaches, in terms of the scheme used to express the Hamiltonian of the system. Here we will only briefly describe the additive scheme, as it is currently the most widely used QM/MM approach. In this scheme the effective QM/MM Hamiltonian of the system can be defined by:$${\hat{\mathit{H}}}_{\mathit{QM}/\mathit{MM}} = {\hat{\mathit{H}}}_{\mathit{QM}{(\mathit{QM})}} + {\hat{\mathit{H}}}_{\mathit{MM}{(\mathit{MM})}} + {\hat{\mathit{H}}}_{\mathit{QM}/\mathit{MM}{({\mathit{QM} - \mathit{MM}})}}$$where ${\hat{\mathit{H}}}_{\mathit{QM}{(\mathit{QM})}}$ is the energy of the QM region (calculated at the QM level of theory), ${\hat{\mathit{H}}}_{\mathit{MM}{(\mathit{MM})}}$ is the energy of the MM region (calculated at the MM level of theory or using a lower level QM approach), and ${\hat{\mathit{H}}}_{\mathit{QM}{(\mathit{MM})}}$ is the coupling between the two regions. The last term in this expression is crucial, and includes the bonded, electrostatic and van der Waals interactions between the atoms in the two regions. Without correct treatment of this coupling, completely unphysical energies are obtained [@bb0100; @bb0355]. For a detailed description of both additive and subtractive QM/MM approaches, we refer the reader to Ref. [@bb0100].

One of the major challenges inherent to *all* QM/MM approaches is the high computational cost needed for the repeated evaluation of the energies and forces in the QM region. Additionally, due to the large number of atoms included in these calculations, the number of local minima available for the system substantially increases [@bb0405], making QM/MM calculations based on a single minimized structure unreliable (as they may not be representative of the chemical process of interest). Due to these limitations, there have been efforts to develop QM/MM free energy methods [@bb0095; @bb0140; @bb0150; @bb0155; @bb0255; @bb0410; @bb0415; @bb0420; @bb0425] which aim to avoid direct sampling at high levels of theory while still giving an accurate estimate of the free energy changes during the reaction. This approach, initially developed by Warshel et al. [@bb0135], has been employed and modified by a number of other authors [@bb0095; @bb0150; @bb0155; @bb0410; @bb0415; @bb0420; @bb0430; @bb0435] by using the thermodynamic cycle of [Fig. 2](#f0010){ref-type="fig"}, auxiliary Monte Carlo (MC) simulations with an approximate Hamiltonian [@bb0410; @bb0415; @bb0420], or a combination of both [@bb0435] approaches.

To finish this section, we will briefly describe two other related approaches that use a reference potential. The first of them is the QM/MM thermodynamic cycle perturbation (QTCP) approach of Ryde et al. [@bb0150; @bb0440]. This method can be considered a combination of the QM/MM free energy method (QM/MM-FE) of Yang et al. [@bb0445] and the reference potential approach of Warshel et al. [@bb0135; @bb0250]. Here, as in the QM-FE method of Yang et al. [@bb0445], the reaction pathway is optimized (in this case using a semiempirical QM/MM reference potential) and a number of configurations are selected along the reaction pathway. Then, following the approach of Warshel et al. [@bb0135; @bb0250], the free energy change from the reference to the target potential is evaluated *via* FEP for each of the selected QM configuration along the reaction pathway. In this way, a high-level QM/MM PMF can be obtained. Ryde et al. have applied the QTCP approach, for example, to study the enzymes catechol *O*-methyltransferase (COMT) [@bb0150], cytochrome *c* peroxidase [@bb0450], and \[FeFe\]-hydrogenases [@bb0455].

The second approach is the molecular mechanics based importance function (MMBIF) developed by Iftimie and Schofield [@bb0410; @bb0460]. In this method, a reference MM Hamiltonian is used to guide the MC sampling, from which different configurations are generated. These configurations are then accepted or rejected into the QM/MM ensemble (from which the QM/MM free energies can then be calculated) according to the Metropolis--Hastings algorithm with the probability min{1, exp(− ΔΔ*E*/*k*~*B*~*T*)}, where ΔΔ*E* is the difference between the target and reference energies for configuration *x*:$${\Delta\Delta}\mathit{E} = \left( {\mathit{E}_{\mathit{TARGET}}\left( \mathit{x}_{\mathit{new}} \right) - \mathit{E}_{\mathit{REF}}\left( \mathit{x}_{\mathit{new}} \right)} \right) - \left( {\mathit{E}_{\mathit{TARGET}}\left( \mathit{x}_{\mathit{old}} \right) - \mathit{E}_{\mathit{REF}}\left( \mathit{x}_{\mathit{old}} \right)} \right).$$

MMBIF has been applied to the study of the proton transfer reaction of malonaldehyde in an aprotic nonpolar solvent using DFT as a target potential, showing an overall reduction of three orders of magnitude in the CPU simulation time compared to a direct *ab-initio* MC simulation [@bb0460].

Finally, the simplest way towards this correction is to calculate the reaction profile at a low level of theory and then subsequently perform single point calculations with a higher-level approach on a sample of individual structures to get the higher-level reaction profile [@bb0465; @bb0470; @bb0475; @bb0480; @bb0485; @bb0490]. Strictly, these structures should be reweighted, as it is not certain that the phase space sampled by the low-level methods is the same as with the higher-level methods [@bb0095]. Regardless of the preferred approach, the use of a reference potential is clearly a promising way to overcome the computational costs associated with directly performing all the configurational sampling with a high-level approach.

4. Free energy calculations using updated mean charge distributions and reference potentials {#s0020}
============================================================================================

As mentioned in the previous section, calculating free energies within a QM/MM framework is computationally demanding. In standard QM/MM calculations using the additive scheme (Eq. [(14)](#fo0070){ref-type="disp-formula"}), the bottleneck is the calculation of the QM internal energy and QM/MM electrostatic interactions (${\hat{\mathit{H}}}_{\mathit{QM}{(\mathit{QM})}},{\hat{\mathit{H}}}_{\mathit{QM}/\mathit{MM},\mathit{Elec}}$, Eq. [(14)](#fo0070){ref-type="disp-formula"}), as they require a self-consistent field (SCF) calculation for each different QM or MM conformation. The cost associated with this makes it extremely challenging to perform extended sampling.

One straightforward alternative for accelerating QM/MM simulations is the use of a mean-field approximation, by which the solvent environment is represented by an average solvent potential which is then added to the solute Hamiltonian [@bb0495]. In its earliest incarnations, such an approach was implicitly implemented in, for example, the QM/Langevin dipole (QM/LD) [@bb0245; @bb0500] and in various continuum models [@bb0505]. In the last decade, the use of an average solvent potential to accelerate QM/MM has been exploited in different ways. This includes the work of Warshel et al. [@bb0495], Yang et al. [@bb0155; @bb0225], and Aguilar et al. [@bb0510; @bb0515], among others [@bb0520; @bb0525]. This approach has been used to study activation energies in solution [@bb0530; @bb0535; @bb0540], enzymes [@bb0490; @bb0545; @bb0550; @bb0555], solvation free energies [@bb0435; @bb0560; @bb0565], and binding free energies [@bb0565].

The common point in all these approaches is the calculation of a partially [@bb0495] ([Fig. 6](#f0030){ref-type="fig"}C) or totally [@bb0510] averaged MM potential, which is normally evaluated by some variation of collecting independent positions of all solvent atoms over a number of frames of an MD trajectory, and then averaging over all solvent positions, which are sent to the QM program as point charges [@bb0540]. Even though the use of a point-charge approximation is straightforward and in most cases works quite well [@bb0540], it has shown some limitations, such as its tendency to overestimate short-range electrostatic (ES) interactions [@bb0570], as well as divergence problems during the SCF iterations [@bb0520]. This problem has been addressed by re-scaling the MM charges [@bb0495; @bb0575] or by smearing the MM charges using Gaussian distributions [@bb0580]. Another common aspect of these approaches is the use of a fixed structure of the QM system throughout the MD simulation. This approximation is extremely helpful to overcome convergence problems associated to FEP calculations (see discussion in Ref. [@bb0095; @bb0560; @bb0565]). However, its use implies that the entropy of the QM system is ignored [@bb0405] and that the increase in the size of the QM system does not ensure improvement of the results, *i.e.* just increasing the size of the QM system does not necessarily ensure that better results will be obtained [@bb0095; @bb0585]. These approaches can also be extended to cases where the solute is allowed to fluctuate as well [@bb0495]. Recent works proposed a simpler form of the Zwanzig equation in which differences in interaction energy, rather than total energy differences, are factored into the FEP formula [@bb0565].

To put this in context with an illustrative example, we will briefly describe the approach developed by Warshel and coworkers [@bb0495; @bb0590] to accelerate QM/MM free energy calculations using an updated mean charge distribution coupled with a classical reference potential. This is a multi-step protocol, where the free energy for a given process is first calculated by performing classical MD simulations using a reference potential and then refined using a higher-level method. In the case of solvation free energy calculations, these can be addressed by using the given fixed solute with a reasonable charge set as a reference and then refining the calculated free energy while taking the real fluctuating MM environment over the course of the QM/MM simulation into account.

In order to do this refinement, Warshel et al. [@bb0495] developed a seemingly simple approach which allows one to calculate the QM/MM electrostatic interactions without the need for repetitive SCF calculations. This approach, which maps the effect of the fluctuating MM environment on a grid of point charges, can be summarized in the following three steps: (1) initial evaluation of QM charges, *Q*^(*n*)^ (where (*n*) designates the *n*th step), followed by (2) MD simulation over *m* steps to allow the MM environment to fluctuate in the potential (*E*~*QM*/*MM*~^*el*^(*Q*^(1)^) + *E*~*vdW*~); and finally, (3) all *m* snapshots of solvent coordinates from *m* MD steps are stored. Then, in order to perform the averaging, the charge of these atoms is scaled by 1/*m* and all the scaled solvent charges are sent to the QM program to reproduce an average solvent potential on the solute. The latter is used to obtain the corresponding solute polarization and a new set of solute charges *Q*^(2)^ ([Fig. 6](#f0030){ref-type="fig"}). The average solvent potential can be evaluated in a computationally less costly way [@bb0495] by partitioning the MM environment into two (or more [@bb0535]) regions: in the first region (Region I) the average potential is calculated on a grid of *m* × *N~extern~* point charges (where *N~extern~* are the MM atoms situated within a predefined cutoff radius, scaled by 1/*m*) and included into the Hamiltonian within the QM program. In the second region (Region II), the average potential coming from *N*--*N~extern~* MM atoms is represented by a dipole using the following relationship:$$\mathit{\xi}_{\mathit{o}} = \frac{2\mathit{q}}{\left| \mathbf{r}_{\mathit{OR}} \right|^{3}}\mathbf{r}_{\mathit{OR}}$$where *ξ*~*O*~ is electric field at point O (the geometrical center of QM system) and **r**~*OR*~ is pointing along *ξ*~*O*~ to charge *q*. The validity of this averaging approach has been demonstrated in Ref. [@bb0495], with substantial savings in computational cost compared to standard QM/MM approaches using repetitive SCF calculations. The use of this multi-step protocol, which includes the updated charge mean distribution, the use of a classical reference potential, and the LRA approach (to get the energy difference between the two potentials, Eq. [(12)](#fo0005){ref-type="disp-formula"}) has demonstrated to lead to computational time savings of up to 1000 × in QM(ai)/MM-FEP calculations of solvation free energies [@bb0495] as well as showing promise for the correct treatment of protein electrostatics in benchmark pK~a~ calculations [@bb0590].

5. Automated refinement of the reference potential for QM/MM free energy calculations {#s0025}
=====================================================================================

One of the big challenges when allowing the solute to fluctuate is that the difference between the reference and target potentials can be quite large (and, in the case of chemical reactions, the transition states have different positions on the two potentials). In order to partially avoid this problem, one could freeze out the solute motions and do free energy calculations on static structures, as described in [Section 4](#s0020){ref-type="sec"}. The problems, however, start in the case of chemical reactions where the solute potential is allowed to fluctuate.

We recently developed an approach to overcome this problem, which we describe as "paradynamics" (PD) [@bb0140; @bb0595]. In this context, PD provides an alternative gradual and controlled way to make the physically-based reference potential as close as possible to the target potential in order to reduce the discrepancies between the two potentials during the actual simulations [@bb0595] (for a detailed description of this method we refer the reader to Refs [@bb0140; @bb0595]). The PD approach [@bb0140] also follows the cycle shown in [Figs. 2 and 3](#f0010 f0015){ref-type="fig"}. It starts with the evaluation of the energy difference between the reference and the target potential, which is done for each of the geometries generated by MD trajectories at the RS (PS) and at the TS and in both the reference and the target potentials. This evaluation can be done by using either the FEP approach or the LRA perturbation between the different potentials. While both approaches have been shown to give nearly identical results, as the LRA approach is just an endpoint approach, it has been shown to give significant time savings compared to the full FEP treatment [@bb0595]. This step is followed by iterative refinement of the reference potential in order to minimize the energy difference between the two potentials, as described below and shown in [Fig. 7](#f0035){ref-type="fig"}.

While in principle any reference potential could be used for such calculations, *e.g.*, either a pure MM Hamiltonian [@bb0150; @bb0430] or an empirical valence bond potential (EVB) potential [@bb0250; @bb0255], we started by using the EVB potential for simplicity. The EVB approach (which has been discussed in detail elsewhere [@bb0260; @bb0600]) has proven to be a highly useful and efficient approach in a number of studies [@bb0140; @bb0255; @bb0495; @bb0590; @bb0595; @bb0605], as it is fast enough to provide both extensive conformational sampling and provides sufficient chemical information to describe chemical processes under study. Additionally, the use of the energy gap between the two diabatic states in the EVB model (Δ*ε* = *ε*~*j*~ − *ε*~*i*~) as a reaction coordinate has been shown to be particularly powerful in simulations of chemical reactions, especially in complex systems, where the selection of a proper reaction coordinate can be a major bottleneck [@bb0600] in the process.

When an EVB potential is used as a reference potential, the refinement procedure involves the refinement of the EVB parameters, which is done by seeking the minimum of the least-squares function [@bb0140]:$$\mathit{\Theta}\left( {\mathbf{p},\mathbf{r}} \right) = \mathit{k}_{1}{\sum\limits_{\mathit{i} = 1}^{\mathit{N}}{\left( {\mathit{E}_{\mathit{i}}^{\mathit{EVB}}\left( {\mathbf{p},\mathbf{r}} \right) - \mathit{E}_{\mathit{i}}^{\mathit{QM}}\left( \mathbf{r} \right)} \right)^{2} + \mathit{k}_{2}{\sum\limits_{\mathit{i} = 1}^{\mathit{N}}{\sum\limits_{\mathit{j} = 1}^{3}\left( {\frac{\partial\mathit{E}_{\mathit{i}}^{\mathit{EVB}}\left( {\mathbf{p},\mathbf{r}} \right)}{\partial\mathit{x}_{\mathit{j}}} - \frac{\partial\mathit{E}_{\mathit{i}}^{\mathit{QM}}\left( \mathbf{r} \right)}{\partial\mathit{x}_{\mathit{j}}}} \right)}}}}^{2}.$$

*E*^*EVB*^ and *E*^*QM*^ in Eq. [(17)](#fo0085){ref-type="disp-formula"} denote the EVB and QM energies respectively, **p** is the vector of the EVB parameters, *i* runs over the configurations generated during the MD simulation, and *k*~1~ and *k*~2~ are the weighting factors that are applied to the energies. For each EVB parameter, **p**, an iterative search for the value that minimizes *Θ*(**p**, **r**) is carried out either by using a simplified Newton--Raphson approach or by refining the vector of EVB parameters, **p**, in the optimal steepest descent approach [@bb0595].

While the refinement scheme given above refers specifically to an EVB potential, another refinement scheme with another kind of reference potential (such as a pure MM or semiempirical potential [@bb0150; @bb0430]), can also be used by using the full FEP or LRA to evaluate the perturbation between the different potentials. For these cases, a recent approach has been developed for the refinement step, which involves the use of Gaussian functions. Such Gaussian functions have been previously used in different contexts [@bb0215; @bb0610; @bb0615], for example in the local elevation method [@bb0610] and in the MTD [@bb0215] approach. However, in contrast to these methods, the PD approach does not require expensive iterative sampling to build the negative potential [@bb0595]. It should be pointed out in any comparison of PD and MTD that MTD is "only" an enhanced sampling approach, whereas PD is a combined multi-scale enhanced sampling method. This makes a direct comparison of the performance of the two approaches more difficult.

In the PD approach the least-squares function is minimized, using the optimal steepest descent with respect to the parameters *α*~*k*~ and *A*~*k*~ of a number (*i*) of Gaussians (*A*~*i*~ exp(− *α*(*ξ* − *ξ*~*i*~)^2^)):$$\mathit{\Theta}\left( {\left\{ \mathit{a}_{\mathit{k}} \right\}\left\{ \mathit{A}_{\mathit{k}} \right\}} \right) = {\sum\limits_{\mathit{i} = 1}^{\mathit{N}}\left( {\mathit{T}^{\mathit{TARG}}\left( \mathbf{r}_{\mathit{i}} \right) - \mathit{E}^{\mathit{TARG}}\left( \mathbf{r}_{\mathit{j}} \right)} \right)^{2}}.$$

The result of this fitting is a function, Γ, which approximates the target potential in the range of the reaction coordinate where the PES was performed:$$\Gamma_{\mathit{TARGET}} = {\sum\limits_{\mathit{k}}{\mathit{A}_{\mathit{k}}\exp\left( {- \mathit{\alpha}_{\mathit{k}}\left( {\mathit{x} - \mathit{\xi}_{\mathit{k}}} \right)^{2}} \right)}}.$$

Following this procedure for both the reference and the target potentials, it is possible to refine the original reference potential using the obtained г-functions:$$\mathit{E}_{\mathit{REF}}^{\prime} = \mathit{E}_{\mathit{REF}} - \Gamma_{\mathit{REF}} + \Gamma_{\mathit{TARGET}}.$$

In this way, the refined reference potential (*E*~*REF*~′) is close enough to the target potential in a given range of the reaction coordinate. Then, the mapping potentials used in order to go from RS to PS can be expressed as:$$\mathit{E}_{\mathit{m}} = \left( {1 - \mathit{\lambda}_{\mathit{m}}} \right)\mathit{E}_{\mathit{RS}} + \mathit{\lambda}_{\mathit{m}}\mathit{E}_{\mathit{PS}}$$where *E*~*RS*~ = *E*~*QM*~ − Γ~*QM*~ + *E*~*CONS*~(*ξ*~*RS*~) and *E*~*PS*~ = *E*~*QM*~ − Γ~*QM*~ + *E*~*CONS*~(*ξ*~*RS*~). Here, one can use *E*~*CONS*~(*ξ*~*RS*/*PS*~) as a harmonic potential centered at the reaction coordinate position *ξ*~*RS*/*PS*~. Then, the PMF is evaluated by using a modification of Eq. [(8)](#fo0045){ref-type="disp-formula"} (using the FEP/US approach):$$\Delta\mathit{g}\left( \mathit{\xi} \right) = \Delta\mathit{G}_{\mathit{m}} - \mathit{kT}\ln\left\langle {\mathit{\delta}\left( {\mathit{x} - \mathit{\xi}} \right)\exp\left( {- \frac{\mathit{E}_{\mathit{TARG}}\left( \mathit{x} \right) - \mathit{E}_{\mathit{m}}\left( \mathit{x} \right)}{\mathit{kT}}} \right)} \right\rangle_{\mathit{E}_{\mathit{m}}}.$$

Furthermore, the results from different simulation windows are combined by:$$\Delta\overline{\mathit{g}}\left( \mathit{\xi} \right) = {\sum\limits_{\mathit{frames}}\frac{\mathit{N}_{\mathit{i}}\left( \mathit{\xi} \right)}{\sum\limits_{\mathit{frames}}{\mathit{N}_{\mathit{i}}\left( \mathit{\xi} \right)}}}\Delta\mathit{g}_{\mathit{i}}\left( \mathit{\xi} \right)$$where *N*~*i*~(*ξ*) is the number of times the MD visited a particular reaction coordinate value, *ξ*, while propagating on the *i-*th mapping potential.

The generalized features of PD approach allow the use of this approach not only to explore complex systems by acceleration QM(ai)/MM calculations with proper sampling, but also in a wide variety of applications where a reference potential is used (*e.g.* when the reference potential is a CG model), thus providing a very powerful strategy to explore any dynamical property of a complex system in an efficient way.

A key point that should be kept in mind when defining the level of theory of the target potential is its reliability to describe the chemical properties of the system of interest. Currently, most *ab initio* QM/MM approaches use DFT methods to describe the chemical process. Even though DFT has been shown to be highly efficient compared to other *ab initio* approaches (see discussion in [Section 2](#s0010){ref-type="sec"}), it has also been shown to suffer a number of limitations [@bb0620; @bb0625; @bb0630] which can be more or less critical depending on the particular characteristics of the chemical process under study. One example of this is the extensive use of the B3LYP density functional in the field of chemistry; this functional has proved to be accurate enough in a number of studies. However, it is now clear that its success has, in many cases, been simply the result of some cancelation of errors [@bb0620]. Attempts to solve these errors by inclusion of physically motivated corrections have been done (*e.g.* the rCAMB3LYP and LC-BLYP functionals), however they seem to come at the cost of a slightly worse description of the chemistry. On the other hand, some recent empirically-driven functionals, such as M06-2X, have shown excellent performance, but at the cost of a high level of parameterization [@bb0625]. Therefore, one should carefully examine the different higher-level approaches available as a target potential to choose an accurate, but also computationally efficient, approach. In summary, the quality of the target potential will be directly related to the quality of the QM approach used and, therefore, knowledge about the methods used will be an essential aspect when using simplified models to describe a complex process.

6. Sample applications {#s0030}
======================

The reference potential approach has been adopted and implemented in a number of methods aimed at QM(ai)/MM calculations of activation free energies in enzymes [@bb0150; @bb0225; @bb0255; @bb0490; @bb0545; @bb0550; @bb0555], aqueous solution [@bb0530], and the evaluation of solvation free energies [@bb0435; @bb0535; @bb0560; @bb0565], binding free energies [@bb0565; @bb0635], pK~a~ calculations [@bb0590], and kinetic isotope effects [@bb0415]. In this section, we present three illustrative examples of the applications of this approach.

6.1. The chloride/chloromethane S~N~2 reaction: implementing the paradynamics refinement approach {#s0035}
-------------------------------------------------------------------------------------------------

The S~N~2 reaction between chloride ion and chloromethane has been extensively used as a prototype reaction, not only to understand solvation effects, but also as a model system to validate a number of theoretical approaches [@bb0530; @bb0640; @bb0645] including the PD approach [@bb0140] presented in [Section 4](#s0020){ref-type="sec"}. For the PD study of this reaction, an EVB potential was used as a reference potential and the automated PD parameter refinement procedure (Eq. [(17)](#fo0085){ref-type="disp-formula"}) was used to find the set of EVB parameters that minimize the free energy difference between the reference (EVB) and the target potential (chosen to be the PM3 level of theory to reduce computational cost). Those parameters were then used to obtain the activation free energy in the reference potential Δ*g*~*EVB*~(*x*^*‡*^) (using Eqs. [(22) and (23)](#fo0110 fo0115){ref-type="disp-formula"}) and the correction ΔΔ*g*~*EVB* → *QM*~(*x*^*‡*^) (Eq. [(6)](#fo0035){ref-type="disp-formula"}) was calculated using the LRA approach. Using this multistep approach, it was possible to obtain an activation barrier of 11.7 kcal/mol, which was in good agreement with the actual QM barrier of 11.2 kcal/mol (at the PM3 level of theory).

Another aspect analyzed in that work was the selection of the reaction coordinate, where the applicability of the PD approach was demonstrated not only when the EVB energy gap (Δ*ε*) is used as the reaction coordinate, but also in cases where other reaction coordinates are used, for example with the conventional S~N~2 geometrical coordinate (*r*(C--Cl~1~)--*r*(C--Cl~2~)) or the 2-D reaction coordinate (*r*(C--Cl~1~) and r(C--Cl~2~)) ([Fig. 8](#f0040){ref-type="fig"}). In contrast to the MTD approach, which requires a separate run for each choice of reaction coordinate, the PD approach only requires a single post-processing job after the PD refinement in order to generate the refined free energy surface. In this aspect it is important to mention that variations of the PD approach have also been used to generate multidimensional surfaces, for example to examine the free energy landscape for both the conformational change and the chemical step in adenylate kinase [@bb0650]. Finally, this study also tested the efficiency of PD in comparison to the popular MTD approach [@bb0210] and it was shown that the PD approach was 200 times more computationally efficient than the MTD approach. The precise acceleration factor depends on the cost of the QM method used, as the main bottleneck is still the cost of the repeated QM calculations in the MTD approach.

6.2. Exploring the stability of different anionic tautomers of uracil {#s0040}
---------------------------------------------------------------------

Anionic states of nucleic acid bases have been suggested to play a role in radiation damage processes. Several studies have focused on the stability of these species, mainly in the gas phase [@bb0655; @bb0660], but also in solution [@bb0535]. Haranczyk et al. [@bb0535] have used the reference potential approach in order to calculate the stability of five different anionic tautomers in the solvent phase ([Fig. 9](#f0045){ref-type="fig"}). Their methodology for the calculation of solvation free energy involves the two-step approach described in [Section 3](#s0015){ref-type="sec"}. In this particular case, the first step involved the calculation of the free energy of solvation using the free energy perturbation-adiabatic charging (FEP/AC) approach [@bb0260; @bb0665], where the charges of the solute molecule are obtained using a continuum solvent model. In the second step, the classical free energy of solvation is refined by taking into account the effect of the explicit solvent (as illustrated in [Fig. 6](#f0030){ref-type="fig"}). From this study it was shown that three anionic tautomers (U2, U4, and U1; see [Fig. 8](#f0040){ref-type="fig"}) are more stable than the canonical one. Comparison of these results with the one obtained using only a continuum model showed significant differences, suggesting the need for the explicit treatment of solvent on these studies.

6.3. Dehalogenation of dichloroethane by haloalkane dehalogenase {#s0045}
----------------------------------------------------------------

The S~N~2 step in the mechanism of the reaction catalyzed by haloalkane dehalogenase (DhlA) has been the subject of many theoretical studies [@bb0095; @bb0670; @bb0675; @bb0680]. Warshel et al. [@bb0255] have studied this process in order to exemplify the use of the EVB approach as a reference potential for QM/MM calculations in the condensed phase. More recently, Ryde et al. [@bb0095] have also used this system as a benchmark for their QM/MM thermodynamic cycle perturbation approach (QTCP) approach. As discussed before both approaches share several features.

In the study of Warshel et al. [@bb0255] (which builds on earlier detailed mechanistic studies of the same system [@bb0675]), a combined approach was applied using the EVB approach as a reference potential, and the LRA approach, to evaluate the energy cost of moving from the EVB to the QM(B3LYP/DFT)/MM surfaces. These results were then used to evaluate the activation barrier using Eqs. [(6) and (11)](#fo0035 fo0060){ref-type="disp-formula"}, where it was assumed that the TSs for both QM/MM and EVB potentials were similar, and also using Eq. [(13)](#fo0065){ref-type="disp-formula"}, where the energy difference between the two TSs is also included. Both approaches produced very similar activation barriers ([Fig. 10](#f0050){ref-type="fig"}).

In the work by Ryde et al. [@bb0095] this system was used as a benchmark to compare the convergence when calculating the energy difference from the MM (or semiempirical) description to a QM/MM description, using the QTCP approach. For the QM calculations, the DFT level of theory (using three different functionals: PBE, B3LYP and TPSSH) was tested. It was concluded that simulations based the semiempirical QM/MM methods have slightly better convergence properties, however they require a longer simulation time (\~ 10 ns). Additionally, it was shown that convergence is only obtained when electrostatic interactions between the QM region and its surroundings are ignored. Finally, it was demonstrated that the use of single point energy calculations, without any reweighting of the trajectories, gives poor results, at least when a large number of frames is used to obtain the average correction.

7. Conclusions and future perspectives {#s0050}
======================================

Hybrid QM/MM approaches have rapidly become one of the most popular computational tools for studying chemical reactivity in biomolecular systems. Despite tremendous recent advances in computer power and improvements in the scaling of conventional QM codes, the cost of high-level descriptions of the QM region still remains out of the reach of QM/MM free energy calculations [@bb0095] as they require extensive configurational sampling. Therefore, alternative approaches are needed to work around this problem. The use of simplified models to describe complex biological systems has a long and distinguished history, dating back to the early days of protein folding simulations [@bb0110] and continuing today with simulations on such large systems as the translocon [@bb0685], F1 ATPase [@bb0690; @bb0695] and the ribosome [@bb0055]. We present here some recent advances in using reference potentials and mean field approximations to accelerate high-level QM/MM calculations. In particular, we are optimistic about the promise of the paradynamics approach as an effective tool to reduce the cost of high-level QM/MM calculations by using a mostly automated parameter refinement procedure to limit the amount of sampling necessary on the high-level surface.

Despite the many recent advances in the field, a number of challenges and potential improvements still remain. In principle, approaches can be developed for on-the-fly fitting to the higher level potential during the simulation (rather than *a priori* parameterization). Another gain would be improving the robustness of approaches to calculate the perturbation between the two potentials. One example of a recent advance in this direction was the use of Gaussian-based correction potentials in order to improve the quality of the reference potential and the convergence of the calculations [@bb0595]. Another advance would be the incorporation of elements of the MTD sampling approach into the PD protocol [@bb0700]. Additionally, there have been many other recent breakthroughs in the field. For example, adaptive QM/MM approaches, in which the molecules are allowed to cross the boundaries between the QM and the MM regions to dynamically change their "character" (from QM to MM and vice versa) [@bb0705; @bb0710; @bb0715] have been increasingly developed in recent years. The simplest application of this approach assumes an abrupt change in the description of a molecule when it crosses a given cutoff, leading to sudden changes in the energy and forces involved. In order to avoid such artifacts, recent approaches have introduced a buffer zone between the QM and MM regions. Some include the permuted adaptive partitioning (PAP) [@bb0705; @bb0720] approach, the sorted adaptive partitioning (SAP) [@bb0705; @bb0720] approach, or the difference-based adaptive solvation (DAS) [@bb0725] approach. Clearly, this brief perspective cannot provide an overview of all QM/MM free energy approaches currently available. Overall, we believe that such approaches have broad applications in biomolecular simulations and the strategies outlined in this perspective will help overcome the quantitative limitations to existing semi-empirical QM/MM calculations without massive increases in computational cost.
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![Simulation of bovine pancreatic trypsin inhibitor (BPTI) folding from an extended starting conformation with the terminal helix. Each residue has only one degree of freedom, *i.e.* the torsional angle α between the four successive C~α~ atoms. In all cases, *α* = 180°, except for residues 48 to 58 where *α* = 45°. No other knowledge whatsoever about the native protein was used for the simulation. In order to avoid nonproductive changes in the protein conformation, after a cycle of minimization, thermal fluctuations were introduced under the condition that each mode has an average kinetic energy of *kT*/2 (where *k* is the Boltzmann constant and *T* is the absolute temperature).](gr1){#f0005}

![A thermodynamic cycle used to evaluate the cost of moving from a reference to a target model for a generic process. Having calculated the features of interest of the corresponding reference model (for the initial and final states) (Δ*g*~*REF*~), the corresponding energy difference (ΔΔ*g*~*REF* → *TARGET*~) is obtained from a perturbation between the two models.](gr2){#f0010}

![Illustrating the factors that determine the energy difference between reference and target surfaces. The upper figure shows the situation when the two surfaces are similar. The lower figure shows the situation when the two surfaces are significantly different. In the last case, it is much harder to obtain converging results for Δ*G*~*REF* → *TARGET*~.](gr3){#f0015}

![Thermodynamic cycle used to evaluate the free energy difference between a high-level surface (blue) and a lower level surface (green). The corresponding free energy barrier for the high-level surface, Δ*g*~*TARGET*~(*x*^*‡*^), is estimated as the free energy barrier of the reference potential Δ*g*~*REF*~(*x*^*‡*^) plus the free energy of moving from the reference to the target surface ΔΔ*g*(*x^‡^*) (shown by black arrows).](gr4){#f0020}

![Illustrating an example of the division of an enzyme into QM (reactive part) and MM (environment) regions. Shown here is the specific example of the zinc-containing bacterial phosphotriesterase from *Brevundimonas diminuta*, in complex with the substrate analog diethyl 4-methylbenzylphosphonate (PDB ID: [1DPM](pdb:1DPM){#ir0010}). Here, a potential QM region has been highlighted on the enzyme.](gr5){#f0025}

![Schematic view of the averaging of the solvent potential over *m* steps of a standard classical MD simulation. (a) MD sampling of the MM subsystem is performed while keeping the QM region fixed; (b) all snapshots of the trajectory are combined to build a finite MM ensemble; (c) Simplified form of representing the solvent potential: in Region I it is calculated from the average of the explicit molecules, while in Region II the average potential is represented by two point charges.](gr6){#f0030}

![In the PD approach, the reference potential, *V*~1~′, is iteratively and systematically refined (*V*~2~′, *V*~3~′, ..., *V~N~*′) to reproduce the real potential, *V*~0~. The iterative refinement of the reference potential, *V~n~*′, is aimed at reaching a situation where *V*~0~ and *V~n~*′ almost coincide. Once this is achieved, the computationally expensive sampling on the real potential can be substituted by sampling the reference potential instead.](gr7){#f0035}

![(left) The EVB free energy surface obtained for a model S~N~2 reaction in the gas phase (the symmetrical reaction between chloride ion and chloromethane) after the refinement of the EVB parameters. The refined EVB free energy profile is shown in red. Also shown for comparison are a red arrow representing the EVB free energy barrier, a blue arrow shows the barrier obtained through the LRA-correction after PD refinement, and a cyan arrow designating the real QM barrier. As can be seen from this figure, the difference between even the uncorrected EVB activation barrier using a refined potential and the "real" higher-level QM activation barrier is less than 1 kcal/mol. (right) 2-D free-energy surface constructed by EVB FEP/US after the PD refinement. The surface is defined in terms of the distances between the central carbon atom and the leaving and attacking nucleophiles (i.e., *r*(C--Cl~1~), *r*(C--Cl~2~).](gr8){#f0040}

![Anionic tautomers of uracil studied by Haransczyk et al. [@bb0535].](gr9){#f0045}

![(A) TS of the S~N~2 reaction step in the active site of DhlA. (B) QM/MM activation free energy for the S~N~2 reaction step in water and in the active site of DhlA. This profile was obtained by moving from the EVB to the higher-level (DFT or *ab initio*) QM/MM surfaces, as outlined in Ref. [@bb0255].](gr10){#f0050}
