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Abstract--There is a lot of excitement in the field of artificial intelligence (AI) at the moment centering 
around the ideas of "connectionism". Connections networks are used to represent knowledge in terms 
of "subsymbolic" nodes (i.e. a single node does not by itself represent a conceptual entity, such as a dog, 
apple, Mary; any node may participate in a number of patterns of activation and each such pattern is 
a representation f a conceptual entity). The edges of these networks are arcs, with an associated numeric 
weight, whose role is to transfer "activity" from one node to another according to some function of the 
arc weights. The phenomenon of learning is typically modeled by adjusting arc weights according to some 
function of the network's desired and observed performance. 
The connectionist paradigna isseen as a promising new approach to the realization of intelligent systems, 
and one that may be particularly amenable to formal analysis. This paper introduces conneetionism, 
points out some of the major problems and argues that a graph theoretical approach to some of the 
recognized problems may prove fruitful. 
NETWORKS AND KNOWLEDGE REPRESENTATION IN  A I  
There has been a persistent belief throughout the full three decades of artificial intelligence's (AI) 
history that human knowledge is best represented as some kind of graph structure. People in AI 
typically use the terminology, "semantic network", but by definition a network is a graph having 
weights associated with the edges. So-called semantic networks do not typically have weights 
associated with the links, but some do, and they form an important subclass which we shall consider 
below, namely, connectionist networks. Currently there is a widespread commitment to the 
representation f knowledge as a collection of general rules and specific facts. Such "knowledge 
bases" are typically employed, with some success, in expert systems. Knowledge bases have the 
attraction of being pseudo-modular (i.e. they are composed of independent facts and rules but 
inevitably there is some interaction between these constituent elements). Modularity facilitates 
incremental development, for new facts and rules can be added with minimal regard for the context 
in which they are placed. But the lack of structure (i.e. hierarchical structuring of the knowledge) 
results in a "flatness" and general homogeneity of these representations rendering them singularly 
opaque once they become large. These knowledge bases are an attempt o discretize human 
knowledge and it appears to be successful in limited, technical domains. Applicability and utility 
in general remains to be seen; I am not optimistic. 
Knowledge bases aside, the generic graph structure for representing knowledge is known as a 
semantic network. Typically the nodes of a semantic network represent concepts uch as bird, robin, 
John, etc. The arcs represent relations between these concepts, e.g. is_a, father_of, belongs_to. 
Woods [1] in his famous critique, "What's in a link?", states that "The major characteristic of the 
semantic networks that distinguishes them from other candidates i the characteristic notion of a 
link or pointer (arc) which connects individual facts into a total structure." There are many 
problems with semantic networks [1] but we might note that they are conceptually transparent; in
fact they are too conceptually suggestive. This misleading feature of semantic networks is an 
example of the ELIZA syndrome [2] to wit, overly-suggestive naming of objects in AI programs 
inevitably leads interested observers to make unwarranted grandiose assumptions about the 
program's capabilities. 
An example of a semantic network is shown in Fig. 1. 
The sort of information that might be represented in this particular semantic network (Fig. 1) 
tPresent address: Department of Computer Science, University of Exeter, Exeter EX4 4PT, England 
325 
326 D. PARTRIDGE 
~ ~ner_o 7 r_of 
Fig. 1 
could support intelligent reasoning by, for example, being used to generate answers to questions 
such as, "Is Jack a robin? Do all birds have wings?", etc. It is not clear from the semantic network 
alone what the answers to these questions ought o be; it depends on exactly how the arc properties 
have been implemented. Typically the implementation will be very specific; it will behave reliably 
(and reasonably) only for this particular network when queried with just the very limited types of 
questions that the implementors had in mind at the time. 
Semantic networks lacking as they do any formal basis or indeed any accepted formal structure 
for manipulation would at first sight seem to be prime candidates for the enterprising graph theorist 
to move in and establish firm, formal foundations. But when we consider the total freedom to label 
both nodes and arcs with (almost) any combination of complex conceptual objects and relations 
the chances of imposing a useful, general, formal semantics on such structures looks decidedly slim. 
It can be argued that semantic networks are easily formalized. Thus, the highly suggestive node 
and arc names typically employed in semantic networks may have a firm foundational basis in a 
formalism such as predicate calculus. The fancy names are then just labels selected from a set of 
quantities which in themselves have a formal semantic basis. Thus the node names might be 
elements of a set of atomic symbols and the arc names elements of a set of predicates. In this case 
the network may well represent a formally defined object, but the formalization has been gained 
at the cost of a severe loss in power. The predicate calculus is widely believed to be inadequate 
for the description of many aspects of human knowledge, .g. inconsistencies that are characteristic 
of much human knowledge. 
A second route to placing semantic network representations on firmer foundations i to base 
them on empirical data, rather than formal semantics. In this case the node and arc names will 
be labels for quantities derived from a statistical analysis. In any event the "meaning" of any 
particular network will be founded on an interpretation f the underlying analysis and data; it may 
well be questionable, but it will be explicit--that is the important thing. Schvaneveldt e  al. [3] 
present such a basis for their similarity networks. 
BIOLOGICAL CONSIDERATIONS 
Belief that the brain is primarily responsible for intelligent behavior coupled with the observation 
that a prominent feature of this organ is a vast network of neurons leads to the belief that graph 
structure representations of knowledge may one day exhibit structural correspondences with the 
anatomy of the brain. Hence network representations may serve to further our understanding of 
the biological basis for intelligence. Additionally, advances in neurophysiology may provide 
guiding constraints for the network modellers--the b nefits are expected to flow in both directions. 
Early milestones along this road are the "cell assemblies" of Hebb [4] and the "formal neurons" 
of Rosenblatt [5]. Rosenblatt also invented the simple neuron-like learning networks called 
perceptions. Minsky and Papert [6] produced a thorough formal analysis of the computational 
power of the perceptron networks. By definition, a bipartite graph G is a graph in which the node 
set V can be partitioned into 2 subsets Vt and 112 such that every edge of G joints V~ with V2 [7]. 
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A "layer" of nodes is a set of nodes in which no two nodes are adjacent, i.e. joined by an edge. 
Thus, bipartite graphs are two-layered. Minsky and Papert [6] proved that these two-layered 
networks were limited to learning first order predicates. Their results erved to stifle further esearch 
on such simple-node networks for many years. 
The basic element of perceptrons i the threshold logic unit, a type of formal neuron that has 
n inputs, each associated with a real-valued weight. The total input to the unit is the sum of the 
activity on each input arc multiplied by the appropriate arc weight. The unit gives an output of 
1 if this sum exceeds a threshold 0, otherwise it gives an output of zero. More formally, the output 
is the truth value of the expression 
~.(F , .W~)>O,  
i 
where F~ is the activity on the ith input arc and W~ is its weight. Note that F, is time dependent, 
Wi is not (except in the context of learning algorithms, see below). 
The essential feature of these neuron-like networks that distinguished them from semantic 
networks proper is their simplicity and homogeneity (i.e. all nodes are alike, there is no 
distinguishing labels, just activity values). The nodes contain an "activity" value, and each arc is 
associated with a weight that controls how much activity is passed along the arcs from one node 
to another. Functions are defined on the nodes to specify how activity is accumulated and how 
it is dispersed along the arcs that lead from each node. The simplicity and homogeneity of these 
networks makes them preceptually opaque (i.e. it is difficult to "see" high-level structures in the 
models; they are thus hard to understand and reason about), but may also make them particularly 
amenable to computational graph theory in a way that the unrestricted and perceptually-suggestive 
semantic networks are not. 
One particularly interesting property of these neuron-like networks is that functions that 
manipulate the arc weights on the basis of network behavior esults in networks whose behavior 
changes with time as a result of feedback on the correctness of previous behaviors--i.e, networks 
that can learn. Machine learning is a central concern in AI, and one that has proved resistant to 
generalized, formal approaches. These simple networks offer some hope for the discovery of 
formally-founded generalized learning algorithms. The "back propagation" algorithm of Rum- 
elhart et al. [8] is one such algorithm. 
When dealing with networks that are bipartite digraphs, incremental learning is easily imple- 
mented by some function that increases the strength of the weights on the arcs that contributed 
to a desired outcome, and that decreases the weights on the arcs that gave rise to an undesirable 
outcome. In multilayered networks the credit assignment problem arises: when a desired outcome 
is the result of a complex process, how do we apportion credit among the constituent subprocesses? 
A graph G is n-layered when the node set V can be partitioned into n subsets, VI, V2 . . . . .  V, such 
that every edge G from V~ joints to Vj, where j = i + 1 or j = i - 1 for 1 < i < n, and both VI and 
V, are independent sets of nodes. Multilayered connectionist networks are typically n-layered 
graphs, i.e. connectionist networks are typically homomorphic to a path from some "input" layer 
to an "output" layer (an important class of exceptions i the one due to the presence of arcs that 
are adjacent because of "lateral inhibitory" links between odes in the same subset, see Fig. 2). 
Sejnowski [9] states that "Until recently, learning in multilayered (i.e. n-layered, where n > 2) 
networks was an unsolved problem and considered by some impossible . . . .  The problem is to 
discover a set of weights for the hidden units given only examples of the mapping." We need 
theories of back propagation (as mentioned earlier, one example of such a theory is due to 
Rumelhart et al. [8]). Sejnowski mplemented and demonstrated a successful learning strategy for 
a 3-layered network, constructed as shown in Fig. 2. 
Briefly, the output of the ith node (unit, in Sejnowski's terminology) Pi is obtained by first 
summing all of its inputs 
e,=Z(wo.vj), 
J 
where W,j is the weight from thejth to the ith node, and then applying a sigmoidal transformation 
1 
P i  = 
(1 + e -ei) 
Output 
Layer 
"Hidden" 
Layer 
Input 
layer 
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Fig. 2 
This transformation is a development of the simple, but discontinuous, threshold function used in 
perceptrons; it biases output values either high or low, and is a continuous function as required 
by the back propagation algorithm. The error gradient, A(W0), was calculated from an error signal 
Dr using the following: 
A(W U) = CD~Pt for each arc from a nodej  to a node i 
and 
f (P . . . . .  t - Pi)" P;, if node i is an output node, 
Di 
[. ~ (Dk" Wkg)'P;, if node i is an not an output node, 
k 
where A(W~j) is the error gradient of the weight from the jth node to the ith node, P; is the 
derivative of the sigmoidal activation function (given above) at E~, and C is a constant. P~or,=, is
the "correct" output value from an output node for a given input to the network. The difference 
between the correct and observed outputs of each output node provides the initial conditions for 
computing error gradients. Notice that the error signal Dr is first calculated from the output layer 
and then back propagated to yield arc weight changes in each successive layer back to the input 
nodes. 
THE CONNECTIONIST MOVEMENT 
Recent years have seen a new upsurge of interest and experimentation with networks whose 
arcs are simply weighted (typically, with a real value) and whose function is to transfer activity 
according to the associated weight. The nodes accumulate incoming activity according to some 
specified function and pass activity on through any outgoing arcs. Such networks are called 
connectionist networks (see, for example, Hinton and Anderson [10]). Cognitive Science Vol. 9, 
No. 1, was devoted to "Connectionist Models and Their Applications" [11]. The network of 
Sejnowski, illustrated above, is representative of connectionist networks. 
Two major categories of connectionist networks may be distinguished: in one category the nodes 
represent symbols as in conventional semantic networks; in the other category the nodes represent 
subsymbolic units--it is a collection of such nodes that represent symbolic oncepts (termed "a 
pattern of activation"). 
Examples of symbolic connectionist networks are the network for "Parallel interpretation of 
natural anguage" [12], and those for "Visual memory" [13]. Figure 3 is a symbolic onnectionist 
network of Feldman, for the two readings of the Necker cube (note the mutually inhibitory links, 
i.e. bidirectional arcs with negative weights, illustrated thus O ©, between odes within the 
same layer). 
This symbolic connectionist representation of the Necker cube phenomenon uses mutually 
inhibitory links between the two competing perceptions of the cube. Thus input of small amounts 
of activity can temporarily destabilize the network and cause it to "flip" from one interpretation 
of the cube to the other, thus reproducing this well-known human perceptual phenomenon. 
Subsymbolic networks have many attractive properties that seem to support he connectionist 
claim that subsymbolic networks are not just low-level implementations of semantic networks (like 
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machine code is a low-level but essentially equivalent alternative to a high-level programming 
language such as FORTRAN). Thus symbolic concepts uch as "apple" are not all-or-nothing 
entities in a subsymbolic network as they are in symbolic networks, where the node labelled "apple" 
is present (or active), or it is not. In a subsymbolic network this concept is represented by a general 
pattern of activity; one activation of the "apple" pattern must be more or less similar to another, 
they need not be identical. Elimination of the necessity for all-or-nothing decisions accords well 
with our beliefs about intelligent reasoning, but it does raise the problem of defining sufficient 
similarity. 
Connectionist networks have many such attractive qualities; however, they are also rife with 
basic problems. The perceptual opacity of these networks (aggravated by the distributed represent- 
ations) does not bode well for the prospect of solving the problems by inspection and intuitive 
reasoning; formal analysis eems to be called for. One popular approach to formal treatment of 
connectionist networks is to apply the tools of thermodynamics to determine the stable states of 
a given network plus input activity (the nodes are perhaps analogous to molecules and the arc 
weights to the intermolecular energy). Thus we have the Boltzmann machine approach in which 
noise is injected into the network to overcome local minima followed by simulated annealing to 
discover minimum energy states of a network [14]. 
WHAT DOES GRAPH THEORY HAVE TO OFFER? 
Graph-theoretical nalyses of knowledge representation schemes appear to be scarce, if not 
non-existent. Classical semantic networks, with their perceptual clarity and heterogeneous 
structure, would not be expected to encourage such analyses: there is both a lack of need, and an 
apparent difficulty associated with anything more than a superficial analysis. But connectionist 
networks appear to offer the reverse characteristics: a pressing need for analytical insights, and a 
representation that invites formal analysis. 
It is reasonable to expect knowledge networks with their fundamentally structural representa- 
tions to be amenable to graph theoretic analysis. An encouraging precedent is the work of Hage 
and Harary [15] who have demonstrated how the concepts, theorems and techniques of graph 
theory can be used to systematize and explain ordinary ethnographic data. 
It appears that there may be two somewhat different ypes of graph-theoretic analyses that 
are suggested by current problems with connectionist networks: analyses of the scope and 
limitations of proposed functions (arc weight adjusted as a result of behavior; accumulation of 
activity in nodes; activity transfer etc.) vis-a-vis different classes of networks (e.g. bipartite graphs 
or multilayer networks); and secondly, as a tool to promote understanding of the behavior ot 
given networks and associated functions (i.e. provide insight into why a network is doing what it 
is observed to be doing). 
With respect o analyses of scope and limitations, network learning would seem to be an open 
problem that may yield some useful results. Currently formal analysis, as stated earlier, tends to 
be biased toward the thermodynamicai analogy with the result that adjusting arc weights is viewed 
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in terms of minimizing "energy" and thus finding stable states as minimum energy configurations. 
Rumelhart and Zipser [16] give a detailed history of neuron-like networks leading up to their results 
on "competitive l arning". 
Graph-theoretic analysis will be a different ype of approach that will prove to be useful. The 
main method would be subgraph structure and homomorphism theory, much as with finite state 
mechanics. 
Graph-theoretic reatment would perhaps portray the learning problem in terms of transforming 
one graph structure into another, certainly this is the result of learning mechanisms tosome extent: 
thus, arcs may be removed from graphs when their weights fall below a certain threshold as in 
Sejnowski's NETtalk system. The question of adding arcs as a result of learning is another open 
and highly contentious issue. Two major camps within human learning theory, constructionists and 
selectionists, take opposite stands on the question of adding and deleting arcs (i.e. transforming 
the graphs) as a result of learning. This debate is much broader than connectionism, but when 
viewed in terms of graph transformation it may become both focused and formalized, hopefully, 
without loss of generality. 
Essentially, the constructionalists view learning as a process of building structure and selection- 
ists view it as reinforcing chosen pathways from a set of initially equal alternative possibilities. At 
first sight it might seem that only for constructionists implementations will learning result in graph 
transformations, Selectionist schemes involve only the changing of arc weights and would thus 
not seem to be readily applicable to graph-theoretic analysis; this is a superficial view. Selectionist 
motivated networks may still be implemented (or analysed in terms of) the addition and removal 
of arcs and nodes, NETtalk is one such example I have already mentioned. Johnston et al. [17] 
demonstrated that a cell-assembly model could account for a wide range of empirical data on basic 
human learning; they implemented an increase in arc weight strength by adding a "unit arc" 
between the nodes connected by the arc whose weight was to be increased. This work was also 
abandoned largely because of the difficulty of comprehending and hence developing the network 
structures generated, which leads us on to the second class of potential application of graph theory 
to connectionist networks. 
The potential use of graph theoretical nalysis for providing insights into the behavior of these 
perceptually opaque structures can be illustrated by reference to Sejnowski's NETtalk once more. 
This network successfully earned to associate the correct phonemic structure with letters (in a 
context of three characters either side) of English, the observed behavior clearly changes from 
random babbling to well-pronounced prose. This behavior is achieved by a three-layer-of-nodes 
network comprised of 309 nodes and 18,629 weighed arcs. Some of the functions for weight 
manipulation have been given earlier. There are, apparently, some 300 rules for the pronunciation 
of English and this network must in some sense, have learnt hese rules. But the final network is 
totally opaque; Sejnowski has found no way to interpret how the network is doing what it is clearly 
doing. It may be possible for a graph-theoretical treatment of such networks to provide some 
helpful insights into network behavior; they are certainly needed. 
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