We review recent and give some new results on the spectral properties of Schrödinger operators with a random potential of alloy type. Our point of interest is the so called Wegner estimate in the case where the single site potentials change sign. The indefinitness of the single site potential poses certain difficulties for the proof of the Wegner estimate which are still not fully understood.
1 Introduction and statement of results: Alloy type models and Wegner's estimate
The subject matter of this work are families of Schrödinger operators {H ω } ω∈Ω acting on L 2 (R d ). They have been introduced as quantum mechanical models for disordered media in solid state physics. The random Schrödinger operator we consider is of Anderson or alloy type and given by the following: Assumption 1.1 (Alloy type model) Let (i) V 0 be a Z d -periodic potential, which is a infinitesimally small perturbation of −∆ on L 2 (R d ), and H 0 := −∆ + V 0 a periodic Schrödinger operator.
(ii) ω := {ω k } k∈Z d ∈ (Ω, P) be a random vector composed of the coordinates ω k .
Here Ω = × Z d R, P := ⊗ Z d µ, where µ is the normalized Lebesgue measure on [ω − , ω + ].
(iii) the coupling constants α k : Ω → R be given by the projection α k (ω) := ω k , ∀k ∈ Z d . Then {α k = ω k } k∈Z d forms an iid sequence of random variables.
(iv) the single site potential u be in
(v) the alloy type potential be given by the stochastic process
(vi) a family of Schrödinger operators be given by
The above assumptions ensure by the Kato-Rellich theorem that each H ω is a selfadjoint operator on the domain of the Laplacian. (ii) a partial ordering on R d ∋ j, k be given by j ≻ k ⇔ j i ≥ k i ∀ i = 1, . . . , d.
(iii) Γ ⊂ {k ∈ Z d | k ≻ 0} be a finite set, a = {a k } k∈Z d be a so called convolution vector with a k = 0 ⇒ k ∈ Γ and a * := k =0 |a k | < a 0 .
(iv) the single site potential be a generalized step function Theorem 1.3 For all E 2 ∈ R there exist a constant C = C(E 2 ) such that for all l ∈ N and E 1 ≤ E 2 we have
Remark 1.4 By replacing the convolution vector a with κa we may assume κ = 1 in Assumption 1.1 (i). Furthermore, by rescaling the support of µ we may assume a 0 = 1. Note that by adding a part of the periodic potential to V ω we can assume without loss of generality that the support of µ starts at 0, i.e. supp µ = [0, ω + ] for some ω + > 0. Our results are also true, if we have a 0 = −1 and a * < 1 in our model. In this case, in the proofs everywhere where positivity is used, negativity has to be used instead.
In the next section we deduce the existence of the density of states from the Wegner estimate in Theorem 1.3 and discuss its role for the proof of localization. Section 3 contains the proof of Theorem 1.3 and Section 4 reviews earlier results for indefinite alloy type models.
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Density of states and localization
Under our assumptions the family H ω , ω ∈ Ω fits into the general theory of ergodic random Schrödinger operators [Kir89, CL90, PF92] . We infer two central results from this theory.
(A) The spectrum of the family H ω , ω ∈ Ω is non-random in the following sense.
There exists a subset Σ of the real line and an Ω ′ ⊂ Ω, P(Ω ′ ) = 1 such that for all ω ∈ Ω ′ one has σ(H ω ) = Σ. The analogous statement holds true for the essential, discrete, continuous, absolutely continuous, singular continuous, and pure point part of the spectrum. Note that the pure point spectrum σ pp is the closure of the set of eigenvalues of H ω .
(B) There exists a self averaging integrated density of states associated with the family H ω , ω ∈ Ω. This means that the normalized eigenvalue counting functions Remark 2.1 While the two above facts (A) and (B) follow from the general theory, one is interested in more detailed spectral properties of specific models H ω , ω ∈ Ω, e.g.:
• Which spectral types can occur in σ(H ω )?
• Can something be said about the regularity of the IDS N as a function of the energy E? Is it Hölder continuous or does even its derivative, the density of states exist.
Our result on the regularity of the IDS is strong enough to imply the existence of the density of states: Theorem 2.2 (Density of states) Under the assumptions of Theorem 1.3 the IDS of the alloy type model {H ω } ω∈Ω is Lipschitz continuous: for all E ∈ R there exists a constant C such that
It follows that the derivative dN dE exists for almost all E.
Remark 2.3 The theorem follows directly from (3) and the self averaging property
The second question of Remark 2.1 is related to the transport properties of the medium modelled by H ω . A perfect crystal is described by a Schrödinger operator with periodic potential. It has purely absolutely continuous spectrum, which reflects its good electric transport properties. In contrast to this, it has been proven that random perturbations of this regular structure give rise to energy intervals with pure point spectrum. This corresponds to the less effective transport properties of random media. The existence of pure point spectrum in this context is called localization. Now we indicate the general scheme of the proof of localization and where the Wegner estimate enters. An intermediary step in the proof of localization is the establishing of the exponential decay of the resolvent
where R(ǫ) := (H ω − E − iǫ) −1 is the resolvent of H ω near an energy value E in the energy interval I ⊂ R (typically near a boundary of σ(H ω )) for which we want to prove localization. The χ x and χ y are characteristic functions of unit cubes centered at x, respectively at y. This bound can be used to rule out absolutely continuous spectrum [MS85] and is interpreted as absence of diffusion [FS83, MH84] in the energy region I if (6) holds for all E ∈ I.
It turns out that the finite size resolvent
−1 is easier approachable than R(ǫ) on the whole space. Here H Λ ω is the restriction of H ω to L 2 (Λ) with some appropriate boundary conditions; the use of Dirichlet or periodic b.c. is most common. However the operator H Λ ω is not ergodic and for its resolvent an estimate like (6) can be expected to hold only with a probability strictly smaller than one. This is the place where multi scale analysis (MSA) enters. It is an induction argument over increasing length scales l j . They are defined recursively by
is the greatest multiple of 3 smaller than l ζ j . The scaling exponent ζ has to be from the interval ]1, 2[. On each scale one considers the box resolvent R j (ǫ) := R Λ l j (ǫ) and proves its exponential decay with a probability which tends to 1 as j → ∞. We outline briefly the ingredients of the MSA as it is given in [CH94, KSS98] or [CL90] .
First we explain some notation which is used afterwards. Let δ > 0 be a small constant independent of the length scale l j and φ j (x) ∈ C 2 a function which is identically equal to 0 for x with x ∞ > l j − δ and identically equal to one for x with x ∞ < l j − 2δ. The commutator W (φ j ) := [−∆, φ j ] := −(∆φ j ) − 2(∇φ j )∇ is a local operator acting on functions which live on a ring of width δ near the boundary of Λ j := Λ l j . We say that a pair (ω,
Here · L is the operator norm on L 2 (Λ j ) and χ l j /3 the characteristic function of Λ l j /3 := {y| y ∞ ≤ l j /6}. Thus the distance of the supports of ∇φ j and χ l/3 is at least l j /3 − 2δ ≥ l j /4.
Let q 0 > 0 and m 0 ≥ const l
. The starting point of the MSA is the estimate
which serves as the base clause of the induction. The induction step consists in proving
For the mass of decay m j+1 and the probability exponent q j+1 on the scale l j+1 the following estimates are valid ∀ξ > 0 ∃c 1 , c 2 , c 3 independent of j such that
For the recursion clause (8) a Wegner estimate as in (3) is needed:
is contained in neighbourhood of I. Here |Λ| stands for the Lebesgue measure of the cube Λ. The deterministic part of the induction step uses the geometric resolvent for-
if no two disjoint non-regular boxes Λ l ⊂ Λ l ′ with center in
In our case l := l j is the length scale on which the exponential decay of the resolvent is already known and l ′ := l j+1 the scale on which we want to prove it. By the estimates (H1),(H2) we have with probability 1 − l q j+1 j+1 (bounded by the inequality (10)) exponential decay on the length scale l j+1 with mass m j+1 (bounded as in (9)).
We stated above the ingredients of the MSA as they are valid if u is compactly supported. If the single site potential is of long range type (as in (13) below) one has to use the adapted MSA from the papers [KSS98, Zen99] .
Once the estimate (H1) is established on all length scales l j , j ∈ N, one infers an exponential decay estimate for the resolvent on the whole of R d . Afterwards one uses a spectral averaging technique (cf. [CH94] ) based on ideas of Kotani, Simon, Wolf and Howland to conclude localization [KS87, SW86, How87] . An alternative version of the MSA can be found in the monograph [Sto01] (see also [GK01a, GK01b] .
Recent papers concentrate on proofs for the Wegner estimate and the initial length scale decay of the resolvent. At the same time adaptations of the MSA for various random Schrödinger operators, as well as Hamiltonians governing the motion in classical physics appeared [FK96, FK97, CHT99, Sto98] .
We discuss briefly some results for quantum mechanical Hamiltonians. For V ω a Gaussian random field a Wegner estimate was shown in [FHLM97] . Its main feature is that no underlying lattice structure of V ω is needed. This result allows one to conclude localization for the corresponding Schrödinger operator at low energies [FLM00] . Kirsch, Stollmann and Stolz proved in [KSS98] (cf. also [Zen99] 
The resolvent decay estimate (H1) for some initial length scale can be proved with semiclassical techniques. Using the Agmon metric one can achieve rigorously decay bounds with what is called among physicists WKB-method [CH94, HS96] . However this reasoning is only applicable for energies near the bottom of the spectrum.
The so-called Combes-Thomas argument [CT73] allows one to infer the following inequality
where H is a self-adjoint Schrödinger operator on L 2 (R d ) and z ∈ ρ(H). It was first applied to multiparticle Hamiltonians [CT73] , but it is also useful in our case, as soon as we get a lower bound on d(σ(H Two possibilities were used to deduce (15). The first is to assume a special disorder regime, more precisely to demand a sufficiently fast decay of the density g of the distribution of ω near the endpoints 0 and ω + of supp g:
depending on whether one wants to consider an energy interval I at a lower or upper spectral edge. This approach was used in [CH94, KSS98] . Its shortcoming is that it excludes quite a few distributions, e.g. the uniform distribution on
The other way to prove (15), is to use the existence of Lifshitz tails of the integrated density of states at the edges of the spectrum: One can show that for a variety of types of random Schrödinger operators, including ours, the IDS does not change, if one replaces the periodic b.c. in its definition by Dirichlet b.c.: 
One says that N (·) exhibits Lifshitz tails at some spectral edge E if
At the infimum of the spectrum, i.e. for E = inf σ(H ω ), (17) and (18) imply
since N (E) = 0. This estimate was used in [Klo95] together with aČebišev inequality to prove (H1) at the bottom of the spectrum, see also [MH84] . For internal spectral edges the situation is similar, however one needs to know some additional properties of the unperturbed periodic operator H 0 = −∆ + V 0 , see [Klo99, Ves98] . If one considers the situation where the single site potential changes sign the initial scale estimate has been established only under restrictive hypotheses [Ves00, HK01] .
Proof of Theorem 1.3
LetΛ := Λ ∩ Z d be the lattice points in Λ = Λ l . As in [CH94] we estimate
where the constant C V is an uniform upper bound on Tr(χ j e −H Λ+j ω χ j ), cf. proof of Theorem 76 in [RS78] . Thus for the proof of Theorem 1.3 it is sufficient to prove the following proposition dealing with the expectation of a quadratic form.
Proof: It suffices to consider the case f = 1. Assume first w = χ 0 . Denote by Λ + the setΛ −Γ := {k − γ| k ∈Λ, γ ∈ Γ} of lattice sites in Z d which influence the value of the potential in the cube Λ and by L = #Λ + its cardinality. The convolution vector a defines a (block) Toeplitz matrix A := {A j,k } j,k∈Λ + , A j,k := a j−k , ∀ j, k ∈ Λ + . Note that the coupling constants with index outside Λ + do not influence the random variable P The random variable ω 0 has the density g(
is the common density of ω and K(η) := | det B| G(Bη) the one of η.
We calculate the representation of the alloy type potential in the new coordi-
This representation particularly shows that for any fixed j ∈Λ we have a one parameter family of potentials, cf.
[FHLM97]
which is linearly increasing locally on Λ 1 (j). This fact will later enable us to apply results from [CH94, Sec. 4]. Using the abbreviation
the integral transformation of (20) reads
The integration domain (24) is a compact set, thus for t > 0
The achievement of the last inequality is that we introduced an artificial density 1 1+tη 2 j with which we can deal better analytically and, more important, that we decoupled the dependence of the density on η j and on the other components of η. Now sup
leaves us with the analysis of the integral on the rhs of (25). In the next step we will decouple the dependence of the integration domain M on η j from the dependence on the other components of η. For this aim we will factorize M similarly as in [Ves01, Lem. 4.5.11]. Lemma 3.3 below tells us that B inherits from A the triangular property
For a pair l, k ∈ Z d which does not satisfy l ≻ k let us write l ≻ k. We will need the following decomposition of Λ + and η adapted to the lattice site j ∈ Z d .
Then:
where b l := {B nl } n∈Λ> is a column vector, and
Write the integral in (25) as:
Note that we can write the integral in this "successive" form only because property (27) holds. We would like to apply the spectral averaging result of [CH94, Section 4] to the integral M j (η<) dη j . The integration over η < causes no problem because it stands outside the dη j -integral. However, the integration domain M > (η < , η j ) of the "inner" integral is a function of η j , so we cannot pull this integral out of
dη j . To solve this problem we will carefully enlarge the domain M > (η < , η j ) so that it becomes η j -independent. In doing so we have to make sure that the enlargement is not too "generous". More precisely, the factor by which the volume of the domain increases has to remain bounded as Λ tends to R d . If one enlarges M > (η < .η j ) too naively one can incur a factor growing exponentially in L = #Λ + , cf. [Ves01, Remark 4.5.8.].
Fix η < ∈ M < and thus ξ and Ξ. Now
Now by inequality (4.) of [CH94] we have
Denote by A > = {A lk } l,k∈Λ> , A < = {A lk } l,k∈Λ< "blocks" of the linear map A. From Lemmata 3.4 and 3.5 below we infer
and Lemma 3.3 tells us
Taking the limit t ց 0 we get
which proves the proposition for the case w = χ 0 . Now consider general w. We have V Bη = j∈Λ η j w(· − j) on Λ and the spectral averaging applies as in inequality (32). By independence of the coupling constants ω k , k ∈ Z d we have
and now the proof proceed as in the special case w = χ 0 . q.e.d.
Remark 3.2 Since a j may be 0 for a j ∈ Γ we can assume (by enlargement) that Γ is a discrete cube. It follows that Λ + is a cube, too.
The following lemma is trivial in the case Z d = Z. In the higher dimensional case it depends on the definition of the relation "≻". 
Then A is invertible and the coefficients of A −1 = B = {B jk } j,k∈Λ + satisfy (33) and (34) for all j, k ∈ Λ + .
(2) Let O ⊂ Z d be finite and A :
Proof:
(1) By part (2) det A = j∈Λ + A jj = 1 and A −1 exists. We prove by induction over j ∈ Λ + B jj = 1 and
for all j ∈ Λ + . Without loss of generality we may assume by translation
The induction anchor is:
Induction step: Let m ∈ Λ + . If (36) is true for all j ∈ Λ + , j ≺ m, j = m then (36) is true also for j = m. Proof:
We claim that there exists a n ∈ N such that
This implies A jπ(j) = 0 and we are finished. To prove the claim assume
Since O is finite there exist n, m ∈ N such that π n (k) = π n+m (k). Thus for any i ∈ {1, . . . , d}
Lemma 3.4 Let t ∈ R n and
For each i ∈ {1, . . . , n} define the linear mapT i : R n → R n bỹ T i (e l ) = e l for l = i andT i (e i ) = t.
Then we have up to sets of measure zero the disjoint union
We prove
q.e.d.
Lemma 3.5 (1)
where we used property (37) for the inversion of the bloc matrix A > .
This proves the firs claim and
Lemma 3.4 and 1 + n∈Λ> |B nj | = n∈Λ>∪{j} |B nj | prove the second assertion.
q.e.d. Assume the hypotheses of Theorem 1.3 up to following changes
• the "support" Γ of the convolution vector is an arbitrary finite subset of Z d .
• the single site measure µ has a density g ∈ W 1,1 (R).
Denote as in Section 3 by B the inverse of the matrix A := {A j,k } j,k∈Λ + , A j,k := a j−k , ∀ j, k ∈ Λ + . In [Ves00] the following Wegner estimate is proven:
Theorem 4.1 We have for all E ∈ R E Tr P
The constant depends on E but not on ǫ. closest to 0 as Λ = Λ l tends to the whole space R d . If we can show that |ν(l)| tends to zero not faster than a a inverse power of l we have by (38) a Wegner estimate which can be used for the multi scale analysis.
We discuss first the one dimensional case d = 1. There is a series of papers by S. Serra where the assumes that the symbol
is a real function assuming non-negative values. This corresponds to the case that the matrix A is selfadjoint and non negative. In [Ser98a] it is proven that if S A has one single zero of order n then |ν(l)| −1 = O(l n ). This means for our situation that we obtain a Wegner estimate with corresponding volume dependence E Tr P 
and proceed with the spectral analysis of the Birman-Schwinger operator Γ l ω (E), cf. [Klo95, HK01] .
