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productos de kronecker
Jorge Poltronieri Vargas1
Resumen
En el estudio de las formas cuadra´ticas hemos obtenido fo´rmulas para el ca´lcu-
lo de covarianzas. En este trabajo realizamos un estudio sistema´tico de los
productos que llamamos de Kronecker y que sera´n de gran ayuda para estos
ca´lculos. Se introducen el producto de Kronecker asime´trico y antisime´trico.
Abstract
We obtain the formulae of covariances between random, introducting the Kronecker’s
products: asymmetrical and antisymmetrical.
1. Estudio de los productos de Kronecker
Nuestro intere´s es el de definir diferentes productos de Kronecker, que sera´n de gran
utilidad para el ca´lculo de covarianzas.
Definicio´n 1 Sean An×m y Bp×q matrices, se define por el producto sime´trico de Kro-
necker la matriz denotada A⊗ B de taman˜o np×mq tal que la entrada ijkl (entrada kl
del bloque ij) es (A⊗B)ijkl = aijbkl, donde 1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ k ≤ p, 1 ≤ l ≤ q.
En general se puede definir A⊗B de otra manera, (An×m⊗Bp×q)α,β=p(i−1)+k,q(j−1)+l,
donde
(An×m ⊗Bp×q
np×mq
) α,β=p(i−1)+k,
1≤i≤n
1≤k≤p
q(j−1)+l
1≤j≤m
1≤l≤q
= (A⊗B)ijkl = aijbkl.
Definicio´n 2 Sean An×m y Bp×q matrices, se define por el producto asime´trico de Kro-
necker la matriz denotada A ⊗˙B de taman˜o np×mq tal que la entrada ijkl (entrada kl
del bloque ij) es (A ⊗˙B)ijkl = ailbkj = (A ⊗ B)ilkj, es decir que en la entrada ijkl de
A ⊗˙B se encuentra la entrada ilkj de A ⊗ B, donde 1 ≤ i ≤ n, 1 ≤ j ≤ q, 1 ≤ k ≤ p,
1 ≤ l ≤ m.
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Similarmente se puede definir
(An×m ⊗˙Bp×q
np×mq
) α,β=p(i−1)+k,
1≤i≤n
1≤k≤p
m(j−1)+l
1≤j≤q
1≤l≤m
= (A⊗B)ilkj = ailbkj = (A⊗B) p(i−1)+k,
1≤i≤n
1≤k≤p
q(l−1)+j
1≤l≤m
1≤j≤q
Definicio´n 3 Sean An×m y Bp×q matrices, se define por el producto anti–sime´trico de
Kronecker la matriz denotada A ⊗¨B de taman˜o nm× pq tal que la entrada ijkl (entrada
kl del bloque ij) es (A ⊗¨B)ijkl = aikbjl = (A ⊗ B)ikjl, es decir que en la entrada ijkl de
A ⊗¨B se encuentra la entrada ikjl de A ⊗ B, donde 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ m,
1 ≤ l ≤ q.
(An×m ⊗¨Bp×q
nm×pq
) α,β=m(i−1)+k,
1≤i≤n
1≤k≤m
q(j−1)+l
1≤j≤p
1≤l≤q
= (A⊗B)ikjl = aikbjl = (A⊗B) p(i−1)+j,
1≤i≤n
1≤j≤p
q(k−1)+l
1≤k≤m
1≤l≤q
Algunas propiedades de estas matrices son
- (A⊗B)′ = A′ ⊗B′
- (A ⊗˙B)′ = B′ ⊗˙A′
- (A ⊗¨B)′ = B ⊗¨A.
Sabemos que X = (X1, . . . ,Xp), entonces se define [X] =
X1...
Xp

np×1
o sea que la
matriz X se transforma en un vector colocando todos los vectores Xi en columna. As´ı ten-
emos
- [BXC] = C ′ ⊗B[X].
- [A][B]′ = A′ ⊗¨B′.
- tr(BX ′CXD) = [X ′]′B′D′ ⊗ C [X] = [X ′]′DB ⊗ C ′ [X]
- [BC] = I ⊗B [C] = C ′ ⊗ I [B] = C ′ ⊗B [I]
- [B′]′(I ⊗C)[D] = 1 ⊗¨B I ⊗ C D ⊗¨ 1 = 1 ⊗¨BD′C ′ ⊗¨ 1 = tr(BCD) ⊗¨ 1 = tr(BCD)
- [xy′] = y ⊗ x, zy′ = y′ ⊗ z = z ⊗ y′
- xy′ = x⊗ y′ = x ⊗¨ y′ = y′ ⊗ x = x′ ⊗¨ y
- yq′ ⊗ xz′ = yx′ ⊗¨ qz′ = yz′ ⊗˙xq′
- xy′ ⊗¨ zq′ = xz′ ⊗ yq′ = [yx′][qz′]′.
- x⊗ yz′ = x1′ ⊗ yz′ = xy′ ⊗¨ 1z′ = xy′ ⊗¨ z′
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Otras propiedades interesantes son las siguientes.
- Si A es m ×m con valores propios {a1, . . . , am} y vectores propios {u1, . . . , um} y
B es n× n con valores propios {b1, . . . , bn} y vectores propios {v1, . . . , vn}, entonces
ui ⊗ vj es un vector propio de A⊗B de valor propio aibj.
- Sean {ui/i = 1, . . . , n}, {vi/i = 1, . . . ,m}, {fi/i = 1, . . . , p}, {si/i = 1, . . . , q} bases
cano´nicas de los espacios IRn, IRm, IRp, IRq respectivamente. Sea Hij = uit′j = ui⊗t′j
(respectivamente Jkl = vks′l, Rkj = vkt
′
j, Lil = uis
′
l), la matriz n × p es tal que la
entrada ij vale 1 y las dema´s 0, i = 1, . . . , n, j = 1, . . . , p. El conjunto {Hij/i =
1, . . . , n; j = 1, . . . , p} es la base cano´nica de L(IRn, IRp).
Sea K =
∑n
i=1
∑p
j=1Hij ⊗ H ′ij, matriz np × np que denotamos Knp. La matriz K ′
aunque tiene la misma dimensio´n que K, es preferible denotarla K ′pn para tener mayor
claridad en las aplicaciones.
Observacio´n Podemos definir a partir de la matriz Mnp×mq, las matrices M˙np×mq y
M¨nm×pq de la siguiente manera
M˙ijkl =Milkj, M¨ijkl =Mikjl.
Se puede probar que si M = A⊗B, entonces M˙ = A ⊗˙B y M¨ = A ⊗¨B.
Observemos que siM =
M11 · · · M1m... . . . ...
Mn1 · · · Mnm
,Mijkl =M ijkl y adema´sMK =M∑st Jst⊗
Jst′, i.e.
(MK)αβ =
∑
γst
Mαγ (Jst ⊗ J ts)γβ
=
∑
jlst
M ijkl (J
st)ju(J ts)lv
=
∑
jlst
M ijklδsjδtuδtlδsv
=
∑
lst
M isklδtuδtlδsv
=
∑
st
M isktδtuδsv =M
iv
ku =Mivku
= M˙iukv = M˙αβ ,
o sea M K = M˙ .
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Knp = K ′pn =
p∑
j=1
n∑
i=1
Hij ⊗H ′ij =
p∑
j=1
n∑
i=1
H ′ij ⊗Hij Kmq = K ′qm =
∑q
l=1
∑m
k=1 Jkl ⊗ J ′kl
K = K ′ = K−1 KnpK ′pn = Inp = In ⊗ Ip = Ip ⊗ In
KmqK
′
qm = Imq = Im ⊗ Iq = Iq ⊗ Im Kmn =
m∑
s=1
n∑
t=1
Rst ⊗R′st
Knq =
n∑
s=1
q∑
t=1
Lst ⊗ L′st A ⊗˙B = Knp(B ⊗A) = (A⊗B)Kmq
Knp(A⊗B) = B ⊗˙A = (B ⊗A)Kmq C ⊗D A ⊗˙B = CA ⊗˙DB
A⊗B In ⊗˙ Ip = A ⊗˙B A ⊗˙B E ⊗ F = AF ⊗˙BE
A ⊗˙B C ⊗˙D = AD ⊗BC KnpA ⊗˙B = B ⊗A
A ⊗˙BKmq = A⊗B In ⊗˙ Ip =
n∑
i=1
p∑
j=1
Hij ⊗H ′ij = Knp
Im ⊗˙ Iq = Kmq
n∑
i=1
p∑
j=1
Hij ⊗¨H ′ij =
n∑
i=1
p∑
j=1
Hij ⊗H ′ij
In ⊗¨ Ip =
n∑
i=1
p∑
j=1
Hij ⊗Hij In ⊗ Ip =
n∑
i=1
p∑
j=1
Hij ⊗¨Hij
A ⊗¨B = I ⊗A′(
n∑
i=1
q∑
j=1
Lij ⊗ Lij)B′ ⊗ I A ⊗¨B = A⊗ I(
m∑
i=1
p∑
j=1
Rij ⊗Rij)I ⊗B
A ⊗¨B =
m∑
k=1
p∑
l=1
ARkl ⊗RklB
=
n∑
u=1
q∑
v=1
LuvB
′ ⊗A′Luv A ⊗¨BK ′mn = A ⊗¨B′
Knq A ⊗¨B = A′ ⊗¨B A ⊗¨B C ⊗D = A ⊗¨C ′BD
E ⊗ F A ⊗¨B = EAF ′ ⊗¨B A ⊗¨B C ⊗˙D = A ⊗¨D′B′C
E ⊗˙F A ⊗¨B = FA′E′ ⊗¨B A ⊗¨B C ⊗¨D = tr(BC ′)A ⊗¨D
A−1 ⊗B−1 A ⊗˙B = In ⊗˙ Ip = A ⊗˙B B−1 ⊗A−1 (A ⊗˙B)−1 = B−1 ⊗˙A−1
(A⊗B)−1 = A−1 ⊗B−1 det(A ⊗˙B) = det(A⊗B)
= (detA)p(detB)n
tr(A ⊗˙B) = tr(AB), si n = p =m = q tr(A ⊗¨B) = tr(AB′), si n = p
tr(A⊗B) = tr(A)tr(B), si n = m, p = q A ⊗¨B es singular y rang(A ⊗¨B) = 1
Si A y B son ortogonales, A⊗B es ortogonal Si A > 0 y B > 0, entonces A⊗B > 0
1.1. Propiedades
Usando esta nomenclatura podemos determinar algunas propiedades concernientes a
estos productos de Kronecker.
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1. ( A
n×m
⊗˙( B
p×q
⊗ C
r×s
pr×qs
))αβ = (A ⊗˙(B⊗C))pr(i−1)+k′,
1≤i≤n
1≤k′≤pr
m(j′−1)+l
1≤l≤m
1≤j′≤qs
= ail(B⊗C)r(k−1)+x,
1≤k≤p
1≤x≤r
s(j−1)+y
1≤j≤q
1≤y≤s
=
ailbkjcxy de lo que deducimos (A ⊗˙(B ⊗ C))ijkyxl = ailbkjcxy, o sea (A ⊗˙(B ⊗
C))ijklxy = aiybkjcxl. La matriz es de taman˜o npr×mqs, α = pr(i−1)+r(k−1)+x,
β = ms(j − 1) +m(y − 1) + l.
2. ((A ⊗˙B)⊗ C)αβ = ((A ⊗˙B)⊗ C)r(a−1)+x,
1≤a≤np
1≤x≤r
s(b−1)+y
1≤b≤mq
1≤y≤s
= (A ⊗˙B)
p(i−1)+k,
1≤i≤n
1≤k≤p
m(j−1)+l
1≤j≤q
1≤l≤n
cxy =
ailbkjcxy
o sea ((A ⊗˙B)⊗ C))ijklxy = ailbkjcxy y deducimos (A ⊗˙B)⊗ C 6= A ⊗˙(B ⊗ C). La
matriz es de taman˜o npr×mqs, α = pr(i−1)+r(k−1)+x, β = ms(j−1)+s(l−1)+y.
3. ((A ⊗ B) ⊗˙C)ijklxy = ailbkycxj , npr × mqs, α = rp(i − 1) + r(k − 1) + x; β =
mq(j − 1) + q(l − 1) + y
4. (A ⊗ (B ⊗˙C))ijklxy = aijbkycxl, npr × mqs, α = rp(i − 1) + r(k − 1) + x; β =
mq(j − 1) + q(l − 1) + y
5. (A ⊗˙(B ⊗˙C))ijklxy = aiybklcxj , npr × mqs, α = rp(i − 1) + r(k − 1) + x; β =
mq(j − 1) + q(l − 1) + y
6. (A ⊗ (B ⊗¨C))ijklxy = aijbkxcly, npq × mrs, α = pq(i − 1) + q(k − 1) + l; β =
rs(j − 1) + s(x− 1) + y
7. ((A ⊗¨B) ⊗ C)ijklxy = aikbjlcxy, nmr × pqs, α = rm(i − 1) + r(k − 1) + x; β =
sq(j − 1) + s(l − 1) + y
8. ((A ⊗¨B) ⊗˙C)ijklxy = aikblycxj, nrm × spq, α = rm(i − 1) + r(k − 1) + x; β =
pq(j − 1) + q(l − 1) + y
9. (A ⊗˙(B ⊗¨C))ijklxy = aiybkxcjl, npq × rms, α = pq(i − 1) + q(k − 1) + x; β =
ms(j − 1) +m(l − 1) + y
10. A ⊗˙(B ⊗˙C) = (A ⊗˙B) ⊗˙C.
11. A ⊗¨(B ⊗¨C) = (A ⊗¨B) ⊗¨C.
12. (A ⊗¨B) ⊗˙C) 6= A ⊗¨(B ⊗˙C).
Observacio´n Recordemos que (A⊗B) ⊗¨C = [A′ ⊗B′][C ′]′ matriz npmq × rs y
((A⊗B) ⊗¨C)mq(i′−1)+k′,s(x−1)+y = (A⊗B)p(i−1)+k,q(j−1)+lcxy = aijbklcxy,
donde 1 ≤ i′ ≤ np, 1 ≤ k′ ≤ mq, 1 ≤ x ≤ r, 1 ≤ y ≤ s, 1 ≤ i ≤ n, 1 ≤ k ≤ p, 1 ≤ j ≤ m,
1 ≤ q ≤ l, i.e.
((A⊗B) ⊗¨C)mqp(i−1)+mq(k−1)+q(j−1)+l,s(x−1)+y = aijbklcxy.
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De igual manera
(A ⊗¨(B ⊗ C))m(i−1)+k,qrs(j−1)+qs(x−1)+s(l−1)+y = aikbjlcxy
(A ⊗¨(B ⊗˙C))m(i−1)+k,qrs(j−1)+qs(x−1)+q(y−1)+l = aikbjlcxy.
Observemos que no podemos escribir los productos A ⊗¨(B ⊗ C) y (A ⊗ B) ⊗¨C como el
producto de tres matrices no triviales (vectores o constantes) A∗ ⊗B∗ ⊗ C∗.
1.2. Algunos resultados importantes
Consideremos una matriz An×m y µp×1, ρq×1 vectores, entonces
- (A ⊗˙µ)⊗ ρ = A⊗ µρ′
- (µ′ ⊗˙A)⊗ ρ = A⊗ ρµ′
- (µ⊗A)⊗ ρ′ = µρ′ ⊗˙A
- µ′ ⊗ (A ⊗¨ ρ) = A ⊗¨µρ′
- µ′ ⊗ (A⊗ ρ) = A ⊗˙µρ′
- (µ′ ⊗¨A)⊗ ρ = µρ′ ⊗¨A.
2. Matrices de Kronecker
La manera de multipicar matrices usando productos de Kronecker, nos sugiere la idea
de una clase particular de matrices que llamaremos matrices de Kronecker.
Definicio´n 4 Una matriz C es una matriz de Kronecker si existen matrices A y B no
triviales tales que C = A⊗B o C = A ⊗˙B o C = A ⊗¨B.
Vamos estudiar aqu´ı algunos casos particularmente interesantes. SeaM = (M1, . . . ,M t)
una matriz p× tq comM ip×q, i = 1, . . . , t. Sea An×m una matriz, entonces A⊗M = (aijM)
es una matriz np×mtq.
2.1. Estudio del caso ⊗
1. La entrada (A⊗M)ijkρ = aijmkρ, donde la entada kρ de M se identifica por mkρ =
mskl, con ρ = (s− 1)q+ l, 1 ≤ s ≤ t, 1 ≤ l ≤ q, o sea la entrada kρ de M se identifica
con la entrada kl de bloque s de M , 1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ k ≤ p, 1 ≤ ρ ≤ tq.
As´ı (A⊗M)α;β=p(i−1)+k;tq(j−1)+ρ=p(i−1)+k;tq(j−1)+q(s−1)+l.
Se puede estar tentado a considerar (A⊗M)ijks1l para identificar la representacio´n
anterior de A⊗M , pero no debemos olvidar que A⊗M no es un producto de tres
matrices.
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Si A = a es n × 1, (a ⊗M)i1kρ = aimskl, np × tq. Sin embargo, sin ser a ⊗M un
producto A∗ ⊗ M∗, np × tq se puede identificar la entrada iskl de a ⊗ M de la
siguiente manera (a ⊗M)p(i−1)+k;q(s−1)+l = (a ⊗M)i1kρ = aimskl. No es correcto
escribir (a ⊗M)iskl = aimskl ya que a⊗M no es de la forma A∗ ⊗M∗ para A∗n×m,
M∗p×q. Sin embargo se puede determinar la entrada iskl de a⊗M , la cual es aimskl,
pues
a⊗M =
 a1M1 · · · a1M t... . . . ...
anM
1 · · · anM t

que es np × tq, con 1 ≤ i ≤ n, 1 ≤ s ≤ t, 1 ≤ k ≤ p, 1 ≤ l ≤ q, por lo que
(a ⊗M)iskl = aimskl. Sabemos que la notacio´n (a ⊗M)iskl no es correcta pero en
algunas ocasiones es muy u´til. Lo correcto es (a⊗M)i1kρ, donde ρ = (s− 1)q + l.
Si t = 1, ρ = l, i.e. (A ⊗M)ijkl = aijm1kl, np ×mq y adema´s (a ⊗M)i1kl = aimkl,
np× q.
2. La matriz M ⊗ A es np × mtq por lo que (M ⊗ A)iρkl = miρakl = msijakl, con
ρ = (s− 1)q + j, 1 ≤ s ≤ t, 1 ≤ i ≤ p, 1 ≤ ρ ≤ qt, 1 ≤ j ≤ q, 1 ≤ k ≤ n, 1 ≤ l ≤ m.
Si t = 1, ρ = j, (M ⊗A)ijkl = m1ijakl, np×mq.
Si A = an×1, l = 1, (M ⊗ a)iρk1 = akmiρ = akmsij = (M ⊗ a)iskj.
Si t = 1, (M ⊗ a)ijk1 = mijak lo que indica el peligro de esta notacio´n pues se
esta´ tentado a escribir que si t = 1, (M ⊗ a)ijk1 = (M ⊗ a)i1kj que no tiene sentido.
3. La matriz (A′ ⊗M ′) es tmq × np, i.e. (A′ ⊗M ′)ijρl = m′ρla′ij = mslkaji, con ρ =
(s− 1)q + k, 1 ≤ s ≤ t, 1 ≤ k ≤ q, 1 ≤ j ≤ n, 1 ≤ i ≤ m.
Si t = 1, ρ = k, (A′ ⊗M ′)ijkl =m1lkaji, mq × np.
(a′ ⊗M ′)1jρl = ajmslk = (a′ ⊗M ′)sjkl y si t = 1, (a′ ⊗M ′)1jk1 = mlkaj .
4. La matriz (M ′ ⊗ A′) es mtq × np i.e. (M ′ ⊗ A′)ρjkl = mjρalk = msjialk, con ρ =
(s− 1)q + i, 1 ≤ s ≤ t, 1 ≤ i ≤ q, 1 ≤ j ≤ p, 1 ≤ l ≤ n, 1 ≤ k ≤ m.
Si t = 1, ρ = i, (M ′ ⊗A′)ijkl = m1ijalk, mq × np.
(M ′ ⊗ a′)ρj1l = almsji = (M ′ ⊗ a′)sjil y si t = 1, (M ′ ⊗ a′)ij1l = mijal.
Observamos que la notacio´n (M ′⊗a′)sjil se presta a confusio´n pues en el caso t = 1,
se tiene s = 1 i.e. se esta´ tentado a escribir (M ′ ⊗ a′)1jil = (M ′ ⊗ a′)ij1l, lo que no
tiene sentido.
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2.2. Estudio del caso ⊗˙
1. La entrada (A ⊗˙M)iρkl = ailmkρ = ailmskj, donde ρ = (s − 1)q + j, 1 ≤ s ≤ t,
1 ≤ j ≤ q, 1 ≤ i ≤ n, 1 ≤ l ≤ m, 1 ≤ k ≤ p.
As´ı (A ⊗˙M)p(i−1)+k;m(ρ−1)+l=p(i−1)+k;mq(s−1)+m(j−1)+l , np×mtq.
Si t = 1, ρ = j, i.e. (A ⊗˙M)ijkl = ailm1kj, np×mq.
(a ⊗˙M)iρk1 = aimskj, y si t = 1, (a ⊗˙M)ijk1 = aimkj np× q.
Observemos que (a ⊗˙M) es de taman˜o np × tq y se podr´ıa buscar la entrada iskj
por (a ⊗˙M)iskj = aimskj y si t = 1 se escribe (a ⊗˙M)i1kj = (a ⊗˙M)ijk1 que no tiene
sentido.
2. (M ⊗˙A)ijkρ = miρakj = msilakj, con ρ = (s−1)q+j, 1 ≤ s ≤ t, 1 ≤ l ≤ q, 1 ≤ i ≤ p,
1 ≤ k ≤ n, 1 ≤ j ≤ m, np×mtq.
As´ı (M ⊗˙A)n(i−1)+k;tq(j−1)+ρ=n(i−1)+k;tq(j−1)+q(s−1)+l .
Si t = 1, ρ = l, (M ⊗˙A)ijkl = m1ilakj, np×mq.
(M ⊗˙ a)i1kρ = akmiρ = akmsil. Si t = 1, (M ⊗˙ a)i1kl = akmil.
La entrada iskl de la matriz (M ⊗˙ a) np× tq es (M ⊗˙ a)iskl = akmsil = (M ⊗˙ a)i1kρ
y si t = 1 las notaciones coinciden.
3. La matriz (A′ ⊗˙M ′) es mtq × np por lo que (A′ ⊗˙M ′)ijρl = mjρali = msjkali, con
ρ = (s− 1)q + k, 1 ≤ k ≤ q, 1 ≤ l ≤ n, 1 ≤ i ≤ m, 1 ≤ j ≤ p.
As´ı (A′ ⊗˙M ′)tq(i−1)+ρ;n(j−1)+l=tq(i−1)+q(s−1)+k;n(j−1)+l.
Si t = 1, ρ = k, (A′ ⊗˙M ′)ijkl = mjkali, mq × np.
(a′ ⊗˙M ′)1jρl = almsjk y si t = 1, (a′ ⊗˙M ′)1jkl = almjk.
La entrada sjkl de la matriz (a′ ⊗˙M ′) tq×np es (a′ ⊗˙M ′)sjkl = almsjk y escribimos
(a′ ⊗˙M ′)1jρl = (a′ ⊗˙M ′)sjkl y si t = 1 las notaciones coinciden.
4. La matriz (M ′ ⊗˙A′) es mtq × np por lo que (M ′ ⊗˙A′)ρjkl = msliajk, con ρ = (s −
1)q + i, 1 ≤ i ≤ q, 1 ≤ j ≤ n, 1 ≤ k ≤ m, 1 ≤ l ≤ p.
As´ı (A′ ⊗˙M ′)ρjkl=mq(s−1)+m(i−1)+k;p(j−1)+l.
Si t = 1, ρ = i, (M ′ ⊗˙A′)ijkl = mliajk, mq × np.
(M ′ ⊗˙ a′)ρj1l = ajmsli = (M ′ ⊗˙ a′)sjil y si t = 1, (M ′ ⊗˙ a′)ij1l = (M ′ ⊗˙ a′)1jil y las
notaciones coinciden.
productos de kronecker 33
2.3. Estudio del caso ⊗¨
1. La entrada (A ⊗¨M)ijkρ = aikmsjl, donde ρ = (s − 1)q + l, 1 ≤ l ≤ q, 1 ≤ j ≤ p,
1 ≤ i ≤ n, 1 ≤ k ≤ m, 1 ≤ s ≤ t. As´ı (A ⊗¨M)m(i−1)+k;tq(j−1)+q(s−1)+l , nm× tpq.
Si t = 1, ρ = l, i.e. (A ⊗¨M)ijkl = aikm1jl, nm× pq.
(a ⊗¨M)ij1ρ = aimsjl, y si t = 1, (a ⊗¨M)ij1l = aimjl n× pq.
2. (M ⊗¨A)ijρl = miρajl = msikajl, con ρ = (s−1)q+k, 1 ≤ s ≤ t, 1 ≤ k ≤ q, 1 ≤ i ≤ p,
1 ≤ j ≤ n, 1 ≤ l ≤ m, tpq × nm.
Si t = 1, ρ = k, (M ⊗¨A)ijkl = m1ikajl, pq × nm.
(M ⊗¨ a)ijρ1 = ajmsik. Si t = 1, (M ⊗¨ a)ijk1 = ajmik.
(M ⊗¨ a)ijρ1 = ajmsik y si t = 1, (M ⊗¨ a)ijk1 = ajmik.
3. La matriz (A′ ⊗¨M ′) es nm × tpq por lo que (A′ ⊗¨M ′)iρkl = mlρaki = msljaki, con
ρ = (s− 1)q + j, 1 ≤ s ≤ t, 1 ≤ j ≤ q, 1 ≤ k ≤ n, 1 ≤ i ≤ m, 1 ≤ l ≤ p.
Si t = 1, ρ = j, (A′ ⊗¨M ′)ijkl = mljaki, nm× pq.
(a′ ⊗¨M ′)1ρkl = akmslj y si t = 1, (a′ ⊗¨M ′)1jkl = akmlj.
4. La matriz (M ′ ⊗˙A′) es tpq × nm por lo que (M ′ ⊗˙A′)ρjkl = mskialj, con ρ = (s −
1)q + i, 1 ≤ i ≤ q, 1 ≤ s ≤ t, 1 ≤ k ≤ p, 1 ≤ l ≤ n, 1 ≤ j ≤ m.
Si t = 1, ρ = i, (M ′ ⊗¨A′)ijkl = mkialj, pq × nm.
(M ′ ⊗¨a′)ρ1kl = almski = (M ′ ⊗¨ a′)sjil y si t = 1 (M ′ ⊗¨ a′)i1kl = almki.
3. Ca´lculo de momentos de orden 3
Consideremos xn×1, ym×1, zp×1, uq×1 vectores aleatorios y consideremos E(y′⊗z⊗u′) =
E(y′ ⊗ zu′) = E(y1zu′, . . . , ymzu′) = (M1, . . . ,Mm) = M ·zyu, con M i = E(yizu′)p×q, de
dimensio´n p × mq. Recordemos que (M ·zyu)1jkl = mjkl = E(yj(zu′)kl). E(y ⊗ z′ ⊗ u) =
E(yz′ ⊗ u) =
 yz′u1...
yz′uq
 =
 N1...
N q
 = M ·zyu, con N i = E(uiyz′)m×p de dimensio´n
mq × p. Ahora
E((y ⊗ z′ ⊗ u)′) =M ·zyu
E(y ⊗ z′ ⊗ u) =Myu·z
}
⇒(M ·zyu)′ =Myu·z
E(x′ ⊗ z ⊗ u) = E(z ⊗ x′ ⊗ u) = (Mxu·x )′
E(x⊗ z ⊗ u′) = E(x⊗ zu′) = E
 x1zu′...
xnzu
′
 =
 M1...
Mn
 = (Mxz·u )′.
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En resumen
1. E(x′ ⊗ z ⊗ u′) =M ·zxu, p× nq
2. E(x⊗ z′ ⊗ u) =Mxu·z , nq × p
3. E(x⊗ z ⊗ u′) = E(x⊗ u′ ⊗ z) =Mxz·u , np× q
4. E(x′ ⊗ z′ ⊗ u) = E(x′ ⊗ u⊗ z′) =M ·uxz, q × np
5. E(x⊗ z′ ⊗ u′) = E(z′ ⊗ x⊗ u′) =M ·xzu, n× pq
6. E(x′ ⊗ z ⊗ u) = E(z ⊗ x′ ⊗ u) =M zu·x , pq × n.
Observemos que si x = z = u, E(x⊗ x′⊗ x) =Mx·xx =M ′3, n2× n y E(x′ ⊗ x⊗ x) =
M ·xxx =M3, n× n2.
a) Consideremos la expresio´n siguiente
(x− µ)⊗ (y − ν)(z − ρ)′ = (x− µ)⊗ (yz′ − νz′ − yρ′ + νρ′) =
x⊗ yz′ − x⊗ νz′ − x⊗ yρ′ + x⊗ νρ′ − µ⊗ yz′ + µ⊗ νz′ + µ⊗ yρ′ − µ⊗ νρ′ =
x⊗ y ⊗ z′ − xz′ ⊗˙ ν − xy′ ⊗¨ ρ′ + x⊗ νρ′ − µ⊗ yz′ + µ⊗ νz′ + µ⊗ yρ′ − µ⊗ νρ′.
E((x− µ)⊗ (y − ν)(z − ρ)′) =M ·zxy −Mxz ⊗˙ ν −M ′yx ⊗¨ ρ′ − µ⊗Myz + 2µ⊗ νρ′.
Si x = y = z, E((x−µ)⊗(x−µ)(x−µ)′) =M3−M2 ⊗˙µ−M2 ⊗¨µ′−µ⊗M2+2µ⊗µµ′,
dondeM2 =Mxx = Σ+µµ′ i.e. E((x−µ)⊗ (x−µ)(x−µ)′) =M3−Σ ⊗˙µ−Σ ⊗¨µ′−
µ⊗ Σ− µ⊗ µµ′.
b) Consideremos la expresio´n siguiente
(x− µ) ⊗¨(y − ν)(z − ρ)′ = (x− µ)1′ ⊗¨(y − ν)(z − ρ)′ = (x− µ)(y − ν)′ ⊗ 1(z − ρ)′ =
x ⊗¨ yz′ − x ⊗¨ νz′ − x ⊗¨ yρ′ + x ⊗¨ νρ′ − µ ⊗¨ yz′ + µ ⊗¨ νz′ + µ ⊗¨ yρ′ − µ ⊗¨ νρ′.
E((x− µ) ⊗¨(y − ν)(z − ρ)′) = M ·xyz −M ′zx ⊗˙ ν′ −M ′yx ⊗ ρ′ − µ ⊗¨Mxz + 2µ ⊗¨ νρ′.
4. Momentos de orden 4
Consideremos xn×1, ym×1, zp×1, uq×1 vectores aleatorios. La esperanza matema´tica
E(xy′ ⊗ zu′)ijkl = E(xiyjzkul) = Mijkl = (Mxzyu )ijkl, donde Mxzyu es la matriz np×mq de
momentos de orden 4, de las variables x, y, z, u.
La expresio´n E((x−µ)(y−ν)′⊗ (z−ξ)(u−θ)′) = M¯xzyu matriz de momentos centrados
de orden 4, de las variables x, y, z, u. As´ı
E(xy′ ⊗ zu′ − xy′ ⊗ zθ′ − xy′ ⊗ ξu′ + xy′ ⊗ ξθ′ − µy′ ⊗ zu′ + µy′ ⊗ zθ′ + µy′ ⊗ ξu′ − xy′ ⊗ ξθ′
−xν′ ⊗ zu′ + xν′ ⊗ zθ′ + xν ⊗ zu′ − xν′ ⊗ ξθ′ + µν′ ⊗ zu′ − µν′ ⊗ zθ′ − µν′ ⊗ ξu′ + µν′ ⊗ ξθ′)
=Mxzyu − (M ·yxz)′ ⊗ θ′ −M ·xyu ⊗ ξ − µ⊗M ·zyu − ν′ ⊗ (M ·uxz)′ +Mxy ⊗ ξθ′ + µθ′ ⊗˙Mzy
+Mxu ⊗˙ ξν′ + µν′ ⊗Mzu + µξ′ ⊗¨Myu +Mxz ⊗¨ νθ′ − 3µν′ ⊗ ξθ′.
Observemos que:
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1. E(µy′ ⊗ zu′) = µ⊗E(y′ ⊗ z ⊗ u′) = µ⊗M ·zyu
2. E(xy′ ⊗ ξu′) = E(x⊗ y′ ⊗ u′ ⊗ ξ) =M ·xyu ⊗ ξ
3. E(xν ′ ⊗ zu′) = E(ν ′ ⊗ x⊗ z ⊗ u′) = ν ′ ⊗Mxz·u = ν ′ ⊗ (M ·uxz)′
4. E(xy′ ⊗ zθ′) = E(x⊗ y′ ⊗ z)⊗ θ′ =Mxz·y ⊗ θ′ = (M ·yxz)′ ⊗ θ′
5. E(xν ′ ⊗ zθ′) = E(xz′ ⊗¨ νθ′) =Mxz ⊗¨ νθ′
6. E(xν ′ ⊗ ξu′) = E(x⊗ ν ′ ⊗ ξ ⊗ u′) = E(ν ′ ⊗ x⊗ u′ ⊗ ξ) = ν ′ ⊗Mxu ⊗ ξ =Mxu ⊗˙ ξν ′
7. E(xy′ ⊗ ξθ′) =Mxy ⊗ ξθ′
8. E(µy′ ⊗ ξu′) = E(µξ′ ⊗¨ yu′) = µξ′ ⊗¨Myu
9. E(µν ′ ⊗ zu′) = µν ′ ⊗Mzu.
Si x = y = z = u,
E((x − µ)(x− µ)′ ⊗ (x− µ)(x − µ)′) = M¯4 = M4 −M ′3 ⊗ µ′ −M3 ⊗ µ− µ⊗M3 − µ′ ⊗M ′3+
Σ⊗ µµ′ + µµ′ ⊗Σ+ Σ ⊗˙µµ′ + µµ′ ⊗˙Σ +Σ ⊗¨µµ′ + µµ′ ⊗¨Σ + 3µµ′ ⊗ µµ′
donde M¯4 = M¯xxxx y M4 =M
xx
xx .
5. Ca´lculo de covarianzas
Sea Y = (Y1, . . . , Yn) vectores aleatorios con momentos de orden 4 tales que E(Yα) =
µα, α = 1, . . . , n, E(Y ) = (µ1, . . . , µn) = Γ, cov(Yα, Yβ) = δαβΣ y M¯3, M¯4 matrices de
momentos centrados de orden 3 y 4 respectivamente que no dependen de α y sean An×n
matriz sime´trica, Bn×p.
a) Consideremos la forma cuadra´tica
E((Y − Γ)A(Y − Γ)′) =
n∑
α=1
n∑
β=1
aαβE((Yα − µα)(Yβ − µβ)′) =
n∑
α=1
aααΣ = tr(A)Σ
por lo que E(Y AY ′) = ΓAΓ′+tr(A)Σ. Sea Y B = (Y1, . . . , Yn)
 b′1...
b′n
 =∑nα=1 Yαb′α,
E(Y B) = ΓB. Definimos X = Y − Γ, ΓA = ν = (ν1, . . . , νn), entonces Y AY ′ −
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ΓAΓ′ − tr(A)Σ = XAX ′ + ΓAX ′ +XAΓ′ − Σtr(A) y Y B − ΓB = XB. As´ı
cov(Y AY ′, Y B) = E((
∑n
α=1
∑n
β=1 aαβXαX
′
β +
∑n
α=1 ναX
′
α
+
∑n
α=1Xαν
′
α −Σtr(A))′ ⊗¨(
∑n
α=1Xαb
′
α)′)
= E(
∑
αβγ aαβXαX
′
β ⊗¨ bγX ′γ +
∑
αβ ναX
′
α ⊗¨ bβX ′β
+
∑
αβ Xαν
′
α ⊗¨ bβX ′β + tr(A)Σ ⊗¨B′X ′)
=
∑
αβγ aαβE(XαX
′
γ ⊗X ′β)⊗ bγ +
∑
α ναb
′
α ⊗Σ
+Σ ⊗˙∑α ναb′α
= M¯ ′3 ⊗ a′B + ΓAB ⊗Σ+Σ ⊗˙ΓAB,
donde a′ = (a11, . . . , ann) es el vector de taman˜o n × 1 con los elementos de la
diagonal de A.
b) Sean An×n, Bn×n matrices sime´tricas, entonces
Y AY ′ − ΓAΓ′ − tr(A)Σ = XAX ′ + ΓAX ′ +XAΓ′ − tr(A)Σ, ΓA = ν
Y BY ′ − ΓBΓ′ − tr(B)Σ = XBX ′ + ΓBX ′ +XBΓ′ − tr(B)Σ, ΓB = ρ
cov(Y AY ′, Y BY ′) = E(
∑
αβγδ aαβbγδXαX
′
β ⊗¨XγX ′δ +
∑
αβγ aαβXαX
′
β ⊗¨ ργX ′γ
+
∑
αβγ aαβXαX
′
β ⊗¨Xγρ′γ −
∑
αβ aαβXαX
′
β ⊗¨Σtr(B)
+
∑
αβγ ναX
′
α ⊗¨ bγδXγX ′δ +
∑
αβ ναX
′
α ⊗¨ ρβX ′β
+
∑
αβ ναX
′
α ⊗¨Xβρ′β +
∑
αγδ Xαν
′
α ⊗¨ bγδXγX ′δ
+
∑
αβXαν
′
α ⊗¨ρβX ′β +
∑
αβ Xαν
′
α ⊗¨Xβρ′β
−Σtr(A) ⊗¨∑αβ bαβXαX ′β + tr(A)tr(B)Σ ⊗¨Σ).
-
∑
αβγδ aαβbγδE(XαX
′
γ ⊗XβX ′δ) =
∑
α6=β
α=γ,β=δ
aαβbαβE(XαX ′α ⊗XβX ′β)
+
∑
α6=γ
α=β,γ=δ
aααbγγE(XαX ′γ ⊗XαX ′γ)+∑
α6=δ
α=β,δ=γ
aαδbδαE(XαX ′δ ⊗XδX ′α) +
∑
α aααbααE(XαX
′
α ⊗XαX ′α) =
[tr(AB)Σ ⊗ Σ − a′bΣ ⊗ Σ] + [tr(A)tr(B)Σ ⊗¨Σ − a′bΣ ⊗¨Σ] + [tr(A)tr(B)Σ ⊗˙Σ −
a′bΣ ⊗˙Σ] + a′bM¯4 =
a′b[M¯4 − Σ⊗ Σ− Σ ⊗˙Σ− Σ ⊗¨Σ] + tr(AB)[Σ⊗ Σ+Σ ⊗˙Σ] + tr(A)tr(B)Σ ⊗¨Σ
donde a = (a11, . . . , ann), b = (b11, . . . , bnn), es decir los elementos diagonales de A
y B respectivamente.
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-
∑
αβγ aαβE(XαX
′
β ⊗¨ ργX ′γ) =
∑
αβγ aαβE(Xαρ
′
γ ⊗ XβX ′γ) =
∑
α aααρ
′
α ⊗ M¯ ′3 =
a′BΓ′ ⊗ M¯ ′3
-
∑
αβγ aαβE(XαX
′
γ ⊗Xβ)⊗ ρ′γ = M¯ ′3 ⊗ a′BΓ′
-
∑
αγδ bγδE(ναX
′
γ ⊗XαX ′δ) =
∑
α bαανα ⊗ M¯3 = ΓAb⊗ M¯3
-
∑
αγδ bγδE(XαX
′
γ ⊗ ναX ′δ) = M¯3 ⊗
∑
α bαανα = M¯3 ⊗ ΓAb
-
∑
αβ aαβE(XαX
′
β) ⊗¨Σtr(B) = tr(A)tr(B)Σ ⊗¨Σ
-
∑
αβ ναρ
′
β ⊗E(XαX ′β) = ΓABΓ′ ⊗ Σ
-
∑
αβ E(ναX
′
β ⊗Xαρ′β) =
∑
αβ ναρ
′
β ⊗˙E(XαX ′β) = ΓABΓ′ ⊗˙Σ
-
∑
αβ E(Xαρ
′
β ⊗ ναX ′β) =
∑
αβ E(XαX
′
β) ⊗˙ ναρ′β = Σ ⊗˙ΓABΓ′
-
∑
αβ bαβE(XαX
′
β) ⊗¨Σtr(A) = tr(A)tr(B)Σ ⊗¨Σ.
As´ı tenemos
cov(Y AY ′, Y BY ′) = a′b(M¯4 −Σ⊗Σ−Σ ⊗˙Σ− Σ ⊗¨Σ) + tr(AB)(Σ ⊗Σ+Σ ⊗˙Σ)+
M¯ ′3 ⊗ a′BΓ′ + a′BΓ′ ⊗ M¯ ′3 + M¯3 ⊗ ΓAb+ ΓAb⊗ M¯3+
ΓABΓ′ ⊗Σ +Σ⊗ ΓABΓ′ + ΓABΓ′ ⊗˙Σ+Σ ⊗˙ΓABΓ′
Nota Si Yα es una variable aleatoria real, E(Y ) = µ, var(Y ) = σ2I
cov(Y ′AY, Y ′BY ) = a′b(m¯4−3σ4)+2σ4tr(AB)+2µ′Abm¯3+2a′Bµm¯3+4σ2µ′ABµ.
c) Si asumimos que Y tiene esperanza Γ y covarianza V ⊗Σ
cov(Y AY ′, Y BY ′) = a′b(M¯4 −Σ⊗Σ−Σ ⊗˙Σ−Σ ⊗¨Σ) + tr(AV BV )(Σ⊗Σ+Σ ⊗˙Σ)+
M¯ ′3 ⊗ a′BΓ′ + a′BΓ′ ⊗ M¯ ′3 + M¯3 ⊗ ΓAb+ ΓAb⊗ M¯3+
ΓAV BΓ′ ⊗Σ +Σ⊗ ΓAV BΓ′ + ΓAV BΓ′ ⊗˙Σ+Σ ⊗˙ΓAV BΓ′
y si asumimos normalidad i.e. Y ∼ N(Γ, V ⊗ Σ), el te´rmino en a′b es nulo al igual
que M¯3.
- Si Y ∼ N(Γ, V ⊗ Σ), An×r, Bn×q matrices, entonces
cov(Y B, Y A) = B′V A⊗ Σ, cov(Y A, Y B) = A′V B ⊗ Σ.
- Y ′ = (Y 1, . . . , Y p), var(Y ′) = Σ⊗ V cov(Y ′, Y ) = Σ ⊗˙V
var(Y ) = V ⊗ Σ cov(Y, Y ′) = V ⊗˙Σ.
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- cov(AY ′, Y B) = Σ ⊗˙AV B cov(Y B,AY ′) = (AV B)′ ⊗˙Σ
cov(Y C, Y D) = C ′V D ⊗ Σ cov(EY ′, FY ′) = Σ⊗EV F ′.
- cov(KY A,HY B) = A′V B ⊗KΣH ′.
- Calculemos la covarianza entre dos formas cuadra´ticas mixtas.
[t]lA = Y AY ′ − ΓAΓ′ − Σtr(AV )
=
n∑
α=1
n∑
β=1
[aαβXαX ′β + δαβναX
′
β + δαβXαν
′
β − δαβ(AV )αβΣ]
K = Y ′KY − Γ′KΓ− V tr(KΣ)
=
p∑
s=1
p∑
t=1
[kstXsXt′ + δstλsXt′ + δstXsλ′t − δst(ΣK)stV ]
donde ν = (ν1, . . . , νn) = ΓA, Xα = Yα−µα, λ = (λ1, . . . , λp) = KΓ′, Xs = Y s−pis,
Γ = (µ1, . . . , µn), Γ′ = (pi1, . . . , pip).
E(A ⊗¨K) =∑αβstE[aαβkstXαXβ ⊗¨XsXt′ + δαβkstναX ′β ⊗¨XsXt′ + δαβkstXαν′β ⊗¨XsXt′
−δαβ(AV )αβkstΣ ⊗¨XsXt′ + aαβδstXαX ′β ⊗¨λsXt′ + δαβδstναX ′β ⊗¨λsXt′
+δαβδstXαν′β ⊗¨λsXt′ + aαβδstXαX ′β ⊗¨Xsλ′t + δαβδstναX ′β ⊗¨Xsλ′t
+δαβδstXαν′β ⊗¨Xsλ′t − aαβδst(ΣK)stXαX ′β ⊗¨V + δαβδst(AV )αβ(ΣK)stΣ ⊗¨V ]
pues la esperanza de los te´rminos de orden uno es nula.
-
∑
αβst aαβkstE(XαX
′
β ⊗¨XsXt′) =
∑
αβst aαβkstE(XαX
s′⊗XβXt′) = 2ΣKΣ ⊗¨V AV+
tr(AV )tr(ΣK)Σ ⊗¨V +M∗ ⊗¨DA − 2ΣKΣ ⊗¨V DAV − tr(KΣ)Σ ⊗¨DAV V , donde DA
es la matriz diagonal que tiene los elementos aii en la diagonal, la entrada M¯iskt =
E(xiαxsαxkαxtα) de M¯ p2 × p2, de modo que M∗ik =
∑
st kstM¯
is
kt = tr(KM¯
ik),
M¯ =
 M¯11 · · · M¯1p... . . . ...
M¯p1 · · · M¯pp
.
En efecto, consideremos la entrada ijkl de E(XαXs′ ⊗XβXt′) i.e.∑
αβst aαβkstE(XiαXsjXkβXtl) =
∑
αβst aαβkstvαjσisvβlσkt +
∑
αβst aαβkstvαβσikvjlσst
+
∑
αβst aαβkstvαlσitvjβσsk +
∑
st ajjδjlkstM¯iskl −
∑
αst aααkstvαjσisvαlσkt
−∑αst aαjkstvαjσikvjlσst −∑αst aααkstvαlσitvjασsk
= (ΣKΣ)ik(V AV )jl + tr(AV )tr(ΣK)σikvjl + (ΣKΣ)ik(V AV )jl + ajjδjl
∑
st kstM¯iskt
−(V DAV )jl(ΣKΣ)ik − (AV )jjvjltr(KΣ)σik − (V AV )jl(ΣKΣ)ik
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-
∑
αβst δαβkstE(ναX
′
β ⊗¨XsXt′) =
∑
αβst δαβkstE(ναX
s′ ⊗ XβXt′) =
∑
αst kstνα ⊗
M¯ ·αst
-
∑
αβst δαβkstE(XαX
s′ ⊗ νβXt′) =
∑
αst kstM¯
·α
st ⊗ να
-
∑
αβst δαβ(AV )αβkstΣ ⊗¨E(XsXt′) = tr(AV )tr(ΣK)Σ ⊗¨V
-
∑
αβst aαβδstE(XαX
′
β ⊗¨λsXt′) =
∑
αβt aαβλ
′
t ⊗ (M¯ ·sαβ)′
-
∑
αβst δαβδstE(ναX
′
β ⊗¨λsXt′) =
∑
αβst δαβδstE(ναλ
′
s ⊗XβXt′) = ΓAV ⊗ ΣKΓ′
-
∑
αβst δαβδstE(Xαν
′
β ⊗¨λsXt′) = ΣKΓ′ ⊗˙ΓAV
-
∑
αβst aαβδstE(XαX
′
β ⊗¨Xsλ′t) =
∑
αβt aαβ(M¯
·t
αβ)
′ ⊗ λ′t
-
∑
αβst δαβδstE(ναX
′
β ⊗¨Xsλ′t) = ΓAV ⊗˙ΣKΓ′
-
∑
αβst δαβδstE(Xαν
′
β ⊗¨Xsλ′t) = ΣKΓ′ ⊗ ΓAV
-
∑
αβst aαβδst(KΣ)stE(XαX
′
β) ⊗¨V = tr(AV )tr(ΣK)Σ ⊗¨V
-
∑
αβst δαβ(AV )αβδst(KΣ)stΣ ⊗¨V = tr(AV )tr(ΣK)Σ ⊗¨V .
As´ı tenemos
cov(Y AY ′, Y ′KY ) = 2ΣKΣ ⊗¨V AV + M¯∗ ⊗¨DA − 2ΣKΣ ⊗¨V DAV − tr(KΣ)Σ ⊗¨DAV
+ΓAV ⊗˙ΣKΓ′ +ΣKΓ′ ⊗˙ΓAV + ΓAV ⊗ΣKΓ′ +ΣKΓ′ ⊗ ΓAV +∑αst kstνα ⊗ M¯ ·αst
+
∑
αst kstM¯
·α
st ⊗ να +
∑
αβs aαβ(M¯
·s
αβ)
′ ⊗ λ′s +
∑
αβs aαβλ
′
s ⊗ (M¯ ·sαβ)′.
E(Y AY ′) = ΓAΓ′ +Σtr(AV ) E(Y ′HY ) = Γ′HΓ + V tr(ΣH)
cov(Y AY ′, Y B) = ΓAV B ⊗ Σ +Σ ⊗˙ΓAV B + M¯3 ⊗ a′B cov(Y ′HY, Y ′K) = Γ′HΣK ⊗ V + V ⊗˙Γ′HΣK + N¯3 ⊗ h′K
cov(Y AY ′, Y BY ′) = tr(AV BV )(Σ⊗ Σ +Σ ⊗˙Σ)+ cov(Y ′HY, Y ′KY ) = tr(HΣKΣ)(V ⊗ V + V ⊗˙V )+
Σ⊗ ΓAV BΓ′ + Σ ⊗˙ΓAV BΓ′ + ΓAV BΓ′ ⊗ Σ+ V ⊗ Γ′HΣKΓ + V ⊗˙Γ′HΣKΓ + Γ′HΣKΓ⊗ V+
ΓAV BΓ′ ⊗˙Σ + a′b(M¯4 − Σ⊗ Σ−Σ ⊗˙Σ− Σ ⊗¨Σ)+ Γ′HΣKΓ ⊗˙V + h′k(N¯4 − V ⊗ V − V ⊗˙V − V ⊗¨V )+
M¯ ′3 ⊗ a′BΓ′ + a′BΓ′ ⊗ M¯ ′3 + M¯3 ⊗ ΓAb+ ΓAb⊗ M¯3 N¯ ′3 ⊗ h′KΓ + h′KΓ⊗ N¯ ′3 + N¯3 ⊗ Γ′Hk + ΓHk ⊗ N¯3
cov(AY ′K,HY B) = K′ΣH′ ⊗˙AV B cov(HY B,AY ′K) = B′V A′ ⊗˙HΣK
cov(KYA,HY B) = A′V B ⊗KΣH′ cov(AY ′K,BY ′H) = KΣH′ ⊗ A′V B
Tabla 1
40 j. poltronieri
Referencias
[1] Anderson, T.W. (1958) An Introduction to Multivariate Statistical Analysis. John
Wiley & Sons, New York.
[2] Barra, J.R. (1971) Notions Fondamentales de Statistique Mathe´matique. Dunod,
Paris.
[3] Muirhead, R.J. (1982) Aspects of Multivariate Statistical Theory. John Wiley & Sons,
New York.
[4] Poltronieri, J. (1987) “Algunas consideraciones sobre las formas cuadra´ticas y las
formas lineales”, Uniciencia, 4(1,2): 69–75.
[5] Poltronieri, J. (1987) “Algunas propiedades u´tiles en estad´ıstica”, Uniciencia, 4(1,2):
59–67.
[6] Poltronieri, J. (1988) “Estudio de formas cuadra´ticas y formas lineales en el caso mul-
tivariado”, Memorias IV Simposio de Me´todos Matema´ticos Aplicados a las Ciencias,
B. Montero & J. Poltronieri (eds.), Editorial de la Universidad de Costa Rica: 165–
173.
[7] Poltronieri, J. (1988) “Sobre la covarianza de formas cuadra´ticas y formas lineales”,
Memorias IV Simposio de Me´todos Matema´ticos Aplicados a las Ciencias, B. Montero
& J. Poltronieri (eds.), Editorial de la Universidad de Costa Rica: 174–180.
[8] Poltronieri, J. (1995) “Contribucio´n al estudio de formas cuadra´ticas en estad´ıstica
multivariada”, Memorias Simposio de Me´todos Matema´ticos Aplicados a las Ciencias,
Inst. Tecnol. de C.R., J. Trejos (ed.): 133–142.
[9] Searle, S.R. (1971) Linear Models. John Wiley & Sons, New York.
[10] Styan, G.P.H. (1969) Notes on the distribution of quadratic formes in singular normal
variables. Technical Report 122, University of Minnesota, Minneapolis, Minn.
