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Many-body eigenstates beyond the gaussian approximation can be constructed in terms of local integrals of
motion (IOM), although their actual computation has been until now a daunting task. We present a new practical
computation of IOMS based on displacement transformations. It represents a general and systematic way to
extend Hartree-Fock and configuration interaction theories to higher order. Our method combines minimization
of energy and energy variance of a reference state with exact diagonalization. We show that our implementation
is able to perform ground state calculations with high precision for relatively large systems. Since it keeps track
of the IMO’s forming a reference state, our method is particularly efficient dealing with excited states, both in
accuracy and the number of different states that can be constructed.
I. INTRODUCTION
Integrals of motion (IOM) have gained a renewed interest
in the context of disordered many-body systems. In the non-
interacting Anderson insulator [1] in d = 1, 2 dimensions the
single particle wavefunctions are exponentially localized for
any degree of disorder. In the presence of interactions parti-
cles will remain localized, which is known as many-body lo-
calization (MBL) for strong disorder[2–9]. It was realized that
MBL can be understood through the existence of an extensive
number of exponentially localized IOMs [10–12]. Inevitably,
this observation led to a rush of new methods to compute
the IOMs in the MBL-phase,[13–25]. We published our own
method based on displacement transformations of the Hamil-
tonian written in second quantization, which was one of the
first practical computational approaches [26, 27].
The presence of these localized IOMs in the fully many-
body localized phases prevents thermalization. The ques-
tion of whether a many-body quantum system thermalizes
has been cast into the Eigenstate Thermalization Hypothe-
sis (ETH):[28–31] the expectation value of any local observ-
able in an eigenstate with a given energy density is equal
to its expectation value in the Gibbs ensemble with corre-
sponding temperature. If, however, there exist local density
IOMs (that can be expressed as the sum of local operators)
the corresponding thermal state will be a so-called generalized
Gibbs ensemble.[32] It has been shown that any finite-ranged
translationally invariant Hamiltonian will thermalize towards
their corresponding generalized Gibbs ensemble.[33] There-
fore, whether and how a system thermalizes is directly related
to the structure of its integrals of motion.
The existence of IOMs has a deep consequence for the
structure of many-body eigenstates. Written in the basis of
IOMs, all many-body eigenstates are just product states de-
fined by the occupation of each IOM. Given the basis trans-
formation U from the physical basis to the basis of IOMs,
eigenstates can be written as U |ψSD〉 where |ψSD〉 is a Slater
determinant of the form c†β1 · · · c
†
βN
|0〉.
Though an accurate computation of all IOMs is in prac-
tice very tedious, we propose here that one can focus on a
specific reference (product) state. By only considering those
displacement transformations that affect that reference state,
we increase the efficiency and thus accuracy of the numeri-
cal implementation. In this work we show that this indeed
works, and we find accurate results for ground states and ex-
cited states for systems up to L = 30 sites. In the lowest
possible order, the method can work up to much larger sizes.
White [34] introduced a similar method to ours to diago-
nalize the Hamiltonian through what he calls canonical trans-
formations (we will see that our displacement transformation
are canonical), sharing many ingredients with our approach,
although no explicit mention of the IOM and their general ap-
plicability was made. Both methods deal directly with the
Hamiltonian, instead of the wavefunctions, unlike most other
numerical approaches. They manipulate the second quantized
Hamiltonian, which is a sum of abstract operator terms with
the corresponding numerical coefficient. This presents several
advantages. For example, one can efficiently separate the low-
energy and high-energy orbitals from the strongly correlated
intermediate ones. Then, fixing the occupancy of low-energy
levels to 1 and of high-energy levels to 0, one can remove
them from the problem. A second advantage is that basically
the same approach is used for the ground state and for excited
states.
The so called flow equation method[35, 36] and similarity
renormalization[37] are continuous versions of unitary trans-
formations, in which a set of differential equations is solved
to implement the displacement transformations.[16, 38–42]
Continuous transformations have the advantage of commut-
ing one with each other, while discrete implementations take
into account the term to be transformed at all orders in a single
step.
The remainder of the paper is set up as follows. In Sec. II
and III we briefly review the concept of IOMs and our method
of displacement transformations. The increase in efficiency
gained by focusing on a specific reference state is explained
in Sec. IV. We proceed with comments on the practical
implementation (Sec. V) and some numerical results for a
one-dimensional interacting disordered system in Sec. VI. In
Sec. VII we discuss possible applications and related work.
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2II. GENERAL QUANTUM HAMILTONIAN
We consider a general fermionic quantum Hermitian
Hamiltonian, which can always be written in the form
H =
∑
X
VX(X
† +X) (1)
with the terms X of the form
X = nα1 · · ·nαkc†β1cγ1c
†
β2
· · · cγl (2)
where c†i (ci) is the fermionic creation (annihilation) opera-
tor of state i and ni = c
†
i ci is the number operator, and all
α, β, γ are different. We will assume particle conservation and
so the number of creation and annihilation operators will be
the same in each term of the Hamiltonian. Terms containing
creation and annihilation operators are called non-diagonal,
while terms composed of density operators only are called di-
agonal or classical.
In principle, our goal is to find a unitarity transformation U
that transforms the Hamiltonian H into a classical Hamilto-
nian H˜ = U†HU , i.e., one that only contains density oper-
ators. This ”diagonalized” Hamiltonian can be written in the
form
H˜ =
∑
i
ατα+
∑
α,β
α,βτατβ+
∑
α,β,γ
α,β,γτατβτγ+· · · (3)
where τα = U†nαU = c˜†αc˜α are the transformed number
operators and correspond to the integrals of motion (IOMs).
Now c˜†α and c˜α are the transformed creation and annihilation
operators. Any many-body eigenstate can be constructed by
application of the transformed creation operators on the vac-
uum state |0〉,
|Φ〉 = c˜†β1 · · · c˜
†
βN
|0〉 = U†c†β1 · · · c
†
βN
|0〉. (4)
In the basis of IOMs, therefore, all many-body eigenstates
are ‘product states’ in the transformed creation operators.
This also implies that any Slater determinant of the original
fermions becomes a many-body eigenstate under the unitary
transformation U .
III. DISPLACEMENT TRANSFORMATIONS
Two of us showed earlier[26] that the Hamiltonian given
by Eq. (1) can be diagonalized by a unitary transformation
consisting of a product of displacement transformations. A
displacement transformation is defined as
DX(λ) = exp{λ(X† −X)}, (5)
where X is any given quantum term. It is trivial to show that
DX(λ) is equal to
DX(λ) = 1+sin(λ)(X†−X)+(cos(λ)−1)(X†X+XX†).
(6)
The fact that the displacement transformation can be summed
in a compact way has important practical consequences, as we
will see.
To start with, any operator transformed under DX(λ) can
be cast in a closed expression. Defining A ≡ X† − X and
focusing in the Hamiltonian H , we arrive at
DX(−λ)H(λ)DX(λ) = H + sinλ[H,A]
− (cosλ− 1)HA2 +A2H (7)
− sinλ(cosλ− 1)A2HA−AHA2
− sin2 λAHA+ (cosλ− 1)2A2HA2
This is in contrast with the typical infinite series expansion of
the transformed operator in terms of commutators of A and
the operator:
DX(−λ)H(λ)DX(λ) = H + λ[H,A] (8)
+
λ2
2!
[[H,A], A] +
λ3
3!
[[[H,A], A], A] + · · ·
Under a displacement transformation DX(λ), the prefac-
tor of the term X† + X in the new Hamiltonian is changed
and depends on the prefactors in the old Hamiltonian of the
term itself and of the density operators corresponding to the
creation and annihilation operators of X . Both contributions
can cancel each other if the strength of the transformation λ is
chosen as (see Appendix A)
tan(2λ) =
2VX
∆X
(9)
where VX is the coefficient of the operator X† + X in the
Hamiltonian and ∆X is the energy difference between the
two configurations involved in the transition X . That is, if X
is given by Eq. (2), then
∆X = β1 + · · ·+ βl − γ1 − · · · − γl (10)
+ α1,β1 + · · ·+ α1,βl − α1,γ1 − · · · − α1,γl + · · ·
where α1,β1 is the coefficient of the term nα1nβ1 in the
Hamiltonian.
After transforming the Hamiltonian under DX(λ), with λ
given by Eq. (9), the operator X only remains in the classical
combination
VX tan(λ)(X
†X −XX†) (11)
It is interesting to note that the condition of canceling
out the quantum term is equivalent to extremizing (maximiz-
ing/minimizing) the coefficient of the classical term, since the
derivative with respect to λ of its contributions is equal zero
when Eq. (9) is satisfied (see Appendix A). This is just a con-
sequence of the conservation of the trace of H2 under the dis-
placement transformations.
One can calculate any observable by constructing the cor-
responding operator and transforming it with the same dis-
placement transformations that diagonalize the Hamiltonian.
As the many-body states take a simple form in this new basis,
Eq. (4), it is easy to compute the expectation value and the
variance of the operator.
3One can in principle diagonalize the interacting Hamilto-
nian by the application of successive displacement transfor-
mations, starting with those involving operators of the form
c†jci and continuing with higher (larger number of terms) or-
der operators. In practice this method generates and expo-
nentially large number of terms, as was shown in our earlier
work[26, 27]. As we will show in the following sections, it
is more efficient to concentrate on certain expectation values
with respect to a given state. This allows us to study with more
accuracy certain parts of the spectrum.
We pause here to note that our displacement transforma-
tions are canonical transformations, as defined in (6). A trans-
formation is canonical if when applied to the creation c†i and
annihilation cj operators preserves their anticommutation re-
lations. Our displacement transformations DX are indeed
canonical transformations since
{DXc†iD−X ,DXcjD−X} = {c†i , cj} = δi,j . (12)
In fact our displacement transformations are the main type of
canonical transformation considered in Ref. 34.
IV. REFERENCE STATES
A. Energy minimization
Since the diagonalization of the full Hamiltonian is a huge
task, it is more efficient to focus on a given state |Φ0〉 and
perform only those transformations that affect the expectation
value or the variance of the Hamiltonian with respect to this
state. This is the core novel development of this work.
Let us begin by choosing transitions X and their corre-
sponding λ so that the displacement transformation defined
by them minimizes (or maximizes) the expectation value of
the energy
d〈Φ0|D†X(λ)HDX(λ)|Φ0〉
dλ
≡ d〈H(λ)〉
dλ
= 0 (13)
where our state |Φ0〉 is of the form |Φ0〉 = c†β1 · · · c
†
βN
|0〉,
where |0〉 is the vacuum and the set of indices βi is fixed and
define our state. The creation and annihilation operators are
self-consistently redefined at each step (at each displacement
transformation). Strictly speaking we minimize the energy
if we are considering the ground state, while we find a local
extremum of the energy if we are dealing with an excited state.
If we are interested in the ground state, |Φ0〉 is our running
estimate of it and the indices βi, instead of being fixed, have
to be chosen to minimize the expectation value of the energy.
Taking expectation values with respect to state |Φ0〉 in (8)
we arrive at
〈H(λ)〉 = 〈H〉+ sinλ〈[H,A]〉
− (cosλ− 1)〈HA2 +A2H〉 (14)
− sinλ(cosλ− 1)〈A2HA−AHA2〉
− sin2 λ〈AHA〉+ (cosλ− 1)2〈A2HA2〉
In order to have A|Φ0〉 6= 0, all density operators in X must
correspond to occupied states in |Φ0〉, while creation opera-
tors must have the opposite occupancy than annihilation op-
erators in |Φ0〉. Displacement transformations of operators X
not satisfying these two conditions do not have to be consid-
ered as long as the state |Φ0〉 is involved. This is at the heart
of the increase in efficiency of our implementation.
For the transformations affecting the expectation value of
H , we have 〈A2〉 = −1 and substituting in (15) we get
〈H(λ)〉 = 〈H〉+ sinλ cosλ〈[H,A]〉
− sin2 λ (〈AHA〉+ 〈H〉) (15)
We have the freedom to choose without loss of generality
the operator X (as opposed to X†) such that X|Φ0〉 6= 0, and
we will denote the resulting state as |ΦX〉 ≡ X|Φ0〉. Then
−〈AHA〉 − 〈H〉 = 〈ΦX |H|ΦX〉 − 〈Φ0|H|Φ0〉 ≡ ∆EX
(16)
This quantity is the energy difference between the states |ΦX〉
and |Φ0〉 and so only depends on the classical terms ofH . Let
us define the expectation values of the Hamiltonian multiplied
by different operators Y and Z as
VY,Z ≡ 〈Φ0|Y †HZ|Φ0〉 (17)
From now on we will consider a real Hamiltonian, and so
〈Φ0|[H,A]|Φ0〉 = −2VX,1 (18)
where 1 denotes that the unity operator is acting on |Φ0〉. We
note that all terms of the Hamiltonian with the same quantum
part asX and with density operators of states occupied in |Φ0〉
will contribute to VX,1. With the previous definitions, 〈H(λ)〉
becomes
〈H(λ)〉 = 〈H〉 − sin(2λ)VX,1 + sin2 λ∆EX (19)
And the value of λ minimizing (or maximizing) 〈H(λ)〉 is
tan 2λX =
2VX,1
∆EX
. (20)
This equation has two solutions for λX differing by pi/2.
They correspond to the two possible ways to associate the
bonding and antibonding states with the original states. In
order to maximize the overlap with the initial state, it is con-
venient to choose the solution satisfying |λ| < pi/4.
One can transform H reiteratively with different displace-
ment transformations up to a given order until all coefficients
VX,1 are smaller than a given cutoff.
Considering only second order displacement transforma-
tions, our method is equivalent to the standard Hartree-Fock
approximation. Two important advantages of our method is
that it can naturally be extended by considering higher order
transformations and that it can be applied efficiently to excited
states, as we will see.
4B. Energy variance minimization
The previous scheme of getting extreme values for the en-
ergy works fairly well for ground state calculations and in
some cases for excited states, but not in general. Considering
the MBL problem, for example, energy minimization (maxi-
mization) is efficient in the localized regime, but not so in the
extended regime, where it does not converge for some states,
that end up oscillating in a cyclic way between different con-
figurations. The action of a given transformation is undone
by the action of two other transformations maximally over-
lapped with the first one. The problem arises because we are
not minimizing any function. The energy is an extreme for
all eigenvalues, but not necessarily a minimum, except for the
ground state. We can get around this problem by minimizing
the variance of the energy
σ2 ≡ 〈Φ0|H2|Φ0〉 − 〈Φ0|H|Φ0〉2 (21)
This procedure is practical if we are able to calculate the
value of λ that minimizes σ2 without having to obtain the
operator H2 explicitly. Under a displacement transformation
〈H2(λ)〉 is given, in analogy with Eq. (19), by
〈H2(λ)〉 = 〈H2〉 − sin(2λ)〈ΦX |H2|Φ0〉
+ sin2 λ
(〈ΦX |H2|ΦX〉 − 〈Φ0|H2|Φ0〉) (22)
Inserting the identity operator
∑
n |Φn〉〈Φn|, where |Φn〉 are
a basis of the many-body space, which can be obtained by
applying all possible combinations of N/2 creation operators,
we can rewrite 〈ΦX |H2|Φ0〉 as
〈ΦX |H2|Φ0〉 =
∑
n
〈ΦX |H|Φn〉〈Φn|H|Φ0〉 (23)
= VX,1 (EX + E0) +
∑
Zn 6=1,X
VX,ZnVZn,1
where Zn is the operator that takes the system from |Φ0〉 to
|Φn〉 = Zn|Φ0〉 and we can assume that it does not contain
density operators. With a similar procedure, we get
〈ΦX |H2|ΦX〉 − 〈Φ0|H2|Φ0〉 = (24)
E2X − E20 +
∑
Zn 6=1,X
(
V 2X,Zn − V 2Zn,1
)
Substituting Eqns. (22-24) in (21) we arrive at
σ(λ)2 = σ(0)2 − sin(2λ)
∑
Zn 6=1,X
VX,ZnVZn,1
+ sin2(λ)
∑
Zn 6=1,X
(
V 2Zn,1 − V 2X,Zn
)
(25)
− sin(4λ)∆EX
2
VX,1 + sin
2(2λ)
(
∆E2X
4
− V 2X,1
)
This expression can be minimized with respect to λ numeri-
cally. We note that the terms in the third line of Eq. (25) con-
tain the same parameters that appear in the expression for the
energy, Eq. (19), and produce the same contribution to σ(λ)2
at both energy minima (differing in λX by pi/2). The terms in
the first and second line of Eq. (25) have half the period than
the other terms and, in general, unbalance the contribution to
σ(λ)2 in the two energy minima. This implies that when min-
imizing the variance we cannot restrict λ to values satisfying
the condition |λ| < pi/4.
When obtaining excited states, we can get extremes of the
energy, but with the constraint that the energy variance never
increases. In this way the procedure is stable. Once there are
no displacement transformations that minimize/maximize the
energy up to a given cutoff, we can minimize the energy vari-
ance, which results in a further diagonalization of the Hamil-
tonian not affecting directly the reference state.
C. Perturbation treatment of the remaining Hamiltonian
In practice it is necessary to establish a cut-off for the
strength of the transformations λ (or for the coefficients of
the off-diagonal terms of the Hamiltonian) to be performed.
We then apply perturbation theory to the remaining small off-
diagonal Hamiltonian and to any other operator we may want
to calculate. However, the level spacing of many-body states
is so small that direct perturbation theory becomes impractical
due to the uncertainty in the energy denominators. A conve-
nient alternative is to ‘project’ the Hamiltonian onto a sub-
space close to the reference state |Φ0〉 by constructing the ma-
trix formed by the elements VY,Z where Y and Z are (purely
quantum) operators of a given order. This matrix is then diag-
onalized.
If we are calculating the expectation value of some
other operator O, we construct the corresponding matrix
〈Φ0|Y †OZ|Φ0〉 and rotate it with the unitary transformation
U1 that diagonalizes the projected Hamiltonian matrix. The
element 〈Φ0|U†1OU1|Φ0〉 is then our estimate of the expecta-
tion value of O.
This final matrix diagonalization of the ‘projected’ Hamil-
tonian is similar to the so-called configuration interaction ap-
proach, usually based on a Hartree-Fock basis. The advan-
tage of our procedure is that we can go naturally beyond the
Hartree-Fock method by performing displacement transfor-
mations of higher order. Furthermore, using the displacement
transformation we have constructed a nearly diagonal Hamil-
tonian, even before the final diagonalization procedure. Note
that since Hartree-Fock methods construct so-called gaussian
states, our method allows for the construction of non-gaussian
states.[43]
as our method controls the IOM’s explicitly, it is possible
to carefully select which states are included in the final diago-
nalization, depending on the quantities to be calculated or the
nature of the problem. For example, one could selesct states
closest in energy to the reference state, instead of selecting in
terms of the number of excitations. Or alternatively, one could
try to keep states that are more likely to affect the operator to
be calculated.
5D. Finite density
To overcome as much as possible the problem of the large
amount of high order terms generated by the displacement
transformations, it is highly convenient to consider a finite
density of particles and neglect terms according to the number
of excitations, instead of the number of particles. We consider
as the ”vacuum” our reference state |Φ0〉, which as we have
seen can be either the ground state or any excited state. Cre-
ation and annihilation operators for occupied states in |Φ0〉
are transformed into annihilation and creation operators, re-
spectively, of the corresponding hole excitations. Operators
for unoccupied states are kept the same. We keep terms con-
taining up to a given number of these new operators.
V. PRACTICAL IMPLEMENTATION
In order to test the viability of our method, we have ap-
plied it to the important problem of many-body localization.
Consider the following interacting Hamiltonian for spinless
fermions on a one-dimensional chain of length L,
H =
∑
i
ini +
∑
〈i,j〉
tc†jci +
1
2
∑
〈i,j〉
Unjni (26)
where c†i is the creation operator on site i and ni = c
†
i ci is the
number operator. We consider a nearest neighbor interaction
with U = 1, which sets our unit of energy, a transfer energy
t = 1/2 (to use the same values as for spins models) and a
disordered site energy i ∈ [−W,W ]. We assume the total
number of particles is equal to half the number of sites.
In our code, each term of the Hamiltonian is represented
by a real coefficient corresponding to its strength and by a
long integer with every two bits indicating every site operator
(creation, annihilation, density or no operator). Operator mul-
tiplication is a very slow process to implement numerically.
To overcome this shortcoming and taking into account that a
displacement transformation DX only modifies the operators
for the sites involved in X , we construct a table with the out-
come of the transformation for any possible combination of
operators in the sites involved in X . Given a general product
of site operators, we extract the ones at these positions, look
for the outcome in the table and insert the new operators in the
original product.
For this model, the ground state is always localized, while
we expect to have a delocalization transition at infinite temper-
ature (i.e., for states chosen at random) for a critical disorder
around W = 3.5 in our units.
To evaluate the degree of localization of the eigenstates of
the Hamiltonian, we calculate the variance of the density op-
erator at site L/2, nL/2. We apply to this operator the same
transformations as to the Hamiltonian. It is always expressed
in our current basis. When the procedure is finished, it is easy
to evaluate the variance of this operator with respect to our
reference state |Φ0〉,
σ2L/2 = 〈Φ0|n2L/2|Φ0〉 − 〈Φ0|nL/2|Φ0〉2, (27)
since the operator is already in our final basis, where |Φ0〉 is a
single product of creation operators acting on the vacuum.
We have performed transformations up to fourth order and
we have kept terms in the Hamiltonian containing up to two
particle and two hole excitations with respect to the reference
state.
A. Ground state
To obtain a state as close as possible to the ground state
we choose the following strategy. We first get rid of quantum
terms of second order by performing all possible displacement
transformation of this order (this is equivalent to be in the one-
electron basis). Then we choose the set of creation operators
{βi} such that the state |Φ0〉 = c†β1 · · · c
†
βN
|0〉 minimizes the
energy of the present Hamiltonian. |Φ0〉 is our reference state
and we calculate VX,1 and ∆EX for all possible X , up to
a given order, and choose the one that reduces most the en-
ergy of this state. After performing the corresponding dis-
placement transformation, we check whether a different set of
creation operators reduces further the energy of the new ro-
tated Hamiltonian. This step is cyclically repeated until no
displacement transformation can reduce the energy any fur-
ther. A third stage looks for transformations that reduce the
energy variance, keeping in this case fixed the set of creation
operators defining our state. We finally ‘project’ the Hamilto-
nian over configurations differing from the reference state by
one or two electron-hole excitations and diagonalize it.
B. Excited states
The basis of IOMs provides an unambiguous way to spec-
ify a many-body eigenstate, since each can be labeled by a
specific choice of the IOMs. A great advantage of our method
is that, as we will see, we can get a large proportion of the ex-
cited states of the system, many more than with other available
techniques. To construct an excited state, we select a given set
of IOMs (i.e., a set of creation operators {βi}) and keep per-
forming displacement transformations that minimize (or max-
imize) the expectation value of the energy with respect to this
state. Unlike for ground state calculations, the set of creation
operators defining our reference state is kept fixed. By vary-
ing systematically the set of IOMs chosen, we can get all the
excited states of the system for small enough sizes. For large
sizes we choose a random set of IOM to construct a state.
There are many possible minimization strategies and which
is the most suitable may depend on the quantity to be studied.
Here we have concentrated in trying to obtain as many dif-
ferent excited states as possible, i.e., to avoid that states end
up collapsing in the same final state. We found that a good
strategy to this end is to perform first the transformations that
most increase (or reduce) the energy, with the constraint that
|λ| < pi/4 and provided that they do not increase the variance
of the energy σ2. Once there are no transitions changing the
energy, we reduce the energy variance as much as possible.
Reducing the variance from the beginning tends to effectively
6interchange the IOM indices and may change the reference
state, resulting in a bias in our choice of excited states.
VI. NUMERICAL RESULTS
A. Ground state
Let us first focus on the error of our estimate of the ground
state energy as compared with results from exact diagonaliza-
tion. In Fig. 1 we present the geometrical mean of the ab-
solute error in the ground state energy per site as a function
of disorder for several system sizes and two implementations
of the method. Empty symbols and dashed lines correspond
to results for 2nd order calculations, while solid symbols and
continuous curves to results for transformations up to fourth
order. In both cases the residual Hamiltonian was projected
over configurations differing from the ground state by one or
two electron-hole excitations and then diagonalized. System
sizes are 12, 14 and 16. In all cases, the cutoff strength for λ
was 10−3.
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FIG. 1. Absolute error of the ground state energy per site as a
function of disorder for second order (empty symbols and dashed
lines) and for fourth order calculations (solid symbols and continu-
ous lines), for the system sizes indicated in the legend of the figure.
We see in Fig. 1 that the errors are very small for the (small)
system sizes that we can diagonalize exactly. The error in-
creases with system sizes, but does so relatively slowly. Re-
sults for second and forth order are almost comparable, proba-
bly due to the final diagonalization performed, which for these
system sizes can deal with all one and two particle excitations.
Next, we studied the variance of the occupation of the site
at position L/2 in order to test the accuracy of our method for
other quantities, beside the energy, and to prove the applica-
bility of the method to relatively large system sizes. The value
of the variance should be 0 in the strongly localized limit and
1/4 in the completely extended case, since we are considering
1/2 occupation. In Fig. 2 we plot this variance as a function
of disorder for several system sizes ranging from 12 to 30. Up
to size 16, exact results are also plotted (thick lines). Results
for ground state calculations, in which we focus for the mo-
ment, correspond to the lower set of curves. Our calculation
has been done up to 4th order with diagonalization of the final
Hamiltonian projected over one and two particle excitations.
For large system sizes we only include the first 8000 config-
urations ordered according to the ratio |VX/∆EX |, and this
is the most important limiting factor at the moment. As ex-
pected for the ground state, there is no sign of the many-body
delocalization transition around W ≈ 3.5.
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FIG. 2. Variance in the occupation of a site at position L/2 as a
function of disorder for our method (symbols and dashed lines) and
for exact diagonalization (thick lines). The lower set of curves cor-
respond to ground state calculations and includes transformations up
to fourth order, while the upper set to excited states calculations in-
cluding transformations up to second order only. The system sizes
are L = 12 (black), 16 (blue), 20 (purple) and 30 (turquoise).
The results from exact diagonalization indicate that for the
ground state the variance of the number occupation is basi-
cally independent of system size. This allows us to estimate
the error in this quantity for system sizes that cannot be solved
exactly. One can appreciate that our results for small system
sizes are in excellent agreement with exact results, and for
large system sizes we have a small deviation towards lower
values of the variance. For ground state calculations, our pro-
cedure can deal with system sizes much larger than exact di-
agonalization procedures and the quality of the results is quite
acceptable.
The CPU time per sample for the present implementation of
the algorithm up to fourth order transformations grows as L10,
implying a present practical limit at approximately L = 30.
B. Excited states
A crucial quantity when studying excited states is the ratio
between the number of states generated and the total number
of states, which we will call success ratio. We try to generate
all states by systematically varying the occupation number of
the different IOMs keeping the number of particles equal to
half the number of sites. Nevertheless, one can expect that
sometimes the algorithm starting from different states ends
up in the same final state, since the evolving dynamic is not
7exact and some states may be more stable than others under
this algorithm. We want to estimate the success ratio of our
procedure. Once the level spacing is of the order of the energy
uncertainty, it is difficult to calculate this quantity. We have
designed a method to estimate the success ratio through the
level statistics, as we explain in what follows.
We have studied the level spacing distribution for system
sizes 10, 12 and 14, for which we can get all states by exact
diagonalization and at the same time we can generate states
corresponding to all possible combinations of IOM. We have
calculated the level spacing distribution, normalized to the av-
erage spacing of the 20 nearest neighbors, for exact diago-
nalization results and for our method up to second and up to
fourth order. The results are presented in Fig. 3. Panels a
and b correspond to disorders W = 5 and 2, respectively.
The red curves correspond to exact results, while the blue
curve correspond to our results up to second order with a cut-
off λmin = 10−4 and with diagonalization of the projected
Hamiltonian. The black curves in Fig. 3 are a fit of our results
to the Poisson distribution. The exact results show Poisson
statistics for W = 5 and tend to Wigner-Dyson for W = 2,
in agreement with previous works [4] and with the existence
of an extended to localized transition for a critical disorder be-
tween 2 and 5. Our results show Poisson statistics for all disor-
ders considered, as expected since we are cutting the number
of density operators kept in the Hamiltonian and all terms are
needed in order to reproduce the correct level repulsion. We
observe a peak in our results at very small spacings which we
interpret as due to different states collapsing in the same one.
The area of this peak is a measure of the success rate. We take
the success rate as one minus the area between our curve and
the Poisson distribution. In Fig. 3 c we plot the success ratio
as a function of disorder for our results up to second order for
system sizes L = 10 (red), 12 (black) and 14 (blue). Fourth
order results are indistinguishable from second order results
as long as the level spacing is concerned.
The succes ratio in Fig. 3 c is rather large, specially in the
localized regime, where we only miss less than 4 % of the
states. It is weakly size dependent. To our knowledge, it is
the larger success rate achieved in this type of calculations.
Obtaining highly excited states of interacting systems is a very
hard task and missing states often results in a biased selection
of other states [44].
Even for moderate size systems, it is not possible to as-
certain the precision of a numerical method for excited states
from the energy eigenvalues, since there the average spacing
is smaller than the error in the energy. So, we estimate this
precision from the temperature dependence of the variance
of the number operator σ2L/2, whose quality depends on both
the precision in the energy eigenvalues and in the expectation
value of the operator. In Fig. 4 we show σ2L/2 as a function
of temperature for four values of the disorder and a system
size L = 12. The continuous line corresponds to exact cal-
culations and the dashed line to our procedure up to second
order.
We note that our procedure is excellent for all T in the local-
ized regime, blue and green curves, while for lower values of
the disorder is good at low T , but get worse at hight values of
the temperature, where a delocalization transition is expected.
It is also interesting to know how our procedure behaves
for excited states in relatively large systems. To this aim, we
have computed σ2L/2 at infinite temperature, i.e., chosen ex-
cited states at random. In Fig. 2 we plot σ2L/2 at infinite T ,
upper set of curves, as a function of disorder for system sizes
between L = 12 and 30. The continuous curves are for re-
sults from exact diagonalization, for sizes L = 12 and 16,
while symbols, joint by dashed curves, correspond to our re-
sults up to second order. The exact results are almost indepen-
dent of system size for large disorder, but they increases with
size for small disorders, reflecting the many-body delocaliza-
tion transition around Wc ≈ 3.5. Our results agree with exact
results fairly well in the localized regime, but not so in the ex-
tended region where σ2L/2 does not increase with system size
as it should. We think that this is due to the fact that excited
states with very far apart resonances are difficult to select by
our method (and probably by most methods) and there is a
bias against these more extended states. If we consider tran-
sitions up to fourth order and include more excitations in our
finite density approach, we should be able to reach this type of
states. It is, in fact surprising that the simplest possible imple-
mentation of our procedure, that is, including transitions up
to second order only, produces relatively good results in the
localized regime.
VII. OUTLOOK
We have developed a new strategy to perform displacement
transformations, by focusing on a specific reference state.
Only transformations affecting expectation values for the ref-
erence state are included, leading to a higher efficiency. A
final diagonalization of the subspace of states up to a fixed
number of electron-hole excitations leads to high accuracy re-
sults.
In practice, the displacement transformation are chosen
such that they minimize or maximize the energy expectation
value with respect to a reference state. This applies equally
well to ground states as to excited states. In the latter case,
we also minimize the energy variance with respect to the ref-
erence state.
Renormalization group ideas along the lines developed for
matrix product states in the so-called density matrix renormal-
ization group can be naturally incorporated into our scheme
[34, 45]. One can start diagonalizing with displacement trans-
formations a Hamiltonian for a small system of size L and, at
the same time, keep track of how the operators
tc†LcL+1 + UnLnL+1 + h.c. (28)
are transformed. These operators are included to increase the
system size L with an extra site to L + 1. Once the original
system is in diagonal form, we add a new site at L + 1, that
is, we add to the Hamiltonian the transformed operators of Eq.
(28) plus the site energy L+1nL+1. The procedure is repeated
iteratively.
One can consider a large system right from the beginning,
but perform only displacement transformations involving the
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FIG. 4. Number variance σ2L/2 as a function of temperature for our
procedure up to second order (dashed curves) and for exact diagonal-
ization (continuous curves). The range of disorder isW = 2 (black),
3 (red), 4 (green), and 5 (blue), and the system size is L = 12.
first site. Once this site enters solely in diagonal terms, one
can fix its occupation so that further transformations will not
affect it. The same procedure is now applied to site two, and
so on. Alternatively, one can start transforming the whole
Hamiltonian and ‘freeze’ sites of either high or low energy
along the diagonalization process. With ‘freezing’ we mean
substituting the corresponding number operator ni by either 1
or 0.
We also need to credit an earlier approaches to construct
many-body eigenstates beyond the gaussian approximation.
Nooijen[43] similarly developed a method to construct many-
body states using transformations involving fourth order op-
erators, though this method has not been implemented numer-
ically.
Unlike for matrix product states, our procedure can be di-
rectly extended to any number of dimensions or even to amor-
phous systems with random links. In particular, it should
be specially suited for molecular orbital calculations and for
nuclear structure determination [46]. The suitability of the
method to deal with excited states should be relevant in the
study of Rydberg atoms [47, 48] and in excited states in
molecules [49, 50].
Displacement transformations can also be used to obtain
even and odd normalized zero modes in random interacting
Majorana models [51].
Finally, we want to remark that our method is a natural ex-
tension of the Hartree-Fock approximation for the construc-
tion of non-gaussian states. As an extension of Hartree-Fock
theory specially adequate in the localized regime, this ap-
proach can be relevant in quantum chemical and nuclear mat-
ter calculations. We therefore expect that our method can lead
to a new quantitive results in many fields.
ACKNOWLEDGMENTS
M.O. and A.M.S. were supported by Fundacio´n Se´neca
grant 19907/GERM/15 and by Spanish MINECO Grant No.
FIS2015-67844-R. L.R. was supported by the SNSF through
an Ambizione Grant.
[1] P. W. Anderson, Phys. Rev. 109(5), 1492–1505 (1958).
[2] D. M. Basko, I. L. Aleiner, and B. L. Altshuler, , Annals of
Physics 321, 1126 (2006); Phys. Rev. B76, 052203 (2007).
[3] M. Zˇnidaricˇ, T. Prosen, and P. Prelovsˇek, Phys. Rev. B 77,
064426 (2008).
[4] A. Pal and D. A. Huse, Phys. Rev. B 82, 174411 (2010).
[5] J. H. Bardarson, F. Pollmann, and J. E. Moore , Phys. Rev. Lett.
109, 017202 (2012).
[6] A. De Luca and A. Scardicchio, Europhys. Lett. 101, 37003
(2013).
[7] D. A. Abanin, and Z. Papic, Ann. Phys. 529, 1700169 (2017).
[8] R. Nandkishore and D. A. Huse, Annu. Rev. Condens. Matter
Phys. 6, 15 (2015).
9[9] F. Alet and N. Laflorencie, Comptes Rendus Phys. 19, 498
(2018).
[10] A. Chandran, I. H. Kim, G. Vidal, and D. A. Abanin, Phys. Rev.
B 91, 085425 (2015).
[11] D. A. Huse, R. Nandkishore, and V. Oganesyan , Phys. Rev. B
90, 174202 (2014).
[12] M. Serbyn, Z. Papic, and D. A. Abanin, Phys. Rev. Lett. 111,
127201 (2013).
[13] V. Ros, M. Mu¨ller, and A. Scardicchio , Nucl. Phys. B 891, 420
(2015).
[14] J. Z. Imbrie, Journal of Statistical Physics 163, 998 (2016).
[15] Y. Z. You, X. L. Qi, and C. Xu, Phys. Rev. B 93, 104205 (2016).
[16] D. Pekker, B. K. Clark, V. Oganesyan, and G. Refael, Phys.
Rev. Lett. 119, 075701 (2017).
[17] S. D. Geraedts, R. N. Bhatt, and R. Nandkishore, Phys. Rev. B
95, 064204 (2017).
[18] T. E. O’Brien, D. A. Abanin, G. Vidal, and Z. Papic, Phys. Rev.
B 94, 144208 (2016).
[19] E. Ilievski, M. Medenjak, T. Prosen, and L. Zadnik, J. Stat.
Mech. 064008 (2016).
[20] M. Friesdorf, A. H. Werner, M. Goihl, J. Eisert, and W. Brown,
New J. Phys. 17, 113054 (2015).
[21] R. Q. He and Z. Y. Lu, Chin. Phys. Lett. 35, 027101 (2018).
[22] J. Z. Imbrie, V. Ros, and A. Scardicchio, Ann. Phys. 529,
1600278 (2017).
[23] P. Peng, Z. Li, H. Yan, K. X. Wei, and P. Cappellaro,
arXiv:1901.00034 (2019).
[24] V. K. Varma, A. Raj, S. Gopalakrishnan, V. Oganesyan, and
D. Pekker, arXiv:1901.02902 (2019).
[25] M. Mierzejewski, M. Kozarzewski, and P. Prelovsek, Phys. Rev.
B 97, 064204 (2018).
[26] L. Rademaker and M. Ortun˜o, Phys. Rev. Lett. 116(1), 010404–
5 (2016).
[27] L. Rademaker, M. Ortun˜o, and A. M. Somoza, Ann. Phys. 529,
1600322 (2017).
[28] J. M. Deutsch, Phys. Rev. A 43, 2046 (1991).
[29] M. Srednicki, J. Phys. A: Math. Gen. 29, L75 (1996).
[30] M. Srednicki, Phys. Rev. E 50, 888 (1994).
[31] M. Rigol, V. Dunjko, and M. Olshanii, Nature 452, 854 (2008).
[32] M. Rigol, A. Muramatsu, and M. Olshanii , Phys. Rev. A 74,
053616 (2006).
[33] B. Doyon, Commun. Math. Phys. 351, 155 (2017).
[34] S. White, J. Chem. Phys. 117, 7472 (2002).
[35] F. J. Wegner, Ann. Phys. (Leipzig) 3, 77 (1994).
[36] F. J. Wegner, Physics Reports 348, 77 (2001).
[37] D. Glazek and K. G. Wilson, Phys. Rev. D 49, 4214 (1994).
[38] C. Monthus, J. Phys. A 49, 305002 (2016).
[39] S. Savitz and G. Refael, Phys. Rev. B 96, 115129 (2017).
[40] C. Monthus, J. Phys. A: Math. Theor. 51, 115304 (2018).
[41] F. Igloi and C. Monthus, Eur. Phys. J. B 91, 290 (2018).
[42] S. J. Thomson and M. Schiro, Phys. Rev. B 97, 060201 (2018).
[43] M. Nooijen, Phys. Rev. Lett. 104, 2638 (2000).
[44] T. Devakul, et al., Phil. Trans. Royal Soc. London A, 375, 2108
(2017).
[45] T. Thiery, et al., Phys. Rev. Lett. 121, 140601 (2018).
[46] P. G. Szalay, et al., Chem. Rev. 112, 108 (2012).
[47] T. F. Gallagher, Rydberg atoms, Cambridge Univ. Press, Cam-
bridge (1994).
[48] A. Gae¨tan, et al., Nature Phys. 5, 115 (2009).
[49] A. Dreuw and M. Head-Gordon, et al., Chem. Rev. 105, 4009
(2005).
[50] V. Bendkowsky, et al., Nature 458, 1005 (2009).
[51] C. Monthus, J. Phys. A: Math. Theor. 51, 265303 (2018).
Appendix A: Action of the displacement transformations
A general displacement transformation is defined through
Eq. (5). A density operator of an state appearing in any cre-
ation or annhilation operator in X transforms as
n˜δ = D†X(λ)nδDX(λ) (A1)
= nδ ± 1
2
sin(2λ)(X† +X)∓ sin2(λ)(X†X −XX†)
the upper (lower) sign applies when δ corresponds to a cre-
ation (anhilation) operator in X . The operator X itself trans-
forms as˜X† +X = cos(2λ)(X†+X)−sin(2λ)(X†X−XX†) (A2)
We can choose λ in order to cancel all the terms X† + X
appearing in the transformed Hamiltonian. The sum of the
coefficients of all the classical terms with number operators
in the quantum part of X is equal to the energy difference
∆X , Eq. (11) between the two configurations involved in the
transition X . As VX is the coefficient of the term X† +X in
the Hamiltonian, condition Eq. (9) give us the strength of the
displacement transformation that cancel all these terms.
It is straight forward to deduce from Eqs. (A1) and (A2)
that the condition for canceling the quantum term X† + X
is equivalent to maximizing/minimizing the classical term
X†X −XX†.
One can in principle diagonalize the interacting Hamilto-
nian by the application of successive displacement transfor-
mations, starting with those involving operators of the form
c†jci and continuing with higher (larger number of terms) or-
der operators. The transformation of quantum terms different
fromX†+X generates other new terms, but they are always of
higher order than the original term. To transform away terms
of a given order, it is usually convenient to perform the dis-
placement transformations that most reduce the energy first,
although other schemes are also possible, for example, in the
order of decreasing strength VX . Although some times are
generated terms with larger strengths, the general trend is a
systematic decrease of the maximum remaining strength.
