We use the f − divergence also called relative entropy as a measure of diversity between probability densities and review the basic properties of the estimator D 2 (. .). In the sequence we define a few objects which capture relevant information from the sample of a Markov Chain to be used in the definition of a couple of estimators i.e. the Local Dependency Level and Global Dependency Level for a Makov chain sample. After exploring their properties we propose a new estimator for the Markov chain order. Finally we show a few tables containing numerical simulation results, comparing the performance of the new estimator with the well known and already established AIC and BIC estimators.
Introduction
A Markov Chain is a discrete stochastic process X = {X n } n≥0 with state space E, cardinality |E| < ∞ for which there is a k ≥ 1 such that for n ≥ k, (x 1 , ...., x n ) ∈ E n P (X 1 = x 1 , .., X n = x n ) = P (X 1 = x 1 , .., X k = x k )Π n i=k+1 Q(x i |x i−k , ..., x i−1 ) for suitable transition probabilities Q(.|.). The class of processes that holds the above condition for a given k ≥ 1 will be denoted by M k , and M 0 will denote the class of i.i.d. processes. The order of a process in ∪ ∞ i=0 M i is the smallest integer κ such that X = {X n } n≥0 ∈ M κ .
Along the last few decades there has been a great number of research on the estimation of the order of a Markov Chains, starting with M.S. Bartlett [6] , P.G. Hoel [16] , I.J. Good [15] , T.W. Anderson & L.A. Goodman [4] , P. Billingsley [7] , [8] among others, and more recently, H. Akaike [1] , H. Tong [21] , G. Schwarz [20] , R.W. Katz [17] , I. Csiszar and P. Shields [12] , L.C. Zhao et all [22] had contributed with new Markov chain order estimators. Since 1973, Akaike entropic information criterion, known as AIC, has had a fundamental impact in statistical model evaluation problems. The AIC has been applied by Tong, for example, to the problem of estimating the order of autoregressive processes, autoregressive integrated moving average processes, and Markov chains. The Akaike estimator was derived as an asymptotic approximate estimate of the Kullback-Leibler information discrepancy and provides a useful tool for evaluating models estimated by the maximum likelihood method. Later on, Katz derived the asymptotic distribution of the Akaike-Tong estimator and showed its inconsistency, proving that there is a positive probability of overestimating the true order no matter how large the sample size. Nevertheless, AIC is the most used and succesfull Markov chain order estimator used at the present time, mainly because it is more efficient than BIC for small sample. The main consistent estimator alternative, the BIC estimator, does not perform too well for relatively small samples, as it was pointed out by Katz [17] and Csiszar & Shields [12] . It is natural to admit that the expansion of the Markov Chain complexity (size of the state space and order) has significant influence on the sample size required for the identification of the unknown order, even though, most of the time it is difficult to obtain sufficiently large samples. In this notes we´ll use a different entropic object called f − divergence, and study its behaviour when applied to samples from random variables with multinomial empirical distributions
derived from a Markov Chain sample. Finally, we shall propose a new strongly consistent Markov Chain order estimator more efficacious than the already established AIC and BIC, which it shall be exhibited through the outcomes of several numerical simulations. In the first section we succinctly review the concept of f − divergence and its properties. In the second section, the χ 2 -divergence estimator is defined reviewing some results concerning its convergence, as well as we briefly elaborate about the Law of Iterated Logarithm (LIL) for our particular situation. In the third section the Makov chain sample is brought to attention, some notation introduced and the estimators Local Dependency Level and Global Dependency Level, which are the groundsill of the consistent Markov chain order estimator, subsequently defined. Finally, in the last section we describe the procedures used and the results obtained in an exploratory numerical simulations.
2 Entropy and f-divergences
Definitions and Notations
An f − divergence is a function that measures the discrepancy between two probability distributions P and Q. The divergence is intuitively an average of the function f of the odds ratio given by P and Q. These divergences were introduced and studied independently by Csiszar, Csiszar&Shields and Ali&Silvey among others ( [11] , [13] , [3] ) and sometimes are known as Ali-Silvey distances.
Definition 2.1. Let P and Q be discrete probability densities with support S(P ) = S(Q) = E = {1, ...m}. For f (t) convex function defined for t > 0 and f (1) = 0, the f − divergence for the distributions P and Q is defined as
Here we take 0f (
For example:
which are called relative entropy and χ 2 − divergence, respectively. From now on the χ 2 − divergence shall be denote by D 2 (P Q). Observe that the triangular inequality is not satisfied in general, so that D 2 (P Q) defines no distance in the strict sense. The χ 2 -square divergence D 2 (P Q) test is the best-known of several statistical test procedures whose results are evaluated by reference to the chi-square distribution.
A basic theorem about f-divergences is the following approximation by the D 2 (P Q). 
Slightly shifting our attention to X, Y discretes random variables, let P X and P Y be their probability distributions with supports
...., Y n ) the corresponding random samples of size n with empirical distributions
Let us consider the χ 2 − divergence
D 2 (P Xn P Yn ) is used to measure the deviation between the sample empirical distributions P Xn and P Yn or, in the limit, the deviation D 2 (P X P Y ) of the random variables distributions P X and P Y .
χ 2 -divergence Estimator
Let X 1 , ..., X r be random variables with probability distributions {P X i } 1≤i≤r with support S(
i ) be a random sample of X i with size n i , respectively, where n = r i=1 n i . To test the distribution´s homogeneity of {P X i } i≤i≤r , based on the information contained in the samples X i , 1 ≤ i ≤ r we compare the empirical observed and expected frequencies by means of the χ 2 -divergency. To accomplish that we´ll define some auxiliary random variables: Definition 2.2. Let the observed empirical random variables defined as
the expected empirical random variables given by
and the respectives probability functions
Remark 2.2. The above empirical random variables are the generalization of a 2-dimensional contingency table portrayed as follows: .... e(. ,m) n where O n (i, .) are the observed frequencies of X i . Likewise the second table contains the expected frequencies E n (i, .) under the assumption that X i are identically distributed for all i ∈ E.
Let us recall now a classical result from Cramer.
Theorem 2.3. (Cramer [10] , Cochran [9] ) Suppose that the k probabilities p i (a 1 , a 2 , ....a s ) are known functions of s < k parameters a 1 , a 2 , ....a s . For all points of a non-degenerated interval A in the s-dimensional space of the a j , the p i satisfy the following conditions:
every p i has continuous derivatives δp i δa j and δ
Then, for the observed frequencies {ν 1 , ν 2 , ...., ν k } and observed probabilities
is distributed in the limit, as n → ∞, in a χ 2 distribution with (k − s − 1) degrees of freedom.
In the following proposition we present, a simple notation adaptation of Theorem 2.3, it is also made an observation about the asymptotic behavior of D 2 (P O n P E n ), whenever the stated bellow null hypothesis is false. Proposition 2.4. Let us refer to Definition 2.2 and let H 0 the null hypothesis
Then, whenever the null hypothesis is true
Proof : If the hypothesis H 0 is true, by Theorem 2.3 it is clear by Definition 2.1 that
It is quite simple to verify that the hypothesis of Theorem 2.3 are satisfied by P En (i, j), 1 ≤ i ≤ r, 1 ≤ j ≤ m, as well as k = rm and s = r + m − 2.
Therefore, from Theorem 2.3, it follows
Otherwise, if the hypothesis is false, we have that
We now derive an adaptation of the Iterated Law of Logarithm that will become significant for the establisment of subsequent results about the convergence of D 2 (P On P En ).
Lemma 2.5. Let U n be a sequence of random variables such that
Proof : Let us call for n ∈ N
where
By hypothesis, we have that
where Φ(x) is the d.f. of the standard normal random variable, and the distribution functions in (3) converges uniformly.
By the uniform convergence we know that for a given δ > 0 there exists N ∈ N so that
By tha Law of Iterated Logarithm(LIL) we know that
i.e. for a given ε > 0 and δ > 0 there exist M ∈ N so that
Putting together (4) and (5) we conclude that for every K = max{N, M}
and clearly, we get (2).
Proposition 2.6. Let us refer to Definition 2.2 and let H 0 be the null hypothesis
Then, if the hypothesis H 0 is true,
Otherwise, if H 0 is false
Proof : Firstly, suppose that H 0 is true, from Theorem 2.4 follows that
where Z On the other side, by Lemma 2.5 we obtain
Consequently, (6) follows from (8) and (9) .
If the hypothesis H 0 is false, just observing (1) we conclude that
and (7) is proved.
Markov Chains
Along this section we shall assume X = {X n } n≥0 to be a κ order stationary Markov Chain (MC) with state space E = {1, 2, ..., m}, B ∈ N the maximum possible order of the Markov Chain X to be searched, 1 ≤ η ≤ B, α = (i 1 ...i j ...i η ) and a matrix Q = (q i 1 i 2 ...iκ;i κ+1 ) satisfying
and
Following Doob [14] , from the process X we can derive a first order MC, Y = {Y n } n≥0 by setting Y n = (X n , ...., X n+κ−1 ) and for v = (i 1 , .....i κ ) and
Clearly Y is a first order and homogeneous MC that will be called the derived process Y which by (10) is an irreducible and positive recurrent MC having unique stationary distribution, say π = (π i 1 ...iκ ).
Let X n = (X 1 , X 2 , ..., X n ) be a sample for the Markov chain X. Define the following set of trajectories of length η
For i ∈ E and α = (i 1 , ..., i η ) ∈ E η , define the empirical random variable X iα : Ω −→ E with distribution
In the sequence, let us consider for every i = 1, ..., m the random samples X iα , denoted by
, with sample size n i α = n i i 1 i 2 ...iη , extracted from the MC sample X n = (X 1 , ..., X n ), where
Observe that for i, j ∈ E
, where O α n are the empirical random variables as defined as in Section 2.2, which describe the X i α , i = 1, ..., m observed frequencies. Likewise, we define the expected frequencies
n (k, l) and the respective probability functions
. 
By Theorem 2.6 we arrive at
Otherwise, if H α 0 is false, also by Theorem 2.6
Local and Global Dependency Level
Once introduced the Markov chain sample we are going to do our best explaining the heuristic behind the choice of the divergence D 2 (X Y ) to define the Local Dependency Level. Bear in mind, that our main purpose is to detect and measure appropriate available information contained in the Markov chain sample, in such a way that this information is asymtotically well behaved without being too unstable for small sample size. Let us recall, very briefly, the notion of optimally predicting the value of a random outcome based on available information, Banerjee et all [5] . Let X be a random variable we wish to predict. If Z is the observation random variable, the available partial information about X, is represented by ℑ = σ(Z), i.e. the σ-algebra generated by Z.
The notion of optimality is usually specified by a non negative loss-function F where the optimal predictor is obtained by solving the corresponding minimization problem for the ℑ-measurable random variables Y .
It is well known, that in such situation, the corresponding unique best predictor is given by the conditional expectation, or
It is also known, that the variance of the predicted random variable is smaller than the variance of the original one
which makes conditional expectation crucially important for prediction. :
Choosing the loss L 2 -loss function F (x, y) = x − y 2 together with O α n as our available information, the unique best predictor will be
respectively. Recall that the χ 2 -divergence
is nothing else than the L 2 -loss function, normalized to behave assymptotically as a χ 2 (m−1) 2 random variable.
To put it in a more intuitive way, the above argument suggest that the χ 2 -divergence, due to its inherent characterisics, allows to contrast the available observed values O Finally, in what follows we define the Local Dependency Level and the Global Dependency Level. 
and consider S η n : Ω −→ E η , the empirical random variable associated to the sample X n with distribution
For a given α, we define the Local Dependency Level LDL n (α) as
and for a given η, 1 ≤ η ≤ B, the Global Dependency Level GDL n (η) as
Observe that, if the hypothesis H α 0 is true, then ∀α ∈ E η , η ≥ κ,
Moreover, if there exist an α ∈ E η for which the hypothesis H α 0 is not true, then P lim n→∞ (GDL n (η)) = 0 = 1.
By (12) and (13) it is clear that, for n sufficiently large,
Clearly, for a given η, the random variables S η n and LDL n (α), α ∈ E η contains all the information concerning the sample relative dependency, nonetheless theoretical considerations as well as numerical simulations shows a great deal of variability mainly for small samples. We shall show that the Global Dependency Level GDL n (η), as above, is an stable estimator of the intrinsic dependency level of the chain sample of size n.
We briefly state a trivial lemma, whose main purpose is to detect the position where a gap between two constant sequences occurs. Its proof is left to the reader.
for n large enough, and
Then, for n sufficiently large
Finally, let us define the Markov chain order estimator based on the information contained in the vector GDL n .
Define the order of the Markov Chain sample X n = {X i } n i=1 of size n for a Markov chain X of order κ, denoted by κ gdl (X n ), as
By (12), (13) and (14) it is clear that, for n large enough,
satisfies the hypothesis of Lemma 3.1 therefore, the order estimator converges almost surely to its value, i.e.,
Numerical Simulations
Let us recall some notations we have used along this pages, mainly the κ-order Markov chain X with state space E, |E| = m and transition matrix Q = (q i 1 i 2 ...iκ;i κ+1 ) that satisfies
We used an algorithm created by Raftery [19] which consist in choosing a square matrix
and positive numbers
to compute a Markov chain transition matrix Q = (q i 1 i 2 ...iκ;i κ+1 ) with entries
Once a matrix R and a set of numbers
, are randomly selected, a Markov chain sample with size n, order κ, space state E and transition matrix Q is generated. Its main advantage is that the degree of dependence for the Markov chain can be controlled by a few parameters λ i , 1 ≤ i ≤ κ, which allow greater variability in the generation of Markov chain samples. During the random generation of a sample, the entries of Q are tested individually, aborting the sampling process and reinitiating from scratch, whenever an entry q i 1 ...iκ;i κ+1 is detected to be zero. There were not imposed other conditions to filter or exclude the randomly generated samples, no matter the values of {λ i } κ i=1 or the matrix R, randomly selected.
Whenever the sample is obtained, the order estimators GDL, AIC and BIC are jointly calculated, based on the same Markov chain sample, the numerical results are registered and formated as tables. It is quite intuitive that the random information about the order of a Markov chain, is dispersed throughout an exponentially growing set of multinomial empirical distributions Θ with |Θ| = m B+1 , where B is the maximum integer k, as in α = (i 1 i 2 ...i k ). Seems reasonable to think that a small viable sample, i.e. samples able to retrieve enough information to estimate the chain order, should have a size n ≈ O(m B+1 ). Due to limitations of computing power, for a fixed size n, we independently Finally we report, in Table 3 and Table 4 , the estimated mean and standard deviation {μ aic ,μ gdl ,μ bic } , {σ aic ,σ gdl ,σ bic } of the estimators {μ aic ,μ gdl ,μ bic }, respectively, calculated on the 1000 subsamples of order 50 To conclude, we would like to point out that everything related to numerical simulations were done using the remarkable free software R [18] .
Conclusion
The pioneer research started with the contributions of Bartlett [6] , Hoel [16] , Good [15] , Anderson & Goodman [4] , Billingsley([7] , [8] ) among others, where they developed tests of hypothesis for the order of a Markov chain. Later on these tools were adapted and improved with the used of Penalty Functions(Tong [21] , Katz [17] ) together with other tools created in the realm of Models Selection (Akaike [1] , Schwarz [20] ). Since then, there have been a considerable number of subsequent contributions on this subject, several of them consisting in the enhancement of the already existing techniques (Csiszar [12] , Zhao et all [22] ). In this notes we proposed a new Markov chain order estimator based on a different idea which proved to be beneficial as a whole specially when applied to small samples. This estimator is strongly consistent and more efficient than AIC (inconsistent), outperforming the well established and consistent BIC, mainly on relatively small samples.
