Abstract. In this paper, we consider a q-analogue of the Borel-Laplace summation where q > 1 is a real parameter. In particular, we show that the Borel-Laplace summation of a divergent power series solution of a linear differential equation can be uniformly approximated on a convenient sector, by a meromorphic solution of a corresponding family of linear q-difference equations. We perform the computations for the basic hypergeometric series. Following J. Sauloy, we prove how a fundamental set of solutions of a linear differential equation can be uniformly approximated on a convenient domain by a fundamental set of solutions of a corresponding family of linear q-difference equations. This leads us to the approximations of Stokes matrices and monodromy matrices of the linear differential equation by matrices with entries that are invariants by the multiplication by q.
Introduction
When q tends to 1, the q-difference operator d q := f → f (qz)−f (z) (q−1)z "tends" to the usual derivation. Hence every differential equation may be discretized by a q-difference equation. Given a linear differential equation ∆ and a family of linear q-difference equations ∆ q that discretize ∆, we wonder if there exists a fundamental solutions of ∆ q , that converges as q goes to 1 to a given fundamental solution of ∆. This question has been studied in the Fuchsian case (see [Sau00] ) and the main goal of this paper is to consider the general situation. The problem is that for non-Fuchsian linear differential equations, the fundamental solution given by the Hukuhara-Turrittin's theorem involves divergent formal power series. However, we may apply to them a Borel-Laplace summation process in order to obtain a fundamental solution that is analytic on a convenient sector. To extend the work of Sauloy to the non-Fuchsian case, we have to approximate the Borel-Laplace summation of a given formal power series solution of a linear differential equation, by a q-analogue of the Borel-Laplace summation applied to a formal power series solution of a corresponding family of linear q-difference equations. Our main result, Theorem 4.5, gives a confluence result of this nature. Then, we use our main result to prove that under convenient assumptions, the fundamental solution of a linear differential equation, not necessarily Fuchsian, can be uniformly approximated on a convenient domain by a fundamental solution of a corresponding family of linear q-difference equations. We also perform the computations for the basic hypergeometric series.
Let q > 1 be a real parameter, and let us define the dilatation operator σ q σ q f (z) := f (qz).
We define δ q := where B(z) ∈ GL m C(z) , that is an invertible matrix with coefficients in C(z). We are going to recall the main result of [Sau00] in the particular case where the above matrix B(z) does not depend upon q. In [Sau00] , Sauloy assume that the systems are Fuchsian at 0 and the linear differential system has exponents at 0 which are non resonant (see [Sau00] , §1, for a precise definition). The Frobenius algorithm provides a local solution at z = 0, Φ 0 (z) In [Sau00] , §1, the author uses a q-analogue of the Frobenius algorithm to construct a local solution at z = 0, Φ 0 (z, q), of the family of linear q-difference systems δ q Y (z, q) = B(z)Y (z, q), which is for q fixed meromorphic on C * and has his poles contained on a finite number of q-spiral of the form q Z α := {q n α, n ∈ Z} and q N * β := {q n β, n ∈ N * }, with α, β ∈ C * . Sauloy proves that Φ 0 (z, q) converges uniformly to Φ 0 (z) when q → 1, in every compact subset on his domain of definition.
Les us assume that the systems are Fuchsian at ∞ and the linear differential system has exponents at ∞ which are non resonant. Let us consider Φ ∞ (z, q) and Φ ∞ (z), the corresponding solutions at infinity of the linear δ and δ q -systems. J. Sauloy shows that the Birkhoff matrix P (z, q) := Φ ∞ (z, q) . We assume thatĥ converges coefficientwise to h when q → 1. We prove that for q > 1 sufficiently close to 1, we may apply toĥ several q-analogues of the Borel and Laplace transformation and obtain S q ĥ , solution of the family of linear q-difference equations that is for q fixed meromorphic on C * . Moreover, S q ĥ converges uniformly on a convenient domain to the Borel-Laplace summation of h when q → 1. Another result of same nature can be found in [DVZ09] , Theorem 2.6. See Remark 4.7 for the comparison of the setting of this result and our theorem.
In the appendix, we introduce another q-Laplace transformation and prove an analogous result for the associated q Borel-Laplace summation. See Theorem A.3.
In §7, we perform the computations for the basic hypergeometric series r ϕ s . Let r, s ∈ N with r > s + 1, α 1 , . . . , α r , β 1 , . . . , β s ∈ C \ −N with differents images in C/Z, p := q −1/(r− where (a; p) n+1 := (1 − ap n )(a; p) n and (a; p) 0 := 1, for a ∈ C. We compute the q Borel-Laplace summation of the above series and prove directly that it converges to the classical Borel-Laplace summation of where, (α) n+1 := (α + n)(α) n and (α) 0 := 1 for α ∈ C * . See Theorem 7.3. See [Zha02] , §2 for the case r = 2, s = 0.
In §8, we apply our main result to prove that we might uniformly approximate on a convenient domain a fundamental solution of a linear differential equation by a fundamental solution of a corresponding family of linear q-difference equations. Our theorem holds in the non-Fuchsian case but not recover Sauloy's result in the non Fuchsian case. In others words, the two results are complementary.
In §8.2, we are interested in the case where the linear δ q and δ-equations have formal coefficients and we want to prove the convergence, in a sense we specify later, of a formal fundamental solution of a family of linear δ q -equations, to the Hukuhara-Turrittin solution of a linear δ-equation. A problem is the size of the field of constants. In the differential case, a fundamental solution is defined modulo an invertible matrix with complex entries. In the q-difference case, a fundamental solution is defined modulo a matrix with entries in M E , the field of functions invariant under the action of σ q , i.e., the field of meromorphic functions over the torus C * \ q Z . This field can be identified with the field of elliptic functions. The consequence of this is that we have to choose very carefully our fundamental solution of the family of linear δ q -equations in order to have the convergence. which is analytic on C * , vanishes on the discrete q-spiral −q Z , with simple zeros, and satisfies:
The following function is solution of the δ q -equation y(z, q) =
, but the behavior as q goes to 1 is unclear. If we want to construct a solution of the family of linear δ q -equations that converges to a solution of the linear δ-equation, we need to introduce the q-exponential:
It is analytic on C, with simple zeros on the discrete q-spiral q N * 1−q and satisfies δ q e q (z) = ze q (z). The function, ez −1 −1 + z is solution of the family of linear δ q -equations and converges uniformly on the compacts of C * to e −z −1 + z when q → 1. More generally, we will multiply a fundamental solution of the family of linear δ q -equations by a convenient matrix with entries in M E , in order to have a confluence result. See Theorem 8.4 for a precise statement. In §8.3, we are interested in the case where the linear δ q and δ-equations have coefficients in C(z). We combine our main result, Theorem 4.5, and what we have just mentioned above, to prove that under reasonable assumptions, we have the uniform convergence on a convenient domain of a fundamental solution of a family of linear δ q -equations to a fundamental solution of the corresponding linear δ-equation when q → 1. This leads us to the convergence of the q-Stokes matrices to the Stokes matrices. See Theorem 8.9.
In §8.4, following [Sau00], we construct a locally constant matrix, and his values allows us to obtain the monodromy matrices at the singularities of the linear differential system. This result is an analogue of [Sau00] , §4, in the irregular singular case. See Theorem 8.10. The results of §8.3 and §8.4 could be the first step to a numerical algorithm of approximation of the Stokes and monodromy matrices. See [FRJT09, FRRJT10, vdH07, LRR11, Rem12] for results of numerical approximation of the Stokes matrices and [MS10, Mez01] for results of numerical approximation of the monodromy matrices.
The paper is organized as follows. In §1, we make a short overview of the Stokes phenomenon of the linear differential equations. In particular, we recall the definition of the Stokes matrices. In §2, we recall some results from [RSZ] on the formal local study of linear q-difference equations. In §3, we introduce the q-Borel and the q-Laplace transformations.
The §4, is devoted to the statement of our main result, Theorem 4.5, while §5 and §6 are devoted to the proof of Theorem 4.5. In §5, we prove a proposition that deal with the confluence of meromorphic solutions. In §6.1, we study the confluence of the q-Laplace transformation. In §6.2, we show Theorem 4.5 in a particular case, and in §6.3, we prove Theorem 4.5 in the general case.
As we have described above, in §7, we study basic hypergeometric series, and in §8, we apply our main result to obtain the uniform convergence on a convenient domain of a fundamental solution of a family of linear δ q -equations to the fundamental solution of the corresponding linear δ-equation when q → 1.
Local analytic study linear differential equations
In this section, we make a short overview of the Stokes phenomenon of linear differential equations. See [Bal94, vdPS03] 
The Newton polygon of P is the convex hull of the
r ) be a minimal subset of Z 2 for the inclusion, with d 1 < · · · < d r , such that the Newton polygon is the convex hull of
We call slopes of the linear δ-equation the positive rational numbers ni+1−ni di+1−di , and multiplicity of the slope
We define the Newton polygon of δ Y = B Y , as the Newton polygon of P . We also define the slopes and the multiplicities of the slopes of δ Y = B Y as the slopes and the multiplicities of the slopes of P .
The linear differential equations δ Y = A Y and δ Y = B Y , with A, B ∈ M m (K) are said to be equivalent over K if there exists H ∈ GL m (K), such that Hukuhara-Turrittin's theorem (see Theorem 3.1 in [vdPS03] for a statement that is trivially equivalent to the following) says that there exists
, that is a square matrix of size m i in coefficients in C,
Roughly speaking, this means that if B ∈ M m C((z)) is a companion matrix, there exists a basis a formal solution of δ Y = B Y , of the form
. . .
Of course, written like this, this statement is not rigorous, since matrices H(z) and Diag z Li e λi(z) can not be multiplied among them.
Remark that for all n ∈ Z, we have also
which allows us to reduce to the case where
We recall that C is the Riemann surface of the logarithm. If a, b ∈ R with a < b, we define A(a, b) as the ring of functions that are analytic in some neighborhood of 0 in
Let
C{z} be the ring of the germs of analytic functions in the neighborhood of z = 0, and C({z}) be its fraction field, that is the field of the germs of meromorphic functions in the neighborhood of z = 0. Let B ∈ M m C({z}) be a companion matrix. We are now interested in the existence of a basis solutions of δ Y = B Y that belongs to A(a, b), for some a < b.
Once for all, we fix a determination of the complex logarithm: log(z). We define the family of continuous map (ρ a ) a∈C , from the Riemann surface of the logarithm to itself, that sends z to e a log(z) .
One has
and c ∈ Q >0 , we
Of course, the definitions of ρ c coincide on C({z}).
Definition 1.1.
(1) Let k ∈ Q >0 . The formal Borel transformB k is the map that transforms the formal power series a n z n into the formal power series:
where Γ is the Gamma function. We remark that we have for all k ∈ Q >0 :
(2) Let d ∈ R and let k ∈ Q >0 . Let f be a function such that there exists ε > 0, such that f ∈ A(d − ε, d + ε). We say that f belongs to H d k , if f admits an analytic continuation defined on S(d − ε, d + ε) that we will still call f , with exponential growth of order k at infinity. This means that there exist constants J, L > 0, such that for ζ ∈ S(d − ε, d + ε):
, (see [Bal94] , Page 13 for a proof), and is called the Laplace transformation of order k in the direction d of f :
We remark that we have for all k ∈ Q >0 , d ∈ R:
The following proposition will be needed for the proof of our main result, Theorem 4.5.
Proof. The two first points are straightforward computations. Let us prove the third point. Making the variable change ζ → qζ in the integral, we find that for all q > 1, L d 1 commutes with σ q . Then, for all q > 1, we find
1 , the dominated convergence theorem allow us to take the limit as q goes to 1
Let us prove the last equality. Since g ∈ H d 1 , we may perform an integration by part (let g ′ be the derivation of g), and we obtain:
From Proposition 1.2, there exists c 0 , . . . , c s ∈ C z k with degree less or equal that the maximum of the 
We define the ( κ 1 , . . . , κ s ) as follows: We take (κ 1 , . . . , κ r ) and for i = 1, ..., i = r, replace successively κ i by α i terms α i κ i , where α i is the smallest integer such that α i κ i is greater or equal than d 0 . Therefore, by construction, each of the κ i are rational numbers greater than d 0 ≥ 2, and κ s = κ r ≥ k r−1 is an integer. .
is solution of the same linear δ-equation than h.
g e 2iπlj/βν z e 2iπlj/βν βν .
It follows that there exists Σ
if and only if for all l ∈ {0, . . . , βν −
.
• For j = 2 (resp. j = 3, . . .
Due to Theorem 7.51 in [vdPS03] and [Bal94] , §7.2, f
, and for j = 2
and for j = 2 (resp. j = 3, . . .
. With the equivalence we have written in the beginning of the proof, we may apply successively the Borel and Laplace transformations of the required order to each seriesĥ (l) .
To finish, we have to prove that S d h is solution of the same linear δ-equation than h. This is a direct consequence of Theorem 2 in [Bal94] , §6.4.
As a matter of fact, as we can see in §8.2 of [vdPS03] ,
If (1.1) has only slope 0, then h ∈ C z 1/ν . In this case we set Σ h := ∅, and for all d ∈ R we set
We recall that we consider δ Y = B Y , where B ∈ M m C({z}) and
is a formal matrix given by the Hukuhara-Turrittin's theorem. The entries of H satisfy linear δ-equations with coefficients in C z 1/ν for some ν. We may assume that for a given entry, the coefficients of the δ-equation are relatively prime. Let d 0 be the maximum amount 2 and the degrees of the coefficients of the equations. Let Σ H be the union of the Σ hi,j , where Σ hi,j has been defined in Proposition 1.5; k i,j ∈ Q be the biggest slope of the equation satisfied by h i,j ; k ′ be the maximum of the k i,j ; and k be an integer strictly bigger than k
We get two analytic solutions,
Note that by definition, the analyticity holds on a subset of C. A computation shows that there exists a matrix ST d ∈ GL m (C), we call the Stokes matrix in the direction d, such that:
The Stokes matrix belongs to the differential Galois group, see Chapter 8 of [vdPS03] .
Local formal study of q-difference equations
In this section, we summarize results about formal classification of linear q-difference equations. See in particular [RSZ] for more details. Let q > 1 be fixed. We extend the action of σ q to ν∈N * C z
Let us consider the q-difference operator:
where b i ∈ K, l, m ∈ Z and l < m. The Newton polygon of P is the convex hull of the
where v 0 denotes the z-adic valuation of K. Let (d 1 , n 1 ), . . . , (d r , n r ) be a minimal subset of Z 2 for the inclusion, with d 1 < · · · < d r , such that the Newton polygon is the convex hull of
We call slopes of the linear δ-equation the rational numbers ni+1−ni di+1−di , and multiplicity of the slope
Let B ∈ M m (K) be a companion matrix. As in the differential case, we can naturally associate to the linear σ q -equation
We define the Newton polygon of σ q Y = BY , as the Newton polygon of P . We also define the slopes and the multiplicities of the slopes of σ q Y = BY as the slopes and the multiplicities of the slopes of P .
Let A, B ∈ GL m (K). The two q-difference systems, σ q Y = AY and σ q Y = BY are equivalent over K, if there exists P ∈ GL m (K), called the gauge transformation, such that
In particular,
Remark that if the above matrices A, B ∈ M m (K) are companion matrices, then they have the same Newton polygon. See [RSZ] , Theorem 2.2.1. 
See also [vdPR07] for a stronger result that work for q-difference equation with arbitrary slopes. Notice that for all n ∈ Z, we have also
which allow us to reduce to the case whereĤ
We want to determine the eigenvalues of the B i and the z-valuation of the entries ofĤ. Let b 0 , . . . , b m−1 ∈ C((z)), and let us consider the q-difference equation:
. . , µ k be the slopes of the q-difference equation, m 1 . . . , m k be their multiplicities and assume that the slopes
. We define the characteristic polynomial associated to the slope µ i as follows:
if µ i = 0. •Ĥ ∈ GL m C((z)) , and the entries of the first row ofĤ have z-valuation equals to 0, such that
Definition of q-Borel and q-Laplace transformations.
The goal of this section is to define q-analogues of the Borel and Laplace transformations. We will study the behavior as q goes to 1 in §4.2. Remark that there are several possible definitions of qanalogues of Borel and Laplace transformations. See [Zha99, Zha00, Zha02, MZ00, DVZ09, RZ02] for example. Following [DVZ09] , we begin by defining a q-Borel transformation we are going to study. In this subsection, q > 1 is fixed. Let us recall that for all n ∈ N, [n]
Definition 3.1. Let k ∈ Q >0 and let ν ∈ N * minimal such that νk ∈ N * . We defineB q,k as the map from C z νk to C ζ νk that satisfies:
Let k ∈ Q >0 , let ν ∈ N * minimal such that νk ∈ N * and let ρ k , ρ 1/k be the maps defined in §1. We remark that we have:B
id the discrete logarithmic q-spiral through the point e id ∈ C * . For d ∈ R we set:
whenever the right hand side converges. From now, let p ∈]0, 1[, such that p = 1/q. Let M(C * , 0) be the field of functions that are meromorphic on some punctured neighborhood of 0 in C * . We define now the discrete q-Laplace transformation. See Definition A.1, for the definition of other q-Laplace transformation.
As we can see in [DVZ09] , §4.2, the following maps are well defined and we call them the q-Laplace transformation of order 1 and k respectively:
q,1 (f )(z) has poles of order at most 1 only on the q-
The following proposition is the q-analogue of Proposition 1.2.
Proof. The three first points are straightforward computations. Let us prove the last equality. Let z ∈ C * .
By a computation, we find that σ q e q (z)e p (−z) = e q (z)e p (−z). Since e q (z)e p (−z) is a formal power series with constant term equals to 1, e q (z)e p (−z) = 1. We have the equalities:
Remark 3.5. Let k ∈ N * and let d ∈ R. If we considerf ∈ C z k , solution of a linear δ q -equation with
q,k = ∅, and we must apply successively several q-Borel and q-Laplace transformations to compute an analytic solution of the same equation thanf . See Theorem 4.5.
In §7, we will need another q-analogues of Borel and Laplace transformations. See [Zha02] , §1 for the justification of the convergence of the q-Laplace transformation.
q as follows:
q (f )(z) admits a spiral of pole of order at most 1 in the only q-
q are very similar to the q-Borel and the discrete q-Laplace transformations introduced in [DVZ09] 
q (h) equals respectively to the two discrete q Borel-Laplace summation defined in [DVZ09] , Definition 4.12, (1).
We can compare the two q Borel-Laplace summation process for formal power series solution of a linear σ q -equation with coefficients in C({z}) with only slope 0 and 1. From [DVZ09] , Theorem 4.14, and Remark 3.7, we deduce directly the following: 
Statement of the main result.
From now, we see q as a parameter in ]1, ∞[. We recall that when we say that q is close to 1, we mean that q will be in the neighborhood of 1 in ]1, ∞[. In §4.1, we prove two preliminaries lemmas that deal with the confluence of formal solutions of family of linear σ q -equations. In §4.2, we state our main result.
We consider ĥ (z, q) q>1 (resp. h(z)), formal power series solution of a family of linear δ q -equations (resp. δ-equation) with coefficients in C[z]. We assume thatĥ(z, q) converges coefficientwise to h(z) when q → 1. We state that under reasonable assumptions, for q close to 1, we may apply several q-Borel and q-Laplace transformations toĥ(z, q), and obtain a solution of the family of linear δ q -equations, that is for q fixed, meromorphic on some punctured neighborhood of 0 in C * . Moreover, this latter converges as q goes to 1, to the solution of the linear δ-equation, computed with the classical Borel and Laplace transformations.
Preliminaries on confluence of formal solutions. Lemma Let us consider
, and the b i converges coefficientwise to the b i when q → 1. We assume that the
, which is uniquely determined by assumption.
Proof. We will prove by an induction on n that for all n ≥ κ,ĥ n (q) converges as q goes to 1 to h n . By assumption,ĥ κ (q) converges to h κ . Let n ≥ κ. Induction hypothesis: assume that for all k ∈ {κ, . . . , n − 1}, lim q→1ĥ k (q) = h k . Let us prove thatĥ n (q) converges to h n . Looking at the linear σ q -equation (resp. the linear δ-equation) satisfied byĥ(z, q) (resp. h(z)), we find a relation of the form:
where c i (q), c ∈ C. Since the b i converge coefficientwise to the b i when q → 1, we find that for all k ∈ {κ, . . . , n}, lim
If c n = 0, then we obtain a formal solution of the same linear δ-equation than h with z-valuation equals to n. This is in contradiction with the assumptions of the lemma. Therefore, c n = 0. Using the convergence of c n (q) to c n , c n (q) is not vanishing in the neighborhood of 1. Because of the induction hypothesis and the convergence of the c i (q), we obtain
By induction, we have proved that for all n ≥ κ,ĥ n (q) converges as q goes to 1 to h n .
If A and B are matrices with coefficients in C and R ∈ R >0 , we say that |A| < |B| (resp. |A| < R) if every entry of A has modulus bounded by the modulus of the corresponding entry of B (resp. by R).
Following §3.3.1 of [Sau00], we prove:
and assume that
• The b i converge coefficientwise to the b i when q → 1.
• The seriesĥ converge coefficientwise to h when q → 1. Then, we have lim
uniformly on a closed disk centered at 0.
Proof. Let us consider the equations as systems:
Let κ ∈ Z and let us write the vector solutions Y (z, q) =:
Since the equations have coefficients in C[z], the first assumption implies the existence of C 0 > 0 such that for all k ≥ κ, for all q close to 1,
Using additionally (4.1), we can prove by an induction that there exists C 1 > 0, such that for all k ≥ κ, for all q close to 1, we have:
Using the dominated convergence theorem, and the second assumption of the lemma, we obtain the result.
4.2. Confluence of a discrete q Borel-Laplace summation. The goal of the subsection is to state our main result, Theorem 4.5. See §5, §6 for the proof. We begin by a definition. Definition 4.3. Let d ∈ R and let k ∈ Q >0 . Let f be a function such that there exists ε > 0, such that for q close to 1,
, that we will still call f , such that there exist constants J, L > 0, that does not depend upon q, such that for all z ∈ R >0 :
] when q → 1. We make the following assumptions:
with z-coefficients that converge as q goes to 1, such that for all q close to 1,ĥ(z, q) is solution of:
, be the limit as q tends to 1 of the b 0 (z, q), . . . , b m (z, q). (A2) For q close to 1, the slopes of (4.2) are independent of q, and the set of slopes of (4.2) that are positive coincides with the set of slopes of
Notice that the series h(z) is solution of (4.3).
(A3) There exists c 1 > 0, such that for all i ≤ m and q close to 1: 
From now, we assume that (4.3) has slopes bigger than 0. Let
Let k 1 < · · · < k r−1 be the slopes of (4.3), let k r be an integer strictly bigger than k r−1 and d 0 , and set k r+1 := +∞. Let (κ 1 , . . . , κ r ) defined as:
i+1 . As in Proposition 1.5, we define the ( κ 1 , . . . , κ s ) as follows: We take (κ 1 , . . . , κ r ) and for i = 1, . . . , i = r, replace successively κ i by α i terms α i κ i , where α i is the smallest integer such that α i κ i is greater or equal than d 0 . See Example 1.4. Therefore, by construction, each of the κ i are rational number greater than d 0 .
Let β ∈ N * be minimal, such that for all i ∈ {1, . . . , s}, β/ κ i ∈ N * . Let us writeĥ(z, q) =:
The main result of the paper is the following. See §1, §3 for the notations, and §5, §6 for the proof. See also Theorem A.3 for a similar result with a continuous q-Laplace transformation. We recall that the seriesĥ, h satisfies the assumptions (A1) to (A3). Theorem 4.5. There exists Σ h ⊂ R finite modulo 2πZ, that contains the set of singular directions defined in Proposition 1.5, such that if d ∈ R \ Σ h and l ∈ {0, . . . , β − 1}, then the se-
is solution of (4.2). Furthermore, we have
and S d h is the asymptotic solution of (4.3) that has been defined in Proposition 1.5.
Remark 4.6. After some arrangements, we could probably state and show a similar result for q not real.
As [Sau00] , we should make q goes to 1 following a q-spiral of the form q λ 0 , λ ∈ R >0 , for some q 0 ∈ C fixed with modulus strictly bigger than 1. The problem here, is that we would obtain at the limit, a solution of the differential equation that is not classic, since at the limit, we would obtain integrals of the 
Moreover, assume that the seriesB 1 h belongs to C{z} and is solution of a linear differential equation which is Fuchsian at 0 and infinity and has non resonant exponents at ∞. Let Σ h ⊂ R be the set of singular directions that has been defined in Proposition 1.5. The authors of [DVZ09] conclude that for all d / ∈ Σ h , the seriesB 1 h belongs to H 
We assume that: (ii) There exists w 0 ∈ C, such that for all q close to 1, 
uniformly on the compacts of C ∩ R ≥1 K.
Remark 5.3. The polynomial S 0 does to depend upon w and q.
Before proving the proposition, we need to prove a technical lemma. 
We assume that the matrices M w (z, q) Under
Proof of Lemma 5.4. For the reader's convenience, we will decompose the proof in four steps.
Step 1: Find another expression of
Let f be an analytic function on C and let z 0 , z 1 ∈ C. The generalized mean value theorem (see §1.4 of [KM97] ) says that there exists c ∈ C that belongs to the convex hull of
For all q > 1, w ∈ K, n ∈ N with q n w ∈ C, let us define the A w,q,n−1 as the convex hull of
Because of the generalized mean value theorem, for all n ∈ N, for all q > 1, for all w ∈ K, with q n w ∈ C, there exists D w,q,n−1 that belongs to A w,q,n−1 , such that:
The linear δ q -equation satisfied by M w (z, q) gives that for all n ∈ N, for all q > 1, for all w ∈ K, with q n w ∈ C:
In particular, we have
Step 2: Bound the expression of
Let q 0 > 1 sufficiently close to 1. Let us prove the existence of
where S, c 1 > 0 are given by Proposition 5.2. Using the triangular inequality and (5.2), it is sufficient to prove the existence of
We have for all n ∈ N, q ∈]1, q 0 [, w ∈ K, with q n w ∈ C, , such that for all q ∈]1, q 0 [, for all n ∈ N, for all w ∈ K, with q n w ∈ C:
Let us bound τ 2 . Due to the assumptions (i) and (b), there exists R 2 ∈ C[z] such that for all q ∈]1, q 0 [, for all n ∈ N, for all w ∈ K, with q n w ∈ C:
Let us bound τ 3 . By assumption (i) and the fact that for all z ∈ C, D(z) + 1 m < S (|z|), we obtain that for all q ∈]1, q 0 [, w ∈ K, with q n−1 w ∈ C:
Since the polynomial S have real positive coefficients, S q n−1 w < S (|q n w|). In particular, for all q ∈]1, q 0 [, w ∈ K with q n−1 w ∈ C:
This concludes the proof of (5.4) and yields (5.3), because of the triangular inequality.
Step 3: Construction of S 0 .
We recall that κ ∈ N is the degree of S. Before constructing S 0 , we are going to prove that there exists b > 0, such that for all z ∈ C ∩ R ≥1 K and for all q close to 1 (5.5)
Using the q-difference equation satisfied by the q-exponential, we will prove that the following inequality is true, for all z ∈ C ∩ R ≥1 K and for all q close to 1:
This inequality is equivalent to the following:
Since R 1 , R 2 are polynomials, there exists b > 0, such that this latter inequality is true for all q ∈]1, q 0 [ and for all z ∈ C ∩ R ≥1 K. This proves (5.5). Using (5.5), we obtain the existence of a polynomial S 0 ∈ R >0 [z] of degree κ, such that for all z ∈ C, S 0 (|z|) > S(|z|), and such that for all z ∈ C ∩ R ≥1 K (5.6) e q κ S 0 (|z|) + (q − 1) |R 1 (qz)| + |R 2 (qz)| + (q − 1)(1 + (q − 1)c 1 )mS(q|z|)e q κ S 0 (|z|) ≤ e q κ S 0 (q|z|) .
Step 4 : Conclusion.
We are going now to prove (5.1) with the polynomial S 0 we have defined in Step 3. We will proceed by an induction on n. The step n = 0 is true because of the assumption (a).
Induction hypothesis: let us fix n ∈ N, and assume that if
From (5.3), we obtain that
Using additionally (5.6), we find that
This concludes the proof of (5.1).
Proof of Proposition 5.2.
Let K be the compact considered in hypothesis (ii), with w 0 ∈ K ⊂ C, so that we have lim
uniformly on K. Let N (w, q) be the matrix, such that N (w, q) has entry that are equal to the entry of M (w) divided by the corresponding entry of M (w, q). Due to the uniform convergence on K (assumption (ii)), the entries of N (w, q) converge uniformly on K to 1, as q goes to 1. We are going to apply Lemma 5.4, with
where × h denotes the Hadamard product, that is (
, c ∈ C, we have:
We are going to apply this inequality entrywise, to the entries of M (q n w, q), M (q n w) and N (w, q). Since the entries of N (w, q) tends to 1, we find that there exists δ(q) > 0, (resp. ε(q) > 0) that converges to 1 (resp. converges to 0) as q goes to 1, such that for all w ∈ K and n ∈ N, with q n w ∈ C:
Using the assumption (iii), there exists R ∈ C[z], such that for all z ∈ C ∩ R ≥1 K, M (z) < |R(z)|.
Lemma 5.4 applied to (5.7), gives the existence of a polynomial S 0 , that does not depend upon w, such that for all q close to 1, for all w ∈ K, for all n ∈ N, with q n w ∈ C, we obtain:
In other words, for q close to 1 and for all z ∈ C ∩ R ≥1 K, we have
The uniform convergence follows immediately.
Proof of Theorem 4.5.
The goal of this section is the prove Theorem 4.5. In §6.1, we treat the confluence of the discrete qLaplace transformation. In §6.2 we prove Theorem 4.5 in a particular case. In §6.3, we prove Theorem 4.5 in the general case.
Confluence of the discrete q-Laplace transformation.
Lemma 6.1. Let a ∈ C and k ∈ Q. Then, any q > 1 and z ∈ C * , e q az k ≤ exp az k and we have
uniformly on the compacts of C * .
Proof. The series of function e q az k depends upon the parameter q. For all q > 1 and z ∈ C * , we have the following inequalities:
The convergence is a direct consequence of the dominated convergence theorem.
Let d ∈ R, let k ∈ Q >0 and let f be a function that belongs to
k , see Definition 1.1, and g := ρ 1/k f . For the reader's convenience, we recall the expressions of the Laplace transformations of order 1 and k that come from Definitions 1.1 and 3.3:
, and for all ζ ∈ R >0 : (6.1) f e id ζ, q < Je q Lζ k .
Lemma 6.2. In the notation introduced above, let us assume that we have lim q→1
f := f , uniformly on the
Proof. The expressions of the Laplace transformations of order k allow us to reduce to the case k = 1. The variable change ζ → ζe −id allows us to reduce to the case d = 0. Let us fix a an arbitrary compact
|z| < 1/L , and let us prove the uniform convergence on K.
The q-Laplace transformation can be seen as a Riemann sum with associated partition q l l∈Z
. Moreover, on every compact of ]0, ∞[, the mesh of the partition tends to 0 as q goes to 1. Using the dominated convergence theorem, it is sufficient to prove the existence of (h l ) ∈ (R >0 )
Z that satisfies
such that for all q close to 1, l ∈ Z and z ∈ K,
By definition of the q-Laplace transformation and (6.1), we have for all z ∈ K,
For all l ∈ Z, z ∈ K, q > 1, we have:
Let R ∈ R >0 , M 1 < 1, q 0 > 1, such that for all x ≥ R, for all z ∈ K, and for all q ∈]1, q 0 [,
Let q → l 0 (q) ∈ Z be the smallest integer that satisfies
We will break the series into two parts, and start by treating the convergence of (q−1)
dζ. Because of (6.2) and (6.3), for all q ∈]1, q 0 [, l ≥ l 0 (q) and z ∈ K, we have
By iteration, we find that 
where M 2 is a convenient real positive constant. Hence, we have
and the dominated convergence theorem gives (6.5) lim
Let us now treat (q − 1)
. Because of (6.4), we may define
Therefore, for all q close to 1 and for all z ∈ K, we have
Consequently, due to the dominated convergence theorem, we have
uniformly on K. This limit combined with (6.5) yields the result.
6.2. Proof of Theorem 4.5 in a particular case. In this subsection, we are going to prove Theorem 4.5 in a particular case. Let us start by recalling some notations. See §1 to §4 for rest of the notations. We consider (4.3), that admits h ∈ C[[z]] as solution and b 0 , . . . , b m as coefficients. In other words, we have
be the slopes of (4.3), let k r be an integer strictly bigger than k r−1 and d 0 , and set k r+1 := +∞. Let (κ 1 , . . . , κ r ) defined as:
i+1 . We define the ( κ 1 , . . . , κ s ) as follows: We take (κ 1 , . . . , κ r ) and for i = 1, . .., r, replace successively κ i by α i terms α i κ i , where α i is the smallest integer such that α i κ i is greater or equal than d 0 ≥ 2. See Example 1.4. Let β ∈ N * be minimal, such that for all i ∈ {1, . . . , s}, β/ κ i ∈ N * . In this subsection we are going to assume that z →ĥ(z, q), h(z) ∈ C z β . See the paragraph just below for the justification of this assumption. Note that in this case, we haveĥ =ĥ (0) . For the reader's convenience, we will decompose the proof of Theorem 4.5 in four steps.
Step 1: Construction of Σ h . with coefficients in C z β .
Let us consider a general formal power seriesf
In particular, for j ∈ {1, . . . , s},B κj • · · · •B κs h satisfies a linear δ-equation that we will see as a system. We define Σ h as the union of Σ h , the set of its singular direction that has been defined in Proposition 1.5, and the argument of the poles of the differential system satisfied by the successive Borel transformations. The set Σ h ⊂ R is finite modulo 2πZ.
Step byĥ are independent of q, and the smallest positive slope is k 1 . As we can see in [Ram92] , Theorem 4.8, (see also [Béz92] ), there exist C 1 (q), C 2 (q) > 0, such that for all l ∈ N, for all q > 1
1 . Since for all l, k ∈ N * , and for all q > 1, [kl]
! q , we find that for all l ∈ N, for all q > 1,
Hence, we obtain that ζ →B q, κ1 • · · · •B q, κs ĥ ∈ C ζ β . Applying Lemma 4.2, we find (6.6) lim q→1B q, κ1
Step 3: Local convergence of the q Borel-Laplace summation.
Let d ∈ R \ Σ h . The variable change ζ → ζe −id allows us to reduce to the case d = 0. By construction of Σ h , E(ζ) has no poles for ζ ∈ S(−ε, +ε). Because of the assumption (A3), Propositions 3.4 and 1.2, we deduce that E(ζ, q) has no poles for ζ ∈ S(−ε, ε) and for q close to 1. Because of Lemma 5.1, the series z →B q, κ1 • · · · •B q, κs ĥ (z, q) admits, for q close to 1, an analytic continuation f 1 (ζ, q) defined on S(−ε, ε). We want now to prove that f 1 (ζ, q) converges to f 1 (ζ) on a convenient domain.
Due to Proposition 1.5, there exists B 1 > 0 such that the functions
tends to 0 as ζ ∈ S(−ε, ε) tends to infinity. Using
, we obtain that
(resp. a linear δ-equation of order m 1 + 1) with coefficients in C(z). Because of (6.6), there exists ζ 0 > 0, such that f 1 (ζ 0 , q) converges to f 1 (ζ 0 ) as q goes to 1. Let
where the F i (q) ∈ C are defined by:
From what is preceding, there exists
ζ → Id + (q − 1)D(ζ, q), D(ζ) ∈ GL m1+1 C(ζ) , such that    δ q Y (ζ, q) = D(ζ, q)Y (ζ, q) δ Y (ζ) = D(ζ) Y (ζ).
Lemma 6.3. Let C be a convex subset of S(−ε, ε) that contains ζ ∈ S(−ε
satisfies the assumptions of Proposition 5.2.
Proof of the lemma. We are going to check separately the three assumptions of Proposition 5.2.
(i) Because of the assumption (A3), Propositions 3.4 and 1.2, we obtain the existence of c 2 > 0, such that for all ζ ∈ C,
With the q-difference equation satisfied by e q κ 1 B 1 ζ κ1 , this implies that we have the existence of c 3 > 0, such that for q close to 1, for ζ ∈ C,
(ii) Let i ∈ {0, . . . , m 1 }. Due to (6.6) and Lemma 6.1, F i (q) converges to 1 as q goes to 1. Then, we have for all i ∈ {0, . . . ,
, uniformly on a compact set containing ζ 0 . After restricting K, we may assume that we have the uniform convergence on K. Because of (6.7),
(iii) From the choice of B 1 , we have the existence of R ∈ C[ζ], such that for ζ ∈ C, for all i ∈ {0, . . . , m 1 − 1}:
We need now the following elementary lemma.
Lemma 6.4. For all z ∈ C, for all q > 1, we have e q 2 (|z|) 2 ≤ e q (|(1 + q)z|).
Proof of the lemma. This is a direct consequence of the q-difference equation:
We finish now the proof of 
implies that there exists R, S 0 ∈ C[z], δ(q), ε(q) that converge respectively to 1 and 0 as q → 1, such that
There exists a polynomial S 1 with degree κ 1 , such that for |ζ| sufficiently big and for all q close to 1,
By construction, κ 1 ≥ 2, (see the beginning of the subsection). Using Lemma 6.4, we obtain that for |ζ| sufficiently big,
Since F 0 (q) converges to 1 and the fact that f 1 (ζ) exp −B 1 ζ κ1 is bounded by a polynomial, the triangular inequality yields f 1 ∈ H 0 κ1 . Moreover, due to Proposition 5.2, we have lim 
If s > 1, we apply for j = 2 (resp. j = 3, . . . , resp. j = s) the same reasoning with the analytic continuation of
where B j > 0 are chosen sufficiently large. We again use Propositions 1.2 and 3.4 to prove that they satisfy linear δ q and δ-equations with coefficients in C(ζ), which are the same as the linear δ q and δ-equation
We have proved the existence of L 1 > 0, such that we have
|z| < L 1 .
Step 4: Global convergence of the q Borel-Laplace summation.
To finish the proof in the particular case z →ĥ(z, q), h(z) ∈ C z β , we have to prove that 
where
and G i (q) ∈ C are defined such that:
The assumption (i) of Proposition 5.2 is satisfied because of the assumption (A3), and the two others are trivially satisfied, since K 0 is bounded. This yields lim
, and completes the proof in the particular
6.3. Proof of Theorem 4.5 in the general case. In this subsection, we are going to prove Theorem 4.5 in the general case. See §1 to §4 for the notations. We recall that for all l ∈ {0, . . . , β − 1}, we
After considering z → ze −id , we may assume that d = 0. Looking at the term with z-degree congruent to j modulo β , for j = 0, . . . , j = β − 1, we find that the equation satisfied byĥ is equivalent to the following family of δ q -linear equations:
and (α) 0 := 1; (α) n+1 := (α + n)(α) n for α ∈ C. The goal of this subsection is to prove that the q Borel- q will be exactly the same as the one computed by applying successivelyB q,1 and L
all j ∈ {1, . . . , k} and a 1 , . . . , a k ∈ C, let (a 1 , . . . , a j , . . . , a k ) be equals to the finite sequence (a 1 , . . . , a k ) after the withdrawn of the element a j . As we can see in Page 121 of [GR04] , the convergent series r ϕ r−1 may be expressed with connection formula at infinity:
Making b s+1 , . . . , b r−1 goes to 0, we find:
The next lemma gives the expression of the q-Laplace transformation of the first term of the sum of h. The expression of the q-Laplace transformation of h will follow directly.
Proof. Using the expression of Θ q , we find that for all k ∈ Z,
Let us write
Then,
We apply now Fubini's Theorem to conclude that
We have proved:
q ( r ϕ s ) be the function obtained applying successivelyB q and . . . , a j , . . . , a r , b 1 /a j /a 1 , . . . , a j p/a j , . . . , a 1 p/ 
uniformly on the compacts of
As we can see in [Zha02] , §2.3,
• We have
uniformly on the compacts of C π . We have proved:
uniformly on the compacts of C d .
Application: Confluence of fundamental solutions of linear δ q -equations
We study a family of linear δ q -equations that discretize a linear δ-equation, and the behavior of the solutions as q goes to 1. After introducing some notations in §8.1, we prove in §8.2, that a formal local solution of the family of linear δ q -equations converges to the Hukuhara-Turrittin solution of the differential equation in a sense that we are going to explain. We apply this and our main result, Theorem 4.5, to prove the convergence of the q-Stokes matrices to the Stokes matrices of the linear differential equation in §8.3. In §8.4, we show how to find the monodromy matrices of the differential equation, as limit of q-solutions when q tends to 1. When q is real, this extends the results in §4 of [Sau00] in the irregular singular case † . 8.1. Notations. Some of the notations below were already introduced before, but we recall them for the reader's convenience. For a ∈ C * and n ∈ N * , let us consider
Θq(z/a) , e q n (az n ) and e q n (az −n ), that satisfies the q-difference equations:
• σ q Θ q (z) = zΘ q (z).
• σ q l q = l q + 1.
• σ q Λ q,a (z) = aΛ q,a (z).
Let A be an invertible matrix with complex coefficients and consider now the decomposition in Jordan normal form A = P (DN )P −1 , where D := Diag(d i ) is diagonal, N is nilpotent with DN = N D, and P is an invertible matrix with complex coefficients. Following [Sau00], we construct the matrix:
Let a ∈ C * and consider the corresponding matrix (a) ∈ GL 1 (C). By construction, we have Λ q,a = Λ q,(a) . 
that satisfies the following assumptions: We consider now the associated systems
with z → Id + (q − 1)B(z, q), B(z) ∈ GL m C((z)) . From Theorem 2.2 and the Hukuhara-Turrittin's theorem (see §1), there exists
, such that the entries of the first row ofĤ(z, q) have zvaluation equal to 0, • µ i ∈ Z, and matrices B i (q) ∈ GL mi (C), which are of the form Diag l T i,l (q) where T i,l (q) are upper triangular matrices with diagonal terms equal to the roots of the characteristic polynomial associated to the slope µ i ,
Notice that the results of this section do not allow us to recover Sauloy's Theorem, but are to be considered as analogous result in a different situation.
such that
We make two more assumptions:
is any formal matrix solution of the differential system of (8.2), then the entries of the first row of H ′ (z) have necessarily z-valuation equal to 0. Moreover, we assume that the term of lower degree of each entry of the first row ofĤ(z, q) converges as q goes to 1, to the term of lower degree of the corresponding entry of H(z). • For all z ∈ C * , we have the simple convergence lim 
such that:
• z → F 1 (z, q) ∈ GL m C{z} and theĤ(z, q)F 1 (z, q) ∈ GL m C((z)) converges entrywise and coefficientwise to H(z) when q → 1.
• The matrix F 2 (z, q) belongs to O * m and therefore, for z ∈ C * , lim q→1 F 2 (z, q) = Id.
• Because of what is written in Page 1048 of [Sau00] and Lemma 6.1, for all z ∈ C * \ R <0 , we have the convergence
In other words, the above fundamental solution of
given by the Hukuhara-Turrittin's Theorem. Of course, written like this, this statement is not rigorous since the matrices can not be multiplied among them, see §1.
Theorem 8.4. Let us consider the systems (8.1) that satisfies the assumptions (H1) to (H6).
where N (z, q) satisfies:
Proof of Theorem 8.4.
(1) Let us define
which satisfies
 commutes with Diag Λ q,Id+(q−1) Li and we obtain that:
If we are able to construct z → E 1 (z, q) ∈ GL m C{z} and F 2 (z, q) ∈ O * m , that commute with Diag B i (q)z −µi and are solution of
then the following matrix would be a fundamental solution of the linear σ q -
Let us construct the matrices E 1 and F 2 using Lemma 8.5 applied on each block C i (q). Let us check that the matrices q → C i (q) satisfies the assumptions of Lemma 8.5. Since the matri-
satisfies the assumptions of Lemma 8.5, it is sufficient to prove that the matrices B i (q) satisfies the assumptions of Lemma 8.5. Using Theorem 2.2, the B i (q) are of the form Diag l T i,l (q) where T i,l (q) are upper triangular matrices with diagonal terms equals to the roots of the characteristic polynomial associated to the slope µ i . We recall that the linear δ q -equation is
where the b i converge coefficientwise when q → 1. Since for all n ∈ N,
a straightforward computation shows that the roots of the characteristic polynomial associated to each slope are of the form α(q)(q − 1), where α(q) converges to a non zero complex number. Therefore, for all i, B i (q) −1 (q − 1) 2 simply converges to 0 as q goes to 1.
Applying Lemma 8.5, there exists z → E 1 (z, q) ∈ GL m C{z} and F 2 (z, q) ∈ O * m that satisfies
Because of (H5) and the construction of E 1 (z, q) and F 2 (z, q) (see the proof of Lemma 8.5), we obtain that they commute with Diag B i (q)z −µi .
We have proved that the following matrix is a fundamental solution of the equa-
We have the following relation:
Using (H5) and the construction of F 2 (z, q), we find that F 2 (z, q) commutes
From what is preceding, we obtain the existence of z → N (z, q) ∈ GL m C(z) , such
Because of (8.2), W 1 (z, q) commutes with Diag Λ q,Id+(q−1) Li . Because of (H5), and the construction of F 2 (z, q), W 1 (z, q) commutes also with F 2 (z, q). Let F 1 (z, q) := E 1 (z, q)W 1 (z, q). Then, by construction,
and the matrices N (z, q), F 1 (z, q) and F 2 (z, q) have entries in the good fields.
(2) We recall that the matrix U (z, q) satisfies the linear δ q -equation:
From what is preceding, we deduce the following relations:
This implies that
and finally
We are going now to prove that the entries that belongs to the first row ofĤ(z, q)F 1 (z, q) converges coefficientwise to the corresponding entries of H(z) when q → 1.
h n z n be the corresponding entry of H(z). We want to use Lemma 4.1 to prove that for all n ∈ N,ĥ n (q) converges as q goes to 1 to h n . We are going to prove now that the assumptions of Lemma 4.1 are satisfied.
• The matrices B(z, q) and N (z, q) converge entrywise and coefficientwise to B(z) and N (z) when q → 1. Therefore, using additionally (8.3), we find that there exists a δ q -equation with coefficient in C [[z] ] that is satisfied byĥ(z, q), with z-coefficients that converge to the z-coefficients of a δ-equation
, that is satisfied by h(z).
• As we can see in Remark 8.1 (5), the vectorial space of Lemma 4.1 has dimension 1.
• By construction, F 1 (z, q) is of the form Id + zG 1 (z, q) , where z → G 1 (z, q) ∈ M m C{z} . Hence for q close to 1, the entries of the first row ofĤ(z, q)F 1 (z, q) has z-valuation equal to the entries of the first row ofĤ(z, q), which are 0 (see the paragraph just below (H4)). Due to (H6), the entries of the first row of H(z) has z-valuation equal to 0.
• Let us prove the convergence ofĥ 0 (q) to h 0 . Since F 1 (z, q) is of the form Id + zG 1 (z, q), it is sufficient to prove that the constant term of the entries of the first row ofĤ(z, q) converge to the constant term of the corresponding entry of H(z). This is guaranteed by (H6).
We can apply Lemma 4.1, which gives that the first row ofĤ(z, q)F 1 (z, q) converges entrywise and coefficientwise to the first row of H(z) when q → 1. Let us prove now the convergence of the other rows. Letĥ(z, q) be an entry ofĤ(z, q)F 1 (z, q) and let h(z) be the corresponding entry of H(z). Letĥ 1 (z, q), . . . ,ĥ m (z, q) be the entries of the first row ofĤ(z, q)F 1 (z, q) and let h 1 (z), . . . , h m (z) be the corresponding entries of H(z). From (8.3), we find that there exists r ∈ N,
and such that for all i, j, d i,j (z, q) converges entrywise to d i,j (z) when q → 1. The entrywise convergence ofĥ(z, q) to h(z, q) when q → 1 follows immediately from the case of the first row. Using (8.4) and the fact that for all q close to 1, the z-valuation of the entry of the first row ofĤ(z, q)F 1 (z, q) are 0, we obtain the existence of N ′ ∈ N, such that for all q close to 1, z → z
We apply the same reasoning on the others entries ofĤ(z, q)F 1 (z, q) to conclude the existence of N ∈ N, such that for q close to 1, z → z If the b i (z, q) are independent of q, and if (H1'), (H2) to (H6) hold, then (H7) is satisfied. In particular,ĥ satisfies the assumptions (A1) and (A3), with formal limit, the formal power series h(z). Moreover, the z-valuations of the b i (z, q) are independent of q and are equal to the z-valuations of the b i (z). Therefore, the z-valuations of the d i (z, q) are independent of q and are equal to the z-valuations of the d i (z). Since the slopes of the equation are depending only on the z-valuation, we obtain thatĥ satisfies the assumption (A2), with formal limit the formal power series h(z). We are now interested in the domain of definition of the solution Φ as q goes to 1. We have proved that for q fixed close to 1, the domain of definition of Φ We consider now the singularity ∞ by considering z → z −1 . After taking a larger set finite modulo 2πZ, Σ H ⊂ R, we may assume that for all d / ∈ Σ h , we may also compute a solution at infinity Φ 
We recall that if D(z) ∈ GL

