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Abstract: In this technical report, we present a theoretical and numerical model to simulate
wave propagation in finite networks of rods with both classical Kirchhoff conditions and
Improved Kirchhoff conditions at the nodes of the networks. One starts with the continuous
framework, then we discretize the problem using finite elements with the mass lumping
technic introduced by G. Cohen and P. Joly (see [3]). Finally, we show an implementation
of the obtained numeric scheme in a homemade code written in C++ in collaboration with
K. Boxberger, some results and some error estimates.
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Résolution numérique de l’équation des ondes sur un
réseau de fentes
Résumé : Dans ce rapport technique, nous présentons un modèle théorique et numérique
pour simuler la propagation des ondes dans des réseaux finis de fentes avec des conditions
de Kirchhoff classiques et améliorées aux nœuds des réseaux. Nous commençons par décrire
le cadre continu, puis nous discrétisons le problème en utilisant la technique des éléments
finis avec condensation de masse, introduite par G. Cohen et P. Joly (voir [3]). Finalement,
nous montrons une implémentation du schéma numérique dans un code écrit en C++ en
collaboration avec K. Boxberger, quelques résultats et des estimations d’erreurs.
Mots-clés : propagation d’ondes, condensation de masse, schéma numérique, réseau,
arbre, Kirchhoff
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Introduction
In this technical report, we extend the results about propagation of acousic wave in a general
network of thin slots. Study of waves in networks is not so recent: one can check for
example the works of B. Dekoninck and S. Nicaise [5], and in a more recent case the works
of B. Maury, D. Salort and C. Vannier [8]. It’s also quite easy to do some numerical
simulations in some particular case of networks (one see for example the work of Y. Achdou,
C. Sabot and N. Tchou [1]). But actually, it is not possible to find an efficient numeric code
which solves wave propagation problem on a general network. To avoid this, a subject was
proposed for an internship during second trimester 2009. During this internship which was
supervised by P. Joly and A. Semin, K. Boxberger studied the propagation of acoustic wave
in "semi-homogeneous" networks, i.e. networks whose geometrical and physical parameters
are constant functions on each edge of those networks, but are not constant on the whole
network. The approach used in this stage was with a finite differences method. The approach
allowed us to get some good numeric scheme, but we can see that we lost one order of
error estimate when dealing with boundary conditions. The idea is then to use a finite
element approach. One could say that numerically, finite element method is slower than
finite differences method, that’s why we will use the mass-lumping method.
The aim of this technical report is the following: in section 1, we present the continuous
problem we want to solve. In section 2, we present the discrete problem associated to the con-
tinuous problem. We first use space discretisation, then time discretisation. In section 3, we
present an implementation of the numeric code netwaves (whose writing has during the pre-
viously cited internship - the code can be soonly found at http://gforge.inria.fr/projects/netwaves/).
In section 4, we give some error estimates for both problems introduced in sections 1 and 2.
Finally, in section 5,
1 Setting of the continuous problem
1.1 Geometry of the problem
In this part, we recall some notations about the geometry we consider, in the spirit of [8],
but taking the geometry in ℝd, with d = 2 or d = 3. Reader can find more information in
[2] or in [7] about the choice of the conductances.
Let G = (V , ℰ , c) denote a graph: V is a finite set of vertices in ℝd, ℰ subset of V × V
such that, for ((A,B), (C,D)) ∈ ℰ × ℰ with (A,B) ∕= (C,D), the open segments (AB) and
(CD) do not intersect in ℝd and the the intersection of the closed segments [AB] and [CD]
is a subset (possibly empty) of V , and c ∈ (0,+∞)ℰ a conductance field. Note that the
condition we put on ℰ let us allow say that edges are counted only once in ℰ , that is to say
(x, y) ∈ ℰ ⇒ (y, x) ∕∈ ℰ . Such example of sets are given by figure 1.1.




Figure 1.1: On the left: an example of set V in ℝ2. On the right: an example of set ℰ
associated to V .
Definition 1.1 (Edges connected to a vertex, interior and exterior vertices). Here we in-
troduce some definitions to describe more precisely the structure of our network.
• Edges connected to a vertex. Given x ∈ V , the set of edges E(x) connected to x is the
subset of ℰ given by elements whose one of the extremities is x. In other words,
E(x) := {(A,B) ∈ ℰ / A = x or B = x}
• Inner and outer vertices. A vertex x ∈ V will be called an outer vertex if the number
of edges connected to x is equal to 1. Otherwise, it will be called an inner vertex. We
call Ve the set of outer vertices, and Vi the set of inner vertices. In other words,
Vi = {x ∈ V / #E(x) ⩾ 2}
Vo = {x ∈ V / #E(x) = 1}
Remark. In this definition, one assume that there’s not any non-connected vertex (i.e. a
vertex x satisfying #E(x) = 0).
Now one wants to define the wave equation on this kind of structure: we have to consider
parametrization on each edge of the graph, and to define precisely the equation we consider
on each edge e ∈ ℰ and conditions we put on each vertex x ∈ V .
INRIA
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Definition 1.2 (Parametrization). Given e = (A,B) ∈ ℰ , we introduce the parametrisation
'e :]0, Le[→ e, where Le is the length (in the sense of the Euclidian norm) of e, by




Definition 1.3 (Sobolev spaces on a edge). Given n ∈ ℕ and e ∈ ℰ , a function u defined on
e will be in the Sobolev space Hn(e) if and only if the function u∘'−1e belongs to Hn(]0, Le[).
Definition 1.4 (Discontinuous Sobolev spaces on a graph). Let G = (V , ℰ , c) be a graph
and n ∈ ℕ given. A function u defined on G will be in the Discontinuous Sobolev space
Hn
d
(G) if and only if the restriction of u to each edge e ∈ ℰ belongs to Hn(e).
1.2 Continuous problem












= 0 for each x ∈ Vi and ∀t ∈ ℝ∗+
u = f for t = 0 and ∀e ∈ ℰ
∂u
∂t
= g for t = 0 and ∀e ∈ ℰ
(1.1)
where:
• Δu means the second derivative of u with respect to the curvilinear abscissa, i.e.
Δu =
∂2 (u ∘ 'e)
∂s2e
∘ '−1e (1.2)
• ∂u∂ne,i means the inner derivative of u with respect to the curvilinear abscissa on an








∂ (u ∘ 'e)
∂se
∘ '−1e (x) if '−1e (x) = 0,
−∂ (u ∘ 'e)
∂se
∘ '−1e (x) otherwise.
Remark. One can see that the sign of this quantity does not depend of the direction
of the parametrization 'e.
RT n° 0369
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Of course, one can define the outer derivative of u on an edge e ∈ E(x), for x ∈ V , as
the opposite of the inner derivative. More precisely,
∂u
∂ne,o
(x) = − ∂u
∂ne,i
(x)
• f ∈ H1(ℰ) and g ∈ H1(ℰ) vanish near any vertex.
The first line of this system is the “classical” wave equation (one can see that, thanks to (1.2),
this line becomes the classical 1D wave equaion in ℝ∗+×(0, Le)). The second line, associated
to the fact that U is continuous at the nodes, is the so-called Kirchhoff conditions, named
in this way by analogy with the conditions Kirchhoff wrote in 1906 for electrical networks.
We will see in section 5 what changes if we use other type of conditions.
To complete the system (1.1), one has to add boundary conditions on the outer vertices:
• (In)homogeneous Dirichlet condition: on a given x0 ∈ Vo, one has
u(t, x0) = dx0(t) where dx0 ∈ C1(ℝ∗+)
• (In)homogeneous Neumann condition: on a given x0 ∈ Vo, one has
∂u
∂n
(t, x0) = nx0(t) where nx0 ∈ C0(ℝ∗+)
Remark. One denotes ∂u∂n instead of
∂u
∂ne,o
. This is due to the fact that on outer
vertices, by definition, there’s only one edge connected (there’s no ambiguity about e).
We omit o also for convenience (the convention for normal derivatives is to consider
outer normal derivatives).
• Outgoing condition - this is the particular case of the Sommerfield radiation condition:






(t, x0) = 0
We call respectively Vo,d, Vo,n and Vo,o the set of outer vertices with Dirichlet conditions,
Neumann conditions and Outgoing conditions. With these conditions, multiplying the first
line of (1.1) with the product of c(e) and a test function v ∈ H1(G) which vanishes on each
vertex x ∈ Vo,d, and making some integration over the term (−Δu)v, by noting
∇u = ∂ (u ∘ 'e)
∂se
∘ '−1e ,

















(t, x)v(x) = 0
(1.3)
Remark. The notation c(x) is an abusive notation. We should rather write c(e(x)), where
e(x) is the sole edge connected to x.
INRIA
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2 Discretization of the continuous problem
2.1 Discretization in space
Once the continuous problem under its variationnal form (1.3) is defined, one can discretize
this problem by using ℙk finite elements with mass lumping. Moreover the fact that mass
lumping allows lesser storage and improved computation time, one will see that this method
also allows us to uncouple computation on open edges and computation on vertices. In the
following we will take k = 1.
On a given edge e ∈ ℰ , we introduce a local space step Δxe such that Le/Δxe is a (great)
positive integer, denoted Ne. We introduce then, for 0 ⩽ k ⩽ Ne, the point xe,k given by
xe,k = 'e(kΔxe)
Note that there are some couples (e, k) which give the same point x ∈ ℝd: these points
correspond to inner vertices of the graph.
Once we introduced discretization points, we can introduce on each edge e ∈ ℰ the basis
functions of ℙ1 called (Φe,k)0⩽k⩽Ne such that:







• for any l ∈ {0, . . . , Ne}, Φe,k(xe,l) = kl where kl is the Kronecker symbol.








which can be rewritten under the condensed form, by denoting Xe = (xe,0. . . . , xe,Ne)
T for











We put up the vectorial approximations (2.1) in the variationnal formulation (1.3), and one
can see that two natural set of matrices appear:









1 −1 0 . . . 0





. . . 0
...
. . .
. . . 2 −1

























. . . 0
...
. . .
. . . 4 1




Instead of using the mass matrices (2.3), we use mass lumping technic (we give here only















. . . 1 0




Moreover, for any point x ∈ Vo, we introduce:
• e(x) the sole element belonging to E(x),
• Dx the Ne(x) + 1 square matrix whose is identically equal to zero, except for:
– the coefficient on the first line and first column if '−1e (x) = 0,
– the coefficient on the last line and last column otherwise.
And finally, for any point x ∈ V (yes, even for inner vertices), for any e ∈ E(x), we introduce
the two following functions:
• 0 defined as 0(x, e) = 0 if '−1e (x) = 0 and 0(x, e) = Ne otherwise,
• 1 defined as 1(x, e) = 1 if '−1e (x) = Δxe and 1(x, e) = Ne − 1 otherwise.
Remark. For these two functions, we will omit the index e when x ∈ Vo.
2.2 Discretization in time
For the time discretization, we introduce here a global time step Δt, and one denotes Une
the approximation of Ue(t) at time t = nΔt. We discretize first order time derivative by
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2.3 Writing the discete problem and resolution
Finally, using notations and matrices of section 2.1 with time discretizations (2.5) and (2.6)

























under the two following constraints:





• Dirichlet condition on some outer vertices: for any x ∈ Vo,d, one has
Un+1e(x),0(x) = dx((n+ 1)Δt) (2.9)
2.3.1 Computation at initial time
One has to compute the solution at iterations n = 0 and n = 1 (corresponding respectively
to times t = 0 and t = Δt). Te be more precise about the "near node vanishing" Cauchy
datas of the continuous problem (1.1), we suppose that:
Hypothesis 2.1. For any x ∈ V , for any e ∈ E(x), for any V ∈ {F,G}, one has
Ve,0(x,e) = Ve,1(x,e) = 0 (2.10)
On the following, we treat separately the contribution from the Cauchy data and the
contribution from the boundary conditions.
Contribution from the Cauchy data For U0, we simply write that U0e = Fe for each










We can use this formula for any inner discretization point on each edge - one can see easily
that U1(x) = 0 for any x ∈ V . By using our interpolation formula in (2.11), one gets
(assuming that Δt ⩽ Δxe for any edge e):


























Contribution from the boundary conditions For U0, we simply take into account the
Dirichlet part:
∀x ∈ Vo,d, U0e(x),0(x) = dx(0)
For U1, we have a little more work to do. We have three parts to consider:
• Dirichlet part:
∀x ∈ Vo,d, U1e(x),0(x) = dx(Δt)
• propagation of the Dirichlet part: using (2.7) for n = 0 (assuming that U−1 is identi-
cally equal to 0 near vertices) gives that




Remark. Saying that U−1 is identically equal to 0 is available if and only if the functions
dx and nx are support in ℝ+ and if the Cauchy data vanish near vertices.
• Neumann part: still using (2.7) for n = 0, one gets that




2.3.2 Computation over time
For computation at other times, one simply starts from the numeric scheme (2.7). Knowing
Un−1 and Un, it will be very simple, to compute Un+1. The fact that each matric Me is
a diagonal matrix let us allow to compute each discretization point independantly of the
others.
Computation of inner edges discretization points One simply has
∀e ∈ ℰ , ∀1 ⩽ k ⩽ Ne − 1,
Un+1e,k − 2Une,k + Un−1e,k
Δt2
−
Une,k+1 − 2Une,k + Une,k−1
Δx2e
= 0
Computation of inner vertices Given x0 ∈ Vi. Because of condition (2.8), we denote
Un+1x0 the common value of U
n+1 at vertex x0. One has, using the numeric scheme (2.7),
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Computation of outer vertices We have to treat Neumann and Outgoing conditions.
Dirichlet condition is given explicitely by (2.9).













+ nx(nΔt) = 0
(2.15)




















3 Implementation of the discrete problem
Here, we show the implementation of the numeric scheme dscribed in the numerical code
netwaves. This program uses mainly two types of structures: a structure of geometrical
graph, and a structure of problem. Actually, this code considers that Dirichlet and Neumann
conditions are homogeneous conditions.
Remark. In this section and associated sub-sections, we’ll introduce some classes and some
methods (we won’t introduce all the classes and methods used, one can check them by retriev-
ing the sources and run Doxygen, available at http://www.stack.nl/~dimitri/doxygen/).
We decided to prefix all members of our classes by an underscore, to differientiate with local
variable in our class methods (in addition of using the object ∗this).
3.1 Geometrical graph structure
For the graph structure, one defines a template class struct_graph based on a float point
class. The complete syntax is the following:
1 template<c l a s s r e a l >
2 c l a s s s t ru c t_g raph
3 {
4 protected :
5 s td : : map<in t , s t d : : v e c to r<r e a l > > ∗ _ve r t i c e s ;
6 s td : : map<in t , s t d : : v e c to r<in t> > ∗ _edges ;
7 }
 




• index of map _vertices is the label of vertices of the graph, and value correspond to
coordinates of those vertices,
• index of map _edges is the label of edges of the graph, and value correspond to the
two vertices linked with each edge.
To describe more quickly the following functions, we introduce the two following typedef:
1 typedef s td : : map<in t , s t d : : v e c to r<r e a l > > t a b u l a r_ v e r t i c e s ;
2 typedef s td : : map<in t , s t d : : v e c to r<in t> > tabu l a r_edge s ;
 
3.2 Problem structure
For the problem structure, one defines also a template class struct_problem based on a float
point class and on a geometrical graph class. The complete syntax is:
1 template<c l a s s geometry , c l a s s r e a l >
2 c l a s s s t ruc t_prob l em
3 {
4 protected :
5 geometry ∗ _geom;
6 s td : : map<in t , r e a l > ∗ _hspaces
7 s td : : map<in t , r e a l > ∗ _re l a t i v e_w id th
8 s td : : map<in t , s t d : : v e c to r<r e a l > > ∗ _Unminus ;
9 s td : : map<in t , s t d : : v e c to r<r e a l > > ∗ _Un;
10 s td : : map<in t , in t> ∗ _tabu la r_boudary_cond i t i ons ;
11 }
 
Each associative map (except the map _tabular_boudary_conditions which index is linked
to index of the map _vertices of member _geom) are indexes linked to index of the map
_edges of member _geom. We stock
• in map _hspaces the couples (e,Δxe), for e ∈ ℰ ,
• in map _relative_width the couples (e, c(e)) for e ∈ ℰ (we called this map as it because
the conductance is linked to some geometrical parameters of our network),
• in maps _Unminus and _Un the solution computed on discretization points at iteration
n− 1 and n.
INRIA
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3.3 Set up the problem
3.3.1 Compute initlal data
Assume that we only know the structure of the graph and we know the desired value of
space step on each edge, named Δ̃xe. For each edge e:
1. we retreive the coordinates of the two vertices associated with this edge,
2. we compute the length Le,
3. we compute Ne = ⌊Le/Δ̃xe⌋ and then Δxe = Le/Ne. This ensures that Δxe ⩾ Δ̃xe,
and if the CFL condition is satisfied for the choice Δ̃xe, it will be satisfied for the
choice Δxe,
4. we create a pointer U on a vector whose size is equal to Ne + 1 and whose elements
are equal to 0,
5. we set up in our problem structure the space step Δxe and we initialize vectors
_Unminus and _Un by the following instructions:
1 (∗ th is−>_hspaces ) [ l abe l_edge ] = delta_x_e ;
2 (∗ th is−>_Unminus ) [ l abe l_edge ] = ∗U;
3 (∗ th is−>_Un) [ l abe l_edge ] = ∗U;
 
6. we compute the initial data by using formula (2.12) by using this method (thanks to
hypothesis 2.1):
1 template<typename struct_geom , c l a s s r e a l >
2 void s t ruc t_prob l em<struct_geom , r e a l >: : i n i t_da t a (
3 const r e a l dt ,
4 r e a l (∗ po i n t e r_ f ) ( r e a l , r e a l , r e a l ) ,
5 r e a l (∗ po in te r_g ) ( r e a l , r e a l , r e a l ) )
6 {
7 s td : : v e c to r<r e a l > c o o r d i n a t e s (3 ) ;
8 s td : : v e c to r<r e a l > co o rd i n a t e s_p r e v i o u s (3 ) ;
9 s td : : v e c to r<r e a l > coo rd i na t e s_nex t (3 ) ;
10
11 // Loop ove r edges
12
13 typename t abu l a r_edge s : : c o n s t_ i t e r a t o r
14 edge_ i t e r = th is−>_geom−>get_edges ( )−>beg in ( ) ,




17 f o r ( ; edg e_ i t e r != edge_end ; ++edge_ i t e r )
18 {
19 // Get i n f o rma t i o n s about edge
20 i n t l a b e l_edge = edge_i te r−>f i r s t ;
21 i n t l a b e l_po i n t 1 = ( edge_i te r−>second ) [ 0 ] ;
22 i n t l a b e l_po i n t 2 = ( edge_i te r−>second ) [ 1 ] ;
23 // R e t r i e v e v e r t i c e s
24 typename t a b u l a r_ v e r t i c e s : : c o n s t_ i t e r a t o r
25 v e r t e x 1 = th is−>_geom−>g e t_ v e r t i c e s ( )−>f i n d (
l a b e l_po i n t 1 ) ,
26 v e r t e x 2 = th is−>_geom−>g e t_ v e r t i c e s ( )−>f i n d (
l a b e l_po i n t 2 ) ;
27 // R e t r i e v e number o f unknowns and a s s o c i a t e De l ta x_e
28 i n t N = th is−>_Unminus−>f i n d ( l abe l_edge )−>second . s i z e ( ) ;
29 r e a l dx = th is−>_hspaces−>f i n d ( l abe l_edge )−>second ;
30 // Compute l e n g t h o f edge
31 r e a l l e n g t h = 0 . ;
32 f o r ( i n t j =0; j <3; j++)
33 {
34 l e n g t h+=(( ve r t e x1−>second ) [ j ]−( ve r t e x2−>second ) [ j ] )
35 ∗ ( ( ve r t e x1−>second ) [ j ]−( ve r t e x2−>second ) [ j ] ) ;
36 }
37 l e n g t h = s td : : s q r t ( l e n g t h ) ;
38 // I n i t i a l i z e v e c t o r s
39 s td : : v e c to r<r e a l > ∗U1 = new s td : : v e c to r<r e a l >(N, 0 . ) ,
40 ∗U2 = new s td : : v e c to r<r e a l >(N, 0 . ) ;
41 // Eva l u t a t e f u n c t i o n ( remember tha t N = N_e + 1)
42 f o r ( i n t e v a l p o i n t =1; e v a l p o i n t < N−1; ++e v a l p o i n t )
43 {
44 f o r ( i n t j =0; j <3; j++)
45 {
46 c o o r d i n a t e s [ j ] = r e a l ( e v a l p o i n t ) ∗ dx / l e n g t h
47 ∗ ( ( ve r t e x2−>second ) [ j ]−( ve r t e x1−>second ) [ j ] )
48 + ( ve r t e x1−>second ) [ j ] ;
49 c o o r d i n a t e s_p r e v i o u s [ j ] =
50 r e a l ( e v a l p o i n t −1) ∗ dx / l e n g t h
51 ∗ ( ( ve r t e x2−>second ) [ j ]−( ve r t e x1−>second ) [ j ] )
52 + ( ve r t e x1−>second ) [ j ] ;
53 coo rd i na t e s_nex t [ j ] =
54 r e a l ( e v a l p o i n t+1) ∗ dx / l e n g t h
55 ∗ ( ( ve r t e x2−>second ) [ j ]−( ve r t e x1−>second ) [ j ] )
56 + ( ve r t e x1−>second ) [ j ] ;
INRIA
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57 }
58 r e a l Fn = (∗ po i n t e r_ f ) ( c o o r d i n a t e s [ 0 ] ,
59 c o o r d i n a t e s [ 1 ] ,
60 c o o r d i n a t e s [ 2 ] ) ;
61 r e a l Fnm = (∗ po i n t e r_ f ) ( c o o r d i n a t e s_p r e v i o u s [ 0 ] ,
62 c o o r d i n a t e s_p r e v i o u s [ 1 ] ,
63 c o o r d i n a t e s_p r e v i o u s [ 2 ] ) ;
64 r e a l Fnp = (∗ po i n t e r_ f ) ( coo rd i na t e s_nex t [ 0 ] ,
65 coo rd i na t e s_nex t [ 1 ] ,
66 coo rd i na t e s_nex t [ 2 ] ) ;
67 r e a l Gn = (∗ po in te r_g ) ( c o o r d i n a t e s [ 0 ] ,
68 c o o r d i n a t e s [ 1 ] ,
69 c o o r d i n a t e s [ 2 ] ) ;
70 r e a l Gnm = (∗ po in te r_g ) ( c o o r d i n a t e s_p r e v i o u s [ 0 ] ,
71 c o o r d i n a t e s_p r e v i o u s [ 1 ] ,
72 c o o r d i n a t e s_p r e v i o u s [ 2 ] ) ;
73 r e a l Gnp = (∗ po in te r_g ) ( coo rd i na t e s_nex t [ 0 ] ,
74 coo rd i na t e s_nex t [ 1 ] ,
75 coo rd i na t e s_nex t [ 2 ] ) ;
76 (∗U1) [ e v a l p o i n t ] = Fn ;
77 (∗U2) [ e v a l p o i n t ] = ( dx−dt ) /dx∗Fn+dt / ( 2 . ∗ dx ) ∗(Fnm+Fnp
)
78 + 0.5∗ dt ∗ ( 2 . − dt /dx ) ∗ Gn
79 + 0.5∗ dt ∗ dt /(2∗ dx ) ∗ (Gnm+Gnp) ;
80
81 }
82 (∗ th is−>_Unminus ) [ l abe l_edge ] = ∗U1 ;
83 (∗ th is−>_Un) [ l abe l_edge ] = ∗U2 ;
84 U1−>c l e a r ( ) ; delete U1 ;




3.3.2 Computation over time
Assume that _Unminus and _Un contains the vectors Un−1 and Un. Then we compute
Un+1 as described in section 2.3.2. The computation is the following (for the sequential
form - one can see it would be easy to parallelize the code by using shared memory):
1 template<typename struct_geom , c l a s s r e a l >





4 // Set up a new map ( tha t w i l l be U^(n+1))
5 s td : : map<in t , s t d : : v e c to r<r e a l > > ∗Up
6 = new s td : : map<in t , s t d : : v e c to r<r e a l > >(∗( th is−>_Un) ) ;
7
8 // Set up map o f s p a c e s t e p s
9 s td : : map<in t , in t> ∗Ne = new s td : : map<in t , in t >;
10
11 // F i r s t p a r t − computat ion ove r edges
12 typename t abu l a r_edge s : : c o n s t_ i t e r a t o r
13 edge_ i t e r = th is−>_geom−>get_edges ( )−>beg in ( ) ,
14 edge_end = th is−>_geom−>get_edges ( )−>end ( ) ;
15
16 f o r ( ; edg e_ i t e r != edge_end ; ++edge_ i t e r )
17 {
18 edge_ labe l = edge_i te r−>f i r s t ;
19 r e a l dx = th is−>_hspaces−>f i n d ( edge_ labe l )−>second ;
20 r e a l c f l = dt /dx ;
21 assume ( c f l <= 1 . ) ;
22
23 (∗Ne) [ edge_ labe l ]= i n t ( ( ∗ ( th is−>_Un) ) [ edge_ labe l ] . s i z e ( ) )−1;
24
25 f o r ( i n t m=1; m < (∗Ne) [ edge_ labe l ] ; m++)
26 {
27 (∗Up) [ edge_ labe l ] [m]=2∗(1− c f l ∗ c f l )
28 ∗(∗ th is−>_Un) [ edge_ labe l ] [m]
29 +c f l ∗ c f l ∗(
30 (∗ th is−>_Un) [ edge_ labe l ] [m+1]
31 +(∗ th is−>_Un) [ edge_ labe l ] [m−1] )
32 −(∗ th is−>_Unminus ) [ edg e_ labe l ] [m] ;
33 }
34 }
35 // Second pa r t − computat ion ove r v e r t i c e s
36
37 // Set up t a b u l a r o f edges connected to a g i v e n v e r t e x
38 // Convent ion o f boo l ean : t r u e i f v e r t e x i s the r i g h t po in t ,
39 // f a l s e i f v e r t e x i s the l e f t p o i n t
40 s td : : map<in t , bool> tabu la r_edges_connected ;
41
42 typename t a b u l a r_ v e r t i c e s : : c o n s t_ i t e r a t o r
43 v e r t e x_ i t e r = th is−>_geom−>g e t_ v e r t i c e s ( )−>beg in ( ) ,
44 vertex_end = th is−>_geom−>g e t_ v e r t i c e s ( )−>end ( ) ;
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45
46 f o r ( ; v e r t e x_ i t e r !=vertex_end ; ++v e r t e x_ i t e r )
47 {
48 i n t v e r t e x_ l a b e l=v i t−>f i r s t ;
49 i n t nb_edges2ve r tex
50 =th is−>_geom−>get_number_of_edges_connected_to_vertex(
v e r t e x_ l a b e l ) ;
51 th is−>_geom−>print_edges_connected_to_vertex (
tabular_edges_connected , v e r t e x_ l a b e l ) ;
52
53 i f ( nb_edges2ve r tex > 1)
54 {
55 // I n n e r v e r t e x − K i r c h h o f f c o n d i t i o n s
56 r e a l sum_div = 0 . ; // Con ta i n s sum \ De l ta x_e / c ( e )
57 r e a l sum_prod = 0 . ; // Con ta i n s sum \ De l ta x_e ∗ c ( e )
58 r e a l sum_Un =0. // Con ta i n s sum \ De l ta x_e U_{e ,1}^n /
c ( e )
59 // R e t r i e v e v a l u e s o f U^{n−1} and U^n on t h i s v e r t e x
60 edge_ labe l = s i t−>f i r s t ;
61 r e a l val_Un , val_Unminus ;
62 i f ( s i t−>second )
63 {
64 val_Un = (∗ th is−>_Un) [ edge_ labe l ] [ ( ∗ nb_i te r ) [
edg e_ labe l ] ] ;
65 val_Unminus = (∗ th is−>_Unminus ) [ edg e_ labe l ] [ ( ∗
nb_i te r ) [ edg e_ labe l ] ] ;
66 }
67 e l s e
68 {
69 val_Un = (∗ th is−>_Un) [ edge_ labe l ] [ 0 ] ;
70 val_Unminus = (∗ th is−>_Unminus ) [ edg e_ labe l ] [ 0 ] ;
71 }
72 // Loop ove r edges connected to t h i s v e r t e x
73 s td : : map<in t , bool >:: c o n s t_ i t e r a t o r
74 s i t = tabu la r_edges_connected . b eg i n ( ) ,
75 s i t e = tabu la r_edges_connected . end ( ) ;
76 // Crea t e v a l u e s o f d i f f e r e n t s sums
77 f o r ( ; s i t != s i t e ; ++s i t )
78 {
79 // R e t r i e v e l a b e l
80 edge_ labe l= s i t−>f i r s t ;
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81 r e a l mu = th is−>_re la t i ve_width−>f i n d ( edge_ labe l )−>
second ;
82 r e a l dx = th is−>_hspaces−>f i n d ( edge_ labe l )−>second ;
83 sum_div += mu / dx ;
84 sum_prod += mu ∗ dx ;
85 i f ( s i t−>second )
86 {
87 // v e r t e x on the r i g h t s i d e o f the edge
88 sum_Un += mu/dx ∗(∗ th is−>_Un) [ edge_ labe l ] [ ( ∗
nb_i te r ) [ edg e_ labe l ] −1 ] ;
89 }
90 e l s e
91 {
92 // v e r t e x on the l e f t s i d e o f the edge




97 // Sum up
98 r e a l val_Up = 2 . ∗ val_Un − val_Unminus + dt ∗ dt ∗2 .∗ (
sum_Un − sum_div
99 ∗ val_Un ) / sum_prod ;
100 // Push v a l u e s
101 s i t = tabu la r_edges_connected . b eg i n ( ) ;
102 f o r ( ; s i t != s i t e ; s i t ++)
103 {
104 //on edge l a b e l l e d s i t −>f i r s t
105 edge_ labe l= s i t−>f i r s t ;
106 i f ( s i t−>second )
107 {
108 (∗Up) [ edge_ labe l ] [ ( ∗ nb_i te r ) [ edg e_ labe l ] ]= val_Up
;
109 // v e r t e x on the r i g h t s i d e o f the edge
110 }
111 e l s e
112 {
113 // v e r t e x on the l e f t s i d e o f the edge




118 e l s e
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119 {
120 // Outer v e r t e x
121 edge_ labe l = tabu la r_edges_connected . b eg i n ( )−>f i r s t ;
122 i n t BC = th is−>_tabu la r_boundary_condi t i ons−>f i n d (
v e r t e x_ l a b e l )−>second ,
123 i n t zero , one ;
124 i f ( tabu la r_edges_connected . b eg i n ( )−>second )
125 {
126 ze ro = (∗ nb_i te r ) [ edg e_ labe l ] ;
127 one = (∗ nb_i te r ) [ edg e_ labe l ]−1;
128 }
129 e l s e
130 {
131 ze ro = 0 ;




136 case b c_ d i r i c h l e t :
137 (∗Up) [ edge_ labe l ] [ z e ro ]=0;
138 break ;
139 case bc_neumann :
140 (∗Up) [ edge_ labe l ] [ z e ro ]
141 = 2 ∗ (∗ th is−>_Un) [ edge_ labe l ] [ z e ro ]
142 + (2∗ dt ∗ dt /dx/dx ) ∗ ( (∗ th is−>_Un) [ edge_ labe l ] [
one ]
143 − (∗ th is−>_Un) [ edge_ labe l ] [
z e ro ] )
144 − (∗ th is−>_Unminus ) [ edg e_ labe l
] [ z e ro ] ;
145 break ;
146 case bc_outgoing :
147 r e a l c1 , c2 , c3 ;
148 c1 = dx / (2 . ∗ dt ∗ dt ) + 1 ./ dt ;
149 c2 = dx /( dt ∗ dt ) ;
150 c3 = − dx / (2 . ∗ dt ∗ dt ) + 1 ./ dt ;
151 (∗Up) [ edge_ labe l ] [ z e ro ] = (
152 c2 ∗ (∗ th is−>_Un) [ edge_ labe l ] [ z e ro ]
153 + c3 ∗ (∗ th is−>_Unminus ) [ edg e_ labe l ] [ z e ro ]
154 + ((∗ th is−>_Un) [ edge_ labe l ] [ one ]




157 defau l t :
158 s td : : c e r r << "ERROR␣ : : ␣ r e s o l v e ( ) ␣ : : ␣ Cond i t i o n ␣"
159 << BC << "not ␣ ye t ␣ implemented" << std : :
end l ;
160 s td : : c e r r << "Abo r t i ng . . . " << s td : : end l ;







Some remarks about this listing:
• on line 51, we get in the map tabular_edges_connected the set E(x), for each x ∈ V
(we do not differientiate if x ∈ Vi or not),
• on lines 62-71, since the values Un−1 and Un does not depend on the edge, we look for
these values on the first edge (in sense of the std :: less order associated to int) e, and
we write that
U
n−1 = Un−1e,0(x) and U
n = Une,0(x)
lines 68-71 are for the case 0(x) = 0, lines 63-66 are for the other case.
• on lines 124-133, we compute, for x ∈ V0, the values of 0(x) and 1(x), then we use
this values in various boundary conditions implemented in lines 134-163.
4 Error estimates
In this section we give some error estimate associated to both continuous framework (section
1) and discrete framework (section 2). One has to define some energy, and then to check
error estimates both theoretically and numerically.
4.1 Continuous framework





































From (4.1), one can define some continuous energy by the following:
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The idea is to get some a priori error estimates. For this case, we suppose that there’s
only Neumann or Outgoing conditions (for the Dirichlet conditions, one has to introduce
some function  locally supported the graph satisfying the Dirichlet conditions, and to check
up which problem is satisfied by u− ). We will suppose also that the Neumann functions
nx belong to the set H
1(ℝ∗+). One starts from (4.1), integrate over t ∈ [0, T ], and by using
the fact that some terms are positive, one gets:










Using some intergration by parts in (4.3) and using that u(0, x) = 0 for each x ∈ V , one gets
E(T )− E(0) ⩽ −
∑
x∈Vo,n







To be able to conclude, one has to use the two following lemmas
Lemma 4.1 (Poincare-Wirtinger inequality). For any x ∈ Vo,n, by taking e = e(x), there
exists a constant Ce which depends only of e such that, for any t ∈ ℝ+
∣u(t, x)∣ ⩽ Ce ∥u∥H1(e) ⩽ Ce
(
∥u(t, ⋅)∥
L2(e) + ∥∇u(t, ⋅)∥L2(e)
)
























































Then using Cauchy-Schwartz inequality gives the relation of the lemma.
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By using both lemmas 4.1 and 4.2, there exists two constant C, C′ and C” depending
on time such that








Remark. One can easily see that all these constants are equal to zero when all Neumann
conditions are homogeneous Neumann conditions.










in (4.5) gives that there exist two constants C̃(T ) and C′(T ) (which is the same constant as
before) such that






Finally, using Gronwall inequality leads to the following a priori following majoration:
Theorem 4.3. There exist functions C̃ and C′ which depends on time and on boundary










where C̃ and C′ are the previously defined constants.
Remark. When all Neumann conditions are homogeneous Neumann conditiosn, theorem 4.3
gives that energy ET is bounded over time (see back the remark associated to equation
(4.5)).
4.2 Discrete framework
Here we will suppose for convenience that we have only homogeneous Neumann conditions.
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the fact that this energy is constant over time. However, one can also check that not all the
terms of energy defined by (4.7) are positive ones. To avoid that, one remarks that, thanks
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K̃e = ΔxeKe =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 −1 0 . . . 0





. . . 0
...
. . .
. . . 2 −1


















The advantage to introduce the matrices M̃e and K̃e is that their coefficients do not depend
on the discretisation. Let us now resolve the generalised eigenvalue problem: find (,X) ∈
ℝ× ℝNe such that
K̃eX = M̃eX (4.13)
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where m is the largest eigenvalue of problem (4.13). Rouch calculus show that m ⩽ 1.
Then one can say that
Theorem 4.4. The energy En contains positive terms (and then numeric scheme is stable)
if and only if
∀e ∈ ℰ , Δt
Δxe
⩽ 1
Remark. One can also check by computation that the numeric scheme is not stable (with
exponential increasing of the computed solution) if the condition of theorem 4.4 is not
satisfied on at least one edge.
5 Dealing with Improved Kirchhoff conditions
Instead of writing problem (1.1) with Kirchhoff conditions, we want to solve the following






−Δu = 0 in e, ∀e ∈ ℰ and ∀t ∈ ℝ∗+
u = f for t = 0 and ∀e ∈ ℰ
∂u
∂t
= g for t = 0 and ∀e ∈ ℰ
(5.1)
with some improved Kirchhoff conditions, introduced by P. Joly and A. Semin in [6] for the
particular case of two slots and in [7] for the general case (which interest us). However,
we have to define some notations. In particular, the notation U here will differs from the
notation introduced in section 2.3.2.
5.1 Improved Kirchhoff conditions
We first have to define an order function, which says us how we locally number our edges.
Definition 5.1. An order function on the graph is a function o defined on Vi × E(Vi) =
{x,E(x)}x∈Vi with values in ℕ∗ such that for any x ∈ Vi, o(x, ⋅) is a bijection between E(x)
and {1, . . . ,#E(x)}. We will then denote o−1(x, ⋅) : {1, . . . ,#E(x)} ∈ ℰ(x) the reciprocal
bijection.
Once we defined our order function o, for any x ∈ Vi, one can denote:
INRIA
Résolution numérique de l’équation des ondes sur un réseau de fentes 25




u(t, x) defined on the edge o−1(x, 1)
...
u(t, x) defined on the edge o−1(x,#E(x))
⎞
⎟⎠ (5.2)
this vector is not proportionnal to the vector (1, . . . , 1)t, since the function is not
continous on each vertex x ∈ Vi.

















Improved conditions will be given as follow: for any x ∈ Vi, there exist two matrices J and























Ux(t), ∀x ∈ Vi, ∀t ∈ ℝ∗+
u = f for t = 0 and ∀e ∈ ℰ
∂u
∂t
= g for t = 0 and ∀e ∈ ℰ
(5.5)
with classical conditions (Dirichlet, Neumann, Outgoing). The variationnal formulation is:
find u ∈ C0(ℝ+,H1d(G)) ∩C1(ℝ+,H0(G)) satisfying inhomogeneous Dirichlet condition such
that, for any v ∈ H1d(G) satisfying associated homogeneous Dirichlet, one has (denoting Vx































The discrete problem associated to the new variationnal formulation (5.6) is the same as the
discrete problem described in section 2.3, except for inner vertices which are dealt as below:
for any x ∈ Vi, one introduces
• vector Unx is defined as the vector containing the values of U on each discretization















• vector Unx,Δ is defined as the vector containing the values of U on each discretization


























. . . 0
0 . . . 0 c(o−1(x,#E(x)))
⎞
⎟⎟⎟⎟⎠











. . . 0
0 . . . 0 Δx(o−1(x,#E(x)))
⎞
⎟⎟⎟⎟⎠
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Remark. One can check in (5.7) that the term associated to J has been treated implicitely.
This is not classical, and this is due to the fact that if we do not implicit this term, there
might be some resonance frequencies (linked to the amplitude of matrix A) that will corrupt
CFL condition of theorem 4.4 - the case for two slots has been proved in [9].
5.3 Implementation
In our class struct_problem, we add some associative maps, whose indexes will be indexed
on indexes of _geom−>_vertices.
1 template<c l a s s geometry , c l a s s r e a l >
2 c l a s s s t ruc t_prob l em
3 {
4 protected :
5 // . . . p r e v o u s l y d e f i n e d members
6 s td : : map<in t , s t d : : v e c to r<in t> > _order ;
7 s td : : map<in t , Mat r i x ∗ > _J ;
8 s td : : map<in t , Mat r i x ∗ > _A;
9 }
 
The class Matrix is the class of matrices of the external library newmat, written by R.B. Davies
(see [4] for instance).
For initialization of the problem, the matrices _J and _A are read in a data file, as the
vector _order, and one checks that the dimensions of those objects match with the number of
edges connected to associated vertex. Moreover, one checks (when building vector _order),
that there’s no element associated with two differents keys, with the following code:
1 s td : : map<in t , in t> orde r2 ;
2 s td : : v e c to r<in t> co n s t_ i t e r a t o r
3 i t = th is−>_order−>f i n d ( v e r t e x_ l a b e l )−>beg in ( ) ,
4 i t e = th is−>_order−>f i n d ( v e r t e x_ l a b e l )−>beg in ( )
5
6 f o r ( ; i t != i t e ; ++i t )
7 {
8 o rde r2 [ i t−>second ] = i t−>f i r s t ;
9 }
10
11 i f ( _this−>order−>s i z e ( ) != o rde r2 . s i z e ( ) )
12 {
13 // In t h i s case , t h e r e was two d i f f e r e n t s i t e r a t o r s w i th
14 // the same va l u e . We e x i t w i th f a i l





For computation over time, one changes lines 55-116 of C++ code given in implementa-
tion of computation over time by the following lines:
1 {
2 // Get t a b u l a r connected to edges
3 th is−>_geom−>print_edges_connected_to_vertex (
tabular_edges_connected , v e r t e x_ l a b e l ) ;
4 // D e f i n i t i o n o f v e c t o r s U ( g o t h i c shape ) and compute f o r
5 // i t e r a t i o n s n−1 and n
6 ColumnVector Uminus ( nb_edges2ve r tex ) ,
7 U( nb_edges2ve r tex ) ,
8 U_dx( nb_edges2ve r tex ) ,
9 Uplus ( nb_edges2ve r tex ) ;
10
11 // Va lues o f f u n c t i o n s 0 and 1
12 i n t zero , one ;
13
14 f o r ( i n t j =0; j < nb_edges2ve r tex ; ++j )
15 {
16 // Computation o f o^−1(x , j )
17 i n t edge_ labe l = (∗ th is−>_order ) [ v e r t e x_ l a b e l ] [ j ] ;
18 // Test i f v e r t e x i s the r i g h t bound or the l e f t bound
19 i f ( t a b u l a r . _edges_connected . f i n d ( edge_ labe l )−>second )
20 {
21 ze ro = (∗ nb_i te r ) [ edg e_ labe l ] ;
22 one = (∗ nb_i te r ) [ edg e_ labe l ]−1;
23 }
24 e l s e
25 {
26 ze ro = 0 ;
27 one = 1 ;
28 }
29 Uminus ( j )=double ( (∗ th is−>_Unminus ) [ edg e_ labe l ] [ z e ro ] ) ;
30 U( j )=double ( (∗ th is−>_Un) [ edge_ labe l ] [ z e ro ] ) ;
31 U_dx( j )=double ( (∗ th is−>_Un) [ edge_ labe l ] [ one ] ) ;
32 }
33
34 // D e f i n i t i o n o f d i a g o na l ma t r i c e s C and De l ta
35 Diagona lMat r i x C( nb_edges2ve r tex ) , De l ta ( nb_edges2ve rtex ) ;
36 f o r ( i n t j =0; j < nb_edges2ve r tex ; ++j )
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37 {
38 // Computation o f o^−1(x , j )
39 i n t edge_ labe l = (∗ th is−>_order ) [ v e r t e x_ l a b e l ] [ j ] ;
40 C( j , j ) = double ( (∗ th is−>_re l a t i v e_w id th ) [ edge_ labe l ] ) ;
41 Del ta ( j , j ) = double ( (∗ th is−>_hspaces ) [ edg e_ labe l ] )
42 }
43
44 // Computation o f U ( g o t h i c shape ) at i t e r a t i o n n+1
45 Matr i x M = 0 .5 ∗ C ∗ De l ta
46 + 0.25 ∗ double ( dt ∗ dt ) ∗ (∗ th is−>_J)
47 + (∗ th is−>_A) ;
48 Matr i x N = C ∗ De l ta − 0 .5 ∗ double ( dt ∗ dt ) ∗ (∗ th is−>_J)
49 + 2 . ∗ (∗ th is−>_A) ;
50 // Here we i n v e r t mat r i x M
51 M = M. i ( ) ;
52 Uplus = M ∗ N ∗ Un + M ∗ C ∗ De l ta . i ( ) ∗ (Un_dx − Un) −Uminus ;
53
54 // Put back i n map Up
55 f o r ( i n t j =0; j < nb_edges2ve r tex ; ++j )
56 {
57 // Computation o f o^−1(x , j )
58 i n t edge_ labe l = (∗ th is−>_order ) [ v e r t e x_ l a b e l ] [ j ] ;
59 // Test i f v e r t e x i s the r i g h t bound or the l e f t bound
60 i f ( t a b u l a r . _edges_connected . f i n d ( edge_ labe l )−>second )
61 {
62 ze ro = (∗ nb_i te r ) [ edg e_ labe l ] ;
63 }
64 e l s e
65 {
66 ze ro = 0 ;
67 }
68 (∗Up) [ edge_ labe l ] [ z e ro ]= r e a l ( Uplus ( j ) ) ;
69 }
70
71 // Memory freedom
72 Uminus . R e l e a s e ( ) ; U . R e l e a s e ( ) ;
73 U_dx . R e l e a s e ( ) ; Uplus . R e l e a s e ( ) ;
74 C . Re l e a s e ( ) ; De l ta . R e l e a s e ( ) ;






We showed the existence of a numeric scheme solving propagation of acoustic wave in net-
works. Moreover, we can say that this numeric scheme is stable under some classical con-
ditions, and implementation of this scheme is easy - one does not need to use matrices to
implement this scheme. However we can see that the time step used is a global time step -
one expects to use a local time step, in the spirit of the works of J. Rodriguez.
Acknolowedgment I would like to thanks P. Joly for his knowledge which helped me in
some technical points, and K. Boxberger with helped me to provide the code netwaves.
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