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Abstract
Consider the Klein-Gordon-Zakharov equations in R1+2, and we are interested in
establishing the small global solution to the equations and in investigating the point-
wise asymptotic behavior of the solution. The Klein-Gordon-Zakharov equations can
be regarded as a coupled semilinear wave and Klein-Gordon system with quadratic
nonlinearities which do not satisfy the null conditions, and the fact that wave compo-
nents and Klein-Gordon components do not decay sufficiently fast makes it harder to
conduct the analysis. In order to conquer the difficulties, we will rely on the hyper-
boloidal foliation method and a minor variance of the ghost weight method. As a side
result of the analysis, we are also able to show the small data global existence result
for a class of quasilinear wave and Klein-Gordon system violating the null conditions.
Keywords. Klein-Gordon-Zakharov model; global solution; pointwise decay; hyperboloidal
foliation method.
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1 Introduction
Background and motivations The study of nonlinear wave equations, nonlinear Klein-
Gordon equations, and their coupled systems has attracted the attention from the re-
searchers since decades ago. Among the most concerned questions are that what kinds of
quadratic nonlinearities can guarantee the small data global existence results for the equa-
tions, and that what is the asymptotic behavior of the global solution. The milestone work
on this subject is due to Christodoulou [4] and Klainerman [21] for nonlinear wave equa-
tions in R1+3, and is due to Klainerman [20] and Shatah [36] for nonlinear Klein-Gordon
equations in R1+3. After that, consecutive progress is made in this field, from different
types of nonlinearities to various dimensions.
We now briefly revisit some existing results on the coupled wave and Klein-Gordon
equations, with or without physical models behind, which are the main motivation of this
paper. The study of the coupled wave and Klein-Gordon equations has its own difficulties,
which is due to the well-known fact that the scaling vector field L0 = t∂t + x
a∂a does not
commute with the Klein-Gordon operator as well as many others. On one hand, in R1+3,
the pioneering work is due to Bachelot [3] on the Dirac-Klein-Gordon system and Georgiev
[12] on the general wave and Klein-Gordon system with null nonlinearities. Later on, lots
of other kinds of coupled wave and Klein-Gordon equations were studied, see for instance
[32, 34, 35, 40, 18, 19, 23, 24, 16, 17, 41, 22, 11, 9, 10, 7]. On the other hand, in R1+2, the
slow decay nature of the wave components and the Klein-Gordon components makes the
study of the coupled wave and Klein-Gordon equations more formidable. The first such
result is due to Ma [27, 28], where a class of quasilinear wave and Klein-Gordon system was
shown to admit the global solution. Shortly after that, more types quadratic nonlinearities
were treated, see [29, 30, 38, 15, 8].
Next, we return to the Klein-Gordon-Zakharov equations, which appear in plasma
physics, see for instance [42, 5, 31]. The first small data global existence result was es-
tablished by Ozawa, Tsutaya, and Tsutsumi [32] in R1+3, and then some other alternative
proofs were provided in [39, 18, 9, 6]. Later on, Ozawa, Tsutaya, and Tsutsumi [33]
showed that the Klein-Gordon-Zakharov equations are well-posed with different propaga-
tion speeds in R1+3. Besides, there exists other interesting work on different aspects of the
studies on Klein-Gordon-Zakharov equations: Guo and Yuan [13] proved that the Klein-
Gordon-Zakharov equations with first order expressions admit the global smooth solution
in R1+2 when the initial data are bounded; it is also worth to mention the interesting
work of Masmoudi and Nakanishi [31] in which the authors studied the convergence of the
KleinGordonZakharov equations to the Schrodinger equation as some parameters go to
2
+∞.
We recall, on one hand, that one of the successful tools in dealing with coupled wave and
Klein-Gordon equations is the hyperboloidal foliation method, dating back to Klainerman
[21] and Hormander [14], which can be regarded as the Klainerman’s vector field method on
hyperboloids, and which was developed by LeFloch-Ma [23, 24, 25, 26], and by Klainerman-
Wang-Yang [41, 22]. In this method, the use of the scaling vector field L0 is avoided, which
makes it consistent with both the wave equations and the Klein-Gordon equations. On
the other hand, the ghost weight method, introduced by Alinhac [1, 2], is very powerful
in studying nonlinear partial differential equations in various dimensions. Originally the
method was used on the wave equations in R1+2, but it can also be use to study the coupled
wave and Klein-Gordon systems, see for instance [8].
Motivated by the existing work on the coupled wave and Klein-Gordon equations, we
are interested in establishing the small data global existence result for the Klein-Gordon-
Zakharov equations in R1+2, and in addition, we will also demonstrate the asymptotic
behavior of the solution. In order to overcome the slow decay property of the wave and the
Klein-Gordon components in dimension two, we will combine the ghost weight method and
the hyperboloidal foliation method. As a consequence, we can generalise, to some extent,
the result on the quasilinear wave and Klein-Gordon equations in R1+2 of [38].
Model problem and main difficulties We will consider the Klein-Gordon-Zakharov
model in R1+2
−2E + E = −nE,
−2n = ∆|E|2.
(1.1)
The unknowns are E = (E1, E2) taking values in1 R2, n taking values in R, which are
the Klein-Gordon component and the wave component respectively. We take the signature
(−,+,+) in the spacetime R1+2. As usual, 2 = ∂α∂
α represents the wave operator,
∆ = ∂a∂
a represents the Laplace operator, with the Greek letters α, β, · · · ∈ {0, 1, 2}
denoting the spacetime indices, and Latin letters a, b, · · · ∈ {1, 2} representing the space
indices, and the Einstein summation convention is adopted unless otherwise specified.
The initial data are prescribed at the slice t = t0 = 2(
E, ∂tE
)
(t0, ·) =
(
E0, E1
)
,
(
n, ∂tn
)
(t0, ·) =
(
n0, n1
)
:=
(
∆n∆0 ,∆n
∆
1
)
, (1.2)
and the functions (E0, E1, n
∆
0 , n
∆
1 ) are assumed to be supported in the unit ball {x : |x| ≤
1}.
Due to the serious problem that wave components and Klein-Gordon components decay
insufficiently fast in R1+2, the quadratic nonlinearities appearing in (1.1), which violate
the null conditions, are at the border line of integrability. To be more precise, in R1+2
1Originally E takes values in R2, but more general cases of taking values in CN0 with N0 = 1, 2, · · · can
also be treated.
3
linear waves decay at the speed of t−1/2, while linear Klein-Gordon components decay at
the speed of t−1. This means that the best we can expect for the nonlinearities is∥∥nE∥∥
L2(R2)
. t−1,
∥∥∆|E|2∥∥
L2(R2)
. t−1,
which are non-integrable quantities. Thus under this situation, it is very hard to prove the
sharp pointwise decay results, as well as closing the bootstrap, of E and n.
Recall that in the framework of the hyperboloidal foliation method, we will integrate
over the hyperbolic time s =
√
t2 − |x|2, which means we need to show |n| . s−1 to
close the bootstrap argument. But this does not seem to be easy, because when we go to
the n equation, the fact that the Klein-Gordon component E decays only like |E| . t−1,
as already remarked, leads to a polynomial growth even in the natural energy of the n
component.
Besides, the lack of partial derivatives on the n component in the E equation seems
also to be a problem (which is difficult to handle even in R1+3, see for instance [24, 41, 16,
17, 22, 11, 9, 7]), which is meanly due to the fact that the L2–type norms of n cannot be
bounded by its natural wave energy.
Main theorems We first introduce the natural energy for the wave components and the
Klein-Gordon components in the hyperboloidal foliation setting in R1+2. Let φ = φ(t, x)
be a sufficiently nice function supported in the spacetime region {(t, x) : t ≥ |x|+ 1}, then
its natural energy on the hyperboloid Hs = {(t, x) : t
2 = |x|2 + s2} is defined by
Em(s, φ) :=
∫
Hs
(∂tφ)
2 +
∑
a
(∂aφ)
2 + 2(xa/t)∂aφ∂tφ+m
2φ2 dx. (1.3)
The abbreviation E(s, φ) = E0(s, φ) is used.
Recall that our goal is to prove the small data global existence result to the model
problem (1.1), and to derive the pointwise decay result of the solution. Now the first main
result is illustrated.
Theorem 1.1. Consider the Klein-Gordon-Zakharov equations in (1.1), and let N ≥ 11
be an integer. There exits ǫ0 > 0, such that for all ǫ < ǫ0, and all compactly supported
initial data satisfying the smallness condition
‖E0‖HN+2 + ‖E1‖HN+1 + ‖n
∆‖HN+3 + ‖n
∆‖HN+2 ≤ ǫ, (1.4)
the Cauchy problem (1.1)–(1.2) admits a global-in-time solution (E,n), which satisfies the
following sharp pointwise decay results
|E(t, x)| . t−1, |n(t, x)| . t−1/2(t− r)−1/2. (1.5)
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Furthermore, with the notation for the Lorentz boosts La = xa∂t + t∂a and 0 < δ < 1/24,
the following energy estimates are also valid
E1(s, ∂
ILJE)1/2 + E1(s, ∂∂
ILJE)1/2 . sδ, |I|+ |J | ≤ N,
E1(s, ∂
ILJE)1/2 . 1, |I|+ |J | ≤ N − 3,
E(s, ∂ILJn)1/2 . sδ, |I|+ |J | ≤ N.
(1.6)
Although the system (1.1) is with critical nonlinearities, the sharp pointwise decay
results of the solution (E,n) can still be obtained. And this is the first global existence
and asymptotic results, as far as we know, on the wave and Klein-Gordon systems in R1+2
violating the null conditions.
We note that the divergence form nonlinearities, see for instance [18, 9, 8], in the n
equation is a gain in some sense, and we now take advantage of this structure. Expressing
the original equations in (1.1) in terms of the scalar valued variables (Ea, n) with a = 1, 2
gives us
−2Ea + Ea = −nEa,
−2n = ∆
(
(E1)2 + (E2)2
)
.
(1.7)
Then we proceed to introduce the new variable (n∆) with the relation
n = ∆n∆, (1.8)
and this new variable satisfies the following wave equation:
−2n∆ = (E1)2 + (E2)2,
(
n∆, ∂tn
∆
)
(t0) = (n
∆
0 , n
∆
1 ). (1.9)
To sum up, we will consider, in the analysis, the scalar valued variables
Ea, n∆, (1.10)
which are related to the original unknowns (E,n) by the relations
E = (E1, E2), n = ∆n∆. (1.11)
And the variables (Ea, n∆) are solutions to the following equations
−2Ea + Ea = ∆n∆Ea,
(
Ea, ∂tE
a
)
(t0) = (E
a
0 , E
a
1 ),
−2n∆ = (E1)2 + (E2)2,
(
n∆, ∂tn
∆
)
(t0) = (n
∆
0 , n
∆
1 ).
(1.12)
To achieve the sharp pointwise decay of n = ∆n∆, we prove a new type of energy
estimates as well as a new type of Sobolev–type inequality accordingly, which is inspired
by the ghost weight method. This energy estimates allow us to gain t decay at the expense
of losing t − |x| decay, and fortunately the loss of t − r decay is not a problem as ∂∂n∆,
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roughly speaking, has an extra (t − |x|)−1 decay compared to ∂Ln∆, ∂n∆ (see (4.7)), for
instance. On the other hand, in order to obtain the sharp pointwise decay estimates of
E, we prove the uniform energy estimates, which is thanks to the trick that we move
the good factor s′/t in the energy estimates (3.5) to the source term, and the details are
demonstrated in the proof of Proposition 4.4.
Inspired by the treatment on the Klein-Gordon-Zakharov equations in the form (1.12),
we find that our method can also be applied to the following quasilinear wave and Klein-
Gordon system:
−2v + v + Pαβ1 v∂α∂βu+ P
αβγ
2 ∂γv∂α∂βw = 0,
−2w + Pαβ1 v∂α∂βv + P
αβγ
2 ∂γv∂α∂βv = 0,(
v, ∂tv,w, ∂tw
)
(t0) = (v0, v1, w0, w1).
(1.13)
In the coupled system (1.13), Pαβ1 , P
αβγ
2 are constants, which do not need to satisfy the null
conditions. As a comparison, in [38] the nonlinearities Pαβγ2 ∂γv∂α∂βu, P
αβγ
2 ∂γv∂α∂βv are
considered and certain null conditions are assumed to the nonlinearities, while we can also
treat here the nonlinearities Pαβ1 v∂α∂βu, P
αβ
1 v∂α∂βv, and no null conditions are assumed.
The small data global existence result to the system (1.13) and the asymptotic behavior
of the solution (v,w) are now stated.
Theorem 1.2. Consider the coupled wave and Klein-Gordon equations in (1.13), and let
N ≥ 11 be an integer. There exits ǫ0 > 0, such that for all ǫ < ǫ0, and all compactly
supported initial data satisfying the smallness condition
‖v0‖HN+1 + ‖v1‖HN + ‖w0‖HN+1 + ‖w1‖HN ≤ ǫ, (1.14)
the Cauchy problem (1.13) admits a global-in-time solution (v,w), which satisfies the fol-
lowing pointwise decay results
|v(t, x)| . t−1, |∂∂w(t, x)| . s−1. (1.15)
We see from Theorem 1.2 that the pointwise decay results for v, ∂∂w are sharp, which
is thanks to the use of a minor different version of the ghost weight energy estimates (3.7).
We note that almost the same analysis as the proof of Theorem 1.1 also applies to
Theorem 1.2, but in order to avoid ambiguities, we also provide the proof for Theorem 1.2
in the appendix.
Outline
The rest of this article is organised as follows.
In Section 2, we revisit some preliminaries on the wave equations, the hyperboloidal
foliation method, and the commutator estimates. Then in Section 3, we introduce the en-
ergy estimates and prepare the Sobolev–type inequalities adapted to the energy estimates.
Finally we prove Theorem 1.1 and Theorem 1.2 relying on the bootstrap method in Section
4, and in the appendix respectively.
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2 Preliminaries
2.1 Notations in the hyperboloidal foliation setting
Working in the (1+2) dimensional Minkowski spacetime, we adopt the signature (−,+,+).
Recall that the Greek letters α, β, · · · ∈ {0, 1, 2} denote the spacetime indices, and Latin
letters a, b, · · · ∈ {1, 2} represent the space indices, and the indices are raised or lowered
by the Minkowski metric η = diag(−1, 1, 1). A point in R1+2 is denoted by (x0, x1, x2) =
(t, x1, x2), and we denote its spacial radius by r =
√
x21 + x
2
2. All of the functions considered
are assumed to be supported in the cone K = {(t, x) : t ≥ |x|+ 1} (since the solutions are
supported in this region). A hyperboloid with hyperbolic time s (with s ≥ 2) is denoted
by Hs = {(t, x) : t
2 = |x|2 + s2}. For a point (t, x) ∈ Hs
⋂
K, we emphasize the following
important relations
t ≥ |x|+ 1, s ≤ t ≤ s2. (2.1)
Also we use K[s0,s1] := {(t, x) : s
2
0 ≤ t
2 − r2 ≤ s21; r ≤ t− 1} to denote subsets of K which
are limited by two hyperboloids Hs0 and Hs1 with s0 ≤ s1.
We next introduce some vector fields
• Translations: ∂α, α = 0, 1, 2.
• Lorentz boosts: La = xa∂t + t∂a, a = 1, 2.
• Scaling vector field: L0 = S = t∂t + r∂r.
To adapt to the hyperboloidal foliation setting, we introduce the so-callled semi-hyperboloidal
frame which is defined by
∂0 := ∂t, ∂a :=
La
t
=
xa
t
∂t + ∂a. (2.2)
On the other hand, the natural Cartesian frame can be expressed in terms of the semi-
hyperboloidal frame as
∂t = ∂0, ∂a = −
xa
t
∂t + ∂a. (2.3)
2.2 Estimates for commutators
We will need to frequently use the following estimates for commutators, which can be found
in [37, 23]
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Lemma 2.1. Let u be a sufficiently nice function supported in K = {(t, x) : t ≥ |x| + 1},
then the following inequalities are valid (a, b,m ∈ {1, 2}, α, β ∈ {0, 1, 2})
∣∣∂αLau∣∣ . ∣∣La∂αu∣∣+∑
β
∣∣∂βu∣∣,
∣∣∂α∂βLau∣∣ . ∣∣La∂α∂βu∣∣+∑
γ,γ′
∣∣∂γ∂γ′u∣∣,
∣∣LaLbu∣∣ . ∣∣LbLau∣∣+∑
m
∣∣Lmu∣∣,∣∣∂α(s/t)∣∣ . s−1,∣∣La(s/t)∣∣+ ∣∣LbLa(s/t)∣∣ . s/t,∣∣La(t− |x|)−γ∣∣ . (t− |x|)−γ ,∣∣LbLa((s/t))∣∣ . (t− |x|)−γ t
|x|
.
(2.4)
Proof. We only provide the proof for the last two estimates, as the proof for other inequal-
ities can be found in [37, 23].
We directly compute
La(t− |x|)
−γ =xa∂t(t− |x|)−γ + t∂a(t− |x|)−γ
= −γ(t− |x|)−1−γxa + γt(t− |x|)−1−γ
xa
|x|
= −γ(t− |x|)−1−γ
xa
|x|
(
|x| − t
)
= γ(t− |x|)−γ
xa
|x|
,
which leads to ∣∣La(t− |x|)−γ∣∣ ≤ γ(t− |x|)−γ .
Next, we act Lb to the above identity to get (δab is the Kronecker delta function)
LbLa(t− |x|)
−γ = γ2(t− |x|)−γ
xaxb
|x|2
+ γ(t− |x|)−γ
δabt
|x|
− γ(t− |x|)−γ
xaxbt
|x|3
.
Thus the proof is complete.
3 Energy estimates on hyperboloids
3.1 Energy estimates
We will introduce two kinds of energy estimates in this subsection: in the first kind of
energy estimates two ways are shown on how to bound the natural energies for the wave
components and the Klein-Gordon components; then the second kind of energy estimates
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allow us to bound the natural energies with some weights, and this is mainly motivated by
the ghost weight method.
Let φ be a sufficiently nice function defined on a hyperboloid Hs, following [23] we
define its natural energy Em (with three equivalent expressions) by
Em(s, φ) :=
∫
Hs
((
∂tφ
)2
+
∑
a
(
∂aφ
)2
+ 2(xa/t)∂tφ∂aφ+m
2φ2
)
dx
=
∫
Hs
((
(s/t)∂tφ
)2
+
∑
a
(
∂aφ
)2
+m2φ2
)
dx
=
∫
Hs
((
∂⊥φ
)2
+
∑
a
(
(s/t)∂aφ
)2
+
∑
a<b
(
t−1Ωabφ
)2
+m2φ2
)
dx,
(3.1)
in which Ωab := x
a∂b − x
b∂a are the rotation vector fields, and ∂⊥ := L0/t = ∂t + (xa/t)∂a
is the orthogonal vector field. The above integral is defined by∫
Hs
|φ| dx =
∫
R2
∣∣φ(√s2 + r2, x)∣∣ dx, (3.2)
and we denote
‖φ‖Lp
f
(Hs) =
(∫
Hs
|φ|p dx
)1/p
, 1 ≤ p < +∞, (3.3)
while ‖φ‖L∞
f
(Hs) := ‖φ‖L∞(Hs). Note that the second and the third expressions in (3.1)
yield ∥∥(s/t)∂φ∥∥
L2
f
(Hs) +
∑
a
∥∥∂aφ∥∥L2
f
(Hs) . Em(s, φ)
1/2.
Energy estimates I Now, we demonstrate the first energy estimates to the hyper-
boloidal setting.
Proposition 3.1 (Energy estimates for wave-Klein-Gordon equations). For m ≥ 0 and
for s ≥ s0 (with s0 = 2), it holds both
Em(s, φ)
1/2 ≤ Em(s0, φ)
1/2 +
∫ s
2
∥∥−2φ+m2φ∥∥
L2
f
(Hs′ ) ds
′ (3.4)
and
Em(s, φ) ≤ Em(s0, φ) +
∫ s
2
∫
Hs′
(s′/t)
∣∣∂tφ∣∣∣∣−2φ+m2φ∣∣ dxds′ (3.5)
for all sufficiently regular functions φ = φ(t, x), which are defined and supported in K[s0,s].
One refers to [24] for the proof. A side remark is that the energy estimates (3.5) allows
us to show the uniform energy bounds for the E component, while the energy estimates
(3.4) cannot achieve this, and the details can be found in the proof of Proposition 4.4.
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Energy estimates II To proceed, we introduce a minor different version of the ghost
weight energy estimates for the wave equations, which can help compensate the loss of t
decay by the (less important in many cases) loss of t − r decay. Roughly speaking, the
version of ghost weight energy estimates below allows us to show
|∂n∆| . s−1(t− r)2δ
from
|∂n∆| . s−1+δ.
Consider the wave equation
−2u = f, (3.6)
and recall that in the original ghost weight method by Alinhac, the multiplier used is
earctan(r−t)∂tu,
which does not contribute to the right hand side compared with the usual multiplier ∂tu,
and this is because earctan(r−t) is only as good as a constant. However, we find that if we
instead use
(t− r)−γ∂tu
as the multiplier, the right hand side can benefit from the (t− r)−γ factor. And thanks to
the contribution of the factor (t− r)−γ , the original non-integrable quantity might turn to
the integrable quantity s−1−γ′ with γ′ > 0. Note that we are allowed to benefit from the
t− r decay because the functions considered are supported in the region t− r ≥ 1.
Proposition 3.2. Consider the wave equation (3.6) and assume u is supported in K =
{(t, x) : |x| ≤ t− 1}, then we have the following version of ghost weight energy estimates∫
Hs
(t− r)−γ
(
s/t
)2∣∣∂u∣∣2 dx ≤ 2E(s0, u) + 4
∫ s
s0
∫
Hs′
(s′/t)(t− r)−γf∂tu dxds′, (3.7)
in which γ > 0.
Proof. Multiplying on both sides of (3.6) with (t− r)−γ∂tu, we get
−2u · (t− r)−γ∂tu = f · (t− r)−γ∂tu
=
1
2
∂t
(
(t− r)−γ
(
(∂tu)
2 +
∑
a
(∂au)
2
))
− ∂a
(
(t− r)−γ∂au∂tu
)
+
γ
2
(t− r)−1−γ
∑
a
(
(xa/r)∂tu+ ∂au
)2
,
and the observation that
γ
2
(t− r)−1−γ
∑
a
(
(xa/r)∂tu+ ∂au
)2
≥ 0
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further gives
1
2
∂t
(
(t− r)−γ
(
(∂tu)
2 +
∑
a
(∂au)
2
))
− ∂a
(
(t− r)−γ∂au∂tu
)
≤ f · (t− r)−γ∂tu.
Then we integrate it over the region K[s0,s] to get∫
K[s0,s]
1
2
∂t
(
(t− r)−γ
(
(∂tu)
2 +
∑
a
(∂au)
2
))
− ∂a
(
(t− r)−γ∂au∂tu
)
dxdt
≤
∫
K[s0,s]
f · (t− r)−γ∂tu dxdt.
Note the out unit normal to the hyperboloid Hs is (t,−x
a) · (t2 + |x|2)−1/2 and dHs =
t−1/2(t2 + |x|2)1/2dx, and the Stokes formula yields∫
Hs
(t− r)−γ
((
∂tu
)2
+
∑
a
(
∂au
)2
+ 2(xa/t)∂tu∂au
)
dx
≤
∫
Hs0
(t− r)−γ
((
∂tu
)2
+
∑
a
(
∂au
)2
+ 2(xa/t)∂tu∂au
)
dx+ 2
∫ s
s0
∫
Hs′
(s′/t)f · (t− r)−γ∂tu dxds′,
in which we also used the relation dxdt = (s/t)dxds.
Finally, recalling those three equivalent expressions for the energy E(s, u) in (3.1) fin-
ishes the proof.
Note that the energy estimates in (3.7) exclude the contribution of the positive space-
time integral of the derivatives (xa/|x|)∂tu+ ∂au, which is heavily relied on in the original
ghost weight method. The reason why we do not include that contribution in the energy
estimates is that: 1) in the hyperboloidal foliation setting, the derivatives (xa/|x|)∂t + ∂a
do not seem to be so good (do not seem to be as good as ∂a); 2) in the models of interest
(1.1) and (1.13), there do not exist any null structures.
We will see later that this proposition plays a vital role in showing
|∂∂n∆| . s−1, (and |∂∂w| . s−1, )
for the equations (1.12) (and (1.13)), and this is necessary in order to close the bootstrap
argument.
3.2 Sobolev-type inequalities
We now state a Sobolev-type inequality adapted to the hyperboloidal foliation setting,
which will be used to obtain pointwise estimates for both wave and Klein-Gordon compo-
nents. The Sobolev-type inequalities on hyperboloids have been proved by Klainerman,
Ho¨rmander, and LeFloch-Ma. For the proof of the one given right below, one refers to
either [37] or [23, 24] for details.
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Lemma 3.3. Let u = u(t, x) be sufficient smooth and be supported in {(t, x) : |x| ≤ t− 1}
and let s ≥ 2, then it holds
sup
Hs
∣∣tu(t, x)∣∣ . ∑
|J |≤2
∥∥LJu∥∥
L2
f
(Hs), (3.8)
with L the Lorentz boosts and J the multi-index.
Combine with the estimates for commutators in Lemma 2.1, we also have the following
more practical versions of Sobolev inequalities.
Lemma 3.4. Under the same assumptions as in Lemma 3.3, we have
sup
Hs
∣∣su(t, x)∣∣ . ∑
|J |≤2
∥∥(s/t)LJu∥∥
L2
f
(Hs), (3.9)
and
sup
Hs
∣∣s(t− r)−γ u(t, x)∣∣ . ∑
|J |≤2
∥∥(s/t)(t− r)−γLJu∥∥
L2
f
(Hs), (3.10)
Proof. To prove (3.9), we first note
sup
Hs
∣∣su(t, x)∣∣ = sup
Hs
∣∣t(s/t)u(t, x)∣∣,
then (3.9) follows from the commutator estimates in (2.4)∣∣Lα(s/t)∣∣+ ∣∣LbLa(s/t)∣∣ . s/t.
Next, we show (3.10), and due to the fact that (t− r)−γ is not sufficiently smooth, its
proof is a little bit more complicated. We introduce the smooth cut-off function
φ0(p) =
{
0, p <
√
3
2 ,
1, p > 2
√
2
3 .
(3.11)
Let
φ(t, x) = φ0(s/t),
and we observe that
φ(t, x) =
{
0, t < 2|x|,
1, t > 3|x|.
(3.12)
In addition, we also find ∑
|J |≤2
∣∣LJφ(t, x)∣∣ . 1.
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The simple triangle inequality gives
sup
Hs
∣∣s(t− r)−γu(t, x)∣∣ ≤ sup
Hs
∣∣φ(t, x)s(t− r)−γu(t, x)∣∣+ sup
Hs
∣∣(1− φ(t, x))s(t− r)−γu(t, x)∣∣,
which means it suffices to show
sup
Hs
∣∣φ(t, x)st−γ u(t, x)∣∣ . ∑
|J |≤2
∥∥(s/t)t−γLJu∥∥
L2
f
(Hs),
sup
Hs
∣∣(1− φ(t, x))s(t− r)−γ u(t, x)∣∣ . ∑
|J |≤2
∥∥(s/t)(t− r)−γLJu∥∥
L2
f
(Hs),
(3.13)
in which we used the relation that t . t− r . t within the support of φ(t, x). The second
estimate can be seen from the commutator estimates in (2.4)
∣∣La(t− |x|)−γ∣∣ . (t− |x|)−γ , ∣∣LbLa((s/t))∣∣ . (t− |x|)−γ t
|x|
,
as well as the fact that
t . |x|
holds within the support of 1 − φ(t, x) which is {(t, x) : |x| ≥ t/3}. In order to show the
first estimate in (3.13), we compute
Lat
−γ = −γt−γ
xa
t
, LbLat
−γ = γ(1 + γ)t−γ
xaxb
t2
− γt−γδab,
and these imply the first estimate in (3.13).
The proof is complete.
4 Bootstrap argument
4.1 Bootstrap assumptions and its consequences
We will work on the equations in (1.12), and for easy readability we copy (1.12)
−2Ea + Ea = ∆n∆Ea,
(
Ea, ∂tE
a
)
(t0) = (E
a
0 , E
a
1 ),
−2n∆ = (E1)2 + (E2)2,
(
n∆, ∂tn
∆
)
(t0) = (n
∆
0 , n
∆
0 ).
We assume that it holds for s ∈ [s0, s1)
E1(s, ∂
ILJE)1/2 + E1(s, ∂∂
ILJE)1/2 ≤ C1ǫs
δ, |I|+ |J | ≤ N,
E1(s, ∂
ILJE)1/2 . C1ǫ, |I|+ |J | ≤ N − 3.
(4.1)
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In the above, 0 < δ < 1/24, C1 > 1 is a large number to be determined satisfying C1ǫ≪ δ,
and s1 is defined by
s1 = sup{s : s > s0, (4.1) holds}. (4.2)
In what follows, we first assume s1 > s0 is a finite number, and we then derive some
contradiction to assert that s1 = +∞, so that we have the global existence result.
As a consequence of the bootstrap assumptions, we have the following estimates.
Lemma 4.1. Assume the bounds in (4.1) are valid, then for all s ∈ [s0, s1) it holds the
following L2 norm estimates∥∥∂ILJE, ∂∂ILJE∥∥
L2
f
(Hs) +
∥∥(s/t)∂∂∂ILJE∥∥
L2
f
(Hs) . C1ǫs
δ, |I|+ |J | ≤ N,∥∥∂ILJE∥∥
L2
f
(Hs) +
∥∥(s/t)∂∂ILJE∥∥
L2
f
(Hs) . C1ǫ, |I|+ |J | ≤ N − 3,
(4.3)
as well as the following pointwise estimates
|∂ILJE| . C1ǫt
−1sδ, |I|+ |J | ≤ N − 2,∣∣∂ILJE∣∣ . C1ǫt−1, |I|+ |J | ≤ N − 5. (4.4)
Proof. We note that the L2–type estimates in (4.3) follow directly from the definition of
the energy E1(s,E), while the pointwise estimates in (4.4) can be obtained by using the
Sobolev–type inequality (3.8).
4.2 Refined estimates
We first derive the energy estimates for the n∆ variable.
Lemma 4.2. Let the bounds in (4.1) hold, then we have
E(s, ∂ILJn∆)1/2 + E(s, ∂∂ILJn∆)1/2 + E(s, ∂∂∂ILJn∆)1/2
.ǫ+ (C1ǫ)
2sδ, |I|+ |J | ≤ N,
(4.5)
as well as∥∥∥(t− |x|)−2δ(s/t)∂∂ILJn∆∥∥∥
L2
f
(Hs)
. ǫ+ (C1ǫ)
3/2, |I|+ |J | ≤ N,
∣∣∂∂ILJn∆∣∣ . (ǫ+ (C1ǫ)3/2)s−1(t− |x|)2δ , |I|+ |J | ≤ N − 2. (4.6)
Proof. We act ∂∂∂ILJ with |I|+ |J | ≤ N on the n∆ equation to get
−2∂∂∂ILJn∆ = ∂∂∂ILJ
(
(E1)2 + (E2)2
)
.
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Consider first the estimates in (4.5), and we note that (recall N ≥ 11)∥∥∂∂∂ILJ((E1)2 + (E2)2)∥∥
L2
f
(Hs)
.
∑
|I1|+|J1|≤N
|I2|+|J2|≤N−5
∥∥(s/t)∂∂∂I1LJ1E∥∥
L2
f
(Hs)
∥∥(t/s)∂I2LJ2E∥∥
L∞(Hs)
+
∑
|I1|+|J1|≤N
|I2|+|J2|≤N−5
∥∥∂I1LJ1E∥∥
L2
f
(Hs)
∥∥∂I2LJ2E∥∥
L∞(Hs)
.(C1ǫ)
2s−1+δ.
Then the energy estimates (3.4) implies that
E(s, ∂∂∂ILJn∆)1/2 .E(s0, ∂∂∂
ILJn∆)1/2 +
∫ s
s0
∥∥∂∂∂ILJ((E1)2 + (E2)2)∥∥
L2
f
(Hs′ ) ds
′
.ǫ+ (C1ǫ)
2
∫ s
s0
s′−1+δ ds′ . ǫ+ (C1ǫ)2sδ.
In the same way, we obtain
E(s, ∂ILJn∆)1/2 + E(s, ∂∂ILJn∆)1/2 . ǫ+ (C1ǫ)
2sδ.
Next, we turn to prove the estimates in (4.6). We apply the ghost weight energy
estimates (3.7) on the equation
−2∂ILJn∆ = ∂ILJ
(
(E1)2 + (E2)2
)
,
to arrive at∫
Hs
(t− r)−4δ
(
s/t
)2∣∣∂∂ILJn∆∣∣2 dx
.E(s0, n
∆) +
∫ s
s0
∫
Hs′
(s′/t)(t− r)−4δ∂t∂ILJn∆∂ILJ
(
(E1)2 + (E2)2
)
dxds′
.ǫ2 +
∫ s
s0
∥∥(s′/t)∂t∂ILJn∆∥∥L2
f
(Hs′ )
∥∥(t− r)−4δ∂ILJ((E1)2 + (E2)2)∥∥
L2
f
(Hs′ ) ds
′.
Observe that ∥∥(t− r)−4δ∂ILJ((E1)2 + (E2)2)∥∥
L2
f
(Hs)
.
∑
|I1|+|J1|≤N
|I2|+|J2|≤N−2
∥∥∂I1LJ1E∥∥
L2
f
(Hs)
∥∥(t− r)−4δ∂I2LJ2E∥∥
L∞(Hs)
.(C1ǫ)
3s−1−2δ,
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and, we thus obtain∫
Hs
(t− r)−4δ
(
s/t
)2∣∣∂∂ILJn∆∣∣2 dx . ǫ2 + (C1ǫ)3
∫ s
s0
s′−1−δ ds′ . ǫ2 + (C1ǫ)3.
Finally, we apply the Sobolev–type inequality (3.10) to deduce the pointwise estimates
appearing in (4.6).
We need the following result on the estimates of wave components with second order
partial derivatives, which was used in [27].
Lemma 4.3. Let u = u(t, x) be a sufficiently nice function with support K, then it hold
∣∣∂∂u∣∣ . (t− |x|)−1(∣∣∂Lu∣∣+ ∣∣∂u∣∣)+ t
t− |x|
∣∣2u∣∣. (4.7)
As a consequence, we have∣∣∂∂∂ILJn∆∣∣ . (ǫ+ (C1ǫ)3/2)s−1(t− |x|)−1/2, |I|+ |J | ≤ N − 3,∥∥(s/t)(t− |x|)1/2∂∂∂ILJn∆∥∥
L2
f
(Hs) . ǫ+ (C1ǫ)
3/2, |I|+ |J | ≤ N − 1,
(4.8)
Proof. The proof of (4.7) can be found in [27, 29, 8]. And, we will only show∣∣∂∂∂ILJn∆∣∣ . (ǫ+ (C1ǫ)3/2)s−1(t− |x|)−1/2, |I|+ |J | ≤ N − 3,
as the other estimate in (4.8) can be derived in a very similar way.
According to (4.7), we have
∣∣∂∂∂ILJn∆∣∣ . (t− |x|)−1(∣∣∂L∂ILJn∆∣∣+ ∣∣∂∂ILJn∆∣∣)+ t
t− |x|
∣∣2∂ILJn∆∣∣.
On one hand, the estimates for commutators give∣∣∂L∂ILJn∆∣∣ . ∑
|I1|≤|I|
(∣∣∂∂I1LLJn∆∣∣+ ∣∣∂∂I1LJn∆∣∣),
on the other hand, the equation of n∆ in (1.12) implies∣∣2∂ILJn∆∣∣ ≤ ∣∣∂ILJ |E|2∣∣ . ∑
|I1|+|I2|≤|I|
|J1|+|J2|≤|J |
∣∣∂I1LJ1E∣∣∣∣∂I2LJ2E∣∣.
Successively, we have
∣∣∂∂∂ILJn∆∣∣ . (ǫ+ (C1ǫ)3/2)(t− |x|)−1s−1(t− r)2δ + (C1ǫ)2 t
t− |x|
t−2+2δ.
Finally the smallness of δ yields the desired estimates, and the proof is done.
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We are now ready to provide the refined estimates of E component.
Proposition 4.4. Under the bootstrap assumptions in (4.1), the following estimates hold
E1(s, ∂
ILJE)1/2 + E1(s, ∂∂
ILJE)1/2 . ǫ+ (C1ǫ)
2sδ, |I|+ |J | ≤ N,
E1(s, ∂
ILJE)1/2 . ǫ+ (C1ǫ)
3/2, |I|+ |J | ≤ N − 3.
(4.9)
Proof. Act the vector filed ∂ILJ on the Ea equation, and we get
−2∂ILJEa + ∂ILJEa = ∂ILJ
(
∆n∆Ea
)
.
We first provide the proof for the high order energy cases, with |I| + |J | ≤ N . The
energy estimates in (3.4) imply that
E1(s, ∂
ILJE)1/2 ≤ E1(s0, ∂
ILJE)1/2 +
∫ s
s0
∥∥∂ILJ(∆n∆E)∥∥
L2
f
(Hs′ ) ds
′.
Easily we find that
∥∥∂ILJ(∆n∆Ea)∥∥
L2
f
(Hs) .
∑
|I1|+|J1|≤N
|I2|+|J2|≤N−5
(∥∥(s/t)∂∂∂I1LJ1n∆∥∥
L2
f
(Hs)
∥∥(t/s)∂I2LJ2E∥∥
L∞(Hs)
+
∥∥∂∂∂I2LJ2n∆∥∥
L∞(Hs)
∥∥∂I1LJ1E∥∥
L2
f
(Hs)
)
.(C1ǫ)
2s−1+δ,
which further deduces that
E1(s, ∂
ILJE)1/2 . ǫ+ (C1ǫ)
2sδ, |I|+ |J | ≤ N.
In the same way, we also obtain
E1(s, ∂∂
ILJE)1/2 . ǫ+ (C1ǫ)
2sδ, |I|+ |J | ≤ N.
Note , however, that the energy estimates in (3.4) cannot be used to show the uniform
energy estimates of E, so we rely on the trick here that we turn to the energy estimates in
(3.5) which read as follows
E1(s, ∂
ILJE) ≤ E1(s0, ∂
ILJE) +
∫ s
s0
∫
Hs′
(s′/t)
∣∣∂t∂ILJE∣∣∣∣∂ILJ(∆n∆E)∣∣ dxds′.
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The important thing is that we can move the good factor s′/t to the function of n∆, which
helps circumvent the lack of t decay of n∆ part. For |I|+ |J | ≤ N − 3, we have∫
Hs
(s/t)
∣∣∂t∂ILJE∣∣∣∣∂ILJ(∆n∆E)∣∣ dx
.
∑
|I1|+|I2|+|J1|+|J2|≤N−3
∥∥(s/t)(t− |x|)1/2∂∂∂I1LJ1n∆∥∥
L2
f
(Hs)
∥∥∂t∂ILJE∥∥L2
f
(Hs)
·
∥∥(t− |x|)−1/2∂I2LJ2E∥∥
L∞(Hs)
.(C1ǫ)
3s−3/2+3δ ,
which is integrable as δ is small. Hence, we further have
E1(s, ∂
ILJE)1/2 . ǫ+ (C1ǫ)
3/2
as desired.
We thus complete the proof.
The proof of Theorem 1.1 follows.
Proof of Theorem 1.1. By choosing C1 large enough, and ǫ sufficiently small, such that
C1ǫ≪ δ, the estimates in (4.9) imply that
E1(s, ∂
ILJE)1/2 + E1(s, ∂∂
ILJE)1/2 ≤
1
2
C1ǫs
δ, |I|+ |J | ≤ N,
E1(s, ∂
ILJE)1/2 ≤
1
2
C1ǫ, |I|+ |J | ≤ N − 3
are valid for all s ∈ [s0, s1). This means s1 must be +∞, and thus the Klein-Gordon-
Zakharov equations (1.1) admit the global solution (E,n).
The sharp pointwise decay of E is from (4.4), while the sharp pointwise decay of
n = ∆n∆ can be seen from (4.8). On the other hand, the energy estimates (1.6) can be
obtained from (4.1) and (4.5).
Appendix: Proof of Theorem 1.2
Energy estimates for quasilinear wave and Klein-Gordon equations
We first rewrite the equations in (1.13) in the following form
−2v + v +Qαβ∂α∂βw = 0,
−2w +Qαβ∂α∂βv = 0,(
v, ∂tv,w, ∂tw
)
(t0) = (v0, v1, w0, w1),
(4.10)
18
in which
Qαβ := Pαβ1 v + P
αβγ
2 ∂γv. (4.11)
Without loss of generality, we assume the following symmetry conditions
Pαβ1 = P
βα
1 , P
αβγ
1 = P
βαγ
1 , (4.12)
which imply that
Qαβ = Qβα. (4.13)
We define the energy for the quasilinear system (4.10) as
E(s, v, w) =E1(s, v) + E(s,w) +
∫
Hs
(
Q0β∂βv∂tw +Q
0β∂βw∂tv −Q
αβ∂αv∂βw
− (xa/t)
(
Qaβ∂βv∂tw +Q
aβ∂βw∂tv
))
dx.
(4.14)
Now the energy estimates for the quasilinear system (4.10) is illustrated.
Proposition 4.5. Consider the system
−2v + v +Qαβ∂α∂βw = f,
−2w +Qαβ∂α∂βv = g,(
v, ∂tv,w, ∂tw
)
(t0) = (v0, v1, w0, w1),
then we have
E(s, v, w) ≤E(s0, v, w) +
∫ s
s0
∫
Hs′
(s′/t)
(
∂αQ
αβ∂βv∂tw + ∂αQ
αβ∂βw∂tv
− ∂tQ
αβ∂βv∂αw + f∂tv + g∂tw
)
dxds′.
(4.15)
Proof. The proof is standard, and we note that the following identity can be shown using
the symmetry property of Qαβ(
−2v + v +Qαβ∂α∂βw
)
∂tv +
(
−2w +Qαβ∂α∂βv
)
∂tw = f∂tv + g∂tw
=
1
2
∂t
(
(∂tv)
2 +
∑
a
(∂av)
2 + v2 + (∂tw)
2 +
∑
a
(∂aw)
2
)
− ∂a
(
∂av∂tv
)
− ∂a
(
∂aw∂tw
)
+∂α
(
Qαβ∂βw∂tv
)
+ ∂α
(
Qαβ∂βv∂tw
)
− ∂t
(
Qαβ∂βv∂αw
)
−∂αQ
αβ∂βw∂tv − ∂αQ
αβ∂βv∂tw + ∂tQ
αβ∂βv∂αw.
Then a similar computation to the proof of Proposition 3.2 leads us to the desired results
in (4.15).
We also have the following result.
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Lemma 4.6. Consider the energy E(s, v, w) defined in (4.14), and we assume that
∣∣Qαβ∣∣≪ 1
100
s2
t2
. (4.16)
Then it holds that
E(s, v, w) . E1(s, v) + E(s,w) . E(s, v, w). (4.17)
Bootstrap assumptions
As usual, we assume the following bootstrap assumptions hold for s ∈ [s0, s1)
E1(s, ∂
ILJv)1/2 +E(s, ∂ILJw)1/2 ≤ C1ǫs
δ, |I|+ |J | ≤ N,
E1(s, ∂
ILJv)1/2 ≤ C1ǫ, |I|+ |J | ≤ N − 3,∣∣∂∂∂ILJw(t, x)∣∣ ≤ C1ǫs−1(t− r)−1/2, |I|+ |J | ≤ N − 5,
(4.18)
in which C1 > 1 is some big number to be determined, and satisfies C1ǫ ≪ 1/100, and
s1 > s0 is defined by
s1 = sup{s : s > s0, (4.18) holds}. (4.19)
Direct consequences are:∥∥∂ILJv∥∥
L2
f
(Hs) +
∥∥(s/t)∂∂ILJv, (s/t)∂∂ILJw∥∥
L2
f
(Hs) . C1ǫs
δ, |I|+ |J | ≤ N,∥∥∂ILJv∥∥
L2
f
(Hs) +
∥∥(s/t)∂∂ILJv∥∥
L2
f
(Hs) . C1ǫ, |I|+ |J | ≤ N − 3,
|∂ILJv| . C1ǫt
−1sδ, |I|+ |J | ≤ N − 2,∣∣∂ILJv∣∣ . C1ǫt−1, |I|+ |J | ≤ N − 5.
(4.20)
The estimates ∣∣∂ILJv∣∣ . C1ǫt−1 . C1ǫ(s/t)2, |I|+ |J | ≤ N − 5
as well as Lemma 4.6 imply that
E(s, ∂ILJv, ∂ILJw) . E1(s, ∂
ILJv)+E(s, ∂ILJw) . E(s, ∂ILJv, ∂ILJw), |I|+ |J | ≤ N.
(4.21)
Improved estimates
To improve the estimates appearing in the bootstrap assumptions (4.18), we go through
the analysis in Subsection 4.2. To treat the quasilinear system (4.10) our strategy is to
apply the energy estimates (4.15) for the high order energies, while we rely on the energy
estimates (3.4), (3.5), and (3.7) for the low order energies, where we pretend the system
(4.10) is a semilinear system.
We start with the high order energy estimates of v,w components.
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Lemma 4.7. Under the assumptions in (4.18), for all s ∈ [s0, s1) we have
E1(s, ∂
ILJv)1/2 + E(s, ∂ILJw)1/2 ≤ ǫ+ (C1ǫ)
3/2sδ, |I|+ |J | ≤ N. (4.22)
Proof. We act ∂ILJ on the equations in (4.10) to have
−2∂ILJv + ∂ILJv +Qαβ∂α∂β∂
ILJw = f1,
−2∂ILJw +Qαβ∂α∂β∂
ILJv = g1,
with
f1 =Q
αβ∂α∂β∂
ILJw − ∂ILJ
(
Qαβ∂α∂βw
)
,
g1 =Q
αβ∂α∂β∂
ILJv − ∂ILJ
(
Qαβ∂α∂βv
)
.
Then the energy estimates (4.15) and (4.21) deduce
E1(s, ∂
ILJv) + E(s, ∂ILJw)
.E1(s0, ∂
ILJv) + E(s0, ∂
ILJw) +
∫ s
s0
∫
Hs′
(s′/t)
(
f1∂t∂
ILJv + g1∂t∂
ILJw
+ ∂αQ
αβ∂β∂
ILJv∂t∂
ILJw + ∂αQ
αβ∂β∂
ILJw∂t∂
ILJv − ∂tQ
αβ∂βv∂αw
)
dxds′.
We only provide the estimates for the term involving f1, and other terms can be bounded
in a similar way. We proceed∫
Hs
(s/t)
∣∣f1∂t∂ILJv∣∣ dx . ∑
|I1|+|J1|≤N−5
|I2|+|J2|≤N
(∥∥(t/s)∂I1LJ1v∥∥
L∞(Hs)
∥∥(s/t)∂∂I2LJ2w∥∥
L2
f
(Hs)
+
∥∥∂I2LJ2v∥∥
L2
f
(Hs)
∥∥∂∂∂I1LJ1w∥∥
L∞(Hs)
)∥∥(s/t)∂t∂ILJv∥∥L2
f
(Hs)
. (C1ǫ)
3s−1+2δ.
We thus have
E1(s, ∂
ILJv) + E(s, ∂ILJw) . ǫ2 + (C1ǫ)
3s2δ.
The proof is done.
Next, we turn to prove the refined pointwise decay estimates of ∂∂w.
Proposition 4.8. We have∥∥(s/t)(t− |x|)1/2∂∂∂ILJw∥∥ . ǫ+ (C1ǫ)3/2, |I|+ |J | ≤ N − 3,∣∣∂∂∂ILJw∣∣ . (ǫ+ (C1ǫ)3/2)s−1(t− |x|)−1/2, |I|+ |J | ≤ N − 5. (4.23)
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Proof. The proof is very similar to the proof of (4.8), which follows from (4.7) and∫
Hs
(t− r)−4δ(s/t)2
∣∣∂∂ILJw∣∣2 dx . ǫ2 + (C1ǫ)3, |I|+ |J | ≤ N − 2,
and we omit the details.
Finally, we show the refined uniform energy bounds for v.
Proposition 4.9. It holds
E1(s, ∂
ILJv)1/2 ≤ ǫ+ (C1ǫ)
3/2, |I|+ |J | ≤ N − 3. (4.24)
Proof. The proof is very similar to the proof of Proposition 4.4, and we omit it.
By carefully choosing C1 large enough, and ǫ sufficiently small, we obtain the following
refined estimates for s ∈ [s0, s1)
E1(s, ∂
ILJv)1/2 + E(s, ∂ILJw)1/2 ≤
1
2
C1ǫs
δ, |I|+ |J | ≤ N,
E1(s, ∂
ILJv)1/2 ≤
1
2
C1ǫ, |I|+ |J | ≤ N − 3,∣∣∂∂∂ILJw(t, x)∣∣ ≤ 1
2
C1ǫs
−1(t− r)−1/2, |I|+ |J | ≤ N − 5,
which imply the global existence result in Theorem 1.2. Together with the estimates in
(4.20), the pointwise decay results in Theorem 1.2 are also proved.
References
[1] S. Alinhac, The null condition for quasilinear wave equations in two space dimensions I, Invent.
Math. 145 (3) (2001) 597–618.
[2] S. Alinhac, The null condition for quasilinear wave equations in two space dimensions II, Amer. J.
Math. 123 (6) (2001) 1071–1101.
[3] A. Bachelot, Proble`me de Cauchy global pour des syste`mes de Dirac-Klein-Gordon, Ann. Inst. Henri
Poincare´ 48 (1988), 387–422.
[4] D. Christodoulou, Global solutions of nonlinear hyperbolic equations for small initial data, Comm.
Pure Appl. Math. 39 (1986), no. 2, 267–282.
[5] R. O. Dendy, Plasma Dynamics, Oxford University Press, 1990.
[6] S. Dong, The zero mass problem for Klein-Gordon equations, Preprint arXiv:1905.08620.
[7] S. Dong, Stability of a wave and Klein-Gordon system with mixed coupling, preprint
arXiv:1912.05578.
[8] S. Dong, Global solution to the wave and Klein-Gordon system under null condition in dimension
two, Preprint arXiv:2005.04767.
22
[9] S. Dong and Z. Wyatt, Stability of a coupled wave-Klein-Gordon system with quadratic nonlinear-
ities, Preprint arXiv:1811.10022, to appear in Journal of Differential Equations.
[10] S. Dong, P. LeFloch, and Z. Wyatt, Global evolution of the U(1) Higgs Boson: nonlinear stability
and uniform energy bounds, Preprint arXiv:1902.02685.
[11] A. Fang, Q Wang and S. Yang, Global solution for Massive Maxwell-Klein-Gordon equations with
large Maxwell field, Preprint arXiv:1902.08927.
[12] V. Georgiev, Global solution of the system of wave and Klein-Gordon equations, Math. Z. 203 (1990),
683–698.
[13] B. Guo, G. Yuan, Global smooth solution for the KleinGordonZakharov equations, Journal of Math-
ematical Physics 36, 4119 (1995).
[14] L. Ho¨rmander, Lectures on nonlinear hyperbolic differential equations, Springer Verlag, Berlin, 1997.
[15] M. Ifrim, A. StingoAlmost global well-posedness for quasilinear strongly coupled wave-Klein-Gordon
systems in two space dimensions, Preprint, arXiv:1910.12673.
[16] A. D. Ionescu, B. Pausader, On the global regularity for a Wave-Klein-Gordon coupled system,
Acta Math. Sini., English Series volume 35, 933–986(2019).
[17] A. D. Ionescu, B. Pausader, The Einstein-Klein-Gordon coupled system: global stability of the
Minkowski solution, Preprint arXiv:1911.10652.
[18] S. Katayama, Global existence for coupled systems of nonlinear wave and Klein-Gordon equations in
three space dimensions, Math. Z. 270 (2012), 487–513.
[19] S. Katayama, Global existence for systems of nonlinear wave and Klein-Gordon equations with com-
pactly supported initial data, Commun. Pure Appl. Anal. 17 (2018), 1479–1497.
[20] S. Klainerman, Global existence of small amplitude solutions to nonlinear Klein-Gordon equations
in four spacetime dimensions, Comm. Pure Appl. Math. 38 (1985), 631–641.
[21] S. Klainerman, The null condition and global existence to nonlinear wave equations, Nonlinear sys-
tems of partial differential equations in applied mathematics, Part 1 (Santa Fe, N.M., 1984), Lectures
in Appl. Math., vol. 23, Amer. Math. Soc., Providence, RI, 1986, pp. 293–326.
[22] S. Klainerman, Q. Wang, and S. Yang, Global solution for massive Maxwell-Klein-Gordon equa-
tions, Commun. on Pure and Appl. Math. 73 (2020), 63–109.
[23] P.G. LeFloch and Y. Ma, The hyperboloidal foliation method, World Scientific Press, 2014.
[24] P.G. LeFloch and Y. Ma, The global nonlinear stability of Minkowski space for self-gravitating
massive fields. The wave-Klein-Gordon model, Comm. Math. Phys. 346 (2016), 603–665.
[25] P.G. LeFloch and Y. Ma, The global nonlinear stability of Minkowski space. Einstein equations,
f(R)-modified gravity, and Klein-Gordon fields, Preprint arXiv:1712.10045.
[26] P.G. LeFloch and Y. Ma, The Euclidian-hyperboidal foliation method and the nonlinear stability
of Minkowski spacetime, Preprint arXiv:1712.10048.
[27] Y. Ma, Global solutions of quasilinear wave-Klein-Gordon system in two-space dimensions: Technical
tools, J. Hyperbolic Differ. Equations 14(4) (2017) 591–625.
[28] Y. Ma, Global solutions of quasilinear wave-KleinGordon system in two-space dimension: Completion
of the proof, J. Hyperbolic Differ. Equations 14(4) (2017) 627–670.
[29] Y. Ma, Global solutions of non-linear wave-Klein-Gordon system in two space dimension: semi-linear
interactions, Preprint, arXiv:1712.05315.
[30] Y. Ma, Global solutions of nonlinear wave-Klein-Gordon system in two spatial dimensions: weak
coupling case, Preprint, arXiv:1907.03516.
23
[31] N. Masmoudi, K. Nakanishi, From the Klein-Gordon-Zakharov systems to the nonlinear Schrodinger
equation, Journal of Hyperbolic Differential Equations, Vol. 2, No. 4 (2005) 975–1008.
[32] T. Ozawa, K. Tsutaya, and Y. Tsutsumi, Normal form and global solutions for the Klein-Gordon-
Zakharov equations, Anna. de l’I.H.P., section C, tome 12, n◦ 4 (1995), 459–503.
[33] T. Ozawa, K. Tsutaya, and Y. Tsutsumi, Well-posedness in energy space for the Cauchy problem
of the Klein-Gordon-Zakharov equations with different propagation speeds in three space dimensions,
Math. Ann. volume 313 (1999), 127–140.
[34] M. Psarelli Asymptotic behavior of the solutions of Maxwell-Klein-Gordon field equations in 4-
dimensional Minkowski space, Comm. in Part. Diff. Equa., 24 (1999), 223–272.
[35] M. Psarelli Time decay of Maxwell-Klein-Gordon equations in 4-dimensional Minkowski space,
Comm. in Part. Diff. Equa., 24 (1999), 273–282.
[36] J. Shatah, Normal forms and quadratic nonlinear Klein–Gordon equations, Comm. Pure Appl. Math.
38 (1985), 685–696.
[37] C.D. Sogge, Lectures on nonlinear wave equations, International Press, Boston, 2008.
[38] A. Stingo, Global existence of small amplitude solutions for a model quadratic quasi-linear cou-
pled wave-Klein-Gordon system in two space dimension, with mildly decaying Cauchy data, Preprint,
arXiv:1810.10235.
[39] K. Tsutaya, Global existence of small amplitude solutions for the Klein-Gordon-Zakharov equations,
Nonlinear Analysis: Theory, Methods & Applications, Vol. 27, Issue 12 (1996,) 1373-1380.
[40] Y. Tsutsumi, Global solutions for the Dirac-Proca equations with small initial data in 3+1 spacetime
dimensions, J. Math. Anal. Appl. 278 (2003), 485–499.
[41] Q. Wang, An intrinsic hyperboloid approach for Einstein Klein-Gordon equations, J. of Diff. Geom.
115 (2020), 27–109.
[42] V. E. Zakharov, Collapse of Langmuir waves, Sov. Phys. JETP 35 (1972) 908-914.
24
