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Abstract
We derive the equations governing the motion of fluids with interfaces in an inhomogeneous temperature
filed, by employing a variational principle. Generally, the Lagrangian of a fluid is given by the kinetic energy
density minus the internal energy density. The dynamics also obeys the equation of entropy. Then the
necessary condition for minimizing an action with subject to the constraint of entropy yields the equation of
motion. In this way, this method provides the equations of a fluid when the kinetic and internal energies and
the equation of entropy are given. However, it is sometimes to know the proper equation of entropy. Our
main purpose of this article is to determine it by using the three requirements, which are a generalization
of Noether’s Theorem, the second law of thermodynamics, and well-posedness. To illustrate this approach,
we investigate several phenomena in an inhomogeneous temperature field. In the case of vaporization,
diffusion and the rotation of a chiral liquid crystals, we clarify the cross effects between the entropy flux
and these phenomena via the internal energy.
1 Introduction
The dynamics of a fluid can be divided into a kinetic
part and a thermodynamics part. The kinetic part
is characterized by the equations of the conservation
laws for mass, energy, momentum, and angular mo-
mentum. On the other hand, the thermodynamics
part obeys the second law of thermodynamics, which
states that the total entropy of a closed system is al-
ways increasing. The equations of motion and the
equation of entropy should be consistent with these
conservation laws and the second law of thermody-
namics. However, it is sometimes difficult to know
the both proper equations for fluids with heat trans-
*fukagawa.hiroki.609@m.kyushu-u.ac.jp
fer, such as two-phase flows, two-component fluids,
and liquid crystals. Thus we need a procedure for
deriving these equations systematically.
On the assumption of constant temperature and
low kinetic energy, the total Helmholtz free energy
of a closed isolated system tends to decrease be-
cause of the conservation law of total energy and
the second law of thermodynamics[1]. Various mod-
els based on the Helmholtz free energy cannot be
applied to the fluids in an inhomogeneous temper-
ature field by themselves, in spite of widely used in
the fields of complex fluids[2, 3, 4, 5, 6, 7], Then we
have to use heuristic methods to combine thermody-
namics with these models in order to apply to these
phenomena[8, 9].
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In this article, we propose a new formulation with-
out using the Helmholtz free energy and the heuris-
tic methods. Originally, the physical system with-
out thermodynamics can be expressed by the vari-
ational principle in analytical dynamics. This prin-
ciple states that the realized motion minimizes an
functional, which is called an action in physics. In
our previous works and related work[10, 11, 12, 13,
14, 15, 16], the equations of motion for complex fluids
without interfaces in an inhomogeneous temperature
field are derived from this variational principle with
the aid of the constraint of entropy. However, it is
sometimes difficult to know it, especially in the case
of the fluids with interfaces. The main purpose of
this article is to obtain the proper constraint of en-
tropy. This article is organized as follows. We review
the optimized control theory, which is considered as
the generalization of the variational principle used in
physics in Sec. 2. We explain the basic concept of
our new method in Sec. 3. We apply it to the re-
alistic fluid, such as a Newtonian fluid, and various
fluids with interfaces in Sec. 4. We summarize our
formulation in Sec. 5.
2 Optimal control theory
Here, we give a short review of the optimal control
theory of a nonholonomic system[17]. The degree of
freedom is defined as the number of the state vari-
ables needed to express the dynamics of a system at
least. Let q = (q1, · · · qn) be state variables except
entropy s. The dynamics is described as a trajectory
in the configuration space (q, s, t), and restricted by
the constraint,
Tds+ fidqi +Qdt = 0, (1)
where T , f = (f1, · · · fn), andQ are coefficients. Here
we use d for the exterior derivative. The constraint
(1) is a nonholonomic constraint, i.e., cannot be ex-
pressed as a function: U(q, s, t) = 0, because the en-
tropy s cannot determined only by other variables q
and time t. In terms of optimized control theory, the
physical system with dissipation is considered as a
nonholonomic system, and the equation of the mo-
tion is regard as a resultant equation of the opti-
mized control[18, 19, 17], which minimizes a value
functional (an action) with subject to Eq. (1). The
time evolution of q is given by
dq
dt
= F (q,u). (2)
Here the vector u is called control parameter because
the function F (q,u) determines the dynamics. In
control theory,
´ tfin
tinit
dt L(q,u, s) is called evaluation
functional. By the method of undetermined multipli-
ers, the functional to be minimized is
I[q,p,u, s] ≡
ˆ tfin
tinit
dt L˜, (3)
where L˜ is defined as
L˜ ≡ L(q,u, s) + p ·
(
dq
dt
−F (q,u)
)
= −H˜(q,p,u, s) + p ·
dq
dt
, (4)
with the aid of undetermined multipliers p =
(p1, · · · , pn). We define H˜ as H˜ ≡ −L + p · F . The
necessary condition of minimizing the action (3) with
subject to Eq. (1) is given by
−
(
dpi
dt
+
∂H˜
∂qi
−fi
)
dqi+
(
dqi
dt
−
∂H˜
∂pi
)
dpi
−
∂H˜
∂ui
dui−
(
∂H˜
∂s
−T
)
ds=0. (5)
We show the details in App. A. Without loss of gen-
erality, we can define
T ≡ −
∂L
∂s
=
∂H˜
∂s
, (6)
and obtain
0 ≈
∂H˜
∂ui
, (7)
dqi
dt
≈
∂H˜
∂pi
, (8)
dpi
dt
≈ −
∂H˜
∂qi
+ fi. (9)
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Here ≈ denotes weak equality, i.e., the left-hand side
(lhs) equals the right-hand side (rhs) when the con-
straint (1) is satisfied. Let H be the Hamiltonian
defined by
H(q,p, s) ≡ H˜(q,p,u(q,p, s), s) (10)
where u(q,p, s) satisfies Eq. (7). Finally, we have
ds
dt
= −
1
T
(
fi
dqi
dt
+Q
)
, (11)
dqi
dt
=
∂H
∂pi
, (12)
dpi
dt
= −
∂H
∂qi
+ fi. (13)
3 A proposed theory
Let us consider a physical system with dissipation,
which can be considered as a nonholonomical sys-
tem. Physical systems often satisfy several symme-
tries such as the Galilean symmetry, the translation
symmetries in time and space, and the rotational
symmetry. Noether’s theorem connects the symme-
tries and the balance equations. We generalize it to
the nonholonomic system in Sec. 3.1. Next, we de-
rive the constraint of entropy from the generalized
Noether’s theorem with the aid of the second law of
thermodynamics in Sec. 3.2, and give a simple exam-
ple in Sec. 3.3.
3.1 Symmetries in a physical system
We use r ≡ (q,p, s) to simplify the notation. Let us
consider the infinitesimal transformation:
r′ = r + αgr , (14)
t′ = t+ αgt, (15)
where α is an infinitesimal constant. The transfor-
mation (14) and (15) defines symmetries of a system,
if it moves an optimized trajectory r∗(t) to other
optimized trajectories r′∗(t′) of a nonholonomic sys-
tem. We write XH =
dqi
dt ∂qi +
dpi
dt ∂pi +
ds
dt∂s for
the vector field satisfying Eqs. (11)–(13). The nec-
essary and sufficient condition condition for a sym-
metry is condition is that there is a vector field
XG = gqi∂qi + gpi∂pi + gsi∂s and a function G such
that
0 =
{
gpi−gt
(
−
∂H
∂qi
+f
)}
dqi−
(
gqi−gt
∂H
∂pi
)
dpi
−(XGH + gtQ)dt+ dG. (16)
See the derivation in App. B. Bellow, we give some
examples of XG and G. Here and below, we as-
sume that the Hamiltonian H(q,p, s) and the mo-
mentum map G(q,p, s) does not depend on time ex-
plicitly. Provided gt = 0, gqi = ∂G(q,p)/∂pi, and
gpi = −∂G(q,p)/∂qi, Eq. (16) becomes
0 = −(XGH)dt, (17)
and yields
0 = XGH
= −
∂G
∂qi
∂H
∂pi
+
∂G
∂pi
∂H
∂qi
+ gs
∂H
∂s
= −
∂G
∂qi
∂H
∂pi
+
∂G
∂pi
(
∂H
∂qi
− fi
)
= −
dG
dt
, (18)
if XG satisfies
Tgs + figqi +Qgt = 0. (19)
A example of this symmetry is the space translation
of a physical system: gq = (1, · · · , 1), gs = gt = 0,
and G =
∑
i pi. The equations (18) and (19) show
that the total momentum G =
∑
i pi is conserved if
we have ∑
i
fi = 0. (20)
Next, let us consider the case of XG = XH , gt =
(1 − γ)∂t and G = γH , where γ is a real constant
number. This translation denotes a time translation.
The equation (16) yields
dH
dt
+Q = 0. (21)
with the aid of Eqs. (12) and (13). We can inter-
pret Eqs. (21) as the energy conservation law, where
H and Q are the total energy and outflow of heat,
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respectively. As seen in this section, Eq. (16) is a
generalization of Noether’s theorem. If a nonholo-
nomic system has a symmetry, i.e, Eq. (16) is valid
on a transformation, we have a corresponding balance
Eqs. (18) and (21).
3.2 Second law of thermodynamics
Let us consider the environment. The constraint of
entropy S in environment is given by
TEdS +QE = 0, (22)
and then the energy conservation law is
dH
dt
+Q+QE = 0, (23)
instead of Eq. (21). By the definition of isolated
system, the total energy including environment H
is constant. It yields Q = −QE from Eq. (23).
Here, Q and QE express heat flow. The second law
of thermodynamics, which states that the total en-
tropy of isolated system increases, d(s+S)dt = Θ >
0. From Eqs. (1) and (22), the dissipative func-
tion denoting the entropy production per unit time
is Θ ≡ − 1T
(
f · dqdt
)
+ Q
(
1
TE
− 1T
)
. Remind that
dq/dt is determined by u from Eq. (2), the dissipative
function Θ is a function of u˜ = (u, (1/TE − 1/T )).
Low degree approximation of Θ(u˜) is given in the
quadratic form:
Θ(u˜) = u˜tM u˜ ≥ 0, (24)
where M is symmetric coefficient matrix[20, 21, 22,
23]. Note that this symmetry yields Onsager recip-
rocal relations[24]. Generally, we can give Θ by
Θ(u˜) =
ˆ u˜
0
w(u˜′) · du˜′ > 0, (25)
where w is a function of u˜′, because there is no en-
tropy production in a equilibrium state, u˜ = 0.
3.3 A simple dissipative system
Let us consider a damped coupled oscillators in a
heat bath as an example of the dissipative system in
Figure 1: A simple example of dissipative systems.
Sec. 3.2. The two oscillators are coupled via a purely
viscous damper and purely elastic spring connected
in parallel as shown in Fig. 1. We write q1 and q2 for
the position of each oscillator, and s for the entropy
of dashpot. We give the Lagrangian (4) by
mi
2
u2i−
(
k
2
(q1−q2)
2+ǫ(s)+E(S)
)
+pi
(
dqi
dt
−ui
)
,
(26)
where mi is the mass of each oscillator, k is the
spring constant, and ǫ and E are respectively the in-
ternal energies of the dashpot and the environment.
The constraints of entropy are given by Eqs. (1) and
(22). This system has the translation symmetries
in space and time. From Eq. (20), fi is given by
f1 = −f2 . Ignoring the cross terms between u and
(1/TE − 1/T ) in Eq. (24), we find that fi is the fric-
tional forces in dashpot exerted on the each oscillator,
f1 = −f2 = −ξ(u1−u2) where ξ is positive, and heat
flow Q satisfies
Q = λ
(
1
TE
−
1
T
)
, (27)
where λ > 0 is thermal coefficient. The equation (27)
shows that heat flows from high temperature to low
temperature. In this way, we can determine the coef-
ficients of the constraints of entropy, (1) and (22) by
the symmetries and the second law of thermodynam-
ics without knowing the exact form of Lagrangian.
In addition, the Lagrangian (26) also satisfies
Galilean symmetry if mi is constant. The Galilean
transformation is given by gq = t, gpi = mi, and
gs = gt = 0. The moment map G =
∑
i(tpi −miqi)
is conserved.
4
4 Applications to fluids
We apply the theory in the previous section to the re-
alistic fluids in an inhomogeneous temperature field.
We focus on the equation of entropy,
∂
∂t
(ρs) = Θ−∇ · J . (28)
Here ρ, s, Θ, and J denote mass density, specific en-
tropy, dissipative function, and entropy flux, respec-
tively. In our previous theory[10], we showed that
the equations of motion can be derived from actions
with the aid of Eq. (28). In this section, we use the
symmetries and the second law of thermodynamics
to obtain the dissipative function Θ, and moreover
we determine entropy flux J by considering the well-
posedness of physical system.
First we show the simple example of deriving
Eq. (28) in a Newtonian fluid by using symmetries
and the second law in Sec. 4.1. Next, we discuss
the fluids with interfaces in Sec. 4.2. We give the
details in the case of a one-component fluid, a two-
component fluid, and a chiral liquid crystal.
4.1 Newtonian fluid
We write A = (A1, A2, A3) for the initial position
of a fluid particle. By the definition, the material
derivative Dt ≡ ∂t + v · ∇ of Ai is zero:
∂Ai
∂t
+ v · ∇Ai = 0. (29)
Here and below, Roman indexes run from 1 to 3. In
terms of the control theory, Eq. (29) shows that the
velocity field v controls the state A. Mass density
obeys the mass conservation law:
ρ(t,x)− ρinitJ
−1 = 0, (30)
where ρinit is the initial mass density and J
−1 ≡
∂(A1, A2, A3)/∂(x1, x2, x3) 6= 0 denotes the con-
traction percentage of a fluid particle. This con-
servation law (30) is required for the Lagrangian
of Newtonian fluid to be invariant under Galilean
transformation[25] as discussed in Sec. 3.3. The time
derivative of Eq. (30) yields
∂ρ
∂t
+∇ · (ρv) = 0, (31)
with the aid of Eq. (29). See the details in App. C.
We assume the local thermal equilibration, and write
s for specific entropy, i.e., entropy density per unit of
mass. Then, the dynamics is described by the trajec-
tory in the space (A(x), s(x), t). The nonholonomic
constraint of entropy is given in the differential form
of ds, dAi, ∂idAj , and dt. Here we write ∂j for ∂/∂xj .
Let us give it as
Tρds+MidXi + σij∂i(dXj) +Qdt = 0. (32)
Here dXj and ∂i(dXj) are short-hand notations for
dXj=−
∂xj
∂Ai
dAi and ∂idXj=−∂i
(
∂xj
∂Ak
dAk
)
, (33)
respectively. The higher differentiations ofX are not
required in the Newtonian fluid. If we consider the
fluids with interfaces, these higher differentiations are
required as we will explain in Sec. 4.2. The coef-
ficients Mj , σij , and Q are determined to be con-
sist with symmetries and the second law of thermo-
dynamics. Space translation symmetry is given by
(gs, gAi , gt) = (∂js, ∂jAi, 0), i.e.,
φ′(x′, t) = φ(x, t) where x′ = x−α (34)
and φ denotes s and Ai. It turns Eq. (32) into
Tρ∂js−Mj = 0, (35)
with the aid of Eq. (33). The infinitesimal ro-
tational translation is given by (gs, gAi, gt) =
(ǫjklxk∂ls, ǫjklxk∂lAi, 0), i.e.,
φ′(x′, t) = φ(x, t), where x′ = x−α× x. (36)
Here, ǫijk is the Levi-Civita symbol. It proves σ to
be a symmetric tensor σS :
ǫijkσjk = 0, (37)
with the aid of Eqs. (32) and (33). Time translation,
(gs, gAi , gt) = (∂ts, ∂tAi, 1) yields
∂
∂t
(ρs) =
1
T
σSijeij −∇ · (ρsv)−
Q
T
, (38)
with the aid of Eqs. (29), (31), (32), (35), and (37).
Here eij denotes the strain rate tensor:
eij ≡
1
2
(∂jvi + ∂ivj) . (39)
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Using the same procedure in Eq. (21), we have
∂
∂t
H + ∂j
[{
(H+ P )δij + σ
S
ij
}
vi
]
+Q = 0. (40)
The Hamiltonian H and P denote the total energy
density and pressure, respectively. See the details
in App. D. To satisfies energy conservation law, Q
should be given in this form,
Q = ∇ · Jq, (41)
where Jq is considered as heat flux. We can rewrite
Eq. (38) in the form of Eq. (28). The dissipative
function Θ and entropy flux J are respectively given
by
Θ =
1
T
σSijeij + Jq · ∇
(
1
T
)
> 0, (42)
J = ρsv +
Jq
T
. (43)
The dissipative function Θ denotes the entropy pro-
duction rate, and should be positive because of the
second law. Considering Θ is zero in a equilibrium
state, Θ is written as Eq. (25) where u˜ ≡ (v,∇T ).
Low approximation of Θ is given in the quadric form,
and thus σ and Jq are given by linear combination
of eij and ∇T ,
σSij = 2ζseij + (ζb − 2ζs/3)δijekk, (44)
Jq = −λ∇T, (45)
where ζs, ζb and λ are the coefficients of shear and
bulk viscosities, and thermal conductivity, respec-
tively. Here, we ignore the cross terms between eij
and ∇T . All the coefficients ζs , ζb and λ are positive
because of Eq. (42).
Finally we obtain the equation of entropy (28) from
the symmetries, and the second law without knowing
the exact Lagrangian. The equation of motion can
be derived by minimizing an action with subject to
the constraint of entropy. See the details in App. D.
4.2 Interface energy
The new point in this section is the determination of
the entropy flux J related to interface energy. We
show the details in the case of vaporization, dissolu-
tion, and the rotation of a chiral liquid crystals.
4.2.1 Vaporization in a one-component fluid
The mass density ρ jumps from high to low at liquid-
gas interface. Thus the interface energy is defined
as an excessive internal energy per unit area induced
by the density gradient in the interface zone[2]. The
total internal energy is given by the sum of the bulk
internal energy ρǫ(ρ, s) and the interface internal en-
ergy E(ρ,∇ρ):
ρǫ + E. (46)
The interface energy E is determined by the inter-
molecular forces, and then scarcely depends on the
entropy[26]. The Lagrangian density is given by
L ≡ ρ
(
1
2
v2 − ǫ
)
− E. (47)
The action is given by the integral of Eq. (47) over the
considered space and time. The equations of motion
is derived from the necessary condition of minimizing
the action with subject to the constraints (29), (30)
and the constraint for entropy. The derivative of the
interface internal energy E(ρ,∇ρ) yields
∂E
∂ρ
dρ+
∂E
∂∇ρ
· d(∇ρ)
=
{
∂E
∂ρ
−∇·
(
∂E
∂∇ρ
)}
dρ+∇·
(
∂E
∂∇ρ
dρ
)
. (48)
The last term in the second line of Eq. (48),
∇ ·
(
∂E
∂∇ρ
dρ
)
, (49)
does not vanish by itself. We cannot impose any
boundary condition on the mass density ρ to can-
cel Eq. (49), because the density only satisfy a pure
transport Eq. (31). If we impose an excessive bound-
ary condition artificially, it will violate the well-
posedness of the system, i.e., the existence of the solu-
tion in this case. Note that the terminology “bound-
ary condition” does not mean the liquid-gas interface.
As we mentioned at the beginning of this section, the
liquid-gas interface are expressed by the area where
the mass density ρ jumps from high to low.
Without loss of generality, we can give the con-
straint of entropy in the form of
Tρds+MidXi + σij∂i(dXj) +Qdt+R = 0. (50)
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The coefficients,Mi, σij , and Q are respectively given
by Eqs. (35), (37), and (41) for the consistency of the
symmetries. The new one-form R is determined so
as to cancel Eq. (49) in the calculus of the necessary
condition of minimizing action without breaking the
symmetries. With the aid of the second law, Eqs. (50)
yields the equation of entropy in the form of Eq. (28).
Using the same procedure, the dissipative function Θ
is uniquely given by Eq. (42) by considering Θ is a
function of u˜ = (v,∇T ). Thus the one-form R has
to relate only to the entropy flux,
J = ρsv +
Jq
T
+ Js. (51)
Here, Js is the entropy flux derived from R. We find
that if Js is given by
Js =
1
T
∂E
∂∇ρ
Dtρ, (52)
the surface term (49) is canceled in the variational
calculus without breaking the symmetries. Let us
make sure of it. Replacing the time derivative ∂t by
d of T∇ · Js whose Js is Eq. (52) yields
R ≡ T∇ ·
{
1
T
∂E
∂∇ρ
(dρ+ (∇ρ) · dX)
}
, (53)
with the aid of Eq. (29). The term T∇·
{
1
T
∂E
∂∇ρdρ
}
in
Eq. (53) cancels the surface term (49). Next, replac-
ing d by ∂i make it vanish because this replacement
of dρ + (∂jρ)dXj yields (∂i − δij∂j)ρ = 0 with the
aid of Eq. (33). Thus Eq.(66) has the space transla-
tion symmetry. Similarly, it also has the rotational
symmetry too. Thus we find out that Eq. (52) is
appropriate for the Lagrangian (47), and obtain the
equation of motion,
∂
∂t
(ρvi) + ∂j
(
ρvivj + Πij + σ
S
ij
)
− γi = 0. (54)
Here we write γi and Πij respectively for
γi ≡
∂jT
T
(
∂E
∂∂iρ
∂jρ−
∂E
∂∂jρ
∂iρ
)
, (55)
Πij ≡
{
P − ρT∇ ·
(
1
T
∂E
∂∇ρ
)
+ ρ
∂E
∂ρ
− E
}
δij
+
∂E
∂∂iρ
∂jρ. (56)
Note that γ vanishes on the condition of satisfying
the chiral (mirror) symmetry,
∂E
∂∂jρ
∂kρ =
∂E
∂∂kρ
∂jρ. (57)
See the details in App. E. If we define the interface
internal energy as E = (K |∇ρ|
2
)/2, where K is a
function of ρ, Eq. (52) is equivalent to the theory
which Onuki named “The Dynamic van der Waals
model”[27, 28]. The entropy flux (52) caused along
with the moving interface is related to the latent heat
transfer across the liquid-gas interface. For example,
suppose that a drop of water shrinks by vaporization,
and then its surface area also decreases. The entropy
of liquid area transfers to gas area across the inter-
face. This motion involves the energy transfer, be-
cause the increasing and decreasing of entropy causes
the ones of the internal energy.
In the microscopic view, the high energy liquid
molecules can go into the gas phase only through the
surface of the drop, and take energy out of the sur-
rounding molecules. Thus vaporization takes latent
heat, i.e., entropy from the liquid phase to the gas
phase. The energy required to free a molecule from
the liquid is equivalent to the energy needed to break
the molecular bonds and keep molecules away from
surface. Therefore, the intermolecular forces that de-
termine the interface internal energy of a substance
are the same as those that determine its latent heat
and boiling point[26].
4.2.2 Dissolution in a two-component fluid
We consider a two-component fluid composed of two
substances: solute and solvent. The mass densities
ρsolute and ρsolvent are changed by the mass average
velocity v, and the diffusion flux jc , as
∂tρc +∇ · (ρcv + jc) = 0, (58)
where c denotes solute or solvent. The diffusion flux
jc denotes the amount of the component transported
by diffusion through unit area in unit time. Note
that the diffusion flux jc satisfies jsolute = −jsolvent
because the sum of each mass conservation law (58)
yields Eq. (31), where ρ ≡ ρsolute + ρsolvent is the
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total mass density. Hereafter we write j for jsolute.
The diffusion flux j describes the relative motion of
the solute and the solvent. The conservation laws
(58) are rewritten into the set of Eq. (30) and the
diffusion equation of the solute,
ρDtψ +∇ · j = 0, (59)
where ψ ≡ ρa/ρ is the mass fraction of the solute.
Let a be the amount of the solute flowing through the
unit interface of a fluid particle, i.e., Dtai− jjJ
j
i = 0,
where Jji is the cofactor of ∂xj/∂Ai. We can rewrite
it into
(Dtai)J
−1 − j · ∇Ai = 0. (60)
We also fix the value of a at the boundary. The
derivative of the interface energy density E(ρ, ψ,∇ψ)
yields
∇ ·
(
∂E
∂∇ψ
dψ
)
, (61)
with the aid of integration by parts as same as
Eq. (49). The constraint of entropy is given in the
form of
Tρds+MidXi + σij∂i(dXj) + νidai +Qdt+R = 0.
(62)
Using the same procedure in Sec. 4.2.1, we obtain
Mi = Tρ∂is + νj∂iaj by the space translate symme-
try, and Eqs. (37) and (41) for σij , and Q by the
rotational symmetry and the time translate symme-
try, respectively. By the second law, Eq. (62) can
be rewritten in the form of Eq. (28). The dissipative
function Θ is given by
Θ =
σSijeij + ν˜ · j
T
+ Jq · ∇
(
1
T
)
. (63)
Here, we use Eq. (60) and define ν˜ as ν˜ ≡ Jνi∇Ai.
In the low degree approximation, Eq. (63) is given by
the quadratic form of eij , j, and ∇T . Without loss
of generality, we have
ν˜ = ξj + η∇T, (64)
Jq = −ηT j − λ∇T, (65)
where ξ is the coefficient of friction for the diffusion
flux j, and λ is the coefficient of thermal conductiv-
ity as in § 58 of [29]. The coefficient η in Eq. (64)
expresses the Soret effect describing the flow of the
solute induced by a temperature gradient. On the
other hand, the coefficient η in Eq. (65) shows the
Dufour effect describing the energy flux due to the
diffusion flux j occurring[24]. On the other hand,
the entropy flux J is given by Eq. (51), where
Js =
1
T
∂E
∂∇ψ
Dtψ (66)
is determined to cancel Eq. (61). Because ∂E/∂∇ψ
takes large absolute value at the interface, and Dtψ
expresses the moving of the interface, Eq. (66) shows
that entropy flux occurs with accompanying the
moving interface, which is related to the heat of
dissolution[26].
Then, by using the variational principle with the
constraint of entropy, we obtain the equations of mo-
tion for the mass average velocity v, and the diffusion
flux j. The former is
∂
∂t
(ρvi) + ∂j
(
ρvivj +Πij + σ
S
ij
)
+ γi = 0, (67)
where we write γi and Πij for
γi =
∂jT
T
(
∂E
∂∂iψ
∂jψ −
∂E
∂∂jψ
∂iψ
)
, (68)
Πij =
(
P + ρ
∂E
∂ρ
− E
)
δij +
∂E
∂∂iψ
∂jψ. (69)
The equation (68) vanishes if the interface energy E
has the chiral (mirror) symmetry, i.e.,
∂E
∂∂iψ
∂jψ =
∂E
∂∂jψ
∂iψ. (70)
as same as Eq. (57). The latter is
L1v
{
1
ρ
(
1
ψ
+
1
1− ψ
)
j
}
= −∇
{
µ∗ +
1
2ρ2
(
1
ψ2
−
1
(1− ψ)2
)
j2
}
− ν˜, (71)
where L1v ≡ ∂t +∇(v· )− v ×∇× denotes the con-
vected time derivative for the cotangent vector, and
considered as the Lie derivative in mathematics[30],
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and µ∗ is the generalized chemical potential defined
as
µ∗ ≡ µ+
1
ρ
∂E
∂ψ
−
T
ρ
∇ ·
(
1
T
∂E
∂∇ψ
)
. (72)
See the details in App. F. Our variational principle
clarifies that the entropy flux (66) caused by the dis-
solution yields an inhomogeneous temperature field,
and it effects on the dissolution via the generalized
chemical potential (72). If we ignore an inhomoge-
neous temperature and heat flux, the equations (67)
and (71) are the same of the theories based on free
energies[2, 3].
4.2.3 Rotation of a chiral liquid crystal
We write n for the director of a liquid crystals, which
is a dimensionless unit vector. The angular velocity
ω˜ denotes the rotation of the director. The material
time derivative of n is given by
Dtni = ωi, (73)
where ω is defined as ω ≡ ω˜×n. The equation above
expresses a kind of the rigid motion because the norm
of n is constant, |n| = 1. To simplify the discussion,
we neglect the surface energy at first. We modify the
nonholonomic constraint (32) as
Tρds+MjdXj+σij(d∂iXj)+gidni+Qdt = 0. (74)
where the term gidni is added for the dependency of
n. We have Mj = Tρ∂js + gi∂jni because of the
space translation symmetry as in Eq. (35), and the
coefficient Q is given by Eq. (41) because of the en-
ergy conservation law. We divided σ into symmetric
part σS and asymmetrical part σA. The rotational
symmetry yields
ǫijk(σ
A
jk + gjnk) = 0. (75)
Here we use Eq. (36) and the rotational transforma-
tion for vector,
n′α(x
′) = nα(x)−α×n where x
′ = x−α×x. (76)
Using the same procedure in Sec. 4.2.1, we can
rewrite Eq. (74) in the form of Eq. (28). The entropy
flux J and the dissipative function Θ are respectively
given by Eq. (43) and
Θ =
1
T
(σSijeij + σ
A
ijdij + giωi) + Jq · ∇
(
1
T
)
=
1
T
(σSijeij + giNi) + Jq · ∇
(
1
T
)
> 0 (77)
where eij , dij and Ni are respectively defined as
Eq. (39),
dij ≡
1
2
(∂jvi − ∂ivj) , (78)
and
Ni ≡ ωi − dijnj . (79)
We use Eq. (75) at the second line in Eq. (77). The
equation (79) expresses the rotation of a director ex-
cept the rotation of velocity. We have
g = ξN + η∇T, (80)
Jq = ηTN − λ∇T, (81)
in the low degree approximation as discussed in
Eqs. (64) and (65). Here, ξ, η, and λ are rota-
tional viscosity, Lehman coefficient, and heat con-
ductivity. Next, let us consider the interface en-
ergy E(∇ρ, ni, ∂jni). Using the same procedure in
Sec. 4.2.1, we obtain the equation of velocity field,
ρ
{
∂
∂t
v+
1
2
∇v2−v×(∇×v)
}
+∇ : (σˆS+Π)−γ = 0,
(82)
where σˆ, γ, and Π are respectively given by
σˆSij ≡ ρπki∂jnk + σ
S
ij , (83)
and Eqs. (55) and (56). See the details in App. G.
Yoshioka et al. found the rotation of a chiral LC
caused by a concave-convex surface[31]. This experi-
ment suggests that another type of heat-driven unidi-
rectional motion occurs through an essentially differ-
ent mechanism from the Lehmann. This phenomenon
can be expressed as the following. Suppose the sur-
face energy E includes the term, which do not satisfy
Eq. (57), such as (K2+K24)∇ρ·{n·∇n+n×(∇×n)}
where K2 and K24 are respectively twist and saddle-
splay elastic constants[32]. The equations (55) does
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not vanish: γ 6= 0, and thus the gradient temperature
∇T on the surface yields a rotation of the velocity
field (82), while the Lehman effect yields the one of
the director.
5 Summary
Our method is based on the two principles. The first
one is the variational principle, stating that the real-
ized motion minimizing an action. The second one is
the second law of thermodynamics, i.e., the entropy
of isolated systems increase. The equations of mo-
tion for fluids can be derived by the stationary con-
dition of the action with subject to the equation of
entropy[10]. We give the equation of entropy by using
only few requirements in our theory, including sym-
metries and well-posedness, in addition to the sec-
ond law. The resultant equations derived from our
method automatically satisfy the conservation laws
associated with the symmetries because of the gen-
eralized Noether’s theorem in Sec. 3.1. The varia-
tional formalization should have a unique weak solu-
tion within a certain class of functions with bound-
ary conditions, because of the well-posedness for the
physical systems. For the cases of the fluids with
interface, it requires to cancel all the surface terms
yielding the excessive boundary conditions as we dis-
cussed in Sec. 4.2. This clarifies that moving inter-
faces generate entropy fluxes, i.e., induce inhomoge-
neous temperature fields, and then the dynamics of
fluids are affected by them. In the case of vaporiza-
tion and dissolution, we clarify the reaction between
the entropy flux and these phenomena connected by
interface energy. We also give a new equation of a
chiral liquid crystal explaining its rotation caused by
heat, which is totally different from the well-known
Lehman effect. While the original Lehman effect is
about the rotation of the director, our new theory
explains the rotation of the velocity field originated
from interface energy. The novelty of this article lies
in the self-consistent derivation of the system for in-
homogeneous materials which involve multiple phys-
ical effects from multiple scales, taking into account
of various competitions and couplings.
Acknowledgments
The work had started when Fukagawa visited De-
partment of Mathematics in Penn State Univer-
sity during the period from November 2013 to June
2014. H. Fukagawa and C. Liu want to acknowledge
the partial support of the National Science Foun-
dation (USA) grants DMS-1109107, DMS-1216938
and DMS-1159937. H. Fukagawa and T. Tsuji
gratefully acknowledge the support of the Inter-
national Institute for Carbon-Neutral Energy Re-
search (WPI-I2CNER), sponsored by the World Pre-
mier International Research Center Initiative (WPI),
MEXT, Japan, and appreciate the support of the
SATREPS project by JICA-JST. H. Fukagawa ap-
preciates Youhei Fujitani for advices, Billy D. Jones
for valuable comments about the symmetries, Shogo
Tanimura, Shin-itiro Goto, and Jun Yoshioka for
the discussions about variational principle, Noether’s
theorem, and LCs, respectively.
A Variational principle
We can rewrite the action (3) into
´
C
Ξ, where the in-
tegral curve and the integrand are respectively given
by C ≡ [r(t)|tinit ≦ t ≦ tfin] and Ξ(r, t) ≡ pidqi −
H˜(r)dt. Let C and Cα be an optimized trajectory
and another trajectory, respectively, such that each
endpoint is connected. Using Stokes’ theorem, we
find that ˛
C−Cα
Ξ =
¨
Sα
dΞ = 0 (84)
is satisfied, where Sα is the integral area such that
∂Sα = C − Cα and dΞ = dp ∧ dq − dH˜ ∧ dt. Let
X˜H˜ = XH˜ +
∂
∂t be the vector field for
dr(t)
dt . Here,
XH˜ denotes
dq
dt
∂
∂q +
dp
dt
∂
∂p +
ds
dt
∂
∂s +
du
dt
∂
∂u . Provided
Sα is small, Eq. (84) is equivalent to
dΞ(X˜H˜ , Y˜ α) = 0. (85)
for the corresponding vector field Y˜ α. Thus the nec-
essary condition of minimizing the action (3) is given
by
0 = dΞ(X˜H˜ , )
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= dp ∧ dq(X˜H˜ , )−(ιX˜
H˜
dH˜)dt+dH˜ιX˜
H˜
dt
= dp ∧ dq(XH˜ , )−(ιXH˜dH˜)dt+dH˜. (86)
Here d is the exterior derivative, and ιX denotes the
interior product of X. Thus if XH˜ satisfies
dp ∧ dq(XH˜ , ) + dH˜ = 0, (87)
ιX
H˜
dH˜ = 0, (88)
it holds Eq. (84). With the aid of Eq. (1), we obtain
Eq. (5). If Eq. (87) is satisfied, Eq. (88) is automati-
cally valid: ιXH˜dH˜ = −dp ∧ dq(XH˜ ,XH˜) = 0.
B Noether’s theorem
Consider the necessary condition of the Lie derivative
LX˜G of dΞ
∗ = dp ∧ dq − dH ∧ dt is zero:
0 = LX˜GdΞ
∗ = dιX˜GdΞ
∗. (89)
Here H is the Hamiltonian given by Eq. (10), and
X˜G ≡XG+gt∂t is the infinitesimal translation. The
equation (89) is satisfied if ιX˜GdΞ
∗ is a exact form,
ιX˜GdΞ
∗ = ιXG(dpi∧dqi)−(ιXGdH)dt+(dH)gt = −dG
(90)
where G is a function sometimes called moment map.
Thus we have
0 =
(
gpi+gt
∂H
∂qi
)
dqi−
(
gqi−gt
∂H
∂pi
)
dpi
+gt
∂H
∂s
ds− (XGH)dt+ dG, (91)
where gqi , gpigs are the components ofXG. With the
aid of Eq. (1), we obtain Eq. (16) from Eq. (91)
C Mass conservation law
Calculating by means of the cofactors yields
∂J−1
∂(Ai/xj)
= J−1
∂xj
∂Ai
, while some algebra yields
∂j
(
J−1
∂xj
∂Ai
)
= 0. Then we have
dJ−1 = J−1
∂xj
∂Ai
∂dAi
∂xj
= ∂j
(
J−1
∂xj
∂Ai
dAi
)
. (92)
Because the initial mass density ρinit is the function
of Ai, then we have
dρinit =
∂ρinit
∂Ai
dAi =
∂ρinit
∂xj
∂xj
∂Ai
dAi. (93)
From Eqs. (92) and (93), we obtain
d
(
ρinitJ
−1
)
=
∂ρinit
∂Ai
dAiJ
−1+ρinitdJ
−1=∂j
(
ρ
∂xj
∂Ai
dAi
)
,
(94)
and then we can rewrite (30) into
dρ− ∂j
(
ρ
∂xj
∂Ai
dAi
)
= 0. (95)
Replacing d by ∂/∂t, Eq. (95) yields the well known
mass conservation law (31) with the aid of Eq. (29).
D The Navier Stokes equations
The specific internal energy ǫ is given by the function
of the mass density ρ and specific entropy s. Then
we have dǫ = −Pdρ−1 + Tds. Pressure P and tem-
perature T are respectively given by
P ≡ −
(
∂ǫ
∂ρ−1
)
s
= ρ2
(
∂ǫ
∂ρ
)
s
and T ≡
(
∂ǫ
∂s
)
ρ
(96)
where the subscripts s and ρ indicate variables fixed
in the respective partial differentiations. The La-
grangian density is given by the kinetic energy minus
inertial energy:
L(ρ,v, s) ≡ ρ
{
1
2
v2 − ǫ(ρ, s)
}
, (97)
where ρv2/2 is the kinetic energy density. With the
aid of Eqs. (29) and (30), the modified Lagrangian is
given by the integral over the considered space V ,
L˜≡
ˆ
V
d3x
{
L+K
(
ρ−ρinitJ
−1
)
+βi
(
∂
∂t
Ai+v ·∇Ai
)}
,
(98)
with using undetermined multipliers, K and βi. The
Lagrangian (98) has the translation symmetries in
time and space because it does not depend on time
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and space explicitly, has rotational symmetry because
all the terms in Eq. (97) are scalars, and has Galilean
symmetry because of mass conservation law, similarly
in Sec. 3.3. The action is given by the integral of
Eq. (98). Using Stokes’ theorem (84), we have
ˆ
V
dV
[
(ρv+βj∇Aj)·dv+
(
1
2
v2−h+K
)
dρ
+
{(
∂βi
∂t
+∂j(βivj)
)
−(ρ∂jK−∂kσjk−Tρ∂js)
∂xj
∂Ai
}
dAi
+
(
ρ− ρinitJ
−1
)
dK + (∂tAi + v · ∇Ai)dβi
+∂k
{(
βivk+σjk
∂xj
∂Ai
+ρK
∂xk
∂Ai
)
dAi
}]
, (99)
with the aid of Eq. (32). The last line in Eq. (99)
is the surface term yielding a boundary condition.
Then, we obtain Eqs. (29), (30) and the followings,
dv : v +
βj
ρ
∇Aj = 0, (100)
dρ :
1
2
v2 − h+K = 0, (101)
dAi : ρDt
(
βi
ρ
)
−(ρ∂jK−∂kσjk−ρT∂js)
∂xj
∂Ai
=0.(102)
Here h is enthalpy, defined as ǫ+p/ρ. The Lie deriva-
tive L1v of Eq. (100) yields
∂tv+∇v
2−v× (∇×v)+Dt
(
βi
ρ
)
∇Ai = 0, (103)
with the aid of Eq. (29)[11, 30]. Substituting
Eq. (102) into Eq. (103), we obtain the equation of
motion,
∂
∂t
(ρvj) + ∂k (ρvjvk + Pδjk + σjk) = 0. (104)
Using the same procedure in Sec. 3.1, we obtain
∂
∂t
(βi∂tAi−L)+∂j
{
βivj
∂Ai
∂t
+(ρKδjk−σjk)
∂xk
∂Ai
∂tAi
}
+Q = 0, (105)
and Eq. (40) with the aid of Eq. (99).
E The equation for vaporization
The action is given by the integral of the Lagrangian
(47) over the considered time and space. The station-
ary condition of the action with subject to Eqs. (29),
(30), and (50) yields the sum of Eq. (99) and{
−
∂E
∂ρ
+ T∂j
(
1
T
∂E
∂∂jρ
)}
dρ−
(∂jT )
T
∂E
∂∂jρ
(∂kρ)dXk
+∂j
{
∂E
∂∂jρ
(∂kρ)dXk
}
, (106)
Thus the optimized trajectory satisfies Eqs. (29),
(30), (100), and the followings
dρ :
1
2
v2−h−
∂E
∂ρ
+T∇·
(
1
T
∂E
∂∇ρ
)
+K=0, (107)
dAi : ρDt
(
βi
ρ
)
− {ρ(∂jK − T∂js)− ∂kσjk
−
(∂kT )
T
∂E
∂∂jρ
∂kρ
}
∂xj
∂Ai
= 0. (108)
Then we have Eq. (54) with the aid of the identity{
∂E
∂ρ
− ∂j
(
∂E
∂∂jρ
)}
∂kρ = ∂j
(
Eδjk −
∂E
∂∂jρ
∂kρ
)
.
(109)
F The equation for dissolution
We have dǫ = −Pdρ−1+µdψ+Tds in the thermody-
namics. Pressure P and temperature T are defined as
same as Eq. (96). The coefficient µ ≡ (∂ǫ/∂ψ)s,ψ is
an appropriately defined chemical potential of mix-
ture, µ = µsolute/msolute − µsolvent/msolvent, where
µsolute and µsolvent are the chemical potentials of
the two substances, and msolute and msolvent are the
masses of the two kinds of the particles as in Sec. 58
of Ref. [29]. The kinetic energy density is given by∑
c
1
2ρcv
2
c , where vc is defined as vc = (ρcv + jc)/ρ.
We can rewrite it into
1
2
ρv2 +
1
2ρ
(
1
ψ
+
1
1− ψ
)
j2. (110)
Thus the total kinetic energy density (110) is given
by the sum of the kinetic energies associated to the
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mass average velocity and the diffusion fluxes of the
solute and the solvent. The Lagrangian density L is
given by
L ≡ ρ
1
2
v2 +
1
2ρ
(
1
ψ
+
1
1− ψ
)
j2 − (ρǫ + E) . (111)
We use the same procedure in Sec. 4.2.1. The La-
grangian to be minimized is the sum of Eq. (98) and
γ(ρDtψ +∇ · j) + bi
{
(Dtai)J
−1 − j∇Ai
}
= 0.,
(112)
where γ and b are undetermined multipliers. Solving
the stationary condition with subject to the nonholo-
nomic condition (62) yields Eqs. (29), (30), (100), and
the followings
dv : v +
βj
ρ
∇Aj + γ∇ψ +
bj
ρinit
∇aj = 0, (113)
dρ :
1
2
v2 − h−
∂E
∂ρ
+K
+γDtψ −
1
2ρ2
(
1
ψ
+
1
1− ψ
)
j2 = 0,(114)
dAi : ρDt
(
βi
ρ
)
− {ρ(∂jK − T∂js)− νk∂jak
−
∂kT
T
∂E
∂∂jψ
∂kψ − ∂kσjk
}
∂xj
∂Ai
= 0, (115)
dj :
1
ρ
(
1
ψ
+
1
1− ψ
)
j −∇γ − bi∇Ai = 0, (116)
dψ : ρµ+
∂E
∂ψ
− T∇ ·
(
1
T
∂E
∂∇ψ
)
+ ρDtγ
+
1
2ρ
(
1
ψ2
−
1
(1 − ψ)2
)
j2 = 0, (117)
da : Dt
(
bi
ρinit
)
+
νi
ρ
= 0 (118)
Here we use J−1 = ρ/ρinit and Eq. (30). We have
Eq. (67) from Eqs. (113)–(115), and Eq. (71) from
Eqs. (116)–(118).
G The equation of a chiral LC
The total kinetic energy destiny is given by the sum
of momentum energy ρv2/2, and angular momentum
energy per mass, ρ(ωtIω)/2. Here Iij is the molec-
ular moment of inertia, and promotional to δij . The
total energy is given by the sum of the bulk inter-
nal energy ρǫ(ρ, s, ni, ∂jni) and the surface energy
E(∇ρ, ni, ∂jni). The Lagrangian density is given by
L ≡ ρ
{
1
2
v2 +
1
2
ωtIω − ǫ
}
− E, (119)
which satisfies the time and space translation sym-
metries, and the rotational symmetry. The modified
Lagrangian density is given by the sum of Eq. (98)
and
λi(∂tni + (v · ∇)ni − ωi) (120)
where L is Eq. (119) and λi is an undetermined mul-
tiplier. The stationary condition of Eq. (120) with
subject to the constraint (74) regenerates Eqs. (29),
(30), (73), and yield
dv : v +
βj
ρ
∇Aj +
λj
ρ
∇nj = 0, (121)
dω : Iijωj −
λi
ρ
= 0, (122)
dρ :
1
2
v2 +
1
2
ωtIω − h+K
−
∂E
∂ρ
+ T∇ ·
(
1
T
∂E
∂∇ρ
)
= 0, (123)
dAi : ρDt
(
βi
ρ
)
−
{
ρ∂jK − ρT∂js
−∂iσij − gi∂j(∇ni)}
∂xj
∂Ai
= 0, (124)
dni : ∂j(ρπij)− ρDt
(
λi
ρ
)
+ gi = 0. (125)
Here, we define li and πij as
li ≡
(
∂ǫ
∂ni
)
ρ,s
and πij ≡
(
∂ǫ
∂(∂inj)
)
ρ,s
. (126)
The equation (124) becomes
ρDt
(
βi
ρ
)
+
{ρ
2
∂j(v
2 + ωtIω)− ∂jP + ∂kσjk
−ρπlm∂j∂lnm + gk∂jnk
} ∂xj
∂Ai
= 0, (127)
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with the aid of Eq. (123) and
∂jh = ∂j
(
ǫ +
P
ρ
)
=
1
ρ
∂jP + T∂js+ πlm∂j∂lnm, (128)
We use dǫ = −Pdρ−1+Tds+ lidni+πijd∂inj , where
P and T are given as same as Eq. (96). The Lie
derivative L1v of Eq. (121) yields
L1vv +
(
Dt
βi
ρ
)
∇Ai + L
1
v
(
λi
ρ
∇ni
)
= 0, (129)
with the aid of Eqs. (29) and (73). Using Eqs. (122)
and (125), we can rewrite L1v
(
λi
ρ ∇ni
)
into
Dt
(
λi
ρ
)
∇ni +
λi
ρ
∇(Dtni)
=
1
ρ
(∂j(ρπij) + gi)∇ni −
1
2
∇(ωtIω) (130)
Then we obtain Eq. (82) from Eqs. (129) and (130).
The material derivative Dt of Eq. (122) yields the
equation of the angular velocity ω of a director,
ρIij(∂t+v ·∇)ωj−∂j
(
ρπij +
∂E
∂(∂inj)
)
+li−ρgi = 0.
(131)
If we neglect the effect of surface energy E, the set
of Eqs. (82) and (131) is exactly the Ericksen-Leslie
equations. From Eqs. (80) and (131), the term η∇T
induce the Lehmann effect in a chiral LC, namely the
rotation of the director with the helical axis parallel
to the heat current[8, 9, 33, 34, 35, 36, 37].
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