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Abstract
Motivated by the goal of evaluating real-time forecasts of home team win prob-
abilities in the National Basketball Association, we develop new tools for measuring
the quality of continuously updated probabilistic forecasts. This includes introduc-
ing calibration surface plots, and simple graphical summaries of them, to evaluate
at a glance whether a given continuously updated probability forecasting method is
well-calibrated, as well as developing statistical tests and graphical tools to evaluate
the skill, or relative performance, of two competing continuously updated forecast-
ing methods. These tools are studied by means of a Monte Carlo simulation study
of simulated basketball games, and demonstrated in an application to evaluate the
continuously updated forecasts published by the United States-based multinational
sports network ESPN on its principle webpage espn.com. This application lends
statistical evidence that the forecasts published there are well-calibrated, and exhibit
improved skill over several na¨ıve models, but do not demonstrate significantly im-
proved skill over simple logistic regression models based solely on a measurement of
each teams’ relative strength, and the evolving score difference throughout the game.
Keywords: Probability forecasting, Calibration, Skill score, Functional data, Brier score
1 Introduction
Probabilistic predictions and forecasts are ubiquitous in modern society, and many individ-
uals consider, and make decisions based on, such forecasts on a routine basis. For example,
∗chi-kuang.yeh@uwaterloo.ca
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in the United States probability of precipitation forecasts became widely publicly available
starting in the late 1960’s, and are now a critical factor in countless people’s daily deci-
sions (National Research Council, 2006; Murphy, 1998). Over time the number and scope
of probabilistic forecasts readily accessible to the public has increased at a steady pace,
and now covers prediction of phenomena ranging from sports (Silver et al., 2019), to poli-
tics (Erikson and Wlezien, 2012), to medicine (Spiegelhalter, 1986), to geology (Gomberg,
2015), among many other, some more exotic (Rowe and Beard, 2018), areas.
Many such forecasts are made initially well before the event in question occurs, and
are then continuously updated as new information becomes available. The example that
we focus on throughout this paper is basketball game outcome prediction in the National
Basketball Association (NBA). Websites like espn.com, the main web page of the United
States-based multinational sports network, ESPN, publish and update in real-time prob-
abilistic forecasts of the home team winning for each NBA game played. Although the
method by which ESPN produces these forecasts is largely proprietary, ostensibly initial
probability forecasts of the home team winning are constructed based on information that
is available before the game starts, e.g. the usual home court advantage in the NBA, rela-
tive team strength, player injuries, etc., and then after the game commences and progresses
these forecasts are updated with new information such as the score, game time remaining,
ball possession, fouls, in game player injuries, etc. The resulting probabilistic forecasts and
their fluctuations may be viewed as a curve that is a function of the in-game time; see Fig-
ure 1 for an example. Such curves arise in any similar continuously updated probabilistic
forecasting task, and are evidently not unique to basketball game outcome prediction; see
e.g. Silver (2020).
Natural questions to ask when faced with any probabilistic forecast, including those that
are continuously updated, are “are these forecasts accurate?” and “could these forecasts be
improved upon?”. Following the seminal work of Murphy and Winkler (1987) and Murphy
and Winkler (1992) on evaluating the quality of probabilistic forecasts in meteorology,
evaluating a method for producing probabilistic forecasts is often broken into the tasks of
measuring its calibration and skill. A model is deemed well-calibrated if its forecasts are
compatible with the observed outcomes. In other words, a model that predicts an outcome
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Figure 1: Real-time probabilistic forecasts as a function of the in-game time published on
espn.com/nba (ESPN, 2020) from a November 8, 2018 game in which the Los Angeles
Lakers hosted the Minnesota Timberwolves. The black points are the points at which
ESPN updated the home team winning probability forecasts due to events occurring in
the game, and the red line is the linear interpolation between these forecasts to produce a
real-time probabilistic forecast curve.
with a given probability is well-calibrated if the relative frequency that the outcome occurs
matches the probability forecast in the long run. A model is deemed to have higher skill
than a competing model if its predictions are “sharper” or “more concentrated” than its
competitor. For example, a model that forecasts the probability of a rainy day in New
York City on a given day with the long run background rate of rainy days (which happens
to be about 33.1% for New York City), will in the long run be well-calibrated, but has less
skill than a model, perhaps based on more complete weather data, that correctly predicts
rainy days with probabilistic forecasts of zero and one. Excellent reviews and more in-
depth discussions of these concepts can be found in Gneiting et al. (2007) and Gneiting
and Katzfuss (2014).
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The goal of this paper is to develop simple, easily interpretable, tools for evaluating the
calibration and skill of methods to produce continuously updated probabilistic forecasts,
and to apply these methods to evaluate the probabilistic forecasts pertaining to NBA
basketball game outcome prediction published on ESPN. In terms of evaluating model
calibration of probabilistic forecasts, standard tools are reliability diagrams and calibration
plots, in which outcome frequencies are plotted against binned forecast probabilities; see
Gneiting et al. (2007). Below we show how such curves can be extended in the continuously
updated case to calibration surfaces, and how such surfaces can be summarized to show at
a glance whether a given method is well-calibrated. In order to evaluate the relative skill of
one continuously updated forecasting model against another, we employ the method of Lai
et al. (2011) to construct confidence intervals for the average loss difference measured by
the Brier score (Brier, 1950) between the two models at given time points throughout the
updating process. Estimating these intervals pointwise can be used to construct a simple
graphical summary of the relative skill of one model versus another. In order to measure
the cumulative statistical significance of differences observed in such a plot, we develop a
new significance test for the skill-differences aggregated across time based on a novel large
sample result for estimating continuous loss difference curves.
For the purpose of demonstrating these methods and evaluating ESPN’s forecasts, we
introduce a number of “competing” continuously updated forecasting methods for basket-
ball outcome prediction. Some are designed to be “straw men” for the purpose of demon-
stration, whereas others are based on logistic or probit generalized linear models making
use of in-game information such as the score difference. We show using our methods that
ESPN’s model is generally well-calibrated, and exhibits significantly better skill than some
na¨ıve models, although it does not demonstrate superiority over relatively simple logistic
regression models based on the score difference and relative team strength alone.
The rest of the paper is organized as follows. Section 2 introduces the details of the
ESPN forecasting data that we consider, as well as some competing forecasting methods
that we develop and use for the purpose of comparison. Section 3 discusses the construction
of calibration surfaces for such forecasts, as well as simple graphical summaries of these
surfaces. Section 4 explains the proposed methods to evaluate the relative skill of two
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sets of real-time probabilistic forecasts. A Monte Carlo simulation study of these methods
is given in Section 5. A detailed comparison of the ESPN forecasts as well as those of
the proposed models is given in Section 6. Technical details are provided in Appendix A
following these sections.
2 Motivating Data and Competing Models
The specific data that we consider and that motivates this work are play-by-play records and
real-time probabilistic forecasts of NBA regular season games downloaded from espn.com/nba
(ESPN (2020)). The NBA is a major professional basketball league, which is often referred
to as one of the “Big Four” professional sports leagues in North America. Since 2004, ex-
cept for the lockout season in 2011 and the COVID-19-influenced season of 2020, the NBA
is comprised of 30 teams, with each team playing a schedule of 82 games in the regular
season.
Starting in the 2017 - 2018 NBA season, ESPN Analytics began providing real-time
in-game probabilistic forecasts of the home team winning for each NBA game played; an
example of the forecasts from one game is shown in Figure 1. The data available from
ESPN are quite rich, including real-time information about details such as substitutions,
fouls, and ball possession. We consider here only a subset of these data that includes the
real-time probabilistic forecasts provided by ESPN, as well as the evolution of the score
throughout the game, for the 2017-2018 and 2018-2019 seasons. These data are updated
each time there is an “event” in the game, which includes primarily score changes, fouls,
and changes of possession. A typical game features between 460-480 events.
We excluded a small portion of these data from our analysis due to two issues. Quite
often, multiple events will occur at the same instant in a game. One of the main examples
that contributes to this is multiple players substituting at the same time. Although these
events are all logged at the same time point, they occur in the dataset in an ordered se-
quence. The forecasted probabilities published by ESPN during such an event are typically
contingent on this order. Therefore, we simply average the forecasts together in such a
scenario to produce a probabilistic forecast at that instant. We also tried a number of
other ways to handle this situation, such as using the first or last probabilistic forecast
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Season Mode Games Events Max. events Min. events Avg number of events
17 - 18
Raw 1158 530032 606 234 457.7133
Selected 1137 517983 572 240 455.5699
Processed 1137 354749 375 173 312.0343
18 - 19
Raw 1229 583443 700 124 474.7299
Selected 1213 572546 598 366 472.0082
Processed 1213 396991 385 241 327.2803
Table 1: Summary of the data obtained from ESPN (ESPN, 2020) from the 2017-2018 and
2018 - 2019 NBA regular seasons. Raw counts represent the total number of games that
ESPN provides probability forecasts for. Selected refers to those games that do not contain
errors or missing values. Processed represents the data after averaging out multiple events
recorded at the same game time.
among the events recorded, and the difference in the results was negligible.
The second issue is due to games that go to overtime. If two teams’ scores are tied at
the end of the 48-minute regulation game time, the teams will play an extra five-minute
overtime period. For such games we remove the overtime period from the analysis, and
only consider probabilistic forecasts up to the end of the game so that they are comparable
to those that arise from games that did not go to overtime. Overtime games represent
slightly less than 10% of the total games. Additionally, a small number of data points were
discarded due to evident defects or excessive missing values.
The remaining data that we analyze are summarized in Table 1, and in each season
there are more than 1100 games with a total of over 350,000 play-by-play records available.
Below we use the data from the 2017-2018 season as training data for our own models, and
then we produce and evaluate forecasts for the 2018-2019 season.
Letting N denote the total number of games with forecasts that we wish to evaluate,
so N = 1213 when we consider the 2018-2019 forecasts, the data may then be denoted as
pˆESPNi (t), 1 ≤ i ≤ N , t ∈ [0, 1] representing the probabilistic forecasts of the home team
winning in the i′th game at intra-game time t. We assume that the game time parameter
t is normalized to be between zero and one so that it represents the proportion of the
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game complete. Although these forecasts are only available when events occur, due to the
fact that events are very dense throughout the game, we simply interpolate these forecasts
linearly to produce full probability forecast curves over [0, 1], which also makes them more
comparable from one game to the next. This is illustrated in Figure 1. We also consider the
data Hi(t) and Ai(t), 1 ≤ i ≤ N , t ∈ [0, 1], denoting the home team score and away team
score in the i′th game, respectively, at proportion t of the game. In our analysis below we
frequently make use of the score difference ScDi(t) = Hi(t)− Ai(t), 1 ≤ i ≤ N , t ∈ [0, 1].
The goal of the methods that we develop below is to evaluate the quality of the forecasts
pˆESPNi (t), 1 ≤ i ≤ N , t ∈ [0, 1]. To do this we also develop a number of benchmark models
that are used for the purpose of comparison.
2.1 Benchmark models for predicting NBA game outcomes
We use the following notation below. We let Yi denote the indicator random variable that
the home team wins in the i′th game, so that Yi = 1 if the home team wins the i′th game,
and Yi = 0 if the home team loses the i
′th game. We are interested in forecasting or
estimating the probability pi(t) that the home team wins, given the information up to time
t in the game, so that
pi(t) = P (Yi = 1| all information up to time t in game i).
A more formal definition of pi(t) is given in the Appendix A, but is omitted here to
lighten the technical detail in the text.
pˆESPNi (t) is in principle an estimate (forecast) of pi(t). In order to evaluate the quality
of these forecasts, we consider a number of competing benchmark models, progressing from
na¨ıve to more realistic. The most complicated covariates that we consider to build these
models are the score difference ScDi(t), and some measure of the relative strength of the
teams, which we term RSi. There are a number of ways of evaluating the relative strength
of teams, including using the Elo rating system (Elo, 1978), which has been extensively
used to rate the strength of basketball teams(see Silver (2014), Silver and Fischer-Baum
(2015), and Silver et al. (2019)) and odds in betting markets. We use as a proxy of the
relative team RSi = pˆ
ESPN
i (0), the pre-game probability of the home team winning as
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forecast by ESPN. We considered a number of alternate metrics to define RSi, and found
that generally the results and conclusions of the below analyses did not change significantly,
and so we use this quantity as to avoid the development of other proxies of relative team
strength.
The benchmark models that we consider are listed below in order of most to least na¨ıve.
Some of these are based on generalized linear models (GLMs) for binary response data,
such as logistic regression, and we use g(·) to denote the GLM link function, which in our
case is either the logit or probit link, see e.g. Chapter 4 of McCullagh and Nelder (1989).
All GLMs were fit using the R programming language, specifically the glm function in the
stats package, version 4.0.2, which uses iteratively reweighted least squares. For each model
we used the 2017-2018 season data as training data, and then produced rolling forecasts
on the 2018-2019 season data to compare to the ESPN forecasts.
Coin-Flip (CF): pˆi(t) = 0.5 for all t ∈ [0, 1].
Historic Home team Win Probability (HomeWP): pˆi(t) = 0.593, which represents
the frequency at which the home team won over the course of the NBA regular season
games from 2008-2017.
Pre-game Relative Strength (PgRS) model: pˆi(t) is forecast from the GLM
g(pi(t)) = β0(t) + β1(t)RSi,
estimated pointwise at every game time t.
Leading Status (LS) model: pˆi(t) is forecast from the GLM
g(pi(t)) = β0(t) + β1(t)LSi(t),
where LSi(t) = 1 if ScDi(t) > 0, LSi(t) = 0 if ScDi(t) = 0, and LSi(t) = −1 if ScDi(t) < 0.
Score Difference without Intercept (ScDnoInt) model: pˆi(t) is forecast from the GLM
g(pi(t)) = β1(t)ScDi(t),
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estimated pointwise at every game time t.
Score Difference (ScD) model: pˆi(t) is forecast from the GLM
g(pi(t)) = β0(t) + β1(t)ScDi(t),
estimated pointwise at every game time t.
Pregame Relative Strength and Leading Status (PgRSLS) model: pˆi(t) is forecast
from the GLM
g(pi(t)) = β0(t) + β1(t)RSi + β2(t)LSi(t),
estimated pointwise at every game time t.
Pregame Relative Strength and Score Difference (PgRSScD) model: pˆi(t) is forecast
from the GLM
g(pi(t)) = β0(t) + β1(t)RSi + β2(t)ScDi(t),
estimated pointwise at every game time t.
We note that the GLMs with intercept terms are able to implicitly model the home
team advantage, which refers to the phenomenon that in the NBA the home team tends
to win a higher percentage of games than the away team, and so a model like ScDnoInt
could be expected to be poorly calibrated, at least at the beginning of the game. As
mentioned, each GLM model is fit pointwise over the game-time parameter t. This allows
that, for example, the effect, as determined by the models, of relative team strength, home
team advantage, and score difference can evolve throughout the game. Diagnostic plots of
the pseudo R2 (McFadden, 1973) and relative variable importance over the course of the
game of the variables in our “least na¨ıve” model, PgRSScD, are displayed in Figure 2.
It is clear from this figure that both models’ predictions improve as the game progresses,
evidently since ultimately the score difference covariate determines the winner, and also
that the relative importance of the score difference versus team strength change inversely
as the game progresses; relative team strength is the most important predictor early in the
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Figure 2: The left hand panel shows the pseudo R2 of the logistic regression model
PgRSScD, which uses the covariates pre-game relative strength and score difference, as
a function of the game time. The right hand panel shows the variable importance of each
covariate as it contributes to the pseudo R2.
game, but becomes less important later in the game as the score difference becomes more
informative.
3 Evaluating Calibration of Continuously Updated Fore-
casts
We now turn to the task of evaluating the calibration for a given set of continuously updated
forecasts pˆi(t) with realized outcomes Yi, i = 1, ..., N . As mentioned in the introduction,
traditionally when evaluating such forecasts one often considers what are called calibration
plots or reliability diagrams. A calibration plot is a plot of binned probabilistic forecasts
against the conditional event frequency associated to forecasts in a given bin. Since well-
calibrated forecasts should have that the event frequency match the forecast probability,
calibration may then be measured by comparing these points against a 45-degree diagonal
reference line. Large departures from this line thus indicate poor calibration (cf. (Dawid,
1986), (Murphy and Winkler, 1992) and (Ranjan and Gneiting, 2010)). We refer the
reader to Gneiting and Katzfuss (2014) and the references therein for a more comprehensive
discussion.
One clear method then to check for calibration of continuously updated forecasts is to
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produce a calibration plot for each t ∈ [0, 1] based on the pairs (pˆi(t), Yi). While this is
in essence what we propose, there are two main challenges in doing so. (1) Traditionally
when producing calibration plots, the forecasted probabilities are binned into fixed bins,
commonly by deciles. For example, often the event frequency corresponding to all forecasted
probabilities between [0, 0.1) are compared to 0.05, similarly for [0.1,0.2) to 0.15, and so
on. With continuously updated forecasts, and as with the ESPN forecasts, it is typical that
the forecasts fluctuate so that for certain time points t the forecasts cluster around some
fixed values, and are hence far from being uniformly distributed in such fixed bins. In the
case of the ESPN forecasts, near the end of game the majority of forecasts are clustered
around 0 and 1. Fixed bins will often have the problem that the forecasts within them
are not uniformly distributed within the bin. (2) Having constructed calibration plots for
each t, one must examine a large number of such plots to pinpoint if a method appears to
be well-calibrated, or to diagnose if there are some subset of times t at which the method
is more or less calibrated than others. A simple summary of the many calibration plots
produced would be useful.
In order to address (1), we propose to use adaptive bins in constructing the calibration
plots. Specifically, for each t, suppose we wish to constructM bins for the forecasts pˆi(t). By
calculating the ranked forecasts pˆ(i)(t), i = 1, ..., N , we may group them into M bins so that
pˆ(i)(t) is in bin j if (bN/Mc(j − 1) + 1) ≤ i < bN/Mcj. We denote the collection of pˆi(t)′s
in the j’th bin as Binj. In simpler terms, the forecasts at a given time t are grouped into M
bins based on their rank. As a reference point or summary of the forecasts in the j’th bin,
we use p˜j(t) = Median
(
pˆ(i)(t), (bN/Mc(j − 1) + 1) ≤ i < bN/Mcj
)
. A calibration plot
at time t is constructed then by comparing p˜j(t) to Y¯j(t) = Average(Yi, such that pˆi(t) ∈
Binj). Letting nj denote the number of forecasts in Binj, a 95% confidence interval for
the mean of the events in Binj could be constructed as
Y¯j(t)± z1−α/(2M)
√
Y¯j(t)(1− Y¯j(t))
nj
,
where zβ denotes the β quantile of the standard normal distribution, and here we have
applied a Bonferroni correction to the significance level according to the number of bins
used M . α is typically taken to be 5% so that 95% confidence intervals are computed.
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The above interval is the standard confidence interval for the binomial proportion based
on a normal approximation to the binomial random variable, as seen in most elementary
statistics text books, and is often used to measure the uncertainty in calibration plots.
Often though in such a continuously-updated setting, as with the ESPN forecast data, the
standard interval is poor since the event frequency may be very close to zero or one in some
bins at a subset of time points t. As discussed at length in Brown et al. (2001), a confidence
interval that is in general recommended as a replacement to the standard interval, and is
more robust to event frequencies close to zero and one, is the Wilson interval (Wilson,
1927), which takes the form
njY¯j(t) + κ
2/2
nj + κ2
± κn
1/2
j
nj + κ2
(
Y¯j(t)(1− Y¯j(t)) + κ2/(4nj)
)1/2
,
where κ = zα/(2M). We have noticed significant improvements by using the Wilson interval
in this setting due to event frequencies that approach zero and one near the end of the game,
and so we use these intervals in calibration plot construction below. Additionally, so that
no bins contain predominately zero or one probability forecasts, we discard all forecasts
to produce a calibration plot at a given t, and corresponding events, if pˆi(t) < 0.005 or
pˆi(t) > 0.995, and we analyze those forecasts for calibration separately; see Table 2.
A calibration plot may then be made by plotting the bin references p˜j(t) against the
above confidence intervals, and comparing these intervals to the reference line y = x. The
method is deemed well-calibrated at the given significance level if the reference line generally
goes through each interval. An example of this is shown based on the ESPN forecasts for
t = 0.5 using M = 10 bins in the left hand panel of Figure 3b at the 95% confidence level.
By linearly interpolating the upper bounds of these intervals across both the reference
proportions p˜j(t) as well as t, we may construct an “upper calibration surface”, U1−α(t, p).
The upper 95% calibration surface U0.95(t, p) is displayed in the right hand panel of Figure
3b for the ESPN forecasts from the 2018-2019 season. A lower surface L1−α(t, p) may be
similarly constructed by linearly interpolating the lower bounds. A continuously updated
forecasting method may then be deemed well-calibrated at a given significance level if the
reference plane f(t, p) = p, for t, p ∈ [0, 1] is contained between both surfaces.
Although such surface plots are informative, it can be challenging to infer quickly based
12
(a) (b)
Figure 3: The left hand panel shows a calibration plot of the ESPN forecasts at time point
t = 0.5. The right hand panel shows an upper calibration surface along with reference
plane f(t, p) = p for the continuously updated ESPN forecasts obtained by interpolating
the upper bounds of each confidence interval of the calibration plots across t ∈ [0, 1].
on these plots whether a given method appears to be calibrated. In order to produce a
more easily interpretable summary of such calibration surface plots, we instead consider a
plot for each t of the minimum distance over p between the reference plane f(t, p) = p, and
the upper and lower calibration surfaces. Specifically, we consider plots of the functions
Umin1−α(t) = min1≤j≤M U1−α(t, p˜j(t)) − p˜j(t) and Lmax1−α(t) = max1≤j≤M L1−α(t, p˜j(t)) − p˜j(t)
against t. If the upper and lower confidence surfaces contain the reference plane f(t, p) = p,
then Umin1−α(t) should always lie above zero, and L
max
1−α(t) should always lie below zero. Points
with respect to t at which this does not hold can be used to identify times for which a given
method is not well-calibrated. We note here that in this case, due to the high degree of
fluctuations in continuously updated probabilistic forecasts for basketball prediction, we
have found it also useful to aid in the interpretation of these plots to smooth them with
respect to t using a simple moving average smoother over 5% of the game times. The
conclusions drawn from these plots change little for different values of the window width.
These summary plots calculated based on the ESPN forecasts as well as from the bench-
mark models HomeWP, ScDnoInt, and PgRSScD using the logit link function are
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ESPN PgRSScD ScDnoInt
pˆi(t) for some t > 0.995 < 0.005 > 0.995 < 0.005 > 0.995 < 0.005
Total Games 555 343 591 358 589 374
Home team wins 553 1 588 0 587 0
Proportion 0.9964 0.0029 0.9949 0.0000 0.9966 0.0000
Table 2: The number of games in which a probability forecast exceeded 0.995 or was less
than 0.005 at some point for each of the ESPN, PgRSScD with logit link, and the ScDnoInt
with logit link forecasts, as well as the number and proportion among these games in which
the home team won.
shown in Figure 4. From these we see that the na¨ıve model HomeWP, which predicts
that the home team will win each game at all times t with the prior 10-year historic win
rate of home teams in the NBA, is well-calibrated, as expected. Similar plots (not shown)
for the method CF, which simply predicts that the home team will win with probability
50%, show that this method is not well-calibrated. Considering this plot for the method
ScDnoInt (Panel (b) in Figure 4), we see that the forecasts are poorly calibrated at the
beginning of the game, but the calibration improves towards the end of the game. This
is expected since the corresponding logit model is taken to be free of an intercept term,
and so the model is unable to capture the home team advantage which should force the
forecast probabilities to favour the home team at the beginning of the game. Both the
ESPN forecasts and those from the model PgRSScD, which incorporates team strength
as well as the score difference, demonstrated generally good calibration for all game times.
A summary of the outcomes corresponding to games in which a probability forecast
at some intra-game time exceeded 0.995 or was less than 0.005 is given in Table 2 for the
ESPN forecasts as well as for the forecasts based on the models PgRSScD and ScDnoInt.
The empirical home team win rate closely matched these thresholds in each case suggesting
that the forecasts for each of these methods are reasonably well-calibrated at these extremal
probability forecast levels.
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(a) (b)
(c) (d)
Figure 4: Plots of Umin0.95 (t) and L
max
0.95 (t) against t based on M = 10 bins: Methods (a)
historic home team win probability (HomeWP); (b) logit model using Score difference
without intercept (ScDnoInt); (c) ESPN forecasts; (d) logit model based on Pre-game
relative strength and Score difference (PgRSScD).
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4 Evaluating Skill of Continuously Updated Forecasts
4.1 Pointwise confidence intervals measuring the skill difference
between competing methods
As described in the introduction, the skill of a probabilistic forecasting method generally
refers to its “sharpness” or acuity relative to a competing or benchmark method. Formally
this can be measured by defining a loss function, or scoring rule, used to measure the
accuracy of a given probabilistic forecast based on the realized events. Perhaps the most
frequently used loss function is L(a, b) = (a− b)2 and defines the Brier score (Brier (1950)).
We use this loss function below, but the following results generalize to any loss function that
has a linear equivalent, which means that (1) L′(x, b) is linear in x, and (2) L′(x, b)−L(x, a)
does not depend on x. This includes Kullback Divergence (Kullback and Leibler, 1951),
and Good’s log-score, among others; see Lai et al. (2011), Gneiting et al. (2007) and Bickel
(2007).
Following the work of Lai et al. (2011), ideally any method to forecast pi(t) would satisfy
that L(pi(t), pˆi(t)) is small, and further when averaged over all forecasts would minimize
LN(t) =
1
N
N∑
i=1
L (pi(t), pˆi(t)) . (1)
Since the underlying true probabilities pi(t) are unobservable, a sensible estimate of
LN(t) is obtained by replacing these probabilities with their point estimates based on the
realizations Yi to produce
LˆN(t) =
1
N
N∑
i=1
L(Yi, pˆi(t)). (2)
The quantity LˆN(t) captures the skill or “sharpness” of the forecasting method at a given
time point t as described above, since a given forecasting method is ascribed generally lower
losses, or higher scores, if pˆi(t) is closer Yi, the latter of which takes the values 0 and 1.
Suppose we wish to compare two methods, call them method A and method B, for
producing continuously updated probabilistic forecasts. We denote such forecasts by pˆAi (t)
and pˆBi (t), and we compare them based on the corresponding realized events Yi, 1 ≤ i ≤ N .
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This can be done by comparing their average losses defined in (2). Specifically, we consider
the function of t
∆ˆN(t) =
1
N
N∑
i=1
[
L(Yi, pˆ
A
i (t))− L(Yi, pˆBi (t))
]
, (3)
which can be viewed as an estimate of the true loss difference
∆N(t) =
1
N
N∑
i=1
[
L(pi(t), pˆ
A
i (t))− L(pi(t), pˆBi (t))
]
. (4)
Larger than zero values of ∆ˆN(t) favour method A at the given t, whereas negative values
show favour for method B. In order to measure the statistical significance of any deviations
of ∆ˆN(t) from zero, we may view ∆ˆN(t) as an estimator for ∆N(t). By constructing
suitable confidence intervals for ∆N(t) based on ∆ˆN(t), we may evaluate whether observed
deviations suggest the superiority of one model over another, and further construct simple
graphical summaries that illustrate the skill of one model compared to another as a function
of t.
To construct such confidence intervals, we first define the variance of ∆ˆN(t) as
s2N(t) =
1
N
N∑
i=1
δ2i (t)pi(t)(1− pi(t)), (5)
where δi(t) =
[
L(1, pˆAi (t))− L(0, pˆAi (t))
]− [L(1, pˆBi (t))− L(0, pˆBi (t))]. The following result
is proved in Lai et al. (2011) and stated for each t ∈ [0, 1].
Theorem 2, Lai et al. (2011): Suppose that for each t ∈ [0, 1] that s2N(t) converges in
probability to a positive constant as N →∞, and that the variables Ai(t) = L(Yi, pˆAi (t))−
L(pi(t), pˆ
A
i (t)) and Bi(t) = L(Yi, pˆ
B
i (t)) − L(pi(t), pˆBi (t)) each form martingale difference
sequences. Then for each t,
∆ˆN(t)−∆N(t)
sN(t)
D→ N (0, 1),
where
D→ denotes convergence in distribution, and N (0, 1) denotes a standard normal ran-
dom variable.
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The two main conditions of the above theorem are that (1) s2N(t), the variance of
∆N(t), should for large N behave like a positive constant, and (2) that the forecast loss
differences should behave like martingale difference sequences. The first condition can be
thought of as a non-degeneracy condition– this result only holds if the forecasts of the
two methods to be compared do not coincide entirely. It is not valid for two methods
that produce equivalent, or almost equivalent, forecasts. This is, in general, a reasonable
assumption if the forecasts being compared are from entirely different models, or if one
or both sets of forecasts to be compared come from unknown models, as with the ESPN
forecast data, since it is unlikely in this case that they will produce forecasts that coincide.
This assumption is in question when comparing forecasts of nested models, e.g. comparing
two GLM models whose only difference is that a covariate is included or excluded. A more
in-depth discussion of comparing forecasts from nested models, and the problems that arise
from it, may be found in Clark and McCracken (2015). Regarding condition (2), this is
almost always satisfied when using a loss function with a linear equivalent and constructing
genuine forecasting methods that must be based on available (past) information, rather
than information from the unknown future, as discussed on page 2361 of Lai et al. (2011),
and so this condition should be thought of as mild.
The above results suggest constructing a 100(1− α)% confidence interval for ∆N(t) as
∆ˆN(t)± z1−α/2 sN(t)√
N
. (6)
Note that since pi(t)(1−pi(t)) in the definition of s2N(t) is unobserved, we may replace it
with the upper bound of 1/4 in both (5) and (6) to obtain a conservative confidence interval.
Plots as a function of t of ∆ˆN(t) and the corresponding conservative confidence intervals
∆ˆN(t) ± z1−α/2 sN (t)√N can be used to evaluate the relative skill of one model compared to
another. Points t at which the associated confidence interval 1− α confidence interval for
∆N(t) do not contain zero indicate a significant improvement at the level α of the average
loss of one method over another. Examples of plots of this form may be found in Figure
7, which we discuss in more detail below. We note again that due to the high degree of
fluctuations in continuously updated probabilistic forecasts for basketball prediction, we
have found it also useful to aid in interpretation of these plots to smooth them with respect
to t using a simple moving average smoother over 5% of the game times.
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4.2 Functional tests to measure skill aggregated across t
Although the above confidence intervals can be used to evaluate whether two methods
exhibit similar or significantly different skill at any given time point t, it is often also of
interest to evaluate whether two continuously updated models have approximately equal
predictive power when discrepancies between them are aggregated across t ∈ [0, 1]. For
example, it might be that one method exhibits similar but somewhat better skill at each
game time that when viewed in aggregate suggest the superiority of one model over another.
Conversely, it is also possible one method exhibits apparently improved performance at a
single game time t0, although when viewed in aggregate across t ∈ [0, 1] this improvement
may appear rather insignificant.
To make this more precise, we formulate the null hypothesis of equal predictive power
aggregated accross t ∈ [0, 1] of two methods as
H0 : ‖∆N‖2 = 0,
where ‖ · ‖2 is the standard squared L2 norm of a function, so that
‖f‖2 =
∫ 1
0
f 2(t)dt.
The hypothesis H0 posits then that the two methods to be compared exhibit approxi-
mately on average (across t) equal skill. Let
ZN(t) =
√
N∆ˆN(t).
A measure of global discrepancy across time between the two forecasting methods may be
obtained by considering ‖ZN‖2. In order to determine the large-sample properties of ZN
that would inform determining appropriate significance levels and estimating p-values for
tests of H0 based on ‖ZN‖2, we make use of the following result, which we state rigourously
and prove in Appendix A.
Theorem 1. Under H0 and conditions analogous to those of Theorem 2 of Lai et al. (2011),
see Appendix A for details, there exists an infinite sequence of constants {λi, i ≥ 1} that
satisfy
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λ1 ≥ λ2 ≥ · · · ≥ 0, and
∞∑
i=1
λi <∞,
so that
‖ZN‖2 D→
∞∑
i=1
λiχ
2
i (1),
where χ2i (1), i = 1, 2, . . . are independent and identically distributed χ
2 random variables
with one degree of freedom. Moreover, the constants {λi, i ≥ 1} can be conservatively
estimated by the eigenvalues of the function
Cˆcons(t, s) =
1
N
N∑
i=1
[pˆAi (t)− pˆBi (t)][pˆAi (s)− pˆBi (s)].
Namely with {λˆi, i = 1, ..., N} defined so that λˆ1 ≥ λˆ2 ≥ · · · λˆN ≥ 0 and satisfying that
there exist functions φˆi(t), i = 1, ..., N , t ∈ [0, 1] with ‖φˆi‖2 = 1, such that
λˆiφˆi(t) =
∫ 1
0
Cˆcons(t, s)φˆi(s)ds, (7)
then for any fixed j ≥ 1, P (λˆj > λj)→ 1 as N →∞.
This result suggests a simple way of conducting an approximate and conservative test
of the hypothesis H0.
Step 1: Evaluate ‖ZN‖2.
Step 2: Estimate Cˆcons, and the eigenvalues satisfying (7).
Step 3: Estimate the distribution of the random variable QD =
∑D
i=1 λˆiχ
2
i (1) where D
is a large number (below we take D = 10 and have found this choice generally adequate.
This can be done easily using Monte-Carlo simulation, or using the numerical method of
Imhof (1961).
Step 4: Calculate an approximate and conservative p-value of the test of H0 as p =
P (QD ≥ ‖ZN‖2).
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This p-value combined with the confidence intervals in (6) allow for a detailed evaluation,
both at particular game times t and across all t ∈ [0, 1], of the relative skill of competing
continuously updated methods.
5 Simulation
Since many of the above methods are new when applied to continuously updated probabilis-
tic forecasts, in this section we present the results of a small simulation study to investigate
their respective performances, and illustrate their application in some controlled examples.
5.1 Basketball game simulation
We now turn our attention generating data that resembles the NBA game data that
we described in Section 2. This entails generating random quantities that serve the
role of the score difference and the initial relative team strength of the teams to play.
Let {Wi(t), t ∈ [0, 1]} , i = 1, . . . , N be independent standard Brownian motions, where
again N is the total number of games. To represent relative team strength, we consider
RSi ∼ a × Unif(−1, 1) + c, where Unif(−1, 1) denotes a uniform random variable on
[−1, 1], and a, c ∈ R are constants that we use to calibrate the simulated data. With this
defined, we model the score difference as ScDi(t) = tRSi + Wi(t), and we hence define
the indicator variables (analogous to the home team winning) Yi = 1 if ScDi(1) > 0, and
Yi = 0 otherwise. Namely, the score difference is modelled as a Brownian motion with drift
determined by RSi; positive RSi makes it easier for the home team to win, while negative
RSi has the opposite effect. The constants a and c defining RSi were selected so that
the home team win probability is approximately 59% in order to match the past-10-year
historical home team win rate in the NBA. Similar and simple Brownian motion models
for NBA scores have been extensively studied; see Stern (1994), Gabel and Redner (2012),
and Chen and Fan (2018).
Under these settings, it is relatively straightforward to show that
pi(t) = P (Yi = 1| all information up to time t in game i) = Φ
(
ScDi(t) +RSi(1− t)√
1− t
)
,
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where Φ denotes the standard normal distribution function. We call this true probability
function the “Oracle” model or probability below.
5.2 Models
We first consider the problem of constructing two “models” for this simulation experiment
that have equal forecasting power and satisfy the null hypothesis H0 of equal forecasting
accuracy. This is achieved in this setting by perturbing the Oracle probability by inde-
pendent random noise that has the same distribution in each model to be compared. We
considered two such “models” in our simulation experiments:
The Oracle model perturbed by standard Brownian motion (OraBM):
pˆi(t) = Φ
(
ScDi(t) +RSi(1− t) +BMi(t)√
1− t
)
,
where {BMi(t), t ∈ [0, 1]} , i = 1, · · · , N are independent standard Brownian motions.
The Oracle model perturbed by time homogeneous Ornstein–Uhlenbeck process (OraOU):
pˆi(t) = Φ
(
ScDi(t) +RSi(1− t) +OUi(t)√
1− t
)
,
where {OUi(t), t ∈ [0, 1]} , i = 1, · · · , N are independent time-homogeneous standard Orn-
stein–Uhlenbeck processes. We may generate the OUi(t) from the standard Brownian
motion as follows: OUi(t) = exp(−t/2)BMi(et).
We use the notation OraBM1 and OraBM2 (similarly OraOU1 and OraOU2) to
denote two probabilistic forecasts generated according to the above models with indepen-
dent noise terms. Since the noise term in both forecasts are equal in distribution, they
intuitively have equal predictive power and satisfy H0. We compare these “models”, as
well as the GLM models introduced in Section 2.1. To fit these GLM models in a way
that is similar to our analysis of the ESPN forecast data, we first generate two independent
“seasons” following the description above with N games in each season, one of which we
refer to as training data, and the other we call the testing data. We fit the competing
models introduced in Section 2.1 on the training with the link function g(·) taken to be the
Probit link, and then compare the model forecasts on the test data. We note that with the
Probit link the model PgRSScD is correctly specified in the sense that Φ−1(pi(t)) is for
each fixed t a linear function of RSi and ScDi(t).
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5.3 Results
For each setting of N = 100, 250 and 500 and model comparison considered, we simulated
data independently 1000 times and applied the test of H0 described for comparing forecast
skill in Section 4.2. The results in terms of empirical rejection rates of H0 are summarized
for each comparison made in Table 3.
We first compare the oracle models perturbed by noise OraBM1 versus OraBM2, and
OraOU1 versus OraOU2. Figure 5 gives a representative example of plots as a function
of t of ∆ˆ1000(t), with a conservative 95% pointwise confidence intervals for ∆1000(t), and
an approximate p-value of the test of H0 for these comparisons. We see in this example
that the plots show clearly that the two models have approximately equal skill at all time
point t, and further that any discrepancies between the models across t are not significant.
We observed in this case that the empirical rejection rates of H0 for this example tended
to be close to, though typically slightly below, the nominal levels of 10%, 5%, and 1%,
respectively, for each sample size N used to define the size of the training and testing sets
considered, which shows that both the asymptotic result that motivates the test of H0
seems to be reasonably accurate for the sample sizes and examples that we considered, and
that the conservative approximations made do not produce a test that is too conservative
in practice. We believed that this might be due to the fact that the way that we generate
the synthetic game data leads to probabilities pi(t) that are close to 1/2, in which case the
conservative approximation is ineffectual. We also tried adjusting the parameters of the
RSi variable in the simulation so that the home team win rate would be closer to 90%, and
found that this made the empirical rejection rates somewhat lower, as expected. We also
compared the oracle probability forecasts against the models with noise added, and found
that generally the test rejected H0 at a high rate over all significance levels in this case, as
expected.
In terms of comparing the proposed GLM models, similar representative plots compar-
ing the correctly specified model PgRSScD to several na¨ıve competitors are displayed in
Figure 6. When comparing PgRSScD to models that do not adjust their forecasts as the
game progresses, our test was always able to distinguish PgRSScD as having higher skill.
From Figure 6, we can see that the expected advantages of PgRSScD over the competitor
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(a) (b)
Figure 5: Representative plots of ∆ˆ1000(t) with 95% confidence intervals and approximate
p-values for tests of H0 for (a) OraBM1 versus OraBM2; (b) OraOU1 and OraOU2.
models are transparent in the plot. The relative skill of PgRSScD improves over the
course of the game compared to models that do not incorporate score information, and
for models that do incorporate score information the relative improvement of PgRSScD
decays as the game progresses. We do see in Table 3 that once the sample size reaches 500
the proposed test of H0 is generally able to distinguish between the correctly specified and
na¨ıve models with empirical power approaching one.
Overall, we found that the proposed test seems to perform well and as expected in many
controlled examples, and tends to be conservative. While the test is certainly powerful to
differentiate poorly performing models as having low skill compared to competitors, it
might struggle to differentiate competitive models without a large sample size (N ≥ 500 in
the examples considered). This along with the graphical tools proposed allow one to easily
identify the relative skill of two competing continuously updated probabilistic forecasting
models.
6 Evaluating the skill of ESPN forecasts
In this section, we apply the methods described in Section 4.1 to evaluate the skill of ESPN’s
continuously updated probabilistic forecasts. In this case all GLM benchmark models are
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(a) (b)
(c) (d)
Figure 6: Representative plots of ∆ˆ1000(t) derived from simulated data with 95% confidence
intervals and approximate p-values for tests of H0 for (a) PgRSScD versus PgRS (b)
PgRSScD versus ScD (c) PgRSScD versus LS (d) PgRSScD versus PgRSLS.
fit using the logit link function.
Figure 7 shows plots ∆ˆ1213(t) with conservative 95% confidence intervals, as well as
approximate p-values of the test of H0 for comparisons of the ESPN forecasts with the
na¨ıve models PgRS, ScD, LS, and PgRSLS. These plots suggest that, in aggregate, the
ESPN forecasts significantly out perform these models. The specific points in the game at
which the ESPN forecasts exhibit higher skill compared to these benchmarks is also clear
in the plots. For the models that use relative team strength as encoded by ESPN’s initial
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Competing Models N=100 N=250 N=500
10% 5% 1% 10% 5% 1% 10% 5% 1%
Ora v.s. OraOU 0.997 0.993 0.960 1.000 1.000 1.000 1.000 1.000 1.000
Ora v.s. OraBM 1.000 0.996 0.963 1.000 1.000 1.000 1.000 1.000 1.000
OraOU1 v.s OraOU2 0.096 0.043 0.007 0.085 0.046 0.005 0.083 0.037 0.002
OraBM1 v.s OraBM2 0.072 0.028 0.007 0.081 0.034 0.006 0.089 0.030 0.003
PgRSScD v.s. PgRS 1.000 0.998 0.972 1.000 1.000 1.000 1.000 1.000 1.000
PgRSScD v.s. ScD 0.510 0.377 0.176 0.831 0.745 0.509 0.995 0.982 0.907
PgRSScD v.s. LS 0.795 0.704 0.415 0.990 0.967 0.898 1.000 1.000 1.000
PgRSScD v.s. PgRSLS 0.820 0.648 0.253 1.000 0.999 0.958 1.000 1.000 1.000
Table 3: Empirical rejection rates with nominal levels of 10%, 5% and 1% for the test
H0 : ‖∆N‖2 = 0 in 1000 independent simulations.
home win probability as a covariate, the relative skill is similar to ESPN’s forecasts early
in the game, and similarly those that make use of the score difference improve relative to
the ESPN forecasts towards the end of the game. For example, the model based on the
score difference alone is strongly outperformed by the ESPN forecasts early in the game,
but their forecasts have indistinguishable skill towards the end of the game.
We also compared the ESPN forecasts to those of the somewhat less na¨ıve model
PgRSScD using a logit link. Figure 8 shows a plot ∆ˆ1213(t) based on the 2018-2019
season with conservative 95% confidence intervals, as well as approximate p-values of the
test of H0 for this comparison. In absolute terms, the estimated skill as measured by the
Brier score generally favoured the simple logit model PgRSScD, with the exception of
the last moments in the game. However, we do see from this analysis that the difference
is apparently not statistically significant at the 5% level at any game time point based on
the conservative confidence interval estimates, nor is it significant when the difference is
aggregated across time points. We found it interesting that the ESPN’s sophisticated pro-
prietary model, which ostensibly makes use of more nuanced information about the game
status and more sophisticated models, did not significantly outperform a simple Logistic
regression model. One might draw the conclusion based on this that whatever additional
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(a) (b)
(c) (d)
Figure 7: Plots of ∆ˆ1213(t) based on the 2018-2019 season forecasts with 95% confidence
intervals and approximate p-values for tests of H0 for (a) ESPN versus PgRS (b) ESPN
versus ScD (c) ESPN versus LS (d) ESPN versus PgRSLS.
information used by ESPN’s model in producing these forecasts is not clearly beneficial for
the purpose of forecasting, except for in the final moments of the game.
7 Discussion
Motivated by evaluating forecasts of NBA basketball games, we have developed graphical
tools and statistical tests for assessing the calibration and relative skill of continuously
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Figure 8: Plots of ∆ˆ1213(t) based on the 2018-2019 season forecasts with 95% confidence
interval and approximate p-value for tests of H0 for ESPN versus PgRSScD
.
updated probabilistic forecasts. These were studied via a simulation study of synthetic
“basketball games”, and applied to evaluating and comparing the forecasts published on
ESPN and a number of competing models. In terms of calibration, the ESPN forecasts, as
well as forecasts produced from simple logistic regression models using the in-game score
difference and/or pre-game relative strength of teams as covariates, appear reasonably well-
calibrated. In terms of skill, the ESPN forecasts exhibited significantly higher skill over
na¨ıve models, but did not demonstrate superiority over simple logistic regression models
based on the score difference and relative team strength.
We conclude with a few remarks about some ideas that we considered but chose not
to include in the paper, and avenues for future work. It is noteworthy that the confidence
intervals defined in (6) may be made narrower and less conservative by using auxiliary
information to improve the approximation of replacing pi(t)(1−pi(t)) with the upper bound
1/4. We considered a number of methods to achieve this, including employing auxiliary
models and covariates to estimate pi(t)(1 − pi(t)) solely in the variance estimation step,
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but found both that this changed the intervals little, and lead to poor performance near
the end of the game. For a discussion of similar methods, see Sections 3.4 and 3.5 in (Lai
et al., 2011).
The basic reason why nested models often cannot be compared by means of the con-
fidence intervals introduced and the test of H0 derived using Theorem 1 is that nested
models may lead to a covariance kernel Cˆcons that is approximately (and asymptotically)
degenerate. It might be interesting to adapt this result, and the corresponding intervals
and test, to this case, for instance using methods similar to those described in Clark and
McCracken (2015).
Lastly, we arrived after experimenting with many ways of constructing Figure 3 in
Section 3 and the calibration plots in Figure 4 in Section 4.1 on using the Wilson interval
with a bin-size of 10%. There are many other reasonable candidates to construct such
intervals, including the typical normal approximation interval, and the Agresti and Coull
interval (Agresti and Coull, 1998), among several others, and we found that these performed
similarly well with differences only appearing in the more extremal (with centers closer to
0 or 1) bins. Data driven approaches for deciding on an interval type as well as bin-size for
these plots is worthy of further study.
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Appendix
A Definition of pi(t) and proof of Theorem 1
In order to formally define pi(t), we first define two collections of sigma-algebras: Fi, which is the
information available up to and including the i′th game, and Fi−1,t which is the information in
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all games up to and including the i − 1’st game, along with the information up to time t in the
i′th game. Clearly then for all t ∈ [0, 1], Fi−1,t ⊂ Fi ⊂ Fi,t. Let Yi denote the zero-one variables
encoding wins for the home team. We define pi(t) = E[Yi|Fi−1,t] to be the probability that the
home team wins in the i’th game given the information up to time t in that game (and previous
games), which we are aiming to forecast.
Suppose that we have two methods pˆAi (t), pˆ
B
i (t) for forecasting the in-game probabilities of
the home team winning in game i at time t.
Assumption A.1. pˆAi (t), pˆ
B
i (t) are both measurable with respect to Fi−1,t. In other words, only
the information from all previous games as well as the current game up to time t are used to
produce the forecasts pˆAi (t), pˆ
B
i (t).
Let L2[0, 1] denote the space of square integrable functions defined on [0, 1], which has canon-
ical inner-product defined for f, g ∈ L2[0, 1] as 〈f, g〉 = ∫ 10 f(t)g(t)dt. We assume here that
L(a, b) = (a− b)2 is the Brier loss, but the following results generalize to any loss functions with
a linear equivalent (Lai et al., 2011). Define
ZN (t) =
√
N [∆ˆN (t)−∆N (t)]
=
1√
N
N∑
i=1
[
L(Yi, pˆ
A
i (t))− L(Yi, pˆBi (t))− [L(pi(t), pˆAi (t))− L(pi(t), pˆBi (t))]
]
.
Note that under the null hypothesis H0 : ‖∆N‖2 = 0 of equivalent forecasting skill between
the models A and B, ZN (t) =
√
N∆ˆN (t) in L
2 sense. In order to formally state and prove
Theorem 1, we also make the following assumptions. A sequence of covariance kernels that arises
in calculating the distribution of ZN (t) is
CN (t, s) =
4
N
N∑
i=1
(
E[(pˆAi (s)− pˆBi (s))(pˆAi (t)− pˆBi (t))pi(s)(1− pi(s))|Fi−1]1s>t
+ E[(pˆAi (s)− pˆBi (s))(pˆAi (t)− pˆBi (t))pi(t)(1− pi(t))|Fi−1]1t>s
)
, (8)
where 1 is the indicator function. As we will show, CN is essentially the average covariance
function of the (centered) difference between the forecasts pˆAi (t)− pˆBi (t). This kernel is evidently
symmetric for each N , and we show below that it is also positive (semi-)definite, which is to say
that for all functions f ∈ L2[0, 1],∫ 1
0
∫ 1
0
CN (t, s)f(t)f(s)dtds ≥ 0.
Assumption A.2. There exists a symmetric, positive definite kernel C satisfying
∫ 1
0 C(t, t)dt <
∞ such that ∫ 1
0
∫ 1
0
[CN (t, s)− C(t, s)]2dtds = oP (1). (9)
Assumption A.2 basically entails that there is a degree of “stationarity” or “ergodicity” be-
tween subsequent forecasts. This would be implied if, for example, subsequent forecasts in each
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game were independent of each other and exhibit an approximately stable distribution, although
independence could be relaxed a great deal here with (9) still holding. This condition is analogous
to condition (a) in Theorem 1 of Seillier-Moiseiwitsch and Dawid (1993), the validity of which in
probabilistic forecast evaluation is discussed there, and this condition is also central to the results
of Lai et al. (2011).
The kernel C defined in Assumption A.2 may be used to define a symmetric, positive definite
linear operator C : L2[0, 1] 7→ L2[0, 1] via
C(f)(t) =
∫ 1
0
C(t, s)f(s)ds, (10)
which by Mercer’s Theorem (Bosq, 2000) must have associated to it a decreasing sequence of
eigenvalues λ1 ≥ λ2 ≥ · · · and corresponding orthonormal eigenfunctions φ1, φ2, . . . ∈ L2[0, 1]
satisfying C(φi) = λiφi. A similar collection of eigenvalues and λ1,N ≥ λ2,N ≥ · · · may be defined
the operator CN obtained by replacing C by CN in the definition (10).
Assumption A.3. The sequence of variables ZN are uniformly tight in L
2[0, 1] (see pg. 46 of
Bosq (2000)).
Uniform tightness is used in order to extend asymptotic Gaussianity of the finite dimensional
distributions of the process ZN to the entire process. Intuitively assuming tightness in this context
assumes a degree of continuity or “smoothness” to the forecasts pˆAi (t) and pˆ
B
i (t) as a function of
t. A sufficient condition to imply Assumption A.3 is
sup
N≥1
∞∑
i=1
λi,N <∞,
see the proof on page 52 of Bosq (2000).
Restatement of Theorem 1 Under H0 and Assumptions A.1-A.3,
‖ZN‖2 D→
∞∑
i=1
λiχ
2
i (1),
where the χ2i (1), i = 1, 2, . . . are independent and identically distributed χ
2 random variables with
one degree of freedom and the constants {λi, i ≥ 1} are defined in (10). These constants may be
asymptotically conservatively estimated by the eigenvalues of
Cˆcons(t, s) =
1
N
N∑
i=1
[pˆAi (t)− pˆBi (t)][pˆAi (s)− pˆBi (s)].
Proof. For all test functions v ∈ L2[0, 1], and using the definition of the Brier score, we have that
〈ZN , v〉/2 =
√
N [∆ˆN (t)−∆N (t)]/2 = 1
2
√
n
N∑
i=1
〈L(Yi, pˆAi )− L(Yi, pˆBi )− [L(pi, pˆAi )− L(pi, pˆBi )], v〉
=
1√
N
N∑
i=1
〈(pˆAi − pˆBi )(pi − Yi), v〉 =:
1√
N
N∑
i=1
Xi,v.
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Xi,v is a martingale difference sequence with respect to the filtration Fi. To see this, notice by
the tower property of conditional expectation and Fubini’s theorem that
E[Xi,v|Fi−1] = E[E[Xi,v|Fi−1,t]Fi−1] = E[〈E[(pˆAi − pˆBi )(pi − Yi)|Fi−1,t], v〉|Fi−1] = 0,
since E[(pˆAi (t) − pˆBi (t))(pi(t) − Yi)|Fi−1,t] = (pˆAi (t) − pˆBi (t))E[(pi(t) − Yi)|Fi−1,t] = 0, a.s. for all
t, using Assumption A.1. Further,
E[X2i,v|Fi−1] =
∫ 1
0
∫ 1
0
E[(pˆAi (t)− pˆBi (t))(pi(t)− Yi)(pˆAi (s)− pˆBi (s))(pi(s)− Yi)v(t)v(s)|Fi−1]dtds
(11)
Suppose s > t, then using the tower property
E[(pˆAi (s)−pˆBi (s))(pi(s)− Yi)(pˆAi (t)− pˆBi (t))(pi(t)− Yi)v(t)v(s)|Fi−1]
= E[E[(pˆAi (s)− pˆBi (s))(pi(s)− Yi)(pˆAi (t)− pˆBi (t))(pi(t)− Yi)v(t)v(s)|Fi−1,s]|Fi−1]
= E[(pˆAi (s)− pˆBi (s))(pˆAi (t)− pˆBi (t))v(t)v(s)E[(pi(s)− Yi)(pi(t)− Yi)|Fi−1,s]|Fi−1].
Note that Yi|Fi−1,s is a Bernoulli(pi(s)) random variable, it follows that E[(pi(s) − Yi)(pi(t) −
Yi)|Fi−1,s] = pi(s)(1− pi(s)). From this we obtain that for s > t,
E[(pˆAi (s)− pˆBi (s))(pi(s)−Yi)(pˆAi (t)− pˆBi (t))(pi(t)− Yi)v(t)v(s)|Fi−1]
= E[(pˆAi (s)− pˆBi (s))(pˆAi (t)− pˆBi (t))pi(s)(1− pi(s))|Fi−1]v(t)v(s).
Plugging into (11) and applying the same calculation when t > s gives that
E[X2i,v|Fi−1] =
∫ 1
0
∫ 1
0
{E[(pˆAi (s)− pˆBi (s))(pˆAi (t)− pˆBi (t))pi(s)(1− pi(s))|Fi−1]1s>t
+ E[(pˆAi (s)− pˆBi (s))(pˆAi (t)− pˆBi (t))pi(t)(1− pi(t))|Fi−1]1t>s}v(t)v(s)dtds.
It follows that
1
N
N∑
i=1
E[X2i,v|Fi−1] =
∫ 1
0
∫ 1
0
1
4
CN (t, s)v(t)v(s)dtds.
Hence using Assumption A.2,
1
N
N∑
i=1
E[X2i,v|Fi−1] P→
∫ 1
0
∫ 1
0
1
4
C(t, s)v(t)v(s)dtds = 〈C(v), v〉 =: σ2v . (12)
We consider the cases of σ2v = 0 and σ
2
v > 0 separately. In the case where σ
2
v = 0, we first
note that, using the Cauchy-Schwarz inequality, E[X2i,v|Fi−1] ≤ ‖v‖2E[‖(pˆAi (·) − pˆBi (·))(pi(·) −
Yi)‖2|Fi−1], which is uniformly bounded, and hence 1/N
∑N
i=1E[X
2
i,v|Fi−1] is uniformly inte-
grable. It follows then from (12) that σ2v = 0 implies
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Var
(
1√
N
N∑
i=1
Xi,v
)
= E
{
1
N
N∑
i=1
E[X2i,v|Fi−1]
}
→ 0.
When σ2v > 0, let S
2
N,v = Var(
∑N
i=1Xi,v) =
∑N
i=1E[X
2
i,v]. Using (12), it follows that there
exists a constant D > 0 so that for all N sufficiently large, S2N,v ≥ DN . Thus, for all  > 0 and
N sufficiently large, we have due to the uniform boundedness of X2i,v that
1
S2N,v
N∑
i=1
EX2i,v1{|Xi,v |≥SN,v} = 0.
Hence both the Lindeberg condition and the asymptotic constancy of the conditional variance con-
dition of the Martingale central limit theorem, c.f. Theorem 1 of Brown (1971), hold, giving that
〈ZN , v〉/2 D→ N (0, σ2v). This shows that the finite dimensional distributions of ZN asymptotically
coincide with those of a Gaussian process with covariance kernel C. This along with Assumption
A.3 imply that ZN converges weakly in L
2[0, 1] to a Gaussian process with covariance kernel C
(see Prohorov’s theorem, Theorem 2.6 in Bosq (2000)). The form of the limiting distribution
of ‖ZN‖2 follows from the continuous mapping theorem and the Karhunen-Loe´ve representation
theorem.
The fact that the eigenvalues of the kernel Cˆcons are uniformly larger than those of CN follows
since Cˆcons is obtained by replacing pi(t)(1 − pi(t)) and pi(s)(1 − pi(s)) with the upper bound
1/4.
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