Abstract. We prove Furuta-type bounds for the intersection forms of spin cobordisms between homology 3-spheres. The bounds are in terms of a new numerical invariant of homology spheres, obtained from Pin(2)-equivariant Seiberg-Witten Floer K-theory. In the process we introduce the notion of a Floer KG-split homology sphere; this concept may be useful in an approach to the 11/8 conjecture.
Introduction
Let X be a smooth, oriented, spin 4-dimensional manifold. Donaldson's diagonalizability theorem [9, 10] implies that if X is closed, then X cannot have a non-trivial definite intersection form. If X is not closed but has boundary a homology 3-sphere Y , its intersection form is still unimodular, and Frøyshov [12] found constraints on the definite intersection forms of such X; see also [18, 30] . These constraints depend on an invariant associated to the boundary Y and, later, various other invariants of this type have been developed [13, 14, 32, 21, 22] .
With respect to indefinite forms, the situation is less understood. If X is closed, Matsumoto's 11/8 conjecture [25] states that b 2 (X) ≥ 11 8 |σ(X)|. (Here, σ denotes the signature.) Since X is spin, its intersection form must be even. A unimodular, even indefinite form (of, say, nonpositive signature) can be decomposed as p(−E 8 ) ⊕ q 0 1 1 0 , p ≥ 0, q > 0. For forms coming from closed spin 4-manifolds, Rokhlin's theorem [33] implies that p is even. Since b 2 (X) = 8p + 2q and p = |σ(X)|/8, the 11/8 conjecture can be rephrased as (1) q ≥ 3p/2.
An important result in this direction was obtained by Furuta [19] , who proved the inequality b 2 (X) ≥ 10 8 |σ(X)| + 2, i.e., (2) q ≥ p + 1.
The free coefficient 1 in the bound can sometimes be improved slightly, depending on the value of p mod 8; see [7, 39, 36] . The purpose of this paper is to obtain constraints on the indefinite intersection forms of spin four-manifolds with boundary. Although many of the results can be extended to the setting where the boundary ∂X = Y is a disjoint union of rational homology spheres (equipped with spin structures), for simplicity we will focus on the case where Y consists of either one or two integral homology 3-spheres. Then, the intersection form must still be of the type p(−E 8 ) ⊕ q 0 1 1 0 , and the parity of p is given by the Rokhlin invariant of the boundary. (We allow here the case p < 0, and then we interpret p(−E 8 ) as a direct sum of copies of the positive form E 8 .) One method to obtain constraints on the intersection form is to pick a spin 4-manifold X with boundary −Y , and apply Furuta's bound (2) to the closed manifold X ∪ Y X . This method can be refined by choosing X to be an orbifold rather than a manifold, and applying the orbifold version of (2) developed by Fukumoto and Furuta in [16] . We refer to [5, 15, 8] for some results obtained using these methods.
In this paper we find further constraints by a different technique, based on adapting Furuta's proof of (2) to the setting of manifolds with boundary. (However, our proof does not use the Adams operations, so it is in fact closer in spirit to Bryan's modification of Furuta's argument [6] .) Here is the first result: Theorem 1.1. To every oriented homology 3-sphere Y we can associate an invariant κ(Y ) ∈ Z, with the following properties: Our main interest is in part (iii), but we listed properties (i) and (ii) in order to compare κ with the invariants α, β, γ constructed in [22] , using Pin(2)-equivariant Seiberg-Witten Floer homology. The invariants α, β, γ satisfy the analogues of (i) and (ii). Property (iii) seems specific to the invariant κ, which is constructed from the Pin(2)-equivariant SeibergWitten Floer K-theory of Y . The use of Pin(2)-equivariant K-theory is to be expected, because it also appeared in Furuta's and Bryan's proofs of (2) .
Roughly, the invariant κ is defined as follows. We use the set-up from [23, 22] : Pick a metric g on Y and consider a finite dimensional approximation to the Seiberg-Witten equations, depending on an eigenvalue cut-off ν 0. The resulting flow has a Conley index I ν , which is a pointed topological space with an action by the group G = Pin (2) . After changing I ν by a suitable suspension if necessary, we can arrange for the S 1 -fixed point set of I ν to be equivalent to a complex representation sphere of G. We then consider the reduced G-equivariant K-theory of I ν . The inclusion of the S 1 -fixed point set into I ν induces a map
We have a Bott isomorphism
We let k(I ν ) = min{k ≥ 0 | ∃ x ∈ image(ι * ) ⊆ K G (pt), wx = 2 k w},
and obtain κ(Y ) from 2k(I ν ) by subtracting a correction term depending on ν and g. The invariant κ(Y ) can be computed explicitly in some cases. For example:
Theorem 1.2. (a)
We have κ(S 3 ) = 0.
(b) Consider the Brieskorn spheres Σ(2, 3, m) with gcd(m, 6) = 1, oriented as boundaries of negative definite plumbings. Then:
(c) For the same Brieskorn spheres with the orientations reversed, we have
Observe that κ(−Y ) is not determined by κ(Y ). However, we can prove that κ(Y ) + κ(−Y ) ≥ 0. (See Proposition 4.7.) Furthermore, observe that for the examples appearing in Theorem 1.2, the values for κ coincide with those for the invariant α defined in [22] . We conjecture that κ = α in general; see Section 6 for a discussion of this.
Note also that when Y 0 = Y 1 = S 3 , the bound in Theorem 1.1 (iii) is weaker than Furuta's bound (2) . We can remedy this by introducing the following concept: Definition 1.3. We say that a homology sphere is Floer K G -split if the image of the map
For example, one can show that the three-sphere S 3 , the Brieskorn spheres ±Σ(2, 3, 12n+ 1) and ±Σ(2, 3, 12n + 5) are all Floer K G -split, but the Brieskorn spheres of the form ±Σ(2, 3, 12n − 1) and ±Σ(2, 3, 12n − 5) are not Floer K G -split. If the starting 3-manifold in a cobordism W is Floer K G -split, we can strengthen the bound in Theorem 1.1 (iii):
Applying this to Y 0 = S 3 , which is Floer K G -split, we obtain: Corollary 1.5. Let X be a smooth, compact, spin four-manifold with boundary a homology sphere Y . If the intersection form of X is p(−E 8 ) ⊕ q 0 1 1 0 and q > 0, then:
When Y = S 3 , we recover Furuta's 10/8 Theorem (2). When Y = ±Σ(2, 3, m) with gcd(m, 6) = 1, we get specific bounds by combining Theorem 1.2 (ii) and (iii) with Corollary 1.5. In some of these cases, the bounds given by Corollary 1.5 can be obtained more easily by applying the orbifold version of Furuta's theorem to a filling of X. However, the bounds we get in the cases Y = +Σ(2, 3, 12n + 1) and Y = +Σ(2, 3, 12n + 5) appear to be new. We refer to Section 5.3 for a detailed discussion.
The techniques developed in this paper may also be of interest in studying closed 4-manifolds. Indeed, Bauer [4] proposed a strategy for proving the 11/8 conjecture (in the simply connected case) by decomposing the 4-manifold along homology spheres. Specifically, suppose we had a counterexample to (1), i.e., a closed, spin 4-manifold X with intersection form 2r(−E 8 ) ⊕ q 0 1 1 0 and q < 3r. By adding copies of S 2 × S 2 , we can assume that q = 3r − 1. If π 1 (X) = 1, then by a theorem of Freedman and Taylor [11] we can find a decomposition
• Y i is an integral homology 3-sphere for all i;
• For 1 ≤ i ≤ r − 1, the manifold X i has intersection form 2(−E 8 ) ⊕ 3 0 1 1 0 ; • X r has intersection form 2(−E 8 ) ⊕ 2 0 1 1 0 . (There are several variations of this; e.g., one could ask for X 1 to have intersection form 2(−E 8 )⊕4 0 1 1 0 and for X r to have intersection for 2(−E 8 )⊕ 0 1 1 0 , as in [4] .) If the homology spheres Y i are arbitrary, Theorem 1.1 (iii) is not sufficient to preclude the existence of such decompositions. On the other hand, Theorem 1.4 has the following immediate consequence: Theorem 1.6. There exists no closed four-manifold X with a decomposition of the type (4), such that all the homology spheres Y i are Floer K G -split.
In view of this result, it would be worthwhile to find topological conditions guaranteeing that a homology sphere is Floer K G -split.
Fact 2.7. If V is a complex representation of G, we have an equivariant Bott periodicity isomorphism,K G (X) ∼ =K G (Σ V X). This is given by multiplication with a Bott class
The Bott isomorphism is functorial with respect to based continuous maps f : X → X . Fact 2.8. Let V be a complex representation of G. The composition of the Bott isomorphism with the mapK G (Σ V X) →K G (X) induced by the inclusion X → Σ V X is a mapK G (X) → K G (X) given by multiplication with the K-theoretic Euler class
Bott periodicity for V = C ∼ = R 2 says thatK G (Σ 2 X) ∼ =K G (X). For i ∈ Z, we can define the reduced K-cohomology groups of X bỹ
Fact 2.9. If A ⊆ X is a closed G-subspace (containing the base point), there is a long exact sequence:
. . where CA denotes the cone on A.
A quick consequence of Fact 2.9 is:
The augmentation ideal a ⊆ R(G) is defined as the kernel of the forgetful map (augmentation homomorphism) Fact 2.11. If X is a finite, based G-CW complex and the G-action is free away from the basepoint, thenK G (X) ∼ =K(X/G) is a complete R(G)-module with respect to the augmentation ideal a.
One can also define the equivariant K-groups when X is only locally compact (see [37] ), e.g., for the classifying bundle EG.
, which corresponds to the natural map from R(G) to its completion.
The following is an immediate corollary of Fact 2.12: Fact 2.13. Let X be a compact space with a free G-action. Let Q = X/G and denote by π the projection X → pt. The induced map π * from R(G) ∼ = K G (pt) to K(Q) ∼ = K G (X) can also be described as the composition
where the first map is completion and the second is induced by the classifying map Q → BG for X.
2.2.
Pin(2)-equivariant K-theory. From now on we specialize to the group G = Pin (2) . If H = C ⊕ jC denotes the algebra of quaternions, recall that Pin(2) can be defined as S 1 ∪ jS 1 ⊂ H. There is a short exact sequence
As in [22] , we introduce notation for the following real representations of G:
• the trivial representation R;
• the one-dimensional sign representationR on which S 1 ⊂ G acts trivially and j acts by multiplication by −1; • the quaternions H, acted on by G via left multiplication.
We also denote byC the complexificationR ⊗ R C; this is isomorphic toR 2 as a real representation.
Fact 2.14 ( [19, 36] ). The representation ring R(G) of G = Pin(2) is generated byc = [C] and h = [H], subject to the relationsc 2 = 1 andch = h.
It will be convenient to use the generators:
We obtain:
The augmentation homomorphism is
Therefore, the augmentation ideal of R(G) is a = (w, z).
Observe also that restriction to the subgroup S 1 ⊂ G induces the map
where θ is the class of the standard one-dimensional representation of S 1 .
The equivariant K-theory of spaces of type SWF
In [22, Section 2.3] we defined a class of topological spaces with a Pin(2)-action, called spaces of type SWF. These appear naturally in the context of finite dimensional approximation in Seiberg-Witten Floer theory; see Section 4 below. In [22] , we found three numerical quantities (denoted a, b, and c) coming from the Pin(2)-equivariant homology of a space of type SWF. Our goal in this section is to extract another quantity, denoted k, from the Pin(2)-equivariant K-theory of a space of type SWF. (a) The S 1 -fixed point set X S 1 is G-homotopy equivalent to the sphere (R s ) + ; (b) The action of G is free on the complement X − X S 1 .
We shall focus our attention on spaces of type SWF at an even level. This is because if s = 2t is even, the S 1 -fixed point set of X is G-equivalent to the complex representation sphere (C t ) + , so we can use equivariant Bott periodicity (Fact 2.7) to get
We let ι : X S 1 → X denote the inclusion, and let I(X) be the ideal of R(G) with the property that the image of the induced map ι * :K G (X) →K G (X S 1 ) is I(X) · b tC , where b tC is the Bott class.
Lemma 3.2. For any space X of type SWF at an even level, there exists k ≥ 0 such that w k ∈ I(X) and z k ∈ I(X).
Proof. Apply the long exact sequence (5) to A = X S 1 ⊆ X:
By the definition of spaces of type SWF, we know that X/X S 1 has a free G-action away from the basepoint. By Fact 2.11, we know thatK 1 G (X/X S 1 ) is a-complete, hence so is the cokernel of ι * , which is isomorphic to R(G)/I(X). In particular, the power series 1 + w + w 2 + . . .
are well-defined as elements of R(G)/I(X). This implies that w k ∈ I(X) and z k ∈ I(X) for some large k.
In R(G) we have w 2 = wz = 2w, so w · w k = w · z k = 2 k w. In light of Lemma 3.2, we can make the following: Definition 3.3. Given a space X of type SWF at an even level, we let
Let us understand how the quantity k behaves under suspensions. Note that if X is a space of type SWF at level 2t, then Σ H X is of type SWF at the same level, and ΣC is of type SWF at level 2t + 2.
Lemma 3.4. If X is a space of type SWF at an even level, then
and consequently
Proof. The statements about ΣCX follow from the fact that (ΣCX) S 1 = ΣC(X S 1 ), together with the functoriality of the Bott isomorphism (Fact 2.7).
To get the statements about Σ H X, note that inclusions of subspaces produce a commutative diagramK
Since (Σ H X) S 1 = X S 1 , the bottom horizontal map is just the identity. Under the Bott isomorphism identificationK G (Σ H X) ∼ =K G (X), the top horizontal map is multiplication by λ −1 (H) = z. This implies that
If we are given x ∈ I(X) with wx = 2 k w, we get w(zx) = 2wx = 2 k+1 w. Conversely, if we have x ∈ I(X) with w(zx) = 2 k w, then 2wx = 2 k w, so wx = 2 k−1 w. Therefore, k(Σ H X) = k(X) + 1.
3.2.
Examples. The simplest example of a space of type SWF is S 0 , for which I(S 0 ) = (1) and k(S 0 ) = 0. From Lemma 3.4 we get that
Further, observe that if X is a space of type SWF at level 2t, and X is a space with a free G-action away from the basepoint, then the wedge sum X ∨ X is also of type SWF at level 2t. The termK
does not interact with the S 1 -fixed point set through the map ι * . Therefore,
Combining the observations above, we find that if a space X decomposes as a wedge sum of a representation sphere (C t ⊕ H k ) + and a free G-space, then I(X) is of the form (z k ). We call such spaces split.
We now introduce the following notion, which will play an important role in the paper:
Thus, the K G -split spaces are those that are indistinguishable from split spaces in terms of the ideal I(X).
Let us give two examples of spaces of type SWF that are not K G -split. These examples were also considered in [22, Section 2.4], and arise from the following construction. Suppose that G acts freely on a finite G-CW-complex Z, and let Q = Z/G be the respective quotient.
for all z, z ∈ Z denote the unreduced suspension of Z, where G acts trivially on the [0, 1] factor. We view Z as a pointed G-space, with one of the two cone points being the basepoint. ThenZ is of type SWF at level 0. There is a long exact sequence:
, and the above sequence can be written
Here, the map π * is the one described in Fact 2.13. Exactness tells us that the ideal I(Z) is the kernel of π * .
Example 3.6. Take Z = G, acting on itself via left multiplication, so that the quotient Q is a single point. In the exact sequence (9), the map π * is the augmentation homomorphism R(G) → Z from (6). Therefore,
Further, since K 1 (Q) = 0, we can computẽ
Example 3.7. Now let Z be the torus
with the G-action coming from H. The quotient is Q ∼ = S 1 . Since the inclusion of a point in S 1 induces an isomorphism
we deduce that the ideal I(T ) is the same as in the previous example, that is,
Further, from (9), we get thatK 1
3.3.
Properties. We now turn to some general properties of the invariant k(X).
Lemma 3.8. Let X and X be spaces of type SWF at even levels. Suppose that X and X are stably G-equivalent, i.e., there exists a based, G-equivariant homotopy equivalence from Σ U X to Σ U X , where U is some real representation of G. Then, we have I(X) = I(X ) and k(X) = k(X ).
Proof. By suspending the G-equivalence Σ U X → Σ U X with another copy of U we can assume that U is a complex representation. Consider the commutative diagrams
Here, in each row, the first map is a Bott isomorphism, the second comes from the Gequivalence in the hypothesis, and the third is the inverse to a Bott isomorphism. The vertical arrows are given by restriction. Comparing the first vertical arrow to the last we obtain the desired conclusions.
Lemma 3.9. Let X and X be spaces of type SWF at the same even level 2t, and suppose that f : X → X is a G-equivariant map whose S 1 -fixed point set map is an G-homotopy equivalence. Then:
Proof. Analyzing the commutative diagram
we see that I(X ) ⊆ I(X). This implies k(X) ≤ k(X ).
Lemma 3.10. Let X and X be spaces of type SWF at levels 2t and 2t , respectively, such that t < t . Suppose that f : X → X is a G-equivariant map whose G-fixed point set map is a homotopy equivalence. Then:
Proof. Note that the G-fixed point set of a space of type SWF is homotopy equivalent to S 0 . We have commutative diagrams:
The bottom four groups are all isomorphic to R(G), and we identified three of the maps with multiplications by elements of R(G) using these isomorphisms; see Facts 2.7 and 2.8. We deduce that the middle horizontal map (f S 1 ) * in (11) is multiplication by an element y ∈ R(G) such that
On the other hand, since t < t , in view of Fact 2.7, the map
is zero. If we apply restriction mapsK G →K S 1 to the middle row in (11) (compare Fact 2.2), we see that y must be mapped to 0 under the map R(G) → R(S 1 ) given by (7) . This implies that y = cw for some c ∈ Z, and from (12) we get
In the presence of the K G -split assumption, we can strengthen Lemma 3.10:
Lemma 3.11. Let X and X be spaces of type SWF at levels 2t and 2t , respectively, such that t < t and X is K G -split. Suppose that f : X → X is a G-equivariant map whose G-fixed point set map is a homotopy equivalence. Then:
Proof. Since X is K G -split, we must have I(X) = (z k ) where k = k(X). The only modification is now in the last step of the proof of Lemma 3.10. We know that 2 k +t −t−1 w ∈ I(X). An arbitrary element of I(X) is of the form z k (λw + P (z)) = λ2 k w + z k P (z), where λ ∈ Z and P is a polynomial in z. For such an element to be a multiple of w we must have P (z) = 0. We get that 2 k +t −t−1 w = λ2 k w, and hence
Finally, we mention the behavior of k under equivariant Spanier-Whitehead duality. Let V be a finite dimensional representation of G. Recall from [26, Section XVI.8] that two pointed, finite G-spaces X and X are equivariantly V -dual if there exist G-maps ε : X ∧ X → V + and η : V + → X ∧ X such that the following two diagrams are stably homotopy commutative:
where r : V + → V + is the sign map, r(v) = −v, and γ are the transpositions.
Lemma 3.12. Let X and X be spaces of type SWF at levels 2t resp. 2t , such that X and X are equivariantly V -dual for some V ∼ =C s ⊕ H l , with s, l ≥ 0. Then:
Proof. Consider the duality maps ε and η. Their restriction to the S 1 -fixed point sets induce a V S 1 -duality between X S 1 (C t ) + and (X ) S 1 (C t ) + . Since V S 1 ∼ =C s , this implies that t + t = s. Let us view ε S 1 and η S 1 as G-equivariant (that is, Z/2-equivariant) maps from the sphere (C s ) + to itself. Their restrictions to the Z/2-fixed point sets induce a duality between S 0 and S 0 , that is, a bijection. This means that, up to Z/2-equivalence, the maps ε S 1 and η S 1 are unreduced suspensions of Z/2-equivariant maps from the unit sphere S(C s ) to itself. Up to Z/2-equivalence, such maps S(C s ) → S(C s ) are determined by their degree (which must be odd by the Borsuk-Ulam theorem); see [31] . We conclude that the maps ε S 1 and η S 1 are determined (up to G-homotopy equivalences) by their degrees
The duality diagrams imply that d(ε S 1 )d(η S 1 ) = ±1, so ε S 1 and η S 1 must be G-homotopy equivalences. Applying Lemma 3.9 to both of these maps we deduce that:
Next, recall from Fact 2.6 that we have a product mapK G (X) ⊗K G (X ) →K G (X ∧ X ). If x ∈ I(X) and x ∈ I(X ) are such that wx = 2 k(X) w and wx = 2 k(X ) w, then xx ∈ I(X) and
We deduce that:
Combining this with (13), the conclusion follows.
To see an example when the inequality (14) is strict, let X be the spaceG from Example 3.6, and let X be the spaceT from Example 3.7. We showed that k(G) = k(T ) = 1, and it is observed in [22, Example 2.14] thatG andT are H-dual. From Equation (13) we get that k(G ∧T ) = 1 < k(G) + k(T ) = 2.
Pin(2)-equivariant Seiberg-Witten Floer K-theory
In this section we use the methods in [23] and [22] to construct Pin(2)-equivariant SeibergWitten Floer K-theory. We will start by working in the setting of rational homology spheres (equipped with a spin structure), but when we discuss applications we will specialize to integral homology spheres.
4.1. Finite dimensional approximation. Let us briefly review the construction of equivariant Seiberg-Witten Floer spectra. We refer to [23] and [22] 
Using the quaternionic structure on spinors, we find an action of the group G = Pin(2) on V . Precisely, an element e iθ ∈ S 1 takes (a, φ) to (a, e iθ φ), whereas j ∈ G takes (a, φ) to (−a, jφ).
Let ρ : T Y → End(S) denote the Clifford multiplication, and / ∂ : Γ(S) → Γ(S) the Dirac operator. The Chern-Simons-Dirac functional CSD : C(Y, s) → R, given by:
is invariant under the G-action. Its gradient (in a suitable metric) is the Seiberg-Witten map, which decomposes as a sum + c : V → V, where is the linearization (a, φ) = ( * da, / ∂φ). We refer to the gradient flow of CSD as the Seiberg-Witten flow.
The map is an elliptic, self-adjoint operator. We denote by V ν τ the finite-dimensional subspace of V spanned by the eigenvectors of with eigenvalues in the interval (τ, ν]. Note that, as a G-representation, V ν τ decomposes as a direct some of some copies ofR and some copies of H. We write this decomposition as
Next, we consider the gradient flow of the restriction CSD| V ν τ , where ν ≥ 0 and τ 0. We view this as a finite dimensional approximation to the Seiberg-Witten flow. The eigenvalue cut-offs ν and τ can be chosen independently. However, for simplicity, we shall restrict to the case τ = −ν.
We pick R 0 (independent of ν) such that all the finite energy Seiberg-Witten flow lines are inside the ball B(R) in a suitable Sobolev completion of V . We then look at the approximate Seiberg-Witten flow on V ν −ν . It can be shown that the points lying on trajectories of this flow that stay inside B(R) form an isolated invariant set. To this set one can associate an equivariant Conley index I ν , which is a pointed G-space, well-defined up to canonical G-homotopy equivalence. (i) When we vary the radius R, it only changes by a G-equivalence;
(ii) When we change the cut-off ν to some ν > ν, the space I ν is G-equivalent to the suspension of I ν by the representation V −ν −ν ; (iii) If we vary the Riemannian metric g by a small homotopy, we can choose a cut-off ν such that the operator does not have ν or −ν as an eigenvalue during the homotopy. Then I ν only changes by a G-equivalence.
For a fixed metric g, we can build a universe made of the negative eigenspaces of (together with infinitely many copies of the trivial G-representation), and construct a spectrum SWF(Y, s, g) as the formal de-suspension Σ
When we vary the metric g, it is difficult to identify the universes that provide coordinates for our spectra. Note that, for fixed ν, the dimension of V 0 −ν changes according to the spectral flow of the operator = * d ⊕ / ∂. The operator * d has trivial spectral flow, but the Dirac operator has spectral flow given by the formula
Here, g 0 and g 1 are the initial and final metrics, and the quantities n(Y, s, g i ) ∈ 
Although n(Y, s, g) is in general one-eighth of an integer, as we vary g (and keep Y and s fixed) it changes by elements of Z. Also, when Y is an integral homology sphere, we have n(Y, s, g) ∈ Z, and its parity is given by the Rokhlin invariant µ:
Looking at (15), one is prompted to consider a formal de-suspension of SWF(Y, s, g) by n(Y, s, g)/2 copies of the representation H. (The factor of 1/2 comes from the fact that (15) counts complex dimensions of the eigenspaces of / ∂, rather than quaternionic dimensions.) There does not seem to be an easy way of turning the formal de-suspension into a natural spectrum invariant of Y ; see [22, Section 3.4] for a discussion. Nevertheless, we can forget about naturality, and settle for an invariant of Y as an equivalence class of formally desuspended spaces. The relevant definition is given below.
Stable even equivalence.
Consider the set of triples (X, m, n), where X is a space of type SWF at an even level, m ∈ Z and n ∈ Q. We introduce the following equivalence relation on such triples: Definition 4.2. We say that (X, m, n) is stably even equivalent to (X , m , n ) if n−n ∈ Z, and there exist M, N ≥ 0, a finite-dimensional real representation U of G and a G-homotopy equivalence
Thus, a triple could be thought of as a "G-equivariant suspension spectrum," given by the formal de-suspension of X by m copies of the representationC and n copies of the representation H.
We denote by E the set of stable even equivalence classes of triples (X, m, n). Informally, we will refer to the elements of E as spectrum classes.
If (X, m, n) is a triple as above, we define its (reduced) equivariant Borel cohomology, with coefficients in an Abelian group A, bỹ H * G (X, m, n; A) :=H * +2m+4n G (X; A) and its (reduced) equivariant K-cohomology bỹ
We also set k(X, m, n) = k(X) − n, where k is the invariant defined in Section 3.1. The third statement follows from the behavior of k under stable G-equivalences and suspensions byC and H, established in Lemma 3.8 and Lemma 3.4.
Remark 4.4. In the definition of stable even equivalence we only allowed de-suspensions by copies ofC =R ⊕R and H, which are complex representations of G. We did this because equivariant cohomology and equivariant K-theory are invariant (up to a shift in degree) under such representations, whereas they are not invariant under suspending by an arbitrary real representation such asR. If we had been interested only in the equivariant cohomology with Z/2 coefficients (as we were in [22] ), then we could have allowed de-suspensions byR, and dropped the condition on X to be at an even level.
Note also the presence of arbitrary suspensions by U in Definition 4.2. This is not necessary for constructing a 3-manifold invariant as a spectrum class (which we do in Section 4.3 below), but it makes computations more accessible. For example, when we compute some spectrum classes in Section 5.2, we will be free to use standard facts from equivariant stable homotopy.
4.3.
The Seiberg-Witten Floer spectrum class. If Y is a rational homology sphere with a spin structure s, let g, R and ν be as in Subsection 4.1. Recall from Proposition 4.1(a) that the Conley index I ν is a space of type SWF at level dim V 0 −ν (R). Define Y, s) ). This group in degree 2n(Y, s, g) ∈ 1 4 Z can be called the G-equivariant Seiberg-Witten Floer K-theory of (Y, s).
We define:
We say that the pair (Y, s) is Floer K G -split if either I ν or ΣRI ν (depending on the parity of the level of I ν ) is K G -split in the sense of Definition 3.5; cf. Definition 1.3 from the introduction. If Y is an integral homology sphere, then it has a unique spin structure s, which we drop from the notation. Since n(Y, g) ∈ Z, in this case SWFH * G (Y ; A) and SWFK * G (Y ) are integer-graded, and we have κ(Y ) ∈ Z.
4.4.
Cobordisms. Suppose W is a four-dimensional, oriented cobordism between rational homology spheres Y 0 and Y 1 , such that b 1 (W ) = 0. Further, assume W is equipped with a Riemannian metric g and a spin structure t. It is shown in [23, Section 9] and [22, Section 3.6] that one can do finite dimensional approximation for the Seiberg-Witten equations on W to obtain a map:
Here, (I 0 ) ν and (I 1 ) ν are the Conley indices for the approximate Seiberg-Witten flows on Y 0 and Y 1 , respectively, corresponding to an eigenvalue cut-off ν 0. Let also V i denote the global Coulomb slice on Y i , for i = 0, 1. The differences in suspension indices in (19) are:
Moreover, the S 1 -fixed point set of (19) is induced on the one-point compactifications by a linear injective map with cokernel of dimension b + 2 (W ). Note that both the domain and the target of the map (19) are spaces of type SWF. The difference in their levels is −b + 2 (W ). If both levels happen to be even, then the difference in the values of k for the domain and the target is
We can now give the proofs of the main results advertised in the introduction:
Proof of Theorem 1.1. Part (i) follows from the formula (18) for κ, the definition of the spectrum class S(Y ), and the fact that n(Y, g) mod 2 is the Rokhlin invariant; cf. (17) . For part (ii), after doing surgery on loops, we can assume without loss of generality that b 1 (W ) = 0. Consider the map (19) associated to the cobordism W . Since b + 2 (W ) = 0, the domain and target of (19) are at the same level. By suspending the map f withR if necessary, we can arrange that the common level is even. The conclusion then follows from Lemma 3.9.
For part (iii), again we can assume that b 1 (W ) = 0. If the intersection form on W is p(−E 8 ) ⊕ q 0 1 1 0 , the difference in levels in (19) is −q. If q = 0, we can simply apply part (ii). If q > 0 and q is even, since p = −σ(W )/8, by applying Lemma 3.10 to (19) we get:
If q > 0 and q is odd, the best we can do is to take the connected sum of W and a copy of S 2 × S 2 to reduce to the case of q even. We do this at the expense of weakening the bound above to:
Remark 4.6. Parts (i) and (ii) of Theorem 1.1 admit straightforward generalizations to the case when Y 0 and Y 1 are rational homology spheres equipped with spin structures. There is also an analogue of part (iii) which can be used to get constraints on the indefinite intersection forms of spin cobordisms between rational homology spheres; however, these intersection forms are not generally unimodular, so we cannot write them as p(−E 8 )⊕q 0 1 1 0 . The bound in (iii) can be expressed instead in terms of the second Betti number and the signature of X.
Proof of Theorem 1.4. The same argument as in part (iii) of Theorem 1.1 applies here, except that now we can use Lemma 3.11 instead of Lemma 3.10. When q is even we get (20) κ
By part (i) of Theorem 1.1 the parity of κ(Y 0 ) − κ(Y 1 ) is the Rokhlin invariant of the boundary of W , so it is the same as the parity of p. Therefore, for parity reasons we can improve the inequality (20) to
When q is odd, we add a copy of S 2 × S 2 and we are left with the inequality (20) .
Proof of Corollary 1.5. In Section 5.1 below we will prove that S(S 3 ) = [(S 0 , 0, 0)], so S 3 is Floer K G -split and κ(S 3 ) = 0. Assuming this, we can apply Theorem 1.4 to the complement of a ball in W .
Proof of Theorem 1.6. Suppose such a decomposition exists. Applying Corollary 1.5 to the first piece X 1 we get κ(Y 1 ) ≥ 2 + 1 − 3 = 0. Next, apply Theorem 1.4 to the pieces X i for i = 1, . . . , r − 1. We obtain κ(
On the other hand, by applying Theorem 1.4 to the complement of a ball in X r we get κ(Y r−1 ) ≤ −1, a contradiction. A similar argument can be used to exclude any decompositions of X into r spin pieces, each of signature −16, and glued along Floer K G -split homology spheres.
Here is one last result mentioned in passing in the introduction: 
Calculations
In this section we prove Theorem 1.2 from the introduction, about the values of κ for S 3 and for the Brieskorn spheres ±Σ(2, 3, m) with gcd(m, 6) = 1. We obtain some concrete bounds on the intersection forms of spin four-manifolds with boundary, and compare them to the bounds that can be obtained by simpler methods. 
5.2.
A family of Brieskorn spheres. We now move to parts (ii) and (iii) of Theorem 1.2.
We use the arguments in [24, Section 7.2] and [22, Section 3.8] to compute explicitly the Seiberg-Witten Floer spectrum classes of ±Σ (2, 3, m) . The calculations are based on the description of the monopole solutions on Σ(2, 3, m), which was given by Mrowka, Ozsváth and Yu in [27] .
We start with the case m = 12n−1. The Seiberg-Witten equations on Σ(2, 3, 12n−1) have one reducible solution in degree zero, and 2n irreducibles in degree one. The irreducibles come in n pairs related by the action of the element j ∈ G. Thus, a representative for S(Σ(2, 3, 12n − 1)) can be constructed by attaching n free cells of the form ΣG + to a trivial cell S 0 . The attaching map for each cell is determined by a stable homotopy class in {G + , S 0 } G ∼ = {S 0 , S 0 } ∼ = Z. Together the attaching maps given an element in Z n , and the spectrum class is determined by the divisibility of this element. The fact that it is primitive can be deduced from the calculation of the S 1 -equivariant homology of S(Σ (2, 3, 12n − 1) ), given in [24, Section 7.2]. (In fact, it even suffices to know the non-equivariant homology.) We obtain:
whereG is the unreduced suspension of G, considered in Example 3.6. We computed that k(G) = 1, and we know from (8) that k is unchanged by wedging with a free space. Therefore, we have κ(Σ(2, 3, 12n − 1)) = 2. The spectrum class of −Σ(2, 3, 12n − 1) is dual to that of Σ(2, 3, 12n − 1); compare the proof of Proposition 4.7. We know from [22, Example 2.14] thatG is H-dual to the spacẽ T from Example 3.7. Furthermore, G + is stably (R dim G )-dual to itself by the Wirthmüller isomorphism. Since Σ H G + Σ 4 G + , we can write the dual of ΣG + as the formal desuspension of Σ 2 G + by H. We deduce that:
In Example 3.7 we computed k(T ) = 1, so we find that κ(−Σ(2, 3, 12n−1)) = 2·(1−1) = 0. The case of Σ(2, 3, 12n − 5) is similar to Σ(2, 3, 12n − 1), except now the reducible is in degree −2 and the irreducibles in degree −1. Thus, S(Σ (2, 3, 12n − 5) ) is a formal de-suspension of S(Σ (2, 3, 12n − 1) ) by 1/2 copies of the representation H. Therefore,
The spectrum class for −Σ(2, 3, 12n − 5) is the dual of S(Σ(2, 3, 12n − 1)), and the formal suspension of S(−Σ(2, 3, 12n − 1)) by 1/2 copies of H. Thus,
From here we deduce that κ(Σ(2, 3, 12n − 5)) = κ(−Σ(2, 3, 12n − 5)) = 1. Next, consider the Seiberg-Witten flow for Σ(2, 3, 12n + 1). This has one reducible in degree 0 and 2n irreducibles in degree −1, coming in k pairs related by the action of j. The attaching maps have to be trivial for homotopical reasons. We get:
Strictly speaking, by this we mean the spectrum class of
but we write it as in (21) for simplicity. Its dual is:
We obtain κ(Σ(2, 3, 12n + 1)) = κ(−Σ(2, 3, 12n + 1)) = 0. Finally, the Seiberg-Witten flow for Σ(2, 3, 12n+5) is analogous to that for Σ(2, 3, 12n+1), except for an upward shift in dimension by 2. Therefore,
with dual
We deduce that κ(Σ(2, 3, 12n + 5)) = 1 and κ(−Σ(2, 3, 12n + 5)) = −1. This completes the proof of Theorem 1.2.
Explicit bounds.
For an integral homology sphere Y , define:
The simplest way of obtaining an upper bound on ξ(Y ) is to find a compact spin 4-manifold X with ∂X = −Y , and then apply Furuta's 10/8 theorem to X ∪ Y X . If X has intersection form p (−E 8 ) ⊕ q 0 1 1 0 , from (2) we get: (22) ξ(Y ) ≤ q − p − 1.
In particular, for Y = S 3 , by taking X to be a four-ball we get ξ(S 3 ) ≤ −1. Since the K3 surface has intersection form 2(−E 8 ) ⊕ 3 0 1 1 0 , we see that
A more refined way of getting upper bounds on ξ(Y ) is to find a compact, spin 4-dimensional orbifold 1 X with ∂X = −Y . Let t denote the spin structure on X . Let also X be a spin manifold with boundary Y and intersection form p(−E 8 ) ⊕ q 0 1 1 0 , such that q > 0, as in the definition of ξ. Fukumoto and Furuta [16] proved an analogue of the 10/8-theorem for closed, spin orbifolds. Applying it to X ∪ Y X , it reads
In [16] , this is stated under the assumption ind
This turns out to be independent of X. When X is a plumbed spin orbifold, Saveliev [35] proved that w(−Y, X , t) coincides with the Neumann-Siebenmann invariant −μ(−Y ) = µ(Y ) from [28, 38] . Thus, in this case, from (23) we obtain:
In particular, if Y is a Seifert fibered homology sphere Σ(a 1 , . . . , a k ) with at least one of the a i even, we can take X to be the orbifold D 2 -bundle over S 2 (a 1 , . . . , a k ) associated to the Seifert fibration; we choose the orientation of X so that ∂X = −Y . Then X has a unique spin structure t, and we have b [17, 15] . We get the bound: (24) ξ(Σ(a 1 , . . . , a k )) ≤ −μ(Σ(a 1 , . . . , a k )).
Applying the same reasoning to −Y and −X instead of Y and X , since b + 2 (−X ) = 0, we get the bound: (25) ξ(−Σ(a 1 , . . . , a k )) ≤μ(Σ(a 1 , . . . , a k )) − 1.
Theμ invariant for Σ(a 1 , . . . , a k ) can be computed explicitly; see [28, 29] . In particular, for the Brieskorn spheres ±Σ(2, 3, m) with gcd(m, 6) = 0, from (24) and (25) we get the 1 Orbifolds were first introduced by Satake [34] under the name of V-manifolds. The term V-manifold is used in some of the literature, e.g., in [16] and [35] .
concrete inequalities:
This paper provides a new method for obtaining bounds on ξ. Indeed, by Corollary 1.5, we have:
Given the values of κ for ±Σ(2, 3, m) computed in Theorem 1.2, we find that (30) gives the following bounds:
Comparing these with (26)- (29), we see that κ gives better bounds in two of the eight cases: namely, for ξ(Σ(2, 3, 12n + 1)) and ξ(Σ(2, 3, 12n + 5)).
Let us see to what extent the information we get from (22), (26)- (29) and (31)- (34) allows us to calculate ξ(±Σ (2, 3, m) ). We do a case-by-case analysis. The intersection form of N (2n) is equivalent to 0 1 1 0 . By reversing the orientation of N (n), we obtain a manifold with boundary Σ(2, 3, 12n − 1) and intersection form 0 1 1 0 . From the definition of ξ, we get: −1 ≤ ξ(±Σ(2, 3, 12n − 1)). In conjunction with (26), we obtain:
We do not know the value of ξ(Σ(2, 3, 12n − 1)) in general. However, for n = 1, the complement of N (2n) in the K3 surface has intersection form 2(−E 8 ) ⊕ 2 0 1 1 0 . Therefore, ξ(Σ(2, 3, 11)) = 0. Y = ±Σ(2, 3, 12n − 5). The manifold −Σ(2, 3, 12n − 5) is the boundary of the following plumbing of spheres:
This plumbing has intersection form (−E 8 ) ⊕ 0 1 1 0 . If we reverse its orientation, we obtain a manifold with intersection form E 8 ⊕ 0 1 1 0 and boundary Σ(2, 3, 12n − 5). We deduce that:
In view of (27), we get: Moreover, when n = 1 or 2, the manifolds Σ(2, 3, 13) and Σ(2, 3, 25) bound homology balls, so, by applying (22), we get:
The inequalities in (33) now give the answers for all n: ξ(±Σ(2, 3, 12n + 1)) = −1.
Note that the result for +Σ(2, 3, 12n + 1) was not accessible from (28) . This provides a first example where κ gives a better bound than the one from the filling method. The right hand side of (29) shows that:
On the other hand, to obtain the answer for ξ(Σ(2, 3, 12n + 5)), we need the new bound (34), which gives: ξ(Σ(2, 3, 12n + 5)) = 0.
When n = 1, this could have also been seen by applying the inequality (22) to the positive definite E 8 plumbing with boundary −Σ(2, 3, 12n + 5).
Remark 5.
1. An invariant similar to ξ was considered by Bohr and Lee in [5] :
This invariant was used in [5] to study Z/2-homology cobordism. We have:
Note that, unlike in the definition of ξ, here we do not assume that q > 0. Nevertheless, by taking a connected sum with S 2 × S 2 , we obtain the bound m(−Y )/2 ≤ ξ(Y ) + 1 ≤ κ(Y ).
Relation to homological invariants
In this section we explore the relationship between the invariant κ (constructed using equivariant K-theory) and the invariant α constructed in [22] using equivariant (Borel) cohomology with Z/2 coefficients. In the process we define yet another invariant of homology spheres, α Q ; this is constructed using equivariant cohomology with Q coefficients.
6.1. The Borel homology of spaces of type SWF. Let X be a space of type SWF at an even level 2t. In [22, Section 2.3], we associated to X three quantities a(X), b(X), c(X) ∈ Z. This can be done by considering either the Borel homology or the Borel cohomology of X. Let us start by reviewing the definition using Borel homology.
Let F 2 = Z/2 be the field with two elements. The reduced Borel homologyH G * (X; F 2 ) is a module over the ring
where q is in degree 1 and v in degree 4. (Hence, q and v act on homology by lowering degrees by 1 and 4, respectively.) Consider the long exact sequence
Since the quotient X/X S 1 has free G-action away from the basepoint, its homology is finite dimensional over F 2 . Therefore, in large enough degrees, the Borel homologyH G * (X; F 2 ) looks like that of the fixed point set X S 1 ∼ (C t ) + , which in turn is just isomorphic to H * (BG; F 2 ). We find thatH G * (X; F 2 ) has an infinite "tail" of the form
Formally, the tail can be defined as the submodule
If we forget the action of q, the tail decomposes into three "sub-tails," in degrees congruent to 2t, 2t + 1 and 2t + 2 mod 4. We define a(X), b(X), c(X) by asking that the minimal degrees of nonzero elements in each of the three sub-tails are a(X), b(X) + 1 and c(X) + 2, respectively. We will mostly be interested in the first quantity,
r (X; F 2 )}. Let us now consider some variations of this, using Borel homology with coefficients in Z or Q rather than F 2 . Since BG is an RP 2 -bundle over HP ∞ (see [22, Section 2.1]), we have
with s in degree 2 and v in degree 4. In large enough degreesH G * (X; Z) looks like the homology H * (BG; Z), that is, (35) .
with v being an isomorphism between the corresponding groups. If we use Q coefficients, then H * (BG; Q) = Q[v] andH G * (X; Q) has an infinite tail of the form
For any Abelian group A (in particular, for A = Z or Q), we define
Note that ∞H G * (X; Q) is supported in degrees congruent to 2t mod 4. We define an analogue of a(X) using Q coefficients: a Q (X) = min{r | ∃ x, 0 = x ∈ ∞H G r (X; Q)}. The relationship between a and a Q can be found via Borel homology over Z, using the universal coefficients theorem. In simple cases we expect that a = a Q , but not so in general. If we inspect the sub-tail consisting in copies of Z in (35), we observe two possible things that can "go wrong" towards the end of the sub-tail:
First, the tail may end not in Z but in a torsion group. For example, the last v map in the tail may be a projection Z → Z/2. If so, the copy of Z/2 survives in Borel homology with F 2 coefficients, but not in Borel homology with Q coefficients, and we get a(X) < a Q (X).
Example 6.1. Consider the quaternionic Hopf fibration S(H) → S(H 2 ) → HP 1 . Pull back this S(H)-bundle under a degree 2 map from HP 1 ∼ = S 4 to itself, and let Z be the total space of the resulting bundle. The group G ⊂ S(H) acts freely on Z, and the quotient Q = Z/G is an RP 2 -bundle on S 4 . The classifying map Q → BG induces a map on homology, and, if we identify both H 4 (Q; Z) and H 4 (BG; Z) with Z, this map in degree 4 is given by multiplication by ±2. The unreduced suspensionZ of Z is a space of type SWF at level zero. There is a long exact sequence (compare [22, Section 2.4 
]):
· · · → H * (Q; Z) → H * (BG; Z) →H G * (Z; Z) → · · · , from which we deduce that the sub-tail of ∞H * G (Z; Z) in degrees divisible by 4 ends with a Z/2 in degree 4. Consequently, we have a(Z) = 4 but a Q (Z) = 8.
Another thing that can happen at the end of the tail of Z's in (35) is that the last nonzero v map ends in a Z summand ofH * (X; Z), but this last map has nontrivial cokernel. For example, suppose that the tail ends in a copy of Z in degree r ≡ 2t (mod 4), with the last v map having cokernel Z/2. Then, the tail of Borel homology with Q coefficients ends in degree r as well, but the tail with F 2 coefficients ends in a higher degree a(X) > a Q (X) = r. This situation appears, for instance, for a space that is equivariantly H m -dual (for some m) to the spaceZ from Example 6.1.
Nevertheless, in many cases neither of the above two anomalies appear. We have:
Proposition 6.2. Suppose that X is a space of type SWF at an even level 2t, such that, for any r ≡ 2t (mod 4):
(i) The group ∞H G r (X; Z) has no 2-torsion elements, and (ii) There are no elements x ∈ H G r (X; Z) such that 0 = 2x ∈ ∞H G r (X; Z) but x ∈ ∞H G r (X; Z). Then, we have a(X) = a Q (X).
Proof. This is an application of the universal coefficients theorem.
Observe that the assumptions of Proposition 6.2 are satisfied for the spacesG andT considered in Example 3.6 and Example 3.7.
Let us now mention how the quantities a and a Q can be expressed in terms of Borel cohomology rather than Borel homology. When A = F 2 or Q, the Borel cohomologyH * G (X; A) has a tail similar to the one in Borel homology, except that the arrows increase degree. We get 6.2. Equivariant K-theory and Borel cohomology. Let us now explore the connection between a Q (X) and the quantity k(X) introduced in Definition 3.3. We will use the fact that, when we use Q coefficients, the Chern character gives an isomorphism between (nonequivariant) K-cohomology and the completion of ordinary cohomology.
Recall that k(X) was defined in terms of the ideal I(X) ⊂ R(G), which is the image of the restriction mapK * (X) →K * (X S 1 ) ∼ = R(G). We also have an interpretation for a Q (X) in terms of the ideal I(X): Proposition 6.3. If X is a space of type SWF at an even level 2t, then a Q (X) = 2t + 4 min{k ≥ 0 | ∃ λ ∈ Z * , µ ∈ Z, λz k + µw ∈ I(X)}.
Proof. Let F be the pointed space (X/X S 1 )/G. The inclusion of X S 1 into X gives rise to a long exact sequence:
Let us identifyH * G (X S 1 ; Q) withH * −2t (BG; Q) using the equivalence X S 1 ∼ (C t ) + . By (36) and exactness, we can write a Q (X) = min{r | ∃ x, 0 = x ∈H r (BG; Q), f (x) = 0} = 2t + 4 min{k | f (v k ) = 0}.
Similarly, we have a long exact sequence in equivariant K-theory:
and we can identifyK * G (X S 1 ; Q) with R(G) ⊗ Q by the Bott isomorphism.
Proof. Part (a) follows from Proposition 6.2. Part (b) follows from Corollary 6.4, using the fact that the level of I ν is dim V 0 −ν (R).
Note that all the examples considered in Sections 5.1 and 5.2 satisfy the hypotheses in both parts of Proposition 6.5. Hence, for those manifolds Y we have α(Y ) = α Q (Y ) = κ(Y ). We expect that this fails in more complicated examples.
