Foreign Exchange Rate Transaction Exposure in Emerging Insurance Markets: A Model of the Egyptian Insurance Market. by Amer, Islam S.S.
 University of Bradford eThesis 
This thesis is hosted in Bradford Scholars – The University of Bradford Open Access 
repository. Visit the repository for full metadata or to contact the repository team 
  
© University of Bradford. This work is licenced for reuse under a Creative Commons 
Licence. 
 
 Foreign Exchange Rate Transaction Exposure in Emerging Insurance Markets: A 
Model of the Egyptian Insurance Market 
 
 
 
Islam Samy Soliman AMER 
 
A Thesis Submitted for the Degree of 
Doctor of Philosophy 
 
University of Bradford 
School of Management 
2013 
 
 
 
i 
 
Foreign Exchange Rate Transaction Exposure in Emerging Insurance Markets: A 
Model of the Egyptian Insurance Market 
Islam Samy Soliman AMER 
University of Bradford 
2013 
 
Abstract 
 
Emerging insurance markets, have limited access to financial instruments that they 
can use to create common hedge(s) to manage foreign exchange risk. This is the first 
empirical study to focus on the limitations when modelling foreign exchange rate 
transaction exposure in emerging insurance markets. This work is based on the cash 
flow methodology proposed by Martin and Mauer (2003, 2005) in reference to 
banks, and employed by Li et al. (2009) when assessing US insurance companies. 
Some econometric methodological innovations have been introduced to study the 
limitations of modelling foreign exchange rate transaction exposure in emerging 
insurance markets. 
 An extensive literature review is followed by a quantitative investigation, to answer 
the following research questions. 1) Is the foreign exchange transaction exposure, as 
measured by a fundamental (economic) method of modelling the interplay of foreign 
exchange rates with other economic variables, significant, for all Egyptian insurance 
companies? 2) Is the foreign exchange transaction exposure, as measured by a 
technical (statistical) way of modelling the interplay of foreign exchange rates with 
other economic variables, significant for all Egyptian insurance companies? 3) Is the 
exchange transaction exposure for the Egyptian insurance industry, as a whole, 
significant?  
Although the foreign exchange rate transaction exposure for the Egyptian insurance 
industry, as a whole, is insignificant (question3), the percentage of Egyptian insurers 
affected by foreign exchange rate transaction exposure in US dollars, estimated at 
the individual firm level, was found to be 22% (question 1) and 35% (question2) 
respectively.  
 
KEYWORDS: Foreign exchange rate transaction exposure, insurance, Egypt, panel 
econometric methods. 
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Chapter One 
Introduction 
 
1.1 Background to the study 
“There is no sphere of human influence in which is it easier to show superficial 
cleverness and the appearance of superior wisdom as in matters of currency and 
exchange.” 1  
 
 The leitmotiv of this thesis is modelling foreign exchange rate transaction exposure; 
for any company that operates internationally this is a daunting and sophisticated 
field, and for insurance and reinsurance companies particularly so. 
Modelling movements in exchange rates became an important issue for companies 
and governments following the end of the Bretton Woods system in 1973, and the 
switch to a floating exchange rates regime. The volatility of exchange rates has since 
increased, bringing significant consequences for economic growth, capital movement 
and international trade (see: Baig 2001, and Hviding et al, 2004); especially in 
developing economies, where financial liberalisation and the ending of exchange 
controls have resulted in large fluctuations in exchange rates (e.g. Reinhart and 
Smith,2002). 
Academic researchers have been attracted to studying the effect of foreign exchange 
rate exposure on multinational companies (see for example: Jorion, 1990; Chiab and 
                                                          
1
 Winston Churchill, House of Commons, 1946  
 
 
 2 
 
Mazzotta, 2013; Bartram and Bodnar, 2012); however, no one has researched this 
phenomenon from the perspective of insurance companies (also referred to herein as 
cedant
2
 companies), in emerging insurance markets. This is an interesting area, as 
cedant insurance companies in emerging insurance markets are increasingly taking 
on reinsurance contracts, which then expose them to foreign exchange risk, 
potentially leading to insolvency, or reduced profitability. 
This is the first empirical study that focuses in the limitation of modelling foreign 
exchange rate transaction exposure in emerging insurance markets. By discussing an 
insurance emerging market, this thesis fills a gap that is present in the literature of 
foreign exchange rate exposure management, which largely focuses on developed 
economies. It also addresses the limitations of existing literature regarding the 
foreign exchange exposure of insurance companies (from the perspective of cedant 
companies). In particular, the work documents empirically, for the first time, how 
foreign exchange rate transaction exposure operates in an emerging insurance 
market. Moreover, it gauges foreign exchange rate transaction exposure at both the 
individual company level and insurance industry wide. This leads to conclusions 
regarding how the insurance industry in emerging markets can become more resilient 
to exchange rate volatility in the future. It is recognised that Egypt is acceptable as a 
proxy for emerging insurance markets (EOSRISQ, 2011). In this study we therefore 
use Egypt as such a surrogate for emerging insurance markets.  
Modelling foreign exchange rate exposure provides an integrated platform for a 
number of techniques across finance, econometrics, and actuarial mathematics. 
                                                          
2
 Reinsurance consists of two parties: The insurer that initially writes the business is called the ceding 
(cedant) insurer or primary insurer. The insurer that accepts part or all of the insurance from the 
cedant company is called the reinsurer. 
 3 
 
However, the gap that exists between insurance and econometrics and does not 
favour the study of problems peculiar to the insurance profession; this explains why 
prior studies on currency problems related to insurance and reinsurance companies 
have remained limited. This thesis is aims to address these problems in several ways. 
Prior research has focused on foreign exchange risk management from the 
perspective of reinsurance companies and their exposure to currency movements 
(Louberge, 1979; 1983; Mange, 2000; Blum et al, 2001). However, with many 
cedant insurance companies in emerging insurance markets (such as the Egyptian 
insurance market) now having broadened their reinsurance operations 
internationally, the fluctuation in exchange rates represents an additional risk factor.  
It should be stressed that nearly all cases the literature refers to, have been based on 
analyses of data from developed economics. Indeed, developed economics use 
financial instruments such as futures, swaps and options contracts. In fact, many of 
the standard tools used to hedge currency risk are not available in emerging markets. 
Hence, the management of foreign exchange risk in emerging insurance markets 
differs slightly in practice from that generally used in developed economics. 
Therefore, to offer alternative for these insurance companies, existing information 
was combined with current techniques and relevant methodological innovations to 
capture the limitations of modelling on foreign exchange rate transaction exposure in 
emerging insurance markets. 
 All of these factors provide room for further discussion about possible alternatives 
to address this phenomenon. The novelty in this thesis derives from the reality that 
this is the first study of the impact of foreign exchange risk on insurance companies 
 4 
 
in an emerging market (as will be shown in chapter three); the opportunity to provide 
a distinctive and provided additional motivation when conducting this study. 
This study also takes a broad approach to the challenges faced by undertaking 
research from different perspectives; financial, insurance, actuarial, and econometric. 
When designing the study it was anticipated that a broader approach would assist in 
clarifying the impact of fluctuations in exchange rates on insurance companies and in 
understanding how currency risks can be mitigated. 
 
1.2 Research problem 
Egyptian insurance companies (as a proxy for emerging insurance markets) deal 
directly with foreign exchange rates; thus, through international reinsurance 
operations insurance companies face exposure to these exchange rates (i.e. US 
dollar). 
The broad research problem that the study seeks to address is: 
 
 
 
 
1.3 Research questions 
Is the foreign exchange transaction exposure of the Egyptian insurance companies 
significant, and if so what type of exposure is this (short term or long term)? 
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In order to address the broad research problem stated above, an extensive and critical 
review of the literature in chapter two resulted in the production of three research 
questions as listed below. 
Research Question 1 
Is foreign exchange rate transaction exposure significant for all Egyptian insurance 
companies (a firm level study), when using fundamental (economic) analysis to 
model the interplay of foreign exchange rates with the other economic variables 
involved? 
Research Question 2 
Is foreign exchange rate transaction exposure significant for all Egyptian insurance 
companies (a firm level study) when using technical (statistical) analysis to model 
the interplay of foreign exchange rates with the other economic variables involved? 
Research Question 3 
Is foreign exchange rate transaction exposure significant for the whole insurance 
industry (an industry level study)? 
 
1.4 Research objectives 
This thesis overlaps with a number of areas that address the problem of foreign 
exchange rate transaction exposure; including finance, econometrics, and actuarial 
mathematics. This study takes both an aggregated and individual firm-level 
perspective when studying the impact of the fluctuation of exchange rate on the cash 
flow of cedant insurers in an emerging market. The majority of previous studies 
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consulted have addressed the problem of foreign exchange rate exposure from 
finance, insurance and actuarial perspectives. The contribution of this work also 
involves combining all these streams of literature. 
Therefore, the first objective of this thesis is to study the impact of fluctuations in the 
exchange rate on cedant insurance companies, operating in an emerging insurance 
market, following a broader approach than that taken in previous studies. This 
breadth is delivered by examining actuarial mathematics, insurance, and 
econometrics, and builds upon previous studies that have investigated this problem. 
This broader approach can also be seen as an advance on previous work, and one that 
will contribute to mitigating the currency risk relative to cedant insurance companies 
in emerging markets. 
In addition, in order to modelling the unexpected component of cash flows, this 
thesis has also aimed to present a model for assessing foreign exchange rate 
transaction exposure within cedant insurance companies in emerging markets. In this 
study we therefore use Egypt as such a surrogate for emerging insurance markets.  
 This model has been based on previous work on the US banking sector (Martin and 
Mauer 2003; 2005), and work by Li et al (2009) on the US insurance market; with 
some and has adaptations to suit the Egyptian's environment, based upon the data 
collected from cedant insurance companies operating in the Egyptian insurance 
market. In this context, the second objective of this thesis is to present a model that 
assists cedant insurance companies in emerging markets by offering sound risk 
management strategy for foreign exchange rate transaction exposure. More precisely, 
to assist insurance companies in emerging markets to determine type of exposure 
(short or long-run). 
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1.5 Research methodology 
This thesis adopts a similar three-stage design to that found in recent literature (the 
cash-flow-based approach), where the main focus is the sensitivity of a company’s 
cash flow to variations in the exchange rate (Martin and Mauer, 2003; 2004; 2005). 
The main aim of this method is to estimate foreign exchange rate transaction 
exposure for each insurance company, clarifying the associations between the 
operating income produced by the insurance company and lagged and 
contemporaneous exchange rates.  
Thus, the associations between unanticipated operating income, and short-run and 
long-run exchange rate movements, are described with a distributed lag model. 
In the first stage Unanticipated, operating income is estimated for each insurance 
company. 
In the second stage, Foreign exchange rate is estimated
3
 and the residual (which 
captures the unexplained change in foreign exchange rates) is obtained. 
In the third stage this includes estimating the sensitivity of unanticipated operating 
income (from the first stage), to contemporaneous and lagged foreign exchange 
variables (from the second stage). 
However, the study develops a threefold crucial methodological innovation, for this 
approach, more precisely, in the first, second and third stages.  
                                                          
3
 Isard (1995) discussed different foreign exchange rate estimation models (such as Frankel, 1979; 
Dornbusch, 1979). However, this thesis employs two different foreign exchange rate estimation 
models that were used with respect to the financial (insurance and banking) sector. 
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The first contribution that the study makes is that (in the first stage) it estimates the 
operating income for the total number of the companies, rather than for each 
company, as cited in the methodology (see the original papers by Martin and Mauer, 
(2003; 2004; 2005) and Li et al (2009)). 
The second contribution that this study makes is that it adds in an inflation factor as a 
macroeconomic variable to explain the change in the exchange rate (at the second 
stage). Ferson and Harvey (1997) indicate that the Purchasing Power Parity (PPP) 
tells us that exchange rate is related to inflation. Finally, Martin and Mauer (2003, 
2004, and 2005) determine optimal lag based on the Akaike Information Criterion 
(AIC); thus the third contribution that this study makes is to determine the optimal 
lag based on the lowest absolute t-statistic (coefficient / standard Error). This 
procedure is consistent with that outlined in a recent paper by Krapl and O’Brien 
(2012). 
1.6 The Contributions of the Research 
Foreign exchange risk is an inescapable fact that faces every insurance company, 
worldwide. However, there is a shortage of financial instruments in emerging 
insurance markets (which are used to hedge such risk) to address this issue and these 
have rarely been reported in the literature. This is the first empirical study that 
focuses, specifically, on the limitations of modelling foreign exchange rate 
transaction exposure in emerging insurance markets through the lens of a particular 
emerging economy, namely, the Egyptian insurance market.  This study is based on 
the cash flow approach suggested by Martin and Mauer in their study on US banks 
(Martin and Mauer, 2003), and subsequently used by Li et al. (2009) when assessing 
the foreign exchange exposure of US insurance companies.  
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In our study, we extend this model by introducing methodological innovations that 
are specifically designed to address exposure in emerging insurance markets. Most 
notable is the introduction of the Common Correlated Effect Mean Group estimator 
(CCEMG) to demonstrably reduce the standard error of the regression parameters for 
the associated foreign exchange exposure model. This reduction increases the 
estimated t-statistics, leading to an increase in statistical and predictive power, thus 
enhancing risk decision making. The model is further expanded with the introduction 
of an inflation factor as an additional explanatory variable in the regression model. 
Moreover, the modelling process is also extended to include a comparison of foreign 
exchange rate models and assessment of their relative predictive ability.  
Finally, strategic and public policy areas for the insurance industries in emerging 
economies are analysed and recommendations made such that individual insurers in 
these economies will better be able to assess whether their exposure is either short or 
long-term. A number of studies (e.g. Luca, 2000) have presented general methods to 
endorse the management of foreign exchange risk and these have been applied to 
companies working in developed economies. However, emerging economies often 
have too few financial instruments to create a common hedge to mediate foreign 
exchange risk. The foreign exchange risk practices used by management in emerging 
markets are, consequently, different to that generally used in developed economies. 
For this reason, and in order to provide an alternative assessment instrument for 
insurance companies in developing economies, it was deemed necessary to adopt 
existing techniques accordingly. Therefore, one of the main contributions of the 
research is to present recommendations to the insurance industry, and particularly the 
relevant national regulators, and individual companies that are specifically targeted 
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at these unique economies. These will facilitate more accurate assessment of short 
versus long term exposure, thus minimising foreign exchange rate risks. Although 
the strategy and improved methodology presented in this research have been 
developed using data from a specific economy, as the issues of foreign exchange rate 
exposure for non-developed economies are so similar, it is argued that  the 
approaches will have a resonance with insurers in other emerging economies such as 
Morocco, Algeria, Malaysia, Turkey and the BRICS economies.  
The major contributions of this research are depicted in Figure 1.1: 
  
 
Figure 1.1 the major contributions of the research 
 
 
1.7 Thesis structure and findings 
Chapter 2 discuss the primary functions of reinsurance and discusses the effects of 
movements of foreign exchange rates on insurance companies. It also further 
highlights the methods and instruments used to manage foreign exchange rate risk. 
 Chapter 3 presents a critical review of the current literature. It begins by defining 
foreign exchange rate exposure, and discusses the different forms this takes. The 
main approaches to estimating foreign exchange exposure are also included. The 
chapter then continues to divide the literature into three dimensions: multinational 
firms, emerging markets, and insurance and reinsurance companies. This chapter 
Introduction of methodological 
enhancements to the cash flow-
based approach for assessing 
foreign exchange exposure in 
the insurance industry for 
emerging economies. 
The strategic, managerial 
and public policy areas for 
insurance industry in 
emerging insurance 
economies are assessed. 
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demonstrates that there is a gap in the studies conducted, as none have yet provided a 
comprehensive analysis of foreign exchange rate transaction exposure in emerging 
insurance markets, from the perspective of cedant companies. 
 Chapter 4, estimates foreign exchange transaction exposure for Egyptian insurance 
companies using a fundamental (economic) approach to model the interplay of 
foreign exchange rates with other economic variables. 
Determining a method for modelling foreign exchange risk in an emerging insurance 
market provides a crucial starting point for identifying the determinants of exchange 
rate transaction exposure in emerging financial sectors in general and in the 
emerging insurance market in particular. 
The contribution of this chapter is to fill the gap in the foreign exchange risk 
management literature, specifically from the perspective of emerging (cedant) 
insurance companies. It offers a contribution to the field by empirically documenting 
the extent of foreign exchange transaction exposure in an emerging insurance 
market. In chapter, two crucial methodological innovations are presented.  
Firstly, the study adds an inflation factor as a macroeconomic variable to explain the 
change in the exchange rate. Secondly, Martin and Mauer (2003, 2004, and 2005) 
determine the optimal lag based on the Akaike Information Criterion (AIC) and this 
study determines the optimal lag based on the lowest absolute t-statistic (coefficient / 
standard Error).This procedure is consistent with a recent paper by Krapl and 
O’Brien (2012). 
The existing literature on the foreign exchange rate transaction exposure of insurance 
companies is very limited. The study by Li et al (2009) was the first paper to 
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document foreign exchange exposure in the US insurance market. In addition to this 
study, Connelly et al (2010) investigated publicly traded insurance companies in the 
Asia pacific region to determine the effects of their exposure to foreign exchange 
fluctuations. 
Chapter 4, initially expands on the cash flow method put forward by Martin and 
Mauer (2003) to the US banks and Li et al (2009) to assess US insurance companies, 
to estimate foreign exchange exposure for the Egyptian insurance companies. This 
method accommodates the contemporaneous and lagged effects of exchange rate 
fluctuations on cash flows. By using a fundamental (economic) approach to 
modelling the interplay of foreign exchange rates with other economic variables, it 
was possible to gauge foreign exchange rate transaction exposure, and reveal that the 
interest rate as an independent variable is not important as an explanation for the 
variance in the foreign exchange rate (the dependent variable). 
The results reveal that 22% of Egyptian insurance companies are exposed to foreign 
exchange rate transaction exposure (US dollar). This result is not analogous to those 
in the original papers by Martin and Mauer (2003) for the US banking and Li D et al 
(2009) for the US insurance industry.  
A justification for the differences in the former paper is that cash flow exposure for 
(re)insurance companies is different from banking; because currency hedging in 
(re)insurance companies is more complex because of uncertainty over both the 
amount and timing of claims (liabilities). Thus, there are systemic differences in the 
risk management and risk profiles of insurers and banks. An additional explanation 
may be that there is a shortage of both adequate foreign exchange risk management 
and hedging tools in emerging insurance markets. 
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Significant foreign exchange rate transaction exposures are also most likely to be 
associated with longer optimal lags. The signs regarding the coefficients are positive, 
reflecting that more positive changes in the value of the USD/EGP exchange rate 
have positive effects on the operating income of Egyptian insurers. 
The chapter also estimates foreign exchange rate transaction exposure for USD for 
all Egyptian insurers; this opens up a large number of implications for all the 
international financial players in emerging markets, as they are not only exposed to 
the USD but to other currencies also. 
 In particular (re)insurance companies are highly dependent on interest rates (Blum 
et al, 2001:16). Since the interest rate variable was considered to be an unimportant 
variable for explaining the foreign exchange rate, the following chapter emerged. 
Chapter 5, estimates foreign exchange transaction exposure for Egyptian insurance 
companies using a technical (statistical) method to model the interplay of foreign 
exchange rates with other economic variables. Finding a model that captures the 
behaviour of foreign exchange rates with relevant economic variables (inflation and 
interest rates) is an important issue for any financial company and for insurance and 
reinsurance companies in particular.  
Interest rates and inflation are critical risk factors affecting the insurance industry, 
because insurance is a long-run business, wherein premiums are collected today and 
claims (compensations) are paid out in the future. High and unpredicted inflation can 
seriously distort the ability of an insurance company to cover the insured losses of 
counterparties. Misconceived expectations about the risks associated with the foreign 
exchange rate and its relevant economic variables (inflation and interest rate) can 
ultimately lead to the insolvency of the company.  
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The contribution of this chapter is to provide a model that captures the behaviour of 
foreign exchange rates with their relevant economic variables. Examples of the 
relevant literature regarding the empirical aspect of interest rates and FX rates 
include James and Webber (2001), Dacorogna et al (2001) and Campbell et al 
(1997). 
As the aim of the work in this chapter is to model foreign exchange rates relative to 
relevant economic variables (inflation and interest rate), the model proposed by 
Blum et al (2001), taken from the actuarial field, is used. Statistical modelling of the 
interplay of the foreign exchange rate with other economic variables is undertaken in 
order to gauge foreign exchange rate transaction exposure; this reveals that 35% of 
Egyptian insurance companies are exposed to foreign exchange rate transaction 
exposure (US dollar). The previous result is analogous to the finding of Blum et al 
(2001), that the ideal approach for modelling the interplay of foreign exchange rates 
with other economic variables is statistical rather than economical. 
The extent to which non-life and life insurers are significantly exposed to the USD 
varies. Foreign exchange transaction exposure for non-life is significantly greater 
than that of life insurers. Moreover, smaller insurers have the same frequencies of 
foreign exchange transaction exposure as larger insurers. Furthermore, the chapter 
finds that both long-run and short-run foreign exchange transaction exposure exist 
for Egyptian insurers due to the lack of hedging tools in these markets. 
Again, the implication of this model (foreign exchange rate with their constituents 
relevant) is not bounded to the Egyptian insurance industry, but can be extended to 
the Egyptian banking sector for the purpose of valuation of their liabilities.  
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In light of the problems associated with purely time series regression (as used in 
chapters 4 and 5), panel econometric techniques are used in chapter 6. 
 Chapter 6, in contrast with chapters four and five, performs an industry level 
analysis to determine the industry response towards foreign exchange rate 
transaction exposure. For the Egyptian insurance industry, an empirical analysis is 
initially applied to investigate the industry – the wide effect of net premiums 
variable, as affecting operating income, and whether there is evidence of 
heterogeneity or whether there is uniformity across all the different insurance 
companies. 
 It is well known that the impact of lagged net premium variables on operating 
income dynamics may take effect both in the short term and the longer term, 
particularly as firms in the insurance industry groups adjust to underwriting new 
policies and facing new risks. Thus, in chapter 6, the study investigates the wide 
industry effect of lagged net premiums variable on the operating income variable. As 
there is no reason to expect that the effect should be the same or even similar for 
different insurance groups, the study examines heterogeneity between insurance 
companies.  
Moreover, unanticipated operating income is estimated using different dynamic 
panel data methods (which considered as one of my contribution in this chapter), for 
several reasons, Firstly, to ensure consistency with the current trend of shifting the 
estimation from a single time series (as in chapters 4 and 5) to panel data methods 
(e.g. Agyei Ampomah et al, 2012). Moreover, using these methods (more precisely 
the Correlated Common Effects Mean Group Estimator) takes place for the first time 
 16 
 
in the literature of foreign exchange exposure, here (making it the main contribution 
in this chapter). 
 Furthermore, it is believed that within the actuarial profession a major challenge can 
be found in the management of various cash flows, which are sums of money paid or 
received at different times. The timing of these cash flows may be known or 
uncertain. This problem is very obvious to any insurance company, especially if we 
put into consideration that investment income will be received in relation to positive 
cash flows (premiums), as received before negative cash flows (claims and 
expenses). This means that there is high uncertainty about cash flows that are 
stochastic in both amount and timing (this is a distinct feature of insurance 
companies as mentioned earlier Blum et al, 2001). Hence, one of the primary 
attributes of an actuary should be the successful application of up to date statistical 
techniques in the analysis of insurance data. In addition, using panel data can enrich 
empirical analysis.  
Compared to the time series- used in chapters 4 and 5 - the panel approach has 
important advantages. The first benefit is that the panel approach controls for the 
presence of unobserved industry-specific effects. The second advantage of the panel 
technique is that it addresses the problem of potential endogenity for all the 
regressors. Briefly, if a regression equation is made for each insurance company 
there may be misspecifications within the equation, but if applied to a panel then the 
properties (such as Cross Section Dependence (CSD)) are known. 
In order to verify the robustness of the long-run relationship between operating 
income and net premium panel unit root and cointegration tests are conducted. 
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Using panel data in foreign exchange literature is relatively common. For example, 
Chi et al (2010) examined the impact of real exchange rate volatility on real exports 
for five emerging East Asian countries. Patro et al (2002) estimated a two -factor 
model with the world equity market index and a trade-weighted currency index as 
risk factors using panel regression. By employing the correlated common effect 
mean group estimator (CCEMG) estimator (Pesaran, 2006) this study finds that there 
is no problem with the Cross Section Dependence (CSD) and the serial correlation as 
the majority of the parameters are insignificant. Furthermore, using the CCEMG 
estimator results in a lower root mean square error (RMSE) than achieved with the 
MG estimator. 
By using the CCEMG method, the precision of the exposure estimates is improved. 
Moreover, the CCEMG estimator reveals that there is a considerable heterogeneity in 
the patterns in both average (wide -industry) and the individual insurance companies. 
This may be observed by considering the differences across insurance companies, in 
terms of coefficients as well as in reference to the statistical significance of those 
coefficients. 
 Generally, the results show that on average the lagged operating income variable has 
negative effects on operating income and is statistically significant on both the first 
and the fourth lags at the 10% level. Furthermore, on average the lagged net 
premiums variables have a negative effect on operating income and are statistically 
significant on the fourth lag at the 10% level. Finally, findings suggest that foreign 
exchange rate transaction exposure for the Egyptian insurance wide industry is not 
significant (at a 10% level of significance). 
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The econometric literature describes many applications in which cross sections of 
firms and sectors of interest are observed over time (Baltagi, 2009). Chapter 6 
addresses the use of dynamic panel data in the context of the insurance sector, which 
has been grown considerably in the past years. This opens up a way to use panel data 
methods to identify risk factors and predict the expected frequency of claims given 
the nature of insurance. Any insurance company can benefit from using the 
information on each contract while estimating the number of claims. The benefits of 
using panel data are not limited to the Egyptian insurance companies, but can be 
extended to the Egyptian banking sector also. 
Chapter 7 provides a theoretical discussion of the empirical findings that emerged 
from chapters 4, 5, and 6. Finally, chapter 8 concludes by discussing the 
contributions and the practical implications of the study. The limitations of the study 
and future directions for research are also offered.  
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1.7 Summary 
The reinsurance industry is becoming a crucial sector, for any cedant insurance 
company operating in the international market in general and in emerging markets in 
particular. This thesis extends existing literature on foreign exchange rate transaction 
exposure by documenting its existence in an emerging insurance market (the 
Egyptian insurance market). As management is a broad discipline that is intertwined 
with different areas, foreign exchange rate transaction exposure is modelled herein 
according to three main areas (econometrics, finance, and actuarial). The broad 
approach attempted in this thesis differs from mainstream research on foreign 
exchange exposure, as this has focused principally on the financial side. 
In this context, this work intends to contribute to the area of modelling foreign 
exchange rate transaction exposure in emerging insurance markets by helping cedant 
companies in these markets to mitigate their foreign exchange risk. Furthermore, it 
attempts to build a bridge between theory and practice. The thesis also offers 
suggestions for further research in the field of foreign exchange risk management in 
emerging financial markets. 
The implications of this thesis are not limited to the insurance industry; indeed, all 
types of financial firms should have access to appropriate modelling techniques to 
value their liabilities. This thesis delivers a model for foreign exchange rate with 
constituents that are relevant and can be used in the emerging markets to value 
liabilities.  
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It should also be noted that foreign exchange risk does not only incorporate 
disadvantage, but offers an opportunity for investment departments to choose 
positions of exposure in foreign currencies. In conclusion, according to this 
empirical work it is possible to conclude whether the proposed models in this thesis 
can improve on the effectiveness of cedant companies’ foreign exchange risk 
management. 
This chapter has provided a foundation for the thesis, delivering a brief background 
to the study. It has documented the research problem and the three research questions 
that the study plans to answer. The objectives of the study have been introduced and 
a brief description of the research methodology presented. It has detailed the 
development of this thesis and articulates its main contributions. 
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Chapter Two 
Background to the Insurance and Reinsurance Industry and 
General Foreign Exchange Risk Management Practices 
 
2.1 Introduction 
Insurance and reinsurance companies play a crucial role in any economy, as these 
companies collect large quantities of funds, which they then invest in different areas. 
Meanwhile, exchange rate fluctuations over time present a potential source of risk to 
cross border financial obligations and trade related transactions. This chapter will 
briefly explain the primary function of reinsurance and highlight its crucial role in 
the insurance industry; leading to a discussion of how and why fluctuations in 
foreign exchange rates effect these companies.  
In particular, the multinational nature of insurance and reinsurance operations 
contributes to exposure to exchange rate fluctuations. Concerns about the potentially 
disruptive financial consequences of such variations are reflected in the management 
strategies of companies that operate internationally. Therefore, it is imperative that 
companies manage foreign exchange risk so that they can focus on their own trade. 
Most cedant (insurance) companies in the Egyptian insurance market reinsure the 
majority of their business in the international reinsurance market, in order to obtain 
the widest coverage for their risks. This makes them subject to instability in 
international monetary systems. Hence, any instability in the exchange rates of key 
currencies, such as the USD dollar, can expose them to serious problems possibly 
leading to insolvency and reduced profitability. These are considered key elements in 
developing a risk management strategy to currency foreign exchange risk.  
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In the financial industry foreign exchange rate risk is not only an objective of the 
research, but also a practical problem leading to financial products. Firms such as 
Pareto Partners, JCRA, and Validus offer specifically designed currency overlay 
programs to set against foreign exchange risk. 
However, a variety of innovative financial products have been introduced to help 
manage foreign exchange exposure; cedant (insurance) companies in the Egyptian 
insurance market have been slow to adopt or even formulate a strategy to deal with 
this potential exposure. This chapter further explains a summary of the methods and 
instruments used to manage foreign exchange rate risk. 
The structure of this chapter is as presented in Figure 2.1 below. Section 2.2 gives a 
brief description regarding the primary function of reinsurance. Section 2.3 
simplifies the potential growth of emerging insurance markets. Section 2.4 explains 
perspectives on the exchange rate transaction exposure for insurance and reinsurance 
companies. Section 2.5 gives an overview of the Egyptian insurance market. Section 
2.6 provides an overview of the reinsurance operations executed by the Egyptian 
insurance companies. Section 2.7 states the current situation in emerging insurance 
markets. Section 2.8 explicates variations in exchange rates and their effects on 
insurance and reinsurance companies. Section 2.9 clarifies the practical terminology. 
Section 2.10 introduces general ways in which firms can protect against foreign 
exchange risk. Section 2.11 offers a conclusion. 
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 Figure 2-1 the Structure of Chapter 2 
2.2 A brief description about the primary function of reinsurance 
Before discussing the effects of fluctuations in foreign exchange rates as affecting 
insurance and reinsurance companies, this chapter gives a brief description of the 
nature of reinsurance functions. Insurance and reinsurance operations play a crucial 
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role in an era in which science and technology have developed rapidly. The funds 
insurance corporations invest in different fields of investment are crucial for any 
country when implementing a development plan regardless of the economic system.  
With the increasing risks to which individuals and companies are exposed, insurance 
corporations, with their limited capacity, have been unable to supply protection on 
their own. This is why reinsurance covers are considered the most important devices 
to which insurance companies can resort to confront the financial results of the risks 
to which they are exposed. Just as companies and persons obtain insurance, insurers 
likewise purchase insurance. According to Rejda (2001: 572), reinsurance can be 
defined as:  
“The shifting of part or all of the insurance originally written by one insurer to 
another insurer. The insurer that initially writes the business is called the ceding 
(cedant) insurer or primary insurer. The insurer that accepts part or all of the 
insurance from the cedant company is called the reinsurer. The amount of insurance 
retained by the cedant company for its own account is called the net retention. The 
amount of the insurance ceded to the reinsurer is known as the cession”. 
  
The reinsurance contract specifies the conditions under which the reinsurer will pay 
some of the buyer's claim costs and the amount that the reinsurer will pay. In 
exchange, the buyer (cedant insurer), pays the reinsurer a premium. Reinsurance is 
used for several reasons. Firstly, it lessens the risk of underwriting (the risk that 
average claim costs will vary from the amount predictable when contracts are sold).  
However, the crux is that: 
“Reinsurance reduces the total amount of capital that must be held by all insurers 
and reinsurers combined in order to achieve a given level of insolvency risk in the 
industry” (Harrington and Niehaus, 1998:87).  
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This is because it permits better diversification of claim costs, which yields reducing 
the possibility of insurer insolvency for a specified amount of total capital held by 
insurers. 
Secondly, it can be used to raise an insurance company's underwriting capability 
when writing new insurance contracts to protect larger individual risks. Moreover, 
reinsurance can be used to alleviate earnings. Loss experience may vary broadly in 
response to public and economic circumstances. So reinsurance can be used to 
moderate the effects of losses. Finally, reinsurance also provides financial protection 
against catastrophic loss. Insurers experience catastrophic losses when natural 
disasters, industrial explosions and similar events occur. Reinsurance may offer 
substantial guard to the cedant insurance company in the event of a disastrous 
damage. The reinsurer pays a share or all of the damages that are in additional of the 
cedant insurance company's holding, up to a stated maximum edge.  
Different Types of Reinsurance Contracts 
There are three main methods for reinsurance; facultative, treaties and pools. 
1 Facultative 
This is the oldest method of reinsurance and it requires the consideration of each risk 
individually. One important disadvantage of this method is the amount of work 
involved and the time taken to place a risk since, after the cedant insurer has decided 
upon his own retention, it is necessary to submit the details of the risk with the 
amount available for reinsurance to one or more reinsurers. There is uncertainty that 
each insurer to which the offer is made will accept the business. 
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2 Treaties  
Under this method of reinsurance, an agreement is achieved between the cedant 
company and the reinsurer (either one company or several), whereby the cedant 
company agrees to cede and the reinsurer accept all insurance offered within the 
limits of the treaty. There are four different types of treaties: 
 2.1 Quota Share Treaty 
Under this type of treaty, a fixed proportion of a given class of insurance as a whole 
is ceded. If, for example, reinsurance is arranged on a 50% basis the reinsurer 
accepts half of each risk, obtains half the premiums, and bears half the claims, while 
the cedant insurer retains the balance of 50%. 
 2.2 Surplus Treaty 
The cedant merely places on treaty any part of the risk, i.e. the surplus, which is not 
to be retained. 
 2.3 Excess of Loss Treaty 
The cedant insurer decides the maximum amount he is prepared to bear on any one 
loss and seeks reinsurance under a treaty whereby the reinsurers will be responsible 
for any losses above the amount retained by the cedant insurer. There may be an 
upper limit to the treaty so that if the cedant insurer, for example, is satisfied to bear 
the first $30,000 of any loss, the treaty reinsurers will bear any loss over $30,000,but 
not exceeding, say, $100,000. 
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 2.4 Stop Loss Treaty 
This is a modern variation of excess of loss, whereby the loss ratio of the cedant 
insurer is stopped at an agreed percentage, and if the loss ratio in any year exceeds 
the percentage, the reinsurers bear the difference
4
. 
Pooling 
This is adopted mainly for catastrophe risks, that is, where the happening of an 
insured event may involve heavy losses, damage, so that the total claims upon the 
insurers will be considerable. 
 
 2.3 Exploiting the growth potential of emerging insurance markets 
More deregulation and liberalisation in emerging markets and growing apprehension 
about market saturation in advanced countries has continued to retain growth 
prospective at the forefront of considerations. Consequently, the insurance sector in 
emerging markets is drawing more and more attention from the worldwide insurance 
policy makers. International insurance companies are focusing on emerging 
insurance markets in order to achieve better risk diversification. A recent report by 
Reactions (Financial Intelligence for the Global Insurance Market)
5
 documents how 
emerging insurance markets are driving premium growth worldwide. Moreover, their 
report confirms that in 2010 premiums in emerging insurance markets grew by 11%, 
while premium growth in developed countries grew at 1.4%.  
                                                          
4
 The loss ratio is the ratio of total losses incurred divided by the total premiums earned. For example, 
if an insurance company pays $60 in claims for every $100 in collected premiums, then its loss ratio 
is 60%.  
5
 Reactions special Report: Insurance Market Guide 2012 www. reactionnet.com. 
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Moreover, a recent report by EOS RISQ (an alliance of insurance brokers and risk 
consultants)
6
 illuminates emerging insurance markets in Brazil, Russia, India, China, 
and Egypt, as political and economic circumstances have changed in these new 
markets. 
 
2.4 Perspectives on the exchange rate transaction exposure for insurance and 
reinsurance companies 
As mentioned previously, few papers indicate the extent to which the perception of 
foreign exchange risk depends on a firm’s type.  
For instance, Bartram (2007:1) noted that:  
“Firms in the financial sector are characterised by different attitude towards 
financial risks, given their business objectives”.  
 
The situation for insurance and reinsurance companies is different. Compared with 
other operators positioned in the international financial market, such as banks, 
commodity traders or other investment companies, insurance and reinsurance 
companies are unique in experiencing specific problems regarding their foreign 
exchange risk management. 
The next subsections will discuss these issues.  
                                                          
6
 Emerging Markets EOS RISQ Report 2011 www.eosrisq.com. 
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 2.4.1 Direct exposures 
As discussed previously, reinsurance business happens regularly across borders, in 
order to achieve the widest coverage for risks. Meanwhile, the insurance business 
functions in local currencies (e.g. Egyptian pound); whereas, the reinsurance 
business is reliant on foreign currency (e.g. US dollar). The time lag between 
premium receipts and claims payment is a source of sizable foreign exchange profits 
or losses, and due to the random nature of liabilities (see the next subsection), the 
risk of distortion in operating results cannot be managed easily. 
For this reason, reinsurance dealings, by their very nature, expose insurance and 
reinsurance companies directly to foreign exchange risk. In particular, risk related to 
solvency and profitability and more importantly to the valuation of assets and 
liabilities. 
The depreciations in local currencies versus major currencies mean that reinsurance 
costs are not manageable. As a result, insurance and reinsurance companies may 
experience significant foreign exchange transaction exposures. 
2.4.2 The distinct features of insurance and reinsurance companies 
Both assets and liabilities for insurance and reinsurance companies are more 
complex in nature than those from banks and investment firms. According to Blum 
et al (2001: 23): 
“Unlike in international banking and investment or commodity trading, insurers and 
reinsurers are faced with liabilities (i.e. claims) that are stochastic in amounts and 
timing, i.e. there may be considerable uncertainty as to when to pay and how much”.  
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An example of this would be a fire claim that produces no claims most years but 
large claims in a single year. A recent example of this is that explosions occurred on 
the gas line between Egypt and Israel fifteen times in just one year (2011-2012), 
leading to many pay outs, although the insurance contract had been active without 
paying out for more than fifteen years. Therefore, the prediction of loss projections is 
challenging, owing to the absence of data and the lack of ability to predict elements 
that affect loss development simply. 
Furthermore, insurance contracts are characterised by long time horizons (ten to 
twenty years). That is why Blum et al (2001:16) asserts that:  
“Unlike banks, (re) insurers are faced with high uncertainty as to amount and timing 
of their liabilities”.  
On the asset side, Blum et al (2001:16) further explains that: 
 “(Re) insurers are often subject to regulatory constraints which prevent them from 
taking the positions that would best cover their needs (a Swiss insurer-for instance – 
is only allowed to hold a maximum of 20% of foreign-denominated bonds)”. 
 In addition, it is believed that the concepts of foreign exchange risk management 
can be applied to any company that operates internationally (financial and non-
financial firms), however insurance and reinsurance companies are often faced with 
claims (liabilities) that are stochastic in amounts and timing. As stated by Blum et al 
(2001:23):  
“Taking out currency derivatives or what is known as off-balance sheet currency 
hedging (futures, forwards, options, and swaps) becomes difficult due to the timing 
uncertainty as one does not know exactly for what maturity and for what amount to 
buy them, which can result in considerable mismatches. Exchange-traded FX 
derivatives are only available for time horizons up to one or two years. Hence the 
time horizon of many (re)insurance liabilities is too long for protecting them with FX 
derivatives”.  
Blum et al (2001:23) further explained that: 
 31 
 
“On-balance sheet currency hedging becomes more difficult: one does not know how 
much to invest and what duration in order to match the claims”. 
 
2.5 Overview of the Egyptian insurance market 
The insurance industry in Egypt contributes to the Egyptian economy and national 
investment. It offers financial protection to companies and individuals against 
different risks and is categorised into two classes. The first category requires the 
insurance of persons and capital redemption. This includes all forms of life 
insurance, personal accident, long term health insurance and capital redemption. The 
second category is property and liability insurance. This includes Fire, Marine 
Cargo, Inland transport, Marine Hull, Aviation, Motor vehicle, Engineering, and Oil 
liabilities.  
Moreover, the insurance market is considered an important channel for collecting 
national savings and using this money to finance national investments and 
development plans. In 2010, insurance premiums were L.E 8.8 billion (the annual 
statistical report of Egyptian Insurance Market, 2010/2011). The appearance of 
insurance in Egypt began in the second half of the 19th century and was achieved by 
agents for British and French companies. The National Insurance Company was 
established in 1900, followed by the Al-sharq insurance company in 1933; and the 
Misr Insurance Company in 1934. The entire Insurance market was nationalised in 
the 1960s and started to boom in the middle of the 1990s, in accordance with the 
requirements of economic reform policies and market liberalisation. In 2008, the 
number of companies working in the insurance market numbered 30 companies. 
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Some worked with Egyptian Capital, some with foreign and others with Common 
Capital. 
The Egyptian insurance market is composed of:  
1. The supreme Council of Insurance;  
2. The Egyptian Insurance Supervisory Authority (EISA);  
3. The Egyptian Reinsurance Company;  
4. One Cooperative insurance society;  
5. Three governmental insurance funds;  
6. Four pools: Central Cargo Railways and Cotton transportation pool, 
Nuclear pool, Decennial Liability pool, Highways, Railways and 
underground Metro incidents pool;  
7. Insurance Federation of Egypt; and  
8. Cargo supervision and surveying office. 
The insurance industry in Egypt is regulated by (EISA) through the Insurance 
Supervision and Control in Egypt Act No. 10 of 1981, as amended by Act No.91 in 
1995. In 2006, a restructuring and privatisation project was developed for the 
Egyptian insurance market to assist collaboration with a Consortium of international 
consultants (BNP Paribas, Milliman, Earnest and Young, Baker and Mckinsey and 
CIB), in cooperation with the Egyptian Ministry of Investment. Finally, no specific 
Islamic regulations exist in the Egyptian insurance markets. 
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2.6 Overview of the reinsurance operations executed by the Egyptian insurance 
companies 
In reference to reinsurance operations; in the sixties, the government resorted to the 
imposition of restrictions on insurance operations in general and on reinsurance 
operations in particular. The Egyptian Reinsurance Company was the first national 
reinsurance company to operate in the Middle East and Africa and was established in 
1957. It was authorised to underwrite all classes of the reinsurance business in 
Egypt. This action was aimed at increasing national retention and stemming the 
outflow of foreign currency, thereby retaining invested funds within the country to 
support its own development plan. This national company was expected to play a 
pivotal role in the preservation of foreign currency by providing capacity to local 
insurers and to underwrite risks that had been shunned by private reinsurers; 
particularly foreign companies. However, this national company, which was new to 
the field of reinsurance, initially lacked managerial experience, and due to its limited 
capital was unable to assess the overall risks attached properly. 
Meanwhile, the economic reform programmes that had been implemented, and were 
mentioned earlier, resulted in a reduction in the involvement of governments in the 
insurance industry. Terms such as liberalisation, privatisation and deregulation were 
in prevalent use during this phase. All these factors resulted in local risks emerging 
in the international insurance markets. As a result, many of the insurance companies 
in Egypt now reinsure their businesses in the international insurance market, in order 
to obtain the widest coverage for risk.  
Reinsurance premiums within the period 2002 to 2009 are shown below in tables 2.1 
and 2.2. 
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Table 2.1 Reinsurance Premiums by Class of Business (EGP ‘000) 
Class 2002/03 2003/04 2004/05 2005/06 2006/07 2007/08 2008/09 2009/2010 
Fire 154494 155420 174901 224720 306648 339126 423930 523876 
Marine Cargo 50916 52384 52231 57207 104487 149481 145990 136843 
Inland 
Transport 
3933 4615 3945 4110 8212 8354 10003 9277 
Marine Hull 35398 41960 41520 43991 78541 91843 117508 122823 
Aviation 107470 60835 185410 236654 200077 150677 165443 1862640 
Accident 58531 64760 62922 75730 130974 158033 177774 144109 
Health 11569 13511 9585 9962 123720 180033 137497 124955 
Engineering 78392 78808 87681 130702 354562 413798 468591 547785 
Oil 51448 46853 86249 173613 390375 451881 513932 507733 
Motor Act 3835 951 2322 3710 2622 9613 23270 7714 
Motor 
Comprehensive 
4135 5680 2771 3010 65559 176588 101623 31207 
Source: Egyptian Insurance Supervisory Authority, Annual Reports 
 Table 2.2 Reinsurance Premiums by Segment (EGP ‘000) 
Year Non- Life Life 
2002/03 1127046 41623 
2003/04 1588686 50584 
2004/05 1784843 80517 
2005/06 1687692 64652 
2006/07 195448 102576 
2007/08 2263475 10606 
2008/09 2463618 127068 
2009/2010 2546736 148275 
 Source: Egyptian Insurance Supervisory Authority, Annual Reports 
 35 
 
 
 
2.7 The current situation in the emerging insurance markets 
During the last decade, there has been fast growth in insurance and reinsurance 
actions, particularly in emerging markets, given the procedure of liberalisation and 
financial integration. The majority of these countries are governing a share of the 
wealth, probably leading to the necessity for financial protecting through insurance 
and reinsurance agreements. According to a study by the World Bank (Arena, 2008) 
emerging markets (EMS) have achieved solider real growth in their insurance sectors 
than developed countries. 
In the preliminary stages, many emerging nations have resorted to the obligation of 
restrictions on insurance operations in general and on reinsurance operations, in 
particular. In many emerging nations, domestic reinsurance companies have been set 
up by the government, with the purpose of increasing domestic retention and 
stopping the outflow of foreign currency and retaining the invested capitals within 
the nations for their own growth plan.  
According to Nduna
7
  
“These national companies were expected to play a pivotal role in the preservation 
of foreign currency by providing local insurance capacity and to underwrite some 
risks that were shunned by the private reinsurer particularly the foreign companies. 
However, many of these national companies, which are new to the field of 
reinsurance, initially lacked managerial experience and therefore many of these 
companies with their limited capital could not properly assess the overall risks 
attached. Meanwhile, economic reform programmes were implemented by many 
                                                          
7
 Group chief executive officer ZIMRE Holding limited, Zimbabwe, Reinsurance industry 
challenges in Africa. “Reinsurance Industry Challenge in Africa”, unpublished paper. 
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emerging countries resulted in the reduction in the involvement of governments in 
the insurance industry. Terms such as liberalisation, privatisation and deregulation 
become household names during this phase.” 
All these issues result in local risks finding their way into international insurance 
markets. As a result, most of the insurance companies in emerging markets, such as 
the Egyptian insurance market, reinsure most of their business in the international 
reinsurance market. Due to the global nature of reinsurance operations, insurers are 
affected by every variability in the international monetary systems. Hence, any 
variability in the exchange rates of the various currencies arising from domestic 
economic problems in separate nations embodies a serious possible problem. 
 Exchange rate fluctuations add to the risk for insurers; thus, they have affected both 
insurance activities and financial results. Foreign exchange risk is one of the major 
risks that insurance companies in emerging markets are facing. However, these 
markets often have few financial instruments to provide them a facility to create a 
common hedge for financial exposure. Many of the standard tools used to hedge 
currency risks, such as futures, swaps and options contracts are not available in 
emerging markets. Moreover, cedant insurance companies have been slow to adopt 
or even formulate a strategy to deal with the potential exposure.  
Thus, modelling foreign exchange exposure in an emerging market in general and in 
the Egyptian insurance market in particular provides an important starting point 
when identifying the determinants of exchange rates in emerging insurance markets 
for the first time by documenting the extent of foreign exchange exposure in the life 
and non-life insurance segments. In particular, the main aim of this thesis is to help 
the cedant insurance companies in the Egyptian insurance market to mitigate foreign 
exchange risk. 
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2.8 Variations in exchange rates and their effect on insurance and reinsurance 
companies 
In order to achieve the broadest coverage for risks, reinsurance trade occurs mostly 
across borders. Although the majority of insurance business is conducted in local 
currencies, reinsurance business, due to its worldwide nature, needs to be dealt with 
according to overseas currency, and its absence is a challenge. Outflows of reinsurer 
premiums are paid with international currencies (i.e. USD, GBP). Overseas 
reinsurance agreements need outflows of premiums with succeeding offsetting 
liability payments. These dealings by their very nature expose the cedant insurance 
companies to foreign exchange risk, and related issues of solvency and profitability. 
The depreciation of domestic currencies against major currencies means that 
reinsurance costs are uncontainable, decreasing the capability to face exterior 
liabilities. When insurers discuss the economic difficulties that they face daily, they 
often emphasise the unpredictable fluctuations in exchange rates and the distortions 
these fluctuations cause. In general, fluctuations in exchange rates have been more 
difficult to forecast, since the adoption of the flexible exchange rate system (Maurer 
and Valini, 2007). Fluctuations in exchange rates have the potential to affect the 
solvency of insurance corporations because of the impact on profitability and the 
valuation of assets and liabilities. 
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For these reasons, insurance and reinsurance companies have to put in place 
strategies to manage serious foreign exchange problems whenever irregular rate 
fluctuations occur in the currency market. The time lag between premium receipts 
and liabilities payment is a cause of substantial foreign exchange profits or losses, 
and this risk of distortion in operating results cannot be managed easily due to the 
random nature of liabilities. 
It should be noted again that for all firms that are operating internationally, foreign 
exchange problems have become more acute since the adoption of flexible exchange 
rate regimes. This is because this is no longer a temporary problem, due to the risk of 
currency depreciation, but rather a permanent concern. In addition, the direction of 
currency rate movements has become more difficult to forecast. 
However, the situation for insurance and reinsurance companies is different. 
Compared with others operators in the international financial market such as banks, 
commodity traders or other investment companies, insurance and reinsurance 
companies encounter a certain number of specific problems in the management of 
foreign exchange risk (as discussed in section 2.4).  
Figure 2.2 illustrates how the foreign exchanges risk emanating from a reinsurance 
agreement (written in USD) between an Egyptian cedant insurance company 
(calculating in the Egyptian pound) and a US reinsurer. 
 39 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2 shows an example of Reinsurance Deal 
 
 
 
2.9 Summary of the practical terminology 
 There are number of approaches to foreign exchange risk management. These 
mainly proceed from the areas of investment and banking. However, before 
discussing these approaches it is beneficial to provide a brief summary of the 
practical terminology. 
At the present time t= 0 
 
 
 
 
 
 
At the present time t= 1 when the losses will occur 
 
 
 
 
 
 
 
 
 
 
Egyptian insurance 
company (cedant) collects 
premiums in EGP Pound 
 
 
A US reinsurer collects 
reinsurance premiums in USD 
 
A US reinsurer pays 
compensation in USD 
 
Egyptian insurance company 
pays compensation in EGP 
pound  
 
 40 
 
The foreign exchange market, the world's largest growing financial industry, has 
experienced a variety of changes since currencies were allowed to float freely. 
 Luca (2000:2) indicates that  
“Factors that have contributed to the growth of the volume of foreign exchange are: 
business internationalisation, development in telecommunication, computer software 
development, and new foreign exchange instruments”.  
Any cedant insurance company that operates internationally should be familiar with 
the following typical practical terminology:  
1 Derivatives  
Derivatives are financial tools designed to reduce or eliminate financial risks 
(including currency risks). Example of derivatives is forward contracts on a foreign 
currency, which will be explained in detail later. A derivative is a double-edged 
sword. On one hand, a derivative is an efficient tool for hedging, since it has very 
low transaction costs. However, due to the absence of an upfront cash payment, the 
assessment of potential downside risk becomes very difficult. 
2 Spot markets for foreign exchange  
This is the market in which foreign currency is traded for immediate delivery. 
 According to Luca (2000:104): “A spot deal is a contract between two parties 
whereby deliver a specific amount of different currencies to each other, based on an 
agreed exchange rate, within two business days of the deal date. The only exception 
is the Canadian dollar which its spot delivery is executed next business day”.  
The spot market is characterised by both high liquidity and volatility and quick 
profits or losses.  
3 Forward markets for foreign exchange 
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It is in the marketplace that foreign currency is traded for future delivery. Foreign 
exchange players have different interests in the market, in terms of delivery dates. 
Foreign exchange trades that mature beyond spot dates are known as forward trades. 
 According to Luca (2000:105):  
“A forward deal is a contract between two parties whereby deliver a specific amount 
of currencies to each other, based on the agreed exchange rate, past two business 
days of the deal date”.  
 
Luca (2000:179) further explains that:  
 
“The forward currency market includes two instruments: forward outright deals and 
swaps”. 
 
3.1 A Forward Contract 
According to Luca (2000:181): 
 “A forward contract is an individual trade that matures (in general) past the spot 
delivery date. Because its value date differs from the spot, intuitively, we must expect 
that the forward rate will also differ from the spot rate”.  
 
A position in a forward contract is equivalent to the same notional amount invested 
directly in the spot market, as leveraged by cash. It then follows that there is no cash 
given initially. Regarding this point, Luca (2000: 181) also gives a summary on 
several technical terminologies related to forward pricing: 
“The Forward Price The forward price includes two parts: the spot rate and the 
forward spread (the forward points). The latter one is necessary for adjusting the 
spot rate for specific arrangement dates different from the spot date. The Spot Rate 
The spot rate is the main stone. The forward price is derived from the spot price by 
adjusting the spot price with the forward spread.” 
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To conclude, a forward contract is a form of trade that matures in the future, past the 
spot date. The forward price includes the spot price and a forward spread, which is 
added or subtracted from the spot price.  
3.2 A swap contract 
A currency swap contract is an agreement to exchange a fixed series of interest 
payments and a capital sum in one currency for a fixed series of interest payments 
and a capital sum in another. For example: An insurance company might agree to 
pay the current US dollar fixed rate for 10 years, based on a nominal amount of $100 
million and receive the current UK fixed rate for 10 years based on a nominal 
amount of $60 million. Alternatively, it could agree to receive a UK floating rate 
interest on the basis of the 6 - month UK interest rate, refixing every 6 months for 10 
years. Both of the above cases would be classed as currency swaps. 
It should be noted that one important aspect of currency swaps is that nominal 
amounts for each position are exchanged at the end of the contract. For example, 
when the term of the currency swap described above expires, the party receiving US 
dollar coupons would receive a payment of $100 million; exactly as if he had bought 
a 10 -year US bond. He would simultaneously have to pay an amount of $60 million, 
exactly as if he had issued a UK sterling bond. 
Uses of Swaps 
There are two essential uses for swaps: 
1) Risk management 
An insurance company can use swaps to reduce risk by matching assets to liabilities. 
For example, an insurance company, which has a short-term liability linked to 
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floating interest rates but long-term fixed rate assets can use interest rate swaps to 
achieve a more matched position. 
2) Reducing the cost of debt 
If one insurance company has a comparative advantage from borrowing at a floating 
rate, while another company has a comparative advantage when borrowing at a fixed 
rate, they can use an interest rate swap to reduce the total cost of financing and both 
benefit from a lower cost of debt.  
Here it should be noted that comparative advantage implies that a companies’ 
relative credit ratings are different in the long and short-term debt markets. Swaps 
enable companies to borrow in a form that offers the lowest yield margin (or 
financial cost). If the cheapest form of borrowing is not what the company wants, it 
can swap the payments into the desired form (floating or fixed), using an interest rate 
swap. Similarly, if the cheapest form of borrowing is not in the currency the 
company wants, it can use currency swap-to-swap payments into the desired 
currency. 
4 Future markets for foreign exchange 
Where possible, it is better to distinguish between futures and forwards. A forward is 
an agreement between two parties seeking to trade a specified asset at a set date in 
the future at a set price. For example, an Egyptian insurance company can contract to 
buy a certain type of bond at a set price at a set date in the future. This is a two-party 
deal (tailor-made) to suit both parties, and the company cannot sell this contract to 
anyone else. Futures differ from forwards in that futures are standardised and 
exchange-tradable. If the Egyptian insurance company had bought a future, this 
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would be a standardised contract (not tailor- made) that could be sold. To enter a 
future contract a trader needs to pay a deposit called an initial margin. Then this 
position will be tracked daily and if the account makes a loss, the trader would pay 
losses. 
To summarise: 
A forward contract is a non-standardised and privately negotiated contract between 
two parties to trade a specified asset on a set date in the future at a specified price. 
A future contract is a standardised, exchange-tradable contract between two parties 
to trade a specified asset on a set date in the future at a specified price. 
The example below describes a situation in which a company might use currency 
futures to hedge a currency risk (to fix the value of receipt), to explain the advantage 
of futures over forwards:  
An Egyptian insurance company is expecting a payment of $100 million at the end 
of the year and those dollars must be converted back into the domestic currency (the 
Egyptian pound). It might choose to sell the dollars forward, thereby fixing the value 
of the receipt in the domestic currency. Suppose that this insurance company sells 
$100 million for EGP 600 million for settlement in one year's time (assume that the 
exchange rate is USD/EGP = 6). This can be done either with a bank as a forward 
contract or through an exchange in the form of futures contracts. The amount in 
dollars sold is sufficient to hedge the full anticipated $100 million foreign earnings. 
However, the amount of the US dollar payment is subject to review; for instance, in 
this case a large part of the work is cancelled leading to a payment of $50 million at 
the end of the year. The company is now over-hedging since it has a contract to sell 
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$100 million at the end of the year but only expects to receive $50 million. It has two 
options: 
* If it bought futures contracts then it can close out half of the contracts in the 
market. This will reduce its futures exposure until it has a liability to sell only $50 
million dollars a year later. 
* If it bought a forward contract then it must settle that contract. The company 
should therefore take out a fresh contract to buy $50 million for L.E300 to insure 
settlement in one year's time. This contract will cancel out half of the existing hedge.  
To conclude, it can be seen that futures contracts give the company additional 
flexibility in these circumstances. 
Moreover, future contracts might be a useful product during pricing negotiations 
when various companies are presenting bids for a large construction project. The 
reason behind this is that when companies submit bids for construction projects they 
are exposed to currency and interest rate fluctuations during the period in which the 
bids are being considered. When using future contracts the current market rates can 
be used to price bids, and then the company can hedge its exposure through futures 
contracts. Even if market rates move during the bidding process, the company can 
still be confident that its bid is sufficient to undertake the project profitably. Of 
course if a bid fails, the company has then been exposed to the markets to the extent 
of the hedge. A company might prefer to use options on currency futures for this 
purpose. 
5 Options 
According to Luca (2000:236): 
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“A currency option is a contract between a buyer and a seller that gives the buyer 
the right, but not the obligation, to trade a specific amount of currency at a 
predetermined price and within a predetermined period of time, regardless of the 
market price of the currency; and gives the seller, or writer, the obligation to deliver 
the currency under the predetermined terms, if and when the buyer wants to exercise 
the option.”  
 
Indeed, the seller of the option needs compensation for giving such a right. The 
compensation is known as the price or the premium of the option. Because the seller 
of the option is being compensated with the premium for giving the right, the seller 
therefore has an obligation, in the event the right is exercised by the buyer. Currency 
options allow for a thorough strategy of speculation and hedging.  
* Types of options: 
According to Luca (2000:265):  
“A call option is a contract between the buyer and the seller that states that: - The 
buyer has the right, but not the obligation, to buy a specific quantity of a currency at 
predetermined price and within a predetermined period of time, regardless of the 
market price of the currency. - the writer assumes the obligation to deliver the 
specific quantity of a currency at a predetermined price and within a predetermined 
period of time, regardless of the market price of the currency, if the buyer wants to 
exercise the call option.” 
 
According to Luca (2000: 266): 
 “A put option is a contract between the buyer and the seller that states that:- The 
buyer has the right, but not the obligation, to sell a specific quantity of a currency at 
a predetermined price and within a predetermined period of time, regardless of the 
market price of the currency.- The writer assumes the obligation to take delivery of 
the specific quantity of a currency at a predetermined price and within a 
predetermined period of time, regardless of the market price of the currency, if buyer 
wants to exercise the put option.” 
Moreover, options can be classified -according to the exercise of an option, which 
may take place on, or prior to, expiry – there are to two types of options: 
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An American style option is an option that can be exercised on any date before the 
expiry date.  
A European style option is an option that can be exercised only on the expiry date. 
* Uses of options  
Options allow a company to protect itself against adverse movements in the financial 
environment, while retaining the ability to profit from favourable movements. For 
example, a company that has borrowed at variable rates can purchase options to 
protect itself against increases in market interest rates. If rates fall, the company will 
only suffer the loss of any premium paid to purchase the options.  
Since an option is a right to buy or sell an asset rather than an obligation to do so, the 
company that holds the option can choose to exercise it or not, depending on whether 
events move in its favour or against it. Therefore, the option never becomes a 
liability to the company. However, the company must consider the cost of buying the 
option, i.e. paying the premium. 
The usual financial instruments used for reducing or eliminating foreign exchange 
risk revolve around futures, forward, swaps. However, currency options have a very 
important advantage over the other options, in that buyers know the maximum losses 
that they might incur: 
* Factors that Determining option Price  
According to Luca (2000:249): 
“There are seven factors that have an impact on the option price: Price of the 
currency, exercise price, volatility of the currency, expiration date, interest rate 
differential, Call or put, and American or European option.  
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6 Hedging 
Hedging can be defined as a risk management method that works to eliminate or 
reduce foreign exchange risk exposure. The elimination or reduction of such 
exposure is obtained by setting transactions that create offsetting risk position. The 
aim of this is that when a company has an open position that includes a risk that it 
wishes to reduce or minimise, that company can then take a further transaction that 
stands for those risks and acts as a hedge. Any gain or loss on the hedged risk 
position will be offset by a loss or gain on the hedge itself if the hedging is effective. 
Perold and Schulman (1988) state that currency hedging reduces the volatility of 
individual asset returns. However, Jorion (1990) argues that the benefit of hedging 
should be viewed in the context of total portfolio risk.  
There are two types of hedging: 
6.1 Dynamic hedging 
Hedge portfolios require continuous rebalancing. Applying this method does not 
give comprehensive protection during high volatility periods.  
According to Luca (2000:252):  
“To avoid the risk of high volatility, traders can hedge their original positions with 
other options. This is what is called gamma hedging. Gamma ( ) is the second 
derivative of the option pricing model”.  
6.2 Static hedging 
In this case the hedge portfolio does not change. 
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7 The most popular measures for managing exchange rate risk  
The essence of a risk manager's job is to limit potential losses while still allowing 
traders the opportunity to participate in the market. To retain losses within 
controllable bounds, certain methods are used. Among these measures are: 
“7.1 Position limit this refers to the maximum amount of a currency a trader is 
allowed to trade. The limit is a function of company policy in reference to the skills 
of their traders. There are two types of position limit: daylight and overnight.  
7.2 Stop loss limit the main purpose of this is to prevent undesirable losses made by 
traders. If the losses incurred by a trader exceed a specified limit, the position has to 
be cut. This measure is useful, as it removes the added pressure on the trader to 
decide on the size of the loss to take in an already hectic environment”. (Luca, 
2000:63) 
 
7.3 Value at risk (VaR) 
The term value at risk was established by Guldimann, while head of global research 
at J.P Morgan in the 1980s. The term was included in the Group of thirty (G-30) 
report published in 1993. It is a statistical risk measure of potential losses.  
According to Jorion (2007:17) VaR can be defined, thus:  
“VaR summarizes the worst loss over a target horizon that will be not exceeded with 
a given level of confidence”.  
Broadly speaking, VaR enables managers to quantify potential losses under normal 
(usual) market conditions.  
One example when using VaR, that is germane to currency hedging is the risk 
management system provided by the Deutsche Bank to the Chrysler pension fund. 
The system set measures of VaR for all asset classes. This was used to gauge the 
effectiveness of hedging strategies.  
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7.4 Stress testing 
As mentioned above VaR can fail in regards to determining potential losses under 
extreme market conditions. For example, as shown by the unexpected rises in foreign 
exchange volatility. As a result, VaR techniques should be completed with stress 
testing.  
According to Jorion (2007:357):  
“Stress testing can be defined as a process by which to identify and manage 
situations that could cause extraordinary losses”.  
This process includes scenario analysis, which examines the impact of simulated 
changes on crucial variables within the portfolio. There are two types of scenarios: 
historical, which examine historical data and provide a set of joint changes in the 
financial variables; and hypothetical, to portray the impact of catastrophic or extreme 
events on financial markets. Stress testing is recommended by the group of thirty (G-
30). This explains why it is important for management teams to engage in periodic 
stress testing to assert their positions relative to unexpected or unusual currency 
fluctuations. If stress testing shows any weaknesses, the management can set 
sufficient capital aside to address possible losses; otherwise, the position can be 
changed. To conclude, stress testing should be considered as a crucial complement to 
(not a replacement) for, of value at risk, since it is very important to identify the 
worst case effects of changes in essential variables. 
7.5 Marking -To - Market 
Luca (2000:81) defines Marking -To -Market as:  
“The common valuation procedure used to calculate the foreign exchange exposure 
at current market prices”. 
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2.10 General ways in which firms can protect against foreign exchange risk 
 It is important to differentiate among those techniques used to face the foreign 
exchange problem. Luca (2000); Lodder and Pichler (2000); and Bodie and Merton 
(2000) introduced general methods to underwrite the management of foreign 
exchange risk, as applies to any company with foreign business, as follows: 
2.10.1 Avoidance 
Avoidance is one method for handling risk. For example, a business firm can avoid 
the risk of being sued for a defective product by not producing a product. With 
respect to foreign exchange risk, you can avoid this by not doing business abroad. 
For any insurance company that relies on international reinsurance this strategy is 
not an option. 
2.10.2 Transfer 
As noted earlier, avoidance of risk means keeping out of the game. Companies avoid 
risks by avoiding those actions or situations that produce it. If firms transfer risk, on 
the other hand, they are still in the game but responsibility for the financial aspects 
rest on someone else. Transferring foreign exchange risk can take one of the 
following methods:  
 Transfer to third parties  
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By either buying currency derivatives (such as futures, forwards, options, and swaps) 
or buying insurance of foreign exchange risks. The former is called off-balance sheet 
hedging. As mentioned earlier, hedging is a technique for transferring the risk of 
unfavourable fluctuations to a speculator by purchasing and selling futures contracts 
in an organised exchange. The latter is insurance, which is the most important 
arrangement for the transfer of risk. Insurance is a common form of planned risk 
transfer, used as a financing technique not only for companies but for individuals as 
well. The insurance industry has grown enormously in latest years, developing 
financial products that are considered to mediate global currency risk efficiently. 
Private insurance relies on several techniques, of which the most important are: the 
pooling method, used to range the losses of the few over a total group, so that 
average losses replace actual losses; and risk, which can be reduced by the 
application of the law of large numbers, permitting an insurer to forecast future 
losses with greater accuracy. 
Transfer to the Customer 
Foreign exchange risk can be transferred to the customer by either denominating the 
contract in the home currency (which is considered a full transfer of the foreign 
exchange risk) or fixing a foreign exchange rate for all transactions with regard to 
the contract. 
2.10.3 Accept the foreign exchange risk 
This means accepting the foreign exchange risk and choosing to do nothing, as is 
appropriate in the case of a treaty that is written in a country with a weaker currency 
(such as the Egyptian Pound) than the reinsurer's (such as the US Dollar), or if the 
foreign exchange exposure is low. 
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2.10.4 Diversify foreign exchange risk 
By spreading policies internationally, companies can lower the risk; it is preferable 
to write reinsurance treaties in different currencies, such that any respective foreign 
exchange risks will be uncorrelated or even negatively correlated. Unfortunately, all 
the reinsurance policies available to the Egyptian insurance market appear to be 
denominated in the US dollar. 
2.10.5 Control the losses due to foreign exchange fluctuations 
There are two main approaches to hedging, which are used to control losses resulting 
from foreign exchange rate fluctuations. These approaches mainly come from the 
areas of investment and banking. 
2.10.5.1 Off- balance sheet hedging 
This means choosing to buy currency derivatives (such as futures, forwards, options, 
swaps); however, it is difficult to use these tools in the context of insurance, due to 
the uncertainty about claims that are stochastic in amounts and timing (as will be 
discussed in chapter five). 
2.10.5.2 On-balance sheet hedging  
A company opens a position by either buying or selling a foreign currency. This 
position will then experience all the price movements. This position will then be 
either closed or covered when the company executes the opposite trade - for instance 
buy if first sell –  
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2.11 Summary 
The primary functions of reinsurance have been discussed, and its crucial role to the 
insurance industry explained in reference to the effects of fluctuations in foreign 
exchange rates on companies. 
Concerns about the potentially disruptive financial and real consequences of foreign 
exchange rate variations are reflected in the management strategies of those 
companies that operate internationally. Therefore, it is vital for companies to manage 
foreign exchange risk so that they can focus on what they are good at and abolish or 
reduce a risk that is not their trade.  
This chapter further explained a summary of methods and instruments used to 
manage foreign exchange rate risk. Fluctuations in foreign exchange rate could have 
an important impact on company decision and solvency issues. By using off-
balancing hedging tools, a company can eliminate the risk from subsequent currency 
fluctuations. However, currency hedging within an insurance company is more 
complicated than in banking or with any investment company due to the levels of 
uncertainty regarding both amount and the timing of claims.  
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Chapter Three 
Literature Review 
3.1 Introduction 
 “The general tone of most papers has been that something remains amiss, hence the 
issue of the exposure puzzle”.8  
 
It is now well established that fluctuations in foreign exchange rates are a major 
source of micro-economic uncertainty, influencing the solvency, profitability, and 
more importantly, valuation of the assets and liabilities of multinational companies. 
Moreover, in light of the globalisation of markets and recent currency war crises, 
foreign currency exposure has attracted greater attention in finance resulting in 
                                                          
8
 Bartram and Bodnar (2007) The Exchange Rate Exposure Puzzle. Managerial Finance, 33(9), pp. 
642-666. 
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considerable advances in the understanding of this issue by both academics and 
practitioners. However, there are several potential reasons why a need for more 
research on this topic remains, especially in relation to insurance companies in 
emerging markets. First, prior research has focused mainly on developed markets, 
such as the US, UK, Europe and Japan. Second, empirical evidence from previous 
studies has produced conflicting results. For these reasons, this issue is usually 
referred as the ‘foreign exchange rate exposure puzzle’.  
In addition, the literature on foreign exchange rate exposure in insurance and 
reinsurance remains incomplete owing to the gap between insurance and economics 
that is not supported by investigations of problems specific to both the insurance and 
reinsurance businesses. 
In their paper, Muller and Vershoor (2006 c) examined literature on foreign 
exchange rate exposure and provided an extensive overview of the theoretical and 
empirical studies performed over the past two decades in the field of finance.  
Contrary to Muller and Vershoor’s approach, this thesis will review literature on 
foreign exchange risk exposure by dividing into three subsections: first for 
Multinational firms; second, for emerging markets, and finally for insurance and 
reinsurance firms  
The structure of this chapter is presented in Figure 3-1 below. Section 3.2 defines 
foreign exchange risk exposures. Section 3.3 illustrates different foreign exchange 
rate regimes. Section 3.4 describes types of foreign exchange rate exposure. Section 
3.5 presents a background of recent developments in fundamental foreign exchange 
rate exposure estimation models. Section 3.6 explains empirical evidence of foreign 
exchange rate exposure; and section 3.7 provides a conclusion. 
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Figure 3.1 the structure of chapter three 
 
 
3.2 Defining foreign exchange risk exposure 
Before defining foreign exchange exposure, it is important to distinguish it from 
foreign exchange risk. The latter is shown through measures that provide the 
probability of change in a respective currency’s value between its expected value and 
its true purchasing power at a set future date. However, the amount of foreign 
currency is continually used to express foreign exchange exposure (Adler and 
Dumas, 1980). 
It is worth mentioning that foreign exchange rate risk is two-fold: one side presents 
an opportunity for investment activities (as companies contend with different foreign 
exchange exposure by holding different foreign currencies), while the other presents 
foreign exchange risk as a downside risk (as foreign currencies can depreciate).  
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The following example provides a clear idea about foreign exchange risk, 
specifically for insurance companies. Assume that an Egyptian insurance company 
reinsures (a detailed discussion about insurance and reinsurance is provided in the 
next chapter) US$1m worth of its domestic operations, formerly in Egyptian pounds 
(E£1m). In this case, foreign exchange risk emerges if the value of the Egyptian 
pound depreciates against the US dollar. As shown in the next chapter, insurance 
companies are unable to avoid foreign exchange risk as a consequence of 
international reinsurance industry.  
 Exchange rate risk can influence both the cash flows and stock prices of companies. 
The extensive literature on foreign exchange rate exposure defines exposures 
according to two approaches: a market-based approach and a cash flow-based 
approach. 
The market-based approach defines foreign exchange exposure according to the 
sensitivity of stock returns to exchange rate fluctuations. This style has been used by 
a considerable number of scholars (e.g. Dumas, 1978; Adler and Dumas, 1980, 1984; 
Jorion, 1990; Bodnar and Gentry, 1993; Bartov and Bodnar, 1994; Agyei-Ampomah 
et al, 2012; Zhou and Wang, 2013; Bartram and Bodnar, 2012 Chiaeb and Mazzotta, 
2013; and Lucie, 2013).  
Dumas (1978) reported that a company’s exposure is continuously uncertain; being 
influenced by both future exchange rate movements and macro-economic effects. 
Dumas (1978) also explained that foreign exchange rate exposure, the response of 
company value to foreign exchange fluctuations, can only be defined when 
pertaining to a clearly expressed time horizon. 
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In their papers, Alder and Dumas (1980:975) define foreign exchange rate exposure 
as:  
“…the amounts of foreign currency which represents the sensitivity of the future 
deflated, reference-currency, market price of any physical or financial asset to 
unanticipated, random variations in the future purchasing power of the foreign 
currency at some specific future date.”  
The cash-flow based approach defines foreign exchange exposure as the sensitivity 
of cash flows towards foreign exchange rate fluctuations. This approach has also 
been supported by a number of studies (e.g. Garner and Shapiro (1984), Walsh 
(1994), Chow et al (1997a, b), Martin and Mauer (2003; 2005), Li et al (2009) and 
Karpl and O’Brien (2012)).  
 
3.3 Various exchange rate regimes 
Foreign exchange rate regimes refer to procedures implemented by countries in order 
to devise variations in the exchange rates between their own and foreign currencies. 
A fundamental economic procedure, the foreign exchange rate regime influences a 
nation's macro-economic system inherently. Foreign exchange can be administered 
by a number of different regimes; the most popular and widely adopted market 
mechanisms are: the fixed-rate (pegged), the free-float and the managed float 
systems.
9
  
It is clear that the influence of exchange rate regimes on financial solidity has 
become a dominant constituent of on-going debates regarding suitable exchange rate 
strategies for economics, especially in emerging market economics. Under the fixed-
                                                          
9
 The International Monetary Fund (IMF) classifies exchange rate regimes as pegged, limited 
flexibility or more flexibility See Derosa 1991 and Krugman 1992. 
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rate system, a currency’s exchange rate is pegged, or fixed, to a specific currency. 
Economies such as Saudi Arabia rely on this type of conventional fixed exchange 
rate regime. Alternatively, the free-float system is a structure in which there is no 
government intervention in the exchange rate. Finally, the managed float-system 
falls between the fixed-rate and free-float systems, allowing currencies to float 
within a narrow band. 
Calvo and Reinhart (2000a) claim that the random shocks that influence economics 
may be a function of the foreign exchange rate regime. Therefore, the reliability of 
the pegged exchange rate may shield a country from any corrupting influence that 
may occur in response to weakened economic conditions. Furthermore, Calvo and 
Reinhart (2000b) support the prominence of foreign exchange rate stability, mostly 
in the case of developing economics, which they argue is the choice of foreign 
exchange rate regime for developing countries, but are very different from that of 
developed countries. Developing economies often experience a lack of credibility 
that adversely affects foreign exchange rate volatility, resulting in high liability to 
the US dollar and high inflation. Due to these characteristics, free-floating foreign 
exchange rate policies may be unsuitable for developing economies. This may 
explain why monetary authorities in developing economies often challenge 
significant changes to foreign exchange rate policies. It should also be noted that the 
choice of foreign exchange rate regime can improve or hinder a country’s economy, 
depending on its economic characteristics. It is generally accepted that fixed-rate 
regimes result in low volatility in the nominal exchange rate and high levels of 
intervention by the central bank. Conversely, free-floating systems result in high 
volatility in the nominal exchange rate and low levels of central bank intervention. 
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In their paper, Caramazza and Aziz (1998) argued that choosing an appropriate 
foreign exchange rate regime depends on which regime minimises fluctuations in 
consumption and other macro-economic variables. In this sense, the fixed regime 
faces serious disadvantages. For instance, it encourages increases in unhedged 
foreign currency positions as the fixed regime serves as an indirect guarantee. 
Therefore, to maintain a fixed regime, the responsible monetary authority must insist 
that the rate is unchanged, thus discouraging borrowers of foreign currency from 
hedging their exposure(s). Furthermore, since the fixed regime is the least credible 
for long-run horizons, foreign currency tends to be borrowed on a short-run basis. 
Therefore, under fixed regime, firms are expected to carry out more short-run, rather 
than long-run foreign exchange rate exposure. 
Unlike the fixed regime, a free-floating regime is determined by the private market 
through supply and demand. For this reason, the floating rate is often labelled ‘self-
correcting’, as changes in government policy encourage market participants to adjust 
their currency positions. Free-floating exchange rate regimes emerged after the break 
down of the Bretton Woods system in 1971, which resulted in economies like the US 
and Japan allowing their currencies to float freely. As such, the values of their 
currencies are allowed to vary according to the marketplace. Despite the insinuation, 
monetary authorities may intervene to influence current value. The traditional 
argument for supporting the adoption of a free-floating exchange rate regime is that 
they offer the possibility of more stabilised monetary policy. By applying this 
regime, the exchange rate can be used to absorb some of the real shocks the economy 
faces accordingly while also helping reduce burdens placed on the interest rate.  
Moreover, empirical evidence from developing economies does not support the 
notion that monetary policy is a stabilising influence under a flexible regime. For 
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example, Calvo (2002) argue that developing economies avoid using exchange rate 
flexibility in the face of large external shocks. They concluded that the volatility of 
commodity prices expressed in the local currency of developing economies exceeds 
that of the exchange rate, and also inferred that the exchange rate is rarely allowed to 
function as a shock absorber. Likewise, Eichengreen and Hausmann (1999) contend 
that, under the fixed regime, borrowers have little incentive to hedge their foreign 
exposures, while foreign exchange rate risk under free floating regimes promote 
hedging.  
Martin and Mauer (2004) conducted a study analysing 107 US firms that operate 
under a floating regime. They argued that short-run exchange rate exposure could, in 
most cases, be effectively hedged using derivatives instruments. Despite this 
revelation, the effectiveness of hedging for long-run exchange rate exposure remains 
uncertain. Thus, firms are expected to hold less short-run exchange rate exposure 
than long-run rate exposure, under a free-floating regime. 
In a managed floating regime, which falls between the fixed and free-float regimes, 
the exchange rate exposure depends on the intervention of monetary authorities. 
Economies such as Egypt and Malaysia are examples of economies utilising floating 
foreign exchange rate regimes. Managed floating regime may feature either limited 
flexibility or wider flexibility. The foreign exchange rate for a specific currency has 
limited flexibility in a managed floating regime as it is only allowed to float within a 
narrow, well-defined scope. Conversely, the foreign exchange rate for a specific 
currency is thought to be more flexible (allowing it a greater range) when paired with 
another currency. Currencies in managed floating economies are monitored daily and 
measured against the value of the currencies of their major trading partners. 
However, the foreign exchange rate regime may or may not be credible. For 
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instance, a foreign exchange rate might be fixed with respect to the US dollar. As a 
result, if the economy has no agreement with the US to maintain a fixed exchange 
rate and does not obtain resources to support it, the foreign exchange rate regime 
may not be credible. Such foreign exchange rate regimes that are not credible are 
often subject to severely volatility in the short-run, as pressure to adjust exchange 
rates can mount. According to Hull (2009), the foreign exchange rate may 
experience worldly drift, meaning that the exchange rate may follow a trend path 
related to another currency.  
In the case of a fixed exchange rate regime, where the exchange rate may be drafted 
by economic fundamentals, the exchange rate also may not be credible. In such 
cases, the country may not be able to maintain the fixed regime because of worldly 
drift. Similar to the managed floating regime, where the exchange rate drifts relative 
to the standard to which it is managed, a foreign exchange rate regime may be 
converted to a fixed regime if the standard remains fixed. However, if the standard to 
which the regime is managed drifts alongside the exchange rate, then the exchange 
rate regime gains credibility. 
With regard to the influence of exchange rate regimes on the cost of capital for firms, 
Rios (2009) investigated this effect and suggested that a fixed exchange rate regime 
could help lessen the cost of capital in emerging markets by reducing the foreign 
exchange risk.  
Finally, Patnaik and Shah (2010) studied how the unhedged foreign exchange 
exposure of firms varies with changes in currency flexibility. Ultimately, they found 
that companies carried higher foreign exchange exposure during periods when the 
currency was less flexible.  
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 Exchange rate regime in Egypt 
 During the 1990s, due to the adoption of a pegged exchange rate system, the US 
dollar/Egyptian pound exchange rate was relatively stable. For this reason, the 
exchange rate was used as an anchor to stabilise the economic programme. After 
transferring to a flexible exchange rate regime in 2000, the Egyptian pound 
depreciated from 3.69 to a US dollar in 2000 to 6.13 to a US dollar in 2004. This 
motivated local residents and companies to hold foreign currency behaviour, which 
is reflected in the terms “full Dollarisation” or “part Dollarisation”. 10  
In addition to those domestic factors that are expected to affect exchange rates, some 
external factors can increase capital outflows and decrease dollar reserves such as: 
the 1998-99 world oil price falls, the Luxor terrorist attack, and the Iraqi war. 
There are very limited numbers of studies concerning the exchange rate system in 
Egypt. For instance: Panizza (2002) showed that Egypt would follow a more flexible 
exchange rate and use inflation targeting to sustain a self-governing monetary 
strategy, create a strategy making process and further clarify and remove budget 
debt.  
Kamar and Bakardzhieva (2005) examined the performance of the Egyptian 
exchange rate and its determinants. Their findings were that the Egyptian authorities 
have always managed the exchange rate. Egypt’s exchange rate regime, under the 
                                                          
10
 Full Dollarisation/ Part Dollarisation is a situation where the demand for foreign exchange by 
local residents is no longer tied to foreign trade and transaction requirements but is used instead as 
a store of value. 
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IMF De facto classification (2006), is therefore moving from fixed peg (1960-1991) 
to a managed floating regime. Cevik (2003) recommended that when adopting a 
floating exchange rate system, fiscal discipline is desirable in order to escape from 
possible devaluation and financial crises. The IMF (2005) found that a switch from a 
pegged system to a flexible exchange rate regime can result in an increase in the 
world price index by as much as 46.1%, and the consumer price index by as much as 
13.6%. 
Hsing (2007) examines exchange rate fluctuations for Egypt based on an extended 
open macroeconomic model (UIRP). Uncovered Interest Rate Parity (UIRP) 
suggests that any interest rate differential between Egypt and a foreign country can 
be offset by currency depreciation or appreciation. According to (Selim, 2011) there 
is not yet full transparency with respect to the stabilisation of the exchange rate. 
 
3.4 Types of foreign exchange exposure 
Shapiro (2008) claims that the most crucial feature of foreign exchange risk 
management is the containment of rate fluctuations in all company decisions. In 
order to assess such risks, it is important to examine how foreign exchange 
movements affect companies. A large number of studies have explained the 
differences between the three types of foreign exchange exposure: transaction, 
translation (accounting) and economic exposure (e.g. Chow et al, 1997a; Walsh, 
1994; Martin and Mauer, 2003; Luca, 2000). 
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3.4.1 Transaction exposure 
Transaction exposure refers to the possible variation(s) in the value of unpaid 
obligations due to shifts in the foreign exchange rate between the beginning and the 
settlement of a contract. In other words, transaction exposure arises from any known 
future cash flow whose value could be adversely affected by foreign exchange rate 
fluctuations. Finally, transaction exposure, typically, has a shorter time dimension 
(Martin and Mauer, 2003a). However, in their paper, Martin and Mauer (2004) 
recognise that transaction exposure may occur in the longer term. 
Transactional gains and losses are not intangible, but realised, thereby affecting the 
income of the company. Shapiro (2008) clarified that the measurement of transaction 
exposure involves both retrospective and prospective analysis as it is grounded in 
activities that occurred in the past, but will be settled in the future. Modelling 
transaction exposure, undertaken by Egyptian insurance companies, is the aim of this 
thesis. 
3.4.2 Translation (accounting) exposure 
Translation exposure arises from variations in the value of foreign assets and 
liabilities, but does not affect the cash flows from those assets and liabilities. 
Translational gains and losses are intangible and not realised as neither assets nor 
liabilities are liquidated. Furthermore, translational gains and losses can be specified 
by comparing financial statements with and without changes in foreign exchange 
rates during the reporting period. Shapiro (2008) clarifies that the measurement of 
translation exposure is retrospective in nature since it is based on actions that 
happened in the past. Translation exposure may also be a useful method for 
identifying future transaction exposures and whether specified assets or liabilities 
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should be liquidated. Accounting rules, such as FASB52 (1981) for US GAAP 
(Bailey and Wild (2000) and IAS, offer methods to lower the effect of translation 
exposure on financial statements. 
Ultimately, since profits or losses from translation exposure do not affect cash flows, 
it lies beyond the scope of this thesis.  
3.4.3 Economic exposure 
Economic exposure refers to the effect of foreign exchange rate fluctuations on the 
competitive position of a company in the market. Economic exposure is precisely 
associated with manufacturing companies and rises from variations in sale prices and 
the price of inputs (e.g. material) as a consequence of foreign exchange rate 
fluctuations. According to Martin and Mauer (2003) this type of exposure has a long-
run time dimension. However, in their paper Martin and Mauer (2004) recognise that 
economic exposure may occur in the short term. 
With these issues in mind, this thesis focuses exclusively on transaction exposure, as 
economic exposure is not a fundamental concern for insurance and reinsurance 
companies as mentioned by (Blum et al, 2001:16)  
“For insurance and reinsurance companies, economic exposure is not so important, 
since expenses represent only a small part of the price of the policies.”  
 
3.5 Background on major and current developments of foreign exchange rate 
exposure estimation models 
In this section, literature on foreign exchange rate exposure will be reviewed with 
regard to: 
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1. Crucial issues to be addressed when measuring foreign exchange exposure; and. 
2. The two main approaches used for estimating foreign exchange exposure. 
With respect to the second point, these approaches and recent developments and 
refinements of each approach will be discussed, supported by documentation 
describing the advantages and disadvantages of each. 
The objective of this section is to give a clear overview of the extensive literature 
that has emerged in this field, especially over the past twenty years. This overview 
will offer a full picture of the foreign exchange exposure literature by academics – 
who provide a general direction for further research – and for financial institutions 
(e.g. insurance companies, banks, investment funds) – who provide specific guidance 
to better understand and mitigate foreign exchange risk. 
3.5.1 Issues of Importance when Measuring Foreign Exchange Exposure 
Studies over the previous two decades have refined methodological estimation 
methods through continuous efforts to solve the problem of unconvincing empirical 
evidence on foreign exchange rate exposure (Bartram, 2007). 
The following subsection will discuss critical issues addressed by various studies.  
3.5.1.1 The Determinants of Foreign Exchange Risk Exposure 
According to a recent paper by Agyei Ampomah et al (2012):  
“The determinants of currency exposure are model-dependent.” (Agyei-Ampomah 
et al, 2012:2) 
Following this thought, it is crucial to distinguish between the determinants of both 
economic and transaction exposure. As mentioned previously, economic exposure is 
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less important for insurance and reinsurance companies, as expenses represent a 
small part of the cost of insurance policies (Blum et al, 2001).  
According to Bartram (2007):  
“Firms in the financial sector are characterised by different attitudes towards 
financial risks given their business objectives”. (Bartram, 2007:1) 
 
Although this study focused on investigating foreign exchange exposure, specifically 
transaction exposure, in insurance and reinsurance companies, the survey of 
determinants (economic, translation and transaction exposure) in this subsection 
addresses literature linked to financial and non-financial firms. The most important 
determinants of foreign exchange exposure are documented in Table 3.2, particularly 
column seven, which chronologically orders and summarises the extensive studies 
utilised. 
The literature review details how foreign exchange exposure could be influenced or 
determined by the following issues. 
1. Multinational Matters 
Economic theory suggests that multinational firms with extensive international 
transactions have significant foreign exchange exposure (Aggarwal and Harper, 
2010). A company's involvement in international operations may be considered one 
of the determinants of that company’s exchange rate risk exposure, although there is 
limited evidence for this provided in the literature.  
Nydahl (1999) ascertained that foreign intervention is one of the important 
determinants for foreign exchange exposure, referring to the foreign sales ratio as a 
measure for this intervention. Lee and Jang (2010) later studied the foreign exchange 
 70 
 
exposure within 1,783 US firms. Their study examined the association between the 
degree of internationalisation and currency exposure, finding that the greater a firm’s 
involvement in international trade, the greater the firm’s foreign exchange exposure. 
Choi and Jiong (2009) studied how a company’s multinational nature influences its 
foreign exchange risk exposure. Their study, which compared multinational and 
domestic firms from 1983 to 2006, concluded that of multinational mattered with 
regard to a company's foreign exchange rate exposure. Moreover, Aggarwal and 
Harper’s (2010) study of foreign exchange exposure across a sample of US domestic 
companies found little or no international transactions. Their investigation also found 
that the foreign exchange exposure for domestic companies was not significantly 
different from exposures faced by multinational firms. 
Consistent with these findings is a recent paper by Parlapiano and Alexeev (2012) 
that analysed the foreign exchange rate exposures of European companies against 
variations in currency swaps (e.g. Euro versus the US dollar, British pound and 
Japanese yen) between 1999 and 2011. The study proposes that foreign exchange 
exposure for multinational corporations is less influential than for domestic 
companies. 
2- Company Characteristics 
Through a broad review of the literature, firm features, such as international 
operations and company size, are thought to affect the foreign exchange rate 
exposure of a company. 
 2.1 Foreign operations 
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Jorion (1990) examined foreign exchange rate exposure for a sample of 287 US 
multinational companies and found that those US companies with excessive foreign 
sales have additional positive foreign exchange exposure. 
Additionally, Booth and Rotenberg (1990) examined the foreign exchange exposure 
for a sample of 156 Canadian companies, documenting that foreign revenues, assets 
and debt obligations were the main determinants in the relationship between 
Canadian stock returns and US dollar fluctuations. Finally, Marston (1996) argued 
that its net foreign revenue determines a firm’s foreign exchange exposure. 
 2.2 Company size 
Many studies have focused on the relationship between firm size and foreign 
exchange exposure. In their paper, Agarwal and Ramaswami (1992) state that large 
firms are frequently interested in cross border operations. Therefore, large firms 
typically exhibit higher exposure than smaller firms do. Moreover, Chow et al 
(1997b) studied the economic exposure of 213 US multinational firms and reported 
that the magnitude of exposure was larger for small firms and smaller for larger 
firms. This finding is supported by the results of subsequent studies that show large 
firms benefit from cost economies through the application of hedging strategies 
(Colquitt and Hoyt, 1997; Cummins et al, 2001; Bodnar and Wong, 2003; Allayannis 
and Ofek, 2001; Bartram et al 2010; Hagelin and Pramborg, 2006). 
Several studies use both company size and international activity as determinants of 
foreign exchange exposure. Dominguez and Tesar (2006) studied the association 
between foreign exchange rate fluctuations and firm value for a sample of 2387 
firms from eight countries within the period from 1980-1999. Their study shows 
foreign exchange exposure directly relates to company size and foreign sales.  
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3-Country’s macroeconomic Variables 
A number of studies suggest that foreign exchange exposure is influenced or 
determined by a country's macroeconomic variables. Patro et al (2002) estimate 
currency risk exposure for a weekly equity index for 16 OECD countries. The study 
explains that currency risk exposure according to a country’s equity index returns 
can be explained by: exports to GDP ratio, imports to GDP ratio, government surplus 
to GDP ratio, tax revenue to GDP ratio, total market capitalisation, and government 
surplus. The study found that currency exposure for equity returns are affected by 
higher exports and higher imports.  
Moreover, Allayannis (1997) describes time-varying exposure for 137 US 
manufacturing industries, revealing that foreign exchange exposures are affected by 
the level of imports and exports. In their paper, He and Ng (1998) examined foreign 
exchange exposure for 171 Japanese multinational firms and their study reported that 
such exposure could be associated with export ratios. Furthermore, Ferson and 
Harvey (1997) showed that the exchange rate is associated with global risk factors 
such as inflation. 
De Jong et al’s (2006) paper examined the association between stock returns and 
exchange rate movements for 117 Dutch non-financial firms within the period 
January 1994 to 1998. Their study found that 50% of the firms are significantly 
exposed to exchange rate risk. The study infers that firms in open economies, such as 
the Netherlands, are most likely to have significant exchange rate exposure. 
In addition, Huston and Stevenson (2010) studied the relationship between firm's 
exchange rate exposure and the economic openness for a sample of 3788 firms for 
the period 1984-2003. Their findings show that the higher the level of economics 
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openness, the more the firms in such economies is exposed to exchange rate 
fluctuations. 
A recent paper by Gatopoulos and Isakov (2011) suggested some country specific 
factors that may make it easier to predict variations in exchange rate exposure. 
Examples of these factors are the high use of foreign currency derivatives, and 
deeper financial markets. 
4- Nature of the industry  
Several studies argue that a firm's foreign exchange exposure is closely related to the 
nature of the industry it is a part of. Williamson (2001) refers to foreign exchange 
exposure for a sample of automotive firms from the US and Japan, within the period 
1973-1995. The study pointed out that industry competition plays an important role 
in a firm's exchange rate exposure. This finding is consistent with Marston’s 
argument (1996) that competition in any industry affects the economic exposure of 
firms within that industry. 
Moreover, Bodnar and Gentry (1993) studied foreign exchange exposure for 39 US 
industries within the period 1979-1988, and showed that industry exposure is related 
to foreign sales. Recently, Lee and Jang (2011) examined foreign exchange exposure 
across 18 US tourism firms for the period 2001-2008. They demonstrated that 
tourism industry is affected by fluctuations in the exchange rate. 
5- Hedging strategies 
Hedging activities are one of the most important determinants for both economic and 
transaction exposures (see chapter two for more details). However, as data on 
company's hedging strategies is difficult to obtain, there is always a difficulty when 
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explaining the relationship between exchange rates and company values. A large 
number of studies have explained the use of hedging activities in foreign exchange 
management. Smith and Stulz (1985) hypothesised that hedging activities would 
lower the expected costs of financial distress, and He and Ng (1998) assumed that 
firms involved in international business are more likely to engage in hedging 
activities. Therefore, such firms would be exposed to lower exchange rate risks. 
However, Nance et al (1993) argue that firms can lower the expected costs of 
financial distress by either having a lower dividend payout ratio (DIV) or a quick 
ratio (QR) (a greater liquidity position). Contrary to the previous argument, Froot et 
al (1993) postulate that liquidity is associated negatively with hedging activities. 
Moreover, Nance et al (1993) and Geczy et al (1997) argue that large corporations 
are more suited to engage in hedging activities than smaller corporations do, since 
the former have economics of scale in terms of hedging costs. Indeed, as Froot et al 
(1993) argue, underinvestment problems can be reduced through hedging activities. 
Typically, underinvestment problems are caused by a company's dependence on 
external financing. 
Allayannis and Ofek (2001) empirically examined the association between currency 
hedging and exchange rate exposure. As U.S. firms have been responsible for 
reporting information about financial instruments under the SFAS 105 since 1991, 
the study used reported information about off balance sheet hedging. The main aim 
of this study was to investigate if firms use currency derivatives for hedging or 
speculative objectives. The study used a sample of S&P 500 index for non-financial 
firms during the period from 1992-1993. The study results depict a negative 
relationship between foreign currency derivatives and exchange rate exposure. This 
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suggests that firms use currency derivatives for hedging activities rather than for 
speculation.  
Working in a similar vein, Nydhal (1999) investigated the lack of data about hedging 
activities by Swedish firms, using survey data to investigate the use of currency 
derivatives at Swedish firms. The study found that Swedish firms use both forwards 
and loans to hedge their translation exposure. Moreover, it suggests the use of 
currency derivatives lowers economic exposure.  
With regard to the association between firm size and hedging strategies, Chow et al 
(1997b) suggests that managing economic exposure requires the institution of 
operational hedging, which is costly. This supports the proposition that large firms, 
rather than small firms, are more likely to use operational hedging to manage their 
economic exposure.  
With the same intention, Allayannis et al’s (2001) research investigates the use of 
both operational and financial hedging as tools for managing foreign exchange 
exposure. Their study found that financial hedging strategies are associated with 
lower exposure. Moreover, the study infers that the use of operational hedging 
improves firm value. These results are supported by the findings of Lee and Jang 
(2010), for the lodging industry in the U.S.; following a similar trend, Bartram et al 
(2010) found that financial hedging reduces economic exposure by 40% while 
operational hedging reduces exposure by 10-15%.  
Moreover, Aysun and Guldi (2011a), studies the association between the use of 
derivatives and companies’ exchange rate exposure. Their findings show that the use 
of currency derivatives lessens the exposure to exchange rate fluctuations. This result 
is consistent with that later found by Zhou and Wang (2013), which assessed the 
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effect of the use of derivatives on foreign exchange risk at 148 large UK non-
financial firms. The later study found evidence that UK nonfinancial firms use 
currency derivatives to hedge exchange rate risk, and that such hedging is effective 
in lowering foreign exchange exposure. Rossi Junior (2012) also supports this 
finding that operational hedging has a positive effect on companies’ foreign 
exchange rate exposure.  
However, a recent study by Yip and Nguyen (2012), investigated the association 
between exchange rate exposure and the use of foreign currency derivatives by 
Australian firms within the period 2006-2009; they found no evidence that the use of 
foreign currency derivatives mitigated foreign currency fluctuation, or that using 
derivatives was a more effective strategy during the global financial crisis 2008-
2009.  
With respect to the association between the use of currency derivatives and 
nonlinearity in the exchange rate exposure, Muller and Verschoor (2006b) suggested 
that the use of derivatives might cause exchange rate exposure to be nonlinear. Their 
result is consistent with findings by Rossi Junior (2012) that show the use of 
derivatives such as options, futures, and forward will result in a positive impact on 
the use of a nonlinear foreign exchange rate exposure.  
6-Combination of the determinants of foreign exchange rate exposure 
It important to mention that some studies use a combination of the previous points as 
determinants for foreign exchange rate exposure; such as Huston and Stevenson 
(2010) and Agyei Ampomah, et al (2012),who use market capitalisation (MV) for 
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firm size, and market-to-book ratio (MTB) for gross opportunities.
11
 It should also be 
noted that most studies that empirically document the determinants of foreign 
exchange economic exposure also conduct a cross sectional analysis.  
These studies measured economic exposure in the context of a Capital Asset Pricing 
Model (CAPM). Firms’ returns were regressed on the market portfolio or 
(orthogonalised) market return and dollar exchange rate changes, and the coefficient 
on the exchange rate was the resulting measure of dollar exposure. Examples of such 
studies are: Booth and Rotenberg (1990), Baily and Chung (1995), Nydahl (1999), 
Chow et al (1997b), Jorion (1990), Dominguz and Tesar (2001a; 2006), Williamson 
(2001), He and Ng (2001), Marston (1996), Nance et al (1993), Doukas et al (2003), 
Fraser and Pantzaliz (2004), Priestly and Odegarrd (2007), Huston and Stevenson 
(2010) and Agyei-Ampomah, et al (2012). 
3.5.1.2 Single Currencies or Exchange Rate Index  
One crucial issue affecting the estimation of foreign exchange rate exposure is the 
choice as to whether to use a trade-weighted effective exchange rate index or 
bilateral exchange rates. The bilateral exchange rate includes a currency pair. The 
trade-weighted effective exchange rate index determined according to the weighted 
average for the exchange rates for home versus foreign currencies. Each foreign 
country has a weight, which is identical to its share in the trade. The trade-weighted 
effective exchange rate is most likely to be affected by any changes in the currencies 
                                                          
11
 As outstanding stock is bought and sold in public markets, MV could be used as proxy for the 
public opinion of a company's net worth and is a determent factor in some forms of stock valuation. 
MV is the total value of the issued shares of publicly traded company, it is equal to the share price 
times the number of shares outstanding. MTB is a way of measuring the relative value of a company 
compared to its stock price. MTB is equal market per stock divided by net asset value per stock.  
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of those trading partners who play a crucial role in the economy's imports and 
exports. According to Jorion (1990), the weights for the trade-weighted exchange 
rate are drawn from the Multilateral Exchange Rate Model (MERM), which is 
calculated by the International Monetary Fund. (For more details about how to 
calculate the MERM weights see Artus et al (1981)).
12, 13
  
According to Martin and Mauer (2003a) the detection of exposures would not be 
difficult if bilateral rates were used. A similar argument was also reported by Bartov 
and Bodnar (1994) who inferred that companies may unlike linkage when comparing 
those reported in the trade-weighted index. Dahlquist and Robertsson (2001) stress 
that foreign exchange exposure is obvious when bilateral exchange rates are used.  
Nevertheless, most studies in the literature (Jorion, 1990; 1991; Bodnar and Gentry, 
1993; Bartov and Bodnar, 1994; Chow et al, 1997a) use an exchange rate index to 
capture currency changes; thus avoiding the problem of multicolinearity that arises 
when applying several bilateral exchange rates. However, Nydahl (1999) uses both a 
trade-weighted currency and a single currency, arguing that an individual company 
                                                          
12
 In the USA, The Federal Reserve Board (FRB) computes several measures for the foreign 
exchange value of the dollar: 
1-The US dollar Index is an index of the value of the US dollar compared with (EUR, JPY, GBP, 
CAD, SEK, and CHF). 2-The Board Index (Trade-weighted US dollar Index) is similar to the 
US dollar index in that its numerical value is determined as a weighted average of the foreign 
exchange values of the US dollar against the currencies of a large group of major US trading 
partners. However, it differs according to which currencies are used (Bigger collection of 
currencies) and how their relative values are weighted. 3- The Major Currencies (MAJCUR) 
Index is a weighted average of the foreign exchange values of the US dollar against a subset of 
currencies of the Board index that move around the issuing country. In the UK, the Bank of 
England's effective exchange rate index is used as a measure of the value of sterling against a 
trade-weighted basket of 21 currencies of Britain's major trading partners. A decrease in this index 
means that less foreign currency units can be obtained by one pound. 
13
 In their study, Allayannis and Ofeck (2001), and Jorion (1990) adopted the effective exchange 
rate index as measured in terms of units of domestic currency. The stock return for an exporter is 
likely to increase when domestic currency depreciates, and the company is defined as having a 
negative exchange rate exposure. However, Muller and Verschoor (2007b) adopted the opposite 
position, as the effective exchange rate index is measured in units of foreign currency per units of 
domestic currency. A company is defined as having a positive exchange rate exposure. 
Nevertheless, the former measure of the effective exchange rate is consistent with the straight 
meaning of the bilateral exchange rate. 
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could not be influenced by movements in the index. However, his findings report no 
difference in the results.  
Fraser and Pantzaliz (2004) demonstrate that the foreign exchange economic 
exposure of US multinational firms to exchange rate changes can be affected by the 
foreign exchange rate index used in the estimation.  
Moreover, Rees and Unni (2005) report that firms in three European countries (the 
UK, Germany, France) have more foreign exchange rate exposure when using 
bilateral exchange rates, than the currency index. Lee and Jang (2010, 2011) use a 
travel and tourism weighted index, as the trade in the lodging industry does not 
coincide with trade in the US in general. Recently, Jongen et al (2012), used the 
trade-weighted US dollar (in line with previous literature about foreign exchange 
exposure for US multinationals companies such as Williamson, 2001; Ihrig, 2001; 
Dominguez and Tesar, 2001b; Khoo, 1994). They reported that the precision of 
exchange rate estimates would be increased if the trade-weighted US dollar index 
were separated into seven regional indices. 
3.5.1.3 Nominal or Real Exchange Rates 
One important aspect of the exchange rate variable is whether to use nominal or real 
exchange rates. The nominal exchange rate is not adjusted for inflation. Although 
Choi and Parasad (1995) observe some difference in the results between both, the 
majority of studies state that the use of real against nominal exchange rates has a 
negligible effect on the foreign exchange exposure estimation (Amihud, 1994; Booth 
and Rotenberg, 1990; Bodnar and Wong, 2003; Griffen and Stulz, 2001; and 
Chamberlain et al, 1997). 
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Moreover, according to Bodnar and Gentry (1993), since financial markets cannot 
observe inflation rates instantaneously, it is more likely that investors include the 
impact of nominal exchange rates on stock price.  
Furthermore, it has been observed that real and nominal exchange rates are mutually 
related (Bartram and Bodnar, 2007). 
3.5.1.4 Lagged or Contemporaneous Exposure 
Here the question is whether exchange rate changes affect a firm's cash flow 
immediately or if there is a time lag. 
Under the efficient market hypothesis, stock returns are not concealed in previous 
movements in the exchange rate, as the market should have already included 
important movements in the companies’ future cash flow. Thus, the relationship 
between foreign exchange rates and firm value should be contemporaneous. A 
number of studies support this hypothesis.  
In their study of Japanese firms, He and Ng (1998) tested both lagged and 
contemporaneous effects. They reported that lagged exposure is not significant. 
Moreover, Doukas et al (2003) note a significant relationship between Japanese 
stock returns and contemporaneous exchange rate changes.  
Furthermore, De Jong et al (2006) examine the foreign exchange rate exposure for 
47 Dutch companies and found that for the Dutch companies the relationship 
between exchange rate and stock return is contemporaneous. Their findings are in 
line with those of Bartram and Bodnar (2007), and Nydahl (1999). 
In contrast to the aforementioned studies, a number of studies suggest that if 
companies do not participate in hedging activities, their cash flow is likely to be 
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influenced by previous movements in the exchange rates. Walsh (1994) provides an 
indication that operating income is affected by lagged exchange rate changes.  
Amihud (1994) studies the exchange rate exposure for a portfolio of 32 US exporting 
firms and finds that the contemporaneous effect of exchange rate movements is not 
significant. However, he finds a significant lagged result. 
 Consistent with these results, Bartov and Bodnar (1994) and Chow et al (1997b) 
give indications of a lagged relationship concerning company value and exchange 
rate changes. They attribute the lagged relationship to the time prerequisite among 
investors to observe the relationship between firm values and exchange rate 
movements. 
In their papers, Martin and Mauer (2003a) estimate foreign exchange rate exposure 
for US banks in response to the association between contemporaneous, lagged 
exchange rates and the operating income produced by banks. Their methodology 
includes both lagged and contemporaneous relationships. Martin and Mauer (2003a: 
858) explain that:  
“A lagged association between operating income and exchange rates of up 12 
quarters from lag 0 to lag 12. With a zero lag, the exchange rate is contemporaneous 
in the sense that it represents the movements in exchange rate over the same period 
the bank generate the operating income”. 
3.5.1.5 Time-Variation in the Exposure  
Since a companies’ foreign exchange economic exposure is determined by the 
competition that companies encounter in both domestic and foreign markets, their 
foreign exchange rate economic exposure could alter over time.  
According to previous studies, economic foreign exchange rate exposure varies over 
time. Levi (1994) studies several variables that may vary over time, which in turn 
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lead to time variation in regards to gauging economic foreign exchange rate 
exposure, such as the changeability of the elasticity of demand and the profits 
generated by the companies. 
Amihud (1994), Dominguez and Tesar (2001; 2006), and Jorion (1990) suggest that 
economic foreign exchange rate exposure varies across sub periods. Williamson 
(2001) inspects this feature, using sub period dummies for US and Japanese 
companies, and finds a robust indication that economic foreign exchange rate 
exposure differs across companies according to industry effectiveness. This is 
consistent with the results from Parsley and Popper (2006). 
An additional group of studies, for example, Starks and Wei (2006); Brunner et al 
(2000); examine time variations in economic foreign exchange rate exposure 
according to rolling regressions. Gao (2000) infers that economic foreign exchange 
rate exposure for US multinationals varies according to foreign production and 
foreign sales. In his result, Allayannis (1997) reports that there is an association 
between variations in exports and imports and the variation of economic foreign 
exchange rate exposure for US manufacturing.  
Furthermore, Allayannis and Ihrig (2001) found significant exposure for US 
manufacturing industries, permitting foreign exchange rate economic exposure to 
vary according to import and export share. Doukas et al (2003) suggest that use of 
hedging activities leads to the fact that economic exposure to foreign exchange rate 
changes over time.  
Additionally, Priestly and Ødegaard (2007) inferred that economic foreign exchange 
rate exposure differs according to fluctuations in exporter behaviour and hedging 
activities. Agyei Ampomah et al (2012), using both an unconditional and conditional 
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setup, inferred that foreign exchange rate economic exposure varies over time, as it 
is related to liquidity and growth opportunities (this is in line with previous studies, 
such as that by Huston and Stevenson, 2010). Recently, Chaieb and Mazzotta (2013) 
reported that foreign exchange rate economic exposure changes over time in 
response to business cycle indicators. 
Nevertheless, Bailey and Chung (1995) show no evidence to support the view that 
economic foreign exchange rate exposure changes over time with regard to an 
emerging market.  
3.5.1.6 Nonlinearity  
A number of studies explain the basic idea behind the nonlinearity of economic 
foreign exchange rate exposure as it derives from the knowledge that a company's 
value is a nonlinear function of foreign exchange rates. For example, Ware and 
Winter (1988) report that a company's ability to alter exports and imports related to 
the foreign exchange rate is one reason to use a nonlinear form.  
Giddy and Dufey (1995) stated that one reason for this might be that the use of 
derivatives produces a nonlinear payoff. Moreover, Muller and Verschoor (2006b) 
introduced a nonlinear form of economic foreign exchange rate exposure and found 
that the higher the precision the greater the significance of economic exposure 
estimates. In line with studies of Knetter (1989), Marston (1990; 2001), Priestly and 
Ødegaard (2007) which do not favour linear forms of measuring economic foreign 
exchange rate exposure as citied in previous literature (Jorion,1990; Amihud, 1994; 
Bodnar and Gentry, 1993; Griffn and Stulz, 2001; Dodige et al, 2000) as it is not the 
right way to achieve significant economic exposure. This is consistent with the 
findings of Bartram (2004) who suggest that as companies use linear hedging 
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instruments, nonlinear forms of economic foreign exchange rate exposure would be 
more significant. 
3.5.1.7 Asymmetry Exposure  
The idea behind asymmetric economic exposure comes from the argument that the 
effect of exchange rate movements on companies’ earnings differs over the course of 
the depreciation and appreciation cycle. Bartov and Bodnar (1994) argue that the 
reason for not detecting economic foreign exchange rate exposure is that prior 
studies examine symmetric exposure. Thus, they would be unlikely to consider 
probable asymmetric associations between a firm’s value and foreign exchange 
movements. Koutmos and Martin (2003a) report that 11.11% of their sample has a 
significant asymmetric economic foreign exchange rate exposure. Moreover, they 
infer that company behaviour would differ during the appreciation and depreciation 
cycle, which in turn influences how foreign exchange rates might affect the value of 
a company. In their paper Muller and Verschoor (2006a) reported for 935 US 
multinationals firms that equity returns respond asymmetrically with foreign 
exchange rate changes. Tai (2008) stated that an asymmetric association between the 
value of the company (stock returns) and foreign exchange rate movements was 
considered a gap in the literature and tests for asymmetric economic foreign 
exchange rate exposure. His study found that 58% of US businesses are 
asymmetrically predisposed to influence from foreign exchange rate fluctuations. 
This finding is consistent with the findings of Jayasinghe and Tsui (2008) who 
examined economic foreign exchange rate exposure for 14 Japanese sectoral returns. 
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3.5.1.8 Actual or Orthogonalised Market return  
As will be explained later in the next section, one important approach used to 
estimate economic foreign exchange rate exposure is the market-based approach. 
Within the market-based approach there are two different methodologies: The 
augmented market method proposed by Jorion (1990), and the orthogonal market 
method proposed by Priestly and Ødegaard (2007).  
The former is outlined as follows: 
 
where  is the rate of return on  th the firm's stock,  is the rate of change in the 
trade weighted exchange rate,  is the rate of return on the CRSP value weighted 
market index. A company is justified in being exposed to foreign exchange risk if its 
market value response is either less or greater than the market’s overall response to 
foreign exchange movements. Therefore,  indicates any excess exchange rate 
exposure, either less or greater than the market overall response to foreign exchange 
movements. 
Priestly and Ødegaard (2007) debated the fact that excess exchange rate exposure 
does not permit the unravelling of co-movements between exchange rate and market 
returns. Moreover, they further argued that  measures only expose stock over the 
market return value, and not the total stock exposure to foreign exchange 
fluctuations. 
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Priestly and Ødegaard (2007) further suggest using orthogonalised, not actual as in 
Jorion's model, market returns to estimate economic foreign exchange rate 
exposure.
14
  
However, Priestly and Ødegaard (2007) did not give any response to counter 
arguments about the disadvantages of using an orthogonalised market return on the 
exchange rate as raised in the literature (this will be discussed in detail in subsection 
3.5.2.4).  
Albeit there are downsides to the orthogonalised market method; recently Agyei 
Ampomah, et al (2012) extended the methodology of Priestly and Ødegaard (2007) 
by causing the coefficients and the residue of the orthogonalised regression to vary 
over time.  
If the last study is given as an example to explain the procedure for estimating the 
economic exposure. According to Agyei -Ampomah et al (2012) foreign exchange 
economic exposure is determined by the following equation: 
 
                                                          
14
 To clarify the orthogonalising procedure, I use Gilberto (1985:123-124) terminology. “ If we 
have the following model:::  where  is the return 
on the j th firm's stock during t;  is a suitable equity market index;  is an interest rate factor 
index; and,  is a random disturbance. A nonzero  indicates market interest rate sensitivity. 
When  and are highly correlated, it may be difficult to determine if the OLS estimate of  
is statistically significant. To overcome this, orthogonalising of one of the independent variables is 
used as follows:  
First. Regress on  or vice versa, using OLS. Secondly. Use the residual series from (Eq.1), 
replacing say  (The variable replaced by the residuals is the dependent variable in Eq.1). This 
gives the following model:  OLS is then applied to 
(Eq.2). The assumption is that the resulting coefficient estimates are better, in the sense of isolating 
the individual significance of the estimated and  ”. 
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Where  is return on stock ; is return on market portfolio;  is the 
percentage change in the value of either single currency or basket of currencies;  
is the estimate of the economic exposure and; is the error term.  
However, as  is the aggregation of the individual share value, the market 
portfolio could also be exposed to foreign exchange risk. Thus  does not measure 
the total exposure of stock  to exchange rate, but measures the exposure across the 
market portfolio. Hence the studies by Priestly and Ødegaard (2007) and Agyei-
Ampomah et al (2012) overcome this problem by estimating the orthogonalised 
market return (albeit with the aforementioned disadvantages of this procedure) as 
follows: 
 
where  is the orthogonalised market return that captures the aspect of market 
return that is not correlated with the exchange rate movements. Then (Eq. 3.2) can be 
modified as follows: 
 
where  is the total exposure of stock  to exchange rate movements. 
However, exposure in (Eq.3.4) is constant over time (Jorion's (1990) assumption that 
foreign exchange exposure is constant over time.), and according to Patro et al 
(2002) stock index exposure to foreign exchange risk varies systematically with 
macroeconomic variables. This is why Agyei-Ampomah et al (2012) suggest that 
changes in firm specific factors would lead to variations in exposure of individual 
stocks to exchange rate changes. To account for the time varying risk, they modify 
equations 3.2-3.4 as follow: 
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Where is a dummy variable with a value of 1 if t ϵ year n, where n=1, 2…20, and 
nonzero otherwise.  and  are assumed to follow a 
GARCH(1,1)process
15
.  in(Eq.3.5), in (Eq.3.6) and  in (Eq.3.7) capture 
the yearly exposure of stock  over and above that of the market portfolio, the yearly 
exposure of the market portfolio to foreign exchange movements and the total 
exposure of a stock  to exchange rate fluctuations, respectively. 
They then run cross sectional regression and relate estimated exposure to firm 
specific factors to examine the determinants of economic exposure according to the 
following equation: 
 
Where  refers to exposure of firm ; to exchange rate fluctuations;  is firm's 
's kth explanatory variable; and is the error. 
                                                          
15
  Autoregressive Conditional Heteroskedasticity (ARCH) models are specifically designed to model 
and forecast conditional variances. The variance of the dependent variable is modelled as a function 
of past values of the dependent variable and independent. GARCH (1, 1) model is able to capture 
many stylized facts for stock returns such as volatility clustering. The (1,1) refers to the presence of a 
first-order autoregressive GARCH term(the first term in parentheses) and a first-order moving 
average ARCH term(the second term in parentheses) 
 89 
 
To examine the impact of market return orthogonalisation on the determinants of 
exchange rate exposure, they use , and then , where  and  are 
estimated from (Eq.3.2) and (Eq.3.4), respectively, as the dependent variable in 
(Eq.3.8). 
However, Agyei-Ampomah et al (2012) use a panel estimation approach instead of 
cross a sectional one to improve estimation as follows: 
 
Where is the exposure of a firm in a year n, n=1, 2… 20; is the kth 
explanatory variable associated with firm  in year n;  is the disturbance term. 
(Eq.3.9) is estimated with and then with  as the dependent 
variable. 
 
 
 
3.5.2 Main Approaches for Estimating Foreign Exchange Rate Exposure 
There is no doubt that determining the impact of foreign exchange risk on companies 
is an important step in risk management. As mentioned earlier in this chapter, the 
exchange rate fluctuations influence both the cash flows and stock returns of 
companies. As a consequence, there are two main approaches to quantify the impact 
of fluctuating exchange rates on a firm’s value; this relates to market-based and cash 
flow approaches. 
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3.5.2.1 The Market-based Approach 
When taking a market-based approach emphasis is on scrutinising the effects of 
changes to exchange rate and stock returns. Beginning with the work of Dumas 
(1978) and Adler and Dumas (1980, 1984), proposed foreign exchange exposure 
could be recognised as the sensitivity of stock price returns to exchange rate 
fluctuations. Unquestionably, understanding the amount of foreign exchange 
exposure for a company's equity permits an investor to rise or cut equity assets. 
Since this time, the market-based approach has been utilised in a considerable 
number of studies. Within the market-based approach there are two different 
methodologies: The augmented market method proposed by Jorion (1990, 1991), 
and the orthogonal market method proposed by Priestly and Ødegaard (2007).  
The former method has been followed by a great number of studies for example; 
Amihud (1994), Bodnar and Gentry (1993), Loudon (1993 a, b), Bartov and (2007), 
Bartram and Bodnar (2007), Tai (2008) and Hyde and Bredin (2011).  
Agyei-Ampomah et al (2012); as explained in the previous section, also recently 
followed the latter method. The empirical results for each study will be discussed in 
the next section. 
3.5.2.2 The Cash flow-based Approach 
Alternative approach to measuring the impact of changing exchange rates is to 
scrutinise the sensitivity of cash flows to exchange rate fluctuations. The cash flow – 
based approach has been used in a few studies.  
According to Krapl and O’Brien (2012) within the cash flow-based approach there 
are two different methodologies: The cash flow method for financial firms, 
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proposed by Martin and Mauer (2003, 2005), and the corporate cash flow method 
for non-financial firms, as suggested by Bartram (2007).  
The former has been followed in only one study by Li et al (2009), which was 
established to examine foreign exchange exposure for US insurance firms. The latter 
was followed by Lee and Jang (2010, 2011), who investigated foreign exchange 
exposure for the US tourism and lodging firms. 
3.5.2.3 Description of each approach 
Using a sample of 104 US banks, Martin and Mauer (2005) offered a comprehensive 
evaluation of foreign exchange rate exposure using both an augmented market 
method, as suggested by Jorion (1990; 1991), and the cash flow method proposed by 
Martin and Mauer (2003a). Under the former, the foreign exchange exposure is 
estimated as the sensitivity of stock return to change in the trade -weighted exchange 
rate index, as shown from the following equation: 
 
Where  is the stock return for time t;  is the market portfolio return for time 
t;  is the percentage change in the exchange rate;  is the market exposure; and 
 is the foreign exchange rate exposure. After this the foreign exchange variable is 
measured, using the residual of equation (3.11) as follows: 
 
Where  is the exchange rate at time t;  is the difference in long term 
interest rates at time t;  is the ratio of the real economic activity level in 
country j to the USA at time t;  represents the residual exchange rate factor for 
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country j currency at time t. Thus, the exchange rate factor used in (Eq.3.10) is 
calculated as the percent change in the residual exchange rate factor, , defined in 
(Eq.3.11). 
Conversely, using the cash flow method, foreign exchange exposure is estimated 
according to the sensitivity of the company’s cash flow to exchange rates 
fluctuations. 
Firstly, the unanticipated operating income, , for each bank is estimated through 
the following equation: 
 
Where  is the operating income before adjustment at time t;  is the residual at 
time t. The residual can then be divided by the standard deviation to form the 
standardised unanticipated operating income as used in Eq (3.13). 
Finally, the main estimation model to be applied, as developed by Almon (1965), is 
as follows: 
 
Where  is the standardised unanticipated operating income obtained from Eq 
(3.12);  is the percentage change in the exchange rate;  is the foreign 
exchange exposure over time q; and L the optimal lag length determined by the 
Akaike (1973) criterion. The significance of foreign exchange exposure is 
determined by obtaining the F-statistic when estimating Eq (3.13). 
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The orthogonal market method, proposed by Priestly and Ødegaard (2007), is 
described earlier in subsection 3.5.1.8. 
The final method is the corporate cash flow method for non-financial firms, as 
suggested by Bartram (2007). Bartram (2007) describes an extensive study of 
corporate cash flow exposure, carried out for 6,971 US non-financial companies. 
However, he mentions that his study is not the same as the study by Martin and 
Mauer (2003a, 2005), since they use a cash flow method to estimate foreign 
exchange exposure for 105 US banking firms; he deliberates on other financial 
corporations with unlike corporate goals as directed towards their financial risks. 
The method estimates both stock price and cash flow exposure, and shares these with 
the features of the company features. Firstly, Bartram (2007) explores the association 
between stock prices and variables associated with financial risk, as based on 
Jorion’s (1990) model: 
 
Where  is the stock return for firm j in period t;  is the return on capital 
market index M in period t;  is the percentage of currency S in period t. 
Secondly, he estimates a company’s cash flow according to corporate performance 
measures as an alternative to stock prices, and explores the link between cash flow 
changes and germane financial risks, through the following equation: 
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Where  is a corporate cash flow variable and  is changes in exchange 
rates. Finally, he uses the following to define the link between the exposure of 
company value and aggregate corporate cash flows (cited by Bodnar et al (2002))
16
. 
 
Where V is company value; S is the exchange rate, and CF is the corporate cash flow 
measure of the company. 
3.5.2.4 Disadvantages and advantages of each approach 
Martin and Mauer (2005) assess the pluses and minuses of estimating foreign 
exchange exposure in detail, using both market-based and cash flow–based 
approaches. 
“By its nature, the market-based approach is flexible and forward looking in its 
expectations” (Martin and Mauer, 2005:127).  
Whereas, the cash flow-based approach is past-oriented and focused on the impact of 
exchange rate movements on current cash flow. Anticipations of future exposure are 
not included in the cash flow approach. In practice, if there is an absence of publicly 
available data, the only method that might identify foreign exchange rate exposure is 
a cash flow approach.  
Moreover, “The cash flow approach allows a decomposition of exposure into short 
and long term components. This decomposition is useful for understanding the 
nature of existing exposures” (Martin and Mauer, 2005:128).  
Further, the market–based approach encounters some limitations as a method for 
estimating exchange rate exposure. In their paper, Chow et al (1997a) state that the 
                                                          
16
 This link comes from the notion that that stock prices are considered as the most aggregate 
measure of corporate performance as the present value of all current and future cash inflow and 
outflow (Bodnar et al (2002)) 
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influence of foreign exchange rate changes on company value cannot be evaluated 
by investors, since there is a superior frequency of significant exposure using long 
horizon returns.  
This is elaborated by Martin and Mauer (2005:126), who argue: 
 “That the complex nature of foreign exchange exposure and inadequate financial 
statement disclosures on the extent and management of foreign exchange risk work 
to impede the capital market in its efforts to assess the exposure”.  
 Finally, theoretically, anticipated exchange rate differences are already priced in the 
existing stock prices (market efficiency hypothesis). Thus, it is only unanticipated 
foreign exchange rate movements that can influence a company’s market value 
(Parlapiano and Alexeev, 2012). Li, et al (2009) argues that a market-based approach 
can contain possible estimation errors arising from investor's mispricing of foreign 
exchange rate exposure in stock returns (concerning the differentiation between the 
anticipated and the unanticipated parts of exchange rate differences).  
The augmented market method proposed by Jorion (1990, 1991), has been criticised 
with respect to ideas associated with the connection between exchange rates and 
market risk. Indeed, as mentioned previously in subsection 3.5.1.8, Priestly and 
Ødegaard (2007) argue that excess exchange rate exposure does not allow for the 
unravelling of co-movements between exchange rate and market return. Moreover, 
they further argue that  (in Eq. 3.1) measures only stock exposure over and above 
market returns, not the total stock exposure for foreign exchange fluctuations. 
 The orthogonal market method was proposed by Priestly and Ødegaard (2007) as a 
means to overcome the previous disadvantages of the augmented market method, 
however, there are also disadvantages related to using an orthogonalised market to 
measure returns on the exchange rate. 
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Chow et al, (1997) and Bodnar and Wong (2003) have stated that the main 
distinction between market-based methodologies is the use of additional explanatory 
variables to control changes in the rates of return, and Krapl and O'Brien (2012:3) 
explain this further, commenting that  
“Using an equity index that is orthogonalised against the foreign exchange beats the 
purpose of controlling for the foreign exchange changes on the discount rate”. 
 
Moreover, supporters of orthogonalising believe that by orthogonalising the market 
return on the exchange rate one can take dual advantage: the market factor cannot 
subsume aspects of the foreign exchange exposure present in a stock's return, and the 
Square Error (SE) of the estimate beats both the simple and the multiple regression 
SE's (improving the precision of the estimates). However, Sercu and Vandebroek 
(2006:10) argue: 
“This last effect is illusory: since in any particular sample the simple and the 
pseudo- multiple regression coefficients are always equal to one another, their 
precision must be identical too. They further explain that the source of the problem 
is that the uncertainty about the market's exposure estimate is left out of the 
calculated”. 
3.5.2.5 Refinement of each approach 
Agyei-Ampomah et al (2012) claim that for a sample of 269 UK non-financial 
companies (assessed on data from January 1991-December 2010), not having a 
strong relationship between exchange rate movements and stock returns can be 
attributed to bad modelling. They extend the literature according to three 
innovations, firstly they relaxed Jorion’s assumption that the economic foreign 
exchange exposure is constant over time and uses firm-specific variables, following 
on from Huston and Stevenson (2010), as determinates of foreign exchange 
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economic exposure, such as market capitalisation (MV) for firm size, and market-to-
book ratio (MTB) for gross opportunities. 
As these variables diverge over time, they use a GARCH-based two factor asset 
pricing model (as adopted by Patro et al, 2002) to model the time variations in 
exposure to changes in the foreign exchange. Secondly, they follow Priestly and 
Ødegaard (2007), when using orthogonalised (not actual as in Jorion's model) market 
returns to estimate the relation between exchange rate and economic exposure. They 
extend this methodology by making the coefficients and the residual of the 
orthogonalised regressions vary over time. 
Third, to be consistent with the current trend for avoiding potential estimation biases 
that arise while using cross-sections, a panel approach is used to clarify the 
determinants of foreign exchange on economic exposure. 
All refinement to the methods has been discussed previously, with the exception of 
one modification for the cash flow method. O’ Brien and Krapl (2012) use the 
CRSP/COMPUSTAT intersection of US firms (3523) traded on the NYSE, 
NASDAQ, and AMEX between 1980 and 2010 are used to estimate foreign 
exchange cash flow exposures. They adapt the approach proposed by Martin and 
Mauer (2003a, 2005), by using Equity per share (EPS) data, following Bartram 
(2007). Thus, they substitute operating income in (Eq.3.12) with EPS, as follows: 
 
They conclude that using a bond return as a control variable is better approach than 
an equity index. Moreover, they observed that the foreign exchange estimates with 
no control variable are close to those with the bond return control variable.  
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3.6 Empirical Evidence regarding Foreign Exchange Rate Exposure  
 Certainly, empirical evidence on the impact of foreign exchange rates changes on 
company values is not definitive. The earlier study of foreign exchange rate 
economic exposure is driven by the significant efforts from Adler and Dumas 
(1984), who define exchange rate economic exposure as the sensitivity of a 
company’s stock returns to unanticipated variations in foreign exchange rates. 
The literature that expresses the degree of analysis to foreign exchange rate exposure 
is presented in this section. A thorough report of the methods and results from each 
study is summarised in table 3.2. However, in successive subsections the most 
significant foreign exchange rate exposure studies are detailed. This analysis is 
divided into three subsections: first for Multinational firms; second, for emerging 
markets, and finally for insurance and reinsurance firms, due to their distinct nature 
(as will be deliberated on further in detail in the succeeding chapter). 
3.6.1 Multinational Firms 
The bulk of the studies on multinational firms measure the economic exposure of 
non-financial firms classically using a market–based approach, more precisely the 
augmented market approach. The findings of such trends in the research merely offer 
a weak indication of significant foreign exchange economic exposure. Beginning 
with the work of Jorion (1990) who examined a sample of 287 US multinational 
firms in a regression of stock returns on changes in a foreign exchange rate index. 
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The results of this regression show that only 15 companies (5.2% of the sample) 
have a statistically significant foreign exchange rate exposure at a 5% level of 
significance. He also found a negative relation between exchange rates and returns. 
With regard to portfolio tests, in his subsequent paper, Jorion (1991) notes that only 
35% of all portfolios have significant economic exposure. Similarly, Simkins and 
Laux (1997) noted that only 28% of US firms’ industry portfolios show a significant 
foreign exchange rate economic exposure. 
These outcomes have driven a long list of researchers to study the effect of exchange 
rate movements on stock returns. Bodnar and Gentry (1993) investigated whether 
there is significant industry specific foreign exchange rate exposure affecting US, 
Japanese, and Canada based multinational firms. They conclude that there is a 
significant difference in exchange rate exposure across industries (at the level of 5% 
US 23%; 25%; 21%). In an additional study of the economic exposure of US 
companies, Amihud (1994) found no significant exchange rate economic exposure 
for a sample of 32 US exporters. Bartov and Bodnar (1994) discussed the problem of 
weakly significant evidence of a contemporaneous exchange rate effect. They used 
lagged variables in their model estimation. However, this provided no evidence 
about the relationship between a firm’s value and foreign exchange changes. Choi 
and Prasad (1995) examined the exchange rate sensitivity of 409 US multinationals 
and found that 14.9% of individual firms and 10% of industry portfolios in their 
sample had significant economic exposure (at the level of 10%). Consistent with this 
finding, Dukas et al (1996) also report that only 10% of their sample (1402 US 
firms) have significant exposure.  
After measuring their sample (404 US manufacturing companies), Miller and Reuer 
(1998a) stated that only 15% have significant economic exposure. 
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Outside the US, Loudon (1993 a, b) studied foreign exchange rate economic 
exposure for 141 Australian firms and found a figure of 10.6% (when estimating 
exposure for individual firms) and 30% (when estimating exposure at industry level) 
best represented significant exposure. 
In their paper, He and Ng (1998) studied 171 Japanese firms and found that 26.3% of 
their sample had significant foreign exchange economic exposure. In Germany, 
Bartram (2004) examined 373 of nonfinancial firms and found (at the level of 5%) 
merely 7.5% that of them had significant economic exposure. Of 47 Swedish 
companies, Nydahl (1999) acquired a figure of 17% as having significant economic 
exposure. In his paper, Priestly (2005) reports no significant economic exposure at 7 
non-financial Norwegian firms. 
In another line of research, some studies observe companies in several countries. 
Griffen and Stulz (2001) find that economic exposure due to foreign exchange rates 
is small. Moreover, Doidge et al (2006) offer a detailed analysis of the foreign 
exchange economic exposure of 17,929 companies from Asia, Europe, and North 
America. Their study found only 8.2% of the sample had significant exposure. This 
result is consistent with the results of Bartram and Karolyi (2006), who observed 
limited significant economic exposure in the US and Japan, and 18 other European 
countries. 
The weaknesses in the practical evidence with respect to exchange rate and 
economic exposure has inspired several studies that have raised some issues with 
regard to methods and data.  
Certain studies explain the lower significant economic exposure to the use of only 
contemporaneous exchange rate effects. In his study of US exporters, Amihud 
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(1994) detects some evidence of lagged economic exposure. This is consistent with 
the results of Bartov and Bodnar (1994, 1995). However, studies by Walsh (1994) 
and Donnelly and Sheehy (1996) find fragile significant lagged exchange rates. 
Moreover, Doukas et al, (1999) find no significant lagged economic exposure. 
Another stream of studies refer to the weak significance of economic exposure to 
unconditional exposure (exposure is assumed to be constant over time). Williamson 
(2001) postulates that time variations affect economic exposure in the automotive 
industry in line with movements in the competitive settings within the industry. 
Moreover, Doukas et al (1999) offer an indication of significant time-varying 
economic exposure in Japan. Francis et al (2008) at the industry level, give evidence 
of time varying economic exposure in the US.  
 Bodnar et al (2002) suggest that economic exposure is associated with pass-
through
17
. Aallyannis and Ihrig (2001) show that economic exposure differs in 
response to industry markups. Following this approach, several studies have 
provided significant results based on conditional economic exposure (Agyei-
Ampomah et al, 2012; Roache and Merritt, 2006; De Santis and Gerard, 1997, 1998; 
Dumas and Solnik, 1995). However, according to Bartram and Bodnar (2012:771): 
“They have not provided investors with estimates of the required return premium per 
unit of exchange rate exposure”. 
 Additional clarification for the low significance of exchange rate economic 
exposure is that the classical approach (the augmented market approach) only 
measures linear exposure (Bartram, 2004). 
                                                          
17
 Pass-Through denotes the influence of the exchange rate on the exporter’s value in foreign 
exchange rate. 
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A large number of studies explore the non-linear and asymmetric characteristics of 
economic exposure (Miller and Reuer, 1998b; Bartram, 2004; Koutmos and Martin, 
2003b; Muller and Verschoor, 2006; Tai, 2008). Kutoms and Martin (2003b), find 
that exchange rate exposure is asymmetric over different appreciation depreciation 
periods. Priestley and Ødegaard (2007) examined non-linear and asymmetric forms 
of exposure, and with limited evidence, they suggested that models are marginally 
more significant when exposures are specified as non-linear. 
Although the results of these previous studies incorporate more significant economic 
exposure, this merely applied to a small number of companies. Bartram (2004) 
examine economic exposure to German firms, using both linear and non-linear 
exposure. He finds the percentage of significance is 14.5% for non-linear and 8.3% 
for linear exposure. This is why Bartram (2004) states that this approach is not 
sufficient to clarify the exposure problem. In addition, it has been argued that weak 
significance could be attributed to choices between a trade-weight index and a 
bilateral exchange rate. Fraser and Pantzalis (2004) suggest that foreign exchange 
economic exposure is reliant upon the kind of foreign exchange rate index used. 
 When exploring bilateral exchange Miller and Reuer (1998a) find only 15% of their 
sample have significant exposure. Bartram (2004) uses both trade–weight index and 
bilateral exchange rate. He finds that a bilateral exchange rate provides a higher 
exposure (7.8%) to (7.5%) for TWI. 
Aggarwal and Harper (2010) suggest that using an index (basket of currencies) may 
give misleading estimates of foreign exchange economic exposure, since some 
companies may be exposed to a currency that is not related to the index used to 
estimate foreign exchange economic exposure. Extra studies have therefore been 
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proposed to concentrate on the influence of time horizons for the return control on 
the significance of economic exposure. 
Chow et al (1997 a, b) and Bodnar and Wong (2003) suggest that the significance of 
economic exposure increases with the increase in the time horizon for returns. As 
imposed via the augmented market method, there are control variables such as rate of 
return for the market index. These control variables have two rules: first, they 
warrant that economic exposure estimates captures merely effect exchange rate 
fluctuations that are not associated with these control variables; second, they also 
reduce the standard error.  
This motivated Priestly and Ødegaard (2007) to propose the orthogonalised market 
method to achieve higher significance for economic exposure. However, as 
mentioned earlier this procedure has resulted in some arguments. 
Recently, a paper by Zhou and Wang (2013) investigated foreign exchange exposure 
for 148 non-financial UK firms, and found that only 9.46% of firms have significant 
foreign exchange economic exposure at the 10% level (using Jorion's model). 
However, a recent study published in the same year by Agyei-Ampomah et al (2012) 
argues, using a sample of 269 UK non-financial firms (from January 1991-December 
2010), that not having a strong relationship between exchange rate movements and 
stock returns can be attributed to bad modelling. The latter study finds 14.9% (using 
Jorion's model) 74.8% (using GARCH-TVC Model) and 85.13% (using 
Orthogonalised GARCH TVC Model
18
).  
                                                          
18
 A multivariate GARCH-TVC model with smoothly time varying correlation is used to overcome 
biasness in tests of changes in correlation among equity returns. 
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As previous studies have not delivered company’ manager with estimates of the 
necessary return premium per unit of exchange rate exposure, Bartram and Bodnar 
(2012:771) state that  
“Our goal is to better understand the role that exchange rate exposure plays in the 
return generating process of firm”. 
3.6.2 Emerging markets 
According to Arnold and Quelch, 1998 the current literature defines emerging 
markets as those that have two features: first countries whose government's plans are 
focused on promoting economic liberalisation and acceptance of a free-market 
system and, secondly, countries that are facing fast economic growth. In the light of 
this definition Hoskisson et al (2000), state that there are 64 emerging markets in the 
world: 51 developing countries in Asia, Latin America, Africa, and the Middle East, 
as identified by the International Financial Corporation, and 13 transitional 
economics, listed by the European Bank for Reconstruction and Development. 
Only a few studies have examined the exchange rate exposure of emerging markets 
at the firm or industry level. Madura et al (1999) measured bias and accuracy 
applying three different time-series based methods to forecast emerging market 
currencies. Their work identified a strong indication of estimate bias for all methods. 
Kho and Stulz (2000) studied foreign exchange exposure in the banking sector in 
five East Asian countries during the Asian financial crisis. They found currency 
depreciation had a negative impact on the sector's stock returns in Indonesia and the 
Philippines. Burkart and Coudert (2002) ascertained types of currency crises in 
emerging countries. Kimayz (2003) illustrated that 47% of his sample involving 109 
Turkish firms was exposed to currency fluctuations. Cavlo and Mishkin (2003) 
offered a detailed discussion of the debate when selecting an exchange rate regime 
 105 
 
for emerging market countries. Phylaktis and Ravazzalo (2004) added to the 
literature by including foreign exchange risks when pricing estimated stock returns 
for emerging markets. 
Indeed, the crises in emerging markets in the 1990s show how exchange rate changes 
can disturb firms located within them. Aghion et al (2001) attributes foreign 
exchange crises to the appearance of foreign-currency debt. Allayannis et al (2003) 
show that the performance of East Asian firms around the Asian crisis was negative 
influenced by three types of debt: domestic-currency debt, foreign-currency debt, 
and artificial domestic-currency debt. Aguiar (2005) shows that received firms with 
heavy exposure to short term debt denominated in foreign currencies had relatively 
low levels of investment in the years following the Peso depreciation 1994. 
Dominguez and Tesar (2006) found most of the Thai firms in their sample had a 
negative exposure to local currency depreciation. 
Parsley and Popper (2006) assessed the level of foreign exchange exposure among 
companies in Asia Pacific countries and studied whether detected exposure is related 
to the pegged exchange rate regime. Their study finds that a number of Asia-Pacific 
firms have significant exposure to foreign exchange fluctuations in the pound, the 
US dollar, the euro and the yen. Moreover, they noted that fixed exchange rate 
countries have reduced impact from foreign exchange exposure than other countries. 
Carrier and Majerbi (2006) provide evidence about the unconditional pricing of 
exchange risk in stock in emerging markets. Tai (2007) studies whether there is pure 
contagion relationship between stock and foreign exchange markets in six Asian 
countries during the 1997 Asian crisis. In their paper, Chue and Cook (2008) 
detected the total exposure of emerging market equities to exchange rate movements. 
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 Fornes and Cardoza (2009) scrutinised the influence of the movements in the 
exchange rate on the value of Spanish companies operating in Latin America. Fiess 
and Shankar (2009) examined the determinants of exchange rate regime switching in 
emerging markets. Fornes (2009) claimed that a holistic approach; making decisions 
based on different areas (Finance, Marketing, Strategic Management, and Operation 
Management) is necessary to defend the value of investment against the foreign 
exchange movements risk in emerging markets.  
Finally, Lin (2011,2012) examined the influence of foreign exchange rate 
movements on equity returns in Asian emerging markets. Their study finds that 
foreign exchange exposure settled more significant during the 1997 Asian crisis. 
3.6.3 Insurance and Reinsurance Companies 
With respect to insurance and reinsurance, the present literature concentrates on the 
influence of foreign exchange rate movements on firm value and the use of hedging 
activities.  
Beginning with the work of Louberge (1979, 1983) gives a comprehensive overview 
to international reinsurance operations and illustrates that reinsurance is unprotected 
relative to foreign exchange risk, and cannot be fully balanced by traditional 
methods.  
In reference to a reinsurance company functioning in the international market, 
Agmon and Kahne (1979) studied the balancing of the investment and liability 
portfolios. They proposed a model that captures and analyses two effects: firstly the 
compensating influence of return on investments denominated in foreign currency, 
 107 
 
and the extra influence risk resulting from the unpredicted variations of exchange 
rate.  
Fleming (1986) examines how annual statements from foreign subsidiaries are 
translated into US dollars. He presents certain examples of different translation 
approaches used and then evaluates simple cases to understand the influence of these 
approaches on annual statements. 
In his paper, Simon (1991) explains the ordinary approaches a company might apply 
to reduce or avoid foreign exchange rate movements. He suggests that reinsurance 
companies cannot evade foreign exchange risk, although they can lessen its effect. 
Duncan and Hayne (1991) reported on the difficulty of dealing with various 
currencies from the point of London insurance and reinsurance market. They 
clarified the prominence of estimating foreign exchange rate liabilities and matching 
them through appropriate assets. 
19
 
Law (1995) scrutinises aspects of financial change subsequent to alterations in the 
foreign exchange rate for medical insurance policies that are denominated in a 
currency different to that in which protected medical costs are sustained. 
With regard to the using of hedging
20
 (see next chapter) in the insurance industry, 
Hentschel and Smith (1997) describe risks in the derivatives market as applicable to 
the insurance industry. They offer a model of hedging that captures the major 
hedging notions. In the same line, Colquitt and Hoyt (1997), explain the 
                                                          
19
 Matching means arranging assets and liabilities so that the cash flows generated by the assets can 
be expected to meet the liability payouts, either because the assets generate income of the right 
amount at the right time or because the market values of the assets are linked to the market values 
of the liabilities appropriately. 
20
 Hedging refers to action taken to protect the value of a portfolio against a change in market 
prices. Hedging involves holding offsetting positions in assets or portfolios the values of which are 
expected to respond identically to market changes. 
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determinants of hedging with futures and options by life insurers. Cox and Pedersen 
(1998) provide models that can be used in valuation of currency derivatives such as 
options and futures. Moreover, Cummins et al (2001) examine the derivatives assets 
of US insurers and they test a number of hypotheses regarding insurer participation 
and decisions in derivatives markets.  
Models that measure the possible effects of foreign exchange risk on mixed currency 
insurance products were described by Mange (2000). Blum et al (2001) assessed the 
practical features of foreign exchange risk to further explain different approaches for 
handling foreign exchange risk. They also conducted Dynamic Financial Analysis 
(DFA)
21
 to show that currency movements could have an effect on reinsurer 
operations. 
Gorvett (2001) discusses the institutional methods that are used against foreign 
exchange rate movements. Ma and Pope (2003) investigated the determinants of 
international insurer's involvement in the foreign market. They showed that foreign 
insurers are more present in countries with a higher GDP. In their paper Kong and 
Singh (2005) focused on the asset allocation decisions made by life insurance 
companies in emerging markets.  
With regard to examining foreign exchange exposure in insurance companies, there 
are only two studies: Connelly et al (2009); and Li et al (2009). The former examines 
the association between stock returns and exchange rate movements at 68 insurance 
firms listed on the stock exchange around the Asia –Pacific region (eleven 
                                                          
21
 DFA is a great –gauge computer simulation means for the incorporated financial modelling of 
insurance corporate intended at finding policies that have positive influence on the profitability of 
insurance companies. 
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countries). Using a market-based approach, the study finds that foreign exchange 
movements affect company value among publicly listed insurance companies. 
 The latter paper provides documentation regarding the degree of foreign exchange 
exposure for 73 US insurance companies predominantly in life and non-life 
segments.
22
 Using a cash flow-based approach, the paper shows that life and non-life 
insurers have similar risk exposure management tactics. Nevertheless, the last two 
papers fall short of measuring foreign exchange exposure, as germane to insurance 
companies. 
Firstly, both papers ignore the distinct feature of insurance companies; asserting that 
economic exposure is not important for these types of companies, as mentioned 
earlier in subsection (3.4.3). Secondly, both papers (more specifically, the latter) 
shifted between two important functions related to these companies; Foreign Direct 
Investment (FDI) and reinsurance. 
 According to Moosa (2002:1): “FDI is the process whereby residents of one country 
(the source country) acquire ownership of assets for the purpose of controlling the 
production, distribution and other activities of a firm in another country (the host 
country)”. However, reinsurance is (as will be shown in next chapter), is “The 
shifting of part or all of the insurance originally written by one insurer to another 
insurer” (Rejda, 2001:572). 
This does not mean that the US insurance companies do not acquire FDI, but Li et al 
use a cash flow proxy as follows: “Sales (net) minus Cost of Goods Sold and Selling, 
General, and Administrative expenses before deducting Depreciation, Depletion and 
Amortisation” (Li et al 2009:313). Sales in insurance refer to insurance premiums, 
thus should not use, “A measure of insurance activity given by the total average US 
inflows and outflows of FDI in insurance” (Li et al 2009:314). 
 In fact, Li et al (2009) should have used a measure of inflow and outflow of US 
reinsurance operations. This is confirmed by the fact that the paper acknowledges 
                                                          
    
22
 Life insurance covers death, disability, health, and unemployment. Whereas, non-life covers 
property such as fire, theft, and car accident.  
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that these seven countries “Represent almost 79% of world insurance premiums, with 
the US market alone accounting for 38.1%” (Li, D et al, 2009:315). 
 
3.7 The Derivation of Research Questions 
 Several studies have suggested that fluctuations in foreign exchange rates can 
considerably influence a company’s cash flow (e.g. Agyei Ampomah et al., 2012; 
Zhou and Wang, 2013; Chiab and Mazzotta, 2013; Fornes, 2009; Marston, 2001; 
Levi, 1994). Egyptian insurance companies deal directly with foreign exchange rates 
and so, via their international reinsurance operations, they face exposure to exchange 
rate fluctuations (i.e. US dollar). 
 In light of this, the broad research problem that this study seeks to address is: 
Is the foreign exchange transaction exposure of Egyptian insurance companies significant 
and, if so, what type of exposure is it (short term or long term)? 
In seeking to address this broader research question, three additional research 
questions were derived. This section clarifies precisely how from the literature 
review, and is summarised according to the following points: 
 3.7.1 Which method was used to model the interplay of foreign exchange rates 
with other economic variables? 
Martin and Mauer (2003) and Li et al. (2009) used the fundamental method to model 
the foreign exchange rate with other economic variables (inflation and interest rate), 
for the purpose of gauging financial firms’ foreign exchange rate exposure; 
alternatively, Blum et al., 2001 used the technical method. However, Blum et al. 
(2001:32) suggest that when deciding on an approach to perform this type of 
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modelling the approach, the technical is generally preferred over the fundamental. 
Given this observation, the first two questions cover determination of the preferable 
method to model the foreign exchange rate; namely, is it fundamental or technical? 
 
 
 
 
 
 
 3.7.2 The type of the study  
An important aspect of the literature on foreign exchange rate exposure is whether to 
employ a firm level or an industry level analysis. 
Khoo (1994) emphasises that an industry level analysis is less noisy than an 
individual study. However, he argues that this procedure is only possible if grouped 
firms are working in the same industry. Opting for industry level is not an 
uncommon approach, according to the literature of foreign exchange exposure (e.g. 
Agyei-Ampomah et al., 2012; Caporale et al., 2009; Chit et al., 2009; Patro et al., 
2002; Jorion,1990; Bodnar and Gentry, 1993; Chow et al., 1997b).  
In contrast, Miller and Reuer (1998a) and Doukas et al. (1999) argue that this form 
of analysis introduces bias to the results, since it assumes that no heterogeneity exists 
among firms. This view is shared by Li et al. (2009), who prefer a firm level analysis 
to avoid the averaging effects that arise from grouping firms together. 
Is foreign exchange rate exposure significant for every Egyptian insurance 
company (A firm level study), when using a technical (statistical) method to 
model the interplay of foreign exchange rates with other economic 
variables? 
 Is foreign exchange rate exposure significant for every Egyptian insurance 
company (A firm level study), when using a fundamental (economic) method 
to model the interplay of foreign exchange rates with other economic 
variables? 
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As this study has employed a firm level study in RQ1 as well as RQ2, the final 
research question is also addressed using an industry level study. 
 
 
 
3. 8 Summary  
The observed indications, as described in the literature, regarding the impact of 
exchange rates movements on firm value are inconclusive. The high level of 
international involvement by insurance companies through international reinsurance 
operations supports the need for additional research in this area. This study 
contributes to the literature by providing evidence from an emerging insurance 
market that has experienced prolonged inflation during the time period studied. 
This chapter has reviewed the literature in the fields related to this study. The first 
section discussed the literature that deals with multinational companies, and second 
part presented the pertinent literature assessing emerging markets. Finally, the main 
studies on insurance and reinsurance companies were introduced. 
Due to the gap between insurance and economics, prior studies on currency risk 
problems, as related to insurers have remained very limited. In general, prior 
research has emphasised currency risk from the point of view of reinsurers. 
Moreover, to the best of the author’s knowledge, no study has yet conducted a 
comprehensive analysis of currency risk in emerging insurance markets from the 
perspective of cedant companies. 
Is foreign exchange rate transaction exposure significant for the whole 
insurance industry (an industry level study)? 
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The main aim of this study is to fill a gap in the foreign exchange risk management 
literature, especially from the perspective of the emerging insurance companies. This 
chapter provided a critical and extensive review of the literature on foreign exchange 
rate exposure in the context of multinational, emerging markets and insurance and 
reinsurance companies.  
Three research questions emerged from the literature review: 
Research Question one 
Is foreign exchange rate exposure significant for all Egyptian insurance companies (a 
firm level study), when using fundamental (economic) analysis to model the 
interplay of foreign exchange rates with the other economic variables involved? 
Research Question two 
Is foreign exchange rate exposure significant for all Egyptian insurance companies (a 
firm level study) when using technical (statistical) analysis to model the interplay of 
foreign exchange rates with the other economic variables involved? 
Research Question three 
Is foreign exchange rate exposure significant for the whole insurance industry (an 
industry level study)?  
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Table 3.1 the results of studies on foreign exchange rate exposure 
The columns below list the authors, the methodology used to estimate foreign 
exchange exposure, the type of exposure being estimated, the sample, the features of 
each study, the period, the determinants of foreign exchange rate exposure, and the 
primary results (variables [lag] (sign /significance level/percentage of significant 
firms). To illustrate the finding column, let us take the first study as an example: % 
∆USD (5/67) this means that 67% of firms have significant foreign exchange 
exposure to the USD at 5% level of significance.  
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Authors 
 
 
 
 
 
Methodology
(Market-
based/Cash 
Flow -based) 
 
 
 
 
 
Type of  
Exposure 
 
 
 
 
 
 
Sampled firms 
 
 
 
 
 
Features 
(frequency/contr
ol variables) 
 
 
 
 
Data 
Period 
 
 
 
Determinants 
of Foreign 
Exchange 
Exposure  
 
 
 
 
 
Findings 
Booth/Rot
enberg(19
90) 
Market- 
Based 
Economic 156(CAN) Monthly data 
No control 
variables 
1979-83 Foreign sales 
Foreign debt 
Foreign assets 
%∆USD(5/67) 
Jorion(199
0) 
Market- 
Based 
Economic 287 
multinational 
US 
 
40 
multinational 
US 
 
40 portfolios 
Monthly data 
 
 
Market index 
1971-87 Foreign 
sales/total 
sales 
%∆TW15(5/5.2) 
 
%∆TW15(5/7.5) 
 
 
%∆TW15(5/15) 
Jorion 
(1991) 
Market- 
Based 
Economic 20 portfolios 
(NSYE firms) 
(US) 
Monthly data/ 
Market index 
 
 
APT factors 
1971-87 Foreign 
sales/total 
sales 
 
%∆TW15(5/20) 
 
 
%∆TW15(5/35) 
 
 
Bodnar 
and 
Gentry 
(1993) 
Market Based Economic 39 
portfolios(NYS
E, AMEX) US 
 
19 Portfolios 
(TSE) (CAN) 
 
20 Portfolios 
(Nekkei500firm
s) (JPN) 
Monthly data/ 
Market index 
1979-88 
 
1983-88 
 
Foreign asset 
Market value 
Exports 
Imports 
non-tradable 
goods 
%∆TW6(5/23.1) 
 
%∆TW6(5/21.1) 
 
 
%∆TW6(5/25) 
Louden 
(1993a) 
Market- 
Based 
Economic 141 (AUS) Monthly data/ 
Market index 
1984-89 Market value 
of equity. 
%∆TW(5/10.6) 
Louden 
(1993b) 
Market- 
Based 
Economic 23 indices 
(AUS) 
Monthly data/ 
Market index 
1980-91 Market value 
of equity. 
%∆TW(5/30.4) 
Amihud 
(1994) 
Market- 
Based 
Economic 3 Portfolios (32 
exporters) US 
 
4 Portfolios (32 
exporter) US 
Monthly data 
 
Quarterly data 
1979-88 Market value 
of equity. 
%∆TW15 
[1](5/33.3) 
 
%∆TW15 
[2](5/50) 
Bartov 
and 
Bodnar 
(1994) 
Market- 
Based 
Economic 208 US  Quarterly data/ 
Market index/ 
Pooling. 
1979-90 Market value 
of equity. 
%∆TW6[1](10/5/
76) 
Khoo 
(1994) 
Market- 
Based 
Economic 98 mining AUS Monthly data/ 
 
Market index. 
 
1980-87 Market value 
of equity. 
%∆US(5/8.2)%∆
JPY(5/6.3) 
%∆DEM(5/4.3) 
%∆GBP(5/17.8) 
%∆MXN(5/14.3) 
%∆ZAR(5/12.2) 
Levi 
(1994) 
Market- 
Based 
Economic 1 index (TSE 
paper and wood 
index) (CAN) 
Monthly data/ 
Interest rate 
 
Market index 
 
 
1970-85 The elasticity 
of demand in 
the foreign 
market 
%∆GBP(10/100) 
%∆JPY(10/100) 
 
%∆GBP(10/100) 
%∆TW(10/100) 
Choi/Prasa
d (1995) 
Market- 
Based 
Economic 409 
multinational 
US 
Monthly data/ 
Market index. 
 
1978-89 Foreign asset 
Foreign 
operating 
%∆TW10(10/14.
9) 
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20 portfolios 
(409 
multinational 
firms US 
Market index/ 
Interest rate. 
 
Market index. 
 
Market index 
/Interest rate. 
profit 
foreign sales 
 
%∆TW10(10/14) 
 
%∆TW10(10/10) 
 
%∆TW10(10/10) 
Prasad and 
Rajan 
(1995) 
Market-Based Economic 20 portfolios 
(765 NSYE 
firms) US 
 
12 Portfolios 
(60 firms) DEU 
 
25 Portfolios 
(147firms) JPN 
 
17 Portfolios 
(89firms)GBR 
Monthly data/ 
Market index/ 
Interest rate. 
1981-89 Market value 
of equity. 
%∆TW16(5/15) 
 
%∆TW16(10/16) 
 
%∆TW16(10/4) 
 
 
%∆TW16(5/5.9) 
 
 
Simkins 
and Laux 
(1997) 
Market- 
Based 
Economic 395(Fortune 
500)US 
 
 
25 
portfolios(413fi
rms)US 
Monthly data/ 
Market index 
1989-1993 Foreign 
sales/total 
sales 
industrial 
diversification 
%∆TW131(5/14) 
 
 
%∆TW131(5/32) 
 
Allayannis 
(1997) 
Market- 
Based 
Economic 137 Portfolios 
(manufacturing 
firms) US 
 
124 Portfolios 
(manufacturing 
firms)US 
Monthly data 
 
Market index 
Time-varying 
exposure. 
1979-86 
1987-90 
The level of 
imports and 
exports 
%∆TW101(5/29) 
 
 
%∆TW101(5/37) 
 
Chow, Lee 
and Solt 
(1997a) 
Market- 
Based 
Economic 65 Portfolios 
(US) 
Monthly data 
1-month return 
3-months return 
6-monthes return 
12-monthes 
return 
2-years return 
3-years return 
4-years return 
1977-89 Market value 
of equity. 
 
%∆TW6(10/9.2)
%∆TW6(10/13.8) 
%∆TW6(10/32.3) 
%∆TW6(10/64.6) 
%∆TW6(10/75.4) 
%∆TW6(10/67.7) 
%∆TW6(10/84.6) 
 
Chow, Lee 
and Solt 
(1997b) 
Market- 
Based 
Economic 213 
multinational 
firms (US) 
Monthly data 
 
1-month return 
3-months return 
6-monthes return 
12-monthes 
return 
2-years return 
3-years return 
4-years return 
 
5-years return 
 
1977-91 Total assets 
Market value 
of equity 
Foreign 
sales/total 
sales (foreign 
sales ratio) 
 
 
%∆TW6(5/2.3) 
%∆TW6(5/5.6) 
%∆TW6(5/12.7) 
%∆TW6(5/27.2) 
%∆TW6(5/54.5) 
%∆TW6(5/74.6) 
%∆TW6(5/81.7) 
 
%∆TW6(5/89.2) 
 
 
Chow/Che
n (1998) 
 
Market- 
Based 
 
Economic 
 
1110 firms 
(JPY) 
 
Monthly data 
Dividend 
yield/spread 
between long-run 
and short-run 
yield. 
1-monthe return 
3-months return 
6-months return 
12-months return 
24-months return 
 
1975-92 
 
Exports 
Non–tradable 
goods. 
dividend yield 
 
 
 
 
 
 
%∆TW14(5/30.1) 
%∆TW14(5/23.4) 
%∆TW14(5/35) 
%∆TW14(5/47.4) 
%∆TW14(5/69.8) 
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Domingez 
(1998) 
Market- 
Based 
Economic 18 industry 
portfolios(JPY) 
Weekly data 1984-95 Market value 
of equity. 
%∆USD(5/38.9) 
 
He and Ng 
(1998) 
Market- 
Based 
Economic 171 
multinational 
firms (JPN) 
Monthly data/ 
Market index. 
1978-93 Market value 
of equity 
  
Export ratio 
dividend pay-
out ratio 
quick ratio 
book-to 
market equity  
%∆TW9(5/26.3) 
 
Miller and 
Reuer 
(1998a) 
Market- 
Based 
Economic 404 
manufacturing 
firms(US) 
404 
manufacturing 
firms (US) 
 
Monthly data 
 
 
 
 
 
Market 
index/Interest 
rate 
1988-92 
1988-92 
Foreign 
assets/total 
assets. 
 
%∆JPY%∆CAD
%∆MXN(5/13.6) 
%∆DEM%∆KR
W%∆HKD(5/14) 
%∆JPY%∆CAD
%∆MXN(5/13.6) 
%∆DEM%∆KR
W%∆HKD(5/17) 
 
 
Nydahl 
(1999) 
Market-based Economic/ 
translation 
47 Swedish 
firms 
Weekly data 1992-1997 Foreign sales 
ratio 
%∆TW(5/55) 
 
Brunner, 
Glaum 
and 
Himmel 
(2000) 
Market- 
Based 
Economic 71firms (DEU) Daily data 
 
 
Market index 
1974-97 Foreign sales 
ratio 
%∆USD(5/55) 
 
 
%∆USD(5/31) 
 
 
Allayannis 
and Ihrig 
(2001) 
Market- 
Based 
Economic 82industry 
portfolios (US) 
Monthly data 
Market index 
1979-95 Foreign sales 
ratio 
%∆TW(5/22.2) 
Griffn and 
Stulz 
(2001) 
Market- 
Based 
Economic 58 industry 
indices (JPN) 
Weekly data 
Market index 
1975-97 Foreign sales 
ratio 
%∆USD(5/65.5) 
Pantzalis, 
Simkins 
and Laux 
(2001) 
Market- 
Based 
Economic 220 
multinational 
firms (US) 
Monthly data 
Market index 
1989-93 Foreign 
sales/total 
sales 
%∆TW(5/15) 
Bodnar 
and Wong 
(2003) 
Market- 
Based 
Economic 910 firms (US) Monthly data 
 
1-month return 
3-months return 
6-months return 
9-months return 
12-months return 
2-years return 
3-years return 
4-years return 
5-years return 
Market index 
 
1-month return 
3-months return 
6-monthes return 
9-months return 
12-months return 
2-years return 
3-years return 
4-years return 
 
5-years return 
 
 
1977-96 Foreign sales 
ratio 
 
 
%∆TW(5/14.6) 
%∆TW(5/27.3) 
%∆TW(5/21.4) 
%∆TW(5/14.8) 
%∆TW(5/14.4) 
%∆TW(5/16.1) 
%∆TW(5/23.5) 
%∆TW(5/32.3) 
%∆TW(5/43.8) 
%∆TW(5/52.5) 
  
%∆TW(5/22.5) 
%∆TW(5/31.2) 
%∆TW(5/24.3) 
%∆TW(5/23.5) 
%∆TW(5/23.5) 
%∆TW(5/23.9) 
%∆TW(5/29.5) 
%∆TW(5/43.6) 
%∆TW(5/54.5) 
%∆TW(5/61.1) 
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Doukas, 
Hall and 
Lang 
(2003) 
Market- 
Based 
Economic 1079 firms 
(JPY) 
Monthly data 
Orthogonalisation 
1975-95 Foreign 
sales/total 
sales/ 
Debt /total 
assets 
%∆TW(5/14.1) 
 
%∆USD(5/14.3) 
 
 
Kiymaz 
(2003) 
Market -
based 
Economic 109 firms 
traded on the 
Istanbul Stock 
Exchange (ISE 
Monthly data 1991-1998 Foreign 
involvement  
%∆ 
USD,EUR(5/47) 
Martin 
and Mauer 
(2003a) 
Cash flow-
based 
methodology 
Economic 
and 
Transaction 
105 US banks Quarterly data 1988-1998 Operating 
income. 
Interest rate 
Foreign 
exchange rate 
 
%∆USD/GBP(10
/37) 
 
%∆USD/CAD(10
/31) 
 
%∆USD/DEM(/1
0/19) 
 
%∆USD/JYP(/10
/36) 
 
 
%∆USD/MXP(/1
0/27) 
 
 
Bartram 
(2004) 
Market- 
Based 
Economic 373 non-
financial 
corporations 
(DEU) 
Monthly data 
Market index 
1991-95 Firm liquidity 
foreign 
sales/total 
sales 
%∆TW18(5/7.8) 
%∆USD(5/8.3) 
 
  
 
Domingue
z and 
Tesar 
(2006) 
Market-based 
methodology 
Economic 2387 firms 
from 8 
countries 
Weekly data 1980-1999 Foreign sales 
competitive-
ness 
%%∆ 
USD/GBP(5/13.1
) 
 
%∆USD/JPY(5/2
1) 
 
%∆ 
USD/Euro(Neth)(
10/14.6) 
 
%∆ 
USD/THB(5/15.4
) 
%∆ 
USD/CLP(5/3.5) 
 
 
%∆ 
USD/Euro(Fran)(
5/7.5) 
 
%∆ 
USD/Euro(Ger)(5
/11.3) 
%∆ USD/Euro 
(Ital)(10/6.5) 
 
 Bartram 
and 
Karolyi(20
06) 
 Economic 701 
multinational 
firms (18 
European 
countries, US, 
JPN) 
Weekly data 
Market index 
1990-2001  %∆TW(5/9.9) 
 
Doidge,  Economic 17,929 non- Monthly  1975-99 Market value %∆TW(5/8.2) 
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Griffen 
and 
Williamso
n(2006) 
financial firms 
(18 countries) 
Market index of equity 
 
Foreign 
sales/total 
sales 
 
Bartram 
(2008) 
Market -
based 
methodology/
Cash flow-
based 
Economic US Non-
financial firms 
Corporate 
performance 
measure 
 Market 
capitalisation 
Foreign sales 
%∆TW(5/13.2) 
Chue and 
Cook 
(2008) 
Market based economic 931 companies 
from 
15emerging 
markets 
Weekly stock 
returns 
1999-2006 Market 
capitalisation 
Debt to market 
capitalisation 
Export to GDP 
Import to GDP 
%∆TW(5/40.2) 
Li et al 
(2009) 
 
Cash-flow 
based 
Economic 
and 
transaction 
(downside 
as 
insurance 
companies 
with respect 
to its 
premiums 
does not 
have an 
economic 
exposure 
according 
to Blum et 
al 2001) 
73 US 
insurance 
companies 
Quarterly data 1990-2003 Operating 
income. 
Interest rate 
Foreign 
exchange rate 
%∆USD/GBP(10
/73) 
 
%∆ 
USD/JPY(10/71) 
 
%∆USD/Euro(Ne
th)(10/42) 
 
%∆ 
USD/CHF(10/51) 
 
 
%∆ 
USD/Euro(Fran)(
10/55) 
 
%∆ 
USD/Euro(Ger)(1
0/59) 
%∆ 
USD/CAD(10/37
) 
 
Connelly 
et al 
(2009) 
Market-based Economic/t
ransaction 
exposure 
(downside 
as 
insurance 
companies 
with respect 
to its 
premiums 
does not 
have an 
economic 
exposure 
according 
to Blum et 
al2001) 
68 Asian 
insurance firms 
from 11 Asian 
countries.  
Monthly returns 2002-2003 Hedging 
activities. 
Dividend 
payout ratio. 
Market-to 
book ratio 
%∆ USD(10/48) 
Lee and 
Jang 
(2010) 
Market-based 
(with 
applying 
Bartram 
method 
(2008)) 
Economic  1783 US 
lodging firms 
Quarterly data 
Nonlinear 
exposure 
 
Corporate 
performance 
measure 
2000-2008 Traveller 
demand 
behaviour 
 
T-bills 
%∆TTWI(10/65) 
Lee and 
Jang 
(2011) 
 Market-
based(with 
applying 
Economic  18 US tourism 
related firms 
Quarterly data  
Contemporaneou
s  
2001-2008 Foreign 
income. 
Foreign sales 
%∆TTWI(5/78) 
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Bartram 
metohd,2008)
) 
and lagged 
exposure 
Nonlinear 
function for 
modelling 
exposure. 
Corporate 
performance 
measure. 
Investment. 
Financing 
Operations. 
Total 
purchases by 
the demand. 
 
Agyei-
Ampomah 
et al 
(2012) 
Different 
Market based 
Methodologie
s:Jorion’s 
Model 
 
 
 
 
 
 
 
 
GARCH-
TVC Model 
 
 
 
 
Orthogonalise
d GARCH-
TVC Model 
 
 
 
 
 
 
Economic  269 UK non-
financial firms 
 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Weekly data. 
Orthogonalisation 
 
Time-varying 
exposure 
January 
1991-
December
2010 
Market 
capitalisation 
 
Quick ratio 
 
Debt -to-asset 
ratio 
 
Market –to-
book ratio 
 
 
 
 
%∆TWC(5/14.93
)%∆UDS%∆EUR
O%∆JPN 
(5/30.5)  
 
 
 
%∆TWC(5/74.84
)%∆UDS%∆EUR
O%∆JPN 
(5/78.07)  
 
 
 
 
%∆TWC(5/85.13
)%∆UDS%∆EUR
O%∆JPN 
(5/96.65)  
 
 
 
 
 
Zhou et 
al(2013)  
Market based Economic  148 UK non-
financial firms 
Weekly data 1999 Foreign sales 
to total sales 
%∆TWC(10/9.4) 
 
Yip and 
Nguyen 
(2012) 
Market- 
based 
methodology 
Economic  200 Australian 
resources firms 
Monthly data 2006-2009 Foreign sales 
 
Liquidity ratio 
%∆AUD/USD(5/
56) 
Jongen et 
al(2012) 
Market-based 
methodology 
Economic  634 US 
multinational 
Daily data 
1-month 
1-month 
1-month 
1-month 
1-month 
1-month 
1-month 
 
 
 
 
 
 
 
 
 
 
 
 3months 
1999-2009 Market 
capitalisation 
 
Foreign 
sales/total 
sales 
 
%∆USD/CAN(5/
25.8) 
%∆TWC/EU((5/1
6,70) 
%∆TWC/UK(5/2
3.04) 
%∆TWC/Asia(5/
16.43) 
%∆TWC/Australi
a(5/17.31) 
%∆TWC/Latin 
America(5/15.06) 
%∆TWC/South 
Africa(5/8.77) 
 
 
 
%∆USD/CAN(5/
28.8) 
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 3months 
 
 
 
 
3months 
 
 3months 
 
 3months 
 
 3months 
 
3months 
 
 
 
 
12 months 
 
12 months 
12 months 
 
12 months 
 
 
12 months 
 
12 months 
 
12 months 
%∆TWC/EU((5/1
8.7) 
%∆TWC/UK(5/2
7.29) 
%∆TWC/Asia(5/
17) 
%∆TWC/Australi
a(5/19.2) 
%∆TWC/Latin 
America(5/24.3) 
%∆TWC/South 
Africa(5/19.3) 
 
 
 
%  
∆USD/CAN(5/37
) 
%∆TWC/EU((5/3
3) 
%∆TWC/UK(5/4
1) 
%∆TWC/Asia 
(5/60) 
%∆TWC/Australi
a (5/25.77) 
%∆TWC/Latin 
America 
(5/61.54) 
 
%∆TWC/South 
Africa (5/51.75) 
This study  Cash flow-
based 
methodology 
Only 
Transaction  
exposure 
23 Egyptian 
insurance 
companies 
Quarterly data 
 
 
 
 
 
 
2001-2009 Operating 
income. 
Net premiums 
Inflation 
Foreign 
exchange rate  
%∆USD/EGP(10/
22) 
 
%∆USD/EGP 
(10/35) 
 
%∆USD/EGP(10/
0) 
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The next chapter will assess the foreign exchange rate transaction exposure, as it 
affects Egyptian insurance companies, by employing the fundamental way to model 
the relationship between the foreign exchange rate and other economic variables. 
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Chapter Four 
Modelling Foreign Exchange Rate Transaction Exposure using the 
Fundamental (economic) way to model the interplay of foreign 
exchange rates with other economic variables 
 
4.1. Introduction 
This chapter investigates research question one: 
RQ1. Is foreign exchange rate exposure significant for all Egyptian insurance 
companies (a firm level study), when using fundamental (economic) analysis to 
model the interplay of foreign exchange rates with the other economic variables 
involved? 
Due to the continuing globalisation of the financial markets, research is increasingly 
designating and characterising global finance as a synchronised system. A persuasive 
incentive for extra research development is to match the importance of modelling 
foreign exchange rate transaction exposure to worldwide risk management, through 
in-depth empirical research and examination of domestic and global foreign 
exchange rate exposure and risk management strategies. To date, much of the work 
on global foreign exchange rate exposure and risk management research relates to 
single country studies (e.g. El-Masry et al (2007), Fraser and Pantzalis (2004), Jorion 
(1990), Muller and Verschoor (2006) Nydahl (1999) and Agyei-Ampomah et al 
(2012)). 
A significant characteristic of the existing study is the selection of Egypt to provide 
an example of the necessity for evolving concrete foreign exchange rate transaction 
exposure risk management strategies for an emerging insurance market. There are 
numerous reasons for selecting Egypt as the nominated country for study. Firstly, a 
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practical consideration was the fact that it was possible to secure the necessary data 
from the Egyptian insurance companies. Moreover, the increase in the economic 
evolution of Egypt as an emerging country. Additionally, the business situation in 
Egypt has experienced dramatic reform over the previous decade. In the 1980s and in 
the context of the state in economic actions, Egypt approved economic reform 
strategies through correcting the economy with a steady bundle of economic plans, 
with the goal of liberalising the national economy. Egypt was considered a late 
adopter of the market economy in 1991, when it undertook an Economic Reform and 
Structural Adjustment Program (ERSAP), encouraged by the International Monetary 
Fund (IMF) and the World Bank (WB). However, the transfer in the direction of a 
directed free market economy categorised by free trade and the employment of a 
market pricing instrument in the 1990s, in comparison to market limitation and 
controls in the 1970's and 1980's, embodies a definition of the government, private 
sector organisations and the insurance market in particular. There is evidence that 
suggests that Egypt altered its structure from a communist economy to a capitalist 
economy (Shawki, 1997; and Abdel Shahid, 2003). This means Egypt has certain 
features common to developing countries, but in the framework of moving to a 
western style market economy. Next came the introduction of the government 
ERSAP in 1991, Egypt started to implement a privatisation program aimed at 
expanding the private sector, while decreasing portions of the public sectors, 
together with a revival of a Stock Exchange Market. As it grew, revenues increased 
by up to 98 per cent over three years (2003-2005). This in turn, attracted more local 
and foreign investment; thus, movement occurred in sequential jumps and the 
average number of daily transactions sometimes attained more than L.E 2 billion 
(ESIS, 2005).  
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Investigations of the Egyptian market have shown that Egypt's economic reform, as 
well as its privatisation programs, have had a positive impact on the growth of its 
capital market; not only setting Egypt up as one of the leading markets in the Middle 
East North Africa region, but also preparing the exchange for globalisation (Omeran, 
2002; and Abdel Shahid, 2003). The revolution in January 2011 had a two-fold 
effect on the economy. The Egyptian Revolution of January 2011 had a considerable 
influence on the insurance sector. According to Andreas Pullman, 2011 (Client 
Management Executive, MENA Region, Munich Reinsurance Company) the losses 
to the Egyptian economy following the Egyptian Revolution in January 2011 were 
estimated at L.E 1.2 billion.
23
 Moreover, the devaluation of the Egyptian pound also 
caused high inflation.  
However, the revolution has since had positive consequence for Egypt. The 
government is now placing more emphasis on controlling investments in science and 
technology. Egypt also remains a country known for yielding benefits to foreign 
investors, due to its unique position in the world. 
The Egyptian Government drastically enlarged social expenditure to address public 
discontent, but concurrent political uncertainty caused economic growth to slow 
significantly, reducing government's revenues. The government has since been 
utilising foreign exchange reserves to support the Egyptian pound. Moreover, the 
economy has undergone huge damage, due to labour demonstrations and turbulence. 
                                                          
23
 Pullman, A. 2011 ''Where We Are and Where to From Here- An Assessment and Facts: The 
Impact of The Egyptian Revolution on the Reinsurance Market ' On invitation of the American 
Chamber of Commerce in Egypt. Cairo, May 02, 2011.  
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Furthermore, the devaluation of the Egyptian pound has produced inflation and high 
unemployment.  
 However, in October 2012 the government launched an important project to boost 
the economy: the “Development of the Suez Canal region”. Gregor Irwin (the head 
of the Economic Management in the British Ministry of Foreign Affairs), while 
visiting Egypt in 2011 stated that: 
 “Egypt has been and remains an attractive place for foreign investments and 
business for its historical and strategic positioning in the world”.  
Finally, following The revolution in 30 June 2013(the mass protests more than 33 
millions) that were called by Tamarod movement, Egyptian citizens overthrew the 
regime of the Muslim brotherhood. A new roadmap for the future has been put 
through. The chief justice of the Supreme Constitutional Court has been given the 
task of running the country’s affairs during the transitional period until the election 
of a new president. The announcement of this roadmap has reduced the depreciation 
of the Egyptian pound against the US dollar.  
Hence, Egypt represents a unique opportunity for empirical research to gain insight 
into the need for a solid risk management strategy for foreign exchange transaction 
exposure within the insurance industry. This is crucial to address the shortage of both 
adequate foreign exchange risk management and hedging tools in Egyptian insurance 
markets. Finally, this will be the first time that a modelling of foreign exchange 
transaction exposure has been applied to the entire financial sector in Egypt, which 
includes banking, insurance companies and other investment companies that operate 
internationally. 
 127 
 
In seeking to answer question one; this chapter adopts a cash flow–based 
methodology, as proposed by Martin and Mauer (2003, 2005) to identify the main 
focus of the sensitivity of the company’s transaction exposure to fluctuations in the 
exchange rates. 
The structure of this chapter is presented in Figure 4.1.below. Section 4.2 offers an 
overview of fluctuations of foreign exchange rate in Egypt within the study period. 
Section 4.3 presents the motivation for using a cash flow-based approach. Section 
4.4 points out the determinants of foreign exchange transaction exposure for the 
Egyptian insurance companies. Section 4.5 describes the cash flow based 
methodology used to measure foreign exchange rate transaction exposure. 
Econometric methods that are used in this chapter are presented in section 4.6. 
Section 4.7 presents data and descriptive statistics. Section 4.8 explains the data 
analysis process. Section 4.9 delivers the main findings. Finally, section 4.10 
concludes. 
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Figure 4-1 the Structure of Chapter 4 
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4.2. Summary of exchange rate fluctuations in Egypt 
The currency change affecting the US dollar in Egypt during the study period is 
illustrated in tables 4.1 below 
Table 4.1: Annual Currency change against the US dollar in Egypt (2000-2009) 
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 
-7.7% -17.8% -0.2% -26.9% 0.4% -7.0% 0.5% 3.6% 0.0% 0.5% 
Source: IMF International Financial Statistics Data. 
The following figure shows the USD against the EGP during the study period. 
 
Figure 4.2: The USD/EGP exchange rate during the period 2002-2009. 
 
4.3 The motivation for using a cash flow-based methodology  
Several factors regarding using a cash flow based methodology for gauging foreign 
exchange rate transaction exposure for Egyptian insurance companies suggested 
benefits to the researcher. Firstly, because the Egyptian insurance companies 
(observed in this study) are not publicly trading companies that offer their stocks, 
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shares, or bonds for sale to the general public, typically through the Egyptian stock 
exchange, the cash flow-based methodology is the only method available to identify 
foreign exchange rate transactions exposure. That is why, as mentioned previously, 
market-based methodologies are beyond the scope and purpose of this study. 
 Secondly, the cash flow-based methodology is useful for identifying insurance 
companies that have transaction exposures to exchange rates against the US dollar, 
and according to Martin and Mauer (2005:125):  
“The use of the cash flow methodology permits a decomposition of exposure into 
short and longer-term components”.  
Thus, it allows for valuation of the presence and virtual position of short and long-
term exposures. This feature is beneficial for considering the natures of transaction 
exposure as foreign exchange risk management activities are expected to vary for 
each insurance company, depending on their specific exposures. 
Thirdly, as explained previously in chapter two, the cash flow-based methodology 
employs both lagged and contemporaneous effects of exchange rate fluctuations on 
cash flow. Finally, the cash flow concept (more precisely, operating income) is 
crucial to any insurance and reinsurance company. A cash flow model is a 
mathematical projection of payments arising from a financial transaction. The 
practical work of insurance and reinsurance companies involves the management of 
various cash flows. These are simply sums of money, which are paid or received at 
different times. The timing of cash flows may be either known or uncertain. In 
insurance and reinsurance companies, investment income can be received in relation 
to positive cash flows (premiums), i.e. those received before negative cash flows 
(claims and expenses); for example, a premium received by an insurance company 
from a policy holder. Some of the premiums might be used to cover costs associated 
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with setting up an insurance policy. The remainder of the premiums could be put into 
a bank account. Investment income, in this case interest, will be earned on the money 
in the bank account until the money is needed to cover further expenses or payments 
to the policyholder. In analysing the nature of the insurance industry, Barnir (1990) 
identified cash flow and investment as important components for monitoring 
solvency in the industry.  
 
4.4 The determinants of foreign exchange rate transaction exposure for the 
Egyptian insurance companies 
As mentioned previously in chapter two, Bartram (2007:1) establishes that: 
“Firms in the financial sector are characterised by different attitude towards 
financial risks given their business objective”.  
Moreover, a recent paper by Agyei-Ampomah et al (2012:2) states that  
“The determinants of currency exposure are model-dependent”. 
Furthermore, El-Masry et al (2007:626) state that one key factor that restricts their 
study of financial firms is: 
“The complexity of foreign exchange rate exposure and risk management practices 
used by financial firms”. 
This provides evidence that reveals significant facts about how the determinants of 
foreign exchange rate transaction exposure differ, not only between financial and 
non-financial firms, but also among financial firms themselves (as will be discussed 
in the next chapter in detail). However, as this study is focused only on foreign 
exchange transaction exposure to exchange rates against the US dollar for the 
Egyptian insurance companies, as a consequence of their international reinsurance 
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operations; it employs the same determinants as those used in the literature released 
by financial firms
24
 (Martin and Mauer, 2003; 2004, 2005; Li et al 2009).  
Thus, the study uses the terms operating income, foreign exchange rate, interest rate 
and Gross Domestic Product (GDP). However the study also contributes an inflation 
factor as a macroeconomic variable to explain alterations in the exchange rate (as 
will be shown in the next section).  
 
4.5 A cash flow methodology to gauge foreign exchange rate exposure for 
Egyptian insurance companies 
This thesis adopts a similar three-stage design process to that found in recent 
literature (the cash-flow-based approach), where the main focus is on the sensitivity 
of a company’s cash flow to variations in the exchange rate (Martin and Mauer, 
2003; 2004; 2005). The main aim of this method is to estimate foreign exchange rate 
transaction exposure for each insurance company, by measuring the association 
between the operating income produced by an insurance company and lagged and 
contemporaneous exchange rates.  
The associations between unanticipated operating income and short-term and long-
term exchange rate movements are best described using a distributed lag model. 
However, this study develops two crucial methodological innovations to address this 
approach (specifically in this chapter), more precisely, pertaining to the second and 
                                                          
24
 Rendering to the industrial grouping of the DataStream: insurance companies, banks, fund 
managers and property firms are financial firms. 
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third stages. Firstly, the study contributes an inflation factor as a macroeconomic 
variable, using this to explain fluctuations in the exchange rate. Ferson and Harvey 
(1997) indicate that the Purchasing Power Parity (PPP) tells us that exchange rate is 
related to inflation. Indeed, a currency will be incorrectly valued if there is a high 
level of inflation in that country, or if inflation levels are supposed to be rising. This 
is because inflation corrodes purchasing power, and increases demand for that 
currency. Inflation's effects on an economy are diverse and can be either positively 
or negatively felt. The negative effects of inflation represent a decrease in the real 
value of money and other monetary items over time; doubts about future inflation 
may adversely affect investment and saving.  
With high inflation, purchasing power is reallocated from those on fixed nominal 
incomes, such as pensioners whose pensions are not indexed to the price level, to 
those with variable incomes, whose earnings may better keep pace with inflation. 
This reallocation of purchasing power can also occur among international trading 
partner. Where fixed exchange rates are imposed; higher inflation in a second 
economy will affect the first economy's exports, as they will become relatively more 
expensive, upsetting the balance of trade. There may also be negative impacts on 
trade proceeding from any increased instability in currency exchange prices, 
produced by alterations in inflation. To gauge inflation in an economy it is necessary 
to use objective means to predict differentiating fluctuations in nominal prices on a 
common set of goods and services, as compared to price shifts that result from 
fluctuations in value, such as volume and quality. Inflation is usually assessed by 
calculating the inflation rate of a price index, commonly the Consumer Price Index 
CPI. The consumer price index measures the prices of a collection of goods and 
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services, as purchased by a “typical consumer”. The inflation rate is the percentage 
rate of change in price index over time. 
A range of methods has been used in an effort to control inflation. A fixed exchange 
rate is usually used to stabilise the value of a currency. Under a fixed exchange rate 
regime, a country's currency is tied in value to another single currency or to a basket 
of other currencies. This essentially means that the inflation rate in the fixed 
exchange rate country is determined by the inflation rate of the country that the 
currency is pegged to. In addition, a fixed exchange rate prevents a government from 
amending domestic monetary policy in order to achieve macroeconomic stability. 
Before the 1970s, most countries around the world had currencies that were fixed to 
the US dollar. This limited inflation in those countries, but also exposed them to 
danger from speculative attacks. After the Bretton Woods agreement broke down in 
the early 1970s, countries gradually turned to floating exchange rates. However, in 
the latter part of the 20th century, some later reverted to fixed exchange rates as part 
of an attempt to control inflation; one example of this is Saudi Arabia. This explains 
why it is important to include an inflation factor as a macroeconomic variable to 
explain the change in exchange rates, especially as the study is concerned with the 
Egyptian insurance market that is suffering from continuous inflation.  
Secondly, Martin and Mauer (2003; 2004; 2005) determine optimal lag based on the 
Akaike Information Criterion (AIC). This study determines optimal lag based on the 
lowest absolute t-statistic (coefficient / standard error). This procedure is consistent 
with a recent paper by Krapl and O’Brien (2012). 
In the first stage, unanticipated operating income is estimated for each insurance 
company. A popular assumption in the empirical literature is to use a seasonal 
 135 
 
random walk model
25
 to estimate the unexpected quarterly operating income (e.g. 
Bowen et al, 1987; Browen, 1993; Walsh, 1994; Martin and Mauer, 2003, 2005; Li 
et al, 2009). More precisely, the study estimates a time series for unexpected 
quarterly operating income for each insurance company as the residual, , by 
regressing the previous four-quarter lagged values of operating income on the 
current values as shown in the following:  
 
Where  is operating income before adjustments for depreciation
26
 for insurer  
at time t;  is the residual or unanticipated operating income for insurer  at time t; 
 are regression coefficients for insurer  at time t. Also,  is the mean of the 
seasonal difference for insurer , which represents the average annual trend in the 
data and is assumed to be constant. 
 According to Li, et al (2009: 308) “This seasonal trend model(Eq.4.1) has one 
significant advantage that it is relatively stable and will not be affected by sudden 
changes in the data within a 1-year period” 
The standardised unanticipated operating income variable, , is derived by 
dividing the residuals (OLS residuals) by their standard deviation (  = / ) 
                                                          
 
25
 It is not uncommon to use a random walk approach when assessing accounting data. Hopwood 
and Schaefer (1989) state that the random walk model has extensive suitability when employed 
with income data. Moreover, Albrecht et al (1977) indicate that time-series models do not forecast 
as accurately as the random walk model. Furthermore, Martin and Mauer (2003) argue that the 
effects of trend-dominated influences on bank activities and the macroeconomic elements that may 
misperceive the exchange rate cash flow association are removed when using a seasonal random 
walk to obtain unanticipated operating income variables. Since, as is the case in Martin and Mauer 
(2003), the companies in this study have only 32 quarterly observations; this study is prevented to 
use sophisticated time-series models. 
26Adjustments for depreciation are excluded since they are mostly affected by a company’s foreign 
exchange rate translation exposure (Walsh, 1994).  
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which is a common practice in the literature27 (e.g. Ball and Bartov, 1994; Walsh, 
1994; Martin and Mauer, 2003, 2005; Li et al, 2009) for use in (Eq.4.3). 
In the second stage, the foreign exchange rate is estimated and the residual (which 
captures the unexplained change in foreign exchange rates) is obtained. The study 
estimates the foreign exchange rate variable, FOREX, using the residual of the next 
equation: 
 
Where: 
 
 
 
 
Where:  
  is used to represent the relative change in spot exchange rates, given by the 
ratio of , the exchange rate for the US relative to the Egyptian pound at time t 
to  
                                                          
27
 Martin and Mauer (2005) argue that the conversion of raw data into the standardised 
unanticipated operating income variables results in reducing the spurious relationships that may 
arise from the use of lagged exchange rates as independent variables (Eq.4.3). 
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 is used to represent the parity condition regarding spot interest rates, given 
by the ratio of  and , which are the long-run government bond 
yield for the US and Egypt at time t, respectively. 
 is used to act as a proxy for the difference in the relative changes in 
economic output for the US and Egypt.  and  are the level of real 
economic activity in the US and Egypt, respectively at time t.  is used to 
represent the CPI inflation rate, given by the ratio of , the inflation index for 
the US relative to the inflation index for Egypt at time t.  is 
the residual of the estimated model; or in other words, it captures the exchange rate 
variation not explained by the variation in interest rates, economic activity and CPI 
inflation rate. 
The third stage includes estimating the sensitivity of unanticipated operating income 
(from the first stage), to contemporaneous and lagged foreign exchange variables 
(from the second stage). The unanticipated operating income  for each 
Egyptian insurer and the contemporaneous and lagged foreign exchange variables 
 are then used for estimating transaction exposure to exchange rate risk for 
each insurer, as follows: 
 
 
Where  is the intercept for insure ;  are foreign exchange exposure 
coefficients, which represent the sensitivity of cash flows to short and long-run 
exchange rate changes (to be estimated) for insurer  and  is the stochastic error 
term. 
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Following Martin and Mauer (2003; 2005) the study estimates (Eq.4.3) using the 
polynomial distributed lag (PDL) technique developed by Shirley Almon (1965). As 
the degree of the polynomial is largely subjective, this study follows Martin and 
Mauer, 2003, 2005; in using a third degree polynomial (to be discussed in the next 
section) 
 Significant foreign exchange rate transaction exposure is considered by the F-
statistic produced from estimating (Eq.4.3). The  follows the Almon technique 
(1965), where  is the maximum lag length, up to 12 quarters. The optimal lag 
period for each insurance company is determined by the lowest absolute value of the 
t-statistic (coefficient / standard error) for each insurer.  
The model expressed in (Eq.4.3) permits a lagged relationship between exchange 
rate movements and operating income of up to 12 quarters; hence  may take on the 
values of 0 to 12. With zero lag, the exchange rate is contemporaneous in the sense 
that it represents movement in the exchange rate over the same period in which the 
insurer generates operating income. Previous studies report some evidence that 
exchange rate changes affect operating income with a lag (for example Walsh (1994) 
and Bartov and Bodnar (1994)). 
4.6 A Review of Econometric Methods in Time Series Analysis  
 This section gives a summary to the econometric methods used in this chapter. A 
time series is a set of data connected in time with a definite ordering given by the 
sequence in which the observations occurred. The basic steps in analysing time 
series data involve investigating stationarity, testing for cointegration if the first 
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difference used for any variables included in the estimation model, and investigating 
seasonality. 
4.6.1 Unit Root  
 The time ordering of the data matters a great deal since the moments of the 
distribution of a time series variable (for example it’s mean and its variance) often 
change through time. A stationary series is one whose, for example, its mean and its 
variance do not change over time. Figure 4.3 illustrates the shape of a stationary time 
series 
 
   Figure 4.3 the Shape of stationary time series 
 
On the other hand, a non-stationary series is one that its mean and its variance do 
change over time. Figure 4.4 shows the shape of a non-stationary time series. 
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Figure 4.4 the Shape of non-stationary time series 
 
Testing for a unit root or non stationarity is one of the most important steps in time 
series data analysis. There are two primary reasons that make us want to know 
whether the series contains a unit roots. First, because in the presence of unit roots, 
the usual central limit theorem that underlines the asymptotic standard normal 
distribution for the t-statistic does not apply, the t-statistic does not have an 
approximate standard normal distribution even in large sample sizes, and thereafter 
we cannot make statistical inferences about regression model parameters using the t 
and F statistics in the usual way
28
 (Wooldridge, 2000). Second, testing the variables 
for a unit root might help examine whether different variables are driven by the same 
data generating process and avoid spurious regressions.  
Testing for stationarity is supported by using the Dickey-Fuller test (1979), the 
Augmented Dickey-Fuller test (1981) and the Phillips-Perron (1988) tests.  
                                                          
28
 According to (Wooldridge, 2001) the central limit theorem states that the average from a random 
sample for any population ((with finite variance), when standardized has an asymptotic standard 
normal distribution i.e. the distribution of the estimator is collapsing around the parameter as the 
sample size gets large.   
 141 
 
According to (Bourbonnais, 2003) understanding both the Diekey –Fuller test (DF), 
and the (ADF) requires distinguishing between two types of non-stationary 
processes: Trend-Stationary Process (TSP) and Difference –Stationary Process 
(DSP) 
 A TS time series has deterministic trend, a TSP is stationary around the trend line. It 
takes the following form: 
 
This model is non-stationary since its mean  is related to time. The simplest 
way to make such a time series stationary by estimating the parameters , , by lest 
square method and deduct . 
A DS time series has a variable/stochastic trend. It is non-stationary model and it 
takes the following from: 
 
A DS models are non-stationary and could be stationary by using difference as 
follows 
 
Where is constant, D is the lag operator, and d is the difference degree. Commonly 
that (d=1). These models take two different processes: 
 If = 0, the model is called DS without drift and it is written as follows: 
 
Since  is a white noise, it is called the Random Walk model 
 If  0 the model is called DS with drift and is written as in (Eq.4.5) 
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The DF and ADF can be applied to determine whether a time series is TS or DS. 
 
Dickey-Fuller (DF) test  
DF test is usually run by one of the three following regression formulas 
(Bourbonnais, 2003): 
  Autoregressive model of order one AR (1). 
 Autoregressive model with constant. 
Autoregressive model with a trend. 
In each of the three previous equations the hypotheses are as follows: 
   
  
If is accepted in one of the previous equations, that means that the time series is 
non-stationary. 
In (Eq.4.10) if is accepted and b is significant different of 0, so the model would 
be TS type. 
DF test assume that the error term is uncorrelated. Therefore, the ADF test was 
developed to include this assumption. 
Augmented Dickey –Fuller (ADF) test 
According to (Bourbonnais, 2003: 234) this test is based on the assumption 
 and estimate the following models by least square method: 
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The value of p can be determined by either Akaike or Shwarz criterion. 
Phillips Perron (PP) test 
This test aims to get non-parametric correction for the ADF statistics to consider the 
serial correlation in the error term. 
 
The following flow chart (figure 4.5) gives a simple methodology for the unit root 
test 
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 Figure 4.5 Strategy simplified for unit root tests. Source (Bourbonnais, 
2003:236). 
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 4.6.2 Cointegration
29
  
Economically speaking two variables will be cointegrated if they have a long-term 
relationship between them. 
 In the case that the unit root test reveals non-stationary, the traditional approach has 
been to take the first difference  and use 
them in place of  and  in the estimated equation. It should be noted that the first 
difference should not be used until the residuals have been tested for cointegration. 
Cointegration means that although individual variables might be non-stationary, it is 
possible that a linear combination of two or more time series can be stationary. 
 According to Gujarati (2004:823) “there are two simple methods to test 
cointegration: the DF and ADF unit root test on the residuals estimated from the 
cointegrating regression and the cointegrating regression Durbin-Watson test” 
DF and ADF tests are known in the cointegration context as Engle-Granger (EG) and 
Augemented Engle-Grange (AEG) tests (1987), and they are simple to apply as we 
get the residuals from the estimated equation and test this residual with DF or ADF 
test that were explained earlier.  
 4.6.3 Seasonality  
                                                          
29
 An analogy for nonstationarity and cointegration (taken from the obituary for Clive Granger in the 
Guardian newspaper): Nonstationarity: Drunkard’s walk. Position at any point in time is equal to his 
position one period ago plus a random walk. Cointegration: Two faithful dogs accompany the 
drunkard. Viewed in isolation, each dog’s progress is a random walk. The difference between their 
position to each other and the drunkard are both, on average, constant. Over a long time horizon, the 
path of the dogs is defined by that of the drunkard: their individual paths are cointegrated. 
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 According to Gujarati, 2004:312) “many economic time series based on monthly or 
quarterly data exhibit seasonal patterns (regular oscillatory movements)”. 
Checking for seasonality can be conducted by plotting graphs on the original data 
and examining the frequency of persistent fluctuations. Often it is desirable to 
remove the seasonal factor from a time series. The process of removing the cyclical 
seasonal movement from a time series and extracting the underlying trend 
component of the series is known as Deseasonalisation or Seasonal Adjustment, and 
the time series that obtained is called deseasonalised or seasonally adjusted time 
series. There are several methods of deseasonalising a time series (Diebod, 2007). 
Eviews 7 (the one that is used in this study) package provides different methods to 
remove the seasonal factor from a time series. Tramo and Seat is one popular 
method. 
Tramo refers to Time series Regression with ARIMA noise, Missing observation and 
Outliers. Tramo performs estimation, forecasting and interpolation of regression 
models with missing observations and ARIMA errors, in the presence of possibly 
several types of outliers. Seats refer to Signal Extraction in ARIMA time series and it 
performs an ARIMA based decomposition of an observed time series into 
unobserved components. The two programs were developed by Victor Gomez and 
Agustin Maravall (1998). This method firstly linearises a series using Tramo and 
then decomposes the linearised series using Seats. 
 4.6.4 Distributed-lag models 
 A distributed lag model explains the current value of Y as a function of current and 
past values of X.  reacts to  with a lapse (lag) in time. The following equation 
illustrates this: 
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 is the partial derivative of  with respect to (as it gives the change in the 
mean value of  following a unit change in in the same period). (Eq.4.14) is also 
called autoregressive model (dynamic model). It is assumed that have finite sum 
(the model is called finite lag distributed model).According to (Gujarati 2004:664) in 
economic time series data, succeeding lags are likely to be highly correlated, and this 
will result in multicollinearity problem. That is why some prior (theoretical) 
consideration regarding  should be brought when estimate distributed lag 
models. 
 
The Koyck Approach to estimate Distributed lag model 
According to (Gujarati, 2004:687) Koyck(1954) assumes that decline 
geometrically as the lag lengthens. However, this assumption may be too limited in 
some circumstances. For example, if the increase at first and then decrease. In 
such case, Koyck approach will not work. 
The Almon Approach to estimate Distributed lag model 
If the increase at first and then decrease, Shirley Almon suggests that the  
coefficients can be expressed as a function of , the length of the lag (time), and fit 
suitable curves to reflect the functional relationship between the 
two(Gujarati,2004:687). 
(Eq.4.14) can be written as:  
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Almon assumes that  can be approximated by a suitable degree polynomial in .
30
 
Two main issues should be considered when applying Almon approach: the 
maximum length of lag, and the degree of polynomial.  
 4.6.5 Akaike Information Criterion (AIC) 
It is a method for comparing alternative specification by adjusting RSS for sample 
size (N) and the number of independent variables (K). AIC was developed by 
Hirotsugu Akaike in 1971 and is defined as: 
 
Where K is the number of regressors (including the intercept) and n is the number of 
observations in comparing two or more models, the model with the lowest value of 
AIC is preferred. 
 4.6.6 The Breusch- Godfry(BG) test 
Multiple regression models assume that errors are independent and that there is no 
serial correlation problem. Lack of a serial correlation implies that the size of the 
residual for one case has no relationship with the size of the residual for the next. 
According to (Gujarati, 2004:472) the Durbin-Watson (DW) test may not be useful 
in econometrics that involving time series data. Breusch and Godfry developed a test 
of autocorrelation that allows for: nonstochastic regressors (their values are fixed in 
repeated sampling), higher- order autoregressive. 
                                                          
30
 Almon follow a theorem in mathematics known as Weierstrass’ theorem  that states “on a finite 
closed interval any continuous function may be approximated uniformally by a polynomial  of 
suitable degree.” 
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 : there is no serial correlation of any order. 
 4.6.7 White’s Heteroscedasticity test 
The homoscedastic assumption for the OLS regression model is violated if the 
variance of the error term is not constant. The White test (1980) is used to verify that 
the data are homoscedastic with the null hypothesis:  
H0: the data are homoscedastic  
4.6.8 The Newey-West method 
This method is used to correct the standard errors for autocorrelation and 
heteroscedasticity. It is also known as HAC (Heteroscedasticity and Autocorrelation-
Consistent) standard errors. 
4.6.9 The defence of the selected econometric technique  
To examine RQ1, this chapter employs a two-step OLS regression to estimate the 
extent to which the Egyptian cedant insurance companies exhibit exchange rate 
transaction exposure. Firstly, the unanticipated operating income for each insurance 
company is estimated using a seasonal random walk model. It is not uncommon to 
use a random walk approach when assessing accounting data. Hopwood and 
Schaefer (1989) state that the random walk model has extensive suitability when 
employed with income data. Moreover, Albrecht et al. (1977) indicate that time-
series models do not forecast as accurately as the random walk model. Furthermore, 
because of the nature of a seasonal specification, the random walk model would be 
the best model to estimate the unanticipated operating income. Secondly, the foreign 
exchange variable is estimated using OLS regression. These variables are then used 
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in the main estimation model to find the frequency of detecting significant foreign 
exchange rate transaction exposures for Egyptian insurance companies by following 
Almon (1965) distributed lag technique. The Almon technique is better than the 
Koyck technique as the stochastic disturbance term in the former satisfies the 
assumption of the Classical Linear Regression Model (CLRM). This is considered as 
a distinct advantage over the Koyck method. Moreover, the Almon technique is a 
flexible method of incorporating a variety of lag structures. All these factors make 
the Almon technique the best technique to detect significant foreign transaction 
exposure for the Egyptian insurance companies. 
 
 4.7 Data and Descriptive Statistics  
The study examines the foreign exchange rate transaction exposure of the Egyptian 
insurance companies over the period January 2002 to December 2009. Sample 
quarterly data between the years 2002 and 2009 are used for this study. 
 Following Li et al (2009:313), operating income is obtained by the following 
equation; 
“Sales (net) minus cost of goods sold and selling, general, and administrative 
expenses before deducting depreciation, depletion and amortisation.” 
The study interprets the previous equation in the sense of the Egyptian accounting 
measures to the following equation. 
“Net premiums minus total commission production costs, and general and 
administrative expenses.” 
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Egyptian insurers’ operating income is obtained from Egyptian Insurance 
Supervisory Authority (EISA) annual reports. According to Martin and Mauer (2003, 
2005) and Li et al (2009) insurance companies are required to have at least 30 
contiguous observations (for statistical reasons) over the period 2002-2009. The 
insurance companies that have readily available data; in this case, companies with 
more than 30 quarterly observations are used, leaving 23 companies (13 non-life, 10 
life) remaining in the final sample
31
.  
To identify large companies versus small companies the study considers the type and 
nationality of capital (100% Egyptian is consider large). The descriptive statistics of 
the operating income for the Egyptian insurance companies are reported in tables 4.2 
and 4.3 as shown below. 
 
                                                          
31
 For confidentially reasons, the study is not able to expose the true identity of each company. 
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Table 4.2 Descriptive statistics for non-life Egyptian insurance companies 
 
 
 
 1 2 3 4 5 6 7 8 9 10 11 12 13 
Mean -4E+06 20801296 20593645 5167451. 3.70E+08 2590589. -8E+05 1892153. 32496637 4334938. -4E+05 5645425. 44070885 
Median -3E+06 12161018 16463100 2275725. 2.06E+08 11597.04 -70952 181175.0 26605550 1421084. -3E+06 3340214. 41553655 
Maximum 800311.7 1.24E+08 53471887 19460171 1.82E+09 37323723 402205.0 35007788 1.94E+08 23503447 32136160 31930073 98330021 
Minimum -2E+07 579378.0 8868647. -4E+06 46145707 -4E+07 -7E+06 -4E+07 -1E+07 -8E+05 -4E+07 -2E+06 22447681 
Std. Dev. 3846916. 25172291 10658281 6587617. 4.43E+08 13863237 1624437. 15004250 35149859 6299756. 14444423 8075895. 16957594 
Skewness -1.3 2.370432 1.312307 0.882151 2.258954 0.308091 -2.566 -0.405 3.136571 1.623784 0.282745 2.007350 1.236669 
Kurtosis 4.574355 9.804062 4.224623 2.619580 7.386531 5.586778 9.218685 4.234257 15.32982 4.575385 3.450702 6.439823 4.747800 
              
Jarque-Bera 12.31739 91.69474 11.18440 4.343312 52.87087 9.428130 86.69115 2.904545 255.1691 17.37138 0.697215 37.26694 12.22960 
Probability 0.002115 0.000000 0.003727 0.113989 0.000000 0.008968 0.000000 0.234038 0.000000 0.000169 0.705670 0.000000 0.002210 
Observations 32 32 32 32 32 32 32 32 32 32 32 32 32 
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Table 4.3 Descriptive statistics for Life Egyptian insurance companies 
 
 14 15 16 17 18 19 20 21 22 23 
Mean -5997319 27301037 2.12E+08 19572361 12806771 1.63E+08 2.20E+08 41226311 31608189 55067064 
Median -2163440 25187917 1.52E+08 19540857 9664018 1.21E+08 55144315 24976635 21041580 35330318 
Maximum 12655967 67469913 5.78E+08 36700924 31690897 6.10E+08 3.66E+09 2.47E+08 1.08E+08 5.44E+08 
Minimum -70255611 3453083 35636684 6305131 2971831 3846917 11720105 3279851 6957827 -11011156 
Std. Dev. 16745578 16292845 1.61E+08 7729412 8650322 1.52E+08 6.42E+08 45995673 24954725 93856116 
Skewness -3.074087 0.630096 1.093075 0.294653 1.085358 1.139923 5.051678 2.954528 1.547014 4.612266 
Kurtosis 11.91361 2.599566 3.022082 2.632867 2.989957 3.768985 27.58859 13.49629 5.021068 24.64835 
Jarque-Bera 156.3367 2.331242 6.372989 0.642758 6.28281 7.718717 942.2353 193.452 18.2103 738.3241 
Probability 0 0.311729 0.041316 0.725148 0.043222 0.021082 0 0 0.000111 0 
Observations 32 32 32 32 32 32 32 32 32 32 
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The US dollar is the main currency chosen for this study, since all Egyptian 
insurance companies reinsure their businesses in US dollars. Exchange rate data is 
taken from OANDA-FOREX trading and exchange rates services. Long-run 
government bond yield is taken from DataStream; Gross Domestic product GDP for 
the US is taken from research by the St. Louis Fred organisation. The monthly 
Consumer Price Index (CPI) for the US is taken from Data Stream
32
. GDP and 
monthly CPI for Egypt are taken from the website for the Ministry of Economic 
Development www.mop.gov.eg. The descriptive statistics for these variables are 
reported in table 4.4 below: 
 
Table 4.4 Summary statistics for Macroeconomic variables  
 
 FX IR OP INFLATION 
 Mean  1.011250  0.277187  0.965313  0.489375 
 Median  1.000000  0.240000  0.980000  0.220000 
 Maximum  1.130000  0.590000  1.300000  1.890000 
 Minimum  0.990000  0.020000  0.800000  0.020000 
 Std. Dev.  0.031801  0.185789  0.093601  0.511172 
 
  2.574640  0.554132  0.921195  1.076959 
 Kurtosis  8.956869  1.961122  6.587379  3.456636 
     
 Jarque-Bera  82.66583  3.076688  21.68492  6.463838 
 Probability  0.000000  0.214736  0.000020  0.039482 
     
 Sum  32.36000  8.870000  30.89000  15.66000 
 Sum Sq. Dev.  0.031350  1.070047  0.271597  8.100188 
     
 Observations  32  32  32  32 
 
All the data used in this study is denominated in the Egyptian Pound.
33
  
                                                          
      
32
 This study obtains the quarterly CPI for Sept 2002 ((as an example) as follows::: 
 
33
 It should be noted that the data is nominal, i.e. not adjusted for inflation. Most studies have used 
nominal data for several reasons. Firstly, it has to be stressed that if exchange rate movements are 
measured in real terms, all variables in the regression equation have to be measured in real terms 
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4.8 Data analysis 
 4.8.1 Unit root tests 
 The (Augmented Dicky-Fuller, 1981) (ADF) test and the Phillips-Perron (PP) test 
(Phillips and Perron, 1988) are employed to test the operating income measure in 
(Eq.4.1), and the four variables in (Eq.4.2). If they give different results, the 
correlogram is plotted to determine whether a particular time series is stationary or 
non- stationary.  
 4.8.1.1 Insurance companies 
The tests reveal that 5 out of 23 companies were unable to reject the presence of a 
unit root. The result of this are summarised in table 4.5 below. 
Table 4.5 Time Series Properties for each company (Eq.4.1) 
company ADF test PP test Order of integration 
 t-statistics Prob 
 
t-statistics prob  
1 -3.75922 0.0329 -3.72849 0.0352 I (0) 
2 -5.546481 0.0004 -5.947279 0.0002 I (0) 
3 -5.051910 0.0015 -5.049550 0.0015 I (0) 
4 -4.104316 0.0152 -4.104316 0.0152 I (0) 
5 -6.460916 0.000 -6.405782 0.000 I (0) 
6 -4.336628 0.0033 -9.617660 0.000 I (0) 
                                                                                                                                                                    
for consistency. Moreover as financial markets do not observe inflation rates instantaneously; it is 
highly probable that investors are primarily incorporating the impact of nominal exchange rates in 
stock prices (Bodnar and Gentry, 1993). Furthermore, the low variability of inflation differentials, 
relative to exchange rate movements on a monthly basis implies that nominal movements actually 
dominate real exchange rate movements. Therefore, the use of real versus nominal exchange rates 
has a negligible effect on exposure estimates (e.g. Bodnar and Wong, 2003; Choi and Parsad, 1995; 
Booth and Rothenberg, 1990; Amihud, 1994; Chamberlain et al, 1997; Griffen and Stulz, 2001). 
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7 -4.336628 0.0088 -4.336626 0.0088 I (0) 
8 -2.720676 0.235 -2.607054 0.279 I (1) 
9 -5.314393 0.0001 -5.314393 0.0001 I (0) 
10 0.412768 0.795 -3.068790 0.1311 I (1) 
11 -5.197106 0.0011 -5.245046 0.000 I (0) 
12 -4.655999 0.0041 -4.287832 0.0051 I (0) 
13 -4.565958 0.0010 -4.287832 0.0021 I (0) 
14 -1.866507 0.644 -2.043537 0.276 I (1) 
15 -4.897320 0.0024 -4.350135 0.0086 I (0) 
16 -3.076497 0.1333 -6.714438 0.000 I (1) 
17 4.162817 0.99 -5.041442 0.0016 I (1) 
18 -4.308572 0.0111 -3.647824 0.041 I (0) 
19 -5.323499 0.0001 -5.323155 0.0001 I (0) 
20 1.507961 0.99 -5.878007 0.0002 I (0) 
21 -5.809304 0.000 -6.176274 0.000 I (0) 
22 -7.819505 0.000 -14.29764 0.000 I (0) 
23 -6.715436 0.000 -6.776213 0.000 I (0) 
The figures in bold indicate insignificant at 10% level. 
4.8.1.2 Macroeconomic Variables
34
  
Unit root tests were conducted for each variable in (Eq.4.2). The first difference was 
taken only for the interest rate (IR). Table 4.6 below summarises this result.  
Table 4.6 Time Series Properties for each macroeconomic variable (Eq.4.2) 
Variable ADF test PP test Order of 
integration 
AEG test 
 T-statistics Probability T-statistics Probability  T-
statistics 
Probability 
Foreign 
exchange 
(FX) 
-3.6298 0.0434 -3.211901 0.0288 I (0)   
Inflation (IN) -5.50226 0.0005 -6.113303 0.0001 I (0)   
                                                          
34
 Macroeconomic variables show no seasonal pattern. 
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Interest rate 
(IR) 
-2.4075 0.1502 -0.844319 0.3421 I (1) -1.9833 0.4488 
Economic 
Output (OP) 
-5.502285 0.0008 -5.567307 0.0004 I (0)   
The figures in bold indicate significant at 10% level. 
Since the first difference in the residuals from (Eq.4.2) is used as the independent 
variable in (Eq.4.3) the possibility that over differencing is investigated using the 
method of Engle and Granger (1987). There is no evidence of cointegrated variables 
4.8.2 Estimation of Models 
 4.8.2.1 Insurance Companies  
The results of the estimated equations for all insurance companies
35
 are shown in 
table 4.7 below.  
Table 4.7 the ordinary least square regression results of operating income for 
all Egyptian insurance companies (Eq.4.1) 
Company    
(Normality 
test) one -
Sample 
Kolmogorov 
Smirnov 
Test 
(Serial 
Correlation 
Test) 
Breusch- 
Godfrey 
LM test  
 
(Heteroskedasticity 
test) 
White 
test 
Newey-
West 
standard 
errors36 
 t-
statistic 
Pob. t-
statistic 
Pob.  (Sig) (sig) (Sig)  
                                                          
35
 The study finds that 17 companies cannot reject the presence of seasonality. Therefore, the study 
employs seasonal adjustment for these companies. 
36
 Because the frequent autocorrelation and heteroskedasticity problems, the study uses Newey-West 
standard errors to evaluate the statistical significance of the operating income. The study performs 
White’s tests that reveals that  47% of the sample firms have statistically significant heteroscedasticity 
at the 10% significance level, while Brusch-Godfiry indicate that 26% display first order  
autocorrelation. 
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1 -2.100 0.04 2.92 0.00 0.21 0.742 0.000 0.081  
2 2.95 0.006 8.42 0.000 0.77 0.419 0.000 0.1649 - 
3 -2.800 0.009 12.14 0.000 0.84 0.792 0.000 0.019  
4 2.824 0.008 7.320 0.00 0.41 0.719 0.000 0.003  
5 3.5853 0.001 0.0822 0.93 0.0 0.342 0.1299 0.7870 - 
6 0.3131 0.756 2.5145 0.01 0.16 0.122 0.1003 0.0453  
7 -0.5645 0.577 3.0546 0.00 0.23 0.198 0.1753 0.000  
8 0.48310 0.633 -0.513 0.61 0.0 0.808 0.9458 0.9482 - 
9 1.890 0.060 5.20 0.00 0.47 0.503 0.025 0.31 - 
10 1.73 0100 0.36 0.71 0.0 0.810 0.96 0.59 - 
11 8.073 0.000 15.32 0.00 0.89 0.518 0.000 0.05  
12 3.347 0.004 -0.403 0.69 0.0 0.285 0.03 0.25 - 
13 4.849 0.000 0.900 0.37 0.0 0.619 0.07 0.081  
14 2.868 0.08 1.992 0.05 0.10 0.710 0.13 0.59 - 
15 0.568 0.57 2.32 0.000 0.95 0.820 0.000 0.09  
16 1.939 0.06 -0.61 0.54 0.0 0.510 0.000 0.37 - 
17 4.26 0.003 -0.94 0.35 0.0 0.319 0.000 0.22 - 
18 3.707 0.001 3.35 0.002 0.27 0.710 0.001 0.04  
19 4.326 0.002 1.264 0.21 0.02 0.308 0.000 0.003  
20 1.08 0.28 5.27 0.000 0.49 0.619 0.000 0.00048  
21 4.043 0.001 0.534 0.59 0.0 0.281 0.49 0.37 - 
22 2.03 0.028 5.79 0.000 0.54 0.301 0.000 0.000  
23 3.569 0.001 2.66 0.01 0.18 0.391 0.000 0.229 - 
The figures in bold indicate significant at 10% level. 
4.8.2.2 Measuring the Foreign Exchange Rate Variable 
The first method employed is the ordinary least square method. However, the overall 
results are no longer significant (except op), as shown in table 4 below.  
Table 4.8 the ordinary least square regression results of foreign exchange rate 
(Eq.4.2) 
Variable Coefficient t-statistic Prob Other diagnostics 
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F-statistic Durbin Watson 
OP 0.17669 3.536087 0.0015 
Inflation -0.013792 -1.501818 0.1448 0.288562 5.0604 1.5809 
D(IR) -0.011309 -0.20272 0.8409    
The figures in bold indicate significant at 10% level. 
Thus, stepwise multiple regressions are employed (see table 4.9 below). The aim 
being to determine which variables explain the greatest and most significant 
proportions of the variance in the variable of interest (Cramer, 2004).This can be 
achieved by first entering the independent variable with the highest statistically 
significant correlation into the regression analysis. 
This method is useful when analysing independent variables and when the relative 
importance of these variables is previously unknown. Hence, stepwise multiple 
regressions show the variable that was entered first in the regression, along with how 
much of the variance in the dependent variable can be explained by that independent 
variable. The process is then repeated, as independent variables are present in the 
model, showing the independent variable that was entered second, third, etc., and 
also how much of the variance in the dependent variable they explain. In sum, the 
importance of each independent variable as ranked by its explanation of the variance 
in the dependent variable is explained. The results of the stepwise multiple 
regressions are shown in table 4.9 below.  
Table 4.9 the stepwise regression results of foreign exchange rate (Eq.4.2) 
Variable Coefficient t-statistic Prob Other diagnostics 
 
    
 
F-statistic Durbin Watson 
OP 0.1823 3.63366 0.0000 
Inflation -0.016459 -1.79115 0.0837 0.32451 8.44633 1.673 
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The figures in bold indicate significant at 10% level. 
 Checking for Regression Bias 
 It is important to ensure that the model has met the normality and homoscedasticity 
assumption, and has been freed from serial correlation and multicollinearity 
problems. 
Normality Diagnostic 
Applying the one-sample Kolmogorov Simrnov test and failure to reject the null 
hypothesis for normality as indicated in table 4.12 below. 
Table 4.10 testing the normality of residual: one sample Kolmogorov Smirnov 
test 
Null Hypothesis Test Sig Decision 
: The distribution is 
Normal 
One -Sample Kolmogorov Smirnov Test 0.509 
Retain  
Significant at 10% level 
2- Multicollinearity Diagnostic  
Multicollinearity is a problem that affects regression analysis; it occurs when two 
independent variables are highly correlated. Multicollinearity can be detected using a 
Correlation Matrix.  
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Table 4.11 Correlation Matrix between foreign exchange rate and 
Macroeconomic variables 
 FX D(IR) IR OP Inflation 
FX 1 0.024 -0.230 0.5501 -0.2469 
D(IR) 0.0254 1 0.2834 0.1405 0.0853 
IR -0.267 0.284 1 -0.204163 -0.1143 
OP 0.5509 0.140 -0.2063 1 -0.0210 
INFLATION -0.249 0.083 -0.1143 -0.0217 1 
 
As can be seen from Table 4.11, several of the pair wise correlations are low, 
suggesting that the regression is free from multicollinearity problems.  
3- Heteroscdasticity Diagnostic 
The White test reveals failure to reject the null hypothesis of constant variance at the 
10% level of significance (P-value =0.2107). 
4- Serial Correlation Diagnostic 
 Both the Durbin-Watson statistic (Durbin and Watson, 1951) and the Breusch-
Godfrey Serial Correlation LM Test (Breusch, 1978 and Godfrey, 1978) are used to 
test for the presence of serial correlation among residuals. The results from both tests 
fail to reject the null hypothesis, that errors are serially independent (there is no 
serial correlation).  
Durbin Watson is 1.673 and the P-value of Breusch - Godfrey Serial Correlation LM 
Test is 0.4622. Meanwhile, a first order coefficient of autocorrelation =1-d/2, where 
d is the Durbin-Watson d statistic (Gujarati, 2004) =1-1.673142/2 =0.1634 which 
confirms that there is no significant first-order autocorrelation. 
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4.8.2.3 The Main Estimation Model  
Table 4.12 Significance Exchange rate Transaction Exposure (for the USD) of 
23 Egyptian insurance companies (Eq. 4.3) 
Company Prob (F-
Statistic) 
AIC 
 
(Normality test) one 
Sample Kolmogorov 
Smirnov Test 
(sig) 
(Serial Correlation Test) 
Breusch- Godfrey LM 
test (sig) 
((Heteroskedasticity 
test) 
White 
(Sig) 
Newey-
West 
standard 
errors37 
1 0.003 2.58 0.53 0.643 0.24 0.039 - 
2 0.8576 3.36 -0.16 0.521 0.14 0.13 - 
3 0.732 3.36 -0.116 0.111 0.1023 0.212 - 
4 0.0194 2.68 0.3911 0.718 0.961 0.012 - 
5 0.4985 3.30 -0.025 0.510 0.047 0.103 - 
6 0.802 3.56 -0.14 0.321 0.1032 0.38 - 
7 0.1572 1.32 0.16 0.591 0.07 0.001 - 
8 0.496 3.35 -0.02 0.29 0.079 0.04  
9 0.0628 2.9 0.27 0.154 0.66 0.09 - 
10 0.9642 3.58 -0.22 0.541 0.10 0.01  
11 0.1025 3.11 0.21 0.521 0.02 0.27 - 
12 0.2627 3.26 0.08 0.221 0.081 0.07 - 
13 0.541 3.39 -0.04 0.934 0.91 0.023 - 
14 0.4821 0.39 -0.01 0.121 0.09 0.90  
15 0.788 3.30 -0.137 0.381 0.028 0.46 - 
16 0.983 3.60 -0.23 0.301 0.015 0.037  
17 0.217 2.91 0.11 0.548 0.03 0.43 - 
18 0.341 3.20 0.04 0.391 0.94 0.59 - 
19 0.0508 3.01 0.30 0.174 0.05 0.08 - 
20 0.5091 3.42 0.04 0.380 0.72 0.32 - 
21 0.831 3.32 -0.155 0.178 0.01 0.04 - 
22 0.855 2.71 0.47 0.84 0.49 0.18 - 
23 0.676 3.34 -0.09 0.917 0.0018 0.024 - 
                                                          
37
 Because the frequent autocorrelation and heteroskedasticity problems, the study uses Newey-
West standard errors to evaluate the statistical significance of the foreign exchange transaction 
exposure. The study performs White’s tests that reveals that  (43%) of the sample firms have 
statistically significant heteroscedasticity at the 10% significance level, while Brusch-Godfiry 
indicate that  39% display first- order  autocorrelation. 
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Significant insurance company exposure is in bold and defined at 10% level 
 4.9 Main Findings 
From table 4.12, it is apparent that only (22%) of Egyptian insurers are exposed to 
foreign exchange exposure (the USD). These results differ in the banking literature 
(see Chamberlain et al (1997), Choi and Kim (2003) and Martin and Mauer (2003). 
This confirms that among financial institutions, cash flow exposure is different for 
insurance companies, because currency hedging in an insurance company is more 
complicated than in banking or in any investment company due to the uncertainty in 
both amount and timing of claims. This would leads us to assert that there are other 
systematic differences in risk management and hence, risk profiles of insurers and 
banks (this point will be discussed in detail in the next chapter). 
Table 4.13 below summarises the distribution of optimal lag, as determined by the 
lowest absolute value of t-statistic (coefficient / standard error) for each insurer. The 
first column shows the number of insurance companies with significant transaction 
exposure. The next columns summarise the optimal lags. From this table, it can be 
observed that significant transaction exposures are most likely to be connected with 
the longer optimal lag. This is consistent with Martin and Mauer (2003). Moreover, 
the signs regarding the coefficients are positive, reflecting that more positive changes 
in the value of the USD/EGP exchange rate have positive effects on the operating 
income of Egyptian insurers. 
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Table: 4.13 Distribution of optimal lag length for Egyptian Insurance 
companies with Significant Exchange Rate transaction Exposure (Eq.4.3) 
U S 
Dollar 
Significant insurance 
company 
0 1 2 3 4 5 6 7 8 9 10 11 12 
 5  1    1  1 1 1    
 coefficient  1.610    0.218  2.754 0.9935 0.8354    
 
 
4.10 Summary 
Currency risk is one of the major risks that insurers in emerging markets may 
undertake. Indeed, these markets do not have financial investments opportunities for 
creating common hedges to reduce the impact of financial exposure. Many of the 
standard tools used to hedge currency risk, such as swaps, futures and options 
contract are not available in emerging markets. Modelling currency risk now 
constitutes one of the most difficult problems for those emerging insurers choosing 
to reinsure their business internationally. Moreover, prior research on the currency 
risk problem, as it relates to insurers in general has remained very limited, since 
there has always been a gap between insurance and economics. Furthermore, to the 
best of the author’s knowledge, no study has yet conducted a comprehensive analysis 
of currency risk in emerging insurance markets from the prospective of the ceding 
companies. 
This chapter initially expands on the cash flow method put forward by Martin and 
Mauer (2003) to the US banks and Li et al (2009) to assess US insurance companies, 
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to estimate foreign exchange exposure for the Egyptian insurance companies. This 
method accommodates the contemporaneous and lagged effects of exchange rate 
fluctuations on cash flows. By using a fundamental (economic) approach to 
modelling the interplay of foreign exchange rates with other economic variables, it 
was possible to gauge foreign exchange rate transaction exposure, and reveal that the 
interest rate as an independent variable is not important as an explanation for the 
variance in the foreign exchange rate (the dependent variable). 
The results report that 22% of Egyptian insurance companies are exposed to foreign 
exchange rate transaction exposure (US dollar). This result is not analogous to those 
in the original papers by Martin and Mauer (2003) for the US banking and Li D et al 
(2009) for the US insurance industry.  
A justification for the differences in the former paper is that cash flow exposure for 
(re)insurance companies is different from banking; because currency hedging in 
(re)insurance companies is more complex because of uncertainty over both the 
amount and timing of claims (liabilities). Thus, there are systemic differences in the 
risk management and risk profiles of insurers and banks. An additional explanation 
may be that there is a shortage of both adequate foreign exchange risk management 
and hedging tools in Egyptian insurance markets. 
Significant foreign exchange rate transaction exposures are also most likely to be 
associated with longer optimal lags. The signs regarding the coefficients are positive, 
as positive changes in the value of the USD/EGP exchange rate positively affect the 
operating income of Egyptian insurers. 
The main aim of this chapter was to fill a gap in the foreign exchange risk 
management literature, especially from the perspective of emerging insurance 
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markets. The results highlight the concentration of all companies’ currency risk in 
the US dollar, as this is the only currency they operate their reinsurance business 
with.  
This chapter is based on a methodology employed by Martin and Mauer (2003, 
2005), used for US banks. However, several methodological changes have been 
made in this chapter. This thesis pursues this line of research further and extends the 
literature on modelling foreign exchange rate exposure by developing, for the first 
time, a model for foreign exchange rate transaction exposure in the Egyptian 
insurance market. The thesis achieved this goal by providing a model capturing the 
behaviour of foreign exchange rates with their relevant economic variables. In 
chapter 5, the study uses an alternative methodology (other than the one used in this 
chapter) to measure foreign exchange rates, as proposed by Blum et al (2001). 
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Chapter Five 
Modelling Foreign Exchange Rate Transaction Exposure using the 
technical (statistical) way of modelling the interplay of foreign 
exchange rates with other economic variables 
 
5.1 Introduction 
This chapter investigates research question two: 
RQ 2: Is foreign exchange rate exposure significant for all Egyptian insurance 
companies (a firm level study) when using technical (statistical) analysis to model 
the interplay of foreign exchange rates with the other economic variables involved? 
Finding a model that captures the behaviour of foreign exchange rates with their 
relevant economic variables (inflation and interest rates) is clearly an important issue 
for any financial company in general and for insurance and reinsurance companies in 
particular. Interest rates and inflation are critical risk factors for the insurance 
industry, because insurance is a long-term business in which premiums are collected 
today so that claims (compensations) may or may not be paid out in the future. High 
and unpredictable inflation can seriously distort the capacity of insurance companies 
to cover the insured losses of counterparties. 
Interest rates influence the ability of an insurance company to generate positive 
returns on any money invested. If inflation is higher than interest rates then instead 
of increasing savings, an insurance company loses money. False expectations about 
the risks associated with foreign exchange and its constituents (i.e. inflation and 
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interest rates) can eventually lead to insolvency. Examples of relevant literature that 
has investigated the empirical aspect of interest rates and foreign exchange rates are 
works by James and Webber (2001), Dacorogna et al (2001). 
The purpose of this chapter is to provide a model for one of the most important 
economic factors experienced by any insurance company (Foreign Exchange rate) to 
capture the most important features present in the data.  
As detailed in chapter 2, there are two methods for modelling foreign exchange rates 
and its constituents (interest rate and inflation). This work seeks to model foreign 
exchange rates with the other economic variables involved (inflation and interest 
rate), using the technical method proposed by Blum et al (2001), instead of the 
fundamental method (used in chapter 4).  
The structure of this chapter is presented in Figure 5.1.below. Section 5.2 motivates 
the employment of this methodology. Section 5.3 explains the econometric methods 
used in this chapter. Section 5.4 includes the data analysis. Section 5.5 introduces the 
methodology used to model the foreign exchange rate with reference to inflation and 
interest rates. Section 5.6 measures foreign exchange rate exposure for Egyptian 
insurance companies. Section 5.7 discusses testable hypotheses, and Section 5.8 
presents the empirical results. Finally, section 5.9 concludes.  
 
 
 
 
 169 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 5-1 the Structure of Chapter 5 
 
 
5.2 The Motivation for the Technical Methodology  
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“There are two basic ways to analyse and model the interplay of foreign exchange 
rates with other economic variables involved: fundamental (economic) and technical 
(statistical) analysis”.  
In chapter four, the foreign exchange rate was related to the parity condition 
regarding spot interest rates for the US and Egypt; the difference in the relative 
changes in economic output for the US and the inflation index for the US relative to 
the inflation index for Egypt. Li et al (2009) followed this methodology when 
assessing foreign exchange rates for US insurance companies. This study extends 
this method as it adds in an inflation factor as a macroeconomic variable to explain 
the change in the exchange rate (at the second stage). 
 This approach was based on that of Martin and Mauer (2003, 2005) to estimate 
foreign exchange rates for US banks by using long-term government bond rates. 
 However, Martin and Mauer, (2003:858), (2005:16) state that:  
“They used long term government bonds rates since previous studies (Kane and 
Unal, 1988; Madura and Zarouk, 1995) suggest that bank earnings are more 
sensitive to long-term rates than short-term rates”.  
 
In the light of the fact that: “(re)insurance companies are highly dependent on 
interest rates” (Blum et al, 2001:16), since interest rates represent a crucial risk 
factor for the insurance industry, due to the fact that insurance is a long-term 
business in which premiums are collected today and claims (compensations) are paid 
out in the future. Furthermore, interest rates influence the ability of the insurance 
company to generate positive returns on the money invested. 
As the interest rate variable was considered as not significant to explain the influence 
of foreign exchange rates in the previous chapter (table 4.11), this chapter employs 
an alternative methodology; that proposed by Blum et al (2001). This methodology 
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relates the foreign exchange rate to the real rates of return in the US and Egypt and 
uses short-term interest rate. 
 
5.3 Econometric Methods 
This section describes briefly the econometric methods used in this chapter. 
5.3.1 Unit Root Tests 
 It is well known that group-based unit root tests have higher power than unit root 
tests based on individual time series.  
 5.3.1.1 Tests with common unit root process 
 Levin, Lin, and Chu (LLC, 2002), Breitung (2000), and Hadri (2000) assume that 
there is a common unit root process in all series. The first two tests employ  of a 
unit root while the Hadri test uses a null of no unit root. 
LLC and Breitung consider the following specification: 
 
Where they assume a common . 
The null and alternative hypotheses for the tests may be written as: 
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Under the null hypothesis, there is a unit root, while under the alternative, there is 
not. 
5.3.1.2 Tests with Individual unit root process 
The Im, Pesaran, and Shin (2003), and the Fisher-ADF and PP tests all allow for 
individual unit processes. The tests are characterised by the combining of individual 
unit root tests to derive a panel-specific result. Under the null hypothesis of the IPS, 
there is a unit root. 
Maddala and Wu (1999) and Choi (2001) proposed the Fisher-ADF and PP tests as 
an idea to group unit root tests as they use Fisher (1932) results to derive tests that 
combine the p-values from individual unit root tests. 
The following table (5.1) summarises the hypotheses of each unit root test  
Table 5.1 Summary of Group unit root test  
Test   
LLC Unit root No unit root 
Breitung Unit root No unit root 
IPS Unit root Number of time series are without unit root 
Fisher-ADF Unit root  Number of time series are without unit root 
Fisher-PP Unit root  Number of time series are without unit root 
Hadri No unit root Unit root 
 
 
5.3.2 Cointegration Tests 
According to Engle and Granger (1987) a linear combination of two or more non-
stationary time series may be stationary. If such linear combination occurs, the non-
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stationary time series is named cointegrated and may be inferred as a long-run 
relationship between variables. The Engle-Granger residual-based test is employed 
in this chapter.  
Engle-Granger residual-based cointegration test (1987) 
The Engle-Granger (1987) residual-based test for cointegration is simply unit root 
tests applied to the residuals obtained from static OLS cointegrating regression. 
A test of the null hypothesis of no cointegration against the alternative of 
cointegration may be constructed by computing a unit root test of the null of residual 
non-stationarity against the alternative of residual stationarity. 
 
5.3.3 The Cochrane- Orcutt Procedure  
 In time series models, the innovation process is assumed to be uncorrelated. 
Absence of an auto correlation implies that the size of the residual for one case has 
no relationship with the size of the residual for the next case. 
Remediation of this problem (in the presence of auto correlation) requires knowledge 
about the nature of interdependence among disturbance. Therefore, the coefficient of 
the first-order autocorrelation ( rho) should be estimated. The Cochrane-Orcutt 
procedure is employed. It uses appropriate transformation of the original model so 
that the problem of autocorrelation does not exist in the transformed model. This 
method has two steps: firstly obtaining an estimate of the unknown , and secondly 
using that estimate to transform the variables to estimate the generalised difference 
equation, which is basically Generalised Least Square. The ultimate target of this 
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method was to provide an estimate for  that can be used to obtain a (GLS) estimate 
of the parameters. Since instead of true , this method is known as Feasible GLS.  
 
 
5.3.4 Defence of the selected econometric technique 
To examine RQ2 this chapter gauges foreign exchange rate with the other economic 
variables involved (inflation and interest rate). Firstly, this chapter employs the 
Ordinary Least Square (OLS) regression to estimate the parameters for Eq.5.3. 
However, the null assumption of no serial correlation on the errors cannot be 
rejected. Therefore, to control for this the regression is rerun with the Cochrane-
Orcutt procedure (as shown in table 5.7). 
The aim of this method is to get a GLS estimate of the parameters rather than the 
OLS estimate. This is because the GLS estimate incorporates any additional 
information (e.g. the nature of the autocorrelation) directly into the estimating 
procedure, whereas such information is not directly taking into account in the OLS 
estimate. Moreover, the GLS estimate is BLUE (Best Linear Unbiased Efficient) 
whereas the OLS is not. That is why the Cochrane-Orcutt is the best econometric 
technique to overcome the problem of autocorrelation in the residual series. 
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5.4 Data Analysis 
The analysis was conducted on the same data as that presented in chapter four. 
Short-term interest rates (interbank money rates) for each country are taken from the 
Data stream. 
 5.4.1 Definition of Terms 
The spot exchange rate is given relative to the US Dollar.  
  denotes the USD price for one unit of EGP at time . 
  denotes the rate of inflation for the US at time . 
  denotes the rate of inflation for Egypt at time . 
  denotes the risk free short term interest rate at time . 
  denotes the risk free short term interest rate at time . 
 In order to put inflation and interest rates on an equal footing with the foreign 
exchange rate, this chapter uses (following Blum et al, 2001) logarithmic 
transformation as follows: 
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 considers the value of a multivariate time series:  
  
 5.4.2 Properties of Foreign Exchange Rate Data. 
This chapter also models Foreign exchange rates with their constituent relevant 
variables. It relates the foreign exchange rate to the real rates of return in the US and 
Egypt as follows: 
 
The previous relation presumes that some linear combination of components of an 
otherwise non-stationary time series is stationary, in what is known as cointegration 
relationships. This chapter further examines the relationship between the foreign 
exchange rate and its relevant variables through the following econometric analysis. 
Unit Root Tests  
As can be seen from table 5.2, the multivariate series  as a whole shows that there 
is a common unit root processes (failing to reject  under both LLC and Breitung 
tests. Also, accept  under IPS, Fisher-ADF, and PP) 
Table 5.2 Group unit root test for the multivariate series   
Methods Statistics Probability 
 Null:  assumes common unit root tests  
Levin,Lin & Chue -0.57287 0.2834 
Breitung  0.87955 0.8104 
 Null:  assumes individual unit root tests   
Im, Peseran & Shin -4.21499 0.000 
Fisher-ADF 38.8490 0.000 
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Fisher-PP 19.9421 0.028 
 = 10%  
 The differences series  stationary (accept  under LLC, Breitung, IPS, and 
Fisher-ADFand PP) as shown in table 5.3 below 
 
Table 5.3 Group unit root test (for the first difference) 
Methods Statistics Probability 
 Null:  assumes common unit root tests  
Levin, Lin & Chue -1.83780 0.033 
Breitung -2.3489 0.00494 
 Null:  assumes individual unit root tests   
Im, Peseran & Shin -4.8508 0.000 
Fisher-ADF 43.5942 0.000 
Fisher-PP 448.39 0.000 
= 10% 
Single –Equation Cointegration Test 
The Engle-Granger (1987) residual-based test for cointegration is simply unit root 
tests applied to the residuals obtained. The test result is shown in table 5.4 below. 
Table 5.4 Single-Equation Cointegration test result 
Variable Probability 
Inflation_EG 0.09 
Inflation_US 0.9980 
FX  0.980 
Interest _US 0.9135 
Interest_EG 0.0019 
= 10% 
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The test results are similar for some variables, with the probability failing to reject 
the null of no cointegration. However, for the Egyptian interest rate and inflation 
variables the result fails to accept the null of no cointegration. 
Then the chapter further explores the properties and relations in the data. The 
difference between the interest rate and inflation is the real rate of return, which is 
the most detailed explanatory factor for the foreign exchange rates in the model. 
Figures (5.2), (5.3) present the data (interest rates, and inflation
38
).  
 
Figure 5.2: Quarterly interest rate and inflation for the USA 
 
                                                          
38
 Figure (5.2) suggests that there is a seasonal pattern in the inflation and interest rate for the US. 
Therefore, the study employs seasonal adjustment for both series. 
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 Figure 5.3: Quarterly interest rate and inflation for Egypt 
 
 The real rate of return (interest rate mines inflation) is relatively positive for the US 
and negative for Egypt. The values of foreign exchange rates, inflation and interest 
rates illustrate a clear dependence on their own previous values as well as on the 
current and previous values of other variables. 
 
5.5 Methodology used to model foreign exchange rate with inflation and interest 
rate 
Using the method proposed by Blum et al (2001), foreign exchange rate is estimated 
with the following equation: 
 
 180 
 
Where s, r, i refer to logarithmic FX, interest, and inflation rates as introduced 
earlier. 
  refer to constant regression parameters. 
In order to achieve a reduction in the number of parameters to be estimated, the FX 
rate is modelled according to the real rates of return for the US and Egypt. Following 
Blum et al (2001),  and . 
Table 5.5: Parameters Estimation (OLS) (Eq.5.3) 
 EG 
 1.6859 
 1.3613 
 -1.3613 
 0.1976 
 -0.1976 
Standard Error 0.088 
  
The residual from (Eq.5.3) is called as FOREX. 
Checking for Regression bias 
When there are multiple regressions to manage, it is important to ensure that the 
model has met the normality, homoscedasticity assumption and is free of serial 
correlation problems. 
1- Check Residual for Normality  
 A common assumption of time series models is a Gaussian innovation distribution. 
After fitting the model, it is important to infer residuals and check for normality. 
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 Here the one-sample Kolmogorov-Smirnov test was applied; it failed to reject the 
null hypothesis of normality (P-value=0.182).  
Table 5.6 testing the normality of residual: One sample Kolmogorov Smirnov 
test 
Null Hypothesis Test Sig Decision 
 The 
distribution is Normal 
One -Sample 
Kolmogorov Smirnov 
Test 
0.182 Retain  
= 10% 
 
2- Check Residuals for Heteroscdasticity  
The white noise innovation process has constant variance. The homoscadasticy 
assumption is violated if the regression model has heteroscdasticity problems, which 
refer to a situation where the variance of the residuals is not constant. The researcher 
used the White Test to verify the existence of heteroscedasticity problem. The White 
test failed to reject the null hypothesis of constant variance, hence homoscedasticity 
assumption is met (P-Value =0.5204). 
3-Check Residuals for Autocorrelation 
A Ljung- Box Q -test on the residual series was conducted. This tested whether the 
first k (lag) autocorrelations are zero, against an alternative in which at least one is 
non-zero. The LB Q statistic shows that the null hypothesis of no serial correlation 
can be rejected, hence the no auto correlation assumption is not met (P-Value 
=0.000051).  
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The regression is therefore rerun with the Cochrane- Orcutt procedure and the result 
s is shown in table 5.7. 
Table 5.7 Parameters Estimation (FGLS) (Eq.5.3) 
 
 EG 
 0.7495 
 0.4430 
 -0.4430 
 0.0139 
 -0.0139 
Standard Error 0.074 
 
 
5.6 The main estimation model for gauging foreign exchange rate exposure for 
Egyptian insurance companies 
The unanticipated operating income  for each insurer (as given in chapter 4) 
and the contemporaneous and lagged foreign exchange variables FOREX (residual 
of Eq.5.3) are used for estimating exposure to exchange rate risk for each insurer as 
follows: 
 
Where  is the standardised unanticipated operating income before adjustment 
for depreciation and foreign exchange gains or losses, as a proxy for the cash flow 
for insurer  in time period t.  is the residual of (Eq.5.3)  are foreign 
exchange exposure coefficients, which represent the sensitivity of cash flows to 
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short-run and long-run exchange rate changes (as estimated) for insurer  with , 
quarters 0 through L , and  is the stochastic error term. 
Following Martin and Mauer (2003, 2005) this study estimates (Eq.5.3) using the 
polynomial distributed lag (PDL) technique developed by Shirley Almon (1965). As 
the degree of the polynomial used is subjective, this study follows Martin and 
Mauer, 2003, 2005; using a third degree polynomial.  
 Significant foreign exchange rate transaction exposure is considered by the F-
statistic, which is produced from estimating (Eq.5.3). The  follows the Almon 
technique (1965), where  is the maximum lag length, up to 12 quarters. The 
optimal lag period for each insurance company is determined by the lowest absolute 
value of the t-statistic (coefficient / standard error) for each insurer. The following 
table illustrates the results. 
Table 5.8 Significance Exchange rate Transaction Exposure (for the USD) of 23 
Egyptian insurance companies (Eq. 5.3) (The figures in bold indicate significant at 10% level) 
Company Prob (F-
Statistic) 
AIC 
 
(Normality test) one 
Sample Kolmogorov 
Smirnov Test 
(sig) 
(Serial Correlation 
Test) Breusch- 
Godfrey LM test 
(sig) 
(Heteroskedasticity 
test) 
White 
(Sig) 
Newey-
West 
standard 
errors39 
1 0.0634 2.823 0.27 0.791 0.0008 0.045  
2 0.2147 3.129 0.11 0.491 0.0042 0.0023  
3 0.4878 2.79 0.02 0.596 0.0025 0.1023  
4 0.0025 2.35 0.54 0.713 0.564 0.416 - 
                                                          
39
  Because the frequent autocorrelation and heteroskedasticity problems, the study uses Newey-
West standard errors to evaluate the statistical significance of the foreign exchange transaction 
exposure. The study performs White’s tests that reveals that  43% of the sample firms have 
statistically significant heteroscedasticity at the 10% significance level, while Brusch-Godfiry 
indicate that 30% display first- order  autocorrelation. 
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5 0.23 3.16 0.15 0.741 0.0124 0.008  
6 0.8846 3.59 0.17 0.718 0.167 0.74 - 
7 0.702  1.54 0.10 0.291 0.657 0.2112 - 
8 0.568 3.37 0.05 0.914 0.024 0.127 - 
9 0.00063 2.36 0.62 0.401 0.013 0.58 - 
10 0.8912 3.49 -0.1 0.439 0.147 0.642 - 
11 0.0003 
 
1.92 0.76 0.813 0.0023 0.1021  
12 0.00004 1.52 0.77 0.134 0.0214 0.1034  
13 0.2235 2.09 0.11 0.371 0.045 0.72 - 
14 0.98 3.53 0.23 0.131 0.021 0.001  
15 0.02481 2.77 0.37 0.514 0.0054 0.1016  
16 0.00262 2.43 0.54 0.281 0.0966 0.0854  
17 0.176 2.88 0.14 0.421 0.5041 0.954 - 
18 0.94 3.59 0.08 0.814 0. 02391 0.0300 - 
19 0.0030 2.59 0.53 0.18 0.908 0.8817 - 
20 0.639 3.25 -0.0 0.591 0.092 0.081  
21 0.831 3.3 -0.1 0.321 0.05 0.04 - 
22 0.6847 1.60 0.09 0.531 0.061 0.012  
23 0.82 1.42 0.15 0.469 0.1966 0.835 - 
 
5.7 Hypotheses testing  
 In addition to identifying the extent of foreign exchange transaction exposure within 
the Egyptian insurance industry and its life and non-life segments, this chapter 
empirically tests two main hypotheses. 
5.7.1 Size Effects and Foreign exchange rate exposure 
Hypothesis: Large (small) insurers will exhibit lower (higher) frequencies of foreign 
exchange transaction exposure than small (large) insurers.  
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 The literature related to the size and foreign exchange exposure remains unclear. 
However, the majority of findings regarding the effect of size show that small firms 
exhibit higher frequencies of foreign exchange exposure; for instance: Chow et al 
(1997b) find that larger companies are better able to manage foreign exchange 
economic exposure due to financial scale economics that make it easier for large 
firms to use derivatives. Nance et al (1993) find that large firms tend to use hedging 
more. The same result was confirmed by Allayannis and Weston (2001). With regard 
to insurance companies, Cummins et al (2001) state that larger insurers participate 
more actively in derivative markets than smaller insurers. They find that derivative 
activities are therefore subject to scale economics. Moreover, Colquitt and Hoyt 
(1997) find that the size of an insurance company can have a positive or negative 
effect on the use of derivatives. 
5.7.2 Time Horizon Effects: short and long term 
Hypothesis: Insurers exhibit frequent (significant) long-run rather than short term 
foreign exchange exposure. 
 Long term exposures-short term exposures = 0 
 Long term exposures > short term exposures 
Previous studies, suggest that most firms manage their short-run exposure by using 
currency derivatives, leading to difficulty with long-run exposure. Hence, it has been 
suggested that firms would tend to be at risk from long-run exposure. For instance, 
Martin and Mauer (2003) found “that longer-term exposures are more prevalent 
than short exposures” across their sample of US banks. Following Martin and Mauer 
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(2003) and Li et al (2009), this study identifies short-run exposure in terms of 
insurers with optimal lags of four quarters or less (  1 year), and long term 
exposure as relevant to insurers with optimal lags of 8 or more ( 2 years). These 
figures are based on the lowest absolute value of the t-statistic (coefficient / standard 
error) for each insurer (Eq.5.4). 
 
5.8 Empirical Results 
Table (5.9) reports the frequency when detecting significant exchange rate exposures 
for Egyptian insurance companies. The number of insurers that exhibit significant 
exchange rate exposures is reported (percentage in parentheses), as having statistical 
significance at the 10% level. 
Table 5.9: Frequency of significant exchange rate exposures (for the U.S dollar) 
of 23 Egyptian insurance companies. 
All insurers(N=23) Non-Life (N=13) Life (N=10) 
 
Panel A: exposures of non-life and life insurers 
8(35%) 5(38%) 3(30%) 1.88 
All insurers(N=23)  small (N=11) Large (N=12) 
 
Panel B:exposures of small and large insurers 
8(35%) 4(36%) 4(33%) 0 
 
As can be seen, 35% of the Egyptian insurers are exposed to foreign exchange 
exposure (the USD). Indeed the percentage is greater than the one given in chapter 4 
(22%). 
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 This confirms that the approach that should be used to model the interplay of 
foreign exchange rates with the other economic variables involved is statistical rather 
than economical. This result concurs with the findings of Blum et al (2001: 32). 
 5.8.1 Life and non-life insurers 
In Table (5.9) Panel A, it is evident that the extent to which non-life and life insurers 
are significantly exposed to the USD is actually different. Due to the high levels of 
specialisation in non-life Egyptian insurers (marine, fire, automobile, aviation) and 
the high volumes of international reinsurance agreements (as can be seen from tables 
3.1 and 3.2), the results indicate that foreign exchange transaction exposure is 
significantly greater than that for life insurers. The results suggest that the underlying 
transactional exposures of life and non-life insurers differ. 
5.8.2 Small and Large insurers 
According to table (5.9) Panel B, it is obvious that smaller insurers experience the 
same frequencies of foreign exchange exposure as larger insurers. This result can be 
referred to the limited access to financial instruments in the Egyptian market.  
 5.8.3 Time horizon effects: short and long term exposures 
Table (5.10) shows the effect of the time horizon on currency exposure (US dollar) 
for Egyptian insurers with Significant Exchange Rate Exposure.  
Table 5.10: the time horizon effect of U.S dollar transaction exposure for 
Egyptian insurers with significant transaction exposure 
 Short long 
All 3 5 
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Small 2 2 
Large 1 3 
Life 1 2 
Non-life 2 3 
 
As can be driven from table 5.10, both long-term and short-term foreign exchange 
transaction exposure exists for the Egyptian insurers. This is not consistent with the 
assumption that, most firms tend to be more at risk from long-run exposure given the 
ease with which short -term exposure can be hedged using currency derivatives (Li 
et al, 2009), or with previous literature. This is because the Egyptian insurance 
market has no access to financial instruments to mitigate short-term currency 
fluctuations. This result also confirms that foreign exchange transaction exposure 
can occur in both the short-run and the long–term, as stated by Martin and Mauer 
(2004:21). 
Table (5.11) summarises the distribution of optimal lag for those insurers with 
significant transaction exposure.  
Table: 5.11 Distribution of optimal lag length for Egyptian Insurance 
companies with Significant Exchange Rate transaction Exposure (Eq.5.4) 
U S 
Dollar 
Significant 
insurance 
company 
0 1 2 3 4 5 6 7 8 9 10 11 12 
 8  1 1 1  1  1 1 1  1  
 coefficient  0.59 -2.31 0.608  0.398  1.25 3.12 
 
0.744 
 
 -2.50  
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The previous table summarises the distribution of optimal lags, as identified by the 
lowest absolute value of t-statistic (coefficient / standard error) for each insurer. The 
first column displays the number of insurance companies in the sample. The 
following twelve columns summarise the distribution of optimal lags. It can be 
observed that significant transaction exposures are most often connected to both long 
and short-run horizons. Moreover, the signs of the coefficients are positive, 
reflecting that the more positive changes in the value of the USD/EG exchange rate 
have positive effects on operating income variables. On the other hand, the signs of 
the coefficient are negative; reflecting that the more positive changes in the value of 
the exchange rate has a negative effect on the operating income variable.  
 
5.9 Summary 
Modelling foreign exchange rates in conjunction with their relevant variables 
(interest rates and inflation) is very important for any company that operates 
internationally in general, and for insurance companies in particular. This is due to 
the fact that insurance is a long-run business wherein premiums are collected today 
and claims are paid out in the future. 
The goal of this chapter is to provide a model that captures the behaviour of foreign 
exchange rates with their relevant economic variables. This chapter has used an 
alternative methodology (different to that used in chapter four) to measure foreign 
exchange risk, as proposed by Blum et al (2001).  
Regarding the frequency of significant exchange exposures; 35% of the Egyptian 
insurance companies were found to be exposed to foreign exchange transaction 
 190 
 
exposure (the USD). This result confirms that the cash flow exposure is different for 
insurance companies, because currency hedging is more complicated than for 
banking, since there is uncertainty as regards both the amounts and timing of claims. 
Hence, this leads us to assert that there are other systematic differences as regards 
the risk management of insurers and banks. 
Due to the high level of specialisation of non-life insurers, it was shown that the 
extent to which non-life and life Egyptian insurers are significantly exposed to the 
USD is different. Foreign exchange transaction exposures of non-life insurers are 
significantly greater than for life insurers. Moreover, smaller insurers have the same 
frequencies of foreign exchange transaction exposure as larger insurers. 
With regard to the effect of the time horizon on currency exposure, insurers tend to 
be more at risk from both short and long term exposure due to the lack of hedging 
tools in these markets. Two hypotheses were tested to determine the impact of firm 
size, insurance type and the time horizon of foreign currency exposure on the foreign 
exchange transaction exposure faced by the Egyptian insurers. Moreover, this 
chapter identified a difference in the foreign exchange transaction exposure profile 
between life and non-life insurers. In regards to the size effect, it was also found that 
there is no a difference between small and large insurers.  
This thesis pursues further this line of research and expands the literature of 
modelling foreign exchange rate transaction exposure within the financial firms. In 
chapter 6, the study uses panel estimation methods to improve the estimation 
provided by the equations used to estimate the residual of operating income 
(unanticipated operating income) for all Egyptian insurance companies. 
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Chapter 6 
Modelling Foreign Exchange Transaction Exposure: An industry 
level study using panel econometric methods from Egyptian 
insurance data 
6.1 Introduction  
Research Question three was: 
RQ3. Is foreign exchange rate transaction exposure significant for the whole 
insurance industry (An industry level study)? 
The main objective when developing a risk management strategy for currency 
foreign exchange exposure is to induce greater flexibility from economic agents, 
such as the investing firms, insurance companies, and banks; regarding their choice 
of competitive strategies as related to currency issues. 
Arguably, depending on the changes in financial institutions, as well as the 
characteristics and capabilities of individual firms within the respective industries, 
the outcomes of these competitive strategies are likely to have implications that vary 
from firm to firm. Accordingly, this chapter examines industry groups with both long 
and short-term foreign exchange transaction exposure. The aim of this is to reveal 
the importance of investigating heterogeneity when dealing with the foreign 
exchange transaction exposure across the different prospective insurance industry 
groups. 
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This chapter, in contrast with chapters four and five, performs an industry level 
analysis to determine the industry response to foreign exchange transaction 
exposure. This industry-specific analysis is consistent with the argument made by 
Khoo (1994), that industry- level analysis is more efficient compared to single 
equation estimation for individual companies, since industry returns are less noisy 
than individual returns. He further argues that this form of analysis is only possible 
when the grouped firms are expected to have similar foreign exchange exposure; for 
instance when they are within the same industry or sourced from and selling to the 
same markets. It is well known that, if the industry contains individual firms with 
exposures of opposite signs, then the exchange rate exposure for the industry as a 
whole will be affected in value and significance. 
Opting for industry level analysis is not uncommon in the literature on foreign 
exchange exposure (see for instance: Jorion, 1990; Bodnar and Gentry, 1993; Chow 
et al, 1997b). However, it has been argued that this form of analysis contradicts a 
fundamental premise of strategic research (Miller and Reuer, 1998a), possibly 
inducing bias into the results (Doukas et al, 1999), since it assumes that no 
heterogeneity exists within firms. Nevertheless, it should be stressed that while this 
form of analysis assumes no heterogeneity on average, it does assume heterogeneity 
between individual firms. Moreover, assuming homogeneity across firms implies 
that individual firms respond in similar ways to fluctuations in the exchange rate. 
However, it is believed that any process of change is unlikely to be uniform across 
individual firms.  
In the case of Egyptian insurance companies, the companies are operating in the 
same country, but do include multinational and domestic insurance companies, 
which by their nature operate in many different ways (e.g. different marketing 
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approaches, risk management techniques, actuarial teams, etc.); thus, differences 
across insurance companies when dealing with fluctuations in foreign exchange rates 
are expected. 
Indeed, fluctuations in foreign exchange rates are an everyday fact of life in the 
insurance industry in many parts of the world. However, due to the gap between 
insurance and econometrics and the nature of currency risk, understanding of this 
topic to date has been largely anecdotal. In this chapter, for the first time, (for an 
emerging insurance market), this study examines foreign exchange transaction 
exposure from the perspective of all Egyptian insurance companies, not only for 
each insurance company, as in the previous chapter. It is hoped that this chapter will 
form part of a trend towards greater analysis of foreign exchange transaction 
exposure, so that emerging insurance companies will become more resilient to 
exchange rate volatility in the future. Recommendations to the insurance industry, to 
address foreign exchange transaction exposure issues, include the development and 
adoption of prudent industry practice and wide foreign exchange risk exposure 
guidelines. In this chapter, by looking at all the companies working in the insurance 
industry, foreign exchange risk can be more fully understood and so properly 
mitigated. The aim here is to offer Egyptian companies’ managers and policy makers 
a perspective on foreign exchange transaction exposure that will provide a roadmap 
for future research. 
The structure of this chapter is presented in Figure 6.1.below. Section 2 describes the 
variables, and Section 3 explains the model specification. Section 4 explains the 
motivation for using panel econometric methods, and section 5 addresses the 
important issues that should be taken into consideration when dealing with panel 
data methods. Section 6 gives a summary of econometric methods used in this 
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chapter. Section 7 presents heterogeneous dynamic estimators. Section 8 presents the 
data analysis. Section 9 explains the different estimation techniques. Section 10 
posits the empirical results. Section 11explains how to assess foreign exchange 
variables. Section 12 presents the main estimation model. Finally, Section 13 
concludes the chapter. 
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 6.2. Variable Description 
In first stage for assessing foreign exchange transaction exposure for Egyptian 
cedant insurance companies (in chapters 4 and 5) the study employs only the lagged 
operating income as an independent variable. This chapter employs in addition to the 
lagged operating income, the lagged net premiums as a second independent variable.  
6.2.1 Operating income 
Operating income is obtained by the following equation: 
“Net premiums minus total commission production costs and general and 
administrative expenses”  
6.2.2 Net premiums 
A net premium is the value of any premiums less agents’ commissions. It is the 
amount necessary to cover anticipated losses, before loading to cover other expenses. 
It is well known that we can classify net premiums into two categories: net premiums 
written represent gross premiums written, direct and reinsurance assumed, less 
reinsurance ceded; net premiums earned the adjustment of net premiums written for 
an increase or decrease in the company's ability to generate unearned premiums 
during the year. When an insurance company's business increases yearly, the 
premiums earned are usually less than the premiums written. With the increasing 
volume, premiums are considered to be fully paid at the inception of the policy so 
that, at the end of the calendar period, the company can allow for premiums 
representing the unexpired terms of policies. 
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6.3 Model specification 
In the Egyptian insurance industry, the empirical analysis initially investigates the 
industry - wide effect of lagged net premium variables on operating income, 
determining whether there is evidence of heterogeneity for this effect or if such an 
effect is uniform across different insurance companies. 
 Recalling the following equation from chapter four (Eq.4.1): 
 
Where:  is operating income before adjustments for depreciation for insurer i at 
t;  are regression coefficients for insurer i at t;  is the average annual trend, 
and assumed to be constant. 
In the above equation, there was only one variable measured (operating income). To 
determine the industry response towards foreign exchange exposure it is necessary to 
add another variable believed to have an impact on the operating income variable, 
which is the lagged net premium. Indeed, the impact of the lagged net premium 
variable on operating income dynamics can take effect both in the short-run as well 
as the long-run, particularly as firms in the insurance industry group adjust to 
underwrite new policies and face new risks. Accordingly, the underlying notion of 
equilibrium in this approach is inter temporal, as the path of the equilibrium process 
is influenced not only by the current value of fundamental determinants but also by 
expectations about the future evolution of these variables. 
This study, by focusing on the effects at different time horizons, prepares the ground 
for an explanation of the apparently contradictory effects of lagged net premiums 
variables on the operating income variable. Moreover, by distinguishing effects 
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based on time horizons, the approach should provide an additional dimension for 
examining heterogeneity of the insurance industry group. 
Therefore, in this chapter, an estimation of the previous equation is given, using 
panel data as follows: 
 
 
Where  is the operating income for insurer  at time ,  is a constant, ,  
are regression coefficients, and  is the net premiums for insurer . 
Therefore, the data is treated (interpreted) as a set of N time series regressions, 
allowing the parameters to differ freely over insurance companies.  
 
6.4 Motivation for using Panel Data Framework 
As indicated earlier, there is no reason to expect that the effects of the lagged net 
premium variables on operating income variable will be the same or even similar 
across different insurance industry groups. Accordingly, it is perceived as important 
to employ an estimation methodology that incorporates slow adjustments and allows 
for different short-run and long-run effects. Due to the problems associated with the 
purely time series regressions
40
, used in the previous chapters, panel techniques are 
used here. 
                                                          
40
 Time series regression experience number of problems: firstly they are plagued with severe 
multicollinearity and the shortage of degrees of freedom. Secondly, they are not controlling 
heterogeneity and running the risk of obtaining biased results. (For instance, Moulton (1986, 1987), 
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The advantages of panel data are considered as the factors contributing to the 
geometric growth of panel data studies. 
Baltagi (2008: 6-8) lists several advantages of panel data sets over time series data 
sets. 
“1-Controlling for individual heterogeneity, 2-. Panel data give more informative 
data, more variability, less collinearity among explanatory variables, more degrees 
of freedom and better efficiency, 3- Panel data are better able to study the dynamics 
of adjustment, 4- Panel data are better able to identify and measure effects that are 
simply not detectable in pure cross-section or pure time –series data, 5- Panel data 
allows us to construct and test more complicated behavioural models than purely 
time series data,6- Micro panel data gathered on individuals, firms may be more 
accurately measured than similar variables measured at the micro level,7-Macro 
panel data on the other hand have a longer time series and unlike the problem of 
nonstandard distributions typical of unit root tests in time series analysis.” 
Furthermore, by using panel data, the researchers can avoid the problem of spurious 
regression (Kao, 1999 and Phillips and Moon, 1999). To conclude compared to the 
time series- used in chapters 4 and 5- the panel approach has important advantages. 
The first benefit is that the panel approach controls for the presence of unobserved 
industry-specific effects. The second advantage of the panel technique is that it 
addresses the problem of potential endogenity for all the regressors.  
Briefly, if a regression equation is made for each insurance company there may be 
misspecifications within the equation, but if applied to a panel then the properties 
(such as cross section dependence CSD) are known. 
Therefore, this thesis is motivated for using this econometric method since, the 
interests of the insurance research community are estimation, learning, prediction 
and calibration in the framework of risk management and in meanwhile the actuarial 
                                                                                                                                                                    
Baltagi and levin (1992), Hajivassiliou (1987), and Deaton (1995)). Time series data set usually 
cannot provide precise estimates of dynamic coefficient. Time series regressions face the problem of 
spurious regression (Kao,1999). 
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profession faces a major challenge in the management of various cash flows. These 
are sums of money, which are paid or received at different times. The timing of the 
cash flows may be known or uncertain. In insurance and reinsurance companies, 
investment income will be received in relation to positive cash flows (premiums) 
received before the negative cash flows (claims and expenses). Hence, one of the 
primary attributes of an actuary should be the successful application of up-to –date 
statistical techniques in the analysis of insurance data. Therefore, using panel 
econometric methods in the both insurance and actuarial industries would enrich the 
empirical research. However, using panel econometric methods within the insurance 
and actuarial industries is relatively common (see, bus.wisc.edu/jfrees). 
However, panel data is not a panacea; it has limitations (discussed in the next 
section).  
 
6.5 Crucial Issues needed to be specified when using Panel Econometric 
Methods 
It is well known that panel data includes observations on cross sections of units 
(firms, countries, industries...), =1, 2...N over repeated time periods, = 1, 2...T. 
Ultimately, this means measuring the effect on a dependent variable  of a set of 
regressors, a  vector , which may include lagged  
In this thesis both N, and T are large (N=23, T=32). This type of panel provides a 
larger sample, which may improve efficiency; mitigate collinearity; allow more 
heterogeneity; and make it possible to identify the effect of unobserved variables that 
are company-specific but relatively constant over time.  
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Nevertheless, when dealing with this type of panel (Large N, and Large T datasets), 
one should be aware of three main issues (Smith and Fuertes, 2012): Cross-section 
dependence (CSD), heterogeneity and dynamics. 
6.5.1 Cross-section dependence (CSD) 
One often sees minimal improvement in efficiency with panel estimators relative to a 
single time series if the CSD is large and not dealt with. Indeed, CSD has been the 
focus of considerable attention in the past few years, as many econometricians have 
recognised the importance of accounting for it. For example, Westerlund and 
Edgerton (2008:666) state that:  
“When studying macroeconomic and financial data, CSD is likely to be the rule 
rather than exception, because of strong inter-economy linkage.”  
 Moreover, the consequences of ignoring CSD can be serious; pooling may provide 
few gains in efficiency over single equation estimation, and estimates may be badly 
biased, as tests for unit roots and cointegration may be misleading (Phillips and Sul, 
2003). 
According to (Smith and Fuertes, 2012:85):  
“A large number of estimators have been suggested to deal with the CSD. However, 
the market leader, according to Monte Carlo Studies, appears to be the Correlated 
Common Effect CCE type estimators”. 
6.5.2 Heterogeneity 
Since in chapters four and five a separate regression for each insurance company was 
estimated, it is natural to consider heterogeneous panel models, where the parameters 
can differ over insurance companies.  
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6.5.3 Dynamics 
The majority of time series are non-stationary; one important aspect of this is their 
order of integration. Tests for unit root and cointegration in panels include the fact 
that spurious regression problems do not seem to be significant.  
 
6.6 Econometric Methods 
 
This section discusses the econometric methods, which are used in this section. 
It is widely used that the unit root process is called an integrated of order 1 or for 
short I(1) process. On the other hand, a stationary process is called an I(0) process
41. 
 
6.6.1 Cointegration  
According to (Granger, Nobel Lecture, 2003) “For cointegration, a pair of 
integrated must have the property that a linear combination of them is stationary. 
Most pairs of integrated series will not have the property, so that cointegration 
should be considered as a surprise when it occurs. In practice, many pairs of 
macroeconomic series seem to have the property, as is suggested by economic 
theory.” 
 
Economic theory often suggests that certain of variables should be linked by a long-
run equilibrium relationship. When the concept of equilibrium is applied to I(1) 
variables, cointegration occurs; that is, cointegration is defined as a certain stationary 
linear combination of multiple I(1) variables. 
 
                                                          
41 In this regard we can define I(d) process, and d is a number of differencing to render 
the series stationary. 
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6.6.2 The Error Correction Model (ECM) 
The cointegrating regression so far considers only the long-run property of the 
model, and does not deal with the short-run dynamics explicitly
42
. Clearly, a good 
time series modelling should describe both short-run dynamics and the long-run 
equilibrium simultaneously. For this purpose this subsection now develops an error 
correction model (ECM). Although ECM has been popularised after Engle and 
Granger, it has a long tradition in time series econometrics dating back to Sargan 
(1964).  
The error correction term can be defined as follows: 
 
Where is a cointegrating coefficient and  is the error term from a regression of 
 on . 
Then an ECM can be defined as: 
 
  
 (Eq.6.3) simply says that can be explained by the lagged  and . can 
be thought of as an equilibrium error (or disequilibrium term) occurred in the 
previous period. If it is non-zero, the model is out of equilibrium and vice versa.  
is the long-run parameter, and  are called short-run parameter. Therefore, the 
ECM has both long-run and short-run properties built in it. The former property is 
embedded in the error correction term  and the short-run behaviour is partially 
but crucially captured by the error correction, . All the variables in the ECM are 
stationary, and therefore, the ECM has no spurious regression problem. 
                                                          
42 Here the long-run relationship measures any relation between the level of the variables 
under consideration while the short-run dynamics measure any dynamic adjustments be- 
tween the first-differences  of the variables. 
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6.6.3 Autoregressive Distributed Lag (ARDL)  
In time series analysis the explanatory variable may affect the dependent variable 
with a time lag. This often requires the presence of lags of the explanatory variable 
in the regression. Additionally, the dependent variable might be correlated with lags 
of itself, proposing that lags of the dependent variable should be involved in the 
regression as well. These concerns stimulate the commonly used ARDL (p; q) 
model. 
Pesaran and Shin (1999) recently re-examined the traditional ARDL approach for an 
analysis of a long-run relationship when the underlying variables are I(1), and find 
that the ARDL-based estimators of the long-run coefficients are also consistent and 
have an asymptotic normal distribution. Moreover, they show that the ARDL 
specification is indeed useful to characterise both long-run and short-run behaviour. 
6.6.4 The defence of the selected econometric technique 
To examine RQ3, this chapter performs an industry level analysis to determine the 
industry wide response to foreign exchange rate variations. There is no reason to 
expect that individual firms respond in similar ways to fluctuations in the foreign 
exchange rate. Accordingly, it is perceived as important to employ an estimation 
methodology that investigates heterogeneity when dealing with foreign exchange 
rate transaction exposure across the different Egyptian insurance companies.  
 
Moreover, this research employs panel data econometric methods rather than times 
series regression as the former has important advantages: Firstly, it controls for the 
response of unobserved industry effects and finally it addresses the problem of 
potential endogenity for all regressors. 
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 Furthermore, considering the importance of heterogeneity, this approach employs 
both the MG and the CCEMG estimators as they are considered the best estimators 
to examine this issue. Pesaran et al. (1996) found (for a panel with N =24, and 
T=32)
43
 that bias is smaller for a MG estimator. However, to deal with the CDS and 
serial correlations in errors, currently, the preferred estimator is the CCE estimator 
(Smith and Fuertes, 2012).  
 
 
6.7 A summary of Heterogeneous Dynamic Estimators 
 This section offers a summary for dynamic heterogeneous estimators used when 
have panels of data in which the number of cross-sectional observations (N) and the 
number of time-series observations (T) are both large. Pesaran et al (1996) described 
their sample size (they apply a panel of the size N=24 and T=32) as “quit large”. The 
sample size used in this thesis is nearly the same (N=23 and T=32). The insurance 
companies are different (heterogeneous), and we want to identify common pattern of 
response (the parameter) of interest which could be the intercept, short –run, long –
run coefficients, and error variances. 
In this type of panel (both N and T are large) there are general practices, which are 
commonly adopted to estimate parameters: 
Firstly, the equations are estimated for each group separately (estimate N separate 
regressions), and calculate the mean of these coefficients. This is called the Mean 
Group Estimator (MGE). This estimator assume that all parameters are allowed to 
differ a cross groups. 
                                                          
43
 The sample size used in this thesis is nearly the same (N=23 and T=32). 
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Secondly, pool the data and allow for the intercept to differ across group while 
assuming that slope coefficients and variance are identical. This method is called 
Dynamic Fixed Effect (DFE). This method is commonly used with panel of 
traditional large N, and small T. 
However, one of the central findings from large N, large T literature is that the 
assumption of homogeneity of slope parameters is often inappropriate (Pesaran and 
Smith, 1995; Phillips and Moon, 2000, Pesaran et al, 1997, 1999; Im, Pesaran, and 
Shin, 2003). 
Finally, Pesaran (2006) propose another estimator which is called Correlated 
Common Effects Mean Group (CCEMG) that involves adding the means of the 
dependent  and independent variables  as additional regressors, to remove the 
effects of the factors (these are treated as nuisance parameters). 
Recently, Eberhardt (2012:2) explains the different between the above estimators 
(the MG, and the CCEMG) as follows:  
“Assume the following simple model for  and . 
 
Where 
 
 
Where and  are observables,  is the company-specific slope on the 
observable regressor and  contains the unobservables and the error terms . 
The unobservables in (Eq.6.5) are made up of group fixed effects , which capture 
time-invariant heterogeneity across groups, as well as an unobserved common factor 
 with heterogeneous factor loadings , which can capture time-variant 
heterogeneity and cross-section dependence.  and  are assumed white noise. 
For simplicity of exposition, the model developed here only includes one covariate 
and one unobserved common factor in the estimation equation of interest; the 
principle extends to multiple covariates and factors. All mean group type estimators 
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follow the same methodology: 1- estimate N group-specific regressions.2 average 
the estimated coefficients a cross groups.  
The MG (Pesaran and Smith, 1995) 
The Pesaran and Smith (1995) Mean Group (MG) estimator does not concern itself 
with cross-section dependence. Thus, (Eq.6.4) above is estimated for each panel 
member . The estimated coefficients  are subsequently averaged across panel 
members. 
The Pesaran (2006) 
The Pesaran (2006) Common Correlated Effects Mean Group (CCEMG) estimator 
allows for the empirical setup as laid out in equations (6.4) to (6.6), which induces 
cross section dependence, time-variant unobservables with heterogeneous impact 
across panel members and problems of identification (  is unidentified if the 
regressor contains ). 
The CCEMG solves this problem with a simple but powerful augmentation of the 
group -specific regression equation: apart from the regressors  and an intercept 
this equation now includes the cross-section averages of the dependent and 
independent variables, and , as additional regressors. The combination of  
and  can account for the unobserved common factor  and as the relationship is 
estimated for each panel member separately the heterogeneous impact  is also 
given by construction. Thus, in practical terms, cross-section averages and for 
all observable variables in the model are computed (using the data for the entire 
panel) and then added as explanatory variables in each of the N regression 
equations. Subsequently the estimated coefficients  are averaged across panel 
members, where different weights may be applied. 
The focus of the estimator is on obtaining consistent estimates of the parameters 
related to the observable variables”.  
 
 
6.8 Data Analysis 
The data is composed of quarterly observations for the period 2002-2009, covering 
23 insurance companies in the Egyptian insurance industry. The different 
estimators were applied to a panel data set of N × T=23 ×32=736 observations.  
 207 
 
The Stata version 11.1 for estimating different types of panels was used. The data 
sources were then provided in chapter four of this thesis. Summary statistics for 
the main variables used in this chapter were given in Table (6.1), and a pairwise 
correlation matrix for the variables of interest provided in Table (6.2).  
Table 6.1 Summary Statistics of Main Regression Variables 
Variable Description Observations Mean Std. Dev. Min Max 
 Operating 
Income 
736 54159277 1.36e+08 -38278834 1.82e+09 
 Net 
Premiums 
736 41955854 1.74e+08 -90784538 1.74e+08 
 
 
 
 Table 6.2 Pairwise Correlation Matrix of the regression Variables 
   
 1  
 0.3241 1 
 
From table (6.2) it is evident that operating income correlates positively with net 
premiums. 
6.8.1 Panel unit root and cointegration tests 
The time dimension of panel data T, and the number of time series observations, 
used in this study is relatively long. In order to avoid problems of spurious 
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regression, the first step is to verify the existence of long-run relationships among 
the variables. In this study, the IPS test (Im, Pesaran and Shin, 2003) and the Hadri 
Lagrange Multiplier (LM) test (Hadri, 2000) are employed to test for Panel unit 
roots and the results are presented in table (6.3). The results of the IPS test indicate 
that the null of non-stationarity is rejected, for all variables. However, Karlsson 
and Lothgren (2000) demonstrate that, for a panel data set with large T, the IPS 
test is high power and there is a potential risk of concluding that the whole panel is 
stationary, even when there is only a small proportion of stationary series within 
the panel. Therefore, the rejection of the non-stationarity by the IPS test might 
result from over-rejection associated with the test. 
In order to overcome the inconclusiveness of the IPS test, another panel unit root 
test was conducted, as proposed by Hadri (2000). The null hypothesis for Hadri's 
(2000) LM test is that all series in the panel are stationary. The results of the Hadri 
LM test reported in table (6.3) rejects the null of stationarity in all series of the 
panel.  
 Table 6.3 Panel Unit Root Tests for operating income and net premiums 
Variables IPS test (level) Hadri (level) 
 statistic prob statistic prob 
Operating 
income 
-3.4559 0.003 4.828 0.000 
Net premiums -21.61 0.000 29.96 0.000 
Notes: α =10% Null hypothesis of IPS test is that each series in the panel is integrated of order one I (1). Null 
hypothesis of Hadri LM test is that each series is level stationary with heteroscedastic disturbances across 
units. 
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The result fails to accept both the null of both IPS (there is a unit root) and Hadri 
(there is no unit root).That is why the study further employed panel cointegration 
tests, as proposed by Pedroni (1999), and reported the results in table (6.4) below. 
Table (6.4): Pedroni (1999) Panel cointegration test 
Alternative hypothesis: common AR Coef (within dimension) 
 
 Statistic 
 
Probability 
 
Weighted 
Statistics 
 
Probability 
 
Panel v-statistic 1.608 
 
0.0539 -4.4 1.000 
Panel-rho statistic -21.64 0.000 -14.09 0.000 
Panel PP-statistic -24.34 0.000 -17.7 0.000 
Panel ADF-statistic -3.85 0.000 -2.83 0.0023 
Alternative hypothesis: individual AR Coef(between -dimension)  
 
 Statistic 
 
Probability 
 
Group rho-statistic -10.682 0.000 
Group PP-statistic -0.69 0.24 
Group ADF-statistic -0.64 0.739 
Notes: α =10% Null hypothesis is no cointegration. 
Eight of the eleven statistics fail to accept the null of no cointegration. Moreover, 
with regard to Panel rho statistic, Panel PP-statistic, Panel ADF-statistic, Group 
rho-statistic, Group PP and ADF statistics, considerable negative values imply that 
the null of no cointegration is rejected. Therefore, there is strong evidence in 
support of the existence of long-run relationships among the variables used in this 
analysis. 
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6.8.2 Cross section dependence (CSD) 
After investigating the cross- section dependence, both average and average 
absolute correlation coefficients are presented in table (6.5).  
Table 6.5: Pesaran (2004) CD test 
Variable CD-test p-value Corr Abs(corr) 
Residual -0.793 0.000 0.09 0.13 
Notes: under the null hypothesis of cross-section independence CD ~ N (0,1) 
As can be seen from table (6.5), the average correlation coefficient is 0.09, whereas 
the average absolute coefficient is 0.13. Therefore, the CSD is small. 
 
6.9 Different Estimation Techniques 
A simple model for a panel data framework (combining time - series and cross 
section data) is the following: 
 
 When numerous individuals companies are witnessed over time, the problem of 
identifying the stochastic nature of the disturbances, denoted by the term  in 
Equation 6.7 becomes theoretically challenging. For example, a number of the 
'omitted variables’ can mirror features that are unusual to both the companies and the 
time stages through which observations are acquired; others can mirror company 
precise differences which incline to disturb the interpretations for a given company; 
and other variables can symbolise features that are unusual to precise time stages. As 
such, if these unobservable “other effects” are not taken into account throughout the 
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estimation process, and the ordinary least square(OLS) method is instead applied to 
Equation 6.7, the estimates for  in the equation may be both biased and 
inefficient (Nerlove, 1971). 
In order to incorporate those other casual variables, therefore, Equation 6.7 
transforms into the following error component model: 
 
Where:  
 and: 
 
 
Thus,  denotes the unobservable firm specific effects and time-invariants, 
accounting for the special effect that is not included in the model (the fixed effect). 
The remainder disturbance varies with both firm and time (the idiosyncratic shock). 
The error of the model  therefore becomes the sum of , the well behaved error 
component and .  
 is independent for each  over all . 
Notably, Equation 6.7 has a lagged dependent variable to account for dynamics in 
the operating income. As such, the structure of Equation 6.7 refuses the use of 
certain estimation techniques. For example, the Ordinary Least Square (OLS) 
approach cannot be used because the estimator is biased in the presence of lagged 
dependent variables, or firm-specific effects on the right hand side of the equation. 
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Fixed-effects or Within Group (WG) estimators can account for the firm-specific 
effects, but remain biased in the presence of lagged dependent variables. 
Furthermore, the System-Generalised Method of Moments estimator (SYS-GMM), 
developed for dynamic panel data estimation (Arellano and Bover, 1995; Blundell 
and Bond, 1998; Bond et al, 2001; Roodman, 2005) has three main assumptions: 
first the data should be stationary (initial), the parameters should be homogenous, 
and the cross section independent. As the data is not stationary (see unit root tests in 
the previous section), this estimator should not be applied. 
Indeed, the impact of the net premiums variable on operating income dynamics may 
take effect both in the short-run as well as in the long-run, particularly as firms in 
insurance industry groups adjust to underwriting new policies and facing new risks. 
Consequently, the fundamental idea of equilibrium in this approach is inter temporal, 
as the path of the equilibrium process is affected not merely by the present 
importance of essential elements, but also by prospects about the future development 
of these variables. 
 As specified earlier, there is no cause to assume that the effect of net premiums on 
operating income should be the same or even related for different insurance 
companies. This point is consistent with findings from the large N and large T 
literature that argues that the assumption of the homogeneity of slope parameters is 
often inappropriate (Pesaran and Smith, 1995; Im, Pesaran and Shin, 2003; Pesaran, 
Shin and Smith, 1997, 1999; Phillips and Moon, 2001, Baltagi, 2001). Thus, it is 
apparent as vital to use an estimation method that includes slow change and permits 
for different long and short- term effects. 
 213 
 
Within the literature, two econometric methods allow for group heterogeneity: the 
Mean Group (MG) models by Pesaran and Smith (1995) and the Random Coefficient 
(RC) by Swamy (1970). These two estimators vary only on the foundation of their 
expectations as to the nature of heterogeneity. While the RC estimator undertakes 
that a sector-specific deviation from the mean is stochastic, the MG estimator 
undertakes they are deterministic. Consequently, the simple idea of the RC estimator 
is that the intercepts and the slopes of the regressions are random variables. Thus, 
MG outfits a simple arithmetic averaging sector precise estimate, while RC needs a 
generalised least squares process that optimally considers for the stochastic nature of 
heterogeneity. Hsiao and Pesaran (2004:12) show that the two estimators are 
algebraically equal in the limit. Nonetheless, The RC estimator is not favoured on 
the basis that it does not offer for dynamic operators in its estimation; yet, both 
operating income as well as net premiums is dynamic processes. Hence, static 
specifications would be erroneous as they are unlikely to capture crucial features of 
the dynamic processes (see, Hsiao and Pesaran, 2004; Pesaran and Smith, 1995). 
Following Pesaran and Smith (1995) and Pesaran et al (1999), the MG estimator is 
derived from a completely heterogeneous coefficient model, which levies no cross- 
company parameter limitations, providing that the time-series dimension of the data 
is adequately large. When the cross-company dimension is also large, the mean of 
short and long term coefficients across companies can be constantly estimated by 
using the unweighted average of the individual company coefficient (the MG 
estimator). 
Pesaran and Smith (1995), show that the MG estimator provides consistent estimates 
(when N and T ) of true cross-industry average effects. Further, Pesaran et al 
(1996) conducted Monte Carlo Simulations and found that the finite sample bias is 
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smaller for Mean Group estimators. This in proportion to their sample size (they 
applied a panel for the size N=24 and T=32, which they describe as 'quite large’ 
(ibid.p.1); which is nearly the same as the sample size used for this study, N=23, 
T=32). Pesaran and Shin (1999) established that this estimator produces super-
consistent estimates of the long-run parameters, even when the regressors are I(1). 
Recapitulating on the main methods to for estimating nonstationary dynamic panels 
in which the parameters are heterogeneous across groups, Pesaran, Shin, Smith 
(1999) state that there are two traditional approaches for estimating panel models: 
averaging (Mean Group) and pooling (Dynamic Fixed Effect). The former involves 
running N separate regressions and computing coefficient means (Pesaran and 
Smith, 1995). Remarkably, the key hypothesis of the MG estimator is to permit slope 
coefficients to differ across cross-sections (for example, insurance companies in the 
case of this study) both in the short-run as well as in the long-run. Otherwise pooling 
(DFE) the data typically adopts that the slope coefficients and error variances are 
identical, expect for the intercept, which varies across industries. This is unlikely to 
be valid for short-run dynamics and error variances, although it could be appropriate 
for the long-run. 
Pesaran et al (1999) offered The Pooled Mean Group (PMG) estimator as an 
alternative method; this is an intermediate situation between the averaging and 
pooling approaches of estimation, and includes aspects of both. The PMG can be 
thought of as a weighted average for individual group estimators that are 
proportional to the inverse of their variance. Unlike the MG estimator, the PMG 
estimator only permits for heterogeneous short-run coefficients, but constrains long -
run parameters so they are the similar across units. Thus, the PMG limits long-run 
coefficients to be equal over the cross section, but permits for short -run coefficients 
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and error variances to vary across groups on the cross section. Thus, the PMG 
estimator averages short-run parameters and pools the long-run parameters, thus 
merging the efficiency of the pooled estimation, whereas evading the inconsistency 
problem that occurs while pooling heterogeneous dynamic relationships.  
Although the PMG estimator has been broadly applied in many other research 
studies (see for example: Elbadawi et al (2008), Goswami and Junayed (2006), 
Loayza and Ranciere (2006), Martinez and Bengochea (2004), Byrne and Davis 
(2003), Favara (2003)), and Blackburne and Frank (2007)) note that the hypothesis 
of homogeneity in long-run parameters in the PMG estimation cannot be supposed a 
priori. This, according to Blackburne and Frank, is owing to the fact that, frequently 
the hypothesis of slope homogeneity is rejected empirically. Accordingly, in PMG 
estimator, the pooling across industries produces efficient and consistent estimates 
only when limitations are true. Otherwise, if the true model is heterogeneous, the 
PMG estimates are inconsistent; the MG estimates are consistent in either case.  
The empirical framework to evaluate the insurance industry-wide effect of net 
premiums variable on the operating income is based on an Autoregressive 
Distributed Lag (ARDL) or dynamic linear regression. In the case of this study 
(having one exogenous variable), the ARDL (p, q) takes the dynamic panel 
specification of the form: 
 
 
Where,  
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 is the scalar dependent variable,  
 is the vector of explanatory variables for groups ,  
 represents the fixed effects, the coefficient of the lagged dependent variables 
 are scalars and  are  coefficient vectors. 
As the variables in Eq (6.11) are I(1) and cointegrated (table 6.4), the error term is 
the I(0) process for all .  
 
A key feature of cointegrated variables is their reaction to any deviation from the 
long-run equilibrium. This proposes an Error Correction Model (ECM) in which the 
short-run dynamics of the variables in the system are inclined by deviations from 
that equilibrium. So, equation (6.11) can be reparametrised into the error correction 
equation as: 
 
Where: 
 
 
The parameter  is the error correction coefficient gauging the speed of adjustment 
to the long-run equilibrium. The vector  encompasses the long-run relationships 
between the variables (Blackburne and Frank, 2007). 
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It is presumed that disturbances  are independently distributed across  and , 
with zero means and variances  
 According to Smith and Fuertes (2012:32): 
“Within time series ECM modelling, the practice is to begin with a very general 
model and then test down to a more restricted version since the tests are much more 
likely to be valid in a very general model than in a more restricted model which is 
more likely to be misspecified.”  
 
Nonetheless, for the main purpose of this chapter (which is to obtain less root mean 
square error RMSE for the estimation of panel data equation), using the PMG, which 
has more restrictions would make the RMSE higher. Thus, this estimation method is 
excluded.  
6.9.1 Mean group (MG) estimator 
Assumption  
This was proposed by Pesaran and Smith (1995). The main hypothesis of the MG 
estimator is to allow the slope coefficients, the intercept, and error variances to vary 
across cross-sections (for example, insurance companies in the case of this study) 
both in the short-run as well as in the long-run. Therefore, the model is fitted to each 
group, and a simple arithmetic average for the coefficients can be calculated. 
 
Table 6.6: Pesaran & Smith (1995) Mean Group Estimator (Eq.6.12) 
 
Y Coefficient Std. Err Z  
L1Y -0.14633 0.069 -2.11 0.035 
L2Y -0.06225 0.06 -1.02 0.310 
L3Y -0.00875 0.058 -0.15 0.882 
L4Y -0.1267 0.063 -2.00 0.045 
X 0.15139 0.164 -0.92 0.356 
L1X 0.06219 0.105 0.59 0.557 
L2X -0.3484 0.363 0.96 0.338 
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L3X -0.43121 0.629 -0.68 0.494 
L4X -0.3650 0.806 -0.45 0.065 
CONS 9.52e+07 3.98e+07 2.39 0.017 
Root Mean Square Error 8.3E+7 
 
(L1Y refers to lag 1 for dependent variable Y; L1X refers to lag 1 for independent 
variable X, and so on). 
 
Results from table (6.6) show that on average lagged operating variables have 
negative effects on operating income and are statistically significant on both the first 
and the fourth lags at the 10% level. Furthermore, on average, lagged net premiums 
variables have a negative effect on operating income and are statistically significant 
on the fourth lag at the 10% level.  
 
6.9.2 The Correlated Common Effects Mean Group (CCE MG) Estimator 
Assumption 
This was proposed by Pesaran (2006) and involves adding the means of the 
dependent  and independent variables  as additional regressors, to remove the 
effects of the factors (these are treated as nuisance parameters). As mentioned 
earlier, the CCE estimator is considered the current market leader (according to 
Monte Carlo Studies) for managing the CSD issue (Smith and Fuertes, 2012). This 
estimator is simple to apply and can handle any serial correlation in the errors. 
Moreover, Kapetanios et al (2011) show that this estimator is robust, affecting a 
wide variety of data generation processes. 
Table 6.7: Pesaran (2006) Common Correlated Effects Mean Group Estimator 
(Eq.6.12) 
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Y Coefficient Std. Err Z  
L1Y -0.214 0.08 -2.67 0.008 
L2Y -0.0625 0.06 -1.03 0.301 
L3Y -0.038 0.073 -0.52 0.604 
L4Y -0.1516 0.073 -2.16 0.031 
X -0.806 0.681 -1.18 0.237 
L1X -0.46 0.389 -1.19 0.236 
L2X -0.34 0.522 -0.66 0.506 
L3X -0.37 1.43 -0.26 0.792 
L4X -0.48 1.50 -0.32 0.076 
M Y 0.555 0.51 1.08 0.281 
M L1Y 0.072 0.26 0.27 0.784 
M L2Y -0.156 0.199 -0.78 0.434 
M L3Y  0.120 0.118 1.02 0.309 
M L4Y 0.044 0.192 0.23 0.819 
M X -0.131 0.44 -0.52 0.605 
M L1X 0.08 0.153 0.54 0.586 
M L2X 0.04 0.142 0.34 0.736 
M L3X 0.09 0.152 0.62 0.533 
M L4X 0.152 0.155 0.98 0.328 
CONS 2.95e+07 5.08e+07 0.58 0.561 
Root Mean Square Error 5.2E+7 
 
(M Y refers to additional mean of dependent variable y; M L1X refers to additional 
mean of independent variable L1X and so on) 
 
Table 6.7 shows that on average there is no problem with the CSD and serial 
correlations since the majority of the parameters are insignificant. Furthermore, for 
the main purpose of this chapter (which is to obtain less root mean square error 
RMSE for the estimation of panel data equation), using the CCEMG, would make 
the RMSE lower as can be seen in table(6.7). Results show that on average lagged 
operating variables have negative effects on operating income and are statistically 
significant on both the first and the forth lags at the 10% level. Furthermore, on 
average, lagged net premiums variables have a negative effect on operating income 
and are statistically significant on the fourth lag at the 10% level.  
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6.9.3 Diagnostic Test 
In time series, it is standard to carry out diagnostic tests. However, in panel time 
series these testes are not common. For example in this study one cannot compare 
the previous two estimators on the grounds of residual, since the residual will always 
be stationary I(0). 
 
6.10 Empirical Results  
Tables 6.6, and 6.7 show the respective results for the insurance industry wide effect 
of net premiums and variables on operating income using the MG and CCEMG 
estimators, for the operating income model as depicted in Equation (6.12). 
Additionally, as explained in section 6.6 with panels in which both N large and T 
large there are a number of estimators which are commonly adopted. However, this 
study focuses on those parameters obtained using both the Mean Group (MG) the 
Common Correlated Mean Group (CCEMG) estimators. 
As mentioned earlier, Pesaran and Smith (1995) show that the Mean Group estimator 
gives consistent estimates of true cross-industry average effects. Further, Pesaran et 
al (1996) conducted Monte Carlo simulations and found that the finite sample bias 
was smaller for Mean Group estimators than for the sample sizes. They applied a 
panel of the size =24 and T =32, which they described as 'quite large'; being 
approximately the same as the sample size used in this study; N=23 and T=32. 
However, to deal with the issue of cross section dependence, and to handle the 
current serial correlation in the errors, the market leader estimator is the CCE 
estimators. Hence, the study applies the Correlated Common Effects Mean Group 
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(CCE MG). Table 6.7 shows that on average there is no problem with the CSD and 
serial correlations since the majority of the parameters are insignificant. 
Furthermore, for the main purpose of this chapter (which is to obtain less root mean 
square error RMSE for the estimation of panel data equation), using the CCEMG, 
would make the RMSE lower as can be seen in table(6.7).  
Overall, the CCEMG estimation (table 6.7) reveals that there is a considerable 
heterogeneity in the patterns for both average (industry wide) and individual 
insurance companies. This may be observed by considering the differences across 
insurance groups, are regards the coefficients, and the statistical significance of the 
coefficients. Generally, results show that on average lagged operating variables have 
negative effects on operating income and are statistically significant on both the first 
and the fourth lags at the 10% level. Furthermore, on average, lagged net premiums 
variables have a negative effect on operating income and are statistically significant 
on the fourth lag at the 10% level.  
 
6.11 Measuring Foreign Exchange Variable 
This chapter estimates the foreign exchange variable, FOREX, using the residuals 
from equation 5.3 as was explained in the previous. Thus, this chapter uses the 
results obtained from chapter 5 
 
6.12 The main Estimation Model 
The unanticipated operating income , the residual from the panel estimation 
method (CCEMG for Eq.6.12) is divided by their standard deviation (following Ball 
and Bartov, 1996; Martin and Mauer, 2003; Walsh, 1994). The contemporaneous 
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and lagged foreign exchange variables FOREX are then used to estimate transaction 
exposure to exchange rate risk for each insurer, from the main estimation method 
which was used in both chapter 4 (Eq.4.3) and 5 (Eq.5.4). 
 The insurance wide industry is justified as having significant foreign exchange rate 
transaction exposure or not by using the F -statistic generated from estimating the 
main estimation model at the 10% level of significance. Table 6.8 below illustrates 
the results,  
Table 6.8: Significance Exchange Rate transaction exposure for the Egyptian 
insurance wide industry  
 
F-statistic 0.59279 
Prob. (F-static) 0.6680 
Adjusted R squared -0.003561 
= 10% 
It is clear from the above table that foreign exchange rate transaction exposure for 
the Egyptian insurance wide industry is not significant (at a 10% level of 
significance). This finding is consistent with a recent result by Zhou and Wang 
(2013) that assert that only a minority of companies is exposed to foreign exchange 
risk and is in line with international evidence. 
 
6.13 Summary 
In this chapter, the study adopts an industry level analysis to determine the insurance 
industry wide effect of foreign exchange transaction exposure. By examining all 
companies working in the Egyptian insurance industry, foreign exchange exposure 
risk can be better understood and properly mitigated. 
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In the light of the problems associated with purely time series regression, the study 
employs panel dynamic methods. As there is no reason to expect that the effects 
should be the same or even similar in different insurance groups, the study 
investigated the industry wide effect of the net premiums variable on the operating 
income variable. Considering the importance of heterogeneity, the study employed 
the both the MG and the CCEMG estimators. Pesaran et al (1996) conducted a 
Monte Carlo simulations and found (for a panel with N =24, and T=32) that bias is 
smaller for an MG estimator. However, to deal with the CDS and serial correlations 
in errors, currently the market leader estimator is the CCE estimator. Hence, the 
study employs the CCEMG estimator (Pesaran, 2006) and finds that there is no 
problem with CSD and the serial correlation as the majority of the parameters are 
insignificant. Furthermore, using the CCEMG estimator results in lower RMSE than 
that of the MG estimator. 
Overall, the MGCCE estimator reveals that there is considerable heterogeneity in the 
patterns for both the average analysis (industry wide) and that of the individual 
insurance companies. This may be observed by considering the differences across 
the insurance companies, in terms of the coefficients as well as in reference to the 
statistical significance of the coefficients. 
Generally, the results show that on average the lagged operating income variable has 
negative effects on operating income and is statistically significant on both the first 
and the fourth lags at the 10% level. Furthermore, on average the lagged net 
premiums variables have a negative effect on operating income and are statistically 
significant on the fourth lag at the 10% level.  
 224 
 
Finally, the study uses a cash flow based framework to decompose exchange rate 
exposure into short term and long-term elements, for the 23 Egyptian insurance 
companies over the period 2002-2009. The central finding of the study is that foreign 
exchange rate transaction exposure for the Egyptian insurance wide industry is not 
significant (at a 10% level of significance. 
This chapter shows that there is a scope for future research into insurance using 
panel econometric models. For instance, one can view a collection of risk classes as 
generating cross sectional data over a single policy period. In this way, the insurer 
can observe the claim for those risk classes over several periods. Moreover, it may 
be that there are explanatory characteristics proceeding from the risk class that can 
be used to predict claims, thus one can handle claims across risk classes and across 
time. This is because panel data allows for the handling of the categorical variables, 
needed for classifications, and the serial correlation problem can be easily handled 
within the panel framework. Chapter seven will now present a theoretical discussion 
to illuminate the implications of the findings for the three research questions.  
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Chapter 7 
Discussion of the Results 
 
7.1 Introduction 
In Chapter 2, three streams of literature, which deliberated empirical evidence 
regarding foreign exchange rate exposure, were reviewed: (a) multinational firms, 
(b) emerging markets, and (c) insurance and reinsurance companies. This review 
provided a different perspective and was helpful as it allows different findings to be 
compared and contrasted. Though the concepts of foreign exchange risk 
management (see Chapter 2) can be applied to financial and non-financial companies 
operating internationally, insurance and reinsurance entities are faced with 
specialised liabilities (in the form of claims) that are stochastic in amount and timing 
(explained in 2.4.2). The implications for strategy, managerial practices and public 
policy that nearly all of the literature refers to, have been based on analyses of data 
from developed economies. However, the management of foreign exchange risk in 
emerging insurance markets seems to be slightly different to the practice generally 
used in developed economies. In order to offer an alternative for these insurance 
companies, existing information was used with current techniques and some 
methodological innovations (the first key contribution) that are relevant to capture 
the limitations of modelling foreign exchange rate transaction exposure in emerging 
insurance markets. With this in mind, this study has endeavoured to determine 
whether or not foreign exchange rate transaction exposure for  insurance companies 
in an emerging market is significant based on evidence that such companies face 
such exposure through their international reinsurance operations. From this, the 
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implications for strategy, managerial practices and public policy (the second key 
contribution) in the insurance industry in emerging markets are further assessed.  
This chapter provides a theoretical discussion of the empirical findings given in 
Chapters 4, 5 and 6. The quantitative analysis herein follows a recent methodology 
given in the literature, namely, the cash flow-based approach, which concentrates on 
the sensitivity of an insurer's cash flow to variations in the foreign exchange rate 
(Martin and Mauer, 2003; 2005).  
The cash flow-based approach is designed and applied in three stages: 
In the first stage, unanticipated operating income is estimated for each insurance 
company (see Chapters 4 and 5) or for the Egyptian insurance - wide industry (see 
Chapter 6). 
In the second stage, the foreign exchange rate is estimated. Additionally, the 
residual, which captures the exchange rate variation not explained by variation in the 
independent variables, is obtained (the unexplained change(s) in foreign exchange 
rates). In Chapter 4, an economic model was used to analyse the interplay of the 
foreign exchange rate with other variables (Martin and Mauer, 2003; Li et al., 2009). 
In contrast, Chapter 5 discusses a statistical model for analysing the relation between 
the foreign exchange rate and its constituent variables (interest rate and inflation). 
Here, the foreign exchange rate was related to the real rates of return in Egypt and 
the US (Blum et al., 2001). 
In the third stage, the sensitivity of the unanticipated operating income (see first 
stage) is estimated in relation to the contemporaneous and lagged foreign exchange 
variable (from the second stage). Here, the main estimation model follows the 
 227 
 
Almon distributed lag structure.  refers to foreign exchange rate transaction 
exposure coefficients that represents the sensitivity of cash flows to short-term and 
long-term exchange rate movements (estimated). 
Through this analysis, each insurance company (see Chapters 4 and 5) and the 
Egyptian insurance industry (see Chapter 6) appear justified in having significant 
foreign exchange transaction exposure. This can be seen by reference to the 
associated F-statistic, which is generated from estimations in the third stage of the 
cash-flow based approach. Following Martin and Mauer (2003) and Li et al. (2009), 
short-term exposure is identified if an insurance company (see Chapter 4 and 5) or 
the Egyptian insurance wide industry (see Chapter 6) have an optimal lag of four 
quarters or less  and long-term exposure if they have optimal lag of 
eight or more quarters . The structure of this chapter is presented in 
Figure 7-1 below. Section 7.2 provides summary inferences from research questions 
one, two and three. Section 7.3 presents the analysis of the results. Section 7.4 details 
the strategic, managerial and public policy areas for insurance industry in Egypt. 
Finally, the chapter concludes with section 7.5 
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Figure 7-1 the Structure of Chapter 7 
 
7.2 Summary of inferences from the research questions  
 7.2.1 Summary of inferences from RQ1  
 RQ1: Is foreign exchange rate transaction exposure significant for each Egyptian 
insurance company (studied at the firm-level) using fundamental (economic) 
methods to model the interplay of foreign exchange rates with the other economic 
variables involved? 
 
 
 
7.2 
Summary 
Inferences 
from research 
questions One, 
Two and Three 
 
7.3 
 
Analysis of the 
results 
 
7.4  
Strategic, 
Managerial and 
Public Policy 
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insurance industry 
in Egypt 
 
7.5  
Conclusion 
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Figure 7-2: Summary Inferences from Research Questions 1 
 
 
 
 
 
Key Inferences from Research Question 1  
 
 The cash flow–based methodology is the only method that 
gauges the foreign exchange transaction exposure of Egyptian 
insurance companies. 
 Employing the OLS method to measure the foreign exchange 
rate variable revealed insignificant results. 
 Employing stepwise regression for measuring the foreign 
exchange rate variable revealed that the interest rate (as 
independent variable) is not important for explaining the 
variance in the foreign exchange rate (the dependent variable). 
 Using the fundamental (economic) method to model the 
interplay of the foreign exchange rate with other economic 
variables to gauge foreign exchange rate transaction exposure 
revealed that only 22% of Egyptian insurance companies are 
affected by exposure to foreign exchange rate transactions in 
US dollars. 
  Significant foreign exchange rate transaction exposures are 
most likely related to longer optimal lags. 
 The signs of long-run lag coefficients are positive and reflect 
positive changes in the value of the USD/EGP exchange rate, 
which has positive effects on the operating income of 
Egyptian insurance companies.  
  
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7.2.2 Summary inferences from RQ2 
RQ 2: Is foreign exchange rate exposure significant for Egyptian insurance 
companies (studies at the firm-level) using technical (statistical) methods to model 
the interplay of foreign exchange rates with the other economic variables involved? 
 
 
 
          
 
        
 
 
 
 
 
 
Figure 7-3: Summary Inferences from Research Question 2 
Key Inferences from Research Question 2 
 
 Using the technical (statistical) method to model the interplay of the 
foreign exchange rate with other economic variables in order to gauge 
foreign exchange rate transaction exposure revealed that 35% of 
Egyptian insurance companies are affected by exposure to foreign 
exchange rate transactions in US dollars. 
 The previous key inference is analogous to findings by Blum et al (2001) 
that the preferred approach for modelling the interplay between foreign 
exchange rates and other economic variables involved is statistical and 
not economical. 
 The extent to which non-life and life insurers are significantly exposed to 
US dollars is different. Foreign exchange transaction exposure for non-
life insurers is significantly greater than that for life insurers. 
 Smaller insurers have the same frequencies of foreign exchange 
transaction exposure as larger insurers. 
 Both long-run and short-run foreign exchange transaction exposure affect 
Egyptian insurers. 
 Moreover, the signs of the coefficients are positive, reflecting that the 
more positive changes in the value of the USD/EGP exchange rate have 
positive effects on operating income variables. On the other hand, the 
signs for the  of coefficient are negative; reflecting that the more positive 
changes in the value of the exchange rate has a negative effect on the 
variable, operating income. 
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 7.2.3 Summary of inferences from RQ3 
R Q 3: Is foreign exchange rate transaction exposure significant for the whole 
insurance industry (an industry level study)? 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-4: Summary Inferences from Research Questions three 
 Key Inferences from Research Question 3 
 The analysis focuses on those parameters obtained by both the MG 
and the CCEMG estimators. This is consistent with Pesaran and 
Smith (1995) who show that the Mean Group estimator provides 
consistent estimates of the true cross-industry average effect.  
 However, to deal with cross section dependence and handle serial 
correlation in current errors, the market leader estimator is the CCE 
estimators. Hence, this study applies the Correlated Common Effects 
Mean Group (CCEMG). 
 No problems occurred with the CSD and the serial correlations as 
most parameters were insignificant. 
 Using the CCEMG estimator produced a RMSE that was less than 
the one obtained by the MG. 
 Overall, the CCEMG estimation revealed a considerable 
heterogeneity in the patterns for both the insurance industry and 
individual insurers.  This may be observed by considering the 
differences across insurance groups, are regards the coefficients, and 
the statistical significance of the coefficients.  
 Generally, results show that on average lagged operating income 
variables have negative effects on operating income and are 
statistically significant on both the first and the fourth lags at the 
10% level. Furthermore, on average, lagged net premiums variables 
have a negative effect on operating income and are statistically 
significant on the fourth lag at the 10% level. 
 Foreign exchange rate transaction exposure for the Egyptian 
insurance wide industry is insignificant (at a 10% level of 
significance). 
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 7.3 Analysis of the results  
 This section focuses primarily on discussing the results of the study, highlighting 
the methodological contributions of the work. Meanwhile, this section also discusses 
the results in reference to the existing literature. 
As mentioned previously, this is the first empirical study to focus on the limitations 
when modelling foreign exchange rate transaction exposure in emerging insurance 
markets. Additionally, this work expands on crucial econometric methodological 
innovations, with regard to the cash flow approach, as proposed by Martin and 
Mauer (2003, 2005). 
This section will be divided into two main subsections: First, the results related to 
the methodological contributions; and second, the results based on the research 
questions. 
7.3.1 The results in the light of the econometric methodological contributions 
The thesis focused on the limitations when modelling foreign exchange rate 
transaction exposure in emerging economies, and found that the cash flow-based 
methodology is the only method available to gauge the foreign exchange rate 
transaction exposure of Egyptian insurers. This is because Egyptian insurance 
companies are not publicly traded companies and do not offer stocks, shares or 
bonds for sale to the public through the Egyptian stock exchange. Hence, the use of a 
market-based approach (the augmented market and orthogonalised market method) 
fell outside the scope and aim of this work for reasons of availability of data. 
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This work is based on the cash flow methodology proposed by Martin and Mauer 
(2003, 2005) in reference to banks, and employed by Li et al. (2009) when assessing 
US insurance companies. Some methodological innovations have been introduced to 
study the limitations of modelling foreign exchange rate transaction exposure in 
emerging insurance markets. The study developed a crucial methodological 
innovation by adding an inflation factor as a macroeconomic variable to explain the 
exchange rate. 
Furthermore, in order to provide a model, which captures the behaviour of foreign 
exchange rates with their relevant economic variables, this work applied a technical 
(statistical) method to model the interplay of foreign exchange rates against both 
inflation and interest rate. Indeed, this is considered a crucial second innovation to 
the cash flow based approach related to financial firms, or, more precisely, insurance 
companies. 
Foreign exchange rate exposure has been modelled for individual companies and 
researched in a number of studies (e.g. Oxelheim and Wihlborg, 1995; Graner and 
Shapiro, 1984; Bartram, 2008). However, Krapl and O’Brien (2012) assert that the 
noise problems associated with many companies’ cash flow data (negative and near 
zero observations) is considered a crucial barrier to this estimation. Additionally, 
Krapl and O’Brien (2012) further argued that only two research studies have had 
some success in dealing with the cash flow noise problem: Martin and Mauer (2003) 
for financial firms and Bartram (2007) for non-financial firms
44
. Furthermore, 
                                                          
44
 Martin and Mauer (2003) use a cash flow approach to estimate exposure for U.S. banking firms, 
whereas, Bartram (2007) uses stock prices and corporate cash flow to estimate exposure for U.S 
nonfinancial firms.   
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Bartram and Bodnar (2007:8) assert that reducing the standard error (S.E) of the 
regression will improve the precision of exposure estimates. 
According to the aforementioned, this thesis extends crucial econometric 
methodological innovations with regard to the cash flow approach, as proposed by 
Martin and Mauer (2003). By introducing the CCEMG in the estimation of foreign 
exchange exposure, the required reduction in the S.E. has been achieved
45
.  
Moreover, the CCEMG estimator revealed a considerable heterogeneity in the 
patterns in (industry wide) Egyptian insurance data. This was observed when 
considering the differences across insurance companies, in terms of coefficients, as 
well as in reference to the statistical significance of the coefficients (see table 6.7). 
This finding contradicts the argument proposed by Li et al. (2009) that the 
aggregated studies on non-financial multinational firms (e.g. Jorion, 1990; Bodnar 
and Gentry, 1993; Chow et al., 1997b) do not account fully for all firm-specific 
information. Moreover, Bartov and Bodnar (1994) suggest that aggregation of firm 
data assumes no heterogeneity amongst these companies. 
Nevertheless, this finding is corroborated with the absence of reasons for 
homogeneity amongst cedant insurance companies; this can be summarised as 
follows: Firstly, the policies sold by different companies are not identical. Secondly, 
these companies engage in different practices (e.g. claim settlement / underwriting 
…etc.). Last, but not least, the coding used for the risk factors can vary from 
company to company. 
                                                          
45
 Estimating foreign exchange cash flow by using the CCEMG estimator reported lower S.E than the 
one reported on the firm level. 
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 Furthermore, Smith and Fuertes (2012) assert that the CCEMG estimator is 
considered the current market leader for managing the Cross Section Dependence 
(CSD) issue, based on Monte Carlo Studies. This estimator is simple to apply and 
can manage serial correlations in the errors. Moreover, Kapetanios et al. (2011) show 
this estimator is robust, affecting a wide variety of data obtained from disparate 
generation processes, including unit roots. As mentioned earlier, this is the first time 
the CCEMG has been used as an estimator in the foreign exchange rate exposure 
literature. 
 
 
 
7.3.2 The results in the light of research questions: 
RQ1 
The answer to RQ1 reveals 5 companies, out of a sample of 23 (22%) Egyptian 
insurance companies were influenced by foreign exchange rate transaction exposure 
(US dollar). This result is consistent with the previous literature. Bartram and Bodnar 
(2007:2) assert that “a majority of the studies find significant exposures in just 10-
25% of the cases”. 
Investigations to address Research Question 1 showed that significant foreign 
exchange rate transaction exposures are most likely to be related to long term 
exposure rather than short term exposure. This is consistent in both Martin and 
Mauer’s (2003) paper on US banking, and Li et al.’s (2009) on the US insurance 
industry. Moreover, this result corroborates the bulk of the existing literature (e.g. 
Chow et al., 1997b; Nguyen and Faff, 2003; Muller and Verschoor, 2006, 2007) 
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suggesting that the frequency of foreign exchange exposures increase with the length 
of the time horizon. 
Finally, inquiries to answer RQ1 revealed that the interest rate variable was a less 
important variable for explaining the foreign exchange rate. This contradicts the 
claim that “(re)insurance companies are highly dependent on interest rates” (Blum 
et al., 2001:16).  
RQ2 
Interest rates and inflation suggest basic risks in the insurance industry due to 
insurance being a long-run business; i.e. premiums collected today are matched 
against claims (e.g. compensation) paid out in the future. It is essential to include 
interest rate variables when modelling foreign exchange rate. Statistical modelling of 
the interplay of the foreign exchange rate with both inflation and interest rates (using 
a model taken from the actuarial field employed by Blum et al. (2001)) was 
undertaken to gauge foreign exchange rate transaction exposure. 
 The answer to RQ2 reveals that 8 companies out of a sample of 23 (35%) Egyptian 
insurance companies were influenced by foreign exchange rate transaction exposure 
(US dollar). This is consistent with results reported by both Martin and Mauer (2003) 
for US banks (37% USD/GBP; 36% USD/JPY; 27% USD/MXP; 31% USD/CAD; 
19% USD/DEM) and Li et al. (2009) for US insurance companies (73% USD; 71% 
USD/JPY; 37% USD/CAD). 
The previous significant inference is to be understood in parallel to conclusions 
reached by Blum et al. (2001), who stated that the preferred method for modelling 
the interplay between foreign exchange rates and other economic variables was 
statistical (technical) rather than economical (fundamental). 
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Investigations in RQ2 showed that significant foreign exchange rate transaction 
exposure is related to both short and long term exposure. This result diverges with 
the findings of Martin and Mauer (2003) for US banks and Li et al. (2009) for US 
insurance companies. Both these stated that firms tend to be more at risk from long 
term exposure, given the ease with which short term exposure can be hedged using 
currency derivatives. The explanation of this is that cash flow transaction exposure 
for (re)insurance companies differs from that of banks owing to the larger 
complexity of currency hedging by (re)insurance companies, when contending with 
uncertainty in both the amount and timing of claims (liabilities). This result asserts 
there are systematic dissimilarities in risk management, and, consequently, the risk 
shapes of banks and insurers. 
 In contrast, the reason for the differences in Li et al.’s findings were the lack of both 
satisfactory foreign exchange risk management and hedging tools in the Egyptian 
insurance market. 
In addition to detecting the extent of any foreign exchange rate transaction exposure, 
by using the statistical method to model the interplay of foreign exchange rates with 
the other economic variables involved, two additional key issues are being 
investigated: 
Firstly, the potential existence of systematic differences in the foreign exchange rate 
transaction exposure of life and non-life Egyptian insurers. This study finds that the 
degree to which life and non-life Egyptian insurers are significantly exposed to the 
USD is essentially dissimilar. This finding is confirmed by the high levels of 
specialisation in non-life Egyptian insurers (Marine, Fire, Automobile, Aviation), 
and the high volumes of international reinsurance agreements (as can be seen from 
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tables 2.1 and 2.2). This result is at variance with the findings of Li et al. (2009), 
who suggest that the extent to which life and non-life US insurers are exposed is 
relatively similar. Secondly, the possible presence of differences in the foreign 
exchange rate transaction exposure of small and large Egyptian insurers was also 
investigated. Here, the study found that the extent to which small and large Egyptian 
insurers are exposed to the USD is also quite similar. This suggests the underlying 
foreign exchange rate transaction exposure of small and large Egyptian insurers is 
also comparable. This result can be justified by referring to the limited access to 
financial instrument in the Egyptian financial market. This is not consistent with the 
argument raised by some authors, who argue that large firms benefit from scaled 
economics when undertaking hedging activities. For non-financial firms, Allayannis 
and Weston (2001) suggest that large firms are more likely to use hedging than 
smaller firms. This reflects the findings of Nance et al. (1993) and Chow et al. 
(1997b). With regard to financial firms, Chamberlain et al. (1997) found that the 
larger US banks typically display larger foreign exchange exposure. They attributed 
this finding to the roles these large banks play as traders on the derivatives markets. 
Explicit to the insurance area, Li et al. (2009) advocated that larger US insurers have 
reduced frequencies of foreign exchange exposure. This reinforces the belief that 
large firms use cost economics to increase hedging activities. 
 Finally, investigations into RQ2 revealed the signs of exposure coefficients were 
both positive and negative. This finding was consistent with the findings from 
previous work by (Faff and Marshall, 2005; Fornes, 2009 and Choi and Kim, 2003). 
Moreover, positive and negative signs of exposure coefficients demonstrate the 
heterogeneous nature of foreign exchange effects.  
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RQ3 
In contrast to the previous research questions, RQ3 embraces an industry level 
analysis to determine the industry’s response to foreign exchange rate fluctuations. 
Panel econometric methods were used to circumvent the problems usually associated 
with purely time series regressions. 
As has been mentioned earlier, in section 6.6, although there are a number of 
estimators that are commonly adopted with panels, in which both N and T are large, 
this study focuses on the parameters obtained by both Mean Group (MG) and the 
Common Correlated Mean Group (CCEMG) estimators. Pesaran and Smith (1995) 
have corroborated this by showing that the MG estimator provides consistent 
estimates of true cross industry effects. In addition, Pesaran et al. (1996) conducted 
Monte Carlo simulations and established that the finite sample bias was consistently 
less for the MG estimator when compared to sample size (N=24, T=32) (which is 
similar to the sample size used in this analysis (N=23, T=32)). 
Nevertheless, to address the issue of cross section dependence, and to handle any 
serial correlations in errors, the market leader estimator was the CCE estimators. 
Hence, the study applies the Correlated Common Effects Mean Group (CCE MG) 
method. As can be seen from table (6.7), on average, there is no difficulty with the 
CSD and serial correlations, since the majority of the parameters are insignificant. 
Additionally, the main purpose of this investigation (which is to obtain a small root 
mean square error (RMSE)), using the CCEMG, would make the RMSE smaller, as 
can be seen in table (6.7).  
Generally, the CCEMG estimation (table 6.7) reveals there is substantial 
heterogeneity in the patterns for the insurance industry. This can be observed by 
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considering the differences across insurance groups, regarding coefficients and the 
statistical significance of those coefficients. The, results generally show that, on 
average, lagged operating variables have a negative effect on operating income and 
are statistically significant for both the first and the fourth lags at the 10% level. 
Also, on average, lagged net premiums variables have a negative effect on operating 
income and are statistically significant on the fourth lag, again, at the 10% level.  
Finally, the investigations for RQ3 revealed that foreign exchange rate transaction 
exposure for the Egyptian insurance wide industry is not significant at the 10% level. 
This finding is similar to the findings of a number of studies (e.g. Khoo, 1994; Choi 
and Parasad, 1995 and Muller and Verschoor, 2006b). 
There are various reasons why   insurance companies in emerging markets have 
insignificant (low percentage) foreign exchange rate transaction exposure. Firstly, 
insurance companies in these markets may fail to appreciate the significance of the 
impact of currency risk on their operating cash flow. It can be claimed that insurance 
companies fail to compute foreign exchange rate transaction exposure in their 
operating cash flow, due to an inadequate understanding of its prominence.  
Secondly, insurance companies in emerging markets may not want to protect against 
currency risk. If they speculate rather than protect against currency risk, they do not 
need to know how foreign exchange rate transaction exposure affects their operating 
cash flow. It can be argued that  insurers in emerging markets are guided by ‘views’ 
about the evolution of foreign exchange rates; a practice that suggests future 
currency rate speculation. Given this seemingly myopic perspective, it is unlikely 
that insurers would be interested in designing effective systems to establish 
protective foreign exchange risk management processes.  
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Thirdly, insurance companies in emerging markets may be unable to measure their 
foreign exchange rate transaction exposure. Anxieties about measurement errors 
could lead insurers to avoid measuring foreign exchange rate transaction exposure. 
Management may believe that basing risk management processes on inaccurate 
measures of risk exposure increases, rather than decreases, currency risk. Moreover, 
insurers in emerging markets may believe that unexpected currency rate movements 
are offset. It can also be argued that firms find foreign exchange rate changes offset 
in the short-term. Consequently, there is little justification for risk management to 
focus on this. Ultimately, insurance companies in emerging markets  may not 
provide protection for long-term cash flows, since they believe that positive and 
negative currency movements cancel each other out.  
Finally, insurers in emerging markets disregard the importance of understanding 
foreign exchange rate transaction exposure. They seek instead to achieve balanced 
foreign currency in- and outflows. Moreover, they may utilise a strategic set-up until 
foreign exchange rates change; if a change occurs, they may then impose a 
modification. Thus, insurance companies in emerging markets prefer not to measure 
foreign exchange rate transaction exposure. Instead, they monitor foreign exchange 
rate fluctuations, and, if changes produce serious enough consequences, implement 
appropriate changes.  
Nevertheless, this factor should lead to an underestimation of significance when 
gauging foreign exchange rate transaction exposure. This is supported by a recent 
study by Zhou and Wang (2013:8) who stated that: 
“The finding that only a minority of the sample companies is exposed to foreign 
exchange risk is in line with international evidence and does not appear to have 
changed over the last three decades, though the important of foreign exchange risk 
management should not be discounted due to this fact.” 
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7.4 Strategic, Managerial and public policy areas for insurance industry in 
Egypt 
From the outset, this work aimed to offer a methodology with which to model 
foreign exchange rate transaction exposure in emerging insurance markets; 
investigating its efficacy with Egyptian insurance companies. Therefore, one of the 
core aims of this work was to present a model that assists cedant insurance 
companies in emerging markets by offering a sound risk management strategy for 
foreign exchange rate transaction exposure. More precisely, to help insurers in 
emerging markets determine the type of exposure (short or long-run). The 
development of this model is based on a cash flow approach proposed by Martin and 
Mauer (2003). Their work was originally developed for the US banking sector. 
As presented earlier, emerging insurance markets are increasingly being integrated 
into the world’s economy through international reinsurance treaties (Reaction special 
report: Insurance Market Guide, 2012), and yet little is reported of their operating 
practices or the consequences of their participation, worldwide.  
Luca (2000), Lodder and Pichler (2000), and Bodie and Merton (2000) have 
introduced general methods to endorse the management of foreign exchange risk, 
and these have been applied to companies conducting foreign business (discussed 
earlier in section 2.10). Additionally, as these markets often have too few financial 
instruments to provide scope for creating a common hedge to mediate foreign 
exchange risk, the management of foreign exchange risk in emerging insurance 
markets seems to differ from the practice generally used in developed economies. 
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For these reasons, and in order to provide an alternative to assess insurance 
companies, it was deemed necessary to adapt existing techniques, by adding some 
innovations to study the limitations when modelling foreign exchange rate 
transaction exposure in emerging insurance markets. This section presents 
recommendations to the insurance industry (national regulators) and individual 
insurance companies. Each of which will be addressed in turn: 
Insurance industry (national regulators) 
1. Insurance industry-wide guidelines on prudent foreign exchange rate 
transaction exposure limits. 
The insurance industry should develop and abide by prudent foreign 
exchange limit guidelines, by employing the method used in this study to 
gauge foreign exchange rate transaction exposure at the industry-wide level, 
and determining its type (short or long–run). This is consistent with Solvency 
II, which will be applied in 2016. 
2. Provide tailored hedging products to the cedant  insurance companies to 
hedge foreign exchange risk 
The recent signing of a cooperative agreement between the Egyptian and 
New York stock exchanges in February 2013 is a positive step toward a 
better understanding of the effects of foreign exchange rate transaction 
exposure46. While the agreement signals the launch of future and option 
contracts based on the Egyptian index “EGx30”, it is of greater importance as 
a ground breaking agreement between a major developed market stock 
exchange (the NYSE) and an Arab or African stock exchange. It is hoped that 
                                                          
46
 On February 14,2013 (London)  
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this agreement will allow Egyptian insurance companies greater access to 
financial derivatives, to mediate currency risk. 
3. Provide additional training and education in asset-liability management 
and overall financial risk management for the  insurance companies’ 
managers  
The Egyptian Insurance Supervisory Authority (EISA) can encourage and 
facilitate educational initiatives.  
Insurance Companies 
Each cedant insurance company should: 
1. Maintain foreign exchange rate transaction exposure at a prudent level  
Each individual insurance company should employ the method used in this 
study to gauge foreign exchange rate transaction exposure at the company 
level and determine its type (short or long–term). Moreover, insurance 
companies should maintain a prudent balance of foreign currency assets to 
liabilities, based on guidelines to be developed by the insurance industry. 
2. Track and monitor foreign exchange rate transaction exposure at the 
industry level 
Each insurance company would normally track foreign exchange rate 
transaction exposure at the industry level. This functionality needs to be 
added to management information systems. Each insurance company should 
produce and analyse foreign exchange rate transaction exposure consistently. 
3. Improve Transparency  
In its financial statements, each insurance company should report the extent 
of foreign exchange rate transaction exposure and its type (short or long–
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term). Moreover, each insurance company should disclose all resulting 
foreign exchange gains or losses in its income statements. This is consistent 
with the International Financial Standard Reporting Standards.  
Although the strategy and improved methodology presented in this research 
have been developed using data from a specific economy, as the issues of 
foreign exchange rate exposure for non-developed economies are so similar, 
it is argued that  the approaches will have a resonance with insurers in other 
emerging economies such as Morocco, Algeria, Malaysia, Turkey and the 
BRICS economies. 
 
 
7.5 Conclusion  
As the insurance industry becomes increasingly global, cedant insurance companies 
in emerging markets with international reinsurance operations will potentially be 
exposed to significant foreign exchange rate risk. This is the first empirical study that 
focuses on the limitation of modelling foreign exchange rate transaction exposure in 
emerging markets.  
The study employs the cash flow methodology proposed by Martin and Mauer 
(2003, 2005) for banks and employed by Li et al. (2009) for US insurance companies 
with some methodological innovations suited to studying the limitation of modelling 
foreign exchange rate transaction exposure in emerging insurance markets. This 
chapter discusses the inferences from the research questions. However, the foreign 
exchange rate transaction exposure for the Egyptian cedant insurance industry is 
 246 
 
insignificant (RQ3), the percentage of Egyptian insurers affected by foreign 
exchange rate transaction exposure in US dollars (estimated at the individual firm 
level) was found to be 22% and 35% according to the method used (RQ 4 and RQ5 
respectively).  
The study displays twofold crucial results: the first result of this work shows that the 
unanticipated fluctuations in the value of the USD/EGP affect the operating income 
with these Egyptian cedant insurance companies. The second result shows that 
assessing foreign exchange rate transaction exposure by decomposing foreign 
exchange rate transaction exposure into short and long –run elements for 23 
individual Egyptian cedant insurance companies can be effective in minimising 
foreign exchange risk.  
 Insurance companies in emerging markets can develop, implement and adopt 
prudent foreign exchange rate transaction exposure guidelines. This will need a 
rigorous effort by insurance companies and national regulators. Currency hedging 
instruments are needed for these markets.  Insurance companies in emerging markets 
will also profit greatly from further education, training and capacity building to 
recognise both the impact and consequences of foreign exchange rate transaction 
exposure and financial risk management principles fully. With contribution by all 
participants of the insurance industry, foreign exchange risk can be better understood 
and properly mitigated.  
The following chapter (Chapter 8) will highlight how this study contributes to both 
the theory and practice used to measure foreign exchange rate transaction exposure 
for insurance companies. It discusses the theoretical and methodological 
contributions that arise from this study followed by analysis of the managerial 
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implications of this study. The chapter concludes by addressing the study’s 
limitations and possible directions for future research. 
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Chapter 8 
Conclusion 
 
8.1 Introduction 
Few studies of insurance companies in developing and emerging economies have 
been published in the mainstream literature, thus foreign exchange rate exposure in 
emerging economies remains largely unknown. 
This thesis has used a broad approach derived from the disciplines of finance, 
actuarial science and econometrics, to study the impact of fluctuations in foreign 
exchange rates on the operating income of insurance companies in a typical 
developing economy, namely, Egypt. Moreover, it is further recognised that the 
insurance market in Egypt is substantially mature and equivalent to that of the 
recognised BRICS emerging markets.
47
 “We look at emerging markets as a lens for 
the evolution of insurance markets in developing economies for the future, when 
these economies mature.” 
The research expands on that of previous works undertaken, albeit mainly in 
developed economies, with the objective of reducing losses resulting from exchange 
rate fluctuations on insurer’s cash flow. By using both aggregated and individual 
firm data, this study contributes to risk management strategies for contending with 
foreign exchange rate transaction exposure in insurance markets of developing 
economies. 
                                                          
47
 A recent report by EOSRISQ (2011) listed emerging insurance markets as: Brazil, Russia, India, 
China (BRICS economies) and Egypt. 
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The thesis was motivated by several factors. First, the extant foreign exchange risk 
exposure literature had focused solely on developed countries. Second, this prior 
research had also concentrated exclusively on foreign exchange risk management 
from the perspective of reinsurance companies (Louberage, 1979; 1983; Mange, 
2000; and Blum et al., 2001). , Finally, the insurance markets in developing 
economies and emergent economies have a limited choice of financial instruments as 
hedging strategies to manage foreign exchange exposure. Many of these standard 
tools to hedge currency risk, such as futures, swaps and options contracts, are not 
currently available in emerging and developing insurance markets.  
This thesis was divided into eight chapters to provide a comprehensive study and 
analysis of the research conducted. Chapter 2 described the nature of insurance and 
reinsurance operations and summarised general foreign exchange risk management 
practices. Next, Chapter 3 provided a critical review of the literature pertaining to 
foreign exchange rate exposure, which led to the formulation of the three research 
questions. The following three chapters then delivered the empirical findings for 
Research Question 1 (Chapter 4), Research Question 2 (Chapter 5), and Research 
Question 3 (Chapter 6).With Chapter 7 providing a discussion of the findings.  
The purpose of this chapter is to summarise the findings and contributions of the 
study and to provide guidelines for future research. The limitations of the current 
study and suggested future works are also included.  
8.2 CONTRIBUTIONS OF THE STUDY  
Currency risk is an everyday occurrence in insurance companies in many parts of the 
world. However, because insurance companies in emerging markets are either unable 
to estimate their foreign exchange rate transaction exposure or fail to appreciate the 
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importance of the impact of currency risk on their operating income, information 
produced on this topic to date has been largely anecdotal. This is the first empirical 
study to focus on this transaction exposure risk, in an emerging insurance market. 
 
 
The contributions from this study are summarised as follows: 
 We introduced the Common Correlated Effect Mean Group estimator 
(CCEMG) to demonstrably reduce the standard error of the regression 
parameters for the associated foreign exchange exposure model. This 
reduction increases the estimated t-statistics for the regression coefficients for 
the exchange exposure model, leading to an increase in statistical and 
predictive power, thus enhancing risk decision making. 
 The regression model was further expanded with the introduction of the 
inflation factor as an additional explanatory variable and this was shown to 
adequately control for this econometric variable.  
 In addition, the modelling process included a comparison of foreign 
exchange rate models and assessment of their relative predictive ability. This 
resulted in identifying the technical model as having the greatest predictive 
power.   
   Moreover, strategic and public policy areas for the insurance industries in 
emerging economies are analysed. One of the main contributions of the 
research is to present recommendations to the insurance industry, and 
particularly the relevant national regulators, and individual companies that 
are specifically targeted at these unique economies. These will facilitate more 
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accurate assessment of short versus long term exposure, thus minimising 
foreign exchange rate risks.  
 Although the strategy and improved methodology presented in this research 
have been developed using data from a specific economy, as the issues of 
foreign exchange rate exposure for non-developed economies are so similar, 
it is argued that  the approaches will have a resonance with insurers in other 
emerging economies such as Morocco, Algeria, Malaysia, Turkey and the 
BRICS economies.  
 
The following is a summary table that highlights the key findings from the research 
that relate to the major contributions 
Table 8.1 the key findings from the research 
Key findings 
By introducing the CCEMG into the foreign exchange exposure regression 
model has led to an overall reduction in the standard error of the regression 
model parameters, consequently improving the predictive power of the 
model. 
The preferred method for modelling the interplay between foreign 
exchange rates and other economic variables is the technical method rather 
than the fundamental method. 
The findings of this research provide managerial implications for industry 
practitioners. Since insurance companies in emerging economies are not 
immune to exchange rate risks, efforts must be made by individual insurers 
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to quantify their individual foreign exchange rate transaction exposure.  
The methods developed can help these companies to assess their foreign 
exchange rate transaction exposure by decomposing foreign exchange rate 
transaction exposure into short and long–term elements. This would 
ultimately minimise foreign exchange risk. This would consequently lead 
to considerable financial savings. 
 
8.3 Practical implications for the insurance industry  
This section discusses how the methodology that was developed could benefit the 
insurance industry in emerging economies. 
 The findings of this research provide meaningful implications for industry 
practitioners. As insurance companies in emerging markets are not immune to 
exchange rate risks, efforts must be made by individual insurers to quantify their 
individual foreign exchange rate transaction exposure. More precisely, the methods 
developed can help these companies to assess their foreign exchange rate transaction 
exposure by decomposing foreign exchange rate transaction exposure into short and 
long–term elements. This would ultimately minimise foreign exchange risk.  
Additionally, as insurance companies in developing and emerging economies are 
increasingly operating worldwide through the international reinsurance industry, 
findings from the research are significant for practitioners in these and the reinsuring 
developed economies, alike. This would lead to minimisation of financial risk for the 
insurers in the developing markets and surety of income revenues through payment 
of the premiums to the reinsurers, typically from the developed economies. 
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8.4 Limitation of the research 
This study has made considerable contributions to existing academic literature, but 
the findings also demonstrate limitations in the research undertaken.  
This study has only used a data from a single emerging economy (Egypt is being 
used as a proxy for developing economies).   
 This thesis has focused exclusively on the transaction exposure that cedant 
insurance companies in emerging markets experience due to fluctuations in the US 
dollar exchange rate, in relation to their international reinsurance operations. 
Consequently, investigating both translation and economic exposure was beyond the 
scope and purpose of this study. 
8.4.1 The restrictions caused by the nature of the data available  
 As this research focused on Egyptian insurance companies (as a proxy for emerging 
insurance markets), which are not publicly traded companies, and which do not offer 
their stock, shares or bonds for sale to the general public through the Egyptian stock 
exchange, the use of a market-based approach (the augmented market and 
orthogonalised market method) was outside the scope and aim of the study. 
8.4.2 Possible ways to overcome these restrictions 
 Due to the aforementioned restrictions, the study finds that the cash flow-based 
methodology is the only method available to gauge the foreign exchange rate 
transaction exposure affecting Egyptian insurers. 
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8.5 Future research 
This thesis has revealed that the operating income of insurance companies (for one 
of the emerging markets) is influenced by foreign exchange rate fluctuations. Future 
work should be conducted on transaction foreign exchange exposure, to extend the 
model by applying adjustments to meet specific needs. The characteristics and 
present levels of transactions and foreign exchange rate exposure depend on 
respective insurance companies’ operating income. Hence, modifying the lag 
structure for exchange rate exposure, controlling for other macroeconomic effects or 
firm-specific effects, can be considered as a means to improve model performance 
and produce more significant results. 
The cash flow-based approach is underused, as it is considered inadequate and does 
not include expectations about future exposure, thereby failing to measure the total 
impact of currency movement on a firm’s value (Martin and Mauer, 2005). 
Consequently, to achieve better future predictions, and to assess the effect of foreign 
exchange rate fluctuations on the Egyptian insurance market, further studies 
allowing the calibration of an Economic Scenario Generation (ESG) to value 
insurance liabilities are required.  
There is also a need for further investigation into foreign exchange rate transaction 
exposure as experienced by OECD insurance companies. This research would then 
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facilitate the use of the Pooled Mean Group estimator to study the long–run relation 
between net premiums and operating income.
48
 
 Finally, to better understand macroeconomic insurance risks, insurance companies’ 
interest rate exposure and their association with foreign exchange rate transaction 
exposure should be considered more deeply. This is recommended because interest 
rates influence the ability of an insurance company to generate positive returns on 
any money invested. If inflation is higher than interest rates, then instead of 
increasing savings, an insurance company will lose money. False expectations about 
the risks associated with foreign exchange and its constituents (i.e. inflation and 
interest rates) would eventually lead to insolvency. 
 
 
 
 
 
 
 
 
                                                          
48
 Suggested by participants at Panel Time Series Course, which was hosted by Institute of Fiscal 
Studies in London 18-20 April 2012. 
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