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ABSTRACT
Context. The new planet finder for the Very Large Telescope (VLT), the Spectro-Polarimetric High-contrast Exoplanet REsearch
(SPHERE), just had its first light in Paranal. A dedicated instrument for the direct detection of planets, SPHERE, is composed of
a polametric camera in visible light, the Zurich IMager POLarimeter (ZIMPOL), and two near-infrared sub-systems: the Infra-Red
Dual-beam Imager and Spectrograph (IRDIS), a multi-purpose camera for imaging, polarimetry, and long-slit spectroscopy, and the
integral field spectrograph (IFS), an integral field spectrograph.
Aims. We present the results obtained from the analysis of data taken during the laboratory integration and validation phase, after the
injection of synthetic planets. Since no continuous field rotation could be performed in the laboratory, this analysis presents results
obtained using reduction techniques that do not use the angular differential imaging (ADI) technique.
Methods. To perform the simulations, we used the instrumental point spread function (PSF) and model spectra of L and T-type objects
scaled in contrast with respect to the host star. We evaluated the expected error in astrometry and photometry as a function of the signal
to noise of companions, after spectral differential imaging (SDI) reduction for IRDIS and spectral deconvolution (SD) or principal
component analysis (PCA) data reductions for IFS.
Results. We deduced from our analysis, for example, that βPicb, a 12 Myr old planet of ∼10 MJup and semi-major axis of 9–10 AU,
would be detected with IRDIS with a photometric error of 0.16 mag and with a relative astrometric position error of 1.1 mas. With
IFS, we could retrieve a spectrum with error bars of about 0.15 mag on each channel and astrometric relative position error of 0.6 mas.
For a fainter object such as HR 8799d, a 13 MJup planet at a distance of 27 AU, IRDIS could obtain a relative astrometric error of
3 mas.
Key words. Instrumentation: high angular resolution, spectrographs, Methods: data analysis, Techniques: imaging spectroscopy,
Stars: planetary systems
1. Introduction
Since the discovery of the first exoplanet around a main sequence
star by the radial velocity (RV) technique (Mayor & Queloz
1995) more than 1000 of these objects have been detected up
to now (see, e.g., the Extrasolar Planets Encyclopaedia1, Schnei-
1 http://exoplanet.eu/
der et al. 2011). The majority of these discoveries has been per-
formed exploiting the RV and the transit techniques. These two
techniques are biased toward planets in close orbits. For this rea-
son, the mass vs. semi-major axis parameter space is not homo-
geneously covered, and at the moment, just 70 planetary mass
objects have been found at a separation larger than 5 AU. Among
these long period objects, 40 have been found using the direct
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imaging technique, and 23 using the RV technique. For the lat-
ter objects, the orbital parameters are not well constrained when
they show only long-term trends rather than a full orbital period.
Direct imaging is then a complementary technique to explore the
outer separations of the exoplanetary systems. In particular, this
technique allows us to study the regions beyond the snow line
around young stars. Also, taking advantage of the intrinsic lumi-
nosity of young giant gaseous planets in the first phases of their
evolution, we can infer their masses (see, e.g., evolutionary mod-
els by Chabrier et al. 2000; Baraffe et al. 2002, 2003; Fortney
et al. 2005; Burrows et al. 2006). However, the mass determi-
nation is subject to unconstrained physics and unknown initial
conditions at very young ages (Marley et al. 2007; Spiegel &
Burrows 2012) and large discrepancies on the derived mass are
expected between the “hot-start” and “warm-start” models.
Direct imaging provides insights on formation and migra-
tions mechanisms for planetary systems. Moreover, this tech-
nique allows us to obtain photometric, spectroscopic, and astro-
metric measurements of the detected companions, and for this
reason it is a fundamental technique to study the atmosphere of
the known objects, their mass-luminosity function and their or-
bits (see, e.g, Rameau et al. 2013a; Kuzuhara et al. 2013; Espos-
ito et al. 2013; Currie et al. 2013) . However, direct detection of
extrasolar planets is challenging for two reasons: (1) the large lu-
minosity contrast with respect to the star, which is of the order of
10−6 for giant young planets with high intrinsic luminosity, and
10−8–10−9 for old planets seen in reflected and intrinsic light;
and (2) the small separation between the star and the planet, of
the order of a few tenths of arcsec for planets at few AUs around
stars at a distance up to 100 pc from the Sun. As a result, the light
from the companion objects is completely overcome by the light
of the host star. These difficulties explain why, at the moment,
not a large number of exoplanets have been discovered through
direct imaging.
Despite the challenging nature of this technique, several dif-
ferent surveys have been performed in the past decade to search
for extrasolar planetary systems. The main objectives of these
surveys were to populate the mass vs semi-major axis diagram at
large separations, and to clarify the mechanisms of planetary for-
mation. Among the most recent of these surveys we can cite the
NACO-Large Program at the Very Large Telescope (Desidera
et al. 2014; Chauvin et al. 2014), the Strategic Exploration of
Exoplanets and Disk with Subaru (SEEDS) at the Subaru Tele-
scope (Janson et al. 2013; Brandt et al. 2014), the Near-Infrared
Coronagraphic Imager (NICI) campaign at the Gemini South
Telescope (Nielsen et al. 2013; Biller et al. 2013), the Interna-
tional Deep Planet Survey (Vigan et al. 2012) at the Very Large
Telescope (VLT) and Gemini North, and a survey of young,
nearby, and dusty stars to understand the formation of wide-orbit
giant planets (Rameau et al. 2013b) at VLT.
A new generation of high-contrast imaging instruments
specifically designed for direct imaging of extrasolar planets is
now operational, such as the Project 1640 at the 5 m Palomar
Telescope (Crepp et al. 2011) which provides important sci-
ence results (see, e.g, Oppenheimer et al. 2013), or the Gem-
ini Planet Finder (GPI, Macintosh et al. 2014) at the Gemini
South Telescope that just concluded its commissioning phase
and already provides scientific results (Galicher et al. 2014). A
fourth instrument, the Coronagraphic High Angular Resolution
Imaging Spectrograph (CHARIS, Peters-Limbach et al. 2013),
is expected to be operative at the Subaru Telescope at the end
of 2015. In Europe, the Spectro-Polarimetric High-contrast Exo-
planet REsearch instrument (SPHERE, Beuzit et al. 2006) just
had its first light at VLT.
In this paper, we present the foreseen performance for the
characterization of extrasolar planets using the two instruments
composing the near-infrared (NIR) arm of SPHERE, IRDIS and
IFS. The outline of this paper is the following: in Sect. 2, we
present the characteristics of SPHERE and the synergy between
its two NIR focal instruments; in Sect. 3, we present the tests
and data acquisition made in laboratory, and in Sect. 4, we de-
scribe their reduction and analysis. In Sect. 5, we describe in
Sect. 5 the simulations performed with synthetic planets injec-
tion, and in Sect. 6 we present the photometric and astrometric
results performed using IRDIS and IFS. Finally, we present our
conclusions in Sect. 7.
2. SPHERE: a new planet hunter for the VLT
The new planet-finder instrument at VLT in Chile, SPHERE, just
had its first light during the spring 2014. The principal goal of the
instrument is to find and characterize giant, gaseous, long-period
planets within the solar neighborhood. As formation models pre-
dict, young planets are hot and self-luminous, making their di-
rect detection possible by masking the primary star with a coro-
nagraph. Evolved systems can also be detected through their re-
flected, polarized, light. From the ground, Extreme Adaptive Op-
tics (ExAO) systems are required to correct for the atmospheric
turbulence at very high frequency.
SPHERE is composed of the following subsystems:
– an ExAO system called SAXO (SPHERE AO for eXoplanet
Observation) (Petit et al. 2012) that produces a highly stabi-
lized beam with a Strehl Ratio (SR) of more than 90%;
– the Common Path and Infrastructure (CPI) that brings the
telescope light to the three scientific modules. The CPI con-
tains the deformable mirror (DM), relay optics such as toric
mirrors (Hugot et al. 2012), derotator, atmospheric disper-
sion compensators, and coronagraphs (Dohlen et al. 2011);
– the three science subsystems working in the visible or the
near-infrared. The Infra-Red Dual-beam Imager and Spec-
trograph (IRDIS, Dohlen et al. 2008) and the Integral Field
Spectrograph (IFS, Claudi et al. 2008) can operate in par-
allel on infrared light in the range (0.95–2.32 µm), while
the Zurich IMager POLarimeter (ZIMPOL, Thalmann et al.
2008) operates in the visible (0.60–0.90 µm). The three in-
struments cannot all work at the same time.
IRDIS allows for a wide range of observing modes, including:
– dual-band imaging (DBI),
– long-slit spectroscopy (LSS),
– classical imaging (CI), and
– dual-polarimetric imaging (DPI).
There is a selection of 12 filters available for imaging, in
broad-, medium- or narrow-band, and five different filter pairs
are dedicated to the DBI mode (Vigan et al. 2010a). The LSS
mode with resolving powers of 50 and 500 is coupled to simple
Lyot coronagraphy for the characterization of detected compan-
ions (Vigan et al. 2008). The CI and DPI observing modes can
also be used for the study of extended objects as disks.
The subsystem IFS is an integral field spectrograph that al-
lows for two spectral ranges (Claudi et al. 2008):
– YJ-mode (0.95 – 1.35 µm) with a two-pixels resolving power
of ∼ 50;
– YJH-mode (0.95 – 1.65 µm) with a two-pixels resolving
power of ∼ 30;
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Table 1. Technical description of the subsystems IRDIS and IFS the
IRDIFS and IRDIFS_EXT modes.
IRDIS IFS
FoVa 12′′.5×11′′.0 1′′.77×1′′.77
Pixel scale 12.25 mas/px 7.30 mas/pxb
Spectral range 0.95–2.32 µm 0.95–1.65 µm
Channels 2 39
IRDIFS mode H2H3c YJ
IRDIFS_EXT K1K2d YJH
a Field of view
b After the pipeline resampling
c λH2 = 1.59 µm, λH3 = 1.66 µm
d λK1 = 2.10 µm, λK2 = 2.24 µm
The IFS is a powerful instrument to explore the inner re-
gions of planetary systems. Its 39 spectral channels enable a
good speckle subtraction, allowing us to reach deep contrasts at
small angular separation.
To allow for a parallel operation of the two NIR instruments,
the light entering the telescope is split in two beams downstream
of the coronagraphic mask, each instrument having its own set of
Lyot stops. Two dichroic plates are available to allow for two dif-
ferent observing modes: IRDIFS mode, where IRDIS performs
DBI observations in H band, while IFS works in YJ-mode; and
IRDIFS_EXT mode, where IRDIS performs DBI in KS band,
and IFS observes in YJH-mode (Beuzit et al. 2006). A general
description of the two modes is in Table 1. These modes are de-
signed for large surveys looking for young giant planets, and it
is expected that the IRDIFS mode will be predominantly used.
For this reason, we aim to present results obtained exploiting this
particular observing mode.
3. Acquisition of the data in laboratory
During the Assembly, Integration and Testing (AIT)
phase, SPHERE was located at Institut de Planétologie et
d’Astrophysique de Grenoble (IPAG). During a period of more
than a year, both IRDIS and IFS subsystems were tested in
various configurations.
A telescope simulator (TSIM) with central obstruction and
spiders matching that of the VLT was installed at the entrance
of SPHERE to produce a realistic pupil and generate turbulent
conditions. The turbulence is simulated by the use of rotating
reflective phase screens, which allows us to tune the seeing and
windspeed to recreate typical observing conditions in Paranal.
One of the limitations of the TSIM is that the VLT pupil it con-
tains is fixed (or rotated by 90 degrees steps) with respect to the
instrument, which means that the SPHERE derotator has to re-
main fixed during the observations to avoid misalignment of the
pupil with the Lyot stops. The main consequence is that angu-
lar differential imaging (ADI; Marois et al. 2006a) could not be
simulated properly in laboratory.
During IRDIFS tests, the calibration sequence of the instru-
ment typically includes the acquisition of:
– dark frames for IFS;
– flat-field frames for both instruments;
– a spectra position calibration for IFS;
– a wavelength calibration for IFS;
– an instrument flat for IFS that evaluates the response of all
the lenslets of the integral field unit (IFU);
– IRDIS backgrounds taken in the same conditions (optical
setup and exposure time) as the scientific images (off-axis
point spread function (PSF) and coronagraphic images); and
– two images of four symmetric replicae of the central PSF to
calibrate the center of the star behind the coronograph.
The acquisition of scientific data generally follows the
scheme described below. First, the fine centering of the star
on the coronagraph is performed using an automated procedure
that ensures both centering and focusing on the coronagraphic
mask. This procedure is used for all coronagraphs available in
SPHERE: three apodized Lyot coronagraphs (Carbillet et al.
2011) of different dimensions (145, 185, and 240 mas of diam-
eter), two 4-quadrants phase mask coronagraphs (see Boccaletti
et al. 2008), as well as two classical Lyot coronagraphs.
In order to get a precise measurement of the star center
behind the coronagraphic mask, a reference image with waffle
spots is acquired immediately before or after the scientific se-
quence. Just one acquisition was needed as the tests confirmed
that the system remained stable in the laboratory during the en-
tire observation sequence. When observing on the sky, we will
take one at the beginning and one at the end if proven necessary.
The waffles are four replicae of the central PSF, placed in sym-
metrical positions around the center of the star. Waffles are in-
troduced by the use of a small periodic offset on the deformable
mirror in closed-loop operations, by an appropriate modifica-
tion of the adaptive optics (AO) reference slopes (as proposed
in Sivaramakrishnan & Oppenheimer 2006; Marois et al. 2006b;
Langlois et al. 2013; Wang et al. 2014). The waffle pattern in-
troduced has a spatial frequency of 10 cycles/aperture, and an
amplitude of 74 nm, to create well illuminated but not saturated
spots.
Before or after the coronagraphic sequence, an off-axis im-
age of the PSF of the star is acquired by introducing an offset on
its position. This off-axis PSF is acquired with the same configu-
ration of the instrument to be able to perform flux calibration of
the coronagraphic images. To avoid saturation we use a neutral
density (ND) filter in the CPI to attenuate the flux of the beam.
This filter attenuate the flux of the simulated star by a factor of
103.5.
For the coronagraphic sequence of images, exposure times
are adapted to the simulated conditions of seeing and stellar
magnitude. To improve the flat-field accuracy from 0.5% to
0.1%, both instruments have the possibility of dithering their de-
tector in the focal plane on a square grid of a few pixels (up
to 10), by steps of one pixel. By this procedure, the scientif-
ically useful signal falls on different physical pixels through-
out the observing sequence, which results in averaging flat-field
variations after the images are aligned and combined during the
data analysis (Rohloff et al. 2008). For IRDIS, the improvement
in flat field accuracy is expected to play a role in small sepa-
rations (. 0′′.5) for contrasts below a few 10−6, levels, which
could not be reached in the laboratory because of the lack of
ADI. Nonetheless, the dithering was used to be representative of
a normal on-sky observing sequence.
In the case of IFS, dithering was thought to improve the in-
strument performance for contrasts better than 10−7 that cannot
be reached in laboratory. However, previous tests have demon-
strated that the use of dithering can degrade the final contrast
obtained by IFS. This is given by the difficulties in defining in a
precise way the spectra positions once dithering is implemented.
For IFS, the results discussed in this paper are obtained with-
out dithering.
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Table 2. Observation sequence characteristics used for the characteriza-
tion analysis after the injections of the synthetic planets. The data were
taken in the laboratory in IRDIFS-mode (see Table 1).
IRDIS IFS
Simulated seeing 0.85′′
Simulated wind speed 5 m/s
Coronagraph type Apodized pupil Lyot coronagraph
Coronagraph diameter 185 mas
IRDIFS-mode H2H3 YJ
DITa 1.6 s 2.0 s
NDITb 20 50
Total exposure time 512 s 100 s
Image size 2048×1024 2048×2048
Dithering 4×4 None
FoV rotation None None
NDc 0.0 0.0
a Detector Integration Time
b Number of frames per dithering position
c Neutral Density filter
In general, the noise sources on the final raw images are:
– the readout noise, which depends on the readout mode cho-
sen;
– the thermal background, which varies with the temperature
of the instrument and is homogeneous over the whole image;
– the photon noise, which follows
√
N, where N is the number
of detected photons; and
– the speckle noise, which decreases with the separation from
the star;
To improve performance and limit as much as possible the
instrumental noise level, a specific reduction process is required,
as described in the following section.
4. Data reduction and detection limits
We selected an observation sequence acquired in October 2013
at IPAG during the Preliminary Acceptance in Europe (PAE).
The observing conditions of the instrument were as close as pos-
sible in terms of system calibration and performance when ob-
serving on sky. Moreover, we simulated a typical atmospheric
condition of Paranal2, where the median value of the wind speed
is ∼ 6m/s and the median seeing value is around 0.69′′. This
sequence includes calibrations and scientific datacubes as de-
scribed in Sec. 3. Information on the selected datasets are listed
in Table 2.
The sequence we performed simulates an observation of a
bright star with J = 2.6. The IRDIS raw images were prereduced
performing background subtraction, bad-pixels correction, and
flatfielding. The precise star center was measured on the waffle
images acquired right before the coronagraphic sequence. This
calibration measurement was used to deduce the coordinates of
the center of the star for each frame taking the detector dithering
positions into account.
After the preprocessing of each frame, spectral differential
imaging (SDI, Racine et al. 1999) was performed. The general
principle of SDI is that two images of the star acquired simulta-
neously at close wavelengths can be subtracted to remove most
of the stellar halo and speckle pattern. To ensure optimal rejec-
tion of the speckle noise, the images must be aligned, resampled
2 http://www.eso.org/gen-fac/pubs/astclim/paranal/
on the same spatial scale, and scaled in intensity to account for
any filter transmission and stellar flux variation. For this work,
we implemented an optimized SDI procedure designed to mini-
mize the speckle noise in the subtracted image between 0′′.25 and
0′′.65. The parameters that were optimized by the minimization
routine are the amplitude scaling factor, and the differential shift
between the images at the two wavelengths. The spatial scaling
factor remain identical for all images, and equal to λH2/λH3. Be-
cause SPHERE images are at least Shannon-sampled, the spatial
rescaling of the images acquired in H3 was performed accurately
using a Fast Fourier Transform (FFT). The scaling consists of
zero-padding the image both in direct space and in Fourier space
in order to obtain the zoom factor of our choice (Vigan et al.
2010b).
After averaging all SDI-subtracted frames, the final data
product was used to calculate noise level as the residual stan-
dard deviation in the SDI image. The IRDIS DBI 5σ noise level
is plotted in Fig. 1; red color represents the 5σ noise level of
individual channels, and green color the DBI curve. All the re-
ductions of IRDIS images were done using custom IDL routines.
The level of residual noise that we can obtain exploiting only
SDI analysis are satisfactory, reaching a contrast of 2×10−5 at
0′′.5 and 4.5×10−6 at 1′′.5 from the primary at 5σ. Following the
simulations presented in Vigan et al. (2010a), with the addition
of the ADI technique, the contrasts will be of the order of 5×10−7
and 2.5 × 10−7 at the same separations.
Fig. 1. 5σ residual noise levels, without ADI reduction, for the two
science modules of SPHERE, IRDIS and IFS, in IRDIFS mode. The
curves refer to the dataset described in Table 2, where we injected the
synthetic planets. The vertical dotted line represents the radius of the
coronagraph, i.e., the zone where the detectors are blind. The mean az-
imuthal profile of the off-axis PSF (black), the coronagraphic profile
(red) are shown for the two IRDIS channels H2 (continuous line) and
H3 (dashed line). The contrast results after the SDI reduction (green)
and SD reduction for IFS (blue) are shown.
For IFS, the following calibrations were performed using the
Data Reduction and Handling (DRH, Pavlov et al. 2008) soft-
ware, the official pipeline for the SPHERE instrument:
– dark subtraction;
– bad-pixels correction;
– detector flat-fielding;
– determination of all the spectra positions;
– wavelength calibration; and
– instrument flat correction to account for the different re-
sponse of each lenslet.
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After these calibrations, a scientific DRH recipe (module of
the pipeline that performs a particular task) is applied to produce
a three-dimensional datacube composed of 39 monochromatic
images of 291×291 pixels.
On this datacube we used both the spectral deconvolution
(SD, see, e.g, Sparks & Ford 2002; Thatte et al. 2007) and the
principal component analysis (PCA, see, e.g, Amara & Quanz
2012; Soummer et al. 2012; Oppenheimer et al. 2013) reductions
methods. For more details, regarding the first method applied on
SPHERE-IFS data we refer the reader to Mesa et al. (submitted).
Here we list the most important steps needed to implement
the SD. First, each monochromatic frame in the datacube is
rescaled according to its wavelength in such a way that the
speckle pattern is at least ideally the same while the position
of an eventual companion is different from frame to frame. After
that a fit is performed along the rescaled datacube wavelength
direction for each pixel. The fitting function is then subtracted
from the rescaled datacube. The degree of the fitting function can
be selected in such a way to maximize the speckle noise subtrac-
tion and, in the meantime, to avoid subtracting signal from the
companion. Finally, each frame is rescaled back to its original
dimension so that the companion is always in the same position.
At separation less than the bifurcation radius (∼ 0′′.15) (Thatte
et al. 2007) the spectrum is completely covered by an eventual
companion that, for this reason, would be completely canceled
so that the method is not effective at these small separations. The
SD method can provide good results on SPHERE data as the in-
strument meet some particular characteristics: the speckles do
scale linearly and the chromaticity of the speckles can be com-
pletely described by a low order polynomial.
The method based on PCA, that we used for the character-
ization of the detected objects is presented in more details in
Sect. 4.1.
The procedure (following Masciadri et al. 2005) that we have
used to calculate the contrast is the following:
– the standard deviation into a box centered on each pixel and
with a side corresponding to 1.5λ/D is calculated for each
pixel in the image;
– a median of the standard deviation obtained as described in
the previous point is made for all the pixels at the same sep-
aration from the central star;
– the contrast is defined by the ratio between the flux in the
coronagraphic images and the flux of the central star. To cal-
culate it we measured the flux of the off-axis PSF of the star
after normalization for the value of the detector integration
time (DIT) and the transmission of the neutral density (ND)
filter used during the exposure, as mentioned in Sec. 3. The
same normalization for exposure time and ND filter was also
applied to the coronagraphic images.
The contrast limit curve for IFS obtained exploiting the SD
method described above is presented in Fig. 1. In this case, we
used a fitting function with degree of 1 because we found that in
this manner we could obtain a good speckle subtraction simulta-
neously avoiding self-cancellation of the companion.
In this analysis the cancellation that the SD could cause is
not taken into consideration and we refer the reader to Mesa et
al. (submitted) for more details. The contrast obtained with the
SD reduction is of the order of 5×10−6 at a separation of 0′′.5 and
1×10−5 at a separation of 0′′.8. With the addition of the ADI, we
expect the contrast to reach 1.5×10−7 and 5×10−8 at the same
separations, as resulted from the simulations presented in Mesa
et al. (2011).
The contrast curves presented in Fig. 1 have been calculated
on a short temporal sequence, so the speckles noise dominates
over the other sources of noise described in Sect. 1. We expect
that longer sequences when observing on sky will improve the
detection limits, as in the laboratory the TSIM reproduced iden-
tical speckles patterns with a given frequency.
4.1. The KLIP method
To improve our capability on the characterization of the plane-
tary candidates that will be detected by IFS, we implemented a
PCA method that performs the Karhunen–Loève Image Projec-
tion (KLIP) algorithm, following the model of Soummer et al.
(2012), with improvements dedicated to the spectral extraction
from IFS datacubes developed for Project 1640 data (Pueyo et al.
2014). Our code was implemented in IDL language and is suit-
able to work with IFS datacubes.
The KLIP method takes advantage of the multiple channels
of the IFS to create the reference library for the basis of the
Karhunen–Loève matrix. The principle is that the signal of the
planet after the spatial rescaling of the IFS datacube is in dif-
ferent positions with respect to the center of the image while
the speckles pattern remains fixed. If we take a small portion of
the image around the position of the planet in a specific spectral
channel, it is possible to create a reference library using a char-
acterization zone that is included in the projection of this portion
on all the other channels that contain no signal from the plane-
tary candidate, or at least or a very small quantity of this signal.
Using as a PCA library a set of portions of the frames that
do not contain much astrophysical signal attenuates the typical
flux losses induced by the SD technique. We used the forward
modeling method presented in Soummer et al. (2012) to get our
results in KLIP photometry, as we will show in Sect. 6.4. On-sky
observations are expected to produce even better results, as the
construction of the PCA library will exploit the FoV rotation.
5. Synthetic planets injection
To estimate the errors on photometry and astrometry of future
candidates, we injected synthetic planets in the set of data pre-
sented in Sect. 4. The synthetic planets consist of a small portion
of the off-axis PSF acquired during the scientific sequence (see
Sect. 3). In this manner, the light diffracted by the spiders and
the secondary ring of diffraction are taken into account. While
for IRDIS it was possible to insert the planets directly into the
raw data, for IFS we had to inject them in the datacube after the
scientific recipe as described in Sect. 4. This is due to the fact
that it is extremely difficult to inject the simulated objects into
the IFS raw data, which is constituted by the thousands spectra
created by all the IFS lenslets.
The flux in each spectral channel was calculated to reproduce
L and T-type spectra. The libraries of field brown dwarfs used
for the L-type spectra are taken from Testi et al. (2001), while
the T-type spectra are from Looper et al. (2007), Burgasser et al.
(2004) and Burgasser et al. (2006). The flux ratio between the
fluxes of the two IRDIS band (H2/H3) in the different spectral
types ranged from a minimum value of 0.85 (L4-type, the flattest
one) to a maximum of 7.46 (T8-type).
Five simulated planets were injected simultaneously at five
different separations (0′′.20, 0′′.35, 0′′.50, 0′′.65, 0′′.80) and posi-
tion angles with respect to the star. The procedure was repeated
30 times with position angles rotated by steps of 12 degrees each
time to improve the statistical significance of the results. The flux
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of the planets was scaled for five different contrast levels (10−3,
3×10−4, 10−4, 3×10−5 and 10−5) with respect to the host star. The
contrast was defined as the ratio between the integrated flux of
the planet over that of the star, over the whole band covered by
the two instruments (0.8–1.8 µm). This means that for a given
contrast the flux collected by IFS is greater than for IRDIS, es-
pecially for T-type objects. Overall, the statistics of our results is
based on a total of 750 injected planets (five planets each image,
five contrasts, 30 different rotation angles) of the same spectral
type.
After the injection, the raw IRDIS images were pre-reduced
(background subtraction, flat-fielding, recentering, median re-
combination of the datacube, and rescaling) and the SDI was ap-
plied to minimize the speckles noise as described in Sect. 4. An
image of the planets after injection and SDI reduction is shown
in Fig. 2 (top). For the IFS, an example of the simulated planet
inserted in the scientific datacube, after SD reduction, is also
shown in Fig. 2 (bottom).
Fig. 2. Top: Map of the synthetic T5-type planets (T∼2000 K) of 1×10−4
after injection in H2 filter (left) and SDI reduction (right) of IRDIS data.
A slight misalignment of the Lyot stop causes the oblique stripe going
through the image. Bottom: Simulated T5-type (T∼1100 K) planets at a
contrast of 3 × 10−5 injected in the IFS pre-reduced datacube (left) and
after the SD reduction (right). In the central part of the image, the SD
cannot work properly for the reasons explained in Sec. 4. The images
show the 15th channel of IFS at λ = 1.09 µm.
6. Results
6.1. Signal-to-noise ratio
First, we determined in which cases the planets are detectable.
We assumed that a planet was detectable if its signal-to-noise
ratio (S/N) is above the value of 53, with the S/N defined in this
way:
3 The values of 5, commonly used as a good false alarm rejector, will
be effective in retrieving real detections with the addition of the ADI,
while for this set of data we estimated that a level of 5 times the standard
deviation of the signal still includes some false alarms, especially along
the spiders projection. We empirically observed that the distribution of
the S/N level of the pixels of our data is represented by an exponential
– for each pixel p we calculate the integrated flux (FA) in an
aperture of radius 0.6λ/D centered on p, and normalize it by
the area of the aperture;
– we consider an annulus centered on p with an inner radius of
3λ/D and an outer radius of 5.5λ/D, to be close enough to
the object and without including its flux;
– we consider another annulus centered on the star with inner
and outer radii of r − 0.6λ/D and r + 0.6λ/D, where r is the
distance between the star center and p;
– we calculate the background (median of the values) bkgB and
the standard deviation σB on two areas (B) that are the inter-
section of the two rings described above; and
– we define the S/N as: S/N = (FA − bkgB)/σB.
A cartoon describing the different areas defined for the S/N cal-
culation is shown in Fig. 3. The values of the radii and the choice
of the zones is made to have a local value of the S/N, as the
speckles noise is not homogeneous on the whole FoV and the
structure of the spiders is visible.
If we use the entire annulus centered on the star, the estima-
tion of the SNR can change from some fraction of a percent to a
maximum of 9% for planets fainter than 10−4. We decided to use
a local estimation of the background to avoid some instrumental
features, such as the diffracted light from the spiders, which will
have much less impact while exploiting the ADI technique. Once
on the sky, especially for the cases close to the detection limits,
we will explore different methods for the estimation of the SNR
to reach the maximum rejection of the false alarms.
Fig. 3. Representation of the areas where the signal of the planet and
the local noise are calculated. The zone FA (red circle) is the area where
the signal is calculated, while the zone B (green circles) represents the
area where the background and the standard deviation of the noise are
calculated, as described in Sect. 6.1.
For IFS data, we had to distinguish the procedure used to find
planets, where an aggressive method is used to create deep de-
tection maps and the procedure to characterize them, where we
know the position of the planet and we use optimized methods
around the position of the object to recover its signal. This differ-
ent approach between the detection part and the characterization
of the detected object has to be kept in mind in general when
dealing with direct imaging data (see, e.g, Pueyo et al. 2014).
For the IFS detection maps, the aggressive method we used is the
SD without any mask to protect the planet signal. The number of
detected planets and the mean S/N is given for both instruments
function, while the expected distribution for an ADI processed image is
expected to be Gaussian (Marois et al. 2008a).
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Table 3. Number of detected planets out of 30, in function of the contrast (columns) and the separation (lines) for IRDIS and IFS subsystems.
The mean S/N value for the detected planets is given in parenthesis. The definition of the S/N and how it is calculated for our data is described in
Sec 6.1.
10−3 3×10−4 10−4 3×10−5 10−5
IRDIS IFS IRDIS IFS IRDIS IFS IRDIS IFS IRDIS IFS
0′′.20 30 (20) 30 (70) 30 (9) 30 (22) 6 (7) 27 (7) 0 (-) 1 (6) 0 (-) 0 (-)
0′′.35 30 (98) 30 (347) 30 (42) 30 (129) 30 (15) 30 (46) 18 (6) 30 (14) 0 (-) 14 (8)
0′′.50 30 (171) 30 (238) 30 (64) 30 (114) 30 (22) 30 (43) 23 (8) 30 (12) 5 (8) 5 (7)
0′′.65 30 (260) 30 (281) 30 (93) 30 (135) 30 (31) 30 (55) 29 (10) 30 (17) 6 (7) 6 (8)
0′′.80 30 (272) 30 (285) 30 (104) 30 (130) 30 (36) 30 (50) 29 (12) 26 (17) 11 (7) 11 (8)
in Table 3 for each simulated separation and contrast. The opti-
mized method to characterize the planets are the SD with a mask
and KLIP, described in Sec. 4.
6.2. Photometry with IRDIS
Photometry on SDI data is difficult because, as shown in Fig. 2
(top, right), we have to deal with two peaks: one positive from
the planet signal in H2 filter and one negative from the planet
signal in H3 filter. The peaks can overlap and the a priori ratio
between the fluxes in the two filters is unknown (see, e.g, Maire
et al. 2014). Instead of attempting to measure the planet signal
in the final SDI image, where degeneracies will necessarily oc-
cur because of the partial subtraction of the two peaks (Maire
et al. 2014), we have adopted a method based on the introduc-
tion of “negative synthetic planets” into the raw data (see, e.g,
Bonnefoy et al. 2011), adapted for SDI data, for which we ex-
pect that the degeneracies will be less limiting. This method is
similar to what the routine fitstars, presented in ten Brum-
melaar et al. (1996, 2000), does to calculate the photometry of
binaries. In the following paragraphs we describe this method in
more detail.
We note PH2 and PH3 the PSFs of the planet in filters H2 and
H3, respectively. Similarly, we noteMH2 andMH3 the off-axis
PSFs in filters H2 and H3, which we use to model the planet
PSFs. Finally, we note FH2 and FH3 the numerical factors by
which we need to multiply our models to obtain a representation
of the planet PSFs. We write:
PH2 = FH2.MH2, and
PH3 = FH3.MH3.
Additionally, we assume that the planet PSFs are located at an
unknown position (∆x,∆y) with respect to the star position. This
value is independent from the filter.
The photometry and astrometry method for IRDIS attempts
to determine the values of FH2, FH3, ∆x and ∆y by subtract-
ing the planet signal from the raw data. For the practical im-
plementation, we used the Levenberg-Marquardt least-squares
fitting routine MPFIT (Markwardt 2009) with a custom function
that takes as an argument the current values of the parameters
being fitted: ( fH2, fH3) for the fluxes, and (δx,δy) for the position.
The function performs the following steps:
1. creation of a model of the planet from the model of the
planet, scaled with the current flux values:
mH2 = fH2.MH2
mH3 = fH3.MH3.
2. subtraction of mH2 and mH3 in the raw H2 and H3 data, re-
spectively, shifting them around the true position ∆x,∆y at
each iteration of the fit;
3. application of the SDI procedure described in Sect. 4 to ob-
tain a final SDI image ISDI ;
4. return the residual variance in a zone (C) made of the union
of two circular apertures of diameter 1.5λ/D centered at the
location of the planet in H2, and in H3 after the spatial rescal-
ing. This residual variance is used for the least-squares min-
imization.
When a local or global χ2 minimum is found, the current values
of fH2, fH3, δx, and δy are assumed to represent good estimations
of FH2, FH3, ∆x, and ∆y respectively, i.e., for the photometry we
write:
PH2 ' fH2.MH2
PH3 ' fH3.MH3.
As mention above, this method could be affected by degenera-
cies for planets very close to the central star, where the peaks
at both wavelengths overlap significantly. Future work will be
devoted to improving this technique and precisely identifing its
limitations, but the results detailed below show that it is promis-
ing even for planets as close as 0′′.2.
Photometry measurements were performed for all the syn-
thetic planets introduced in the data, as detailed in Sect. 5. For
the starting point of fH2 and fH3, we assumed a value 10% above
the true values FH2 and FH3. This choice is arbitrary, but we
performed tests to verify that varying this starting point did not
have significant impact on the result. We also tested the impact
of varying the size of zone C for the minimization of the residual
variance, and verified that there is no impact for the size between
1 and 2λ/D.
To have a realistic prediction of what we could measure
when conditions would vary significantly, we performed this
method using two different off-axis PSFs as a model:
– Ideal case: the PSF of the planets can be well represented by
off-axis PSFs MH2 and MH3 acquired right after the coro-
nagraphic sequence, which means that the system and the
atmospheric conditions are stable during the sequence.
– Variable PSF case: the model used to represent the PSF of
the planets is an off-axis PSF taken some months before the
scientific exposure, which means that the system and the at-
mospheric conditions changed during the exposure.
The residual between the two PSFs are shown in Fig 4. The peak-
to-peak variation of the difference between the two PSFs is about
the 5-6% of the PSF flux and the standard deviation of the central
zone (12×12 px) is 1%. A realistic case on the sky should lie in
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Fig. 4. Residual from the subtraction of the off-axis PSF taken right
after the sequence and a different PSF taken some months before for H2
filter (right) and H3 (left). The peak-to-peak variation is about the 5-6%
of the PSF flux and the standard deviation of the central zone (12×12
px) is 1%.
between the two boundaries, depending on the stability of the
conditions during the scientific acquisition. Future on sky tests
will be dedicated to the study of the variability of the PSF shape
during the scientific exposures.
The offsets in magnitude between the nominal and measured
flux versus the S/N of the planets are shown in Fig. 5 for the
extreme case. The trend of the error for the different PSF case in
function of the S/N is calculated as:
σ = 0.07 +
2.6
S/N
mag (1)
and is plotted as a solid line in Fig. 5, while for the ideal case is
calculated as:
σ =
2.8
S/N
mag (2)
and overplotted as a dashed line.
This can demonstrate that for the IRDIS photometric mea-
surement, the variability of the PSF during the exposure does
not have a big impact, as the photometric fit considers residuals
inside an aperture.
Examples of the two IRDIS photometry channels measured
with the different PSF as a model for a T5-type spectrum, for
two different contrasts and three separations from the host star
are shown in red in Fig. 6. The theoretical value of the photom-
etry for each filter is also represented as a black horizontal line.
The error bars are calculated as the standard deviation of the
measurements of each planet in 30 different positions.
6.3. Astrometry with IRDIS
For the astrometric analysis, we used the same least-squares
method presented in Sect. 6.2 to calculate the position of the
simulated planets. The fit is done simultaneously with the pho-
tometric measurement, and the PSFs are shifted from their orig-
inal position by 8 mas. The results for the case where the model
PSF is different than the off-axis PSFs are presented in Fig. 7,
where we plot the astrometric errors on both axes as a function
of the S/N. In this figure, only detected planets (481 out of 600)
are shown. Moreover, the planets at the closest separation of 0′′.2
Fig. 5. Plot of the difference between nominal and measured values of
the magnitude versus the S/N of each planet with contrasts from 10−5 to
10−3 and different separations from the host star for the SDI image. The
dashed black line represents Eq. 1. Different separations from the host
star are represented with different symbols.
Fig. 7. Plot of the difference between nominal and measured astrometric
values for the two coordinates versus the S/N of each planet with con-
trasts from 10−5 to 10−3 and separations from 0′′.35 to 0′′.80 in the SDI
image. The dashed black line represents Eq. 3. Different separations
from the host star are represented with different symbols.
are not taken into consideration for this analysis because of the
large uncertainties obtained for them.
To estimate the final error in the astrometry we calculated
the standard deviation σ of these values and extrapolated their
trend. The expected astrometric error for the relative planet-star
position is shown in function of the S/N of the planets in Fig. 7.
The curve overplotted (solid black line) is given by:
σ = 0.2 +
26.4
S/N
mas, (3)
for the different PSF case, while for the ideal case is given by:
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Fig. 6. Spectral extraction of a T5 (T∼1100 K) model spectrum (black line) for planets at different separations (from top to bottom) and contrast
from the star (10−4 on the left, 10−5 on the right). The blue points represent the IFS photometry for each channel (reduced with the SD technique),
while the red ones represent the flux measurement in the two IRDIS filters H2 and H3. For IRDIS data, the black horizontal line represents the
therotical value of the photometry; each line covers the bandpass of the filters.
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σ = 0.1 +
17.3
S/N
mas, (4)
and plotted as a dashed line in Fig. 7. In this case, the minimiza-
tion of the residuals is biased by the different shapes of the PSF
and there is a rigid shift in the coordinates of the centroid found
by the fit. A realistic case should fall in between the two bound-
aries described by Eq. 3 and 4.
From these results, we predict a relative astrometric preci-
sion for IRDIS from a few tenths to ∼3 mas depending on the
S/N of the candidate. This error also includes the error in the
recentering introduced during the measurement of the waffle im-
ages and the shift of each frame, but it does not include the errors
related to the absolute position of the planet (true north determi-
nation, distorsion, platescale orientation, ...).
6.4. Photometry with IFS
To estimate the errors on the photometry measurements with IFS
after SD (as presented in Mesa et al., submitted) and KLIP re-
ductions we performed PSF-fitting photometry on the data where
we injected planets. We made this choice because there are 39
spectral channels for IFS, and a method similar to that used for
IRDIS analysis would not easily converge. We first reduced the
dataset presented in Sec. 5 with SD and KLIP method separately
and then we applied the PSF-fitting on the planets. The position
of the planets is found by MPFIT, as described in Sec 6.5.
The procedure consisted in comparing a different off-axis
PSF for each spectral channel with the PSFs of the planets. The
contrast is calculated pixel by pixel after the alignment of the
centers of the PSFs of the star and the planet. The final result
is calculated as the weighted median of all the pixels inside a
radius of 1.2λ/D, as described in the following equation:
Contrast =
" f lux(x,y)
model(x,y)
(
model(x,y)
k
)2
noisebkg +
model(x,y)
k
dxdy. (5)
Here k is a normalization constant, noisebkg = (bkgB)2/2 (see
Sect. 6.1), and f lux(x, y) is the value converted in ADU/s of the
pixel (x,y) after subtraction of the background estimated in the
same area B as described in Sect. 6.1 (Fig. 3). In this manner, the
central part of the PSF has a stronger impact than the wings. The
same procedure was performed using a 2-d Moffat function that
reconstructs the different off-axis PSF of the star, obtaining the
same results.
As the procedures of the SD and the PCA generally cause a
loss of flux of the planets, we tried to reduce this problem using
a mask that protects the zones where the planets sit during the
reduction. To calculate the errors on photometry for each channel
of IFS, we calculated the standard deviation of the residuals of
all the planets with the same separation, flux, and wavelength.
In order to improve KLIP results we used an implementation
of the forward modeling presented in Soummer et al. (2012). To
evaluate which method is better to use as a function of sepa-
ration and contrast, we calculated the standard deviation of the
photometry offsets obtained reducing the data with the SD and
KLIP techniques. The results of this analysis are presented in
Fig. 8. From this evaluation, we determined that in general KLIP
works better for brighter objects and that its results are compa-
rable with the results of the SD. Nevertheless, we expect that
KLIP will greatly improve with the addition of the FoV rotation,
which permits us to expand the part of the library without the
signal from the object itself.
Examples of the extracted spectra for T5-type planets at con-
trasts of 10−4 and 10−5 and separations within the range of 0.2–
0.8 arcsec are shown in Fig. 6, with error bars reflecting the dis-
persion of the results obtained with synthetic planets at different
positions within the image.
As for IRDIS case, the use of a PSF taken in different condi-
tions does not impact the spectrum extraction.
6.5. Astrometry with IFS
For astrometric measurements, we used the same procedures de-
scribed as for IRDIS (see Sect. 6.3) with the only difference that
the final step of the analysis, the minimization of the standard
deviation in the aperture, is done on the median of all the IFS
spectral channels.
After using the off-axis PSF taken right after the sequence
and a PSF taken with different observation conditions as a model,
as we did for IRDIS, we found that for the variable PSF case the
method of the “negative synthetic planets” introduced larger er-
ror than finding the centroid of the planets with MPFIT2DPEAK,
a routine that fit the image with a 2-D Gaussian profile. The dif-
ference of the two PSFs, for the case of IFS, has a peak-to-peak
variation of 31% and a standard deviation of the 3%. Also, the
wings of the PSFs are asymmetric and this fact could strongly
affect the astrometry measurements. This is probably induced by
the dependence of the IFS wavelength calibrations with time,
as the two PSFs have been taken well separated in time (some
months). As the IFS instrument is so sensitive to the calibrations
we expect that when observing on the sky, where calibrations
are taken during the same night of the observation sequence, the
shape of the PSF should be more stable.
We performed astrometric measurements both on SD and
KLIP reduced datacubes. The expected error is calculated tak-
ing into account the dependency of the standard deviation of the
offsets on the S/N of the candidates. The total numbers of de-
tected planets (S/N > 5) are 523 and 441 out of 600 for the SD
(with mask) and KLIP reductions, respectively. Planets with sep-
aration of 0′′.20 are not considered in this analysis because of the
very low number of detected planets at this separation.
We represent the astrometric offsets along the two cartesian
coordinates for the SD analysis in Fig. 9, and for the KLIP anal-
ysis in Fig. 10.
We found that the trend of the standard deviation σ could be
described by the following formulas for the SD:
σSD = 0.25 +
34.26
S/N
mas, (6)
for the model-independent analysis, plotted as a solid line in
Fig. 9, and for the ideal case is calculated as:
σSD = 0.15 +
15.64
S/N
mas, (7)
and plotted as a dashed line. Concerning KLIP analysis, the error
bar is given by:
σKLIP = 0.21 +
28.94
S/N
mas (8)
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Fig. 8. Plots of the expected photometric errors for different contrasts as a function of separation from the central star. Results obtained with KLIP
(red line) and SD (blue line) are compared. Each point represents the median of the errorbar on the 39 IFS channels. Only detected planets are
considered in this analysis. Very few planets with contrast of 10−5 are detected, as shown in Table 3, so the corresponding plot is not shown.
for the model-independent analysis (MPFIT2DPEAK), plotted as a
solid line in Fig. 10, and for the method of the “negative synthetic
planets” with the same PSF is calculated as:
σKLIP = 0.05 +
12.25
S/N
mas, (9)
and plotted as a dashed line.
We consider that trends represent the error on our relative
astrometric measurements with IFS.
We can then predict that for a faint planet, with a contrast
of 10−5, the typical relative position error will be of the order
of 3 mas at a separation of 0′′.35 from the host star, while for a
brighter planet with a contrast of 3×10−4 will be of the order of
0.6 mas at the same separation. As discussed in the next Section,
these results are comparable and even better to those obtained
nowadays exploiting the ADI, even if they are obtained with only
the use of SDI techniques.
7. Conclusions
During the AIT phase of SPHERE, the new planet finder for the
VLT, we had the opportunity of testing the instrument, acquir-
ing data, and analyzing them, exploring the capabilities of the
IRDIFS and IRDIFS_EXT modes. Using laboratory data and in-
jecting synthetic planets into them, we were able to study the ex-
pected performance of these scientific IRDIFS modules IRDIS
and IFS, when working in parallel (IRDIS in H2H3 and IFS in
YJ).
We performed the reduction of laboratory data using the SDI
method for IRDIS, and the SD and KLIP methods for IFS. All
of these methods provide good results in reducing the residual
light from the primary star and detecting possible planetary can-
didates buried into the speckles pattern. As FoV rotation could
not be simulated properly in the laboratory, our analysis does not
include expected results using the ADI technique. Nonetheless,
the 5-σ contrast limit that we can reach using only spectral di-
versity methods is around 14 mag for IRDIS at separation of 0′′.5
from the host star, and 15 mag for IFS.
To study the photometric and astrometric accuracy, we in-
jected 750 synthetic planets in the same set of raw data acquired
in the laboratory in parallel with IRDIS and IFS. We calculated
the expected errors on photometry, astrometry, and spectroscopy
in function of the S/N of the recovered companions. When ob-
serving on the sky, together with these minimum expected errors,
we will have to take into account the uncertainties related to cal-
ibrations (e.g., for astrometry the orientation of the platescale
and the determination of the true north). In order to reach these
theoretical values of the errors accurate calibrations are needed.
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Fig. 9. Plot of the difference between nominal and measured astrometric
values for the two coordinates versus the S/N of each planet with con-
trasts from 10−5 to 10−3 and separations from 0′′.35 to 0′′.80 in the IFS
datacube after SD reduction. The dashed black line represents Eq. 7.
Different separations from the host star are represented with different
symbols.
Fig. 10. Plot of the difference between nominal and measured astromet-
ric values for the two coordinates versus the S/N of each planet with
contrasts from 10−5 to 10−3 and separations from 0′′.35 to 0′′.80 in the
IFS datacube after KLIP reduction. The dashed black line represents
Eq. 9. Different separations from the host star are represented with dif-
ferent symbols.
Using IRDIS we expect to detect a bright object like the
white dwarf around the star HD 8049, which has a H band
contrast of 10−2.8 and a projected separation of 1′′.56 (Zurlo
et al. 2013), with a S/N of ∼270, an error on photometry of
0.045 mag and an error on the relative position of 0.2 mas. Using
VLT/NACO, and exploiting the ADI, we have obtained errors of
0.12 mag on photometry and 7–10 mas on absolute astrometry.
The planet around βPic is a 12 Myr old planet of ∼10 MJup
and semi-major axis of 9–10 AU (Bonnefoy et al. 2013). If it
would be detected with IRDIS, for a H band contrast of 10−4
and projected separation of 0′′.5, the S/N would be of ∼22, the
error on the photometry 0.16 mag and on the relative astrometric
position the error would be of 1.1 mas. With VLT/NACO, typical
errors are of the order of 0.2 mag for photometry and ∼13 mas
for astrometry.
An error of 0.16 mag implies an uncertainty on the determi-
nation of the mass of the object of ∼0.5 MJup using COND or
DUSTY models (Allard et al. 2000), or of the order of 1–2 MJup
using core accretion models (Fortney et al. 2008). With IFS we
would be able to retrieve a spectrum with error bars of the order
of 0.15 mag on each channel and astrometric relative position
error of 0.6 mas.
For fainter objects, such as the planets around the star
HR 8799 (Marois et al. 2008b), SPHERE would be able to de-
tect HR 8799d, 7 MJup planet at a distance of 27 AU (Marois
et al. 2010; Oppenheimer et al. 2013), with a relative astrometric
error of 3 mas. Esposito et al. (2013), using LBT/PISCES, found
an astrometric error of 10 mas.
All these results will be revisited, once we are observing on
the sky, when we will also be able to take advantage of ADI
techniques. In particular, we expect that the KLIP reduction will
greatly improve with the FoV rotation because the condition of
the signal-less library will be better satisfied (as described in
Pueyo et al. 2014).
The possibility of having a precise photometry and astrom-
etry will contribute to the rejection of false alarms and to the
characterization of the candidates and their host stars. Photome-
try and spectrometry will help to determine the temperature, the
spectral type (that could possibly exclude background stars with
flat spectrum) and the chemical composition of the atmosphere
for bright targets. Also, these data will make a great contribution
to the study of the L-T transition (Best et al. 2013; Apai et al.
2013).
Astrometry with a precision of few mas will permit us to
distinguish a background star from a comoving object over short
temporal baselines for the follow-up. For example, the star βPic
has a proper motion of 83 mas/yr and the error bars on the po-
sition of the companion would be 0.7% of the projected motion
on the sky for one year. For HR 8799, that has a proper motion
of 118 mas/yr error bars will be the 2% of the projected motion.
It is crucial to have high accuracy on the relative position of
the planet to retrieve the orbital solution and discover possible
perturbations due to other unseen planets. Astrometry could also
give the possibility to calculate the mass of the companion by
the motion of the primary with respect to the background object
and it also opens the opportunity to determine the mass of stars
in case of microlensing events (see, e.g, Sahu et al. 2014) in very
favorable cases.
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