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Resumen: El presente artículo analiza las propie-
dades psicométricas de la Escala de Dependencia 
Emocional, de Lemos Hoyos y Londoño Arre-
dondo (2006), compuesta por 23 ítems, con seis 
alternativas de respuesta tipo Likert. Los partici-
pantes fueron 520 universitarios peruanos (147 
varones y 373 mujeres), cuyas edades fluctuaron 
entre los 16 a 47 años, con un promedio de 22,28. 
Los participantes fueron divididos en una muestra 
de 200 personas para el análisis factorial explora-
torio, y 320, para el análisis factorial confirmato-
rio. El análisis de correlación ítem-test indicó una 
adecuada homogeneidad de los ítems. La confia-
bilidad fue analizada mediante el coeficiente 
omega, variando de acuerdo a los modelos, desde 
,85 a ,93. El análisis factorial exploratorio sugirió 
la existencia de un solo factor. Debido a la dife-
rencia con la versión original, se realizó el análisis 
factorial confirmatorio, concluyendo que el mo-
delo de un factor general con seis factores especí-
ficos tiene aceptables valores de bondad de ajuste, 
pero no cuenta con valores de fiabilidad buenos 
para la muestra en estudio. 
Abstract: The present article analyzes the psycho-
metric properties of the Emotional Dependence 
Scale, developed by Lemos Hoyos and Londoño 
Arredondo (2006), composed by 23 items, with 
six Likert type response alternatives. A total of 
520 students (147 males and 373 females) partici-
pated in the study, ranging in age from 16 to 47 
years old, with an average of 22.28 years. The par-
ticipants were divided into a sample of 200 people 
for the exploratory factor analysis and 320, for 
confirmatory factor analysis. The analysis of the 
item-test correlation indicated a suitable homoge-
neity of the items. The reliability was analyzed by 
means of the coefficient omega, varying according 
to the models, from .85 to .93. Exploratory factor 
analysis suggested the existence of a single factor. 
Due to the difference with the original version, 
confirmatory factor analysis was performed, con-
cluding that a general factor model with six spe-
cific factors has acceptable values of goodness of 
fit, but does not have good reliability values for 
the sample under study. 
Palabras clave: dependencia emocional, confiabili-
dad, análisis factorial. 
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Introducción 
 
A partir de la década de 1980 y 1990, el 
concepto de dependencia emocional se 
popularizó gracias a la aparición de nu-
merosos libros de divulgación (Bireda, 
1998; Mellody, 2006; Norwood, 1985; 
Riso, 1999). Esta literatura ha aportado 
información al público general, haciendo 
visible la problemática; no obstante, son 
documentos basados más en la experien-
cia profesional de los autores que en evi-
dencia empírica.  
 
Sirvent y Moral (2007), plantearon el con-
cepto de dependencia relacional, para refe-
rirse a un conjunto de dependencias susci-
tadas en el ámbito de las relaciones 
interpersonales. En su clasificación, los 
autores dividen las dependencias relaciona-
les en: a) genuinas, donde se encuentra la 
dependencia emocional, la adicción al 
amor, el trastorno de personalidad por de-
pendencia y el apego ansioso, y; b) media-
tizadas, donde aparecen la adicción a dro-
gas, la codependencia y la bidependencia. 
 
Por otro lado, Castelló Blasco define la 
dependencia emocional como “una nece-
sidad extrema de carácter afectivo que 
una persona siente hacia su pareja a lo 
largo de diferentes relaciones” (2005, p. 
17). Esta definición ha sido utilizada en 
diversas investigaciones sobre dependen-
cia emocional (Aiquipa T., 2012; Lemos 
Hoyos & Londoño Arredondo, 2006). El 
mismo Castelló Blasco (2005), señala que 
las características de una persona con 
dependencia emocional son: necesidad 
excesiva del otro (deseo de acceso cons-
tante hacia él o ella), deseos de exclusivi-
dad en la relación, prioridad de la pareja 
sobre cualquier cosa, idealización del 
objeto, relaciones basadas en la sumisión 
y la subordinación, historia de relaciones 
de pareja desequilibradas, miedo a la rup-
tura y, finalmente, asunción del sistema 
de creencias de la pareja. 
 
El estudio de la dependencia emocional es 
importante en su relación con otras varia-
bles psicosociales. Así, existe una rela-
ción negativa entre la sobredependencia 
destructiva y la masculinidad; mientras 
que la dependencia saludable se encuentra 
correlacionada de manera positiva con la 
masculinidad y feminidad (Bornstein et 
al., 2004).  De la misma manera, se puede 
observar que la dependencia emocional se 
encuentra asociada con la falta de con-
fianza en sí mismo/a, ansiedad de separa-
ción, expresión afectiva, búsqueda de 
atención, depresión ante las pérdidas, 
mala calidad de la relación conyugal, dis-
torsiones cognitivas, intentos de suicidio 
y violencia de pareja (Aiquipa Tello, 
2015; Bornstein & O’Neill, 2000; 
Hirschfeld et al., 1977; Lemos Hoyos & 
Londoño Arredondo, 2006; Lemos Ho-
yos, Londoño Arredondo, & Zapata 
Echavarría, 2007; Sanathara, Gardner, 
Prescott, & Kendler, 2003). 
 
La evaluación de la dependencia emocio-
nal es un aspecto importante, contando en 
la actualidad con diversos instrumentos 
destinados a su medición. Así, se puede 
mencionar la existencia de la Escala Es-
pecífica de Dependencia Conyugal 
(Spouse Specific Dependency Scale), 
desarrollada por Rathus y O’Leary 
(1997), y del Inventario de Dependencia 
Interpersonal (Interpersonal Dependency 
Inventory), de Hirschfeld et al. (1977), 
que parte del concepto de dependencia 
interpersonal como un conjunto de pen-
samientos, sentimientos y comportamien-
tos asociados a una necesidad de cercanía 
con otras personas. Es posible mencionar 
también el Test de Perfil Relacional (Re-
lational Profile Test), de Bornstein, Gei-
selman, Eisenhart y Languirand (2002),
Análisis de una escala de dependencia 
 
3 
Revista de Psicología 
2016, 25(1), 1-17 
que mide la dependencia a partir de tres 
dimensiones asociadas: sobredependencia 
destructiva, desapego disfuncional y de-
pendencia saludable. Más actual es el Test 
de Dependencias Sentimentales, de Sirvent 
y Moral (2005). Mientras que, en el Perú, 
se ha desarrollado el Inventario de Depen-
dencia Emocional (Aiquipa T., 2012), que 
explica el constructo en relación a siete 
factores: Miedo a la ruptura, Miedo e into-
lerancia a la soledad, Prioridad de la pare-
ja, Necesidad de acceso a la pareja, Deseos 
de exclusividad, Subordinación y sumi-
sión, Deseos de control y dominio. 
 
Dentro de los diferentes instrumentos de 
evaluación de la dependencia emocional, 
el Cuestionario de Dependencia Emocio-
nal (CDE) de Lemos Hoyos y Londoño 
Arredondo (2006), ha sido empleado en 
diversas investigaciones (Jaller Jaramillo 
& Lemos Hoyos, 2009; Lemos Hoyos, 
Jaller Jaramillo, González Calle, Díaz 
León, & De la Ossa, 2012; Lemos Hoyos 
et al., 2007). Originalmente, Lemos Ho-
yos y Londoño Arredondo (2006) reporta-
ron información psicométrica del CDE en 
815 participantes de Medellín (Colom-
bia), obteniéndose un alfa de Cronbach de 
,93 para la escala total. El análisis facto-
rial exploratorio permitió observar la 
existencia de seis factores o dimensiones: 
Ansiedad de separación (α = ,87), Expre-
sión afectiva de la pareja (α = ,84), Modi-
ficación de planes (α = ,75), Miedo a la 
soledad (α = ,80), Expresión límite (α = 
,62) y Búsqueda de atención (α = ,78). 
 
A pesar de que el CDE es utilizado en 
diversos estudios (González-Jiménez & 
Hernández-Romera, 2014; Lemos Hoyos 
et al., 2007; 2012), estos se han basado en 
las propiedades psicométricas originales, 
sin realizar análisis psicométricos de la 
escala de acuerdo a sus muestras de estu-
dios. Se ha reportado un solo estudio psi-
cométrico, de Méndez Zavala, Favila Fi-
gueroa, Valencia Cruz y Díaz Loving 
(2012), quienes estudiaron la estructura 
psicométrica del CDE en una muestra de 
93 individuos mexicanos, entre los 16 y 
55 años de edad. Se utilizó el índice de 
discriminación de los reactivos de los 
puntajes extremos mediante la prueba t de 
Student, evidenciándose que todos los 
reactivos direccionan de manera adecua-
da. El análisis de la estructura interna se 
realizó mediante el método de componen-
tes principales con rotación ortogonal 
(Varimax), previa a ello, se comprobaron 
las medidas de adecuación muestral, co-
mo la prueba de esfericidad de Bartlett, 
que resultó significativa, y el valor de la 
prueba Kaiser-Meyer-Olkin, que fue de 
,85. El análisis factorial reportó siete fac-
tores, no obstante, aquel componente con 
valor menor a 1; reactivos con carga fac-
torial menor a ,40 o que no estuviera car-
gando en un solo factor, fueron elimina-
dos, quedando al final solo dos factores, 
denominados Ansiedad por separación y 
Expresiones límite, que en conjunto ex-
plican 62,58% de la varianza. Se exploró 
la confiabilidad por medio de alfa de 
Cronbach para el total de la prueba, dando 
como resultado ,90. Además, de un alfa 
por cada componente (αAnsiedad por separación 
= ,88; αExpresión limite = ,60).  
 
En el contexto peruano, no existen estu-
dios de validación del CDE, además de un 
bajo número de investigaciones publica-
das en relación a la dependencia emocio-
nal. Si bien existe el Inventario de De-
pendencia Emocional (Aiquipa T., 2012), 
este solo cuenta con estudios de validez 
mediante análisis factorial exploratorio, 
método que presenta una serie de defi-
ciencias, que son corregidas mediante el 
empleo del análisis confirmatorio (Batis-
ta-Foguet, Coenders, & Alonso, 2004). El 
análisis confirmatorio permite delimitar el 
concepto de factor común como aquel 
subyacente a indicadores concretos, evi-
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tando introducir factores de difícil inter-
pretación. De igual manera, permite reali-
zar contrastes estadísticos de las hipótesis 
especificadas. Por otro lado, el análisis 
confirmatorio no asume igualdad de las 
saturaciones ni de las varianzas de error, 
lo que permite someter estos supuestos a 
contrastes estadísticos, lo que estaría en 
relación con la evaluación de la fiabilidad 
(Batista-Foguet et al., 2004).  
 
La falta de estudios de validación del 
CDE en el Perú y otros países, justifica la 
adaptación de los instrumentos de medi-
ción psicológica a las diferentes culturas y 
variantes idiomáticas (Muñiz & Hamble-
ton, 1996). En psicología los test son al-
tamente dependientes de los aspectos cul-
turales, razón por la cual, se debe 
verificar si el constructo a evaluar es 
comparable con la cultura de procedencia 
del test (Fernández, Pérez, Alderete, Ri-
chaud, & Fernández Liporace, 2010).  
 
En base a la información mencionada, 
esta investigación tiene como propósito 
realizar el análisis psicométrico del CDE 
en una muestra de estudiantes universita-
rios peruanos. La revisión psicométrica 
del CDE es importante, ya que tiene im-
plicancias tanto teóricas como prácticas. 
Desde el punto de vista teórico, ayudará a 
la revisión del constructo de dependencia 
emocional y las dimensiones que plantean 
originalmente Lemos Hoyos y Londoño 
Arredondo (2006). Desde el punto de 
vista práctico, permitirá que el cuestiona-
rio pueda ser empleado en el ámbito clí-
nico, con mayor validez y confiabilidad, 





La presente investigación es de tipo ins-
trumental, debido a que responde a pro-
blemas orientados a demostrar las propie-
dades psicométricas de los instrumentos 




El CDE se aplicó a 520 estudiantes, per-
tenecientes a dos universidades de Lima 
Metropolitana, 147 varones y 373 muje-
res, cuyas edades oscilaron entre los 16 a 
47 años, cuyo promedio fue 22,28 y con 
una desviación estándar de 5,62. Los par-
ticipantes pertenecían al nivel socioeco-
nómico medio, seleccionado mediante un 
método no probabilístico de tipo inten-
cional (Hernández Sampieri, Fernández 
Collado, & Baptista Lucio, 2014). La 
muestra fue dividida en dos, mediante un 
muestreo aleatorio producido por el pro-
grama estadístico utilizado, siguiendo la 
recomendación de Harrington (2008), que 
indica que el Análisis Factorial Confirma-
torio (AFC) debe ser trabajado en una 
nueva muestra para confirmar la estructu-
ra identificada en el Análisis Factorial 
Exploratorio (AFE). 
 
La muestra de 200 personas para el AFE 
estuvo conformada por 43 varones y 157 
mujeres, con un promedio de 22,96 años y 
una desviación estándar de 5,23. La de-
terminación de la cantidad de participantes 
fue en base a la recomendación de Morales 
Vallejo (2013), quien sugiere que, para 
este tipo de análisis, el número mínimo de 
personas es de 200, o de 5 participantes 
por cada ítem. Por otro lado, la muestra 
para el AFC estuvo conformada por 320 
personas, 216 mujeres y 104 varones, con 
un promedio de 21,86 años de edad y una 




Como instrumento de investigación para 
este estudio, se utilizó el CDE (Lemos Ho-
yos & Londoño Arredondo, 2006), el cual 
contiene 23 ítems. Su alternativa de res-
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puesta es de tipo Likert del 1 al 6, siendo: 
1) Completamente falso de mí; 2) El mayor 
parte falso de mí; 3) Ligeramente más ver-
dadero que falso; 4) Moderadamente ver-
dadero de mí; 5) El mayor parte verdadero 
de mí, y; 6) Me describe perfectamente.  
 
En relación a sus propiedades psicométri-
cas, el CDE presenta un alfa de Cronbach 
de ,93; mientras que los seis factores, 
encontrados mediante análisis factorial 
exploratorio, explican el 64,7% de la va-
rianza total. El CDE está compuesto por 
las siguientes seis dimensiones: Factor 1: 
Ansiedad de separación, que evalúa las 
expresiones de miedo que siente una per-
sona ante la posibilidad de disolverse la 
relación (compuesto por siete ítems); Fac-
tor 2: Expresión afectiva de la pareja, que 
evalúa la necesidad de recibir frecuentes 
expresiones de afecto, que reafirman el 
amor que siente, calmando la sensación 
de inseguridad (compuesto por cuatro 
ítems); Factor 3: Modificación de planes, 
mide cambio de actividades, planes y 
comportamientos, que buscan satisfacer a 
la pareja o la simple posibilidad de com-
partir mayor tiempo con él/ella. En el 
largo plazo, genera aislamiento de las 
amistades u otras actividades (compuesto 
por cuatro ítems); Factor 4: Miedo a la 
soledad, evalúa temor por permanecer en 
soledad, por no tener una pareja, no sen-
tirse amado; situación que la persona evi-
ta, acercándose más a su pareja y convir-
tiéndolo/a en una fuente de seguridad y 
equilibrio (integrado por tres ítems); Fac-
tor 5: Expresión límite, mide acciones 
impulsivas de autoagresión que evitan 
que la relación termine, porque si aquello 
sucede, tendrá que enfrentarse a la sole-
dad y sentirá que su vida no tiene sentido 
(compuesto por tres ítems); Factor 6: 
Búsqueda de atención, mide esfuerzos 
activos para obtener la atención de la pa-
reja y asegurar su permanencia en la rela-
ción, tratando de ser el centro en su vida 




Inicialmente, se aplicó el CDE a un grupo 
piloto de 30 personas, con el fin de com-
probar la claridad de los ítems. Los parti-
cipantes respondieron a las preguntas “¿se 
entiende?” y “¿es claro?”, con lo cual se 
modificaron algunos ítems que los parti-
cipantes indicaron no comprender a qué 
se referían.  
 
Acto seguido, la escala fue revisada por 
cinco jueces especialistas, tres de ellos 
expertos en el constructo, y dos expertos 
en psicometría, quienes establecieron, 
mediante un formato de criterio de jueces, 
qué términos de los ítems no presentaban 
claridad, para los cuales dieron recomen-
daciones. 
 
Luego de este proceso, se administró el 
CDE a los estudiantes universitarios den-
tro de sus aulas, informándoseles del ob-
jetivo de la investigación y de las condi-
ciones de anonimato. Cada examinador, 
previamente entrenado en la aplicación 
del cuestionario, leyó las instrucciones de 
este a los participantes y respondieron a 
sus dudas. Por otro lado, una parte de los 
cuestionarios fue recolectada de forma 
virtual, cuyo enlace fue compartido por 
redes sociales.  
 
En ambas condiciones de recolección de 
datos, los participantes resolvieron el 
cuestionario voluntaria y anónimamente, 
dando su conformidad mediante una 
ficha de consentimiento informado, que 
garantiza la confidencialidad de los da-
tos suministrados. Una vez aplicado el 
instrumento, se excluyeron del análisis 
aquellos participantes que omitieron 
respuestas.  
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Análisis de datos 
 
Se utilizó el programa estadístico FAC-
TOR versión 9.2 (Universitat Rovira i 
Virigili, 2013), para el análisis factorial 
exploratorio, y el programa R versión 
3.1.2 (R Development Core Team, 2007) 
para los cálculos de confiabilidad, corre-
lación ítem-test corregida y análisis facto-
rial confirmatorio. Cabe mencionar que 
ambos programas estadísticos son de libre 
acceso. 
 
En la primera etapa del análisis estadísti-
co, se analizó la distribución de los ítems, 
examinando los coeficientes de curtosis y 
asimetría (Hair, Anderson, Tatham, & 
Black, 2004). Asimismo, se examinó la 
multicolinealidad entre los ítems (Kline, 
2011) y se revisó la correlación ítem-test 
de cada uno de los ítems de la escala total, 
siguiendo el criterio de Kline (1986), de 
retirar ítems con valores menores a ,20.  
 
En la segunda etapa, se realizó el análisis 
factorial exploratorio, con el fin de identifi-
car la estructura que subyace a los ítems 
(Tabachnick & Fidell, 2007; Thompson, 
2004) con una muestra de 200 participan-
tes. Se estimó la matriz de correlaciones 
policóricas a los ítems del cuestionario 
(Freiberg Hoffman, Stover, de la Iglesia, & 
Fernández Liporace, 2013). Con los datos 
resultantes, se examinó si eran factoriza-
bles a través del coeficiente de Kaiser-
Meyer-Olkin (KMO; Kaiser, 1970), que 
permite comparar si las correlaciones entre 
los ítems son tan altas como para demostrar 
la existencia de factores comunes; valores 
cercanos a ,80 sugieren que las correlacio-
nes entre los ítems pueden ser explicadas 
por otras variables (Kaiser, 1974).  
 
Asimismo, se realizó la prueba de esferici-
dad de Bartlett (Bartlett, 1950), que permi-
te aceptar o rechazar la hipótesis nula de 
que la matriz de correlaciones es igual a la 
matriz de identidad, siendo las correlacio-
nes entre los ítems iguales a cero. 
 
Para la determinación del número de fac-
tores, se utilizó el método de análisis pa-
ralelo basado en el análisis factorial de 
rango mínimo (Timmerman & Lorenzo-
Seva, 2011). La extracción de factores se 
realizó por medio del método mínimos 
cuadrados no ponderados, debido a que 
las variables no se distribuyen de forma 
normal (Costello & Osborne, 2005) y el 
método de rotación fue Promin (Lorenzo-
Seva, 1999). 
 
En la tercera etapa del análisis estadístico, 
se calculó la fiabilidad mediante el coefi-
ciente omega (McDonald, 1999), y no 
mediante el coeficiente alfa de Cronbach, 
debido a que permite analizar el grado de 
consistencia interna en base a las cargas 
factoriales y no depende del número de 
ítems, como sí lo hace el coeficiente alfa, 
algo oportuno, en vista a que los factores 
Búsqueda de atención y Miedo a la sole-
dad tienen dos y tres ítems respectiva-
mente. Adicionalmente, se calculó la va-
rianza extraída promedio (AVE, por su 
nombre en inglés Average Variance Ex-
tracted), que indica que la varianza ex-
traída por el factor es más grande que la 
debida al error de medida, valores mayo-
res a ,50 son reflejo de un buen modelo 
(Fornell & Larcker, 1981).  
  
En la cuarta etapa, se verificó la estructu-
ra factorial mediante el AFC, con una 
muestra diferente al AFE de 320 partici-
pantes. Para tales fines, se calcularon los 
índices de bondad de ajuste comparativo 
y se utilizaron métodos robustos para 
evaluar el ajuste del modelo. De este mo-
do, se optó por usar la corrección para 
datos no-normales, método de estimación 
robusta de Satorra-Bentler (S-B; Satorra 
& Bentler, 2001). Se estimó el índice de 
ajuste no normado (NNFI, por su nombre 
Análisis de una escala de dependencia 
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en inglés Not Normed Fit Index) y el ín-
dice de ajuste comparativo (CFI, por su 
nombre en inglés Comparative Fit Index). 
Adicionalmente, se consideró el error 
cuadrático medio de aproximación 
(RMSEA, por su nombre en inglés Root 
Mean Square Error of Approximation), la 
raíz residual estandarizada cuadrática 
media (SRMSR, por su nombre en inglés 
Standardized Root Mean Square Resi-
dual) y el criterio de información de 
Akaike (AIC, por su nombre en inglés 
Akaike Information Criterion). 
 
Finalmente, en vista a que se probaron 
modelos bifactor, se realizó el cálculo de 
índices de resistencia como varianza co-
mún explicada (ECV, por su nombre en 
inglés Explained Common Variance) y 
porcentaje de correlaciones no contami-
nadas (PUC, por su nombre en inglés 
Percentage of uncontaminated correla-




Análisis preliminar de los ítems 
 
Inicialmente, se efectuó el análisis descrip-
tivo de los ítems, examinando la media, 
desviación estándar, asimetría y curtosis 
(ver tabla 1). Se observó que los ítems 
presentaron valores superiores +/- 1,5 (Fe-
rrando & Anguiano-Carrasco, 2010; Pérez 
& Medrano, 2010), concluyendo la pre-
sencia de no-normalidad multivariada. 
Asimismo, la tabla 1 permite observar la 
correlación ítem-test para cada uno de los 
ítems, los cuales son superiores al valor 
,20 propuesto por Kline (1986), oscilando 
entre ,35 a ,69. El ítem 15 es el que presen-
ta un mayor valor de correlación ítem-test, 
dentro de todos los ítems. Asimismo, se 
examinó la multicolinealidad entre los 
ítems (Kline, 2011) para descartar varia-
bles redundantes; es decir, correlaciones 
inter-ítem mayores de ,95. 
Tabla 1 
Análisis descriptivos para cada uno de 
los ítems (N = 520) 
Ítem M DE Asimetría  Curtosis ritc 
1 1,89 1,32 1,38 1,44 ,35 
2 2,19 1,63 0,94 0,05 ,58 
3 3,57 2,08 -0,11 -0,80 ,35 
4 2,83 2,13 0,45 -0,74 ,47 
5 3,29 1,88 0,13 -0,71 ,54 
6 2,38 1,89 0,85 -0,14 ,55 
7 2,54 1,85 0,66 -0,41 ,59 
8 2,37 1,71 0,86 0,02 ,60 
9 1,43 1,09 2,79 7,44 ,40 
10 1,89 1,49 1,46 1,58 ,49 
11 2,79 1,77 0,49 -0,43 ,63 
12 2,97 2,30 0,42 -0,83 ,39 
13 2,28 1,62 0,93 0,27 ,62 
14 2,61 1,63 0,58 -0,17 ,62 
15 2,05 1,59 1,23 0,95 ,69 
16 2,60 1,95 0,71 -0,26 ,52 
17 2,56 1,95 0,71 -0,26 ,54 
18 1,92 1,35 1,47 2,03 ,59 
19 2,37 2,08 0,92 -0,06 ,41 
20 1,71 1,38 1,83 2,87 ,50 
21 2,44 1,67 0,95 0,46 ,48 
22 2,44 1,91 0,77 -0,25 ,46 
23 2,00 1,77 1,38 1,22 ,45 
Nota: M = Media; DE = Desviación Están-
dar; ritc = Correlación ítem-test corregida. 
 
El análisis de la multicolinealidad entre 
los ítems, evidenció que ninguna correla-
ción en la matriz inter-ítem fue superior a 
,90; por lo que no se descartaron ítems 
mediante este paso.  
 
Análisis factorial exploratorio. Se 
calcularon los índices de adecuación 
muestral, observando que los niveles de 
factorización fueron considerados como 
buenos (KMO = ,87, χ2 = 2146,5; Bartlett, 
gl = 253, p < ,05), lo cual indica que es 
apropiado realizar el análisis factorial en 
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la presente muestra. Para la determinación 
del número de factores, se realizó el aná-
lisis paralelo, que sugirió la existencia de 
que un solo factor subyace a los ítems; así 
mismo, el método de estimación fue mí-
nimos cuadrados no ponderado con rota-
ción promin (Lorenzo-Seva, 1999), elegi-
do debido a la distribución no paramétrica 
de los datos (Costello & Osborne, 2005). 




Matriz patrón: análisis factorial exploratorio con un factor del CDE (N = 200) 
 FG h2 
Ítems   
1. Me siento desprotegido/a cuando estoy solo/a. ,53 ,28 
2. Me preocupa la idea de ser abandonado/a por mi pareja. ,67 ,44 
3. Para atraer a mi pareja busco impresionarla/o o divertirla/o. ,37 ,14 
4. Hago todo lo posible por ser el centro de atención en la vida de mi pareja. ,57 ,33 
5. Necesito constantemente expresiones de afecto de mi pareja. ,59 ,35 
6. Si mi pareja no llama o no aparece a la hora acordada, me preocupa pen-
sar que está enojada/o conmigo. 
,55 ,31 
7. Cuando mi pareja debe ausentarse por algunos días, me siento ansioso/a.  ,65 ,43 
8. Cuando discuto con mi pareja me preocupa que deje de quererme. ,65 ,42 
9. He amenazado con hacerme daño para que mi pareja no me deje. ,64 ,41 
10. Me considero una persona débil. ,64 ,29 
11. Necesito mucho que mi pareja me exprese afecto.  ,65 ,42 
12. Necesito tener a una persona que me considere especial.  ,42 ,18 
13. Cuando tengo una discusión con mi pareja me siento vacío/a. ,61 ,37 
14 Me siento muy mal, si mi pareja no me expresa frecuentemente afecto. ,65 ,42 
15. Siento temor a que mi pareja me abandone. ,77 ,60 
16. Si mi pareja me propone una actividad dejo todo para estar con él/ella.  ,59 ,35 
17. Me siento intranquilo cuando no conozco donde está mi pareja.  ,65 ,42 
18. Siento una fuerte sensación de vacío cuando estoy solo/a. ,69 ,49 
19. No me agrada la soledad.  ,44 ,18 
20. Soy capaz de hacer cosas temerarias, hasta arriesgar mi vida, por conser-
var el amor de mi pareja. 
,67 ,45 
21. Si tengo planes y mi pareja aparece, los cambio solo por estar con él/ella. ,58 ,34 
22. Me alejo demasiado de mis amigos cuando tengo una relación de pareja. ,58 ,34 
23. Me divierto solamente cuando estoy con mi pareja. ,58 ,34 
Carga/Comunalidad media ,65 ,38 
Autovalor (cantidad de varianza total del factor)  8,92 
Porcentaje de varianza explicada por el factor         38,78 
Nota: FG = dependencia emocional (un solo factor); h2 = comunalidad antes de la rotación 
factor general.  
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La tabla 2 presenta el análisis factorial 
exploratorio con un factor. El análisis de 
un factor explica el 38,78% de la varianza 
del constructo dependencia emocional. En 
esta misma tabla, se aprecia que las car-
gas medias en el análisis de un factor son 
de ,65. Por otro lado, la comunalidad me-
dia es de ,38. En relación a los autovalo-
res, el análisis de un factor presenta un 
valor de 8,92.  
 
Análisis factorial confirmatorio. El 
AFC se utilizó para verificar la estructura 
interna de la escala. Para ello, se compa-
raron seis modelos: modelo 1, con un solo 
factor; modelo 2, con seis factores rela-
cionados; modelo 3, con seis factores 
independientes; modelo 4, con seis facto-
res específicos con un factor general; mo-
delo 5, con seis factores con un factor de 
segundo orden; y el modelo 6, con un 
único factor con seis factores ortogonales. 
Los modelos 4 y 6 pueden ser considera-
dos modelos bifactor. 
Los resultados se presentan en la tabla 3, 
indicando que el modelo 6 presenta las 
mejores bondades de ajuste: (S-B χ2 (201) 
= 223,04; p < ,05; S-B χ2/gl =1,10; CFI = 
,99; NNFI = ,98; SRMR = ,06; RMSEA = 
,02; AIC = -178,76). 
 
En vista de que el modelo 6 es bifactor, se 
utilizaron los índices de resistencia (Ríos & 
Wells, 2014), evidenciando que el ECV fue 
de ,74 y el PUC, de ,83; con estos valores 
se indica una tendencia a la unidimensiona-
lidad, tal como el AFE evidenció.  
 
Fiabilidad. En la tabla 4 se presentan 
las cargas factoriales para cada uno de los 
modelos. Se observa que, en promedio, las 
cargas factoriales del modelo 3 (λpromedio = 
,64), son mayores que el resto. Le sigue el 
modelo 2 y 5, con el mismo valor (λpromedio 
= ,63), y 6 (λpromedio = ,51/,35). El modelo 4 
presentó, en promedio, las cargas factoria-
les más bajas (λpromedio = ,35/,51).  
 
Tabla 3 






















































Nota: S-B = método de estimación robusta de Satorra-Bentler; gl = grados de li-
bertad; SRMSR = raíz residual estandarizada cuadrática media; CFI = índice de 
ajuste comparativo; NNFI = índice de ajuste no normado; RMSEA = error cua-
drático medio de aproximación; AIC = criterio de información de Akaike. 
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Asimismo, se calculó el omega (tabla 4). 
El mayor coeficiente lo presentó el mode-
lo 3 (ω = ,93); el modelo 2 y 5 tiene un 
igual coeficiente (ω = ,92), seguido del 
modelo 6 (ω = ,90) y 1 (ω = ,88); mien-
tras que el modelo 4 es el más bajo de 
todos (ω = ,85). 
 
En cuanto a los valores de la AVE, el valor 
más próximo a ,50 (Fornell & Larcker, 
1981) lo obtuvo el modelo 2 y 3 (AVE = 
,36), seguido del modelo 5 (AVE = ,35), el 
modelo 6 (AVE = ,27) y el modelo 1 
(AVE = ,26), mientras que el valor más 
bajo lo presentó el modelo 4 (AVE = ,16). 
 
Tabla 4 
Saturaciones de los ítems en los diversos modelos (N = 320) 
Ítems Modelo 1 Modelo 2 Modelo 3 Modelo 4 Modelo 5 Modelo 6 
1 ,32 ,37 ,41 ,27/,33 ,37 ,33/,27 
2 ,60 ,61 ,64 ,21/,58 ,62 ,58/,21 
3 ,31 ,66 1 ,65/,28 ,61 ,28/,44 
4 ,40 ,77 ,51 ,63/,38 ,84 ,38/,93 
5 ,49 ,62 ,62 ,48/,43 ,58 ,43/,48 
6 ,62 ,64 ,64 ,27/,59 ,64 ,59/,27 
7 ,63 ,65 ,68 ,41/,58 ,65 ,58/,41 
8 ,66 ,69 ,71 ,49/,62 ,69 ,62/,38 
9 ,45 ,55 ,58 ,38/,45 ,55 ,45/,38 
10 ,56 ,66 ,65 ,30/,58 ,66 ,58/,30 
11 ,64 ,72 ,76 ,42/,62 ,73 ,62/,41 
12 ,38 ,38 ,36 ,11/,37 ,38 ,37/,11 
13 ,72 ,73 ,69 ,09/,73 ,73 ,73/,09 
14 ,65 ,72 ,70 ,31/,64 ,74 ,64/,31 
15 ,73 ,75 ,75 ,15/,73 ,75 ,74/,15 
16 ,49 ,65 ,63 ,45/,46 ,65 ,46/,45 
17 ,54 ,54 ,52 ,10/,53 ,54 ,53/,10 
18 ,63 ,73 ,67 ,23/65 ,73 ,65/,23 
19 ,46 ,51 ,56 ,26/,48 ,53 ,48/,26 
20 ,53 ,61 ,60 ,27/,54 ,61 ,54/,27 
21 ,44 ,73 ,80 ,74/,40 ,74 ,40/,74 
22 ,43 ,65 ,64 ,47/,40 ,65 ,40/,47 
23 ,46 ,59 ,52 ,30/,46 ,57 ,46/,30 
λpromedio ,53 ,63 ,64 ,35/,51 ,63 ,51/,35 
ω ,88 ,92 ,93 ,85 ,92 ,90 
AVE ,26 ,36 ,36 ,16 ,35 ,27 
ECV    ,39  ,74 
PUC    ,83  ,83 
Nota: λpromedio = carga factorial promedio; / = simboliza las cargas factorial del modelo bi-
factor; ω = coeficiente omega; AVE = varianza extraída promedio; ECV = varianza común 
explicada; PUC = porcentaje de correlaciones no contaminadas. 
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Discusión 
 
El objetivo principal del presente estudio, 
fue analizar las propiedades psicométricas 
de confiabilidad y validez del Cuestiona-
rio de Dependencia Emocional, de Lemos 
Hoyos y Londoño Arredondo (2006), en 
estudiantes universitarios. En primer lu-
gar, los resultados del análisis descriptivo 
de los ítems evidenciaron que los ítems 9 
(He amenazado con hacerme daño para 
que mi pareja no me deje), 10 (Me consi-
dero una persona débil) y 20 (Soy capaz 
de hacer cosas temerarias, hasta arriesgar 
mi vida, por conservar el amor de mi pa-
reja) que conforman el factor Expresión 
limite en la escala original, presentaron 
una asimetría y curtosis mayor a +/- 1,5 
(Ferrando & Anguiano-Carrasco, 2010; 
Pérez & Medrano, 2010). Aquello está 
relacionado con la alta frecuencia de la 
alternativa 1 (Completamente falso de mí) 
que, en respuesta de las personas, no re-
presentan una conducta usual en ellos.  
 
Es interesante observar que las autoras del 
CDE incluyen los ítems 9, 10 y 20 en su 
cuestionario como parte de la dependen-
cia emocional. Este suceso podría sugerir 
que la dependencia emocional se mani-
fiesta de forma diferente en los estudian-
tes peruanos, en comparación con los 
colombianos, lo cual podría estar influido 
por la cultura (Fernández et al., 2010). 
 
El análisis de la validez se realizó en dos 
fases. En primer lugar, se llevó a cabo el 
AFE. Para la determinación del número 
de factores, se utilizó el método de análi-
sis paralelo, basado en el análisis factorial 
de rango mínimo (Timmerman & Loren-
zo-Seva, 2011), debido a que es el más 
preciso para establecer la estimación de la 
dimensionalidad de las variables (Escurra 
Mayaute & Salas Blas, 2014; Ledesma & 
Valero-Mora, 2007) y ser el más reco-
mendado por políticas editoriales (Thom-
pson & Daniel, 1996). Se encontró, por 
medio de este método, que los ítems eran 
explicados por un solo factor. Este único 
factor explica cerca del 38,78% de la va-
rianza, tomándose como criterio de la 
pertenencia de un ítem a un factor que las 
cargas factoriales sean iguales o mayores 
a ,30 (Kline, 1993; Nunnally, 1987). 
 
En segundo lugar, debido a la diferencia 
teórica que existió en el AFE, que reportó 
que un solo factor subyace a todos los 
ítems, se tuvo que utilizar el AFC para 
verificar y comparar estos hallazgos con 
el modelo original, método que es consi-
derado una aproximación fuerte a la vali-
dación de constructo (Messick, 1995; 
Pérez-Gil, Chacón Moscoso, & Moreno 
Rodríguez, 2000). 
 
El AFC indicó que el modelo 6 presenta 
valores de bondad de ajuste adecuados, si 
se compara con los demás modelos. En el 
presente estudio se utilizó la corrección 
para datos no-normales, método de esti-
mación robusta de Satorra-Bentler (Satorra 
& Bentler, 2001), considerando dividir el 
S-B y χ2 (S-B/χ2), obteniendo un valor de 
1,10; siendo aceptable al ser inferior a 4 
(Byrne, 1989; Carmines & McIver, 1981).  
 
Se estimó, así mismo, el índice de ajuste 
no normado (NNFI = ,98) y el índice de 
ajuste comparativo (CFI = ,99), los valo-
res superiores a ,90 son considerados ade-
cuados (MacCallum & Austin, 2000). El 
CFI es importante para comparar, de for-
ma general, el modelo estimado con un 
modelo nulo; que indica independencia 
entre las variables estudiadas (Hair et al., 
2004; Manzano & Zamora, 2010). Adi-
cionalmente, se analizó el error cuadrático 
medio de aproximación (RMSEA = ,02) y 
la raíz residual estandarizada cuadrática 
media (SRMR = ,06), la cual resultó 
aceptable, al obtener un valor inferior a 
,08 (Browne & Cudeck, 1993). Estos dos 
Ventura & Caycho 
 
12 
Revista de Psicología 
2016, 25(1), 1-17 
últimos valores son significativos, al estar 
muy próximos a cero (Ferrando & An-
guiano-Carrasco, 2010; Formiga et al., 
2011; Sánchez & Sánchez, 1998). Final-
mente, se estimó el criterio de informa-
ción de Akaike (AIC = -178,96), siendo el 
valor más pequeño (Hancock & Mueller, 
2006). Con el fin de determinar si el CDE 
es multidimensional o unidimensional, se 
utilizaron los índices de resistencia que 
sugirieron que el comportamiento de los 
ítems sugiere un factor general. 
 
El AFC realizado ha logrado identificar 
que el modelo 6, de un factor general con 
seis factores específicos, tiene aceptables 
valores de bondad de ajuste, y cuenta con 
valores de fiabilidad buenos, al menos 
para la muestra en estudio, siendo su 
omega (ω = ,90) y con un AVE de ,27; 
valor inferior a lo recomendado, que es 
,50 (Fornell & Larcker, 1981). Cabe men-
cionar que la validez factorial brinda evi-
dencia favorable acerca de las mediciones 
referidas al constructo que se mide (Mu-
ñiz, 1998). Estos hallazgos son diferentes 
a los encontrados en la escala original, 
debido a que se utilizaron diferentes mé-
todos de extracción y rotación, empleán-
dose solamente el AFE, lo que sí se com-
prueba es que el comportamiento de los 
ítems es de un factor general, influido por 
seis factores específicos.  
 
No obstante, entre las limitaciones del 
estudio se deben señalar el muestreo no 
probabilístico y la poca representatividad 
de la muestra. Aquello lleva a considerar 
las conclusiones del estudio como hipóte-
sis previas para investigaciones posterio-
res; donde se realicen muestreos probabi-
lísticos y se examine el comportamiento 
del cuestionario en una población más 
amplia y diferente a la aquí estudiada. Por 
lo tanto, es importante señalar que los 
resultados obtenidos en el presente estu-
dio no son concluyentes, es necesario 
continuar las investigaciones para encon-
trar mayores evidencias acerca de la vali-
dez y confiabilidad del cuestionario; utili-
zándose, así, otros métodos de validez 
como los planteados por Campbell y Fis-
ke (1955), acerca de la validación me-
diante el método convergente y divergen-
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