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A conformal restriction system is a commutative, associative, unital algebra equipped with
a representation of the groupoid of univalent conformal maps on connected open sets of the
Riemann sphere, along with a family of linear functionals on subalgebras, satisfying a set of
properties including conformal invariance and a type of restriction. This embodies some expected
properties of expectation values in conformal loop ensembles CLEκ (at least for 8/3 < κ ≤ 4).
In the context of conformal restriction systems, we study certain algebra elements associated
with hypotrochoid simple curves (a family of curves including the ellipse). These have the CLE
interpretation of being “renormalized random variables” that are nonzero only if there is at least
one loop of hypotrochoid shape. Each curve has a center w, a scale ǫ and a rotation angle θ,
and we analyze the renormalized random variable as a function of u = ǫeiθ and w. We find that
it has an expansion in positive powers of u and u¯, and that the coefficients of pure u (u¯) powers
are holomorphic in w (w¯). We identify these coefficients (the “hypotrochoid fields”) with certain
Virasoro descendants of the identity field in conformal field theory, thereby showing that they
form part of a vertex operator algebraic structure. This largely generalizes works by the author
(in CLE), and the author with his collaborators V. Riva and J. Cardy (in SLE8/3 and other
restriction measures), where the case of the ellipse, at the order u2, led to the stress-energy
tensor of CFT. The derivation uses in an essential way the Virasoro vertex operator algebra
structure of conformal derivatives established recently by the author. The results suggest in
particular the exact evaluation of CLE expectations of products of hypotrochoid fields as well as
non-trivial relations amongst them through the vertex operator algebra, and further shed light
onto the relationship between CLE and CFT.
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1 Introduction
Two-dimensional conformal field theory (CFT) [2, 11, 4] has been extremely successful at de-
scribing critical phenomena in statistical models. The use of conformal invariance in the context
of local quantum field theory, in particular thanks to the large algebraic structures that arise
(like the Virasoro vertex operator algebra [17]), has produced a wealth of exact results for critical
exponents and universal amplitudes.
Recently, a new picture of CFT has emerged thanks to the advent of Schramm-Loewner
evolution (SLE) [20], and conformal loop ensembles (CLE) [21, 22] (for reviews on SLE and
related aspects, see for instance [26, 16, 15, 3, 1, 12, 19]). These provide measures for random
non-intersecting and self-avoiding curves and loops in regions of the plane, with properties of
conformal invariance. They are expected to describe the same universality classes of critical
behaviors as those given by CFT. However, they produce a very different description than that
of local QFT, putting emphasis on geometric objects (curves and loops) and measures rather
than algebraic structures. It is very interesting to try to understand the relation between this
geometric, measure description and the CFT’s algebraic structures.
We introduce the notion of conformal restriction systems which captures expected properties
of CLE expectation functionals. In this context (but here expressed in the CLE language), we
study “renormalized random variables” supported on configurations where at least one loop
takes certain shapes. Such a renormalized random variable is akin to a distribution on the space
of configurations, which “forces” there to exist at least one loop with a given shape. We analyze
the cases where the shapes are simple curves of hypotrochoid type. Hypotrochoids are particular
curves formed by rolling a disk on the inside of a bigger circle, and taking the trace of a fixed
point on the disk. When the circumference of the disk fits an integer number of times in the
circumference of the circle, this is a family of simple curves containing the ellipse, described by
w + ǫeiθ(beiα + b−1e−iα) : α ∈ [0, 2π)
for k = 2, 3, 4, . . . and b > (k − 1)1/k. We look at the resulting renormalized random variables
as functions of u = ǫeiθ and w, where ǫ is the scale of the curve, θ its counter-clockwise rota-
tion angle and w its center. We find an asymptotic expansion in positive powers of u and u¯,
and we show that the coefficients of integer powers of u and u¯ are holomorphic in w and w¯,
respectively, and independent of the parameter b, and that they can be identified with certain
Virasoro descendants of the identity field in CFT. These coefficients can be seen as “ultra-local”
renormalized random variables, and are referred to as hypotrochoid fields.
This generalizes the works [9, 8] where the case of the ellipse, at order u2, was studied, and
related to the stress-energy tensor. Our work shows that hypotrochoid fields fall into a vertex
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operator algebra structure: expectations of products of hypotrochoid fields can be evaluated
using the Virasoro vertex operator algebra. Our results hold for all central charges between 0
and 1, and for expectations with any number of hypotrochoid fields, on any finitely connected
region whose boundary components, if any, are Jordan curves. In particular, we generalize the
results of [8], including those related to the relative partition function, to such finitely connected
regions. Since our results hold in the context of conformal restriction systems, they may be
applicable beyond the scope of CLE.
The paper is organized as follows. In Section 2 we review the main ideas underlying CFT and
CLE, and their relation with statistical models, in particular O(n) loop models, at criticality.
We also introduce some notions useful to express our results, and fundamental in the context
of conformal restriction systems. In Section 3, we describe our main results. In Section, 4 we
analyze these results in the light of the Virasoro vertex operator algebra. In Section 5, we define
the notion of conformal restriction systems, in which the results of this paper hold; we derive
some of their properties; and we make connections with CLE and with results of [8]. In Section
6, we provide the proofs. Concluding remarks are given in Section 7.
2 Context
2.1 O(n) loop models
For definiteness, consider a hexagonal lattice on the plane, and denote by C the set of positions
(the “sites”) of the centers of the faces. Consider a statistical model whose configurations are
functions f on C, valued in {−1, 1}, constrained to take the value 1 on all sites that do not lie
on some finite domain A. If the measure (or Boltzmann weight) is defined by giving a weight
x to every pairs of neighboring sites with opposite values, a weight 1 to all other pairs, and by
multiplying all these, then the result is the well-known Ising statistical model on the hexagonal
lattice in A with fixed boundary conditions. At x = 1/
√
3, the model is critical. This means in
particular that, after taking the thermodynamic limit where A is scaled up to the whole plane,
correlations between the values of f at different sites of the lattice decay algebraically as the
Euclidean distance between the sites increases.
Let E be the union of all edges of the hexagonal lattice, and EA ⊂ E the subset formed
by every edge that borders at least one face whose center lies in A. There is a one-to-one map
between the above space of configurations of f on C and the space of disjoint, self-avoiding
loops on EA. Indeed, one simply associate to every configuration the set of edges separating
opposite signs. It is easy to see that every such set of edges yields disjoint self-avoiding loops.
If L is the total number of such edges, then the Ising-model Boltzmann weight is xL. There is a
one-parameter family of statistical models that naturally generalizes the Ising model. They are
defined by the Boltzmann weight xLnN , where N is the total number of loops, and 0 < n ≤ 2.
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These models are expected to be critical at the n-dependent values x = 1/
√
2 +
√
2− n [18].
These are the so-called O(n) loop models (see for instance [3] for an overview of these and other
related models). These are the models on which we will base our intuition below.
2.2 Scaling limit and CFT
Every critical statistical model, with appropriate translational and rotational invariance, is ex-
pected to be described in the scaling limit by a model of conformal field theory (CFT) [2, 11, 4].
One way of expressing this more precisely, for instance in the O(n) models above, is as follows.
For every finite set s ⊂ C of sites, consider the linear space Fs of observables supported on s
(complex functions of f |s, the configuration on s). Assume 0 ∈ C. A local family of observables
is a one-parameter family σ = (σλ,0 ∈ Fs : λ ∈ [1,∞)) for some s ∋ 0. Let us construct their
translates to other sites (σλ,w : λ ∈ [1,∞)), w ∈ C, and let us denote σλ(w) := σλ,[w] for w ∈ C,
where [w] ∈ C is the nearest point in C to w. Let us further denote by E(·)A the statistical
expectation. Then there exists a set Gstat of local families σ such that every limit
lim
λ→∞
E(σ
(1)
λ (λw1) · · · σ(n)λ (λwn))λA
exist for every σ(1), . . . , σ(n) ∈ Gstat, and for every pairwise non-coincident wj ∈ A. The result of
all such limits is the scaling limit of the statistical model. An example in the Ising model is the
family described by σspinλ (w) = λ
1/8f([w]), representing the scaling limit of the spin variable.
The set Gstat can naturally be taken to form a linear space.
The scaling limit is expected to have the structure of a local conformal field theory. That is,
there is a CFT model such that the linear space Gstat gives rise to the linear space GCFT of CFT
local fields: for every family σ ∈ Gstat there exists a CFT local field O ∈ GCFT, σ ≡ O, such that
lim
λ→∞
E(σ
(1)
λ (λw1) · · · σ(n)λ (λwn))λA = 〈O(1)(w1) · · · O(n)(wn)〉A
for σ(j) ≡ O(j), where 〈· · ·〉A is the CFT correlation function on the domain A (here with “fixed”
conformal boundary condition).
The CFT correlation functions are universal: changing the actual measure on the lattice
by “irrelevant terms” does not affect the result of the scaling limit. Taking a different regular
lattice is also expected to preserve the scaling limit. Hence every CFT model represent the
scaling limit of a whole universality class of statistical models.
Further, the structure of a local conformal field theory means that every field O can be
described in terms of vertex operator algebras and their modules ([2, 17]). This description
characterizes the universality class. Every vertex operator algebra contains the Virasoro vertex
operator algebra, which includes the usual Virasoro algebra [17]. A particularly important quan-
tity is the central charge c of the Virasoro algebra; this is one characteristic of the universality
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class. In the above connection between the O(n) model and CFT, it is expected to be related
to the quantity n as
c =
(2− 3y)(4y − 1)
1− y , cos(2πy) = −
n
2
,
1
4
< y ≤ 1
2
. (2.1)
As an example, in the case of the Ising model, n = 1, with central charge c = 1/2, the family
σspinλ (w) corresponds, conjecturally, to the spin field O(w), which is a Virasoro irreducible-
module highest-weight vector for the left-moving and right-moving copies of the Virasoro vertex
operator algebra, of dimensions (1/16, 1/16) [2, 11, 4].
2.3 Scaling limit and CLE
On the other hand, it is expected that the critical O(n) statistical models, seen as models for
random loops on EA, converge, in a certain scaling limit, to conformal loop ensembles (CLE)
[21, 22]. This convergence is in the sense of an appropriate topology on the space of measures
[23, 24, 25], and here the scaling limit is that where the mesh size is made smaller keeping the
domain A fixed, EA 7→ (λ−1E)A with λ → ∞. CLE form a one-parameter family of measures,
with certain defining properties including conformal invariance. They are measures on the
set of loop configurations (“loop soups”): every configuration is a set of countably-many non-
intersecting and non-self-intersecting loops lying in A. They have mostly been studied on simply
connected hyperbolic regions A (i.e. conformal to the disk), but here we will think of CLE on
general, possibly multiply (but finitely) connected regions A of the Riemann sphere Cˆ = C∪{∞},
including Cˆ itself. With respect to CLE measures, there is almost surely infinitely-many loops
lying in A, but for any fixed r > 0, there is almost surely a finite number of loops whose
diameter (smallest covering disk) is larger than r. The CLE parameter is conventionally taken
as κ ∈ (8/3, 8]. This parameter can be seen as describing the almost-sure fractal dimension of the
loops, 1+κ/8. The O(n) models described above are expected to converge to CLE in the dilute
regime, κ ∈ (8/3, 4], where the loops are almost surely disjoint and self-avoiding (i.e. simple).
There, the relation between n and κ is expected to be
κ =
2
1− y (2.2)
for y as in (2.1). The convergence statement, in the dilute regime, has been proven in the case
of the Ising model (κ = 3) only [24, 25]. The dense regime, κ ∈ (4, 8] [21, 22], is, in a sense,
“dual” to the dilute regime; we will not discuss it here.
As κ → 8/3, n → 0, and the “density” of loops in CLE decreases. At κ = 8/3, there are
no loops, hence the configuration set has only one element (the empty set). But it is possible
to make the theory non-trivial, both in the scaling limit and in the O(n) lattice model, by
modifying the boundary conditions. Consider, in the set of sites not lying in A, those sites that
have at least one neighbor lying in A. These are the boundary sites. If the boundary conditions
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are such that boundary sites are divided into two contiguous sets, one of which is fixed to 1
and the other to −1, then there will be in every configuration one curve starting and ending
on the boundary, where the two boundary sets join. In the scaling limit, the measure on this
curve is expected to converge to the measure given by Schramm-Loewner evolution (SLE) [20]
on A, with parameter κ (again the proof exists in the Ising case). In particular, this makes sense
also at κ = 8/3, where it is the scaling limit of a self-avoiding random walk (SLE exists for all
κ ∈ [0, 8]). It is possible to generalize this to multiple curves, by having more than two jumps
along the boundary sites. This gives rise to multiple SLE, or, considering the loops as well, to
an “augmented” CLE, with additional random simple curves, disjoint from each other and from
the loops, starting and ending on the boundary. We will only discuss the application of our
results to the usual CLE with κ ∈ (8/3, 4], but we expect them to apply also in the augmented
situation and κ = 8/3.
2.4 Relation between CLE and CFT
CLE measures are believed to describe the same universality classes as do CFT models, with a
relation between c and κ obtained by combining (2.1) and (2.2),
c =
(6− κ)(3κ − 8)
2κ
. (2.3)
CLE and CFT have very different descriptions: measures on random loops in the former, local
fields and vertex operator algebras in the latter. Hence it is natural to expect that there be
certain “non-local” algebraic structures in CFT that relate to the random loops of CLE, and
certain kinds of random variables in CLE that relate to the local fields of CFT. Here we are
interested in the latter direction, in particular in attempting to recover (parts of) the vertex
operator algebra structure in CLE.
CLE should contain much more information than do the well-studied rational models of
CFT: it should be for instance possible to construct local fields in CLE that lie outside of the
usual Kac table, in addition to all rational local fields. Further, since the CLE measure exists
for all central charges between 0 and 1, CLE also relates to non-rational models of CFT, which
have been much less studied.
The one structure of CFT that is present for all central charges is that of the Virasoro
vertex operator algebra. Hence the associated local fields (the identity descendants, including
the stress-energy tensor) should have natural constructions in CLE for every κ. One goal of this
paper is to study such constructions. Two fundamental concepts stand out as fundamental in
such constructions: locality and renormalization.
Locality in CFT, and more generally in quantum field theory (QFT), is a well-defined concept
(see any textbook on QFT). In its strong version, the only one that we need here, it can be
understood as meaning that a local field O is the scaling limit of a family σ of random variables
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supported on a finite number of sites, as in the discussion of Subsection 2.2. Hence, a local field
only “feels” an infinitesimal region (in the limit: a single point). In CLE, a related concept is
that of support [8] of a random variable. A support of a random variable X is a closed subset
K of the Riemann sphere Cˆ such that the value of X is the same on all configurations whose
set of loops intersecting K is the same (here we see random variables in general as functions on
the space of loop configurations in Cˆ). In general, any given random variable possesses a set
of supports, as the definition does not provide a unique support. Most of our statements only
require the existence of a support in particular regions (which we express by saying that the
random variable “is supported in” that region). We will denote by Supp(X) the set of supports
of X, and sometimes by supp(X) a particular support of X. A locality condition in CLE that is
similar to, yet somewhat stronger than, that of CFT, which we will refer to as ultra-locality,
would be that there be a support that is a single point (we say that the variable is supported
on that point). However, it is easy to convince oneself that there are very few (if any) nontrivial
random variables in CLE with single-point supports. In order to obtain ultra-local variables,
and a structure of CFT in CLE, we need a concept of renormalization.
The definition of the local families σ ∈ Gstat of observables in Subsection 2.2 consists in
a particular way of performing a renormalization procedure in quantum field theory, leading
to CFT. Indeed, the lattice model can be seen as a regularization scheme, and the scaling
limit, including the definition of local families, is a renormalization procedure. Although, quite
similarly, the lattice spacing is sent to zero in performing the scaling limit leading to CLE,
no actual renormalization is performed: no local families are defined. Hence, it is natural to
expect that in relating CLE random variables to CFT local fields, the random variables will
need to be “renormalized”. Such a renormalization in the CLE context was considered in [8].
For our purposes, this goes as follows, paralleling the definition of local families of Subsection
2.2. Consider a one-parameter family of random variable Xǫ : ǫ > 0, with ǫ playing the role of
a regularization parameter. Consider also a linear space X of CLE random variables. Let us
denote by E
[ · ]
A
the expectation in CLE.
Definition 2.1 We say that the limit limǫ→0 Xǫ exists weakly locally with respect to X if the limit
of expectation values limǫ→0 E
[
XǫY
]
A
exists for every region A, and for every variable Y ∈ X with
the property that there are supports supp(Xǫ) and supp(Y) such that limη→0 ∪ǫ∈(0,η)supp(Xǫ) and
supp(Y) are disjoint and lie in A.
We identify the limit limǫ→0 Xǫ with the equivalence class of the family Xǫ : ǫ > 0 under the
equivalence relation (Xǫ) ∼ (X′ǫ) ⇔ ∃a > 0, f, f ′ : (0, a) → R+ | Xf(ǫ) = X′f ′(ǫ) ∀ ǫ ∈ (0, a), where
f, f ′ are required to be right-continuous at 0 and to satisfy limǫ→0 f(ǫ) = limǫ→0 f
′(ǫ) = 0. All
these notions generalize easily to the cases where ǫ is in other topological spaces. The limit
X := limǫ→0 Xǫ is a renormalized random variable. If supp(Xǫ) are supports for Xǫ, then by
definition the set supp(X) = limη→0 ∪ǫ∈(0,η)supp(Xǫ) is a support for X. With the weak-local
convergence, expectation values provide us with the weak-local topology, and we may complete
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the space X with respect to it, in particular including sequences of renormalized random variables
that converge weakly locally with respect X (it is easy to verify that the definition still makes
sense). The completion will be denoted X. Renormalized random variables lie in this completion.
In the following sections, we will also use other properties (holomorphicity, etc.) in the weak-
local sense, always with the interpretation of the validity in expectation values with Y supported
away.
We may now ask for ultra-local renormalized random variables: those that possess single-
point supports. We expect that all Virasoro identity descendants in CFT, as well as, more
generally, all fields associated to other eventual internal symmetries, be constructible in CLE
(and generalizations) via ultra-local renormalized random variables; but in general, for other
CFT fields corresponding to nontrivial modules, that this not be the case. Because of the
possible relation with CFT, we will refer to ultra-local renormalized random variables as fields.
Given sequences Xǫ, X
′
ǫ, . . . that converge weakly locally as ǫ → 0, we may ask about the
convergence of products XǫX
′
ǫ · · · .
Definition 2.2 We say that a set G of renormalized random variables is a consistent set with
respect to X if the multiple limit
lim
ǫ→0
lim
ǫ′→0
· · · E
[
XǫX
′
ǫ′ · · · Y
]
A
exists and doesn’t depend on the order of the individual limits, for every region A, for every
{X, X′, . . .} ⊂ G and for every random variable Y ∈ X such there are supports of X, X′, . . . , Y that
are pairwise disjoint and lie in A.
The result of the limit indeed does not depend on the members of the equivalence classes taken,
and is denoted E
[
XX′ · · · Y
]
A
. Note that this is somewhat in parallel to the definition of local
families Gstat. The set G can naturally be taken to form a linear space. Clearly we can form
the space XG by linearly adding to X all products of elements of G with disjoint supports. Both
Definitions 2.1 and 2.2 make sense with respect to XG , and in particular every X ∈ G is a
renormalized random variable (i.e. the corresponding family is convergent weakly locally) with
respect to XG . The space XG is a quasi-algebra: there is a multiplication between elements that
have disjoint supports.
A precise relation, which we would like to establish, between ultra-local CLE random vari-
ables and CFT fields is as follows. For a (possibly renormalized) random variable Y let us asso-
ciate to it the (formal) CFT field OY, its “one-point functions” being defined by E
[
Y]A = 〈OY〉A
for every region A where the random variable is supported. Further, for a renormalized random
variable X supported on the point 0, we denote by X(w) its translate to the point w.
Definition 2.3 A linear space GCLE of ultra-local renormalized random variables supported on
the point 0 is a reconstruction of a linear space GCFT of CFT local fields with respect to the algebra
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or quasi-algebra X, with a bijection X ≡ O : X ∈ GCLE, O ∈ GCFT, if (i) {X1(w1), . . . , XN (wN )}
forms with respect to X a consistent set for every {X1, . . . , XN} ⊂ GCLE and for every non-
coincident wjs, and (ii)
E
[
X1(w1) · · · XN (wN ) Y
]
A
=
〈O1(w1) · · · ON (wN )OY〉A, Xj ≡ Oj ∀ j (2.4)
for every {X1, . . . , XN} ⊂ GCLE, for every region A, for every non-coincident wjs lying in A, and
for every Y ∈ X supported in A \ {w1, . . . , wN}.
Note that this implies that (2.4) holds for every Y ∈ XGCLE supported in A \ {w1, . . . , wN}.
Of course, only one-point functions 〈OY〉A of the formal field OY were defined. However,
if GCFT is a linear space of local fields associated to symmetries, then there is a fundamental
definition of the correlation functions involved in (2.4), from the knowledge of the symmetry
relations for 〈OY〉A. Hence at least in these cases, (2.4) is not an empty statement. The
construction presented in this paper is associated to the conformal symmetry of CFT; hence it
is the appearance of a Virasoro vertex operator algebra structure that allows us to identify the
result of the left-hand side of (2.4) with CFT correlation functions as in the right-hand side.
In Section 3 the results we express are restricted to finitely connected regions A whose
boundary components, if any, are Jordan curves; it is clear that the concepts above can be
restricted to these cases. Also, as mentioned, our results hold in the context of conformal
restriction systems, as defined in Section 5, and we expect CLE expectation functionals to give
rise to such a system.
2.5 Relevant previous results
In a recent work [8], the author found the CLE renormalized random variable corresponding
to the (bulk) stress-energy tensor T (w) in CFT on simply connected domains. This was based
on, and largely generalized, works [10, 9] where similar results, for bulk and boundary fields,
were obtained in SLE at κ = 8/3 and other conformal restriction measures (but in more general
domains).
Consider the ellipse centered at w, with eccentricity e = 2b/(1 + b2) ∈ (0, 1) (with b > 1)
and major semi-axis of length ǫ(b+ 1/b) > 0 at angle θ with respect to the positive real axis1:
∂E2(w, ǫ, θ, b) :=
{
w + ǫeiθ(beiα + b−1e−iα) : α ∈ [0, 2π)
}
. (2.5)
Let E2(w, ǫ, θ, b) be the domain bounded by this ellipse and containing the point w. Let
E2(w, ǫ, θ, b) be a random variable that, in essence, takes the value one if the configuration
is separated between the inside and the outside of the ellipse, and zero otherwise. This requires
1Note the different normalization of ǫ, and the shift in θ due to the factor i, as compared to the choice made
in [9, 8].
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a renormalization in CLE, because this exact definition gives a random variable that is almost
surely zero, due to the almost sure presence of infinitely many loops surrounding almost every
point [22]. Let us then define E2(w, ǫ, θ, b) more precisely as follows. Let A be the annular
domain E2(w, ǫ, θ; b) \ E2(w, ǫ, θ, (1 − η)b), for some η > 0 small enough. Note that indeed
E2(w, ǫ, θ, (1 − η)b) ⊂ E2(w, ǫ, θ, b). Let Eη2(w, ǫ, θ, b) be the random variable that takes the
value one if there is at least one CLE loop that lies on A and that separates the two components
of Cˆ \ A, and zero otherwise. Then we define
E2(w, ǫ, θ, b) := lim
η→0
E
η
2(w, ǫ, θ, b)
E
[
E
η
2(0, 1, 0, b)
]
Cˆ
.
According to [8, Eq 4.9], under certain hypotheses, the limit exists weakly locally for CLE in
any simply connected region. The support of E2(w, ǫ, θ, b) can be chosen to be the ellipse (2.5).
This is a first renormalization step.
In [8], the reconstruction of the CFT stress-energy tensor was found to be
lim
ǫ→0
1
2πǫ2
∫
dθ e−2iθ E2(w, ǫ, θ, b) ≡ T (w). (2.6)
The left-hand side can be interpreted as a “rotating spin-2 ellipse”, and involves a second
renormalization step. The resulting renormalized random variable on the left-hand side of (2.6)
is supported on w. Note that this result holds for any b: the resulting local field is independent
of b. The reconstruction was obtained by proving, up to certain hypotheses about the CLE
measure, the conformal Ward identities, the boundary conditions, and the stress-energy tensor
conformal transformation properties with some central charge c′, and by identifying c′ = c via
a more intuitive CFT-related argument. The reconstruction was actually proven only in simply
connected regions A, and only for single insertions of the stress-energy tensor.
The same reconstruction was found in SLE at κ = 8/3 [9], with rather E2(w, ǫ, θ, b) the ran-
dom variable that takes the value one if the SLE curve does not intersect the ellipse ∂E2(w, ǫ, θ; b),
and zero otherwise (this reconstruction is valid in any region A and with any number of inser-
tions). Note that in this case, no renormalization was necessary in the first step of the definition;
this is understood as being a consequence of the fact that the central charge is 0 at κ = 8/3
(see the discussion in [8]). In the SLE case, we may take b = 1, where the ellipse collapses to
a segment of length 4ǫ (in CLE this is not possible, because the definition involves the ellipse
with (1− η)b).
3 Results
The results presented here are proven in the context of conformal restriction systems, which we
define fully in Section 5. A conformal restriction system is a commutative, associative algebra X
with a notion of support for elements in X (a supported algebra), and linear functionals E
[·]
A
, for
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every region A ⊂ Cˆ of the Riemann sphere, on the subalgebras of elements supported in A, with
properties of conformal invariance and restriction. Below we will implicitly restrict ourselves
to regions A that are finitely connected and whose boundary components, if any, are Jordan
curves. We expect that an appropriate choice of an algebra X of random variables with the notion
of support described in the precious section, along with CLE expectation values, constitute a
conformal restriction system. In a way, this puts on a more solid basis and generalizes the
hypotheses made in [8] about CLE, and allows us to provide precise statements which may be
applied more generally. We will show that the hypotheses made about CLE in [8] follow from
the axioms of conformal restriction systems, hence that all results of [8] are actually results in
conformal restriction systems. The proofs for the theorems in this section will be provided in
Section 6.
Below, we assume the we are given both the algebra X and the linear functionals E
[ · ]
A
, for
every region A as stated above, of a conformal restriction system, and we refer to the elements of
X as random variables (because of the connection with CLE), from which renormalized random
variables can be obtained as explained in the previous section.
As preliminaries, let N be the closure of an annular region with Jordan boundaries. For
every such N , let I(N) be, in CLE, the random variable that takes the value 1 if there is at
least one CLE loop lying in N and separating the components of Cˆ\N , and zero otherwise. See
Section 5 for a definition of I(N) in the general context of conformal restriction systems (Point
1 of the axioms). We assume the following two facts (Points 2 and 3 of the axioms): for every
Jordan curve α, the limit
lim
N→α
I(N)
E
[
I(N)
]
Cˆ
=: E(α) (3.1)
exists weakly locally with respect X (in an appropriate topology); and the space
G = span{E(α) : α Jordan curve}
is a consistent set with respect to X. These are natural generalizations of some of the hypotheses
made in [8]. This implies that we can extend X to XG ; since this extension is rather fundamental,
we will denote it by
Xˆ := XG .
3.1 Hypotrochoids
The results reviewed in Subsection 2.5 can be understood as follows. We consider a renormalized
random variable E2(w, ǫ, θ, b) that restricts there being at least one CLE loop taking the shape
of an ellipse, and we look at the second Fourier mode (in the angle of the major semi-axis with
respect to the positive real axis) of this variable. The result is that in the (further renormalized)
limit where the extent vanishes, we obtain the stress-energy tensor.
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a. b. c. d.
Figure 1: The hypotrochoids corresponding to (a) E2, (b) E3, (c) E4 and (d) E5, all at angle
θ = 0 (the horizontal is the real axis and the vertical the imaginary axis), and for generic (small)
values of b.
We may ask more general questions: what about the other Fourier modes, or the analytic
structure of the variable E2(w, ǫ, θ, b) itself, say as a function of w and u = ǫe
iθ? Or more
generally, what is the analytic structure of a variable that restricts there being one loop taking
a given shape?
The general question is rather complicated. We will restrict our attention to the following
particularly interesting and symmetric family of shapes (simple closed curves in C):
∂Ek(w, ǫ, θ, b) :=
{
w + ǫeiθ(beiα + b1−ke(1−k)iα) : α ∈ [0, 2π)
}
(3.2)
for k = 2, 3, 4, . . ., w ∈ C, θ ∈ [0, 2π) and b > (k−1)1/k. At k = 2, this is the ellipse (2.5), and in
general for k > 2, it is an hypotrochoid. It is a simple (for b > (k−1)1/k) smooth curve centered
at w with dihedral Dk symmetry about w (see Figure 1). The parameter ǫ is proportional to the
diameter of the curve, and θ mod 2π/k is the positive angle between the positive real direction
from w and the first “arm” anti-clockwise. The arms become spikes (with 0-angle corners) at
b = (k − 1)1/k, where the curves (3.2) become hypocycloids. We define Ek(w, ǫ, θ, b) as the
domain bounded by (3.2) and containing w.
We will use the notation
Ek(w, ǫ, θ, b) := E(∂Ek(w, ǫ, θ, b)). (3.3)
Let Nη(w, ǫ, θ, b) := Ek(w, ǫ, θ; b) \Ek(w, ǫ, θ; (1− η)b), for some η > 0 small enough. Then it is
immediate that
Ek(w, ǫ, θ, b) = lim
η→0
I(Nη(w, ǫ, θ, b))
E
[
I(Nη(0, 1, 0, b))
]
Cˆ
. (3.4)
This holds thanks to conformal invariance, E
[
E(Nη(0, 1, 0, b))
]
Cˆ
= E
[
E(Nη(w, ǫ, θ, b))
]
Cˆ
. That is,
generalizing the results recalled above, we may define renormalized random variables Ek(w, ǫ, θ, b)
associated to hypotrochoids via a multiplicative renormalization that is independent of the geo-
metric parameters w, ǫ, θ. The set of supports of the renormalized random variable Ek(w, ǫ, θ, b)
of course contains the closed curve (3.2).
In SLE8/3, a corresponding definition would be to take Ek(w, ǫ, θ, b) as the random variable
that takes the value one if the SLE curve does not intersect the curve ∂Ek(w, ǫ, θ; b), and zero
otherwise.
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3.2 Asymptotic expansion
As a function of θ, the variable Ek(w, ǫ, θ, b) should have the following Fourier expansion:
Ek(w, ǫ, θ, b) =
∑
m∈Z
ekmiθek,m(w, ǫ, b).
Further, ek,m(w, ǫ, b), for m 6= 0, should vanish as ǫ → 0 (weakly locally). However, there is
little else we can say a priori.
Instead of using θ and ǫ, let us consider the expansion of Ek(w, ǫ, θ, b) in powers of the
complex variables u = ǫeiθ and u¯ = ǫe−iθ. Then we have:
Theorem 3.1 With respect to Xˆ, the renormalized random variable Ek(w, ǫ, θ, b) has an asymp-
totic expansion in u and u¯ of the following form, weakly locally, for every w, b:
Ek(w, ǫ, θ, b) ∼ 1+ o((uu¯)0) +
∞∑
m=1
ukm
m!
(
Tk,m(w) + o((uu¯)
0)
)
+
∞∑
m=1
u¯km
m!
(
T¯k,m(w¯) + o((uu¯)
0)
)
.
(3.5)
The coefficients Tk,m(w) and T¯k,m(w¯) are independent of b; the former are holomorphic in w,
the latter anti-holomorphic (weakly locally).
In particular, the expansion only contains positive powers of both u and u¯. Further, the renor-
malized random variables Tk,m(w) and T¯k,m(w¯) are supported on w. This is clear from the
inverse relations, for instance
Tk,m(w) = lim
ǫ→0
m!
2πǫkm
∫
dθ e−kmiθ Ek(w, ǫ, θ, b). (3.6)
We will refer to these as hypotrochoid (anti-)holomorphic fields or simply hypotrochoid fields.
3.3 Virasoro descendants
The stress-energy tensor is a Virasoro descendant of the identity field 1(w), as it can be expressed
in the form T (w) = L−21(w). In the vertex operator language, this is Y (L−21, w), where Y
is the vertex-operator map and 1 is the identity vector, highest weight of the identity module
of the Virasoro algebra [17]. The results reviewed in Subsection 2.5 indicate that T2,1 is a
reconstruction of the stress-energy tensor, T2,1 ≡ T (we use Tk,m := Tk,m(0)). We find a wide
generalization of this: the space
GCLE := span{Tk,m : k ≥ 2, m ≥ 1} (3.7)
is a reconstruction of a certain chiral subspace GCFT of the identity sector of CFT. Similarly,
the space G¯CLE := span{T¯k,m : k ≥ 2, m ≥ 1} is a reconstruction of the (chiral) conjugate CFT
subspace G¯CFT.
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The space GCFT is obtained from the following identity descendants in CFT:
Tk,m :=
∑
λ∈Φ(m)
Cλ(k − 1)m−|λ|L−kλ|λ| · · ·L−kλ2L−kλ11. (3.8)
The summation set Φ(m) is the set of all ordered partitions of m: λ ∈ Φ(m) means that λ
is a multiplet (λ1, . . . , λj) for some j ≥ 1, the only constraints being λi ≥ 1 for all i, and∑j
i=1 λi = m. We denote |λ| = j the number of elements in the partition. The coefficients Cλ
satisfy the recursion relations (recursion on
∑
i λi)
C(λ1,...,λj) = δλj ,1C(λ1,...,λj−1) +
j∑
i=1
(λi − 1)C(λ1,...,λi−1,...,λj) (3.9)
for all j ≥ 1, with initial condition C(1) = 1. They can equivalently be obtained from the
recursion relations (recursion simultaneously on
∑
i λi and on |λ|)
C(λ1,...,λj) =
∑
ℓi∈{1,...,λi},i=1,...,j−1
ℓj=1
(
j∑
i=1
(λi − ℓi)
)
!
j∏
i=1
(λi − 1)!
(λi − ℓi)!(ℓi − 1)!C(ℓ1,...,ℓj−1) (3.10)
for all j ≥ 2, with initial condition C(n) = (n− 1)!. We find for instance
C(1,...,1,λ1,...,λj) = C(λ1,...,λj), C(n,1,...,1) =
(n+ k − 1)!
k!
(3.11)
where in the second equation, there are exactly k indices that are fixed to 1 on the right of the
index n. We define similarly the chiral conjugates T¯k,m.
Using the Virasoro algebra to bring the Ln’s with higher n to the right, we have in particular
Tk,1 = L−k1
Tk,2 = (L2−k + (k − 1)L−2k)1
Tk,3 = (L3−k + 3(k − 1)L−2kL−k + 2(k − 1)(2k − 1)L−3k)1. (3.12)
Setting
GCFT := span{Tk,m : k ≥ 2,m ≥ 1}, G¯CFT := span{T¯k,m : k ≥ 2,m ≥ 1}, (3.13)
we express our main result as follows.
Theorem 3.2 With respect to Xˆ, the space GCLE (3.7) is a reconstruction of GCFT (3.13), with
bijection linearly generated by
Tk,m ≡ Tk,m. (3.14)
Similarly, the space G¯CLE is a reconstruction of G¯CFT, with bijection generated by T¯k,m ≡ T¯k,m.
All these results hold as well in SLE8/3.
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Remark 3.1 We expect the condition that boundary components of the region be Jordan curves
not to be essential, as other finitely connected regions can be obtained by taking appropriate
limits.
Remark 3.2 Evaluating averages of products of identity descendant fields in CFT in simply
connected regions is straightforward, using a conformal mapping to the upper half plane, the
Cardy boundary conditions on this region, and standard analytic arguments. The insertion of
other CFT fields can then be evaluated from their transformation properties. In this case, then,
the reconstruction provides explicit results, and the meaning of the reconstruction theorem is
clear. For multiply connected regions, however, the situation is more complicated. The problem
in CFT can in principle be reduced to the evaluation of the one-point averages of all identity
descendants. Indeed, once these are known, the operator algebra can be used to evaluate averages
of any products of identity descendants, and the insertion of other CFT fields can be obtained
from their transformation properties. The one-point averages of identity descendants depend
on the actual conformal boundary conditions, and on the details of the model. The meaning of
the reconstruction theorem is that the hypotrochoid fields are part of the right operator algebra,
and that insertions of other elements of Xˆ are obtained as in CFT from their transformation
properties. This is made precise below by making explicit the underlying Virasoro vertex operator
algebra. We do have general expressions for one-point averages, but we have not identified them
with one-point averages of identity descendants in CFT, although this identification is fully
expected to hold.
4 Analysis and discussion
4.1 Relation to Virasoro vertex operator algebra through conformal differ-
ential operators
The identification (3.14) with Virasoro descendants imply that expectation values of products
of random variables with factors of hypotrochoid fields, Tk1,m1(w1) · · · Tkp,mp(wp) X where X ∈ Xˆ,
can be evaluated by applying appropriate differential operators on the expectation value of X.
From the CFT point of view this amounts to the conformal Ward identities [2]. In particular,
even if OX is not a “known” CFT field, it is possible to write down the differential operator:
we only need to know the conformal transformation properties of X. As a simple example, if
X(x1, . . . , xn) is the characteristic function for the event that at least one CLE loop surrounds
the points x1, . . . , xn (or winds around them in a specified fashion), then it transforms under
a conformal map g as X(x1, . . . , xn) 7→ g · X(x1, . . . , xn) = X(g(x1), . . . , g(xn)). Hence, the
insertion of hypotrochoid fields will give rise to conformal Ward identities for a product of
n zero-dimension, zero-spin primary fields at positions x1, . . . , xn.
More generally, the differential operators are expressed in terms of conformal derivatives,
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differential operators that act on random variables and on the domain boundary by infinitesi-
mal conformal transformations. The action on random variables implement to the usual Ward
identities, and that on the domain boundaries, the boundary conditions (with a light abuse of
language, we refer to these together as the conformal Ward identities). On a function f(X, ∂A),
a conformal derivative in the direction of the function h, analytic on a domain containing ∂A
and where X is supported, acts as
∇hf(X, ∂A) = d
dt
f
(
(id + th) · X, (id + th)(∂A)
)∣∣∣∣
t=0
, (4.1)
where g · X is the conformal transformation of X by the conformal map g. Note that h 7→
∇hf(X, ∂A) is a real linear map in h. Holomorphic, resp. antiholomorphic, conformal derivatives
∆[h], resp. ∆¯[h], are obtained by taking the holomorphic, resp. antiholomorphic, part in h of
the result,
∆[h] =
1
2
(∇h − i∇ih), resp. ∆¯[h] = 1
2
(∇h + i∇ih). (4.2)
Both ∆[· · · ] and ∆¯[· · · ] are complex linear maps. Second-order conformal derivatives∇h,h′f(X, ∂A)
are obtained by replacing f(X, ∂A) in (4.1) by ∇h′f(X, ∂A), seen as a function of X and ∂A; mul-
tiple conformal derivatives are obtained recursively.
Note that conformal differentiability and multiple conformal differentiability (and smooth-
ness) requires more than the existence of multiple conformal derivatives with fixed directions
h, h′, . . . as above. For instance, ∇hf(X, ∂A) is required to be a continuous linear functional of
the argument h. See [5, 7] for more details (most of which we will not explicitly need).
In [7, Thm 4.2], the Virasoro vertex operator algebra structure of conformally smooth func-
tions and their conformal derivatives was established. According to this, there is a linear map
Y(·, w) from the identity Virasoro module to the space of multiple (holomorphic) conformal
derivatives parametrized by w ∈ C, which allows us to describe the differential operators in-
volved in the conformal Ward identities. The intervening conformal derivatives are conjugated
by a function Z, which is mainly required to solve a certain infinite set of second order linear
conformal differential equations; or equivalently, to transform under conformal maps in a par-
ticular way. As mentioned above, in the present context of conformal restriction systems, the
independent variables, with respect to which conformal derivatives are taken, are X ∈ Xˆ and the
region boundary ∂A. The number w is required to lie in A (there is a unique connected A given
∂A in the case of higher connectivity, otherwise w defines A from ∂A), and X is required to be
supported in A. It turns out that the specific function Z involved only depends on A. For this
reason, we will denote the map by Y(·, w)A.
Let v be a Jordan curve lying in A and surrounding w. The linear map Y(·, w)A from the
identity module to the space of (conjugated) conformal derivatives can be expressed on basis
elements as follows:
Y(Lℓm · · ·Lℓ11, w)A = Z(∂A, v)−1∆[hℓm,w] · · ·∆[hℓ1,w]Z(∂A, v) (4.3)
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where ∆[hℓ,w] is a derivative in the direction given by the analytic function
hℓ,w(z) = −(z − w)ℓ+1 (4.4)
and where Z(∂A, v) is the relative partition function (5.13). The operator on the right-hand side
of (4.3) is independent of v. Using the linear map (4.3), we have, for w ∈ A and X supported in
A \ {w},
E
[
Tk,m(w)X
]
A
= Y (Tk,m, w)A E
[
X
]
A
. (4.5)
The relative partition function was defined for simply connected regions in [8] in the CLE
context, and in [5] in the CFT context (both objects expected to be the same under the iden-
tification between CLE and CFT). The main result about it is Theorem 5.1 (a slight extension
and re-writing of [8, Thm 5.3, 5.5]), which in particular says that in this case,
∆[h−2,w]Z(∂A, v) =
c
12
{sA, w}Z(∂A, v). (4.6)
where s maps conformally A onto D and {s,w} is its Schwarzian derivative (again, v must
separate ∂A from w), and c is the central charge. If A is the Riemann sphere (or the plane),
then we may take Z(∅, v) = 1. In the SLE8/3 context, since the central charge is zero, we may
also take Z(∂A, v) = 1 for every region A. Relation (4.6) implies that ∆[h−2,w] logZ(∂A, v)
transforms in a prescribed way under maps that are conformal on A. Theorem 5.2 shows
that the same transformation property holds in a more general situation where A is finitely
connected; this is the transformation property required [7, Thm 3.2, 4.2] in order for the map
Y(·, w)A above to give rise to the conformal Ward identities. In particular, in the example of
the random variable X(x1, . . . , xn) above, (4.5) exactly reproduces the conformal Ward identities
for n primary fields of dimension and spin zero.
If A is conformal to the disk, then the operator on the right-hand side of (4.3) can be
evaluated explicitly by using the formal relation
∆[h−k,w] =
1
(k − 2)!
(
∂
∂w
)k−2
∆[h−2,w] (4.7)
[7], as well as, recursively, (4.6). Note that for g conformal on A, we may write sg(A) = sA ◦g−1,
which gives, using (4.1),
∆[h] ∂nsA(z) = −∂n(h∂sA(z)). (4.8)
Relation (4.5) along with the results of [7] gives us the exact conformal transformation
properties of the hypotrochoid fields. Again, these are simply the transformation properties of
stress-energy tensor descendants that can be found from standard CFT considerations (see for
instance [4]). Since the conformal derivatives obtained by applying the Y map act via conformal
transformations of random variables, this means that multiple insertions of hypotrochoid fields
can be evaluated by using recursively (4.5). The result of [7, Thm 4.2] is the statement that
this reproduces the product of Virasoro vertex operators associated to the descendants Tk,m.
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Denoting by Y (·, w) the usual Virasoro vertex operator [17] (a doubly-infinite formal series in
w), and choosing the region A to contain the point 0 for convenience, we may express this result
as follows:[
E
[
Tk1,m1(w1) · · · Tkp,mp(wp)X
]
A
]
Laurent expansion in the region |w1|>...>|wp|
(4.9)
= Y
(
Y (Tk1,m1 , w1) · · ·Y (Tkp,mp , wp)1, 0
)
A
E
[
X
]
A
.
This means that the hypotrochoid fields are part of the correct operator algebra.
4.2 Consequences of the vertex operator algebra structure
The vertex operator algebra structure described above mean that hypotrochoid fields satisfy
various relations amongst themselves, weakly locally.
Clearly, our main results do not provide a field for every element of the identity module. It
is however possible to express L−k1 and L
2
−k1 in terms of hypotrochoid fields:
Tk,1(w) ≡ L−k1(w) (4.10)
Tk,2(w)− (k − 1)T2k,1(w) ≡ L2−k1(w). (4.11)
Higher powers and mixed products of Virasoro generators are involved in linear combinations.
Hence, we do not have yet the full vertex operator algebra in terms of fields in conformal
restriction systems, so we cannot use the full power of the vertex-algebraic structure. Yet, some
aspects of it can be used. A very simple one is the L−1-derivative property of vertex operator
algebras. This says, for instance, that
d
dw
L−k1(w) = [L−1, L−k]1(w) = (k − 1)L−k−11(w) (4.12)
where in the last equality we used the Virasoro algebra. Hence, we obtain
d
dw
E
[
Tk,1(w)X
]
= (k − 1)E[Tk+1,1(w)X] (4.13)
That is, differentiating with respect to w increases the number of arms of the hypotrochoid by
one.
Using derivatives of Tk,2(w) we can in fact obtain expressions for all descendants involving
two L-operators. Indeed, we have
dn
dwn
Tk,2(w) ≡
[
(adL−1)
n (L2−k) + (k − 1)(2k − 1)2k · · · (2k + n− 2)L−2k−n
]
1(w)
and (adL−1)
n (L2−k) involves products L−kL−k′ with |k − k′| ≤ n. Using the Virasoro algebra,
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one can then solve recursively for L−kL−k′ for k
′ < k. For instance,
1
2(k − 1)
(
d
dw
Tk,2(w) − 2k(k − 1) T2k+1,1(w)
)
≡ L−k−1L−k1(w)
1
2(k − 1)k
(
d2
dw2
Tk,2(w) − 2(k − 1) Tk+1,2(w) + 2k(k − 1)(2k − 1) T2k+2,1(w)
)
≡ L−k−2L−k1(w). (4.14)
This implies that we can also express all L3−k1(w) in terms of hypotrochoid fields and their
derivatives, for instance
T2,3(w) − 3
4
d2
dw2
T2,2(w) +
3
2
T3,2(w) + 3 T6,1(w) ≡ L3−21(w). (4.15)
Probably the deepest consequence of the vertex operator algebra structure is that of the
operator product expansion. The result (4.9) mean that in any expectation value, the product
of two hypotrochoid fields can be expressed as a series expansion in integer powers of their
distance, with coefficients that are other local variables corresponding to descendants of the
identity. Since we do not have expressions for all descendants in terms of hypotrochoid fields,
we do not have the full operator product expansion in general – the hypotrochoid fields do
not form a close operator algebra. However, we do have, in principle, the operator product
expansions (OPEs) for products Tk,1(w)Tk′,1(w
′): from (4.10), CFT results [4] imply that these
OPEs only involve the fields associated to L−k1(w) and those associated to L−kL−k′1(w), hence
only Tk,1(w) and Tk,2(w) and their derivatives.
5 Conformal restriction system
5.1 Definition
We understand a region as an open, connected and finitely connected subset of the Riemann
sphere Cˆ = C ∪ {∞}, possibly Cˆ itself. For regions that are proper subsets of Cˆ, we will
restrict ourselves to regions whose boundary components are Jordan curves (whence the following
conformal restriction system imposes weaker conditions).
Let X be an associative, commutative algebra over C with a unit 1. To every element X ∈ X,
we associate a set Supp(X) of closed subsets of Cˆ, the supports of X, with the following properties:
• ∅ ∈ Supp(1)
• K ∈ Supp(X)⇒ J ∈ Supp(X) for every closed sets J ⊃ K and every X ∈ X
• Supp(aX) = Supp(X), Supp(X+Y) ⊃ Supp(X)∨Supp(Y) and Supp(XY) ⊃ Supp(X)∨Supp(Y)
for every X, Y ∈ X, a ∈ C, where Supp(X)∨Supp(Y) := {J∪K : J ∈ Supp(X),K ∈ Supp(Y)}.
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We then say that X is a supported algebra (if we do not have the algebra structure, a supported
linear space). Given a region A, there is an associated subalgebra X(A) ⊂ X of elements supported
in A (that is, that possess at least one support not intersecting Cˆ \ A). For every region A, let
E
[ · ]
A
be a linear functional on X(A) with E
[
1
]
A
= 1.
As in Subsection 2.4, we may provide a meaning for convergent sequences in X using the
weak-local topology associated to the set of linear functionals {E[ · ]
A
: regions A} (Definition
2.1). Again as explained there, there is a natural meaning for the resulting limit of such a
sequence, which we may refer to as a “renormalized element”, with its associated supports.
Thus we can complete the supported linear space X with respect to this topology, giving a
supported linear space X equipped with a set of linear functionals as above. Note that X is not,
in general, an algebra. Let us see X as a quasi-algebra: an algebra where the product XY is
defined whenever there exists a support of X and a support of Y that are disjoint. If G is a linear
space that lies in X\X and that is consistent (Definition 2.2), then, as in Subsection 2.4, we may
extend the supported quasi-algebra X to the supported quasi-algebra XG by linearly adjoining
products of elements in G that possess disjoint supports, and XG is also equipped with a set of
linear functionals as above.
We say that the set of subalgebras {X(A) : regions A} forms a linear representation of the
groupoid of (univalent) conformal maps if the following holds: For every region A and for every
conformal map g on A there is an algebra isomorphism
X
(A) → Xg(A)
X 7→ g · X
that agrees with compositions of conformal maps: g · (g′ · X) = (g ◦ g′) · X whenever this makes
sense. This definition can immediately be adapted to supported quasi-algebras and linear spaces.
We say that N ⊂ Cˆ is a tubular neighborhood if it is the closure of an annular region with
Jordan boundaries. Let α be a Jordan curve. If α ⊂ N and α separates the two components of
Cˆ \N , then we say that N is a tubular neighborhood of α. We say that a sequence of tubular
neighborhoods Nj of α converges to α if for every region A containing α, there is a k such that
for all j > k, Nj ⊂ A. Note that this is equivalent to convergence in the Hausdorff topology.
Let f be a complex set function. We say that limN→α f(N) exists and equals a ∈ C if for every
sequence Nj of tubular neighborhoods of α converging to α, limj→∞ f(Nj) exists and gives a.
A conformal restriction system is a supported algebra X equipped with a set of linear func-
tionals {E[ · ]
A
: regions A} with E[1]
A
= 1, and a linear representation on X of the groupoid
of conformal maps, with the following properties:
1. For every tubular neighborhood N there exists I(N) ∈ X such that N ∈ Supp(I(N)) and
g ·I(N) = I(g(N)), and satisfying the condition that E[I(N)]
A
6= 0 for every N and every
A ⊃ N .
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Let us define
E(N) :=
I(N)
E
[
I(N)
]
Cˆ
. (5.1)
We have in particular
g · E(N) = E
[
I(g(N))
]
Cˆ
E
[
I(N)
]
Cˆ
E(g(N)). (5.2)
2. The limit
E(α) := lim
N→α
E(N) (5.3)
exists and is nonzero weakly locally (Definition 2.1) with respect to X for every α. Note
that α ∈ Supp(E(α)).
3. The set G := {E(α) : Jordan curves α} forms a consistent set (Definition 2.2) with respect
to X. We have the corresponding quasi-algebra Xˆ := XG .
4. Conformal invariance. We have E
[
g · X]
g(A)
= E
[
X
]
A
for every X ∈ X supported in the
region A and every map g conformal on A.
The latter point along with Points 1 and 2 in particular implies that the limit
F (g, α) := lim
N→α
E
[
I(N)
]
Cˆ
E
[
I(g(N))
]
Cˆ
(5.4)
exists, and that we can define
g · E(α) = E(g(α))
F (g, α)
, (5.5)
giving the quasi-algebra Xˆ the structure of a linear representation of the groupoid of conformal
maps, and extending Conformal invariance to Xˆ.
5. Restriction. Let α be a Jordan curve lying in the region A, and let X ∈ Xˆ be a product
of factors each supported in some connected component of A \ α (which may be different
for the different factors). Then
E
[
E(α) X
]
A
E
[
E(α)
]
A
= E
[
X
]
A\α
(5.6)
where by definition E
[
YZ
]
B∪C
= E
[
Y
]
B
E
[
Z
]
C
whenever B and C are disjoint regions and
Y, Z are supported in B, C respectively.
6. Smoothness. Let A be a region and X ∈ Xˆ supported in A. Let Ai be simply connected
regions such that A = ∩iAi (these always exist). If g is a univalent conformal map
on an open neighborhood B of ∂Ai, let g · Ai be the simply connected region bounded
by g(∂Ai) such that g(Ai ∩ B) ⊂ g · Ai. For every set I of indices i, denote by gI · A :=
∩i∈I(g · Ai) ∩ (∩i 6∈IAi). Let U be a closed annular set containing either (i) K∪∪i∈I∂Ai for
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some K ∈ Supp(X), or (ii) only ∪i∈I∂Ai. Then for every I, the function (i) g 7→ E
[
g ·X]
gI ·A
,
or (ii) g 7→ E[X]
gI ·A
, respectively, is smooth at the identity with respect to conformal maps
g on U , in the sense of [7]. We will say that we are taking conformal derivatives with respect
to X and/or ∪i∈I∂Ai.
7. Local covering. For X and A as in the above point, let ∇ be a conformal derivative
symbol, of any order, with respect to X and/or ∪i∈I∂iA (including ∇ = 1). Let Kǫ ∈ A :
ǫ > 0 be a family of closed, connected sets in the region A. Let Dǫ be the smallest closed
disk covering Kǫ. Assume that limη→0 ∪ǫ∈(0,η)Dǫ = z ∈ A (that is, intuitively, the family
of sets Kǫ tends to the point z as ǫ→ 0). Then
lim
ǫ→0
∇E[X]
A\Kǫ
= ∇E[X]
A
(5.7)
for every X ∈ Xˆ supported in A \ {z}.
This system is expressed here in terms of linear functionals E
[ · ]
A
on general regions A, but it is
clear that it can be restricted to regions whose boundary components, if any, are Jordan curves.
In particular, in Point 6, for every g conformal on K near enough to the identity in the topology
of [7], we have that gI ·A has Jordan boundary components if A does. Also, in Point 7, we may
restrict to closed sets Kǫ such that A \Kǫ has Jordan boundary components for every ǫ > 0.
Note that by definition, the factors F (g, α) satisfy the composition rule
F (g ◦ g′, α) = F (g, g′(α))F (g′, α) (5.8)
for every conformal map g′ on a neighborhood of α, and g on a neighborhood of g′(α). Further,
by conformal invariance,
F (G,α) = 1 (5.9)
for every Mo¨bius map G.
Note also that a simple consequence of multiple applications of the Restriction property is
the following. Let {αi} be a finite set of disjoint Jordan curves all lying in the region A, and let
X ∈ Xˆ be a product of factors each supported on some connected component of A \ ∪iαi. Then
E
[
X
]
A\∪iαi
=
E
[∏
i E(αi) X
]
A
E
[∏
i E(αi)
]
A
. (5.10)
Finally, sometimes it is convenient to assume the presence of a “complex conjugation” invo-
lution in the algebra, X 7→ X¯, with the usual properties.
Remark 5.1 It is interesting to note the structural similarity between our conformal restriction
system and aspects of algebraic quantum field theory. We believe that the present notions could
be useful in developing a formulation paralleling that of algebraic QFT, but in the context of
statistical systems on Euclidean space rather than quantum systems on Minkowski space.
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5.2 Expected relation to CLE
Here is an example of a supported algebra. Consider a loop configuration on a region A to be
a set of Jordan curves all lying in A. Consider further the set of all loop configurations on the
Riemann sphere Cˆ. Then we may take X to be the algebra of complex functions on the set
of loop configurations on Cˆ, with support defined as in Subsection 2.4, and E
[ · ]
A
to be the
expectation functional associated to a measure on loop configurations on A. We may also take
I(N) to be the function that takes the value one if there is at least one loop γ such that N is a
tubular neighborhood of γ, and zero otherwise.
This example naturally connects with CLE. In fact, we expect the CLE measures in the
dilute regime (here, assumed to exist on every region A) to give rise to a conformal restriction
system, by identifying E with the CLE expectation value, and by choosing an appropriate
choice of algebra X of CLE random variables containing all variables I(N) as defined in the
above paragraph. Of course, in the dilute CLE case, the loops in the configurations satisfy
almost surely some additional properties: they are disjoint, there are countably-many of them,
for any r > 0, the number of loops of diameter larger than r is finite, and almost every point is
surrounded by at least one loop (in fact, by infinitely-many loops).
We justify in CLE some of the points of a conformal restriction system as follows, following
the ideas in [8, Sect 3]. Point 1 is quite immediate. Points 2 and 3, on the other hand, are rather
delicate. Let us consider only Point 2. Let us denote by PA(·) the CLE probability function on
the region A, and by E(N) the event for which I(N) is the indicator variable. For (appropriate)
events X , the existence of the limits
lim
N→α
PA(X ∩ E(N))
PA(E(N)) = limN→αPA(X|E(N))
is immediately expected simply from the nesting property of CLE. But Point 2 is more general:
in the probability notation, it implies that limN→α PA(X ∩E(N))/PB(E(N)) exists for different
regions A and B.
If Points 2 and 3 can be established in CLE, Conformal invariance and Restriction are very
natural. Conformal invariance, in particular with (5.2), is a fundamental property of CLE on
any region. Concerning Restriction, note that the nesting property of CLE referred to above
should give us more than the existence of the limit limN→α PA(X|E(N)), but also should tell us
that this equals PC(X ) where C is the component of A \ α containing the support of X . This
holds at least whenever A is simply connected and X is supported on the simply connected
component of A \ α. Indeed, in this case, the event E(N) guarantees, in the limit N → α,
that, informally, a loop takes the shape α, and nesting says that inside this loop, we find a CLE
measure on the domain it bounds.
Smoothness is much harder to argue for, but entirely expected: expectation values should
lead to functions that are smooth under any small deformations of domain boundaries and
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random variables. This should hold a fortiori under small conformal deformations.
Finally, Local covering is expected in CLE from the almost-sure existence of infinitely many
loops surrounding any point. As the set Kǫ approaches the point z as described above, there
will be more and more loops surrounding it. We may take these loops not to intersect some
support of X, and in the limit, where infinitely many loops separate this support from Kǫ, there
should be factorization. Note that in CLE, the regions A \ {z} and A are expected to give rise
exactly to the same measure.
It is in fact possible to modify the relation between CLE and conformal restriction system
by using, for the event E(N) (associated to the variable I(N)), that according to which no
loop intersect both components of Cˆ \N simultaneously. In this case, the CLE justification of
Restriction, for instance, uses the probabilistic conformal restriction property of CLE, instead
of nesting.
Note that in CLE, the limit limN→α PA(E(N)) (in both definitions of E(N)) is expected to
vanish. Hence, it is indeed necessary to defined renormalized random variables by a limit as in
Point 2 above.
5.3 Some implications
Let C,D simply connected Jordan domains with D ⊂ C. Then we define the relative partition
function following the definition in the CLE context [8, Def 2.3] (re-written in the present
notation):
Z(∂C, ∂D) :=
1
E
[
E(∂C)
]
Cˆ\D
. (5.11)
We also admit C = Cˆ, in which case ∂C = ∅ and Z(∅, ∂D) = 1. It is straightforward to see
that, thanks to (5.9) and (5.5), Z(G(∂C), G(∂D)) = Z(∂C, ∂D) for every Mo¨bius map G. We
have the following result.
Theorem 5.1 ([8] and forthcoming work) Let u = ∂C, v = ∂D be disjoint Jordan curves.
Then Z(u, v) = Z(v, u). Let C and D be the Jordan domains bounded by u and v, respectively,
such that D ⊂ C. Then there exists a complex number c such that, for every w ∈ D, w 6=∞,
∆[h−2,w] logZ(∂C, ∂D) =
c
12
{s,w} (5.12)
where s maps conformally C onto the unit disk D, and where the holomorphic conformal deriva-
tive ∆[h−2,w] is with respect to conformal transformations of the set ∂C ∪ ∂D.
In the context of CLE, a version of Theorem 5.1, where u, v are required to be “smooth enough”
(for technical reasons – see [8]), is a consequence of the results of [8], in particular [8, Thm
5.3, 5.5]. In [8], proofs were provided based on some of the basic properties of CLE (including
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conformal invariance), as well as four hypotheses, [8, Hyp 3.1, 3.2, 3.3, 5.1]. We show in the
next subsection that the four hypotheses are consequences of the present conformal restriction
system. This implies that the results of [8], including the “smooth” version of the theorem
above, are results holding in the context of conformal restriction systems. We will provide, in a
forthcoming work, an independent proof of Theorem 5.1 in the context of conformal restriction
systems, and without the restriction on u and v being smooth enough.
Remark 5.2 Theorem 5.1 indicates, in particular, that to every conformal restriction system
there is an associated central charge c.
Remark 5.3 From (5.12), we see that ∆[h−2,w] logZ(∂C, ∂D) is in fact independent of ∂D, as
long as w ∈ D. We may wish then to take the limit where, either, ∂D → ∂C, or where D → w
(in an appropriate fashion). However, no axiom of the conformal restriction system indicates
any simplification arising in such limits. In particular, note that although Local covering implies
that limD→w Z(∂C, ∂D) = 1, it does not imply limD→w∆[h−2,w] logZ(∂C, ∂D) = 0, because the
derivative ∆[h−2,w] is with respect to conformal transformations of ∂C ∪ ∂D, not just ∂C. It
may be that the operations limD→w and ∆[h−2,w] can be interchanged in a special conformal
restriction system; in this case, it would be a system with zero central charge, c = 0.
Before showing that the hypotheses of [8] hold in conformal restriction systems, we first
generalize the above considerations to finitely connected regions. Let C be a finitely connected
region whose boundary components, if any, are Jordan curves. We can always write C = Cˆ∩∩iCi
where Ci (if any) are Jordan domains with pairwise disjoint complements. For definiteness, we
take the index i to start from 1 and end at n. It will be natural in Section 6 to define a relative
partition function for such general regions C as follows: given a Jordan domain D such that
D ⊂ C,
Z(∂C, ∂D) :=
E
[∏n
i=1 E(∂Ci)
]
Cˆ
E
[∏n
i=1 E(∂Ci)
]
Cˆ\D
. (5.13)
Then a quite surprising consequence of Theorem 5.1, of Restriction, and of basic results in the
theories of conformal derivatives and of conformal maps, is the following very general result:
Theorem 5.2 Let C and D be as above, and w ∈ D, w 6=∞. Then, for every map g univalent
conformal on C,
(∂g(w))2
(
∆[h−2,g(w)] logZ
)
(g(∂C), g(∂D)) +
c
12
{g,w} = ∆[h−2,g(w)] logZ(∂C, ∂D) (5.14)
where c is the complex number involved in Theorem 5.1.
Proof. Thanks to (5.12), one can easily check that this holds whenever C is simply connected
(case n = 1). For the multiply connected case (n > 1), by Restriction, we have
Z(∂C, ∂D) = Z(∂C1, ∂D)Z˜({∂Ci}, ∂D), Z˜({∂Ci}, ∂D) :=
E
[∏n
i=2 E(∂Ci)
]
C1
E
[∏n
i=2 E(∂Ci)
]
C1\D
. (5.15)
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Thanks to (5.5), the factor Z˜({∂Ci}, ∂D) is invariant under transformations that are univalent
conformal on C1. Hence, by [7, Prop 3.9] (or [5, Cor 3.11]), we have
(∂g(w))2
(
∆[h−2,g(w)] log Z˜
)
({g(∂Ci)}, g(∂D)) = ∆[h−2,g(w)] log Z˜({∂C1}, ∂D). (5.16)
This along with the fact that (5.14) holds for logZ(∂C1, ∂D) (simply connected case) implies
(5.14) for every map g univalent conformal on C1. The choice of C1 is of course arbitrary, hence
this holds with C1 replaced by any Ci. The generalization to every g univalent conformal on C
is obtained thanks to the factorization theorem for conformal maps on finitely connected regions
[13, 14, 6]. This theorems sttes that any such g may be written as the composition g = g1◦· · ·◦gn
where gi are conformal on simply connected regions. Hence by recursive use of (5.14) with g
conformal on simply connected regions, and by the fact that the transformation property (5.14)
agrees with compositions of conformal maps, we obtain (5.14) in the general case.
Remark 5.4 In the above corollary, we restrict ourselves to maps g that are conformal on C1.
This is sufficient for our present purposes. However, we can obtain a formula in the more
general situation where g is conformal on C by using recursively (5.14), from the fact that any
map g conformal on C is a composition of maps conformal on simply connected domains. We
will come back to this in a forthcoming work.
5.4 Relation with [8]
We now verify that the hypotheses of [8] hold in conformal restriction systems.
First, Hypothesis [8, Hyp 3.1] is an immediate consequence of Local covering, and Hypothesis
[8, Hyp 3.2] is an immediate consequence of Point 2 and of Restriction.
We may show a slightly more general version of the first part of Hypothesis [8, Hyp 3.3],
using Points 2 and 3, and especially Restriction. Let C ⊂ Cˆ be a region, A be a Jordan domain,
and B be a region with Jordan boundaries ∂iB, such that A ⊂ B and B ⊂ C. Then thanks to
(5.10),
lim
N→∂A
PB(E(N))
PC(E(N)) =
E
[
E(∂A)
]
B
E
[
E(∂A)
]
C
=
E
[
E(∂A)
∏
i E(∂iB)
]
C
E
[
E(∂A)
]
C
E
[∏
i E(∂iB)
]
C
=
E
[∏
i E(∂iB)
]
C\A
E
[∏
i E(∂iB)
]
C
= lim
{Ni→∂iB}
PC\A (
∏
i E(Ni))
PC(
∏
i E(Ni))
(5.17)
The second part of Hypothesis [8, Hyp 3.3] is a consequence of a similar calculation, along with
Local covering.
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Hypothesis [8, Hyp 5.1] concerned continuous differentiability of certain CLE probabilities.
It involved certain new renormalized variables related to E(α). In our present derivation, we
do not need these variables, but for completeness and in order to guarantee that the results of
[8] hold in a conformal restriction system, we discuss them now, in the present notation. For
technical reasons we restrict ourselves to a subset of Jordan curves that are “smooth enough”
[8, Sect 4]. Let Υ be the set of Jordan domains A such that any conformal map g : D ։ A
can be extended to a conformal map on a neighborhood of D. Then also any conformal map
g′ : Cˆ \D։ Cˆ \A has a conformal extension to a neighborhood of Cˆ \D (in particular, if A ∈ Υ
then Cˆ \ A ∈ Υ). In [8, Sect 4], a procedure was set-up, for every A ∈ Υ, for defining a Mo¨bius
invariant “renormalized weight” associated to the event that there be at least one CLE loop of
the shape ∂A. First the regularized events Eη(A) := E(A\Aη), η > 0 are defined, where Aη ⊂ A
is another Jordan domain. The domain Aη is defined by choosing, for every A, a conformal map
gA : Cˆ \ D։ Cˆ \A, and by setting
Cˆ \ Aη := gA
(
Cˆ \ (1− η)D
)
. (5.18)
The only requirement on gA is that if two domains A and A
′ are related to each other by a
Mo¨bius map, then so should be gA and gA′ . This requirement can be solved, as the construction
of [8, Sect 4] shows; in particular, Mo¨bius transformations produce a fibration of Υ, and we have
to choose a section Ω along with maps gA for all A ∈ Ω. Note that the construction guarantees
that if C ⊃ Cˆ \ A is a region where g−1A is conformal, then
PC(Eη(A)) = Pg−1
A
(C)(Eη(D)). (5.19)
The construction of [8, Sect 4] provides a renormalized random variable defined as
U(A) := lim
η→0
1 [Eη(A)]
P
Cˆ
(Eη(D)) (5.20)
for every A ∈ Υ. That is, in contrast with (5.3), the way the limit is taken is more prescribed,
and the denominator is independent of A. This is a well-defined renormalized variable (that is,
the limit exists weakly locally), simply related to E(∂A). Indeed, let C ⊃ Cˆ \ A be a region
where g−1A is conformal. Then, thanks to (5.19), we have
U(A) = E(∂A)
E
[
E(∂D)]g−1
A
(C)
E
[
E(∂A)
]
C
. (5.21)
Note that the fact that the right-hand side is independent of C is nontrivial. Clearly, the
renormalized random variable U(A) has ∂A as a support.
Theorem [8, Thm 4.1] then shows that the renormalized random variable U(A) transforms
as
g · U(A) = U(g(A))
f(g,A)
(5.22)
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for any map g conformal on A, where f(g,A) is a real positive factor. Further, the factor f(g,A)
is equal to 1 if g is a Mo¨bius map; this means that the renormalization process described by
(5.20) preserves Mo¨bius invariance. These results are quite immediate in our present conformal
restriction system: from (5.5) and (5.21) we find
f(g,A) =
F (g ◦ gA, ∂D)
F (gg(A),D)
. (5.23)
In particular, it is obvious that f is not identically equal to one because of the ambiguity
in defining gA, and that for g a Mo¨bius transformation it is one by the requirements of our
construction. By definition, the function f satisfies a composition relation like (5.8):
f(g ◦ g′, A) = f(g, g′(A))f(g′, A). (5.24)
In terms of the variables U(N), Relations (5.17) and (5.21) yield, in the simply connected
case,
E
[
U(A)
]
B
E
[
U(A)
]
C
=
E
[
U(Cˆ \B)]
C\A
E
[
U(Cˆ \B)]
C
, (5.25)
which is the crucial relation used in [8].
Finally, Hypothesis [8, Hyp 5.1] is a consequence of Smoothness. More precisely, the first
part follows from Smoothness and the explicit form (5.21) for the variable U(A), and the last part
directly follows from our general expression for Local covering, including the general multiple
conformal derivatives operator ∇.
6 Proofs
6.1 Conformal derivatives
The key results used in establishing the reconstruction described in Section 3 are those of the
works [7], where the conformal Ward identities associated to all descendants of the identity field
are expressed in terms of conformal derivatives. In order to establish the reconstruction, we
need some crucial technical lemmas about conformal derivatives.
Let h be holomorphic on an annular domain C and let
gǫ = id + ǫh. (6.1)
There exists a compact annular subset K ⊂ C and an open neighborhood N ⊂ R of 0 such
that for every ǫ ∈ N , both gǫ and its inverse g−1ǫ are conformal on K. Consider the set Ω of
conformal maps on K, with the topology defined in [7]. Then there is an open subset N ⊂ Ω
that contains the identity, such that gǫ, g
−1
ǫ ∈ N for all ǫ ∈ N .
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Lemma 6.1 Let gǫ and N be as above. Consider a function f that is smooth on N . Then f(gǫ)
and f(g−1ǫ ) have asymptotic expansions in nonnegative powers of ǫ,
f(gǫ) ∼
∑
m≥0
ǫm
m!

(m)
h f(id), f(g
−1
ǫ ) ∼
∑
m≥0
ǫm
m!
˜
(m)
h f(id) (6.2)
where 
(m)
h and ˜
(m)
h are both m-linear in h (that is, for instance, 
(m)
ah f(id) = a
m

(m)
h f(id)
for every a ∈ R), and where (0)h = ˜(0)h = 1 and (1)h = −˜(1)h = ∇h. Further, the conformal
differential operators 
(m)
h are given, for m ≥ 2, in terms of multilinear intermediate operators

(m)
hm,...,h1
by

(m)
h = 
(m)
h,h,...,h (6.3)
and these intermediate operators satisfy the recursion relations

(m)
hm,...,h1
= ∇hm(m−1)hm−1,...,h1 −
m−1∑
j=1

(m−1)
hm,...,hj+2,hj+1∂hj ,hj−1,...,h1
(m ≥ 2). (6.4)
Finally, the conformal differential operators ˜
(m)
h are given, for m ≥ 2, in terms of intermediate
operators ˜
(m)
hm,...,h1;y
that are multilinear in hm, . . . , h1 by
˜
(m)
h = ˜
(m)
h,h,...,h;∂h/h (6.5)
and these intermediate operators satisfy the recursion relations
˜
(m)
hm...,h1;y
= −∇hm˜(m−1)hm−1,...,h1;y −
m−1∑
j=1
˜
(m−1)
hm,...,hj+2,yhj+1hj ,hj−1,...,h1;y
(m ≥ 2). (6.6)
Proof. The existence of the asymptotic expansion is equivalent to the existence of all derivatives(
d
dǫ
)m
f(gǫ)
∣∣∣∣
ǫ=0
, m ≥ 0.
The existence of these derivatives can be established using the definition of smoothness [7, Def
2.19]. We first note that for ǫ ∈ N , we have
d
dǫ
gǫ = hǫ ◦ gǫ
where hǫ = h◦g−1ǫ is holomorphic on gǫ(K) and hǫ′ → hǫ as ǫ′ → ǫ compactly on a neighborhood
of gǫ(K). Hence by differentiability we have
d
dǫ
f(gǫ) = ∇hǫf(gǫ)
for all ǫ ∈ N . The definition of smoothness implies [7, Eq 2.8], which says that we may dif-
ferentiate with respect to ǫ by differentiating in turn with respect to the linear argument hǫ of
∇hǫf(gǫ), and with respect to the argument gǫ of the derivative itself. By inspection, we find
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that hǫ is infinitely-many times differentiable with respect to ǫ compactly on a neighborhood of
gǫ(K), and all derivatives can be evaluated using recursively
d
dǫ
hǫ = −hǫ ∂hǫ.
Hence (
d
dǫ
)2
f(gǫ) = −∇hǫ∂hǫf(gǫ) +∇hǫ,hǫf(gǫ),
and continuing this process we find that all derivatives exist.
Let 
(m−1)
h be the differential operator obtained by this process after m− 1 differentiation
with respect to ǫ, for some m ≥ 2. We see that we may construct (m)h from it by adding the
term ∇h(m−1)h , and the terms obtained from (m−1)h by replacing every factor of h by −h∂h.
This can be expressed by defining recursively, for m ≥ 2, intermediate differential operators

(m)
hm,...,h1
via (6.4). Then we simply have (6.3).
The expansion of f(g−1ǫ ) is obtained in a similar fashion. We first observe that
d
dǫ
g−1ǫ = −h˜ǫ ◦ g−1ǫ
where h˜ǫ = h/∂gǫ is holomorphic on K and h˜ǫ′ → h˜ǫ as ǫ′ → ǫ compactly on a neighborhood of
K. Further, h˜ǫ is infinitely-many times differentiable with
d
dǫ
h˜ǫ = −∂h
h
h˜2ǫ .
Hence,
d
dǫ
f(g−1ǫ ) = −∇h˜ǫf(g−1ǫ )
and all other derivatives may be evaluated by differentiating with respect to the linear argument
of ∇ and the argument of the derivative itself, as above. This leads to (6.6) with (6.5), where
the extra index y takes care of the ǫ-independent factor ∂h/h.
The recursion relations (6.4) and (6.6) allow us to evaluate all differential operators 
(m)
h ,
˜
(m)
h in terms of multiple conformal derivatives ∇h,h′,... := ∇h∇h′ · · · . For instance, we imme-
diately obtain

(2)
h = ∇h,h −∇h∂h, ˜(2)h = ∇h,h +∇h∂h (6.7)
as well as

(3)
h = ∇h,h,h − 2∇h,h∂h −∇h∂h,h + 2∇h(∂h)2 +∇h2∂2h
˜
(3)
h = −∇h,h,h − 2∇h,h∂h −∇h∂h,h − 2∇h(∂h)2 . (6.8)
We note that the “symmetrized” versions, using [∇h,∇h′ ] = ∇h∂h′−h′∂h, are

(3)
h = ∇h,h,h −
3
2
(∇h,h∂h +∇h∂h,h) + 1
2
∇h2∂2h + 2∇h(∂h)2
˜
(3)
h = −∇h,h,h −
3
2
(∇h,h∂h +∇h∂h,h)− 1
2
∇h2∂2h − 2∇h(∂h)2 . (6.9)
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From this one can deduce a simple algorithm that relates symmetrized versions of 
(m)
h and
˜
(m)
h : one simply has to invert the sign of every single-differential operator ∇. We will show
this in another publication.
Naturally, expanding f about id is not essential; we may also expand it about another
appropriate conformal map g, considering f(gǫ ◦ g) and f(g−1ǫ ◦ g). More generally, we may
consider functions f on a subset N of objects on which there is an action of conformal maps
near the identity in the C-topology: Σ 7→ g ·Σ with (g ◦ g′) ·Σ = g · g′ ·Σ. For instance, N may
be the set of all compact subsets of C, with an action g · Σ = g(Σ). We have in this context
f(gǫ · Σ) ∼
∑
m≥0
ǫm
m!

(m)
h f(Σ), f(g
−1
ǫ · Σ) ∼
∑
m≥0
ǫm
m!
˜
(m)
h f(Σ) (6.10)
where all derivatives are with respect to the action Σ 7→ g · Σ (for instance, ∇hf(Σ) =
d
dtf((id + th) · Σ)
∣∣
t=0
). In particular, from f(gǫ · g−1ǫ · Σ) = f(Σ), we have the differential-
operator equation
∞∑
m=0
∞∑
m′=0
ǫm+m
′
m!m′!

(m)
h ˜
(m′)
h = 1, (6.11)
which can be checked explicitly order by oder in ǫ.
The operators ˜
(m)
h , the only ones that we will actually use, have a particularly simple form,
and we can describe them slightly more explicitly.
Lemma 6.2 We have
˜
(m)
h = (−1)m
∑
λ
Cλ∇h(∂h)λj−1 · · · ∇h(∂h)λ1−1 (6.12)
where the sum is over all ordered partitions λ = (λ1, . . . , λj) of m into j parts, for all j =
1, 2, 3, . . . ,m (that is: λi ≥ 1 for all i = 1, 2, . . . , j and
∑j
i=1 λi = m). The coefficients Cλ
satisfy the following recursion relations
C(λ1,...,λj) = δλj ,1C(λ1,...,λj−1) +
j∑
i=1
(λi − 1)C(λ1,...,λi−1,...,λj) (6.13)
for all j ≥ 1, with initial condition C(1) = 1.
Proof. From (6.6), it is clear that all terms that occur in the intermediate multilinear operators
are products of single derivatives of the form ∇ynhj+n...hj , which become under (6.5) of the form
∇h(∂h)n . Further, it is also clear from (6.6) that all combinations appear, as long as there are
exactly m factors of h or its derivatives; this lead to the form (6.12). Finally, for every term
corresponding to the partition λ, there are two types of sources to the recursion relation for the
coefficient Cλ: that coming from the first term in (6.6), giving immediately the first term in
(6.13); and that coming from the second term in (6.6). Concerning the latter one, we see that
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every term with a factor ∇h(∂h)n leads, at the next order, to exactly n+ 1 times the same term
with that factor replaced by ∇h(∂h)n+1 , and this for every such factor, which gives rise to the
second term in (6.13).
This shows (3.9). In order to show (3.10), we count as follows. Start with C(λ1,...,λj) and
consider using the second term in (6.13) recursively in order to reach C(ℓ1,...,ℓj−1,1). This produces
a factor p =
∏j
i=1
(λi−1)!
(ℓi−1)!
, and is done in exactly
∑
i(λi − ℓi) steps, where ℓj := 1. Amongst
these steps, we need to choose, for every i = 1, . . . , j, exactly λi − ℓi of them where it is the
ith factor that is decreased. There are q =
(
∑
i(λi−ℓi))!
∏j
i=1(λi−ℓi)!
ways of doing this. Hence, we obtain
pqC(ℓ1,...,ℓj−1,1). From there, the two terms in (6.13) may be used. The use of the second term
is taken into account by the above counting for reaching C(ℓ1,...,ℓi−1,...,ℓj−1,1). Hence, we only use
the first term, and sum over all (ℓ1, . . . , ℓj−1). The first term leads to pqC(ℓ1,...,ℓj−1). This shows
(3.10). The initial condition C(n) = (n− 1)! is obvious from (6.13).
Finally, in order to show (3.11), we proceed as follows. It is obvious from (6.13) that
C(1,...,1) = 1, and hence, from recursive use (3.10), that C(1,...,1,λ1,...,λj) = C(λ1,...,λj). The recur-
sion relation (3.10) gives rise to
C(n,1k) =
n∑
ℓ=1
(n− 1)!
(ℓ− 1)!C(ℓ,1k−1) (6.14)
where 1k = 1, 1, . . . , 1 (k times). Using the formula
n∑
ℓ=1
(ℓ+ k − 1)!
(ℓ− 1)! =
k!(n+ k)!
(n− 1)!(k + 1)!
we see that the second equation of (3.11) indeed solves (6.14), with the correct initial condition.
In (6.1), we may consider ǫ to be a complex number as well, and we may look for an expansions
of f(gǫ) and of f(g
−1
ǫ ) in powers of ǫ and of its complex conjugate ǫ¯. These expansions exist,
and we have the following.
Lemma 6.3 In the context of Lemma 6.1, the functions f(gǫ) and f(g
−1
ǫ ) have asymptotic ex-
pansions in nonnegative integer powers of both ǫ and ǫ¯. The coefficients (m)[h]f(id), ˜(m)[h]f(id)
and (m)[h¯]f(id), ˜
(m)
[h¯]f(id) of pure ǫ and ǫ¯ powers respectively,
f(gǫ) ∼
∑
m≥0
ǫm
m!

(m)[h]f(id) +
∑
m≥0
ǫ¯m
m!

(m)[h¯]f(id) +mixed
f(g−1ǫ ) ∼
∑
m≥0
ǫm
m!
˜
(m)[h]f(id) +
∑
m≥0
ǫ¯m
m!
˜
(m)
[h¯]f(id) +mixed,
are obtained by replacing in 
(m)
h , ˜
(m)
h every single-derivative operators ∇h by holomorphic
derivative ∆[h], respectively anti-holomorphic derivative ∆¯[h¯].
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Proof. This is a simple consequence of Lemma 6.1, the definitions (4.2) of holomorphic and
anti-holomorphic derivatives, and the fact that ∆[·] and ∆¯[·] are C-linear [7].
Note that (m)[·], ˜(m)[·], (m)[·] and ˜(m)[·] are all m-C-linear.
A set of functions h which are of particular interest for deriving our main result are the
functions (4.4), or rather,
hˆk,w = −h−k,w. (6.15)
It is a simple matter, using hˆk,w(∂hˆk,w)
n−1 = −(1 − k)n−1h−kn,w in (6.12) and using Lemma
6.3, to find
˜
(m)[hˆk,w] =
∑
λ
Cλ(k − 1)m−j∆[h−kλj ,w] · · ·∆[h−kλ1,w]. (6.16)
For the purpose of our construction, this is the most important result of this section.
6.2 Proofs of the main results
Our proofs of Theorems 3.1 and 3.2 follow very closely the steps of the proofs provided in [8],
but are here expressed in the language of a general conformal restriction system.
The hypotrochoids (3.2) are the boundaries of domains Cˆ \ Ek(w, ǫ, θ, b) that are images
under
gk,w,ǫ,θ(z) = z + ǫ
kekiθhˆk,w(z) = z +
ǫkekiθ
(z −w)k−1 (6.17)
of the region Cˆ \ (bǫD+ w), the outside of the disk of radius bǫ centered at w.
The proof proceeds by induction on the number of insertions of hypotrochoid fields.
Consider the completion Xˆ of the linear space Xˆ (recall Subsection 5.1) under the weak-local
topology. Since the weak-local convergence condition in Xˆ is stronger than that in X, we have
Xˆ ⊂ X. In general, Xˆ is not an algebra, but by definition of weak-local convergence, if Y ∈ Xˆ
and X ∈ Xˆ have disjoint supports, then XY ∈ Xˆ. When seeing XY as an element in X, the order
of the limits is, in general, important. More precisely, assume limi→∞ Yi = Y weakly locally in
Xˆ. Then the product XY ∈ X is defined by taking first, if need be, the limits N → α defining
the factors E(α) eventually present in X and in Yi (so that we get elements in Xˆ), and then the
limit i → ∞ of XYi. Note that the Restriction property holds for every X ∈ Xˆ, indeed one just
has to take the limit on both sides of (5.6), which exists by weak-local convergence.
Let X˜ ⊂ Xˆ be a linear subspace containing Xˆ that carries a representation of the groupoid
of conformal maps, and such that Conformal invariance, Smoothness and Local covering hold
for every X ∈ X˜ (again, here we require only their validity for functionals E[ · ]
A
on regions A
whose boundary components, if any, are Jordan curves).
In the first step of the induction, we take X˜ = Xˆ.
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Let C be a region with Jordan boundary components ∂iC. We admit C = Cˆ, in which case
the set {∂iC} is empty. Let w ∈ C, and let us denote by g−1k,w,ǫ,θ · C the domain bounded by
g−1k,w,ǫ,θ(∂C) and containing w (for ǫ small enough). In particular, g
−1
k,w,ǫ,θ · Cˆ = Cˆ. Let Y ∈ X˜
be supported in C \ {w}, and let us consider the expectation Y := E[Y]C\(bǫD+w) as a function
of conformal maps g using Y 7→ g · Y and C 7→ g · C. Here, we take all g in a neighborhood
of the identity with respect to the topology of [7], with conformal maps on a closed annular
set containing ∂C and a support of Y. Let us introduce the operator T (resp. T−1) which
“translates” by the conformal map gk,w,ǫ,θ (resp. g
−1
k,w,ǫ,θ). Then we have
T−1 (Y ) = E
[
g−1k,w,ǫ,θ · Y
]
g−1
k,w,ǫ,θ
·C\(bǫD+w)
= E
[
Y
]
C\Ek(w,ǫ,θ,b)
=
E
[
Ek(w, ǫ, θ, b) Y
]
C
E
[
Ek(w, ǫ, θ, b)
]
C
(6.18)
for all ǫ small enough, where in the second equality we used Conformal invariance and in the
third, Restriction.
Let the simply connected Jordan region D ∋ w be such that D ⊂ C. Recall the notation
of Subsection 5.3 introduced above (5.17). With C and D transforming as C 7→ g · C and
D 7→ g · D under conformal maps on ∂C and ∂D, respectively, let U := E[∏i E(∂iC)]Cˆ, V :=
E
[∏
i E(∂iC)
]
Cˆ\D
, W := E
[∏
i E(∂iC)
]
Cˆ\(bǫD+w)
, and X := E
[
Ek(w, ǫ, θ, b)
]
C
be functions of
conformal maps g near the identity. We take W = V = U = 1 if C = Cˆ. Then (5.17) and the
fact that E
[
Ek(w, ǫ, θ, b)
]
Cˆ
= 1 imply
UX = E
[∏
i
E(∂iC)
]
Cˆ\Ek(w,ǫ,θ,b)
. (6.19)
We may now evaluate the factor F (g,A) in (5.5) in two different ways:
f(gk,w,ǫ,θ, Cˆ \ C) = T(V )
V
=
T(UX)
W
(6.20)
where in the last equation we used (6.19). This implies that
X =
V
U
T−1
(
W
V
)
. (6.21)
With (6.18), we find
E
[
Ek(w, ǫ, θ, b) Y
]
C
= XT−1 (Y ) =
V
U
T−1
(
WY
V
)
. (6.22)
We see that the relative partition function (5.13) is simply Z(∂C, ∂D) = U/V . By Smooth-
ness, Lemma 6.3 and Eq. (6.17), we then obtain
E
[
Ek(w, ǫ, θ, b) Y
]
C
= Z(∂C, ∂D)−1
∑
m≥0
(
ǫkmekmiθ
m!
˜
(m)[hˆk,w] +
ǫkme−kmiθ
m!
˜
(m)
[hˆk,w]
)(
WY
V
)
+
∑
m∈Z
ekmiθo(ǫkm). (6.23)
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(Anti-)holomorphicity in w of the intervening multiple (anti-)holomorphic conformal derivatives
[5, 7] then shows Theorem 3.1.
Note that Local covering implies limǫ→0W = U and limǫ→0 Y = E
[
Y]C , and further that
conformal differential operators commute with the limit operation. Hence, we may replaceW/V
by Z(∂C, ∂D) and Y by E
[
Y]C in (6.23), so that we have
E
[
Ek(w, ǫ, θ, b) Y
]
C
= Z(∂C, ∂D)−1
∑
m≥0
(
ǫkmekmiθ
m!
˜
(m)[hˆk,w] +
ǫkme−kmiθ
m!
˜
(m)
[hˆk,w]
)(
Z(∂C, ∂D)E
[
Y]C
)
+
∑
m∈Z
ekmiθo(ǫkm). (6.24)
Along with (6.16), Equation (6.24) shows (4.5) (weakly locally, and more generally for X ∈ X˜).
Equation (4.5) gives rise to transformation properties for the hypotrochoid fields which agree
with the transformation properties found from CFT, thanks to [7, Prop 3.9, Thm 3.3]2 and
Theorem 5.2. Let us now consider X˜′, where all elements of the form YTk,m(w
′), w′ ∈ C, Y ∈ X˜
supported in Cˆ \ {w′} (the limit defining Tk,m(w′) taken last) have been adjoined to X˜. The
transformation properties give X˜′ the structure of a representation of the groupoid of conformal
maps, such that Conformal invariance holds. By inspection of the explicit form (4.5), and of
the explicit transformation property of [7], we further conclude that both Smoothness and Local
covering hold. Hence, we may repeat the induction process with X˜′ in place of X˜.
This induction process shows that the general expression for multiple insertions of hypotro-
choid fields yields the multiple-conformal-derivative expression obtained by recursive use of (4.5),
where the order of the differential operators is tied with the order in which the limits defining
the fields hypotrochoid fields are taken. Thanks to [7, Thm 4.2], this gives rise to (4.9). Then,
the commutativity property of vertex operator algebras [17] implies that the limits can be taken
in any order giving the same results, hence that the hypotrochoid fields form a consistent set
with respect to Xˆ. This completes the proof.
7 Conclusion
We have studied certain renormalized random variables in conformal restriction systems, CLE
being expected to give rise to an example of such a system, and identified them with descendants
of the identity field in CFT. Our proofs involved two main steps. We first analyzed the expansion
in ǫ of f(id+ ǫh) for general smooth functions f , in positive integer powers of ǫ, and established
2Note in particular that thanks to factorization of conformal maps on finitely connected regions [13, 14, 6], the
results of [7] can be generalized to transformation properties for conformal maps on finitely connected regions, as
in the proof of Theorem 5.2.
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a relation between the coefficients and particular multiple conformal derivatives. This is useful,
because our recent work [7] provides the vertex operator algebraic structure of multiple conformal
derivatives, and [5] relates conformal derivatives to the conformal Ward identities of CFT. We
then used this in conjunction with the axioms of conformal restriction systems in order to derive
the main results.
It would be most interesting to extend this work to other curves than those of hypotrochoid
type. These curves lead to simple fixed-spin holomorphic fields, but it would be interesting
to have the general description for arbitrary curves. On the other hand, it would of course be
interesting to have the full Virasoro vertex operator algebra in terms of similar geometric objects
in conformal restriction systems. In particular, an interesting question is about the geometric
meaning of the infinitely-many higher-spin conserved densities of CFT.
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