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Abstract
Properly specializing the parameters in “Schnizer modules”, for type A,B,C and D,
we get its unique primitive vector. Then we show that the module generated by the
primitive vector is an irreducible highest weight module of finite dimensional classical
quantum groups at roots of unity.
1 Introduction
The representation theory of quantum groups at roots of unity are divided into the follow-
ing two types: one is for Uε defined by DeConcini-Kac (=non-restricted type) [1] and the
other is for U resε defined by Lusztig(=restricted type) [2]. In the latter case, the classifica-
tion of irreducible modules is same as generic case, that is, they are classified by highest
weights([2],[3]). In the former case, however, most irreducible modules are no longer highest
or lowest weight modules and they are characterized by several continuous parameters([1]).
For type A, such modules are constructed very explicitly in [4], which is called maximal
cyclic representations. For any simple Lie algebra, Schnizer introduced an alternative con-
struction of such modules in [5],[6], which we also call a maximal cyclic representation or
“Schnizer module”.
In [7], the second author found that for type An-case if the continuous parameters in
maximal cyclic representations are specialized properly, then there exists a unique primitive
vector and the submodule generated by the primitive vector is irreducible as a module of
finite dimensional quantum group at roots of unity(denoted by Ufinε ). In this paper, we shall
show that this method is applicable to the Schnizer modules of types An, Bn, Cn and Dn.
In order to explain what we shall do in this article, let us see An-case explicitly: Let
N = 12n(n + 1) be the number of positive roots, l be an odd integer greater than 3 and ε
be the primitive l-th root of unity. Set V := (Cl)⊗N and for each a, b ∈ (C×)N and λ ∈ Cn,
we can define a Uε(sl(n+ 1,C))-module structure on V as follows. (Indeed, the module as
below is similar to the maximal cyclic representation as in [4].).
Theorem 1.1 (Schnizer module [6]). For any a = (ai,j)1≤i≤j≤n ∈ (C
×)N , b = (bi,j)1≤i≤j≤n ∈
CN , λ = (λ1, · · · , λn) ∈ C
n, we obtain a Uε(sl(n + 1,C))-module structure on V : Φλ,a,b :
Uε(sl(n+ 1,C)) −→ End(V ). For any i ∈ I,
Φλ,a,b(ti)(u(m)) = ε
µmi,nu(m),
Φλ,a,b(fi)(u(m)) =
n∑
k=i
[mi,k −mi+1,k + bi,k − bi+1,k − µ
m
i,k−1 + 1]a
−1
i,ku(m+ εi,k),
∗e-mail: yu-abe@hoffman.cc.sophia.ac.jp
†supported in part by JSPS Grants in Aid for Scientific Research, e-mail: toshiki@mm.sophia.ac.jp
1
Φλ,a,b(ei)(u(m)) =
i∑
k=1
[mk−1,n−i+k −mk,n−i+k + bk−1,n−i+k − bk,n−i+k + 1]
×(
i∏
p=k+1
a−1p−1,n−i+pap,n−i+p)u(m+
i∑
p=k+1
(εp−1,n−i+p − εp,n−i+p)),
where for any (i− 1 ≤ j ≤ n), set
µmi,j = λi +mi−1,i−1 + bi−1,i−1 +
j∑
p=i
(mi−1,p − 2mi,p +mi+1,p + bi−1,p − 2bi,p + bi+1,p),
and ai,j := 1, bi,j := 0,mi,j := 0 if the index (i, j) is out of range. If j > i then
∑i
k=j(· · · ) :=
0,
∏i
p=j(· · · ) := 1.
Here if we specialize a, b, λ as follows, we can find the unique primitive vector uλ in V and
it has a weight λ: Let us define a(0) = (a
(0)
i,j )1≤i≤j≤n ∈ (C
×)
1
2n(n+1), b(0) = (b
(0)
i,j )1≤i≤j≤n ∈
C
1
2n(n+1) by
a
(0)
i,j := 1, b
(0)
i,j := i (1 ≤ i ≤ j ≤ n).
Proposition 1.2. For any λ = (λ1, · · · , λn) ∈ C
n, let (Φλ,a(0),b(0) , V ) be the representation
as in Theorem 1.1. A vector u ∈ V satisfies that Φλ,a(0),b(0)(ei)u = 0 for any i ∈ I if and
only if u ∈ Cu(0).
Finally, it turns out that the submodule Uεuλ ⊂ V is an irreducible highest weight
Ufinε -module. By this method, we obtain all finite dimensional irreducible U
fin
ε -modules:
Theorem 1.3. For any λ = (λ1, · · · , λn) ∈ Z
n
l (Zl := {0, 1, · · · , l − 1}), we define λ
′
:=
(λ
′
1, · · · , λ
′
n) ∈ Z
n by
λ
′
i := λi + 2 (1 ≤ i ≤ n).
Let (Φλ′ ,a(0),b(0) , V ) be the Uε(sl(n+1,C))-representation as in Theorem 1.1. Let Uεu(0) be
the Uε(sl(n+1,C))-submodule of V generated by u(0). Then Uεu(0) is a finite dimensional
irreducible Ufinε (sl(n+ 1,C))-module of type 1 with highest weight λ.
The proofs of the above statements are done by the similar way to the ones in [7].
The organization of the paper is as follows: in Sect 2, we prepare notations and review
the theory of quantum groups at roots of unity briefly. In Sect.3, we introduce Schnizer
modules and show the uniqueness of primitive vectors in it under some specialization of the
parameters. In the last section, we show that the submodule generated by the primitive
vector is regarded as a module for the finite dimensional quantum group at roots of unity
Ufinε of types (A), B, C and D. At last, we obtain that such submodule is an irreducible U
fin
ε -
module and all finite dimensional irreducible Ufinε -modules are exhausted by such modules.
2 Quantum enveloping algebra Uq(g)
2.1 Definition of quantum enveloping algebra
In this subsection, we define the quantum enveloping algebra Uq(g) for a generic q.
Let C(q) be the rational function field in an indeterminate q. Define
[a]qd :=
qda − q−da
qd − q−d
, [a] := [a]q,
[a]qd ! := [a]qd [a− 1]qd · · · [1]qd , [0]! := 1,
2
for any a, d ∈ Z+ := {0, 1, 2, · · · }. Let g be a finite dimensional simple Lie algebra over C of
rank n and {α1, · · · , αn} be the set of simple roots, I := {1, 2, · · · , n}, ∆ be the set of roots
(resp. ∆+ be the set of positive roots). Define the root lattice Q =
⊕n
i=1 Zαi (resp.Q+ =⊕n
i=1 Z+αi). Let (aij)
n
i,j=1 be the Cartan matrix associated with g, and d = (d1, · · · , dn)
be an element in Nn such that diaij = djaji for any i, j ∈ I and g.c.d (d1, · · · , dn) = 1. We
denote the Weyl group of g by W which is generated by the simple reflections {s1, · · · , sn}.
Now, we define the quantum enveloping algebra Uq(g) over C(q).
Definition 2.1. Quantum enveloping algebra Uq(g) is an associative C(q)-algebra generated
by {ei, fi, t
±1
i |i ∈ I} with the relations
tit
−1
i = t
−1
i ti = 1, titj = tjti,
tiejt
−1
i = q
aij
i ej,
tifjt
−1
i = q
−aij
i ej,
eifj − fjei = δij{ti}qi ,
∑1−aij
k=0 (−1)
ke
(k)
i eje
(1−aij−k)
i =
∑1−aij
k=0 (−1)
kf
(k)
i fjf
(1−aij−k)
i = 0 (i 6= j),
where qi := q
di , e
(k)
i :=
1
[k]qdi !
eki , f
(k)
i :=
1
[k]qdi !
fki , {ti}qi :=
ti − t
−1
i
qi − q
−1
i
.
Let U+q (g) (resp. U
−
q (g), U
0
q (g)) be the C(q)-subalgebra of Uq(g) generated by {ei}
n
i=1 (resp.
{fi}
n
i=1, {t
±1
i }
n
i=1).
2.2 Non-restricted specialization
In this subsection, we define the non-restricted specializations Uε for a root of unity ε.
Definition 2.2. Let A := C[q, q−1] be the Laurent polynomial ring, UA be the A-subalgebra
of Uq(g) generated by {ei, fi, t
±1
i , {ti}qi}
n
i=1, l be an odd integer greater than 3, and ε be a
primitive l-th root of unity such that ε2di 6= 1 for any i ∈ I. We regard C as A-algebra by
f(q)c := f(ε) · c for any f(q) ∈ A, c ∈ C and we denote it by Cε. Now we define
Uε := UA ⊗A Cε,
and we call Uε “non-restricted specialization of Uq(g)”. By the similar manner to Definition
2.1, we define U+ε , U
−
ε and U
0
ε , and we denote u⊗ 1 as u for any u ∈ UA.
Remark.([1]) One can also describe Uε in term of generators and relations. That is, Uε
is an associative C-algebra generated by {ei, fi, t
±1
i }
n
i=1 with the relations of Definition 2.1
replacing q by ε.
2.3 Root vectors
In this subsection, we introduce the root vectors and its properties.
Proposition 2.3 (([1], [8]). (i) For any i ∈ I, there exist Uε-automorphism Ti such that
Ti(ei) = −fiti, Ti(ej) =
∑−aij
s=0 (−1)
s−aij q−si e
(−aij−s)
i eje
(s)
i (i 6= j),
Ti(fi) = −t
−1
i ei, Ti(fj) =
∑−aij
s=0 (−1)
s−aijqsi f
(s)
i fjf
(−aij−s)
i (i 6= j),
Ti(tj) = tjt
−aij
i .
(ii) For w ∈ W , let w = si1 · · · sir be a reduced expression of w, and set Tw := Ti1 · · ·Tir .
Then Tw is well-defined (that is, Tw does not depend on a choice of reduced expression
of w).
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Definition 2.4. Let w0 be a longest element of W , w0 = si1 · · · siN be a reduced expression
of w0, and we set
β1 := αi1 , β2 := si1(αi2), · · · , βN := si1 · · · siN−1(αiN ),
(by the theory of the classical Lie algebra, ∆+ = {β1, · · · , βN}) and
eβk := Ti1 · · ·Tik−1(eik), fβk := Ti1 · · ·Tik−1(fik) (1 ≤ k ≤ N).
We call these eβk , fβk “root vectors of Uε ”.
Definition 2.5. Set deg(ei) := αi, deg(fi) := −αi, deg(ti) := 0.
These are compatible with the relations of Uε. Therefore, we can regard Uε as Q-graded
algebra and we have
Uε =
⊕
α∈Q
(Uε)α, (Uε)α(Uε)α′ ⊂ (Uε)α+α′ ,
for any α, α
′
∈ Q, where(Uε)α := {u ∈ Uε|deg(u) = α}. We also use the following proposi-
tions later.
Proposition 2.6 ([8]). We have eα ∈ U
+
ε ∩ (Uε)α, fα ∈ U
−
ε ∩ (Uε)−α (α ∈ ∆+).
Proposition 2.7 ([1]). Let Z(Uε) be the center of Uε. We have e
l
α, f
l
α, t
l
i ∈ Z(Uε) for any
α ∈ ∆+, 1 ≤ i ≤ n.
Next, we introduce the PBW theorem and the triangular decomposition. They will
be used in the subsequent sections. Let {β1, · · · , βN} be as in Definition 2.4, then ∆+ =
{β1, · · · , βN}.
Theorem 2.8 ([1]). (i) {em1β1 · · · e
mN
βN
|m1, · · · ,mN ∈ Z+} is a C-basis of U
+
ε .
(ii) {fm1β · · · f
mN
βN
|m1, · · · ,mN ∈ Z+} is a C-basis of U
−
ε .
(iii) {km11 · · · k
mn
n |m1, · · · ,mn ∈ Z+} is a C-basis of U
0
ε .
(iv) Let φ be the multiplication map φ : U−ε ⊗U
0
ε ⊗U
+
ε −→ Uε (u−⊗ u0⊗ u+ 7→ u−u0u+).
Then φ is an isomorphism of C-vector space.
3 Primitive vectors
We keep the settings and notations as in Sect.2.
3.1 Schnizer modules
In this subsection, we introduce the Schnizer modules of Uε(sp(2n,C)), Uε(so(2n + 1,C))
and Uε(so(2n,C)). These representations are defined through the representations of the
“Weyl algebra”.
Definition 3.1. Let g = sp(2n,C) or so(2n + 1,C) (resp. g = so(2n,C)), H be a group
generated by {x±i,j , z
±
i,j|1 ≤ i, j ≤ n} (resp. {x
±
i,j , z
±
i,j |1 ≤ i ≤ n − 1, 1 ≤ j ≤ n} ) with
relations
xi,jzi,j = εzi,jxi,j , xi,jzk,l = zk,lxi,j (k, l) 6= (i, j),
xi,jxk,l = xk,lxi,j , zi,jzk,l = zk,lzi,j .
We set W := C[H ] (= group ring of H), and call it “Weyl algebra”.
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We use the following notations in the sequel:
{h}εd :=
h− h−1
εd − ε−d
, {h} := {h}ε,
for any h ∈ H, d ∈ Z(d 6= 0).
Proposition 3.2. Let g = sp(2n,C) or so(2n+1,C) (resp. g = so(2n,C)), V :=
⊗n
i,j=1 Vij
(resp. V :=
⊗
1≤i≤n−1,1≤j≤n Vij), where Vi,j = C
l. Set u
(ij)
k := (δk0, δk1, · · · δk,l−1) ∈
Vij(0 ≤ k ≤ l− 1), where δij is the Kronecker’s delta. Let X : Vij −→ Vij be the linear map
defined by
Xu
(ij)
k = u
(ij)
k−1 (u−1 := ul−1), (3.1)
Xij : V −→ V be the linear map given by
Xij(u
(11)
k11
⊗ · · · ⊗ u
(ij)
kij
⊗ · · · ) := u
(11)
k11
⊗ · · · ⊗ (Xu
(ij)
kij
)⊗ · · · (3.2)
(i.e. Xij acts only on the (i, j) component), Z : Vij −→ Vij be the linear map given by
Zu
(ij)
k = ε
ku
(ij)
k , (3.3)
and Zij : V −→ V be the linear map given by
Zij(u
(11)
k11
⊗ · · · ⊗ u
(ij)
kij
⊗ · · · ) := u
(11)
k11
⊗ · · · ⊗ (Zu
(ij)
kij
)⊗ · · · (3.4)
(i.e. Zij acts only on the (i, j) component). Then these {Xij , Zij} satisfies the relations in
Definition 3.1.
Let N = n2 (resp. N = n(n − 1)) be the number of the positive roots of g, and
a = (aij), b = (bij) ∈ (C
×)N . Let ψab : W −→ End(V ) be the homomorphism of C-algebra
given by
ψab(xij) = aijXij , ψab(zij) = bijZij . (3.5)
Then, ψab is a well-defined representation of W .
Now, we introduce the Schnizer modules of Uε(sp(2n,C)), Uε(so(2n+1,C)), and Uε(so(2n,C))
following [5].
Theorem 3.3 ([5] Theorem 3.8). For g = sp(2n,C) (n ≥ 2), and λ = (λ1, · · · , λn) ∈
Cn. We define the map ϕλ : Uε −→W by
ϕλ(e1) = F1,1,
ϕλ(ej) = (
j−1∏
k=1
Dk,j)Fj,j +
j−1∑
q=1
(
q−1∏
p=0
Dp,j)Cq,j , (2 ≤ j ≤ n),
ϕλ(tj) = T
−1
1,j (1 ≤ i < j ≤ n),
ϕλ(f1) := E1,1, ϕλ(fj) := Ej,j +
j−1∑
i=1
Bi,j (2 ≤ j ≤ n),
where
Ci,j = {z
−1
i,j zi,j−1}xi,j + {z
−1
j,i zj+1,i}xi,jxj,ix
−1
i,j−1, (1 ≤ i < j ≤ n− 1),
Ci,n = {z
2
i,nz
−2
n,i}ε2xi,n−1xi,nx
2
n,i + {zi,n−1z
−1
n,i}xi,n−1xi,nxn,i + {zi,n−1z
−2
i,n}ε2xi,n,
(i ≤ i < j = n),
Di,j = x
−1
i,j−1xi,jx
−1
j+1,ixj,i, (1 ≤ i < j ≤ n− 1),
Di,n = x
−2
i,n−1x
2
n,i (1 ≤ i < n), Di,j = 1 otherwise,
Fj,j = {z
−1
j,j }xj,j (1 ≤ j ≤ n− 1), Fn,n = {z
−2
n,n}ε2xn,n,
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Ti,j = (
j−1∏
k=i
Ak,j)Tj,j (1 ≤ i < j ≤ n),
Ai,j := z
−1
i,j−1z
2
i,jz
−1
i,j+1z
−1
j+2,iz
2
j+1,iz
−1
j,i (1 ≤ i < j ≤ n− 2),
Ai,n−1 := z
−1
i,n−2z
2
i,n−1z
−2
i,nz
2
n,iz
−1
n−1,i (1 ≤ i < n− 1),
Ai,n := z
−2
i,n−1z
4
i,nz
−2
n,i , (1 ≤ i < n),
Tj,j := z
2
j,jz
−1
j,j+1z
−1
j+2,jz
2
j+1,jz
−1
j+1,j+1z
−1
j+2,j+1ε
λj , (1 ≤ j ≤ n− 2),
Tn−1,n−1 := z
2
n−1,n−1z
−2
n−1,nz
2
n,n−1z
−2
n,nε
λn−1 , Tn,n := z
4
n,nε
λn ,
Bi,j := {z
−1
i,j+1z
−1
j+2,iz
2
j+1,iz
−1
j,i zi,jTi+1,j}x
−1
i,j + {z
−1
j,i zj+1,iTi+1,j}x
−1
j+1,i (1 ≤ i < j ≤ n− 2),
Bi,n−1 := {z
−2
i,nzi,n−1z
2
n,iz
−1
n−1,iTi+1,n−1}x
−1
i,n−1 + {z
−1
n−1,izniTi+1,n−1}x
−1
n,i (1 ≤ i < n− 1),
Bi,n := {z
2
i,nz
−2
n,iTi+1,n}ε2x
−1
i,n (1 ≤ i < n),
Ej,j := {zj,jz
−1
j,j+1z
−1
j+2,jz
2
j+1,jz
−1
j+1,j+1z
−1
j+2,j+1ε
λj}x−1j,j + {zj+1,jz
−1
j+1,j+1z
−1
j+2,j+1ε
λj}x−1j+1,j ,
(1 ≤ j ≤ n− 2),
En−1,n−1 := {zn−1,n−1z
−2
n−1,nz
2
n,n−1z
−2
n,nε
λn−1}x−1n−1,n−1 + {zn,n−1z
−2
n,nε
λn−1}x−1n,n−1,
En,n := {z
2
n,nε
λn}ε2x
−1
n,n.
Then ϕλ is a homomorphism of C-algebra. In particular, a pair (Φλ,a,b := ψab ◦ ϕλ, V ) is a
representation of Uε(sp(2n,C)).
We call the representation in the above theorem “Schnizer module” or “maximal cyclic
representation”.
Remark.
(i) The explicit form of the actions of the generators above are slightly different from those
in [5]. Through the C-algebraUε-automorphism ω to Uε such that (ω(ei), ω(fi), ω(ti)) =
(fi, ei, t
−1
i ), we have that the action of ej, (resp. fj, tj) in [5] corresponds to the action
of fj(resp. ej , t
−1
j ) as above.
(ii) We call Uε-representations such that e
l
i 6= 0 and f
l
i 6= 0 for any i ∈ I (resp. e
l
i = 0 and
f li = 0 for any i) “cyclic Uε-representations” (resp. “nilpotent Uε-representations”).
In particular, we call lN -dimensional irreducible cyclic Uε-representations “maximal
cyclic Uε-representations” (l
N is the dimension of the representation in Theorem 3.3).
Because the dimension of the finite dimensional irreducible Uε-representations are less
than or equal to lN ([1]). The representations of Theorem 3.3 are not necessarily
irreducible or cyclic. However here, we also call these representations maximal cyclic
Uε-representations.
Theorem 3.4 ([5] Theorem 3.10). For g = so(2n+1,C) (n ≥ 3) and λ = (λ1, · · · , λn) ∈
Cn. We define the map ϕλ : Uε −→W by,
ϕλ(e1) := F11, ϕλ(ej) := (
j−1∏
k=1
Dk,j)Fj,j +
j−1∑
q=1
(
q−1∏
p=0
Dp,j)Cq,j , (2 ≤ j ≤ n),
ϕλ(tj) = T
−1
1,j , (1 ≤ j ≤ n),
ϕλ(f1) := E1,1, ϕλ(fj) := Ej,j +
j−1∑
i=1
Bi,j , (2 ≤ j ≤ n),
6
where
Ci,j := {z
2
i,j−1z
−2
i,j }ε2xi,j + {z
2
j+1,iz
−2
j,i }ε2x
−1
i,j−1xi,jxj,i, (1 ≤ i < j ≤ n− 1),
Ci,n := {z
2
i,n−1z
−1
i,n}xi,n + {z
−2
n,izi,n}x
−1
i,n−1xi,nxn,i, (1 ≤ i < j = n),
Di,j := x
−1
i,j−1xi,jx
−1
j+1,ixj,i, (1 ≤ i < j ≤ n− 1),
Di,n := x
−1
i,n−1xn,i, (1 ≤ i < n), Di,j := 1, otherwise,
Fj,j := {z
−2
j,j }ε2xj,j , (1 ≤ j ≤ n− 1), Fn,n := {z
−1
n,n}xn,n,
Ti,j := (
j−1∏
k=i
Ak,j)Tj,j, (1 ≤ i < j ≤ n),
Ai,j := z
−2
i,j−1z
4
i,jz
−2
i,j+1z
−2
j+2,iz
4
j+1,iz
−2
j,i , (1 ≤ i < j ≤ n− 2),
Ai,n−1 := z
−2
i,n−2z
4
i,n−1z
−2
i,nz
4
n,iz
−2
n−1,i, (1 ≤ i < n− 1),
Ai,n := z
−2
i,n−1z
2
i,nz
−2
n,i , (1 ≤ i < n),
Tj,j := z
4
j,jz
−2
j,j+1z
−2
j+2,jz
4
j+1,jz
−2
j+1,j+1z
−2
j+2,j+1ε
λj , (1 ≤ j ≤ n− 2),
Tn−1,n−1 := z
4
n−1,n−1z
−2
n−1,nz
4
n,n−1z
−2
n,nε
λn−1 , Tn,n := z
2
n,nε
λn ,
Bi,j := {z
2
i,jz
−2
i,j+1z
−2
j+2,iz
4
j+1,iz
−2
j,i Ti+1,j}ε2x
−1
i,j + {z
2
j+1,iz
−2
j,i Ti+1,j}ε2xj+1,i,
(1 ≤ i < j ≤ n− 2),
Bi,n−1 := {z
2
i,n−1z
−2
i,nz
4
n,iz
−2
n−1,iTi+1,n−1}ε2x
−1
i,n−1 + {z
2
n,iz
−2
n−1,iTi+1,n−1}ε2x
−1
n,i,
(1 ≤ i < n− 1),
Bi,n := {zi,nz
−2
n,iTi+1,n}x
−1
i,n, (1 ≤ i < n),
Ej,j := {z
2
j,jz
−2
j,j+1z
−2
j+2,jz
4
j+1,jz
−2
j+1,j+1z
−2
j+2,j+1ε
λj}ε2x
−1
j,j
+{z2j+1,jz
−2
j+1,j+1z
−2
j+2,j+1ε
λj}ε2x
−1
j+1,j , (1 ≤ j ≤ n− 2),
En−1,n−1 := {z
2
n−1,n−1z
−2
n−1,nz
4
n,n−1z
−2
n,nε
λn−1}ε2x
−1
n−1,n−1 + {z
2
n,n−1z
−2
n,nε
λn−1}x−1n,n−1,
En,n := {zn,nε
λn}x−1nn .
Then ϕλ is a homomorphism of C-algebra. In particular, a pair (Φλ,a,b := ψab ◦ ϕλ, V ) is a
representation of Uε(so(2n+ 1,C)).
Theorem 3.5 ([5] Theorem 3.11). For g = so(2n,C) (n ≥ 4) and λ = (λ1, · · · , λn) ∈
C
n. We define the map ϕλ : Uε −→W by
ϕλ(e1) := F1,1, ϕλ(ej) := (
j−1∏
k=1
Dk,j)Fj,j +
j−1∑
q=1
(
q−1∏
p=0
Dp,j)Cq,j , (2 ≤ j ≤ n− 2),
ϕλ(en−1) := (
n/2−1∏
k=1
D2k−1,n−1)(
n/2−1∏
k′=1
D2k′ ,n)Fn−1,n−1
+
n/2−1∑
q=1
(
q−1∏
p=0
D2p−1,n−1)(
q−1∏
p′=0
D2p′ ,n)C2q−1,n−1 +
n/2−1∑
q=1
(
q∏
p=0
D2p−1,n−1)(
q−1∏
p′=0
D2p′ ,n)C2q,n, (n; even)
ϕλ(en) := (
n/2−1∏
k=1
D2k,n−1)(
n/2−1∏
k′=1
D2k′−1,n)Fn−1,n
+
n/2−1∑
q=1
(
q−1∏
p=0
D2p,n−1)(
q∏
p′=0
D2p′−1,n)C2q,n−1 +
n/2−1∑
q=1
(
q−1∏
p=0
D2p,n−1)(
q−1∏
p′=0
D2p′−1,n)C2q−1,n, (n; even)
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ϕλ(en−1) := (
(n−1)/2∏
k=1
D2k−1,n−1)(
(n−3)/2∏
k′=1
D2k′ ,n)Fn−1,n
+
(n−1)/2∑
q=1
(
q−1∏
p=0
D2p−1,n−1)(
q−1∏
p′=0
D2p′ ,n)C2q−1,n−1 +
(n−3)/2∑
q=1
(
q∏
p=0
D2p−1,n−1)(
q−1∏
p′=0
D2p′ ,n)C2q,n, (n; odd)
ϕλ(en) := (
(n−3)/2∏
k=1
D2k,n−1)(
(n−1)/2∏
k′=1
D2k′−1,n)Fn−1,n−1
+
(n−3)/2∑
q=1
(
q−1∏
p=0
D2p,n−1)(
q∏
p′=0
D2p′−1,n)C2q,n−1 +
(n−1)/2∑
q=1
(
q−1∏
p=0
D2p,n−1)(
q−1∏
p′=0
D2p′−1,n)C2q−1,n, (n; odd)
ϕλ(tj) = T
−1
1,j (1 ≤ j ≤ n),
ϕλ(f1) := E1,1, ϕλ(fj) := Ej,j +
j−1∑
i=1
Bi,j , (2 ≤ j ≤ n),
where
Ci,j := {zi,j−1z
−1
i,j }xi,j + {zj+1,iz
−1
j,i }x
−1
i,j−1xi,jxj,i, (≤ i < j ≤ n− 2),
Ci,n−1 := {zi,n−2z
−1
i,n−1}xi,n−1 + {zi,nz
−1
n−1,i}x
−1
i,n−2xi,n−1xn−1,i, (1 ≤ i < n− 1),
Ci,n := {zi,n−2z
−1
i,n}xi,n + {zi,n−1z
−1
n−1,i}x
−1
i,n−2xi,nxn−1,i, (1 ≤ i < n),
Dij := x
−1
i,j−1xi,jx
−1
j+1,ixj,i, (1 ≤ i < j ≤ n− 2),
Di,n−1 := x
−1
i,n−2xi,n−1x
−1
i,nxn−1,i, 1 ≤ i < n− 1,
Din := x
−1
i,n−2xi,nx
−1
i,n−1xn−1,i, (1 ≤ i < n), Di,j := 1, otherwise,
Fj,j := {z
−1
j,j xj,j}, (1 ≤ j ≤ n− 1), Fn−1,n := {z
−1
n−1,nxn−1,n}.
Ti,j := (
j−1∏
k=i
Ak,j)Tj,j , (1 ≤ i < j ≤ n− 1),
Ti,n := (
n−2∏
k=i
Ak,n)Tn−1,n, (1 ≤ i < n),
Ai,j := z
−1
i,j−1z
2
i,jz
−1
i,j+1z
−1
j+2,iz
2
j+1,iz
−1
j,i , (1 ≤ i < j ≤ n− 3),
Ai,n−2 := z
−1
i,n−3z
2
i,n−2z
−1
i,n−1z
−1
i,nz
2
n−1,iz
−1
n−2,i, (1 ≤ i < n− 2),
Ai,n−1 := z
−1
i,n−2z
2
i,n−1z
−1
n−1,i, (1 ≤ i < n− 1),
Ai,n := z
−1
i,n−2z
2
i,nz
−1
n−1,i, (1 ≤ i < n),
Tj,j := z
2
j,jz
−1
j,j+1z
−1
j+2,jz
2
j+1,jz
−1
j+1,j+1z
−1
j+2,j+1ε
λj , (1 ≤ j ≤ n− 3),
Tn−2,n−2 := z
2
n−2,n−2z
−1
n−2,n−1z
−1
n−2,nz
2
n−1,n−2z
−1
n−1,n−1z
−1
n−1,nε
λn−2 ,
Tn−1,n−1 := z
2
n−1,n−1ε
λn−1 , Tn−1,n := z
2
n−1,nε
λn .
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Bi,j := {zi,jz
−1
i,j+1z
−1
j+2,iz
2
j+1,iz
−1
j,i Ti+1,j}x
−1
i,j ,+{zj+1,iz
−1
j,i Ti+1,j}x
−1
j+1,i,
(1 ≤ i < j ≤ n− 3),
Bi,n−2 := {zi,n−2z
−1
i,n−1z
−1
i,nz
2
n−1,iz
−1
n−2,iTi+1,n−2}x
−1
i,n−2,+{zn−1,iz
−1
n−2,iTi+1,n−2}x
−1
n−1,i,
(1 ≤ i < n− 2),
Bi,n−1 := {zi,n−1z
−1
n−1,iTi+1,n−1}x
−1
i,n−1, (1 ≤ i < n− 1),
Bi,n := {zi,nz
−1
n−1,iTi+1,n}x
−1
i,n, (1 ≤ i < n),
Ej,j := {zj,jz
−1
j,j+1z
−1
j+2,jz
2
j+1,jz
−1
j+1,j+1z
−1
j+2,j+1ε
λj}x−1j,j ,
+{zj+1,jz
−1
j+1,j+1z
−1
j+2,j+1ε
λj}x−1j+1,j , (1 ≤ j ≤ n− 3),
En−2,n−2 := {zn−2,n−2z
−1
n−2,n−1z
−1
n−2,nz
2
n−1,n−2z
−1
n−1,n−1z
−1
n−1,nε
λn−2}x−1n−2,n−2
+{zn−1,n−2z
−1
n−1,n−1z
−1
n−1,nε
λn−2}x−1n−1,n−2,
En−1,n−1 := {zn−1,n−1ε
λn−1}x−1n−1,n−1, En−1,n := {zn−1,nε
λn}x−1n−1,n.
Then ϕλ is a homomorphism of C-algebra. In particular, a pair (Φλ,a,b := ψab ◦ϕλ, V ) is
a representation of Uε(so(2n,C)).
3.2 Existence and uniqueness of primitive vector in V
Specializing the parameters (a, b) properly, we show the existence and uniqueness of primitive
vector in the Schnizer modules.
First, we fix the following notations to write down the action of generators of the Uε on
(Φλ,a,b, V ). Let N be the number of positive roots. We set
M := {m = (mij)1≤i≤(N/n),1≤j≤n ∈ Z
N |0 ≤ mij ≤ l − 1 for any i, j}.
For any m = (mij) ∈ M , we set u(m) := u
(11)
m11 ⊗ u
(12)
m12 ⊗ · · · ⊗ u
(N/n,n)
mN/n,n ∈ V , and εij :=
(δi1δj1, δi1δj2, · · · , δi,N/nδjn) ∈ M , where u
(ij)
k is of Proposition 3.2, and δij is Kronecker’s
delta. Obviously, {u(m)|m ∈M} is a C-basis of V .
Next, we show that (Φλ,a,b, V ) has the vectors which is called “primitive vectors” by spe-
cializing the parameters (a, b) properly. First, we write the explicit action of ej on V . Let
us start from the sp(2n,C) case.
3.2.1 sp(2n,C)-case
Lemma 3.6. For g := sp(2n,C) (n ≥ 2), λ := (λ1, · · · , λn) ∈ C
n, and any i, j ∈ I, set
aij := 0, bij := 1− i+ j (i ≤ j), bij := 2n+ 2− i− j (i > j),
and a(0) = (εaij )ni,j=1, b
(0) = (εbij )ni,j=1 ∈ (C
×)n
2
. Let (Φλ,a(0),b(0) , V ) be the representation
as in Theorem 3.3. For u =
∑
m∈M cmu(m) ∈ V (cm ∈ C), we have
e1.u =
∑
m∈M
cm[−m11]u(m− ε11),
ej .u =
∑
m∈M
cm[−mjj ]u(m+ αj) +
∑
m∈M
j−1∑
q=1
cm[mq,j−1 −mqj ]u(m+ βqj)
+
∑
m∈M
j−1∑
q=1
cm[mj+1,q −mjq]u(m+ β
′
qj), (2 ≤ j ≤ n− 1),
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en.u =
∑
m∈M
cm[−2mnn]ε2u(m+ αn) +
∑
m∈M
n−1∑
q=1
cm[2(mqn −mnq)]ε2u(m+ βqn)
+
∑
m∈M
n−1∑
q=1
cm[mq,n−1 −mnq]u(m+ β
′
qn) +
∑
m∈M
n−1∑
q=1
cm[2(mqn −mnq)]ε2u(m+ β
′′
qn)
where
αj := −εjj +
j−1∑
k=1
(−εjk + εj+1,k − εkj + εk,j−1), (2 ≤ j ≤ n− 1),
αn := −εnn + 2
n−1∑
k=1
(−εnk + εk,n−1),
βqj := −εqj +
q−1∑
p=0
(−εjp + εj+1,p − εpj + εp,j−1), (1 ≤ q < j ≤ n− 1),
βqn := −εqn + 2
q−1∑
p=0
(−εnp + εp,n−1), (1 ≤ q < n)
β
′
qj := εq,j−1 − εjq − εqj +
q−1∑
p=0
(−εjp + εj+1,p − εpj + εp,j−1),
(1 ≤ q < j ≤ n− 1),
β
′
qn := εq,n−1 − εnq − εqn + 2
q−1∑
p=0
(−εnp + εp,n−1), (1 ≤ q < n),
β
′′
qn := 2εq,n−1 − 2εnq − εqn + 2
q−1∑
p=0
(−εnp + εp,n−1), (1 ≤ q < n).
Proof. We prove that for any m = (mij) ∈M, i, j ∈ I, d ∈ Z,
xij .u(m) = u(m− εij), {zij}εdu(m) = [d
−1(mij + bij)]εdu(m). (3.6)
By (3.1),(3.2),(3.5), we have
xij .u(m) = ε
aijXij(u
(11)
m11 ⊗ · · · ⊗ u
(ij)
mij ⊗ · · · ⊗ u
(nn)
mnn) = u
(11)
m11 ⊗ · · · ⊗Xu
(ij)
mij ⊗ · · · ⊗ u
(nn)
mnn
= u(11)m11 ⊗ · · · ⊗ u
(ij)
mij−1
⊗ · · · ⊗ u(nn)mnn = u(m− εij).
Similarly, by (3.3),(3.4),(3.5),
zij .u(m) = ε
bij zij .(u
(11)
m11 ⊗ · · · ⊗ u
(ij)
mij ⊗ · · · ⊗ u
(nn)
mnn)
= εbiju(11)m11 ⊗ · · · ⊗ Zu
(ij)
mij ⊗ · · · ⊗ u
(nn)
mnn
= εbiju(11)m11 ⊗ · · · ⊗ ε
miju(ij)mij ⊗ · · · ⊗ u
(nn)
mnn = ε
bij+miju(m).
Therefore ,
{zij}εdu(m) =
zij − z
−1
ij
εd − ε−d
u(m) =
1
εd − ε−d
(ziju(m)− z
−1
ij u(m))
=
εbij+mij − ε−bij−mij
εd − ε−d
u(m) = [d−1(mij + bij)]εdu(m).
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We calculate the actions of ei on u(m) by using (3.6) and Theorem 3.3.
Case 1) j = 1:We have
e1u =
∑
m∈M
cmF11u(m) =
∑
m∈M
cm{z
−1
11 }x11u(m)
=
∑
m∈M
cm{z
−1
11 }u(m− ε11) =
∑
m∈M
cm[−(m11 − 1 + b11)]u(m− ε11)
=
∑
m∈M
cm[−(m11 − 1 + 1)]u(m− ε11) =
∑
m∈M
cm[−m11]u(m− ε11).
Case 2) 2 ≤ j ≤ n− 1: We have
Fjju(m) = {z
−1
jj }xjju(m) = [−(mjj − 1 + bij)]u(m− εjj)
= [−(mjj − 1 + 1)]u(m− εjj) = [−mjj ]u(m− εjj).
Therefore
(
j−1∏
k=1
Dkj)Fjju(m) = [−mjj ](
j−1∏
k=1
x−1k,j−1xkjx
−1
j+1,kxjk)u(m− εjj)
= [−mjj ]u(m− εjj +
j−1∑
k=1
(−εjk + εj+1,k − εkj + εk,j−1)) = [−mjj ]u(m+ αj).
On the other hand, for any q(1 ≤ q ≤ j − 1), we have
Cqju(m) = {z
−1
qj zq,j−1}xqju(m) + {z
−1
jq zj+1,q}xqjxjqx
−1
q,j−1u(m)
= {z−1qj zq,j−1}u(m− εqj) + {z
−1
jq zj+1,q}u(m+ εq,j−1 − εjq − εqj)
= [−(mqj − 1 + bqj) + (mq,j−1 + bq,j−1)]u(m− εqj)
+[−(mjq − 1 + bjq) + (mj+1,q + bj+1,q)]u(m+ εq,j−1 − εjq − εqj)
= [mq,j−1 −mqj ]u(m− εqj) + [mj+1,q −mjq]u(m+ εq,j−1 − εjq − εqj),
where the last equality is due to bjq = bqj + 1 = bq,j−1 + 2. Thus, we obtain
(
q−1∏
k=1
Dpj)Cqju(m) = [mq,j−1 −mqj ](
q−1∏
p=0
x−1p,j−1xpjx
−1
j+1,pxjp)u(m− εqj)
+[mj+1,q −mjq ](
q−1∏
p=0
x−1p,j−1xpjx
−1
j+1,pxjp)u(m+ εq,j−1 − εjq − εqj)
= [mq,j−1 −mqj ]u(m− εqj +
q−1∑
p=0
(−εjp + εj+1,p − εpj + εp,j−1))
+[mq,j−1 −mqj ]u(m− εqj − εjq + εq,j−1 +
q−1∑
p=0
(−εjp + εj+1,p − εpj + εp,j−1))
= [mq,j−1 −mqj ]u(m+ βqj) + [mj+1,q −mjq ]u(m+ β
′
qj).
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Therefore,
ej .u =
∑
m∈M
cm(
j−1∏
k=1
Dkj)Fjju(m) +
∑
m∈M
j−1∑
q=1
cm(
q−1∏
p=0
Dpj)Cqju(m)
=
∑
m∈M
cm[−mjj ]u(m+ αj) +
∑
m∈M
j−1∑
q=1
cm[mq,j−1 −mqj ]u(m+ βqj)
+
∑
m∈M
j−1∑
q=1
cm[mj+1,q −mjq]u(m+ β
′
qj).
The case j = n is shown by the similar way to Case 2.
Next, we prove the existence and uniqueness of the primitive vector.
Proposition 3.7. For g = sp(2n,C) (n ≥ 2), and λ = (λ1, · · · , λn) ∈ C
n, set a(0) =
(εaij ), b(0) = (εbij ) as Lemma 3.6, and let (Φλ,a(0),b(0) , V ) be the representation as in Theorem
3.3. A vector u ∈ V satisfies that eiu = 0 for any i ∈ I if and only if u ∈ Cu(0), where
u(0) = u(0, · · · , 0) ∈ V . (We call these vectors “primitive vectors”).
Proof “If part” is obvious by Lemma 3.6. So we prove “only if part”. First, we define
{ri}1≤i≤n2(= I × I) inductively as follows: r1 := (1, 1) and if rs = (i, j), then
rs+1 := (i, j + 1) (1 ≤ j < n, 1 ≤ i ≤ j + 1),
rs+1 := (n, i) (1 ≤ i < j = n),
rs+1 := (i− 1, j) (1 ≤ j < n, j + 1 < i ≤ n). (3.7)
And we define Ms := {m ∈M |mr1 = mr2 · · · = mrs = 0} (1 ≤ s ≤ n
2). So we have
{(0)} =Mn2 ⊂Mn2−1 ⊂ · · · ⊂M1 ⊂M.
Now, assume that eiu = 0 for any i ∈ I and set u =
∑
m∈M cmu(m) ∈ V (cm ∈ C). We
shall prove that u =
∑
m∈Ms
cmu(m) for any 1 ≤ s ≤ n
2 by induction on s. Indeed, if we
can prove this, then we have u =
∑
m∈Mn2
cmu(m) = c0u(0) ∈ Cu(0).
Since e1u = 0, by Lemma 3.6, we have 0 =
∑
m∈M cm[−m11]u(m− ε11). Since the vectors
{u(m − ε11)|m ∈ M} are linearly independent, cm[−m11] = 0 for any m ∈ M . Therefore
if 0 6= m11(= mr1), then cm = 0. Hence u =
∑
m∈M1
cmu(m). Now we assume that
u =
∑
m∈Ms
cmu(m) for 1 ≤ s < n
2, and rs = (i, j).
Case 1) 1 ≤ i ≤ j ≤ n− 2:
In this case rs+1 = (i, j + 1). Let m ∈Ms then
mqj = mq,j+1 = mj+2,q = mj+1,q = 0 (1 ≤ q ≤ i− 1).
Since eju = 0, by Lemma 3.6, we have
0 = ej+1u =
∑
m∈M
cm[−mj+1,j+1]u(m+ αj+1) +
∑
m∈M
j∑
q=i
cm[mqj −mq,j+1]u(m+ βq,j+1)
+
∑
m∈M
j∑
q=i
cm[mj+2,q −mj+1,q ]u(m+ β
′
q,j+1).
On the other hand, by Lemma 3.6, for any m ∈Ms, we have
(m+ αj+1)ij = (m− εj+1,j+1 +
j∑
k=1
(−εj+1,k − εk,j+1 + εkj))ij = (m+
j∑
k=1
εkj)ij
= (m+ εij)ij = mij + 1 = 1,
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since m ∈Ms, 0 = mrs = mij . Similarly , for any q(i ≤ q ≤ j), we have
(m+ βq,j+1)ij = (m− εq,j+1 +
q−1∑
p=0
(−εj+1,p + εj+2,p − εp,j+1 + εpj))ij = (
q−1∑
p=0
εpj)ij
(m+ β
′
q,j+1)ij = (m− εq,j+1 − εj+1,q + εqj +
q−1∑
p=0
(−εj+1,p + εj+2,p − εp,j+1 + εpj))ij
= (
q∑
p=0
εpj)ij .
Therefore
(m+ αj+1)ij = 1, (m+ βq,j+1)ij = 1 (i + 1 ≤ q ≤ j),
(m+ βq,j+1)ij = 0 (q = i), (m+ β
′
q,j+1)ij = 1 (i ≤ q ≤ j).
Thus
∑
m∈Ms
Cu(m+ αj+1) +
∑
m∈Ms
j∑
q=i
Cu(m+ βq,j+1) +
∑
m∈Ms
j∑
q=i
Cu(m+ β
′
q,j+1)
= {
⊕
m∈Ms
Cu(m+ βi,j+1)}
⊕
{
∑
m∈Ms
Cu(m+ αj+1)
+
∑
m∈Ms
j∑
q=i+1
Cu(m+ βq,j+1) +
∑
m∈Ms
j∑
q=i
Cu(m+ β
′
q,j+1)}.
Then since the vectors {u(m + βi,j+1) |m ∈ Ms } are linearly independent, we have that
0 = cm[mij−mi,j+1] = cm[−mi,j+1] for anym ∈Ms, which implies if 0 6= mi,j+1 = mrs+1
then cm = 0 . Therefore u =
∑
m∈Ms+1
cmu(m).
Case 2) 1 ≤ i ≤ j = n− 1:
In this case , rs = (i, n). Let m ∈M then
mqn = mnq = mq,n−1 = 0 (1 ≤ q ≤ i− 1).
Thus, since enu = 0, by Lemma 3.6
0 = enu
=
∑
m∈Ms
cm[−2mnn]ε2u(m+ αn) +
∑
m∈Ms
n−1∑
q=i
cm[2(mqn −mnq)]ε2u(m+ βqn)
+
∑
m∈Ms
n−1∑
q=i
cm[mq,n−1 −mnq]u(m+ β
′
qn) +
∑
m∈Ms
n−1∑
q=i
cm[2(mqn −mnq)]ε2u(m+ β
′′
qn).
On the other hand, by the similar way to the Case 1, we have
(m+ αn)i,n−1 = 2, (m+ βqn)i,n−1 = 2 (i+ 1 ≤ q ≤ n− 1),
(m+ βqn)i,n−1 = 0 (q = i), (m+ β
′
qn)i,n−1 = 2 (i + 1 ≤ q ≤ n− 1),
(m+ β
′
qn)i,n−1 = 1 (q = i), (m+ β
′′
qn)i,n−1 = 2 (i ≤ q ≤ n− 1).
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Then, we have
∑
m∈Ms
Cu(m+ αn) +
∑
m∈Ms
n−1∑
q=i
Cu(m+ βqn) +
∑
m∈Ms
n−1∑
q=i
Cu(m+ β
′
qn) +
∑
m∈Ms
n−1∑
q=i
Cu(m+ β
′′
qn)
= {
⊕
m∈Ms
Cu(m+ βin)}
⊕
{
⊕
m∈Ms
Cu(m+ β
′
in)}
⊕
{
∑
m∈Ms
Cu(m+ αn) +
∑
m∈Ms
n−1∑
q=i+1
Cu(m+ βqn)
+
∑
m∈Ms
n−1∑
q=i+1
Cu(m+ β
′
qn) +
∑
m∈Ms
n−1∑
q=i
Cu(m+ β
′′
qn)}.
Hence by the linearly independence of the vectors {u(m+βi,n) |m ∈Ms}, {u(m+β
′
i,n) |m ∈
Ms}, we have that 0 = cm[2(min − mni)] = cm[mi,n−1 − mni] = cm[−mni] for any m ∈
Ms. Thus if min 6= 0 or mni 6= 0, then cm = 0 for any m ∈ Ms. Therefore u =∑
m∈Ms+2
cmu(m) =
∑
m∈Ms+1
cmu(m).
Case 3) 1 ≤ i ≤ j = n. This case is shown by the similar way to Case2.
Case 4) 1 ≤ j < i and j < i− 1:
In this case rs+1 = (i− 1, j). For m ∈Ms, we have
mq,i−2 = mq,i−2 = 0 (1 ≤ q ≤ j), miq = mi−1,q = 0 (1 ≤ q ≤ j − 1).
Since ei−1u = 0, by Lemma 3.6,
0 = ei−1u =
∑
m∈Ms
cm[−mi−1,i−1]u(m+ αi−1) +
∑
m∈Ms
i−2∑
q=j+1
cm[mq,i−2 −mq,i−1]u(m+ βq,i−1)
+
∑
m∈Ms
i−2∑
q=j
cm[miq −mi−1,q]u(m+ β
′
q,i−1)
On the other hand,
(m+ αi−1)ij = 1, (m+ βq,i−1)ij = 1 (j + 1 ≤ q ≤ i − 2),
(m+ β
′
q,i−1)ij = 1 (j + 1 ≤ q ≤ i− 2), (m+ β
′
q,i−1)ij = 0 (q = j).
Thus, 0 = cm[mij − mi−1,j ] = cm[−mi−1,j] = 0 for any m ∈ Ms. Therefore if 0 6=
mi−1,j = mrs+1 then cm = 0 for any m ∈Ms. So u =
∑
m∈Ms
cmu(m).
Case 5) 1 ≤ j < i ≤ n and j = i− 1:
In this case rs+1 = (i, i). For m ∈Ms, we have
mq,i−1 = mqi = miq = mi+1,q = 0 (1 ≤ q ≤ i− 1)
Since eiu = 0, by Lemma 3.6, we get
0 = eiu =
∑
m∈Ms
cm[−mii]u(m+ αi) (i 6= n)
0 = enu =
∑
m∈Ms
cm[−2mnn]ε2u(m+ αn) (i = n)
Hence, if mii 6= 0 then cm = 0 for any m ∈Ms. So u =
∑
m∈Ms+1
cmu(m).
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3.2.2 so(2n+ 1,C)-case
By the similar way to the proof of Lemma 3.6 and Proposition 3.7, we can prove the following
lemma and proposition.
Lemma 3.8. For g := so(2n+1,C) (n ≥ 3), λ := (λ1, · · · , λn) ∈ C
n, and any i, j ∈ I, set
aij := 0, bij := 1− i+ j (i ≤ j ≤ n− 1),
bin := 2n+ 1− 2i, bij := 2n+ 1− i− j (i > j),
and a(0) := (εaij )ni,j=1, b
(0) := (εbij )ni,j=1 ∈ (C
×)n
2
. Let (Φλ,a(0),b(0) , V ) be the representation
of Theorem 3.4.
For u =
∑
m∈M cmu(m) ∈ V (cm ∈ C), we have
e1.u =
∑
m∈M
cm[−2m11]ε2u(m− ε11),
ej.u =
∑
m∈M
cm[−2mjj]ε2u(m+ αj) +
∑
m∈M
j−1∑
q=1
cm[2(mq,j−1 −mqj)]ε2u(m+ βqj)
+
∑
m∈M
j−1∑
q=1
cm[2(mj+1,q −mjq)]ε2u(m+ β
′
qj), (2 ≤ j ≤ n− 1),
en.u =
∑
m∈M
cm[−mnn]u(m+ αn) +
∑
m∈M
n−1∑
q=1
cm[2mq,n−1 −mqn]u(m+ βqn)
+
∑
m∈M
n−1∑
q=1
cm[mqn − 2mnq]u(m+ β
′
qn),
where
αj := −εjj +
j−1∑
k=1
(−εjk + εj+1,k − εkj + εk,j−1), (2 ≤ j ≤ n− 1),
αn := −εnn +
n−1∑
k=1
(−εnk + εk,n−1),
βqj := −εqj +
q−1∑
p=0
(−εjp + εj+1,p − εpj + εp,j−1), (1 ≤ q < j ≤ n− 1),
βqn := −εqn +
q−1∑
p=0
(−εnp + εp,n−1), (1 ≤ q < n),
β
′
qj := εq,j−1 − εjq − εqj +
q−1∑
p=0
(−εjp + εj+1,p − εpj + εp,j−1), (1 ≤ q < j ≤ n− 1),
β
′
qn := εq,n−1 − εnq − εqn +
q−1∑
p=0
(−εnp + εp,n−1), (1 ≤ q < n).
Proposition 3.9. For g = so(2n + 1,C) (n ≥ 3) and λ = (λ1, · · · , λn) ∈ C
n, set a(0) =
(εaij ), b(0) = (εbij ) as Lemma 3.8, and let (Φλ,a(0),b(0) , V ) be the representation as in Theorem
3.4. A vector u =
∑
m∈M cmu(m) ∈ V (cm ∈ C) satisfies the condition eiu = 0 for any i ∈ I
if and only if u ∈ Cu(0).
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Sketch of the proof. “If part” is obvious from Lemma 3.8. So we prove “only part”.
We define {rs}
n2
s=1 by the same way as (3.7) and Ms = {m ∈ M |mr1 = · · · = mrs = 0}
for any s(1 ≤ s ≤ n2). Now we prove that u =
∑
m∈Ms
cmu(m) for any s(1 ≤ s ≤ n
2) by
induction on s. By using e1u = 0, we can prove u =
∑
m∈M1
cmu(m). Next, we assume that
u =
∑
m∈Ms
cmu(m) for a s(1 ≤ s < n
2) and rs = (i, j). Then we prove by the similar way
to the proof of Proposition 3.7.
Case 1) 1 ≤ i ≤ j ≤ n− 1 :
We use ej+1u = 0 and for any m ∈Ms,
(m+ αj+1)ij = 1, (m+ βq,j+1)ij = 1 (q > i),
(m+ βq,j+1)ij = 0 (q = i), (m+ β
′
q,j+1)ij = 1 (q ≥ i).
Case 2) 1 ≤ i ≤ j = n :
We use enu = 0 and for any m ∈Ms,
(m+ αn)in = 0, (m+ βqn)in = 0 (q > i),
(m+ β
′
qn)in = 0 (q > i), (m+ β
′
qn)in = l − 1 (q = i).
Case 3) 1 ≤ j < i− 1 < n :
We use ej+1u = 0 and for any m ∈Ms,
(m+ αi−1)ij = 1, (m+ βq,i−1)ij = 1 (q ≥ j + 1),
(m+ β
′
q,i−1)ij = 1 (q ≥ j + 1), (m+ β
′
q,i−1)ij = 0 (q = j).
Case 4) 1 ≤ j = i− 1 < n : We use ej+1u = 0.
3.2.3 so(2n,C)-case
By the similar way to the proof of Lemma 3.6 and Proposition 3.7, we can prove the following
lemma and proposition.
Lemma 3.10. For g := so(2n,C) (n ≥ 4), λ := (λ1, · · · , λn) ∈ C
n, and any i, j ∈ I, set
aij := 0, bij := 1− i+ j (i ≤ j ≤ n− 1),
bin := n− i, bij := 2n− i− j (j < i ≤ n− 1),
and a(0) := (εaij )1≤i≤n−1,1≤j≤n, b
(0) := (εbij )1≤i≤n−1,1≤j≤n ∈ (C
×)n(n−1). Let (Φλ,a(0),b(0) , V )
be the representation as in Theorem 3.5. For u =
∑
m∈M cmu(m) ∈ V (cm ∈ C), we have
e1.u =
∑
m∈M
cm[−m11]ε2u(m− ε11),
ej .u =
∑
m∈M
cm[−mjj ]ε2u(m+ αj) +
∑
m∈M
j−1∑
q=1
cm[mq,j−1 −mqj ]u(m+ βqj)
+
∑
m∈M
j−1∑
q=1
cm[mj+1,q −mjq]u(m+ β
′
qj), (2 ≤ j ≤ n− 1),
en−1.u =
∑
m∈M
cm[−mn−1,n−1]u(m+ αn−1)
+
∑
m∈M
n/2−1∑
q=1
{cm[m2q−1,n−2 −m2q−1,n−1]u(m+ βq,n−1) + cm[m2q−1,n −mn−1,2q−1]u(m+ β
′
q,n−1)
+cm[m2q,n−2 −m2q,n]u(m+ γq,n−1) + cm[m2q,n−1 −mn−1,2q]u(m+ γ
′
q,n−1)}, (n; even)
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en.u =
∑
m∈M
cm[−mn−1,n]u(m+ αn)
+
∑
m∈M
n/2−1∑
q=1
{cm[m2q,n−2 −m2q,n−1]u(m+ βq,n) + cm[m2q,n −mn−1,2q]u(m+ β
′
q,n)
+cm[m2q−1,n−2 −m2q−1,n]u(m+ γq,n) + cm[m2q−1,n−1 −mn−1,2q−1]u(m+ γ
′
q,n)}, (n; even)
en−1.u =
∑
m∈M
cm[−mn−1,n]u(m+ αn−1)
+
∑
m∈M
(n−1)/2−1∑
q=1
cm[m2q−1,n−2 −m2q−1,n−1]u(m+ βq,n−1)
+
∑
m∈M
(n−1)/2∑
q=1
cm[m2q−1,n −mn−1,2q−1]u(m+ β
′
q,n−1)
+
∑
m∈M
(n−3)/2∑
q=1
{cm[m2q,n−2 −m2q,n]u(m+ γq,n−1) + cm[m2q,n−1 −mn−1,2q]u(m+ γ
′
q,n−1)}, (n; odd)
en.u =
∑
m∈M
cm[−mn−1,n−1]u(m+ αn)
+
∑
m∈M
(n−3)/2∑
q=1
{cm[m2q,n−2 −m2q,n−1]u(m+ βq,n) + cm[m2q,n −mn−1,2q]u(m+ β
′
q,n)
+
∑
m∈M
(n−1)/2∑
q=1
{cm[m2q−1,n−2 −m2q−1,n]u(m+ γq,n)cm[m2q−1,n−1 −mn−1,2q−1]u(m+ γ
′
q,n)}, (n; odd)
where,
αj = −εjj +
j−1∑
k=1
(−εjk + εj+1,k − εkj + εk,j−1), (2 ≤ j ≤ n− 2),
αn−1 = −εn−1,n−1 +
n/2−1∑
k=1
(−εn−1,2k−1 + ε2k−1,n − ε2k−1,n−1 + ε2k−1,n−2)
+
n/2−1∑
k′=1
(−εn−1,2k′ + ε2k′ ,n−1 − ε2k′ ,n + ε2k′ ,n−2), (n; even)
αn = −εn−1,n +
n/2−1∑
k=1
(−εn−1,2k−1 + ε2k−1,n−1 − ε2k−1,n + ε2k−1,n−2)
+
n/2−1∑
k′=1
(−εn−1,2k′ + ε2k′ ,n−1 − ε2k′ ,n + ε2k′ ,n−2), (n; even)
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αn−1 = −εn−1,n +
(n−3)/2∑
k=1
(−εn−1,2k + ε2k,n−1 − ε2k,n + ε2k,n−2)
+
(n−1)/2∑
k′=1
(−εn−1,2k′−1 + ε2k′−1,n − ε2k′−1,n−1 + ε2k′−1,n−2), (n; odd)
αn = −εn−1,n−1 +
(n−1)/2∑
k=1
(−εn−1,2k−1 + ε2k−1,n−1 − ε2k−1,n + ε2k−1,n−2)
+
(n−3)/2∑
k′=1
(−εn−1,2k′ + ε2k′ ,n − ε2k′ ,n−1 + ε2k′ ,n−2), (n; odd)
βqj = −εqj +
q−1∑
p=0
(−εjp + εj+1,p − εpj + εp,j−1), (1 ≤ q < j ≤ n− 2),
βq,n−1 = −ε2q−1,n−1 +
q−1∑
p′=1
(−εn−1,2p′ + ε2p′ ,n−1 − ε2p′ ,n + ε2p′ ,n−2)
+
q−1∑
p=1
(−εn−1,2p−1 + ε2p−1,n − ε2p−1,n−1 + ε2p−1,n−2),
(n; even, 1 ≤ q < n/2− 1), (n; odd, 1 ≤ q < (n− 1)/2− 1),
βqn = −ε2q,n−1 +
q∑
p′=1
(−εn−1,2p′−1 + ε2p′−1,n−1 − ε2p′−1,n + ε2p′−1,n−2)
+
q−1∑
p=1
(−εn−1,2p + ε2p,n − ε2p,n−1 + ε2p,n−2),
(n; even, 1 ≤ q < n/2− 1), (n; odd, 1 ≤ q < (n− 3)/2− 1),
β
′
qj = −εqj − εjq + εq,j−1 +
q−1∑
p=0
(−εjp + εj+1,p − εpj + εp,j−1), (1 ≤ q < j ≤ n− 2),
β
′
q,n−1 = −ε2q−1,n−1 − εn−1,2q−1 + ε2q−1,n−2 +
q−1∑
p′=0
(−εn−1,2p′ + ε2p′ ,n−1 − ε2p′ ,n + ε2p′ ,n−2)
+
q−1∑
p=0
(−εn−1,2p−1 + ε2p−1,n − ε2p−1,n−1 + ε2p−1,n−2),
(n; even, 1 ≤ q < n/2− 1), (n; odd, 1 ≤ q < (n− 1)/2− 1),
β
′
qn = −ε2q,n−1 − εn−1,2q + ε2q,n−2 +
q∑
p′=0
(−εn−1,2p′−1 + ε2p′−1,n−1 − ε2p′−1,n + ε2p′−1,n−2)
+
q−1∑
p=0
(−εn−1,2p + ε2p,n − ε2p,n−1 + ε2p,n−2),
(n; even, 1 ≤ q < n/2− 1), (n; odd, 1 ≤ q < (n− 3)/2− 1),
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γq,n−1 = −ε2q,n +
q−1∑
p′=1
(−εn−1,2p′ + ε2p′ ,n−1 − ε2p′ ,n + ε2p′ ,n−2)
+
q−1∑
p=1
(−εn−1,2p−1 + ε2p−1,n − ε2p−1,n−1 + ε2p−1,n−2),
(n; even, 1 ≤ q < n/2− 1), (n; odd, 1 ≤ q < (n− 3)/2− 1),
γqn = −ε2q−1,n−1 +
q−1∑
p′=1
(−εn−1,2p′−1 + ε2p′−1,n−1 − ε2p′−1,n + ε2p′−1,n−2)
+
q−1∑
p=1
(−εn−1,2p + ε2p,n − ε2p,n−1 + ε2p,n−2),
(n; even, 1 ≤ q < n/2− 1), (n; odd, 1 ≤ q < (n− 1)/2− 1),
γ
′
q,n−1 = −ε2q,n−1 − εn−1,2q + ε2q,n−2 +
q−1∑
p′=1
(−εn−1,2p′ + ε2p′ ,n−1 − ε2p′ ,n + ε2p′ ,n−2)
+
q∑
p=1
(−εn−1,2p−1 + ε2p−1,n − ε2p−1,n−1 + ε2p−1,n−2),
(n; even, 1 ≤ q < n/2− 1), (n; odd, 1 ≤ q < (n− 3)/2− 1),
γ
′
qn = −ε2q−1,n − εn−1,2q−1 + ε2q−1,n−2 +
q−1∑
p′=0
(−εn−1,2p′−1 + ε2p′−1,n−1 − ε2p′−1,n + ε2p′−1,n−2)
+
q−1∑
p=0
(−εn−1,2p + ε2p,n − ε2p,n−1 + ε2p,n−2),
(n; even, 1 ≤ q < n/2− 1), (n; odd, 1 ≤ q < (n− 1)/2− 1).
Proposition 3.11. For g = so(2n,C) (n ≥ 4) and λ = (λ1, · · · , λn) ∈ C
n, set a(0) =
(εaij ), b0 = (εbij ) as Lemma 3.10, and (Φλ,a(0),b(0) , V ) be the representation as in Theorem
3.5. A vector u =
∑
m∈M cmu(m) ∈ V (cm ∈ C) satisfies the condition eiu = 0 for any i ∈ I
if and only if u ∈ Cu(0).
Sketch of the proof. “If part” is obvious from Lemma 3.10. So we prove “only part”.
We define {ri}
n(n−1)
i=1 by the similar way to the previous cases: r1 := (1, 1) and if rs = (i, j),
then
rs+1 := (i, j + 1) (1 ≤ i, j ≤ n− 1, 1 ≤ i ≤ j + 1),
rs+1 := (n, i) (1 ≤ i ≤ n− 1, j = n),
rs+1 := (i − 1, j) (1 ≤ j < n− 1, j + 1 ≤ i ≤ n− 1).
We set Ms = {m ∈M |mr1 = · · · = mrs = 0} for any s(1 ≤ s ≤ n(n− 1)).
Now we prove that u =
∑
m∈Ms
cmu(m) for any 1 ≤ s ≤ n(n−1) by induction on s. By using
e1u = 0, we can prove u =
∑
m∈M1
cmu(m). Next, we assume that u =
∑
m∈Ms
cmu(m) for
a s(1 ≤ s < n(n − 1)). There exist a pair (i, j) such that (i, j) 6= (n − 1, n) and rms = mij
for any m ∈Ms. Then we prove by the similar manner to the proof of Proposition 3.7.
Case 1) 1 ≤ i ≤ j ≤ n− 3:
We use ej+1u = 0 and for any m ∈Ms,
(m+ αj+1)ij = 1, (m+ βq,j+1)ij = 1 (q > i),
(m+ βq,j+1)ij = 0 (q = i), (m+ β
′
q,j+1)ij = 1 (q ≥ i).
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Case 2.1 1 ≤ i ≤ j ≤ n− 2 and i = 2i
′
+ 1:
We use en−1u = 0 and for any m ∈Ms,
(m+ αn−1)i,n−2 = 1, (m+ βq,n−1)i,n−2 = 1 (q > i
′
),
(m+ βq,n−1)i,n−2 = 0 (q = i
′
), (m+ β
′
q,n−1)i,n−2 = 1 (q ≥ i
′
),
q(m+ γq,n−1)i,n−2 = 1 (q ≥ i
′
), (m+ γ
′
q,n−1)i,n−2 = 1 (q ≥ i
′
+ 1),
and we use enu = 0 and for any m ∈Ms,
(m+ αn)i,n−2 = 1, (m+ βqn)i,n−2 = 1 (q ≥ i
′
),
(m+ β
′
qn)i,n−2 = 1 (q ≥ i
′
), (m+ γqn)i,n−2 = 1 (q ≥ i
′
+ 1),
(m+ γqn)i,n−2 = 0 (q = i
′
), (m+ γ
′
qn)i,n−2 = 1 (q ≥ i
′
).
Case 2.2) 1 ≤ i ≤ j ≤ n− 2 and i = 2i
′
:
We use en−1u = 0 and for any m ∈Ms,
(m+ αn−1)i,n−2 = 1, (m+ βq,n−1)i,n−2 = 1 (q > i
′
+ 1),
(m+ β
′
q,n−1)i,n−2 = 1 (q ≥ i
′
+ 1), (m+ γq,n−1)i,n−2 = 1 (q ≥ i
′
+ 1),
(m+ γq,n−1)i,n−2 = 0 (q = i
′
), (m+ γ
′
q,n−1)i,n−2 = 1 (q ≥ i
′
),
and we use enu = 0 and for any m ∈Ms,
(m+ αn)i,n−2 = 1, (m+ βqn)i,n−2 = 1 (q ≥ i
′
+ 1),
(m+ βqn)i,n−2 = 0 (q = i
′
), (m+ β
′
qn)i,n−2 = 1 (q ≥ i
′
),
(m+ γqn)i,n−2 = 1 (q ≥ i
′
+ 1), (m+ γ
′
qn)i,n−2 = 1 (q ≥ i
′
+ 1).
From this, in particular, we also have the Case 3) 1 ≤ i ≤ j = n− 1.
Case 4.1) 1 ≤ i ≤ j = n and i = 2i
′
+ 1:
We use en−1u = 0 and for any m ∈Ms,
(m+ αn−1)i,n = 1, (m+ βq,n−1)i,n = 1 (q ≥ i
′
),
(m+ β
′
q,n−1)i,n = 1 (q ≥ i
′
+ 1), (m+ β
′
q,n−1)i,n = 0 (q = i
′
),
(m+ γq,n−1)i,n = 1 (q ≥ i
′
), (m+ γ
′
q,n−1)i,n = 1 (q ≥ i
′
).
Case 4.2) 1 ≤ i ≤ j = n and i = 2i
′
:
We use enu = 0 and for any m ∈Ms,
(m+ αn)i,n = 1, (m+ βqn)i,n = 1 (q ≥ i
′
),
(m+ β
′
qn)i,n = 1 (q ≥ i
′
+ 1), (m+ β
′
qn)i,n = 0 (q = i
′
),
(m+ γqn)i,n = 1 (q ≥ i
′
), (m+ γ
′
qn)i,n = 1 (q ≥ i
′
).
Case 5) 1 ≤ j < i− 1 < n− 1:
We use ei−1u = 0 and for any m ∈Ms,
(m+ αi−1)ij = 1, (m+ βq,i−1)ij = 1 (q ≥ j),
(m+ β
′
q,i−1)ij = 1 (q ≥ j + 1), (m+ β
′
q,i−1)ij = 0 (q = j).
Case 6) 1 ≤ j = i− 1 < n− 1: We use eiu = 0.
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4 Irreducible Ufinε -module Uεuλ′(0)
We keep the settings and notations as in Sect.2 and 3.
4.1 Restricted specializations
In this subsection, we introduce the restricted specializations and its properties.
Definition 4.1. Let A := C[q, q−1] and U resA be the A-subalgebra of Uq(g) generated by
{e
(k)
i , f
(k)
i , t
±1
i |i ∈ I, k ∈ Z+}. Let l be an odd integer greater than 3 and ε be a primitive l-th
root of unity such that ε2di 6= 1 for any i ∈ I. We regard C as A-algebra by f(q).c := f(ε) · c
for any f(q) ∈ A, c ∈ C and we denote it by Cε. We define
U resε := U
res
A ⊗A Cε,
which is called “restricted specialization of Uε”. Similarly, we define (U
res
ε )
+, (U resε )
−, (U resε )
0.
We denote u ⊗ 1 as u for any u ∈ U resA . Let U
fin
ε be the subalgebra of U
res
ε generated by
{ei, fi, t
±1
i }
n
i=1 (Similarly, we define (U
fin
ε )
+, (Ufinε )
− and (Ufinε )
0 ).
Next we review the representation theory of U resε .
Definition 4.2. Let L be a finite dimensional U resε -module. If t
l
iv = v for any v ∈ V, i ∈ I
(that is, tli is identity map), we call L “ U
res
ε -module of type 1”.
Remark. ([9]) In general finite dimensional irreducible U resε -modules are divided into
2n types according to {σ : Q −→ {±1} ; homomorphism of group }). Without a loss of
generality, we may assume that finite dimensional irreducible U resε -modules are of type 1.
Definition 4.3. For λ = (λ1, · · · , λn) ∈ Z
n
+, let Iλ be the left ideal of Uq(g) generated by
{ei, f
λi+1
i , ti − q
λi
i |i ∈ I} and L(λ) := Uq(g)/Iλ. We set vλ = 1+ Iλ ∈ L(λ). Let V
res
A (λ) be
the U resA -submodule of L(λ) generated by vλ, V
res
ε (λ) := V
res
A (λ) ⊗A Cε, and W
res
ε (λ) be
the maximal proper U resε -submodule of V
res
ε (λ). We define
Lresε (λ) := V
res
ε (λ)/W
res
ε (λ).
Theorem 4.4 ([2],[3]). (i) For any λ ∈ Zn+, L
res
ε (λ) is a finite dimensional irreducible
U resε -module of type 1 (We call λ “highest weight of L
res
ε (λ)”).
(ii) Let L be a finite dimensional irreducible U resε -module of type 1. Then, there exists a
unique element λ ∈ Zn+ such that L
∼= Lresε (λ).
(iii) Let λ
′
= (λ
′
1, · · · , λ
′
n) ∈ Z
n
l (Zl := {0, 1, · · · , l−1}), λ
′′
∈ Zn+, and λ := λ
′
+ lλ
′′
. Then
we have
Lresε (λ)
∼= Lresε (λ
′
)⊗ Lresε (lλ
′′
).
Next, we give the relation between the representations of U resε and U
fin
ε .
Proposition 4.5 ([2], [3]). (i) For any λ = (λ1, · · · , λn) ∈ Z
n
l , we regard L
res
ε (λ) as
Ufinε -module and denote it L
fin
ε (λ). Then L
fin
ε (λ) is a finite dimensional irreducible
Ufinε -module of type 1. Conversely, let L be any finite dimensional irreducible U
fin
ε -
module of type 1, then there exists a unique element λ = (λ1, · · · , λn) ∈ Z
n
l such that
L ∼= Lfinε (λ).
(ii) Let U(g) be the universal enveloping algebra of g. Then for any λ ∈ Zn+, we can regard
Lresε (lλ) as a finite dimensional irreducible U(g)-module of the highest weight λ.
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4.2 Finite dimensional quantum algebra Ufin
ε
In this subsection, we introduce the properties of Ufinε to prove Theorem 4.10–4.12 below.
First, we introduce PBW theorem and the triangular decomposition of Ufinε .
Theorem 4.6 ([3]). Let β1, · · · , βN be as in Definition 2.4 (∆+ = {β1, · · · , βN}). We
assume that g is not of type G2. Then we have
(i) {em1β1 · · · e
mN
βN
|0 ≤ mi ≤ l − 1 for any 1 ≤ i ≤ N } is a C-basis of (U
fin
ε )
+.
(ii) {fm1β1 · · · f
mN
βN
|0 ≤ mi ≤ l − 1 for any 1 ≤ i ≤ N } is a C-basis of (U
fin
ε )
−.
(iii) {tm11 · · · t
mn
n |0 ≤ mi ≤ 2l − 1 for any 1 ≤ i ≤ n } is a C-basis of (U
fin
ε )
0 .
(iv) Let φ be the multiplication map
φ : (Ufinε )
− ⊗ (Ufinε )
0 ⊗ (Ufinε )
+ −→ Ufinε
u− ⊗ u0 ⊗ u+ 7→ u−u0u+.
Then φ is an isomorphism of C-vector space.
By Theorem 4.6, we know that the dimension of Ufinε is 2
nln+2N .
Proposition 4.7 ([9]). We have elα = f
l
α = 0 in U
fin
ε for any α ∈ ∆+, and t
2l
i = 1 in U
fin
ε
for any i ∈ I.
Lemma 4.8. We assume that g is not of type G2. Let J be the two-sided ideal of Uε
generated by {elα, f
l
α|α ∈ ∆}
⋃
{t2li − 1|i ∈ I}. Then we have U
fin
ε
∼= Uε/J.
Proof. By the definition of Ufinε , (ei, fi, t
±1
i ) satisfies the relations in Uε. Therefore, there
exists the following C-algebra homomorphism pi
pi : Uε −→ U
fin
ε (ei, fi, t
±1
i ) 7→ (ei, fi, t
±1
i ).
In particular, by Proposition 4.7, J ⊂ Kerpi. Conversely, by Theorem 2.8, for any u ∈ Uε,
there exists c(m) = c(m1, · · · ,m2N+n) ∈ C (m = (m1, · · · ,m2N+n) ∈ Z
2N+n
+ ), such that
u =
∑
m∈Z2N+n+
c(m)fm1β1 · · · f
mN
βN
t
mN+1
1 · · · t
mN+n
n e
mN+n+1
β1
· · · e
m2N+n
βN
∈ Uε.
By Proposition 2.7, we have
u ≡
∑
m∈M
∑
k1,··· ,kn≥0
c(m1, · · · ,mN ,mN+1 + 2k1l, · · · ,mN+n + 2knl,
mN+n+1, · · ·m2N+n)f
m1
β1
· · · fmNβN t
mN+1
1 · · · t
mN+n
n
e
mN+n+1
β1
· · · e
m2N+n
βN
mod J.
where
M := {m = (m1, · · · ,m2N+n) ∈ Z
2N+n
+ |0 ≤ mi < 2l (N + 1 ≤ i ≤ N + n),
0 ≤ mi < l (1 ≤ i ≤ N,N + n+ 1 ≤ i ≤ 2N + n)}
Since pi(J) = 0 by Proposition 4.7, if u ∈ Kerpi then
0 = pi(u) =
∑
m∈M
∑
k1,··· ,kn≥0
c(m1, · · · ,mN ,mN+1 + 2k1l, · · · ,mN+n + 2knl,
mN+n+1, · · ·m2N+n)f
m1
β1
· · · fmNβN t
mN+1
1 · · · t
mN+n
n
e
mN+n+1
β1
· · · e
m2N+n
βN
.
Thus, by Theorem 4.6,
∑
k1,··· ,kn≥0
c(m1, · · · ,mN ,mN+1 + 2k1l, · · · ,mN+n + 2knl,mN+n+1, · · ·m2N+n) = 0
for any m ∈ M. Hence u ∈ J.
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4.3 Ufin
ε
-module structure on the Uεuλ′ (0)
In this subsection, we construct Ufinε -module by using the Schnizer modules.
Lemma 4.9. For g = sp(2n,C) (resp. so(2n + 1,C), so(2n,C)) (n ≥ 2), and λ =
(λ1, · · · , λn) ∈ Z
n, let a(0) = (εaij ), b(0) = (εbij ) be as in Lemma 3.6, (Φλ,a,b, V ) be the
Schnizer modules as in Theorem3.3, and u(0) = u(0, · · · , 0) ∈ V be the unique primitive
vector. Then we have
(i) eαu(0) = 0 for any α ∈ ∆+.
(ii) tliu(0) = u(0) for any i ∈ I.
(iii) f lαu(0) = 0 for any α ∈ ∆+.
Proof. (i) By Proposition 3.7, eiu(0) = 0 for any i ∈ I. On the other hand, by
Proposition 2.6, eα ∈ U
+
ε ∩ (Uε)α for any α ∈ ∆+. Therefore eαu(0) = 0.
(ii) By the explicit form of the action of ti in Theorem 3.3, there exists ci ∈ Z such that
tiu(0) = ε
λi+ciu(0).
Since λi ∈ Z, t
l
iu(0) = u(0).
We shall prove (iii) in the next section.
We call Uε-representation such that e
l
i = f
l
i = 0 “nilpotent representation”. By Lemma
4.8 (and proof of Lemma 4.9), we can regard nilpotent irreducible Uε-representation (of type
1) as irreducible Ufinε -representation (of type 1).
Theorem 4.10. Let g = sp(2n,C) (n ≥ 2). For any λ = (λ1, · · · , λn) ∈ Z
n
l , we define
λ
′
:= (λ
′
1, · · · , λ
′
n) ∈ Z
n by
λ
′
j := −λj − 2 (1 ≤ j ≤ n− 1), λ
′
n := −2(λn + 2).
Let a(0) = (εaij ), b(0) = (εbij ) be as in Lemma 3.6, and (Φλ′ ,a,b, V ) be the Schnizer module
as in Theorem 3.3. We set uλ′ (0) = u(0, · · · , 0), and let Uεuλ′ (0) be the Uε-submodule of V
generated by uλ′ (0). Then we have
(i) Uεuλ′ (0) is a U
fin
ε -module.
(ii) Uεuλ′ (0) is isomorphic to L
fin
ε (λ) as U
fin
ε -module. That is, Uεuλ′ (0) is a finite dimen-
sional irreducible Ufinε -module of type 1 with highest weight λ.
Proof. (i) Since Φλ′ ,a,b : Uε −→ End(V ) is a homomorphism of C-algebra, (Φλ′ ,a,b(ei),
Φλ′ ,a,b(fi),Φλ′ ,a,b(t
±1
i )) satisfy the relations in Definition 2.1 in End(V ). On the other hand,
by Lemma 4.9 and Proposition 2.7,
(Φλ′ ,a,b(e
l
i))|Uεuλ′ (0)
= (Φλ′ ,a,b(f
l
i ))|Uεuλ′ (0)
= 0 (α ∈ ∆+),
(Φλ′ ,a,b(t
±2l
i ))|Uεuλ′ (0)
= 1 (i ∈ I).
Therefore, by Lemma 4.8, there exists a canonical homomorphism from Ufinε to End(Uεuλ′ (0)).
So we can regard Uεuλ′ (0) as U
fin
ε -module.
(ii)“Finite dimensionality” of Uεuλ′(0) is obvious. Uεuλ′ (0) is “type 1” by Lemma 4.9(ii)
and Proposition 2.7. So we shall prove the irreducibility of Uεuλ′ (0) and that the highest
weight of Uεuλ′ (0) is λ.
Irreducibility: We can also regard Ufinε as well-defined Q-graded algebra by the following
way (cf. Definition 2.5).
(Ufinε )d := {u+ J|u ∈ (Uε)d} (d ∈ Q),
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where J is the two-sided ideal as in Lemma 4.8. Hence
ei1 · · · eir ∈ (U
fin
ε )αi1+···+αir (i1, · · · , ir ∈ I).
On the other hand, by Proposition 4.7, if (Ufinε )d 6= 0 then
d ≤ (l − 1)
∑
β∈∆
β
for any d ∈ Q, where d ≥ d
′
⇔ d−d
′
∈ Q+. So, there exists r0 ∈ Z+ such that ei1ei2 · · · eir =
0 for any r ≥ r0 and i1, i2 · · · , ir ∈ I. Thus, for any nonzero U
fin
ε -submodule L of Uεuλ′ (0),
there exists a nonzero element v ∈ L such that eiv = 0 for any i ∈ I. Therefore, by the
uniqueness of primitive vector of Proposition 3.7, uλ′ (0) ∈ L. Hence L ⊇ U
fin
ε uλ′ (0) =
Uεuλ′ (0) ⊇ L.
Highest weight: By the definition of Lfinε (λ), there exists a unique nonzero element (up to
scalar multiplication) v ∈ Lfinε (λ) such that,
eiv = 0 tiv = ε
λi
i v for any i ∈ I,
where εi = ε
di(since g = sp(2n,C), (d1, · · · dn−1, dn) = (1, · · · 1, 2)). So we shall prove that
tiuλ′ (0) = ε
λiuλ′ (0) for any i ∈ I. By the explicit form of ti in Theorem 3.3, for any
i(1 ≤ i ≤ n− 2), we have
Tijuλ′ (0)
= (
j−1∏
k=1
z−1k,j−1z
2
kjz
−1
k,j+1z
−1
j+2,kz
2
j+1,kz
−1
jk )× (z
2
jjz
−1
j,j+1z
−1
j+2,jz
2
j+1,jz
−1
j+1,j+1z
−1
j+2,j+1ε
λ
′
j )uλ′ (0)
= εcj+λ
′
juλ′ (0),
where
cj =
j−1∑
k=1
(−bk,j−1 + 2bkj − bk,j+1 − bj+2,k + 2bj+1,k − bjk)
+(2bjj − bj,j+1 − bj+2,j + 2bj+1,j − bj+1,j+1 − bj+2,j+1)
=
j−1∑
k=1
{(bkj − bk,j−1)− (bk,j+1 − bkj)}+
j−1∑
k=1
{(bj+1,k − bj+2,k)− (bjk − bj+1,k)}
+(2bjj − bj,j+1 − bj+1,j+1) + 2(bj+1,j − bj+2,j) + (bj+2,j − bj+2,j+1)
=
j−1∑
k=1
(1− 1) +
j−1∑
k=1
(1− 1) + (2− 2− 1) + 2 + 1 = 2,
(since k ≤ j − 1, bk,j−1 = bkj − 1 = bk,j+1 − 2, bjk = bj+1,k + 1 = bj+2,k + 2). Hence,
tjuλ′ (0) = T
−1
1j uλ′ (0) = ε
−2−λ
′
juλ′ (0) = ε
λj
i uλ′ (0).
Similarly, we can prove the case of j = 1, n− 1, n.
By the similar manner to the proof of Theorem 4.10, we can also prove the following theo-
rems. (if g = so(2n+ 1,C) then (d1, · · · dn−1, dn) = (2, · · · , 2, 1), and if g = so(2n,C) then
(d1, · · · dn−1, dn) = (1, · · · , 1, 1)).
Theorem 4.11. Let g = so(2n+ 1,C) (n ≥ 3). For any λ = (λ1, · · · , λn) ∈ Z
n
l , we denote
λ
′
:= (λ
′
1, · · · , λ
′
n) ∈ Z
n by
λ
′
j := −2(λj − 2) (1 ≤ j ≤ n− 1), λ
′
n := −λn − 2.
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Let a(0) = (εaij ), b(0) = (εbij ) be in Lemma 3.8, and (Φλ′ ,a,b, V ) be the maximal cyclic
Uε-representation of Theorem 3.4. We set uλ′ (0) = u(0, · · · , 0). Let Uεuλ′ (0) be the Uε-
submodule of V generated by uλ′ (0). Then we have
(i) Uεuλ′ (0) is a U
fin
ε -module.
(ii) Uεuλ′ (0) is isomorphic to L
fin
ε (λ) as U
fin
ε -module. That is, Uεuλ′ (0) is a finite dimen-
sional irreducible Ufinε -module of type 1 with highest weight λ.
Theorem 4.12. Let g = so(2n,C) (n ≥ 4). For any λ = (λ1, · · · , λn) ∈ Z
n
l , we denote
λ
′
:= (λ
′
1, · · · , λ
′
n) ∈ Z
n by
λ
′
j := −λj − 2 (1 ≤ j ≤ n).
Let a(0) = (εaij ), b(0) = (εbij ) be in Lemma 3.10, and (Φλ′ ,a,b, V ) be the maximal cyclic Uε-
representation Theorem 3.5. We set uλ′ (0) = u(0, · · · , 0). Let Uεuλ′ (0) be the Uε-submodule
of V generated by uλ′ (0). Then we have
(i) Uεuλ′ (0) is a U
fin
ε -module.
(ii) Uεuλ′ (0) is isomorphic to L
fin
ε (λ) as U
fin
ε -module. That is, Uεuλ′ (0) is a finite dimen-
sional irreducible Ufinε -module of type 1 with highest weight λ.
Comment: We expect that we can treat infinitesimal Verma modules for orthogonal
and symplectic cases by the similar way to [10].
5 Proof of Lemma 4.9(iii)
5.1 Case of λ = (l − 1, · · · , l − 1)
In this subsection we shall show Lemma 4.9 (iii) for the special case :λ = (l − 1, · · · , l− 1).
For any λ ∈ Znl , we denote the Uε(g)-module corresponding to the representation
(Φa(0),b(0),λ′ , V ) by V (λ) (a
(0), b(0) as in Lemma 3.6, 3.8, 3.10 and λ
′
as in Theorem 4.10,
4.11, 4.12.). We obtain the following lemma by the similar way to the proof of Lemma 3.6.
Lemma 5.1. For g = sp(2n,C), the actions of fi on V (λ) are given by the following
formula. For any m = (mi,j)
n
i,j=1 ∈M ,
fju(m) =
j∑
i−1
vmi,j
where
vmi,j = [mi,j −mi,j+1 −mj+2,i + 2mj+1,i −mj,i + µ
m
i+1,j ]u(m+ εi,j)
+[mj+1,i −mj,i + µ
m
i+1,j ]u(m+ εj+1,i) (1 ≤ i < j ≤ n− 2),
vmi,n−1 = [mi,n−1 − 2mi,n + 2mn,i −mn−1,i + µ
m
i+1,n−1]u(m+ εi,n−1)
+[mn,i −mn−1,i + µ
m
i+1,n−1]u(m+ εn,i) (1 ≤ i < n− 1),
vmi,n = [mi,n −mn,i + µ
m
i+1,n]ε2u(m+ εi,n) (1 ≤ i < n),
vmi,i = [mi,i −mi,i+1 −mi+2,i + 2mi+1,i −mi+1,i+1 −mi+2,i+1 − λi]u(m+ εi,i)
+[mi+1,i −mi+1,i+1 −mi+2,i+1 − λi]u(m+ εj+1,i) (1 ≤ i < n− 1),
vmn−1,n−1 = [mn−1,n−1 − 2mn−1,n + 2mn,n−1 − 2mn,n − λn−1]u(m+ εn−1,n−1)
+[mn,n−1 − 2mn,n − λn−1]u(m+ εn,n−1),
vmn,n = [mn,n − λn]ε2u(m+ εn,n),
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and
µi,j =
j∑
k=i
νmk,j (1 ≤ i ≤ j ≤ n),
where
νmi,j = −mi,j−1 + 2mi,j −mi,j+1 −mj+2,i + 2mj+1,i −mj,i (1 ≤ i < j < n− 1),
νmi,n−1 = −mi,n−2 + 2mi,n−1 − 2mi,n − 2mn,i −mn−1,i (1 ≤ i < n− 1),
νmi,n = −mi,n−1 + 2mi,n −mn,i (1 ≤ i < n),
νmi,i = 2mi,i −mi,i+1 −mi+2,i + 2mi+1,i −mi+1,i+1 −mi+2,i+1 − λi (1 ≤ i < n− 1),
νmn−1,n−1 = 2mn−1,n−1 − 2mn−1,n − 2mn,n−1 − 2mn,n − λn−1,
νmn,n = 2mn,n − λn.
Note that we can easily obtain the similar results for g = so(m,C) (m = 2n, 2n+ 1).
For λ = (λ1, · · · , λn) ∈ Z
n
l , in case g = sp(2n,C), we define m
λ = (mλi,j)
n
i,j=1 ∈M by
mλi,i = λi (1 ≤ i ≤ n),
mλi,j = λi + · · ·+ λj (1 ≤ i < j ≤ n),
mλj,i = λi + · · ·+ λj−1 + 2λj + · · ·+ 2λn (1 ≤ i < j ≤ n).
Obviously,
mλi,j+1 −m
λ
i,j = λj+1 (1 ≤ i ≤ j < n),
mλn,i −m
λ
i,n = λn (1 ≤ i < n), (5.1)
mλj,i −m
λ
j+1,i = λj (1 ≤ i ≤ j < n− 1).
Similarly, for λ = (λ1, · · · , λn) ∈ Z
n
l , in case g = so(2n+1,C), we define m
λ = (mλi,j)
n
i,j=1 ∈
M by
mλi,i := λi (1 ≤ i ≤ n),
mλi,j := λi + · · ·+ λj (1 ≤ i < j ≤ n− 1),
mλi,n := 2λi + · · ·+ 2λn−1 + λn (1 ≤ i ≤ n− 1),
mλj,i := λi + · · ·+ λj−1 + 2λj + · · ·+ 2λn−1 + λn (1 ≤ i < j ≤ n− 1),
mλn,i := λi + · · ·+ λn (1 ≤ i ≤ n− 1),
and in case g = so(2n,C), we define mλ = (mλi,j)
n
1≤i≤n−1,1≤j≤n ∈M by
mλi,i := λi (1 ≤ i ≤ n− 1),
mλn−1,n := λn,
mλi,j := λi + · · ·+ λj (1 ≤ i < j ≤ n− 2),
mλi,n−1 := λi + · · ·+ λn−2 + λn (1 ≤ i ≤ n− 2),
mλi,n := λi + · · ·+ λn−2 + λn−1 (1 ≤ i ≤ n− 2),
mλj,i := λi + · · ·+ λj−1 + 2λj + · · ·+ 2λn−2 + λn−1 + λn (1 ≤ i < j ≤ n− 2),
mλn−1,i := λi + · · ·+ λn (1 ≤ i ≤ n− 2).
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Lemma 5.2. (i) For any λ ∈ Znl and α ∈ ∆+, we have fαu(m
λ) = 0 in V (λ).
(ii) Set λ0 = (l − 1, · · · , l − 1) ∈ Z
n
l . For any α ∈ ∆+ and v ∈ V (λ0), write
fαv =
∑
m∈M
cα(m)u(m) (cα(m) ∈ C).
Then cα(0) = 0, i.e. the vector u(0) never occurs in fαv.
Proof. We only show for g = sp(2n,C). The other cases are show similarly. By Propo-
sition 2.6, fα ∈ U
−
ε ∩ (Uε)α. So, it is enough to prove the case of α = αi(i ∈ I).
(i) For any 1 ≤ i < j < n− 1, by Lemma 5.1 and (5.1),
νmλi,j = −m
λ
i,j−1 + 2m
λ
i,j −m
λ
i,j+1 −m
λ
j+2,i + 2m
λ
j+1,i −m
λ
j,i
= (mλi,j −m
λ
i,j−1)− (m
λ
i,j+1 −m
λ
i,j) + (m
λ
j+1,i −m
λ
j+2,i)− (m
λ
j,i −m
λ
j+1,i)
= λj − λj+1 + λj+1 − λj = 0.
Similarly, we obtain
νmλi,n−1 = 0 (1 ≤ i < n− 1), ν
mλ
i,n = 0 (1 ≤ i < n).
Further, for any 1 ≤ i < n− 1,
νmλi,i = 2m
λ
i,i −m
λ
i,i+1 −m
λ
i+1,i+1 − λi −m
λ
i+2,i + 2m
λ
i+1,i −m
λ
i+2,i+1
= 2λi − (λi + λi+1)− λi+1 − λi − (λi + λi+1 + 2λi+2 + · · · 2λn)
+2(λi + 2λi+1 + 2λi+2 + · · · 2λn)− (λi+1 + 2λi+2 + · · · 2λn)
= λi
Similarly, we obtain
νmλn−1,n−1 = λn−1, ν
mλ
n,n = λn.
Thus, it follows from Lemma 5.1 that for any 1 ≤ i, j ≤ n,
µm
λ
i,j =
j∑
k=i
νm
λ
k,j = ν
mλ
j,j = λj .
Hence, for any 1 ≤ i < j < n− 1,
vm
λ
i,j = [−(m
λ
i,j+1 −m
λ
i,j) + (m
λ
j+1,i −m
λ
j+2,i)− (m
λ
j,i −m
λ
j+1,i)− µ
mλ
i+1,j ]u(m
λ + εi,j)
+[−(mλj,i −mj+1,i)− µ
mλ
i+1,j ]u(m
λ + εj+1,i)
= [−λj+1 + λj+1 − λj + λj ]u(m
λ + εi,j) + [−λj + λj ]u(m
λ + εj+1,i) = 0.
Similarly, we obtain
vm
λ
i,j = 0 (1 ≤ i ≤ j ≤ n).
Therefore, by Lemma 5.1, for any j ∈ I we have fju(m
λ) =
∑j
i=1 v
mλ
i,j = 0.
(ii) For any λ ∈ Znl , v =
∑
m∈M c(m)u(m) ∈ V (λ), by Lemma 5.1,
fjv =
∑
m∈M
c(m)(
j∑
i=1
vmi,j) =
j∑
i=1
(
∑
m∈M
c(m)vmi,j) (j ∈ I).
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Since for any 1 ≤ i < j < n − 1, mi,j does not appear in µ
m
i+1,j and (i, j) 6= (i, j + 1), (j +
2, i), (j + 1, i), (j, i), we have
∑
m∈M
c(m)vmi,j =
∑
m∈M
c(m)[mi,j −mi,j+1 −mj+2,i + 2mj+1,i −mj,i + µ
m
i+1,j ]u(m+ εi,j)
=
∑
m∈M
c(m− εi,j)[(mi,j − 1)−mi,j+1 −mj+2,i + 2mj+1,i −mj,i + µ
m
i+1,j ]u(m)
If m ≡ 0, we have µmi+1,j = −λj . Thus, we obtain that the coefficient of u(0) is equal to:
c(−εi,j)[−1− λj ].
Hence, if λ = (l−1, · · · , l−1), then this is 0. Similarly, we obtain that u(0) does not appear
in
∑
m∈M c(m)v
m
i,j for all other i, j ∈ I. So the coefficient of u(0) in fjv is equal to 0.
Lemma 5.3. We have f lαu(0) = 0 in V (λ0) (λ0 = (l − 1, · · · , l − 1)) for any α ∈ ∆+.
Proof. By Proposition 2.7, for any α ∈ ∆+, f
l
α is a central element of Uε. Thus,
ei(f
l
αu(0)) = f
l
α(eiu(0)) = 0 (i ∈ I).
So, f lαu(0) is a primitive vector. Therefore, by the uniqueness of primitive vector (see
Proposition 3.7), f lαu(0) ∈ Cu(0).
On the other hand, by Lemma 5.2(ii), the coefficient of u(0) in f lαu(0) is 0. Hence f
l
αu(0) =
0.
5.2 Proof of el
α
= 0 on V (λ)
Definition 5.4. Let λ = (λ1, · · · , λn) ∈ Z
n
l , Iλ be the left ideal of Uε generated by {ei, ti−
ελii , f
l
α | i ∈ I, α ∈ ∆+}. We set M(λ) := Uε/Iλ.
Proposition 5.5. ([1] Proposition 3.2, Corollary 3.2(b))
(i) If λ = (l − 1, · · · , l − 1), then M(λ) is an irreducible Uε-module.
(ii) For any λ ∈ Znl , dimM(λ) = l
n2 (= dimV (λ)).
Proposition 5.6. For λ = (l − 1, · · · , l − 1), M(λ) ∼= V (λ) (as Uε-module).
Proof. By Lemma 5.3 and the property of u(0), we have
eiu(0) = 0, tiu(0) = ε
λi
i u(0), f
l
αu(0) = 0 (i ∈ I, α ∈ ∆+).
So, by the universality of M(λ), there exists an Uε-module homomorphism φ : M(λ) −→
V (λ) such that φ(1 + Iλ) = u(0). By Proposition 5.5(i), M(λ) is an irreducible Uε-module
if λ = (l − 1, · · · , l − 1), and φ 6≡ 0. Hence φ is injective.
On the other hand, by Proposition 5.5(ii), dimM(λ) = dimV (λ). Thus φ is surjective.
Therefore φ is an isomorphism of Uε-module.
Lemma 5.7. For any λ ∈ Znl and α ∈ ∆+, e
l
α = 0 on V (λ).
Proof. By Proposition 5.6, Proposition 5.5(i), V (l − 1, · · · , l − 1) is an irreducible Uε-
module and then we have Uεu(0) = V (l − 1, · · · , l − 1). Thus,
elαV (l − 1, · · · , l − 1) = e
l
α(Uεu(0)) = Uε(e
l
αu(0)) = {0}.
Hence elα = 0 on V (l − 1, · · · , l − 1). Due to Lemma 3.6 we know that the actions of ei on
V (λ) do not depend on λ. Therefore, for any λ ∈ Znl , e
l
α = 0 on V (λ).
28
5.3 General case
Lemma 5.8. For any λ ∈ Znl and v ∈ V (λ)(v 6= 0), there exists u
+ ∈ U+ε such that
u+v = u(0).
Proof. By Lemma 5.7, we can regard V (λ) as a (Ufinε )
+-module. (see proof of Lemma
4.8). So, by the similar manner to the proof of Theorem 4.10(ii), we can take u+ ∈ U+ε
such that u+v is a nonzero primitive vector. Therefore, by the uniqueness of the primitive
vector, we have u+v ∈ C×u(0).
Proof of Lemma 4.9(iii). Let us show that for any λ ∈ Znl and α ∈ ∆+, f
l
αu(0) = 0 in
V (λ). By Lemma 5.8, there exists u+ ∈ U+ε such that u
+u(mλ) = u(0). Since fαu(m
λ) = 0
by Lemma 5.2(i),
f lαu(0) = fα(u
+u(mλ)) = u+(f lαu(m
λ)) = 0
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