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New approach to Bayesian high-dimensional
linear regression
Shirin Jalali, Arian Maleki
Abstract
Consider the problem of estimating parameters Xn ∈ Rn, generated by a stationary process, from m response
variables Y m = AXn + Zm, under the assumption that the distribution of Xn is known. This is the most general
version of the Bayesian linear regression problem. The lack of computationally feasible algorithms that can employ
generic prior distributions and provide a good estimate of Xn has limited the set of distributions researchers use to
model the data. In this paper, a new scheme called Q-MAP is proposed. The new method has the following properties:
(i) It has similarities to the popular MAP estimation under the noiseless setting. (ii) In the noiseless setting, it achieves
the “asymptotically optimal performance” when Xn has independent and identically distributed components. (iii) It
scales favorably with the dimensions of the problem and therefore is applicable to high-dimensional setups. (iv) The
solution of the Q-MAP optimization can be found via a proposed iterative algorithm which is provably robust to the
error (noise) in the response variables.
I. INTRODUCTION
A. Motivation
Consider the problem of linear regression under the Bayesian setup; The parameter vector of length n denoted
by Xn is generated by a stationary stochastic process X = {Xi}∞1 , whose distribution is known. The goal is to
estimate Xn from m < n response variables of the form Y m = AXn + Zm, where A ∈ Rm×n and Zm ∈ Rm
denote the design matrix and the noise vector, respectively. (The case of m ≥ n is also of interest and is valid
under our model.) In order to solve this problem, there are two fundamental questions that can be raised and are
studied in this paper:
1) How should we use the distribution of Xn to obtain an efficient estimator? In order to answer this question,
there are two main criteria that should be taken into account: (i) computational complexity: how efficiently can
the estimate be computed? (ii) accuracy: how well does the estimator perform? If we ignore the computational
complexity constraint, then the answer to our first question is simple. An optimal Bayes estimator seeks to
minimize the Bayes risk defined as E[ℓ(Xˆn, Xn)], where ℓ : Rn × Rn → R+ denotes the considered loss
function. For instance, ℓ(xn, xˆn) = ‖xn− xˆn‖22 leads to the minimum mean square error (MMSE) estimator.
2However, the computational complexity of calculating the MMSE estimation for generic distributions is very
high.
2) Can the performance of the estimator be analyzed in high-dimensional settings? The answer to this question
is also complicated. Even the performance analysis of standard estimators such as the MMSE estimator is
challenging. In fact, even if we assume that X is an independent and identically distributed process, the
analysis is still complicated and heuristic tools such as replica method from statistical physics have been
employed to achieve this goal.
In response to the above two questions we propose an optimization problem, which we refer to as quantized
maximum a posteriori (Q-MAP). We then show how this optimization problem can be analyzed and solved. Before
presenting the Q-MAP optimization, we review some required notations.
B. Notation
Calligraphic letters such as X and Y denote sets. The size of a set X is denoted by |X |. Given vector
(v1, v2, . . . , vn) ∈ Rn and integers i, j ∈ {1, . . . , n}, where i ≤ j, vji , (vi, vi+1, . . . , vj). For simplicity vj1
and vjj are denoted by v
j and vj , respectively. For two vectors u
n and vn, both in Rn, let 〈un, vn〉 denote their
inner product defined as 〈un, vn〉 ,∑ni=1 uivi. The all-zero and all-one vectors of length n are denoted by 0n and
1n, respectively.
Uppercase letters such as X and Y denote random variables. The alphabet of a random variable X is denoted
by X . The entropy [1] of a finite-alphabet random variable U with probability mass function (pmf) p(u), u ∈ U , is
defined as H(U) = −∑u∈U p(u) log p(u). Given finite-alphabet random variables U and V with joint pmf p(u, v),
(u, v) ∈ U × V , the conditional entropy of U given V is defined as H(U |V ) = −∑(u,v)∈U×V p(u, v) log p(u|v).
Matrices are also denoted by uppercase letters such as A and B and are differentiated from random variables by
context. Throughout the paper log and ln refer to logarithm in base 2 and the natural logarithm, respectively.
For x ∈ R, ⌊x⌋ denotes the largest integer smaller than x. Therefore, 0 ≤ x − ⌊x⌋ < 1, for all x. The b-bit
quantized version of x is denoted by [x]b and is defined as
[x]b , ⌊x⌋+
b∑
i=1
2−iai, (1)
where for all i, ai ∈ {0, 1}, and 0.a1a2 . . . denotes the binary representation of x − ⌊x⌋. For a vector xn ∈ Rn,
[xn]b , ([x1]b, . . . , [xn]b).
Consider a vector un ∈ Un, where |U| < ∞. The (k + 1)th order empirical distribution of un is denoted by
3pˆ(k+1), and is defined as follows: for any ak+1 ∈ Uk+1,
pˆ(k+1)(ak+1|un) , |{i : u
i
i−k = a
k+1, k + 1 ≤ i ≤ n}|
n− k
=
1
n− k
n∑
i=k+1
1ui
i−k
=ak+1 , (2)
where 1E denotes the indicator function of event E .
C. Contributions
Consider the stochastic process X = {Xi}∞i=1 discussed earlier. Let Xi ∈ X , for all i. Assume that X is a
bounded subset of R. Define the b-bit quantized version of X as
Xb , {[x]b : x ∈ X}. (3)
Note that if X is a bounded set, then Xb is a finite set, i.e., |Xb| < ∞. The Q-MAP optimization estimates Xn
from Y m = AXn + Zm, by solving the following optimization:
Xˆn = argmin
un∈Xn
b
‖Aun − Y m‖2
subject to
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) ≤ γn, (4)
where γn is a number that may depend on n and the distribution of X, and the non-negative weights (wak+1 :
ak+1 ∈ X k+1b ) are defined as a function of the probability distribution of the stochastic process X as:
wak+1 , log
1
P([Xk+1]b = ak+1|[Xk]b = ak) . (5)
Note that b, k and γn are three parameters that have to be set properly. Proper choices for these three parameters
will be described in our analysis.
Note that minimizing ‖Aun−Y m‖2 is natural since we would like to obtain a parameter vector that matches the
response variables. However, with no constraint on potential solution vectors the estimate will suffer from overfitting
(unless m is much larger than n). Hence, some constraints should be imposed on the set of potential solutions. In
Q-MAP optimization, this constraint requires a potential solution un ∈ Xnn to satisfy
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) ≤ γn. (6)
As it will be described later, the function
cw(u
n) ,
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) (7)
4is a measure of “complexity” of the sequences in Xnb . For instance, as will be shown later in Section III-A, for an
independent identically distributed (i.i.d.) process X with Xi ∼ (1−p)δ0+pfc, where p ∈ (0, 1), δ0 denotes a point
mass at zero, and fc denotes an absolutely continuous distribution over a bounded set, the bound cw(u
n) ≤ γn
with k = 0 simplifies to a bound on the ℓ0-norm of sequence u
n. Hence, intuitively-speaking, the constraint
cw(u
n) ≤ γn ensures that the Q-MAP optimization only considers “low-complexity” sequences that comply with
the known source model. There are two other features of the above optimization that are worth more emphasis and
clarification at this point:
1) Quantized reconstructions: While the parameter vector Xn and the response variables Y m are typically real
valued, the estimate produced by the Q-MAP optimization lies in the quantized space Xnb . The motivation for
this quantization will be explained later, but in a nutshell, this step helps both the theoretical analysis and also
the implementation of the optimization. Note that given the fact that the distributions are generic distributions,
even storing the source model in a computer requires some type of quantization. Also, in certain applications
we would like to learn the source distribution from a data-base. Again in those cases, quantization may be a
natural step as it is done in the evaluation of histograms.
2) Memory parameter (k): again both for the convenience of the theoretical analysis and also for the ease of
implementation, only dependencies captured by the (k + 1)-th order probability distribution of the process
X are taken into account in the Q-MAP optimization. This memory parameter is an arbitrary free parameter
that can be selected based on the source distribution. As shown later, for instance, in the noiseless setting,
for an i.i.d. process, k = 0 is enough to achieve the fundamental limits in terms of the minimum number of
response variables.
While the Q-MAP optimization provides a new approach to Bayesian compressed sensing, it is still not an easy
optimization problem. For instance, for the i.i.d. distribution mentioned earlier (1−p)δ0+pfc, the constraint becomes
equivalent to having an upper bound on ‖un‖0. This is similar to the notoriously difficult optimal variable selection
problem. Hence, despite the fact that the Q-MAP optimization problems appear simpler than other estimators such
as MMSE, it in fact can still be computationally infeasible. However, inspired by the projected gradient descent
(PGD) method in convex optimization, we propose the following algorithm to solve the Q-MAP optimization.
Define
Fo ,
{
un ∈ Xnb :
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) ≤ γn
}
. (8)
Note that the set Fo depends on quantization level b, memory parameter k, weights {wak+1}ak+1∈X k+1
b
and also
parameter γn. For simplicity, these dependencies are not explicitly shown in the expression of Fo as Fo(b, k,
{wak+1}ak+1∈X k+1
b
, γn).
5The PGD algorithm generates a sequence of estimates Xˆn(t), t = 0, 1, . . . of the sequence Xn. It starts by
setting Xˆn(0) = 0n, and proceeds by updating Xˆn(t), its estimate at time t, as follows
Sn(t+ 1) = Xˆn(t) + µAT (Y m −AXˆn(t))
Xˆn(t+ 1) = argmin
un∈Fo
‖un − Sn(t+ 1)‖ , (9)
where µ denotes the step-size and ensures that the algorithm does not diverge to infinity. Intuitively, the above
procedure, at each step, moves the current estimate towards the Axn = Y m hyperplane and then projects the new
estimate to the set of low-complexity vectors. As will be discussed later, when m is large enough, in the noiseless
setting, the estimates provided by the PGD algorithm converge to Xn, with high probability.
The challenging step in running the PGD method is the projection step, which requires finding the closest point
to Sn(t + 1) in Fo. For some special distributions such as sparse or piecewise-constant discussed in Section III,
the corresponding set Fo has a special form that simplifies the projection considerably. In general, while projection
to a non-convex discrete set can be complicated, as we will discuss in Section VI-B, we believe that because of
the special structure of the set Fo, a dynamic programming approach can be used for performing this projection.
More specifically, we will explain how a Viterbi algorithm [2] with 2bk states and n stages can be used for this
purpose. Hence, the complexity of the proposed method for doing the projection task required by the PGD grows
linearly in n, but exponentially in kb. We expect that for “structured distributions” the scaling with b and k can be
improved much beyond this. We will describe our intuition in Section VI-B, but leave the formal exploration of
this direction to future research.
The main question we have not addressed yet is how well the Q-MAP optimization and the proposed PGD method
perform. In the next few paragraphs, we informally state our main results. The upper information dimension of a
stationery process, defined as [3], plays a key role in our analysis. The k-th order upper information dimension of
stationary process X is defined as
d¯k(X) , lim sup
b→∞
H([Xk+1]b|[Xk]b)
b
, (10)
where H([Xk+1]b|[Xk]b) denotes the conditional entropy of [Xk+1]b given [Xk]b. Similarly, the lower k-th order
upper information dimension of X is defined as
dk(X) , lim inf
b→∞
H([Xk+1]b|[Xk]b)
b
. (11)
If d¯k(X) = dk(X), then the k-th order information dimension of processX is defined as dk(X) = d¯k(X) = dk(X).
For k = 0, d¯k(X) (dk(X)) is equal to the upper (lower) Re´nyi information dimension of X1 [4], which is a well-
known measure of complexity for random variables or random vectors. Also, it can be proved that for all stationary
6sources with H(⌊X1⌋), d¯k(X) ≤ 1 and dk(X) ≤ 1 [3].
To gain some insight on these defenitions, consider an i.i.d. process X with X1 ∼ (1 − p)δ0(x) + pUnif(0, 1),
where Unif denotes a uniform distribution. This is called the spike and slab prior [5]. It can be proved that for this
process d0(X) = d¯0(X) = d0(X) = p [4]. For general stationary sources with infinite memory, the limit of d¯k(X)
as k grows to infinity is defined as the upper information dimension of the process X and is denoted by d¯o(X).
As argued in [3], the information dimension of a process measures the “complexity” or the “structure” present in
a process. Based on these definitions and concepts, we state our results in the following. The exposition of our
results is informal and lacks many details. All the details will be clarified later in the paper.
Informal result 1. Consider the noiseless setting (Zm = 0m), and assume that the elements of the desgin
matrix A are i.i.d. Gaussian. Further assume that the process X satisfies certain mixing conditions, and for a fixed
k, mn > d¯k(X). Then, asymptotically, for a proper quantization level which grows with n, the Q-MAP optimization
recovers Xn with high probability.
There is an interesting feature of this result that we would like to emphasize here: (i) If d¯k(X) is strictly smaller
than 1, then we can estimate Xn accurately, from m < n response variables. In fact the smaller d¯k(X), the less
response variables are required. In particular, we can consider the spike and slab prior we discussed before that
corresponds to sparse parameter vectors that are studied in the literature [6], [7]. For this prior d¯0(X) = p. Hence,
as long as m > np, asymptotically, the estimate of Q-MAP with k = 0 will be accurate. Note that np is in fact
the expected number of non-zero elements in β.
We believe that even an MMSE estimator that employs only the kth order distribution of the source cannot
recover with a smaller number of response variables. We present some examples that confirm our claim, however
the optimality of the result we obtain above is an open question that we leave for future research. Note that the above
result is for Q-MAP that is still computationally complicated. Our next result is about our PGD-based algorithm.
Informal result 2. Consider again the noiseless setting, and assume that the elements of A are i.i.d. Gaussian.
If the process X satisfies certain mixing conditions, and mn > 10bd¯k(X), where k is a fixed parameter, then the
estimates derived by the PGD algorithm, with high probability, converge to Xn. We will also characterize the
convergence rate of the PGD-based algorithm and its performance in the presence of an additive white Gaussian
noise (AWGN).
Compared to Informal Result 1, the number of response variables required in Informal Result 2 is a factor 10b
higher. As we will discuss later we let b grow as in O(log logn), and hence the difference between Informal Result
1 and Informal Result 2 is not substantial.
7D. Related work and discussion
Bayesian linear regression has been a topic of extensive research in the past fifty years [5], [8]–[18]. In all
these papers Xn is considered as a random vector whose distribution is known. However, often simple models are
considered for the distribution of Xn to simplify either the posterior calculations or to apply Markov chain Monte
Carlo methods such as Gibbs sampling. This paper considers a different scenario. We ignore the computational
issues at first and consider an arbitrary distribution for Xn. This is in particular useful for applications in which
complicated prior can be learned. (For instance, one might have access to a large database that has many different
draws of process X.) We then present an optimization for estimating Xn and prove the optimality of this approach
under some conditions. This approach let us avoid the limitations that are imposed by posterior calculations. On the
other hand, one main advantage of having posterior distributions is that they can be used in calculating confidence
intervals. Exploring confidence intervals and related topics remains an open question for future research.
Our theoretical analyses are inspired by the recent surge of interest toward understanding the high-dimensional
linear regression problem [6], [7], [19]–[22]. In this front, there has been very limited work on the theoretical
analysis of the Bayesian recovery algorithms, especially beyond memoryless sources. Two of the main tools that
have been used for this purpose are the replica method [23] and state evolution [24]. Both methods have been
employed to analyze the asymptotic performance of MMSE and MAP estimators under the asymptotic setting
where m,n → ∞, while m/n is fixed. They both have some limitations. For instance, replica-based methods are
not fully rigorous. Moreover, while they work well for i.i.d. sequences, it is not clear how they can be applied to
sources with memory. The state evolution framework suffers from similar issues. Our paper presents the first result
in this direction for processes with memory.
E. Organization of the paper
The organization of the paper is as follows. The Q-MAP estimator is developed in Section II, and in Section III
it is simplified for some simple distributions and shown to have connections to some well-known algorithms. In
Section IV, two classes of stochastic processes are studied. The empirical distributions of the quantized versions of
processes in each class have exponential convergence rates. The performance of the Q-MAP estimator is studied
in Section V. An iterative method based on PGD is proposed and studied in VI. Section VII presents the proofs of
the main results of the paper, and finally Section VIII concludes the paper.
II. QUANTIZED MAP ESTIMATOR
Consider Xn generated by a stationary process X. Assume that there is no noise in the response variables,
i.e., Y m = AXn. The goal is to estimate Xn from Y m and A. Since there is no noise, we can employ a MAP
8estimator that finds the most likely parameter vector for response variables Y m. Instead of solving the original
MAP estimator, we consider finding the most probable sequence in the quantized space Xnb . That is,
maximize P([Xn]b = u
n)
subject to un ∈ Xnb ,
[xn]b = u
n,
Axn = Y m, (12)
where P denotes the law of process X. Note that when the source distribution does not have a specific parametric
form, for implementation purposes, one should use quantization. Hence, quantization can be considered as a natural
step in implementation.
We further simplify the formulation in (12) to make it more amenable to both analysis and implementation. Note
that if Axn = Y m, and |xi − ui| ≤ 2−b, for all i, then
‖Aun − Y m‖22 ≤ (σmax(A))2‖xn − un‖2
≤ 2−2bn2(σmax(A))2, (13)
where σmax(A) denotes the maximum singular value of the design matrix A. This provides an upper bound on
1
n2 ‖A[xn]b − Y m‖22 in terms of σmax(A) and b. In other words, since un is a quantized version of xn, and
Axn = Y m, ‖Aun − Y m‖22 is also expected to be small.
In order to further simplify (13), we focus on the other term in (13), i.e., − log P([Xn]b = un). Assume that the
process X is such that P([Xn]b = u
n) can be factored as
P([Xn]b = u
n) = P([Xk]b = u
k)
n∏
i=k+1
P([Xi]b = ui|[X i−1i−k ]b = ui−1i−k), (14)
for some finite k. In other words, the b-bit quantized version of X is a Markov process of order k. Then define
coefficients (wak+1 : a
k+1 ∈ X k+1b ) according to (5). This assumption simplifies the term − logP([Xn]b = un)
9in the following way:
− log P([Xn]b = un)
= − logP([Xk]b = uk)−
n∑
i=k+1
log P([Xi]b = ui|[X i−1i−k ]b = ui−1i−k)
= − logP([Xk]b = uk)
−
n∑
i=k+1
log P([Xi]b = ui|[X i−1i−k ]b = ui−1i−k)
∑
ak+1∈X k+1
b
1ui
i−k
=ak+1
= − logP([Xk]b = uk)
−
n∑
i=k+1
∑
ak+1∈X k+1
b
1ui
i−k
=ak+1 log P([Xi]b = ai|[X i−1i−k ]b = ai−1i−k)
= − logP([Xk]b = uk) +
n∑
i=k+1
∑
ak+1∈X k+1
b
wak+11ui
i−k
=ak+1
= − logP([Xk]b = uk) +
∑
ak+1∈X k+1
b
wak+1
n∑
i=k+1
1ui
i−k
=ak+1
= − logP([Xk]b = uk) + (n− k)
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un), (15)
where pˆ(k+1) is the (k+1)th order empirical distribution of un as defined in (2). Assuming k is much smaller than
n, and ignoring the negligible term of − log P([Xk]b = uk)/(n− k), instead of minimizing − log P([Xn]b = un),
subject to an upper bound on ‖Aun − Y m‖22, we consider the following optimization where the roles of the cost
and constraint functions are flipped
Xˆn = argmin
un∈Xn
b
‖Aun − Y m‖22
subject to
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) ≤ γ, (16)
or its Lagrangian form
Xˆn = argmin
un∈Xn
b
[ ∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) + λ
n2
‖Aun − Y m‖2
]
. (17)
The choice of parameters λ > 0 and γ is discussed later in our analysis. We refer to both (16) and (17) as quantized
MAP (Q-MAP) estimators.
Obtaining the Q-MAP estimator involved several approximation and relaxation steps. It is not clear how accurate
these approximations are, and what the performance of the ultimate algorithm is. Also, solving Q-MAP estimator
requires specifying parameters b and λ, which significantly affect the performance of the estimator. These questions
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are all answered in Section V. Before that, in the following section, we focus on two specific processes, which
are well-studied in the literature, and derive the Q-MAP formulation in each case. This will clarify some of the
properties of our Q-MAP formulation.
III. SPECIAL DISTRIBUTIONS
To get a better understanding of Q-MAP optimization described in (16) and (17) and especially the term
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un), (18)
in this section we study two special distributions and derive simpler statement for the Q-MAP optimization in each
case.
A. Independent and identically distributed sparse processes
One of the most popular models for sparse parameter vectors is the spike and slab prior [5]. Consider an
i.i.d. process X, such that Xi ∼ (1 − p)δ0 + pU[0,1]. Since the process is i.i.d., by setting k = 0 the optimization
stated in (16) can be simplified as
Xˆn = argmin
un∈Xn
b
:
∑
a∈Xb
wapˆ(1)(a|un)≤γ
‖Aun − Y m‖2, (19)
where
wa = log
1
P([X1]b = a1)
= log
1
(1− p)1a1=0 + p2−b
. (20)
Therefore,
∑
a∈Xb wapˆ
(1)(a|un) in (19) can be written as
∑
a∈Xb
wapˆ
(1)(a|un) =
∑
a∈Xb
wa
( 1
n
n∑
i=1
1ui=a
)
=
1
n
n∑
i=1
∑
a∈Xb
wa1ui=a
(a)
=
1
n
n∑
i=1
wui
= − 1
n
n∑
i=1
log((1− p)1ui=0 + p2−b)
= −pˆ(0|un) log((1− p) + p2−b)− (1− pˆ(0|un)) log(p2−b)
= pˆ(0|un) log p2
−b
(1− p) + p2−b − log(p2
−b), (21)
where (a) holds because
∑
a∈Xb wa1ui=a = wui . Since − log(p2−b) is constant, and since
αb , log
(1− p) + p2−b
p2−b
. (22)
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is positive, from (21), an upper bound on
∑
a∈Xb wapˆ
(1)(a|un) is in fact an upper bound on the ℓ0-norm of un
defined as
‖un‖0 , |{i : ui 6= 0}|. (23)
(Note that ‖un‖0 = (1 − pˆ(0|un))n.) Therefore, given these simplifications, (19) can be written as
Xˆn = argmin
un∈Xn
b
:‖un‖0≤γ′
‖Aun − Y m‖2 (24)
where γ′ is a function of γ, b and p.
B. Piecewise-constant processes
Another popular example is the piecewise-constant processes. (Refer to [25] for some applications of this model.)
As our second example, we introduce a first-order Markov process that can model piecewise-constant functions.
Conditioned on Xi = xi, Xi+1 is distributed as (1−p)δxi+pUnif [0,1]. In other words, at each time step, the Markov
chain either stays at its previous value or jumps to a new value, which is drawn from a uniform distribution over
[0, 1], independent of the past values. The jump process can be modeled as a Bern(p) process which is independent
of the past values of the Markov chain. Then, since the process has a memory of order one, (17) can be written as
Xˆn = argmin
un∈Xn
b
[ ∑
a2∈X 2
b
wa2 pˆ
(2)(a2|un) + λ
n2
‖Aun − Y m‖2
]
, (25)
where for a2 ∈ X 2b
wa2 = log
1
P([X2]b = a2|[X1]b = a1) . (26)
Given the Kernel of the Markov chain, we have
P([X2]b = a2|[X1]b = a1) = (1− p)1a2=a1 + p2−b. (27)
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Let NJ(u
n) denote the number of jumps in sequence un, i.e., NJ (u
n) =
∑n
i=2 1ui 6=ui−1 . Then, the first term in
the cost function in (16) can be rewritten as
∑
a2∈X 2
b
wa2 pˆ
(2)(a2|un)
=
1
n− 1
n∑
i=2
∑
a2∈Xb
wa21uii−1=a2 =
1
n− 1
n∑
i=2
wuii−1
=
1
n− 1
n∑
i=2
log((1− p)1ui=ui−1 + p2−b)
= −NJ(u
n)
n− 1 log(p2
−b)− (1 − NJ(u
n)
n− 1 ) log(1 − p+ p2
−b)
=
NJ(u
n)
n− 1 log
1− p+ p2−b
p2−b
− log(1− p+ p2−b). (28)
Inserting (28) in (29), it follows that
Xˆn = argmin
un∈Xn
b
[
αb(
NJ(u
n)
n− 1 ) +
λ
n2
‖Aun − Y m‖2
]
, (29)
where αb is defined in (22). Note that the term
NJ (u
n)
n−1 is counting the number of jumps in u
n which seems to be
a natural regularizer here.
IV. EXPONENTIAL CONVERGENCE RATES
Consider Xn and its quantized version [Xn]b generated by the stationary process X. In our theoretical analysis,
one of the main features required from the process X is that the empirical statistics derived from [Xn]b to converge,
asymptotically, to their expected values. In all our analysis we require this to hold even when b grows with n slowly
enough. Intuitively speaking, if this is not the case, we do not expect the Q-MAP estimator to be able to obtain a
good estimate of Xn. In the following two sections, we study two important classes of stochastic processes which
satisfy this property.
A. Ψ∗-mixing processes
The first class of processes that satisfy our requirements are Ψ∗-mixing processes. Consider a stationary process
X = {Xi}∞i=1. Let Fkj denote the σ-field of events generated by random variables Xkj , where j ≤ k. Define
ψ∗(g) = sup
P(A ∩ B)
P(A) P(B) , (30)
where the supremum is taken over all events A ∈ F j0 and B ∈ F∞j+g , where P (A) > 0 and P(B) > 0.
Definition 1. A stationary process X = {Xn}∞1 is called ψ∗-mixing, if ψ∗(g)→ 1, as g grows to infinity.
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There are many examples of Ψ∗-mixing processes. For instance, it is straightforward to check that any i.i.d. se-
quence or any moving average of an i.i.d. sequence (of finite order) is Ψ∗-mixing. Also, every finite-state Markov
chain is Ψ∗-mixing [26]. (For further information on Ψ∗-mixing processes the reader may refer to [27].)
As mentioned earlier, the advantage of Ψ∗-mixing processes is the fast convergence of their empirical distributions
to their expected values. This is captured by the following result from [3], which is a straightforward extension of
a similar result in [26] for finite-alphabet processes.
Theorem 1. Consider a Ψ∗-mixing process X = {Xi}∞i=1, and its b-bit quantized version Z = {Zi}∞i=1, where
Zi = [Xi]b and Z = Xb. Define measure µk, such that for ak ∈ Zk, µk(ak) = P(Zk = ak). Then, for any ǫ > 0,
and any b large enough, there exists g ∈ N, depending only on ǫ and function Ψ∗(g) defined in (30), such that for
any n > 6(k + g)/ǫ+ k,
P(‖pˆ(k)(·|Zn)− µk‖1 ≥ ǫ) ≤ 2cǫ2/8(k + g)n|Z|k2−
ncǫ2
8(k+g) , (31)
where c = 1/(2 ln2).
Note that the upper bound in (31) only depends on b through |Z| = |Xb|. Hence, if b = bn grows with n, it
should grow slowly enough, such that overall 2cǫ
2/8(k + g)n|Z|
k
2−
ncǫ2
8(k+g) still converges to zero, as n grows to
infinity. One example, which we also use in our results, is b = bn = ⌈r log logn⌉, r ≥ 1. For such choices of
bn, Theorem 1 guarantees that the empirical distribution derived from the quantized sequence remains close to its
expected value, with high probability.
B. Weak Ψ∗q-mixing Markov processes
Finite-alphabet Markov chains are known to be Ψ∗-mixing, and therefore their empirical distributions have
exponential convergence rates [28]. Continuous space Markov processes on the other hand are not Ψ∗-mixing in
general and hence we cannot use the results mentioned in the last section. However, for many of such processes,
it is still possible to show that the empirical distribution of their quantized version converges to its expected value,
even if the quantization level b grows with n, at a slow-enough rate. In this section, we show how this result can
be proved.
Consider an analog stationary stochastic process X = {Xi}, with alphabet X = [l, u], where l, u ∈ R. Let
process Z = {Zi} denote the b-bit quantized version of process X. That is, Zi = [Xi]b, and the alphabet of process
Z is Z = Xb = {[x]b : x ∈ Xb}. Also, let µ(b)k denote the distribution of Zk. That is, for any zk ∈ Zk,
µ
(b)
k (z
k) = P(Zk = zk) = P([Xk]b = z
k). (32)
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The following lemma proves that if the process X has a property analogous to being Ψ∗-mixing, then potentially
it has exponential convergence rates.
Lemma 1. Suppose that the stationary process X is such that there exists a function Ψ : N × N → R+, which
satisfies the following. For any (b, g, ℓ1, ℓ2) ∈ N4, uℓ1 ∈ Zℓ1 , and vℓ2 ∈ Zℓ2:
P(Zℓ1 = uℓ1 , Zℓ1+g+ℓ2ℓ1+g+1 = v
ℓ2) ≤ P(Zℓ1 = uℓ1) P(Zℓ1+g+ℓ2ℓ1+g+1 = vℓ2)Ψ(b, g), (33)
where b denotes the quantization level of process Z. Then for any given ǫ > 0, for any positive integers k and g
such that 4(k + g)/(n− k) < ǫ,
P(‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≥ ǫ) ≤ (k + g)Ψt(b, g)(t+ 1)|Z|
k
2−cǫ
2t/4. (34)
where t = ⌊n−k+1k+g ⌋ and c = 1/(2 ln 2).
The proof is presented in Section VII-C. Note that if the process is Ψ∗-mixing then it is straightforward to
confirm the existence of Ψ˜(g) that satisfies
P(Zℓ1 = uℓ1 , Zℓ1+g+ℓ2ℓ1+g+1 = v
ℓ2) ≤ P(Zℓ1 = uℓ1) P(Zℓ1+g+ℓ2ℓ1+g+1 = vℓ2)Ψ˜(g). (35)
However, in this section, we are interested in processes that are not necessarily Ψ∗-mixing. Lemma 1 allows us to
prove the convergence of the empirical distributions for many such processes. To justify our claims, we focus on the
class of Markov processes. For notational simplicity we focus on first order Markov processes. It is straightforward
to extend these results to higher order Markov processes as well.
Let X denote a first-order stationary Markov process with Kernel function K : (X , 2X ) → R+ and stationary
distribution π : 2X → R+. (Here 2X denotes the set of subsets of X .) In other words, for any x ∈ X and any
measurable subset of X ,
K(x,A) = P(X2 ∈ A|X1 = x), (36)
and
π(A) = P(X1 ∈ A). (37)
Also, for g ∈ N+,
Kg(x,A) = P(X1+g ∈ A|X1 = x). (38)
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Clearly kg can be evaluated from function K . Finally, with a slight overloading of notation, for x ∈ X and z ∈ Xb,
π(z) = P([X1]b = z), (39)
and
K(x, z) = P([X2]b = z|X1 = x), (40)
Similarly, for g ∈ N+, Kg(x, z) = P([X1+g]b = z|X1 = x). Again, with another slight overloading of notation,
for x ∈ X , and wl+1 ∈ Z l+1,
π(wl+12 |x) = P([X l+12 ]b = wl+12 |X1 = x), (41)
and
π(wl|w0) = P([X l+12 ]b = wl+12 |[X1]b = w1). (42)
Define the functions Ψ1 : N×N→ R+ and Ψ2 : N→ R+ as
Ψ1(b, g) , sup
(x,z)∈X×Xb
Kg(x, z)
π(z)
, (43)
and
Ψ2(b) , sup
(x,ℓ2,wℓ2)∈X×N×Zℓ2 :[x]b=w1
π(wℓ22 |x)
π(wℓ22 |w1)
. (44)
Our next lemma shows how the function Ψ(b, g) in Lemma 1 can be calculated from the functions Ψ1 and Ψ2.
Lemma 2. Consider a first-order aperiodic Markov process X = {Xi}∞i=1. Let Z = {Zi} denote the b-bit quantized
version of process X. That is, Zi = [Xi]b, and Z = Xb = {[x]b : x ∈ X}. Also, let µb denote the distribution
associated with the finite-alphabet process Z. Then, for all (ℓ1, g, ℓ2) ∈ N3, uℓ1 ∈ Zℓ1 , vg ∈ Zg and wℓ2 ∈ Zℓ2 ,
we have
µb(u
ℓ1vgwℓ2) ≤ µb(uℓ1)µb(wℓ2)Ψ1(b, g)Ψ2(b), (45)
where by definition µb(u
ℓ1vgwℓ2) = P(Zℓ1+g+ℓ2 = [uℓ1 , vg, wℓ2 ]), µb(u
ℓ1) = P(Zℓ1 = uℓ1) and µb(w
ℓ2 ) =
P(Zℓ2 = wℓ2). Furthermore, Ψ1(b, g) is non-increasing function of g that converges to 1, for any fixed b, as g
grows to infinity.
The proof is presented in Section VII-D.
Note that if we combine Lemmas 1 and 2 we obtain an upper bound of the form (k+g)Ψt(b, g)(t+1)|Z|
k
2−cǫ
2t/4
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for P(‖pˆ(k)(·|Zn)−µ(b)k ‖1 ≥ ǫ). To prove our desired convergence results, we need to ensure that the upper bound
on this probability goes to zero as n → ∞. It is straightforward to note that as n → ∞, t → ∞ and hence
the term 2−cǫ
2t/4 converges to zero. However, if Ψt(b, g)(t + 1)|Z|
k
grows faster than 2−cǫ
2t/4, then we do not
reach the desired goal. Our next theorems prove that under some mild conditions on the Markov process, for
slow enough growth of b = bn with n, Ψ
t(b, g) does not grow very fast. First note that since for any zn ∈ Zn,
‖µk1 − pˆ(k1)(·|zn)‖1 ≤ ‖µk2 − pˆ(k2)(·|zn)‖1, for all k1 ≤ k2, to prove fast convergence of pˆ(k)(·|Zn) it is enough
to prove this statement for k large.
Theorem 2. Consider an analog aperiodic stationary first-order Markov chain X, and its b-bit quantized version
Z, where Zi = [Xi]b and Z = Xb. Let µ(b)k denote the k-th order probability distribution of process Z, i.e., for any
zk ∈ Zk,
µ
(b)
k (z
k) = P(Zk = zk). (46)
Let b = bn = ⌈r log logn⌉, where r ≥ 1. Assume that there exists a sequence g = gn, such that gn = o(n), and
process X satisfies the following conditions:
1) limn→∞Ψ1(bn, gn) = 1, and
2) limb→∞Ψ2(b) = 1,
where functions Ψ1 and Ψ2 are defined in (43) and (44), respectively. Then, given ǫ > 0 and positive integer k,
for n large enough,
P(‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≥ ǫ) ≤ 2cǫ
2/4(k + gn)n
|Z|k2−
cǫ2n
8(k+gn) , (47)
where c = 1/(2 ln2).
The proof is presented in Section VII-E.
Remark 1. Lemma 2 proves that for any fixed b, Ψ1(b, g) converges to one, as g grows without bound. However,
in this paper we are mainly interested in the cases where bn = ⌈r log logn⌉. The condition on Ψ1 specified in
Theorem 2 ensures that even if b also grows to infinity, there exists a proper choice of sequence gn as a function
of n, for Ψ1(bn, gn) still converges to one, as n grows without bound.
Theorem 2 proves that if limn→∞Ψ1(bn, gn) = 1 and limb→∞Ψ2(b) = 1, then the quantized version of an
analog Markov process also has fast convergence rates. We refer to a Markov process that satisfies these two
conditions with bn = ⌈r log logn⌉ as a weak Ψ∗q-mixing Markov process. To better understand these conditions, we
next consider the piecewise-constant source studied in Section III-B and prove that it is a weak Ψ∗q-mixing Markov
process.
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Theorem 3. Consider a first-order stationary Markov process X, such that conditioned on Xi = xi, Xi+1 is
distributed as (1 − p)δxi + pfc, where fc denotes an absolutely continuous distribution over X = [0, 1]. Further
assume that there exists fmin > 0, such that fc(x) ≥ fmin, for all x ∈ X . Then,
1) for b = bn = ⌈r log logn⌉ and g = gn = ⌊γr log logn⌋, where γ > − 1log(1−p) , limn→∞Ψ1(bn, gn) = 1, and
2) Ψ2(b) = 1, for all b.
The proof is presented in Section VII-F.
V. THEORETICAL ANALYSIS OF Q-MAP
In order to recover Xn from m < n response variables, intuitively, the process should be of “low-complexity”.
Hence, before performing the theoretical analysis of the Q-MAP optimization, in Section V-A, we briefly review a
measure of complexity developed for continuous-valued stochastic processes. This measure plays a pivotal role in
our analysis of Q-MAP.
A. Low-complexity stochastic processes
Consider a stationary process X = {Xi}∞i=1 and define its b-bit quantized version as [X]b = {[Xi]b}∞i=1. Since
[X]b is derived from a stationary coding of a stationary process, it is also stationary. In (10) we defined the k-th
order upper information dimension of a process X as
d¯k(X) = lim sup
b→∞
H([Xk+1]b|[Xk]b)
b
. (48)
Similarly, the k-th order lower information dimension of X is defined as dk(X) = lim infb→∞
H([Xk+1]b|[Xk]b)
b .
Definition 2 (Upper/lower information dimension [3]). For a stationary process X, if limk→∞ d¯k(X) exists, we
define the upper information dimension of process X as
d¯o(X) = lim
k→∞
d¯k(X). (49)
Similarly, if limk→∞ dk(X) exists, the lower information dimension of processX is defined as do(X) = limk→∞ dk(X).
If do(X) = d¯o(X), do(X) , do(X) = d¯o(X) is defined as the information dimension of the process X.
The information dimension of a stationary stochastic process is an extension of the Re´nyi’s notion of information
dimension defined for random variables and random vectors [4]. As argued in [3], do(X) serves as a measure of
complexity for stochastic process X and is related to the number of response variables required for its accurate
recovery. Also, as long asH(⌊X1⌋) <∞, do(X) ≤ 1. Therefore, if a process is “structured” or of “low-complexity”,
do(X) is expected to be strictly smaller than one.
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B. Performance of Q-MAP
In this section, we formalize Informal Result 1 presented in the introduction. The following theorem provides
conditions for the success of the Q-MAP estimator, for the case where the response variables are noise-free. We
state all the results for Ψ∗-mixing processes, but they also apply to weak Ψ∗q-mixing Markov processes.
Theorem 4. Consider Xn generated by a Ψ∗-mixing stationary process X, and let Y m = AXn. Assume that the
entries of the design matrix A are i.i.d. N (0, 1). Choose k, r > 1 and δ > 0, and let b = bn = ⌈r log log n⌉,
γ = γn = bn(d¯k(X)+ δ), and m = mn ≥ (1+ δ)nd¯k(X). Assume that there exists a constant fk+1 > 0, such that
for any measurable set Sk+1 ∈ X k+1 with µ(Sk+1) > 0,
P(Xk+1 ∈ Sk+1) ≥ fk+1|Sk+1|, (50)
where |Sk+1| denotes the Lebesgue measure of set Sk+1 and Xk+1 is generated by source X. Further, assume that
Xˆn denotes the solution of (16), where the coefficients are computed according to (5). Then, for any ǫ > 0,
lim
n→∞
P(
1√
n
‖Xn − Xˆn‖2 > ǫ) = 0. (51)
The proof is presented in Section VII-G.
We remind the reader that we also introduced a Lagrangian version of Q-MAP in (17). It turns out that we can
derive the same performance guarantees for the Lagrangian Q-MAP as well.
Theorem 5. Consider a Ψ∗-mixing stationery process X. Let Y m = AXn, where the entries of A are i.i.d. N (0, 1).
Choose k, r > 1 and δ > 0, and let b = bn = ⌈r log logn⌉, λ = λn = (logn)2r and m = mn ≥ (1 + δ)nd¯k(X).
Assume that there exists a constant fk+1 > 0, such that for any measurable set Sk+1 ∈ X k+1 with P(Xk+1 ∈
Sk+1) > 0,
P(Xk+1 ∈ Sk+1) ≥ fk+1|Sk+1|, (52)
where |Sk+1| denotes the Lebesgue measure of set Sk+1. Further, assume that Xˆn denotes the solution of (17),
where the coefficients are computed according to (5). Then, for any ǫ > 0,
lim
n→∞
P(
1√
n
‖Xn − Xˆn‖2 > ǫ) = 0. (53)
The proof is presented in Section VII-H.
To better understand the implications of Theorems 4 and 5, consider the case where the process is stationary and
memoryless. All such processes are Ψ∗-mixing, and satisfy d¯k(X) = d¯0(X), for all k ≥ 0. Therefore, as long as
mn ≥ (1+ δ)nd¯0(X), asymptotically, the Q-MAP algorithm provides an accurate estimate of the parameter vector.
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On the other hand, since the process is i.i.d., d¯0(X) = d¯(X1), where d¯(X1) denotes the upper Re´nyi information
dimension of X1 [4]. On the other hand, for an i.i.d. process whose marginal distribution is a mixture of discrete and
continuous distributions, asymptotically, the Re´nyi information dimension of the marginal distribution characterzies
the minumum number of response variables normalized by n from which accurate recovery of the parameter vector
is still possible [29]. Hence, for such i.i.d. sources, in a noiseless setting, the algorithm presented in (24) achieves
the fundamental limits.
Finally, another interesting implication of Theorem 5 is the following. The Q-MAP optimization mentioned in
(16) is not a convex optimization. Hence, its solution does not necessarily coincide with the solution of (17).
However, at least in the noiseless setting we can derive similar performance bounds for both.
VI. SOLVING Q-MAP
A. Projected Gradient Descent (PGD)
The goal of this section is to analyze the performance of the projected gradient descent (PGD) algorithm
introduced in Section I-C.The results are presented for Ψ∗-mixing processes, but they also apply to weak Ψ∗q-
mixing Markov processes wit no change. Note that even though PGD algorithms have been studied extensively for
convex optimization problems, since our optimization is discrete and consequently not convex, those analyses do
not apply to our problem. Given δ > 0, consider the Q-MAP optimization characterized as
Xˆn =argmin
un∈Xn
b
‖Y m −Aun‖2
subject to
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) ≤ b(d¯k(X) + δ). (54)
The corresponding PGD algorithm proceeds as follows. For t = 1, 2, . . . , tn,
Sn(t+ 1) = Xˆn(t) + µAT (Y m −AXˆn(t))
Xˆn(t+ 1) = argmin
un∈Fo
‖un − Sn(t+ 1)‖ , (55)
where
Fo ,
{
un ∈ Xnb :
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) ≤ b(d¯k(X) + δ)
}
. (56)
Theorem 6 below proves that, having enough number of noiseless response variables, with probability approaching
one, the PGD-based algorithm recovers parameters Xn with arbitrarily small error.
So far we have assumed that there is no noise in the response variables. Of course in reality noise is always
present. The next result shows that even in the presence of noise, with a higher number of measurements, the PGD
method is still able to recover the signal.
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Theorem 6. Consider a Ψ∗-mixing process X and Xn generated by process X. Assume that there exists a constant
fk+1 > 0, such that for any measurable set Sk+1 ∈ X k+1 with P(Xk+1 ∈ Sk+1) > 0, P(Xk+1 ∈ Sk+1) ≥
fk+1|Sk+1|, where |Sk+1| denotes the Lebesgue measure of set Sk+1. Let Y m = AXn + Zm, where the elements
of matrix A are drawn standard normal and Zi, i = 1, . . . ,m, are i.i.d. N (0, σ2) . For r > 1, let b = bn =
⌈r log logn⌉, and m = mn = 80nb(d¯k(X) + δ). Let µ = 1m , and consider Xˆn(t), t = 0, 1, . . . , tn, generated
according to (55). Define the error vector at iteration t as
En(t) = Xˆn(t)− [Xn]b. (57)
Then, with probability approaching one,
1√
n
|En(t+ 1)‖ ≤ 0.9√
n
‖En(t)‖ + 2
(
2 +
√
n
m
)2
2−b +
σ
2
√
b(d¯k(X) + 3δ)
m
, (58)
for t = 1, 2, . . ..
Comparing this result with Theorem 5 reveals that the minimum value of m required in this theorem is
80bn = 80⌈r log logn⌉ times higher than the number of response variables required in Theorem 5. One can also
decrease(increase) the factor 10 and slow down (speed up) the convergence rate of the algorithm. At this point it is
not clear to us whether the factor r log logn in Theorem 6 (for the number of response variables) is necessary in
general or is an artifact of our proof techniques. For some specific priors such as the the spike and slab distribution
discussed earlier, with a slight modification of the algorithm, it is known that this factor can be improved. In that
case, given the special form of the coefficients, we may let b grow to infinity for a fixed n. Then the algorithm
becomes equivalent to the iterative hard thresholding (IHT) algorithm introduced in [30]. The analysis in [30] shows
that the number of response variables mn required by the IHT algorithm is proportional to n and does not have
the log logn factor that appears in Theorem 6.
In Theorem 6 and all of the previous results, the elements of the design matrix A were assumed to be generated
according to N (0, 1) distribution. In the noisy setup, where the response variables are distorted by a noise of
variance σ2, this model implies having per response signal to noise ratio (SNR) that grows linearly with n. This
has made the result of the previous theorem misleading. If we consider per element error, i.e.,
‖En(t+1)‖√
n
then
the error seems to go to zero. To fix this issue, we assume that the elements of A are generated according to
N (0, 1n ). The following corollary restates the result of Theorem 6 under this scaling and an appropriate adjustment
of coefficient µ.
21
Corollary 1. Consider the setup of Theorem 6, where the elements of A are generated i.i.d. N (0, 1n ). Let
Sn(t+ 1) = Xˆn(t) +
n
m
AT (Y m −AXˆn(t))
Xˆn(t+ 1) = argmin
un∈Fo
‖un − Sn(t+ 1)‖ . (59)
Then, with probability approaching one,
1√
n
‖En(t+ 1)‖ ≤ 0.9√
n
‖En(t)‖+ 2(
√
n+ 2
√
m)2
m
2−b +
σ
2
√
nb(d¯k(X) + 3δ)
m
. (60)
for t = 1, 2, . . . , tn.
Note that for m = mn = 80nb(d¯k(X) + 3δ),
σ
2
√
nb(d¯k(X)+3δ)
m ≤ σ12 .
B. Discussion of Computational complexity of PGD
As explained earlier, at each iteration, the PGD-based algorithm updates its estimate Xˆn(t) to Xˆn(t + 1) by
performing the following two steps:
1) Sn(t+ 1) = Xˆn(t) + µAT (Y m −AXˆn(t)),
2) Xˆn(t+ 1) = argminun∈Fo ‖un − Sn(t+ 1)‖.
Clearly the challenging part is performing the second step, which is projection on the set Fo. For some special
distributions, such as the spike and slab prior, discussed in Section III-A, and piecewise-constant processes, discussed
in Section III-B, and their extensions this projection step is not complicated. For instance, for the aforementioned
sparse vector, Fo contains sparse quantized vectors, and hence the projection step is just keeping the quantized
versions of the largest components of St and setting the rest to zero. This is very similar to the IHT algorithm
[30]. However, for more general distributions this projection step may be challenging.
Hence, in order to make the PGD method efficient, we need to be able to solve the following optimization
efficiently:
xˆn = argmin
un∈Xn
b
‖un − xn‖
subject to
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) ≤ γ (61)
where xn ∈ Rn, weights {wak+1 : ak+1 ∈ X k+1b } and γ ∈ R+ are all given input parameters. Equation (61) can
be stated in the Lagrangian form as
xˆn = argmin
un∈Xn
b
[ 1
n2
‖un − xn‖2 + α
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un)
]
, (62)
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where α > 0 is a parameter that depends on γ. Since ‖un − xn‖2 = ∑ni=1(ui − xi)2, the optimization stated in
(62) is exactly the optimization studied in [31]. It has been proved in [31] that the solution of (62) can be found
efficiently via the standard dynamic programming (Viterbi algorithm) [2].For further information you may refer to
[31].
The question is whether, for an appropriate choice of α, the minimizers of (61) and (62) are the same. If the
answer to this question is affirmative, it implies that both steps of the PGD method can be implemented efficiently.
In the following we intuitively argue why we believe this might be the case. Making the argument rigorous and a
deeper investigation of this connection is left to future research.
Consider partitioning the set of sequences in Xnb based on their (k + 1)-th order empirical distributions, which
are referred to as their (k + 1)-types. For any possible (k + 1)-type qk+1(·) : X k+1b → R+, let Tn(qk+1) denote
the set of sequences in Xnb whose (k + 1)-types agree with qk+1. That is,
Tn(qk+1) , {un : pˆ(k+1)(ak+1|un) = qk+1(ak+1), ∀ ak+1 ∈ Uk+1b }. (63)
Let Pk+1n denote the set of all possible (k + 1)-types, for sequences in Xnb . In other words,
Pk+1n , {pˆ(k+1)(·|un) : un ∈ Xnb }. (64)
It can be proved that (Theorem I.6.14 in [28])
|Pk+1n | ≤ (n+ 1)|Xb|
k+1
. (65)
Furthermore, we have
Xnb = ∪qk+1∈Pk+1n Tn(qk+1). (66)
Therefore,
min
un∈Xn
b
[ 1
n
‖un − xn‖2 + α
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un)
]
= min
qk+1∈Pk+1n
min
un∈Tn(qk+1)
[ 1
n
‖un − xn‖2 + α
∑
ak+1∈X k+1
b
wak+1qk+1(a
k+1
]
= min
qk+1∈Pk+1n

[ min
un∈Tn(qk+1)
1
n
‖un − xn‖2
]
+ α
∑
ak+1∈X k+1
b
wak+1qk+1(a
k+1)

 , (67)
where the last line follows because
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) only depends on the k-type of sequence
un. For any type qk+1 ∈ Pk+1n define the minimum distortion attainable by sequences of that type as D(qk+1, xn),
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i.e.,
D(qk+1, x
n) = min
un∈Tn(qk+1)
1
n
‖un − xn‖2 , (68)
Then (67) and (61) can be written as
min
qk+1∈Pk+1n
[
D(qk+1, x
n) + α
∑
ak+1∈X k+1
b
wak+1qk+1(a
k+1)
]
(69)
and
min
qk+1∈Pk+1n :
∑
ak+1∈X
k+1
b
w
ak+1
qk+1(ak+1)≤γ
D(qk+1, x
n), (70)
respectively. Both of these optimizations are discrete optimization. However, since
∑
ak+1∈X k+1
b
wak+1qk+1(a
k+1)
is a convex function of qk+1, if, in the high-dimensional setting, for input sequences x
n of interest, D(qk+1) also
behaves almost as a convex function, then we expect the two optimizations to be the same, for a proper choice
of parameter α. In the remainder of this section, we argue why, in a high dimensional setting, we conjecture that
D(qk+1) satisfies the mentioned property. We leave further investigation of the subject to future research.
First note that if xn is almost stationary, for instance it is generated by a Markov process with finite memory,
then D(qk+1, x
n) only depends on qk+1 and finite-order empirical distributions of x
n, and not on n or xn. Now
assuming that this is true, consider q
(1)
k+1 and q
(2)
k+1 in Pk+1n . Also given θ ∈ (0, 1), let n1 = ⌊θn⌋ and n2 = n−n1.
Also, let x˜n1 and x¯n2 denote the minimizers of D(q
(1)
k+1, x
n1) and D(q
(2)
k+1, x
n
n1+1), respectively. Assume that
θq
(1)
k+1 + (1 − θ)q(2)k+1 ∈ Pk+1n and let xˆn = [x˜n1 , x¯n2 ]. Then, for large n, it is straightforward to check that
pˆ(k+1)(·|xˆn) ≈ θpˆ(k+1)(·|x˜n1 ) + (1− θ)pˆ(k+1)(·|x¯n2 ) = θq(1)k+1 + (1− θ)q(2)k+1.
nD(θp1 + (1 − θ)p2, xn) ≤ ‖xn − xˆn‖2
= ‖xn1 − x˜n1‖2 + ‖xnn1+1 − x¯n2‖2
= n1D(q
(2)
k+1, x
n
n1+1) + n2D(q
(2)
k+1, x
n
n1+1). (71)
Dividing both sides by n, it follows that
D(αp1 + (1 − α)p2, xn) ≤ θD(q(2)k+1, xnn1+1) + (1 − θ)D(q(2)k+1, xnn1+1). (72)
Therefore, as we expect, if for large values of n and stationary sequences xn, D(qk+1, x
n) depends on xn only
through its empirical distribution, then in (72), since xnn1+1 and x
n
n1+1 have almost the same empirical distribution
as xn, they can be replaced by xn. This establishes our conjecture about almost convexity of function D.
24
VII. PROOFS
A. Preliminaries on information theory
Before presenting the proofs, in this section, we review some preliminary definitions and concepts that are used
in some of the proofs.
Consider stationary process U = {Ui}∞i=1, with finite alphabet U . The entropy rate of process U is defined as
H¯(U) , lim
k→∞
H(Uk+1|Uk). (73)
Consider un ∈ Un, where U is a finite set. The (k +1)-th order empirical distribution of un is defined in (2). The
k-th order conditional empirical entropy of un is defined as Hˆk(u
n) = H(Uk+1|Uk), where Uk+1 is distributed as
pˆ(k+1)(·|un). In other words,
Hˆk(u
n) = −
∑
ak+1∈Uk+1
pˆ(k+1)(ak+1|un) log pˆ
(k+1)(ak+1|un)
pˆ(k)(ak|un) . (74)
In some of the proofs we employ a compression scheme called Lempel-Ziv. Compression schemes aim to represent
a sequence un ∈ Un in as few bits as possible. It turns out that intuitively speaking if un is a sample of a finite-
alphabet stationary ergodic process U, asympotocially, the smallest expected number of bits per symbol required to
represent un is H¯(U). Compression algorithms that achieve this bound are called optimal. One of the well-known
examples of optimal compression schemes is Lempel-Ziv (LZ) [32] coding. (LZ is also a universal compression
code, since it does not use any information regarding the distribution of the process.)
In summary, the LZ compression code operates at follows: it first incrementally parses the input sequence into
unique phrases such that each phrase is the shortest phrase that is not seen earlier. Then, each phrase is encoded by
i) an index to the location of the phrase consisting of the current phrase except its last symbol, and ii) last symbol
of the phrase.
Given un ∈ Un, let ℓLZ(un) denote the length of the binary coded sequence assigned to un using the LZ
compression code. Note that since LZ algorithm assigns a unique coded sequence to every input sequence, we have
|{un : ℓLZ(un) ≤ r}| ≤
r∑
i=1
2i ≤ 2r+1. (75)
The LZ length function ℓLZ(·) is mentioned in some of the following proofs because of its connections with the
conditional empirical entropy function Hˆk(·). This connection established in [33] for binary sources and extended
in [3] to general sources with alphabet U such that |U| = 2b states that, for all un ∈ Un,
1
n
ℓLZ(u
n) ≤ Hˆk(un) + b(kb+ b+ 3)
(1− ǫn) logn− b + γn, (76)
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where
ǫn =
2b+ log(2b + 2
b−1
b logn− 2)
logn
, (77)
and γn = o(1) does not depend on sequence u
n or b.
Finally, we finish this section, by two lemmas related to continuity properties of the entropy function and the
Kullback-Leibler distance.
Lemma 3 (Theorem 17.3.3 in [1]). Consider distributions p and q on finite alphabet U such that ‖p− q‖1 ≤ ǫ.
Then,
|H(p)−H(q)| ≤ −ǫ log ǫ + ǫ log |U|. (78)
Lemma 4. Consider distributions p and q over discrete set U such that ‖p− q‖1 ≤ ǫ. Further assume that p≪ q,
and let qmin = minu∈U :q(u) 6=0 q(u). Then,
D(p‖q) ≤ −ǫ log ǫ+ ǫ log |U| − ǫ log qmin (79)
Proof: Let U∗ , {u ∈ U : q(u) 6= 0}. Since p≪ q, if q(u) = 0, then p(u) = 0. Therefore, by definition
D(p‖q) =
∑
u∈U
p(u) log
p(u)
q(u)
=
∑
u∈U∗
p(u) log
p(u)
q(u)
=
∑
u∈U∗
p(u) log p(u)−
∑
u∈U∗
p(u) log q(u)
=
∑
u∈U∗
p(u) log p(u)−
∑
u∈U∗
(p(u)− q(u) + q(u)) log q(u)
= H(q)−H(p)−
∑
u∈U∗
(p(u)− q(u)) log q(u). (80)
Hence, by the triangle inequality,
D(p‖q) ≤ |H(q)−H(p)| −
∑
u∈U∗
|p(u)− q(u)| log q(u)
(a)
≤ −ǫ log ǫ+ ǫ log |U| −
∑
u∈U∗
|p(u)− q(u)| log q(u)
≤ −ǫ log ǫ + ǫ log |U|+ log( 1
qmin
)
∑
u∈U∗
|p(u)− q(u)|
≤ −ǫ log ǫ + ǫ log |U| − ǫ log qmin. (81)
where (a) and (b) follow from Lemma 5 in [3] and ‖p− q‖1 ≤ ǫ, respectively.
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B. Useful concentration lemmas
Lemma 5. Consider un ∈ Rn and vn ∈ Rn such that ‖un‖ = ‖vn‖ = 1. Let α , 〈un, vn〉. Consider matrix
A ∈ Rm×n with i.i.d. standard normal entries. Then, for any τ > 0,
P
( 1
m
〈Aun, Avn〉 − 〈un, vn〉 ≤ −τ
)
≤ em((α−τ)s)−m2 ln((1+sα)2−s2), (82)
where s > 0 is a free parameter smaller than 11−α .
Proof: Let Ani denote the i-th row of matrix A. Then,
Aun =


〈An1 , un〉
〈An2 , un〉
...
〈Anm, un〉


, Avn =


〈An1 , vn〉
〈An2 , vn〉
...
〈Anm, vn〉


, (83)
and
1
m
〈Aun, Avn〉 = 1
m
m∑
i=1
〈Ani , un〉〈Ani , vn〉. (84)
Let
Xi = 〈Ani , un〉 (85)
and
Yi = 〈Ani , vn〉. (86)
Since A is generated by drawing its entries from an i.i.d. standard normal distribution, and ‖un‖ = ‖vn‖ = 1,
{(Xi, Yi)}mi=1 is a sequence of i.i.d. random vectors. To derive the joint distribution of (Xi, Yi), note that both Xi
and Yi are linear combination of Gaussian random variables. Therefore, they are also jointly distributed Gaussian
random variables and hence it suffices to find their first and second order moments. Note that
E[Xi] = E[Yi] = 0, (87)
E[X2i ] =
∑
j,k
E[Ai,jAi,k]ujuk =
∑
j
E[A2i,j ]u
2
j =
∑
j
u2j = 1. (88)
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and similarly E[Y 2i ] = 1. Also,
E[XiYi] = E[〈Ani , un〉〈Ani , vn〉]
=
∑
j,k
E[Ai,jAi,k]ujvk
=
∑
j
E[A2i,j ]ujvj
= 〈un, vn〉 = α. (89)
Therefore, in summary,
(Xi, Yi) ∼ N
( 0
0

 ,

 1 α
α 1

). (90)
For any s′ > 0, by the Chernoff bounding method, we have
P
( 1
m
〈Aun, Avn〉 − 〈un, vn〉 ≤ −τ
)
= P
( 1
m
m∑
i=1
(XiYi − α) ≤ −τ
)
= P
( s′
m
m∑
i=1
(XiYi − α) ≤ −s′τ
)
= P
(
es
′(τ−α) ≤ e− s
′
m
∑m
i=1 XiYi
)
≤ es′(α−τ) E
[
e−
s′
m
∑m
i=1 XiYi
]
= es
′(α−τ)
(
E[e−
s′
m
X1Y1 ]
)m
, (91)
where the last line follows because (Xi, Yi) is an i.i.d. sequence. In the following we compute E[e
s
m
X1Y1 ]. Let
A = (X1 + Y1)/2 and B = (X1 − Y1)/2. The, E[A] = E[B] = 0 and
E[A2] =
1 + α
2
, (92)
E[B2] =
1− α
2
(93)
and E[AB] = E[(X21 − Y 21 )/4] = 0. Therefore, A and B are independent Gaussian random variables. Therefore,
E[e−
s′
m
X1Y1 ] = E[e−
s′
m
(A+B)(A−B)]
= E[e−
s′
m
A2 ] E[e
s′
m
B2 ]. (94)
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Given Z ∼ N (0, σ2), it is straightforward to show that, for λ > −1/(2σ2),
E[e−λZ
2
] =
1√
1 + 2λσ2
. (95)
Therefore, for s
′
m <
1
1−α ,
E[e
s′
m
X1Y1 ] =
1√
(1 + s
′
m (1 + α))(1 − s
′
m(1 − α))
=
1√
(1 + s
′α
m )
2 − s′2m2
. (96)
Therefore, combining (91) and (96), it follows that
P
( 1
m
〈Aun, Avn〉 − 〈un, vn〉 ≤ −τ
)
= es
′(α−τ)e
−m2 log
(
(1+ s
′α
m
)2−( s′
m
)2
)
. (97)
Replacing s′/m with s in (97) yields the desired result.
Corollary 2. Consider un ∈ Rn and vn ∈ Rn such that ‖un‖ = ‖vn‖ = 1. Also, consider matrix A ∈ Rm×n with
i.i.d. standard normal entries. Then,
P
( 1
m
〈Aun, Avn〉 − 〈un, vn〉 ≤ −0.45
)
≤ 2−0.05m. (98)
Proof: From Lemma 5, for α = 〈un, vn〉, and s < 1/(1− α),
P
( 1
m
〈Aun, Avn〉 − α ≤ −0.45
)
≤ em((α−0.45)s)−m2 ln((1+sα)2−s2) = 2−mf(α,s), (99)
where
f(α, s) = (log e)
(1
2
ln((1 + sα)2 − s2)− (α − 0.45)s
)
. (100)
Fig. 1 plots maxs∈(0, 11−α ) f(α, s), and shows that
min
α∈(−1,1)
max
s∈(0, 11−α )
f(α, s) ≥ 0.05. (101)
The following two lemmas are proved in [34].
Lemma 6 (χ2 concentration). Fix τ > 0, and let Ui
i.i.d.∼ N (0, 1), i = 1, 2, . . . ,m. Then,
P
( m∑
i=1
U2i < m(1 − τ)
)
≤ em2 (τ+ln(1−τ)) (102)
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and
P
( m∑
i=1
U2i > m(1 + τ)
)
≤ e−m2 (τ−ln(1+τ)). (103)
Lemma 7. Consider Un and V n, where, for each i, Ui and Vi are two independent standard normal random
variables. Then the distribution of 〈Un, V n〉 = ∑ni=1 UiVi is the same as the distribution of ‖Un‖G, where
G ∼ N (0, 1) is independent of ‖Un‖2.
C. Proof of Lemma 1
Before presenting the proof, we establish some preliminary results. Consider an analog process X = {Xi} with
alphabet X = [l, u], where l, u ∈ R. Let process Z = {Zi} denote the b-bit quantized version of process X. That
is, Zi = [Xi]b, and the alphabet of process Z is Z = Xb = {[x]b : x ∈ Xb}. For i = 1, . . . , k+ g, define a sequence
of length t, {S(i)j }tj=1 over super-alphabet Zk as follows. For i = 1, {S(1)j }tj=1 is defined as
Z1, . . . , Zk︸ ︷︷ ︸
S
(1)
1
, Zk+1, . . . , Zk+g, Zk+g+1, . . . , Z2k+g+1︸ ︷︷ ︸
S
(1)
2
, (104)
Z2k+g+2, . . . . . ., Z(t−1)(k+g)+1, . . . , Z(t−1)(k+g)+k︸ ︷︷ ︸
S
(1)
t
, Zt(k+g)−g+1, . . . , Zn. (105)
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Similarly, {S(i)j }tj=1, i = 1, . . . , k + g, is defined by starting the grouping of the symbols at Zi. In other words,
S
(i)
j , Z
(k+g)(j−1)+i+k−1
(k+g)(j−1)+i . (106)
For instance, the sequence {S(k+g)j }tj=1, which corresponds to the largest shift at beginning, is defined as
Z1, . . . , Zk+g−1, Zk+g, . . . , Z2k+g−1︸ ︷︷ ︸
S
(k)
1
, Z2k+g, . . . , Z2k+2g−1, (107)
Z2k+2g, . . . , Z3k+2g−1︸ ︷︷ ︸
S
(k)
2
, Z3k+2g . . . . (108)
This definition implies that n satisfies
(t− 1)(k + g) + 2k + g − 1 ≤ n < (t− 1)(k + g) + 2k + g − 1 + k + g. (109)
That is, t is the only integer in the (n−2k−g+1k+g ,
n−k+1
k+g ] interval, or in other words, t = ⌊n−k+1k+g ⌋.
Before we prove Lemma 1, we prove the following auxiliary lemma.
Lemma 8. For any given ǫ > 0 and any positive integers g and k such that 4(k+ g)/(n−k) < ǫ, if ‖pˆ(k)(·|Zn)−
µ
(b)
k ‖1 ≥ ǫ, then that there exists i = 1, . . . , k + g, such that
‖pˆ(1)(·|S(i),t)− µ(b)k (·)‖1 ≥
ǫ
2
, (110)
where S(i),t denotes the sequence S
(i)
1 , S
(i)
2 , . . . , S
(i)
t .
Note that in Lemma 8, pˆ(1)(·|S(i),t) denotes the standard first order empirical distribution of the sup-alphabet
sequence S(i),t, i.e., for ak ∈ X k ,
pˆ(1)(ak|S(i),t) = |{j : S
(i)
j = a
k, 1 ≤ j ≤ t}|
t
. (111)
31
Proof: Note that by definition, for any ak ∈ Zk,
pˆ(k)(ak|Zn) = 1
n− k
n∑
i=k
1Zi
i−k+1
=ak
=
1
n− k
n∑
i=k
1Zi
i−k+1=a
k
=
1
n− k
( k+g∑
i=1
t∑
j=1
1
S
(i)
j =a
k +
n∑
t(k+g)+k
1Zi
i−k+1=a
k
)
=
t
n− k
k+g∑
i=1
(1
t
t∑
j=1
1
S
(i)
j =a
k
)
+
1
n− k
n∑
t(k+g)+k
1Zi
i−k+1=a
k
=
t
n− k
k+g∑
i=1
pˆ(1)(ak|S(i),t) + 1
n− k
n∑
t(k+g)+k
1Zi
i−k+1=a
k . (112)
Therefore,
‖pˆ(k)(·|Zn)− µ(b)k ‖1 =
∑
ak
|pˆ(k)(ak|Zn)− µ(b)k (ak)|
(a)
=
∑
ak
∣∣∣ t
n− k
k+g∑
i=1
pˆ(1)(ak|S(i),t) + 1
n− k
n∑
t(k+g)+k
1Zi
i−k+1=a
k − µ(b)k (ak)|
(b)
=
∑
ak
∣∣∣ t
n− k
k+g∑
i=1
pˆ(1)(ak|S(i),t)− µ(b)k (ak)
∣∣∣+ 1
n− k
∑
ak
n∑
t(k+g)+k
1Zi
i−k+1=a
k
(c)
=
∑
ak
∣∣∣ t
n− k
k+g∑
i=1
pˆ(1)(ak|S(i),t)− µ(b)k (ak)
∣∣∣ + n− t(k + g)− k + 1
n− k , (113)
where (a) follows from (112), (b) follows from the triangle inequality and (c) holds because
∑
ak
1Zi
i−k+1=a
k = 1. (114)
But since n satisfies the bounds of (109), the last term on the right hand side of (112) can be upper-bounded as
n− t(k + g)− k + 1
n− k ≤
k + g
n− k . (115)
Therefore, from (113) we have
‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≤
∑
ak
∣∣∣ t
n− k
k+g∑
i=1
pˆ(1)(ak|S(i),t)− µ(b)k (ak)
∣∣∣+ k + g
n− k . (116)
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On the other hand, again by the triangle inequality,
∑
ak
∣∣∣ t
n− k
k+g∑
i=1
pˆ(1)(ak|S(i),t)− µ(b)k (ak)
∣∣∣
=
∑
ak
∣∣∣ t
n− k
k+g∑
i=1
(
pˆ(1)(ak|S(i),t)− µ(b)k (ak)
)
+ (
t(k + g)
n− k − 1)µ
(b)
k (a
k)
∣∣∣
≤
∑
ak
∣∣∣ t
n− k
k+g∑
i=1
(
pˆ(1)(ak|S(i),t)− µ(b)k (ak)
) ∣∣∣+ | t(k + g)
n− k − 1|
∑
ak
µ
(b)
k (a
k)
=
∑
ak
∣∣∣ t
n− k
k+g∑
i=1
(
pˆ(1)(ak|S(i),t)− µ(b)k (ak)
) ∣∣∣+ | t(k + g)
n− k − 1|
≤ t
n− k
k+g∑
i=1
∑
ak
∣∣∣pˆ(1)(ak|S(i),t)− µ(b)k (ak)∣∣∣+ | t(k + g)n− k − 1|
=
t
n− k
k+g∑
i=1
‖pˆ(1)(·|S(i),t)− µ(b)k (·)‖1 + |
t(k + g)
n− k − 1|. (117)
Therefore, combining (113) and (117) yields
‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≤
t
n− k
k+g∑
i=1
‖pˆ(1)(·|S(i),t)− µ(b)k (·)‖1 + |
t(k + g)
n− k − 1|+
k + g
n− k . (118)
Since by construction t(k + g) ≤ n− k, we have t/(n− k) ≤ 1/(k + g). Therefore, it follows from (118) that:
‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≤
1
k + g
k+g∑
i=1
‖pˆ(1)(·|S(i),t)− µ(b)k (·)‖1 + 1−
t(k + g)
n− k +
k + g
n− k
=
1
k + g
k+g∑
i=1
‖pˆ(1)(·|S(i),t)− µ(b)k (·)‖1 +
n− t(k + g) + g
n− k . (119)
Notice that if
n− t(k + g) + g
n− k ≤
ǫ
2
, (120)
and
‖pˆ(1)(·|S(i),t)− µ(b)k (·)‖1 ≤
ǫ
2
, (121)
for all i, then, from (119), ‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≤ ǫ. But, if 4(k + g)/(n− k) < ǫ, since since t = ⌊n−k+1k+g ⌋, then
(120) holds. This means that, to have ‖pˆ(k)(·|Zn)−µ(b)k ‖1 > ǫ, we need ‖pˆ(1)(·|S(i),t)−µ(b)k (·)‖1 > ǫ2 , for at least
one i in {1, . . . , k + g}.
Now we can discuss the proof of Lemma 1. The proof is a straightforward extension of Lemma III.1.3 in [26].
However, we include a summary of the proof for completeness. By Lemma 8, if 4(k + g)/(n − k) < ǫ, then
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‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≥ ǫ implies that there exists i ∈ {1, . . . , k + g} such that
‖pˆ(1)(·|S(i),t)− µ(b)k (·)‖1 ≥
ǫ
2
. (122)
We next bound the probability that the above event happens. For each i ∈ {1, . . . , k + g}, define event E(i) as
follows
E(i) , {DKL(pˆ(1)(·|S(i),t), µ(b)k ) > ǫ2/2}. (123)
By the Pinsker’s inequality, for any i,
‖pˆ(1)(·|S(i),t)− µ(b)k ‖1 ≤
√
(2 ln 2)DKL(pˆ(1)(·|S(i),t), µ(b)k (·)). (124)
Therefore, if DKL(pˆ
(1)(·|S(i),t), µ(b)k (·)) ≤ cǫ2/4, where as defined earlier c = 1/(2 ln 2), then ‖pˆ(1)(·|S(i),t) −
µ
(b)
k (·)‖1 ≤ ǫ/2. This implies that
P(‖pˆ(1)(·|S(i),t)− µ(b)k ‖1 >
ǫ
2
) ≤ P
(
DKL(pˆ
(1)(·|S(i),t), µ(b)k ) >
cǫ2
4
)
. (125)
On the other hand, for S(i),t = st, where st ∈ (Zk)t, we have
P(S(i),t = st) = P
(
Z
(k+g)(j−1)+i+k−1
(k+g)(j−1)+i = sj , j = 1, . . . , t
)
(a)
≤ Ψt(b, g)
t∏
j=1
P
(
Z
(k+g)(j−1)+i+k−1
(k+g)(j−1)+i = sj
)
, (126)
where (a) follows from applying condition (33) t times. But, by the standard method of types techniques [35], we
have
t∏
j=1
P
(
Z
(k+g)(j−1)+i+k−1
(k+g)(j−1)+i = sj
)
= 2−t(Hˆ1(s
t)+DKL(pˆ
(1)(·|st),µ(b)
k
)). (127)
Therefore, if DKL(pˆ
(1)(·|st), µ(b)k ) > cǫ
2
4 , then
t∏
j=1
P
(
Z
(k+g)(j−1)+i+k−1
(k+g)(j−1)+i = sj
)
≤ 2−tHˆ1(st)−cǫ2t/4. (128)
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Hence,
P
(
DKL(pˆ
(1)(·|S(i),t), µ(b)k ) >
cǫ2
4
)
=
∑
st:DKL(pˆ(1)(·|st),µ(b)k )> cǫ
2
4
P(S(i),t = st)
≤ 2−cǫ2t/4Ψt(b, g)
∑
st:DKL(pˆ(1)(·|st),µ(b)k )> cǫ
2
4
2−tHˆ1(s
t)
≤ 2−cǫ2t/4Ψt(b, g)
∑
st
2−tHˆ1(s
t). (129)
Since
∑
st 2
−tHˆ1(st) can be proven to be smaller than the total number of types of sequences st ∈ (Zk)t, we have∑
st 2
−tHˆ1(st) ≤ (t+1)|Z|k . This upper bound combined by the union bound on E(i), i = 1, . . . , k+ g, yields the
desired result.
D. Proof of Lemma 2
For any uℓ1 ∈ Zℓ1 , vg ∈ Zg , and wℓ2 ∈ Zℓ2 , we have
P(Zℓ1+g+ℓ2 = [uℓ1vgwℓ2 ])
≤
∑
vg∈Zg
P(Zℓ1+g+ℓ2 = [uℓ1vgwℓ2 ])
= P(Zℓ1 = uℓ1 , Zℓ1+g+ℓ2ℓ1+g+1 = w
ℓ2)
= P(Zℓ1 = uℓ1) P(Zℓ1+g+1 = w1|Zℓ1 = uℓ1)
× P(Zℓ1+g+ℓ2ℓ1+g+2 = wℓ22 |Zℓ1+g+1 = w1, Zℓ1 = uℓ1)
= P(Zℓ1 = uℓ1)
∫
X
P(Zℓ1+g+1 = w1|Xℓ1 = xℓ1 , Zℓ1 = uℓ1)dµ(xℓ1 |Zℓ1 = uℓ1)
× P(Zℓ1+g+ℓ2ℓ1+g+2 = wℓ22 |Zℓ1+g+1 = w1, Zℓ1 = uℓ1)
(a)
= P(Zℓ1 = uℓ1)
∫
X
P(Zℓ1+g+1 = w1|Xℓ1 = xℓ1)dµ(xℓ1 |Zℓ1 = uℓ1)
× P(Zℓ1+g+ℓ2ℓ1+g+2 = wℓ22 |Zℓ1+g+1 = w1, Zℓ1 = uℓ1)
(b)
= µb(u
ℓ1)
(∫
X
Kg+1(xℓ1 , w1)dµ(xℓ1 |uℓ1)
)
µb(w
ℓ2
2 |w1, uℓ1)
= µb(u
ℓ1)
(∫
X l
Kg+1(xℓ1 , w1)
π(w1)
dµ(xℓ1 |uℓ1)
)
π(w1)µb(w
ℓ2
2 |w1, uℓ1)
≤ µb(uℓ1)π(w1)µb(wℓ22 |w1, uℓ1)
(
sup
x:[x]b=uℓ1
Kg+1(x,w1)
π(w1)
)
≤ µb(uℓ1)π(w1)µb(wℓ22 |w1, uℓ1)
(
sup
(x,z)∈X×Z
Kg+1(x, z)
π(z)
)
= µb(u
ℓ1)π(w1)µb(w
ℓ2
2 |w1, uℓ1)Ψ1(b, g), (130)
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where (a) holds because X is a first order Markov chain and in (b),
µb(u
ℓ1) = P(Zℓ1 = uℓ1), (131)
µb(w
ℓ2
2 |w1, uℓ1) = P(Zℓ1+g+ℓ2ℓ1+g+2 = wℓ22 |Zℓ1+g+1 = w1, Zℓ1 = uℓ1), (132)
and µ(xℓ1 |uℓ1) denotes the probability measure of Xℓ1 conditioned on Zℓ1 = uℓ1 . Also, since the Markov chain is
a stationary process, we have
Kg+1(xℓ1 , w1) = P([Xg+1]b = w1|X0 = xℓ1). (133)
Another term in (130) is π(w1)µb(w
ℓ2
2 |w1, uℓ1). Since π(wℓ2) = π(w1)π(wℓ22 |w1), we have
π(wl)µb(w
ℓ2
l+1|wl, uℓ1) = π(wℓ2 )
µb(w
ℓ2
l+1|wl, uℓ1)
π(wℓ2l+1|wl)
. (134)
But
µb(w
ℓ2
2 |w1, uℓ1) =
∫
µb(w
ℓ2
2 |x,w1, uℓ1)dµ(x|w1, uℓ1)
=
∫
µb(w
ℓ2
2 |x)dµ(x|w1 , uℓ1) (135)
where the second equality holds because (Zℓ1 , Zℓ1+1)→ Xℓ1+1 → Zℓ1+l+ℓ2ℓ1+2 forms a Markov chain. Therefore,
µb(w
ℓ2
2 |w1, uℓ1)
π(wℓ22 |w1)
=
∫
µb(w
ℓ2
2 |x)dµ(x|w1, uℓ1)
π(wℓ22 |w1)
,
(a)
≤
(
sup
[x]b=w1
µb(w
ℓ2
2 |x)
) ∫
dµ(x|w1, uℓ1)
π(wℓ22 |w1)
,
(b)
= sup
[x]b=w1
π(wℓ22 |x)
π(wℓ22 |w1)
≤ sup
(x,wℓ2):[x]b=w1
π(wℓ22 |x)
π(wℓ22 |w1)
≤ Ψ2(b), (136)
where (a) and (b) hold because µ(x|w1, uℓ1) is only non-zero when x is such that [x]b = w1, and
∫
dµ(x|w1, uℓ1) =
1, respectively. Finally, combining (130), (134) and (136) yields the desired result.
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We next prove that, for a fixed b, Ψ1(b, g) is non-increasing function of g. For any x ∈ X and z ∈ Xb, we have
Kg+1(x, z)
π(z)
=
P([Xg+1]b = z|X0 = x)
P([Xg+1]b = z)
=
∫
P([Xg+1]b = z|X1 = x′, X0 = x)dµ(x′|X0 = x)
P([Xg+1]b = z)
(a)
=
∫
P([Xg]b = z|X0 = x′)dµ(x′|X0 = x)
P([Xg]b = z)
= sup
x′∈X
P([Xg]b = z|X0 = x′)
P([Xg]b = z)
∫
dµ(x′|X0 = x)
(b)
≤ Ψ1(g, b), (137)
where (a) follows because of the Markovity and stationarity assumptions and (b) follows because
∫
dµ(x′|X0 =
x) = 1. Since the right hand side of (137) only depends on g and b, taking the supremum of the left hand side
over (x, z) ∈ X × Xb proves that
Ψ1(g + 1) ≤ Ψ1(g). (138)
Furthermore, since X is assumed to be an aperiodic Markov chain,
limg→∞Kg(x, z) = π(z), for all x and z. Therefore, Ψ1(g) converges to one, as g →∞.
E. Proof of Theorem 2
Define Ψ(b, g) = Ψ1(b, g)Ψ2(b). Then it follows from Lemmas 1 and 2 that, given ǫ > 0, for any positive
integers g and k that satisfy 4(k + g)/(n− k) < ǫ,
P(‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≥ ǫ) ≤ (k + g)Ψt1(b, g)Ψt2(b)(t+ 1)|Z|
k
2−cǫ
2t/4. (139)
where t = ⌊n−k+1k+g ⌋ and c = 1/(2 ln2). Since by assumption limb→∞Ψ2(b) = 1, there exists bǫ such that for all
b ≥ bǫ, Ψ2(b) ≤ 2cǫ2/16. But bn = ⌈r log logn⌉ is a diverging sequence of n. Therefore, there exists nǫ > 0, such
that for all n ≥ nǫ,
Ψ2(bn) ≤ 2cǫ2/16. (140)
On the other hand, by the theorem’s assumption, there exists a sequence g = gn, where g = o(n), such that
limn→∞Ψ1(bn, gn) = 1. Therefore, there exists n′ǫ such that for all n ≥ n′ǫ,
Ψ1(bn, gn) ≤ 2cǫ2/16. (141)
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Moreover, since g = gn = o(n) and k is fixed, there exists n
′′
ǫ > 0 such that for all n ≥ n′′ǫ ,
4(k + gn)
n− k < ǫ. (142)
Therefore, for n > max(nǫ, n
′
ǫ, n
′′
ǫ ), from (139), (140), (141) and (142), we have
P(‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≥ ǫ) ≤ (k + g)Ψt1(b, g)Ψt2(b)(t+ 1)|Z|
k
2−cǫ
2t/4
≤ (k + g)(t+ 1)|Z|k2−tcǫ2/8
≤ (k + g)n|Z|k2−tcǫ2/8, (143)
where the last line follows from the fact that t+ 1 ≤ n. But since t = ⌊n−k+1k+g ⌋, t ≥ n−kk+g − 1. Hence,
P(‖pˆ(k)(·|Zn)− µ(b)k ‖1 ≥ ǫ) ≤ 2cǫ
2(1+k/(k+g))/8(k + g)n|Z|
k
2−
cǫ2n
8(k+g)
≤ 2cǫ2/4(k + g)n|Z|k2− cǫ
2n
8(k+g) , (144)
which is the desired result.
F. Proof of Theorem 3
For each i, let random variable Ji be an indicator of a jump at time i. That is,
Ji = 1Xi 6=Xi−1 . (145)
Consider x ∈ X and z ∈ Xb. Then, by definition,
Kg(x, z)
π(z)
=
P([Xg]b = z|X0 = x)
P([X0]b = z)
. (146)
But,
P([Xg]b = z|X0 = x) =
∑
dg∈{0,1}g
P([Xg]b = z, J
g = dg|X0 = x)
(a)
=
∑
dg∈{0,1}g
P([Xg]b = z|Jg = dg, X0 = x) P(Jg = dg). (147)
where (a) follows from the independence of the jump events and the value of the Markov process at each time.
Now if there is a jump between time 1 and time g, then by definition of the transition probabilities the value of
[Xg]b become independent of [X1]b and also the jumps pattern. In other words, for any J
g 6= (0, . . . , 0),
P([Xg]b = z|Jg = dg, X0 = x) = P([Xg]b = z) = P([X0]b = z), (148)
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where the last equality follows from the stationarity of the Markov process. But Jg 6= (0, . . . , 0) means that there
has been no jump from time 0 upto time g, and therefore Xg = X0. This implies that
P([Xg]b = z|Jg = 0g, X0 = x) = 1z=[x]b . (149)
Since Jg = (0, . . . , 0) = (1− p)g , combining the intermediate steps, its follows that
P([Xg]b = z|X0 = x) = (1− (1− p)g) P([X0]b = z) + (1− p)g1z=[x]b , (150)
and as a result
Kg(x, z)
π(z)
= (1− (1− p)g) + (1− p)
g
1z=[x]b
P([X0]b = z)
. (151)
But given that by our assumption f(x) ≥ fmin, P([X0]b = z) ≥ fmin2−b. Therefore,
Ψ1(b, g) = sup
(x,z)∈X×Xb
Kg(x, z)
π(z)
≤ (1− (1− p)g) + (1− p)
g2b
fmin
. (152)
Ffor b = bn = ⌈r log log n⌉ and g = gn = ⌊γr log logn⌋, we have
log((1− p)g2b) = g log(1 − p) + b (153)
≤ r(γ log(1− p) + 1) log logn. (154)
But since γ > − 1log(1−p) , γ log(1−p)+1 < 0, which from (152) proves the desired result, i.e., limn→∞Ψ1(bn, gn) =
1.
It is easy to check that due to its special distribution, the quantized version of process X is also a first-order
Markov process. Therefore, from (44), we have
Ψ2(b) = sup
(x,w2)∈X×Z2:[x]b=w1
π(w2|x)
π(w2|w1)
= sup
(x,w2)∈X×Z
P([X2]b = w2|X1 = x)
P([X2]b = w2|[X1]b = [x]b) . (155)
But
P([X2]b = w2|X1 = x) = P([X2]b = w2, J2 = 1|X1 = x)p
+ P([X2]b = w2, J2 = 0|X1 = x)(1 − p)
= pP([X2]b = w2) + (1− p)1w2=[x]b . (156)
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and similarly
P([X2]b = w2|[X1]b = [x]b) = P([X2]b = w2, J2 = 1|[X1]b = [x]b)p
+ P([X2]b = w2, J2 = 0|[X1]b = [x]b)(1− p)
= pP([X2]b = w2) + (1− p)1w2=[x]b , (157)
which proves that Ψ2(b) = 1, for all b.
G. Proof of Theorem 4
By definition
d¯k(X) = lim sup
b→∞
H([Xk+1]b|[Xk]b)
b
, (158)
and therefore, for any δ1 > 0, there exists bδ1 such that for all b ≥ bδ1 , H(Xk+1 ]b|[X
k]b)
b ≤ d¯k(X) + δ1. Since
b = bn = ⌈r log logn⌉ converges to infinity as n→∞, for all n large enough, b = bn > bδ1 , and as a result
H([Xk+1]b|[Xk]b)
b
≤ d¯k(X) + δ1. (159)
For the rest of the proof, assume that n is larges enough such that bn > bδ1 .
Define distribution qk+1 over X k+1b as the (k+1)-th order distribution of the quantized process [X1]b, . . . , [Xn]b.
That is, for ak+1 ∈ X k+1b ,
qk+1(ak+1|ak) = P([Xk+1]b = ak+1|[Xk]b = ak), (160)
and
qk(a
k) =
∑
ak+1∈Xb
qk+1(a
k+1) = P([Xk]b = a
k). (161)
Also define distributions qˆ
(1)
k+1 and qˆ
(2)
k+1 as the empirical distributions induced by Xˆ
n and [Xn]b, respectively. In
other words, qˆ
(1)
k (a
k) = pˆ(k)(ak|Xˆn), qˆ(2)k (ak) = pˆ(k)(ak|[Xn]b), and
qˆ
(1)
k+1(ak+1|ak) =
qˆ
(1)
k+1(a
k+1)
qˆ
(1)
k (a
k)
=
pˆ(k+1)(ak+1|Xˆn)
pˆ(k)(ak|Xˆn) , (162)
and
qˆ
(2)
k+1(ak+1|ak) =
qˆ
(2)
k+1(a
k+1)
qˆ
(2)
k (a
k)
=
pˆ(k+1)(ak+1|[Xn]b)
pˆ(k)(ak|[Xn]b) . (163)
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As the first step we would like to prove that 1b Hˆk(Xˆ
n) ≤ d¯k(X) + δ. Using the definitions above, we have
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|Xˆn)
=
∑
ak+1∈X k+1
b
pˆ(k+1)(ak+1|Xˆn) log 1
qk+1(ak+1|ak)
=
∑
ak+1∈X k+1
b
pˆ(k+1)(ak+1|Xˆn) log qˆ
(1)
k+1(ak+1|ak)
qk+1(ak+1|ak))
+
∑
ak+1∈X k+1
b
pˆ(k+1)(ak+1|Xˆn) log 1
qˆ
(1)
k+1(ak+1|ak)
=
∑
ak
qˆ
(1)
k (a
k)DKL(qˆ
(1)
k+1(·|ak)‖qk+1(·|ak)) + Hˆk(Xˆn). (164)
Since Xˆn is the minimizer of (16), we have
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|Xˆn) ≤ (d¯k(X) + δ)b. (165)
Combining this equation with (164) and the fact that DKL is always positive, we obtain
1
b
Hˆk(Xˆ
n) ≤ d¯k(X) + δ. (166)
As the second step of the proof we show that with high probability
1
b
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b) ≤ d¯k(X) + δ. (167)
In other words, we would like to show that the vector [Xn]b = ([X1]b, [X2]b, . . . , [Xn]b) satisfies the constraint of
the optimization (16). Following the same steps as those used in deriving (164), we get
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b)
=
∑
ak
qˆ
(2)
k (a
k)DKL(qˆ
(2)
k+1(·|ak)‖qk+1(·|ak)) + Hˆk([Xn]b). (168)
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Also, note that
∑
ak
qˆ
(2)
k (a
k)DKL(qˆ
(2)
k+1(·|ak)‖qk+1(·|ak))
=
∑
ak
qˆ
(2)
k (a
k)
∑
ak+1
qˆ
(2)
k+1(ak+1|ak) log
qˆ
(2)
k+1(ak+1|ak)
qk+1(ak+1|ak)
=
∑
ak+1
qˆ
(2)
k+1(a
k+1)
(
log
qˆ
(2)
k+1(a
k+1)
qk+1(ak+1)
− log qˆ
(2)
k (a
k)
qk(ak)
)
= DKL(qˆ
(2)
k+1‖qk+1)−DKL(qˆ(2)k ‖qk). (169)
Therefore, since 0 ≤ DKL(qˆ(2)k+1‖qk+1)−DKL(qˆ(2)k ‖qk) ≤ DKL(qˆ(2)k+1‖qk+1), from (168),
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b) ≤ Hˆk([Xn]b) +DKL(qˆ(2)k+1‖qk+1). (170)
Given δ2 > 0, define event E1 as
E1 , {‖qˆ(2)k+1 − qk+1‖1 < δ2}. (171)
Consider random vector Uk+1 distributed according to qˆ
(2)
k+1, which denotes the empirical distribution of [X
n]b.
Then, by definition, Hˆk([X
n]b) = H(Uk+1|Uk) = H(Uk+1)−H(Uk). Therefore,
|Hˆk([Xn]b)−H([Xk+1]b|[Xk]b)| = |H(Uk+1)−H(Uk)−H([Xk+1]b) +H([Xk]b)|
≤ |H(Uk+1)−H([Xk+1]b)|+ |H(Uk)−H([Xk]b)| (172)
Conditioned on E1, ‖qˆ(2)k − qk‖1 ≤ ‖qˆ(2)k+1 − qk+1‖1 ≤ δ2, and therefore, from Lemma 3,
|Hˆk([Xn]b)−H([Xk+1]b|[Xk]b)| ≤ −2δ2 log δ2 + 2δ2(k + 1) log |Xb|, (173)
or
|Hˆk([X
n]b)
b
− H([Xk+1]b|[X
k]b)
b
| ≤ −2δ2
b
log δ2 + (
2(k + 1) log |Xb|
b
)δ2. (174)
Moreover, conditioned on E1, since ‖qˆ(2)k+1 − qk+1‖1 ≤ δ2 and qˆ(2)k+1 ≪ qk+1, from Lemma 4, we have
D(qˆ
(2)
k+1‖qk+1) ≤ −δ2 log δ2 + δ2(k + 1) log |Xb| − δ2 log qmin, (175)
where
qmin = min
uk+1∈X k+1
b
:qk+1(uk+1) 6=0
P([Xk+1]b = u
k+1) ≥ fk+1|Xb|−(k+1). (176)
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Therefore,
D(qˆ
(2)
k+1‖qk+1) ≤ −δ2 log δ2 + δ2(k + 1) log |Xb|
− δ2 log fk+1 + δ2(k + 1) log |Xb|, (177)
or
D(qˆ
(2)
k+1‖qk+1)
b
≤ −δ2
b
(log δ2 + log fk+1) + (
2(k + 1) log |Xb|
b
)δ2. (178)
Hence, combining (170), (174) and (178), it follows that, conditioned on E1,
1
b
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b)
≤ d¯k(X) + δ1 + (4(k + 1) log |Xb|
b
)δ2 − δ2
b
(3 log δ2 + log fk+1). (179)
Choosing δ1 = δ/2 and δ2 small enough such that
(
4(k + 1) log |Xb|
b
)δ2 − δ2
b
(3 log δ2 + log fk+1) ≤ δ
2
. (180)
Note that while |Xb| grows exponentially in b, for all bounded sources, 1b log |Xb| < 2. Therefore, it is always
possible to make sure that the above condition is satisfied for an appropriate choice of parameter δ2. For this choice
of parameters, from (179), conditioned on E1
1
b
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b) ≤ d¯k(X) + δ, (181)
and hence [Xn]b satisfies the constraint of the Q-MAP optimization described in (16). Hence, since Xˆ
n is the
minimizer of ‖Aun− Y m‖2, among all sequences that satisfy this constraint, we conclude that, conditioned on E1,
‖AXˆn − Y m‖ ≤ ‖A[Xn]b − Y m‖
= ‖A([Xn]b −Xn)‖
≤ σmax(A)‖Xn − [Xn]b‖
≤ σmax(A)2−b
√
n. (182)
Our goal is to use this equation to derive a bound for ‖Xˆn − Xn‖. The main challenge here is to find a lower
bound for ‖AXˆn− Y m‖ in terms of ‖Xˆn−Xn‖. Given δ3 > 0 and τ > 0, define set Cn and events E2 and E3 as
Cn , {un ∈ Xnb :
1
nb
ℓLZ(u
n) ≤ d¯k(X) + 2δ}, (183)
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E2 , {σmax(A) <
√
n+ 2
√
m}, (184)
and
E3 , {‖A(un −Xn)‖ ≥ ‖un −Xn‖
√
(1− τ)m : ∀un ∈ Cn}, (185)
respectively. We will prove the following:
1) Xˆn ∈ Cn, for n large enough.
2) P(E1 ∩ E2 ∩ E3) converges to one as n grows to infinity.
For the moment we assume that these two statements are true and complete the proof. Therefore, conditioned
on E1 ∩ E2 ∩ E3, it follows from (182) that
‖Xˆn −Xn‖
√
(1− τ)m ≤ n(1 + 2
√
m
n
)2−b
≤ 3n2−b, (186)
where the last line follows form the fact that m ≤ n. Therefore, conditioned on E1 ∩ E2 ∩ E3,
1√
n
‖Xˆn −Xn‖ ≤
√
9n
(1− τ)m22b . (187)
To prove that Xˆn ∈ Cn, for n large enough, note that, from (166), 1b Hˆk(Xˆn) ≤ d¯k(X) + δ. On the other hand,
from (76), for our choice of parameter b = bn, for any given δ
′′ > 0, for all n large enough,
1
n
ℓLZ(Xˆ
n) ≤ Hˆk(Xˆn) + δ′′. (188)
Therefore, for all n large enough,
1
nb
ℓLZ(Xˆ
n) ≤ d¯k(X) + δ + δ
′′
b
. (189)
Choosing δ′′ such that δ
′′
b ≤ δ proves the desired result, i.e., Xˆn ∈ Cn.
Let τ = 1 − (logn)−2r/(1+f), where f > 0 is a free parameter. For b = bn = ⌈r log logn⌉, 22b ≥ (logn)2r.
Therefore, from (187),
1√
n
‖Xˆn −Xn‖ ≤
√
9(logn)
2r
1+f
(1 + δ)d¯k(X)(log n)2r
=
√
9
(1 + δ)d¯k(X)(log n)
2rf
1+f
. (190)
Therefore, for any ǫ > 0, n large enough, conditioned on E1 ∩ E2 ∩ E3,
1√
n
‖Xˆn −Xn‖ ≤ ǫ. (191)
44
To finish the proof we study the probability of E1∩E2∩E3. By Theorem 1, there exists integer gδ2 , only depending
on the source distribution and δ2 such that for n > 6(k + gδ2)/δ2 + k,
P(Ec1) ≤ 2cδ
2
2/8(k + gδ2)n
|Xb|k2
− nδ
2
2
8(k+gδ2
) , (192)
where c = 1/(2 ln2). Also, as proved in [19],
P(Ec2) ≤ 2−m/2. (193)
Finally, from (75), the size of Cn can be upper-bounded as
|Cn| ≤ 2nb(d¯k(X)+2δ)+1. (194)
Now Lemma 6 combined with the union bound proves that, for a fixed vector Xn,
PA(Ec3) ≤ 2nb(d¯k(X)+2δ)+1e
m
2 (τ+ln(1−τ)), (195)
where PA reflects the fact that [X
n]b is fixed, and the randomness is in the generation of matrix A. For our choice
of parameter τ combined with the Fubini’s Theorem and the Borel Cantelli Lemma proves that PXn(Ec3) → 0,
almost surely.
H. Proof of Theorem 5
The proof is very similar to the proof of Theorem 4 and follows the same logic. Similar to the proof of Theorem
4, for δ1 > 0, we assume that n is larges enough such that
H([Xk+1]b|[Xk]b)
b
≤ d¯k(X) + δ1. (196)
Also, given δ2 > 0, δ3 > 0 and τ > 0, we consider the events Cn and events E2 and E3 define in (183), (184),
(185). Since Xˆn is a minimizer of∑
ak+1∈X k+1
b
wak+1 pˆ
(k)(ak+1|un) + λn2 ‖Aun − Y m‖2, we have
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|Xˆn) + λ
n2
‖AXˆn − Y m‖2
≤
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b) + λ
n2
‖A[Xn]b − Y m‖2
≤
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b) + λ(σmax(A))
2
n2
‖[Xn]b −Xn‖2
≤
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b) + λ(σmax(A))
22−2b
n
. (197)
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Define distribution qk+1, qˆ
(1)
k+1 and qˆ
(2)
k+1 over X k+1b as in the proof of Theorem 4. Then, given δ > 0, from (174)
and (179), we set δ1 = δ/2 and δ2 small enough such that (180) is satisfied. Then following the same steps as the
ones that led to (181) we obtain that conditioned on E1 (defined in (171)),
1
b
Hˆk([X
n]b) ≤ d¯k(X) + δ. (198)
Hence, we have
Hˆk(Xˆ
n) +
λ
n2
‖AXˆn − Y m‖2 ≤ b(d¯k(X) + δ) + λ(σmax(A))
22−2b
n
. (199)
Since both terms on the left hand side of (199) are positive, each of them should be smaller than the bound on the
right hand side, i.e.,
1
b
Hˆk(Xˆ
n) ≤ d¯k(X) + δ + λ(σmax(A))
22−2b
bn
, (200)
and
λ
bn2
‖AXˆn − Y m‖2 ≤ d¯k(X) + δ + λ(σmax(A))
22−2b
bn
. (201)
Since λ = λn = (logn)
2r and b = bb = ⌈r log logn⌉, λ2−2b ≤ 1, and hence, conditioned on E2,
λ(σmax(A))
22−2b
bn
≤ (
√
n+ 2
√
m)2
nb
≤ 9
b
. (202)
Therefore, since bn →∞, as n→∞, for all n large enough, conditioned on E2,
λ(σmax(A))
22−2b
bn
≤ δ, (203)
and therefore, from (200) and (201),
1
b
Hˆk(Xˆ
n) ≤ d¯k(X) + 2δ, (204)
and
λ
bn2
‖AXˆn − Y m‖2 ≤ d¯k(X) + 2δ. (205)
Therefore, choosing δ3 = 3δ, conditioned on E1 ∩ E2 ∩ E3, Xˆn ∈ Cn. Finally, from (201) we have
λ(1 − τ)m
n2b
‖Xˆn −Xn‖2 ≤ d¯k(X) + 2δ, (206)
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or
1√
n
‖Xˆn −Xn‖ ≤
√
(d¯k(X) + 2δ)bn
λ(1 − τ)m . (207)
which proves that, for our set of parameters, conditioned on E1 ∩ E2 ∩ E3, 1√n‖Xn − Xˆn‖ can be made arbitrary
small. Setting of parameter τ and proving that P(E1 ∩ E2 ∩ E3) converges to one can be done exactly as it was
done in the proof of Theorem 4.
I. Proof of Theorem 6
As argued in the proof of Theorem 4, given δ > 0, there exists bδ, such that for b > bδ,
H([Xk+1]b|[Xk]b)
b
≤ d¯k(X) + δ
2
. (208)
In the rest of the proof we assume that n is large enough so that b = bn > bδ. Define distributions qk+1 and qˆk+1
over X k+1b as follows. Let qk+1 and qˆk+1 denote the distribution of [Xk+1]b, and the empirical distribution of
[Xn]b, respectively. From (168) and (169), it follows that
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b) ≤ Hˆk([Xn]b) +DKL(qˆk+1‖qk+1) (209)
Define the events E1 and E2 as
E1 = {σmax(A) <
√
n+ 2
√
m}, (210)
and
E2 = {‖qˆk+1 − qk+1‖1 < δ′}, (211)
where δ′ > 0 is selected such that
1
b
(−2δ′ log δ′ + 2δ′(k + 1) log |Xb|) ≤ δ
4
, (212)
and
1
b
(−δ′ log δ′ − δ′ log fk+1 + 2δ′(k + 1) log |Xb|) ≤ δ
4
, (213)
for all b large enough. This is always possible, since (−2δ′ log δ′)/b is a decreasing function of b and log |Xb|/b
can be upper-bounded by a constant not depending on b. Hence, by picking δ′ small enough both (212) and (213)
hold.
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Given this choice of parameters, from (174), conditioned on E2, we have
1
b
|Hˆk([Xn]b)−H([Xk+1]b|[Xk]b)| ≤ δ
4
. (214)
Also, from Lemma 4, and (178), conditioned on E2,
1
b
D(qˆk+1‖qk+1) ≤ −δ
′
b
(log δ′ + log fk+1) + (
2(k + 1) log |Xb|
b
)δ′. (215)
Therefore, from (213),
1
b
D(qˆk+1‖qk+1) ≤ δ
4
. (216)
Conditioned on E2, from (208) and (209), it follows that
1
b
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|[Xn]b) ≤ Hˆk([X
n]b)
b
+
1
b
DKL(qˆk+1‖qk+1)
≤ H([Xk+1]b|[X
k]b)
b
+
δ
4
+
δ
4
≤ d¯k(X) + δ
2
+
δ
4
+
δ
4
= d¯k(X) + δ, (217)
which implies that [Xn]b ∈ Fo. Since Xˆn(t+ 1) is the solution of (55), automatically, Xˆn(t+ 1) ∈ Fo. Also, as
we just proved, conditioned on E2 ∩ E3, [Xn]b ∈ Fo as well. Therefore, conditioned on E2 ∩ E3,
‖Xˆn(t+ 1)− Sn(t+ 1)‖ ≤ ‖[Xn]b − Sn(t+ 1)‖, (218)
or equivalently
‖Xˆn(t+ 1)− [Xn]b + [Xn]b − Sn(t+ 1)‖ ≤ ‖[Xn]b − Sn(t+ 1)‖. (219)
Raising both sides of (219) to power two and canceling out the common term from both sides, we derive
‖Xˆn(t+ 1)− [Xn]b‖2 + 2〈Xˆn(t+ 1)− [Xn]b, [Xn]b − Sn(t+ 1)〉 ≤ 0. (220)
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If we plug in the expression for Sn(t+ 1) we obtain
‖Xˆn(t+ 1)− [Xn]b‖2 ≤ 2〈Xˆn(t+ 1)− [Xn]b,−[Xn]b + Sn(t+ 1)〉
= 2〈Xˆn(t+ 1)− [Xn]b,−[Xn]b + Xˆn(t) + µAT (Y m −AXˆn(t))〉
= 2〈Xˆn(t+ 1)− [Xn]b, Xˆn(t)− [Xn]b〉
− 2µ〈Xˆn(t+ 1)− [Xn]b, ATA(Xˆn(t)−Xn)〉
+ 2µ〈Xˆn(t+ 1)− [Xn]b, ATZm〉
= 2〈Xˆn(t+ 1)− [Xn]b, Xˆn(t)− [Xn]b〉
− 2µ〈Xˆn(t+ 1)− [Xn]b, ATA(Xˆn(t)− [X ]nb )〉
+ 2µ〈Xˆn(t+ 1)− [Xn]b, ATA(Xn − [X ]nb )〉
+ 2µ〈Xˆn(t+ 1)− [Xn]b, ATZm〉 (221)
Define
En(t) , ‖Xˆn(t+ 1)− [Xn]b‖, (222)
and
E˜n(t) ,
En(t)
‖En(t)‖ . (223)
Then, it follows from (221) that
‖En(t+ 1)‖ ≤ 2〈E˜n(t+ 1), E˜n(t)〉‖En(t)‖ − 2µ〈E˜n(t+ 1), ATAE˜n(t)〉‖En(t)‖
+ 2µ〈E˜n(t+ 1), ATA(Xn − [X ]nb )〉
+ 2µ〈E˜n(t+ 1), ATZm〉
= 2
(
〈E˜n(t+ 1), E˜n(t)〉 − µ〈AE˜n(t+ 1), AE˜n(t)〉
)
‖En(t)‖
+ 2µ〈E˜n(t+ 1), ATA(Xn − [X ]nb )〉
+ 2µ〈E˜n(t+ 1), ATZm〉
≤ 2
(
〈E˜n(t+ 1), E˜n(t)〉 − µ〈AE˜n(t+ 1), AE˜n(t)〉
)
‖En(t)‖
+ 2µσmax(A
TA)‖Xn − [X ]nb ‖
+ 2µ〈E˜n(t+ 1), ATZm〉. (224)
Note that for a fixed Xn, E˜n(t) and E˜n(t + 1) can only take a finite number of different values. Let Se denote
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the set of all possible normalized error vectors. That is,
Se ,
{
un − vn
‖un − vn‖ : u
n, vn ∈ Fo
}
. (225)
Clearly, E˜n(t) and E˜n(t+ 1) are both members of Se. Define event E3 as follows
E3 ,
{
〈un, vn〉 − 1
m
〈Aun, Avn〉 ≤ 0.45 : ∀ (un, vn) ∈ S2e
}
. (226)
Conditioned on E1 ∩ E2 ∩ E3, it follows from (224) that
‖En(t+ 1)‖ ≤ 0.9‖En(t)‖ + 2(
√
n+ 2
√
m)2
m
(2−b
√
n)
+ 2µ〈E˜n(t+ 1), ATZm〉. (227)
The only remaining term on the right hand side of (227) is 2µ〈E˜n(t+ 1), ATZm〉. To upper bound this term, we
employ Lemma 7. Let Ami , i = 1, . . . , n, denote the i-th column of matrix A. Then,
ATZm =


〈Am1 , Zm〉
〈Am2 , Zm〉
...
〈Amn , Zm〉


, (228)
and
〈E˜n(t+ 1), ATZm〉 =
n∑
i=1
E˜i(t+ 1)〈Ami , Zm〉. (229)
By Lemma 7, for each i, 〈Ami , Zm〉 is distributed as ‖Zm‖Gi, whereGi is a standard normal distribution independent
of ‖Zm‖. Therefore, since the columns of matrix A are also independent, overall 〈E˜n(t+1), ATZm〉 is distributed
as
‖Zm‖
n∑
i=1
E˜i(t+ 1)Gi, (230)
where Gi are i.i.d. standard normal independent of ‖Zm‖. Given, τ1 > 0 and τ2 > 0, define events E4 and E5 as
follows:
E4 , { 1
m
‖Zm‖2 ≤ (1 + τ1)σ2}, (231)
and
E5 , {|〈e˜n, Gn〉|2 ≤ 1 + τ2 : ∀e˜n ∈ Se}. (232)
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By Lemma 6,
P(Ec4) = P
( 1
σ2
‖Zm‖2 > (1 + τ1)m
)
≤ e−m2 (τ1−ln(1+τ1)). (233)
For a fixed vector e˜n, 〈e˜n, Gn〉 = ∑ni=1 e˜iGi has a standard normal distribution and therefore, by letting m = 1
in Lemma 6, it follows that
P(|〈e˜n, Gn〉|2 > 1 + τ2) ≤ e−0.5(τ2−ln(1+τ2)). (234)
Hence, by the union bound,
P(Ec4) ≤ |Se|e−0.5(τ2−ln(1+τ2))
≤ 2nb(d¯k(X)+2δ)e−0.5(τ2−ln(1+τ2)), (235)
where the last inequality follows from (245) and (251). But, for τ2 > 7,
e−0.5(τ2−ln(1+τ2)) ≤ 2−0.5τ2, (236)
which implies that for τ2 > 7,
P(Ec5) ≤ 2nb(d¯k(X)+2δ)−0.5τ2 . (237)
Setting
τ2 = 2nb(d¯k(X) + 3δ)− 1 (238)
ensures that
P(Ec5) ≤ 2−δbn+0.5, (239)
which converges to zero as n grows to infinity. Finally, setting τ1 = 1, conditioned on E4 ∩ E5, we have
2µ〈E˜n(t+ 1), ATZm〉 = 2
m
〈E˜n(t+ 1), ATZm〉
≤ 1
m
√
m(1 + τ1)σ2(1 + τ2)
=
√
(2m)σ2(2nb(d¯k(X) + 3δ))
m2
=
σ
2
√
nb(d¯k(X) + 3δ)
m
. (240)
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Combining (240) and (227) yields the desired upper bound on the last term in (227).
To finish the proof we need to show that P(E1 ∩ E2 ∩ E3) also approaches one, as n grows without bound.
Reference [19] proves that
P(Ec1) ≤ 2−m/2. (241)
By Theorem 1, there exists integer gδ′ , depending only on δ
′ and the source distribution, such that for any
n > 6(k + gδ′)/(bδ) + k,
P(Ec3) ≤ 2cδ
′2/8(k + gδ′ + 1)n
|Xb|k+12
− ncδ′2
8(k+g
δ′
+1) , (242)
where c = 1/(2 ln2). This proves that for our choice of parameters, P(Ec2) converges to zero.
In the rest of the proof we bound P(Ec3). From Corollary 2, for any un, vn ∈ Se,
P
( 1
m
〈Aun, Avn〉 − 〈un, vn〉 ≤ −0.45
)
≤ 2−0.05m. (243)
Therefore, by the union bound,
P(Ec3) = P
( 1
m
〈Aun, Ae˜n(t)〉 − 〈un, e˜n(t)〉 ≤ −0.45 : for some (un, vn) ∈ S2e
)
≤ |Se|22−0.05m. (244)
Note that
|Se| ≤ |Fo|2. (245)
In the following we derive an upper bound on the size of Fo. For any un ∈ Fo, by definition, we have
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un) ≤ b(d¯k(X) + δ). (246)
Let qˆ
(u)
k+1 = pˆ
(k+1)(·|un) denote the (k + 1)-th order empirical distributions of un. Following the steps used in
deriving (164), it follows that
∑
ak+1∈X k+1
b
wak+1 pˆ
(k+1)(ak+1|un)
=
∑
ak
qˆ
(u)
k (a
k)DKL(qˆ
(u)
k+1(·|ak)‖qk+1(·|ak)) + Hˆk(un). (247)
Since all the terms on the right hand side or (247) are positive, it follows from (246) that
Hˆk(u
n) ≤ b(d¯k(X) + δ). (248)
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On the other hand, given our choice of quantization level b, for n large enough, for any vn ∈ Xnb ,
1
nb
ℓLZ(v
n) ≤ 1
b
Hˆk(v
n) + δ. (249)
Therefore, for any un ∈ Fo, from (248) and (249), it follows that
1
nb
ℓLZ(u
n) ≤ 1
b
Hˆk(u
n) + δ
≤ d¯k(X) + 2δ. (250)
Note that, from (75), we have
|Fo| ≤ |{vn : 1
nb
ℓLZ(v
n) ≤ d¯k(X) + 2δ}| ≤ 2nb(d¯k(X)+2δ). (251)
Hence, from (244),
P(Ec3) ≤ |Fo|42−0.05m ≤ 2nb(d¯k(X)+2δ)−0.05m ≤ 2−2nbδ. (252)
VIII. CONCLUSION
We studied the problem of estimating Xn ∈ Rn from m response variables Y m = AXn + Zm, under the
assumption that the distribution of Xn is known. We proposed a new approach optimization called Q-MAP
for estimating Xn. The new optimization satisfies the following properties: (i) It applies to generic classes of
distributions, as long as they satisfy certain mixing conditions. (ii) Unlike other Bayesian approaches, in the high-
dimensional settings, the performance of the Q-MAP optimization can be characterized for generic distributions. Our
analyses show that, for certain distributions such as spike-and-slab, asymptotically, Q-MAP achieves the minimum
normalized number of measurements (Whether Q-MAP achieves the optimal bound for other distributions is still
an open question.) (iii) Projected gradient descent can be applied to approximate the solution of the optimization
Q-MAP. While the optimization involved in Q-MAP is non-convex, we have characterized the performance of the
corresponding PGD algorithm, under both noiseless and noisy settings. Our analysis revealed that with slightly
more measurements than Q-MAP, the PGD-based method recovers Xn accurately in the noiseless setting.
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