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Abstract
Extended supersymmetric σ-model is given, standing on the SO(2N+1) Lie algebra
of fermion operators composed of annihilation-creation operators and pair operators.
Canonical transformation, the extension of the SO(2N) Bogoliubov transformation
to the SO(2N+1) group, is introduced. Embedding the SO(2N+1) group into an
SO(2N+2) group and using SO(2N+2)
U(N+1) coset variables, we investigate a new aspect of
the supersymmetric σ-model on the Ka¨hler manifold of the symmetric space SO(2N+2)
U(N+1) .
We construct a Killing potential which is just the extension of the Killing potential
in the SO(2N)
U(N) coset space given by van Holten et al. to that in the
SO(2N+2)
U(N+1) coset
space. To our great surprise, the Killing potential is equivalent with the generalized
density matrix. Its diagonal-block matrix is related to a reduced scalar potential with
a Fayet-Ilipoulos term. The reduced scalar potential is optimized in order to see the
behaviour of the vacuum expectation value of the σ-model fields and a proper solution
for one of the SO(2N +1) group parameters is obtained. We give bosonization of
the SO(2N+2) Lie operators, vacuum functions and differential forms for their bosons
expressed in terms of the SO(2N+2)
U(N+1) coset variables, a U(1) phase and the corresponding
Ka¨hler potential.
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1 Introduction
The supersymmetric extension of nonlinear models was first given by Zumino under
the introduction of scalar fields taking values in a complex Ka¨hler manifold [1]. The higher
dimensional nonlinear σ-models defined on symmetric spaces and on hyper Ka¨hler manifolds
have been itensively studied in various contexts in modern versions of elementary particle
physics, superstring theory and supergravity theory [2, 3, 4, 5].
In nuclear and condensed matter physics, the time dependent Hartree-Bogoliubov (TDHB)
theory [6, 7] has been regarded as the standard approximation in the many-body theoretical
descriptions of superconducting fermion systems [8, 9]. In the TDHB an HB wavefunction
(WF) for such systems represents Bose condensate states of fermion pairs. It is a good ap-
proximation for the ground state of the system with a short-range pairing interaction that
produces a spontaneous Bose condensation of the fermion pairs. Number-nonconservation of
the HB WF is a consequence of the spontaneous Bose condensation of fermion pairs. Stand-
ing on the Lie-algebraic viewpoint, the pair operators of fermion with N indices form the
SO(2N) Lie algebra and accompany the U(N) Lie algebra as a sub-algebra. SO(2N)(= g)
and U(N)(=h) denote the special orthogonal group of 2N dimensions and the unitary group
of N dimensions, respectively. One can give an integral representation of a state vector on
the group g, the exact coherent state representation (CS rep) of a fermion system [10]. It
makes possible global approach to the above problem. The canonical transformation of the
fermion operators generated by the Lie operators in the SO(2N) Lie algebra induces the
well-known generalized Bogoliubov transformation for the fermions. The TDHB equation
has been derived from the Euler-Lagrange equation of motion (EOM) for the g
h
= SO(2N)
U(N)
coset
variables by one of the present authors (SN) [11]. The TDHB theory is, however, applicable
only to even fermion systems. For odd fermion systems we have no TD self-consistent field
(SCF) theory with the same level of the mean field (MF) approximation as the TDHB.
van Holten et al. have discussed a procedure for consistent coupling of gauge- and matter
superfields to supersymmetric σ-models on the Ka¨hler coset spaces. They have presented
a way of constructing the Killing potentials and have applied their method to the explcit
construction of supersymmetric σ-models on the coset spaces SO(2N)
U(N)
. They have shown that
only a finite number of the coset models can be consistent when coupled to matter superfields
with U(N) quantum numbers reflecting spinorial representations of SO(2N) [2]. Higashijima
et al. have given Ricci-flat metrics on compact Ka¨hler manifolds, SU(N)
[SU(N−M)×U(M)] ,
SO(2N)
U(N)
and Sp(N)
U(N)
and non-compact Ka¨hler manifolds, applying their technique of the gauge theory
formulation of supersymmetric nonlinear σ-models on the hermitian symmetric spaces [3].
Preceding these works, Deldug and Valent have investigated the Ka¨hlerian σ-models in
two-dimensional space-time at the classical quantum level. They have presented a unified
treatment of the models based on irreducible hermitian symmetric spaces corresponding to
the coset spaces G
H
[12]. van Holten has also discussed the construction of σ-models on
compact and non-compact Grassmannian manifolds, SU(N+M)
S[U(N)×U(M)] and
SU(N,M)
S[U(N)×U(M)] [13].
One of the most challenging problems in the current studies of nuclear physics is to give
a theory suitable for description of collective motions with large amplitudes in both even
and odd soft nuclei with strong collective correlations. For providing the general microscopic
means for a unified self-consistent description for Bose and Fermi type collective excitations
in such fermion systems, Fukutome, Yamamura and one of the present authors (SN) have
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proposed a new fermion many-body theory basing on the SO(2N+1) Lie algebra of fermion
operators [14]. The set of the fermion operators composed of creation-annihilation and pair
operators forms a larger Lie algebra, the Lie algebra of the SO(2N+1) group. A representa-
tion of an SO(2N+1) group has been derived by a group extension of the SO(2N) Bogoliubov
transformation for fermions to a new canonical transformation group. The fermion Lie oper-
ators, when operated onto the integral representation of the SO(2N+1) WF, are mapped into
the regular representation of the SO(2N+1) group and are represented by boson operators.
The boson images of the fermion Lie operators are expressed by closed first order differential
forms. The creation-annihilation operators themselves as well as the pair operators are given
by the Schwinger-type boson representation as a natural consequence [15, 16].
Along the same way as the above, we give an extended supersymmetric σ-model on Ka¨hler
coset space G
H
= SO(2N+2)
U(N+1)
, basing on the SO(2N+1) Lie algebra of the fermion operators.
Embedding the SO(2N+1) group into an SO(2N+2) group and using the SO(2N+2)
U(N+1)
coset
variables [17], we investigate a new aspect of the supersymmetric σ-model on the Ka¨hler
manifold of the symmetric space SO(2N+2)
U(N+1)
. We construct a Killing potential which is just the
extension of the Killing potential in theSO(2N)
U(N)
coset space given by van Holten et al. [2]to that
in theSO(2N+2)
U(N+1)
coset space. To our great surprise, the Killing potential is equivalent with the
generalized density matrix. Its diagonal-block part is related to a reduced scalar potential
with a Fayet-Ilipoulos term. The reduced scalar potential is optimized in order to see the
behaviour of the vacuum expectation value of the σ-model fields. We get, however, a too
simple solution. The optimiztion of the reduced scalar potential plays an important role to
evaluate the criteria for supersymmetry-breaking and internal symmetry-breaking. To find a
proper solution for the extended supersymmetryic σ-mdoel, after rescaling Goldstone fields
by a mass parameter, minimization of the deformed reduced scalar potential is also made.
Previously, using the above embedding we have developed an extended TDHB (ETDHB)
theory, in which paired and unpaired modes are treated on the same footing [14, 11]. The
ETDHB applicable to both even and odd fermion systems is a TDSCF with the same level of
MF approximation as the usual TDHB for even fermion systems [9]. The ETDHB equation
is derived from a classical Euler-Lagrange EOM for the SO(2N+2)
U(N+1)
coset variables.
In sect. 2, we recapitulate briefly an induced representation of an SO(2N+1) canonical
transformation group. In sect. 3, an embedding of the SO(2N+1) group into an SO(2N+2)
group is made and introduction of SO(2N+2)
U(N+1)
coset variables is also made. In sect. 4, we give
an extended supersymmetric σ-model on the coset space SO(2N+2)
U(N+1)
based on the SO(2N+1)
Lie algebra of the fermion operators and study a new aspect of the extended supersymmetric
σ-model on the Ka¨hler manifold, the symmetric space SO(2N+2)
U(N+1)
. In sect. 5, the expressions
for Killing potentials in that coset space are given and their equivalence with the generalized
density matrix is proved and then a reduced scalar potential is derived. Finally, in sect. 6, we
give discussions on the optimized scalar potential and concluding remarks. In Appendix, we
give a bosonization of the SO(2N+2) Lie operators, vacuum functions and differential forms
for their bosons expressed in terms of the corresponding Ka¨hler potential, the SO(2N+2)
U(N+1)
coset
variables and a U(1) phase and make a brief sketch of derivation of the ETDHB equation
from the Euler-Lagrange EOM for those coset variables in the TDSCF. Throughout this
paper, we use the summation convention over repeated indices unless there is the danger of
misunderstanding.
3
2 The SO(2N+1) Lie algebra of fermion operators and
the Bogoliubov transformation
Let cα and c
†
α, α=1,· · ·, N , be annihilation and creation operators of the fermion satisfying
the canonical anti-commutation relations
{cα, c†β} = δαβ , {cα, cβ} = {c†α, c†β} = 0. (2.1)
We introduce the set of fermion operators consisting of the following annihilation and creation
operators and pair operators:
cα, c
†
α,
Eαβ = c
†
αcβ−
1
2
δαβ , E
αβ = c†αc
†
β, Eαβ = cαcβ,
Eα†β = E
β
α, E
αβ = E†βα, Eαβ = −Eβα. (α, β = 1, · · ·, N)

(2.2)
It is well known that the set of fermion operators (2.2) form an SO(2N + 1) Lie algebra.
As a consequence of the anti-commutation relation (2.1), the commutation relations for the
fermion operators (2.2) in the SO(2N + 1) Lie algebra are
[Eαβ , E
γ
δ] = δγβE
α
δ − δαδEγβ, (U(N) algebra) (2.3)
[Eαβ, Eγδ] = δαδEβγ − δαγEβδ,
[Eαβ , Eγδ] = δαδE
β
γ + δβγE
α
δ − δαγEβδ − δβδEαγ ,
[Eαβ , Eγδ] = 0,
 (2.4)
[c†α, cβ] = 2E
α
β, [cα, cβ] = 2Eαβ,
[cα, E
β
γ] = δαβcγ , [cα, Eβγ] = 0,
[cα, E
βγ ] = δαβc
†
γ − δαγc†β.
 (2.5)
We omit the commutation relations obtained by hermitian conjugation of (2.4) and (2.5).
The SO(2N + 1) Lie algebra of the fermion operators contains the U(N)(= {Eαβ}) and the
SO(2N)(= {Eαβ, Eαβ, Eαβ}) Lie algebras of the pair operators as sub-algebras.
An SO(2N) canonical transformation U(g) is generated by the fermion SO(2N) Lie
operators. The U(g) is the generalized Bogoliubov transformation [7] specified by an SO(2N)
matrix g
U(g)(c, c†)U †(g) = (c, c†)g, (2.6)
g
def
=
[
a b¯
b a¯
]
, g†g = gg† = 12N , det g = 1, (2.7)
U(g)U(g′) = U(gg′), U(g−1) = U−1(g) = U †(g), U(12N ) = Ig (unit operator on g), (2.8)
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where (c, c†) is the 2N -dimensional row vector ((cα), (c†α)) and a= (a
α
β) and b= (bαβ) are
N×N matrices. The bar denotes the complex conjugation. The HB (SO(2N)) WF | g> is
generated as | g>=U(g)| 0> where | 0> is the vacuum satisfying cα| 0>=0. The matrix g
is composed of the matrices a and b satisfying the ortho-normalization condition. The | g>
is expressed as
| g> = <0 |U(g)| 0> exp(1
2
· qαβc†αc†β)| 0>, (2.9)
<0 |U(g)| 0> = Φ¯00(g) = [det(a)]
1
2 =
[
det(1N + q
†q)
]− 1
4 ei
τ
2 , (2.10)
q = ba−1 = −qT, (variables of the SO(2N)
U(N)
coset space), τ =
i
2
ln
[
det(a∗)
det(a)
]
, (2.11)
where det means determinant and the symbol T denotes the transposition.
The canonical anti-commutation relation gives us not only the above Lie algebras but
also the other three algebras. Let n be the fermion number operator n=c†αcα. The operator
(−1)n anticommutes with cα and c†α;
{cα, (−1)n} = {c†α, (−1)n} = 0. (2.12)
Let us introduce the operator Θ defined by Θ≡θαc†α− θ¯αcα. Due to the relation Θ2=−θ¯αθα,
we have
eΘ = Z +Xαc
†
α − X¯αcα, X¯αXα + Z2 = 1,
Z = cos θ, Xα =
θα
θ
sin θ, θ2 = θ¯αθα.
 (2.13)
From (2.1), (2.12) and (2.13), we obtain
eΘ(cα, c
†
α,
1√
2
)(−1)ne−Θ = (cβ, c†β,
1√
2
)(−1)nGX ,
GX
def
=

δβα − X¯βXα X¯βX¯α −
√
2ZX¯β
XβXα δβα −XβX¯α
√
2ZXβ√
2ZXα −
√
2ZX¯α 2Z
2 − 1
 .

(2.14)
Let G be the (2N + 1)× (2N + 1) matrix defined by
G
def
= GX

a b¯ 0
b a¯ 0
0 0 1
=

a− X¯Y b¯+ X¯Y¯ −√2ZX¯
b+XY a¯−XY¯ √2ZX
√
2ZY −√2ZY¯ 2Z2 − 1
 ,
Xα= a¯
α
βYβ − bαβY¯β,
Yα=Xβa
β
α − X¯βbβα,
Y¯αYα + Z
2 = 1,
 (2.15)
where X and Y are the column vector and the row vector, respectively. The SO(2N + 1)
canonical transformation U(G) is generated by the fermion SO(2N + 1) Lie operators. The
U(G) is an extension of the generalized Bogoliubov transformation U(g) [7] to a nonlinear
transformation and is specified by the SO(2N + 1) matrix G. We identify this G with the
argument G of U(G). Then U(G)=U(GX)U(g) and U(GX)=exp(Θ).
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From (2.6), (2.14) and (2.15) and the commutability of U(g) with (−1)n, we obtain
U(G)(cα, c
†
α,
1√
2
)(−1)nU †(G) = (cβ, c†β,
1√
2
)(−1)n

Aβα B¯βα − x¯β√
2
Bβα A¯βα
xβ√
2
yα√
2
− y¯α√
2
z
 , (2.16)
where
Aαβ = aαβ − X¯αYβ = aαβ − x¯αyβ
2(1 + z)
,
Bαβ = bαβ +XαYβ = bαβ +
xαyβ
2(1 + z)
,
xα = 2ZXα, yα = 2ZYα, z = 2Z
2 − 1.

(2.17)
By using the relation U(G)(c, c†, 1√
2
)U †(G) = U(G)(c, c†, 1√
2
)U †(G)(z+ρ)(−1)n and the third
column equation of (2.16), Eq. (2.16) can be written as
U(G)(c, c†,
1√
2
)U †(G) = (c, c†,
1√
2
)(z − ρ)G, (2.18)
G
def
=

A B¯ − x¯√
2
B A¯
x√
2
y√
2
− y¯√
2
z
 , G†G = GG† = 12N+1, detG = 1, (2.19)
U(G)U(G′) = U(GG′), U(G−1) = U−1(G) = U †(G), U(12N+1) = IG, (2.20)
where (c, c†, 1√
2
) is a (2N+1)-dimensional row vector ((cα), (c
†
α),
1√
2
) and A = (Aαβ) and
B=(Bαβ) areN×N matrices. The U(G) is a nonlinear transformation with a q-number gauge
factor z − ρ where ρ=xαc†α − x¯αcα and ρ2=−x¯αxα=z2 − 1 [14]. The matrix G is a matrix
belonging to the SO(2N + 1) group. It can be transformed to a real (2N + 1)-dimensional
orthogonal matrix by the transformation
O = V GV −1, V =

1√
2
· 1N 1√
2
· 1N 0
− i√
2
· 1N i√
2
· 1N 0
0 0 1
 . (2.21)
When z=1, the G becomes an SO(2N) matrix g. The SO(2N+1) WF |G>=U(G)| 0>
is expressed as [17, 18]
|G> = <0 |U(G)| 0>(1 + rαc†α) exp(
1
2
· qαβc†αc†β)| 0>,
rα =
1
1 + z
(xα + qαβ x¯β),
 (2.22)
<0 |U(G) | 0> = Φ¯00(G) =
√
1 + z
2
[
det(1N + q
†q)
]− 1
4 ei
τ
2 . (2.23)
6
3 Embedding into an SO(2N+2) group
Following Fukutome [18], we define the projection operators P+ and P− onto the sub-spaces
of even and odd fermion numbers, respectively, by
P±
def
=
1
2
(1± (−1)n), P 2± = P±, P+P− = 0, (3.1)
and define the following operators with the supurious index 0:
E00
def
= −1
2
(−1)n = 1
2
(P− − P+),
Eα0
def
= c†αP− = P+c
†
α, E
0
α
def
= cαP+ = P−cα,
Eα0
def
= −c†αP+ = −P−c†α, E0α def= −Eα0,
Eα0
def
= cαP− = P+cα, E0α
def
= −Eα0.

(3.2)
The annihilation-creation operators can be expressed in terms of the operators (3.2) as
cα = Eα0 + E
0
α, c
†
α = −Eα0 + Eα0. (3.3)
We introduce the indices p, q, · · · running over N+1 values 0, 1, · · · , N . Then the operators
of (2.2) and (3.2) can be denoted in a unified manner as Epq, Epq and E
pq. They satisfy
Ep†q = E
q
p, E
pq = E†qp, Epq = −Eqp, (p, q = 0, 1, · · · , N)
[Epq, E
r
s] = δqrE
p
s − δpsErq, (U(N + 1) algebra)
[Epq, Ers] = δpsEqr − δprEqs,
[Epq, Ers] = δpsE
q
r + δqrE
p
s − δprEqs − δqsEpr,
[Epq, Ers] = 0.


(3.4)
The above commutation relations in (3.4) are of the same form as (2.3) and (2.4).
Instead of (3.2), it is possible to employ the operators
E˜00 =
1
2
(−1)n = 1
2
(P+ − P−), E˜α0 = c†αP+, E˜0α = cαP−. (3.5)
Denoting Eαβ ≡ E˜αβ, it is shown that the operators E˜pq, p, q = 0, 1, · · · , N , satisfy
E˜p†q = E˜
q
p, [E˜
p
q, E˜
r
s] = δqrE˜
p
s − δpsE˜rq. (U˜(N + 1) algebra) (3.6)
The Lie algebra U˜(N + 1) is a U(N + 1) Lie algebra but it is not unitarily equivalent to
U(N + 1).
Two Clifford algebras C2N and C2N+1 can be constructed from the fermion operators:
Mα = cα + c
†
α, Mα+N = i(cα − c†α), (3.7)
M¯α = (cα − c†α)(−1)n, M¯α+N = i(cα + c†α)(−1)n, M¯0 = (−1)n. (3.8)
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These operators satisfy
{Mi, Mj} = 2δij, (i, j = 1, · · · , 2N) (3.9)
{M¯i, M¯j} = 2δij. (i, j = 0, 1, · · · , 2N) (3.10)
C2N = {Mi; i = 1, · · · , 2N} and C2N+1 = {M¯i; i = 0, 1, · · · , 2N} are the Clifford algebras
of 2N and 2N + 1 dimensions, respectively [19, 20]. They provide the bases to characterize
the canonical transformations generated by the SO(2N) and SO(2N + 1) Lie algebras.
The SO(2N + 1) group is embedded into an SO(2N + 2) group. The embedding leads
us to an unified formulation of the SO(2N + 1) regular representation in which paired and
unpaired modes are treated in an equal way. Define (N+1)×(N+1) matrices A and B as
A =
 A − x¯2
y
2
1 + z
2
 , B =
 B x2
−y
2
1− z
2
 , y = xTa− x†b. (3.11)
Imposing the ortho-normalization of the G, matrices A and B satisfy the ortho-normalization
condition and then form an SO(2N + 2) matrix G represented as [17]
G =
[ A B¯
B A¯
]
, G†G = GG† = 12N+2, (3.12)
which means the ortho-normalization conditions of the N + 1-dimensional HB amplitudes
A†A+ B†B = 1N+1, ATB + BTA = 0,
AA† + B¯BT = 1N+1, A¯BT + BA† = 0.
 (3.13)
The matrix G satisfies detG = 1 as is proved easily below
detG = det (A− B¯A¯−1B) det A¯ = det (AA† − B¯A¯−1BA†) = 1. (3.14)
By using (2.17) and (2.15), the matrices A and B can be decomposed as
A=
 1N −
x¯rT
2
− x¯
2
(1 + z)rT
2
1 + z
2

 a 0
0 1
 , B=
 1N +
xrTq−1
2
x
2
−(1 + z)r
Tq−1
2
1− z
2

 b 0
0 1
 , (3.15)
from which we get the inverse of A, A−1, as
A−1 =
 a−1 0
0 1
[ 1N x¯1 + z
−rT 1
]
. (3.16)
From (3.15) and (3.16), we obtain a SO(2N+2)
U(N+1)
coset variable with the N+1-th component as
Q = BA−1 =
[
q r
−rT 0
]
= −QT, (3.17)
from which the SO(2N + 1) variables qαβ and rα are shown to be just the independent
variables of the SO(2N+2)
U(N+1)
coset space. The paired mode qαβ and unpaired mode rα variables
in the SO(2N + 1) algebra are unified as the paired variables in the SO(2N + 2) algebra
[17]. We denote the (N + 1)-dimension of the matrix Q by the index 0 and use the indices
p, q, · · · running over 0 and α, β, · · · .
8
4 σ-model on the SO(2N+2)/U(N+1) coset manifold
Let us introduce a (2N + 2)× (N + 1) isometric matrix U by
UT = [ BT, AT ] . (4.1)
If one uses the matrix elements of U and U † as the co-ordinates on the manifold SO(2N+2),
a real line element can be defined by a hermitian metric tensor on the manifold. Under the
transformation U → VU the metric is invariant. Then the metric tensor defined on the
manifold may become singular, due to the fact that one uses too many co-ordinates.
According to Zumino [1], if A is non-singular, we have relations governing U †U as
U †U = A†A+ B†B = A†
{
1N+1 + (BA−1)† (BA−1)
}
A = A† (1N+1 +Q†Q)A,
ln detU †U = ln det (1N+1 +Q†Q)+ ln detA+ ln detA†,
 (4.2)
where we have used the SO(2N+2)
U(N+1)
coset variable Q (3.17). If we take the matrix elements of
Q and Q¯ as the co-ordinates on the SO(2N+2)
U(N+1)
coset manifold, the real line element can be
well defined by a hermitian metric tensor on the coset manifold as
ds2 = Gpq rsdQpqdQ¯rs (Qpq = Qpq and Q¯rs = Q¯rs; Gpq rs = Grs pq). (4.3)
We also use the indices r, s, · · · running over 0 and α, β, · · · . The condition that the
manifold under consideration is a Ka¨hler manifold is that its complex structure is covariantly
constant relative to the Riemann connection:
Gpq rs ,tu def= ∂Gpq rs
∂Qtu = Gtu rs ,pq, Gpq rs ,tu
def
=
∂Gpq rs
∂Q¯tu = Gpq tu ,rs, (4.4)
and that it has vanishing torsions. Then, the hermitian metric tensor Gpq rs can be locally
given through a real scalar function, the Ka¨hler potential, which takes the well-known form
K(Q†, Q) = ln det (1N+1 +Q†Q) , (4.5)
and the explicit expression for the components of the metric tensor is given as
Gpq rs = ∂
2K(Q†, Q)
∂Qpq∂Q¯rs =
{(
1N+1 +QQ†
)−1}
sp
{(
1N+1 +Q†Q
)−1}
qr
− (r ↔ s)− (p↔ q) + (p↔ q, r ↔ s).
(4.6)
Notice that the above function does not determine the Ka¨hler potential K(Q†, Q) uniquely
since the metric tensor Gpqrs is invariant under transformations of the Ka¨hler potential,
K(Q†, Q)→ K′(Q†, Q) = K(Q†, Q) + F(Q) + F¯(Q¯). (4.7)
F(Q) and F¯(Q¯) are analytic functions of Q and Q¯, respectively. In the case of the Ka¨hler
metric tensor, we have only the components of the metric connections with unmixed indices
Γ tupq rs = Gvw tuGpq vw ,rs, Γ¯ tupq rs = Gtu vwGvw rs ,pq, Gvw tu def= (G−1)vw tu, (4.8)
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and only the components of the curvatures
Rpq rs tu vw = Gvw vwΓ vwpq tu ,rs = Gpq vw ,tu rs − Gt′u′ v′w′Γ t′u′pq tu Γ¯ v′w′rs vw,
Rrs pq vw tu = Gtu tuΓ¯ turs vw ,pq = Rpq rs tu vw.
 (4.9)
In two- or four-dimensional space-time, the simplest representation of N = 1 super-
symmetry is a scalar multiplet φ = {Q, ψL, H} where Q and H are complex scalars and
ψL≡ 12(1 + γ5)ψ is a left-handed chiral spinor defined through a Majorana spinor. In super-
space language the multiplet is written as a chiral superfield:
φ = Q+ θ¯RψL + θ¯RθLH. (4.10)
The most general theory of the supersymmetric σ-model can be constructed from the [N ]
scalar multiplets φ[α]={Q[α], ψ[α]L , H [α]}([α]=1, · · · , [N ]). The supersymmetry transforma-
tions are given by
δQ[α] = ε¯Rψ[α]L , δψ[α]L =
1
2
(/δQ[α]εR +H [α]εL), δH [α] = ε¯L/δψ[α]L , (4.11)
where ε is the Majorana spinor parameter.
Let the Ka¨hler manifold be the SO(2N+2)
U(N+1)
coset manifold and redenote the complex scalar
fields Qpq as Q[α]([α] = 1, · · · , N(N+1)2 (= [N ])) and suppose that the spinors ψ[α]L and ψ¯[α]L
span the fibres. Following Zumino [1] and van Holten et al. [13], the Lagrangian of a
supersymmetric σ-model can be written completely in terms of co-ordinates on the fibre
bundle in the following form:
Lchiral =−G[α][β]
(
∂µQ¯[β]∂µQ[α] + ψ¯[β]L
←→
/Dψ
[α]
L
)
+W;[α][β]ψ¯
[β]
R ψ
[α]
L + W¯;[α][β]ψ¯
[β]
L ψ
[α]
R
−G[α][α]W¯;[α]W;[α] + 1
2
R[α][β][γ][δ]ψ¯
[β]
L γµψ
[α]
L ψ¯
[δ]
L γµψ
[γ]
L ,
(4.12)
and the Ka¨hler covariant derivative is defined as Dµψ
[α]
L
def
= ∂µψ
[α]
L + Γ
[α]
[β][γ]ψ
[β]
L ∂µQ[γ]. The
curvature tensors R are given by (4.9). This form of the Lagrangian has also been derived
by Higashijima and Nitta with the use of the Ka¨hler normal co-ordinate expansion of the
Lagrangian L = ∫ d4θK(φ†, φ) [21]. The Lagrangian Lchiral (4.12) is manifestly a scalar
under the general co-ordinate transformations Q[α]→Q′[α] on the manifold, provided that
the fermion transforms as a vector and the superpotential does as a scalar:
ψ′[α]L =
∂Q′[α]
∂Q[β] ψ
[β]
L , W
′(Q′) =W (Q). (4.13)
The auxiliary fields H [α] are eliminated through their field equations
H [α] = Γ
[α]
[β][γ]ψ¯
[β]
R ψ
[γ]
L + G[α][β]W¯,[β]. (4.14)
The right-handed chiral spinor ψR is defined as ψR = Cψ¯
T
L and C is the charge conjugation.
The comma , [α] (, [α]) denotes a derivative with respect to Q[α] (Q¯[α]), while the semicolon
denotes a covariant derivative using the affine connection defined by the Γ
[α]
[β][γ]:
W;[α] =W,[α] =
∂W
∂Q[α] , W;[α][β] =
∂W;[α]
∂Q[β] − Γ
[γ]
[β][α]W;[γ]. (4.15)
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5 Expression for SO(2N+2)/U(N+1) Killing potential
Let us consider an SO(2N +2) infinitesimal left transformation of an SO(2N +2) matrix
G to G ′, G ′ = (12N+2 + δG)G, by using the first equation of (A.3):
G ′ =
[
1N+1 + δA δB¯
δB 1N+1 + δA¯
]
G =
[ A+ δAA+ δB¯B B¯ + δAB¯ + δB¯A¯
B + δA¯B + δBA A¯+ δA¯A¯+ δBB¯
]
. (5.1)
Let us define a SO(2N+2)
U(N+1)
coset variable Q′(=B′A′−1) in the G ′ frame. With the aid of (5.1),
the Q′ is calculated infinitesimally as
Q′ = B′A′−1 = (B + δA¯B + δBA) (A+ δAA+ δB¯B)−1
= Q+ δB −QδA+ δA¯Q − QδB¯Q.
(5.2)
The Ka¨hler metrics admit a set of holomorphic isometries, the Killing vectors, Ri[α](Q)
and R¯i[α](Q¯) (i=1, · · · , dimG), which are the solution of the Killing equation
Ri [β](Q), [α] + R¯i [α](Q), [β] = 0, Ri [β](Q) = G[α][[β]Ri[α](Q). (5.3)
These isometries define infinitesimal symmetry transformations and are described geomet-
rically by the above Killing vectors which are the generators of infinitesimal co-ordinate
transformations keeping the metric invariant: δQ=Q′−Q=R(Q) and δQ¯=R¯(Q¯) such that
G ′(Q, Q¯)=G(Q, Q¯). The Killing equation (5.3) is the necessary and sufficient condition for
an infinitesimal co-ordinate transformation
δQ[α]=(δB − δATQ−QδA+QδB†Q)[α]=ξiRi[α](Q), δQ¯[α]=ξiR¯i[α](Q¯), (5.4)
where ξi are the infinitesimal and global group parameters. Due to the Killing equation,
the Killing vectors Ri[α](Q) and R¯i[α](Q¯) can be written locally as the gradient of some real
scalar function, the Killing potentials Mi(Q, Q¯) such that
Ri [α](Q) = −iMi ,[α], R¯i [α](Q¯) = iMi ,[α]. (5.5)
According to van Holten et al. [2] and using the infinitesimal SO(2N + 2) matrix δG
given by the first equation of (A.3), the Killing potential Mσ can be written for the coset
SO(2N+2)
U(N+1)
as
Mσ
(
δA, δB, δB†) = Tr(δGM˜σ) = tr (δAMσδA + δBMσδB† + δB†MσδB) ,
M˜σ ≡
 M˜σδA M˜σδB†
−M˜σδB −M˜σδAT
 , MσδA = M˜σδA +
(
M˜σδAT
)T
,
MσδB = M˜σδB, MσδB† = M˜σδB† ,

(5.6)
where the trace Tr is taken over the (2N +2)×(2N +2) matrices, while the trace tr is taken
over the (N + 1)×(N + 1) matrices. Let us introduce the (N + 1)-dimensional matrices
R(Q; δG), RT (Q; δG) and X by
R(Q; δG)=δB − δATQ−QδA+QδB†Q, RT (Q; δG)=−δAT +QδB†,
X = (1N+1 +QQ†)−1 = X †.
 (5.7)
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In (5.4), putting ξi=1, we have δQ=R(Q; δG) which is just the Killing vector in the coset
space SO(2N+2)
U(N+1)
, and tr of the holomorphic matrix-valued function RT (Q; δG), trRT (Q; δG)=
F(Q) is a holomorphic Ka¨hler transformation. Then the Killing potential Mσ is given as
−iMσ
(Q, Q¯; δG) = −tr∆ (Q, Q¯; δG) ,
∆
(Q, Q¯; δG) def= RT (Q; δG)−R(Q; δG)Q†X = (QδAQ† − δAT − δBQ† +QδB†)X .
(5.8)
From (5.6) and (5.8), we obtain
− iMσδB = −XQ, − iMσδB† = Q†X , − iMσδA = 1N+1 − 2Q†XQ. (5.9)
Using the expression for M˜σ, equation (5.9), their components are written in the form
−iM˜σδB=−XQ, −iM˜σδB† =Q†X , −iM˜σδA=−Q†XQ, −iM˜σδAT=1N+1−QX¯Q†=X . (5.10)
It is easily checked that the result (5.9) satisfies the gradient of the real function Mσ (5.5).
Of course, putting r=0 in Q (3.17), the Killing potential Mσ in the SO(2N+2)U(N+1) coset space
leads to the Killing potential Mσ in the
SO(2N)
U(N)
coset space obtained by van Holten et al. [2].
To make clear the meaning of the Killing potential, using the (2N+2)×(N+1) isometric
matrix U (U †U=1N+1), let us introduce the following (2N + 2)×(2N + 2) matrix:
W = UU † =
[ R K
−K¯ 1N+1 − R¯
]
,
R = BB†,
K = BA†, (5.11)
which satisfies the idempotency relationW2=W and is hermitian on the SO(2N+2) group.
W is a natural extension of the generalized density matrix in the SO(2N) CS rep to the
SO(2N + 2) CS rep. Since the matrices A and B are represented in terms of Q=(Qpq) as
A = (1N+1 +Q†Q)− 12
◦
U , B = Q(1N+1 +Q†Q)− 12
◦
U ,
◦
U∈ U(N + 1), (5.12)
then, we have
R = Q(1N+1 +Q†Q)−1Q† = Qχ¯Q† = 1N+1 − χ, K = Q(1N+1 +Q†Q)−1 = χQ (5.13)
Substituting (5.13) into (5.10), the Killing potential −iM˜σ is expressed in terms of the
sub-matrices R and K of the generalized density matrix (5.11) as
− iM˜σ =
[ −R¯ −K¯
K −(1N+1 −R)
]
, (5.14)
from which we finally obtain
− iM˜σ =
[ R K
−K¯ 1N+1 − R¯
]
. (5.15)
To our great surprise, the expression for the Killing potential (5.15) just becomes equivalent
with the generalized density matrix (5.11).
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The expression for the Killing potential Mσ is described in terms of the SO(2N+2)U(N+1) coset
variable Qpq but include an inverse matrix X given by (5.7). The variable Qpq has already
been expressed in terms of the variables qαβ and rα through (3.17). To obtain the concrete
expression for the Killing potential in terms of the SO(2N + 1) variables qαβ and rα, we
must also represent the inverse matrix in terms of the variables qαβ and rα. Following Ref.
[22], after some algebraic manipulations, the inverse matrix X in (5.7) leads to the form
X =
[ Qqq† Qqr
Q†qr Qr†r
]
, χ = (1N + qq
†)−1 = χ†, (5.16)
where each sub-matrix is expressed by the variables q and r as
Qqq† = χ−
1 + z
2
χ(rr† − qr¯rTq†)χ, (5.17)
Qqr¯ = 1 + z
2
χqr¯, Qr†r =
1 + z
2
. (5.18)
Then, substituting (3.17) and (5.16) into (5.9) and introducing an auxiliary function
λ= rr†−qr¯rTq†= λ†, we can get the Killing potential Mσ expressed in terms of only q, r
and 1 + z=2Z2 as,
− iMσδB =
 −χq+Z2 (χλχq+χqr¯rT) −χr+Z2χλχr
−Z2 (rTq†χq−rT) −Z2rTq†χr
 , (5.19)
− iMσδB† =
 q†χ−Z2 (q†χλχ+ r¯rTq†χ) Z2 (q†χqr¯−r¯)
r†χ−Z2r†χλχ Z2r†χqr¯
 , (5.20)
− iMσδA =1N−2q†χq+2Z2(q†χλχq+q†χqr¯rT+r¯rTq†χq−r¯rT) −2q†χr+2Z2(q†χλχr+r¯rTq†χr)
−2r†χq+2Z2(r†χλχq+r†χqr¯rT) 1−2r†χr+2Z2r†χλχr
. (5.21)
In the above expressions for the Killing potentialMσ, each block-matrix is easily verified to
satisfy the following identities and relations:
rTq†χr = 0, r†χqr¯ = 0, r†χr =
1− Z2
Z2
, r†χλχr =
(
1− Z2
Z2
)2
, (5.22)
1− 2r†χr + 2Z2r†χλχr = 2Z2 − 1, (5.23)
χλχr =
1− Z2
Z2
χr, r†χλχ =
1− Z2
Z2
r†χ, q†χq = 1N − χ¯. (5.24)
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Using these identities and relations, we get compact forms of the Killing potential Mσ as,
− iM
σδB
(σδB†)
=

−χq + Z2 (χrr†χq + χqr¯rTχ¯)(
q†χ− Z2 (q†χrr†χ + χ¯r¯rTq†χ)) −Z2χr(−Z2χ¯r¯)
Z2rTχ¯(
Z2r†χ
) 0
(0)
 , (5.25)
− iMσδA =
 1N − 2q†χq + 2Z2 (q†χrr†χq − χ¯r¯rTχ¯) −2Z2q†χr
−2Z2r†χq 2Z2 − 1
 . (5.26)
Let us introduce the gauge covariant derivatives
DµQ[α] = ∂µQ[α] − giAiµRi[α](Q),
Dµψ
[α]
L = ∂µψ
[α]
L − giAiµRi[α],[β](Q)ψ[β]L + Γ [α][β][γ]ψ[β]L ∂µQ[γ],
 (5.27)
where Aiµ are gauge fields corresponding to local symmetries and gi are coupling constants.
They are components of vector multiplets V i=(Aiµ, λ
i, Di), with λi representing the gaugi-
nos and Di the real auxiliary fields. With the introduction of the gauge fields in Lagrangian
(4.12), via the gauge covariant derivatives (5.27), the σ-model is no longer invariant under
the supersymmetry transformations. To restore the supersymmetry, it is necessary to add
the terms
∆Lchiral = 2G[α][α]
(
Ri [α](Q)ψ¯[α]L λiR + R¯i [α](Q)λ¯iRψ[α]L
)
− gitr
{
Di(Mi + ξi)} , (5.28)
where ξi are Fayet-Ilipoulos parameters. Then the full Lagrangian for this model consists of
the usual supersymmetry Yang-Mills part and the chiral part
L = −tr
{
1
4
F iµνF iµν +
1
2
λ¯i /Dλi − 1
2
DiDi
}
+ Lchiral(∂µ → Dµ) + ∆Lchiral. (5.29)
Eliminating the auxiliary field Di by Di =−gi(Mi+ξi) (not summed for i), we can get a
scalar potential
VSC = −1
2
g2i tr
{
(Mi + ξi)2} , (5.30)
in which a reduced scalar potential arising from the gauging of SU(N + 1)×U(1) including
a Fayet-Ilipoulos term with parameter ξ is of special interest:
VredSC =
g2U(1)
2(N + 1)
(ξ − iMY )2 +
g2SU(N+1)
2
tr (−iMt)2 . (5.31)
The new quantities tr (−iMt)2 and −iMY in VredSC are defined below and the trace tr,
taken over the N×N matrix, is used. Then we have
tr(−iMt)2 = tr(−iMσδA)2 − 1
N + 1
(−iMY )2, − iMY = tr (−iMσδA) ,
tr (−iMσδA) =−N + 2tr(χ) + 2Z2tr(χrr†)− 4Z2tr(χrr†χ) + 2Z2 − 1,
tr (−iMσδA)2 =N − 4tr(χ) + 4tr(χχ) + 12Z2tr(χrr†χ)− 16Z2tr(χχrr†χ)
−4Z4r†χχr · tr(χrr†) + 8Z4r†χχr · tr(χrr†χ) + 1− 4Z4r†χχr,

(5.32)
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Here we give the proof of the third identity of (5.22) as
r†χr =
1
4Z4
(x† + xTq†)χ(x+ qx¯) =
1
4Z4
(x†χx+ xTq†χqx¯)
=
1
4Z4
xTx¯ =
1− z2
4Z4
=
1− Z2
Z2
.
(5.33)
By using the same method as the above, we can approximately calculate the quantities r†χχr
and tr(rr†) as
r†χχr =
1
4Z4
(x† + xTq†)χχ(x+ qx¯) =
1
4Z4
x†χx
≈ 1
4Z4
{
1
N
[
N + tr(q†q)
]}−1
x†x =
1− Z2
Z2
<χ>,
<χ>
def
=
{
1
N
[
N + tr(q†q)
]}−1
,

(5.34)
tr(rr†) = r†r =
1
4Z4
(x† + xTq†)(x+ qx¯) =
1
4Z4
x†χ−1x
≈ 1− Z
2
Z2
1
<χ>
def
=<rr†> .
(5.35)
In (5.32), approximating tr(χ), tr(χrr†), etc. by <χ>, <χ> tr(rr†), etc., respectively, and
using (5.34) and (5.35), tr (−iMσδA) and tr (−iMσδA)2 are computed as
tr (−iMσδA) = 1−N + 2(2Z2−1)<χ>,
tr (−iMσδA)2 =1 +N − 4(2Z2−1)<χ>+4(2Z4−1)<χ>2 .
 (5.36)
Substituting (5.36) into (5.31), we obtain the final form of the reduced scalar potential as
VredSC =
g2U(1)
2(N+1)
{ξ+1−N + 2(2Z2−1)<χ>}2
+2
g2SU(N+1)
N+1
[N−2(2Z2−1)<χ>+{2(N−1)Z4+4Z2−(N+2)}<χ>2] ,
(5.37)
which is written in terms of the SO(2N+1) parameter Z, the mean value of χ, i.e., <χ>,
and the Fayet-Ilipoulos parameter ξ.
In order to see the behaviour of the vacuum expectation value of the σ-fields, it is very
important to analyze the form of the reduced scalar potential. From the variation of the
reduced scalar potential with respect to Z and <χ>, we can obtain the following relations:
g2U(1)
{
ξ+1−N + 2(2Z2−1)<χ>}− 2g2SU(N+1) {1− ((N − 1)Z2 + 1) <χ>} = 0, (5.38)
g2U(1) {ξ+1−N + 2(2Z2−1)<χ>} (2Z2−1)
−2g2SU(N+1) [2Z2−1− {2(N − 1)Z4 + 4Z2 − (N + 2)} <χ>] = 0.
(5.39)
15
Multiplying by 2Z2−1 for (5.38 ) and using (5.39), we have a g2-independent relation
{1−((N−1)Z2+1)<χ>} (2Z2−1)
− [2Z2−1− {2(N − 1)Z4 + 4Z2 − (N + 2)} <χ>] = 0.
(5.40)
This relation reads
(N + 1)(Z2 − 1) <χ>= 0, (5.41)
from which, since <χ> 6= 0, we get a very simple solution
Z2 = 1, <χ>=
1
2
1
g2
U(1) +Ng
2
SU(N+1)
{
g2U(1)(N − 1) + 2g2SU(N+1) − g2U(1)ξ
}
. (5.42)
This solution just corresponds to the SO(2N)
U(N)
supersymmetric σ-model since Z2=1. Putting
this solution into (5.37), the minimization of the reduced scalar potential with respect to the
Fayet-Ilipoulos parameter ξ is realized as follows:
VredSC =
1
2
N
N+1
g2U(1)g
2
SU(N+1)
g2
U(1)+Ng
2
SU(N+1)
[
ξ+
1
N
{2−N (N−1)}
]2
+V minredSC,
ξmin = N−1−2 1
N
, V minredSC=2
g2SU(N+1)
N + 1
(
N− 1
N
)
, <χ>min=
1
N
.
 (5.43)
To find a proper solution for the extended supersymmetric σ-model, after rescaling the
Goldstone fields Q by a mass parameter, as van Holten et al. did [2, 13], we also introduce
the (N + 1)-dimensional matrices Rf(Qf ; δG), RfT (Qf ; δG) and Xf in the following forms:
Rf(Qf ; δG)= 1
f
δB−δATQf−QfδA+fQfδB†Qf , RfT (Qf ; δG)=−δAT+fQfδB†,
Xf=(1N+1 + f 2QfQ†f )−1=X †, Qf=
 q
1
f
rf
−1
f
rTf 0
 , rf= 1
2Z2
(x+fqx¯) , f
def
=
1
mσ
.

(5.44)
Due to the rescaling, the Killing potential Mσ is deformed as
−iMfσ
(Qf , Q¯f ; δG) = −tr∆f (Qf , Q¯f ; δG) ,
∆f
(Qf , Q¯f ; δG) def= RfT (Qf ; δG)−Rf (Qf ; δG)f 2Q†fXf
=
(
f 2QfδAQ†f − δAT − fδBQ†f + fQfδB†
)
Xf ,

(5.45)
from which we obtain a f -deformed Killing potential Mfσ
− iMfσδB = −fXfQf , − iMfσδB† = fQ†fXf , − iMfσδA = 1N+1 − 2f 2Q†fXfQf . (5.46)
After the same algebraic manipulations, the inverse matrix Xf in (5.44) leads to a different
form deformed from the previous one (5.16)
Xf =
[ Qfqq† Qfqr
Q†fqr Qfr†r
]
, χf = (1N + f
2qq†)−1 = χ†f , (5.47)
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where each sub-matrix is expressed by the variables q and r and the parameters f and Z as
Qfqq† = χf − Z2χf (rfr†f − f 2qr¯frTf q†)χf , (5.48)
Qfqr¯ = fZ2χfqr¯f , Qfr†r = Z2, (5.49)
which are derived in Appendix E. Substituting (5.44) and (5.47) into (5.46) and introducing
a f -deformed auxiliary function λf=rfr
†
f−f 2qr¯frTf q†=λ†f , we can get the f -deformed Killing
potential MfσδA as,
− iMfσδA =
1N−2q†χfq+2Z2
(
q†χfλfχfq + q†χfqr¯frTf
+r¯fr
T
f q
†χfq− 1
f 2
r¯fr
T
f
) −2 1
f
q†χfrf+2
1
f
Z2
(
q†χfλfχfrf
+r¯fr
T
f q
†χfrf
)
−2 1
f
r†fχfq+2
1
f
Z2
(
r†fχfλfχfq
+r†fχfqr¯fr
T
f
) 1−2 1
f 2
r†fχfrf+2
1
f 2
Z2r†fχfλfχfrf

,
(5.50)
in which each block-matrix satisfy the following identities and relations:
rTf q
†χfrf = 0, r
†
fχfqr¯f = 0, r
†
fχfrf =
1− Z2
Z2
, r†fχfλfχfrf =
(
1− Z2
Z2
)2
, (5.51)
1− 2 1
f 2
r†fχfrf + 2
1
f 2
Z2r†fχfλfχfrf =
1
f 2
(2Z2 − 1) + 1− 1
f 2
, (5.52)
χfλfχfrf =
1− Z2
Z2
χfrf , r
†
fχfλfχf =
1− Z2
Z2
r†fχf , q
†χfq =
1
f 2
(1N − χ¯f). (5.53)
Using these identities and relations, we get a more compact form of the f -deformed Killing
potential MfσδA as,
−iMfσδA=
1N−2q
†χfq+2Z2
(
q†χfrfr
†
fχfq−
1
f 2
χ¯f r¯fr
T
f χ¯f
)
−2 1
f
Z2q†χfrf
−2 1
f
Z2r†fχfq
1
f 2
(2Z2−1)+1− 1
f 2
 . (5.54)
Owing to the rescaling, the f -deformed reduced scalar potential is written as follows:
VfredSC =
g2U(1)
2(N + 1)
(ξ − iMfY )2 +
g2SU(N+1)
2
tr (−iMft)2 ,
tr(−iMft)2 = tr(−iMfσδA)2 − 1
N + 1
(−iMfY )2, − iMfY = tr (−iMfσδA) ,
 (5.55)
in which each f -deformed Killing potential is calculated straight forwardly in the following
forms:
tr (−iMfσδA) =
(
1− 2 1
f 2
)
N + 2
1
f 2
tr(χf ) + 2
1
f 2
Z2tr(χfrfr
†
f)− 4
1
f 2
Z2tr(χfrfr
†
fχf)
+
1
f 2
(2Z2 − 1) + 1− 1
f 2
,
(5.56)
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tr (−iMfσδA)2 = N − 4 1
f 2
(1− 1
f 2
)N − 4 1
f 4
tr(χf ) + 4
1
f 4
tr(χfχf )
+4
1
f 2
(1− 1
f 2
)Z2tr(χfrfr
†
f)− 4
1
f 2
(1− 1
f 2
)Z2tr(χfrfr
†
fχf )
+12
1
f 4
Z2tr(χfrfr
†
fχf)− 16
1
f 4
Z2tr(χfχfrfr
†
fχf)
−4 1
f 4
Z4r†fχfχfrf · tr(χfrfr†f) + 8
1
f 4
Z4r†fχfχfrf · tr(χfrfr†fχf)
+
1
f 4
+ 2
1
f 2
(1− 1
f 2
)(2Z2 − 1) + (1− 1
f 2
)2 − 4 1
f 4
Z4r†fχfχfrf .
(5.57)
The identity below is also derived
r†fχfrf =
1
4Z4
(x† + fxTq†)χf (x+ fqx¯) =
1
4Z4
(x†χfx+ x
Tq†χfqx¯)
=
1
4Z4
xTx¯ =
1− z2
4Z4
=
1− Z2
Z2
,
(5.58)
and approximate formulas for the quantities r†fχfχfrf and tr(rfr
†
f ) can be calculated as
r†fχfχfrf =
1
4Z4
(x† + fxTq†)χfχf(x+ fqx¯) =
1
4Z4
x†χfx
≈ 1
4Z4
{
1
N
[
N + f 2tr(q†q)
]}−1
x†x =
1− Z2
Z2
<χf >,
<χf >
def
=
{
1
N
[
N + f 2tr(q†q)
]}−1
,

(5.59)
tr(rfr
†
f ) = r
†
frf =
1
4Z4
(x† + fxTq†)(x+ fqx¯) =
1
4Z4
x†χ−1f x
≈ 1− Z
2
Z2
1
<χf>
def
=<rfr
†
f > .
(5.60)
In (5.56) and (5.57), approximating tr(χf), tr(χfrfr
†
f ), etc. by <χf>, <χf> tr(rfr
†
f ), etc.,
respectively, and using (5.59) and (5.60), tr (−iMfσδA) and tr (−iMfσδA)2 are computed as
tr (−iMfσδA) = 1 +
(
1− 2 1
f 2
)
N + 2
1
f 2
(2Z2−1)<χf>,
tr (−iMfσδA)2 =1 +N − 4 1
f 2
(
1− 1
f 2
)
N
− 4 1
f 2
{
1
f 2
(2Z2 − 1)−
(
1− 1
f 2
)
Z2
}
<χf> +4
1
f 4
(2Z4 − 1)<χf>2 .

(5.61)
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Substituting (5.61) into (5.55), we obtain the f -deformed reduced scalar potential as
VfredSC =
g2U(1)
2(N+1)
[
ξ + 1 +
(
1− 2 1
f 2
)
N + 2
1
f 2
(2Z2 − 1) <χf >
]2
+2
g2SU(N+1)
N + 1
1
f 2
[
1
f 2
N −
{(
1− 1
f 2
)
N +
(
1 + 3
1
f 2
)}
Z2<χf>
+
{(
1− 1
f 2
)
N +
(
1 +
1
f 2
)}
<χf > +
1
f 2
{2(N − 1)Z4 + 4Z2 − (N + 2)}<χf >2
]
,
(5.62)
and, from the variation of this with respect to Z and <χf>, we get the following relations:
g2U(1)
{
ξ + 1 +
(
1− 2 1
f 2
)
N + 2
1
f 2
(2Z2 − 1) <χf>
}
−2g2SU(N+1)
[
1
4
{(
1− 1
f 2
)
N +
(
1 + 3
1
f 2
)}
− 1
f 2
{(N − 1)Z2 + 1} <χf>
]
= 0,
(5.63)
g2U(1)
[
ξ + 1 +
(
1− 2 1
f 2
)
N + 2
1
f 2
(2Z2 − 1) <χf>
]
(2Z2 − 1)
−2g2SU(N+1)
[
1
2
{(
1− 1
f 2
)
N +
(
1 + 3
1
f 2
)}
Z2 − 1
2
(
1− 1
f 2
)
N − 1
2
(
1 +
1
f 2
)
− 1
f 2
{2(N − 1)Z4 + 4Z2 − (N + 2)} <χf >
]
= 0.
(5.64)
Multiplying by (2Z2−1) for (5.63) and using (5.64), we have a g2-independent relation[
1
4
{(
1− 1
f 2
)
N + 1 + 3
1
f 2
}
− 1
f 2
{(N − 1)Z2 + 1} <χf>
]
(2Z2−1)
−
[
1
2
{(
1− 1
f 2
)
N +
(
1 + 3
1
f 2
)}
Z2 − 1
2
(
1− 1
f 2
)
N − 1
2
(
1 +
1
f 2
)
− 1
f 2
{2(N − 1)Z4 + 4Z2 − (N + 2)} <χf>
]
= 0.
(5.65)
This relation reads
(N + 1)
{
4(Z2 − 1) <χf > −
(
1− f 2)} = 0, (5.66)
through which due to 0≤Z2≤1 and <χf>>0, the rescaling parameter f is shown to satisfy
f 2≥1. From (5.66), since <χf> 6= 0, we can finally reach our ultimate goal of proper solutions
for Z2 and <χf> as
Z2 = 1 +
1
2
(1− f 2) g
2
U(1)+Ng
2
SU(N+1)
g2
U(1) {(2−f 2)N−1}−g2SU(N+1) {(1−f 2)N−2}−g2U(1)f 2ξ
,
<χf>=
1
2
1
g2
U(1)+Ng
2
SU(N+1)
[
g2U(1){(2−f 2)N−1}−g2SU(N+1){(1−f 2)N−2}−g2U(1)f 2ξ
]
.
(5.67)
This is just the solution for the SO(2N+2)
U(N+1)
supersymmetric σ-model. The solution (5.67), if
f 2=1, reduces to a simple solution (5.42).
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6 Discussions and concluding remarks
In order to find a proper solution for the extended SO(2N+2)
U(N+1)
supersymmetric σ-model,
the minimization of the f -deformed reduced scalar potential has been made after rescaling
Goldstone fields by a mass parameter. Then the proper solutions for Z2 and <χf> (5.67)
have been produced. In the course of producing such solutions, the Fayet-Ilipoulos term
has made a crucial role. Substituting (5.67) into (5.62), the minimization of the f -deformed
reduced scalar potential with respect to the Fayet-Ilipoulos parameter ξ is realized as follows:
VfredSC =
1
2
N
N+1
g2U(1)g
2
SU(N+1)
g2
U(1)+Ng
2
SU(N+1)
[
ξ+
1
N
{(
1−2 1
f 2
)
N2+N+2
1
f 2
}]2
+V minfredSC,
ξmin = −
(
1−2 1
f 2
)
N−1−2 1
f 2
1
N
,
V minfredSC=2
g2SU(N+1)
N + 1
[{
1
f 4
+
1
8
(
1− 1
f 2
)2}
N+
1
8
(
1− 1
f 2
)2
− 1
f 4
1
N
]
.

(6.1)
Thus we get the minimized f -deformed reduced scalar potential V minfredSC if we choose the
Fayet-Ilipoulos parameter ξ to be ξmin. Putting this ξmin into (5.67), we have
Z2min =
1
2
+
1
2
1
N
1
1
2
(f 2 − 1) + 1
N
,
<χf>min=
1
2
(f 2 − 1) + 1
N
, f 2 ≥ 1.
 (6.2)
Equations (6.1) and (6.2), if f 2=1, reduce to (5.43).
In this paper, we have given an extended supersymmetric σ-model on the Ka¨hler coset
space G
H
= SO(2N+2)
U(N+1)
, basing on the SO(2N+1) Lie algebra of the fermion operators. Embed-
ding the SO(2N+1) group into an SO(2N+2) group and using the SO(2N+2)
U(N+1)
coset variables
[17], we have investigated a new aspect of the extended supersymmetric σ-model which has
never been seen in the usual supersymmetric σ-model on the Ka¨hler coset space SO(2N)
U(N)
given by van Holten et al. [2]. We have constructed a Killing potential, the extension of
the Killing potential in the SO(2N)
U(N)
coset space to that in the SO(2N+2)
U(N+1)
coset space. To our
great surprise, the Killing potential is equivalent with the generalized density matrix which
is a useful tool to study fermion many-body problems. Its diagonal-block part is related to
a reduced scalar potential with the Fayet-Ilipoulos term. The reduced and the f -deformed
reduced scalar potentials have been optimized in order to see the behaviour of the vacuum
expectation value of the σ-model fields. We have got, if f 2 = 1, a simple solution Z2 = 1
corresponding to the SO(2N)
U(N)
supersymmetric σ-model and the proper solutions for Z2 and
<χf>. The Fayet-Ilipoulos term has made an important role to get such solutions.
Finally, we have given bosonization of the SO(2N+2) Lie operators, vacuum functions
and differential forms for their bosons expressed in terms of the SO(2N+2)
U(N+1)
coset variables,
a U(1) phase and the corresponding Ka¨hler potential. This provides a powerful tool for
describing the Goldstone bosons but accompanying fermionic modes in the present model.
The effectiveness of SO(2N+2)
U(N+1)
Ka¨hler manifold is expected to open a new field for exploration
of low-energy elementary particle physics by the supersymmetric σ-model.
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Appendix
A Bosonization of SO(2N+2) Lie operators
Consider a fermion state vector |Ψ> corresponding to a function Ψ(G) in G ∈ SO(2N+2):
|Ψ> = ∫ U(G)| 0><0 |U †(G)|Ψ>dG = ∫ U(G)| 0>Ψ(G)dG. (A.1)
The G is given by (3.11) and (3.12) and the dG is an invariant group integration. When an
infinitesimal operator IG+δĜ and a corresponding infinitesimal unitary operator U(12N+2+δG)
is operated on |Ψ>, using U−1(12N+2+δG)=U(12N+2−δG), it transforms |Ψ> as
U(12N+2 − δG)|Ψ> = (IG − δĜ)|Ψ> =
∫
U(G)| 0><0 |U †((12N+2 + δG)G)|Ψ>dG
=
∫
U(G)| 0>Ψ((12N+2 + δG)G)dG =
∫
U(G)| 0>(12N+2 + δG)Ψ(G)dG,
(A.2)
12N+2 + δG =
[
1N+1 + δA δB¯
δB 1N+1 + δA¯
]
, δA† = −δA, trδA = 0, δB = −δBT,
δĜ = δApqEqp +
1
2
(
δBpqEqp + δB¯pqEqp
)
, δG = δApqEqp +
1
2
(
δBpqEqp + δB¯pqEqp
)
.
(A.3)
Equation (A.2) shows that the operation of IG−δĜ on the |Ψ> in the fermion space corre-
sponds to the left multiplication by 12N+2+δG for the variable of the G of the function Ψ(G).
For a small parameter ǫ, we obtain a representation on the Ψ(G) as
ρ(eǫδG)Ψ(G) = Ψ(eǫδGG) = Ψ(G + ǫδGG) = Ψ(G + dG), (A.4)
which leads us to a relation dG = ǫδGG. From this, we express it explicitly as,
dG =
[
dA dB¯
dB dA¯
]
= ǫ
[
δAA+ δB¯B δAB¯ + δB¯A¯
δBA+ δA¯B δA¯A¯+ δBB¯
]
,
dA = ǫ∂A
∂ǫ
= ǫ(δAA+ δB¯B), dB = ǫ∂B
∂ǫ
= ǫ(δBA+ δA¯B).
 (A.5)
A differential representation of ρ(δG), dρ(δG), is given as
dρ(δG)Ψ(G) =
[
∂Apq
∂ǫ
∂
∂Apq +
∂Bpq
∂ǫ
∂
∂Bpq +
∂A¯pq
∂ǫ
∂
∂A¯pq +
∂B¯pq
∂ǫ
∂
∂B¯pq
]
Ψ(G). (A.6)
Substituting (A.5) into (A.6), we can get explicit forms of the differential representation
dρ(δG)Ψ(G) = δGΨ(G), (A.7)
where each operator in δG is expressed in a differential form as
Ep
q
= B¯pr ∂
∂B¯qr − Bqr
∂
∂Bpr − A¯
q
r
∂
∂A¯pr +A
p
r
∂
∂Aqr = E
q†
p
,
Epq = A¯pr
∂
∂B¯qr − Bqr
∂
∂Apr − A¯
q
r
∂
∂B¯pr + Bpr
∂
∂Aqr = E
qp†,
Ep†
q
= −E¯p
q
, E†
pq
= −E¯pq, Epq = −Eqp.

(A.8)
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We define the boson operators Ap
q
, A¯p
q
, etc., from every variable Apq, A¯pq, etc., as
A
def
=
1√
2
(
A+ ∂
∂A¯
)
, A†
def
=
1√
2
(
A¯ − ∂
∂A
)
,
A¯
def
=
1√
2
(
A¯+ ∂
∂A
)
, AT
def
=
1√
2
(
A− ∂
∂A¯
)
,
[A, A†] = 1, [A¯, AT] = 1,
[A, A¯] = [A, AT] = 0, [A†, A¯] = [A†, AT] = 0,

(A.9)
where A is a complex variable. Similar definitions hold for B in order to define the boson
operators Bpq, B¯pq, etc. By noting the relations
A¯ ∂
∂A¯ − A
∂
∂A = A
†A−ATA¯, A¯ ∂
∂B¯ − B
∂
∂A = A
†B −BTA¯, (A.10)
the differential operators (A.8) can be converted into a boson operator representation
Ep
q
= B†
pr
Bqr − BTqrB¯pr −Aq†rApr +ApTr A¯qr = B†pr˜Bqr˜ −Aq†r˜Apr˜,
Epq = A
p†
r
Bqr −BTqrA¯pr −Aq†rBpr +BTprA¯qr = Ap†r˜Bqr˜ −Aq†r˜Bpr˜,
 (A.11)
by using the notationApTr+N=B
†
pr
andBT
pr+N
=Ap†
r
to use a suffix r˜ running from 0 to N and
from N to 2N . Then we have the boson images of the fermion SO(2N+1) Lie operators as
Eα
β
= Eα
β
= B†αr˜Bβr˜ −Aβ†r˜Aαr˜,
Eαβ = Eαβ = A
α†
r˜Bβr˜ −Aβ†r˜Bαr˜,
cα = E
α0 − Eα
0
= Aα†r˜ (A
0
r˜
−B0r˜) + (A0†r˜ − B†0r˜)Bαr˜
=
√
2
(
A
α†
r˜Yr˜ +Y
†
r˜Bαr˜
)
, Yr˜
def
=
1√
2
(A0
r˜
−B0r˜).

(A.12)
and E0
0
= 0 and E00 = 0. The last representation for cα in (A.12) involves, in addition to
the original Aα
β
and Bαβ bosons and Xα bosons, their complex conjugate bosons and the
Yr˜ bosons. The complex conjugate bosons arise from the use of matrix G as the variables of
representation and the Yr˜ bosons arise from extension of algebra from SO(2N) to SO(2N+1)
and embedding of the SO(2N + 1) into SO(2N + 2).
Using the relations
∂
∂Apq detA = (A
−1) qp detA,
∂
∂Apq (A
−1) rs = −(A−1) qs (A−1) rp , (A.13)
we get the relations which are valid when operated on functions on the right cosetSO(2N+2)
SU(N+1)
∂
∂Bpq =
∑
r<p(A−1) qr
∂
∂Qpr ,
∂
∂Apq = −
∑
s<r<pQrp(A−1) qs
∂
∂Qrs −
i
2
(A−1) qp
∂
∂τ
,
 (A.14)
from which we can derive the expressions (C.1).
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B Vacuum function for bosons
We show here that the function Φ00(G) in G∈SO(2N +2) corresponds to the free fermion
vacuum function in the physical fermion space. Then the Φ00(G) must satisfy the conditions(
Ep
q
+
1
2
δpq
)
Φ00(G) = EpqΦ00(G) = 0, Φ00(12N+2) = 1. (B.1)
The vacuum function Φ00(G) which satisfy (B.1) is given by Φ00(G)=[det(A¯)] 12 , the proof of
which is made easily as follows:(
Ep
q
+
1
2
δpq
)
[det(A¯)] 12
=
1
2
δpq[det(A¯)] 12 +
(
B¯pr ∂
∂B¯qr − Bqr
∂
∂Bpr − A¯
q
r
∂
∂A¯pr +A
p
r
∂
∂Aqr
)
[det(A¯)] 12
=
1
2
δpq[det(A¯)] 12−A¯qr
∂
∂A¯pr [det(A¯)]
1
2 =
1
2
δpq[det(A¯)] 12−1
2
1
[det(A¯)] 12A¯
q
r
∂
∂A¯prdet(A¯)
=
1
2
δpq[det(A¯)] 12 − 1
2
1
[det(A¯)] 12 (A¯A¯
−1)qp det(A¯) = 0,
(B.2)
Epq[det(A¯)] 12 =
(
A¯pr
∂
∂B¯qr − Bqr
∂
∂Apr − A¯
q
r
∂
∂B¯pr + Bpr
∂
∂Aqr
)
[det(A¯)] 12 = 0. (B.3)
The vacuum functions Φ00(G) in G∈SO(2N + 1) and Φ00(g) in g∈SO(2N) satisfy
cαΦ00(G) =
(
Eα
β
+
1
2
δαβ
)
Φ00(G) = EαβΦ00(G) = 0, Φ00(12N+1) = 1, (B.4)(
eα
β
+
1
2
δαβ
)
Φ00(g) = eαβΦ00(g) = 0, Φ00(12N) = 1. (B.5)
By using the SO(2N + 2) Lie operators Epq, the expression (2.22) for the SO(2N + 1)
WF |G> is converted to a form quite similar to the SO(2N) WF | g> as
|G> = <0 |U(G)| 0> exp
(
1
2
· QpqEpq
)
| 0>, (B.6)
where we have used the nilpotency relation (Eα0)2=0. Equation (B.6) leads to the property
U(G)| 0>=U(G)| 0>. On the other hand, from (3.15) we get
detA = 1 + z
2
det a, detB =
{
1− z
2
+
1
2(1 + z)
(
xTq−1x− x†x)} det b = 0. (B.7)
Then we obtain the vacuum function Φ00(G) expressed in terms of the Ka¨hler potential as
<0 |U(G)| 0> = Φ00(G) =
[
det(A¯)] 12 = e− 14K(Q, Q†)e−i τ2 , (B.8)
Φ00(G) = Φ00(G) =
√
1 + z
2
[det(a¯)]
1
2 =
√
1 + z
2
e−
1
4
K(q, q†)e−i
τ
2 . (B.9)
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C Differential forms for bosons over SO(2N+2)/U(N+1)
coset space
Using the differential formulas (A.14), the fermion SO(2N +2) Lie operators are mapped
into the regular representation consisting of functions on the coset space SO(2N+2)
U(N+1)
. The boson
images of the fermion SO(2N + 2) Lie operators Ep
q
etc. can be represented by the closed
first order differential forms over the SO(2N+2)
U(N+1)
coset space in terms of the SO(2N+2)
U(N+1)
coset
variables Qpq and the phase variable τ
(
= i
2
ln
[
det(A∗)
det(A)
])
of the U(N + 1), which is identical
with the phase variable τ
(
= i
2
ln
[
det(a∗)
det(a)
])
of the U(N) due to the first equation of (B.7), as
Ep
q
= Q¯pr ∂
∂Q¯qr −Qqr
∂
∂Qpr − iδpq
∂
∂τ
,
Epq = QprQsq ∂
∂Qrs −
∂
∂Q¯pq − iQpq
∂
∂τ
,
 (C.1)
which are derived in a way quite analogous to the SO(2N) case of the fermion Lie operators.
The images of the fermion SO(2N + 1) Lie operators are represented with the aid of those
of the SO(2N +2) operators. From (C.1), we can get the representations of the SO(2N +1)
Lie operators in terms of the variables qαβ and rα [17]:
Eαβ = E
α
β
= eα
β
+ r¯α
∂
∂r¯β
− rβ ∂
∂rα
, eα
β
= q¯αγ
∂
∂q¯βγ
− qβγ ∂
∂qαγ
− iδαβ ∂
∂τ
,
Eαβ = Eαβ = eαβ + (rαqβξ − rβqαξ) ∂
∂rξ
, eαβ = qαγqδβ
∂
∂qγδ
− ∂
∂q¯αβ
− iqαβ ∂
∂τ
,
 (C.2)
cα=E0α− E0α=
∂
∂r¯α
+ r¯ξ
∂
∂q¯αξ
+ (rαrξ − qαξ) ∂
∂rξ
− qαξrη ∂
∂qξη
+ irα
∂
∂τ
, c†
α
=−c¯α. (C.3)
The vacuum function Φ00(G) in G∈SO(2N + 1) is given in (B.4). Using the relations
cαΦ00(G) = 0, c
†
α
Φ00(G) = r¯αΦ00(G), (C.4)
and the property U(G)| 0>=U(G)| 0> ((B.6) and (B.9)), we have a relation
cαU(G)| 0> = −qαξrηc†ξc†η · U(G)| 0>−
(
rα + qαξc
†
ξ
)
· Φ¯00(G) exp
(
1
2
· qγδEγδ
)
| 0>, (C.5)
from which we easily get the exact identities
cαU(G)| 0>=
(
−rα + rαrξc†ξ − qαξc†ξ
)
· U(G)| 0>, c†
α
U(G)| 0>=−c†α · U(G)| 0>. (C.6)
Successively using these identities, on the U(G)| 0>, the operators cα and c†α are shown to
satisfy exactly the anti-commutation relations of the fermion annihilation-creation operators
[22]: (
c†
α
cβ + cβc
†
α
)
U(G)| 0> = δαβ · U(G)| 0>, (C.7)
(cαcβ + cβcα)U(G)| 0> = (c†αc†β + c†βc†α)U(G)| 0> = 0. (C.8)
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D Euler-Lagrange equation of motion for Hamiltonian
The expectation values of the fermion Lie operators by the |G> are calculated easily as
<Eαβ +
1
2
δαβ>G(t) = R¯αβ , <Eαβ>G(t) = −Kαβ, <Eαβ>G(t) = K¯αβ, (D.1)
<cα>G(t) = Kα0 − R¯α0, <c†α>G(t) = K¯α0 −Rα0, (D.2)
where matrix elements Rpq and Kpq are given in terms of the SO(2N+2)U(N+1) coset variable Qpq as
Rpq=
[Q(1N+1 +Q†Q)−1Q†]pq (R†=R), Kpq=[Q(1N+1 +Q†Q)−1]pq (KT=−K). (D.3)
Using the above expressions, the following relations and derivative formulas are easily proved:
Q(1N+1 −R) = (1N+1 − R¯)Q = K, Q¯K = K¯Q = R, (D.4)
∂Rpq
∂Quv = −K¯pu(1N+1 −R)vq + K¯pv(1N+1 −R)uq,
∂Rpq
∂Q¯uv = −(1N+1 −R)puKvq + (1N+1 −R)pvKuq,
∂Kpq
∂Quv = (1N+1 − R¯)pu(1N+1 −R)vq − (1N+1 − R¯)pv(1N+1 −R)uq,
∂Kpq
∂Q¯uv = KpuKvq −KpvKuq.

(D.5)
Using the property U(G)| 0>=U(G)| 0> (G∈SO(2N + 1), G ∈SO(2N + 2)) and (B.6), a
classical Lagrangian of a system embedded into the SO(2N + 2) group is given as
L(G(t)) = <0 |U †(G(t))
{
i~
∂
∂t
−H
}
U(G(t))| 0>
=
i~
2
tr{(1 +Q†Q)−1(Q†Q˙ − Q˙†Q)} − ~
2
τ˙ −<H>G(t) .
(D.6)
The Euler-Lagrange EOM for the SO(2N+2)
U(N+1)
coset variables is calculated to be
d
dt
(
∂L
∂ ˙¯Q
)
− ∂L
∂Q¯ = −
1
2
i~
[
Q˙(1 +Q†Q)−1 + (1 +QQ†)−1Q˙
−Q(1 +Q†Q)−1Q†Q˙(1 +QQ†)−1 − (1 +QQ†)−1Q˙Q†(1 +QQ†)−1Q
]
+
∂<H>G
∂Q¯ = 0,
(D.7)
and its complex conjugate. The HamiltonianH consists of one-body and two-body operators.
From (D.7), we obtain the Euler-Lagrange EOM for the variable Q as
Q˙ = − i
~
(
1− R¯)−1 (∂<H>G + 12Mα<c†α>G + 12M¯α<cα>G)
∂Q¯ (1−R)
−1 ,
〈H〉G=hαβRαβ+1
2
[αβ|γδ]
(
RαβRγδ−1
2
K¯αγKδβ
)
, Mα=kαβ<cβ>G+lαβ<c
†
β>G,
 (D.8)
in which a classical Hamiltonian function accompanies additional terms appearing as a clas-
sical part of Lagrange multiplier termskαβ andlαβ to select out a spinor sub-space.Using (D.5),
(D.8) is transformed into an EOM for HB amplitudes which involve effects of unpaired modes
as well as of paired modes. With the aid of the generalized density matrix (5.11), we thus
derive the ETDHB equation in which both modes are treated in a unified way [14, 17, 22].
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E Derivation of (5.48) and (5.49)
Using the representation for Qf given in (5.44), the inverse of the matrix Xf , X−1f , is
expressed as
X−1f =
 χ−1f + rfr†f −fqr¯f
−frTf q† 1 + r†frf
 , χ−1f = 1N + f 2qq†, (E.1)
from which the inverse matrix Xf (= [1N+1 + f 2QfQ†f ]−1) in (5.47) is given as
Xf =

Qfqq† Qfqr
Q†fqr Qfr†r
 ,
Qfqq† =
[
χ−1f + rfr
†
f −
f 2
1 + r†frf
qr¯fr
T
f q
†
]−1
,
Qfqr = f
1 + r†frf
Q†
fqq†
qr¯f ,
Qfr†r =
f
1 + r†frf
(
1 + frTf q
†Qfqr
)
.
(E.2)
Let us introduce an N×N matrix Yf defined in the form
Yf = χfrfr
†
f −
f 2
1 + r†frf
χfqr¯fr
T
f q
†. (E.3)
The Qfqq† in (E.2) is related to Yf by
Qfqq† = (1N + Yf)−1χf . (E.4)
By repeated uses of both the relation and the identity
r†fχfrf =
1− Z2
Z2
, rTf q
†χfqr¯f =
1
f 2
(
1 + r†frf −
1
Z2
)
, rTf q
†χfrf = r
†
fχfqr¯f = 0, (E.5)
we can compute Y nf (n ≥ 1) as
Y nf =
(
1− Z2
Z2
)n−1
χfrfr
†
f − (−1)n−1
(
1− 1
1 + r†frf
1
Z2
)n−1
f 2
1 + r†frf
χfqr¯fr
T
f q
†, (E.6)
Using the formula for an infinite summation, an inverse matrix (1N + Yf)
−1 is calculated as
(1N + Yf)
−1 = 1N +
∑∞
n=1(−1)nY nf
=1N −
∑∞
n=0
(
−1 − Z
2
Z2
)n
χfrfr
†
f +
∑∞
n=0
(
1− 1
1 + r†frf
1
Z2
)n
f 2
1 + r†frf
χfqr¯fr
T
f q
†
=1N − Z2χfrfr†f + Z2f 2χfqr¯frTf q†.
(E.7)
The geometric series expansion appearing in the right-hand side of the first and second lines
of (E.7) converge only if Z2 is sufficiently close to 1. However, by direct calculation of
(1N+Yf )(1N+Yf)
−1 using (E.3), the last equation of (E.7) and (E.5), it is proved to be 1N .
Then one can see that the expression obtained for the matrix (1N+Yf)
−1 in (E.7) is indeed
true for all 0≤Z2≤1. Substituting (E.7) into (E.4) and (E.2), we can get (5.48) and (5.49).
If we put f = 1, we also get (5.17) and (5.18).
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