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Re´sume´ – Dans ce papier, nous conside´rons des signaux, courts, non-stationnaires, module´s non line´airement en amplitude et en fre´quence.
Nous e´tendons une approche locale, de´veloppe´e dans le cadre des signaux monocomposante et dont l’efficacite´ et la robustesse ont e´te´ prouve´es
[3, 4]. Nous utilisons un mode`le polynomial pour la fre´quence et l’amplitude instantane´es (FI / AI). Les parame`tres du mode`le sont ensuite
estime´s en maximisant la Vraisemblance par une technique d’optimisation stochastique : le Recuit Simule´. Base´s sur la meˆme de´marche et dans
le contexte des signaux multicomposantes, nous comparons deux approches diffe´rentes. Une premie`re approche, optimale, et qui s’ave`re couˆteuse
en temps de calcul, consiste a` estimer tous les parame`tres du mode`le a` la fois. La deuxie`me approche, sous-optimale, reconstruit ite´rativement
le signal composante par composante. Des simulations de Monte Carlo et une comparaison avec les Bornes de Cramer Rao illustrant les bonnes
performances seront pre´sente´es. Nous obtenons une bonne estimation dans le cas ou` les fre´quences instantane´es se croisent, ce qui constitue une
bonne performance compte tenu du faible nombre d’e´chantillons. Les deux approches sont teste´es ensuite sur des donne´es re´elles.
Abstract – In this paper, we consider nonstationary signals with nonlinear amplitude and frequency modulation on short time-windows.
Motivated by published works [3, 4], where we obtain high performances for monocomponent signals, we propose to extend the approach to
multicomponent signals. Both the instantaneous amplitude and frequency were modeled by polynomial functions. The maximization of the
likelihood function was achieved using a stochastic optimization technique: the Simulated Annealing. We compare two different strategies. In
the first one, we simultaneously estimate all model parameters. This is a highly computational strategy. The second one consists in iteratively
recontructing the signal component by component. At each iteration, the parameters of only one component are estimated. Monte Carlo
simulations are presented and compared to the appropriate Cramer-Rao Bounds. It proves the efficiency of the algorithm. Moreover it underscores
the performance to estimate crossing frequency trajectories which is a great challenge related to the low sample number.
1 Introduction
L’analyse parame´trique des signaux multicomposantes, mo-
dule´s en fre´quence et en amplitude, a suscite´ un grand inte´reˆt
depuis quelques anne´es [1, 2, 6]. Parmi les techniques pro-
pose´es, nous citons la HAF (Higher Ambiguity Function) [1, 2]
et la P-HAF (Product HAF) [6]. Malgre´ leur simplicite´, ces
me´thodes sous optimales pre´sentent plusieurs inconve´nients.
En effet, la pre´sence de composantes multiples entraıˆne l’appa-
rition d’interfe´rences, qui de´gradent l’estimation. Elles s’ave`rent
aussi tre`s sensibles au bruit et aux modulations fortement non
line´aires.
Afin de surmonter ces inconve´nients, nous avons de´veloppe´
lors de pre´ce´dents travaux [3, 4] une approche locale. Il s’agis-
sait de conside´rer le signal sur une suite de courts segments
temporels. Sur chacun d’eux, l’Amplitude et la Fre´quence Ins-
tantane´es (AI/FI) sont mode´lise´es par des polynoˆmes. Ensuite,
en vue de pre´server l’optimalite´, la vraisemblance relative a` ce
mode`le est maximise´e a` l’aide des techniques d’optimisation
stochastique tel que le Recuit Simule´ (RS). Ces segments, es-
time´s un par un, sont fusionne´s afin de reconstruire le signal
dans sa totalite´. Cette approche a permis une meilleure adap-
tabilite´ du mode`le a` tout type de modulation. L’efficacite´ de
cette me´thode a e´te´ prouve´e dans le cadre d’un signal mon-
composante. La pre´cision de l’estimation, ainsi que la robus-
tesse au bruit, e´taient meilleures par rapport a` celles obtenues
par la HAF.
Dans ce papier, nous poursuivons cette approche dans le cadre
des signaux multicomposantes et nous ne pre´sentons qu’une
e´tude locale. Nous proposons et comparons deux nouvelles me´-
thodes, s’appuyant chacune sur les re´sultats obtenus dans [3,
4]. La premie`re me´thode estime toutes les composantes simul-
tane´ment. La seconde est ite´rative : le signal est estime´ com-
posante par composante. Nous pre´sentons des simulations de
Monte Carlo et les comparons aux Bornes de Cramer Rao ap-
proprie´es, pour illustrer l’efficacite´ de chacune de ces me´thodes.
Nous soulignerons, e´galement, leur aptitude a` ge´rer certains
proble`mes de´licats tels que la pre´sence de trajectoires de fre´-
quence proches ou qui se croisent.
Nous conside´rons dans la suite le signal multicomposantes s[n],
noye´ dans du bruit blanc gaussien additif e[n], centre´ et de va-
riance σ2, de´fini comme suit :
s[n] =
∑K
i=1Ai[n] exp ( j Φi[n])
y[n] = s[n] + e[n], pour −N2 ≤ n ≤ N2
(1)
Ai[n] et Φi[n] de´signent respectivement l’amplitude et la phase




ce instantane´e. Les amplitudes sont suppose´es strictement po-
sitives et les phases ne pre´sentent pas de discontinuite´. y[n] est
le signal bruite´. N + 1 de´signe le nombre d’e´chantillons, sup-
pose´ impair pour simplifier le calcul.
2 Mode´lisation
Dans [3, 4], graˆce a` la courte dure´e du segment conside´re´
(une trentaine de points), nous supposons une base de polynoˆ-
mes de degre´ deux, de´finie sur [−N2 ,
N
2 ], suffisante pour mode´li-
ser la non line´arite´ de la modulation. Sept parame`tres sont a`
estimer pour chaque composante : la phase initiale θi,0 , trois
parame`tres pour l’amplitude {ai,0, ai,1, ai,2} et trois pour la
fre´quence {fi,0, fi,1, fi,2}. Soit g0[n], g1[n] et g2[n] la base
conside´re´e sur [−N2 ,
N
2 ] ayant respectivement les degre´s 0, 1

















Le proble`me se re´sout a` estimer θ = {θ1, ...., θK} ou` θi =
{ai,0, ai,1, ai,2, θi,0, fi,0, fi,1, fi,2}. Dans [3], nous avons pro-
pose´ une base orthonormale discre`te afin de de´coupler les pa-
rame`tres de l’amplitude d’un signal monocomposante. Dans la
suite, nous conside´rons la meˆme base.
Pour estimer θ, nous allons maximiser la vraisemblance. Etant
donne´e l’hypothe`se du bruit gaussien, cela revient a` minimiser
l’erreur des moindres carre´s donne´e ci-dessous :







s˜[n] est obtenu en remplac¸ant (2) dans (1) pour chaque θ. Vu
la nonline´arite´ de l’e´quation (3) (7K parame`tres inconnus),
les techniques d’optimisation classiques, tel que la descente
du gradient, convergent ge´ne´ralement vers des minima locaux,
d’ou` l’usage de techniques d’optimisation stochastique.
3 Algorithmes
Dans [3, 4], nous avons compare´ des techniques d’optimisa-
tion stochastique pour re´soudre (3). Le RS est le meilleur com-
promis entre un faible biais et une petite variance d’estimation.
Dans la suite, nous proposons d’e´tendre son utilisation a` l’es-
timation des signaux multicomposantes. Nous pre´sentons deux
approches diffe´rentes et qui seront compare´es.
3.1 Algorithme optimal
Il s’agit d’estimer les 7K parame`tres simultane´ment afin de
conserver le caracte`re optimal de l’estimateur de Maximum de
Vraisemblance. L’algorithme propose´ est une version modifie´e
du RS, de´crit dans [4]. On initialise θ via le spectrogramme.
Ensuite, on re´pe`te I fois les e´tapes (a), (b) et (c) de´crites ci-
dessous. I est un nombre de´termine´ expe´rimentalement pour
acce´le´rer la convergence. Il peut prendre des valeurs entre 1500
et 3000.
a- On ge´ne`re un nombre de candidats θC selon une loi gaus-
sienne de moyenne θ et de variance δ. δ peut eˆtre vue
comme une agitation e´vitant de stagner sur un minimum
local.
b- Si θC minimise (3), alors θ = θC , sinon θ reste inchange´.
c- Ensuite, on ge´ne`re u selon une loi binomiale avec une
probabilite´ ρ ∈ [0, 0.5]. Si u = 1, alors on diminue δ =
0.97xδ. Ainsi, on augmente la vitesse de convergeance.
d- Une fois les I ite´rations acheve´es, un test de blancheur
sur le signal re´siduel e˜[n] = y[n]− s˜[n] permet d’arreˆter
l’algorithme. Dans le cas contraire, on relance l’estima-






|e˜[n]|2. r est une variable ale´atoire
de loi χ2 et de degre´ de liberte´ 2(N + 1), de moyenne et de
variance respectivement σ2(N +1) et σ4(N +1). Etant donne´
que N est de l’odre de 30, le crite`re de blancheur adopte´ est la
ve´rification de la relation suivante :
r ∈
[
σ2(N + 1)− σ2
√




3.2 Algorithme sous optimal
Il s’agit d’un algorithme ite´ratif. En effet, Ai[n] et Fi[n] de la
i-e`me composante sont estime´es en re´solvant l’e´quation (3) par
le recuit simule´. A chaque ite´ration, une seule composante est
reconstruite a` la fois. Graˆce a` cette approche, on re´duit le temps
du calcul. Les e´tapes de l’algorithme se de´roulent comme suit :
1. i = 1 et r[n] = y[n],
2. Initialiser les parame`tres de la i-e`me composante. Par
exemple, on calcule l’amplitude, la fre´quence et la phase
du maximum de la transforme´e de Fourier du signal bruite´
r[n] : θi = {aFFT , 0, 0, θFFT , fFFT , 0, 0}. Les autres
parame`tres sont tous mis a` ze´ro.
3. Afin d’estimer θi, on ite`re I fois les e´tapes (a) (b) et (c)
de´crites dans le paragraphe (3.1).
4. Une foisFi[n] et Ai[n] de la i-e`me composante estime´es,
on reconstruit cette composante : si[n] = Ai[n].e j Φi[n].
Ensuite, on la soustrait du signal bruite´ afin d’obtenir un
signal re´siduel : r[n] = r[n]− si[n] .
5. Si r[n] ve´rifie le test de blancheur (cf. paragraphe (3.1)),
l’estimation est acheve´e. Dans le cas contraire, i = i+1
et on estime la composante suivante a` partir de l’e´tape 2.
Nous notons que l’algorithme sous-optimal fournit une bonne
estimation du nombre de composantes compte tenu du niveau
du bruit.
4 Bornes de Cramer Rao
Dans [2], la Matrice d’Information de Fisher (MIF) est de´termine´e
pour les parame`tres d’une phase polynomiale. En adaptant le

















1 ≤ i ≤ K








φi = j [η−1(n).si(n), η0(n). si(n), η1(n). si(n), η2(n). si(n)]
Φi(n) et si(n) sont les vecteurs temporels de la phase et du si-
gnal de la i-e`me composante, calcule´s a` chaque instant n. si(n)















i = 0, 1, 2 et n ∈ [−N2 , N2 ]. (.) de´signe la multiplication terme
a` terme.
La borne de Cramer Rao de θ est l’inverse de la matrice MIF
donne´e par (4). Notons que lorsque les trajectoires de fre´quence
deviennent tre`s proches, la MIF tend vers une matrice singulie`re,
ceci explique la difficulte´ de l’estimation dans ce cas. Dans le
cadre des signaux multicomposantes, l’utilisation d’une base
orthonormale permet le de´couplage entre les parame`tres de l’am-
plitude d’une meˆme composante. Toutefois, une forte corre´lation
subsiste entre les parame`tres intercomposantes.
5 Re´sultats
Dans cette partie, nous utilisons des signaux simule´s, forme´s de
33 points. La fre´quence d’e´chantillonnage est de 1Hz. Les si-
gnaux ont deux composantes a` phases polynomiales cubiques.
Nous proposons d’e´tudier deux cas : dans le premier cas (I), les
trajectoires de fre´quences sont se´pare´es. Dans le deuxie`me cas
(II), elles se coupent.
Sur les figure 1 et 2, on a trace´ les estimations de la FI et de
la AI superpose´es avec les courbes re´elles respectivement pour
20 dB et 10 dB. Nous obtenons une bonne estimation de la FI
dans les deux cas (I) et (II). En revanche, nous remarquons que
les performances d’estimation de l’AI sont meilleures dans le
premier cas que dans le deuxie`me. En effet, le proble`me d’esti-
mation est plus de´licat en raison du croisements des fre´quences.
Sur la figure 3, des simulations de Monte Carlo illustrent l’ef-
ficacite´ de ces deux me´thodes et leur robustesse au bruit. On a
compare´ les Erreurs Quadratiques Moyennes (EQM) aux BCR
(4). Les EQM des parame`tres d’amplitude sont tre`s proches
des BCR. En revanche, celles de la fre´quence s’e´cartent des
BCR. Cela s’explique d’une part par la forte corre´lation entre
les diffe´rents parame`tres (Les termes en dehors de la diagonale
de la FIM−1 ne sont pas ne´gligeables) et d’autre part par la
forte non line´arite´ en fonction des parame`tres de fre´quence.
Enfin, ces deux me´thodes sont teste´es sur un signal re´el. Il
s’agit d’un signal e´mis par une baleine. Il comporte 31 e´chantillons.
Toutes les figures sont pre´sente´es en fre´quence re´duite. Sur
la figure 4, on peut voir que les deux me´thodes donnent un
re´sultat quasiment e´quivalent. En effet, on peut voir trois com-
posantes de fre´quences dont une est tre`s basse fre´quence. On
voit e´galement que deux composantes ont une e´nergie e´quivalente
( ce qui ne facilite pas l’estimation). Les courbes estime´es de
la FI sont ensuite reporte´es sur le spectrogramme ( figure 5).
Le signal estime´, via les deux me´thodes, est trace´ sur la figure
6. L’autocorre´lation du signal re´siduel dans les deux cas est re-
porte´e sur la figure 7. En ce qui concerne l’algorithme sous op-
timal, la premie`re composante estime´e est la plus e´nerge´tique.
Ensuite, comme les deux composantes restantes ont une e´nergie
e´quivalente, a` chaque re´alisation de l’estimation, on peut esti-
mer l’une ou l’autre en premier lieu. Le RSB est estime´ a` 14






















































FIG. 1 – Exemples de FI : (a) cas I, (b) cas II, pour un RSB de 20 dB.
Les courbes estime´es de la FI et AI par l’algorithme optimal (−−) et
celui sous optimal (-.) contre les courbes originales (-).
dB. Finalement, sachant que l’hypothe`se du bruit blanc n’est
pas vrai en milieu sous-marin, les re´sultats obtenus restent re-
lativement corrects.
6 Conclusion
Cette communication vient comple´ter une e´tude locale faite
sur des signaux monocomposante et e´tendre le re´sultat au cas
multicomposantes. Nous avons propose´ deux me´thodes base´es
sur la maximisation de la vraisemblance et utilisant le recuit si-
mule´. La premie`re, optimale, ope`re simultane´ment sur tous les
parame`tres du mode`le complet. La deuxie`me, sous optimale,
reconstruit le signal composante par composante. La compa-
raison des deux me´thodes montre qu’elles donnent des re´sultats
proches. Toutefois la deuxie`me est plus avantageuse en temps
de calcul (au moins trois plus rapide). La comparaison avec
les BCR montrent une bonne performance pour l’estimation
des parame`tres d’amplitude. En revanche, le couplage entre les
diffe´rents parame`tres entraine une de´gradation plus rapide pour
les parame`tres de fre´quence. Un signal re´el a e´te´ analyse´ pour
valider cette e´tude. Nous envisageons de traiter des signaux
longs en fusionnant les traitements locaux par la suite.
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FIG. 2 – Exemples de FI : (a) cas I, (b) cas II, pour un RSB de 10 dB.
Les courbes estime´es de la FI et AI par l’algorithme optimal (−−) et
celui sous optimal (-.) contre les courbes originales (-).
















































































FIG. 3 – Les EQM de l’estimation des parame`tres
{a1,0, a1,2, a2,1, f1,0, f2,0, θ1,0} via l’algorithme optimal (-o),
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compare´es aux BCR (-).
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FIG. 4 – Signal re´el : estime´ via l’algorithme optimal (-.), et celui

















FIG. 5 – Superposition des fre´quences estime´es avec le spectro-
gramme du signal re´el.











FIG. 6 – Superposition du signal re´el avec celui estime´ via l’algo-
rithme optimal (- -) et le sous optimal (-.). signal re´siduel ( :).















FIG. 7 – La corre´lation du signal re´siduel apre`s avoir enleve´ celui
estime´ avec l’algorithme : optimal (- -) et le sous optimal (-.).
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