for estimating the angular rate vector of a satellite which is based on the time derivatives of vector measurements expressed in a reference and body coordinate.
is not invertible. If we add sensor,then o can be determined as shown
then (4) can be written as
Next, define G , the pseudo-inverse of G, as follows G#= (GTG)-IG r (7) where T denotes the transpose, then _, the best estimate of o in the least squares sense, is given by 3 
H. SPACECRAFT DYNAMICS
In order to apply a recursive estimator to estimate the angular rate vector of a gyro-less spacecraft (SC), one needs to utilize the dynamics model of the SC. The angular dynamics of an SC is given in the following equation s
where I is the moment of inertia matrix, 03 is the angular velocity of the satellite with respect to inertial space, h is the angular momentum of the momentum, or reaction, wheels and T is the external torque applied to the SC. All vectors in (9) are resolved in the b system. Since I is nonsingular, we may write (9) as then (13) can be writtenas follows
The 18) and (21) are the deterministic dynamics equations which describe the behavior in time of co and the products of its components. They form the foundation of the stochastic dynamics model of the EIKF.Next we develop the measurement equations which will serve as the basis of the stochastic measurement model used by the EIKF to update its estimates.
HI. MEASUREMENT EQUATIONS

Raw Vector Measurements
We start by deriving the measurement equation for the primary KF whose dynamics is given in (15) and
The measurement vector is a computable three dimensional vector which is data to be fed into the EIKF part that estimates to. We note that 3Cb is a 3x3 singular matrix. It is obvious that one of the three equations of (23) is a linear combination of the other two and, thus, is superfluous. Although a white noise will be added to ztob at a later stage (see(37)) and , thus, will turn the three equations in (23) into independent equations, the singularity of 3Cb will be lroublesome. Problems may arise in the KF, designed to estimate co, when computing its gain according to K--Pto3CTb [ 3CbPtoUb+3-T 3Rto ]-1 3C p 3cT + 3R ]-1. The matrix 3C P 3cT is singular, and since the elements of the noise eovariance
3Rto, arc rathersmall, the inverse yieldsa matrixwhose elementsare very large. This in turn matrix, yields a very inaccurate gain matrix. All that keeps the inverted matrix from being strictly singular is the noise covariance matrix. The physical meaning of this ill-conditioned case is that the noise is the added information which causes the dependent deterministic equations to be independent. This informationis, of course, meaningless and should not be considered.As a remedy to this ill-conditioned case, we eliminateone of the rows of (22.e). The questionis then which ro_ to eliminate. It is clearthatthe answer to thisquestion hingeson the value of the components of zol ,.
Obviously, if the SC rotates fastabout the body z axisand not at_dl about the othertwo, then it can be seen eitherfrom (2.b)or (22.a)thatthe thirdcomponent of zto b is negligible and thus the third row of (22.c)shouldbe eliminated. For the sake of the ensuingpresentation we willassume that thisis thecase.This check,however,has to be performed beforeevery measurement update of the filter. Having made thelatter assumption, define Next we have to develop the measurement equation needed to estimate g and _,. We can choose one of two options which are based on entirelydifferentapproaches. According to one approach we obtain the needed measurements from a second differentiation of a measured direction.It is well known', and indeed very easilyshown, that,using the notation i w=b 
I-by
"bl]
If we now have a second vector measurement, say c, then we get an identicalsetof equations when now b
is replaced by c and the subscriptb is replaced by the subscriptc. Explicitly, we do the following. From the above, the extension of the measurement equations in case that we have more than two vector measurements at one time point is obvious. The other option for obtaining measurement equations needed to estimate Z and _. is based on _, the EIKF-generated estimate of CO. We will postpone the introduction of this option until we present the EIKF.
I11.2 Pre-Processed Vector Measurements
When we measure two different vectors at the same time point, then, as shown in (8) The extension of (37) and (38) to the case where we have more than one vector measurements is obvious.
As mentioned before,severalmeasurement models which arc based on the estimateof o),will be introduced when we present theEIKF in thenextsection.
V. THE EXTENDED INTERLACED KALMAN FILTER
Given the models of the preceding sections, we have several options for designing an EIKF. Like the models, the EIKF itself can be divided into two basic categories. The first is one which handles raw vector measurements, and the second category is one which handles pre-processcd vector measurements. In the ensuing we only present the models to be used in the interlaced linear KFs. The KF algorithm itself can be found, of course, in standard KF texts.
V.1 Raw Vector Measurements
We have several options for designing an EIKF when given raw vector measurements.
The following are some options.
Option
1:
We run three parallel linear KFs. The equations of the filters are as follows.
Filter ]
The dynamics equation is derived from (34) and the measurement equation is given in (37) Here _ and _ are inputs from the other two parallel filters. Note that the preceding measurement equations are based on a single vector measurement; namely, b. If we obtain another vector measurement, say c, at a certain time point, then we use (30) and (31) to generate measurement models similar to (40.b), (41.b) and (42.b) and perform consecutive measurement updates of the three interlaced filters, or we can augment the two vector measurements in each filter and perform in each of them one combined measurement update at that time point. The extension of this case to more than two simultaneous measurements is immediate. The three f'dter model of Option 1 is summarized in Table I . 
Dynamics
Fig.l:
Block Diagram of the EIKF of Option 1.
Option 2:
Here we run only two parallel interlaced linear KF. They are as follows.
Filter 1
This f'dter is identical to Filter 1 of the preceding option.
Filter 2
In order to present Filter 2, we adopt the following definitions 
Option 3:
Recall that in Option 1, as well as in Option 2, we had to use the second time derivative of the measured vectors in order to generate the data for the measurement models. We can use a different approach though that does not require a second differentiation. We simply use _ which is estimated in Filter 1 and treat it in the other parallel filters as a "measurement" of Z and Z for they are functions of to (see (12.d.e) ). Doing so we obtain the following measurement equations where, as before, U is the identity matrix.
We added the white noise vectors, v X and v)_ since on the left hand side of the above equations we do not have X and )_, but rather their estimates.
In this
Option The three parallel filters are as follows.
Filter 1
This filter is identical to Filter 1 in Option 1.
Filter 2
The dynamics equation of this filter is exactly like the one given in (41.a), but the measurement equation is that given in (47.a); that is,
The dynamics equation of this filter is exactly like the one given in (42.a), but the measurement equation is that given in (47.b); that is, The EIKF model of Option 3 is summarized in Table III . 
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V.2 Pre-Processed Vector Measurements
As we have already seen, pre-processed vector measurements yield an estimate of o3, and as mentioned earlier, the full advantage of a recursive estimator is not utilized when a measurement or an estimate of 03 is available; however, for the sake of completeness, we present an EIKF scheme for this case too. The filter model of this case is similar to the model of Option 3. The dynamics equation of the present Filter 1 is identical to that of Option 3 but the measurement equation is different. Now the measurements that are fed into Filter 1 are not vector measurement, but rather a preliminary estimate of 03, which we denote by _ , thus following (8) The EIKF for the Pre-Processed Vector Measurements:
We run three linear Mters in parallel.
Filter 1
The dynamics equation is identical to that of Option 3. 
V. FILTER TESTING
As a first step in the testing of the EIKF for estimating o3, we applied the filter presented as Option 1 (see Table  I and Figure  1 ) to simulated data. After obtaining satisfactory results we applied the filter to real data obtained from the RXTE satellite which was launched on Dec. 30, 1995. We used the downlinked magnetometer data (b i) and Sun sensor data (ci) as well as the wheel momentum data. We applied the EIKF just before the beginning of a maneuver; namely, at 21h, 43rain and 31.148see on Jan. 4, 1996. The true rates, estimated rates, and the estimation errors are shown in Figs. 5, 6, and 7, respectively.
VI. CONCLUSIONS
In this paper we presented an algorithm for estimating the angular velocity of a rigid body like satellite.
The algorithm is based on vector measurements and their derivatives. The algorithm is an extension of an estimator named, Interlaced Kalman Filter (IKF), which was introduced in the past by Algrain and Saniie. The IKF enables the use of several linear filters running in parallel for estimating the state of a non-linear dynamic system. In this paper we developed an IKF for a more general dynamic model and named it Extended Interlaces Kalman Filter (EIKF). Unlike Algrain and Saniie, we make a full use of the estimator in that we use direction vectors, rather than measured angular velocity to obtain an estimate of the angular velocity. In this paper we presented several versions of the EIKF for angular velocity estimation.
Simulation results indicate that the EIKF is an efficient and stable estimator of the angular velocity vector. 
