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ABSTRACT. Extreme points of the closed convex hulls of several classes of multivalent functions are determined.
These are then used to determine the precise bounds on the coefficients of a function majorized by or subordinate to a function in any of the classes. £4 means are also discussed and subordination theorems are considered. The classes we consider are generalizations of the univalent starlike, convex and close-to-convex functions in addition to others.
I. Introduction. Recently there has been considerable interest in determining the extreme points of the closed convex huUs of certain classes of univalent functions and using these determinations to solve certain extremal problems [3] , [4] , [10] , [18] . It is the purpose of this paper to extend some of these considerations to certain classes of multivalent functions. Let S(p, q), p and q integers, 1 < q <p, be the class of functions/(z) analytic in A = {z: Izl < 1} with power series expansion f(z) = zq + S"__+1 anz",z G A, and for which there exists a p = p(f) such that (LI) Re(z/'(z)//(z)) > 0 and (1.2) f** Re Z4®dd = 2pit for z = reie ,p<r<\.
J o }(Z)
Functions in S(p, q) are p-valent and are referred to as multivalent starlike functions [6] . We let S*(p, q) be the subclass of S(p, q) of functions which are regular on Izl = 1 and satisfy (1.1) and (1.2) on Izl = 1. It is known [6] that if f(z) is in S(p, q), then it has exactly p zeros in A and, moreover, if f(z) has q zeros at the origin and (p -q) zeros at ax, a2.ap-q> 0 < la,! < 1, then Jz r jí. i.
0(7^r = i(7=l)
which is in C (2, 2) . A straightforward computation shows that for z = e'e and x = cos 0, Re 3F(z)/z2 = -(1 -x)2(l + 3x)/2(l -x)3 < 0 for -1/3 <x < 1, and if z = eie, 0 * 0, Re zF\z)/Fiz) = 311 -ew 12/13 -eie 12 which approaches 0 as 0 approaches zero. A function f(z) is said to be subordinate to F(z) in A if f(z) and F(z) are analytic in A, /(0) = F\0), and there exists w(z) analytic in A with w(0) = 0 and \w(z)\ <l,zEA, such that f(z) = F(w(z)). In the case that F is univalent, then fis subordinate to F is equivalent to f(0) = F(0) and /(A) C F(A). We will use the notation f< F to indicate that / is subordinate to F. The results of Strohhäcker and Marx concerning C(l, 1) can be viewed as saying that zf'(z)/f(z) <zF'(z)/F(z) and f(z)/z<F(z)/z where F(z) = z/(l -z). It seems reasonable to conjecture that if/(z) is in C(p, p), then zf'(z)/f(z) -<zF'(z)lF(z) and f(z)/zp < F(z)/zp where F(z) -p /0Z r^VO -r)2p dr. In § V we strengthen these conjectures by showing that they are true for the cases p = 2 and 3. We define the class K(p, q) [16] to be the class of functions f(z) = zq + "=<7 + i anz"> z e A, for which there exist g(z) in some S(p, t) and an a, 0 < a < 2jt, and a p, 0 < p < 1, such that (1.4) Re(eiazf'(z)lg(z) > 0 for p < \z l< 1.
Functions in K(p, q) are at most p-valent and their derivatives have exactly (p -1) zeros in A [16] . Functions in K(p, q) are called multivalent close-toconvex functions and K(l, 1) is the class of univalent close-to-convex functions defined by Kaplan [14] . It is obvious that S(p, q) C K(p, q). We let K*(p, q)
be the subclass of functions f(z) in K(p, q) which are analytic on Izl = 1 and for which there exist g(z) in S*(p, t) and an a, 0 < a < 2it, such that (1.4) holds on Izl = 1. In what follows we wUl have need of the following lemma about K(p, q). The lemma is implicitly contained in [16] , but we include a proof for the sake of completeness.
Lemma (1.1). Let f(z) be in K(p, p); then there exist g(z) in S(p, p) and an a, 0 < a < 2tt, such that Re(eiazf'(z)lg(z)) > 0 for z in A.
Proof. If f(z) is in K*(p, p), then according to [16, Lemma 3] there exist g(z) in S*(p, p) and an a, 0 < a < 27r, such that Re(eiazf'(z)lg(z)) > 0 on Izl = 1. Since zf(z)lg(z) is analytic in Izl < 1, we have Re(e'azf'(z)lg(z)) > 0 for Izl < 1. If f(z) is in K(p, p) then there exists p, 0 < p < 1, such that fr(z) = r~pf(rz) is in K*(p, p) if p < r < 1. Thus for each r, p < r < 1, there exists gr(z) in S*(p, p) and ar, 0 < ar < 2tt such that Re(eiQ>z/,!(z)/g,(z)) > 0 for z in A. Since S(p, p) is normal and compact we can choose a sequence rk tending to 1 such that gfk(z) ~* g(z) in S(p, p). [Note that the family S(p, q), q i4 p, is not compact [1] .] We may assume that ar/c -► a. A passage to the limit then gives Re(e"xzf'(z)/g(z)) > 0. We note that equality cannot occur and so this proves the lemma.
We wiU also consider a class of functions T(p) studied by Goodman and Robertson [7] . Let f(z) be analytic in A; then Im f(z) is said to change sign 2p times on Izl = r if there are exactly 2p points z = re'0/, j = 1,2,... ,2p, such that Im f(ré6i) = 0 for /' = 1, 2.2p, and for each / there exists an e > 0 such that Im f(rSei+ 6 >) Im /(re'(0r6 >) < 0 for 0 < 8 < e.
A function f(z) = zp + 2"=1 anz" is said to be in T(p) if a" is real for all n and there exists p, 0 < p < 1, such that for each r, p < r < 1, Im f(z) changes sign 2p times on Izl = r. We say f(z) = zp + 2~=p+1 anzn is in T*(p) if the a" are real,/(z) is analytic for Izl < 1 and Im/(z) changes sign 2p times on Izl = 1. It is easily seen that those functions in S(p, p) with real coefficients in their power series are contained in Tip) [7] .
If B is a class of functions analytic in A, we denote the closed convex hull of B by HB and the set of extreme points of the closed convex hull of B by EHB. We determine HSip, p), HCip, p), HKip, p), HTip) and also EHSip, p), EHCip, p), EHKip, p) and EHTip). We also treat completely the subclasses of each of the above classes determined by those functions in each class which have real coefficients. The knowledge of extreme points then allows us to solve certain extremal problems over various classes. In particular, we find the sharp bounds on the coefficients of any function f(z) such that f(z) <F(z) where F(z) is in one of the classes Sip, p), Cip, p), Kip, p) or Tip).
If f(z) and g(z) are analytic in A.then f(z) is majorized by g(z) if l/(z)l < \g(z)\ for z in A. This implies that there exists a function <¡>(z) analytic in A so that l0(z)l < 1 and/(z) = <j>(z)g(z) [17] . In §111 we use the knowledge of extreme points to determine precise coefficient bounds on any function f(z) majorized by a function g(z) in Sip, p), Cip, p), Kip, p) or Tip).
In §rv we consider the quantities /02,r \fireie)\q dd, 0 < r < 1, q > 1, where /ranges over various classes of functions. Let K(z) = zp/(l -z)2p; then we prove that J027r \fin)(rew)\qdd < S¡" \K<"\reie)\qde, where/*"* denotes the «th derivative off, « = 0, 1,. . . , q > 1, and/is in S(p, p) or T(p). A similar result is proven for Cip, p) where K(z) is replaced by Finally, in the sequel we will use the notation f(z) « g(z) to indicate that f(z) = S~=0 anzn, g(z) = 2"=0 A"zn, z G A, bn > 0 for all n and la" I < bn for aU n. Also if 4 denotes a class of functions analytic in A, then AR wiU denote the subclass of functions in A whose power series expansions in A have real coefficients.
II. The convex hulls and extreme points of C(p, p), S(p, p), K(p, p), T(p), C(p, p)R, S(p, p)R, and K(p, p)R. We let rp(g)={ixgp(z,x)dp(x):pey} have HS(p, p) = F. If/Ml =/M2, then it is easily shown that fx xndpx = Jx xndp2 for n = 1, 2, . . . and, consequently, px = p2. The remark about the extreme points now foUows by the result quoted above [3] . Remarks. We note at this time that the extreme points of the closed convex huU of the subclass of ¥(p, q) of functions with fixed zeros ax, a2,. .., a(.p-q)' 'a/l ■< 1> 0 ^ 9 ^ P. are exactly the functions
Sinular results can be obtained for C(p, q) and K(p, q) by keeping the zeros of the derivative fixed. We do not include these results since a determination of the extreme points in these cases does not aUow us to solve any interesting extremal problems except for the case of majorization for S(p, q).
Theorem (2.2). Let X be the unit circle, V the set of probability measures on X, and F the set of functions fß on A defined by Then F = HC(p, p), the map p ->f is one-to-one and the extreme points of HC(p, p) are precisely the kernel functions in equation (2.2.1).
Proof. Let (Lf)(z) = p ft f(i)Ud7. We know that L(S(p, p)) = C(p, p).
Since the operator is a homeomorphism the theorem foUows immediately from the previous theorem.
Remarks. (1) We are also able to treat completely the case of «-fold symmetric functions in S(p, p) and C(p, p). A function f(z) = zp + Axzp+1 + • • • is said to be «-fold symmetric if it has the form Zk=0 Akzp+kn. If f(z) is in S(p, p) and is n-fold symmetric, it is easy to see that f(z) = g(zf where g(z) is «-fold symmetric in addition to being starlike univalent. Results analogous to Theorems 2.1 and 2.2 can now be proven for these «-fold symmetric functions by the same type of arguments used above by appealing to Theorem (3) in [4] . We do not include these results explicitly since we do not use them in the applications.
(2) We note at this time that it is known [6] Proof. For each x G X the function zp/(l -xzy(l -xzf is in S(p, p)R and, therefore, also in 1\p) [7] . Hence F C T(p). We next prove that 710) C H If f(z) e T*(p) we find by repeated applications of Theorem (1) in [7] that
where lxk I = 1, k = 1, 2.p -1. In [21] it was shown that T*(l) C T, the class of typically real functions, and so by Theorem (4) in [3] and equation So we have shown that Tip) = F. It is clear from earlier remarks that F C HSip, p)R. Suppose that /(z) E Sip, p)R. We know that f(z) = g(zf where g(z) is starlike univalent and has real coefficients. Hence by a result in [3] we have
It follows by Lemma (2.2) that f(z) E F. Hence T(p) = F= HSip, p)R.
Suppose that pn(x, x) = x" + ?. In [3] it was proven, in effect, that if (2.3.7) jx Pn(Xt x) dßx = fx pn(x, x)dp.2 for all n = 1, 2, ... , Since the map p -*• / is one-to-one the conclusion about the extreme points follows from Theorem (1) in [3] . Remark. The first author has obtained [9] the extreme points of the closed convex hull of the n-fold symmetric starlike univalent functions with real coefficients. Using this result we can treat the case of functions in S(p, p)R with «-fold symmetry. We again omit the details. We note that the case of n-fold symmetric typically real functions remains open having only been treated [9] in the case of odd functions.
Theorem (2.4). HKip, p)R = HSip, p)R = Tip) and EHKip, p)R = EHSip,p)R.
Proof. We need only prove the first equality, the second being the content of Theorem (2.3) above. Since Sip, p)R E Kip, p)R and the kernel functions in equation ( Proof. Let L denote the operator defined in the proof of Theorem (2.2). It is clear that L(S(p, p)R) = C(p, p)R, and since the operator is a homeomorphism the result foUows immediately from Theorem (2.3) or (2.4).
Remark. We can also treat completely as in Theorem (2.3) the case of n-fold symmetric functions in C(p, p)R.
Theorem (2.6). Let Xbe the torus {(x,y):\x\=\y\ = l}, Vthe set of probability measures on X, (2.6) K(z, x, y) -¡I P^jgS».
where z e A, \x\ = \y\ = 1, and x¥>y and let F be the set of functions f on A defined by (2.6.1) fß(z)= fxK(z,x,y)dp(x,y) where pe?.
Then F = HK(p, p), the map p-*fßis one-to-one, and the extreme points of HK(p, p) are given by the functions in equation (2.6) where x±y.
Proof. The proof of this theorem follows from Lemma (1.1) with much the same type of argument used to prove this result in the case p = 1 in [3] . The argument to show that the map p -► /M is one-to-one also foUows by much the same type of argument made in the case p = 1. We omit these detaUs.
Remark. We note that the set of extreme points for HC(p, p) and HS(p, p) is closed. The set of extreme points of HK(p, p) is not closed since the functions in equation (2.6) associated with the case x = y are not in EHK(p, p). They are actuaUy the extreme points of HC(p, p). Since we have alternating signs in the expression for bn and bx > 0 we need only prove the inequality
Lemma (2.3). Ifx¥=y, then
The previous inequality is clearly true since \ p + ml \p + m + 1/ Therefore we conclude bn > 0 for all « and the theorem is proven. The sharpness is obvious.
Theorem (3.2)
. Let f(z) = S"=0 ap+nzp+n be analytic in A and be majorized by some function in HKip, p). Then
The result is sharp.
Proof. We may assume that /(z) is majorized by some function in EHKip, p). Hence, by Lemma (2.3) and assuming, without loss of generality, that x = 1, we have and
We see that A, > 0 and 5j < 0. Because of the alternating signs we can conclude An > 0 and Bn < 0 for aU n if the following inequality is valid:
for fixed k satisfying 1 < k < n. This inequality is clearly true since (p -k)/(p + k + 1)< 1. We conclude that lc"(a)l <c"(-1) = 1 and sog(z)
The theorem now foUows. The sharpness foUows since K(z) eK(p,p).
Remark. Since T(p) C HS(p, p) C \\K(p, p), Theorem (3.2) is also vaUd for S(p, p) and T(p) for aU p.
Theorem (33). Letfiz) = S"=0 ap+"zp+n be analytic in A and be subordinate to some function in HC(p, p). Then f(z)«F(z)=fZo^^dr.
Proof. The arguments given in [18] show that in order to maximize lanl we need only consider the functions / which are subordinate to a function in EHC(p, p). Therefore by Theorem (2.2) we have
where Ixl -1, 4>(z) is analytic for lzl< 1, l0(z)l < 1, and 0(0) = 0. Without loss of generality we may assume x = 1. Hence It is known [4] that 0(z)/(l -0(z))2 « z/(l -z)2 and so we conclude r «*> r"l«r--L->-',
It is also known that 1/(1 -0(z)) « 1/(1 -z) [11] . Hence
It now follows that f « F' and the theorem is proven. The sharpness follows since F(z) E Cip, p).
Theorem (3.4). Let f(z) = 2~=0 ap+nzp+n be analytic in A and be subordinate to some function in HKip, p). Then
Proof. We may assume that f(z) is subordinate to a function in EHK(p, p). Hence, by Theorem (2.6) we have where Ixl = \y\ -1 and 0(0) = 0, l0(z)l < 1 and 0 is analytic in A. Without loss of generality assume x = 1. Then we have It is known [11] that (1 -0iz))~p « (1 ~ ZTP for p = 1, 2, 3.
It is well known that m " z . l-y<Kz) s<l+z Remarks. Since T(p) C HSip, p) C HKip, p), Theorem (3.4) also applies to the classes Tip) and Sip, p).
Our next four theorems appear to be unknown even in the case p = 1. For any class of analytic functions .4 we let A' denote the class of derivatives.
Theorem (3.5) . f'(z) = (2~=0 ap+nzp+n)' be analytic in A and be majorized by some function in HC'(p, p). Then
Proof. We have, without loss of generality, as in the proof of Theorem (3.1),
where l#z)l < 1 and 0(z) is analytic in A. Since 4>(z)z/(l -z)2 « z/(\ -z)2
[17], the theorem foUows.
Theorem (3.6). Let f'(z) = (2"=0 ap+nzp+n)' be analytic in A and be majorized by some function in HK'(p, p). Then
Proof.
We have without loss of generaUty, for la I = 1, Remark. Since T'(p) C HS'(p, p) C HK'(p, p), Theorem (3.6) also holds for T'(p) and S'(p, p). The result is sharp. Proof. We may assume that, for la I = 1,
The result now follows from equation (3.8.2) by familiar arguments.
Remark. Since T'ip) C HS"(p, p) C HK'ip, p), Theorem (3.8) also holds for T'ip) and S'ip, p).
IV. Estimates on Lq means of multivalent functions. In this section we seek to maximize the subadditive continuous functional defined by J(f<n)) = ft" l/(n\reie)\" dd, « = 0, 1, 2,. . . , and / belongs to one of the families of multivalent functions which we studied in §11. As pointed out in [18] for q > 1 we have max/(/(n))= max /(/(n>) f& fBEHf for any compact family F. In the case 0 < q < 1 and n = 0 we are able, using results in §V, to treat the classes Cip, p) for p = 2, 3 and Sip, p) for all p. For these problems, i.e., maximizing/(/), the main tools are a subordination result and Littlewood's Theorem [15] , which says that if f<g then /(/) <Jig) for all q > 0 and « = 0. Theorem (4.1). 7//(z) E HCip, p), q > 1, « = 0,1, 2,..., then /(/(">) </(F<">) where F(z) = j¡ ^ dr.
Proof. As mentioned above it suffices to prove the result when f(z) E EHC(p, p). But it is easily seen that the functional /(/(n)) is constant on the set of extreme points as determined in Theorem (2.2) and, of course, F(z) E EHC(p, p) corresponding to the choice x = 1. Proof. By considering the set EHSip, p) as determined in Theorem (2.1) we find that the functional J(f^) is constant on the set of extreme points and also that Kiz) E EHSip, p). The result follows.
Remarks. We claim that if/(z) E Sip, p), then for p = 1,2,..., f(z)/zp < K(z)/zp where K(z) is given in Theorem (4.2). This can easily be proven from the known result of Strohhäcker [23] in the case p = 1 and the fact that each function in S(p, p) is the pth power of a function in 5 (1, 1) . From this subordination and Littlewood's inequality [15] we conclude /(/) < J(K) for 0 < q < 1 and arbitrary p.
We also note that the conclusion of Theorem (4.2) also holds for the class 7\p) since, as we have observed elsewhere, T(p) C HS(p, p). We recall that each of the kernel functions in equation ( Proof. It suffices to assume that f(z) E EHK(p, p) as determined in Theorem (2.6).
We may suppose also that the parameter x is chosen to be 1. Hence, by Lemma (2.3) where x = 1, we find Remarks (1) Using the methods of D. R. Wilken [26] we can show that Theorem (4.3) would also hold for aU q > 1 if the foUowing conjecture were true.
Conjecture.
(1 + htz + • • ■ + bpzpf¡(\ -z) « 1/(1 -z) where Vi < S < 1. We have been unable to prove this except in the case S = 1. Proof. It suffices to assume that f(z) G EHK(p, p). We may also suppose without loss of generality that x = 1. We wish to provê riö^M***! The symmetric decreasing rearrangement (as defined in [8] ) of 1(1 -z)2p+1\~q is itself and the rearrangement of \l -az\q is \l + z\q and so equation (4.4) is an immediate consequence of a result in [5] .
Remark. We have been unable to make progress on this problem when « > 2 and q is not an even integer.
