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LIMITING ABSORPTION PRINCIPLE, GENERALIZED
EIGENFUNCTIONS AND SCATTERING MATRIX FOR
LAPLACE OPERATORS WITH BOUNDARY CONDITIONS
ON HYPERSURFACES
ANDREA MANTILE, ANDREA POSILICANO, AND MOURAD SINI
Abstract. We provide a limiting absorption principle for the self-
adjoint realizations of Laplace operators corresponding to boundary
conditions on (relatively open parts Σ of) compact hypersurfaces Γ =
∂Ω, Ω ⊂ Rn. For any of such self-adjoint operators we also provide the
generalized eigenfunctions and the scattering matrix; both these ob-
jects are written in terms of operator-valued Weyl functions. We make
use of a Kre˘ın-type formula which provides the resolvent difference be-
tween the operator corresponding to self-adjoint boundary conditions
on the hypersurface and the free Laplacian on the whole space Rn.
Our results apply to all standard examples of boundary conditions,
like Dirichlet, Neumann, Robin, δ and δ′-type, either assigned on Γ or
on Σ ⊂ Γ.
1. Introduction
Given an open bounded set Ω ⊂ Rn with smooth boundary Γ, let ∆◦ de-
note the not positive symmetric operator in L2(Rn) given by the restriction
of the Laplacian to C∞comp(R
n\Γ). In the recent paper [29], we provided the
complete family of self-adjoint extensions of ∆◦ and a Kre˘ın-type formula
giving the resolvent difference between any extension and the self-adjoint
(free) Laplacian ∆ with domain H2(Rn) (we recall these results in Theorem
3.1). Some sub-families of extensions have been considered in [16] and [22]
by a quadratic form approach and in [9] by quasi boundary triple theory.
In particular, in [9, Section 4], Schatten-von Neumann estimates for the
difference of the powers of the resolvent of the free and self-adjoint exten-
sions corresponding to δ-type boundary conditions (supported either on Γ
or on Σ ⊂ Γ) and δ′-type ones (supported on Γ) are provided; these give
existence and completeness of the wave operators of the associated scat-
tering systems. In [29, Theorems 4.10 and 4.11] we extended such kind of
Schatten-von Neumann estimates to a larger class containing, for example,
self-adjoint extensions corresponding to Dirichlet, Neumann, Robin, δ and
δ′-type conditions, either assigned on Γ or on Σ ⊂ Γ, where Σ is relatively
open with a Lipschitz boundary. To this concern we recall that estimates
1
2 ANDREA MANTILE, ANDREA POSILICANO, AND MOURAD SINI
for the difference of the powers of the resolvents and their applications
to scattering in exterior domains first appeared in the pioneering work by
Birman [14].
Let us stress that, by the decomposition Rn = Ωin ∪ Γ ∪ Ωex, Ωin ≡ Ω,
Ωex := R
n\Ω, one has ∆◦ = ∆minin ⊕∆minex and so one could obtain all self-
adjoint extensions of ∆◦ corresponding to separating boundary conditions
by using the results (obtained by Grubb in [24], building on previous work
by Birman, Kre˘ın and Vi˘sik, see [13], [28], [39]) providing the whole family
of self-adjoint extensions of ∆minin/ex; however such construction, broadened
to include all self-adjoint extensions, would lead to a Kre˘ın-type formula
giving the resolvent difference between an extension ∆̂ and the direct sum
of the interior and exterior Dirichlet Laplacians ∆Din ⊕∆Dex. This is not the
right operator since we are interested in the study of the scattering system
(∆̂,∆), where ∆ denotes the free Laplacian on the whole Rn; whenever one
considers semi-transparent boundary conditions (as the ones considered in
[9] and in Section 6, Examples 6.4 and 6.5), or boundary conditions assigned
only on Σ ⊂ Γ (see Section 7), the choice of the Laplacian ∆ as the operator
representing the free propagation is the most natural one.
The first aim of this paper is to show that the Limiting Absorbtion Prin-
ciple (LAP for short) holds for an ample class of self-adjoint extensions
of the symmetric operator ∆◦. This is accomplished by applying abstract
results due to Walter Renger (see [35] and [36]) to our Kre˘ın-type resol-
vent formula (see Theorem 4.2). As usual, LAP implies the absence of
singular continuous spectrum (see Corollary 4.7). Even if interesting by
itself, the result about the validity of LAP does not show that the resolvent
Kre˘ın formula itself survives in the limit. Such a limit Kre˘ın’s resolvent
formula is here provided in next Theorem 4.5. With such results at hands,
in Section 5 we construct, for a given self-adjoint extension ∆̂ of ∆◦, the
couple of families of generalized eigenfunctions u±ξ related to the plane
waves u◦ξ(x) = e
i ξ·x with incoming (+) or outgoing (−) radiation condi-
tions. Such eigenfunctions then allow to define the corresponding Fourier
type transforms F± which diagonalize the self-adjoint extension; the wave
operators for the scattering system (∆̂,∆) are then given by W± = F
∗
±F ,
where F denotes the ordinary Fourier transform (see Theorem 5.4). Both
the eigenfunctions u±ξ and the Fourier transforms F± are expressed in terms
of the operator-valued Weyl functions appearing in the limit Kre˘ın resol-
vent formula given in Theorem 4.5. Finally, in Theorem 5.6, using again
the operator-valued Weyl functions, we provide the kernel (proportional
to the scattering amplitude) of 1 − Sk, where Sk is the on-shell scattering
operator.
In Sections 6 and 7, we show that our LAP-based results can be applied to
a wide class of self-adjoint operators which includes self-adjoint realizations
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of the Laplacian with Dirichlet, Neumann, Robin, δ and δ′-type boundary
conditions assigned either on the whole Γ or on a relatively open subset with
Lipschitz boundary Σ ⊂ Γ. We provide a representation of the scattering
matrix Sk in terms of operator-valued Weyl functions evaluated on the
traces at (Σ ⊂)Γ of the plane waves u◦ξ .
Our time-independent approach has been inspired by the work by Albev-
erio, Brasche and Koshmanenko [3], where LAP and Lippman-Schwinger
equations are studied for finite-rank singular perturbations, and can be in-
terpreted as an extension to the case of general boundary conditions and
hypersurfaces of the paper [26] by Ikebe and Shimada concerning δ-type
boundary conditions on a sphere (see also [38]). An alternative abstract
approach, which do not use LAP but directly exploits the existence of lim-
iting operator-valued Weyl-functions, has been developed in [10], [11] and
[12] by Behrndt, Malamud and Neidhardt (the first two works concern the
finite-rank case; see also [1],[4, Chapter 4]). In particular, in the recent pa-
per [12], a representation of the scattering matrix in term of operator-valued
Weyl functions is provided for couples of self-adjoint extension of a given
symmetric operator under the hypothesis that their resolvent difference is
trace-class. In our less abstract setting, which applies to Laplacian with
boundary conditions on (Σ ⊂)Γ, we do not need the trace-class condition
and the results hold in any dimension.
Let us remark that, once LAP and a Kre˘ın’s limit formula have been at-
tained (see Theorems 4.2 and 4.5), a representation formula for the scatter-
ing matrix Sk can be obtained by using the Birman-Yafaev general scheme
in stationary scattering theory (see e.g. [15], [40], [41]) together with the
Birman-Kato invariance principle applied to the resolvent operators (see
Remark 5.7 for more details). However we preferred to present here a less
abstract proof following the classical scheme used in potential scattering
theory (see e.g. [2], [5], [25], [37] and references therein).
We conclude the introduction with some remarks about our smoothness
hypotheses on Γ. Such an hypothesis gives the existence of the wave oper-
ators (see [29, Theorems 4.11 and 4.12]) through asymptotic estimates on
the eigenvalues of the Laplace-Beltrani operator on Γ (see [8, Lemma 4.7]).
These estimates, obtained using pseudodifferential operator techniques, re-
quire smoothness; we presume that asymptotic estimates of this kind hold
under a weaker C1,1 (or at least C2) hypothesis, but we did not find any
proof of that in the literature. Since our result concerning existence of LAP
does not require any smoothness hypothesis, conditional on the existence
of wave operators, the general results here presented hold in the case Γ is
an hypersurface of class C1,1, as for the results presented in [29], while,
as regards the explicit examples given in Section 7 considering boundary
conditions on Σ ⊂ Γ, one needs more regularity (of the kind Ck,1, where
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k > 1 depends on the kind of boundary conditions used, see [29, Section
6]). In the series of papers [19]-[21], limited to the case in which n = 2 and
Dirichlet or Neumann boundary conditions are assigned on the whole Γ, the
authors provided a resolvent formula and a representation for the scattering
matrix of the same kind of the ones here given in Examples 6.1 and 6.2, only
assuming that the boundary Γ is a piecewise smooth curve. This suggests
that our results, which hold for a quite larger class of boundary conditions,
could be extended to include the case in which Γ is a planar curvilinear
polygon (see e.g. [17] and [23] for elliptic boundary value problem in not
smooth domains).
Acknowledgments. We thank the anonymous referees for the stimu-
lating remarks, for the useful bibliographic suggestions and in particular
for inspiring Remark 5.7.
The authors were partially supported by the Austrian Science Fund
(FWF):[P28971-N32]
2. Preliminaries
2.1. Trace maps and boundary-layer operators. Here we recall some
definitions and results about Sobolev spaces on subset of Rn and single and
double layer operators on their boundaries (see e.g. [32] and [30]).
Given Ω ⊂ Rn open and bounded, with smooth boundary Γ, we adopt
the notation: Ωin = Ω, Ωex = R
n\Ω, while ν is the exterior unit normal
to Γ. Hs(Rn), Hs(Ωin), H
s(Ωex), H
s(Γ), s ∈ R, denote the usual scales of
Sobolev-Hilbert spaces of function on Rn, Ωin, Ωex and Γ respectively. The
zero and first-order traces on Γ are defined on smooth functions as
(2.1) γ0u = u|Γ , γ1u = ν · ∇u|Γ ,
and extend to the bounded linear operators
(2.2) γ0 ∈ B(H2(Rn),H
3
2 (Γ)) , γ1 ∈ B(H2(Rn),H
1
2 (Γ)) .
We use the symbol ∆ to denote the distributional Laplacian; its restriction
to H2(Rn)
∆ : H2(Rn) ⊂ L2(Rn)→ L2(Rn)
gives rise to a self-adjoint operator which describes the free propagation of
waves in the whole space Rn; this will be our reference operator.
For z ∈ C\(−∞, 0], the single and double layer operators are defined by
(2.3) SLz = (γ0(−∆+ z¯)−1)∗ , DLz = (γ1(−∆+ z¯)−1)∗ ,
and by duality there follows
(2.4) SLz ∈ B(H−
3
2 (Γ), L2(Rn)) , DLz ∈ B(H−
1
2 (Γ), L2(Rn)) .
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The integral kernel Rz(x, y) of the resolvent (−∆ + z)−1, z ∈ C\(−∞, 0],
is given by Rz(x, y) = Gz(x− y), where
Gz(x) =
1
2π
( √
z
2π‖x‖
)n
2
−1
Kn
2
−1(
√
z ‖x‖) , Re(√z) > 0 ,(2.5)
and Kα denotes the modified Bessel functions of second kind of order α.
Thus, for x /∈ Γ and φ,ϕ ∈ L2(Γ), one has
SLzφ(x) =
∫
Γ
Gz(x− y)φ(y) dσ(y) ,
and
DLzϕ(x) =
∫
Γ
ν(y)·∇Gz(x− y)ϕ(y) dσ(y) ,
where σ denotes the surface measure.
Let us define γ ∈ B(H2(Rn),H 32 (Γ)⊕H 12 (Γ) by
γu := γ0u⊕ γ1u
and, for any z ∈ C\(−∞, 0], Gz ∈ B(H− 32 (Γ)⊕H− 12 (Γ), L2(Rn)) by
Gz := (γ(−∆+ z¯)−1)∗ ;
equivalently
(2.6) Gz(φ⊕ ϕ) := SLzφ+DLzϕ .
For any z ∈ C\(−∞, 0] and for any φ⊕ ϕ ∈ H− 32 (Γ)⊕H− 12 (Γ) one has
Gz(φ⊕ ϕ) ∈ C∞(Rn\Γ) and ((∆ − z)Gz(φ⊕ ϕ))(x) = 0 , x ∈ Rn\Γ .
The one-sided trace maps
γ♮i ∈ B(H2(Ω♮),H
3
2
−i(Γ)) , ♮ = in, ex , i = 0, 1 ,
defined on smooth (up to the boundary) functions by
(2.7) γ♮0u♮ = u♮|Γ , γ♮1u♮ = ν · ∇u♮|Γ , ♮ = in, ex ,
can be extended to
γˆ♮i ∈ B(H0∆(Ω♮)),H−
1
2
−i(Γ)) , ♮ = in, ex , i = 0, 1 ,
where
H0∆(Ω♮) := {u♮ ∈ L2(Ω♮) : ∆u♮ ∈ L2(Ω♮)} ,
‖u♮‖2H0
∆
(Ω♮)
:= ‖∆u♮‖2L2(Ω♮) + ‖u♮‖2L2(Ω♮) .
Setting ∆max♮ := ∆|H0∆(Ω♯), by the ”half” Green formula (see [30, Theorem
4.4]), one has, for any u ∈ H1(Ω♮) ∩H0∆(Ω♮),
〈−∆max♮ u♮, u♮〉L2(Ω♮) = ‖∇u♮‖2L2(Ω♮) + ǫ♮〈γˆ
♮
1u♮, γ
♮
0u♮〉− 1
2
, 1
2
,(2.8)
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ǫ♮ =
{
−1 , ♮ = in
+1 , ♮ = ex .
Setting
H0∆(R
n\Γ) := H0∆(Ωin)⊕H0∆(Ωex) ,
the extended maps γˆ♮i allow to define the bounded maps
γˆi ∈ B(H0∆(Rn\Γ),H−
1
2
−i(Γ)) , i = 0, 1 ,
[γˆi] ∈ B(H0∆(Rn\Γ),H−
1
2
−i(Γ)) , i = 0, 1 ,
by
(2.9) γˆiu :=
1
2
(
γˆini (u|Ωin) + γˆexi (u|Ωex)
)
,
and
(2.10) [γˆi]u = γˆ
ex
i (u|Ωex)− γˆini (u|Ωin) , .
Notice that the maps γi ∈ B(H2(Rn\Γ),H 32−i(Γ)) defined by
γi := γˆi|H2(Rn\Γ) , i = 0, 1 , H2(Rn\Γ) := H2(Ωin)⊕H2(Ωex) ,
coincide with the ones in (2.1) when restricted to H2(Rn).
The corresponding extension of the trace map γ is
(2.11) γˆ ∈ B(H0∆(Rn\Γ),H−
1
2 (Γ)⊕H− 32 (Γ)) , γˆu := (γˆ0u)⊕ (γˆ1u) ,
while the related jump map is
(2.12)
[γˆ] ∈ B(H0∆(Rn\Γ),H−
3
2 (Γ)⊕H− 12 (Γ)) , [γˆ]u = (−[γˆ1]u)⊕ ([γˆ0]u) .
Using the definition (2.6) and the mapping properties of the layer operators
(see [29, Section 3.4] and the references therein), it results
(2.13) Gz ∈ B(H−
3
2 (Γ)⊕H− 12 (Γ),H0∆(Rn\Γ))
and so [γˆ]Gz ∈ B(H− 32 (Γ) ⊕H− 12 (Γ)). More precisely, by the well known
jumps relations for the layer operators, one has
(2.14) [γˆ]Gz = 1
H−
3
2 (Γ)⊕H−
1
2 (Γ)
.
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2.2. Weighted spaces. We now introduce the family of weighted spaces
L2σ(R
n) and H2σ(R
n), defined, for any σ ∈ R, by
L2σ(R
n) := {u ∈ L2loc(Rn) : ‖u‖L2σ(Rn) < +∞} ,
H2σ(R
n) := {u ∈ H2loc(Rn) : ‖u‖H2σ(Rn) < +∞} ,
‖u‖2L2σ(Rn) :=
∫
Rn
(
1 + ‖x‖2)σ |u(x)|2dx
‖u‖2H2σ(Rn) := ‖u‖
2
L2σ(R
n) +
∑
1≤i≤n
‖∂xiu‖2L2σ(Rn) +
∑
1≤i,j≤n
‖∂2xixju‖2L2σ(Rn) .
The spaces L2σ(Ωin), L
2
σ(Ωex) and H
2
σ(Ωin), H
2
σ(Ωex) are defined in a similar
way. Since Ω is bounded, one has L2σ(Ωin) = L
2(Ωin), H
2
σ(Ωin) = H
2(Ωin),
the equalities holding in the Banach space sense; thus
L2σ(R
n) = L2(Ωin)⊕ L2σ(Ωex)
and
H2σ(R
n\Γ) := H2σ(Ωin)⊕H2σ(Ωex) = H2(Ωin)⊕H2σ(Ωex) .
Then the trace operators can be extended to H2σ(R
n\Γ), σ < 0, by
γex0 uex := γ
ex
0 (χuex) , γ
ex
1 uex := γ
ex
1 (χuex) ,
where χ belongs to C∞comp(Ωc) and χ = 1 on a neighborhood of Γ.
Remark 2.1. In the following, we use the shorthand notation 〈·, ·〉 to
denote both the dualities
(
H−s1(Γ) ⊕ H−s2(Γ))-(Hs1(Γ) ⊕ Hs2(Γ)) and
L2−σ(R
n)-L2σ(R
n).
3. Self-adjoint Laplace operators with boundary conditions
on hypersurfaces
Let us consider the restriction ∆| ker(γ). Since the kernel of γ is dense
in L2(Rn), ∆| ker(γ) is densely defined, closed and symmetric. Following
the construction developed in [29] (to which we refer for more details and
proofs), we next provide all the self-adjoint extensions of ∆| ker(γ). The
adjoint operator (∆| ker(γ))∗ identifies with
dom((∆| ker(γ))∗) = H0∆(Rn\Γ) , (∆| ker(γ))∗ = ∆maxin ⊕∆maxex .
An alternative representation of (∆| ker(γ))∗ is given by (see [29, Lemma
2.3 and Lemma 4.2])
dom((∆| ker(γ))∗)
=
{
u = u◦ +G(φ⊕ ϕ) : u◦ ∈ H2(Rn) , φ⊕ ϕ ∈ H−
3
2 (Γ)⊕H− 12 (Γ)
}
≡{u ∈ L2(Rn) : u◦ := (u+ SL[γˆ1]u−DL[γˆ0]u) ∈ H2(Rn)} ,
(3.1) (∆| ker(γ))∗u = ∆u◦ +G(φ ⊕ ϕ) = ∆u− [γˆ1]u δΓ − [γˆ0]u ν ·∇δΓ ,
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where G := G1 and the Schwartz distribution δΓ is defined by δΓ(u) :=∫
Γ u(x) dσ(x).
Given an orthogonal projection Π : H
3
2 (Γ)⊕H 12 (Γ)→ H 32 (Γ)⊕H 12 (Γ),
the dual map Π′ : H−
3
2 (Γ)⊕H− 12 (Γ)→ H− 32 (Γ)⊕H− 12 (Γ) is an orthogonal
projection as well and ran(Π′) = ran(Π)′. We say that the densely defined
linear operator
Θ : dom(Θ) ⊆ ran(Π)′ → ran(Π)
is self-adjoint whenever Θ = Θ′. Let the unitary maps Λs represent the
duality mappings on Hs/2(Γ) onto H−s/2(Γ); an explicit representation
of Λs is given by Λs = (−∆LB + 1)s/2, where ∆LB denotes the Laplace-
Beltrami operator on Γ. Equivalently Θ is self-adjoint whenever the opera-
tor Θ˜ = Θ(Λ3⊕Λ), dom(Θ˜) = (Λ3⊕Λ)−1dom(Θ), is a self-adjoint operator
in the Hilbert space ran(Π).
We define the operator-valued Weyl function
C\(−∞, 0] ∋ z 7→Mz ∈ B(H−
3
2 (Γ)⊕H− 12 (Γ);H 32 (Γ)⊕H 12 (Γ))
by Mz := γ(G−Gz), i.e., using the block operator notation,
(3.2) Mz =
[
γ0(SL− SLz) γ0(DL−DLz)
γ1(SL− SLz) γ1(DL−DLz)
]
.
Given the couple (Π,Θ), Π an orthogonal projector and Θ self-adjoint,
define the set
(3.3) ZΠ,Θ := {z ∈ C\(−∞, 0] : Θ + ΠMzΠ′ ∈ B(ran(Π), ran(Π)′)}.
All self-adjoint extensions of ∆| ker(γ) are provided by the following theo-
rem (see [29, Theorem 4.4]):
Theorem 3.1. Any self-adjoint extension of ∆| ker(γ) is of the kind
∆Π,Θ = (∆| ker(γ))∗|dom(∆Π,Θ) ,
where Π : H
3
2 (Γ)⊕H 12 (Γ)→ H 32 (Γ)⊕H 12 (Γ) is an orthogonal projection,
Θ : dom(Θ) ⊆ ran(Π)′ → ran(Π) is a self-adjoint operator and
dom(∆Π,Θ)
:={u = u◦ +G(φ⊕ ϕ) : u◦ ∈ H2(Rn), φ⊕ ϕ ∈ dom(Θ), Πγu◦ = Θ(φ⊕ ϕ)}
={u ∈ H0∆(Rn\Γ) : [γˆ]u ∈ dom(Θ), Πγ(u+ SL[γˆ1]u−DL[γˆ0]u
)
= Θ[γˆ]u}
Moreover ZΠ,Θ is not void, C\R ⊆ ZΠ,Θ ⊆ ρ(∆Π,Θ), and the resolvent of
the self-adjoint extension ∆Π,Θ is given by the Kre˘ın’s type formula
(−∆Π,Θ + z)−1
=(−∆+ z)−1 +GzΠ′(Θ + ΠMzΠ′)−1Πγ(−∆+ z)−1, z ∈ ZΠ,Θ .
(3.4)
LIMITING ABSORPTION PRINCIPLE, EIGENFUNCTIONS AND SCATTERING 9
Remark 3.2. Let us notice that the Π′ ’s appearing in formula (3.4) act
there merely as the inclusion map Π′ : ran(Π)′ → H−3/2(Γ) ⊕ H−1/2(Γ).
This means that one does not need to know Π′ explicitly: it suffices to
know the subspace ran(Π′) = ran(Π)′.
Given the self-adjoint operator Θ : dom(Θ) ⊆ ran(Π)′ → ran(Π), we now
introduce the following assumptions:
(3.5) dom(Θ) ⊆ Hs1(Γ)⊕Hs2(Γ) , s1 > −3
2
, s2 > −1
2
,
(3.6) dom(Θ) ⊆ H 12 (Γ)⊕H 32 (Γ)
and
(3.7) dom(fΘ˜) ⊆ H
5
2 (Γ)⊕H 32 (Γ) ,
where fΘ˜ is sesquilinear form associated to the self-adjoint operator in
ran(Π) defined by Θ˜ := Θ(Λ3 ⊕ Λ).
The next result gives informations on the spectrum and scattering of
∆Π,Θ; for the proof of such results we refer to [29, Lemma 4.10, Corollary
4.12 and Remark 4.14].
Theorem 3.3. Suppose Theorem 3.1 holds. Then:
1) assumption (3.5) implies
σess(∆Π,Θ) = (−∞, 0] ;
2) either assumption (3.6) or (3.7) gives the existence and completeness of
the wave operators
W± := s- lim
t→±∞
e−it∆Π,Θeit∆ , W˜± := s- lim
t→±∞
e−it∆eit∆Π,ΘPac ,
i.e. the limits exists everywhere w.r.t. strong convergence, ran(W±) =
L2(Rn)ac, ran(W˜±) = L
2(Rn) and W ∗± = W˜±, where L
2(Rn)ac denotes the
absolutely continuous subspace of L2(Rn) with respect to ∆Π,Θ and Pac is
the corresponding orthogonal projector. This then implies
(3.8) σac(∆Π,Θ) = (−∞, 0] .
Remark 3.4. Let us remark that hypothesis (3.6) holds in the case of
global boundary conditions, i.e. assigned on whole boundary Γ (see Section
6), whereas hypothesis (3.7) holds in the case of local ones, i.e. assigned on
Σ ⊂ Γ (see Section 7).
Remark 3.5. Let us notice that the apparent discrepancy between the
indices in (3.6) and (3.7) is due to the fact that the first one applies to
operators acting between the dual pair (ran(Π)′, ran(Π)) whereas the second
one concerns sesquilinear forms in the space ran(Π); when written in terms
of Θ˜, condition (3.6) reads as dom(Θ˜) ⊆ H 72 (Γ)⊕H 52 (Γ).
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Under hypothesis (3.6), it is possible to introduce an alternative descrip-
tion of ∆Π,Θ (see [29, Corollary 4.8]):
Corollary 3.6. Let ∆Π,Θ be defined according to Theorem 3.1 with Θ ful-
filling (3.6). Define
(3.9) BΘ := Θ +ΠγGΠ
′ : dom(Θ) ⊆ ran(Π)′ → ran(Π) .
Then
(3.10) dom(∆Π,Θ) = {u ∈ H2(Rn\Γ) : [γ]u ∈ dom(Θ), Πγu = BΘ[γ]u} ,
and, whenever z ∈ ZΠ,Θ,
(−∆Π,Θ + z)−1
=(−∆+ z)−1 +GzΠ′(BΘ −ΠγGzΠ′)−1Πγ(−∆+ z)−1 .
(3.11)
The results contained in Theorem 3.3 do not exclude the presence of
negative eigenvalues embedded in the essential spectrum, an information
that is relevant for the issues to be treated in the next sections. However,
since the singular perturbations defining ∆Π,Θ are compactly supported, an
easy application of the unique continuation principle and Rellich’s estimate
give criteria for the absence of such eigenvalues. For successive notational
convenience let us pose
E−Π,Θ := {λ ∈ (−∞, 0) : λ /∈ σp(∆Π,Θ)} ,
so that absence of negative eigenvalues is equivalent to E−Π,Θ = (−∞, 0).
Theorem 3.7. Let Γ0 ⊆ Γ be a closed set such that supp(φ)∪supp(ϕ) ⊆ Γ0
for any φ ⊕ ϕ ∈ dom(Θ) ⊆ ran(Π)′. If the open set Rn\Γ0 is connected,
then E−Π,Θ = (−∞, 0).
Proof. Suppose that there exist λ ∈ (−∞, 0) and uλ ∈ dom(∆Π,Θ) ⊆
L2(Rn)∩H2loc(Rn\Γ0) such that ∆Π,Θuλ = λuλ. Then, by (3.1), ∆uλ(x) =
λuλ(x) for a.e. x ∈ Rn\Γ0. Thus, by the unique continuation principle
(see e.g. [34, Theorem XIII.63]), uλ = 0 a.e. whenever uλ vanishes in the
neighborhood of a single point x◦ ∈ Rn\Γ0. By (3.1) again, (∆− λ)uλ = 0
outside some sufficiently large ball B containing Ωin. Thus, by Rellich’s
estimate, one gets uλ|Bc = 0 (see e.g. [31, Corollary 4.8]) and the proof is
done. 
Remark 3.8. Obviously, in the case Γ0 = Γ, one has that R
n\Γ = Ωin∪Ωex
is not connected. However, if Ωex is connected then, by the same kind of
reasonings as in the proof of Theorem 3.7, one gets uλ|Ωex = 0. Thus, if
the boundary conditions appearing in dom(∆Π,Θ) are such that
u|Ωex = 0 , (∆u− λu)|Ωin = 0 , u ∈ dom(∆Π,Θ) =⇒ u|Ωin = 0 ,
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then E−Π,Θ = (−∞, 0). For example, two cases where this hypothesis
holds are the δ- and δ′-interactions on Γ which corresponds to the semi-
transparent boundary conditions
[γ0]u = 0 , αγ0u = [γ1]u
and
[γ1]u = 0 , βγ1u = [γ0]u
respectively (see Subsections 6.4 and 6.5).
4. The Limiting Absorption Principle
We begin by recalling the limiting absorption principle for the self-adjoint
operator representing the free Laplacian ∆ : H2(Rn) ⊆ L2(Rn) → L2(Rn)
(see e.g. [2, Section 4]):
Theorem 4.1. For any k ∈ R\{0} and for any α > 12 , the limits
(4.1) R±
−k2
:= lim
ǫ↓0
(−∆− (k2 ± iǫ))−1
exist in B(L2α(R
n),H2−α(R
n)). Setting C± := {z ∈ C : ±Im(z) > 0} and
R±z :=
{
(−∆+ z)−1 , z ∈ C±
R±λ , λ ∈ (−∞, 0) ,
the maps z 7→ R±z are continuous on C±∪(−∞, 0) to B(L2α(Rn),H2−α(Rn)).
The existence of the resolvent’s limits on the continuous spectrum have
been discussed in [35],[36] for a wide class of operators including singular
perturbations. The general results there provided allow to prove, in our
case, a limiting absorption principle for ∆Π,Θ:
Theorem 4.2. Let ∆Π,Θ be defined as in Theorem 3.1 and assume that it
is bounded from above and that (3.5) holds true. Then (−∞, 0)∩σp(∆Π,Θ)
is a (possibly empty) discrete set of eigenvalues of finite multiplicity and
the limits
(4.2) R±
Π,Θ,−k2
:= lim
ǫ↓0
(−∆(Π,Θ) − (k2 ± iǫ))−1
exist in B(L2α(R
n), L2−α(R
n)) for all α > 12 and for all k ∈ R\{0} such that
−k2 ∈ E−Π,Θ.
Proof. Let us at first show that the following four assumptions hold true
for any z ∈ C\(−∞, 0]:
(4.3) (−∆+ z)−1 ∈ B(L2α(Rn)) ,
(4.4) (−∆Π,Θ + z)−1 ∈ B(L2α(Rn)) ,
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(4.5) (−∆+ z)−1 − (−∆Π,Θ + z)−1 ∈ S∞(L2(Rn), L2β(Rn)) , β > 2α ,
and for all compact subset K ⊂ (0,+∞) there exists a constant cK > 0
such that, for any k2 ∈ K,
(4.6) ∀u ∈ L22α(Rn)∩ker(R+−k2−R−−k2), ‖R±−k2u‖L2(Rn) ≤ cK‖u‖L22α(Rn).
By [34, Lemma 1, page 170], for all σ ∈ R one has
(4.7) (−∆+ z)−1 ∈ B(L2σ(Rn)) .
Therefore (4.3) holds true (see also [36, Lemma 5.2 and Remark 5.1]).
Introducing the equivalent norm in H2σ(R
n)
|u|H2σ(Rn) :=
∫
Rn
(
1 + ‖x‖2)σ |(−∆+ 1)u(x)|2dx ,
by
|(−∆+ z)−1u|2H2σ(Rn) =‖(−∆+ 1)(−∆+ z)
−1u‖2L2σ(Rn)
≤‖u‖2L2σ(Rn) + |1− z| ‖(−∆+ z)
−1u‖2L2σ(Rn)
and by (4.7), one gets
(4.8) (−∆+ z)−1 ∈ B(L2σ(Rn),H2σ(Rn)) .
Let χ ∈ C∞comp(Rn) such that χ|Ω˜ = 1, Ω˜ ⊃ Ω. Then the map u 7→ χu
belongs to B(H2σ(R
n),H2(Rn)) and so, since γ(χu) = γu, by (4.8) one gets
(4.9) γ(−∆+ z)−1 ∈ B(L2σ(Rn),H
3
2 (Γ)⊕H 12 (Γ)) .
and, by duality,
(4.10) Gz = (γ(−A+ z¯)−1)′ ∈ B(H−
3
2 (Γ)⊕H− 12 (Γ), L2−σ(Rn)) .
Then, using (4.9) and (4.10) with σ = α and with σ = −α respectively,
(4.4) follows from (3.4) and (4.7).
Assumption (3.5) implies that ran((Θ+ΠMzΠ
′)−1) ⊆ Hs1(Γ)⊕Hs2(Γ).
Thus, by the compact embeddingHs1(Γ)⊕Hs2(Γ) →֒ H−3/2(Γ)⊕H−1/2(Γ),
one gets
(4.11) (Θ + ΠMzΠ
′)−1 ∈ S∞(ran(Π), ran(Π′))
(see the proof of Lemma 4.10 in [29] for more details). Therefore, by (3.4),
using (4.9) and (4.10) with σ = 0 and σ = −β respectively, one obtains
(4.5).
Finally, (4.6) holds true by [7, Corollary 5.7(b)].
Assumptions (4.3)-(4.6) permit us to apply the abstract results provided
in [35]: hypothesis (T1) and (E1) in [35, page 175] corresponds to our (4.1),
(4.6) and (4.5) respectively; then, by [35, Proposition 4.2], the latters imply
hypotheses (LAP) and (E) in [35, page 166], i.e. (4.1) again and
(−∆+ z)−1 − (−∆Π,Θ + z)−1 ∈ S∞(L2−α(Rn), L2α(Rn)) ,
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and hypothesis (T) in [35, page 168], a technical variant of (4.6). By [35,
Theorem 3.5], these last hypotheses, together with the assumption that
−∆Π,Θ is bounded from below and (4.3)-(4.4) (i.e. hypothesis (OP) in [35,
page 165]), finally give the content of the theorem. 
Remark 4.3. Since the map defined in (4.9) has closed range (it is sur-
jective), Gz ∈ B(H− 32 (Γ)⊕H− 12 (Γ), L2−σ(Rn)) defined in (4.10) is injective
and has closed range by the closed range theorem. Hence, by [27, Theorem
5.2, page 231], for any z ∈ ρ(A) there exists cz > 0 such that
(4.12) ‖Gz(φ⊕ ϕ)‖2L2
−σ(R
n) ≥ cz
(
‖φ‖2
H−
3
2 (Γ)
+ ‖ϕ‖2
H−
1
2 (Γ)
)
for all φ⊕ ϕ ∈ H− 32 (Γ)⊕H− 12 (Γ).
Lemma 4.4. For any k ∈ R\{0} and for any α > 12 , the limits
(4.13) G±
−k2
:= lim
ǫ↓0
G−(k2±iǫ)
exist in B(H−
3
2 (Γ)⊕H− 12 (Γ), L2−α(Rn)) and
(4.14) G±
−k2
= Gz + (z + k
2)R±
−k2
Gz , z ∈ C\(−∞, 0] ,
(4.15) (G±
−k2
)′ = γR∓
−k2
.
The function G±
−k2
(φ ⊕ ϕ) solves, in the distribution space D ′(Rn\Γ) and
for any φ⊕ ϕ ∈ H− 32 (Γ)⊕H− 12 (Γ), the equation
(∆ + k2)G±
−k2
(φ⊕ ϕ) = 0 .
Moreover there exist c±
k2
> 0 such that
(4.16)
∥∥∥G±−k2(φ⊕ ϕ)∥∥∥2L2
−α(R
n)
≥ c±
k2
(
‖φ‖2
H−
3
2 (Γ)
+ ‖ϕ‖2
H−
1
2 (Γ)
)
.
Proof. Let χ ∈ C∞comp(Rn) such that χ|Ω˜ = 1, Ω˜ ⊃ Ω. Then the map
u 7→ χu belongs to B(H2−α(Rn),H2(Rn)) and so, by Theorem 4.1, the
limits
(4.17) γR±
−k2
= lim
ǫ↓0
γ(−∆− (k2 ± iǫ))−1
exist in B(L2α(R
n),H
3
2 (Γ)⊕H 12 (Γ)). Then the relations
G−(k2±iǫ) = (γ(−∆ − k2 ∓ iǫ))′
=Gz + (z + k
2 ∓ iǫ)(−∆− (k2 ± iǫ))−1Gz
(see [33, Lemma 2.1]), and Gz ∈ B(H− 12 (Γ)⊕H− 32 (Γ), L2α(R)) (use (4.10)
with σ = −α), give (4.13), (4.14) and (4.15).
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Since
lim
ǫ↓0
‖(∆ + (k2 ± iǫ))u− (∆ + k2)u‖L2α(Rn) = 0 , u ∈ H2α(Rn) ,
one has
(4.18) R±
−k2
(−∆− k2)u = u , u ∈ H2α(Rn) .
Thus, for any test function u ∈ D(Rn\Γ) ≡ C∞comp(Rn\Γ) ⊂ H2α(Rn), one
obtains
〈(∆ + k2)G±
−k2
(φ⊕ ϕ), u〉 = 〈G±
−k2
(φ⊕ ϕ), (∆ + k2)u〉
=〈(γR∓
−k2
)′(φ⊕ ϕ), (∆ + k2)u〉 = −〈φ⊕ ϕ, γR±
−k2
(∆ + k2)u〉
=− 〈φ⊕ ϕ, γu〉 = 0 .
By (4.18) and the surjectivity of γ : H2(Rn)→ H 32 (Γ)⊕H 12 (Γ), the map
γR±
−k2
: L2α(R
n)→ H 32 (Γ)⊕H 12 (Γ)
is surjective: given φ ⊕ ϕ ∈ H 32 (Γ) ⊕ H 12 (Γ) one has γR±
−k2
v = φ ⊕ ϕ,
where v = −(∆ + k2)χu and γχu = γu = φ ⊕ ϕ, u ∈ H2(Rn). Therefore,
by the closed range theorem, the range of G±
−k2
is closed; since G±
−k2
is
injective (it is the dual of a surjective map), [27, Theorem 5.2, page 231]
gives (4.16). 
While interesting, Theorem 4.2 gives no answer to the obvious question:
”does Kre˘ın’s formula survive in the limit ǫ ↓ 0?” That is given by the
following
Theorem 4.5. Under the assumptions of Theorem 4.2, for any −k2 ∈
E−Π,Θ, the limits
(4.19) M±
−k2
:= lim
ǫ↓0
M−(k2±iǫ) ,
(4.20) L±
Π,Θ,−k2
:= lim
ǫ↓0
(Θ +ΠM−(k2±iǫ)Π
′)−1
exist in B(H−
3
2 (Γ)⊕H− 12 (Γ),H 32 (Γ)⊕H 12 (Γ)) and B(ran(Π), ran(Π′)) re-
spectively and
(4.21) M±
−k2
=Mz − (z + k2)γR±−k2Gz , z ∈ C\(−∞, 0] .
The linear operator Θ+ΠM±
−k2
Π′ has a bounded inverse
(4.22) L±
Π,Θ,−k2
= (Θ + ΠM±
−k2
Π′)−1
and
(4.23) R±
Π,Θ,−k2
−R±
−k2
= G±
−k2
Π′(Θ + ΠM±
−k2
Π′)−1ΠγR±
−k2
.
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Moreover the map
z 7→ R±Π,Θ,z :=
{
(−∆Π,Θ + z)−1 , z ∈ C±
R±Π,Θ,λ , λ ∈ E−Π,Θ
is continuous on C± ∪ E−Π,Θ to B(L2α(Rn), L2−α(Rn)).
Proof. By [33, equation (5)], the operator family Mz, z ∈ C\(−∞, 0], sat-
isfies the identity
M−(k2±iǫ) =Mz − (z + k2 ∓ iǫ)γ(−∆ − (k2 ± iǫ))−1Gz .
Since, by (4.10), Gz ∈ B(H− 12 (Γ)⊕H− 32 (Γ), L2α(Rn)), the norm convergence
of M−(k2±iǫ) to M
±
−k2
is consequence of Theorem 4.1. This gives (4.19) and
(4.21).
By Theorem 4.2, the limits
(4.24) lim
ǫ↓0
G−(k2±iǫ)Π
′(Θ +ΠM−(k2±iǫ)Π
′)−1Πγ(−∆ − (k2 ± iǫ))−1
exist in B(L2α(R
n), L2−α(R
n)) and, by Lemma 4.4, the limits
(4.25) G±
−k2
= lim
ǫ↓0
G−(k2±iǫ)
and
(4.26) (G∓
−k2
)′ = γR±
−k2
= lim
ǫ↓0
γ(−∆− (k2 ± iǫ))−1
exist in B(H−
1
2 (Γ) ⊕ H− 32 (Γ), L2−α(Rn)) and B(L2α(Rn),H
1
2 (Γ) ⊕ H 32 (Γ))
respectively. According to (4.12) and (4.16), there exist c˜±
k2
> 0 such that,
for all ǫ > 0,∥∥G−(k2±iǫ)Π′(Θ + ΠM−(k2±iǫ)Π′)−1Πγ(−∆− (k2 ± iǫ))−1u∥∥2L2
−α(R
n)
≥c˜±
k2
(
‖(Θ + ΠM−(k2±iǫ)Π′)−1Πγ(−∆− (k2 ± iǫ))−1u‖2
H−
3
2 (Γ)⊕H−
1
2 (Γ)
)
.
Let ||| · ||| denote the operator norm in B(X,Y ), the Hilbert spaces X and Y
varying according to the case. Then, by (4.24), one has
sup
ǫ>0
|||(Θ + ΠM−(k2±iǫ)Π′)−1Πγ(−∆− (k2 ± iǫ))−1||| < +∞ .
and, by duality
sup
ǫ>0
|||G−(k2±iǫ)Π′(Θ + ΠM−(k2±iǫ)Π′)−1||| < +∞ .
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Thus, by
|||G−(k2±iǫ)Π′(Θ + ΠM−(k2±iǫ)Π′)−1Π(γ(−∆− (k2 ± iǫ))−1 − γR±−k2)|||
≤
(
sup
ǫ>0
|||G−(k2±iǫ)Π′(Θ + ΠM−(k2±iǫ)Π′)−1|||
)
× |||γ(−∆− (k2 ± iǫ))−1 − γR±
−k2
|||
and by (4.24),(4.26), one has that the limits
(4.27) lim
ǫ↓0
G−(k2±iǫ)Π
′(Θ + ΠM−(k2±iǫ)Π
′)−1ΠγR±
−k2
exist in B(L2α(R
n), L2−α(R
n)) and coincide with the ones given in (4.24).
Since the map γR±
−k2
is surjective (see the end of the proof of Lemma 4.4),
by [27, Theorem 5.2, page 231] there exists cˆ±
−k2
> 0 such that
∀u ∈ ker(γR±
−k2
)⊥ , ‖γR±
−k2
u‖
H
1
2 (Γ)⊕H
3
2 (Γ)
≥ cˆ±
−k2
‖u‖L2α(Rn) .
Setting Φǫ := G−(k2±iǫ)Π
′(Θ + ΠM−(k2±iǫ)Π
′)−1Π, we have
sup
{0}6=φ⊕ϕ∈H
1
2 (Γ)⊕H
3
2 (Γ)
‖(Φǫ1 − Φǫ2)φ⊕ ϕ‖L2
−α(R
n)
‖φ⊕ ϕ‖
H
1
2 (Γ)⊕H
3
2 (Γ)
= sup
u∈ker(γR±
−k2
)⊥
‖(Φǫ1 −Φǫ2)γR±−k2u‖L2−α(Rn)
‖γR±
−k2
u‖
H
1
2 (Γ)⊕H
3
2 (Γ)
≤ sup
u∈ker(γR±
−k2
)⊥
‖(Φǫ1 −Φǫ2)γR±−k2u‖L2−α(Rn)
cˆ±
−k2
‖u‖L2α(Rn)
.
Hence, by (4.27), the limits
(4.28) lim
ǫ↓0
G−(k2±iǫ)Π
′(Θ +ΠM−(k2±iǫ)Π
′)−1Π
exist in B(ran(Π), L2−α(R
n)) and, by duality, the limits
(4.29) lim
ǫ↓0
(Θ + ΠM−(k2±iǫ)Π
′)−1Πγ(−∆− (k2 ± iǫ))−1
exist in B(L2α(R
n), ran(Π′)). By (4.12) and (4.16), it results∥∥G−(k2±iǫ)Π′(Θ + ΠM−(k2±iǫ)Π′)−1Π(φ⊕ ϕ)∥∥2L2
−α(R
n)
≥c˜±
k2
(
‖(Θ + ΠM−(k2±iǫ)Π′)−1Π(φ⊕ ϕ)‖2
H−
3
2 (Γ)⊕H−
1
2 (Γ)
)
and so (4.28) gives
(4.30) sup
ǫ>0
|||(Θ + ΠM−(k2±iǫ)Π′)−1||| < +∞ .
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Therefore, by (4.29), one gets that the limits
(4.31) lim
ǫ↓0
(Θ + ΠM−(k2±iǫ)Π
′)−1ΠγR±
−k2
exist in B(L2α(R
n), ran(Π′)) and coincide with the ones given by (4.29).
Since γR±
−k2
is surjective, proceeding as above one gets the existence of the
limits
(4.32) lim
ǫ↓0
(Θ + ΠM−(k2±iǫ)Π
′)−1
with respect to the operator norm in B(ran(Π), ran(Π′)). Finally, taking
the limit ǫ ↓ 0 in the identities
(Θ + ΠM−(k2±iǫ)Π
′)−1(Θ + ΠM−(k2±iǫ)Π
′)
=(Θ + ΠM−(k2±iǫ)Π
′)(Θ + ΠM−(k2±iǫ)Π
′)−1 = 1 ,
one gets
(Θ+ΠM±
−k2
Π′)−1(Θ+ΠM±
−k2
Π′) = (Θ+ΠM±
−k2
Π′)(Θ+ΠM±
−k2
Π′)−1 = 1 .
By Theorem 4.1, the map z 7→ γR±z is continuous on C± ∪ (−∞, 0) to
B(L2α(R
n),H
3
2 (Γ) ⊕ H 12 (Γ)); by duality, z 7→ G±z = (γR±z )′ is continuos
on C± ∪ (−∞, 0) to B(H− 32 (Γ) ⊕H− 12 (Γ), L2−α(Rn)). By (4.21), z 7→ M±z
is continuos on C± ∪ (−∞, 0) to B(H 32 (Γ) ⊕ H 12 (Γ),H− 32 (Γ) ⊕ H− 12 (Γ))
and so, by (4.30), z 7→ (Θ + ΠM±z Π′)−1 is continuos on C± ∪ (−∞, 0) to
B(ran(Π), ran(Π′)). In conclusion z 7→ R±Π,Θ,z is continuous on C±∪(−∞, 0)
to B(L2α(R
n), L2−α(R
n)). 
Corollary 4.6. If, in addition to hypotheses inTheorem 4.5, hypothesis
(3.6) holds, then the Kre˘ın type formula (4.23) can be re-written as
(4.33) R±
Π,Θ,−k2
−R±
−k2
= G±
−k2
Π′(BΘ −ΠγG±−k2Π′)−1ΠγR±−k2 .
Proof. By hypothesis (3.6), one has
ran(Gz)|dom(Θ) ⊆ H2(Rn\Γ) .
Then, by (4.14) and (4.17), the operator
γG±
−k2
: dom(Θ)→ H 32 (Γ)⊕H 12 (Γ)
is well-defined and, for any φ⊕ ϕ ∈ dom(Θ), the limits
(4.34) γG±
−k2
(φ⊕ ϕ) = lim
ǫ↓0
γG−(k2±iǫ)(φ⊕ ϕ)
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exists in H
3
2 (Γ) ⊕ H 12 (Γ). Thus, for any φ ⊕ ϕ ∈ dom(Θ) and for any
−k2 ∈ E−Π,Θ, one has
(Θ + ΠM±
−k2
Π′)(φ⊕ ϕ) = lim
ǫ↓0
(Θ + ΠM−(k2±iǫ)Π
′)(φ⊕ ϕ)
= lim
ǫ↓0
(BΘ −ΠγG−(k2±iǫ)Π′)(φ⊕ ϕ) = (BΘ −ΠγG±−k2Π′)(φ ⊕ ϕ) .

Corollary 4.7. Under the hypotheses in Theorem 4.2, ∆Π,Θ has empty
singular continuous spectrum, i.e.
L2(Rn) = L2(Rn)ac ⊕ L2(Rn)pp ,
where L2(Rn)ac and L
2(Rn)pp denote the absolutely continuous and pure
point subspaces of L2(Rn) with respect to ∆Π,Θ.
Proof. We follow standard arguments (see e.g. [2, Theorem 6.1]): let Eλ
the spectral resolution of ∆Π,Θ and let u ∈ L2α(Rn) ∩ L2(Rn)⊥pp. Then, for
any compact interval [a, b] ⊂ E−Π,Θ one has, by Stone’s formula, by the
continuity of z 7→ R±Π,Θ,z and by Lebesgue’s dominated converge theorem,
〈(Eb − Ea)u, u〉L2(Rn)
=lim
ǫ↓0
1
2πi
∫ b
a
〈((−∆Π,Θ + λ− iǫ)−1 − (−∆Π,Θ + λ+ iǫ)−1)u, u〉 dλ
=
1
2πi
∫ b
a
〈(R−Π,Θ,λ −R+Π,Θ,λ)u, u〉 dλ
so that 〈Eλu, u〉L2(Rn) is differentiable on E−Π,Θ and
d
dλ
〈Eλu, u〉L2(Rn) =
1
2πi
〈(R−Π,Θ,λ −R+Π,Θ,λ)u, u〉
for all u ∈ L2α(Rn). Since it is known that the set of functions for which
〈Eλu, u〉L2(Rn) is differentiable is a closed set, in conclusion 〈Eλu, u〉L2(Rn)
is differentiable for any u ∈ L2(Rn)⊥pp. 
5. Eigenfunction expansion and the scattering matrix
All over this section we suppose that the assumptions in Theorem 4.2
hold true. We then consider the extension ∆˜Π,Θ of the self-adjoint operator
∆Π,Θ : dom(∆Π,Θ) ⊆ L2(Rn)→ L2(Rn)
to the larger space L2−α(R
n), α > 0, given by
∆˜Π,Θ : dom(∆˜Π,Θ) ⊆ L2−α(Rn)→ L2−α(Rn) ,
∆˜Π,Θu := ∆u◦ +G(φ⊕ ϕ) = ∆u− [γˆ1]u δΓ − [γˆ0]u ν ·∇δΓ ,
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dom(∆˜Π,Θ)
:={u = u◦ +G(φ⊕ ϕ) : u◦ ∈ H2−α(Rn), φ⊕ ϕ ∈ dom(Θ), Πγu◦ = Θ(φ⊕ ϕ)}.
By Theorem 4.2 and (3.1) one has
graph(∆˜Π,Θ) ∩ (L2(Rn)⊕ L2(Rn)) = graph(∆Π,Θ) .
Such an operator ∆˜Π,Θ allows the introduction of the generalized eigen-
functions of ∆Π,Θ:
Theorem 5.1. Let u˜k ∈ L2−α(Rn)\{0} be a generalized eigenfunction of
∆Π,Θ with eigenvalue −k2 ∈ E−Π,Θ, i.e. u˜k belongs to dom(∆˜Π,Θ) and
solves the equation
(∆˜Π,Θ + k
2)u˜k = 0 .
Then
u˜k = uk +G
±
−k2
Π′(Θ +ΠM±
−k2
Π′)−1Πγuk ,
where uk ∈ H2−α(Rn) is a generalized eigenfunction of ∆ : H2(Rn) ⊂
L2(Rn)→ L2(Rn) with eigenvalue −k2.
Proof. Let us set u˜k = u◦ + G(φ ⊕ ϕ), with u◦ ∈ H2−α(Rn) and φ ⊕ ϕ ∈
dom(Θ) such that Πγu◦ = Θ(φ⊕ ϕ). Then (∆˜Π,Θ + k2)u˜k = 0 gives
(∆ + k2)u◦ = −(1 + k2)G(φ⊕ ϕ) .
Since ran(G) ⊂ L2α(Rn), we can apply R±−k2 to both sides of the above
relation; thus
u◦ = uk + (1 + k
2)R±
−k2
G(φ⊕ ϕ) ,
where uk ∈ H2−α(Rn) is any solution of the equation (∆ + k2)uk = 0.
Imposing the boundary conditions we obtain, by (4.21) and by M1 = 0,
Πγu◦ = Πγuk −ΠM±−k2(φ⊕ ϕ) = Θ(φ⊕ ϕ) ,
i.e.
φ⊕ ϕ = (Θ + ΠM±
−k2
Π′)−1Πγuk .
The proof is then concluded by using (4.14) with z = 1. 
Remark 5.2. Under hypothesis (3.6), by Corollary 3.6, one can alterna-
tively define
dom(∆˜Π,Θ) := {u ∈ L2−α(Rn)∩H2−α(Rn\Γ) : [γ]u ∈ dom(Θ) , Πγu = BΘ[γ]u}
and so
u˜k = uk +G
±
−k2
Π′(BΘ −ΠγG±−k2Π′)−1Πγuk .
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Before stating the next results we recall the following definition: let u
solve the Helmholtz equation (∆+k2)u = 0 on the exterior of some bounded
domain; we say that u satisfies the (±) Sommerfeld radiation condition
whenever
lim
‖x‖→+∞
‖x‖(n−1)/2(xˆ·∇ ± ik)u(x) = 0
hold uniformly in xˆ := x/‖x‖. The plus sign corresponds to an inward wave
and the minus one corresponds to a outward wave.
Lemma 5.3. 1) the functions G±
−k2
(φ ⊕ ϕ) satisfy the (±) Sommerfeld
radiation condition.
2) If u ∈ ker(∆˜Π,Θ + k2), −k2 ∈ E−Π,Θ, satisfies the Sommerfeld radiation
condition, then u = 0.
Proof. By (4.15),
G±
−k2
(φ⊕ ϕ) = SL±
−k2
φ+DL±
−k2
ϕ ,
where
SL±
−k2
:= (γ0R
∓
−k2
)′ , DL±
−k2
:= (γ1R
∓
−k2
)′ .
By (2.5) and Kα(z) =
π
2 i
α+1H
(1)
α (iz), where H
(1)
α denotes the Hankel func-
tion of first kind of order α, it results
G−(k2±iǫ)(x) =
i
4
(√
k2 ∓ iǫ
2π‖x‖
)n
2
−1
H
(1)
n
2
−1(
√
k2 ∓ iǫ ‖x‖) , Im
√
k2 ∓ iǫ > 0 .
Therefore, by
√
k2 ∓ iǫ = ∓|k|+ i2 ǫ|k| + o(ǫ) for any k 6= 0,
G
±
−k2
(x) := lim
ǫ↓0
G−(k2±iǫ)(x) =
i
4
( ∓|k|
2π‖x‖
)n
2
−1
H
(1)
n
2
−1(∓|k| ‖x‖) .
Thus, for any fixed k 6= 0, one gets (see e.g. [5, Appendix 1])
sup
ǫ>0
|G−(k2±iǫ)(x)| ≤ c
(
‖x‖− 12 (n−1) + ‖x‖−(n−2)
)
.
By the dominated convergence theorem, for any bounded and compactly
supported u and v,
lim
ǫ↓0
〈u, (R−(k2±iǫ) − R˜±−k2)v〉L2(Rn) = 0 ,
where R˜±
−k2
denotes the operator with integral kernel given by G ±
−k2
(x−y).
Therefore, by Theorem 4.1, R±
−k2
= R˜±
−k2
and so, if φ and ϕ are in L2(Γ)
and x /∈ Γ,
(5.1) SL±
−k2
φ(x) =
∫
Γ
G
±
−k2
(x− y)φ(y) dσ(y)
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and
(5.2) DL±
−k2
ϕ(x) =
∫
Γ
ν(y)·∇G ±
−k2
(x− y)ϕ(y) dσ(y) .
Then, by the behavior of H
(1)
α (x) and
d
dxH
(1)
α (x) as ‖x‖ → +∞, there
follows that SL±
−k2
φ = G±
−k2
∗ (φ δΓ) and DL±−k2ϕ = G±−k2 ∗ (ϕν ·∇δΓ) (and
hence G±
−k2
(φ ⊕ ϕ)) satisfy the (±) Sommerfeld radiation condition (see
e.g. [18, Lemma 7, Subsection 7d, Section 8, Chapter II]).
2) Let us suppose that u 6= 0. Then, by Theorem 5.1,
u = uk +G
±
−k2
Π′(Θ + ΠM±
−k2
Π′)−1Πγuk ,
where uk ∈ H2−α(Rn) is a generalized eigenfunction of ∆ with eigenvalue
−k2. Then, by 1), u satisfies the Sommerfeld radiation condition if and only
if uk does. By Green’s formula on the ball of radius R, since (∆+k
2)uk(x) =
0 for any x ∈ R3, one has
Im
(∫
‖x‖=R
u¯k(x) xˆ·∇uk(x)dσ(x)
)
= 0 .
Thus, by [30, Lemma 9.9], if uk satisfies the Sommerfeld radiation condition
then uk(x) = 0 for any ‖x‖ > R . Since R is arbitrary, this gives uk = 0,
contradicting our assumption u 6= 0. 
By Theorem 5.1 and by considering the usual family of generalized eigen-
functions u◦ξ ∈ H2−α(Rn), α > n2 , of ∆ : H2(Rn) ⊂ L2(Rn)→ L2(Rn) given
by the plane waves
u◦ξ(x) := e
i ξ·x ,
one obtains the two families of generalized eigenfunctions of ∆Π,Θ defined
by
u±ξ := u
◦
ξ +G
∓
−k2
Π′(Θ +ΠM∓
−k2
Π′)−1Πγu◦ξ , k = ‖ξ‖ , −k2 ∈ E−Π,Θ .
Remark 5.4. Since ran(R±
−k2
) ⊆ H2−α(Rn), by (2.14) and (4.14), one has
[γ]G±
−k2
= 1
H−
3
2 (Γ)⊕H−
1
2 (Γ)
.
Thus, since [γ]u◦ξ = 0, one gets
(5.3) [γ]u±ξ = (Θ + ΠM
∓
−k2
Π′)−1Πγu◦ξ ,
and so the functions u±ξ ∈ dom(∆˜Π,Θ) solve the Lippmann-Schwinger type
equation
(5.4) u±ξ = u
◦
ξ +G
∓
−k2
[γ]u±ξ .
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Let us now define, for any u ∈ L2α(Rn),
F ◦±u(ξ) :=
1
(2π)
n
2
∫
Rn
u±ξ (x)u(x) dx
=Fu(ξ) +
1
(2π)
n
2
〈(Θ +ΠM∓
−k2
Π′)−1Πγu◦ξ), γR
±
−k2
u〉
=Fu(ξ) +
1
(2π)
n
2
〈[γ]u±ξ , γR±−k2u〉 ,
where F denotes the Fourier transform and 〈·, ·〉 denotes the (H−s1(Γ) ⊕
H−s2(Γ))-(Hs1(Γ)⊕Hs2(Γ)) duality. Next theorem provides the main prop-
erties of the maps F ◦±:
Theorem 5.5. 1) The F ◦± extend to bounded operators F± ∈ B(L2(Rn))
such that ker(F±) = L
2(Rn)pp and F±|L2(Rn)ac are unitary onto L2(Rn).
2) Let Pac be the orthogonal projection onto L
2(Rn)ac, then
∀u ∈ dom(∆Π,Θ) , (F±Pac∆Π,Θu)(ξ) = −‖ξ‖2F±u(ξ) .
3) Assume either (3.6) or (3.7) holds, so that the wave operators
W± := s- lim
t→±∞
e−it∆Π,Θeit∆
exist and are complete; then
(5.5) W± = F
∗
±F .
Proof. 1) We adapt to our framework the reasonings in [2, Section 6] (see
also [25]). By (3.4), one has, for any z ∈ ZΠ,Θ,
(F (−∆Π,Θ + z)−1u)(ξ)
=( ‖ξ‖2 + z)−1Fu(ξ) + (FGzΠ′(Θ + ΠMzΠ′)−1Πγ(−∆+ z)−1u)(ξ)
=( ‖ξ‖2 + z)−1Fu(ξ)
+
1
(2π)n/2
〈(Θ + ΠMz¯Π′)−1γ(−∆+ z¯)−1u◦ξ , γ(−∆+ z)−1u)〉
=( ‖ξ‖2 + z)−1u˘z(ξ) ,
where
u˘z(ξ) := Fu(ξ) +
1
(2π)n/2
〈(Θ + ΠMz¯Π′)−1γu◦ξ , γ(−∆+ z)−1u)〉 .
Then, for u ∈ L2α(Rn), we set
u˘±
−k2
(ξ) := lim
ǫ↓0
u˘−(k2±iǫ)(ξ) .
By the Theorems 4.1 and 4.5, such a definition is well-posed and
u˘±
−k2
(ξ) = Fu(ξ) +
1
(2π)n/2
〈(Θ + ΠM∓
−k2
Π′)−1γu◦ξ , γR
±
−k2
u〉 ,
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so that, for any u ∈ L2α(Rn),
u˘±
−‖ξ‖2
(ξ) = F ◦±u(ξ) .
Then, one has (see [2, page 191] for the reasonings that allow the exchange
lim
∫
=
∫
lim)
〈(Eb − Ea)u, u〉L2(Rn)
= lim
ǫ↓0
ǫ
π
∫ b
a
‖(−∆Π,Θ + (λ± iǫ))−1u‖2L2(Rn) dλ
= lim
ǫ↓0
ǫ
π
∫ b
a
‖F (−∆Π,Θ + λ± iǫ)−1u)‖2L2(Rn) dλ
= lim
ǫ↓0
ǫ
π
∫ b
a
(∫
Rn
| ‖ξ‖2 + λ± iǫ|−2|u˘λ±iǫ(ξ)|2 dξ
)
dλ
=
∫
Rn
(
lim
ǫ↓0
ǫ
π
∫ b
a
| ‖ξ‖2 + λ± iǫ|−2|u˘λ±iǫ(ξ)|2 dλ
)
dξ .
By the known properties of the Poisson integral (see e.g. [2, equation
(6.16)]),
lim
ǫ↓0
ǫ
π
∫ b
a
| ‖ξ‖2 + λ± iǫ|−2|u˘λ±iǫ(ξ)|2 dλ
=
{
|u˘−‖ξ‖2(ξ)|2 , a < −‖ξ‖2 < b
0 , otherwise .
(5.6)
Therefore
〈(Eb − Ea)u, u〉L2(Rn) =
∫
a<−‖ξ‖2<b
|u˘−‖ξ‖2(ξ)|2 dξ
=
∫
a<−‖ξ‖2<b
|F ◦±u(ξ)|2 dξ
(5.7)
and so, if Pac denotes the orthogonal projector onto L
2(Rn)ac, for any
u ∈ L2α(Rn) one has
(5.8) ‖Pac u‖2L2(Rn) = 〈Pac u, u〉L2(Rn) =
∫
Rn
|F ◦±u(ξ)|2 dξ = ‖F ◦±u‖2L2(Rn) .
This shows that F ◦± can be extended by continuity to a bounded map
F± ∈ B(L2(Rn). By (5.8), one gets ker(F±) = L2(Rn)pp and F± is an
isometry from L2(Rn)ac into L
2(Rn). By Theorem 3.3, ran(W ∗±) = L
2(Rn)
and so ran(F±) = L
2(Rn) will be a consequence of (5.5) which will be
proven below.
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2) By (5.7) and by the polarization identity, for any u, v ∈ L2(Rn)ac,
〈Eλu, v〉L2(Rn) =
∫
−‖ξ‖2<λ
F±u(ξ)F±v(ξ) dξ
and so, for any u, v ∈ L2(Rn)ac ∩ dom(∆Π,Θ),
〈∆Π,Θu, v〉L2(Rn) =
∫ 0
−∞
λ〈Eλu, v〉L2(Rn) dλ
=−
∫
Rn
‖ξ‖2F±u(ξ)F±v(ξ) dξ = −〈‖ · ‖2F±u, F±v〉L2(Rn) .
3) We equivalently show that F±W±u = Fu for any u in the Schwartz
space of rapidly decreasing functions. Let defineW±(t) := Pac e
−it∆Π,Θeit∆.
Since we are assuming the existence of the strong limits which define W±,
such limits can be replaced by the Abelian ones (see e.g. Corollary 14 and
Lemma 15 in [6, Section 6.1.2]); therefore
F±W±u = lim
ǫ→0±
ǫ
∫ ±∞
0
e−ǫtF±W±(t)u dt
= lim
ǫ→0±
∫ ±∞
0
e−ǫt
d
dt
F±W±(t)u dt+ F±u .
The map F± diagonalize Pac∆Π,Θ, thus
(F±W±(t)u)(ξ) =
1
(2π)n/2
〈
u±ξ , e
it(∆+‖ξ‖2)u
〉
(here and below 〈·, ·〉 denotes the L2−α-L2α duality). Since (∆+ ‖ξ‖2)u◦ξ = 0
and u±ξ = u
◦
ξ +G
∓
−‖ξ‖2
[γ]u±ξ , we get
e−ǫt
d
dt
(F±W±(t)u)(ξ) =
ie−ǫt
(2π)n/2
〈
u±ξ , (∆ + ‖ξ‖2)eit(∆+‖ξ‖
2)u
〉
=
ie−ǫt
(2π)n/2
(〈
(∆ + ‖ξ‖2)u◦ξ , eit(∆+‖ξ‖
2)u
〉
+
〈
G∓
−‖ξ‖2
[γ]u±ξ , (∆ + ‖ξ‖2)eit(∆+‖ξ‖
2)u
〉)
=
i
(2π)n/2
〈
G∓
−‖ξ‖2
[γ]u±ξ , (∆ + ‖ξ‖2)eit(∆+‖ξ‖
2+iǫ)u
〉
=
1
(2π)n/2
d
dt
〈
G∓
−‖ξ‖2
[γ]u±ξ , (∆ + ‖ξ‖2)(∆ + ‖ξ‖2 + iǫ)−1eit(∆+‖ξ‖
2+iǫ)u
〉
.
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Therefore, a.e. (eventually taking the limit along a subsequence)
(F±W±u)(ξ)
= lim
ǫ→0±
∫ ±∞
0
e−ǫt
d
dt
(F±W±(t)u)(ξ) dt + F±u(ξ)
=− 1
(2π)n/2
lim
ǫ→0±
〈
G∓
−‖ξ‖2
[γ]u±ξ , (∆ + ‖ξ‖2)(∆ + ‖ξ‖2 + iǫ)−1u
〉
+ F±u(ξ)
=− 1
(2π)n/2
〈
G∓
−‖ξ‖2
[γ]u±ξ , u
〉
+ F±u(ξ)
=Fu(ξ) .

Let us now introduce the scattering operator S := W ∗+W−, so that, by
W± = F
∗
±F , one gets FSF
∗ = F+F
∗
−. The scattering matrix
Sk : L
2(Sn−1)→ L2(Sn−1) ,
where Sn−1 denotes the unit sphere in Rn, is then defined by the relation
Sk(Fu)k = (FSu)k , (Fu)k(ξˆ) := Fu(kξˆ) .
Therefore
Sk(F−u)k = (F+u)k .
The next results shows how the kernel (proportional to the scattering am-
plitude) of the linear operator 1−Sk can be expressed in terms of the limit
Weyl functions Θ + ΠM±
−k2
Π′; here µ denotes Lebesgue measure on Sn−1.
Theorem 5.6. Assume either (3.6) or (3.7) holds, so that W± and hence
Sk exist. Then, for any k > 0 such that −k2 ∈ E−Π,Θ,
Skf(ξˆ) = f(ξˆ)−
∫
Sn−1
sk(ξˆ, ξˆ
′) f(ξˆ′) dµ(ξˆ′) ,
where
sk(ξˆ, ξˆ
′) :=
i
4π
(
k
2π
)n−2
〈Πγu◦
kξˆ′
, (Θ + ΠM−
−k2
Π′)−1Πγu◦
kξˆ
〉
=
i
4π
(
k
2π
)n−2
〈(Θ + ΠM+
−k2
Π′)−1Πγu◦
kξˆ′
,Πγu◦
kξˆ
〉 .
In the case (3.6) holds, one also has the equivalent representation
sk(ξˆ, ξˆ
′) =
i
4π
(
k
2π
)n−2
〈Πγu◦
kξˆ′
, (BΘ −ΠγG−−k2Π′)−1Πγu◦kξˆ〉
=
i
4π
(
k
2π
)n−2
〈(BΘ −ΠγG+−k2Π′)−1Πγu◦kξˆ′ ,Πγu
◦
kξˆ
〉 .
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Proof. Here we follow the same strategy as in [37] and [5]. By the definition
of Sk we only need to show that, for any u ∈ L2α(Rn), one has
(5.9) (F+u)k(ξˆ) = (F−u)k(ξˆ)−
∫
Sn−1
sk(ξˆ, ξˆ
′) (F−u)k(ξˆ
′) dµ(ξˆ′) .
Let us define the auxiliary functions
vkξˆ := u
−
kξˆ
− u+
kξˆ
−
∫
Sn−1
sk(ξˆ, ξˆ
′)u−
kξˆ′
dµ(ξˆ′) .
By (5.4),
vkξˆ =G
+
−k2
[γ]u−
kξˆ
−G−
−k2
[γ]u+
kξˆ
−
∫
Sn−1
sk(ξˆ, ξˆ
′)G+
−k2
[γ]u−
kξˆ′
dµ(ξˆ′)
− i
4π
(
k
2π
)n−2 ∫
Sn−1
〈γu◦
kξˆ′
, [γ]u+
kξˆ
〉u◦
kξˆ′
dµ(ξˆ′) .
By∫
Sn−1
u¯◦
kξˆ
(x)u◦
kξˆ
(y) dµ(ξˆ) = 4πi
(
2π
k
)n−2(
G
−
−k2
(x− y)− G+
−k2
(x− y)
)
(see [5, formula (15)]) and by (5.1)-(5.2), one gets
− i
4π
(
k
2π
)n−2∫
Sn−1
〈γu◦
kξˆ′
, [γ]u+
kξˆ
〉u◦
kξˆ′
dµ(ξˆ′) =
(
G−
−k2
−G+
−k2
)
[γ]u+
kξˆ
and so
vkξˆ = G
+
−k2
[γ]vkξˆ .
Therefore, by 1) in Lemma 5.3, vkξˆ satisfies the Sommerfeld radiation con-
dition. Since u±
kξˆ
∈ ker(∆˜Π,Θ + k2), one has vkξˆ ∈ ker(∆˜Π,Θ + k2). Thus,
by 2) in Lemma 5.3, vkξˆ = 0 and so
u+
kξˆ
= u−
kξˆ
−
∫
Sn−1
sk(ξˆ, ξˆ
′)u−
kξˆ′
dµ(ξˆ′) .
Considering the duality product of both the left and right functions with
u ∈ L2α(Rn), one gets (5.9) and the proof is done. 
Remark 5.7. Given µ ∈ (0,+∞) ∩ ρ(∆Π,Θ), let W µ± denote the wave
operators for the scattering couple
(
(−∆Π,Θ + µ)−1, (−∆ + µ)−1
)
. Since
both W± and W
µ
± exist and are complete, by the Birman-Kato invariance
principle one gets W µ± =W±. By (3.4) one has
(5.10) (−∆Π,Θ + µ)−1 − (−∆+ µ)−1 = GµΠ′(Θ + ΠMµΠ′)−1ΠG′µ .
The Birman-Yafaev general scheme in stationary scattering theory (see e.g.
[15], [40], [41]), conditional on the existence of the limit operator
B+λ := limǫ↓0
Bλ+iǫ , Bz := ΠG
′
µ
(
(−∆+ µ)−1 − z)−1GµΠ′
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and of the inverse (1+B+λ (Θ+ΠMµΠ
′)−1)−1, allows the representation for-
mula for the scattering matrix Sµλ , corresponding to the scattering operator
Sµ = (W µ+)
∗W µ−, given by (see e.g. [41, equation (2.8)])
(5.11) Sµλ = 1− 2πiLλΠ′(Θ+ΠMµΠ′)−1(1+B+λ (Θ+ΠMµΠ′)−1)−1ΠL′λ .
Here
Lλ : H
−3/2(Γ)⊕H−1/2(Γ)→ L2(Sn−1) ,
(Lλ(φ⊕ ϕ))(ξˆ) := [(F0Gµ(φ⊕ ϕ))(λ)](ξˆ)
is defined in terms of the unitary map F0 : L
2(Rn) → L2((0, µ−1);Sn−1)
such that the operator F0(−∆+ µ)−1F ∗0 acts as multiplication by λ, i.e.
[(F0u)(λ)](ξˆ) := 2
− 1
2
(
1
λ
− µ
)n−2
4
(Fu)
((
1
λ
− µ
) 1
2
ξˆ
)
.
By the identities(
(−∆+ µ)−1 − z)−1 = −1
z
(
1+
1
z
(
−∆+ µ− 1
z
)−1)
,
G′µ
(
−∆+ µ− 1
z
)−1
= z
(
G′
µ− 1
z
−G′µ
)
,
Mµ− 1
z
=Mµ − 1
z
G′
µ− 1
z
Gµ ,
one obtains
(Θ + ΠMµΠ
′)−1(1+Bz(Θ + ΠMµΠ
′)−1)−1 = (Θ + ΠMµΠ
′ −Bz)−1
=
(
Θ+ΠMµΠ
′ −ΠG′µ
(
1
z
+
1
z2
(
−∆+ µ− 1
z
)−1)
GµΠ
′
)−1
=
(
Θ+ΠMµΠ
′ − 1
z
ΠG′µGµΠ
′ − 1
z
Π
(
G′
µ− 1
z
−G′µ
)
GµΠ
′
)−1
=
(
Θ+ΠMµΠ
′ − 1
z
ΠG′
µ− 1
z
GµΠ
′
)−1
=
(
Θ+ΠMµ− 1
z
Π′
)−1
.
Therefore, by Theorems 4.2 and 4.5, bothB+λ and (1+B
+
λ (Θ+ΠMµΠ
′)−1)−1
are well defined and
(5.12) Sµλ = 1− 2πiLλΠ′
(
Θ+ΠM+
µ− 1
λ
Π′
)−1
ΠL′λ , µ−
1
λ
∈ E−Π,Θ .
In case Theorems 4.2 and 4.5 were not available, using the results contained
in [40, Chapter 7, Sections 4 and 6], the representation formula (5.11) could
be still obtained under Kato-smoothness or trace-class hypotheses on the
resolvent difference (5.10). However for the models we are here consid-
ering, the trace-class condition is not always fulfilled while checking the
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smoothness property may be a substantial problem (see e.g. [40, Chapter
7, Sections 4, Proposition 1]).
Finally, using the correspondence Sµλ = Sk, which holds whenever µ− 1λ =
−k2 (see [40, Section 6, Chapter 2]), and the identity
(Lλ(φ⊕ ϕ))(ξˆ) = 2−
1
2
(
1
λ
− µ
)n−2
4
(2π)−
n
2
〈
γu◦
(λ−1−µ)
1
2 ξˆ
, φ⊕ ϕ
〉
,
one gets that (5.12) matches the formula provided in Theorem 5.6.
6. Examples: Boundary conditions on Γ
In this section we apply our results to self-adjoint realizations of the
Laplacian with various kind of boundary conditions on Γ. For more details
on such models we refer to [29, Section 5]. In particular, by the results
given there, hypothesis (3.6) holds for all the examples presented here.
As regards the semi-boundedness hypotheses required in Theorem 4.2, the
semi-boundedness of the operators ∆D and ∆N in subsections 6.1 and 6.2 is
clear, semi-boundedness of ∆R in subsection 6.3 is provided in [29, Remark
5.2] and semiboundedness of ∆α,δ and ∆β,δ′ in subsections 6.4 and 6.5 is
provided in [9, Theorem 3.16] (see also the next Section, the proofs being
essentially the same). In the following, in order to simplify the exposition,
we suppose that Ωex is connected.
6.1. Dirichlet boundary conditions. Let us consider the self-adjoint
extension ∆D corresponding to Dirichlet boundary conditions on the whole
Γ; it is given by the direct sum ∆D = ∆
D
in ⊕ ∆Dex, where the self-adjoint
operators ∆Din and ∆
D
ex are defined by ∆
D
in := ∆|dom(∆Din) and ∆Dex :=
∆|dom(∆Dex), with domains dom(∆Din) = {uin ∈ H2(Ωin) : γin0 uin = 0} and
dom(∆Dex) = {uex ∈ H2(Ωex) : γex0 uex = 0}. Since
dom(∆Din)⊕ dom(∆Dex) ={u ∈ H2(Rn\Γ) : [γ0]u = 0 , γ0u = 0}
={u ∈ H1(Rn) ∩H2(Rn\Γ) : γ0u = 0} ,
that corresponds, in Corollary 3.6, to the choice Π(φ ⊕ ϕ) := φ ⊕ 0, and
BΘ = 0. Thus (see [29, Subsection 5.1])
(∆Din ⊕∆Dex)u = ∆u− [γ1]u δΓ
and, by (γ0SLz)
−1 = P inz − P exz , where P inz and P exz denote the Dirichlet-
to-Neumann operators for Ωin and Ωex respectively (see e.g. [29, equation
(5.4)]), one has, for any z ∈ C\(−∞, 0],
(−(∆Din ⊕∆Dex) + z)−1 =(−∆+ z)−1 + SLz(P exz − P inz )γ0(−∆+ z)−1 .
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Then, by Theorem 5.6, one has, for any k > 0 such that −k2 /∈ σ(∆Din),
sk(ξˆ, ξˆ
′) =
i
4π
(
k
2π
)n−2
〈(P ex−k2 − P in−k2)+γ0u◦kξˆ′ , γ0u
◦
kξˆ
〉 ,
where
(P ex−k2 − P in−k2)+ := limǫ↓0 (P
ex
−k2+iǫ − P in−k2+iǫ) = −(γ0SL+−k2)−1 .
Such a limit exists in B(H
3
2 (Γ),H−
3
2 (Γ)) by Theorem 4.5. Notice that,
restricted to the case n = 2, similar formulae have been obtained (without
the smoothness condition on Γ) in [19, Theorems 5.3 and 5.6].
6.2. Neumann boundary conditions. Let us consider the self-adjoint
extension ∆N corresponding to Neumann boundary conditions on the whole
Γ; it is given by the direct sum ∆N = ∆
N
in ⊕ ∆Nex, where the self-adjoint
operators ∆Nin and ∆
N
ex are defined by ∆
N
in := ∆|dom(∆Nin) and ∆Nex :=
∆|dom(∆Nex), with domains dom(∆Nin) = {uin ∈ H2(Ωin) : γin1 uin = 0} and
dom(∆Nex) = {uex ∈ H2(Ωex) : γex1 uex = 0}. Since
dom(∆Nin)⊕ dom(∆Nex) = {u ∈ H2(Rn\Γ) : [γ1]u = γ1u = 0} ,
that corresponds, in Corollary 3.6, to the choice Π(φ ⊕ ϕ) := 0 ⊕ ϕ, and
BΘ = 0. Thus (see [29, Subsection 5.2])
(∆Nin ⊕∆Nex)u = ∆u− [γ0]u ν ·∇δΓ ,
and, by (γ1DLz)
−1 = Qexz −Qinz , where Qinz and Qexz denote the Neumann-
to-Dirichlet operators for Ωin and Ωex respectively (see e.g. [29, equation
(5.7)]), one has, for any z ∈ C\(−∞, 0],
(−(∆Nin ⊕∆Nex) + z)−1 =(−∆+ z)−1 +DLz(Qinz −Qexz )γ1(−∆+ z)−1 .
Then, by Theorem 5.6, one has, for any k > 0 such that −k2 /∈ σ(∆Nin),
sk(ξˆ, ξˆ
′) =
i
4π
(
k
2π
)n−2
〈(Qin−k2 −Qex−k2)+γ1u◦kξˆ′ , γ1u
◦
kξˆ
〉 ,
where
(Qin−k2 −Qex−k2)+ := limǫ↓0 (Q
in
−k2+iǫ −Qex−k2+iǫ) = −(γ1DL+−k2)−1 .
Such a limits exists in B(H
1
2 (Γ),H−
1
2 (Γ)) by Theorem 4.5. Notice that,
restricted to the case n = 2, similar formulae have been obtained (without
the smoothness condition on Γ) in [21, Theorems 4.2 and 4.3].
30 ANDREA MANTILE, ANDREA POSILICANO, AND MOURAD SINI
6.3. Robin boundary conditions. Let us consider the self-adjoint ex-
tension ∆R corresponding to Robin boundary conditions on the whole Γ;
it is given by the direct sum ∆R = ∆
R
in ⊕∆Rex, where
∆Rin := ∆|dom(ARin) , ∆Rex := ∆|dom(∆Rex) ,
dom(∆Rin) = {uin ∈ dom(∆maxin ) : γin1 uin = bin γin0 uin} ,
dom(∆Rex) = {uex ∈ dom(∆maxex ) : γex1 uex = bex γex0 uex} .
Here bin and bex are real-valued multipliers inH
1
2 (Γ). Since, in case bex(x) 6=
bin(x) for a.e. x ∈ Γ, the domain of ∆Rin ⊕∆Rex is given by
dom(∆Rin ⊕∆Rex)
=
{
u ∈ H2(Rn\Γ) : (bex − bin)γ0u = [γ1]u− 1
2
(bex + bin)[γ0]u ,
(bex − bin)γ1u = 1
2
(bex + bin)[γ1]u− bexbin[γ0]u
}
.
that corresponds, in Corollary 3.6, to the choice Π = 1 and BΘ = BR,
where
BR = − 1
[b]
[
1 〈b〉
〈b〉 bexbin
]
, 〈b〉 := 1
2
(bex + bin) , [b] := bex − bin ,
Thus (see [29, Subsection 5.3])
(∆Rin ⊕∆Rex)u = ∆u−
4
[b]
((〈b〉 γ1u− bexbinγ0u) δΓ + (γ1u− 〈b〉 γ0u) ν ·∇δΓ)
and, for any z ∈ ρ(∆Rin) ∩ ρ(∆Rex) ∩ C\(−∞, 0],
(−(∆Rin ⊕∆Rex) + z)−1
=(−∆+ z)−1 −Gz
[
1/[b] + γ0SLz 〈b〉/[b] + γ0DLz
〈b〉/[b] + γ1SLz b+b−/[b] + γ1DLz
]−1
γ(−∆+ z)−1 ,
where Gz(φ⊕ϕ) = SLzφ+DLzϕ. Let us notice that the case in which one
has the same Robin boundary conditions on both sides of Γ corresponds to
the choice bex = b◦ = −bin.
Then, by Theorem 5.6, one has, for any k > 0 such that −k2 /∈ σ(∆Rin),
sk(ξˆ, ξˆ
′)
=− i
4π
(
k
2π
)n−2〈[ 1/[b] + γ0SL+−k2 〈b〉/[b] + γ0DL+−k2
〈b〉/[b] + γ1SL+−k2 b+b−/[b] + γ1DL+−k2
]−1
γu◦kξ′ , γu
◦
kξ
〉
.
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6.4. δ-interactions. Here we consider the self-adjoint extension correspond-
ing to the choice Π(φ ⊕ ϕ) = φ ⊕ 0 and Θ(φ⊕ ϕ) = −(φ/α + γ0SLφ) ⊕ 0,
where α is a real-valued multiplier in H
3
2 (Γ) such that 1/α ∈ L∞(Γ). Such
a kind of self-adjoint extensions correspond to the boundary conditions
αγ0u = [γ1]u and so one obtains the self-adjoint extensions usually called
”δ-interactions on Γ ” (see [16], [9] and references therein). By Corollary
3.6 (see [29, Subsection 5.4]), one gets the self-adjoint extension
∆α,δ u = ∆u− αγ0u δΓ ,
dom(∆α,δ) := {u ∈ H1(Rn) ∩H2(Rn\Γ) : αγ0u = [γ1]u} ;
its resolvent is given by
(−∆α,δ + z)−1 =(−∆+ z)−1 − SLz((1/α) + γ0SLz)−1γ0(−∆+ z)−1
=(−∆+ z)−1 − SLz(1 + αγ0SLz)−1αγ0(−∆+ z)−1 .
Then, by Theorem 5.6 and Remark 3.8, one has, for any k > 0,
sk(ξˆ, ξˆ
′) =− i
4π
(
k
2π
)n−2
〈(1 + αγ0SL+−k2)−1αγ0u◦kξˆ′, γ0u
◦
kξˆ
〉 .
6.5. δ′-interactions. Here we consider the self-adjoint extension corre-
sponding to the choice Π(φ⊕ϕ) = 0⊕ϕ and Θ(φ⊕ϕ) = 0⊕(ϕ/β−γ1DLϕ),
where β is a real-valued multiplier in H
1
2 (Γ) such that 1/β ∈ L∞(Γ). Such
a kind of self-adjoint extensions correspond to the boundary conditions
βγ1u = [γ0]u and so one obtains the self-adjoint extensions usually called
”δ′-interactions on Γ ” (see [9] and references therein). By Corollary 3.6
(see [29, Subsection 5.5]), one gets the self-adjoint extension
∆β,δ′u = ∆u− βγ1u ν ·∇δΓ ,
dom(∆β,δ′) := {u ∈ H2(Rn\Γ) : [γ1]u = 0 , βγ1u = [γ0]u} ;
Its resolvent is given by
(−∆β,δ′ + z)−1 =(−∆+ z)−1 +DLz((1/β) − γ1DLz)−1γ1(−∆+ z)−1
=(−∆+ z)−1 +DLz(1− βγ1DLz)−1βγ1(−∆+ z)−1 .
Then, by Theorem 5.6 and Remark 3.8,, one has, for any k > 0,
sk(ξˆ, ξˆ
′) =
i
4π
(
k
2π
)n−2
〈(1− βγ1DL+−k2)−1βγ1u◦kξˆ′ , γ1u
◦
kξˆ
〉 .
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7. Examples: Boundary conditions on Σ ⊂ Γ
In this section we consider boundary conditions supported on a relatively
open part Σ ⊂ Γ with Lipschitz boundary. For more details and proof
regarding such models we refer to [29, Section 6]. In particular, by the
results given there, hypothesis (3.7) holds for all the examples presented
here; moreover, the semi-boundedness hypothesis required in Theorem 4.2
holds true as well: this point is next discussed case-by-case. In order to
apply Theorem 3.7, so to simplify the exposition, we suppose that Rn\Σ is
connected.
In the following, given X ⊂ Γ closed, we use the definition
HsX(Γ) := {φ ∈ Hs(Γ) : supp(φ) ⊆ X} .
Given Σ ⊂ Γ relatively open of class C0,1, we denote by ΠΣ the orthogonal
projector in the Hilbert space Hs(Γ), s > 0, such that ran(ΠΣ) = H
s
Σc(Γ)
⊥.
One has ran(Π′Σ) = H
−s
Σ
(Γ), where Π′Σ = Λ
2sΠΣΛ
−2s is the dual projec-
tion. In the following, we use the identifications HsΣc(Γ)
⊥ ≃ Hs(Σ) and
H−s
Σ
(Γ) ≃ Hs(Σ)′. In particular, by the former, the orthogonal projec-
tion ΠΣ can be identified with the restriction map RΣ : H
s(Γ) → Hs(Σ),
RΣφ := φ|Σ.
7.1. Dirichlet boundary conditions. We denote by ∆D,Σ the self-adjoint
extension corresponding to the orthogonal projector defined by Π(φ⊕ϕ) :=
(ΠΣφ) ⊕ 0 ≡ (φ|Σ) ⊕ 0 and to the self-adjoint operator Θ(φ ⊕ ϕ) :=
(−ΘD,Σφ)⊕ 0,
ΘD,Σ : dom(ΘD,Σ) ⊆ H−
3
2
Σ
(Γ)→ H 32 (Σ) , ΘD,Σφ := (γ0SLφ)|Σ ,
dom(ΘD,Σ) := {φ ∈ H−
1
2
Σ
(Γ) : (γ0SLφ)|Σ ∈ H
3
2 (Σ)} .
By Theorem 3.1 (see [29, Subsection 6.1]),
(7.1) ∆D,Σu = ∆u− [γˆ1]u δΣ ,
dom(∆D,Σ)
={u ∈ H1(Rn) ∩H0∆(Rn\Γ) : [γˆ1]u ∈ dom(ΘD,Σ), (γin0 u)|Σ = (γex0 u)|Σ = 0}
is self-adjoint and
(−∆D,Σ + z)−1 =(−∆+ z)−1 − SLzΠ′Σ(RΣγ0SLzΠ′Σ)−1RΣγ0(−∆+ z)−1 .
Denoting by 〈·, ·〉−1,1 theH−1(Rn)-H1(Rn) duality, for any u ∈ dom(∆D,Σ) ⊂
H1(Rn) one has, by (7.1) and 〈δΣ, u〉−1,1 = 0 whenever supp(γ0u) ⊆ Σc,
〈−∆D,Σu, u〉L2(Rn) = 〈−∆u, u〉−1,1 = ‖∇u‖2L2(Rn)
and so ∆D,Σ ≤ 0.
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By Theorems 5.6 and 3.7, one gets, for any k > 0,
sk(ξˆ, ξˆ
′) =− i
4π
(
k
2π
)n−2
〈(RΣγ0SL+−k2Π′Σ)−1RΣγ0u◦kξˆ′ , RΣγ0u
◦
kξˆ
〉 .
7.2. Neumann boundary conditions. We denote by ∆N,Σ the self-adjoint
extension corresponding to the orthogonal projector defined by Π(φ⊕ϕ) :=
0 ⊕ (ΠΣϕ) ≡ 0 ⊕ (ϕ|Σ) and to the self-adjoint operator Θ(φ ⊕ ϕ) :=
0⊕ (−ΘN,Σϕ),
ΘN,Σ : dom(ΘN,Σ) ⊆ H−
1
2
Σ
(Γ)→ H 12 (Σ) , ΘN,Σϕ = (γ1DLϕ)|Σ ,
dom(ΘN,Σ) := {ϕ ∈ H
1
2
Σ
(Γ) : (γ1DLϕ)|Σ ∈ H
1
2 (Σ)} .
By Theorem 3.1 (see [29, Subsection 6.2]),
(7.2) ∆N,Σu = ∆u− [γ0]u ν ·∇δΣ ,
dom(∆N,Σ) ={u ∈ H1(Rn\Σ) ∩H0∆(Rn\Γ) : [γ0]u ∈ dom(ΘN,Σ),
[γˆ1]u = 0, (γˆ
in
1 u)|Σ = (γˆex1 u)|Σ = 0}
is self-adjoint and
(−∆N,Σ + z)−1
=(−∆+ z)−1 −DLzΠ′Σ(RΣγˆ1DLzΠ′Σ)−1RΣγ1(−∆+ z)−1 .
By Green’s formula (2.8), for any u ∈ dom(∆N,Σ) ⊂ H1(Rn\Γ)∩H0∆(Rn\Γ)
one has
〈−∆N,Σu, u〉L2(Rn) =‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex) + 〈γˆ1u, [γ0]u〉L2(Γ)
=‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex)
and so ∆N,Σ ≤ 0.
Then, by Theorems 5.6 and 3.7, one gets, for any k > 0,
sk(ξˆ, ξˆ
′) =− i
4π
(
k
2π
)n−2
〈(RΣγˆ1DL+−k2Π′Σ)−1RΣγ1u◦kξˆ′ , RΣγ1u
◦
kξˆ
〉 .
7.3. Robin boundary conditions. We denote by ∆R,Σ the self-adjoint
extension corresponding to the orthogonal projector defined by Π(φ⊕ϕ) :=
Π⊕Σ(φ ⊕ ϕ) = (ΠΣφ) ⊕ (ΠΣϕ) ≡ R⊕Σ(φ ⊕ ϕ) := (φ|Σ) ⊕ (ϕ|Σ) and to the
self-adjoint operator Θ := −ΘR,Σ,
ΘR,Σ : dom(ΘR,Σ) ⊆ H−
3
2
Σ
(Γ)⊕H−
1
2
Σ
(Γ)→ H 32 (Σ)⊕H 12 (Σ) ,
ΘR,Σ(φ,ϕ) =(((1/[b] + γ0SL)φ+ (〈b〉/[b] + γˆ0DL)ϕ)|Σ)
⊕ (((〈b〉/[b] + γˆ1SL)φ+ (bexbin/[b] + γˆ1DL)ϕ)|Σ) ,
34 ANDREA MANTILE, ANDREA POSILICANO, AND MOURAD SINI
dom(ΘR,Σ) :=
{
(φ,ϕ) ∈ L2
Σ
(Γ)×H
1
2
Σ
(Γ) :
((1/[b] + γ0SL)φ+ (〈b〉/[b] + γˆ0DL)ϕ)|Σ ∈ H
3
2 (Σ) ,
((〈b〉/[b] + γˆ1SL)φ+ (bexbin/[b] + γˆ1DL)ϕ)|Σ ∈ H
1
2 (Σ)
}
.
Here bin and bex satisfy the same hypotheses as in subsection 6.3 and bin >
bex. By Theorem 3.1 (see [29, Subsection 6.3]),
∆R,Σu = ∆u− 4
[b]
(
(〈b〉 γ1u− bexbinγ0u) δΣ + (γ1u− 〈b〉 γ0u) ν ·∇δΣ
)
,
dom(∆R,Σ) ={u ∈ H1(Rn\Σ) ∩H0∆(Rn\Γ) : [γˆ]u ∈ dom(ΘR,Σ) ,
(γin1 u− binγin0 u)|Σ = (γex1 u− bexγex0 u)|Σ = 0}
is self-adjoint and
(−∆R,Σ + z)−1 − (−∆+ z)−1
=−Gz(Π⊕Σ)′
(
R⊕Σ
[
1/[b] + γ0SLz 〈b〉/[b] + γ0DLz
〈b〉/[b] + γ1SLz b+b−/[b] + γ1DLz
]
(Π⊕Σ)
′
)−1
×R⊕Σγ(−∆+ z)−1 ,
where (Π⊕Σ)
′ is the orthogonal projection onto H
− 3
2
Σ
(Γ) ⊕H−
1
2
Σ
(Γ) and Gz
is defined in (2.6).
Remark 7.1. By [29, Remark 6.15], ∆R,Σ depends only on Σ, bin|Σ and
bex|Σ. Thus, by considering Ω˜ ⊂ Rn such that Ω˜in = Ω˜ ⊂ Ωex, Ωin ⊂ Ω˜ex =
R
n\Ω˜ and Σ ⊂ Γ˜ = ∂Ω˜, it is possible to convert the assumption bin > bex
into bex > bin.
By Green’s formula (2.8) and by Ehrling’s lemma, for any u ∈ dom(∆R,Σ) ⊂
H1(Rn\Γ)∩H0∆(Rn\Γ) one has (here the Sobolev index s belongs to (12 , 1))
〈−∆R,Σu, u〉L2(Rn)
=‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex)
− 〈binγin0 uin, γin0 uin〉L2(Σ) + 〈bexγex0 uex, γex0 uex〉L2(Σ)
≥‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex)
− (‖bin‖L∞(Γ) + ‖bex‖L∞(Γ))(‖γin0 uin‖2L2(Γ) + ‖γex0 uex‖2L2(Γ))
LIMITING ABSORPTION PRINCIPLE, EIGENFUNCTIONS AND SCATTERING 35
≥‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex)
− c (‖bin‖L∞(Γ) + ‖bex‖L∞(Γ))(‖uin‖2Hs(Ωin) + ‖uex‖2Hs(Ωex))
≥‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex)
− c (‖bin‖L∞(Γ) + ‖bex‖L∞(Γ))(ǫ(‖uin‖2H1(Ωin) + ‖uex‖2H1(Ωin))+ cǫ‖u‖2L2(Rn))
≥− κǫ‖u‖2L2(Rn)
and so and so ∆β,δ′,Σ ≤ κǫ. Then, by Theorems 5.6 and 3.7, one gets, for
any k > 0,
sk(ξˆ, ξˆ
′)
=− i
4π
(
k
2π
)n−2〈(
R⊕Σ
[
1/[b] + γ0SL
+
−k2
〈b〉/[b] + γ0DL+−k2
〈b〉/[b] + γ1SL+−k2 b+b−/[b] + γ1DL+−k2
]
(Π⊕Σ)
′
)−1
×R⊕Σγu◦kξ′ , R⊕Σγu◦kξ
〉
.
7.4. δ-interactions. We denote by ∆α,δ,Σ the self-adjoint extension corre-
sponding to the orthogonal projector defined by Π(φ⊕ ϕ) := (ΠΣφ)⊕ 0 ≡
(φ|Σ)⊕ 0 and to the self-adjoint operator Θ(φ⊕ ϕ) := (−Θα,D,Σφ)⊕ 0,
Θα,D,Σ : dom(Θα,D,Σ) ⊆ H−
3
2
Σ
(Γ)→ H 32 (Σ) , Θα,D,Σφ := ((1/α+γ0SL)φ)|Σ ,
dom(Θα,D,Σ) := {φ ∈ L2Σ(Γ) : ((1/α + γ0SL)φ)|Σ ∈ H
3
2 (Σ)} .
Here α satisfies the same hypothesis as in subsection 6.4 and we further
require that it has constant sign on (each component of) Γ. By Theorem
3.1 (see [29, Subsection 6.4]; notice a misprint in [29, Corollary 6.21]: the
condition [γ0]u = 0, implying u ∈ H1(Rn), is missing in dom(∆α,δ,Σ)),
∆α,δ,Σ u = ∆u− αγ0u δΣ
dom(∆α,δ,Σ)
={u ∈ H1(Rn) ∩H2−(Rn\Σ) ∩H0∆(Rn\Γ) : [γ1]u ∈ dom(Θα,D,Σ) ,
(αγ0u− [γ1]u)|Σ = 0}
is self-adjoint and
(−∆α,δ,Σ + z)−1u
=(−∆+ z)−1 − SLzΠ′Σ(RΣ(1 + αγ0SLz)Π′Σ)−1RΣαγ0(−∆+ z)−1 .
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For any u ∈ dom(∆α,δ,Σ), by Ehrling’s lemma, one has (here the Sobolev
index s belongs to (12 , 1))
〈−∆α,δ,Σu, u〉L2(Rn) =〈−∆u, u〉−1,1 + 〈αγ0u, γ0u〉L2(Σ)
=‖∇u‖2L2(Rn) + 〈αγ0u, γ0u〉L2(Σ)
≥‖∇u‖2L2(Rn) − ‖α‖L∞(Γ)‖γ0u‖2L2(Γ)
≥‖∇u‖2L2(Rn) − c ‖α‖L∞(Γ)‖u‖2Hs(Ω)
≥‖∇u‖2L2(Rn) − c ‖α‖L∞(Γ)
(
ǫ ‖u‖2H1(Ω) + cǫ‖u‖2L2(Ω)
)
≥− κǫ‖u‖2L2(Ω)
and so ∆α,δ,Σ ≤ κǫ. By Theorems 5.6 and 3.7, one gets, for any k > 0,
sk(ξˆ, ξˆ
′) =− i
4π
(
k
2π
)n−2
〈(RΣ(1 + αγ0SLz)Π′Σ)−1RΣαγ0u◦kξˆ′ , RΣγ0u
◦
kξˆ
〉 .
7.5. δ′-interaction. We denote by ∆β,δ′,Σ the self-adjoint extension corre-
sponding to the orthogonal projector defined by Π(φ⊕ ϕ) := 0⊕ (ΠΣϕ) ≡
0⊕ (ϕ|Σ) and to the self-adjoint operator Θ(φ⊕ ϕ) := 0⊕ (−Θβ,N,Σ)ϕ,
Θβ,N,Σ : dom(Θβ,N,Σ) ⊆ H−
1
2
Σ
(Γ)→ H 12 (Σ) ,
Θβ,N,Σφ := ((−1/β + γˆ1DL)φ)|Σ ,
dom(Θβ,N,Σ) := {ϕ ∈ H
1
2
Σ
(Γ) : ((−1/β + γˆ1DL)ϕ)|Σ ∈ H
1
2 (Σ)} .
Here β satisfies the same hypothesis as in subsection 6.5. By Theorem
3.1 (see [29, Subsection 6.5]; notice a misprint in [29, Corollary 6.26]: the
condition [γˆ1]u = 0 is missing in dom(∆β,δ′,Σ)),
∆β,δ′,Σu = ∆u− βγ1u ν ·∇δΣ ,
dom(∆β,δ′,Σ)
={u ∈ H1(Rn\Σ) ∩H0∆(Rn\Γ) : [γ0]u ∈ dom(Θβ,N,Σ) , [γˆ1]u = 0 ,
(βγˆ1u− [γ0]u)|Σ = 0}
is self-adjoint and its resolvent is given by
(−∆β,δ′,Σ + z)−1u
=(−∆+ z)−1 +DLzΠ′Σ(RΣ(1− βγˆ1DLz)Π′Σ)−1RΣβγ1(−∆+ z)−1 .
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By Green’s formula (2.8) and by Ehrling’s lemma, for any u ∈ dom(∆β,δ′,Σ) ⊂
H1(Rn\Γ)∩H0∆(Rn\Γ) one has (here the Sobolev index s belongs to (12 , 1))
〈−∆β,δ′,Σu, u〉L2(Rn)
=‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex) + 〈(1/β)[γ0]u, [γ0]u〉L2(Σ)
≥‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex) − 2 ‖1/β‖L∞(Γ)
(‖γin0 uin‖2L2(Γ) + ‖γex0 uex‖2L2(Γ))
≥‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex) − c ‖1/β‖L∞(Γ)
(‖uin‖2Hs(Ωin) + ‖uex‖2Hs(Ωex))
≥‖∇u‖2L2(Ωin) + ‖∇u‖2L2(Ωex) − c ‖1/β‖L∞(Γ)
(
ǫ
(‖uin‖2H1(Ωin) + ‖uex‖2H1(Ωin))
+ cǫ‖u‖2L2(Rn)
) ≥ −κǫ‖u‖2L2(Rn)
and so and so ∆β,δ′,Σ ≤ κǫ. Then, by Theorems 5.6 and 3.7, one gets, for
any k > 0,
sk(ξˆ, ξˆ
′) =− i
4π
(
k
2π
)n−2
〈(RΣ(1− βγˆ1DL+−k2)Π′Σ)−1RΣβγ1u◦kξˆ′ , RΣγ1u
◦
kξˆ
〉 .
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