Here we explore this question by combining behavioral and multimodal neuroimaging measures (magneto-encephalography and functional imaging) in a group of early deaf humans. We show enhanced selective neural response for faces and for individual face coding in a specific region of the auditory cortex that is typically specialized for voice perception in hearing individuals. In this region, selectivity to face signals emerges early in the visual processing hierarchy, shortly following typical faceselective responses in the ventral visual pathway. Functional and effective connectivity analyses suggest reorganization in long-range connections from early visual areas to the face-selective temporal area in individuals with early and profound deafness. Altogether, these observations demonstrate that regions that typically specialize for voice processing in the hearing brain preferentially reorganize for face processing in born deaf people. Our results support the idea that cross-modal plasticity in case of early sensory deprivation relates to the original functional specialization of the reorganized brain regions.
Introduction
The human brain is endowed by the fundamental ability to adapt its neural circuits in response to experience. Sensory deprivation has long been championed as a model to test how experience interacts with intrinsic constraints to shape functional brain organization. In particular, decades of neuroscientific research have gathered compelling evidence that blindness and deafness are associated with crossmodal recruitment of the sensory deprived cortices (1) . For instance, in early deaf individuals, visual and tactile stimuli induce responses in regions of the cerebral cortex that are sensitive primarily to sounds in the typical hearing brain (2, 3) . colonized brain regions. In humans, however, there is only limited evidence that specific non-auditory inputs are differentially localized to discrete portions of the auditory-deprived cortices. For example, Bola and colleagues have recently reported, in deaf individuals, crossmodal activations for visual rhythm discrimination in the posterior-lateral and associative auditory regions that are recruited by auditory rhythm discrimination in hearing individuals (5) . However, the observed cross-modal recruitment encompassed an extended portion of these temporal regions, which were found activated also by other visual and somatosensory stimuli and tasks in previous studies (2, 3) . Moreover, it remains unclear whether specific reorganization of the auditory cortex contributes to the superior visual abilities documented in the early deaf humans (6) . These issues are of translational relevance since auditory re-afferentation in the deaf is now possible through cochlear implants and cross-modal recruitment of the temporal cortex is argued to be partly responsible for the high variability in speech comprehension and literacy outcomes (7) , which still poses major clinical challenges.
To address these issues, we tested whether, in early deaf individuals, face perception selectively recruits discrete regions of the temporal cortex that typically respond to voices in hearing people. Moreover, we explored if such putative face-selective cross-modal recruitment is related to superior face perception in the early deaf. We used face perception as a model based on its high relevant social and linguistic valence for deaf individuals and the suggestion that auditory deprivation might be associated with superior face processing abilities (8) . Recently, it was demonstrated that both linguistic (9) and non-linguistic (10) facial information remap to temporal regions in postlingually deaf individuals. In early deaf individuals, we expected to find face-selective responses in the middle and ventro-lateral portion of the auditory cortex, a region showing high sensitivity to vocal acoustic information in hearing individuals, namely the "temporal voice-selective area" (TVA) (11) . This hypothesis is notably based on the observation that facial and vocal signals are integrated in lateral belt regions of the monkey temporal cortex (12) . Moreover, there is evidence for functional interactions between this portion of the TVA and the face-selective area of the ventral visual stream in the middle lateral fusiform gyrus (the fusiform face area, FFA) (13) during person recognition in hearing individuals (14) , and of direct structural connections between these regions in hearing individuals (15) . In order to further characterize the potential role of reorganized temporal cortical regions in face perception, we also investigated whether these regions support face identity discrimination by means of a repetition-suppression experiment in functional magnetic resonance imaging (16) . Next, we investigated the time-course of putative TVA activation during face perception by reconstructing virtual time-series from MEG recordings while subjects viewed images of faces and houses. We predicted that, if deaf TVA has an active role in face perception, category-selectivity should be observed close in time to the first selective response to faces in the fusiform gyrus, i.e. between 100-200ms (17) . Finally, we examined the role of longrange cortico-cortical functional connectivity in mediating the potential cross-modal reorganization of TVA in the deaf. (13) and voice (11) perception, face-selective responses were observed primarily in the mid-lateral fusiform gyri bilaterally as well as in the right posterior superior temporal sulcus (pSTS) across the three groups ( Fig. S1 and Table 1 ) while voice-selective responses were observed in the midlateral portion of the superior temporal gyrus (mid-STG) and the mid-upper bank of the STS (mid-STS) in the hearing control group (Fig. S2 ).
Results
When selective neural responses to face perception were compared between the three groups, enhanced face selectivity was observed in the right mid-lateral STG extending ventrally to the mid-upper bank of the STS (MNI coordinates [62 - 18 2] ) in the deaf group compared to both the hearing and the hearing-LIS groups ( Fig. 1A-B ; Table 1 ). The location of this selective response strikingly overlapped with the superior portion of the right TVA as functionally defined in our hearing control group (Fig. 1C 1D ). Although no face selectivity was revealed -at the whole brain level and with small volume correction (SVC) -in the left temporal cortex of deaf individuals, we further explored the individual responses in left mid-TVA for completeness. Cross-modal face selectivity was also revealed in this region in the deaf, albeit the inter-individual variability within this group was larger and the face-selective response was weaker (see supplemental information and Fig. S4 ). In contrast to the preferential response observed for faces, no temporal region showed group-differences for house-selective responses ( Table 1 ; Fig. S1 ).
Hereafter, we focus on the right temporal region showing robust face-selective recruitment in the deaf and refer to it as the deaf Temporal Face Area (dTFA).
At the behavioral level, performance in a well-known and validated neuropsychological tests of individual face matching, the Benton Facial Recognition Test (18) and a delayed recognition of facial identities seen in the scanner were combined in a composite face-recognition measure in each group. This composite score was computed in order to achieve a more stable and comprehensive measure of the underlying face processing abilities (19) .When the three groups were compared on face processing ability, the deaf group significantly outperformed the hearing group (t = 3.066, p = 0.012, Cohen's-d = 1.048; Fig. 1E ) but not the hearing-LIS group, which also performed better than the hearing group (t = 3.080, p = 0.011, Cohen's-d = 1.179; Fig. 1E ). This is consistent with previous observations suggesting that both auditory deprivation and use of sign language lead to superior ability to process face information (20) . To determine whether there was a relationship between face-selective recruitment of the dTFA and face perception we compared interindividual differences in face-selective responses with corresponding variations on the composite measure of face recognition in deaf individuals. Face-selective responses in the right dTFA showed a trend for significant positive correlation with face processing performance in the deaf group (R deaf = 0.476, CI = [-0.101 0.813], p = 0.050; Fig. 1E ). Neither control group showed a similar relationship in the right TVA (R hearing subjects = 0.038, CI = [-0.527 0.57], p = 0.451; R hearing-LIS = -0.053, CI = [-0.55 0.472], p = 0.851). No significant correlation was detected between neural and behavioral responses to house information deaf subject (R=0.043, p = 0.884). Moreover, behavioral performances for the house and face tests did not correlate with LIS exposure. It is however important to note that the absence of a significant difference in strength of correlation between deaf and hearing groups (see confidence intervals reported above) limits our support for the position that crossmodal reorganization is specifically linked to face perception performance in deaf individuals.
Experiment 2: Reorganized right dTFA codes individual face identities.
To further evaluate whether reorganized dTFA is also able to differentiate between individual faces we implemented a second experiment using fMR-adaptation (16) . Recent studies in hearing individuals have found that a rapid presentation rate, with a peak at about 6 face stimuli by second (6 Hz) , leads to the largest fMRI-adaptation effect in ventral occipito-temporal face-selective regions, including the FFA, indicating optimal individualization of faces at these frequency rates (21, 22) . Participants were presented with blocks of identical or different faces at five frequency rates of presentation between 4 and 8. comparing the hearing and hearing-LIS groups, they were merged in a single group for subsequent analyses.
With the exception of a main effect of Face Identity, reflecting the larger response to different than identical faces for deaf and hearing participants ( Fig. 2B ), there were no other significant main or interaction effects in the right FFA. In the TVA/dTFA clusters, in addition to a main effect of Face identity (p < 0.001), we also observed two significant interactions of [group] × [face identity] (p = 0.013) and of [group] × [identity] ×
[frequency] (p = 0.008). A post-hoc t-test revealed a larger response to different faces (p = 0.034) across all frequencies in deaf compared to hearing participants. In addition, the significant three-way interaction was driven by larger responses to different faces between 4 and 6.6 Hz (4 Hz: p = 0.039; 6 Hz: p= 0.039; 6.6 Hz: p = 0.003; Fig. 2A ) in deaf compared to hearing participants. In this averaged frequency range, there was a trend for significant release from adaptation in hearing participants (p =0.031; for this test the significance threshold was p = 0.05/2 groups = 0.025) and a highly significant effect of release in deaf subjects (p < 0.001); when the two groups were directly compared, the deaf group also showed larger release from adaptation compared to hearing and hearing-LIS participants (p <0.001; Fig. 2B ). These observations reveal not only that the right dTFA shows enhanced coding of individual face identity in deaf individuals but also suggest that the right TVA may show a similar potential in hearing individuals.
Experiment 3: Early selectivity for faces in right dTFA.
In a third neuroimaging experiment, magneto-encephalographic (MEG) responses were recorded during an oddball task with the same face and house images used in the fMRI face localizer. Since no differences were observed between the hearing and hearing-LIS groups for the fMRI face localizer experiment, only deaf subjects (=17) and hearing (=14) participants were included in this MEG experiment.
Sensor-space analysis on evoked responses to Face and House stimuli was performed using permutation statistics, and corrected for multiple comparisons with a maximum cluster-mass threshold. Clustering was performed across space (sensors), and time (100-300ms). Robust face selective responses across groups (p<.005, cluster-corrected) were revealed in a large number of sensors mostly around 160-210 ms ( Fig 3A) in line with previous observations (23) . Subsequent time domain beamforming (LCMV) on this time window of interest showed face selective regions of the classical face-selective network, including the FFA ( Fig 3B- 
To test whether dTFA, as identified in fMRI, is already recruited during this early time-window of face perception we tested whether face selectivity was higher in the deaf versus hearing group. For increased statistical sensitivity, a small volume correction was applied using a 15mm sphere around the voice-selective peak of activation observed in the hearing group in fMRI (MNI x = 63; y = -22; z = 4).
Independently reproducing our fMRI results, we observed enhanced selective responses to faces versus houses in deaf when compared to hearing subjects specifically in the right middle temporal gyrus ( Fig Finally, to explore the timing of face selectivity in dTFA, virtual sensor time-courses were extracted for each group and condition from grid points close to the fMRI peak locations showing face-(FFA: hearing&deaf ) and voice-selectivity (TVA: hearing subjects). We found a face-selective component in dTFA with a peak at 192ms ( Fig. 3D ), 16ms after the FFA peak at 176ms ( Fig. 3D ). In contrast, no difference between conditions is seen at the analogous location in the hearing group ( Fig 3D) .
Long-range connections from V2/V3 support face-selective response in deaf TVA.
Previous human and animal studies have suggested that long-range connections with preserved sensory cortices might sustain cross-modal reorganization of sensory deprived cortices (24) . We first addressed this question by identifying candidate areas for the source of cross-modal information in right dTVA; to this end, a Psychophysiological Interactions (PPI) analysis was implemented and the face-selective functional connectivity between right TVA/dTFA and any other brain regions was explored. During face processing specifically, right dTFA showed a significant increase of inter-regional coupling with occipital and fusiform regions in the face-selective network extending to earlier visual associative areas in the lateral occipital cortex (V2/V3) of deaf individuals only ( Fig. 4A ). Indeed, when face-selective functional connectivity was compared across groups the effect that differentiated most strongly between deaf and both hearing and hearing-LIS individuals was in the right mid-lateral occipital gyrus (peak coordinates: 4B ). While the latter two models showed no significant contributions, the first model, including direct connections from right V2/V3 to right TFA, accounted well for face-selective responses in this region of deaf individuals (exceedance probability = 0.815) ( Fig. 4C ).
Discussion
In this study we combined state-of-the-art multimodal neuroimaging and psychophysical protocols to unravel how early auditory deprivation triggers specific reorganization of auditory-deprived cortical areas to support the visual processing of faces. In deaf individuals, we report enhanced selective responses to faces in a portion of the mid-STS in the right hemisphere, a region overlapping with the right mid-TVA in hearing individuals (26) and that we refer to as the 'deaf Temporal Face Area'. The magnitude of right dTFA recruitment in the deaf subjects showed a trend towards positive correlation with measures of individual face recognition ability in this group. Furthermore, significant increase of neural activity for different faces compared to identical faces supports individual face discrimination in the right dTFA of the deaf subjects.
Using MEG, we found that face-selectivity in right dTFA emerges within the first 200ms following face onset, only slightly later than right FFA activation. Finally, we found that increased long-range connectivity from early visual areas best explained the face-selective response observed in the dTFA of deaf individuals.
Our findings add novelty to the observation of task-specific cross-modal recruitment of associative auditory regions reported by Bola and colleagues (5): to our knowledge, it is the first observation, in early deaf humans, of selective cross-modal recruitment of a discrete portion of the auditory cortex for specific and high-level visual processes typically supported by the ventral visual stream in the hearing brain. Additionally, we provide evidence for a functional relationship between recruitment of discrete portions of the auditory cortex and specific perceptual improvements in deaf individuals. The face-selective cross-modal recruitment of dTFA suggests that cross-modal effects does not occur uniformly across areas of the deaf cortex and supports the notion that cross-modal plasticity is related to the original functional specialization of the colonized brain regions (4, 27) . Indeed, temporal voice areas typically involved in an acoustic-based representation of voice identity (28) are shown here to code for facial identity discrimination (see Fig 2A) .
This is in line with, previous investigations in blind humans, which have reported that cross-modal recruitment of specific occipital regions by non-visual inputs follows organizational principles similar to those observed in the sighted. For instance, following early blindness, the lexico-graphic components of Braille reading elicit specific activations in a left ventral fusiform region that typically responds to visual words in sighted individuals (29) while auditory motion selectively activate regions typically selective for visual motion in the sighted (30) .
Crossmodal recruitment of a sensory-deprived region might find a "neuronal niche" in a set of circuits that perform functions that are sufficiently close to the ones required by the remaining senses (31) . It is, therefore, expected that not all visual functions will be equally amenable to reorganization following auditory deprivation. Accordingly, functions targeting (supramodal) processes that can be shared across sensory systems (32, 33) or benefit from multisensory integration will be the most susceptible to selectively recruit specialized temporal regions deprived of their auditory input (4, 27) . Our findings support this hypothesis since the processing of faces and voices share several common functional features, like inferring the identity, the affective states, the sex, the age of someone. Along those lines, no selective activity to houses was observed in the temporal cortex of deaf subjects, potentially due to the absence of a common computational ground between audition and vision for this class of stimuli. In hearing individuals, face-voice integration is central to person identity decoding (34) , occurs in voice selective regions (35) , and might rely on direct anatomical connections between the voice and face networks in the right hemisphere (15) . Our observation of stronger face-selective activations in the right than left mid-STG/STS in deaf individuals further reinforces the notion of functional selectivity in the sensory-deprived cortices. In fact, similarly to face perception in the visual domain, the right mid-anterior STS regions respond more strongly than the left side to non-linguistic aspects of voice perception and contributes to the perception of individual identity, gender, age and emotional state by decoding invariant and dynamic voice features in hearing subjects (34) . Moreover, our observation that right dTFA, similarly to right FFA, shows fMRI adaptation in response to identical faces, suggests that this region is able to process face identity information. This observation is also comparable with previous findings showing fMRI adaptation to speaker voice identity in right TVA of hearing individuals (36) . In contrast, the observation of face selectivity in the posterior STG for deaf compared to hearing controls, but not hearing-LIS users, support the hypothesis that regions devoted to speech and multimodal processing in the posterior left temporal cortex might, at least in part, reorganize to process visual aspects of sign language (37).
We know from neurodevelopmental studies that, following an initial period of exuberant synaptic proliferation, projections between the auditory and visual cortices are eliminated either through cell death or retraction of exuberant collaterals during the synaptic pruning phase. The elimination of weaker, unused or redundant synapses is thought to mediate the specification of functional and modular neuronal networks such as those supporting face-selective and voice-selective circuitries. However, through pressure to integrate face and voice information for individual recognition (38) and communication (39) , phylogenetic and ontogenetic experience may generate privileged links between the two systems, due to shared functional goals. Our findings, together with the evidence of a right dominance for face and voice identification, suggest that such privileged links may be nested in the right hemisphere early during human brain development and be particularly susceptible to functional reorganization following early auditory deprivation. Although overall visual responses were below baseline (deactivation) in the right TVA during visual processing in the hearing groups, a non-significant trend for a larger response to faces versus houses ( Fig. 1D) (35) . It is therefore plausible that in early absence of acoustic information, the brain reorganizes itself by building on existing cross-modal inputs in right temporal regions.
The neuronal mechanisms underlying cross-modal plasticity have yet to be elucidated in humans, although unmasking of existing synapses, ingrowth of existing and rewiring of new connections are thought to support cortical reorganization (24) . Our observation that increased feed-forward effective connectivity from early extra-striate visual regions primarily sustains the face-selective response detected in right dTFA provides supporting evidence in favor of the view that cross-modal plasticity could occur early in the hierarchy of brain areas and that reorganization of long-range connections between sensory cortices may play a key role in functionally selective cross-modal plasticity. This is consistent with recent evidence that cross-modal visual recruitment of the pSTS was associated with increased functional connectivity with the calcarine cortex in the Deaf, although the directionality of the effect was undetermined (40) . The hypothesis that the auditory cortex participates in early sensory/perceptual processing following early auditory deprivation, in contrast with previous assumptions that such recruitment manifests only for late and higher-level cognitive process (41, 42) , also find support in our MEG finding that face-selective response occurs at about 196ms in right dTFA. Since at least 150ms of information accumulation is necessary for high-level individuation of faces in the cortex (22) , this suggests that the face-selective response in right dTFA occurs immediately after the initial perceptual encoding of face identity. Similar to our findings, auditory-driven activity in reorganized visual cortex in congenitally blind individuals was also better explained by direct connections with primary auditory cortex (43) , whereas it depended more on feedback inputs from high-level parietal regions in late-onset blindness (43) . The crucial role of developmental periods of auditory deprivation in shaping the reorganization of long-range cortico-cortical connections remains, however, to be determined.
In summary, these findings confirm that cross-modal inputs might remap selectively onto regions sharing common functional purposes in the auditory domain in early deaf people. Our findings also indicate that reorganization of direct long-range connections between auditory and early visual regions may serve as a prominent neuronal mechanism for functionally selective cross-modal colonization of specific auditory regions in the deaf. These observations are clinically relevant since they might contribute informing the evaluation of potential compensatory forms of cross-modal plasticity and their role in person information processing following early and prolonged sensory deprivation. Moreover, assessing the presence of such functionally specific crossmodal reorganizations may prove important when considering auditory reafferentation via cochlear implant (1) .
Materials and Methods
The research presented in this article was approved by Scientific Committee of CIMeC and the Committee deaf participants who were included in the fMRI study could not return to the laboratory and take part in the MEG study, an additional group of 5 deaf participants was recruited for the MEG experiment only. The three groups participating in the fMRI experiment were matched for age, gender, handedness (44) and non-verbal IQ(45) as were the deaf and hearing groups included in the MEG experiment (Table 2) . No participants had reported neurological or psychiatric history and all had normal or corrected-to-normal vision. Information on hearing status, history of hearing loss and use of hearing aids were collected in deaf participants through a structured questionnaire (Table S1) . Similarly, information about sign language age of acquisition, duration of exposure and frequency of use was documented in both the deaf and hearing-LIS group and no significant differences were observed between the two groups (Tables 2 and Table S2 ).
Experimental design: Behavioral Testing. The long version of the Benton Facial Recognition Test
(BFRT)(46) and a delayed face recognition test (DFRT), developed specifically for the present study, were used to obtain a composite measure of individual face identity processing in each group (47) . The DFRT was administered 10 to 15 minutes after completion of the face localizer fMRI experiment and presented the subjects with 20 images for each category (faces and houses) half of which they had previously seen in the scanner (see dedicated section below). Subjects were instructed to indicate whether they thought they had previously seen the given image.
Experimental design: fMRI Face Localizer .The Face Localizer task was administered to the three groups (hearing, hearing-LIS, deaf ; see Table S2 ). Two categories of stimuli were used: images of Faces and Low-level image properties (mean luminance, contrast and spatial frequencies) were equated across stimuli categories by editing them with the SHINE (48) toolbox for Matlab (Mathworks inc.). A block-designed oneback identity task was implemented in a single run lasting for about 10 minutes (Fig. S5 ). Participants were presented with 10 blocks of 21s duration for each of the two categories of stimuli. In each block, 20 stimuli of the same condition were presented (1000 ms, ISI 50ms) on a black background screen; in one to three occasions per block, the exact same stimulus was consecutively repeated that the participant had to detect.
Blocks were alternated with a resting baseline condition (cross-fixation) of 7 to 9 sec. Table S3 . Both signing and non-signing deaf individuals could communicate through overt speech or by using a forced choice button-press code previously agreed with the experimenters.
In addition, a three-dimensional MP-RAGE T1-weighted image of the whole brain was also acquired in each participant to provide detailed anatomy (176 slices; TE = 4.18ms; TR = 2700 ms; FA = 7°, slice thickness = 1mm).
Behavioral data analysis.
We computed a composite measure of face recognition with unit-weighted zscores of the BFRT and DFRT to provide a more stable measure of the underlying face processing abilities, as well as control for the number of independent comparisons. A detailed description of the composite calculation is reported in the supplemental material.
Functional MRI data analysis. We analyzed each fMRI dataset using SPM12 corresponding to the group-maxima for [Vocal > Non-Vocal Sounds] in the hearing group. Additionally, the peak-coordinates search was constrained by the TVA masks generated in our hearing group to exclude extraction from posterior STS/STG associative sub-regions that are known to be also involved in face processing in hearing individuals. Finally, the corresponding beta values were extracted from a 5 mm sphere centered on the selected individual peak coordinates (see also supplemental information). These values were then entered in a repeated measure ANOVA with the two visual conditions as within-subject factor and the three groups as between-group factor.
fMRI Face-adaptation modeling. We implemented a GLM with 10 regressors corresponding to the [5 frequencies × same/different] face images and computed the contrast images for the [Same/Different Face versus baseline (cross-fixation)] test at each frequency rate of visual stimulation. In addition, the contrast image [Different versus Same Faces] across frequency rates of stimulation was also computed in each participant; at the group level, these contrast images were entered as independent variables in three onesample t-tests, separately and specifically for each experimental group, in order to evaluate whether discrimination of individual faces elicited the expected responses within the face-selective brain network (voxel significance at p < 0.05 FWE-corrected). Subsequent analyses were restricted to the functionally defined face-and voice-sensitive areas (Voice and Face localizers; see above) from which the individual beta values corresponding to each condition were extracted. The Bonferroni correction was applied to correct for multiple comparisons as appropriate.
fROI definition for face-adaptation. In each participant and for each region, this was achieved by: (i) centering a sphere-volume of 10 mm radius at the peak-coordinates reported for the corresponding group, (ii)
anatomically constraining the search within the relevant cortical gyrus (e.g. for the right FFA the right fusiform as defined by the Automated Anatomical Labeling atlas in SPM12), and (iii) extracting conditionspecific mean beta values from a sphere volume of 5 mm radius (Table S4 ). The extracted betas were then entered as dependent variables in a series of repeated measures ANOVAs and t-tests as reported in the main result session.
Experimental design: MEG Face Localizer. A Face Localizer task in the MEG was recorded from 14
hearing (age 30.64) and 17 deaf subjects (age 35.47); all participants except for 5 deaf subjects also participated in the fMRI part of the study. Participants viewed the stimulus at a distance from the screen of 100cm. The images of 40 faces and 40 houses were identical to the ones used in fMRI. Afterfixation period (1000-1500ms) the visual image was presented for 600ms. Participants were instructed to press a button whenever an image was presented twice in a row (oddball). Catch trials (~11%) were excluded from subsequent analysis. The images were presented in a pseudo-randomized fashion and in three consecutive blocks. Every stimulus was repeated three times, adding up to a total number of 120 trials per condition. Sensor-space analysis. Sensor-space analysis was performed across groups prior to source-space analyses.
The cleaned data were low-pass filtered at 30 Hz and averaged separately across face and house trials.
Statistical comparisons between the two conditions were performed using a cluster permutation approach in space (sensors) and time (50) in a time window between 100 and 300ms after stimulus onset. Adjacent points in time and space exceeding a predefined threshold (p<.05) were grouped into one or multiple clusters, and the summed cluster t-values were compared against a permutation distribution. The permutation distribution was generated by randomly reassigning condition membership for each participant (1000 iterations), and computing the maximum cluster mass on each iteration. This approach reliably controls for multiple comparisons at the cluster-level. The time period with the strongest difference between faces and houses was used to guide subsequent source analysis. To illustrate global energy fluctuations during the perception of faces and houses global field power (GFP) was computed as the root mean square (RMS) of the averaged response to the two stimulus types across sensors.
Source-space analysis. Functional data was co-registered with the individual subject MRI using anatomical landmarks (pre-auricular points and nasion), and the digitized headshape to create a realistic single-shell headmodel. When no individual structural MRI was available (5 participants), a model of the individual anatomy was created by warping an MNI template brain to the individual subject's headshape. Broadband source power was projected onto a 3-dimensional grid (8mm spacing) using linear constrained minimum variance (LCMV) beamforming. To ensure stable und unbiased filter coefficients, a common filter was computed from the average covariance matrix across conditions between 0 and 500ms after stimulus onset.
Whole-brain statistics were performed using a two-step procedure. First, independent-samples t-tests were computed for the difference between face and house trials by permuting condition membership (1000 iterations). The resulting statistical T-maps were converted to Z-maps for subsequent group analysis. Finally, second-level group statistics were performed using statistical non-parametric mapping (SnPM) and family wise error (FWE) correction at p<.05 was applied to correct for multiple comparisons. To further explore the time course of face processing in FFA and dTFA for the early deaf participants virtual sensors were computed on the 40Hz low-pass filtered data using an LCMV beamformer at the FFA and TVA/dTFA locations of interest identified in the whole-brain analysis. As the polarity of the signal in source space is arbitrary, we computed the absolute for all virtual sensor time-series. A baseline correction of 150ms prestimulus was applied to the data. Effective Connectivity Analysis. Dynamic Causal Modeling (DCM)(52), a hypothesis-driven analytical approach, was used to characterize the causality between the activity recorded in the set of regions that showed increased functional connectivity with the right dTFA in the deaf group during face compared to house processing. To this purpose, our model space was operationalized based on three neurobiologically plausible and sufficient alternatives: (i) face-selective response in right dTFA is supported by increased connectivity modulation directly from right V2/V3, (ii) face selective response in the right dTFA is supported indirectly by increased connectivity modulation from right FFA or, (iii) face selective response in the right dTFA is supported indirectly by increased connectivity modulation from right pSTS. DCM models can only be used for investigating brain responses that present a relation to the experimental design and can be observed in each individual included in the investigation (52) . Since no temporal activation was detected for face and house processing in hearing subjects and hearing LIS users, these groups were not included in the DCM analysis. For a detailed description of DCMs see supplemental information.
The three DCMs were fitted with the data from each of the 15 deaf participants; this resulted in 45 fitted
DCMs and corresponding log-evidence and posterior parameters estimates. Subsequently, random-effect Bayesian Model Selection (53) was applied to the estimated evidence for each model to compute the 'exceedance probability'. This is the probability of each specific model to better explain the observed activations compared to any other model. 
