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A method is developed for calculating design sensitivities of an aeroelastic system
using a Newton-based code. The Newton method provides a single framework: 1.) to
solve the nonlinear steady aerodynamic problem, 2.) to solve the harmonic-unsteady
aeroelastic eigenvalue problem, and 3.) to compute the solution sensitivities. The
aerodynamic behavior is modeled using a Galerkin Finite Element discretization of
the Full Potential equation. The Newton method is used to restrict the Unsteady Full
Potential equation to small amplitude harmonic response. A modified wall transpiration
boundary condition is derived which is not restricted to normal displacements, but
still retains the ease of implementation of the traditional wall transpiration boundary
condition. A two degree of freedom undamped typical section is used to model the
structural response. Sensitivities are calculated with respect to steady and unsteady
general shape design variables, nondimensional structural parameters, and aerodynamic
design variables. The solutions from the steady and unsteady codes are compared with
existing experimental and computational data. A comparative example between the
eigenproblem sensitivities calculated by the Newton-base code and by finite differencing
is presented.
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Chapter 1
Introduction
This chapter will discuss the motivation and goals of this research and its relation to
previous work. A discussion of the contributions of this work follows. A brief outline of
the topics to be covered in the remaining chapters will be presented at the end of the
chapter.
1.1 Motivation
The goal of numerical fluid simulation codes is to improve the performance of some
given aerodynamic system. Great strides have been made in analysis codes over the
years due to aggressive development of new solution algorithms and the tremendous
advances in computer technology. Today the Steady Full Potential equation is regularly
solved around realistic three dimensional geometries, while in two dimensions it is now
possible to solve the Navier-Stokes equations in a reasonable amount of time.
Steady analysis codes have had an enormous impact on how aircraft are designed
by allowing many more candidate configurations to be considered before settling on the
final design. Contrary to the initial expectation of some, computational methods did
not replace wind tunnels but instead complemented them. The computational methods
are used to rapidly compare competing design concepts to find the two or three most
promising configurations which are then tested in a wind tunnel. This arrangement
frees the wind tunnels to do what they do best - obtaining vast amounts of data [36].
A limitation common to both wind tunnels and numerical analysis codes is that
they only provide the user with the flow solution for the given geometry and flow con-
ditions, the so-called "zero order information." No information is provided about how
the solution responds to changes in either the flow conditions or the geometry (the first
order information or solution sensitivities). First order information can be computed
from zero order information using finite differencing techniques. This is done with wind
tunnel experiments to calculate, for example, lift curve slopes and stability derivatives.
However, first order information with respect to geometry changes is extremely expen-
sive to calculate using wind tunnels due to the high cost of building wind tunnel models.
Calculating sensitivities using finite differencing is relatively easy to do with numeri-
cal analysis codes, but the computer resources required to calculate sensitivities in this
manner are quite large.
Lagging several years behind the maturity of analysis codes are design codes. These
come in two basic forms, inverse-design codes and optimization codes. Many techniques
are available for each but the best of these codes generally rely on the flow sensitivities
to speed the convergence process. In order for this speed to be realized the sensitivities
must be calculated as cheaply as possible. Previous work has shown that calculating
sensitivities with Newton-based analysis codes is systematic and much more efficient
than resorting to finite differencing [13, 42]. The resulting sensitivity information is not
limited to optimizers or inverse-design, but can be used for a multitude of design related
problems.
Steady analysis and design codes have transformed the manner in.which aircraft are
designed. Unsteady and aeroelastic codes are just beginning to make an impact [16].
The methods and equations currently used for unsteady analysis are roughly ten years
behind the state of the art for steady codes. Sensitivity information is just as important
in the unsteady realm as it is in steady flow, however, unsteady design codes which can
calculate sensitivities are only just starting to make an appearance. The development of
aeroelastic design codes which calculate sensitivities for combined unsteady aerodynamic
and structural dynamic systems is even further behind.
As will be shown in this thesis, the Newton-based quasi-analytic sensitivity calcu-
lation procedure is a general technique that can be applied to any system of equations
solved using the Newton method. By assuming harmonic response it is possible to solve
unsteady aeroelastic problems using Newton's method. It therefore becomes feasible to
produce an aeroelastic analysis code that also calculates sensitivities.
1.2 Goals
The research documented in this thesis had several goals, each concerned with obtaining
sensitivity information from aeroelastic systems. A primary goal was the development of
a method to calculate frequency and eigenvector sensitivities, along with aerodynamic
sensitivities, for a coupled aerodynamic/structural system. A secondary goal was to
perform this task completely within the confines of a single Newton-based code structure
to allow savings in code development time and a reduction in the number of specialized
routines required. Another major goal was to develop a method to simulate geometry
perturbations that are not limited to normal displacements but did not require moving
the computation grid. To enhance its effectiveness for a designer, this code was also
developed to have three levels of accuracy with a proportional cost for each.
1.3 Background
Structural elasticity plays an important role in designing aerodynamic systems, and the
purpose of most unsteady aerodynamic codes is to predict aeroelastic behavior [50].
Reflecting this importance, the NATO Advisory Group for Aerospace Research and
Development (AGARD) has had several conferences devoted to unsteady aerodynamics
and aeroelasticity. Survey papers from two of these conferences provide an excellent
background to the issues involved in dealing with aeroelasticity, and some of the com-
putational methods used to date [16, 30].
Aeroelastic calculations have traditionally relied on linear subsonic and supersonic
computational methods to aid in the design of aircraft. The troublesome transonic
region, with its associated "dip" in the flutter stability boundaries, was left to wind
tunnel experiments. However, the introduction of LTRAN2, a 2D, time-accurate, Tran-
sonic Small Disturbance (TSD) code made it possible to efficiently simulate unsteady
transonic flows [15].
The TSD equations are the simplest equations able to predict the major nonlinear
effects associated with flight near Moo = 1. Therefore, most of the unsteady transonic
codes to date have used the TSD equation. A further advantage of TSD methods is
that, due to the small-amplitude form of the wall surface boundary condition, they work
with simple Cartesian meshes [19].
More accurate than the TSD equation is the Full Potential (FP) equation. Unlike
TSD the FP equation does not limit the solution to small deviations from freestream
flow. One consequence of stepping up to the FP equations is that the simple imple-
mentation of the wall boundary condition used by TSD methods must be replaced with
equations applied on the actual surface of the body. This usually requires that compli-
cated, non-Cartesian meshes be generated around the body (an exception is provided
by TRANAIR [23]).
A large number of codes exist for analyzing unsteady aerodynamic and aeroelastic
systems, and no attempt will be made to describe them all here. Most rely on TSD or
FP, although a few codes use the Euler equations [21, 29, 47]. In addition to the different
governing equations used by the various codes, they also vary in the methods used to
discretize the equations and the techniques used to solve the discretized equations.
Substantial time savings can be realized for the TSD, FP, or Euler equations by
restricting them to harmonic-unsteady response. This assumes that the unsteady flow
can be decomposed as an harmonic oscillation about a steady flow solution. The benefit
of the harmonic assumption is that time derivatives are replaced by terms involving a
frequency. This allows the problem to be solved without time-marching. This method
has been applied to 2D cascades using both the FP equation and the Euler equations [21,
44, 45] and to 3D wings using the FP equation [40].
Unsteady analysis codes are useful for predicting the occurrence of unwanted aeroe-
lastic phenomena. Although it is possible to avoid the unwanted phenomena by the
addition of mass, stiffness, or damping [17], analysis codes provide little information
that can be used to systematically modify the system to obtain the optimal result. A
code which includes sensitivity information, in addition to a pure analysis solution, is
more useful in this situation since it provides a first-order answer to the "What if?"
questions. For instance, sensitivity information can show how the mass may be redis-
tributed, rather than increased, to alleviate undesired aeroelastic phenomena.
A variety of sensitivity analysis codes are currently available for steady aerodynamic
problems, but few exist for unsteady aerodynamic or aeroelastic systems [41]. An exam-
ple of a sensitivity code for unsteady aerodynamic loads in cascades was presented by
Lorence and Hall [28]. The aeroelastic realm includes codes by Barthelemy and Bergen,
[2] and Karpel [24].
This thesis presents a method for efficiently calculating aeroelastic sensitivities with
respect to structural properties and aerodynamic shape. The method is similar to that of
Lorence and Hall [28] but does not require a moving grid. The boundary condition used
to approximate the moving body is also used by the sensitivity calculations to overcome
the drawback found in many shape sensitivity methods: restriction to normal wall
motions [2]. An added benefit is that the present method uses a single Newton method
framework to solve the steady and unsteady analysis problems, as well as calculating
the sensitivities and solving eigenvalue problems.
1.4 Contributions of Present Work
This thesis describes a method for finding sensitivities for not only unsteady aero-
dynamic problems but also aeroelastic problems. The aeroelastic sensitivities include
sensitivities for both the frequency and structural eigenvector, in addition to the aero-
dynamic variables.
This thesis shows that by fully exploiting the characteristics of the Newton method
a unified program structure can be used to solve the seemingly disparate problems of
steady and unsteady aerodynamic analysis, aeroelastic response, and sensitivity calcu-
lations. The only major difference between all these tasks is that unsteady routines
require frequency terms and sensitivity calculations require additional right hand sides.
By fully coupling the aerodynamic and structural equations it is possible to obtain
aeroelastic response without resorting to the use of fixed in-vacuo structural solutions.
This allows the natural mode shapes and the eigenvalues to change during the solution
process.
Another benefit of the current method is that it provides three levels of accuracy
within one code. The most accurate level is full analysis in which the wing being investi-
gated is gridded and solved. The next level allows geometry changes to be implemented
and analyzed without changing the underlying grid, which for complicated geometries
can be difficult and costly to compute. The lowest level of accuracy allows changes in
the solution to be linearly approximated using the sensitivity information. Naturally
the cost of each method reflects its level of accuracy.
The linearized wall boundary condition used in this thesis provides a single general
method for implementing steady and unsteady wing motions, along with providing con-
venient design variables for the sensitivity routines. The same computational routines
are used for both purposes, and in common with wall transpiration models, it is easily
implemented. However, unlike wall transpiration the present method is not restricted
to normal geometry perturbations.
1.5 Outline of Thesis
Chapter 2 describes the similarities between linearized steady, harmonic-unsteady, de-
sign, and eigenvalue problems. This is followed by the governing equations and bound-
ary conditions in Chapter 3. The derivation of the design variables and examples of
their uses are given in Chapter 4. The results are included in Chapter 5. Conclusions
are given in Chapter 6 with recommendations for further work in Chapter 7. Several
appendices are included which contain detailed derivations.
Chapter 2
The Newton Method
This chapter is devoted to the Newton method and the various ways in which it is used
throughout this thesis.
2.1 Introduction
The Newton method is well known as a powerful iterative technique for solving steady
nonlinear equations. In this work, the Newton method will be used to perform: 1.)
steady analysis, and will be modified to solve three additional problems: 2.) harmonic-
unsteady analysis, 3.) sensitivity calculations, and 4.) eigenvalue problems.
The versatility of the Newton method is due to the manner in which a solution is
resolved into a summation of a known component, U', and an unknown perturbation,
6U'. The first three uses of the Newton method listed above are shown schematically
in Fig. 2.1, where the known and unknown components are identified. These uses are
also discussed below:
1. Steady Analysis: The known component, U', is an initial guess for the actual
solution. The unknown perturbation, 60', is the error between the initial guess
and the linearized solution which is determined by solving the linearized problem,
and then used to update the known component. This procedure is iteratively
continued until convergence.
2. Harmonic- Unsteady Analysis: The mean solution is used as the known component,
while the unknown component is the harmonic perturbation. In this case, since the
mean solution is assumed to be independent of the unsteady solution no iteration
U- -_
R(U;A)
A+6A
I
I*U
I 
4
bI
U
2.) Harmonic-Unsteady
Analysis
Figure 2.1: Three Uses for the Newton Method
is necessary.
3. Sensitivity Analysis: The change in the solution, bU', due to a change in a given
set of design variables, 6A, is desired. Once again, this can be thought of as a
known component (the solution) and an unknown perturbation (the change in the
solution due to a change in the design variables).
The derivation of the standard Newton system, for finding the N unknowns of N
nonlinear equations, can be found in most calculus or numerical methods text books
[34, 43, 49]. However, since all the special uses mentioned above build on the standard
system it too will be derived below, followed by the modified systems.
2.2 Steady Analysis Newton System
Consider a general nonlinear vector residual equation containing N equations
(2.1)
!
I
1.) Steady Analysis 3.) Design
The task is to find the value of U such that the residual goes to zero. This can be
accomplished by approximating Eq. (2.1) with a first order Taylor series written at a
given solution, U',
R + U ) A U') + s 6U' (2.2)
By letting ' + 6U' be defined as the solution of the linearized problem, the term on
the left hand side goes to zero. This allows solving for 6U' in terms of known quantities
(O 1 =A R, _ ()(2.3)
Since the derivative of an N-dimensional vector with an M-dimensional vector is a
N x M matrix, Eq. (2.3) is a linear matrix equation with N unknowns. The N x N
coefficient matrix, ( ), is called the Jacobian matrix.
Any linear matrix equation solution technique can be used to solve Eq. (2.3), the
actual choice is usually dependent on the size of the Jacobian matrix (see Section 2.7).
Conceptually, it is useful to think of solving Eq. (2.3) by premultiplying both sides of
the equation by the inverse of the Jacobian matrix
6U"A (') (2.4)
Equation (2.4) is for enlightenment only, the size of most problems prohibits the calcu-
lation of the inverse Jacobian matrix. Both Eqs. (2.3) and (2.4) will be referred to as
the Steady Analysis Newton Equation. The solution of the Newton equation, 6U , can
then be used to update C
+ 1 = it + 6ur (2.5)
Equation (2.4) finds the change in U required for the linearized equation to go to zero.
So, if the equation is nonlinear, U'~+ will not be the solution of the problem. But, if U'
is sufficiently close to the solution Or + 6 ' will be even closer, therefore, the nonlinear
solution may be found by iterating on Eq. (2.4).
2.3 Harmonic-Unsteady Analysis Newton System
A general time dependent equation can be replaced with a time-harmonic equation if
the solution can be approximated as a small amplitude harmonic oscillation about the
steady solution. This is written mathematically as
H (x, t) = (x) + R[H (x) et] (2.6)
where, H is real and represents any steady quantity, while H is complex and represents
the amplitude of this quantity's harmonic oscillation with complex frequency P. For
brevity, in the remainder of this thesis the restriction to the real part of the last term
is implicitly assumed but will not be explicitly written. Equation (2.6) allows time
derivatives to be written as
OH = P et (2.7)Ot
The traditional method for converting a general time-dependent equation into har-
monic form is to substitute Eq. (2.6) into the unsteady equation and then group terms
based on the exponent of e't. Only the eo'Pt and ell 't terms are kept, the higher order
terms are ignored. Although this procedure works, it is time consuming and tedious.
In this thesis the adaptability of the standard Newton system is used to produce the
harmonic equations.
In the derivation of the Steady Analysis Newton System, Eq. (2.1) is the residual
expression for a steady equation. By replacing Eq. (2.1) with an unsteady residual,
the same steps used to derive the standard Newton system may be followed to derive
the harmonic-unsteady version of the unsteady equation. Let the unsteady equation be
represented as
R (U(t); V(t)) = (2.8)
where, (t) is a set of known time dependent parameters, the inclusion of which are
necessary to obtain the correct harmonic-unsteady equations. It may be assumed that
the steady residual, Eq. (2.1), can be obtained by setting all the time terms of the
unsteady residual to zero.
At this point in the development of the standard Newton system, the value of the
residual at 4U+1 was approximated using a Taylor series built around the current so-
lution, Ui, with a perturbation, 6U'. This holds true for harmonic-unsteady analysis
as well, except that now U' represents the steady solution and 6U' is the harmonic-
unsteady solution. An expression analogous to Eq. (2.5) holds for V(t). A benefit of
the Newton procedure is that the higher order terms are automatically discarded, thus,
the harmonic-oscillator, el' t , does not need to be tracked.
The Taylor series for the unsteady residual is
As was done in the steady case, assume that the quantity on the left hand side is equal
to zero. Now, the first term on the right hand side is the steady residual, which will
be zero from Eq. (2.1). The remaining non-zero terms define the harmonic-unsteady
equation (a) 6Ut = - (2.10)
Just as with the steady analysis Newton system, this is a linear matrix equation. How-
ever, implicit in the small amplitude harmonic-unsteady assumption is the condition
that the harmonic solution, 6U, does not influence the steady solution, U. Therefore,
the Jacobian matrix will not depend on the harmonic solution and Eq. (2.10) does not
need to be iterated to find the final solution.
As presented above, Eq. (2.10) is the harmonic-unsteady version of the unsteady
equation represented by Eq. (2.8). It can also be thought of as the harmonic-unsteady
equation written in Newton system form for an initial guess of U = a (as is true for any
linear equation).
Notice the similarity between Eq. (2.10) and Eq. (2.3). This similarity can be ex-
ploited to minimize the effort needed to write an harmonic-unsteady solver by modifying
an existing Newton-based steady code. It is obvious that the right hand sides of these
two equations are different, however, with the notation used it is not as obvious that, in
general, the Jacobian matrices are also different or that the harmonic-unsteady system
is complex. The differences follow from the time dependent terms that will appear in
Eq. (2.8) and their complex harmonic representation. Fortunately, the unsteady Jaco-
bian is simply the steady Jacobian with these additional time dependent terms added
in, so the majority of a steady code can be used by an harmonic-unsteady code. If all
the time dependent terms in the unsteady Jacobian are set to zero the steady Jacobian
matrix is recovered.
2.4 Design Newton System
The purpose of the second modification to the Newton system is to allow sensitivity
calculations. The derivation will be carried out using the steady residual but the result
applies equally well to the harmonic-unsteady problem.
Design sensitivity calculations require that the steady residual be written as
R (U; A) (2.11)
where, A is a given set of design variables. Of particular interest is the design-sensitivity
Jacobian of U(A) implied by Eq. (2.11), a.
The first order Taylor series of this residual is
+1 ;# R) U OR (2.12)
where, the superscripts r and r +1 imply evaluation at (U?; A') and (U r+6 U; A 6 + A),
respectively. The term will be called the residual sensitivity matrix. Once again,
the term on the left is set to zero and the equation is rearranged
# 8L = -A - I/ 6k (2.13)
which, at convergence can be written as
L /0
6aU= 1 At At (2.14)
where, the vectors containing the derivatives of the unknowns with respect to the design
variables are known as the sensitivities, and are given by
U (OR OR (2.15)OAt 0 OA
Equation (2.14) is written in summation form, rather than as a matrix-vector multiplica-
tion, to reinforce the fact that that the sensitivity vectors can be treated as independent
right hand sides to the analysis system.
Even though Eq. (2.14) is just a Taylor series, it is a very versatile expressioni which
relates changes in the design variables directly to the solution. The fact that the sensi-
tivities are given by a linear equation which makes use of the inverted Jacobian matrix is
of particular importance (see Eq. (2.15)). Therefore, the sensitivities can be found with
little additional cost during the solution process by adding additional right hand sides
to the analysis system. The last benefit is that in most instances the sensitivities are
calculated after convergence and not after each Newton cycle (an exception in which the
sensitivities are calculated every Newton cycle occurs when performing inverse-design
[13]). In fact, Eq. (2.15) is only strictly true when the Jacobian and residual sensitivities
are calculated at the converged solution.
A more direct approach for deriving Eq. (2.15) is given by Rektorys [35] using the
Theorem on Implicit Functions. This assures that Eq. (2.15) exists for every residual
statement and can be exploited without using a Newton-based solver. However, if a
Newton method is used to solve the analysis problem the costly factorization of the
Jacobian matrix does not need to be repeated to calculate the sensitivities.
2.4.1 Special Case: Parameters Dependent on the Design Variables
Equation (2.11) was written with the assumption that the residual can be written as
an explicit function of all the design variables. In a more general case the residual is
dependent on an additional set of parameters which are themselves functions of the
design variables
R (U; P , A) = (2.16)
If the dependence of P on A is ignored, for the time being, the two parameter equivalent
of Eq. (2.13) is
8 ' = -' - 8AR ' - 6 (2.17)(U )P A
The functional relationship of P to A can be used to write
S - ) 68A (2.18)
Substituting Eq. (2.18) into Eq. (2.17), and assuming, for convenience, that the system
is converged an expression analogous to Eq. (2.15) is obtained
ou OR OR OP 0d(-) -+ -I --# - + -- I (2.19)
OA OU L\ OP A &x.A
The first term inside the brackets is the additional term required to account for the
dependence of P on A.
2.4.2 Special Case: Linear Residuals
A special case, which should be obvious but is included for completeness, is for a linear
residual equation
R (U; P(),9) = B (4),1) U- b (P(X), A) = (2.20)
All of the expressions derived in this chapter for unsteady residuals apply to linear resid-
uals as well, but certain simplifications are possible. For linear residuals the Jacobian
matrix is simply a constant coefficient matrix
.' =B (2.21)
dU).
The other two terms in Eq. (2.19) with a special form for linear residuals are
- )B #/ (2.22)
O O- r ? (2.23)
As was mentioned earlier, any linear equation is also in Newton form with the initial
guess for the solution set to zero. For example, the Newton form of Eq. (2.20) is
B6= - (BU-) (2.24)
which for an initial solution of zero reduces to
B 6U = b (2.25)
This is a restatement of Eq. (2.20) with U replaced with 6U, which is allowable since
U is assumed to be zero.
2.5 Eigenproblem Newton System
The last advantage of a Newton system, alluded to in Section 2.1, is that it can be
used to solve eigenvalue problems. Eigenvalue problems can be handled by the simple
expedient of adding one equation and one unknown to the standard Newton system.
The additional unknown is the eigenvalue, Up, while the additional equation is some
constraint on the otherwise arbitrary magnitude of the eigenvector
RC = u. U - 1 = 0 (2.26)
where, U, is a subset of the unknown vector containing only the eigenvector components.
A frequently used alternative condition is
R = :. - 1= 0 (2.27)
where, ( )* indicates the complex conjugate. For complex eigenvectors this is a non-
analytic function which prevents the use of this equation in a Newton solver.
Some difficulty in using a Newton method for solving eigenvalue problems is due
to the existence of a multitude of solutions for a general eigenvalue problem. Only
one eigensolution at a time can be found by the Newton method and which solution is
isolated is heavily dependent on the initial guess. However, for the work contained in
this paper a very good initial guess for the eigensolution can be obtained by using the in-
vacuum free vibration solutions. If necessary, the dynamic pressure can be started from
zero, to recreate the in-vacuum case, and then incrementally increased to the desired
value.
The advantage of using the Newton system is that the same Newton-based code
used for steady and unsteady aerodynamic problems can be used to solve aeroelastic
eigenvalue problems. There is no need to transform the equations to state space so that
they can be solved by a separate eigenproblem solver. Also, since the eigenvalues and
eigenvectors are part of the Newton unknown vector, their sensitivities are calculated
along with the flowfield sensitivities.
The similarities between Eq. (2.3), Eq. (2.10), and Eq. (2.13) were used to minimize
the development time of the codes presented in this thesis, allowing the subroutines to
be split into three groups. The first group contains the subroutines used by both the
steady and unsteady solvers. The second group contains the remaining routines for the
steady code. The third group is basically the routines from the second group modified
to use complex arithmetic for use by the unsteady code. The number of routines in the
first group is maximized because the unsteady Jacobian is simply the steady Jacobian
with added time dependent terms.
2.6 Jacobian Assembly Procedure
When the residual is written symbolically as an explicit function of the unknowns and
the design variables, as in Eq. (2.11), the difficulties in calculating the derivatives of R
with respect to U and A are not apparent. In general, the residual is a complicated
function of these two variables and finding the derivatives by direct differentiation is
a tedious and error plagued process. This section will present a simple systematic
approach for calculating the residual derivatives using the chain rule [10].
As an example, consider a scalar residual which is an implicit function of U
R(X,Y) = 0 (2.28)
where, the auxiliary equations are
X = X(U)
Y = Y (U, Z) (2.29)
Z = z(U)
The brute force method of calculating the Jacobian matrix is to first substitute Eq. (2.29)
into Eq. (2.28) and then differentiate with respect to to U. The alternative method is
to linearize each equation in turn with respect to its local variables
6R= OR 6X + 1'6Y (2.30)OX) OZ
6Y = ) 6U + (1) 6Z (2.31)
6X = (M)6u
Now it is a relatively simple matter to assemble the Newton equation by substituting
Eq. (2.31) into Eq. (2.30) and rearranging to isolate 6U
(OROX OROYOZ OR OY)R = + + ----U (2.32)O xU 9Y ZU y O u
It can be seen that the term in parenthesis on the right hand side is 2 as would be
obtained by using the chain rule. For extremely convoluted systems even the chain rule
is difficult to implement. The technique shown above effectively breaks the chain rule
into an easily followed sequence of systematic steps. Since X, Y, and Z are simpler
functions of U when compared to R, calculating their derivatives is also simpler.
Many of the equations to be linearized in this thesis are considerably more compli-
cated than Eq. (2.28), with the unknown buried within a series of auxiliary equations.
Therefore, in the remainder of this thesis the multiequation form of the linearized equa-
tion, Eqs. (2.30) and (2.31), is used in lieu of the single equation form, Eq. (2.32).
2.7 Matrix Equation Solver
It was stated above that any linear matrix equation solution technique can be used to
solve the Newton systems. For "small" design systems a direct method which factors
the Jacobian matrix into LU form is preferred. Then the time intensive Jacobian matrix
factorization need only be done once with each sensitivity vector on the right hand side
being treated as a separate problem solved by back substitution. The effort required to
solve the additional right hand sides is negligible compared to the Jacobian factorization,
as long as the number of right hand sides is a small percentage of the total number of
unknowns.
Unfortunately, the extreme size of 3D problems prohibits using a direct solver. In-
stead, some sort of iterative method is required. The benefit is that for a single unknown
the solution time can be significantly reduced, for instance in this thesis the solution time
was reduced to the same order of magnitude as the matrix assembly time. However, the
time required to find the solution for each additional right hand side is comparable to
the time needed to solve the original problem, since little information can be used from
one right hand side to the other. Thus, when using iterative matrix solvers, the sensi-
tivities can no longer be considered to be obtained cost free. Two possible techniques
for reducing the impact of finding sensitivities are anticipated and will be discussed in
the recommendations for future work (Section 7.2), but will not be addressed further in
this thesis.
One mitigating condition is that the sensitivities do not normally need to be calcu-
lated after each Newton step but only after the analysis system is converged. Another
mitigating condition is that each Newton iteration requires that the Jacobian be as-
sembled, factored, and then iteratively solved. For sensitivity calculations, assembling
the residual sensitivity vectors is less involved than calculating the Jacobian, and the
incomplete factorization of the Jacobian matrix from the last Newton step is available.
Therefore, calculating the sensitivity with respect to a single design variable is less costly
than a single Newton step.
This thesis uses a Generalized Minimal Residual algorithm (GMRES) to iteratively
solve the linear matrix equations [37]. The method requires that the equations be
preconditioned in some manner before being given to GMRES. The preconditioner used
in this work is an incomplete factorization of the Jacobian matrix in which no fill in is
allowed [39]. These routines were modified to use complex mathematics.
2.8 Aeroelastic Analysis/Design Newton System
Noting the similarity of the left hand sides of the Steady Analysis, Harmonic-Unsteady
Analysis, and Design Newton Systems allows them all to be conveniently expressed as
a single equation
IU 86 = -R# 6 - I- I 6A (2.33)
For steady problems 6V is set to zero and the system is strictly real. For unsteady
problems A' is set to zero and each of the matrices and vectors of the system are
complex. For analysis 6A is set to zero, while for design the sensitivities are found by
treating each column of - as a separate right hand side of the problem, each to be81
solved in turn.
Taking the opportunity to skip ahead a little, for aeroelastic problems the system
would look like
ao a , au, R a aA
0 0 6Up Re0 0
(2.34)
where, ( )a refers to aerodynamic residuals and unknowns, ( ), refers to structural resid-
uals and unknowns, Rc is the eigenvector constraint equation, and Up is the eigenvalue.
As will be shown in upcoming chapters, the calculation of - uses the same the shape
design variable routines used to calculate 1. Using the same routines for more than
one function can be used to minimize code development time.
The present aeroelastic formulation allows three classes of steady and unsteady prob-
lems:
1. Pure Aerodynamic Problem: U, and Up are known so the system reduces to finding
Ua. Steady flow problems are nonlinear and unsteady flow problems are linear.
2. Forced Response Problem: Up is known but Ua and U, are unknown. For steady
problems this case computes the static deflection of the body and the resulting
modified flowfield. For unsteady problems this case is used to calculate gust
response. The steady problem is nonlinear and the unsteady problem is linear
(for a linear structural model).
3. Eigenvalue Problem: The full system shown in Eq. (2.34) is used. For steady
problems the eigenvalue is the divergence speed while for unsteady problems it is
the oscillation frequency. Both steady and unsteady problems are nonlinear.
The pure aerodynamic problem for both steady and unsteady flows is addressed in this
thesis. The most important aeroelastic problem is the unsteady eigenvalue problem
which be considered here. This system is also capable of solving all other cases noted
above.
Chapter 3
Governing Equations
This chapter describes the equations used to model the behavior of an aeroelastic system.
Section 3.1 presents the governing aerodynamic equations and associated boundary
conditions, while Section 3.2 defines the structural equations. Section 3.3 discusses the
range of applicability of the chosen equations.
3.1 Aerodynamic Equations
The aeroelastic design code presented in this thesis was developed by modifying an
existing steady Full Potential equation solver. The discussion below concentrates on
presenting continuous unsteady equations. The details of the linearization and dis-
cretization process are left to the appendices. Further details of the computational
implementation of the aerodynamic equations are contained in Nishida's Ph.D. thesis
[32].
The aerodynamic equations are nondimensionalized using the freestream velocity,
IIV II, the freestream density, p., and the wing semi-span, b. It was found convenient
to leave these variables in the nondimensional aerodynamic equations presented below
with the knowledge that they are identically one and have no units. The nondimensional
frequency used by the aerodynamic equations is defined by
P D (3.1)
V00
where, fD is the dimensional frequency. Traditionally, the reduced frequency is specified
for unsteady problems
ock - (3.2)2V
where, c is the mean aerodynamic chord. The relation between the reduced frequency,
k, and the nondimensional frequency, P, is
k = b (3.3)
3.1.1 Unsteady Full Potential Equation
The most general equations describing the time dependent motion of a continuous fluid
are the Navier-Stokes equations. Naturally, since the Navier-Stokes equations are the
most general they are also the most expensive to solve. For many aerodynamic flows
of interest, the Navier-Stokes equations can be greatly simplified by assuming that the
fluid is an inviscid perfect gas. This assumption leads to the Euler equations:
-+ V-(pV) = 0 (3.4)
at
DV
P - -Vp (3.5)Dt
Dh Dp
PDt Dt (3.6)Dt Dt
p = pRT (3.7)
dh = cpdT (3.8)
For three-dimensional flow problems, the Euler equations represent five equations for
five unknowns. For current state of the art computers, the Euler equations also tend to
be too computationally intensive to provide timely design solutions.
With two additional assumptions the Euler equations can be reduced to a single
equation for a single unknown. First, by assuming isentropic flow the state relation
becomes
P2 T2
P1 T,
(P2
Pi
(3.9)
where, 7 is the ratio of specific heats. This assumption replaces the energy equation.
The second simplification is to assume that the flow is irrotational
C=VxV=o (3.10)
This assumptions implies that the velocity can be written as
V(, y, , t) = V"(t) + V (Z, y, , t) (3.11)
where, 0 is the perturbation velocity potential and V,. is the freestream velocity.
Applying these two additional assumptions to the Euler equations leads to the Un-
steady Full Potential equation
S+ V (pV) = 0
at
(3.12)
which is nothing more than a statement of continuity. The difference between the Euler
equations and the Unsteady Full Potential equation is that for the latter equation the
density is given explicitly
1(2 ( (8 )] P1V 2  2 V-0- 0 - 0 at atV~ (3.13)
where, p, is the freestream density. The velocity is given by Eq. (3.11).
P P+ 2( 1)M
p =p Po 1+ _(7-_ 1) M02
Upwinding
The Unsteady Full Potential equation allows nonphysical expansion shocks, and to pre-
vent this some form of artificial viscosity is needed in supersonic flow regions. The
choice for this formulation is the artificial compressibility method [20]. In this method
the density is upwinded using
= P- s ds (3.14)
= p- (P-Pup) (3.15)
where, p,p is the density of the grid cell immediately upstream of the current cell. The
value of the switch is given by
S= max(0, Ac 1- MC /M2), )) (3.16)
where, gc is a user specified upwinding factor O(1), Meit is a user specified critical
Mach number O0(0.98), and M is the local Mach number.
Following Wornom [48], the upwinded form of the Unsteady Full Potential equation is
given by substituting A for p only inside the spatial derivative term of Eq. (3.12)
ap + V (pV) = 0 (3.17)
3.1.2 Boundary Conditions (BC)
The Unsteady Full Potential equation requires that boundary conditions be applied at
infinity, on the surface of the body, and on both sides of a trailing wake, as shown in
Fig. 3.1. A symmetry boundary condition is applied at the wing root to reduce the size
of the computational system. Symmetry is enforced by using the boundary condition
for a nonmoving solid wall.
far field
Figure 3.1: Boundary Conditions
Only 2D airfoils and 3D wings cantilevered from a wall will be considered in this
thesis. The 3D code is used to solve the airfoil examples by using-a straight wing set
between two solid walls.
Far Field BC
The far field boundary condition is an approximation of the physical boundary condi-
tion at infinity, which is necessitated by a finite computational domain. The physical
condition is that disturbances must go to zero at infinity (except directly downstream
from the body, which will be treated shortly). Since the disturbances go to zero at
infinity, at some finite distance they become sufficiently negligible. Thus, the boundary
condition at infinity is replaced with a similar condition at a boundary far from the
body. In general, this can be imposed via a Dirichlet condition
S= 4l|farfield (3.18)
Carefully selecting 1far field so that it accurately represents the unbounded flow at
the far field boundary can significantly reduce the required size of the computational
domain. For instance, the wing can be modeled as a horseshoe vortex, and its associated
potential at the far field boundary can be used as 1fyarfield. For the purposes of this
thesis, 0lfarfield will be conveniently set to zero. This, in effect, sets the outer boundary
to a uniform freestream pressure. The limitations of this choice have no major effect on
the main thrust of the this work, though its effects will be seen in Chapter 5.
Outflow BC
Downstream from the body only the streamwise disturbances go to zero. This is because
the Kutta condition requires a jump in q across the wake. To allow this jump a Neumann
condition is enforced at the outflow boundary
VO. utf low = 0 (3.19)
where, n is the outward pointing unit normal vector at the outflow boundary.
Wake BC
The irrotational nature of the Harmonic-Unsteady Full Potential equation requires that
vorticity contained in a physical wake behind the wing be approximated as a zero-
thickness vortex sheet. The sheet is then made a boundary of the system, thus allowing
the interior to remain irrotational. The boundary condition applied to the wake is that
the wake cannot support a pressure difference. Since viscosity is neglected there is no
mechanism to shed vorticity, therefore, to set the circulation requires that an additional
constraint be imposed. This constraint, the Kutta condition, is based on empirical
observation and requires that the circulation be continuous at the trailing edge [25].
Computationally, this is just the wake boundary condition applied at the trailing edge
of the wing.
Physically the wake deforms and rolls up at the edges to satisfy the zero pressure
jump condition, so the computation should compute the geometry of the wake sheet as
part of the solution. This, unfortunately, is too computationally intensive and difficult.
Instead, the wake position in thesis is set by the grid generator and has no roll up at
the tips. In practice, this approximation has negligible effect on the solution for most
flow situations.
The wake surface represents two boundary surfaces, so two boundary conditions need
to be specified. On the upper surface the flux into the upper wake is forced to be equal
to the flux out of the lower wake
(pV n), - (pV n), = 0 (3.20)
On the lower surface the zero pressure jump condition is applied
p. - p1 = 0 (3.21)
where, ( ), and ( )r indicate evaluation on the upper and lower wake surfaces, respec-
tively. Substitute Eqs. (3.9) and (3.13) into Eq. (3.21) and rearrange to arrivd at the
final form of the wake boundary condition
2_(u- q )+ (V - V2) = 0 (3.22)
Wall BC
The final boundary condition is imposed on the surface of the body and requires that
the fluid adjacent to the body must have the same normal component of velocity as the
body. The development of this boundary condition has profound ramifications for both
the analysis and the sensitivity aspects of the present code. Because of its importance
this boundary condition will be explored in considerably more detail than the others.
The physical condition for the flow of an inviscid fluid around a solid body is that
no flux is allowed through the walls of the body
Rks - p (V - V) -n =0 (3.23)
VB TVB = at
Figure 3.2: Wall Boundary Condition Parameters
where, n is the wall surface unit normal vector pointing into the domain (see Fig. 3.2).
As explained in the previous chapter the aeroelastic equations will be solved using a
Newton method. Thus, the above equation needs to be put into linearized form. For
reasons that will become obvious, the wall boundary condition residual is written in
functional form as
Rbs = Rbs (p (~),V (); VB (T), n) (3.24)
where, T is defined in Fig. 3.2. The linearized form of this residual is
IRa 5\' IORbc E V I R \?
R' = Rr + 40  + B T) T +B On . (3.25)
Neither T nor n depend on the unknown, 0, so grouping all the unknowns on the left
hand side and setting Rf +i to zero leaves
( R 6 -4 6 , OR cs Vs B 6T R s r 6
- 4 = -R + P T) - TV -8  - ( .n
= -Rs +P (P n.6T)- pV 6n (3.26)
6n
Figure 3.3: Change in T and n Due to Wall Motion
The term on the left hand side and the first term on the right hand side represent
the steady analysis Newton system as can be seen by setting ST and 6n to zero. On
the other hand, with R 5cs set to zero the equation takes on the form of an harmonic-
unsteady equation. The two remaining terms on the right hand side will be used by the
unsteady code to represent body oscillations. As diagramed in Fig. 3.3, 6T and 6n can
be specified at each point on the body surface to produce a general motion.
As will be shown in Section 4.3, Eq. (3.26) can also be used to identify design
variables which control the shape of the geometry. This has the advantage of requiring
only a single set of routines to both enforce the analysis wall boundary condition and
to calculate the residual sensitivities for design. The manner in which 6T and 6n are
specified will be discussed in Section 4.3.
3.1.3 Linearized Steady and Unsteady Forms
The governing aerodynamic equations and boundary conditions are linearized using the
techniques outlined in Chapter 2. The details of the linearization process are given in
Appendix B, therefore only the final results will be given below. The linearized form of
the Unsteady Full Potential equation, for steady freestreams, is
P 6p + V - [6A Vr + AV (60)] = 6R
p= - V p ) [V)  6V + P 60] (3.28)
where, P is the complex frequency. The Newton equations for the Steady Full Potential
equation are recovered by setting 7P -+ 0 and 6R - -R. If P is nonzero then 6R is set
to zero and the system is complex and represents the Harmonic-Unsteady Full Potential
equation, where the harmonic assumption applies
(x, t) = ? (x) + 6q (x) ePt (3.29)
IV'I > IV () (3.30)
The superscript r in all four of the above equations designates evaluation using the
known solution. For steady flows this implies using the solution at the rth Newton step,
for unsteady flows it implies using the steady solution.
3.1.4 Finite Element Method Discretization
The aerodynamic equations are discretized using the Galerkin Finite Element Method
(FEM). This is a well known process, so the details are relegated to Appendix C.
3.2 Structural Equations
Typically the aerodynamic lines of an aircraft are set long before the structural details
are known well enough to produce a detailed FEM model [36]. Therefore, it does not
make sense for an aeroelastic design code to use a very elaborate structural model. In
this work a simple two degree of freedom typical section model, derived from equilibrium
equations, is used [4]
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where, the nondimensional parameters are defined as
.re = (4 ) / (c2 m)
a0 - (3.34)
q (,PcS) ( )2
and, S in the definition of q is a reference area for the wing. Notice that ( is a con-
version factor required to make these structural equations use the same nondimen-
sional frequency as the aerodynamic equations. These equations are applied only to the
harmonic-unsteady system so Eq. (3.33) are complex and static aeroelastic effects are
ignored.
3.3 Validity
3.3.1 Aerodynamic Equations
Selection of the Full Potential equation to model the aerodynamics brings with it certain
liabilities due to the assumptions used to prune the Navier-Stokes equations into usable
form. One drawback is the inability to correctly model variable strength shocks, which
produce entropy changes and generate vorticity. Typical examples are strong normal
or detached bow shocks. A consequence of ignoring entropy changes is that the Full
Potential equation allows non-unique solutions for certain transonic flow conditions [38].
Most shocks on practical designs are quite weak, and hence the lack of the capability
to handle strong shocks is not a reason for concern. It is possible to provide a correction
term to allow the Full Potential equation to more accurately predict strong shocks
[46]. In fact, the Full Potential equation may actually be more useful than the Euler
equations, since the latter can be shown to be a potential equation with a nonzero source
term in regions of vorticity [23]. Due to truncation error, the Euler equations provide
for false production of convected quantities and numerical diffusion.
The other limitation of the Full Potential equation is also shared by the Euler equa-
tions, namely the lack of viscosity. For streamlined bodies at typical flight Reynolds
numbers the viscous effects are confined to a thin region adjacent to the body. In many
instances these effects are small enough to be ignored. Once again, if they are not small,
it is possible to include a correction term by adding boundary layer coupling to the Full
Potential equation [23, 27, 32].
Using a time-harmonic formulation of the Full Potential equation to model unsteady
flows restricts oscillations for transonic cases to very small amplitudes. This follows be-
cause transonic flows are highly nonlinear and harmonic-unsteadiness assumes linearity.
A very slight change in the geometry can produce extremely large changes in the solu-
tion. This limitation is accepted because for flutter calculations the point of interest is
the point at which infinitesimal oscillations lead to flutter.
3.3.2 Structural Equations
The structural equations are valid for the linearly elastic response of a rigid two dimen-
sional airfoil constrained to undergo plunging and pitching motion. This is sufficient
to obtain the goals of this thesis. A more general set of structural equations, based on
modal analysis, is discussed, as an avenue for further work, in Section 7.3.
Chapter 4
Design
This chapter starts with a brief explanation of what sensitivities are and then discusses
two possible uses of the sensitivities to aid the design process. The design variables used
in this thesis are then presented. This chapter ends with a description of the distinction
between steady and unsteady design variables.
4.1 Introduction
The sensitivities of any system are defined as the derivatives of the system unknowns
with respect to a given set of design variables. In other words the sensitivities give the
first order change in the solution due to a change in the design variables. Additional
information concerning sensitivities can be found in the literature [41, 3, 1]
The design variables are simply parameters that a designer has control over and
can manipulate to change the solution. For example, wing sweep angle is a common
design variable in aerodynamic design. For the aeroelastic system outlined in this thesis
three distinct groups of design variables can be anticipated: shape, structural, and
aerodynamic. Each of these will be discussed shortly. The derivatives of the governing
equations with respect to the design variables that will be developed below are given in
Appendix E.
4.2 Utilizing the Sensitivities
4.2.1 Linear Design Perturbations
The solution and its sensitivities for a given problem can be used to approximate the
solution for a new problem. Combining Eqs. (2.5) and (2.14) and letting r + 1 indicate
the approximation for the new geometry and r indicate the current, or seed, geometry,
leads to an equation for an approximate solution
'APPROX = SEED + 9(4.1)
I=1
For small changes in the design variables, Eq. (4.1) is an excellent approximation to the
actual solution. It is important that all the design variables are also updated
jNEW = SEED + 6A (4.2)
The sensitivities of all the other quantities of interest can be obtained using the chain
rule formula
- o(4.3)
8Aj ou 8A1
It is possible to calculate the approximate value of any quantity, say H, by calculating
its sensitivity using Eq. (4.3) and then using Eq. (4.1) with U replaced with H. However,
it is easier to calculate HAPPROX by substituting UAPPROX into the routine used to
calculate H, thus O does not need to be calculated.
Equation (4.1) will be referred to as the linear approximation method. This method
is performed after the analysis procedure is converged and has absolutely no impact on
the analysis of the seed problem. Once the sensitivities are known, approximating the
solution for any number of cases with design variables slightly different than the seed
problem is trivial and nearly instantaneous. This is the lowest order accuracy provided
by the present code. The highest accuracy is provided by a full nonlinear analysis
which uses a body conforming grid around the geometry of interest. The intermediate
accuracy method is described next.
4.2.2 Nonlinear Design Perturbations
The technique listed in Section 4.2.1 is a linear process which makes use of the con-
verged seed solution and the sensitivities. It is also possible to perform a nonlinear
approximation within the code by allowing the design variables to change during the
analysis procedure. This process would lead to an exact solution to the new problem if
the grid were modified to reflect the new geometry. However, changing the grid for com-
plex geometries may be a time consuming process, so instead the geometry changes are
modeled using a modified wall blowing routine (see Section 4.3.1). Thus at convergence
the analysis procedure with the nonlinear perturbations in use will produce a nonlinear
approximation to the new problem. The benefit of using this nonlinear approximation
is that an excellent agreement with the true solution is obtained without the cost of
gridding the new geometry. Unlike the linear approximation method, the nonlinear
method is not instantaneous but requires several Newton iterations to converge. The
linear approximation solution, Eq. (4.1), constitutes one "free" Newton iteration and
can be used as the initial solution for starting the nonlinear approximation method.
This will reduce the required number of iterations for convergence by -one.
To restate the difference between the two approximation methods: the linear method
sets the change in all the design variables to zero until after the system is converged,
while the nonlinear method solves the analysis problem with nonzero design variables.
It must also be remembered that both methods are only approximations. The actual
solution of any new geometry can only be known "exactly" after the geometry is gridded
and run through the analysis code.
A schematic demonstration of the differences between the three levels of solution
accuracy provided by the present code is shown in Fig. 4.1. In this figure there are two
geometries and the various solutions for each are plotted versus a single shape design
variable, A. The first geometry, called the seed geometry, is defined by A = Ao and the
Figure 4.1: Schematic Comparison of the Linear and Nonlinear Approximation Methods
versus the Exact Solution
second geometry is a perturbed geometry given by setting A = Ao + 6A. The highest
accuracy solutions are represented in this figure by the curve labeled "Body-Conforming
Grid" and are obtained by analyzing a given geometry with a body-conforming grid.
Therefore, the most accurate solutions for the seed and perturbed geometries are rep-
resented in this diagram by Useed and Uez act, respectively. The next most accurate
solution for the perturbed geometry, Unonlinea', is provided by the nonlinear approxi-
mation method. This method models the perturbed geometry with the grid from the
seed geometry and nonzero wall transpiration. Since geometry perturbations are ap-
proximated so accurately with the modified wall transpiration boundary condition the
"Wall Transpiration" curve and the "Body-Conforming Grid" curve will be very similar.
The lowest level of accuracy is provided by using a linear extrapolation from Useed based
on the sensitivities. Therefore, Ulinea' will lie along the straight line labeled "Linear."
Figure 4.1 also gives an indication of how large 6A can be for each of the two
approximation methods. For the linear approximation method 6A is dependent on the
behavior of the actual solution near A0. If the solution is approximately linear with
respect to A the perturbation can be quite large, however, if the solution is nonlinear
6A must be kept small. The nonlinear approximation method is much less sensitive to
the size of 6A and in practice the perturbations can be very large, as will be seen in
Section 5.1.2.
4.2.3 Linear and Nonlinear Inverse-Design
The two perturbation methods listed above require the user to specify the change in the
design variables. This process can be automated in the special case of inverse-design.
Traditional inverse-design is the process of determining the geometry that will produce a
specified surface pressure distribution. The idea is to select a pressure distribution that
is optimal or at least good in some respect. For instance, for wing design the pressure
distribution for a clean wing could be used as the input for the inverse-design of a
wing/nacelle combination. The resultant geometry will produce a pressure distribution
that is little influenced by the addition of the nacelle [26].
There is nothing sacred about using pressure as the target distribution in an inverse-
design procedure. Any surface distribution, such as (, the boundary layer shape factor,
or as a test, the geometry, could be used. With this in mind the derivation of the
inverse-design equations for a general surface distribution, H, is presented below.
An inverse-design problem can be formulated by defining the error between the
current distribution, H, and the target
I = (H - Htarget)2dS (4.4)
where, the integration is performed over the surface of the geometry to be modified; By
differentiating Eq. (4.4) with respect to the design variables and setting the result to
zero leads to one nonlinear equation for each design variable
i - = (H- Hegt) (A8H) dS (4.5)
Once again, the Newton method is used to solve the nonlinear problem. The inverse-
design Newton system is
[G]' {6A}' = - {g}' (4.6)
where, the inverse-design Jacobian matrix is given by
G g H (OH 0 OH
G A - - dS + (H - Htarget) dS (4.7)
8Aj 8Ai BAj sAj Aj A
Fortunately, calculating the second order sensitivities, T ( ), is not necessary in
practice because the entire second integral is zero at convergence. Therefore the second
integral can be safely ignored without a paying a penalty on the Newton system's
terminal convergence rate [13]. The solution of Eq. (4.6) provides the values of the design
variables needed to produce the target distribution. Unlike the Newton system used for
the aeroelastic system, this Newton system is very small. For L design variables the
Jacobian matrix is L x L, and for most problems L < 50. The only restriction on the
choice of the design variables is that the design variables must be linearly independent,
otherwise the Jacobian matrix will be singular.
As with the perturbation methods, there is a linear and nonlinear version of the
inverse-design procedure. The inverse-design procedure produces a linear approximation
to the new geometry if it is performed after convergence. The inverse-design procedure
can also be used during the Newton convergence process which requires finding the
sensitivities after each Newton cycle [13]. Since the design variables will be changed
during the convergence process this will produce a nonlinear approximation to the new
geometry.
When using a iterative matrix solver it is relatively costly to calculate the sensitivities
after each Newton step. However, the computational burden can be reduceed by using
the calculated sensitivities from the previous Newton as the iterative solver's initial guess
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Figure 4.2: Sensitivities Calculated After Each Newton Step
for the sensitivities at the current Newton step. Fewer iterations will then be needed for
the solver to converge since the sensitivities do not change significantly from one Newton
iteration to the next, as can be seen in Fig. 4.2. This figure shows the sensitivities,
, calculated after each of the first four Newton steps for a typical 2D airfoil. In this
case the Newton analysis system converged in seven iterations and no changes in the
sensitivities were observed after the fourth iteration. The design variables used were
the first and second Chebychev modes.
The number of GMRES iterations needed to converge the various right hand sides
(RHS) of the Newton design equation are listed in Table 4.1. Although the number
of GMRES cycles needed to converge the analysis solution vector stays relatively con-
stant, the number of GMRES cycles needed to converge the sensitivity vectors drops
dramatically as the analysis problem nears convergence. If GMRES were not started
with the previous sensitivities, the sensitivity calculations would require approximately
50 GMRES steps every single Newton iteration. Using the previous sensitivities to start
GMRES decreases the operation count slowly at first but eventually has a tremendous
impact.
Table 4.1: GMRES Iterations Needed To Converge Sensitivities
RHS # 1 RHS # 2 RHS # 3
Analysis P1t Chebychev Mode 2 nd Chebychev Mode
Newton Step GMRES Cycles GMRES Cycles GMRES Cycles
1 50 50 50
2 55 46 43
3 59 49 43
4 49 48 44
5 46 37 33
6 39 17 14
7 47 8 8
4.3 Shape Design Variables
Shape design variables control the external surface shape of the body being analyzed.
For a wing the major shape design variables are the wing sweep, aspect ratio, dihedral,
planform shape, and cross-sectional shape and twist distributions. These parameters
have a significant effect on not only the aerodynamic characteristics, of a wing but also
the structural characteristics.
Because the purpose of the shape design variables is to allow the designer control
over the shape of the body immersed in the fluid, the most general choice would be the
X, y and z components of every point on the surface of the body. This is indeed com-
pletely general, but the enormous number of design variables required by this technique
prevents its use in practice. Furthermore, if every point on the body is allowed to move
independently there is no guarantee that the resulting shape will be smooth [13].
An alternative technique is to use the parameters listed above (wing sweep, dihedral,
etc.) as the design variables. This leads to a tractable number of physically relevant
and easily understood design variables. Unfortunately, these parameters do not appear
explicitly in the governing equations, although, they are contained implicitly in the wall
surface normal vectors.
Notice that the wing parameters change the geometry by forcing all the surface
points to move in a specified manner with respect to all the other points. This can be
replicated by using mode shapes as the design variables. With this method geometry
changes are given by
6x= f (s, r) 6Ai (4.8)
where, fj are known mode shapes and 6A are the design variable changes. The mode
shapes specify how each point on the wing moves in relation to its neighbors, while the
design variables specify the weight given to each mode shape in determining the total
geometry change, 6x. General control over a single surface node is possible by using
3 modes, each of which is nonzero only at the node of interest and points in a single
coordinate direction.
4.3.1 Derivation
The link between the mode shape amplitudes, the geometry, and the equations is de-
tailed below.
Any geometry can be written as a seed geometry plus a summation of mode shapes
XBI (, r ) = XB (s, r) + f(S, r) 6A (4.9)
where, ( )B denotes the seed geometry and ( )sI the new geometry (see Fig. 4.3).
Equation (4.9) is a general description for changing a body's surface geometry.
Modeling Geometry Changes with Wall Transpiration
One method for linking the geometry changes in Eq. (4.9) to the aerodynamics is through
the use of wall transpiration [33]. This is commonly used in boundary layer coupling
r=1
r =
Figure 4.3: Geometry Perturbations and Wing Surface Parameterization
methods since the actual shape of the wing, and thus the mesh, remains constant; the
geometry change is approximated by enforcing a porous wall boundary condition.
For finite displacements, wall transpiration, or blowing, can only model geometry
changes normal to the surface of the body. Therefore, Eq. (4.9) needs to be restricted
to normal displacements
S6x, nV = n ( f 6A (4.10)
where, n is the surface outward unit normal vector and D, is the magnitude of the
displacement. The amount of wall blowing required to approximate a given geometry
perturbation can be calculated from
pv = V -(pVV,)
= V.(pV)V +pV.V(V,)
= PV-V (Zf8AI
= pV.- V (f)86A (4.11)
1
The first term in the second line is a statement of continuity and is therefore zero.
The wall blowing boundary condition is enforced by replacing the solid wall boundary
condition with the wall transpiration boundary condition
0
Is = 
b.)
Figure 4.4: Mode Shapes: a.) Normal Mode; b.) Breakdown of Normal Mode for Finite
Displacement; c.) General Mode
Rbks = pV -n - pv, (4.12)
The derivative of this equation with respect to the shape design variables is
OR b5  = a
8AI 8At
= -pV -Vf( (4.13)
This formulation works very well for infinitesimal shape changes. It also works well
for changing the shape of 2D airfoils, adding boundary layer effects, or any case where
the finite displacements are very nearly normal to the surface. For pure rotations or
translations, or general 3D perturbations (such as wing sweep) the finite mode shapes
cannot be defined normal to the surface. Normal and general modes shapes are com-
pared in Fig. 4.4 along with an example of a geometry change that cannot be reproduced
using normal mode shapes.
Modeling Geometry Changes with Modified Wall Transpiration
In this thesis a method is developed which allows general mode shapes to be used with
the ease of implementation of the wall transpiration technique. The derivation starts
with the steady form of the general wall boundary condition developed in Section 3.1.2
( ORs) 6 = -R, 5 - pV -8n (4.14)
c.)a.)
By comparing this with the design Newton system equation, Eq. (2.13), it is evident
that
(RA ) 6A= (pV) - n (4.15)
Since Jn is a three dimensional spatial variable while A is not, JA cannot be set equal
to 6n. However, let the change in the normal vector be written as
6n = On ) 6At (4.16)
thus, the residual sensitivity vector for the eth shape design variable is
ORb pV. (n) (4.17)
OAI  xA 1 )
This expression can now be directly compared to Eq. (4.11). The two expressions are
the same if
On () (4.18)
So if g'(A) is everywhere perpendicular to the normal mode shape, f[l, the two methods
are the same. The interest in this method occurs when the two methods are not the
same, since nowhere in the development of Eq. (4.17) was it assumed that the defor-
mation was normal to the surface of the seed geometry. Making the method even more
useful is the fact that its implementation is no more complicated than wall blowing, and
the same procedure is followed except that the wall normal sensitivities, ', are used
in place of the displacement mode gradient, Vf p. Equation (4.17) will be referred to as
the modified wall blowing equation.
To this author's knowledge this thesis is the first time the linearized wall bound-
ary condition has been used to calculate sensitivities for non-normal wall deformations.
Work by SenGupta et al. [40] also contains the linearized moving wall boundary con-
dition, Eq. (3.26), but with a wall transpiration term included. Use of their code for
design was not discussed in their paper, so it is unclear whether design changes are
made using the wall transpiration term or with the method derived above.
At this point the only unknown term in Eq. (4.17) is the expression for the wall
normal sensitivities, l--. Calculating this term is straightforward and is contained in
Appendix E.
4.3.2 Use of Mode Shapes
The advantage of using the modified wall transpiration method to model geometry
perturbations is that the mesh remains constant. The disadvantage is that the change in
the geometry is only an approximation, although an excellent one in many cases. Mode
shapes are used by the design-sensitivity routines and by the unsteady wall boundary
condition routines.
A disadvantage of using mode shapes to define geometry changes is that rigid body
rotation modes are only strictly true for the single angle for which they were derived.
For instance, a 10 pitch mode shape can be created, but for any amplitude other than
unity the perturbation is only an approximation of the desired rigid body rotation.
This drawback is completely independent of the fact that wall transpiration is used to
simulate the geometry change. Instead, it has to do with the manner in which the
design variables are defined in terms of 6T. An example is shown in Fig. 4.5. In this
example, 6T is defined for a rotation angle of 0. If this mode shape is used to simulate
a rotation of 40 the geometry is skewed since 46T still points in the same direction as
6T. However, all of the geometry motions used in this thesis assume small amplitude
oscillations, so the error induced by skewing the geometry is on the same order as all
the other approximations inherent in this thesis.
It is important to note that when calculating sensitivities the modified wall boundary
condition is not actually implemented. The formulation is only needed to define the
extra right hand sides of the design Newton system. The Jacobian matrix and residual
vector are unchanged, therefore, the analysis is unchanged. This holds unless a nonlinear
perturbation is being performed.
Figure 4.5:.Wall Rotation
4.3.3 Creating 3D Mode Shapes
A three-dimensional mode shape is a vector function defined over the surface of the seed
geometry. The E-, y-, and z-components of f give the z-, y-, and z-displacements
of every point on the surface of the wing, respectively. The 3D mode shapes are gener-
ated by specifying the seed and new geometries and using Eq. (4.9). Both the seed and
new wings are defined by a series of airfoil sections with the span location, leading edge
location, section twist, and section chord given for each. This is the same method used
by the grid generator, so few additional computer routines needed to be written.
The mode shape generator can produce two types of mode shapes. The first type will
be referred to as "difference modes" and the second type as "specified shape modes".
Difference modes are useful for simulating known geometry perturbations, such as occurs
for wing oscillations. In this case the shape of the wing is known a priori so the mode
shape can be calculated directly from Eq. (4.9). However, for design it is often convenient
to specify the shape of the mode rather than the new wing. These specified shape modes
are generated by using the desired 2D mode shapes as the airfoil sections of the new
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wing and setting the y-component of the seed geometry to zero before using Eq. (4.9)
to compute the mode shape. In other words only the seed wing's planform is used to
generate specified shape modes.
In this work, the 3D mode shapes are generated within the analysis/design code
using the actual seed geometry contained within the mesh file and the user supplied
wing shape parameters for the new wings (each new wing represents one design variable).
Originally, the modes were generated using a separate program which output the mode
shapes in discrete form, and were then read in by the analysis code. This method failed
for mode shapes with discontinuities, unless the seed wing and the mode shape were
defined at the same (a, r) location. By generating the mode shapes within the analysis
code the mode shape will always be defined at the seed nodes. A side benefit is a savings
in memory since large mode shapes files do not need to be kept on disk.
4.3.4 Examples of 2D Mode Shapes
For difference mode shapes, the mode shapes are usually just airfoil shapes and no
elaboration is required. For specified shape modes almost any 2D function can be used,
the choice depending upon the application. Strong general candidates are: 1.) pure sine
waves 2.) Chebychev polynomials [22], 3.) leading edge modes [9], and 4.) Poll modes
[33]. These are shown in Fig. 4.6 and are given by
Sine Modes: fID (s) = -sin (n7rs) (4.19)n
Chebychev Modes: fnD (a) = -- cos ((4n)cos 1 (s)) (4.20)
Leading Edge Modes: fnD (s) = 16ri 2 (1 - s)e - m in (15,2s e) (4.21)
Poll Modes: f2D (a) = sin2 (rs)
fD(a) = sin2 (is )
f2D (a) = sin2  4)
f2D (s) = si 2  s (4.22)
fD (s) = sin (rs")
sin ((1_S)2)
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Figure 4.6: Representative 2D Mode Shapes
Figure 4.6: Representative 2D Mode Shapes
n=5
n=4
n=3
n=2
n=1
n=6
n=7
where, rte in the definition of the leading edge mode shapes is the leading edge radius.
Not all of these modes will be used in this thesis, but they have proven useful in the
past so they are offered here for reference.
With mode shapes it is easy to modify only portions of a geometry, since anywhere
f is zero the seed geometry will remain unchanged. The is shown by the leading edge
curvature mode shapes shown in Fig. 4.6, which are nonzero only in the vicinity of the
leading edge.
.. n = 5
------------------------------n 3
4.4 Structural Design Variables
The structural design variables are those variables that control the structural or material
properties, for instance, mass and stiffness distributions. When using the two degree
of freedom typical section model the three structural parameters in Eq. (3.33): ze, re,
and, f,, are used as the structural design variables.
4.5 Aerodynamic Design Variables
The final category of design variables are those that do not fall into either of the other
two categories. The two most important are: Mfo, and P. Two additional possibilities
are a and c&, the steady angle of attack and the gust parameter. The former is easily
handled using a shape design variable which produces a rigid body rotation of the
geometry. The latter is not included as gusts are not considered in this thesis.
4.6 Steady versus Unsteady Design Variables
For any harmonic-unsteady problem all the design variables can be easily classified into
those that remain time invariant and those that oscillate with time, hereafter referred
to as steady and unsteady design variables, respectively. In most cases each steady
design variable will have an unsteady equivalent. This does not imply that every steady
design variable will have a relevant unsteady design variable, or vice versa, it is merely a
possibility. As an illustrated example, consider the design of a canard used to alleviate
oscillating gust loads. The mean angle of attack of the canard is a steady design variable,
useful when computing trim requirements. The amount the angle of attack oscillates
about the mean value is the equivalent unsteady design variable. As this example
illustrates, most design variables can be broken into steady and unsteady by applying
the harmonic assumption, Eq. (2.6), with f replacing H, however there is at least one
exception. For forced vibration problems, the frequency is a design variable which has
no steady equivalent and cannot be decomposed using Eq. (2.6).
The difference between the steady and unsteady design variables becomes important
only when calculating sensitivities of the unsteady problem. The steady problem is
independent of the unsteady problem and therefore independent of the unsteady design
variables. The sensitivities of the steady solution are given by Eq. (2.15). The harmonic-
unsteady problem, on the other hand, requires use of the steady solution, thus any design
variable which influences the steady solution also influences the harmonic solution, even
if the design variable does not appear explicitly in the governing harmonic equations or
the boundary conditions. So, it is important to keep in mind that the name "steady
design variables" does not imply that these design variables influence only the steady
solution.
The residual sensitivities for the unsteady problem are given by Eq. (2.19), which is
a more general form of Eq. (2.15), with P replaced by the steady solution vector and U
replaced by the unsteady solution vector. The terms in Eq. (2.19) can be appreciated
by looking at three simple cases, which can be done for a single unknown and a single
design variable so that the equation becomes a scalar equation. First, let the sole
design variable be an unsteady design variable. In this case, the sensitivity of the
steady solution, !, is zero. Now consider the case with a steady design variable which
does not appear in the unsteady equations. For this case the last term in brackets, 8,
will be zero. The final case is with a steady design variable which does appear explicitly
in the unsteady equations. For this case, none of the terms are non-zero.
In the code it was found expedient to group all the steady design variables at the
top of the design variable array with all the unsteady design variables at the bottom
{A} = { A '}  (4.23)
This was used rather than grouping all the shape design variables together and all the
structural design variables together, etc. because using Eq. (4.23) made it possible to
use the steady sensitivity routines with only minor modification by the unsteady code.
Chapter 5
Results
This chapter discusses the results of the present code. The outline for this chapter is
to present steady examples first, unsteady examples second and aeroelastic examples
last. The steady and harmonic-unsteady versions of the present code are called SWF
and UWF, respectively. Two dimensional and three dimensional problems will be given
for both analysis and sensitivity calculations.
5.1 Steady Examples
Although the goal of this work is to calculate aeroelastic sensitivities, the performance
of the steady code is of major importance. This follows from the fact that the harmonic-
unsteady code uses the steady solution to generate the Jacobian matrix. Therefore, a
full range of steady results will be given.
5.1.1 Steady Analysis
2D Steady Analysis - Incompressible
The first steady example is a simple 2D, incompressible flow case. The geometry is
a NACA 3312 airfoil immersed at 50 angle of attack in a steady freestream. Figure
5.1 compares the distribution of C, over the airfoil calculated with the present steady
code, SWF (solid line), to the Euler code ISES, [14, 18] (dotted line). For reference,
the 4 distribution calculated by SWF is included in the right plot of this figure. No 4
comparison is possible since ISES does not calculate the perturbation velocity.
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Figure 5.1: 2D Steady Analysis - Incompressible: Comparison with ISES
As expected for this incompressible test case the C, curves from the two methods
match very well but the current code tends to underpredict the lift and moment co-
efficients slightly, 3% and 6%, respectively. Also notice that the SWF and ISES wake
positions are different. SWF sets the wake position a priori, while it is calculated as
part of the solution in ISES. For 2D steady inviscid flow the wake position has no effect
on the solution.
2D Steady Analysis - Supercritical
This example is chosen to show the performance of the Full Potential code on a shocked
flowfield. The geometry is a RAE 2822 supercritical airfoil at Moo = 0.73 and a = 1.600.
Figure 5.2 compares the C, and Mo distributions for SWF and ISES, the solid and
dotted lines, respectively.
This is a relatively severe case for the potential method since the Mach number
upstream of the shock is pushing the generally-accepted Full Potential limit of 1.3. As
can be seen, the solutions match very well everywhere except along the roof top. The
lift and moment coefficients are within 7% of the ISES results. The drag coefficient, on
the other hand, is substantially overpredicted. This is the result of SWF using pressure
integration to calculate the drag, which is a notoriously poor method. However, the
drag has little influence on flutter and therefore is not of major concern in this work. A
much better drag calculation method is available, but will not be considered here [32].
Figure 5.2: 2D Steady Analysis - Supercritical : Comparison with ISES
As discussed in Section 3.1.2, the far field boundary condition used by SWF is very
simple. To obtain the results shown in Figs. 5.1 and 5.2 SWF used a domain with the
outer boundaries 60 chord lengths away from the body. However, for the purpose of
testing the accuracy of the sensitivity calculations the boundary radius can be reduced.
The slight decrease in analysis accuracy is acceptable since the boundary location has
no influence on whether or not the sensitivities are calculated correctly. Therefore, in
the remaining examples the outer boundary is approximately 20 or 30 chord lengths
away from the body.
3D Steady Analysis - Compressible
The 3D steady example compares the computational solution for the LANN wing, at
M, = 0.77 and a = 2.60, to experimental data [6, 52]. Following standard procedure,
the comparison was made at the same lift coefficient rather than at the same angle of
attack. The C, distributions are compared at six span stations: r = 0.2, 0.32, 0.47,
0.65, 0.83 and 0.95.
The C, curves along the four span stations are presented in Fig. 5.3. The comparison
is reasonable, although not as accurate as it could be. A finer grid would help to better
capture the shock. A boundary layer code would also help here.
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Figure 5.3: 3D Steady Analysis - Compressible: Comparison with Experiment
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5.1.2 Steady Design Perturbations
2D Steady Design Perturbation - Sensitivity Comparisons
The first two sensitivity test cases will be used to demonstrate how well the Design
Newton System steady sensitivities compare to the sensitivities calculated using finite
differencing. To calculate the finite difference curves, the seed geometry was first mod-
ified by adding a small increment of a design variable to it. This modified geometry
was gridded and then analyzed using the steady code. Then, the seed geometry was
modified by subtracting a small increment of the design variable from it. This too was
gridded and analyzed. The finite difference result was obtained by subtracting the two
solutions and dividing by the total incremental difference in the design variable.
In the next two figures, sensitivities calculated quasi-analytically in SWF (dotted
line) are compared with finite difference results (solid line). Since the Steady Full
Potential equation depends not on 0 but on VO , the slopes of the sensitivities, rather
than the magnitudes, should be the same for the quasi-analytic calculations and the
finite difference calculations. Both these figures plot the 0 sensitivities with respect
to six design variables. The seed geometry is a RAE 2822 airfoil at Moo = 0.73 and
a = 0.00. The solution is not shown but it has a small supersonic region on the upper
surface.
In Fig. 5.4 the chosen design variables are six of the seven Poll modes, as shown
in Fig. 4.6, applied antisymmetrically to the upper and lower surfaces of the airfoil
producing design variables that effect only the camber of the seed airfoil. The agreement
is superb. The influence of the shock is limited to design variables A 1, A 6, and A 7 at
z/c = 0.55 on the upper surface.
The second case is similar to the first, except now the Poll modes are applied sym-
metrically to the airfoil producing design variables that effect only the airfoil thickness
distribution. Again, as shown in Fig. 5.5 the comparison is excellent.
.FINITE DIFFERENCE
QURSI-RNRLYTEC .
5.00
0 (PH 1/0 (AA 0.00
INVSlCID
3.00 HRCH - 0.73
ALFA a 0.00
3.00
00X/C
-1.00
-3.00
-5.00
-FINITE DIFFERENCE
OUASI-ANALYTC ...............
5.00
0(PHI)/ (A3) ETA - 0.00RE - INVISCID
3.00 HACH a 0.73
ALFA • 0.00
1.00
-x/C
-1.00
-3.00
-5.00
uFINITE DLFFERENCE
QUASI-ANALYTIC ...............
5.00
D (PHI]/O (A21 ETA - 0.00
RE INVISCID
3.00 H ACH o. 0 73
RLFA 0.00
-3.00
-5.00
.FINITE DIFFERENCE
QUASI-ANARLYTIC ...............
5.00
D(PHI) / O(ll ETA - 0.00
RE - INVISCID
3.00 MACH * 0.73
ALFA 0.00
1.00
x/C
-1.00
-3.00
-5.00
Figure 5.4: 2D Steady Design Perturbations - Sensitivities: Calculated versus Finite
Difference (camber design variables)
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Figure 5.5: 2D Steady Design Perturbations - Sensitivities: Calculated versus Finite
Difference (thickness design variables)
2D Steady Design Perturbation - Subcritical: Pitch Mode
The above two examples show graphically the accuracy of the sensitivities calculated
quasi-analytically. The following three figures are meant to convey one manner in which
the sensitivities can be used for design, in addition to reinforcing the accuracy with which
the sensitivities are calculated. In each of these figures, four curveq are included:
1. SEED: The solution for the seed geometry calculated using SWF in pure analysis
mode.
2. APPROX - linear: The solution for the new geometry approximated linearly
using the seed solution and sensitivities after solving for the flow around the seed
geometry (see Section 4.2.1).
3. APPROX - nonlinear: The solution for the new geometry approximated nonlin-
early by modifying the wall boundary condition during the seed geometry solution
process (see Section 4.2.2).
4. EXACT: The solution for the new geometry calculated using SWF in pure anal-
ysis mode.
In each of the figures, the airfoil geometries for each method are plotted. For the two
approximation methods the geometry does not actually change and neither do the grids,
as both use the seed geometry grid. The geometry change along the airfoil is specified
by the design variables and can thus be represented when plotted out, however, no such
information is available along the wake. This explains the discontinuity at the trailing
edge in Fig. 5.6.
Figure 5.6 shows a sub-critical compressible case with a solid body rotation about
the leading edge used as the design variable. The seed geometry is a RAE 2822 at
a = 00 and the new geometry is the same airfoil at a = 30
Since the subcritical lift curve slope is constant, approximating the change in angle
of attack with a linear perturbation should be exact (since in this case the lift sensitivity
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Figure 5.6: 2D Steady Design Perturbations - Subcritical Design: Pitch Mode
is in fact the lift curve slope). The nonlinear approximation should be exact for the same
reason. As can be seen in the figure this is very nearly the case. The two approximate
C, solutions lie everywhere atop the exact solution except for the suction peak at the
leading edge where the linear approximation solution underpredicts the Cp. This clearly
upholds the expectations. The force coefficient predictions are equally good.
The 0 predictions do not appear to be as good, however, the magnitude of 0 is
unimportant since only its gradient enters the aerodynamic equations. The slopes of
the 4 curves match quite well.
2D Steady Design Perturbation - Subcritical SEED/Supercritical NEW
The second design perturbation example is deliberately contrived to expose the worst
case scenario for the linear approximation method: a subcritical seed solution and a
supercritical new solution. The seed geometry is a NACA 0012 at a = 00 with the
freestream Mach number selected to keep the solution subcritical. The design variable is
defined to convert a NACA 0012 airfoil into a NACA 3312 airfoil. This geometry
change is large enough to cause the new solution to be supercritical. Obviously, a
linear approximation method cannot be expected to accurately predict the change in
the solution.
As shown in Fig. 5.7 the linear approximation results are as expected. The compar-
Figure 5.7: 2D Steady Perturbation - Subcritical/Supercritical Design: NACA 3312
Mode
ison is reasonable along the lower surface and a small portion of the upper surface but
fails in the shock region. However, the nonlinear method is, for all practical purposes,
exact. This is true even though the change in 0 is quite large. This example was not
included to justify condemning the linear approximation method, but rather to high-
light the differences between it and the nonlinear method. Each approach has a use as
explained in Chapter 4.
2D Steady Design Perturbation - Supercritical
The final picture in this trilogy shows what happens when both the seed and new
solutions are supercritical. The seed is a NACA 0012 airfoil at Mo = 0.75 and a = 1.00.
Since this is a transonic case the solution is highly dependent on the geometry, and
therefore the change in the geometry must be small for the linear approximation to be
valid. The chosen design variable converts the NACA 0012 airfoil to a NACA 0013
airfoil.
Both the linear and nonlinear methods do a good job of matching the new solution,
with the nonlinear approximation being nearly perfect (see Fig. 5.8). The linear ap-
proximation is very good everywhere except in close proximity to the shock. The lift
coefficient is obtained to within 2%, while the absolute moment coefficient is so small
that the large relative discrepancy is deceiving.
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Figure 5.8: 2D Steady Perturbation - Supercritical Design: NACA 0013 Mode
Before condemning the linear approximation method it must be kept in mind that
the linear approximation solution is nearly instantaneously found from a seed solution
and a given geometry perturbation. This has substantial benefits for a designer. The
nonlinear solution, even though it does not require gridding the new geometry, does
require additional Newton steps to converge. The linear solution is one Newton step
and can be used to start the nonlinear method, thus reducing the number of Newton
steps required for convergence by one.
2D Steady Design Perturbation - Aerodynamic Design Variable: M,
The above examples have shown a small selection of shapes that can be used as design
variables. In addition, Fig. 5.6 shows how well the present method works even for
highly nonnormal mode shapes. Now consider an aerodynamic design variable, M,.
As can be seen in Fig. 5.9 the linear approximation method can model changes in
Mach number as well as changes in shape. For this supercritical case, even a slight
change in M, will cause a significant change in the solution. For this case, M, for
the seed airfoil was 0.725 while the exact was 0.73, a 6M, of only 0.005. The change
in C, is confined to the shock position and is well captured by the linear method. The
difference between the approximate and exact 0 curves cannot be seen in this figure.
The linear method captures the change in both CL and CM
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Figure 5.9: 2D Steady Perturbation - Aerodynamic Design Variable: MO
To avoid cluttering the figure, the nonlinear approximation was not included. It is
unnecessary in any event because the nonlinear approximation and the exact solution
are the same in this case. This is because changing Moo during the solution process
does not require the use any approximations. This is unlike the case for shape design
variables for which the geometry change for nonlinear approximations is modeled using
an approximate wall boundary condition.
3D Steady Perturbation
The sensitivities can also be used to approximate solutions for 3D problems. In this
example the solution for a simple swept wing defined by RAE 2822 airfoils at the root
and the tip is linearly approximated from a seed wing with NACA 0012 sections. The
freestream conditions for both the seed and new geometries are: oo = 0.50, a = 1.500.
Figure 5.10 compares the Cp curves for the seed, linear approximate, and exact
solutions at eight span stations: 71 = 0.0, 0.14, 0.28, etc.. The seed solution is included
in this plot to indicate the amount the solution changes. The approximate solution
captures the exact solution very well and the force coefficients are within 5% of the
exact values.
A different form of presenting the same information found in Fig. 5.10 is presented
in Fig. 5.11. In this figure contours of (p are plotted over the upper and lower surfaces
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Figure 5.12: 2D Steady Inverse-design - Two Design Variables: a.) Comparison of the
Seed, Approximate, and Target Solutions; b.) Comparison of Exact and Approximate
Solutions
of the wings. In this plot it is easier to see how much the cp distribution changes and
how well the approximate solution captures the change.
5.1.3 Steady Inverse-design
As another demonstration of the accuracy of the calculated sensitivities an inverse-design
example will be given. The example is not meant to be a realistic design problem, but
rather a simple demonstration of the inverse-design method with a view to validating
the sensitivities.
2D Steady Inverse-design
To allow a direct comparison between the design variables calculated by the inverse-
design method and their actual values a known geometry was used to create the target
C, distribution. The target geometry was a RAE 2822 airfoil at a = 2.60 and the seed
geometry was a NACA 0012 airfoil at a = 0.00. Two design variables were used in this
example. The first design variable was defined to produce an angle of attack of 1.00
when A, = 1.0. The second design variable was defined such that for A2 = 1.0 a RAE
2822 airfoil is produced.
Table 5.1: Comparison of Calculated Design Variables to Exact Values
The target distribution and the solution produced by the linear approximate inverse-
design routine are compared in the left plot of Fig. 5.12. The seed solution is included in
this plot for reference. As can be seen, the agreement between the approximated solution
and the target is quite good, though not perfect. Although not plotted in this figure,
slightly better agreement is obtained by using the nonlinear inverse-design routine. The
calculated and exact values of the design variables are shown in Table 5.1. As expected,
at least for the angle of attack design variable, A 1 , the nonlinear approximation is better
than the linear approximation, with 8.5% and 11.9% differences from the exact values,
respectively. For the NACA 3312 design variable, A 2 , the linear approximation was
actually a little better than the nonlinear approximation. However, the error in both
methods was so small that this is not considered significant.
Since the inverse-design routine is an approximation it is important to grid and
exactly analyze the final geometry as a check on the approximate solution. The right
plot of Fig. 5.12 compares the exact Cp distribution around the calculated geometry
with the linear approximate solution. The difference between the two solutions is small,
but the exact solution has slightly different C,'s at leading edge and maximum thickness
locations. These differences lead to a higher CL than predicted.
Two final points need to be made regarding this example. The first point is that
the inverse-design Newton system converged in four iterations with, for all practical
purposes, quadratic convergence. This is a good indication that the second order sen-
sitivity term in Eq. (4.7) can be safely ignored. The second point has to do with the
angle of attack mode shape. As was stated in Section 4.3.2, pure pitch modes produce
skewed geometries for all amplitudes except for the amplitude used to define the mode
A, A2
Exact 2.6 1.0
Linear 2.90849 1.01559
Nonlinear 2.82117 1.03808
shape. In this example, the pitch mode was defined for A1 = 1.0 with an expected final
value of 2.6. This example case was redone using a pitch mode defined at A1 = 2.6 to
see if the skewing effect was degrading the final solution. The final values of A1 using
this new mode shape were off from the exact value by almost exactly the same amounts
as with the original pitch mode: 8.6% and 11.8% for the nonlinear and linear methods,
respectively. This shows that small deviations from the defined pitch mode amplitude
will not seriously affect the outcome.
5.2 Unsteady Examples
5.2.1 Unsteady Analysis
2D Unsteady Analysis - Comparison with BVI
The first unsteady example is a comparison with BVI, a 2D, incompressible, time march-
ing code based on conformal mapping [12]. The results from BVI were put into harmonic
form using the fourth cycle of a five cycle run. Two different motions were analyzed,
pitch and plunge, each at three reduced frequencies: 0.005, 0.05, and 0.5. The mean
solution is the same for each case; the airfoil is a RAE 2822 at Moo t 0 and a = 2.00.
The Cp curve for the steady solutions are shown in Fig. 5.13, along with the #
distribution from UWF. The difference in the curves is due to the simple far field
boundary condition used by SWF. If CL were matched instead of a the curves would
line up better, however, the difference is small everywhere except at the leading edge
pressure spike and the effect on the harmonic solution is minimal.
The unsteady results from UWF (solid line), for each of the six test cases, compare
very favorably with BVI (dotted line), especially at the lower reduced frequencies. Since
the six examples are all very similar, only three representative samples are documented
in Fig. 5.14. In each, the real part of the harmonic C, distribution is plotted on the
left with the corresponding imaginary part on the right.
Figure 5.13: 2D Unsteady Analysis - Comparison with BVI : Mean Solution
In the figure, the maximum oscillation amplitude is shown by the plotted airfoil
geometries. The harmonic unsteady code, UWF, models the body motion by using the
modified wall boundary condition, rather than an actual motion, just like the design
routines. As was discussed above, the geometry change along the airfoil is specified by
the unsteady motion shape and can thus be represented when plotted out. However,
no such information is available along the wake. This explains the discontinuity at the
trailing edges in Fig. 5.14. Also be aware that the y-axes do not all have the same scale.
In addition to the C, curves, the harmonic lift and moment coefficients are compared
in Figs. 5.15 and 5.16, with the real components on the left and the imaginary compo-
nents on the right. For comparison, the steady results from a 2D panel code, XFOIL
[11], are included where appropriate (as a real component for the pitch cases and an
imaginary component for the plunge cases). In the limit as the reduced frequency goes
to zero the UWF and BVI results should approach this value for one of the components
while the other goes to zero.
As can be seen in Fig. 5.15 UWF slightly underpredicts the lift and overpredicts
the moments, which is attributed to the simple far field boundary condition. However,
the trends are the same and in fact the lifts are off by an almost constant factor. The
correct zero frequency limit is approached in each case.
Similar statements hold for the plunge motion, Fig. 5.16, with the exception of the
imaginary moment coefficient. Here UWF and BVI give very different answers, though
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Figure 5.14: 2D Unsteady Analysis - Comparison with BVI: a.) Pitch Solution, k =
0.005; b.) Pitch Solution, k = 0.05; c.) Plunge Solution, k = 0.5
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Figure 5.15: 2D Unsteady Analysis - Comparison with BVI : Forces Versus Reduced
Frequency for Pitch Case
the trend is the same. Neither method approaches the zero frequency limit, however
the absolute CM differences are quite small in any event.
2D Unsteady Analysis - Comparison with Experiment
The next two comparisons are between UWF (line) and experiment (symbols) [5, 8].
The first is a subcritical case, M. = 0.5, and the second is supercritical, M,. = 0.8
for a NACA AMES 64A010 airfoil. In these plots the AGARD convention of scaling
C, by the magnitude of pitching mode is followed. The mean solutions are not shown,
however, CL was matched and the steady C, curves compared very well.
Figure 5.17 is the subcritical case with excellent agreement between calculation
and experiment for the Cp curves, for both the real and imaginary components. The
-- - - - - - - - -- - - - - - - - 11 -- - - -
0.40
0.30-
0.20-
0.10.
0.000.
0.(051
0.20 0.30 0.40 0.50
05 ' 
"
~-~---~-~-5-'
~---'----
-- A-
)0 0.10 0.20 0.30 0.40 0.
0.20 0.30 0.40 0.50
a.__UWF
.__,BVI
0.50 w r) vs k
0.40
0.30
0.20
0.10
n
t,+UWF
,BVI
0.00 0.10 0.20 0.30 0.40 0.
k
nnn :(dy) vs k
-0.004t
-0.008*
)-0.012
-0.0126
-0.016-
n 9 NRr') vs k
-0.020 0.300.00 0.10 0. o 0.0 0.40 0.50
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harmonic coefficients do not agree nearly as well, which is unusual considering how
well the Cp distributions match. The reason for this discrepancy is unknown but the
calculated CL is only 8% too low for the real component and 16% too low for the
imaginary component. The CM comparisons are worse than this.
Figure 5.18 is the supercritical case. Here the real part of the harmonic Cp's match
quite well. The imaginary portion, however, does not compare as well, indicating a
phase error. It appears to be off, by approximately a factor of two. A discrepancy in
the imaginary component is not unusual in harmonic-unsteady codes and is believed to
be a viscous effect. The coefficients do not compare very well at all, most of which can
be attributed to the large spikes at the calculated shock location. The shock location,
which is set by the steady analysis, is well predicted.
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3D Unsteady Analysis - Comparison with Experiment
This 3D test case is for the LANN wing [6, 52]. The freestream Mach number was 0.77
and the steady lift coefficient was matched in lieu of matching a's. The case considers
the limit of zero reduced frequency. The mean and real Cp components are shown in
Fig. 5.19 at four span stations: 17 = 0.32, 0.47, 0.83, and 0.95. The Reynolds number
of the experiment is 5.24 million. The shock position is captured by the steady code,
although the shock is smeared considerably. The real C,'s tend to be overpredicted
before the shock.
5.2.2 Unsteady Design Perturbations
The next three cases compare 2D unsteady linear approximations to the exact results.
Each uses a NACA 0012 airfoil at Moo = 0.05 undergoing a 1.00 pitch oscillation.
2D Unsteady Design Perturbation - STEADY Design Variable: a
The first case considers using a steady design variable, i.e., a design variable that influ-
ences both the steady and unsteady solutions. The design variable replicates a change
in the steady angle of attack, &, by pivoting the airfoil about the mid-chord a total of
50 . The reduced frequency for this case is 0.1.
As can be seen in Fig. 5.20 the approximate solution captures the exact solution
perfectly for both the real and imaginary components of the harmonic' C,. The excellent
agreement is due to the fact that both the steady and unsteady solutions are linear with
respect to angle of attack changes.
2D Unsteady Design Perturbation - UNSTEADY Design Variable: 9
The second unsteady design perturbation test case uses the amplitude of the unsteady
pitching motion as the design variable. This is an unsteady design variable because it
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Figure 5.19: 3D Unsteady Analysis - Comparison with Experiment : Supercritical
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Figure 5.21: 2D Unsteady Perturbation - UNSTEADY Design Variable: 0
does not influence the mean solution. The reduced frequency is again 0.1. The seed
solution is for a pitch amplitude of 1.00 while the exact solution has a pitch amplitude
of 6.00.
The unsteady solution is linear with respect to the unsteady pitch amplitude, and
therefore the approximate solution should be exact. This is the case, as can be seen in
Fig. 5.21. The approximate and exact 0 curves cannot be distinguished. The real and
imaginary lift and moment coefficients are also approximated almost exactly.
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2D Unsteady Design Perturbation - UNSTEADY Design Variable: k
The final unsteady design perturbation uses the reduced frequency, k, as the design
variable. This too is an unsteady design variable. The reduced frequency of the seed
problem is 0.2 while the reduced frequency for the exact problem is 0.25. Since the
unsteady solution is quadratic in P the change in the reduced frequency has to be kept
small to be approximated linearly.
The agreement between the exact and approximate 0 curves is quite good (see Fig.
5.22). Of course this is partly due to the very small 6P used to ensure that the linear
approximation would be valid. But the purpose of this example is to show that the
sensitivity with respect to frequency is correctly obtained.
5.3 Aeroelastic Examples
5.3.1 Aeroelastic Design Perturbation - Sensitivity Comparisons
Aerodynamic shape changes have little influence on typical section flutter, so the aeroe-
lastic sensitivity. examples will use the structural design variables. A representative
sample of the structural sensitivities calculated by the present code (Q.A.) compared
to the finite difference calculations (F.D.) is shown in Fig. 5.23. Both eigenvalue, P,
and the first eigenvector component, h, sensitivities are shown plotted versus a nondi-
mensionalized speed. The freestream conditions are Mo = 0.05 and a = 0.00 with
ze = 0.024, re = 0.62, f, = 0.227. The speed range shown does not include the flutter
point which occurs at approximately V = 1.1. The agreement is excellent in all
cases.
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Figure 5.23: Representative Examples of Calculated Sensitivities Compared to Finite
Difference Calculations
The purpose of Fig. 5.23 is to verify that the quasi-analytic eigenvalue and eigen-
vector sensitivities are the same as the finite difference results. However, it is also a
good check to consider what is happening physically in this figure. Plot a.) of Fig.
5.23 shows the sensitivity of the imaginary component of the frequency with respect to
the center of gravity offset parameter, ze, plotted versus a nondimensionalized speed.
As expected the imaginary frequency term becomes more sensitive to changes in ze as
the speed increases. It also shows the correct tendency for the imaginary frequency to
increase as ze increases. Similar statements hold for plot b.) in which the sensitivity of
the real component of the frequency with respect to the uncoupled natural frequency
ratio, f,, is plotted versus the nondimensional speed.
Plot c.) of Fig. 5.23 details the sensitivity of the real component of the first eigenvec-
tor component, h, with respect to xe. An increase in xe causes h to decrease, however,
the absolute magnitude of the sensitivity decreases as the speed increases. For plotting
purposes, the second eigenvector component, 0, was set to unity and h was scaled ap-
propriately. Therefore, as the center of gravity is moved further aft (an increase in ze)
the magnitude of h will be lessened compared to the magnitude of 0 as shown by the
sensitivity plot.
The sensitivity of the imaginary component of h with respect to f, is given in plot
d.) versus the nondimensional speed. In this case the sensitivity changes sign as the
speed increases. For the nondimensional speed less than approximately 3.5 h decreases
with an increase in f,, however, above this speed h will increase with an increase in f,.
Chapter 6
Conclusions
The major conclusions and recommendations that follow from the work presented in
this thesis are expressed below.
6.1 Newton System Benefits
This thesis has shown that the Newton method has a wide variety of uses beyond
the traditional one of solving steady problems. With only a few minor changes the
Newton system has the capability to solve steady, unsteady and aeroelastic analysis
problems and for each of these to also calculate the solution sensitivities. The difference
between the steady and unsteady forms is restricted to time terms added to the unsteady
Jacobian matrix and a new right hand side, which in the absence of gust loads, is totally
determined by the motion of the body. Sensitivities require only additional right hand
sides which for shape changes are provided by recasting the unsteady wall boundary
condition.
A further benefit of a Newton method is that it usually announces coding errors
by refusing to converge quadratically. This may not sound helpful, but realizing that
a coding bug exists is the first step to finding and eliminating it. Locating the error
can be speeded by using a debugging tool that compares the derivatives entered into
the Jacobian matrix with a finite difference calculation. If the error between the two is
large the Jacobian term in question was not properly linearized.
The most important conclusion of this thesis is that a Newton-based code can be
used for aeroelastic analysis and design sensitivity calculations. Results were presented
for a very simple incompressible,. 2D aeroelastic case. Both the frequency and the
eigenvector are calculated along with their sensitivities, which compared well with the
finite difference results.
The Implicit Function Theorem of functional analysis guarantees that the sensitivity
equation developed in this thesis, Eq. (2.15), is valid for any residual based code. How-
ever, the sensitivity equation requires the Jacobian matrix which for a Newton-based
code is readily available.
6.2 Sensitivity Calculations
Any Newton-based analysis solver can be relatively easily adapted to calculate sensitiv-
ities. The procedure used within this thesis is the same for any problem, of course the
equations and design variables will differ, but symbolically there is no difference. The
most difficult requirement for adding sensitivity calculations to a Newton-based analysis
code is identifying what terms can be used as design variables and how they relate to
the governing equations.
It is this author's experience that adding sensitivity routines to Newton-based codes
is relatively easy. The difficulties arise in assuring that the analysis is performed cor-
rectly. If the analysis is correct the Jacobian matrix, which is usually the most trying
portion of the code to debug, is correct. Adding sensitivity capabilities requires only
additional right hand sides, but no changes to the Jacobian. Adding sensitivity rou-
tines can be made even more pain free by skillful choice of design variables. By using a
modified wall blowing boundary condition to model geometry changes the influence of
the shape design variables on the equations is limited to only the wall surface boundary
condition.
6.3 General Wall Motions
The linearized wall boundary condition presented in this thesis is a major improvement
over the traditional method of wall transpiration. The new scheme is not restricted to
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normal motions for finite displacements, but is just as easy to implement and requires
no changes in the grid. Due to the accuracy of the modified wall transpiration method
it is used to model unsteady motions and to calculate the shape sensitivities. Therefore,
the same routines are used to calculate both -- and a___, where A implies the shape8U, 8 A,A
design variables only.
6.4 Code Development
The three components of this thesis: 1.) steady analysis, 2.) harmonic-unsteady anal-
ysis, and 3.) design sensitivity calculations are so similar that developing the three
in parallel is considerably more efficient than doing the tasks separately. Many of the
routines used by the steady analysis code can be used by the unsteady analysis code as
well. The remaining unsteady routines are just complex versions of the steady routines.
Since both the unsteady motion and the design perturbations are modeled using the
same equations, the wall motion boundary condition used by the unsteady code can be
used by the design routines. In fact the equations for an unsteady motion with zero
frequency have the same form as the steady design perturbation equations. Again, some
allowance needs to be made for the use of complex versus real variables in these routines.
6.5 Aeroelastic Calculations
In the aeroelastic analyses that were performed for this thesis, the eigenvariables tended
to converge much more quickly than the aerodynamic variables. If design sensitivities
are not required, fully converging the aerodynamic equations is unnecessary. This can
save considerable time when doing a frequency versus dynamic pressure sweep. However,
the system must be fully converged for accurate sensitivity calculations.
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6.6 Linearization
The final conclusion is applicable to many fields. All too often linearization is performed
by writing a variable as a mean term with a small perturbation and then substituting
this into the equation to be linearized. After the higher order terms are dropped and
the steady equation identified, the remaining terms constitute the linearized equation.
Using the Newton method and the chain rule is considerably more efficient, as well as
systematic, for all but the simplest problems.
6.7 Uses for the Code
The present code analyzes and performs sensitivity calculations for inviscid two degree
of freedom aeroelastic systems. However, the code provides a skeleton that can be
systematically upgraded to handle realistic, viscous, three-dimensional problems. The
necessary modifications to allow the code to handle a wider variety of problems are
discussed in Chapter 7.
In its present state the code is fully capable of performing inviscid sensitivity analysis
on 3D steady and unsteady wings. The sensitivities are invaluable for many tasks,
including choosing the basic wing parameters of sweep, planform shape, and airfoil
sections. A rough estimate of the aeroelastic response can then be obtained by using
the typical section structural model included in this code. The sensitivities of the
aeroelastic response can be used to suggest changes to the proposed wing configuration
to improve the aeroelastic response.
The three levels of accuracy provided by the code can significantly reduce the time
required to analyze competing wing configurations. Figure 6.1 presents a flow chart
that illustrates how the three types of solutions relate within a single design cycle. The
cycle is entered by creating a grid around the specified seed geometry (box a.). The seed
geometry is analyzed with the solid wall boundary condition (i.e., bA = 0) to obtain a
converged solution U (box b). The sensitivities, 1 can now be calculated (box c), after
which the linearized design cycle can begin (boxes d and e). The designer changes the
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geometry, or any of the design variables (including M,, ze, etc.), by a small amount,
61. The linear approximation method is used to estimate the solution for the new
geometry, OAPPROX. The designer then evaluates the new solution and continues to
study various 6A's, using loop 1, until the change in the solution is deemed too large
to continue using the linear approximation method. Since each linearly approximated
solution is obtained almost instantaneously most of the time in this cycle is spent in
deciding how to modify the geometry rather than analyzing the geometry.
As 6A increases the linear approximation becomes less accurate. The nonlinear ap-
proximation method is used to increase the accuracy of the approximation for the new
solution. The designer sets 6A (box f) and then loop 2 is followed back up to box b.
The new geometry is analyzed with the seed grid and the modified wall transpiration
boundary condition with 6A j 0. For complex geometries a considerable amount of time
is saved by relying on the available seed grid at this stage rather than creating a com-
pletely new grid. The calculated solution'and sensitivities are nonlinear approximations
for the new geometry.
Additional linear approximation design loops can now be performed followed by
additional nonlinear approximations. Only when the designer wants to verify the new
solution is 6A used to update the actual geometry (box g). The new geometry is then
sent to the mesh generator, loop 3, and a new grid is created (box a). The exact solution
for the new geometry is now calculated with 6A set to zero.
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Create Grid for Seed Geometry
a.)
6A = 0
b.)
Analyze Geometry: U
Calculate Sensitivities: ()
I
I
I
I d.)
i0I e.)
f.)
g.)
Change 6A
Linear
ADDrox.
OAPPROX = _
Select best 6A
Update Geometry, 6A 5 0
Figure 6.1: Typical Design Cycle
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Chapter 7
Recommendations for Future Work
Over the course of this research many interesting areas for further investigation were
postulated. Several of these were explored, but time and space constraints forced them
to be abandoned in favor of the core topics. I here offer my recommendations, in order
of presumed importance, for future research which can be used to enhance the present
work. All of these recommendations can be implemented within the single Newton
framework developed in this thesis.
7.1 Boundary Layer Effects
The most glaring omission in this thesis, which should be remedied, is the neglect of
viscosity effects. Inviscid flow theory can give amazingly accurate aeroelastic predic-
tions, however, if a designer does not have recourse to a viscous check on the inviscid
solution the answer will be highly suspect. There are also some aeroelastic problems
for which a viscous aerodynamic model is a must, such control surface buzz. Figure
7.1 is an example where viscous effects can be important for unsteady flow. This case
involves an airfoil with an steady edge flap deflection. The computational solution was
calculated using the unsteady code with k = 0. Even in the limit of steady flow this
case cannot be properly modeled without include viscosity effects.
In parallel with this work, Nishida has added fully coupled boundary layer equations
to the inviscid code framework [32]. His work can be exploited to provide viscous
aeroelastic design. Recent work has suggested that the boundary layer needs to be
fully coupled for best results [31], thus Nishida's work is doubly applicable. Viscous
sensitivities can then be obtained by treating the boundary layer equations in the same
manner as the Full Potential and structural equations [42].
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Figure 7.1: Steady Flap Perturbation [51]
A very simple method for approximating viscous unsteady flows using the present
method would be to use a steady solution with boundary layer coupling. The displace-
ment effect of the boundary layer can then be held constant for the unsteady code. The
next level of accuracy, after keeping the boundary layer fixed, would be provided by
modifying the steady boundary layer equations for quasi-steady flows. In this context
quasi-steady implies ignoring all time derivatives in the fully time dependent boundary
layer equations, and using the harmonic assumption for the boundary layer variables.
For example, 6* would be replaced with S* + S*.
7.2 Faster Sensitivity Calculations
As mentioned in Section 2.7, the extreme size of 3D problems prohibits the use of a direct
solver. This has seemingly serious repercussions for calculating sensitivities by limit-
ing the number of design variables that can be efficiently considered for each analysis
problem. However, the sensitivities for each design variable are completely independent
of one another, so it would be a simple matter to use parallel processing technology to
solve for each sensitivity vector using a separate processor. Since the number of design
variables is relatively small a massively parallel machine is not required, even a cluster
of workstations linked in parallel can be effective. Since each sensitivity matrix is inde-
pendent of the others there is no need for the various processors to communicate with
each other, and they need only communicate with the controlling processor.
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Parallel processing will even make it possible to calculate the sensitivities after each
Newton step, if desired, without a physical time penalty. Parallel processing would also
appear to have potential for solving problems that currently use direct methods.
Another possibility for reducing the time needed to calculate the sensitivities is to
optimize the preconditioning matrix. As implemented now, the Newton system is pre-
multiplied by an incomplete factorization of the Jacobian matrix before being sent to the
GMRES routine. The closer this preconditioning matrix is to the Jacobian inverse, the
quicker GMRES will converge. Of course, the cost of making the preconditioning matrix
more exact has to be considered. There will be an optimum amount of approximation
but this will be dependent on the size of the problem and the number of additional
right hand sides to be solved. It is this author's opinion that trying to optimize the
preconditioning matrix to speed sensitivity calculations is unnecessary in light of the
possibilities offered by parallel processing.
7.3 Three-Dimensional Structural Model
The current structural model is valid only for two dimensional airfoils. This was suffi-
cient to show that a Newton-based code can be used to calculate aeroelastic solutions.
A possible technique for modeling 3D wings is to assume the structure can be written
as a linearly elastic mass-damper-spring system
m (x) (x, t) + c (x)(x,t)+ k (x) d (x, t) = F (x, t) (7.1)
where, m, c, and k are the mass, damping coefficient, and spring stiffness distributions
of the body. The external loading is given by F and the displacement by d, which are
both time dependent vector functions. In general, Eq. (7.1) is a fully coupled system.
Using modal analysis d can be written as
d (x, t) {jp (x)}I ' {7 (t)} (7.2)
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where, {Jp} is a vector containing known functions and {i7} is a vector containing the
generalized coordinates. Now, using the Galerkin method, Eq. (7.2) is substituted into
Eq. (7.1), premultiplied by {W}, and integrated over the domain to minimize the error
[M] {~ (t)} + [C] {i (t)} + [K] {r (t)} = {N (t)} (7.3)
where,
[M] = m (x) {I (x)}. {p (x)}T dS (7.4)
[C] = c (x){(x)} . { (x)}T dS (7.5)
[K] = f k (x) {p (x)} . {p (x)}T dS (7.6)
{N (t)} = f (x, t) -.{(x)}dS (7.7)
Equation (7.3) is a discrete model for the structural response. Various choices for {p}
are possible. A good choice is to let {fo} contain the eigenfunctions of the undamped
problem. This choice diagonalizes [M] and [K]. Other choices are possible but no
further elaboration will be given here.
7.4 Adding Flutter Speed to the List of Unknowns
The purpose of solving an unsteady aeroelastic eigenvalue problem is to determine at
what speed flutter starts. This is defined as the point at which the real part of the
frequency becomes positive. It may be possible to incorporate a residual equation for
this condition into the aerodynamic Newton system. The flutter speed then becomes
an additional unknown for the system which now solves for the flutter point of the
eigenvalue problem. If this is possible then the sensitivity calculations will also produce
the sensitivities of the flutter speed with respect to all of the design variables. It is
uncertain that this can be done, but the promise of flutter speed sensitivities is alluring.
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7.5 Complex Grids
The full potential code used in this thesis was developed to use unstructured hexahe-
dral meshes, though for convenience all the meshes used were generated using a simple
structured grid generator for a wing on a wall. To be useful for a designer, realistic
wing/body/nacelle geometries need to be able to be solved, which will require devel-
opment of elements other than hexahedral and a new grid generator. However, since
geometry motions and shape changes are modeled without having to move the grid the
present method should work regardless of the complexity of the geometry, as long as
the mode shapes are properly developed.
7.6 Supersonic Freestreams
The Unsteady Full Potential equation is capable of simulating supersonic freestreams,
though new far field boundary conditions are necessary. In fact, supersonic bo.undary
conditions were implemented for the Steady Full Potential equation but further devel-
opment was halted due to difficulties experienced with negative density pockets forming
around the wing tips at high angles of attack and for very blunt bodies. These difficul-
ties were most likely due to inadequate resolution of the supersonic expansions expected
at these locations. Once this problem is removed the additional effort needed to develop
and implement harmonic unsteady supersonic boundary conditions should be minimal.
Supersonic steady analysis and design perturbation results agreed well with theory (see
Fig. 7.2). Since an harmonic-unsteady analysis is a steady design perturbation with a
small number of time terms added, few difficulties should be encountered to implement
the harmonic-unsteady supersonic boundary conditions.
7.7 Full Aeroelastic Problem
As indicated in Section 2.8 the present method can handle several types of aeroelastic
problems, but only unsteady aeroelastic eigenvalue problems were considered in this
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Figure 7.2: 2D Steady Supersonic Examples - a.) Analysis, and b.) Design Perturbation
thesis. The other types of aeroelastic problems are discussed below.
7.7.1 Static Aeroelastic Response
For steady flows, both static divergence and aerodynamic load modification due to struc-
tural deflections can be implemented. The former is an eigenvalue problem analogous
to unsteady flutter calculations. Static divergence is usually much less important than
flutter or load distribution modification due to deformation [17]. Also included in this
class are control effectiveness and reversal problems, but these will require boundary
layer coupling to be accurate.
7.7.2 Gust Response
This work has been completely concerned with the unsteady eigenvalue problem, which
allowed dropping the unsteady freestream velocity term in Eq. (3.13). If this term is
retained, the structural response due to gust loading can be predicted. If the neglected
term is included in the Newton linearization it can be shown to effect only the right
hand side of the system. This follows directly from Eq. (2.10) where only the right hand
side depends on the unsteady parameters, 6V. With the neglected term isolated to the
right hand side it can be included without the complications of modifying the Jacobian
matrix.
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Appendix A
Model Problem Examples
This appendix applies the Newton linearization technique developed in Chapter 2 to
two model problems. The model problems are chosen, not for any physical relevance to
the aeroelastic problem, but solely for their ability to highlight aspects of the general
process detailed in the main text. The first example compares the usual process of
deriving harmonic-unsteady equations to the Newton method. The second example
uses the Newton design system for sensitivity calculations. No example is given for
solving eigenvalue problems since this use does not require any modifications to the
form of the standard Newton system.
A.1 Example 1: Harmonic-Unsteady Analysis
The simplicity and ease of using the Newton system to convert a time dependent equa-
tion into an harmonic-unsteady equation is amply demonstrated by considering
a (U(z't))+ at = V(zjt) (A.1)
A.1.1 Small Amplitude Harmonic Response Derivation
The usual method for deriving harmonic-unsteady equations is to assume small ampli-
tude harmonic response
u(z,t) = ~f(z) + f()et (A.2)
V(, t) = V(X) + V(,)" (A.3)
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where, ( ) and ( ) represent the mean and harmonic components, respectively. Substi-
tuting these into the original time dependent equation, Eq. (A.1), and rearranging to
group like terms, gives
I- + IP t + f- l e (A.4)
where, the higher order terms are ignored. The term contained in the first bracket is the
steady version of Eq. (A.1) while the second bracket contains the harmonic-unsteady
equation. It must be noted that, although not shown, the function V/i was linearized
using a Taylor series to obtain .
A.1.2 Newton Method Derivation
To derive Eq. (A.4) using the Newton method, first restate Eq. (A.1) in residual form
Ou 0
R (u; V) = T +  (;) - = 0 (A.5)
In order to capture all relevant terms, it is critical that all the unknowns, u(z, t), and
all the unsteady parameters, V(z, t), be accounted for during the following procedure.
As a reminder they are all explicitly shown in the residual's functional expression.
The harmonic-unsteady equation in Newton form is given by Eq. (2.10), but calcu-
lation of 1 is complicated by the space and time derivatives in the residual equation.
Differentiating as far as possible leads to
0[ (Ou 0 1+  Su ( )  = 8V (A.6)
Since both linearization procedures must produce the same results, Eq. (A.6) was com-
pared to Eq. (A.4) and the following expression divined
( 6U -f 7 60 (A.7)
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I was unable to prove this identity in general, however, it does hold for a discrete ap-
proximation of the derivatives. Several common functions were tried as F(U) without
finding a case to disprove the equality. In the absence of a proof it will be considered
an empirical relation which can be shown to work for the functions found in this thesis.
Applying the identity to Eq. (A.6) leads to
- (6u) + = 6V (A.8)
at Ox 2v
After all the differentiation with respect to the unknowns and parameters is carried out,
the harmonic nature of the perturbation variable can be used to reduce Eq. (A.8) to
P 6u+ - )= 6V (A.9)
Using 6u rather than i allows the Newton structure of the equation to remain apparent.
Equation (A.9) is the same as Eq. (A.4), and by setting P to zero the steady Newton
equation is recovered
0 6u= 
-Rr (A.10)
This example was complicated by "deriving" Eq. (A.7), so it is difficult to see that
in actuality using the Newton technique is by far the easier of t he two linearization
methods.
A.2 Example 2: Design Sensitivity Calculation
The use of the Newton method for calculating sensitivities can be shown by considering
the expression for the position of a particle starting from rest at z = 0 and undergoing
a constant acceleration
1
x (t)= 2at2 (A.11)2
where, the acceleration constant, a, depends on the parameter A,
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a (AI) = aoA~
The task of the analysis problem is to find the time required, to, for the particle to reach
the position z = A 2. This can be found analytically be rearranging Eq. (A.11)
to = + (A.13)
a
A.2.1 Analytic Sensitivity Calculations
For this simple problem, the sensitivities of the solution with respect to the two param-
eters of the system, A1 and A2 , can be found analytically by differentiating Eq. (A.13)
to - 3 FA
BA - A, 2a
(A.14)
IA - +
8A 2  - ato
A.2.2 Newton Sensitivity Calculations
The sensitivities can also be found by using the Newton Design system, Eq. (2.13).
First, recast Eq. (A.11) as a residual
1
R (t; a(A1), A2) A2 - at2 = 0 (A.15)
To avoid errors, the unknown, t, and the design variables, A1 and A2, are clearly stated
in the functional statement on the left hand side. Now, calculate the Jacobian and the
residual sensitivities
( )= _o
(R) = () (a (A.16)
= [-t2'] [3aoA 2]
OA 2
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(A.12)
Notice that the calculation of R- takes into account that A1 is buried inside a by using
the chain rule as instructed in Section 2.6. The design Newton system, Eq. (2.13),
written for this model problem is
-R bt = -Rr - 6A, - 6A2 (A.17)
at / 0Aj) 0.A2
Because the model problem is nonlinear, solving it with a Newton system will not,
in general, produce the exact solution, Eq. (A.13). It will, however, be possible to
reduce the error between the Newton solution and the exact solution to an arbitrarily
small value. During the convergence process, 6A 1 and 6A 2 are set to zero, in which
case Eq. (A.17) reduces to a standard Newton system with its associated quadratic
convergence property. Therefore, we can assume that the rth Newton solution is
t = E 2  (A.18)
a
where, E -+ 1 as convergence is neared.
Using this approximate solution, the inverted form of Eq. (A.17) at the rth Newton
step can be shown to be
1 1 3 A2l6t'= e- to+ e - A+ iA2 (A.19)
The first term on the right hand side is the residual term which will be zero at conver-
gence (which is confirmed by setting E = 1). By comparison with Eq. (A.14) the terms
in the second and third brackets on the right hand side are seen to approach the solution
sensitivities as E approaches unity. This highlights the condition stated in Section 2.4
that the sensitivities must be calculated after convergence.
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Appendix B
Linearization of the Aerodynamic Equations
The purpose of this appendix is to show the details of how the Unsteady Full Potential
equation and its boundary conditions are transformed into Newton form. The structural
equations need not be considered since they are already linear. The techniques outlined
in general form in Chapter 2 and used on a model problem in Appendix A are used
throughout this appendix.
B.1 Linearization
The linearization process starts with the upwinded form of the Unsteady Full Potential
equation
Ra - + V. (pV) = 0 (B.1)
and its associated boundary conditions
Rbcl Jfarfield = 0
Rbc2 V* noutflo = 0
=0
Rb3 2 - 1) + V I (B.2)
Rbc4 - (pV -n), - (pV -n)l = 
Rbcs - p(V-V)Il - n = 0
Closing the system requires a variety of auxiliary equations
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V = V. + V
'1+_2 1M 1V 2 (0t ")
TO 2k a a ]
- 1V VV2= 1+ ( -1) MA - - + .
S= max , Q 1 MM) , 1- M /M1)) (B.3)
P = Poo( Too
S= p-t(-Pup)
p = pOO
All of the above represents a single nonlinear equation for the one unknown, O(x, t).
This, of course, could be shown by substituting all of the auxiliary relations into
Eq. (B.1) and sifting to isolate 0, but, as stated in Section 2.6, it is much more conve-
nient to work with the system as written above.
As illustrated in Section 2.6, each of the equations is written in functional form
based on its local variables and then linearized with respect to these local variables.
The linearized governing equation is:
Ra = R. (p,, V) 6R. ( +\ap /' \  v 68V (B.4)
and the linearized boundary conditions are:
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Rbl = Rex ( )
Rbc2 = Rbc2 ()
Rbc3 = Rbc3 (O, V)
Rbc4 = Rbc4 (p, V)
Rbbs = Rbc5 ((pV), VB, n)
6Rsd = ( 6
6Rc3 = ( )6+ (V 8)"6V
- Rbs = (aV) , 6(pV) + (8&a )V
and, the linearized auxiliary relations are:
V = V (09 V0)
-I - (V 2, 0, Vm)
M = M 2 (V2 Ta)
=M2 2
P = P(P, Pup, F)
,,.(Z)
6V = av8 60 +f 8V?
-6( ( 6(V 2 )+ ( "( ' ( 6V,
- 6(M 2 ) - ((M2))8(2) + (M2)(2 ) = (
T TooM2
_- ,P(~j),6P (+I .) 6Pup (
-
T)T.()) (B.6)
where, ( )' implies evaluation using the known solution.
Since the equations were linearized about their local variables, calculating the deriva-
tive terms in the above equations is greatly simplified. For example, the derivatives in
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6VB + ( n\ Rn 6
(B.5)
Eq. (B.4) are
(aRtP y -
= (6p)
= 6p
_ )' 8 (V-(pV))'# (B.7)
= V .( . (V)
= V - p 6V)
where use has been made of Eq. (A.7) to move the differentiation outside of the lin-
earization. These derivatives can then be substituted into Eq. (B.4) to obtain the final
Newton form of the governing equation
6Ra = 6p + V (6 V + 6V) (B.8)
In all the linearized equations, the steady form requires setting P = 0. The residual
equations (i.e., the Full Potential equation and all of the boundary conditions) have an
additional feature that distinguishes between the steady and unsteady forms. This is
due to the residual equations being defined to be zero. For steady residuals 6R = -R
while for unsteady residuals 6R = 0.
The same procedure used to obtain Eq. (B.8) can be applied to all of the remaining
derivative terms in Eqs. (B.5) and (B.6) producing for the boundary conditions
6Rbc1 = 6 |fafield
6 Rbc2 = V (60) .njof
6Rbc3 = P (SO - 601) + (V, - 6VU - VI . 6V) (B.9)
6Rbc4 = (V- n), bp, - (V. n) l 6 pl + (pn)u, 6Vu - (pn)1 - 6VI
6Rbc5 = (6(pV) - p VB) n + pV. n
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and, for the auxiliary equations
6V
6(M2)
S(M2)
614
= Vo + V (60)
1m(v2) 2
= -2(7-1 )M[ V 2 +Vp(6+6v.x)
=M2 (6(V ' ) ()
T
0
= [pM / (M2) 2]6 (M2)
[2M: (M) 2] 6 (M2P)
p = p-. (T ( -1) 6TOO TOO
60 = (1 - p) 6p+ p - (p - pup)
(T -1) (
TO TO8p =P -Po - 1
8(V 2 ) = 2V.6V
To minimize some of the clutter, the r superscript has been suppressed in the above
equations. In a sense this is unnecessary anyway since all terms are evaluated at the
r*h Newton solution except for the 6( ) terms. So for unsteady flows, this implies that
only the 6( ) terms will be complex, all others will be real.
12.5
(B.10)
B.1.1 Gust Response
The linearized equations were derived assuming that the freestream flow direction is
allowed to oscillate, which accounts for the V and -. equations having V, included
in the parameter list. This produces 6V, terms in the linearized equations. However,
gust response problems are not considered in this thesis, so in the main text 6V, is
assumed to be zero.
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Appendix C
FEM Discretization of the Aerodynamic
Equations
This appendix discusses the finite element discretization of the Newton form of the
Unsteady Full Potential equation, Eq. (B.8). The contents of this appendix rely heavily
on [7, 33].
C.1 Hexahedral Mesh Element
The volume of fluid surrounding the body of interest is broken up into a multitude
of hexahedral elements. A general mesh element in physical space, (z, y, z), and its
transformed appearance in natural coordinates, (, 1, C), is shown in Fig. C.1. Within
each element the flow unknown is approximated as
8
S(x) = oNic (C.1)
i=1
where, O are the values of 0 at the element nodes. This definition can be used to
calculate all the quantities of interest, for example the velocity
8
V, (x)= v0 + VNio (C.2)
i=1
The shape functions, Ni(x), used in this code are trilinear functions defined in natural
coordinates by
1
N - (1 f ) (1 ± 7) (1 f ) (C.3)8
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Figure C.1: Hexahedral Mesh Element in Physical Space and Natural Coordinates
Shape functions are defined such that the value of the i th shape function is unity at
the i th node of the element and zero at all the other nodes. This fact can be used
to determine the required signs in Eq. (C.3) for the i th mode. The approximation is
consistent since at every location within the element the sum of the 8 nodal shape
functions is unity. Using the concept of isoparametric elements allows the physical
coordinates to be written using the same shape functions
xe = Nix (C.4)
i=1
C.2 FEM
To apply the finite element method to Eq. (B.8) it must first be recast in an integral
form. This is done by using the Galerkin weighted residual method to write the weak
form of the linearized full potential equation
W[ p + V ( V + 6V) - 6Ra]dV = 0 (C.5)V
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One equation for each of the discrete unknowns, qi can be obtained by using a separate
weighting function, W, at each node of the domain. Choosing the shape functions given
above allows writing Eq. (C.5) as
fv Ni [P 6p + V - (6V + 6V) - V - ( V)] dV = 0 .(C.6)
where,
-1 steady (C.7)
0 unsteady
The 6R. term was expanded to allow integration during the upcoming step. The def-
inition of x, Eq. (C.7), distinguishes between the steady and unsteady equations. The
notation e indicates a summation over all the elements which contain node i.
Using linear shape functions necessitates reducing the order of this equation. Inte-
grating by parts gives
{ -J Ni(P 6p)dV + VN -(6pV+ 6V) dV
- fN (6pV+ 6V)-.ndS}
= nVN. -(pV)dV - Ni (AV. n) dS C.8)
e J se
The volume integrations need to be carried out for every element in the domain. The
surface integrations, on the other hand, cancel on element surfaces which are interior
to the domain. Only exterior surfaces (which includes the wake surface) have a nonzero
contribution.
C.3 Shape Function Gradients
Calculating the gradient of the shape functions, needed in Eq. (C.8), is complicated
by their definition in natural coordinates rather than in physical coordinates. The
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gradients can be found by first differentiating the shape functions with respect to the
natural coordinates
8N- 1SN ( ) (1 ) (C.9)
ON (1 ~()( ) (C.10)
077 8
8N 1SF (1 - )(1 -r) (C.11)
a( 8
So, using Eq. (C.4), the derivatives c
natural coordinates are
Ox 8N
j=1
,f the physical coordinates with respect to the
where, P = , 17, or C (C.12)
The chain rule and the above equations can be used to write
an
0e
at
at
Ian
&ZOz
a
aII
ON
ON
aN
aOz =1ONaONONac (C.13)
where, the shape fimction gradient is given by inverting the system.
C.4 Integration
The integrations over the elemental volumes and surfaces are carried out using 2 x 2 x 2
and 2 x 2 Gaussian quadrature, respectively. The details can be found in Cook [7].
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Appendix D
Harmonic-Unsteady Jacobian Matrix
This appendix compares the unsteady Jacobian matrix to its steady counterpart and
explores the incompressible limit.
D.1 Assembled Form
It is instructive to consider the harmonic-unsteady Jacobian matrix written as a single
equation, rather than the multiequation format given in Appendix B. Without the
boundary conditions the unsteady Jacobian can be shown to be( R +P (DR - D) + 2Ei (D.1)
auj unsteady aUj steady
In this form, the simple manner in which the steady Jacobian enters the unsteady
Jacobian is clearly shown. It is also clear that the system is quadratic in P. The
additional terms, Dij and Eij are given in discrete form by
Dij= fv [N ] dV
(D.2)
E = -( - ) f [N Nj dV
and both are real. The only complex variable in Eq. (D.1) is the frequency, P. In
numerical computations, processing complex variables is more time consuming than
processing real variables. Therefore, it is possible that assembling the unsteady Jacobian
using Eq. (D.1) would be quicker than the method outlined in Appendix B. The above
method was coded and although no rigorous comparisons were conducted, it was not
appreciably faster.
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D.2 Quasi-steady Flow
From the definitions of Dij and Ej given in Eq. (D.2) it is obvious that they are zero
for constant density flows. The disappearance of the unsteady terms in the unsteady
Jacobian matrix for incompressible flows may lead to the conclusion that a steady
code can be used to calculate incompressible unsteady motion. Unfortunately this is
not possible because the wake boundary condition adds a complex component to the
Jacobian, and the wall boundary condition adds a complex term to the right hand side.
However, a steady Newton code could be modified to solve quasi-steady flows. A
quasi-steady flow is an unsteady flow where the unsteadiness of the wake is ignored.
Ignoring the frequency term in the wake boundary condition implies using the steady
wake boundary condition. Therefore, incompressible quasi-steady solutions can be ob-
tained by solving the steady problem with two new right hand sides: one for the real
part of the wall boundary condition and the other for the complex part.
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Appendix E
Design Variable Derivatives
This appendix groups the derivative terms needed for sensitivity calculations.
E.1 Normal Vector Derivatives
The vector perpendicular to the wall surface element is given by
n, vA X V
B
where, v and vB are defined in Fig. E.1 and are given by
v A =
V X4 -X2
therefore, the wall normal unit vector is
n = np
Inpi
The wall normal derivatives with respect to the design variables are obtained by
direct differentiation of Eq. (E.4)
On 1 0n,
8A InI 0 1
np Onp
Inp1 2 0.1
(E.5)
where,
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(E.1)
(E.2)
(E.3)
(E.4)
X3 - X
Figure E.1: Wall Normal Vector Definition
np, OvA vB A v B
- - - xv +V x (E.6)
8A OA 8A
o O=_ (E.7)OA Inp1 a8
The final step in deriving the normal vector sensitivities is to recognize that vA and v B
can be written in terms of the design variables by using Eq. (4.9)
VA (x3 -x )SEED + (f 3 - f 1 )1 Al (E.8)
v B  = (x 4 - x 2 )s E E D + (f4 - f 2 )i Al (E.9)
so, that the derivatives are trivial
OvA
OA = (f3 - fl ) (E.10)
A = (
B (4 - 2)1 (E.11)8AI
134
E.2 Derivatives of Aerodynamic Equations
This section differentiates the aerodynamic equations listed in Appendix B with respect
to the shape, structural, and aerodynamic design variables. These equations are needed
by the sensitivity calculation routines.
Derivatives With Respect To Shape Design Variables
The shape design variables enter the aerodynamic equations only through the wall
surface boundary condition. The derivative of the wall boundary condition residual
with respect to the lth shape design variable is
/ b- pV .V (E.12)
Derivatives With Respect To Structural Design Variables
The structural design variables do not appear in the aerodynamic equations and there-
fore 8 = 0.8A,
Derivatives With Respect To Aerodynamic Design Variables (Steady Equa-
tions)
Calculating the residual sensitivities requires using the residual equations, not the New-
ton form of the residual equations. Therefore, the steady and harmonic-unsteady equa-
tions will be treated separately.
The necessary terms for calculating the derivatives of the steady residual with respect
to Moo are
S = V.( 0 ) (E.13)
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Op a l
= M (P
- Mop O(-)
S(.) 0Moo
= (- 1) MO (1-
al 0(M 2)
O(M2) OM~
M2V 2S(V2() M
00V(~- 4 M~
- Pup) - ( Op OMO
V2
V200)
1 0(W -)
( ) 0 M0 0
Since the steady equations are independent of the frequency, a = 0 for the
(E.14)
(E.15)
(E.16)
(E.17)
(E.18)
steady
equations. None of the steady boundary condition residual equations are functions of
either M, or P.
Derivatives With Respect To Aerodynamic Design Variables (Harmonic-
Unsteady Equations)
For the harmonic-unsteady equations, the aerodynamic residual is given by Eq. (B.8).
Therefore, the residual derivative with respect to M, is given by the following equations
+ Moo 6V
-
6 p + (1 - 1p)OM O(pM,)
+ 6,p + p
M(6,u() 6 ( Op0M( (P -PUp) - 6Y \Moo
(E.19)
(E.20)OPUP
8MOO)
T 
- TST 0MOOL M + M8 MO
OMO
OMoo
O(M 2 )
OMO
= MoO
dM.
0Ra
OMOO
a(6,)
OMO
+ V - (OMOO V
=p
00 1
(E.21)
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(E.22)
OMO
2 8(6(M2))
J r r am" + (E.23)
+ a M,,))]
n.
M2
- ,p 8M
6(V2
V 2 + T
+ M2 - M6())( TW9 M
(E.24)6(-)
( ) 2
The derivative of the harmonic-unsteady'residual with respect to P is defined by the
following equations
ORa
07' =p + V -( 'V)
(( p)
= (1 - ) p +(6Pp) ( ) ( - pup)
(E.25)
(E.26)
6p (6( T
6( ) 'P
M2
= -(- 1) 6+V.x)V2 (6 + 6VO. X)
0
alp
M a(6(M))
T a
T.
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0
jAc
(M
0(6p)
9M,
S(6 (M 2 ))
OMoo
a (M 2 )
=M
8( 6p)
'9,0P
9(6j,)
'97
0 (6 (M 2 ))
(E.27)
(E.28)
(E.29)
(E.30)
In addition to the governing equation, the first wake and the wall boundary condi-
tions are functions of 7, thus
= 
- 6 (E.31)
ap
ORs
= p ST.n (E.32)
op
However, none of the harmonic-unsteady boundary conditions are functions of M,.
E.3 Derivatives of Structural Equations
The derivatives of the structural residuals, Eq. (3.33), with respect to the various design
variable groups are given below.
.Derivatives With Respect To Shape Design Variables
In this thesis the effects of the shape design variables on the structural parameters are
ignored. In actuality the structural parameters will be influenced by the shape of the
wing. For instance, the maximum thickness of the wing has a large impact on the wing
stiffness, however, it is beyond the scope of this work to develop the equations linking
the wing shape to the structural properties. Therefore, the only link between the shape
design variables and the structural equations is through the lift and moment terms:
___,i +I _19 _ 81II (E.33)
Derivatives With Respect To Structural Design Variables
R' = 2f2 p 2  =BR2  2(2 p 2
O = 0 =- 2re 2 p 2  (E.34)
aRSf, 8fo CBf.Of, af,
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Derivatives With Respect To Aerodynamic Design Variables
+__ 1aCL (E.35)8 MOO 2 OMoo
2  1 9qCMTOT (E.36)OMOO 2 dM,
R 1  2 p 1+42( 2 p0+1qOCL (E.37)
OP 2 OP
OR, 8 2 Ph+4xC 2 PG+ 2q
S2r CP +or (E.38)
dP 2 dP
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