Abstract. By using a version of the tree expansion for the Lindstedt series, we prove that its radius of convergence for the standard map satis es a scaling property as the (complex) rotation number tends to any rational (resonant) value, non-tangentially to the real axis. By suitably rescaling the perturbative parameter ", the function conjugating the dynamic on the (KAM) invariant curve with given rotation number to a linear rotation has a well de ned limit, which can be explicitly computed.
Introduction
The standard map is a discrete-time, one-dimensional dynamical system generated by the iteration of the area-preserving (symplectic) map of the cylinder into itself, T " : T R 7 ! T R, given by:
T " : 8 < : x 0 = x + y + " sin x; y 0 = y + " sin x: (1.1) For some background information, we refer the reader to the enormous literature on the topic, and to 1] for a review.
The homotopically non-trivial invariant curves C ";! with rotation number ! of the map T " may be determined by changing coordinate on T: x = + u( ; "; !); (1.2) with the Jacobian of the transformation satisfying 1+u ( ; "; !) > 0, such that in the variable the dynamics is given by rotations by !: 0 = + 2 !:
The coordinate transformation (1. By imposing that the average of u over be 0, the (formal) solutions of (1.3) are unique and odd as functions of .
To each smooth solution to (1.3) corresponds an invariant curve C ";! whose parametric equations are: C ";! :
8 < :
x = + u( ; "; !); y = 2 ! + u( ; "; !) ? u( ? 2 !; "; !);
it is trivial to prove that is has the same smoothness properties as those of u( ; "; !). To simplify the notations, we shall drop the dependence on ! and write just u( ; "). It is possible to express graphically the coe cients u (k) in terms of labeled trees (or simply trees), de ned as in 2] (see also 3], where the formalism was originally introduced).
A tree # consists of a family of k lines arranged to connect a partially ordered set of points { nodes {, with the lower nodes to the right. All the lines have two nodes at their extremes, except the highest which has only one node, the last node u 0 of the tree; the other extreme r will be called the root of the tree and it will not be regarded as a node. We denote by the partial ordering relation between nodes: given two nodes u, w, we say that w u if u is along the path of lines connecting u to the root r of the tree (they could coincide: we say that u < w if they do not). Each line carries an arrow pointing from the node to the right u to the node to the left u 0 (i.e. directed toward the root): we say that the line exits from u and enters u 0 , and we write u 0 0 = r even if, strictly speaking, r is not a node. For each node there is only one exiting line, and p u 0 entering ones; as there is a one-to-one correspondence between nodes and lines, we can associate to each node u a line`u exiting from it. The line`u 0 exiting the node u 0 to the root r will be called the root line. Note that each line`u can be considered the root line of the subtree consisting of the nodes satisfying w u: u 0 will be the root of such subtree. The order k of the tree is de ned as the number of nodes of the tree. Figure 1 . A tree # with p u 0 = 2, p u 1 = 2, p u 2 = 3, p u 3 = 2, p u 4 = 2 and order k = 12; note that only a few labels are explicitly shown. The partial ordering relation implies u 1 u 0 , u 5 u 1 , and so on.
To each node u 2 # we associate a mode label u = 1, and de ne the momentum owing through the line`u as: A group G of transformations acts on the trees, generated by the permutations of all the subtrees emerging from each node with at least one entering line:
G is therefore a cartesian product of copies of the symmetric groups of various orders. Two trees that can be transformed into each other by the action of the group G are considered identical. Note that the de nition of tree given here corresponds to the labeled semitopological trees in 4], sect. 3.1 3.3. The number of trees of order k is bounded by 2 k 2 2k .
The recursion relation (1.5) can be represented graphically as in g. 2. By iterating this graphic, we can represent u (k) in terms of trees of order k with momentum owing through the root line (total momentum). So we can write:
( `u ) ; (1.8) where T ;k is the set of trees with k nodes and total momentum `u 0 = , if u 0 is the last node of the tree. By ignoring the constraint on the sum of the mode labels, the cardinality of T ;k is bounded again by 2 3k . The factors 1= ( `u ) in (1.8) are called propagators or small denominators, and the quantity Val(#) will be called the value of the tree #. The radius of convergence of the Lindstedt series is de ned as follows:
As it is well known from KAM theory, if ! satis es a diophantine condition and " is su ciently small, is strictly greater than 0 and therefore we have an analytic invariant curve and analytic conjugation to smooth rotations; this could be easily proved also using the tree expansion, e.g. by the methods of 2], 4] (and 3]), to which the ones of this paper are inspired.
We are interested to the behaviour of as the rotation number ! tends to a resonant value, i.e. ! ! p=q, with p; q 2 Z and p^q = 1. As shown in 5], the behaviour of the radius of convergence near a resonant value of the rotation number is related to the problem of Bryuno's interpolation and to the problem of determining the optimal arithmetic condition on ! to have an analytic invariant curve. The reader is referred to 5] and to the review 6] for a more complete discussion on the subject. We also refer to 7] where analogous results are proved for Siegel's problem and for the semi-standard map, by using di erent techniques. We refer the interested reader also to 8], where the conjecture of Bryuno's interpolation for the standard map was rst introduced, and to 9] and its references for more details on Bryuno's function.
We consider:
(1.10) with p; q 2 Z, p^q = 1 and 2 R, in the limit ! 0. In sect. 6 we show how to extend our results to the case in which ! tends to p=q along any path on the complex ! plane non-tangential to the real axix.
For 6 = 0 the power series (1.4) is well de ned and no small divisors appear: the denominators in Val(#) are all bounded from below by j j 2 . Nevertheless the convergence radius is not uniform in , and it shrinks to 0 when ! 0.
We are interested to the exact (asymptotic) dependence of on , in the limit ! 0. In particular, we shall prove the following theorem. Theorem. Consider the standard map (1.1) with ! = p=q + i , p; q 2 Z, p^q = 1 and 2 R. Then the following results hold.
1. For xed 6 = 0 the function u( ; "), de ned by (1.2), is divisible by "
and jointly analytic in ( ; ") in the product of a strip around the real axis in the complex plane and a neighborhood j"j < " 0 of the origin in the complex " plane, with " 0 = O( 2=q ).
2. The function v( ; ") = u( ; (2 ) 2=q ") is well de ned for ! 0 and converges to a function u( ; "), divisible by " q and analytic in " q in a neighborhood of the origin, which is 2 =q periodic and solves the di erential equation:
with boundary conditions u(0) = u(2 ) = 0, for some constant C p=q .
This theorem will be proved through a series of lemmata. holding for any complex z; for example, one can take c = minfq 2 =2; 2 2 g 1=2.
Then, given a tree #, we can associate to each line`of # a scale label n`, setting n`= 0 if its momentum `i s a multiple of q, and n`= 1 otherwise. Given a tree #, a cluster T of # is a maximal connected set of lines on scale n = 1; we shall say that such lines are internal to T, and write sometimes 2 T. The lines outside the clusters are all on scale n = 0, and each cluster has an arbitrary number p T 0 of entering lines but only one exiting line. A node u will be considered internal to T, and we shall write u 2 T, if at least the exiting line or one of its entering lines is in T.
A cluster V will be called a resonance if:
and, in such a case, the exiting line of the cluster V will be called a resonant line; we also denote with k V the number of nodes internal to V .
Given a resonance V , with resonant line`V , we can de ne its resonance factor V V (#) as:
of course the resonance factor will depend on # only through the momenta of the incoming lines of V and on the mode labels u 's of the nodes inside the resonance V . The factor ( `V ) in (2.4) simply cancels the propagator in the product corresponding to the exiting line (which is the resonant line`V ). Note that, by (2.1), we have the bound:
jV V (#)j c ?k V q 2k V ; (2.5) as all lines inside V are on scale n = 1. If N n (#) , n = 0; 1, denotes the number of lines in # on scale n, we have trivially using again (2.1) that for a xed tree #:
(2.6) However, even if the bound (2.6) cannot be improved for a single tree, we shall see that by performing a partial resummation a cancellation mechanism appears, allowing us to obtain, for the coe cients (1.8) of the Lindstedt series, a better estimate, and thus leading to the proof of the theorem. Lemma 1. Let N 0 (#) be the number of lines on scale n = 0 which are not resonant, in a given tree #. We then have the bound: N 0 (#) k q ; (2.7) where k is the order of the tree and bxc is the highest integer smaller or equal to x. Proof. For k < q, N 0 (#) is clearly 0, and for k = q, N 0 (#) 1, so in these cases the bound (2.7) is trivially satis ed. So consider the case k > q. If the tree # has the root line on scale n = 1, or on scale n = 0 and resonant, then the bound (2.7) follows inductively. In fact, calling # 1 , : : : , # pu 0 the subtrees of # which have as root the last node u 0 of #, and k 1 , : : : , k pu 0 their orders, one has:
On the other hand, if the root line is on scale n = 0 and non resonant, then the lines entering u 0 cannot be all on scale n = 0, otherwise u 0 = 0, which is not allowed. Then at least one line will have scale n = 1: let T be the cluster containing it. The cluster T will have p T entering lines, with p T 0, and { as we just assumed { it is not a resonance; then P u2T u 6 = 0, so there must be at least q nodes, hence q ? 1 lines, inside T. The subtrees entering into T will have, respectively, k 1 , : : : , k p T nodes, with q + P p T j=1 k j k so that, again inductively:
Then N 0 will be bounded by k=q. As N 0 has to be an integer number, the assertion follows.
We now show how to construct a suitable partial resummation of the Lindstedt series, that is we shall de ne families of trees to be grouped and bounded together to obtain extra factors.
Given a tree # and a resonance V with p V incoming lines`1, : : : ,`p V and k V nodes, we de ne the family F V (#) of V in # as the set of trees obtained from # by the action of a group of transformation P V on #, generated by the following operations.
1. Detach the line`1, and reattach it to all of the nodes of the resonance; for each of the so obtained trees, detach the line`2 and reattach it to all of the nodes of the resonance; and so on for each entering line of the resonance.
In this way we obtain k p V V di erent trees. 3. Flip all the mode labels inside V simultaneously.
We shall call transformations of type 1, 2, 3 the operations described in the tree items above.
Of course, the group P V acts on all trees of a given order containing the resonance V , and its action on the set of trees of a given order k containing the resonance V de nes an equivalence relation, and the equivalence classes are the resonant families F V (#).
The following lemma is the crucial one, where cancellations between trees in the same family are exploited. We state it here and use it to prove the main estimate on the radius of convergence of the Lindstedt series, and postpone its proof to the next section. As the typical tree may contain more than one resonance, we need the following easy corollary of the above lemma. Finally we have the main lemma on the convergence radius of the Lindstedt series. If we perform also the mode ipping of the labels u , u 2 V , other changes are introduced: the numerator will change by a multiplicative factor (?1) p V +1 , and the arguments of the propagators will be modi ed in the obvious way. Anyway we shall not consider cancellations between the trees obtained by mode labels ipping, except for the case in which there is only one incoming line (i.e. p V = 1), and we shall see that in such a case the resonance factor enjoys a strong parity property.
The momentum owing through a line`u inside a resonance will depend on the modes of the nodes w 2 V such that w u and on the momenta of the entering lines of the resonance only if the latter end into nodes which precede u; we call L u the set of such lines. For any`u internal to a resonance V we have: Of course we use here the fact that the resonance factor is a function of class C 2 { actually analytic { in the parameters 1 , : : : , p V . As it can be seen from (3.2), the resonance value depends on 1 , : : : , p V only through the last sum appearing in the argument of the propagators.
Note that, as the incoming lines are on scale n = 0, `m = 0 (mod q) for each m = 1; : : : ; p V . Note also that the tree values Val(# 0 ) di er only as far as the resonance factors are concerned, because all the other factors contributing to the tree value are equal, i.e. Val(# 0 ) = A(#)V V (# 0 ), where A(#) is a factor which has the same value for all # 0 2 F V (#).
The rst term in (3.3) is the term which arises from the resonance factor by neglecting the change in the momenta. so that a quantity proportional to the p V -th power of P u2V u is obtained. But such a sum is zero by de nition of resonance { see (2.3).
Also the second term in (3.3) vanishes, after summing over the trees # 0 2 F V (#). To prove this we shall consider separately the cases p V 2 and p V = 1.
In the rst case, when the derivative (@=@ m ) V V (#; 0; : : : ; 0) is considered, let us compare all the trees # 0 in the subfamily ofF V (#) in which the line`m is kept xed (call u the node which such a line enters), while all other lines are shifted (i.e. detached and reattached to all nodes inside the resonance). The di erence with respect to the previous case, discussed above, is that the line with momentum `m can be chosen in r u ways among the r u lines entering the node u 2 V and outside V . This means that we can write: 
Computation of the critical exponent
Let us consider the coe cient u (") in (1.4) . By de nition of momentum, in (1.8) only trees of order k j j can contribute to u ("), so that u (k) = 0 for k < . Therefore we can write:
" k u (k) ; (4.1) and use the rst bound in (2.14) for u (k) , k > j j, in order to bound the last sum in (4.1) by: This means that no cancellation is possible between such trees, so that: u (j j) = A j j ?2bj j=qc ; jA j > 0:
If we want that, in the limit ! 0, the coe cient u (") non only does not diverge but also does not vanish, we have to impose that: 0 < lim !0 " j j u (j j) < 1; (4.5) so that (4.4) implies that " has to be taken of order O(j j 2=q ). In such a way all the limits (4.5) exist, for any , and they are vanishing except for j j multiple of q.
Moreover, when we compute u (") with = 0 (mod q) only the coe cients u (k) with k multiple of j j will contribute to the limit ! 0, as all other contributions arise from trees containing resonances, and the analysis of the sect. 2 shows that the propagators corresponding to the resonant lines do not introduce new denominators small in " { as a consequence of the cancellation mechanism discussed in sect. 3 { while each new node contributes a factor j j 2=q , by (4.4) and (4.5).
Asymptotics
Lemma 3 implies that the function v( ; ") = u( ; (2 ) " k e i u (k) ; (5.3a) u (k) = lim !0 u (k) (2 ) 2k=q ; (5.3b) and the series in (5.3a) converges absolutely by (2.14): this means that the coe cients u (k) are well de ned, and, from the analysis of the last section, we know that only the Fourier coe cients with modes multiples of q survive when the limit ! 0 is taken; furthermore, the function u( ; ") is analytic in " for " small enough and independent, and periodic in with period 2 =q. (5.8) and that, by shifting the subtrees attached to the nodes of # 0 , the momentum owing through any line of # 0 can vary by an amount proportional to a multiple of q, so that the corresponding propagator does not change, we can write: We note that lemma 5 gives the values C 0=1 = 1, C 1=2 = ?1=8 and C 1=3 = 1=24, which are consistent with the results of 5]. We therefore prove the conjecture proposed in 5], and give an explicit formula for the constant C p=q appearing in the di erential equation.
6. Conclusions The above lemmata prove all the claims in the main theorem in sect. 1.
Proof of the theorem. Statement (1) is obvious, as for 6 = 0 there are no small divisors and the the convergence of the Lindstedt series can be proved by elementary means; the only non obvious statement is the behaviour of the radius of convergence as ! 0, and the result is proved by lemma 3.
Statement (2) is proved by lemma 3, by the combinatorics in sect. 4 and by lemma 5.
We also note that the considerations of 5] about the analyticity of the limit function u in both and " apply, thus giving a rigorous explanation to the numerical ndings of 10], 5].
We observe that the restriction on the way we take the limit ! ! p=q in the complex plane is taken only for the sake of simplicity: in fact, it is easy to modify the proofs in such a way that any path in the complex plane, provided it is not tangent to the real axis, can be taken. (6.4) by the second inequality in (2.2).
If 6 = 0 (mod q), we can use the third inequality in (2.2) to deduce that, by denoting x = p=q + ] , j ( )j 1=2 for 2 jxj =4. If Then we can write again the same inequalities as in (2.1), with the only di erence that now c = minfa 2 =2; q 2 =2g a=2.
As our analysis is based on the inequalities (2.1) and on the de nition of resonance (2.3), it can be repeated essentially unchanged in the case (6.1), and the same results hold. In fact, the proof of lemma 2 can be carried out in a similar manner, by expressing the resonance value as a function of the quantities Once the perturbation parameter " has been scaled to (2 ) 2=q ", the surviving terms are exactly the same as before, so that all of the above discussions apply verbatim; in fact: lim !0 ( ) 2 ( + i )] ?2 = 1 (6.7) for = 0 (mod q) and , satisfying (6.2). Our main results therefore still apply provided the path taken by ! while tending to p=q is not tangential to the real axis, so that (6.2) applies for some a.
