In a periodically driven many-body system, particles will start to oscillate rapidly. If the particles are interacting, they change their distance and therefore their interaction energy rapidly due to the oscillation. We show that in the case of a one-dimensional (1D) system this leads to an average interaction potential in the rotating frame that can be substantially different from the stationary interaction. A short-range 1D interaction, becomes a long-range two-dimensional (2D) interaction which depends on the distance in the phase space of the rotating frame. In fact, for every interaction potential which decays faster than the inverse square of the two particles' distance in real space, the corresponding average interaction energy increases with their distance in phase space of the rotating frame. The phase space interaction potential describes the effect of the interaction on the slowly changing amplitude and phase of the particles, while the fast oscillations take on the role of a force carrier, which allows for interaction over much larger effective distances. We directly treat our system quantum mechanically and calculate explicitly the eigenstates of two interacting fermions in a driven harmonic potential. Under a driving which allows for multiple stable states in phase space, we propose the concept of exchange quasienergy and investigate its dependence on system parameters. In experiments, the novel effects related to exchange quasienergy can be directly measured and may create a new way to manipulate entangled states of atoms. 37.10.Ty, 42.65.Pc, Introduction.-In quantum mechanics, many methods and techniques have been developed to solve problems of timeindependent Hamiltonians. However, still many open problems remain. In the past decades, due to growing interest in novel phenomena far away from equilibrium 1-6 and fast developments in experiments on ultracold atoms in driven optical lattices 7-10 , the study of time-dependent Hamiltonians becomes more and more important. In the adiabatic limit, several important results, such as Berry's (geometric) phase [11] [12] [13] and adiabatic quantum computing 14, 15 , have been discussed. For (strongly) periodically driven systems, the concepts of Floquet state and quasienergy 16, 17 have been introduced due to the time periodicity. Like band theory in solid state physics, most studies using Floquet theory are based on the singleparticle picture. The study of interacting particles in strongly driven systems is quite limit.
(Dated: March 12, 2015) In a periodically driven many-body system, particles will start to oscillate rapidly. If the particles are interacting, they change their distance and therefore their interaction energy rapidly due to the oscillation. We show that in the case of a one-dimensional (1D) system this leads to an average interaction potential in the rotating frame that can be substantially different from the stationary interaction. A short-range 1D interaction, becomes a long-range two-dimensional (2D) interaction which depends on the distance in the phase space of the rotating frame. In fact, for every interaction potential which decays faster than the inverse square of the two particles' distance in real space, the corresponding average interaction energy increases with their distance in phase space of the rotating frame. The phase space interaction potential describes the effect of the interaction on the slowly changing amplitude and phase of the particles, while the fast oscillations take on the role of a force carrier, which allows for interaction over much larger effective distances. We directly treat our system quantum mechanically and calculate explicitly the eigenstates of two interacting fermions in a driven harmonic potential. Under a driving which allows for multiple stable states in phase space, we propose the concept of exchange quasienergy and investigate its dependence on system parameters. In experiments, the novel effects related to exchange quasienergy can be directly measured and may create a new way to manipulate entangled states of atoms. Introduction.-In quantum mechanics, many methods and techniques have been developed to solve problems of timeindependent Hamiltonians. However, still many open problems remain. In the past decades, due to growing interest in novel phenomena far away from equilibrium [1] [2] [3] [4] [5] [6] and fast developments in experiments on ultracold atoms in driven optical lattices [7] [8] [9] [10] , the study of time-dependent Hamiltonians becomes more and more important. In the adiabatic limit, several important results, such as Berry's (geometric) phase [11] [12] [13] and adiabatic quantum computing 14, 15 , have been discussed. For (strongly) periodically driven systems, the concepts of Floquet state and quasienergy 16, 17 have been introduced due to the time periodicity. Like band theory in solid state physics, most studies using Floquet theory are based on the singleparticle picture. The study of interacting particles in strongly driven systems is quite limit.
In this work, we investigate the problem of interacting atoms trapped in a 1D harmonic potential with an external driving field. Instead of focusing on the motions of atoms in real space, we study their trajectories in phase space. By going to a rotating frame, we transform the 1D (spatial) interaction potential V(x i − x j ) of two atoms to a 2D potential in phase space U(R i j ), which only depends on the phase space distance R i j of two atoms under the rotating wave approximation (RWA). We find there is a divergence problem based on the RWA formula. We analyze the origin of divergence and introduce a renormalization procedure to obtain the correct results. We quantize the phase space interaction and propose the concept of exchange quasienergy in driven multistable systems. For the driven system of two indistinguishable half-spin fermions, the exchange quasienergy is just the difference of quasienergies between the singlet state and the triplet The total potential at a fixed moment (blue rippled curve) is the harmonic trapping potential plus a cosine function. The interaction potential between atoms is assumed to be V(x i − x j ).
state. We obtain the explicit form of exchange quasienergy and study its behavior as function of the system parameters.
RWA interaction potential.-We consider a Hamiltonian of the form,
where H i (t) is the single particle Hamiltonian, with a periodic time dependence with frequency Ω, i.e., H i (t) = H i (t + 2π/Ω). The interaction potential between atoms is V(x i − x j ). We assume that the periodic driving is close to some integer multiple k of a particular resonance in H i (t). In this case the total motion of each atom can be separated into a fast oscillating mode with frequency Ω/k and a slow evolution mode which modifies the amplitude of the fast oscillation, i.e.,
Here, all the coordinates and momenta have been scaled properly to be dimensionless. The new coordinateX i and momentumP i in the roating frame follow the commutation relation [X i ,P i ] = iλ where λ is the scaled dimensionless Planck constant [18] [19] [20] . The relative displacement of two particles in the rotating frame iŝ
where ∆P i j ≡P i −P j and ∆X i j ≡X i −X j . We further define the phase space distance operator of two particleŝ
The eigenvalues and eigenstates ofR i j can be obtained equivalently from the operatorR Using the Fourier coefficients of the interaction potential, i.e., V q = 1 2π
The matrix element ofÔ ≡ e iq ∆P i j sin
can be given in term of Laguerre polynomials 21, 22 
Under the RWA, we only keep the time-independent diagonal elements of matrix N|Ô|M . Thus, we find a simple expression of an arbitrary interaction potential in the rotating frame,
In the eigenbasis ofR i j , the interaction potential U(R i j ) takes the value U(R N ).
In the classical limit λ → 0, the operatorR i j is replaced by a c-number R i j ≡ (X i − X j ) 2 + (P i − P j ) 2 , which is the phase space distance of two particles. Using the asymptotic property of Laguerre polynomials, i.e., lim n→∞ L n (x/n) = e x 2n J 0 (2 √ x), where J 0 (•) is the Bessel function of zeroth order, we express the RWA interaction potential as
Normally, the real space interaction potential V(x i − x j ) potential is only a function of the distance |x i − x j |. Using this property and applying the integral representation of Bessel function, i.e., J 0 (x) = 1 2π +π −π e −ix sin τ dτ, we get an alternative form of formula (34)
Since the potential U(R i j ) is defined in the phase space of the rotating frame and it is only a function of phase space distance R i j , we call it phase space interaction potential. As seen from Eq.(35), the phase space interaction potential U(R i j ) is in fact the time average of the interaction energy over the oscillation period. We assume that the particles are identical and the interaction force is always repulsive when they are sufficiently close. For many realistic potentials, e.g., Coulomb interaction
In this case, the integral (35) needs to be renormalized and the origin of the divergence is discussed below.
Divergence and Renormalization.-For the repulsive interaction potentials, i.e., V(r) → ∞ for r → 0, there is some distance r c with a corresponding potential energy V(r c ) where the interaction energy of two particles becomes so large that they can not move closer together. As the distance of two particles becomes small, we can neglect the difference between the single-particle potential energy. This means the simplest possible estimate for r c is to compare the interaction energy to the the kinetic energy of two particle in their respective rest frame. Assuming that the distance between the two particles in real space is small, we can estimate the kinetic energy from Eq. (2) to be 2(R i j /2) 2 = R 2 i j /4. Therefore we find,
and accordingly we can calculate r c as function of R i j . Now we introduce a corresponding cutoff τ c for Eq. (35) and get the renormalized phase space interaction potential,
It is important to note here that the phase space interaction potentialŨ(R i j ), is an weighted time average of the interaction in the laboratory frame. The result is that two particles which collide during an oscillation period, already slow down as the they get closer. Therefore, we connect τ c and r c by
with the important collision factor γ 1, which is bigger than one, because of the extra interaction energy the particles accumulate as they move closer to each other and start to slow down. Therefore we integrate to a radius that can be smaller than r c . The collision factor γ is phenomenologically introduced here, but we will calculate γ for the interaction potentials discussed in this paper. One example is the hard-core potential with a small radius β. In this case the two particles just change their directions suddenly without slowing down during the collision. Thus, the collision factor is simply γ = 1 and the resulting U(R i j ) is (see the details in Supplementary Materials ),
Eq.s (10), (11) and (12) compose the renomalization procedure to solve the divergence problem. An alternative, but equivalent way to renormalize Eq. (35) is to introduce the modified Fourier coefficients
whereṼ(x) ≡ Θ(|x| − γ −1 r c )V(x) is the truncated interaction potential and Θ(•) is the Heaviside step function. The truncation of V(x) by a short distance γ −1 r c means the interaction energy inside the truncation has no contribution to the time average of the interaction energy. With the help ofṼ q , we have an alternative formula which is equivalent to the renormalized phase space interaction potential (11), i.e.,
We apply this renormalization procedure to the quantum interaction potential (7) and get
Equation (15) is only valid in the classical limit while the equation (16), as function of the operatorR i j , is valid in the quantum regime.
Renormalized inverse power-law potential.-We now discuss a more general interaction potential form, i.e., the inverse power-law interaction potential V( Fig. 2(a) . We restrict ourselves to integers and half integers n ≥ 1/2. If n = 1/2, the potential V(x i − x j ) has the form of the Coulomb potential. If n → ∞, the potential
becomes the hard-core potential with a radius β. By applying the renormalization procedure introduced above, we have the renormalized phase space interaction potential
We now use two conditions: i) we want to haveŨ n→∞ = U hardcore and ii)Ũ n=1/2 should stay finite. The first condition gives γ = (4n + c) 1 2n−1 with a free parameter c. The second condition tells us that the free parameter can only be c = −1. Therefore, we have the collision factor, (18) which in the case of the coulomb potential (n = 1/2) leads to γ = e 2 . In the Supplementary Materials , we provide detailed calculation of the renormalized inverse power-law interaction using the renormalization procedure. Here, we just summarize our results as following
We see that the renormalized phase space interaction for the Coulomb potential (n = 1/2) still keeps the form of Coulomb's law, up to logarithmic corrections. For every interaction potential with n > 1, the phase space interaction potential actually grows with R i j . It is also interesting to note that for the case of n = 1, i.e., V(
is a constant, which means there is no effective interaction in phase space.
Model.-To verify our theory, we introduce a specific model as sketched in Fig. 1 . We consider many identical atoms confined in a 1D harmonic potential created by an ion trap [23] [24] [25] [26] and driven by an external driving field. The atoms have the same mass m and natural frequency ω. The driving field is produced by the interference of two counterpropagating laser beams 7, 8 with wavelength a . The strength of laser beams is tuned periodically, i.e., f cos(ω d t). The interaction potential between atoms is V(x i − x j ). The leads to a single-particle Hamiltonian of the form
Here, the Hamiltonian has been scaled by mω 2 a 2 /(4π 2 ). The time, coordinate and momentum are scaled by ω −1 , a/(2π) and mωa/(2π) respectively. We also introduced the scaled dimensionless driving frequency Ω ≡ ω d /ω and driving strength Λ ≡ 4π 2 f /(mω 2 a 2 ). We are interested in the case of resonant driving with Ω = 2, where the driving frequency ω d is twice the natural frequency ω. In this case, the total motion of each atom can be separated into a fast oscillating mode with frequency ω and a slow evolution mode described by X i and P i as shown in Eq. (2).
We first consider the classical problem. The corresponding RWA Hamiltonian of (1) in the classical limit λ → 0 is [18] [19] [20] 22 (see a rigorous derivation based on the canonical transformation in the Supplementary Materials )
where quantities r i and θ i are defined through r i e iθ i ≡ X i + iP i . The renormalizedŨ(R i j ) can be calculated from Eq. (11) or (15) . The canonical equations of motion in rotating frame are given by dX i /dt = ∂g/∂P i , dP i /dt = −∂g/∂X i . In Fig. 3 , we plot the quasienergy g for a single particle in phase space. Due to the driving field, the system hosts multiple stable vibrational states with different amplitudes and phases. In Fig. 3 , we only draw the four lowest vibrational stable states with different phases (centers of the bright and dark regions). Now we put two particles near two stable states with phase 0 and π respectively, and study their motions in the presence of interaction. In Fig. 2(c) and Fig. 2(d) , we show the numerical simulation and compare it to our theory. The trajectories with black and red colors are the results from the time evolution based on the single-particle Hamiltonian (20) with consideration of the two particles' interaction V(x i − x j ) combined with the technique of Poincaré mapping 27, 28 , i.e., the values of X i (t) and P i (t) are taken stroboscopically from the time evolution of x i (t) and p i (t) with a period of t = 2π. The trajectories with blue color are the results from the time evolution based on the RWA Hamiltonian (37) with the renormalizedŨ(R i j ). We see that the results agree with each other. Especially for the case of n = 1, the trajectories for β = 0 and β 0 overlap completely as shown in Fig. 2(d) .
Exchange Quasienergy.-We now go to the quantum regime. The effective Planck constant is given by λ = 4π 2 /(mωa 2 ). In the quantum regime, the four stable states are described by four localized wave functions, i.e., φ 0 (X), φ π/4 (X), φ π/2 (X) and φ π (X), respectively. The subscripts in-dicate their oscillating phases. We assume the two half-spin fermions occupying two stable states φ 0 (X) and φ π (X). Due to the indistinguishability and antisymmetry of the fermionic system, the total state of the two-fermion system including the spin degree of freedom is given by
√ 2 are the spatial wave functions of the total states. |S = 0 and |S = 1 represent the singlet and triplet states of two spins respectively. In the following, we useR to represent the phase space distance operator of the two particles. The averaged phase space interactionŨ(R) of |Ψ ± can be divided into two parts, i.e., Ψ ± |Ũ(R)|Ψ ± ≡ D ± Q with expressions
Here, the energy D is just the direct interaction of the product state φ 0 (X 1 )φ π (X 2 ), which has the classical counterpart. However, the energy Q comes from the exchange integral (by exchanging φ 0 and φ π ), which we call exchange quasienergy here. The exchange quasienergy Q is purely a quantum effect from the indistinguishability of two particles without classical counterpart. We can get the explicit expressions of D and Q in the eigenbasis of operatorR (see more details in the Supplementary Materials )
where the renormalizedŨ(R N ) must take the form of (16) with R N = 2 √ λ(N + 1/2). The integral I N is given by
where X c = (X 1 + X 2 )/2 and ∆X = X 1 − X 2 represent the center of mass and the relative displacement of the two atoms respectively. The functions Φ N (X 1 − X 2 ) are the eigenstates of the operatorR. The exchange quasienergy Q is a natural extension of the concept of exchange energy to a driven multistable system. In stationary systems, the overlap of the two wave packets in real space results in the quantum exchange energy. In driven systems, the overlap of two states in phase space results in the quantum exchange quasienergy. We describe the two localized states φ 0 and φ π by displaced squeezed states, i.e., φ 0 (X) = ξ/ √ π we choose here, the displaced parameter r m and the squeezing parameter ξ are calculated in the Supplementary Materials . Using the Eq.s (24) and (25), we calculate D and Q as functions of system parameter 1/λ for the Coulomb interaction and hard-core interaction as shown in Fig. 4(a) and Fig. 4(b) respectively. As expected, the exchange quasienergy Q disappears in the classical limit 1/λ → ∞ while the direct quasienergy D goes to a finite valueŨ(2r m ) given by the classical form (19) . We also find an interesting phenomenon for the hard-core interaction, i.e., the exchange quasienergy Q changes its sign and oscillates when 1/λ goes to zero as shown by Fig. 4(b) . As a result, the order of quasienergies D ± Q corresponding to singlet and triplet states can be tuned by the system parameter λ = 4π 2 /(mωa 2 ), which can provide a new way to manipulate entangled states of atoms. The oscillation is similar to what was found for double dots as a function of magnetic field 29 . In summary, we investigated the problem of many interacting particles with periodic driving. Given the particles' interaction potential V(x i − x j ), we established the renormalization procedure to obtain an effective phase space interaction potential U(R i j ), which describes the interaction of oscillating particles' slowly varying amplitudes and phases. Phase space interaction is mediated by particles' fast oscillating modes, which play the role of force carriers. As a result, a short-range repulsive hard-core interaction (with hard core radius β ≪ 1) can create a long-range attractive interaction U(R i j ) ∝ R i j in phase space. We then introduced the concept of exchange quasienergy for driven multistable system and calculated it explicitly for the system of two half-spin fermions. The novel effects of phase space interactions related to exchange quasienergies can be measured directly in the current experiments.
Supplementary Materials

I. PHASE SPACE INTERACTION POTENTIALS
A. Interaction potential under RWA
The Hamiltonian of many trapping interacting particles under periodic driving considered in the main text can be written as
(26) Here, all the quantities are scaled to be dimensionless. We are working in the regime near the resonant condition, i.e., Ω ≈ k with a positive integer k. Using the generating function of the second kind
we transform to the rotating frame with frequency Ω/k. Here, x = (x 1 , x 2 , · · ·) and P = (P 1 , P 2 , · · ·) represent the assemble canonical coordinates of all the particles. The corresponding canonical transformations of coordinates and momenta is
which results in
Here, we have defined the detuning δ ≡ 1 − Ω/k, the displacement of one particle in phase space r i e iθ i ≡ X i + iP i , and the relative displacement of two particles in phase space (∆X i j , ∆P i j ) ≡ (X i − X j , P i − P j ). Using the Jacobi-Anger expansion,
we have
Under rotating wave approximation(RWA), we drop fast oscillating terms in Eq.(31) and obtain
Now we focus on the interacting term in Eq.(30)
Here, R i j e iθ i j ≡ (∆X i j , ∆P i j ), V q is the coefficient of Fourier transformation of potential, i.e.,
In the RWA, we drop all the terms with m 0 in Eq.(33) and obtain the RWA interaction potential in phase space
We then apply the integral representation of Bessel function, i.e.,
and get an alternative form of Eq. (34)
Normally, the potential is only a function of the distance |x i − x j | which implies V(x) = V(−x). Thus we have
Finally, we get the RWA Hamiltonian of all interacting particles in phase space
where R i j = |r i e iθ i − r j e iθ j | = (X i − X j ) 2 + (P i − P j ) 2 is the phase space distance.
B. Canonical equations of motion in the rotating frame
The canonical equations of motion given by RWA Hamiltonian (37) in the rotating frame are
From the relationship
As a result, the explicit form of canonical equations of motion are
Based on EOM (41), we can calculate the trajectories of interacting particles in phase space.
C. Examples of interaction potentials
In this section, we calculate the phase space interaction potentials U(R i j ) for several kinds of interaction potentials. Base on the discussion of rectangular interaction potential V(x i − x j ), we calculate the phase space interaction potential U(R i j ) for the hard-core interaction. We also point out the problem of divergence in the case of Coulomb interaction, which is to be solved by the renormalization procedure in the next section.
Rectangular potential
We define the following short-range interaction potential by a rectangular function
Applying formula (36), we have
where x ≡ R i j sin τ 2β . Using the definition of rect(x), we have
For R i j ≫ β, we have the long-range asymptotic behavior
Hard-core potential
In the discussion on rectangular potential above, we have assumed the potential height η is small, which means the kinetic energy of the two particles, i.e., R 
As the potential barrier η continues to be larger than the critical value R 2 i j /2, the physics in the rest frame does not change any more and the phase space interaction potential should keep unchanged. In particular, in the limit of η → ∞, the interaction potential becomes the hard-core potential, i.e., V(x i − x j ) = ∞ for |x i − x j | < β and V(x i − x j ) = 0 for |x i − x j | > β. Therefore, the formula (44) is just the phase space interaction potential for hard-core interaction.
Coulomb potential
We approach the Coulomb potential by the following type of interaction potential
The interaction V(x i − x j ) goes to Coulomb potential in the limit of ε → 0. Applying formula (35), we obtain
Here, we introduced the effective coupling β * ≡ βK
where K(x) is the complete elliptic integral of the first kind with the property of
for a real x. We use the asymptotic approximations for the first complete elliptic integral 30 , i.e., K(ix) ≈ 1 x ln(4x) for x ≫ 1. Then we have the long-range asymptotic behavior of potential (45)
We see that in the limit of ε → 0, where the real space interaction V(x i − x j ) goes to Coulomb potential, the phase space interaction potential (46) diverges! We will analyze the physical reason of this divergence and introduce the renormalization procedure to cancel it in the next section D. Renormalization procedure
Divergence problem
In the last section, we have pointed out that the divergence problem occurs for Coulomb potential V(x i − x j ) = β |x i −x j | . To find the origin of this divergence, we extract the divergence as following
We see that the divergence for the Coulomb potential comes from the small parameter τ c . The physical meaning of this small parameter τ c is discussed below.
Renormalization
The integral (47) shows the divergence comes from the integral contribution inside the small interval [0, τ c ]. For a given potential V(r) with r = |x i − x j |, we can estimate the integral inside the interval [0, τ c ] by
If U τ c is finite, the potential V(r) is well-behaved inside the small distance r < τ c R i j . However, for the Coulomb potential V(r) ∝ 1/r, U τ c is divergent. To obtain a finite meaningful U(R i j ), we subtract this divergence by hand and get the renormalized phase space interaction potential
Equivalently, we we introduce the small cutoff τ c to remove the divergence. As revealed by the formula (35), the phase space interaction potential U(R i j ) is the accumulation of real space interaction V(x i − x j ) inside the region [−R i j , R i j ] in one time period. The detailed behavior of interaction potential V(x i − x j ) during the collision process is crucial. In the real physical process, if V(r) → ∞ when r → 0, the two particles can never touch each other. The smallest distance between them r c is nonzero and depends on their energy scale. If the collision range is short, we can calculate r c by the energy conservation law in the center-of-momentum frame
In fact, R i j represents the relative velocity of the two particles during the collision and 1 2
represents the kinetic energy of one particle with respect to the center of mass. We assume the smallest distance r c is proportional to the cutoff, i.e.,
where the parameter γ is called collision factor which depends on the type of interation potential. Combining Eq.s (49), (50) and (51), we can obtain the explicit form of potential U(R i j ).
In the follwoing, we apply the renormalization procedure to some types of interaction potentials.
Renormalized Coulomb potential
The cutoff r c of Coulomb potential can be estimated by using (50)
, and τ c ≈ 4β γR
Here, β * ≡ β ln(β −1 γR 3 i j /2) is the renormalized coupling strength. The collision factor for Coulomb potential is γ = e 2 , which is to be calculated in the next section of inverse powerlaw potential.
E. Inverse power-law potential
We assume an interaction potential in the form of inverse power-law, i.e.,
with integers and half integers n ≥ 1/2. We apply the formula (36) and obtain
Due to the term ε 1−2n , the above integral diverges in the limit of ε → 0 for n > 1/2. We renormalize U(R i j ) for integers n ≥ 1, half integers n ≥ 3/2 and n = 1/2 (Coulomb potential) respectively.
Integers n ≥ 1
For integers n ≥ 1, we have the identity 2 F 1 ( 
We use the condition (50) to determine r c and τ c , i.e.,
Plugging τ c in term of R i j to Eq.(56), we get the explicit form of renormalized phase space interaction potential
The collision factor γ will be calculated below.
Identities of hypergeometric function
To continue, we should introduce some identities of hypergeometric function 2 F 1 (a, b; c; z) and Gamma function Γ(z).
Identity I: Gauss's theorem 31 of hypergeometric function
Identity III: Euler's reflection formula 32 of Gamma function
Identity IV: Euler's duplication formula 32 of Gamma function
Identity V: Taylor's expansion of Gamma function
where γ ≈ 0.5772156649 is the Euler-Mascheroni constant and ζ(k) is the Riemann zeta function at k. Combined with Eq. (61), we have the following approximative identity
3. Half-integers n ≥ 3/2
For half integers n = k + 1/2 with k ≥ 1, we have the following divergence in formula (55)
It seems the phase space potential (58) is not valid for the case of half integers n ≥ 3/2. However, we show this divergence is artificial and is cancelled by another divergence in formula (55). The half integers can be approached by taking n = k + 1/2 + ǫ with ǫ → 0. Then we have 2 F 1 (
In fact, there is also a divergent term in the function of 2 F 1 ( 
We calculate the coefficient for m = k in the limit of ǫ → 0
Therefore, this coefficient is divergent as ǫ → 0 and cancel the divergence of (66). This means the phase space potential (58) is still valid for half integers n = k + 1/2 with k ≥ 1.
Coulomb potential n = 1/2
In this section, we show the integral form (55) for inverse power-law potential is also valid for Coulomb potential. According to identity (59) we have
If we assume n = 1/2 + ǫ/2 with ǫ → 0, we have
Using the above formula, we have U(R i j ) for the potential
Compared to formula (53), it is just the case of Coulomb potential.
Collision factor γ
Now we discuss how to determine the collision factor γ for inverse power-law potential. The collision factor γ is phenomenologically in Eq. (51) and can be determined by numerical fitting. Here, we determine it using the corresponding conditions. From the expression (54) we see that the inverse power-law potential approaches the hard-core potential in the limit of n → ∞
Compared the potential (58) to formula (44), we get the first corresponding condition
The simplest assumption is γ 2n−1 = 4n + c, where c is a free parameter to be further determined. Thus the collision factor takes the form of γ = (4n+c) 1/(2n−1) . This form is still valid for the Coulomb potential, i.e., n = 1/2. By writing n = 1/2 +ε/4 with ε → 0, we have
The parameter c can only take the value of −1 to get a meaningful result. Otherwise, the prefactor (2 + c) 2/ε → (2 + c) ∞ takes either zero or infinity. Finally, we get the expression of collision factor γ for the potential
The above formula gives γ = e 2 for the Coulomb interaction (n = 1/2).
Summary
We summarize our results for the inverse power-law potential as following
The collision factor is γ = (4n − 1) 1 2n−1 , which is γ = e 2 for Coulomb interaction and γ = 1 for hard-core interaction.
II. EXCHANGE QUASIENERGY
A. Quantization of interaction potential
We now quantize the phase space interaction potential U(R) of two particles. We introduce the coordinates of center of mass and the relative coordinates as following
The phase space distance of two particles is R = √ ∆X 2 + ∆P 2 . Thus we have 1 2
The eigenstates of R 2 /2 can be written in the following form of Ψ(X 1 , X 2 ) = f
, the coordinate of center of mass keeps a constant X c = C. Therefore, the complete set of commuting observables can be chosen as { 
As a result, R 2 N /(2λ) = 2N + 1. The corresponding eigenstate of R (also R 2 /2) for each N in the representation of ∆X is
with parameter α = 
Each eigenstate is determined by the set of quantum numbers {N, C}. The degeneracy for each N is infinite since C can take all the real numbers. This means all the possible superpositions of C-eigenstates are still the eigenstate of R with a fixed N, i.e.,
Here, f N (X c ) can be arbitrary with normalization condition | f N (X c )| 2 dX c = 1, which is the wave function of center of mass.
B. Exchange quasienergy
We write the matrix elements of U(R) in the representation of |N, C , that is,
For two given functions f (X 1 , X 2 ) and g(X 1 , X 2 ), we have the following inner product
Here, we have used the property of X c |C = C|C and the
in the representation of coordinate of center of mass. We consider two localized states ϕ(X) and φ(X). Because of the indistinguishability, we construct two states of twoparticle system as following ψ ± (X 1 , X 2 ) = 1 √ 2 ϕ(X 1 )φ(X 2 ) ± φ(X 1 )ϕ(X 2 ) .
The average U(R) of ψ ± (X 1 , X 2 ) arē U = ψ ± (X 1 , X 2 )|U(R)|ψ ± (X 1 , X 2 ) = ϕ(X 1 )φ(X 2 )|U(R)|ϕ(X 1 )φ(X 2 ) ± ϕ(X 1 )φ(X 2 )|U(R)|φ(X 1 )ϕ(X 2 ) ≡ D ± Q.
Here D = ϕ(X 1 )φ(X 2 )|U(R)|ϕ(X 1 )φ(X 2 ) is the direct integral while Q = ϕ(X 1 )φ(X 2 )|U(R)|φ(X 1 )ϕ(X 2 ) is the exchange integral (by changing φ and ϕ), which we call exchange quasienergy here. We can use the formula (83) 
with the integral I N defined by
C. Displaced squeezing states
We consider two special localized states of ϕ(X) and φ(X), i.e., the two displaced squeezed states ϕ(X) = ψ 0 (X − r m ) = β √ π 
where we used the notations defined in the book of Introductory quantum optics (Gerry Knight, P155 ). The displacement operatorD γ = exp γa † − γ * a and the squeezing operator 
We In the main text, we choose φ 0 (X) and φ π (X) as the two localized states. The parameters r m and β for these two states are calculated in our another paper 22 and ω e = m −1 e ∂ 2 g ∂r 2 (r=r m ,θ=0) .
Here, g is the RWA Hamiltonian for the single particle, i.e., g = 1 2 δr 2 − ΛJ 2 (r) cos(2θ).
