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Abstract
The Brownian Web (BW) is a family of coalescing Brownian motions starting
from every point in space and time R × R. It was first introduced by Arra-
tia, and later analyzed in detail by To´th and Werner. More recently, Fontes,
Isopi, Newman and Ravishankar gave a characterization of the BW, and general
convergence criteria allowing either crossing or noncrossing paths, which they
verified for coalescing simple random walks. Later Ferrari, Fontes, and Wu ver-
ified these criteria for a two dimensional Poisson Tree. In both cases, the paths
are noncrossing. In this thesis, we formulate new convergence criteria for cross-
ing paths, and verify them for non-simple coalescing random walks satisfying a
finite fifth moment condition. This is the first time convergence to the BW has
been proved for models with crossing paths. Several corollaries are presented,
including an analysis of the scaling limit of voter model interfaces that extends
a result of Cox and Durrett.
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Chapter 1
Introduction and Results
The idea of the Brownian Web (BW) dates back to Arratia’s thesis [1] in 1979,
in which he constructed a process of coalescing one-dimensional Brownian mo-
tions starting from every point in space R at time zero. In a later unpublished
manuscript [2], Arratia generalized this construction to a process of coalescing
Brownian motions starting from every point in space and time R × R, which
is essentially what is now often called the Brownian Web. He also defined a
dual family of backward coalescing Brownian motions equally distributed (after
a time reversal) with the BW which is now called the Dual Brownian Web.
Unfortunately, Arratia’s manuscript was incomplete and never published, and
the BW was not studied again until a paper by To´th and Werner [23], in which
they constructed and analyzed versions of the Brownian Web and Dual Brown-
ian Web in great detail and used them to construct a process they call the True
Self Repelling Motion.
In both Arratia’s and To´th and Werner’s constructions of the BW, some
semicontinuity condition is imposed to guarantee a unique path starting from
every space-time point. (For example, in Arratia’s [1] construction of coalesc-
ing Brownian motions starting from every point on R at time 0, when multiple
paths start from the same point, a unique path is chosen so that if we regard
the collection of paths as a mapping from R to the space of continuous paths,
then it is right continuous with left limits.) More recently, Fontes, Isopi, New-
man and Ravishankar [12, 13] gave a different formulation of the BW which
provides a more natural setting for weak convergence, and they coined the term
Brownian Web. Instead of imposing semicontinuity conditions, multiple paths
are allowed to start from the same space-time point. Further, by choosing a
suitable topology, the BW can be characterized as a random variable taking
values in a complete separable metric space whose elements are compact sets of
paths. In [13], they gave general convergence criteria allowing either crossing or
noncrossing paths (i.e., almost surely, paths in the random set may cross each
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other in the crossing paths case, and can never cross each other in the noncross-
ing paths case), and they verified the criteria for the noncrossing paths case for
coalescing simple random walks. Recently, Ferrari, Fontes, and Wu [11] verified
the same criteria for a two dimensional Poisson tree also with noncrossing paths.
The main result of this thesis is the formulation of new convergence criteria
for the crossing paths case, and we verify these criteria for both discrete time and
continuous time one-dimensional coalescing nonsimple random walks satisfying
a finite fifth moment condition, which are models with crossing paths. The main
technical distinction between the noncrossing paths case and the crossing paths
case is that if paths cannot cross, then they form a totally ordered set, and one
expects certain correlation inequalities to hold, which is not the case if paths
can cross. We will also present some corollaries for one-dimensional coalescing
nonsimple random walks and their dual non-nearest-neighbor voter models.
In the remaining sections of this chapter, we will present some background
on coalescing random walks, their dual voter models, and the Brownian web.
We will also state the main results of this thesis.
1.1 Coalescing random walks and voter models
Let Y , a random variable with distribution µY , denote the increment of an
irreducible aperiodic random walk on Z. Throughout this thesis, all random
walk increments will be distributed as Y . We will always assume E[Y ] = 0 and
E[Y 2] = σ2 < +∞ unless a weaker hypotheses is explicitly stated. For our main
result, we will also need to assume E[|Y |5] < +∞. For continuous time random
walks, we further assume that P(Y = 0) = 0, and the random walk increments
occur at rate 1.
1.1.1 Coalescing random walks
The process of discrete time coalescing random walks with one walker starting
from every space-time lattice site is defined as follows. One walker starts at every
site on the space-time lattice Z × Z (first coordinate space, second coordinate
time), and makes jumps at integer times (including the time when it is born).
All walkers have i.i.d. increments distributed as Y , and two walkers move
independently until they jump to the same site at the same time, then they
coalesce. The random walk paths are piecewise constant, right continuous with
left limits, and have discontinuities at integer times. A continuous version of the
random walk path is obtained by linearly interpolating between the consecutive
space-time lattice sites from where the random walk makes its jumps. Note
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that for non-simple random walks, two interpolated random walk paths can
cross each other many times before they actually coalesce. If Y was such that
the random walks had period d 6= 1, as in the case of simple random walks
where d = 2, then we would just have d different copies of coalescing random
walks on different space-time sublattices, none of which interacts with the other
copies. We will let X1 (with distribution µ1) denote the random realization of
such a collection of interpolated coalescing random walk paths on Z × Z, and
let Xδ (with distribution µδ, 0 < δ < 1) be X1 rescaled with the usual diffusive
scaling of δ/σ in space, δ2 in time. Sometimes we will also need the piecewise
constant version of Xδ, which we denote by Γδ, i.e., replace each path in Xδ by
its piecewise constant counterpart.
The continuous time analog of Xδ, X˘δ is defined as follows. One walker
starts from every point on Z× R and undergoes rate 1 jumps with increments
distributed as Y . The jump times are given by independent rate 1 Poisson
clocks at each integer site i ∈ Z. Two walkers coalesce when they first occupy
the same site at the same time. Clearly all walkers starting at the same site
between two consecutive Poisson clock rings will have coalesced by the time
of the second clock ring. If we call the time and location at which a Poisson
clock rings a jump point, then the path of a random walk is piecewise constant
with discontinuites at the jump points. We can also define an interpolated
version of the random walk path, which consists of first a constant position
line segment connecting the point of the walker’s birth to its first jump point,
and then linearly interpolating between consecutive jump points along its path.
For random walks born at a jump point, we will take two paths, one starting
with a constant position line segment, and one without. X˘1 (with distribution
µ˘1) is then defined to be the random variable consisting of all the interpolated
coalescing random walk paths, and X˘δ (with distribution µ˘δ) is X˘1 diffusively
rescaled. We will denote the piecewise constant version of X˘δ by Γ˘δ.
For a system of d-dimensional (d ≥ 1) discrete time coalescing random walks
starting from a space-time subset A ⊂ Zd×Z, we will denote the set of occupied
sites in Zd at time n by ξAn . (To be consistent with our definition of X1, we also
define the random walks so that they jump at the time of birth. But the random
walks’ positions at time n is now taken to be the positions of the interpolated
random walk paths at time n.) In the special case when A = B×{n0} for some
B ⊂ Zd, we will denote it by ξB,n0n ; and when n0 = 0, we simply denote it by
ξBn . For most of this thesis, we will only deal with one-dimensional coalescing
random walks. To simplify the notation, we will use ξAs also to denote the
continuous time analogue of ξAn , where A ⊂ Zd×R and the random walks jump
with rate 1 and increments distributed as Y .
The main result of this thesis (see Theorem 1.3.3 below) is that if E[|Y |5] <
+∞, then Xδ and X˘δ converge in distribution to the BW as δ → 0.
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1.1.2 Voter models
The voter model was first introduced in the probability literature by Clifford and
Sudbury [8], and Holley and Liggett [16]. In population genetics, a variant of the
voter model, the stepping stone model, was first introduced by Kimura [19]. A
two type d-dimensional discrete time voter model is defined as follows. The state
space is {0, 1}Zd with product topology. A metric that generates the product
topology is ‖η−ζ‖ =∑x∈Zd 2−|x|∞|η(x)−ζ(x)|. We will denote the state at time
n of the voter model by φn (with distribution νn). φn(x), the value of φn at site
x, can be regarded as the opinion, or political affiliation, of the voter at site x at
time n, hence the name voter model. The initial configuration is specified by φ0.
If we also use Y to denote the increment of a d-dimensional random walk, then
at each time n ≥ 1, we update φn(x) by setting φn(x) = φn−1(x+ Yx,n), where
{Yx,n}x∈Zd,n∈N are i.i.d. Zd-valued random variables distributed as Y . Given
any realization of {Yx,n}x∈Zd,n∈N, if we trace backward in time the geneaologies
of the opinions of all sites at all times, then the collection of all such geneaology
trees is exactly a realization of coalescing random walk paths running backward
in time, with one walker starting at every site in Zd at every positive integer
time. This provides a natural coupling between coalescing random walks and
voter models, and leads to the duality relation
P[φn(x) = 1 for some (x, n) ∈ A] = P[φ0(y) = 1 for some y ∈ ξˆA0 ], (1.1.1)
where A ⊂ Zd × Z+ is a set of space-time lattice sites with positive time, and
ξˆA0 is the set of occupied sites at time 0 of a system of coalescing random walks
running backward in time, with one walker starting at every site in A. For more
details on the voter model, see, e.g., [16, 20].
The definition above easily generalizes to a multitype voter model with state
space SZ
d
, where S can be any finite or countable set. For continuous time, the
opinion at each site is updated independently according to a rate 1 Poisson
clock. Whenever a clock rings at a site x, another site y ∈ Zd is picked with
(y − x) distributed as the random walk increment Y , and the opinion at site x
changes to that of site y. The dual of this continuous time voter model is the
process of rate 1 continuous time coalescing random walks running backward
in time, with one walker starting at every site in Zd × R+. The two models
are coupled through the realization of the jump points and the random walk
increment associated with each jump point. We will denote the continuous time
voter model also by φt (with distribution νt). The duality relation (1.1.1) also
holds for continuous time.
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1.2 Brownian web
One way of thinking about the Brownian web is to view it as the diffusive scaling
limit of the system of coalescing random walks X1. Heuristically, we expect to
obtain as the limit a set of coalescing Brownian motions with one Brownian
motion starting from every space-time point. The main conceptual difficulty
is that there are uncountable number of space-time points, and in general we
would like to deal only with a countable number of Brownian motions because
of the countable additivity of measures. Fortunately, it turns out that the
limiting object (the Brownian web) is fully determined by a countable number
of coalescing Brownian motions starting from a countable dense subset D of R2
(see Theorem 1.2.1 below). Coalescing Brownian motion paths starting from
space-time points off the dense set D can be constructed by taking limits of paths
starting from D using the noncrossing property of coalescing Brownian motions.
See Arratia [2] and To´th and Werner [23] for two such constructions. The
Brownian web intrinsically contains space-time points from which multiple paths
start out. In both Arratia’s and To´th and Werner’s construction, only one path
is retained starting from every space-time point satisfying some semicontinuity
conditions. Here we follow a different approach by Fontes, Isopi, Newman and
Ravishankar [12, 13], who coined the term Brownian Web. Their approach is
to regard the Brownian web as a random variable taking values in the space
of sets of paths. Thus there is no need to throw away paths when multiplicity
arises. Another advantage is that, by choosing the topology approriately for the
space of sets of paths, the Brownian web takes values in a complete separable
metric space, thus providing a natural setting for establishing weak convergence
results, which is the central theme of this thesis.
We now recall Fontes, Isopi, Newman and Ravishankar’s [12, 13] choice of
the metric space in which the Brownian Web takes its values.
Let (R¯2, ρ) be the completion (or compactification) of R2 under the metric
ρ, where
ρ((x1, t1), (x2, t2)) =
∣∣∣∣tanh(x1)1 + |t1| −
tanh(x2)
1 + |t2|
∣∣∣∣ ∨ | tanh(t1)− tanh(t2)|. (1.2.1)
R¯
2 can be thought of as the image of [−∞,∞]× [−∞,∞] under the mapping
(x, t) (Φ(x, t),Ψ(t)) ≡
(
tanh(x)
1 + |t| , tanh(t)
)
. (1.2.2)
We can think of the mapping as first squeeze R¯2 to the square [−1, 1]× [−1, 1]
by the mapping (tanh x, tanh t), and then the x coordinate is squeezed even
further depending on its time coordinate such that the top and bottom edge of
the square is squeezed to two points (0,±1).
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For t0 ∈ [−∞,∞], let C[t0] denote the set of functions f from [t0,∞] to
[−∞,∞] such that Φ(f(t), t) is continuous. Then define
Π =
⋃
t0∈[−∞,∞]
C[t0]× {t0}, (1.2.3)
where (f, t0) ∈ Π represents a path in R¯2 starting at (f(t0), t0). For(f, t0) in Π,
we denote by fˆ the function that extends f to all [−∞,∞] by setting it equal
to f(t0) for t < t0. Then we take
d((f1, t1), (f2, t2)) = (sup
t
|Φ(fˆ1(t), t)− Φ(fˆ2(t), t)|) ∨ |Ψ(t1)−Ψ(t2)|, (1.2.4)
i.e., after applying the mapping (Φ,Ψ) to (fˆ1(t), t) and (fˆ2(t), t), the distance
between the two original paths is then taken to be the maximum of (i) the
supremum norm distance between the two image paths, and (2) the absolute
difference in the starting times of the two image paths. Note that (Π, d) is a
complete separable metric space.
Let now H denote the set of compact subsets of (Π, d), with dH the induced
Hausdorff metric, i.e.,
dH(K1, K2) = sup
g1∈K1
inf
g2∈K2
d(g1, g2) ∨ sup
g2∈K2
inf
g1∈K1
d(g1, g2). (1.2.5)
(H, dH) is also a complete separable metric space. Let FH denote the Borel
σ-algebra generated by dH.
In [12, 13], the Brownian Web (W¯ with measure µW¯) is constructed as a
(H,FH) valued random variable, with the following characterization theorem.
Theorem 1.2.1 There is an (H,FH)-valued random variable W¯ whose distri-
bution is uniquely determined by the following three properties.
(o) from any deterministic point (x, t) in R2, there is almost surely a unique
path Wx,t starting from (x, t).
(i) for any deterministic n, (x1, t1), . . . , (xn, tn), the joint distribution ofWx1,t1,
. . . ,Wxn,tn is that of coalescing Brownian motions (with unit diffusion
constant), and
(ii) for any deterministic, dense countable subset D of R2, almost surely, W¯
is the closure in (H, dH) of {Wx,t : (x, t) ∈ D}.
The (H,FH)-valued random variable W¯ in Theorem 1.2.1 is called the standard
Brownian Web.
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The Brownian web W¯ uniquely determines a dual (backward) Brownian web
ˆ¯W, which is equally distributed with the standard Brownian web W¯ except for
a time reversal. The pair (W¯, ˆ¯W) forms what is called the double Brownian
web W¯D with the property that, almost surely, paths in W¯ and ˆ¯W reflect off
each other and never cross. The double Brownian web is most easily recognized
as the limit of coalescing simple random walks. For coalescing simple random
walks, only walks starting from lattice sites (x,m) ∈ Z2 with x + m having
the same parity (even or odd) interact with each other. Take the set of walks
that start from (x,m) with x +m even. Then any realization of such forward
coalescing random walk paths uniquely determines a set of backward (in time)
coalescing simple random walk paths with one path starting from every site
(y, n) ∈ Z2 with y + n odd, provided that we require the backward paths never
cross the forward paths. The resulting system of backward coalescing simple
random walks is equally distributed with the forward coalescing system except
for a time reversal. Under the diffusive scaling limit, it is then seen that the joint
distribution of the forward and backward systems of coalescing simple random
walks converge in distribution to the double Brownian web. For more on the
Brownian web and the double Brownian web, see [1, 2, 23, 22, 12, 13].
1.3 Convergence criteria and main result
In [13], a set of general convergence criteria were formulated for measures sup-
ported on compact sets of paths which can cross each other. However, one of the
conditions (B′2) turns out to be difficult to verify for the coalescing nonsimple
random walks {Xδ} and {X˘δ}. In our modified general convergence theorem
1.3.2, we will replace condition (B′2) by an alternative condition (E1), and we
will verify (E1) and the other convergence criteria for {Xδ} and {X˘δ} under the
assumption that E[|Y |5] < +∞.
We first recall the convergence criteria formulated in [13] (for the crossing
paths case) for a family of (H,FH)-valued random variables {Xn} with distri-
butions {µn}.
(I1) There exist single path valued random variables θ
y
n ∈ Xn, for y ∈ R2, satis-
fying: for D a deterministic countable dense subset of R2, for any deterministic
y1, . . . , ym ∈ D, θy1n , . . . , θymn converge jointly in distribution as n→ +∞ to coa-
lescing Brownian motions (with unit diffusion constant) starting at y1, . . . , ym.
Let ΛL,T = [−L, L] × [−T, T ] ⊂ R2. For x0, t0 ∈ R and u, t > 0, let
R(x0, t0; u, t) denote the rectangle [x0 − u, x0 + u] × [t0, t0 + t] in R2. Define
At,u(x0, t0) to be the event (in FH) that K (in H) contains a path touching both
R(x0, t0; u, t) and (at a later time) the left or right boundary of the bigger rect-
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angle R(x0, t0; 17u, 2t) (the number 17 is chosen to avoid fractions later). Then
the following is a tightness condition for {Xn}: for every u, L, T ∈ (0,+∞),
(T1) g˜(t, u;L, T ) ≡ t−1 lim sup
n→+∞
sup
(x0,t0)∈ΛL,T
µn(At,u(x0, t0))→ 0 as t→ 0+ .
As shown in [13], if (T1) is satisfied, one can construct compact sets Gǫ ⊂ H for
each ǫ > 0, such that µn(G
c
ǫ) < ǫ uniformly in n. Gǫ consists of compact subsets
of Π whose image under the map (Φ,Ψ) are equicontinuous with a modulus of
continuity dependent on ǫ.
For K ∈ H a compact set of paths in Π, define the counting variable
Nt0,t([a, b]) for a, b, t0, t ∈ R, a < b, t > 0 by
Nt0,t([a, b]) = {y ∈ R | ∃ x ∈ [a, b] and a path in K which touches
both (x, t0) and (y, t0 + t)}. (1.3.1)
Let lt0 (resp., rt0) denote the leftmost (resp., rightmost) value in [a, b] with
some path in K touching (lt0 , t0) (resp., (rt0 , t0)). Also define N+t0,t([a, b]) (resp.
N−t0,t([a, b])) to be the subset of Nt0,t([a, b]) due to paths in K that touch (lt0 , t0)
(resp., (rt0 , t0)). The last two conditions for the convergence of {Xn} to the
Brownian Web are
(B′1) ∀β > 0, lim sup
n→+∞
sup
t>β
sup
t0,a∈R
µn(|Nt0,t([a− ǫ, a + ǫ])| > 1)→ 0 as ǫ→ 0+,
(B′2) ∀β > 0,
1
ǫ
lim sup
n→+∞
sup
t>β
sup
t0,a∈R
µn(Nt0,t([a− ǫ, a+ ǫ]) 6= N+t0,t([a− ǫ, a + ǫ])
∪N−t0,t([a− ǫ, a+ ǫ]))→ 0 as ǫ→ 0+.
The general convergence theorem of [13] is the following,
Theorem 1.3.1 Let {Xn} be a family of (H,FH) valued random variables sat-
isfying conditions (I1), (T1), (B
′
1) and (B
′
2), then Xn converges in distribution to
the standard Brownian Web W¯.
Condition (B′1) guarantees that for any subsequential limit X of {Xn}
(with distribution µX), and for any deterministic point y ∈ R2, there is µX
almost surely at most one path starting from y. Together with condition
(I1), this implies that for a deterministic countable dense set D ⊂ R2, the
distribution of paths in X starting from finite subsets of D is that of coa-
lescing Brownian motions. This shows X contains at least as many paths
as the Brownian web W¯. Conditions (B′1) and (B′2) together imply that
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for the family of counting random variables η(t0, t; a, b) = |Nt0,t([a, b])|, we
have E[ηX(t0, t; a, b)] ≤ E[ηW¯(t0, t; a, b)] = 1 + b−a√πt for all t0, t, a, b ∈ R with
t > 0, a < b. By Theorem 4.6 in [13] and the remark following it, this fact
implies that X contains no extra paths besides the Brownian web W¯ , thus X is
equidistributed with W¯. For the systems of coalescing random walks {Xδ} and
{X˘δ}, we have not yet been able to verify condition (B′2), but an examination
of the proof of Theorem 4.6 in [13] shows that we can also use the dual family
of counting random variables
ηˆX(t0, t; a, b) = |{x ∈ (a, b) | ∃ a path in X touching (1.3.2)
both R× {t0} and (x, t0 + t)}|.
By a duality argument [23] (see also [1, 2, 13]), ηˆ and η−1 are equally distributed
for the Brownian Web W¯. We can then replace (B′2) by
(E1) If X is any subsequential limit of {Xn}, then ∀t0, t, a, b ∈ R with t > 0
and a < b, E[ηˆX(t0, t; a, b)] ≤ E[ηˆW¯(t0, t; a, b)] = b−a√πt .
With this change, we obtain our modified general convergence theorem,
Theorem 1.3.2 Let {Xn} be a family of (H,FH) valued random variables sat-
isfying conditions (I1), (T1), (B
′
1) and (E1), then Xn converges in distribution to
the standard Brownian Web W¯.
The main result of this paper is
Theorem 1.3.3 If the random walk increment Y satisfies E[|Y |5] < +∞, then
{Xδ} and {X˘δ} satisfy the conditions of Theorem 1.3.2, and hence converge in
distribution to W¯.
Remark 1.3.4 Condition (E1) in our general convergence theorem 1.3.2 may
seem strong, but as we will show in our proof of (E1) for {Xδ} and {X˘δ} in
Section 3.5, the key ingredients are the Markov property of the random walks
and an upper bound of the type lim supδ↓0 E[ηˆXδ (t0, t; a, b)] ≤ C for some finite
constant C depending on t, a, b.
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Chapter 2
Random Walk Estimates
In this chapter, we first introduce some notation, and then list some basic facts
about random walks that will be used throughout the rest of the thesis. Once
acquainted with the basic notation, the reader may skip the rest of the chapter
until the results in this chapter are referred to.
Given macroscopic space and time coordinates (x, t) ∈ R2, define their mi-
croscopic counterparts before diffusive scaling by t˜ = tδ−2 and x˜ = xσδ−1.
Quantities such as u˜, t˜0 are defined from u, t0 similarly depending on whether
they are space or time units. Since µδ (resp., µ˘δ) and µ1 (resp., µ˘1) are related
by diffusive scaling, we will do most of our analysis using µ1 (resp., µ˘1), with
x, t, u, t0 for µδ (resp., µ˘δ) replaced by x˜, t˜, u˜, t˜0 for µ1 (resp., µ˘1).
For both discrete time and continuous time, we will denote the piecewise
constant version of the path of a random walk (which by definition is right
continuous with left limits in time) starting at position x at time t0 by π
x,t0(s).
We will denote the linearly interpolated version of the random walk path by
κx,t0(s). Denote the event that the path of a random walk πx,t0(s) (either
discrete or continuous time) starting at (x, t0) stays inside the interval [a, b]
containing x up to time t by Bx,t0[a,b],t.
Given any r ∈ Z, we also define the following stopping times associated with
either a discrete or a continuous time random walk πx,t0
τx,t0r = inf{t ≥ t0 | πx,t0(t) = r}, (2.0.1)
τx,t0r+ = inf{t ≥ t0 | πx,t0(t) ≥ r}. (2.0.2)
When the time coordinate in the superscripts of π, κ, B, τ, τ+ is 0, we will sup-
press it. We will use Px and Ex to denote probability and expectation for a
random walk process starting from x at time 0. Px,y and Ex,y will correspond
to two independent random walks starting at x and y at time 0.
The following lemmas are stated for random walk paths πx and πy, which
can be interpreted for both discrete and continuous time. The random walk
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increment Y is always assumed to be that of an irreducible and aperiodic random
walk with E(Y ) = 0 and E[Y 2] < +∞, unless a different moment condition is
explicitly stated. For continuous time random walks, we always assume it jumps
with rate 1 unless otherwise explicitly stated.
Lemma 2.0.1 Let πx, πy be two independent random walks with increment Y
starting at x, y ∈ Z at time 0. Let τx,y = inf{t ≥ 0 | πx(t) = πy(t)}, which is a
stopping time, and let l(x, y) = supt∈[0,τx,y] |πx(t)− πy(t)|. Then τx,y and l(x, y)
are almost surely finite.
Proof. Let π¯y−x(t) = πy(t) − πx(t). Then π¯y−x is an irreducible aperiodic
symmetric random walk starting at y−x. For discrete time, π¯y−x has increment
distributed as µY ∗µ−Y ; for continuous time, π¯y−x is a rate 2 random walk with
increment distributed as 1
2
µY +
1
2
µ−Y . The lemma is simply a consequence of
the recurrence of π¯y−x, which requires less than finite second moment of Y .
Lemma 2.0.2 Let πx, πy, τx,y be as in Lemma 2.0.1. Then Px,y(τx,y > t) ≤
C√
t
|x− y| for some constant C independent of t, x and y.
Proof. Let π¯y−x(t) = πy(t) − πx(t) as in the proof of Lemma 2.0.1. Let P¯y−x
denote probability for this random walk, and let τ¯ y−x0 denote the stopping time
when the random walk π¯y−x first lands at the site 0. Then Px,y(τx,y > t) =
P¯y−x(τ¯
y−x
0 > t). When |x − y| = 1, it is a standard fact (see, e.g., Proposition
32.4 in [21]) that this probability is bounded by C√
t
. When |x− y| > 1, we can
without loss of generality assume x < y and regard {πx, πy} as a subset of the
system of coalescing random walks ξ{x,x+1,...,y} up to time τx,y. Then
Px,y(τx,y > t) ≤ P(|ξ{x,...,y}t | > 1)
= P(
y−1⋃
i=x
{τi,i+1 > t}) ≤ (y − x)P0,1(τ0,1 > t) ≤ C(y − x)√
t
,
which establishes the lemma.
Lemma 2.0.3 Let u > 0 and t > 0 be fixed, and let π(s) = π0,0(s) be a
random walk starting from the origin at time 0. Let u˜, t˜ and the event B0,0
[−u˜,u˜],t˜
be defined as at the beginning of this chapter (note that they depend on δ), and let
(B0,0
[−u˜,u˜],t˜)
c be the complement of B0,0
[−u˜,u˜],t˜. If Bs is a standard Brownian motion
starting from 0, then
0 < lim
δ→0+
P0[(B
0,0
[−u˜,u˜],t˜)
c] = P( sup
s∈[0,t]
|Bs| > u) < 4e−u
2
2t .
11
Proof. The limit follows from Donsker’s invariance principle for random walks.
The first inequality is trivial, and the second inequality follows from a well-
known computation for Brownian motion using the reflection principle.
Lemma 2.0.4 Let u, t, u˜, t˜ be as before. Let πx, πy and τx,y be as in Lemmas
2.0.1 − 2.0.2 with x < y. Let τx,y,u˜+ = inf{t ≥ 0 | πx(t) − πy(t) ≥ u˜}. If
E[|Y |3] < +∞, and δ is sufficiently small, then we have
Px,y(τx,y,u˜+ < (τx,y ∧ t˜)) < C(t, u)δ
for some constant C(t, u) depending only on t and u.
Proof. Let z = x − y < 0. Note that x, y, z are fixed while u˜, t˜ → +∞ as
δ → 0. For the difference of the two walks π¯z(s) = πx(s)−πy(s), we denote the
first time when π¯z(s) = 0 by τ¯ z0 , and the first time when π¯
z(s) ≥ u˜ by τ¯ zu˜+ . We
are using the bar ·¯ to emphasize the fact that we are studying the symmetrized
random walks. The inequality then becomes
P¯z(τ¯
z
u˜+ < (τ¯
z
0 ∧ t˜)) < C(t, u)δ. (2.0.3)
For simplicity, we will only prove (2.0.3) for the discrete time case. For the
continuous time case, only the notations will be different. We will first prove
that, for δ sufficiently small,
P¯w(τ¯
w
u˜+ < (τ¯
w
0 ∧ t˜)) < C ′(t, u)|w|δ. (2.0.4)
By the strong Markov property,
P¯w(τ¯
w
0 > t˜)
≥
+∞∑
k=⌈u˜⌉
P¯w(τ¯
w
u˜+ < (τ¯
w
0 ∧ t˜), π¯w(τ¯wu˜+) = k, B
k,τ¯w
u˜+
[k− u˜
2
,k+ u˜
2
],t˜
)
=
+∞∑
k=⌈u˜⌉
⌊t˜⌋∑
n=0
P¯w(τ¯
w
u˜+ = n, n < τ¯
w
0 , π¯
w(n) = k)P¯k(B
k
[k− u˜
2
,k+ u˜
2
],t˜−n)
≥
+∞∑
k=⌈u˜⌉
⌊t˜⌋∑
n=0
P¯w(τ¯
w
u˜+ = n, n < τ¯
w
0 , π¯
w(n) = k)P¯k(B
k
[k− u˜
2
,k+ u˜
2
],t˜
)
≥ C ′′(t, u)P¯w(τ¯wu˜+ < (τ¯w0 ∧ t˜)).
If δ is sufficiently small, the last inequality is valid by Lemma 2.0.3. Also by
Lemma 2.0.2,
P¯w(τ¯
w
0 > t˜) <
C√
t˜
|w| = C|w|√
t
δ,
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together they give (2.0.4).
To show (2.0.3), we condition at the first time when π¯z(s) ≥ 0, which we
denote by τ¯ z0+ . Then by the strong Markov property and (2.0.4),
P¯z(τ¯
z
u˜+ < (τ¯
z
0 ∧ t˜))
=
+∞∑
w=1
⌊t˜⌋∑
n=0
P¯z[τ¯
z
0+ = n, π¯
z(n) = w]P¯w[τ¯
w
u˜+ < (τ¯
w
0 ∧ (t˜− n))]
<
+∞∑
w=1
⌊t˜⌋∑
n=0
P¯z[τ¯
z
0+ = n, π¯
z(n) = w] C ′(t, u)|w| δ
< C ′(t, u) δ E¯z[π¯z(τ¯ z0+)] < C(t, u)δ.
The last inequality follows from our assumption E[|Y |3] < +∞ and the following
two lemmas.
Lemma 2.0.5 Let πx be a random walk with increment Y starting from x < 0
at time 0. If E[Y 2] < +∞, then the overshoot πx(τx0+) has a limiting distribution
as x→ −∞. In terms of the ladder variable Z = π0(τ 01+),
lim
x→−∞
P[πx(τx0+) = k] =
P[Z ≥ k + 1]
E[Z]
.
Proof.This is a standard fact from renewal theory, see e.g. Proposition 24.7
in [21].
Lemma 2.0.6 Let πx, Y and Z be as in the previous lemma. If E[|Y |r+2] <
+∞ for some r > 0, then [πx(τx0+)]r is uniformly integrable in x ∈ Z−, and
lim
x→−∞
E
[
[πx(τx0+)]
r
]
=
1
E[Z]
+∞∑
k=1
krP[Z ≥ k + 1] < +∞.
Proof. We may assume πx is a discrete time random walk, since the continuous
time random walk is just a random time change of the discrete time walk,
which does not change the overshoot distribution. Note that if we let γx denote
the discrete time random walk starting from x < 0 at time 0 with increment
distributed as Z, then γx simply records the successive maxima of the random
walk πx, so the overshoots πx(τx0+) and γ
x(τx0+) are equally distributed. By a
last passage decomposition for γx,
P[γx(τx0+) = k] =
−1∑
i=x
Gγ(x, i)P[Z = k − i] ≤ P[Z ≥ k + 1],
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where Gγ(x, i) is the probability γ
x will ever visit i. Since E[|Y |r+2] < +∞
implies E[Zr+1] < +∞ (see e.g. problem 6 in Chapter IV of [21]), we have
E
[
[πx(τx0+)]
r
] ≤∑+∞k=1 krP[Z ≥ k + 1] < +∞, giving uniform integrability. The
rest then follows from Lemma 2.0.5 and dominated convergence.
Lemma 2.0.7 Let ξZt be a system of coalescing random walks (either discrete
or continuous time) starting from every site of Z at time 0, whose random walk
increments are distributed as Y with E[Y 2] < +∞. Then pt ≡ P(0 ∈ ξZt ) ≤ C√t
for some constant C independent of the time t.
Remark 2.0.5 We present two proofs, the first of which works for both discrete
and continuous time, and is an adaptation of the argument used by Bramson
and Griffeath [5] to establish similar upper bounds for continuous time coalescing
simple random walks in Zd, d ≥ 2. The second proof is special to continuous
time walks, and can also be found in the paper of Bramson and Griffeath [5].
In Corollary 4.1.1 below, we will prove that in fact pt ∼ 1/(σ
√
πt) as t→ +∞
under the stronger assumption that E[|Y |3] < +∞.
First Proof. Let BM = [0,M − 1] ∩ Z, and let et(BM ) = E[|ξZt ∩ BM |]. By
translation invariance, et(BM) = ptM , and
et(BM) ≤
∑
k∈Z
E[|ξBM+kMt ∩BM |] =
∑
k∈Z
E[|ξBMt ∩ (BM + kM)|] = E[|ξBMt |].
Since M − |ξBMt | is at least as large as the number of nearest neighbor pairs in
BM that have coalesced by time t, we may take expectation and apply Lemma
2.0.2 to obtain
E[|ξBMt |] ≤M − (M − 1)P(|ξ{0,1}t | = 1) ≤M − (M − 1)(1−
C√
t
) < 1 +M
C√
t
.
Therefore pt < 1/M + C/
√
t. Since M can be arbitrarily large for any fixed t,
we obtain pt ≤ C/
√
t.
Second Proof for continuous time. Let φ0t denote the continuous time
one-dimensional voter model dual to ξZt with initial configuration φ
0
0(x) = 0 for
x ∈ Z\{0}, and φ00(0) = 1. Let At = {x ∈ Z | φ0t (x) = 1}. The process At
is then a continuous time Markov chain on the space of finite subsets of Z. At
undergoes jumps
A→ A ∪ {x}, x /∈ A, at rate
∑
y∈A
P(Y = y − x),
A→ A− {x}, x ∈ A, at rate
∑
y∈Ac
P(Y = y − x).
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The rate at which |At| increases by 1 is
∑
x∈Ac
∑
y∈A P(Y = y − x); the rate
at which |At| decreases by 1 is
∑
x∈A
∑
y∈Ac P(Y = y − x). By translation
invariance, it is not difficult to see that these two rates are the same, and by our
assumption P(Y = 0) = 0 for continuous time random walks, the sum of the
two rates is at least 2. Therefore, |At| is a continuous time simple symmetric
random walk with a random rate bounded below by 2, and |At| is absorbed
at 0. P(|At| ≥ 1) is then bounded from above by the probability that a rate
2 simple symmetric random walk starting from 1 does not hit 0 by time t,
which by Lemma 2.0.2 is bounded above by C√
t
. By the duality relation (1.1.1),
P(|At| ≥ 1) = P(φ0t 6≡ 0) = P(0 ∈ ξZt ), the lemma then follows. Note that this
proof only works for continuous time.
Lemma 2.0.8 For any A ⊂ Zd, let ξAt be a system of discrete time coalescing
random walks on Zd starting at time 0 with one walker at every site in A, where
all the random walks have increments distributed as some arbitrary Zd-valued
random variable Y . Then for any pair of disjoint sets B,C ⊂ Zd, and for any
time t ≥ 0,
P(ξAt ∩B 6= ∅, ξAt ∩ C 6= ∅) ≤ P(ξAt ∩B 6= ∅)P(ξAt ∩ C 6= ∅). (2.0.5)
In particular, if d = 1, A = Z, and x, y are any two distinct sites in Z, we have
P(x ∈ ξZt , y ∈ ξZt ) ≤ P(x ∈ ξZt )P(y ∈ ξZt ). (2.0.6)
Proof. The continuous time version of this lemma is due to Arratia (see Lemma
1 in [3]). Arratia’s proof uses a theorem of Harris [15], which breaks down for
discrete time because there are transitions between states that not comparable
to each other with respect to some partial order. However, this can be easily
remedied by using an induction argument, which we present below.
We can assume A,B,C are all finite sets, since otherwise we can approximate
by finite sets, and the relevant probabilities will all converge. The main tool
in the proof is again the duality between coalescing random walks and voter
models. For any pair of finite disjoint sets B,C ⊂ Zd, let φB,Cn (with distribution
νB,Cn ) be a discrete time three-type voter model on Z
d with state space X =
{−1, 0, 1}Zd and initial condition φB,C0 (x) = 0 if x ∈ (B ∪ C)c; φB,C0 (x) = 1 if
x ∈ B; φB,C0 (x) = −1 if x ∈ C. (See Section 1.1.2 for the dynamics of the voter
model.) Note that under the metric ‖η − ζ‖ =∑x∈Zd 2−|x|∞|η(x)− ζ(x)|, X is
compact.
Let E+A ⊂ X (resp., E−A ⊂ X) be the event that some site in A is assigned
the value +1 (resp., −1). Then by the duality relation (1.1.1), P(ξAn ∩ B 6=
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∅) = νB,Cn (E+A ), P(ξAn ∩ C 6= ∅) = νB,Cn (E−A ), and P(ξAn ∩ B 6= ∅, ξAn ∩ C 6= ∅) =
νB,Cn (E
+
A ∩ E−A ). The correlation inequality (2.0.5) then becomes
νB,Cn (E
+
A ∩ E−A ) ≤ νB,Cn (E+A )νB,Cn (E−A ). (2.0.7)
We can define a partial order on the state space X by setting η ≤ ζ ∈ X
whenever η(x) ≤ ζ(x) for all x ∈ Zd.A function f : X → R is called increasing
(resp., decreasing) if for any η ≤ ζ , f(η) ≤ f(ζ) (resp., f(η) ≥ f(ζ)). An event
E is called increasing (resp., decreasing) if 1E is an increasing (resp., decreasing)
function. Clearly, for finite A, 1E+
A
is a continuous increasing function and 1E−
A
is a continuous decreasing function. Inequality (2.0.7) will follow if we show
that νB,Cn has the FKG property (see, e.g, [14, 20]), i.e., for any two continuous
increasing functions f and g,
∫
fg dνB,Cn ≥
∫
f dνB,Cn
∫
g dνB,Cn .
We prove this by induction. For any pair of finite disjoint sets B,C ⊂ Zd,
νB,C0 has the FKG property because the measure is concentrated at a single
configuration. Observe that νB,C1 is a product measure and therefore also has
the FKG property (this is a simple special case of the main result of [14]). We
proceed to the induction step, which is a fairly standard argument [17]. Assume
that for all disjoint finite sets B and C, and for all 0 ≤ k ≤ n− 1, νB,Ck has the
FKG property. Let us denote the collection of sites in Zd where φB,Cn−1(x) = 1 by
Bn−1, and where φ
B,C
n−1(x) = −1 by Cn−1. Then for any two continuous increasing
functions f and g, conditioning on φB,Cn−1, we have by the Markov property,∫
fg dνB,Cn =
∫ ∫
fg dν
Bn−1,Cn−1
1 dν
B,C
n−1
≥
∫ ∫
f dν
Bn−1,Cn−1
1
∫
g dν
Bn−1,Cn−1
1 dν
B,C
n−1
≥
∫ ∫
f dν
Bn−1,Cn−1
1 dν
B,C
n−1
∫ ∫
g dν
Bn−1,Cn−1
1 dν
B,C
n−1
=
∫
f dνB,Cn
∫
g dνB,Cn ,
where we have used the FKG property for both νB,Cn−1 and for ν
Bn−1,Cn−1
1 , and
the observation that the conditional expectations
∫
fdν
Bn−1,Cn−1
1 ,
∫
gdν
Bn−1,Cn−1
1
conditioned on φB,Cn−1 are still continuous increasing functions. Therefore ν
B,C
n
also has the FKG property. This concludes the induction proof, and establishes
the lemma.
Recall that Γδ and Γ˘δ denote the piecewise constant version of Xδ and X˘δ.
We can extend the definition of d(·, ·) (resp., dH(·, ·)) to path (resp., sets of
paths) that are right continuous with left limits. Then we have
Lemma 2.0.9 Assume E[|Y |3] < +∞, then for any ǫ > 0, µδ[dH(Xδ,Γδ) >
ǫ]→ 0 and µ˘δ[dH(X˘δ, Γ˘δ) > ǫ]→ 0 as δ ↓ 0.
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Proof. Let ǫ > 0 be fixed. Recall ΛL,T = [−L, L] × [−T, T ]. Choose
L sufficiently large, such that Φ(+∞, t) − Φ(L, t) < ǫ for all t ∈ R, and
Φ(+∞, t) − Φ(−∞, t) < ǫ for all |t| > L. Then the event {dH(Xδ,Γδ) > ǫ}
occurs because either the random walk increment associated with some lattice
point in Λ2L,L exceeds ǫ (note that the random walks are on the rescaled lattice),
the probability of which is of the order O(δ−3)P[|Y | > ǫ˜] and tends to 0 as δ → 0
by the assumption E[|Y |3] < +∞; or a random walk starting from some lattice
site in [−2L, 2L]c× [−L, L] lands inside or across the spatial interval [−L, L] in
one step, the probability of which is bounded by 2Lδ−2
∑
k≥L˜ P[|Y | ≥ k], which
also tends to 0 as δ ↓ 0 by Markov inequality and the assumption E[|Y |3] < +∞.
This establishes the lemma for the discrete time case. We defer the proof of the
lemma for the continuous time case to Section 3.1, where we need to carry out
similar estimates.
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Chapter 3
Proof of the Main Result
In this chapter, we first establish the almost sure pre-compactness of Xδ and
X˘δ, so that the almost sure closures of Xδ and X˘δ are (H,FH)-valued random
variables. We will then proceed to verify conditions (B′1), (T1), (I1) and (E1)
for {Xδ} and {X˘δ}, thus establishing the main result of this thesis, Theorem
1.3.3.
3.1 Almost sure pre-compactness of Xδ and X˘δ
Lemma 3.1.1 Assume E[|Y |] < +∞, then for any δ ∈ (0, 1], the closure of
Xδ and X˘δ in (Π, d), which we will also denote by Xδ and X˘δ, are almost surely
compact subsets of (Π, d).
Proof. We prove the lemma only for X1 and X˘1, since the proof for Xδ and
X˘δ is identical. We will show that under the mapping (Φ,Ψ), X1 and X˘1 are
almost surely equicontinuous. Note that by the properties of (Φ,Ψ), this re-
duces to showing the almost sure equicontinuity of X1 and X˘1 restricted to any
square ΛL = [−L, L] × [−L, L]. For X1, this further reduces to showing that
X1 restricted to [−L, L]× [k, k + 1] is equicontinuous for any L > 0 and k ∈ Z.
Note that X1 restricted to [−L, L]× [k, k+1] contains either line segments con-
necting sites in [−L, L] ∩ Z at time k to sites in Z at time k + 1, for which
there are only 2L + 1 of these; or it contains line segments connecting sites
outside [−L, L] at time k to some other sites in or across [−L, L] at time k+1.
The expected number of the second type of line segments is easily seen to be
finite by our assumption E[|Y |] < +∞. Therefore almost surely, X1 restricted
to [−L, L]× [k, k+1] contains only a finite number of line segments, hence it is
equicontinuous. This proves the almost sure precompactness of X1 in (Π, d).
The proof for X˘1 is more messy. Observe that paths in X˘1 consist of either
constant position line segments or line segments connecting consecutive jump
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t
Figure 3.1: ΛL and ΛL′ are centered at the origin. The solid lines divide the
complement of ΛL′ into six regions.
points of a random walk, and we are only interested in line segments that
intersect ΛL. We will show that almost surely, we can choose L
′ sufficiently
large such that line segments in X˘1 starting from points outside ΛL′ do not
intersect ΛL. Since almost surely there are only a finite number of jump points
inside ΛL′, and hence only a finite number of non-constant-position line segments
intersecting ΛL (note that almost surely none of the line segments is constant
in time), X˘1 restricted to ΛL must be equicontinuous.
Let L be fixed. Let IL′ (L
′ > L) denote the event that some line segment in
X˘1 starting from some point outside ΛL′ intersects ΛL. Since IL′ is a descreasing
family of events as L′ increases, it suffices to show that µ˘1(IL′)→ 0 as L′ → +∞.
We divide the complement of ΛL′ into six regions as illustrated in Figure
3.1. Let I iL′ (0 ≤ i ≤ 5) denote the event that some line segment in X˘1 starting
from some point in region i intersects ΛL. Clearly I
0
L′ = ∅. The event I1L′ only
occurs when the random walk increment associated with some jump point (x, t)
in Region 1 exceeds −x− L. Since the expected number of jump points at any
site x in the time interval [−L, L] is 2L, we have
µ˘1(I
1
L′) ≤ 2L
∑
k≤−L′
P(Y ≥ −L− k) = 2L
∑
k≥L′−L
P(Y ≥ k). (3.1.1)
By the assumption E[|Y |] < +∞, µ˘1(I1L′)→ 0 as L′ → +∞. Similarly µ˘1(I5L′)→
0 as L′ → +∞.
The event I2L′ only occurs when the random walk increment associated with
some jump point (x, t) in Region 2 exceeds −x−L, and at the landing site there
is no Poisson clock ring during the time interval (t,−L). Since the intensity of
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the Poisson process at each site is 1, we can estimate µ˘1(I
2
L′) by
µ˘1(I
2
L′) ≤
∑
x≤−L′
∫ −L
−∞
et+L P(Y ≥ −x− L)dt =
∑
k≥L′−L
P(Y ≥ k). (3.1.2)
By the assumption E[|Y |] < +∞, µ˘1(I2L′)→ 0 as L′ → +∞. Similarly µ˘1(I4L′)→
0 as L′ → +∞. An analogous calculation shows that µ˘1(I3L′) ≤ 2L′e−L′+L, which
also tends to 0 as L′ → +∞. Since IL′ ⊂ ∪5i=0I iL′ , the lemma then follows.
Remark 3.1.1 Note that the closure of Xδ (resp., X˘δ) in (Π, d) is obtained from
Xδ (resp., X˘δ) by adding all paths of the form (f, t) with t ∈ δ2Z ∪ {+∞,−∞}
(resp., t ∈ R ∪ {+∞,−∞}) and f ≡ +∞ or f ≡ −∞.
We now complete the proof of Lemma 2.0.9.
Proof of Lemma 2.0.9 for continuous time. In Figure 3.1, let (δ/σ)Z×δ2R
be the underlying space time lattice, and let L and L′ be macroscopic units of
space and time. Let L be sufficiently large such that Φ(+∞, t)−Φ(L, t) < ǫ for
all t ∈ R, and Φ(+∞, t) − Φ(−∞, t) < ǫ for all |t| > L. Let L′ = 2L. Keep in
mind that all space and time units are macroscopic, the event {dH(X˘δ, Γ˘δ) > ǫ}
only occurs when: either for some jump point inside ΛL′, the random walk
increment exceeds ǫ in magnitude (ǫ˜ in unscaled units), the probability of which
is of the order δ−3P(|Y | > ǫ˜) and tends to 0 as δ → 0; or for some jump point in
Regions 1 and 5, the random walk penetrates the spatial interval [−L, L] in one
jump; or for some jump point in Regions 2 and 4, the random walk penetrates
the spatial interval [−L, L], and does not encounter another jump point until
after time −L; or for some jump point in Region 3, the random walk jumps and
does not encounter another jump point until after time −L. The probabilities
of all these events can be estimated exactly as in the proof of Lemma 3.1.1 for
X˘1, and they all tend to 0 as δ ↓ 0. Lemma 2.0.9 then follows.
3.2 Verification of (B′1)
Verification of (B′1). We first treat the discrete time case. The continuous
time case will be similar. Fix t0, a ∈ R, β > 0, t > β, ǫ > 0. Also fix a δ and
let t˜0, t˜, a˜ and ǫ˜ be defined from t0, t, a and ǫ by diffusive scaling. Then we have
µδ(|Nt0,t([a− ǫ, a+ ǫ])| > 1) = µ1(|Nt˜0,t˜([a˜− ǫ˜, a˜ + ǫ˜])| > 1).
If t˜0 = n0 ∈ Z, then the contribution to N is all due to walkers starting
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from [a˜− ǫ˜, a˜+ ǫ˜] ∩ Z at time n0. Thus we have
µ1(|Nn0,t˜([a˜− ǫ˜, a˜+ ǫ˜])| > 1) = µ1(|ξ[a˜−ǫ˜,a˜+ǫ˜]∩Z,n0n0+t˜ | > 1)
≤
⌊a˜+ǫ˜⌋−1∑
i=⌈a˜−ǫ˜⌉
µ1(|ξ{i,i+1},n0n0+t˜ | > 1)
≤ 2ǫ˜µ1(|ξ{0,1},0t˜ | > 1) ≤ 2ǫ˜
C√
t˜
=
2Cσǫ√
t
<
2Cσǫ√
β
(3.2.1)
The first inequality follows from the observation that if the collection of walkers
starting from [a˜ − ǫ˜, a˜ + ǫ˜] ∩ Z at n0 has not coalesced into a single walker by
n0 + t˜, then there is at least one adjacent pair of such walkers which has not
coalesced by n0 + t˜. The next inequality follows from Lemma 2.0.2.
Now suppose t˜0 ∈ (n0, n0 + 1) for some n0 ∈ Z. Note that a walker’s path
can only cross [a˜ − ǫ˜, a˜ + ǫ˜] × {t˜0} due to the increment at time n0. After the
increment, at time n0 + 1, it will either land in [a˜ − 2ǫ˜, a˜ + 2ǫ˜], or else outside
that interval. In the first case, the contribution of the walker’s path to N is
included in ξ
[a˜−2ǫ˜,a˜+2ǫ˜]∩Z,n0+1
t˜0+t˜
, the probability of which by our previous argument
is bounded by 4Cσǫ√
t
times a prefactor which approaches 1 as δ → 0. In the second
case, either a walker in (−∞, a˜+ ǫ˜] jumps to the right of a˜+ 2ǫ˜, or a walker in
[a˜− ǫ˜,+∞) jumps to the left of a˜− 2ǫ˜, the probability of which is bounded by
+∞∑
x=⌈a˜−ǫ˜⌉
P(Y ≤ a˜− 2ǫ˜− x) +
⌊a˜+ǫ˜⌋∑
x=−∞
P(Y ≥ a˜+ 2ǫ˜− x)
≤
+∞∑
k=0
P(|Y | ≥ k + ǫ˜) ≤
+∞∑
k=0
E[Y 2, |Y | ≥ k + ǫ˜]
(k + ǫ˜)2
≤
+∞∑
k=0
E[Y 2, |Y | ≥ ǫ˜]
(k + ǫ˜)2
≤ 2E[Y
2, |Y | ≥ ǫ˜]
ǫ˜
≤ 2σ
2
ǫ˜
=
2σδ
ǫ
. (3.2.2)
The next to last inequality in (3.2.2) is valid if we take δ to be sufficiently small.
The bounds in (3.2.1) and (3.2.2) are independent of t0, t > β and a. Taking
the supremum over t > β, t0 and a, and letting δ → 0+, we establish (B′1) for
{µδ}.
The continuous time case is similar to the discrete time case. We first scale
X˘δ back to the Z×R lattice, and note that the contribution to Nt˜0,t˜([a˜− ǫ˜, a˜+ ǫ˜])
is only due to interpolated random walk paths intersecting [a˜− ǫ˜, a˜+ ǫ˜] at time
t˜0. Therefore µ˘1(|Nt˜0,t˜([a˜− ǫ˜, a˜+ ǫ˜])| > 1) can be estimated by the union of three
events: (i) event A, for some site x ∈ [a˜ − 2ǫ˜, a˜ + 2ǫ˜] ∩ Z, there is no Poisson
clock ring during the time interval [t˜0, t˜0 + t˜]; (ii) event B, the set of coalescing
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random walks starting from [a˜−2ǫ˜, a˜+2ǫ˜]∩Z at time t˜0 has not coalesced into a
single walker by time t˜0+ t˜; (iii) event C, some interpolated random walk paths
intersects [a˜− ǫ˜, a˜+ ǫ˜] at time t0, and after the intersection does not land at a
site in [a˜− 2ǫ˜, a˜+ 2ǫ˜] ∩Z. The event {|Nt˜0,t˜([a˜− ǫ˜, a˜+ ǫ˜])| > 1} is contained in
the union of the events A, B and C. µ˘1(A) is bounded by 4ǫ˜e
−t˜ and tends to 0
as δ → 0. µ˘1(B) can be estimated exactly as the computation in (3.2.1), and we
obtain the desired factor of ǫ in the limit as δ → 0. The event C plays the same
role as the event whose probability was estimated in (3.2.2), and µ˘1(C)→ 0 as
δ → 0, but we will defer its proof to the next section on tightness, where we
need to estimate a similar, but more general quantity (see the paragraph above
Remark 3.3.1).
Corollary 3.2.1 Assume X (with distribution µ) is a subsequential limit of Xδ
(or X˘δ), then for any deterministic point y ∈ R2, X has almost surely at most
one path starting from y.
Proof. It was shown in the proof of Theorem 5.3 in [13] that (B′1) implies
(B′′1 ) ∀β > 0, sup
t>β
sup
t0,a∈R
µ(|Nt0,t([a− ǫ, a+ ǫ])| > 1)→ 0 as ǫ→ 0+,
the corollary then follows.
Remark 3.2.1 Note that if ZAδδ is the process of coalescing random walks (ei-
ther discrete or continuous time) starting from a subset Aδ of the rescaled lattice,
and ZAδδ converges in distribution to a limit Z, then by the same argument as
above, for any deterministic point y ∈ R2, Z has almost surely at most one path
starting from y.
3.3 Verification of (T1)
In this section, we verify condition (T1) for the measures {µδ} and {µ˘δ} under the
assumption E[|Y |5] < +∞. At the end of this section, we will also show that for
{X 0Tδ } and {X˘ 0Tδ }, the set of interpolated coalescing random walk paths starting
with one walker at every site in the rescaled lattice at time 0, E[|Y |3] < +∞
will be sufficient to guarantee tightness.
Define A+t,u(x0, t0) to be the event that K contains a path touching both
R(x0, t0; u, t) and (at a later time) the right boundary of the bigger rectangle
R(x0, t0; 17u, 2t), and similarly define the event A
−
t,u(x0, t0) corresponding to the
left boundary of the bigger rectangle. Then A = (A+ ∪ A−), and writing (T1)
in terms of µ1, we argue that it is sufficient to prove
(T+1 ) g˜(t, u;L, T ) ≡ t−1 lim sup
δ→0+
µ1(A
+
t˜,u˜
(0, 0))→ 0 as t→ 0+.
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u˜ 3u˜ 5u˜ 15u˜9u˜4u˜ 7u˜ 10u˜ 11u˜ 13u˜12u˜
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17u˜
0
t˜
2t˜
0 2u˜ 6u˜ 8u˜ 16u˜
Figure 3.2: The random walks π1, π2, π3 and π4 start from 3u˜, 7u˜, 11u˜ and 15u˜
at time 0 and each stays within a distance of u˜ from its initial position. The
random walk πx,m starts from (x,m) inside the rectangle R(u˜, t˜) and exits the
right boundary of the rectangle R(17u˜, 2t˜) at time τ4 without coalescing with
π1, π2, π3 and π4 on the way.
The sup over x0, t0 has been safely omitted because µ1 is invariant under trans-
lation by integer units of space and time. When x˜0, t˜0 /∈ Z, we can bound the
probability from above by using larger rectangles with vertices in Z × Z and
base centered at (0, 0). Since the argument establishing the analogous tightness
condition (T−1 ) for the event A
− is identical to that for (T+1 ), (T1) for the mea-
sures {µδ} follows from (T+1 ). Simlarly, (T1) for the measures {µ˘δ} follows from
(T+1 ) with µ1 replaced by µ˘1.
Before we prove (T+1 ), and hence (T1) for µ1 and µ˘1, we introduce some
simplifying notation. We will abbreviate A+t,u(0, 0) by A
+
t,u, or just A
+, and
abbreviate R(0, 0; u, t) by R(u, t). Denote the random walks (either discrete or
continuous time) starting at time 0 from x1 = ⌈3u˜⌉, x2 = ⌈7u˜⌉, x3 = ⌈11u˜⌉, x4 =
⌈15u˜⌉ by π1, π2, π3, π4 (with their paths taken to be the piecewise constant
version). Denote the event that πi, (i = 1, 2, 3, 4) stays within a distance u˜
of xi up to time 2t˜ by Bi (see Figure 3.2). For a random walk starting from
(x,m) ∈ R(u˜, t˜), denote the stopping times when the walker’s path πx,m(s)
first exceeds 5u˜, 9u˜, 13u˜ and 17u˜ by τx,m1 , τ
x,m
2 , τ
x,m
3 and τ
x,m
4 . We also define
τx,m0 = m, and τ
x,m
5 = 2t˜. Denote the event that π
x,m does not coalesce with πi
before time 2t˜ by Ci(x,m). As we shall see, the reason for choosing four paths
πi is because each path contributes a factor of δ to our estimate of the µ1 (resp.,
µ˘1) probability in (T
+
1 ), and an overall factor of δ
4 is needed to outweigh the
O(δ−3) number of lattice points (resp., jump points) in the rectangle R(u˜, t˜)
from where a random walk can start. We are now ready to prove (T+1 ) for the
discrete time case µ1. The proof of (T
+
1 ) for the continuous time case µ˘1 is
similar and will be discussed afterwards.
Verification of (T+1 ) for µ1. First we can assume t˜ ∈ Z, since we can
always replace t˜ by ⌈t˜⌉ which only enlarges the event A+. The contribution to
23
the event A+ is either due to random walk paths that originate from within
R(u˜, t˜), or paths that cross R(u˜, t˜) without landing inside it after the crossing.
Denote the latter event by D(u˜, t˜). Then
µ1(A
+
t˜,u˜
) ≤ µ1(
4⋃
i=1
Bci ) + µ1(D(u˜, t˜))
+ µ1(
4⋂
i=1
Bi; ∃(x,m) ∈ R(u˜, t˜) s.t.
4⋂
i=1
Ci(x,m), τ
x,m
4 < 2t˜). (3.3.1)
By Lemma 2.0.3, the first term on the right hand side of (3.3.1) is of order o(t)
after taking the limit δ → 0. For the second event in (3.3.1) to occur, either
a walker at a site in (−∞,−u˜] × {n} jumps to a site in [u˜,+∞) in one step,
or a walker in [u˜,+∞)× {n} jumps to a site in (−∞,−u˜] in one step for some
n ∈ [0, t˜−1]∩Z. Denote the event just described by D′(u˜, n), then µ1(D(u˜, t˜)) ≤∑t˜−1
n=0 µ1(D
′(u˜, n)). From this we see that repeating the calculations in (3.2.2)
for (B′1) under the assumption E[|Y |3] < +∞ will guarantee that µ1(D(u˜, t˜))→
0 as δ → 0+.
To estimate the third term in (3.3.1) (see Figure 3.2 for an illustration of
the event), we first treat the case of a fixed (x,m) ∈ R(u˜, t˜). Suppressing (x,m)
from πx,m, Ci(x,m) and τ
x,m
i , we have
µ1{for (x,m) fixed,
4⋂
i=1
Bi,
4⋂
i=1
Ci, τ4 < 2t˜}
≤ µ1{π(τ1) > 51
2
u˜ or π(τ2) > 9
1
2
u˜ or π(τ3) > 13
1
2
u˜}
+µ1{π(τ1) ≤ 51
2
u˜, π(τ2) ≤ 91
2
u˜, π(τ3) ≤ 131
2
u˜, τ4 < 2t˜,
⋂
Bi,
⋂
Ci}.(3.3.2)
The first part is bounded by
3 sup
x∈Z−
Px[π
x(τ0+) >
u˜
2
] ≤ 3 (2
u˜
)3 sup
x∈Z−
Ex[(π
x(τ0+))
3, πx(τ0+) >
u˜
2
]
≤ 24
u3σ3
δ3ω(δ), (3.3.3)
where ω(δ)→ 0 as δ → 0. The last inequality is due to the uniform integrabil-
ity of the third moment of the overshoot distribution, which follows from our
assumption E[Y 5] < +∞ and Lemma 2.0.6.
For the second µ1 probability in (3.3.2), denote the event that none of the
conditions listed are violated by time t by Gt. If τ1 > t, we interpret an inequal-
ity like π(τ1) ≤ 512 u˜ as not having been violated by time t. Gt is then a nested
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family of events, and the second probability in (3.3.2) becomes
µ1(G2t˜) = µ1(Gτ5) = µ1(Gm)
5∏
k=1
µ1(Gτk |Gτk−1) <
4∏
k=1
µ1(Gτk |Gτk−1).
Denote the history of the random walks πx,m, π1, π2, π3 and π4 up to time t by
Πt, and denote expectation with respect to the conditional distribution of Πt
conditioned on the event Gt by Et. Then for k = 1, 2, 3, 4,
µ1(Gτk |Gτk−1) = Eτk−1
[
µ1(Gτk |Πτk−1 ∈ Gτk−1)
]
,
where the µ1 probability on the right hand side is conditioned on a given
realization of Πτk−1 ∈ Gτk−1 , which is a positive probability event. For any
Πτk−1 ∈ Gτk−1 , we have by the strong Markov property that
µ1(Gτk |Πτk−1 ∈ Gτk−1) = µ1[Gτk |πx,m(τk−1), πi(τk−1), i = 1, 2, 3, 4]
≤ C(t, u)δ, (3.3.4)
where the inequality follows from Lemma 2.0.4 for δ sufficiently small. Thus
µ1(Gτk |Gτk−1) ≤ C(t, u)δ, and µ1(G2t˜) ≤ C4(t, u)δ4. We then have
µ1(
4⋂
i=1
Bi; ∃(x,m) ∈ R(u˜, t˜), s.t.
4⋂
i=1
Ci(x,m), τ
x,m
4 < 2t˜)
≤
∑
x∈[−u˜,u˜]∩Z
∑
m∈[0,t˜]∩Z
µ1
[
for (x,m) fixed,
4⋂
i=1
Bi,
4⋂
i=1
Ci, τ
x,m
4 < 2t˜
]
≤ [ 24
u3σ3
δ3ω(δ) + C4(t, u)δ4] 2u˜ t˜ = ω′(δ), (3.3.5)
where 2u˜t˜ = O(δ−3) and hence ω′(δ) → 0 as δ → 0. Thus the last two terms
in (3.3.1) go to 0 as δ → 0, and the first term is of order o(t) after taking the
limit δ → 0. Together they give (T+1 ) for the measure µ1.
Verification of (T+1 ) for µ˘1. Analogous to (3.3.1), the event A
+ is con-
tained in the union of three events: (i) ∪4i=1Bci , i.e., one of the four walks
π1, · · · , π4 fails to stay within a distance u˜ of its starting point xi before time
2t˜; (ii) the event D˘(u˜, t˜; 3
2
u˜, 2t˜), some interpolated random walk path first in-
tersects R(u˜, t˜), and then lands at a jump point outside R(3
2
u˜, 2t˜); (iii) or the
event that π1, · · · , π4 all stay within a distance u˜ of its starting point xi before
time 2t˜, and some random walk path πx,m starting from one of the jump points
(x,m) ∈ R(3
2
u˜, 2t˜) (by definition, there are two random walk paths starting from
any jump point, here we take the random walk path that jumps immediately)
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exits from the right boundary of R(17u˜, 2t˜) without first coalescing with any of
the π′is.
Using the continuous time version of Lemma 2.0.3, the probability of the first
event ∪4i=1Bci is of order o(t) after taking the limit δ → 0. For the third event,
note that conditioned on the existence of a jump point at (x, t) ∈ R(3
2
u˜, 2t˜),
by the Markov property of Poisson process, we can apply the computations
in (3.3.2)–(3.3.4) to find that the probability of a random walk starting from
(x, t), jumpping immediately, and exiting the right boundary of R(17u˜, 2t˜) while
the events Bi all hold is of order o(δ
3). Since the expected number of jump
points in R(3
2
u˜, 2t˜) is of order δ−3, the probability of the third event is of the
order δ−3o(δ3), which tends to 0 as δ → 0. To conclude the proof of (T+1 )
for µ˘1, it then only remains to show that the probability of the second event,
µ˘1[D˘(u˜, t˜;
3
2
u˜, 2t˜)]→ 0 as δ → 0.
The computations to bound µ˘1[D˘(u˜, t˜;
3
2
u˜, 2t˜)] is essentially the same as that
for µ˘1(IL′) in our earlier proof of the almost sure precompactness of X˘1 in Lemma
3.1.1. In Figure 3.1, we replace the inner square ΛL by R(u˜, t˜), and the outer
square ΛL′ by R(0,−t˜; 32 u˜, 3t˜). We can assume that for all x ∈ [−32 u˜, 32 u˜] ∩ Z,
there is at least one poisson clock ring during the time interval [t˜, 2t˜], since the
probability of the complentary event tends to 0 as δ → 0. Then no constant-
position line segment in X˘1 can intersect R(u˜, t˜) without landing at a jump point
in R(3
2
u˜, 2t˜). For non-constant-position line segments in X˘1 that originate from
jump points inside R(0,−t˜; 3
2
u˜, 3t˜) and intersect R(u˜, t˜) without landing at jump
points in R(3
2
u˜, 2t˜), the probability is bounded by the expected number of jump
points in R(0,−t˜; 3
2
u˜, 3t˜), which is of order δ−3, times the probability that the
random walk increment Y has |Y | > u˜/2. Since E[|Y |3] < +∞, this product
tends to 0 as δ → 0. To estimate the probability of having line segments in
X˘1 that originate outside R(0,−t˜; 32 u˜, 3t˜) and intersect R(u˜, t˜), the computation
is exactly the same as that for µ˘1(IL′) in our earlier proof of the almost sure
precompactness of X˘1. Assuming E[|Y |3] < +∞, we find that the probability
of such events also tend to 0 as δ → 0.
After translation in space and time, the event C defined in Section 3.2 at
the end of the verification of (B′1) for the continuous time case is then easily
seen to be a subset of the event D˘(ǫ˜, t˜/2; 2ǫ˜, t˜). Therefore µ˘1(C)→ 0 as δ → 0.
Remark 3.3.1 The only place in this thesis where we need the assumption
E[|Y |5] < +∞ is in (3.3.3). We only need E[|Y |3] < +∞ to estimate µ1(D(u˜, t˜))
in (3.3.1) and to apply Lemma 2.0.4 in (3.3.4). A finite third moment is the
minimal moment condition for the convergence of Xδ and X˘δ. For any ǫ > 0,
there are choices of Y satisfying E[|Y |3−ǫ] < +∞, but with µ1(D(u˜, t˜)) → 1
(resp., µ˘1[D˘(u˜, t˜;
3
2
u˜, 2t˜)] → 1) as δ → 0 for all t > 0, which implies {Xδ}
(resp., {X˘δ}) is not tight.
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Let X 0Tδ with distribution µ0Tδ (resp., X˘ 0Tδ and µ˘0Tδ ) denote the (H,FH)-
valued random variable consisting of interpolated discrete time (resp., contin-
uous time) coalescing random walk paths on the rescaled lattice starting with
one walker at every site in (δ/σ)Z at time 0. We expect tightness for {X 0Tδ } and
{X˘ 0Tδ } to hold under much weaker moment assumptions on the random walk
increment Y . Indeed,
Lemma 3.3.1 If E[|Y |3] < +∞, then {X 0Tδ } (resp., {X˘ 0Tδ }) form a tight family
of (H,FH) valued random variables.
Proof. We only prove the lemma for {X 0Tδ }, the proof for {X˘ 0Tδ } is analogous.
Let ΛL,T = [−L, L]× [−T, T ]. Let Fu,t;L,T denote the event (in FH) that K (in
H) contains a path (f, t0) with (f(t1), t1) ∈ ΛL,T and |f(t2) − f(t1)| ≥ u for
some t0 ≤ t1 < t2 ≤ t1 + t. Recalling the arguments leading to the formulation
of the tightness condition (T1) in [13], a sufficient condition for the family of
measures {µ0Tδ } on (H,FH) to be tight is that,
(T0) For any u > 0, L, T >> u, lim sup
δ↓0
µ0Tδ (Fu,t;L,T )→ 0 as t ↓ 0.
If X 0Tδ contains a path (f, 0) with (f(t1), t1) ∈ ΛL,T and |f(t1)− f(t2)| ≥ u for
some 0 ≤ t1 < t2 ≤ t1 + t, then t1 ∈ [mt,mt + t) for some nonnegative integer
m. By examining the locations of the path (f, 0) at time mt and (m + 1)t, we
see that there exists a nonnegative integer m0 (either m or m + 1) and a time
m0t < t
′ ≤ (m0+1)t (either t1, t2 or (m+1)t), such that either (1) |f(m0t)| ≤ 2L
and |f(t′)− f(m0t)| ≥ u/4; or (2) |f(m0t)| > 2L and |f(t′)| ≤ L. We will call
the events that X 0Tδ ∈ Fu,t;L,T and X 0Tδ contains a path (f, 0) satisfying either
condition (1) or condition (2) respectively event (1) and event (2). Then the
event {X 0Tδ ∈ Fu,t;L,T} is a subset of the union of events (1) and (2).
Let LD = {ku/8 | k ∈ Z, |k| ≤ ⌈ 2Lu/8⌉} and TD = {mt |m ∈ Z, 0 ≤ m ≤ ⌈Tt ⌉}.
Let A¯t,u(x0, t0) denote the event (in FH) that K (in H) contains a path
touching the bottom of R(x0, t0; u/16, t) and the left or right boundary of
R(x0, t0; u/8, 2t). Then event (1) is a subset of ∪(x0,t0)∈LD×TDA¯t,u(x0, t0). By
the same argument as in the verification of (T1) for µδ, we have
(T¯1) lim
t↓0
1
t
lim sup
δ↓0
sup
(x0,t0)∈LD×TD
µ0Tδ (A¯t,u(x0, t0))→ 0,
which also holds under the assumption E[|Y |3] < +∞. This is because in the
verification of (T1), E[|Y |5] < +∞ is used in (3.3.3) to guarantee the random
walk overshoot has finite third moment, which is then used in a Markov inequal-
ity to outweigh the O(δ−3) number of rescaled lattice points in R(x0, t0; u, t).
For the event A¯t,u(x0, t0), we are only concerned with random walks starting
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at the bottom of R(x0, t0; u/16, t), which contains O(δ
−1) number of rescaled
lattice points. Therefore we only need finite first moment for the random walk
overshoot, which translates into finite third moment for Y .
By (T¯1),
lim sup
δ↓0
µ0Tδ [ event (1) ]
≤ lim sup
δ↓0
µ0Tδ [∪(x0,t0)∈LD×TDA¯t,u(x0, t0)]
≤ (⌈ 4L
u/8
⌉+ 1)(⌈T
t
⌉+ 1) lim sup
δ↓0
sup
(x0,t0)∈LD×TD
µ0Tδ (A¯t,u(x0, t0)) ,
which tends to 0 as t ↓ 0. On the other hand, recall the notation ξBs for a system
of coalescing random walks on Z × Z starting with one walker at every site in
B ⊂ Z at time 0, we have
lim sup
δ↓0
µ0Tδ [ event (2) ]
≤ 2(⌈T
t
⌉+ 1) lim sup
δ↓0
P{ξ[L˜,+∞)∩Zs ∩ (−∞, 0] 6= ∅ for some s ∈ [0, t˜] }
≤ 2
α
(⌈T
t
⌉+ 1) lim sup
δ↓0
P{ξ[L˜,+∞)∩Z
t˜
∩ (−∞, 0] 6= ∅},
where α is some positive constant depending only on the random walk incre-
ment Y . Observe that a nondegenerate random walk with mean zero and
finite variance starting at 0 will at any later time have a minimal probabil-
ity α > 0 (independent of time) of being on the negative axis. If we con-
dition on the time and location when some walker in ξ
[L˜,+∞)∩Z
s first reaches
(−∞, 0], then the second inequality is immediate. By the duality and the
natural coupling between coalescing random walks and voter models (see Sec-
tion 1.1.2), the event {ξ[L˜,+∞)∩Z
t˜
∩ (−∞, 0] 6= ∅} is equivalent to the event
{φZ−
t˜
(x) = 1 for some x ∈ [L˜,+∞) ∩ Z} for the dual voter model φZ−s with
initial condition φZ
−
0 (x) = 1 if x ∈ Z− ∪ {0} and φZ−0 (x) = 0 if x ∈ Z+; which is
also equivalent to the event that the right boundary of the corresponding voter
model interface rs satisfies rt˜ ≥ L˜ at time t˜ (see Section 4.2 for more details on
the voter model interface). A result of Cox and Durrett [7] states that if the
random walk increment Y has finite third moment, then rs/(σ
√
s) converges in
distribution to a standard Gaussian variable as s→ +∞. Therefore
lim sup
δ↓0
P{ξ[L˜,+∞)∩Z
t˜
∩ (−∞, 0] 6= ∅}
= lim sup
δ↓0
P
φZ
−
t˜
(rt˜ ≥ L˜) =
∫ +∞
L√
t
1√
2π
e−
x2
2 dx < e−
L2
2t .
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Therefore limt↓0 lim supδ↓0 µ
0T
δ [ event(2) ] = 0. Together with our previous esti-
mate for the event (1), this establishes (T0), and hence the lemma.
3.4 Verification of (I1)
Our verification of (I1) follows a similar line of argument as in the paper of
Ferrari, Fontes and Wu [11]. We define three sets of random walks: {πiδ}1≤i≤m,
a family of m independent random walks on the rescaled lattice (δ/σ)Z × δ2Z
((δ/σ)Z × δ2R for continuous time); {πiδ,f}1≤i≤m, the family of m coalescing
random walks constructed from {πiδ} by applying a mapping f to {πiδ} such
that two walks coalesce as soon as their paths coincide (recall that πiδ denote
the piecewise constant version of the random walk path); and {πiδ,g}1≤i≤m, an
auxiliary family of m coalescing walks constructed by applying a mapping g to
{πiδ} such that two walks coalesce as soon as their paths cross (i.e., coincide or
interchange relative order; note that random walks in {πiδ,g} coalesce earlier than
they do in {πiδ,f}). Here {πiδ}, {πiδ,f} and {πiδ,g} all denote the piecewise constant
version of the random walk paths. We will denote their linearly interpolated
counterpart by {κiδ}, {κiδ,f} and {κiδ,g}. If we pretend for the moment that weak
convergence makes sense for piecewise constant paths without resorting to Sko-
rohod topology, then by Donsker’s invariance principle, {πiδ} “converge weakly”
to a family of independent Brownian motions {Bi}1≤i≤m. As we will see, the
mapping g is almost surely continuous with respect to {Bi}, and {Big}1≤i≤m is
distributed as coalescing Brownian motions. Therefore by the Continuous Map-
ping Theorem for weak convergence, {πiδ,g} “converge weakly” to the coalescing
Brownian motions {Big}. Finally to show that {κiδ,f} also converges weakly to
{Big}, we will prove that the distance between the two versions of coalescing
walks {πiδ,f} and {πiδ,g} converges to 0 in probability, and the distance between
the linearly interpolated version {κiδ,f} and the piecewise constant version {πiδ,f}
also converges to 0 in probability.
We introduce more notation. Let D be any deterministic countable dense
subset of R2. Let y1 = (x1, t1), . . . , ym = (xm, tm) ∈ D be fixed, and let
B1, ...,Bm be independent Brownian motions starting from y1, ..., ym. For a
fixed δ, denote ⌈y˜i⌉ = (⌈x˜i⌉, ⌈t˜i⌉) (resp., ⌈y˜i⌉ = (⌈x˜i⌉, t˜i) for the continuous
time case), where x˜i = σδ−1xi and t˜ = δ−2ti as defined in Chapter 2, and let yiδ
denote ⌈y˜i⌉’s space-time position after diffusive scaling on the rescaled lattice
(δ/σ)Z × δ2Z (resp., (δ/σ)Z × δ2R). Let π˜i (i = 1, · · · , m) be independent
random walks in the Z×Z (resp., Z×R) lattice starting from ⌈y˜i⌉. We regard
(B1, ...,Bm), and (π˜1, ..., π˜m) as random variables in the product metric space
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(Πm, d∗m), where
d∗m[(ξ1, . . . , ξm), (ζ1, . . . , ζm)] = max
1≤i≤m
d(ξi, ζ i) (3.4.1)
and d is defined in (1.2.4); thus d∗m gives the product topology on Πm. We will
also need the metric
d¯((f1, t1), (f2, t2)) = sup
t
|fˆ1(t)− fˆ2(t)| ∨ |t1 − t2| (3.4.2)
and d¯∗m is defined in a similar way as d∗m. If we denote the space of paths that
are right continuous with left limits by Π¯, and let Π¯m be the product space,
then d, d∗m, d¯ and d¯∗m are still well defined metric on Π¯ and Π¯m.
We now define a mapping g from (Π¯m, d∗m) to (Π¯m, d∗m) that constructs
coalescing paths from independent paths. The construction is such that when
two paths first cross (i.e., coincide or interchange relative order), the path with
the higher index will be replaced by the path with the lower index after the
time of intersection or order exchange. This procedure is then iterated until no
more intersections take place. To be explicit, we give the following algorithmic
construction.
Let (ξ1, . . . , ξm) ∈ Π¯m, and let T i,jg denote the time when the two paths ξi
and ξj first intersect or interchange relative order. We start with equivalence
relations on the set {1, . . . , m} by setting i ≁ j ∀ i 6= j. We then define the one
step iteration Γ on (ξ1, . . . , ξm) and the equivalence relations by
τg = min
1≤i,j≤m,i≁j
T i,jg (3.4.3)
i∗ = min{j | j ∼ i; or j ≁ i, T i,jg = τg} (3.4.4)
Γξi(t) =
{
ξi(t) if t < τg,
ξi
∗
(t) if t ≥ τg, (3.4.5)
and update equivalence relations by assigning i ∼ i∗. Iterate the mapping
Γ, and label the successive intersection times τg by τ
k
g . Then the iteration
stops when τkg = +∞ for some k ∈ {1, 2, . . . , m}, i.e., either there is no more
crossing among the different equivalence classes of paths, or all the paths have
coalesced and formed a single equivalence class. Denote the final collection
of paths by g(ξ1, . . . , ξm) = (ξ1g , . . . , ξ
m
g ). Then it’s clear by the strong Markov
property, that (B1g , . . . ,Bmg ) has the distribution of coalescing Brownian motions.
However (π˜1g , . . . , π˜
m
g ) is not distributed as coalescing random walks, because
for nonsimple random walks, paths can cross before the random walks actually
coalesce (by being at the same space-time lattice site).
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To construct coalescing random walk paths from independent random walks,
we define another mapping f from (Π¯m, d∗m) to (Π¯m, d∗m) in a similar way as
we defined g, except in (3.4.3)–(3.4.5) we replace the time of first crossing τg by
the time of first coincidence
τf = min
1≤i,j≤m,i≁j
T i,jf , (3.4.6)
where T i,jf is the first time when the two paths ξ
i and ξj coincide. We will
label the successive coincidence times by τkf . Also denote f(ξ
1, · · · , ξm) by
(ξ1f , · · · , ξmf ). It is then clear that (π˜1f , . . . , π˜mf ) is distributed as coalescing ran-
dom walks starting from (⌈y˜1⌉, . . . , ⌈y˜m⌉) in the unscaled lattice Z×Z (or Z×R).
We shall denote the diffusively rescaled versions of (π˜1, . . . , π˜m), (π˜1g , . . . , π˜
m
g )
and (π˜1f , . . . , π˜
m
f ) by (π
1
δ , . . . , π
m
δ ), (π
1
δ,g, . . . , π
m
δ,g) and (π
1
δ,f , . . . , π
m
δ,f). We need
the following lemma to prove (I1).
Lemma 3.4.1 ∀ ǫ > 0, P{d∗m[(π1δ,f , . . . , πmδ,f), (π1δ,g, . . . , πmδ,g)] ≥ ǫ} → 0 as δ →
0+.
Proof. From the definition of d and d¯ in (1.2.4) and (3.4.2), it is clear that
d((f1, t1), (f2, t2)) ≤ d¯((f1, t1), (f2, t2)) for any (f1, t1), (f2, t2) ∈ Π¯. Therefore it
is sufficient to prove the lemma with d∗m replaced by d¯∗m. In terms of random
walks in the unscaled lattice, the lemma can be stated as
∀ ǫ > 0,P{d¯∗m[(π˜1f , . . . , π˜mf ), (π˜1g , . . . , π˜mg )] ≥ ǫ˜} → 0 as δ → 0+. (3.4.7)
We first prove (3.4.7) for m = 2. Note that for m = 2, π˜1f = π˜
1
g = π˜
1, hence
d¯∗2[(π˜1f , π˜
2
f ), (π˜
1
g , π˜
2
g)] = d¯ (π˜
2
f , π˜
2
g). Let T˜
1,2
g denote the first time when π˜
1 and
π˜2 cross, and let T˜ 1,2f denote the first time when the two walks coincide. Also
let l(0, n) denote the maximum distance over all time between two coalescing
random walk paths π0,0 and πn,0 starting at 0 and n at time 0. Then by the
strong Markov property, and conditioning at time T˜ 1,2g ,
P[ d¯(π˜2f , π˜
2
g) ≥ ǫ˜ ] ≤
+∞∑
n=1
P[|π˜1(T˜ 1,2g )− π˜2(T˜ 1,2g )| = n] P[l(0, n) ≥ ǫ˜]. (3.4.8)
The first probability in the summand converges to a limiting probability distri-
bution as δ → 0 by applying Lemma 2.0.5 to (π˜1− π˜2). The second probability
converges to 0 for every fixed n by Lemma 2.0.1. This proves (3.4.7) for m = 2.
For m > 2, let T˜ i,jf and T˜
i,j
g denote respectively the first time when the two
independent walks π˜i and π˜j coincide or interchange relative order. As usual, let
T i,jδ,f = δ
2T˜ i,jf and T
i,j
δ,g = δ
2T˜ i,jg . By Donsker’s invariance principle, the interpo-
lated paths (κ1δ, · · · , κmδ ) converge in distribution to (B1, · · · ,Bm) as (Πm, d∗m)
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valued random variables. By Skorohod’s representation theorem [4, 10], we may
assume this convergence is almost sure, i.e., d∗m[(κ1δ , · · · , κmδ ), (B1, · · · ,Bm)]→
0 almost surely. Then by the properties of standard Brownian motions, we also
have d∗m[(π1δ , · · · , πmδ ), (B1, · · · ,Bm)]→ 0 almost surely. Note that the crossing
times T i,jδ,g as functions from (Π¯
m, d∗m) to R are almost surely continuous with
respect to (B1, · · · ,Bm). Therefore almost surely, T i,jδ,g → τ i,j as δ → 0, where
τ i,j is the time of first crossing between Bi and Bj ; and {T i,jg }1≤i<j≤m converge
jointly in distribution to {τ i,j}1≤i<j≤m. By the standard properties of Brownian
motion, {τ i,j}1≤i<j≤m are almost surely all distinct. By an argument similar to
(3.4.8), we also have sup1≤i<j≤m |T i,jδ,f−T i,jδ,g | → 0 in probability. Note that in our
definition of the mapping g that constructs (π˜1g , · · · , π˜mg ) from (π˜1, · · · , π˜m), the
successive times of crossing {τkg }1≤k≤m−1, are all times of first crossing between
independent paths, i.e., {τkg }1≤k≤m−1 ⊂ {T˜ i,jg }1≤i<j≤m. The event in (3.4.7) can
only occur due to: either (1) for some τkg in the definition of g, with τ
k
g = T˜
i,j
g
for some i and j, τk+1g ≤ T˜ i,jf ; or else, (2) whenever a coalescing takes place
between two paths π˜i, π˜j in the mapping g, the same two paths will coalesce
in the mapping f before another coalescing takes place in the mapping g, and
the event in (3.4.7) occurs because for some τkg with τ
k
g = T˜
i,j
g , the distance
between the two paths π˜i and π˜j during the time interval [T˜ i,jg , T˜
i,j
f ] exceeds
ǫ˜. The probability of the event (1) tends to 0 as δ → 0 by our observations
that {T i,jδ,g}1≤i<j≤m converges jointly in distribution to {τ i,j}1≤i<j≤m, which are
almost surely all distinct, and the fact that sup1≤i<j≤m |T i,jδ,f −T i,jδ,g | → 0 in prob-
ability. The probability of the event (2) tends to 0 by our proof of (3.4.7) for
m = 2. This proves (3.4.7) and Lemma 3.4.1.
Verification of (I1). It is sufficient to show that for any sequence of δn ↓ 0,
we can find a subsequence δ′n ↓ 0, such that (κ1δ′n,f , . . . , κmδ′n,f) converge in dis-
tribution to (B1g , ...,Bmg ). As in the proof of Lemma 3.4.1, Donsker’s invariance
principle implies (κ1δn , . . . , κ
m
δn
) converge in distribution to (B1, ...,Bm), and by
Skorohod’s representation theorem, we may assum this convergence is almost
sure. Then almost surely, we also have d∗m[(π1δn , . . . , π
m
δn
), (B1, ...,Bm)] → 0.
Note that the mapping g as a function from (Π¯m, d∗m) to (Π¯m, d∗m) is al-
most surely continuous with respect to (B1, ...,Bm), therefore almost surely,
d∗m[(π1δn,g, . . . , π
m
δn,g
), (B1g , ...,Bmg )] → 0 as δn → 0. By Lemma 3.4.1, we can
choose a subsequence {δ′n} ⊂ {δn} such that, almost surely as δ′n → 0,
d∗m[(π1δ′n,f , . . . , π
m
δ′n,f
), (π1δ′n,g, ..., π
m
δ′n,g
)] → 0, which implies that almost surely,
d∗m[(π1δ′n,f , . . . , π
m
δ′n,f
), (B1g , ...,Bmg )] → 0. By the properties of Brownian mo-
tion, it then follows that the linearly interpolated coalescing random walk paths
(κ1δ′n,f , . . . , κ
m
δ′n,f
) also converge in the metric d∗m to (B1g , ...,Bmg ) almost surely,
thus completing the proof of (I1).
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3.5 Verification of (E1)
As usual, we start with some notation. For an (H,FH)-valued random variable
X , define Xs
−
to be the subset of paths in X which start before or at time
s, and for s ≤ t define Xs−,tT to be the set of paths in Xs− truncated before
time t, i.e., replacing each path in Xs
−
by its restriction to time greater than
or equal to t. When s = t, we denote Xs
−,sT simply by XsT . Also let X(t) ⊂ R
denote the set of values at time t of all paths in X . Note that ηˆX(t0, t; a, b) =
|X t−0 (t0 + t) ∩ (a, b)|. We may sometimes abuse the notation and use X(t) also
to denote the set of points X(t)× {t} ∈ R2.
We recall here the definition of stochastic domination as given in [13].
For two measures µ1 and µ2 on (H,FH), µ2 is stochastically dominated by
µ1 (µ2 << µ1) if for any bounded increasing function f on (H,FH), (i.e.
f(K) ≤ f(K ′) if K ⊂ K ′), ∫ fdµ2 ≤ ∫ fdµ1. When µ1, µ2 are the distri-
butions of two (H,FH)-valued random variables X1 and X2, we will also denote
the stochastic domination by X2 << X1. The first step of our proof is to reduce
(E1) to the following condition:
(E ′1) If Zt0 is any subsequential limit of {X t
−
0
n } for any t0 ∈ R, then ∀t, a, b ∈ R
with t > 0 and a < b, E[ηˆZt0 (t0, t; a, b)] ≤ E[ηˆW¯(t0, t; a, b)] = b−a√πt .
Lemma 3.5.1 Assuming {Xn} is a tight family of (H,FH)-valued random vari-
ables, then (E ′1) implies (E1).
Proof. Let t0 ∈ R, t > 0 be fixed, and let X be the weak limit of any sub-
sequence Xni with ni → +∞. To prove the Lemma, it is sufficient to show
that for any 0 < ǫ < t, there is a further subsequence n′i such that X
(t0+ǫ)−
n′
i
converges weakly to a limit Zt0+ǫ, and X
t−0 << Zt0+ǫ. Because then we have
E[ηˆX(t0, t; a, b)] ≤ E[ηˆZt0+ǫ(t0+ǫ, t−ǫ; a, b)] ≤ b−a√π(t−ǫ) by (E
′
1), and letting ǫ→ 0
establishes (E1).
To prove the existence of {n′i}, Zt0+ǫ, and the stochastic domination, we
use a coupling argument. Define (H ×H, d∗2H )-valued random variables Wni =
(Xni, X
(t0+ǫ)−
ni ), where d
∗2
H is given by
d∗2H [(K1, K2), (K
′
1, K
′
2)] = max{dH(K1, K ′1), dH(K2, K ′2)}
for K1, K2, K
′
1, K
′
2 ∈ H. (H × H, d∗2H ) is a complete separable metric space.
Since {Xni} is tight, and {X(t0+ǫ)
−
ni } is almost surely a compact subset of Xni
for all ni, {X(t0+ǫ)
−
ni } and {Wni} are also tight. Therefore we can choose a
subsequence n′i such that Wn′i converges weakly to a limit W = (X
′, Zt0+ǫ),
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where X ′ is equally distributed with X and Zt0+ǫ is the weak limit of X
(t0+ǫ)−
n′i
.
By Skorohod’s representation theorem (see, e.g., [4, 10]), we may assume the
convergence is almost sure. Then almost surely, any path (f, t) ∈ X ′ with t ≤ t0
is the limit of a sequence of paths (fn′i, tn′i) ∈ Xn′i with tn′i → t. Since (fn′i , tn′i)
is eventually in X
(t0+ǫ)−
n′i
, we also have (f, t) ∈ Zt0+ǫ. Therefore X ′t
−
0 ⊂ Zt0+ǫ
almost surely, and X
′t−0 << Zt0+ǫ. Since X
′t−0 is equally distributed with X t
−
0 ,
the Lemma then follows.
We now cast the condition (E ′1) in terms of our random variables {Xδ} and
{X˘δ}. Let Zt0 be any subsequential limit of X t
−
0
δ (or X˘ t
−
0
δ ). Then the validity of
(E ′1) for {Xδ} and {X˘δ} is a consequence of the following two lemmas, which are
also what one needs to establish to verify (E1) for general models other than
coalescing random walks {Xδ} and {X˘δ}.
Lemma 3.5.2 Let Zt0(t0+ ǫ) ⊂ R×{t0+ ǫ} be the intersections of paths in Zt0
with the line t = t0 + ǫ. Then for any ǫ > 0, Zt0(t0 + ǫ) is almost surely locally
finite.
Lemma 3.5.3 For any ǫ > 0, Z
(t0+ǫ)T
t0 , the set of paths in Zt0 (which all start
at time t ≤ t0) truncated before time t0 + ǫ, is distributed as BZt0(t0+ǫ), i.e.,
coalescing Brownian motions starting from the random set Zt0(t0 + ǫ) ⊂ R2.
Verification of (E ′1). Assume Lemmas 3.5.2 and 3.5.3 for the moment.
Since BZt0(t0+ǫ) << W¯ , we have for 0 < ǫ < t
E[ηˆZt0 (t0, t; a, b)]
= E[ηˆ
Z
(t0+ǫ)T
t0
(t0 + ǫ, t− ǫ; a, b)] = E[ηˆBZt0 (t0+ǫ)(t0 + ǫ, t− ǫ; a, b)]
≤ E[ηˆW¯(t0 + ǫ, t− ǫ; a, b)] =
b− a√
π(t− ǫ) .
Since 0 < ǫ < t is arbitrary, letting ǫ→ 0 establishes (E ′1) for {Xδ} and {X˘δ}.
Recall that Γδ and Γ˘δ denote the piecewise constant version of Xδ and X˘δ.
Lemma 3.5.2 is a consequence of the following:
Lemma 3.5.4 ∀ t0, t, a, b ∈ R with t > 0 and a < b, we have
lim sup
δ→0+
E[ηˆΓδ(t0, t; a, b)] ≤
C(b− a)√
t
for some 0 < C < +∞ independent of t0, t, a and b. The same is true for Γ˘δ.
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Proof. This follows directly from Lemma 2.0.7.
Before proving Lemma 3.5.2, we introduce one more notation. Denote the
space of compact subsets of (R¯2, ρ) by (P, ρP), with ρP the induced Hausdorff
metric, i.e., for A1, A2 ∈ P,
ρP(A1, A2) = sup
z1∈A1
inf
z2∈A2
ρ(z1, z2) ∨ sup
z2∈A2
inf
z1∈A1
ρ(z1, z2). (3.5.1)
Note that (P, ρP) is a complete separable metric space.
Proof of Lemma 3.5.2. We prove the lemma only for the discrete time
case, the continuous time case being exactly the same. Let Zt0 be the weak limit
of a sequence {X t−0δn }. Then X
t−0
δn
(t0+ǫ) converges weakly to Zt0(t0+ǫ) as (P, ρP)
valued random variables. By Lemma 2.0.9, ρP [X t
−
0
δn
(t0 + ǫ),Γ
t−0
δn
(t0 + ǫ)] → 0 in
probability. Therefore Γ
t−0
δn
(t0 + ǫ) also converges weakly to Zt0(t0 + ǫ). For any
finite interval (a, b), {K ∈ (P, ρP) : |K ∩ (a, b) × R| ≥ k} is an open set in
(P, ρP) for any k ∈ N. Therefore by the weak convergence of Γt
−
0
δn
(t0 + ǫ) to
Zt0(t0 + ǫ) and Lemma 3.5.4,
E[ |Zt0(t0 + ǫ) ∩ (a, b)× R| ]
=
+∞∑
k=1
P[ |Zt0(t0 + ǫ) ∩ (a, b)× R| ≥ k ]
≤
+∞∑
k=1
lim inf
δn↓0
P[ |Γt−0δn (t0 + ǫ) ∩ (a, b)× R| ≥ k ]
≤ lim inf
δn↓0
E[ |Γt−0δn (t0 + ǫ) ∩ (a, b)× R| ]
≤ C(b− a)/√ǫ.
Lemma 3.5.2 then follows.
It only remains to prove Lemma 3.5.3. We need one more lemma.
Lemma 3.5.5 Let Aδ and A be (P, ρP)-valued random variables, where A is
almost surely a locally finite set, Aδ is almost surely a subset of (δZ/σ)× (δ2Z)
(resp., (δZ/σ)×(δ2R)), and Aδ converges in distribution to A as δ → 0. Condi-
tioned on Aδ, let XAδδ (resp., X˘Aδδ ) be the process of discrete time (resp., contin-
uous time) coalescing random walks on (δZ/σ)× (δ2Z) (resp., (δZ/σ)× (δ2R))
starting from the point set Aδ. Then as δ → 0, XAδδ (resp., X˘Aδδ ) converges in
distribution to BA, the process of coalescing Brownian motions starting from a
random point set distributed as A.
Proof. We only prove the lemma for the discrete time case, the continuous
time case being exactly the same. We first treat the case where A and Aδ are
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deterministic and ρP(Aδ, A)→ 0 as δ → 0. Note that {XAδδ } is tight since XAδδ
is almost surely a subset of Xδ and {Xδ} is tight. If Z is a subsequential limit of
XAδδ , then by (I1) and the remark following Corollary 3.2.1, there is µZ almost
surely exactly one path starting from every y ∈ A, and the finite dimensional
distributions of Z are those of coalescing Brownian motions. Therefore Z is
equidistributed with BA, which proves the deterministic case.
For the nondeterministic case, it suffices to show E[f(XAδδ )] → E[f(BA)]
as δ → 0 for any bounded continuous function f on (H, dH). If we denote
fδ(Aδ) = E[f(XAδδ )|Aδ], and fB(A) = E[f(BA)|A], then E[f(XAδδ )] = E[fδ(Aδ)]
and E[f(BA)] = E[fB(A)]. Since Aδ converges in distribution to A, by Skoro-
hod’s representation theorem [4, 10], we can construct random variables A′δ and
A′ which are equidistributed with Aδ and A, such that A′δ(ω) → A′(ω) in ρP
almost surely. Then for almost every ω in the probability space where A′δ and
A′ are defined, by the part of the proof already done (for deterministic Aδ and
A), XA′δ(ω)δ converges in distribution to BA
′(ω). Thus fδ(A
′
δ(ω)) = E[f(XA
′
δ
(ω)
δ )]
→ fB(A′(ω)) = E[f(BA′(ω))] for almost every ω. By the bounded convergence
theorem, E[fδ(A
′
δ)]→ E[fB(A′)] as δ → 0. Since A′δ and A′ are equidistributed
with Aδ and A, the lemma follows.
Proof of Lemma 3.5.3. Let Zt0 be the weak limit of X t
−
0
δn
(resp., X˘ t−0δn )
for a sequence of δn ↓ 0. We first treat the discrete time case. By Skorohod’s
representation theorem, we can assume the convergence is almost sure. Then
almost surely, ρP(X t
−
0
δn
(t0+ǫ), Zt0(t0+ǫ))→ 0, and dH(X t
−
0 ,(t0+ǫ)T
δn
, Z
(t0+ǫ)T
t0 )→ 0.
Let mδ = δ
2⌈t˜0 + ǫ˜⌉, the first time on the rescaled lattice greater than or equal
to t0+ ǫ. Using the fact that the image of Z
(t0+ǫ)T
t0 under (Φ,Ψ) is almost surely
equicontinuous, it is not difficult to see that ρP(X t
−
0
δn
(mδn), Zt0(t0 + ǫ)) → 0
and dH(X t
−
0 ,(mδn )T
δn
, Z
(t0+ǫ)T
t0 ) → 0 almost surely. On the other hand, Zt0(t0 + ǫ)
is almost surely locally finite by Lemma 3.5.2, and X t−0 ,(mδn )Tδn is distributed
as coalescing random walks on the rescaled lattice starting from X t−0δn (mδn) ⊂
(δZ/σ) × (δ2Z). Therefore by Lemma 3.5.5, X t−0 ,(mδn )Tδn converges weakly to
BZt0 (t0+ǫ), and Z(t0+ǫ)Tt0 is equally distributed with BZt0(t0+ǫ).
We now treat the continuous time case. By Lemma 2.0.9, as δn ↓ 0,
dH(X˘ t
−
0 ,(t0+ǫ)T
δn
, Γ˘
t−0 ,(t0+ǫ)T
δn
)→ 0 in probability. Let U t−0 ,(t0+ǫ)Tδn denote the interpo-
lated version of Γ˘
t−0 ,(t0+ǫ)T
δn
. Then by Lemma 2.0.9, dH(U
t−0 ,(t0+ǫ)T
δn
, Γ˘
t−0 ,(t0+ǫ)T
δn
)→ 0
also in probability. Therefore dH(X˘ t
−
0 ,(t0+ǫ)T
δn
, U
t−0 ,(t0+ǫ)T
δn
) → 0 in probability,
and U
t−0 ,(t0+ǫ)T
δn
→ Z(t0+ǫ)Tt0 in distribution. On the other hand, U
t−0 ,(t0+ǫ)T
δn
is
the paths of continuous time coalescing random walks starting from a random
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initial configuration at time t0 + ǫ, and U
t−0 ,(t0+ǫ)T
δn
(t0 + ǫ) converges weakly to
Zt0(t0 + ǫ), which is almost surely locally finite by Lemma 3.5.2. Therefore, by
Lemma 3.5.5, U
t−0 ,(t0+ǫ)T
δn
converges in distribution to BZt0 (t0+ǫ). Thus Zt0(t0+ ǫ)
is equally distributed with BZt0 (t0+ǫ), and the lemma is established.
Remark 3.5.1 The key to the proof of Lemma 3.5.3 is to approximate X t−0 ,(t0+ǫ)Tδn
(resp., X˘ t−0 ,(t0+ǫ)Tδn ) by the paths of a Markov process starting from a random
space-time point set such that Lemma 3.5.5 can be applied. For discrete time
coalescing random walks, the natural choice is X t−0 ,(mδn )Tδn , while for continuous
time, the natural choice is U
t−0 ,(t0+ǫ)T
δn
.
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Chapter 4
Further Results
4.1 Convergence of X 0Tδ (1) and X˘ 0Tδ (1)
Let X 0Tδ (resp.,X˘ 0Tδ ) denote the (H,FH)-valued random variable consisting of
the set of interpolated coalescing random walk paths on the rescaled lattice
starting with one walker at every site in δZ/σ at time 0. In [1], Arratia proved
that, for coalescing simple random walks, X 0Tδ (1) as a point process on R con-
verges in distribution to W¯0(1), the point process on R generated at time 1 by
coalescing Brownian motions starting from every point on R at time 0, which is
a stationary simple point process with intensity 1/
√
π. In [2], Arratia stated the
analogous result for nonsimple walks with zero mean and finite second moment
for its increment, but a proof was not given. In this section, we give a proof for
random walks whose increments have mean zero and finite third moment.
We first recall the space and topology on which point processes are defined.
Let (Nˆ ,BNˆ ) be the space of locally finite counting measures on R, where BNˆ is
the Borel σ-algebra generated by the vague topology on Nˆ , i.e., for µn, µ ∈ Nˆ ,
µn converges vaguely to µ if for any bounded continuous function f : R → R
with bounded support,
∫
fdµn →
∫
fdµ. (For more background on random
measures and the vague topology, see [9, 18]). The vague topology on Nˆ can be
metrized so that (Nˆ ,BNˆ ) is a complete separable metric space. Recall that Γ˘0Tδ
denotes the piecewise constant version of X˘ 0Tδ , our result on the convergence of
point processes is then the following.
Theorem 4.1.1 If E[|Y |3] < +∞, then X 0Tδ (1), Γ0Tδ (1), X˘ 0Tδ (1) and Γ˘0Tδ (1) as
(Nˆ ,BNˆ )-valued random variables converge weakly to W¯0(1) as δ → 0.
Before we prove Theorem 4.1.1, we need the following lemma.
Lemma 4.1.1 If the random walk increment satisfies E[|Y |3] < +∞, then X 0Tδ
and X˘ 0Tδ converge in distribution to W¯0, the subset of paths in W¯ starting at
time 0.
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Proof. Note that for any countable dense subset D0 ⊂ R × {0}, W¯(D0),
the closure in (Π, d) of coalescing Brownian motion paths starting from D0 is
equidistributed with W¯0 by properties of the Brownian Web [13]. As in the case
of the convergence of Xδ and X˘δ to W¯ , we need to establish tightness, and verify
conditions (I1), (B
′
1) and (E1), where in (I1), the countable dense set D ⊂ R2
is now replaced by D0, and in (B′1) and (E1), t0 is set to 0. Tightness follows
from Lemma 3.3.1. The other conditions follow directly from their verification
for Xδ and X˘δ , which all require at most finite third moment of Y .
Proof of Theorem 4.1.1. We only prove the theorem for X 0Tδ (1), the
proof for Γ0Tδ (1), X˘ 0Tδ (1) and Γ˘0Tδ (1) is analogous. Since W¯0(1) is a simple point
process, to prove weak convergence of X 0Tδ (1) to W¯0(1), it is sufficient to show:
(i) tightness; (ii) any subsequential limit of X 0Tδ (1) is a simple point process;
(iii) convergence of the avoidance (zero) functions, i.e., for any disjoint union
of a finite number of finite intervals A =
⋃n
i=1[ai, bi], P[X 0Tδ (1) ∩ A = ∅] →
P[W¯0(1) ∩A = ∅] as δ → 0. (See, e.g., Sections 7.3 and 9.1 in [9]).
To prove that {X 0Tδ (1)} is tight, it is sufficient to show that for any finite
closed interval [a, b], sup0<δ<1 EX 0T
δ
(1)
[
ζ [a, b]
]
< C, where ζ [a, b] is the measure
of [a, b] with respect to an element ζ ∈ Nˆ , and C < +∞ is a constant depending
on [a, b]. Since EX 0T
δ
(1)
[ζ [a, b]] < E[ηˆXδ(0, 1; a− 1, b+ 1)], tightness follows from
Lemma 3.5.4.
Let Z be a weak limit of {X 0Tδn (1)} in (Nˆ ,BNˆ ) with distribution µZ . For
any ζ ∈ Nˆ , let ζ[m,n] denote ζ restricted to [m,n]. Also let AmN,i = [m + (i −
1)2−N , m+ i2−N ]. Then for all N ∈ N, m < n ∈ Z,
µZ{ζ | ζ[m,n] not simple } ≤ µZ(
(m−n)2N⋃
i=1
{ζ(AmN,i) ≥ 2})
≤ (m− n)2N sup
a∈[m,n]
µZ(ζ [a, a+ 2
−N ] ≥ 2). (4.1.1)
To prove Z is a simple point process, it is then sufficient to show that
lim sup
ǫ→0+
1
ǫ
sup
a∈R
µZ
[
ζ [a, a+ ǫ] ≥ 2] = 0, (4.1.2)
since this implies that ζ[m,n] is µZ almost surely a simple counting measure by
taking N → +∞ in (4.1.1). Letting m→ +∞ and n→ −∞ then implies that
Z is almost surely a simple counting measure.
Note that µZ [ζ [a, a+ ǫ] ≥ 2] ≤ µZ [ζ(a− ǫ, a+2ǫ) ≥ 2], and {ζ |ζ(a− ǫ, a+
2ǫ) ≥ 2} is an open set in (Nˆ ,BNˆ ). By the weak convergence of X 0Tδn (1) to Z,
39
we have
µZ [ζ(a− ǫ, a + 2ǫ) ≥ 2]
≤ lim inf
δn↓0
µX 0T
δn
(1)
[ζ(a− ǫ, a + 2ǫ) ≥ 2]
= lim inf
δn↓0
P(|ξZ
δ−2n
∩ (a˜− ǫ˜, a˜ + 2ǫ˜)| ≥ 2)
≤ lim inf
δn↓0
⌊a˜+2ǫ˜⌋∑
i,j=⌈a˜−ǫ˜⌉,i 6=j
P(i, j ∈ ξZ
δ−2n
)
≤ lim inf
δn↓0
⌊a˜+2ǫ˜⌋∑
i,j=⌈a˜−ǫ˜⌉,i 6=j
P(i ∈ ξZ
δ−2n
) P(j ∈ ξZ
δ−2n
) (4.1.3)
≤ lim inf
δn↓0
(3ǫ˜+ 1)2 P[0 ∈ ξZ
δ−2n
]2 ≤ 9C2σ2ǫ2, (4.1.4)
where in (4.1.3), we applied Lemma 2.0.8, and in (4.1.4), we applied Lemma
2.0.7. To apply Lemma 2.0.8, we have implicitly assumed δ−2n ∈ N. If δ−2n /∈ N,
then we need to approximate and use an argument similar to the one lead-
ing to the computation in (3.2.2). This establishes (4.1.2), thus proving any
subsequential limit of X 0Tδn (1) must be a simple point process.
We now show the convergence of the avoidance functions. Let A =
⋃n
i=1[ai, bi]
be the disjoint union of a finite number of finite intervals. By Lemma 4.1.1,
X 0Tδ converges weakly to W¯0 as (H,FH)-valued random variables, so by Skoro-
hod’s representation theorem, we may assume this convergence is almost sure.
In particular, X 0Tδ (1) converges almost surely to W¯0(1) in ρP as defined in
(3.5.1). Since W¯0(1) is a stationary simple point process with intensity 1/√π,
P[∂A∩W¯0(1) 6= ∅] = 0. It is then easy to see that 1X 0T
δ
(1)∩A=∅ → 1W¯0(1)∩A=∅ al-
most surely. By the bounded convergence theorem, limδ↓0 P(X 0Tδ (1)∩A = ∅) =
P(W¯0(1)∩A = ∅), thus proving the the convergence of avoidance functions and
the theorem.
As a corollary of Theorem 4.1.1, we have
Corollary 4.1.1 If the random walk increment Y satisfies E[|Y |3] < +∞, then
pt ≡ P(0 ∈ ξZt ) ∼ 1/(σ
√
πt) as t→ +∞.
Proof. We prove the corollary for the discrete time case, the continuous time
case being exactly the same. Let δn = 1/
√
n, and let fǫ(x), for ǫ > 0, be a
continuous function with support on [−ǫ, 1 + ǫ], with 0 ≤ fǫ ≤ 1, and fǫ ≡ 1 on
[0, 1]. By Theorem 4.1.1, limn→+∞ EX 0T
δn
(1)
[
∫
fǫdζ ] = EW¯0(1)[
∫
fǫdζ ]. Since
1√
π
< EW¯0(1)[
∫
fǫdζ ] <
(1 + 2ǫ)√
π
,
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and
σ
√
npn ≤ EX 0T
δn
(1)
[
∫
fǫdζ ] ≤ (1 + 2ǫ)σ
√
npn.
It follows that
1
(1 + 2ǫ)
√
π
≤ lim inf
n→+∞
σ
√
npn ≤ lim sup
n→+∞
σ
√
npn ≤ (1 + 2ǫ)√
π
.
Since ǫ > 0 is arbitrary, letting ǫ→ 0 establishes the corollary.
Let φ0t be a one-dimensional voter model (either discrete or continuous time)
with state space {0, 1}Z and initial configuration φ00(x) = 0 for x ∈ Z\{0}, and
φ00(0) = 1. The dynamics of the model is defined in Section 1.1.2. Then by
the duality relation (1.1.1), P(φ0t 6≡ 0) = P(0 ∈ ξZt ). Corollary 4.1.1 is then
equivalent to
Corollary 4.1.2 Let φ0t be the voter model defined above. If E[|Y |3] < +∞,
then P(φ0t 6≡ 0) ∼ 1/(σ
√
πt) as t→ +∞.
Remark 4.1.2 Corollaries 4.1.1 and 4.1.2 partially extend a result of Bramson
and Griffeath [5]. They proved that, for continuous time coalescing simple
random walks in Zd, ξZ
d
t , and the dual voter model φ
0,d
t with initial configuration
all 0′s except for a 1 at the origin, pt = P(0 ∈ ξZdt ) = P(φ0,dt 6≡ 0) decays
asymptotically as 1/(
√
πt) for d = 1, log t/(πt) for d = 2, and 1/(γdt) for
d ≥ 3. For d ≥ 2, their proof also works for discrete time random walks, and
as pointed out in the remark before Lemma 2 in [6], can be easily extended to
much more general random walks (see [6] for more details).
Remark 4.1.3 The following correlation inequality is valid for the point process
W¯0(1). Let A, B be two disjoint open sets in R, and let OA = {ζ ∈ Nˆ | ζ(A) ≥
1} and OB = {ζ ∈ Nˆ | ζ(B) ≥ 1}. Then
µW¯0(1)(OA ∩OB) ≤ µW¯0(1)(OA) µW¯0(1)(OB).
This negative correlation inequality for W¯0(1) is implicit in the work of Arra-
tia [3]; it is also a direct consequence of Lemma 2.0.8 and Theorem 4.1.1. By
similar arguments, the same correlation inequality holds for point processes gen-
erated at time 1 by coalescing Brownian motion paths starting from any closed
space-time region strictly below time 1.
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4.2 Voter model interface
Voter Model Interface: Let φZ
−
t be a one-dimensional voter model (either
discrete or continuous time) with state space {0, 1}Z and initial configuration
φZ
−
0 (x) = 1 if x ∈ Z− ∪ {0} and φZ−0 (x) = 0 if x ∈ Z+. At any time t ≥ 0,
φZ
−
t will contain a leftmost 0 and a rightmost 1, whose positions we denote
by lt and rt. Then φ
Z−
t (x) = 1 for x < lt, φ
Z−
t (x) = 0 for x > rt, and the
configuration of φZ
−
t between lt and rt defines what is called the interface process,
αt = φ
Z−
t (x + lt) with x ∈ N, which is a random variable taking values in{
ξ : N → {0, 1},∑x∈N ξ(x) < +∞}. Cox and Durrett proved in [7] that,
for the continuous time model φZ
−
t with the associated random walk increment
Y satisfying E[|Y |3] < +∞, the interface process αt is an irreducible positive
recurrent Markov chain. Hence the size of the interface rt − lt is of O(1) as
t→ +∞. They also proved that lt/(σ
√
t) and rt/(σ
√
t) converge in distribution
to standard Gaussian variables as t → +∞. Their result should also be valid
for the discrete time model φZ
−
n .
The weak convergence of Xδ and X˘δ to the Brownian Web W¯ recovers Cox
and Durrett’s result under the stronger assumption that E[|Y |5] < +∞, but
it also establishes that the time evolutions of lt and rt converge weakly to the
same Brownian motion. In the following discussion, we will let l¯t, r¯t, for t ≥ 0,
denote the continuous paths constructed from lt, rt, t ≥ 0 by linear interpolation
the same way we construct the interpolated path of a random walk.
Theorem 4.2.1 Let φZ
−
t , l¯t and r¯t be as defined above. Let lt,δ be lt diffusively
rescaled, i.e., lt,δ = δσ
−1ltδ−2 , and define l¯t,δ, rt,δ and r¯t,δ similary. If E[|Y |5] <
+∞, then {l¯t,δ, r¯t,δ} as (H, dH) valued random variables converge in distribution
to B0,0t , a standard Brownian motion starting at the origin at time 0.
Proof. We first prove the theorem for the discrete time case. Let Xˆδ =
{(f(−t), t ≤ −t0) | (f(t), t ≥ t0) ∈ Xδ}, i.e. the coalescing random walks run-
ning backward in time on the rescaled lattice. By the duality relation (1.1.1)
and the natural coupling between voter models and coalescing random walks,
we have for all x ∈ Z and t ∈ N, φZ−t (x) = φZ−0 (κˆx,t0 ) almost surely, where κˆx,t0
is the location at time 0 of the backward random walk path in Xˆ1 starting at x
at time t.
By Theorem 1.3.3, Xˆδ converges weakly to ˆ¯W (the backward Brownian Web)
as δ → 0; and by Skorohod’s representation theorem, we may assume this
convergence is almost sure. ˆ¯W uniquely determines a dual (forward) Brownian
web W¯, which is equally distributed with the standard Brownian web. The pair
(W¯ , ˆ¯W) forms what is called the double Brownian web W¯D with the property
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that, almost surely, paths in W¯ and ˆ¯W reflect off each other and never cross [13,
23, 22, 2].
Let φZ
−
t,δ be the diffusively rescaled voter model dual to Xˆδ with the natural
coupling between the two models. We will overload the notation and let lt,δ
and rt,δ also denote the piecewise constant interface boundary lines of φ
Z−
t,δ , and
let l¯t,δ and r¯t,δ denote their linearly interpolated counterparts. To prove the
theorem, it is then sufficient to show that almost surely, l¯t,δ and r¯t,δ converge in
(Π, d) to B0,0t ∈ W¯ , the unique path in the forward Brownian web starting at 0
at time 0, which is distributed as a standard Brownian motion.
For a fixed point ω in the probability space of W¯D, if d(l¯t,δ, B0,0t ) 6→ 0 as
δ ↓ 0, then there exists ǫω > 0 and a sequence δn ↓ 0, such that d(l¯t,δn, B0,0t ) > ǫω.
In particular, for δn sufficiently small, there exists (xn, tn) ∈ (δn/σ)Z×δ2nZ with
supn |tn| < +∞, such that l¯tn,δn = ltn,δn = xn and |xn−B0,0tn | > ǫω/2. Since xn is
the position of the leftmost zero at time tn for the rescaled voter model φ
Z−
t,δn
, by
duality, the backward random walk paths in Xˆδn starting at xn and xn − δn/σ
at time tn satisfy κˆ
xn,tn
0,δn
> 0 and κˆ
xn−δn/σ,tn
0,δn
≤ 0 at time 0. But by the almost
sure convergence of Xˆδn to ˆ¯W, there exists a subsequence δn′ , such that κˆxn′ ,tn′t,δn′
and κˆ
xn′−δn′/σ,tn′
t,δn′
converge respectively to κˆx0,t0t and κˆ
x−0 ,t0
t ∈ ˆ¯W for some (x0, t0),
two paths in ˆ¯W both starting at (x0, t0) with |t0| < +∞, |x0 − B0,0t0 | > ǫω/2,
κˆx0,t00 ≥ 0 and κˆx
−
0 ,t0
0 ≤ 0. (Note that x0 6= ±∞, because for |t0| < +∞ and
x0 = ±∞, the only path that can start from (x0, t0) is (f, t0) with f ≡ x0.) By
the non-crossing property of the double Brownian web, κˆx0,t0t and κˆ
x−0 ,t0
t cannot
cross B0,0t , hence either κˆx0,t00 = 0 or κˆx
−
0 ,t0
0 = 0. Therefore
{l¯t,δ 6→ B0,0t } ⊂ { ∃ κˆx0,t0t ∈ ˆ¯W starting at (x0, t0) with t0 > 0 and κˆx0,t00 = 0}.
The second event in this inclusion has probability zero for the double Brownian
web; therefore almost surely, l¯t,δ → B0,0t as δ → 0. The same is true for r¯t,δ, and
this proves the theorem for discrete time.
For continuous time, the proof is similar. After applying Skorohod’s repre-
sentation, to prove d(l¯t,δ, B0,0t ) → 0 almost surely, note that it is sufficient to
prove d(lt,δ, B0,0t ) → 0 almost surely instead. The rest of the proof is then the
same.
Remark 4.2.2 The conclusions of Theorem 4.2.1 can potentially be used to
establish (T1), the tightness condition, for {Xδ} and {X˘δ}. In particular, if
Cox and Durrett’s result in [7] can be extended to establish the conclusions of
Theorem 4.2.1 under the assumption E[|Y |3] < +∞, then {Xδ} and {X˘δ} will
be tight, and Xδ and X˘δ will both converge weakly to the Brownian Web under
the finite third moment assumption.
43
Bibliography
[1] R. Arratia, Coalescing Brownian motions on the line, Ph.D. Thesis, Uni-
versity of Wisconsin, Madison, 1979.
[2] R. Arratia, Coalescing Brownian motions and the voter model on
Z, Unpublished partial manuscript (circa 1981), available from rarra-
tia@math.usc.edu.
[3] R. Arratia, Limiting point processes for rescalings of coalescing and anni-
hilating Random Walks on Zd, Annals of Probability 9, 909-936, 1981.
[4] P. Billingsley, Convergence of Probability Measures, 2nd edition, John Wi-
ley & Sons, 1999.
[5] M. Bramson, D. Griffeath, Asymptotics for interacting particle systems on
Z
d, Z. Wahrscheinlichkeitstheorie verw. Gebiete 53, 183-196, 1980.
[6] M. Bramson, T. Cox, J. F. Le Gall, Super-Brownian limits of voter model
clusters, Annals of Probability 29, 1001-1032, 2001.
[7] J. T. Cox, R. Durrett, Hybrid zones and voter model interfaces, Bernoulli
1, 343-370, 1995.
[8] P. Clifford, A. Sudbury, A model of spatial conflict, Biometrika 60, 581-
588, 1973.
[9] D. J. Daley, D. Vere-Jones, An Introduction to the Theory of Point Pro-
cesses, Springer-Verlag, 1988.
[10] R. Durrett, Stochastic Calculus, CRC Press, 1996.
[11] P. A. Ferrari, L. R. G. Fontes, X. Y. Wu, Two dimensional Poisson trees
converge to the Brownian web, arXiv: math.PR/0304247.
[12] L. R. G. Fontes, M. Isopi, C. M. Newman, K. Ravishankar, The Brownian
web, Proc. Nat. Acad. Sciences 99, 15888-15893, 2002.
44
[13] L. R. G. Fontes, M. Isopi, C. M. Newman, K. Ravishankar, The Brownian
web: characterization and convergence, Annals of Probability, to appear.
[14] C. M. Fortuin, P. W. Kasteleyn, J. Ginibre, Correlation inequalities on
some partially ordered sets, Commun. Math. Phys. 22, 89-103, 1970.
[15] T. Harris, A correlation inequality for Markov processes in partially ordered
state spaces, Annals of Probability 5, 451-454, 1977.
[16] R. A. Holley, T. M. Liggett, Ergodic theorems for weakly interacting par-
ticle systems and the voter model, Annals of Probability 3, 643-663, 1975.
[17] K. Jogdeo, On a probability bound of Marshall and Olkin, Ann. Stat. 6,
232-234, 1978.
[18] O. Kallenberg, Random Measures, Akademie-Verlag, Berlin, 1983.
[19] M. Kimura, “Stepping stone” model of population, Ann. Rep. Natl. Inst.
Genetics Japan 3, 62-63, 1953.
[20] T. M. Liggett, Interacting Particle Systems, Springer-Verlag, 1985.
[21] F. Spitzer, Principles of Random Walk, 2nd edition. Springer-Verlag, 1976.
[22] F. Soucaliuc, B. To´th, W. Werner, Reflection and coalescence between
independent one-dimensional Brownian paths, Ann. Inst. H. Poincare´
Probab. Statist. 36, 509-545, 2000.
[23] B. To´th, W.Werner, The true self-repelling motion, Probab. Theory Related
Fields 111, 375-452, 1998.
45
