Abstract. On the basis of least squares support vector machine regression (LSSVR), an adaptive and iterative support vector machine regression algorithm based on chunking incremental learning (CISVR) is presented in this paper. CISVR is an iterative algorithm and the samples are added to the working set in batches. The inverse of the matrix of coefficients from previous iteration is used to calculate the regression parameters. Therefore, the proposed approach permits to avoid the calculation of the inverse of a large-scale matrix and improves the learning speed of the algorithm. Support vectors are selected adaptively in the iteration to maintain the sparseness. Experimental results show that the learning speed of CISVR is improved greatly compared with LSSVR for the similar training accuracy. At the same time the number of the support vectors obtained by the presented algorithm is less than that obtained by LSSVR greatly.
Introduction
The support vector machine (SVM) is a novel learning method that is constructed based on statistical learning theory. The support vector machine has been studied widely since it was presented in 1995. It has been applied to pattern recognition broadly and its excellent performance has been shown in function regression problems. Training a standard support vector machine requires the solution of a large-scale quadratic programming problem. This is a difficult problem when the number of the samples exceeds a few thousands. Many algorithms for training the SVM have been studied. Osuua [1] proposed a decomposition algorithm and the quadratic programming problem for standard SVM is divided into a serial small-scale quadratic programming sub-problem. Focusing on the problem of the working set selection, Joachims [2] presented a SVM Light algorithm to implement the decomposition algorithm in [1] efficiently. A sequential minimal optimization algorithm (SMO) was proposed by Patt [3] . It transformed the quadratic programming problem for standard SVM to the minimization quadratic programming problem that could be solved analytically. Suykens [4] suggested a least squares support vector machine (LSSVM) in which the inequality constrains were replaced by equality constrains. By this way, solving a quadratic programming was converted into solving linear equations. The efficiency of training SVM is improved greatly and the difficulty of training SVM is cut down. Suykens [5] studied the LSSVM for function regression further. Hao [6] proposed a chunking incremental learning algorithm for LSSVM to deal with classification problem. In this paper, an adaptive and iterative support vector machine regression algorithm based on chunking incremental learning (CISVR) is presented. The support vectors are selected adaptively in the iteration to maintain the sparseness and the samples are added to working set in batches.
Least Squares Support Vector Machine for Regression (LSSVR)
According to [5] , let us consider a given training set of l samples 
where the nonlinear mapping ) (⋅ ϕ maps the input data into a higher dimensional feature space. In least squares support machine for function regression the following optimization problem is formulated 
subject to the equality constraints
This corresponds to a form of ridge regression. The Lagrangian is given by
with Lagrange multipliers k α . The conditions for the optimality are 
is applied. Set
. If A is a symmetric and positive-definite matrix, A -1 exists. Solving the linear equations (6) we obtain the solution
Substituting w in Eq. (1) with the first equation of Eqs. (5) and using Eq. (7) we have
where i α and b are the solution to Eqs. (6) . The kernel function ) (⋅ ψ can be chosen
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Chunking Increment Procedure
According to Eq. (6), set
where N is the number of samples in current working set. Eq. (8) can be rewritten as
are added to the current working set, we could calculate the parameters according to Eq. (12) where 0 is a matrix whose elements are all zero. I is a unit matrix with K rows and K columns. In this way the calculation for the inverse of a large-scale matrix could be avoided.
Decrement Procedure
The number of support vectors will increase with the chunking increment procedure. To maintain the sparseness of support vectors, a decrement procedure is implemented after the chunking increment procedure. A support vector is omitted in this procedure. Meanwhile, a trained sample in the working set corresponding to the discarded support vector is also omitted. Form 
where
A is a matrix obtained from l A by omitting the kth row and the kth column.
Steps of CISVR Algorithm
Set the training sample set
The form of the regression function is
where α and b are the regression parameters, W is named working set whose elements are the training samples selected to calculate the regression parameters, and W is the regression parameters set which is decided by working set W . Set θ is the precision in training and testing, the precision in stop criterion is ε .
Steps of CISVR algorithm are as follows: . The meaning of the defined stop criterion is that the procedure ends when the relative error of objective values in the two adjacent iterations is smaller than a given precision ε . In the decrement procedure, the minimization support vector is omitted because it has least effect on the performance of the regression function. The matrix 1 − A in the current iteration is obtained from that in the previous iteration in both chunking increment and decrement procedure. In this way, it is possible on one hand to avoid calculating the inverse for a large-scale matrix and on the other hand to improve the learning speed of the procedure.
Numerical Experiments
In order to examine the efficiency of CISVR algorithm and compare CISVR with LSSVR algorithm, numerical experiments are performed using two kinds of data sets. One kind of data set is composed of the simply elementary functions which include
These functions are used to test the regression ability for the known function. The other kind of data set is composed of Mackey-Glass (MG) system and simple function and CISVR are showed in Tab.2, where the third column is the number of support vectors, the forth column is the seconds for training, and the fifth and seventh columns are the regression accuracy for training and testing, respectively. The regression accuracy is a ratio that is the number of samples whose relative error is smaller than θ to the number of samples in the working set (testing set). The sixth and eighth columns are the mean square error for training and testing, respectively. It can be seen from Tab.2 that the learning speed of CISVR is much faster than LSSVR. Moreover, the number of support vectors is less than that obtained by LSSVR for the similar regression accuracy.
Discussion and Conclusion
In this paper we propose an adaptive and iterative support vector machine regression algorithm based on the chunking incremental learning and the least square support vector machine regression algorithm. The samples are added to the working set in batches. The support vectors are selected adaptively in the iteration and the sparseness of support vectors is maintained. Meanwhile, the inverse of matrix A in the previous iteration is used to calculate the regression parameters. Therefore, the proposed approach can avoid calculating the inverse of a large-scale matrix, and at the same time, substantially improve the learning speed compared to that of LSSVR for the similar regression accuracy.
