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Speeding-up quantum dynamics is of paramount importance for quantum technology. However,
in finite dimensions and without full knowledge of the dynamics, it is easily shown to be impos-
sible. In sharp contrast we show that many continuous variable systems can be sped-up without
such knowledge. We call the resultant procedure Hamiltonian amplification. Since Hamiltonian
amplification can be achieved through local squeezing, even unknown or noisy couplings and fre-
quencies can be amplified by acting on individual modes. We discuss the performance, physical
realisations and robustness of Hamiltonian amplification. Furthermore, we combine amplification
with dynamical decoupling to achieve amplifiers that are free from environmental noise. Finally, a
significant reduction in gate times of cavity resonator qubits illustrates the viability of Hamiltonian
amplification.
Strong interactions between the components of a quan-
tum device are crucial for maintaining the quantum ef-
fects relevant for quantum information processing. For
instance, the mediation of entanglement between sys-
tem components [1, 2], the implementation of multi-qubit
gates [3–5], and, in general, coherent interactions used in
quantum metrology and quantum sensors [6, 7], rely on
sufficiently strong couplings. Furthermore, the speed at
which a quantum system can evolve towards some target
is inherently limited by the strength of the underlying
Hamiltonian which governs the evolution [8, 9]. A generic
framework describing how such couplings/processes can
be amplified is therefore highly desirable. Here we in-
troduce the concept of Hamiltonian amplification which
allows one to amplify a wide class of unknown Hamilto-
nians through a time-dependent coherent external con-
troller.
Besides applications in quantum technology, strong
interactions are also crucial for foundational research,
in particular for probing a quantum theory of gravity.
Recent proposals to test gravitation in quantum opto-
mechanics rely on achieving an strong enough coupling
[10–12] while keeping decoherence at bay. Although the
combination of dynamical decoupling with amplification,
to be introduced below, requires intricate pulse-shaping,
this seems a worth-while avenue given the significance of
potential discoveries.
Given a Hamiltonian H0, the goal is to turn the nat-
ural evolution exp(−iH0t) for time t into an ampli-
fied evolution exp(−iλH0t), λ > 1, by adding a time-
dependent control Hamiltonian Hc(s) but keeping the
total evolution time fixed at t. If we know H0 and
have full control over the system, this is trivial (choose
Hc(s) = Hc = (λ− 1)H0). But what if some parameters
of the Hamiltonian are unknown or if we have only partial
control of the system? For example, is it possible to am-
plify the interaction strength between qubits by locally
(a)
(b)
FIG. 1. Schematic representation of Hamiltonian ampli-
fication. (a) Amplification of the unknown frequency ω of
a quantum harmonic oscillator by a factor of cosh(2r). At
time intervals ∆t the evolution is modified by alternating be-
tween instantaneously squeezing the oscillator an amount r in
direction x (red arrows) and p (blue arrows). The resulting
dynamics corresponds to an approximate speed-up of the evo-
lution (green dashed arrow), with the amplification becoming
exact in the limit of infinitely fast squeezing (∆t → 0). (b)
Amplification of the unknown interaction strength g of two
linearly interacting oscillators through parametrically driving
one of the oscillators with different pulses (red and blue) that
correspond to squeezing in x and p direction.
controlling the qubits? While in finite dimensions am-
plification is generally not possible with either unknown
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2parameters or partial control – a simple consequence of
norm preservation, see the methods section – we show,
surprisingly, that both issues can be solved in some in-
finite dimensional systems by parametrically driving the
system components, which is schematically represented
in Figs. 1 (a) and (b), respectively.
Hamiltonian amplification relies strongly on the
use of experimentally readily implementable squeezing
operations, as do also other recent proposals developed
for superconducting circuits and opto-mechanics [13–15].
We note, however, that we provide here a general frame-
work that goes beyond a particular implementation
and which can lead to a better understanding of the
mechanisms underlying the amplification. We show
that a broad class of continuous variable systems can
generically be amplified by locally squeezing the relevant
degrees of freedom. Furthermore, we provide pulses with
finite energy that allow for an efficient amplification
and we combining Hamiltonian amplification with
dynamical decoupling to achieve amplifiers that are
free from environmental noise. Finally, we show how
quantum logical gates between resonator qubits can be
implemented faster through our amplification.
Results
Amplifying a quantum harmonic oscillator. We
start by considering the evolution of a quantum harmonic
oscillator with frequency ω described by the Hamiltonian
H0 =
ω
2 (x
2+p2) where x and p are the canonical position
and momentum operators respectively. At time intervals
∆t = t2n we modify the dynamics with the squeezing
operation S(±) = exp(±ir(xp + px)) where r is the
squeezing strength. The canonical operators transform
under squeezing according to S(±)†xS(±) = exp(∓r)x
and S(±)†pS(±) = exp(±r)p. As schematically repre-
sented in Fig. 1 a), if we alternate between S(+) and
S(−) the modified dynamics is approximately given by(
S(+)†e−i
H0
2n S(+)S(−)†e−i
H0
2n S(−)
)n
≈ e−i cosh(2r)H0t,
(1)
which becomes exact in the limit of rapid squeezing, i.e,
∆t→ 0 and t fixed. Thus the operations V = {S(±)} am-
plify the harmonic oscillator by a factor of λ = cosh(2r).
The intuition behind the amplification is remarkably
simple: squeezing in x-direction maps the operator
x onto e−rx, while the squeezing in p-direction maps
x onto erx. In the case of very fast alternation, the
operator is effectively averaged into cosh(r)x and thus
amplified by a factor cosh(r), and the same applies to
any other phase-space quadrature. For the operators
x2 and p2, this reasoning leads to an amplification by
cosh(2r). We note that this procedure is independent
of the frequency ω of the oscillator, which shows that
Hamiltonian amplification is indeed possible for a
harmonic oscillator of unknown frequency. Let us now
try to generalise this idea to other types of continuous
variable setups.
Amplification of continuous variable systems. We
begin restricting ourselves to bang-bang type controls
that correspond to the instantaneous application of a set
of unitary operations V applied in a Suzuki-Trotter type
sequence Λt/n =
∏
v∈V v
† exp(−iH0 t|V |n )v, where H0 is
a quadratic Hamiltonian (see below for details). Since
quadratic Hamiltonians can be represented by matrices
the map Λt/n converges and in the limit limn→∞ Λnt/n =
exp(−itM(H0)) the dynamics is governed by the average
[16],
M(H0) =
1
|V |
∑
v∈V
v†H0v. (2)
It is worth noting that for finite dimensional systems
there always exist a set V such that its dynamics can be
slowed down (dynamically decoupled), i.e. M(H0) ∝ 1 ,
whereas for infinite dimensional system this is generally
not possible [17]. On the other hand, we now show how
infinite dimensional dynamics can be sped-up through
amplification.
The most natural class of continuous variable systems
to consider are those with a quadratic Hamiltonian [18]
of the form H0 =
1
2
∑
i,j Ai,jRiRj where A is a real and
symmetric 2N × 2N matrix and the canonical opera-
tors are collected in the vector R = (x1, p1, · · · , xN , pN )
[19]. Such Hamiltonians describe a wide range of quan-
tum optical and opto-mechanical systems corresponding
to N linearly interacting quantum harmonic oscillators
[20]. Through a normal mode transformation the oscil-
lators can always be made independent such that the
afore introduced pulses could be directly applied. How-
ever, this is a non-local transformation and it requires
full knowledge of the constants Ai,j . Thus, the corre-
sponding set V that amplifies H0 would depend on H0,
making the amplification trivial (in the sense discussed
previously). Instead, we proceed by considering a smaller
class of quadratic Hamiltonians of the form
H0 =
∑
i,j
(ω
(x)
i,j xixj + ω
(p)
i,j pipj), (3)
where ω
(x)
i,j and ω
(p)
i,j are frequencies (i = j) and coupling
constants (i 6= j). Now, assume that the dynamics can
be modified through V = {S(±)} where
S(±) =
N∏
i=1
S
(±)
i , (4)
is a product of of local squeezing operations S
(±)
i
in xi and pi direction of the ith oscillator. Since
S(±)†H0S(±) =
∑
i,j
(
ω
(x)
i,j e
∓2rxixj + ω
(p)
i,j e
±2rpipj
)
, we
find M(H0) = cosh(2r)H0 for all Hamiltonians of the
form (3). We conclude that:
3Through local squeezing operations (4) any quadratic
Hamiltonian of the form (3) can be amplified by a factor
of cosh(2r) without knowledge of the frequencies and
coupling constants present in H0.
Thus, contrary to finite dimensional systems, coupling
strengths and frequencies can be amplified through local
unitary operations.
It is worth noting that the quadratic Hamiltonian (3)
differs from a generic quadratic Hamiltonian only by sin-
gle mode and two mode squeezing terms ∝ xipj . Such
terms are left invariant by the the squeezing transforma-
tion (4), and thus, cannot be amplified by rapidly squeez-
ing the oscillator in x and p direction. However, since
S
(±)†
1 (x1p2 +p1x2)S
(±)
1 = (x1p2 exp(∓r)+p1x2 exp(±r))
two mode squeezing terms can be amplified by a factor
cosh(r) through rapidly squeezing one oscillator alone,
which is schematically represented in Fig. 1 (b). This
could be of particular importance for amplifying the en-
tanglement creation between a light mode and a mechan-
ical oscillator in an opto-mechanical system [2, 21].
The error that is induced for finite n, i.e. for a finite
waiting time ∆t, can be upper bounded by using well
known bounds for the Trotter sequence [24]. We will use
the symplectic representation of quadratic Hamiltonians
[18, 19]. That is, the time evolution U = exp(−iH0t)
of a quadratic Hamiltonian H0 is represented by a sym-
plectic transformation exp(−tAΩ) ∈ Sp(2N,R) where Ω
is the symplectic form. Using the symplectic represen-
tation of Λt/n and M(H0), with further details found in
the methods section, we can upper bound the error by
 ≤ t∆tω
2
maxN
2| sinh(4r)|
4
etωmaxN
√
cosh(4r)
2 , (5)
where the error was evaluated using the Hilbert-
Schmidt norm difference of the symplectic matrices
and ωmax = maxi,j{|ω(x)i,j |, |ω(p)i,j |} is the highest fre-
quency/coupling constant present in the amplified
Hamiltonian.
Amplification through smooth, bounded and
noisy controls. So far we have assumed that the squeez-
ing operations can be implemented instantaneously and
infinitely fast. We will now show that this is not cru-
cial by considering smooth controls, which can actu-
ally improve the performance of the amplification. In-
stead of using instantaneous bang-bang operations, we
now to turn to the question how amplification can be
achieved using smooth pulses with a finite amplitude.
That is, we allow for a time-dependent squeezing param-
eter r(t) such that the Hamiltonian of the controller reads
Hc(t) = r(t)
∑N
j=1(xjpj + pjxj) and the evolution of the
controller alone is given by Uc(t) = exp(−i
∫ t
0
dt′Hc(t′)).
We consider a periodic controller Uc(t + 2n∆t) = Uc(t)
for n ∈ N so that the time evolution up to time t in the
presence of H0 is given by the unitary transformation
U(t) = exp(−2in∆tH¯) where H¯ is given by the Magnus
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FIG. 2. Error  for amplifying the Hamiltonian of a single
harmonic oscillator with frequency ω = 1 by a factor of 2 at
the time t = 1 as a function of the spacings ∆t of the squeezing
operations. Evaluated for the case when the squeezing oper-
ations are applied instantaneously (yellow line), in a smooth
way (blue line) described by the pulse given in (6), and in a
noisy way (green line) described by gaussian noise upon the
amplitude of the smooth pulse with mean zero and variance
σ = 0.05 averaged over 100 trajectories. The solid grey curve
represents the upper bound given by (5). The figure shows a
significant improvement in convergence in the case of smooth
pulses, due to the cancelation of second-order terms in the
Magnus expansion.
expansion [16, 25] (where the convergence of the Magnus
expansion in the symplectic representation is guaranteed
for ∆t small).
Instead of modifying the dynamics with instantaneous
unitary operations S± applied in a cycles 2∆t, we now
change the dynamics smoothly, such that for small ∆t the
dynamics is effectively governed by the 1st order of the
Magnus expansion H¯(0), which is the continuous equiv-
alent to the map (2). The higher orders of the Magnus
expansion introduce errors which can be neglected if ∆t
is sufficiently small. Thus, in oder to amplify H0 we need
to find a pulse r(t) that yields 2∆tH¯(0) = λH0 for some
λ > 1. Furthermore, does there exist a smooth, bounded
pulse that suppresses the 2nd order of the Magnus ex-
pansion? In the methods section we show that a large
class of periodic functions (see Eq. (9)) allows for simul-
taneously amplifying the 1st order and suppressing the
2nd order of the Magnus expansion. For instance, one
can easily show that the pulse
r(t) =
piK
∆t
sin
(
2pit
∆t
)
, (6)
amplifies H0 by a factor λ = I0(K), with I0(K) being the
modified Bessel function of the first kind, and simultane-
ously suppresses the 2nd order of the Magnus expansion.
Here, the amount of amplification is determined by the
constant K, which, together with the frequency of the
pulse ∝ ∆t−1, determines the pulse amplitude.
4Clearly, any realistic pulse contains some noise. In
the following we briefly discuss how noise in the con-
trol pulses affects the amplification process. A broad
class of noise can be described by including a (pos-
sibly unknown) Hamiltonian Her(t) describing the ef-
fect of the noise in the total Hamiltonian. For a pe-
riodic controller the 1st order of the Magnus expan-
sion is then given by H¯(0) = 12∆t (λH0 + Hnoise) where
Hnoise =
∫ 2∆t
0
dt′U†c (t
′)Her(t′)Uc(t′). Thus, when con-
trol is applied sufficiently fast, noise in the amplification
pulses adds linearly to the amplified Hamiltonian.
In Fig. 2 we evaluated the error for the amplification
of the Hamiltonian of a single harmonic oscillator
by a factor of 2 as a function of ∆t. The error was
numerically evaluated for the case when the squeezing
operations are applied instantaneously (yellow line),
for the case when the smooth pulse (6) is used (blue
line), and for the case when the smooth pulse contains
gaussian amplitude noise with mean zero and variance
σ = 0.05. The grey line shows the upper bound for
the error given by (5). We see that the amplification
through the pulse (6) converges faster than the bang-
bang sequence given by S(±) to “perfect” amplification
( = 0) when ∆t is reduced, which can be traced back
to the cancelation of the 2nd order (and possibly higher
orders) of the Magnus expansion. Thus, the pulse (6)
is more effective in amplifying quadratic Hamiltonians
of the form (3). While for bang-bang operations and
smooth ideal pulses the amplification error  tends to
zero when ∆t is reduced, we see that the noisy pulse
leads to a saturation of the amplification error at around
 ≈ 10−2. The value at which the amplification error
saturates is determined by Hnoise, which does not vanish
when ∆t is reduced. Using methods developed for
noise-resistant dynamical decoupling [22, 23], it would
be interesting to see whether robust controls can be
found that amplify H0 and suppress Hnoise at the same
time. The development of pulses that allow for an even
better suppression or cancelation of higher order terms
of the Mangnus expansion as well as are robust against
noise will be left for future studies.
Hamiltonian amplification and dynamical de-
coupling. While the system parameters are amplified,
linear interactions with continuous degrees of freedom
of the environment are amplified too. However, through
dynamical decoupling the interactions with the environ-
ment can be suppressed [17]. In the following we show
how Hamiltonian amplification can be combined with
dynamical decoupling so that the interactions with the
environment are suppressed while the system parameters
are amplified at the same time. This implies that generic
parts of the continuous variable system being considered
can selectively be amplified.
The idea of dynamical decoupling is to average the
system-environment interactions to zero by means of
rapidly applied unitary operations [16, 26]. In the limit
of infinitely fast operations the dynamics is governed
Amplification bang-bang sequence
Amplification and decoupling bang-bang sequence(a)
(b)
FIG. 3. Combination of hamiltonian amplification and dy-
namical decoupling. (a) Illustration of the bang-bang se-
quences for simultaneously amplifying and decoupling. For
comparison (b) bang-bang sequence for amplification alone.
by a map M (dc) of the form (2), whereas the decou-
pling set V (dc) consists of unitary transformations that
allow for suppressing the system-environment interac-
tions. We consider a continuous variable system S that
interacts with another continuous variable system E in
a linear way described by the total Hamiltonian H =
HS + HE + HSE where HS , HE are the Hamiltonians
of S and E, respectively, and HSE describes the interac-
tion, assuming that all Hamiltonians are of the form (3).
The dynamics of system S can alway be decoupled from
E using the operations V
(dc)
S = {RS(0),RS(pi)} where
RS(φ) =
∏
i∈S exp(−iφ2 (x2i + p2i )) is a product of local
rotations of the system oscillators [17, 27]. The opera-
tion RS(pi) inverts the sign in front of HSE so that the
interaction between S and E is suppressed by acting on S
alone, i.e., M
(dc)
S (H) = HS+HE . In contrast to finite di-
mensional systems, the dynamics of S remains invariant
under the decoupling map M
(dc)
S , which is the reason why
dynamical decoupling and Hamiltonian amplification can
be combined.
Let M
(amp)
S be the map that amplifies system S by a
factor cosh(2r) through the set of operation V
(amp)
S =
{S(±)S } where S(±)S =
∏
i∈S S
(±)
i so that M
amp
S (HS) =
cosh(2r)HS , noting that any linear interaction with E is
amplified too, i.e, MampS (HSE) = cosh(r)HSE . However,
through concatenating both maps GS ≡ MampS ◦ MdcS
we see that GS(H) = cosh(2r)HS + HE . Thus, system
S becomes simultaneously amplified and decoupled from
E. The map GS(·) = 1|GS |
∑
g∈GS g
†(·)g that achieves
amplification and decoupling is determined by the set of
operations
GS = {RS(pi)S(+)S ,S(+)S ,RS(pi)S(−)S ,S(−)S }, (7)
applied only on S. The corresponding bang-bang se-
quence is illustrated in Fig. 3. Thus, through alternating
5between squeezing and rotating the system oscillators the
interaction with another system is suppressed and the
system of interest is amplified. In general, this allows for
selective amplification of parts of the system.
We remark here that bang-bang rotations are not
crucial for decoupling S and E. Dynamical decoupling
can be achieved by either rotating the oscillators ran-
domly or using smooth pulses [17]. The development of
conditions similar to the ones obtained for amplification
alone (see Methods section) that allow for determining
efficient pulses to amplify and decouple the system will
be subject of future work.
Amplification of qubit interactions. The pro-
posed amplification of Hamiltonians only works in an
infinite dimensional setting. However, finite dimensional
systems, such as qubits, can be coupled through the
interaction with a quantum harmonic oscillator [28–33].
For sufficiently large frequency separations the oscillator
degrees of freedom can be eliminated, such that an
effective qubit interaction is obtained. If the original
couplings between the qubits and the oscillator can be
amplified, so can the effective coupling strength between
the qubits. For instance, for circuit QED systems
[28, 29, 31] it was recently shown that the interaction
strength between a charge qubit and a resonator mode
is enhanced in the regime where the resonator mode
is strongly squeezed [13–15]. Based on Hamiltonian
amplification we show here that the interaction between
a resonator mode and charge qubits, thus effective qubit-
qubit interactions, can be enhanced using bang-bang or
smooth squeezing pulses.
The interaction between a light mode and two charge
qubits can be described by a Jaynes-Cummings type
Hamiltonian H0 = Hr + Hq + Hint where Hr = ωra
†a
and Hq =
∑
j
ωj
2 σ
(j)
z are the free Hamiltonians of the
light mode and the qubits j = 1, 2, respectively, and
Hint =
∑
j gj(σ
(j)
+ a + σ
(j)
− a
†) describes the interaction.
If one assumes that the oscillator is initially prepared in
the vacuum state and the qubits are strongly detuned
from the resonator frequency, ∆j = |ωj − ωr|  gj ,
the oscillator degrees of freedom can be eliminated so
that between the qubits an effective exchange interaction
V = Ω(σ
(1)
− σ
(2)
+ +σ
(1)
+ σ
(+)
− ) is induced. For simplicity, we
assume that ω = ωj and g = gj for j = 1, 2, so that the in-
teraction strength is given by Ω = g
2
∆ . For t =
pi
2Ω such a
Hamiltonian implements a SWAP gate. Since the bosonic
annihilation and creation operator transform under the
squeezing operation S(±) according to S(±)†aS(±) =
a cosh(r) ∓ a† sinh(r) we find for the Jaynes Cummings
Hamiltonian M(H0) = Hq + cosh(2r)Hr + cosh(r)Hint
Thus, in the limit of squeezing the oscillator infinitely
fast, the qubit-qubit interaction is determined by the am-
plified interaction strength
Ωamp(r) =
cosh2(r)g2
|ω − cosh(2r)ωr| , (8)
0.5 1.0
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FIG. 4. Probability of swapping the states of two qubits (col-
ormap) that interact via a quantum harmonic oscillator as a
function of the amount r the oscillator is rapidly squeezed and
the total evolution time t. The time to swap the state (dashed
black curve) is determined by the amplified frequency (8) with
parameters ωr/2pi = 5 Ghz, ωq/2pi = 30 Ghz, g/2pi = 10 Mhz,
taken from a typical circuit QED setup [31].
so that the time to implement a SWAP gate is reduced
to tswap(r) =
pi
2Ωamp(r)
. We remark here that the effective
qubit-qubit interaction strength cannot be arbitrarily en-
hanced, since for large squeezing parameters r  1 the
amplified strength Ωamp tends to
g2
2ωr
, as a consequence
of the effect of the squeezing on the oscillator frequency
as well as on the couplings. However, numerical inves-
tigations indicate that for finite squeezing a significant
speed-up can be achieved.
As a proof of principle, based on the full Jaynes-
Cummings Hamiltonian, we numerically investigated
excitation transfer from one qubit to another, using
a bang-bang amplification. The qubits were initially
prepared in a product state consisting of an up and down
eigenstate of σz and the colormap of Fig. 4 shows the
probability for swapping the qubit states as a function
of the evolution time t and the squeezing parameter r.
The parameters were taken from [31] and can be found
in the caption of Fig. 4. We see that the oscillations
are accelerated by increasing the amount of squeezing.
According to tswap(r) shown as the black dashed line,
the time to swap the qubit states is significantly reduced.
Unfortunately, in order to achieve such an improvement,
for the chosen parameters, the squeezing operations
need to be applied in very short intervals, ∆t ≈ 1ps.
However, the better performance observed in Fig. 2
for the case when bounded smooth controls are used
suggests that more sophisticated shaped pulses can
enable an efficient amplification of qubit interactions
and thus reduce the time to implement quantum logical
gates. Clearly, the presented amplification can be
generalised to qubit networks in which the qubits are
coupled through quantum harmonic oscillators.
6Discussion
The Hamiltonian of every finite dimensional quantum
system can be averaged out using a decoupling sequence.
However, the Hamiltonian of a finite dimensional system
cannot be amplified. In contrast, some infinite dimen-
sional systems cannot be averaged out, whereas, as we
have shown, some infinite dimensional systems can be
amplified. This observation has formed the basis of the
introduced concept of Hamiltonian amplification, for
the amplification of a large class of continuous variable
systems through local squeezing operations without full
knowledge of the parameters present in the Hamiltonian.
It is interesting to note that Hamiltonian amplification
is therefore a manifestly irreversible process. We char-
acterised how fast the squeezing operations have to be
applied and showed that a broad class of smooth pulses
with finite energy can significantly reduce the error for
amplifying the Hamiltonian, thus allowing for a flexible
implementation of the latter. Moreover, Hamiltonian
amplification can directly be applied to the amplification
of qubit interactions by coupling the qubits through
quantum harmonic oscillators. As a proof of principle we
investigated the performance of amplification in a circuit
QED system and showed that the time to implement
a SWAP gate can be reduced by rapidly squeezing the
oscillator that couples the qubits. Furthermore, we
showed how Hamiltonian amplification can be combined
with dynamical decoupling, which allows for simultane-
ously amplifying the system parameters and suppressing
interactions with the environment. This is important
because Hamiltonian amplification would otherwise not
only strengthen the couplings within the system, but
also those to a bath [34].
The amplification of quadratic Hamiltonians could lead
to a wide range of applications. For instance, sensing
of the weak mechanical motion of a mechanical oscil-
lator through coupling it with a spin [7], enhancement
of entanglement in opto-mechanical systems [2], prob-
ing a quantum theory of gravity [10], increase of Lamb-
Dicke factors in the coupling to microwaves [35], infor-
mation transfer in quantum networks [36], and faster
implementations of quantum logical gates [37] could
potentially benefit from amplifying the relevant cou-
plings/frequencies.
In summary, our results open up a new avenue for
amplifying quantum interactions. There is certainly
room for more sophisticated pulse sequences, possibly
obtained from well known methods used in dynamical
decoupling [22, 23, 38] and optimal control theory [39],
that would allow for even more efficient and robust
amplification.
Methods
No amplification in finite dimensions. The proof
that finite dimensional quantum system cannot be
amplified follows directly from results obtained in [40].
We consider a finite dimensional quantum system whose
total Hamiltonian is given by H(t) = H0 +Hc(t), where
H0 is the Hamiltonian that we want to amplify by a
coherent controller described by the Hamiltonian Hc(t).
In the following we show that in the frame rotating with
the controller there does not exist a (coherent) controller
such that H0 → Hamp with ‖Hamp‖ > ‖H0‖ holds
for any unitarily invariant norm. The total evolution
can be separated into the evolution of the controller
alone and its action on H0, i.e. U(t) = Uc(t)U˜(t)
such that in the frame rotating with the controller
the evolution is given by the unitary transformation
U˜(t) = T exp
(
−i ∫ t
0
H˜(t′)dt′
)
≡ exp(−itHamp(t)),
with H˜(t) = U†c (t)H0Uc(t) and Hamp(t) given by the
Magnus expansion. There always exist a set of unitary
transformations {W (s)} that allows to express Hamp(t)
as Hamp(t) =
1
t
∫ t
0
W †(t′)H˜(t′)W (t′)dt′. Assume
that we can amplify H0 so that ‖Hamp(t)‖ > ‖H0‖
has to hold for all t. Due to unitary invariance
‖Hamp(t)‖ ≤ 1t
∫ t
0
∥∥∥W †(t′)H˜(t′)W (t′)∥∥∥ dt′ = ‖H0‖ this
leads to a contradiction.
Derivation of the error bound. In order
to bound the error for obtaining an evolution
that is generated by the amplified Hamiltonian
M(H0) =
1
2 (S(+)†H0S(+) +S(−)†H0S(−)) = cosh(2r)H0,
valid for any quadratic Hamiltonian of the form (3), we
use the symplectic representation of quadratic Hamilto-
nians. That is, the unitary time evolution U = eH0t is
represented by a symplectic matrix e−A0Ωt ∈ Sp(2N.R)
where A0 ∈ R2N×2N is a symmetric matrix and Ω
is the symplectic form. If we denote by A(±) the
to S(±)†H0S(±) corresponding real and symmetric
matrices such that 12 (A
(+) + A(−)) = cosh(2r)A0,
the error  =
∥∥∥e− cosh(2r)A0Ω − e− t2nA(+)Ωe− t2nA(−)Ω∥∥∥
for obtaining an amplified A0 is upper bounded by
[24],  ≤ t∆t8 ‖[A(+)Ω, A(−)Ω]‖e
t
2 (‖A(+)Ω‖+‖A(−)Ω‖), where
∆t = tn and ‖A‖ =
√
trA†A is the Hilbert-Schmidt norm.
Since ‖[A(+)Ω, A(−)Ω]‖ ≤ 2| sinh(4r)|N2 maxi,j |Ai,j |2,
and ‖A(±)Ω‖ ≤ √2 cosh(4r)N maxi,j |Ai,j |, with
ωmax = maxi,j |Ai,j | we arrive at the desired bound (5).
Amplification and suppression of the 1st and
the 2nd order of the Magnus expansion. The
first order of the Magnus expansion reads H¯(0) =
1
2∆t
∫ 2∆t
0
U†c (t)H0Uc(t)dt where for any H0 of the form
(3) we have U†c (t)H0Uc(t) =
∑
i,j(ω
(x)
i,j xixje
−2R(t) +
ω
(p)
i,j pipje
2R(t)), with R(t) =
∫ t
0
r(t′)dt′ being the inte-
grated pulse. We see that I1 ≡
∫ 2∆t
0
sinh(2R(t))dt = 0
needs to be satisfied in order to amplify H0 by a fac-
tor λ =
∫ 2∆t
0
exp(±2R(t))dt. In order to simultane-
ously suppress the 2nd order of the Magnus expansion
we similarly find that the integrated pulse addition-
ally needs to satisfy I2 ≡
∫ 2∆t
0
dt1
∫ t1
0
dt2 sinh(2(R(t2) −
R(t1))) = 0. As shown in the online material, any
7R(t) = 12
∑∞
n=0 an cos
pi(2n+1)t
∆t simultaneously satisfies
both conditions. Thus, any pulse that can be expanded
in the form
r(t) =
pi(2n+ 1)
2∆t
∞∑
n=0
an cos
pi(2n+ 1)t
∆t
, (9)
simultaneously amplifies the 1st order and suppresses the
2nd order of the Magnus expansion. Moreover, as shown
in the online material, several classes of functions exist
that satisfy the two conditions. For instance, one can
take R(t) = K2 cos(
2pit
∆t ) yielding the pulse (6) that am-
plifies H0 by a factor λ =
∫ 2∆t
0
exp(±R(t))dt = I0(K)
where I0(K) is the modified Bessel function of the first
kind.
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8SUPPLEMENTAL MATERIAL
In this supplemental material we show that a large class of pulses simultaneously amplifies the 1st order and
suppresses the 2nd order of the Magnus expansion. We recall from the methods section of the main paper that the
first order of the Magnus expansion is given by
H¯(0) =
1
2∆t
∫ 2∆t
0
H(t)dt, (10)
where
H(t) = U†c (t)H0Uc(t)
=
∑
i,j
(
ω
(x)
i,j xixje
−2R(t) + ω(p)i,j pipje
2R(t)
)
. (11)
Analogously one finds that the 2nd order of the Magnus expansion reads
H¯(1) = − i
4∆t
∫ 2∆t
0
dt1
∫ t1
0
dt2[H(t1), H(t2)]
= − i
2∆t
∑
i,j,i′,j′
ω
(x)
i,j ω
(p)
i′,j′ [xixj , pi′pj′ ]
∫ 2∆t
0
dt1
∫ t1
0
dt2 sinh(2(R(t2)−R(t1))). (12)
Thus, the integrated pulse R(t) that simultaneously amplifies H0, i.e. 2∆tH¯
(0) = λH0 for λ =
∫ 2∆t
0
exp(±R(t))dt > 1
and suppresses the 2nd order of the Magnus expansion has to simultaneously satisfy the two conditions
I1 ≡
∫ T
0
sinh(u(t))dt = 0, (13)
I2 ≡
∫ T
0
dt1
∫ t1
0
dt2 sinh(u(t1)− u(t2)) = 0, (14)
where from now on we use the short hand notation T = 2∆t and u(t) = 2R(t).
Theorem 1. A function u(x) such that u(−x) = u(x+ T ) satisfies conditions (14). In particular,
u(t) =
∞∑
n=0
(
an sin
(2n+ 1)pit
T
+ bn cos
2npit
T
)
. (15)
Proof. Introducing new variables t = (t2 + t1 − T )/2, τ = (t2 − t1 + T )/2, the integral (14) can be written as
I2 = 2
∫ T/2
0
g(τ)dτ
∫ τ
−τ
dt sinh[u(t− τ + T )− u(t+ τ)] (16)
If the expression under the integral (16) is an odd function of t (for all τ), then I2 = 0. This leads to the condition
u(−t− τ + T )− u(−t+ τ) = −u(t− τ + T ) + u(t+ τ), ∀τ. (17)
A solution to the functional equations (17) satisfies Eq. (14). Using new variables x = t− τ and y = t+ τ , Eq. (17)
reads
u(−y + T )− u(y) = u(−x)− u(x+ T ), ∀x, y. (18)
As in the method of the separation of variables for PDEs, Eq. (18) is broken into two separate equations:
u(−y + T )− u(y) = λ, ∀y, (19)
u(−x)− u(x+ T ) = λ, ∀x, (20)
9where λ is a separation constant. Substituting y → −x into Eq. (19) leads to
u(−x)− u(x+ T ) = −λ, u(−x)− u(x+ T ) = λ, ∀x.
Therefore, λ = 0 and we are left with the single linear functional equation:
u(−x) = u(x+ T ). (21)
The first set of linearly independent solutions of Eq. (21) can be found by substituting un(t) = cos(2npit/T ),
n = 0, 1, 2, . . .; whereas, the second set reads un(t) = sin([2n+ 1]pit/T ).
Using this theorem, we show that Eq. (13) and Eq. (14) have the following solutions:
u(t) =
∞∑
n=0
an cos
2pi(2n+ 1)t
T
,
u(t) =
(
sin
2pit
T
)2 ∞∑
n=0
an cos
2pi(2n+ 1)t
T
,
u(t) = sin
(
4pit
T
) ∞∑
n=0
an sin
2pi(2n+ 1)t
T
,
u(t) = an cos
4pint
T
, n = 1, 2, 3, . . . .
(22)
(23)
(24)
(25)
Clearly, the function (22) obeys Theorem 1 by construction. Now let us show that the function (22) also satisfies
the condition (13):
I1 =
∫ T
0
sinh
( ∞∑
n=0
an cos
2pi(2n+ 1)t
T
)
dt =
T
2pi
∫ 2pi
0
sinh
( ∞∑
n=0
an cos[(2n+ 1)x]
)
dx.
Recalling that cos(y ± [2n+ 1]pi) = − cos(y), we obtain∫ 2pi
0
sinh
( ∞∑
n=0
an cos[(2n+ 1)x]
)
dx =
(∫ pi
0
+
∫ pi+pi
pi
)
· · · =
(∫ pi
0
−
∫ pi
0
)
· · · = 0 =⇒ I1 = 0. (26)
In a similar fashion one can verify that the functions (23) and (24) satisfy the conditions (13) and (14). The family
of solutions (25) evidently obeys Theorem 1. We show that it also satisfies (13),
I1 =
∫ T
0
sinh
(
an cos
4pint
T
)
dt =
T
4pin
∫ 4pin
0
sinh(an cosx)dx =
2nT
4pin
∫ 2pi
0
sinh(an cosx)dx =⇒∫ 2pi
0
sinh(an cosx)dx =
[∫ pi/2
0
+
∫ pi+pi/2
pi/2
+
∫ 2pi
pi+pi/2
]
· · · =
[∫ pi/2
0
+
∫ pi+pi/2
pi/2
+
∫ 0
−pi/2
]
· · ·
=
[∫ pi/2
−pi/2
+
∫ pi+pi/2
pi−pi/2
]
· · · =
[∫ pi/2
−pi/2
−
∫ pi/2
−pi/2
]
· · · = 0 =⇒ I1 = 0. (27)
