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Abstract
We prove that the two-variable fragment of first-order logic has
the weak Beth definability property. This makes the two-variable
fragment a natural logic separating the weak and the strong Beth
properties since it does not have the strong Beth definability property.
The proof relies on the special property of 2-variable logic that each
model is 2-equivalent to some rather homogeneous model that we dub
2-transitive.
We dedicate this paper to Harvey Friedman in respect for his work
1 Introduction
One of the many expressibility properties of first-order logic with equality
FO is the Beth definability property BDP. It states that if a relation can
be specified by some extra means then it can be specified explicitly without
using the extra means. In more detail, if Th is a first-order logic theory on
a language L and Σ is another first-order logic theory on the language L
expanded with an extra relation symbol R such that in each model of Th
there is at most one relation R satisfying Σ, then this unique relation can be
defined on the original language L without using the extra relation symbol,
i.e., there is a formula ϕ on L such that Th ∪ Σ |= R ↔ ϕ. In this context,
Σ is called the implicit definition and ϕ is called the explicit definition.
Investigating BDP for fragments of FO means showing that if all the
formulas of the theory and the implicit definition belong to the fragment,
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then the explicit definition, too, belongs to it. Thus, having BDP or not
shows a kind of “integrity” of the fragment, and a kind of “complexity-
property” of FO itself. For example, the guarded fragment GF of FO has
BDP [12]. Thus, if the theory Th and the implicit definition Σ consist of
guarded formulas, then the explicit definition can be chosen to be guarded,
too. We note that in the strict sense, GF does not have Craig interpolation
property, yet it is worth deciding when the interpolant belonging to guarded
Th and Σ can be chosen to be guarded itself [13]. For work of the similar
kind, see e.g., [4].
It is known that n-variable fragments FOn of FO do not have BDP, for all
n ≥ 2, see [1]. This means that if the theory Th and the implicit definition
Σ all use only n variables, the explicit definition ϕ may need more than
n variables. That the BDP fails for FO2 is kind of surprising, because FO2
usually behaves “better” than FOn for n ≥ 3. For example, FO2 is decidable
while FOn, for n ≥ 3 is not.
The weak Beth definability property wBDP was introduced by Harvey
Friedman [9], and it is sometimes considered to be more important than the
BDP. The difference between BDP and wBDP is that in wBDP an implicit
definition is considered to be legitime - i.e., has to be made explicit - only if it
has also the existence property, not only the uniqueness property. In math-
ematical practice, one almost always requires both existence and uniqueness
for an implicitly defined object. It is known that FOn does not have wBDP
either, whenever n ≥ 3 ([16] for n = 3, [11] for n ≥ 5, and [3] for n ≥ 3) and
it was not known whether FO2 has wBDP or not.
In this paper we prove that FO2 does have wBDP, this restores two-
variable logic’s image that it behaves better than n-variable logics for n ≥ 3.
This theorem may also point to wBDP being more natural than BDP.
Since FO2 has wBDP but does not have BDP, it can serve as a natural
simple logic distinguishing the two definability. The difference between BDP
and wBDP was not tangible so far in the sense that there was no natural
example for a logic that distinguished the two properties. FO augmented with
the quantifier “there exists uncountable many” L(Q) was a good candidate
for such a distinguishing logic, since it does not have BDP [9] and it is
consistent with set theory that it has wBDP [15]. However, it is still an
open problem whether wBDP can be proved for L(Q) in set theory or not.
We note that wBDP was intensely investigated in abstract model theory in
connection with logics stronger than FO, see, e.g., [5, 14]. Also, 2-variable
logic and its extensions are quite popular in computer science and in modal
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logic.
Our proof hinges on the fact that FO2 has a special property that FOn
with n ≥ 3 do not have. Namely, each model of FO2 is FO2-equivalent
with a rather homogeneous model in which practically nothing new can be
implicitly defined because we have as many automorphisms as the FO2-types
in the model allow (Thm.1, Thm.2). FO3 does not have this property in a
very strong sense (Thm. 3).
The structure of the paper is as follows. In section 2 we define the above
kind of homogeneous models that we will call 2-transitive and we prove the
key property of FO2 about the abundance of 2-transitive models. In sec-
tion 3 we prove that FO2 has wBDP by relying on these 2-transitive models
(Thm.4).
2 Doubly-transitive models of FO2
We use the notation of [7], if not stated otherwise. By FO we mean first-order
logic with equality, but we do not allow function or constant symbols.
By FOn we mean the fragment of FO that uses only the first n vari-
ables. Strictly speaking, the fragment FOn of FO is defined by taking for
all languages L all the models of L but restricting the set of formulas of FO
to those that contain the first n variables only. Thus, relation symbols of
arbitrarily high rank can be allowed in FOn. For simplicity, in this paper
in FOn we will allow only languages with relation symbols of rank at most
n. We go further, we allow relation symbols of rank n only. These are not
important restrictions. Usually, we do not indicate the language, but we will
always work with similar models, i.e., models having the same language, if
not stated otherwise.
In FO, there is a good notion for a homogeneous model. However, for
FOn, the natural n-variable analogues of several equivalent properties of
homogeneous models become non-equivalent, this is one of the reasons we
will not call our models “homogeneous” but rather transitive ones.
Let n < ω. M
n
≡N denotes that M and N are n-equivalent, i.e., the
same n-variable formulas are true in them. By the n-type of a1, . . . , an in
M we understand the set of FOn-formulas true for them. We say that M
is n-transitive if whenever a1, . . . , an, b1, . . . bn are elements having the same
n-type in it, there is an automorphism of M taking a1, . . . , an to b1, . . . , bn
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respectively. In concise form:
(M, a1, . . . , an)
n
≡(M, b1, . . . , bn) implies (M, a1, . . . , an) ∼= (M, b1, . . . , bn).
Note that while n-equivalent implies m-equivalent for all m ≤ n, n-transitive
does not imply m-transitive for any m. The reason is that n-transitivity
requires the existence of automorphisms only for elements of the same n-
type, while it does not care for elements with the same m-type for smaller
m. We believe that one can prove, by using the results in [8], that all models
of size ≤ n + 1 are n-transitive. This also shows that n-transitivity does
not imply 2-transitivity, since there are models of size 4 which are not 2-
transitive. In FO, the homogeneous models are abundant, but these are not
2-transitive in most cases.
2-transitivity is analogous with 2-transitivity of groups and with edge-
transitivity of graphs, hence our name. The notion of 2-transitivity is rather
strong: it means that the (rather weak) 2-type of each pair of points de-
termines their (rather strong) automorphism types. Let R be a graph (an
irreflexive symmetric binary relation) on a finite set U such that each point
has degree different from 0 and |U |. Then in 〈U,R〉 each edge has the same
2-type. Thus 〈U,R〉 is not 2-transitive whenever in R there are points of
different degree, or sub-cycles of different size. Any |U |-cycle on U is 2-
transitive. In general, successor relations in groups modulo k are typical
2-transitive relations. Let us call a model binary if all its basic relations
are of rank 2. We will prove in this section that each binary model is 2-
equivalent to a 2-transitive model. The idea of the proof is that we build
a 2-equivalent version for any binary relation by putting together different
successor relations. We note that FO2 is quite expressive on binary models.
A stronger version of the above will be proved in this section. We call a
model M n-homogeneous if whenever a1, . . . , am, b1, . . . , bm, c ∈ M are such
that (M, a1, . . . , am)
n
≡(M, b1, . . . , bm) and m ≤ n, there is d ∈ M such that
(M, a1, . . . , am, c)
n
≡(M, b1, . . . , bm, d). This is a straightforward analogue of
the definition of α-homogeneity in [7]. Now, n-transitivity implies m-homo-
geneity for all m < n, but not the other way round: n-transitivity does not
follow from m-homogeneity for all m < n.
Finally, we need the notion of n-partial isomorphism. The notion of n-
partial isomorphism was defined in [6, p.259] as a natural restriction of the
usual notion of partial isomorphisms between models of FO (see [7]). We
recall the definition of 2-partial isomorphism in detail because we will rely
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on it. The set I is a 2-partial isomorphism between models M,N if (i)− (iv)
below hold:
(i) I relates elements as well as pairs of M and N , i.e., it is a subset of
(M ×N) ∪ (M2 ×N2),
(ii) related pairs of I are isomorphisms between M and N restricted to the
first and second parts of the pair, respectively,
(iii) restriction property:
if 〈(a, a′), (b, b′)〉 ∈ I then 〈a, b〉 ∈ I and 〈a′, b′〉 ∈ I, and
(iv) back-and-forth property:
∀a ∈M∃b ∈ N〈a, b〉 ∈ I and vice versa, ∀b ∈ N∃a ∈M〈a, b〉 ∈ I,
∀〈a, b〉 ∈ I∀a′ ∈M∃b′ ∈ N〈(a, a′), (b, b′)〉 ∈ I, and vice versa
∀〈a, b〉 ∈ I∀b′ ∈ N∃a′ ∈ M〈(a, a′), (b, b′)〉 ∈ I.
Instead of 2-partial isomorphism we will simply say 2-isomorphism. It is
known that if two pairs are related by a 2-isomorphism, then their 2-types
are the same. (This is straightforward to show by induction.) Thus, if there
is a 2-isomorphism between two models, then they satisfy the same FO2-
formulas.
Being 2-isomorphic is stronger than being 2-equivalent. A corollary of
the theorem below is that each binary model is 2-equivalent to a 2-transitive
one, but finite binary models are 2-isomorphic to finite 2-transitive ones, see
Thm.2. The stronger theorem below will be used in the proof of weak Beth
definability property for 2-variable logic FO2.
Theorem 1 A binary model M is 2-isomorphic to a 2-transitive model N if
and only if it is 2-homogeneous.
Proof. Let M be any 2-homogeneous binary model. We are going to define
another model N and a 2-isomorphism I between them. N will be finite when
M is so. Then we show that N is 2-transitive. Finally, we prove necessity of
2-homogeneity.
Some notation and terminology. The variables of FO2 will be denoted
by x, y. Recall that by the 2-type of a, b ∈ M we understand the set of
FO2-formulas ρ(x, y) that are true for a, b in M. Formally,
Type(a, b,M) = {ρ(x, y) ∈ FO2 : M |= ρ[a, b]}.
Now we define
[a] = {b ∈M : Type(b, b,M) = Type(a, a,M)},
[a, b] = Type(a, b,M),
Types([a], [b]) = {[p, q] : p ∈ [a], q ∈ [b]}.
We call the elements of {[a] : a ∈M} 1-Types. Note that, for convenience, we
defined [a] to be a subset of the model, while [p, q] is a set of FO2-formulas.
The type [p, q] determines [q, p], we call the latter the converse type
[p, q]` of [p, q]. Taking the converse is a bijection between Types([a], [b])
and Types([b], [a]). We call a type [p, q] symmetric when [p, q] = [q, p], oth-
erwise we call it asymmetric. We note that there is a unique element of
Types([a], [a]) which contains x = y, we call this the identity type on [a], it is
symmetric.
Choosing groups
We will use groups in constructing N. A group is called asymmetric if its
only element of order 2 is its zero element, i.e., if x = −x implies x = 0 in
the group. We begin choosing groups for each pair of 1-Types.
Assume that [a] and [b] are distinct 1-Types. LetG([a], [b]) be any commu-
tative asymmetric group on Types([a], [b]). Let ⊕([a], [b]) denote the group-
operation of this group. We will just write ⊕ in place of ⊕([a], [b]), and
⊖ denotes the unary as well as the binary group inverse operations. Thus,
(r ⊖ s)⊕ s = r for any r, s in the group. We require that
(g1) the groups G([a], [b]) and G([b], [a]) be isomorphic via the bijection that
sends [p, q] ∈ G([a], [b]) to [p, q]`.
The choice of the groups G([a], [a]) will be a bit more complicated, be-
cause Types([a], [a]) contains the identity type on [a] and it may contain
symmetric types. The universe of G([a], [a]) will be slightly different from
Types([a], [a]), to make up for this, we will define a function τ mapping the
group to Types([a], [a]). In the following, for a while, we will write T in place
of Types([a], [a]) and we will write G in place of G([a], [a]).
If [a] is a singleton, then T consists of only one type, in this case let G
be any one-element group, and let τ be the only map between them (i.e.,
τ(e) = [a, a] for the element e of the group).
Assume that [a] is not a singleton. Then T contains at least one non-
identity type, let’s choose one, t(a). Let S denote the set of non-identity
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symmetric types in T \ {t(a), t(a)`}. Let now G be any commutative asym-
metric group on
G([a], [a]) = (T \ ({t(a), t(a)`} ∪ S)) ∪ (S × {1, 2})
such that
(g2) the zero element 0 of ⊕ is the identity type on [a]
and the group inverse operation ⊖ preserves converse of types in the following
sense:
(g3) ⊖(t) = t` for any element of T \ ({t(a), t(a)`} ∪ S), and
(g4) ⊖(s, 1) = (s, 2) for any s ∈ S.
There is such a group because of the following. Take first just any asymmetric
group operation ⊕′ on G. Let H ⊆ G be such that exactly one of g and ⊖′g
is in H for all nonzero elements of G. Let H = {⊖′g : g ∈ H}. Then H,H, 0′
is a partition of G. Take another similar partition of G but based on the
operation ` of types in place of ⊖′ as follows. Let T− = G \ (S × {1, 2}).
Then T− consists of types. Let K1 ⊆ T− be such that exactly one of g
and g` belongs to K1 for each type g in T−. Let K = K1 ∪ S × {1}, let
K = {g` : g ∈ K1} ∪ S × {2}. Then K,K together with the identity type
form a partition of G, too, such that |H| = |K|. Let π be any bijection
between H and K, let β be the bijection between H and H that takes g to
⊖′g, let δ be the bijection between K and K that takes g ∈ K1 to g` and
takes (s, 1) to (s, 2) for s ∈ S. Extend π to H by taking β(g) to δπ(g), and
extend π to 0′ by letting π(0′) be the identity type. Finally take ⊕ to be the
π-image of ⊕′. This ⊕ will do.
We define τ : G→ T as follows:
τ(t) = t for t ∈ G \ (S × {1, 2}) and τ(s, j) = s for s ∈ S, j = 1, 2.
We have chosen our groups G([a], [b]) for all 1-Types [a], [b].
By an [a]-choice we understand a function that to any 1-Type [b] assigns
an element of the group G([a], [b]). To deal later with the selected type t(a)
that we left out from G([a], [a]), we will use a set H(a) of the [a]-choices. We
call an [a]-choice h non-zero when h([a]) 6= 0, and ⊖h denotes the [a]-choice
that assigns to [b] the group inverse ⊖h([b]), for any [b]. Now, let us choose a
subset H(a) of the nonzero [a]-choices such that for any [a]-choice h, exactly
one of h and ⊖h is in H(a). There is such a H(a), because all our groups are
asymmetric: h and ⊖h are always distinct when [a] is not the only 1-Type
that assigns to [b] the zero of G([a], [b]) for all [b].
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Definition of the model N
We are ready to define the model N. The universe N of N is defined as
N = {([a], f) : a ∈M, f is an [a]-choice}.
Let R be a binary relation symbol in the language of M. Assume first
[a] 6= [b]. Then we define
R(([a], f), ([b], g)) in N iff R(x, y) ∈ f([b])⊕ g([a])`.
The case when [a] = [b] will be a bit more subtle because of the identity. We
define
R(([a], f), ([a], f)) in N iff R(x, y) is in the identity type of [a].
Assume now that f([a]) = g([a]) but f 6= g. Here is when we use that we set
aside the type t(a) which is not included in the group G([a], [a]).
If f ⊖ g ∈ H(a), then
R(([a], f), ([a], g)) in N iff R(x, y) ∈ t(a), and
if f ⊖ g /∈ H(a), then
R(([a], f), ([a], g)) in N iff R(x, y) ∈ t(a)`.
Assume finally that f([a]) 6= g([a]). Define
R(([a], f), ([a], g)) in N iff R(x, y) ∈ τ(f([a])⊖ g([a])).
By this, the model N has been defined. Clearly, N is finite when M is finite.
Before proving that N is 2-isomorphic to M and that it is 2-transitive, we
prove some properties of N that will be useful in these proofs.
For convenience, let ty(([a], f), ([b], g)) denote
(r1) f([b])⊕ g([a])` when [a] 6= [b],
(r2) the identity type of [a] when [a] = [b] and f = g,
(r3) t(a) when [a] = [b], f([a]) = g([a]), f 6= g and f ⊖ g ∈ H(a),
(r4) t(a)` when [a] = [b], f([a]) = g([a]), f 6= g and f ⊖ g /∈ H(a),
(r5) τ(f([a])⊖ g([a])) when [a] = [b] and f([a]) 6= g([a]).
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Then, by the definition of N, for all p, q ∈ N we have
(⋆1) R(p, q) in N iff R(x, y) ∈ ty(p, q).
We will use that ty respects identity and converse, thus we prove that for all
p, q ∈ N we have
(⋆2) x = y ∈ ty(p, q) iff p = q and ty(p, q)` = ty(q, p).
Indeed, let p = ([a], f) and q = ([b], g). In proving (⋆2), we check cases
(r1)-(r5) one by one. First we check x = y ∈ ty(p, q) iff p = q. We have p = q
in (r2), in all the other cases we have p 6= q. Also, we have x = y ∈ ty(p, q)
in (r2), in all the other cases x = y /∈ ty(p, q) because in (r1) we have
ty(p, q) ∈ Types([a], [b]) with [a] 6= [b], in (r3) and (r4) we have that t(a) and
so t(a)` are non-identity types, in (r5) we have that f(a) ⊖ g(a) is not the
zero of G([a], [a]) by f(a) 6= g(a), and so τ(f(a)⊖ g(a)) is not the zero either
by the definition of τ , thus it is not the identity type by (g2).
Checking ty(p, q)` = ty(q, p) in the case (r1): ty(p, q) = f(b) ⊕ g(a)` ∈
Types([a], [b]) while ty(q, p) = g(a) ⊕ f(b)` ∈ Types([b], [a]), by definition.
Let i be the bijection mapping Types([a], [b]) to Types([b], [a]) defined by
i(t) = t`. Since i is an isomorphism by (g1), we have that i(f(b)⊕ g(a)`) =
i(f(b)) ⊕ i((g(a)`) = f(b)` ⊕ g(a) = g(a) ⊕ f(b)` since our groups are
commutative. We are done by the definition of i. The case of (r2) follows
from the fact that the identity type on [a] is symmetric. To check (r3) and
(r4), assume that [a] = [b], f(a) = g(a) and f 6= g. By f 6= g we have
f ⊖ g 6= 0, so exactly one of f ⊖ g and g ⊖ f is in H(a), so in these cases
exactly one of ty(p, q) and ty(q, p) is t(a) and the other is then t(a)`, so we
are done. For checking (r5), assume that [a] = [b] and f(a) 6= g(a). Then
ty(p, q) = τ(f(a) ⊖ g(a)) and ty(q, p) = τ(g(a) ⊖ f(a)). If f(a) ⊖ g(a) is in
G \ S, then so is its group inverse g(a)⊖ f(a), thus τ is the identity on both
on them, and group inverse coincides with converse by (g3). If f(a) ⊖ g(a)
is (s, j) for some s ∈ S and j ∈ {1, 2}, then its inverse is (s, i) with i 6= j by
(g4), thus both ty(p, q) and ty(q, p) equal to s with s` = s, so we are done.
We will also use a kind of union-property: Let a, b ∈ M and let f be an
[a]-choice.
(⋆3) Types([a], [b]) = {ty(([a], f), ([b], g)) : g is a [b]-choice}.
To prove (⋆3), let a, b ∈ M and let f be an [a]-choice and let t ∈ Type([a], [b])
be arbitrary. Assume first that [b] 6= [a]. Let r = t ⊖ f([b]) and let g
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be any [b]-choice such that g([a]) = r`. These make sense, since f([b]), t ∈
Types([a], [b]) = G([a], [b]) and so r` ∈ Types([b], [a]). Then ty(([a], f), ([b], g)) =
f([b]⊕ g([a])` = f([b]⊕ r`
`
= f([b])⊕ t⊖ f([b]) = t.
Assume now that [a] = [b]. If t is the identity type, then ty(([a], f), ([a], f)) =
t by (r2). Assume that t is t(a). Then let g be any [a]-choice distinct from
f such that g(a) = f(a) and f ⊖ g ∈ H(a). We show that there is such a g.
Choose any [a]-choice h distinct from f with h([a]) = f([a]). If f ⊖h ∈ H(a)
then we can choose g to be h and we are done. If f ⊖ h /∈ H(a) then
h ⊖ f ∈ H(a) by the choice of H(a). Now we can choose g to be such
that f ⊖ g = h ⊖ f . Then g is distinct from f since h ⊖ f is nonzero and
g([a]) = f([a]) by h([a]) = f([a]) and we are done. The case when t is t(a)`
is completely analogous. Assume now that t is non-identity and distinct
from t(a), t(a)`. Let r be (t, 1) if t is symmetric, and otherwise let r be t.
Then r ∈ G([a], [a]) is nonzero and τ(r) = t. Let now g be any [a]-choice
for which f([a]) ⊖ g([a]) = r. Then g([a]) 6= f([a]) since r is nonzero, and
ty(([a], f), ([a], g)) = τ(f([a])⊖ g([a])) = t, and (⋆3) has been proved.
A 2-isomorphism between M and N
We are ready to define the 2-isomorphism I between M and N. Let a, b ∈M
and p, q ∈ N . We define I ⊆ (M ×N) ∪ (M2 ×N2) by
〈a, p〉 ∈ I iff p = ([a], f) for some f ,
〈(a, b), (p, q)〉 ∈ I iff [a, b] = ty(p, q).
We now show that I is a 2-isomorphism between M and N. From the con-
ditions defining a 2-isomorphism, I clearly satisfies (i) by its very definition.
Next we show that the restriction property (iii) holds for I. Assume
that 〈(a, b), (p, q)〉 ∈ I. This means that [a, b] = ty(p, q). Assume that
p = ([c], f) and q = ([d], g). By inspecting the definition of ty(p, q), we see
that ty(p, q) ∈ Types([c], [d]). Thus, [a, b] = [r, s] for some r ∈ [c] and s ∈ [d].
But this implies that [a] = [r] = [c] and [b] = [s] = [d], hence 〈a, p〉 ∈ I and
〈b, q〉 ∈ I.
We show that I satisfies (ii). Assume that 〈a, p〉 ∈ I. Then p = ([a], f)
for some f by the definition of I, and we have to show that R(p, p) holds in N
iff R(a, a) holds in M. This is true by (⋆1) and case (r2) by which R(p, p) iff
R(x, y) ∈ ty(p, p) = Type(a, a,M) iff R(a, a). Assume that 〈(a, b), (p, q)〉 ∈ I.
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Then [a, b] = ty(p, q) by the definition of I. We have to show that each of
p = q, R(p, p), R(p, q), R(q, p), and R(q, q) holds in N iff the same holds inM
for a, b in place of p, q. Now, p = q iff x = y ∈ ty(p, q) = [a, b] = Type(a, b,M)
iff a = b, by (⋆1) and the definition of [a, b]. Similarly, R(p, q) iff R(x, y) ∈
ty(p, q) = [a, b] = Type(a, b,M) iff R(a, b), by (⋆1). By (⋆2) we have that
〈(b, a), (q, p)〉 ∈ I whenever 〈(a, b), (p, q)〉 ∈ I, so we also have R(q, p) iff
R(b, a). Finally, R(p, p) and R(q, q) hold by the first case of (ii), since we
have already shown the restriction property (iii). Thus, 〈(a, b), (p, q)〉 indeed
specifies a partial isomorphism between the suitable restricted M and N.
Finally, we check the back-and-forth property (iv) for I. To check the
first part, notice that to any a ∈ M there is at least one [a]-choice, because
the groups G([a], [b]) are all nonempty. The second part is clear, since no
1-Type is empty. To check the third and fourth parts of the back-and-forth
property, assume that 〈a, p〉 ∈ I with p = ([a], f). Let b ∈ M be arbitrary.
We have to find a [b]-choice g such that [a, b] = ty(p, ([b], g)). We can always
find such a g by (⋆3). Let now q = ([b], g) ∈ N be arbitrary. We have to find
c ∈ M such that [a, c] = ty(p, q). Now, ty(p, q) ∈ Types([a], [b]) which means
that there are a′ ∈ [a] and b′ ∈ [b] such that ty(p, q) = Type(a′, b′,M). By
a′ ∈ [a] we have Type(a′, a′,M) = Type(a, a,M), so by 2-homogeneity of M
there is c ∈M such that Type(a, c,M) = Type(a′, b′,M) and this shows that
(iv) holds for I. We have seen that I is a 2-isomorphism between M and N.
N is 2-transitive
We show that N is 2-transitive. We will use automorphisms α that consist
of coordinated shifts. In more detail: Notice that there is a natural addition
⊕ on the set of [a]-choices: let f, g be [a]-choices then f ⊕ g is the [a]-choice
that assigns f([b])⊕g([b]) to [b], where ⊕ is the group operation ⊕([a], [b]) of
G([a], [b]). Let k be a function that assigns an [a]-choice to any 1-Type [a].
For better readability, we will write ka in place of k([a]). Let α(k) denote
the function mapping N into N defined by
α(k)(([a], f)) = ([a], f ⊕ ka).
Now, α(k) is a permutation onN because the ⊕([a], [b]) are group-operations.
Let p = ([a], f) and q = ([b], g). Then α(k) does not change ty(p, q) when
[a] = [b], i.e.,
(A1) ty(p, q) = ty(α(k)p, α(k)q) when [a] = [b] .
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One can check this by noticing that the conditions in cases (r2)-(r5) defining
ty are invariant by α(k). Indeed, we have α(k)p = α(k)q whenever p = q, this
settles case r(2). We have (f ⊕ ka)[a] = (g ⊕ ka)[a] whenever f([a]) = g([a]),
we have f⊕ka 6= g⊕ka whenever f 6= g, and (f⊕ka)⊖(g⊕ka) = f⊖g because
our groups are commutative, this settles cases (r3) - (r5). To have the same
for the case [a] 6= [b], we have to make some restriction on k. Namely,
(A2) ty(p, q) = ty(α(k)p, α(k)q) iff ka([b]) = ⊖kb([a])
` when [a] 6= [b].
Indeed, assume [a] 6= [b]. Now, ty(α(k)p, α(k)q) = (f⊕ka)([b])⊕(g ⊕ kb)([a])
` =
f([b])⊕ ka([b])⊕ (g([a])⊕ kb([a]))
` = f([b])⊕ ka([b])⊕ (g([a])
`⊕ kb([a])
`, by
(g1). Now, the latter equals to f([b])⊕ g([a])` iff ka([b])⊕ kb([a])
` = 0 since
our groups are commutative, and we are done.
Notice that (A1) and (A2) imply that the permutation α(k) is an auto-
morphism. We are ready to show 2-transitivity of N.
Let pi = 〈[ai], fi〉 ∈ N for i = 1, 2, 3, 4 and assume that the 2-type of
〈p1, p2〉 in N is the same as that of 〈p3, p4〉. We have to show that there is
an automorphism of N that takes p1 to p3 and p2 to p4.
By the definition of I we have 〈ai, pi〉 ∈ I and so by the back-and-forth
property (iv) we have 〈(ai, a
′
j), (pi, pj)〉 ∈ I for some a
′
j ∈ [aj ], for all i, j =
1, 2, 3, 4. Since I is a 2-isomorphism, that implies that Type(ai, a
′
j ,M) =
Type(pi, pj,N). Hence, our assumption that (p1, p2) and (p3, p4) have the
same 2-type in N implies that [a1, a
′
2] = [a3, a
′
4] = ty(p1, p2) = ty(p3, p4). In
particular, [a1] = [a3] and [a2] = [a
′
2] = [a
′
4] = [a4]. Denote [a] = [a1] = [a3]
and [b] = [a2] = [a4]. With this notation, our assumption implies that
ty(p1, p2) = ty(p3, p4) ∈ Types([a], [b]).
We are ready to define the automorphism α that takes (p1, p2) to (p3, p4).
We define the “shifting constants” kc. Let k be defined by
ka = f3 ⊖ f1, kb = f4 ⊖ f2, and for all [c] 6= [a], [b]
kc([a]) = ⊖ka([c])
`, kc([b]) = ⊖kb([c])
`, kc([d]) = 0 for all [d] 6= [a], [b].
Clearly, α(k) takes p1, p2 to p3, p4 respectively. For example, α(k)(p1) =
([a], f1 ⊕ ka) = ([a], f1 ⊕ f3 ⊖ f1) = ([a], f3) = p3. It remains to show that
α(k) is an automorphism. To this end it is enough to show that k satisfies the
conditions in (A2). This is stated in the definition of k explicitly for all pairs
of 1-Types, except for [a], [b] when [a] 6= [b]. Note that the condition in (A2)
is insensitive to the order of [a], [b] because ka([b]) = ⊖kb([a])
` exactly when
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kb([a]) = ⊖ka([b])
`, by (g1). Now, ka and kb are determined by the goal that
we want to take p1, p2 to p3, p4, but we can show that the (A2) condition hold
for them by using that the pairs (p1, p2), (p3, p4) have the same 2-type. We
have [a] 6= [b], so by ty(p1, p2) = ty(p3, p4) and (r1) we have f1([b])⊕f2([a])
` =
f3([b]) ⊕ f4([a])
`, whence we get (f3 ⊖ f1)([b]) = ⊖(f4 − f2)([a])
` which is
just the desired ka([b]) = ⊖kb([a])
`.
We have seen that N is 2-transitive, and this finishes the proof of one
direction of Theorem 1.
Necessity of 2-homogeneity
To prove the other direction of Theorem 1, necessity of 2-homogeneity, as-
sume that I is a 2-isomorphism between M and the 2-transitive N. We
have to show that M is 2-homogeneous. Let a, b, c ∈ M be such that
[a] = [b]. By the back-and-forth property in the definition of a 2-isomorphism,
there are a′, b′, c′ ∈ N such that 〈a, a′〉, 〈b, b′〉, 〈(a, c), (a′, c′)〉 are all in
I. Then Type(a′, a′,N) = Type(b′, b′,N) since I is a 2-isomorphism and
[a] = [b]. Since N is 2-transitive, there is an automorphism of N that
takes a′ to b′. Let d′ be the image of c′ under this automorphism. Then
Type(a′, c′,N) = Type(b′, d′,N) since automorphisms preserve 2-types of ele-
ments. By the back-and-forth property of I again, there is d ∈M such that
〈(b, d), (b′, d′)〉 ∈ I. Then Type(a, c,M) = Type(a′, c′,N) = Type(b′, d′,N) =
Type(b, d,M) and we are done. 
Next we state a corollary of Theorem 1.
Theorem 2 Each binary model is 2-equivalent to a 2-transitive model. Each
finite binary model is 2-isomorphic to a finite 2-transitive model.
Proof. First we prove
(S) M is ω-saturated implies that M is 2-homogeneous.
Assume that M is ω-saturated. Let a, b, c ∈M be such that Type(a, a,M) =
Type(b, b,M). Let Y = {b} ⊆M and let Γ(x) = {ρ(x, b) ∈ FO2 : ρ(c, a) in M}.
Then Γ(x) is a set of formulas in the language of 〈M, b〉. We show that it
is consistent with the theory of 〈M, b〉. Let ∆ be a finite subset of Γ(x),
let δ(y) denote the formula ∃x
∧
∆[b/y] that we get from ∃x
∧
∆ by replac-
ing b everywhere with y. Then M |= δ(a) by the definition of Γ(x), and
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so M |= δ(b) since a, b have the same 1-Type in M. But M |= δ(b) means
that 〈M, b〉 |= ∃x
∧
∆ that shows that ∆ is consistent with the theory of
〈M, b〉. Since ∆ is an arbitrary finite subset of Γ(x), this means that Γ(x) is
consistent with the theory of 〈M, b〉. Since M is ω-saturated, then there is
d ∈M for which Γ(d) holds. This means that Type(a, c,M) = Type(b, d,M)
and we are done with showing (S).
Now, Theorem 2 follows from (S) and Theorem 1 by using that each infi-
nite model is elementarily equivalent–hence 2-equivalent–with an ω-saturated
one (see [7, Lemma 5.1.4]), that each finite model is ω-saturated (see [7,
Prop.5.1.2]) and that the model N constructed in the proof of Theorem 1 is
finite whenever M is finite. 
Theorem 3 below serves as a contrast to Theorem 2.
Theorem 3 There is a finite binary model that is not 3-equivalent to any
2-transitive model, not even to any model in which all elements of the same
3-type can be taken to each other by an automorphism.
Proof. The binary modelM has 45 elements and 4 basic relations S,G,R,B.
Let 〈5,+〉 denote the group of non-negative numbers smaller than 5 with
addition modulo 5, and let 9 = {0, 1, . . . , 8} denote the set of non-negative
integers smaller than 9. We define
M = 5× 9.
Let s, g be permutations of 9 defined, in cycle form, as
s = (012)(345)(678) and g = (136)(147)(258),
and let r, b ⊆ 9× 9 be defined as
r = {0, 3, 6} × {0, 1, 2} ∪ {1, 4, 7} × {3, 4, 5} ∪ {2, 5, 8} × {6, 7, 8} and
b = {0, 4, 8} × {0, 5, 7} ∪ {1, 5, 6} × {1, 3, 8} ∪ {2, 3, 7} × {2, 4, 6}.
Now, the basic relations of M are defined as
S = {〈(i, j), (i, s(j))〉 : i ∈ 5, j ∈ 9},
G = {〈(i, j), (i, g(j))〉 : i ∈ 5, j ∈ 9},
R = {〈(i, j), (i+ 1, k)〉 : i ∈ 5, (j, k) ∈ r},
B = {〈(i, j), (i+ 2, k)〉 : i ∈ 5, (j, k) ∈ b}.
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We show that M is not 3-equivalent to any 2-transitive model. Let us
call a model 3,1-transitive when any two elements of the same 3-type can
be taken to each other by an automorphism. A 2-transitive model N is 3,1-
transitive, because let a, b ∈ N have the same 3-types, then they have the
same 2-types in N, therefore there is an automorphism taking a to b, by
2-transitivity of N. Thus, it is enough to show that if M is 3-equivalent to
N then N is not 3,1-transitive.
Assume that M is 3-equivalent to N. For a first-order formula ρ(x, y)
with free variables among x, y let ρ(M) denote the relation that ρ defines
in M, i.e., ρ(M) = {(a, b) : M |= ρ[a, b]}. Let Ra(M) be the relation
algebra of FO3-definable binary relations ofM, i.e., the universe of Ra(M) is
{ρ(M) : ρ(x, y) ∈ FO3}, and the operations of Ra(M) are the operations of
taking union, converse and relation composition of binary relations together
with the (base-sensitive) operations of taking complement in M × M and
the identity constant {(u, u) : u ∈ M} on M . Let Ra(N) denote the similar
algebra of FO3-definable binary relations of N. We show the following:
(1) M is 3-equivalent to N implies that Ra(M) is isomorphic to Ra(N).
Indeed, it is easy to check that the relation {(ρ(M), ρ(N)) : ρ(x, y) ∈ FO3}
is an isomorphism between Ra(M) and Ra(N) when M is 3-equivalent to
N.
A base-automorphism of Ra(N) is a permutation α of N that leaves all
elements of Ra(N) fixed when taking Z to {(α(u), α(v)) : (u, v) ∈ Z}. Now,
Ra(N) is called c-permutational iff any element of N can be taken to any
other by a base-automorphism.
(2) N is 3,1-transitive implies that Ra(N) is c-permutational.
To check (2), notice first that all elements in N have the same 3-type. This is
so because M is such and this property can be expressed with FO3 formulas
{∃xρ(x, x) → ∀xρ(x, x) : ρ(x, y) ∈ FO3}. Therefore, N is 3,1-transitive
means that each element of N can be taken to any other element of N
by an automorphism of N. Finally, an automorphism α of N is a base-
automorphism of Ra(N) and we are done.
From now on, we will use [2].
(3) Ra(M) is the algebra A defined in [2, section 2].
Indeed, it can be checked that the basic relations S,G,R,B of M coincide
with the relations s, g, r0, b0 in [2, section 2]. It is stated in [2, p.375, line
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16] that A is generated by these four elements, so each element of A is FO3-
definable in M. In the other direction, it is a theorem of relation algebra
theory that all FO3-definable elements of M can be generated from the basic
relations of M with the operations of Ra(M), see e.g., [17, sec.3.9] or [10,
Thm.3.32]. Thus, the elements of A are exactly the FO3-definable relations
of M and we are done.
In the proof of [2, Theorem 1] it is proved that A is not isomorphic to
any c-permutational algebra, and so N cannot be 3,1-permutational by (1)
and (2). The proof of Theorem 3 is complete. 
3 Two-variable fragment of FO has the weak
Beth definability property
We recall the definition of when the two-variable fragment FO2 has the weak
Beth definability property (wBDP). Let L be a language with relation sym-
bols of rank 2, let Th be any set of formulas of FO2(L), the set of formulas of
language L that contain, bound or free, only the variables x, y. Assume that
R is a binary relation symbol not occurring in L, let L+ denote L expanded
with R. Let Σ(R) be a set of formulas of FO2(L+). We say that Σ(R) is a
strong implicit definition of R w.r.t. Th when in each model M of Th there is
exactly one relation R such that 〈M, R〉 |= Σ(R). We say that Σ(R) is just a
(weak) implicit definition of R w.r.t. Th when in each model M of Th there
is at most one relation R such that 〈M, R〉 |= Σ(R). We say that Σ(R) can
be made explicit w.r.t. Th, or that R has an explicit definition over Th when
there is a formula ϕ ∈ FO2(L) such that Th∪Σ(R) |= R↔ ϕ. In this case,
we say that ϕ is an explicit definition of R in Th. Now, FO2 has the weak
Beth definability property means that each strong implicit definition of FO2
can be made explicit. We note that it is proved in [1] that there is a weak
implicit definition in FO2 that cannot be made explicit.
Theorem 4 FO2 has the weak Beth definability property.
Proof. Assume that Σ(R) is a strong implicit definition of R w.r.t. Th. We
are going to show that Σ(R) can be made explicit, i.e., R has an explicit
definition over Th that uses only two variables.
Take any 2-homogeneous model M of Th, and let M be a 2-transitive
model with I a 2-isomorphism between M and M. There ares such a model
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and 2-isomorphism by Theorem 1. Since Σ(R) is a strong implicit definition,
there is R which satisfies Σ(R) in M, i.e., 〈M, R〉 |= Σ(R). Since Σ(R) is
a (weak) implicit definition of R and FO2 is a fragment of first-order logic
FO, R has a first-order explicit definition by the Beth definability theorem
for FO. Our task is to show that this definition can be chosen so that it uses
only two variables.
Since R is FO-definable in M, it is invariant with respect to automor-
phisms of M. Since M is 2-transitive, this implies that R does not distin-
guish between pairs of the same 2-type. We now “transfer” R to the model
M by the following definition: take any pair (a, b) in M. We define R so
that this pair is related by R if and only there is a pair of the same type in
M which is related by R. Formally:
R = {(a, b) ∈M ×M : ∃c, d[R(c, d) and Type(a, b,M) = Type(c, d,M)}.
We now show that with this definition, the 2-isomorphism I between
M and M remains a 2-isomorphism between 〈M, R〉 and 〈M, R〉. Since I
is a 2-isomorphism between M and M, it satisfies conditions (i), (iii), (iv)
in the definition of a 2-isomorphism, and it also satisfies condition (ii) for
atomic formulas other than R(v, z). Therefore, we only have to show that if
〈(a, b), (a′, b′)〉 ∈ I, then R(a, b) iff R(a′, b′).
Assume that 〈(a, b), (a′, b′)〉 ∈ I. If R(a, b), then there are c, d ∈ M such
that R(c, d) and Type(c, d,M) = Type(a, b,M), by the definition of R. The
2-type of (a′, b′) is also the same as that of (a, b), since they are I-related by
assumption. Hence the 2-type of (c, d) is the same as that of (a′, b′) (since
they both equal the 2-type of (a, b)). By R(c, d) we now get R(a′, b′), since
we have seen that R does not distinguish elements of the same 2-type. In the
other direction, assume that R(a′, b′). Since (a, b) is I-related to (a′, b′), their
2-types equal, hence R(a, b) by the definition of R. By this, we have seen
that I is a 2-isomorphism between the expanded models 〈M, R〉 and 〈M, R〉.
Since the latter is a model of Σ(R), we get that 〈M, R〉 is a model of Σ(R),
too. By its definition, R does not distinguish pairs of the same 2-type in M.
Since Σ(R) is a (weak) definition over Th and the 2-homogeneousM |= Th
was chosen arbitrarily, we get that no relation R defined by Σ(R) distin-
guishes pairs of the same 2-type in 2-homogeneous models of Th. Therefore,
it is enough to show that this implies that R is 2-definable. We say that R
does not cut 2-types in M if for all a, b, c, d ∈M we have (R(a, b) iff R(c, d))
whenever the 2-type of (a, b) is the same as that of (c, d) in M.
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Lemma 1 (Cut-lemma) Assume that Σ(R) is a weak implicit definition
of R in Th, and Th ∪ Σ(R) consists of FO2 formulas. Statements (i) - (iii)
below are equivalent.
(i) Σ(R) can be made explicit in Th by a FO2-formula.
(ii) R does not cut 2-types in any model M of Th whenever 〈M, R〉 |= Σ(R).
(iii) R does not cut 2-types in any 2-homogeneous model M of Th whenever
〈M, R〉 |= Σ(R).
Proof. Clearly, (i) implies (ii) and (ii) implies (iii). To show that (iii) implies
(i), assume that (i) does not hold, we will infer the negation of (iii).
We will refer to the negation of (i) just as “R is not 2-definable”. Thus
we want to show that there is a 2-homogeneous model M of Th in which R
cuts a 2-type.
By a 2-partition we understand a system 〈πi : i ≤ n〉 of FO2-formulas in
the language of Th such that Th ∪ Σ(R) |= (
∨
{πi : i ≤ n} ∧
∧
{¬(πi ∧ πj) :
i < j ≤ n}. We say that R cannot cut π when Th∪Σ(R) |= ∀x, y(π(x, y)→
R(x, y)) ∨ (∀x, y(π(x, y) → ¬R(x, y)). We say that R cannot cut into the
2-partition 〈πi : i ≤ n〉 when R cannot cut into any πi for i ≤ n. We will use
the following statement
(L1) R is 2-definable iff there is a 2-partition R cannot cut into.
Indeed, if R is definable by the FO2-formula ρ(x, y), then R cannot cut into
〈ρ,¬ρ〉. In the other direction, assume that R cannot cut into 〈πi : i ≤ n〉.
Let us treat natural numbers in the von Neumann’s sense, i.e., each natural
number n is the set of smaller natural numbers: n = {i ∈ ω : i < n}. For
J ⊆ n let π(J) =
∧
{πj : j ∈ J} ∧
∧
{¬πj : j ∈ n \ J}. By the assumption
that R cannot cut into 〈πi : i < n〉 we have that R is a union of some πis in
each model of Th ∪ Σ(R), i.e., Th ∪ Σ(R) |=
∨
{R ↔ π(J) : J ⊆ n}. Since
Σ(R) is an implicit definition, we have Th ∪ Σ(R) ∪ Σ(R′) |= R↔ R′ where
R′ is a brand new binary relation symbol, so by compactness
(s) Th ∪ Σ0(R) ∪ Σ0(R
′) |= R↔ R′ for some finite Σ0 ⊆ Σ.
Let σ(R) =
∧
Σ0(R) for a Σ0 satisfying (s). Assume that 〈M, R〉 |= Th ∪
Σ(R). Then there is a unique J such that M |= R↔ π(J), since π(J)∧π(K)
is inconsistent for distinct J and K. By 〈M, R〉 |= Σ(R) and Σ0 ⊆ Σ we
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have that M |= σ(π(J)). Also, M |= σ(π(K)) is not true for K 6= J by
(s) since π(J) and π(K) define distinct relations in M. This shows that
Th ∪ Σ(R) |= R ↔
∧
{σ(π(J)) → π(J) : J ⊆ n}, and this is a 2-definition
for R. Statement (L1) has been proved.
To prove (iii), we construct a 2-type T in the language of Th such that
the set
(L2) Th ∪ Σ(R) ∪ {R(x, y),¬R(z, v)} ∪ T (x, y) ∪ T (z, v)
of FO-formulas is consistent. That T is a 2-type means that either ρ ∈ T
or ¬ρ ∈ T for all FO2-formulas ρ in the language of Th. We say that a set
of open FO-formulas is consistent when there is a model and an evaluation
that make the set true. Equivalently, one can consider the free variables in
the set to be constants, we will use this second option.
Let τ be a FO2-formula in the language of of Th. A 2-partition of τ is a
system 〈πi : i ≤ n〉 such that Th ∪ Σ(R) |= (τ ↔
∨
{πi : i < n}) ∧
∧
{¬(πi ∧
πj) : i < j < n}. Let T be a set of FO2 formulas in the language of Th. We
say that T is good iff R can cut into any 2-partition of
∧
T0, for all finite
subsets T0 of T . Clearly, a directed union of good sets is a good set again,
so there is a maximal good set by Zorn’s lemma. We will show that any
maximal good set is a 2-type and that the set in (L2) with any good T is
consistent. We begin with this second statement.
Assume that T is good and let T0 ⊆ T be finite. Then R can cut into
any 2-partition of
∧
T0, in particular R can cut into
∧
T0. This means that
there is a model of Th ∪ Σ(R) ∪ {R(x, y),¬R(z, v)} ∪ T0(x, y) ∪ T0(z, v). By
compactness, the set in (L2) is consistent.
To show that a maximal good T is a 2-type, let T be any good set and let
ρ be any FO2 formula in the language of Th. We show that either T ∪{ρ} is
good or T∪{¬ρ} is good. Assume that neither of T∪{ρ} and T∪{¬ρ} is good.
Then there are finite subsets T0, T1 of T and 2-partitions π = 〈πi : i ≤ n〉 of
ρ∧
∧
T0 and δ = 〈δj : j < m〉 of ¬ρ∧
∧
T1 such that R cannot cut into either
of these two partitions. We can now combine π and δ to form a 2-partition
σ of
∧
(T0 ∪ T1) by letting the members of the partition σ be πi ∧
∧
T1 and
δj ∧
∧
T0 for i < n, j < m. Clearly, R cannot cut into σ by our assumption
that R cannot cut into either of π and δ; this contradicts to T being good.
With this, we have proved that any maximal good T is a 2-type.
By the above, we now have a 2-type T such that the set ∆ = Th ∪
Σ(R)∪ {R(x, y),¬R(z, v)}∪ T (x, y)∪ T (z, v) is consistent. Let then 〈M, R〉
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be any ω-saturated model of ∆. Then M is also ω-saturated, and so it is
2-homogeneous by statement (S) in the proof of Theorem 2. Also, R cuts
the 2-type T in M by 〈M, R〉 |= ∆. We derived the negation of (iii) from
the negation of (i), and this finishes the proof of Lemma 1. 
Now, Lemma 1 finishes the proof of Theorem 4. 
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