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Two-Dimensional Canonical Correlation Analysis
Sun Ho Lee and Seungjin Choi
Abstract—In this letter we present a method of two-
dimensional canonical correlation analysis (2D-CCA) where we
extend the standard CCA in such a way that relations between
two different sets of image data are directly sought withoutre-
shaping images into vectors. We stess that 2D-CCA dramatically
reduces the computational complexity, compared to the standard
CCA. We show the useful behavior of 2D-CCA through numerical
examples of correspondence learning between face images in
different poses and illumination conditions.
Index Terms—Canonical correlation analysis, Correspondence
learning, Two-dimensional analysis.
I. I NTRODUCTION
Canonical correlation analysis (CCA) is a multivariate anal-
ysis method, the goal of which is to identify and quantify
the association between two sets of variables [2]. CCA first
seeks a pair of linear combinations (a linear combination ofthe
variables in one set and a linear combination of the variables
in another set) which has the largest correlation. Next, it
determines a pair of linear combinations having the largest
correlation among all pairs uncorrelated with the initially
selected pair, and so on. That is, CCA represents a high-
dimensional relationship between two sets of variables with
a few pairs of canonical variables.
During recent years, CCA and kernel CCA (KCCA)[3]
were successfully applied to content-based retrieval [1],text
mining [4], [6], and facial expression recognition [10]. In
the case of image data, it is essential to reshape image data
into vectors before CCA or KCCA is applied. Such reshaping
might break the spatial structure of image data and increase
the computational complexity.
In this paper we present a 2D extension of CCA, referred
to as 2D-CCA, which directly takes two sets of image data
as inputs without undergoing reshaping them into vectors,
in order to correlate relationships between them. Our 2D-
CCA was strongly motivated from recent two-dimensional
methods such as 2D-PCA [7], GPCA [8], and 2D-LDA [9].
The major difference between CCA and 2D-CCA lies in
the data representation. We show that 2D-CCA dramatically
reduces the computational complexity, compared to CCA.
The rest of this paper is organized as follows. In the next
section, we give a brief overview of the standard CCA. Sec.
III illustrates a 2D extension of CCA. Numerical experiments
are given in Sec. IV, stressing the useful behavior of 2D-CCA
in correspondence learning between face images in different
poses and in illumination conditions. Conclusions are drawn
in Sec. V.
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II. CCA
Consider two sets of multivariate data,{xt ∈ Rm, t =
1, . . . , N} and {yt ∈ R
n, t = 1, . . . , N}, which are realiza-
tions of random vectorsx and y, respectively. Mean vectors








t=1 yt, so that centered data vectors are represented by
x̃t = xt − µx and ỹt = yt − µy, respectively.
CCA seeks a pair of linear transforms,wx ∈ Rm and
wy ∈ R
n such that correlations betweenw⊤x x and w
⊤
y y
are maximized. In other words, the objective function to be
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subject tow⊤x Cxxwx = 1 andw
⊤
y Cyywy = 1. Incorporating
these two constraints, the LagrangianJ is given by
J = w⊤x Cxywy + λx
(




1 − w⊤y Cyywy
)
. (3)
It is well known that ∂J
∂wx = 0 and
∂J
∂wy = 0 leads to the

















whereλ = 2λx = 2λy. Those readers who are not familiar
with CCA, can easily see how this generalized eigenvalue
problem emerges from the formulation (2), from the appendix
where we show detailed derivations for 2D-CCA.
III. 2D-CCA
Now we consider two sets of image data,{Xt ∈
R
mx×nx , t = 1, . . . , N} and{Y t ∈ Rmy×ny , t = 1, . . . , N}
which are realizations of random variable matrixX and Y ,
respectively. In the conventional CCA, each image data is
reshaped into a long vector, then the method described in Sec.
II is applied. Here we present 2D-CCA where we directly use
image data to determine relations between them.
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Then centered image data are denoted by
X̃t = Xt − Mx,
Ỹ t = Y t − My.
2D-CCA seeks left transformslx and ly and right trans-
forms rx andry such that correlations betweenl
⊤
x Xrx and


































































































With these definitions, the formulation of 2D CCA given in
(5) is rewritten as





































































2D-CCA determineslx and ly by solving (9) withrx and
ry fixed. The right transformsrx andry are found by solving
(10) with lx and ly fixed. Givenrx andry, the optimization
in (9) involves the following generalized eigenvalue problem





















In a similar manner, givenlx and ly, the optimization in (10)





















Left transforms (lx and ly) and right transforms (rx andry)
are determined by iteratively solving (14) and (15) until con-
vergence (see Table I for the outline of 2D-CCA algorithm).
In our numerical experiments, it takes only a few iterationsfor
convergence. Thed1 largest generalized eigenvectors in (14)
determinesLx ∈ Rmx×d1 and Ly ∈ Rmy×d1 . In a similar
manner, thed2 largest generalized eigenvectors in (15) gives
Rx ∈ R
nx×d2 , Ry ∈ Rny×d2 . In the case of image data, 2D-
CCA involves the generalized eigenvalue problem for much
smaller size matrices, compared to the standard CCA, which




- Image data{Xt ∈ Rmx×nx}Nt=1 and{Y t ∈ R
my×ny}Nt=1
- The size of the canonical variable matrix:d1 × d2
Output
- Left transformsLx ∈ Rmx×d1 , Ly ∈ Rmy×d1
- Right transformsRx ∈ Rnx×d2 , Ry ∈ Rny×d2
Do centering image data to get{X̃t} and{Ỹ t}
Initialize Rx andRy
repeat









































Computed1 largest generalized eigenvectors in (14):Lx andLy










































Computed2 largest generalized eigenvectors in (15):Rx andRy
until (converged)
IV. N UMERICAL EXPERIMENTS
We present two numerical experiments with AR and FERET
face DB. Experiment 1 (with AR face DB) involves the
application of CCA and 2D-CCA for correspondence learning
between face images in different illumination conditions.In
Experiment 2, we use FERET face DB, investigating the
behavior of correspondence learning between face images in
different poses. All experiments were carried out on a PC with
P4 3.4G CPU with 2G RAM.
IEEE SIGNAL PROCESSING LETTERS, VOL. 14, NO. 10, OCTOBER 2007 3
A. Experiment 1: Face images in different illuminations
We collected 536 face images of 134 people (75 male
and 59 female) from AR face DB. For each person, there
are 4 different face images, three of which involves different
illumination conditions. Fig. 1 shows exemplary face images
used in our experiment. Each face image was resized by 50
× 50 and was normalized according to the eye location.
Fig. 1. Exemplary face images in AR DB are shown. Face images in the
top row are references without varying illumination conditions and the rest
of images are faces taken in different illumination conditions.
We partition the dataset into two groups where one group
contains reference face images and the other group contains
images in different illumination conditions. The first group
{Xt} consists of 402 reference face images (3 copies of 134
face images in order to balance the number of samples with
the second group containing images in 3 different illumination
conditions). The second group{Y t} consists of 402 face
images in different illumination conditions.
The task here is to investigate how well CCA or 2D-CCA
can relate face images in different illumination conditions to
corresponding reference face images. In such a recognition
task, we use a 1-NN classifier. For CCA, images are reshaped
into 2500-dimensional vectors andd-dimensional canonical
correlation variable vectors (W⊤x x and W
⊤
y y) are used in
classification. In the case of 2D-CCA, images are directly used
and d × d canonical correlation variable matrices (L⊤x XRx
andL⊤y Y Ry) are used as inputs to the 1-NN classifier. With
10-fold cross-validation, the averaged accuracy is summarized
in Table II, where the results of regularized LDA (rLDA)
[5] and 2D-LDA [9] are also shown. In cases of rLDA
(two different regularization parameters were used:η=1 and
η=10−4) and 2D-LDA, each class is composed of 4 images
(1 reference + 3 images in different illumination conditions).
In terms of classification accuracy, 2D-CCA is better than
CCA and is compatible with rLDA and 2D-LDA. However,
the running time of 2D-CCA is about 2 sec, whereas it takes
about 150 sec for CCA.
TABLE II
AVERAGED ACCURACY IN EXPERIMENT 1. THE REDUCED DIMENSION IS





rLDA (η= 1) 90.51% (d=40)
rLDA (η=10−4) 98.97% (d=40)
2D-LDA 98.21% (d=35)
B. Experiment 2: Face images in different poses
We used a subset of FERET face DB which consists of
1800 face images (of size40 × 50) of 600 people. For each
person, there are 3 images associated with 3 different poses,
including front (F), left (L), and right (R). Face images were
normalized manually with respect to eye locations. Exemplary
images are shown in Fig. 2.
Fig. 2. Exemplary face images in FERET face DB.
In order to apply CCA and 2D-CCA, we partition the dataset
into 2 groups where{Xt} is a set of face images with frontal
view and{Y t} is a set of face images with non-frontal but the
same pose. We apply CCA and 2D-CCA to a pair of front-left
and front-right. We also apply rLDA and 2D-LDA. In such
a case, each class contains 1 frontal and 1 non-frontal face
image. As in Experiment 1, averaged accuracy with 10-fold
cross-validation is summarized in Table III. It is expectedhat
LDA methods do not work well since each class contains only
2 images. In contrast, 2D-CCA exploits a linear relationship
to identify a corresponding reference (frontal view) image,
given a non-frontal face image, showing its reasonable better
performance compared to other methods. The running time of
2D-CCA is about 2 sec, whereas CCA takes about 80 sec.
TABLE III
AVERAGED ACCURACY IN EXPERIMENT 2.
Method Front-Left Front-Right
Accuracy Accuracy
CCA 56.17% (d=20) 61.33% (d=10)
2D-CCA 72.33% (d=10) 74.17% (d=10)
rLDA (η=1) 32.33% (d=40) 34.83% (d=60)
rLDA (η=10−4) 53.83% (d=70) 55.50% (d=60)
2D-LDA 29.50% (d=15) 33.33% (d=30)
Figs. 3 and 4 show the classification accuracy of CCA and
2D-CCA, with respect to varyingd (reduced dimension). In
contrast to CCA, 2D-CCA is not significantly influced by the
size of the reduced dimension. This might result from the fact
that 2D-CCA correlates relationships between image datasets
with preserving their spatial structure.
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Fig. 3. The classification accuracy is shown with respect to the reduced
dimensiond in CCA.



































Fig. 4. The classification accuracy is shown with respect to the reduced
dimensiond × d in 2D-CCA.
V. CONCLUSIONS
In this letter we have presented a two-dimensional extension
of CCA which directly takes image data as inputs without
reshaping them into vectors, in order to correlate relationships
between them. The main advantage of 2D-CCA is two-
fold: (1) low computational complexity; (2) preserving spatial
structure of image data in the calculation of canonical variable
matrices. We have also presented novel applications of 2D-
CCA, including correspondence learning between face images
in different illumination conditions or in different poses.
APPENDIX
We first solve (9) forlx and ly, givenrx andry. Then we
solve solve (10) forrx and ry, given lx and ly. Repeating
these until convergence, leads to the solution to our 2D-CCA.





















= 0 and ∂Jl
∂ly










yyly = 0. (18)
Pre-multiplying both sides of (17) byl⊤x with taking the
constraintl⊤x Σ
r
xxlx = 1 into account, leads to
l⊤x Σ
r
xyly = 2λlx. (19)
Pre-multiplying both sides of (18) byl⊤y with taking the
constraintl⊤y Σ
r
yyly = 1 into account, leads to
l⊤y Σ
r
yxlx = 2λly. (20)
It follows from (19) and (20) thatλ = 2λlx = 2λly. Thus,
Eqs. (17) and (18) yields the generalized eigenvalue problem
given in (14). AssumingΣryy is invertible, it follows from Eq.




























Thus, the generalized eigenvectors in (14) are determined by
first solving for the generalized eigenvectors of (22) and fin-
ing ly using (21). In a similar manner,rx andry which solves
(10) is determined by the generalized eigenvalue problem
given in (15).
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