The Inverse Problem for a Layered Anisotropic Half Space  by Sacks, Paul E. & Yakhno, Valery G.
 .JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 228, 377]398 1998
ARTICLE NO. AY986137
The Inverse Problem for a Layered Anisotropic Half Space
Paul E. Sacks
Department of Mathematics, Iowa State Uni¨ ersity, Ames, Iowa 50011
and
Valery G. Yakhno
Institute of Mathematics, Siberian Branch of the Russian Academy of Sciences,
630090 No¨osibirsk, Russia
Submitted by Joyce R. McLaughlin
Received September 25, 1997
1. INTRODUCTION AND STATEMENT OF PROBLEM
The central problem in geophysics and in seismology, namely, the
determination of properties of the earth's interior by means of measure-
ments which can be made at the earth's surface, has inspired a great deal
of research on inverse problems for acoustic and elastic media. The
common point of view in all of this work is that one seeks to find
coefficient functions occurring in a partial differential equation, or system
of equations, given limited observations of certain special solutions of the
 .equation s . While the most accurate choice of equations to work with
would be the equations of linear elasticity, a hyperbolic system, the
difficulty of the problem has led many researchers to study instead the
simpler acoustic model, involving a scalar hyperbolic equation obtained by
regarding the earth as a fluid body. Although the approximation is quite
adequate for many purposes, it is still obviously of interest to be able to
handle the elastic equations themselves, and in recent years significant
progress has been made in this direction. The bulk of this work, however,
is restricted to the case of isotropic elastic media. While again the
assumption of isotropy is reasonable in many situations, it is also of some
importance to explicitly take into account anisotropic effects and to
understand what new kinds of complications arise in this setting. Thus the
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purpose of this paper is to present some results about the inverse problem
for an anisotropic elastic medium.
For earlier work which is somewhat closely related to that here, see
w x w x w x w xCoen 3 , Meadows 8 , and Yakhno 11 . See also Budreck and Rose 2 ,
w x w xMeadows and Coen 7 , Tsvankin and Thomsen 9 , Volkova and Romanov
w x10 , and references in these articles, for other related work on inverse
problems for anisotropic elastic media.
 3 4Let V denote the half space x g R : x ) 0 . It is assumed that V is3
an elastic medium whose small amplitude vibrations
u x , t s u x , t , u x , t , u x , t 1.1 .  .  .  .  . .1 2 3
are governed by the system of partial differential equations
2 3­ u ­tj jk
r s 1.2 .2 ­ x­ t kks1
in which r is the density of the medium,
3
t s C s 1.3 .jk jk lm lm
l , ms1
is the stress tensor,
1 ­ u ­ ul m
s s q 1.4 .lm  /2 ­ x ­ xm l
 43is the strain tensor, and C are the elastic moduli of thejk lm j, k , l, ms1
medium. We make the assumption that the medium is layered, that is to
say, the coefficients r and C which characterize the medium arejk lm
functions of depth x only.3
It is convenient and customary to describe the elastic moduli in terms of
a 6 = 6 matrix according to the following conventions relating a pair of
 .indices j, k , j, k s 1, . . . , 3, to a single index l s 1, . . . , 6:
1, 1 l 1, 2, 2 l 2, 3, 3 l 3, .  .  .
2, 3 , 3, 2 l 4, 1, 3 , 3, 1 l 5, 1, 2 , 2, 1 l 6. .  .  .  .  .  .
This correspondence is possible due to the symmetry properties
C s C s C .jk lm k jlm jk ml
w xWe will denote the 6 = 6 matrix by c s c , e.g., c s C s C , etc.jk 25 2213 2231
The additional symmetry property
C s Cjk lm lm jk
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implies that c is a symmetric matrix; thus there are at most 21 indepen-
dent elastic moduli. There are of course many interesting special types of
anisotropy in which there are a far smaller number of independent elastic
moduli. Two of these which we will make special remarks about are the
cubically anisotropic medium, whose characteristic matrix contains three
independent elastic moduli
c c c 0 0 011 12 12
c c c 0 0 012 11 12
c c c 0 0 012 12 11c s , 1.5 .
0 0 0 c 0 044
0 0 0 0 c 044
0 0 0 0 0 c44
 .and the transversely isotropic hexagonal medium with characteristic
matrix
c c y 2c c 0 0 011 11 66 13
c y 2c c c 0 0 011 66 11 13
c c c 0 0 013 13 33c s , 1.6 .
0 0 0 c 0 044
0 0 0 0 c 044
0 0 0 0 0 c66
which contains five independent elastic moduli. Note that the cubically
anisotropic case becomes isotropic when c s c q 2c and we obtain11 12 44
the equations in the standard notation by setting c s l and c s m. The12 44
transversely isotropic medium reduces to the isotropic case when c s c ,66 44
c s c , and c s c . For details about other special types of anisotropy,33 11 13 12
w x w xsee, e.g., 4 or 6 .
In this paper we will consider the possibility of determining some subset
of the 22 coefficient functions r and c , k G j, from measurements of thejk
 .displacement field u x, t for x in the surface x s 0 and t in a finite time3
interval 0 - t - T. The displacement fields in question are assumed to
arise from the application of localized, impulsive surface tractions
t x , x , 0, t s M d x , x , t . 1.7 .  .  .j3 1 2 j 1 2
 .  .If we let M s M , M , M , we denote by u s u x, t; M a solution of1 2 3
 .  .1.2 and 1.7 when necessary to indicate the dependence on the source.
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The most general form of the elastic stiffness matrix we are able to
handle is
c c c b b c11 12 13 14 15 16
c c c b b c12 22 23 24 25 26
c c c 0 0 c13 23 33 36c s 1.8 .
b b 0 c 0 c14 24 44 46
b b 0 0 c c15 25 55 56
c c c c c c16 26 36 46 56 66
in which the four entries with symbol b are assumed known and the 14
entries with symbol c are unknowns. The zeros in the 35, 34, and 45
positions will ensure that the three possible speeds of vertically propagat-
ing waves have the simple expressions V s c rr , j s 3, 4, 5 the corre-’ j j
.sponding Christoffel tensor G is diagonal and, most significantly for ourjm
 .purpose, the hyperbolic system obtained from 1.2 by Fourier transforma-
 .tion in the x , x variables is weakly coupled. The structure condition1 2
 .1.8 is satisfied by many of the standard anisotropic crystal classes, e.g.,
 .the cubic and transversely isotropic hexagonal cases just mentioned, and
w xalso the orthorhombic, tetragonal, and trigonal structures. See, e.g., 4 or
w x6 for the definitions of these terms and the forms of the associated cjk
matrices. In the orthorhombic and tetragonal cases, b s b s b s14 15 24
b s 0, while in the trigonal case, b s yb and b s yb . We expect25 24 14 25 15
that a uniqueness result will hold without any restrictions on the elastic
stiffness matrix, but the techniques we use here seem to be restricted to
this more special class of media.
 .The system 1.2 may now be written out explicitly as
ru s c u q u , 2c , c q c , b q c : .  .1 t t 55 1 x x x 16 12 66 14 56x3 1 23
q u , c , c , b q u , c , c , c :  : .  .x x 11 16 15 x x 66 26 461 1 2 2
q u , b , b , c q u , c , c , c :  : .  .x x 15 14 13 x x 56 46 361 3 2 3
q u , b , c , c q u , c , b , 0 , 1.9 :  : .  .  .x 15 56 55 x 56 25x x1 23 3
ru s c u q u , c q c , 2c , c q b : .  .2 t t 44 2 x x x 12 66 26 46 25x3 1 23
q u , c , c , c q u , c , c , b :  : .  .x x 16 66 56 x x 26 22 241 1 2 2
q u , c , c , c q u , b , b , c :  : .  .x x 56 46 36 x x 25 24 231 3 2 3
q u , b , c , 0 q u , c , b , c , 1.10 :  : .  .  .x 14 46 x 46 24 44x x1 23 3
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ru s c u q u , c q b , b q c , 0 : .  .3 t t 33 3 x x x 56 14 25 46x3 1 23
q u , b , c , c q u , c , b , c :  : .  .x x 15 56 55 x x 46 24 441 1 2 2
q u , c , 0, 0 q u , 0, c , 0 :  : .  .x x 55 x x 441 3 2 3
q u , c , c , 0 q u , c , c , 0 . 1.11 :  : .  .  .x 13 36 x 36 23x x1 23 3
The boundary conditions are
c u q u , b , c , c q u , c , b , 0 :  : .  .55 1 x x 15 56 55 x 56 25 x s03 1 2 3
s M d x , x , t , 1.12 .  .1 1 2
c u q u , b , c , 0 q u , c , b , c :  : .  .44 2 x x 14 46 x 46 24 44 x s03 1 2 3
s M d x , x , t , 1.13 .  .2 1 2
c u q u , c , c , 0 q u , c , c , 0 s M d x , x , t . :  : .  .  .33 3 x x 13 36 x 36 23 3 1 2x s03 1 2 3
1.14 .
 : 3Here and below the angle bracket ? ,? refers to the inner product of R ,
e.g.,
u , c , c , b s c u q c u q b u , 1.15 : .  .x x 11 16 15 11 1 x x 16 2 x x 15 3 x x1 1 1 1 1 1 1 1
and the subscript x denotes differentiation of such a term with respect to3
x . The system is completed with the initial condition3
u x , t s 0, t - 0. 1.16 .  .
We now seek to infer information about the coefficient functions r and
c appearing in these equations, using as data the surface responsejk
 .  . 2u x , x , 0, t for x , x g R and 0 - t - T for some finite T . Of1 2 1 2 max max
course due to the finite speed of propagation, it is only necessary to have
2 2’the data for x q x F V T , where V is the maximum wave speed1 2 max max max
 .associated with the system 1.2 . We will assume that all of the coefficient
values are known at the surface x s 0 and that the impulse strengths3
 .M s M , M , M are known, although both of these assumptions can be1 2 3
weakened to some extent. For the next several sections we also make the
significant assumption that the density r is a known function, along with
four elastic moduli b , b , b , and b . Further remarks will be made in14 15 24 25
Section 10 concerning the weakening of this assumption.
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2. FOURIER TRANSFORMATION STEP
Due to the assumption that all coefficients depend on depth x only, we3
can take the Fourier transform in the lateral variables
` `
U x , t ; n s u x , x , x , t exp i x n q x n dx dx 2.1 .  .  .  . .H H3 1 2 3 1 1 2 2 1 2
y` y`
 . 2for n s n , n g R . Applying this transformation to each of the equa-1 2
tions and side conditions leads to a collection of one dimensional hyper-
bolic systems parameterized by n,
 :rU s c U y n n U, 2c , c q c , b q c . .1 t t 55 1 x 1 2 16 12 66 14 56x3 3
2 : 2 :y n U, c , c , b y n U, c , c , c .  .1 11 16 15 2 66 26 46
q in U , b , b , c q in U , c , c , c :  : .  .1 x 15 14 13 2 x 56 46 363 3
 :  :q in U, b , c , c q in U, c , b , 0 , 2.2 .  .  .x x1 15 56 55 2 56 253 3
 :rU s c U y n n U, c q c , 2c , c q b . .2 t t 44 2 x 1 2 12 66 26 46 25x3 3
2 : 2 :y n U, c , c , c y n U, c , c , b .  .1 16 66 56 2 26 22 24
q in U , c , c , c q in U , b , b , c :  : .  .1 x 56 46 36 2 x 25 24 233 3
 :  :q in U, b , c , 0 q in U, c , b , c , 2.3 .  .  .x x1 14 46 2 46 24 443 3
 :rU s c U y n n U, c q b , b q c , 0 . .3 t t 33 3 x 1 2 56 14 25 46x3 3
2 : 2 :y n U, b , c , c y n U, c , b , c .  .1 15 56 55 2 46 24 44
q in U , c , 0, 0 q in U , 0, c , 0 :  : .  .1 x 55 2 x 443 3
 :  :q in U, c , c , 0 q in U, c , c , 0 2.4 .  .  .x x1 13 36 2 36 233 3
with side conditions
 :  :c U q in U, b , c , c q in U, c , b , 0 s M d t , .  .  .x s055 1 x 1 15 56 55 2 56 25 133
2.5 .
 :  :c U q in U, b , c , 0 q in U, c , b , c s M d t , .  .  .x s044 2 x 1 14 46 2 46 24 44 233
2.6 .
 :  :c U q in U, c , c , 0 q in U, c , c , 0 s M d t , .  .  .x s033 3 x 1 13 36 2 36 23 333
2.7 .
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and
U ' 0, t - 0. 2.8 .
 .We denote the solution by U x , t; n; M . Our main result involves3
inferences about the coefficients from knowledge of derivatives of U with
respect to n at n s 0 or, equivalently, lateral moments of the wave field
­ kq j
h t s U 0, t ; n ; e .  .jk lm m l ns0k j­n ­n1 2
` `
kqj. k js i x x u x , x , 0, t ; e dx dx 2.9 .  .H H 1 2 m 1 2 l 1 2
y` y`
for j, k s 0, 1, 2 and m, l s 1, 2, 3. Here e denotes the standard unitl
vector in R3.
 .  .THEOREM. Assume that all of the coefficients in the system 1.9 ] 1.16
1 .are in H 0, L for any L ) 0 and that the the density r and the elastic
moduli b , b , b , and b are known. Then it is possible to choose 14 of14 15 24 25
 .the possible indices jklm so that the corresponding set of data functions
 .h t , 0 - t - T , uniquely determines the remaining 14 coefficient func-jk lm max
tions c appearing in the system for 0 - x - X , pro¨ided T )jk 3 max max
 . 2 X rV . Here V denotes the minimum wa¨e speed, min c rr ,’max min min 33
.c rr , c rr .’ ’44 55
In particular, the unknown coefficients are uniquely determined by
 .specification of U 0, t; n; M for 0 - t - T , M s e , l s 1, 2, 3, andmax l
< <n - e for any e ) 0. The relation between X and T can bemax max
sharpened with the use of travel time functions introduced below. The
 .choice of indices jklm is by no means unique.
3. AUXILIARY RESULTS
w xWe will make use of the following theorem of Symes 5 concerning the
inverse problem for a wave equation in one space dimension. See also
w x  1 .Blagovescenskii 1 for closely related work. Let M s h: log h g H 0, L ,
 . 4  .h 0 s 1 and for h g M let w s w z, t denote the solution of
h z w s h z w , 3.1 .  .  . .t t z z
w 0, t s yd t , 3.2 .  .  .z
w z , t ' 0, t - 0. 3.3 .  .
 .  .  .Set L h s g, where g t s w 0, t .
SACKS AND YAKHNO384
1 .THEOREM 1. L: M ª H 0, 2 L and for any K, L - ` there exists
 .C s C K, L - ` such that
5 5 1log h y log h F C L h y L h 3.4 .  .  .H 0 , L.  .H 0, 2 L1 2 1 21
5 5 1 5 5 1whene¨er log h , log h F K.H 0, L. H 0, L.1 2
In particular, uniqueness holds for the inverse problem of determining
the impedance h g M from the corresponding surface impulse response
 .function g s L h .
We will also make use of the following representation for the solution
 .  .  .w s w z, t of 3.1 ] 3.3 .
 .  .THEOREM 2. The solution of 3.1 ] 3.3 may be written as
h 0 .
w z , t s u t y z q R z , t , 3.5 .  .  .  .(h z .
 .where u denotes the usual Hea¨iside unit step function, R z, t ' 0 for t - z,
 .lim R z, t s 0, andt ª z
t 2 2 15 5R z , t q R z , t dz F C Z, log h 3.6 .  .  . .H H 0 , Z .z z
0
for 0 - t - Z.
We now proceed to work through the various steps in the recovery of
the elastic moduli.
4. DETERMINATION OF c , c , AND c33 44 55
 .   . .Fix any M with M / 0. The function W x , t s U x , t; 0, 0 ; M1 3 1 3
satisfies
rW s c W , 4.1 . .t t 55 x x3 3
M1
W 0, t s d t , 4.2 .  .  .x3 c 0 .55
W x , t ' 0, t - 0. 4.3 .  .3
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Now make the standard transformations
xc x 1 . 355 3 y1V x s , z s f x s dj , c s f , .  . H3 3( r x V j .  .03
4.4 .
h 0 .
h z s r c z c c z , w z , t s y W c z , t’ .  .  .  .  . .  .  .55 M1
4.5 .
 .  .to find that 3.1 ] 3.3 are satisfied by w and
W 0, t s y M rh 0 L h t . .  .  .  . .1
1 . 1  ..  .If r, c g H 0, L , then h g H 0, f L , so if M / 0 and h 0 are55 1
known, we recover uniquely the product rc as a function of the travel55
 .time c z .
X .   ..  . s  .Since c z s V c z , setting R s s H r s ds we have0
d
XR c z s r c z c z s h z 4.6 .  .  .  .  . .  .
dz
so that
z
R c z s N z s h j dj . 4.7 .  .  .  . . H
0
 . y1  ..Since r was assumed known we recover uniquely c z s R N z and
 .  2  ...   ..subsequently c x s h f x r r x .55 3 3 3
The identical argument can be used with U replaced by U and U to1 2 3
 .  .obtain the elastic moduli c x and c x .44 3 33 3
5. DETERMINATION OF c36
We consider now the equations satisfied by
` `­
W x , t s yi U x , t ; n ; e s x u x , t ; e dx dx . .  .  .H H3 2 3 3 1 2 3 1 2ns0­n y` y`1
5.1 .
 .From 2.3 we have
 :rW s c W q U , c , c , c q U, b , c , 0 . 5.2 : .  .  . . xt t 44 x x 16 66 36 14 46x 33 33
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Here U in the right side is
U x , t ; 0, 0 ; e s 0, 0, U x , t ; 0, 0 ; e . 5.3 .  .  . .  . .3 3 3 3 3
Thus
rW s c W q c U . 5.4 . .t t 44 x 36 3 xx3 33
The side conditions are
W 0, t s 0, 5.5 .  .x3
W x , t ' 0, t - 0. 5.6 .  .3
  . .Note that U x , t; 0, 0 ; e is a known function, since it is the solution of3 3 3
a PDE and side conditions involving only the coefficients r and c , which33
 .  .are known at this point, and h t s W 0, t is also known from the given
surface data.
 .  .As in 4.4 and 4.5 , let
xc x 1 . 344 3 y1V x s , z s f x s dj , c s f , .  . H1 3 1 3 1 1( r x V j .  .03 1
5.7 .
h z s r c z c c z , w z , t s yh 0 W c z , t’ .  .  .  .  .  . .  .  .1 1 44 1 1 1
5.8 .
and obtain
Äh w s h w q c U , 5.9 .  .Ä1 t t 1 z 36 3 zz
where
ÄU z , t s U c z , t ; 0, 0 ; e , c z s c c z . 5.10 .  .  .  .  .  . .  .Ä3 3 1 3 36 36 1
The side conditions for w are obviously
w 0, t s 0, 5.11 .  .z
w z , t ' 0, t - 0. 5.12 .  .
 .Introducing G z, z , t , the usual Green's function for the operator
 .  .Lw s h w y h w subject to the boundary condition w 0, t s 0, we1 t t 1 z z z
INVERSE PROBLEM FOR ANISOTROPIC MEDIA 387
may derive the integral equation
`t Äh t s G 0, z , t y t c z U z , t dz dt 5.13 .  .  .  .  .ÄHH 36 3 z
0 0
or
`
K z , t c z dz s h t 5.14 .  .  .  .ÄH 36
0
in which
t ÄK z , t s G 0, z , t y t U z , t dt . 5.15 .  .  .  .H 3 z
0
The kernel K and the free term h are known functions from the data and
previous steps, and we need to argue now that the first kind integral
 .equation 5.14 is uniquely solvable for c . This may be accomplished byÄ36
 .showing that if both sides of 5.14 are differentiated once with respect to
t, the resulting equation is actually a second kind Volterra equation, so
that standard theory implies uniqueness.
 .  .Define the quantities V , f , h , etc. as in 5.7 and 5.8 with c2 2 2 44
replaced by c . From Theorem 2,33
1
U c z , t ; 0 s y u t y z q R z , t , 5.16 .  .  .  . .3 2 1
h 0 h z’  .  .2 2
 .  .  .  .where R satisfies 3.6 . Also since yG 0, z, t is the solution of 3.1 ] 3.31
with h s h it follows that1
h 0 .1
G 0, z , t s y u t y z q R z , t , 5.17 .  .  .  .2(h z .1
 .  .where R also satisfies 3.6 . From 5.16 we may deduce that2
1
XÄU z , t s y d t y g z g z q R z , t , 5.18 .  .  .  .  . .3 z 3
h 0 h g z’  .  . .2 2
 .   ..  .  .where g z s f c z , R z, t ' 0 for t - g z , and2 1 3
t 2R z , t dz F C , 0 - t - T . 5.19 .  .H 3
0
Here we are making use of the fact that
gX z s V c z rV c z 5.20 .  .  .  . .  .1 1 2 1
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is bounded and bounded away from zero. Substituting these expressions
 .into 5.15 leads then to
h 0 .1XK z , t s g z u t y z y g z .  .  . .(h 0 h z h g z .  .  . .2 1 2
gX z .
q R z , t y g z . .2
h 0 h g z’  .  . .2 2
h 0 .tyz 1q R z , t q R z , t y t R z , t dt . .  .  .H 3 2 3(h z . .g z 1
5.21 .
 .By 5.20 , g is strictly monotonically increasing, and we may denote by
 .  .  .g t the unique solution of z q g z s t. Clearly 5.14 is equivalent to
 .g t
K z , t c z dz s h t , 5.22 .  .  .  .ÄH 36
0
and differentiating with respect to t we find
 .g t XD t c g t q K z , t c z dz s h t 5.23 .  .  .  .  .  . .Ä ÄH36 t 36
0
with
D t s K g t , t g X t .  .  . .
Xg g t h 0 .  . . 1s , 5.24 .X (1 q g g t h 0 h g t h g g t .  .  .  . .  .  . .2 1 2
which is strictly positive.
Finally
gX z .
K z , t s R z , t y g z .  . .t 2 t
h 0 h g z’  .  . .2 2
h 0 .1q q R z , z R z , t y z .  .2 3( /h z .1
tyz
q R z , t y t R z , t dt 5.25 .  .  .H 2 t 3
 .g z
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 y1 .. 2 .  ..and it is not hard to check that K z , g s g L 0, T = 0, T for anyt
T ) 0. Thus by standard theory, there can be at most one solution c ofÄ36
 .5.23 . Since the travel time function f is known from the previous steps,1
we may obtain directly c as a function of x .36 3
6. DETERMINATION OF c AND c23 13
We consider now the equations satisfied by
` `­
W x , t s yi U x , t ; n ; e s x u x , t ; e dx dx . .  .  .H H3 2 3 3 2 2 3 1 2ns0­n y` y`2
6.1 .
 .From 2.3 we have
 :rW s c W q U , b , b , c q U, c , b , c . 6.2 : .  .  . . xt t 44 x x 25 24 23 46 24 44x 33 33
 .  .Again U should be evaluated at n s 0, 0 , so that U s U ' 0 and 6.21 2
becomes
rW s c W q c U q c U 6.3 .  . . xt t 44 x 23 3 x 44 3x 33 33
with side conditions
W 0, t q U 0, t ; 0, 0 ; e s 0, 6.4 .  .  . .x 3 33
W x , t ' 0, t - 0. 6.5 .  .3
 .  .Changing variables as in 5.7 and 5.8 we get
Ä Äh w s h w q c U q c U , 6.6 .  .Ä Ä .1 t t 1 z 23 3 z 44 3z z
where
ÄU z , t s U c z , t ; 0, 0 ; e , .  .  . .3 3 1 3 6.7 .
c z s c c z , c z s c c z .  .  .  . .  .Ä Ä23 23 1 44 44 1
and
Äw 0, t q V 0 U 0, t s 0, 6.8 .  .  .  .z 1 3
w z , t ' 0, t - 0. 6.9 .  .
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U Ä .  .  .  .Now set w z, t s w z, t q zV 0 U 0, t so that1 3
U U Äh w s h w q c U q F z , t , 6.10 .  .  .Ä1 t t 1 z 23 3 zz
wU 0, t s 0, 6.11 .  .z
wU z , t ' 0, t - 0, 6.12 .  .
in which
Ä Ä X ÄF z , t s c z U z , t q V 0 zU 0, t y V 0 h z U 0, t .  .  .  .  .  .  .  .Ä .44 3 1 3 t t 1 1 3z
6.13 .
 .is a known term. We thus obtain, in place of 5.14 ,
`
K z , t c z s H t , 6.14 .  .  .  .ÄH 23
0
where K has the same meaning as in the last section and
`t
H t s W 0, t y G 0, z , t y t F z , t dz dt , 6.15 .  .  .  .  .HH
0 0
which is again known from the data and previously computed quantities.
Thus by the uniqueness argument of the last section, c and subse-Ä23
quently c are uniquely determined.23
 .For the coefficient c we use, in place of 6.1 ,13
` `­
W x , t s yi U x , t ; n ; e s x u x , t ; e dx dx , .  .  .H H3 1 3 3 1 1 3 1 2ns0­n y` y`1
6.16 .
which satisfies
rW s c W q c U q c U 6.17 .  . . xt t 55 x 13 3 x 55 3x 33 33
 .  .and the side conditions 6.4 and 6.5 . Thus the argument is identical with
the one above, except replacing c , c by c , c .23 44 13 55
7. DETERMINATION OF c AND c46 56
Consider next the equations satisfied by
` `­
W x , t s yi U x , t ; n ; e s x u x , t ; e dx dx , .  .  .H H3 2 3 1 2 2 1 1 2ns0­n y` y`2
7.1 .
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namely,
rW s c W q b U q c U 7.2 .  . . xt t 44 x 25 1 x 46 1x 33 33
with side conditions
c 0 .46
W 0, t q U 0, t ; 0, 0 ; e s 0, 7.3 .  .  . .x 1 13 c 0 .44
W x , t ' 0, t - 0. 7.4 .  .3
Proceeding as in the c case we get23
`
Äh t s G 0, z , t y t c z U z , t dz dt , 7.5 .  .  .  .  .Ä .H 46 1 z
0
 .where h t is known from the data and previously computed quantities. As
usual, the tilde indicates a function composed with the appropriate travel
time transformation. Integration by parts gives us
`
Äh t s G 0, z , t y t c z U z , t dz dt , 7.6 .  .  .  .  .ÄH1 z 46 1
0
where
t Äh t s G 0, 0, t y t c 0 U 0, t dt y h t , 7.7 .  .  .  .  .  .ÄH1 46 1
0
which is again a known function. We now have a first kind integral
 .equation like 5.14 except that the kernel is
t ÄK z , t s G 0, z , t y t U z , t dt 7.8 .  .  .  .H z 1
0
 .  .instead of 5.15 . However from the representations analogous to 5.16
Ä .and 5.17 it is clear, since the singularities of G and U are basically the1
 .same, that the necessary properties of K z , t continue to hold, so that the
identical argument can be made that c is uniquely determined.Ä46
For the coefficient c we use56
` `­
W x , t s yi U x , t ; n ; e s x u x , t ; e dx dx .  .  .H H3 1 3 2 1 1 2 1 2ns0­n y` y`1
7.9 .
for which
rW s c W q b U q c U 7.10 .  . . xt t 55 x 14 2 x 56 2x 33 33
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with side conditions
c 0 .56
W 0, t q U 0, t ; 0, 0 ; e s 0, 7.11 .  .  . .x 2 23 c 0 .55
W x , t ' 0, t - 0, 7.12 .  .3
and the argument is otherwise identical.
8. DETERMINATION OF c , c , AND c11 22 66
Now let
2
` `­
2W x , t s U x , t ; n ; e s y x u x , t ; e dx dx , .  .  .H H3 1 3 1 1 1 1 1 2ns02­n y` y`1
8.1 .
which satisfies
rW s c W y 2c U q 2b Y q 2 b Y , 8.2 .  . . xt t 55 x 11 1 15 x 15x 33 33
2b 0 .15
W 0, t q Y 0, t s 0, 8.3 .  .  .x3 c 0 .55
W x , t ' 0, t - 0, 8.4 .  .3
  .in which U s U x , t; 0, 0; e and1 1 3 1
<Y s Y x , t s yi ­r­n U x , t ; n ; e . .  .  . ns03 1 1 3 1
Clearly U is a known function, and Y may be regarded as the solution of1
rY s c Y q b U q b U , 8.5 .  . . xt t 55 x 15 1 x 15 1x 33 33
b 0 .15
Y 0, t q U 0, t ; 0, 0 ; e s 0, 8.6 .  .  . .x 1 13 c 0 .55
Y x , t ' 0, t - 0, 8.7 .  .3
and so is known from the data and previously determined quantities.
We conclude that c is a solution of an integral equationÄ11
`
h t s K z , t c z dz 8.8 .  .  .  .ÄH 11
0
in which h is a known function and the kernel K is
t ÄK z , t s G 0, z , t y t U z , t dt . 8.9 .  .  .  .H 1
0
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One can now check, as in Section 5, that differentiation twice with respect
to t yields a linear Volterra integral of the second kind. Alternatively, if we
differentiate once with respect to t, the equation may be written
`
Xh t s K z , t c z dz 8.10 .  .  .  .ÄH t 11
0
with
t ÄK z , t s G 0, z , t y t U z , t dt 8.11 .  .  .  .Ht 1 t
0
 .and it is easy to check that K has the same representation as K in 5.21 ,t
up to a constant multiple, with h s h in this particular case. Thus we1 2
again arrive at the desired conclusion that c is uniquely determined.Ä11
The arguments for c and c are completely parallel, using22 66
2
` `­
2W x , t s U x , t ; n ; e s y x u x , t ; e dx dx .  .  .H H3 2 3 2 2 2 2 1 2ns02­n y` y`2
8.12 .
and
2
` `­
2W x , t s U x , t ; n ; e s y x u x , t ; e dx dx , .  .  .H H3 1 3 1 2 1 1 1 2ns02­n y` y`2
8.13 .
respectively.
9. DETERMINATION OF c , c , AND c16 26 12
Finally, let
­ 2
W x , t s U x , t ; n ; e .  .3 1 3 1 ns0­n ­n1 2
` `
s y x x u x , t ; e dx dx , 9.1 .  .H H 1 2 1 1 1 2
y` y`
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which satisfies
rW s c W y 2c U q c Y q c Y q b Y q b Y , .  . . x xt t 55 x 16 1 56 1 x 56 1 15 2 x 15 2x 3 33 3 33
9.2 .
c 0 b 0 .  .56 15
W 0, t q Y 0, t q Y 0, t s 0, 9.3 .  .  .  .x 1 23 c 0 c 0 .  .55 55
W x , t ' 0, t - 0, 9.4 .  .3
  . .  .  . in which U s U x , t; 0, 0 ; e , Y s Y x , t s yi ­r­n U x , t; n;1 1 3 1 1 1 3 1 1 3
. <  .  .  . <e , and Y s Y x , t s yi ­r­n U x , t; n; e . As was thens0 ns01 2 2 3 2 1 3 1
 .case for Y x , t in Section 8, both Y and Y are solutions of equations3 1 2
involving only given data and previously determined quantities. Since b15
and c are already known, we find that c satisfies the same type ofÄ56 16
integral equation as c in the last section, and so the conclusion ofÄ11
uniqueness follows.
The remaining two coefficients c and c are found by the identical26 12
technique using the equations satisfied by
­ 2
W x , t s U x , t ; n ; e .  .3 2 3 2 ns0­n ­n1 2
` `
s y x x u x , t ; e dx dx 9.5 .  .H H 1 2 2 2 1 2
y` y`
and
­ 2
W x , t s U x , t ; n ; e .  .3 1 3 2 ns0­n ­n1 2
` `
s y x x u x , t ; e dx dx , 9.6 .  .H H 1 2 1 2 1 2
y` y`
respectively.
This completes the discussion of determination of the elastic moduli cjk
 .  .in the system 1.9 ] 1.16 .
10. VARIOUS REMARKS
We discuss here some of the most significant limitations on the applica-
bility of the methods just discussed, and some variations of the techniques
which may help to work around some of these limitations.
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 .i Effect of Unknown Density
First among these is the requirement that the density r be a known
function of depth x . It is well known in connection with corresponding3
scalar inverse problems for acoustic media that when there is insufficient
information to separately determine density r and sound speed V, the
acoustic impedance h s rV can generally be determined as a function of
 .travel time c , defined as in 4.4 . We have the same situation here, except
that there are three elastic impedances, corresponding to the three possi-
ble wave speeds. Specifically, as was already noted in Section 4, the data
  . .  .U 0, t; 0, 0 ; M uniquely determine rV s rc as a function of c z ,’1 55
and the same is true for rc and rc each as a function of its own’ ’44 33
travel time function. Now examine the steps in the recovery of the next
coefficient c to see that we can still recover the ``stretched'' version36
 .   ..c z s c c z provided the other elements of the integral equationÄ36 36 1
 .5.13 are known from the data and previously determined quantities.
 .  .Clearly the free term h is still available, and since h z in 5.8 was1
determined in Section 4, we know the Green's function G. The other term
in the kernel is the z derivative of
U c z , t ; 0, 0 ; M s U c g z , t ; 0, 0 ; M 10.1 .  .  .  .  . . .  .3 1 3 2
w  .   .. x   .  . .g z s f c z as before . The wave field U c z , t; 0, 0 ; M is known,2 1 3 2
 .  .since it is the solution of 3.1 ] 3.3 with h s h . On the other hand, from2
the definition of g we have
h z .1Xg z s 10.2 .  .
h g z . .2
so that g may be regarded as the unique solution of the differential
 .  .equation 10.2 , subject to g 0 s 0. Thus we have the conclusion that
without explicit knowledge of r it is still possible to determine uniquely
 .c z .Ä36
A similar result holds for some of the other coefficients, and we leave
this to the interested reader.
 .ii Determination of the Density in Special Cases
It is also worth noting that in some special cases, the density can be
w xdetermined along with the other coefficients, e.g., in the isotropic case 3
w x w xand the cubic case 8 . We sketch the argument of 8 for the cubic case,
adapted to our notation. Pick n / 0, M any vector with M / 0. The1 2
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 .   . .equations satisfied by W x , t s U x , t; n , 0 ; M are3 2 3 1
rW s c W y n 2c W , 10.3 . .t t 44 x 1 44x3 3
M2
W 0, t s d t , 10.4 .  .  .x3 c 0 .44
W x , t ' 0, t - 0. 10.5 .  .3
 .  . Let V , f , c , h be defined as in 5.7 and 5.8 so h is clearly known1 1 1 1 1
.  .from the argument of Section 4 and let b s b z denote the solution of
3c c z . .44 1XX X2h b s n b , b 0 s 1, b 0 s 0. 10.6 .  .  .  .)1 1 r c z . .1
 . 2 .  .Set h z s b z h z and finally2 1
c 0 r 0’  .  .44
W z , t s y b z W c z , t . 10.7 .  .  .  . .1 1M2
 .  .One may then check that 3.1 ] 3.3 are satisfied by W with h s h . The1 2
 .given surface data clearly determine W 0, t , and h has sufficient regular-1 2
ity that Theorem 1 may be applied to show that it is uniquely determined.
 .From knowledge of h and h we then have b z s h z rh z’  .  .1 2 2 1
 . 3   ..   ..and thus from 10.6 the combination c c z rr c z can be com-44 1 1
 .puted directly. From this and the known h z s r c z c c z’  .  . .  .1 1 44 1
  ..   ..we may then obtain the two functions r c z and c c z separately.1 44 1
X .Since c z s c c z rr c z is now known, we may integrate to’  .  . .  .1 44 1 1
 .  .obtain c z and subsequently its inverse f x . By composition we may1 1 3
thus recover r and c as functions of the original depth variable x .44 3
 .iii Problems with Specification of the Source Vector M
The procedure for recovery of coefficients described in the last several
sections also requires that one have the ability to prescribe the sources,
 .i.e., to choose the vector M in 1.7 . Even given the other idealizations that
have been made, this one seems especially problematic, in particular the
condition that sources with only one nonvanishing component be used.
However, for special types of anisotropy, it may be possible to remove this
kind of assumption. If we consider, for example, the cubic case, it is
already apparent from the earlier discussion, that in order to determine r,
c , and c , only one source is necessary; that is, one choice of M subject11 44
only to the requirement that M / 0 and either M or M unequal to3 1 2
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zero. Furthermore the same solution can be used to obtain the remaining
 .entry c , since in the argument of Section 6 c ' c here the condition12 23 12
M s e is compensated for by the fact that b s b s c s 0, i.e., the3 25 24 46
 .equation 6.3 is still correct, and similarly for the boundary condition
 .6.4 .
Analogous remarks can be made for the transversely isotropic medium.
With M as in the last paragraph and assuming r is known, we can recover
the five elastic moduli c , c , c , c , and c from the surface response33 44 13 66 11
 .of the single wave field u x, t; M .
 .iv Use of Line Sources
The wave fields which gave rise to the data for the inverse problem have
so far all been of point source type, on account of the boundary conditions
 .1.7 . However, it is also of interest to consider the same inverse problem
in the case of a line source. If we take the line to be oriented in the x2
 .direction, it means that 1.7 should be replaced by
t x , x , 0, t s M d x , t . 10.8 .  .  .j3 1 2 j 1
From the point of view of the approach we have taken in this paper, the
main consequence of this change is that we have available to us only the
 .  .data functions h t in 2.9 for which j s 0. The elastic moduli mayjk lm
thus be determined from line source data in some special cases in which it
is possible to do without the other data terms. In the cubic case, for
example, we obtain c and c from h and h , respectively, and c44 11 0022 0033 12
 .s c from h . For the transversely isotropic case, we get c , c , and13 0131 44 33
c from h , h , and h , respectively, and c from h . Finally,13 0022 0033 0131 11 0211
the coefficient c was obtained in Section 8 from h , but it could66 2011
equally well be found using h by the same argument as given there.0222
Similar comments can be made about some of the other anisotropy
types, and we leave this to the reader.
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