Hybrid classification methods based on consensus from several data sources are considered. Each data source is at first treated separately and classified using statistical methods. Then weighting mechanisms are needed to control the influence of each data source in the combined classification. The weights are optimized in order to improve the combined classification accuracies. Both linear and non-linear methods are considered for the optimization. A non-linear method which utilizes a neural network is applied and gives excellent experimental results. The hybrid statistical/neural method outperforms all other methods in terms of test accuracies in the experiments.
INTRODUCTION
In multisource classification different types of information from several data sources are used for classification in order to improve the classification accuracy as compared to the accuracy achieved by single-source classification. Conventional statistical pattern recognition methods are not appropriate in classification of multisource data since such data cannot, in most cases, be modeled by a convenient multivariate st at ist ical model. However, st at istical methods based on consensus theory have shown potential in classification of multisource data [l] .
In this paper, hybrid statistical/neural consensus theoretic classification is discussed and applied in classification of multisource data. First, consensus rules are introduced in Section 2. Weight selection schemes for consensus rules are then discussed in Section 3. Finally, experimental results are given in Section 4. where p ( w j Izi) is a source-specific posterior probability and Xi's (i = 1,. . . , n) are source-specific weights which control the relative influence of the data sources. The weights are associated with the sources in the global membership function to express quantitatively the goodness of each source [2] .
Another consensus rule is the logarithmic opinion pool (LOGP) which can be described by
WEIGHT SELECTION SCHEMES
It is needed to define a function where X contains source-specific posteriori discriminaweights in (1) or (2).
In the case when f is non-linear a neural network can be used to obtain a mean square estimate of the function. Here, the consensus theoretic classifiers with equal weights can be considered to preprocess the data for the neural networks. Then, the neural network learns the mapping from the source-specific posteriori probabilities to the information classes. Therefore, the neural network is used whole classification problem, the process can be described by the equation (4) The update equation for the weights of the neural network is
where 7 is a learning rate.
response, Y, can be written in matrix form as
If, on the other hand, f is linear, the combined output
and the optimal linear weights can be determined by using the pseudo inverse of X .
EXPERIMENTAL RESULTS
Classification was performed on a data set consisting of the following 4 data sources:
1. Landsat MSS data (4 spectral data channels).
2. Elevation data (in 10 m contour intervals, 1 data channel).
3. Slope data (0-90 degrees in 1 degree increments, 1 data channel).
4. Aspect data (1-180 degrees in 1 degree increments, 1 data channel).
Each channel comprised an image of 135 rows and 131 columns, and all channels were spatially co-registered. The area used for classification is a mountainous area in Colorado. It has 10 ground-cover classes which are listed in Table 1 . One class is water; the others are forest types. It is very difficult to distinguish among the forest types using the Landsat MSS data alone since the forest classes show very similar spectral response [l] . Reference data were compiled for the area by comparing a cartographic map to a color composite of the Landsat data and also to a line printer output of each Landsat channel. By this method 2019 reference points (11.4% of the area) were selected comprising two or more homogeneous fields in the imagery for each class. Approximately 50% of the reference samples were used for training, and the rest were used to test the algorithms.
Three statistical methods were used to classify the data [3] : the minimum Euclidean Distance (MED) classifier, the linear opinion pool (LOP), and the logarithmic opinion pool (LOGP). For the LOP and LOGP, ten data classes (corresponding to the information classes in Table   Table 1 :
Classes in the Experiment on the Colorado Data Set. __ 1) were defined in each data source. The multispectral remote sensing data sources were modeled to be Gaussian but the topographic data sources were modeled by Parzen density estimation [4] with Gaussian kernels. Several different versions of the LOP and LOGP were tried. These included: 1) versions with equal weights, 2) weights based on reliabilitri factors [l] , 3 ) optimal linear weights, and 4) non-linear versions based on (4). For the non-linear versions, two and three layer conjugategradient backpropagation (CGBP) neural networks [5] were utilized with different numbers of hidden neurons (0, 15, 2 5 , 3 5 , and 45 hidden neurons). For each implementation, the neural networks were trained six times with different initializations. Then, the average accuracy for these six experiments was computed (see Figures 1 and 2) .
Training and Test Samples for Information
The conjugate-gradient backpropagation (CGBP) algorithm with two and three layers was also trained on the same data with different numbers of hidden neurons (0, 15,30, and 45 hidden neurons). Each version of the CGBP network was trained six times with different initializations and the overall average accuracies were computed in each case.
The overall classification accuracies for the different methods are summarized in Table 2 . In the table the average result for the best implementation of the neural network based methods is shown in each case. From the results in Table 2 it is interesting to note that very similar results were achieved in terms of classification accuracies of test data with both the LOP and LOGP when they were optimized by the neural networks. These methods outperformed all other methods in terms of test accuracies. It is noteworthy that the CGBP optimization increased the accuracies of the equally weighted LOGP by 11.61% (training) and 3.83% (test). In comparison 
CONCLUSION
Hybrid consensus theoretic classification has been discussed. The approach is based on using a neural network as an optimizer for statistical methods which use consensus from several data sources in classification. The hybrid approach outperformed all other classification methods used, in terms of test accuracies. The results suggest that the discriminative information provided by the equally weighted LOP and LOGP can be effective preprocessors for neural networks. Based on the results, the proposed hybrid statistical/neural consensus theory has potential to be applied successfully for many difficult classification problems.
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