In this paper we present a new high-order accelerated algorithm for the solution of the integral-equation formulation of volumetric scattering problems. The scheme is particularly well suited to the analysis of "thin" structures as they arise in certain applications (e.g. material coatings); in addition, it is also designed to be used in conjunction with 
I. INTRODUCTION
The evaluation of scattering returns from large three dimensional penetrable scatterers continues to constitute one of the most challenging problems in computational science. The main difficulties that are present in the problem arise from the need to accurately describe and manipulate highly oscillatory functions. Although a large body of work has been devoted to the subject, scattering problems still cannot be considered completely solved, particularly from a computational perspective, and they remain the subject matter of much ongoing research. A main reason for this lies in the dependence of the mathematical formulation and computational complexities on the oscillations of the incident radiation and on the geometrical and acoustical (or other physical and/or material properties, as the case might be) specifics of the scatterer. The latter include, for instance, their geometrical shapes and material densities, velocities, absorption and penetrability characteristics, to name but a few.
This diversity of parameters and the different nature of the difficulties associated with particular instances make the case for specialized, application specific algorithms. One such important instance is that of scattering by three dimensional "thin" scatterers. "Thin"
(thickness up to the order of the wavelength of the incoming radiation) scatterers are used, for instance, to model coatings. Clearly, these have a wide range of practical applications, both for civilian and military purposes (e.g. decoy detection, stealth technology, etc). In this paper, we present a new, efficient and high-order solver for the prediction of the acoustic response of such "thin" (and possibly inhomogeneous) structures, that is based on the integral equation formulation of the scattering problem. As we explain below, and beyond their intrinsic interest and applicability, our new schemes can also be viewed as providing a mechanism to upgrade current low-order (e.g. FFT-based) solvers to fast high-order schemes in the presence of material discontinuities.
Most existing algorithms for computing solutions to volumetric scattering problems can be broadly classified into three classes, depending on the underlying mathematical formulation of the problem: (i) differential equation methods; (ii) variational methods; and (iii) integral equation methods. The methods in (i) are based on direct discretization of the differential equation (e.g. (1) below) and they include, most notably, finite difference schemes (e.g. FDTD techniques 1, 7, 13 24 , on the other hand, uses a non-standard finite difference approach for temporal integration, which is exact for the homogeneous case; spectral approximations in time have also been used 22 .
While extremely efficient and accurate within their domain of applicability, the implementation of spectral methodologies is, however, nontrivial, and their convergence properties are dependent on the underlying material properties. Indeed, for instance, when applied in a straightforward manner, these techniques suffer from so-called "wraparound effects", caused by the lack of periodicity in the problem. As it has been recently shown in the context of the PSTD and k-space approaches 19, 29 , however, these effects can be significantly mollified by employing a PML. In this manner, and for practical purposes, the resulting schemes can be considered to converge with higher orders, at least in simulations that entail smooth scattering media. The extension to scattering configurations that present material discontinuities, on the other hand, is substantially impeded by Gibbs-like phenomena that are inherent to spectral approximations. The modifications that have been proposed to date to alleviate these effects are not as satisfactory: those based on filtering 24, 29 Our work, in contrast, concentrates on the specialized treatment of regions near material discontinuities, which we view as "thin" scatterers. The specifics of the algorithm for their treatment are detailed in the following sections. Here, however, we briefly discuss the application of these ideas to the general case, wherein we couple our new schemes to the more classical approaches, such as those described above, to deliver fast and accurate solutions in the presence of discontinuities 5 . The basic premise here is that, as we mentioned, these latter spectral methodologies deliver highly accurate solutions whenever the scattering media vary smoothly. In Fig. 1 we display some preliminary results of the integration of the spectral scheme proposed in 15 with our new thin-volume scattering solver. Figure 1(a) shows the "partition of unity" used here to smoothly separate the "bulk" of the domain, to be treated with the method of 15 , from the thin "boundary volumes" to which the schemes presented below are applied. The interaction between the bulk and boundary volumes are effected via FFTs and equivalent source calculations (see section III.B). Table I, As will be clear from our discussion below, this model already exemplifies most mathematical and numerical difficulties associated with different scattering models in various fields of applications, including electromagnetics, elastodynamics, etc., to which our method can also be extended. The main algorithmic components of our approach are detailed in section III.
In section IV, an analysis of the accuracy and efficiency of the numerical scheme is presented. This is followed, in section V, by a presentation of the results from a variety of numerical experiments that exemplify the properties of the procedure. Finally, our conclusions are summarized in section VI.
II. PRELIMINARIES A. Mathematical Formulation
As mentioned above, we shall consider the Helmholtz model of acoustic scattering by a bounded, inhomogeneous medium Ω of refractive index n(x). Within this context, given an incident field u i , its interaction with the scatterer produces a scattered field u s and the total field u = u i + u s , satisfies the Helmholtz equation
In addition, the Sommerfeld radiation condition is imposed on u s to enforce its outgoing character. Equivalently 8 , the total field u also satisfies the Lippmann-Schwinger integral
where As we said our initial developments will be geared toward solvers for "thin structures"
which we formally define next.
B. Thin Structures
A thin structure Ω (see Fig. 2 ) is described by a finite collection of sets P = {P p : p = 1, . . . , P } such that
Each patch P
p is an open set in Ω for p = 1, . . . , P , and Ω = P p=1 P p .
2. The set P p is homeomorphic to (0, 1) 3 ⊂ R 3 via a smooth invertible parameterization
By convention, the two dimensional variable s shall correspond to "parallel" coordinates while the variable t will describe the structure in the "transverse" direction. We say that the structure Ω is "thin" if the thickness
for all p = 1, . . . , P . Here, λ = 2π/κ is the wavelength of the incident radiation.
III. AN EFFICIENT HIGH-ORDER SOLVER
Naturally, the possibility of producing fast and accurate solutions depends on our ability to evaluate the integral in (3) accurately and efficiently. Clearly, G(x, x ′ ) changes rapidly when the source point x ′ is close to or, in other words, adjacent to the target point x and is singular when x = x ′ . Thus, the first difficulty relates to the design of high order quadratures
in the vicinity of the "target point" x. More precisely, for a neighborhood N x of x, we can separate the integral in (3) into
corresponding to "adjacent" and "non-adjacent" interactions respectively; the calculation of the (singular) adjacent interactions then necessitates the design of a specialized quadrature rule (section III.A). Once these adjacent interactions have been computed, there will only remain to compute non-adjacent interactions
The accurate evaluation of these though does not pose a major difficulty in the design of approximate quadratures as the integrand is regular. However their number (entailing O(N) operations for each of N target points) demands the design of a suitable "accelerator"
(section III.B). In summary, the goal is to design an algorithm that accurately evaluates the singular adjacent interactions without compromising speed and that can, at the same time, efficiently evaluate the voluminous number of nonadjacent interactions.
A. Adjacent Interactions
The singular nature of the integral kernel G(x, x ′ ) causes the main difficulty in highorder evaluation of adjacent interactions. Even though the use of the well-known strategy of "singularity subtraction" does give rise to bounded integrands, an application of classical high-order quadratures to these still fails to provide high-order results, since the higher order derivatives of the integrand are unbounded. Thus, a specialized quadrature rule must be developed and used to achieve high-order accuracy.
Our proposed strategy is based on an extension of ideas along the lines of those introduced in 5 . To present the method, consider a partition of unity subordinated to the covering P, that is a set of functions
such that 1. w p is defined, smooth, and nonnegative in Ω, and it vanishes outside P p , and 2.
Then, we can write
where
and
Here, J p is the Jacobian of the transformation x p .
In the case when x ∈ P p , the integrand in (7) can be integrated to high order directly.
Indeed,
1. for x ∈ P p use of trapezoidal rule to compute two dimensional "parallel" integrals (with smooth compactly supported integrands) and a high-order composite Newton-Cotes quadrature at points t = {t j } for the transverse integral yields an overall highly accurate numerical quadrature.
On the other hand, the case when x = x q (s, t) ∈ P p needs a more careful treatment if high-order accuracy is to be achieved, due to the singular nature of the integrand in (7) . To this end, we begin by using a smooth cut-off function η s satisfying
to localize the singularity
where B(s, r 1 ) denotes the set {s ′ ∈ R 2 : |s ′ − s| ≤ r 1 }. The integrand of the second integral in (9) is smooth and hence can be integrated to high-order directly as in the case x ∈ P p described above, that is 2. if x ∈ P p , the integral away from the target point is approximated as in 1.
above.
To deal with the first integral, on the other hand, we define
so that it can be rewritten as
As we anticipated, evaluation of I p u (t ′ ; x) poses difficulties due to the singular character of integrand for t = t ′ and the "near singularity" when t ′ is close to t. To overcome these difficulties, the following two-fold strategy is used:
a. A change to polar coordinates (ρ, θ) around the point s in the s ′ -plane, transforms the integral in (10) to 
gives
and τ 1 = ρ −1 (r 1 ). The integrand in (13) now has M derivatives in τ that are uniformly bounded and it also vanishes to high order at the endpoints τ = 0 and τ = τ 1 , so that a high-order integration in τ can be achieved using the trapezoidal rule.
Note 4. Evaluate the Fourier series on a much finer equispaced grid. These evaluations can be obtained efficiently using two dimensional fast Fourier transforms.
5. Two dimensional polynomial interpolation of a fixed order R (e.g. bi-cubic, R = 4) can be performed locally to obtain the interpolated density values on the polar grid.
Finally,
6
. if x ∈ P p and for integration near the target point, use the interpolated data to evaluate an accurate approximation of the parallel integral (13) in the form of the trapezoidal rule in the transformed variables (τ, θ).
Finally, the integration in the transverse direction (t ′ -direction in (11)) can be handled through a high-order quadrature rule, if carefully partitioned. Indeed the integrand
is precisely a single layer potential supported on the surface
and it is therefore smooth for 0 ≤ t ′ ≤ t and for t ≤ t ′ ≤ 1 (in fact, it has a corner type singularity at t = t ′8 ). Hence we rewrite (11) as
where each integrand is smooth and can therefore be treated with a high-order composite Newton quadrature with a number Q of points. To this end, however, we need the values of I p u (t ′ ; x) at points other than grid points, to evaluate (14) when t is near 0 or 1 (so that there are enough data points on the grid to enable a high-order quadrature of the integrands in (14)). To obtain these extra values, we pursue the following scheme : Once we have the additional data, we 9. evaluate the full local integral (14) with a high-order Newton-Cotes quadrature in the transverse direction.
As a result, steps 1-9 provide a high-order quadrature for adjacent interactions. As we said, the use of a partition of unity (6) allows for the integration of the (non-singular) non-adjacent interactions to be performed to high-order with a simple use of the trapezoidal rule. There, however, the central issue is one of computational cost; a strategy to reduce this is described in the next section.
B. Non-Adjacent Interactions: Acceleration
As we noted in the previous section, difficulties in integration arise only when the source point is close to the target point (due to the behavior of the kernel G(x, x ′ )). The integration scheme described above for adjacent interactions is unnecessary for source points that are sufficiently away from the target point and, in fact, a more efficient strategy can be devised. Indeed, for these, a direct application of the trapezoidal rule yields super-algebraic convergence, on account of the smooth vanishing of the functions w p (x) in (6) . However such a procedure results in an O(N 2 ) algorithm which may be suitable only for relatively small N. For large N, on the other hand, we propose a variant of the acceleration strategy introduced in 6 for surface scattering that is suitable to our volumetric problem.
Specifically, as in 6 , our acceleration strategy is based on certain distributions of "equivalent sources" on Cartesian grids. More precisely, we begin by bounding the obstacle by a cube C of side length A which is then partitioned into L 3 identical cubes C i of side H = A/L.
We then replace the true sources contained in the cube C i by a number M equiv of "equivalent sources" on the faces of C i in such a way that the field produced by these equivalent sources coincides, to high-order accuracy, with the field generated by the "true sources" (volume discretization data) in C i at all points in space that are "not adjacent" to C i . Three independent sets F 
approximates the field generated by true sources in C i within a prescribed tolerance ǫ, provided M equiv is chosen as
Denoting the field generated by the true sources within the cell C i by K 
For each l = 1, 2, 3, we define
which provide accurate approximations to K na [u] throughout the boundary of each cell C i . The key observation here, of course, is that both summations in (19) , being exact convolutions on a Cartesian grid, can be evaluated efficiently by means of fast Fourier transforms.
Finally, the evaluation of the field values at the true source location from its values at the boundaries of each cell C i amounts to solving (Dirichlet) boundary value problems within each C i . Such Dirichlet problems can be solved uniquely and in a stable manner since the size of the cells can be chosen so that internal resonances do not occur 6 . For efficiency, the field values inside a cell are obtained using a discretized plane wave expansion 11 , (21) is overdetermined. Note that the identical geometry of cells C i enables us to compute the QR-factorization of A only once and to store it for repeated use.
IV. ACCURACY AND EFFICIENCY
The above integration schemes for computing adjacent and non-adjacent interactions are designed with the dual goal of achieving high order accuracy and computational efficiency. In this section we provide a brief summary of the arguments that substantiate these claims; numerical examples that further confirm these derivations are presented in section V.
Specifically, first, in section IV.A, we show that our numerical solution indeed converges to the exact solution with a tunable convergence order. In section IV.B then, we provide a derivation that delivers an optimal choice (to minimize computational effort) for the number L 3 of cells to be used in the acceleration procedure (cf. section III.B).
A. Accuracy: Error Analysis
A careful derivation of an estimate for the error incurred by the algorithm presented in section III can be performed in a rather straightforward manner, much as in other standard analyses of schemes for the solution of integral equations (see e.g. 17 ). The basic estimate relates to that of the quadrature error, as an appeal to the uniform invertibility of the discretized operators then translates this into the actual error in the computed solution.
In our case, the quadrature error can be easily estimated, through bounds on the error incurred at each step of our procedure. Briefly, for instance, the error in the trapezoidal rule of steps 1 and 2 above is proportional to h k s where k denotes the degree of smoothness of the field within Ω, and h s denotes the parallel grid spacing. Similarly, the error in the composite Newton-Cotes quadrature is no larger than a constant multiple of h 
h Q t ). Combining these observations, and letting F be such that h s /F < h t , we obtain
The above analysis of the numerical scheme establishes the high-order convergence of the algorithm. The remaining issue of computational efficiency is analyzed in the next section.
B. Efficiency: Operation Count
The number of floating point operations required to compute K[u] depends on L and M equiv (cf. section III.B), in addition to the number N of volume discretization points.
The latter must, of course, be chosen so as to correctly sample the field, on the scale of the wavelength of radiation, as well as to resolve material/geometrical variations. The number M equiv , in turn, should guarantee that the equivalent field is also well-resolved. Since M equiv is the number of points on a face of a cell C i , of area (A/L) 2 , we must have
The number L, on the other hand, is at our disposal and can therefore be chosen so to minimize the computational effort to attain a prescribed accuracy ǫ. To this end, we must evaluate the cost of each step of our procedure, as a function of L; the optimal choice then can be easily (and, explicitly) derived as that which minimizes the resulting overall cost.
To evaluate the cost of each step, we first note that, for a thin structure, only Thus, the total number of operations required for the local integration (cf. section III.A) is
The interpolations necessary to allow for this integration (steps 3, 4, 5 and 7 in section III.A), on the other hand, cost no more than
on account of the FFT refinement.
The cost of the acceleration scheme, finally, is largely determined by the need to perform three convolutions through FFTs on three dimensional grids of size
In addition to this cost, we must also consider that of the corrections in (19) corresponding to cells C i ⊂ S i , and that of the least-squares problems that determine the equivalent sources and the coefficients of plane wave expansions (cf. (21)). The former can be computed with three dimensional FFTs of size M equiv on each cell, for a total cost of
while the latter demands the QR factorization of a single matrix of size M equiv and the evaluation of the right-hand sides, for a cost of
This last equality uses the fact that M equiv is no bigger that the number of points per nonempty box (cf. (23)), which follows from (22) and the fact that N must be at least as large as the acoustic volume κ 2 A 2 of the scatterer,
Collecting these costs leads to an expression that, for each given N, can be minimized in L. A simple calculation then reveals that the optimal value of L is
is a relative measure of the refinement of the grid. With these choices we have
Note that in the first case, corresponding to coarser discretizations, the operation count lies between O(N 6/5 log N) and O(N 11/8 log N). In the more relevant case of β < 4/5, i.e.
for more refined grids, the operation is lower and it approaches N log N with increasing refinement. In any case, as we said, the count is never higher than O(N 11/8 log N).
V. NUMERICAL RESULTS
In this section, we present numerical experiments for various thin structures in three dimensions. In all of the examples, the linear systems resulting from the discretization of Numerical results on the maximum relative (near-field) error
for the example of Fig. 4 are presented in Table II . Clearly, these results confirm the highorder convergence of the scheme (cf. section IV.A). In Table III , on the other hand, we present a numerical study of the computational complexity associated with this example.
To this end we consider a sequence of scattering problems with increasing frequencies and wherein the thickness of the domain is correspondingly reduced so as to continue to satisfy the thinness assumption (4). The table shows that the computational effort grows as predicted by (27) . To display this, the growth in the computational cost for successive doublings of the wave number, and consequent cudrupling of the number of points, is measured by
Here T κ and T 2κ are the computational times corresponding to κ and 2κ, respectively, and q κ = (4 + β κ )/4 and q 2κ = (4 + β 2κ )/4 denote the powers in the count (27) . As predicted the ratios R do not exceed 4, the ratio of the number of points. display the surface view of the incident, total and scattered field respectively, whereas (d),
(e) and (f) display the corresponding cross-sectional views.
Our algorithm, of course, is not constrained by the geometry of the scattering object. In fact, the only requirement to handle any given geometry is that suitable local parameterizations be constructed. To demonstrate this, we present two additional examples involving a bean-shaped thin scatterer and a thin volume geometry with conic singularities, with n 2 = 2.
The former geometry corresponds to the parametrization are presented in Fig. 6 . Results for the singular geometry By design, our algorithm is also not restricted to consideration of constant or piecewise constant refractive indices. An example with variable refractive index is included in Fig. 8 for a spherical shell scatterer. The refractive index is given by n(r, φ, θ) = 1 + cos 2 θ and the incidence is a plane wave with κ = 10 and d = (0, 0, 1).
VI. CONCLUSIONS
We have presented a numerical scheme for scalar thin-structure scattering simulations that can deliver highly accurate results with a reduced operation count. The method is based The theoretical and numerical results presented here demonstrate the viability of the approach in the context of acoustic scattering off thin structures that may be of independent interest (e.g. material coatings). As follows from our discussion, however, the basic ideas behind our schemes can be readily extended to other wave models (electromagnetics, elastodynamics). More importantly perhaps, we have also explained how our new algorithms can provide an effective means to upgrade existing FFT-based numerical methods to allow these to accurately handle material discontinuities, by smoothly separating the scatterer into an interior bulk and thin boundary volumes. Indeed, as we said, any method that can efficiently and accurately compute the scatter off smoothly varying media, can be used to treat the bulk, and interfaced with the thin volume solver presented here to compute the fields in the vicinity of discontinuities. As we have shown, this interface can be made seamless and in a manner that provides high-order convergence without compromising efficiency. and (c) display the surface view of the incident, total and scattered field respectively, whereas (d), (e) and (f) display the corresponding cross-sectional view. and (c) display the surface view of the incident, total and scattered field respectively, whereas (d), (e) and (f) display the corresponding cross-sectional view. and scattered field respectively, whereas (f), (g) and (h) display the corresponding cross-sectional view.
