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Preserving spectral properties of structured matrices
under structured perturbations
Tinku Ganai∗ and Bibhas Adhikari†
Abstract. This paper is devoted to the study of preservation of eigenvalues, Jordan struc-
ture and complementary invariant subspaces of structured matrices under structured pertur-
bations. Perturbations and structure-preserving perturbations are determined such that a
perturbed matrix reproduces a given subspace as an invariant subspace and preserves a pair
of complementary invariant subspaces of the unperturbed matrix. These results are further
utilized to obtain structure-preserving perturbations which modify certain eigenvalues of a
given structured matrix and reproduce a set of desired eigenvalues while keeping the Jordan
chains unchanged. Moreover, a no spillover structured perturbation of a structured matrix is
obtained whose rank is equal to the number of eigenvalues (including multiplicities) which are
modified, and in addition, preserves the rest of the eigenvalues and the corresponding Jordan
chains which need not be known. The specific structured matrices considered in this paper
form Jordan and Lie algebra corresponding to an orthosymmetric scalar product.
Keywords. Structured eigenvalue problem, Jordan algebra, Lie algebra, structure preserva-
tion, Jordan chain
1 Introduction
A fundamental concern in matrix perturbation theory is to study the change of spectral
properties such as eigenvalues, eigenspaces and invariant subspaces of a matrix with respect
to linear perturbation [35] [17] [31] [23] [3] [27] [10] [32]. Condition number is a measure
to quantify and analyze the sensitivity of such problems for structured and unstructured
matrices [15] [11] [34] [33]. One of the interesting results on the preservation of eigenvalues
under perturbation is obtained by S. V. Savchenko as follows. An eigenvalue λ of a matrix A
is preserved as an eigenvalue of a perturbed matrix A+B if the geometric multiplicity of λ is
greater than the rank of B [29]. Besides, a necessary and sufficient condition on the entries of
a perturbation is given under which the spectral properties of an eigenvalue change. Later, it
is proved by Julio Moro and Frolian M. Dopico that except for a set of zero Lebesgue measure,
a low rank perturbation A+B of a matrix A destroys for each of its eigenvalues exactly the
rank(B) largest Jordan blocks of A, while the rest remain unchanged [24]. A detailed study
of behavior of Jordan structure of variety of structured matrices under rank-one structured
perturbations is performed by Mehl-Mehrmann-Ran-Rodman in a series of papers, see [19]
[20] [21] and the references therein. Later in [5] Batzke et al. have studied the effect of
structured low rank perturbations on the Jordan structure of certain structured matrices.
The main objective of this article is to determine structured perturbations of a structured
matrix such that the perturbed matrices reproduce a given set of desired eigenvalues while
maintaining the invariance of the Jordan structure of the corresponding unperturbed matrix.
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One of the first studies on the modification of an eigenvalue and preservation of the rest of
the eigenvalues of a matrix under rank one perturbation is due to Brauer in 1952 as follows.
Theorem 1.1. (Brauer’s Theorem ([9],[26])) Let A be an arbitrary n×n matrix with eigen-
values σ(A) = {λ1, λ2, . . . , λn}. Let xk be an eigenvector of A associated with the eigen-
value λk, and let q be any n-dimensional vector. Then the matrix A+ xkq
T has eigenvalues
{λ1, . . . , λk−1, µk = λk + xTk q, λk+1, . . . , λn}.
It can further be verified that the perturbation given in Brauer’s theorem has no effect
on the eigenvectors corresponding to the eigenvalue which gets modified due to perturbation,
but eigenvectors corresponding to other eigenvalues change [28]. An alternative statement of
Brauer’s theorem is as follows [12].
Theorem 1.2. Let A be a matrix and (λ, v) be an eigenpair of A. If r is a vector so that
rT v = 1 then for any scalar µ, eigenvalues of the matrix A+(µ−λ)vrT , consists of those of A,
except that one eigenvalue λ of A is replaced by µ. Moreover, the eigenvector v is unchanged,
that is, (A+ (µ− λ)vrT )v = µv.
Moreover, if the given matrix A is symmetric then a structure preserving rank one per-
turbation can be given for which the conclusion of Theorem 1.2 remains valid. For instance,
setting△A = (µ−λk)xkxTk where (λk, xk) is the kth eigenpair of the matrix A with ‖xk‖2 = 1,
the conclusion of Theorem 1.2 remains valid for the perturbed matrix A+△A [26]. This result
is well-known as Hotelling’s deflation. Brauer’s theorem has found applications to defining
many matrices of interest with desired properties using a rank one update. For example, in
order to ensure the existence and convergence of the Page Rank power method a stochastic
matrix is updated by a rank one matrix to construct the Google matrix, which is a conse-
quence of the Brauer’s Theorem [16]. It also plays an important role into the pole assignment
of SISO linear time invariant control systems, solving matrix equations in particular quadratic
equations [22], QBD and M/G/1-type Markov chains [13] [7], model updating problems for
structural models [36], and solving algebraic Riccati equations [8] to name a few. .
A generalization of Brauer’s theorem is known as Rado’s theorem, in which several eigen-
values can be modified by a single perturbation into a desired set of eigenvalues of the per-
turbed matrix while preserving the remaining eigenvalues of the unperturbed matrix. Rado’s
theorem was presented by Perfect in [25] as follows.
Theorem 1.3. (Rado’s Theorem) Let A be an arbitrary n × n matrix. Let λi, i = 1, . . . , n
denote the eigenvalues of A. Let xj , j = 1, . . . , p be a collection of linearly independent eigen-
vectors of A corresponding to the eigenvalues λj . Then the matrix Aˆ = A+XC has eigenvalues
µ1, . . . , µp, λp+1, . . . , λn, where µj , j = 1, . . . , p are eigenvalues of of the matrix Ω+ CX with
Ω = diag(λ1, . . . , λp), X = [x1 x2 . . . xp] and C is an arbitrary matrix of order p× n.
It follows from the statement of Rado’s theorem that the eigenvectors corresponding to the
eigenvalues λj , j = 1, . . . , p of A need not be eigenvectors corresponding to the eigenvalues µj
of Aˆ, since C can be chosen arbitrarily. Instead, under certain conditions, these eigenvectors
can be invariant. For example, if C is chosen such that CX = diag(µ1−λ1, µ2−λ2, . . . , µp−λp)
then the eigenvectors xj corresponding to eigenvalues λj of A remain eigenvectors correspond-
ing to the eigenvalues µj of Aˆ. In this case the perturbation CX has rank p. For a symmetric
matrix A of order n × n, a symmetric perturbation given by Aˆ = A + XpΘXTp preserve
the eigenvectors xj for the eigenvalues µj , j = 1, . . . , p of Aˆ while maintaining the invari-
ance of the remaining set of eigenvectors. Here Θ = diag(µ1 − λ1, µ2 − λ2, . . . , µp − λp) and
Xp = [x1 x2 . . . xp] is the matrix of orthonormal eigenvectors corresponding to eigenvalues
λj , j = 1, . . . , p of A.
An important application of Rado’s theorem is to solve inverse eigenvalue problems for
nonnegative matrices [30] [14]. Recently, a generalized version of Rado’s theorem and hence
Brauer’s theorem is provided for matrix polynomials in [6]. An immediate consequence of
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Rado’s theorem is as follows. Let µj , j = 1, . . . , p be a collection of scalars which are given
beforehand. Then setting C = (diag(µ1, . . . , µp)−Ω)X†+Z(I−XX†) it can be checked that
µj becomes an eigenvalue of Aˆ = A+XC corresponding to eigenvector xj , j = 1, . . . , p, where
Z is any arbitrary matrix of dimension n×n, andX† denotes the Moore-Penrose pseudoinverse
of X while I denotes the identity matrix of compatible size. However the eigenpairs (λk, xk),
k = p + 1, . . . , n of A need not be preserved as eigenpairs of the perturbed matrix Aˆ. Then
from the view of perturbation theory the following problem can be formulated. Given A, µj
and the eigenpairs (λj , xj), j = 1, . . . , p of A, determine perturbations △A, if exists, such that
the pairs (µj , xj) become eigenpairs of the perturbed matrix Aˆ = A+△A and Aˆ preserves the
remaining eigenpairs of A even if those are not known. Then we call such a perturbation △A
as no spillover perturbation, a term which is frequently used in a similar context that arises
in the theory of model updating problem for structural models defined by matrix polynomials
[2].
Moreover, in practical applications it may so happen that the given matrix A is a struc-
tured matrix. For example, in [4], Alam et al. have considered the problem of finding struc-
tured perturbation of a Hamiltonian matrix such that the perturbed matrix modifies certain
eigenvalues of the unperturbed matrix while preserving the rest of the eigenvalues. Then from
the view of structured perturbation theory it is desirable to find no spillover perturbations
△A such that the perturbed matrices A +△A have the same structure as that of A. To be
specific, if S denotes a set of structured matrices and A ∈ S then determine perturbations
△A such that A +△A ∈ S. Further, a perturbation △Ao is called a minimal perturbation
if it has the smallest norm among all perturbations which satisfy the given property. In this
paper, we consider Frobenius norm of a matrix.
In this paper, we consider S, a set of linearly structured matrices described as follows. Let
H ∈ Kn×n be a unitary matrix with H⋆ = ǫH where ǫ ∈ {1,−1}, ⋆ ∈ {T, ∗} and K ∈ {R,C}.
Here ∗ denotes the conjugate transpose, and T denotes transpose. Define the scalar product
〈·, ·〉H on Kn by 〈x, y〉H := y⋆Hx. Then for any given matrix A ∈ Kn×n the adjoint of A,
denoted by A[⋆] with respect to the scalar product 〈·, ·〉H satisfies
〈Ax, y〉H = 〈x,A
[⋆]y〉H , x, y ∈ K
n.
Then it can be seen that
A[⋆] = H−1A⋆H =
{
H−1ATH, bilinear form,
H−1A∗H, sesquilinear form .
(1)
The Lie Algebra and Jordan Algebra of matrices defined by 〈·, ·〉H are given by
L = {A ∈ Kn×n : A[⋆] = −A} and (2)
J = {A ∈ Kn×n : A[⋆] = A}, (3)
respectively. Thus the set of structured matrices which we consider in this paper is S ∈ {L, J}.
Wemention that the set L or J provides a variety of structured matrices which arise in practical
applications, for different choices of the matrix H. For instance, if H =
[
0 In
In 0
]
then J is the
set of Hamiltonian, whereas L consists of all skew-Hamiltonian matrices. Besides, eigenpairs
of A ∈ S preserve certain symmetries. Detailed discussions on these structured matrices and
its eigenpair symmetries can be found in [15] [18], and the references therein.
In this paper we are concerned with finding structured perturbations of a given structured
matrix such that a perturbed matrix reproduces a desired set of eigenvalues, and it preserve
the Jordan basis and rest of the eigenvalues of the unperturbed matrix. Consequently, such a
perturbation preserves the sizes of Jordan blocks of the original matrix, and hence it extends
Rado’s theorem for structured matrices. However, eigenvalues of a structured matrix occur
in pairs due to the symmetry in the structure of the matrix [15]. This imposes an additional
condition on the scalars which have to be reproduced as eigenvalues of the perturbed matrix.
3
Recall that a basis in Kn is called a Jordan basis of a matrix A ∈ Kn×n if A has a block
diagonal form diag(J(λ1), . . . , J(λk)) with respect to this basis and J(λi) ∈ Kmi×mi is of the
form 
λi 1 0
λi 1
. . .
. . .
. . . 1
0 λi

such that
∑k
i=1mi = n, where λis are eigenvalues of A. The number of Jordan blocks
corresponding to an eigenvalue λi is the geometric multiplicity of λi. A nonzero vector
v ∈ Kn is called a generalized eigenvector corresponding to an eigenvalue λ of A if v ∈
ker(A − λI)l for the smallest positive integer l. Then the set of linearly independent vectors
{v, (A− λI)v, . . . , (A− λI)l−1v} is called the Jordan chain corresponding to v. A pair (λ, V )
is called a Jordan pair of A if V is the matrix whose columns are elements of the Jordan chain
corresponding to a generalized eigenvector v associated with an eigenvalue λ of A. Obviously
AV = V J(λ) where dimension or size of the Jordan block J(λ) is same as the number of
vectors in the associated Jordan chain, denoted by #(V ) or #J(λ).
Thus we define the following problem.
Problem 1 (P1) Let A ∈ Kn×n, and λci , λ
f
j , i = 1, . . . , p, j = p + 1, . . . , s ≤ n are distinct
eigenvalues of A. Suppose {(λci , X
c
i,l)}
mi
l=1 is the collection of Jordan pairs of A corresponding
to the eigenvalue λci , where mi is the geometric multiplicity of λ
c
i . Let {(λ
f
k , X
f
k,l)}
mk
l=1, k =
p+1, . . . , s denote the remaining set of Jordan pairs of A wheremk is the geometric multiplicity
of λfk such that
∑p
i=1
∑mi
l=1#(X
c
i,l) +
∑s
k=p+1
∑mk
l=1#(X
f
k,l) = n.
Then for a given set of scalars {λai : 1 ≤ i ≤ p}, which is closed under desired eigenvalue
pairing, determine perturbations △A of A such that (A+△A)Xci,l = X
c
i,lJl(λ
a
i ), l = 1, . . . ,mi
and A +△A preserve the Jordan pairs {(λfk , X
f
k,l)}
mk
l=1 where Jl(λ) denotes the Jordan block
corresponding to λ of compatible size. Moreover, if A ∈ S ⊂ Kn×n then determine perturba-
tions △A which satisfy the above properties and A+△A ∈ S. (The notations c,f ,a stand for
change, fixed, and aimed respectively.)
If (λfk , X
f
k,l), k = p+ 1, . . . , s are not known then determine structured perturbations △A,
if exists, which satisfy the condition above. Such a perturbation △A is called a no-spillover
perturbation.
Thus it follows that perturbations which solve (P1), do reproduce a desired set of eigen-
values in the perturbed matrices while preserving the Jordan bases, and hence sizes of the
Jordan blocks of the unperturbed matrix. Besides, the perturbed matrices preserve the gen-
eralized eigenspaces of the original matrix which are invariant subspaces. Thus a general
problem about invariant subspaces can be formulated as follows. Set
Λc = diag(J(λ
c
1), . . . , J(λ
c
p))whereJ(λ
c
i ) = diag(J1(λ
c
i ), . . . , Jmi(λ
c
i )), i = 1, . . . , p
Λf = diag(J(λ
f
p+1), . . . , J(λ
f
s ))whereJ(λ
f
k) = diag(J1(λ
f
k), . . . , Jmk(λ
f
k)), k = p+ 1, . . . , s
Xc =
[
Xc1 . . . X
c
p
]
whereXci =
[
Xci,1 . . . X
c
i,mi
]
Xf =
[
X
f
p+1 . . . X
f
s
]
whereXck =
[
Xck,1 . . . X
c
k,mk
]
.
Then problem (P1) can be reformulated as follows. If A satisfies AXc = XcΛc and AXf =
XfΛf , that is
A
[
Xc Xf
]
=
[
Xc Xf
]
diag(Λc,Λf )
then determine △A such that
(A+△A)
[
Xc Xf
]
=
[
Xc Xf
]
diag(Λa,Λf ) (4)
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for a given Λa = diag(J(λ
a
1), . . . , J(λ
a
p)) where J(λ
a
i ) = diag(J1(λ
a
i ), . . . , Jmi(λ
a
i )), λ
a
i ∈ K,
i = 1, . . . , p and #Jl(λ
a
i ) = #Jl(λ
c
i ), l = 1, . . . ,mi.
Recall that a pair of matrices (X,D) ∈ Kn×p×Kp×p with rank(X) = p is called an invari-
ant pair of a matrix A ∈ Kn×n if AX = XD. Then the range space of X, denoted by R(X),
is an invariant subspace of A. Thus the problem (P1) can be extended into the framework
of invariant pairs when the matrices Λc, Λa and Λf need not be in block diagonal form with
Jordan blocks as its diagonal entries. Further, from equation (4) it can be assumed that[
Xc Xf
]
is a nonsingular matrix which generates the entire space Kn. We call two invariant
pairs (Xc,Λc) and (Xf ,Λf ) of a matrix A are complementary if
[
Xc Xf
]
is nonsingular,
and hence R(Xc) ⊕R(Xf) = Kn, where ⊕ denotes the direct sum of vector spaces. Then it
follows from equation (4) that the required no spillover perturbations △A must satisfy
[
Xc Xf
]−1
(A+△A)
[
Xc Xf
]
=
[
Λa 0
0 Λf
]
. (5)
Thus we define the following problem.
Problem 2 (P2) Let A ∈ Kn×n and Xc be a subspace of Kn of dimension p ≤ n. Then char-
acterize the perturbations △A ∈ Kn×n of A such that the perturbed matrices A+△A reproduce
Xc as an invariant subspace. Otherwise, if Xc is an invariant subspace of A, determine △A
such that Xc remains invariant as an invariant subspace of A+△A. In addition, determine
no spillover perturbations △A, if exists such that A +△A preserve a given complementary
pair of invariant subspaces of A. Moreover, determine (minimal) structured perturbations △A
which solve the above problem for a structured matrix A.
Here we mention that extensive research has been performed in literature to quantify
the effect of perturbation of a matrix on the invariant subspaces of the matrix [32] [11].
While on the contrary, the problem (P2) is concerned with determining (structure preserving)
perturbations of a matrix such that a pair of complementary invariant subspaces of the matrix
are preserved under (structured) perturbations of the matrix.
The contribution of this work are as follows. First we consider (P2). Given an unstruc-
tured matrix A ∈ Kn×n and a subspace X of Kn, we determine all perturbations △A such
that X becomes an invariant subspace of A+△A. Utilizing this result parametric represen-
tation of all perturbations are obtained which preserve complementary invariant subspaces
of a given matrix under perturbation. A necessary and sufficient condition is obtained that
guarantees the existence of structure-preserving perturbations which perform the same task
for a structured matrix. Consequently, structured perturbation and minimal structured per-
turbation are determined that preserve a pair of complementary invariant subspaces of a given
structured matrix. In addition, if the given subspace is of dimension p then a no spillover
structured perturbation of rank less equal to p is obtained for a structured matrix. Next
we consider (P1). Orthogonality properties of Jordan chains corresponding to eigenvalues
of a structured matrix are derived. These properties are used to characterize all structured
perturbations which modify a given set of eigenvalues of a structured matrix by replacing
them with a desired set of scalars while keeping the Jordan structures of the those eigenvalues
unchanged. Further, analytical expression of a structured no spillover perturbation of rank
p is obtained when the number of eigenvalues (including multiplicities) to be changed under
perturbation is p. Thereby it is shown that the sufficient condition for eigenvalue preservation
based on rank of the perturbation and geometric multiplicity of the eigenvalue to be preserved
as derived by S. V. Savchenko in [29] is not a necessary condition for eigenvalue preservation
under structure-preserving perturbation of a structured matrix.
Notation. K denotes the field of real numbers R or the field of complex numbers C.
iR denotes the set of purely imaginary numbers. σ(Λ) denotes the spectrum (multi-set of
eigenvalues) of Λ and ‖X‖F denotes the Frobenius norm of X . For a matrix X, R(X)
denotes the range space or column space of X.
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2 Preserving invariant subspaces under perturbations
In this section we determine all perturbations of an unstructured matrix such that a given
invariant subspace of the matrix is preserved under the perturbations, and we determine no
spillover perturbations which inherit a pair of complementary invariant subspaces of the ma-
trix. Next we extend this result to structured matrices, in which we first find a necessary and
sufficient condition satisfying which structured perturbations can be obtained that preserve
a given invariant subspace. Thus we consider problem (P2) in this section.
2.1 Unstructured case
First we recall that given a pair (X,B) ∈ Kn×p×Kn×p there exists a matrix A ∈ Kn×n which
satisfies AX = B if and only if BX†X = B. If X has full rank then this condition is obviously
satisfied, and any such matrix A is given by
A = BX† + Z(I −XX†), (6)
where Z ∈ Kn×n is an arbitrary matrix and I is the identity matrix of order n [1]. Below we
determine all perturbations of an unstructured matrix such that the corresponding perturbed
matrices reproduce a given subspace as invariant subspace. Besides, we determine no spillover
perturbations of a matrix which preserve complementary pair of invariant spaces of the matrix.
Recall that X is a p dimensional invariant subspace of a matrix A ∈ Kn×n if and only if
AX = XD for some D ∈ Kp×p where rank(X) = p such that R(X) = X .
First we have the following proposition.
Proposition 2.1. Let A ∈ Kn×n and Xa be a subspace of Kn of dimension p. Then any
perturbation △A ∈ Kn×n such that Xa is an invariant subspace of A+△A is given by
△A = (XaΛa −AXa)X
†
a + Z(In −XaX
†
a)
for some Λa ∈ Kp×p, where Xa ∈ Kn×p is a full rank matrix such that R(Xa) = Xa, and
Z ∈ Kn×n is arbitrary.
Proof: Let Xa ∈ Kn×p be a full rank matrix such that R(Xa) = Xa. Then Xa is an
invariant subspace of A +△A for some △A, if (A +△A)Xa = XaΛa for some Λa ∈ Kp×p.
This is satisfied if △AXa = XaΛa − AXa, in which Xa and the residual matrix in the right
hand side are known. This is a linear system of the form AX = B, where X,B are known
and A is unknown. Then the desired result follows from equation (6). 
Now we determine perturbations of a matrix under which an invariant subspace of the
matrix is preserved.
Theorem 2.2. Let A ∈ Kn×n. Suppose Xc is an invariant subspace of A of dimension p such
that AXc = XcΛc where Xc ∈ Kn×p is full rank such that R(Xc) = Xc and Λc ∈ Kp×p. Then
any △A for which Xc remains an invariant subspace of A+△A is given by
△A = Xc(RΛa − ΛcR)(XcR)
† + Z(I −XcR(XcR)
†)
for some Λa ∈ Kp×p and nonsingular matrix R ∈ Kp×p, where Z ∈ Kn×n is arbitrary.
In addition, let Xf be an invariant subspace of A such that Xc ⊕ Xf = Kn. Then a
perturbation △A for which Xc and Xf are complementary invariant subspaces of A +△A is
given by
△A =
[
XaΛˆa −AXa Xf Λˆf −AXf
] [
Xa Xf
]−1
for some Λˆa ∈ Kp×p and Λˆf ∈ K(n−p)×(n−p), where Xa and Xf are full rank matrices such
that R(Xa) = Xc and R(Xf ) = Xf respectively.
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Proof: Xc is an invariant subspace of A + △A for some △A ∈ Kn×n if there exists a
full rank matrix Xa ∈ Kn×p such that R(Xa) = Xc and (A + △A)Xa = XaΛa for some
Λa ∈ Kp×p. Further Xa = XcR for some nonsingular matrix R ∈ Kp×p since R(Xc) = Xc.
Then AXa = AXcR = XcΛcR. Thus △A has to satisfy
△AXa = XaΛa −AXa = Xc(RΛa − ΛcR).
Then the desired result follows using a similar argument as in Proposition 2.1.
Next assume that Xf ∈ Kn×(n−p) is a full rank matrix such that R(Xf) = Xf . Then any
perturbation △A such that Xc,Xf remain complementary invariant subspaces of A+△A if
(A+△A)Xa = XaΛˆa and (A+△A)Xf = Xf Λˆf
for some Λˆa ∈ Kp×p and Λˆf ∈ K(n−p)×(n−p). For any arbitrary Λˆa and Λˆf , △A must satisfy
△AXa = XaΛˆa − AXa, and △AXf = Xf Λˆf −AXf ,
which further implies △AX =
[
XaΛˆa −AXa Xf Λˆf − AXf
]
where X =
[
Xa Xf
]
which
is a nonsingular matrix. Then the desired result follows by using equation (6). 
Moreover, if R(X) = X is an invariant subspace with AX = XD where X is a full rank
matrix, then σ(A|X ) = σ(D) where σ(A|X ) denotes the spectrum of the restriction of the
matrix A to the subspace X . Then we have the following observation from Theorem 2.2. If
Xc is an invariant subspace of A ∈ K
n×n with AXc = XcΛc, Xc ∈ K
n×p, Λc ∈ K
p×p then a
set of perturbations △A ∈ Kn×n such that σ(A+△A|Xc) = σ(A|Xc) is given by
△A = (XaPΛcP
−1 −AXa)X
†
a + Z(I −XaX
†
a)
where P ∈ Kp×p is a nonsingular matrix, Xa ∈ Kn×p is a full rank matrix such that R(Xa) =
Xc, and Z ∈ Kn×n is arbitrary. Indeed, assuming (A +△A)Xa = Xa(PΛcP−1) the desired
result follows.
2.2 Structured case
In this section we determine no spillover structured perturbations which reproduce a desired
invariant subspace and preserve a given invariant subspace of a structured matrix. First,
we briefly review the properties of invariant subspaces of a matrix A ∈ S where S ∈ {L, J}.
Here, as defined in Section 1, L and J are Lie and Jordan algebra defined by a scalar product
〈·, ·〉H on Kn where H is a unitary matrix and H⋆ = ǫ1H, ǫ1 ∈ {−1, 1}, ⋆ ∈ {T, ∗}. Besides,
A[⋆] = H−1A⋆H = ǫ2A, ⋆ ∈ {T, ∗}, where ǫ2 = 1 if A ∈ S = J, and ǫ2 = −1 if A ∈ S = L.
Then we have the following proposition.
Proposition 2.3. Let A ∈ S ⊂ Kn×n. Suppose (Xj ,Λj) ∈ Kn×pj × Kpj×pj , j = 1, 2 are
invariant pairs of A. Then:
(a) X⋆jHAXk = ǫ2Λ
⋆
jX
⋆
jHXk = X
⋆
jHXkΛk where j, k ∈ {1, 2},
(b) X⋆jHXk = 0 whenever σ(ǫ2Λ
⋆
j ) ∩ σ(Λk) = ∅.
Proof: Suppose AXj = XjΛj and AXk = XkΛk where j, k ∈ {1, 2}. Then premultiplying
the previous equation by H and operating ⋆ on both sides, X⋆jA
⋆H = Λ⋆jX
⋆
jH . Further
postmultiplying it by Xk and using A
⋆H = ǫ2HA we obtain X
⋆
jHAXk = ǫ2Λ
⋆
jX
⋆
jHXk.
Finally, premultiplying AXk = XkΛk by X
⋆
jH it follows that X
⋆
jHAXk = X
⋆
jHXkΛk, and
hence (a) follows. Solving the Sylvester equation ǫ2Λ
⋆
jX
⋆
jHXk −X
⋆
jHXkΛk = 0, the desired
result in (b) follows. 
We recall the following result from [1].
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Theorem 2.4 (Theorem 3.1 and Theorem 3.3, [1]). Let (X,B) ∈ Kn×p×Kn×p. Then there ex-
ists a matrix A ∈ S such that AX = B if and only if BX†X = B and X⋆HB = ǫ1ǫ2(X⋆HB)⋆.
If this condition is satisfied then any such matrix A is given by1
A = BX† + ǫ1ǫ2H
−1
[
(HBX†)⋆ − (X†)⋆(X⋆HB)⋆X†
]
+H−1(I −XX†)⋆Z(I −XX†) (7)
where Z ∈ Kn×n such that Z⋆ = ǫ1ǫ2Z. Further, the unique minimal perturbation Ao ∈ S for
which ‖Ao‖F = min{‖A‖F : A ∈ S, AX = B} is given by
Ao = BX
† + ǫ1ǫ2H
−1
[
(HBX†)⋆ − (X†)⋆(X⋆HB)⋆X†
]
which is obtained by setting Z = 0 in equation (7).
First we determine all structured perturbations of a structured matrix for which a subspace
becomes an invariant subspace of the updated matrix.
Proposition 2.5. Let A ∈ S ⊂ Kn×n and Xa be a subspace of Kn of dimension p. Then
Xa is an invariant subspace of A+△A for some △A ∈ S if and only if there exists a matrix
Λa ∈ Kp×p such that X⋆aHXaΛa = ǫ2Λ
⋆
aX
⋆
aHXa where Xa ∈ K
n×p is a full column rank
matrix with R(Xa) = Xa. If such a matrix Λa exists then any such perturbation △A ∈ S is
given by
△A = (XaΛa −AXa)X
†
a + ǫ1ǫ2H
−1[
(
H(XaΛa −AXa)X
†
a
)⋆
− (X†a)
⋆(X⋆aHXaΛa
−X⋆aHAXa)
⋆X†a] +H
−1(I −XaX
†
a)Z(I −XaX
†
a)
where Z ∈ Kn×n with Z⋆ = ǫ1ǫ2Z such that (A + △A)Xa = XaΛa. In particular, setting
Z = 0, the matrix △A = △Ao provides the minimal perturbation.
Proof: Note that Xa is an invariant subspace of A +△A if (A +△A)Xa ⊂ Xa, that is if
there exist a matrix Λa ∈ Kp×p such that (A+△A)Xa = XaΛa. Therefore △A must satisfy
△AXa = XaΛa −AXa. (8)
From Theorem 2.4 it follows that equation (8) has a solution △A ∈ S if and only if
(XaΛa −AXa)X
†
aXa = (XaΛa −AXa) and (9)
(X⋆aHXaΛa −X
⋆
aHAXa) = ǫ1ǫ2 (X
⋆
aHXaΛa −X
⋆
aHAXa)
⋆
. (10)
As Xa ∈ K
n×p is a full column rank matrix so X†a = (X
⋆
aXa)
−1X⋆a hence condition (9)
holds. Further A ∈ S that is (HA) = ǫ1ǫ2(HA)⋆ so condition (10) holds if and only if
X⋆aHXaΛa = ǫ2Λ
⋆
aX
⋆
aHXa. The rest follows from Theorem 2.4. 
Now we determine structured perturbations of a Jordan or Lie algebra structured matrix
under which an invariant subspace of the matrix is preserved. In addition, under certain
assumptions, no spillover perturbations are obtained which preserve complementary invariant
subspaces of the matrix, one of which need not be known.
Theorem 2.6. Suppose S ∈ {L, J} and ⋆ ∈ {T, ∗}. Let A ∈ S ⊂ Kn×n. Suppose Xc is an
invariant subspace of A of dimension p ≤ n such that AXc = XcΛc where Xc ∈ Kn×p is a
full rank matrix with R(Xc) = Xc and Λc ∈ K
p×p. Then Xc remains an invariant subspace of
A+△A for some matrix △A ∈ S if and only if there exist a matrix Λa ∈ Kp×p such that
R⋆(X⋆cHXc)RΛa = ǫ2Λ
⋆
aR
⋆(X⋆cHXc)R
for some nonsingular matrix R ∈ Kp×p.
1Here we mention that there is a typo in [Section 3, Page 4, [1]], the correct expression of F∗(X,B) should
be BX† − (BX†)∗ +X†(X∗B)∗X† if (X∗B)∗ = −X∗B.
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If such a matrix Λa exists then any such perturbation △A ∈ S is given by
△A = XcR˜(XcR)
† + ǫ1ǫ2H
−1
[
(HXcR˜(XcR)
†)⋆ − ((XcR)
†)⋆(R⋆X⋆cHXcR˜)
⋆(XcR)
†
]
+H−1
(
I − (XcR)(XcR)
†
)
Z
(
I − (XcR)(XcR)
†
)
such that (A + △A)(XcR) = (XcR)Λa, where Z ∈ Kn×n satisfies Z⋆ = ǫ1ǫ2Z and R˜ =
RΛa − ΛcR.
Proof: Note that Xc is an invariant subspace of A+△A for some△A ∈ S if there exists a full
rank matrix Xa ∈ K
n×p such that (A+△A)Xa = XaΛa where R(Xa) = Xc and Λa ∈ K
p×p.
Then Xa = XcR for some nonsingular matrix R ∈ Kp×p since R(Xc) = Xc. Consequently,
AXa = AXcR = XcΛcR. Then the desired △A has to satisfy
△AXcR = Xc(RΛa − ΛcR). (11)
Then by Theorem 2.4 there exists a △A ∈ S which satisfies the equation (11) if and only if
R⋆(X⋆cHXc)(RΛa − ΛcR) = ǫ1ǫ2 (R
⋆(X⋆cHXc)(RΛa − ΛcR))
⋆
. (12)
Moreover, since A ∈ S and AXc = XcΛc so by part (a) of Proposition 2.3 we have
X⋆cHXcΛc = ǫ1ǫ2 (X
⋆
cHXcΛc)
⋆
, and hence the condition (12) reduces to,
R⋆X⋆cHXcRΛa = ǫ2Λ
⋆
aR
⋆X⋆cHXcR (13)
and therefore the desired result follows. 
Next we determine no spillover structured perturbations which preserve complementary
invariant subspaces of a structured matrix one of which need not be known.
Theorem 2.7. Let Xc be an invariant subspace of a matrix A ∈ S ⊂ Kn×n of dimension
p. Let Xc be a full rank matrix such that AXc = XcΛc and R(Xc) = Xc with Λc ∈ Kp×p.
Choose a matrix Λa ∈ Kp×p such that X⋆cHXcΛa = ǫ1ǫ2(X
⋆
cHXcΛa)
⋆. Then a perturbation
△A ∈ S such that the complementary invariant subspaces Xc and Xf of A are preserved as
complementary invariant subspaces of A+△A, is given by
△A = BX−1 + ǫ1ǫ2H
−1
[
(HBX−1)⋆ − (X−1)⋆(X⋆HB)⋆X−1
]
where X =
[
Xc Xf
]
, B =
[
XcΛa −AXc 0
]
, if there exists a matrix Λf ∈ K(n−p)×(n−p)
such that AXf = XfΛf , σ(ǫ2Λ
⋆
c) ∩ σ(Λf ) = ∅, and R(Xf) = Xf . Thus
(A+△A)
[
Xc Xf
]
=
[
Xc Xf
] [Λa 0
0 Λf
]
.
In addition, if Xf and Λf are not known but the existence of these matrices are assumed
then the complementary invariant subspaces Xc and Xf of A remain invariant for the perturbed
matrix A+△A ∈ S where the no spillover perturbation of rank less equal to p is given by
△A = Xc(Λa − Λc)(X
⋆
cHXc)
−1X⋆cH.
Proof: Let Λf ∈ K(n−p)×(n−p) be a matrix such that AXf = XfΛf and σ(ǫ2Λ⋆c)∩σ(Λf ) = ∅.
Then by Proposition 2.3 (b) it follows that X⋆cHXf = 0. Then we show that there exists a
matrix △A ∈ S such that (A+△A)Xf = XfΛf and (A+△A)Xc = XcΛa, that is,
△A
[
Xc Xf
]
=
[
XcΛa −AXc 0
]
.
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From Theorem 2.4, such a △A exists since[
Xc Xf
]⋆
H
[
XcΛa −AXc 0
]
=
[
X⋆cHXcΛa −X
⋆
cHAXc 0
X⋆fHXcΛa −X
⋆
fHAXc 0
]
=
[
X⋆cHXcΛa −X
⋆
cHXcΛc 0
0 0
]
= ǫ1ǫ2
([
X⋆cHXcΛa −X
⋆
cHXcΛc 0
0 0
])⋆
= ǫ1ǫ2
([
Xc Xf
]⋆
H
[
XcΛa −AXc 0
])⋆
,
where the second last step follows from the assumption X⋆cHXcΛa = ǫ1ǫ2(X
⋆
cHXcΛa)
⋆, and
by Proposition 2.3 (a), which gives X⋆cHXcΛc = ǫ1ǫ2(X
⋆
cHXcΛc)
⋆.
However, if the matrices Xf and Λf are not known then assuming the existence of such
matrices, a required structured no spillover perturbation is determined as follows. Let △A =
AˆX⋆cH for some Aˆ ∈ K
n×p. Then it obviously follows that △AXf = 0 = AXf −XfΛf . The
matrix Aˆ can be found by solving the matrix equation
AˆX⋆cHXc = XcΛa −AXc = Xc(Λa − Λc) (14)
such that △A = AˆX⋆cH ∈ S. Further [Xc Xf ] , H are invertible and X
⋆
cHXf = 0, since
σ(ǫ2Λ
⋆
c) ∩ σ(Λf ) = ∅. Hence [Xc Xf ]
⋆
H [Xc Xf ] = diag
(
X⋆cHXc, X
⋆
fHXf
)
is invertible,
thus X⋆cHXc is nonsingular. Therefore solving equation (14) we obtain
△A = Xc(Λa − Λc)(X
⋆
cHXc)
−1X⋆cH.
Thus it still needs to prove that △A[⋆] = ǫ2△A.
Note that, as per the assumption, (X⋆cHXc)Λa = ǫ1ǫ2(X
⋆
cHXcΛa)
⋆ = ǫ2Λ
⋆
aX
⋆
cHXc. Fur-
ther by Proposition 2.3 (a), (X⋆cHXc)Λc = ǫ2Λ
⋆
cX
⋆
cHXc. Subtracting these two equations,
we obtain
(X⋆cHXc)
−1(Λ⋆a − Λ
⋆
c) = ǫ2(Λa − Λc)(X
⋆
cHXc)
−1. (15)
Then
(△A)[⋆] = H−1(△A)⋆H
= ǫ1H
−1
[
H⋆Xc(XcHXc)
−1(Λa − Λc)
⋆X⋆c
]
H
= ǫ1H
−1
[
ǫ2H
⋆Xc(Λa − Λc)(X
⋆
cHXc)
−1X⋆c
]
H, by equation (15)
= ǫ2H
−1HXc(Λa − Λc)(X
⋆
cHXc)
−1X⋆cH
= ǫ2△A.
This completes the proof. 
We emphasize that the spectral condition σ(ǫ2Λ
⋆
c) ∩ σ(Λf ) = ∅ is not a strong condition
to be satisfied by Λf and Λc. Note that σ(A) = σ(Λc)∪ σ(Λf ). Further, from Proposition 3.1
(a), it follows that eigenvalues of a structured matrix A ∈ S occur in pairs (λ, ǫ2λ⋆). Thus
the spectral condition on Λf and Λc eventually means that each of these matrices should
preserve the eigenvalue pairing of A. An important feature of the perturbations △A derived
in Theorem 2.7 is that
σ(A +△A|Xc) = Λa 6= σ(A|Xc) and σ(A+△A|Xf ) = σ(A|Xf ).
3 Modifying eigenvalues and preserving Jordan chains
under structured perturbations
In this section we consider the problem (P1), that is, we determine structured perturbations
of a structured matrix such that the corresponding perturbed matrices reproduce a desired
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set of eigenvalues and preserve Jordan chains of the unperturbed matrix. We emphasize that
it is desirable to find a real structured perturbation △A when the given structured matrix A
is real.
Recall that we consider the space of structured matrices S ∈ {J,L} where J and L are the
Jordan and Lie algebra defined by a scalar product 〈·, ·〉H on Kn. Here H is a unitary matrix
when K = C, and H is an orthogonal matrix when K = R, and H⋆ = ǫ1H, ǫ1 ∈ {1,−1} where
⋆ = ∗ (conjugate transpose) when K = C and ⋆ = T (transpose) when K = R. Besides, if
A ∈ S then A[⋆] = ǫ2A where ǫ2 ∈ {1,−1}. Moreover ǫ2 = 1 if S = J, and ǫ2 = −1 if S = L.
Then we have following proposition about the Jordan pairs of structured matrices.
Proposition 3.1. Let A ∈ S. Then the following are true.
(a) λ is an eigenvalue of A if and only if ǫ2λ
⋆ is an eigenvalue of A. Indeed the partial
multiplicities corresponding to ǫ2λ
⋆ are equal to those corresponding to λ.
(b) Let (λ1, X1) and (λ2, X2) be Jordan pairs of A. Then X
⋆
1HX2 = 0 if λ2 6= ǫ2λ
⋆
1. Thus
if X =
[
X1 X2
]
then X⋆HX = diag (X⋆1HX1, X
⋆
2HX2) . In particular, if (λ,X) is a
Jordan pair of A ∈ S and λ 6= ǫ2λ
⋆ then X⋆HX = 0.
(c) Let (λ,X) be a Jordan pair of A such that λ 6= ǫ2λ⋆ then there must exist another
Jordan pair (ǫ2λ
⋆, X˜) of A such that #(X˜) = #(X). Then taking X0 =
[
X X˜
]
we
have X⋆0HX0 =
[
0 X⋆HX˜
ǫ1(X
⋆HX˜)⋆ 0
]
.
(d) If λ = ǫ2λ
⋆ is an eigenvalue of A corresponding to right eigenvector x then Hx is the
corresponding left eigenvector. However, in this case 〈x, x〉H need not be zero.
Proof: The proof of (a) follows from the fact that A is unitarily similar to ǫ2A
⋆. As (λ1, X1)
and (λ2, X2) are Jordan pairs of A so that AX1 = X1J(λ1) and AX2 = X2J(λ2) where J(λi)
denotes the Jordan block corresponding to λi of size #(Xi), i = 1, 2. By Proposition 2.3(b)
it follows that X⋆1HX2 = 0 whenever λ2 6= ǫ2λ
⋆
1 thus (b) follows. Next, as (λ,X) is a Jordan
pair of A so AX = XJ(λ) where J(λ) is a Jordan block corresponding to λ of size #(X).
Since λ 6= ǫ2λ⋆ so by Proposition 3.1 (a) it follows that ǫ2λ⋆ must be an eigenvalue of A
whose partial multiplicity is same as the partial multiplicity of λ hence there must exist a
matrix X˜ with #(X˜) = #(X) satisfying AX˜ = X˜J(ǫ2λ
⋆). Thus (ǫ2λ
⋆, X˜) is a Jordan pair of
A. Further by Proposition 2.3 (b) it follows that X⋆HX = X˜⋆HX˜ = 0 as λ 6= ǫ2λ⋆. Hence
taking X0 =
[
X X˜
]
we have X⋆0HX0 =
[
0 X⋆HX˜
ǫ1(X
⋆HX˜)⋆ 0
]
where the last equality
follows by using X˜⋆HX = ǫ1(X
⋆HX˜)⋆. Proof of (d) is as follows. If Ax = λx then
HAx = λHx⇒ ǫ2A
⋆Hx = λHx⇒ (Hx)⋆A = ǫ2λ
⋆(Hx)⋆.
This completes the proof. 
Then we have the following results on eigenvectors of A ∈ S.
Corollary 3.2. Let (λ1, x1) and (λ2, x2) be eigenpairs of A ∈ S. Then 〈x1, x2〉H = 0 if
λ2 6= ǫ2λ
⋆
1. Thus if X =
[
x1 x2
]
then X⋆HX = diag (x⋆1Hx1, x
⋆
2Hx2) . In particular, if
(λ, x) is an eigenpair of A ∈ S and λ 6= ǫ2λ⋆ then 〈x, x〉H = 0.
Corollary 3.3. Let (λ, x) be an eigenpair of A ∈ S such that λ 6= ǫ2λ
⋆, then by part (a) of
Proposition 3.1, there exists another eigenvalue ǫ2λ
⋆ of A with corresponding eigenvector x˜.
Taking X0 = [x x˜] we obtain
X⋆0HX0 =
[
0 h
ǫ1h
⋆ 0
]
since by (b) of Proposition 2.3 we have 〈x, x〉H = 〈x˜, x˜〉H = 0 and 〈x, x˜〉H = ǫ1(〈x˜, x〉H)
⋆ =
ǫ1h
⋆ where h = 〈x˜, x〉H . In particular X⋆0HX0 is nonsingular when h = 〈x˜, x〉H 6= 0.
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Now we have the following theorem which describes the choice of structured perturbations
for a given structured matrix such that the perturbed matrices reproduce a set of desired
eigenvalues while keeping the Jordan chains of the unperturbed matrix invariant. We know
that the number of Jordan chains corresponding to an eigenvalue is the geometric multiplicity
of the eigenvalue. Let λci be an eigenvalue of A having mi number of Jordan chains then it
implies that there exist mi number of Jordan pairs of A corresponding to λ
c
i and we denote
them as (λci , X
c
i,l), l = 1, . . . ,mi. Suppose α(λ
c
i ) denotes the algebraic multiplicity of an
eigenvalue λci then it follows that α(λ
c
i ) =
∑mi
l=1#(X
c
i,l). We recall that (λ
c
i , X
c
i,l) said to be
a Jordan pair of A if it satisfies AXci,l = X
c
i,lJl(λ
c
i ) where Jl(λ
c
i ) denotes the Jordan block
corresponding to λci of size #(X
c
i,l).
Theorem 3.4. Let A ∈ S ⊂ Cn×n. Suppose {(λci , X
c
i,l)}
mi
l=1, {(ǫ2λ
c
i , X˜
c
i,l)}
mi
l=1, {(λ
c
j = ǫ2λ
c
j , X
c
j,l)}
mj
l=1
are Jordan pairs of A, where λci 6= ǫ2λ
c
i , i = 1, . . . , q, j = 2q+1, . . . , p. Let λ
a
i , λ
a
j be a collection
of scalars with λai 6= ǫ2λ
a
i and λ
a
j = ǫ2λ
a
j , i = 1, . . . , q, j = 2q + 1, . . . , p. Then any struc-
tured perturbation △A ∈ S of A for which {(λai , X
c
i,l)}
mi
l=1, {(ǫ2λ
a
i , X˜
c
i,l)}
mi
l=1, {(λ
a
j , X
c
j,l)}
mj
l=1
are Jordan pairs of A+△A is given by
△A = Xc(Λa − Λc)X
†
c + ǫ2H
−1(X†c )
∗(Λa − Λc)
∗X∗cH −H
−1(X†c )
∗X∗cHXc(Λa − Λc)X
†
c
+H−1(I −XcX
†
c )Z(I −XcX
†
c ),
where Xc =
[
Xc1 . . . X
c
q X
c
2q+1 . . . X
c
p
]
, Xci =
[
Xˆci X˜
c
i
]
, Xˆci =
[
Xci,1 . . . X
c
i,mi
]
, X˜ci =[
X˜ci,1 . . . X˜
c
i,mi
]
, Xcj =
[
Xcj,1 . . . X
c
j,mj
]
, Λc = diag(Λ
c
1, . . . ,Λ
c
q, Λ
c
2q+1, . . . ,Λ
c
p),Λ
c
i = diag(Λˆ
c
i , Λ˜
c
i),
Λˆci = diag(J1(λ
c
i ), . . . , Jmi(λ
c
i )), Λ˜
c
i = diag(J1(ǫ2λ
c
i ), . . . , Jmi(ǫ2λ
c
i )), Λ
c
j = diag(J1(λ
c
j),
. . . , Jmj (λ
c
j)), Λa = diag(Λ
a
1 , . . . ,Λ
a
q , Λ
a
2q+1, . . . ,Λ
a
p), Λ
a
i = diag(Λˆ
a
i , Λ˜
a
i ), Λˆ
a
i = diag(J1(λ
a
i ),
. . . , Jmi(λ
a
i )), Λ˜
a
i = diag(J1(ǫ2λ
a
i ), . . . , Jmi(ǫ2λ
a
i )), Λ
a
j = diag(J1(λ
a
j ), . . . , Jmj (λ
a
j )) with
#Jl(λ
a
i ) = #Jl(λ
c
i ), l = 1, . . . ,mi, #Jl(λ
a
j ) = #Jl(λ
c
j), l = 1, . . . ,mj and Z
∗ = ǫ1ǫ2Z ∈ Cn×n
is arbitrary.
Let λfk , k = r + 1, . . . , n be the rest of the eigenvalues of A with r =
∑q
i=1 2α(λ
c
i ) +∑p
j=2q+1 α(λ
c
j). If{
λci , ǫ2λ
c
i , λ
c
j : i = 1, . . . , q, j = 2q + 1, . . . , p
}
∩ {λfk : k = r + 1, . . . , n} = ∅
then a no spillover structured perturbation of rank r is given by
△A = Xc(Λa − Λc)(X
∗
cHXc)
−1X∗cH. (16)
Proof: It is given that AXci = X
c
iΛ
c
i , AX
c
j = X
c
jΛ
c
j holds and as λ
c
i , ǫ2λ
c
i , λ
c
j are all different
so from Proposition 2.3 (b) we haveX∗cHXc = diag((X
c
1)
∗HXc1 , . . . , (X
c
q)
∗HXcq , (X
c
2q+1)
∗HXc2q+1,
. . . , (Xcp)
∗HXcp). Further by Proposition 2.3 (b) it implies that (Xˆ
c
i )
∗HXˆci = (X˜
c
i )
∗HX˜ci = 0
as λci 6= ǫ2λ
c
i , thus (X
c
i )
∗HXci =
[
0 (Xˆci )
∗HX˜ci
ǫ1((Xˆ
c
i )
∗HX˜ci )
∗ 0
]
. Therefore by a simple com-
putation it follows that X∗cHXc(Λa−Λc) = ǫ1ǫ2(X
∗
cHXc(Λa−Λc))
∗. Hence setting R as the
identity matrix the condition in equation (12) is achieved and the desired expression for the
matrix
△A = Xc(Λa − Λc)X
†
c + ǫ2H
−1(X†c )
∗(Λa − Λc)
∗X∗cH −H
−1(X†c )
∗X∗cHXc(Λa − Λc)X
†
c
+H−1(I −XcX
†
c )Z(I −XcX
†
c ) ∈ S,
follows from Theorem 2.6 with Z∗ = ǫ1ǫ2Z ∈ Cn×n is arbitrary.
Further, since
{
λci , ǫ2λ
c
i , λ
c
j : i = 1, . . . , q, j = 2q + 1, . . . , p
}
∩{λfk : k = r+1, . . . , n} = ∅
then the existence of structured no spillover perturbation is guaranteed by Theorem 2.7 and
the structured no spillover perturbation is given by△A = Xc(Λa−Λc)(X∗cHXc)
−1X∗cH ∈ S.
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The following theorem presents the structured solution to problem (P1) when all the
eigenvalues λci , which are to be changed, are simple.
Theorem 3.5. Let A ∈ S ⊂ Cn×n. Suppose (λci , x
c
i ), (ǫ2λ
c
i , x˜
c
i ), (λ
c
j = ǫ2λ
c
j , x
c
j) are eigenpairs
of A where i = 1 : q, j = 2q + 1 : p, and λci 6= ǫ2λ
c
i . Let λ
a
i , λ
a
j be a collection of scalars
with λai 6= ǫ2λ
a
i and λ
a
j = ǫ2λ
a
j where i = 1 : q, j = 2q + 1 : p. Suppose the eigenvalues
λci , ǫ2λ
c
i , λ
c
j are all simple and distinct. Then any structured perturbation △A ∈ S of A for
which (λai , x
c
i ), (ǫ2λ
a
i , x˜
c
i ), (λ
a
j , x
c
j) are eigenpairs of A+△A is given by
△A = Xc(Λa − Λc)X
†
c + ǫ2H
−1(X†c )
∗(Λa − Λc)
∗X∗cH −H
−1(X†c )
∗X∗cHXc(Λa − Λc)X
†
c
+H−1(I −XcX
†
c )Z(I −XcX
†
c ),
where Xc =
[
Xc1 . . . X
c
q x
c
2q+1 . . . x
c
p
]
, Xci =
[
xci x˜
c
i
]
, Λc = diag(Λ
c
1, . . . ,Λ
c
q,
λc2q+1, . . . , λ
c
p), Λ
c
i = diag(λ
c
i , ǫ2λ
c
i ), Λa = diag(Λ
a
1 , . . . ,Λ
a
q , λ
a
2q+1, . . . , λ
a
p), Λ
a
i = diag(λ
a
i , ǫ2λ
a
i ),
and Z∗ = ǫ1ǫ2Z ∈ C
n×n is arbitrary.
Let λfk , k = p+ 1, . . . , n be the rest of the eigenvalues of A. If{
λci , ǫ2λ
c
i , λ
c
j : i = 1, . . . , q, j = 2q + 1, . . . , p
}
∩ {λfk : k = p+ 1, . . . , n} = ∅
then a no spillover structured perturbation of rank p is given by
△A = Xc(Λa − Λc)(X
∗
cHXc)
−1X∗cH. (17)
Proof: It is given that AXci = X
c
iΛ
c
i and Ax
c
j = λ
c
jx
c
j holds. Since λ
c
i , ǫ2λ
c
i , λ
c
j are
all distinct so using Proposition 2.3 (b) and applying Corollary 3.3 we obtain X∗cHXc =
diag(Γ1, . . . ,Γq, (x
c
2q+1)
∗Hxc2q+1, . . . , (x
c
p)
∗Hxcp) with Γi =
[
0 (xci )
∗Hx˜ci
ǫ1((x
c
i )
∗Hx˜ci )
∗ 0
]
. Hence
it follows thatX∗cHXc(Λa−Λc) = ǫ1ǫ2(X
∗
cHXc(Λa−Λc))
∗ holds. Therefore the desired result
follows from Theorem 3.4. 
Remark 3.6. Note that, a sufficient condition [29] for preservation of an eigenvalue λ of a
matrix A under perturbation is that the geometric multiplicity of λ should be greater than the
rank of the perturbation. However, Theorem 3.4 shows that this need not be a necessary con-
dition for preserving eigenvalues of structured matrices under structured perturbation. Notice
that all the eigenvalues λfk that are preserved under the no spillover perturbation in equation
(16) is independent of geometric multiplicities of the λfk . For example consider a symmetric
matrix
A =
−0.69970 −1.43911 0.76575−1.43911 1.46812 2.08426
0.76575 2.08426 2.10423
 .
Taking H as the identity matrix of order 3 it follows that A ∈ J. Then λc1 = −2.1246, λ
c
2 =
1.0711, λf3 = 3.9262 are eigenvalues of A. Suppose we wish to replace the eigenvalues λ
c
1, λ
c
2
of A by the desired numbers λa1 = 2.1457, λ
a
2 = 1.3342 in such a way that λ
a
1 , λ
a
2 , λ
f
3 becomes
the eigenvalues of A + △A, that is λf3 remains the eigenvalue of A and A + △A for some
perturbation △A. Then taking
Λc = diag(−2.1246, 1.0711), Xc =
−0.74904 0.65664−0.53038 −0.51457
0.39704 0.55141
 , Λa = diag(2.1457, 1.3342)
and using the expression in equation (16) we obtain a no spillover structured perturbation
△A =
 2.50934 1.60757 −1.174721.60757 1.27089 −0.97390
−1.17472 −0.97390 0.75318
 .
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Then we have verified that λa1 , λ
a
2 , λ
f
3 are eigenvalues of A+△A, that is λ
f
3 is the eigenvalue
of A and A + △A. Also we note that rank(△A) = 2 whereas geometric multiplicity of λf3
is 1. Therefore the given condition in [29] for preservation of eigenvalue is not a necessary
condition.
In the next theorem we present the real structured solution to problem (P1) for structured
matrix A ∈ L ⊂ Rn×n with real H = ǫ1HT . For a matrix Z = [zij ] ∈ Cn×n we denote
Z = .[zij ].
Theorem 3.7. Let A ∈ L ⊂ Rn×n. Suppose λcj ∈ Cr (R ∪ iR), is a nonzero eigenvalue of A
and {(λcj , X
c
j,l)}
mj
l=1, {(λ
c
j , X
c
j,l)}
mj
l=1, {(−λ
c
j , X˜
c
j,l)}
mj
l=1, {(−λ
c
j , X˜
c
j,l)}
mj
l=1 are the corresponding
Jordan pairs of A, j = 1, . . . , r1. Let λ
c
k ∈ iR be a nonzero eigenvalue of A and {(λ
c
k, X
c
k,l)}
mk
l=1,
{(λck, X
c
k,l)}
mk
l=1 are the Jordan pairs associated with λ
c
k, k = r1 + 1, . . . , r2. Let λ
c
r ∈ R be a
nonzero eigenvalue of A and {(λcr, X
c
r,l)}
mr
l=1, {(−λ
c
r, X˜
c
r,l)}
mr
l=1 are the associated Jordan pairs
of A, r = r2 + 1, . . . , p.
Let λaj , λ
a
k, λ
a
r be a collection of scalars with λ
a
j ∈ Cr (R∪ iR), λ
a
k ∈ iR and λ
a
r ∈ R where
j = 1, . . . , r1, k = r1 + 1, . . . , r2, r = r2 + 1, . . . , p. Then any real structured perturbation
△A ∈ L of A for which {(λaj , X
c
j,l)}
mj
l=1, {(λ
a
j , X
c
j,l)}
mj
l=1, {(−λ
a
j , X˜
c
j,l)}
mj
l=1, {(−λ
a
j , X˜
c
j,l)}
mj
l=1,
{(λak, X
c
k,l)}
mk
l=1, {(λ
a
k, X
c
k,l)}
mk
l=1, {(λ
a
r , X
c
r,l)}
mr
l=1, {(−λ
a
r , X˜
c
r,l)}
mr
l=1 are Jordan pairs of A+△A
is given by
△A = Xc(Λa − Λc)X
†
c −H
−1(X†c )
∗(Λa − Λc)
∗X∗cH −H
−1(X†c )
∗X∗cHXc(Λa − Λc)X
†
c
+H−1(I −XcX
†
c )Z(I −XcX
†
c ),
where
Xc =
[
Xc1 . . . X
c
r1
Xcr1+1 . . .X
c
r2
Xcr2+1 . . .X
c
p
]
,
Xcj =
[
Y cj Z
c
j
]
, Y cj =
[
Xˆcj Xˆ
c
j
]
, Zcj =
[
X˜cj X˜
c
j
]
, Xˆcj =
[
Xcj,1 . . .X
c
j,mj
]
, X˜cj =
[
X˜cj,1 . . . X˜
c
j,mj
]
, Xck =[
Xˆck Xˆ
c
k
]
, Xˆck =
[
Xck,1 . . .X
c
k,mk
]
, Xcr =
[
Xˆcr X˜
c
r
]
, Xˆcr =
[
Xcr,1 . . .X
c
r,mr
]
, X˜cr =
[
X˜cr,1 . . . X˜
c
r,mr
]
,
Λc = diag(Λ
c
1, . . . ,Λ
c
r1
,Λcr1+1, . . . ,Λ
c
r2
, Λcr2+1, . . . ,Λ
c
p),
Λcj = diag(U
c
j , V
c
j ), U
c
j = diag(Λˆ
c
j , Λˆ
c
j), V
c
j = diag(Λ˜
c
j , Λ˜
c
j), Λˆ
c
j = diag(J1(λ
c
j), . . . , Jmj (λ
c
j)),
Λ˜cj = diag(J1(−λ
c
j), . . . , Jmj (−λ
c
j)), Λ
c
k = diag(Λˆ
c
k, Λˆ
c
k), Λˆ
c
k = diag(J1(λ
c
k), . . . , Jmk(λ
c
k)),
Λcr = diag(Λˆ
c
r, Λ˜
c
r), Λˆ
c
r = diag(J1(λ
c
r), . . . , Jmr (λ
c
r)), Λ˜
c
r = diag(J1(−λ
c
r), . . . , Jmr(−λ
c
r)),
Λa = diag(Λ
a
1 , . . . ,Λ
a
r1
, Λar1+1, . . . ,Λ
a
r2
, Λar2+1, . . . ,Λ
a
p),
Λaj = diag(U1
a
j , V 1
a
j ), U1
a
j = diag(Λˆ
a
j , Λˆ
a
j ), V 1
a
j = diag(Λ˜
a
j , Λ˜
a
j ), Λˆ
a
j = diag(J1(λ
a
j ), . . . , Jmj (λ
a
j )),
Λ˜aj = diag(J1(−λ
a
j ), . . . , Jmj (−λ
a
j )), Λ
a
k = diag(Λˆ
a
k, Λˆ
a
k), Λˆ
a
k = diag(J1(λ
a
k), . . . , Jmk(λ
a
k)),
Λar = diag(Λˆ
a
r , Λ˜
a
r), Λˆ
a
r = diag(J1(λ
a
r ), . . . , Jmr(λ
a
r )), Λ˜
a
r = diag(J1(−λ
a
r), . . . , Jmr(−λ
a
r )) with
Z = −ǫ1ZT ∈ Rn×n is arbitrary.
Moreover, if {λcj , λ
c
j , −λ
c
j , −λ
c
j , λ
c
k, λ
c
k, λ
c
r, −λ
c
r : j = 1, . . . , r1, k = r1 + 1, . . . , r2,
r = r2 + 1, . . . , p} ∩ {λfq : q = m+ 1, . . . , n} = ∅ then a real structured no spillover perturba-
tion of rank m is given by △A = Xc(Λa − Λc)(X∗cHXc)
−1X∗cH where m =
∑r1
j=1 4α(λ
c
j) +∑r2
k=r1+1
2α(λck) +
∑p
r=r2+1
2α(λcr).
Proof: It is given that AXcj = X
c
jΛ
c
j , AX
c
k = X
c
kΛ
c
k, AX
c
r = X
c
rΛ
c
r holds and as λ
c
j , λ
c
j ,
−λcj , −λ
c
j , λ
c
k, λ
c
k, λ
c
r, −λ
c
r are all different so from Proposition 2.3 (b) we have
X∗cHXc = diag((X
c
1)
∗HXc1, . . . , (X
c
r1
)∗HXcr1, (X
c
r1+1)
∗HXcr1+1, . . . , (X
c
r2
)∗HXcr2 ,
(Xcr2+1)
∗HXcr2+1, . . . , (X
c
p)
∗HXcp). Again as
{
λcj , λ
c
j
}
∩
{
−λcj , −λ
c
j
}
= ∅ so by Proposition 2.3
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(b) we have (Y cj )
∗HY cj = (Z
c
j )
∗HZcj = 0 thus (X
c
j )
∗HXcj =
[
0 (Y cj )
∗HZcj
ǫ1((Y
c
j )
∗HZcj )
∗ 0
]
.
Also λcj 6= λ
c
j therefore from Proposition 2.3 (b) we have (Xˆ
c
j )
∗HX˜cj =
(
Xˆcj
)∗
HX˜cj = 0
hence (Y cj )
∗HZcj =
[
0 (Xˆcj )
∗HX˜cj
(Xˆcj )
∗HX˜cj 0
]
. Hence (Xcj )
∗HXcj =
[
0 Γj
ǫ1Γ
∗
j 0
]
with Γj =[
0 (Xˆcj )
∗HX˜cj
(Xˆcj )
∗HX˜cj 0
]
. Further λck 6= λ
c
k so by Proposition 2.3 (b) we get (Xˆ
c
k)
∗HXˆck =(
Xˆck
)∗
HXˆck = 0, thus (X
c
k)
∗HXck = diag
(
(Xˆck)
∗HXˆck, (Xˆ
c
k)
∗HXˆck
)
. Again as λcr 6= −λ
c
r ∈ R
so from Proposition 2.3 (b) we obtain (Xˆcr )
∗HXˆcr = (X˜
c
r )
∗HX˜cr = 0, hence (X
c
r )
∗HXcr =[
0 (Xˆcr )
∗HX˜cr
ǫ1((Xˆ
c
r)
∗HX˜cr)
∗ 0
]
. It should be noted that as λcr ∈ R so its corresponding
Jordan chain consists of real vectors that is the matrices Xcr,l and X˜
c
r,l, l = 1, . . . ,mr are real.
Hence on computing we note that (Xc)
∗HXc(Λa −Λc) = −ǫ1 (X∗cHXc(Λa − Λc))
∗ holds.
Thus setting R as the identity matrix the desired condition in equation (12) is achieved.
Therefore by Theorem 2.6 we obtain the structured matrix
△A = Xc(Λa − Λc)X
†
c −H
−1(X†c )
∗(Λa − Λc)
∗X∗cH −H
−1(X†c )
∗X∗cHXc(Λa − Λc)X
†
c
+H−1(I −XcX
†
c )Z(I −XcX
†
c ) ∈ L (18)
for which {(λaj , X
c
j,l)}
mj
l=1, {(λ
a
j , X
c
j,l)}
mj
l=1, {(−λ
a
j , X˜
c
j,l)}
mj
l=1, {(−λ
a
j , X˜
c
j,l)}
mj
l=1, {(λ
a
k, X
c
k,l)}
mk
l=1,
{(λak, X
c
k,l)}
mk
l=1, {(λ
a
r , X
c
r,l)}
mr
l=1, {(−λ
a
r , X˜
c
r,l)}
mr
l=1 are Jordan pairs of A + △A with Z =
−ǫ1Z
∗ ∈ Cn×n is arbitrary.
Now we prove that △A is a real matrix for ZT = −ǫ1Z ∈ Rn×n. We note that Xc = XcR
and Xc(Λa − Λc) = Xc(Λa − Λc)R for R = diag(R1, . . . , Rr1 , Rr1+1, . . . , Rr2 ,
Rr2+1, . . . , Rp) with Rj = diag
(
R˜j , R˜j
)
, R˜j =
[
0 Isj
Isj 0
]
, Rk =
[
0 Isk
Isk 0
]
, Rr = I2sr
where sj =
∑mj
l=1#(X
c
j,l), sk =
∑mk
l=1#(X
c
k,l), sr =
∑mr
l=1#(X
c
r,l) and Iu denotes the identity
matrix of order u×u. Thus Xc(Λa − Λc)X
†
c = Xc(Λa − Λc)
(
Xc
)†
= Xc(Λa−Λc)RR−1X†c =
Xc(Λa − Λc)X†c and XcX
†
c = Xc
(
Xc
)†
= XcRR
−1X†c = XcX
†
c therefore the matrix △A in
equation (18) is a real structured matrix for arbitrary Z = −ǫ1ZT ∈ Rn×n.
Further, since {λcj , λ
c
j , −λ
c
j , −λ
c
j , λ
c
k, λ
c
k, λ
c
r, −λ
c
r : j = 1, . . . , r1, k = r1 + 1, . . . , r2,
r = r2 +1, . . . , p}∩ {λfq : q = m+1, . . . , n} = ∅ then by Theorem 2.7 it follows that X
∗
cHXc
is nonsingular and we have already verified that X∗cHXc(Λa−Λc) = −ǫ1 (X
∗
cHXc(Λa − Λc))
∗
holds. Hence the existence of structured solution to problem (P1) is guaranteed by Theorem
2.7. Thus structured no spillover perturbation follows from Theorem 2.7, and it is given by
△A = Xc(Λa − Λc)(X∗cHXc)
−1X∗cH ∈ L. Now we will show that △A is real. Note that as
H is real so
△A = Xc(Λa − Λc)
((
Xc
)∗
HXc
)−1 (
Xc
)∗
H
= Xc(Λa − Λc)R (R
∗X∗cHXcR)
−1
R∗X∗cH
= Xc(Λa − Λc)RR
−1 (X∗cHXc)
−1
(R∗)−1R∗X∗cH
= Xc(Λa − Λc) (X
∗
cHXc)
−1
X∗cH = △A,
hence △A = Xc(Λa − Λc) (X∗cHXc)
−1
X∗cH ∈ L is a real structured perturbation. This
completes the proof. 
The following theorem presents the structured solution to problem (P1) when all the
eigenvalues to be changed are simple.
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Theorem 3.8. Let A ∈ L ⊂ Rn×n. Suppose (λcj , x
c
j), (λ
c
j , x
c
j), (−λ
c
j , x˜
c
j), (−λ
c
j , x˜
c
j), (λ
c
k, x
c
k),
(λck, x
c
k) and (λ
c
r , x
c
r), (−λ
c
r, x˜
c
r) are eigenpairs of A where j = 1, . . . , r1, k = r1+1, . . . , r2, r =
r2 + 1, . . . , p and λ
c
j 6= 0 ∈ Cr (R ∪ iR), λ
c
k 6= 0 ∈ iR, λ
c
r 6= 0 ∈ R.
Let λaj , λ
a
k, λ
a
r be a collection of scalars with λ
a
j ∈ Cr (R∪ iR), λ
a
k ∈ iR and λ
a
r ∈ R where
j = 1, . . . , r1, k = r1+1, . . . , r2, r = r2+1, . . . , p. Let the eigenvalues λ
c
j , λ
c
j , −λ
c
j , −λ
c
j , λ
c
k, λ
c
k,
λcr, −λ
c
r be all simple and distinct. Then any real structured perturbation △A ∈ L of A for
which (λaj , x
c
j), (λ
a
j , x
c
j), (−λ
a
j , x˜
c
j), (−λ
a
j , x˜
c
j), (λ
a
k, x
c
k), (λ
a
k, x
c
k), (λ
a
r , x
c
r), (−λ
a
r , x˜
c
r) are eigen-
pairs of A+△A is given by
△A = Xc(Λa − Λc)X
†
c −H
−1(X†c )
∗(Λa − Λc)
∗X∗cH −H
−1(X†c )
∗X∗cHXc(Λa − Λc)X
†
c
+H−1(I −XcX
†
c )Z(I −XcX
†
c ),
where Xc =
[
Xc1 . . . X
c
r1
Xcr1+1 . . . X
c
r2
Xcr2+1 . . . X
c
p
]
, Xcj =
[
xcj x
c
j x˜
c
j x˜
c
j
]
,
Xck =
[
xck x
c
k
]
, Xcr =
[
xcr x˜
c
r
]
, Λc = diag(Λ
c
1, . . . ,Λ
c
r1
,Λcr1+1, . . . ,Λ
c
r2
, Λcr2+1, . . . ,Λ
c
p), Λ
c
j =
diag(λcj , λ
c
j , −λ
c
j , −λ
c
j), Λ
c
k = diag(λ
c
k, λ
c
k), Λ
c
r = diag(λ
c
r , −λ
c
r), Λa = diag(Λ
a
1 , . . . ,Λ
a
r1
,
Λar1+1, . . . ,Λ
a
r2
, Λar2+1, . . . ,Λ
a
p), Λ
a
j = diag(λ
a
j , λ
a
j , −λ
a
j , −λ
a
j ), Λ
a
k = diag(λ
a
k, λ
a
k), Λ
a
r = diag(λ
a
r ,
−λar), and Z
T = −ǫ1Z ∈ Rn×n is arbitrary.
Moreover, if {λcj , λ
c
j , −λ
c
j , −λ
c
j , λ
c
k, λ
c
k, λ
c
r, −λ
c
r : j = 1, . . . , r1, k = r1 + 1, . . . , r2, r =
r2+1, . . . , p}∩{λ
f
l : l = 2p+2r1+1, . . . , n} = ∅ then a real structured no spillover perturbation
of rank 2(p+ r1) is given by △A = Xc(Λa − Λc)(X
∗
cHXc)
−1X∗cH.
Proof: It is given that AXcj = X
c
jΛ
c
j , AX
c
k = X
c
kΛ
c
k, AX
c
r = X
c
rΛ
c
r holds. Since λ
c
j , λ
c
j ,
−λcj , −λ
c
j , λ
c
k, λ
c
k, λ
c
r , −λ
c
r are all distinct so using Proposition 2.3 (b) we obtain X
∗
cHXc =
diag((Xc1)
∗HXc1 , . . . , (X
c
r1
)∗HXcr1 , (X
c
r1+1)
∗HXcr1+1, . . . , (X
c
r2
)∗HXcr2 , . . . , (X
c
p)
∗HXcp). As
λcj 6= 0 ∈ C r (R ∪ iR) so from Proposition 2.3 (b) we obtain (X
c
j )
∗HXcj =
[
0 Γj
ǫ1Γ
∗
j 0
]
with Γj =
[
0 (xcj)
∗Hx˜cj
(xcj)
∗Hx˜cj 0
]
. Since λck 6= 0 ∈ iR so using Proposition 2.3 (b) we
get (Xck)
∗HXck = diag((x
c
k)
∗Hxck, (x
c
k)
∗Hxck). Again as λ
c
r 6= 0 so from corollary 3.3 we
have (Xcr)
∗HXcr =
[
0 (xcr)
∗Hx˜cr
ǫ1((x
c
r)
∗Hx˜cr)
∗ 0
]
. It should be noted that xcr and x˜
c
r are real
eigenvectors of A. Thus it is easy to verify that X∗cHXc(Λa−Λc) = −ǫ1 (X
∗
cHXc(Λa − Λc))
∗
holds. Hence the desired result follows from Theorem 3.7. 
In the next theorem we have presented a real structured solution to Problem (P1) for
structured matrix A ∈ J ⊂ Rn×n with real H = ǫ1HT .
Theorem 3.9. Let A ∈ J ⊂ Rn×n. Suppose {(λci , X
c
i,l)}
mi
l=1, {(λ
c
i , X
c
i,l)}
mi
l=1, {(λ
c
j , X
c
j,l)}
mj
l=1
are Jordan pairs of A, i = 1, . . . , r, j = 2r + 1, . . . , p, λci ∈ C r R is a nonzero eigenvalue of
A and λcj ∈ R.
Let λai , λ
a
j be a collection of scalars with λ
a
i ∈ C r R and λ
a
j ∈ R where i = 1, . . . , r,
j = 2r+1, . . . , p. Then any real structured perturbation △A ∈ J of A for which {(λai , X
c
i,l)}
mi
l=1,
{(λai , X
c
i,l)}
mi
l=1, {(λ
a
j , X
c
j,l)}
mj
l=1 are Jordan pairs of A+△A is given by
△A = Xc(Λa − Λc)X
†
c +H
−1(X†c )
∗(Λa − Λc)
∗X∗cH −H
−1(X†c )
∗X∗cHXc(Λa − Λc)X
†
c
+H−1(I −XcX
†
c )Z(I −XcX
†
c ),
where
Xc =
[
Xc1 . . . X
c
r X
c
2r+1 . . . X
c
p
]
,
Xci =
[
Xˆci Xˆ
c
i
]
, Xˆci =
[
Xci,1 . . .X
c
i,mi
]
, Xcj =
[
Xcj,1 . . . X
c
j,mj
]
,
Λc = diag(Λ
c
1, . . . ,Λ
c
r,Λ
c
2r+1, . . . ,Λ
c
p),
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Λci = diag
(
Λˆci , Λˆ
c
i
)
, Λˆci = diag(J1(λ
c
i ), . . . , Jmi(λ
c
i )), Λ
c
j = diag(J1(λ
c
j), . . . , Jmj (λ
c
j)) and
Λa = diag(Λ
a
1 , . . . ,Λ
a
r ,Λ
a
2r+1, . . . ,Λ
a
p),
Λai = diag
(
Λˆai , Λˆ
a
i
)
, Λˆai = diag(J1(λ
a
i ), . . . , Jmi(λ
a
i )), Λ
a
j = diag(J1(λ
a
j ), . . . , Jmj (λ
a
j )) with
Z = ǫ1Z
T ∈ Rn×n is arbitrary.
Moreover, if
{
λci , λ
c
i , λ
c
j : i = 1, . . . , r, j = 2r + 1, . . . , p
}
∩ {λfk : k = q + 1, . . . , n} = ∅
then a real structured no spillover perturbation is given by△A = Xc(Λa−Λc)(X∗cHXc)
−1X∗cH
where q =
∑r
i=1 2α(λ
c
i ) +
∑p
j=2r+1 α(λ
c
j).
Proof: The proof is similar to the proof of Theorem 3.7. 
The following theorem presents the structured solution to Problem (P1) when the eigen-
values to be changed are simple.
Theorem 3.10. Let A ∈ J ⊂ Rn×n. Suppose (λci , x
c
i ), (λ
c
i , x
c
i ), (λ
c
j , x
c
j) are eigenpairs of A
where i = 1, . . . , r, j = 2r + 1, . . . , p, and λci 6= 0 ∈ C r R, λ
c
j ∈ R. Let the eigenvalues
λci , λ
c
i , λ
c
j be all simple and distinct. Let λ
a
i , λ
a
j be a collection of scalars with λ
a
i ∈ CrR and
λaj ∈ R where i = 1, . . . , r, j = 2r+1, . . . , p. Then any real structured perturbation △A ∈ J of
A for which (λai , x
c
i ), (λ
a
i , x
c
i ), (λ
a
j , x
c
j) are eigenpairs of A+△A is given by
△A = Xc(Λa − Λc)X
†
c +H
−1(X†c )
∗(Λa − Λc)
∗X∗cH −H
−1(X†c )
∗X∗cHXc(Λa − Λc)X
†
c
+H−1(I −XcX
†
c )Z(I −XcX
†
c ),
where Xc =
[
Xc1 . . . X
c
r x
c
2r+1 . . . x
c
p
]
, Xci =
[
xci x
c
i
]
, Λc = diag(Λ
c
1, . . . ,Λ
c
r,
λc2r+1, . . . , λ
c
p), Λ
c
i = diag(λ
c
i , λ
c
i ), Λa = diag(Λ
a
1 , . . . ,Λ
a
r , λ
a
2r+1, . . . , λ
a
p), Λ
a
i = diag(λ
a
i , λ
a
i )
and ZT = ǫ1Z ∈ Rn×n is arbitrary.
Moreover, if
{
λci , λ
c
i , λ
c
j : i = 1, . . . , r, j = 2r + 1, . . . , p
}
∩ {λfk : k = p + 1, . . . , n} = ∅
then a real structured no spillover perturbation is given by△A = Xc(Λa−Λc)(X
∗
cHXc)
−1X∗cH.
Proof: It is given that AXci = X
c
iΛ
c
i and Ax
c
j = λ
c
jx
c
j holds. As the eigenvalues λ
c
i , λ
c
i , λ
c
j
are all distinct so from Proposition 2.3 (b) and using Corollary 3.3 we obtain X∗cHXc =
diag(Γ1, . . . ,Γr, (x
c
2r+1)
∗Hxc2r+1, . . . , (x
c
p)
∗Hxcp) with Γi =
[
0 (xci )
∗Hxci
(xci )
∗Hxci 0
]
. Hence it
is follows that X∗cHXc(Λa − Λc) = ǫ1 (X
∗
cHXc(Λa − Λc))
∗
holds. Hence the desired result
follows from Theorem 3.9. 
4 Numerical Examples
In this section we consider two numerical examples to validate the obtained results on finding
structured perturbations for a structured matrices such that a perturbed matrix reproduce a
desired set of eigenvalues and preserve the eigenvectors of the unperturbed matrix.
Example 4.1. Let A ∈ L ⊂ C4×4 corresponding to the scalar product defined by
H =

0 0 0 1
0 0 i 0
0 −i 0 0
1 0 0 0
 and
A =

1.38328 + 2.23663i −1.87526+ 1.09675i 0.28969− 1.61767i 0.00000− 0.38630i
−0.30572− 0.81666i 1.95327− 0.56098i 0.70575+ 0.00000i 1.61767− 0.28969i
1.70871 + 0.60225i −3.36711+ 0.00000i −1.95327− 0.56098i 1.09675− 1.87526i
0.00000− 0.05281i 0.60225 + 1.70871i 0.81666+ 0.30572i −1.38328 + 2.23663i
 .
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Suppose it is required to replace the eigenvalues 2.72646+1.45462i, −2.72646+1.45462i, 1.39475i
of A by the desired numbers 3.17634+1.32477i, −3.17634+1.32477i, −1.30322i on perturbing
A by A+△A. Then,
Λc = diag (2.72646+ 1.45462i, −2.72646+ 1.45462i, 1.39475i) ,
Xc =

0.73457+ 0.00000i −0.02152+ 0.24956i 0.71237+ 0.00000i
−0.27981− 0.31416i 0.02238− 0.04538i 0.06287+ 0.47116i
0.48270+ 0.00893i 0.81361+ 0.00000i −0.05350− 0.17376i
0.20304− 0.09549i −0.51181+ 0.10382i −0.46244− 0.14026i
 and
Λa = diag (3.17634+ 1.32477i, −3.17634+ 1.32477i, −1.30322i) .
Choose a skew-Hermitian matrix
Z =


0.00000 − 1.67851i 0.13730 + 1.92129i 1.06091 + 0.54389i −1.18529 − 1.28875i
−0.13730 + 1.92129i 0.00000 + 1.00253i −1.43471 + 0.93643i 0.21830 − 1.51800i
−1.06091 + 0.54389i 1.43471 + 0.93643i 0.00000 + 1.05381i −0.34779 − 1.04181i
1.18529 − 1.28875i −0.21830 − 1.51800i 0.34779 − 1.04181i 0.00000 − 0.48090i

 .
Consequently, by Theorem 3.5, the corresponding structured perturbation is given by
△A =


−0.13762 − 1.22005i −0.65838 + 0.51555i −0.12923 + 0.84764i 0.00000 + 1.62647i
0.72270 − 0.48518i 0.10142 − 0.64947i −0.63261 − 0.00000i −0.84764 + 0.12923i
0.02135 + 0.28537i −0.72900 + 0.00000i −0.10142 − 0.64947i 0.51555 − 0.65838i
0.00000 + 0.85994i 0.28537 + 0.02135i 0.48518 − 0.72270i 0.13762 − 1.22005i

 ∈ L.
Then note that ‖(A+△A)Xc−XcΛa‖F = 5.4124×10
−15
. This ensures that eigenvalues has been
replaced successfully without changing its corresponding eigenvectors.
Example 4.2. Let A ∈ J ⊂ R5×5 corresponding to the scalar product defined by
H =

0.90770 0 0 0 −0.41963
0 0.99700 0 0.07742 0
0 0 −1.00000 0 0
0 0.07742 0 −0.99700 0
−0.41963 0 0 0 −0.90770
 , and
A =

0.865624 −1.723920 −0.349127 1.693308 0.330444
−1.766399 2.575284 0.927433 0.347141 −0.037427
−0.779092 −0.886132 −4.893758 −0.567820 −2.517258
−1.118777 −0.275415 −0.497511 1.651619 1.921189
−1.458421 0.674209 −2.611835 1.330580 −1.574315
 .
Let λc1 = 2.87055 + 0.71763i, λ
c
2 = −0.65938 and λ
a
1 = 3.17331− 1.23542i, λ
a
2 = 1.33797
where λc1, λ
c
1 and λ
c
2 are simple eigenvalues of A. Let (λ
c
1, x
c
1), (λ
c
1, x
c
1), (λ
c
2, x
c
2) be eigenpairs
of A. Suppose it is required to replace the known eigenvalues λc1, λ
c
1, λ
c
2 of A by the desired
numbers λa1 , λ
a
1 , λ
a
2 such that (λ
a
1 , x
c
1), (λ
a
1 , x
c
1), (λ
a
2 , x
c
2) are eigenpairs of A +△A when rest
of the eigenpairs of A are preserved by A+△A.
Let
Λc = diag (2.87055+ 0.71763i, 2.87055− 0.71763i, −0.65938) ,
Xc =

−0.12653− 0.25223i −0.12653+ 0.25223i 0.52841
0.62285+ 0.00000i 0.62285− 0.00000i 0.45037
−0.20533+ 0.10979i −0.20533− 0.10979i −0.46451
0.47522− 0.30357i 0.47522 + 0.30357i −0.21212
0.37734− 0.13355i 0.37734 + 0.13355i 0.50714
 , and
Λa = diag (3.17331− 1.23542i, 3.17331+ 1.23542i, 1.33797) .
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Note that X∗cHXc is nonsingular and the assumption of Theorem 3.10 holds. Thus a no
spillover structured perturbation is given by
△A =

−0.647698 −1.627577 −1.550473 −1.527484 2.142323
−0.147615 −4.049645 −2.545965 1.524353 3.829506
0.432213 2.545140 1.893505 0.109324 −2.759969
1.566449 −1.994170 −0.088048 2.000580 0.059502
−0.268251 −3.458913 −2.323848 0.444879 3.406128
 ∈ J.
Further, computing the rest of the ‘fixed’ eigenpairs of A we obtain
Λf = diag (−6.28040, −0.17686) , and
Xf =

0.01522 −0.64955
−0.08140 −0.55276
0.85330 0.39494
−0.07067 −0.01486
0.50993 −0.34108
 .
Then ‖(A+△A)Xf −XfΛf‖F = 9.59611× 10−15 which ensures that unknown eigenpairs of
A remains to be eigenpairs of A+△A, whereas ‖(A+△A)Xc −XcΛa‖F = 7.31737× 10−15
guarantees that eigenvalues has been replaced successfully without changing its corresponding
eigenvectors.
Conclusion. Explicit parametric expressions of structured perturbations of a structured
matrix are obtained such that several given eigenvalues of the matrix can be modified by
a desired set of eigenvalues while preserving the Jordan chains of the unperturbed matrix.
Structured preserving perturbations are determined which in addition preserve the rest of the
Jordan pairs of the matrix that need not be known. In this case the perturbations are called no
spillover perturbations. These results are obtained by first determining structure preserving
perturbations which preserve complementary invariant subspaces of a given structured matrix.
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