Abstract-We give a fixed-parameter algorithm for the problem of enumerating all minimum-cost LCA-reconciliations involving gene duplications, gene losses, and lateral gene transfers (LGTs) for a given species tree S and a given gene tree G. Our algorithm can work for the weighted version of the problem, where the costs of a gene duplication, a gene loss, and an LGT are left to the user's discretion. The algorithm runs in Oðm þ 3 k=c nÞ time, where m is the number of vertices in S, n is the number of vertices in G, c is the smaller between a gene duplication cost and an LGT cost, and k is the minimum cost of an LCA-reconciliation between S and G. The time complexity is indeed better if the cost of a gene loss is greater than 0. In particular, when the cost of a gene loss is at least 0:614c, the running time of the algorithm is Oðm þ 2:78 k=c nÞ.
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INTRODUCTION
G ENE duplication, gene loss, and LGT are important evolutionary events in the study of evolutionary history among species [8] , [18] , [33] . Gene duplication is very common in many parts of life and its importance has long been recognized [7] , [9] , [17] , [23] , [24] . Contrary to duplications, the importance and prevalence of LGT are much controversial [10] . However, as more and more evidence for the existence of LGT is being revealed, there is growing awareness that LGT is much more common than previously thought [5] , [22] .
Phylogenetic trees have long been used to describe the evolutionary history of a set of species. Generally, the phylogenetic tree built from a single gene family (referred to as the gene tree) may disagree with the phylogenetic tree of the underlying species (referred to as the species tree) in the presence of evolutionary events, such as gene duplications, gene losses, and LGTs. Thus, we have the following problem: given a gene tree and the corresponding species tree, how to explain the discrepancy between them using these evolutionary events? Many approaches have been proposed to solve this problem [1] , [2] , [6] , [21] , [32] . Among them, computing a minimum-cost reconciliation between a species tree and a gene tree has been extensively studied in the literature [11] , [18] , [19] , [25] , [30] . A reconciliation is a mapping from the set of vertices of the gene tree into the set of vertices of the species tree based on some ancestordescendant relationships. Once a reconciliation is set up, the evolutionary events, such as gene duplications, gene losses, and LGTs, can be identified accordingly. When computing a reconciliation between a gene tree and a species tree, most of the previous studies consider only a proper subset of the three events: gene duplications, gene losses, and LGTs, where the cost of each considered event is 1.
The concept of reconciliation between a species tree and a gene tree was first introduced by Goodman et al. [12] . Subsequently, reconciliations between a gene tree and a species tree involving only gene duplications and gene losses were studied in [14] , [19] , [25] , and [30] . Hallett and Lagergren [20] study reconciliations involving LGT events only, where gene duplications and gene losses are disallowed. A fast and accurate heuristic for reconstructing LGTs for a set of gene trees and a species tree is given in [29] . Other algorithms dealing with LGTs solely can be found in [3] , [4] , and [21] .
There have been few attempts to design algorithms for simultaneous identification of duplications and LGTs. It has been proved that finding a reconciliation that minimizes both events is NP-hard [18] . To solve this problem, many algorithms proposed often require extra information as part of the input. Gó recki [13] proposes a model for reconciliations involving all the three events: gene duplication, gene loss, and
LGT. However, in his model, it is assumed that all the involved LGTs are given in advance as part of the input. In this case, the problem becomes much easier from the algorithmic point of view. Zhang et al. [34] generalize reconciliations between a gene tree and a species tree, and propose a framework to reconcile a gene tree with a species
LGT network. Under this framework, they give an efficient approach for inferring relative events of one type with assumptions on another. Doyon et al. [11] also consider reconciliations involving all the three events. In their model, a time stamp function f is also given together with a species tree S and a gene tree G. The output of their algorithm is a single minimum-cost reconciliation between S and G in which the LGT events are consistent with f. Similar work has also been done in coevolutionary studies in ecology [27] , [28] , where a "host" (respectively, "parasite") tree is the same as a species (respectively, gene) tree and "sorting" (respectively, "host switch") events are the same as gene losses (respectively, LGTs). In [28] , Merkle et al. give a dynamic programming algorithm to find a single minimum-cost reconciliation involving all the three events (i.e., duplications, sortings, and host switches). In their model, they adopt a parameteradaptive approach and no costs have to be assigned to these evolutionary events in advance as part of the input. They also associate timing information with a host tree and a parasite tree and detect whether a reconciliation is valid with respect to the given timing information.
Tofigh et al. [18] study the problem of computing a minimum-cost reconciliation between a given gene tree and a given species tree involving all the three events, where a duplication and an LGT are associated with a cost of 1 but a loss is associated with no cost. They prove that the acyclic version of the problem is NP-hard. By dropping the requirement of acyclicity, they give a polynomial-time algorithm. They also design a fixed-parameter algorithm for enumerating all minimum-cost LCA-reconciliations between a given species tree S and a given gene tree G which runs in Oðm þ 3 k nÞ time, where m is the size of S, n is the size of G, and k is the minimum total number of duplications and LGTs in an LCA-reconciliation between G and S. The work by Tofigh et al. [18] lays the foundation for dealing with the three evolutionary events simultaneously. They also mention that it would be interesting to consider weighting duplications and LGTs differently.
In this paper, we extend the work of Tofigh et al. [18] by allowing weighting gene losses together with gene duplications and LGTs. Besides, all the three events can be assigned arbitrary nonnegative integral costs. Note that assuming integral costs does not lose generality because fractional costs can be scaled up to integers. We extend the fixedparameter algorithm by Tofigh et al. [18] and design an Oðm þ 3 k=c nÞ-time fixed-parameter algorithm for our more general problem, where m is the size of S, n is the size of G, c is the smaller between a gene duplication cost and an LGT cost, and k is the minimum cost of an LCA-reconciliation between S and G. Note that like the algorithm of Tofigh et al. [18] , our algorithm does not take cycles into account. Indeed, our algorithm becomes identical to that of Tofigh et al. [18] when the cost of a gene loss is 0 and the cost of a gene duplication is the same as the cost of an LGT. The time complexity of our algorithm is indeed better than Oðm þ 3 k=c nÞ, if the cost of a gene loss is greater than 0. In particular, when the cost of a gene loss is at least 0:614c, the running time of the algorithm is Oðm þ 2:78 k=c nÞ. It is worth mentioning that Tofigh et al.'s algorithm [18] can be easily extended so that it also works in the case where a duplication is associated with an arbitrary integral cost and so is an LGT but a loss is associated with no cost. In this special case, the extended algorithm runs in Oðm þ 3 k=c nÞ-time, i.e., runs as fast as our algorithm. However, our algorithm runs faster when a gene loss is associated with a positive cost.
Tofigh et al. [18] propose to use the number of losses as a second criterion to choose between the minimum-cost LCAreconciliations. In other words, they suggest the following two-phase approach: we first find all LCA-reconciliations with the minimum total cost of duplications and LGTs, among which we then choose the ones with the smallest total cost of losses. An obvious problem with this approach is that some LCA-reconciliations with the minimum total cost of duplications, LGTs, and losses may be missed, unless the cost of a gene loss is negligible compared to the cost of a duplication or LGT. In contrast, our algorithm can enumerate all the minimum-cost LCA-reconciliations no matter what the cost of a gene loss is. In this sense, our algorithm is more general than that of [18] .
The remainder of this paper is organized as follows: in Section 2, we give basic definitions that will be used throughout this paper. In Section 3, we present our algorithm and state its time complexity. In Section 4, we test the performance of our algorithm on a real biological data set. Finally, in Section 5, we conclude this paper and point out several open questions and future directions.
PRELIMINARIES
Basic Definitions
Let F be a rooted forest. We use V ðF Þ and EðF Þ to denote the sets of vertices and edges in F , respectively. F is a rooted tree if it has only one root. F is a rooted binary tree if it is a rooted tree and the out-degree of every nonleaf vertex in F is 2. Two edges ðu 1 ; v 1 Þ and ðu 2 ; v 2 Þ of F are siblings if u 1 ¼ u 2 .
Let u and v be two vertices of F . For convenience, we view each vertex of F as both an ancestor and a descendant of itself in F . If u is an ancestor (respectively, descendant) of
, then u and v are comparable in F ; otherwise, u and v are incomparable in F . If u and v are comparable in F , then the distance between u and v in F (denoted by Dist F ðu; vÞ) is the number of edges on the path between u and v in F ; otherwise, the distance between u and v in F is 1. The lowest common ancestor of a set U of vertices in F is denoted by LCA F U. If w ¼ LCA F fu; vg exists and Dist F ðw; vÞ < Dist F ðw; uÞ, then v is higher than u in F (or equivalently, u is lower than v in F ).
If v has only one child in F , then v is unifurcate. If v is a root of F and is unifurcate, then contracting v in F is the operation that modifies F by deleting v. If v is a nonroot vertex of F and is unifurcate, then contracting v in F is the operation that modifies F by first adding an edge from the parent of v to the child of v and then deleting v.
For a rooted binary tree T and a subset R of EðT Þ, T n R denotes the rooted forest obtained from T by removing the edges in R, while T n R denotes the rooted forest obtained from T n R by repeatedly contracting a unifurcate vertex until none exists. Note that each nonleaf vertex of T n R has exactly two children in T n R.
Transfer Sets and LCA-Reconciliations
Let X be a set of existing species. A species tree on X is a rooted binary tree S whose leaves one-to-one correspond to the species in X. A gene tree on X is a rooted binary tree G whose leaves (not necessarily one-to-one) correspond to the species in X. Since two leaves of G may correspond to the same species in X, G may have more than jXj leaves. Fig. 1 gives an example of S and G.
For a subset R of EðGÞ containing no sibling edges, the LCA mapping of G into S associated with R (denoted by M R ) is defined as follows:
. If u is a leaf of G, then M R ðuÞ is the unique leaf of S that corresponds to the same species in X as u.
where v 1 ; . . . ; v k are the leaf descendants of u in G n R.
A transfer set w.r.t. ðS; GÞ is a subset R of EðGÞ such that no two edges of R are siblings and M R ðuÞ is incomparable to M R ðvÞ in S for every edge ðu; vÞ 2 R. For two examples of R and M R , see Fig. 2 .
Let R be a transfer set w.r.t. ðS; GÞ. We call M R an LCAreconciliation between G and S. To get an intuitive idea on how a gene tree evolves along a species tree, the reader is referred to Fig. 3 , where we use the LCA-reconciliation M R2 in Fig. 2 to embed the gene tree G in Fig. 1 inside the species tree S in Fig. 1 . With respect to (w.r.t. for short) R, we classify nonleaf vertices of G into three types as follows: for each nonleaf vertex u with children v and w in G,
. u is a transfer vertex if ðu; vÞ 2 R or ðu; wÞ 2 R; . u is a speciation vertex if it is not a transfer vertex and M R ðvÞ and M R ðwÞ are incomparable in S; and . u is a duplication vertex if it is not a transfer vertex and M R ðvÞ and M R ðwÞ are comparable in S. We use DVðRÞ to denote the set of all duplication vertices w.r.t. R. For example, in Fig. 2 The cost of R (denoted by CostðRÞ) is c d Á jDVðRÞj þ c t Á jRj þ c ' Á P e2EðGÞ Loss R ðeÞ, where c d , c t , and c ' are fixed (nonnegative) integers and correspond to the costs of a gene duplication, an LGT, and a gene loss, respectively. For example, the costs of the transfer sets R 1 and R 2 in Fig. 2 are
In this paper, we want to solve the following problem (called the transfer set enumeration (TSE) problem).
Input: A quintuple ðS; G; c t ; c d ; c ' Þ, where S is a species tree on a set X of species, G is a gene tree on X, and c t (respectively, c d or c ' ) is a nonnegative integer corresponding to the cost of an LGT (respectively, duplication, or loss).
Output: All minimum-cost transfer sets R w.r.t. ðS; GÞ. For a nonnegative integer k, a k-transfer set w.r.t. ðS; GÞ is a transfer set R w.r.t. ðS; GÞ such that CostðRÞ ¼ k. To enumerate all minimum-cost transfer sets w.r.t. ðS; GÞ, we can proceed as follows: 
ALGORITHM FOR THE BTSE PROBLEM
Throughout this section, fix an input ðS; G; c t ; c d ; c ' ; kÞ to the BTSE problem. To avoid triviality, we assume that the cost c t of an LGT is a positive integer. For a subset U of V ðGÞ, E½U denotes the set of all edges ðu; vÞ in G with u 2 U.
Outline of the Algorithm
To enumerate all k-transfer sets w.r.t. ðS; GÞ, we start with an empty set R and try all possible ways to extend it to a ktransfer set w.r.t. ðS; GÞ by gradually adding edges to R. While extending R by adding more edges to it, we can also find some vertices u such that both edges connecting u to its Fig. 1 . A species tree S and a gene tree G on the same set f1; 2; 3; 4; 5g of species. Fig. 2 . The LCA mappings of the gene tree G in Fig. 1 into the species tree S in Fig. 1 associated with the transfer sets R 1 ¼ fðd; eÞ; ðj; 2Þ; ðq; 5Þg and R 2 ¼ fðq; 5Þg, where (1) for each vertex v, the image of v under a mapping is placed near v; (2) speciation vertices and duplication vertices are enclosed by squares and diamonds, respectively; and (3) if the number of losses inferred by an edge e is positive, then it is placed near e in bold italic. Fig. 3 . Using the LCA-reconciliation M R2 shown in Fig. 2 to embed G inside S, where G (respectively, S) is the gene (respectively, species) tree in Fig. 1 , the tubes indicate the evolution of the species f1; 2; 3; 4; 5g, the thin lines indicate the evolution of the gene family represented by G, black diamonds indicate duplications, and directed edges indicate LGTs.
children have not been added to R and should not be considered for addition to R by the algorithm later on. Such vertices u will always remain to be duplication or speciation vertices w.r.t. R. By using a set U to memorize such vertices, we can speed up extending R. Note that U is initially empty. Another merit of maintaining U is that it enables us to estimate a lower bound on min R Ã CostðR Ã Þ, where R Ã ranges over all transfer sets w.r.t. ðS; GÞ such that R R Ã and R Ã contains no edge ðu; vÞ with u 2 U. Initially, the lower bound is 0 because both R and U are empty. However, gradually extending R (and also U) will gradually increase the lower bound. Once the lower bound becomes larger than k, we can stop extending R.
As outlined in the above, our algorithm needs to always maintain a pair ðR; UÞ. Indeed, we always want ðR; UÞ to satisfy the following two conditions:
C1. R is a transfer set w.r.t. ðS; GÞ. C2. U is a set of nonleaf vertices of G with E½U \ R ¼ ;.
For convenience, we refer to each ðR; UÞ satisfying Conditions C1 and C2 as a legal pair. Clearly, ð;; ;Þ is a legal pair. Example 1. Let S and G be as in Fig. 1 , and R 1 and R 2 be as in Fig. 2 . Then, both ðR 1 ; U 1 Þ and ðR 2 ; U 2 Þ are legal pairs, where U 1 ¼ fe; f; h; i; p; rg and U 2 ¼ fb; jg.
We say that a subset R 0 of EðGÞ expands a legal pair ðR; UÞ if R R 0 and R 0 \ E½U ¼ ;. At the heart of our algorithm will be a recursive subroutine (called AllTransSets) for the following problem:
Input: A legal pair ðR; UÞ. Output: All k-transfer sets R Ã w.r.t. ðS; GÞ that expand ðR; UÞ.
Obviously, to solve the BTSE problem for ðS; G; c t ; c d ; c ' ; kÞ, it suffices to call AllTransSets on input ð;; ;Þ.
The remainder of this section is organized as follows: in Section 3.2, we show several useful properties of legal pairs that indeed hold for more general pairs. In Section 3.3, we use these properties to show, for a legal pair ðR; UÞ, how to estimate a lower bound on min R Ã CostðR Ã Þ, where R Ã ranges over all transfer sets w.r.t. ðS; GÞ that expand ðR; UÞ. Then, in Section 3.4, we describe a case where it is meaningless to extend a legal pair ðR; UÞ any more. In Section 3.5, we show that if the case in Section 3.4 does not happen for a legal pair ðR; UÞ, then we can always extend ðR; UÞ. Finally, we detail AllTransSets in Section 3.6 and analyze the running time of the whole algorithm in Section 3.7.
Semilegal Pairs and Their Properties
For convenience, we relax Condition C1 as follows:
No two edges of R are siblings.
We refer to each pair ðR; UÞ satisfying Conditions C1 and C2 as a semilegal pair. Throughout this subsection, fix a semilegal pair ðR; UÞ.
The next lemma has been implicitly proved in [18] (for a different proof, see the supplementary material, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TCBB.2012.79). Lemma 1. Suppose that u is a speciation vertex w.r.t. R. Let R Ã be a superset of R such that E½fug \ R Ã ¼ ; and R Ã contains no sibling edges. Then, M R ðuÞ ¼ M R Ã ðuÞ. Moreover, u is also a speciation vertex w.r.t. R Ã .
A speciation vertex u w.r.t. R is final w.r.t. ðR; UÞ if u 2 U. In Example 1 (cf. Fig. 2) , h, i, and r are final speciation vertices w.r.t. ðR 1 ; U 1 Þ, while j is a final speciation vertex w.r.t. ðR 2 ; U 2 Þ. The next lemma follows from Lemma 1 immediately.
Lemma 2. If u is a final speciation vertex w.r.t. ðR; UÞ and R Ã is a subset of EðGÞ which expands ðR; UÞ and contains no sibling edges, then M R ðuÞ ¼ M R Ã ðuÞ and u is a speciation vertex w.r.t. R Ã .
A duplication vertex z w.r.t. R is final w.r.t. ðR; UÞ if G n R contains a directed path Q from z to a proper descendant u such that the following conditions hold:
ðR; UÞ.
For convenience, we call the above path Q a duplicationwitness path for z w.r.t. ðR; UÞ. In Example 1 (cf. Fig. 2 ), e, f, and p are final duplication vertices w.r.t. ðR 1 ; U 1 Þ, while b is a final duplication vertex w.r.t. ðR 2 ; U 2 Þ; the directed path (shown by bold lines in Fig. 2 ) from e to h in G n R 1 is a duplicationwitness path for e w.r.t. ðR 1 ; U 1 Þ and also contains a duplication-witness path for f w.r.t. ðR 1 ; U 1 Þ, while the directed path (shown by bold lines in Fig. 2 ) from b to j in G n R 2 is a duplication-witness path for b w.r.t. ðR 2 ; U 2 Þ.
The next lemma has been implicitly proved in [18] (for a different proof, see the online supplementary material).
Lemma 3. Suppose that z is a final duplication vertex w.r.t.
ðR; UÞ. Let R Ã be a subset of EðGÞ which expands ðR; UÞ and contains no sibling edges. Then, the following hold: 
Ã Þ, where R Ã ranges over all transfer sets w.r.t. ðS; GÞ which expands ðR; UÞ. For convenience, we call the lower bound in Theorem 5 the lower bound w.r.t. ðR; UÞ. In Example 1 (cf. Fig. 2 ), the lower bounds w.r.t.
By Theorem 5, we have the following simple but important observation:
Corollary 6. If ðR; UÞ is a legal pair such that the lower bound w.r.t. ðR; UÞ is larger than the given bound k, then AllTransSets can stop immediately on input ðR; UÞ (without outputting any k-transfer set w.r.t. ðS; GÞ).
One may wonder whether it is always true that for a legal pair ðR; UÞ, every vertex u 2 U is a final speciation or duplication vertex w.r.t. ðR; UÞ. It is fairly easy to see that Conditions C1 and C2 are not sufficient to guarantee this to be true. Fortunately, we will design AllTransSets so that its input is always a legal pair ðR 0 ; U 0 Þ satisfying the following condition:
For convenience, we refer to each legal pair ðR 0 ; U 0 Þ satisfying Condition C7 as a valid pair. Obviously, ð;; ;Þ is a valid pair.
Basically, AllTransSets will start on input ðR; UÞ ¼ ð;; ;Þ, then extend ðR; UÞ (in one or more ways) without losing its validity, and further recurse on each extension. Hereafter, an extension of ðR; UÞ is a valid pair ðR 0 ; U 0 Þ such that R R 0 , U U 0 , and R 6 ¼ R 0 or U 6 ¼ U 0 . AllTransSets will recurse only on those extensions ðR 0 ; U 0 Þ of ðR; UÞ such that the lower bound w.r.t. ðR 0 ; U 0 Þ is larger than the lower bound w.r.t. ðR; UÞ.
A Case Not to Extend a Valid Pair
Throughout this section, fix a valid pair ðR; UÞ. Our goal is to find a sufficient condition on ðR; UÞ under which it is meaningless to extend ðR; UÞ any more. By Corollary 6, one such condition is that the lower bound w.r.t. ðR; UÞ is larger than the given bound k. In this section, we will find another such condition.
Lemma 7.
Suppose that u is a vertex of G such that either every proper ancestor of u in G n R has only one child in G n R or the lowest proper ancestor of u in G n R that has two children in G n R belongs to U. Let R Ã be a transfer set w.r.t. ðS; GÞ which expands ðR; UÞ. Then, R 0 is also a transfer set w.r.t. ðS; GÞ, where R 0 is the set obtained from R Ã by removing all edges ðx; yÞ such that x GnR u and ðx; yÞ 6 2 R.
Consider an arbitrary edge ðv; wÞ 2 R 0 . We want to show that M R 0 ðvÞ and M R 0 ðwÞ are incomparable in S. The simplest case is when u and v are incomparable in G 0 . In this case, M R 0 ðvÞ ¼ M R Ã ðvÞ, u and w are also incomparable in G 0 , and M R 0 ðwÞ ¼ M R Ã ðwÞ. So, we are done in this case because R Ã is a transfer set w.r.t. ðS; GÞ and hence M R Ã ðvÞ and M R Ã ðwÞ are incomparable in S. Thus, we may assume that v G 0 u or u < G 0 v. Clearly, one of the following cases occurs.
Case 1: v G 0 u (see Fig. 1 in the online supplementary material). In this case, ðv; wÞ 2 R and M R 0 ðvÞ ¼ M R ðvÞ.
Moreover, since R R 0 and v and w are incomparable in G n R, M R 0 ðwÞ S M R ðwÞ. Now, because R is a transfer set w.r.t. ðS; GÞ, M R ðvÞ, and M R ðwÞ are incomparable in S and in turn so are M R 0 ðvÞ and M R 0 ðwÞ.
Case 2: u < G 0 v and every proper ancestor of u in G n R that is also a descendant of v in G n R has only one child in G n R (see Fig. 2 in the online supplementary material). In this case, since R R Ã and R Ã is a transfer set w.r.t. ðS; GÞ, the path from v to u in G n R remains to be a path in G n R 0 . Thus, ðv; wÞ 2 R and M R 0 ðvÞ ¼ M R ðvÞ ¼ M R ðuÞ. So, we can proceed as in Case 1 to show that M R 0 ðvÞ and M R 0 ðwÞ are incomparable in S.
Case 3: u < G 0 v and some proper ancestor of u in G n R that is also a descendant of v in G n R has two children in G n R. In this case, let p be the lowest proper ancestor of u in G n R that has two children in G n R. Obviously, p GnR v and p 2 U. Indeed, p 6 ¼ v because p 2 U and E½fvg \ R Ã 6 ¼ ;. Hence, one of the following two cases occurs. We classify speciation vertices w.r.t. R into three types as follows: let u be a speciation vertex w.r.t. R, and v and w be the children of u in G.
. If c ' Á ðLoss R ðu; vÞ þ Loss R ðu; wÞÞ < c t , then u is a tight speciation vertex w.r.t. R. . If c t c ' Á ðLoss R ðu; vÞ þ Loss R ðu; wÞÞ < c t þ c ' , then u is a mild speciation vertex w.r.t. R. . If c ' Á ðLoss R ðu; vÞ þ Loss R ðu; wÞÞ ! c t þ c ' , then u is a loose speciation vertex w.r.t. R. In Example 1 (cf. Fig. 2) , if c t ¼ c d ¼ 2 and c ' ¼ 1, then d, h, and i are tight speciation vertices w.r.t. R 2 , r is a mild speciation vertex w.r.t. R 2 , and j is a loose speciation vertex w.r.t. R 2 .
If a vertex u of G is a leaf of G, belongs to U, or is a transfer vertex w.r.t. R, then u is marked w.r.t. ðR; UÞ; otherwise, it is unmarked w.r.t. ðR; UÞ.
A vertex u of G is settled w.r.t. ðR; UÞ if each unmarked descendant of u in G n R w.r.t. ðR; UÞ is a tight speciation vertex w.r.t. R. In Example 1 (cf. Fig. 2) , if c t ¼ c d ¼ 2 and c ' ¼ 1, then only the root a of G is not settled w.r.t. ðR 1 ; U 1 Þ, while only h, i, and j are settled w.r.t. ðR 2 ; U 2 Þ. The next lemma justifies the naming of a settled vertex.
Lemma 8. Suppose that u is a settled vertex of G w.r.t. ðR; UÞ such that either every proper ancestor of u in G n R has only one child in G n R or the lowest proper ancestor of u in G n R that has two children in G n R belongs to U. Let R Ã be a k-transfer set w.r.t. ðS; GÞ which expands ðR; UÞ. Then, G has no edge ðv; wÞ such that v GnR u and ðv; wÞ 2 R Ã n R. Consequently, u is still settled w.r.t. every valid pair ðR Ã ; U Ã Þ with U U Ã .
Proof. Consider the vertex p of G defined as follows: if every proper ancestor of u in G n R has only one child in G n R, then p is the root of G n R with p ! GnR u; otherwise, p is the lowest proper ancestor of u in G n R that has two children in G n R. Toward a contradiction, assume that G has an edge ðu 1 ; u 2 Þ such that u 1 GnR u and ðu 1 ; u 2 Þ 2 R Ã n R. Then, u 1 is an unmarked tight speciation vertex w.r.t. ðR; UÞ. Let R 0 be the set obtained from R Ã by removing all edges ðx; yÞ such that x GnR u and ðx; yÞ 6 2 R. Then, ðu 1 ; u 2 Þ 2 R Ã n R 0 and in turn jR 0 j < jR Ã j. For convenience, let G 0 ¼ G n R 0 . By Lemma 7, R 0 is a transfer set w.r.t. ðS; GÞ. So, in order to obtain a contradiction, it suffices to prove that CostðR 0 Þ < CostðR Ã Þ. We claim that DVðR 0 Þ DVðR Ã Þ. To see this claim, consider an arbitrary vertex x 2 DVðR 0 Þ. Let y and z be the children of x in G. Then, ðx; yÞ 6 2 R 0 and ðx; zÞ 6 2 R 0 . So, ðx; yÞ 6 2 R and ðx; zÞ 6 2 R for R R 0 . Moreover, M R 0 ðyÞ and M R 0 ðzÞ are comparable in S. In order to prove that 
By the above case-analysis, the claim holds. So, in order to prove that CostðR 0 Þ < CostðR Ã Þ, it suffices to prove the following inequality: ðS; GÞ. Since R Ã expands ðR; UÞ and ðx i ; y i Þ 2 R Ã n R, we know that x i is unmarked w.r.t. ðR; UÞ. This together with the assumption that u is settled w.r.t. ðR; UÞ implies that x i is a speciation vertex w.r.t. R. In addition, we clearly have that the subtree of G n R 0 i rooted at x i is the same as the subtree of G n R. Hence, x i is also a speciation vertex w.r.t. R 
Note that this claim implies Inequality 1 immediately. So, it remains to prove this claim. To this end, consider an arbitrary integer i with 1 i d. Let z i be the child of x i in G other than y i . Obviously, . 
M R ðz i ÞÞ À 1. Thus, the left-hand side of Inequality 2 is at most
where the last inequality holds because x i is a tight speciation vertex w.r.t. R. Case 2': p i > GnR u (see Fig. 5 ). In this case, p i ¼ p and
Thus, as in Case 1', we can see that the left-hand side of Inequality 2 is at most c ' Á Loss R ðx i ; y i Þ < c t , which is less than c t because x i is a tight speciation vertex w.r.t. R. This finishes the proof.
t u
By Lemma 8, we have the following corollary immediately.
Corollary 9.
If every vertex of G is settled w.r.t. ðR; UÞ, then no k-transfer set R Ã w.r.t. ðS; GÞ expands ðR; UÞ.
By Corollary 9, it is meaningless to extend ðR; UÞ once every vertex of G becomes settled w.r.t. ðR; UÞ.
Extending a Valid Pair
Throughout this section, fix a valid pair ðR; UÞ such that at least one vertex of G is not settled w.r.t. ðR; UÞ. We will show that we can always extend ðR; UÞ so that we get closer to the case in Section 3.4.
A complete extension set of ðR; UÞ is a set P of extensions of ðR; UÞ such that every k-transfer set w.r.t. ðS; GÞ expanding ðR; UÞ also expands at least one pair in P. Obviously, if P is a complete extension set of ðR; UÞ, then we can find all k-transfer sets w.r.t. ðS; GÞ expanding ðR; UÞ as follows: for all ðR 0 ; U 0 Þ 2 P, find all k-transfer sets w.r.t. ðS; GÞ expanding ðR 0 ; U 0 Þ. Basically, AllTransSets will start on input ðR; UÞ ¼ ð;; ;Þ, then construct a complete extension set P of ðR; UÞ, and further recurse on each pair in P. As mentioned before, we will always require that the lower bound w.r.t. each pair in P is larger than the lower bound w.r.t. ðR; UÞ. To make AllTransSets run fast, we want to make P as small as possible and make the lower bound w.r.t. each pair in P as large as possible.
The next lemma has been proved in [18] (for a different proof, see the online supplementary material).
Lemma 10. Suppose that u is an unmarked speciation vertex w.r.t. ðR; UÞ. Let v and w be the children of u in G. Then, the following statements hold: The complete extension set of ðR; UÞ suggested by Statement 1 in Lemma 10 is not good enough to achieve the desired time complexity of our algorithm. So, we next consider how to find better complete extension sets of ðR; UÞ.
A d-move w.r.t. ðR; UÞ is an unmarked vertex u w.r.t. ðR; UÞ such that for some v 2 U or some leaf v of G, ðu; vÞ 2 EðG n RÞ and M R ðuÞ ¼ M R ðvÞ. In Example 1 (cf. Fig. 2 ), the root a of G is a d-move w.r.t. ðR 2 ; U 2 Þ.
Lemma 11. Suppose that u is a d-move w.r.t. ðR; UÞ. Let R Ã be a transfer set w.r.t. ðS; GÞ which expands ðR; UÞ. Then, the following statements hold: To define the next type of moves, we classify speciation vertices w.r.t. R into two types as follows: for a speciation vertex u w.r.t. R, if the children v and w of u in G satisfy that M R ðuÞ is the parent of both M R ðvÞ and M R ðwÞ in S, then u is a special speciation vertex w.r.t. R; otherwise, u is a nonspecial speciation vertex w.r.t. R. In Example 1 (cf. Fig. 2 ), h and i are special speciation vertices w.r.t. R 2 , while d, j, and r are nonspecial speciation vertices w.r.t. R 2 . Note that if u is a special speciation vertex w.r.t. R and its children in G are v and w, then Loss R ðu; vÞ ¼ 0 and Loss R ðu; wÞ ¼ 0, and in turn u is a tight speciation vertex w.r.t. R because we assume c t > 0.
A singleton s-move w.r.t. ðR; UÞ is an unmarked speciation vertex u w.r.t. ðR; UÞ such that the following conditions hold: C8. u is not a root of G n R. C9. The parent p of u in G n R does not belong to U, and M R ðpÞ ¼ M R ðuÞ. C10. u is a nonspecial speciation vertex w.r.t. R, or the sibling u 0 of u in G n R satisfies that M R ðpÞ 6 ¼ M R ðu 0 Þ.
In Example 1 (cf. Fig. 2 ), b is a singleton s-move w.r.t. ðR 1 ; U 1 Þ, and r is a singleton s-move w.r.t. ðR 2 ; U 2 Þ.
The next lemma has been implicitly proved in [18] (for a different proof, see the online supplementary material):
Lemma 12. Suppose that u is a singleton s-move w.r.t. ðR; UÞ.
Let v and w be the children of u in G, p be the parent of u in G n R, and R Ã be a transfer set w.r.t. ðS; GÞ that expands ðR; UÞ. Then, the following statements hold: A twin s-move w.r.t. ðR; UÞ is an unordered pair fu; u 0 g of unmarked speciation vertices w.r.t. ðR; UÞ satisfying the following conditions:
C11. u and u 0 are siblings in G n R and both are tight speciation vertices w.r.t. R. C12. The parent p of u and u 0 in G n R is unmarked w.r.t ðR; UÞ. In Example 1 (cf. Fig. 2) , if c t ¼ c d ¼ 2 and c ' ¼ 1, then fh; ig is a twin s-move w.r.t. ðR 2 ; U 2 Þ.
Lemma 13. Suppose that fu; u 0 g is a twin s-move w.r.t. ðR; UÞ. Let v and w be the children of u in G, v 0 and w 0 be the children of u 0 in G, and p be the parent of u and u 0 in G n R. Assume that R Ã is a k-transfer set w.r.t. ðS; GÞ which expands ðR; UÞ. Then, the following statements hold: . the children of u in G are settled w.r.t. ðR; UÞ and . either u is a root of G n R, or the parent of u in G n R belongs to U or is an unmarked speciation vertex w.r.t. R.
Example 2. Let S and G be as in Fig. 1 . Then, as shown in Fig. 6 Statement 1 in Lemma 10 suggests a way to use an emove w.r.t. ðR; UÞ to find a complete extension set of ðR; UÞ. In order to find a better complete extension set of ðR; UÞ, we classify e-moves w.r.t. ðR; UÞ into two types as follows: if u is a mild (respectively, loose) speciation vertex w.r.t. R, then u is a mild (respectively, loose) e-move w.r.t. ðR; UÞ. In Example 2, r is a mild e-move w.r.t. ðR 3 ; U 3 Þ if c t ¼ c d ¼ 2 and c ' ¼ 1, while d is a mild e-move w.r.t. ðR 3 ; U 3 Þ and r is a loose e-move w.r.t.
The next lemma is obvious and shows that loose e-moves are better than mild e-moves.
Lemma 14.
If u is a loose e-move w.r.t. ðR; UÞ, then the lower bound w.r.t. ðR; U [ fugÞ is larger than the lower bound w.r.t. ðR; UÞ by at least c t þ c ' .
We further classify mild e-moves u w.r.t. ðR; UÞ into three types as follows:
. u is of type-1 if u is a root of G n R. . u is of type-2 if u is not a root of G n R and its parent in G n R belongs to U. . u is of type-3 if u is not a root of G n R and its parent in G n R is an unmarked speciation vertex w.r.t. R. In Example 2 (cf. Fig. 6 ), r is a type-3 mild e-move w.r.t. ðR 3 ; U 3 Þ if c t ¼ c d ¼ 2 and c ' ¼ 1, while d is a type-2 mild e-move w.r.t.
Lemma 15. Suppose that u is a type-2 mild e-move w.r.t. ðR; UÞ.
Let v and w be the children of u in G. Then, the following statements hold:
1. For every k-transfer set R Ã w.r.t. ðS; GÞ expanding ðR; UÞ, R Ã contains neither ðu; vÞ nor ðu; wÞ. 2. ðR; U [ fugÞ is a valid pair and it alone forms a complete extension set of ðR; UÞ.
Proof. (See Fig. 7 .) Statement 2 follows from Statement 1 immediately. To prove Statement 1, consider an arbitrary k-transfer set R Ã w.r.t. ðS; GÞ which expands ðR; UÞ. Toward a contradiction, assume that R Ã \ E½fug ¼ fðu; vÞg or R Ã \ E½fug ¼ fðu; wÞg. We assume that R Ã \ E½fug ¼ fðu; vÞg; the other case is similar. Let R 00 ¼ R [ fðu; vÞg and p be the parent of u in G n R. By Statement 1 in Lemma 10, ðR 00 ; UÞ is a valid pair. Moreover, u is settled w.r.t. ðR 00 ; UÞ, p 2 U is the lowest ancestor of u in G n R 00 that has two children in G n R 00 , and R Ã expands ðR 00 ; UÞ. So, by Lemma 8, G has no edge ðx; yÞ such that x GnR 00 u and ðx; yÞ 2 R Ã n R 00 . Similarly, G has no edge ðx; yÞ such that x GnR 00 v and ðx; yÞ 2 R Ã n R 00 because v is settled w.r.t. ðR 00 ; UÞ and is a root of G n R 00 . Hence, there is no edge ðx; yÞ other than ðu; vÞ such that x GnR u and ðx; yÞ 2 R Ã n R. Consequently, R 0 ¼ R Ã n fðu; vÞg is the same as the set obtained from R Ã by removing all edges ðx; yÞ with x GnR u and ðx; yÞ 6 2 R. Therefore, by Lemma 7, R 0 is a transfer set w.r.t. ðS; GÞ. It is also clearly true that R 0 expands ðR; UÞ. So, to obtain a contradiction, it remains to prove that CostðR 0 Þ < CostðR Ã Þ. Let z be the child of p in G with z ! G u. By the above claim, we always have Á ! 0 and hence 
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Fig . 6 . The LCA mapping of the gene tree G in Fig. 1 into the species tree S in Fig. 1 associated with the transfer set R 3 ¼ ;, where (1) for each vertex v, the image of v under a mapping is placed near v; (2) speciation vertices and duplication vertices are enclosed by squares and diamonds, respectively; and (3) if the number of losses inferred by an edge e is positive, then it is placed near e in bold italic. Fig. 7. (1) A part of G and (2) a part of S, where zig-zag lines are paths in S, bold dashed lines are edges in R, and the thin dashed line is the unique edge in R Ã n R 0 .
Recall 
where the last inequality holds because u is a mild speciation vertex w.r.t. R. t u Lemma 16. Suppose that u is a type-3 mild e-move w.r.t. ðR; UÞ. Let v and w be the children of u in G, p be the parent of u in G n R, and x and y be the children of p in G. Then, the following statements hold: Proof. Let R Ã be a k-transfer set w.r.t. ðS; GÞ which expands ðR; UÞ. Since u is a type-3 mild e-move w.r.t. ðR; UÞ, u is a mild speciation vertex w.r.t. R and p is an unmarked speciation vertex w.r.t. ðR; UÞ. So, u is a type-2 mild emove w.r. We are unable to use a type-1 mild e-move u w.r.t. ðR; UÞ to find a complete extension set of ðR; UÞ that is better than the one suggested by Statement 1 in Lemma 10. Our idea is to handle type-1 mild e-moves at last. In other words, we handle type-1 mild e-moves only when no other moves exist. Hereafter, a move w.r.t. ðR; UÞ means a d-move, singleton or twin s-move, or e-move w.r.t. ðR; UÞ.
The next lemma says that we cannot have many type-1 mild e-moves when no other moves exist.
Lemma 17. Suppose that there are h type-1 mild e-moves w.r.t.
ðR; UÞ and no other moves w.r.t. ðR; UÞ exist. Let u be an arbitrary type-1 mild e-move w.r.t. ðR; UÞ, and v and w be the children of u in G. Then, the following statements hold:
1. R contains at least h À 1 edges. Proof. Since at least one vertex of G is not settled w.r.t. ðR; UÞ, at least one unmarked vertex w.r.t. ðR; UÞ is not settled w.r.t. ðR; UÞ. Recall that a vertex u is lower than than another vertex v in G n R if they belong to the same tree T in G n R and u is farther from the root of T than v.
Consider an unmarked vertex p w.r.t. ðR; UÞ such that p is not settled w.r.t. ðR; UÞ but every vertex lower than p in G n R is. By this choice, p is not a tight speciation vertex w.r.t. R. So, one of the following three cases occurs: Case 1: p is a duplication vertex w.r.t. R. In this case, M R ðpÞ ¼ M R ðuÞ or M R ðpÞ ¼ M R ðu 0 Þ, where u and u 0 are the children of p in G n R. We assume that M R ðpÞ ¼ M R ðuÞ; the other case is similar. If u is either a nonleaf in U or a leaf, then p is a d-move w.r.t. ðR; UÞ and we are done. So, we may assume that u is neither a nonleaf in U nor a leaf. Then, by the choice of p, u is a tight speciation vertex w.r.t. R. Thus, in case M R ðpÞ > S M R ðu 0 Þ, u is clearly a singleton s-move w.r.t. ðR; UÞ and we are done. Hence, we may further assume that M R ðpÞ ¼ M R ðu 0 Þ. Now, if u 0 2 U, then p is a d-move w.r.t. ðR; UÞ. Otherwise, by the choice of p, u 0 is a tight speciation vertex w.r.t. R and in turn fu; u 0 g is a twin s-move w.r.t. ðR; UÞ. Case 2: p is a mild or loose speciation vertex w.r.t. R and is a root of G n R. In this case, p is obviously an emove w.r.t. ðR; UÞ.
Case 3: p is a mild or loose speciation vertex w.r.t. R and is not a root of G n R. In this case, let x and p 0 be the parent and the sibling of p in G n R, respectively. If x belongs to U or is an unmarked speciation vertex w.r.t. ðR; UÞ, then p is an e-move w.r.t. ðR; UÞ. Thus, we may assume that x is neither a speciation vertex w.r. 
EXPERIMENTS
We have tested our algorithm on a real biological data set. The main purpose of the test is to evaluate how different weighting schemes affect the minimum-cost reconciliations outputted by the algorithm. The data set we use is the same as that used in Section 9 of Tofigh et al. [18] , which is originally from [26] . The data set consists of 1) two different species trees S RP and S rRNA on the same set of 14 archaeal organisms and 2) one unrooted gene tree obtained from the archaeal rpl12e sequences. S RP and S rRNA are, respectively, shown in Figs. 9a and 9b in the online supplementary material, where the directed edges (representing LGTs) should be ignored. The gene tree is shown in Fig. 10 in the online supplementary material, where G 1 through G 25 indicate 25 possible root positions. Therefore, there are 2 Â 25 species-gene tree pairs.
Recall that c d , c t , and c ' represent the costs of a gene duplication, an LGT, and a gene loss, respectively. Now, we try to use different weighting schemes c d : c t : c ' for all the 50 species-gene tree pairs. First, we report the results for the following different weighting schemes: 1 : 1 : 0, 2 : 2 : 1, and 2 : 6 : 1. These weighting schemes are chosen for the following reasons.
The first scheme 1 : 1 : 0 corresponds to the case where we only count the number of duplications and LGTs but ignore gene losses when computing the total cost of a reconciliation. This special case has been considered by Tofigh et al. [18] and we want to compare their results with ours.
The second scheme 2 : 2 : 1 is a typical choice when we want to weight a gene duplication and an LGT equally but slightly more than a gene loss. This choice is reasonable because gene losses usually occur more frequently than the other two events.
The third scheme 2 : 6 : 1 is supposed to be a refinement on the second scheme 2 : 2 : 1 because it is known that in many species, gene duplications are more common than
LGTs and hence LGTs should be given larger costs than duplications.
For each combination of a species-gene tree pair and a weighting scheme that is used in our experiments, our algorithm can report all the minimum-cost reconciliations in less than 1 second on a Windows-XP (32 bits) desktop PC with 3.16 GHz CPU and 4 GB RAM. For each of the two species trees, we report the minimum-cost reconciliations among all the 25 rooted gene trees. The results for different weighting schemes are summarized in Table 1 , where those minimum-cost reconciliations containing cycles are ignored. Fig. 9 in the online supplementary material depicts the minimum-cost reconciliations listed in Table 1 and Section 4 in the online supplementary material gives a close inspection on the reconciliations.
Note that for the scheme 1 : 1 : 0, the set of reconciliations outputted by our algorithm is a superset of that outputted by the algorithm of Tofigh et al. [18] . The reason is as follows: recall that Tofigh et al. [18] propose to use a two-phase approach in their algorithm, i.e., they first find all reconciliations with the minimum total cost of duplications and LGTs, among which they then choose the ones with the smallest number of losses. As a result, for the scheme 1 : 1 : 0, many reconciliations are discarded in the second phase of their algorithm, though the total number of duplications and LGTs in each discarded reconciliation is the minimum. Unlike their two-phase approach, our algorithm allows us to weight losses together with duplications and LGTs, and hence it can directly output all the minimum-cost reconciliations. So, for the scheme 1 : 1 : 0, our algorithm can output all reconciliations with the minimum total number of duplications and LGTs, even if they have different numbers of losses. However, since there are lots of minimum-cost reconciliations for the scheme 1 : 1 : 0, we only list a portion of them in Table 1 .
For the scheme 2 : 2 : 1, the minimum-cost reconciliation (with 5 LGTs only) is obtained between S RP and G 23 . However, since the root of G 23 is placed in a very unlikely position (inside the Pyrococcus clade), we discard this optimal reconciliation and use the minimum-cost reconciliations among the other 24 gene trees instead. As shown in the table, the solutions found for the scheme 2 : 2 : 1 contain no duplications. This looks reasonable, because the scheme 2 : 2 : 1 assigns a relatively large cost to a gene loss and a gene duplication can lead to a number of gene losses. For the scheme 2 : 6 : 1, only one solution is found for each of S RP and S rRNA . Since this scheme assigns a relatively small cost to a gene loss, each solution contains several gene duplications and gene losses.
The above experimental results show that associating a positive cost to a gene loss leads to a bias toward using more LGTs in the resulting reconciliations. This bias is especially obvious when the cost of an LGT is not relatively large when compared with those of a duplication and a loss. The bias can be explained by the fact that a gene duplication usually leads to a number of gene losses. However, the bias can be reduced by increasing the cost of an LGT. Accordingly, more duplications may occur in the resulting reconciliations. This can be seen from Table 2 in the online supplementary material. Defining a proper weighting scheme for the three evolutionary events (namely, duplications, losses, and LGTs) is an important but very difficult task. To the best of our knowledge, no realistic weighting scheme for the events has been published. Nonetheless, we have the following general principles for choosing a weighting scheme. First, since gene losses are usually more common than gene duplications and
LGTs, the cost of a loss should be smaller than those of a duplication and an LGT. Moreover, different weighting schemes we should apply to different sets of species. For instance, since
LGTs usually occur more frequently in prokaryotes than in eukaryotes, the cost of an LGT for prokaryotes should be smaller than that for eukaryotes.
In real applications, one may run the algorithm presented in this paper for various weighting schemes, and find the scheme that gives the best result. In this sense, we believe that our algorithm may help us find suitable weighting schemes in various applications.
In our tree-reconciliation problem, we have three parameters (namely, the costs of a duplication, loss, and LGT) but do not know how to assign fixed values to them. Similar problems include DNA sequence alignment [15] , [16] and RNA secondary structure comparison [31] . It is known that parametric tools are useful for such problems [15] , [16] , [31] . Basically, one can use a parametric tool to avoid the problem of choosing fixed parameter settings by decomposing the parametric space into a set of regions, where each region admits optimal solutions with the same cost. It seems interesting to design a parametric tool for tree reconciliation. In the design of such a tool, the algorithm presented in this paper may be very useful.
