ABSTRACT
INTRODUCTION
Detecting human faces from an image is a key problem in various face-related applications such as face recognition, facial expression recognition, face tracking, video surveillance, and humancomputer interaction. Face detection is a preprocessing that locates faces prior to various facerelated applications. The objective of face detection is to determine whether or not there are any faces in an image and, if any, the location of each face is detected. Face detection in real images is challenging due to large variability of illumination, face appearances, and complex background. The complex background leads to false detection in which a non-face region is incorrectly determined as a face or vice versa. The variability of face appearances is caused by the diversity of individuals, illumination, face pose, facial expression, occlusion, race, and so on [26, 19] .
There are two approaches to face detection in an image. Most face detection algorithms are based on example-based learning that discriminates face or non-face images. Gaussian clusters are used to model face and non-face models according to the distance from the mean sample, and then a given window is classified as a face or non-face [21] . Rowley et al. proposed a neural network (NN)-based algorithm, in which a number of samples (face or non-face) are trained using an NN [18] . For NN training and testing, different types of features (gradient, Gabor, and twodimensional (2-D) wavelet features) were presented, instead of intensity-based features [6, 7, 8] , which improved Rowley et al. ' s algorithm for images with illumination effects. Kaushal and Raina also proposed the face detection method in which the feature vector based on Gabor filters was used as the input of classifier [10] . Viola and Jones proposed a strong classifier that uses the adaboost algorithm, in which a strong classifier consists of a number of weak classifiers that employ Haar-like features [22] . Haar-like features are efficiently computed with a rectangular integral image. They proposed a cascade structure to improve both the speed and detection rate. Also skin color information was used to extract face region with a Bayesian decision framework [13] .
Other face detection approaches use template matching. A face in an image is determined by comparing the template model pattern and the window pattern obtained from a test image. If the window pattern is close to the template model stored in a system, then the window is determined as a face. Correlation templates were used, in which a set of different fixed-size windows was used as templates to detect facial features in an image [3] . Instead of using several fixed-size templates, the deformable (non-rigid) template is used [27] , the size of which is changed to detect a face of different size. Jeng et al. proposed the geometrical face model that uses quantitative and relative information of facial components [9] . Their algorithm is improved by combining the geometrical face model with the skin color information, where the local patterns are used as templates for face detection [5] . Ahonen et al. proposed the local binary patterns that are insensitive to illumination effects [1] . Their algorithm was improved by the local successive mean quantized transform (SMQT), in which local SMQT patterns quantize the intensity level of local patterns and thus are insensitive to illumination effects [15] . Also, for robustness to illumination effects, a 3×3 block model using the wavelet coefficient values was used to detect a face [23] . Skin color is also used to detect face. To construct a template of accurate face region, Kherchaoui and Houacine proposed a template matching algorithm using a model of skin color with constraints [11] .
Illumination is to be considered for robust face detection. There are two factors in illumination that determine face appearance and thus the success of face detection. First, illumination is often changed in real images by different lighting conditions such as indoor lighting, outdoor daylight, weather condition, and so on. Sometimes illumination during image acquisition is too bright or too dark. Due to different lighting conditions that produce dark shadows and highlights, face appearance varies. Second, face appearance varies according to illumination directions of light sources. Even with the same light sources, face appearance is changed by shadows (on the part of a face) that are caused by different directions of light sources, which prevents correct face detection. Finally, illumination may change the chromaticity, thus changing skin color to other colors. The performance of the face detection method using skin color is significantly degraded if the white balance condition is not satisfied. This paper is an extended version of the paper [16] , in which cascade structure based on block rank pattern is newly constructed and analysis of the detection rate in CMU PIE database [20] and color FERET database [17] is supplemented. This paper proposes a face detection algorithm using a cascade structure, which is constructed from a large number of face and non-face samples and a geometrical face model [9] . First, all kinds of multiple local windows are classified as candidate face and non-face regions by the constructed cascade structure. The newly constructed cascade structure is generated from a lot of training face and non-face images. This processing gives the reference of classifying the face and non-face images. Next, the geometrical face model template is used to validate the correct face model. The geometrical face model uses the information of the geometrical relationships between facial components, such as the distance and size. Face images classified by the 3×3 block rank patterns are matched with the geometrical face model template. The 3×3 block rank patterns roughly classify face images, and then, the geometrical face model finally validates them. As the geometrical face model validates the face images, the face images are correctly detected. Also, the proposed method uses the gradient map that represents the contours of an object. Contours are robust to illumination in the sense that they represent the shape of objects. Therefore, the proposed method is robust to illumination.
The rest of the paper is structured as follows. Section 2 proposes a face detection algorithm using the 3×3 block rank patterns of gradient images, in which scanning window, illumination correction, gradient magnitude images, block rank patterns, block pattern classification, and geometrical face model are presented. Section 3 describes experimental results and discussions. Finally, Section 4 gives conclusions. Figure 1 shows the block diagram of the proposed face detection algorithm, which consists of five parts. At first, a whole input image is scanned by multiple local windows, because multiple faces of various sizes may exist at different positions in an input image. The scanning local window S is to be determined whether it contains a face or not. For more precise classification of the region covered by S as a face or non-face, the illumination correction part compensates for the nonuniform illumination which is caused by various factors such as the direction of light sources. The illumination-corrected image S ′ is divided into nine (3×3) blocks. Thus, in this paper, the size (height H and width W) of S is assumed to be a multiple of three. In the gradient magnitude image part, the scanning window S of the illumination-corrected image S ′ (face candidate region) is used to compute two gradient magnitude images depending on the direction of gradient computation. Next, in the block rank pattern part, the block rank patterns are generated from the gradient magnitude images G (G={G h , G v }, where the superscripts h and v denote horizontal and vertical directions, respectively). The ranks in the block rank pattern are obtained based on the distribution of the sum of gradient magnitudes in a block, in which the rank of a block is represented in descending order based on the sum of gradient magnitudes of all the pixels in a block (i.e., rank 1 for the largest sum of gradient magnitudes whereas rank 9 for the smallest). The rank of each block denotes the information corresponding to facial components that exist in the block. Ranks of nine blocks generate three types of 3×3 block rank pattern P (P={P h , P v }). In the block pattern classification part, by comparing the block rank patterns P with the template block rank patterns T (T={T h , T v }) the scanning window S with the block rank patterns P is classified as a face candidate or non-face. The template block rank patterns T are reference patterns which are obtained by training a large number of face image data. Finally, in the geometrical face model part, the face candidate is definitely validated as a face if it is matched with the geometrical face model. The faces are detected by the geometrical face model, in which the relative sizes of the facial components and the relative distances between face components are utilized [5] .
PROPOSED FACE DETECTION ALGORITHM

Scanning Window
A whole input image is scanned by multiple local windows that have various sizes, and then, the sub-image covered by each of scanning windows is classified into a candidate face image or nonface image. There exist multiple faces in an input image. But the scanning process requires a high computational load, if the local window scans pixel by pixel and if the scale of a local window changes by one pixel unit.
To reduce a high computational load, many techniques were considered. Rowley et al. proposed a method in which a whole input image is scanned using hierarchical windows [18] . The multiple scaled pyramid images are generated from an input image, and then the multiple pyramid images are scanned using local windows of fixed scale. The genetic algorithm was used to find face location, by searching for the random locations with the reduced computational load [14] . However, it also reduces the detection rate. There is a trade-off between the detection rate and computational load.
Illumination Correction
Non-uniform illumination modifies face appearance in an image. It should be corrected for reliable face detection. We use Waring and Xiuwen's algorithm to correct the illumination effect [25] . The scanning window S, which is a local window scanned over an input image, is equally divided into nine (3×3) blocks. Then, the minimal brightness plane is estimated by minimum intensity values that are obtained from each of nine blocks. The minimal brightness plane is resized by bilinear interpolation to the image with the size equal to that of the scanning window S. For illumination correction, the minimal brightness plane is subtracted from the scanning window, which can reduce the distortion caused by the different direction of light sources. 
Gradient Magnitude Images
Edge detection is used to extract facial features for reliable face detection. Edge features clearly represent the characterizing shapes that consist of contours. For frontal or nearly frontal face images, despite the variation of face, the face contour is approximately an oval shape and facial components such as eye, mouth, and nose are approximately described by horizontal and vertical edges. The intensity-based features do not explicitly represent the shape of a face as visually as edge features do [7] . Edges, which represent the shape as lines or contours, are more suitable for describing illumination changes than intensity-based features [21] .
In the proposed algorithm, two directional (horizontal and vertical) gradient magnitude images are used, each of which well represents face contours and geometrical shape information. As the face and facial component (eye, eyebrow, nose, philtrum, mouth, and chin) shapes consist of straight lines as well as curved lines such as oval shape, the two directional gradient magnitude images are useful for efficient description of facial features.
The gradient images are computed using Sobel masks [4] . Sobel masks are computationally simple and widely used for computation of gradient images, and then edge detection. Figure 3 shows examples of gradient images. Figure 3 
Block Rank Patterns and Block Pattern Classification
A face is roughly detected by three types of 3×3 block rank patterns generated from the gradient magnitude images G. For generating the block rank patterns, two gradient magnitude images are divided into nine (3×3) blocks. As mentioned, this paper is an extended version of previous algorithm [16] where the four gradient magnitude images corresponding to four directions (i.e., horizontal, vertical, diagonal, and anti-diagonal) are used. Although the diagonal and antidiagonal directions are orthogonal to each other, sums of the diagonal and anti-diagonal gradient magnitudes are similar for each of facial components. Thus, sums of gradient magnitude images of both directions (combined diagonal/anti-diagonal) were combined by adding them [16] . However, in this paper, only two directions (i.e., horizontal and vertical) are used for block rank patterns to classify face or non-face candidate region. For classifying face and non-face candidate regions, we experiment with FERET and GT databases by varying the number of directions and rank patterns. It is observed through experiments that detecting three facial features using two directions (i.e., eyes and mouth features using horizontal block rank patterns whereas nose feature using vertical block rank pattern) is more effective than detecting facial features using four directions [16] (i.e., eyes+mouth features using horizontal block rank patterns and nose feature using vertical block rank pattern, and eyes+nose+mouth features using combined diagonal block rank pattern) for effectively eliminating false positives with true positive well preserved.
Each of nine blocks represents rough location of facial components in a face, where facial components are located in the specified blocks. Face candidate region is roughly separated into 3×3 blocks. As shown in Figure 4 (a), left and right eyes are located in blocks (1, 1) and (1, 3), nose is located in blocks (1, 2) and (2, 2), and mouth is located in block (3, 2), where block (i, j), 1≤i, j≤3, denotes the block located in ith row and jth column of the 3×3 block pattern (face candidate region). The nine blocks are used to find rough location of the facial components in the face candidate region. In the gradient magnitude images of the frontal face, the sum of gradient magnitudes is computed for all pixels in each block, because it is large in the block where the corresponding facial feature is located. For example, in the horizontal gradient magnitude image, the sum of gradient magnitudes is large in blocks (1, 1), (1, 3) , and (3, 2) (eyes and mouth), the shapes of which mainly consist of horizontal lines. The sum of gradient magnitudes in the vertical gradient magnitude image is large in blocks (1, 2) and (2, 2) (nose), the shape of which consists of vertical lines.
Different block patterns such as 4×4 or 5×5 block patterns in a scanning window can be used, however each block in these block patterns does not correspond well to the specific facial features (such as eyes, mouth, and nose). Note that the appropriate number of blocks in scanning window is related to the sizes and locations of facial components, which is supported by experiments. Therefore, we use 3×3 block patterns. Three types of block rank patterns are generated, from two directional gradient magnitude images G. The two block sums of gradient magnitudes (horizontal block sum B h and vertical block sum B v ) are described as, respectively, 
where Figure 6 shows that rough location of facial components can be described by the block rank patterns, where the high ranks are located in the blocks that correspond to the facial components.
The rank of a block is determined based on the gradient magnitude distribution which is obtained from sums of gradient magnitudes of all pixels in each of nine (3×3) blocks. The sum of gradient magnitudes in a block reflects existence of facial components located in that block of the face candidate region as in Figure 4 . Each of the three types of the block rank patterns represents different information of gradient magnitude distributions of facial features in a block depending on the direction. The face is detected if three types of the block rank patterns, shown in Figure 6 are the same as or similar to three reference block patterns, in which gray blocks are the highestrank blocks that correspond to locations of facial features. However, the block rank patterns of all faces cannot be the same as those in Figure 6 , since the face can have different block rank patterns that are changed by the variability of face appearances. Thus, a large number of test face images are used to construct the reference rank patterns, called templates. For construction of templates, experiments are performed by obtaining a large number of block rank patterns from each face in test images. Figure 7 shows experimental results of rank averages for each of three block rank patterns. As rank patterns in Figure 7 are generated by a large number of block rank patterns of test face images, they can be used as reference patterns or templates. The test face images from FERET [17] and GT [24] databases give 1850 gradient magnitude images. Now we describe the procedure to define the significant blocks for two directions: horizontal and vertical. Significant blocks (i.e., highest-rank blocks) contain facial features that are well described in the gradient magnitude image for the specific direction. Figure 8 shows two distributions as a decreasing function of the block rank, calculated from 1850 gradient magnitude images, in which the sum of gradient magnitudes is obtained by adding gradient magnitudes at all the pixels in a block. Figures 8(a) and 8(b) illustrate the horizontal gradient magnitude distribution as a decreasing function of the block rank. The first and second to third rank blocks are significant blocks distinguished from the remaining rank blocks because of the large difference of the sums of gradient magnitudes between two groups of rank blocks (the highestrank blocks and the remaining rank blocks). The highest-rank blocks are blocks of eyes (1, 1) and (1, 3) , and block of mouth (3, 2) that show large sums of gradient magnitudes in the horizontal gradient magnitude image. Figure 8(c) illustrates the vertical gradient magnitude distribution, in which the first and second rank blocks are significant blocks. The highest-rank blocks are blocks of nose (1, 2) and (2, 2) which show large sums of gradient magnitudes in the vertical gradient magnitude image. So, we use the two sets of block ranks in the horizontal gradient magnitude image (i.e., eyes and mouth) and one set of block ranks in the vertical gradient magnitude images (i.e., nose).
As previously mentioned, we can construct 4×4 or 5×5 block rank patterns, however in those cases two groups of rank blocks are not well defined.
Note that rank patterns are not always the same as previously mentioned, however, the highestrank blocks (significant blocks indicated in gray) in Figure 5 are similar to those in Figure 7 . In other words, there is not a large difference between rank values for the highest-rank blocks in Figure 8 . Figure 7 shows that the highest-rank blocks are not sensitive to the variability of face appearances, because rank patterns in Figure 7 are obtained from a large number of test face images (1850 images). The ranks of the highest-rank blocks may vary, however, limited by the large difference of the sums of gradient magnitudes between the highest-rank blocks and the remaining rank blocks, which are shown in Figure 8 .
We define significant blocks in each of three block rank patterns, in which significant blocks well explain facial features of the face candidate region for three block rank patterns:
, , (4) The elements of the highest-rank blocks are shown in Figure 6 as gray blocks. For example, three block rank patterns are generated from an input image, as shown in Figure 6 . From the horizontal block rank pattern, the sum of ranks in the highest-rank blocks (5) Similarly in templates of block rank patterns for three types, the highest-template blocks are represented in gray in Figure 7 .
In order to consider the variability of ranks of the highest-rank blocks, the ranks of the highestrank blocks need to be considered together, instead of blockwise comparison. They are combined together and used for classification. According to the proposed algorithm, the face candidate region is classified as a face if the difference between the sum of ranks in the highest-rank blocks of a test image and that of a template is less than the threshold, which is described as
where m h and m v are the thresholds for three types of block rank patterns with the subscript denoting the facial features (eyes, mouth, or nose),  
x represents the ceiling function that maps a real number x to the smallest integer not less than x, and the selected index of summation k represents the highest-rank blocks. If all the two differences are less than each of the three thresholds ( ), the face candidate region S is determined as a face. The thresholds denote the margins of the difference between the sum of ranks in the highest-rank blocks of a test image and that of a template. The ideal threshold is 0, however the variability of ranks causes the error which changes the ranks between the highest-rank blocks and the other blocks. If some occlusions or illumination effects occur in a face, the block ranks are easily changed in the block rank patterns. In these cases, the ideal threshold cannot correctly classify a face. Therefore, the margin of thresholds is considered for reliable performance. However, the margin can increase the false positive (FP) rate. The margin is a trade-off between the FP rate and detection rate. The two thresholds have different ranges. As the margins of thresholds affect the FP rate and detection rate, the two thresholds are determined experimentally as described in Section 3. In this paper, the two thresholds m h and m v are experimentally set to 0 and 3, respectively.
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Geometrical Face Model
From the block pattern classification that roughly detects regions of faces by the 3×3 block rank patterns, the possible faces are validated using geometrical matching rules between facial features [9] . Each of roughly detected regions is preprocessed by the morphological operation to remove isolated noisy pixels and to fill up holes if any. The detected region is converted into a binary image by global thresholding to make essential facial features clearly visible. This paper uses global threshold, which is experimentally determined to be twice the mean of gradient magnitudes. Next, the morphological operation is applied to the binary image, and the processed image is labeled to group the pixels into connected clusters without isolated small pixels. Figure 9 shows the processing of the morphological operation. Figure 9 Using the candidate clusters of facial features, each evaluation function corresponding to each feature (i.e., eyes E eyes , nose E nose , and mouth E mouth ) is calculated by quantitative and relative information of facial components [9] . Then, final evaluation function is defined by the weighted sum of respective evaluation functions, which is expressed as 
E has the value from 0 to 1. The closer E is to 1, the closer the region is to a face. If the value of E is larger than threshold, i.e., 0.7, which is selected experimentally, the region is classified as a face.
EXPERIMENTAL RESULTS AND DISCUSSIONS
The face images are collected from Caltech face database images [28] for performance evaluation of the proposed face detection method. The Caltech face data consists of 450 images with various illumination, location, and face expression. Image size is 896×592 with a single face per image.
Images have color information with various illumination conditions. The database is suitable for performance evaluation of the proposed algorithm that is robust to illumination effects. We use FP and true positive (TP) as performance indicators of face detection. FP represents the area which tells us that there is an image of someone's face although there isn't. However, TP can distinguish someone's face images if there is more than one face. The two indicators have a tendency to trade-off. The performance of the proposed face detection is evaluated in terms of the numbers of FPs and TPs. Receiver operator characteristic (ROC) curve, which is a representative performance curve, shows the correlation between FP and TP by adjusting parameters of the face detection algorithm as shown in Figure 10 . This paper compares the performance of the proposed face detection algorithm and three existing algorithms: adaboost algorithm [22] , NN algorithm [18] , and our previous algorithm [16] .
To compare the performance of face detection methods, parameter values that give TPs and FPs are varied. In the proposed algorithm, T h , T v , and T d , which are used to obtain the block rank pattern of gradient magnitude images, are changed. In the adaboost algorithm, OpenCV [2] parameter of scale factor varies from 1.1 to 1.3. In the NN algorithm, the number of learning data from CMU database [21] varies from 40 to 69 for face images and from 40 to 59 for non-face images. Figure 10 shows the result of ROC curve. It is observed that the proposed face detection algorithm is more effective than two existing algorithms if the number of FPs is larger than 180. This result shows that the detection rate of the proposed algorithm is higher than those of two existing methods.
Although the proposed method has more FPs than the adaboost, NN, and our previous algorithms, the detection rate is higher. The proposed face detection algorithm is less sensitive to illumination than the adaboost and NN algorithm. It tells us that the face detection rate is higher for test images that are affected by illumination change because the proposed algorithm detects some faces that the adaboost and NN algorithms do not detect. Also, Table 1 lists three performance measures [12] , i.e., precision rate P, recall rate R, and fmeasure F, with two different values of FPs. The precision rate P is defined by (number of TPs)/(number of faces) and the recall rate R is defined by (number of TPs)/(number of TPs + number of FPs). The f-measure F is defined as When the number of FPs is larger than 100, f-measure of the proposed algorithm is larger than those of our previous algorithm, while larger than 200, f-measure of the proposed algorithm is larger than those of the adaboost, NN algorithm, and our previous algorithm, which is the same tendency observed from the ROC curve shown in Figure 10 . Figure 11 shows test images containing a single face in Caltech database images, in which the left image is affected by dark illumination whereas the right one by the direction of illumination source. Figure 12 shows simulation results using parameters in which 600 FPs are detected in 450 face images. If these images are used to detect face images by the adaboost and NN algorithm, faces are not detected well, as shown in Figures 12(a) and 12(b) , respectively. However, the our previous algorithm [16] and proposed algorithm detect faces well, as shown in Figures 12(c) and 12(d) , respectively, because of the illumination change correction. Figure 13 shows test images containing multiple faces in real images, in which the left and right image are affected by the direction of illumination source in outdoor and indoor environment, respectively. Figure 14 shows simulation results using parameters in which 200 FPs are detected in 450 face images. The result shows that the adaboost, NN, and our previous algorithm [16] either do not detect faces with FPs or do detect face with FPs, as shown in Figures 14(a) , 14(b), and 14(c), respectively. However, the proposed face detection algorithm does detect all faces without FP, as shown in Figure 14(d) . However, the proposed face detection algorithm incorrectly detects some faces with mustache around the mouth, because mustache affects the gradient distribution. We experiment with varying illumination condition and various face expression for the proposed face detection algorithm. Experimental results with various test images show that the proposed algorithm is more robust to illumination than the adaboost and NN algorithms, and less affected by illumination change because of a preprocessing step that corrects distortion of illumination. However, some face images are incorrectly detected by some obstacles like mustache that affect the gradient distribution in a block detected.
CONCLUSIONS
In this paper, we propose a face detection algorithm using the 3×3 block rank patterns of the gradient magnitude images and a geometrical face model. Using the 3×3 block rank patterns in two directions, we obtain useful information, which represents well facial features of eyes, nose, or mouth. The proposed is relatively robust to illumination than pixel-based methods and less affected by illumination change because of a preprocessing step that corrects distortion of illumination. Experimental results show the effectiveness of the proposed algorithm, i.e., the proposed method is more robust to illumination change than the adaboost and NN algorithms, and the proposed algorithm detects faces with fewer FPs than our previous algorithm. Future research will focus on the performance improvement of the proposed algorithm for various complex images that contain occlusions.
