Groups with dihedral 3-normalizers of order 4k, II  by Dickson, N.K
JOURNAL OF ALGEBRA 54, 410-443 (1978) 
Groups with Dihedral 3-Normalizers of Order 4k, II 
N. K. DICKSON 
University of Glasgow, Department of Mathematics, University Gardens, 
Glasgow, Scotland, G12 SQW 
Communicated by Walter Feit 
Received August 10, 1977 
1. INTRODUCTION 
The aim of this series of papers is to classify groups G satisfying the following 
hypotheses. Let G be a finite group with cyclic Sylow 3-subgroups. Let d be an 
element of G of order 3 and suppose that NJ(d)) = (H, r), where (h~)~ = 1 
for all h E H, H is Abelian and 4 does not divide 1 H 1. Suppose further that any 
simple group of order prime to 3 involved in G is isomorphic to SZ(Y) for some r. 
The main theorem we wish to prove is stated in [l]; in particular we wish to 
show that, if G is simple, G e P&5(2, q) for some prime power q. We began 
the proof in [l] by letting G be a minimal counterexample to the main theorem 
and (b) be a Sylow 3-subgroup of G containing (d). We established the following 
properties of G. 
THEOREM 1 .I. (a) G is simple; 
(b) 1 H 1 = 2k, where k is odd so that we may choose an involution o E H; 
(c) G has at most 2 conjugacy classes of involutions; 
(d) if G has 2 conjugacy classes of involutions then we may assume that u is 
conjugate to a~ but not to 7; 
(e) s = 1 Co(o)1 ] 1 Co(7)j has the property that Q < s < 2 or s = 
(2t + 1)/t or s = t/(2t f 1) for some positive integer 1. 
THEOREM 1.2. C(a) is sohble, O&C(a)) has a (b, r)-invariant Sylow 2- 
subgroup R and, if T is any (b, r)-invariant 2-subgroup of G containing R, then 
N(T) is soluble. 
THEOREM 1.3. G has a (6, rj-invariant 2-subgroup Q with the following 
properties: 
410 
0021~8693/78/0542-@410$02.00/0 
Copyright 0 1978 by Academic Press, Inc. 
AU rights of reproduction in any form reserved. 
DIHEDRAL 3-NORMALIZERS, II 411 
(a) Q 3 R 
(b) N(Q) = OdWQ2)) QN(d)) n NQh 
(cl C(u) G NQ' n Q,(Z(QNh 
(d) if R is Abehun then SCN,(2) # Q, O,(C(a)) = 02(C(r)) = 
O,+V(Q)) = 1 and C(a) < N(Q). 
THEOREM 1.4. Q is weakly closed in (Q, T) and (Q, 7) is a Sylow 2isubgroup 
of G. 
The aim of this paper is to prove that I C(d)i = 6 and a further paper will 
complete the proof. Thus, for the remainder of this paper, we will assume that 
: C(d)1 # 6. Since (d, U) < C(d), 1 C(d)1 > 6. 
In the first half of this paper (Sections 3-6) we assume that Q > 21. We use 
the weak closure of Q to restrict the width of Z(R). Then we examine the action 
of odd-order subgroups of C(d) on R, using the property that 1 C(d)1 > 6 to 
show that R has a large number of involutions. Fusion arguments are then 
used to show that N(R) controls most of the fusion which forces all the involu- 
tions of R to lie in Z(R) and gives a contradiction. 
In the second half of the paper (Sections 7-9) we deal with the case when 
Q = R in a similar style. The property that / C(d)i > 6 is used to produce 
involutions of R and fusion arguments are used to contradict the existence of 
such involutions. 
2. SOME PRELIMINARY RESULTS 
The results in this section are of general application and do not depend on 
the group G. 
PROPOSITION 2.1. Let T be an elementary Abelian group of order 2”, n > 2, 
and let 01 be an element of Aut(T) of order 2” - 1 acting irreducibly on T. Then, 
regarding T as a vector space over GF(2), oc and 01-l are linear transformations ofT 
with dtjcerent minimal polynomials. 
Proof. By [4, Lemma 5.6.31 there exists a primitive (2’” - 1)th root of unity 
w over GF(2) such that the characteristic roots of 01 on Tare w2*, 0 < i < n - 1. 
If a-1 has the same minimal polynomial as 01, w-l must be a characteristic root 
of 01. So w-1 = UP’ for some j with 0 < j < n - 1. Thus w2j+r = 1. But w 
hasorder2n-l.So2n-ldivides2~+1.Sincej~n-landn3;2we 
have a contradiction. 
PROPOSITION 2.2. Let T be an elementary Abelian 2-group and let 01 be an 
element of Aut(T) of order 21 acting irreducibly on T. Then, regarding T as a 
412 N. K. DICKSON 
vector space over GF(2), cy and 01-l are linear transformations of T with diSferent 
minimal polynomials. 
Proof. Let 1 T 1 = 2”. By [4, Lemma 5.6.31, 21 divides 2” - 1 and there 
exists a primitive 21st root of unity w over GF(2) such that the distinct charac- 
teristic roots of 01 on T are w2’, 0 < i < n - 1. In particular w2’ # w for 
1 <i<n-1 so that 21 does not divide 2i-l for 1 <i<n-I. We 
conclude that n = 6. 
If a-1 has the same minimal polynomial as 01, the method of proof of Lemma 2.1 
yields that ~a’+1 = 1 and 21 divides 2j + 1 for some j with 0 < j < n - I, 
i.e., 0 <,i < 5. This is a contradiction. 
PROPOSITION 2.3. Let T be an elementary Abelian 2-group. Suppose p is a 
prime, p # 2 or 3, and that x, d, 7 are elements of Aut(T) of order p, 3, and 2, 
respectively, such that (d, x, T> g Dsp . Suppose further that C,(d) = 1. Then 
/ T 1 3 28. 
Proof. By replacing T by a section of T on which (d, X, 7) acts irreducibly 
with x acting nontrivially, we may assume that (d, x, T) acts irreducibly on T 
and, since C,(X) is (d, x, T)-invariant, that C,(X) = 1. Since x has prime 
order p we must have p dividing [ T I - 1. Also, since C,(d) = 1, each irre- 
ducible (d)-submodule of T is isomorphic to V, . So / T ) = 22n for some n. 
We therefore have only to eliminate 1 T j = 22, 24, and 2‘j. 
If ) T 1 = 22 then clearly T does not have an automorphism of order p. 
If 1 T ; = 24 then p dividing 1 T 1 - 1 implies p = 5. Since 5 does not 
divide 22 - 1 or 23 - 1 x must act irreducibly on T. So dx is an element of 
order 15 acting irreducibly on T. Since (dx)7 = (dx)-1 we have a contradiction 
to Proposition 2.1. 
If [ T ; = 2’j thenp dividing 1 T - 1 impliesp = 7. Since 21 does not divide 
2” - 1 for n < 6, dx is an element of order 21 acting irreducibly on T. Since 
(dx)7 = (dx)-l we have a contradiction ot Proposition 2.2. 
PROPOSITION 2.4. Let T be an elementary Abelian 2-group and let b, d, r be 
elements of Aut( T) of order 9, 3, and 2, respectively, such that b3 = d and (b, r) g 
DI, . Suppose that C,(d) = 1. Then 1 T / 3 26. 
Proof, As in the proof of Proposition 2.3, 1 T 1 = 22n for some integer n. 
Since Aut(V,) z D, and Aut(vi;,) z GL(4,2) z A, the result follows im- 
mediately. 
PROPOSITION 2.5. Let K be a group with a normal elementary Abelian 2- 
subgroup T such that K/T E D,, for some odd integer k. Suppose that all involutions 
of T are conjugate in K. Then T E Z, or V, . 
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Proof. Let K/T = (y, T), where y and 7 have orders k and 2, respectively, 
and 7~7 = y-l. Since (y, 7) permutes the involutions of T transitively and 
(y) is a subgroup of index 2, (y) permutes the involutions of T in at most 
two orbits. T has an odd number of involutions o, if (y) has two orbits, one 
orbit must have an even number of involutions. But this is impossible since y 
has odd order. We conclude that (y) acts transitively on T#. 
If y acts trivially on T we conclude that T E 2, If y acts nontrivially on 7 
then, since y7 = y-l, T 1 = 4 by Lemma 2.1. 
PROPOSTI~N 2.6. Let 1’ be a 2-group and suppose that d, 7 are elements of 
Aut( T) of order 3 and 2, respectively, such that (d, 7) z De. Then, if t E (T(r))\,T, 
~ C,(t)’ < (~ C,(d)/ 1 T ‘)1’2. 
Proof. Suppose T is a minimal counterexample and let T,, # 1 be a subgroup 
of T minimal with respect to T,, 4 (T, d, T). Since T, n Z(T) is a nontrivial 
normal subgroup of (T, d, T) it follows that T,, = T,, n Z(T) so that T,, < Z(T) 
and CT,(t) = C’=“(T). In addition, if TI 7 d 1 is a (d, r)-invariant subgroup of T,, , 
we now have TI 4 (T, d, T) so that TI = To . In particular CrO(d) = 1 or TO . 
If C,“(d) = 1 then, since (d, T) now acts irreducibly on T, , T,, E V4 and 
CTo(,) g 2,. So ! Cr,(t)~ = ~ TO IlIz = (I C’,Jd)i . 1 T,, )1.‘2. If C,(l(d) = TO 
then clearly I T,, , = (~ C, (d)~ 1 T,, :)1’2. In both cases we therefore have 
1 CrO(t), < (1 CrO(d)i 1 To :)rj2. By applying the lemma to T/To we derive a 
contradiction. 
PROPOSITION 2.7. Let K be a group and let (Y be an element of Aut(K) of order 3 
with OK = 1. Then, for any subgroup L of K, L n La and (L, La) are N- 
invariant. 
Proof. This follows immediately from the relation X.PX”’ = 1 which holds 
in K by [4, Lemma 10.1.11. 
PROPOSITION 2.8. Let T be an extraspecial 2-group. Suppose that 01 is an 
element of Aut( T) of order 3 with Cr(01) = Z(T). Then T can be written as the 
central product of oc-invariant subgroups isomorphic to QB . 
Proof. Let x be an element of T of order 4. Since Cr,z(T)(~) = 1, 
(x, .xN)Z(T)/Z( T) is an a-invariant subgroup of T/Z(T) isomorphic to V, . 
Then (x, xX) is an a-invariant group of order 8, whence (x, P) s Qs . By 
[4, Lemma 5.4.61, T = (x, P) CT((q x”)). Since T is extraspecial, C,((x, x”>) 
is also extraspecial. By repeating the argument we obtain the lemma. 
PROPOSITION 2.9. Let T g Qs and let d, 7 be elements of Aut(T) of order 3 
and 2, respectively, such that (d, 7) E D, . Then there exist a, b E T such that 
(a, b) = T, ad = b, bd = ab, a7 = b-l. 
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Proof. An easy calculation. 
PROPOSITION 2.10. Let T be a 2-group and let d, 7 be elements of Aut(T) of 
order 3 and2, respectively, such that (d, r) z D, . Suppose that C,(d) = (a) s Z, 
and that T has no nontrivial (d, 7) -invariant subgroups on which d acts Jixed- 
point-freely. Then T g Z, or Q8 . 
Proof. Suppose the lemma is false and let T be a minimal counterexample. 
By [4, Theorem 52.31, Z(T) = C,,,)(d) x [Z(T), (d)]. Since [Z(T), (d)] 
is a (d, r)-invariant subgroup of T on which d acts fixed-point-freely, 
[Z(T), (d)] = 1. So Z(T) < C(d), whence Z(T) = (u). 
Let C be a critical subgroup of T (i.e., a subgroup satisfying [4, Theorem 
5.3.111). A repetition of the argument of the preceding paragraph shows that 
Z(C) = (u). 
If C is Abelian, then C = (u) so that T = C,(C). By [4, Theorem 5.3.111, 
C,(C) = Z(C). Thus T = (a), contrary to T being a counterexample. So C 
is not Abelian. 
Since, by [4, Theorem 5.3.111, C/Z(C) is e 1 ementary Abelian it follows that C 
is extraspecial. By [4, Theorem 5.4.61 T = CC,(C). But C,(C) = Z(C). 
So T = C, i.e., T is extraspecial. 
Let TI < T be such that (u} < TI and T,/(u) is irreducible under the 
action of (d, T). Then T,/(u) E V, so that, since TI admits d, TI s V, or Qs . 
If TI E Vs then TI contains a (d, T)-invariant subgroup (namely [TI , (d)]) on 
which d acts fixed-point-freely. So Tr z Qs . 
We may now apply [4, Theorem 5.4.61 ag ain to conclude that T = T,C,(T,). 
Since TI g Qs , C,(T,) < T. Also (cr) < C,(T,) and C,( TI) is (d, T)-invariant. 
Since T is a minimal counterexample, C,(T,) g Z, or Qs . If C,(T,) E Z, then 
Cr(T,) = (CT> < TI so that T = TI and T z Q, , a contradiction. We conclude 
that C,(T,) G Q8 . 
By Proposition 2.9, there exist a, , b, E TI and a2 , b, E C,(T,) such that 
Tl = (a,, 0 GP”d = (a2 T b,) and for i = 1,2 we have aid = bi , bi” = a,bi 
and at7 = bT1. It is easy to check that (ala2 , b,b,) is a (d, T)-invariant subgroup 
of T on which d acts fixed-point-freely. This contradiction establishes the 
result. 
PROPOSITION 2.11. Let A be a group of automorphisms of the p-group P and 
let 4 # 1 be an element of O,(A). Then Ppossesses an A-invariant special subgroup 
Q such that A acts irreducibly on Q/@(Q), I/ acts nontrivially on Q/@(Q) and # acts 
trivially on <p(Q). 
Proof. This proposition extends [4, Theorem 53.81. The only point where 
the proof of that theorem requires alteration is a use of Maschke’s theorem in 
the proof of Lemma 5.3.7 of [4]. All that is needed is the following: 
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Let P be an elementary Abelian A-invariant group on which # acts non- 
trivially. Suppose that A acts indecomposably on P and that 4 acts trivially on 
every proper A-invariant subgroup of P. Then A acts irreducibly on P. 
This is proved as follows. Suppose that A does not act irreducibly on p and 
that P, is an A-invariant proper subgroup of P with P, # 1. Then # E C(P,) so 
that P r < Cp((#A)), where (+P) is the normal closure of $ in A. Since # $ C(P), 
Cp((@?) # p. However #E O,(A) so that ($*> < O,(A). By [4, Theorem 
5.2.31, P := C,((#*)) x [p, (#*)I. Since [P, (I/?)] is A-invariant we have a 
contradiction to the indecomposability of P. Thus A acts irreducibly on P 
as required. 
PROPOSITION 2.12. Let N be a soluble group of order prime to 3 such that 
O,(N) == 1. Suppose that d is an element of Aut(N) of order 3 with the property 
that C,(d) is Abelian. Suppose further that a Sylow 2-subgroup of C,(d) is a 
subgroup of O,(N). Then N is 2-closed. 
Proof. Suppose that N is not 2-closed and let bars denote images under 
the natural map N + N/O,(N). 
LEMMA 2.12.1. N has a d-invariant 2-subgroup T with the property that 
T < O,,,,,,(N) and T G V, . 
Proof. O,,,,.,(N)/O,(N) has even order since N is not 2-closed. Since 
CN,oL(,V~ (d) has odd order the lemma follows immediately. 
LEMMA 2.122. There exists aprimes and a (T, d)-invariant special s-subgroup 
3 of O&T) such that 
(a) s:T, d) acts irreducibly on S/@(S), 
(b) T acts nontrivially on S/@(S) and trivially on Q(S). 
Proof. T < C,(Oz(m)) by the Hall-Higman Centralizer Lemma. Therefore 
there exists a odd prime s and a (T, d)-’ invariant Sylow s-subgroup s, of O,(w) 
such that T .< C,(s,). By [4, Theorem 53.81, s, has a subgroup s with the 
required properties. 
Notation. Since S acts nontrivially on O,(N)/@(O,(N)) by the Hall-Higman 
Centralizer Lemma, there exists an (S, T, d)-invariant section M of O,(N)/ 
@(O,(N)) on which (S, T, d) acts irreducibly and s acts nontrivially. Let n be 
chosen so that GF(2”) contains a primitive sth root of unity. Then there exists 
an irreducible GF(2”)(S, T, d)-module M* which is involved in M @ GF(2”) 
and on which s acts nontrivially. 
LEM11.4 2.12.3. C,(M*) .< @i(S). 
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Proof. If not, then the irreducibility of s/@(S) under the action of (T, d) 
gives S = Cs(M*) D(S) whence s = Cs(M*), contrary to the definition of M*. 
LEMMA 2.12.4. M* is homogeneous as a GF(2”)(s, T)-module. 
Proof. If not, then by Clifford’s theorem M* has three homogeneous 
components and we may write M * = V @ Vd @ Vd2, where V is a homo- 
geneous component. Then {v + vd + vd*: v E V} = C,,(d). Since C,(d) is 
Abelian (V + vd -1 vd2)x = v + vd + vd2 for all I* E Cs(d). So vx = v for all 
x E Cs(d), i.e., Ck(d) < C(V). Thus Cs(d) < C&M*). But C&M*) < Q(s) 
from Lemma 2.12.3. This means that d acts fixed-point-freely on s/@(s) and 
hence on (ST)/@(S). By [4, Theorem 10.2.11, T centralizes /@(S), contrary to 
the choice of s. 
LEMMA 2.12.5. CL9(M*) = Q(S), so that S acts on M* as an elementary 
Abelian group. 
Proof. By Lemma 2.12.4, M* is homogeneous as a GF(2”)(S, T)-module. 
Now G(s) ,< Z((S, T)). Th ere ore f by [4, Lemma 3.2.11 @(s)/Cs(M*) acts on 
M* as a group of scalar matrices. So d centralizes @(s)/Cs(M*). 
If C,,(d) = 1 then by [ll, Corollary 3.21 applied to the action of (3, d) 
on M*, d centralizes L?/Cs(M*). N ow Cs(M*) < Q(s) by Lemma 2.12.3. 
Therefore d centralizes s/@(s). S ince T acts nontrivially on s/@(S) and 
(T, d) g A, , we have a contradiction. 
Therefore C,,(d) + 1. Since C,(d) is Ab e ian and, from above, d centralizes 1’ 
@(S)/Cs(M*), Q(s) < C(C,,(d)) and so C,,(@(S)) # 1. The irreducibility of
M* now forces Q(s) < Cs(M*). Since we already know that Cs(M*) < Q(s), 
Q(S) = Cs(M*) as required. 
LEMMA 2.12.6. M* has one, two, or four homogeneous components as a 
GF(2n)S-module. 
Proof. Let N* be an irreducible (S, T)-submodule of M*. By Clifford’s 
theorem applied to N* with S as the normal subgroup, N* has one, two, or four 
homogeneous components. In particular N* has one, two, or four isomorphism 
classes of irreducible GF(2”)S- su b modules. Since M* is homogeneous as a - - 
GF(2”)(S, T)-module, it follows that M* has one, two, or four isomorphism 
classes of irreducible GF(2”)S-submodules. Therefore, when we apply Clifford’s 
theorem to the action of (S, T, d) on M* with s as the normal subgroup we 
obtain the lemma. 
LEMMA 2.12.7. M* does not have one homogeneous component as a GF(2n)S- 
module. 
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Proof. If M* had one component then, by [4, Lemma 3.2.11, s/@(s) = 
S/Cs(M*) acts on M* as a group of scalar matrices. So d centralizes /@(s). 
Since T acts nontrivially on s/@(s) and (T, d) g A, , we have a contradiction. 
LEMMA 2.12.8. M* does not have two homogeneous components as a GF(2”)s- 
module. 
Proof. If M* had two components, V, and V, , say, then VI and V, are 
d-invariant. By an argument similar to the proof of Lemma 2.12.7, d centralizes 
L?/Cs(V,) and s/Cs(V,). S’ mce Q(s) = CS(M*) = Cs( V,) n Cs(VJ we con- 
clude that d centralizes /@(s). A s in the proof of Lemma 2.12.7, this is a 
contradiction. 
LEMMA 2.12.9. M* has four homogeneous components as a GF(2n),%module. 
Furthermore we may choose homogeneous components V and W and t E T such that 
Vd = V, Vt = W, and M* = V @ W @ Wd @ Wd2. 
Proof. By the preceding three lemmas M* has four components. If they 
were all normalized by d we could proceed as in the proof of Lemma 2.12.8 to 
deduce a contradiction. Therefore d permutes three components and normalizes 
one. Since (T, d) permutes the components transitively, the lemma follows. 
LEMMA 2.12.10. Cs(d) < C&W) n C3( Wd) n C,(Wd2). 
Proof. Apply the argument to Lemma 2.12.4 to W @ Wd @ Wd2. 
LEMMA 2.12.11. ,!?/C’,( V) is centralized by d. Furthermore, s/C,(V) # 1. 
Proof. By [4, Lemma 3.2.11, s/C,(V) t ac s on V as a group of scalar matrices 
and, since V is d-invariant, is therefore centralized by d. If s = C,(V) then 
C&s) # 1. The irreducibility of M* forces s to centralize M*, which is a 
contradiction. So s/Cs( V) # 1. 
LEMMA 2.12.12. Cs(d) 4 C,(W). 
Proof. By Lemma2.12.11 there exists x E Cs(d)\C~(V). From Lemma2.12.10 
xactsonM= V@W@Wd@Wd2 as diag{A, 1, I, I> for some nonidentity 
matrix A. Since Vd = V, Vt = W, Vtd = Wd, and Vtd’ = Wd2 it follows 
that xt, & and X@ act on M* as diag(1, A, I, I}, diag{l, I, A, I}, and diag{l, I, 
I, A}, respectively. So x~&x~” acts as diag(1, A, A, A}. 
Since x E Cs(d), (9)” = xtd, (+’ = x@, and (x”““)” = xt. But s/Cs(M*) = 
s/@(s) and is therefore Abelian. Thus xW~X~~’ = (xW~P~)~ modulo Cs(M*). 
So there is an element xi E C’s(d) which acts on M* as ~~a+~a@, i.e., as diag{l, A, 
A, A}. Therefore xi $ C&W). 
Since Lemmas 2.12.10 and 2.12.12 contradict each other, we have proved 
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Proposition 2.12. We now return to G, the minimal counterexample to our main 
theorem, and to the notation stated in Section 1. 
3. Q > R: 2-LOCAL thRJCTURE 
Assume that Q > R so that (5 $2(Q) and Q’ # 1. Let p be an involution in 
Q n Z(<Q, 7)). 
LEMMA 3.1. The involutions of Z(Q) are not conjugate to u (and hence are all 
conjugate to T). 
Proof. Since Q > R and Q and R admit d with Co(d) = C,(d) = (u) we 
have / Q : R I 3 4. Thus I Q I > 2 l(R, T>I. S ince (R, T) is a Sylow 2-subgroup 
of C(U) the lemma follows immediately. 
LEMMA 3.2. Q,(Z(Q)) E If,. 
Proof. Q is weakly closed in (Q, T) and, by Lemma 3.1, all involutions of 
Z(Q) are conjugate in G. By Burnside’s fusion argument, all involutions of Z(Q) 
are conjugate in N(Q) and hence, by Theorem 1.3, conjugate under the action 
of N((d)) n N(Q). By Proposition 2.5, fi,(Z(Q)) z V, . 
The proofs of [l, Lemmas 6.3 to 6.91 enable us to deduce the next eight 
lemmas from Lemma 3.2. 
LEMMA 3.3. 
LEMMA 3.4. 
LEMMA 3.5. 
LEMMA 3.6. 
LEMMA 3.7. 
LEMMA 3.8. 
LEMMA 3.9. 
LEMMA 3.10. 
LEMMA 3.11. 
j C(0) : C(a) n C(p)1 = 3. 
I C(f) : C(u) n C(P>l = 4. 
C(p) is soluble. 
lQ:R/ =4andRaQ. 
9 does not divide / G [. 
O,,(C(u)) = O,,(C(p)) = 1. 
O,,(N(T)) = 1 for any 2-subgroup T of G. 
<W, C(P)> < NW = N(Q) = QN<d)), 
Q@-(R)) = (0, P, ~9. 
Proof. Suppose the lemma is false. By Lemma 3.2, Qr(Z(Q)) = (p, pd). 
Since R = Q n C(a), it follows that (a, p, pd) < @(Z(R)) and hence (a, p, p”) < 
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&(2(R)). The action of d on &(2(R)) now gives m(J&(Z(R))) = 2r + 1 for 
some integer r > 2. 
Let A be an elementary Abelian subgroup of (Q T) of maximum possible 
rank. We will show that A < R. 
Suppose first hat A 4 Q and let t E&Q. Since / Q/R i = 4 by Lemma 3.6 
and Q/R admits (d, 7) it follows that (Q, 7)/R g D, and that t is conjugate to V- 
modulo R. Thus m(Cq,(,))(t)) =m(Cn,(z(R))(~)) =Y + 1. Now (A n R) &(2(R)) 
is elementary Abelian and m((A n R) Q,(Z(R))) = m(A n R) f m(L’,(Z(R))) - 
m(A n Q,(Z(R))). Since (Q, 7)/R g D, , j A/A n R 1 < 4 and so 
m((A n R) s&(Z(R))) > (m(A) - 2) + (2~ $ 1) - (Y + 1) = m(A) f r - 2. 
The maximality of A now gives Y < 2. Hence Y = 2, m(A n R) = m(A) - 2, 
m(A n iJ,(Z(R))) = 3 = m(C n,(z(R))(t)). So there exists x E Q\R and y E R such 
that A = <A n R X,YT). Then A n QMR)) G CC~,(~(R))(YT) = CD,(~(~))(+ 
Since A n Jl,,(Z(R)) and Cn,(z(R))(~) both have rank 3, A n L?,(Z(R)) =
CJa,(z(R)~(~). So u E A. Thus x E C(a), contradicting x E Q\R. 
Therefore A < Q. Since / Q/R 1 = 4, I A/A n R 1 < 4. Suppose j A/A n R I= 4. 
Then A n SZ,(Z(R)) < Z((R, A)) = Z(Q) which has rank 2. Then 
(A n RI QMRN is elementary Abelian and m((A n R) &(Z(R))) > m(A) f 
2~ - 3 > m(A) since Y > 2. This contradicts the definition of A. 
Suppose / A/A n R 1 = 2. Then we may choose x E A\,R such that A = 
<A n R x> and Q = CR, x, ~9. Now C~,WR))(X) = Cn,(z(R))((R x>). Since 
(R, x) is of index 2 in Q it follows that C D,(~(R))(~) 4 Q. Then 2 = m&W(Q))= 
m(Cf2,(Z(R))(x) n C(Xd)) 3 im(c~lt~(R))(X)) since the centralizer of any involu- 
tion acting on an elementary Abelian 2-group has at least half the rank of the 
2-group. So m(Cn$(@)(x)) < 4 forcing m(A n lll(Z(R))) < 4. On the other 
hand m((A n R) -QdZ(R))) = m(A) + 2~ - m(A n Q,(Z(R))), giving 
m(A n J&(Z(R))) 3 2~. Since Y > 2 we have Y = 2 and m(A n L.$(Z(R))) = 
m(C,$(a))(x)) = 4. Also, conjugating by d, we obtain m(Co$+))(&)) = 4. 
But Y = 2 means m(lln,(Z(R))) = 5. It follows that m(sZ,Z(Q)) > m(Cal(,(,))(x) n 
Cn,(Z(R))(@)) > 3 which is a contradiction. 
We therefore have 1 A/A n R 1 = 1, i.e., A < R. This is true for all possible 
choices of A. SO Je((Q, T)) < R. We now use the weak closure properties of 
Je((Qr T)) to deduce a contradiction. 
By the maximality of A, SZ,(Z(R)) < A. Thus Li$(Z(R)) < fi,(Z(j,((Q, T)))). 
Since W4W9) > 3, N(Jd(Q, T>)) is of type (a) or (b). But Q is (a, T)- 
invariant and (Q, T) is a Sylow 2-subgroup of G. It follows that N(J&(Q, T))) is of 
type (a) with (Q, T) as a Sylow 2-subgroup. By Lemma 3.9, 02(N(Je((Q, T))))= 1. 
Thus Q = WVJe((Q, T>))) and W&<Q, 7))) G N(Q) G WWYQ))). 
JJ(Q, T)) is weakly closed in (Q, 7). S o involutions of Z(JJ(Q, T))) conjugate 
in G are conjugate in N(Je((Q, T))) and hence in N[Q). By Lemma 3.1, p is 
conjugate to r. Since p E sZ,(Z(Q)) n Z(Je((Q, T))) it follows that the three 
involutions of Q,(Z(Q)) are the only involutions of Z(JJ(Q, T))) conjugate to 7. 
Now u E L+(Z(R)) < Z(J&(Q, T))). By Lemma 3.10, N(Q) = QN((d)) so that 
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: N(Q) : N(Q) n C(a)1 = 4. It follows that there are at most four involutions of 
Z(JJ(Q, T))) conjugate to (T. Thus Z(J&(Q, T))) has at most seven involutions. 
But @(Z(R)) < Z(/,(Q, 7))) from above. This contradicts m(SZ,(Z(R)) > 3 and 
completes the proof of the lemma. 
LEMMA 3.12. Let T be a (b, T)-invariant 2-subgroup of G containing Ql(Z(R)). 
Then T < Q. 
Proof. Suppose the lemma is false and let T be a counterexample chosen 
so that T n Q has maximum possible order. If T n Q = Q then Q < T and, 
since (Q, T) is a Sylow 2-subgroup of G, Q = T contrary to the choice of T. 
So TnQ <Q whenceQn N(TnQ) > TnQ. 
Since T n Q > Gr(Z(R)) = (a, p, pd) and p is not conjugate to o (by 
Lemma 3.1) N(T n Q) is of type (a) or (b). By Lemma 3.9, O,,(N(T n Q)) = 1. 
Let Tl = O,(N(T n Q)). If T2 IS any (b, r)-invariant 2-subgroup of N( T n Q), 
the structure of N(T) forces T, < Tl . In particular Q n N(T n Q) < Tl . 
So T n Q < Tl n Q. We also have SZ,(Z(R)) < Tl . Therefore the properties 
of Tl contradict he definition of T. This establishes the lemma. 
LEMMA 3.13. Let T be a d-invariant 2-group with Z(R) < T and R < N(T). 
Suppose that N((d)) n N(T) > C(d) n N(T). Then N(T) < N(R). 
Proof. Since Z(R) 3 (a, p) and o is not conjugate to p in G, N(T) is of 
type (a) or (b). Now N((d)) < N(R) so that in both cases R < O,,,,(N(T)). 
Indeed by Lemma 3.9 R < O,(N(T)). 
Since (Q, T) is a Sylow a-subgroup of G, j O,(N(T)) : R / < 4. By the action 
of d, 1 O,(N(T)) : R 1 = 1 or 4 and in either case O,(N(T)) < N(R). But 
N(R) = QN((d)) so that O,(N(T)) = R or Q. Thus N(T) < N(R) or N(T) < 
N(Q). However N(Q) = N(R) by Lemma 3.10. So N(T) < N(R) as required. 
LEMMA 3.14. Let T be a d-invariant 2-group with o E T. Suppose that 
N((d)) n N(T) = C(d) n N(T). Then N(T) is 2-closed. 
Proof. Since Sylow 3-subgroups of G are cyclic and C(d) is Abelian, it 
follows from Burnside’s Transfer Theorem that N(T) has a normal 3-com- 
plement. Let N = O,(N(T)). N is soluble (see the proof of [I, Theorem 31) and 
O,(N) = 1 by Lemma 3.9. Since (T E T < O,(N), Proposition 2.12 implies that 
N is 2-closed. Hence N(T) is 2-closed, as required. 
LEMMA 3.15. Let T be a d-invariant 2-group with Z(R) < T and R < N(T). 
Then N(T) < N(R). 
Proof. By Lemma 3.13 we may assume that N((d)) n N(T) = C(d) n N(T). 
Then N(T) is 2-closed by Lemma 3.14. Therefore R < O,(N(T)). NOW use 
the method of Lemma 3.13. 
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4. Q > R: ODD-ORDER SUBGROUPS OF C(d) 
LEMMA 4.1. There exists a prime p, p # 2 or 3, and a Sylow p-subgroup P
of C(d) such that P acts faithfully on R. 
Proof. 1 C(d)1 > 6 by hypothesis. Since (d) is a Sylow 3-subgroup of C(d) 
by Lemma 3.7 and (u) is a Sylow 2-subgroup of C(d), there exists a prime 
p # 2 or 3 and a Sylowp-subgroup P of C(d) with P # 1. Now C(U) is soluble 
and O,(C(a)) = 1 by Lemma 3.8. So C(a) = RN((d)) and C,-(,)(R) < R. So 
P acts faithfully on R as required. 
LEMMA 4.2. N(P) < N(Q). 
Proof. P acts on R and, since C(d) is Abelian, P < C(a). Since L+(Z(R)) = 
(a, p, pd) it follows that &$(2(R)) < C(P). Also, N(P) is of type (a) since 
d E C(P) and 7 E N(P)\C(P). Therefore we may choose a (b, T)-invariant 
Sylow 2-subgroup T of O,,,,(N(P)) containing LJ,(Z(R)) such that N(P) = 
QdW’N TN(W). 
By [4, Theorem 5.3.61 applied to the action of (p, p”> on O,,(N(P)), 
OdW’)) < (C(P), C(P”), C(P~“)>. BY L emma 3.10 it follows that O,jN(P)) < 
N(Q). Also N((d)) < C(u) < N(Q) and, by Lemma 3.12, T < Q. Therefore 
NV’) G N(Q). 
LEMMA 4.3. P is a Sylow p-subgroup of G. 
Proof. Since N(Q) = QN((d)) the result follows immediately from Lemma 
4.2. 
LEMMA 4.4. (x E C(P) : x2 = 1) = SZ,(Z(R)). 
Proof. We certainly have SZ,(Z(R)) < C(P) as remarked in the proof of 
Lemma 4.2. So !&(Z(R)) < (x E C(P) : x2 = 1). Since P is a Sylowp-subgroup 
of G Burnside’s Fusion Argument tells us that involutions of C(P) conjugate 
in G must be conjugate in N(P). But, by Lemmas 4.2 and 3.10, N(P) < N(Q) = 
N(R) < N(L&(Z(R)). However @(Z(R)) contains representatives of both 
G-classes of involutions, viz., u and p. Thus all involutions of C(P) are in 
L?,(Z(R)), completing the proof. 
LEMMA 4.5. CR(P) > QMW 
Proof. Suppose C,(P) = Qn,(Z(R)). S’mce / Q/R ; = 4 by Lemma 3.6, P 
acts trivially on Q/R. So Co(P)/SZ,(Z(R)) g I’, . Thus (Co(P))’ < L?,(Z(R)). 
If equality holds then Co(P) is dihedral, semidihedral, or quaternion, contra- 
dicting Co(P) > S2,(Z(R)) = (a, p, pa). Since (Co(P))’ is d-invariant we must 
therefore have (Co(P))’ = 1, (a> or (p, p”). If (C,(P))’ = 1 or {a), C,(P) < 
481/54.12-10 
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C(o) and hence Co(P) < R, contrary to P acting trivially on Q/R. Thus 
(Co(O)’ = (P, P”> and 0 $ (Co(P))‘. 
Since u # (Co(P))‘, Q, = [C,(P), (d)] is a (d, T)-invariant group such that 
u~Q1and/Co(P):Q1~=2.1Co(P)I=32sothatIQ~I=16andQ,~I/;, 
or Z, x Z, Now (a, p, pd) contains all the involutions of C,(P) by Lemma 4.4. 
Therefore Qr E Z, x Z, . Since Qr admits (d, T) we may choose a EQ~ of 
order 4 such that ur = a. Since a $ R, [o, u] # 1. Also [u, aIT = [a?, ar] = [o, a] 
so that Co, 4 E Ctcg~dd = Cc,,,,, ) d (T) = (p). However (u~)~ = u2 so that 
a” E c (p,Od)(r) = (p). Thus u2 = p = [a, u]. Then (uu-l)” = 1, i.e., UKl is an 
involution, contrary to Lemma 4.4. 
5. Q > R: STRUCTURE OF R 
LEMMA 5.1. R has cluss 2. 
Proof. Since R/(u) admits d as a fixed-point-free automorphism, R/(a) has 
class at most 2. So T,(R) < (u). If I’,(R) = (u) then N(R) < C(u), forcing 
Q f C(u) which is a contradiction. Thus T,(R) = 1. 
So R has class at most 2. If R were Abelian, R would have rank 3 by Lemma 
3.11 and P would act trivially on R, contrary to Lemma 4.1. Hence R has 
class 2. 
LEMMA 5.2. R has no Abelian subgroups of index 2. 
Proof. Suppose not and let A be an Abelian subgroup of R of index 2. By 
Lemma 5. I, R is not Abelian. Therefore A is a maximal Abelian subgroup of R 
and Z(R) < A. Since u E Z(R), d acts fixed-point-freely on R/Z(R). Therefore 
1 R : A / = 2 implies A # Ad. Then R = (A, Ad) and A n Ad = Z(R). So 
1 R/Z(R)1 = 4, forcing P to act trivially on R/Z(R). By Lemma 4.4 and 
[4, Theorem 5.2.41 P acts trivially on Z(R). So P acts trivially on R, contrary 
to Lemma 4.1. 
LEMMA 5.3. R has at most one Abeliun subgroup of index 4. 
Proof. Suppose not and let A and B be two distinct Abelian subgroups of 
R of index 4. By Lemma 5.2, A and B are maximal Abelian subgroups of R. 
Therefore Z(R) < A n B. We also have 1 R : A n B 1 = 16 or 8. 
Suppose [ R : A n B 1 = 16. Then R = (A, B) and A n B ,< Z(R) so that 
1 R/Z(R)1 < 16. By Proposition 2.3, P acts trivially on R/Z(R). By Lemma 4.4 P 
acts trivially on Z(R), forcing P to act trivially on R contrary to Lemma 4.1. 
Therefore 1 R : A n B / = 8. Since u E Z(R) < A n B d acts fixed-point- 
freely on R/Z(R) so that (A n B)/Z(R) is not d-invariant. 
Now if A is not d-invariant, we may choose B = Ad. Since d acts fixed- 
point-freely on R/Z(R), (A n B)/Z(R) = (A n Ad)/Z(R) is d-invariant by 
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Proposition 2.7, contrary to the preceding paragraph. So A is d-invariant. 
Similarly B is d-invariant. Then (A n B)/Z(R) is d-invariant, contrary to the 
preceding paragraph. This establishes the lemma. 
LEMMA 5.4. R has no Abelian subgroups of index 4. 
Proof. Suppose not and let A be an Abelian subgroup of R of index 4. By 
Lemma 5.3, A is the only such subgroup of R and hence is a characteristic 
subgroup of R. 
Since / R : A I = 4, P acts trivially on R/A. We may therefore choose 
.X E C,(P)\,A such that R = (A, X, x”). Now P acts faithfully on R so that P 
acts faithfully on A and hence on &(A) by [4, Theorem 5.2.41. Now Qn,(A) = 
C+,,(P) x [Q,(A), P]. By Proposition 2.3, m([&(A), P]) 3 8. In addition, 
Ql(Z(R)) < Cn,(a)(P) so that +$(A)) 3 11. 
Now the centralizer of any involution acting on an elementary Abelian 
2-group has at least half the rank of the 2-group so that m(Cn,(a~(x)) > @(Q,(A)). 
Also G,(a)(x) = GI,,,((A, x>) <I R. So ~(C.ol(,)(x) n C(x”)) 3 WS,&))> 
@~(f2~(A)). But m(C+&) n C(x”)) = m(Q,(Z(R))) = 3. Thus w@,(A)) < 
27n(CD+)(x)) < 12. Since d acts on .Qn,(A) with Co,c,,(d) = (a), m(G),(A)) is 
odd. Thus m(Q,(A)) < 11. Together with the preceding paragraph this gives 
m(Q,(A)) = 11, m([&(A), P]) = 8 and Cn+)(P) = i&(Z(R)). The inequality 
4%(A)) < 2m(Cnl(,)(x)) < 12 now gives m(G+&)) = 6. 
Now x E C(P) so that Ca ca,(x) is P-invariant. Also Q,(Z(R)) < Cn tA)(x). 
We may therefore choose P-mvariant subgroups A, and A, of &(A) such that 
CD+)(x) = Qn,(Z(R)) x A, and Q,(A) = Q,(Z(R)) x A, x A, . Then m(A,) = 3 
and m(A,) == 5, i.e., A, = 23 and ~ A, ! = 25. 
Let y E Pf have order p. Then we cannot have both CA1(y) = 1 and 
CAz(y) = 1. Since Q,(Z(R)) ,( C(P) it follows that C,+,J(Y) li Q,(Z(R)). 
Kow y E P -5 C(d), which is Abelian, and y’ = y-l. So (y) 4 N((d)) whence 
C+,,(y) is N((d))-invariant. However m(Q,(A)/Q,(Z(R))) = 8. Therefore, by 
Proposition 2.3, N((d)) acts irreducibly on Q,(A)/Q,(Z(R)). This forces 
C,+,(y) = Q,(A), contradicting the faithful action of P on &+(A) and hence 
establishing the lemma. 
LEMMA 5.5. Let y E P+‘ and suppose that Q,(R) = Q,(Z(R)). Then R has a 
N(<d))-invariant special subgroup S such that N((d)) acts irreducibly on S/@(S), 
y acts nontrivially on S/@(S) and D(S) = Q,(Z(R)). 
Proof. y acts nontrivially on R by Lemma 4.1. By Proposition 2.11, R has a 
N((d))-invariant special subgroup S which has all the required properties except 
possibly for the property Q(S) = Q,(Z(R)). 
Q(S) is elementary Abelian so that (P(S) < Q,(R) = Qn,(Z(R)) = (a, p, pd) = 
(u> x Q,(Z(Q)). Therefore O(S) = 1, (o), 52,(2(Q)), or SZ,(Z(R)). 
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If @(S) = 1 then S is elementary Abelian so that S < G,(R) = J&(2(R)). 
But then y E P < C(&(Z(R))) < C(S), which is a contradiction. 
If @(S) = (u) then the irreducible action of iV((d)) and the nontrivial action 
of y on S/@(S) together force (@(Z(R)) n S) @(S)/@(S) = 1. Thus @(Z(R)) n 
S < Q(S). Since Q,(R) = Qr(Z(R)), it follows that o is the only involution 
of S. So S is quaternion. But S is special. Therefore S z Qs , contrary to the 
nontrivial action of y on S. 
If @(S) = .G$(Z(Q)) then we may argue as in the preceding paragraph to 
conclude that fir(Z(R)) n S < a(S). S ince Qr(R) = SZ,(Z(R)) it follows that S 
has precisely three involutions. Since d normalizes G(S) they are permuted 
transitively b d. So S is a Suzuki 2-group. By [9, 71 S is isomorphic to a Sylow 
2-subgroup of PSU(3,4). Since S admits (d, T) this contradicts [S, p. 421. 
So @(S) = SZ,(Z(R)), as required. 
LEMMA 5.6. Suppose that Gl(R) = @(Z(R)). Then s = S/sZ,(Z(Q)) contains 
a (d, r)-invariant subgroup Y s V,, . 
Proof. By Lemma 5.5, D(S) = fii(Z(R)) = (u) x Q,(Z(Q)). Thus Q(S)/ 
Qn,(Z(Q)> z Z, . Th e irreducible action of N((d)) on S/@(S) now ensures that S 
is extraspecial. Since y acts nontrivially on S/@(S), m(S/@(S)) >, 8 by Proposi- 
tion 2.3. It follows from Proposition 2.8 that S is the central product of at least 
four d-invariant subgroups each isomorphic to Qs . Since the central product 
of two d-invariant subgroups isomorphic to Qs contains a d-invariant subgroup 
isomorphic to V, we conclude that S contains a d-invariant subgroup M = 
M, x M, , where Ml and M, are d-invariant and Ml s M, z V, . 
Since M, is d-invariant so is Ml ‘. Suppose Ml n Ml7 = 1. If [mi , M,T] = 1 
then the lemma holds with v = (mi , MIT) = Ml x MIT. 
So [M, , M,T] # 1. Since S is extraspecial it follows that [(Ml , MIT>1 = 2j 
and ((a, , Ml’))’ = @((Ml , miT)) = @(S) z Z, . 
Suppose further that Z((R, , MIT)) > Q(S). Then we may choose ti E Ml, 
%E MIT such that MKE Z((lGi,  MIT)). If n = 1 then +?i E Z((M1, MIT)). Since 
Z((M, , M,T)) is d-invariant we conclude that Ml < Z((M1, MIT)) con- 
-- 
tradicting [M, , M,‘] # 1. So E # 1 and similarly ??i + 1. Then 1 = [in, m] = 
[M, %I[%, %] = [K, %] and 1 = [ME, md] = [M, md][ti, iiid] = [E, lid] since ma E 
iTI1 . So EE C((fE, Ed)) = C(M,). Since MIT is d-invariant, it follows that 
MIT = (n; cd> < C(M,), a contradiction. 
The last paragraph proves that Z((R, , M,T)) = Q(s), i.e., <Ml, al7) is 
extraspecial. By [4, Lemma 5.4.61 S is the central product of (Ml , M17) and 
CJ((M~, MIT)). Since i(M,, MIT)1 = 25 and m(S/@(S)) > 8, 1 Cs((Ml, MIT))1 > 
25. Both (m’, , MIT) and C&(M, , M,T)) admit (d, 7). Proposition 2.10 implies 
that each contains a (d, T)-invariant subgroup isomorphic to V, . Hence S 
contains a (d, T)-invariant subgroup isomorphic to V,, . 
We have now established the lemma under the supposition that Ml n MIT = 1. 
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Similarly the lemma holds when M, n MzT = 1. So we may suppose that 
M, n itlIT # 1 and M, n msT # 1. But then M, = MIT and &!& = mzr so 
that M = Ml x M, is (d, r)-invariant and the lemma holds with V = m. 
LEMMA 5.7. Q,(R) > Qn,(Z(R)). 
Proof. Suppose not. Then QJR) = SZ,(Z(R)). Let S, S, V be as in the 
statement of Lemma 5.6 and let V < S be such that Z’ > Q,(Z(Q)) and 
V/Q,(Z(Q)) = V. Since Qr(R) = Qi(Z(R)) = (u) x Q,(Z(Q)) it follows that 
Q,(V) = Qr(Z(Q)). But V admits (d, T> so that V is-either Abelian of rank 2 
or a Suzuki 2-group. Since v E Vi, , V must be a Suzuki 2-group. By [9, 71 
V is isomorphic to a Sylow 2-subgroup of PSU(3,4). Since V admits (d, T) 
this contradicts [8, p. 421, completing the proof of the lemma. 
The lemma which we have just proved and which states, essentially, that R 
has a large number of involutions, is the main result in this section. Before going 
on to the fusion arguments, we prove three further lemmas about R. 
LEMMA 5.8. Let t be an involution of R not in Z(R). Then C,(t) 4 R and 
/ R : C,(t)1 = 2, 4, OY 8. 
Proof. By Lemma 5.1, R’ < Z(R). So R’ < C,(t). Thus C,(t) 4 R. Also, 
for x E R, [x, t12 = [x, t2] = 1 so that [x, t] E Q,(.Z(R)) E Vs . Thus t has at 
most eight R-conjugates, which establishes the lemma. 
LEMMA 5.9. If t is an involution of R then [t, td] = 1. 
Proof. If t E Z(R), the result is obvious. If t @Z(R) consider (t, td)(u)/(~). 
Since d acts fixed-point-freely on R/(a) it follows from Proposition 2.7 that 
(t, t”)(u)/(u) is d-invariant and hence isomorphic to V, . Thus (t, td, U) is a 
d-invariant group of order 8 with more than one involution. Therefore 
(t, td, u) E V, and [t, td] = 1. 
LEMMA 5.10. If A is an Abelian subgroup of R and u E A then (A, Ad) and 
A n Ad are d-invariant. Furthermore ((A, Ad))’ < (u). 
Proof. Since d acts fixed-point-freely on R/(u>, (A, Ad)/(u) and 
(A n Ad)/(u) are d-invariant by Proposition 2.7 and (A, Ad)/(u) is Abelian by 
[l , Proposition 1.21. The lemma follows immediately. 
6. Q > R: FUSION ARGUMENTS 
LEMMA 6.1. If g is an element of G such that Z(R) n Z(Rg) # 1 then g E N(R) 
so that Z(R) = Z(Rg). In particular (09, p”) < Q,(Z(R)). 
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Proof. Let t be an involution in Z(R) r\ Z(Rg). Then t = t,g for some 
t, E Qi(Z(R)). Then t and t, are elements of Q,(Z(R)) conjugate in G. 
QIMR)) = (0) x JW(Q)) = <u> x (P, ~9. Since Q d WQl(Z(R))) by 
Lemma 3.6 and / Q : Co(u)/ = 1 Q : R I = 4 it follows that all involutions of 
$(Z(R))\,Q,(Z(Q)) are conjugate to (T under the action of Q and hence under 
the action of N(R). In addition the involutions of sZ,(Z(Q)) are conjugate under 
the action of d and hence under the action of N(R). 
Since p is not conjugate to 0 by Lemma 3.1 it follows that involutions of 
Qd-W)) con’u a J g t e in G are conjugate to each other and to either 0 or p in N(R). 
So there exist h, K E N(R) such that t = tih and tlk = u or p. Then klgklh E 
C(a) or C(p). By Lemma 3.10, klgh-% E N(R). Thus g E N(R). The lemma 
follows immediately. 
LEMMA 6.2. If g is an element of G such that R n R” is not Abelian then 
g E N(R) so that R = R”. 
Proof. By Lemma 5.1, R has class 2. Therefore (R n Rg)’ < R’ n (Rg)’ < 
Z(R) n Z(Rg). The result now follows from Lemma 6.1. 
LEMMA 6.3. If g is an element of G such that us E R\SZ,(Z(R)) then 
/ R : R n Rg 1 < 16 and Z(R) < Rg. 
Proof. R = O,(C(u)) by L emma 3.8, so that Rg = O,(C(ug)). Therefore 
we may choose T* E C(ug) such that (Rg, T*) is a Sylow 2-subgroup of C(ag) 
containing Ca(ug). Then 1 CR(&) : R n Rg / < 2 so that, by Lemma 5.8, 
jR:RnRgl d16. 
We also have Z(R) < (Rg, T*). Suppose Z(R) 4 Rg and let x E Z(R)\Rg. By 
Proposition 2.6 1 C,,(x)1 < (2 1 R g 1) ljz whence / R n Rg / < (2 / Rg 1)1/z. So 
( R 1 < 16(2 I Rg 1)if2. Therefore / R j < 2B, forcing / R/Q,Z(R)I < 26. By 
Lemma 4.1 P acts faithfully on R. Since P centralizes !&(Z(R)), P acts faithfully 
on R/Q,(Z(R)). But this is impossible by Proposition 2.3. So Z(R) < Rg. 
LEMMA 6.4. If g is an element of G such that d E R\Q,(Z(R)) then (Z(R), 
Z(Rg)> < R n RQ UTZ~ (R, Ro) < N(R n Rg). 
Proof. By Lemma 6.3, Z(R) < Rg. In particular u E Rg. So Z(Rg) < C(U). 
A repetition of the proof of Lemma 6.3 shows that Z(Rg) < R. Thus (Z(R), 
Z(R0)) < R n Rg. Since R and Rg have class 2 (by Lemma 5.1) it follows that 
(R’, (Ro)‘) < R n Rg SO that (R, Rg) < N(R n Rg). 
LEMMA 6.5. If g is an element of G such that UQ E R\G1(Z(R)) then d $ 
N(R n Rg). 
Proof. Suppose d E N(R n Re). Now Z(R) < R n Rg and R < N(R n Rg) 
by Lemma 6.4. So Lemma 3.15 yields N(R n Rg) < N(R). But Lemma 6.4 also 
DIHEDRAL %NORMALIZERS, II 427 
states that RQ < N(R n Rg). So Rg < N(R) < N(Z(R)). But Z(R) < Rg. So 
Z(R) 4 Rg, giving Z(R) n Z(Rg) # 1. By Lemma 6.1, a0 E Q,(Z(R)), which is a 
contradiction. 
LEMMA 6.6. If g is un element of G such that u.9 E R\,Q,(Z(R)) then A = 
R n Rv is Abelian, A # Ad and ] R : AAd 1 = 1 or 4. 
Proof. Since 00 $ Z(R), Lemmas 6.2 and 6.5 imply that A is Abelian and 
A # A”. By Lemma 6.3, 1 R : A 1 ,< 16. Now u E A by Lemma 6.4 and AAd 
is d-invariant by Lemma 5.10. Therefore 1 R : AAd 1 = 1 or 4. 
LEMMA 6.7. Ifg is an element of Gsuch that ug E R\L$(Z(R)) then c,(uQ) $ Rg. 
Proof. Suppose CR(ug) < Rg and let A = R n RQ so that A is abelian by 
Lemma 6.6. If ug E A n Ad then Ad < CR(UQ) so that Ad < Rg. Therefore 
Ad < R n Rg = A. Hence A = Ad, contrary to Lemma 6.6. So UQ $ A n Ad. 
But A n Ad is d-invariant by Lemma 5.10. It follows that (~0)” 6 A n Ad. 
However (0”)” E Ad so that (up)” $ A. But from Lemma 5.9 (~0)” E CR(ug) so that 
(~0)" E Rg. Thus (ug)” E R n Rg = A, contrary to what we just showed. 
LEMMA 6.8. If g is an element of G such that uQ f R\Q,(Z(R)), and A = 
R n RQ then C,(UQ) < AAd and (CR(d)) < (u>. 
Proof. RQ = O,(C(uQ)) and so is a subgroup of index 2 of every Sylow 2-sub- 
group of C(uo). By Lemma 6.7, C~((SO) < RQ so that j CR(uo) : CR(ug) n Rg / = 2, 
i.e., (CR(ug) : A ( = 2. 
If uQ E A n Ad then C,(uQ) 3 AAd > A by Lemma 6.6. So c?~(uQ) = AAd. 
If ug $ A n Ad then as in the proof of Lemma 6.7 we may use the fact that 
A n Ad is d-invariant o conclude that (uQ)” E Ad\A. But (ug)” < CR(uQ) from 
Lemma 5.9 so that CR(uQ) > (A, (uQ)“> > A. Thus C,(ug) = (A, (uQ)“> and 
so CR(uQ) < AAd. Therefore, in both cases, CR(uo) < AAd. 
To complete the proof of the lemma, we note that (Ca(ug))’ is now contained 
in (AAd)’ and (AAd)’ < (u) by Lemma 5.10. 
LEMMA 6.9. If g is an element of G such that ug E R then up E Q1(Z(R)). 
Proof. Suppose not and let g be an element of G such that ug E R\SZ,(Z(R)) 
and let A = R n RQ. By Lemma 6.7 there exists x E C,(ug)\RQ. Now Q,(Z(Rg)) < 
A by Lemma 6.4. So (Q,(Z(Rg)), x}’ < (A, x)’ < (CR(ug))’ < (u) by Lem- 
ma 6.8. 
However, x E C(ug) < N(Rg) < N(Q,(Z(RO))). So(G$(Z(RQ)), x)’ < .G$(Z(RQ)). 
If (L$(Z(Rg)), x)’ # 1 it follows that u E L21(Z(RQ)) whence Z(R) n Z(RQ) # 1. 
By Lemma 6.1, UQ E SZ,(Z(R)). This contradiction forces (G$(Z(RQ)), x), to be 
Abelian. But x E CR(ug)\Rg. By the structure of C(d), x must act on Ql(Z(Rg)) 
as TO. Thus (L&(Z(RQ)), )x cannot be Abelian. This contradiction establishes 
the lemma. 
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LEMMA 6.10. Ifg is an element of G such that pg E R\l&(Z(R)) then Z(R) G Q”. 
pef. C(P) = (Q, C(a) n C(P)> by L emma 3.4 so that C(p) = Q(N((d)) n 
C(P)). So Q = WC(P)) and (8, T> IS a Sylow 2-subgroup of C(p). Therefore 
we may choose T* E C(PQ) such that (Qg, T*) is a Sylow 2-subgroup of C(PQ) 
containing C,(pg). 
Suppose Z(R) $ p. Th en there exists t E Z(R)\p. Since t E(Q~, T*> it 
follows from Proposition 2.6 that / C,,(t)1 G (2 1 Qg 1)lj2. So / R n Q” j G 
(2 / QQ ()rjz = 2(2 / R l)lj2. On the other hand Lemma 5.8 tells us that 1 C,(p@)l 2
/ R l/8. Therefore 1 R n QQ / 3 ) C,(p@) n Qg j > 1 R l/16. We conclude that 
/ R I G 211 and that j R/L$(Z(R))/ < 2s. Since P acts faithfully on R and 
trivially on SZ,(Z(R)), P acts faithfully on R/l&(Z(R)). By Proposition 2.3 
N((d)) must act irreducibly on R/&(Z(R)). Therefore C,(P) = !&(Z(R)). 
This contradicts Lemma 4.5. So Z(R) < Qg, as required. 
LEMMA 6.11. If g is an element of G such that pQ E R\&(Z(R)) then (T E QQ\RQ. 
Proof. By Lemma 6.10, o E QQ. If (J E Rg then u E Ql(Z(Rg)) by Lemma 6.9. 
Thus Z(R) n Z(Rg) # 1. By Lemma 6.1, pQ E J&(Z(R)), which is not so. 
Therefore c $ Rg. 
LEMMA 6.12. Ifg is an element of G such that p” E R\SZ,(Z(R)) then Z(Qg) G R. 
Proof. By Lemma 6.10, (T EQQ so that Z(Qg) < C(a). If Z(Qg) $ R then 
there exists t E Z(Qg)\R such that I C,(t)1 < (2 1 R l)rj2. Therefore j R n Qg I < 
(2 I R l)rj2. The argument of Lemma 6.10 shows that this is impossible. So 
Z(Q”> < R. 
LEMMA 6.13. If g is an element of G such that pQ E R\SJ,(Z(R)) then 
Cdpg) < Q”. 
Proof. Suppose C,(p@) < Q g and let x E C,(p@)\QQ. Now Q,(Z(QQ)) < R by 
Lemma 6.12, so that a,(Z(Qg)) < C,(p’J). Since x E C(pg)\Q@, x acts nontrivially 
on sZ,(Z(QQ)) and therefore there exists p* E sZ,(Z(Qg)) such that [p*, X] # 1. 
Certainly [p*, x] E Ql(Z(Qg)). We also have [p*, x] E [C,(pg), CR(pQ)] since 
Ql(Z(Q”)) < C,(p”). So [p*, cc] < (C,(p”))’ < R’ < Z(R). Thus 1 # [p*, ~1 E 
Z(R) n sZ,(Z(Qg)) < Z(R) n Z(Rg). By Lemma 6.1, pg E SZ,(Z(R)), a contradic- 
tion. 
LEMMA 6.14. If g is an element of G such that pg E R\Qn,(Z(R)) then 
d $ WZ(R), R n Rg)). 
Proof. Suppose d E N((Z(R), R n Rg)). Since R has class 2, R’ G <Z(R), 
R n RQ) so that R ,( N((Z(R), R n Rg)). By Lemma 3.15, N((Z(R), R n Rg)) G 
w9 
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Now ~g E Z(Rg) so that og E C(R n RQ). Also [ug, Z(R)] < [us, Qg] by Lemma 
6.10. But [a, 81 < .fUz(Q)) since L@(R)) 4 Q and Qn,(Z(R))/Q,(Z(Q)) = 
(&r(Z(Q))). Therefore [up, Z(R)] < sZ,(Z(Q”)). Since J21(Z(Qg)) < R by Lem- 
ma 6.12 and Qr(Z(Qg)) < Rg, [uQ, Z(R)] < R n Rg. Therefore (Z(R))” ,( 
(Z(R), R n Rg). From above ug E C(R n Rg). We conclude that ((Z(R), 
R n R@))o” = (Z(R), R n Rg) and hence ug E N((Z(R), R n R@)), forcing 
ug E N(R) < WWW)). 
We now have [a~, u] E &(Z(R)). On the other hand, [ug, u] E [ug, Z(R)] ,< 
sZ,(Z(QQ)) from above. So [ug, u] < Q,(Z(R)) n G,(Z(QQ)) < Z(R) n Z(Rg). If 
[ug, U] # 1 then by Lemma 6.1 pQ E Q,(Z(R)), which is a contradiction. If 
[WY, u] = 1 then u E C(d), contrary to Lemma 6.11. This completes the proof 
of the lemma. 
LEMMA 6.15. If g is an element of G such that pg c R\Q,(Z(R)) then. A = 
(Z(R), R n R@) is Abelian. 
Proof. If R n R@ is not Abelian then, by Lemma 6.2, g E N(R) and p@ E 
SZ,(Z(R)). So R n R@ is Abelian. Hence A is Abelian. 
LEMMA 6.16. If g is an element of G such that p@ E R\Q,(Z(R)) and A = 
<Z(R), R n R@) then / C,(p@) : A I G 2 and I A j > I R l/16. 
Proof. By Lemma 6.13, C,(p@) < Qg. Thus [ C,(p@) : R n R@ 1 G 4. Also 
u E C&g) but u $ Rg by Lemma 6.11. Since A = (Z(R), R n R@) it follows 
that 1 C,(pg) : A [ < 2. From Lemma 5.8 we conclude that / A 1 > j R l/16. 
LEMMA 6.17. If g is an element of G such that pg E R\Qn,(Z(R)) and A = 
(Z(R), R n Rg) then A # Ad, (AAd)’ = (u) and j AAd / = 1 R j/4. 
Proof. A # Ad by Lemma 6.14. However AAd is d-invariant by Lemma 
5.10. Since u E A it follows from Lemma 6.16 that I AAd I = 1 R I or j R l/4. By 
Lemma 5.4, AAd is not Abelian. But, by Lemma 5.10, (AAd)’ < (0). Thus 
(AA&)’ = (u>. If I AAd j = 1 R 1 then Q < N(R) = N(AAd) G N((AAd)‘) = 
C(u) which is not the case. So ] AAd / = 1 R j/4, as required. 
LEMMA 6.18. If g is an element of G such that p@ E R\Q,(Z(R)) and A = 
(Z(R), R n RQ) then C,(pg) \( AAd. 
Proof. Suppose p@ E A n Ad. By Lemma 6.15 it follows that CR(pQ) > 
AAd > A. But, by Lemma 6.16, / CR(pQ) : A / < 2. Thus C,(p@) = AAd. 
Suppose pg $ A n Ad. Since A n Ad is d-invariant by Lemma 5.10 and 
pg E A, it follows that (pg)” E Ad\A. But (P@)~ E C&g) by Lemma 5.9. So 
C,(pg) 3 (A, (p@)“) > A. Since I C,(pg) :A I < 2 we conclude that C,(p@) = 
<A, (~“1”) < AAd. 
Therefore C,(p@) < AAd in both cases. 
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LEMMA 6.19. If g is an element of G such that p” E R then pg E S2,(Z(R)). 
Proof. Suppose not. Then there exists an element g of G such that p” E 
R\SZ,(Z(R)). Let A = (Z(R), R n Rg). By Lemma 6.18 C,(pg) < AAd. 
However, by Lemmas 6.13 and 6.11, C,(pg) ,< Qg and u + Rg. Since Qg/Rg z V, , 
0 $ (C,(pg))‘. Since (AE) = (u) f rom Lemma 6.17, we must have C,(pg) 
Abelian and CR(pg) < AAd. By inspection of the proof of Lemma 6.18, pg $ 
A n Ad and C,(pg) = (A, (pg)“) > A. Since 1 A 1 >, / R l/16 and 1 AAd / = 
1 R (/4 we also have / C,(pg)i = 1 R l/S. 
Since (pg)d E C,(pg), w ic is now Abelian, C,(pg) ,( C,((pg)“) = (C,(p”))“. h h 
So CR(pg) is d-invariant. But (J E C,(pg) and j C,(pg)j = 1 R i/S. So we have a 
contradiction. This proves the lemma. 
LEMMA 6.20. Q,(R) = SZ,(Z(R)). 
Proof. Since {a, p} is a complete set of representatives of the conjugacy 
classes of involutions of G, the lemma follows immediately from Lemmas 6.9 
and 6.19. 
Lemmas 5.7 and 6.20 contradict each other. Therefore the assumption that 
Q > R which we made at the beginning of Section 3 is untenable. 
7. Q = R: PRELIMINARY RESULTS 
For the remainder of this paper we assume that Q = R. 
LEMMA 7.1. c is a central involution. 
LEMMA 7.2. C(O) = O,,(C(a)) RN{(d)). 
LEMMA 7.3. N(R) = O,,(N(R)) R(N((d)) n N(R)). 
LEMMA 7.4. 1 R 1 > 2. 
Proofs. Lemmas 7.1-7.3 are immediate consequences of Theorems 1.3 and 
1.4. If 1 R j = 2 then G has an elementary Abelian Sylow 2-subgroup of order 4. 
This contradicts the main result of [13]. 
LEMMA 7.5. Z(R) = (a>. 
Proof. By Theorem 1.4 R is weakly closed in (R, 7) which is a Sylow 
2-subgroup of G. Therefore involutions of Z(R) conjugate in G are conjugate in 
IV(R). Now Q,(Z(R)) = C a,tzm)W x W,(-WW> (41 = <a> x PdW-9~ WI. 
If Q,(Z(R)) > (0) it follows from Lemma 7.3 that Gl(Z(R)) has at least three 
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G-conjugacy classes of involutions, contrary to Theorem 1.1. Thus Z(R) is 
cyclic. Since C,(d) = (a), Z(R) = (u). 
LEMMA 7.6. R’ < Z(Z,(R)). 
Proof. Since d acts fixed-point-freely on R/Z(R), R/Z(R) has class at most 2. 
Therefore R’ -< Z,(R). By [6, Theorem 10.3.61, [R’, Z,(R)] = 1. So R’ < 
w2w 
LEMMA 7.7. R’ is a nontrivial elementary Abelian group. 
Proof. Since (u) = Z(R) and R 1 > 2, 0 E R’. Also R’ is Abelian by 
Lemma 7.6. 
Now R’ = C,(d) x [R’, (d)] = (u) x [R’, (d)] so that (T $ @(I?‘). Since 
(u) =I Z(R) we must have @(I?‘) = 1 so that R’ is elementary Abelian. 
LEMMA 7.8. Z,(R)/Z(R) is elementary Abelian. 
Proof. Let x E Z,(R), y E R. Then [a+, y] = [x, y]“[x, y] = [x, y12 = 1 by 
Lemmas 7.6 and 7.7. Thus x2 E Z(R). Therefore every element of Z,(R)/Z(R) 
has order at most 2, which establishes the lemma. 
LEMMA 7.9. R/Z,(R) is elementary Abelian. 
Proof. R/Z(R) has class at most 2. Let x, y E R. Then [x, y]” = 1 by 
Lemma 7.7 and, modulo Z(R), [x2, y] = [x, y]” = 1. So x2 E Z,(R). Thus every 
element of R/Z,(R) has order at most 2, whence the lemma. 
LEMMA 7.10. @(R) is an elementary Abelian subgroup of Z,(R). 
Proof. By Lemma 7.9, @(R) < Z,(R). Suppose @(R) is not elementary 
Abelian. Then there exists x E @(R) of order 4. By Lemma 7.8 x2 E Z(R) so that 
x2 = (T. Since d acts fixed-point-freely on R/(u), (x, xd)/(u) s V, and is d- 
invariant. Hence (x, xd) g Qs . But (x, xd) < Z,(R) so by [4, Lemma 5.4.61 
R = (x, x”) C,((x, x”)). Then R/C,(( X, x”)) z V, and is generated by the 
images of x and xd. So x $ Q(R), a contradiction. 
LEMMA 7.11. Z,(R) contains a subgroup V g V, with (d, T) < N(V). In 
particular Z,(R) contains involutions other than o. 
Proof. Suppose not. Then by Proposition 2.10 Z,(R) G Qs . Then 
WWMZ2W) 5 s, . Since (Z,(R)(d, T))/Z(R) g S, we must have 
R = Z,(R) C,(Z,(R)). Now C,(Z,(R))/Z(R) 4 R/Z(R) and intersects 
Z(R/Z(R)) = Z,(R)/Z(R) trivially. So C,(Z,(R)) = Z(R). Thus R = Z,(R)= Qs, 
forcing (R, T) to be a semidihedral group of order 16. Since (R, T) is a Sylow 
2-subgroup of G, SCNa(2) = a. 
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Let t be any involution of G. If t is conjugate to o then certainly C(t) is soluble. 
If t is not conjugate to u then 1 C(t)/ is p rime to 3. Since I(R, T>\ = 16, C(t) does 
not involve Sz(r) for any r and so is soluble. Thus C(t) is soluble in all cases. 
By [lo] we have a contradiction. 
Notation. By Lemma 7.11, we may let p be an involution of Z,(R)\Z(R). Let 
R, = Cd,). 
LEMMA 7.12. 1 R : R, 1 = 2. 
Proof. p is central in R/(u). 
LEMMA 7.13. Q,(Z(R,)) = (u, p). 
Proof. We know that / R : R, 1 = 2. Let x E R\R, . Then, since the cen- 
tralizer of an automorphism of order 2 of an elementary Abelian 2-group must 
have at least half the rank of the 2-group, m(CQ1(z(R,)~(x)) > &z(Q,(Z(R,))). So 
4&(Z(R,))) d 2+W-@))) = 2. S’ mce (a, p) < SZ,(Z(R,)), the lemma holds. 
LEMMA 7.14. (0, p) Q N(R,) and N(R,) n C((a, p)) a N(R,). 
Proof. This is immediate from Lemma 7.13. 
8. Q = R: CONJUGATES OF u 
LEMMA 8.1. If R is a Sylow 2-subgroup of N(R,) IT C(a) then R, is a Sylow 
2-subgroup of N(R,) n C((a, p)). 
Proof. Since R, = C,(p) = R n C((a, p)) the result follows immediately 
from Lemma 7.14. 
LEMMA 8.2. If p is conjugate to u and R is a Sylow 2-subgroup of N(R,) n C(u) 
then N(R,)/(N(R,) n C(<u, P>)) E Q . 
Proof. By Lemma 7.14, N(R,) n C((o, p>) 4 N(R,). So it is clear that 
WW(~(4) n C(<u, P>)) 5 Q . Since R < WG), ~WI(WG) n 
C((u, p))) E Z, or D, . If the lemma is false then N(R,) = (R, N(R,) n 
C((U, p))} < C(u). In particular Wd * C(P) G WI) n C(<O, ~4). BY 
Lemma 8.1, R, is a Sylow 2-subgroup of N(R,) n C(p) and so R, is a Sylow 
2-subgroup of C(p). Since 1 R, 1 = + / R 1 th is contradicts the assumption that p 
is conjugate to a. Thus the lemma holds. 
LEMMA 8.3. If p is conjugate to u then. R is not a Sylow 2-subgroup of 
WG) n W. 
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Proof. Suppose not. By Lemmas 8.1 and 8.2 R is a Sylow 2-subgroup of 
N(R,). If R, were weakly closed in R then N(R) < N(R,) so that R is a Sylow 
2-subgroup of N(R) and hence of G, a contradiction. So R, is not weakly closed 
in R. 
By Lemma 8.2 there exists an element d* of N(R,) of order 3. Since C(d) has 
twice odd order 1 C,,(d*)[ = 1 or 2. But d acts fixed-point-freely on R/(a) so 
that / R ’ = 22P+1 for some integer k, and / R, / = 22’i. Therefore j C,l(d*)l # 2, 
forcing C,,(d*) = 1. 
Since R, is not weakly closed in R, [8, Theorem 8.11 implies that 1 R, 1 = 4. 
So / R = 8. Since R admits d and (a, p> < R it follows that R z Vs contrary 
to Lemma 7.5. This proves the lemma. 
LEMMA 8.4. If p is conjugate to o then there exists a Sylow 2-subgroup R* of G 
and a 2-group R, such that 
(a) R < R* < C(o), 
(b) R, = CR*(P), 
(c) i% = IRI, 
(d) R, < R, < R*, 
(e) R, is a Sylow 2-subgroup of C((u, p)). 
Proof. By Lemma 8.3 we can choose a Sylow 2-subgroup R* of N(R,) n C(a) 
such that R* > R. Since (R, T> is a Sylow 2-subgroup of G, so is R*. So (a) 
holds. 
Since R* < C(o) and R* < N(R,) < N(Q,(Z(R,)) it follows from Lemma 
7.13 that R* < N((u,p)). Also R $ C(p) since Z(R) = (0). So R* 4 C(p). 
Hence ~ R* : C,,(p)/ = 2. If we let R, = C,,(p) then (b), (c), and (d) follow 
immediately. If (e) were false then there would exist a Sylow 2-subgroup R** 
of G with (a, p) < Ql(Z(R**)). But (R, T) is a Sylow 2-subgroup of G and 
Qn,(Z((R, ~j)) = (u) by Lemma 7.5. So (e) is true. 
LEMMA 8.5. If p is conjugate to u then .Q,(Z(R,)) = (u, p). 
Proof. (u) = SZ,(Z((R, 7))) by Lemma 7.5. Since (R, T} and Ii* are both 
Sylow 2-subgroups of C(U) it follows that (u) = Ql(Z(R*)). By Lemma 8.4, 
‘R”:R,I = 2. The lemma follows immediately (cf. Lemma 7.13). 
LEMMA 8.6. If p is conjugate to u then R, is a Sylow 2-subgroup of 
NW n C(<~,P))- 
Proof. Immediate from Lemma 8.4(e). 
LEMMA 8.7. If p is conjugate to u then N(R,)/(N(R,) n C((u, p))) z D, . 
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Proof. By Lemma 8.5, N(R,) n C((u, p)) u N(R,) so that N(R,)/(N(R,) n 
C(<u, P>)) 2 4. Since R* < N(R,), N(R,)I(N(R,) n C(<u, P>)) = Z2 or D, . 
If the lemma is false, N(R,) = (N(R,) n C((o, p)), R*) < C(u). 
Now p is conjugate to u and therefore is a central involution. Since R, < C(p) 
and R, is of index 2 in a Sylow 2-subgroup of G, it follows that there exists a 
2-group R ** < N(R,) with R** < C(p). But N(R,) < C(u) so that R** < 
C((U, p)), contrary to Lemma 8.4(e). This contradiction establishes the lemma. 
LEMMA 8.8. If p is conjugate to (3, then there exists an element d* in N(R,) of 
order 3 such that CRz(d*) # 1. 
Proof. By Lemma 8.7 there exists an element d* in N(R,) of order 3. Also, 
by Lemma 8.4, 1 R, 1 = 1 R 1. But d acts fixed-point-freely on R/(u) so that 
1 R 1 = 22k+r for some integer k. Therefore ! R, = 22k+1, forcing C,,(d*) + 1. 
Notation. Suppose p is conjugate to cr. Let d* be as in Lemma 8.8. Let 
u*, T* be conjugates of u and r such that CR2(d*) = (u*> and (d*, T*) < N(R,) 
with (d*, r*) z D, . (This is possible because of Lemmas 8.7 and 8.8 and the 
structure of N((d)).) 
LEMMA 8.9. If p is conjugate to (J, then there exists a 2-group S such that 
(a) Cd*, T*> S N(S), 
(b) u* ~-W% 
(c) S b CR,(u*), and 
(d) among all 2-groups satisfying (a), (b), and (c), S has the property that 
S, = C,(a*) has maximal order. 
Proof. (a) and (c) are clearly satisfied with S = R, . By Lemma 8.5, d* acts 
fixed-point-freely on Q,(Z(R,)) so that U* $ Z(R,). Thus (b) is satisfied with 
S = R, . So S exists. 
LEMMA 8.10. If p is conjugate to u then there exists a (d”, r*)-invariant 
Sylow 2-subgroup R** of O&C(u*)) such that S, < R**. 
Proof. S, is a (d*, 7*)-invariant 2-subgroup of C(u*). So S, < O,(C(u*)). 
Therefore there exists a (d*, 7*)-invariant Sylow f-subgroup R** of O,(C(u*)) 
with S, < R**. Since CR**, T*) is a Sylow 2-subgroup of C(u*) and hence 
of G while (S,, T*> < (S, T*) we must have S, < R**. 
LEMMA 8.11. If p is conjugate to u then N(S,) n R** > S, and N(S,) A 
s > s, . 
Proof. By Lemma 8.10, S, < R **. Since u* $ Z(S), S, < S. The lemma 
follows immediately. 
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LEMMA 8.12. If p is conjugate to (T then N(S,) is of type (e), i.e., has the 
structure given by part (e) of the statement of the main theorem of [l]. 
Proof. Suppose the lemma is false. Since U* E S, , N(S,) is not of type (c), 
(f) or (g). Since C(a*) e C(a), w rc IS soluble, N(S,) is not of type (d). So h’ h 
N(S,) is of type (a) or (b). Hence any (d*, T*)-invariant 2-subgroup of N(S,) 
is in O,,,,(O,(N(S,))). 
We may therefore let S* be a (d*, T*)-invariant Sylow 2-subgroup of 
O,,,,(O,(N(S,))) containing N(S,) n R**. 
Now U* E S, f S*. Suppose u* E Z(S*). Then from the structure of N(S,) 
it follows that [a*, O,,,,(O,(N(S,)))] < O,(O,(N(S,))). But N(S,) n S is a 
(d*,T*)-invariant 2-subgroup ofN(S,).ThereforeN(S,)n S < O,,,,(O,(N(S,))). 
Thus [u*, N(S,) n S] < O,(O,(N(S,))) n S = 1. SO N(S,) n S < C,(U*) = 
S, contrary to Lemma 8.11. We conclude that u* 4 Z(S*). 
Finally, S* > C&U*) 3 N(S,) n R** > S, by Lemma 8.11. Since 
S, = Cs(u*) > CR,(u*) by the definition of S, the existence of S* contradicts 
the definition of S. 
We conclude that N(S,) is of type (e). 
LEMMA 8.13. If p is conjugate to u then S, = (a, p, u*) z V, . 
Proof. By Lemma 8.5, (u, p) f Z(R,) < CR,(u*). So (u, p, u*) < C,z(u*) < 
S, . The lemma is now immediate from Lemma 8.12. 
LEMMA 8.14. If p is conjugate to u then N(S,) contains a Sylow 2-subgroup 
of G so that 1 R 1 = 25. 
Proof. By Lemmas 8.12 and 8.13 N(S,) contains elements d** of order 3 
and 7** of order 2 such that D, g (d**, T**) < C(u) and pd*’ = u*. 
Let bars denote images under the natural map C(u) + C(~)jO,(c(u)). Then 
Z(E) = (6) < (e, p) < Z2(R). The action of d** forces Z(R) < (6, p, 5”) < 
Z,(R). We conclude that R < N=((6, p, G*)). Therefore (Ii, ,**) < 
Ns((O, p, c*)), i.e., N=(Sr) contains a Sylow 2-subgroup of G. So N,(,,(S,) 
contains a Sylow 2-subgroup of G. The lemma now follows immediately from 
Lemma 8.12. 
LEMMA 8.15. If p is conjugate to u then the centralizers qfall involutions of G 
are soluble. 
Proof. Let t be any involution in G. Since C(u) is soluble we may assume 
that t is not conjugate to u so that ; C(T)~ is prime to 3. Also since Z((R, 7)) = 
(a), t is not a central involution. By Lemma 8.14 it follows that a Sylow 2-sub- 
group of C(t) has order at most 32. Since the only simple groups of order 
prime to 3 involved in G are of the form &z(r), for some Y, it follows immediately 
that C(t) does not involve any simple groups, i.e., is soluble. 
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LEMMA 8.16. p is not conjugate to o. 
Proof. Suppose p is conjugate to u so that Lemmas 8.1 to 8.15 apply. Since 
S, g Vs , Lemma 8.14 implies that SCNa(2) # %. By Lemma 8.15 and [5] 
Og(C(u)) = 1. 
By Lemma 8.14, j R 1 = 25. Also R’ # 1 by Lemma 7.7. So 1 R/@(R)1 < 2*. 
Since (d, T) acts on R/@(R) it follows from Proposition 2.3 that (C(d) n N(R))/ 
(C(d) n C(R)) is a 3-group. Indeed, since / R/@(R)1 < 24, (C(d) n N(R))/ 
(C(d) n C(R)) has order 3. 
Since O,(C(a)) = 1 we now have C(o) = 02(C(u)) RN((d)) = R(d, T). 
Thus j C(d)] = 6, which is a contradiction. This proves the lemma. 
9. Q = R: CONJUGATES OF T 
LEMMA 9.1. All involutions of Z,(R)\Z(R) are conjugate to 7 and not to U. 
Proof. Immediate from Lemma 8.16. 
LEMMA 9.2. There is an involution p in Z,(R)\Z(R) such that [p, T] = 1 and 
(R, , T) z’s a Sylow 2-subgroup of C(p). 
Proof. By Lemma 7.11 there exists an involution p in Z,(R)\Z(R) such 
that [p, T] = 1. Then 7 E N(Rl) and (R, , T) < C(p). By Lemma 7.12, (RI, T) 
is of index 2 in a Sylow 2-subgroup of G. If the lemma is false, it follows that p 
is a central involution. Since (u) = Z((R, T)), p would then be conjugate to (T, 
contrary to Lemma 9.1. So the lemma is true. 
Note. Throughout the remainder of this section p will denote an involution 
satisfying Lemma 9.2. 
LEMMA 9.3. Q,(Z((R, , T))) = (a, p). 
Proof. By Lemma 7.13, Qn,(Z(R,)) = (u, p>. Since [u, T] = [p, T] = 1, we 
certainly have (a, p) < Q,(Z((R, , T))). On the other hand (RI, T) is of index 2 
in (R, T) andZ((R, 7)) =(u). It follows immediately that m(Q,(Z((R, , T)))) <2, 
whence the lemma. 
LEMMA 9.4. All involutions of Z,(R)\Z(R) are conjugate in C(u). 
Proof. Let t be an involution of Z,(R)\Z(R). We can apply Lemmas 7.12 
and 7.13 to t instead of p to conclude that 1 R : C,(t)1 = 2 and .&(Z(C,(t))) = 
(u, t}. Since t and at E Z,(R)\Z(R), t and at are not conjugate to o by Lemma 9.1. 
It follows that N(C,(t)) < C(u). 
In addition, by Lemma 9.1, t is conjugate to p. Since (R, , T) is a Sylow 2- 
subgroup of C(p), it follows that C,(t) is of index 2 in some Sylow 2-subgroup T 
of C(t). So T < N(C,(t)) < C(U). Since u E C,(t), u E Ql(Z(T)). 
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Now (R, , T) is a Sylow 2-subgroup of C(p) and SZ,(Z((R, , T))) = (a, p) by 
Lemma 9.3. Since T is a Sylow 2-subgroup of C(t) and t is conjugate to p it 
follows that there exists an element g of G with pg = t and ((R, , T>)g = T. 
Then Q,(Z(T)) = ((a, p))” = (us, t). But (T E &(2(T)) and us is the only 
involution of (ug, t} conjugate to u. Therefore ug = u, i.e., g E C(u). Since 
pg = t the lemma is proved. 
LEMMA 9.5. G(R) gg z, OY v* . 
Proof. By Lemma 7.10, Q(R) is an elementary Abelian subgroup of Z,(R). 
From Lemma 9.4 we conclude that all involutions of @(R)\(u) are conjugate in 
C(u) =: O,,(C(u)) RN((d)). S ince @(R)/(u) < Z(R/(u)) all involutions of 
@(R)/(U) are conjugate under the action of C(u)/(Oa(C(u))R). Since d acts 
fixed-point-freely on @(R)/(u) we conclude from Proposition 2.5 that 
: @(R)/(ujI = 1 or 4 so that Q(R) s Z, or Vs. 
LEMMA 9.6. If R’ > (u) then R’ = @(R) z V, . 
Proof. Since d E N(R’) the result is an immediate consequence of Lemma 9.5. 
LEMMA 9.7. If R’ > (a) then we may choose p so that p E R’. 
Proof. By Lemma 9.6, R’ s Vs. NOW R’ < Z,(R) by Lemma 7.10. So for 
the involution p required for Lemma 9.2 we may take an element of CR(,). 
Because of Lemma 9.7 we will assume from now on that when R’ > (u), 
p E R’. 
LEMMA 9.8. If R’ > (u) then 1 C(u) : C(u) n C(p)1 = 6. 
Proof. O,(C(u)) < C([R’, (d)]) by [2, Theorem 21. Since (u) = C,,(d), 
O,,(C(u)) < C(W, WI, C&D) = W’) < C(P). 
By Lemma 9.6, R’ s Vs so that I(N(R’) n C(d))/(C(R’) n C(d))1 = 3. Since 
Since C(u) = O,(C(u)) RN((d)), 1 R : R, / = 2 and 7 E C(p) it follows that 
I C(u) : C(u) n C(p)1 = 6. 
LEMMA 9.9. If R’ > (u) then 9 does not divide j G 1. 
Proof. Since p is not conjugate to u, 3 does not divide / C(p)l. C(u) contains 
a Sylow 3-subgroup of G. The result follows now from Lemma 9.8. 
LEMMA 9.10. If R’ > (u) then / C(p) : C(U) n C(p)1 = p, where p is a prime 
number with 5 < p < 17. 
Proof. Let p = / C(p) : C(u) n C(p)1 . S ince C(u) contains a Sylow 2-sub- 
group of C(p) by Lemma 9.2,2 does not divide p. Also, since p is not conjugate 
to U, 3 does not divide j C(p)1 so that 3 does not divide p. 
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Now 1 C(u)/ = 6 j C(o) n C(p)] by L emma 9.8. Thus / C(p)j/j C(a)1 = p/6. 
By Theorem 1.1, + <p/6 < 3, so thatp = 5, 7, 11, 13, or 17, as required. 
LEMMA 9.11. Ij R’ > (u) then C(p) is soluble. 
Proof. 3 does not divide 1 C(p)/. S o, if the lemma is false, Lemma 9.10 
yields that, for some r, J%(r) has a soluble subgroup K of index p. Then K 
contains a Sylow 2-subgroup T of Sz(r). But, by [12, Theorem 91, this forces K 
to be a subgroup of N(T) and so K has index at least r2 + 1. Since Y 2 8 and 
p < 17 we have a contradiction. 
LEMMA 9.12. If R’ > (m) then O,,(C(u)) = O,,(C(p)) = 1. 
Proof. By Lemma 9.11 the centralizers of all involutions of G are soluble. 
Since Vs g R’ 4 (R, r), SCNs(2) # IZ;. So the lemma follows from [5]. 
Notation. If R’ > (u) let M Q C(p) be of maximal order subject to 
M G C(u) n C(p). Let N Q C(p) b e such that N/M is a nontrivial minimal 
normal subgroup of C(p)/M. Let bars denote images under the natural map 
C(f) - C(f)IM* 
LEMMA 9.13. If R’ > (u} then C(p) = (N, C(u) A C(p)) and / m 1 = 
j N/M 1 = p (the prime defined by Lemma 9.10). 
Proof. By the maximality of M, N < C(U) n C(p). Lemma 9.10 implies 
that p divides 1 m 1 and that C(p) = (N, C(U) n C(p)). By Lemma 9.11 m is 
soluble. Hence fl is an elementary Abelian p-group. Now N 4 C(p). So 
N n C(U) 4 C(u) n C(p). But m is Abelian. Therefore N n C(U) Q (m, 
C(U) n C(p)) = C(p). So N n C(U) Q C(f). By the maximality of M, M = 
NnC(u).So INI =p. 
LEMMA 9.14. If R’ > <u) then C=(m) = m. 
Proof. Certainly N < C=(w) by Lemma 9.13. We also have C(p) = 
(N, C(U) n C(p)) so that C=(m) = (m, C=(m) n C(U)). C=(N) n C(a)is -- 
normalized by m and by C(U) n C(p) and so by <N, c(a) n c(p)), i.e., by=). 
Let Ml be the inverse image of C=(m) nC(a) in C(p). Then M < Ml and 
Ml Q C(p). Also, since M < C(u), Ml < C(u). By the maximality of M, 
M = Ml, forcing C=(N) n C(u) = 1 and C=(m) = N, 
LEMMA 9.15. If R’ > (a) therz (C(p))’ d N and (C(u) n C(p))’ B M. 
Proof. m 4 C(p) and mc 2, by Lemma 9.13. Since by Lemma 9.14 
-- 
C&m) = m, C(p)/N 2 Aut(2,) G Z,-, . In particular C(p)/m is Abelian, 
proving that (C(f))’ < N. Then (C(U) n C(f))’ G (WY n W G 
NnC(u) = M. 
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LEMMA 9.16. If R’ > (u) then u E M. 
Proof. Since I(R, T) : (R,, T>: = 2, ((R, , T>)’ u CR, T>. If (CR, , 7))’ f 1, 
we then have ((R, , 7))’ n Z((R, T)) # 1. Since (u) = Z((R, T)), we conclude 
that o E ((R, , 7))‘. By Lemma 9.15, (CR,, 7))’ < M so that u E M. 
Thus, if the lemma is false, (RI, T) is Abelian. But then R, < CR(T). Since 
: CR(T)1 < (2 / R l)ljz by Proposition 2.6 and j R, 1 = 4 j R /, 1 R 1 < 8, which 
contradicts R’ G Vs. 
Notation. If R’ > (u), let H,, be a nontrivial subgroup of C(d) chosen so 
that C(d) = (d) x (u) x IT,, . (Th is is possible since j C(d)! > 6 by hypothesis 
and 9 does not divide j G 1 by Lemma 9.9). 
LEMMA 9.17. If R’ > (u) then u E O,(M) and C(p) = O,(M)(N(H,,) n C(p)). 
Proof. Ha < C(u) and, by Lemma 9.8, Ha < C(p). Since 7 inverts H,, , 
Ha = [H,, T]. Thus Ha < (C(u) n C(p))’ < M by Lemma 9.15. By Lemma 
9.16, u E M and, by Lemma 9.12, C(u) = RH,,(d, T). Since M < C(u) it follows 
that u E O,(M) and that H,O,(M)/O,(M) <1 M/O,(M). Since H, is a Hall 
(2, 3}‘-subgroup of C(o) it follows that H,,O,(M)/O,(M) char M/O,(M). Thus 
fWG’WMM) 4 W/O&W f arcing C’(P) = OkWPVo) n C(P)). 
LEMMA 9.18. If R’ > (u) then N(H,) is soluble and N(H,,) = 
O,~,zW(%))@E, 7). 
Proof. Since d E C(H,) and 7 E N(H,,)\C(H,), N(H,) has the structure 
given in part (a) of the statement of the main theorem of [l], and so N(H,,) = 
O,,,,(N(H,))(N((d)) n N(H,)). Since C(d) = (d) x (u) x H,, and H,, < 
O,,(N(H,)) the lemma holds. 
LEMMA 9.19. I?’ = (u). 
Proof. Suppose not. Then Lemmas 9.6 to 9.18 apply. Since N(H,) is soluble 
we may let L be a Hall (2, 3}‘-subgroup of N(H,) n C(p). By Lemma 9.17, 
u E O,(M). Since M Q C(f) we conclude that [a, L] < O,(M). 
On the other hand, by Lemma 9.18, L < O,,(N(H,)). Since H,, < C(a), 
u E N(H,) so that [u, L] < O,,(N(H,,)). Thus [a, L] < O,(M) n O,t(N(H,)) = 1, 
i.e., L < C(u). 
By Lemma 9.17 L is a Hall (2, 3}‘-subgroup of C(p). Since p is not conjugate 
to u, 1 C(p)] is prime to 3. Also C( u contains a Sylow 2-subgroup of C(p) by ) 
Lemma 9.2. We conclude that C(p) < C(u). This contradicts Lemma 9.10 
and proves the present lemma. 
LEMMA 9.20. R is extraspecial. 
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Pvoof. By Lemmas 7.5 and 9.19, R’ = Z(R) = (u}. In particular R has 
class 2. Thus R = Z,(R). By Lemma 7.8, G(R) < Z(R). So @(R) = R’ = 
Z(R) = (a), as required. 
Notation. Let bars denote images under the map N(R) + N(R)/(o). Let 
M < R be such that (u} < i&’ and N((d)) n N(R) acts irreducibly on m. 
LEMMA 9.21. M contains involutions other thun ~7. 
Proof. Suppose not. Then M is quaternion. Since M is elementary Abelian, 
M g Qs . Since p E R, M < R. By [4, Lemma 5.4.61 R = MC,(M). 
If CR(M) contains only one involution then, by a repetition of the argument 
for M, C,(M) z Qs . Thus R/@(R) E V,, . It follows from Propositions 2.3 
and 2.4 that (N(R) r\ C(d))/(C(R) n C(d)) h as order 3. Also, by Proposition 2.10, 
R contains a (d, r)-invariant subgroup V s V, . Then V, g (0, Jf) is nor- 
malized by R and by N(R) n N((d)) and d oes not contain all involutions of 
R\Z(R). It follows from the structure of C(o) that the involutions of R\Z(R) are 
not all conjugate in C(o). This contradicts Lemma 9.4. 
So C,(M) contains an involution of R\Z(R). Since (R, N(R) n N((d))) < 
N(C,(M)), Lemma 9.4 implies that ail involutions of R\Z(R) are contained in 
C,(M). Since Z(R) ,< C,(M), all involutions of R are contained in C,(M). 
Suppose there exists x E C,(M) of order 4. Since R is extraspecial, x2 = u. 
But if we now take y E M of order 4 (which we can certainly do), then [x, y] = 1 
and (my)” = x2y2 = u2 = 1. Now y # C(M) so that xy is an involution of R 
which is not in C,(M), contrary to the preceding paragraph. 
Thus C,(M) is elementary Abelian. Since R = MC,(M) we conclude that 
C,(M) < Z(R). So C,(M) = (a) < M and R = M z Q8. Since p E R we 
have a contradiction. This proves the lemma. 
LEMMA 9.22. M contains all involutions of R. 
Proof. (R, N((d)) n N(R)) < N(M). M contains some involution of 
R\Z(R) by Lemma 9.21. By Lemma 9.4 we conclude that M contains all in- 
volutions of R\Z(R). S’ mce Z(R) < M, the result follows immediately. 
LEMMA 9.23. M = R, i.e., N(<d)) n N(R) acts irreducibly on R. 
Proof. Suppose M < R. Since R is elementary Abelian we may choose a 
subgroup M, of R such that (J E Ml and R = R x Ml. By Lemma 9.22 0 is 
the only involution of Ml . Hence il!Zi g Qs . 
Let y E Ml have order 4 and let t be an involution of M\Z(R). Then (7, Z)e V, 
so that /(y, t)] = 8. If (y, t) is non-Abelian then <y, t) G D, and so yt is an 
involution. But yt 4 M so that we have a contradiction to Lemma 9.22. So 
(y, t> is Abelian. This holds for all choices of y so that [Ml , t] = 1. Thus 
[Ml, 52,(M)] = 1. Since l&(M) > (u) and is N((d)) n N(R)-invariant, it 
follows from the irreducibility ofI?? that O,(M) = M. Therefore [Ml , M] = 1. 
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Suppose there exists x EM of order 4. Let y E Mr have order 4. Then (cf. 
the proof of Lemma 9.21) xy is an involution. But y $ M so that xy $ M and 
we have a contradiction to Lemma 9.22. 
So M has no elements of order 4. Thus M is elementary Abelian. Since 
R = MM, we now have M < Z(R) i.e., M = (u). But p EM, so we have the 
contradiction which proves the lemma. 
Notation. Let M, < R be such that (o) < M, and M, is irreducible under 
the action of C(d) n N(R). 
LEMMA 9.24. If M, < R then R = MIMI7 and M, n MIT = (u). 
Proof. M,T is C(d) n N(R)-invariant and MIMI7 is N((d)) n N(R)- 
invariant. The result follows from Lemma 9.23. 
LEMMA 9.25. If MI < R then. (T is not the only inaolution fMI . 
Proof. If o is the only involution of M, then M, E Q8 . By [4, Lemma 54.61 
R = M,C,(M,). Since R = MIMI7 by Lemma 9.24, j C,(MI)i = 8. Since 
C,(M,) is d-invariant, C,(MI) G V, or Q8 . If C,(M,) z Vs then C,(M,) < 
Z(R), contrary to Z(R) = (o). So C,(M,) gg Q8. 
Since we now have j IR @ R)I / ( = 2*, (C(d) n N(R))/(C(d) n C(R)) has 
order 3 by Propositions 2.3 and 2.4. Also, by Proposition 2.10, R contains a 
(d, r)-invariant subgroup V g V, . Then Vs E (u, V) is normalized by R 
and by N(R) n N((d)) and d oes not contain all involutions of R\,Z(R). By 
Lemma 9.4 we have a contradiction. 
LEMMA 9.26. If M, < R then all involutions of R are contained inM, u MIT. 
Proof. By Lemma 9.4 all involutions of R\Z(R) are conjugate in R(N(R) n 
N((d))). Since MI u M,T is a set normalized by R(N(R) n N((d))) which, by 
Lemma 9.25, contains an involution of R\\Z(R), all involutions of R\.Z(R) are 
contained in M, u MIT. Since (T E Mr the lemma is true. 
LEMMA 9.27. If M, < R then MI is elementary Abelian. 
Proof. Suppose not. Then there exists an element x of M, of order 4. Let y 
be an involution of M,“\,(U). (y exists by Lemma 9.25.) Then (9, y) g V, and 
so (x,y) E Ds or 2, x 2,. If (~,y) g D, then my is an involution. Since 
x E MI\MIT and y E MIT‘!,M,, xy $ iI!, U MI7 contrary to Lemma 9.26. So 
(~,y) g 2, x 2, and [~,y] = 1. 
Since M, and MI7 are irreducible under the action of C(d) n N(R) we have 
(x E M, : x of order 4) = MI and Q,(M,‘) = MIT. So we can conclude from 
the equation [x, y] = 1 that [Mr , M,T] = 1. But then xx7 is an involution and, 
since x E M,\MIT, xx7 6 M, u MIT contrary to Lemma 9.26. This proves the 
lemma. 
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LEMMA 9.28. Ml = R, i.e., C(d) n N(R) acts irreducibly on i?. 
Proof. Suppose not. By Lemma 9.27 Ml is elementary Abelian. Let 
x E M,\(a). Since R is extraspecial 1 R : C,(x)1 = 2. So 1 Ml7 : I?,~,(x)( < 2. 
Now Ml admits C(d) n N(R) so that / Ml 1 > 4 and 1 Ml [ > 8. Therefore 
1 CM17(.~)! > 4, so that we may choose an element y of (C,++(x))\(a). Since MIT 
is elementary Abelian, y is an involution. Then my is an involution. But 
x E M,\MIT and y E MIT\Ml so that my $ Ml u MIT. This contradicts Lemma 
9.26 and establishes the lemma. 
LEMMA 9.29. (C(d) n N(R))/(C(d) n C(R)) is cyclic. 
Proof. By Lemma 9.28, (C(d) n N(R))/(C(d) n C(R)) acts faithfully and 
irreducibly on R/@(R). Since C(d) is Abelian, the result follows immediately. 
Notation. Let (C(d) n N(R))/(C(d) n C(R)) = (h). (Note that h has odd 
order.) Also, since R is extraspecial, we may choose an integer m such that 
1 R j = 22m+l. 
LEMMA 9.30. m ,< 2. 
Proof. From Lemma 9.4, the involutions ofR\Z(R) are permuted transitively 
under the action of R(N((d)) n N(R)). Hence the set of cosets X = {X(U) : x E 
R\Z(R), x2 = l} is permuted transitively by (h, T). 
Now R is an extraspecial group of order 22m+1 and so has 22r” & 2” - 1 
involutions [3, p. 1931. Therefore the number of involutions of R\(a) is 
22m * 2”’ - 2, so that 1 X I = 22n2-1 f 2+r - 1. 
Suppose now that m > 2. Then we certainly have that [ X 1 is odd. Now 
(h, T) acts transitively on X so that (h) has at most 2 orbits on X. Since I(h)/ 
is odd, orbits of (h) have odd order. Since / X / is odd, (h) cannot have two 
orbits. Thus (h) acts transitively on X. So 1 X I divides [ (h)l. In particular 
1 X I < (Jr)! so that 22m-1 - 2m-1 - 1 < l(Iz)l. 
However h is an automorphism of the extraspecial group R which acts 
trivially on R’ and irreducibly on R/R’ (by Lemma 9.28). By [4, Theorem 5.6.51 
I( divides 2 + 1 for some r < m. In particular j(h) j< 2” + 1. 
Thus 22m-1 - 2”-1 - 1 < 2” + 1. This contradicts m > 2. So we must 
have m < 2. 
LEMMA 9.31. R E Qs. 
Proof. Suppose that 1 R 1 > 8. Then by Lemma 9.30 we have m = 2 and 
I R/@(R)1 = 24. But N((d)) n N(R) acts irreducibly on R/@(R) by Lemma 9.23. 
Propositions 2.3 and 2.4 force N((d)) n N(R) to act on R/@(R) as D, . But D, 
cannot act irreducibly on a group of order 2 4. This contradiction means that 
1 R I = 8. Since R admits d, R N OS. -- 
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Since Lemma 9.31 contradicts Lemma 7.11 the assumption that Q = R 
has finally been shown to be untenable. 
Remark. It is perhaps worth drawing attention to the uses made in this 
paper of the assumption that / C(d)] > 6. 0 ur methods for Q > R rely heavily 
on that assumption but for Q = R it is used only in two places, namely in the 
proofs of Lemma 8.16 and Lemmas 9.17-9.19. In both places it is used to 
eliminate cases where considerable information about the Sylow 2-subgroup 
of G is available. 
What we have in fact proved in this paper is that 1 C(d)1 = 6 and if Q = R 
then in addition: 
(4 Z(R) = (0); 
(b) there is an involution in Z,(R)\Z(R); 
(c) if there is an involution in Z,(R)\Z(R) conjugate to (T then G has a 
subgroup of type (e) containing a Sylow 2-subgroup of G; 
(d) if none of the involutions of Z,(R)\Z(R) is conjugate to u then R’ = 
@(R) g I/, and the centralizers of all involutions of G are soluble. 
[(a) comes from Lemma 7.5, (b) from Lemma 7.11, (c) from Lemmas 8.12 
and 8.14, and (d) from Lemmas 9.6 and 9.11.1 
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