In this paper, we propose an algorithm for allocating the tasks of the well known Gaussian Elimination Algorithm on an MIMD architecture and prove that the schedule is optimal in order of magnitude, up to a polylog factor.
Introduction

Basic concepts
The advent of parallel computers in the 80s and the growing expansion they assumed ever since have brought to the fore the important issue of parallel performance evaluation. Theoretical models of computation such as the well-known PRAM model do not take into account the communication time in a computer-specific manner. The reason is that the PRAM model is essentially aimed at providing a measure of parallelism based on theoretical assumptions common to most computation models. What we observe then is that the performances in practice of the algorithms oftentimes do not match the theoretical results shown within the PRAM model. Discrepancies of this kind can only be accounted for by a detailed examination of how communication actually takes place within the architecture. A model of parallel computation has therefore to take into account the communication time as it relates to a specific type of architecture, if it is to be of any practical use. It is fair to mention in the defense of the basic PRAM model, that it has been enhanced to emulate message-routing in an interconnection network and reflect a more realistic parallel computation [10] . The emulation comes obviously at a cost which depends on the data routing through the interconnection network. Other types of parallel architecture include: the Data flow architecture and the MIMD architecture. The basic idea underlying Data Flow architecture is to allow computation to proceed in parallel regardless of any artificially induced sequencing of instructions, as built-in in most conventional computer programs. Only the logical order of the instructions is relevant. This entails for example, that an operation is allowed to execute whenever its operands are available, independently of the ordinal count of the operation in the program. The expectation is to enable the architecture to exploit at best the type of parallelism inherent with the computation itself. For all practical purposes however, this type of architecture is no different from the other ones: we run into the same technical difficulties when it comes to accessing input data or communicating output. A detailed comparison of the different parallel architectures is beyond the scope of this paper. The interested reader is referred to [8, 3] for a comprehensive survey of the different models. In this paper, we will be concerned with the communication delays generated in a shared memory multiple instructions multiple data architecture (MIMD), where each processor has a local memory and communicates with the shared memory either by loading variables or transferring outputs. In this model a program may be viewed as a set T of tasks (representing instructions or blocks of instructions) related by a precedence relation > described by a directed acyclic graph (DAG) G. A model of parallel computation which takes into account the communication delays in the context of MIMD architectures was introduced by Anderson et al. [1] . We will refer to it as the ABR model. The following is a short description of the basic concepts underlying the ABR model. All the assumptions and the attending explanations are from [4, 3] .
(1) Job (or cluster): It is a subset of tasks of T . If a job J is assigned to a processor b, then b loads the input to J (treated as a subprogram of T ), performs some computation on J using its local memory, and transfers its outputs at the end of the execution. However, no transfer is allowed during the execution of a job. A common assumption is that the time c needed for a processor to load variables or transfer output is constant, whatever the transfer size. More precisely, c = 1. It is stated explicitly in article [4, p. 56 l.27] in these crude terms: "Let us assume that each job needs one unit of time to communicate with the memory". This assumption is valid if the number of processors is small; it remains valid for a large number of processors if the loading of variables and the transfer of output is pipelined, as explicitly pointed out in [3] in these terms: ". . . If we assume that each memory access takes a constant time whatever is the volume of transferred data, then the communication cost is proportional to the number of tasks. This assumption is realistic in the case where the loading of variables and the output of results is pipelined" [3, p. 7 l.27]. Thus, emphasis is placed on the number of transfers involved in a parallel computation regardless of how much is transferred. In fact, the rationale of this model is to capture the computational complexity assuming an unbounded number of processors, where the communication cost is the same whatever the size of the transferred data. For more on this model issue, we refer the interested reader to the above-mentioned survey by Bampis et al. [3] . As a result, we may suppose, exactly as in [4, 3] , that the communication time is equal to the number of jobs, since each job gives rise to a unit-time communication with the shared memory. We will see in the conclusion how departures from this assumption might affect the performance of our algorithms with regard to the parallel makespan. Since we undertake to improve on a result of [4] , we will retain the very same communication assumptions. (2) Schedule graph: Recall that each processor has its own local memory and may sequentially handle a group of interrelated tasks on its own, if there is no need for further input. For a given clustering of the tasks, the schedule graph is meant to capture the precedence relation that arises among the jobs, in terms of input-output dependency. More specifically, let P be a partition of T into jobs. Consider the graph G P such that the vertices of G P are the jobs of P and there is an arc from J to J in G P if and only if there is a task of J that precedes another task of J . Suppose in addition that G P is a DAG. Then G P is said to be a schedule graph for the partition P . Next, G P is scheduled. A schedule of G P is called a P -schedule here. Clearly, every P -schedule can be viewed as a schedule of T . (We should point out in this respect that a recent algorithm due to Lepere and Trystram [11] guaranties that a schedule built with a specific partition remains a DAG).
Now, the overhead of a parallel computation is defined as: "the sum of the cumulated idle times and the total communication time (equal to the number of jobs)" [4, p. 56 l.28], and the objective is to minimize the overhead. The following is a brief explanation of this objective as given in [3, pp. 7-8] : "For a particular computation, the objective is to minimize the makespan defined as (t seq + t idle + t com )/p, where:
• t seq is the sequential execution time of the DAG. In the case of DAGs with Unit Execution Tasks (UET), t seq is equal to the number of nodes of the DAG (i.e., the number of UET tasks: t seq = T ), • t idle is the total idle time of the processors during the execution of the DAG, • t com denotes the communication cost and • p the number of processors. Now, substituting T for t seq and |P | (the number of jobs in the associated partition P ) for t com , as permitted by our assumptions, the objective is to minimize (over P , that is, over all partitions yielding schedule graphs) (|T | + t idle + |P |)/p. As |T | and p are independent of the partition into jobs, the objective reduces in fact to minimizing the overhead of the schedule as defined above: t idle + |P |, which accounts for the consideration of this important parameter in [4] and in our present paper.
Equation t exe = (|T | + t idle + t com )/p, which merely states that a processor may be in only one of three states: processing, idling or communicating at each point in time, should not be regarded as a definition for the parallel makespan, but rather as a convenient equation to trace communication time and idle time as a whole. There are indeed multiple ways in the literature in which communication may take place between tasks, but this paper being limited in scope, we will not consider all of them and will restrict ourselves to the same assumptions underlying the ABR model as stated explicitly in [4, 3] . Fig. 1 below shows an example from [3] of partitions into jobs and schedules for two processors. The example shows clearly enough how communication takes place in the ABR model.
It is not difficult to see that the related decision problem is in fact NP-complete. However, one might expect the problem to be polynomial for short DAGs (DAGs with small depth), but this is not true, since even if the DAG is bipartite of depth 2, optimizing the overhead can be proved to be NP-complete. In Section 2, we investigate the important case of the most often used procedure in linear algebra: Gaussian Elimination. Using Systolic Arrays, [5, 6] obtained an effective parallelization of Gaussian Elimination. On the other hand, many works have been devoted to scheduling algorithms for linear algebra DAGs [7, 9, 12, 13, 15, 17] . Most of them use p = n processors for a problem of size n, with 1, and consider jobs of size O(n), so that synchronization and communication do not prevail over arithmetic [16] . Indeed, if the number of processors is in O(n 2 ), then the communication costs will mask the benefits of parallelization. On the other hand, if the number of processors is too small, then there will not be much left to parallelize. This accounts for the choice of O(n) as the appropriate size for the number of processors to deal with our problem. In [4] , the authors established an upper bound in O(n 2 ) for the overhead of the Gaussian Elimination Algorithm. Our main result in Section 2 provides an improvement of this bound to O(n 3/2 ) times a polylog(n) factor, which is then proved to be, up to a polylog factor, optimal in order of magnitude.
Notations
In the sequel, if a partition of a DAG into jobs is discussed, will denote the number of jobs of the partition. Moreover, if a P -schedule is given, will denote the overhead parameter defined as + t idle of the job schedule.
We call overhead optimization the problem of deciding whether there exists a partition into jobs P and a P -schedule such that k, for a given integer k and a DAG G. An instance of the problem is denoted by the ordered pair (G, p).
Gaussian elimination and statement of the main theorem
We now consider the important case of the "Unit Execution Time" (UET)-Gaussian Elimination DAG denoted by G n , which stems from the parallelization of the well-known algorithm in linear algebra.
A vertex of G n is a triple (k, j, i) of positive integers such that k + 1 j, i n. Moreover, the vertices of G n (viewed as tasks) are subject to the following precedence constraints:
which originate from the well-known relations:
and the corresponding assignments. The tasks of the form (k, k + 1, k + 1) are called the "pivots" of G n . For a given task (k, j, i), k is said to be the level of the task. For fixed k and j , the subset of tasks {(k, j, i) ∈ G n } is referred to as a multiplicate. For a fixed j , the subset of tasks {(k, j, i) ∈ G n } is referred to as a column of G n . Fig. 2 below depicts a multiplicate and a column. For any pair of integers p, q, with p q n, G p,q is the subgraph of G n induced by the vertices of all levels p + 1 x q. Now, let us state our main theorem. In proving this theorem, we will construct a schedule satisfying the bound. This paragraph provides a sketch of the main ideas of the proof and some insight into the construction. It is clear, from the outset, that the graph associated with the constraints (I) through to (IV) is sparse, allowing for some form of independence within some subsets of tasks to occur. We aim to exploit this sparsity of G n by identifying large subsets of tasks with low communication overhead. Our schedule of G n may in fact be viewed as a partition of G n into subgraphs which are either small or induced by loosely constrained tasks (i.e., almost independent tasks), with the smaller subsets of the partition containing the pivots. More specifically, the structure described in Definition 1 occurs frequently as a subgraph of G n , and we will use it as a building block in our construction of a suitable schedule to exploit its low communication overhead, as will be shown. On the other hand, the pivots have a high execution priority on account of the critical precedence relations they induce with the other tasks, and therefore we should include them into small jobs, while carefully balancing the sizes of these jobs against the total number of jobs created so as to keep within the bound of the theorem. How small these jobs should be, as compared to the other loose jobs, is a matter of tuning and is decided upon in the following lemmas. The proof of main theorem is deferred to the end, when all the lemmas will have been proved. For now, let us introduce some more definitions and notations to ease the presentation. The tasks of C h,s,t of the form (k, j, k + 1) are referred to as the pivots of C h,s,t . Now, we present three technical lemmas, whose purpose is to establish upper bounds on (C h,s,t , p). Although some of these lemmas might seem quite obvious, as pointed out by one of the anonymous referees, we include their proofs for the sake of completeness.
Main Theorem. There exists a constant B such that:
(G n , n) B log(n) log 2 (log(n))n 3/2 . j = 2 j = 3 Column j A multiplicate k = 1 k = 2 j = 3
Definition 1. For given integers h, s, t, we denote by C h,s,t the set of tasks
{(k, j, i)|1 k h, 1 j s, k + 1 i t} subject to the constraints: (k, j, k + 1)>(k + 1, j, i) for all (k, j, i) ∈ C h,s,t , (I) (k, j, i)>(k + 1, j, i) for all (k, j, i) ∈ C h,s,t .(II)
Lemma 2.1. Let G be a DAG of depth
Proof. Let L i denote the set of tasks at level i of G, for every 1 i n. Consider the following procedure:
Assign each job to a processor and execute it; Let all the processors communicate with the shared memory; end{begin} End. The number of jobs in this procedure does not exceed np. At each iteration of the For loop, we have at most p idle times, since every processor with a job of size |L i |/p may have to wait one unit of time for the other jobs to complete. Therefore, the total idle time will be less than np. The lemma follows.
Lemma 2.2. Let S be a set of m independent paths of length h and let p be such that h Bm/p, for a constant B. Then (S, p) (2B + 3)p.
Proof. Partition S into p sets S 1 , S 2 , . . . , S p of paths of the same cardinality (up to one unit), and assign each S i to its own processor. Let each processor executes its paths level by level, as in breadth-first search. 
Lemma 2.3. Let h, t, p be integers such that: h t/4p. Then:
(C h,1,t , p) log(log(h)) + 5(log(log(h)) + 1)p.
Proof. Let P be the set of processors. Let h, t, p be as in the lemma and let us split C h,1,t into two parts C and C such that C = {(k, 1, i) ∈ C h,1,t , i h} and C = {(k, 1, i) ∈ C h,1,t , i h + 1}. These two parts will be divided further into finer jobs subsequently. For now, let us give an overall description of our schedule. C and C are executed in parallel: one processor (say p 0 ) from P is dedicated to C, while all the other processors execute the jobs of C . Processor p 0 executes the jobs of C in sequence and without interruption (so, no idle time is allowed for p 0 ). For all 1 q h, consider the following set of tasks of C, which we refer to as a subjob: D q = { (1, 1, q), (2, 1, q), . . . , (q − 1, 1, q) }. Clearly, the D q 's constitute a partition of C into h subjobs. These subjobs are executed by p 0 in their natural order: first D 1 , then D 2 . . . etc. Every time processor p 0 is done with some D q , we say that level q is released, meaning that up to level q, all the constraints of type (I) are released (since the corresponding pivots have been executed). A task is said to be released, if its level is released. In parallel to C, C is executed in many steps, as in the following procedure: 4 shows the set of tasks executed in one iteration of the procedure. In our analysis of the procedure, the parallel instruction labeled P will be neglected, since it only contributes just about one iteration of the while loop in terms of overhead. Let us now analyze each step of the procedure.
In the first step of our schedule, we partition the t − h tasks of the first level of C into p − 1 jobs of approximately the same size (up to one unit) s 1 (t − h)/p.
During time s 1 , processor p 0 must have executed at least r 1 subjobs, where r 1 satisfies
This describes the first step of our procedure. The set of all subjobs executed by p 0 in this first step constitutes the first job of p 0 . At the end of this step, we get a "layer" of t − h independent paths of length r 1 released by p 0 and ready to be executed by P − p 0 . According to Lemma 2.2 and the assumptions of our lemma on h, this layer of tasks can be executed with an overhead less than or equal to 5(p − 1) (to see this, apply Lemma 2.2 with B = 1). This leads us to the second step of our procedure and shows us how it proceeds. At each step k, the set of subjobs executed by p 0 during step k constitutes the kth job of p 0 . Let now D r k be the last subjob executed by p 0 at step k, and let s k be the time needed for P − p 0 to execute the layer of r k−1 − r k−2 levels of tasks released in the preceding step by p 0 . Since the duration of step k coincides with the time it takes for the processors of P − p 0 to execute the tasks released by p 0 in the preceding step, we have the inequality
(where the left-hand side is an upper bound on the duration of step k, from the point of view of p 0 , i.e., an upper bound on the number of unit-tasks that p 0 executes during s k , in terms of the D q 's). The tasks released by p 0 at step k − 1 are executed by P − p 0 with overhead less than 5(p − 1), using the procedure of the preceding lemma. Now, summing all the inequalities (*) (the sum is over k) and using the inequality s k (t − h)(r k−1 − r k−2 )/p for all k, along with the equality |D q | = q, we get
which leads us to the inductive inequality:
Now, bounding t − h from below by t/2 and bounding the left-hand term of the inequality from above by the rough upper bound r 2 k , we obtain the simplified inequality: r 2 k (t/2p)r k−1 . Again, using our assumption that h t/4p, our inequality can be further reduced to: r 2 k 2hr k−1 , with the initial condition r 0 = 1, the latter inductive inequality has solution: r k (2h
This shows that the number of steps before all the tasks of C are executed is no more than log(log(h)) (which is straightforward from the fact that r k h). Now, counting the overhead of our schedule, we summarize it as follows: the processors of P − p 0 perform their jobs in at most log(log(h)) steps, where an overhead less than 5(p − 1) is created at each step. Adding the number of jobs of p 0 , which does not exceed log(log(h)) (one job for each step), we get a total overhead not exceeding log(log(h)) + 5(log(log(h)))(p − 1), which ends the proof.
The following two lemmas, whose proofs are only sketched, are direct consequences of Lemma 2.3.
Lemma 2.4. Let h, s, t, p be integers such that: 2 s p, h st/4p and 2h t. Then (C h,s,t , p) s log(log(h)) + p(5 log(log(h)) + 8).
Sketch of the proof. As C h,s,t is made of s copies of C h,1,t , it suffices to assign "about" p/s processors to each copy of C h,1,t , and then to apply the preceding lemma to obtain the overhead s(log(log(h)) + p(5 log(log(h)) + 1)). The rest is a technical matter to take into account the fact that s may not divide p. It can be proven that this fact cannot make the overhead increase by more than a constant times p. Details are omitted for the sake of clarity.
Lemma 2.5. Let h, s, t, p, d be integers such that: 2 s p, h dst/4p and 2h t. Then
(C h,s,t , p) ds log(log(h)) + dp(5 log(log(h)) + 8).
Sketch of the proof. It suffices to partition C h,s,t into h/d layers of d levels each and then to apply the preceding lemma.
Thus, there exists a constant such that, under the conditions of Lemma 2.5,
Lemma 2.5 will be used throughout in this simplified form.
Lemma 2.6. There exists a constant A such that for all d and satisfying 1 d 2 n /4 and
Proof. The idea is to have small jobs around the pivots. Recall that a pivot is any task of the form (k, k + 1, i). To simplify the writing, let c denote the number n 1/2+ /d. Recall that for any pair of integers p, q, with p q n, G p,q is the subgraph of G n induced by the vertices of all levels p+1 x q. However, everything else being equal, the levels of G p,q are relativized as follows: level r of G p,q is level p+r of G n , for all 1 r q−p. In this way, we can view G c,c/2 as the set: G c,c/2 ={(k, j, i), 1 k c/2, k+1 i, j c} with the constraints (I), (II), (III), and (IV). We need to prove that (G c,c/2 , n) A log 2 (log(n))n 1+ . We first divide G c,c/2 into n 1/2 /2d layers denoted by B 1 , B 2 , . . . , etc., where each B i is formed by n consecutive levels of G c,c/2 , that is:
We suppose to simplify the writing that n 1/2 is a multiple of 2d. The B i 's are scheduled in sequence. Now, we describe the schedule of each B i .
The schedule of B i :
The case when i = n 1/2 /2d is special and is treated separately. As B n 1/2 /2d has depth n , it can be scheduled with overhead less than or equal to 2n 1+ with our n processors, according to Lemma 2.1.
Let now i be any integer less than n 1/2 /2d. Notice that c/2 c − (i + 1)n c. We partition each B i into two parts: a small "left part" R i and a large "right part" R i , as follows: Fig. 5 ).
We assign p 1 = Cdn 1/2 processors (where C is a constant to be determined later) to the R i part and p 2 = n − p 1 processors to R i . The two parts are scheduled in parallel. Let P 1 denote the set of processors of cardinality p 1 , which is dedicated to the left part. The aim of the processors of P 1 is to reach the pivots in B i as soon as possible, cutting deep into the graph to release all the tasks in the corresponding levels, thereby allowing for the other processors to move forward in R i in parallel. So, the idea is quite similar to that of Lemma 2.3. For this purpose R i is scheduled "diagonally", by slices of "d consecutive columns". That is, we partition R i into n /d slices of d consecutive columns denoted by S 0 , S 1 , . . . , etc., where
The processors of P 1 execute the slices in sequence: first S 0 , then S 1 , S 2 , . . . , etc., releasing d more levels each time around. Synchronization with the processors of P − P 1 is taken care of by the following procedure:
Procedure Sync; {Procedure Sync shows how P 1 and P − P 1 synchronize. How each of P 1 and P − P 1 perform their jobs will be shown subsequently} begin m := 0; j := 0; r := m;
execute all the tasks at the levels ranging from in + dj + 1 to in + dm + 1 in R i ; {these tasks form independent paths and are executed with the procedure of Lemma 2.2} communicate with shared memory; end{P − P 1 }; P 1 : begin Execute S r using procedure Slice(r); {see below} r := r + 1; Until P − P 1 is done; {i.e. execute S m , S m+1 , . . . , S r sequentially until P − P 1 is done}; Communicate with shared memory; end{P 1 } j := m; m := r; {j and m denote the deepest slices reached by P 1 in the two preceding iterations} end{while}; end;
Now we can show the schedule of each part.
The schedule of S m :
For all m 1, we split S m into an upper subset S U m and a lower subset S L m , such that S U m is constituted by the tasks of the md − 1 first levels in S m , i.e.: Observe now that S U m is isomorphic to C h,s,t , with h = dm − 2 (the depth of S U m ), s = d (the number of consecutive columns) and t = n 1/2+ /d − in , since it is made of d independent columns of depth dm − 2. On the other hand, S L m has depth d only and is therefore best executed through the procedure of Lemma 2.1. Hence, the following procedure: Procedure Slice(m); {executes slice S m using P 1 } Begin; Execute S U m using the procedure of Lemma 2.5; Execute S L m using the procedure of Lemma 2.1; End;
Let us first count the overhead of this schedule of S m . Observe that:
(1) dm − 2 n and (2) n 1/2+ 2d
Indeed, (2) is straightforward from the fact that i n 1/2+ /2d, and (1) is obvious. From this, we derive:
Returning to the values of h, s, t and observing that s is smaller than p 1 , we get the bound for the overhead of the S U m part of our schedule:
4C dp 1 log(log(n)).
On the other hand, the depth of S L m is d and therefore S L m can be executed with overhead less than 2dp 1 . In conclusion, S m is executed with overhead (S m , p 1 ) (4C + 2)dp 1 log(log(n)), which is O(dp 1 log(log(n))).
In the following, will denote any constant such that (S m , p 1 ) Cdp 1 log(log(n)). Now, summing over m, for m n /d, we obtain a maximum overhead of Cn p 1 log(log(n)) for the schedule of all the S m partitioning R i . Again, summing over i, for i n 1/2 /2d, we get the maximum overhead: Cn 1+ log(log(n)) for scheduling all the regions R i . This completes the description and analysis of our schedule of the R i .
However, for purposes of synchronization with the schedule of R i , we need to have an estimate of the time it takes for P 1 to execute S m . Let us denote by t i m (or simply t m if i is understood), the time it takes for P 1 to execute S m in our schedule.
We know that the overhead produced in the execution of S m (for a given i) is bounded by Cdp 1 log (log(n)). Now, given identity p 1 t m = |S m | + t idle and the fact that the overhead is an obvious upper bound of the idle time, we get the inequality:
(where |S m | was bounded from above by d(m+1)n 1/2+ in the preceding identity). Thus, for a sufficiently large n, that is for n C 2 d log(log(n)), the following inequality holds:
The schedule of R i : R i is scheduled in parallel with R i . Notice first that since R i is formed by Indeed, the inequalities in (1 ) hold because of our assumption that i n 1/2+ /2d − 1, while (2 ) derives from the inequality: d 2 n /4. From these inequalities and Lemma 2.5, we conclude that R i can be scheduled with overhead less than 4 (p 2 + s ) log(log(h )). Plugging the values of h , s , t and using n as an upper bound of p 2 , s and h , we get the upper bound 8 n log(log(n)). Therefore, if we released the pivotal constraints between R i and R i , it would be possible to execute R i with an overhead in O(n log(log(n))). What remains to do then, is to handle the constraints of type (I) involving the pivots in R i , that govern the relationship between the two parts R i and R i . The sooner the pivots are executed by P 1 , the less our overhead for R i will depart from the bound in O(n log(log(n))). Thus, the progressing pace of P 1 is to be taken into account in much the same way as we did in the proof of Lemma 2.3 in terms of steps. So, let us trace the steps of procedure Sync to see how it works.
In the first step, the
) are partitioned into jobs approximately the same size (up to the unit)
When s units of time will have elapsed, the processors of P 1 will have executed the first slice S 0 of d consecutive columns, thereby releasing d more levels of tasks for P 2 . This constitutes the first step of the schedule. Now, at each step, P 2 executes the levels of tasks that were released by P 1 in the preceding step (that is, the pivots of these tasks were reached by P 1 in the preceding step). Now, our reasoning goes along the same line as in Lemma 2.3. To underline the similarity of the proofs, we use the same notation as well. Let then r k be the subscript of the last S m executed by P 1 at step k and let s k be the duration of step k, which is defined as the time it takes for P 2 to complete the tasks released by P 1 at step k − 1. Setting j k = r k − r k−1 , we have dj k levels of tasks to schedule on P 2 at step k + 1. More precisely, we have to schedule the set of tasks
As claimed above, V k can be scheduled with overhead less than 8 n log(log(n)). Thus, at each step of our schedule, we create an overhead in O(n log(log(n))). What remains to be seen, is how many steps there may be. The question is closely related to the pace at which the S m 's are being executed (and their corresponding levels released) by P 1 . Recall that the time it takes for S m to be executed by P 1 is: t m 2(m + 1)n /C. On the other hand, at each level q of R i , the number of tasks of R i at level q is at least (n 1/2+ /2d) 2 , so that the time s k it takes for P 2 to execute the d(r k−1 − r k−2 ) levels of tasks released in step k − 1 is at least:
(where p 2 was simply bounded from above by n). Hence, the r k 's and s k 's satisfy the time inequality
Now, the calculations proceed along exactly the same line as in Lemma 2.3, where the same type of equation was encountered. Thus, using our upper bound on t m and summing the preceding inequalities over k, leads us to
Hence, the inequality:
Combined with the initial condition r 0 = 1, the preceding inequality has solution: r k (2n /d) 1−(1/2 k ) . As, on the other hand, r k n /d, there can be no more than log(log(n)) steps in our schedule. Each step is responsible for an overhead in O(log(log(n))) (where the constants involved in the "O" are absolute). As a result, our schedule of R i is in O(n(log 2 (log(n)))). Finally, summing over i n /d, we get an overhead in O(n 1+ log 2 (log(n))) for the total schedule of the R i 's. The conclusion of the lemma follows.
Lemma 2.7. There exists a constant B such that for every 2/ log(n) 1 2 , we have (G n 1/2+ ,n 1/2+ /2 , n) Bn 1+ log(n) log 2 (log(n)).
Proof. Notice that for all such values of , we have:
n /2 /2. Moreover, from the preceding lemma, we know that for all i such that 2 i 1 2 n /2 , we have (G n 1/2+ /2 i ,n 1/2+ /2 i+1 , n) Bn 1+ log 2 (log(n)) (take d =2 i in Lemma 2.6). Now, the union of the G n 1/2+ /2 i ,n 1/2+ /2 i+1 's constitutes a partition ofG n 1/2+ ,n 1/2+ /2 into at most log(n) parts, which proves the lemma.
Proof of Main Theorem. Set ∈ = log(log(n))/ log(n) and consider the smallest integer k such that 2 (log(n) ). So, we are left with G n 1/2+1/4 to schedule. Now, G n 1/2+1/4 can be broken down into at most log(n) DAGs of the form G n 1/2+(1/4)1/2 i−1 ,n 1/2+(1/4)1/2 i , where i k. From Lemma 2.7, each G n 1/2+(1/4)1/2 i−1 ,n 1/2+(1/4)1/2 i can be scheduled on our n processors with overhead less than Bn 1+1/4 log(n) log 2 (log(n)). On the other hand, from our choice of k, G n 1/2+1/2 k has depth log(n)n 1/2 and can therefore be executed with overhead in O(log(n)n 3/2 ), according to Lemma 2.1, which concludes the proof of our theorem.
The next theorem provides a lower bound on (G n , n), whereby our schedule can be seen to be optimal in order of magnitude, within a polylog factor. Proof. The arguments will bear only on the idle time of any schedule of G n . Now, let us denote by G n the graph obtained from G n by inverting the orientation of every arc. Clearly, if G n has a schedule of makespan t, then so does G n (it suffices to schedule backwards, inverting time). Now G n has i 2 vertices at level i, for every i. Hence, at time t 1 = n 1/2 our n processors must have executed at most n 1/2 i=1 i 2 tasks. Given that pt 1 = n 1/2 i=1 i 2 + t idle , where t idle is the total idle time cumulated by the processors from t = 1 to t = n 1/2 and p = n, we get: t idle n 1/2 i=1 n − i 2 . Hence, the bound of the theorem.
Theorem. For every n, (G n , n)
Conclusion
This paper is about scheduling the UET tasks of the Gaussian Elimination algorithm on a shared memory MIMD architecture. It improves substantially a previous result by Bampis et al. [4] concerning the so-called overhead of Gaussian Elimination. Under the same assumption that were made in [4] , namely that the loading of variables and the transfer of outputs takes constant time, we proved that the parallel overhead of our schedule is in O(n 3/2 Log 2 (n) Log Log(n)) for a matrix of size n using n processors, which is optimal up to a polylog factor. In terms of the total makespan, our result is easily seen from the relation t parallel = (|T | + t idle + t com )/p to be asymptotically optimal, since (t idle + t com )/p = (O(n 3/2 ) log 2 n log log n)/n is infinitely small with respect to |T |/p = n 2 as p (and therefore n) approaches infinity. Observe that the analysis has been over estimated, since we are comparing with |T |/p, an absolute lower bound on the parallel makespan. Moreover, the same relation t parallel = (|T | + t idle + t com )/p also implies that the parallel makespan will remain optimal in order of magnitude if we drop the constant transfer time assumption and allow every transfer to take as much as O( √ n) time. This is a clear indication of the robustness of the method with respect to the communication time.
