The aim of this study is to evaluate the performance of a motion capture system and discuss the application potential of the proposed system in in vivo bone-segment deformation measurements. In this study, the effects of the calibration procedure, camera distance and marker size on the accuracy and precision of the motion capture system have been investigated by comparing the captured movement of the markers with reference movement. The results indicated that the system resolution is at least 20 mm in a capture volume of 400 3 300 3 300 mm 3 , which mostly covers the range of motion of the tibia during the stance phase of one gait cycle. Within this volume, the system accuracy and precision decreased following the increase of camera distance along the optical axis of the cameras. With the best configuration, the absolute error and precision for the range of 20 mm displacement were 1.2-1.8 mm and 1.5-2.5 mm, respectively. Small markers (Ø3-8 mm) yielded better accuracy and repeatability than the larger marker (Ø10.5 mm). We conclude that the proposed system is capable of recording minor displacements in a relative large volume.
Introduction
Bone strain is widely accepted as one of the most important factors in bone adaptation. Reliable and quantitative evidence from many studies over the past few decades suggests an inseparable relationship between bone strain and osteogenic responses. [1] [2] [3] [4] Nevertheless, in vivo bone strain measurement is still technically challenging, especially in humans. Despite the invasiveness, in previous in vivo bone strain studies, the inherent shortcomings of the methodologies based on strain gages in vivo are likely to result in the underestimation of the strain value owing to the low bonding quality. [5] [6] [7] [8] On the other hand, strain gages can only reflect strains in specific areas that are covered by the gages, but yield no information regarding the bonesegment deformation on a large scale. Even more importantly, it is difficult, not to say impossible, to assess bending and torsional strains with strain gages in humans. 5 In order to overcome the drawbacks of this traditional method, several new methods have been developed to assess bone strains. such as a non-contact optical technique, referred to as digital image correlation (DIC), [9] [10] [11] as well as ultrasound wave propagation. 12 However, the potential of these methods for in vivo application is still debatable.
Camera-based motion capture systems are nowadays widely used in biomechanics studies. The human motion can be captured by tracking markers that are attached on the skin of the human body. The data processing then involves (a) location of the markers in the two-dimensional (2D)-space of each camera, and (b) reconstruction of each marker in the real-world three-dimensional (3D)-space by convergence of the information from the set of cameras. 13 Although the performance of the motion capture system varies with the specific system set-up, 14 it is theoretically possible to achieve very high accuracy with a proper calibration procedure, choice of markers and the positioning of the cameras. Liu et al. 15 evaluated the accuracy and precision of the Qualisys motion capture system (Qualisys, Inc., Gothenberg, Sweden) in the measurements of small displacements in a small field of view. Results indicated that, in a 68 3 51 mm 2 field of view, the system resolution was 10 mm. In the range of 20-200 mm, the absolute displacement errors were from 62.1 to 63.0 mm for diamond markers, and from 62.5 to 64.25 mm when sphere markers were used. The standard deviation of the recording was 1.7-2.3 mm for diamond markers, and 1.9-3.9 mm for sphere markers, respectively. 15 With the Vicon-460 motion capture system (Vicon Motion System Ltd, LA, USA), accuracy of 63 mm and precision of 15 mm can be achieved in a volume of 180 3 180 3 150 mm 3 . 14 Overall, the previous studies have demonstrated that, with proper parameters and set-up, commercially available motion capture systems are able to provide sufficient accuracy and precision (also called repeatability or reproducibility) to measure small movement of the markers in a relatively small 3D volume. If these markers are affixed to the bone, e.g. human tibia, theoretically, the tibia-segment deformation should be able to be measured by capturing the relative movement between the markers. By doing so, the complex measurements of different types of tibia-segment deformation essentially turn out to be the simple measurements of the markers' coordinate in a 3D volume. During the stance phase of one human gait cycle, the range of motion of the tibia is almost constant and limited within a certain 3D volume. In another words, the movement of the markers that affixed to the tibia during the stance phase of one gait cycle also stay within a certain 3D volume. As long as the markers' coordinates in this 3D volume is recorded with high accuracy and repeatability, axial, shear and torsion bone-segment deformation should be able to be calculated. However, despite the requirement of high accuracy and repeatability, the very limited volume covered in the aforementioned studies seems to impede the application of motion capture camera systems for in vivo bone-segment deformation measurements. To our knowledge, neither the performance of motion capture systems in a relatively large volume, nor the potential of applying a motion capture system in bone deformation (most commonly refer to tibia) in vivo measurements, has been reported and discussed before.
Taking the human tibia as an example, assuming the distance between the markers affixed in the tibia as L = 20 cm and the detection limit of the optical method as 100 me (compared with approximately 2000 me in vivo tibia strain, 6,16 the detection limit of 100 me is acceptable), respectively, the required resolution of the optical method, DL, can be calculated as DL = L3100 me = 20 mm. Although this is only a rough figure, it can inform us about the required resolution of an optical method to assess the in vivo tibia deformation. We therefore ventured to evaluate the performance of a motion capture system on small displacement measurements (20 mm) in a relatively large volume. More specifically we are addressing, first, whether 20 mm of resolution is able to be achieved with proposed system configuration in this study was assessed; and second, the accuracy and precision during the measurement of 20 mm movement in a large volume were evaluated. In addition, the application potential of this method in bone-segment deformation in vivo measurements was discussed.
Materials and methods
The Vicon MX motion capture system (Vicon Motion System Ltd, LA, USA), including Vicon F40 cameras (4 Megapixel, 370 fps full frame top speed), MX Giganet controlling hardware module and Vicon Nexus 1.6.1 software, was adopted to capture the motion of the retro-reflective markers. The performance (accuracy and precision) of this system was evaluated to establish the proposed method.
As mentioned above, the markers affixed to the tibia during the stance phase of one gait cycle stays within a certain volume, which is able to be assumed by the length of tibia. Typically, the length of the tibia is approximately 400 mm. Accordingly, the volume of interest during a tibia's stance phase has dimensions of 400 3 300 3 300 mm 3 . In this volume, the performance of this optical system was assessed. Assuming an intermarker distance of 20 cm, one has to resolve marker displacement by 20 mm in order to assess strains of 100 me -a goal that seems worthwhile to achieve. Several previous in vivo bone strain studies with strain gages suggested that more than 2000 me of bone deformation can be reached during different exercises. 5 Comparably, we believe that the detection limit of 100 me in the proposed method would be acceptable for in vivo bone strains recording in humans.
Within the selected volume, the minute movement of the markers was performed by a universal milling machine (DMU 50M, DMG Vertriebs und Service GmbH, Bielefeld, Germany). The milling machine is capable of positioning its spindle in three dimensions accurately (resolution in all axes: 1 mm). After being affixed on the spindle of the milling machine, the markers were moved along three orthogonal directions within the volume of 400 3 300 3 300 mm 3 ( Figure 1 ).
Parameters in the optical system configuration Cameras setup. Five Vicon F40 cameras with 16 mm focal length lenses were used in this study. Custommade aluminum frames were used to position the cameras. The cameras were placed as close as possible to the milling machine in order to maximize the resolution of the system. The distance between the cameras and the center of the volume ranged between 100 and 120 cm. The cameras were set up in near umbrella configuration according to the recommendations by the manufacturer. 17 The optical axis and location of each camera were adjusted to involve the volume of 400 3 300 3 300 mm 3 into the overlap field of view. The sampling frequency of the system is set at 100 Hz.
System calibration. A custom-made calibration wand ( Figure 1 (c)), with Ø4 mm sphere markers, was used to calibrate the system before the measurements. In the selected volume, manual and automatic calibrations were carried out respectively to assess the effects of the calibration procedure on the performance of this optical system.
The manual calibration was performed by hand according to the manufactures' recommendations. During the automatic full volume calibration, the calibration wand was moved (speed: 5 m/min) along the customprogrammed motion path through the entire volume. Marker size. In order to assess the effects of marker size on the performance of the proposed optical method, sphere markers in four different sizes (diameter: Ø3 mm, Ø4 mm, Ø8 mm and Ø10.5 mm) were used in this study. The sphere markers were manufactured as copper balls coated with standard Vicon retro-reflective tape (Vicon Motion System Ltd, LA, USA). The smallest markers that are possibly manufactured with a smooth surface (Ø3 mm and Ø4 mm markers) were selected to evaluate the effects of small markers on the performance of the system. Reasonably large markers (Ø8 mm and Ø10.5 mm markers), which are suitable for future in vivo tibia-segment deformation measurements and have low opportunities of markers overlap, were selected as well.
Random noise. Random noise of the system induced by ambient factors has to be considered during very accurate measurements. A previous study has indicated that the resolution and system repeatability were affected by the random noise level. 15 So, the markers coordinates, under static condition, was recorded to evaluate the random noise level in proposed system.
Data processing
Raw trajectory data of the markers were further processed with MATLAB (The MathWorks, Inc. Version 7.9.0 R2009b).
Coordinate transformation. The Cartesian dimensions of the milling machine could deviate from the Cartesian dimensions of the optical system. Coordinate transformation was performed to compensate such mis-alignment.
System accuracy. In order to minimize the effect of noise, marker coordinates data over 1 s (100 frames) at each position were averaged. The system accuracy describes the closeness of the recorded displacement to the reference displacement of the milling machine (20 mm). In order to assess the effects of different parameters (calibration procedure, cameras distance, marker size and axis) on the performance of the optical system, the absolute error between recorded displacement and the reference displacement of each measurement was calculated. The measurement accuracy was then expressed as the percentage error, which is given by Percentage error = absolute error reference value 3100% ð1Þ
System precision. The precision describes the repeatability of the recorded value with the same set-up of system. With the repetitions of the measurements at each camera distance (Figure 2 : D1, D2, D3 and D4), the standard deviation (SD) of the recorded value was calculated as the system precision.
Random noise. Noise level along different axis was expressed as the root mean square (RMS) amplitude about the mean value of the data under static capturing with 100 Hz.
Statistics
Statistical analyses were performed using R statistic software (version 2.12.2, R Development Core Team, 2011) and Graphpad Prism statistical software (version 5.00, GraphPad software, Inc., La Jolla, CA). Threeway analysis of variance (ANOVA) was employed to examine the main and interaction effects of the four parameters mentioned above (calibration procedure: manual and automatic calibration; marker size: Ø3 mm, Ø4 mm, Ø8 mm and Ø10.5 mm; camera distance: D1, D2, D3 and D4; axis: X, Y and Z) on the accuracy. Data regarding the accuracy of the system are presented as mean (6SD) of the absolute error.
As the reflection of the system precision (the SD of the repeated measurements), the homogeneity of the variances of the recorded movement (reference movement is 20 mm) were assessed by the Fligner-Killeen's test. Main and interaction effects of system factors on the precision were reported. Data regarding to the precision are presented as the 6SD value. Statistical significance was accepted at p 4 0.05.
Results

System accuracy
Calibration procedure. For the displacement of 20 mm, the effects of calibration procedures were assessed by the optical system over all 80 positions. Statistical analysis of the data showed no significant (p = 0.37) main effect of the calibration procedure on system accuracy ( Figure 3) . However, significant main effects of camera distance (p \ 0.001) and axis (p \ 0.001) were found on the system accuracy. Moreover, an interaction effect (p \ 0.001) between camera distance and axis was indicated. A greater error in the Y axis was encountered for camera distance D3 and D4 than for D1 (p \ 0.001).
Camera distance, marker size and axis. Statistical analysis of the data showed significant (p \ 0.001) main effects of the camera distance and axis on system accuracy, respectively. System accuracy reduced (the absolute error increased) significantly along the Y axis (p = 0.04). Furthermore, two-way interactions were found between camera distance and axis (p \ 0.001), maker size and axis (p = 0.03), respectively. At camera distance D3, larger absolute errors in the Y axis was associated with the usage of larger markers (Ø10.5 mm) as compared with smaller markers (Ø3 mm, Ø4 mm and Ø8 mm) (p = 0.02, Figure 4) . For all the markers, larger absolute errors in the Y axis than the other axes were found at camera distances D2, D3 and D4 (p \ 0.001 versus p = 0.17 at D1). By contrast, no significant main effect of marker size was found (p = 0.22). The statistical results indicated no other significant interaction effects, including threeway interactions among camera distance, maker size and axis (p = 0.16).
When averaged over all axes, the accuracy ranged 1.2-1.8 mm (6%-9%) at D1, 1.0-2.2 mm (5%-11%) at D2, 1.1-3.6 mm (5.5%-18%) at D3 and 1.2-3.7 mm (6%-18.5%) at D4, respectively.
System precision Calibration procedure. Both calibration procedures yielded comparable results with regards to system precision (p = 0.65, Figure 5 ). There were, however, main effects of camera distance at D2, D3 and D4, and axis in the Y axis, demonstrating larger (worse) precision, as compared the other distances (p \ 0.001) and axes (p \ 0.001).
Camera distance, marker size and axis. Main effects of the three parameters (camera distance, marker size and axis) on system precision indicated the major differences in axes (p \ 0.001) and camera distance (p \ 0.001), but only minor differences in marker size (p = 0.18, Figure 6 ).
All the different camera distances, except D1, were associated with a larger precision error along the Y axis (p \ 0.001, p = 0.96 at D1). At camera distance D3, the marker with Ø10.5 mm induced larger precision values than Ø3 mm marker in the Y axis (p = 0.02, Figure 6 ). No other interactions were found among camera distance, marker size and axis. For all the axes, Figure 4 . The effect of different parameters on the accuracy of the optical system. For all the markers, larger absolute error was induced with the increase of the camera distance in Y axis at camera distance D2, D3 and D4 (***: p \ 0.001). At the cameras distance D3, lager marker (Ø10.5 mm) brought more absolute error than the other markers (p = 0.02). Figure 3 . The system accuracy in the X, Y and Z axis with the automatic and manual calibration procedures, respectively. No significant difference on absolute error was found with two calibration procedures (p = 0.37). With both of the calibration procedures, the absolute error in the Y axis increased with the increase of camera distance, especially in camera distance D3 and D4 (p \ 0.001).
precision ranged 1.5-2.5 mm at camera distance D1, 1.4-2.6 mm at D2, 1.4-4.0 mm at D3 and 1.4-4.5 mm at D4, respectively.
Random noise
The system random noise (RMS amplitude) was 1.9 mm, 4.0 mm and 3.0 mm in X, Y and Z axis, respectively.
Discussion and conclusions
This study assessed the performance of an optical system for measuring small amplitude movements in a relative large volume. The effects of the calibration procedure, retro-reflective marker size, camera distance and axis upon system accuracy and precision have been evaluated. From the results of this study, it seems prudent to suggest that 20 mm movements could be measured with acceptable accuracy and precision within a volume of 400 3 300 3 300 mm 3 , which means the system resolution was at least 20 mm in this volume.
Large volume
Previous studies have successfully tracked the minute motion with high resolution, accuracy and precision, but only in a relatively small volume. 14, 15, 18, 19 The system information and results from previous studies are summarized in Table 1 . Thus, compared with most previous studies, a better resolution (at least 20 mm), better accuracy and precision have been achieved by the presented approach, despite the fact that a larger volume has been used. It is evident that this improvement in system performance is mostly attributable to the higher resolution of the cameras (4 Megapixel), even though some parameters in the system configuration will probably also have contributions. More importantly, for most of the cases, the volume evaluated in this study covers the motion of the tibia during a stance phase of gait. The results suggest that the trajectory of the markers can be recorded in this volume with high accuracy and precision. Accordingly, the tibia deformation can be calculated with the same accuracy and precision if the markers are affixed to the tibia.
Calibration procedure, camera distance and marker size
Unlike the observations in the study of Windolf et al., 14 calibration procedure did not affect the system performance in our study. Our results, therefore, imply that systematic error of this optical system, which are Figure 6 . The effects of different camera distances, marker size and axis on the precision of the optical system. The precision value increased with the increase of the camera distance in the Y axis. In the other axes, no effects of camera distance and marker size on the system precision were found. *: comparison of precision between 3 mm marker and 10.5 mm marker in the Y axis at distance D3. *: p \ 0.05. mostly induced by the calibration procedure, was very low and did not go to such an extent as to affect the system accuracy. In keeping with the conclusion of the study by Maletsky et al., 18 increasing the camera distance increased the measured error and decreased the precision of the system along the main Y axis. In some contrast with the findings from Windolf et al., 14 greater marker size did not improve accuracy and precision over smaller markers, especially in the Y axis. This finding can be explained as follows: Although more pixels are available with larger markers, that does imply an improvement for marker location precision, as more artifacts during the calculation of the marker center might be introduced while the marker moves further from cameras or the surface of the markers is not perfectly smooth. The other factors, such as different camera set-up, cameras numbers, marker quality (roundness and reflective quality) and surrounding environment condition, might also affect the performance of the optical system, as has been partly demonstrated in the past. 14, 17 Why is the error enhanced in the Y axis?
At 80 positions of the measured volume, accuracy and precision have been evaluated in three orthogonal directions (X, Y and Z axis). The results suggested that the accuracy and precision was greater in the X and Z axis than that in the Y axis at two greatest camera distances (D3 and D4). A similar tendency was found when different sizes of markers were used. Interestingly, similar observations have been made in the study of Liu et al. 15 and Windolf et al. 14 as well. The likely explanation for these effects is that the number of pixels available from each marker diminishes when the markers are remote from the cameras. A reduction in pixel number is bound to enhance the error when calculating the central points of the marker with the gray scale reconstruction and circle fitting techniques. Oppositely, movement in the X and Z axis does not affect the pixel number, and it did accordingly not induce as large error as in Y axis.
Is the proposed approach good enough to serve its purpose?
Owing to the irregular shape of long bones, axial deformation, shear, bending, torsion and their combination will occur on them under different loading condition. The traditional methods for measuring strains, e.g. strain gages, is not suitable for describing bone-segment deformation in three dimensions. 5 As mentioned above, the purpose of this study was to establish an optical method and explore its application potential for in vivo bone-segment deformation measurements. For humans, the feasible anatomical sites for such measurements are limited. To date, most in vivo bone strain studies in humans have focused on the tibia. Results from these studies have shown that a peak principal tibia strain is approximately 1200 me under the conditions of daily normal activity, 5, 6, 20 and that peak principal strains . 3000 me can be observed during more vigorous activities. 21 However, in these studies, bone strains were measured by traditional strain gage approaches. With these technical set-ups, strains were available over a very limited surface area, typically a few square millimeters. To our knowledge, no methods are available to record the tibia-segment deformation in vivo so far, owing to the invasiveness and technical issues during the measurements. 5 Based on the rough calculations mentioned in the 'Introduction' section and the results from this study, at least 20 mm resolution, high accuracy and precision in the defined volume demonstrates that the present approach has the ability to record in vivo tibia deformation in humans.
Moreover, as indicated in a recent review article about in vivo bone strain measurements, 5 no information is available in humans regarding the possible bending and torsion deformation in vivo. During the past decades, intracortical pins or screws with marker clusters were used in numerous studies to measure 3D kinematics of the tibiofemoral 22 and the patellofemoral joint, 23 as well as the foot bones. 24 The relative bone motion in six degrees of freedom (three rotations and three translations) can be clearly described, most commonly, in the anatomical coordinate systems. 25 For example, based on the Cardan-Eular angle, the flexion-extension, abduction-adduction, internal-external knee rotation and the translation can be calculated in the knee joint.
During kinematics studies, the bone segments were usually considered to be rigid, thus totally neglecting any bone deformation. However, the methodology to describe the flexion-extension, abduction-adduction, internal-external rotation and the translation can still be adopted to refer to the bending, torsion and axial deformation of bone. So, the following set-up ( Figure 7 ) is recommended to be used in tibia-segment deformation recording in vivo. Few bone pins or screws with retro-reflective marker clusters (three marker clusters with non-collinear markers on each cluster in Figure 7 ) could be inserted into the anterior-medial aspect of proximal, mid-shaft and distal tibia. The optical system and configuration proposed in this study then could be adopted to capture the coordinates of the markers during one step of the different locomotive activities, such as gait. Whatever the type of bone deformation is, axial, shear or torsion, all of them are able to be expressed by the relative movement between marker clusters and calculated based on the coordinates data of the markers.
Recommendation for the application of the proposed method in bone-segment deformation in vivo measurements
According to the results from this study and the proposed set-up of the markers in human tibia in Figure 7 , close camera positioning (camera distance: D1, \ 90 cm) and reducing marker size (Ø3-Ø8 mm) seems to be the best choice to improve the performance of this optical system and realize in vivo tibia-segment deformation recording with high accuracy and precision. Furthermore, the movement of the markers in the direction of cameras distance should be avoided, as much as the subjects can, during different exercises.
Concerning the detailed technically issues of applying the proposed method in tibia-segment deformation in vivo measurements, the pain induced by the screw insertion should be minimized by using thin bone screws. The invasiveness inflicted upon the subjects will be reduced with bone pins, as the periosteum will almost not be severed. In addition, a skin incision with appropriate length at the site of the bone screw insertions should be made to avoid the contact between soft tissues with bone screws during the exercises.
Comparison between the proposed method and the existing method As the gold standard for measuring mechanical strain in engineering applications, strain gage methods have been often used in in vivo bone strain measurements in the past. However, the credibility of the strain gage approach is under debate owing to the uncontrollable of the bonding quality on the bone surface. This means that the so call 'gold standard' method might not suit in vivo bone strain measurements perfectly because of the potential poor bonding quality. Comparatively, the proposed method overcomes several drawbacks of the traditional strain gages method. First, it will provide the tibia-segment deformation information that has Figure 7 . The recommended configuration for in vivo tibia deformation recording in humans. First, the marker clusters (at least three markers in one cluster) with small markers (Ø3-Ø8 mm) and close camera distance (\ 90 cm) should be used. In addition, the movement of the tibia along the optical axis of camera lens (Y axis in this study) should be minimized as little as possible.
never been observed in vivo before. Integrating with anatomical coordinate system or more advanced method, such as finite element model, 3D in vivo tibia strain distribution will then be able to be calculated. Second, it will make it possible to explore to which extent bending and torsion are occurring in the human tibia. As mentioned above, on top of the previously mentioned novel possibilities by our proposed method, the strain detection limit of this new approach is acceptable for the in vivo bone-segment deformation recording. Based on different principals with the proposed method, several other optical methods, such as DIC [9] [10] [11] and machine vision photogrammetry (DISMAP), 26 have been explored to measure bone strains as well. Unquestionably, these methods have the ability of obtaining high-resolution strain distribution on certain areas of bone surface. However, so far, it is apparently difficult for these optical methods to measure the in vivo bone strains owing to its specific requirement of bone surface preparation and exposure to the cameras. This will probably be the main limitation for the application of the above two optical methods in the future of bone strain in vivo measurements.
Conclusion
To conclude, the performance of the proposed method, based on a motion capture system, is capable of recording the displacement of 20 mm with high accuracy and precision in a relative large volume of 400 3 300 3 300 mm 3 . Therefore, the results suggest that the proposed method has sufficient application potential in tibiasegment deformation in vivo measurements in the future.
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