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ABSTRACT
This paper studies the interaction between knowledge, time
and coordination in systems in which timing information
is available. Necessary conditions are given for the causal
structure in coordination problems consisting of orchestrat-
ing a set of actions in a manner that satisfies a variety of
temporal ordering assumptions. Results are obtained in two
main steps: A specification of coordination is shown to re-
quire epistemic properties, and the causal structure required
to obtain these properties is characterised via “knowledge
gain” theorems. A new causal structure called a centibroom
structure is presented, generalising previous causal struc-
tures for this model. It is shown to capture coordination
tasks in which a sequence of clusters of events is performed in
linear order, while within each cluster all actions must take
place simultaneously. This form of coordination is shown to
require the agents to gain a nested common knowledge of
particular facts, which in turn requires a centibroom. Al-
together, the results presented provide a broad view of the
causal shape underlying partially ordered coordinated ac-
tions. This, in turn, provides insight into and can enable
the design of efficient solutions to the coordination tasks in
question.
Categories and Subject Descriptors
[Artificial intelligence]: Knowledge representation and
reasoning — Reasoning about belief and knowledge, Causal
reasoning and diagnostics; [Artificial intelligence]: Dis-
tributed artificial intelligence — Cooperation and coordi-
nation, multi-agent systems; [Distributed computing
methodologies]
General Terms
Theory, Design, Algorithms, Verification
Keywords
Knowledge, Common knowledge, Epistemic logic, Temporal
coordination, Causality and communication
1. INTRODUCTION
Coordinated action in distributed and multi-agent systems
is closely related to knowledge and epistemic states. As a
particular example, linearly ordered actions require nested
knowledge. Namely, suppose that the occurrence of event e
is guaranteed to trigger a response by each of the agents
1, 2, and 3, and, moreover, they must act in this order:
first 1, then 2, and finally 3. Then, in a precise sense,
K3K2K1occ(e) (which we read as “agent 3 knows that 2
knows that 1 knows that e has occurred”) must hold when
agent 3 acts [3]. This generalises from three agents to any
finite number. In the theory of distributed systems, asyn-
chronous systems, in which agents have no clock and no
timing information is available, receive a great deal of atten-
tion [1, 17]. In such systems, Chandy and Misra’s celebrated
Knowledge Gain theorem [7] captures the necessary condi-
tion for attaining nested knowledge of this form. Roughly
speaking, it implies the following. Suppose that a sponta-
neous event e takes place at agent 0’s site in an asynchronous
system. Then K3K2K1occ(e) can hold only after a message
chain is formed, that starts from agent 0 after e occurs,
and passes through 1 and then through 2 to agent 3. (The
message chain may pass through other sites as well; but it
must visit these agents in the specified order.) As a result,
the only way to coordinate a linearly ordered response to
the event e in an asynchronous system is via such a mes-
sage chain. This theorem captures the shape of the causal
structure that underlies linear coordination.
The presence of clocks and timing information can greatly
facilitate coordination tasks in distributed and multi-agent
systems. In [3, 4] we initiated a study of coordination in
a synchronous model, where agents have access to a global
clock, and, for each particular channel, there is an upper
bound on the time messages can spend in transit. In the
presence of clocks the passage of time can be used to de-
rive information about events at remote sites. As a result,
message chains are not the only way to attain nested knowl-
edge. A knowledge gain theorem capturing subtle interplay
of communicated messages, the guaranteed bounds, and the
passage of time is given in [3]. It shows that the causal
“shape” underlying nested knowledge is captured by a struc-
ture called a centipede (see Figure 2). In a precise sense, this
is the “synchronous” analogue of a message chain.
The connection between coordination and epistemics mani-
fests itself beyond the connection between linearly ordered
actions and nested knowledge. Halpern and Moses showed
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that simultaneous actions are very closely related to com-
mon knowledge [14]: If a set of agents B can be guaranteed
to all perform a particular action a simultaneously when-
ever any of them perform it, then when they perform a they
have common knowledge that it is being performed. If the
action a is performed only in response to a particular spon-
taneous event e, then they must also have common knowl-
edge that e has occurred. Using more formal notation, if
we denote common knowledge to B by CB, then attaining
CBocc(e) is a prerequisite for performing a. While common
knowledge (as well as simultaneity) cannot be attained in
asynchronous settings [7, 14], it can often be attained in the
presence of clocks and time guarantees. A causal structure
called a broom (Figure 3) was shown to be necessary for
gaining common knowledge in systems with clocks [3]. Both
centipedes and brooms are defined in terms of two relations
(the different styled edges in Figures 2 and 3): syncausality,
which captures message chains in the synchronous model,
and bound guarantee, which provides the means to account
for the information obtained by the passage of time. (We
review the definitions of these relations and structures in
Section 2.2.)
Characterizing the causal shape underlying coordination tasks
provides insight into the structure of their solutions, and of-
ten enables the design of optimal solutions for such prob-
lems. In Section 3 we demonstrate this with a novel ap-
plication by deriving an optimal solution to the distributed
snapshot problem of [6] in the synchronous setting, based on
the connection between brooms and simultaneous response.
In this paper, we extend the analysis of coordination in the
synchronous model, to handle much more general forms of
coordination. We follow the same scheme as above: Relate
a class of coordination problems to a set of corresponding
epistemic states, and then study the causal structure un-
derlying these epistemic states via proving knowledge gain
theorems.
Consider the following example, which constitutes a varia-
tion on one discussed by Chwe [8] and is related to numerous
studies of information flow and agency in social networks [13,
22, 19].
Example 1. Under the yoke of the Roman conquerer, the
repressed Judean people are bitter and rebellious. As a popu-
lation, the agents are partitioned into several groups by their
tendency to revolt: there is an instigator, and there are the
hardline ideologists, the unsatisfied crowds, and the support-
ers of the old regime.
• The instigator is highly unpredictable. It may start a
revolt at any time, independent of any other event.
• A hard liner will revolt if it knows that the instigator
and all of the other hard liners are revolting together.1
• A member of the unsatisfied masses will revolt if it
knows that the instigator, the hard liners and all of the
other members of the unsatisfied masses are revolting.
1Assume for each of the groups in the population that com-
mon knowledge of “stalemate” is resolved by revolting. I.e.,
if it is common knowledge among the hardliners that the
instigator is revolting, then each hardliner revolts too.
• A supporter of the old regime will revolt only when
it knows that all other members of the population are
revolting.
By means of sun clocks and camel-borne messages, the agents
form a synchronous system with upper limits on message
transmission times. If the agents are continually communi-
cating with each other, then it is possible to arrange for a
rebellion to start a finite number of days after the instigator
revolts.2
The question we ask is — what pattern of communication
would suffice to ensure that the whole population revolts,
while keeping communication to a minimum, in the sense
that unneeded messages are not sent (so as not to arouse
the suspicion of the infamous Roman crucifixion police)?
The problem faced by the Judeans in Example 1 transcends
both of the coordination tasks discussed earlier, because it
involves both a linear ordering and simultaneity of events.
More precisely, it involves a sequential ordering of clusters of
responses, where the actions in every cluster are performed
simultaneously. We will define a corresponding class of co-
ordination problems, called Ordered Joint Response (OJR).
In general, the sets of acting agents in every cluster will not
be assumed to be disjoint. We will show that solving OJR
requires attaining nested common knowledge of the form
CBkCBk−1 · · ·CB1occ(e).
The main technical contribution of the paper is a nested
common knowledge gain theorem (nckg) for the synchronous
model. It captures the causal structure underlying nckg by
a new form called a centibroom (see Figure 5), which is a hy-
brid structure, combining the centipede with brooms. Since
the centibroom is necessary for getting the Judean groups
from Example 1 to revolt in the proper order, it is also the
minimal communication pattern.
Once we have established how linear sequences of joint re-
sponses can be ordered, we will take a bigger step and con-
sider the general problem of ordering events according to
any pre-specified ordering. Consider the following update
on the situation in Judea.
Example 2. The situation is just as dire as in Exam-
ple 1, but the social standing is more complex, as there are
now three instigators, and the hardline ideologists are di-
vided among themselves into two opposing groups: the Peo-
ples Front of Judea (PFJ) and the Judean People’s Front
(JPF).
• The three instigators are: Jedediah, Jeremiah, and Brian
- each of them operating on its own as before.
• A member of the PFJ will revolt if it knows that Jede-
diah, Jeremiah and the rest of the PFJ’s members are
revolting.
2In fact, the proposed solution to the distributed snapshot
problem, discussed in Section 3, coud be used to achieve this
in minimal time.
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• A member of the JPF will revolt if it knows that Brian
and the rest of the JPF’s members are revolting.
• The unsatisfied masses and the supporters of the old
regime act as before.
Figure 1 sums up the revolt dependencies as a directed acyclic
graph. Once again we ask what pattern of communication
would push the population into rebellion (provided that enough
instigators revolt) while keeping communication to a mini-
mum.
Jedediah
Jeremiah
Brian
People’s Front
of Judea
Judean People’s
Front
Unsatisfied
Masses
Supporters of
Old Regime
Figure 1: Judea, 71AD
In Example 2, if both Jedediah and Brian revolt (but not
Jeremiah), then the country will not be swept by rebellion.
The members of the JPF will also revolt, as they only look
to Brian for guidance. But those of the PFJ will abstain
— waiting for Jeremiah to revolt as well before joining in.
The unsatisfied masses will see that the PFJ is not joining
in, and will prefer to stay at home. In contrast, if all three
instigators revolt (and there is sufficient communication to
spread the word) then both hardliner factions will revolt
too — eventually leading the unsatisfied masses to revolt,
and even the supporters of the old regime to follow in their
wake. Note that even though the members of the PFG all
revolt simultaneously, as do all members of the JPF, these
two simultaneous joint responses need not occur at the same
time.
In order to derive the necessary epistemic state and commu-
nication pattern for solving such problems, we will consider
General Ordered Response problems (GOR), in which a weak
ordering among responses is specified by a general directed
graph. An edge among two responses α and α′ should imply
that if α occurs at time t in a given execution and α′ occurs
at t′, then t ≤ t′. Note that we can encode both simultane-
ous sets of events, as well as an ordering on these sets, using
the same partial order. We do this by making use of cycles
on the graph, as all nodes on a cycle must be performed si-
multaneously. Thus, the GOR coordination problem can be
used to specify a partial order on simultaneous clusters of
responses. A we will show, while the OJR problem is solved
by a new communication pattern called the centibroom, so-
lutions to the more general GOR problem do not define a
yet more complex structure that solves it. Rather, the com-
munication pattern that characterizes it is best described as
a set of unrelated centibrooms, thus capturing “the causal
shape” of a very broad class of coordination problems in the
synchronous model.
Our analysis is performed for reactive coordination tasks in
which particular patterns of responses need to be performed
in response to external triggering events. This is motivated
by the fact that many distributed and multi-agent systems
are embedded within a larger environment and need to coor-
dinate their activities based on input that is supplied by it.
This is true of an online bank, where customers may initiate
transactions, a public safety application receiving the report
of a smoke alarm activation, an online retailer (e.g. Ama-
zon), a search engine (Google) that can accept requests, or a
cloud computing application in which customers can submit
computational tasks to be performed by the system. We fo-
cus on distributed settings in which activities in the system
may be triggered by external events that are spontaneous as
far as the system and its design are concerned. An exter-
nal event of this sort may require a simple response by the
system, but there are many cases in which it may trigger
an extended transaction in which multiple events must take
place, and these should be coordinated in various particular
patterns.
This paper is organized as follows. The next section presents
the model, and reviews the definitions of syncausality and
bound guarantees, knowledge and common knowledge in dis-
tributed systems, and the centipede and broom structures
from [3]. Section 3 illustrates the use of brooms by apply-
ing them to obtain an optimal distributed snapshot in the
synchronous setting. Section 4 defines the ordered joint re-
sponse problem, and relates the epistemic state of nested
common knowledge to solutions to the problem. The notion
of a centibroom is defined, and is used to capture nested
common knowledge formulas, and sequential ordering of si-
multaneous responses. Finally, Section 5 defines the general
ordered response problem, and states a theorem character-
izing the shape of GOR solutions in terms of centibrooms.
Section 6 closes the paper with discussion and further re-
search.
2. BACKGROUND
2.1 Synchronous Networks
We focus on a simple synchronous setting in which agents
are connected via a communication network and there are
upper bounds on message transmission times. Agents share
a global clock, and take steps at integer times. To analyze
coordination in such a setting, we make use of the interpreted
systems approach to modeling distributed systems (see [11]).
Namely, we separate the definition of the environment for
which protocols are designed, formally called the context,
from the protocol being executed in that context. Formally,
a context γ is a tuple (G0, Pe, τ), where G0 is a set of initial
global states, Pe is a protocol for the environment, and τ is a
transition function.3 The environment is viewed as running
a protocol (denoted by Pe) just like the agents; its protocol
is used to capture nondeterministic aspects of the execution,
such as the actual transmission times, external inputs into
the system, etc. The transition function τ describes how
the actions performed by the agents and by the environment
change the global state.
A run is an infinite sequence of global states, Given a con-
text γ and a protocol P designed to run in γ, there is a
unique set R = R(P, γ), of all possible runs of P in γ. This
3Depending on the application, a context can include addi-
tional components. See [11] for proper exposition.
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set is called a system, and we study how knowledge evolves
in systems. The reason why it does not suffice to consider
just one system—say the system consisting of all possible
runs in γ—is because the protocol being executed plays an
important role in determining what is known. Typically, the
information inherent in receiving a particular message (or in
not receiving one) depends on the protocol being used.
The essential elements of the model are the following.
• We assume that agents can receive external inputs
from the outside world. These are determined in a
genuinely nondeterministic fashion, and are not corre-
lated with anything that comes before in the execution
or with external inputs of other agents.
• The set of agents is denoted by P. The network consists
of the weighted channels graph Net = (P,C, b) in which
the weight of a channel (i, j) ∈ C consists of a discrete
upper bound bij ≥ 1. A copy of the network, as well as
the current global time, are part of every agent’s local
state at all times.
• The scheduler, which we typically call the environ-
ment, is in charge of choosing these external inputs,
and of determining message transmission times. The
latter are also determined in a nondeterministic fash-
ion, subject to the constraint that delivery satisfies the
transmission bounds bij , and messages take at least
one time step to be delivered.
• Time is identified with the natural numbers, and agents
are assumed to take steps only at integer times. For
simplicity, the agents follow deterministic protocols.
Hence, a given protocol P for the agents and a given
behavior of the environment completely determine the
run.
• Events are sends, receives, arrivals of external inputs,
and internal actions. All events in a run are distinct,
and we denote a generic event by the letter e. For ease
of exposition, we will assume that an agent’s local state
contains the set of response actions that the agent has
performed. This assumption is needed only for the
analysis of response problems, and can be obtained
by adding an auxiliary variable keeping track of the
history, to each of the agents.
We denote a context satisfying the above assumptions by
γmax, and use Rmax to denote a system R(P, γmax) consisting
of the set of all runs of some protocol P in synchronous
context γmax.4
Note that our model requires transmission times to obey the
bounds specified in Net = (P,C, b), but it does not require
the agents to have access to a global clock, or to any clocks
at all. Nevertheless, the results will apply even in the case in
which agents do share a precise global clock, and each agent
is scheduled to move at every time step.
4 We defer the rather tedious technical definition of γmax for
the full paper.
2.2 Syncausality and time bound guarantees
Messages and message chains are a primary tool in coor-
dinating actions in a distributed system. In synchronous
networks, in addition to messages, silence can also be used
to transmit information. Indeed, as suggested by Lamport
in [16], in the synchronous context γmax, it is possible to con-
sider the fact that a agent i does not send a message over the
channel (i, j) ∈ C at time t as the sending of a null message
over the channel. This null message is “received” by j at
time t+ bij . Motivated by this idea, we proposed the notion
of syncausality (in [3]), generalizing Lamport’s happened-
before relation ([15]) to capture generalized message chains
consisting of actual messages and null message. Since “not
receiving at t+ bij” is not an explicit event, it is convenient
to define the syncausality relation between agent-time nodes
rather than between events. An agent-time node (or simply
node) is a pair θ = 〈i, t〉, where i is a agent and t is a time.
Such a node represents the instant at time t on i’s timeline.
Formally, syncausality is defined as follows:
Definition 1 (Syncausality). The Syncausality re-
lation in a given run r is the smallest relation r satisfying:
Locality: If t ≤ t′ then 〈i, t〉r 〈i, t′〉;
Send-rcv: If a message sent at 〈i, t〉 is received at 〈j, t′〉
then 〈i, t〉r 〈j, t′〉;
Null msg: If no message is sent over (i, j) ∈ C at time t
then 〈i, t〉r 〈j, t+ bij〉; and
Transitivity: If θ r θ′ and θ′ r θ′′, then θ r θ′′.
Syncausality captures a notion of direct information flow via
(generalized) message chains. If 〈i, t〉 r 〈j, t′〉, then j at
time t′ does not have information regarding which nondeter-
ministic (or spontaneous) events occur at 〈i, t〉. A straight-
forward but useful property of r is:
Fact 1. If 〈i, t〉 = 〈j, t′〉 and 〈i, t〉r 〈j, t′〉, then t < t′.
The second (Send-rcv) clause of the definition makes syn-
causality run-dependent, as actual delivery times depend
on the adversary’s actions. Hence the subscript r in the
r symbol. While syncausality captures direct information
flow, the upper bounds on message transmission times al-
low agents to know about events at remote sites in a less
direct fashion. Namely, if h knows about a message sent
by i at time t to j, then after sufficient time has passed h
can be guaranteed that j received i’s message. Moreover, if
the protocol specifies that j will perform particular actions
after receiving this message, then h can know about actions
of j without direct information flow from j. This can enable
them to coordinate their actions without communicating di-
rectly. The interaction between communication and time is
based on a combination of syncausality and the bound guar-
antee relation, a second causal relation between agent-time
nodes that is based on time bounds. Denote by δ(i, j) the
shortest distance between i and j in the weighted graph Net.
Intuitively, if we think of a shortest path from i to j in Net as
an “overlay channel” between i and j, then δ(i, j) would be
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the upper bound for the transmission time over this channel.
We define the bound guarantee relation as follows:
Definition 2 (Bound Guarantee [3]). With respect
to a network Net = (P,C, b), we write 〈i, t〉  〈j, t′〉 iff
t+ δ(i, j) ≤ t′.
Intuitively, 〈i, t〉  〈j, t′〉 holds, then a message chain ini-
tiated at 〈i, t〉 can be guaranteed to reach j by 〈j, t′〉. No
explicit acknowledgement from j is needed! Put another
way, 〈j, t′〉 is sure to be within the cone of (causal) influ-
ence of events that occur at 〈i, t〉. While syncausality is
sensitive to actually realized transmission times, the bound
guarantee relation is not. It depends solely on the weighted
network Net. This is one of the reasons why bound guar-
antees provides cross-site information of a type that is not
available, for example, in asynchronous settings. In a pre-
cise sense, bound guarantees capture the run-invariant part
of syncausality that is based solely on Net:
Fact 2. If 〈i, t〉  〈j, t′〉 then 〈i, t′〉 r 〈j, t′〉, for
every run r.
2.3 Definition of knowledge
We focus on a very simple logical language in which the
set Φ of primitive propositions consists of propositions of
the form occ(e) for events e of interest. To obtain the logical
language L, we close Φ under propositional connectives and
knowledge formulas. Thus, Φ ⊂ L, and if ϕ ∈ L, i ∈ P, and
G ⊆ P, then {Kiϕ,CGϕ} ⊂ L.5 The formula Kiϕ is read
agent i knows ϕ, and CGϕ is read ϕ is common knowledge
to G. The truth of formulas is evaluated with respect to a
triple (R, r, t) consisting of a system R, a run r ∈ R, and a
time t ∈ N, and we use (R, r, t)  ϕ to state that ϕ holds
at time t in run r, with respect to system R. Denoting by
ri(t) agent i’s local state at time t in r, we inductively define
• (R, r, t)  occ(e) if the event e occurs in r at a time
t′ ≤ t;
• (R, r, t)  Kiϕ if (R, r′, t)  ϕ for every run r′ satis-
fying ri(t) = r
′
i(t);
• (R, r, t)  CGϕ if (R, r, t)  KihKih−1 · · ·Ki1ϕ holds
for every h > 0 and every sequence ih, ih−1, . . . , i1 of
agents in G.
Given the system R, the local state determines what facts
are known. Intuitively, a fact ϕ is common knowledge to G
if everyone in G knows ϕ, everyone knows that everyone
knows ϕ, and so on ad infinitum. We remark that for sin-
gleton sets G = {i}, the operators C{i} and Ki coincide.
2.4 Centipedes and Brooms
In [3] we introduced Ordered Response (OR) and Simultane-
ous Response (SR), two coordination tasks that were simpler
than the OJR and GOR problems studied here. We then un-
covered the epistemic states communication structures that
they necessitate. An instance OR〈es, α1, . . . , αk〉 of ordered
5This is a simplified logical language for ease of exposition.
response requires that, following occurrence of the triggering
event es the set {α1, . . . , αk} of responses be performed in a
linear temporal order. A central result of [3] is that every
run of a protocol solving ordered response must contain a
causal structure called a centipede:
Definition 3 (Centipede). Let r ∈ Rmax, let
{i0, . . . , ik} ⊆ P, and let t ≤ t′. A centipede for 〈i0, . . . , ik〉
in the interval (r, t..t′) is a sequence θ0 r θ1 r · · ·r θk
of nodes such that (a) θ0 = 〈i0, t〉, (b) θk = 〈ik, t′〉, and
(c) θh  〈ih, t′〉 holds for h = 1, . . . , k − 1.
A centipede is illustrated in Figure 2. The squiggly arrows
depict syncausal (message) chains, while the dashed arrows
stand for bound guarantees. In a precise sense, a centipede
plays in the synchronous context a role analogous to that of
message chains in asynchronous ones. In the asynchronous
context, a response to the trigger in a protocol ensuring
ordered response can occur only if a message chain from the
trigger, passing through all previous responses, arrives at
the acting agent. In our synchronous model, if es occurs
at 〈i0, t〉 and αh is performed at time th in r, then there
must be a centipede for 〈i0, . . . , ih〉 in (r, t..th).
〈i0, t〉
〈i1, t′〉
〈i2, t′〉
〈ik, t′〉
〈ik−1, t′〉
θ1
θ2
θk−1
Figure 2: A centipede for 〈i0, . . . , ik〉 in (r, t..t′).
A related causal structure, called a broom governs simul-
taneous coordination. The simultaneous response problem
requires all responses to the trigger to occur simultaneously.
The responders can act at time t′ in response to a trigger at
〈i0, t〉 only if a broom structure as in Figure 3 exists.
〈i0, t〉
θ
〈i1, t′〉
〈i2, t′〉
〈i3, t′〉
〈ik, t′〉
Figure 3: A broom for 〈i0, {i1 . . . , ik}〉 in (r, t..t′).
In a seminal result, Chandy and Misra showed that (Lam-
port) message chains are a prerequisite for attaining nested
knowledge in asynchronous systems [7]. In our synchronous
model, centipedes replace message chains in this role:
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Theorem 1 (Knowledge Gain, [3]). Let P be a de-
terministic protocol, let r ∈ Rmax = R(P, γmax), and let es be
an external input received in r at 〈i0, t〉. If
(Rmax, r, t′)  KikKik−1 · · ·Ki1occ(es)
then there is a centipede for 〈i0, . . . , ik〉 in (r, t..t′).
Moreover, the synchronous model goes beyond the asyn-
chronous one by also allowing for common knowledge gain.
We have shown that common knowledge gain requires the
existence of a broom.
Theorem 2 (Common Knowledge Gain, [3]). Let P
be a deterministic protocol, let r ∈ Rmax = R(P, γmax), let
G ⊆ P, and let es be an external input received in r at 〈i0, t〉.
If
(Rmax, r, t′)  CGocc(es)
then there is a broom for 〈i0, G〉 in (r, t..t′).
3. BROOMS & THE DISTRIBUTED
SNAPSHOT PROBLEM
Before embarking on the technical analysis of OJR and GOR
problems, we now illustrate how a causal analysis (of the
“shape” of solutions) can guide the development of efficient
solutions to natural problems. We do this by describing
the derivation of an optimal solution to the Synchronous
Global Snapshot problem,6 a variant of Chandy and Lam-
port’s Asynchronous Global Snapshot problem [6]. Due to
space constraints, the discussion will be somewhat informal.
A formal version appears in [2] and is left for the full pa-
per. A global snapshot of the system at a given time t in
a particular run r, which we will denote by Snap(r, t), con-
sists of an instantaneous description of the local states of
all agents in the system, as well as the contents of the com-
munication channels, at that point in the run. Mechanisms
for recording global states come in useful, for example, in
association with recovery from system failure. In fact, many
applications use such algorithms in order to retain “check-
points”: global states that can be “rolled back” into, when
failure occurs (see [20]). Whereas in asynchronous systems
the snapshot can only be approximated (see [6]), in systems
with a global clock it is possible to compute Snap(r, t) pre-
cisely. Indeed, since agents have access to a global clock, if
they keep track of their full history, then such a snapshot
can be recorded without the need of communication. But
the cost of doing this is prohibitive. A natural solution is to
record periodical snapshots every X rounds, say. More flexi-
ble would be a solution that allows snapshots to be initiated
spontaneously, whenever there is good reason to do so. E.g,
when some major transaction is completed, or when there
is an external indication of an impending storm, requiring a
snapshot to be taken.
Consider the problem of taking a spontaneously-generated
snapshot. If each agent records its own local state in a global
snapshot, then the recording actions are a simultaneous re-
sponse to the snapshot trigger. By Theorem 2 this requires
6We are thankful to Gadi Taubenfeld for suggesting this
question.
OptimalDistributedSnapshot: % code for agent i
01 Snap Timei ← ∞;
02 while True do
03 if timei = Snap Timei then
04 Statei ← local state;
05 Snap Timei ← ∞;
06 else if ext Snap or Snap msgj(Tj) msgs arrived then
07 candidatei ← min{Tj : received Snap msgj(Tj)};
08 candidatei ← min{candidatei, timei + Rad(i)};
09 if candidatei < Snap Timei then
10 Snap Timei ← candidatei;
11 broadcast Snap msgi(Snap Timei) to neighbors.
12 end while
Figure 4: An Optimal Distributed Snapshot Protocol
a causal broom structure with respect to the arrival of a
spontaneous ext Snap external triggering message. We now
describe an optimal distributed snapshot protocol, for the
model γmax when agents share a global clock. The code for
the protocol appears in Figure 4. For every agent j ∈ P,
define
Rad(j) = max{δ(j, h) : h ∈ P}.
Each agent i maintains a local variable named Snap Timei,
which is initially set to ∞. A time-efficient solution would
work as follows: Suppose that a spontaneous snapshot re-
quest appears at (i0, t0). Then if t0+Rad(i0) < Snap Timei0 ,
agent i0 sets Snap Timei0 to t0 + Rad(i0) and initiates a
flooding of the network by sending a “Snap msg” labelled
with Snap Timei. When agent i receives a snap request la-
belled by a snap time Tj , it compares the current value of
Snap Timei with tj+Rad(j) and with Tj . If Tj (or ti+Rad(i))
is smaller than Snap Timei, then agent i updates Snap Timei
to the lower value and initiates a flooding of the network
with a Snap msg(Snap Timei) request. Finally, agents record
their local states at the earliest time for which they received
a snap message. (In order to account for the contents of
the network’s channels, they proceed to record messages re-
ceived on incoming channels until the channels’ bounds are
met.)
It is easy to see that every agent initiates at most one flood-
ing in this algorithm, though in practice much fewer will be
initiated. Moreover, the local states are recorded simulta-
neously, at the earliest time at which a broom exists for the
arrival of external ext Snap message. This ensures correct-
ness. Finally, a broom is formed in a run of this protocol iff
one would be formed in the corresponding run (in the sense
that all transmission times and external ext Snap messages
are the same), of a full-information protocol and so this pro-
tocol is optimally fast in all cases. No protocol could beat
this one, on any run when comparing corresponding runs.
Formally, we obtain
Theorem 3. The Optimal Distributed Snapshot protocol
of Figure 4 is all-case optimal: For every behavior of na-
ture it records the state as soon as any protocol can.
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4. RELATINGKNOWLEDGE & ORDERED
SIMULTANEOUS RESPONSES
We now define the Ordered Joint Response problem more
formally.
Definition 4 (Ordered Joint Response). Let es be
an external input and let A1, . . . , Ak be disjoint sets of re-
sponses. A protocol P solves the instance OJR〈es, A1, . . . , Ak〉
of ordered joint response if P guarantees for every h ≤ k that
in every run r in which some response α ∈ Ah takes place
the following conditions are met:
Triggering: The trigerring event es and all responses in
A1 ∪ · · · ∪Ah occur in r; and
Simultaneity: All responses in the same set Ag are per-
formed simultaneously, for 1 ≤ g ≤ h; and
Linear Ordering: t0 ≤ t1 ≤ · · · ≤ th, where t0 is the
time that es occurs in r and tg is the time at which
responses in Ag do, for g = 1, . . . , h.
The simultaneous response problem SR of [3] coincides with
a particular subcase of OJR in which k = 1: Following the
occurrence of the triggering event, all responses must be
performed simultaneously. Similarly, the ordered response
problem is also a sub-case of OJR, one in which |Ah| = 1
for all h ≤ k.7 Consider the shape of solutions satisfying
OJR〈es, A1, A2〉, an instance with k = 2. Clearly, for every
α1 ∈ A2 and α2 ∈ A2 occurring in a run r the protocol
must solve ordered response and thus produce an appropri-
ate centipede. Moreover, for each of A1 and A2 the proto-
col must solve simultaneous response, producing a broom.
Does a solution need only to produce all of these induced
centipedes and the two brooms? We shall show that more
is required. Solutions satisfying OJR are associated with a
particular shape that combines centipedes and brooms in a
natural way. To show this, we apply the connection between
simultaneity and common knowledge.
As has been well-established in the literature, simultane-
ously coordinated actions are intimately connected to com-
mon knowledge: When they are performed, the participants
have common knowledge of this, and they also have com-
mon knowledge that all preconditions of the actions have
been satisfied [10, 11, 14]. In the case of OJR, we can show
that a particular nested common knowledge formula is a
necessary condition for coordinated action. In what follows
we denote the set of agents related to the response cluster
Ah by Ih ⊆ P, for all h ≤ k.
Theorem 4. Assume that P is a deterministic protocol
solving the instance OJR〈es, A1, . . . , Ak〉, let r ∈ Rmax =
R(P, γmax), and let 1 ≤ h ≤ k. If the responses in Ah occur
at time th in r, then
(Rmax, r, th)  CIhCIh−1 · · ·CI1occ(es).
7 Actually OJR is defined along weaker constraints: if the
responses occur they must do so simultaneously, whereas in
SR and OR the responses must occur in every run where the
trigger event es occurs.
Proof. (Sketch:) Using the notations in the theorem
statement, we prove by induction on h ≥ 1 that for all
t′h ≥ th: (Rmax, r, t′h)  CIhCIh−1 · · ·CI1occ(es).
The results of [10] imply that when an action joint to Ih
is performed, the members of Ih have common knowledge
that it is being performed. The fact that each agent j ∈ Ih
is assumed to recall the responses it performed (see Sec-
tion 2) means that this common knowledge is maintained at
all times t′h > th. The claim follows inductively from the fact
that A1 is performed only if es occurs, while A
h for h > 1
is performed only at or after Ah−1 has been performed, and
so the corresponding subformula for h− 1 holds.
Just as centipedes are closely related to ordered coordination
and to nested knowledge formulas, and brooms correspond
to common knowledge and simultaneous coordination, a nat-
ural composition of the two, which we call a centibroom,
captures nested common knowledge, and, in turn, linearly
ordered clusters of simultaneous actions. Formally,
Definition 5 (Centibroom). Let r ∈ Rmax, let Ih ⊆ P
for 1 ≤ h ≤ k. A centibroom for 〈i0, I1, . . . , Ik〉 in (r, t..t′)
is a sequence of nodes θ0 r θ1 r · · · r θk such that
θ0 = 〈i0, t〉, and θh  〈ihm, t′〉 holds for all h = 1, . . . , k
and ihm ∈ Ih.
〈i0, t〉
θk
θ1
θ2
〈i11, t′〉
〈i12, t′〉
〈i13, t′〉
〈i14, t′〉
〈i21, t′〉
〈i22, t′〉
〈ik1, t′〉
〈ik2, t′〉
〈ik3, t′〉
Figure 5: A centibroom for 〈i0, I1, . . . , Ik〉 in (r, t..t′).
A centibroom for 〈i0, I1〉 is one in which k = 1 and there is
only one node θ1. This is a broom (see Fig. 1(b)). As men-
tioned, brooms were shown in [3] to be closely related to
common knowledge gain, and to coordinating a Simultane-
ous Response. A centibroom can be viewed as a generalized
centipede, in which every “leg” is replaced by a broom struc-
ture.8
The Nested Common Knowledge Gain Theorem, our main
technical result in this paper, now follows. The theorem
shows that, in terms of communication, nested common
knowledge requires, at the very least, the existence of a cen-
tibroom among the involved agents.
8The structure we now call a broom was originally called
a centibroom in [3]. We have since changed the terminol-
ogy because what is now called a centibroom consists of a
centipede whose legs are replaced by brooms.
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Theorem 5 (Nested Common Knowledge Gain).
Let P be a deterministic protocol, Ih ⊆ P for h = 1 . . . k, and
let r ∈ Rmax = R(P, γmax). Assume that es is the arrival of
an external input at θ = 〈i0, t〉 in r. If
(Rmax, r, t′)  CIkCIk−1 · · ·CI1occ(es),
then there is a centibroom for 〈i0, I1, . . . , Ik〉 in (r, t..t′).
Proof. Assume the notations and conditions of the the-
orem. We will use Ih = {ih1 , . . . , ihsh} to denote the set of
agents {i|〈i, a〉 ∈ Ah} participating in the responses Ah, for
every h < k. Let K¯Ih = Kih1 · · ·Kihsh denote the string of
(nested) knowledge operators spanning the agents in Ih in
sequence. We write (K¯Ih)m to denote m consecutive copies
of K¯Ih . Denote d = t′ − t + 1. The fact that (Rmax, r, t′) 
CIkCIk−1 · · ·CI1occ(es) holds implies by definition of com-
mon knowledge that
(Rmax, r, t′)  (K¯Ik )d · (K¯Ik−1)d · · · (K¯I1)d occ(es).
By Theorem 1 (Knowledge Gain), there is a centipede
σ = 〈i0, t〉r
θk1 r · · ·r θkd·sk r
θk−11 r · · ·r θkd·sk r· · ·
θ11 r · · ·r θ1d·s1
for 〈i0, (ik1 , . . . , iksk )d, . . . , (i11, . . . , i1s1)d〉 in (r, t..t′).
We partition the centipede σ into the segments Θk to Θ1
such that Θh = 〈θh1 , .., θhd·sh〉. Thus, each Θh corresponds
to the K¯Ih portion of the formula. Note that if h < k then
θ r θ′ for every θ ∈ Θh and θ′ ∈ Θh+1. Moreover, denoting
θ = (iθ, tθ) and θ
′ = (iθ′ , tθ′), by Fact 1 we obtain that
if θ = θ′ then tθ < tθ′ . It follows that there can be at
most t′ − t + 1 = d distinct nodes β1 r β2 r · · · r β
in σ, and in particular at most d distinct nodes in every
segment Θh of σ.
Given h ≤ k, recall that sh = |Ih| and that θh  ih(mod sh)+1
holds for each 
 ≤ d·sh. As the segment Θh contains d·sh
nodes of which at most d are distinct, by the pigeonhole
principle there must exist some node βh ∈ Θh such that
βh = θ
h
x = θ
h
x+1 = · · · = θhx+sh−1 for some x ∈ [1..sh · d].
By definition of centipede and the structure of our particu-
lar centipede σ, we get that βh  〈ihx+δ(mod sh), t′〉 for all
δ ∈ [0..sh − 1]. It thus follows that βh  〈i, t′〉 for all
i ∈ Ih. As noted above, we also have that θ0 r β1 r
β2 r · · · r βk. We conclude that 〈θ0, β1, .., βk〉 is a cen-
tibroom for 〈i0, I1, . . . , Ik〉 in (r, t..t′), as desired.
Theorem 5 presents a strict and significant generalization
of both the Knowledge Gain Theorem (Theorem 1 above)
and of the Common Knowledge Gain Theorem of [3] to the
case of nested common knowledge. It is the first nontrivial
and useful nested CK gain theorem that we are aware of.
Recall from Theorem 4 that nested common knowledge is a
prerequisite for action in OJR problems. Combining the two
theorems, we obtain a strict generalization of both the Cen-
tipede Theorem and the Broom Theorem of [3], matching
centibrooms with ordered joint response.
Corollary 1 (Centibroom Theorem). Assume that
P satisfies the OJR〈es, A1, . . . , Ak〉 property, that es occurs
at 〈i0, t〉 in r ∈ R(P, γmax). Denote by Im the set of agents
responding in Am, for m = 1, . . . , k. For every 1 ≤ h ≤ k,
if the responses in Ah are performed at time th in r, then
there is a centibroom for 〈i0, I1, . . . , Ih〉 in (r, t..th).
5. CHARACTERIZING GENERAL
ORDERED RESPONSE
We define a response ordering to be a finite directed graph
Ro = (V 〈T,A〉,) where the set of nodes V = T ∪ A is a
disjoint union of the set of (externally initiated) triggering
events T , and the a set of response actions A. Moreover, 
is a preorder over A ∪ T (a reflexive and transitive binary
relation), in which the nodes of T are all initial elements.
Thus, β  τ for τ ∈ T is possible only if β = τ . Responses
have the form α = (a, i), where a is an action to be performed
by agent i. We define baseα, the trigger base of a response
α ∈ A, by
baseα = {e ∈ T : e  α}
Definition 6 (General Ordered Response).
A response ordering Ro = (V 〈T,A〉,) defines an instance
GR〈Ro〉 of the General Ordered Response problem. A
protocol P solves GR〈Ro〉 if it guarantees both
Triggering: A response α ∈ A occurs in a run iff all of
the events in baseα occur; and
Weak Ordering: If α1  α2, and in a particular run α1
occurs at time t1 while α2 occurs at t2, then t1 ≤ t2.
Given the weak ordering clause, nodes on a cycle in the re-
sponse ordering graph are responses that must be performed
simultaneously in every solution to the problem. Character-
izing the shape of GOR coordination is done by focusing on
the ability of GOR to specify that a collection of disjoint sets
of responses (we think of them as clusters) will be performed
such that all responses in a cluster take place simultane-
ously. Moreover, any linearly ordered set of such clusters,
together with an initial triggering event in their base, define
an instance of OJR as a subproblem of the given GOR. By
combining the above intuition with Theorems 4 and 5 that
relate to the OJR problem, we can characterize the causal
requirements for general response problems.
When the response ordering Ro is a DAG, it specifies a par-
tial order on the individual responses. Otherwise, it can
be viewed as a directed graph, and every directed graph
can be decomposed into its strongly connected components
(SCCs) [9]. This decomposition naturally induces a graph
on the SCCs, which is itself a DAG. Given an instance
GR〈A, T,Ro〉, let S = {scc1, . . . , scck} be the set of strongly
connected components of A ∈ Ro, and let I be a node
labelling such that I(scch) = I
h is the set of agents per-
forming responses in scch. (In particular, if scch is a single
response, then I(scch) is the agent performing it.) Then
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Cro = 〈S, T,′〉 where scci ′ sccj iff αi  αj for some
αi ∈ scci and αj ∈ sccj , which we call the DAG decomposi-
tion of Ro.
Going back to Example 2, a part of the detailed response
ordering, containing cycles for agent groups that must re-
act simultaneously, is shown in Figure 6. Figure 1, shown
earlier, is the SCC decomposition of this full Ro.
People’s Front
of JudeaJedediah
Jeremiah
m1
m2
m3
m4
m5
towards a contact from
the unsatisfied masses
Figure 6: Part of the detailed Ro for Judea, 71AD
Formally, we show:
Theorem 6. Fix a GOR instance Γ = GR〈A, T,Ro〉 and
a response α ∈ A. Assume that P solves Γ, and let r ∈
Rmax = R(P, γmax) be a run in which α takes place at the
time t′. Then
a) If Ro is a DAG, then there exists a centipede for
〈i0, I(α1), . . . , I(αk)〉
in (r, t..t′) for every path e0  α1  α2  · · ·  αk =
α in Ro such that e0 occurs at the 〈i0, t〉 in r. More
generally,
b) In case Ro is not a DAG, let Cro = 〈S, T,′〉 be
the DAG decomposition of Ro. Then there exists a
centibroom for 〈i0, I(scc1), . . . , I(scck)〉 in (r, t..t′), for
every path e0 ′ scc1 ′ scc2 ′ · · · ′ scck = sccα in
Cro such that α ∈ sccα and e0 occurs at 〈i0, t〉 in r.
Proof. (Sketch:) Part (a) is an instance of part (b) in
which all SCCs are singletons, since a centipede is a centib-
room in which every broom contains a single target node. It
thus suffices to show part (b). Under the conditions and the
notation of the theorem statement, the existence of the path
e0 ′ scc1 ′ scc2 ′ · · · ′ scck = sccα in Cro ensures that
the protocol P must satisfy the OJR(e0, scc1, . . . , scck) prop-
erty. Denoting Ih = I(scch) for 1 ≤ h ≤ k, Theorem 4 im-
plies that (Rmax, r, t′)  CIkCIk−1 · · ·CI1occ(e0). The claim
now follows immediately from Theorem 5 (nested common
knowledge gain).
Notice that a centipede contains a linear chain of syncausally-
related agents that mimic the linear temporal ordering that
is required of the responses in an Ordered Response. The
shape of the OR problem and the “shape” of its solution are
closely related. Theorem 6 shows that for more general spec-
ifications such as a partial-order GOR, the shapes are not as
tightly connected. The partial order implies a set of linear
orderings, and the centipedes for these must be constructed.
In a precise sense, it is the required logical structure, speci-
fied in terms of a conjunction of nested knowledge and nested
common knowledge formulas, that constrains the shape of
the solution.
Theorem 6 states necessary conditions for any solution to
GOR problems in a context in which the environment can
deliver message subject to given upper bounds on trans-
mission times. In a precise sense, this theorem cannot be
strengthened: In the full paper we show (using the same
technique as in [4]) that the condition in Theorem 6 is in
a precise sense sufficient, as well as necessary: In a context
in which the agents have access to a global clock there is
a full-information protocol solving the GOR, in which each
response α is performed at the first time t′ at which all the
required centibrooms for α by Theorem 6 exist. For every
behavior of nature, the resulting protocols ensures that the
agents respond in the fastest possible manner.
Using Theorem 6 to analyze Example 2, we obtain that in
order for a rebellion to start in Judea we need that all three
instigators revolt, and that there exist centibroom commu-
nication patterns for each of the following chains of popu-
lation groups (using masses for the unsatisfied masses and
old regime for supporters of the old regime):
• Jeremiah ′ PFJ ′ masses ′ old regime,
• Jedediah ′ PFJ ′ masses ′ old regime, and
• Brian ′ JPF ′ masses ′ old regime.
We remark that a GOR specifying a partial order on re-
sponses (with no simultaneous actions required), as in The-
orem 6(a), is implementable in the asynchronous model as
well. In the asynchronous model, centipedes reduce to mes-
sage chains ([3]), and so the message chains must closely
follow the paths in the graph of Ro in this case (cf. Parikh
and Krasucki [21]). This is no longer the case in the syn-
chronous model, since there the centipedes impose a richer
and more flexible structure in the shape of GOR implemen-
tations.
6. CONCLUSIONS
In summary, this paper uses an epistemic analysis to signifi-
cantly extend our understanding of the interaction between
knowledge, time and causality in multi-agent systems. This
new understanding can be applied to a broad class of coor-
dination problems, yielding insights and guidance regarding
how to design efficient, even optimal, solutions to coordi-
nation tasks. Natural extensions currently being explored
consider the analysis of coordination tasks stated in terms
of explicit time bounds, rather than orderings. For example,
if we specify that response α2 must occur no later than 5
days after response α1 has occurred, or even that responses
α1 and α2 must occur exactly 3 days apart from each other.
These issues are explored in [5] and [12].
The subject of network dynamics, the diffusion of ideas and
actions through a social network, has been extensively stud-
ied since the seventies, and in particular in the last decade.
We believe that our results pertaining to minimal networks
will be of value in this ongoing effort. It is interesting to note
that the minimal communication graph needed for achiev-
ing nested common knowledge in our system is significantly
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sparser than that needed by Chwe in [8]. Currently our
problem formulations are too far apart from Chwe’s to al-
low for rigorous comparison, so further research is needed in
order to get to the bottom of this.
The current paper extends and generalizes our previous work
in [3], from the study of sequential or strictly simultaneous
coordination to GOR problems. The latter allow coordina-
tion specified by an arbitrary partial order, or in terms of
a partial order defined of clusters, where each cluster of ac-
tions is necessarily simultaneous. GOR problems also allow
multiple triggering events, and responses must be performed
if all of the spontaneous triggering events that they depend
on occur. Thus, the dependence on triggers is conjunctive.
A natural question that arises from the current investiga-
tion is, what would be the effect on required communication
if the dependence on triggers could be more general, say
defined by a general boolean function. Similarly, perhaps
the interdependence among responses could also be speci-
fied more generally. Indeed, GOR problems can be specified
by a suitably expressive temporal logic [18]. Is there a sen-
sible way of relating general temporal-epistemic formulas to
the causal structure required to attain them?
We illustrated the applicability of a causal analysis in terms
of syncausality and bound guarantees in Section 3, show-
ing how it can be used to derive an optimal solution to the
synchronous distributed snapshot problem. Our new results
can similarly allow the synthesis of efficient, even optimal,
solutions to many other distributed tasks in synchronous
settings. A promising direction for further study is to ex-
plore the epistemic underpinnings of particular tasks, and
apply a causal analysis in this style, in order to improve the
analysis and solutions for such tasks. There is much room
for further investigation.
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