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CHAPTER 1
Frazioni continue
Lezione 1, 27/02/2014
Tutti conosciamo l’algoritmo euclideo per deterinare il massimo comun divisore tra due numeri interi.
Vediamolo in un esempio con gli interi 49 e 18. Abbiamo
• 49 = 18× 2 + 13;
• 18 = 13× 1 + 5;
• 13 = 5× 2 + 3;
• 5 = 3× 1 + 2;
• 3 = 2× 1 + 1;
La prima di queste divisioni puo` essere utilizzata per rappresentare il numero razionale 4918 nel seguente modo:
49
18
= 2 +
13
18
= 2 +
1
18
13
.
A questo punto possiamo utilizzare la seconda divisione per rappresentare in modo analogo 1813
18
13
= 1 +
1
13
5
per poi sostituirlo nell’espressione precedente ed ottenere
49
18
= 2 +
1
1 + 113
5
.
Possiamo quindi utilizzare la terza divisione per esprimere 135 in modo analogo e poi anche le successive
divisioni ed arrivare alla seguente curiosa espressione
2 +
1
1 + 1
2+ 1
1+ 1
1+ 1
2
.
Una tale espressione prende il nome di frazione continua per 4918 .E` chiaro che non c’e` niente di speciale nel
numero 4918 e che tale costruzione la possiamo effettuare per un qualunque numero razionale.
Siano dati quindi q0, q1, . . . qm, con q0 ∈ Z e qi ∈ N+ per ogni i > 0 possiamo costruire la frazione
continua associata ponendo
[q0; q1, . . . , qm] = q0 +
1
q1 +
1
q2+
1
...qm−1+ 1qm
.
O per essere piu` precisi definiamo la frazione continua [q0; q1, . . . , qm] ricorsivamente ponendo [q0] = q0 e
[q0; q1, . . . , qm] = q0 +
1
[q1; q2, . . . , qm]
per ogni m > 0. Volendo considerare le espressioni parziali ottenute anche precedentemente per il numero
49
18 possiamo pensare al numero qm come a un numero razionale maggiore di 1 qualsiasi (e piu` avanti lo
5
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considereremo anche un numero reale qualsiasi). Per cui possiamo scrivere
49
18
= [
49
18
] = [2;
18
13
] = [2; 1,
13
5
] = [2; 1, 2,
5
3
] = [2; 1, 2, 1,
3
2
] = [2; 1, 2, 1, 1, 2].
Concentriamoci ora sul caso qm intero maggiore di 1. Abbiamo
Proposizione 1.1. Dato un numero razionale x ∈ Q esistono unici q0 ∈ Z, m ∈ N e (se m ≥ 1) q1, . . . , qm ∈
N+, con qm > 1 tali che
x = [q0; q1, . . . , qm]
Proof. L’esistenza l’abbiamo gia` verificata grazie all’algoritmo euclideo. Vediamo l’unicita`. Supponi-
amo che x = [q0; q1, . . . , qm] = [p0; p1, . . . , pn]. Procediamo per induzione sul massimo tra m ed n. Se tale
massimoe` 0 abbiamo chiaramente [q0] = [p0] e il risultato segue. Altrimenti abbiamo che la parte intera di
x deve essere q0 e p0 da cui q0 = p0. Siccome possiamo chiaramente assumere che min(m,n) > 0 (perche´),
dalla definizione di frazione continua segue quindi che [q1; q2, . . . , qm] = [p1; p2, . . . , pn] e il risultato segue
per induzione. 
La stessa dimostrazione della proposizione precedente mostra che se x ∈ Q ammette frazione continua
x = [q0; q1, . . . , qm] allora per ogni i < m, x ammette un’unica espressione del tipo x = [q0, . . . , qi, αi+1] con
αi+1 ∈ Q, αi+1 > 1.
Esercizio 1.2. Determinare tutte le espressioni in frazione continua del numero 6724 . (L’espressione completae`
[2; 1, 3, 1, 4])
I numeri qi vengono detti termini o quozienti parziali della frazione continua, mentre i numeri αi vengono
detti quozienti totali.
Vogliamo ora cercare di determinare una formula piu` esplicita per una generica frazione continua
[q0; q1, . . . , qm]. Ci si rende facilmente conto che possiamo ottenere un’espressione nella forma rapporto
tra due polinomi nelle variabili q0, . . . , qm. Facciamo qualche caso per m piccolo. Abbiamo
[q0] = q0 =
q0
1
;
[q0; q1] = q0 +
1
q1
=
q0q1 + 1
q1
.
Possiamo procedere in maniera analoga ed ottenere
[q0; q1, q2] =
q0 + q2 + q0q1q2
q1q2 + 1
e anche
[q0; q1, q2, q3] =
q0q1q2q3 + q0q3 + q0q1 + q2q3 + q0q1q2 + 1
q1 + q3 + q1q2q3
.
Chiaramente per ottenere ciascuna di queste formule abbiamo utilizzato la precedente in modo opportuno.
ChiamiamoAm(q0, . . . , qm) eBm(q0, . . . , qm) rispettivamente il numeratore ed il denominatore dell’espressione
per [q0; q1, . . . , qm] ottenuta in questo modo per cui A0(q0) = q0 B0(q0) = 1 e cos`ı via. Possiamo ottenere la
seguente formula ricorsiva per calcolare i polinomi Am e Bm. Abbiamo
[q0; q1, . . . , qm] =
Am(q0, . . . , qm)
Bm(q0, . . . , qm)
= q0 +
1
Am−1(q1,...,qm)
Bm−1(q1,...,qm)
=
q0Am−1(q1, . . . , qm) +Bm−1(q1, . . . , qm)
Am−1(q1, . . . , qm)
da cui otteniamo le ricorsioni Bm(q0, . . . , qm) = Am−1(q1, . . . , qm) e
(1) Am(q0 . . . , qm) = q0Am−1(q1, . . . , qm) +Am−2(q2, . . . , qm).
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Teorema 1.3 (Regola di Eulero). Il polinomio Am(q0, . . . , qm)e` la somma di tutti i monomi che si pos-
sono ottenere dal monomio q0 · · · qm cancellando ripetutamente coppie di variabili aventi indici consecutivi.
Equivalentemente Am(q0, . . . , qm)e` la somma di tutti i monomi del tipo qi1 · · · qik con 0 ≤ i1 < · · · < ik ≤ m
e tali che ij ≡ j − 1 mod 2.
Proof. Segue direttamente per induzione utilizzando la formula (1). Infatti, Am−2(q2, . . . , qm)e` la
somma di tutti i monomi che si possono ottenere dal monomio q0 · · · qm cancellando ripetutamente coppie di
di variabili aventi indici consecutivi, inclusa la coppia q0q1. Osserviamo che togliere la coppia q0q1e` l’unico
modo per eleminare la variabile q0. Osserviamo inoltre che q0Am−1(q1, . . . , qm)e` la somma di tutti i monomi
che si possono ottenere dal monomio q0 · · · qm cancellando ripetutamente coppie di di variabili aventi indici
consecutivi, esclusa la coppia q0q1. Il risultato segue. 
Corollary 1.4. Abbiamo Am(q0, . . . , qm) = Am(qm, . . . , q0) e quindi la formula ricorsiva (1) puo` essere
riscritta come
Am(q0, . . . , qm) = qmAm−1(q0, . . . , qm−1) +Am−2(q0, . . . , qm−2)
In seguito denoteremo semplicemente Am = Am(q0, . . . , qm) e quindi la formula del Corollario 1.4 diventa
semplicemente Am = qmAm−1 + Am−2. Analogamente denotiamo Bm = Bm(q0, . . . , qm) e i numeri Bm
soddisfano la stessa formula ricorsiva degli Am: Bm = qmBm−1 + Bm−2. I rapporti AmBm vengono detti
convergenti della frazione continua, e vedremo presto il senso di questa nomenclatura. I convergenti di una
frazione continua [q0; q1, . . . , qm] sono quindi le frazioni continue “troncate” [q0; . . . , qi].
Lezione 2, 06/03/2014
Possiamo riprendere per esercizio l’esempio con cui abbiamo iniziato la nostra trattazione 4918 = [2; 1, 2, 1, 1, 2]
e calcolarne i convergenti. Otteniamo A0 = 2, A1 = 3, A3 = 11, A4 = 19, A5 = 49, B1 = 1, B2 = 1,B3 =
4,B4 = 7,B5 = 18.
Abbiamo la seguente relazione
(2) AmBm−1 −BmAm−1 = (−1)m−1.
Questa relazione si dimostra facilmente per induzione utilizzando il Corollario 1.4 e l’analoga formula ricorsiva
soddisfatta dai Bm. In particolare osserviamo che Am e Bm sono sempre coprimi e quindi la frazione Am/Bme`
sempre ridotta. Inoltre
Am
Bm
− Am−1
Bm−1
=
(−1)m−1
BmBm−1
,
per ogni m > 0. Da questa relazione osserviamo che i convergenti si alternano sopra (con indici dispari) e
sotto (con indici pari) il valore finale della frazione continua. Abbiamo inoltre che la sottosuccessione dei
convergenti di indice parie` crescente e la sottosuccessione dei convergenti di indice disparie` decrescente. Ci
sono altre notevoli proprieta` che non dimostriamo:
• I convergenti si avvicinano ad ogni passo al valore finale della frazione continua;
• I convergenti forniscono degli esempi di migliori approssimanti di data complessita`: cioe` per ogni
m > 1, non esistono numeri razionali con denominatore minore o uguale a Bm che siano piu` vicini
al valore finale della frazione continua di AmBm .
Vediamo ora il caso molto piu` interessante dei numeri irrazionali. Sia quindi α un numero irrazionale.
Per ogni m ∈ N possiamo costruire una frazione continua per α del tipo
α = [q0; q1, . . . , qm, αm+1],
dove q0 ∈ Z, q1, . . . , qm ∈ N+ e αm+1e` un numero irrazionale > 1. Per costruirla prendiamo q0 la parte
intera di α da cui
α = q0 +
1
α1
.
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Il numero α1e` necessariamente irrazionale e maggiore di 1: ripetiamo quindi la stessa costruzione per α1
ottenendo q1 e α2 > 1 irrazionale e ripetiamo questa procedura fino ad ottenere l’espressione voluta.
Facciamo un esempio con
√
2: vogliamo costruire la frazione continua
√
2 = [q0; q1, q2, α3]. Abbiamo
√
2 = 1 + (
√
2− 1) = 1 + 1√
2 + 1
. . .
da cui si puo` ottenere
√
2 = [1; 2, 2,
√
2 + 1]. Facendo questi conti ci accorgiamo che viene fuori una certa
periodicita`, ma su questo ci torneremo tra poco. La stessa dimostrazione fatta per i numeri razionali ci
mostra che per ogni α irrazionale e per ogni m ∈ N esiste un’unica frazione continua [q0; q1, . . . , qm, αm+1]
che eguaglia α. E inoltre abbiamo che i numeri q0, . . . , qm non dipendono da m, ma solo da α. Possiamo a
questo punto utilizzare i risultati ottenuti nel caso dei numeri razionali ed applicarli alle frazioni continue
troncate [q0; q1, . . . , qm]. Abbiamo in particolare che per ogni m ∈ N possiamo considerare il convergente
Am
Bm
, costruendo in questo modo una successione vera e propria. Otteniamo la seguente formula che si rivelera`
estremamente utile:
(3) α = [q0; q1, . . . , qm, αm+1] =
Am+1(q0, q1, . . . , qm, αm+1)
Bm+1(q0, q1, . . . , qm, αm+1)
=
αm+1Am +Am−1
αm+1Bm +Bm−1
Teorema 1.5. Sia α irrazionale, e (qm)m∈N la successione di numeri interi (positivi per m > 0) tali che
α = [q0; q1, . . . , qm, αm+1]. Si ha
lim
m→+∞
Am(q0, . . . , qm)
Bm(q0, . . . , qm)
= α.
Proof. L’equazione (3) ci da`
α− Am
Bm
=
αm+1Am +Am−1
αm+1Bm +Bm−1
− Am
Bm
=
BmAm−1 −AmBm−1
Bm(αm+1Bm +Bm−1)
=
(−1)m
Bm(αm+1Bm +Bm−1)
da cui segue immediatamente che la successione dei convergenti converge ad α in quanto la successione dei
Bme` una successione crescente di numeri interi. 
Possiamo a questo punto legittimamente scrivere α = [q0, q1, . . .]
def
= lim[q0; q1, . . . , qm]. Una domanda
sorge ora spontanea. Se io considero una qualunque successione q0, q1, . . . di numeri interi (tutti positivi
tranne al piu` q0) possiamo affermare che la relativa successione degli Am/Bm converge? La rispostae` s`ı e
per dimostrarlo bastera` far vedere che tale successionee` una successione di Cauchy. Si ha infatti, per le
osservazioni fatte precedentemente, che per ogni r, s > m i convergenti Ar/Br e As/Bs sono compresi tra
Am
Bm
e Am+1Bm+1 per cui ∣∣∣Ar
Br
− As
Bs
∣∣∣ ≤ ∣∣∣Am
Bm
− Am+1
Bm+1
∣∣∣ = 1
BmBm+1
.
Il risultato segue ancora una volta dal fatto che Bme` una successione strettamente crescente di numeri interi.
Abbiamo quindi che la successione dei convergenti effettivamente converge. Detto α il limite abbiamo che
[q0; q1, . . .]e` necessariamente l’unica espressione per α in frazione continua. Abbiamo quindi stabilito una
corrispondenza biunivoca tra i numeri irrazionali e le sequenze (qm), m ∈ N, di numeri interi (positivi per
m > 0).
Si puo` dimostrare che la scrittura in frazione continua di ee` [2; 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1 · · · ], mentre
quella di pi non ha alcuna apparente regolarita`.
Facciamo ora una piccola divagazione. Tutti i convergenti soddisfano la condizione∣∣∣α− Am
Bm
∣∣∣ = 1
Bm(αm+1Bm +Bm−1)
≤ 1
B2m
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(si veda la dimostrazione del Teorema 1.5). Abbiamo quindi che esistono infiniti numeri razionali xy tali che∣∣∣α− x
y
∣∣∣ ≤ 1
y2
.
Esercizio 1.6. Sia α = [q0; q1, . . .] un numero irrazionale. E sia m un numero pari.
(1) Mostrare che se α− AmBm > 12B2m allora qm+1 = 1 (sugg.: sfruttare il fatto che
Am+1
Bm+1
> α;
(2) Sotto la stessa ipotesi del punto precedente mostrare che Am+1Bm+1 − α < 12B2m+1 .
Questo esercizio mostra che esistono infiniti numeri razionali xy tali che∣∣∣α− x
y
∣∣∣ ≤ 1
2y2
.
Questo risultato puo` essere ancora migliorato:
Teorema 1.7 (Hurwitz). Per ogni m ∈ N esiste xy ∈ {AmBm ,
Am+1
Bm+1
, Am+2Bm+2 } tale che∣∣∣α− x
y
∣∣∣ ≤ 1√
5y2
.
Inoltre per ogni k >
√
5 esistono solo un numero finito di numeri razionali xy tali che∣∣∣θ − x
y
∣∣∣ ≤ 1
ky2
,
dove θ = [1; 1, 1, 1, . . .].
Un esercizio per lo studente interessato potrebbe essere quello di mostrare la prima parte del Teorema
di Hurwitz.
Esercizio 1.8. Determinare θ in modo piu` esplicito.
Nella scrittura decimale sappiamo che i numeri periodici (eventualmente con 0 periodico) corrispon-
dono ai numeri razionali, mentre in frazione continua abbiamo che i numeri razionali sono quelli che hanno
un’espressione finita (lo 0 periodico non ha senso in questo contesto, visto che i termini devono essere pos-
itivi). Possiamo caratterizzare in modo soddisfacente i numeri che hanno una frazione continua periodica.
Abbiamo gia` accennato al fatto che
√
2 ha un’espressione periodica. Vediamolo meglio
√
2 =
√
2 = 1 + (
√
2− 1) = 1 + 1√
2 + 1
per cui
√
2 = [1;
√
2 + 1]. Inoltre
√
2 + 1 = 2 +
√
2− 1 = 2 + 11√
2−1
= 2 +
1√
2 + 1
da cui
√
2 = [1; 2,
√
2 + 1] e quindi
√
2 = [1; 2], dove la barra indica che il 2 si ripete indefinitamente.
Esercizio 1.9. Calcolare la frazione continua per
√
3 e
√
5.
Proviamo a determinare insieme la frazione continua di 24−
√
15
17 ... Motivati da questi esempi vogliamo
caratterizzare i numeri irrazionali aventi frazione continua periodica. Supponiamo che α abbia una frazione
continua periodica. Questo vuol dire che esistono r, s, con r < s per cui αr = αs. La formula (3) applicata
ad αr ci dice che
αr =
αra+ b
αrc+ d
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dove a, b, c, d sono opportuni numeri interi. Ne segue che αr soddisfa un’equazione di secondo grado a
coefficienti interi, cioe` αr e` un numero quadratico. Utilizzando ancora la formula (3) abbiamo che
α =
αrAr−1 +Ar−2
αrBr−1 +Br−2
e quindi anche αe` un numero quadratico (perche´?). Abbiamo quindi che tutti i numeri periodici sono
quadratici e ci chiediamo se anche il viceversa sia vero. Lo sara`, ma questoe` meno facile da ottenere, ede` un
classico teorema dovuto a Lagrange.
Ci proponiamo intanto di studiare i numeri periodici “puri”, i numeri cioe` del tipo α = [q0; q1, . . .] per
cui esiste p ≥ 1 tale che qi = qi+p per ogni i ≥ 0. Facendo degli esempi ci si puo` accorgere ad esempio che√
2 + 1 = [2] o che
√
6 + 2 = [4, 2].
Lezione 3 (12/03/2014)
Prima di procedere abbiamo bisogno di un semplice risultato. Se αe` un numero quadratico denotiamo
con α′, il coniugato di α, l’altra radice del polinomio minimo di α.
Lemma 1.10. Siano α, β due numeri quadratici tali che α = aβ+bcβ+d dove a, b, c, d ∈ Z. Allora
α′ =
aβ′ + b
cβ′ + d
.
Proof. Il polinomio a coefficienti in Q[β] dato da (x − aβ+bcβ+d )(x − aβ
′+b
cβ′+d )e` in realta` un polinomio a
coefficienti in Q (i coefficienti sono invarianti per la trasformazione β 7→ β′). Il risultato segue. 
Vediamo ora come sono fatti i numeri puramente periodici. Iniziamo con un esempio, α = [4, 1, 3].
Abbiamo in questo caso α = α3 da cui la formula (3) diventa
α =
αA2 +A1
αB2 +B1
,
che in questo caso diventa α = 19α+54α+1 da cui otteniamo la formula 4α
2− 18α− 5 = 0. Se ora consideriamo il
numero irrazionale β = [3, 1, 4] avente il periodo opposto a quello di α otteniamo analogamente l’equazione
5β2 − 18β − 4 = 0. Ne segue abbastanza facilmente che − 1β e` il coniugato di α.
Questo argomento lo possiamo ripetere in generale ed ottenere il seguente fatto: se α ha frazione continua
puramente periodica α = [q0; q1, . . . , qm] e poniamo β = [qm, qm−1, . . . , q0] abbiamo
α =
αAm +Am−1
αBm +Bm−1
, β =
βAm +Bm
βAm−1 +Bm−1
,
dove abbiamo sfruttato che Bm = Am−1(q1, . . . , qm) e che Am = Am(qm, . . . , q0). Da queste formule segue
che α soddisfa l’equazione Bmx
2 + (Bm−1 − Am)x − Am−1 = 0 e β soddisfa l’analoga equazione ottenuta
scambiando Bm con Am−1, cioe` Am−1x2 + (Bm−1−Am)x−Bm = 0. Ne segue che − 1β soddisfa il polinomio
minimo di α e di conseguenza, siccome β 6= α, abbiamo che β = α′.
Abbiamo quindi mostrato che ogni numero puramente periodico αe` un numero irrazionale quadratico
> 1 il cui coniugatoe` un numero (irrazionale quadratico) compreso tra −1 e 0. Questo coniugatoe` dato da
− 1β , dove βe` dato dalla frazione continua puramente periodica il cui periodoe` l’opposto di quello di α.
Vogliamo vedere che anche il viceversa di questa affermazionee` vera. Questo fattoe` stato per la prima
volta enunciato da Galois. Diciamo che αe` ridotto se αe` un numero irrazionale quadratico > 1 il cui
coniugatoe` un numero irrazionale quadratico compreso tra −1 e 0.
Teorema 1.11. Un numero irrazionale αe` ridotto se e solamente se la sua scrittura in frazione continuae`
puramente periodica.
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Proof. Sappiamo gia` che se αe` puramente periodico allora αe` ridotto. Sia quindi α ridotto. Possiamo
osservare che necessariamente α = b+
√
∆
a dove a, b,∆ sono interi positivi. Valgono inoltre le seguenti proprieta`
(1) b2 −∆e` un multiplo di a;
(2) b <
√
∆;
(3) a < 2
√
∆
La prima proprieta` viene direttamente dalla formula risolutiva. La seconda dal fatto che α′ = b−
√
∆
a < 0.
La terza dal fatto che α > 1 e dalla seconda.
Abbiamo α = q0 +
1
α1
e da questa formula, grazie al Lemma 1.10, abbiamo anche
α′ = q0 +
1
α′1
.
Da questa formula si ottiene facilmente che −1 < α′1 < 0 e quindi che α1e` anche ridotto. Analogamente tutti
i quozienti completi α2, α3, . . . sono ridotti. Vogliamo ora verificare che α1 puo` essere espresso nella forma
α1 =
b1 +
√
∆
a1
,
dove a1, b1 e ∆ soddisfano le stesse tre condizioni (1), (2), (3) che erano soddisfatte da a, b,∆. Sviluppando
la formula α = q0 +
1
α1
otteniamo
α1 =
a
b− aq0 +
√
∆
;
razionalizzando questa espressione (nella prima riga della prossima formula), sfruttando il fatto che b2 −∆e`
un multiplo di a e dividendo numeratore e denominatore per −a (nella seconda riga) otteniamo
α1 =
a(b− aq0 −
√
∆)
b2 + a2q20 − 2abq0 −∆
=
aq0 − b+
√
∆
−b2+∆
a + 2bq0 − aq20
=
b1 +
√
∆
a1
dove abbiamo posto b1 = aq0 − b e a1 = −b2+∆a + 2bq0 − aq20 . Siccome α1e` ridotto abbiamo 0 < a1 < 2
√
∆ e
0 < b1 <
√
∆. Verifichiamo anche l’altra proprieta`:
(1) b21 −∆ = a2q20 + b2 − 2aq0b−∆ = −aa1;
Iterando questa procedura abbiamo che per ogni m > 0
αm =
bm +
√
∆
am
dove am, bm e ∆ soddisfano (1), (2), (3). Siccome abbiamo un numero finito di possibilita` per am e bm
abbiamo che necessariamente αr = αs per qualche 0 < r < s. Per mostrare che la scritturae` puramente
periodica sara` sufficiente mostrare che se αr = αs e r > 0 allora αr−1 = αs−1.
Dalla relazione αr−1 = qr−1 + 1αr otteniamo, grazie al Lemma 1.10, α
′
r−1 = qr−1 +
1
α′r
. Ora ponendo
βm = − 1α′m per ogni m abbiamo che βm > 1 per ogni m e dalla relazione precedente otteniamo
βr = qr−1 +
1
βr−1
e in particolare abbiamo che qr−1e` la parte intera di βr. Abbiamo quindi che αr = αs implica βr = βs
(opposti dei reciproci dei coniugati). Questo implica qr−1 = qs−1 (sono le parti intere) e quindi dalla formula
precedente βr−1 = βs−1 da cui otteniamo finalmente αr−1 = αs−1.
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
Possiamo ora studiare le frazioni continue delle radici quadrate di numeri interi
√
n. Sappiamo gia` che
non potra` essere puramente periodica perche´ il coniugato di
√
ne` −√n che none` compreso tra −1 e 0. D’altra
parte possiamo osservare che
√
n+q0, dove q0e` la parte intera di
√
ne` un numero ridotto e quindi ha frazione
continua puramente periodica. Abbiamo quindi
√
n+ q0 = [2q0, q1, . . . , qm]
e quindi √
n = [q0; q1, . . . , qm, 2q0].
Possiamo dire in realta` qualcosa di piu`.
Proposizione 1.12. Sia
√
n irrazionale. Allora esistono q0, . . . , qm tali che qi = qm+1−i per ogni i =
1, . . . ,m (cioe` la sequenza q1, . . . , qme` simmetrica) per cui
√
n = [q0; q1, . . . , qm, 2q0]
Proof. Rimane da dimostrare che la sequenza (q1, . . . , qm) coincide con la sequenza (qm . . . , q1). Sap-
piamo che α =
√
n + q0 ha frazione continua [2q0, . . . , qm]. Il coniugato di αe` α
′ = −√n + q0. Per quanto
visto prima sappiamo che
− 1
α′
= [qm, . . . , 2q0].
Ma possiamo facilmente verificare anche che α = 2q0 +
1
− 1
α′
da cui − 1α′ = α1 e abbiamo quindi l’espressione
− 1
α′
= [q1, . . . , qm, 2q0].
Confrontando queste due espressioni in frazioni continue per − 1α′ il risultato segue. 
Possiamo finalmente dimostrare il
Teorema 1.13 (Lagrange). Un numero reale ammette frazione continua periodica se e solamente see` un
numero quadratico.
Proof. Abbiamo gia` visto che un numero con frazione continua periodicae` quadratico. Sia quindi α un
numero quadratico. Sara` sufficiente mostrare che αr e` ridotto per r abbastanza grande. Abbiamo, per ogni
m > 0
α =
αm+1Am +Am−1
αm+1Bm +Bm−1
siccome anche αm+1e` quadratico (perche´?), possiamo applicare il Lemma 1.10 e scrivere
α′ =
α′m+1Am +Am−1
α′m+1Bm +Bm−1
.
Invertendo questa relazione otteniamo
α′m+1 = −
Bm−1
Bm
(α′ −Am−1/Bm−1
α′ −Am/Bm
)
.
La quantita` tra parentesi tende a 1 e, almeno da un certo punto in poi, alterna valori piu` grandi e piu`
piccoli di 1. Se selezioniamo m in modo che la quantita` tra parentesi sia compresa tra 0 e 1 abbiamo che
−1 < α′m+1 < 0 per cui αme` ridotto e la dimostrazionee` completata. 
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Esercizi per l’esame sulle frazioni continue
Lezione 4 (13/03/2014)
(1) Mostrare che
√
n2 + 1) = [n; 2n];
(2) Mostrare che (4 +
√
37)/7e` ridotto, e determinarne la frazione continua corrispondente.
(3) Determinare tutte le espressioni in frazione continua del numero 6724 nella forma [q0; q1, . . . , qm, αm+1].
(4) Sia α = [q0; q1, . . .] un numero irrazionale. E sia m un numero pari.
(a) Mostrare che se α− AmBm > 12B2m allora qm+1 = 1 (sugg.: sfruttare il fatto che
Am+1
Bm+1
> α;
(b) Sotto la stessa ipotesi del punto precedente mostrare che Am+1Bm+1 − α < 12B2m+1 .
(5) Determinare i primi 4 termini della frazione continua di 31/3.

CHAPTER 2
Radici primitive
Indichiamo con Zn l’anello Z/nZ e con Z∗n il gruppo moltiplicativo degli elementi invertibili di Zn.
Ricordiamo il teorema cinese:
Teorema 2.1. Se n,m ∈ N sono primi tra loro si ha l’isomorfismo di anelli:
Znm ∼= Zm × Zn.
Un possibile isomorfismo ψe` dato dall’applicazione [a]mn 7→ ([a]m, [a]n).
Proof. Consideriamo l’applicazione Z → Zm × Zn data da a 7→ ([a]m, [a]n). Questa applicazionee`
chiaramente un morfismo di anelli il cui nucleoe` dato da mnZ. Per i teoremi di omomorfismo di anelli
abbiamo quindi che [a]mn 7→ ([a]m, [a]n)e` un omomorfismo iniettivo di anelli da Znm a Zm×Zn. Ma siccome
questi anelli hanno la stessa cardinalita` ne segue che tale omomorfismoe` anche suriettivo. 
Solitamente questo teorema si enuncia dicendo che ψe` suriettivo, cioe` che dati a, b ∈ Z esiste x ∈ Z tale
che x ≡ a (mod m) e x ≡ b (mod n) e che la classe di x in Zmne` univocamente determinata.
Ricodiamo la ϕ di Eulero: per ogni n ∈ N∗ poniamo
ϕ(n) = |Z∗n|
Corollary 2.2. La ϕ di Euleroe` una funzione moltiplicativa, cioe` se m ed n sono primi tra loro si ha
ϕ(mn) = ϕ(m)ϕ(n)
Proof. Dal teorema cinese segue che Z∗nm ∼= Z∗m × Z∗n da cui il corollario. 
Il corollario permette di calcolare facilmente la ϕ(n) se conosciamo la fattorizzazione in numeri primi di
n. Infatti, se n = pα abbiamo ϕ(n) = pα − pα−1 = pα−1(p− 1). Nel caso generale, se n = ∏ pmii abbiamo
ϕ(n) = ϕ(
∏
pmii ) =
∏
ϕ(pmii ) =
∏
pmi−1i (pi − 1) = n
∏
(1− 1
pi
).
Stabilita la cardinalita` di Z∗n vogliamo studiarne la struttura algebrica, ed in particolare stabilire per quali
valori di n tale gruppoe` ciclico. Diciamo che a ∈ Ze` una radice primitiva mod n se ogni numero intero primo
con ne` congruente ad una potenza di a mod n. Si ha chiaramente che Z∗ne` ciclico se e solamente se esiste
una radice primitva mod n. Ricordiamo quindi alcune proprieta` fondamentali di un gruppo ciclico finito.
Proposizione 2.3. Sia G un gruppo ciclico finito di ordine n e d un divisore di n. Allora
(1) G ha esattamente ϕ(d) elementi di ordine d;
(2) G ammette un unico sottogruppo di ordine d e questo sottogruppoe` ciclico;
Proof. Sia g un generatore di G. Osserviamo intanto che se k < ne` primo con n si ha che anche gk ha
ordine n, mentre se k none` primo con n si ha che gk ha ordine strettamente minore di n. Ne segue che in G
ci sono esattamente ϕ(n) elementi di ordine n.
Osserviamo ora che gn/d ha ordine d e quindi genera un sottogruppo ciclico H di ordine d. L’argomento
precedente applicato ad H implica che H contiene esattamente ϕ(d) elementi di ordine d. La prova sara`
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conclusa se dimostriamo che un elemento di ordine un divisore di d in G appartiene necessariamente ad H.
Sia quindi x ∈ G tale che xd = 1. Siccome g genera G abbiamo x = ga per qualche a ≤ n. Abbiamo quindi
gad = 1 e quindi che n|ad; dividendo per d abbiamo che nd |a e quindi che x ∈ H. 
Il prossimo risultatoe` un’immediata conseguenza della Proposizione 2.3.
Corollary 2.4. Per ogni n ∈ N+ si ha ∑
d|n
ϕ(d) = n.
Proposizione 2.5. Siano G e H due gruppi finiti. Il prodotto cartesiano G×H e` ciclico se e solamente se
G ed H sono entrambi ciclici ed hanno ordini primi tra loro.
Proof. Supponiamo che G ed H siano ciclici. Sia n = |G| ed m = |H|, g un generatore di G ed h un
generatore di H. Se n e m sono coprimi andiamo a calcolare l’ordine di (g, h) ∈ G ×H. Sia quindi a tale
che (g, h)a = 1; siccome (g, h)a = (ga, ha) abbiamo n|a e m|a da cui mn|a. Ne segue che l’ordine di (g, h)e`
proprio mn e quindi G×H e` ciclico.
Se G × H e` ciclico abbiamo che sia G che H sono ciclici per la Proposizione 2.3. Se n ed m non sono
coprimi sia d > 1 un divisore comune di m ed n. Per la Proposizione 2.3 abbiamo che sia G che H hanno
ϕ(d) elementi di ordine d. Ne segue che G×H ha ϕ(d) elementi di ordine d della forma (x, 1) e altrettanti
della forma (1, y). Concludiamo che G ×H ha almeno 2ϕ(d) elementi di ordine d e quindi non puo` essere
ciclico per la Proposizione 2.3. 
Lezione 5 (26/03/2014)
In un gruppo abeliano G gli elementi di ordine potenza di un primo p fissato formano un sottogruppo e
Ge` prodotto diretto di questi sottogruppi. Infatti se g ∈ G ha ordine n = ab con a e b primi tra loro allora
sappiamo che esistono x, y ∈ Z tali che ax + by = 1 da cui g = gax+by = gaxgby e gax ha ordine divisore di
b e gby ha ordine divisore di a. Procedendo ricorsivamente riusciamo a scrivere g come prodotto di elementi
di ordine potenza di primo.
Proposizione 2.6. Sia p un numero primo. Allora Z∗pe` ciclico.
Proof. Per l’osservazione qui sopra possiamo scrivere Z∗p =
∏
Hi, dove Hie` un sottogruppo i cui
elementi hanno ordine potenza di un primo pi per ogni i e con pi 6= pj per i 6= j. Per la Proposizione 2.5
sara` sufficiente mostrare che gli Hi sono tutti ciclici. Bastera` quindi mostrare che se H e` un sottogruppo
di Z∗p i cui elementi hanno tutti ordine potenza di un primo q allora H e` ciclico. Sia quindi x un elemento
di ordine massimo in H e sia y ∈ H di ordine qr. Siccome x ha ordine massimo abbiamo che qr|o(x) e
quindi che il sottogruppo generato da x contiene un sottogruppo di ordine qr e quindi contiene almeno qr
soluzioni dell’equazione xq
r
= 1. Se y non appartiene al sottogruppo 〈x〉 avremmo almeno qr + 1 soluzioni
dell’equazione xq
r
= 1. Ma Z∗pe` un campo e un’equazione polinomiale a coefficienti in un campo non puo`
avere un numero di soluzioni maggiore del suo grado nel campo stesso. 
Osserviamo che la dimostrazione precedente si applica ad un qualunque campo finito.
Remark. Siano n,m ∈ N con n|m e sia a primo con m. Allora l’ordine di a mod n divide l’ordine di a mod
m.
Proposizione 2.7. Sia p un primo dispari e g una radice primitiva mod p. Allora uno tra g e g + pe`
radice primitiva mod p2 e una radice primitiva mod p2e` anche radice primitiva mod pk per ogni k ≥ 1.
Proof. Per l’osservazione, se ge` una radice primitiva mod p l’ordine di g mod p2e` divisibile per p− 1 e
siccome deve essere anche un divisore di p(p − 1) puo` essere solo p − 1 oppure p(p − 1). Per vedere quindi
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che una radice primitiva mod pe` anche radice primitiva mod p2 bastera` far vedere che il suo ordine mod p2
non puo` essere p− 1. Sia dunque g radice primitiva mod p. Allora o(g) = p− 1 in Z∗p e quindi gp−1 = 1 + kp
per qualche k ∈ Z. Se p non divide k allora g non ha ordine p − 1 in Zp2 e quindie` una radice primitiva
mod p2. Possiamo quindi assumere che p|k. Andiamo quindi a calcolare
(g + p)p−1 =
p−1∑
k=0
(
p− 1
k
)
gkpp−1−k ≡ gp−1 + (p− 1)gp−2p ≡ 1 + p(p− 1)gp−2 6≡ 1 mod p2
dove nell’ultima disuguaglianza abbiamo usato il fatto che p 6 |g e p 6 |p− 1 e concludiamo in questo caso che
g + pe` radice primitiva mod p2.
Supponiamo ora che g sia una radice primitiva mod p2 e sia k ≥ 2. Per l’osservazione abbiamo che
p(p− 1) divide l’ordine di g mod pk e per mostrare che tale ordinee` pk−1(p− 1) (cioe` che ge` radice primitiva
anche mod pk) bastera` quindi mostrare che g(p−1)p
k−2 6≡ 1 mod pk.
Abbiamo gp−1 = 1 + hp con p 6 |h e mostriamo per induzione che per ogni s > 0 abbiamo (1 + hp)ps =
1 + hsp
s+1 con p 6 |hs; il caso s = 0e` verificato banalmente con h0 = h. Andiamo a calcolare
(1 + hp)p
s+1
= (1 + hsp
s+1)p
= 1 +
p∑
i=1
(
p
i
)
(hsp
s+1)i
= 1 + hs+1p
s+2
con hs+1 ≡ hs mod p. Di conseguenza
gp
k−2(p−1) = (1 + hp)p
k−2
= (1 + hk−2pk−1) 6≡ 1 mod pk.
Concludiamo che ge` radice primitiva mod pk. 
Proposizione 2.8. Z∗n none` ciclico se
(1) ne` diviso da due primi dispari distinti;
(2) ne` diviso da un primo dispari e da 4;
(3) ne` diviso da 8.
Proof. (1) Se ne` diviso dai primi dispari p e q allora Z∗n un sottogruppo isomorfo a Z∗pr ×Z∗qs per
il teorema cinese. Questi due gruppi hanno entrambi ordine pari e quindi il loro prodotto non puo`
essere ciclico per la Proposizione 2.5. Ne segue che Z∗n none` ciclico in quanto ha un sottogruppo
non ciclico (vedi Proposizione 2.3).
(2) Segue similmente al caso precedente osservando che Z∗2r ha ordine pari per r ≥ 2;
(3) Bastera` mostrare che Z∗2r none` ciclico se r ≥ 3. Per r = 3e` una semplice osservazione. Per r > 3
basta considerare la proiezione
Z∗2r → Z∗8.
Se Z∗2r fosse ciclico anche Z∗8 lo sarebbe.

Lezione 6 (27/03/2014)
Teorema 2.9. Sia n > 1. Allora Z∗ne` ciclico se e solo se esiste un numero primo dispari p e r > 0 tale che
n = pr oppure n = 2pr oppure n = 2, 4.
Proof. Rimane solo da verificare che se n = 2pr allora Z∗ne` ciclico. Abbiamo che ϕ(2pr) = ϕ(pr). Sia
g una radice primitiva mod pr; a meno di sommare pr a g possiamo assumere che g sia dispari. Ma allora ge`
primo con 2pr e per l’osservazione abbiamo che il suo ordine mod 2pr e` diviso da ϕ(pr) e la dimostrazionee`
conclusa. Tutti gli altri casi sono stati trattati nei risultati precedenti. 
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Anche se Z∗2r none` ciclico per r ≥ 3 possiamo comunque descrivere esplicitamente la sua struttura algebrica.
Proposizione 2.10. Per ogni r ≥ 3 5 ha ordine 2r−2 mod 2r e
Z∗2r = 〈5〉 × {±1},
dove 〈5〉e` il sottogruppo ciclico generato da 5.
Proof. Per la prima parte basta mostrare che 52
r−3 6≡ 1 mod 2r. Mostriamo per induzione che per
ogni k esiste mk dispari tale che 5
2k = 1 +mk2
k+2. Infatti, procedendo per induzione
52
k+1
= (1 +mk2
k+2)2
= 1 +m2k2
2k+4 +mk2
k+3
= 1 + (2m2k +mk)2
k+3.
L’ultima affermazione segue osservando che le potenze di 5 formano il sottogruppo degli elementi ≡ 1 mod
4 e quindi −1 none` una potenza di 5; ne segue che 〈5〉 ∩ {±1} = {1} e il risultato segue per ragioni di
cardinalita`. 
Esercizi per l’esame sulle radici primitive.
(1) Verificare che 2e` una radice primitiva mod 101;
(2) Determinare tutte le soluzioni dell’equazione 2x ≡ 22 mod 53;
(3) Mostrare che se ge` una radice primitiva mod p allora −g e´ anche una radice primitiva mod p se e
solo se p ≡ 1 mod 4;
(4) Determinare, se esiste, una radice primitiva modulo 2662;
(5) Determinare due sottogruppi ciclici H,K di Z∗35 tali che Z∗35 = H ×K;
(6) Determinare un intero g che sia una radice primitiva modulo 5k per ogni k ≥ 1.
(7) Determinare l’ordine di 5 mod 3k per ogni k ≥ 1.
CHAPTER 3
Residui
Diciamo che ne` una k-esima potenza residua modulo m se esiste a ∈ Z tale che n ≡ ak mod m. Diciamo
anche piu` semplicemente che ne` un k-residuo.
Lemma 3.1. Siano n,m ∈ N, m = ∏ prii . Allora ne` un k-residuo modulo m se e solo se ne` un k-residuo
modulo prii per ogni i.
Proof. Se m ≡ ak mod n allora m ≡ ak mod prii per ogni i. Viceversa, sia m ≡ aki mod prii per ogni i.
Per il teorema cinese esiste a tale che a ≡ ai mod prii per ogni i. Ne segue che n ≡ ak mod prii per ogni i e
quindi anche mod m. 
Possiamo quindi sempre assumere che m = pr sia potenza di un primo. Non molto si puo` dire pero` in
questo livello di generalita`. Assumeremo dapprima che m = p sia un numero primo per poi analizzare il caso
generico per k = 2 nel qual caso si parla di residui quadratici.
Lezione 7 (03/04/2014)
Proposizione 3.2. Sia p un primo, g una radice primitiva mod p, a ∈ Z, a ≡ gr mod p, k ∈ N+ e
d = (k, p− 1). Le seguenti affermazioni sono equivalenti.
• ae` un k-residuo mod p;
• a p−1d ≡ 1 mod p;
• d|r.
Proof. Sia g una radice primitiva mod p e sia a ≡ gr mod p. Allora ae` un k residuo se e solo se esiste
gx tale che
(gx)k ≡ gr (mod p)
o equivalentemente tale che kx ≡ r mod p− 1. Questa equazione ammette soluzione se e solo se (k, p− 1)|r,
cioe` se e solo se d|r e in tal caso le soluzioni a due a due non congruenti modulo p− 1 sono proprio d.
Vediamo ora l’altra condizione, cioe` a
p−1
d ≡ 1 mod p. Questa accade, ricordando che a ≡ gr mod p, se e
solo se r p−1d e` divisibile per p− 1 chee` chiaramente equivalente ancora una volta alla condizione d|r. 
Corollary 3.3. Sia ancora d = (k, p− 1). Esistono esattamente p−1d k-residui a due a due non congruenti
mod p. E ogni k-residuoe` potenza k-esima di esattamente d elementi a due a due non congruenti mod p.
Proof. Riprendendo la notazione della Proposizione 3.2 abbiamo che gr e` un k-residuo se e solo se d|r e
quindi abbiamo chiaramente che i k-residui sono tutte le potenza di gd, le quali sono chiaramente p−1d . Inoltre
nella prima parte della dimostrazione precedente abbiamo visto che, se ae` un k residuo allorae` potenza k
esima di esattamente d elementi. 
Corollary 3.4. Se (k, p− 1) = 1 allora l’applicazione x 7→ xke` una permutazione di Z∗p.
Ci concentriamo ora al caso di residui quadratici, cioe` al caso k = 2. Mostreremo ora che in questo caso
none` limitativo assumere che m sia un numero primo.
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Proposizione 3.5. Sia p un primo dispari e a ∈ Z non divisibile per p e sia s ∈ N+. Allora ae` un residuo
quadratico modulo ps se e solo see` un residuo quadratico modulo p.
Proof. Sia g una radice primitiva mod ps e quindi anche mod p. Sia quindi x ≡ gr mod ps. Per la
Proposizione 3.2 abbiamo che xe` un residuo quadratico modulo p se e solo se re` pari in quanto in questo
caso si ha chiaramente d = 2.
Ripetiamo ora lo stesso argomento utilizzato nella dimostrazione della Proposizione 3.2, ma mod ps.
Abbiamo che ae` un residuo quadratico mod ps se e solo se esiste x ∈ Z tale che g2x ≡ gr mod ps. Questa
equazione ammette soluzione se e solo se 2x ≡ r mod ps−1(p − 1) ammette soluzione. Ancora una volta
questa equazione ammette soluzione se e solo se re` pari. 
Nel caso di potenze di 2 il risultatoe` solo leggermente piu` debole.
Proposizione 3.6. Sia a ∈ Z dispari e s ≥ 3. Sono equivalenti:
• ae` un residuo quadratico modulo 2s;
• ae` residuo quadratico modulo 23;
• a ≡ 1 mod 8.
Proof. L’equivalenza tra le ultime due affermazionie` una semplice verifica, e quindi vediamo l’equivalenza
tra le prime due. Sappiamo dalla Proposizione 2.10 che ogni elemento di Z∗2s si scrive nella forma ±5r. Di
conseguenza i quadrati sono tutti gli elementi del tipo 52r mod 2s. Il risultato segue osservando che gli
elementi del tipo ±52r sono congrui a ±1 mod 8 rispettivamente, e quelli del tipo ±52r+1 sono congrui a ±5
mod 8. 
Questi risultati permettono di stabilire il seguente risultato.
Teorema 3.7. Sia m = 2s
∏
psii e a primo con m. Allora ae` un residuo quadratico mod m se e solo se
• ae` residuo quadratico modulo 2min(3,s);
• ae` rediduo quadratico mod pi per ogni i tale che si > 0.
Per determinare se un intero ae` un residuo quadratico modulo m rimane solo da stabilire se ae` un residuo
quadratico modulo un generico primo dispari p. Utilizziamo in questo caso la seguente celebre notazione,
detta simbolo di Legendre: siano a ∈ Z e p un primo dispari. Poniamo
(
a
p
)
def
=

0 se p divide a;
1 se ae` un residuo quadratico mod p;
−1 altrimenti.
Lemma 3.8. Per ogni a ∈ Z e per ogni p primo dispari si ha(
a
p
)
≡ a p−12 (mod p).
In particolare, per ogni b ∈ Z vale la seguente proprieta` moltiplicativa(
ab
p
)
=
(
a
p
)(
b
p
)
.
Proof. Abbiamo gia` visto nella Proposizione 3.2 che
(
a
p
)
= 1 se e solo se a
p−1
2 ≡ 1 mod p. D’altra
parte, se a none` divisibile per p a
p−1
2 ≡ ±1 mod p in quanto (a p−12 )2 ≡ 1 mod p e le uniche soluzioni di
x2 = 1 in Zp sono proprio ±1 (in quanto Zpe` un campo). Infine basta osservare che se p|a allora ogni potenza
di ae` nulla in Zp e la prima parte dell’enunciato segue.
La seconda partee` un’immediata conseguenza della prima e della semplice osservazione che due numeri
in {0, 1,−1} congrui mod p necessariamente coincidono. 
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Abbiamo quindi che, fissato p, per calcolare il simbolo di Legendre
(
a
p
)
per ogni a ∈ Ze` sufficiente
conoscere
(−1
p
)
e
(
q
p
)
per ogni primo q. Il caso
(−1
p
)
lo sappiamo gia` calcolare senza grossi problemi:
Proposizione 3.9. Si ha (−1
p
)
= (−1) p−12 =
{
1 se p ≡ 1 mod 4
−1 se p ≡ 3 mod 4
Proof. Segue direttamente dalla Proposizione 3.2. 
Vogliamo ora calcolare una nuova interpretazione del simbolo di Legendre dovuta a Gauss. Sia S =
{1, 2, . . . , p−12 } e S− = {−s : s ∈ S}. Identifichiamo gli elementi di S e S− con le rispettive classi in Z∗p, per
cui avremo Z∗p = S ∪ S−. Dato a non divisibile per p poniamo
µ(a) = |{s ∈ S : as ∈ S−}|.
Teorema 3.10 (Lemma di Gauss). Per ogni a ∈ Z non divisibile per p si ha(
a
p
)
= (−1)µ(a).
Proof. Per s ∈ S poniamo as ≡ sms mod p, con s = ±1 e ms ∈ S. Osserviamo innanzitutto che
l’applicazione s 7→ mse` iniettiva, e quindi biunivoca. Infatti se s, s′ ∈ S sono tali che ms = ms′ allora
as = ±as′ da cui s = ±s′. Ma siccome s, s′ ∈ S questo implica s = s′. E osserviamo che (−1)µ(a) = ∏ s.
Abbiamo quindi
(−1)µ(a)
∏
s∈S
ms ≡
∏
s∈S
sms ≡
∏
s∈S
(as) ≡ a p−12
∏
s∈S
s (mod p).
Uguagliando il primo e l’ultimo membro otteniamo (−1)µ(a) ≡ a p−12 e il risultato segue dal Lemma 3.8. 
Corollary 3.11. Si ha (
2
p
)
= (−1) p
2−1
8 .
Proof. Si ottiene direttamente applicando il Lemma di Gauss. 
Vogliamo ora dimostrare la celebre formula di reciprocita` quadratica, formula che esprime un forte (e
sorprendente) legame tra i simboli di Legendre
(
p
q
)
e
(
q
p
)
, dove p e q sono primi dispari distinti. Ne daremo
una dimostrazione che utilizza un po’ di analisi complessa, per vedere come talvolta campi apparentemente
lontani della matematica possano essere estremamente collegati. Abbiamo bisogno di qualche lemma pre-
liminare.
Lemma 3.12. Se n ∈ Ne` dispari e ζ = e 2piin si ha per ogni x, y ∈ C l’uguaglianza
xn − yn =
n−1∏
k=0
(ζkx− ζ−ky).
Proof. Se ze` una variabile complessa sappiamo che
zn − 1 =
n−1∏
k=0
(z − ζk)
e sostituendo z = xy e poi moltiplicando per y
n otteniamo
xn − yn =
n−1∏
k=0
(x− ζky).
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Osserviamo ora che, siccome ne` dispari, abbiamo {ζk : k = 0, . . . , n − 1} = {ζ−2k : k = 0, . . . , n − 1}.
Sostituendo otteniamo
xn − yn =
n−1∏
k=0
(x− ζ−2ky)
e moltiplicando il membro di destra per ζ0ζ1 · · · ζn−1 = ζ n(n−1)2 = 1 otteniamo il risultato. 
Lezione 8, (10/04/2014)
Lemma 3.13. Sia n ∈ N dispari e f(z) = 2i sen(2piz) = e2piiz − e−2piiz. Allora
f(nz)
f(z)
=
n−1
2∏
k=1
f
(
z +
k
n
)
f
(
z − k
n
)
.
Proof. Applicando il Lemma 3.12 calcoliamo
f(nz) = e2piinz − e−2piinz =
n−1∏
k=0
(ζke2piiz − ζ−ke−2piiz)
=
n−1∏
k=0
(e2pii(z+
k
n ) − e−2pii(z+ kn ))
=
n−1∏
k=0
f(z +
k
n
).
Abbiamo quindi, sfruttando il fatto che f ha periodo 1, che
f(nz)
f(z)
=
n−1
2∏
k=1
f(z +
k
n
)
n−1∏
k=n+12
f(z +
k
n
)
=
n−1
2∏
k=1
f(z +
k
n
)
n−1∏
k=n+12
f(z − n− k
n
)
=
n−1
2∏
k=1
f
(
z +
k
n
)
f
(
z − k
n
)
.

Lemma 3.14. Se pe` un primo dispari e a ∈ Z, p 6 |a, si ha
p−1
2∏
s=1
f
(as
p
)
=
(
a
p
) p−12∏
s=1
f
(s
p
)
.
Proof. Siano s = ±1 e ms ∈ {1, 2, . . . , p−12 } definiti da as ≡ sms come nel Lemma di Gauss.
Sfruttando il fatto che f e` una funzione dispari abbiamo
p−1
2∏
s=1
f(
as
p
) =
p−1
2∏
s=1
f(
sms
p
) = (−1)µ(a)
p−1
2∏
s=1
f(
ms
p
)
=
(
a
p
)∏
f(
s
p
)

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Abbiamo ora a disposizione tutto quel che occorre per dimostrare il seguente risultato dovuto a Gauss
Teorema 3.15 (Legge di reciprocita` quadratica). Siano p e q due primi dispari. Allora(
p
q
)
= (−1) p−12 q−12
(
q
p
)
.
Proof. Per il Lemma 3.14 abbiamo (
q
p
)
=
p−1
2∏
s=1
f
(
qs
p
)
f
(
s
p
) ;
utilizzando ora il Lemma 3.13 otteniamo (con n = q e z = sp ).(
q
p
)
=
p−1
2∏
s=1
q−1
2∏
k=1
f
(s
p
+
k
q
)
f
(s
p
− k
q
)
.
Facendo il cambio di notazione p↔ q e k ↔ s otteniamo(
p
q
)
=
p−1
2∏
s=1
q−1
2∏
k=1
f
(k
q
+
s
p
)
f
(k
q
− s
p
)
.
Osservando che f e` una funzione dispari abbiamo che ad ogni fattore nella formula per
(
q
p
)
corrisponde un fat-
tore di segno opposto nella formula per
(
p
q
)
; siccome il numero di fattorie` proprio p−12
q−1
2 la dimostrazionee`
completa. 
Vediamo ora un’altra dimostrazione della legge di reciprocita` quadratica del tutto elementare, anche se
questo non vuol dire necessariamente piu` semplice. Siano
S = {1, 2, . . . , p− 1
2
}, T = {1, 2, . . . , q − 1
2
}
e consideriamo l’insieme di punti S × T nel piano cartesiano. S × T contiene chiaramente p−12 q−12 punti.
Consideriamo ora le tre rette parallele r di equazione py − qs = p−12 , r0 di equazione py − qx = 0 e r′ di
equazione py − qx = − q−12 . Osserviamo facilmente che la retta r0e` compresa tra le due rette r ed r′ e che
nessun punto di S × T giace sulla retta r0 (perche´?). Chiamiamo A l’insieme dei punti di S × T che stanno
tra la retta r (compresa) e la retta r0, A
′ l’insieme dei punti di S×T che stanno tra la retta r′ (compresa) e
la retta r0 e B l’insieme dei punti di S×T che non stanno ne´ in A ne´ in A′. Vogliamo dimostrare le seguenti
proprieta`:
(1) (−1)|A| = ( qp);
(2) (−1)|A′| = (pq );
(3) |B|e` pari.
La legge di reciprocita` quadratica segue facilmente da questa tre asserzioni in quanto
(−1) p−12 q−12 = (−1)|S×T | = (−1)|A|+|A′|+|B| = (−1)|A| · (−1)|A′| =
(q
p
)(p
q
)
.
Per dimostrare (1), per il Lemma di Gauss,e` sufficiente mostrare il seguente fatto: l’applicazione (s, t) 7→ s
stabilisce una biiezione tra l’insieme A e l’insieme S− = {s ∈ S : ∃s′ ∈ S per cui qs ≡ −s′ mod p}.
Vediamo intanto che se (s, t) ∈ A allora s ∈ S−. Infatti, se (s, t) ∈ A abbiamo
0 < pt− qs ≤ p− 1
2
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da cui segue
−p− 1
2
+ pt ≤ qs < pt
da cui segue chiaramente che qs ≡ −s′ per qualche s′ ∈ S. Verifichiamo che la mappae` iniettiva: infatti se
(s, t), (s, t′) ∈ A abbiamo |t− t′| ≤ p−12p < 1. Vediamo quindi la suriettivita`. Sia quindi s ∈ S, s′ ∈ S tali che
qs ≡ −s′ mod p. Ne segue che esiste t ∈ Z tale che qs = −s′ + pt. Si ha chiaramente t > 0. Inoltre
t =
qs+ s′
p
≤ (q + 1)(p− 1)
2p
<
q + 1
2
da cui segue t ≤ q−12 , siccome te` un intero. Infine si ha che (s, t) ∈ A in quanto pt − qs = s′ e quindi
0 < pt − qs ≤ p−12 . La proprieta` (1)e` quindi completamente dimostrata. La proprieta` (2) si ottiene
direttamente dalla proprieta` (1) invertendo i ruoli di p e q (e quindi di S e T ).
Infine, per dimostrare la proprieta` (3)e` sufficiente dimostrare che l’involuzione (s, t) 7→ (p+12 −s, q+12 − t)
scambia i punti di S × T “sopra” la retta r con quelli “sotto” la retta r′ (e viceversa). Infatti, se (s, t) sta
sopra la retta r abbiamo pt− qs > p−12 e dobbiamo quindi verificare che il punto (p+12 − s, q+12 − t) soddisfa
la disequazione py − qx < − q−12 . E infatti
p(
q + 1
2
− t)− q(p+ 1
2
− s) = p
2
− pt− q
2
+ qs <
p
2
− q
2
− p− 1
2
=
q − 1
2
.
Anche questa dimostrazionee` completata.
Esercizi per l’esame.
(1) Dimostrare il Corollario 3.11.
(2) Stabilire con quali due cifre puo` terminare il quadrato di un numero intero.
(3) Calcolare
(
−26
73
)
.
(4) Dimostrare che l’equazione di sesto grado (x2−2)(x2−11)(x2−22) ≡ 0 mod p ammette soluzione
per ogni primo p.
(5) Determinare tutti i numeri primi per cui −5 e´ un residuo quadratico.
(6) Dato x ∈ Z verificare che xe` una radice primitiva modulo 19 se e solo se x none` un residuo quadratico
mod 19 e x9 6≡ 1 mod 19.
CHAPTER 4
Funzioni aritmetiche
Una funzione aritmeticae` una applicazione N+ → C.
Una funzione aritmetica f si dice moltiplicativa se f(1) = 1 e se n ed m sono coprimi, f(mn) = f(n)f(m).
La ϕ di Euleroe` un esempio di funzione moltiplicativa.
Una funzione aritmetica f si dice completamente moltiplicativa se f(mn) = f(m)f(n) per ogni n,m ∈
N+. La funzione artimetica 1 definita da 1(n) = 1 per ogni n ∈ N+ e la funzione aritmetica e definita
da e(n) = δ1,n sono esempi di funzioni aritmetiche completamente moltiplicative. Anche la funzione Ide`
completamente moltiplicativa.
Sull’insieme F delle funzioni aritmetiche si possono definire in modo naturale la somma ed il prodotto
ponendo
• (f + g)(n) def= f(n) + g(n);
• (fg)(n) def= f(n)g(n).
Un’altra, fondamentale, legge di composizionee` data dalla convoluzione: per ogni f, g ∈ F poniamo
(f ∗ g)(n) def=
∑
d|n
f(d)g(n/d) =
∑
d1d2=n
f(d1)g(d2).
Proposizione 4.1. La convoluzione su F e` commutativa e associativa e ammette la funzione e come elemento
neutro. Una funzione f ∈ F e` invertibile rispetto a ∗ se e solo se f(1) 6= 0.
Proof. Il fatto che ∗ sia commutativoe` del tutto evidente. Riguardo l’associativita` ci si rende facilmente
conto che (
(f ∗ g) ∗ h)(n) = (f ∗ (g ∗ h))(n) = ∑
d1d2d3=n
f(d1)g(d2)h(d3).
Si ha inoltre
(e ∗ f)(n) =
∑
d|n
f(d)e(n/d) = f(n).
Vogliamo quindi mostrare che f e` invertibile se e solo se f(1) 6= 0. Se f e` invertibile e ge` una sua inversa
abbiamo (f ∗ g)(1) = f(1)g(1) = 1 da cui f(1) 6= 0.
Supponiamo ora che f(1) 6= 0 e vogliamo dimostrare che f ammette un’inversa g costruendola esplici-
tamente. Costruiamo g ricorsivamente: poniamo g(1) = 1/f(1) e, per n > 1, supponiamo di aver costruito
g(k) per ogni k < n in modo che ∑
d|m
f(d)g(m/d) = e(m)
per ogni m < n. Vogliamo costruire g(n) in modo che∑
d|n
f(d)g(
n
d
) = 0 :
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bastera` porre
(4) g(n)
def
= −
∑
{d|n,d>1} f(d)g(
n
d )
f(1)
.

Abbiamo quindi che l’insieme F ′ = {f ∈ F : f(1) 6= 0} forma un gruppo abeliano rispetto alla
convoluzione. Ponendo M l’insieme delle funzioni moltiplicative abbiamo per definizione che M⊂ F ′.
Teorema 4.2. (M, ∗)e` un sottogruppo di (F ′, ∗).
Proof. Mostriamo innanzitutto che se f, g ∈M allora anche f ∗ g ∈M. Siano quindi n,m ∈ N+ primi
tra loro e andiamo a calcolare
(f ∗ g)(nm) =
∑
d1d2|nm
f(d1)g(d2).
Osserviamo ora l’applicazione (a, b) 7→ ab stabilisce una biiezione tra {(a, b) : a|n, b|m} e i divisori di nm.
Abbiamo quindi che
(f ∗ g)(nm) =
∑
a|n
∑
b|m
f(ab)g
(n
a
m
b
)
=
∑
a|n
f(a)g(n/a)
∑
b|m
f(b)g(m/b)
= (f ∗ g)(n)(f ∗ g)(m).
Rimane da verificare che se f ∈ M allora anche g ∈ M dove g e` l’inversa di f rispetto alla convoluzione.
Abbiamo chiaramente g(1) = 1 in quanto f(1) = 1. Dall’equazione (4), ricordando ancora che f(1) = 1, si
ha
(5) g(n) = −
∑
d|n, d>1
f(d)g(n/d).
per ogni n > 1. Dobbiamo quindi mostrare che se n,m > 1 sono primi tra loro allora g(nm) = g(n)g(m).
Procediamo per induzione su nm. Utilizzando nuovamente la descrizione dei divisori di nm vista in prece-
denza e l’equazione (5) abbiamo
g(mn) = −
( ∑
a|na>1
f(a)g(
n
a
m) +
∑
b|mb>1
f(b)g(n
m
b
) +
∑
a|n, b|ma>1, b>1
f(ab)g(
n
a
m
b
)
)
Sfruttando l’ipotesi induttiva, la moltiplicativita` di f , e ancora l’equazione (5) abbiamo
g(mn) = −
( ∑
a|na>1
f(a)g(
n
a
)g(m) +
∑
b|mb>1
f(b)g(n)g(
m
b
) +
∑
a|n, b|ma>1, b>1
f(a)f(b)g(
n
a
)g(
m
b
)
)
= g(n)g(m) + g(n)g(m)−
∑
a|n, a>1
f(a)g(
n
a
)
∑
b|m, b>1
f(b)g(
m
b
)
= g(n)g(m) + g(n)g(m)− (−g(n))(−g(m))
= g(n)g(m).

Un’importante funzione moltiplicativa e` la funzione di Mo¨bius, definita come l’inversa della funzione
costante 1 rispetto alla convoluzione:
µ ∗ 1 = e.
Possiamo anche descriverla in modo esplicito nel modo seguente.
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Proposizione 4.3. Sia n ∈ N+ e sia
n =
r∏
i=1
pmii
la sua fattorizzazione in fattori primi, con pi 6= pj per i 6= j e mi ≥ 1 per ogni i. Allora
µ(n) =
{
0 se esiste i tale che mi ≥ 2
(−1)r altrimenti.
Proof. Sappiamo gia` che µ e` moltiplicativa per cui basta mostrare che per ogni numero primo p si ha
µ(p) = −1 e µ(ps) = 0 per ogni s ≥ 2. Sapendo che µ e` l’inversa di 1 abbiamo che
0 = e(p) = (1 ∗ µ)(p) = 1(1)µ(p) + 1(p)µ(1) = µ(p) + 1.
Ricordando l’equazione (5) abbiamo, per ogni s ≥ 2
µ(pr) = −
r−1∑
k=0
µ(pk) :
e il risultato segue con un semplice argomento ricorsivo. 
Un problema aperto: non e` noto se esistono infiniti valori di n per cui µ(n) = µ(n+ 1) = 1.
La seguente e` una classica formula che riguarda la funzione µ.
Proposizione 4.4. Per ogni n ∈ N+ si ha
µ(n) =
∑
h∈{1,...,n}:(h,n)=1
e
2piih
n .
In altre parole µ(n)e` la somma delle radici primitive n-esime.
Proof. Sia g(n) il membro di destra. Basta mostrare che la funzione aritmetica g e` l’inversa di 1
rispetto alla convoluzione. Si ha, per n > 1∑
d|n
g(d) =
∑
d|n
∑
h∈{1,...,d}:(h,d)=1
e
2piih
d .
SiaA = {(h, d) ∈ N2 : d|n, h ≤ d, h e d coprimi}. Vogliamo ora mostrare che l’applicazione F : {1, 2, . . . , n} →
A definita da F (m) =
(
m
(m,n) ,
n
(m,n)
)
per ogni m ∈ {1, 2, . . . , n} e` una biiezione. Siccome la cardinalita` di A
e` |A| = ∑d|n ϕ(d) = n bastera` mostrare che l’applicazione F e` ben definita e suriettiva. Il fatto che sia ben
definita e` una semplice osservazione. Vediamo ora che e` suriettiva. Sia quindi (h, d) ∈ A e poniamo m = hnd .
Siccome h ≤ d abbiamo m ≤ n e inoltre possiamo osservare che
(m,n) = (h
n
d
, n) =
n
d
(h, d) =
n
d
,
di cui segue che F (m) = (h, d). Riprendendo a questo punto la nostra espressione qui sopra otteniamo∑
d|n
g(d) =
n∑
m=1
e
2piim
n = 0,
per ogni n > 1. Di conseguenza g e` l’inversa di 1 e quindi g = µ. 
Le funzioni di Eulero e di Mo¨bius sono legate dalla seguente semplice relazione.
Proposizione 4.5. Sia ϕ la funzione di Eulero e µ la funzione di Mo¨bius. Allora
ϕ = µ ∗ Id.
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Proof. Basta calcolare: per ogni q ∈ N+
ϕ(q) =
q∑
n=1
e((n, q)) =
q∑
n=1
(µ ∗ 1)((n, q))
=
q∑
n=1
∑
{d: d|n, d|q}
µ(d) =
∑
d|q
µ(d)
∑
{n:n≤q, d|n}
1
=
∑
d|q
µ(d)
q
d
= (µ ∗ Id)(q).

Altri esempi di funzioni aritmetiche sono le funzioni divisori
dk = 1 ∗ · · · ∗ 1 (k fattori).
Siccome 1 e` moltiplicativa si ha che dk e` moltiplicativa per ogni k. Si ha inoltre che dk(n) e` il numero
di soluzioni all’equazione n1 · · ·nk = n ed in particolare d2(n) e` il numero di divisori di n. Si ha anche
che dk(p
s) e` la dimensione dello spazio vettoriale dei polinomi omogenei in k variabili di grado s (perche`?).
Calcoliamo dk(p
s): dobbiamo trovare tutte le k-ple (n1, . . . , nk), ni ∈ N per ogni i, tali che n1 + · · ·+nk = s.
Queste le possiamo ottenere nel seguente modo
Proposizione 4.6. Sia p un primo. Per ogni k, s ∈ N+ si ha
dk(p
s) =
(
s+ k − 1
k − 1
)
.
Proof. Abbiamo che dk(p
s) e` il numero di soluzioni dell’equazione n1 + · · ·+ nk = s, ni ∈ N. Ponendo
mi = ni+1 abbiamo che dk(p
s) e` anche il numero di soluzioni dell’equazione m1 + · · ·+mk = k+s, mi ∈ N+.
Le soluzioni di questa equazione le possiamo costruire in questo modo. Disegniamo k + s palline in fila su
una retta. Tra queste k + s palline abbiamo k + s − 1 ”spazi”. Scegliendo k − 1 di questi spazi le k + s
palline vengono divise in k gruppi ciascuna contenente almeno una pallina. Poniamo m1 il numero di palline
nel primo gruppo, m2 il numero di palline nel secondo gruppo e cos`ıvia. La scelta di questa spazisi puo` fare
chiaramente in
(
s+k−1
k−1
)
e la dimostrazone e` conclusa. 
La funzione log puo` essere pensata come una funzione aritmetica (non moltiplicativa!). La funzione di
Von Mangoldt Λ e` definita nel seguente modo:
Λ
def
= log ∗µ.
Pur non essendo moltiplicativa la funzione di Von Mangoldt puo` essere calcolata molto facilmente conoscendo
la fattorizzazione in numeri primi.
Proposizione 4.7. Si ha Λ(1) = 0 e se n ≥ 2 abbiamo
Λ(n) =
{
log(p), se n e` potenza di un primo p;
0, altrimenti.
Proof. Dalla descrizione esplicita della funzione di Mo¨bius abbiamo
Λ(ps) = µ(1) log(ps) + µ(p) log(ps−1) = s log(p)− (s− 1) log(p) = log(p).
Sia ora n = pm11 · · · pmrr , con r ≥ 2 e con mi > 0 per ogni i = 1, . . . , r, e poniamo n˜ = p1 · · · pr. Vogliamo
innanzitutto mostrare che Λ(n) = Λ(n˜). Infatti abbiamo
Λ(n) =
∑
d|n
µ(d) log(n/d) =
∑
d|n˜
µ(d) log(n/d),
1. ESERCIZI PER L’ESAME SULLE FUNZIONI ARITMETICHE 29
in quanto µ e` nulla sugli elementi divisi da quadrati. Ne segue
Λ(n) =
∑
d|n˜
µ(d)(log(n/n˜) + log(n˜/d)) =
∑
d|n˜
µ(d) log(n˜/d) = Λ(n˜),
in quanto
∑
d|n˜ µ(d) = e(n˜) = 0.
Quanto a Λ(n˜) abbiamo
Λ(n˜) =
∑
d|n˜
µ(d) log(n˜/d)
=
r∑
k=1
∑
1≤i1<···<ik≤r
(−1)r−k(log(pi1) + · · ·+ log(pik)
= (−1)r
r∑
s=1
log(ps)
r−1∑
h=0
(−1)h+1
(
r − 1
h
)
,
dove abbiamo sfruttato il fatto che ps compare in esattamente
(
r−1
h
)
sottoinsiemi di {p1, . . . , pr} di cardinalita`
h+ 1. Il risultato segue osservando che
r−1∑
h=0
(−1)h+1
(
r − 1
h
)
= −(1− 1)r−1.

1. Esercizi per l’esame sulle funzioni aritmetiche
(1) Sia f l’inversa della funzione Id rispetto alla convoluzione. Determinare f(70) e f(100). Calcolare
f(n) per ogni n.
(2) Sia f la funzione aritmetica data da
f(n) =
∑
d2|n
µ(d).
Stabilire se f e` moltiplicativa e determinarla esplicitamente.
(3) Sia d∗ la funzione aritmetica data da
d∗(n) = |{(a, b) : ab = n, MCD(a, b) = 1}|.
Stabilire se d∗ e` moltiplicativa e determinarla esplicitamente.
(4) Sia g(n) = 1n . Determinare l’inversa da g rispetto alla convoluzione. Determinare una funzione
aritmetica f tale che
1
φ(n)
=
∑
d|n
1
d
f(
n
d
).
(5) Dato k ∈ N determinare esplicitamente la funzione aritmetica
f(n) =
∑
d|n,MCD(d,k)=1
µ(d).
Determinare esplicitamente, per k = 12, f(24) e f(25).

CHAPTER 5
Il teorema dei numeri primi
Dopo aver studiato le principali proprieta` delle funzioni aritmetiche possiamo iniziare lo studio della
successione dei numeri primi. Saremo particolarmente interessati al comportamento asintotico della funzione
pi(x)
def
= |{p primo : p ≤ x}|.
E` ben noto sin dai tempi di Euclide che esistono infiniti numeri primi, o equivalentemente, che
lim
x→+∞pi(x) = +∞.
Denotiamo con p1, p2, . . . la successione dei numeri primi.
Lemma 5.1. Per ogni n ∈ N+ si ha
pn ≤ 22n .
Proof. La dimostrazione di questo risultato generalizza il classico argomento di Euclide utilizzato per
dimostrare che i numeri primi sono infiniti. Poniamo
Nk
def
= p1p2 · · · pk + 1.
Sicuramente esiste un numero primo che divide Nk e questo sara` distinto da p1, . . . , pk. Ne segue che
pk+1 ≤ p1 · · · pk + 1.
Dimostriamo adesso il risultato per induzione. Essendo chiaramente 2 = p1 ≤ 22 abbiamo
pn+1 ≤ p1 · · · pn + 1 ≤ 221222 · · · 22n + 1 = 221+22+···+2n + 1 = 22n+1−2 + 1 ≤ 22n+1 .

Questo lemma ci permette di dare una prima stima grossolana della funzione pi(x):
Proposizione 5.2. Si ha
pi(x) ≥ log(log x)
per ogni x > 1.
Proof. Se pi(x) = n vuol dire che pn ≤ x < pn+1 e quindi, per il Lemma 5.1 abbiamo
x < pn+1 ≤ 22n+1 .
Considerando il logaritmo in base 2 di questa disuguaglianza otteniamo
log x
log 2
= log2 x < 2
n+1
da cui log x < 2n+1 log 2. Considerando ancora il logartimo in base 2 di quest’ultima disuguaglianza otteni-
amo
log(log x)
log 2
< (n+ 1) +
log(log 2)
log 2
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da cui
pi(x) = n >
log(log x)− log(log 2)
log 2
− 1.
Un esercizio standard mostra che per x ≥ 20 si ha log(log x) < log(log x)−log(log 2)log 2 −1. E una semplice verifica
dell’enunciato per x ≤ 20 completa la dimostrazione. 
Prima di poter dare dei risultati piu` precisi sulla funzione pi(x) abbiamo bisogno del seguente risultato
di natura tecnica.
Lemma 5.3. Sia f : [1,+∞)→ R≥0 crescente. Allora per ogni y ≥ 1 si ha
f(1)− f(y) +
∫ y
1
f(t) dt ≤
byc∑
d=1
f(d) ≤ f(y) +
∫ y
1
f(t) dt,
dove byc indica la parte intera di y.
Proof. Se 1 ≤ y < 2 l’enunciato diventa f(1) − f(y) + ∫ y
1
f(t) dt < f(1) < f(y) +
∫ y
1
f(t) dt che e`
senz’altro vero.
Sia quindi y ≥ 2. L’osservazione principale da fare e` che, siccome la funzione f e` crescente si ha
f(d) ≤
∫ d+1
d
f(t) dt ≤ f(d+ 1)
per ogni d ≥ 1. Abbiamo
byc∑
d=1
f(d) =
byc−1∑
d=1
f(d) + f(byc)
≤
∫ byc
1
f(t) dt+ f(byc)
≤
∫ y
1
f(t) dt+ f(y).
D’altra parte
byc∑
d=1
f(d) = f(1) +
byc∑
d=2
f(d)
≥ f(1) +
∫ byc
1
f(t) dt
≥ f(1)− f(y) +
∫ y
1
f(t) dt.

Se f e´ una funzione aritmetica, la funzione F (x)
def
=
∑
n≤x f(n) viene detta funzione di distribuzione di
f .
Lemma 5.4. Siano f, g, h funzioni aritmetiche tali che f ∗ g = h e F , G, H le rispettive funzioni di
distribuzione. Allora
H(x) =
∑
d≤x
f(d)G(x/d) =
∑
d≤x
g(d)F (x/d).
5. IL TEOREMA DEI NUMERI PRIMI 33
Proof. Bastera´ mostrare la prima uguaglianza, la seconda segue dalla commutativita´ del prodotto di
convoluzione. Abbiamo
H(x) =
∑
n≤x
h(n)
=
∑
n≤x
∑
dm=n
f(d)g(m)
=
∑
dm≤x
f(d)g(m)
=
∑
d≤x
f(d)G(x/d).

Per poter dare dei risultati piu` precisi sul comportamento di pi(x) introduciamo le seguenti funzioni
introdotte da Chebyshev. Poniamo
ϑ(x)
def
=
∑
p≤x
log p
e
ψ(x)
def
=
∑
n≤x
Λ(n).
La funzione θ conta i primi p minori o uguali a x con “peso” log p, mentre la funzione ψ conta tutte le
potenze di un primo p minori o uguali a x, sempre con peso log p (si veda la Proposizione 4.7). Osserviamo
anche che ψ e´ la funzione di distribuzione di Λ e che anche ϑ puo` esser vista come funzione di distrbuzione
della funzione g definita da
g(n)
def
=
{
log n se n e´ primo;
0 altrimenti.
Vogliamo ora dare uno dei risultati noti come ”incastri di Chebyshev”
Teorema 5.5. Per ogni x ≥ 2 si ha
log(2)x− 3 log(x) ≤ ψ(x) ≤ 2 log(2)x+ 3
log(2)
log2(x).
Proof. Sia v la funzione aritmetica ausiliaria definita da
v(n)
def
=

1 se n = 1;
−2 se n = 2;
0 se n ≥ 3.
Poniamo inoltre z
def
= log ∗v e denotiamo con Z(x) la corrispondente funzione di distribuzione:
Z(x)
def
=
∑
n≤x
z(n).
Abbiamo, per ogni x ≥ 2, per il Lemma 5.4
Z(x) =
∑
m≤x
v(m)
∑
d≤x/m
log(d)
=
∑
d≤x
log(d)− 2
∑
d≤ x2
log(d);
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ma utilizzando il Lemma 5.3 con f = log e y = xm abbiamo
log 1− log( x
m
) +
∫ x
m
1
log t dt ≤
∑
d≤ xm
log(d) ≤ log( x
m
) +
∫ x
m
1
log t dt,
da cui, osservando che
∫ x/m
1
log t dt = xm log
x
m − xm + 1, otteniamo
− log( x
m
) +
x
m
log
x
m
− x
m
+ 1 ≤
∑
d≤ xm
log(d) ≤ log( x
m
) +
x
m
log
x
m
− x
m
+ 1.
Riprendendo la precedente espressione ottenuta per Z(x) ed utilizzando queste ultime disequazioni con
m = 1, 2 otteniamo
− log(x) + x log x− x+ 1− 2
(
log(
x
2
) +
x
2
log
x
2
− x
2
+ 1
)
≤ Z(x)
e
Z(x) ≤ log(x) + x log x− x+ 1− 2
(
− log(x
2
) +
x
2
log
x
2
− x
2
+ 1
)
e una semplice manipolazione algebrica di queste espressioni ci da´
log(2)x− 1− 3 log x+ 2 log(2) ≤ Z(x) ≤ log(2)x− 1 + 3 log x− 2 log(2)
da cui
(6) log(2)x− 3 log x ≤ Z(x) ≤ log(2)x+ 3 log x.
Vogliamo ora studiare la funzione Z(x) ricordando che per definizione la funzione di Von Mangoldt Λ
verifica la relazione Λ ∗ 1 = log. Consideriamo la funzione aritmetica w def= 1 ∗ v e denotiamo con W (x) la
corrispondente funzione di distribuzione:
W (x)
def
=
∑
n≤x
w(n).
Per il Lemma 5.4 abbiamo
Z(x) =
∑
d≤x
Λ(d)W (x/d).
Andiamo quindi a studiare la funzione W (x). Applicando ancora il Lemma 5.4 otteniamo
W (x) =
∑
d≤x
v(d)
∑
n≤x/d
1 = bxc − 2bx/2c =
{
0 se bxc e´ pari;
1 se bxc e´ dispari.
Da queste ultime espressioni per Z(x) e per W (x) e l’equazione (6) abbiamo che
ψ(x) =
∑
n≤x
Λ(n) ≥
∑
d≤x
Λ(d)W (x/d) = Z(x) ≥ log(2)x− 3 log x,
ottenendo cos´ı una delle due disuguaglianza dell’enunciato. Per ottenere l’altra osserviamo che se x/2 < d ≤
x si ha W (x/d) = 1 per cui
ψ(x)− ψ(x/2) =
∑
x/2<d≤x
Λ(d) =
∑
x/2<d≤x
Λ(d)W (x/d) ≤
∑
d≤x
Λ(d)W (x/d) = Z(x) ≤ log(2)x+ 3 log x,
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per ogni x ≥ 2. Fissato x ≥ 2 sia k il piu´ piccolo intero tale che 2−kx < 2. In altre parole k e´ l’unico intero
compreso in (log2(x/2), log2(x)]. Abbiamo
ψ(x) =
k−1∑
i=0
(
ψ(2−ix)− ψ(2−i−1x))
≤
k−1∑
i=0
(
log(2)2−ix+ 3 log(2−ix)
)
≤ 2 log(2)x+
k−1∑
i=0
3 log(x)
= 2 log(2)x+ k3 log(x)
≤ 2 log(2)x+ 3log
2 x
log 2
.

Un esercizio (non facile) potrebbe essere quello di riprendere la dimostrazione di questo teorema definendo
v(1) = 1, v(2) = −1, v(3) = −1, v(5) = −1), v(30) = 1 e v(n) = 0 per gli altri n, migliorando le costanti
log 2 e 2 log 2.
Vogliamo ora mostrare come l’incastro di Chebyshev per la funzione ψ ottenuto nel Teorema 5.5 permette
di costruire un risultato analogo per la funzione ϑ. Vedremo piu´ avanti come da questi risultati possiamo
ottenere un analogo incastro per la funzione pi.
Teorema 5.6. Siano A e B due costanti reali tali che A ≤ B. Le seguenti affermazioni sono equivalenti
(1) Esistono due funzioni Aψ, Bψ : R+ → R tali che limx→+∞Aψ(x) = A e limx→+∞Bψ(x) = B e
xAψ(x) ≤ ψ(x) ≤ xBψ(x);
(2) Esistono due funzioni Aϑ, Bϑ : R+ → R tali che limx→+∞Aϑ(x) = A e limx→+∞Bϑ(x) = B e
xAϑ(x) ≤ ϑ(x) ≤ xBϑ(x);
Proof. Abbiamo
0 ≤ ψ(x)− ϑ(x) =
∑
p primo
∑
{r≥2: pr≤x}
log p
=
∑
p≤√x
log p
(⌊ log x
log p
⌋
− 1
)
≤
∑
p≤√x
log p
log x
log p
≤ √x log x.
Il risultato adesso segue direttamente. Supponiamo ad esempio che la (1) sia verificata. Siccome ϑ(x) ≤ ψ(x)
per ogni x possiamo senz’altro scegliere Bϑ = Bψ. Abbiamo inoltre
ϑ(x) ≥ ψ(x)−√x log x ≥ xAψ(x)−
√
x log x = x(Aψ(x)− log x√
x
);
bastera´ quindi porre Aϑ(x) = Aψ(x)− log x√x . 
I Teoremi 5.5 e 5.6 ci permetteranno di dare una buona stima della funzione pi. Avremo bisogno del
seguente risultato che ricorda la formula di integrazione per parti.
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Lemma 5.7 (Sommatoria per parti). Siano a, b ∈ R+, a ≤ b, e f una funzione di classe C1 sull’intervallo
[a, b]. Sia inoltre g una funzione aritmetica e G(x) =
∑
n≤x g(n) la corrispondente funzione di distribuzione.
Allora ∑
a<n≤b
g(n)f(n) = G(b)f(b)−G(a)f(a)−
∫ b
a
f ′(t)G(t) dt.
Proof. ∑
a<n≤b
g(n)f(n) =
∑
a<n≤b
g(n)
∫ n
a
f ′(t) dt+ (G(b)−G(a))f(a)
=
∫ b
a
f ′(t)
∑
t<n≤b
g(n) dt+ (G(b)−G(a))f(a)
= −
∫ b
a
f ′(t)G(t) dt+G(b)
∫ b
a
f ′(t) dt+ (G(b)−G(a))f(a)
= −
∫ b
a
f ′(t)G(t) dt+G(b)f(b)−G(a)f(a).
Per giustificare il passaggio dalla prima alla seconda riga si si puo` procedere nel modo seguente. Ricordiamo
intanto la regola di inversione di due sommatorie:∑
a<n≤b
∑
a<j≤n
ci,j =
∑
a<j≤b
∑
j≤n≤b
ci,j .
Per j ∈ (a, b] ∩ N poniamo j− = max(j − 1, a) e bj =
∫ j
j−
f ′(t) dt. Abbiamo∑
a<n≤b
g(n)
∫ n
a
f ′(t) dt =
∑
a<n≤b
g(n)
∑
a<j≤n
bj =
∑
a<j≤b
∑
j≤n≤b
bjg(n)
=
∑
a<j≤b
∫ j
j−
f ′(t) dt
∑
j≤n≤b
g(n) =
∑
a<j≤b
∫ j
j−
(
f ′(t)
∑
t<n≤b
g(n)
)
dt
=
∫ b
a
(f ′(t)
∑
t<n≤b
g(n)) dt
dove abbiamo utilizzato che se t ∈ (j−, j) allora n ≥ j se e solo se n > t. 
Siamo ora pronti ad enunciare il risultato piu´ importante di questo capitolo.
Teorema 5.8. Siano A e B due costanti reali tali che A ≤ B. Le seguenti affermazioni sono equivalenti
(1) Esistono due funzioni Api, Bpi : R+ → R tali che limx→+∞Api(x) = A e limx→+∞Bpi(x) = B e
x
log x
Api(x) ≤ pi(x) ≤ x
log x
Bpi(x);
(2) Esistono due funzioni Aϑ, Bϑ : R+ → R tali che limx→+∞Aϑ(x) = A e limx→+∞Bϑ(x) = B e
xAϑ(x) ≤ ϑ(x) ≤ xBϑ(x);
Proof. Consideriamo la funzione aritmetica ausiliaria
g(n)
def
=
{
log n se n e´ primo;
0 altrimenti.
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e ricordiamo che la funzione di distribuzione di g e´ proprio ϑ(x). Osserviamo anche che
pi(x) =
∑
3
2<n≤x
g(n) · 1
log n
.
ed utilizzando la formula di sommatoria per parti abbiamo
pi(x) =
ϑ(x)
log x
− ϑ(3/2)
log(3/2)
+
∫ x
3
2
ϑ(t)
t log2 t
dt.
E osservando che ϑ(3/2) = 0 abbiamo
pi(x)− ϑ(x)
log x
=
∫ x
3
2
ϑ(t)
t log2 t
dt ≥ 0
Supponiamo ora che ϑ(t) ≤ xBϑ(x). Siccome Bϑ converge possiamo senz’altro assumere che Bϑ sia limitata
e sia C una costante tale che Bϑ(x) ≤ C per ogni x ∈ R+. Allora θ(x) ≤ Cx per ogni x ≥ 1 e quindi
pi(x)− ϑ(x)
log x
=
∫ x
3
2
ϑ(t)
t log2 t
dt
≤ C
∫ x
3
2
1
log2 t
dt
= C
(∫ √x
3
2
1
log2 t
dt+
∫ x
√
x
1
log2 t
dt
)
≤ C
(√x− 3/2
log2(3/2)
+
x−√x
log2(
√
x)
)
≤ C ′ x
log2(x)
per un’altra opportuna costante C ′. Vediamo quindi che (1) implica (2). Abbiamo
ϑ(x) ≤ log(x)pi(x) ≤ log(x) x
log x
Bpi(x) = xBpi(x)
e possiamo quindi scegliere Bϑ(x) = Bpi(x). Inoltre
ϑ(x) ≥ log x
(
pi(x)− C ′ x
log2(x)
)
≥ log x
( x
log x
Api(x)− C ′ x
log2(x)
)
= x
(
Api(x)− C ′ 1
log x
)
.
Possiamo ora verificare che (2) implica (1). Infatti, abbiamo
pi(x) ≥ ϑ(x)
log(x)
≥ Aϑ(x) x
log x
e possiamo quindi scegliere Api = Aϑ. D’altra parte
pi(x) ≤ ϑ(x)
log x
+ C ′
x
log2(x)
≤ x
log x
(
Bϑ(x) + C
′ 1
log x
)
e il risultato segue ponendo Bpi(x) = Bϑ(x) + C
′ 1
log x . 
Teorema 5.9. Esistono due funzioni A(x) e B(x) tali che limx→+∞A(x) = log 2 e limx→+∞B(x) = 2 log 2
per cui
A(x)
x
log x
≤ pi(x) ≤ B(x) x
log x
.
Proof. Segue direttamente dai Teoremi 5.5, 5.6, 5.8. 
Teorema 5.10 (Postulato di Bertrand). Per ogni x ≥ 1 esiste un numero primo nell’intervallo (x, 2x].
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Proof. Vogliamo dimostrare che ϑ(x) − ϑ(x/2) > 0 per ogni x ≥ 2. Ricordando dalla dimostrazione
del Teorema 5.6 che ϑ(x) ≤ ψ(x) ≤ ϑ(x) +√x log x abbiamo che
ϑ(x)− ϑ(x/2) ≥ ψ(x)− ψ(x/2)−√x log x
e sara´ quindi sufficiente mostrare che ψ(x)− ψ(x/2)−√x log x > 0. Ricordiamo ora che
Z(x) =
∑
n≤x
Λ(n)W (x/n) =
(
ψ(x)− ψ(x/2))+ (ψ(x/3)− ψ(x/4))+ · · · ≤ ψ(x)− ψ(x/2) + ψ(x/3),
dove abbiamo sfruttato l’espressione esplicita per W (x) ottenuta nella dimostrazione del Teorema 5.5. Il
teorema 5.5 ci assicura inoltre che
ψ(x/3) ≥ −2 log 2 x
3
− 3
log 2
log2(x/3),
mentre dalla sua dimostrazione abbiamo che Z(x) ≥ log 2x− 3 log x.
Abbiamo quindi
ψ(x)− ψ(x/2)−√x log x ≥ Z(x)− ψ(x/3)−√x log x
≥ log(2)x− 3 log x− 2 log 2
3
x− 3
log 2
log2(x/3)−√x log x
=
log 2
3
x− 3 log x− 3
log 2
log2(x/3)−√x log x.
E` chiaro che questa funzione diverge per x→ +∞ e quindi dobbiamo determinare a partire da quale valore
si mantiene positiva. Se ho fatto bene i conti abbiamo log 23 x − 3 log x − 3log 2 log2(x/3) −
√
x log x > 0 per
x > 3000. E una verifica dell’enunciato per x < 3000 completa la dimostrazione. 
CHAPTER 6
Complementi
Sia ora P (x) un polinomio.E` noto dall’analisi che esiste un polinomio in due variabili r(x, y) dato x0
esiste ξ tale che
P (y) = P (x) + P ′(x)(y − x) + r(x, y)(y − x)2
Oppure [Theorem 3.18, Nathanson] Il prossimo risultato merita un nome
Teorema 6.1 (Lemma di Hensel). Sia P (x) ∈ Z[x] un polinomio con coefficiente direttore non divisibile
per p. Sia x1 tale che P (x1) ≡ 0 mod p e P ′(x1) 6≡ 0 mod p. Allora per ogni k > 0 esiste xk ∈ Z tale che
P (xk) ≡ 0 mod pk e xk ≡ xk−1 mod pk−1.
Proof. Procediamo per induzione su k, il caso k = 1 essendo l’ipotesi del teorema. Sia quindi xk−1
tale che P (xk−1) ≡ 0 mod pk−1. Sia xk = xk−1 + ypk−1 e cerchiamo y in modo che P (xk) ≡ 0 mod pk.
Abbiamo
P (xk) = P (xk−1 + ypk−1) = P (xk−1) + P ′(xk−1)ypk−1 + r(xk−1, xk)y2p2k−2.
Basta determinare y tale che P (xk−1)
pk−1 + P
′(xk−1)y ≡ 0 mod p. Tale y esiste in quanto xk−1 ≡ x1 mod p e
quindi P ′(xk−1 none` divisibile per p. 
Il prossimo risultato puo` apparire un po’ piu` sorprendente.
Proposizione 6.2. Sia p un primo dispari e a un intero non divisibile per p. Allora ae` un residuo quadratico
mod pk se e solo see` un residuo quadratico mod p.
Proof. Consideriamo il polinomio P (x) = x2 − a. Sia x1 una soluzione mod p. Si ha P ′(x) = 2x e
quindi P ′(x1) 6= 0. Il lemma di Hensel permette di concludere.

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