A fourth-order compact scheme is proposed for a fourth-order subdiffusion equation with the first Dirichlet boundary conditions. The fourth-order problem is firstly reduced into a couple of spatially second-order system and we use an averaged operator to construct a fourth-order spatial approximation. This averaged operator is compact since it involves only two grid points for the derivative boundary conditions. The L1 formula on irregular mesh is considered for the Caputo fractional derivative, so we can resolve the initial singularity of solution by putting more grid points near the initial time. The stability and convergence are established by using three theoretical tools: a complementary discrete convolution kernel, a discrete fractional Grönwall inequality and an error convolution structure. Some numerical experiments are reported to demonstrate the accuracy and efficiency of our method.
Introduction
During the past several decades, fractional differential equations has become increasingly popular due to its wide applications in science and engineering [3, 7, 21] , including physics, chemistry, biochemistry and finance. Despite analytic solutions of fractional differential equations may be found in some special cases [14] by using Green function, Laplace and Fourier transforms, most of practical problems can not be solved analytically. Therefore, it is instructive to develop efficient numerical methods for time-fractional diffusion equations. There are a lot of works contributed to the numerical solutions of subdiffusion and superdiffusion problems. For examples, Sun and Wu [25] constructed a fully discrete difference scheme by the method of order reduction for a diffusion-wave system, and the corresponding solvability, stability and convergence were proved by the discrete energy method. Based on the Grünwald-Letnikov discretization of Riemann-Liouville derivative, Cui [2] developed and analyzed a high-order compact finite difference scheme for solving one-dimensional fractional diffusion equation. Gao and Sun [5] investigated a compact difference scheme for the subdiffusion equation and proved the solvability, stability and convergence by the discrete energy method.
Apart from the second-order subdiffusion problem discussed in [2, 5, 25] and the references therein, the spatially fourth-order partial differential equations act an important role in modern science and engineering, for instance, ice formation [19, 20] , fluids on lungs [8] and the propagation of intense laser beams in a bulk medium with Kerr nonlinearity [13] . Also, there are a great amount of works on the fourth-order fractional partial differential equations. Agrawal [1] derived a general solution for a fourth-order fractional diffusion-wave equation defined in a bounded space domain by using the finite sine transform technique and Laplace transform. The solutions of a generalized fourth-order fractional diffusion-wave equation was obtained in [6] by using the homotopy perturbation method. Jafari et al. [11] showed that the Adomian decomposition method is an useful analytical method for solving fourth-order fractional diffusion-wave equation. One of typical fourth-order subdiffusion equations reads [12] , ∂ α t u + ∂ 4 u ∂x 4 = qu + f (x, t) for 0 < x < L and 0 < t ≤ T , (1.1)
with an initial condition u(x, 0) = u 0 (x). Here, the reaction coefficient q is a constant. ∂ α t u denotes the fractional Caputo derivative of order α (0 < α < 1) that is defined by [7] , (∂ In the literatures [4, 9, 12, 26, 27] , there are several kinds of boundary conditions, including (BC0) u(0, t) = b 0l (t), u(L, t) = b 0r (t), (BC1) u x (0, t) = b 1l (t), u x (L, t) = b 1r (t), (BC2) u xx (0, t) = b 2l (t), u xx (L, t) = b 2r (t), (BC3) u xxx (0, t) = b 3l (t), u xxx (L, t) = b 3r (t), where 0 < t ≤ T . Always, the combination (BC0)-(BC1) is called the first Dirichlet boundary conditions; (BC0) and (BC2) are called the second Dirichlet boundary conditions; while (BC1)-(BC2), and the combination (BC1) and (BC3) are called Neumann boundary conditions. In general, it is useful to introduce an auxiliary variable v = ∂ 2 u ∂x 2 to transform the fourth-order subdiffusion equation (1.1) into the following equivalent system
subject to proper boundary conditions.
For treating the second Dirichlet boundary conditions (BC0) and (BC2), one can use the classical compact operator Aw i := 1 12 (w i−1 + 10w i + w i+1 ) for 1 ≤ i ≤ M − 1, because the boundary conditions for the variables u and v are Dirichlet-type [4, 9, 10, 27] . A finite difference scheme for the fourth-order fractional diffusion-wave system with the second Dirichlet boundary conditions was proposed by Hu and Zhang [10] , and was proved to be uniquely solvable, stable and convergent in the L ∞ norm by the discrete energy method. They [9] also constructed a high-order compact difference scheme combining with the temporal extrapolation technique for the fourth-order fractional diffusion-wave system. Guo et al. [4] derived two numerical schemes for a fourth-order subdiffusion equation. By using the Fourier method, they showed that the two finite difference schemes are unconditionally stable. Zhang et al. [27] proposed a compact scheme with a convergence order O(τ 2 + h 4 ) for the fourth-order subdiffusion equation with the second Dirichlet boundary conditions. Using the special properties of L2-1 σ formula and the mathematical induction, they proved the unconditional stability and convergence by discrete energy method.
However, the compact operators of the fourth-order derivative with other boundary conditions, such as first Dirichlet conditions and Neumann boundary conditions, are quite different, especially at the boundary points. Recently, Yao et al. [26] derived a compact difference scheme of order O(τ 2 + h 4 ) for fourth-order subdiffusion equations subject to Neumann boundary conditions (BC1) and (BC3). The stability and convergence in the L 2 norm were established for the proposed scheme using the following compact operator
In addition, for the fourth-order subdiffusion equation (1.1) with the first Dirichlet boundary conditions (BC0)-(BC1), Ji et al. [12] developed a fourth-order scheme based on the following averaged operator
The fully discrete scheme were constructed by combining the above operator for the spatial derivative with the uniform L1 formula for the Caputo derivative. The difference scheme were proved to be unconditionally stable and convergent in the L 2 norm by discrete energy method. However, the spatial approximation is not compact since the averaged operator employs four grid points at the boundary points.
It is worth mentioning that the theoretical analysis and the corresponding convergence order in [4, 9, 10, 12, 26, 27] are always limited because the solution of (1.1) is essentially nonsmooth near the initial time. More seriously, as pointed out in [22] , the classical H 1 norm analysis and the H 2 norm analysis [9, 10] for the fourth-order problem always lead to a loss of temporal accuracy when the solution is weakly singular near t = 0. In this article, we will construct a fourth-order compact difference scheme for the fourth-order subdiffusion equation (1.1) with the boundary conditions (BC0)-(BC1), and establish sharp L 2 and L ∞ norms error estimates under more realistic time regularity of solution. The main contributions include:
(1) The new compact approximation of the boundary condition (BC1) involves only two grid points near the boundary, which is simpler than the approach [12] using four grid points.
(2) The initial singularity of solution is taken into account and resolved by employing nonuniform time steps. More interestingly, our method and the numerical analysis are available on general nonuniform meshes but not just some specific ones.
(3) Sharp error estimates in the L 2 and maximum norms are obtained by applying an improved fractional Grönwall inequality and a convolution structure of consistency error.
We discretize the time interval [0, T ] by 0 = t 0 < t 1 < t 2 < · · · < t N = T with variable timestep sizes τ k := t k − t k−1 for 1 ≤ k ≤ N . Let the maximum step size τ := max 1≤k≤N τ k , and the adjoint step ratio
For the numerical analysis of the fourth-order compact difference approximation in space, we take Ω := (0, L) and impose the following assumptions
for 0 < t ≤ T, where the parameter σ ∈ (0, 1) ∪ (1, 2) reflects the time regularity of solution. To resolve the initial singularity of solution, it is natural to put more mesh points near the initial time. Specifically, the limitation of time steps is given as follows
The parameter γ controls the extent to which the grid points are concentrated near t = 0. A practical example satisfying AssG is an initially graded grid t k = T (k/N ) γ , which has been discussed in [15, 18, 24] . The remainder of this paper is organized as follows. Some notations and auxiliary lemmas, are presented in next section. Also, the fourth-order difference scheme and its numerical implementation are discussed in Section 2. The stability and convergence of our method are established in Section 3. Numerical examples are performed in Section 4 to demonstrate the accuracy and efficiency of the proposed scheme. Throughout this article, any subscripted C, such as C u and C v , denotes a generic positive constant, not necessarily the same at different occurrences, which may be dependent on the given data and the solution but independent of temporal and spatial mesh sizes.
2 A fourth-order compact scheme
Nonuniform L1 formula
The well-known nonuniform L1 formula of Caputo derivative is denoted by
in which the discrete convolution coefficients a
Furthermore, for fixed integer n ≥ 2, the discrete L1 kernels of a
We recall the improved discrete fractional Grönwall inequality in [16, 22] , which is applicable for any nonuniform time meshes and suitable for a variety of discrete fractional derivatives having a discrete form of
, gathers previous (slightly simplified) results from Section 2 (including the main result, Theorems 2.3) in [22] .
Lemma 2.1 Assume that the discrete convolution kernels {a (n) n−k } n k=1 satisfy the assumptions:
Ass1. The discrete kernels are monotone, that is, a
Ass2. There is a constant π a > 0, a
Ass3. There is a constant ρ > 0 such that the local step ratio
Define also a sequence of discrete complementary convolution kernels {p
Then the discrete complementary kernels p (n) n−j ≥ 0 are well-defined and fulfill
Suppose that λ is a non-negative constant independent of the time-steps and the maximum step
then it holds that, for 1 ≤ n ≤ N ,
Note that, the definition (2.2) and the decreasing property (2.3) show that the discrete L1 kernels a (n) n−k fulfill two assumptions Ass1-Ass2 in Lemma 2.1 with π a = 1. In what follows, we will use the results of Lemma 2.1, including the complementary convolution kernels {p
defined by (2.4), without further declarations.
Fourth-order compact approximation
The discretization of space derivatives will be processed. Take a positive integer M , let the spatial step size h := L/M and the discrete grid Ω h :
As usual, define the discrete inner product
and the associated discrete L 2 norm v := v, v . Also, we will use the discrete
In constructing the compact approximation, we employ the following averaged operator 
Lemma 2.3 If f is smooth and θ(s)
Proof. The formula of Taylor expansion with integral remainder gives
A simple calculation shows that the above equality could be written as
Again, using the Taylor expansion, we have
Multiplying both sides of the above equality (2.12) by 1 3 , and adding the factor
Subtracting (2.11) from (2.13) yields the first result. The second equality follows similarly and the proof is completed.
A fourth-order difference scheme
Let the grid functions u n i and v n i be the discrete approximations of exact solutions U n i := u(x i , t n ) and V n i := v(x i , t n ), respectively, for 0 ≤ i ≤ M and 0 ≤ n ≤ N . From Lemma 2.2, it is easy to know that the compact approximations of (1.2)-(1.3) at the interior points read
For the left boundary point x = 0, taking the limit x → 0 + to the equation (1.2), one has
(2.14)
Moreover, we differentiate the governing equation (1.2) with respect to x and find
Taking the limit x → 0 + leads to
Combining the equations (2.14)-(2.15) with Lemma 2.3, we obtain a fourth-order approximation of the boundary condition (BC1) at the left boundary
The numerical approximation at the other boundary x = L can be derived similarly. In summary, we obtain the following compact scheme for the equations (1.2)-(1.3) subject to boundary conditions (BC0)-(BC1),
17) 20) with
Numerical implementation
The direct implementation of (2.16)-(2.19) involves two independent variables {u n i , v n i } and leads to a very large algebraic system of linear equations. Here we eliminate the auxiliary grid function {v n i } in (2.16)-(2.19) to obtain a self-contained difference system with respect to the original variables {u n i }. Acting the difference operators A and δ 2
x on the equations (2.16)-(2.17) for 2 ≤ i ≤ M − 2, respectively, and adding the resulting two equalities, we obtain the difference equation
According to the definition (2.10) of Av n 0 , one has
Using equations (2.16) and (2.17) for i = 1, 2, we can rewrite the boundary scheme (2.18) into 
It is seen that the desired numerical solution {u n i } can be computed by solving the linear difference equations (2.21) -(2.23) together with the boundary values in (2.20) . Once the discrete solution {u n i } is available, the auxiliary function {v n i } can be obtained by solving another selfcontained algebraic system consisted of difference equations (2.17)-(2.19).
Stability and convergence
This section presents the numerical analysis of fourth-order difference scheme (2.16)-(2.20). We introduce some preliminary lemmas, which are useful for the stability and convergence analysis. 
Thus, by using the definition (2.8) of δ 2
x and the discrete version of first Green formula
It completes the proof. 
Lemma 3.3 For any grid function
v n ∈ V h for 0 ≤ n ≤ N , D α N Av n = AD α N v n and D α N δ 2 x v n = δ 2 x D α N v n .
Lemma 3.4 For any function
v n ∈ V h for 0 ≤ n ≤ N , D α N v n , v n ≥ 1 2 n k=1 a (n) n−k ∇ τ ( v k 2 ). Proof.
Stability
We present the stability of compact scheme (2.16)-(2.20) in the discrete L 2 and L ∞ norms. Consider the following perturbed system
where ξ n i and η n i denote the exterior spatial forces, while ζ n i represents the exterior force in time direction. Letũ n i := u n i −ū n i andṽ n i := v n i −v n i . We have the following perturbed equations of our numerical scheme (2.16)-(2.20),
subject to the zero-valued boundary conditionsũ n 0 =ũ n M = 0 for 1 ≤ n ≤ N . Here and hereafter, q + := max{q, 0} denotes the positive part of q. 
So the compact scheme (2.16)-(2.20) is stable in the discrete L 2 norm.
Proof. Making the inner product of the equations (3.1)-(3.2) by 2Aũ n and 2Aṽ n , respectively, and adding the two resulting equalities, one has 2 AD α Nũ
Lemma 3.2 shows that δ 2 xṽ n , Aũ n = δ 2 xũ n , Aṽ n . Obviously, the Cauchy-Schwarz and Young inequalities yield
Thus the equality (3.3) becomes
Apply Lemma 3.4 to the left hand side of (3.4), it follows that
which takes the form of (2.7) with the following substitutions
The discrete fractional Grönwall inequality in Lemma 2.1 gives the claimed inequality,
Thus the estimate (2.6) of m = 0 and Lemma 3.1 complete the proof. 
Taking the inner product of the equations (3.1) and (3.6) by 2δ 2 xṽ n and 2Aṽ n , respectively, and adding the two resulting equalities, we have
Lemmas 3.2-3.3 imply that
Lemma 3.2 and the equation (3.2) yield
Recalling the inequality 1 3 u 2 ≤ Au 2 in Lemma 3.1, we apply the Young and Cauchy-Schwarz inequalities to get
Then, applying Lemma 3.4, one obtains from (3.7) that
which has the form of (2.7) with the following substitutions v k := Aṽ k ,
The discrete fractional Grönwall inequality in Lemma 2.1 states that, if the maximum time-step size τ ≤ 1/ α 4Γ(2 − α)q + , it holds that
Applying the estimate (2.6) of m = 0, one has
Using the L1 formula (2.1), we exchange the summation order to find that
where the identity (2.5) has been used in the equality. Then one gets from (3.8) that
Then we employ the triangle inequality and the equation (3.2) to obtain
It yields the claimed estimate (3.5). Then the embedding inequality (2.9) implies that the compact scheme (2.16)-(2.20) is stable in the discrete L ∞ norm. It completes the proof.
Convergence
Denote the local consistency error at time t = t n of the nonuniform L1 formula (2.1) by
Now we present the unconditional convergence of discrete solution in the discrete L 2 and L ∞ norms. It is to mention that, our convergence results are always valid on a general class of nonuniform meshes (if the convergence order is not concerned), because the error convolution structure of Υ n [v] and the global consistency error
| in the next lemma are valid without any priori information of time grids. The detail proof can be found in Lemmas 3.1 and 3.3 (taking ǫ = 0) in [18] . 
where G k is defined by
Suppose that there exists a constant 2) is a parameter. Then the global consistency error
where the discrete complementary convolution kernels p (n) n−j are defined by (2.4). Specially, if the time mesh satisfies AssG, the global consistency error can be bounded by
Remark 1 In the above global consistency error of L1 formula (2.1), the factor 1 1−α , tending to infinity as the fractional order α → 1, is mainly due to the application (taking m = 0) of the rough estimate (2.6) for discrete complementary convolution kernels p (n) n−j . It does not imply that the L1 formula (2.1) can not employed when α → 1. Actually, this factor disappears if we apply the case m = 1 of (2.6) to evaluate the consistency error, although it would lead to a little lose of time accuracy.
Remark 2 (conjecture) The discrete complementary convolution kernels p (n) n−j , simulates the kernel of the Riemann-Liouville integral (J α t v)(t) := t 0 ω α (t − s)v(s) ds, see more details in [15, 16] for the construction of p (n) n−j . It is reasonable to conjecture that
because it directly makes the estimate (2.6) available. Actually, we have
ω α (t n − s)ω 1+mα−α (s) ds = π a ω 1+mα (t n ) for m = 0, 1 and n ≥ 1.
In such case, one may derive a more sharp (pointwise) estimation of the global consistency error
of nonuniform L1 formula (2.1); Nonetheless, up to now, we are not able to verify the estimate (3.9) from the definition (2.4) in mathematical manner.
For the underlaying linear problem (1.1), the essentially initial singularity can be resolved by using the graded-like time mesh AssG. Let e n i :
It is not difficult to find that the error functions e n i ∈V h and ǫ n i ∈ V h satisfy the following error system
10)
where R sv and R su denote the truncation errors in space. 
Furthermore, if the mesh satisfies AssG, then
Proof. By presenting a similar proof of Theorem 3.1, we obtain that, for 1 ≤ n ≤ N ,
We proceed to estimate the right-hand side of (3.13). At first, Ae 0 = 0. Under the first regularity assumption in (1.4), one applies Lemmas 2.2 and 2.3 to obtain the following spatial errors of fourth-order discretizations,
By using Lemma 3.5 combined with the third assumption in (1.4), the global consistency error
Thus, with the help of Lemma 3.1, one obtains from (3.13) that
If the mesh satisfies AssG, it leads to the desired estimate (3.12) and completes the proof.
Theorem 3.4 Assume that the solution u of (1.1) fulfills the regularity assumption (1.4) for the parameter σ ∈ (0, 1)∪ (1, 2) . If the maximum time-step τ ≤ 1/ α 4Γ(2 − α)q + , the numerical solution of (2.16)-(2.20) is convergent in the discrete L ∞ norm, namely
for 1 ≤ n ≤ N . Specially, if the time mesh fulfills AssG, then
for 1 ≤ i ≤ M − 1 and 1 ≤ j ≤ n. Lemma 3.5 with the third assumption in (1.4) yields the global consistency error
Therefore, collecting the above error estimates, one derives from (3.16) that
for 1 ≤ n ≤ N . Now we apply the triangle inequality and the error equation (3.11) to get
Then the embedding inequality (2.9) yields the error estimate (3.14). When the time mesh satisfies AssG, the desired estimate (3.15) follows from Lemma 3.5. The proof is completed.
Numerical experiments
We report numerical results to support the convergence theory. The suggested compact difference scheme (2. 2N ) ) .
The tests of spatial accuracy are reported in Tables 1-2 , which confirm the fourth-order accuracy in space. The temporal rate is examined in Tables 3-6 by four scenarios. The computational parameters are listed as follows,
• Table 1 : N = 10000, σ = 1.3 and γ = 2 with fractional orders α = 0.3, 0.5 and 0.7.
• Table 2 : N = 10000, α = 0.3 and γ = 2 with fractional orders σ = 1.3, 1.5 and 1.7.
• Table 3 : M = 100, α = 0.9 and σ = 1.9 with grid parameters γ = 1, 1.5 and 2.
• Table 4 : M = 600, σ = 0.3 and γ = 5 with grid parameters α = 0.3, 0.5, 0.7.
• Table 5 : M = 600, α = 0.5 and σ = 0.3 with grid parameters γ = 4, 5 and 6.
• Table 6 : M = 600, α = 0.4 and σ = 0.3 with grid parameters γ = 4, 5 and 6. The numerical result in Table 3 (with M = 600, α = 0.9 and σ = 1.9) shows that the discrete scheme of (2. The optimal time accuracy O(τ 2−α ) is observed when the grid parameter γ > (2 − α)/σ. Thus the L 2 error estimate (3.12) and L ∞ error estimate (3.15) are sharp.
