New eigenvalue estimates for complex matrices  by Rojo, Oscar et al.
Computers Math. Applic. Vol. 25, No. 3, pp. 91-97, 1993 0097-4943/93 $5.00 + 0.00 
Printed in Great Britain. All rights reserved Copyrlght{~ 1993 Pergamon Press Ltd 
NEW E IGENVALUE EST IMATES FOR COMPLEX MATRICES 
OSCAR ROJO AND RICARDO L. SOTO 
Departamento de Maten~ticas, Universidad Catdfica del Norte 
CMilla 1280, Antofaguta, Chile 
HECTOR ROJO 
Departamento de Matem~icu,  Universidad e Antofaguta 
Casilla 170, Antofag~ta, Chile 
(Received March 1992) 
Abst rac t - - In  a recent work [1], we have proved that all the eigenvalues Aj of a complex nmtrix A 
m 1/2 
of order n lie in a disk with center at ~ and radius [ -~  (~"~:=1 'Ak'2 ' 'rnAl~)l - . In this 
l~l~r,  we prove that the eigenv-,lues of A are contained in a rectangle with vertices on the boundary 
circle of the mentioned isk, improving in this way the result in [1]. We recall some in~lualit i~ which 
allow us to bound the radius of the disk and the rectangle. The bounds can be computed without 
knowing the eigcmvalues of A. 
1. INTRODUCTION 
Tarazaga has established [2] that all the eigenvaiues Ai of a real symmetric matrix A lie in the 
one-dimensional disk with center at ~ and radius [ -~  01Al l2-  (trnA)2)]'/2, where trA and 
IIAIIF denote the trace and the Frobenius matrix norm of A, respectively. 
In [1] it was proved that i fA  is an n by n complex matrix with eigenvalues AI, A2,... ,  An, then [ (. )]I,2 
(i) 
for j=  1,2,...,n. 
Since ~=I  IAkl 2 -~ IIAII~, inequality (I) can be replaced by 
IA#-tz~I< [~-!(llAII ~. ItrAl~)] 1/2, (2) 
which is Corollary 3 of [I] and allows us to compute the radius of the disk without knowing the 
eigenvalues of A. 
To obtain the inequality (I), we used the following lemma proved in [1]: 
LEMMA 1. If dl ,d2,. . .  ,d, are complex numbers, which satisfy dl + d2 + ... + dn, then 
idol 2 _<. - 1 ~ idhl2 ' (3) 
n 
k=l 
[orj = 1,2,...,n. 
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We observe that it is sufficient o prove (3) for real dj. This is done in [1,3]. 
Lemma 1 becomes: 
Ifdl,d~, ... dn are real numbers uch that dl + d2 + .. .  + dn = 0, then 
In this case, 
n 
d~ _< n -  1 ~d~,  (4) 
n 
k=l  
for j  = 1,2,.. . ,n. 
In Section 2, we prove the main result of the paper. This result shows that all the eigenvalues 
of A are contained in a rectangle with vertices on the boundary circle of the disk defined by (1). 
In Section 3, we recall some inequalities which allow us to bound the radius of the disk and the 
rectangle. The bounds obtained can be computed without he knowledge of the eigenvalues ofA. 
In particular, the bound for the radius strictly improves that given in (2) when A is a non-normal 
matrix. Finally, in Section 4, we include some examples. 
2. THE MAIN RESULT 
The next theorem is the main result of this work. 
THEOREM 2. Let A be a complex matrix of order n, with eigenvalues )q, )~2,..., )~n. Then, all 
the ~j lie in the rectangle 
5,  - +5 x ~,- -+~ , (5 )  
n n 
where 
5= k 2 (~(tr A))2)] 1/2 n 
(~(tr A))2)] 1/2 n
and 
This rectangle is included in the disk defined by (1) and its vertices are on the boundary circle. 
PROOF. The real parts and imaginary parts of the numbers ~1 - ~A )~2 t~, . . . ,  ~,~ _ trA,~ 
satisfy the condition of the inequality (4). Therefore, we may apply twice this inequality to obtain 
(~R,~j ~ (tr A) / 2 n  - < n - 1 ~-~. ( n  ~k  ~ (~A) )  2 
k=l  





/O'~J ~(trA)/2n -< n - l '~ /n  ~Ak ~(~A)/2-- . 
k=l  
n-1  C"_~I ( (~(trA))2)  
= 9 ,~k)  2 
n n 
(¢) 
for j = 1,2,..., n, respectively. 
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We now may write (6) and (7) as 
-'1 I °'trA'l (trA _< a and ~Aj - -  _</~, B n 
for j = 1,2,... ,n, respectively. 
Hence, the rectangle (5) contains all the eigenvalues Aj of the matrix A. 
Since a 2 +/~2 = n~l (E~=I [Ak[ 2 -  ltrAl~)n , it follows that the rectangle is included in the 
disk defined by (1). The vertices of the rectangle are on the boundary circle. | 
In practice, we do not know the eigenvalues Aj. This impedes us to use (1) and (5)"directly. 
However, for a matrix with real spectrum, we have the following result. 
COROLLARY 3. Let A be an n by n matrix with real eigenvalues A1,A2,... ,An. Then 
Aj -~-  < ( _n_~( t r (A2)  ( t rA)2) )x /2 .  (8) 
PROOF. Since the eigenvalues of A are real, ~=l (~Ak)  2 = E~=I A~ = tr (A2), ~)Ak = 0 for all 
k, ~ (tr A) = tr A, and/~ = 0. Now it is cleat that (8) follows from (5). | 
Let R be the radius of the disk (I) and define 
S = Ak n 
Let M = m.ax  ,[AJ - ,,,tr~A [. Then we have 
J 
= __t <_M. S = IAk[ 2 [ tr_A[2 112 2 
n 
k=l  
Now we can prove the following theorem. 
THEOREM 4. Let A be a complex matrix of order n with eigenvalues A1,A2, ...,An. Then, at 
least one eigenvalue of A lies in the annulus 
s_< I~- ~Z ~ <R. (9) 
PROOF. If ]Aj - t~[  < S for all j, then M < S, which contradicts the above inequality. | 
3. INEQUALITIES FOR BOUNDING AND COMPUTING 
THE DISK AND THE RECTANGLE 
We recall some inequalities due to Schur [4]. IfA is a complex matrix of order n with eigenvalues 
AI,A2,...,An, then 
~3 
IAkl = _< IIAII~', (10) 
k---1 
n 
~(~A~)  2 _< IIBII~,, (11) 
k---1 
n 
)"~A~A~) 2 _< IICIIL (12) 
k=l  
25:3-G 
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where B = ½(A + A*) and C = ~(A  - A*); A* denotes the conjugate transpose of A. We 
mentioned before the first of these inequalities. Equality in any of them implies equality in all 
three and occurs if and only if A is a normal matrix. We also remark that the eigenvalues of 
B (respectively, C) are ~AI, ~A2,..., ~An (respectively, C.)Ax, ~A2,..., ~An) if and only if A is a 
normal matrix. We are ready to state the following result. 
THEOREM 5. Let A be a complex matrix of order n with eigenvalues A1, A2,..., An. Then, each 
Aj satisfies 
I (~(tr A))2)] I/2 
~As . <_ llCll~ n ' (14) 
where u = ½(A + A') and c = ~(A - A'). The ,ectangle given by 03) and (14) is contained 
in the disk (2), and its vertices are in the boundary circle. 
PROOF. The theorem follows from (6) and (11), (7) and (12), and the fact that [[B[I 2 + IICII 2 = 
IIAII 2. I 
In order to improve the estimates in (2), (13) and (14), we recall the Schur Decomposition [5]. 
Let A be a complex matrix of order n. Then, there exists a unitary matrix U such that U* A U = 
D + N, where N is strictly upper triangular matrix and D = diag {Ax, A2,..., An}. 
Since the Frobenius matrix norm is invariant under unitary transformations, it follows that 
n 
IIAII~ = ~ IAtl 2 + I IN I I [ -  (15) 
k=l  
A lower bound for [IN[l~ has been derived by Eberlein [6]: 
(v(A))2 < IINII~, 
611AII~, - 
(16) 
where v(A) = [ IA*A-  AA*I[ F. From (15) and (16), we have 
n 
IAkl 2 < IIAII~, (v(A))2 (17) 
~-_1 611AII~, " 
Let B and C be as in Theorem 5. Then, 
n n 
IIBII~ + llCll~ = IIAII~ ~ ~-~(~Ak) 2 + ~-~(~Ak) 2 + 
k=l  kffil 
n 
[ ]B[[~-  IlCll~ = ~-'~(~Ak) 2 - ~--'~(~Ak) 2. 
k=l k=l  
(v(A))2 and (18) 
611AII~ 
(19) 
Then, from (18) and (19), we obtain 
n 
~--~(~A~) 2 < IIBII~ - (v(A))~ 
- 1211AIl~ k--1 
(v(A))~ 




Using (2), Theorem 2 and the inequalities (13), (14), (20) and (21), we conclude that the 
following theorem holds. 
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THEOREM 6. 
A~ satisfies 
Let A be a complex matr/x &order n with eigenvalues ~x, ~s, . . . ,  A,. Then each 
- 011All[ 
- 1211AI1[ 
[~ j  ~(trA)[ < [ _~ (llCll~-(v(A)p 
n - 1211AI[~ 
[trAlS)] l / s 'n  (22) 
(~ (trA))S)] x/2 , and (23) 
(~ (t-~'4k))2) ] 1/s , (24) 
where B and C are as in Theorem 5. The rectangle defined by (23) and (24) is included in the 
disk given by (22), and its vertices are on the boundary circle. 
Thus, the radius of the disk in (22) and the rectangle given by (23) and (24) can he computed 
even if the eigenvalues ofA are unknown. If A is a non-normai matrix, then r(A) is different from 
zero and the estimates in (22), (23) and (24) strictly improve those given in (2), (13) and (14), 
respectively. 
In particular, we have the following theorem. 
THEOREM 7. Let A be a real matrix of order n with eigenvalues ~1,~2,... ,An. Then each ~j 
satisfies 
I < - rn -1  (1 (HAIi~. + tr(AS) 
ro- 1 (1 (IIAII~ - tr(A s) 
I~ I _<L  n \2  
(v(A))s ~ ( t?)S, ) ]  I/s and 
6 IIAII~ / (25) 
(~(A))s~ 1/s 
~ ) ) ]  (26) 
PROOF. Since A is a real matrix, we have 
n lq 
E(~k)  s -- E(~k)  s = tr (AS), 
&=l  &=l  
(27) 
and from (18) 
n n 
k=x ~=x 611AII~" 
Then, from (27) and (28), we obtain 
n 1 ( (v(A))2~ ~-'~'~(~Ak) s < ~ xlIAII~ + tr(As) - ~ )  and 
t= l  
" I ( ~(A))s~ 
~'~'~(~k) s < ~ kllAIl~ - tr (A s) - 6 IIAII~/" 
k=l  
Thus, from the definition of a and ~ of Theorem 2, the inequalities (25) and (26) are obtained. |
COROLLARY 8. //'A is a real normal matrix, then each eigenvalue ~j satisfies 
< <,,A,g 112 and (29) 
< - (30) 
PROOF. Since A is a real normal matrix, v(A) = 0, and the result follows from Theorem 7. II 
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4. EXAMPLES 
Example ,~. 1. 







From (2) and Theorem 5, the eigenvalues Aj of A satisfy 
[Aj - 1[ _< - 1.82574, 
(~_) 1/2 
[~Ai - 11 < - 1.29099, 
I~A~l < -" 1.29099. 
Observe that A is not normal and (v(A)) 2 = 14. Then, from (22), we have 
[,~j - I I _< - 1.77169. 
Theorem 7 gives 
l~,~j  - 1[ <_ - 1 .25277 
19Ajl < --" 1.25277. 
and 
The eigenvalues of A are 2 and ½ (1 4- iv/'3), where i denotes the imaginary unit. 
Example 4.~. 
Let A = 0 
1 
From the Gerschgorin disk theorem, we can conclude that A has real eigenvalues, two of them 
lying in [-6, 2], and the other one lying in [3, 5]. 
From (8) of Corollary 3, the eigenvalues ~j of A satisfy 
Thus, although the Gerschgorin theorem was necessary to apply Corollary 3, inequality (8) 
improves the localization given by this theorem. In fact, two eigenvalues lie in the interval 
(-4.62, 2] and the other one lies in [3,4.62). The true eigenvalues are -3.76010, -0.442931 and 
4.20303. 
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Ezample ,~.8. 
Let A - 
1234)  
4 1 2 3 
3 4 1 2 " 
234  1 
The disk in (2) is [Aj - 1[ < 9.3274. Since A is normal, we may use (29) and (30) to obtain 
[~ j  - 1[ _< 9 and [~ j [  < x/r6. 
The same bounds are obtained if we use (13) and (14). In this example, since A is normal, we 
can apply the Gerschgorin theorem to B and C to obtain 
[~ j  - 1[ <: 9 and [9~i[ <_ 2, 
improving the result obtained by using (30) or (14). The eigenvalues of A are-2, 10, and the 
complex numbers -2 +2i. 
Ezample ~.~. 
Let A = 
-5  1 " 
-6  -7  
The disk given by (2) is ]~j - 11 _< 14.439530. This matrix is normal. From (13) and (14) or (29) 
and (30), we obtain 
~Aj = 1 and < 14.439530. 
If we apply the Gerschgorin Theorem to B and C, we get 
~Aj : 1 and [~Aj[ _~ 17. 
In this example, our bounds give better estimates than the Gerschgorin Theorem does. 
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