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HO¨RMANDER CONDITION FOR PSEUDO-MULTIPLIERS
ASSOCIATED TO THE HARMONIC OSCILLATOR
DUVA´N CARDONA AND MICHAEL RUZHANSKY
Abstract. In this paper we prove Ho¨rmander-Mihlin multiplier theorems
for pseudo-multipliers associated to the harmonic oscillator (also called the
Hermite operator). Our approach can be extended to also obtain the Lp-
boundedness results for multilinear pseudo-multipliers. By using the Littlewood-
Paley theorem associated to the harmonic oscillator we also give Lp-boundedness
and Lp-compactness properties for multipliers. (Lp, Lq)-estimates for spectral
pseudo-multipliers also are investigated.
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1. Introduction
In this paper we are interested in the Lp-boundedness of pseudo-multipliers
associated to the harmonic oscillator (also called Hermite pseudo-multipliers) on
Lp(Rn)-spaces. The harmonic oscillator is the fundamental operator of quantum
mechanics defined by
Hψ := (−∆x + |x|2)ψ, (1.1)
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with |x|2 := ∑ni=1 x2i . The harmonic oscillator extends to an unbounded self-
adjoint operator on L2(Rn), and its spectrum consists of the discrete set λν :=
2|ν| + n, ν ∈ Nn0 , with a set of real eigenfunctions φν , ν ∈ Nn0 (called Hermite
functions) which provide an orthonormal basis of L2(Rn). Each Hermite function
φν on R
n has the form
φν := Π
n
j=1φνj , φνj(xj) := (2
νjνj!
√
π)−
1
2Hνj(xj)e
− 1
2
x2j , (1.2)
where x = (x1, . . . , xn) ∈ Rn, ν = (ν1, . . . , νn) ∈ Nn0 , and
Hνj(xj) := (−1)νjex
2
j
dk
dxkj
(e−x
2
j )
denotes the Hermite polynomial of order νj. By the spectral theorem, for every
f ∈ D(Rn) we have
Hf(x) =
∑
ν∈Nn0
λν f̂(φν)φν(x), (1.3)
where f̂(φν) is the Fourier-Hermite transform of f at ν defined by
(FHf)(ν) ≡ f̂(φν) = (f, φν)L2(Rn) :=
∫
Rn
f(x)φν(x) dx. (1.4)
A multiplier associated to the harmonic oscillator (or Hermite multiplier) is a
linear operator Tm of the form
Tmf(x) :=
∑
ν∈Nn0
m(ν)f̂(φν)φν(x), (1.5)
for every function f ∈ D(Rn). The discrete function m is called the symbol
of the operator Tm. In particular, if m is a measurable function, the symbol
of the spectral multiplier m(H) (defined by the functional calculus) is given by
m(ν) := m(λν), so that the spectral multipliers are natural examples of multipli-
ers associated to the harmonic oscillator. We can refer to e.g. Prugovec˘ki [19] for
the quantum mechanical aspects of the harmonic oscillators.
Now, we present some historical results on the analysis of multipliers. If we
denote by Pℓ the orthogonal projection to the subspace generated by the set
{φν : |ν| = ℓ}, and m is a radial function in the sense that m(ν) = m(ν ′) when
|ν| = |ν ′|, then the multiplier Tm can be written as
Tm ≡ Tµf(x) :=
∞∑
ℓ=0
µ(ℓ)(Pℓf)(x), (1.6)
where µ(|ν|) = m(ν). An earlier result by G. Mauceri [16] (by using methods of
Bonami-Clerc [2] and R. Strichartz [23]) states that the condition
sup
j
2j(k−1)
∑
2j≤N≤2j+1
|∆kNµ(N)| <∞, (1.7)
where 0 ≤ k ≤ n+1, implies the boundedness of Tµ for all 1 < p <∞. As it was
pointed out in [29], the number of discrete derivatives k above can be taken in
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the range 0 ≤ k ≤ [3n−2
6
] + 2. A remarkable result proved by S. Thangavelu (see
[30]) states that if m satisfies the discrete Marcienkiewicz condition
|∆ανm(ν)| ≤ Cα(1 + |ν|)−|α|, α ∈ Nn0 , |α| ≤ [
n
2
] + 1, (1.8)
where ∆ν is the usual difference operator, then the corresponding multiplier Tm :
Lp(Rn)→ Lp(Rn) extends to a bounded operator for all 1 < p < ∞. This result
is a discrete analogue of the result proved by Mihlin [17] for Fourier multipliers
of the form
Taf(x) =
∫
Rn
a(ξ)Ff(ξ)e−2πix·ξdξ, (1.9)
where F is the Fourier transform on Rn. The Mihlin condition states that if a is
a function on Rn satisfying
|∂αξ a(ξ)| ≤ Cα|ξ|−|α|, ξ 6= 0, α ∈ Nn0 , |α| ≤ [
n
2
] + 1, (1.10)
then Ta : L
p(Rn) → Lp(Rn) extends to a bounded operator for all 1 < p < ∞.
In [14] Ho¨rmander generalised the Mihlin condition (1.10) to the condition of the
form
‖a‖l.u.Hs := sup
r>0
‖a(r·)η(·)‖Hs(Rn) = sup
r>0
rs−
n
2 ‖a(·)η(r−1·)‖Hs(Rn) <∞, (1.11)
where η ∈ D(0,∞) and s > n
2
, in order to guarantee the boundedness of a Fourier
multiplier Ta on L
p(Rn) for all 1 < p <∞.
As it was pointed out in [3], the situation for multipliers associated to the
harmonic oscillator is quite different. In fact, for all s and ε > 0 with
n
2
< s ≤ n
2
+
1
6
− ε (1.12)
we can not guarantee the Lp-boundedness of Riesz means operators satisfying
(1.11), for all 1 < p <∞. However, it was proved in [3] that there exists p0 ∈ [1, 2]
such that a general operator a(H) satisfying so-called Plancherel estimates can
be extended to a bounded operator on Lp(Rn) for all p0 < p < p
′
0, provided that
a satisfies (1.11) for s > n+1
2
. Ho¨rmander conditions for Hermite operators were
established in [24], see also [5, Theorem III.9].
An extension of Fourier multipliers is given by so-called pseudo-multipliers (see
[1]). If m is a bounded function on Rn ×Nn0 the associated pseudo-multiplier Tm
is the operator defined by
Tmf(x) :=
∑
ν∈Nn0
m(x, ν)f̂(φν)φν(x) (1.13)
for every function f ∈ D(Rn). We refer to the function m as the symbol of the
operator Tm. If m(ν) = µ(|ν|) (as in the Maceuri result mentioned previously), it
was proved among other things by S. Bagchi and S. Thangavelu [1] (see also J.
Epperson [10]), that for n ≥ 2, the condition
sup
x∈Rn
|∆jµ(x, k)| ≤ Cj(2k + n)−j, 0 ≤ j ≤ n+ 1, (1.14)
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implies that the pseudo-multiplier Tµ is of weak type (1,1) and bounded on L
p(Rn)
provided that Tµ is bounded on L
2(Rn). The reference [1] provides several condi-
tions for the boundedness of pseudo-multipliers including continuity in Lp-spaces
with weights.
From the point of view of the theory of pseudo-differential operators, pseudo-
multipliers would be the special case of the symbolic calculus developed in the
works of the second author and N. Tokmagambetov [20, 21].
The main result of this paper is the Ho¨rmander type condition for pseudo-
multiplier operators (1.13) and for their multilinear versions. In order to classify
the order of regularity in our Ho¨rmander conditions, we use the following norms,
‖m‖l.u.,Hs := sup
k>0, y∈Rn
2k(s−
n
2
)‖〈x〉sF [m(y, ·)ψ(2−k| · |)](x)‖L2(Rnx ) <∞, (1.15)
‖m‖l.u.,Hs := sup
k>0
sup
y∈Rn
2k(s−
n
2
)‖〈x〉sF−1H [m(y, ·)ψ(2−k| · |)](x)‖L2(Rnx) <∞, (1.16)
defined by the Fourier transform and the Fourier-Hermite transform, respectively,
with 〈x〉 := (1 + |x|2) 12 . In (1.15) we consider functions m on Rn × Rn, but to
these functions we associate a pseudo-multiplier with symbol {m(x, ν)}x∈Rn,ν∈Nn0 .
Our main results for pseudo-multipliers can be summarised in the following two
theorems.
Theorem 1.1. Let us assume that 2 ≤ p <∞. If Tm is a pseudo-multiplier with
symbol m satisfying (1.15), then under one of the following conditions,
• n ≥ 2, 2 ≤ p < 2(n+3)
n+1
, and s > sn,p :=
3n
2
+ n−1
2
(1
2
− 1
p
),
• n ≥ 2, p = 2(n+3)
n+1
, and s > sn,p :=
3n
2
+ n−1
2(n+3)
,
• n ≥ 2, 2(n+3)
n+1
< p ≤ 2n
n−2
, and s > sn,p :=
3n
2
−1
6
+ 2n
3
(1
2
− 1
p
),
• n ≥ 2, 2n
n−2
≤ p <∞, and s > sn,p := 3n−12 +n(12 − 1p),
• n = 1, 2 ≤ p < 4, s > s1,p := 32 ,• n = 1, p = 4, s > s1,4 := 2,
• n = 1, 4 < p <∞, s > s1,p := 43+23(12 − 1p),
the operator Tm extends to a bounded operator on L
p(Rn). For 1 < p ≤ 2, under
one of the following conditions
• n ≥ 2, 2(n+3)
n+5
≤ p ≤ 2, and s > sn,p := 3n2 + n−12 (12 − 1p),
• n ≥ 2, 2n
n+2
≤ p ≤ 2(n+3)
n+5
, and s > sn,p :=
3n
2
−1
6
+ 2n
3
(1
2
− 1
p
),
• n ≥ 2, 1 < p ≤ 2n
n+2
, and s > sn,p :=
3n−1
2
+n(1
2
− 1
p
),
• n = 1, 4
3
≤ p < 2, s > s1,p := 32 ,
• n = 1, 1 < p < 4
3
, s > s1,p :=
4
3
+2
3
(1
2
− 1
p
),
the operator Tm extends to a bounded operator on L
p(Rn). However, in general:
• for every 4
3
< p < 4 and every n, the condition s > 3n
2
implies the Lp-
boundedness of Tm.
If the symbol m of the pseudo-multiplier Tm satisfies the Ho¨rmander condition
(1.16), in order to guarantee the Lp-boundedness of Tm, in every case above we
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can take s > sn,p − 112 . Moreover, the condition s > 3n2 − 112 implies the Lp-
boundedness of Tm for all
4
3
< p < 4.
Now we discuss some important facts concerning the results of this paper.
• It is usual to assume the L2-boundedness of a pseudo-multiplier Tm in
order to provide its Lp-boundedness (see [1] and [10]). Indeed, as it was
pointed out in [1], the problem of finding satisfactory conditions for the L2-
boundedness of pseudo-multipliers remains open. However, in our main
theorem we solve such problem by considering symbols m(x, ν) satisfying
the Ho¨rmander condition (1.15) of order s > 3n
2
, uniformly in y ∈ Rn, or
the condition (1.16) for s > 3n
2
− 1
12
, uniformly in y ∈ Rn.
• A function m belongs to the Kohn-Nirenberg class S0,ρ(Rn × Rn) if it
satisfies the symbol inequalities
|∂αξ m(x, ξ)| ≤ Cα(1 + |ξ|)−|α|, |α| ≤ ρ, (1.17)
uniformly in x ∈ Rn. Symbols in the class S0,2n+1 are functions satisfying
(1.15) and they provide bounded pseudo-multipliers in Lp-spaces for all
1 < p < ∞. In particular symbols in the class S0, [ 3n2 ]+1 provide bounded
pseudo-multipliers in L2(Rn). These facts will be proved in Proposition
2.11. Moreover, (see Corollary 2.12) if we assume the condition,
|∆ανm(x, ν)| ≤ Cα(1 + |ν|)−|α|, α ∈ Nn0 , |α| ≤ ρ, (1.18)
for ρ = [3n/2]+1, then Tm extends to a bounded operator on L
2(Rn), and
for ρ = 2n+ 1 we have the Lp(Rn)-boundedness of Tm for all 1 < p <∞.
• For n = 1 and by assuming the L2-boundedness of a pseudo-multiplier
Tm, it was proved by Epperson [10] that (1.18) is a sufficient condition
for the Lp-boundedness of Tm provided that ρ = 5. In constrast, we only
require derivatives up to order ρ = 3. For spectral pseudo-multipliers
m(x,H) and n ≥ 2, and newly by assuming the L2-boundedness, Bagchi
and Thangavelu proved the Lp-boundedness provided that (1.18) holds
true for ρ = n + 1. Although we impose for n ≥ 2, ρ = [3n/2] + 1, we
do not assume the L2-boundedness for these operators. We also include
general pseudo-multipliers and particularly spectral pseudo-multipliers.
• The (Lp, Lq)−boundedness of pseudo-multipliers will be investigated in
Theorem 2.13 and Theorem 2.14.
• By using the Littlewood-Paley theorem associated to the harmonic os-
cillator, we give a Lp-multiplier theorem and a Lp-compactness theorem
for multipliers (see Theorem 3.3), the sufficient condition imposed is how-
ever, different from the Ho¨rmander condition. The L2-compactness of
multipliers will be characterised in Theorem 3.1.
In this paper we introduce the notion of multilinear pseudo-multipliers, which,
in analogy with the definition of multilinear Fourier multipliers, are operators of
the form
Tm(f1, · · · , fκ) :=
∑
ν:=(ν1,··· ,νκ)∈Nnκ0
m(x, ν)f̂1(φν1) · · · f̂κ(φνκ)φν1 · · ·φνκ , x ∈ Rn,
(1.19)
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for all f1, f2, · · · , fκ ∈ D(Rn). In this setting, by imposing discrete multilinear
Ho¨rmander conditions on the symbol m, of the type
‖m‖l.u.,Hs := sup
k>0, x∈Rn
2k(s−
nκ
2
)‖〈z〉sF−1H [m(x, ·)ψ(2−k| · |)](z)‖L2(Rnκz ) <∞,
(1.20)
‖m‖l.u.,Hs := sup
k>0, x∈Rn
2k(s−
nκ
2
)‖〈z〉sF [m(x, ·)ψ(2−k| · |)](z)‖L2(Rnκz ) <∞, (1.21)
we want to guarantee the boundedness of Tm. Thus, we establish the following
multilinear result.
Theorem 1.2. Let us consider a multilinear pseudo-multiplier Tm defined on
D(Rn)κ with symbol satisfying (1.20) or (1.21) for
s > sn,κ,p := max{3nκ
2
+ (κ − 1)γ∞, 3nκ
2
+
(κ − 1)n
4
},
with γ∞, defined as in (2.11). Then the operator
Tm : L
p1 × Lp2 × · · · × Lpκ−1 × Lpκ → Lp(Rn) (1.22)
extends to a bounded multilinear operator provided that 1 ≤ pj ≤ ∞, 1 ≤ p ≤ 2,
and 1
p
= 1
p1
+ · · ·+ 1
pκ
. If m satisfies the condition (1.20) or (1.21) for
s > max{3nκ
2
+
(κ − 1)n
4
,
3nκ
2
+
(n− 1)(κ − 1)
2
+ γp},
with γp defined as in (2.11), then (1.22) holds true for all 2 ≤ p ≤ ∞ and
1
p
= 1
p1
+ · · ·+ 1
pκ
.
Let us note that 3nκ
2
+ (κ−1)n
4
and 3nκ
2
+ (n−1)(κ−1)
2
+ γp cannot be compared
immediately because the sign of γp depends on the values of p.
This multilinear theorem for pseudo-multipliers is analogous to ones obtained
in the framework of multilinear multipliers. Although the literature for the mul-
tilinear analysis is extensive, we refer the reader to [11, 12, 13] and to the seminal
work of R. Coifman and Y. Meyer where the multilinear harmonic analysis was
originated.
This paper is organised as follows. In Section 2 we present the proof of our
main theorem. In Section 3 we discuss the compactness properties. Finally, in
Section 4 we prove the result mentioned above for multilinear pseudo-multipliers.
2. Boundedness of pseudo-multipliers associated to the harmonic
oscillator, Ho¨rmander condition
Throughout this paper the function ψ ∈ D(0,∞) will be supported in [1
2
, 4]
with ψ ≡ 1 on [1, 2]. In this section we will use functions in a (locally uniformly)
Sobolev space of order s > 0, which consists of all functions m on Rn × Rn
satisfying
‖m‖l.u.,Hs := sup
k>0, y∈Rn
2k(s−
n
2
)‖〈x〉sF [m(y, ·)ψ(2−k| · |)](x)‖L2(Rnx) <∞, (2.1)
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in order to establish the Lp-boundedness of Hermite pseudo-multipliers. We have
denoted by F the Fourier transform on Rn defined by
(Ff)(ξ) =
∫
Rn
e−2πix·ξf(x)dx. (2.2)
Another option that we can use in order to define (local) discrete Sobolev spaces
come from the norm
‖m‖l.u.,Hs := sup
k>0
sup
y∈Rn
2k(s−
n
2
)‖〈x〉sF−1H [m(y, ·)ψ(2−k| · |)](x)‖L2(Rnx ) <∞. (2.3)
We recall that the Fourier-Hermite transform FH is defined for every f ∈ D(Rn)
by the formula
(FHf)(ν) :=
∫
Rn
f(x)ψν(x)dx, ν ∈ Nn0 . (2.4)
If we denote the inverse Fourier-Hermite transform by F−1H which is defined by
(F−1H u)(x) :=
∑
ν∈Nn0
u(ν)φν(x), (2.5)
where u is a function with compact support on Nn0 , then the Fourier-Hermite
inversion formula is given by
f(x) =
∑
ν∈Nn0
(FHf)(ν)φν(x). (2.6)
Now, a pseudo-multiplier Tm with symbol m has, in terms of the transformation
FH , the alternative representation
Tmf(x) = F
−1
H [m(x, ν)(FHf)](x). (2.7)
For properties and basics of the Fourier-Hermite transform and Hermite expan-
sions we refer the reader to Thangavelu [30].
2.1. Hermite functions in Lp spaces. The main tool in the formulation of
our results will be estimates of the Lp-norms of Hermite functions. Our starting
point is the following lemma for one-dimensional Hermite functions (see Lemma
4.5.2 of Thangavelu [30]).
Lemma 2.1. Let us denote by φν , ν ∈ Nn0 , the Hermite functions. As ν → ∞,
these functions satisfy the estimates
• ‖φν‖Lp(R) ≍ ν
1
2p
− 1
4 , 1 ≤ p < 4.
• ‖φν‖L4(R) ≍ ν− 18 ln(ν).
• ‖φν‖Lp(R) ≍ ν−
1
6p
− 1
12 , 4 < p ≤ ∞.
Now, we present a lemma on the behaviour of Lp(Rn)- norms of Hermite func-
tions on Rn for all 1 ≤ p ≤ 2.
Lemma 2.2. Let φν , ν ∈ Nn0 , be Hermite functions on Rn. Then for 1 ≤ p ≤ 2
we have
‖φν‖Lp(Rn) . |ν|
n
2
( 1
p
− 1
2
). (2.8)
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Proof. We will use the first equivalence in Lemma 2.1. Every Hermite function
on Rn has the form φν = φν1 × · · · × φνn and as a consequence we have
‖φν‖Lp(Rn) =
∏
j
‖φνj‖Lp(R). (2.9)
Now, if 1 ≤ p ≤ 2 then 1
2p
− 1
4
≥ 0 and
‖φν‖Lp(Rn) ≍
(∏
j
|νj|
) 1
2p
− 1
4
≤
(∑
j |νj|
n
)n( 1
2p
− 1
4
)
. |ν|n2 ( 1p− 12 ), (2.10)
where we have used the inequality x1 × · · · × xn ≤ (x1+···+xnn )n for xi > 0. 
We now recall the following sharp lemma on the Lp-norms of Hermite functions
for 2 ≤ p ≤ ∞ (see H. Koch and D. Tataru [15]).
Lemma 2.3. Let us consider a Hermite function φ = φν on R
n which, as an
eigenfunction of the harmonic oscillator on Rn, has the associated eigenvalue
λ2 = (2|ν|+ n). Then for n ≥ 2 we have,
• if 2 ≤ p < 2(n+3)
n+1
, then ‖φν‖Lp(Rn) . (2|ν|+ n)
1
2p
− 1
4 ,
• if 2(n+3)
n+1
< p ≤ 2n
n−2
, then ‖φν‖Lp(Rn) . (2|ν|+ n)−
1
6
+n
6
( 1
2
− 1
p
),
• if 2n
n−2
≤ p ≤ ∞, then ‖φν‖Lp(Rn) . (2|ν|+ n)−
1
2
+n
2
( 1
2
− 1
p
),
and for n = 1,
• if 2 ≤ p < 4, ‖φν‖Lp(R) . (2ν + n)−
1
2
( 1
2
− 1
p
),
• if 4 < p ≤ ∞, ‖φν‖Lp(R) . (2ν + n)−
1
6
+ 1
6
( 1
p
− 1
2
).
It is important to mention that in the previous lemma we denote 2n
n−2
= ∞,
when n = 2. We adopt this convention in the whole paper. Let us mention that,
curiously, the proof of the lemma above is a consequence of some dispersive and
Strichartz estimates for the corresponding Schro¨dinger equation for the harmonic
oscillator. In our further analysis, we will need the following lemma.
Lemma 2.4. Let us assume that 2 ≤ p ≤ ∞ and n ≥ 2. Then, the Hermite
functions satisfy the following estimates as |ν| → ∞ :
• if 2 ≤ p < 2(n+3)
n+1
, then
‖φν‖Lp(Rn)‖φν‖Lp′(Rn) . |ν|
n−1
2
( 1
2
− 1
p
),
• if 2(n+3)
n+1
< p ≤ 2n
n−2
, then
‖φν‖Lp(Rn)‖φν‖Lp′(Rn) . |ν|−
1
6
+ 2n
3
( 1
2
− 1
p
),
• if 2n
n−2
≤ p ≤ ∞, then
‖φν‖Lp(Rn)‖φν‖Lp′(Rn) . |ν|−
1
2
+n( 1
2
− 1
p
).
Let us recall that we have denoted 2n
n−2
=∞ when n = 2. For n = 1 we have
• if 2 ≤ p < 4,
‖φν‖Lp(R)‖φν‖Lp′(R) . 1,
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• if 4 < p ≤ ∞,
‖φν‖Lp(R)‖φν‖Lp′(R) . ν−
1
6
+ 2
3
( 1
2
− 1
p
).
In general:
• for every 4
3
< p < 4 and every n, ‖φν‖Lp(Rn)‖φν‖Lp′ (Rn) = O(1).
Proof. Except for the last item, the proof is a straightforward computation by
replacing p in Lemma 2.2 and the estimates in Lemma 2.3. The last item can be
proved by using that p, p′ ∈ (4
3
, 4) and the first estimate in Lemma 2.1, in fact
‖φν‖Lp(Rn)‖φν‖Lp′(Rn) =
∏
j
‖φνj‖Lp(R)‖φνj‖Lp′(R)
≍
∏
j
ν
1
2p
− 1
4
j ν
1
2p′
− 1
4
j =
∏
j
ν
1
2
( 1
p
+ 1
p′
)− 1
2
j =
∏
j
1 = 1,
completing the proof. 
Remark 2.5. Because ‖φνj‖L∞(R) . |νj|−
1
12 when νj → ∞, we can estimate
‖φν‖L∞(Rn) . |ν|− 112 . Indeed, when |ν| → ∞, then νi := max1≤j≤n νj → ∞,
and from the inequality |ν| ≤ nνi we obtain ν−
1
12
i ≤ n
1
12 |ν|− 112 which implies the
desired estimate.
2.2. Ho¨rmander condition for pseudo-multipliers on Lp spaces. Now, we
analyse the boundedness of pseudo-multipliers with symbols in (locally uniform)
Sobolev spaces. We denote by γp the exponent that according to Lemma 2.4
satisfies
‖φν‖Lp(Rn)‖φν‖Lp′(Rn) . |ν|γp. (2.11)
Remark 2.6. Since
• n ≥ 2, 2 ≤ p < 2(n+3)
n+1
, implies 0 ≤ γp := n−12 (12 − 1p) < n−12(n+3) ,
• n ≥ 2, 2(n+3)
n+1
< p ≤ 2n
n−2
, implies −1
6
+ 2n
3(n+3)
≤ γp := −16 + 2n3 (12 − 1p) < 12 ,
• n ≥ 2, 2n
n−2
≤ p ≤ ∞, implies 1
2
≤ γp := −12 + n(12 − 1p) ≤ n−12 ,
• n = 1, 2 ≤ p < 4, implies γp = 0,
• n = 1, 4 < p ≤ ∞, implies 1
4
< γp :=
1
2
− 1
p
≤ 1
2
,
we have that γp ≥ 0, for all 2 ≤ p ≤ ∞. This lower bound will be useful in our
further analysis.
Proposition 2.7. Let us consider 1 < p < ∞ and s > 3n
2
+ γp − 112 . If Tm is a
pseudo-multiplier with symbol m satisfying
‖m‖l.u.Hs = sup
k>0,x∈Rn
2k(s−
n
2
)‖〈 · 〉sF−1H [m(x, ·)ψ(2−k| · |)]‖L2(Rn) <∞, (2.12)
then Tm extends to a bounded operator on L
p(Rn). Moreover,
‖Tm‖B(Lp(Rn)) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)). (2.13)
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Proof. In order to prove Proposition 2.7 we will decompose the symbol m as
m(x, ν) = m(x, 0) +
∞∑
k=0
mk(x, ν), mk(x, ν) := m(x, ν) · 1{2k≤|ν|<2k+1}. (2.14)
Let us denote by Tm(j) the pseudo-multiplier associated to mj , for j ≥ 0, and
by T0 the operator with symbol σ ≡ m(x, 0)δν,0. Then we want to show that the
operator series
T0 +
∑
k
Tm(k) (2.15)
converges to Tm in the strong topology on B(L
p(Rn)) and
‖Tm‖B(Lp(Rn)) ≤ ‖T0‖B(Lp(Rn)) +
∑
k
‖Tm(k)‖B(Lp(Rn)). (2.16)
So, we want to estimate every norm ‖Tm(j)‖B(Lp(Rn)). For this, we will use the
fact that for f ∈ C∞0 (Rn),
‖Tm(j)f‖Lp(Rn) = sup{(Tm(j)f, g)L2(Rn) : ‖g‖Lp′(Rn) = 1}. (2.17)
In fact, for f and g as above we have
(Tm(k)f, g)L2(Rn) =
∫
Rn
Tm(k)f(x)g(x)dx
=
∫
Rn
∑
2k≤|ν|<2k+1
m(x, ν)f̂(φν)φν(x)g(x)dx
=
∫
Rn
∫
Rn
∑
2k≤|ν|<2k+1
m(x, ν)f(y)φν(y)φν(x)g(x)dydx.
For every x ∈ Rn let us denote the inverse Fourier-Hermite transform of the
sequence {m(x, ν)ψ(2−k|ν|)}ν by F−1H [m(x, ·)ψ(2−k| · |)]. So, we have
mk(x, ν) = FH(F
−1
H [m(x, ·)ψ(2−k|·|)])(ν) =
∫
Rn
F
−1
H [m(x, ·)ψ(2−k|·|)](z)φν(z)dz.
(2.18)
Consequently, we can write
(Tm(k)f, g)L2(Rn) =∫
Rn
∫
Rn
∑
2k≤|ν|<2k+1
∫
Rn
F
−1
H [m(x, ·)ψ(2−k| · |)](z)φν(z)dz
× f(y)φν(y)φν(x)g(x)dydx.
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Now, we have
|(Tm(k)f, g)L2(Rn)|
≤
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rn
|F−1H [m(x, ·)ψ(2−k| · |)](z)||φν(z)|dz
× ‖f‖Lp‖g‖Lp′‖φν‖Lp‖‖φν‖Lp′
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rn
|F−1H [m(x, ·)ψ(2−k| · |)](z)||φν(z)|dz
× ‖f‖Lp‖g‖Lp′ |ν|γp .
So, we can estimate the operator norm of Tm(k) by
‖Tm(k)‖B(Lp)
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rn
|F−1H [m(x, ·)ψ(2−k| · |)](z)||φν(z)|dz|ν|γp
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
(∫
Rn
〈z〉2s|F−1H [m(x, ·)ψ(2−k| · |)](z)|2dz
) 1
2
‖φν(·)〈·〉−s‖L2|ν|γp .
If we denote by θ∞ some real number satisfying ‖φν‖L∞(Rn) . |ν|θ∞ , we can
estimate
‖φν(·)〈·〉−s‖L2 ≤ ‖φν‖L∞‖〈·〉−s‖L2 . |ν|θ∞ ,
if we require s > n
2
. By Remark 2.6, the condition s > n
2
holds true because
s > 3n
2
+ γp − 112 ≥ 3n2 − 112 > n2 . Now, if additionally we consider the hypothesis
sup
x∈Rn
(∫
Rn
〈z〉2s|F−1H [m(x, ·)ψ(2−k| · |)](z)|2dz
) 1
2
≤ ‖m‖l.u.Hs · 2−k(s−n2 ), (2.19)
then we have
‖Tm(k)‖B(Lp) .
∑
2k≤|ν|<2k+1
‖m‖l.u.Hs · 2−k(s−n2 )|ν|γp+θ∞
. 2kn−k(s−
n
2
)+kγp+kθ∞‖m‖l.u.Hs = 2−k(s− 3n2 −γp−θ∞).
Taking into account that
‖T0f‖Lp(Rn) . ‖m(·, 0)‖L∞(Rn)‖f‖Lp(Rn),
we obtain the boundedness of T0 on L
p. It is clear that if we want to end the proof,
we need to estimate I :=
∑
k≥0 ‖Tm(k)‖B(Lp(Rn)). As a consequence we obtain
0 ≤ I . ‖T0‖B(Lp) +
∞∑
k=1
2−k(s−
3n
2
−γp−θ∞)‖m‖l.u.,Hs <∞,
for s > 3n
2
+ γp + θ∞. So, we have
‖Tm‖B(Lp) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)).
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From Remark 2.5 we end the proof because we can take θ∞ = − 112 . 
Proposition 2.8. Let us consider 1 < p <∞ and s > 3n
2
+γp. Ifm : R
2n → C is a
function, and Tm is a pseudo-multiplier with symbol {m(x, ν)}x∈Rn,ν∈Nn0 satisfying
‖m‖l.u.Hs = sup
k>0,x∈Rn
2k(s−
n
2
)‖〈 · 〉sF [m(x, ·)ψ(2−k| · |)]‖L2(Rn) <∞, (2.20)
then Tm extends to a bounded operator on L
p(Rn). Moreover,
‖Tm‖B(Lp) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)). (2.21)
Proof. By following the notation in the proof of Proposition 2.7 we have
(Tm(k)f, g)L2(Rn) =
∫
Rn
∫
Rn
∑
2k≤|ν|<2k+1
m(x, ν)f(y)φν(y)φν(x)g(x)dydx.
For every x ∈ Rn let us write
mk(x, ν) = F
−1(F [m(x, ·)ψ(2−k| · |)])(ν) =
∫
Rn
F [m(x, ·)ψ(2−k| · |)](z)e2πiν·zdz.
(2.22)
So, we have
|(Tm(k)f, g)L2(Rn)|
≤
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rn
|F [m(x, ·)ψ(2−k| · |)](z)|dz
× ‖f‖Lp‖g‖Lp′‖φν‖Lp‖‖φν‖Lp′
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rn
|F [m(x, ·)ψ(2−k| · |)](z)|dz
× ‖f‖Lp‖g‖Lp′ |ν|γp .
So, we can estimate the operator norm of Tm(k) by
‖Tm(k)‖B(Lp)
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rn
|F [m(x, ·)ψ(2−k| · |)](z)|dz|ν|γp
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
(∫
Rn
〈z〉2s|F [m(x, ·)ψ(2−k| · |)](z)|2dz
) 1
2
‖〈 · 〉−s‖L2|ν|γp .
By Remark 2.6 we have s > n
2
, together with the estimate ‖〈 · 〉−s‖L2 < ∞, and
by the hypothesis
sup
x∈Rn
(∫
Rn
〈z〉2s|F [m(x, ·)ψ(2−k| · |)](z)|2dz
) 1
2
≤ ‖m‖l.u.Hs · 2−k(s−n2 ), (2.23)
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we deduce that
‖Tm(k)‖B(Lp) .
∑
2k≤|ν|<2k+1
‖m‖l.u.Hs · 2−k(s−n2 )|ν|γp
≍ 2kn−k(s−n2 )+kγp = 2−k(s− 3n2 −γp).
Since
‖T0f‖Lp(Rn) . ‖m(·, 0)‖L∞(Rn)‖f‖Lp(Rn),
we have the boundedness of T0 on L
p. It is clear that if we want to end the proof,
we need to estimate I :=
∑
k≥0 ‖Tm(k)‖B(Lp(Rn)). As a consequence we obtain
0 < I . ‖T0‖B(Lp) +
∞∑
k=1
2−k(s−
3n
2
−γp) sup
x∈Rn
‖m‖l.u.,Hs <∞,
for s > 3n
2
+ γp. So, we have
‖Tm‖B(Lp) ≤ C(‖m(x, ·)‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)).
The proof is complete. 
Now, we record explicitly the degree of regularity s considered in the proposi-
tions above.
Theorem 2.9. Let us assume 2 ≤ p < ∞. If Tm is a pseudo-multiplier with
symbol m satisfying (2.20), then under one of the following conditions,
• n ≥ 2, 2 ≤ p < 2(n+3)
n+1
, and s > sn,p :=
3n
2
+ n−1
2
(1
2
− 1
p
),
• n ≥ 2, p = 2(n+3)
n+1
, and s > sn,p :=
3n
2
+ n−1
2(n+3)
,
• n ≥ 2, 2(n+3)
n+1
< p ≤ 2n
n−2
, and s > sn,p :=
3n
2
−1
6
+ 2n
3
(1
2
− 1
p
),
• n ≥ 2, 2n
n−2
≤ p <∞, and s > sn,p := 3n−12 +n(12 − 1p),
• n = 1, 2 ≤ p < 4, s > s1,p := 32 ,• n = 1, p = 4, s > s1,4 := 2,
• n = 1, 4 < p <∞, s > s1,p := 43+23(12 − 1p),
the operator Tm extends to a bounded operator on L
p(Rn). For 1 < p ≤ 2, under
one of the following conditions
• n ≥ 2, 2(n+3)
n+5
≤ p ≤ 2, and s > sn,p := 3n2 + n−12 (12 − 1p),
• n ≥ 2, 2n
n+2
≤ p ≤ 2(n+3)
n+5
, and s > sn,p :=
3n
2
−1
6
+ 2n
3
(1
2
− 1
p
),
• n ≥ 2, 1 < p ≤ 2n
n+2
, and s > sn,p :=
3n−1
2
+n(1
2
− 1
p
),
• n = 1, 4
3
≤ p < 2, s > s1,p := 32 ,
• n = 1, 1 < p < 4
3
, s > s1,p :=
4
3
+2
3
(1
2
− 1
p
),
the operator Tm is L
p-bounded. Moreover, in general:
• for every 4
3
< p < 4 and every n, the condition s > 3n
2
implies the Lp-
boundedness of Tm.
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If the symbol m of the pseudo-multiplier Tm satisfies the Ho¨rmander condition
(2.12), in order to guarantee the Lp-boundedness of Tm, in every case above we
can take s > sn,p − 112 . However, s > 3n2 − 112 implies the Lp-boundedness of Tm
for all 4
3
< p < 4.
Proof. In view of the Propositions 2.7 and 2.8 and considering the following values
for γp: (according to Lemma 2.4),
• γp = n−12 (12 − 1p), if n ≥ 2, 2 ≤ p < 2(n+3)n+1 ,
• γp = −16 + 2n3 (12 − 1p), if n ≥ 2, 2(n+3)n+1 < p ≤ 2nn−2 ,
• γp = −12 + n(12 − 1p), if n ≥ 2, 2nn−2 ≤ p <∞,
• γp = 0, if n ∈ N, 43 < p < 4,
• γp = −16 + 23(12 − 1p), if n = 1, 4 < p <∞,
the proof ends if we take into account that γp = γp′ and
• n ≥ 2, 2(n+3)
n+5
≤ p ≤ 2 ⇒ 2 ≤ p′ < 2(n+3)
n+1
,
• n ≥ 2, 2(n+3)
n+1
< p ≤ 2n
n−2
⇒ 2n
n+2
≤ p′ ≤ 2(n+3)
n+5
,
• n ≥ 2, 2n
n−2
≤ p <∞ ⇒ 1 < p′ ≤ 2n
n+2
,
• 4
3
≤ p ≤ 2 ⇒ 2 ≤ p′ ≤ 4,
• 1 < p < 4
3
⇒ 4 < p′ <∞,
• 4
3
< p < 4 ⇔ 4
3
< p′ < 4.
The proof is complete. 
Remark 2.10. Let us note that for n ≥ 2 and p = 2(n+3)
n+1
, the condition s > sn,p =
3n
2
+ n−1
2(n+3)
, implies the boundedness of a pseudo-multiplier Tm on L
2(n+3)
n+1 (Rn)
provided that m satisfies (2.20). Indeed, from Remark 2.6, if 2 ≤ r < 2(n+3)
n+1
<
ω ≤ 2n
n−2
, then
lim
rր 2(n+3)
n+1
γr = lim
ωց 2(n+3)
n+1
γω =
n− 1
2(n+ 3)
. (2.24)
From the real interpolation we obtain γ 2(n+3)
n+1
= n−1
2(n+3)
. So, by Proposition 2.8
the condition s > sn,p =
3n
2
+ n−1
2(n+3)
implies the Lp(Rn)-boundedness of Tm when
p = 2(n+3)
n+1
. Now, if n = 1, a similar analysis shows that γ4 <
1
2
and the condition
s > s1,4 = 2 implies the boundedness of Tm on L
4(Rn). So, this remark and
Theorem 2.9 proves Theorem 1.1.
In the following proposition we exhibit a class of symbols providing Lp-pseudo-
multipliers.
Proposition 2.11. Let us consider a complex-valued function m on Rn×Rn and
a pseudo-multiplier Tm with symbol {m(x, ν)}x∈Rn,ν∈Nn0 . If m satisfies the symbol
inequalities
|∂αξ m(x, ξ)| ≤ Cα(1 + |ξ|)−|α|, |α| ≤ ρ, (2.25)
for ρ = [3n/2] + 1, then Tm extends to a bounded operator on L
2(Rn). Moreover,
for ρ = 2n+ 1 we have the Lp(Rn)-boundedness of Tm for all 1 < p <∞.
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Proof. For the proof, we will use that the Sobolev space Hs(Rn) defined by those
functions g satisfying ‖g‖Hs(Rn) := ‖〈z〉s(Fg)‖L2(Rn) < ∞, has the equivalent
norm
‖g‖′Hs(Rn) :=
∑
|β|≤s
‖∂βξ g‖L2(Rn), (2.26)
when s is an integer (see, e.g. [9], p. 163). We will show that
sup
k>0,x∈Rn
2k(ρ−
n
2
)‖m(x, ·)ψ(2−k| · |)‖Hρ = sup
k>0,x∈Rn
‖m(x, 2k·)ψ(| · |)‖Hρ < ∞,
(2.27)
provided that ρ is an integer. From the estimate
‖m(x, 2k·)ψ(| · |)‖Hρ ≍ ‖m(x, 2k·)ψ(| · |)‖′Hρ =
∑
|β|≤s
‖∂βξ (m(x, 2k·)ψ(| · |))‖L2(Rn),
(2.28)
we will estimate the L2-norms of the derivatives ∂βξ (m(x, 2
k·)ψ(| · |))(ξ). Because
the function ψ is supported in some closed interval not containing the origin, the
function ψ(| · |) is smooth. By the Leibniz rule we have
∂βξ (m(x, 2
kξ)ψ(|ξ|)) =
∑
|α|≤|β|
2k|α|(∂αξ m)(x, 2
kξ)∂β−αξ ψ(|ξ|).
So, we obtain
‖∂βξ (m(x, 2k·)ψ(| · |))‖L2 ≤
∑
|α|≤ρ
Cα‖∂β−αξ ψ(| · |)‖L2 , (2.29)
where we have used that (2.25) implies the estimate |2k|α|(∂αξ m)(x, 2k·)| ≤ Cα,
for k large enough. Now, (2.27) follows by summing both sides of (2.29) over
|β| ≤ ρ. We finish the proof by observing that every sn,p defined in Theorem 2.9,
satisfies the upper bound sn,p ≤ 2n, and we can obtain the Lp-boundedness of Tm
by taking ρ > sn,p with ρ = 2n+ 1. A similar analysis shows that ρ = [3n/2] + 1
implies the L2−boundedness of Tm. 
Corollary 2.12. Let us consider a complex-valued function m on Rn×Zn and a
pseudo-multiplier Tm with symbol {m(x, ν)}x∈Rn,ν∈Nn0 . If m satisfies the discrete
difference conditions
|∆ανm(x, ν)| ≤ Cα(1 + |ν|)−|α|, α ∈ Nn0 , |α| ≤ ρ, (2.30)
for ρ = [3n/2] + 1, then Tm extends to a bounded operator on L
2(Rn). Moreover,
for ρ = 2n+ 1 we have the Lp(Rn)-boundedness of Tm for all 1 < p <∞.
Proof. Let us define for every z0 ∈ Rn, the function mz0 given by mz0(ν) =
m(z0, ν). Then we have the estimates
|∆ανmz0(ν)| ≤ Cα(1 + |ν|)−|α|, α ∈ Nn0 , |α| ≤ ρ. (2.31)
From Corollary 4.5.7 of [22], there exists a suitable function m˜z0 defined on R
n
such that m˜z0 |Zn = mz0 and additionally satisfying the conditions,
|∂αξ m˜z0(ξ)| ≤ Cα(1 + |ξ|)−|α|, α ∈ Nn0 , |α| ≤ ρ. (2.32)
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The function m˜ defined by m˜(z0, ξ) := m˜z0(ξ) satisfies (2.25), and by Proposition
2.11 we obtain the L2-boundedness of the pseudo-multiplier Tm˜ with symbol
{m˜(x, ν)}x∈Rn,ν∈Nn0 , if ρ = [3n/2] + 1 (or the Lp-boundedness, for all 1 < p < ∞
if ρ = 2n + 1). We finish the proof by observing that Tm˜ = Tm in view of the
equality sets {m˜(x, ν)}x∈Rn,ν∈Nn0 = {m(x, ν)}x∈Rn,ν∈Nn0 . 
2.3. (Lp, Lq)-boundedness of spectral pseudo-multipliers. Let us assume
n ∈ N, arbitrary but fixed. Let us define the set 2N0 + n := {2m+ n : m ∈ N0}.
We will consider continuous functions m(x, ξ) defined on Rnx×Rξ and we will de-
note by m(x, ℓ) the restriction of m(x, ξ) to the set Rn×(2N0+n), so that x ∈ Rn
and ℓ ∈ 2N0+n. If we set F : L2(−∞,∞)→ L2(−∞,∞) for the one-dimensional
Fourier transform, we will consider symbols m(x, ℓ) := m(x, ξ)|Rn×(2N0+n) satisfy-
ing the, so called, Ho¨rmander condition of order s > 0,
‖m‖l.u.,hs := sup
x∈Rn,k>0
2k(s−
n
2
)
 ∞∫
−∞
〈t〉2s|F [m(x, ·)ψ(2−k| · |)](t)|2dt
 12 <∞,
(2.33)
where the function ψ ∈ D(0,∞) satisfies ψ(t) = 1 for all t ∈ [1, 2]. With the
previous notation we want to investigate the Ho¨rmander condition for pseudo-
multipliers of the form
m(x,H)f(x) :=
∞∑
ℓ=0
m(x, ℓ)Pℓf(x), (2.34)
where we have denoted by Pℓ the orthogonal projection to the subspace generated
by the set {φν : |ν| = ℓ}. For symbols m(x, ℓ) = m(ℓ) depending only on the ℓ
variables we have used in (1.6) the term radial symbols . If it depends on x we can
talk about them as spectral pseudo-multipliers. In the next theorem, we prove
that for symbols satisfying the Ho¨rmander condition of order s, for s suitable,
the corresponding spectral pseudo-multipliers are bounded operators from Lp(Rn)
into Lq(Rn) when 1
q
+ 1
p
= 1. We will denote δ(p) := n|1
p
− 1
2
| − 1
2
and q = p′.
Theorem 2.13. Let us consider a function m satisfying (2.33). Let m(x,H) be
a spectral pseudo-multiplier with symbol {m(x, ℓ)}x∈Rn,ℓ∈2N0+n. Under one of the
following conditions
• n ≥ 2, 1 ≤ p ≤ 2n
n+2
and s > n+1
2
+ δ(p),
• n ≥ 2, 2n
n+2
< p ≤ 2 and s > 3n
2
,
• n = 1, 4
3
< p ≤ 2, s > 2− 1
p
,
• n = 1, p = 4
3
, s > 3
2
,
• n = 1, 1 < p < 4
3
, s > 1 + 1
3p
,
the operator m(x,H) extends to a bounded operator from Lp(Rn) into Lp
′
(Rn).
Proof. In order to prove Theorem 2.13 we will split the symbol m as
m(x, ℓ) =
∞∑
k=0
mk(x, ℓ), mk(x, ℓ) := m(x, ℓ) · 1{2k≤ℓ<2k+1}. (2.35)
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Let us denote by Tm(j) the pseudo-multiplier associated to mj , for j ≥ 0. Then
the operator series
T0 +
∑
k
Tm(k) (2.36)
converges to Tm in the strong topology on B(L
p(Rn), Lp
′
(Rn)) and
‖m(x,H)‖
B(Lp(Rn),Lp′(Rn)) ≤
∑
k
‖Tm(k)‖B(Lp(Rn),Lp′(Rn)). (2.37)
So, we want to estimate every norm ‖Tm(j)‖B(Lp(Rn),Lp′(Rn)). For this, we will
use the fact that for f ∈ C∞0 (Rn),
‖Tm(j)f‖Lp′(Rn) = sup{(Tm(j)f, g)L2(Rn) : ‖g‖Lp(Rn) = 1}. (2.38)
In fact, for f and g as above we have
(Tm(k)f, g)L2(Rn) =
∫
Rn
Tm(k)f(x)g(x)dx
=
∫
Rn
∑
2k≤ℓ<2k+1
m(x, ℓ)Pℓf(x)g(x)dx
=
∑
2k≤ℓ<2k+1
∫
Rn
m(x, ℓ)Pℓf(x)g(x)dx.
For every x ∈ Rn let us denote the one-dimensional Fourier transform of
m(x, ·)ψ(2−k| · |) by F [m(x, ·)ψ(2−k| · |)]. So, we have
mk(x, ℓ) = F
−1(F [m(x, ·)ψ(2−k| · |)])(ℓ) =
∞∫
−∞
F [m(x, ·)ψ(2−k| · |)](t)ei2πℓ·tdt.
(2.39)
Consequently, we have
|(Tm(k)f, g)L2(Rn)|
≤
∑
2k≤ℓ<2k+1
sup
x∈Rn
∞∫
−∞
|F [m(x, ·)ψ(2−k| · |)](t)|dt
× ‖Pℓf‖Lp′‖g‖Lp.
Now, let us fix n ∈ N, n ≥ 2. By taking into account the Karadzhov’s estimate
(see Thangavelu [31], p. 268)
‖Pℓf‖Lp′(Rn) ≤ Cpℓδ(p)−
1
2‖f‖Lp, 1 ≤ p ≤ 2n
n+ 2
, n ≥ 2, (2.40)
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we can estimate the operator norm of Tm(k) by
‖Tm(k)‖B(Lp,Lp′)
.
∑
2k≤ℓ<2k+1
sup
x∈Rn
∞∫
−∞
|F [m(x, ·)ψ(2−k| · |)](t)|dtℓδ(p)− 12
.
∑
2k≤ℓ<2k+1
sup
x∈Rn
 ∞∫
−∞
〈t〉2s|F [m(x, ·)ψ(2−k| · |)](t)|2dt
 12 ‖〈·〉−s‖L2(−∞,∞)ℓδ(p)− 12 ,
if we impose s > 1
2
. If additionally we consider the hypothesis (2.33), that is,
sup
x∈Rn
 ∞∫
−∞
〈t〉2s|F [m(x, ·)ψ(2−k| · |)](t)|2dt
 12 ≤ ‖m‖l.u.,hs · 2−k(s−n2 ), (2.41)
then we have
‖Tm(k)‖B(Lp,Lp′) .
∑
2k≤ℓ<2k+1
‖m‖l.u.,hs · 2−k(s−n2 )+k(δ(p)− 12 )
≍ 2k−k(s−n2 )+k(δ(p)− 12 )‖m‖l.u.,hs = 2−k(s−n+12 −δ(p))‖m‖l.u.,hs.
As a consequence we obtain
0 ≤
∞∑
k=1
‖Tm(k)‖B(Lp,Lp′) .
∞∑
k=1
2−k(s−
n+1
2
−δ(p))‖m‖l.u.,hs <∞,
for s > n+1
2
+ δ(p). So, we have
‖m(x,H)‖
B(Lp,Lp′) ≤ C‖m‖l.u.,hs, 1 ≤ p ≤
2n
n + 2
.
Let us note that δ( 2n
n+2
) = 1
2
, and consequently Tm : L
2n
n+2 → L 2nn−2 extends to a
bounded operator provided that s > n+2
2
. If we assume s > 3n
2
then from Theorem
2.9 we obtain the L2-boundedness of m(x,H). Thus, by the real interpolation we
obtain the boundedness of m(x,H) from Lp into Lp
′
for 2n
n+2
≤ p ≤ 2 provided
that s > 3n
2
.
Now, if n = 1, by the Cauchy-Schwarz inequality we have for every ℓ ∈ N0 the
estimate,
‖Pℓf‖Lp′(R) = ‖(f, φℓ)L2(R)φℓ‖Lp′(R) ≤ ‖φℓ‖2Lp′ (R)‖f‖Lp(R). (2.42)
By Thangavelu’s Lemma 2.1, we can estimate the Lp
′
(R)-norm of the function
Pℓf as follows:
‖Pℓf‖Lp′(R) . ℓ2(
1
2p′
− 1
4
)‖f‖Lp(R) = ℓ
1
2
− 1
p‖f‖Lp(R), 4
3
< p ≤ 2, (2.43)
‖Pℓf‖Lp′(R) . ℓ2(−
1
6p′
− 1
12
)‖f‖Lp(R) = ℓ−
1
2
+ 1
3p‖f‖Lp(R), 1 < p < 4
3
. (2.44)
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Recalling that for all n ∈ N we have,
|(Tm(k)f, g)L2(Rn)|
≤
∑
2k≤ℓ<2k+1
sup
x∈Rn
∞∫
−∞
|F [m(x, ·)ψ(2−k| · |)](t)|dt
× ‖Pℓf‖Lp′(Rn)‖g‖Lp(Rn),
we obtain, with n = 1,
‖Tm(k)f‖Lp′(Rn) ≤
∑
2k≤ℓ<2k+1
2−k(s−
n
2
)‖m‖l.u.,hs‖Pℓf‖Lp′(Rn)
. 2−k(−1+s−
n
2
)‖m‖l.u.,hs‖Pℓf‖Lp′(Rn).
Thus, by (2.43) and the estimate above we have,
0 ≤ ‖m(x,H)‖
B(Lp,Lp′) ≤
∞∑
k=1
‖Tm(k)‖B(Lp,Lp′) .
∞∑
k=1
2−k(−1+s−
n
2
− 1
2
+ 1
p
)‖m‖l.u.,hs
=
∞∑
k=1
2−k(s−2+
1
p
)‖m‖l.u.,hs <∞,
for s > 2− 1
p
, when 4
3
< p ≤ 2, and
0 ≤ ‖m(x,H)‖
B(Lp,Lp′) ≤
∞∑
k=1
‖Tm(k)‖B(Lp,Lp′) .
∞∑
k=1
2−k(−1+s−
n
2
+ 1
2
− 1
3p
)‖m‖l.u.,hs
=
∞∑
k=1
2−k(s−1−
1
3p
)‖m‖l.u.,hs <∞,
for s > 1 + 1
3p
, and 1 < p < 4
3
, in view of (2.44). The (L
4
3 , L4)-boundedness of
m(x,H) now follows by the real interpolation for s > 3
2
. In fact, if we fix s > 3
2
there exists p1 >
4
3
satisfying s > 2− 1
p1
> 3
2
.We also have the existence of p0 > 0,
1 < p0 <
4
3
such that s > 3
2
> 1+ 1
3p0
. Thus, m(x,H) admits bounded extensions
from Lp0(Rn) into Lp
′
0(Rn) and from Lp1(Rn) into Lp
′
1(Rn) respectively. By the
inequality p0 <
4
3
< p1 and the real interpolation we deduce that m(x,H) has
a bounded extension from L
4
3 (Rn) into L4(Rn). Thus, we have completed the
proof. 
Now, by the real interpolation we give the following general (Lp, Lq) bounded-
ness theorem.
Theorem 2.14. Let us consider a function m = m(x, ℓ) satisfying (2.33). Let
m(x,H) be a spectral pseudo-multiplier with symbol {m(x, ℓ)}x∈Rn,ℓ∈2N0+n. Under
one of the following conditions
• n ≥ 2, 1 < p ≤ 2n
n+2
and s > 3n−1
2
+ n(1
2
− 1
p
),
• n ≥ 2, 2n
n+2
< p ≤ 2 and s > 3n
2
,
• n = 1, 4
3
≤ p < 2, s > 3
2
,
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• n = 1, 1 < p < 4
3
, s > 1 + 1
3p
,
the operator m(x,H) extends to a bounded operator from Lp(Rn) into Lq(Rn), for
all p ≤ q ≤ p′.
Proof. Let us observe that δ( 2n
n+2
) = 1
2
≤ δ(p) ≤ n−1
2
for 1 ≤ p ≤ 2n
n+2
and that
1
2
− 1
p
≤ 0 for 1 < p ≤ 2. With these inequalities in mind, from Theorems 2.9 and
2.13, under one of the following conditions
• n ≥ 2, 1 < p ≤ 2n
n+2
,
s >
3n− 1
2
+ n(
1
2
− 1
p
) = max{n+ 1
2
+ δ(p),
3n− 1
2
+ n(
1
2
− 1
p
)},
• n ≥ 2, 2(n+3)
n+5
≤ p ≤ 2,
s >
3n
2
= max{3n
2
,
3n
2
+
n− 1
2
(
1
2
− 1
p
)},
• n ≥ 2, 2n
n+2
≤ p ≤ 2(n+3)
n+5
,
s >
3n
2
= max{3n
2
,
3n
2
− 1
6
+
2n
3
(
1
2
− 1
p
)},
• n = 1, 4
3
≤ p < 2,
s >
3
2
= max{3
2
, 2− 1
p
},
• n = 1, 1 < p < 4
3
,
s > 1 +
1
3p
= max{1 + 1
3p
,
4
3
+
2
3
(
1
2
− 1
p
)},
the spectral pseudo-multiplierm(x,H) extends to a bounded operator from Lp(Rn)
into Lp
′
(Rn) and also we have its boundedness from Lp(Rn) into Lp(Rn). So, by
the Riesz-Thorin interpolation theorem we deduce the boundedness of m(x,H)
from Lp(Rn) into Lq(Rn) for all p ≤ q ≤ p′. So, we finish the proof. 
2.4. Lower bounds for the operator norm of multipliers on Lp spaces.
Now, we estimate from below the operator norm of multipliers associated to the
harmonic oscillator.
Theorem 2.15. Let 1 ≤ p ≤ ∞. Let us assume that Tm is a multiplier associated
to the harmonic oscillator. If Tm is a bounded operator on L
p(Rn), then we have
the following lower bound for the Lp-operator norm of Tm,
‖Tm‖B(Lp(Rn)) ≥ sup
ν∈Nn
|m(ν)|.
Proof. For the proof we can take advantage of the orthogonality properties of the
Hermite functions φν , ν ∈ Nn0 . By definition we have
Tm(φν) = m(ν)φν . (2.45)
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As consequence we obtain
‖Tm‖B(Lp(Rn)) ≥ ‖Tm( φν‖φν‖Lp )‖L
p(Rn) = |m(ν)|.
Thus, we end the proof. 
3. Compactness of pseudo-multipliers
3.1. L2-compactness of multipliers. Now, we use the Fourier analysis pro-
duced by the harmonic oscillator in order to characterise the L2-compactness of
multipliers. The following is an analogue of a criterion very well known in other
settings.
Theorem 3.1. Let us assume that Tm is a bounded multiplier on L
2(Rn). Then,
Tm is a compact operator on L
2(Rn) if and only if lim|ν|→∞m(ν) = 0.
Proof. In order to prove the theorem, let us first assume that Tm is an L
2-compact
operator. If f ∈ L2(Rn), by the Plancherel theorem we have
‖f‖2L2(Rn) =
∑
ν∈Nn0
|(f, φν)L2 |2. (3.1)
Consequently, we have (f, φν)→ 0 as |ν| → ∞. So, we conclude that in L2(Rn),
the sequence {φν}ν∈Nn0 converges weakly to zero. By the compactness of Tm the
sequence {T (φν)}ν∈Nn0 converges to zero in the L2-norm. So,
lim
|ν|→∞
‖Tmφν‖L2(Rn) = lim
|ν|→∞
|m(ν)| = 0. (3.2)
For the proof of the converse assertion, let us assume that the sequence {m(ν)}ν∈Nn0
tends to zero as |ν| → ∞. In order to show that Tm is compact, we will approxi-
mate it with operators of finite rank. So, let us define the sequence of finite rank
operators Tm(k), k ∈ N, by
Tm(k)f :=
∑
|ν|≤k
m(ν)f̂ (φν)φν . (3.3)
By the orthogonality of the Hermite functions, we have
‖Tm(k)f − Tmf‖2L2(Rn) =
∑
|ν|≥k
|m(ν)|2|(f, φν)L2|2 ≤ sup
|ν|≥k
|m(ν)|2‖f‖2L2(Rn). (3.4)
So, we obtain
lim
k→∞
‖Tm(k) − Tm‖B(L2) ≤ lim
k→∞
sup
|ν|≥k
|m(ν)| = 0. (3.5)
With the last line we finish the proof. 
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3.2. Lp-compactness and Lp-boundedness for multipliers via Littlewood-
Paley theory. In the preceding subsection we have characterised the compact-
ness on L2(Rn) of multipliers with the Plancherel theorem as a fundamental tool.
In order to investigate the Lp-compactness of multipliers for 1 < p < ∞, but
p 6= 2, we will use the Littlewood-Paley theorem (which is a partial substitute of
the Plancherel theorem on Lp-spaces) associated to dyadic decompositions of the
spectrum of the harmonic oscillator. The main notion in the Littlewood-Paley
theory is the concept of a dyadic decomposition. Here, the sequence {ψl}l∈N0 is a
dyadic decomposition, defined as follows: we choose a function ψ ∈ D(0,∞) sup-
ported in [1/2, 1], ψ = 1 on [2/3, 4/5]. Denote by ψl the function ψl(t) = ψ(2
−lt),
t ∈ R. For some smooth compactly supported function ψ0 we have∑
l∈N0
ψl(λ) = 1, for every λ > 0. (3.6)
Now we present the Littlewood-Paley Theorem in the form of the following result
(see Theorems 7.1 and 7.3 of [4] and Proposition 5 of [18]).
Theorem 3.2. Let 1 < p <∞ and for every l ∈ N0, let us consider the multipliers
Tψl given by
Tψlf(x) :=
∑
2l≤〈ν〉<2l+1
ψl(〈ν〉)φν(x)f̂(φν), 〈ν〉 := (1 + |ν|2) 12 . (3.7)
Then there exist constants 0 < cp, Cp <∞ depending only on p such that
cp‖f‖Lp(Rn) ≤
∥∥∥∥∥∥
(
∞∑
l=0
|Tψlf(x)|2
) 1
2
∥∥∥∥∥∥
Lp(Rn)
≤ Cp‖f‖Lp(Rn), (3.8)
holds for all f ∈ Lp(Rn).
The following Lp multiplier theorem provides sufficient conditions for the Lp-
boundedness of multipliers (different from the Ho¨rmander-Mihlin condition) and
their Lp-compactness.
Theorem 3.3. Let us assume that Tm is a multiplier and let 1 < p <∞. Let us
assume that there exists a sequence {νl} satisfying: 2l ≤ |νl| < 2l+1, m(νl) 6= 0
for every l ∈ N0 and
lim
l→∞
m(ν ′l)
m(νl)
= K 6= 0, (3.9)
for every sequence {ν ′l} where 2l ≤ |ν ′l | < 2l+1 (the constant K depends on the
sequences νl and ν
′
l). Then,
• if ‖m‖L∞(Nn0 ) < ∞, then the operator Tm extends to a bounded operator
on Lp(Rn) and
‖Tm‖B(Lp(Rn)) ≤ C‖m‖L∞(Nn0 ). (3.10)
• if |m(ν)| → 0 as |ν| → ∞, then the operator Tm extends to a compact
operator on Lp(Rn).
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Proof. Let us assume that f ∈ Lp(Rn), 1 < p < ∞. By the Littlewood-Paley
Theorem (see Theorem 3.2 above) we have
‖Tmf‖Lp(Rn) .
∥∥∥∥∥∥
(
∞∑
l=0
|TψlTmf(x)|2
) 1
2
∥∥∥∥∥∥
Lp(Rn)
=
∥∥∥∥∥∥∥
 ∞∑
l=0
|
∑
2l≤〈ν〉<2l+1
ψl(〈ν〉)m(ν)φν(x)f̂(φν)|2
 12
∥∥∥∥∥∥∥
Lp(Rn)
.
Taking into account both, that m is bounded and the condition (3.9) we have∥∥∥∥∥∥∥
 ∞∑
l=0
|
∑
2l≤〈ν〉<2l+1
ψl(〈ν〉)m(ν)φν(x)f̂(φν)|2
 12
∥∥∥∥∥∥∥
Lp(Rn)
=
∥∥∥∥∥∥∥
 ∞∑
l=0
|m(νl)|2|
∑
2l≤〈ν〉<2l+1
ψl(〈ν〉)m(ν)
m(νl)
φν(x)f̂(φν)|2
 12
∥∥∥∥∥∥∥
Lp(Rn)
≤ ‖m‖L∞(Nn0 )
∥∥∥∥∥∥∥
 ∞∑
l=0
|
∑
2l≤〈ν〉<2l+1
ψl(〈ν〉)m(ν)
m(νl)
φν(x)f̂ (φν)|2
 12
∥∥∥∥∥∥∥
Lp(Rn)
≍ ‖m‖L∞(Nn0 )
∥∥∥∥∥∥∥
 ∞∑
l=0
|
∑
2l≤〈ν〉<2l+1
ψl(〈ν〉)φν(x)f̂(φν)|2
 12
∥∥∥∥∥∥∥
Lp(Rn)
. ‖m‖L∞(Nn0 ) ‖f‖Lp(Rn) ,
where in the last line we have used the Littlewood-Paley Theorem 3.2 again. So,
we have proved the first part of the theorem. Now, if in addition |m(ν)| → 0 as
|ν| → ∞, we will prove that Tm can be approximated by rank finite operators
and consequently we obtain the compactness of Tm. Let us define for every k ∈ N
the operator,
Tm(k)f :=
∑
〈ν〉≤k
m(ν)f̂(φν)φν . (3.11)
A similar argument as in the proof of the first assertion shows us that the estimate
‖Tmf − Tm(k)f‖Lp(Rn) . sup
〈ν〉≥2k
|m(ν)|‖f‖Lp, (3.12)
holds true. Consequently we have the norm estimates
‖Tm − Tm(k)‖B(Lp(Rn)) . sup
〈ν〉≥2k
|m(ν)| → 0 as |ν| → ∞. (3.13)
So, we finish the proof. 
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Remark 3.4. Let us note that m(ν) := (1 + |ν|)iτ , τ ∈ R, satisfies (3.9) and
clearly it is a bounded symbol. By the preceding theorem we conclude that Tm
extends to a bounded operator on Lp(Rn), 1 < p < ∞. Also, is easy to see that
mκ(ν) := (1 + |ν|)−κ for κ > 0 satisfies (3.9) and |mκ(ν)| → 0 as |ν| → ∞.
Consequently every operator Tmκ extends to a compact operator on L
p(Rn) for
all 1 < p <∞.
4. Lp-boundedness for multilinear pseudo-multipliers
In this section we analyse the boundedness of multilinear pseudo-multipliers
on Lebesgue spaces which are operators defined by
Tm(f1, · · · , fκ)(x) :=
∑
ν∈Nnκ0
m(x, ν)f̂1(φν1) · · · f̂κ(φνκ)φν1(x) · · ·φνκ(x), (4.1)
for all (f1, f2, · · · , fκ) ∈ D(Rn)κ, where ν := (ν1, · · · , νκ), νi ∈ Nn0 , and x ∈ Rn.
In order to prove a general theorem on the boundedness of these operators, we
establish the following proposition.
Proposition 4.1. Let us consider a pseudo-multiplier Tm defined on D(R
n)κ and
let m : Rn × Nnκ0 → C be its symbol. Let us assume that for s > 0, m satisfies
the condition
‖m‖l.u.,Hs := sup
k>0, x∈Rn
2k(s−
nκ
2
)‖〈z〉sF−1H [m(x, ·)ψ(2−k| · |)](z)‖L2(Rnκz ) <∞, (4.2)
and that κ ≥ 2. Then
1. If s > 3nκ
2
+ (κ − 1)γ∞, the operator Tm extends to a bounded multilinear
operator from L1 × L∞ × · · · × L∞ × L∞ into L1(Rn), and
‖Tm‖B(L1×(L∞)κ−1, L1) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)). (4.3)
2. If s > 3nκ
2
+ (κ−1)n
4
− 1
12
, the operator Tm extends to a bounded multilinear
operator from L2 × L∞ × · · · × L∞ × L∞ into L2(Rn), and
‖Tm‖B(L2×(L∞)κ−1, L2) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)). (4.4)
3. If s > 3nκ
2
+ (n−1)(κ−1)
2
+ γp, γp defined as in (2.11), the operator Tm
extends to a bounded multilinear operator from Lp×L∞× · · ·×L∞×L∞
into Lp(Rn), and
‖Tm‖B(Lp×(L∞)κ−1, Lp) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)), (4.5)
for all 2 < p ≤ ∞.
Proof. We proceed with the proof of the first statement. Since
‖Tmf‖L1(Rn) = sup
‖g‖L∞=1
|(Tmf, g)|, (4.6)
similar to the previous section we will estimate |(Tmf, g)| for ‖g‖L∞ = 1. Now,
for f := (f1, f2, · · · , fκ) ∈ D(Rn)κ we have
|(Tmf, g)| ≤ |(T0f, g)|+
∞∑
k=0
|(Tm(k)f, g)|, (4.7)
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where Tm(k) is the pseudo-multiplier associated to the symbol
mk(x, ν) = m(x, ν) · 1[2k,2k+1)(|ν|),
and T0 is the operator with symbol m(x, 0)δν,0. For zj ∈ Rn, z = (z1, z2, · · · , zκ) ∈
Rnκ, and φν(z) = φν1(z1) · · ·φνκ(zκ), the inversion formula for the Fourier-Hermite
transform gives
|(Tm(k)f, g)| =
∣∣∣∣∫
Rn
Tm(k)f(x)g(x)dx
∣∣∣∣
= |
∫
Rn
∑
2K≤|ν|<2k+1
mk(x, ν)f̂1(φν1) · · · f̂κ(φνκ)φν1(x) · · ·φνκ(x)g(x)dx|
≤
∑
2k≤|ν|<2k+1
|
∫
Rn
mk(x, ν)f̂1(φν1) · · · f̂κ(φνκ)φν1(x) · · ·φνκ(x)g(x)dx|
=
∑
2k≤|ν|<2k+1
|
∫
Rn
∫
Rnκ
φν(z)F
−1
H [mk(x, ·)](z)dz
× f̂1(φν1) · · · f̂κ(φνκ)φν1(x) · · ·φνκ(x)g(x)dx|
≤
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rnκ
|φν(z)||F−1H [mk(x, ·)]|(z)dz
× ‖f1‖L1‖φν1‖L∞
κ∏
j=2
‖fj‖L∞‖φνj‖L1 · ‖g‖L∞
∫
Rn
|φν1(x) · · ·φνκ(x)|dx.
Taking into account that κ ≥ 2 we write,
∫
Rn
|φν1(x) · · ·φνκ(x)|dx ≤ ‖φν1‖L2‖φν2‖L2
κ∏
j 6=1,2
‖φνj‖L∞ . 1, (4.8)
where we have used Remark 2.5 for the terms in the products. Consequently,
|(Tm(k)f, g)| ≤
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rnκ
|φν(z)||F−1H [mk(x, ·)]|(z)dz
× ‖f1‖L1‖φν1‖L∞
κ∏
j=2
‖fj‖L∞‖φνj‖L1 · ‖g‖L∞.
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Hence we have the following estimate for the norm of Tm(k),
‖Tm(k)‖B(L1×(L∞)κ−1, L1)
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rnκ
|φν(z)||F−1H [mk(x, ·)]|(z)dz × ‖φν1‖L∞
κ∏
j=2
‖φνj‖L1
≤
∑
2k≤|ν|<2k+1
sup
x∈Rn
‖〈z〉sF−1H [mk(x, ·)]‖L2(Rnκ)
× ‖〈z〉−s‖L2(Rnκ)‖φν‖L∞ × ‖φν1‖L∞
κ∏
j=2
‖φνj‖L1.
Since
‖φν‖L∞ × ‖φν1‖L∞
κ∏
j=2
‖φνj‖L1 ≤ ‖φν1‖2L∞
κ∏
j=2
‖φνj‖L1‖φνj‖L∞ (4.9)
and by using the following estimate in Lemma 2.4 for p =∞,
‖φνj‖L1(Rn)‖φνj‖L∞(Rn) . |νj|γ∞ , 2 ≤ j ≤ κ, (4.10)
(γ∞ =
n−1
2
for n ≥ 2 and for n = 1, γ∞ = 1/6), we obtain
‖φν‖L∞ × ‖φν1‖L∞
κ∏
j=2
‖φνj‖L1 . ‖φν1‖2L∞
κ∏
j=2
|νj|γ∞ . |ν|γ∞(κ−1). (4.11)
Let us note that in the last estimates we have used that Remark 2.5 implies
‖φν1‖L∞ = O(1). Consequently we have for s > nκ2 ,
‖Tm(k)‖B(L1×(L∞)κ−1, L1)
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
‖〈z〉sF−1H [mk(x, ·)]‖L2(Rnκ)‖〈z〉−s‖L2(Rnκ)|ν|(κ−1)γ∞
.
∑
2k≤|ν|<2k+1
2−k(s−
nκ
2
)2k(κ−1)γ∞(κ−1)‖m‖l.u.Hs ≍ 2−k(s−nκ2 )+k(κ−1)γ∞+knκ‖m‖l.u.Hs
= 2−k(s−
3nκ
2
−(κ−1)γ∞)‖m‖l.u.Hs.
So, we obtain the following upper bound for the series
∞∑
k=1
‖Tm(k)‖B(L1×(L∞)κ−1, L1) ≤ ‖m‖l.u.Hs ×
∞∑
k=1
2−k(s−
3nκ
2
−(κ−1)γ∞)
which converges provided that s > 3nκ
2
+ (κ − 1)γ∞. Now, it is easy to see that
‖T0‖B(L1×(L∞)κ−1, L1) . ‖m(·, 0)‖L∞(Rn).
As a consequence we get
‖Tm‖B(L1×(L∞)κ−1, L1) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)).
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So, we finish the proof of the first statement. For the proof of the second state-
ment, we observe that
|(Tm(k)f, g)|
≤
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rnκ
|φν(z)||F−1H [mk(x, ·)]|(z)dz
× ‖f1‖L2‖φν1‖L2
κ∏
j=2
‖fj‖L∞‖φνj‖L1 · ‖g‖L2 · (
∫
Rn
|φν1(x) · · ·φνκ(x)|2dx)
1
2 .
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rnκ
|φν(z)||F−1H [mk(x, ·)]|(z)dz
× ‖f1‖L2
κ∏
j=2
‖fj‖L∞‖φνj‖L1 · ‖g‖L2|ν|−
1
12 ,
where we have estimated (
∫
Rn
|φν1(x) · · ·φνκ(x)|2dx)
1
2 . |ν|− 112 . This estimate can
be obtained as follows. If |νi| := max1≤j≤κ |νj|, similar to Remark 2.5 we have
‖φνi‖L∞(Rnκ) . |νi|−
1
12 . |ν|− 112 ,
when |ν| is large enough. On the other hand, if k 6= i, it follows that
(
∫
Rn
|φν1(x) · · ·φνκ(x)|dx)
1
2 . ‖φνk‖L2‖φνi‖L∞
κ∏
j 6=i,k
‖φνj‖L∞ . |ν|−
1
12 , (4.12)
where we have used the crude estimate ‖φνj‖L∞ = O(1) for j 6= k, i and that the
L2−norm of the function φνk is normalised. By using this and Lemma 2.2 for
p = 1 we obtain
‖Tm(k)‖B(L2×(L∞)κ−1, L2)
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rnκ
|φν(z)||F−1H [mk(x, ·)]|(z)dz
κ∏
j=2
‖φνj‖L1|ν|−
1
12
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
‖〈z〉sF−1H [mk(x, ·)]‖L2(Rnκ)‖〈z〉−s‖L2(Rnκ)
κ∏
j=2
|νj |n4 |ν|− 112
.
∑
2k≤|ν|<2k+1
2−k(s−
nκ
2
)‖m‖l.u.Hs|ν|n4 (κ−1)|ν|− 112 ≍ 2−k(s− 3nκ2 −n4 (κ−1)+ 112 ).
Now, we only need to proceed as in the first part, in order to obtain the estimate
‖Tm‖B(L2×(L∞)κ−1, L2) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)), (4.13)
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for s > 3nκ
2
+ n
4
(κ− 1)− 1
12
. The last statement can be proved by observing that
|(Tm(k)f, g)| ≤
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rnκ
|φν(z)||F−1H [mk(x, ·)]|(z)dz
× ‖f1‖Lp‖φν1‖Lp′
κ∏
j=2
‖fj‖L∞‖φνj‖L1‖g‖Lp′(
∫
Rn
|φν1(x) · · ·φνκ(x)|pdx)
1
p
.
∑
2k≤|ν|<2k+1
sup
x∈Rn
∫
Rnκ
|φν(z)||F−1H [mk(x, ·)]|(z)dz
× ‖f1‖Lp‖φν1‖Lp′‖φν1‖Lp
κ∏
j=2
‖fj‖L∞‖φνj‖L1‖g‖Lp′ ,
where in the last line we have used again that the L∞-norm of Hermite functions
is O(1). Now, if we denote by γp the exponent that according to Lemma 2.4
satisfies
‖φν1‖Lp‖φν1‖Lp′ . |ν1|γp , (4.14)
and we assume that |ν1| := max1≤j≤κ |νj| (which can be obtained by a simple
permutation of the ν ′js) we obtain |ν1| ≍ |ν|, and the estimate
‖φν1‖Lp‖φν‖Lp′
κ∏
j=2
‖φνj‖L1‖φνj‖L∞ . |ν|γp+
(κ−1)(n−1)
2 .
In the last line according to Lemma 2.4 we have used the estimate ‖φνj‖L1‖φνj‖L∞ .
|ν|n−12 . Now, if we repeat the argument of the first part we obtain
‖Tm(k)‖B(Lp×(L∞)κ−1, Lp) .
∑
2k≤|ν|<2k+1
2−k(s−
nκ
2
)‖m‖l.u.Hs2k
(n−1)(κ−1)
2
+kγp
≍ 2−k(s− 3nκ2 − (n−1)(κ−1)2 −γp)‖m‖l.u.Hs,
and consequently the estimate
‖Tm‖B(Lp×(L∞)κ−1, Lp) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)),
for s > 3nκ
2
+ (n−1)(κ−1)
2
+ γp. Thus we conclude the proof. 
Remark 4.2. The different regularity orders s imposed to obtain the boundedness
of multilinear pseudo-multipliers in Proposition 4.1 for p = 1, 2 or other values of
p, lie in the slight variations that we use for the proof of every specific case. To
be more precise, these differences appear as consequence of the conclusions (4.8)
for p = 1, (4.12) for p = 2, (where we have used strongly that the L2-norm of
every Hermite functions is normalised) and the estimate (4.14) when 2 < p <∞.
Let us mention that our main strategy in the proof of Proposition 4.5 will be to
use the real interpolation for p between p0 = 1 and p1 = 2 or p between p1 = 2
and arbitrary p with 2 < p < ∞, together with the different regularity orders
imposed in Proposition 4.1.
With a similar proof, as in the previous result, we present the following propo-
sition.
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Proposition 4.3. Let us consider a pseudo-multiplier Tm defined on D(R
n)κ
with symbol m = {m(x, ν)}x∈Rn,ν∈Nnκ0 where m : Rn × Rnκ → C satisfies the
condition
‖m‖l.u.,Hs := sup
k>0, x∈Rn
2k(s−
nκ
2
)‖〈z〉sF [m(x, ·)ψ(2−k| · |)](z)‖L2(Rnκz ) <∞. (4.15)
Then
1. If s > 3nκ
2
+ (κ − 1)γ∞, the operator Tm extends to a bounded multilinear
operator from L1 × L∞ × · · · × L∞ × L∞ into L1(Rn), and
‖Tm‖B(L1×(L∞)κ−1, L1) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)). (4.16)
2. If s > 3nκ
2
+ (κ−1)n
4
, the operator Tm extends to a bounded multilinear
operator from L2 × L∞ × · · · × L∞ × L∞ into L2(Rn), and
‖Tm‖B(L2×(L∞)κ−1, L2) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)). (4.17)
3. If s > 3nκ
2
+ (n−1)(κ−1)
2
+γp, γp defined as in (2.11), the operator Tm extends
to a bounded multilinear operator from Lp × L∞ × · · · × L∞ × L∞ into
Lp(Rn), and
‖Tm‖B(Lp×(L∞)κ−1, Lp) ≤ C(‖m‖l.u.,Hs + ‖m(·, 0)‖L∞(Rn)), (4.18)
for all 2 < p ≤ ∞.
Let us note that the second assertion of Proposition 4.1 requires symbols with
regularity order s > 3nκ
2
+ (κ−1)n
4
, instead of its analogue condition in (4.3) where
we only need s > 3nκ
2
+ (κ−1)n
4
− 1
12
. This difference is consequence of the different
Fourier transforms that we use to classify the regularity of symbols.
In order to present our multilinear result, we will need the following interpo-
lation theorem which is valid for general measure spaces, but for simplicity we
record it on Rn.
Proposition 4.4 (Riesz-Thorin Interpolation). Let us assume that a linear opera-
tor T can be extended to a bounded operator T : Lpi(Rn)→ Lqi(Rn) for i ∈ {0, 1}.
If 0 < θ < 1 and p, q are defined by
1/p = (1− θ)/p0 + θ/p1, 1/q = (1− θ)/q0 + θ/q1, (4.19)
the operator T can be extended to a bounded operator T : Lp(Rn)→ Lq(Rn) with
operator norm estimated by
‖T‖B(Lp,Lq) ≤ ‖T‖1−θB(Lp0 ,Lq0 )‖T‖θB(Lp1 ,Lq1 ). (4.20)
Although the Riesz-Thorin Interpolation Theorem is a well known result, we
will use strongly the control on the norms given in (4.20). In the following result
we will consider multilinear symbols satisfying Ho¨rmander conditions of order
s > sn,κ,p := max{3nκ
2
+
(κ − 1)n
4
,
3nκ
2
+
(n− 1)(κ − 1)
2
+ γp},
with γp defined as in (2.11). Let us note that
3nκ
2
+ (κ−1)n
4
and 3nκ
2
+ (n−1)(κ−1)
2
+γp
can be not compared immediately because the sign of γp depends on the values
of p.
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Proposition 4.5. Let 2 ≤ κ <∞, κ ∈ N0. Let us consider a multilinear pseudo-
multiplier Tm defined on D(R
n)κ with symbol satisfying (4.2) or (4.15) for
s > sn,κ,p := max{3nκ
2
+ (κ − 1)γ∞, 3nκ
2
+
(κ − 1)n
4
}, 1 ≤ p ≤ 2,
with γ∞, defined as in (2.11). Then the operator
Tm : L
p1 × Lp2 × · · · × Lpκ−1 × Lpκ → Lp(Rn) (4.21)
extends to a bounded multilinear operator provided that 1 ≤ pj ≤ ∞, 1 ≤ p ≤ 2,
and 1
p
= 1
p1
+ · · ·+ 1
pκ
. If m satisfies the condition (4.2) or (4.15) for
s > sn,κ,p := max{3nκ
2
+
(κ − 1)n
4
,
3nκ
2
+
(n− 1)(κ − 1)
2
+ γp},
with γp defined as in (2.11), then (4.21) holds true for all 2 ≤ p ≤ ∞ and
1
p
= 1
p1
+ · · ·+ 1
pκ
.
Proof. In order to prove the statement we will use real interpolation together with
induction on κ. Let us define the set
M := {κ ∈ N : κ ≥ 2, and from (4.2) or (4.15) we deduce (4.21) for s > sn,κ,p}.
(4.22)
First, we will prove that κ = 2 ∈M. Then, let us assume that a bilinear operator
Tm satisfies (4.2) or (4.15). By Proposition 4.1 we have that Tm ∈ B(Lr×L∞, Lr)
for r = 1, 2, provided that
s > sn,κ,p := max{3nκ
2
+ (κ − 1)γ∞, 3nκ
2
+
(κ − 1)n
4
}.
Now, if we fix g0 ∈ L∞ and we consider the operator
Tm,0 := Tm(·, g0),
then Tm,0 ∈ B(Lr) for r = 1, 2, and by real interpolation for all 1 ≤ r ≤ 2.
Moreover, if r is given by
1
r
=
1− θ
1
+
θ
2
,
for some 0 < θ < 1, and we taking into account the norm estimates
‖Tm,0‖B(L1) ≤ ‖Tm‖B(L1×L∞,L1)‖g0‖L∞ , ‖Tm,0‖B(L2) ≤ ‖Tm‖B(L2×L∞,L2)‖g0‖L∞ ,
(4.23)
by application of (4.20) we have
‖Tm,0‖B(Lr) ≤ ‖Tm‖1−θB(L1×L∞,L1)‖Tm‖θB(L2×L∞,L2)‖g0‖L∞ . (4.24)
Consequently we deduce the boundedness of Tm from L
p × L∞ into Lp, 1 ≤
p ≤ 2. Similarly we obtain the boundedness of Tm from L∞ × Lp into Lp. Now if
we repeat the argument for every entry of Tm, i.e., first fixing the first argument
and later fix the second argument, by interpolation we have the boundedness of
Tm from L
p1 × Lp2 into Lp, 1 ≤ p ≤ 2, with p1 and p2 satisfying the relation
1
p1
=
θ
p
and
1
p2
=
1− θ
p
(4.25)
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for some θ ∈ [0, 1]. Clearly, 1
p1
+ 1
p2
= 1. Now, we will assume that every integer
number s less that κ belongs to M. So, let us assume now that we have a mul-
tilinear operator Tm on D(R
m)κ. By Proposition 4.1 the operator Tm extends to
a bounded multilinear operator from Lr × L∞ × · · · × L∞ × L∞ into Lr(Rn), for
r = 1, 2. If we consider g0 ∈ L∞ and similarly, as in the bilinear case, we define
Tm,0 := Tm(·, ·, · · · , ·, g0),
fixing the last argument of Tm we obtain a multilinear operator on D(R
m)κ−1,
and by considering that κ − 1 ∈M, we have that
Tm,0 : L
p1 × Lp2 × · · · × Lpκ−1 → Lp(Rn) (4.26)
extends to a bounded multilinear operator provided that 1 ≤ pj ≤ ∞, 1 ≤ p ≤ 2
and 1
p
= 1
p1
+ · · ·+ 1
pκ−1
. As a consequence we obtain that
Tm : L
p1 × Lp2 × · · · × Lpκ−1 × L∞ → Lp(Rn), (4.27)
is bounded. Because
Tm : L
∞ × L∞ × · · · × L∞ × Lp → Lp(Rn) (4.28)
is bounded for all 1 ≤ p ≤ 2, we can fix every argument of Tm and apply the real
interpolation in order to provide the boundedness of Tm from L
p˙1×Lp˙2×· · ·×Lp˙κ
Lp(Rn), where
θ
pi
=
1
p˙i
for 1 ≤ i ≤ κ − 1, and 1− θ
p
=
1
p˙κ
,
for some 0 ≤ θ ≤ 1. Now, we finish the proof of induction by observing that
κ∑
i=1
1
p˙i
=
θ
p
+
1− θ
p
=
1
p
, and κ ∈M, (4.29)
so, we have proved that M = {κ ∈ N : κ ≥ 2}. Now, in a similar way we can use
statements 2 and 3 of Proposition 4.1 and the real interpolation (by repetition
of the arguments above) in order to provide the boundedness of Tm for the case
when 2 ≤ p <∞. 
Remark 4.6. Taking into account that γ∞ =
n−1
2
for n ≥ 2 and for n = 1,
γ∞ = 1/6, we can compute explicitly the regularity order sn,κ,p, 1 ≤ p ≤ 2,
defined in the previous proposition. Indeed, if n ≥ 2,
sn,κ,p := max{3nκ
2
+ (κ − 1)γ∞, 3nκ
2
+
(κ − 1)n
4
} = 3nκ
2
+
(κ − 1)(n− 1)
2
,
and
sn,κ,p := max{3nκ
2
+(κ − 1)γ∞, 3nκ
2
+
(κ − 1)n
4
} = 3nκ
2
+
(κ − 1)n
4
=
3κ
2
+
κ − 1
4
,
for n = 1. Let us note that these regularity orders cannot be applied to κ = 1,
in order to recover those regularity orders given in the linear case, because our
Proposition 4.5 is a consequence of Proposition 4.1 whose proof uses strongly that
κ ≥ 2.
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