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UNITARY EQUIVALENCE TO TRUNCATED TOEPLITZ
OPERATORS
E. STROUSE, D. TIMOTIN, AND M. ZARRABI
Abstract. In this paper we investigate operators unitarily equivalent to trun-
cated Toeplitz operators. We show that this class contains certain sums of
tensor products of truncated Toeplitz operators. In particular, it contains
arbitrary inflations of truncated Toeplitz operators; this answers a question
posed in [4].
1. Introduction
Truncated Toeplitz operators, defined on certain subspaces of the H2 called
model spaces, are a generalization of the operators associated with Toeplitz matri-
ces. They are introduced and discussed in great detail in a recent survey paper by
Sarason [10]. Some special cases have appeared long ago in the literature: the model
operators for contractions with defect number one as well as their commutant are
truncated Toeplitz operators with analytic symbols (see, for instance, [9, 11, 8]).
This is a new area of study, and many simple questions remain open. The basic
reference for this subject is [10], subsequent work is done in [4, 6, 3, 2].
The truncated Toeplitz operators live on the model spaces KΘ = H
2 ⊖ ΘH2,
with Θ an inner function. These are the subspaces of H2 invariant for the adjoint
of multiplication by the variable z (see Section 2 for precise definitions). Given
a model space KΘ and a function φ ∈ L
2, the truncated Toeplitz operator AΘφ is
defined on a dense subspace of KΘ as the compression to KΘ of multiplication by
φ. The function φ is then called a symbol of the operator. For Θ = zn one obtains
the usual Toeplitz matrices, but consideration of such operators for arbitrary inner
functions brings up many new and interesting questions.
In this paper we study unitary equivalence to truncated Toeplitz operators. This
problem is discussed at length in [4], where it is shown, in particular, that all rank
one operators, two by two matrices, and normal operators are unitarily equivalent
to truncated Toeplitz operators. Thus the class of operators unitarily equivalent to
truncated Toeplitz operators is larger than might be expected. In [4] the authors ask
several questions concerning this class; in particular, whether it contains inflations
and direct sums of truncated Toeplitz operators.
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The purpose of this paper is to continue along this line of investigation. By
obtaining new classes of operators unitarily equivalent to truncated Toeplitz oper-
ators, we answer in particular a question in [4] concerning inflations, and provide
some partial results related to direct sums. The methods used are mostly based
on analyzing the action of composition by inner functions on model spaces and on
truncated Toeplitz operators. It is suggested by the proof of Theorem 5.8 in [4];
a similar technique appears, in the case of Toeplitz operators on H2, in a much
earlier paper of Cowen [7]. It should be noted that little is known about unitary
equivalence to classical Toeplitz operators or to Toeplitz matrices.
The plan of the paper is the following: the next section is devoted to prelimi-
naries. We introduce the notations and obtain some basic results concerning the
effect on model spaces of composition by an inner function. Section 3 contains the
main result, which is applied to some particular situations in Section 4. Finally,
Section 5 is devoted to a special type of direct sum, investigating when the direct
sum of a truncated Toeplitz operator with the zero operator is unitarily equivalent
to a truncated Toeplitz operator.
2. Model spaces and composition
We start by introducing the main objects and results that we shall use; conve-
nient references are [8] for model spaces and [10] for TTOs.
Let H2 be the classical Hardy space of holomorphic functions on the open unit
disc D having square-summable Taylor coefficients at the origin. By considering
radial limits almost everywhere with respect to Lebesgue measure dm on ∂D = T,
H2 can be identified with the closed subspace of L2 = L2(T, dm) consisting of
functions with negative Fourier coefficients equal to 0; its orthogonal complement
L2 ⊖ H2 is denoted by H2−. An element Θ ∈ H
2 is called an inner function if
|Θ(eit)| = 1 for almost all t ∈ [0, 2pi]; an inner function Θ is of order n if Θ is a
finite Blaschke product of degree n, and of order infinity otherwise.
Let S denote multiplication by z on H2. The closed subspaces of H2 invariant
for the adjoint S∗ of S are precisely of the form KΘ = H
2 ⊖ ΘH2, with Θ inner;
they are often called model spaces. In general we will use the notation PY for the
orthogonal projection onto a given subspace Y of L2; we abbreviate PH2 to P+,
P(H2)⊥ to P−, and PKΘ to PΘ. The map f 7→ J(f) = Θz¯f¯ is an anti-isometry of
KΘ onto itself; in particular, we will use in the proof of Proposition 2.3 the fact
that if f ∈ KΘ, then Θf¯ ∈ zH
2.
For φ ∈ L2, the (bounded or unbounded) truncated Toeplitz operator (TTO) AΘφ
is defined on KΘ by A
Θ
φ f = PΘφf . Note that since H
∞ ∩KΘ is dense in KΘ ([1],
see also [5]), AΘφ always has a dense domain. The function φ is called a symbol of
the operator. It is not uniquely defined; more precisely,
AΘφ = A
Θ
ψ ⇐⇒ φ− ψ ∈ ΘH
2 +ΘH2. (2.1)
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Since tensor products appear quite often in the paper, we will use a different
notation for rank one operators, namely
(x⊙ y)(ξ) = 〈ξ, y〉x.
For λ ∈ D one defines
kΘλ (z) =
1−Θ(λ)Θ(z)
1− λ¯z
; k˜Θλ (z) = (J(k
Θ
λ ))(z) =
Θ(z)−Θ(λ)
z − λ
. (2.2)
The functions kΘλ are the reproducing kernels in KΘ for λ ∈ D. In the case when
the angular derivative of Θ at ζ ∈ T exists, then formulas (2.2), with λ replaced by
ζ, define functions in KΘ, evaluation in ζ is a continuous functional on KΘ, and
kΘζ is the corresponding reproducing kernel.
The reproducing kernels produce the rank one TTOs in KΘ. More precisely, it
is shown in [10, Theorem 5.1] that these are exactly the scalar multiples of k˜Θλ ⊙k
Θ
λ ,
kΘλ ⊙ k˜
Θ
λ for λ ∈ D, and k
Θ
ζ ⊙k
Θ
ζ for the points ζ ∈ T where the angular derivative of
Θ exists. We will use below the precise form of some symbols (which appears also
in [10]): namely, φ = z¯Θ is a symbol for k˜Θ0 ⊙ k
Θ
0 and, for ζ ∈ T, φ = k
Θ
ζ + k
Θ
ζ − 1
is a symbol for kΘζ ⊙ k
Θ
ζ .
Lemma 2.1. Suppose that Θ is an inner function and that φ ∈ L2. If AΘφ is
bounded, then AΘ
zjφ
is also bounded for any j ∈ Z.
Proof. Suppose first that j = 1. Denote by P 0Θ the projection onto KΘ ⊖ Ck˜
Θ
0 .
Take f ∈ KΘ. We have
AΘzφf = A
Θ
zφ(P
0
Θf + (I − P
0
Θ)f) = PΘ(zφP
0
Θf) + PΘ(zφ(I − P
0
Θ)f). (2.3)
One checks easily that, if g ∈ KΘ and g ⊥ k˜
Θ
0 , then zg ∈ KΘ. Therefore
zP 0Θf ∈ KΘ, and thus
PΘ(zφP
0
Θf) = PΘφ(zP
0
Θf) = A
Θ
φ (zP
0
Θf).
Since AΘφ is bounded by assumption, PΘzφP
0
Θ is bounded. On the other hand,
(I − P 0Θ), the projection of rank 1 onto Ck˜
Θ
0 , has the formula h
Θ
0 ⊙ h
Θ
0 , where we
have denoted hΘ0 =
k˜Θ0
‖k˜Θ0 ‖
. Since zφhΘ0 ∈ L
2, zφhΘ0 ⊙ h
Θ
0 is a bounded rank one
operator, and we may write
PΘzφ(I − P
0
Θ)f = PΘzφ〈f, h
Θ
0 〉h
Θ
0 = PΘ
(
zφhΘ0 ⊙ h
Θ
0
)
f.
It follows then from (2.3) that AΘzφ is bounded.
The statement is thus proved for j = 1. It is obvious that we may apply induction
to obtain AΘ
zjφ
bounded for any j ∈ N. But if AΘφ is bounded then A
Θ
φ¯
= (AΘφ )
∗ is
bounded, and therefore also AΘ
zjφ
= (AΘ
z−j φ¯
)∗ for j ≤ 0. The lemma is proved. 
The result of the next proposition is implicitly contained in the proof of [7,
Theorem 1].
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Proposition 2.2. Suppose B is an inner function. Then the formula
h⊗ f 7→ h(f ◦B)
can be extended linearly to define a unitary operator ΩB from KB ⊗ L
2 onto L2.
The operator ΩB maps KB ⊗H
2 onto H2.
Proof. To show that the given map is isometric, it is enough to check that it maps
an orthonormal basis of KB ⊗ L
2 to an orthonormal family of L2. Let (hi)i∈I be
an orthonormal basis for KB; then (hi ⊗ z
j)i∈I,j∈Z is a basis for KB ⊗ L
2, and we
have to show that
〈hiB
j , hi′B
j′ 〉 = δi,i′δj,j′ .
If j = j
′
, then
〈hiB
j , hi′B
j〉 = δi,i′
since multiplication by an inner function is isometric. On the other hand, if j 6= j′,
assume, for instance, that j < j
′
; then
〈hkB
j , hk′B
j′ 〉 = 〈hk, hk′B
j′−j〉
which equals zero since the first term is in KB, while the second is in BH
2.
We have ΩB(KB ⊗ Cz
j) = BjKB. Since L
2 =
⊕
j∈ZB
jKB, it follows that ΩB
is onto and thus unitary. Also, H2 =
⊕
j∈N B
jKB, and thus ΩB maps KB ⊗H
2
precisely onto H2. 
We will now consider a second inner function Θ. Remarkably, the unitary oper-
ator of Proposition 2.2 behaves well with respect to KΘ.
Proposition 2.3. Suppose that B and Θ are inner functions, while ΩB is the
unitary defined in Proposition 2.2. Then
ΩB(KB ⊗ΘH
2) = (Θ ◦B)H2, ΩB(KB ⊗KΘ) = KΘ◦B.
Proof. It is enough to prove the inclusions ΩB(KB ⊗ ΘH
2) ⊂ (Θ ◦ B)H2 and
ΩB(KB ⊗KΘ) ⊂ KΘ◦B, since ΩB is unitary and H
2 = (Θ ◦B)H2 ⊕KΘ◦B.
If we fix h ∈ KB and j ∈ N, we have
ΩB(h⊗ Θz
j) = h(Θ ◦B)Bj ∈ (Θ ◦B)H2,
and thus the first inclusion is true.
For the second inclusion, let f be another element of KΘ. We need to see that
〈h(f ◦B), (Θ ◦B)zk〉 = 0
for all k ≥ 0. This equality can be written as
〈S∗kh, (Θf¯) ◦B〉 = 0,
where S is the shift operator on H2 (Sf = zf). But, if f ∈ KΘ, then Θf¯ ∈ zH
2,
and therefore (Θf¯)◦B ∈ BH2. Since h ∈ KB and S
∗KB ⊂ KB, the scalar product
above is indeed null. 
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We will denote by ωB : KB ⊗KΘ → KΘ◦B the restriction of ΩB to KB ⊗KΘ.
3. Truncated Toeplitz operators
We start with a lemma about the action of certain multiplications.
Lemma 3.1. Suppose that B is an inner function, ψ, φ ∈ L2, h ∈ KB ∩ H
∞,
f ∈ L∞, and that the operators AB
B¯jψ
are nonzero only for a finite number of
j ∈ Z. Then
ψ(φ ◦B)ΩB(h⊗ f) = ΩB
(∑
j
(AB
B¯jψ
h⊗ zjφf)
)
.
Proof. We have ψ(φ ◦ B)ΩB(h ⊗ f) = ψ(φ ◦ B)h(f ◦ B). The assumptions imply
that ψh ∈ L2 =
⊕
j∈ZB
jKB. Since
PBjKB (ψh) = B
jPKB B¯
jψh = BjAB
B¯jψ
h,
and AB
B¯jψ
6= 0 only for a finite number of j, it follows that in the orthogonal
decomposition ψh =
∑
j PBjKB (ψh) the sum is finite. Thus, we can write
ψh(φ ◦B)(f ◦B) =

∑
j
PBjKB (ψh)

 (φ ◦B)(f ◦B)
=
∑
j
BjPB(B¯
jψh)(φ ◦B)(f ◦B)
=
∑
j
ΩB
(
AB
B¯jψ
h⊗ zjφf
)
,
which finishes the proof. 
Theorem 3.2. Let B and Θ be inner functions, and suppose that ψ, φ ∈ L2 are
subjected to the following conditions:
(a) The operators AB
B¯jψ
are bounded and nonzero only for a finite number of
j ∈ Z.
(b) AΘφ is bounded.
(c) ψ(φ ◦B) ∈ L2.
Then AΘ◦B
ψ(φ◦B) is bounded, and
AΘ◦Bψ(φ◦B)ωB = ωB

∑
j
(AB
B¯jψ
⊗AΘzjφ)

 . (3.1)
Proof. Let us note first that, since ΩB(KB ⊗KΘ) = KΘ◦B, we have
PΘ◦B = ΩB(PB ⊗ PΘ)Ω
∗
B.
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Let h ∈ KB ∩H
∞, f ∈ KΘ ∩H
∞. We have, using Lemma 3.1,
AΘ◦Bψ(φ◦B)ωB(h⊗ f) = PΘ◦Bψ(φ ◦B)ΩB(h⊗ f) = ΩB(PB ⊗ PΘ)Ω
∗
Bψ(φ ◦B)ΩB(h⊗ f)
= ΩB(PB ⊗ PΘ)
(∑
j
(AB
B¯jψ
h⊗ zjφf)
)
= ωB
(∑
j
(AB
B¯jψ
h⊗ AΘzjφf)
)
.
By Lemma 2.1, AΘ
zjφ
is bounded for any j. Therefore the operator on the right
hand side of the last equation is bounded by assumption; it follows that AΘ◦Bψ(φ◦B) is
also bounded, and (3.1) is true. The theorem is proved. 
Remark 3.3. (1) If ψ ∈ BkKB for some k ∈ Z, then A
B
B¯jψ
= 0 for j 6= k, k+1,
while ψ(φ ◦ B) ∈ L2 by Proposition 2.2. Therefore, if ψ ∈ ⊕j∈JB
jKB for
a finite set J , then AB
B¯jψ
is nonzero only for a finite number of j ∈ Z,
while ψ(φ ◦ B) ∈ L2. Thus part of the hypotheses of Theorem 3.2 are
automatically satisfied.
(2) The boundedness conditions in the statement of Theorem 3.2 are immedi-
ately satisfied if φ, ψ ∈ H∞. It is known however [2, 3] that there exist
bounded TTOs that have no bounded symbols, and therefore such an as-
sumption would reduce the generality of the result. In [2] one characterizes
precisely the inner functions Θ that have the property that any bounded
TTO on KΘ has a bounded symbol.
We will discuss in the next section several applications of Theorem 3.2; but first
we give some simple but important consequences.
Corollary 3.4. Suppose that Θ is an inner function, that φ ∈ L2, and that B is
an inner function of order k for some k = 1, 2 . . . ,∞. Assume also that AΘφ is
bounded. Then AΘ◦Bφ◦B is bounded and unitarily equivalent to Ik ⊗A
Θ
φ .
Proof. Take ψ ≡ 1. We have ABψ = IKB and A
B
B¯jψ
= 0 for j 6= 0, whence (a)
in Theorem 3.2 is satisfied. (b) is satisfied by assumption, while (c) is true since
φ ◦ B ∈ L2 by Littlewood’s Subordination Theorem. Therefore AΘ◦Bφ◦B is bounded,
and (3.1) becomes
AΘ◦Bφ◦B ωB = ωB(IKB ⊗A
Θ
φ ),
which proves the corollary. 
For any Θ and k, if we take B to be an inner function of order k, then Corol-
lary 3.4 answers Question 5.10 of [4].
The next immediate consequence is the analogue for TTOs of a result for usual
Toeplitz operators from the paper [7] mentioned in the introduction.
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Corollary 3.5. Suppose that Θ is an inner function and that φ ∈ L2, such that
AΘφ is bounded. If B1, B2 are two inner functions of the same order, then A
Θ◦B1
φ◦B1
and AΘ◦B2φ◦B2 are bounded and unitarily equivalent.
4. Applications
We intend to apply Theorem 3.2 to different choices of B and/or Θ, in order to
find several classes of operators which are unitarily equivalent to TTOs. In all the
examples in this section we choose ψ ∈ KB. Then the assumptions of Theorem 3.2
are satisfied (see Remark 3.3 (1)); moreover, AB
B¯jψ
= 0 for all j 6= 0, 1. Thus
we have the following corollary of Theorem 3.2, which deserves to be mentioned
separately.
Corollary 4.1. If ψ ∈ KB and A
B
ψ , A
B
B¯ψ
, AΘφ are bounded, then A
Θ◦B
ψ(φ◦B) is bounded
and
AΘ◦Bψ(φ◦B)ωB = ωB[A
B
ψ ⊗A
Θ
φ +A
B
B¯ψ
⊗AΘzφ]. (4.1)
4.1. Suppose B(z) = zn. Then KB is equal to the set of analytic polynomials of
degree at most k − 1, and the monomials ψm(z) = z
m, m = 0, . . . , k − 1 form a
basis of KB. If A = (aij) is the matrix of A
B
ψm
with respect to this basis, then
aij =

1 if i = j +m,0 otherwise,
and AB
B¯ψm
= (ABψn−m)
∗.
Let φm ∈ L
2, m = 0, . . . , n − 1, such that all the operators AΘφm are bounded.
Define
h(z) =
n−1∑
m=0
zm(φm(z
n)) =
n−1∑
m=0
zm(φm ◦B).
Using the natural identification of KB ⊗ KΘ with the direct sum of n copies of
KΘ, formula (4.1) and the above remarks imply that A
Θ◦B
h =
∑n−1
m=0A
Θ◦B
zm(φm◦B)
is
bounded and unitarily equivalent to the block Toeplitz operator matrix


AΘφ0 A
Θ
zφn−1
. . . AΘzφ1
AΘφ1 A
Θ
φ0
. . . AΘzφ2
. . .
. . .
. . .
. . .
AΘφn−1 A
Θ
φn−2
. . . AΘφ0


It is easily seen that, for k < ∞, Corollary 3.4 is a particular case of the above
formula.
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4.2. Next, suppose that Θ(z) = zn. An argument similar to the one above gives
us yet another class of block Toeplitz operator matrices which are equivalent to
truncated Toeplitz operators. This time, we take functions ψi ∈ KB (−n ≤ i ≤
n− 1), and we assume that ABψi is bounded for −(n− 1) ≤ i ≤ n− 1, while A
B
B¯ψi
is bounded for −n ≤ i ≤ n− 2. Consider a symbol function of the form
h(z) =
n−1∑
m=−n
ψm(z)B
m (4.2)
Then the operator AB
n
h is bounded and unitarily equivalent to the following block
Toeplitz operator matrix, each entry of which is a truncated Toeplitz operator
on KB: 

AB
ψ0+B¯ψ−1
AB
ψ−1+B¯ψ−2
. . . AB
ψ−(n−1)+B¯ψ−n
AB
ψ1+B¯ψ0
AB
ψ0+B¯ψ−1
. . . AB
ψ−(n−2)+B¯ψ−(n−1)
. . .
. . .
. . .
. . .
AB
ψn−1+B¯ψn−2
AB
ψn−2+B¯ψn−3
. . . AB
ψ0+B¯ψ−1

 (4.3)
If A = (ai−j)i,j=1,...,n is a classical Toeplitz matrix, then, by considering the
function h in (4.2) with ψi = ai we obtain (noting that A
B
B¯
= 0) that AB
n
ψ(B) is
unitarily equivalent to A ⊗ IKB for any inner function B. This is Theorem 5.8
of [4].
4.3. Suppose that B,Θ are arbitrary inner functions and that φ = z¯Θ. As noted
in Section 2, AΘφ = k˜
Θ
0 ⊙ k
Θ
0 . On the other hand, A
Θ
zφ = A
Θ
Θ = 0. Therefore (4.1)
implies that, if ψ ∈ KB and A
B
ψ is bounded, then A
Θ◦B
ψ(φ◦B) is bounded and unitarily
equivalent to ABψ ⊗ (k˜
Θ
0 ⊙ k
Θ
0 ).
The following lemma is well known (and easy to prove).
Lemma 4.2. Two operators of rank one xi ⊙ yi ∈ L(Ei), i = 1, 2, are unitarily
equivalent if and only if the following are satisfied:
(1) dim E1 = dim E2;
(2) ‖x1‖‖y1‖ = ‖x2‖‖y2‖;
(3) 〈x1, y1〉 = 〈x2, y2〉.
Corollary 4.3. Suppose that R = x⊙ y is a rank one operator on a Hilbert space
E with dim E ≥ 2. The following are equivalent:
(i) There exists an inner function Θ such that R is unitarily equivalent to a
scalar multiple of k˜Θ0 ⊙ k
Θ
0 acting in KΘ.
(ii) Either R = 0 or x, y are not colinear.
Proof. Suppose that (i) is satisfied. Then dimKΘ = dim E ≥ 2. According to (2.2),
we have
|〈k˜Θ0 , k
Θ
0 〉|
‖kΘ0 ‖ · ‖k˜
Θ
0 ‖
=
|k˜Θ0 (0)|
(1− |Θ(0)|2)−1
= |Θ′(0)|(1− |Θ(0)|2).
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The last expression can be 1 only if Θ(z) = z, which contradicts dimKΘ ≥ 2. Thus
it is < 1, so kΘ0 and k˜
Θ
0 are not colinear. If R 6= 0, it follows from Lemma 4.2 that
x and y are not colinear.
Conversely, take a nonzero operator of rank 1 x⊙y acting on E ; we may suppose
that it has norm 1, and therefore that ‖x‖ = ‖y‖ = 1. Then if Θ is such that
Θ(0) = 0, Θ′(0) = 〈x, y〉, and dimKΘ = dim E , a second application of Lemma 4.2
implies that x⊙ y is unitarily equivalent to k˜Θ0 ⊙ k
Θ
0 . 
Let us also note that if ψ is analytic, then ABψ = A
B
PΘψ
. Then Corollary 4.3,
together with the comments preceding Lemma 4.2, lead to the following result.
Proposition 4.4. If ψ is an analytic function, ABψ is bounded, and R is a non-
selfadjoint operator of rank one, then ABψ ⊗R is unitarily equivalent to a TTO.
Question: What happens ifR is selfadjoint? Then ABψ⊗R is unitarily equivalent
to a scalar multiple of ABψ ⊕ 0 (where the zero operator operates on a space whose
dimension is equal to the dimension of the range of I −R). More about this in the
next section.
5. Direct sum with zero
Question 5.11 of [4] asks for conditions under which a direct sum of TTOs is
unitarily equivalent to another TTO. We are interested here in the situation where
one of the operators is 0 on a space of a given dimension k. The question then
becomes: find classes of TTOs A and integers k = 1, 2, . . . ,∞ such that, if 0k
denotes the zero operator on a space of dimension k, then A ⊕ 0k is unitarily
equivalent to a TTO.
Two such classes of truncated Toeplitz operators have already been discovered:
(1) A a rank one operator, k arbitrary (by [4, Theorem 5.1].)
(2) A a normal operator, k arbitrary (by [4, Theorem 5.7].)
Below we present two more classes of pairs (A, k) that belong to the category
described above. The first is obtained by using the techniques of the previous
section.
Theorem 5.1. Let B be an inner function, ψ ∈ KB, ζ ∈ T, and n ∈ N ∪ {∞}. If
d = dimKB, then the operator Aψ+ζB¯ψ ⊕ 0nd is unitarily equivalent to a TTO.
Proof. Let Θ be an inner function whose angular derivative at ζ exists and such
that dimKΘ = n+1. As noted in Section 2, k
Θ
ζ ⊙k
Θ
ζ is a TTO on KΘ with symbol
kΘζ + k
Θ
ζ − 1.
Let φ = kΘζ + k
Θ
ζ − 1 +Θ(ζ)Θ¯; then φ is also a symbol of k
Θ
ζ ⊙ k
Θ
ζ by (2.1), and
a simple calculation shows that φ− ζ¯zφ = −Θ(ζ)Θ+Θ(ζ)Θ¯. Applying again (2.1),
it follows that AΘφ = ζ¯A
Θ
zφ = k
Θ
ζ ⊙ k
Θ
ζ . So, by using (3.1), we obtain that
AΘ◦Bψ(φ◦B)ωB = ωB
(
AB
ψ+ζB¯ψ ⊗ (k
Θ
ζ ⊙ k
Θ
ζ )
)
.
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Since kΘζ ⊙ k
Θ
ζ is a self adjoint operator of rank one,
1
‖kΘ
ζ
‖2
AB
ψ+ζB¯ψ
⊗ (kΘζ ⊙ k
Θ
ζ )
is unitarily equivalent to Aψ+ζB¯ψ ⊕ 0d ⊕ . . . ⊕ 0d, where 0d is repeated n times.
Therefore the last operator is unitarily equivalent to the TTO defined on KΘ◦B
and with symbol 1
‖kΘ
ζ
‖2
ψ
(
kΘζ ◦B + k
Θ
ζ ◦B +Θ(ζ)Θ ◦B − 1
)
. 
A particular case of Theorem 5.1 is worth mentioning: taking Θ(z) = z2, one
obtains that the operator Aψ+ζB¯ψ ⊕ 0d is unitarily equivalent to A
B2
ψ(φ◦B), where
φ(z) = 12 (ζ¯
2z¯2 + ζ¯ z¯ + 1 + ζz).
The second result in this direction is obtained without using the previous sec-
tions; we have added it because its fits naturally in this context. We start with a
simple lemma.
Lemma 5.2. Suppose Θ is inner and φ ∈ H∞. Then KΘ⊖ kerA
Θ
φ = Ku for some
inner function u which satisfies u|Θ and Θ|uφ.
Proof. We claim first that kerAΘφ ⊕ ΘH
2 is a z-invariant subspace of H2. Indeed,
since ΘH2 is z-invariant, what is left is to see that z(kerAΘφ ) ⊆ kerA
Θ
φ ⊕ΘH
2. But
f ∈ kerAΘφ implies that φf ∈ ΘH
2, whence zφf ∈ ΘH2. Thus, using the fact that
φ(ΘH2) ⊆ ΘH2, we have that:
AΘφ (PΘ(zf)) = PΘφPΘ(zf) = PΘ(φzf − φPΘH2 (zf)) = 0,
which means that PΘ(zf) ∈ kerA
Θ
φ and thus zf ∈ kerA
Θ
φ ⊕ΘH
2.
It follows then that kerAΘφ ⊕ΘH
2 = uH2 for some inner function u, and thus
KΘ ⊖ kerA
Θ
φ = H
2 ⊖ (kerAΘφ +ΘH
2) = Ku.
It is immediate that Ku ⊆ Kθ is equivalent to u|Θ. As for the second divisibility
property, note first that, since φ is analytic, φ(ΘH2) ⊂ ΘH2. Also, if f ∈ kerAΘφ ,
then
φf = PΘ(φf) + PΘH2(φf) = A
Θ
φ f + PΘH2 (φf) = PΘH2 (φf) ∈ ΘH
2.
Since uH2 = kerAΘφ ⊕ΘH
2, it follows that φuH2 ⊂ ΘH2, whence Θ|uφ. 
Theorem 5.3. Suppose Θ is inner, φ ∈ H∞, and (AΘφ )
2 = 0. If k = dimKΘ ⊖
kerAΘφ , then A
Θ
φ ⊕ 0k is unitarily equivalent to a TTO.
Proof. Applying Lemma 5.2, we haveKΘ = Ku⊕kerA
Θ
φ for an inner function u with
u|Θ and Θ|uφ. The matrix of AΘφ corresponding to the orthogonal decomposition
KΘ = Ku ⊕ kerA
Θ
φ is
AΘφ =
(
0 0
A 0
)
. (5.1)
Let us consider the TTO AuΘuφ acting on KuΘ. We want to find its matrix
according to the orthogonal decomposition
KuΘ = Ku ⊕ uKΘ = Ku ⊕ uKu ⊕ u(kerA
Θ
φ ).
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First, if f ∈ Ku, then
AuΘuφ f = PuΘ(uφf) = uPΘ(u¯uφf) = uA
Θ
φ f.
Equation (5.1) shows us then that the first column of the matrix of AuΘuφ is (0 0 uA)
t.
On the other hand, Θ|uφ implies that uΘ|u2φ, and therefore that uφ(uH2) ⊂
uΘH2, whence the two remaining columns of the decomposition are formed only
by zeros. Therefore the matrix of AuΘuφ is
 0 0 00 0 0
uA 0 0

 .
Finally, an operator unitarily equivalent to AuΘuφ is obtained through a permutation
of the two first spaces (which have the same dimension, that of Ku). The matrix
is then transformed into 
0 0 00 0 0
0 uA 0

 ,
which, again by (5.1), defines an operator unitarily equivalent to AΘφ ⊕ 0dimKu . 
Let us note that there is no loss of generality in supposing φ ∈ H∞, rather than
φ ∈ H2 and AΘφ bounded. Indeed, the last assumptions imply, by the commutant
lifting theorem, that AΘφ has a symbol in H
∞. Also, a similar result obviously holds
in the case where φ is antianalytic.
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