Abstract: In medical research, economics, and the social sciences data frequently 2 appear as subsets of a set of objects. Over the past century a number of descriptive 3 statistics have been developed to infer network structure from such data. However, 4 these measures lack a generating mechanism that links the inferred network struc-5 ture to the observed groups. To address this issue, we propose a model-based 6 approach called the Hub Model which assumes that every observed group has a 7 leader and that the leader has brought together the other members of the group.
INTRODUCTION

13
A network can be denoted by N = (V, E), where V = {v 1 , v 2 , ..., v n } is the set 14 of n nodes, and E is the set of edges between nodes. In this article, we focus 15 on symmetric weighted networks represented by an n × n adjacency matrix, Traditionally, statistical network analysis focuses on modeling observed 19 network structure (e.g., highway systems or electrical transmission grids). In 20 this situation, nodes are well defined and the physical links between nodes is 21 observable (Hiller and Lieberman, 2001 ; Newman, 2011). However, in some 22 fields of research (e.g., the social sciences) network structure is not explicit.
23
In these fields, the observable data are groups of individuals and a model is 24 presumed to produce the groups. The fundamental task is to estimate model 25 parameters from such data. 
30
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interpretations. The co-occurrence matrix estimates the probability that 52 two nodes will be observed together. The half weight index estimates the 53 probability that two nodes will be observed together given that one of them 54 is observed. However, these are not equivalent to the probability of an active 55 relationship between nodes. In fact, neither of these techniques describe the 56 process which leads to the generation of the observed groups. It is unclear 57 how these descriptive statistics relate to the grouped data in these methods.
58
We propose a model-based approach for grouped data generation which 59 we refer to as the Hub Model because each observed group is assumed to be 60 brought together by a hub node (see Figure 1 ).
61
The Hub Model is fundamentally different from classical network mod-62 els such as the stochastic blockmodel and its variants (Holland et al., 1983;  63 Airoldi et al., 2008) , the exponential random graph models (Frank and Strauss, 64 1986; Robins et al., 2007) , the latent space model and its variants (Hoff et al., 65 2002; Handcock et al., 2007) , among others (see Goldenberg et al. (2010) for 66 a comprehensive review). These models focus on modeling the statistical 67 behavior of the network, that is, they treat the network as the observed 68 data. By contrast, the Hub Model treats the network as latent governing the 69 grouping behavior of a population. Our task is to estimate the latent network 70 (i.e., the adjacency matrix) from the observed group data. In this article, Figure 1: The generating mechanism of the Hub Model is demonstrated on a group of 10 nodes. In the observed sample, nodes v 1 , . . . , v 6 are members of the group while nodes v 7 , . . . , v 10 are not members of the group. The observed group is the result of the hub node, v 1 , bringing together nodes v 2 , . . . , v 6 .
we treat the adjacency matrix as fixed parameters and make no structural 
81
Hub Models have the advantage that relationship strength is both math-82 ematically well defined and practical to researchers. In the Hub Model, A ij ,
83
is defined as the probability that node v i will include node v j when v i is the 84 hub node of a group. The formal definition of the Hub Model will be given 85 in Section 3.
86
As an introduction to Hub Models, consider the hypothetical relationships 87 in Figure 2a . In this example there is a pair of nodes, v 1 and v 2 , which never 88 directly pair to each other; however, they have an 80% chance of interacting 89 with five nodes. That is, A ij = 0.8 for all i ≤ 2 and j ≥ 3 while A ij = 90 0 otherwise. In Figure 2b , the co-occurrence matrix mistakenly assigns a 91 relatively strong relationship to nodes v 1 and v 2 because they often co-occur.
92
In Figure 2c , the half weight index arrives at a similar conclusion. In both
93
Figures 2b and 2c, the non-existent relationship between nodes v 1 and v 2 is 94 estimated to be stronger than all other relationships. By contrast, the Hub
95
Model in Figure 2d clearly captures the relationships of the population.
96
To the best of our knowledge, there have been limited attempts to apply For a population of n individuals, V = {v 1 , . . . , v n }, we observe T subsets
118
of the global population,
can be coded as an n length row vector G (t) where:
The full set of observations is denoted by a T × n matrix, G. 
131
A co-occurrence matrix, O, is an n × n symmetric matrix, defined by: 
134
One shortcoming of the co-occurrence matrix is that it estimates the 135 probability that two nodes will be observed to co-occur in a given observation.
136
That is, if two nodes have a strong relationship, but appear in the dataset 137 infrequently, the co-occurrence matrix will estimate a low probability that 138 the two nodes will be observed to co-occur.
139
As an example, consider four nodes v 1 , . and v 4 which has been understated.
144
As an alternative, the half weight index estimates the probability that 145 two nodes will be observed to co-occur given that one of them is observed 146 (Cairns and Schwager, 1987) .
147
The half weight index has been introduced in a number of equivalent 148 forms (Dice, 1945) . Computationally, the most direct form is:
Returning to the example in an n length row vector, S (t) , where
There is one and only one element of S (t) that is equal to 1.
158
Each group is independently generated by a two step process.
159
1. The hub node is drawn from a multinomial distribution with parameter
The following constraint applies:
2. The hub node, v i , chooses to include v j in the group with probability
(t) i = 1).
164
In most practical applications, the hub node of each group is unknown.
165
This article focuses on this case. We refer to the model where leaders are
166
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Likelihood of the Hub Model known as the Known Hub Model (KHM).
167
Since the co-occurrence matrix and half weight index produce a symmetric 168 adjacency matrix, we assume the Hub Model adjacency matrix is symmetric.
169
The symmetry condition will be shown to ensure the identifiability of the Hub
170
Model when group leaders are unobserved (Supplemental Material S1.2).
171
Further, we assume that the hub node will always include itself in the 172 group, i.e. A ii = 1 for all i.
173
This generating mechanism implies that each observed group is indepen-174 dent of every other observed group. In particular, G (t) is not a transformation 
Likelihood of the Hub Model
179
Under the HM, the probability of an observation has the form of a finite 180 mixture model with n components:
By taking the log of the product of individual observed groups, the log 182 Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
Likelihood of the Hub Model
likelihood function for the full set of observations is:
Solving the MLE of HM is an optimization problem with the equality 184 constraints i ρ i = 1, and A ij = A ji for all i and j. From (3.5), we denote 185 the log likelihood function as L(G|A, ρ). This gives the following Lagrange
The log likelihood does not have a closed-form solution for the MLE.
188
Instead we will derive estimating equations which can be incorporated into 189 an Expectation Maximization algorithm. Before doing so we investigate the 190 identifiability of the Hub Model.
191
A basic requirement for any model is identifiability. For Hub Models, this means for any two sets of parameters {A, ρ} and {A * , ρ * }:
The generating mechanism for Hub Models is equivalent to a finite mix- 
It is worth noticing that even though symmetry of the adjacency matrix 209 is a natural assumption, it is only a sufficient condition for identifiability ac-210 cording to Theorem 1. For future work, we will explore other assumptions to 3.3 Estimating Equations ensure identifiability and ultimately find a necessary and sufficient condition. 
Estimating Equations
213
In Supplemental Materials S2, we derive (3.8) and (3.9) which are estimating Next we will show that solving these equations iteratively is equivalent to an 218 EM algorithm. The details of the EM algorithm will be given in the next 219 section.
The estimating equations shown above depend on the probability P(S
). This implies an algorithm updating {Â,ρ} and P(S (t) 
The M-Step replaces P(S (t) x = 1|G (t) ) on the right hand side of (3.8) and that it converges to is not close to the maximum. As a final step, we treat 243 anyÂ xy ≤ 10 −4 asÂ xy = 0. We apply this finishing step to remove clutter 244 from the returned solutions.
245
SIMULATION
246
In order to perform simulations, we generate parameters {A, ρ} using the 247 following techniques.
248
For ρ, we select n random numbers, X i , uniformly and divide each random
| > 10 −4 and counter < 100 do E-Step Update P(S
We use a two step process to generate the adjacency matrix. First, we 251 create a symmetric unweighted undirected random graph on n nodes using the configuration model (Jackson, 2010) with a power law degree distribution We simply let A ji = A ij to ensure symmetry. We set α = 1 and β = 4 in the 263 beta distribution so that the average relationship strength is less than 0.5,
264
which we believe is realistic.
265
In Tables 2 and 3 , we consider five different network sizes n = 10, 20, 50, 100, 150.
266
For the first two cases, we set the minimum node degree to be 1 in the power 
273
We first measure the ability of the estimated adjacency matrixÂ to cor-274 rectly identify the structure. To do this we define true positives and true 275 negatives as follows: 
.
We also report the average run time and the average number of iterations 287 for the EM algorithm when the simulation is run on an Intel Pentium CPU 288 G2030 at 3.00 GHz with 4.00GB of RAM.
289
The first observation from Tables 2 and 3 Table 2 the number of iterations declines as observa-
301
tions increase until it appears to approach a minimum number of iterations.
302 Table 3 Congress and the dispersion of plant species across North America.
319
As noted by Kolaczyk (2009) , a significant challenge with estimating the 320 parameters of implicit networks is that for a real world dataset there is usually 321 no way to verify the extent to which the estimate matches reality. That which there is some qualitative knowledge of the relationships between nodes.
325
To this end, we construct a dataset of characters from Dream of the Red
326
Chamber. Since novels contain a qualitative social structure that is familiar to 327 readers, the results of quantitative analysis can be compared to this standard.
328
This novel is chosen for two reasons. Firstly, the relationships between the characters are subtle and complex. Secondly, the novel has been carefully 330 studied by scholars. Therefore, the story presents a challenge to the task of 
354
In Figure 3 , the adjacency matrix is represented as an n × n grid where repeatedly returned as the most likely parameter of the observed data.
371
The Hub Model parameter's standard deviation was estimated using the 372 bootstrap technique. In general, the standard deviation was low. This was 373 particularly true forρ where the maximum standard deviation was 0.0173. recommender system would be impractical.
374
426
In order to make the Hub Model useful for such large populations, some 427 technique must be applied to reduce the number of parameters in the model.
428
In this paper, we have placed no restrictions on the adjacency matrix. How-
429
ever, there are a number of restrictions which could be applied to enable us to handle populations with "small" datasets.
431
One major way is to make an assumption about the structure of the an approach would create a hierarchical model for group formation.
435
A second way that assumptions about the structure of the underlying 436 network could be applied is to change the dimensions of the adjacency matrix.
437
In doing this, researchers may limit the number of nodes which can act as 438 leaders or treat some nodes as having the same behavior. 
