I. INTRODUCTION
The thermodynamic and kinetic characterizations for slow relaxation processes of conformational changes in biomolecular systems are essential for the understanding of protein folding, protein-ligand docking, protein aggregation, and so on. [1] [2] [3] [4] [5] [6] Due to remarkable advances in all-atom molecular dynamics (MD) simulations for biomolecular systems in recent years, 7-10 the theoretical approaches to these important issues have become more feasible. However, we then find a next problem that the output data from large-scale MD simulations become extremely big; we will need efficient methodologies for how to extract useful and crucial information for the elucidation of relaxation processes of biomolecules by effectively reducing the essential size or dimensionality of output data. Concerning this issue, a number of statistical methods such as principal component analysis [11] [12] [13] [14] [15] have been applied to the biomolecular simulations.
A theoretical approach which has attracted much attention for the description of slow dynamical processes in stochastic a) Electronic address: tanaka2@kobe-u.ac.jp molecular systems is based on the Markov State Model (MSM), [16] [17] [18] in which the characterization of each "state" and the construction of transfer operator between the states are crucial. The descriptions in the MSM are, however, often empirical, and there remain problems on the ambiguities concerning the decomposition into discrete states and the definition of the state space. Recently, to overcome these difficulties, Noé et al. [19] [20] [21] proposed a variational approach, in which the eigenstates for the transfer operator are obtained with the basis set functions in terms of an analogy with the variational principle in quantum mechanics. Similar approaches such as time-structure based independent component analysis 18, 22 and relaxation mode analysis 23 have also been proposed and successfully applied to biomolecular systems.
On the other hand, a phenomenological approach based on the Langevin-type stochastic equations is well known 24, 25 for describing the relaxation dynamics of molecular systems. In this approach the all-atom degrees of freedom for biomolecular systems in solvent are reduced to those for reaction coordinates influenced by environmental random forces, and then the temporal evolution of probability distribution function for the reaction coordinates is represented by the Fokker-Planck equation. Concerning this methodology, a novel approach [26] [27] [28] has recently been proposed in which the Fokker-Planck equation is transformed into an imaginary-time Schrödinger equation and the associated conformational dynamics is analyzed in the framework of the path integral, 25, 29, 30 thus leading to an efficient description of long-time relaxation dynamics of biomolecular systems. An analogy or correspondence between classical stochastic system and quantum-mechanical system is used also in this formalism, while the relationship with the variational approach mentioned above has not been elucidated comprehensively. Although the classical dynamical systems asymptotically approach the thermodynamically equilibrium state described by the Boltzmann distribution in the longtime limit, the thermodynamic behaviors in nonequilibrium relaxation processes starting from arbitrary initial states have not fully been investigated.
Here, the aim of the present study is to provide a theoretical formulation with the diffusion Monte Carlo (DMC) method [31] [32] [33] [34] [35] [36] to describe the nonequilibrium relaxation processes of classical (bio)molecular systems on the basis of the overdamped Langevin dynamics with the aid of an analogy with quantum mechanics. We thus propose a formalism to calculate the temporal evolutions of thermodynamic state functions such as enthalpy, entropy and free energy in stochastic, slow dynamical systems, and illustrate some prototypical examples through numerical calculations with low-dimensional model potentials in this first study. The DMC method has been developed and mainly applied to highly accurate calculations for electronic systems [31] [32] [33] [34] [35] [36] as a computational tool to efficiently integrate the imaginary-time Schrödinger equation associated with the path integral formalism. In the long (imaginary) time limit, the time-dependent wave function reduces to the ground-state eigenfunction, which corresponds to the isothermal equilibrium state in the classical dynamical system through the classical-quantum correspondence. By analyzing the relaxation or transition processes in detail, we can elucidate the nonequilibrium dynamics of stochastic classical systems in a comprehensive manner. This way of analysis is thus expected to provide new insights into the nonequilibrium thermodynamics historically developed by Onsager, 37 Prigogine, 38 and so on, and the related studies concerning the entropy production. 39 In addition, the classical-quantum correspondence used in the present study is analogous to that employed in the variational approach above; the transfer operator P(τ) with a lagged-time τ in the latter [19] [20] [21] can be expressed as a time-evolving propagator exp(−Ĥ eff τ), whereĤ eff is the effective Hamiltonian for the imaginary-time Schrödinger equation in the former (see Sec. II).
We will show the theoretical framework of the present study in Sec. II. Calculational results for prototypical model potentials are illustrated in Sec. III with associated discussions. Conclusions and some additional remarks are given in Sec. IV.
II. THEORY

A. Path integral formulation of Langevin dynamics
In the present study we focus on physical systems in which the damping time scale for inertial effects is much faster than the microscopic time scale associated with the local conformational motion. The state transition and relaxation processes in biomolecular systems such as protein folding and ligand docking belong to this category. We hence consider an overdamped Langevin equation at temperature T for the coordinate r = (r 1 ,r 2 , . . . ,r d ) in a d-dimensional configuration space given by 26-28ṙ 
where k B , D, and U(r) refer to the Boltzmann constant, the diffusion coefficient (common for all degrees of freedom in this study), and the potential energy, respectively. η(t) is a Gaussian noise with zero average satisfying the fluctuationdissipation relation,
where ⟨ ⟩ means the statistical average. The time-dependent probability distribution function P(r,t) sampled by stochastic differential equation (1) 
In the long-time limit (t → ∞), all the solutions of Eq. (3) converge to the equilibrium Boltzmann distribution,
We here introduce a "wave function" ψ(r,t) via [26] [27] [28] 
and find an imaginary-time Schrödinger equation from Eq. (3),
The effective Hamiltonian is then expressed bŷ
with
It is noted that the ground state for the time-independent
is given by
with vanishing eigenvalue E 0 = 0, which corresponds to the Boltzmann distribution in the original classical system via Eq. (4). Thus, the problem for the random walk of classical degrees of freedom r with diffusion coefficient D and potential U(r) at temperature T can be mapped into the problem for the imaginary-time quantum mechanics specified by the effective HamiltonianĤ eff composed of the kinetic term −D∆ and the effective potential V eff (r). The path integral solution 25, 29, 30 to the propagator for imaginary-time Schrödinger equation (5) under the boundary conditions r(t i ) = r i and r(t f ) = r f for the initial time t i and the final time t f is then represented by
with the effective action,
The corresponding propagator for P(r,t) is given bỹ
B. Diffusion Monte Carlo simulation
The DMC method provides an efficient tool for simulating quantum systems according to the Schrödinger equation. The solution to the time-dependent Schrödinger equation, Eq. (5), is formally written as
with the use of the transfer operator exp(−Ĥ eff t). Then, employing the complete system {φ i (r), E i } (i = 0, 1, 2, . . .) as the solution to the time-independent Schrödinger equation,
we can expand the wave function at t = 0 as
and that at time t as
Consequently, the wave function converges to the ground state in the limit of t → ∞,
if ψ(r, 0) contains the non-degenerate ground-state component. The temporal evolution of the wave function represented by the path integral formulation in the preceding subsection can then be described on the basis of the DMC scheme. In the DMC method, [31] [32] [33] [34] [35] [36] we employ M walkers indexed with m = 1, 2, . . . , M that represent the distribution weight of a coordinate r (m) in configuration space. Starting from an 
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where the subscript i means the ith step by the time interval ∆t and χ is a random number vector whose component at each dimension is drawn from the normal distribution of zero average and unit variance, as implied in Eq. (11) . The branching selection that represents the effect of potential energy is then performed in the DMC scheme by calculating branching probabilities for each walker as
where V eff (r (m) i ) and V eff (r (m) i+1 ) are the effective potentials for the old and new coordinates, respectively. In order to describe the life and death processes of the walkers, we estimate a weight number (multiplicity) for each walker m as
where ⟨B⟩ is the ensemble average of B m and ζ is a uniform random number from the interval [0, 1]; the symbol "int" means taking the integer part of the quantity in parentheses.
We then make N m copies of the new coordinates r (m) i+1 of walkers, thus simulating the temporal evolution of the wave function under the effective potential V eff (r). We now have M ′ walkers for the new configuration as the sum of all these N m values.
In simulating the wave function by the distribution of the walkers, one should prevent a random "extinction" or "explosion" of the population of walkers. In order to keep the total population nearly constant, we here employ an improved expression for the multiplicity for each walker m as
instead of Eq. (20), where M implies an initially prescribed number of walkers. In this way, by performing sufficiently long-time DMC simulation, one can expect to reach the ground state of the quantum system, as in Eq. (17), which corresponds to the thermal equilibrium state of the classical system.
C. Temporal evolution of free energy
The DMC method addressed in Subsection II B can describe the (imaginary) time evolution of wave function ψ(r,t) with the use of sufficiently large number of walkers. Then, by employing the quantum-classical correspondence in terms of Eq. (4), we can also simulate the relaxation dynamics of the classical system represented by the time-dependent probability distribution function P(r,t).
The time-dependent free energy of the classical system according to Eq. (1) can then be expressed as
in terms of the sum of average potential energy (enthalpy),
and entropy,
Here, P ref is a reference distribution that is taken as a constant in this study. The probability distribution function should be normalized so that  drP(r,t) = 1.
It is straightforward to see that the Boltzmann distribution,
gives a solution to variational condition of the free energy,
where λ is a Lagrange multiplier. The Boltzmann distribution actually gives the minimum of the free energy, F 0 . With explicit use of the Boltzmann distribution, we find
Then, employing an inequality ln x ≤ x − 1 for x > 0, where the equality is satisfied for x = 1, we obtain
Thus, an inequality F(t) ≥ F 0 is proved, where the equality is given by P(r,t) = P 0 (r). In this way, by simulating the temporal evolution of wave function with the DMC method, we obtain the ground state in the long-time limit, which corresponds to the Boltzmann distribution with the lowest free energy in the classical system. The relaxation dynamics of the corresponding classical system toward the equilibrium distribution at temperature T is described in terms of the quantum-classical mapping, Eq. (4), through the temporal evolution of walker distribution. According to the experiences in the DMC simulations for electronic systems, [31] [32] [33] [34] [35] [36] one can expect that accurate equilibrium (or stationary) distribution would be obtained in terms of moderate (e.g., order of thousands) numbers of walkers even in those high-dimensional configuration spaces as encountered in biomolecular systems such as polypeptides. Concerning the evaluation for the system entropy, however, the direct multi-dimensional integration based on Eq. (24) is not efficient in high-dimensional configuration space. In this case, one may alternatively consider the difference of entropy evaluated over low-dimensional reaction coordinates as an effective practical measure. Let us assume that the total distribution function of a system with coordinates {R, r} is decomposed into the product of large (L) and small (S) parts of the whole system as
where the latter represents the distribution on "relevant" reaction coordinates r in low dimension. When one considers a structural change from state 1 to state 2 of the total system, the associated entropy change can be expressed as
Then, assuming the factorization, Eq. (30), with common (inert) P L (R) for both the states and using the normalization condition, Eq. (25), for P L (R) and P S (r), we find
implying that the entropy change of the total system can be evaluated in terms of that of the small part represented by the reaction coordinates in low dimension. For investigating 094103-6
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III. CALCULATIONS AND DISCUSSIONS
On the theoretical basis explained in Sec. II, starting from any initial distributions ψ(r, 0) and P(r, 0), we can simulate the temporal evolutions of ψ(r,t) and P(r,t) with the DMC method. The temporal evolutions ofŪ(t), S(t), and F(t) are thus described as state functions. In the following analysis we employ some model potentials U(r) such as onedimensional (1D) harmonic potential, 1D symmetric double well potential, 1D asymmetric double well potential, and two-dimensional (2D) asymmetric double well potential as prototypical examples. In the DMC simulations, uniform random numbers in the range of [0, 1] were generated by the Mersenne twister method. 40 Random numbers over the normal distribution required in Eq. (18) were obtained by the Box-Muller method. 41, 42 
A. 1D harmonic potential
First, we consider a 1D harmonic potential,
The equilibrium solutions representing the ground state and the Boltzmann distribution are ψ 0 (x) = Ce −x 2 /2k B T and P 0 (x) = Ce −x 2 /k B T , respectively. We then carried out the DMC simulations for this potential by employing M = 20 000 walkers and the time step ∆t = 10 −4 . For calculating the spatial distributions ψ(x,t) and P(x,t), we prepared 1D bins with the equal interval ∆x = 0.1 in the range of −5 ≤ x ≤ 5. We carried out the first simulation for the diffusion coefficient D = 1.0 and the temperature k B T = 1.0 starting from the initially localized configuration x (m) 0 = 0 for all the 20 000 walkers. Figure 1(a) illustrates the temporal evolution of wave function ψ(x,t) represented by the walker distribution at 200, 500, 2000, and 20 000 steps, showing an approach to the ground state ψ 0 (x) around at t = ∆t × 20 000 step = 2.0. Figure 1(b) then shows the temporal evolutions of the average potential energyŪ(t), the entropy multiplied by temperature T S(t), and the free energy F(t), where the reference distribution P ref = 1/∆x was employed for the calculation of the entropy in Eq. (24); the evolution of the system energy estimated by E = − ln{⟨B⟩}/∆t 32 is also depicted in this figure, which illustrates the validity of the present DMC calculation in terms of the approach to the ground-state energy E 0 = 0. The production rates forŪ, T S, and F are illustrated in Fig. 1(c) , where the central difference formula 42 was used for calculating the time derivatives. We observe in these figures that the increase of the entropy in early time dominates the temporal evolution of the free energy in this case, thus demonstrating the significance of entropy production. We next performed the simulation for D = 1.0 and k B T = 1.0 starting from the initial configuration x (m) 0 = 2 for all the 20 000 walkers. Figure 2 (a) illustrates the temporal evolution of wave function ψ(x,t) represented by the walker population at 100, 500, 2000, and 20 000 steps, again showing an approach to the ground state ψ 0 (x) at around 20 000 step. Figure 2 (b) then shows that, initially, the increase of entropy, and later, the decrease of potential energy (enthalpy) control the decrease of free energy in this case. It is observed at 1000 step that 33%, 83%, and 58% of enthalpy, entropy, and free energy are relaxed with reference to those at 20 000 step, respectively. At 2000 step, these relaxation ratios are 54%, 91%, and 72% for enthalpy, entropy, and free energy, respectively. Figure 2 (c) illustrates the production rates for U, T S, and F, again showing that the increase of entropy dominates the decrease of free energy at initial stage of relaxation.
When we reduced the temperature to k B T = 0.1 in this simulation starting from the initial configuration x (m) 0 = 2, we found the temporal evolutions of wave function and thermodynamic functions as shown in Figs. 3(a) and 3(b). In this case the decrease of average potential energy dominates the relaxation dynamics of free energy, while the decreasing rate of the potential energy shows large fluctuations due to the limited number of walkers (M = 20 000) and the finite value of time step (∆t = 10 −4 ), as seen in Fig. 3(c) .
Finally, we carried out the DMC simulation for D = 1.0 and k B T = 1.0 starting from a uniformly distributed configuration of 20 000 walkers over the range of −5 ≤ x ≤ 5 (that is, 200 walkers in each bin with the width ∆x = 0.1). Figure 4(a) shows the temporal evolution of wave function ψ(x,t) represented by the walker distribution at 200, 500, 2000, and 20 000 steps, demonstrating an approach to the ground state ψ 0 (x) at about 20 000 step. Both the time-dependent enthalpy and entropy decrease gradually, as seen in Fig. 4(b) , totally causing a temporal decrease of free energy. The decreasing rates ofŪ(t) and T S(t) fluctuate rapidly as observed in Fig. 4(c) , while their magnitudes are much smaller than those in Figs. 1-3 .
B. 1D symmetric double well potential
As the second example we consider a symmetric double well potential,
We carried out the DMC simulations for this potential with M = 20 000 walkers, the time step ∆t = 10 −4 , and the diffusion coefficient D = 1.0. At k B T = 1.0, starting from the initial configuration x (m) 0 = −1 for all the walkers, we have found the temporal evolution of wave function as shown in Fig. 5(a) . The walker distribution approaches the ground-state wave function ψ 0 (x) = Ce −U (x)/2k B T at around 50 000 step. Figures 5(b) and 5(c) illustrate the temporal evolutions of thermodynamic functions and their time derivatives, showing that the increase of entropy dominates the decrease of free energy, in particular, at early stage of relaxation.
We next varied the temperature k B T of the system between 0.1 and 1.0 with D = 1.0. In all the cases of k B T = 0.1, 0.2, 0.3, 0.5, 0.7, and 1.0, the walker distribution finally approached the ground-state wave function ψ 0 (x) = Ce −U (x)/2k B T . We here define the "passage" step I p at which more than one-third population of walkers first enter the positive x region after starting from the initial configuration x (m) 0 = −1. Figure 6 shows the calculated results for ln I p as a function of 1/k B T, indicating that they are well fitted (correlation coefficient R 2 = 0.9891) by the Arrhenius plot,
with ∆ a = 0.5696 and A = 8077.2. The estimated activation energy barrier ∆ a is considerably lower than the potential energy barrier 1.0 of U(x) in Eq. (34) , which should be attributed to the entropic effects. This analysis also indicates that the present DMC simulations retain dependable degree of reproducibility for relaxation or transition dynamics even with the use of limited number (M = 20 000) of random walkers.
C. 1D asymmetric double well potential
The third example for model potential is concerned with a 1D unsymmetric double well potential expressed by
Here, the second, third, and fourth terms on the righthand side of Eq. As observed in these figures, a fraction of walker population first moved into the positive x region after around 100 000 step, but most of walkers were turned back to the negative x region at around 400 000 step; the walkers again began to move into the positive x region after about 800 000 step, finally approaching the ground-state wave function ψ 0 (x). It seems that the return of walkers to the negative x region would be an artifact in the simulation due to the finite number of walkers and the small value of ∆t combined with the drastic spatial variation of the effective potential V eff (x) (see Fig. 7 and Eq. (19)), which tend to make the walkers more diffusive against the confinement by the potential valley at around x = 1.
Hence, we next carried out a DMC simulation with M = 20 000 walkers and the increased time step ∆t = 10 −3 to emphasize the branching effect in Eq. (19) . Figure 9(a) shows the temporal evolution of walker distribution at 100, 2500, 3500, and 10 000 steps starting from the initial configuration x (m) 0 = −1 for all the walkers. As seen in this figure, the walker distribution asymptotically agreed well with the ground-state wave function ψ 0 (x) ∝ e −U (x)/2k B T at 10 000 step, which was observed to continue up to at least 1 000 000 step in the present simulation. Figure 9 (b) then illustrates the temporal evolutions of thermodynamic functions,Ū, T S, and F. As shown in this figure, the entropy shows an initial increase and subsequently becomes stationary. Later, at around 2000 step, it begins to decrease in accord with the movement of walker population into the positive x region. The movement of the walker population into the x > 0 region is apparently driven by the decrease of the potential energy (enthalpy). Figure 9 (c) illustrates the behaviors of time derivative of thermodynamic functions, showing that the potential energy fluctuates significantly in the transition process, while it decreases on average as observed in Fig. 9(b) .
The dynamical behavior of the entropy observed in Fig. 9(b) is interesting in that it explicitly demonstrates the occurrence of the decrease of system entropy ("negentropy"). 43 In the present DMC simulation, the walkers initially located at the bottom of a shallow potential minimum (x = −1) instantaneously begin to diffuse, thus increasing their entropy associated with the broadening of the distribution. The walker distribution then becomes stationary for a while (between about 200 and 2000 steps) with keeping a high value of entropy. As seen in Fig. 9 above, after this stationary state, the walkers begin to move toward the global minimum (x = 1) of the potential U(x), thus causing a remarkable reduction of entropy to realize the minimization of free energy through the trapping at the deep valley of the potential. A similar, prototypical behavior of the decreasing entropy was observed also in the case of contraction of broad distribution as depicted in Fig. 4 .
D. 2D asymmetric double well potential
The extension of the present formalism to higherdimensional configuration space is straightforward. In this subsection we consider a case of 2D unsymmetric double well potential expressed as
which is an extension of the 1D case, Eq. (36), so that it has a shallow local minimum at (x, y) = (−1, 0), a deep global minimum at (x, y) = (1, 0), and a bump around the origin whose peak is slightly sharp as compared to the 1D case. The cross sections U(x, 0) and U(0, y), and those for the ground-state wave function, ψ 0 (x, 0) = Ce −U (x,0)/2k B T and ψ 0 (0, y) = Ce −U (0, y)/2k B T , are depicted in Fig. 10(a) . We also calculate the projections of wave function onto the x and y axes after the integrations over the y and x coordinates, respectively, asψ
The corresponding projections for the ground-state wave function,ψ x 0 (x) andψ y 0 ( y), are illustrated in Fig. 10(b) , showing an asymptotic (t → ∞) concentration of the expected distribution to (x, y) = (1, 0).
We carried out the DMC simulation for the 2D potential Eq. (37) with M = 10 000 walkers, the time step ∆t = 10 −3 , the temperature k B T = 1.0, and the diffusion coefficient D = 1.0, starting from the initial configuration (x (m) 0 , y (m) 0 ) = (−1, 0) for all the walkers. We here prepared 2D bins with the equal intervals ∆x = 0.1 and ∆ y = 0.1 in the range of −5 ≤ x ≤ 5 and −5 ≤ y ≤ 5 for calculating the spatial distributions ψ(x, y,t) and P(x, y,t). The temporal evolutions of the thermodynamic functions,Ū(t), T S(t), and F(t), are illustrated in Fig. 11(a) , which indicates a similar behavior to the 1D case as shown in Fig. 9 In addition, we performed the DMC simulation for k B T = 1.0 and D = 1.0 with M = 10 000 walkers and the reduced time step ∆t = 10 −4 starting from the initial configuration (x (m) 0 , y (m) 0 ) = (−1, 0) for all the walkers as well. The calculated result for the temporal evolution of thermodynamic functions is depicted in Fig. 12(a) , showing that the walkers could not be trapped at the global minimum point of U(x, y) stably. After around 5000 step (t = 0.5), the walkers attempted to move into the potential valley at (x, y) = (1, 0) but were turned back repeatedly to the negative x region, which is supposed to be a simulation artifact due to too small value of the time step (see also Fig. 8(b) ). Further, we also carried out the DMC simulations for the temperature k B T = 1.0 and the reduced diffusion coefficient D = 0.5 with M = 10 000 walkers starting from the initial configuration (x (m) 0 , y (m) 0 ) = (−1, 0) in order to see the effects of diffusion constant on the relaxation dynamics. The calculated results for the temporal evolution of thermodynamic functions in the cases of employed time step of ∆t = 10 −3 and ∆t = 10 −4 are depicted in Figs. 12(b) and 12(c), respectively. The DMC steps I p at which more than 1/3 population of the walkers moved into the positive x region were 42 212 (t = 42.2) and 582 659 (t = 58.3) for the time steps ∆t = 10 −3 and ∆t = 10 −4 , respectively, indicating an approximate scaling of transition dynamics between the two DMC simulations employing different time steps. It is also observed that the reduction of the diffusion coefficient significantly decelerates the transition dynamics into the lowest-energy state. 
IV. CONCLUDING REMARKS
In this paper we have proposed a theoretical method to describe the isothermal relaxation dynamics of overdamped Langevin system through a correspondence between the classical system and a mapped quantum system. The Fokker-Planck-Smoluchowski equation with potential U(r) is transformed into an imaginary-time Schrödinger equation with effective potential V eff (r), which is, in turn, formulated in terms of the path integral formalism. The DMC scheme represented by random walkers is then employed to look for the ground state of the quantum system, which corresponds to the thermodynamically equilibrium state of the classical system with the lowest free energy. The relaxation dynamics of the classical dissipative system with time-dependent thermodynamic functions is thus simulated as an approach to the ground state of quantum system in which the contributions from the excited states are gradually eliminated. Given the model for potential energy, the present scheme can illustrate how the system entropy and free energy behave dynamically, which has long been debated and is still controversial 39 in the context of nonequilibrium thermodynamics associated with a number of physical, chemical, and biological issues. We have exemplified the usefulness of the present scheme through its applications to relatively simple 1D and 2D model potential systems, in which the temporal evolutions of wave function, average potential energy (enthalpy), entropy, and free energy have explicitly been illustrated. When starting from localized distributions of walkers representing the wave function, it is often observed that the initial dynamics are dominated by the increase of entropy. On the other hand, when the system is going into a potential-minimum region, the decrease of enthalpy governs the relaxation dynamics in which large fluctuations of thermodynamic functions are often observed due to the fluctuation of walker distribution. In particular, when the system is trapped in a steep and deep valley of potential energy as in the 1D asymmetric double well potential, the walker distribution becomes significantly localized, thus leading to the decrease of entropy ("negentropy") that represents an emergence of ordered state. In the case that the walker population surmounts the potential barrier such as in the case of 1D symmetric double well potential, the passage time required for the transition is well represented by the Arrhenius-type expression with a reduced activation energy including the entropic effects. We also observe in the case of 2D asymmetric double well potential that the walkers coherently bypass the potential barrier to go into the global minimum region of the potential energy with the decrease of entropy. The relaxation dynamics described in the present study would relevantly represent the conformational transitions typically observed in the cases of protein folding and ligand docking. The present approach in which the optimization problems are formulated in terms of the distribution dynamics over reaction coordinates may thus provide a general framework to perform the optimization for these issues 44, 45 with the inclusion of entropic effects at finite temperatures. There are a number of recent studies [18] [19] [20] [21] [22] [23] in which the relaxation dynamics of biomolecular systems are described in analogy with quantum mechanics. These intimate correspondences between the mode decomposition of classical stochastic system and the quantum-mechanical description in the Hilbert space are very natural in light of the present study. In fact, the transfer operator P(τ) with a lagged-time τ employed in the variational approach 19-21 can be identified as the time-evolving propagator exp(−Ĥ eff τ) in Eq. (13); the excited states (i > 0) with eigenvalues E i > 0 then represent the faster relaxation modes for structural transitions.
It is additionally remarked that the present scheme would also be applicable to those systems with higherdimensional configuration space through a straightforward extension, [26] [27] [28] as in the usual applications of the DMC scheme for quantum systems. [31] [32] [33] [34] [35] [36] Recent advances in high-performance computing for DMC 36 have enabled the calculations of electronic structure for molecular and solidstate systems containing more than thousands of electrons with high accuracy in highly parallelized way, where the data communications among the walkers can be made minimal. The accumulations of these technical details would make the DMC simulations for protein dynamics feasible as well. As for the evaluation of temporal evolution of entropy in higherdimensional configuration space, it would be computationally efficient to project the dynamics of the whole system onto the limited low-dimensional space represented by relevant reaction coordinates, as addressed in Sec. II C. The accuracy of this approximate estimation for entropy change can be assessed by choosing a variety of reaction coordinates and making comparisons of the results obtained with varied numbers of walkers.
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