In the late '90s there was a flurry of activity relating 1-rectifiable sets, boundedness of singular integral operators, the analytic capacity of a set, and the integral Menger curvature in the plane. In '99 Leger extended the results for Menger curvature to 1-rectifiable sets in higher dimension, as well as to the codimension one case.
and µ ≪ H n . A set E ⊆ R m is called countably n-rectifiable if H n E is countably n-rectifiable. On the other hand, a set E is called n-purely unrectifiable if H n (E ∩ f (R n )) = 0 for all Lipschitz f : R n → R m . Studying rectifiable measures is a central topic in geometric measure theory. In his 1990 work on the Analysts' traveling salesman problem [Jon90] , Peter Jones introduced what are now called the Jones' β-numbers, which have dominated the landscape in quantitative techniques relating to rectifiability, analytic capacity, and singular integrals.
In the joint monograph on the topic [DS93] David and Semmes laid the framework to understanding the quantitative structures Jones introduced, as well as how to properly generalize these ideas to higher dimensions. In doing so, they introduced the notion of uniform rectifiability. If µ is an n-Ahlfors regular Radon measure, that is if there exists 0 < c < C < ∞ such that cr n ≤ µ(B(x, r)) ≤ Cr n for all x ∈ sptµ and 0 < r ≤ diam(sptµ), then µ is said to be uniformly n-rectifiable if there exist constants θ, Λ > 0 such that for all x ∈ sptµ and 0 < r ≤ diam(sptµ) there is a Lipschitz mapping g : B(0, r) ⊆ R n → R m with Lip(g) ≤ Λ such that µ(B(x, r)∩g(B(0, r))) ≥ θr n . Again, a set E ⊆ R m is said to be uniformly n-rectifiable if H n E is uniformly n-rectifiable.
David and Semmes gave many equivalent characterization of uniform n-rectifiability. One characterization is related to Jones' β-numbers the definition of which is included for completeness. For 1 ≤ p < ∞ one defines where the infimum is taken over all n-dimensional affine subspaces L ⊂ R m . When the dimension n is understood from context, the superscript is typically forgotten. The relevant characterization of uniformly n-rectifiable sets was discovered in [DS91] .
Theorem 1.1 ([DS91]).
If µ is an n-Ahlfors regular measure on R m then the following are equivalent.
(1) µ is uniformly rectifiable.
(2) For 1 ≤ p < 2n n−2 there exists some c > 0 depending on p such that the β p -numbers satisfy the following so called Carleson-condition.
B(x,R) R 0 β n µ;p (y, r) 2 dr r dµ(y) ≤ cR n for all x ∈ sptµ, R > 0.
(1.3)
More recently, a much sought after characterization of countably n-rectifiable measures was discovered by Azzam and Tolsa in a pair of papers [Tol15] and [AT15] . In particular, the following theorem is from [Tol15] . and if Θ n * (µ, x) = Θ n, * (µ, x) the value is denoted Θ n (µ, x) and is called the density of µ at x.
Then the following theorem was proven in [AT15] .
Theorem 1.3 ([AT15]
). Let µ be a finite Borel measure in R m such that 0 < Θ n, * (µ, x) < ∞ for µ-a.e. x ∈ R m . If ∞ 0 β n µ;2 (x, r) 2 dr r < ∞ µ a.e. x ∈ R m , (1.5) then µ is countably n-rectifiable.
These results can be summarized in the following theorem (stated with the weakened hypothesis proved in [ENV16] and later in [Tol17] ) Theorem 1.4 ( [ENV16] ). Let µ be a Radon measure in R m with 0 < Θ n, * (µ, x) and Θ n * (µ, x) < ∞. Then µ is countably n-rectifiable if and only if 1 0 β n µ,2 (x, r) 2 dr r < ∞ for µ a.e. x ∈ R m .
(1.6) 1 These requirements have since been weakened
In light of the characterization for uniformly rectifiable measures, one might expect that the restriction to p = 2 in Theorem 1.3 is a consequence of the proof, and potentially a range of values for p could be found. However, in [Tol17] a very flexible construction of 1-rectifiable sets with positive and finite measure was laid out, which, by varying the parameters of this construction demonstrate that for 1 ≤ p < 2 no conclusion can be drawn from µ almost everywhere finiteness of the quantity in (1.4). Under the condition that Θ n, * (µ, x) < ∞, Hölder's inequality guarantees that if p > 2 then (1.4) implies (1.5), so only the range 1 ≤ p < 2 was of particular interest.
Uniform Rectifiability and integral Menger curvatures
In 1995 Melnikov discovered a beautiful identity connecting Menger curvature to the analytic capacity in the plane, which kicked off a great deal of research to find curvaturebased techniques to classify rectifiable and uniformly rectifiable sets, and further to find relations to singular integrals ( [Mel95] , [MV95] , [MMV96] , [Mat98] , [Lég99] ).
Unfortunately, all of the progress made applied exclusively to dimension 1 and/or codimension 1 sets. In fact, in 1999 Farag showed that in the higher-(co)dimension case there does not exist an algebraic generalization of Melnikov's identity that could directly relate to Riesz kernels. In particular, this result does not preclude the usefulness of Menger-type curvatures whose integrand take a different form.
After a hiatus in progress on this subject, Lerman and Whitehouse showed that a geometrically motivated generalization of Menger curvature was sufficient to characterize uniformly n-rectifiable measures in higher codimension (in fact, their results hold for separable Hilbert spaces). The work, completed in [LW09] and [LW11] was motivated by the original work of David and Semmes [DS91] and [DS93] , but required a nontrivial and creative idea of "geometric multipoles". They defined several versions of Menger curvatures of (n + 2)-points in R m (see [LW09] , [LW11] , and [LW12] ). Among these curvatures, the most suited for our setting is
where ∆(x 0 , . . . , x n+1 ) is the simplex with corners {x 0 , . . . , x n+1 }. Lerman and Whitehouse showed that control of integrals of the integrand K 1 has interesting geometric consequence, this is explained in more detail below. One necessary object to understand and state the results of Lerman and Whitehouse, is a notion of the "space of well-scaled simplices". More precisely, for some 0 < λ < 1 and letting X = (x 0 , . . . , x n+1 ) denote an (n + 2)-tuple in R m , define
Then, one can think of W λ (B(x, r)) as the space of well-spaced simplices in B(x, r). We also define the quantities
The quantity in (1.9) can be thought of as the integral Menger curvature of the measure µ B(x, r). The quantity in (1.10) can be thought of as the amount of integral Menger curvature of the measure µ B(x, r) which arises from "well-spaced simplices". The main results of [LW09] and [LW11] are combined to show the following theorem, which notably holds in the more difficult setting of real-seperable Hilbert spaces.
If µ is an n-Ahlfors regular measure on a possibly infinite dimensional, real, separable Hilbert space, then the following are true.
and there exists a λ ∈ (0, 1) such that
Here, both C 2 and C 3 depend only on n and the Ahlfors regularity constants of µ.
In particular, combining the two parts of Theorem 1.5 with the observation that
which by passing through Theorem 1.1 leads to the following characterization.
If n ≥ 2 and µ is an n-Ahlfors regular measure on R m then the following are equivalent: 1) There exists a constant C independent of x and R so that c 2 1 (µ| B(x,R) ) ≤ CR n for all x ∈ sptµ and R > 0. 2) µ is uniformly n-rectifiable.
Rectifiability and pointwise Menger curvature
In 2015, Meurer found a general class of Menger-type curvatures which can be compared to β p -coefficients and also can be used to test rectifiability of a set or measure. The integrand K 1 of Lerman and Whitehouse is an example of the general class of Mengertype integrands laid out in [Meu15] (the shortened published version is [Meu18] ). So, throughout the remainder this section, on a first read one should interpret the phrase (µ, p)-proper integrand, to mean the integrand K 1 . The formal definition of a "(µ, p)-proper integrand" is given in Definition 2.5. A symmetric (µ, p)-proper integrand is defined in Definition 2.8. A review of notation is also included in the preliminaries in section 2.2.
One main result of [Meu15] is as follows,
then E is countably n-rectifiable.
The measure µ n+2 is the measure on (R m ) n+2 resulting from taking (n+2)-products of µ with itself. Finally, the quantity M K 2 (µ) is called the integral Menger curvature of µ with respect to the (µ, 2)-proper integrand K. Remark 1.8. Meurer also showed that M K 2 (H n E) < ∞ implies H n E is locally finite. A similar result does not hold for general Borel measures µ. For instance, consider µ on R 2 defined by µ = 1 |x 1 | H 1 {x 2 = 0} where x ∈ R 2 is written as x = (x 1 , x 2 ). Then sptµ = {x 2 = 0} implies K 1 (y 0 , y 1 , y 2 ) = 0 whenever y i ∈ spt(µ) for all i = 1, 2, 3.
The next theorem is an interesting intermediate result of [Meu15] which is of similar style to the work of Lerman and Whitehouse. As such, one must again have the correct interpretation of the "space of well-scaled simplices", namely
Then, adopting the notation
one can succinctly state: Meu15] ). Let µ be an n-upper Ahlfors regular Borel measure, with upper-regularity constant C 0 (see Definition 2.1). Let 0 < λ < 2 n and k > 2, k 0 ≥ 1. Then there exist constants
The corollary of the previous result, whose relevance to the results of Lerman and Whitehouse is more immediate can be stated as 
µ(B(y, t)) t n .
Remark 1.11. Although it seemingly goes unmentioned in [Meu15] , we note that this corollary implies the following statement: If µ is an n-Ahlfors regular measure on R m , and M K p (µ| B(x,r) ) r n with suppressed constant independent of x, for all x ∈ sptµ and all 0 < r < diam spt(µ) for some symmetric (µ, p)-proper integrand, and p ∈ [2, 2n n−2 ), then µ is uniformly n-rectifiable. This follows directly from Corollary 1.10 and Theorem 1.1.
In [LW11, Equation 10 .1] Lerman and Whitehouse also introduce the curvature
(1.12) and aff{y 0 , . . . , y k } denotes the smallest affine plane containing {y 0 , . . . , y k }. Notably, K 2 satisfies
for all (x 0 , . . . , x n+1 ) ∈ (R m ) n+2 and is also a (µ, 2)-proper integrand. We define the pointwise Menger curvature of µ with respect to a (µ, p)-proper integrand K at x and scale r by
Then a simplified (and strictly weaker) version of the main result of [Kol16] is:
Lemma 1.12.
[Kol16] Let µ be a Borel measure on R m . Then, there exists Γ = Γ(n, m) such that
where
denotes the "centered" β p -numbers. Notably, the infimum is taken over all n-planes passing through the center of B(x, r).
Another useful result which can be found in a more general setting in [Kol16] is Lemma 1.13. [Kol16] Let µ be a Radon measure on R m and x be such that 0
Moreover, if µ is n-Ahlfors regular, and q ≤ p then there exists C depending on m, n, p, q and the Ahlfors regularity constants such that
(1.17)
A consequence of Lemma 1.12 and [Tol15] is:
To verify that Theorem 1.14 follows from Lemmas 1.12, 1.13 and Theorem 1.2 one only needs to show that
with the condition Θ n, * (µ, x) < ∞ for µ almost every x. Note C x is any finite constant that can depend on x. Showing (1.18) really boils down to showing that Θ n (µ, x, r) is finite for all 0 < r < 1 and µ almost every x ∈ R m . To show that Θ n (µ, x, r) < ∞, for µ almost every x, let M x = µ(B(x, 1)). Then M x < ∞ for all x since µ is Radon. On the other hand, by assumption Θ n, * (µ, x) < ∞ for almost every x. By the definition of lim sup, choose r 0 (x) such that for all 0 < r < r 0 (x) we know that Θ n (µ, x, r) ≤ 2Θ n, * (µ, x). If r 0 (x) ≥ 1 we are done. So, assume that r 0 (x) < 1. Then, for r 0 (x) < r < 1 we observe,
Finally, defining C x = max{2Θ n, * (µ, x), Mx r 0 (x) n } we see that (1.18) holds, and C x is finite for µ-almost every x ∈ R m .
A new look at rectifiability via Menger curvature
The first result of this paper is a generalization of Theorem 1.7 to the case of Radon measures with upper-density bounded above and below. Theorem 1.15. If µ is a Radon measure on R m with 0 < Θ n, * (µ, x) < ∞ for µ almost every x ∈ R m and M K 2 (µ) < ∞ for some (µ, 2)-proper integrand K, then µ is countably n-rectifiable.
In light of Theorem 1.15, with some additional work we can now answer an open question posed in [LW11, Section 6] and characterize n-rectifiability with respect to Menger-type curvatures. Theorem 1.16. Let µ be a Radon measure on R m with 0 < Θ n * (µ, x) ≤ Θ n, * (µ, x) < ∞ for µ almost every x ∈ R m . Then the following are equivalent: 1) µ is countably n-rectifiable. 2) For µ almost every x ∈ R m , curv n K 2 ;µ (x, 1) < ∞, where K ∈ {K 1 , K 2 }. 3) µ has σ-finite integral Menger curvature in the sense that µ can be written as µ =
Remark 1.17. Note that Theorem 1.16 is to Theorem 1.4 as 1.5 is to 1.1, except that unfortunately, the hypothesis in Theorem 1.16 are strictly stronger than the hypothesis in Theorem 1.4. The stronger hypothesis, which may a priori be an artifact of the proof, does suggest that there may be a better way to define the Menger curvature integrands.
The final main result more directly shows a comparability of curv n K 2 ;µ (x, 1) and
dr r , (see 1.13 and 1.14 respectively) but in the present state requires stronger hypothesis on the density of µ. This is done by proving a converse to Lemma 1.12
In particular, in conjunction with Lemma 1.12
(1.20)
In both (1.19) and (1.20) the suppressed constants 2 depend on x, R, the upper-regularity constant of µ, m and n.
Since the (suppressed) constant in (1.19) depends on x, it would be interesting to see if µ being n-Ahlfors upper-regular can be weakened to say Θ n, * (µ, x) < ∞.
In particular, combining Theorem 1.4, the equivalence of (1.15) with (1.16) in Lemma 1.13, and Theorem 1.16 yields the characterization of rectifiable Radon measures in Theorem 1.19. Moreover, combining Theorem 1.1, Theorem 1.5, and (1.17) yields the characterization of uniformly rectifiable measures in Theorem 1.19. [Kol16] , Theorem 1.16). If µ is a Radon measure on R m with Θ n, * (µ, x) > 0 and Θ n * (µ, x) < ∞ then the following are equivalent 1. µ is countably n-rectifiable.
2.
n−2 ) then the following are equivalent 1. µ is n uniformly-rectifiable 2.
3.
Preliminaries 2.1 Sets and measures
When comparing two quantities and the precise constant is unimportant, we adopt the notation that A x,r,m B means A ≤ CB for some constant C depending on x, r, m. Fewer or more dependencies may be attached to the symbol . If no dependencies are appended to the symbol, they are explained shortly after the equation appears. In this paper, by a measure µ on R m we mean a real-valued set function from R m → [0, ∞] that has the following two properties:
(i) µ(∅) = 0, and
for all E ⊂ R m . A measure µ is said to be a Borel measure if every Borel set A is µ-measurable. A measure µ on R m is said to be Borel regular if for each A ⊂ R m there exists a Borel set E ⊂ R m with A ⊂ E and µ(A) = µ(E). Finally, a measure µ is said to be Radon if it is Borel regular and locally finite, i.e., µ(K) < ∞ for each compact set K ⊂ R m . The support of µ, denoted spt(µ) is defined to be the closure of the set {x : µ(B(x, r)) > 0 ∀r > 0}.
Definition 2.1 (Ahlfors-regularity of measures). A measure µ on R m is said to be n-Ahlfors regular if there exist constants 0 < c, C < ∞ such that
A measure µ is said to be n-upper Ahlfors regular if (2.1) holds, and n-lower Ahlfors regular if (2.2) holds. The smallest constant C such that (2.1) holds is called the upper regularity constant for µ, and the largest c such that (2.2) holds is called the lower regularity constant for µ.
A measure µ on R m is said to be absolutely continuous with respect to a measure ν, denoted µ ≪ ν if ν(E) = 0 =⇒ µ(E) = 0.
In this paper, we follow the convention that a Borel measure µ on R m is said to be countably n-rectifiable if there exist Lipschitz maps
and µ ≪ H n . A Radon measure µ on R m is said to be uniformly n-rectifiable if there exist constants Λ > 0 and 0 < θ < 1 such that for all x ∈ sptµ and all r ≥ 0 there exist a Lipschitz map f x,r :
Here and after, B n (0, r) denotes an n-dimensional ball of radius r centered at 0. Similarly B m (x, r) is an m-dimensional ball centered at x with radius r. Typically, the dimension is clear from context and hence neglected. A Borel measure µ on R m is said to be n-purely unrectifiable if every Lipschitz map f : R n → R m has the property that
A Borel set E is said to be countably n-rectifiable (uniformly n-rectifiable/n-purely unrectifiable respectively) if H n E is countably n-rectifiable (uniformly n-rectifiable/npurely unrectifiable respectively).
Definition 2.2. Given a Borel measure µ on R m , we define the function
Moreover, the n-dimensional upper-density of µ at x, denoted Θ n, * (µ, x) is defined as
and the n-dimensional lower-density of µ at x, denoted Θ n
If Θ n, * (µ, x) = Θ n * (µ, x) their common value is called the density of µ at x and is denoted by Θ n (µ, x). Notably, µ ≪ H n if and only if Θ n, * (µ, x) < ∞ for µ a.e. x ∈ R m .
Finally, given a measure µ on R m we let µ k denote the measure on (R m ) k defined as the k-fold product of µ with itself. Similarly, given a set E ⊂ R m we let E k denote the k-fold product of E as a set in (R m ) k .
Menger-type curvature, a formal review Simplices and Notation
Given points {x 0 , . . . , x n } ⊂ R m then ∆(x 0 , . . . , x n ) will denote the convex hull of {x 0 , . . . , x n }. In particular, if {x 0 , . . . , x n } are not contained in any (n−1)-dimensional plane, then ∆(x 0 , . . . , x n ) is an n-dimensional simplex. Moreover, aff{x 0 , . . . , x n } denotes the smallest affine subspace containing {x 0 , . . . , x n }. That is aff{x 0 , . . . ,
If ∆ is an n-simplex, it is additionally called an (n, ρ)-simplex if
The next lemma relates the geometric properties of simplices to distances and measures, which is of particular interest when showing a certain integrand is (µ, p)-proper.
The next lemma is an immediate consequence of repeated applications of [Meu15, Lemma 2.14].
Lemma 2.4. Let 0 < k ≤ n. If T x = ∆(x 0 , . . . , x n ) is an (n, ρ)-simplex, and {y 0 , . . . , y k } are such that |x i −y i | < δ for some (k+1)δ < ρ, then ∆(y 0 , . . . , y k , x k+1 , . . . , x n ) is an (n, ρ − (k + 1)δ)-simplex.
Meurer's proper integrands
The ability to use general class of integrands K : (R m ) n+2 → [0, ∞) as a tool to study countably n-rectifiable sets and measures in R m was demonstrated by Meurer in [Meu18] . Below is the definition of the general class of integrands as laid out by Meurer.
Definition 2.5 ((µ, p)-proper integrand). Let n, m ∈ N with 1 ≤ n < m. Let K : (R m ) n+2 → [0, ∞) and p > 1. One says that K is a (µ, p)-proper integrand if it fulfills the following four conditions:
1. K is µ n+2 -measurable, where µ n+2 denotes the (n + 2)-product measure of µ.
2. There exists some constants c = c(n, K, p) ≥ 1 and ℓ = ℓ(n, K, p) ≥ 1 so that, for all t > 0, C ≥ 1, x ∈ R m and all (n,
for all w ∈ B(x, Ct).
3. For all λ > 0,
4. K is translation invariant in the sense that for every b ∈ R m ,
Remark 2.6. The preceding definition is rather long and written so that expressions show-up in the same form that they do in the proof of [Meu15, Theorem 5.6]. However, this theorem provides a bound on β p -numbers by Menger curvature in some sense. As written above, one may notice that part (2) looks vaguely like one is bounding β pnumbers. However, the relationship becomes more obvious after applying part 3 to re-write part 2 of the definition of a (µ, p)-proper integrand in the following way: There exists some constant c = c(n, K, p) ≥ 1 and ℓ = ℓ(n, K, p) ≥ 1 so that, for all t > 0, C ≥ 1, x ∈ R m and all (n,
for all w ∈ B(x, Ct). In particular, ignoring all details and technicalities it looks like integrating the left-hand side over w yields the L p -distance to a specific plane at scale t is bounded by the Menger curvature integrand "at scale t" when integrated over just one input, while the other inputs span the given affine plane.
Given a Borel measure µ and a (µ, p)-proper integrand K, the integral Menger curvature of µ with respect to K (or simply integral Menger curvature) is
The pointwise Menger curvature of x in µ with respect to K at scale r is
Example 2.7. Given a Borel measure µ on R m there are two main choices of (µ, 2)-proper integrands considered here. To quickly express these, let X = {(x 0 , . . . , x n+1 ) : H n+1 (∆(x 0 , . . . , x n+1 )) > 0. Then, the two integrands are
where h min (x 0 , . . . , x n+1 )) = min i h i (∆(x 0 , . . . , x n+1 )). Since the expression looks like it should tend to zero as (x 0 , . . . , x n+1 ) tend to X, the indicator function is typically neglected. Below is an outline of why (by considering K 1 ) these examples are proper integrands. The proof of K 2 is more straightforward.
Measurability follows due to the fact that X and (R m ) n+2 \ X are open and closed respectively in (R m ) n+2 . So µ n+2 -measurability follows since µ is Borel and K 1 is continuous on X and (R m ) n+2 \ X.
For the second condition in the definition of (µ, 2)-proper, consider t > 0, C ≥ 1, x ∈ R m , ∆ = ∆(x 0 , . . . , x n ) ⊂ B(x, Ct) is an (n, t C )-simplex, fix w ∈ B(x, Ct) and let ∆ w = ∆(x 0 , . . . , x n , w). Then,
hence, the second property holds with ℓ = (n+2)(n+1) 2 + 2n and c = (n · N !) 2 . For homogeneity, note that if λ > 0, then (x 0 , . . . , x n+1 ) ∈ X ⇐⇒ (λx 0 , . . . , λx n+1 ) ∈ X. Moreover, for (x 0 , . . . , x n+1 ) ∈ X it follows that
Translation invariance follows from the geometric nature of the definition.
Definition 2.8 (Symmetric (µ, p)-proper integrand). A (µ, p)-proper integrand is said to be symmetric if for all permutations σ ∈ S n+2
The next lemma demonstrates that the restriction to symmetric proper integrands is a non-issue.
Lemma 2.9. Let µ be a Radon measure on R m and fix K p some (µ, p) proper integrand. Then, there exists K p a symmetric (µ, p)-proper integrand which satisfies
The proof is to use Fubini's theorem to check that the integrand
Moreover, it clearly satisfies conditions (1), (3), and (4) in Definition 2.5. So, it only remains to check that condition (2) holds. But, K p ≤ #|S n+2 | K p validates condition (2) of Definition (2.5).
Proofs of main results
One main tool of [Meu15] is the following 
Moreover, for given K and C 0 the Lipschitz constant of f goes to zero as M K 2 (µ) approaches zero.
Scaling Menger Curvature
Theorem 3.1 is one of the main tools for proving Theorem 1.15. It will also be useful to know how Menger-curvature scales. Hence, we recall conditions (2.10) and (2.11) in the definition of a (µ, p)-proper integrand. Namely (2.10) says that a (µ, p)-proper integrand K p is −n(n + 1)-homogeneous. Whereas (2.11) says a (µ, p)-proper integrand K p is translation invariant in the sense that
Now, we are ready to prove Proposition 3.2. Let µ be a Radon measure and K a (µ, p)-proper integrand. Let ν be the Radon measure defined by ν(A) = λµ(aA + x) for some a, λ > 0 and
In particular, if µ x,r is defined so that µ x,r (E) = µ(rE+x) r n for all E ⊂ R m , then
Proof. Fix a Borel measure µ on R m a point, x ∈ R m and a, λ > 0. Define f :
where the 4th and 5th lines respectively used the translation invariance and homogeneity of K p . This proves (3.2).
We see (3.3) follows from choosing λ = r −n and a = r −1 combined with the observation that f −1 (B(0, 1)) = B(x, r) when f (y) = y−x r .
We note that (3.3) is of interest due to the following modification of Theorem 3.1 Theorem 3.3. Let µ be an n-Ahlfors upper-regular Radon measure with upper-regularity constant C. Let K be a (µ, 2)-proper integrand. Then, there exists a function η 1 = η 1 (K, n, m, Θ n (µ, x, r), C) > 0 such that
implies there exists some Lipschitz graph Γ with Lipschitz constant bounded above by some Λ = Λ(η 1 ) such that µ B(x, r) \ Γ < 1 100 µ(B(x, r)).
(3.5)
Moreover, given K, Θ n (µ, x, r), C the Lipschitz constant of Γ tends to zero as M K 2 (µ B(x, r)) r n approaches zero.
An immediate corollary to Theorem 3.3 is
Corollary 3.4. Let µ be an n-Ahlfors regular Radon measure with lower-regularity constant c, and upper-regularity constant C. If K is a (µ, 2)-proper integrand and (3.4) is satisfied with η 1 = η 1 (K, n, m, c, C) for all x ∈ spt(µ) and all 0 < r < diam(spt(µ)) then µ is uniformly n-rectifiable.
Proof. (of Theorem 3.3).
We claim that ν = µ x,r B(0, 1) Θ n (µ, x, r) satisfies 1. ν(B(0, 1)) ≥ 1 and ν(R m \ B(0, 1)) = 0.
ν(B(y, t))
Indeed, (1) follows since ν(B ((0, 1) 
Θ n (µ,x,r) = 1 and ν is the restriction of a measure to B(0, 1).
To see (2) follows, consider y ∈ B(0, 1) and t > 0. Then,
Finally, (3) follows since (3.3) in Proposition 3.2 guarantees
then applying (3.2) with λ = Θ n (µ, x, r) −1 , a = 1 yields
Consequently, if η 1 K, m, n, Θ n (µ, x, r), C is chosen so that it is at most as large as Θ n (µ, x, r) n+2 η(K, m, n, Remark 3.5. Note that in the case K = K 1 Corollary 3.4 is already known from the work of Lerman and Whitehouse. In fact, the hypothesis in Theorem 3.3 is stronger than theirs, because Theorem 3.3 requires not only a Carleson-type bound on the local integral Menger curvature (or equivalently a uniform bound on the curvature density) but also that the bound be by a small constant.
To create an effective theory of quantitative, albeit non-uniform rectifiability, it would be interesting to address this seemingly unnecessary "smallness" condition being imposed by η 1 in (3.4). It would also likely be useful to allow Γ to only satisfy µ(B(x, r)\ Γ) ≤ (1 − ǫ)µ(B(x, r)) for some ǫ = ǫ(η, m, n, K, C, Θ n (µ, x, r)).
Rectifiability of Radon measures via integral Menger curvature
The goal of this section is to prove Theorem 1.15 included below for completeness. Theorem 3.6. If µ is a Radon measure on R m with 0 < Θ n, * (µ, x) < ∞ for µ almost every x ∈ R m and M K 2 (µ) < ∞ for some (µ, 2)-proper integrand K, then µ is countably n-rectifiable.
Several preparatory lemmas are required.
Lemma 3.7. Let µ be a Radon measure on R m with 0 < Θ n, * (µ, x) < ∞ for µ almost every x ∈ R m . Then there exists some Borel set E such that ν = µ E satisfies ν(R m ) ≥ 1 2 µ(R m ) and
Proof. Without loss of generality, suppose µ(R m ) < ∞. Otherwise, apply the finite case to a family of disjoint annulli that exhaust R m . Moreover, suppose µ(R m ) > 0 to avoid trivialities.
for all j and moreover
Fix such k and let c = 2 −k and C = 2 k . Then, define ν = µ E k . Since E k is µ-measurable, it follows ν is Radon and ν(R m ) ≥ 1 2 µ(R m ). On the other hand the Lebesgue-Besicovitch differentiation theorem ensures Θ n, * (ν, x) = Θ n, * (µ, x) for ν a.e. x ∈ R m since ν(B(x,r)) µ(B(x,r)) r↓0 − − → 1 for ν a.e. x ∈ R m . Consequently 2 −k ≤ Θ n, * (ν, x) ≤ 2 k for ν a.e. x ∈ R m as desired.
Lemma 3.8. If µ is a Radon measure with 0 < c ≤ Θ n, * (µ, x) ≤ C < ∞ for µ a.e. x ∈ R m and spt(µ) is bounded and M K p (µ) < ∞. Then, for all ζ 0 > 0 there exists a compact set E * ⊂ spt(µ) with
Proof. Since µ is Radon, and spt(µ) is bounded, it follows that µ(R m ) < ∞. Define
Evidently, E ℓ ⊂ E ℓ+1 . Moreover, the assumption c ≤ Θ n, * (µ, x) ≤ C for µ almost every x ∈ R m ensures µ(E ℓ )
Hence, by the finiteness of µ(R m ) there exists some ℓ such that µ(
and by Lebesgue-Besicovitch differentiation theorem [GE92, Theorem 1.7.1], it also follows c ≤ Θ n, * (ν, x) ν a.e. x ∈ E ℓ (3.8)
− −− → 1 for µ a.e. x ∈ E ℓ and by assumption lim sup r→0 µ(B(x, r) r n ≥ c for µ almost every x ∈ R m . Define
Since ν is finite, the claim follows. Claim 2: I(τ ) defined in (3.10) satisfies I(τ )
− −− → 0.
Indeed, we first note,
Consequently, for any sequence of τ k converging to zero, Claim 1 ensures that the corresponding sequence of functions {½ A(τ k ) K p } converges to zero ν n+2 a.e., and is bounded by the L 1 function K p . So, the dominated convergence theorem validates Claim 2. Consequently, there exists τ 0 such that 0 < 2τ 0 < 2 −ℓ and
Next, define a cover of E ℓ by
In particular, (3.8) guarantees G is a fine cover of some ν-measurable set E ⊂ E ℓ with ν-full measure, i.e., ν(E) = ν(R m ). So, the corollary to Besicovitch's covering theorem, [GE92, Corollary 1.5.2] ensures that there exists a countable, disjoint subfamily
In light of (3.6) and (3.12), τ < τ 0 < 2 −ℓ ensures
(3.14)
Moreover, (B i ∩ E ℓ ) n+2 ⊂ A(2τ 0 ) ∩ B i so, (3.11) and (3.10) yields
Define the index set of "bad" balls, or balls with too much Menger curvature by
4C then additionally considering (3.15) and (3.17) implies
which is a contradiction. It follows
Now, (3.14) and (3.18) together ensure that I b = N. From now on, fix i ∈ N \ I b . The inner-regularity of Radon measures ensures that there exists some compact E * with
Then evidently, E * satisfies:
where the second inequality is because B i ∈ G, see (3.12).
2. For all x ∈ E * and for all 0 < t < 2 −ℓ it follows from (3.6) and
On the other hand, E * ⊂ B i and diam(B i ) ≤ 2τ 0 < 2 −ℓ . So, for t ≥ 2 −ℓ it follows,
n so that in fact ν E * is n-Ahlfors upper regular with regularity constant 2C, that is (3.20) holds for all t > 0.
3. It follows 1 4
Indeed, choose a ball B with diam B ≤ 2 diam E * and E * ⊂ B. 
Hence, the lower bound on diam E * follows.
4. Finally, since i ∈ I b \ N, (3.16) and (3.21) yields
2C completes the proof.
The next technical lemma is a standard "structure theorem" and is contained in for instance [Fed14, 3. 3.12 -3.3.15] Lemma 3.9. If µ is a Radon measure with 0 < Θ n, * (µ, x) for µ almost every x, then one can write µ = µ r + µ u where µ r = µ E for some µ-measurable E, and µ r is countably n-rectifiable. On the other hand, µ u is purely unrectifiable. Now, we are prepared to show Lemma 3.10. Let µ be a Radon measure on R m with 0 < Θ n, * (µ, x) < ∞ for µ almost every x ∈ R m . Let K 2 a (µ, 2)-proper integrand. After writing µ = µ u + µ r as in Lemma 3.9, if µ u (R m ) > 0 then M K 2 (µ) = +∞.
Notably, Lemma 3.10 is the contrapositive of Theorem 3.6.
Proof. Let K 2 and µ, µ u , µ r be as in the statement of Lemma 3.10. Without loss of generality, suppose 0 < µ(R m ) < ∞. It follows 0 < Θ n, * (µ u , x) < ∞ for µ u almost every x ∈ R m , since the Lebesgue-Besicovitch differentiation theorem guarantees
for µ u a.e. x ∈ R m . Moreover, by assumption µ u (R m ) > 0. By Lemma 3.7 it follows that there exists ν 0 a restriction of µ u and some c, C such that 0 < c ≤ Θ n, * (ν 0 , x) ≤ C < ∞ for ν 0 almost every x ∈ R m . Lemma 3.7 also guarantees that, 0
Since ν 0 is a restriction of µ u to some Borel set, it follows that ν 0 is a Radon measure satisfying
Since ν 0 (R m ) < ∞, without loss of generality, suppose spt(ν 0 ) is bounded. Then, ν 0 satisfies the hypothesis of Lemma 3.8. In particular, for
is from Theorem 3.1, (3.23) there exists some compact E * ⊂ spt(ν 0 ) such that
(ii) For all x ∈ E * and all t > 0,
Our next goal is to choose scale and translate ν 0 to find a measure ν 1 which satisfies the hypothesis of Theorem 3.1. To this end, choose x 0 ∈ E * . Then,
Then observe, (a) Combining (3.29), (3.27), (3.28), and (3.24) yields
so that ν 1 satisfies hypothesis (A) in Theorem 3.1.
(b) It follows from (3.25) and (3.29) that for all x ∈ R m and all t > 0,
In particular, ν 1 satisfies hypothesis (B) in Theorem 3.1 with upper-regularity constant 2 n+3 Cc −1 , which agrees with the choice of η in (3.23).
(c) Applying (3.29) and (3.2) with a = diam(E * ) −1 and λ = 2 n+2 c(diam E * ) n and then (3.26) and (3.23) yields,
in particular ν 1 satisfies hypothesis (C) of Theorem 3.1. Hence, we have shown ν 1 satisfies all the hypotheses of Theorem 3.1 and consequently, there exists a Lipschitz graph Γ such that
But, recalling (3.29), it is clear this implies
Since f is a translation and scaling, f (Γ) is still a Lipschitz graph, and this contradicts the fact that ν 0 is the restriction of an n-purely unrectifiable measure.
3.3 Pointwise Menger curvature and β-numbers.
The first goal of this section is to prove Theorem 1.16, included below for convenience.
Theorem 3.11. Let µ be a Radon measure on R m with 0 < Θ n * (µ, x) ≤ Θ n, * (µ, x) < ∞ for µ almost every x ∈ R m . Then the following are equivalent:
1. µ is countably n-rectifiable.
2. For µ almost every x ∈ R m , curv n K 2 ;µ (x, 1) < +∞. 3. For µ almost every x ∈ R m , curv n K 1 ;µ (x, 1) < +∞. 4. µ has σ-finite integral Menger curvature in the sense that µ can be written as µ = ∞ j=1 µ j where each µ j satisfies M K 2 1 (µ j ) < ∞.
5. µ has σ-finite integral Menger curvature in the sense that µ can be written as
Proof. The fact that (1) =⇒ (2) Then, for j ∈ N 0 define
is measurable. In particular the sets E j are measurable, as each E j is the preimage of a Borel set by a measurable function. For each j =∈ N 0 it follows from (3.30) that µ j = µ E is a finite, Borel measure. The Lebesgue-Besicovitch differentiation theorem ensures that 0 < Θ n, * (µ j , x) < ∞ for µ j a.e. x ∈ R m since lim r→0 µ j (B(x, r)) µ(B(x, r)) = 1 for µ j a.e. x ∈ R m . Since K 2 is a non-negative function, and µ j satisfies µ j (E) ≤ µ(E) for all µ-measurable sets E it follows
Combining the above computation with (3.30) yields,
Therefore, (3) =⇒ (4). To see (4) =⇒ (1) , note that Theorem 3.6 ensures each µ j is n-countably rectifiable. Since µ = j µ j satisfies µ ≪ H n has been decomposed into countably many n-countably rectifiable pieces, it follows µ is countably n-rectifiable. The fact that (2) =⇒ (5) =⇒ (1) follows identically with K 2 in place of K 1 .
Given the history of the subject, this method of proof is not very satisfying, namely due to the fact that Lerman and Whitehouse's characterization of uniform rectifiability in terms of integral Menger curvature demonstrated an equivalence of a Carleson-type condition for integral Menger curvature and the Carleson condition for the β-numbers. Moreover, the first direction in this characterization follows from a direct comparison with β-numbers due to Kolasinski. So, our next goal is to show Theorem 1.18, which is rephrased below for convenience.
Theorem 3.12. If µ is an n-Ahlfors upper-regular Radon measure on R m with upperregularity constant C 0 , and there exists λ such that µ(B(x, r)) ≥ λr n for all 0 < r ≤ R, then
where C 3 = C 3 (λ, m, n, C 0 , K), and K is any (µ, 2)-proper integrand.
This theorem demonstrates a more direct converse to Kolasinski's bound on β-numbers. Alas, notice that in its present form, Theorem 3.12 requires much stronger density conditions than Theorem 3.11. It would be interesting to try to weaken the density conditions at least as far as they are in Theorem 3.11.
The following technical lemma and its corollary play a central role in the proof of Theorem 3.12. For a review of the notation used in the proof, see Section 2.2. holds for all 0 < r < R.
Then, for
and all 0 < r < R there exist points
Corollary 3.14. Given µ, x, R, λ as in Lemma 3.13, and z ∈ B(x, R) there exists {x 1 , . . . , x n } such that for all y i ∈ B(x i , 5η|z − x|) ∩ B(x, |x − z|) with η as in (3.33) the simplex ∆ = ∆(x, y 1 , . . . , y n ) satisfies
In particular, ∆ is an (n,
where C 2 = C 2 (m, n, λ, C 0 ).
Remark 3.15. Corollary 3.14 says two things: first, that under the right density hypothesis, ∆ = ∆(x, y 1 , . . . , y n ) is a simplex satisfying the hypothesis of (2.9) in the definition of a (µ, p)-proper integrand, and that the set of (y 1 , . . . , y n ) ∈ B(x, |x − z|) that produce a fat simplex, have µ n -measure bounded below by some constant multiple of |x − z| n(n+1) .
Proof. (of Lemma 3.13). Let m, n, µ, C 0 , λ and R be as in the theorem statement. Define δ, η as in (3.32) and (3.33). Fix 0 < r < R, and suppose we have points {x 1 , . . . , x k } satisfying h min (x, x 1 , . . . , x k ) ≥ δr and µ(B(x i , 5ηr)) ≥ λη m 2 m+1 r n for all i = 1, . . . , k and assume that k < n. Then, we will find a point x k+1 such that h min (x, x 1 , . . . , x k+1 ) ≥ δr and µ(B(x k+1 , 5ηr)) ≥ λη m 2 m+1 r n . Hence, induction will guarantee the theorem. 3 Let V k = aff{x, x 1 , . . . ,
We first claim that G 1 is a cover of B(x, r) ∩ (V k ) δr . Indeed, we note that δ = 5 2 s, since s < 1. Consequently,
By Vitalli, we can find a subfamily of sets {B(
We wish to show that our above computations and choice of δ forces that µ(B(x, r)∩
So, it suffices to show 2 k C 0 5 n s n−k r n ≤ λr n 2 which holds if and only if
Since k < n this implies that our choice of s in (3.39) suffices to ensures (3.42). Now we claim that (3.42) ensures that there exists some x i ∈ B(x, r) \ (V k ) δr such that (3.35) holds. The fact that x i / ∈ (V k ) δr will guarantee (3.34) completing the proof. To this end, let us consider the family of balls
is a disjoint family. Again, we have no apriori estimate on M ′ , but disjointness and containment in B(x, 2r) yields
Consequently, we define M m,n,λ,C 0 so that
Combining (3.42) and (3.43), we deduce
(µ B(x, r)) B(x i , 5ηr)
≤ M m,n,λ,C 0 max (µ B(x, r))(B(x i , 5ηr)) | i ∈ {1, . . . , M ′ } . (3.44)
Choosing j such that (µ B(x, r))(B(x j , 5ηr)) = max (µ B(x, r))(B(x i , 5ηr)) | i ∈ {1, . . . , M ′ } , we have from (3.44) that (µ B(x, r))(B(x j , 5ηr)) ≥ λr n 2M m,n,λ,C 0 ≥ λr n η m 2 m+1
verifying that x j ∈ B(x, r) \ (V k ) δr satisfies (3.35), and completing the proof.
Our next goal is to show Corollary 3.14 Proof. (of Corollary 3.14). Let µ, x, R, λ as in Lemma 3.13. Fix, δ, η as in (3.32) and (3.33). Let z ∈ B(x, R) and define r = |x − z|. Apply Lemma 3.13 to produce points {x i } n i=1 . Due to (3.35) each x i satisfies (3.37).
Moreover, due to (3.34) it follows h min (∆) ≥ δ|x − z|. Consequently, applying Lemma 2.4 guarantees that if y i ∈ B(x i , 5η|x − z|) for all i = 1, . . . , n, then (3.36) holds after verifying that δ − 5nη = δ 2 . Indeed, (3.33) tells us that 5nη = δ 2 .
Proof. (Of Theorem 3.12).
Pulling all of the powers of r out front in the definition of β, see (1.14), and applying Fubini yields the following estimate To demonstrate such a bound, let {x 1 , . . . , x n } be as in Lemma 3.13 depending on z and for brevity define B i = B(x i , 5η|x − z|) ∩ B(x, |x − z|) also depending on z. Then, averaging over the points in B 1 × · · · × B n yields inf L∋x B(x,R) dist(z, L) 2 |x − z| n+2 dµ(z) = inf L∋x z∈B(x,R) − B 1 ×···×Bn dist(z, L) 2 |x − z| n+2 dµ n (y 1 , . . . , y n )dµ(z) (3.46) where we adopt the notation that − E f dν = 1 ν(E) E f dν. Next we replace the inf L∋x in (3.46) with the specific "secant plane through x" aff{x, y 1 , . . . , y n }, and then apply (3.37) and (2.9) to show K 2 (x, z, y 1 , . . . , y n )dµ n+1 (y 1 , . . . , y n , z).
The penultimate line follows by using
where c = c(n, K, 2) and ℓ = ℓ(n, K, 2) are as in (2.9). This suffices since Corollary 3.14 esnures ∆(x, y 1 , . . . , y n ) satisfies the hypothesis preceding (2.9) with C = δ 2 .
At first blush, the lower-density condition in the main Lemma 3.13 and Theorem 3.12 may seem restrictive. The next lemma shows a necessary condition to satisfy the hypothesis at a point.
Lemma 3.16. If µ is a Borel measure on R m and x is such that Θ n * (µ, x) > 0, then for each R > 0 there exists λ = λ(x, R) > 0 such that µ(B(x, r)) ≥ λr n ∀0 < r ≤ R.
Proof. Since Θ n * (µ, x) > 0 it follows that there exists δ = δ(x) such that for all r ≤ δ, µ(B(x, r)) ≥ Θ n * (µ,x) 2 r n . In particular, µ(B(x, δ)) ≥ Θ n * (µ, x) 2 δ n , so for δ ≤ r ≤ R it follows µ(B(x, r)) ≥ µ(B(x, δ)) ≥ Θ n * (µ, x) 2 δ n ≥ Θ n * (µ, x) 2 δ n R n r n , so λ = Θ n * (µ,x) 2 δ R n ≤ Θ n * (µ, x)/2 suffices.
Combining the main theorem (Theorem 3.12) this sufficient condition from Lemma 3.16, and Kolasinski's work (Lemma 1.12) yields the following corollary, Corollary 3.17. If µ is an n-Ahlfors upper-regular Radon measure on R m then for every x ∈ R m with Θ n * (µ, x) > 0, there exists a constant C = C(R, x, µ, K, m, n) such that if K is a (µ, 2)-proper integrand then In fact, if µ is an n-Ahlfors upper-regular measure on R m , 0 < Θ n * (µ, x), and K ∈ {K 1 , K 2 } then Statement (3.47) follows from Theorem 3.12 and Lemma 3.16, whereas (3.48) uses K 1 ≤ K 2 , Lemma 1.12, Lemma 3.16 and the upper-regularity constant of µ.
