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Abstract
A ground-penetrating radar is being designed to find subterranean structures. This is difficult to
do because of varying mediums. Having more bandwidth can help mitigate this problem.
Because the frequency spectrum is so cluttered, one method to do this is to use non-contiguous
orthogonal frequency division multiplexing (NC-OFDM) to occupy several free areas of the
spectrum. An NC-OFDM waveform was designed and optimized with respect to
peak-to-average-power ratio, orthogonality, spectral leakage and autocorrelation sidelobes.
Techniques such as the use of a Zadoff-Chu sequence and a gap filling algorithm were
implemented to do this. The waveform was tested in simulation to show that while
computationally expensive, this may be a viable waveform for ground-penetrating radar.
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Chapter 1
Introduction
1.1 Research Motivation
Today, the electromagnetic spectrum is very cluttered with various users and applications that
are assigned specific frequency bandwidths in which they are allowed to transmit. While much of
the spectrum is occupied as a result of this, there can also be extensive empty space since some users
may not always be transmitting. These are sometimes called white spaces [1]. So while there are few
contiguous bands of free spectrum, the spaces in between the active transmitters can add up to large
swaths of bandwidth. Currently, unlicensed (or secondary) users are allowed to use white spaces, as
long as they do not interfere with licensed (primary) transmitters [2]. Figure 1.1 shows an example
of where secondary users could exist between primary users without interfering with either of them.
Dynamic spectrum access is a concept where a secondary users transmit in the white spaces while
avoiding active transmitters [3] . It is used especially in cognitive radio systems that can adapt
to changing spectrum conditions [4]. Orthogonal frequency division multiplexing (OFDM), and
in particular non-contiguous OFDM (NC-OFDM), are waveforms commonly used for this purpose
because it is easy to choose the frequencies of transmission to avoid overlapping existing users
[5][6]. A combination of these techniques and concepts will yield increased bandwidth.
One application for which this would be useful is increasing the bandwidth of radar systems
that are used to create images. Having a good range resolution will increase the quality of the
image [7]. The range resolution indicates how closely together objects can be spaced and still be
visible. Having a larger bandwidth will give a better range resolution. Ideally, one would use
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as much bandwidth as possible. Using dynamic spectrum access techniques could increase the
amount of available bandwidth.
A particular type of radar system that would benefit from a large bandwidth is a ground-
penetrating radar. Detection of objects below the surface of the Earth with radar is a particularly
difficult task because the varying composition of the soil negatively affects the performance of
conventional sensors. There are many reasons for wanting to see what is underground such as
for geological surveying or for archaeological purposes. Ground-penetrating radars do currently
exist, but none exist that can see deep below the surface. As a result, there are many obstacles
to overcome in creating this design, from designing optimal antennas to applying additional signal
processing techniques to developing appropriate waveforms. Additionally, the system would greatly
benefit from having access to large bandwidths to create more detailed images.
Figure 1.1: Secondary user occupies the space between primary users without interfering. The FM
band (88-108MHz) is clearly occupied, and there are some other unknown primary users.
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1.2 Current State-of-the-Art
The difficulty with trying to see deep underground is that the earth can change very quickly.
Conductivity of different soil types, changing wave propagation velocity and varying wavelength
are some characteristics that can negatively impact the performance of sensors [8].
There are several types of sensor systems that were evaluated for this application. Seismic and
acoustic sensors rely on picking up sounds from mechanical sources. The trouble with this is that
the sensors have to be in the right place at the right time. Relocating the sensors is expensive and
takes a long time because they actually have to be dug into the ground. There is also significant
levels of ambient acoustic clutter in the given environment. Between that and the propagation
effects of the varying medium, simulations showed that it was nearly impossible to locate structures
with these sensor systems [9]. Very low frequency (VLF) sensors, which is the technology used
in metal detectors, were also considered. However, they are dependent upon specific materials in
structures, there is 60Hz clutter, and the small available bandwidth limits resolution.
Ground-penetrating radars (GPR) do currently exist and are used for purposes such as geo-
logical surveys, glacier ice thickness surveys, mine detection and archeology [10]. They do not
rely on sounds coming from the ground like seismic and acoustic sensors. Instead, they trans-
mit electromagnetic waves that bounce off of material boundaries. Such boundaries could include
interfaces between different types of soil or rock or water. GPRs typically need to operate at rel-
atively low frequencies, around 40-1500MHz, because higher frequencies are quickly absorbed by
materials. Most commercial GPRs can see with very good resolution, but only up to a few meters
into the ground. Some structures are much deeper than that, which is why a new GPR needs to
be designed especially for this purpose. Some techniques that are being investigated to achieve
the desired functionality include designing new antennas, using a multiple-input multiple-output
(MIMO) configuration, and using non-contiguous bands of the frequency spectrum.
OFDM is used in several communication protocols, including digital video broadcast, WiMAX
and WiFI standards such as IEEE 802.11a and IEEE 802311g [11]. It is starting to be used in
radar as well, especially because it could allow for a single system to be used for both radar and
communications at the same time [12]. OFDM and some of its variants are also currently being
evaluated for use in underwater communications systems in order to reduce the effects of frequency
selective fading and decrease bit error rate (BER) [13].
As mentioned in Section 1.1, NC-OFDM can be implemented by cognitive radios for dynamic
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spectrum access [1]. However, because NC-OFDM has several disconnected bands, it often has
issues with synchronization in communication systems. It is not currently used in radar, nor has
it been used in applications that transmit through mediums.
1.3 Research Objectives
The purpose of this thesis is to create a waveform that can be used by a ground-penetrating
radar. In particular, the following research tasks will be pursued:
• An OFDM waveform is designed in order to meet the requirements of any radar signal. These
include having a low peak-to-average power (PAPR) ratio, possess orthogonal waveforms,
having low spectral leakage, and having low autocorrelation sidelobes.
• Based on the proposed OFDM waveform, a non-contiguous OFDM waveform is devised that
has the ability to avoid primary users while still using as much bandwidth as possible. These
waveforms should also meet the requirements listed above.
• It is important to ensure that the proposed OFDM waveforms will propagate through a
medium and have recognizable returns. The created waveforms are tested in simulation to
make sure there are no unforeseen effects of transmitting OFDM in a medium.
1.4 Thesis Contributions
This thesis provides novel work in the following areas:
• While the effectiveness of OFDM for radar systems has been previously studied, that of NC-
OFDM waveforms has not been. NC-OFDM is implemented for use in radar systems, and
the advantages and drawbacks will be examined.
• OFDM has been used for communication underwater, but not through more difficult mediums
such as through the earth. Nor has it been used for radar through any kind of medium. NC-
OFDM has not been utilized for any of these applications.
• New techniques, such as the use of Zadoff-Chu sequences and gap filling, are implemented
to optimize waveform parameters. These techniques have not been previously applied to
NC-OFDM.
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1.5 Thesis Organization
There are two major areas that are important to understand: how radar systems work and
their signal processing, and the properties of OFDM. These will be described in Chapters 2 and
3. The specific waveform design and the associated processing will be explained in Chapter 4.
Chapter 5 will present the evaluation of the waveform with respect to performance in simulation
and effect of gap size on the waveform. Chapter 6 will draw conclusions based on the results and
will present topics of future work.
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Chapter 2
An Introduction to Radar Systems
Radars are complex systems that have a wide variety of applications. There are many important
parts that make up the system. The hardware is comprised of an antenna or an antenna array, an
RF front end to transmit the signal and some method of generating and capturing signals. Often
this is done digitally, allowing signal processing to interpret the incoming data. This chapter will
give an overview of how these systems work and highlight important concepts.
2.1 What is Radar?
Radar is an acronym for RAdio Detection and Ranging [14]. It is a system that transmits
electromagnetic signals, which bounce off of targets and return to the radar [15]. Figure 2.1
visualizes this concept. Information can then be extracted from the returned signals. This is
possible because electromagnetic energy typically travels through space in a straight line and at a
constant speed. In air, it travels at the speed of light. Because of these properties, a radar can
calculate the range, or distance, between itself and the target by the time delay between the signal
transmission and reception. If the radar has a directive antenna, meaning it will transmit energy
in a particular direction, it can figure out the angular location of the target as well. From these
two pieces of information, it can describe a moving object’s trajectory and predict where it will
be in the future. If the signal is subject to the Doppler effect, which means that its frequency has
been shifted due to a moving target, the radar can calculate how fast the object was moving. This
property can also help distinguish a moving target from stationary clutter in the area. In addition
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Figure 2.1: A radar transmits an electromagnetic signal that travels until it hits a target. The
reflected electromagnetic waves from the target, or backscatter, is recorded by the radar. The
length of time it takes for this signal to travel is useful for determining target range. [7]
to tracking objects, radars can also perform imaging given enough range resolution.
When a radar performs measurements, it sends out a pulse of energy. A single antenna can be
used for both transmission and reception, or there can be multiple antennas. If only one antenna
is being used, it will have to switch between the two functions. The energy pulse sent out by
the radar is radiated into space by the antenna and travels in a straight line until it is reflected
by something. The reflected energy returns to the radar and is detected by its antenna. Signal
processing is then performed to extract information from the received signal [7].
Radar is an active device because it transmits its own signal and does not depend on the
ambient energy in the environment. Depending on its configuration, it can find close or distant
targets. Radars can operate anywhere from the High Frequency (HF) band at a few megahertz
up to well into the many gigahertz range. Different frequencies have unique advantages and dis-
advantages. Low frequencies are good for long-range applications, but lack resolution. Conversely,
high frequencies have a short range, but much better resolution.
Originally, radar was developed for military surveillance. It now has many more applications
for military and civil use in aircrafts, ships and spacecrafts. It is also used for environmental
sensing, such as atmospheric conditions to determine the weather, or underground imaging. Table
2.1 shows useful radar frequencies and gives an example of their application.
2.2 Building Your Own Radar
When designing a radar system, there are some important concepts that affect the system’s
performance. These are necessary to understand in order to create a radar that will see the targets
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Table 2.1: The frequency spectrum is broken up into useful bands, each of which has different
applications. This is determined by the properties of different frequencies. This chart shows what
the frequency bands are with example applications for each [16].
Band Designation Frequency Range Usage
HF 3-30MHz OTH surveillance
VHF 30-300 MHz Very-long-range surveillance
UHF 300-1,000 MHz Very-long-range surveillance
L 1-2GHz
Long-range surveillance
En route traffic control
S 2-4 GHz
Moderate-range surveillance
Terminal traffic control
Long-range weather
C 4-8 GHz
Long-range tracking
Airborne weather detection
X 8-12 GHz
Short-range tracking
Missile guidance
Mapping marine radar
Airborne intercept
Ku 12-18 GHz
High-resolution mapping
Satellite altimetry
K 18-27 GHz Little use (water vapor)
Ka 27-40 GHz
Very-high-resolution mapping
Airport surveillance
millimeter 40-100+ GHz Experimental
it intends to detect. Understanding these concepts and compensating for their effects will allow a
radar designer to create a system that will be able to optimally fulfill its purpose.
2.2.1 Range Resolution
The range resolution of a radar tells how well a radar can discriminate between targets that
are close together [7]. This is a critical parameter for a situation in which multiple targets may be
near each other, or in order to get enough detail in an image. The range resolution is defined as:
∆R =
c
2
√
rB
, (2.1)
where ∆R is the minimum distance between targets, c is the speed of light, r is the relative
permittivity of the medium through which the signal is transmitted and B is the signal bandwidth.
In free space (air), the relative permittivity is one. The only parameter over which a designer has
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control to increase the range resolution is B, which is why bandwidth selection can be so important.
2.2.2 Radar Cross-Section
In order for a radar to see an object, that object must reflect energy back to the radar [15].
Typically, an object is called a scatterer, because it scatters energy in all directions when hit by
a radar signal. The scatter that returns to the radar is called backscatter. The size, shape, and
orientation of an object are all factors that affect how much backscatter returns to the radar, and
therefore the radar cross-section (RCS) of a target. According to Skolnik, RCS is ”the projected
area of a metal sphere which would return the same echo signal as the target had the sphere been
substituted for the target,” [15]. Formally, it is defined as:
σ = lim
R→∞
4piR2
|Es|2
|E0|2 , (2.2)
where σ is the RCS, Es is the electric field strength of the scattered wave at the radar, and E0 is
the electric field strength of the transmitted wave.
There is much to study on the subject of identifying objects based on their RCS signatures
because they can vary significantly. For example, materials will affect how much backscatter
returns to the radar. Metals and dielectrics will reflect energy, whereas there actually exist radar-
absorbing materials that will soak up most of the received energy and scatter very little, if anything
at all. Shape also heavily influences RCS. Sharp edges and large objects tend to have a larger RCS
signature than rounded surfaces or small objects. Simple objects will have a correspondingly
simple RCS, but complex objects usually have wildly varying RCS signatures. Figure 2.2 shows
the magnitude of the RCS of a plane from all angles surrounding it.
2.2.3 Radar Range Equation
The radar range equation is an important equation in radar design that describes most of the
parameters in a radar system. It is defined in as:
Pr
Pt
=
GtGrσλ
2F 2t F
2
r
(4pi)3R4
, (2.3)
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Figure 2.2: This shows the experimental RCS of B-26 aircraft at 3GHz as a function of azimuth
angle. It is clear that the RCS fluctuates wildly from different perspectives all around the aircraft.
This occurs because of its irregular shape [7].
where Pr is the received signal power at the antenna, and Pt is the transmitted signal power at
the antenna. Gt and Gr are the transmitting and receiving antenna power gains, respectively. The
radar target cross-section is represented as σ, and the wavelength of the chosen frequency is λ. Ft
and Fr are pattern propagation factors for the transmit-to-target path and target-to-receive path.
They are effectively noise figures that characterize the channel. The radar-to-target distance, also
known as range, is given by R.
This form of the radar range equation takes into account the case where the transmit and
receive antennas may not be the same. If they are, which is known as the monostatic case, the
equation can be simplified so that GtGr becomes G
2 and F 2t F
2
r becomes F
4. Equation (2.3) can
be rewritten depending on what parameters are given or which ones are needed. For example, if
the designer wanted to find the maximum range of a radar, it would be rearranged as:
R =
[
PtGtGrσλ
2F 2t F
2
r
(4pi)3Pr
] 1
4
. (2.4)
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2.2.4 Signal-to-Noise Ratio
One important variation of the radar equation is to find the signal-to-noise ratio (SNR). This
is useful if the system has a particular SNR requirement. SNR affects how detectable a target is;
if the returned signal is obscured by noise, it will not be detected. It is the ratio of the received
signal power to the system noise power [15]. The signal power is given as Pr in Equation (2.3),
whereas the noise power is defined as:
Pn = kTsBn, (2.5)
where k is Boltzmann’s constant(1.38 x 10-23 Ws/K), Ts is the system noise temperature and Bn
is the noise bandwidth of the receiver predetection filter.
Given the noise power and receive power, these can be put together to find an expression for
the SNR:
SNR =
Pr
PN
=
PtGtGrσλ
2F 2t F
2
r
(4pi)3R4kTsBn
. (2.6)
Given the SNR, this could be used to refine Equation (2.4) even further, where L has been
added to account for additional losses:
R =
[
PtGtGrσλ
2F 2t F
2
r
(4pi)3SNRkTsBnL
] 1
4
. (2.7)
2.3 Radar Signal Processing
When a radar receives a signal, it is usually just recording the in-phase and quadrature (real
and imaginary) parts of a signal. This stores the amplitude and phase of the returned signal. In
order to extract relevant information such as position or velocity from this data, it must undergo
some processing. This section will focus on the techniques used to find the range of an object.
2.3.1 Cross-correlation and Matched Filtering
A cross-correlation is a mathematical operation that compares two signals to each other. It can
also compare one signal to itself - this is known as autocorrelation. It is essentially the convolution
of one signal with the complex conjugate of the other [17] [18]. This is formally defined as:
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φyx[m] =
∞∑
k=−∞
x[k]y∗[m− k], (2.8)
Where x and y are the two signals to be cross-correlated, k is the length of the signals, m is
the number of shifts (known as lags), and φ is the result of the cross-correlation. What happens
is that for each possible position, which is specified by the lag, one sequence is multiplied with
the complex conjugate of the other. If the sequences are very similar, the cross-correlation value
will be high. It will be low if the sequences are dissimilar. This is illustrated in Figure 2.3,
and compares the process to convolution and autocorrelation. The figure shows how convolution
and cross-correlation are performing the same shifting process, except the signal g is flipped for
convolution and not cross-correlation. Signal g is moved from left to right and is multiplied with f
at every step. The green arrow indicates the maximum in the cross-correlation (and convolution)
which is when the signals overlap the most.
Figure 2.3: This figure illustrates convolution, cross-correlation and autocorrelation. In convolu-
tion, one signal is mathematically flipped and shifted across another signal. Cross-correlation is
similar, but the first signal is not flipped; its conjugate is taken instead. Autocorrelation is a form
of cross-correlation where a signal is shifted across itself. [19]
Cross-correlation gives a measure of how similar two sequences are at a given time, which is
very useful in digital signal processing. For example, suppose a radar receives a noisy return. In
order to find the original signal in the return, it can be cross-correlated with the conjugate of the
original signal, which is known as matched filtering. The result of the cross-correlation will be
maximized at the lag where the two sequences are the most similar; that tells where in the return
the original signal exists. The lag is simply how many spots the sequence has been shifted during
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cross-correlation, and it can be converted to a time delay from which the range can be calculated.
The mapping from lag to range is given by:
R =
c ∗ lag
2fs
, (2.9)
where c is the speed of light and fs is the sampling frequency.
Figure 2.4 shows a flow diagram of how this process can easily be implemented in the frequency
domain. Convolution in the time domain is equivalent to multiplication in the frequency domain,
so one way to perform cross-correlation is to take the discrete-Fourier transform (DFT) of both
signals, multiply them together, and then take the inverse DFT to get the result of the cross-
correlation. The input named ‘window’ in the diagram is further explained in Section 4.2.4.
Figure 2.4: This is a flow diagram of matched filtering implementation in the frequency domain.
A DFT is taken of each the time domain received signal and the matched filter impulse response
to get them into the frequency domain. Windowing is applied to the matched filter if being used.
[20]
To give an explicit example of how this works, consider a transmit signal that is a 5Hz sine
wave that transmits for one second. To simulate a return signal, the transmit signal is delayed by
0.5 seconds and white noise is added. Both of these signals are shown in Figure 2.5. Next, the
FFT is taken of both signals to transform them to the frequency domain. The frequency responses
of the signals are multiplied together as illustrated in Figure 2.6. Finally, an IFFT is applied to
the product of the frequency responses to give the final cross-correlation. The maximum value of
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the cross-correlation is at 0.5 seconds, which is the amount of time the signal was delayed.
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Figure 2.5: The transmit signal is a 5Hz sine wave that lasts for 1 second. Below, the received
signal is shown delayed by 0.5 seconds in green and then shown with white noise added in blue. It
is difficult to see the original signal after noise is added.
2.3.2 Pulse Compression
Radars have the option of transmitting pulses of different lengths for different applications.
Long pulses are more efficient in terms of average power usage, and typically high peak power
signals should be avoided [15]. They also have better detection capability than short pulses because
there is more time for a target to be spotted. Narrow pulses would require high peak power, but
they also have superior range resolution capabilities compared to long pulses. Ideally, low average
power, high detection capability and high range resolution would all be achievable at the same
time. A method called pulse compression makes this possible.
In pulse compression, a long pulse can be used for transmission and then effectively turned into
a narrow pulse. The long pulse is transmitted, and then the return is processed with a compression
filter. According to Skolnik, the compression filter ”readjusts the relative phases of the frequency
components so that a narrow or compressed pulse is again produced [15].” Practically, the pulse
compression is simply an implementation of the matched filtering process described in Section 2.3.1.
The compression filter is the matched filter. The output of the matched filter is the compressed
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Figure 2.6: The frequency response of the original transmit signal is in blue, and there is clearly
a peak at 5Hz, which is the frequency of the transmit sine wave. The frequency response of the
noisy receive signal is in green, and although it also does have peaks at 5Hz, they are much less
distinct because of the noise. When they are multiplied together however, there are clear peaks,
shown in pink.
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Figure 2.7: The peak of the cross-correlation is at 0.5 seconds. This is the amount of time by
which the transmit signal was delayed, showing that pulse compression cross-correlation can be
used to identify a signal obscured by noise.
pulse and the range of observed targets is found.
For a radar performing pulse compression, it is important to have a large time-bandwidth
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product. Also known as spectral bandwidth, the time-bandwidth product is defined as:
TB = 10log(t ∗B), (2.10)
where t is the length in time of the pulse and B is bandwidth [15].
Generally, the larger time-bandwidth product a radar system has, the better. It helps ensure a
stable output power level, which is important to pulse compression (Section 2.3.2) [21]. It is also
used as a metric for some parameters such as acceptable waveform autocorrelation sidelobe levels
and waveform orthogonality (Section 4.2).
2.4 Ground-Penetrating Radar Fundamentals
The difference between a radar system operating in free space and one that looks into the
ground is the fact that the electromagnetic energy that the radar transmits is traveling through a
medium that is not free space. This affects how range is calculated. Range is calculated as:
R =
vp ∗ t
2
, (2.11)
where R is the range, vp is the phase velocity, and t is the time it took the signal to travel from
the radar to the target and then back again [7]. The division by two is necessary because the time
is for a two-way trip. The phase velocity is how fast the electromagnetic wave is traveling. This is
defined as:
vp =
1√
e0erµ0
, (2.12)
where e0 and er are the permittivities of free space and a medium, respectively, and µ0 is the
magnetic permeability of free space [22]. If the medium is air, er is one and the phase velocity
is simply 1/
√
e0µ0, which is the speed of light. To find the speed of propagation within other
mediums, the appropriate value of er must be used. The resulting speed will always be slower
than that of propagation through air.
Unfortunately, it is not as simple as inserting the correct value of er to calculate range for
GPR. This is because the ground is neither a homogeneous medium nor of a known composition.
Realistically, the earth is made up of many different materials and its composition can change
significantly over space. If the channel through the ground were known, even if it was made up
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of many different layers, it would still be relatively straightforward to calculate the range. But
because the channel is completely unknown and changes with space and time, it is very difficult
to try to accurately calculate the range. This is a crucial area of development for GPR that is still
underway.
2.5 Chapter Summary
A radar is an active system that transmits electromagnetic waves that bounce off objects and
return to the radar. The received signal can be used to determine the location and velocity of
targets, and also for imaging. Range resolution is important for increasing measurement accuracy,
and is achieved by using a large bandwidth. Different objects will return unique radar cross-
sections, which are useful in identifying targets. All parameters of a radar system can be described
using the radar range equation, which is useful for identifying system requirements based on desired
functionality and environmental factors.
Different methods of signal processing can by employed by a radar to extract the desired
information from the received electromagnetic signals. In order to find the range, or distance, of
an object, the length of time that the signal takes to travel to and from the target is necessary.
The range is found by implementing pulse compression, which includes matched filtering and cross-
correlation. Ground-penetrating radar is a special radar application where the unknown, varying
medium makes causes inaccuracies when calculating target range using traditional methods.
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Chapter 3
Elements of Waveform Design
Different types of transmission waveforms target unique applications. Each have characteristics
that benefit and detract from their utility depending on the usage. Designing a waveform requires
choosing the appropriate type, and then optimizing its characteristics. This often requires making
trade-offs between these characteristics. It can be difficult and is an ongoing challenge to maximally
optimize all of a waveform’s properties.
3.1 Multicarrier Modulation
The simplest way to transmit data is to have a waveform that occupies a single frequency
and sends one piece of data at a time. This does not require very much bandwidth, but is not
efficient. With more bandwidth, multicarrier modulation can be used instead. This technique
involves sending multiple data streams simultaneously, each at a different carrier frequency [23].
Under certain conditions, these streams can be allowed to overlap which has additional advantages.
One common type of multicarrier modulation, orthogonal frequency division multiplexing, will be
discussed here.
3.1.1 Orthogonal Frequency Division Multiplexing
Orthogonal Frequency Division Multiplexing (OFDM) is a category of multicarrier modulation
that is very spectrally efficient [11]. This is because it allows its individual data streams, or
subcarriers, to overlap with one another. Therefore, more subcarriers can be fit closer together
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allowing for increased data transmission. This can be seen in Figure 3.1.
Figure 3.1: Each channel is made up of overlapping subcarriers in OFDM. Because the subcarriers
are orthogonal, they do not interfere with each other, allowing for more spectral efficiency. [11]
Typically, subcarriers are not allowed to overlap or they would interfere with each other. To
avoid this, OFDM precisely spaces its subcarriers so that they are orthogonal. The subcarriers of
an OFDM signal are sinc functions, and are spaced exactly so that the peak of each subcarrier is
at the null of all of the other subcarriers. This is shown in Figure 3.2 . The fact that there is only
one subcarrier that has power at each center frequency is what makes them not interfere with each
other and what makes them orthogonal, even though they are overlapping.
Figure 3.2: The peak of each OFDM subcarrier is at the null of all the other subcarriers. This is
what it means to say that the subcarriers are orthogonal; under this condition they do not interfere
with each other. [11]
There are several advantages besides spectral efficiency that make OFDM useful [24]. For
example, it can adapt to severe channel conditions, and is robust to narrow band co-channel
interference. This is because only small parts of data are likely to be lost, and can probably be
recovered. Intersymbol interference in communications systems are also less of a problem because
each channel has a relatively low data rate. OFDM does also have some disadvantages; the most
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important in radar systems is the high peak-to-average power ratio. It can also be sensitive to
Doppler shift and frequency timing issues.
Filter Bank Implementation
An OFDM signal can be defined as:
x(t) =
N∑
i=1
die
j2pifit, (3.1)
where x is the time domain signal, N is the total number of subcarriers, d is the data stream to be
transmitted, f is the center frequency of each subcarrier, and t is time [5]. What this does is take
each piece of data and modulate it with a sinusoid of a different frequency. The sum of all these
sinusoids is the OFDM signal. The contents of the data stream will depend on the application.
In a communications system, the data would be whatever message is desired. It would probably
contain some kind of modulation, such as quadrature-phase shift keying (QPSK) or some higher
order phase shift keying scheme. In radar, no message is being transmitted, so it could be a
specialized sequence that might reduce the peak-to-average power ratio, for example.
Equation (3.1) could be implemented directly, but this would be inefficient. A filter bank could
be used instead [25]. In this process, the data stream is first converted from serial to parallel form
so that each piece of data is on its own stream. Then, each stream is upsampled. In the frequency
domain, upsampling causes the spectrum of the original signal to be compacted and replicated at
intervals dependent upon the upsampling rate.
Figure 3.3: A signal is upsampled by a factor of N. When the signal is upsampled, the spectral
shape of the signal is compacted and replicated. Then a bandpass filter, indicated by g2[n], is
applied to select the replica at the desired center frequency.
Once each stream is upsampled, a bandpass filter is applied to select the replica that has the
desired center frequency. An example of this can bee seen in Figure 3.3. The frequencies of each
filter will be different for each data stream, and for OFDM, will be chosen such that the data is
orthogonal. All the filtered streams are then summed and converted back from parallel to serial
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data. This is the OFDM signal for transmission which has a unique piece of data at each prescribed
frequency . Upon reception, the opposite process is performed to retrieve the original data. This
process is pictured in Figure 3.4.
Figure 3.4: To create an OFDM waveform with a filter bank representation, the parallel data
streams are upsampled and then filtered. Each filter is bandpass with a different center frequency
that will result in orthogonal data. The streams are then summed and converted back to a serial
stream for transmission. The opposite process is performed upon reception to retrieve the original
data. [25].
Discrete Fourier Transform Implementation
An easier, faster implementation of OFDM uses a Discrete-Fourier Transform (DFT), or more
likely now, a Fast-Fourier Transform (FFT). This is because the definition of an OFDM waveform,
given by Equation (3.1), is very similar to the definition of an Inverse Fast Fourier Transform
(IFFT):
x[k] =
1
N
N−1∑
n=0
die
( j2piN kn), n = 0, ..., N − 1. (3.2)
Note that this is for a discrete time sequence, where Equation (3.1) represents a continuous time
sequence.
Figure 3.5 shows how this would actually be implemented. First the data stream, labeled
X(k) should be sent through a serial-to-parallel converter (S/P). Then the IFFT is applied to this
parallel data, which is then converted back to a serial stream though the parallel-to-serial converter
(P/S). A digital-to-analog converter (DAC) would turn the discrete time signal into a continuous
time signal for transmission. Upon reception, the opposite process is performed with the FFT to
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retrieve the original data.
Figure 3.5: An OFDM signal can be implemented using an IFFT. This is achieved by converting
the data from a serial to parallel stream, taking its IFFT and converting back to a serial stream.
It is now a discrete time-domain signal that can be converted to an analog signal for transmission.
The receive process is the opposite, and is pictured under the transmit chain.
When designing an OFDM waveform, there are several parameters that can be chosen based
on the application. They include the number of subcarriers, N , which is typically a power of two
to make the FFT more efficient, the bandwidth, B, sampling frequency, fs, FFT size, nfft, and
the length of the signal, T . The relationship between the number of subcarriers, bandwidth and
signal length is:
N = B ∗ T. (3.3)
Equation 3.3 can also be rewritten to include the FFT size and sampling frequency as:
B =
Nfs
nfft
. (3.4)
From these equations, all of the necessary parameters can be determined based on the design
constraints.
3.1.2 Non-Contiguous Orthogonal Frequency Division Multiplexing
Non-Contiguous OFDM (NC-OFDM) is the same concept as OFDM, but it occupies several
discrete parts of the frequency spectrum [26]. Each part is called a subband. To implement this,
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the carriers that should be turned “off” are simply set to zero. This is convenient for avoiding
primary users and transmitting around them. An example of this can be seen in Figure 3.6.
Figure 3.6: In this example NC-OFDM spectrum, the primary users are shown in blue. The
secondary user subcarriers are shown in green. It is clear that the secondary user fills in the spaces
between primary users, but does not interfere with them. [27]
Although NC-OFDM has this advantages of being spectrally agile, this benefit does come with
some disadvantages. There is the possibility of high spectral leakage, which is discussed in Section
4.2.3. Having empty space in between subbands is also an issue. In communication systems,
a method of synchronizing these subbands needs to be implemented. This is especially difficult
when employing NC-OFDM along dynamic spectrum access because the receiver does not know
exactly where to expect the subbands to be. In radar, the discontinuities in the spectrum cause
high autocorrelation sidelobes, as explained in Section 4.2.4. Something would have to be done to
reduce these sidelobes in order to have a usable waveform.
3.2 Chapter Summary
Multicarrier modulation is a way to allow multiple data streams to be transmitted at different
center frequencies. Orthogonal Frequency Division Multiplexing is a type of multicarrier mod-
ulation that allows overlapping carriers, but spaces them so that they are orthogonal to avoid
interference. This yields more spectral efficiency and can be implemented by a filter bank method
or FFT configuration. Non-contiguous OFDM occupies parts of the frequency spectrum that are
not connected, which can be used to avoid other users.
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Chapter 4
Waveform Design, Optimization
and Testing Environment
This chapter will present the basic OFDM waveform design requirements and the process by
which the waveform will be created. Then it will be optimized to make sure it meets, if not exceeds,
its requirements. Once the preliminary waveform has been created and optimized, it will be tested
in simulation, and the details of the simulation will be presented.
4.1 Waveform Specifications
The designed NC-OFDM waveform needs to have some specifications that are based upon the
hardware of the radar system that will use the waveform. The transmit sampling frequency of
the system is 125MHz, and the receiving sampling frequency is 62.5MHz. This limits the possible
bandwidth of the waveform to 62.5MHz, but the initial design will use a 40MHz bandwidth. It will
be centered at baseband, which means it will go from -20 to 20MHz. This allows the hardware to
upconvert the signal to whatever desired center frequency. The pulse length of the signal should
be about 1ms. This is the optimal pulse length determined by the link budget performed for
this system. The peak-to-average power ratio (Section 4.2.1) should be less than 6dB for linear
performance of the amplifiers. This will ultimately be a MIMO system, so several orthogonal
waveforms are required. From these specifications, waveform parameters such as the number of
subcarriers and FFT size can be determined from Equations (3.3) and(3.4). Once the number of
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Table 4.1: Waveform Specifications
Bandwidth, B 40MHz
Pulse length, T 0.819ms
Sampling Frequency, fs 125MHz
Number of Subcarriers, N 215
FFT size, nfft 102400
PAPR ≤ 6dB
Orthogonal Waveforms > 5
carriers is found, it is rounded up to the nearest power of two for more efficient calculation with
the FFT. The actual pulse length is then recalculated using the new N . The initial specifications
and derived parameters can be found in Table 4.1.
The OFDM signal will then be generated in MATLAB using the FFT implementation discussed
in Section 3.1.1. The initial data will be randomly generated binary-phase shift-keying (BPSK),
which just means that there are two possible values. In this case, they are -1 and 1. Any number
and size nulls can be inserted simply by setting data points corresponding to the desired null
location equal to zero. The initial waveform generated with these parameters can be seen in
Figure 4.1, in both the frequency and time domains. An example of a waveform with a 10MHz
null in the middle can be seen in Figure 4.2.
0 100 200 300 400 500 600 700 800 900
−500
−400
−300
−200
−100
0
100
200
300
400
500
Time [us]
A
m
pl
itu
de
(a) Time Domain
−80 −60 −40 −20 0 20 40 60 80
−300
−250
−200
−150
−100
−50
0
50
Frequency [MHz]
A
m
pl
itu
de
 [d
B]
(b) Frequency Domain
Figure 4.1: These are the time and frequency domain plots of a 40MHz BPSK OFDM signal with
no nulls centered at baseband. The amplitudes of the time domain signal vary greatly.
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Figure 4.2: These are the time and frequency domain plots of a 40MHz BPSK OFDM signal with
one 10MHz null centered at baseband. There are two distinct frequency bands.
4.2 Radar Waveform Metrics
There are desirable characteristics for every waveform application, and those for radar systems
will be detailed here. In this case, there are four waveform properties that are important to consider
when designing a waveform for a radar: peak-to-average power ratio, orthogonality, spectral leakage
and autocorrelation sidelobes [28]. Each of these will be detailed here, and then the designed OFDM
waveform will be evaluated by these criteria and improved when necessary.
4.2.1 Peak-to-Average Power Ratio
The peak-to-average power ratio (PAPR) is a measure that gives an indication of how spread
out in amplitude the transmitted signal will be. It is defined as:
PAPR = 10log10
( |x|2peak
x2rms
)
, (4.1)
where x is the time domain signal and the result is in dB. Keeping this ratio low is important
for the hardware, especially power amplifiers. In order to perform optimally, an amplifier should
operate where it behaves linearly. If the PAPR of a waveform is too high, it means the amplifier
will be power inefficient and could non-linearly distort the signal [29][30]. For the purposes of this
thesis, the PAPR of the designed waveform should be less than 6dB.
Once the waveform in Figure 4.1 was created, the PAPR was calculated as described by Equa-
tion (4.1). Because the data applied to the was randomly generated, unique sequences of data
would result in different PAPR ratios. Typically, as the number of subcarriers increases, so does
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the PAPR. This particular waveform has a very large number of subcarriers, so the PAPR was
expected to be extraordinarily high. Many, although not all, possible sequences were tried, and
all had a PAPR of at least 9dB, often much more. The waveform pictured in Figure 4.1 has a
PAPR of 9.26dB. This is more than the desired 6dB, so a method to reduce the ratio needed to
be employed.
Clipping and Filtering
The simplest PAPR reduction technique is to set a maximum amplitude for the time domain
signal, and any time the signal exceeds that value, change it to be the maximum amplitude. This
is called clipping [31] and is defined as:
f(x) =

1 x ≥ 1
x −1 < x < 1
−1 x ≤ −1
(4.2)
In this case, one is the maximum allowed value for f(x), but this could be scaled to any desired
value. Doing this will decrease the PAPR, but it comes at the cost of greatly increasing the
signal’s out-of-band energy. Soft clipping, or cubic nonlinear distortion, has a less severe effect on
the out-of-band energy than direct clipping and can cause fewer problems [32]. The cubic nonlinear
distortion is defined as:
f(x) =

2/3 x ≥ 1
x− x33 −1 < x < 1
−2/3 x ≤ −1
(4.3)
One solution to reducing the out-of-band power is to apply a bandpass filter. It is relatively
easy to design and apply a filter with a sharp cutoff in software. However, filtering causes regrowth
in the time domain signal, increasing the PAPR. It can be challenging to find a balance between
the two to achieve a good level of PAPR without too much spectral leakage.
Clipping, soft clipping, and soft clipping with filtering were tested on the OFDM waveform to
see the effect on PAPR. Figure 4.3 shows what happens the frequency spectrum of the waveform
for each technique. In both types of clipping, the noise floor is raised significantly and there is
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distortion in the passband, although both of these effects are less severe with soft clipping. Adding
a passband filter with a steep cutoff (designed using MATLAB’s fdatool) reduced the noise floor,
but not back to its original level.
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(c) Soft Clipping
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(d) Soft Clipping and Filtering
Figure 4.3: This shows the effects of clipping and filtering on an OFDM waveform’s frequency
spectrum. The spectrum is clean with no clipping (a), and clipping causes the out-of-band energy
to increase significantly (b). This is true for soft clipping as well, but the in-band portion of the
spectrum is cleaner (c). Soft clipping with filtering reduces the out-of-band energy, but the in-band
spectrum is still slightly distorted (d).
While clipping and filtering are appropriate for some applications, those are usually when
there are fewer carriers. However, this waveform has so many carriers that the amount of PAPR
reduction achieved using these methods was limited. Because of the increase in noise floor, clipping
and filtering would be the only viable option. It was possible to soft clip the waveform by about
3dB before the distortion was excessive. If the waveform originally has a PAPR of 9dB, this would
reduce it to 6dB, which is the maximum acceptable level. Filtering adds 1dB of PAPR, increasing
the total to 7dB. The steepness of the filter cutoff does affect the PAPR increase; having a steeper
cutoff leads to a higher PAPR. If the cutoff is not steep enough though, there could be too much
out-of-band interference. Having multiple clipping and filtering stages is also an option, but this
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tends to increase the noise in the passband to unacceptable levels (more than 1dB). The results of
this implementation suggest that a different method could be used to achieve a better PAPR.
Zadoff-Chu Sequences
A Zadoff-Chu sequence is a type of Constant Amplitude Zero Autocorrelation (CAZAC) se-
quence [33]. The constant amplitude means that its magnitude is always one. This is illustrated
in Figure 4.4. It is clear that the elements are spaced around the unit circle, whose magnitude is
one. If the sequence is shifted, the correlation of the sequence and its shifted version have a low
cross-correlation on the order of 1√
N
. Different length sequences also have low cross-correlations.
The Zadoff-Chu sequence is defined as:
ak = e
jMnk2
N (4.4)
where N is the length of the sequence and M is some number that is relatively prime with respect
to N [34]. Different values of M will yield unique sequences. Because of their low autocorrelation
property, Zadoff-Chu sequences are currently being investigated as a means to synchronize OFDM
systems in long term evolution (LTE) wireless communication systems [35]. The fact that they are
constant amplitude makes them attractive for use in both radar and communications applications.
Instead of generating random BPSK data, a Zadoff-Chu sequence was used as the data for
the 40MHz OFDM waveform so that each subcarrier in the waveform has a single value from the
sequence. From Equation (4.4), a value of M must be chosen that is relatively prime to N . This
also implies that N must be an odd number. In this case, because the desired data length is an
even number, N was chosen to be one less than the data length. Then a ‘1’ was appended to the
start of the sequence to give it the proper length. This addition has the same amplitude as the
rest of the sequence and will not significantly affect autocorrelation properties of the Zadoff-Chu
sequence.
The choice of M will result in different PAPR values, so MATLAB was used to find the value
of M that gives the lowest PAPR sequence. It is also worth noting that for some values of M ,
while they still had low PAPR, the waveforms had high harmonics in their autocorrelation. M
was chosen to avoid this. An example of the same 40MHz OFDM signal shown in Figure 4.1 is
shown again in Figure 4.5, except this time the data is a Zadoff-Chu sequence with M = 32766
when N = 32767. It is clear that the amplitudes of the signal are much less spread out than with
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Figure 4.4: This shows where the elements of the Zadoff-Chu sequence appear on the imaginary
plane. They are spaced around the unit circle, which is why they have a magnitude of one. Their
spacing is dependent on the number of elements. [36]
the BPSK data. In fact, for this example, the PAPR is down to 2.59dB, which far exceeds the
maximum PAPR requirement.
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Figure 4.5: 40MHz OFDM waveform with a Zadoff-Chu sequence applied as data. The Zadoff-Chu
sequence was generated with M = 32766 and N = 32767, causing this particular waveform to have
a PAPR of 2.59dB.
For waveforms with gaps, the full-length Zadoff-Chu sequence was created. Then, a mask of
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the same length as the sequence was created to select the desired subcarriers. To turn a subcarrier
off, the value of the mask would be zero; otherwise it was one. This mask was then multiplied with
the Zadoff-Chu sequence so that only the desired subcarriers would appear. An example of this is
the 40MHz OFDM waveform with a 20MHz gap in the middle, seen in Figure 4.6. In this case,
with M = 32765 and the same N, the PAPR was still 2.63dB. Several other gap configurations
were tested, and while the PAPR varied, it was always less than 6dB, often significantly.
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(b) Frequency Domain
Figure 4.6: These are the time and frequency domain plots of a 40MHz OFDM signal with one
20MHz null and a Zadoff-Chu sequence for data centered at baseband. Despite the gap, the
waveform still has a low PAPR of 2.63dB.
4.2.2 Waveform Orthogonality
In order for a waveform to be usable in a MIMO system, it must have variations that are
orthogonal to each other to avoid interference. Because in MIMO all the signals can be sent at the
same time, they must be distinguishable upon reception so that they can be properly processed.
Two waveforms are considered orthogonal if their cross-correlation (Section 2.3.1) is on the order
of the time-bandwidth product (Section 2.3.2) of the signals.
The Zadoff-Chu sequence used as data for the OFDM waveform also lends itself to creating
orthogonal waveforms. When a Zadoff-Chu sequence is created, its elements are spaced based
on the choice of M and N , which means that changing either of these parameters could create
sequences that would make for orthogonal waveforms.
Changing the value of M to get orthogonal waveforms did work, but some choices of M had bet-
ter results than others. Sometimes the result was a couple of dB greater than the time-bandwidth
product. An example that is very close to the -45dB calculated by the time-bandwidth product
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(b) Change in N
Figure 4.7: The autocorrelation of two waveforms with Zadoff-Chu sequences that have different
values of M is shown in (a), where both have N = 32767, then M = 32766 and M = 2. Figure
(b) is the autocorrelation of one sequence created from N = 32767 and the other from N = 32771.
Both have cross-correlations close to the time-bandwidth product.
in this case is given by Figure 4.7. Changing N also worked to create orthogonal waveforms. The
actual number of subcarriers in the waveform was not changed, but a Zadoff-Chu sequence with
an N greater than the data length required could be generated and then only the number of data
point needed could be used from the sequence. Using different values of N means that the spac-
ing of the sequence values is such that they are orthogonal. This also means there is a virtually
limitless number of possible of orthogonal waveforms.
4.2.3 Waveform Sidelobes
It is important while transmitting to not interfere with other users; this is the basis of designing
waveforms like NC-OFDM. However, waveforms can have sidelobes that are not within the intended
frequency band and could overlap primary users [28]. This out-of-band energy is due to spectral
leakage. OFDM waveforms can be susceptible to this because they are the sum of sinc functions
in the frequency domain. Figure 4.8 shows an example of this.
Acceptable sidelobe levels depend on both the transmission power level of the secondary user,
and the power level of the primary user. For example, if the secondary user is transmitting at a low
power level relative to the primary user to begin with and the sidelobes are 20dB lower than the
peak power, the secondary user’s sidelobes will likely not cause interference with the primary user.
However, if the secondary user is at a higher power than the primary user, it is possible that the
sidelobes could cause issues. Having too much out-of-band energy can also affect the sensitivity of
a radar because the radar would attenuate this energy and it would not be used. This adds to the
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Figure 4.8: This is the frequency spectrum of an OFDM waveform, but there are high sidelobes
outside of the desired frequency band. This is undesirable and can cause interference with other
users. [37]
losses in the radar system, reducing its received power.
Evaluating how much spectral leakage occurs in the designed waveforms cannot be done easily
in MATLAB. In an OFDM waveform, each of the carriers is a sinc function and the sidelobes
of these constructively and destructively combine to form possible spectral leakage. However, in
MATLAB each of the carriers is defined as a single value and the sinc functions are not visualized.
It is clear in Figure 4.1 for example, that in the frequency spectrum there is a steep cutoff without
any visible spectral leakage. One way to see any sidelobes then is to implement the waveform on
an analog system.
At the time of this project, there existed a generic ground-penetrating radar prototype that
was used for preliminary testing. This could be used to visualize the designed waveform in an
analog system to evaluate spectral leakage. A simple test would not require transmitting through
space, but a short cable could connect the transmitted signal of the system directly back into its
receiving port, bypassing the need for any antennas. This would free the received waveform from
any effects of being transmitted through free space and it should return an almost exact match to
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what was transmitted, with allowance for effects such as time delay from the hardware.
Many waveforms were tested with different numbers and sizes of gaps, all with similar results.
They were transmitted at 0dBm, or 1mW. Figure 4.9 shows a 40MHz OFDM waveform with a
10MHz gap and a Zadoff-Chu sequence as data. In the zoomed section of the figure, there are
clearly sidelobes that happen about -20dB from the peak power outside of the band. Depending on
the application, this could be acceptable. If, for example, the transmit power level were 10mW, the
side lobes would be at 0.1mW, or -10dB, which could still interfere with low-power users. However,
there are no sidelobes in the notched part of the spectrum, and it would be expected that if there
was spectral leakage on one side of the waveform, it should occur at all boundaries. Note the
high power at the edges of the band. This is not due to the waveform, this is an artifact of the
hardware and is highly undesirable. It is likely due to inadequate filters, ambient noise and not
enough image rejection, which removes interference. This could also be the cause of the apparent
sidelobes. There is also an odd peak in the middle of the waveform’s null. This could also be due
to the hardware, or it could be from the unique case where the waveform is symmetric. Overall,
the waveforms have acceptable sidelobes for this application.
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Figure 4.9: 40MHz OFDM waveform with 10MHz gap and Zadoff-Chu Sequence for data as
transmitted and received by the GPR test setup. There is no spectral leakage within the null
of the waveform, but there are sidelobes 20dB down on the outside of the waveform. This could
be due to artifacts from the hardware, as are the high bands of power at the either end of the
spectrum.
4.2.4 Waveform Autocorrelation Sidelobes
As discussed in Section 2.3.2, the cross-correlation of a signal and its matched filter can be used
to find the range of target objects. However, if a waveform’s autocorrelation has high sidelobes
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to begin with, they can obscure returns of multiple targets spaced closely together [28]. Figure
4.10 shows an example of how this might happen. In the figure, the result of pulse compression
shows the closest target (indicated by the largest peak) at 24 meters. However, there is another
target at 30 meters that is obscured by the original waveform’s sidelobes. Reducing autocorrelation
sidelobes is therefore very important for being able to resolve closely spaced targets. In general,
they should generally be at least on the order of the time-bandwidth product (Section 2.3.2), and
should actually be as low as possible.
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Figure 4.10: There are two targets in this radar’s path, one at each 24 and 30 meters, indicated in
red. The first target is clear, but the second one shows up at a lower power level and as a result
is obscured by this waveform’s autocorrelation sidelobes.
For simple cases, such as LFM or contiguous OFDM waveforms, the autocorrelation sidelobes
are typically around -13dB with no additional processing other than pulse compression. This was
true of the designed OFDM waveform. However, with NC-OFDM waveforms, the gaps within the
waveform caused higher sidelobes because of the discontinuity in the waveform. The ratio of gap to
used spectrum influences the sidelobe levels; the greater the gap-to-spectrum ratio, the higher the
sidelobes. This is illustrated in Figure 4.11, which shows a contiguous OFDM waveform compared
to one with a 20MHz gap. Sidelobes this high, at -1.58dB, render the waveform useless. Not only
could they obscure other targets, but they could potentially appear higher than the main lobe
itself in some cases causing the target’s location to be misidentified.
Windowing
One way to reduce autocorrelation sidelobes is through windowing during pulse compression
[15]. This comes at the expense of widening the main lobe and decreasing the range resolution.
This is because windowing is applied in the frequency domain and effectively reduces the total
35
−30 −20 −10 0 10 20 30
−30
−25
−20
−15
−10
−5
0
Range [m]
M
ag
ni
tu
de
 [d
B]
(a) 40MHz OFDM
−30 −20 −10 0 10 20 30
−30
−25
−20
−15
−10
−5
0
Range [m]
M
ag
ni
tu
de
 [d
B]
(b) 40MHz OFDM with 10MHz Gap
Figure 4.11: The autocorrelation sidelobes are the expected -13dB for a contiguous OFDM wave-
form, as in (a). With a non-contiguous OFDM configuration however, the sidelobes are very
high.
bandwidth. When a window is applied during pulse compression, it is multiplied by the DFT of
the matched filter. This is shown in Figure 2.4.
There are many different types of windows. A rectangular window is, like it sounds, a rectangle
and is equivalent to not windowing. A Hamming window is one of the more common basic types of
windows. Figure 4.12 on top shows the frequency spectrum of a linear frequency modulated (LFM)
signal overlaid with a Hamming window. These two will be multiplied together before performing
the cross-correlation. The result is shown on the bottom, and it is clear that the sidelobes have
been significantly reduced. Other types of windows will have different shapes, sidelobe levels, main
lobe widths and bandwidth loss, so it is up to the designer to choose the appropriate window for
a given application [38].
A simple technique to reduce the autocorrelation sidelobes is to apply windowing during pulse
compression, as discussed in Section 4.2.4. This was done, and Figure 4.13 shows the results of
several window types on the contiguous OFDM waveform. The windowing successfully reduces
the sidelobes to the time-bandwidth product level of -45dB, although the lower the sidelobes the
better. Note that the lower the sidelobes are, the wider the main lobe is. This could also obscure
other returns. Choosing the right window for an application is a matter of deciding the trade-off
between sidelobe level and mainlobe width.
While windowing works well on the contiguous OFDM waveforms, it does not adequately
ameliorate the sidelobes on some NC-OFDM waveforms. It was just barely successful for some
of the waveforms with small gaps, but for the larger ones there was no improvement. Sometimes
windowing actually made the sidelobes worse. Figure 4.14 shows the waveform with the 10MHz
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(a) Frequency domain signal (blue) and Hamming window (green)
(b) Unwindowed (green) vs. Windowed (blue)
Figure 4.12: In (a), the frequency domain signal and the Hamming window will be multiplied
together. The result of pulse compression without and with windowing is seen in (b). It is clear
that windowing greatly decreases the sidelobe level, but also widens the main lobe. [20]
gap after applying different windows with no effect. The reason the windowing does not work is
because of the discontinuities in the waveform. Windowing each band individually also did not
improve the sidelobes, and just discarded too much information. A more advanced technique will
be required to reduce sidelobes for these cases.
Gap Filling
One way to remove the discontinuities in the NC-OFDM waveform is to fill in the gaps. This
would be done in post-processing; the waveform would still be transmitted with the gaps. However,
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Figure 4.13: Different windows applied during pulse compression lower the autocorrelation side-
lobes below the desired level. However, the more the sidelobes are reduced, the wider the mainlobe
gets.
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Figure 4.14: Different windows are applied to a 40MHz OFDM waveform with a 10MHz null in
the middle. None of the windows decrease the sidelobes, in face, some of them make the sidelobes
higher than without windowing.
the gaps cannot be filled in with arbitrary data. The filled-in data needs to be coherent, or
consistent, with information that would exist there had the radar transmitted in those gaps. If the
entire spectrum is not coherent, then the problem of discontinuities still exists. Filling in the gaps
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with coherent data requires knowledge of the channel. Unfortunately, this is not usually available,
so it needs to be estimated. The reference [39] proposes an algorithm to do this; it estimates the
frequency spectrum in a return for an unknown number of scatterers. However, this is a complex
and computationally expensive algorithm that is beyond the scope of this project to attempt to
implement. Therefore, a simplified model will be employed to show that it can be an effective
method for reducing autocorrelation sidelobes in NC-OFDM radar waveforms. One benefit of
having a single waveform is that all the subbands are coherent with each other, so no additional
processing is needed to ensure that.
To simplify this algorithm, it will be assumed that there is a single scatterer. The reason for
this is that each scatterer is represented by a sine wave in the frequency spectrum. If there are
many scatterers, the signal in the frequency response is the sum of many sine waves, which is why
it is difficult to estimate. If there is assumed to only be a single sine wave, only one amplitude
and phase needs to be chosen. Figure 4.15 shows what a single scatterer might look like in the
frequency spectrum. It is not a perfect sine wave; it would probably be more accurately estimated
by a couple sine waves, but it could be approximated with one.
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Figure 4.15: A single scatterer looks like a sine wave in the frequency spectrum for a 40MHz
contiguous OFDM waveform. If there is a gap in the frequency spectrum, it can be filled in by
estimating this sine wave.
The way this process will find the desired sine wave will be by minimizing the following cost
function. It is effectively the difference between the data and the estimated sine wave:
J = D(f)− zejωf (4.5)
where D(f) is the existing data and f is the vector of frequencies that have data. The two
parameters that need to be estimated are ω, which is the frequency of the sine wave, and z, which
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is a complex number that represents aejφ, where a is the amplitude and φ is the phase of the sine
wave.
Algorithm 1 shows the steps for minimizing this cost function and estimating a sine wave; it
is a type of least-squares fitting. It starts with the user choosing a range of values to try for ω.
For each value of ω, the cost function is calculated. To do this, first xi is calculated, which is
a sine wave with an amplitude of one and the frequency given by the guess of ω. Then, zi is
calculated by taking xi and dividing by the data. With this command, MATLAB will perform a
least-squares fit to find the complex scalar that will adjust the amplitude and phase of xi to best
match the data. The cost function is the norm squared of the difference between the data and the
estimated sine wave, which is xi/zi. The norm of a vector is equivalent to the Euclidean distance,
||x|| =
√
x21 + ...x
2
n. Once the cost function has been calculated for each guess of ω, it can be
plotted to find the minimum.
Algorithm 1 Estimate sine wave
1: ω = ωmin → ωmax
2: for i = 1→ N do
3: xi = e
jωif
4: zi = xi/D(f)
5: Ji = ||D(f)− xi/zi||2
6: end for
This algorithm was tested on a simple sine wave defined as y = 0.5sin(2pi10f) from f = 0 →
75Hz with a gap from 20 to 35Hz. The cost function is seen in Figure 4.16. The minimum of the
cost function is the value of ω that will result in a sine wave that matches the data with the least
error. Once the ω is chosen, it is used to create a sine wave that will match the data, as can be
seen in Figure 4.17. The original sine wave with the gap and the estimated sine wave match up
very well, which indicates that this algorithm is working as expected.
Next, it needed to be tested on the designed OFDM waveform. In a realistic scenario, it
would be desirable for the gap filling to occur before pulse compression because the location of
the target(s) are unknown. However, to apply the sub-optimal algorithm, it is necessary to know
where the target is first because it needs to operate on that target only. As a result, normal pulse
compression without windowing is performed on the received waveform as usual. Then the peak
is found and a number of points are chosen on either side of it (range window). At least the main
peak and first side lobes should be included, but taking too many points could result in a more
complex signal that cannot be well-approximated with a single sine wave. However, a larger range
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Figure 4.16: The cost function to determine the appropriate omega value for the sine wave is a
parabola. The minimum, indicated in red, of the parabola will be the value of omega which will
result in a sine wave with the least error.
Figure 4.17: The original sine wave with a gap from 20-35Hz (blue), and the estimated sine wave
(pink). The estimate is very accurate, and successfully fills in the gap.
window also seemed to allow for lower sidelobes. Then, the chosen points are converted back to
the frequency domain and the algorithm is used to fit the sine wave found there. An example of
this can be seen in Figure 4.18. This is a 40MHz waveform with a gap from -10 to 10MHz. A range
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window of 60 points was used in order to clearly see the sine wave (the larger the range window,
the higher the frequency of the sine wave). This is a relatively small size window. The sine wave
is estimated pretty well, but is only used to fill in the gap. The original data is preserved in the
original subbands to avoid losing information. After this step, windowing is applied, and it is then
converted back to the time domain. The result should have far lower autocorrelation sidelobes,
which it does, as can be seen in Figure 4.19. In this case, the range window was increased to 2000
points and a Blackman window was applied to further decrease the side lobes. The sidelobes are
down to about -57dB, which is much less than the time-bandwidth product minimum. Increasing
the range window more than this would not significantly reduce the sidelobe levels, but elevating
the complexity of the algorithm would likely allow the sidelobes to be further reduced.
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Figure 4.18: The original data is a 40MHz OFDM waveform with a gap from -10 to 10MHz, shown
in blue. The green is the fitted sine wave. It is clear that the original data is not a simple sine
wave and it would take several sine waves to replicate it exactly, but the fit works reasonably well.
The original data is preserved and the estimated data is used only for the gap.
4.3 Simulation
In order to be useful for ground-penetrating radar, it is necessary to evaluate how an OFDM
waveforms behave within a medium and with medium boundaries. At the time of this project it
was impractical to test the waveforms in an actual hardware scenario, so it would need to be done
in simulation. A 2-D MATLAB model for a GPR scenario existed at the time of this project that
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Figure 4.19: The original pulse compression results are in black for a 40MHz OFDM waveform
with 20MHz gap. The new pulse compression after filling in the gap is shown in blue, and has far
lower autocorrelation sidelobes with negligible range offset.
consists of an antenna radiating into the ground and a cylinder under the surface of the Earth
at varying depths. This cylinder has a dielectric constant of one, which is much smaller than
that of the surrounding earth. These simulations may consist of a homogeneous or heterogeneous
medium with actual dielectric constants and conductivities measured from some desired areas of
radar operation. A Ricker pulse, as seen in Figure 4.20, is used as the transmitted signal, and the
model is solved with a 3-dimensional finite-difference time-domain (FDTD) solution. This model
is more accurate than a simple analytical model because it takes into account the effects of the
antenna, the cylinder shape and reflections caused by medium boundaries.
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Figure 4.20: The Ricker pulse is used as the transmit signal for the FDTD system model.
In order to find the response of a signal to a system for a linear time-invariant (LTI) system
such as this, the input signal can be convolved with the impulse response of the system to get the
output signal [17]:
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y[n] = x[n] ∗ h[n], (4.6)
where x is the input signal, h is the impulse response and y is the output. Convolution in the time
domain is the equivalent of multiplication in the frequency domain, so this the same as:
Y (ejω) = X(ejω)H(ejω), (4.7)
where Y (ejω), X(ejω) and H(ejω) are the frequency domain equivalents of the respective time
domain signals in Equation (4.6). The FDTD simulation gives x[n] and y[n], so these can be used
to find the impulse response h[n]. Then because this is an LTI system, this impulse response can be
used for any other input signal to find its output for the same system. However, when attempting
to do this for these particular inputs and outputs, there are some divide-by-zero issues that arise.
In order to avoid these, the Ricker pulse is short enough that it could be simplified and assumed to
be a delta function. A delta function, pictured in Figure 4.21 has a non-zero value at one instance
in time, and is zero the rest of the time. If the input to a system is a delta function, also known
as an impulse, the output will be the impulse response. Using this assumption will simplify the
process, but will also add a range delay on the order of 0.5m to the results.
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Figure 4.21: A delta function has a non-zero value at one time and is zero the rest of the time.
As a check to make sure this will give accurate results before applying it to the OFDM waveform,
pulse compression was performed with a delta function as an input and the output of the FDTD
simulation as the impulse response. The result for a scenario that has a cylinder at a depth of
5m in a homogeneous medium can be seen in Figure 4.22. This is not a realistic input; it has
high sidelobes. However, it can still show the approximate cylinder location. The large peak that
appears near zero is from the ground bounce. The radar antenna sits on top of the ground, so
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the radar will record the initial bounce caused by the air/earth boundary. It should be exactly
at zero, but the peak actually occurs at 0.3 meters. This is the delay from assuming the input to
the system is a delta function instead of a Ricker Pulse. The next peak occurs at 5.6m, which is
about where the cylinder appears. This indicates that this should be able to give an idea of how
the OFDM signal will behave in a realistic scenario.
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Figure 4.22: The results of pulse compression with the original FDTD simulation inputs and
outputs with a cylinder of a depth of 5m is seen here. The large peak at about zero is a ground
bounce and the smaller peak around 5m is from the cylinder.
4.4 Chapter Summary
The designed 40MHz OFDM waveform was created in MATLAB with different configurations.
It was then evaluated with respect to the four previously explained criteria. The waveforms
had a high PAPR, and clipping and filtering did not successfully mitigate it. Using a Zadoff-
Chu reduced the PAPR well below 6dB and also allowed for orthogonal waveforms to be easily
generated. Waveform autocorrelation sidelobes were also high, especially on waveforms with large
gaps. Windowing successfully reduced the sidelobes for waveforms with no gaps, but not for
waveforms with gaps. To account for this, a sub-optimal gap-filling technique was used. In cases
where there is a single scatterer, this technique in combination with windowing greatly reduces
autocorrelation sidelobes. Finally, a simulation is set up using an existing FDTD model for an
accurate scenario. This will allow the OFDM waveform to be tested and see how it behaves in a
realistic environment.
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Chapter 5
Results
The OFDM waveform and many of its versions with different kinds of gaps will be run through
the simulation setup for homogeneous and non-homogeneous mediums. This will give an indication
of what kind of performance can be expected for the waveform in a realistic ground-penetrating
radar scenario. Then, the effects of gap-to-bandwidth ratio on the waveform’s properties will be
examined.
5.1 Simulation results
First, the 40MHz OFDM waveform with no gaps will be tested by the simulation and pulse
compression will be performed to determine whether the waveform can be used in a realistic
scenario. Then, waveforms with different size gaps will be used along with the gap filling technique.
Results will be obtained for both a homogeneous and a non-homogeneous medium.
5.1.1 Homogeneous Medium
The first scenario had a homogeneous medium with a dielectric constant of er = 8. The
simulation was run for cylinder depths of 2m, 5m, and 10m as well as a scenario with no cylinder
as a control. The sampling frequency of the signal was 62.5MHz. Figure 5.1 shows the results of
the simulation in a case with no cylinder and the application of different windows. The ground
bounce appears at 0.85m. Windowing performs as expected, reducing the sidelobes and increasing
the main lobe width.
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Figure 5.1: The results of pulse compression from the simulation of a 40MHz OFDM signal traveling
in a homogeneous medium. There is no cylinder in this scenario, and a couple window types have
been applied.
For a cylinder with a depth of 2m, the radar return appears clearly without any windowing at
about 2.5m (Figure 5.2). At this particular sampling frequency, the ground bounce appears to be
obscured by the cylinder return, which is unexpected.
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Figure 5.2: The results of pulse compression from the simulation of a 40MHz OFDM signal traveling
in a homogeneous medium with a cylinder at a depth of 2m. A couple of windows are applied, but
are not necessary to see the cylinder in this case.
When the cylinder is at 5m, it is not easily distinguishable without some kind of windowing
(Figure 5.3). Both the Hamming and Blackman windows allow the cylinder to be visible at about
6.3m. Finally, when a cylinder is 10m deep, it is completely obscured when no windowing is applied
(Figure 5.4). Even a Hamming window is not enough to render the cylinder visible, but applying
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a Blackman window reduces the sidelobes enough to make the cylinder appear at 11m.
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Figure 5.3: The results of pulse compression from the simulation of a 40MHz OFDM signal traveling
in a homogeneous medium with a cylinder at a depth of 5m. Windowing is needed to distinguish
the cylinder’s return.
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Figure 5.4: The results of pulse compression from the simulation of a 40MHz OFDM signal traveling
in a homogeneous medium with a round cylinder at a depth of 10m. The cylinder is not visible
with the Hamming window, but is at 10.8m with the Blackman window.
The next step is to try the waveforms with gaps in the same scenario. The gap filling algorithm
will be applied to see if there is an improvement in performance. First, a small gap will be used:
a relatively small 500kHz gap in the middle of the waveform. The results for a case with a 10m
deep round cylinder can be seen in Figure 5.5. As expected, the sidelobes of the original return
are much too high to see the cylinder, and directly applying a Blackman window is not sufficient
to see it either. However, when the gap filling is applied, the cylinder is clearly visible. Next, a
large gap of 10MHz at the center of the waveform was tested for the same scenario, and the results
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are in Figure 5.6. With the gap filling, the cylinder is just barely visible, and the nearby sidelobes
are not low enough to really be able to tell for certain that there is a cylinder there without prior
knowledge of its location. An even larger 20MHz gap was tried, and in that case (Figure 5.7), the
cylinder is not visible at all. The reason the results of these simulations with large gaps are not
successful even with the gap filling algorithm is because there are two scatterers in this scenario:
the ground and the cylinder. As previously discussed in Section 4.2.4, each scatterer is represented
in the frequency domain by a sine wave. There are two scatterers in this case, and therefore two
sine waves. However, the gap filling algorithm in its current state only estimates one sine wave.
The reason that the second scatterer is visible at all is because the original data is preserved in
the measured subbands, and information about the scatterer is contained there. As the subbands
get smaller, there simply is not enough information to resolve the second scatterer. This would
be fixed by increasing the complexity of the gap filling algorithm to a second order so that it can
estimate two sine waves.
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Figure 5.5: A waveform with a single 500kHz gap is used for the simulation for a cylinder at a
depth of 10m. The cylinder is not visible with pulse compression, nor with the application of
a Blackman window. However, when the gap filling algorithm is applied, the cylinder is clearly
visible.
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Figure 5.6: A waveform with a single 10MHz gap is used for the simulation for a cylinder at a
depth of 10m. The cylinder is not visible with pulse compression, nor with the application of a
Blackman window. The cylinder is barely distinguishable from the surrounding sidelobes with the
gap filling algorithm.
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Figure 5.7: A waveform with a single 10MHz gap is used for the simulation for a cylinder at a
depth of 10m. The cylinder is not visible with pulse compression, nor with the application of a
Blackman window, nor even with gap filling in this case.
5.1.2 Non-homogeneous Medium
To gain a better understand of what the OFDM waveform might do in a more realistic scenario,
a non-homogeneous simulation was created with gradually changing soil types. This is represented
by changing permittivity values. Figure 5.8 shows what the permittivity profile of the simulation
looks like. It has regions ranging from er = 8 to er = 20. One of the challenges with GPR is cal-
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culating the range when the permittivity of the soil is unknown, because the speed of propagation
will change. If the range of permittivity values of soil is known from other types of measurements,
a simple method to get a more accurate range measurement is to take the average of the permit-
tivities, and use that in range calculations. In the simulation, the cylinder is located at a distance
of 0m in Figure 5.8 at varying depths. The permittivity average was taken along this path. This
time, the input to the system was not a Ricker pulse but an impulse, which is pictured in Figure
5.9 and is much closer to the delta function pictured in Figure 4.21.
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Figure 5.8: This shows the permittivity values of the non-homogeneous scenario. The permittivity
values range from 8 to 20. The cylinder is located at a distance of 0m at varying depths.
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Figure 5.9: The input waveform to the non-homogeneous scenario is an impulse function, which
will yield slightly more accurate results than a Ricker pulse.
The cylinder was located at depths of 2m, 5m and 10m. First, the scenario was tested with
the 40MHz OFDM waveform with no gaps. However, the cylinder was not visible for any depth.
This is not because of the waveform, but it is one of the fundamental problems of GPR: with
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high permittivity comes great loss. For example, part of the voltage impulse response is shown in
Figure 5.10. It shows the return from the cylinder, and its amplitude is on the order of 4µV, which
is very small. Further, in order for the impulse response to be convolved with the waveform, it
must be downsampled to the same sampling frequency which in this case is 62.5MHz. The figure
shows that this causes a lot of data to be lost and causes the return to appear even smaller. The
ground bounce is at -37.07dB, so the sidelobe is about -80dB down from the peak. Seeing this
would require sidelobes that are much lower than what is currently achievable. The 10m cylinder’s
return is on the order of -127dB. While the 2m cylinder is only around -43dB, any techniques to
sufficiently reduce the sidelobes would widen the main lobe enough to obscure the return. Simply
increasing the sampling frequency will not solve the problem because although it might help capture
the actual peak power of the cylinder return, it will also capture the peak power of the ground
bounce, making it appear larger resulting in the same problem. This is a problem for any type of
waveform, and other techniques must be applied in order to see objects in a lossy medium. This
could include using a MIMO system and other advanced digital signal processing methods.
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Figure 5.10: The voltage return in the impulse response for a non-homogeneous medium is very
small, on the order of microseconds. This is due to the loss caused by high permittivity material
and makes it difficult to reduce the sidelobes enough in pulse compression to see the return.
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5.2 Effect of Gap Size
It is evident from the cylinder simulations that the size of the gap in a waveform affects its
performance in pulse compression and the ability of the gap filling algorithm. It appears that larger
gaps have poorer performance, but it is important to characterize whether it is simply percentage
of gap to used bandwidth, or also location, symmetry or number of gaps. Characteristics that may
be influenced by the gap size include PAPR and autocorrelation sidelobes.
5.2.1 Single Symmetric Gap
Waveforms that have a single, symmetric gap at their centers are the easiest to design, and are
what have been used so far to observe the performance of gaps in simulation. Several waveforms
were created with gap sizes ranging from 0.125% of the total bandwidth to 75% of the total
bandwidth. The PAPR for each of these waveforms was recorded, and the results are displayed in
Figure 5.11. At first, it appears as though the higher the gap percentage, the higher the PAPR.
However, then there are some high percent gap values that have very low PAPR. This likely has
to do with the Zadoff-Chu sequence. It is possible that this has to do more with the location of
the gap rather than the size, because it could be due to how the carriers in the sequence interact
with each other.
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Figure 5.11: For a waveform with a single symmetric gap at the center of the waveform, there does
not appear to be a trend between gap size and PAPR. This is probably due to the nature of the
Zadoff-Chu sequence.
As previously seen, gap size does appear to affect autocorrelation sidelobes. The increase in
sidelobes with gap size is shown in Figure 5.12. There is clearly a relationship between the two
parameters; the autocorrelation sidelobes increases with the gap percentage. When gap filling
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is applied, the sidelobes should look like those of a waveform with no gaps. Without gaps, the
sidelobe level is -13.27dB, and it is clear in Figure 5.13 that the sidelobes for any gap percentage
are around there, indicating that the algorithm is performing as desired. In fact, they appear to
even be a little lower as the percentage increases. However, there is no clear relationship when gap
filling with Blackman windowing was applied, which Figure 5.14 shows. In fact, some of the higher
gap percentages have the lowest sidelobes. The sidelobe values measured are the next highest
sidelobe after the peak, which in some cases is not the first sidelobe, but the second.
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Figure 5.12: As the gap percentage increases for a waveform with a single symmetric gap, so do
the autocorrelation sidelobes.
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Figure 5.13: When gap filling without windowing is applied to the autocorrelation of a waveform
with a single symmetric gap, the sidelobe levels are about the same as a waveform without a gap,
indicated by the red line. They decrease slightly with greater gap percentage.
Finally, it is important to know if these waveforms are useful in detecting cylinders. They
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Figure 5.14: When gap filling is applied to the autocorrelation of a waveform with a single sym-
metric gap, there does not appear to be a relationship between sidelobe level and gap percentage.
The sidelobe levels listed are not the first sidelobes, but rather the next highest. This is sometimes
the first sidelobe, but sometimes also the second.
were each passed through the homogeneous GPR simulation with gap filling for all three cylinder
depths. The cylinder was deemed visible if there was at least 10dB of separation between the peak
for the cylinder and that of the neighboring sidelobes, although more separation would be ideal.
These results are in Figure 5.15, and they show that the gap should be no more than 12.5% of the
waveform’s total bandwidth in order to see all three cylinder depths. The 2m cylinder is visible
for all gap sizes, however.
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Figure 5.15: If a cylinder is visible, it is indicated by ‘*’ and ‘o’ means that the cylinder is not
visible with a waveform with the corresponding gap percentage. The 2m cylinder is visible for all
gap percentages, but at the gap must be smaller than 12.5% of the total waveform bandwidth in
order to see all three cylinders.
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5.2.2 Irregular Gaps
The OFDM waveform was previously evaluated for symmetric cases that had a single gap
centered in the middle of the waveform. However, in reality, this is an unlikely format for the
waveform. It is more likely to have 5-10MHz subbands placed wherever there is room for them,
such as in Figure 5.16. This particular waveform has three subbands with sizes of 10.5MHz, 7MHz
and 7.5MHz and are not regularly spaced. It has a 37.5% gap percentage. Waveforms similar to
this (namely, with three subbands in approximately the same locations with different size gaps) will
be created with varying gap percentage to evaluate the effects of gap irregularity on performance.
Because there are an infinite number of ways to configure the waveform, it is likely that some
cases will have much better or worse performance than the ones examined here. With that in
mind, looking at a few cases should give an indication of how they might compare to symmetric
waveforms.
−40 −30 −20 −10 0 10 20 30 40
−140
−120
−100
−80
−60
−40
−20
0
 
Frequency [MHz]
Po
w
er
 [d
B]
Figure 5.16: This 40MHz OFDM signal has three subbands, of 10.5MHz, 7MHz and 7.5MHz,
respectively that are not spaced symmetrically within the waveform, and a gap percentage of
37.5%. This is a more realistic waveform that might actually be used for interference avoidance.
First, the PAPR for each waveform was calculated and the results are displayed in Figure 5.17.
Similar to the symmetric case, the PAPR increased steadily with an increase in gap percentage. It
did dip down a little at high percentages, but generally higher percentages have higher PAPR than
the case with no gaps. It is interesting to note that some of the very low percentage cases actually
have lower PAPR than the waveform with no gaps. Neither the symmetric nor asymmetric case
had better PAPR overall.
The autocorrelation sidelobes still increased with gap percentage, but not quite as regularly
56
0 10 20 30 40 50 60 70 80
2
2.5
3
3.5
4
4.5
5
5.5
Percent Gap
PA
PR
 [d
B]
 
 
 
Symmetric
Asymmetric
Figure 5.17: For a waveform with several asymmetric gaps, the PAPR is higher for waveforms with
higher gap percentage. It is not a linear relationship, probably due to the nature of the Zadoff-Chu
sequence. Note that at very low percentages, the PAPR is actually lower than the case with no
gap.
as the symmetric case. This is clear in Figure 5.18. When gap filling is applied, the higher gap
percentages have higher sidelobes than the lower percentages, as seen in Figure 5.19. Finally, the
waveforms were run through the simulation to see if they would detect the cylinders at varying
depths. Performance was slightly better than in the symmetric case. With the 18.5% gap asym-
metric waveform, the 5m cylinder was visible where it was not with the symmetric version. This
is likely because the gap-filled autocorrelation sidelobes were higher for the asymmetric waveform
than the symmetric one.
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Figure 5.18: As the gap percentage increases for a waveform with multiple asymmetric gaps, so
do the autocorrelation sidelobes. The increase is somewhat irregular compared to the symmetric
case.
0 10 20 30 40 50 60 70 80
−61
−60
−59
−58
−57
−56
−55
−54
−53
−52
Percent Gap
Si
de
lo
be
 L
ev
el
 [d
B]
 
 
 
Symmetric
Asymmetric
Figure 5.19: When gap filling is applied to the autocorrelation of a waveform with multiple asym-
metric gaps, higher gap percentages appear to have higher sidelobes. The sidelobe levels listed
are not the first sidelobes, but rather the next highest. This is sometimes the first sidelobe, but
sometimes also the second.
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Figure 5.20: If a cylinder is visible, it is indicated by ‘*’ and ‘o’ means that the cylinder is not
visible with a waveform with the corresponding gap percentage. The 2m cylinder is visible for all
gap percentages, but at the gap must be smaller than 12.5% of the total waveform bandwidth in
order to see all three cylinders.
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5.3 Chapter Summary
In order to test the effectiveness of the waveform in a more realistic setting, a scenario was set
up with a cylinder at a depth of 2m, 5m and 10m to test the 40MHz OFDM waveform with no
gaps. First, a homogeneous medium was tested and the cylinder was visible at all depths with
windowing. Some waveforms with gaps could see the cylinders with gap filling, others could not.
When a non-homogeneous medium was used, the cylinders were no longer visible because there
was too much loss from high permittivity mediums. This is a GPR problem that can be mitigated
with other solutions such as using a MIMO system or other advanced signal processing, not a
problem with the waveform.
The properties of waveforms with gaps were also examined by evaluating the effect of increasing
gap percentage to total bandwidth on PAPR and autocorrelation sidelobe levels with and without
gap filling. These waveforms were also run through the homogeneous scenario to see if they
could be used to detect cylinders. Symmetric waveforms with a gap in the center did not have
a correlation of gap percentage to PAPR, but the autocorrelation sidelobes increased steadily
with gap percentage. Large gaps could not see the deep cylinders, but the 2m cylinder was
visible in call cases. Asymmetric waveforms with several gaps had generally increasing PAPR and
autocorrelation sidelobes with gap percentage. The 2m cylinder was always visible, but small gaps
were required to see the deeper cylinders.
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Chapter 6
Conclusion
An NC-OFDM waveform was created and modified to meet the requirements of a radar system.
Achievements of this thesis are the following:
• An NC-OFDM waveform with PAPR less than 6dB, orthogonal versions of the waveform
and no spectral leakage. Techniques are introduced to reduce the autocorrelation sidelobes
in order for the waveform to be usable in a radar system.
• The use of a Zadoff-Chu sequence as the data sequence for OFDM and NC-OFDM waveforms.
This allowed the waveform to have a low PAPR as well as making it easier in designing several
orthogonal waveforms.
• The implementation of a suboptimal gap filling algorithm to greatly reduce autocorrelation
sidelobes. This shows that such an algorithm can successfully reduce the sidelobes for an
NC-OFDM waveform .
• A framework for easily designing and analyzing waveforms in terms of their properties and
behavior in a realistic GPR scenario in MATLAB.
6.1 Future Work
• The full gap-filling algorithm would need to be implemented in order to be realistically
effective. In addition to being coded for application in post-processing, the computational
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cost of using this with respect to necessary hardware and length of time processing would
take needs to be evaluated.
• One alternative to gap-filling to reduce autocorrelation sidelobes is to process each subband
individually. This is done by bandpass filtering the matched filter to select each subband one
at a time before performing pulse compression. Then, the results of each pulse compression
are summed. This reduces causes the sidelobes to cancel each other out reducing the sidelobes
of the final result. This can be done coherently or non-coherently; the former should be better
by about -3dB. In preliminary testing, the sidelobes were as much as 12dB less than those
using the sub-optimal gap-filling algorithm. However, because of the small bandwidth of
each subband, the resolution is very low and as a result, after pulse compression the main
lobe was very large and would obscure any returns. This technique could yield low sidelobes
in a way that is less computationally complex, but needs more investigation.
• The waveform should be tested in a working GPR system to see if current MIMO and
signal processing techniques are as successful on the NC-OFDM waveform as they are on the
existing waveforms.
• Eventually, it would be convenient for the system to adaptively change the waveform based on
the existing frequency spectrum conditions. This would require frequency spectrum sensing
capabilities as well as a system to identify available space. The waveform would need to be
able to be quickly generated, and transmitted waveforms stored for pulse compression.
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