Introduction.
An arithmetic-algebraic process was given by Schur [7] (!) to determine whether a polynomial with complex coefficients (1.1) P(z) m Aoz» + A1z-1 + • • ■ + An is a Hurwitz polynomial (2) . This method is extended in this paper to an algorithm for counting the number of zeros of P(z) with positive and negative real parts ( §2). A different method for the determination of these numbers has been given by Frank [3] and Bilharz [l] in terms of determinants and another by Frank [3] in terms of continued fractions.
In §3, a method is given for the computation of the zeros of P(z) by an application of the algorithm of §2 and the use of successive approximations.
A second application of the process of §2 is found in an extension of the theory of Schur for continued fraction expansions of functions analytic in a half-plane and of certain rational functions ( §4).
In §5, a continued fraction expansion for functions analytic in i?(z)>0 is obtained, and in §6 partial fraction expansions are found for rational functions related to those discussed in § §4 and 5.
2. The real parts of the zeros of a complex polynomial. Let P(z) be the polynomial (1.1) of degree » with complex coefficients, and (2.1) P*(z)=P(-z),
where P(z) is obtained by the replacement of the coefficients of P(z) by their complex conjugates.
The following lemma is used in the proofs of subsequent theorems.
Lemma 2.1. If\is an arbitrary constant such that | A | < 1, then the two polynomials P(z) and P(z)Jr\P*(z) vanish the same number of times in R(z)>0
and in R(z)<0(*).
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(') Numbers in brackets refer to the bibliography at the end of the paper.
(2) A polynomial whose zeros all have negative real parts. (3) If |\| =1, the zeros of P(z)+\P*(z) are all on the imaginary axis, and if |X| >1, the polynomials P*(z) and P(z) +XP*(z) vanish the same number of times in each half-plane. Lemma 2.1 is an immediate consequence of a theorem of Rouché, Mémoire sur la série de Lagrange, J. École Polytech. vol. 22 (1862) pp. 193-224.
Proof. For | X | < 1, the zeros of the polynomial Px(z) = P(z) + \P*(z) are continuous functions of X. Consider the case R(z)>0.
The number of zeros in R(z) >0 can change only if a zero crosses the imaginary axis. Then, for Z\ = ib, since (2.2) \P(ib)\=\P*(ib)\, P\(zi)=P(zi)+\P*(zi) =0, and consequently |P(zi)| < |P*(zi)|, in contradiction to (2.2). Therefore the polynomials P(z) and P(2)+XF*(z) vanish the same number of times in F(z)>0.
A similar proof holds for the number of zeros in R(z) <0.
It may be remarked that the polynomials P(z) and P(z) +XF*(z) also vanish the same mimber of times in each quadrant of the complex plane. 
has one zero less than P(z) with real part of the same sign as R(£) and the same number of zeros as P(z) with real parts of opposite sign to R(i-).
Proof. By Lemma 2.1 and condition (2.3), the polynomial G(z) m P*(Ç)P(z) -P(t)P*(z)
has the same number of zeros as P(z) in R(z) >0 and in R(z) <Q. Also, G(z) has a zero z = £. Consequently For z = ib, (2.2) holds. Therefore, any value £, not a zero of P(z) or P*(z), for which (2.3) holds may be used to obtain P\(z).
If the polynomial P(z) does not have pure imaginary zeros or pairs of zeros of the form +oij-\-ißj, by a repetition of the process of Theorem 2.1 on the polynomial Pi(z), and this again on the resulting polynomial Pi(z) of degree » -2, after n steps, Pn(z) = constant is obtained. Then the number of zeros of the original polynomial P(z) with positive real parts and the number with negative real parts are equal to the numbers of constants £,• with positive and negative real parts, respectively.
If P(z) has p zeros which are either pure imaginary or are in pairs of the form +ctj-\-ißj, or both, then the above recurrent process leads, after n -p steps, to a polynomial Pn-P(z) with zeros ¿y* and/or ±ay+t/3,-since the polynomials P(z), Pi(z), • • • , Pn-p(z) all have these zeros. This step is reached if for every £, (2.6) |P*(Ö| =|P(Ö|.
In this case, by the substitution z' = z+e, where e is an arbitrarily small positive real number, the number of zeros on the imaginary axis are easily distinguished from the pairs of zeros +ctj-\-ißj. Here these pairs remain separated by the imaginary axis, while the pure imaginary zeros are in R(z') >0.
These results may be summarized in the following rule. Rule. The number of zeros of P(z) with positive real parts and the number with negative real parts are equal to the numbers of constants £,■ with positive and negative real parts, respectively, which are used by a repetition of the process of Theorem 2.1. If some polynomial Pn^p(z) is reached in the recurrent process such that (2.6) holds for every £, then after the substitution z'=z+e, where e is an arbitrarily small positive real number, the process may be carried out on Pn-P(z') in order to find the total number of positive and negative real parts of P(z).
3. The computation of the zeros of a complex polynomial. The method of §2 will now be applied to the actual computation of the zeros of P(z). By Horner's method the polynomials P(z -c) are formed and by the algorithm of §2 the number of zeros of P(z) on either side of the line R(z) =c are counted. If c is varied successively, a zero of P(z -c) can be made to fall on the imaginary axis by the method of §2. The best values c to be used at each step of the computation may be found by interpolation between those for which there is a change in the number of zeros on each side of the imaginary axis of z'=z -c. When the best value of c is found (if the value of c is not exact, as in the example below) and the corresponding value of d is computed as the zero of Pn-i, the zero of P(z) is approximately c+id. One may obtain a better approximation by forming P[z-(c+id)], and equating to zero the linear term of this polynomial. This correction, as' in Homer's method, may be added to the value of c-\-id to give a better approximation to the zero. A still better approximation may be found by use of the second degree term of
The computation may be arranged as shown in the following example.
Let P(z)=2z3+(l+i)z2 + (l+i)z+(-l+i). By the rule of §2 it is found that P(z) has two zeros with negative real parts and one with positive real part. To compute this latter zero, the polynomials P(z -c) and the corresponding polynomials Pi(z -c) and P2(z -e) are formed, and c varied until at the last step P(z -c) has two zeros to the left of the line R(z) =c and one zero on R(z) =c. For this value of c = .5, we find the zero of P2(z -.5), namely d= -.5, as follows: Pi(-l-.5):
The zero of P(z) with positive real part is therefore equal to .5 -.5i.
4. Functions analytic in a half-plane. The class A of functions/(z) which are analytic and have moduli less than or equal to one for F(z)>0 is first considered.
By the transformation w = o-(z+£)/(z -£), F(£) <0,<r = l, which maps the interior of the unit circle on R(z) >0, the theory of Schur [ó] (cf. also Wall [8] and Geronimus [5] ) may be carried over directly to functions analytic in P(z)>0
(or by other similar transformations to any half-plane). Under this transformation, then, to each function/(z) there is related a finite or infinite sequence of Schur-type functions f(z), fi(z), f2(z), • • • , also of the class A, between which there exist the recurrence relations (4) To simplify the computation, all common constant factors of Pi(js) and P*¡(z) may be dropped. -?/(-©• By Theorem 2.2, Pp*(z)^0 for P(z)>0. Thus the properties which hold for Pp*+x(z) also hold for Pp*(z), and by a continuation of this argument they also hold for P*(z). Therefore/(z) must be of the form (4.6). We remark that a necessary and sufficient condition for a rational function f(z) =B(z)/A(z), where B(z) and A(z) are polynomials of degree n and A(z) does not vanish in R(z)>0, to have a continued fraction expansion of the form (4. 3) is that
where k is a non-negative real constant. The proof is entirely analogous to that found in [6] for the case \z\ <1. A finite continued fraction expansion for a larger class of rational functions than that found by Schur is obtained in the following theorem by the application of the algorithm of Theorem 2.1. ' We remark that if £ in Theorem 4.1 is chosen so that R(Ç) <0 but P*( -|) j±a, then the continued fraction expansion for the function (4.6) takes the form (4.10) with all £* = £.
On the basis of the results of Schur outlined here, we shall now obtain a continued fraction expansion for functions analytic in P(z)>0. This extends the expansions found in [8] for functions with only positive real parts. 
there is a one-to-one correspondence between the functions/(z) of the class A and the functions F(z) of the class B, since
A continued fraction expansion for functions of the class B is obtained by a process similar to that outlined in [8} for functions analytic in a certain domain and with positive real parts. The functions hk(z, t) are defined by means of the relation For the special case A0=l, |A*| =1, k = l, 2, ■ ■ ■ , Theorem 5.1 reduces after some transformations to the theorem in [8] . In order to obtain expansions of the form (5.4) for F(z), it is not necessary to choose £ so that F( -|) = 1, but merely so that P(ö <0. where b is real, the e" are the zeros of eP(z)+Q(z) and are different from each other, | e"| =1, and the rv are positive real numbers (cf. Schur [6] ). We shall now find the particular form which the analogous partial fraction expansion takes for the functions
where X is a complex constant, and and the /•" are pure imaginary numbers. If in (6.8) we substitute z = *5 (different from e"), where 5 is real, the expression on the left and every term on the right become pure imaginary. Consequently c is pure imaginary. From (6.7) we see that the restriction R(ßp)>0 may be replaced by condition (6.3) .
If |X| i4l, the £" aie in general complex numbers. If (6.3) holds, the above argument shows that c and the rv are in general also of the form a-\-ib, where a,
MO.
If condition (6.4) (i) or (ii) does not hold, we may write XP* -«P
•=» 2 + «, (6) (7) (8) (9) .M . " = Oto + c -£ r.
XP* + eP ,_i z -e, where Q(z) is the quotient obtained by long division in the left-hand side of (6.9) until a remainder of the same degree as the divisor is obtained, and is a polynomial of degree k with coefficients of even powers of z pure imaginary and coefficients of odd powers real. By the same argument as above for |X| = 1, we see that c and the rv are pure imaginary.
