Array comparative genomic hybridization (aCGH) is a microarray technology that allows one to detect and map genomic alterations. The goal of aCGH analysis is to identify the boundaries of the regions where the number of DNA copies changes (breakpoint identification) and then to label each region as loss, neutral, or gain (calling). In this paper, we introduce a new algorithm, based on the shifting level model (SLM), with the aim of locating regions with different means of the log 2 ratio in genomic profiles obtained from aCGH data. We combine the SLM algorithm with the CGHcall calling procedure and compare their performances with 5 state-of-the-art methods. When dealing with synthetic data, our method outperforms the other 5 algorithms in detecting the change in the number of DNA copies in the most challenging situations. For real aCGH data, SLM is able to locate all the cytogenetically mapped aberrations giving * To whom correspondence should be addressed. a smaller number of false-positive breakpoints than the compared methods. The application of the SLM algorithm is not limited to aCGH data. Our approach can also be used for the analysis of several emerging experimental strategies such as high-resolution tiling array.
INTRODUCTION
Array comparative genomic hybridization (aCGH) is a technique by which it is possible to detect and map genetic changes that involve gain or loss of segments of genomic DNA. The main difference between aCGH and messenger RNA (mRNA) expression profiling is that hybridization is applied to genomic DNA rather than to mRNA transcripts. The first aCGH platform was based on bacterial artificial chromosome (BAC) clones and allowed to detect chromosomal changes with a resolution of the order of 1 Mb (with a mean number of spotted clones of 2000/3000). More recently, complementary DNA and oligonucleotide arrays have been introduced in aCGH technology obtaining much higher resolution (of the order of 50-100 Kb with a mean number of spotted oligo of the order of 20 000/30 000).
In the past years, oligonucleotide arrays have become the leading technology in aCGH, and microarray companies have produced platforms consisting of hundreds of thousands of DNA targets spanning the entire human genome. For example, Nimblegen has recently introduced an ultra high-density aCGH that contains 2.1 million probes with a mean resolution of 500 bp. In this scenario, the analysis of aCGH data needs highly sensitive and specific methods that allow one to identify small aberrated regions. Moreover, statistical algorithms need high computational performances that become more and more necessary as microarray size and resolution grow.
The goal of aCGH analysis is first to detect the boundaries of the regions of changed copy number (breakpoint identification) and then to label each region as loss, neutral, or gain (calling). Segmentation methods represent the best way to perform the boundary detection step. They model aCGH data as a sequence of piecewise constant segments and allow to identify neighboring sets of clones that share the same mean log 2 ratio. The clones within a segment are assumed to share the same number of DNA copies. Segmentation methods include circular binary segmentation (CBS) (Olshen and others, 2005) , CGHSeg (Picard and others, 2005) , Reversible Jump MCMC for the analysis of CGH arrays (RJaCGH) (Rueda and Díaz-Uriarte, 2007) , Gain and Loss Analysis of DNA (Hupé and others, 2004) , Hidden Markov Model (HMM) (Fridlyand and others, 2004) , and BioHMM (Marioni and others, 2006) .
A segmentation algorithm splits each chromosome into different regions, each containing the same number of DNA copies. Regions with an altered DNA copy number need to be identified. This problem has been faced in several papers including Hupé and others (2004) , Fridlyand and others (2004) , and Willenbrock and Fridlyand (2005) .
In a recent paper, van de Wiel and others (2007) introduced a very powerful method (CGHcall) for calling aberrations in aCGH data. CGHcall takes as input the information on breakpoints from segmentation. CGHcall also models the mean level of a segment as a mixture of 6 normal distributions using several biological informations.
In this paper, we introduce a new segmentation algorithm aimed at the identification of the variation of the number of DNA copies coming from aCGH genomic profiles. Our approach is to model the data explicitly as a series of segments with unknown boundaries and means. We do this by means of a shifting level model (SLM; Chernoff and Zacks 1964; Salas and Boes 1980) and develop an iterative algorithm to estimate the unknown boundaries and means. We combine the segmentation results of the SLM algorithm with the CGHcall calling procedure (van de Wiel and others, 2007) and compare its performances with 5 state-of-the-art methods: CBS, CGHSeg, RJaCGH, HMM, and BioHMM.
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The paper is organized as follows: in Section 2, we present the SLM and introduce the iterative algorithm based on SLM. In Section 3, we test the statistical and computational performances of the algorithm on synthetic and real data and compare it with 5 state-of-the-art methods. In Section 4, we discuss the results. In supplementary material available at Biostatistics online (http://www.biostatistics. oxfordjournals.org), we discuss the performances of our algorithm when parameters are varied.
METHODS
Shifting level model
The genomic profile obtained from an aCGH experiment can be considered as a signal made of noisy segments with different lengths and with mean levels that shifts their values according to the DNA copy number. This "signal" can be considered to be generated by the sum of 2 processes: a biological process due to a real variation of the number of DNA copies and a white noise process that mimics experimental error.
SLMs (Chernoff and Zacks, 1964; Salas and Boes, 1980 ) allow one to simulate noisy sequential processes that show sudden shifts in the mean. These models have been successfully applied to the segmentation of hydrological time series (Fortin and Kehagias, 2006) . We will here show that they are also well suited for modeling genomic profiles from aCGH data.
We consider sequential observations x = (x 1 , . . . , x i , . . . , x N ) to be realizations of the sum of 2 independent stochastic processes:
where m i is the unobserved mean level that follows a normal distribution with mean μ and variance σ 2 μ and i is normally distributed white noise with variance σ 2 :
3)
The probability to find a sequence of observations of length k with the same mean level follows a geometric distribution:
where η is the probability that m i takes a new value at a point i. The expected value of x i is equal to μ and, since the 2 stochastic processes are independent, the variance of x i is the sum of the variances of the 2 processes:
In this way, SLM allows one to break up the total variance of the genomic profile in 2 parts: the biological variance (σ 2 μ ) and the experimental variance (σ 2 ). In the literature, there are 2 SLM variants. The Chernoff and Zacks (1964) model can be described by the following equations: 
The model studied by Salas and Boes (1980) can be described by the following equations:
9)
In the model of Chernoff and Zacks, the mean process m i depends on m i−1 : when z i−1 = 1, m i is incremented by the normal random variable δ i . On the contrary, in the model of Salas and Boes, when z i−1 = 1, the mean m i changes its value independently of m i−1 and according to a Gaussian law N (μ, σ 2 μ ). We will use Salas and Boes model to develop our segmentation algorithm because the genomic profile of an aCGH experiment is made of noisy segments with mean level μ = 0, which jump to a different value only when one has a change in DNA copy number and the value of the jump does not depend on the previous mean level.
SLM and HMM
Introducing a different parametrization of the SLM by defining the parameter ω = σ 2 μ /σ 2 with σ 2 = var[x i ], we can replace σ 2 μ by ω • σ 2 and σ 2 by (1 − ω)σ 2 . With this new parametrization, the joint probability distribution of the observations and latent variables, given the parameters, has the following form:
is the probability distribution of x i given m i and the parameters.
•
is the probability distribution of the latent variable m i+1 given m i , z i , and the parameters; δ is the Dirac delta function.
is the probability density function of z i and δ is the Dirac delta function.
Equation 2.11 defines a HMM of order 1 in which a single state variable, q i = (m i , z i ), summarizes all the relevant past information of the underlying process. In the model defined by (2.11), the elements of the HMM are the following:
• the state transition probability distribution is:
• the emission probability distribution is:
• the initial state probability distribution is: Shifting level model algorithm 269
The segmentation algorithm
Because the SLM is a HMM, we can make use of existing algorithms. To handle the infinite dimensionality of SLM, we use an approach similar to the pseudo-expectation-maximization (EM) algorithm of Fortin and Kehagias (2006) . We introduce a Markovian stochastic process s 1 , s 2 , . . . , s k taking values in S = {1, 2, . . . , K }. From 2.11, we know that the probability distribution of x i , given the parameters, has the following form:
hence, we assume that the conditional probability of
is associated to each state of the Markovian stochastic process and represents an approximation of the m i latent variables of the SLM. The emission function of the HMM is defined as follows:
To complete the description of the model, it remains to specify the state transition matrix P. From (2.11), the state transition probability has the following form:
hence, the state transition matrix is:
where
To estimate the parameters of the SLM, we develop an iterative algorithm that follows the idea of Fortin and Kehagias (2006) . By means of an EM procedure, the algorithm estimates the number of states K , the number of segments K 1, the best state sequence s = [s 1 , s 2 , . . . s N ], and the parameters μ k and η. The basic ingredient of the EM family of algorithms is the iterative application of an expectation step followed by a likelihood maximization step. In our case, the expectation step (E) estimates the parameters μ k and η, while the maximization step (M) finds the best state sequence s, the number of states K , and the number of segments K 1 by Viterbi algorithm (Forney, 1973) . The inputs to the algorithm are the sequence x = (x 1 , . . . , x i , . . . , x N ) to be segmented, the initial estimate of the number of states K (0) , the parameter ω, and an initial random segmentation s (0) .
In the following formulas, the superscript j indicates the estimates of the respective quantities at the jth iteration of the EM algorithm.
A. MAGI AND OTHERS
The initialization step consists of the estimation of the mean μ and of the variances σ 2 , σ 2 μ , and σ 2 with the following formulas:
(2.17)
In the E step, we estimate the parameter η ( j) with the following:
is the estimated number of states at each iteration by Viterbi algorithm. Once η ( j) is calculated, the parameters μ ( j) k are estimated through an iterative strategy with the following formula: 19) where γ k (i) is the probability of being in state k at step i. Equation 2.19 is the Baum-Welch re-estimation formula for the means of a HMM. The probability of state occupation L k (i) is calculated using the forward-backward algorithm: 20) where α and β are the forward and backward probabilities, respectively (Rabiner, 1988) . The emission and the transition probabilities are updated with the new parameters μ ( j) k using 2.13-2.15. The re-estimation of μ ( j) k , of the emission and of the transition probabilities is repeated until the asymptotic value of P(x) is reached.
In the M step, we apply the Viterbi algorithm to find the best state sequence s ( j) and to estimate the number of states K ( j) , filtering out the unreachable states.
In fact, if a state is unreachable, it will not be present in the best state sequence estimated by Viterbi algorithm. The subsequent E step is initialized with the updated K ( j) .
The algorithm stops when 2 consecutive iterations give the same sequence of states (s j = s j−1 ). In this way, our segmentation method allows to iteratively and automatically find the number of states without making use of model selection criteria.
The difference between our iterative procedure and the Kehagias and Fortin algorithm (Fortin and Kehagias, 2006) is the estimation of the parameters μ k . While the pseudo-EM algorithm approximates μ k with the simple mean of each segment, we propose a more accurate estimation of the mean states with the Baum and Welch re-estimation strategy. This choice considerably improves the accuracy of the segmentation and leads to faster convergence.
RESULTS
Validation on synthetic data
To estimate the accuracy of the SLM algorithm in identifying the aberrations at the boundaries, we have generated the receiver operating characteristic (ROC) curve. We have compared SLM performances with CBS, CGHSeg, RJaCGH, and HMM (for synthetic data, BioHMM and HMM obtain the same results since chromosomes do not have clones distance measure).
To generate ROC curves, we have calculated the true-positive rates (TPR) and the false-positive rates (FPR) as in Lai and others (2005) . TPR was defined as the number of probes inside the aberration whose fitted values are above the threshold level divided by the number of probes in the aberration. FPR was defined as the number of probes outside the aberration whose fitted values are above the threshold level divided by the total number of probes outside the aberration. We apply SLM (with ω = 0.5 and K (0) = 5) and the other methods on the artificial chromosomes simulated by Lai and others (2005) (the data are freely available for download at http://www.chip.org/∼ppark/Supplements/Bioinformatics05b.html).
The Lai and others (2005) data set is made of synthetic chromosomes with 4 different aberration widths (5, 10, 20, and 40 probes) and 4 different signal to noise ratio levels (SNR) (1, 2, 3, and 4). For each aberration width and SNR, there are 100 independently simulated chromosomes with 100 probes in total. Here, we consider the most challenging situation where SNR = 1 and SNR = 2.
The results of all the simulations are reported in Figure 1 . For each segmentation method, TPR and FPR were calculated by averaging the results obtained from all the data with the same SNR. To summarize ROC results of each algorithm, we have also calculated the area under the curve (AUC) and we have reported them in a barplot. Figure 1 clearly shows that SLM better captures the true DNA copy number alterations outperforming the other methods for SNR = 1 (AUC = 0.86) as well as for SNR = 2 (AUC = 0.97).
Validation on the data set of Snijders and others
To test the ability of SLM algorithm to measure single copy changes (trisomies and monosomies), we have applied our method on the data set of Snijders and others (2001) (the data are freely available for download at http://www.nature.com/ng/journal/v29/n3/suppinfo/ng754 S1.html).
For this data set, genomic alterations were previously characterized by cytogenetics and the data can therefore be used as a proof of principles. The data set is made of 15 aCGH experiments that correspond to 15 human strains containing cytogenetically mapped partial or whole-chromosome aneuploidies. Each cell strain had been hybridized on an aCGH of 2460 BACs, spotted in triplicate: 2298 of the arrayed clones are single copy, providing an average resolution of approximately 1.4 Mb across the genome. The variable used for the analysis is the test over reference log 2 ratio, as described by the authors.
We have applied our SLM algorithm with ω = 0.3 and K (0) = 5 to each Snijders experiment and have compared our results with the other 5 methods (CGHSeg, CBS, RJaCGH, HMM, and BioHMM). For all the segmentation methods, with the exception of RJaCGH, we have classified aberration status with CGHcall calling procedure, using a probability cutoff of 0.95. For RJaCGH, we used its "probabililty of alteration" (Rueda and Díaz-Uriarte, 2007 ) with a cutoff of 0.95. Our results are summarized on Table 1 and Figure 2 .
In the data set, there were a total of 8 alterations that covered the whole chromosomes and 15 alterations that covered parts of the chromosomes. All the methods compared in this data set showed very high sensitivity performances and were able to identify all the known aberrations: only SLM and CBS did not recognize the single clone monosomy at the end of the chromosome 12 on strain GM01535. For strain GM05296, all the methods identified the first breakpoint of chromosome 10 on BAC RP11-237j07 instead of RP11-33o02 and for strain GM01535 all the methods, with exception of HMM and BioHMM, detected the breakpoint of chromosome 5 on a proximal clone (RP11-94L02 instead of RP11-88j19).
To deeply understand the segmentation performances of all the 6 algorithms, we plotted the number of false positives (FPs) identified by each method against the probability of aberration status (Figure 2 ). The plot of Figure 2 highlights the ability of SLM algorithm in detecting a very small number of FP. In particular, for a probability cutoff of 0.95, RJaCGH identifies 347 FP, CGHSeg 219, CBS 130, HMM 92, BIOHMM 82, and SLM only 17.
The results obtained with the Snijders data set clearly show that our method is sensitive and specific in the identification of aberrated regions from genomic profiles: it identifies all the known changes except one, obtaining the best results in term of specificity among all the methods being compared. 
Validation on the data set of Bredel and others
The glioma data set of Bredel and others (2005) is made of 26 aCGH experiments representing primary glioblastoma multiformes (GBM), a particularly malignant type of brain tumor. The GBM data contain a mixture of larger, low amplitude regions of gains/losses and smaller, high amplitude regions of amplifications/deletions. From the Bredel data set, we have chosen 2 experiments (GBM31 and GBM29) that were used in Lai and others (2005) to compare several aCGH analysis methods. The 2 genomic profiles represent an extreme situation for segmentation algorithms. In sample GBM31, there exists a large region of loss with low amplitude on chromosome 13. In chromosome 7 of GBM29 sample, there are 3 small amplifications, with high amplitude, around epidermal growth factor receptor gene. This represents a very complex situation to test the performance of a segmentation algorithm.
We have applied SLM (ω = 0.3 and K (0) = 5) and the other 5 methods to the normalized genomic profiles (available at http://www.chip.org/∼ppark/Supplements/Bioinformatics05b.html).
Figures 3 and 4 show the segmentation results of all the 6 methods on the 2 genomic profiles. The 3 amplifications of chromosome 7 were identified by all the algorithms with the exception of CBS, which detected the first 2 amplifications as 1 larger region. The large deletion of chromosome 13 was located by all the algorithms; CGHSeg, RJaCGH, and BioHMM segmented the chromosome in a very confusing manner, with many FP single clone aberrations. Only SLM and HMM were able correctly to identify the alterations of both chromosomes. Fig. 3 . Comparison between SLM, CGHseg, CBS, RJaCGH, HMM, and BioHMM on genomic profile of chromosome 7 in sample GBM29 of Bredel and others (2005) data set. The figure shows the observed log 2 ratio (light gray points) and the predicted log 2 ratio (black lines). The data are ordered according to their physical mapping along the genome. Fig. 4 . Comparison between SLM, CGHseg, CBS, RJaCGH, HMM, and BioHMM on genomic profile of chromosome 13 in sample GBM31 of Bredel and others (2005) data set. The figure shows the observed log 2 ratio (light gray points) and the predicted log 2 ratio (black lines). The data are ordered according to their physical mapping along the genome.
Mental retardation experiments
We have applied SLM and the other algorithms on 2 unpublished aCGH experiments from blood samples of patients with mental retardation (see supplementary material available at Biostatistics online). Genomic DNA was extracted from blood samples labeled and hybridized to the Agilent Human Genome CGH Microarray 44K according to the manufacturer's protocol. After hybridization and washing, slides were scanned with an Axon 4000B scanner. Each hybridization produce a pair of 16-bit images, which were processed using the GenePix Pro 4.1 software. For each experiment, we have performed a global intensitydependent normalization through lowess scatter plot smoother acted to remove systematic distortion (Yang and others, 2002) .
The karyotype of DNA sample of experiment AG6 is 46XY, t(6;7)(q11;p21), and fluorescent in situ hybridization test found a deletion on subtelomeric region 7p. AG9 experiment scans the DNA of a patient with Prader-Willi Syndrome (deletion on 15 q11-13); high resolution CGH found a deletion in 15q12-13.
According to the parameter analysis (see supplementary material available at Biostatistics online), we have applied SLM with ω = 0.5 and
The results of all the analyses are reported in Figures 5-7 . Only SLM and CGHseg were able correctly to detect both the deletions of chromosome 7 (on region 7p22.3) and chromosome 15 (region 15q12-13) in agreement with karyotypization. CBS, RJaCGH, HMM, and BioHMM were not able to identify the aberration of chromosome 7 on experiment AG6. The plot of Figure 7 reports the number of FPs identified by each algorithm against the probability of aberration status and clearly shows that our method identify the smallest number of FP. 
Computational performance
A common drawback of segmentation algorithms is the long running time required to segment real highdensity arrays. The rapid growth of microarray size and resolution requires segmentation algorithms with high computational performance. For this reason, we have tested the speed of SLM algorithm through an extensive experimentation on synthetic chromosomes and have compared its performance with respect to the other 4 methods (on synthetic data, HMM and BIOHMM use the same algorithm).
To this end, we generated synthetic chromosomes with different numbers of alterations (from 1 to 10) and different SNR (from 1 to 4).
We have tested the computational performances of the 5 algorithms on chromosomes with sizes from 500 to 8000 clones (and with aberration width fixed to 30 clones).
The results of all the simulations are summarized in Table 2 . Each value of the table is calculated by averaging the times taken by each algorithm to segment the chromosomes. HMM-based methods (HMM and RJaCGH) performed the worst in terms of computational speed. In particular, RJaCGH was not able to segment synthetic chromosomes with 8000 clones with default settings. CGHSeg performed quite well but was not able to segment synthetic chromosomes larger than 10 000 clones with default settings (see Section 3.6 for details). Since SLM and CBS out performed the other algorithms, we have compared them by extending the length of synthetic chromosomes up to 256 000 clones. This table emphasizes the high computational speed of our algorithm: in the case of chromosomes with 256 000 clones, SLM takes about 100 seconds, while CBS needs more than 450 seconds.
Parameter settings
All the analyses in this paper were performed using the statistical language R. We used R package DNAcopy version 1.16 for CBS (Olshen and others, 2005) , R package tilingArray version 1.20 (Huber and others, 2006) for CGHseg, R package snapCGH version 1.10.0 for HMM and BIOHMM (Marioni and others, 2006) and RJaCGH version 1.5.7 (Rueda and Díaz-Uriarte, 2007) . For CBS and RJaCGH, we set the default parameters. To determine the actual number of segments in HMM and BIOHMM, we used the Akaike information criterion penalty term. For CGHSeg, we set the maximum number of allowed segments in a chromosome to 10 and the maximum length of a segment to the length of the entire genomic profile. With these settings, we obtained the best results in terms of sensitivity and specificity, but we were not able to analyze genomic profiles larger than 10 000 points. Running times were calculated on a 2.4 GHz Intel Core 2 Duo with 2GB RAM.
DISCUSSION AND CONCLUSIONS
We have presented in this paper a new method automatically to detect genetic changes that involve gain or loss of segments of genomic DNA from aCGH data. Our approach is based on a class of models, called SLMs, that allows us to simulate noisy sequential processes that show sudden shifts in the mean. We have developed an EM algorithm to estimate the parameters of the SLM: the algorithm is based on the classical HMM dynamic programming procedures. It makes no assumptions about the number of changes and needs only 2 parameters to be set up (the starting number of segments K (0) and the scaling parameter ω). To identify regions with altered copy numbers, we have combined the SLM algorithm with the CGHcall calling procedure proposed by van de Wiel and others (2007) .
We have applied the algorithm to synthetic and real genomic profiles, comparing its performance with 5 state-of-the-art methods. Our approach is able to identify DNA aberrations with high sensitivity and specificity and was able correctly to locate all the aberrated regions with the smallest number of FP breakpoints.
Our algorithm is also faster than the others, an important realization as microarray size and resolution increase. For this reason, SLM can be considered very suitable for the analysis of the new generation of high-density aCGH platforms.
The application of our SLM algorithm is not limited to aCGH data. Our approach can also be used for the analysis of several emerging experimental platforms. At present, we are investigating the application of SLM algorithm to the analysis of high-resolution tiling array data. An R language package for our SLM algorithm and the R scripts for the analysis of the mental retardation experiments are available as supplementary material available at Biostatistics online (http://www.biostatistics.oxfordjournals.org).
