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Abstract
Partial differential equations with possibly discontinuous coefﬁcients play an important part in engineering,
physics and ecology. In this paper, we will study nonlinear partial differential equations with variable coefﬁcients
arising from population models. Generally speaking, it is difﬁcult to analyze the behavior of nonlinear partial
differential equations; therefore, we usually rely on the numerical approximation. Currently, there is an increasing
interest in designing numerical schemes that preserve energy properties for differential equations.Wewill design the
numerical schemes that preserve discrete energy property and show numerical experiments for a nonlinear partial
differential equation with variable coefﬁcients.
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1. Introduction
The main purposes of this paper are as follows:
(1) the validity of the discrete variational derivative method is shown concretely for a partial differential
equation with variable coefﬁcients; and
(2) to investigate the numerical solutions of a nonlinear partial differential equation with variable coef-
ﬁcients arising from the population model [1].
These days, many works exist concerning the design of structure-preserving numerical schemes for ordi-
nary differential equations [3,10,11,14,15,18,22,24,30,33,34] (and their references) andpartial differential
equations [4–6,12,16–18,23,28,31,32] (and their references).
Recently, Furihata andMori proposed one systematic procedure of designing a ﬁnite-difference scheme
for partial differential equations [8,9]. This method is the discretization of the continuous variational
derivative method. In this paper, we call this method the discrete variational derivative method to avoid
confusion with the term of the discrete variational principle [33]. One of the most remarkable features of
the ﬁnite difference scheme which is derived by this method is that it preserves energy properties such as
the energy dissipated, energy conservation and so on [13]. The other remarkable feature of this method
is that the relationship between the ﬁnite difference scheme and the boundary condition is satisfactorily
clear.Matsuo and others expanded the discrete variational derivativemethod to a complex-valued problem
[20]. They also expanded this method to design spatially accurate schemes under periodic conditions [21].
The variable coefﬁcients of our target equation involve the discontinuous case. Therefore, we think
that the behavior of the solution rapidly changes around the neighborhood of the discontinuous point.
Rannacher has already studied the ﬁnite element solution of a diffusion problem with irregularities in the
initial or boundary data [29].
In this paper, we will design the ﬁnite-difference scheme for a nonlinear partial differential equation
with variable coefﬁcients by means of the discrete variational derivative method and show numerical
experiments.
The contents of this paper are as follows: in Section 2, we will deﬁne the discrete symbols and
their calculus employed throughout this paper. In Section 3, we will describe the continuous variational
derivative and the discrete variational derivative [8,9]. In Section 4, we will show our target partial
differential equation and its energy property. After that we will derive the ﬁnite-difference scheme and
its discrete energy property. Also, we will prove the stability, the existence, the uniqueness and the
convergence rate of the proposed ﬁnite difference scheme. Finally, we will demonstrate the numerical
simulation.
2. Notations and preliminaries
In this section, we deﬁne the one-dimensional discrete operators that Furihata employed [8]. Let
= [, ] and the mesh size with respect to x be deﬁned by
x
def= − 
N
. (1)
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We denote by fk a numerical value supposed to be an approximation of f (+ kx), k = 0, 1, . . . , N
fk  f (+ kx), f = {fk}Nk=0 ∈ RN+1. (2)
2.1. Discrete operators
We deﬁne the difference operators as follows:
+k fk
def= fk+1 − fk
x
, (3)
−k fk
def= fk − fk−1
x
, (4)
(1)k fk
def= fk+1 − fk−1
2x
, (5)
(2)k fk
def= fk+1 − 2fk + fk−1
(x)2
. (6)
We deﬁne the shift operators as follows:
s±k fk
def= fk±1: shift operator. (7)
And the averaging operators are deﬁned by using a shift operator as follows:
±k
def= 12 (s±k + 1): averaging operator. (8)
2.2. Summation by parts with the trapezoidal rule
As the discretization of the integral, we adopt the trapezoidal rule
∑N
k=0
′′
that is deﬁned by
N∑
k=0
′′
fkx
def=
(
1
2
f0 +
N−1∑
k=1
fk + 12fN
)
x. (9)
The following are the discretization of the integral by parts formula in usual calculus for two sequences:
N∑
k=0
′′
fk(
+
k gk)x +
N∑
k=0
′′
(−k fk)gkx =
[
fk(s
+
k gk) + (s−k fk)gk
2
]N
k=0
, (10)
N∑
k=0
′′ (+k fk)(
+
k gk) + (−k fk)(−k gk)
2
x +
N∑
k=0
′′
((2)k fk)gkx
=
[
(+k fk)(
+
k gk) + (−k fk)(−k gk)
2
]N
k=0
, (11)
where f = {fk}Nk=0, g = {gk}Nk=0RN+1 and gk is an approximation of g(a + kx).
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Remark 1. The discrete operators with respect to t are deﬁned in the samemanner with f n corresponding
to f (nt), n = 0, 1, 2, . . . .
3. The discrete variational derivative method
In this section, we consider the deﬁnition of the discrete variational derivative [8,19]. We recall the
continuous variational derivative method brieﬂy [27]. Firstly, we deﬁne the energy as follows:
J [u, b] def=
∫ 

G(u, ux, b) dx, (12)
where u= u(x) and b= b(x). In this paper, we call G(u, ux, b) the energy function. And we assume that
the energy function takes on the form
G(u, ux, b) =
m∑
l=1
fl(u)gl(ux)hl(b), (13)
where m ∈ Z+ and fl, gl, hl : R → R are differential functions. By the usual variational argument,
we have
J [u + u, b] − J [u, b] 
∫ 

G
u
u dx +
[
G
ux
u
]

, (14)
where the variational derivative G/u is deﬁned by
G
u
def= G
u
− 
x
(
G
ux
)
. (15)
Before giving the deﬁnition of the discrete variational derivative, we deﬁne
U def={Uk}Nk=0 ∈ RN+1, (16)
V def={Vk}Nk=0 ∈ RN+1, (17)
B def={Bk}Nk=0 ∈ RN+1. (18)
The discrete energy is deﬁned by
Jd [U,B] =
N∑
k=0
′′
Gd(U,B)kx, U = {Uk}Nk=0 ∈ RN+1, B = {Bk}Nk=0 ∈ RN+1, (19)
where Gd(U,B)k corresponds to an approximation to G(u, ux, b) at x = kx. We assume that Gd(U,B)k
takes on the following form:
Gd(U,B)k =
m∑
l=1
fl(Uk)g
+
l (
+
k Uk)g
−
l (
−
k Uk)hl(Bk), (20)
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where g+l , g
−
l : R → R are differential functions. The discrete energy Gd(U,B)k should satisfy the
following condition:
lim
x→0 fl(Uk)g
+
l (
+
k Uk)g
−
l (
−
k Uk)hl(Bk) = fl(u)gl(ux)hl(b)|x=kx . (21)
Then we deﬁne the discrete variational derivative for U,V,B,∈ RN+1 as follows:
Gd
(U,V,B)k
def=
m∑
l=1
(
dfl
d(Uk, Vk)
g+l (
+
k Uk)g
−
l (
−
k Uk) + g+l (+k Vk)g−l (−k Vk)
2
hl(Bk)
−+k W−l (U,V,B)k − −k W+l (U,V,B)k
)
, (22)
where
W±l (U,V,B)k =
(
fl(Uk) + fl(Vk)
2
)(
g∓l (
∓
k Uk) + g∓l (∓k Vk)
2
)
dg±l
d(±k Uk, 
±
k Vk)
hl(Bk) (23)
and
df
d(a, b)
def=
⎧⎨
⎩
f (b) − f (a)
b − a : a = b,
df
da
: a = b.
(24)
We apply the summation by parts formula (10) to the difference Jd [U,B] − Jd [V,B] to obtain
Jd [U,B] − Jd [V,B] =
N∑
k=0
′′ Gd
(U,V,B)k
(Uk − Vk)x +
[
Gd
(U,V,B)k
]N
0
, (25)
where
Gd
(U,V,B)k
def= 1
2
m∑
l=1
(W+l (U,V,B)ks
+
k (Uk − Vk) + W−l (U,V,B)ks−k (Uk − Vk)
+ (s+k W−l (U,V,B)k + s−k W+l (U,V,B)k)(Uk − Vk)). (26)
4. Nonlinear partial differential equation with variable coefﬁcients
In this section, we derive the ﬁnite-difference scheme of a nonlinear partial differential equation with
variable coefﬁcients involving a discontinuous case which arose from the population model of the form
ut =duxx +u2(b(x)−u), where u represents the population density, d is the constant of the diffusion rate
and b(x) describes the growth rate of the living being. If the growth rate b(x) is positive, b(x) indicates
favorable habitats, i.e. b(x) represents the ease of living in the environment surrounding the living being.
If the growth rate b(x) is negative, b(x) indicates unfavorable habitats, i.e. b(x) represents the living being
as being surrounded by a harsh environment. Cantrell and Cosner have already considered the partial
differential equation of the form ut = duxx + u(b(x)− u) analytically [2], but the nonlinear term of this
partial differential equation is different from our target equation.
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4.1. The partial differential equation with variable coefﬁcient and its energy property
We consider the nonlinear partial differential equation with a variable coefﬁcient as the following
initial-boundary value problem:
u
t
(x, t) = −G
u
,
G
u
= −d 
2u
x2
(x, t) − (u(x, t))2(b(x) − u(x, t)) in , t > 0,
u
x
(x, t) = 0 on , t > 0,
u(x, 0) = (x)0, (27)
which corresponds, in our formulation, to the energy function
G(u(x, t), ux(x, t), b(x)) = d2
(
u
x
(x, t)
)2
− b(x)
3
(u(x, t))3 + 1
4
(u(x, t))4. (28)
In this paper, we have assumed that  = [, ] and d > 0 is a small constant and b(x) is bounded. The
total energy of this problem is given by
J (t) =
∫ 

G(u(x, t), ux(x, t), b(x)) dx. (29)
Remark 2. The energy function (28) has a double-well potential and is spatially inhomogeneous. Such
kind of problems, for example the inhomogeneous Allen–Cahn equation, appear in phase-transition
problems ([25,26] and references therein). The purpose of such kind of problems is to investigate
(1) the location of the transition layer and
(2) the multiplicity of transition layer.
In this paper, we will investigate these problems numerically in Section 5.
The total energy of our target equation (27) has the following energy property [8].
Theorem 3 (Energy-dissipated property). Let u be a solution of (27). Then, we have the following
inequality which indicates the dissipated property of total energy. Namely,
d
dt
J (t) = d
dt
∫ 

G(u(x, t), ux(x, t), b(x)) dx0. (30)
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4.2. The implicit ﬁnite-difference scheme for the target equation and its discrete energy property
4.2.1. A derivation of the discrete variational derivative
In this subsection, wewill calculate the discrete variational derivative for (27).We compute the solution
U
(n)
k for a discretized equation of (27), which is expected to approximate the solution u(x, t) to (27) at
points (kx, nt),
U
(n)
k  u(kx, nt), k = −1, 0, 1, . . . , N,N + 1, n = 0, 1, 2, . . . , (31)
Bk is expected to approximate b(x) at point kx
Bk
def= b(kx), k = 0, 1, . . . , N (32)
and k is expected to approximate (x) at point kx
k
def= (kx). (33)
The discrete boundary conditions are
U
(n)
−1 = U(n)1 , U(n)N+1 = U(n)N−1, n = 0, 1, . . . . (34)
The above conditions correspond to the Neumann condition of our target equation
u
x
∣∣∣∣
x=
= u
x
∣∣∣∣
x=
= 0. (35)
Condition (34) satisﬁes
(1)k U
(n)
k |k=0 = (1)k U(n)k |k=N = 0. (36)
A natural discretization of the energy function is
Gd(U(n),B)k = d2
(+k U
(n)
k )
2 + (−k U(n)k )2
2
− 1
3
Bk(U
(n)
k )
3 + 1
4
(U
(n)
k )
4
,
U = {Uk}Nk=0 ∈ RN+1, B = {Bk}Nk=0 ∈ RN+1. (37)
Remark 4. We cannot deﬁne −k U
(n)
k |k=0 and +k U(n)k |k=N in Eq. (37). To deﬁne −k U(n)k |k=0 and
+k U
(n)
k |k=N throughout this paper, we employ the following deﬁnitions:
U
(n)
−1 = U(n)1 , U(n)N+1 = U(n)N−1, n = 0, 1, . . . . (38)
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Then the discretization of the total energy is given as follows:
Jd [U(n),B] =
N∑
k=0
′′
Gd(U(n),B)kx, U
(n) = {U(n)k }Nk=0 ∈ RN+1, B = {Bk}Nk=0 ∈ RN+1. (39)
Then the discrete variational derivative is calculated as in the following proposition.
Proposition 5 (The discrete variational derivative for the target equation). We calculate the discrete
variational derivative for the target equation by means of the discrete variational derivative method
under the discrete Neumann condition. Then, we have
Gd
(U(n+1),U(n),B)k
= − d
2
(2)k (U
(n+1)
k + U(n)k ) −
1
3
Bk{(U(n+1)k )2 + U(n+1)k U(n)k + (U(n)k )2}
+ 1
4
{(U(n+1)k )3 + (U(n+1)k )2U(n)k + U(n+1)k (U(n)k )2 + (U(n)k )3}. (40)
Proof. According to the deﬁnition of (22), we obtain the discrete variational derivative (40). 
4.2.2. An implicit scheme for target equation
From Proposition 4, we obtain the implicit ﬁnite difference scheme for (27):
U
(n+1)
k − U(n)k
t
= − Gd
(U(n+1),U(n),B)k
, where
Gd
(U(n+1),U(n),B)k
= − d
2
(2)k (U
(n+1)
k + U(n)k ) −
1
3
Bk{(U(n+1)k )2 + U(n+1)k U(n)k + (U(n)k )2}
+ 1
4
{(U(n+1)k )3 + (U(n+1)k )2U(n)k + U(n+1)k (U(n)k )2 + (U(n)k )3},
k = 0, . . . , N ,
(1)k U
(n)
k = 0, k = 0, N ,
U
(0)
k = k0, k = 0, . . . , N . (41)
The next theorem is the energy dissipation property for the discretized energy function.
Theorem 6 (Discrete energy-dissipated property). Let U(n)k be a solution of (41). Then the total energy
Jd(U(n)) is dissipation with respect to the time step n. Namely,
1
t
{Jd [U(n+1),B] − Jd [U(n),B]} = 1
t
N∑
k=0
′′{Gd(U(n+1),B)k − Gd(U(n),B)k}x0,
U(n) = {U(n)k }Nk=0 ∈ RN+1, B = {Bk}Nk=0 ∈ RN+1. (42)
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Proof.
1
t
N∑
k=0
′′{Gd(U(n+1),B)k − Gd(U(n),B)k}x =
N∑
k=0
′′ Gd
(U(n+1),U(n),B)k
(U
(n+1)
k − U(n)k )
t
x
= −
N∑
k=0
′′( Gd
(U(n+1),U(n),B)k
)2
x0. 
4.3. Stability of the implicit ﬁnite difference scheme
We prove the stability for the implicit ﬁnite difference (41) by the discrete Sobolev lemma. We deﬁne
the discrete Sobolev norm as
‖f ‖2d−(1,2) def=
N∑
k=0
′′
(fk)
2x +
N∑
k=0
′′ (+k fk)
2 + (−k fk)2
2
x,
f = (fk)N+1+2lk=−l ∈ RN+1+2l; 0 l ∈ Z. (43)
Then we have the following lemma [9].
Lemma 7 (Discrete Sobolev lemma).
max
0kN
|fk|2max
(
1√
L
,
√
L
)
‖f ‖d−(1,2), (44)
where L def= b − a.
We recall the discrete energy dissipation property for the implicit ﬁnite difference scheme (41). The
discrete dissipation property is as follows (42):
N∑
k=0
′′
Gd(U(n+1),B)kx −
N∑
k=0
′′
Gd(U(n),B)kx0.
Lemma 8. We have the following inequality for the ﬁnite-difference scheme (41):
‖U(n)‖d−(1,2)
√√√√ 1
min(1, d2 )
[
N∑
k=0
′′
Gd(U(0),B)kx + L + 124
N∑
k=0
′′
Dkx
]
, (45)
where
Dk
def= B4k + 12B2k + |Bk|(B2k + 8)
√
B2k + 8. (46)
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Proof. From the energy-dissipated property (42), we have the following inequality:
N∑
k=0
′′
Gd(U(0),B)kx

N∑
k=0
′′
Gd(U(n),B)kx
=
N∑
k=0
′′
{
−Bk
3
(U
(n)
k )
3 + 1
4
(U
(n)
k )
4 + d
2
(+k U
(n)
k )
2 + (−k U(n)k )2
2
}
x

N∑
k=0
′′
{
(U
(n)
k )
2 + d
2
(+k U
(n)
k )
2 + (−k U(n)k )2
2
− 1
24
{
B4k + 12B2k + 24 + Bk(B2k + 8)
√
B2k + 8
}}
x
×
(
since
1
4
x4 − p
3
x3x2 − 1
24
{
p4 + 12p2 + 24 + p(p2 + 8)
√
p2 + 8
}
, p0
)
 min
(
1,
d
2
)
‖U(n)‖2d−(1,2) −
N∑
k=0
′′ 1
24
{
B4k + 12B2k + 24 + Bk(B2k + 8)
√
B2k + 8
}
x.
Then we have following inequality:
‖U(n)‖2d−(1,2)
1
min(1, d2 )
[
N∑
k=0
′′
Gd(U(0),B)kx
+
N∑
k=0
′′ 1
24
{
B4k + 12B2k + 24 + |Bk|(B2k + 8)
√
B2k + 8
}
x
]
. 
From these two lemmas, we have the following theorem.
Theorem 9 (Stability of the ﬁnite difference (41)). We have the following inequality which indicates the
stability of the ﬁnite-difference scheme (41).
max
0kN
|U(n)k |2
√√√√max(L, 1L)
min(1, d2 )
[
N∑
k=0
′′
Gd(U(0),B)kx + L + 124
N∑
k=0
′′
Dkx
]
. (47)
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4.4. Existence and uniqueness of the solution for the implicit ﬁnite difference scheme
The purpose of this subsection is to show the existence and uniqueness of the solution for the
proposed (41).
The existence of the solution for the ﬁnite-difference scheme means that we can compute successively
nth solution U(n)k for n = 1, 2, . . . for a given initial value {U(0)k ; k = 0, 1, . . . , N}. Therefore, it sufﬁces
to show the existence of the sequence {U(n+1)k ; k = 0, 1, . . . , N} satisfying (41). We rewrite the ﬁnite-
difference scheme. Firstly, we put
vk
def= U(n)k . (48)
Then (41) is reduced to
1
t
(U
(n+1)
k − vk) =
d
2
(2)k (U
(n+1)
k + vk) + Qd(U(n+1)k , vk), (49)
where
Qd(U
(n+1)
k , vk)
def= Bk
3
{(U(n+1)k )2 + U(n+1)k vk + (vk)2}
− 1
4
{(U(n+1)k )3 + (U(n+1)k )2vk + U(n+1)k v2k + v3k }. (50)
In order to prove the existence of the solution, we rewrite (49) as follows:(
1
t
− d
2
(2)k
)
U
(n+1)
k =
(
1
t
+ d
2
(2)k
)
vk + Qd(U(n+1)k , vk). (51)
Note that (51) is expressed as follows:(
1
t
I − d
2
D2
)
U =
(
1
t
I + d
2
D2
)
v + Qd(U, v), (52)
where U, v ∈ RN+1 are deﬁned by
U = (U0, U1, . . . , UN), (53)
v = (v0, v1, . . . , vN) (54)
and I ∈ RN+1 is the unit matrix and D2 is
D2 = 1
(x)2
⎛
⎜⎜⎜⎜⎜⎜⎝
−2 2 0 0
1 −2 1 0
0 1 −2 1
. . .
. . .
. . .
. . .
0 1 −2 1
0 0 2 −2
⎞
⎟⎟⎟⎟⎟⎟⎠
, (55)
under the boundary condition as in (41).
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In (52), we replace the right-hand side of U(n+1)k by uk (k = 0, 1, . . . , N). Then we obtain(
1
t
I − d
2
D2
)
U =
(
1
t
I + d
2
D2
)
v + Qd(u, v), (56)
where u ∈ RN+1 denotes
u = (u0, u1, . . . , uN). (57)
Now let Tv : u 
→ U be a mapping deﬁned by U = ( 1t I − d2D2)−1{( 1t I + d2D2)v + Qd(u, v). Our
problem is thus reduced to show that Tv has a unique ﬁxed point, i.e. a solution of (52). We can prove
the following theorems for the ﬁnite-difference (41). LetK be deﬁned by
K
def={u ∈ RN+1|‖u‖24M}, (58)
where
M
def= ‖v‖2, (59)
‖v‖2 def=
√√√√ N∑
k=0
(vk)
2
. (60)
Furthermore, we assume that Bk is bounded. We deﬁne c as
c
def= max
k
|Bk|, k = 0, 1, . . . , N . (61)
Then we have the following theorem.
Theorem 10 (Existence and uniqueness of the solution to (41)). If
t
1
M
2 (17c + 57M)
, (62)
then the mapping Tv : K −→ K, where Tv is deﬁned above has a unique ﬁxed point in the closed
ballK.
Remark 11. Eq. (62) is independent of x.
Proof. We have to show thatTv has a ﬁxed point under these two conditions.
(1) Tv is well-deﬁned for any v.
(2) Tv satisﬁes three conditions of the Brouwer ﬁxed-point theorem.
(B1) K(⊂ RN+1) is a bounded convex set.
(B2) Tv is mappingK 
→K.
(B3) Tv is continuous.
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Firstly, we prove (1). The matrix expression of mappingTv is(
1
t
I − d
2
D2
)
U =
(
1
t
I + d
2
D2
)
v + Qd(u, v),
where matrix D2 is denoted by (55), whose eigenvectors are
xk
def=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
cos
(
k
N
 · 0
)
cos
(
k
N
 · 1
)
cos
(
k
N
 · 2
)
...
cos
(
k
N
 · (N − 1)
)
cos
(
k
N
 · (N)
)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, hskip1.0emk = 0, . . . , N , (63)
where corresponding eigenvalues are
k
def= 2
(x)2
{
cos
(
k
N

)
− 1
}
, k = 0, . . . , N , (64)
i.e.
D2xk = kxk, k = 0, 1, . . . , N . (65)
Therefore, we obtain the inequality for the eigenvalues of 1t I − 12D2
1
t
− d
2
2
(x)2
{
cos
(
k
N

)
− 1
}

1
t
(66)
which implies that 1t I − d2D2 is invertible. Therefore, the mappingTv is well-deﬁned.
Secondly, we prove (2).
(B1) is trivial. Let us prove (B2).
We diagonalize the matrix D2 by using the eigenvectors of (63). Then
D2 = X	X−1, (67)
where
X = (x0, x1, . . . , xN), (68)
	= diag(k). (69)
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Then the matrix expression of proposed scheme is given by
U = X
(
1
t
I − d
2
	
)−1 ( 1
t
I + d
2
	
)
X−1v + X
(
1
t
I − d
2
	
)−1
X−1Qd(u, v) (70)
from which it follows that
‖U‖2‖X‖2 ·
∥∥∥∥∥
(
1
t
I − d
2
	
)−1 ( 1
t
I + d
2
	
)∥∥∥∥∥
2
· ‖X−1‖2 · ‖v‖2
+ ‖X‖2 ·
∥∥∥∥∥
(
1
t
I − d
2
	
)−1∥∥∥∥∥
2
· ‖X−1‖2 · ‖Qd(u, v)‖2, (71)
where the matrix norm is deﬁned by
‖A‖2 = sup
x=0
‖Ax‖2
‖x‖2 , x ∈ R
N+1
, (72)
and thus
‖diag(k)‖2 = max
k
|k|. (73)
By using (73), we can estimate (71) as follows:
‖U‖2‖X‖2 · max
k
∣∣∣∣∣
1
t + d2 k
1
t − d2 k
∣∣∣∣∣ · ‖X−1‖2 · ‖v‖2
+ ‖X‖2 · max
k
∣∣∣∣∣ 11
t − d2 k
∣∣∣∣∣ · ‖X−1‖2 · ‖Qd(u, v)‖2. (74)
Here we note that
max
k
∣∣∣∣∣
1
t + d2 k
1
t − d2 k
∣∣∣∣∣ 1, (75)
max
k
∣∣∣∣∣ 11
t − d2 k
∣∣∣∣∣ t . (76)
Making use of these two inequalities (75) and (76), we have
‖U‖2‖X‖2 · ‖X−1‖2 · ‖v‖2 + ‖X‖2 · t · ‖X−1‖2 · ‖Qd(u, v)‖2. (77)
From assumption (59), we obtain
‖U‖2‖X‖2 · ‖X−1‖2 · M + ‖X‖2 · t · ‖X−1‖2 · ‖Qd(u, v)‖2. (78)
Now we can estimate ‖Qd(u, v)‖2 by assumption (58). We divide ‖Qd(u, v)‖2 as follows:
Qd(u, v) = Qd1(u, v) + Qd2(u, v), (79)
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where we deﬁne Qd1(u, v) and Qd2(u, v) as
Qd1(u, v) =
Bk
3
(u2k + ukvk + v2k ), (80)
Qd2(u, v) = −14(u3k + u2kvk + ukv2k + u3k). (81)
We can estimate ‖Qd1(u, v)‖2 and ‖Qd2(u, v)‖2 as follows:
‖Qd1(u, v)‖2
17M2
2
c, (82)
‖Qd2(u, v)‖2
√
4913
8
M3. (83)
From (82) and (83)
‖Qd(u, v)‖2‖Qd1(u, v)‖2 + ‖Qd2(u, v)‖2
M2
(
17
2
c +
√
4913
8
M
)
. (84)
We substitute (84) into (78). Then we have
‖U‖2‖X‖2 · ‖X−1‖2 · M + ‖X‖2 · t · ‖X−1‖2 · M2
(
17
2
c +
√
4913
8
M
)
. (85)
Now we use the following estimates for ‖X‖2, ‖X−1‖2 [7]:
‖X‖2
√
2N , (86)
‖X−1‖2
√
2
N
. (87)
Making use of these two inequalities (86) and (87), we can compute
‖U‖2
{
1 + tM
(
17
2
c +
√
4913
8
M
)}
2M . (88)
Therefore we see thatTv is a mappingK→K, if t satisﬁes
t
1
M
2
(
17c +
√
4913
8 M
) , (89)
because of the deﬁnition ofK (58). And thus we have proved the property (B2).
Thirdly, we prove the continuity of the mappingTv . This is the property of (B3).
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We put U =Tvu, U ′ =Tvu′ for two vectors u and u′ whose components are given, respectively, by
U = (U0, U1, . . . , UN), (90)
U′ = (U ′0, U ′1, . . . , U ′N), (91)
u = (u0, u1, . . . , uN), (92)
u′ = (u′0, u′1, . . . , u′N). (93)
Similar to the estimate for (B2), we have
‖U − U′‖22t‖Qd(u, v) − Qd(u′, v)‖2
2t (‖Qd1(u, v) − Qd1(u′, v)‖2 + ‖Qd2(u, v) − Qd2(u′, v)‖2). (94)
We can estimate ‖Qd1(u, v) − Qd1(u′, v)‖2 and ‖Qd2(u, v) − Qd2(u′, v)‖2 as follows:
‖Qd1(u, v) − Qd1(u′, v)‖23cM‖u − u′‖2, (95)
‖Qd2(u, v) − Qd2(u′, v)‖2
57M2
4
‖u − u′‖2. (96)
From these inequalities (95) and (96), we obtain
‖U − U′‖26M
(
c + 19
4
M
)
t‖u − u′‖2, (97)
which means that the mappingTv is continuous. We have proved the property of (B3).
Finally, we prove the uniqueness of the solution of the proposed implicit scheme.
In fact, estimate (97) gives us the condition of contraction mapping,
t <
1
6M
(
c + 194 M
) . (98)
Comparing (89) and (98), we have arrived at the conclusion. 
4.5. Convergence analysis for the proposed scheme (41)
We show the error estimates for the numerical solution U(n)k of our proposed (41). We ﬁrst deﬁne the
error of the numerical solution as
e
(n)
k
def= U(n)k − u(kx, nt), k = −1, 0, 1, . . . , N,N + 1, n = 0, 1, 2, . . . , (99)
where u(x, t) is the solution of (27). As an extension of u(x, t), we deﬁne
u(−x, t) def= u(x, t), (100)
u((N + 1)x, t) def= u((N − 1)x, t). (101)
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In this paper, we measure the error estimate discrete L2-norm deﬁned by
‖f ‖2d−(0,2) def=
N∑
k=0
′′
(fk)
2x, f = (fk)N+lk=−l ∈ RN+1+2l; 0 l ∈ Z. (102)
Furthermore, we deﬁne time difference operators as follows:
〈1〉n f (n)
def= f
(n+ 12 ) − f (n− 12 )
t
, (103)
〈2〉n f (n)
def= f
(n+ 12 ) − 2f (n) + f (n− 12 )
(12t)
2 , (104)
s〈1〉n f (n)
def= f
(n+ 12 ) + f (n− 12 )
2
. (105)
Lemma 12. We have the following inequality for the error e(n) = (e(n)k )N+1k=−1.
1
t
{
‖e(n+1)‖2d−(0,2) − ‖e(n)‖2d−(0,2)
}

{
‖e(n+1)‖2d−(0,2) + ‖e(n)‖2d−(0,2)
}
+ 2
∥∥∥∥
(n+ 12 )1
∥∥∥∥
2
d−(0,2)
+
∥∥∥∥
(n+ 12 )2
∥∥∥∥
2
d−(0,2)
+ 4
∥∥∥∥˜(Bk;U(n+1)k ;U(n)k ) − (n+ 12 )k
∥∥∥∥
2
d−(0,2)
+ 4
∥∥∥∥˜(U(n+1)k ;U(n)k ) − (n+ 12 )k
∥∥∥∥
2
d−(0,2)
, (106)
where
˜(Bk;U(n+1)k ;U(n)k ) def= Bk
(
U
(n+1)
k
)2 + U(n+1)k U(n)k + (U(n)k )2
3
, (107)

(n+ 12 )
k
def= b(x)u2|(x,t)=(kx,(n+ 12 )t), (108)
˜(U(n+1)k ;U(n)k ) def=
(U
(n+1)
k )
3 + (U(n+1)k )2U(n)k + U(n+1)k (U(n)k )2 + (U(n)k )3
4
, (109)

(n+ 12 )
k
def= u3|(x,t)=(kx,(n+ 12 )t), (110)


(n+ 12 )
1,k
def=
{(

t
− 〈1〉n
)
u
}∣∣∣∣
(x,t)=(kx,(n+ 12 )t)
, (111)


(n+ 12 )
2,k
def= d
{(
(2)k s
〈1〉
n −
2
x2
)
u
}∣∣∣∣
(x,t)=(kx,(n+ 12 )t)
. (112)
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Proof.
e
(n+1)
k − e(n)k
t
= 1
t
(U
(n+1)
k − U(n)k ) −
1
t
{u(kx, (n + 1)t) − u(kx, nt)}
= − Gd
(U(n+1),U(n),B)k
− 〈1〉n u|(x,t)=(kx,(n+ 12 )t).
Then we have
e
(n+1)
k − e(n)k
t
= − Gd
(U(n+1),U(n),B)k
+ G
u
(
kx,
(
n + 1
2
)
t, b(x)
)
+ u
t
(
kx,
(
n + 1
2
)
t
)
− 〈1〉n u|(x,t)=(kx,(n+ 12 )t). (113)
We deﬁne F (n+
1
2 )
k as
F
(n+ 12 )
k
def= − Gd
(U(n+1),U(n),B)k
+ G
u
(
kx,
(
n + 1
2
)
t, b(x)
)
. (114)
From the above deﬁnition and (111), we obtain
e
(n+1)
k − e(n)k
t
= F (n+
1
2 )
k + 

(n+ 12 )
1,k . (115)
We recall the variational derivative of the target equation and the discrete variational derivative (40); we
rewrite F (n+
1
2 )
k as
F
(n+ 12 )
k = ˜(Bk;U(n+1)k ;U(n)k ) − 
(n+ 12 )
k − ˜(U(n+1)k ;U(n)k )
+ (n+
1
2 )
k + d(2)k
e
(n+1)
k + e(n)k
2
+ 
(n+
1
2 )
2,k . (116)
Furthermore, we deﬁne
G
(n+ 12 )
k
def= ˜(Bk;U(n+1)k ;U(n)k ) − 
(n+ 12 )
k − ˜(U(n+1)k ;U(n)k ) + 
(n+ 12 )
k . (117)
Then we have
F
(n+ 12 )
k = G
(n+ 12 )
k + d(2)k
e
(n+1)
k + e(n)k
2
+ 
(n+
1
2 )
2,k . (118)
From (115) and (118), we have
N∑
k=0
′′
(
e
(n+1)
k − e(n)k
t
)
· (e(n+1)k + e(n)k )x
=
N∑
k=0
′′ {
G
(n+ 12 )
k + 

(n+ 12 )
1,k + 

(n+ 12 )
2,k +
d
2
(2)k (e
(n+1)
k + e(n)k )
}
· (e(n+1)k + e(n)k )x. (119)
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Then we have
1
t
{
‖e(n+1)‖2d−(0,2) − ‖e(n)‖2d−(0,2)
}
=
N∑
k=0
′′
(G
(n+ 12 )
k + 

(n+ 12 )
1,k + 

(n+ 12 )
2,k )(e
(n+1)
k + e(n)k )x
+
N∑
k=0
′′ {d
2
(2)k (e
(n+1)
k + e(n)k )
}
(e
(n+1)
k + e(n)k )x
=
N∑
k=0
′′
(G
(n+ 12 )
k + 

(n+ 12 )
1,k + 

(n+ 12 )
2,k )(e
(n+1)
k + e(n)k )x
− d
2
N∑
k=0
′′ {+k (e(n+1)k + e(n)k )}2 + {−k (e(n+1)k + e(n)k )}2
2
x

N∑
k=0
′′
(G
(n+ 12 )
k + 

(n+ 12 )
1,k + 

(n+ 12 )
2,k )(e
(n+1)
k + e(n)k )x

N∑
k=0
′′{(e(n+1)k )2 + (e(n)k )2}x
+ 2
N∑
k=0
′′
(G
(n+ 12 )
k )
2x + 2
N∑
k=0
′′
(

(n+ 12 )
1 )
2x +
N∑
k=0
′′
(

(n+ 12 )
2 )
2x.
Therefore we arrived at (106). 
Lemma 13.
‖˜(Bk;U(n+1)k ;U(n)k ) − 
(n+ 12 )
k ‖2d−(0,2)C21C22{‖e(n+1)‖2d−(0,2) + ‖e(n)‖2d−(0,2)}
+ C
2
2
122
‖
(n+
1
2 )
3 ‖2d−(0,2) + 4C21C22‖

(n+ 12 )
4 ‖2d−(0,2), (120)
where
C1
def= max
0 ln+1
{
max
0kN
|U(l)k |, sup
x∈[a,b]
|u(x, lt)|
}
, (121)
C2
def= max
{
max
0kN
|Bk|, sup
x∈[a,b]
|b(x)|
}
, (122)
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(n+ 12 )
3,k
def={u(kx, (n + 1)t) − u(kx, nt)}2, (123)


(n+ 12 )
4,k
def= (s〈1〉n − 1)u
(
kx,
(
n + 1
2
)
t
)
. (124)
Proof. Let ˜−  be
˜− =
4∑
m=1
Im,k , (125)
where
I1,k
def= ˜(Bk;U(n+1)k ;U(n)k ) − ˜(Bk; u(kx, (n + 1)t);U(n)k ), (126)
I2,k
def= ˜(Bk; u(kx, (n + 1)t);U(n)k ) − ˜(Bk; u(kx, (n + 1)t); u(kx, nt)), (127)
I3,k
def= ˜(Bk; u(kx, (n+1)t); u(kx, nt))−
(
u(kx, (n+1)t)+u(kx, nt)
2
)
, (128)
I4,k
def= 
(
u(kx, (n + 1)t) + u(kx, nt)
2
)
− 
(
u
(
kx,
(
n + 1
2
)
t
))
. (129)
Now, we can easily see that
|I1,k|C1C2|e(n+1)k |, (130)
|I2,k|C1C2|e(n)k |, (131)
|I3,k|C212 {u(kx, (n + 1)t) − u(kx, nt)}
2
, (132)
|I4,k|2C1C2|(s〈1〉n − 1)u(kx, (n + 12 )t)|. (133)
Then we have the following inequalities:
‖I1‖2d−(0,2)C21C22‖e(n+1)‖2d−(0,2), (134)
‖I2‖2d−(0,2)C21C22‖e(n+1)‖2d−(0,2), (135)
‖I3‖2d−(0,2)
C22
122
‖{u(·, (n + 1)t) − u(·, nt)}2‖2d−(0,2), (136)
‖I4‖2d−(0,2)4C21C22‖(s〈1〉n − 1)u(·, nt)‖2d−(0,2). (137)
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Substituting these inequalities into
‖˜(Bk;U(n+1)k ;U(n)k ) − 
(n+ 12 )
k ‖2d−(0,2)
4∑
m=1
‖Im,k‖2d−(0,2), (138)
we obtain (120). 
Lemma 14.
∥∥∥∥˜ (U(n+1)k ;U(n)k )− (n+ 12 )k
∥∥∥∥
2
d−(0,2)

9
4
C41
{∥∥∥e(n+1)∥∥∥2
d−(0,2) +
∥∥∥e(n)∥∥∥2
d−(0,2)
}
+ C
2
1
16
∥∥∥∥
(n+ 12 )3
∥∥∥∥
2
d−(0,2)
+ 9C21
∥∥∥∥
(n+ 12 )4
∥∥∥∥
2
d−(0,2)
. (139)
Proof. Let ˜−  be
˜− =
4∑
m=1
I ′m,k , (140)
where
I ′1,k
def= ˜(U(n+1)k ;U(n)k ) − ˜(u(kx, (n + 1)t);U(n)k ), (141)
I ′2,k
def= ˜(u(kx, (n + 1)t);U(n)k ) − ˜(u(kx, (n + 1)t); u(kx, nt)), (142)
I ′3,k
def= ˜(u(kx, (n + 1)t); u(kx, nt)) − 
(
u(kx, (n + 1)t) + u(kx, nt)
2
)
, (143)
I ′4,k
def= 
(
u(kx, (n + 1)t) + u(kx, nt)
2
)
− 
(
u
(
kx,
(
n + 1
2
)
t
))
. (144)
Now we can easily see that
|I ′1,k| 32C21 |e(n+1)k |, (145)
|I ′2,k| 32C21 |e(n)k |, (146)
|I ′3,k|
C1
4
|{u(kx, (n + 1)t) − u(kx, nt)}2|, (147)
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|I ′4,k|3C21 |(s〈1〉n − 1)u(kx, (n + 12 )t)|. (148)
Then we have the following inequalities:
‖I ′1‖2d−(0,2) 94C41‖e(n+1)‖2d−(0,2), (149)
‖I ′2‖2d−(0,2) 94C41‖e(n+1)‖2d−(0,2), (150)
‖I ′3‖2d−(0,2)
C21
16
‖{u(·, (n + 1)t) − u(·, nt)}2‖2d−(0,2), (151)
‖I ′4‖2d−(0,2)9C21‖(s〈1〉n − 1)u(·, nt)‖2d−(0,2). (152)
Substituting these inequalities into
‖˜(U(n+1)k ;U(n)k ) − 
(n+ 12 )
k ‖2d−(0,2)
4∑
m=1
‖I ′m,k‖2d−(0,2), (153)
we obtain (139). 
Lemma 15.
{1 − 2t (1 + 4C21C22 + 9C41)}‖e(n+1)‖2d−(0,2)
‖e(n)‖2d−(0,2) + t{2‖

(n+ 12 )
1 ‖2d−(0,2) + ‖

(n+ 12 )
2 ‖2d−(0,2)
+ ( 136C22 + 14C21)‖

(n+ 12 )
3 ‖2d−(0,2) + (16C21C22 + 36C21)‖

(n+ 12 )
4 ‖2d−(0,2)}. (154)
Proof. From (106), (120) and (139), we can easily verify the following inequality:
1
t
{
‖e(n+1)‖2d−(0,2) − ‖e(n)‖2d−(0,2)
}
(1 + 4C21C22 + 9C41)
{
‖e(n+1)‖2d−(0,2) + ‖e(n)‖2d−(0,2)
}
+ 2
∥∥∥∥
(n+ 12 )1
∥∥∥∥
2
d−(0,2)
+
∥∥∥∥
(n+ 12 )2
∥∥∥∥
2
d−(0,2)
+ ( 136C22 + 14C21)
∥∥∥∥
(n+ 12 )3
∥∥∥∥
2
d−(0,2)
+ (16C21C22 + 36C21)
∥∥∥∥
(n+ 12 )4
∥∥∥∥
2
d−(0,2)
.
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Then we obtain
1
t
{∥∥∥e(n+1)∥∥∥2
d−(0,2) −
∥∥∥e(n)∥∥∥2
d−(0,2)
}
2(1 + 4C21C22 + 9C41)
∥∥∥e(n+1)∥∥∥2
d−(0,2) + 2
∥∥∥∥
(n+ 12 )1
∥∥∥∥
2
d−(0,2)
+
∥∥∥∥
(n+ 12 )2
∥∥∥∥
2
d−(0,2)
+ ( 136C22 + 14C21)
∥∥∥∥
(n+ 12 )3
∥∥∥∥
2
d−(0,2)
+ (16C21C22 + 36C21)
∥∥∥∥
(n+ 12 )4
∥∥∥∥
2
d−(0,2)
.
Therefore (154) is calculated. 
Corollary 16. If
t <
1
2(1 + 4C21C22 + 9C41)
, (155)
we have the following inequalities:
‖e(n)‖2d−(0,2)t
n∑
l=1
(C3)
l
{
2‖
(n+
1
2 )
1 ‖2d−(0,2) + ‖

(n+ 12 )
2 ‖2d−(0,2)
+
(
1
36
C22 +
1
4
C21
)
‖
(n+
1
2 )
3 ‖2d−(0,2) + (16C21C22 + 36C21)‖

(n+ 12 )
4 ‖2d−(0,2)
}
,
(156)
where
C3
def= 1
1 − 2t (1 + 4C21C22 + 9C41)
. (157)
Proof. Let

def= 2‖
(n+
1
2 )
1 ‖2d−(0,2) + ‖

(n+ 12 )
2 ‖2d−(0,2) + ( 136C22 + 14C21)‖

(n+ 12 )
3 ‖2d−(0,2)
+ (16C21C22 + 36C41)‖
(n+
1
2 )
4 ‖2d−(0,2). (158)
Then we have
‖e(n)‖2d−(0,2)C3(‖e(n−1)‖2d−(0,2) + t)
C3(C3‖e(n−2)‖2d−(0,2) + C3t) + C3t
(C3)n‖e(0)‖2d−(0,2) + t
n∑
l=1
(C3)
l,
where e(0)k disappears since the error of the initial data is 0; hence, we obtain (156). 
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Theorem 17. We assume that the condition of the time mesh size satisﬁes (155). If the solution of
continuous problem (17) is sufﬁciently smooth (u(·, t) ∈ C3([0, T ]) for any ﬁxed x andu(x, ·) ∈ C6([a, b])
for any ﬁxed t), then the solution of the ﬁnite-difference scheme (41) is convergent for the solution in the
sense of discrete L2-norm where the convergent rate is O(x2 + t2).
Proof. Expanding a Taylor series, there is a constant C4 satisfying the following inequalities:
∥∥∥∥
(n+ 12 )1
∥∥∥∥
2
d−(0,2)
C4(t2 + x2)2, (159)
∥∥∥∥
(n+ 12 )2
∥∥∥∥
2
d−(0,2)
C4(t2 + x2)2, (160)
∥∥∥∥
(n+ 12 )3
∥∥∥∥
2
d−(0,2)
C4(t2 + x2)2, (161)
∥∥∥∥
(n+ 12 )4
∥∥∥∥
2
d−(0,2)
C4(t2 + x2)2. (162)
By using these inequalities, there is a constant C5 satisfying
‖e(n)‖2d−(0,2)
n∑
l=0
C5L(t
2 + x2)2. (163)
From the above inequality and (156), we obtain
‖e(n)‖d−(0,2)
√
C5LT exp[{1 + 2(1 + 4C21C22 + 9C41)}T ](t2 + x2).  (164)
5. Numerical simulation
Let us show the numerical experiments of the ﬁnite difference (41). In the numerical experiments, we
compute (41) by the Newton method in the domain {(x, t)|0x1, 0 t3000} at diffusion coefﬁcient
d = 0.0001. We deﬁne the time mesh size t = 1100 and the space mesh size x = 160 , respectively. In this
paper, we consider two cases of variable coefﬁcients of b(x) and three different initial values.
Case 1:
b(x) =
⎧⎪⎪⎨
⎪⎪⎩
1, 0x 2060 ,
−1, 2060x 4060 ,
1, 4060x1.
(165)
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1.2
1.2
1
1
0.8
0.8
0.6
0.6
0.4
0.4
0.2
0.2
0
0
-0.2
-0.2
Fig. 1. Initial data.
1.2
1
0.8
0.6
0.4
0.2
0
-0.2
1.210.80.60.40.20-0.2
Fig. 2. Time step n = 3.0 × 105.
(1)
(x) = 0.5(1.0 − cos(6x))/2. (166)
(2)
(x) =
{
0.4, 0x 1060 ,
0, 1060x1.
(167)
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Fig. 3. Numerical energy with time.
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Fig. 4. Initial data.
(3)
(x) =
{
0, 0x 5060 ,
0.4, 5060x1.
(168)
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Fig. 5. Time step n = 3.0 × 105.
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Fig. 6. Numerical energy with time.
Case 2:
b(x) =
⎧⎪⎪⎨
⎪⎪⎩
1, 0x 1060 ,
−1, 1060x 5060 ,
1, 5060x1.
(169)
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Fig. 7. Initial data.
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-0.2 0 0.2 0.4 0.6 0.8 1 1.2
Fig. 8. Time step n = 3.0 × 105.
(1)
(x) = 0.5(1.0 − cos(6x))/2. (170)
(2)
(x) =
{
0.4, 0x 660 ,
0, 660x1.
(171)
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Fig. 9. Numerical energy with time.
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Fig. 10. Initial data.
(3)
(x) =
{
0, 0x 5460 ,
0.4, 5460x1.
(172)
We computed numerical solution and total numerical energy (39). We ﬁrstly focus on one example that
the variable coefﬁcient b(x) is case 1 (165) and the initial value is (166). Fig. 2 shows the numerical
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Fig. 11. Time step n = 3.0 × 105.
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Fig. 12. Numerical energy with time.
solution that we obtained by choosing Fig. 1. A transition layer exists around the discontinuous point.
The discrete total energy theoretically decreases with time (Theorem 6). Fig. 3 shows the time dependency
of the total numerical energy. This ﬁgure indicates that the total numerical energy decreases and agrees
with the dissipation property (Figs. 1–3). Furthermore, we computed ﬁve other examples (Figs. 4–9). We
can observe a transition layer around the discontinuous point in each cases. Figs. 6, 9, 12, 15 and 18 show
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Fig. 13. Initial data.
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Fig. 14. Time step n = 3.0 × 105.
the time dependency of the total numerical energy. These ﬁgures indicate that the total numerical energy
decreases and agrees with the dissipation property. Illustrations of numerical experiments of Case 2 with
initial value 1, 2 and 3 are shown in Figs. 10–18.
456 T. Ide, M. Okada / Journal of Computational and Applied Mathematics 194 (2006) 425–459
-0.0015
-0.001
-0.0005
0
0.0005
0 10 20 30 40 50 60 70
En
er
gy
Time
Fig. 15. Numerical energy with time.
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Fig. 16. Initial data.
6. Conclusion
The validity of the discrete variational derivative method was shown concretely for a partial differential
equation with variable coefﬁcients. We proposed the implicit ﬁnite-difference scheme-preserving energy
dissipation property for our target equation. This ﬁnite-difference scheme is implicit but stable in terms of
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Fig. 18. Numerical energy with time.
the discrete energy dissipation property. Furthermore, this ﬁnite-difference scheme has a unique solution
and the convergence rate is O(x2 + t2) in the sense of the discrete L2-norm.
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