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Abstract
Back in the 1960s Goldschmidt presented a variation of Newton–Raphson iterations for division that is well suited
for pipelining. The problem in using Goldschmidt’s division algorithm is to present an error analysis that enables
one to save hardware by using just the right amount of precision for intermediate calculations while still providing
correct rounding. Previous implementations relied on combining formal proof methods (that span thousands of
lines) with millions of test vectors. These techniques yield correct designs but the analysis is hard to follow and is
not quite tight.
We present a simple parametric error analysis of Goldschmidt’s division algorithm. This analysis sheds more
light on the effect of the different parameters on the error. In addition, we derive closed error formulae that allow to
determine optimal parameter choices in four practical settings.
We apply our analysis to show that a few bits of precision can be saved in the ﬂoating-point division (FP-DIV)
micro-architecture of theAMD-K7TMmicroprocessor. These reductions in precision apply to the initial approxima-
tion and to the lengths of the multiplicands in the multiplier.When translated to cost, the reductions reﬂect a savings
of 10.6% in the overall cost of the FP-DIV micro-architecture.
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1. Introduction and summary
Asymptotically optimal division algorithms are based on multiplicative division methods [14,18,22].
Current commercial processor designs employ a parallel multiplier for performing division and square-
root operations for ﬂoating-point [1,5,13,16]. The parallel multiplier is used for additional operations,
such as: multiplication and fused multiply-add. Since meeting the precision requirements of division
operations requires more precision than other operations, the dimensions of the parallel multiplier are
often determined by precision requirements of division operations. It follows that tighter analysis of the
required multiplier dimensions for division operations can lead to improvements in cost, delay, and even
power consumption.
The main two methods used for multiplicative division are a variation of Newton’s method [8,9] and a
method introduced by Goldschmidt [10] that is based on an approximation of a series expansion. Division
based on Newton’s method has a quadratic convergence rate (i.e., the number of accurate bits doubles in
each iteration) and is self-correcting (i.e., inaccuracies of intermediate computations do not accumulate).
A rigorous error analysis of Newton’s method appears in [3,11,15] and for various exceptional cases
in [5]. The analysis in [3,11] considers the smallest precision required per iteration. Our error analysis
follows this spirit by deﬁning separate error parameters for every intermediate computation. In addition,
the analysis in [3,11] relies on directed roundings, a method that we use as well.
Each iteration of Newton’s method involves two dependent multiplications; namely, the product of
the ﬁrst multiplication is one of the operands of the second multiplication. The implication of having to
compute two dependent multiplications per iteration is that these multiplications cannot be parallelized
or pipelined.
Goldschmidt’s division algorithm also requires two multiplications per iteration and the convergence
rate is the same as for Newton’s method. However, the most important feature of Goldschmidt’s algorithm
is that the two multiplications per iteration are independent and can be pipelined or computed in parallel.
On the other hand, Goldschmidt’s algorithm is not self-correcting; namely, inaccuracies of intermedi-
ate computations accumulate and cause the computed result to drift away from the accurate quotient.
Goldschmidt’s division algorithm was used in the IBM System/360 model 91 [2] and even more recently
in the IBM S/390 [20] and in theAMD-K7™microprocessor [16]. However, lack of a general and simple
error analysis of Goldschmidt’s division algorithm has averted most designers from considering imple-
menting Goldschmidt’s algorithm. Thus most implementations of multiplicative division methods have
been based on Newton’s method in spite of the longer latency due to dependent multiplications in each
iteration [5,13] (see also [23] for more references).
Goldschmidt’s method is not self-correcting as explained in [12] (there is a wrong comment on this
in [24]). This makes it particularly important and difﬁcult to keep track of accumulated and propagated
error terms during intermediate computations. We were not able to locate a general analysis of error
bounds of Goldschmidt’s algorithm in the literature. Goldschmidt’s error analysis in [10] is with respect
to a design that uses a serial radix-4 Booth multiplier with 61-bits. Goldschmidt’s design computes the
quotient of two binary numbers in the range [1/2, 1), and his analysis shows that the absolute error is in
the range [−2−56, 0]. Krishnamurthy [12] analyzes the error only for the case that only onemultiplicand is
allowed to be imprecise in intermediate computations (the second multiplicand must be precise); such an
analysis is only useful for determining lower bounds for delay. Recent implementations of Goldschmidt’s
division algorithm still rely on an error analysis that over-estimates the accumulated error [16]. Such over-
estimates lead to correct designs but waste hardware and cause unnecessary delay (since the multiplier
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and the initial lookup table are too large). These over-estimations were based on informal arguments that
were conﬁrmed by a mechanically veriﬁed proof that spans over 250 deﬁnitions and 3000 lemmas [19].
Agarwal et al. [1] presented a multiplicative division algorithm that is based on an approximate series
expansion. This algorithmwas implemented in IBM’s Power3™. Their algorithm provides no advantages
over Goldschmidt’s algorithm. In double precision, their algorithm requires 8 multiplications and the
longest chain of dependent multiplications consists of 4 multiplications.
We present a version of Goldschmidt’s division algorithm that uses directed roundings. We develop
a simple general parametric analysis of tight error bounds for our version of Goldschmidt’s division
algorithm. Our analysis is parametric in the sense that it allows arbitrary one-sided errors in each interme-
diate computation and it allows an arbitrary number of iterations. In addition, we suggest four practical
simpliﬁed settings in which errors in intermediate computations are not arbitrary. For each of these four
settings, we present a closed error formula. The advantage of closed formulae is in simplifying the task
of ﬁnding optimal parameter combinations in implementations of Goldschmidt’s division method for a
given target precision.
We demonstrate the advantages of our error analysis by showing how it could lead to savings in cost
and delay. For this purpose we consider Oberman’s [16] ﬂoating-point micro-architecture used in the
AMD-K7™ design.We present a micro-architecture that implements our version of Goldschmidt’s algo-
rithm and follows the micro-architecture described in [16]. The modules building our micro-architecture
were made as similar as possible to the modules in [16]. This was done so that the issue of the precisions
of the lookup table and multiplier could be isolated from other issues. Based on our analysis, we use a
smaller multiplier (70× 74 bits compared to 76× 76 in [16]) and we allow a slightly larger initial error
(2−13.51 compared to 2−13.75 in [16]). Based on the cost models of Paul and Seidel [17] and Mueller
and Paul [15], we estimate that our parameter choices for multiplier widths and initial approximation
accuracy reduce the cost of the micro-architecture by 10.6% compared to the parameter choices in [16].
The paper is organized as follows. In Section 2 we present Newton’s method for division and then
proceed by presenting Goldschmidt’s algorithm as a variation of Newton’s method. In Section 3, a
version of Goldschmidt’s algorithm with imprecise intermediate computations is presented as well as an
error analysis. In Section 4 we develop closed form error bounds for Goldschmidt’s method with respect
to four speciﬁc settings. In Section 5 we present an alternative micro-architecture to [16] and compare
costs.
2. Goldschmidt’s division algorithm
In this section we present Newton’s method for computing the reciprocal of a given number. We then
continue by describing a version of Goldschmidt’s division algorithm [10] that uses precise intermediate
computations. We show how Goldschmidt’s algorithm is derived from Newton’s method. The error
analysis of Newton’s method is used to analyze the errors in Goldschmidt’s algorithm.
2.1. Newton’s method
Newton’smethod can be applied to compute the reciprocal of a given number.To compute the reciprocal
of B > 0, apply Newton’s method to the function f (x) = B − 1/x. Note that: (a) the root of f (x) is
1/B, which is the reciprocal we want to compute, and (b) the function f (x) has a derivative f ′(x) = x−2
in the interval (0,∞). In particular, the derivative f ′(x) is positive.
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Fig. 1. The ﬁrst iteration steps of the Newton approximation of 1/B.
Newton iterations are deﬁned by the following recurrence: Let x0 denote an initial estimate x0 	= 0
and deﬁne xi+1 by
xi+1= xi − f (xi)
f ′(xi)
= xi −
B − 1
xi
x−2i
= xi(2− Bxi). (1)
A few iteration steps are visualized in Fig. 1.
Consider the relative error term ei deﬁned by
ei
=
1
B
− xi
1
B
= 1− Bxi.
It follows that
ei+1= 1− Bxi+1
= 1− Bxi(2− Bxi)
= (1− Bxi)2
= e2i . (2)
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Algorithm 1 Goldschmidt-Divide(A,B) - Goldschmidt’s iterative algorithm for computing A/B
Require: |e0| < 1.
1: Initialize: N−1 ← A, D−1 ← B, F−1 ← 1−e0B .
2: for i = 0 to k do
3: Ni ← Ni−1Fi−1.
4: Di ← Di−1Fi−1.
5: Fi ← 2−Di .
6: end for
7: Return(Ni)
Eq. (2) has three implications:
1. Convergence of xi to 1/B at a quadratic rate is guaranteed provided that the absolute value of the
initial relative error is less than 1. Equivalently, convergence holds if x0 ∈ (0, 2B ).
2. For i1, the relative error ei is non-negative, hence, xi1/B. This property is referred to as one-sided
convergence.
3. IfB ∈ [1, 2), then also the absolute error decreases at a quadratic rate.Hence, the number of “accurate”
bits doubles in every iteration, and the number of iterations required to obtain p bits of accuracy is
logarithmic in p.
The disadvantage of Newton’s iterations, with respect to a pipelined multiplier, is that each iteration
consists of 2 dependent multiplications: i = Bxi and i = xi(2 − i ). Namely, the product i cannot
be computed before the product i is computed.
2.2. Goldschmidt’s algorithm
In this section we describe how Goldschmidt’s algorithm can be derived from Newton’s method. Here,
our goal is to compute the quotientA/B. Goldschmidt’s algorithm uses three valuesNi,Di andFi deﬁned
as follows:
Ni
=Axi,
Di
=Bxi,
Fi
= 2−Di.
Consider Newton’s iteration: xi+1 = xi(2− Bxi). We may rewrite an iteration by
xi+1 = xiFi,
which when multiplied by A and B, respectively, becomes
Ni+1=NiFi i→∞−→ A/B,
Di+1=DiFi i→∞−→ 1.
Since xi converges to 1/B, it follows that Ni converges to A/B and Di converges to 1.
Note that: (a) Ni/Di = A/B, for every i; (b) Ni converges to A/B at the same rate that xi converges
to 1/B; and (c) Let A,B > 0. Since the relative error ei in Newton’s is non-negative, for i1, it follows
that NiA/B, Di1 and Fi1 for i1.
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Fig. 2. Schedule of the iterations of: (a) Newton’smethod and (b) Goldschmidt’s division algorithm using an initial approximation
for 1/B. The numbers in circles indicate the sequence of the multiplications involved.A bound on the relative error ei of iteration
i appears in each iteration.
As in Newton’s iterations, the algorithm converges if |e0| < 1 and the relative error decreases
quadratically. One could use a ﬁxed initial approximation of the quotient. Usually a more accurate
initial approximation of 1/B is computed by a lookup table or even a more elaborate functional unit
(c.f. [6,21]).
Algorithm 1 lists Goldschmidt’s division algorithm. GivenA andB the algorithm computes the quotient
A/B. The listing uses the same notation used above, and iterates k times.
Observe that the two multiplications that take place in every iteration (in Lines 3–4) are indepen-
dent, and therefore, Goldschmidt’s division algorithm is more amenable to pipelined implementations.
Fig. 2 depicts and compares the ﬂowcharts of the iterations of Newton’s method and Goldschmidt’s
algorithm. The initial approximation is assumed to depend on the value of B. A closer look at Fig. 2
reveals that k iterations of either Newton’s method or Goldschmidt’s algorithm require 2k+1 multiplica-
tions (the unﬁlled boxes in the ﬁgure refer to initializations in which multiplication does not take place).
These 2k + 1 multiplication must be linearly ordered in Newton’s method implying a critical path of
2k + 1 dependent multiplications. In Goldschmidt’s algorithm the two multiplications that take place in
every iterations are independent, hence the critical path consists only of k + 1 multiplications.
An error analysis of Goldschmidt’s algorithm with precise arithmetic is based on the following claim.
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Claim 1. The following equalities hold for i0:
Di = 1− e2i0 , (3)
Fi = 1+ e2i0 . (4)
The key difﬁculty in analyzing the error in imprecise implementations of Goldschmidt’s algorithm is due
to the violation of the invariant Ni/Di = A/B. Consider the equality
Nk =A/B D0F0F1 . . . Fk−1
=A/B (1− e0)(1+ e0)(1+ e20)(1+ e40) . . . (1+ e2
k−1
0 ).
Imprecise D0, F0, . . . , Fk−1 accumulate to an imprecise approximation of A/B.
How many iterations are required? Consider an initial relative error of |e0|2−a , and assume that
a quotient (reciprocal) with a relative error smaller than 2−n is required. Implementations with precise
intermediate computations of Newton’s method and Goldschmidt’s algorithm require k = log2(n/a)
iterations.
Precision of intermediate multiplications: Let len(x) denote the number of bits in the binary represen-
tation of x. Precisions above 2n (where n denotes the number of bits used to represent each of the operands
A and B) are usually considered too high for practical implementations. The following claim deals with
the lengths of the operands in intermediate calculations of Goldschmidt’s algorithm. The claim shows
that the required precision is (a+n)n
a
. This renders implementations with precise arithmetic impractical.
Claim 2. Let len(A) = len(B) = n and len(F−1) = a. The lengths of the operands Ni,Di and Fi in
Goldschmidt’s algorithm are 2i(a + n), for i0.
3. Imprecise intermediate computations
This section contains the core contribution of our paper. We present a version of Goldschmidt’s al-
gorithm with imprecise intermediate computations. In this algorithm the invariant Ni/Di = A/B of
Goldschmidt’s algorithm with precise arithmetic does not hold anymore. We then develop a simple
parametric analysis for error bounds in this algorithm. The error analysis is based on relative errors of
intermediate computations. The setting is quite general and allows for different relative errors for each
computation.
We deﬁne the relative error as follows.
Deﬁnition 1. The relative error of x with respect to y is deﬁned by
y − x
y
.
Note that one usually uses the negative deﬁnition (i.e., (x − y)/y). We prefer this deﬁnition since it
helps to clarify the direction of the directed roundings that we use.
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The analysis begins by using the exact values of all the relative errors. The values of the relative errors
depend on the actual values of the inputs and on the hardware used for the intermediate computations.
However, one can usually easily derive upper bounds on the absolute errors of each intermediate com-
putation. For example, such bounds on the absolute errors are simply derived from the precision of the
multipliers. Our analysis continues by translating the upper bounds on the absolute errors to upper bounds
on the relative errors. Hence we are able to analyze the accuracy of an implementation of the proposed
algorithm based on upper bounds on the absolute errors.
An interesting feature of our analysis is that directed roundings are used for all intermediate calculations.
Surprisingly, directed roundings play a crucial role in this analysis and enable a simpler and tighter error
analysis than round-to-nearest rounding (c.f. [16]).
3.1. Goldschmidt’s division algorithm using approximate arithmetic
A listing of Goldschmidt’s division algorithm using approximate arithmetic appears in Algorithm 2.
The values corresponding toNi ,Di , and Fi using the imprecise computations are denoted by N ′i ,D′i and
F ′i , respectively.
Directed roundings are used for all intermediate calculations. For example, N ′i is obtained by
rounding down the product N ′i−1F ′i−1. We denote by ni the relative error of N ′i with respect to
N ′i−1F ′i−1. SinceN ′i−1F ′i−1 is rounded down, we assume that ni0. Similarly, rounding down is used for
computing F ′i (with the relative error fi) and rounding up is used for computing D′i (with the relative
error di).
The initial approximation of the reciprocal 1/B is denoted by F ′−1. The relative error of F ′−1 with
respect to 1/B is denoted by e0. We do not make any assumption about the sign of e0.
Our error analysis is based on the following assumptions:
1. The operands are in the range A,B ∈ [1, 2).
2. All the relative errors incurred by directed rounding are at most 1/4. This assumption is easily met by
multipliers with more than 4 bits of precision.
3. We require that |e0| + 3d0/2 + f0 < 1/2. Again, this assumption is easily met if the multiplications
and the initial reciprocal approximations are precise enough.
4. The initial approximation F ′−1 of 1/B is in the range [1/2, 1]. This assumption is easily met if lookup
tables are used.
Algorithm 2 Goldschmidt-Approx-Divide(A,B) - Goldschmidt’s division algorithm using approximate
arithmetic
1: Initialize: N ′−1 ← A, D′−1 ← B, F ′−1 ← 1−e0B .
2: for i = 0 to k do
3: N ′i ← (1− ni)N ′i−1F ′i−1.
4: D′i ← (1+ di)D′i−1F ′i−1.
5: F ′i ← (1− fi)(2−D′i ).
6: end for
7: Return(N ′i )
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Deﬁnition 2. The relative error of N ′i with respect to A/B is
(N ′i )
= A/B −N
′
i
A/B
.
3.2. A simplifying assumption: strict directed roundings
The following assumption about directed rounding used in Algorithm 2 helps simplify the analysis.
Deﬁnition 3 (Strict Directed (SD) rounding). Rounding down is strict if x1 implies that rnd(x)1.
Similarly, rounding up is strict if x1 implies that rnd(x)1.
Observe that, in general, rounding down means that rnd(x)x, for all x. Often the absolute error
introduced by rounding is bounded by ε > 0, namely x − εrnd(x)x. Strict rounding down requires
that if x1, then rnd(x)1 no matter how close x is to 1. In non-redundant binary representation strict
rounding is easily implemented as follows. Strict rounding down can be implemented by truncating. Strict
rounding up can be obtained by (i) an increment by a unit in each position below the rounding position
and (ii) truncation of the bit string in positions less signiﬁcant than the rounding position.
Assumption 3 (SD rounding). All directed roundings used in Algorithm 2 are strict.
3.3. Parametric error analysis
Lemma 4 bounds the ranges of N ′i and F ′i in Algorithm 2 under Assumption 3. This lemma is an
extension of the properties Di1 and Fi1 (for i1) of Algorithm 1.
Let i−1
= 1−D′i−1. The following equation follows directly from the deﬁnition of F ′i−1.
D′i−1F ′i−1 = (1− fi−1)(1− 2i−1). (5)
Goldschmidt already pointed out that sinceFi tends to 1 from above, one could save hardware since the
binary representation ofFi begins with the string 1.000 . . . .An analogous remark holds forDi . However,
Lemma 4 refers to the inaccurate intermediate results (i.e.,D′i and F ′i ) rather than the precise intermediate
results (i.e., Di and Fi). Parts 2–3 of Lemma 4 show that the same hardware reduction strategy applies
to Algorithm 2, even though intermediate calculations are imprecise.
Deﬁnition 4. Deﬁne i , for i0, as follows:
i :=
{ |e0| + 3d0/2 for i = 0,
2i−1 + fi−1 otherwise.
Lemma 4 (ranges of D′i and F ′i ). The following bounds hold:
1. D′0 ∈ [1− 0, 1+ 0] ⊆ (1/2, 3/2).
2. D′i ∈ [1− i , 1], for every i1.
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3. F ′i ∈ [1, 1+ i], for every i1.
4. D′iD′i+1, for every i1.
Proof. Part (1): SinceD′0 = (1+d0)D′−1F ′−1, it follows thatD′0 = (1+d0)(1−e0) = 1−e0+d0(1−e0).
Since d0 > 0 and |e0| < 1/2, it follows that (1− e0) < 3/2 and
1− 0  1− |e0|  D′0  1+ (|e0| + 3d0/2)  1+ 0.
The bounds of 1/2 < 1 − 01 + 0 < 3/2 follow immediately from the condition 00 |e0| +
3d0/2+ f0 < 1/2.
Part (2): We prove that ifDi−1 ∈ [1− i−1, 1+ i−1], thenDi ∈ [1− i , 1]. It then follows from Part
(1) that D1 is in the required range, and then by induction, Di is in the required range, for every i1.
The assumption Di−1 ∈ [1 − i−1, 1 + i−1] implies that |i−1|i−1. By Eq. (5) it follows that
D′i = (1 + di)(1 − fi−1)(1 − 2i−1). Since (1 − fi−1)(1 − 2i−1)1, strict rounding up implies that
D′i1. On the other hand,
D′i = (1+ di)(1− fi−1)(1− 2i−1)
 (1− 2i−1)(1− fi−1)
 (1− 2i−1 − fi−1)
= 1− i . (6)
Hence, D′i ∈ [1− i , 1], and Part (2) follows.
Part (3): By Part (2), 1 − iD′i1, hence 12 − D′i1 + i . Recall that F ′i is obtained by strict
rounding down of 2−D′i , hence 1F ′i 1+ i .
Part (4): From Part (3) it follows that F ′i 1. Since D′i+1 is obtained by rounding up D′iF ′i , it follows
that D′i+1D′i , as required. 
The following theorem summarizes the relative error of Goldschmidt’s division algorithm using ap-
proximate arithmetic.
Theorem 5. For every i > 0, the relative error (N ′i ) = A/B−N
′
i
A/B
satisﬁes
i  (N ′i )  i + i , (7)
where i is deﬁned by i = 1− (1− ni)∏i−1j=0 1−nj1+dj 0.
Proof. We decompose (N ′i ) as follows:
(N ′i ) =
A/B −N ′i
A/B
= A/B −N
′
i /(D
′
i−1F ′i−1)
A/B
+ N
′
i /(D
′
i−1F ′i−1)−N ′i
A/B
. (8)
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We ﬁrst show that the ﬁrst term on the right-hand side equals i . Observe that
N ′i
D′i
can be expanded as
follows:
N ′i
D′i
= N
′
i−1
D′i−1
1− ni
1+ di
= A
B
i∏
j=0
1− nj
1+ dj . (9)
Eq. (9) implies that N ′i /D′i is non-increasing.
An expansion of N
′
i
D′i−1F ′i−1
yields
N ′i
D′i−1F ′i−1
= (1− ni)N
′
i−1F ′i−1
D′i−1F ′i−1
by deﬁnition of N ′i
= (1− ni)
N ′i−1
D′i−1
= (1− ni)A
B
i−1∏
j=0
1− nj
1+ dj , by Eq. (9).
Note that in particular N
′
i
D′i−1F ′i−1
 A
B
, hence ( N
′
i
D′i−1F ′i−1
) is non-negative. It follows that ( N
′
i
D′i−1F ′i−1
) satisﬁes

(
N ′i
D′i−1F ′i−1
)
= A/B −N
′
i /(D
′
i−1F ′i−1)
A/B
= 1− (1− ni)
i−1∏
j=0
1− nj
1+ dj
= i . (10)
We now prove that the second term on the right-hand side of Eq. (8) is non-negative and bounded by
i . Consider the numerator
N ′i
D′i−1F ′i−1
−N ′i =
N ′i
D′i−1F ′i−1
(1−D′i−1F ′i−1)
(by Eq. (10)) = (1− i)A
B
(1−D′i−1F ′i−1)
 0.
To complete the proof we only need to show that 01 − D′i−1F ′i−1i . By Parts 1 and 2 of Claim 4,
it follows that D′i−1 ∈ [1 − i−1, 1 + i−1] and F ′i−1 = (1 − fi−1)(2 − D′i−1). Hence D′i−1F ′i−1 is
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bounded by
1− i  (1− fi−1)(1− 2i−1)  D′i−1F ′i−1  D′i−1(2−D′i−1)  1
and the theorem follows. 
For i = 0 it can be veriﬁed that |(N ′0)|0 + 0.
A somewhat looser (yet easier to evaluate) bound on the relative error follows from
i
i∑
j=0
nj +
i−1∑
j=0
dj . (11)
The proof of Eq. (11) is as follows. Note that (1+x)−11−x, for x ∈ [0, 1) and∏i(1−xi)1−∑i xi ,
for xi ∈ [0, 1). Hence,
i = 1− (1− ni)
∏i−1
j=0
1− nj
1+ dj
 1− (1− ni)
∏i−1
j=0(1− nj )(1− dj )
 1−
(
1−
(
ni +
∑i−1
j=0(nj + dj )
))
= ni +
∑i−1
j=0(nj + dj ).
3.4. Deriving bounds on relative errors from absolute errors
In this subsection we obtain bounds on the relative errors (N ′i ) from the absolute errors of the interme-
diate computations. The reason for doing so is that in an implementation one is able to easily bound the
absolute errors of intermediate computations; these follow directly from the precision of the operation,
the rounding used (e.g., ﬂoor or ceiling), and the representation of the results (binary, carry-save, etc.).
Consider the computation ofN ′i . The relative error introduced by this computation is ni , andN ′i equals
(1− ni)N ′i−1F ′i−1. An accurate computation would produce the product N ′i−1F ′i−1. Hence, the absolute
error is niN ′i−1F ′i−1.
Deﬁnition 5. The absolute errors of intermediate computations are deﬁned as follows:
nepsi
= niN ′i−1F ′i−1,
depsi
= diD′i−1F ′i−1,
f epsi
= fi(2−D′i ).
In an implementation, the exact absolute errors are unknown. Instead, we use upper bounds on the ab-
solute errors.We denote these upper bounds as follows: n̂epsinepsi , d̂epsidepsi and f̂ epsif epsi .
The following claim provides bounds for the relative errors in the ﬁrst and second iteration. We leave
the proof as an exercise for the reader.
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Claim 6.
n0 = neps0(1−e0)A/B 
2neps0
1−e0 ,
d0 = deps0(1−e0) ,
f0  f eps0(1−0) ,
n1  neps1
A/B(1−0−0) 12 (1−f0)
 neps1
(1−f0)(1−0−0) ,
d1  deps1
(1−f0)(1−20)
,
f1  f eps1.
The following claim shows how one can derive upper bounds on the relative errors from upper bounds
on the absolute errors.
Claim 7 (from absolute to relative errors). IfA,B ∈ [1, 2), then for i2 the relative errors are bounded
by:
0  ni  2n̂epsi/(1− i−1 − i−1)
0  di  d̂epsi/(1− i−1)
0  fi  f̂ epsi
Proof. It follows from Deﬁnition 5 that
ni = nepsi
N ′i−1F ′i−1
, di = depsi
D′i−1F ′i−1
, fi = f epsi2−D′i
.
By Theorem 5 it follows that, for i − 11,
N ′i−1
A
B
(1− i−1 − i−1).
By Part 3 of Lemma 4 it follows that, for i − 11, F ′i−11. Hence
ni n̂epsi
2
1− i−1 − i−1 .
By Parts 2 and 3 of Lemma 4 it follows that 1D′i−11 − i−1 and F ′i−11. Hence the bounds on di
and fi follow. 
A careful reader might be concerned by the fact that i−1 and i−1 appear in the above bounds on the
relative errors ni and di . When analyzing the errors, one computes upper bounds for all relative errors
from the ﬁrst iteration to the last. These bounds are used to compute upper bounds on i−1 and i−1,
which in turn are used to bound ni and di .
4. Closed form error bounds in speciﬁc settings
In this section we describe four settings of the relative errors that enable us to derive closed form
error bounds. The advantage of having closed form error bounds is that such bounds simplify the task of
G. Even et al. / Journal of Computer and System Sciences 70 (2005) 118–139 131
minimizing an objective function (modeling cost or delay) subject to the required precision. Closed form
error bounds also enable one to easily evaluate the effect of design choices (e.g., initial error, precision
of intermediate computations, and number of iterations) on the ﬁnal error.
4.1. Setting I: ni, di nˆ and fi = 0
Setting I deals with the situation that all the relative errors ni, di are bounded by the same value nˆ. In
addition it is assumed in this setting that fi = 0, for every i. The justiﬁcation for Setting I is that if all
internal operands are represented by binary strings of equal length, then it is possible to bound all the
relative errors ni, di by the same value. The relative errors fi can be assumed to be 0, if the computations
F ′i = (2−D′i ) are precise.
Using Theorem 5 and Eq. (11), the relative approximation error (N ′i ) = A/B−N
′
i
A/B
in Setting I can be
bounded according to the following claim:
Claim 8.
0  (N ′i ) =
A/B −N ′i
A/B
 (2i + 1)nˆ + (|e0| + 3nˆ/2)2i .
4.2. Setting II: ni, di nˆ and fi/2i is exponential in −k
In setting II it is assumed that fi/2i 2−k , where  is an appropriately chosen constant and k is the
number of iterations. In addition, it is assumed that ni, di nˆ, for every i.
Claim 9.
k  2
k
0 (1+ 2−k)2
k−1
 2
k
0 e
.
Observe that in Setting II k converges quadratically and that k is larger than 2
k
0 only by a constant
factor which is independent of the initial approximation error.
Based on Theorem 5 and Eq. (11) the error bound in setting II satisﬁes:
(N ′k) < (2k + 1)nˆ+ e(|e0| + 3d0/2)2
k
.
4.3. Setting III: ni, di nˆ and fi/2i is constant
In setting III it is assumed that fi/2i C, where C is an appropriately chosen constant which is
independent of the number of iterations k. In addition, it is assumed that ni, di nˆ, for every i.
Claim 10.
k  (1+ C)2k−12k0 .
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Based on Theorem 5 and Eq. (11) the error bound in setting III satisﬁes:
(N ′k) < (2k + 1)nˆ+ ((1+ C)(|e0| + 3d0/2))2
k
.
4.4. Setting IV: ni, di nˆ and fi fˆ for every i
In setting IV the assumptions are: (i) ni, di nˆ, for every i, and (ii) fi fˆ 1/8, for every i. Hence,
i2i−1 + fˆ for all i0.
The following claim bounds the error term k corresponding to the kth iteration of Algorithm 2.
Claim 11. Let  = (1+
√
fˆ ). For every k > 0 the following holds:
k  fˆ + max{2k+1−22k0 , (2
k−22k−10 + fˆ )2 , 9fˆ 2}
Proof. We choose the substitution i = i − fˆ , for i > 0, and 0 = 0. Then, for i > 0:
|i | = |i − fˆ |
 2i−1
= (i−1 + fˆ )2. (12)
Observe that if |i−1|
√
fˆ , then |i |2fˆ 
√
fˆ . This is proved as follows. Since fˆ 1/8, it follows that
√
8fˆ 
√
fˆ . By Eq. (12) we get:
|i |  (|i−1| + fˆ )2
 (
√
fˆ + fˆ )2
 2fˆ .
The last line holds since (1+ 1/√8)2 ≈ 1.832 < 2.
Let  denote the highest index such that 0, . . . , −1 >
√
fˆ . Applying Eq. (12) we get for every i:
|i |  (|i−1| + fˆ )2
 (|i−1| +
√
fˆ |i−1|)2
= (i−1)2.
Hence by induction:
||  2+1−220 , (13)
If k, then the claim holds. Otherwise, there are two possibilities: (i) k − 2 or (ii)  =
k − 1. If case (i) holds, then 
√
fˆ , and hence |j |2fˆ , for every j > . Applying Eq. (12)
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we get:
|k|  (|k−1| + fˆ )2
 9fˆ 2.
If case (ii) holds then by applying Eq. (12) we get:
|k|  (|| + fˆ )2
 (2
k−22k−10 + fˆ )2 (by Eq. (13)). (14)
Combining these cases (namely: k,  = k − 1 and  < k − 1) yields:
k  max{2k+1−22k0 , (2
k−22k−10 + fˆ )2 , 9fˆ 2} (15)
and the claim follows. 
Note that a slightly looser bound that does not involve a max function can be written as:
Corollary 12. Let  = (1+
√
fˆ ). For every k > 0 the following holds:
k  fˆ + 2k+1−22k0 + 4fˆ 3/2.
Proof. The proof is a small modiﬁcation of the proof for Claim 11 with a different consideration of case
(ii) where  = k − 1. For this case we get from Eq. (14)
|k|  (|| + fˆ )2
 ||2 + 2||fˆ + fˆ 2
 2
k+1−42k0 + 3fˆ 3/2.
For the last line we have been using Eq. (13), that fˆ 
√
fˆ , and that ||
√
fˆ in case (ii). The
corollary follows from modifying Eq. (15) using the new bound for |k| in case (ii) and using that
9fˆ 24fˆ 3/2. 
Based on Theorem 5, Eq. (11) and Claim 11 the error bound in setting IV satisﬁes:
(N ′k) < (2k + 1)nˆ + fˆ + max{2
k+1−22k0 , (2
k−22k−10 + fˆ )2 , 9fˆ 2}.
One can easily see that, due to the ﬁrst term, there is a threshold above which increasing the number
of iterations (while maintaining all other parameters ﬁxed) increases the bound on the relative error.
Moreover, the contribution of the error term fˆ to (N ′k) does not increase with the number of iterations
k (as opposed to nˆ). This implies that in a cost effective choice one would use fˆ > nˆ.
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5. Application: an alternative FP-DIV micro-architecture for AMD-K7™
In this section we propose an alternative FP-DIV micro-architecture for the AMD-K7 microprocessor
[16]. This alternative micro-architecture is a design that implementsAlgorithm 2. Our micro-architecture
uses design choices that are similar to those of [16] to facilitate isolating the effect of precisions on cost.
Our error analysis allows us to accurately determine the required multiplier precision and thus both save
cost and reduce delay.
Overview micro-architecture: The FP-DIV micro-architecture of the AMD-K7 microprocessor is de-
scribed in [16]. The micro-architecture is based on Goldschmidt’s algorithm. We brieﬂy outline this
micro-architecture: (i) Round-to-nearest rounding is done in intermediate computations (as opposed to
directed rounding suggested in Algorithm 2). (ii) The design contains a single 76 × 76-bits multiplier.
This means that the absolute errors n̂epsi and d̂epsi are identical during all the iterations (i.e., since
round-to-nearest is used, n̂epsi = d̂epsi = 2−76). However, our alternative micro-architecture may use
smaller multipliers (even multipliers in which the multiplicands do not have equal lengths) provided that
the error analysis proves that the ﬁnal result is accurate enough. (iii) Intermediate results are compressed
and represented using non-redundant binary representation. This means that Assumption 3 on strict di-
rected rounding is easy to implement in our alternative micro-architecture. (Recall that directed rounding
is used in Algorithm 2.) (iv) The computation of F ′i is done using one’s complement computation. This
means that the absolute error f̂ epsi is identical during all the iterations, and that the error analysis of
Setting IV is applicable for our alternative architecture. (v) Final rounding of the quotient is done by
back multiplication. Our alternative micro-architecture uses the same ﬁnal rounding simply by meeting
the same error bounds needed in the ﬁnal rounding of [16].
Required ﬁnal precisions: The micro-architecture in [16] supports multiple precisions: single precision
(24, 8) in one iteration, double precision (53, 11) in two iterations, an extended precision (64, 15) and an
internal extended precision (68, 18) in three iterations. Final rounding is based on back-multiplication:
namely, comparingN ′kB withA. In general, correct IEEE rounding based on back-multiplication requires
that (N ′k) < 2−(p+1), where p denotes the precision. (The description of the required precision for
correct rounding in [16] is somewhat confusing since it is stated in terms of a two sided absolute error.
For example, the absolute error in the 68-bit precision is bounded by 2−70.)
To summarize, the upper bounds on the relative errors are as follows: (i) for single precision: (N ′1) <
2−25, (ii) for double precision: (N ′2) < 2−54, (iii) for extended double precision: (N ′3) < 2−65, and
(iv) for the 68-bit precision: (N ′3) < 2−69.
Note that the bound for the 64-bit precision is weaker than the bound for the 68-bit precision. The bound
for single precision is easily satisﬁed by the parameter choices needed to satisfy the 53-bit precision.
Hence we focus below on two iterations for double precision and on three iterations for the 68-bit
precision.
From relative errors to multiplier dimensions: We ﬁrst discuss the lengths of the multiplicands in
Algorithm 2 since these lengths determine the cost and delay of the multiplier. The lengths (or precisions)
of the multiplicands are derived from upper bounds on the relative errors ni, di and fi .
In Algorithm 2 the multiplier performs the multiplications: N ′iF ′i andD′iF ′i . It is reasonable to assume
that one multiplicand is used for N ′i and D′i and that the other multiplicand is used for F ′i . (We later
elaborate on which multiplicand should be Booth recoded.)
For simplicity, let us assume that Setting IV holds (i.e., ni, di nˆ and fi fˆ , for every i).
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We start by deriving the required length of the ﬁrst multiplicand (used forN ′i andD′i). Let a denote the
length of the ﬁrst multiplicand; this means that this multiplicand is represented by a binary string with
bits in positions [0 : (a − 1)]. Since the product is rounded (either down or up) to length a, the absolute
errors satisfy:
|n̂epsi |, |d̂epsi | < 2−(a−1).
Let us ﬁrst focus on the constraint ni nˆ. By Claim 7 it follows that for i2:
0  ni
2n̂epsi
1− i−1 − i−1 <
4 · 2−a
1− i−1 − i−1 .
Hence it sufﬁces for a to satisfy:
4 · 2−a
1− i−1 − i−1  nˆ,
which implies
a > log2
1
nˆ
+ 2+ log2
1
1− i−1 − i−1 .
Similar lower bounds for a are derived for the cases i = 0, 1 using Claim 6. Hence a should be slightly
larger than log2(1/nˆ)+ 2.
Applying Claim 7 with respect to di yields that D′i needs to be represented using slightly more than
1+ log2(1/nˆ) bits. Hence, supporting the relative error ni requires an extra bit compared to di .
We remark that this extra bit stems from the fact thatN ′i canbe less than1.One could apply normalization
shifts to the binary string that represents N ′i to reduce, in effect, the absolute error when N ′i < 1. This
implies a reduction of the length a of the ﬁrst multiplicand by 1 at the cost of adding the circuitry required
for the normalization shift. Moreover, the normalization shift can take place in the 2nd pipeline stage
(which has some slack with respect to delay) and help reduce the delay of the 3rd pipeline stage (which
contains the addition tree of the multiplier). We do not take this optimization method into account in our
comparison since it does not follow directly from our error analysis (which is the main contribution of
this paper).
Applying Claims 7 and 6 with respect to fi yields (due to i = 0) that the length of the second
multiplicand should be greater than or equal to log2(1/fˆ )+ 1+ log2(1/(1− 0)).
Optimizing the error parameters: Given a relative error bound on (N ′k), a combination of relative
errors for intermediate computations is feasible if our error analysis shows that the relative error (N ′k) is
smaller than the required bound. In this paragraph, we search for feasible combinations that minimize the
sizes of the multiplier and lookup table. We used a cost function that is based on the cost model of Paul
and Seidel [17] for Booth Radix-8 multipliers and the cost model of Mueller and Paul [15] for lookup
tables, adders, etc. (Formulas for hardware costs appear in Appendix A.)
We demonstrate the power of our error analysis in ﬁnding optimal error parameters using Setting IV.
Three error parameters determine the relative error (N ′k) in Setting IV: nˆ, fˆ and e0. Fig. 3 depicts the
results of a three dimensional search for the triple (nˆ, fˆ , e0) that leads to the cheapest design that supports
IEEE double precision (53-bits). Feasible pairs (nˆ, fˆ ) that support double precision division are depicted
in the colored region above the curve in Fig. 3. Each point in this region is assigned a maximum value
of e0, so that the triple (nˆ, fˆ , e0) is a feasible combination of error parameters. The values of nˆ and fˆ
determine the multiplier dimensions (and hence its cost), and the value of e0 determines the size of the
lookup table (and hence its cost). In this fashion we are able to associate a cost to every feasible pair
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Fig. 3. Feasible (nˆ, fˆ ) pairs using Setting IV for double precision are located in the shaded region above the curve. The closed
curves depict pairs that lead to designs with equal costs (including cost for initial reciprocal approximation). The central point
depicts a feasible pair that leads to the cheapest design.
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Fig. 4. Feasible parameter combinations of e0 and nˆ for double precision and extended double precision based on Setting I.
(nˆ, fˆ ) (we used here a smooth continuous version of the cost function so that tradeoffs are easier to
interpret). Closed curves are used to connect parameter combinations that lead to designs with equal cost.
The parameter combination corresponding to the cheapest double precision design is depicted in Fig. 3.
The optimal parameter combination is− log2(fˆ ) = 55.67,− log2(nˆ) = 57.74, and− log2(e0) = 13.92.
To simplify the search for the 68-bit internal precision we proceeded as follows. Setting I was employed
to compute a good choice for e0. Setting I assumes not only a bound nˆ for every ni and di ; it also
assumes that fi = 0.We note, however, that following [16] ourmicro-architecture uses one’s complement
subtraction, so fi 	= 0. 1 Nevertheless, Setting I is useful for the purpose of evaluating e0. Using Setting I,
1 One may use injections in the micro-architecture to account for the missing ULP due to one’s complement subtraction.
However, we do not pursue this correction because we wish to stick to a micro-architecture as similar as possible to that in [16].
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Fig. 5. Top: Feasible (nˆ, fˆ ) pairs using setting IV for 68-bit precision (when e0 = 2−13.51). Bottom: Cost of design as a function
of fˆ .
we compute feasible pairs (nˆ, e0), so that the relative errors satisfy(N ′3) < 2−68 and(N ′2) < 2−53. Fig. 4
depicts the curves of feasible pairs (nˆ, e0) for double precision and internal 68-bit precision, respectively.
The area above these curves constitutes the feasible area per constraint, hence we are interested in the
intersection of the areas above the curves. We conclude that the pair nˆ = 2−70.81, e0 = 2−13.51 is a
feasible pair for all the required precisions. It is also evident that it is of no use to try to increase e0 above
2−13.51. (We do need to decrease nˆ due to the fact that fˆ 	= 0).
Based on the analysis above, we ﬁx e0 = 2−13.51, and search for an optimal feasible pair (nˆ, fˆ ) for the
68-bit precision. Such a feasible pair is also a feasible pair for the remaining precisions. The top ﬁgure
in Fig. 5 depicts feasible pairs (nˆ, fˆ ) for 68-bit precision. Recall that the length of the ﬁrst multiplicand
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length is slightly more than 2 + log2(1/nˆ), and that the length of the second multiplicand is slightly
more than 1 + log2(1/fˆ ). One can show that this small quantity that must be added when determining
the multiplicands’ lengths is less than 0.09. The bottom ﬁgure depicts the cost of the micro-architecture
as a function of fˆ (when nˆ is taken to be as large as possible). The cost function took into account the
discretization due to computing the multiplicands’ lengths. Multiplier dimensions are depicted in the
bottom ﬁgure. Note that either multiplicand could be Booth recoded (we use radix-8 as in [16]). Each
instance of multiplier dimensions (e.g., 70 × 74) means that the ﬁrst multiplicand A is preprocessed to
compute 3A, and the second multiplicand is Booth recoded. This explains the small effect that swapping
the multiplicands has on the cost (e.g., 70 × 74 vs. 74 × 70). The minimum cost is obtained for the
feasible pair− log2 (nˆ) = 71.91 and− log2 (fˆ ) = 68.9.We conclude that multiplier dimensions 70×74
combined with a relative error bound e02−13.51 are a feasible choice of error parameters. 2 These
parameters lead to a savings in cost of 10.6% compared to the micro-architecture described in [16].
Appendix A. Cost model equations
In this section we present the formulas that are used in the cost model. These formulas are based on
the cost models described in [15,17]. Implementation of recoding and selection logic for Booth recoding
radix-8 are used from [4]. The cost formulas are listed below:
cCLA(n) := 24n − 12log2(n) + 6
caddertree(n, t, ) := (n− )(t − 2)+ (log2(t) − 2)t/2
cBooth8tree(n,m) := 14caddertree(n+ 8, m+13 , 3)
cBooth8rec(n,m) := 22m+13 
cBooth8sel(n,m) := 18n+ 8m+13 
cBooth8(n,m) := cCLA(n+ 2)+ cBooth8tree(n,m)+ cBooth8rec(n,m)
+cBooth8sel(n,m)+ cCLA(n+m)
Crom(A, d) := 0.25(A+ 3)(d + log2(log2(d)))
T LU(bit) := Crom(2bit , bit − 1)
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