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Notations
Les notations suivantes ont e´te´ choisies autant que possible pour eˆtre en accord avec les nota-
tions habituelles du domaine, en particulier celles indique´es dans Ide et al. [1997].
Me´canique des fluides
t Indice de temps continu
k Indice de temps discret
x = (x, y) Point dans R2
u(x, t) Vitesse du fluide au point x et au temps t
ξ(x, t) Vorticite´ au point x et au temps t
ζ(x, t) Divergence au point x et au temps t
∇⊥ ∇⊥ = (−∂y, ∂x) [noter : ∇⊥ξ = (∇ξ)⊥, ∇⊥ · u = ∇ · u⊥ ]
Espaces
X Espace d’e´tat, de taille Rn
O Espace d’observation, de taille Rm
Ope´rateurs et matrices
H, Hk Ope´rateur d’observation, e´ventuellement souscrit par un indice temporel
K, Kk Gain de Kalman, e´ventuellement souscrit par un indice temporel
M, Mk Mode`le dynamique, e´ventuellement souscrit par un indice temporel
Statistiques
Les processus ale´atoires spe´cifiques seront spe´cifie´s en de´but de chapitre.
xk Processus ale´atoire discret dans l’espace d’e´tat ou sa re´alisation
yk Processus ale´atoire discret dans l’espace d’observation ou sa re´alisation
x
(i)
k Re´alisation (ou particule) i dans l’espace d’e´tat au temps k
µ Espe´rance d’une variable ale´atoire
Σ Matrice de covariance, normalement suscrite pour de´signer son type
wi ∝ p(x) wi  proportionnel a`  p(x), i.e. ∃C 6= 0, wi = Cp(x)
(et ge´ne´ralement il y a la contrainte
∫
R p(x)dx = 1)
N (x;µ,V) E´valuation en x de la loi N (µ; V)
A+ Inverse ge´ne´ralise´ de la matrice A
Assimilation
N Nombre de particules
x, {x(i); i = 1 . . . N} Ensemble de particules
x(i) Particule i, 1 ≤ i ≤ N
yk Observation au temps k
η, ηt, ηk Erreur mode`le, e´ventuellement souscrite par un indice temporel
ε, εt, εk Erreur d’observation, e´ventuellement souscrite par un indice temporel
d Vecteur innovation
Indices suscrits
•t caracte´rise l’e´tat vrai (true)
•f caracte´rise l’e´tat de pre´diction (forecast)
•a caracte´rise l’e´tat apre`s assimilation (analysed)
xi
xii NOTATIONS
Abre´viations
Franc¸ais Anglais Signification
DID DFD Diffe´rence d’images de´place´es
Displaced Frame Difference
ECMA OFCE E´quation de conservation du mouvement apparent
Optical Flow Constaint Equation
(S)LK [Me´thode de] Lucas-Kanade (stochastique)
(Stochastic) Lucas-Kanade
DNS Simulation nume´rique directe
Direct Numerical Simulation
ROMS [Mode`le] Regional Ocean Modeling System
SST Tempe´rature de surface de l’oce´an
Sea Surface Temperature
KF Filtre de Kalman
Kalman Filter
EKF Filtre de Kalman e´tendu
Extended Kalman Filter
UKF Filtre de Kalman inodore
Unscented Kalman Filter
EnKF Filtre de Kalman d’ensemble
Ensemble Kalman Filter
ETKF Filtre de Kalman de transformation d’ensemble
Ensemble Transform Kalman Filter
EAKF Ensemble Adjustment Kalman Filter
EnSRF Ensemble Square Root Filter
WEnKF/WETKF Filtre de Kalman (de transformation) d’ensemble ponde´re´
Weighted Ensemble (Transform) Kalman Filter
FP PF Filtre particulaire
Particle Filter
SIS Sequential Importance Sampling
SIR Sequential Importance Resampling
Introduction ge´ne´rale
La me´te´orologie et l’oce´anographie ont longtemps fait appel uniquement a` la connais-
sance des me´te´orologues et oce´anologues pour la description et la pre´vision des phe´nome`nes
observe´s. On peut citer en oce´anographie l’e´tablissement de cartes des grands courants ma-
rins qui re´gissent la circulation oce´anique mondiale, destine´es en priorite´ aux navigateurs.
Par la suite, l’introduction de l’ordinateur dans la seconde moitie´ du XXe sie`cle a permis
l’apparition de mode`les de pre´vision nume´rique efficaces reposant sur la mode´lisation phy-
sique des phe´nome`nes me´te´orologiques et oce´anographiques. Ces mode`les et leur mise en
œuvre sont depuis sans cesse ame´liore´s au fur et a` mesure de l’e´volution de la compre´hension
des phe´nome`nes mis en jeu et de l’augmentation de la puissance de calcul disponible. Ces
mode`les sont de´finis a` diffe´rentes e´chelles spatiales, re´gionales ou bien globales par exemple.
Les mode`les globaux s’appuient sur un certain nombre de simplifications ou` des termes
ne´gligeables aux e´chelles conside´re´es peuvent eˆtre e´limine´s des e´quations de bilan. Les
mode`les locaux a` l’oppose´ doivent inclure des phe´nome`nes physiques qui, a` petite e´chelle,
ont une importance capitale. Ces phe´nome`nes recouvrent par exemple la turbulence de
couche limite, l’influence du relief, les phe´nome`nes convectifs ou les e´changes radiatifs, qui
sont extre`mement couˆteux a` mode´liser pre´cise´ment.
En paralle`le de l’ame´lioration des mode`les, pour pallier d’une part a` l’imparfaite connai-
ssance des phe´nome`nes physiques ou biologiques mis en jeu, a` leur extreˆme complexite´ et
d’autre part en raison d’une puissance de calcul limite´e, une me´thode d’enrichissement
comple´mentaire consiste a` utiliser des observations du phe´nome`ne re´el pour pre´ciser ou
de´finir un certain nombre de parame`tres du mode`le : ce processus s’appelle l’assimilation
de donne´es. Ainsi, plus notre connaissance du phe´nome`ne a` l’instant courant sera bonne,
plus l’estimation future a des chances d’eˆtre proche d’un e´tat futur du phe´nome`ne.
Historiquement, en me´te´orologie et oce´anographie, les observations furent dans un
premier temps uniquement des observations in situ, c’est-a`-dire produites par des sondes
locales immerge´es dans l’e´coulement a` e´tudier ; les donne´es issues de ces sondes sont tre`s
localise´es spatialement et ine´galement re´parties sur l’ensemble de la ge´ographie e´tudie´e.
On peut citer comme mesures in situ les mesures de pression, tempe´rature, hygrome´trie,
vitesse du vent, etc. localise´es dans des stations me´te´orologiques, des ballons-sonde ou
plus re´cemment sur des avions ; ou pour l’oce´anographie, ce sont des boue´es de´rivantes ou
fixes, ou des bateaux, mesurant la vitesse et l’orientation du vent de surface, la vitesse
et l’orientation des courants de surface, la tempe´rature, la salinite´, etc. Les zones non
observe´es sont qualifie´es de de´serts me´te´orologiques et sont quantitativement importantes.
L’introduction de mesures in situ dans un mode`le couvrant une ge´ographie vaste, dense
et manipulant de nombreuses variables physiques n’apporte que peu d’informations au re-
gard de ce qu’il serait ne´cessaire pour valider ou corriger un e´tat du mode`le. Pour travailler
sur de telles ge´ographies, il est raisonnable de supposer que l’assimilation de donne´es sera
d’autant plus pre´cise que les donne´es seront fre´quentes, spatialement denses, de bonne
qualite´ et bien de´crites par un mode`le donne´.
1
2 INTRODUCTION GE´NE´RALE
Depuis quelques dizaines d’anne´es, les radars et le de´veloppement des satellites arti-
ficiels permettent d’obtenir ce type d’observations puisque les radars et radiome`tres em-
barque´s sur les satellites ou au sol couvrent de larges zones ge´ographiques de fac¸on dense
tant spatialement que temporellement. En revanche, pour ce type d’appareillage, l’acce`s
aux mesures physiques ne se fait que de fac¸on indirecte par des relations reliant les ondes
e´lectromagne´tiques aux quantite´s physiques d’inte´reˆt ; de plus, sur les satellites, les me-
sures de´livrent un signal comprenant l’ensemble de la colonne d’air et du sol, ce qui oblige
a` de´convoluer le signal pour obtenir les grandeurs physiques localise´es dans l’espace ; et
enfin, de part l’e´loignement des satellites, les grandeurs sont intrinse`quement moyenne´es
dans les dimensions horizontales. Toutes ces difficulte´s obligent a` adapter des me´thodes
initialement propose´es dans le cadre d’observations directes in situ et en partie a` passer
par le domaine du traitement d’images 2D ou 3D.
L’objectif de cette the`se est d’apporter une contribution a` une meilleure prise en compte
de donne´es image dans les processus d’assimilation de donne´es. Dans cette the`se, nous nous
inte´resserons spe´cifiquement a` des se´quences d’images repre´sentant l’e´volution de fluides
non compressibles, pour des applications de reconstruction des courants de surface de
l’oce´an ou de visualisation en me´canique des fluides expe´rimentale. Afin de coupler des me-
sures bruite´es a` une dynamique elle aussi de´finie a` un bruit pre`s, le cadre me´thodologique
de cette e´tude sera celui du filtrage stochastique.
Les techniques de filtrage stochastique cherchent a` recouvrer la distribution d’un pro-
cessus cache´ connaissant la loi d’une se´rie de mesures. Ce proble`me ne peut eˆtre re´solu
exactement et mis en œuvre que dans certains cas tre`s spe´cifiques, dont le cas line´aire
gaussien de petite dimension. Cependant, un certain nombre de techniques reposant sur
des approches de Monte Carlo ont e´te´ propose´es depuis un certain nombre d’anne´es. C’est
sur ce type d’approches que nous nous focaliserons : l’e´tat du syste`me sera ici de´crit par
un ensemble d’e´chantillons ale´atoires de´crivant des e´tats possibles du phe´nome`ne observe´.
Deux grandes familles de telles me´thodes existent : une interpre´tation de type Monte
Carlo du filtre de Kalman et une interpre´tation de type Monte Carlo issue des proble´mati-
ques d’estimation baye´sienne. C’est une combinaison de ces deux approches que nous
utiliserons dans la suite pour ame´liorer les re´sultats (de´nomme´ filtre de Kalman d’ensemble
ponde´re´).
Dans cette the`se ont e´te´ particulie`rement e´tudie´s : le cadre ge´ne´ral de l’utilisation
du filtre particulaire sus-mentionne´ pour l’assimilation de mouvements fluides couple´s a`
un ope´rateur d’observation image, l’influence du bruit dynamique sur l’assimilation et en
particulier sa forme spatiale, les aspects multi-e´chelles avec en particulier la proposition
d’un filtre de Kalman d’ensemble (ponde´re´) multi-e´chelles et enfin l’utilisation du filtre de
Kalman d’ensemble ponde´re´ sur une application de tre`s grande dimension en mer d’Iroise
avec le mode`le oce´anique ROMS.
Description du document
Partie I : Assimilation de donne´es
Cette partie introduit la proble´matique ge´ne´rale de l’assimilation de donne´es. Le pre-
mier chapitre de´crit en de´tails le proble`me pose´ et donne un aperc¸u des me´thodes de
re´solution the´orique et pratique. Le deuxie`me chapitre se concentre sur les me´thodes
d’ensemble qui re´solvent le proble`me de l’assimilation de donne´es par des techniques
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d’e´chantillonnage probabiliste, dans le cadre ge´ne´ral des filtres particulaires.
Partie II : Assimilation d’images d’e´coulements fluides
Cette partie est le cœur du document et traite de l’assimilation de fluides par des
me´thodes de filtrage. Le premier chapitre de´crit le cadre ge´ne´ral qui sera utilise´, avec en
particulier le mode`le dynamique, les ope´rateurs d’observation, ainsi que quelques points
mineurs utilise´s dans la me´thode. Le deuxie`me chapitre de´taille les bruits dynamiques
utilise´s, dont un conc¸u pour incorporer des caracte´ristiques spectrales des e´coulements
turbulents cible´s. Le troisie`me chapitre traite d’un sche´ma d’assimilation multi-e´chelles
dans lequel l’assimilation se fait en partant d’une e´chelle grossie`re puis se raffine en fonction
d’une observation donne´e a` l’e´chelle correspondante. Le dernier chapitre de cette partie
de´taille les re´sultats qui n’auront e´te´ qu’e´voque´s dans les chapitres pre´ce´dents. Quatre
se´quences sont pre´sente´es : une simulation DNS avec des observations de type  particules
ensemence´es  et de type  scalaire passif , une se´quence de tempe´rature de surface
de l’oce´an Pacifique donne´e par le radiome`tre AVHRR sur le satellite MetOp-A, et une
se´quence 2D expe´rimentale d’un film de savon.
Partie III : Application en mer d’Iroise
Cette partie avec un unique chapitre de´crit une assimilation des courants de surface
en mer d’Iroise, a` la pointe de la Bretagne. Les observations de courants de surface sont
donne´es par deux radars terrestres et le mode`le dynamique utilise´ est baˆti a` partir du
mode`le de circulation oce´anique re´gionale ROMS.
Partie IV : Perspectives et designs
Cette partie commence par un chapitre qui tente de dresser un panorama des diffe´rents
leviers d’action possibles pour l’assimilation d’images d’e´coulements fluides par des me´tho-
des d’ensemble, re´capitulant en grande partie les travaux entrepris dans le cadre de cette
the`se. Enfin, le dernier chapitre de´crit des ame´liorations possibles de la me´thode, avec en
particulier une spe´cilisation de la vraisemblance et un a priori en me´lange de gaussiennes.
Quelques tests rapides sont pre´sente´s.
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Chapitre 1
Principes ge´ne´raux de
l’assimilation de donne´es
1.1 Pre´sentation
L’assimilation de donne´es a pour but de reconstruire l’e´volution temporelle d’un phe´no-
me`ne dont on n’a qu’une connaissance imparfaite, en s’appuyant sur des observations issues
de ce phe´nome`ne. Ces observations sont souvent elles-meˆmes bruite´es et ne caracte´risent
que partiellement le phe´nome`ne e´tudie´. En exage´rant un peu les choses, il s’agit de recons-
truire l’e´tat d’un syste`me en couplant d’une part des observations incomple`tes et bruite´es
et d’autre part une dynamique inexacte ou imparfaite de ce syste`me. On se retrouve donc
face a` deux extreˆmes ou` les donne´es seules n’offrent qu’une vue parcelaire du proble`me
tandis que le mode`le dynamique, souvent simplifie´, ne permet pas d’appre´hender a` lui seul
toute la variabilite´ du syste`me. Cela peut se re´sumer par le postulat suivant : les donne´es
sans mode`le ne permettent de caracte´riser que partiellement un syste`me, et un mode`le
sans donne´es pourra ne pas eˆtre suffisamment proche du phe´nome`ne pour ne pas de´vier
dudit phe´nome`ne au cours du temps.
E´tant donne´ l’ensemble de ces sources d’incertitudes, le phe´nome`ne en question sera na-
turellement mode´lise´ dans un contexte d’estimation statistique afin de prendre en compte
correctement la nature probabiliste du proble`me. Le re´sultat sera alors exprime´ sous forme
d’un processus stochastique ou d’une moyenne.
Pour fixer les ide´es, donnons tout de suite deux exemples :
– un mobile se de´place dans un environnement en deux ou trois dimensions, il s’agit
de connaˆıtre le plus pre´cise´ment possible sa position uniquement a` partir d’images
filmant ce mobile — le mobile en question peut eˆtre par exemple un objet volant ou
un ve´hicule roulant observe´ au-dessus de lui ;
– un fluide s’e´coule en deux dimensions ; il s’agit de trouver avec la meilleure pre´cision
possible sa vitesse en visionnant un film imageant le transport de particules ou d’un
scalaire passif par cet e´coulement.
Dans les deux cas, il s’agira de donner sur l’ensemble du domaine une estimation plus
comple`te que ce que pourrait apporter un capteur physique ou une me´thode d’estimation
a` partir de deux images comme les me´thodes de flot optique, ceci avec la connaissance
supple´mentaire de la dynamique du phe´nome`ne, meˆme si celle-ci est grossie`rement sim-
plifie´e.
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1.1.1 Cadre de travail
Le phe´nome`ne que l’on cherche a` reconstruire est mode´lise´ par un premier proces-
sus stochastique, c’est-a`-dire une famille de variables ale´atoires indice´es par un index soit
continu, t ∈ R, soit discret, k ∈ N. L’index repre´sente ge´ne´ralement le temps et on en
emploie donc fre´quemment un vocabulaire temporel, par exemple en parlant d’instants.
On peut e´galement conside´rer et repre´senter ce phe´nome`ne comme un syste`me dynamique
et utiliser alors les re´sultats mathe´matiques relatifs a` ce domaine. On suppose e´galement
avoir a` disposition des donne´es bruite´es issues de l’observation de ce phe´nome`ne. Ces ob-
servations seront repre´sente´es par un deuxie`me processus stochastique. Dans la suite, les
images e´tant donne´es a` des instants discrets, nous travaillerons le plus souvent en temps
discret.
Ces deux processus seront note´s :
– (xk)k≥0 pour le syste`me dynamique repre´sentant le phe´nome`ne ; ce processus prend
ses valeurs dans l’espace d’e´tat et est appele´ processus d’e´tat ;
– (yk)k≥1 pour l’observation du phe´nome`ne a` travers des proce´de´s de mesures ; ce
processus prend ses valeurs dans l’espace d’observation et est appele´ processus d’ob-
servation ; on confondra souvent dans la pratique ce processus avec ses re´alisations.
Les e´tats et observations peuvent eˆtre des scalaires, des vecteurs, des champs sca-
laires ou vectoriels, voire parfois des objets mathe´matiques plus exotiques comme des
graphes ou des varie´te´s riemanniennes (voir par exemple Snoussi [2011]). En me´te´orologie
et oce´anographie, les espaces conside´re´s sont ge´ne´ralement un produit carte´sien de plu-
sieurs variables physiques discre´tise´es sur une grille, variables qui peuvent eˆtre la vitesse
du fluide, sa pression, sa tempe´rature, sa salinite´, la concentration de certaines espe`ces
chimiques, un champ magne´tique, etc. Dans les cas qui nous inte´resseront dans la suite,
ces espaces e´tant des produits carte´siens de variables physiques discre´tise´es, l’espace d’e´tat
sera conside´re´ comme isomorphe a` Rn et l’espace d’observation isomorphe a` Rm.
Deux hypothe`ses sont pose´es sur ces processus :
1. Le processus (xk)k≥0 ve´rifie la proprie´te´ de Markov, c’est-a`-dire que seul le dernier
instant compte pour calculer la probabilite´ de l’e´tat a` l’instant courant :
∀k ≥ 1, p(xk|x0:k−1) = p(xk|xk−1).
De plus ce processus n’e´tant pas directement observable, on parlera de chaˆıne de
Markov cache´e. Il est possible de supposer sans perte de ge´ne´ralite´ que l’ordre du
processus de Markov est 1, c’est-a`-dire que la de´pendance ne se fait que d’un pas de
temps en arrie`re (si le processus de Markov est d’ordre supe´rieur, on peut se ramener
par un changement de variable a` un processus de Markov d’ordre 1). Ce processus
(xk)k≥0 e´tant inde´pendant des observations (yk)k≥0, on a donc :
∀k ≥ 1, p(xk|x0:k−1,y1:k−1) = p(xk|xk−1).
2. Les observations yk ne de´pendent que de l’e´tat courant xk et sont conditionnellement
inde´pendantes de l’e´tat. On aura donc l’e´galite´ suivante :
∀k ≥ 1, p(yk|x0:k,y1:k−1) = p(yk|xk).
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Figure 1.1 – Graphe des de´pendances entre les processus stochastiques.
Les deux processus (xk)k≥0 et (yk)k≥0 sont re´gis par les ope´rateurs suivants :
– un mode`le dynamique ;
– un ope´rateur d’observation.
Le mode`le dynamique correspond, dans le vocabulaire probabiliste, a` un noyau de
transition. Son action permet de passer de la mesure de probabilite´ au temps k a` la
mesure de probabilite´ au temps k + 1. Ce noyau de transition est souvent de´fini comme
e´tant la somme d’un ope´rateur de´terministe Mk appele´ mode`le dynamique et d’un bruit
gaussien ηk ∼ N (0,Qk) appele´ bruit de mode`le ou bruit dynamique. On emploiera dans ce
cas le terme de bruit additif gaussien :
xk+1 =Mk(xk) + ηk.
Mathe´matiquement, le mode`le dynamique est un ope´rateur de l’espace d’e´tat dans lui-
meˆme. Cet ope´rateur peut eˆtre line´aire ou non, et peut eˆtre issu, lorsque le phe´nome`ne est
naturellement exprime´ dans un contexte continu, de la mode´lisation du phe´nome`ne par
un jeu d’e´quations diffe´rentielles ou aux de´rive´es partielles qui seront discre´tise´es par un
sche´ma nume´rique. D’autre part, le mode`le dynamique peut e´galement eˆtre donne´ par un
jeu e´quations diffe´rentielles stochastiques ou d’e´quations aux de´rive´es partielles stochas-
tiques. En me´te´orologie et oce´anographie, il s’agit d’un mode`le nume´rique de pre´vision du
temps ou de la dynamique oce´anique. Ce mode`le est constitue´ au moyen d’une discre´tisation
en temps et en espace des e´quations physiques re´gissant le de´placement des fluides ou
l’e´volution de variables chimiques ou biologiques. Il est a` noter que le mode`le dynamique
peut avoir une parame´trisation variable dans le temps, et un indice temporel doit alors
eˆtre pre´cise´ ; par exemple, l’e´volution des mare´es de´pend entre autres des plane`tes (Lune,
Soleil), et un mode`le oce´anique prenant en compte la mare´e peut donc ne´cessiter une date
pre´cise.
L’ope´rateur d’observation relie l’e´tat du syste`me dynamique xk a` son observation yk a`
travers un proce´de´ de mesure donne´. Mathe´matiquement, ce proce´de´ peut eˆtre traduit par
un ope´rateur, line´aire ou non, allant de l’espace d’e´tat vers l’espace d’observation. Celui-ci
peut eˆtre par exemple l’identite´ si on observe directement l’espace d’e´tat, ou une projec-
tion sur un sous-espace vectoriel observe´ si on n’en observe qu’une partie. D’autre part,
un processus d’observation re´sultant d’un traitement ne permettant de mesurer qu’une
quantite´ indirecte d’une variable d’e´tat pourra conduire a` des ope´rateurs non line´aires
complexes. Tout comme le mode`le dynamique, l’ope´rateur d’observation est ge´ne´ralement
de´crit comme la somme d’un ope´rateur de´terministe et d’un bruit gaussien εk ∼ N (0,Rk) :
yk = Hk(xk) + εk.
Et tout comme le mode`le dynamique, l’ope´rateur d’observation peut varier dans le temps,
par exemple si le capteur bouge et n’observe pas toujours la meˆme zone ge´ographique,
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ou qu’un masque variable dans le temps est applique´. Deux grandes familles de capteurs
peuvent en ge´ne´ral eˆtre conside´re´es : ceux produisant une mesure locale et ceux conduisant
a` une mesure quasi dense en espace. Notons que les capteurs ponctuels permettent une me-
sure temporelle quasi continue tandis que les mesures denses fournissent une se´rie discre`te
de mesures dans le temps, avec un temps entre observations qui peut eˆtre important.
Les mesures locales proviennent souvent de sondes in situ qui renseignent sur la
tempe´rature, l’humidite´, la pression, la pluviome´trie, les vitesse et direction du vent, etc.
Celles-ci sont appareille´es dans des stations au sol fixes, sur des boue´es me´te´orologiques
fixes ou de´rivantes, sur des avions ou sur des ballons-sonde ; les boue´es me´te´orologiques
mesurent aussi des quantie´s relatives a` l’e´tat local de l’oce´an comme la hauteur et la di-
rection des vagues ou la tempe´rature. Ce type de sondes locales a l’avantage de permettre
directement un acce`s aux quantite´s physiques utilise´es en ge´osciences, mais ne donne ce-
pendant cette mesure que de fac¸on assez localise´e en espace.
Certains appareils procurent des cartes de mesures spatialement denses, comme les
radiome`tres ou radars. Ceux-ci peuvent se trouver au sol, dans des avions ou sur des
satellites stationnaires ou de´filants. Dans la terminologie relative aux observations par sa-
tellite, on parle d’observations de niveau 1 pour les donne´es brutes issues de ces capteurs.
Ensuite, a` partir des observations issues de ces radiome`tres ou radars, on peut extraire,
apre`s traitement, d’autres types d’observations comme la pression atmosphe´rique, l’humi-
dite´, la concentration de certaines espe`ces chimiques, la tempe´rature de surface de l’oce´an
(Sea Surface Temperature, SST), la hauteur de la surface de l’oce´an (Sea Surface Height,
SSH), etc. Ces traitements permettent donc d’obtenir des quantite´s physiques plus fa-
cilement utilisables dans les mode`les que les observations de niveau 1 : on qualifie ces
observations de niveau 2. Ensuite, a` partir des observations de niveau 2, d’autres variables
de niveau supe´rieurs sont successivement de´rive´es au moyen de traitements successifs.
Comme exemples d’observations de niveau 2 ou supe´rieur, on peut citer la cre´ation de
masques de nuages (utilise´s pour savoir un autre proce´de´ de mesure observant la surface
terrestre l’observe re´e´llement ou si sa mesure est fausse´e par un nuage), la reconnaissance
de la ve´ge´tation ou des autres types d’utilisation de surface terrestre, le de´placement des
masses d’air ou d’eau. Ces traitements successifs depuis le niveau 1, nume´riques et issus de
mode´lisations de la physique ou autre, peuvent introduire des erreurs lie´es, outre le pro-
cessus de mesure lui-meˆme, aux interpolations spatio-temporelles, a` la non-compre´hension
comple`te des physiques implique´es ou aux hypothe`ses de mode´lisation faites (en particulier
dans les observations de niveau 2 ou plus).
1.1.2 E´nonce´ du proble`me mathe´matique
Dans toute sa ge´ne´ralite´, le proble`me d’estimation statistique pose´ ici consiste a` es-
timer la distribution de probabilite´ de x0:k connaissant toutes les observations passe´es
y1:k, c’est-a`-dire la distribution p(x0:k|y1:k). Cette distribution est appele´e distribution a
posteriori. La distribution de filtrage p(xk|y1:k) peut eˆtre obtenue a` partir de la distri-
bution a posteriori (voir l’annexe A). Notons que c’est souvent la marginale p(xk|y1:k)
qui constitue la distribution d’inte´reˆt en assimilation de donne´es, et que l’appelation de
distribution a posteriori ou distribution de filtrage est souvent e´tendue a` cette marginale
p(xk|y1:k) =
∫
p(x0:k|y1:k)dx0:k−1. Dans le cas d’une approximation particulaire il est
simple de passer de la loi de filtrage comple`te a` sa marginale.
Graˆce a` l’hypothe`se markovienne pose´e sur le processus (xk)k≥0 et a` l’hypothe`se
1.1. PRE´SENTATION 11
d’inde´pendance conditionnelle des observations vis-a`-vis de l’e´tat, il est possible d’exprimer
la distribution a posteriori de fac¸on re´cursive en fonction uniquement de la distribution
a` l’instant pre´ce´dent. Cette solution exacte connue sous le nom de filtre baye´sien optimal
proce`de en deux e´tapes :
1. une e´tape de pre´diction : la distribution p(x0:k|y1:k−1) est calcule´e a` partir du re´sultat
au temps pre´ce´dent en faisant agir le mode`le dynamique :
p(x0:k|y1:k−1) = p(xk|x0:k−1,y1:k−1)p(x0:k−1|y1:k−1)
= p(xk|xk−1)p(x0:k−1|y1:k−1)
(1.1)
2. une e´tape de correction : la nouvelle observation est introduite graˆce au the´ore`me de
Bayes :
p(x0:k|y1:k) = p(yk|x0:k,y1:k−1)p(x0:k|y1:k−1)∫
p(yk|x0:k,y1:k−1)p(x0:k|y1:k−1)dx0:k
=
p(yk|xk)p(x0:k|y1:k−1)∫
p(yk|xk)p(x0:k|y1:k−1)dx0:k
.
(1.2)
Ce re´sultat, bien que donnant une forme explicite de la solution recherche´e, n’est
ge´ne´ralement pas utilisable en pratique pour diverses raisons : on ne peut pas repre´senter
les distributions manipule´es par des formules analytiques (simples), ou leur repre´sentation
comple`te est trop couˆteuse en termes de temps de calcul ou de me´moire.
Dans quelques cas particuliers, on peut toutefois obtenir des formules analytiques
comme c’est le cas avec le tre`s-connu filtre de Kalman pour la re´solution d’un proble`me
line´aire-gaussien. Nous le de´taillons dans une section suivante puisqu’il sert de re´fe´rence
the´orique a` un certain nombre de sche´mas d’assimilation.
1.1.3 Domaines de recherche connexes et applications
L’assimilation de donne´es se retrouve dans un grand nombre d’applications, de`s lors
qu’on essaye de corriger un mode`le physique au moyen de donne´es re´elles. Le terme d’ as-
similation de donne´es  est lui-meˆme souvent associe´ aux ge´osciences et en particulier a`
la me´te´orologie ou a` l’oce´anographie. En comprenant la notion d’assimilation de donne´es
plus largement comme e´tant les me´thodes e´tendant les principes du filtre de Kalman a` des
syste`mes plus complexes non-line´aires ou non-gaussiens et en faisant usage d’une pre´diction
par un mode`le et d’observations re´elles, on peut faire e´merger de nombreuses connexions
avec une multitude de proble`mes ou d’applications.
Dans le domaine mathe´matique et statistique tout d’abord, l’assimilation s’inscrit dans
le cadre de la the´orie de l’estimation et en particulier de l’estimation baye´sienne ; l’assimi-
lation de donne´es mode´lise spe´cifiquement l’estimation de processus de Markov cache´s. Elle
utilise e´galement le cadre ge´ne´ral des probabilite´s pour mode´liser de fac¸on naturelle cette
proble`matique et exprimer des re´sultats de convergence the´orique associe´s. L’assimilation
fait aussi usage des concepts probabilistes de chaˆınes de Markov ainsi que des processus
de diffusion dans le cas des dynamiques continues. Du point de vue de l’imple´mentation
nume´rique des me´thodes d’assimilation, elle peut utiliser les me´thodes nume´riques de type
Monte Carlo, en particulier dans les filtres particulaires, ou faire grand usage des me´thodes
d’optimisation pour les minimisations de fonctionnelles provenant de proble`mes d’estima-
tion aux moindres carre´s.
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Dans les domaines de la physique et du traitement du signal, l’assimilation se rap-
proche des proble´matiques de re´solution de proble`mes inverses puisque elle est elle-meˆme
une forme de proble`me inverse : retrouver un phe´nome`ne a` partir d’observations de ce
phe´nome`ne ; des proble`mes inverses ne rentrant pas exactement dans le cadre de l’assimi-
lation de donne´es sont par exemple la de´convolution de signaux ou l’estimation de bruit.
Pour certaines applications, l’assimilation de donne´es peut avoir des liens avec l’estimation
de mouvement en traitement d’images, pouvant comple´ter les approches de flot optique ou
de re´gularisation dans les flots optiques de Horn et Shunk. La fusion de donne´es, cherchant
a` re´concilier des donne´es provenant de diffe´rentes sources dans une repre´sentation unifie´e,
est e´galement proche de l’assimilation qui cherche, elle, a` re´unifier les observations, possi-
blement de nature diffe´rente, avec le mode`le. Enfin, l’assimilation de donne´es a un besoin
crucial de bonnes caracte´risations des statistiques d’erreur sur les mode`les dynamiques et
ope´rateurs d’observation, ce qui impliquera un usage intensif de me´thodes statistiques et
de mode`les de la physique statistique.
Dans le domaine informatique, l’apprentissage automatique peut eˆtre, dans certains
cas, une alternative a` l’assimilation de donne´es lorsqu’une base de donne´es des phe´nome`nes
passe´s peut eˆtre constitue´e, afin d’y rechercher des phe´nome`nes similaires et cela peut donc
remplacer, en un sens, le besoin d’un mode`le. L’assimilation de donne´es fait aussi souvent
usage des outils de diffe´rentiation automatique et de calcul automatique de mode`les ad-
joints requis par les approches variationnelles (voir la section 1.3.1 ci-apre`s).
Plusieurs domaines applicatifs utilisent en partie l’assimilation de donne´es. Le filtre
de Kalman est un outil central en automatique puisqu’il s’agit du domaine de recherche
historique ou` celui-ci a vu le jour. Celui-ci est en ge´ne´ral utilise´ dans la boucle de controˆle
d’un syste`me. La mode´lisation hydrologique peut faire usage de l’assimilation de donne´es,
en particulier pour la pre´vision de crues (Thirel [2009]). Tong et al. [2012] estiment le
champ de conductivite´ hydraulique et la charge d’un domaine en observant la charge en
certains points de ce domaine, et cela permet ainsi de retrouver le champ de perme´abilite´
du domaine ; la me´thode utilise´e dans ce cas est un filtre de Kalman d’ensemble localise´.
Heidari et al. [2012] cherchent a` quantifier les re´serves en pe´trole d’un gisement. Bocquel
et al. [2011] font du suivi de cibles, possiblement cache´es par moments, a` partir d’un signal
radar. En revenant en ge´ophysique mais dans un domaine autre que la me´te´orologie ou
l’oce´anographie, on trouve l’assimilation de hauteur de calottes glaciaires sur des e´chelles
ge´ologiques (Bonan et al. [2012]). La qualite´ de l’air fait aussi l’objet d’e´tudes d’assimilation
de donne´es (voir par exemple Wang et al. [2011]) et, sur un sujet proche, l’assimilation
de donne´es peut aussi eˆtre utilise´e pour retrouver la source d’une pollution, par exemple
d’origine nucle´aire (Que´lo et al. [2005]). De fac¸on plus exotique, Manandhar et al. [2012]
utilisent un filtre de Kalman pour la de´tection d’attaques et de de´faillances sur un syste`me
critique (en l’occurence ici un re´seau de distribution d’eau potable). Et en the´orie des
nombres, Donoghue [2012] e´tudie le comportement asymptotique du filtre de Kalman pour
un syste`me dynamique consistant en une suite de Fibonacci complexe. Enfin, l’assimilation
de donne´es peut aussi eˆtre source de questions the´ologiques (voir [Simon, 2006, annexe C]).
1.2 Cas line´aire-gaussien
En 1960, Rudolf Ka´lma´n 1 publiait un article sur la solution optimale a` l’assimilation
de donne´es lorsque toutes les distributions de probabilite´s sont suppose´es gaussiennes,
1. Rudolf Emil Ka´lma´n (1930-), mathe´maticien et automaticien ame´ricain d’origine hongroise.
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les ope´rateurs line´aires et les bruits additifs (Ka´lma´n [1960]), l’optimalite´ e´tant enten-
due au sens de l’erreur quadratique moyenne. Ces e´quations donnent des formules sur
l’espe´rance et la covariance de la distribution de filtrage gaussienne, la caracte´risant ainsi
comple`tement.
L’algorithme 1 de´taille le filtre de Kalman en temps discret. Lorsque les e´quations
d’e´tat et d’observation sont exprime´es en temps continu, l’algorithme est connu sous le
nom de filtre de Kalman-Bucy.
Algorithme 1 Algorithme du filtre de Kalman en temps discret
Parame`tres :
• µ0,Σ0 : espe´rance et covariance a` l’instant initial ;
• Mk,Qk : mode`le dynamique et erreur mode`le associe´e pour les temps k ≥ 1 ;
• Hk,Rk : ope´rateur d’observation et erreur d’observation associe´e pour les temps k ≥ 1 ;
• yk : donne´es observe´es aux temps k ≥ 1.
Algorithme :
1. Initialisation :
• (µa0,Σa0) = (µ0,Σ0)
2. Assimilation : pour k ≥ 1 :
• Pre´diction :
µfk = Mkµ
a
k−1
Σfk = MkΣ
a
k−1M
T
k + Qk
• Correction :
Kk = Σ
f
kH
T
k (HkΣ
f
kH
T
k + Rk)
−1
µak = µ
f
k + Kk(yk −Hkµfk)
Σak = (I−KkHk)Σfk
⇒ xk|y1:k ∼ N (µak,Σak)
Ces e´quations ont e´te´ tre`s largement utilise´es dans un grand nombre de domaines
applicatifs et sont au cœur de tre`s nombreux syste`mes de guidage ope´rationnels (voir la
section 1.1.3). Elles constituent un syste`me optimal d’assimilation dans le cas line´aire-
gaussien. Elles sont utilisables en pratique de`s lors que les trois conditions suivantes sont
rencontre´es :
1. les ope´rateurs dynamique et d’observation sont line´aires ;
2. les distributions d’e´tat et d’observation sont suppose´es gaussiennes ;
3. les espaces d’e´tat et d’observation sont de faible dimension car le stockage et le calcul
des matrices de covariance entie`res devient rapidement trop important.
Un certain nombre de me´thodes et de variantes du filtre de Kalman ont e´te´ propose´es
afin d’assouplir un ou plusieurs des points pre´ce´dents.
La premie`re variante classique et imme´diate (apparu quasiment en meˆme temps que le
filtre de Kalman) est le filtre de Kalman e´tendu (Extended Kalman Filter, EKF) qui relaxe
la contrainte de line´arite´ du filtre de Kalman. La me´thode consiste simplement a` substi-
tuer au mode`le dynamique non-line´aire son ope´rateur tangent. Une ope´ration similaire de
line´arisation peut eˆtre ope´re´e sur l’ope´rateur d’observation lorsque celui-ci est non-line´aire.
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L’utilisation du filtre de Kalman e´tendu est en pratique valide lorsque les non-line´arite´s
ne sont pas trop importantes.
Le filtre de Kalman inodore (Unscented Kalman Filter — UKF, Julier and Uhlmann
[1997], Julier and Uhlmann [2004]) relaxe la contrainte de line´arite´ du mode`le dynamique
et de l’ope´rateur d’observation et assure l’exactitude des deux premiers moments de la
distribution de filtrage ; l’algorithme s’appuie sur un ensemble de points choisis de fac¸on
de´terministe et propage ces points directement via les ope´rateurs non-line´aires, a` l’image
de la transformation unscented en statistiques.
Dans le cas des espaces d’e´tat de tre`s grande dimension, il n’est plus possible de ma-
nipuler les matrices de covariance, tant pour des questions de stockage que de temps de
calcul. Pour contourner cette difficulte´, d’autres me´thodes a` base d’un e´chantillonnage
statistique de l’espace d’e´tat ont e´te´ formule´es : l’Ensemble Kalman Filter (EnKF) ainsi
que des variations de celui-ci. Celles-ci seront pre´sente´es plus en de´tails dans le chapitre 2
et en particulier les sections 2.4 et suivantes.
1.3 Me´thodes de re´solution dans le cas ge´ne´ral
Pour faire face aux proble´matiques induites par le cas ge´ne´ral, c’est-a`-dire en cas
de non-line´arite´s, de non-gaussianite´ ou en grande dimension, deux grandes familles de
me´thodes ont e´te´ propose´es. Il s’agit d’une part de l’assimilation variationnelle ou` le
proble`me est re´solu a` l’aide de techniques issues du controˆle optimal. Notons que celles-ci
peuvent e´galement eˆtre interpre´te´es dans un sens statistique comme des techniques vi-
sant a` mettre en œuvre une estimation au sens du maximum a posteriori. D’autre part,
l’autre ensemble de me´thodes regroupe les techniques de filtrage stochastique qui sont
mises en œuvre au moyen des techniques de Monte-Carlo. Celles-ci se scindent en deux
sous-groupes : les me´thodes d’ensemble de´rive´es du filtre de Kalman et les me´thodes par-
ticulaires qui reposent sur une approximation particulaire du filtre baye´sien optimal.
Dans le cas line´aire-gaussien, ces deux grandes familles de me´thodes convergent toutes
les deux vers la meˆme solution (quand le nombre de re´alisations des filtres stochastiques
tend vers l’infini), de´crite par les e´quations du filtre de Kalman. Dans le cas ge´ne´ral, et
de`s que le nombre de particules est fini, il n’y a pas force´ment e´quivalence et les re´sultats
des deux me´thodes peuvent eˆtre diffe´rents — ce qui implique d’ailleurs quelques difficulte´s
lorsqu’on cherche a` comparer de fac¸on judicieuse ces deux approches.
1.3.1 Assimilation variationnelle
Cette section de´crit brie`vement le principe de l’assimilation variationnelle afin de mieux
comprendre les paralle`les entre les me´thodes de filtrage et l’assimilation variationnelle. La
the`se se focalisera ensuite sur les me´thodes de filtrage. Pour plus de de´tails sur les me´thodes
variationnelles, on pourra se re´fe´rer a` l’article fondateur de Le Dimet and Talagrand [1986],
a` la the`se re´cente consacre´e a` l’assimilation d’images par des techniques variationnelles de
Souopgui [2010], a` la the`se de Papadakis [2007] ou au cours de Bocquet [2004-2013]. Dans
le cas line´aire-gaussien, l’assimilation variationnelle donnera la meˆme solution que le filtre
de Kalman ; contrairement a` ce dernier toutefois, l’assimilation variationnelle pourra ma-
nipuler les espaces d’e´tat de grande dimension.
L’assimilation variationnelle consiste a` minimiser une fonctionnelle de couˆt en prenant
en compte a` la fois un e´tat initial donne´ par un mode`le, un e´tat initial xbk appele´ e´bauche
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(background), et la ou les observations disponibles. Dans sa version la plus simple, le 3D-
Var, la fonctionnelle de couˆt est compose´e de l’e´tat du mode`le a` un instant, k, et des
observations au meˆme instant :
J(xk) = (xk − xbk)TQ−1k (xk − xbk) +
1
2
(Hk(xk)− yk)TR−1k (Hk(xk)− yk).
On lui pre´fe´re ge´ne´ralement le 4D-Var prenant les L observations disponibles sur
une pe´riode donne´e, appele´e feneˆtre d’assimilation. Sur cette feneˆtre d’assimilation, dont
l’e´tendue est fixe´e suivant l’application, la fonction couˆt du 4D-Var est donne´e par :
J(x0) = (x0 − xb0)TQ−10 (x0 − xb0) +
1
2
L∑
l=0
(Hl(xl)− yol )TR−1l (Hl(xl)− yol ).
L’e´tat assimile´ x˜0 est alors un minimiseur de cette fonctionnelle J :
x˜0 = min
x0
J(x0),
ou` le proble`me pose´ est l’estimation de la condition initiale re´sultante de l’e´cart a` un
e´tat initial dit d’e´bauche (background) et de l’e´cart aux observations des variables d’e´tat
inte´gre´es a` partir de la condition initiale.
Afin de mener a` bien cette ope´ration de minimisation, une solution e´le´gante et de
charge calculatoire accessible consiste a` s’appuyer sur une variable adjointe. Le calcul de
la dynamique adjointe a` partir du mode`le direct est une ope´ration assez complique´e qui
demande une grande maˆıtrise et l’utilisation de codes de diffe´rentiation automatique tels
que Tapenade (logiciel de´veloppe´ par l’INRIA) ou TAF (logiciel commercial). Des versions
du 4D-Var ne demandant pas d’utiliser le mode`le adjoint ont e´galement e´te´ de´veloppe´es,
en utilisant a` la place les tangents line´aires du mode`le dynamique et de l’ope´rateur d’ob-
servation, comme c’est le cas dans le 4D-Var incre´mental.
Re´cemment, des me´thodes d’assimilation variationnelle s’inspirant des me´thodes d’en-
semble ont e´te´ propose´es. Ces techniques introduisent une expression empirique des ma-
trices de covariance de background sur une base d’e´chantillons. Ces me´thodes sont appele´es
EnVar (Ensemble Variational Assimilation) ou EDA (Ensemble Data Assimilation) (voir
par exemple Pereira and Berre [2006]). Elles ont l’avantage de ne pas ne´cessiter d’adjoint.
Le gradient peut eˆtre directement exprime´ dans le sous-espace des e´chantillons.
1.3.2 Me´thodes de filtrage
A` coˆte´ des me´thodes variationnelles qui ope`rent sur tout l’intervalle d’une feneˆtre d’as-
similation et font appel aux techniques d’optimisation, d’autres techniques s’appuient sur
une repre´sentation des distributions manipule´es par des e´chantillons, tire´s ale´atoirement
ou selon des re`gles particulie`res (modes propres par exemple). Cette deuxie`me famille se
repose soit directement sur les e´quations de Kalman, soit sur les e´quations ge´ne´rales du
filtre baye´sien optimal ; et peuvent, selon les me´thodes, agir soit se´quentiellement, c’est-a`-
dire que les distributions de filtrage ne sont calcule´es qu’en fonction du temps pre´ce´dent,
soit dans un mode de lissage, c’est-a`-dire que les distributions de filtrage prennent en
compte l’ensemble des observations passe´es et futures sur une feneˆtre temporelle fixe´e (ce
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mode permet des comparaisons plus justes avec l’assimilation variationnelle 4D-Var qui
ope`re naturellement dans ce cadre).
Les me´thodes fonde´es sur un e´chantillon obtenu par re´duction de dimension (modes
propres principaux / mode`les re´duits) peuvent eˆtre comple`tement dt´erministes ou com-
porter une part d’ale´a. Cette famille, se concentrant sur des mode`les re´duits et ne traitant
que les modes principaux de la dynamique, comprend les me´thodes de filtre de Kalman
de rang re´duit (Reduced-Rank Kalman Filter), avec par exemple le filtre RRSQRT qui
consiste a` repre´senter la matrice de covariance par ses modes principaux, le filtre SEEK
(Sequencial Evolutive Extended Kalman — Pham et al. [1998]) qui fait e´voluer les modes
principaux selon un filtre de Kalman e´tendu, et le filtre SEIK (Sequencial Evolutive In-
terpolated Kalman — Pham [2001]) qui consiste en une transformation unscented sur les
modes principaux.
Dans les me´thodes ale´atoires, on trouve le filtre de Kalman d’ensemble consistant en
une approximation statistique des e´quations de Kalman, et qui repre´sente la distribution
d’e´tat par une somme d’e´chantillons ale´atoires ; ceux-ci permettent ensuite de retrouver
la moyenne et la covariance. De fac¸on proche du filtre de Kalman d’ensemble, on trouve
e´galement les filtres particulaires qui repre´sentent e´galement la distribution d’e´tat par un
e´chantillon ale´atoire. Par contre, ceux-ci ont l’avantage de pouvoir repre´senter n’importe
quelle distribution et de pouvoir travailler nativement avec des ope´rateurs non line´aires,
tout en assurant la convergence vers le filtre baye´sien lorsque le nombre de particules tend
vers l’infini. Ces deux types de me´thodes probabilistes sont traite´es en de´tails dans le
chapitre suivant.
1.4 Conclusion
Ce chapitre a pose´ le proble`me de l’assimilation de donne´es, accompagne´ de quelques
exemples d’utilisation, et introduit les principales familles de me´thodes pour sa re´solution :
la formule the´orique, les formules re´solues dans le cas line´aire-gaussien, l’assimilation va-
riationnelle, les me´thodes de filtrage, ainsi que quelques autres me´thodes difficilement
classables dans ces cate´gories. Le chapitre suivant se focalisera sur les me´thodes de filtrage
issues d’approximations de Monte Carlo qui seront utilise´es dans la suite du document.
Chapitre 2
Me´thodes de filtrage
Les filtres particulaires (Particle Filters, PF) et filtres de Kalman d’ensemble (Ensemble
Kalman Filters, EnKF) correspondent a` des mises en œuvre de type Monte Carlo du
proble`me de filtrage stochastique. Leur caracte´ristique principale est de repre´senter les
densite´s de probabilite´ par un ensemble d’e´chantillons, appele´s particules. Au-dela` de cette
caracte´ristique commune, de tre`s nombreuses variations existent.
D’un point de vue ge´ne´ral, chacune des particules manipule´es repre´sente un e´tat pos-
sible du syste`me et, dans la plupart des me´thodes, se voit attribuer un poids proportionnel
a` la  qualite´  potentielle de l’e´chantillon vis-a`-vis de la distribution de filtrage recherche´e.
La densite´ de probabilite´ recherche´e re´pondant au proble`me du filtrage est alors la somme
ponde´re´e des masses de Dirac centre´es sur ces particules, et d’autres quantite´s telles que la
moyenne ou la variance peuvent ensuite eˆtre de´duites imme´diatement de cette distribution.
Deux grandes familles de me´thodes d’ensemble se distinguent. La premie`re regroupe
les variantes du filtre du filtre de Kalman d’ensemble. Ces me´thodes correspondent a` une
mise en œuvre de Monte Carlo des e´quations de Kalman. La convergence vers le filtre
baye´sien optimal est de´montre´e uniquement dans le cas line´aire-gaussien quand le nombre
de particules tend vers l’infini (Le Gland et al. [2009]) ; les filtres de Kalman d’ensemble
tendent dans ce cas vers le filtre baye´sien optimal (voir la section 1.3). La seconde famille
de me´thodes est constitue´e des filtres particulaires. Ces filtres baˆtis en conside´rant une
approximation de Monte Carlo de la densite´ de filtrage ont l’avantage de converger vers la
distribution optimale dans un cas tre`s ge´ne´ral — c’est-a`-dire y compris quand les distribu-
tions sont non gaussiennes ou les ope´rateurs non line´aires — quand le nombre de particules
tend vers l’infini. En revanche, ceci se fait en pratique au prix d’un nombre de particules
beaucoup plus important que dans le cas du filtre de Kalman d’ensemble. Ces me´thodes
sont donc associe´es a` un couˆt calculatoire beaucoup plus important. Ce couˆt de calcul tre`s
important des filtres particulaires, parfois au-dela` du re´aliste pour les applications en tre`s
grande dimension comme on en trouve en ge´ophysique, a fait e´merger des directions de re-
cherche visant a` privile´gier des me´thodes reposant sur un tre`s faible nombre de particules.
On pourra consulter avec profit van Leeuwen [2009] ou Arnaud [2004] pour des aperc¸us
respectivement des filtres particulaires en ge´ophysique et des me´thodes probabilistes ap-
plique´es au suivi.
Conceptuellement, on peut imaginer la population de particules comme un ensemble
d’individus explorant un territoire et s’adaptant en fonction des contraintes de ce terri-
toire ; et on peut ainsi re´fle´chir en faisant des paralle`les avec la the´orie de l’e´volution en
ge´ne´tique des populations. Ainsi, dans la plupart des filtres particulaires, les particules
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e´voluent inde´pendemment puis, en fonction de l’observation, meurent pour une partie et
se reproduisent pour une autre partie. Les ge´ne´alogies survivantes constituent les trajec-
toires des individus repre´sentant le mieux la re´alite´ du phe´nome`ne observe´.
Nous commenc¸ons par donner dans ce chapitre un bref aperc¸u du de´veloppement his-
torique des diffe´rentes me´thodes d’assimilation d’ensemble et des diffe´rents vocabulaires
utilise´s dans la litte´rature. Puis nous exposons la the´orie ge´ne´rale de re´solution du proble`me
du filtrage avec les filtres particulaires en de´taillant les aspects the´oriques ge´ne´raux, les
imple´mentations the´oriques et l’algorithme pratique. Le filtre de Kalman d’ensemble est
ensuite pre´sente´, suivi par une variation appele´e Ensemble Square Root Filters qui utilise
une e´tape d’analyse de´terministe contrairement au filtre de Kalman d’ensemble classique.
Enfin, nous pre´sentons le filtre de Kalman d’ensemble ponde´re´ qui sera spe´cifiquement
l’objet d’e´tude central de cette the`se. Ce dernier est conc¸u pour prendre en compte le
meilleur des deux me´thodes pre´sente´es : la vitesse de convergence des filtres de Kalman
d’ensemble et la faculte´ the´orique de convergence des filtres particulaires.
t=0 t=1 t=2 t=3
Figure 2.1 – Ge´ne´alogie d’une population de cinq particules : chaque particule e´volue,
s’adapte, puis meurt ou engendre une descendance.
2.1 Historique
Outre les me´thodes variationnelles qui se de´veloppent vers la fin des anne´es 1980
(pre´sente´es brie`vement dans la section 1.3.1), on trouve parmi les me´thodes probabilistes
deux grandes familles de me´thodes :
1. les filtres particulaires ;
2. les filtres de Kalman d’ensemble.
Les filtres particulaires se de´veloppent depuis le milieu des anne´es 1990 et sont initiale-
ment plutoˆt utilise´s dans la communaute´ du traitement du signal. Un des premiers articles
sur les filtres particulaires est celui de Gordon et al. [1993]. Ces me´thodes de´veloppent
un cadre the´orique et pratique permettant de re´soudre le proble`me du filtrage pour des
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ope´rateurs non-line´aires et pour des distributions quelconques. Elles s’appuient sur un
e´chantillonnage des distributions par un nombre N fini d’e´chantillons appele´s particules.
Le re´sultat important, donne´ par la loi forte des grands nombres, est que lorsque N tend
vers l’infini, la distribution repre´sente´e par ces particules tend presque suˆrement vers la
distribution de filtrage. Les re´sultats sont concluants pour de nombreux proble`mes mais
l’obstacle majeur de ces me´thodes est que le nombre de particules doit en pratique eˆtre
relativement important, ge´ne´ralement de l’ordre du millier voire plus, ce qui ame`ne un
couˆt en puissance de calcul et en stockage important, et limite de fait leur utilisation a`
des espaces de petites dimension ou a` des mode`les dynamiques peu couˆteux (par exemple
simplifie´s par rapport a` une version comple`te du mode`le). Les recherches portent sur une
meilleure repre´sentativite´ de chacune des particules afin d’en re´duire le nombre. De nom-
breuses variantes du filtre particulaire ont e´te´ propose´es ; on peut avoir un re´sume´ en
particulier pour les me´thodes applique´es a` la ge´ophysique dans van Leeuwen [2009].
Le filtre de Kalman d’ensemble a e´te´ introduit par Evensen [1994] et est plutoˆt utilise´
par les ge´ophysiciens en tant qu’alternative ou comple´ment aux me´thodes variationnelles.
Celui-ci s’appuie sur une repre´sentation des deux premiers moments de la distribution de
filtrage par un ensemble fini d’e´chantillons (notion similaire aux particules des filtres par-
ticulaires) et de´rive alors les e´quations du filtre de Kalman en substituant les espe´rance et
covariance par les moyenne et covariance empiriques calcule´es a` l’aide de ces e´chantillons.
L’avantage principal est le nombre re´duit d’e´chantillons requis en pratique, de l’ordre de la
dizaine ou de la centaine. En revanche, a` part dans le cas ou` les ope´rateurs sont line´aires et
les distributions gaussiennes, peu de re´sultats the´oriques sont connus sur cette me´thode.
Le Gland et al. [2011] montrent meˆme qu’il existe des cas ou` la distribution donne´e par le
filtre de Kalman d’ensemble est diffe´rente de celle du filtre baye´sien optimal, en exhibant
le cas d’une distribution bimodale de gaussiennes avant analyse, ou` le re´sultat apre`s ana-
lyse par le filtre de Kalman d’ensemble est diffe´rent de celui du filtre baye´sien. Plusieurs
variantes du filtre de Kalman d’ensemble existent, comme le filtre de Kalman de trans-
formation d’ensemble (Ensemble Transform Kalman Filter — ETKF) de´crit par Bishop
et al. [2001] ou le Ensemble Adjustment Kalman Filter (EAKF) de´crit par Anderson [2001].
Aujourd’hui, en ge´ophysique, des me´thodes base´es sur le filtre de Kalman d’ensemble
sont utilise´es de fac¸on ope´rationnelle a` Environnement Canada (Houtekamer and Mit-
chell [2005]) ; plusieurs services me´te´orologiques utilisent plutoˆt de l’assimilation varia-
tionnelle 4D-Var de fac¸on ope´rationnelle. Dans les activite´s de recherche en revanche, on
trouve plusieurs projets base´s sur le filtre de Kalman d’ensemble : le centre europe´en
de pre´vision me´te´orologique a` moyen terme (CEPMMT, aussi connu sous l’appelation
anglaise de ECMWF — European Center for Medium-Range Weather Forecasting), le
NERSC (Nansen Environmental and Remote Sensing Center) avec le projet eVITA, ou le
projet Pre´vassemble regroupant Me´te´o-France, le Laboratoire de Me´te´orologie Dynamique
et les e´quipes ASPI et Fluminance de l’INRIA. Plusieurs projets ponctuels l’utilisent aussi,
on pourra se re´fe´rer au paragraphe 1.1.3 pour trouver certains exemples.
2.2 Vocabulaire
Avant d’aller plus loin, pre´cisons un peu le vocabulaire utilise´ dans le contexte des filtres
particulaires (PF) et filtres de Kalman d’ensemble (EnKF). Bien que les concepts sous-
jacents soient souvent assez proches, le vocabulaire diffe´rent nuit parfois a` la compre´hension
des choses en premier abord. Le lexique ci-dessous met en lumie`re ces diffe´rences de voca-
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bulaire :
– membre de l’ensemble (ensemble member) (EnKF) - particule (PF) : ces deux notions
de´signent une re´alisation du syste`me e´tudie´, note´e x(i), e´ventuellement associe´ a` un
poids w(i) dans les filtres particulaires ; plus formellement on peut voir c¸a comme
une distribution de Dirac δx(i)(x) ;
– ensemble (EnKF) - nuage de particules (PF) - e´chantillon (statistiques) : l’ensemble
des vecteurs d’e´tat x(i), ge´ne´ralement note´ comme une matrice x dont les colonnes
sont les points x(i) dans l’espace d’e´tat ;
– mode`le dynamique (EnKF) - noyau de transition (PF) : le noyau de transition
(d’une chaine de Markov) est un concept plus ge´ne´ral qui permet la transforma-
tion d’une mesure en une autre d’un temps a` un autre, le mode`le dynamique est
plus ge´ne´ralement utilise´ pour de´signer un ope´rateur de´terministe qui sert a` por-
ter l’e´tat d’un temps a` un autre et auquel est souvent lie´ a` un bruit additif gaus-
sien repre´sentant l’erreur associe´e au mode`le de´terministe (on qualifie cette erreur
d’erreur mode`le) ;
– pre´diction (EnKF) : ces deux notions de´signent la distribution p(xk|xk−1) donne´e
par le mode`le dynamique avant utilisation des observations ;
– dynamique : e´tape d’application du mode`le dynamique a` la distribution donne´e au
temps pre´ce´dent ;
– distribution apre`s analyse (EnKF) - distribution de filtrage (PF) : ces deux notions
de´signent souvent la distribution p(xk|y1:k) ; mais dans la mesure ou` celle-ci est la
marginale de la distribution a posteriori p(x0:k|y1:k), une certaine confusion existe
parfois dans la de´signation de la distribution de filtrage ;
– analyse : e´tape d’application des e´quations de Kalman, correspond approximative-
ment a` la ponde´ration des filtres particulaires, bien que cette dernie`re ne de´place
pas les particules contrairement a` l’EnKF ; par me´tonymie, on parle aussi d’analyse
pour de´signer le re´sultat de l’analyse, c’est-a`-dire pour la distribution re´sultat donne´e
apre`s cette e´tape.
Par souci de simplicite´, nous emploierons dans la suite les termes de particules et parfois
d’e´chantillons, meˆme si la litte´rature emploie souvent le terme de membres de l’ensemble
(ensemble members) pour le filtre de Kalman d’ensemble. Noter que le terme de particule
sera ici toujours employe´ dans le sens d’e´chantillon statistique et non de particule fluide.
2.3 Les filtres particulaires
Les filtres particulaires sont une famille de me´thodes permettant d’imple´menter le
proble`me du filtrage dans toute sa ge´ne´ralite´ (voir la section 1.1.2), c’est-a`-dire sans au-
cune limitation ni sur la line´arite´ des ope´rateurs ni sur les distributions manipule´es. Nous
de´crivons ci-apre`s quelques versions couramment utilise´es en pratique ; mais de nombreuses
variantes existent, tant au niveau the´orique qu’au niveau des me´thodes utilise´es en pra-
tique. Pour une discussion plus the´orique, on pourra se re´fe´rer a` Crisan [2001] ; un aperc¸u
assez complet des me´thodes de filtrage stochastique est donne´e dans Arnaud [2004].
2.3.1 Me´thode the´orique ge´ne´rale
Le but de la me´thode est de retrouver la trajectoire comple`te p(x0:k|y1:k) du syste`me
dynamique, ou` x0:k de´signe la concate´nation des e´tats depuis l’instant 0 jusqu’a` l’instant
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k : x0:k = [x0,x1, . . . ,xk]. On s’inte´ressera aussi a` la distribution de filtrage p(xk|y1:k).
La distribution p(x0:k|y1:k) est approche´e par une somme finie ponde´re´e de distribu-
tions de Dirac centre´es en des trajectoires x
(i)
0:k de l’espace d’e´tat. Cette approximation est
note´e pˆ(x0:k|y1:k) :
p(x0:k|y1:k) ≈ pˆ(x0:k|y1:k) =
N∑
i=1
w
(i)
k δx(i)0:k
(x0:k). (2.1)
E´tant donne´ qu’on ne sait en ge´ne´ral pas simuler des e´chantillons selon cette loi a
priori inconnue — parce que sa densite´ est trop complexe ou parce que l’espace d’e´tat est
beaucoup trop grand pour qu’on puisse repre´senter la densite´ comple`te — la technique de
l’e´chantillonnage d’importance est utilise´e. A` chaque instant, la premie`re e´tape sera donc
de tirer des particules x
(i)
k selon une loi de proposition spe´cifie´e pi(x0:k|y1:k), qui devra
satisfaire aux deux contraintes suivantes :
– le support de pi(x) devra contenir le support de p(x) : ∀x ∈ X , p(x) > 0⇒ pi(x) > 0
(dp doit eˆtre absolument continue par rapport a` dpi) ;
– la loi pi(x) doit satisfaire la proprie´te´ de re´cursivite´ suivante :
pi(x0:k|y1:k) = pi(x0:k−1|y1:k−1)pi(xk|x0:k−1,y1:k).
La premie`re contrainte est propre a` la technique statistique de l’e´chantillonnage d’impor-
tance, tandis que la deuxie`me autorisera une utilisation re´cursive de cette loi dans le temps.
Une fois que les particules x
(i)
k a` l’instant courant k ont e´te´ simule´es suivant la loi
de proposition pi(xk|y1:k,x0:k−1), la trajectoire est actualise´e a` l’instant courant : x(i)0:k =
[x
(i)
0:k−1,x
(i)
k ]. La deuxie`me e´tape consiste a` exprimer les poids de ces particules a` partir des
e´quations du filtre baye´sien optimal mentionne´ en (1.1) et (1.2) en suivant la technique de
l’e´chantillonnage d’importance. Les poids optimaux sont donne´s par l’e´quation re´cursive
suivante :
w
(i)
k ∝ w(i)k−1
p(yk|x(i)k )p(x(i)k |x(i)k−1)
pi(x
(i)
k |x(i)0:k−1,y1:k)
. (2.2)
La formule de ces poids optimaux s’obtient par le rapport entre la distribution a pos-
teriori et celle de la loi de proposition.
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Dans le cadre des filtres particulaires, cette formule s’obtient de la fac¸on suivante :
w
(i)
k ∝
p(x
(i)
0:k|y1:k)
pi(x
(i)
0:k|y1:k)
[e´chantillonnage d’importance]
∝ p(yk|x
(i)
0:k,y1:k−1)p(x
(i)
0:k|y1:k−1)
p(yk|y1:k−1)pi(x(i)0:k|y1:k)
[the´ore`me de Bayes]
∝ p(yk|x
(i)
k )p(x
(i)
0:k|y1:k−1)
pi(x
(i)
0:k|y1:k)
[inde´pendance] &
[terme constant pour tous les poids]
∝ p(yk|x
(i)
k )p(x
(i)
k |x(i)0:k−1,y1:k−1)p(x(i)0:k−1|y1:k−1)
pi(x
(i)
0:k|y1:k)
[probabilite´ conditionnelle]
∝ p(yk|x
(i)
k )p(x
(i)
k |x(i)k−1)p(x(i)0:k−1|y1:k−1)
pi(x
(i)
0:k|y1:k)
[inde´pendance conditionnelle]
&
[markovianite´]
∝ p(x
(i)
0:k−1|y1:k−1)
pi(x
(i)
0:k−1|y1:k−1)
p(yk|x(i)k )p(x(i)k |x(i)k−1)
pi(x
(i)
k |x(i)0:k−1,y1:k)
[re´cursivite´ de pi(x)]
∝ w(i)k−1
p(yk|x(i)k )p(x(i)k |x(i)k−1)
pi(x
(i)
k |x(i)0:k−1,y1:k)
[expression de w
(i)
k−1]
La distribution de la loi a posteriori p(x0:k|y1:k) est approche´e par la somme ponde´re´e
(2.1) avec la mise a` jour des poids selon (2.2) :
pˆ(x0:k|y1:k) =
N∑
i=1
w
(i)
k δx(i)0:k
(x0:k).
On peut e´galement de´montrer que la distribution de la loi de filtrage approche´e s’obtient
directement a` partir de ces meˆmes e´chantillons et de ces meˆmes poids (voir l’annexe A) :
pˆ(xk|y1:k) =
N∑
i=1
w
(i)
k δx(i)k
(xk).
2.3.2 Filtres particulaires remarquables
Comme mentionne´ pre´ce´demment, le choix de la distribution d’importance est rela-
tivement flexible. Il existe cependant deux choix particuliers qui conduisent a` des filtres
remarquables. Ces filtres sont de´nomme´s dans la litte´rature comme :
– le filtre bootstrap ;
– le filtre d’importance optimale.
Nous de´rivons l’expression de ces deux filtres particulaires dans les deux paragraphes sui-
vants.
Le filtre bootstrap (Gordon et al. [1993]) est la version originelle du filtre particulaire. Il
s’agit e´galement de la version la plus simple de ce filtre. Ce filtre de´finit la loi de proposition
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comme la dynamique elle-meˆme :
pi(xk|x(i)0:k−1,y1:k) = p(xk|x(i)k ). (2.3)
Ainsi, d’apre`s la formule (2.2), la mise a` jour des poids est alors directement donne´e par
la vraisemblance par rapport a` l’observation :
w
(i)
k = w
(i)
k−1p(yk|x(i)k ). (2.4)
Ce filtre fait l’hypothe`se forte que l’on sait e´chantillonner selon la dynamique, c’est-a`-dire
que l’on connait toujours a priori le noyau de transition. Re´duire la fonction de proposition
a` la dynamique est extreˆmement restrictif, puisque l’on ignore les observations passe´es et
la mesure pre´sente. Pour prendre une image, on serait dans la position du chasseur qui
tire dans le noir au hasard sans avoir la moindre ide´e de la position de sa proie.
Le filtre d’importance optimale (Doucet et al. [2000]) pre´sente comme proprie´te´ de
minimiser la variance des poids conditionnellement a` x
(i)
0:k−1 et y1:k. Il utilise comme loi
de proposition :
pi(xk|x(i)0:k−1,y1:k) = p(xk|x(i)k−1,yk). (2.5)
Et la mise a` jour des poids est alors directement donne´e par la distribution de vraisem-
blance pre´dite :
w
(i)
k = w
(i)
k−1p(yk|x(i)k−1). (2.6)
Ce filtre requiert ne´anmoins de savoir calculer la vraisemblance pre´dite p(yk|x(i)k−1). Dans le
cas d’un espace d’e´tat discret avec une dynamique line´aire et une vraisemblance mode´lise´e
par un me´lange de gaussiennes, on peut obtenir une expression analytique (voir Arnaud
and Me´min [2007]). En revanche, dans le cas d’une dynamique continue en temps, cela
demande de calculer les vraisemblances interme´diaires p(yt|x(i)t ) pour k ≤ t ≤ k + 1 a`
l’aide d’une e´quation de Kolmogorov re´trograde (voir Papadakis et al. [2010]), ce qui n’est
pas faisable pour les mode`les complexes tels que trouve´s en ge´ophysique.
2.3.3 De´ge´ne´rescence des poids
En pratique, on constate que les poids ont tendance a` tous devenir proches de 0 sauf
quelques-uns ; ce phe´nome`ne est appele´ de´ge´ne´rescence des poids ou re´duction de la taille
effective de l’e´chantillon. Cela peut se mesurer en calculant la taille effective de l’e´chantillon
(Effective Sample Size — ESS) donne´e par :
ESS =
1∑N
i=1(w
(i))2
. (2.7)
Ce nombre varie entre 1 et N . Il est maximal lorsque tous les poids sont e´gaux (a` 1/N), ce
qui se traduit par le fait qu’aucune des particules n’est plus vraisemblable que les autres
et le nuage de particules est e´quire´parti et refle`te a priori bien la distribution a posteriori.
L’ESS est minimal lorsque tous les poids sont nuls sauf un, ce qui signifie qu’une seule
des particules est significative par rapport a` la densite´ de probabilite´ que l’on cherche a`
estimer, toutes les autres e´tant dans des e´tats tre`s peu probables.
Pour contrer au proble`me de de´ge´ne´rescence des poids ou d’effondrement (on trouve en
anglais le terme de collapse), une e´tape de re´e´chantillonnage est introduite apre`s l’e´tape
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de ponde´ration afin de  recentrer  le nuage de particules autour des particules les plus
vraisemblables. Ceci est ge´ne´ralement fait en utilisant un re´e´chantillonnage multinomial,
mais d’autres types de re´e´chantillonnage existent aussi. Apre`s un re´e´chantillonnage mul-
tinomial, tous les poids sont re´initialise´s a` 1/N .
La loi binomiale mode´lise le re´sultat de n tirages avec remise parmi J re´sultats possibles
de poids respectifs wj (ceux-ci doivent eˆtre normalise´s a` 1). La probabilite´ que le re´sultat
N = (N1, N2, . . . , NJ) des n tirages soit (n1, n2, . . . , nJ) (avec
∑J
j=1 nj = n) est :
P(N1 = n1, N2 = n2, . . . , NJ = nJ) =
n!
n1! · n2! · · ·nJ !w
n1
1 w
n2
2 · · ·wnJJ .
L’espe´rance de chaque Nj est nwj . Dans notre cas, les wj seront les poids des parti-
cules w(i), et nous aurons N tirages pour conserver un meˆme nombre de particules apre`s
re´e´chantillonnage. Une particule x(i) apparaˆıtra alors Ni fois apre`s re´e´chantillonnage.
En revanche, cette solution introduit un autre proble`me : apre`s le re´e´chantillonnage,
une meˆme particule apparaˆıt souvent plusieurs fois e´tant donne´ son poids fort, et cela
diminue d’autant le potentiel d’exploration du nuage de particules. Un moyen d’e´viter
cela est de rede´placer tre`s faiblement et de fac¸on ale´atoire chaque particule apre`s l’e´tape
de re´e´chantillonnage afin que chaque particule reparte au temps suivant de positions
diffe´rentes ; dans le cas de syste`mes dynamiques fortement chaotiques, ce de´placement per-
met de mieux explorer l’espace d’e´tat au temps suivant. Cette e´tape est appele´ re´gularisation
dans la litte´rature (Musso et al. [2001]). La distribution re´sultante correspond a` la convo-
lution de la distribution initiale et de la distribution de la perturbation, puisqu’il s’agit de
deux variables ale´atoires inde´pendantes.
2.3.4 Algorithme
Meˆme si les filtres particulaires pre´sentent de nombreuses variantes, l’algorithme 2 du
filtre SIR (Sequential Importance Resampling), aussi appele´ filtre bootstrap (cf section
2.3.2), constitue la structure de base des filtres particulaires. Il correspond au filtre le plus
simple et est donc massivement utilise´. Le filtre SIS (Sequential Importance Sampling) est
identique au SIR a` la diffe´rence que celui-ci ne comporte pas d’e´tape de re´e´chantillonnage.
2.3.5 Proprie´te´s the´oriques
Lorsque le nombre de particules tend vers l’infini, la loi forte des grands nombres permet
d’obtenir la convergence presque suˆre vers la loi du filtre baye´sien optimal, les e´chantillons
e´tant tire´s inde´pendemment selon un meˆme loi. De plus, le the´ore`me central limite donne
une vitesse de convergence de 1√
N
(voir Del Moral and Miclo [2000]).
En re´exprimant le proble`me dans des termes plus ge´ne´raux de mesures ale´atoires, on
peut obtenir des re´sultats de convergence similaires dans l’espace des mesures ale´atoires
(voir par exemple Crisan [2001]).
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Algorithme 2 Algorithme du filtre particulaire Sequential Importance Resampling (SIR)
Parame`tres :
– la distribution estime´e au temps initial p0 ;
– les noyaux de transition p(xk|xk−1) pour k ≥ 1 ;
– les fonctions de vraisemblance p(yk|xk) pour k ≥ 1.
Algorithme :
0. Initialisation : Au de´part, la distribution p(x0) est suppose´e eˆtre donne´e (par exemple
avec tous les poids e´gaux et les e´chantillons tire´s selon une loi donne´e) :
p0(x) =
N∑
i=1
w
(i)
0 δx(i)0
(x)
Pour les temps suivants k ≥ 1, les e´tapes suivantes sont applique´es.
I. E´chantillonnage selon la pre´diction : A` chaque nouveau pas de temps, chaque par-
ticule est porte´e au temps suivant selon le mode`le dynamique :
x
(i)
k ∼ p(xk|x(i)k−1)
Et on pose x
(i)
0:k = [x
(i)
0:k−1,x
(i)
k ].
II. Ponde´ration : Le calcul de la densite´ a posteriori p(x0:k|y1:k) se fait en ponde´rant les
particules selon leur vraisemblance :
w
(i)
k ∝ w(i)k−1p(yk|x(i)k )
Le re´sultat du filtrage a` l’e´tape k est celui donne´ apre`s cette e´tape de ponde´ration :
p(x0:k|y1:k) =
N∑
i=1
w
(i)
k δx(i)0:k
(x)
p(xk|y1:k) =
N∑
i=1
w
(i)
k δx(i)k
(x)
III. Re´e´chantillonnage : Les N particules qui seront utilise´es au temps suivant sont
tire´es selon une loi multinomiale donne´e par les poids (w
(i)
k )i=1...N des particules. Les
poids sont ensuite tous fixe´s a` 1/N
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2.4 Le filtre de Kalman d’ensemble
Le filtre de Kalman d’ensemble et ses de´rive´s interpre`tent les e´quations de Kalman (voir
la section 1.2) dans un cadre d’estimation statistique. Cependant, meˆme si la me´thode
ge´ne´rale est assez proche des filtres particulaires, ils s’en e´loignent du fait que l’e´tape de
ponde´ration est remplace´e par un de´placement des particules.
La me´thode du filtre de Kalman d’ensemble est de´crite en de´tails dans Evensen [2003] ;
la premie`re publication le de´crivant, Evensen [1994], discute plutoˆt de son application a`
un contexte oce´anique.
2.4.1 Principe
Le proble`me re´solu par le filtre de Kalman d’ensemble correspond a` un filtrage sous
hypothe`se line´aire-gaussienne, meˆme s’il est aussi utilise´ en pratique dans le cas d’un
ope´rateur dynamique non-line´aire.
Notons xk = {x(i)k ; i = 1 . . . N} l’ensemble des particules repre´sentatif de la densite´ de
probabilite´ dans l’espace d’e´tat. Les particules n’e´tant pas ponde´re´es, cette densite´ sera
donc p(x) = 1N
∑N
i=1 δx(i)k
(x), ou` les δa(xk) sont des mesures de Dirac.
A` l’instar du filtre de Kalman, l’assimilation se de´roule en deux e´tapes successives : une
premie`re e´tape, aussi appele´e pre´diction, ou` chaque particule est porte´e au temps suivant
par le mode`le dynamique et est bruite´e, puis une seconde e´tape, appele´e correction, ou` les
particules sont de´place´es de fac¸on a` ce que leurs moyenne et covariance empiriques soient
re´gies par les e´quations de Kalman sur la moyenne et la covariance. L’inte´reˆt premier est
de ne pas manipuler directement les matrices de covariance mises en jeu mais uniquement
leur repre´sentation empirique de rang faible a` travers un ensemble d’e´chantillons.
L’e´tape de pre´diction donne un nuage de particules, identifie´es par l’exposant •f ,
pre´dites par le mode`le dynamique :
x
f,(i)
k = Mk(x
(i)
k−1) + η
(i)
k , i = 1 . . . N,
ou` η
(i)
k ∼ N (0,Qk) sont des e´chantillons du bruit dynamique associe´ au mode`le Mk.
L’ensemble de ces particules {xf,(i)k }i=1...N sera range´ dans une matrice xfk de taille n×N
dont les colonnes correspondront a` ces particules :
xfk = [x
f,(1)
k ,x
f,(2)
k , . . . ,x
f,(N)
k ].
On calculera e´galement la matrice xfk
′
, appele´e usuellement matrice des perturbations,
obtenue a` partir de xfk en soustrayant a` cette dernie`re la moyenne des particules, donne´e
par x¯fk = x
f
k1N :
xfk
′
= [x
f,(1)
k − x¯fk , xf,(2)k − x¯fk , . . . , xf,(N)k − x¯fk] = xfk − x¯fk1TN .
L’e´tape d’analyse, dont les particules sont identifie´es par l’exposant •a, peut eˆtre
repre´sente´e pour le nuage de particules par les e´quations suivantes :
x
a,(i)
k = x
f,(i)
k + K
N
k (yk + ε
(i)
k −Hk(xf,(i)k ),
avec KNk = x
f
k
′
(Hkx
f
k
′
)T
(
(Hk x
f
k
′
)(Hk x
f
k
′
)T + 1N−1εkεk
T
)−1
,
(2.8)
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ou` ε
(i)
k ∼ N (0,Rk) sont des e´chantillons du bruit d’observations et sont rassemble´s dans
une matrice εk de taille m × N dont les colonnes sont ces e´chantillons. Le fait de cre´er
un e´chantillon {yk + ε(i)k }i=1...N centre´ autour de l’observation et bruite´ selon la cova-
riance d’observation permet de se´parer les  particules observe´es  de leur moyenne yk,
et cela constitue le principal changement par rapport aux me´thodes de filtre de Kalman
de transformation d’ensemble (ETKF) qui seront explicite´es dans la section suivante, ou`
les moyenne et covariance a posteriori seront calcule´es se´pare´ment.
La matrice KNk est l’approximation du gain de Kalman sur la base des particules x
f,(i)
k
(cf les e´quations de Kalman dans l’algorithme 1).
2.4.2 Algorithme
L’algorithme complet issu de cette me´thodologie est donne´ par l’algorithme 3.
Algorithme 3 Algorithme du filtre de Kalman d’ensemble
Parame`tres :
• {x(i)0 }i=1...N : e´chantillonnage initial gaussien ;
• Mk, {ηik}i=1...N : mode`le dynamique et e´chantillons de l’erreur mode`le associe´e pour les
temps k ≥ 1 ;
• Hk, {εik}i=1...N : ope´rateur d’observation et e´chantillons de l’erreur d’observation associe´e
pour les temps k ≥ 1 ;
• yk : donne´es observe´es aux temps k ≥ 1.
Algorithme :
(toutes les distributions sont suppose´es gaussiennes.)
1. Initialisation :
• xa,(i)0 = x(i)0
⇒ p(x0) =
N∑
i=1
δ
x
a,(i)
0
(x0)
2. Assimilation : pour k ≥ 1 :
• Pre´diction :
x
f,(i)
k = Mk(x
(i)
k−1) + η
(i)
k , i = 1 . . . N
avec η
(i)
k ∼ N (0,Q)
⇒ p(xk|y1:k−1) =
N∑
i=1
δ
x
f,(i)
k
(xk)
• Correction :
xfk
′
= 1√
N−1(x
f
k − xfk1N )
d
(i)
k = yk + ε
(i)
k −Hk(xf,(i)k ), i = 1 . . . N
avec ε
(i)
k ∼ N (0,R)
xak = x
f
k + x
f
k
′
(Hkx
f
k
′
)T ((Hkx
f
k
′
)(Hkx
f
k
′
)T + 1N−1εkε
T
k )
−1dk
⇒ p(xk|y1:k) =
N∑
i=1
δ
x
a,(i)
k
(xk)
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En pratique, quelques hypothe`ses et optimisations peuvent eˆtre faites sur cet algo-
rithme. Tout d’abord, du fait de l’inde´pendance des bruits d’observation et de la dynamique
E[(Hkxfk
′
) εTk ] = 0, et avec une version forte de cette hypothe`se ve´rifie´e sur les e´chantillons
eux-meˆmes (Hkx
f
k
′
) εTk = 0, Evensen [2003] propose de calculer l’inverse (ge´ne´ralise´) dans
le gain de Kalman (de taille m2) par la de´composition en valeurs singulie`res (Singular
Value Decomposition) de la matrice
Hkx
f
k
′
+ εk = USV
T ,
avec U ∈ Rm×m orthogonale, S ∈ Rm×N diagonale, V ∈ RN×N orthogonale pour obtenir :
((Hkx
f
k
′
)(Hkx
f
k
′
)T + εkε
T
k )
+ = ((Hkx
f
k
′
+ εk)(Hkx
f
k
′
+ εk)
T )+
= (USVTVSTUT )+
= (USSTUT )+
= U(SST )+UT
(2.9)
Ensuite, on s’arrangera pour n’effectuer que des multiplications de matrices de taille
n×N , ou m×N ou N ×N , essentiellement en partant de la droite pour le calcul de xak
et en effectuant les multiplications a` la suite.
Dans l’e´quation ci-dessus, il faut bien remarquer que la matrice (SST )+ doit eˆtre
comprise comme un inverse ge´ne´ralise´ de (SST ) puisque cette matrice peut contenir des
e´le´ments diagonaux nuls — en particulier, puisque la moyenne des e´chantillons est nulle,
le rang de S sera au plus N − 1 et au moins une coordonne´e diagonale sera nulle. Pour
cette raison et pour e´conomiser du temps de calcul et de la place me´moire, on pre´fe´rera
utiliser la de´composition en valeurs singulie`res re´duite (Thin SVD) qui consiste a` tronquer
les matrices U et S ; dans le cas d’un faible nombre de particules, les matrices manipule´es
seront donc de tailles U ∈ Rn×N , S ∈ RN×N , V ∈ RN×N .
Rappelons que l’inverse ge´ne´ralise´ d’une matrice re´elle A quelconque de taille z1 × z2
est la matrice A+ de taille z2 × z1 de´finie de manie`re unique de manie`re a` satisfaire les
proprie´te´s :
AA+A = A,
A+AA+ = A+,
(AA+)T = A+A,
(A+A)T = AA+.
De plus, lorsque A est de´compose´e au moyen d’une SVD A = USVT (U ∈ Rz1×z1
orthogonale, S ∈ Rz1×z2 diagonale, V ∈ Rz2×z2 orthogonale), l’inverse ge´ne´ralise´ A+
s’exprime sous la forme A+ = US+VT ou`
S+ii =
{
1/Sii si Sii 6= 0
0 si Sii = 0
2.4.3 Proprie´te´s the´oriques
Malgre´ son e´norme succe`s dans les sciences environnementales, relativement peu d’e´tudes
the´oriques ont e´te´ faites sur le filtre de Kalman d’ensemble. Dans Le Gland et al. [2009],
dans le cas line´aire-gaussien et sous l’hypothe`se que la distribution a priori (la pre´diction)
soit repre´sente´e par un e´chantillonnage tire´ de fac¸on ale´atoire, il est montre´ que la distribu-
tion apre`s analyse, repre´sente´e par la somme des e´chantillons tire´s, converge effectivement
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vers la distribution a posteriori a` la vitesse 1√
N
lorsque le nombre d’e´chantillons tend vers
l’infini.
Dans le cas ge´ne´ral, lorsque le mode`le dynamique ou l’ope´rateur d’observation n’est
pas line´aire, ou que les distributions ne sont pas gaussiennes, aucun re´sultat the´orique
n’est e´tabli a` notre connaissance. On peut meˆme identifier des exemples ne convergeant
pas vers la distribution optimale. Le Gland et al. ajoutent que ce de´faut the´orique peut
eˆtre surmonte´ par la ponde´ration des particules a` la manie`re d’un filtre particulaire, et que
ceci assure la convergence the´orique vers la distribution a posteriori lorsque le nombre de
particules tend vers l’infini. Ce type de filtre, appele´ filtre de Kalman d’ensemble ponde´re´,
sera de´taille´ dans la section 2.7.
2.5 Les Ensemble Square Root Filters
Le filtre d’ensemble pre´ce´dent met en jeu une approximation de rang faible de la matrice
de covariance d’observation. Cette approximation, pour un faible nombre de particules,
peut s’ave´rer d’assez mauvaise qualite´. C’est pour s’affranchir de cette difficulte´ que sont
introduits les filtres  racine carre´e .
Les Ensemble Square Root Filters (EnSRF) sont une variante du filtre de Kalman
d’ensemble et re´solvent donc e´galement le proble`me du filtrage line´aire-gaussien ; ils en
diffe`rent seulement dans l’e´tape d’analyse qui, en substance, consiste a` prendre la racine
carre´e d’une matrice de´rive´e de la covariance. Les EnSRF sont identiques dans la me´thode
aux filtres de Kalman de rang re´duit RRSQRT (voir le cours de Marc Bocquet [Bocquet,
2004-2013, chapitre 6]), la seule diffe´rence conceptuelle e´tant que les filtres RRSQRT tra-
vaillent sur les modes principaux et sont donc de´terministes, alors que les filtres EnSRF
travaillent sur des e´chantillons ale´atoires.
Contrairement au filtre de Kalman d’ensemble classique, l’e´tape d’analyse des EnSRF
ne repose pas sur un e´chantillonnage du bruit d’observation mais utilise directement
la matrice de covariance du bruit d’observation : l’e´tape d’analyse est en conse´quence
de´terministe — mais l’e´tape de pre´diction reste stochastique — ce qui est un petit avan-
tage par rapport a` l’EnKF puisque cela supprime le biais d’e´chantillonnage introduit par le
nombre fini d’e´chantillons du bruit d’observation et, pragmatiquement, cela peut s’ave´rer
plus pratique pour le rejeu de l’e´tape d’analyse qui, par de´finition, sera identique contrai-
rement a` l’EnKF. La contrepartie importante est qu’on suppose connue l’inverse de la
matrice de covariance du bruit d’observation ; en pratique on aura donc la contrainte de se
limiter a` une matrice simple a` inverser ou a` rechercher des formes de matrices d’observation
dont on sait calculer spe´cifiquement l’inverse.
2.5.1 Principe
On utilisera abondamment dans la suite la formule de Woodbury, donne´e ici dans
sa forme ge´ne´rale. On la trouve aussi dans la litte´rature sous les noms de  formule de
Sherman-Morison  ou  formule de Sherman-Morison-Woodbury .
Proposition 1 (Formule de Woodbury). Pour des matrices B ∈ Rz1×z1, C ∈ Rz2×z2,
U ∈ Rz1×z2 et V ∈ Rz2×z1, dont les matrices B et C sont inversibles, et l’une ou l’autre
des matrices (B + UCV ) et (C−1 + V B−1U) est inversible, on a l’e´galite´ suivante :
(B + UCV )−1 = B−1 −B−1U (C−1 + V B−1U)−1 V B−1.
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De´monstration. Si B, C et (C−1 + V B−1U) sont inversibles, multiplier (B + UCV ) et
(B−1−B−1U (C−1 + V B−1U)−1 V B−1) pour montrer l’e´galite´, et cela montre e´galement
que (B + UCV ) est inversible.
Si B, C et (B+UCV ) sont inversibles, effectuer le meˆme calcul en remplac¸ant C−1 par B,
B−1 par C, et en e´changeant U et V , ce qui montre que (C−1 +V B−1U) est inversible.
L’e´tape de pre´diction est strictement similaire a` celle de l’EnKF. Les e´chantillons
pre´dits sont ensuite de´compose´s en isolant la moyenne de la covariance de l’ensemble :
µfk + x
f
k avec x¯
f
k = 0. (2.10)
Dans l’e´tape de correction, la moyenne a posteriori sera calcule´e se´pare´ment de la mise a`
jour de la covariance de l’ensemble.
L’ensemble a posteriori est calcule´ par une transformation line´aire de l’ensemble a
priori (a` moyenne nulle), et cette transformation line´aire peut eˆtre faite a` gauche ou a`
droite de l’ensemble a priori. Lorsqu’elle est faite a` gauche, on parlera d’EAKF (Ensemble
Adjustement Kalman Filter) (Anderson [2001]) ; lorsqu’elle est faite a` droite, on parlera
d’ETKF (Ensemble Transform Kalman Filter). Nous de´taillons ici le deuxie`me type. On
pourra se re´fe´rer a` Tippett et al. [2003] pour plus de de´tails sur les EnSRF, appelation qui
regroupe ces deux types de filtres.
Dans l’ETKF, l’ensemble a posteriori xak est donne´ sous la forme
xak = x
f
kAk, (2.11)
avec une matrice Ak ∈ RN×N donne´e de fac¸on a` ce que la matrice de covariance a poste-
riori P ak =
1
N−1x
a
k(x
a
k)
T corresponde aux e´quations de Kalman.
En partant de l’expression de la matrice de covariance a posteriori empirique, et en
introduisant e´galement un facteur d’inflation de la covariance a priori α > 1 dont on
pre´cisera le roˆle ulte´rieurement, on aura :
P ak =
1
N−1x
a
k(x
a
k)
T
= 1N−1x
f
kAkA
T
k (x
f
k)
T
= (In −KkH)αP fk
= (In −KkH) αN−1xfk(xfk)T
= αN−1x
f
k
(
IN − αN−1(Hxfk)T ( αN−1(Hxfk)(Hxfk)T + R)−1(Hxfk)
)
(xfk)
T
= αN−1x
f
k
(
IN − (Hxfk)T ((Hxfk)(Hxfk)T + N−1α R)−1(Hxfk)
)
(xfk)
T
= αN−1x
f
k
(
IN +
α
N−1(Hx
f
k)
TR−1(Hxfk)
)−1
(xfk)
T
= 1N−1x
f
k
(
1
αIN +
1
N−1(Hx
f
k)
TR−1(Hxfk)
)−1
(xfk)
T
(2.12)
La partie non triviale de la matrice centrale est ensuite de´compose´e selon une de´composition
en valeurs singulie`res :
D =
1
N − 1(Hx
f
k)
TR−1(Hxfk) = UΛU
T , (2.13)
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ou` U est une matrice orthogonale de taille n× n et Λ est une matrice diagonale de taille
n × n ou` les e´le´ments diagonaux sont positifs ou nuls. En pratique, en remarquant que
(Hxfk) est de rang au plus N et donc que les n − N derniers e´le´ments diagonaux de Λ
sont nuls, on utilisera la de´composition en valeurs singulie`res re´duite (thin SVD) qui ex-
prime D sous la meˆme forme mais avec une matrice U de taille n×N et Λ de taille N×N .
On de´duit des e´quations (2.11), (2.12) et (2.13) que toute matrice Ak de la forme
Ak =
1√
N − 1U(
1
α
IN + Λ)
−1/2VT (2.14)
est une racine carre´e de l’inverse (ge´ne´ralise´) de la matrice ( 1αIN + D) pour un choix quel-
conque de matrice orthogonale V ∈ RN×N .
Plusieurs choix de matrices V ont e´te´ teste´s par diffe´rents auteurs : l’ETKF original
de Bishop et al. [2001] utilise V = IN , puis Evensen [2004] et Leeuwenburgh et al. [2005]
prennent une matrice V orthogonale ale´atoire, et Sakov and Oke [2008] pre´conisent V = U
et montrent que cela est pre´fe´rable sur deux expe´rimentations. Ce dernier choix, corres-
pondant a` la matrice racine carre´e syme´trique de ( 1αIN +D)
−1, a la proprie´te´ de conserver
la moyenne de l’e´chantillon, c’est-a`-dire xfk = 0 ⇒ xak = 0 (cela se montre en remarquant
que 1N est un vecteur propre de Ak). On peut aussi voir cette conservation de la moyenne
nulle de l’e´chantillon comme une contrainte initialement faite sur xak de par la de´finition
d’une matrice de covariance empirique (l’e´chantillon doit eˆtre centre´).
Nous utiliserons dans la suite le choix V = U, soit :
Ak =
1√
N − 1U(
1
α
IN + Λ)
−1/2UT . (2.15)
La moyenne a posteriori µak est donne´e par :
µak = µ
f
k +
1
N − 1x
f
k(U(
1
α
IN + Λ)
−1UT )(Hxfk)
TR−1(yk −Hµfk). (2.16)
Elle est calcule´e en appliquant deux fois de suite la formule de Woodbury :
µak = µ
f
k + Kk(yk −Hµfk)
= µfk +
α
N−1x
f
k(Hx
f
k)
T
(
R + αN−1(Hx
f
k)(Hx
f
k)
T
)−1
(yk −Hµfk)
= µfk +
α
N−1x
f
k(Hx
f
k)
T
×
(
R−1 −
(
α
N−1(Hx
f
k)(Hx
f
k)
T + R
)−1
α
N−1(Hx
f
k)(Hx
f
k)
TR−1
)
× (yk −Hµfk)
= µfk +
α
N−1 x
f
k
×
(
IN − αN−1(Hxfk)T
(
α
N−1(Hx
f
k)(Hx
f
k)
T + R
)−1
(Hxfk)
)
× (Hxfk)TR−1(yk −Hµfk)
= µfk +
α
N−1x
f
k
(
IN +
α
N−1(Hx
f
k)
TR−1(Hxfk)
)−1
(Hxfk)
TR−1(yk −Hµfk)
= µfk +
1
N−1x
f
k(U(
1
αIN + Λ)
−1UT )(Hxfk)
TR−1(yk −Hµfk)
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De fac¸on re´sume´, l’e´tape d’analyse peut eˆtre repre´sente´e pour le nuage de particules
par l’e´quations suivante :
x
a,(i)
k = µ
a
k + x
f,(i)
k Ak, (2.17)
ou` Ak et µ
a
k sont donne´s par les e´quations (2.13), (2.15) et (2.16).
2.5.2 Algorithme
Algorithme 4 Algorithme du filtre de transformation de Kalman d’ensemble
Parame`tres :
• {x(i)0 }i=1...N : e´chantillonnage initial gaussien ;
• Mk, {ηik}i=1...N : mode`le dynamique et e´chantillons de l’erreur mode`le associe´e pour les
temps k ≥ 1 ;
• Hk, {εik}i=1...N : ope´rateur d’observation et e´chantillons de l’erreur d’observation associe´e
pour les temps k ≥ 1 ;
• yk : donne´es observe´es aux temps k ≥ 1 ;
• α : coefficient d’inflation.
Algorithme :
(toutes les distributions sont suppose´es gaussiennes.)
1. Initialisation :
• xa,(i)0 = x(i)0
⇒ p(x0) =
N∑
i=1
δ
x
a,(i)
0
(x0)
2. Assimilation : pour k ≥ 1 :
• Pre´diction :
x
f,(i)
k = Mk(x
(i)
k−1) + η
(i)
k avec η
(i)
k ∼ N (0,Qk), i = 1 . . . N
• Correction :
xfk
′
= xfk − xfk
D = 1αI + (Hkx
f
k
′
)TR−1k (Hkx
f
k
′
)
D = UAUT [de´composition en valeurs sigulie`res : A ∈ RN×N , U ∈ Rn×N ]
µk = x
f
k + x
f
k
′
(U A−1 UT ) (Hk xfk
′
) R−1k (yk − Hk(xfk))
xk = µk + x
f
k
′
U A−1/2
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2.6 Notes d’imple´mentation
Un souci constant dans l’imple´mentation des filtres d’ensemble est de re´duire au maxi-
mum le nombre d’ope´rations et la place me´moire occupe´e. Par exemple, il est hors de
question d’avoir a` stocker une matrice de covariance pleine a` un quelconque moment du
calcul. Pour donner un ordre de grandeur, on manipule souvent en ge´ophysique des vec-
teurs d’e´tat de taille de l’ordre de 108, ce qui donnerait des matrices de covariance de
taille 108 × 108 = 1016, soit une place me´moire de 80Po (1Po = 1 pe´taoctet = 1015 oc-
tets), ce qui avoisine l’ordre de grandeur de la me´moire vive totale contenue dans les plus
puissants supercalculateurs actuels, autrement dit on cherchera a` e´viter a` tout prix une
telle de´pense. On peut aussi s’inte´resser a` minimiser le nombre d’ope´rations ou la place
me´moire en changeant l’ordre des ope´rations selon les ordres de grandeur des dimensions
des matrices (voir le paragraphe 4.3 de Evensen [2003]).
Ainsi, comme Evensen [2003] l’explique, une matrice de covariance de taille n× n est
tout d’abord de´compose´e comme une matrice de covariance empirique xxT ou` x ∈ Rn×N
sont les e´chantillons, puis les ope´rations sont effectue´es de fac¸on a` ne jamais faire une
multiplication du type (xxT )a ou` a ∈ Rn×1 est un vecteur, mais on proce`de en effectuant
x(xTa), ce qui donne une occupation me´moire en O(n×N) au lieu de O(n2) et un nombre
d’ope´rations en O(n×N) au lieu de O(n2).
Ensuite, dans le filtre de Kalman d’ensemble comme dans le filtre de Kalman de trans-
formation d’ensemble, et a` l’instar des filtres de Kalman re´duits, une de´composition en
valeurs singulie`res re´duite est utilise´e. Seules les vecteurs propres correspondants a` des
valeurs propres non nulles sont calcule´s. Les matrices manipule´es e´tant de rang au plus N ,
la de´composition en valeurs singulie`res re´duite donne une matrice de vecteurs propres de
taille n×N .
D’autre part, on peut remarquer les deux astuces suivantes peuvent souvent eˆtre uti-
lise´es avec profit.
Proposition 2. Si toutes les particules ont une meˆme valeur en une coordonne´e donne´e,
alors la correction de Kalman donnera en re´sultat cette valeur, inde´pendamment de tous
les autres parame`tres.
De´monstration. La moyenne apre`s analyse est donne´e par
µa = µf +X ′(HX ′)TR−1(y −Hµf)
Aussi si X =
(
a b
c c
)
sans perte de ge´ne´ralite´ (en prenant N = 2, et apre`s permutation
des coordonne´es de l’espace d’e´tat, a, b ∈ Rk1 , c ∈ Rk2), alors
X ′ =
(
a′ b′
0 0
)
Xa = X ′A =
(
a′ b′
0 0
)
A =
(
c′ d′
0 0
)
et µa =
(
µfk1
c
)
+
(
a′ b′
0 0
)
× (. . .) =
(
µfk1
c
)
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Proposition 3. Si toutes les particules projete´es dans l’espace d’observation ont une meˆme
valeur en une coordonne´e donne´e et que cette coordonne´e n’est corre´le´e avec aucune autre
coordonne´e, alors cette coordonne´e peut eˆtre retire´e de l’espace d’observation et de la ma-
trice d’observation R.
De´monstration. La moyenne apre`s assimilation est donne´e par
µa = µf +X ′(HX ′)TR−1(y −Hµf)
Aussi si HX =
(
a b
c c
)
sans perte de ge´ne´ralite´ (en prenant N = 2, et apre`s permutation
des coordonne´es de l’espace d’e´tat, a, b ∈ Rk1 , c ∈ Rk2), alors
µa =
(
γ
κ
)
+X ′
(
a′ 0
b′ 0
)
R−1
((
y1
y2
)
−
(
Hµfk1
c
))
=
(
γ
κ
)
+X ′
(
a′
b′
)
R˜−1
((
y1
)− (Hµfk1))
ou` R˜−1 est le bloc k1 × k1 en haut a` gauche de matrice R−1, sans les k2 dernie`res coor-
donne´es. En effet, les k2 dernie`res colonnes de la matrice X
′
(
a′ 0
b′ 0
)
vaudront 0, aussi
les k2 dernie`res lignes de R
−1 peuvent eˆtre quelconques puisques non prises en compte.
Puisque de plus les k2 dernie`res coordonne´es sont de´corre´le´es des autres coordonne´es, les
deux cadrans anti-diagonaux de R−1 sont nuls, et la valeur de y2−c ne sera pas donc prise
en compte, et il n’est pas alors pas ne´cessaire de la calculer.
De meˆme pour la covariance, on peut ignorer les k2 dernie`res coordonne´es :
Xa = X ′A = X ′
(
1
αIN +
1
N−1(Hx
f
k)
TR−1(Hxfk)
)−1/2
= X ′
(
1
αIN +
1
N−1
(
a′ 0
b′ 0
)(
R˜−1 ∗
∗ ∗
)(
a′ b′
0 0
))−1/2
= X ′
(
1
αIN +
1
N−1
(
a′
b′
)
R˜−1
(
a′ b′
))−1/2
Cette dernie`re remarque est pratique en particulier lorsque on sait que l’observation n’a
pas de valeur en un point donne´ (occultation du point, point rejete´ du fait d’une mesure
conside´re´e abe´rante) et donc que l’ope´rateur d’observation a une meˆme valeur inde´finie en
ce point. Cette remarque servira dans le cas oce´anique dans la partie III.
2.7 Filtre de Kalman d’ensemble ponde´re´
Dans les sections pre´ce´dentes, nous avons de´crit deux types de filtres d’ensemble
diffe´rents : les filtres particulaires et les filtres de Kalman d’ensemble. Chacun posse`de
ses avantages et ses inconve´nients : d’un coˆte´ les filtres particulaires sont tre`s gourmands
en ressources mais ont la proprie´te´ de converger vers le filtre baye´sien optimal dans le cas
ge´ne´ral, tandis que les filtres de Kalman d’ensemble sont plus e´conomes en ressources mais
peuvent ne pas converger vers la bonne distribution dans le cas ge´ne´ral.
Le filtre de Kalman d’ensemble ponde´re´ (WEnKF, Weighted Ensemble Kalman Filter)
est conc¸u pour utiliser les avantages de ces deux types de filtres d’ensemble : l’e´conomie des
ressources et la convergence vers le filtre baye´sien. Il a e´te´ introduit dans Papadakis et al.
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[2010], et Le Gland et al. [2011] le propose comme une alternative a` la non-convergence
dans le cas ge´ne´ral du filtre de Kalman d’ensemble.
Le filtre de Kalman d’ensemble ponde´re´ se pre´sente comme un filtre particulaire, dont
la distribution de proposition est donne´e par les e´chantillons d’un filtre de Kalman d’en-
semble. Cela signifie que, a` chaque e´tape d’assimilation, les particules seront dans un
premier temps pre´dites et analyse´es selon un filtre de Kalman d’ensemble classique —
cela constituera la distribution de proposition — puis dans un second temps les particules
seront ponde´re´es et re´e´chantillonne´es comme dans un filtre particulaire.
On notera que l’e´tape de Kalman d’ensemble peut eˆtre replace´e par une des variantes
de ce filtre, dont le filtre de Kalman de transformation d’ensemble (ETKF) pre´sente´ a` la
section pre´ce´dente.
L’introduction d’une e´tape de Kalman dans un filtre particulaire aura l’avantage de
de´placer les particules vers l’observation, ce qui ame´liorera sensiblement l’estimation a`
nombre de particules fixe´ et permettra a` ce filtre particulaire de revenir a` un nombre de
particules raisonnable par rapport aux filtres particulaires classiques. Le filtre re´sultant
e´tant un filtre particulaire, la convergence vers la distribution de filtrage lorsque N tend
vers l’infini est assure´e par la loi des grands nombres (Le Gland et al. [2011]).
2.7.1 Principe
Dans ce filtre particulaire, la loi de proposition est la principale caracte´ristique ; elle
est de´taille´e dans la sous-section suivante. Ensuite, le calcul des poids pourra faire l’objet
de simplification dans la deuxie`me sous-section.
Loi de proposition
Dans ce filtre particulaire, la loi de proposition pi(xk|xk−1,y1:k) peut eˆtre donne´e soit
par un EnKF, soit par un ETKF. Dans tous les cas, une e´tape de pre´diction de chacune
des particules est d’abord effectue´e :
x
f,(i)
k = Mk(x
(i)
k−1) + η
(i)
k , i = 1 . . . N. (2.18)
Ensuite, dans le premier cas ou` l’analyse est faite par un EnKF, le filtre re´sultant
portera le nom de filtre de Kalman d’ensemble ponde´re´ (WEnKF, Weighted Ensemble
Kalman Filter). En reprenant l’e´quation de l’analyse EnKF :
x
a,(i)
k = x
f,(i)
k + K
N
k (yk + ε
(i)
k −Hkxf,(i)k )
= (In −KNk Hk)xf,(i)k + KNk yk + KNk ε(i)k ,
(2.19)
les e´chantillons x
a,(i)
k suivront une loi suppose´e gaussienne :
x
a,(i)
k ∼ N ( µ(i)k , Vk )
avec
 µ
(i)
k = (In −KNk Hk)xf,(i)k + KNk yk
Vk = (In −KNk Hk) Qk (In −KNk Hk)T + Kk Rk KTk .
(2.20)
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Alternativement, dans le second cas ou` l’analyse est faite par un ETKF, le filtre re´sultat
sera appele´ filtre de Kalman de transformation d’ensemble ponde´re´ (WETKF, Weighted
Ensemble Transform Kalman Filter). En reprenant les matrices U et Ak et le vecteur µ
a
k
issus de l’analyse ETKF (donne´s par les e´quations (2.13), (2.15) et (2.16)) et en posant
W = U A
−1/2
k U
T , les e´chantillons sont donne´s par :
x
a,(i)
k = µ
a
k + (x
f,(i)
k − x¯f,(i)k )Wi, (2.21)
ou` Wi est la ie colonne de W. La loi, suppose´e gaussienne, des e´chantillons x
a,(i)
k sera :
x
a,(i)
k ∼ N ( µ(i)k , Vk )
avec
 µ
(i)
k = µ
a
k + (x
f,(i)
k − x¯f,(i)k )Wi
Vk = (x
f
k − x¯fk) W WT (xfk − x¯fk)T
(2.22)
Finalement, la loi de proposition pi(xk|x(i)k−1,y1:k) est donne´e par une des deux analyses
(2.20) ou (2.22) :
pi(xk|x(i)k−1,y1:k) = N ( µ(i)k , Vk ) (2.23)
Le support de cette loi est Rn tout entier et couvre donc le support de la loi a posteriori.
Calcul des poids
Comme tout filtre particulaire, les poids sont donne´s par la formule (2.2) :
w
(i)
k ∝ w(i)k−1
p(yk|x(i)k )p(x(i)k |x(i)k−1)
pi(x
(i)
k |x(i)0:k−1,y1:k)
.
Dans notre cas, la loi de proposition est donne´e :
pi(x
(i)
k |x(i)0:k−1,y1:k) = N (x(i)k ;µ(i)k ,Vk),
et la dynamique p(x
(i)
k |x(i)k−1) par :
p(x
(i)
k |x(i)k−1) = N (x(i)k ; Mk(x(i)k−1),Qk).
Aussi, l’expression des poids devient :
w
(i)
k ∝ w(i)k−1
p(yk|x(i)k ) N (x(i)k ; Mk(x(i)k−1),Qk)
N (x(i)k ;µ(i)k ,Vk)
.
Pour les deux lois normales utilise´es dans le calcul des poids, le seul moyen de les
e´valuer serait d’utiliser la covariance empirique sur leurs e´chantillons. Cependant, on peut
montrer qu’il serait inutile d’effectuer un tel calcul. En effet, comme montre´ dans l’annexe
B, pour un ensemble d’e´chantillons x ∈ Rn×N de moyenne empirique nulle, l’e´valuation de
N (x(i); 0, 1N−1xxT ) donne le meˆme re´sultat pour toutes les e´chantillons sous l’hypothe`se
que les e´chantillons forment une famille libre de Rn (au sens de l’alge`bre line´aire, c’est-
a`-dire qu’il n’y a pas de relation line´aire entre les e´chantillons), hypothe`se que l’on peut
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supposer satisfaite dans le cas ou` le nombre d’e´chantillons est faible au regard de la dimen-
sion de l’espace d’e´tat. Aussi, comme ces deux lois normales re´pondent a` ces hypothe`ses, il
n’est pas besoin de les calculer puisque les poids sont normalise´s, ce qui annule alors l’effet
de ces e´valuations. On notera que la vraisemblance p(yk|x(i)k ) n’est pas concerne´e par ce
re´sultat puisque les points e´value´s yk ne sont pas les meˆmes que ceux x
(i)
k qui forment la
moyenne et covariance empiriques.
Ainsi, la ponde´ration d’un WEnKF ou d’un WETKF se simplifie en :
w
(i)
k ∝ w(i)k−1 p(yk|x(i)k ) (2.24)
De plus, dans le cas ou` un re´e´chantillonnage syste´matique est effectue´ (et donc que
tous les poids sont identiques), la ponde´ration devient :
w
(i)
k ∝ p(yk|x(i)k ) (2.25)
2.7.2 Algorithme
Un processus d’assimiliation par WEnKF ou WETKF est de´taille´ par l’algorithme 5.
Cet algorithme reprend la base des filtres particulaires classiques SIR, mais il est tout a` fait
possible d’en de´river des variantes issues de la pratique ge´ne´rale des filtres particulaires,
par exemple des me´thodes de pre´-se´lection de particules avec un filtre particulaire guide´
ou d’autres types de re´e´chantillonnage.
2.8 Conclusion
Ce chapitre a donne´ un aperc¸u des principales me´thodes de filtrage pour le proble`me
de l’assimilation de donne´es a` travers une approximation de Monte Carlo des distributions
manipule´es : les me´thodes particulaires, avec leurs nombreuses variations et de´clinaisons,
couˆteuses mais utilisables dans le cas ge´ne´ral ; les me´thodes de Kalman d’ensemble, peu
couˆteuses mais a` utiliser de pre´fe´rence pour les proble`mes line´aire-gaussien ; et la me´thode
hybride du filtre de Kalman d’ensemble ponde´re´, combinant les avantages des deux me´thodes.
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Algorithme 5 Filtre de Kalman d’ensemble ponde´re´
Parame`tres :
• {x(i)0 }i=1...N : e´chantillonnage initial gaussien ;
• Mk, {ηik}i=1...N : mode`le dynamique et e´chantillons de l’erreur mode`le associe´e pour les
temps k ≥ 1 ;
• Hk, {εik}i=1...N : ope´rateur d’observation et e´chantillons de l’erreur d’observation associe´e
pour les temps k ≥ 1 ;
• yk : donne´es observe´es aux temps k ≥ 1.
Algorithme :
(toutes les distributions sont suppose´es gaussiennes.)
1. Initialisation :
• xa,(i)0 = x(i)0
⇒ p(x0) =
N∑
i=1
δ
x
a,(i)
0
(x0)
2. Assimilation : pour k ≥ 1 :
1. Pre´diction : Chaque particule est porte´e au temps suivant a` travers le
mode`le dynamique puis un bruit gaussien lui est applique´.
x
f,(i)
k = Mk(x
(i)
k−1) + η
(i)
k
2. Correction de Kalman : Les particules sont de´place´es selon une correction de
Kalman ; soit par filtre de Kalman d’ensemble (EnKF), soit par filtre de Kalman de
transformation d’ensemble (ETKF). Nous obtenons la distribution de proposition
pi(xk|x(i)0:k−1,y1:k) =
∑N
i=0 δxa,(i)k
(xk).
EnKF :
d
(i)
k = yk + ε
(i)
k −Hk(xf,(i)k ) avec ε(i)k ∼ N (0,Rk), i = 1 . . . N
xfk
′
= xfk − xfk1N
xak = x
f
k + x
f
k
′
(Hkx
f
k
′
)T ((Hkx
f
k
′
)(Hkx
f
k
′
)T + εkε
T
k )
−1dk
ETKF :
xfk
′
= xfk − xfk1N
D = (I + (Hkx
f
k
′
)TR−1k Hkx
f
k
′
)−1
D = UAUT
µak = x
f
k + Kk(yk −Hk(xfk)
xak = µ
a
k + x
f
k
′
A
3. Ponde´ration : Chaque particule est ponde´re´e selon sa vraisemblance
w
(i)
k = p(yk|xa,(i)k ).
4. Re´e´chantillonnage : Les particules sont re´e´chantillonne´es afin de recentrer le
nuage dans les zones d’inte´reˆt.
Deuxie`me partie
Assimilation d’images
d’e´coulements fluides
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Les se´quences d’images contiennent intrinse`quement une grande quantite´ d’informa-
tion. D’une part elles pre´sentent une densite´ spatiale d’information importante a` chaque
instant et d’autre part elles exhibent une forte corre´lation temporelle. Contrairement aux
se´quences repre´sentant des objets rigides, qui peuvent eˆtre repre´sente´s par un ensemble fini
de mode`les affines (et donc associe´s a` une parame´trisation de faible dimension), les mouve-
ments fluides, de part leur nature, induisent des changements globaux sur l’image, associe´s
a` une de´formation vivant dans un espace de grande dimension. Il n’est par conse´quent pas
possible d’assimiler uniquement le de´placement de quelques points repre´sentatifs d’un ob-
jet, mais il est ne´cessaire d’assimiler l’ensemble du domaine sous-jacent a` l’image. Il s’agit
donc d’exploiter au mieux la grande quantite´ d’information pre´sente tant spatialement que
temporellement tout en restant dans des limites raisonnables en termes de temps de calcul
et de me´moire.
Un des proble`mes classiques en vision par ordinateur concerne l’estimation du de´place-
ment apparent d’une sce`ne a` partir de deux images successives It et It+δt. C’est l’estimation
de cette variable de de´placement qui nous inte´ressera par la suite, ou de fac¸on e´quivalente
le champ des vitesses d’une image a` l’autre. Le proble`me est en ge´ne´ral mal pose´ du
fait de ce qu’on appelle le proble`me de l’ouverture et requiert alors l’introduction d’une
contrainte supple´mentaire pour permettre sa re´solution. A` la diffe´rence de ces me´thodes
de flot optique, l’assimilation de donne´es s’appuiera sur l’ensemble des images passe´es —
et pas seulement les deux dernie`res — et accumulera ainsi une  connaissance  de la
se´quence d’images. L’assimilation de donne´es se reposera a` cette fin sur un mode`le dyna-
mique explicatif de l’e´volution temporelle du syste`me d’inte´reˆt. Cela permettra e´galement
d’introduire une cohe´rence temporelle dans l’estimation d’images successives.
Dans la continuite´ des techniques de filtrage initialement propose´es dans la the`se de
Nicolas Papadakis pour l’assimilation de donne´es image, nous nous proposons dans cette
partie d’explorer l’influence de diffe´rents choix et parame`tres. Le premier chapitre de´crit
les choix ge´ne´raux faits dans le cadre de cette the`se (mode`le dynamique et ope´rateur d’ob-
servation) ainsi que quelques techniques relatives au re´e´chantillonnage ou a` la gestion des
donne´es manquantes. Le deuxie`me chapitre se focalisera sur la forme du bruit dynamique,
et le troisie`me sur une assimilation multi-e´chelles. Tout au long de ces trois chapitres, on
donnera des explications des choix faits au regard des re´sultats ainsi que des conclusions
partielles. Enfin, cette partie se concluera par l’expose´ de´taille´ des re´sultats, avec des com-
mentaires et interpre´tations de ces re´sultats.
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Chapitre 3
Assimilation d’images
d’e´coulements fluides
Ce chapitre introduit les mode`les et les choix ge´ne´raux qui ont e´te´ fait pour l’assimi-
lation des se´quences fluides, en l’occurrence pour des fluides 2D incompressibles.
Nous introduisons le mode`le dynamique vorticite´-vitesse, d’abord dans sa version de´ter-
ministe classique, et auquel sera plus tard ajoute´ un bruit pour obtenir l’e´tape de pre´diction
de l’assimilation (ce qui correspond a` une assimilation dont la dynamique est discre`te),
puis dans sa version stochastique continue, comme une repre´sentation de la dynamique
continue. Nous abordons ensuite deux ope´rateurs d’observation de fluides : un ope´rateur
de flot optique formule´ au moyen d’une version stochastique de l’estimateur de Lucas-
Kanade, et l’ope´rateur de diffe´rence d’images de´place´es.
Apre`s cela, nous discutons du sche´ma d’assimilation global, avec en particulier des
modifications mineures teste´es pour ame´liorer la convergence du sche´ma, en particulier le
re´e´chantillonnage. Dans les deux chapitres suivants seront expose´es des modifications plus
importantes en terme de me´thode.
Dans ce chapitre, les re´sultats affe´rents a` une me´thode sont seulement re´sume´s et il est
renvoye´ au chapitre 6 pour des re´sultats plus pre´cis.
3.1 Mode`le dynamique vorticite´-vitesse
Le mode`le dynamique est un e´le´ment central du processus d’assimilation (avec l’ope´rateur
d’observation), dans la mesure ou` l’assimilation peut eˆtre vue globalement comme une
ponde´ration entre le mode`le dynamique et l’observation. Dans les approches se´quentielles,
le mode`le dynamique permet d’obtenir une approximation de l’e´tat du syste`me a` partir
de son passe´ et influe donc directement sur la qualite´ de la distribution a priori (avant
assimilation). Un mode`le de bonne facture donne alors une bonne distribution a priori qui
permet a` son tour de donner un bon re´sultat a posteriori (apre`s assimilation).
Nous de´taillons dans cette section le mode`le dynamique utilise´ selon deux points de vue
diffe´rents : le premier est un mode`le de´terministe auquel sera ajoute´ le bruit dynamique, ce
qui suppose une dynamique discre`te en temps, alors que le second, bien que baˆti a` partir du
meˆme mode`le, correspond a` une e´quation diffe´rentielle stochastique continue non line´aire.
3.1.1 Mode`le de´terministe
La dynamique des fluides peut eˆtre de´crite de deux fac¸ons selon que l’on s’attache a`
suivre les particules fluides (description lagrangienne) ou la vitesse du fluide en chaque
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point du domaine (description eule´rienne). Il est souvent plus commode de travailler dans
la configuration eule´rienne de`s lors que l’on s’inte´resse au mouvement global du fluide,
ce qui sera le cas ici. Dans ce cadre eule´rien, la dynamique des fluides est de´crite par les
e´quations de Navier-Stokes qui retranscrivent dans le cas spe´cifique des fluides les principes
physiques ge´ne´raux de la conservation de la masse et de la quantite´ de mouvement.
Dans le cas d’un fluide incompressible e´voluant dans un espace de dimension d = 2 ou
d = 3 sans forces exte´rieures autres que la gravite´ et de densite´ constante, les e´quations
de Navier-Stokes s’e´crivent :
div u = 0
∂u
∂t
+ (u · ∇)u = −1
ρ
∇p+ ν∆u
(3.1)
ou` :
– x ∈ Rd est la variable d’espace (unite´ : [L]),
– t ∈ R+ est le temps (unite´ : [T]),
– u(x, t) ∈ Rd est le champ de vecteurs suppose´ suffisamment re´gulier de la vitesse
(unite´ : [L.T−1]),
– p(x, t) est la pression du fluide (unite´ : [M.L−1.T−2]),
– ρ est la masse volumique du fluide (unite´ : [M.L−3]),
– ν sa viscosite´ cine´matique (unite´ : [L2.T−1]).
De´composition des champs
Pour un champ vectoriel 2D suffisamment re´gulier et qui s’annule en l’infini ou qui est
pe´riodique, la de´composition de Helmholtz permet d’e´crire ce champ u comme une somme
de deux composantes orthogonales : un champ a` rotationnel nul, dit irrotationnel, uirr, et
un champ a` divergence nulle usol, aussi appele´ champ sole´no¨ıdal.
En notant l’ope´rateur diffe´rentiel 2D (−∂y, ∂x) par ∇⊥, ces deux champs peuvent eˆtre
exprime´s au moyen de deux fonctions de potentiel : uirr = ∇φusol = ∇⊥ψ (3.2)
On a alors la de´composition suivante du champ u :
u = usol + uirr
avec
{
curl uirr = ∇⊥ · uirr = 0
div usol = ∇ · usol = 0
(3.3)
Re´ciproquement, il est possible d’inverser ces relations et de reconstruire le champ
irrotationnel a` partir de la divergence et le champ sole´no¨ıdal a` partir de la vorticite´.
En notant que ∆φ = div uirr et ∆ψ = curl usol, on peut exprimer φ et ψ en utilisant
la fonction de Green, G, associe´e au Laplacien :
φ = G ∗ div uirr
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ψ = G ∗ curl usol
Et les champs irrotationnel et sole´no¨ıdal sont alors exprime´s comme :
uirr = ∇G ∗ div uirr
usol = ∇⊥G ∗ curl usol
Les convolutions de l’espace physique se transforment, dans l’espace de Fourier, en de
simples multiplications. Ainsi, dans le cas 2D, il est possible de calculer le champ irrota-
tionnel uirr correspondant a` une vorticite´ ξ, ou le champ sole´no¨ıdal usol correspondant a`
une divergence ζ :
uirr =
−i
2pi
F−1
(
k
|k|2F(ζ)
)
(3.4)
usol =
−i
2pi
F−1
(
k⊥
|k|2F(ξ)
)
(3.5)
La premie`re e´galite´ provient du fait que :
∆φ = div uirr = ζ ⇒ (∂21 + . . .+ ∂2d)φ = ζ
⇒ −4pi2(k21 + . . .+ k2d)φˆ = ζˆ
⇒ φˆ = 1−4pi2|k|2 ζˆ
⇒ ∇̂φ = −ik
2pi|k|2 ζˆ
⇒ ûirr = −ik2pi|k|2 ζˆ
Dans le cas 2D, une e´galite´ similaire se trouve sur la vorticite´. Dans le cas de la
dimension d, seule la premie`re e´galite´ reste valable ; la deuxie`me doit eˆtre revue avec une
de´finition ade´quate du rotationnel.
Une me´thode nume´rique efficace est d’utiliser ces e´quations en faisant les transforma-
tions a` l’aide d’une transforme´e de Fourier rapide.
Dans le cas des fluides 2D incompressible, l’e´quation de Navier-Stokes (3.1) peut
s’e´xprimer a` l’aide de la vorticite´ (et l’e´quation de divergence devient sans effet puisque la
divergence reste nulle en raison de l’incompressibilite´ de l’e´coulement) :
∂ξ
∂t
+ (u · ∇)ξ = ν∆ξ (3.6)
Le mode`le dynamique utilise´ dans la suite reposera sur cette dernie`re e´quation.
Imple´mentation nume´rique
Nous de´crivons ci-dessous le sche´ma nume´rique utilise´ pour simuler cette dynamique.
Les diffe´rentes quantite´s sont discre´tise´es sur une grille carte´sienne [1, n1]× [1, n2] :
ξ(xi, yi, t) = ξi,j(t), i = 1 . . . n1, j = 1 . . . n2 (3.7)
L’e´quation dynamique (3.6) est discre´tise´e avec un terme advectif propose´ par Kurga-
nov and Levy [2000] :
∂tξi,j(t) = −
Hx
i+ 1
2
,j
(t)−Hx
i− 1
2
,j
(t)
∆x
−
Hy
i,j+ 1
2
(t)−Hy
i,j− 1
2
(t)
∆y
+ νξDi,j(t)
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avec :
Hx
i+ 1
2
,j
(t) =
ui+ 1
2
,j(t)
2
(
ξ+
i+ 1
2
,j
+ ξ−
i+ 1
2
,j
)
−
|ui+ 1
2
,j(t)|
2
(
ξ+
i+ 1
2
,j
− ξ−
i+ 1
2
,j
)
Hx
i,j+ 1
2
(t) =
ui,j+ 1
2
(t)
2
(
ξ+
i,j+ 1
2
+ ξ−
i,j+ 1
2
)
−
|ui,j+ 1
2
(t)|
2
(
ξ+
i,j+ 1
2
− ξ−
i,j+ 1
2
)
Les valeurs aux demi-points sont calcule´es par une moyenne d’ordre 4 :
ui+ 1
2
,j(t) =
−ui+2,j(t)+9ui+1,j(t)+9ui,j(t)−ui−1,j(t)
16
ui,j+ 1
2
(t) =
−ui,j+2(t)+9ui,j+1(t)+9ui,j(t)−ui,j−1(t)
16
Les valeurs ξ±
i+ 1
2
,j
et ξ±
i,j+ 1
2
sont obtenues a` partir de de´rive´es de pente minimale (ξx)i,j
et (ξy)i,j permettant de limiter les effets d’amplification lie´s aux discontinuite´s spatiales :
ξ+
i+ 1
2
,j
= ξi+1,j − ∆x
2
(ξx)i+1,j ξ
−
i+ 1
2
,j
= ξi+1,j +
∆x
2
(ξx)i,j
(ξx)i,j = minmod
(
2
ξi,j − ξi−1,j
∆x
,
ξi+1,j − ξi−1,j
2∆x
, 2
ξi+1,j − ξi,j
∆x
)
minmod(x1, . . . , xn) =

inf(xi) si xi ≥ 0 ∀i
sup(xi) si xi ≤ 0 ∀i
0 sinon
Le Laplacien est calcule´ par diffe´rences finies du quatrie`me ordre (Abramowitz and
Stegun [1964], formule 25.3.24) :
Di,j(t) =
−ξi−2,j + 16ξi−1,j − 30ξi,j + 16ξi+1,j − ξi+2,j
12∆x2
+
−ξi,j−2 + 16ξi,j−1 − 30ξi,j + 16ξi,j+1 − ξi,j+2
12∆y2
Le sche´ma d’inte´gration temporelle est un sche´ma de Runge-Kutta du troisie`me ordre.
En notant l’ope´rateur M tel que ξi,j(t+δt)−ξi,j(t)δt = M(ξi,j(t)), l’inte´gration temporelle se
fait par :
ξ1i,j = ξi,j(t) + δtM(ξi,j(t))
ξ2i,j =
3
4ξi,j(t) +
1
4ξ
1
i,j +
1
4δtM(ξ
1
i,j)
ξi,j(t+ δt) =
1
3ξi,j(t) +
2
3ξ
2
i,j +
2
3δtM(ξ
2
i,j)
(3.8)
ou` δt est choisi maximal dans la limite de la condition CFL (Courant-Friedrichs-Lewy) :
δt ≤ 1
2 maxx∈Ω(|u(x)|) .
Dans cette imple´mentation, la vitesse est calcule´e a` partir de la vorticite´ en passant
dans l’espace de Fourier (introduisant ainsi une condition de bord pe´riodique, ce qui n’est
pas limitant et meˆme souhaite´ dans la principale se´quence de test), en utilisant la formule
(3.5).
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3.1.2 Mode`le stochastique
Dans la section pre´ce´dente, le mode`le dynamique e´tait suppose´ de´terministe. Dans
le processus d’assimilation, lorsqu’on suppose la dynamique intrise`quement discre`te en
temps, c’est ce mode`le dynamique de´terministe qu’on utilisera, auquel on rajoutera alors
un bruit additif dans l’e´tape de pre´diction pour rentrer dans le cadre de l’assimilation
d’ensemble.
En revanche, lorsque la dynamique est continue en temps, il apparaˆıt plus re´aliste
de remplacer cette e´quation diffe´rentielle par une e´quation diffe´rentielle stochastique. Ex-
prime´ dans le contexte du filtrage stochastique, cela s’exprime comme le filtrage d’une
dynamique continue en temps avec des observations discre`tes en temps. L’e´quation dy-
namique (3.6) se voit rajouter un terme de de´rive stochastique dBt par rapport a` son
e´quivalent de´terministe :
dξ(x, t) = (−u(x, t) · ∇ξ(x, t) + ∆ξ(x, t))dt+ σdBt = M(ξ(·, t))dt+ σdBt, (3.9)
ou`Bt est un mouvement brownien, c’est-a`-dire un processus stochastique dont les incre´ments
sont gaussiens, de moyenne nulle et de variance e´gale au temps e´coule´ entre les deux ins-
tants, dont les re´alisations sont presque partout continues, et dont deux instants diffe´rents
sont inde´pendants.
Dans ce contexte, la discre´tisation en temps se devra de s’adapter au caracte`re sto-
chastique de l’e´quation. A` l’image des sche´mas nume´riques de´terministes de re´solution
en temps, on retrouve des sche´mas proches pour les e´quations diffe´rentielles stochastiques,
comme le sche´ma d’Euler-Maruyama 1 ou les me´thodes de Runge-Kutta pour les e´quations
diffe´rentielles stochastiques.
Dans un espace probabilise´ (Ω,F ,P), soit une e´quation diffe´rentielle stochastique{
X0 = Y
dXt = m(Xt)dt+ σ(Xt)dBt
(3.10)
ou` (Xt)t≥0 est un processus stochastique adapte´ a` une filtration (Ft)t≥0 a` valeurs dans Rd,
m : Rd → Rd une fonction mesurable, σ : Rd → Rd×d une fonction mesurable a` valeurs dans
l’espace des formes biline´aires de´finies positives, et (Bt)t≥0 est un mouvement brownien a`
valeurs dans Rd. Pour une discre´tisation en temps 0 = t0 < t1 < t2 < . . . < tn < . . . avec
tn+1 − tn = ∆t, le sche´ma d’Euler-Maruyama donne le sche´ma nume´rique suivant :{
X0 = Y
Xtn+1 = Xtn +m(Xtn)∆t+ σ(xtn)
√
∆t∆Bt, avec ∆Bt ∼ N (0, 1) (3.11)
Ce sche´ma est donc imple´mente´ dans notre cas en rajoutant un bruit gaussien centre´
de variance ∆t a` chaque pas de temps dynamique. Dans les expe´riences, cela portera
la de´nomination  microbruit  (puisque le bruit ajoute´ est de variance plus petite que
lorsque le bruit n’est ajoute´ qu’aux temps image).
Les re´sultats avec ce sche´ma  stochastique  et leur comparaison avec le sche´ma
 de´terministe plus bruit  sont pre´sente´s au chapitre 6 a` la section 6.4. Il ressort comme
conclusion de ces expe´riences que l’assimilation de vorticite´ 2D incompressible telle qu’elle
a e´te´ faite, que le sche´ma d’Euler-Maruyama donne de moins bons re´sultats que le sche´ma
d’Euler de´terministe comple´te´ par une perturbation gaussienne finale. Pour un ope´rateur
line´aire, les deux me´thodes donneraient les meˆmes re´sultats.
1. Gishiro¯ Maruyama (1916-1986), mathe´maticien probabiliste japonais
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3.2 Mesures images
Un des proble`mes classiques en vision par ordinateur est d’estimer la vitesse v(x, t)
entre deux images successives It et It+δt, avec x dans le domaine image Ω. Il s’agit d’un
proble`me inverse puisque l’on cherche a` obtenir un parame`tre (la vitesse) a` partir d’une
observation du re´sultat. Ce proble`me d’estimation de la vitesse a e´te´ d’abord e´tudie´ dans
le cas de se´quences d’images repre´sentant le de´placement d’entite´s solides. On pourra se
re´fe´rrer a` Baker et al. [2011], Barron et al. [1994] et Galvin et al. [1998] pour l’e´tat de
l’art dans ce domaine. Pour l’application a` l’estimation de mouvements fluides, Heitz et al.
[2010] donne un panorama des me´thodes actuelles, et on pourra trouver quelques travaux
re´cents dans Corpetti et al. [2009], Corpetti and Me´min [2011], De´rian [2012], ainsi que
Me´min [2003].
L’e´quation de base utilise´e pour traiter ce proble`me est l’e´quation de conservation de
la luminance, aussi appele´e e´quation de contrainte du mouvement apparent (ECMA) ; la
luminance e´tant une mesure de l’intensite´ lumineuse sur une surface donne´e, par exemple
la surface repre´sente´e par un pixel de l’image. Lorsque la fonction de luminance I(x, t) est
suppose´e e´voluer de fac¸on continue dans le temps et dans l’espace, l’ECMA s’e´crit :
dI(x, t)
dt
=
∂I(x, t)
∂t
+∇I(x, t) · u(x, t) = 0, (3.12)
traduisant l’absence de changement d’illumination le long de la trajectoire d’un point
mate´riel, et u(x, t) est le champ de vecteurs transportant I, c’est-a`-dire la vitesse de ce
point mate´riel. Physiquement, cela sous-entend que le phe´nome`ne observe´ ne subit pas
d’occultation par rapport a` la came´ra (en oce´anographie ou me´te´orologie, cela correspond
a` supposer que les fluides restent dans la zone de vision de la came´ra et qu’il n’y a pas
de phe´nome`ne d’advection verticale) et que le capteur n’introduit pas de biais lors de
son acquisition temporelle. En pratique, cette hypothe`se de conservation de la luminance
n’est pas toujours ve´rifie´e a` cause de changements de l’intensite´ lumineuse entre les images
ou de phe´nome`nes d’occultations, fre´quent dans les sce`nes re´elles. Il est alors ne´cessaire
d’appliquer des pre´-traitements afin de revenir a` cette condition ou de prendre en compte
directement ces de´rivations dans la me´thode.
Lorsque la luminance est donne´e uniquement a` certains instants, ce qui est le cas pour
les se´quences d’images dans la re´alite´, l’ECMA se traduit par l’e´quation suivante, appele´e
diffe´rence d’images de´place´es ou diffe´rence inter-images de´place´e (DID, en anglais DFD
— Displaced Frame Difference) :
I(x + ∆x, t+ ∆t)− I(x, t) = 0, (3.13)
ou, dans sa version line´arise´e, est appele´e e´quation de contrainte du flot optique (OFCE,
Optical Flow Constraint Equation) :
I(x, t+ ∆t)− I(x, t) + u(x, t) · ∇I(x, t)∆t ≈ 0. (3.14)
Ce proble`me, a` partir de cette seule e´quation, est ge´ne´ralement mal pose´ a` cause du
proble`me de l’ouverture : le mouvement apparent ne permet pas, en ge´ne´ral, de retrouver
le mouvement re´el. En termes mathe´matiques, le proble`me a deux fois plus d’inconnues (2
inconnues par pixel) que de donne´es (1 donne´e par pixel). On peut visualiser cet effet par
l’illustration ci-dessous.
Pour rendre le proble`me bien pose´, il faut ajouter une contrainte supple´mentaire sur
la vitesse. Il y a deux types d’approches :
3.2. MESURES IMAGES 49
?
?
I1 I2
Figure 3.1 – Illustration du proble`me de l’ouverture
En supposant que la came´ra ne bouge pas et que l’objet noir est le meˆme sur les deux images I1 et
I2, on ne peut pas voir si l’objet est monte´ ou descendu car son gradient dans la direction verticale
est nul. En revanche, du fait que son gradient horizontal n’est pas nul, cela permet d’affirmer qu’il
s’est de´place´ sur la droite. Sur le fond blanc de gradient uniforme´ment blanc, avec un gradient nul
dans les deux directions, on ne peut en aucun cas affirmer s’il s’est de´place´ ni dans quelle direction
si c’e´tait le cas.
– les me´thodes globales qui imposent une contrainte globale sur le champ de vecteur ; le
prototype de cette approche est la me´thode de Horn et Shunk qui consiste a` minimiser
une fonctionnelle de´finie sur le domaine entier comprenant un terme d’attache aux
donne´es et un terme de re´gularisation globale du champ de vecteurs, les deux termes
e´tant ponde´re´s l’un par rapport a` l’autre par un coefficient ;
– les approches locales qui consistent a` re´soudre localement le proble`me ; on trouve
les me´thodes de corre´lations ainsi que la me´thode de Lucas et Kanade consistant a`
choisir la solution qui minimise l’erreur au sens des moindres carre´s sur une feneˆtre
locale.
3.2.1 Estimateur de Lucas-Kanade
L’estimateur de Lucas-Kanade, introduit dans Lucas and Kanade [1981], consiste a`
minimiser une fonctionnelle de type moindres carre´s sur une feneˆtre locale.
En notant Ju,t la fonctionnelle
Ju,t(x) = (∂tI(x, t) + u(x, t) · ∇I(x, t))2 ,
la vitesse donne´e par l’estimateur de Lucas-Kanade sur une feneˆtre locale V , avec u
constant sur cette feneˆtre, est donne´e par :
∀x, u˜t(x) = min
ut(x)
∫
Ω∩V
gλ(x− x′)Ju,t(x′)dx′
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ou` Ω est le domaine image et gλ est une fonction gaussienne centre´e d’e´cart-type λ. Une
minimisation au sens des moindres carre´s donne la solution suivante :
u˜t = −
gλ ∗
 (∂xIt)2 (∂xIt)(∂yIt)
(∂yIt)(∂xIt) (∂yIt)
2


−1gλ ∗
(∂xIt)(∂tIt)
(∂yIt)(∂tIt)


= −(gλ ∗ (∇It∇ITt ))−1(gλ ∗ (∇It ∂tIt))
(3.15)
Cet estimateur de flot optique peut eˆtre de´cline´ en un flot optique stochastique multi-
e´chelles (Corpetti and Me´min [2011]) qui sera utilise´ dans le chapitre 5 comme base d’ob-
servation dans le cadre d’une assimilation multi-e´chelles : l’OFCE sera re´interpre´te´e avec
un terme stochastique et l’estimation sera inte´gre´e dans un cadre multi-e´chelles en estimant
a` une e´chelle donne´e puis en raffinant l’estimation a` des e´chelles infe´rieures.
3.2.2 Diffe´rences d’images de´place´es
L’ope´rateur “diffe´rence d’images de´place´es” (DID, ou en anglais Displaced Frame Diffe-
rence — DFD) est la version discre`te non-line´aire de l’ECMA (3.12). Dans la suite, dans le
contexte de l’assimilation de donne´es image, la DID ne servira pas a` re´soudre le proble`me
de l’estimation de mouvement entre deux images, mais servira a` e´valuer la qualite´ d’une
estimation de mouvement donne´e. Pour une image en dimension n (image 2D, 3D, etc.)
et un de´placement dt(x) : Rn → Rn de l’image entre les instants t et t + δt, la DID est
exprime´e comme
∀x ∈ Rn, DIDt(dt(x)) = It+δt(x + dt(x))− It(x)
⇔ DIDt(ut(x)δt) = It+δt(x + ut(x)δt)− It(x).
(3.16)
Tel qu’exprime´ ci-dessus, la variable d’espace x peut eˆtre suppose´e appartenir a` Rn
ou a` un domaine pe´riodique. Sinon il faudra utiliser des conditions de bord ; dans nos
expe´riences avec des images finies, nous utiliserons une condition de bord assez grossie`re
consistant a` borner tout de´placement a` l’image : si x + d(x) est en-dehors de l’image, le
point choisi sera celui projete´ sur le bord de l’image ; ceci est possible dans le cas de petits
de´placements.
L’ECMA sera donc ve´rifie´e pour un de´placement d(x) lorsque
∀x, DIDt(dt(x)) = 0
ou de fac¸on e´quivalente ∀x, DIDt(ut(x)δt) = 0
(3.17)
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3.3 Sche´ma d’assimilation et imple´mentation
Le processus d’assimilation qui sera utilise´ dans la suite se de´roule selon le sche´ma
standard de filtrage particulaire de´crit dans la section 2.7.2, avec un filtre de Kalman
d’ensemble ponde´re´. L’algorithme 5 du WETKF est repris graphiquement ci-dessous en
mettant en lumie`re les diffe´rents blocs fonctionnels.
Les sections suivantes de´crivent les points spe´cifiques utilise´s pour l’assimilation des
images d’e´coulements fluides, ainsi que les se´quences qui seront pre´sente´es au chapitre 6
des re´sultats, c’est-a`-dire une se´quence synthe´tique 2D ou` l’on observe l’e´volution d’un
scalaire passif, une se´quence re´elle ou` l’on observe la tempe´rature de surface de l’oce´an
Pacifique et une se´quence re´elle de turbulence expe´rimentale 2D ge´ne´re´e au moyen d’un
film de savon.
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Figure 3.2 – Sche´ma d’une assimilation par WETKF.
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Algorithme 6 Imple´mentation du filtre de Kalman d’ensemble ponde´re´ pour les se´quences
d’e´coulements fluides
Parame`tres :
– se´quence d’images ;
– estimation de la vitesse initiale ;
– amplitude et autres parame`tres lie´s au bruit initial ;
– mode`le dynamique, me´thode d’application du bruit dynamique ;
– amplitude du bruit dynamique, type du bruit (d’Evensen ou autosimilaire), et autres
parame`tres lie´s ;
– type de correction de Kalman (EnKF ou ETKF) ;
– mode`le d’observation ;
– type de re´e´chantillonnage et parame`tres lie´s ;
– amplitude du bruit de re´gularisation, type, et autres parame`tres lie´s.
Algorithme :
1. Initialisation :
– l’estimation de la vitesse initiale se fait a` partir d’un flot optique ;
– les particules initiales sont l’addition de la vitesse initiale et d’un bruit gaussien
(d’Evensen).
2. Assimilation : pour k ≥ 1 :
1. Pre´diction : selon l’un des deux mode`les :
– mode`le de´terministe (section 3.1.1) : chaque particule est porte´e au temps suivant
a` travers le mode`le dynamique puis un bruit gaussien (d’Evensen ou autosimilaire)
lui est ajoute´ ; ou
– mode`le stochastique (section 3.1.2) : chaque particule est porte´e au temps suivant
et un bruit est ajoute´ a` chacun des pas de la dynamique.
2. Correction de Kalman : les particules sont de´place´es selon une correction de
Kalman (EnKF ou ETKF) avec l’un des deux ope´rateurs d’observation :
– diffe´rence d’images de´place´es (section 3.2.2) ; ou
– identite´ lorsque la vitesse est donne´e directement (par un flot optique ou autre).
avec une e´ventuelle estimation du bruit, particulie`rement dans le cas de donne´es
manquantes.
3. Ponde´ration : chaque particule est ponde´re´e selon sa vraisemblance ; le re´sultat
de l’e´tape est donne´ par la somme ponde´re´e des particules a` cette e´tape.
4. Re´e´chantillonnage : les particules sont re´e´chantillonne´es selon :
– un re´e´chantillonnage multinomial ; ou
– un re´e´chantillonnage dual (section 3.3.3) ;
et une re´gularisation (de la loi de probabilite´) est effectue´e en ajoutant un bruit
(d’Evensen ou autosimilaire) de faible variance a` chaque particule.
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3.3.1 Initilisation
L’e´tape d’initialisation consiste a` cre´er les e´chantillons. Dans les se´quences traite´es,
nous utilisons un flot optique de Lucas-Kanade stochastique (qui sera de´crit dans la section
5.2) qui donne une estimation de la vitesse entre les deux images initiales. Ce champ de
vitesse est ensuite bruite´ par un champ de bruit gaussien.
De fac¸on ge´ne´rale, la variance du bruit introduit dans cette e´tape d’initialisation sera
d’un ordre de grandeur d’environ 5 a` 10 fois supe´rieur au bruit dynamique. Cela permet de
bien diffe´rencier les particules les unes des autres pour avoir suffisamment de variabilite´,
et les premie`res e´tapes d’assimilation se chargeront d’inhiber ce fort bruit initial.
3.3.2 Ponde´ration
La ponde´ration des particules dans le filtre de Kalman d’ensemble ponde´re´ se re´duit,
comme vu a` la section 2.7.1, a` la vraisemblance vis-a`-vis de l’observation.
Dans la suite, cette vraisemblance sera suppose´e distribue´e selon un loi gaussienne de
moyenne nulle et de covariance donne´e par la variance des observations :
p(yk|x(i)k ) = N (Hk(x(i)k ); yk,Rk). (3.18)
3.3.3 Re´e´chantillonnage
Le re´e´chantillonnage est une e´tape importante des filtres particulaires qui e´vite que
des particules tre`s e´loigne´es de l’observation ne soient conserve´es. Si l’on fait un paralle`le
avec la the´orie de l’e´volution, cela correspondrait a` un processus de se´lection naturelle
(utilitaire) qui de´favorise les individus les moins adapte´s au milieu.
La version de WETKF utilise´e dans les expe´riences de cette the`se utilise la me´thode
classique du re´e´chantillonnage multinomial, qui consiste a` tirer N particules parmi les N
particules (le nombre de particules ne change pas), chaque particule pouvant eˆtre tire´e
avec une probabilite´ e´gale a` son poids.
La probabilite´ que la re´partition du nuage de particules soit constitue´e de (n1, n2, . . . , nN )
particules de l’ancien nuage (avec
∑N
i=1 ni = N) est :
p((n1, n2, . . . , nN )) =
N !
n1!n2! · · ·nN !w
n1
1 w
n2
2 · · ·wnNN .
En effectuant un re´e´chantillonnage multinomial, l’espe´rance du nombre de nouvelles
particules correspondant a` une ancienne particule x(i) donne´e est de Nwi.
Re´gularisation
Les filtres particulaires avec re´e´chantillonnage souffrent du proble`me bien connu d’ap-
pauvrissement du nuage : l’essentiel du nouveau nuage est en pratique souvent constitue´
que d’un petit nombre de particules diffe´rentes. Une des solutions possibles consiste a`
diffe´rencier artificiellement les particules les unes des autres apre`s re´e´chantillonnage en les
perturbant un peu. Cette e´tape est appele´e re´gularisation dans la litte´rature sur les filtres
particulaires. Musso et al. [2001] donne un re´sume´ de ces me´thodes.
Dans les re´sultats pre´sente´s, cette technique est toujours utilise´e. La diffe´renciation
se fait en appliquant un bruit similaire a` celui du bruit dynamique avec un e´cart-type
ge´ne´ralement 10 fois infe´rieur a` celui du bruit dynamique.
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Re´e´chantillonnage mixte multinomial-uniforme
Afin d’encourager encore plus a` conserver un certain nombre de particules diffe´rentes
apre`s re´e´chantillonnage, un re´e´chantillonnage mixte multinomial-uniforme a e´te´ teste´. Cela
consiste a` tirer une partie des particules selon un re´e´chantillonnage multinomial et une
autre partie de fac¸on ale´atoire (selon la loi uniforme), la proportion entre les particules
 multinomiales  et les particules  ale´atoires  e´tant fixe´e par un parame`tre. Lorsque ce
mode de re´e´chantillonnage est choisi, le petit de´placement des particules est effectue´ apre`s
ce re´e´chantillonnage.
Cette technique a e´te´ teste´e avec les proportions 50 %-50 % et 80 %-20 %, et compare´e
au cas 100 %-0 % ( multinomial pur ). Comme montre´ par les re´sultats en section 6.5,
il semble qu’une proportion de 80 %-20 % donne des re´sultats assez proches de ce que l’on
obtient avec 100 %-0 %. En revanche, une proportion 50 %-50 % semble eˆtre le´ge`rement
ne´gative sur les re´sultats. Ce type de re´e´chantillonnage ne semble pas conduire a` une
ame´lioration des re´sultats.
3.3.4 Donne´es manquantes
Dans l’application ou` on recherchera les courants de surface a` partir des donne´es image
de tempe´rature de surface (voir la section 6.10), la couverture nuageuse cache une partie des
donne´es. Au lieu de retirer de l’espace d’observation ces zones d’observation, on cherchera
a` comple´ter l’espace d’observation pour mieux ge´rer les transitions entre donne´es pre´sentes
et donne´es temporairement absentes.
Dans ces zones de donne´es temporairement manquantes, on imposera une forte variance
d’observation afin de laisser une grande plage de valeurs acceptables dans cette zone. Dans
ces zones, la variance sera de´rive´e de la variance empirique sur l’e´chantillon pre´dit :
R(x, x) =
1
N − 1
N∑
i=1
(I(x + d(i)(x), t+ 1)− I(x, t))2. (3.19)
Afin de lisser les irre´gularite´s de la variance re´sultante, un petit lissage gaussien est
applique´.
Ce type de variance (dans l’application d’images de SST) sera utilise´ dans le filtre de
Kalman ainsi que dans l’e´tape de ponde´ration.
3.3.5 Code
Dans le cadre de cette the`se et avec la coope´ration de Benoˆıt Combe`s, un code rela-
tivement ge´ne´rique de filtres particulaires avec loi de proposition par un filtre de Kalman
(WEnKF/WETKF) a e´te´ cre´e´ et utilise´ pour les expe´riences mene´es dans cette the`se. Le
code est principalement en language Matlab, avec quelques portions en C via l’interfac¸age
C/Matlab.
L’inte´reˆt du language Matlab est la grande quantite´ de fonctions disponibles native-
ment ou via des boˆıtes a` outils, ainsi que la facilite´ d’utilisation des entre´es-sorties et du
post-traitement (cre´ation de graphiques, images, etc.). Dans ce code, il est e´galement uti-
lise´ une  surcharge  de fonctions ou` les fonctions ge´ne´riques (entre´es-sorties, mesures
d’erreurs, etc.) peuvent eˆtre spe´cialise´es pour chaque imple´mentation spe´cifique.
Le code est architecture´ de la fac¸on suivante :
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– un sche´ma d’assimilation de filtre particulaire avec proposition de Kalman sert de
programme principal et orchestre le de´roulement temporel de l’assimilation en ap-
pelant les diffe´rents composants (voir l’algorithme 6) ;
– mis a` part les mode`le dynamique et ope´rateur d’observation qui doivent eˆtre absolu-
ments spe´cifie´s pour chaque proble`me, les autres fonctions comportent une version
ge´ne´rique (analyses de Kalman, ponde´ration, re´e´chantillonnage, entre´es-sorties, me-
sures d’erreur) ;
– pour chaque proble`me (au sens large), des imple´mentations spe´cifient les mode`le
dynamique et ope´rateur d’observation, spe´cialisent a` volonte´ les autres fonctions et
appellent le sche´ma d’assimilation qu’elles souhaitent utiliser ;
– des contextes permettent de passer des ensembles de parame`tres a` chaque sous-partie
du programme : contexte global, contexte sur la me´thode d’assimilation, contexte
d’observation ;
– quelques mode`les dynamiques sont imple´mente´s (dont le mode`le vorticite´-vitesse
de´crit plus haut) ainsi que plusieurs ope´rateurs d’observations ;
– des entre´es-sorties sont disponibles principalement via les fichiers MAT spe´cifiques a`
Matlab, via des fichiers CSV pour les re´sultats, via le format NetCDF (via l’imple´men-
tation Matlab disponible dans les versions R2011b et supe´rieures).
Lors d’une premie`re utilisation du code pour un proble`me spe´cifique, les e´tapes a`
effectuer sont :
1. cre´er une imple´mentation spe´cifique (copie de l’imple´mentation minimale) ;
2. spe´cifier les mode`le dynamique et ope´rateur d’observation, soit en re´utilisant ceux
disponibles, soit en les cre´ant ;
3. cre´er, a` partir d’un mode`le de base, le fichier initial permettant d’initialiser les
contextes et d’appeler le sche´ma d’assimilation ;
4. si besoin, spe´cialiser les fonctions (voire le sche´ma d’assimilation meˆme s’il est pre´fe´ra-
ble de garder un sche´ma standard pour compatibilite´ ascendante du code).
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Chapitre 4
Bruit dynamique
Dans les me´thodes d’assimilation particulaires, la principale source d’ale´a qui permet
de diffe´rencier les particules les unes des autres se situe dans l’e´tape de proposition. Dans
un filtre de Kalman d’ensemble, c’est le bruit dynamique qui introduit cette diffe´renciation
des particules. Il est important de spe´cifier au mieux ce bruit afin qu’il agite les particules
tout en restant  en accord  avec la nature des particules. Par exemple, si on bruite avec
un bruit gaussien inde´pendant en chaque pixel, une particule repre´sentant un e´tat fluide,
celle-ci ne correspondra plus a` un e´tat physiquement plausible de l’e´coulement.
Dans un filtre de Kalman d’ensemble, le bruit sur les particules est introduit dans
l’e´tape de pre´diction donne´e par une e´quation diffe´rentielle stochastique de la forme sui-
vante :
dxt = M(xt)dt+ ηtdBt.
Le bruit Bt ∈ Rn est un mouvement brownien dans les hypothe`ses du filtre de Kal-
man, c’est-a`-dire un processus a` moyenne nulle, dont les trajectoires sont presque partout
continues, dont les incre´ments sont inde´pendants et de distribution gaussienne centre´e de
variance e´gale a` leur e´loignement temporel (i.e. pour 0 ≤ s < t, Bt−Bs ∼ N (0n, (t−s)Σ)
avec Σ ∈ Rn×n constant).
En discre´tisant dans le temps, il s’agira de spe´cifier ce bruit selon :
– sa distribution, qui est ge´ne´ralement suppose´e gaussienne ;
– sa variance, qui conditionnera l’e´loignement des particules entre elles ;
– sa forme spatiale, autrement dit sa covariance.
La forme spatiale la plus simple est de tirer des e´chantillons ale´atoires inde´pendants
en chaque dimension de l’espace d’e´tat, c’est-a`-dire en supposant la matrice de covariance
diagonale. Ce type de bruit, dans le cas de fluides, serait potentiellement assez brutal car
il introduirait de fortes variabilite´s d’un point de grille a` un autre et serait contraire a` la
nature continue du phe´nome`ne.
Cette section pre´sente deux bruits qui seront compare´s dans le contexte de l’assimila-
tion d’images d’e´coulements fluides. Tous deux sont homoge`nes (la distribution est la meˆme
pour tous les pixels), isotropes (pas de direction privile´gie´e, autrement dit la covariance
entre deux points ne de´pend que de leur e´loignement) et stationnaires (la distribution ne
change pas dans le temps). Ces deux bruits se distinguent essentiellement par la forme de
leurs matrices de covariance respectives :
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– un bruit quasi-gaussien dont la covariance de´croit strictement avec l’e´loignement (ce
bruit peut aussi eˆtre anisotrope selon les parame`tres spe´cifie´s),
– un bruit gaussien dont le spectre est spe´cifie´ de fac¸on a` respecter une relation entre
les e´chelles, mimant les lois phe´nome´nologiques simples de la turbulence.
Nous pre´sentons tout d’abord la construction de chacun des deux bruits, puis donnons
quelques re´sultats d’assimilation caracte´ristiques des deux approches.
4.1 Bruit d’Evensen
Cette forme de bruit est de´crite dans Evensen [2003], et sera par la suite identife´e
comme bruit d’Evensen. Il s’agit de champs scalaires de taille N × M , pe´riodiques, de
moyenne nulle, et de variance unitaire, qui sont caracte´rise´es par :
• une re´solution spatiale dans les deux directions du domaine spatial : ∆x ∈ R∗+ et
∆y ∈ R∗+ ;
• deux longueurs de de´corre´lation spatiale dans les deux directions : rx ∈]0, N∆x2 ] et
ry ∈]0, M∆y2 ] ;
• une orientation θ ∈ [0, pi[ qui permettra d’effectuer une rotation de la direction
pre´fe´rentielle dans le cas d’une de´corre´lation anisotrope (rx 6= ry).
 
 
 
 
 
 
Figure 4.1 – Exemples de re´alisation du bruit d’Evensen. Les deux premie`res ont une
de´corre´lation spatiale isotrope, contrairement a` la dernie`re qui a une de´corre´lation aniso-
trope oriente´e de 3/4pi radians.
4.1.1 Construction
Ce bruit est construit en spe´cifiant les coefficients de corre´lation dans l’espace de Fou-
rier de fac¸on a` obtenir une de´croissance de la covariance exponentielle avec l’e´loignement
(e´quations (4.1) et (4.2)). A` partir de cette forme ge´ne´rale, les coefficients de de´corre´lation
dans l’espace de Fourier sont obtenus a` partir des coefficients de de´corre´lation spatiaux,
ceci en re´solvant les e´quations (4.4). Le parame`tre de variance est calcule´ de fac¸on a` fixer
celle-ci a` 1, graˆce a` l’e´quation (4.5). Nous de´crivons cette construction en deux dimensions,
mais le passage en dimension d est imme´diat, sauf si l’on souhaite continuer a` utiliser des
parame`tres d’orientation des axes diffe´rents des axes canoniques.
Pour une image N ×M , on de´finit les quantite´s suivantes : xn = n∆x ; ym = m∆y ;
κl =
2pil
N∆x ; γp =
2pip
M∆y avec n, l = 0 . . . N − 1 et m, p = 0 . . .M − 1 et ∆k = ∆κ∆γ =
(2pi)2
NM∆x∆y .
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Le champ de bruit q(xn, ym) est alors exprime´ par en spe´cifiant les coefficients d’une
transforme´e de Fourier discre`te :
q(xn, ym) =
N−1∑
l=0
M−1∑
p=0
qˆ(κl, γp)e
i(κlxn+γpym)∆k, (4.1)
avec
qˆ(κl, γp) =
c√
∆k
e
−( cos2(θ)
σ21
+
sin2(θ)
σ22
)κ2l−( sin
2(θ)
σ21
+
cos2(θ)
σ22
)γ2p+2(
1
σ22
− 1
σ21
) cos(θ) sin(θ)κlγp
e2piiφl,p , (4.2)
ou` φl,p sont des coefficients tire´s selon une loi uniforme sur ]0, 1] (φl,p ∼ U(0, 1)). Lorsque
θ est nul ou lorsque rx = ry, cette expression se re´duit a` :
qˆ(κl, γp) =
c√
∆k
e
−
(
κl
σ1
)2−( γp
σ2
)2
e2piiφl,p (4.3)
Le parame`tre σ1 (resp. σ2) est fixe´ de fac¸on a` ce que la covariance entre deux points
distants de rx (resp. ry) dans la direction x (resp. y) ait une valeur de e
−1 (choix fait
dans Evensen [2003] ; on notera que l’on pourrait choisir une autre valeur que e−1 si l’on
voulait spe´cifier une vitesse de de´croissance diffe´rente). Pour imposer cette condition, il
faut re´soudre les deux e´quations suivantes en σ1 et σ2 issues du calcul de la covariance (voir
Evensen [2003] pour les de´tails, ainsi que la proposition 4 ci-apre`s pour la simplification
des e´quations d’Evensen) :
e−1
∑
l
e
−2
(
κl
σ1
)2
=
∑
l
e
−2
(
κl
σ1
)2
cos(κlrx)
e−1
∑
p
e
−2
(
γp
σ2
)2
=
∑
p
e
−2
(
γp
σ2
)2
cos(γpry)
(4.4)
Dans notre imple´mentation comme dans l’imple´mentation originale d’Evensen, la re´solution
de ce syste`me se fait par une me´thode de Newton 2D (graˆce a` la proposition 4, on aurait
aussi pu utiliser deux me´thodes de Newton 1D). Enfin le parame`tre c est fixe´ de fac¸on a`
contraindre la variance a` 1 :
1 = ∆kc2
∑
l,p
e
−2
(
κ2l
σ21
+
γ2p
σ22
)
(4.5)
Proposition 4. Les e´quations de contrainte sur σ1 et σ2 en fonction de rx et ry, issues
du calcul de la covariance du bruit d’Evensen (4.1) et (4.2), donne´es par
e−1
∑
l,p
e
−2
(
κl
σ1
)2−2( γp
σ2
)2
=
∑
l,p
e
−2
(
κl
σ1
)2−2( γp
σ2
)2
cos(κlrx)
e−1
∑
l,p
e
−2
(
κl
σ1
)2−2( γp
σ2
)2
=
∑
l,p
e
−2
(
κl
σ1
)2−2( γp
σ2
)2
cos(γpry)
(4.6)
sont e´quivalentes aux e´quations (4.4).
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De´monstration. En reprenant les notations de cette section et pour une solution (σ1, σ2)
du syste`me d’e´quations (4.6), la premie`re e´quation de (4.6) est e´quivalente a` la premie`re
e´quation de (4.4) :
e−1
∑
l,p
e
−2
(
κl
σ1
)2−2( γp
σ2
)2
=
∑
l,p
e
−2
(
κl
σ1
)2−2( γp
σ2
)2
cos(κlrx)
⇔
∑
l,p
e
−2
(
κl
σ1
)2−2( γp
σ2
)2
(cos(κlrx)− e−1) = 0
⇔ e−2
(
γ0
σ2
)2 ∑
l
e
−2
(
κl
σ1
)2
(cos(κlrx)− e−1) + . . .
. . .+ e
−2
(
γM−1
σ2
)2 ∑
l
e
−2
(
κl
σ1
)2
(cos(κlrx)− e−1) = 0
⇔ (e−2
(
γ0
σ2
)2
+ e
−2
(
γ1
σ2
)2
+ . . .+ e
−2
(
γM−1
σ2
)2
)︸ ︷︷ ︸
6=0
∑
l
e
−2
(
κl
σ1
)2
(cos(κlrx)− e−1) = 0
⇔
∑
l
e
−2
(
κl
σ1
)2
(cos(κlrx)− e−1) = 0
De fac¸on similaire, on a l’e´quivalence sur la deuxie`me e´quation du syste`me. Re´ciproquement,
pour une solution (σ1, σ2) des e´quations (4.4), les meˆmes chaˆınes d’e´quivalences peuvent
eˆtre reprises dans l’autre sens. Cela confirme que les coefficients de corre´lations sont
inde´pendants dans chaque direction, et cela permet de ge´ne´raliser aise´ment les e´quations
a` des dimensions supe´rieures a` 2.
4.1.2 Proprie´te´s
Ce bruit n’est pas gaussien, puisque le support de sa distribution est compact, mais
vu sa construction comme une somme de N ×M variables inde´pendantes, le the´ore`me
central limite nous indique cependant qu’il tend vers une distribution gaussienne quand
N ×M → +∞. Ici, on utilisera le the´ore`me central limite pour une somme de variables
inde´pendantes mais de variance diffe´rente, et il faut alors ve´rifier la condition de Lyapounov
pour arriver au re´sultat. L’annexe C de´taille ce re´sultat. Vu les tailles utilise´es de l’ordre
de 256× 256, on pourra donc conside´rer que ce bruit est quasi-gaussien, comme cela peut
se constater empiriquement.
On peut ve´rifier que dans le cas isotrope la covariance entre un point et un autre dimi-
nue (strictement) lorsque ces deux points s’e´loignent, dans la limite du fait que l’image est
pe´riodique. La covariance minimale est donc atteinte en N∆x2 . Cette fonction de covariance
est illustre´e sur la figure 4.2.
Lorsque ce bruit est interpre´te´ comme une vorticite´, le spectre d’e´nergie est donne´ sur
la figure 4.3.
4.2 Bruit autosimilaire
Dans le mode`le de turbulence initialement propose´ par Kraichnan [1968], il existe une
relation reliant l’e´nergie des diffe´rentes e´chelles du fluide : c’est le mode`le de cascades de
Kolmogorov-Richardson. De fac¸on plus pre´cise, le spectre de la vitesse est donne´ par une loi
de puissance a.kb sur une gamme d’e´chelles donne´e [κ, ], appele´e plage inertielle. Le bruit
explicite´ dans cette section est construit sur ce principe afin de perturber les particules de
4.2. BRUIT AUTOSIMILAIRE 61
0 20 40 60 80 100 120 140
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Figure 4.2 – Profil de de´croissance de la covariance (isotrope) pour le bruit d’Evensen,
ici rx = 13, sur une image de 256 × 256 pixels, avec les parame`tres usuels utilise´s lors de
l’assimilation.
Ce bruit a une covariance qui tend exponentiellement vers 0 (avant de remonter exponentiellement
dans la demi-image suivante du fait de la pe´riodicite´).
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Figure 4.3 – Spectre d’e´nergie du bruit d’Evensen lorsque celui est interpre´te´ comme une
vorticite´.
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fac¸on cohe´rente avec un mode`le turbulent. C’est donc un bruit gaussien centre´ — puisque
somme de bruits gaussiens centre´s — et pe´riodique dont la forme spatiale respecte cette
loi de puissance.
Comme on le montrera dans les expe´riences et dans le chapitre relatif a` l’assimilation de
courants de surface en Iroise, les trois parame`tres propres a` ce bruit, a` savoir le coefficient
entre les e´chelles et les deux e´chelles de coupure, sont relativement simples a` fixer et seul
le coefficient de variance reste (difficile) a` fixer.
Nous pre´sentons tout d’abord la construction the´orique de ce bruit dans Rd, puis
discutons des aspects the´oriques de son imple´mentation, donnons quelques proprie´te´s sur
ce bruit et enfin exposons des re´sultats obtenus.
4.2.1 Construction the´orique
La construction est donne´e ici dans Rd, mais elle peut e´galement eˆtre faite dans un
espace pe´riodique de dimension d. Les parame`tres propres a` ce bruit sont :
• α : coefficient de puissance entre les e´chelles ;
• κ,  : respectivement grande et petite e´chelles de coupure (κ < ) ; ces e´chelles de
coupure correspondent d’une part a` κ = 1/L, l’e´chelle inte´grale a` laquelle le forc¸age
prend place et a`  = 1/l0, l’e´chelle dissipative ; on a l0 < L.
Soit Yt(x) le processus gaussien de´fini sur Rd et a` valeurs dans Rd repre´sentant un
champ de vitesse dont les incre´ments sont formellement de´finis par :
∀x ∈ Rd, dYt(x) = ψ ∗ dBt(x) ∈ Rd.
dBt(x) sont les incre´ments d’un mouvement brownien et sont donc distribue´s par un loi
gaussienne centre´e re´duite a` valeurs dans Rd. La convolution ψ ∗ dBt(x) n’est qu’une
e´criture formelle et est construite a` partir de la limite d’un champ ale´atoire discret de´fini
comme dB̂t(x) = 1/
√
n
∑n
i=1 φ(x−xi)dBt(xi) ou` φ est une fonction de lissage (gaussienne
par exemple). La convolution ψ ∗ (φ ∗ dB̂t) est ensuite bien de´finie, ainsi que sa limite
lorsque n tend vers l’infini.
La fonction ψ a la forme :
ψ(x) = f ∗ φκ,(x),
ou` φκ, est un filtre passe-bande, et f(x) est une fonction en loi de puissance qui donne la
relation entre les e´chelles :
f(x) = C‖x‖α/2.
Le processus gaussien Zt(x) est ensuite de´fini comme la projection de Yt(x) sur les
champs a` divergence nulle. L’ope´rateur de projection sur les champs a` divergence nulle
est appele´ ope´rateur de Leray, Pd, (on notera que Pd ◦ Pd = Pd). On a la repre´sentation
suivante de dZt :
dZt = dYt −∇G ∗ div (dYt) = (δ −H(G)) ∗ dYt = Pd ∗ dYt
ou` G est le noyau de Green du Laplacien et H(G) est sa matrice hessienne.
Transpose´ dans le domaine de Fourier, l’ope´rateur de Leray a la proprie´te´ P̂d P̂d = P̂d
(c’est un projecteur) et est de´fini par :
P̂d(k) = δij − kikj|k|2 .
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En reprenant les notations de la section 3.1.1, cette expression de l’ope´rateur de Leray
dans l’espace de Fourier provient du fait que :
∆φ = div dYt ⇒ (∂21 + . . .+ ∂2d)φ = div dYt
⇒ −4pi2(k21 + . . .+ k2d)φˆ = 2pii(k1 ˆdYt,1 + . . .+ kdd̂Yt,d)
⇒ φˆ = −i
2pi|k|2 k · d̂Yt
⇒ ∇̂φ = k
2pi|k|2 k · d̂Yt
⇒ ̂∇G ∗ div (dYt) = ∇̂φ = kkT2pi|k|2 d̂Yt
D’apre`s la repre´sentation de processus gaussiens dans le domaine de Fourier, le pro-
cessus dZt peut s’exprimer sous la forme :
dZt(x) =
∫
Rd
Q̂1/2(k)eik·xdBt(k) (4.7)
Q̂i,j(k) = C|k|−d−α
(
δij − kikj|k|2
)
φˆ2κ,(|k|) (4.8)
4.2.2 Proprie´te´s
Proposition 5. L’e´nergie, en fonction de l’e´chelle, du bruit autosimilaire est :
S(kr) =
∫
kr=|k|
1
2
tr(Q̂(k))dk = C(d− 1) pi
d/2
Γ(d/2)
φˆ2κ,(kr)k
−α−1
r .
De´monstration.
S(kr) =
∫
kr=|k|
1
2
tr(Q̂(k)) dk
=
∫
kr=|k|
1
2
C|k|−d−α
d∑
i=1
(
δii − k
2
i
|k|2
)
φˆ2κ,(|k|)dk
=
∫
kr=|k|
1
2
Ck−d−αr
d∑
i=1
(
1− k
2
i
|k|2
)
φˆ2κ,(kr)dk
= 12Ck
−d−α
r φˆ
2
κ,(kr)
∫
kr=|k|
(
d− |k|
2
|k|2
)
dk
= d−12 Ck
−d−α
r φˆ
2
κ,(kr)
∫
kr=|k|
dk
= d−12 Ck
−d−α
r φˆ
2
κ,(kr)
2pid/2kd−1r
Γ(d/2) [surface de la sphe`re
en dimension d]
= C(d− 1) pid/2Γ(d/2) φˆ2κ,(kr)k−α−1r
Et l’e´nergie totale est donc donne´e par la formule suivante, si l’on suppose que le filtre
passe-bande est parfait (sa transforme´e de Fourier vaut 1 sur la bande fre´quentielle choisie
et 0 ailleurs) :
E =
∫ ∞
0
S(kr)dkr
= C(d− 1) pid/2αΓ(d/2)(κ−α − −α)
= C(d− 1) pid/2αΓ(d/2)(Lα − lα0 )
(4.9)
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On observe que l’e´nergie de ce bruit de´pend directement de l’e´chelle d’injection porte´e a`
la puissance α. Cette e´chelle peut eˆtre spe´cifie´e a` partir de la taille du plus gros vortex
dans l’image.
En dimension 2, la densite´ spectrale et l’e´nergie sont respectivement donne´es par :
S(kr) = Cpiφˆ
2
κ,(kr)k
−α−1
r
E = C
pi
α
(κ−α − −α) = C pi
α
(Lα − lα0 )
Les spectres de vitesse pour les trois exemples donne´s dans la figure 4.4 sont affiche´s
sur la figure 4.5.
 
 
 
 
 
 
Figure 4.4 – Exemples de re´alisations de la vorticite´ de ce type de bruit sur des images
1024×1024.
De gauche a` droite, les parame`tres sont : (i) α = 2, 5, κ = 4,  = 100 ; (ii) α = 2, 5, κ = 2,  = 50 ;
(iii) α = 2, κ = 2,  = 50.
4.2.3 Mise en œuvre
Dans le cas qui nous inte´ressera de la dimension 2 pour des champs pe´riodiques, il est
possible de calculer le champ de vorticite´ puis de reconstituer le champ de vitesse a` partir
du noyau de Green du Laplacien. Cela pre´sente comme avantages de n’avoir a` calculer
qu’une seule transforme´e de Fourier inverse au lieu de deux, ainsi que de garantir par
construction que le champ est a` vorticite´ nulle. Des tests ont e´te´ faits avec l’utilisation
de l’ope´rateur de Leray (tel que pre´sente´ dans la construction pour rendre le champ a`
divergence nulle), mais en pratique les champs re´sultants n’e´taient pas, pour une raison
inconnue, a` divergence nulle (du meˆme ordre de grandeur que la vorticite´).
Proposition 6. Dans ce cas 2D, la vorticite´ re´sultant de ce bruit est donne´e par :
ξt(x) = C
∫
R2
|k|−d−α+1φˆκ,(|k|)eikxdBt(k).
De´monstration. Les deux composantes de la vitesse U(x1, x2) et V (x1, x2) sont donne´es
par :
U(x1, x2) = C
∫
R2
eik·x
|k|−d−α
|k|2 φˆκ,(|k|)(k
2
2dBt(k1)− k1k2dBt(k2))
V (x1, x2) = C
∫
R2
eik·x
|k|−d−α
|k|2 φˆκ,(|k|)(k
2
1dBt(k2)− k1k2dBt(k1))
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Figure 4.5 – Spectres de vitesse du bruit auto-similaire pour les re´alisations affiche´es sur
la figure 4.4.
Ces spectres sont re´alise´s par une moyenne sur 30 e´chantillons.
Le bruit en double pente est re´alise´ par l’addition de deux bruits autosimilaires avec des plages
fre´quentielles qui se rejoignent ici a` κ = 5 ; la vitesse de de´croissance est plus forte ici pour ce type
de bruit que pour les autres, comme cela se remarque a` la coupure petites e´chelles.
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Figure 4.6 – Profil de la covariance en fonction de l’e´loignement (en pixels) ; l’image fait
ici 256 pixels, et les parame`tres utilise´s sont les meilleurs qu’il a e´te´ trouve´ dans un cadre
d’assimilation sur une se´quence synthe´tique.
En comparant au bruit d’Evensen (voir le graphique 4.2), la covariance tend a` peu pre`s a` la meˆme
vitesse vers 0 dans les grandes e´chelles (20 % de la variance initiale autour de 18 pixels), mais ce
bruit-ci pre´sente ensuite un caracte`re oscillant amorti.
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Partant, on obtient la vorticite´ :
ξt(x1, x2) = −∂yU(x1, x2) + ∂xV (x1, x2)
=
∫
R2
eik·x(−k2Û(k1, k2) + k1V̂ (k1, k2))dk
= C
∫
R2
eik·x|k|−d−α−2φˆκ,(|k|)(−k22(k2dBt(k1)− k1dBt(k2))
+k21(k1dBt(k2)− k2dBt(k1)))
= C
∫
R2
eik·x|k|−d−α−2φˆκ,(|k|)(k1|k|2dBt(k2)− k2|k|2dBt(k1))
= C
∫
R2
eik·x|k|−d−αφˆκ,(|k|)(k1dBt(k2)− k2dBt(k1))
= C
∫
R2
eik·x|k|−d−α+1φˆκ,(|k|)dBt(k)
puisque (k1dBt(k2)−k2dBt(k1)) ∼ N (0, k21 +k22), ce qui e´quivaut a` |k|dBt(k) ∼ N (0, |k|2),
ou` dBt(k) ∼ N (0, 1) est un champ brownien scalaire.
Il est possible d’e´tendre le re´sultat pre´ce´dent en 3D, la vorticite´ est alors un champ
vectoriel.
Plusieurs filtres passe-bande ont e´te´ teste´s. En pratique, c’est le filtre de Butterworth
qui s’est ave´re´ le plus commode dans la mesure ou` ce filtre pre´sente une de´croissance rapide
du spectre au-dela` des fre´quences de coupures, caracte´rise´es par deux parame`tres internes
spe´cifiants la vitesse de de´croissance de part et d’autre de la bande de fre´quence choisie.
La transforme´e de Fourier discre`te a e´te´ utilise´e comme approximation de la transforme´e
de Fourier continue.
4.2.4 Algorithme
La me´thode pratique d’e´chantillonnage d’un champ gaussien autosimilaire est re´sume´e
ici.
Pour une image N ×M , on pose xn = n∆x, ym = m∆y, κl = 2pilN∆x et γp = 2pipM∆y avec
n, l = 0 . . . N−1 et m, p = 0 . . .M−1 et ∆k = ∆κ∆γ = (2pi)2NM∆x∆y , et le champ de vorticite´
ξt(xn, ym) est donne´ par :
ξt(xn, ym) =
N−1∑
l=0
M−1∑
p=0
ξˆt(κl, γp)e
i(κlxn+γpym)∆k
ξˆt(κl, γp) = |(κl, γp)|−α−1φˆκ,(|(κl, γp)|) ηt,l,p
(4.10)
avec ηt,l,p ∼ N (0, 1), et en imposant les conditions de syme´trie sur ξt afin d’obtenir un
champ re´el, a` savoir (κl, γp) = (κN−l, γM−p), ainsi que ξˆt(0, 0) = 0 pour obtenir un champ
a` moyenne nulle.
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4.3 Synthe`se des re´sultats
Le bruit d’Evensen a e´te´ teste´ sur une se´quence 2D simule´e dont on observe un tra-
ceur passif transporte´ par le fluide (voir la section 6.3 et la figure 6.2), ainsi que sur une
expe´rience d’un film de savon 2D (voir la section 6.8 et la figure 6.11). Le bruit autosimi-
laire a e´te´ teste´ sur la se´quence avec le traceur passif ainsi que dans l’assimilation en mer
d’Iroise de´taille´e au chapitre 7.
De fac¸on ge´ne´rale, en conclusion des diffe´rentes expe´riences d’assimilation mene´es, nous
verrons que le bruit autosimilaire est beaucoup plus facile a` spe´cifier que le bruit d’Evensen
puisque plus proche de la re´alite´ de la physique sous-jacente.
Sur la se´quence synthe´tique scalaire, les parame`tres de coupure de la plage inertielle et
le parame`tre de de´croissance de l’e´nergie ont e´te´ calque´s sur la ve´rite´ terrain. Deux types
de spectres ont e´te´ teste´s : un premier en a1.k
b
1 allant des petites e´chelles jusqu’a` l’e´chelle
d’injection, et un deuxie`me en a2.k
b2 allant des petites e´chelles a` l’e´chelle d’injection puis
en a3.k
b3 de l’e´chelle d’injection jusqu’aux grandes e´chelles. Ce dernier cas mime le profil
re´el des donne´es.
La figure 4.7 montre les spectres des diffe´rents bruits a` coˆte´ de celui de la ve´rite´ de
la se´quence synthe´tique 2D qui servira a` tester la me´thode (voir la section 6.3 pour plus
de de´tails), puis la figure 4.9 montre le profil de de´croissance de la RMSE au cours de
l’assimilation avec les deux bruits et le tableau 4.8 compare plus pre´cise´ment ces re´sultats.
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Figure 4.7 – Comparaison des spectres pour les bruits d’Evensen (bleu) et autosimilaire
(rouge) avec la ve´rite´ (noir).
Le spectre de la ve´rite´ pre´sente´e ici est celui de l’expe´rience synthe´tique 2D incompressible qui sera
pre´sente´e en de´tails a` la section 6.3. Notons que le spectre de la ve´rite´ repre´sente la distribution de
l’ensemble de l’e´nergie de l’e´coulement alors que les bruits ajoutent, lors du processus d’assimilation,
de l’e´nergie supple´mentaire sur les e´chelles spe´cifie´es ; il faut alors voir les spectres de bruit comme
les spectres de l’ anomalie  ajoute´e. Cela signifie entre autres que la re´partition de l’e´nergie du
bruit n’a pas force´ment a` suivre la re´partition de la ve´rite´, mais plutoˆt eˆtre positionne´e aux e´chelles
qui doivent eˆtre agite´es dans le cadre de l’assimilation.
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Type
Nombre de
RMSE 98 RMSE 60-98
particules
ETKF EV 50 0,0966 ± 0,0062 0,1037 ± 0,0054
WETKF EV 50 0,0981 ± 0,0028 0,1042 ± 0,0044
ETKF AS 50 0,0822 ± 0,0028 0,0834 ± 0,0017
WETKF AS 50 0,0786 ± 0,0030 0,0805 ± 0,0020
ETKF EV 400 0,0561 ± 0,0022 0,0547 ± 0,0019
WETKF EV 400 0,0598 ± 0,0087 0,0584 ± 0,0058
ETKF AS 400 0,0433 ± 0,0005 0,0442 ± 0,0004
WETKF AS 400 0,0432 ± 0,0008 0,0440 ± 0,0006
Figure 4.8 – Re´sultats pour la se´quence scalaire sur la comparaison des bruits d’Evensen
et autosimilaire.
Ce re´sultat pre´sente la moyenne et l’e´cart-type sur 6 exe´cutions dans chaque cate´gorie, respecti-
vement pour la RMSE instantane´e au dernier pas de temps d’assimilation (le 98e) et la RMSE
moyenne´e sur les 39 derniers pas de temps. On remarque assez clairement l’apport du bruit autosi-
milaire sur les deux me´thodes ETKF et WETKF et dans les deux classes de nombre de particules.
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Figure 4.9 – Comparaison des bruits d’Evensen et autosimilaire en 50 particules (gauche)
et 400 particules (droite).
Ces re´sultats sont issus de 6 exe´cutions identiques pour chaque cate´gorie. Le trait fort donne la
RMSE moyenne de ces exe´cutions et les pointille´s donnent l’e´cart-type autour de la moyenne. Outre
le moyen re´sultat moyen des assimilations utilisant le bruit autosimilaire, on remarque e´galement
un plus faible e´cart-type entre les exe´cutions. On peut avancer comme explication que le bruit
autosimilaire est plus en ade´quation avec l’e´coulement que le bruit d’Evensen, ce qui se ressent
fortement en faible nombre de particules.
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4.4 Conclusion
Ce chapitre a expose´ diffe´rentes techniques permettant de cre´er des champs ale´atoires
utilise´s comme bruit du mode`le dynamique. La premie`re me´thode, de´crite par Evensen
[2003], a la particularite´ d’avoir une covariance spatiale exponentiellement de´croissante.
Nous avons re´pertorie´ plusieurs proprie´te´s the´oriques sur ce type de champ ale´atoire :
quasi-gaussianite´, de´croissance stricte de la covariance, se´paration des dimensions dans les
e´quations liant la de´corre´lation entre les espaces spatial et de Fourier. Initialement propose´
en 2D, la proprie´te´ de se´paration des dimensions permet de ge´ne´raliser aise´ment ce bruit
a` des dimensions supe´rieures. La deuxie`me me´thode est conc¸ue de sorte a` mimer les lois
de la turbulence et est donc de´die´e aux phe´nome`nes fluides ; en particulier, ses parame`tres
ont un sens physique facile a` appre´hender et a` spe´cifier, y compris a` partir d’observations.
Des proprie´te´s de base sont montre´es sur ce type de champ ale´atoire : gaussianite´, spectre
d’e´nergie, e´nergie totale, calcul de la vorticite´ 2D. Ce bruit est initialement spe´cifie´ dans
Rd avec d quelconque, mais la mise en œuvre est facilite´e lorsque d = 2, ce qui correspond
aux expe´rimentations mene´es dans cette e´tude.
Les re´sultats expe´rimentaux montrent que l’utilisation du bruit autosimilaire pour le
bruit de mode`le peut conduire a` de meilleurs re´sultats que ceux obtenus dans le cas du
bruit d’Evensen. D’autre part, de part sa nature calque´e sur les lois phe´nome´nologiques
de la turbulence, le bruit autosimilaire peut eˆtre facilement parame´tre´ en fonction des
parame`tres physiques connus ou suppose´s : les e´chelles de coupure et la relation d’e´nergie
entre les e´chelles.
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Chapitre 5
Assimilation multi-e´chelles
5.1 Introduction
La dynamique des fluides peut eˆtre e´tudie´e en de´composant le proble`me sur plusieurs
e´chelles et en tenant compte des relations d’e´nergie entre e´chelles adjacentes. De meˆme,
sur les images, il est possible de visualiser diffe´rentes choses selon l’e´chelle a` laquelle on se
place : depuis les grandes re´gions de couleur proche jusqu’aux de´tails saillants de petite
e´chelle.
Partant de ces constatations, on peut imaginer cre´er un sche´ma d’assimilation qui
assimile des observations a` diffe´rentes e´chelles les unes apre`s les autres en partant de
l’e´chelle la plus grossie`re jusqu’a` l’e´chelle la plus fine. C’est ce qui est fait dans ce chapitre
ou`, a` chaque temps, des observations multi-e´chelles sont assimile´es les unes apre`s les autres
de fac¸on a` raffiner l’estimation. Afin d’obtenir des observations a` diffe´rentes e´chelles, on
utilisera un observateur de Lucas-Kanade multi-e´chelles qui a e´galement la proprie´te´ d’eˆtre
pense´ de fac¸on stochastique ; il donnera alors en plus une estimation de l’incertitude sur
le re´sultat qu’il fournit.
Dans ce type d’assimilation multi-e´chelles, du fait de l’utilisation d’une me´thode de
flot optique, l’observation sera, du point de vue de l’assimilation, donne´e directement par
le de´placement entre les deux images et l’ope´rateur d’observation sera donc simplement
de´fini comme l’identite´. Il serait cependant tout a` fait possible d’utiliser un autre ope´rateur
d’observation (comme une diffe´rence d’images de´place´es) pourvu qu’une de´composition sur
plusieurs e´chelles de l’ope´rateur en question soit possible.
Nous de´buterons ce chapitre avec la description de l’ope´rateur de Lucas-Kanade sto-
chastique, puis nous pre´senterons le sche´ma d’assimilation multi-e´chelles, et nous termi-
nerons par un re´sume´ des re´sultats utilisant cette me´thode.
Ce chapitre est une adaptation de l’article Beyou et al. [2013a] publie´ dans Numerical
Mathematics : Theory, Methods and Applications.
5.2 Flot optique de Lucas-Kanade stochastique
La me´thode de flot optique de type Lucas-Kanade stochastique est une re´interpre´tation
de l’e´quation de conservation de la luminance dans un cadre stochastique. De plus, le
sche´ma d’estimation est inte´gre´ dans un sche´ma multi-re´solution. Cette me´thode a e´te´
propose´e par Corpetti and Me´min [2011]. Nous de´crivons brie`vement dans cette section
les grandes lignes de cette technique.
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Pour une image 2D comportant un total de n pixels, le mouvement apparent de l’image
a` une incertitude gaussienne pre`s, Xt ∈ R2n, est donne´ sous forme stochastique par :
dXt = u(Xt)dt+ Σ
1/2(Xt)dBt, (5.1)
c’est-a`-dire que la position de chaque point entre deux images est donne´e par :
Xt = Xt−1 +
∫ t
t−1
u(s)ds+
∫ t
t−1
Σ1/2(s)dBs, (5.2)
ou` u : R+ → R2n est la vitesse du processus (Xt)t≥0, (Bt)t≥0 est un processus gaussien a` va-
leurs dans R2n et Σ est une fonction de R+ a` valeurs dans l’espace des matrices semi-de´finies
positives de taille 2n× 2n. La deuxie`me inte´grale est de´finie par l’inte´gration stochastique
d’Ito¯ 1 (voir par exemple Øksendal [2003]). L’incertitude associe´e a` ce de´placement mode´lise
une erreur d’estimation engendre´e par le bruit sur les donne´es et par la discre´tisation du
plan image.
La fonction de luminance I(x, t) discre´tise´e sur la grille de l’image, qui associe a` chaque
point son intensite´ lumineuse, est ici exprime´e comme une fonction de R2n ×R+ dans Rn
et est suppose´e eˆtre deux fois diffe´rentiable. L’e´quation de flot optique correspondante
s’obtient par la composition de cette fonction de luminance et du processus stochastique
Xt = (X
1
t , X
2
t ) en utilisant la formule d’Ito¯ qui rajoute, a` la formule de´terministe de
diffe´rentiation d’une fonction compose´e, un terme de diffusion :
dI(Xt, t) = ∂tI(Xt, t)dt+∇I(Xt, t) · dXt + 1
2
∑
i,j=1,2
∂2I(Xt, t)
∂Xit∂X
j
t
d < Xit , X
j
t > . (5.3)
Le terme < Xit , X
j
t > est la variation quadratique jointe des deux composantes du mou-
vement, de´finie comme la limite en probabilite´ sur l’ensemble des partitions {t0, . . . , tm}
de [0, t] avec 0 = t0 < t1 < . . . < tm = t et ou`, en notant δtk = tk − tk−1 la re´solution de
la partition, celle-ci est telle que |δm| = maxk δtk → 0 quand m→∞ :
< Xit , X
j
t >=
P
lim
|δm|→0
m∑
k=1
(Xitk−1 −Xitk)(Xjtk−1 −X
j
tk
).
Bien qu’il soit possible de de´finir un mode`le d’incertitude a priori quelconque sur le
mouvement que l’on cherche a` reconstruire, nous utiliserons ici uniquement un mode`le
d’incertitude isotrope par pixel (l’incertitude est identique dans les directions paralle`le
et tangente au gradient de la luminance) et dont les pixels sont inde´pendants les uns
des autres, c’est-a`-dire que Σ1/2(Xt, t) est e´gale a` une fonction de variance σ(Xt, t) :
R2n × R+ → Rn+ :
Σ1/2(Xt, t)dBt = diag(
√
σ(Xt, t))⊗ I2dBt, (5.4)
ou` I2 de´signe la matrice diagonale de taille 2× 2 et ⊗ est le produit de Kronecker ; c’est-
a`-dire que la matrice re´sultat (de taille 2n× 2n est ici diagonale (par bloc), ou` chacun des
n blocs 2 × 2 est une matrice diagonale de termes identiques donne´s par l’e´cart-type du
bruit en ce point du domaine image.
1. Kiyoshi Ito¯ (1915-2008), mathe´maticien probabiliste japonais.
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En appliquant ce mode`le d’incertitude a` la formule (5.3), on obtient
dI(Xt, t) =
(
∂tI(Xt, t) +∇I(Xt, t) · u(Xt, t) + 12σ(Xt, t)∆I(Xt, t)
)
dt
+
√
σ(Xt, t)∇I(Xt, t) · dBt
(5.5)
On remarquera que cette expression se re´duit bien a` l’expression de´terministe classique
lorsque σ ≡ 0. En passant dans un cadre stochastique, l’ajout de ce σ permet d’adoucir la
contrainte faite sur la luminance. A` partir de la`, la conservation de la luminance s’exprime
par l’interme´diaire de l’espe´rance conditionnellement a` la position pre´ce´dente Xt−1 :
E[dI(Xt, t)|Xt−1] = 0. (5.6)
Proposition 7. Soient un processus stochastique (Xt)t≥0 ve´rifiant l’e´quation diffe´rentielle
stochastique
dXt = u(Xt)dt+ Σ
1/2(Xt)dBt, (5.7)
avec (Bt)t≥0 mouvement brownien standard, et une fonction ψ(·, t) mesurable. Apre`s inte´gra-
tion nume´rique de Xt par un sche´ma d’Euler-Maruyama sur une partition de re´solution
constante δt, en notant ψ˜t(x) = ψ(x + uδt, t) et gµ,Σ(x) = N (x;µ,Σ), l’espe´rance de
ψ(Xt, t) conditionnellement a` Xt−δt est :
E[ψ(Xt, t)|Xt−δt] = ψ˜t ∗ g0,Σδt(Xt−δt) (5.8)
De´monstration. En discre´tisant l’e´quation diffe´rentielle stochastique (5.7) par un sche´ma
d’Euler-Maruyama sur une partition d’un seul intervalle de taille δt, on a :
Xt = Xt−δt + uδt+ Σ1/2(Bt −Bt−δt).
L’espe´rance conditionnelle de ψ(Xt) par rapport a` Xt−δt avec ψ mesurable, dont (5.6)
est un cas particulier, est donne´e par
E[ψ(Xt, t)|Xt−δt] =
∫
Rn
ψ(Xt, t)p(Xt|Xt−δt)dXt.
Comme Σ1/2Bt est un mouvement brownien, p(Xt|Xt−δt) est une fonction gaussienne
centre´e en Xt−δt + uδt et de variance Σδt :
E[ψ(Xt, t)|Xt−δt] = 1√
(2pi)n det(Σ)δt
∫
Rn
ψ(Xt, t) exp(−1
2
|Xt − uδt−Xt−δt|2(Σδt)−1)dXt,
en notant | • |2A la norme 2 sur Rn ponde´re´e par la matrice A : |x|2A = xTAx. Puis par le
changement de variable Zt = Xt − uδt, on obtient :
E[ψ(Xt, t)|Xt−δt] = 1√
(2pi)n det(Σ)δt
∫
Rn
ψ(Zt + uδt, t) exp(−1
2
|Zt −Xt−δt|2(Σδt)−1)dZt.
Ce qui donne, en posant ψ˜t(x) = ψ(x + uδt, t) et gµ,Σ(x) = N (x;µ,Σ) :
E[ψ(Xt, t)|Xt−δt] = ψ˜t ∗ g0,Σδt(Xt−δt).
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Ainsi, en posant I˜t(x) = I(x + u, t) et gσ(x) = N (x; 0, σ2In) et en choissant le mode`le
d’incertitude donne´ par l’e´quation (5.4), l’OFCE stochastique (5.3) devient :
E[dI(Xt, t)|Xt−1] = 0 = gσ ∗ (∂tI˜t +∇I˜t · u + 1
2
σ∆I˜t)(Xt). (5.9)
L’incertitude sur le mouvement estime´ est e´value´e a` partir des relations
d < I(Xt), I(Xt) >= σ(Xt, t)‖∇I(Xt, t)‖2
et
d < I(Xt), I(Xt) >≈ (I(Xt, t)− I(Xt−1, t− 1))2 ,
ce qui donne, en prenant l’espe´rance de d < I(Xt), I(Xt) >, une estimation de la variance
d’incertitude comme e´tant :
σ(Xt, t) =
E[(I(Xt, t)− I(Xt−1, t− 1))2]
E[‖∇I(Xt, t)‖2] (5.10)
Cette estimation par flot optique est inte´gre´e dans un cadre multi-e´chelles : une premie`re
estimation grande e´chelle est faite avec un fort parame`tre de lissage gaussien qui donne
un premier de´placement estime´ de l’image, puis l’estimation suivante est faite a` une plus
petite e´chelle apre`s recalage de l’image par ce de´placement et estime donc l’anomalie de
de´placement apre`s le recalage de l’image.
A` une e´chelle de lissage λ donne´, l’estimation du de´placement re´siduel par l’estimateur
de l’estimateur de Lucas-Kanade se fait par minimisation de la fonctionnelle
min
u
gλ ∗ gσ ∗
(
∇I · u + ∂tI + 1
2
σ∆I
)2
. (5.11)
applique´ a` l’image recale´e a` la meˆme e´chelle.
Comme pour l’estimateur de Lucas-Kanade classique, cela me`ne, en minimisant au
sens des moindres carre´s, a` la relation :(
gλ ∗ gσ ∗
[
IxIx IxIy
IyIx IyIy
])
u = −gλ ∗ gσ ∗
(
1
2
σ∆I + ∂tI
)[
Ix
Iy
]
. (5.12)
L’algorithme de flot optique de Lucas-Kanade stochastique est donne´ par l’algorithme
7.
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Algorithme 7 Flot optique de Lucas-Kanade stochastique
1. Initialisation :
– Re´solution initiale : l = L et λl = λL ;
– I˜(Xt−1, t) = I(Xt−1, t) ;
– u = 0.
2. Estimation a` l’e´chelle l :
– (a) initialisation : n = 1, un = 0, fixer l’incertitude initiale σ0 ;
– (b) estimer l’incertitude σn par la formule 5.10 ;
– (c) estimer l’anomalie de vitesse un par inversion du syste`me 5.12 a` l’e´chelle λl ;
– (d) mettre a` jour le de´placement global estime´ : u = u + un ;
– (e) recaler l’image I(Xt, t) : I˜(Xt−1, t) = I(Xt−1 + u, t) ;
– (f) incre´menter n et reprendre au (b) jusqu’a` convergence de cette e´chelle (|un| < ).
3. Passer a` l’e´chelle infe´rieure : λl = αλl+1 ou` α est le pas (ge´ome´trique) entre deux
e´chelles successives.
4. Continuer : tant que l’e´chelle λl est plus grande que l’e´chelle minimale spe´cifie´e par
l’utilisateur.
5.3 Sche´ma d’assimilation
Le sche´ma d’assimilation pre´sente´ ici s’appuie sur un filtre particulaire similaire au
WEnKF. Cependant la loi de proposition sera donne´e ici par plusieurs filtres de Kalman
d’ensemble dont le roˆle sera d’incorporer par le biais d’analyses a` des e´chelles de plus
en plus pre´cises l’anomalie de vitesse par rapport a` l’e´chelle pre´ce´dente. Le cadre multi-
e´chelles de l’assimilation est similaire a` celui effectue´ par la me´thode de flot optique de
Lucas-Kanade stochastique.
Plus pre´cise´ment, apre`s l’e´tape de pre´diction pour chaque particule, une boucle d’assi-
milation est mise en place en effectuant une e´tape de Kalman d’ensemble sur les anomalies
par rapport a` l’e´chelle pre´ce´dente, en injectant avec une observation repre´sentant l’ano-
malie de vitesse entre l’image de re´fe´rence et l’image recale´e par toutes les analyses de´ja`
re´alise´es a` cette e´chelle. Notons que dans la mesure ou` a` chaque e´chelle une observa-
tion diffe´rente est introduite, le gain de Kalman associe´ de´pend e´galement de l’e´chelle
conside´re´e.
Une ponde´ration et un re´e´chantillonnage classiques interviennent apre`s cette e´tape
d’analyse de Kalman multi-e´chelles.
L’algorithme 8 donne le de´roulement pre´cis d’une e´tape d’assimilation multi-e´chelles
selon ce proce´de´, et le sche´ma 5.1 illustre les diffe´rentes e´tapes de la me´thode.
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Algorithme 8 Filtre de Kalman d’ensemble ponde´re´ multi-e´chelles
1. Pre´diction : Chaque particule est porte´e au temps suivant a` travers le mode`le dyna-
mique puis un bruit gaussien lui est applique´.
x
f,(i)
k = Mk(x
(i)
k−1) + ηk
2. Corrections de Kalman :
x¯a,L+1k = 0 ;
xk
f,L+1 = xfk ;
for l = L→ l0 :
– calculer l’image recale´e I˜ lk(Xk−1) = I(Xk−1 + u(ξ¯
a,l+1
k ), k) ;
– obtenir l’anomalie de vitesse donne´e par l’estimateur de Lucas-Kanade stochastique
entre les images Ik−1 et I˜ lk et calculer la vorticite´ correspondante ξ˜
l
k ;
– obtenir la matrice de covariance d’observation Rl a` l’e´chelle l ;
– tirer N e´chantillons de bruit εlk ∼ N (0,Rl) ;
– calculer l’anomalie de l’ensemble a` l’e´chelle l :
– ξf,lk = ξ
f,l+1
k − ξ¯a,l+1k ;
– ξa,lk = ξ
a,l+1
k + ξ
f,l
k + K
l
k(ξ˜
l
k + ε
l
k −Hkξf,lk ) ;
– ξ¯a,lk =
1
N
∑N
i=1 ξ
a,l
k ;
end for
xak = ξ
a,l0
k
3. Ponde´ration : Chaque particule est ponde´re´e selon sa vraisemblance
w
(i)
k = p(yk|xa,(i)k ).
4. Re´e´chantillonnage : Les particules sont re´e´chantillonne´es afin de recentrer le nuage
dans les zones d’inte´reˆt.
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Figure 5.1 – Sche´ma de l’assimilation multi-re´solution
5.4 Re´sultats
Le chapitre 6 pre´sentera les re´sultats de cette me´thode ; les re´sultats ici se basent
sur la se´quence 2D synthe´tique de test de´crite en section 6.3. Sur la figure 5.2 donnant
l’erreur quadratique moyenne de diffe´rentes me´thodes, on remarque que le caracte`re multi-
e´chelles ame´liore sensiblement les re´sultats par rapport a` l’assimilation mono-e´chelle sur
une se´quence d’images synthe´tiques d’un e´coulement ge´ne´re´ par simulation nume´rique di-
recte et permettant de tester avec une ve´rite´ terrain. A` titre de comparaison, d’autres
me´thodes sont e´galement pre´sente´es sur cette figure : les flots optiques de Yuan et al.
[2007], de He´as et al. [2009], et de Lucas-Kanade stochastique multi-e´chelles pre´sente´ dans
la section 5.2 de ce chapitre, ainsi que l’assimilation variationnelle effectue´e par Papadakis
and Me´min [2007] (assimilation non-multi-e´chelles).
5.5 Perspectives et conclusion
Ce sche´ma d’assimilation introduit dans ce chapitre illustre un couplage par e´chelle
de l’ope´rateur d’observation et de l’e´tape d’analyse de Kalman. Sur une se´quence de test
de particules ensemence´es, cette strate´gie abaisse significativement l’erreur quadratique
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Figure 5.2 – RMSEs de comparaison des assimilations 1L et 3L avec l’assimilation de
Papadakis and Me´min [2007] et les flots optiques de Yuan et al. [2007], He´as et al. [2009]
et Corpetti and Me´min [2011].
moyenne de reconstruction. Des tests sur une expe´rience re´elle montrent qualitativement
un gain significatif sur le nombre d’e´chelles reconstruites.
Cette technique pourrait probablement re´ve´ler encore plus ses avantages sur des images
a` fine re´solution d’e´coulements fortement turbulents. Une autre piste de recherche se-
rait de repenser ce sche´ma en travaillant nativement dans des espaces multi-re´solutions,
comme par exemple les ondelettes. Et ce sche´ma pourrait e´galement eˆtre un peu modifie´ en
inte´grant l’e´tape de ponde´ration a` chaque e´chelle, avec une ponde´ration adapte´e a` l’e´chelle
en question (cela sera pre´sente´ dans un contexte diffe´rent dans la section 9.2).
Chapitre 6
Re´sultats
Ce chapitre pre´sente les re´sultats de´taille´s correspondant aux me´canismes de´crits dans
les chapitres pre´ce´dents. Nous commencons par pre´ciser les mesures d’erreur, tant quan-
titatives que qualitatives sur lesquelles nous nous appuierons. Nous pre´sentons ensuite
la se´quence synthe´tique utilise´e pour une grande partie des caracte´ristiques teste´es dans
cette the`se. Ces caracte´ristiques sont pre´sente´es dans les sections suivantes : bruit auto-
similaire, re´e´chantillonnage mixte, assimilation multi-e´chelles, donne´es manquantes. Sont
ensuite pre´sente´es deux se´quences re´elles : un film issu d’une mode´lisation expe´rimentale
d’un film de savon 2D et un film de tempe´rature de surface de l’oce´an issu du satellite
MetOp.
6.1 Qualification des erreurs
L’estimation de la qualite´ d’un re´sultat obtenu n’est pas e´vidente, et l’observation
de diffe´rents indicateurs donne une vision comple´mentaire des diffe´rentes facettes d’un
re´sultat.
Dans la suite, les re´sultats seront estime´s contre des mesures quantitatives et qualita-
tives. Parmi les mesures quantitatives, on utilisera : la Root Mean Square Error (RMSE)
a` un temps donne´ ou moyenne´e sur plusieurs temps pour une meˆme exe´cution, la RMSE
moyenne sur plusieurs exe´cutions identiques ainsi que l’e´cart-type sur plusieurs exe´cutions
de la RMSE. Dans les mesures qualitatives, on aura le spectre d’e´nergie et ses de´rive´s
comme le spectre d’erreur de l’e´nergie.
6.1.1 Erreur quadratique moyenne
Soit S = (Sli)
l=1...d
i=1...n un champ de vecteurs de dimension d discretise´ en n points et
estimant une ve´rite´ terrain G de meˆme nature. La Root Mean Square Error (RMSE) de
l’estimation S par rapport a` la ve´rite´ terrain G est de´finie par :
RMSE(S) =
√√√√ d∑
l=1
1
n
n∑
i=1
(Sli −Gli)2.
Dans le cas qui nous inte´ressera par la suite d’une estimation probabiliste, le vec-
teur St sera la moyenne des particules (ponde´re´e le cas e´che´ant). Applique´e a` des images
d’e´coulements fluides, cette mesure d’erreur prend surtout en compte les grandes e´chelles
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du fluide et les petites e´chelles ne contribuent que tre`s peu en proportion dans cette me-
sure : l’e´nergie est proportionnellement beaucoup plus importante aux grandes e´chelles
qu’aux petites e´chelles. Une RMSE faible indiquera donc que les grandes e´chelles du fluide
sont correctement reconstruites, mais ne dit rien sur la reconstruction des petites e´chelles.
Lorsque la ve´rite´ terrain n’est pas connue, on pourra la remplacer par la meilleure
approximation qu’on en a, a` savoir les observations. Dans ce cas, la RMSE obtenue n’est
pas a` conside´rer comme absolue, mais seulement comme un indicateur. La RMSE par
rapport a` l’observation sera utilise´e dans le cas des se´quences re´elles, a` savoir la SST dans
l’oce´an Pacifique et la vitesse de surface en mer d’Iroise dans le prochain chapitre.
6.1.2 Analyse fre´quentielle
Pour des fluides, ou` les diffe´rentes e´chelles sont tre`s lie´es entre elles, il est important de
connaitre la contribution de chaque e´chelle dans le re´sultat. Le spectre d’e´nergie permet
de visualiser la re´partition de l’e´nergie selon les e´chelles.
A` partir de la vitesse u(t, x) du fluide et de sa transforme´ de Fourier uˆ(t, k), le spectre
d’e´nergie est donne´ par
Eu(t)(kr) =
1
2
∫
‖k‖=kr
‖uˆ(t, k)‖2 dk (6.1)
et donne l’e´nergie moyenne par e´chelle. Cette information caracte´rise comple`tement la
re´partition de l’e´nergie dans le cas isotrope, contrairement au cas anisotrope ou` l’informa-
tion d’orientation est perdue dans l’ope´ration d’inte´gration. L’e´nergie totale de l’e´coulement
est ensuite donne´e par l’inte´grale sur toutes les e´chelles :
Eu(t) =
∫ ∞
0
Eu(t)(kr) dkr =
∫ ∞
0
Eu(t)(kr)kr d(log kr). (6.2)
La quantite´ Eu(t)(kr)kr est appele´e  quantite´ d’e´nergie par incre´ment logarithmique , et
la deuxie`me repre´sentation est appele´e  repre´sentation en mode e´chelle  du spectre. On
affichera le spectre d’e´nergie ainsi que les autres spectres d’e´nergie dans un repe`re log-log.
De fac¸on connexe au spectre d’e´nergie, on s’inte´ressera e´galement au spectre d’erreur
(d’e´nergie) ou` l’on compare la vitesse obtenue u a` la vitesse vraie ut :
Eu(t),ut(t)(kr) =
∫
‖k‖=kr
1
2
‖uˆ(t,k)− uˆt(t,k)‖2dk. (6.3)
On utilisera e´galement le  spectre d’erreur normalise´  pour visualiser l’erreur en
e´nergie a` chaque e´chelle relativement a` la ve´rite´ terrain :
Enormu(t),ut(t)(kr) =
Eu(t),ut(t)(kr)
Eut(t)(kr)
. (6.4)
Avec cette dernie`re mesure, on pourra appre´cier la qualite´ de la reconstruction. Ce type
de mesure n’a e´te´ toutefois que peu utilise´ et est pre´sente´ sur la figure 6.10 montrant de
fac¸on fine l’influence du nombre de particules sur la qualite´ de reconstruction.
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6.2 Chaˆıne d’obtention des re´sultats
Un certain nombre de re´sultats devant eˆtre obtenus, il a e´te´ ne´cessaire d’organiser le
processus de production de re´sultats. De plus, chacune des me´thodes teste´es a ses propres
spe´cificite´s et parame`tres qu’il convient, bien suˆr, d’inte´grer dans le code, mais aussi de
permettre les changements et e´volutions possibles des me´thodes et parame`tres. Il est par
ailleurs souhaitable de visualiser et comparer assez rapidement les diffe´rents re´sultats.
Dans cette optique, les donne´es d’entre´es et re´sultats caracte´ristiques de sortie ont e´te´
centralise´s dans une feuille de calcul d’un tableur (OpenOffice.org/LibreOffice). La feuille
se pre´sente sous la forme ou` chaque ligne (sauf en-teˆte) repre´sente une exe´cution et ou` les
colonnes repre´sentent :
– soit des parame`tres d’entre´e, qui peuvent eˆtre des nombres ou des chaˆınes de ca-
racte`res, et qui sont nomme´s et explicite´s dans les lignes d’en-teˆte,
– soit des re´sultats de sortie (RMSE, temps d’exe´cution, etc.),
– soit des me´tadonne´es ou calculs divers, par exemple des indications que plusieurs
exe´cutions doivent eˆtre regroupe´es ou des moyennes et autres statistiques sur des
jeux d’exe´cutions similaires.
Ensuite, la plupart des re´sultats devant eˆtre exe´cute´s sur la grille de calcul du centre
Inria Rennes, nomme´e igrida, il est ne´cessaire de convertir les donne´es d’entre´es dans un
format lisible par Matlab. Cela a e´te´ fait par un script Matlab qui lit la feuille de calcul
et les enregistre dans un fichier Matlab, fichier qui sera ensuite transfe´re´ sur la grille de
calcul et qui servira de fichier de parame`tres pour le code. De part l’architecture d’igrida,
plusieurs re´sultats peuvent eˆtre exe´cute´s en paralle`le, dans la limite de la charge attribue´e
a` l’utilisateur.
Les re´sultats sont ensuite e´crits dans un fichier de re´sultat NetCDF qui comprend en
outre les parame`tres d’entre´e, y compris la graine (seed) utilise´e par Matlab et la version
du code utilise´e, pour permettre un suivi et une concordance dans l’archivage des re´sultats
ainsi qu’une possible re´-exe´cution future. L’inscription des parame`tres dans le fichier de
re´sultat permet e´galement de de´bugger plus facilement le code. Enfin, la centralisation des
re´sultats dans la feuille de calcul se fait au moyen de macros OpenOffice.org/LibreOffice en
Python et Basic qui re´cupe`rent les re´sultats et parame`tres inscrits dans le fichier de re´sultat
(les parame`tres sont lus dans un but de cohe´rence des re´sultats dans la feuille de calcul),
puis les affiche ligne par ligne (1 exe´cution e´quivaut a` une ligne) avec un lien menant vers
la se´quence re´sultat pour visualisation ; lorsque plusieurs exe´cutions sont identiques, il est
possible d’utiliser les fonctions du tableur pour obtenir des statistiques.
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Figure 6.1 – Capture d’e´cran de la feuille de calcul contenant la synthe`se des re´sultats.
Noter que la plupart des colonnes ont e´te´ masque´es sur cette capture d’e´cran pour ne montrer que les
plus repre´sentatives (la feuille fait environ 7 e´crans de large). Parmi les colonnes, la premie`re (A) est
l’identifiant de l’exe´cution, la deuxie`me (B) une description (de´crivant souvent le jeu d’exe´cutions),
les deux suivantes (D,E) sont des statistiques faites par le tableur (issues des dernie`res colonnes
pre´sentant les re´sultats), puis les suivantes (N,O,P,Q) de´crivent les versions du code et de la plate-
forme d’exe´cution ; viennent ensuite (colonnes U a` FE) divers parame`tres caracte´risant l’exe´cution,
et enfin les dernie`res colonnes (FW a` GC) donnent la RMSE a` divers instants de l’assimilation.
On remarquera que la ligne 22, intitule´e  TEMPLATE , n’a aucun re´sultat d’exe´cution : cette
ligne sert a` la cre´ation de futures exe´cutions dont le nombre d’exe´cutions identiques (de meˆmes
parame`tres) est indique´e dans la colonne T  Runs . La ligne 6 dans l’en-teˆte est le nom du
parame`tre utilise´ dans le programme.
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6.3 Se´quence synthe´tique
La suite de ce chapitre se concentrera sur deux se´quences d’images que nous pre´sentons
ci-apre`s pour mieux visionner la dynamique que l’on cherchera a` reconstruire, meˆme si des
images statiques sont assez peu parlantes par rapport a` une se´quence vide´o. Ces deux
se´quences sont issues d’une simulation DNS (Direct Numerical Simulation) pe´riodique en
espace d’un fluide en deux dimensions avec un forc¸age exte´rieur (inconnu du point de vue
de l’assimilation) et permettant de maintenir la turbulence ; on aura donc a` disposition le
champ de vitesse vrai et il sera possible de comparer les re´sultats obtenus par assimila-
tion a` cette re´fe´rence. L’utilisation d’une DNS permet de simuler correctement une large
gamme d’e´chelles du fluide.
A` partir de cette simulation ont e´te´ cre´e´es deux visualisations : le premie`re est ense-
mence´e de particules de´place´es par le fluide et la seconde montre l’e´volution d’un traceur
passif scalaire. La se´quence de particules ensemence´es est plus facile a` reconstruire car il
est plus facile de suivre de petites particules, alors que la se´quence scalaire comporte de
plus grandes zones ou` le gradient de l’image est nul, ce qui empeˆche d’extraire de l’infor-
mation provenant de ces zones. Le phe´nome`ne est tre`s marque´ sur les 20 premie`res images
de la se´quence, aussi celles-ci ont e´te´ e´carte´es puisque l’assimilation n’aurait pas beaucoup
ame´liore´ l’estimation. La grande majorite´ des re´sultats pre´sente´s provient de l’assimilation
de la se´quence scalaire, celle-ci e´tant plus proche des se´quences vide´o trouve´es dans un
sce´nario re´el.
6.4 Bruit autosimilaire
Sur la se´quence scalaire, l’influence par rapport a` l’e´chelle de coupure est pre´sente´e sur
le tableau 6.1 et sur la figure 6.4.
La premie`re observation que l’on fait est que le  microbruit  (voir la section 3.1.2 sur
le mode`le dynamique stochastique) a un effet syste´matiquement ne´gatif sur cette assimila-
tion. La raison sous-jacente a` cette observation n’a pas pu eˆtre pre´cise´ment e´lucide´e, mais
l’explication suivante a e´te´ avance´e : la dynamique de re´fe´rence avec un forc¸age (inconnu)
est probablement mieux capte´e par un mode`le discret conditionnellement gaussien que par
un mode`le continu non gaussien, du fait que la se´quence a e´te´ cre´e´e de fac¸on de´terministe et
la composante stochastique ne  sert  qu’a` prendre en compte et a` compenser le forc¸age
inconnu de la se´quence. De plus, ce mode ne´cessitant beaucoup plus de tirages ale´atoires
(en moyenne d’un facteur de 10), le temps de calcul est significativement augmente´ (d’un
facteur de 3). En conse´quence, ce mode n’a pas e´te´ tre`s utilise´.
En seconde observation, dans chaque cate´gorie d’expe´riences pre´sente´es dans le tableau
et sur les graphiques, on remarque que la RMSE est plus forte pour les assimilations
bruite´es dans les plages (0,5 - 9), (0,5 - 12) et (0,5 - 13) que dans les plages (0,5 - 10) et
(0,5 - 11). La plupart des autres assimilations auront donc un bruit dynamique spe´cifie´
dans la plage (0,5 - 11). Pour re´sumer cette observation, on peut dire dans ce cas que
 descendre la perturbation ale´atoire fortement vers les petites e´chelles est ne´gatif, mais
ne pas la descendre suffisamment l’est e´galement .
En troisie`me observation, un e´cart-type de bruit dynamique de 0, 001 donne des re´sultats
sensiblement moins bons que ceux dont l’e´cart-type est 0, 01. Cela est probablement duˆ
a` un rapport beaucoup trop faible entre les e´carts-type du bruit dynamique et du bruit
d’observation (ce dernier est fixe´ a` 1). Une perturbation trop peu importante engendre
une trop faible variabilite´ dans les particules propose´es a` l’issue de l’e´tape de pre´diction.
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Figure 6.2 – Simulation DNS 2D du de´placement d’un traceur scalaire passif distribue´
initialement selon la figure en haut a` gauche (t = 0).
Il est affiche´ ici une image sur dix, de t = 0 a` t = 81. Cette se´quence servira de re´fe´rence pour
l’assimilation sur une centaine de pas de temps.
Figure 6.3 – Simulation DNS 2D ; le fluide est ici ensemence´ de particules de petite taille
pour tracer le mouvement (t = 0, 50, 100).
Une telle repre´sentation statique des images ne permet pas de visualiser facilement le mouvement,
mais une vide´o illustre clairement le de´placement de chaque particule blanche (mis a` part le fait
qu’il est difficile a` l’œil nu de suivre le grand nombre de particules).
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Enfin, un bruit dont le spectre comporte deux pentes diffe´rentes (3e section du tableau)
n’est pas meilleur (dans les re´glages teste´s) qu’un bruit dont le spectre comporte une seule
pente, meˆme si le bruit  a` double pente  pre´sente un spectre plus proche de la ve´rite´ ter-
rain. On peut e´mettre comme hypothe`se a` cela que l’assimilation corrige suffisamment les
grandes e´chelles et qu’il est donc indiffe´rent de les bruiter ou pas ; en ce sens, on cherchera
plutoˆt a` bruiter les e´chelles moyennes afin d’offrir a` l’assimilation une variabilite´ assez forte
afin qu’elle puisse mieux corriger ces e´chelles. Dans l’ide´al, on aimerait descendre vers des
e´chelles beaucoup plus fines mais, a` ces e´chelles, l’assimilation se heurte au proble`me de
l’ouverture et manque donc de donne´es pertinentes.
Les re´sultats relatifs au bruit autosimilaire sont donne´s en pages 86 et 87 et un exemple
des re´sultats d’assimilation est donne´ en page 90.
6.5 Re´e´chantillonnage mixte
Le re´e´chantillonnage mixte a e´te´ pre´sente´ dans la section 3.3.3. Pour rappel : lors du
re´e´chantillonnage, x% de particules sont tire´es selon un tirage multinomial et (100− x)%
selon une loi uniforme.
Le tableau 6.2 pre´sente les re´sultats de l’assimilation sur la se´quence de scalaire passif
pre´sente´e dans la section 6.3 en fonction du degre´ de mixite´ du re´e´chantillonnage, du
nombre de particules, ainsi que de la me´thode (WETKF vs ETKF d’une part, et bruit
autosimilaire vs bruit corre´le´ d’autre part). Le sche´ma d’assimilation est le WETKF mono-
e´chelle. La figure 6.5 illustre le profil de de´croissance de la RMSE selon ces meˆmes crite`res.
Enfin, la figure 6.6 montre l’assimilation de la se´quence a` certains instants, illustrant
visuellement l’influence de l’assimilation au cours du temps.
On peut constater que le re´e´chantillonnage mixte a une petite influence, bien qu’il
soit difficile de de´gager de re´elles observations syste´matiques pour conclure a` un avantage
positif ou ne´gatif de la me´thode.
Son influence semble plus be´ne´fique pour le bruit d’Evensen, sans toutefois atteindre
les niveaux de performance obtenus pour le bruit autosimilaire quelque soit le type de
re´e´chantillonnage conside´re´.
Les re´sultats relatifs au re´e´chantillonnage dual sont donne´s en pages 88 et 89 et un
exemple des re´sultats d’assimilation est donne´ en page 90 (extrait du jeu de tests fait
autour du re´e´chantillonnage dual).
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Figure 6.4 – Graphique des RMSEs de comparaison de l’influence du bruit dynamique,
lie´ au tableau 6.1, comparant les e´chelles de coupure, le mode d’application du bruit (a`
chaque pas de temps dynamique ou a` chaque pas de temps d’assimilation) et la me´thode
(ETKF ou WETKF).
Les graphiques de gauche correspondent a` un bruit autosimilaire a` une seule pente, ceux de droite
a` un bruit autosimilaire a` deux pentes. Ceux du haut comparent des assimilations par ETKF et
WETKF (re´e´chantillonnage dual 80 %), tandis que ceux du bas comparent des WETKF avec bruit
a` chaque temps d’assimilation par rapport a` un bruit a` chaque pas dynamique (bruit  micro ).
On remarque que l’application a` chaque pas dynamique n’est pas be´ne´fique sur le re´sultat, et qu’un
bruit a` double pente non plus, meˆme si ce dernier correspond parfaitement aux donne´es re´elles.
Pour les e´chelles de coupure, les e´chelles me´dianes sont pre´fe´rables. Dans le meilleur mode (haut
gauche — pente simple, bruit aux temps d’assimilation), le WETKF et l’ETKF ne se distinguent
pas vraiment.
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Type E´cart-type
E´chelles de
RMSE 98
coupure
ETKF AS 0,01 0,5 - 9 0,0525
WETKF AS 0,01 0,5 - 9 0,0585
WETKF AS micro 0,01 0,5 - 9 0,0696
ETKF AS 0,01 0,5 - 10 0,0464
WETKF AS 0,01 0,5 - 10 0,0455
WETKF AS micro 0,01 0,5 - 10 0,0622
ETKF AS 0,01 0,5 - 11 0,0452
WETKF AS 0,01 0,5 - 11 0,0462
WETKF AS micro 0,01 0,5 - 11 0,0591
ETKF AS 0,01 0,5 - 12 0,0475
WETKF AS 0,01 0,5 - 12 0,0453
WETKF AS micro 0,01 0,5 - 12 0,0593
ETKF AS 0,01 0,5 - 13 0,0473
WETKF AS 0,01 0,5 - 13 0,0499
WETKF AS micro 0,01 0,5 - 13 0,0602
ETKF AS 0,001 0,5 - 9 0,0613
WETKF AS 0,001 0,5 - 9 0,0760
WETKF AS micro 0,001 0,5 - 9 0,0822
ETKF AS 0,001 0,5 - 10 0,0587
WETKF AS 0,001 0,5 - 10 0,0739
WETKF AS micro 0,001 0,5 - 10 0,0794
ETKF AS 0,001 0,5 - 11 0,0589
WETKF AS 0,001 0,5 - 11 0,0743
WETKF AS micro 0,001 0,5 - 11 0,0805
ETKF AS 0,001 0,5 - 12 0,0605
WETKF AS 0,001 0,5 - 12 0,0757
WETKF AS micro 0,001 0,5 - 12 0,0808
ETKF AS 0,001 0,5 - 13 0,0630
WETKF AS 0,001 0,5 - 13 0,0749
WETKF AS micro 0,001 0,5 - 13 0,0819
ETKF AS 0,01 0,5 - 5 - 9 0,0534
WETKF AS 0,01 0,5 - 5 - 9 0,0563
WETKF AS micro 0,01 0,5 - 5 - 9 0,0696
ETKF AS 0,01 0,5 - 5 - 10 0,0473
WETKF AS 0,01 0,5 - 5 - 10 0,0486
WETKF AS micro 0,01 0,5 - 5 - 10 0,0614
ETKF AS 0,01 0,5 - 5 - 11 0,0468
WETKF AS 0,01 0,5 - 5 - 11 0,0469
WETKF AS micro 0,01 0,5 - 5 - 11 0,0500
ETKF AS 0,01 0,5 - 5 - 12 0,0491
WETKF AS 0,01 0,5 - 5 - 12 0,0479
WETKF AS micro 0,01 0,5 - 5 - 12 0,0607
ETKF AS 0,01 0,5 - 5 - 13 0,0476
WETKF AS 0,01 0,5 - 5 - 13 0,0476
WETKF AS micro 0,01 0,5 - 5 - 13 0,0615
Table 6.1 – Test du bruit autosimilaire sur la se´quence scalaire avec 400 particules pour
diffe´rentes valeurs de variance et d’e´chelles de coupure et deux modes de bruit. Le crite`re
d’erreur est la RMSE a` la 98e assimilation.
L’e´chantillonnage initial a e´te´ fait avec le bruit d’Evensen d’e´cart-type 1. Dans le cas du WETKF,
le re´e´chantillonnage est fait avec un re´e´chantillonnage dual a` 80 % et un de´placement des particules
par un bruit autosimilaire d’e´cart-type 0, 001. Le bruit d’observation a un e´cart-type de 1. Le terme
 micro  signifie que le bruit a e´te´ rajoute´ a` chaque pas de temps dynamique, voir la section 3.1.2
sur le mode`le dynamique stochastique. L’e´chelle de coupure indique´e correspond a` une fraction
d’image en partant de 0 (5 signifie 1/(5 + 1)e d’image).
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Type
Nombre de RMSE 98 RMSE 98
particules AS EV
ETKF 10 0,1441 0,1972
WETKF 60 % 10 0,1420 -
WETKF 80 % 10 0,1454 0,2074
WETKF 100 % 10 0,1437 -
ETKF 40 0,1062 0,1143
WETKF 50 % 40 0,1021 0,1053
WETKF 80 % 40 0,1071 0,1074
WETKF 100 % 40 0,1019 0,1114
ETKF 100 0,0623 0,0844
WETKF 50 % 100 0,0632 0,0700
WETKF 80 % 100 0,0649 0,0719
WETKF 100 % 100 0,0647 0,0734
ETKF 200 0,0496 0,0739
WETKF 50 % 200 0,0500 0,0627
WETKF 80 % 200 0,0486 0,0720
WETKF 100 % 200 0,0527 0,0627
ETKF 400 0,0466 0,0562
WETKF 50 % 400 0,0464 0,0600
WETKF 80 % 400 0,0458 0,0547
WETKF 100 % 400 0,0455 0,0559
Table 6.2 – Test du re´e´chantillonnage dual : x % de particules issues d’un
re´e´chantillonnage multinomial et (100 − x) % particules issues d’un tirage ale´atoire
inde´pendant du poids de la particule. Dans le cas d’un ETKF simple, il n’y a pas de
re´e´chantillonnage. Le crite`re d’erreur est la RMSE a` la 98e assimilation.
L’e´chantillonnage initial a e´te´ fait avec le bruit d’Evensen d’e´cart-type 1. Dans le cas du WETKF,
le de´placement des particules durant la phase de re´e´chantillonnage se fait par un bruit autosimilaire
d’e´cart-type 0, 001. Le bruit d’observation a un e´cart-type de 1 et le bruit dynamique un e´cart-type
de 0, 01.
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Figure 6.5 – RMSEs de l’influence de la proportion du re´e´chantillonnage mixte (la pro-
portion indique´e est celle du re´e´chantillonnage multinomial) sur la se´quence scalaire avec
diffe´rents nombres de particules : 40, 100, 200, 400.
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Figure 6.6 – Assimilation de la se´quence DNS scalaire.
Cette se´quence correspond aux parame`tres WETKF 200 particules, bruit autosimilaire,
re´e´chantillonnage a` 80 % issu du jeu de test de l’influence du re´e´chantillonnage dual (tableau
6.2).
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6.6 Assimilation multi-e´chelles
La figure 6.8 pre´sente, pour la se´quence d’e´coulement turbulent DNS 2D ensemence´
de particules, une comparaison visuelle des re´sultats de l’assimilation multi-e´chelles avec
ceux obtenus par diffe´rentes me´thodes : Yuan et al. [2007] (flot optique), He´as et al. [2009]
(flot optique), le flot optique de Lucas-Kanade stochastique multi-e´chelles de Corpetti and
Me´min [2011], Papadakis and Me´min [2007] (assimilation variationnelle). Le graphique 6.7
pre´sente la RMSE associe´e a` ce re´sultat compare´ aux autres me´thodes pre´-cite´es.
On peut noter que la me´thode multi-e´chelles est d’un niveau de performance com-
parable a` une technique d’assimilation variationnelle propose´e dans la the`se de Nicolas
Papadakis. Cette technique incorpore directement la donne´e image et ne s’appuie pas sur
une mesure interme´diaire comme dans notre cas. Compare´ a` une assimilation mono-e´chelle
(courbe verte en trait plein sur la figure 6.7, il est notable que c’est le caracte`re multi-
e´chelles qui permet d’atteindre un niveau comparable a` cette assimilation variationnelle.
On remarque e´galement que l’assimilation permet d’abaisser nettement la RMSE des ob-
servations en vorticite´.
En observant les re´sultats en vitesse (figure 6.7 a` droite), on voit que l’assimilation
n’ame´liore qu’a` la marge les observations de mouvement. Une assimilation multi-e´chelles
permet d’ame´liorer significativement les re´sultats d’assimilation que ce soit en vitesse ou
en vorticite´ en introduisant des observations de l’anomalie de vitesse entre deux e´chelles
conse´cutives. Ces observations vivent a` des e´chelles plus fines que celles obtenues a` un
niveau unique d’e´chelles. Les mesures image permettent d’acce´der directement a` ces fines
e´chelles avec cependant une difficulte´ supple´mentaire lie´e au traitement des zones d’in-
tensite´ lumineuse homoge`ne. On peut remarquer e´galement que l’estimateur local de Lu-
cas et Kanade stochastique de´livre des re´sultats de vorticite´ d’excellente facture puisque
ceux-ci sont a` un niveau de performance comparable a` deux me´thodes d’estimation dense
spe´cifiquement de´die´s aux e´coulements fluides. Ces me´thodes ont des performances de
meilleure qualite´ en vitesse mais au prix d’un effort calculatoire nettement plus conse´quent.
Ces bons re´sultats sur la se´quence synthe´tique nous ont encourage´ a` tester cette
me´thode sur une se´quence re´elle. La section 6.8 pre´sente les re´sultats obtenus sur une
se´quence expe´rimentale re´elle.
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Figure 6.7 – RMSE en vorticite´ (a` gauche) et en vitesse (a` droite) de diffe´rentes me´thodes :
Corpetti and Me´min [2011], Yuan et al. [2007], He´as et al. [2009],Papadakis and Me´min
[2007], WEnKF-1L et WEnKF-3L.
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Figure 6.8 – Vorticite´ de la 50e image de la se´quence de simulation nume´rique
d’e´coulement turbulent 2D ensemence´ de particules, pour diffe´rentes me´thodes de flot
optique et d’assimilation, dont les WEnKF 1L et 3L.
Les me´thodes sont :
– flot optique : (a) Yuan et al. [2007] ; (b) He´as et al. [2009] ; (c) Corpetti and Me´min [2011] ;
– assimilation : (d) Papadakis and Me´min [2007] ; (e) assimilation 1L ; (f) assimilation 3L.
Notons que les me´thodes (a) et (b) sont des me´thodes globales assez one´reuses tandis que
la me´thode (c) est une me´thode locale beaucoup plus rapide.
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6.7 Nombre de particules et appre´ciation par e´chelles
Le nombre de particules utilise´es au cours des expe´riences a oscille´ entre 10 et 400
particules. Les re´sultats avec 400 particules peuvent eˆtre conside´re´s comme relativement
fiables (dans l’e´chelle de grandeur des assimilations par EnKF), mais leur calcul prend
e´videmment beaucoup de temps, de l’ordre de quelques dizaines d’heures de calcul. D’un
autre coˆte´, les re´sultats a` 40 ou 50 particules sont de qualite´ relativement faible selon
plusieurs indicateurs comme la RMSE ou le spectre d’e´nergie et peuvent eˆtre conside´re´s
comme le nombre de particules minimum pour un re´sultat acceptable pour la se´quence
scalaire. Les re´sultats a` 100 ou 150 particules apparaissent comme un bon compromis entre
la qualite´ de re´sultat et le temps de calcul.
Pour e´valuer plus pre´cise´ment la qualite´ du re´sultat et l’influence du nombre de parti-
cules dans le cas des se´quences d’e´coulements fluides, les graphiques 6.9 et 6.10 illustrent
l’influence du nombre de particules sur la reconstruction par e´chelles du re´sultat. Ils illus-
trent respectivement la diffe´rence d’e´nergie par e´chelles entre la ve´rite´ et l’assimilation,
ainsi que cette meˆme diffe´rence normalise´e par l’e´nergie de la ve´rite´ a` chaque e´chelle.
Le premier graphique (6.9) montre tout d’abord que les assimilations a` 10 particules
sont de tre`s mauvaise qualite´, tant pour l’ETKF que pour le WETKF, puisque l’e´nergie
de l’erreur est de l’ordre de deux tiers de l’e´nergie totale aux grandes e´chelles et ces assi-
milations ont une e´nergie de l’erreur supe´rieure a` celle de la ve´rite´ sur une petite bande
fre´quentielle aux e´chelles moyennes. En comparaison, les re´sultats a` 50 particules paraissent
beaucoup plus acceptables et ceux a` 150 et 400 particules semblent bons.
Le graphique 6.10 permet de visualiser plus en de´tails les re´sultats aux petites e´chelles
en particulier. Ce graphique confirme que le re´sultat a` 10 particules est assez mauvais, mais
pre´cise surtout que les re´sultats a` 150 et 400 particules d’une part donnent de bons re´sultats
aux grandes e´chelles et d’autre part que leur limite de reconstruction de l’e´nergie globale
(pour un rapport de l’erreur relative de reconstruction de 10 %) se situe aux environs de
1/10e ou 1/20e d’image, soit entre 25 et 12 pixels, ce qu’on peut estimer comme e´tant
proche de la taille moyenne du proble`me de l’ouverture sur cette se´quence. On remarque
que l’augmentation du nombre de particules contribue a` augmenter la pre´cision en nombre
d’e´chelles correctement reconstruites, mais le niveau de plus petite e´chelle correctement
reconstruite semble stagner autour de 1/10e, et un gain sur cette plus petite e´chelle pourrait
demander une augmentation inenvisageable du nombre de particules, a` moins peut-eˆtre
de passer a` des techniques de localisation.
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Figure 6.9 – Quantite´ d’e´nergie de l’erreur par incre´ment logarithmique (autrement dit
y = kEu,ut(k), ou` Eu,ut(k) est donne´ par la formule 6.3), entre l’assimilation et la ve´rite´,
en fonction du nombre de particules et de la me´thode.
La courbe rouge montre a` titre de comparaison l’e´nergie de la ve´rite´ par e´chelles. On peut constater
sur ce graphique que mis a` part les re´sultats a` 10 particules, l’erreur perd ensuite une grande partie
de son e´nergie. Toutefois, le graphique 6.10 permet une comparaison plus fine aux petites e´chelles
en normalisant l’e´nergie de chaque e´chelle par l’e´nergie de la ve´rite´ a` cette e´chelle pour obtenir une
erreur relative.
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Figure 6.10 – E´nergie relative de l’erreur entre l’assimilation et la ve´rite´ selon les e´chelles.
Ce graphique est construit par la formule 6.4.
Par construction, ce graphique est une erreur relative par e´chelle. Les grandes e´chelles sont bien
reconstruites, voire tre`s bien a` partir de 150 particules, et si l’on prend le seuil de 10 % d’erreur
relative, on peut conside´rer que les e´chelles sont bien reconstruites jusqu’a` 1/10e d’image a` partir
de 150 particules, soit jusqu’a` une vingtaine de pixels, que l’on peut estimer comme e´tant l’ordre de
grandeur moyen du proble`me de l’ouverture. L’incorporation d’un plus grand nombre de particules
permet de re´duire cette e´chelle. Cependant, il semble qu’une re´duction drastique de cette e´chelle
de pre´cision ne´cessiterait une augmentation inenvisageable du nombre de particules.
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6.8 Film de savon expe´rimental
Cette se´quence est issue d’une expe´rience re´elle ; le fluide est du savon et la vide´o
est prise a` la sortie d’un peigne, utilise´ pour ge´ne´rer une turbulence bidimensionnelle (a`
l’e´paisseur pre`s du film de savon). La se´quence est obtenue par imagerie Schlieren. Cette
technique consiste a` visualiser les gradients de densite´ en utilisant le fait qu’un change-
ment de la densite´ du fluide conduit a` une variation de l’indice de re´fraction lorsque des
rayons lumineux traversent le fluide. La fre´quence d’acquisition est de 2500 images par
seconde. Les images de cette expe´rience provient du laboratoire de dynamique des fluides
de l’Universite´ de Buenos Aires en Argentine. La figure 6.11 illustre quelques images de la
se´quence repre´sente´e en fausses couleurs.
Nous comparons ici les re´sultats donne´s par : un flot optique de Lucas-Kanade stochas-
tique (SLK), un WEnKF simple (WEnKF-1L) et un WEnKF a` 3 niveaux d’assimilation
(WEnKF-3L, voir le chapitre 5). Quelques instants du re´sultat d’assimilation sont pre´sente´s
sur la figure 6.12.
On peut remarquer que le WEnKF-1L apporte une meilleure finesse en e´chelles que le
flot optique de Lucas-Kanade stochastique. Cette finesse est donc apporte´e par le mode`le
dynamique, ainsi que, indirectement, par l’histoire de l’assimilation. La finesse apporte´e
par le WEnKF-3L ne peut en comparaison venir que de l’observation puisque les deux
assimilations sont baˆties sur des mode`les dynamiques strictement identiques. Ainsi, on
voit ici clairement l’apport de l’assimilation multi-e´chelles et le be´ne´fice sous-jacent d’une
mesure de flot optique multi-e´chelles.
Les diffe´rents re´sultats restent similaires aux grandes e´chelles comme cela peut eˆtre
ve´rifie´ sur les diffe´rents champs de vitesse de la figure 6.12. Les re´sultats diffe`rent essen-
tiellement dans les plus petites e´chelles, ce qui est plus clairement illustre´ par les cartes
de vorticite´. Les ame´liorations successives apporte´es par les deux assimilations semblent
cohe´rentes avec les structures observe´es comme les filaments de vorticite´ ou les petits
vortex.
Figure 6.11 – Quelques images de la se´quence en fausses couleurs (images 66, 76, 86).
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Figure 6.12 – Cartes de vitesse et vorticite´ pour (a) SLK ; (b) WEnKF 1L ; (c) WEnKF
3L sur les images 76, 86 et 96 (premie`re, deuxie`me et troisie`me range´es respectivement).
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6.9 Donne´es manquantes
Afin de ve´rifier le comportement du filtre lorsqu’une partie des donne´es est absente,
comme cela sera le cas dans les assimilations de se´quences oce´anographiques re´elles ou` une
partie des donne´es peut eˆtre occulte´e par la couverture nuageuse, des expe´riences jumelles
sont faites pour appre´cier l’influence de l’occultation.
L’expe´rience sans occultation consistera en la simulation arrie`re par le mode`le dyna-
mique de la vorticite´ 2D pre´sente´ en section 3.1.1 en partant d’un extrait de l’image de
tempe´rature de surface de l’oce´an Pacifique. Il est rajoute´ a` cette simulation des  trous 
ou` aucune donne´e ne sera fournie lors de l’assimilation ; ceux-ci se de´place de fac¸on ale´atoire
avec une fre´quence de de´placement moitie´ de celle des images.
La figure 6.13 donne deux images typiques de la se´quence cre´e´e avec des trous ainsi que
la reconstruction par assimilation WETKF du champ de vorticite´. La figure 6.14 donne
la RMSE obtenue sur cette se´quence jumelle. Il apparaˆıt clairement que notre strate´gie
de prise en compte des zones de donne´es manquantes permet de garder des re´sultats de
bonne qualite´. La diffe´rence de RMSE en vitesse reste tre`s proche de celle obtenue pour des
observations comple`tes. Les cartes de vorticite´ restent globalement tre`s similaires, meˆme
si localement des diffe´rences notables peuvent eˆtre remarque´es.
(a) (b)
(c) (d) (e)
Figure 6.13 – Se´quence oce´anique synthe´tique avec donne´es manquantes.
(a) Image au temps k ; (b) Image au temps k + 1 ; (c) Vorticite´ et vitesse vraies ; (d) Vorticite´ et
vitesse moyennes estime´es par assimilation WETKF pour les images sans donne´es manquantes ;
(e) Vorticite´ et vitesse moyennes estime´es par assimilation WETKF pour les images avec donne´es
manquantes (images pre´sente´es en (a)-(b)).
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Figure 6.14 – RMSEs en vorticite´ (gauche) et en vitesse (droite) des expe´riences jumelles
avec donne´es manquantes.
6.10 Images re´elles de SST
Cette se´quence de SST (Sea Surface Temperature, tempe´rature de surface de la mer) a
e´te´ fournie par le laboratoire CERSAT de l’IFREMER et est issue du radiome`tre AVHRR
du satellite MetOp. Elle pre´sente la tempe´rature de surface (Sea Surface Temperature —
SST) de l’oce´an Pacifique durant le mois de janvier et fe´vrier 2008 sur une zone situe´e au
large de l’isthme de Panama.
La taille totale des images est de 1100×400 pixels et la se´quence a une fre´quence d’une
image par jour durant 54 jours (5 janvier au 29 fe´vrier 2008). Notons que 7 % de la surface
de l’image sont des terres et 20 % de la surface oce´anique est occulte´e par la couverture
nuageuse (en moyenne sur l’ensemble de la se´quence).
Cette se´quence, e´tant issue de donne´es re´elles, n’a pas de ve´rite´ terrain ; il n’est donc
pas possible d’e´tablir des re´sultats quantitatifs. Toutefois, la comparaison visuelle de la
se´quence d’images avec le re´sultat de l’assimilation fait apparaˆıtre une bonne concordance
entre les deux, lorsque l’on suit les structures cohe´rentes (vortex) visibles sur la se´quence.
Le mode`le utilise´ est le meˆme que pre´ce´demment, c’est-a`-dire le mode`le 2D incompres-
sible ; il est e´vident que celui-ci n’est pas re´aliste, mais il pre´sente l’avantage d’eˆtre simple
et rapide. Bien entendu, en utilisant un mode`le plus complet et re´aliste, il serait possible
d’obtenir de meilleurs re´sultats ; mais il faut aussi garder a` l’esprit que le caracte`re rapide
du calcul permet de manipuler un plus grand nombre de particules. Le sche´ma d’assimila-
tion utilise´ est le meˆme que pre´ce´demment, c’est-a`-dire le WETKF, avec re´e´chantillonnage
dual, et un ope´rateur d’observation donne´ par la diffe´rence d’images de´place´es couple´ a` un
mode`le d’incertitude estime´e (voir la section 3.3.4).
L’accroissement au cours du temps du caracte`re turbulent provient bien suˆr en partie
du filtrage, mais e´galement du fait de l’intensification du phe´nome`ne El Nin˜o au cours de la
se´quence. D’autre part, les zones de donne´es manquantes ne semblent pas avoir d’influence
notable sur la reconstruction (cette caracte´ristique est souhaitable pour une assimilation
de bonne qualite´) : on n’observe pas de traitement particulier dans ces zones, comme un
affaissement ou au contraire un renforcement de la vorticite´ dans ces zones.
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Figure 6.15 – Tempe´rature de surface (SST) dans le Pacifique durant janvier-fe´vrier 2008.
Une image sur 10 est affiche´e ici.
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Figure 6.16 – Assimilation des courants a` partir de la se´quence satellite a` de la
tempe´rature de l’oce´an Pacifique pre`s de l’Ame´rique centrale.
Les surfaces en bleu indiquent les surfaces de non-donne´es (terres) et de donne´es manquantes (a`
cause de la couverture nuageuse). La premie`re colonne illustre les images de SST a` diffe´rents temps
avec la vitesse estime´e superpose´e ; la deuxie`me colonne comporte la vitesse et vorticite´ estime´es
par WETKF.
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Troisie`me partie
Application en mer d’Iroise
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Chapitre 7
Application avec un mode`le
oce´anique re´aliste
7.1 Introduction
Ce chapitre traite de la mise en œuvre d’une assimilation par WETKF dans la mer
d’Iroise, au large de Brest, dans le sud-est de la mer Celtique. La zone concerne une re´gion
centre´e autour des ıˆles de Ouessant et Mole`ne au nord et de l’ˆıle de Sein au sud. Cette
re´gion pre´sente de forts courants duˆs aux interactions entre ces ıˆles et la mare´e qui “rentre”
et “sort” de la Manche. Plus au large, le rail d’Ouessant est l’un des passages maritimes
les plus fre´quente´s au monde.
Le but principal de cette expe´rimentation est de tester le filtre WETKF et le bruit
autosimilaire sur un sce´nario re´el. Cette assimilation a e´te´ effectue´e en utilisant un mode`le
de circulation oce´anique complet, le mode`le ROMS, de´die´ a` la simulation aux e´chelles
re´gionales. L’observation est quant a` elle compose´e des deux composantes de la vitesse de
surface de la mer donne´es par deux radars coˆtiers situe´s au nord et au sud de la rade de
Brest ; ceux-ci sont ope´re´s par la socie´te´ Actimar base´e a` Brest. Cette assimilation utilise
donc des observations assez “conventionnelles” par rapport aux se´quences pre´ce´dentes
puisque celles-ci sont des quantite´s physiques directement relie´es a` des quantite´s de l’espace
d’e´tat, en l’occurence la vitesse de surface.
Contrairement aux se´quences pre´ce´dentes e´galement, le domaine d’e´tat est ici tridi-
mensionnel et comporte plusieurs variables d’e´tat (vitesse, pression, tempe´rature, salinite´,
etc.) alors que l’espace d’observation reste bidimensionnel et regroupe seulement les deux
composantes de la vitesse de surface. Aussi le nombre d’observations par rapport a` la
taille de l’espace d’e´tat est fortement diminue´ par rapport aux expe´riences pre´ce´dentes,
d’un rapport de 500 en moyenne, mais l’objectif n’est pas prioritairement d’assimiler la
totalite´ du volume sur toutes les variables mais plutoˆt de se concentrer sur la vitesse de
surface, sur laquelle il doit eˆtre possible d’interagir par le biais des donne´es.
Nous commencerons par pre´senter la zone ge´ographique assimile´e, puis nous de´crirons
le mode`le dynamique ROMS ainsi que les observations disponibles. La section suivante re-
prendra le sche´ma d’assimilation utilise´ en mettant l’accent sur le bruit dynamique adapte´
a` l’assimilation spe´cifique des courants de surface, et nous finirons en donnant une analyse
de quelques re´sultats.
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7.2 Description du contexte d’assimilation
7.2.1 Ge´ographie e´tudie´e
Figure 7.1 – Zone observe´e et zone assimile´e en mer d’Iroise a` la pointe de la Bretagne.
La zone d’observation effective est de´finie comme l’ensemble des points de l’espace ou` nous disposons
d’au moins une donne´e au cours du mois d’aouˆt 2008.
La surface de cette zone est de 5000 pixels ; chaque pixel n’apparait en moyenne qu’une fois sur
deux sur l’ensemble du mois d’aouˆt 2008, mais cette re´partition est tre`s ine´gale : les pixels proches
des radars sont tre`s souvent pre´sents alors que ceux e´loigne´s sont tre`s souvent absents (voir les
statistiques sur la figure 7.4).
L’espace d’e´tat correspond a` la zone d’assimilation englobant la pointe bretonne, jus-
qu’a` environ 150 km vers l’ouest et 100 km vers le nord au large de la Bretagne (voir la
carte 7.1). La zone couverte par l’espace d’e´tat est comprise entre les longitudes 6,50 et
4,02 degre´s ouest et les latitudes 47,52 et 49,48 degre´s nord. La re´solution est de 1,24” en
longitude (1,6 km) et de 0,82” en latitude (1,5 km).
L’espace d’observation quant a` lui se situe sur une zone allant jusqu’a` 160 km au large
de la Bretagne vers l’ouest et sur environ 100 km dans la direction nord-sud. La zone
couverte par l’observation est comprise entre les longitudes 6,78 et 4,65 degre´s ouest et les
latitudes 47,30 et 49,27 degre´s nord, avec une re´solution de 1,07” en longitude (1,4 km) et
de 1,60” en latitude (3,0 km).
Sur cette zone ge´ographique, la principale zone d’inte´reˆt est autour de Ouessant ou`
le courant est beaucoup plus fort qu’aux alentours, en particulier dans le passage du
Fromveur entre Ouessant et Bannec, la dernie`re petite ıˆle avant Ouessant depuis Mole`ne.
Notons cependant que cette zone autour de Ouessant et Mole`ne est moins bien observe´e
par les radars du fait des interfe´rences avec les terres.
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Dans cette zone, la profondeur varie entre 80 m et 140 m, sauf entre la Bretagne
continentale et les ıˆles des Ouessant et Sein ou` la profondeur n’exce`de pas 60 m.
7.2.2 ROMS
ROMS (Regional Ocean Modeling System) est un mode`le de simulation de la circulation
oce´anique aux e´chelles re´gionales. Il imple´mente donc les e´quations primitives de l’oce´an En
plus de la circulation oce´anique physique, ROMS comprend des mode`les de bioge´ochimie,
de se´dimentologie et de de´placement des glaces. ROMS est de´veloppe´ conjointement par
l’Universite´ de Californie — Los Angeles, l’Universite´ Rutgers dans le New Jersey et l’Ins-
titut de Recherche et De´veloppement (IRD) en France.
La description qui suit ne donne que les e´quations fondamentales de la dynamique. Les
e´quations dynamiques de ROMS, les conditions aux limites, le syste`me de coordonne´es et
les algorithmes nume´riques mis en œuvre sont de´taille´s dans le Scrum manuel Hedstro¨m
[1997] ainsi que dans Shchepetkin and McWilliams [2005].
ROMS utilise l’approximation de Boussinesq pour le calcul de la circulation oce´anique,
c’est-a`-dire que le terme vertical de la pression est suppose´ ne varier qu’en fonction de la
profondeur, soit en fonction de la densite´ de l’eau. Les e´quations suivantes sont donc celles
utilise´es par ROMS : 
∂u
∂t + u · ∇u− fv = −∂φ∂x + Fu +Du
∂v
∂t + u · ∇v + fu = −∂φ∂y + Fv +Dv
∂T
∂t + u · ∇T = FT +DT
∂S
∂t + u · ∇S = FS +DS
ρ = ρ(T, S, P )
∂φ
∂z = −ρgρ0
∂u
∂x +
∂v
∂y +
∂w
∂z = 0
(7.1)
La vitesse horizontale u(x, y, z) = (u(x, y, z), v(x, y, z)) est de´finie comme e´tant la vi-
tesse moyenne´e verticalement sur une couche donne´e, un certain nombre de couches e´tant
de´finies sur la profondeur (une trentaine dans notre cas). T est la tempe´rature (3D), S
la salinite´ (3D), ρ la densite´, P la pression, ρ0 la densite´ moyenne de l’eau de mer, f la
vitesse de rotation de la Terre, φ = Pρ0 la pression dynamique, F• les forces externes sur
la variable indique´e, D• la diffusion sur la variable indique´e.
Pour cette assimilation, le choix quant a` la perturbation du mode`le qui a e´te´ fait est de
bruiter les trois premie`res couches de la surface par un bruit autosimilaire (voir la section
4.2) dont le spectre sera fixe´ d’apre`s la se´rie d’observations disponibles. Le choix du type de
bruit dynamique a e´te´ fait par rapport aux bons re´sultats obtenus par le bruit autosimilaire
sur la se´quence synthe´tique (voir 6.4) ainsi que pour sa facilite´ de parame´trage (parame`tres
physiques). Le fait d’appliquer le bruit uniquement sur la surface provient du fait que la
zone d’inte´reˆt est principalement la surface, aussi c’est celle-ci qu’on cherchera a` bruiter
en premier lieu.
7.2.3 Observation
L’observation de vitesse de surface de l’oce´an est fournie par deux radars situe´s a`
la pointe de Garchine, a` Porspoder, et a` la pointe de Bre´zellec, a` Cle´den-Cap-Sizun. Le
syste`me est ope´re´ par la socie´te´ Actimar.
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Chaque radar e´met un signal vers la mer dont la longeur d’onde re´trodiffuse´e sera pro-
portionnelle au mouvement de surface de l’eau (re´trodiffusion de Braggs). Chaque feneˆtre
d’acquisition dure 8 minutes 52 secondes et envoie 2048 rampes de fre´quences, chacune
durant 0,26 secondes. Les parame`tres oce´anographiques de l’e´tat de surface de la mer sont
ensuite extraits de l’analyse fre´quentielle du signal re´trodiffuse´. En particulier, on peut
extraire la vitesse et direction du vent ainsi que la vitesse des courants dans la direction
radiale d’e´mission du signal. A` partir des deux radars, il est alors possible de retrouver les
deux composantes du courant de surface. Il faut garder a` l’esprit que par construction, la
mesure re´sultat est l’e´tat de surface de la mer moyenne´ pendant 8 minutes 52 secondes.
Une statistique de l’erreur est e´galement fournie avec l’estimation de vitesse des courants
oce´anique, donne´e par une variance autour de la valeur moyenne estime´e. Quelques statis-
tiques sur l’observation sont montre´es sur la figure 7.4, montrant notamment la re´partition
ge´ographique des mesures pre´sentes ainsi que la variance d’erreur.
Pour cette assimilation, nous serons inte´resse´s par les mesures de vitesse de l’oce´an
ainsi que par la variance des observations autour de leur valeur moyenne ; ces deux va-
leurs, moyenne et variance, mode´liseront l’observation par une variable gaussienne dans
l’assimilation.
Le spectre du bruit dynamique (autosimilaire) a e´te´ fixe´ en partie a` partir des obser-
vations : sur la zone peu bruite´e au centre de l’observation, les spectres ont e´te´ calcule´s et
la pente du bruit autosimilaire a e´te´ spe´cifie´e a` partir de cela.
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Figure 7.2 – Spectre des vitesses obtenu a` partir des observations sur une zone de faible
bruit sans donne´es manquantes.
La re´gion de capture, indique´e par le carre´ blanc, mesure 21×21 pixels de large, soit une trentaine
de kilome`tres de coˆte´. Le fond de carte est l’addition des erreurs moyennes sur les deux composantes
estime´e par les mesures radar.
7.3 Description de la me´thode d’assimilation
Nous utiliserons le sche´ma ge´ne´ral du filtre WETKF, en s’adaptant aux spe´cificite´s
des donne´es en jeu ici. Ainsi l’espace d’e´tat comprend l’ensemble des variables d’e´tat de
ROMS, a` savoir la vitesse barotrope et barocline, la salinite´, la tempe´rature et l’e´le´vation
de la surface, ce qui fait un peu plus de 2 millions de points dans l’espace d’e´tat. L’espace
d’observation ne comprend que les deux composantes de la vitesse de surface donne´e par
les radars, soit 17600 points.
Bien que les variables de l’espace d’e´tat sont directement relie´es a` celles de l’espace
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Figure 7.3 – Observations a` diffe´rents instants durant le mois d’aouˆt 2008
Les instants 7 (quatre images du haut) et 28 (4 du bas). La premie`re colonne comporte l’observation
elle-meˆme et la deuxie`me colonne repre´sente l’erreur fournie sur cette mesure. La premie`re ligne
de chaque instant est la composante est-ouest, et la deuxie`me la composante nord-sud.
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Figure 7.4 – Quelques statistiques sur les observations.
Deux premie`res images : moyenne sur le mois d’aouˆt 2008 des erreurs fournies sur les deux
composantes de la vitesse observe´e (en m.s−1).
Image du bas : nombre d’observations par pixel sur l’ensemble de la se´quence d’aouˆt 2008.
On remarque que la zone centrale est la mieux estime´e en moyenne. Elle correspond a` la
re´gion qui comprend le plus d’observation ; c’est dans cette zone que le spectre des vitesses
pre´sente´ a` la figure 7.2 a e´te´ calcule´. Autour de Ouessant, l’erreur estime´e augmente un peu et le
nombre de mesures est un peu plus faible ; sur la vide´o, on remarque que les points manquants
bougent assez souvent d’une image a` l’autre.
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d’observation, celles-ci ne vivent pas sur la meˆme grille et sont de´finies a` des e´chelles
diffe´rentes, il est donc ne´cessaire d’effectuer une interpolation entre les vitesses ; celle-ci
sera faite au moyen d’une interpolation biline´aire.
Le re´e´chantillonnage utilise´ dans ce contexte sera de 80 % multinomial et 20 % uniforme
(voir la section 3.3.3).
Le bruit dynamique sera un bruit autosimilaire (voir la section 4.2) sur les trois
premie`res couches de la surface avec des e´carts-types de´croissants en allant vers le fond ;
de fac¸on arbitraire, l’e´cart-type de la deuxie`me couche a` e´te´ fixe´ a` 80 % de celui de la
premie`re, et celui de la troisie`me a` 40 % de celui de la premie`re. La perturbation est
donc fortement atte´nue´e lorsqu’on descend en profondeur. Ce choix de perturbation de la
surface peut se justifier en conside´rant que l’incertitude la plus forte, ou celle a` prendre
le plus en compte, est sur la surface. D’un autre coˆte´, les observations n’e´tant que sur la
surface, c’est a` cet endroit que l’assimilation aura le plus d’impact, d’ou` l’inte´reˆt de bruiter
spe´cifiquement cet endroit. Un autre choix aurait pu eˆtre fait de bruiter des conditions
au bord ou des coefficients, ce qui aurait donne´ des particules d’une plus grande varie´te´
sur l’ensemble du volume 3D mais peut-eˆtre avec moins de diffe´rences significatives sur la
surface (autrement dit,  plus puissamment modifie´es mais peut-eˆtre moins re´actives dans
l’e´tape d’assimilation ).
Pour le bruit d’observation, on fait l’hypothe`se classique d’un bruit gaussien centre´
avec un e´cart-type spe´cifie´ par l’estimation de l’erreur fournie par les mesures radar.
E´tant donne´ la taille de l’espace d’e´tat d’environ 2 millions de points, nous serons
impe´rativement limite´ a` quelques dizaines de particules, le maximum teste´ e´tant de 100
particules.
Notons que ROMS dispose d’un syste`me permettant de prendre graduellement en
compte les effets de mare´e, syste`me appele´ rampe de mare´e. Avec ce syste`me, les effets
de mare´e atteignent 95 % de leur valeur nominale environ 24 heures apre`s l’initialisation,
aussi la premie`re assimilation a lieu 24 heures apre`s le temps d’initialisation — dans la
pratique, le mode`le de´terministe a e´te´ lance´ une fois et l’initialisation de fait du processus
d’assimilation est prise dans ce fichier de´terministe au bon indice temporel.
De plus, l’instant initial donne´ a` ROMS (issu du mode`le HYCOM) ne semblait pas
correspondre aux observations. Aussi il a e´te´ choisi d’initialiser avec l’instant le plus vrai-
semblable vis-a`-vis des observations, ce qui donne un offset de 3 heures.
7.4 Re´sultats
La se´quence ayant servi de test couvre tout le mois d’aouˆt 2008. L’assimilation a e´te´
effectue´e avec des observations toutes les 20 minutes pour un total de 200 observations,
soit une dure´e totale d’assimilation de 200 × 20 minutes = 66,7 heures = 2 jours 18 heures.
La premie`re chose visible sur le graphique de RMSE (figure 7.5, comparant le re´sultat
d’assimilation avec l’observation et non avec une ve´rite´ terrain) est l’oscillation tre`s forte et
pe´riodique de l’erreur. Ce phe´nome`ne est e´galement pre´sent dans une exe´cution purement
de´terministe du mode`le. Les causes de cette forte oscillation pe´riodique ont e´te´ recherche´es ;
l’hypothe`se principale a e´te´ que ces oscillations, de pe´riode proche d’une mare´e, seraient
duˆes a` un de´calage de date entre les observations et le mode`le. Apre`s e´tudes, il est apparu
que le fait de de´caler les observations et le mode`le menait a` des oscillations similaires de
la RMSE, quoique avec des niveaux variables. Il a donc e´te´ choisi de de´caler les observa-
tions de 3 heures, ce qui correspond a` un niveau global de RMSE abaisse´, meˆme si cette
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Figure 7.5 – RMSE compare´ avec l’observation en mer d’Iroise avec, a` bruit d’observation
constant, un bruit dynamique d’e´cart-type 1 cm.s−1 (rouge), 20 cm.s−1 (vert), 50 cm.s−1
(cyan). Le bleu fonce´ est la RMSE entre le mode`le de´terministe et l’observation.
solution n’est pas satisfaisante intellectuellement et me`ne possiblement a` des erreurs d’in-
terpre´tation.
La figure 7.5 illustre e´galement que l’amplitude du bruit dynamique a une forte re´percus-
sion sur les re´sultats. On remarque clairement que l’augmentation de l’amplitude du bruit
dynamique (en laissant fixe le bruit d’observation) tend a` rapprocher les particules des
observations. Cela se constate e´galement sur la figure 7.6, ou` l’assimilation ayant le plus
fort bruit dynamique (2e ligne) est la plus proche des observations. Ce phe´nome`ne est
tout a` fait normal pour l’assimilation (la confiance dans le mode`le diminue), mais contri-
bue a` diminuer la cohe´rence physique interne des particules puisqu’elles sont force´es par
l’e´tape de correction de Kalman qui peut introduire un forc¸age non physique. Le chapitre
9 consacre´ aux pistes d’ame´liorations discutera brie`vement dans la section 9.3 d’une ide´e
permettant de pe´naliser les particules fortement de´place´es par l’e´tape de Kalman et donc
peu enclines a` eˆtre physiquement plausibles.
A` l’inverse un bruit dynamique trop faible introduit une confiance trop importante
dans le mode`le. Il est clair par exemple que ROMS semble avoir ici quelques difficulte´s
a` simuler pre´cise´ment l’effet des mare´es sur le courant de surface. Nous avons donc opte´
pour le choix d’un bruit interme´diaire entre un bruit incorporant peu les observations et
un bruit conduisant a` une solution bruite´e trop proche des observations.
Les figures 7.7 et 7.8 illustrent l’e´volution de l’assimilation par rapport a` l’observation
entre les temps d’observation 182 et 185 (soit environ 60 heures apre`s l’initialisation), avec
le bruit de forte amplitude. Avec ce choix de bruit, l’assimilation retrouve bien les grandes
structures pre´sentes dans l’observation, ainsi que certains de´tails autour de Ouessant. La
solution produite est en phase avec les observations de vitesse donne´es par les deux radars
coˆtiers. De plus, certains artefacts visibles sur ces observations (corre´lations circulaires a`
meˆme distance radiale des radars) sont bien e´limine´s dans le re´sultat d’assimilation.
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Figure 7.6 – Assimilations en mer d’Iroise avec diffe´rentes amplitudes de bruit dynamique
apre`s 165 cycles d’assimilation (soit 55 heures).
La colonne de gauche est la composante est-ouest, celle du centre la composante nord-sud, et celle de
droite est l’erreur relative entre l’observation et l’assimilation. La premie`re ligne est l’observation,
les suivantes sont des assimilations avec des amplitudes dynamiques de 50, 20, et 1 cm.s−1.
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Figure 7.7 – Suivi de l’assimilation entre les 182e et 185e temps d’assimilation (soit apre`s
60 heures) avec un bruit d’observation fort (50cm.s−1) — composante est-ouest.
On remarque en particulier une sous-estimation syste´matique des courants forts dans la zone
d’Ouessant.
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Figure 7.8 – Suivi de l’assimilation entre les 182e et 185e temps d’assimilation (soit apre`s
60 heures) avec un bruit d’observation fort (50cm.s−1) — composante nord-sud.
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7.5 Conclusion
Par rapport aux expe´riences pre´ce´demment mene´es durant cette the`se, cette expe´rience
d’assimilation se distingue par plusieurs aspects : le type de mode`le dynamique est beau-
coup plus complexe, les observations sont directement relie´es aux variables d’e´tat contrai-
rement a` des observations image, et l’espace d’e´tat est de dimension bien supe´rieure a`
l’espace d’observation.
Bien qu’il soit possible qu’il subsiste un proble`me de synchronisation entre le mode`le
et les observations, cette expe´rience a permis de confronter le WETKF a` un contexte re´el
d’assimilation et les re´sultats montrent certaines qualite´s attendues d’une assimilation :
suivi temporel correct, suppression d’artefacts de l’observation.
Quatrie`me partie
Design et perspectives
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Chapitre 8
Design de filtres particulaires pour
les fluides
Ce chapitre va tenter de synthe´tiser les enseignements tire´s lors de cette the`se sur les
filtres particulaires en particulier lorsqu’applique´s aux images d’e´coulements fluides. Tou-
tefois, cela est issu de l’expe´rience de cette the`se et ne rele`ve pas d’une ve´rite´ absolue ; en
conse´quence certains avis me´thodologiques peuvent tout a` fait eˆtre discute´s voire discu-
tables.
Le fil directeur d’un tel design serait, a` notre avis, de spe´cialiser les ope´rateurs quand
cela est possible ainsi que d’effectuer des choix toujours balance´s entre gains en pre´cision,
gains en vitesse d’exe´cution, gains en robustesse et gains en facilite´ d’utilisation. D’autre
part, les divers gains doivent eˆtre mesure´s contre des mesures les plus significatives pos-
sibles. Toutefois, il n’est pas force´ment facile ni meˆme possible de tirer des conclusions sur
l’influence suppose´e de certains parame`tres a` partir de re´sultats d’expe´riences ; et de plus
il est probable que certains parame`tres interagissent entre eux.
Par exemple, une re´gularisation des particules dans l’e´tape de re´e´chantillonnage est-
elle re´e´llement globalement be´ne´fique et dans quelles conditions ? L’alternative oppose´e est
de ne pas l’appliquer et me`ne a` l’e´conomie d’un certain nombre d’exe´cutions du mode`le
dynamique (de´terministe) au temps suivant puisque partant alors de la meˆme condition
initiale. Autre exemple : faut-il utiliser un mode`le stochastique, plus apte the´oriquement a`
repre´senter la re´alite´ du phe´nome`ne, ou un mode`le de´terministe qui dans notre cas donnait
de meilleurs re´sultats ?
Ce chapitre discutera de la me´thodologie informatique pour la mise en œuvre d’un
proble`me d’assimilation, du choix du filtre (et de ses variations), des mode`les en jeu (dy-
namique et observation), et du dimensionnement et de la calibration des parame`tres.
8.1 Me´thodologie informatique
Apre`s l’e´tude initiale d’un nouveau proble`me vient rapidement la question de la mise
en œuvre informatique. Lorsqu’il est de´cide´ d’utiliser un filtre particulaire, il peut eˆtre
tre`s facile d’e´crire un code de filtre particulaire en partant de rien (from scratch), ce qui
peut eˆtre fait en quelques dizaines de lignes dans la plupart des languages, et en parti-
culier les languages dote´s de bibliothe`ques nume´riques comme C/C++, Python, Matlab.
En revanche, cette solution peut rapidement devenir limitante lors du test de nouvelles
me´thodes, de nouveaux mode`les, ou lors d’une ope´ration d’abstraction du code initial dans
119
120 CHAPITRE 8. DESIGN DE FILTRES PARTICULAIRES POUR LES FLUIDES
le but de le rendre plus ge´ne´rique.
Si l’ambition est d’emble´e de tester plusieurs me´thodes, ce qui peut eˆtre bien a priori si
aucune me´thode n’est privile´gie´e ou si on n’a qu’une connaissance limite´e des performances
des diffe´rentes me´thodes applique´es au proble`me spe´cifique (c’est-a`-dire souvent), il peut
eˆtre bien d’investir directement dans l’e´tude des quelques codes ge´ne´riques d’assimilation
de donne´es. Parmi ces codes figurent :
– SMCTC (Johansen [2009]), en C++, qui est une petite bibliothe`que oriente´e filtre
particulaire ;
– OpenDA (Ope), en Java, qui imple´mente plusieurs me´thodes d’assimilation (des
me´thodes de Kalman d’ensemble et filtres particulaires, et des me´thodes variation-
nelles en projet) ;
– Verdandi (Ver), en C++, qui abstrait les espaces et mode`les, et imple´mente plusieurs
me´thodes d’assimilation (essentiellement les me´thodes variationnelles, les me´thodes
de Kalman, et quelques filtres particulaires pour l’instant).
Pour l’assimilation par filtre particulaire d’e´coulements fluide (ou d’autres proble`mes
de grande dimension), les mode`les dynamiques e´tant assez couˆteux et la nature des filtres
particulaires demandant d’exe´cuter plusieurs fois le mode`le dynamique, il est pre´fe´rable
d’avoir a` disposition une puissance de calcul relativement importante. Cela est en parti-
culier vrai pour les tests sur les me´thodes, ou` il est pre´fe´rable d’exe´cuter plusieurs fois
les meˆmes assimilations pour estimer la variabilite´ entre exe´cutions. Une organisation
me´thodique des tests peut e´galement eˆtre inte´ressante (voir la section 6.2).
8.2 Choix du filtre
Pour les espaces d’e´tat de taille importantes, comme ceux manipule´s pour les e´coule-
ments fluides, les filtres particulaires basiques (boostrap avec ou sans re´e´chantillonnage)
sont exclus car ils divergeraient avec un nombre de particules d’un ordre de grandeur rai-
sonnable. Les choix restants de filtres susceptibles de fonctionner sont alors les filtres par-
ticulaires avance´s, avec des me´thodes de re´e´chantillonnage adapte´es ou des techniques de
retour dans le passe´ en cas de divergence (voir van Leeuwen [2009]), ainsi que les filtres par-
ticulaires a` base de loi de proposition pre´alablement oriente´es vers les observations comme
les EnKF (ou ETKF) et les WEnKF (ou WETKF). Les EnKF ont e´te´ longuement teste´s,
en particulier dans des applications ge´ophysiques, et sont souvent  une valeur suˆre . Les
WEnKF peuvent a priori se substituer aux EnKF sans gros changement dans la me´thode
et ont l’avantage d’apporter une garantie de convergence lorsque le nombre de particules
augmente. A` nombre de particules fixe´, les WEnKF donnent des re´sultats proches des
EnKF, quoique ge´ne´ralement le´ge`rement positif (d’apre`s les expe´riences re´alise´es au cours
de cette the`se).
Parmi les variations de me´thodes teste´es au cours de cette the`se, le re´e´chantillonnage
dual n’a pas e´te´ tre`s convainquant, mais n’est pas non plus ne´faste sur les re´sultats. Il peut
eˆtre en revanche plus rassurant d’imposer une certaine proportion de particules ale´atoires
afin de pre´venir un effondrement du nombre de particules, meˆme si la distribution de
proposition donne´e par l’EnKF apporte une garantie pre´alable sur la qualite´ des parti-
cules. L’introduction d’une assimilation a` plusieurs e´chelles, comme pre´sente´ au chapitre
5, permet, pour les assimilations d’e´coulements fluides, un gain significatif sur le nombre
d’e´chelles reconstruites.
8.3. MODE`LES EN JEU 121
La localisation (Petrie [2008]) n’a pas e´te´ teste´e au cours de cette the`se, mais cela
apporterait tre`s probablement un gain important en temps de calcul ou en pre´cision, d’au-
tant que cela pourrait eˆtre couple´ au caracte`re local des observations (pour des ope´rateurs
de flot optique de type Lucas-Kanade ou de diffe´rence d’images de´place´es).
8.3 Mode`les en jeu
La forte complexite´ calculatoire des mode`les dynamiques d’e´coulements fluides est un
frein important a` l’utilisation d’un grand nombre de particules. A` partir de la` peut se po-
ser la question de la ne´cessite´ d’utiliser un mode`le dynamique tre`s puissant avec un couˆt
calculatoire important ou alors un mode`le dynamique moins pre´cis et moins couˆteux avec
un nombre de particules plus important. La re´ponse de´pend probablement du proble`me
et de la me´thode. Par exemple, dans les travaux mene´s au cours de cette the`se, il a e´te´
choisi d’utiliser un mode`le 2D avec 400 particules dans l’application de tempe´rature de
surface de l’oce´an Pacifique (section 6.10) pour un bon re´sultat ; en comparaison, il a e´te´
choisi d’utiliser un mode`le 3D multi-variables physiques avec 50 ou 100 particules en mer
d’Iroise (chapitre 6) pour un re´sultat a priori moins bon que le pre´ce´dent.
Parmi les autres expe´riences mene´es au cours de cette the`se, l’essai d’un mode`le dyna-
mique stochastique s’est ave´re´ globalement moins bon qu’un mode`le dynamique de´termi-
niste, quoique cela pourrait eˆtre diffe´rent avec une me´thode nume´rique de re´solution sto-
chastique plus fine comme un sche´ma de Runge-Kutta d’ordre plus e´leve´.
Enfin, plusieurs comparaisons dans cette the`se (sections 4.3 et 6.4) montrent l’impor-
tance de la forme spatiale du bruit dynamique, et en particulier que le bruit autosimilaire
(section 4.2) donne des re´sultats d’assimilation ge´ne´ralement meilleurs que le bruit d’Even-
sen (section 4.1). Cela peut se comprendre dans la mesure qu’une assimilation avec un
faible nombre de particules tirera profit d’un bruit vivant dans un espace d’e´tat proche de
l’espace d’e´tat du phe´nome`ne (autrement dit un bruit le plus re´aliste possible par rapport
au phe´nome`ne).
8.4 Dimensionnement et calibration
D’apre`s les expe´riences faites au cours de cette the`se, deux classes semblent se distinguer
par rapport au nombre de particules utilise´es :
– les expe´riences en faible nombre de particules : entre 10 et 70 particules ;
– les expe´riences en grand nombre de particules : plus de 70 particules.
Les re´sultats d’expe´riences dans une classe sont difficilement interpre´tables dans l’autre
classe : par exemple les expe´riences en faible nombre de particules sont (logiquement)
plus instables que celles en grand nombre de particules et peuvent avoir tendance a` di-
verger dans certaines conditions sur les autres parame`tres (par exemple le type de bruit
dans les expe´riences de mesures interme´diaires — tableau 9.1) ou alors l’influence du
re´e´chantillonnage dual. Aussi, la transition depuis un grand nombre vers un plus faible
nombre peut faire l’objet d’un changement soudain dans le profil de d’erreur, et les faibles
nombres de particules (qui sont souhaite´s dans un but d’e´conomie calculatoire) peuvent
demander la mise en place de techniques plus fines de se´lection des particules et de qualite´
du mode`le dynamique.
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A` part a` quelques occasions, nous n’avons pas fait d’estimation en ligne des parame`tres
et la calibration des parame`tres s’est faite manuellement. Pour retenir quelques grands
principes qui ont guide´ cette calibration dans la plupart des expe´riences :
– l’amplitude du bruit dynamique doit (ou devrait) eˆtre de plusieurs ordres de gran-
deur infe´rieur a` l’amplitude du bruit d’observation : le mode`le dynamique est le seul a`
assurer le suivi temporel du phe´nome`ne, aussi une assimilation avec un mode`le dyna-
mique peu fiable conduira a` re´gulie`rement rapprocher les particules de l’observation
et la cohe´rence temporelle globale en sera fortement diminue´e.
– dans le cas d’images d’e´coulements fluides, les grandes e´chelles du fluide sont ge´ne´rale-
ment tre`s bien reconstruites en l’espace de quelques cycles d’assimilation ; en re-
vanche les e´chelles moyennes a` petites demandent une attention spe´ciale et de-
mandent a` choisir des  justes milieux  dans les parame`tres, entre forc¸age (par le
bruit dynamique (tableau 4.8)) et apport de l’observation pour les e´chelles moyennes
(par le filtrage de la vraisemblance (9.1)).
– a` part le nombre de particules, le type de bruit dynamique et l’amplitude relative des
bruits dynamique et d’observation, la plupart des autres parame`tres teste´s au cours
de cette the`se n’ont globalement qu’une influence limite´e sur l’erreur quadratique
moyenne.
8.5 Conclusion
L’assimilation e´tant essentiellement une ponde´ration de deux sources de donne´es (mode`le
et observations avec leurs incertitudes respectives), il s’agit de trouver les meilleures
me´thodes permettant d’en extraire un re´sultat plus proche de la re´alite´ que chacune des
deux sources seules. En the´orie ce meilleur re´sultat existe ; la difficulte´ est la pratique qui
doit tenir compte des ressources finies (temps et moyens de calcul).
Ainsi il est toujours possible de demander une pre´cision supple´mentaire au prix ge´ne´rale-
ment de ressources supple´mentaires, et il est toujours possible de rajouter des variations
a` la me´thode permettant de re´duire ces ressources en se plac¸ant dans des cas particuliers
ou en faisant en sorte d’atteindre un optimum sur un caracte`re pre´cis, mais cela se fait
souvent en rajoutant des parame`tres a` l’assimilation, parame`tres qui se doivent e´galement
d’eˆtre e´value´s ou fixe´s.
Ainsi l’assimilation peut eˆtre vue comme une  science du compromis  entre deux
sources de donne´es, et dont les re´sultats de´pendent aussi des attentes de l’utilisateur, des
me´thodes de comparaison utilise´es et de la connaissance des proble`mes sous-jacents traite´s.
Chapitre 9
Pistes d’ame´liorations
Nous e´voquons dans ce chapitre quelques ide´es qui pourraient contribuer a` ame´liorer
les re´sultats d’assimilations d’e´coulements fluides par filtrage particulaire, et pre´sentons
quelques re´sultats pre´liminaires. Les quatres pistes d’ame´lioration liste´es ci-dessous sont
brie`vement de´crites. Il s’agit :
– des mesures interme´diaires permettant de guider les particules en l’absence d’obser-
vations image,
– d’une spe´cialisation de la fonction de vraisemblance pour limiter l’assimilation a`
certaines bandes fre´quencielles,
– d’un filtre particulaire dont la distribution a priori est un me´lange de variables
gaussiennes au lieu d’un me´lange de masses de Dirac,
– d’un filtre de Kalman d’ensemble re´cursif sur le nombre de particules.
9.1 Mesures interme´diaires
Dans le contexte de l’assimilation ou` l’on cherche a` rapprocher — dans une certaine
mesure — les particules de l’observation, certaines me´thodes de filtres particulaires per-
mettent dans une certaine mesure de guider les particules vers l’observation comme le
filtre particulaire auxiliaire (Pitt and Shephard [2001]) ou le filtre particulaire guide´ (van
Leeuwen [2009]).
La me´thode propose´e ici s’apparente en partie au filtre particulaire guide´, dans le sens
ou` on va accompagner les particules vers l’observation, meˆme si on ne dispose pas de
celle-ci pendant des temps interme´diaires.
9.1.1 Construction
Soit deux images I0 et IdT donne´es avec dT > 1 entier, on cherche a` assimiler le
de´placement entre les deux. L’e´quation de flot optique s’e´crit
I(x + dint(x, αdT ), α dT )− I(x, 0) = 0 pour 0 ≤ α ≤ 1 (9.1)
ou` dint(x, T ) est le de´placement du point x inte´gre´ depuis t = 0, c’est-a`-dire :{
dint(x, 0) = 0
dint(x, T + dt) = dint(x, T ) + u(x + dint(x, T ), T + dt)dt, avec dt ≤ dT. (9.2)
Puisque l’on cherche a` assimiler des instants ou` il n’y a pas d’image, on prendra en
compte le de´placement actuel de´ja` assimile´ et on extrapolera le de´placement restant jusqu’a`
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l’image suivante selon une fonction line´aire du dernier pas de temps :
dtot(x, T ) = dint(x, T ) + u(x + dint(x, T ), T )(dT − T ), (9.3)
et on cherchera alors a` assimiler les temps interme´diaires en minimisant l’e´quation de type
flot optique suivante, valable pour tous les temps interme´diaires :
min
dtot(·,αdT )
|I(x + dtot(x, αdT ), dT )− I(x, 0)|, pour 0 ≤ α ≤ 1. (9.4)
Cette e´quation donne une estimation de type flot optique qui co¨ıncide avec la vraie e´quation
de flot optique lorsque α = 1 et qui guide les estimations lors des assimilations faites aux
temps interme´diaires, ceci sous l’hypothe`se que l’extrapolation line´aire est relativement
correcte pour le phe´nome`ne e´tudie´.
Cette extrapolation line´aire a de grandes chances d’eˆtre peu efficace lorsque le phe´no-
me`ne sous-jacent est fortement non-line´aire et il faudrait alors recourir a` un autre type
d’extrapolation. Dans notre cas, pour la se´quence de suivi d’un scalaire passif (voir la
section 6.3), pour des intervalles entres images assez petits, cette extrapolation line´aire
convient et peut permettre de baisser un peu la fre´quence des images (ou d’augmenter
la fre´quence d’assimilation). Pour cette raison, nous avons appele´ cette me´thode  micro-
assimilation . Sous un autre angle, cette me´thode peut eˆtre vue comme une assimilation
classique avec des e´tats interme´diaires provenant d’observations extrapole´es (on trouve
parfois le terme de pseudo-observation pour ce type d’observations de´rive´es d’autres quan-
tite´s observe´es ou estime´es).
Du point de vue de l’assimilation proprement dite, il est possible de de´river plu-
sieurs variantes de la me´thode WETKF : faut-il effectuer une e´tape de ponde´ration et
re´e´chantillonnage a` chaque  assimilation virtuelle  ou non ? Les deux variantes ont e´te´
teste´es et sont de´nomme´es ci-apre`s micro-assimilation partielle et micro-assimilation to-
tale : une micro-assimilation partielle n’effectue les e´tapes de ponde´ration et re´e´chantillon-
nage qu’aux temps ou` une paire d’images est effectivement pre´sente (la convergence the´ori-
que vers le filtre baye´sien ne se fait alors qu’a` ces instants) et une seule e´tape de Kalman
est ope´re´e aux autres instants, alors qu’une micro-assimilation totale effectue toutes les
e´tapes du WETKF a` chaque instant (e´tape de Kalman, ponde´ration, re´e´chantillonnage).
On notera qu’on peut avoir un raisonnement similaire pour ce qui concerne l’assi-
milation multi-e´chelles pre´sente´e au chapitre 5 : effectue-t-on une e´tape de ponde´ration
(voire re´e´chantillonnage) apre`s une e´tape de Kalman a` une e´chelle donne´e ? Cela n’a pas
e´te´ teste´ dans le cadre de cette the`se ; en revanche, l’e´tape de ponde´ration e´tant l’e´tape
qui essentiellement assure la convergence vers le filtre baye´sien, introduire une e´tape de
ponde´ration de´porte la convergenve vers le filtre baye´sien sur un axe d’e´volution autre
que le temps : celui des e´chelles. A` partir de la`, il faut se poser la question the´orique de
l’espace des indices d’e´volution (auparavant uniquement le temps) dans lequel e´volution
l’assimilation, afin de faire cohabiter proprement ces deux axes d’assimilation. On pourrait
se poser la question dans un contexte plus ge´ne´ral ou` il y aurait d dimensions d’e´volution
de l’assimilation.
9.1.2 Re´sultats
Le tableau 9.1 pre´sente quelques re´sultats pre´liminaires pour des assimilations avec
mesures interme´diaires, pour des fre´quences d’assimilation d’une image sur 2, 3, et 4 dans
l’ide´e d’essayer de re´duire le nombre d’assimilations tout en gardant une erreur raisonnable.
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Type Fre´quence
Nombre de RMSE 98 RMSE 98 RMSE 98
particules (partiel) (total) (fre´quence=1)
ETKF EV 1/2 50 0,1000 0,0942 0,0966
ETKF AS 1/2 50 0,0814 0,0784 0,0822
ETKF EV 1/2 150 0,0682 0,0662 -
ETKF AS 1/2 150 0,0522 0,0508 -
ETKF EV 1/2 400 0,0623 0,0784 0,0561
ETKF AS 1/2 400 0,0492 0,0494 0,0433
ETKF EV 1/3 50 0,2574 0,2813 0,0966
ETKF AS 1/3 50 0,0820 0,0876 0,0822
ETKF EV 1/3 150 0,0690 0,0767 -
ETKF AS 1/3 150 0,0525 0,0521 -
ETKF EV 1/3 400 0,0686 0,0614 0,0561
ETKF AS 1/3 400 0,0469 0,0492 0,0433
ETKF EV 1/4 50 0,5637 0,6963 0,0966
ETKF AS 1/4 50 0,0824 0,0887 0,0822
ETKF EV 1/4 150 0,0703 0,0672 -
ETKF AS 1/4 150 0,0516 0,0550 -
ETKF EV 1/4 400 0,0608 0,0581 0,0561
ETKF AS 1/4 400 0,0501 0,0482 0,0433
WETKF EV 1/2 50 0,0975 0,0971 0,0981
WETKF AS 1/2 50 0,0763 0,0821 0,0786
WETKF EV 1/2 150 0,0694 0,0645 -
WETKF AS 1/2 150 0,0511 0,0514 -
WETKF EV 1/2 400 0,0594 0,0614 0,0598
WETKF AS 1/2 400 0,0480 0,0481 0,0432
WETKF EV 1/3 50 0,4125 0,2582 0,0981
WETKF AS 1/3 50 0,0805 0,0817 0,0786
WETKF EV 1/3 150 0,0711 0,0787 -
WETKF AS 1/3 150 0,0529 0,0524 -
WETKF EV 1/3 400 0,0656 0,0613 0,0598
WETKF AS 1/3 400 0,0520 0,0512 0,0432
WETKF EV 1/4 50 0,4735 0,6482 0,0981
WETKF AS 1/4 50 0,0763 0,0741 0,0786
WETKF EV 1/4 150 0,1108 0,0721 -
WETKF AS 1/4 150 0,0562 0,0574 -
WETKF EV 1/4 400 0,0756 0,0720 0,0598
WETKF AS 1/4 400 0,0578 0,0580 0,0432
Table 9.1 – Test sur des assimilations image a` une fre´quence supe´rieure a` celle des
images, avec une ou plusieurs assimilations  virtuelles  intercalaires, avec ponde´ration
et re´e´chantillonnage soit durant toutes les assimilations (micro-assimilation totale), soit
uniquement pendant les vrais temps image (micro-assimilation partielle).
Ces tests ne sont issus que d’une re´alisation a` chaque fois et sont donc a` prendre avec
pre´caution (sauf pour les re´sultats de re´fe´rence dans la dernie`re colonne issus de 6 re´alisations).
L’e´chantillonnage initial a e´te´ fait avec le bruit d’Evensen d’e´cart-type 1. Dans le cas du WETKF,
le de´placement des particules durant la phase de re´e´chantillonnage se fait par un bruit autosimilaire
d’e´cart-type 0, 001. Le bruit d’observation a un e´cart-type de 1 et le bruit dynamique un e´cart-type
de 0, 01.
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Plusieurs observations peuvent eˆtre effectue´es d’apre`s ces re´sultats (tout en gardant
a` l’esprit que ces re´sultats ne sont issus que d’une exe´cution). Tout d’abord la RMSE
augmente  raisonnablement  lorsque la fre´quence d’assimilation diminue et ce dans la
plupart des cate´gories, hormis les ETKF/WETKF a` 50 particules avec bruit d’Evensen
qui divergent a` partir d’une image sur trois. En comparaison, les ETKF/WETKF a` 50
particules avec bruit autosimilaire sont e´tonnement stables jusqu’a` un image sur quatre.
La comparaison entre micro-assimilations partielles et micro-assimilations totales est
difficile a` e´tablir ; il semble que les micro-assimilations partielles l’emportent de peu en
faible nombre de particules et que la tendance s’inverse pour un plus grand nombre de
particules. Cette observation serait a` confirmer sur un plus grand nombre de cas.
9.2 Spe´cialisation de la vraisemblance
Le sche´ma d’assimilation particulaire WETKF se de´compose en deux grandes e´tapes :
correction de Kalman et ponde´ration. Dans un premier temps, on peut naturellement poser
comme fonction de vraisemblance une fonction gaussienne centre´e en l’observation et de
covariance e´gale a` la covariance d’observation suppose´e ou estime´e :
p(yk|x(i)k ) = N (Hk(x(i)k ); yk,Rk),
en projetant les particules dans l’espace d’observation en utilisant le meˆme ope´rateur
d’observation que dans l’e´tape du filtre de Kalman d’ensemble. D’une certaine fac¸on, cette
me´thode  re-se´lectionne  donc les particules que l’e´tape de Kalman a de´ja` se´lectionne´es
comme e´tant les meilleures dans le cadre de l’approximation gaussienne. Si on met de coˆte´
le be´ne´fice the´orique de cette e´tape, la pratique montre que le be´ne´fice re´el de cette e´tape
est faible — meˆme si ge´ne´ralement le´ge`rement positif.
Aussi, une ide´e est de profiter de cette deuxie`me confrontation a` l’observation pour
spe´cifier une vraisemblance diffe´rente qui soit, soit plus comple`te en confrontant cette
vraisemblance a` des observations comple´mentaires, soit moins comple`te en de´gradant l’ob-
servation si l’on cherche a` concentrer le re´sultat sur un aspect plus pre´cis. La convergence
du filtre particulaire sera alors au sens de cette vraisemblance.
Exprime´e comme telle, cette possibilite´ peut s’appliquer de fac¸on ge´ne´rale aux proble`mes
traite´s avec un filtre de Kalman d’ensemble ponde´re´. Dans le contexte d’assimilation de
fluide, cette latitude peut eˆtre utilise´e dans un cadre multi-e´chelles. Par exemple, on peut
imaginer utiliser l’e´tape de Kalman pour assimiler les grandes e´chelles, puis enrichir l’ob-
servation lors de cette e´tape de vraisemblance en descendant dans les e´chelles. Inversement,
si l’e´tape de Kalman a utilise´ un ope´rateur d’observation ”riche” comme l’est l’ope´rateur
d’images recale´es ou l’assimilation multi-e´chelles du chapitre 5, l’e´tape de vraisemblance
peut se concentrer sur des observations grandes et moyennes e´chelles afin d’obtenir un
re´sultat meilleur a` ces e´chelles au de´triment des petites e´chelles.
En pratique, l’enrichissement de la vraisemblance va  e´largir  l’espace de recherche et
donc risque de contracter fortement la vraisemblance, ce qui peut avoir comme conse´quence
de renforcer de fac¸on pre´ponde´rante les quelques particules les moins e´loigne´es de cette
observation enrichie et donc de mener a` un possible effondrement du nombre de particules
actives. Ceci devra alors eˆtre contourne´, soit par l’augmentation du nombre de particules,
soit par d’autres techniques e´vitant cet effondrement.
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Figure 9.1 – RMSE pour un filtrage par WETKF dont la vraisemblance, donne´e par une
diffe´rence d’images de´place´es, est filtre´e. La coupure grande e´chelle de ce filtrage varie.
L’abscisse correspond aux pas d’assimilation. Les indices indique´s dans la le´gende correspondent
aux fre´quences de coupure du filtrage exprime´es en fractions d’image ( 7  =  1/7 d’image ).
Le filtrage est effectue´ dans l’espace de Fourier.
Dans l’autre cas, un appauvrissement ou un lissage de la vraisemblance est plus facile
a` traiter et a fait l’objet de quelques tests de´taille´s dans cette section. Pragmatiquement,
la de´gradation de la vraisemblance peut conduire a` la dispersion des particules. On est ici
dans l’ope´ration inverse de l’effondrement ou` les diffe´rentes particules, dans un cas extreˆme,
se diffe´rencient peu les unes des autres. A` la limite, si l’ensemble des caracte`res vus par
la vraisemblance est vide, l’e´tape de ponde´ration attribuera alors des poids identiques
et cela se re´duira alors a` un filtre de Kalman d’ensemble classique. Cette version du
filtre particulaire — en appauvrissant la vraisemblance — peut donc eˆtre vue comme une
me´thode interme´diaire entre le filtre de Kalman d’ensemble classique et le filtre de Kalman
d’ensemble ponde´re´ que l’on peut alors nommer filtre de Kalman d’ensemble α-ponde´re´.
Mise en œuvre
Dans les se´quences fluides d’e´coulements traite´es, nous avons vu que les grandes e´chelles
de l’e´coulement sont en ge´ne´ral assez bien reconstruites avec le WETKF mais que la qualite´
de reconstruction baissait sur les petites e´chelles. Dans ce contexte, les petites e´chelles de
l’image ne correspondent peut-eˆtre pas aux e´le´ments les plus pre´ponde´rants mis en jeu
dans le processus d’assimilation. Il peut donc eˆtre profitable de se´lectionner des e´chelles
interme´diaires cible´es de l’observation en de´laissant les petites e´chelles peu e´nerge´tiques de
l’e´coulement. Ce faisant, le bruit que les petites e´chelles peuvent apporter dans le calcul
de la vraisemblance sera comple`tement ignore´, d’autant que les trop petites e´chelles ne
peuvent eˆtre fide`lement reconstruites au moyen de l’observation a` cause du proble`me de
l’ouverture.
Nous avons ainsi expe´rimente´ l’utilisation d’une vraisemblance ne prenant en compte
qu’une partie des e´chelles de l’e´coulement. Ce choix a e´te´ fait apre`s avoir remarque´ que les
petites e´chelles avaient du mal a` eˆtre reconstruites avec la vraisemblance comple`te, et que
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par conse´quent on pouvait les exclure afin de ne donner du poids qu’aux particules ayant
de bonnes qualite´s aux grandes e´chelles et aux e´chelles interme´diaires (jusqu’a` l’e´chelle de
coupure de la vraisemblance).
Le sche´ma d’assimilation reste identique a` celui de´crit dans la section 3.3. Seule la
vraisemblance est modifie´e en filtrant la diffe´rence xk − yk dans un intervalle fre´quentiel
compris entre une haute et une basse fre´quence donne´e en parame`tres.
Re´sultats
Quelques assimilations comple`tes ont e´te´ re´alise´es avec un filtrage dans l’espace de
Fourier, comme illustre´ sur la figure 9.1. Sur ce graphique, ou` les e´chelles sont exprime´es
en fraction de l’image, la coupure impose´e a` la vraisemblance aux grandes e´chelles varie
et la coupure petites e´chelles reste fixe. Ce choix de regarder l’influence de la coupure
grande e´chelles dans la ponde´ration fait suite a` l’hypothe`se (ve´rifie´e au cours de cette
the`se) que les grandes e´chelles sont bien reconstruites, mais que les petites e´chelles restent
encore difficiles a` reconstruire ; en conse´quence, la ponde´ration ne tenant pas compte des
grandes e´chelles, la discrimination entre particules est ici effectue´e sur une plage d’e´chelles
interme´diaires.
Ce graphique illustre quelques diffe´rences dans la de´croissance de la RMSE (comple`te,
non-restreinte a` certaines e´chelles). On observe que toutes ces re´alisations, qui diffe`rent les
unes des autres par un filtrage passe-bande de la vraisemblance, atteignent des niveaux
d’erreur comparables. Par contre, certains choix de plages fre´quentielles semblent conduire
a` des de´croissances plus rapides de la RMSE. La de´croissance la plus rapide est obtenue
pour un filtrage de la vraisemblance compris entre 8 et 20 pixels. Ce re´sultat me´riterait
d’eˆtre ve´rifie´ plus avant sur d’autres se´quences.
9.3 A priori en me´lange de gaussiennes
La distribution de filtrage a priori dans un filtre particulaire est ge´ne´ralement formule´e
sous la forme d’une somme ponde´re´e de masses de Diracs. L’ide´e propose´e ici est d’enrichir
ceci en spe´cifiant la distribution a priori sous la forme d’une somme ponde´re´e de distribu-
tions gaussiennes centre´es autour des positions e´chantillonne´es par le mode`le dynamique.
Cela est donc formule´ comme un me´lange de gaussiennes :
p(xk|x(i)k−1) ∝
N∑
i=1
e
−
1
2
(xk − xf,(i)k )TΣk(xk − xf,(i)k ), (9.5)
ou` la matrice Σk, commune a` toutes les particules est spe´cifie´e a` partir de la matrice
de covariance empirique du nuage de particules.
L’e´tape de ponde´ration devient alors
w(i) ∝ p(yk|x(i)k )p(x(i)k |xk−1). (9.6)
L’ide´e sous-jacente de cet e´talement de la distribution a priori (par rapport a` une
somme de masses de Dirac) est de pouvoir e´tudier la pertinence du de´placement des
particules effectue´ lors de l’e´tape de Kalman et de favoriser les particules peu de´place´es
par cette e´tape ou de´place´es vers une autre position correspondant a` une des positions
e´chantillonne´e par le mode`le dynamique stochastique. En effet, compte tenu de la non-
line´arite´ du mode`le dynamique, il est souhaitable que, tout en restant proche des obser-
vations, les particules soient les plus proches possibles d’un e´tat ge´ne´re´ par le mode`le
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dynamique car le de´placement des particules par l’e´tape de Kalman ne correspond pas
ne´cessairement a` une re´alite´ physique ; de telles particules seront alors de tre`s bonne qua-
lite´ et plus propices a` engager l’assimilation vers une restitution re´aliste du phe´nome`ne.
Cela a e´te´ teste´ sur la se´quence scalaire, mais il est apparu en pratique que l’a priori
ainsi forme´ avait au final un ordre de grandeur beaucoup trop faible devant la vraisem-
blance, et que par conse´quent cette e´tape s’ave´rait en pratique inutile. En conse´quence, cela
a conduit a` introduire la modification de la vraisemblance telle que de´crite pre´ce´demment
afin de re´duire une trop grande selectivite´ de la vraisemblance. Il est tout a` fait pos-
sible d’adopter des strate´gies du meˆme type pour la distribution a priori en organisant le
me´lange de gaussiennes autour d’une de´composition multi-e´chelles ou d’une de´composition
modale. En tous e´tats de cause, il s’agit de permettre d’e´valuer la pertinence vis-a`-vis du
mode`le dynamique des e´chantillons propose´s par le filtre de Kalman d’ensemble.
9.4 Filtre de Kalman de transformation d’ensemble re´cursif
Cette section n’est qu’une ide´e et n’est absolument pas au stade de me´thode finalise´e.
Cela concerne les filtres de Kalman de transformation d’ensemble (ETKF), inde´pendemment
de toute introduction dans un contexte de filtre particulaire comme cela a e´te´ expose´ dans
les chapitres pre´ce´dents (WETKF). Les e´chantillons a` la base de l’ensemble peuvent eˆtre
choisis ale´atoirement (famille des filtres de Kalman d’ensemble) ou non (e´chantillons cor-
respondants a` des modes propres par exemple, comme dans la famille des filtres de Kalman
re´duits).
Dans Nin˜o Ruiz et al. [2013], les auteurs exposent un filtre de Kalman suivant la
me´thodologie du filtre de Kalman de transformation d’ensemble (ETKF) qui re´utilise plu-
sieurs fois de suite la formule de Woodbury (autant de fois qu’il y a d’e´chantillons) pour
calculer le gain de Kalman de fac¸on ite´rative sur les e´chantillons, une fois les e´chantillons
de pre´diction construits, centre´s autour de leur moyenne empirique et normalise´s par le
nombre d’e´chantillons.
9.4.1 Filtre de Kalman d’ensemble ite´ratif
Nous re´sumons ici les grands principes de´crits dans Nin˜o Ruiz et al. [2013]. Soient
{xNi }i=1...N des e´chantillons pre´dits par le mode`le dynamique, avec xi ∈ Rn×1. On notera
x = [x1, x2, . . . , xN ] la matrice dons les colonnes sont ces N e´chantillons. Les indices
suscrits n’indiquent ici que des indices, les seules exponentiations sont des inversions de
matrices (•−1).
Ces N e´chantillons sont d’abord centre´s autour de leur moyenne empirique µN =
1
N
∑N
i=1 xi pour donner {si}i=1...N ∈ Rn×N : si = 1√N (xi − µN ) pour i = 1 . . . N . A` partir
de la`, le gain de Kalman empirique sur la base de e´chantillons applique´ a` la diffe´rence
entre l’observation et les e´chantillons pre´dits est exprime´ par
K(y −Hx) = svT (vvT + R)−1(y −Hx) = svTz (9.7)
ou` v = [v1, v2, . . . , vN ] = Hs ∈ Rm×N ,
zN = (vvT + R)−1(y −Hx) ∈ Rm×N .
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Dans la suite, on cherchera a` re´soudre l’e´quation
(R + vvT )zN = (y −Hx) = d (9.8)
La premie`re astuce de calcul importante est l’expression de la matrice de gauche comme
somme re´cursive :
WN = R + vvT = R +
N∑
i=1
viv
T
i = W
N−1 + vNvTN . (9.9)
La deuxie`me astuce de calcul importante est d’utiliser la formule de Woodbury (voir la
proposition 1) pour inverser l’expression de WN et ainsi exprimer une re´currence dans la
re´solution de (9.8) :
(WN )−1d = (WN−1)−1d− (WN−1)−1vN (1 + vTN (WN−1)−1vN )−1vTN (WN−1)−1d.
(9.10)
On reconnaˆıt dans cette formule deux inversions particulie`res :
(WN−1)−1d = zN−1
(WN−1)−1vN = bN−1
On peut alors ite´rer la formule (9.10) pour n’avoir finalement a` inverser que la matrice R
dans les e´quations
(W0)−1d = R−1d = z0
(W0)−1v1 = R−1v1 = b0
Partant, on pourra remonter la re´currence en n’effectuant que des multiplications. Cela
peut eˆtre fait en optimisant les calculs et e´viter des calculs redondants. On se re´fe´rera a`
l’article original Nin˜o Ruiz et al. [2013] pour plus de de´tails.
9.4.2 Ide´e de filtre de Kalman d’ensemble re´cursif
Maintenant, la formule (9.9) peut eˆtre mise en relief avec la formule de re´currence
d’une somme de carre´s centre´s qui peut eˆtre trouve´e dans Welford [1962], exprime´e dans
la proposition suivante.
Proposition 8. Soit {xi}i=1...∞ un ensemble de points quelconques de Rm. Alors la
moyenne empirique mN = 1N
∑N
i=1 xi des N premiers points peut eˆtre calcule´e de fac¸on
re´cursive par la formule
mN+1 =
N
N + 1
mN +
xN+1
N + 1
= mN +
xN+1 −mN
N + 1
. (9.11)
De plus, la matrice des somme des produits croise´s centre´s sur la moyenne empirique
CN =
∑N
i=1(xi − mN )(xi − mN )T des N premiers points peut eˆtre calcule´e de fac¸on
re´cursive par la formule
CN+1 = CN +
N
N + 1
(xN+1 −mN )(xN+1 −mN )T (9.12)
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La matrice WN de la formule (9.9) pourrait se voir remplace´s ses v par :
vN =
√
N − 1√
N
(xN − µN−1) (9.13)
pour donner
WN = R + (xN − µN )(xN − µN )T = R +
N∑
i=1
vNv
T
N = W
N−1 + vNvTN . (9.14)
Cela pourrait permettre d’introduire un filtre de Kalman d’ensemble re´cursif sur le
nombre de particules. Par exemple, en supposant qu’il est facile d’obtenir des e´chantillons
pre´dits, des e´chantillons pourraient eˆtre rajoute´s au besoin dans l’e´tape d’analyse en fonc-
tion d’un crite`re de convergence donne´ et sans qu’il soit ne´cessaire de recalculer l’ensemble
des calculs de l’e´tape d’analyse du filtre de Kalman d’ensemble pour ce jeu de particules.
Il faut cependant re´aliser que la formule (9.12) ne correspond a` l’expression d’une ma-
trice de covariance empirique qu’apre`s multiplication par un facteur 1N−1 . En re´percutant
ce facteur dans l’e´quation (9.9), celui-ci influe : soit l’ensemble des e´quations (9.10) en
remplac¸ant le scalaire  1  par  N − 1  (sauf erreur de calcul), soit sur la matrice R
qui devient (N − 1)R. Dans les deux cas, il semble que cela empeˆche une re´elle re´currence
sur le nombre d’e´chantillons puisque le nombre d’e´chantillons doit eˆtre fixe´ a priori et,
semble-t-il, sans moyen de le changer sans recalculer une part significative de ce qui a de´ja`
e´te´ calcule´.
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Conclusion ge´ne´rale
Au cours de ce document, nous avons pre´sente´ un cadre utilise´ pour des assimila-
tions de donne´es image relatives a` des phe´nome`nes fluides, ceci au moyen de filtres par-
ticulaires spe´cifiques. Tandis que les filtres particulaires sont ge´ne´ralement connus pour
leur fort couˆt calculatoire, et qu’a` l’inverse les filtres de Kalman d’ensemble sont connus
pour leur faible couˆt, la me´thode employe´e, le filtre de Kalman d’ensemble ponde´re´, est
a` l’interface entre les deux et se montre adapte´ au traitement de telles proble´matiques.
Au-dela` de la me´thode globale, nous avons utilise´ des composants adapte´s au traitement
des phe´nome`nes fluides : le mode`le dynamique, tantoˆt une dynamique vorticite´-vitesse
2D tantoˆt le mode`le oce´anique ROMS ; le bruit dynamique, conc¸u pour mimer les lois de
la turbulence, et donnant de bons re´sultats par rapport a` un bruit plus ge´ne´rique. Une
strate´gie de re´e´chantillonnage autre que le re´e´chantillonnage multinomial a e´te´ teste´, le
re´e´chantillonnage dual, quoi qu’il n’ai pas donne´ de re´sultats aussi bons qu’espe´re´.
Lors du traitement des phe´nome`nes fluides, contrairement aux phe´nome`nes de mouve-
ments de solides, les questions de de´coupage par e´chelles et de relations entre les e´chelles
apparaissent rapidement. Nous avons propose´ un sche´ma d’assimilation multi-e´chelles qui
permet d’assimiler incre´mentalement les e´chelles du fluide observe´, ce a` partir d’un obser-
vateur de flot optique lui-meˆme multi-e´chelles. Les re´sultats obtenus par cette technique
sont encourageants, tant quantitativement sur la se´quence synthe´tique que qualitativement
sur l’expe´rience de film de savon.
Ces me´thodes ont e´te´ syste´matiquement teste´es sur une se´quence synte´tique et peuvent
donc eˆtre compare´es les uns aux autres de fac¸on cohe´rente afin de de´gager les grandes ten-
dances sur les me´thodes ayant le plus de potentiel pour l’assimilation d’images d’e´coulements
fluides. En outre, nous avons compare´ l’e´nergie de l’erreur et l’erreur relative de e´nergie ;
la deuxie`me mesure explicite bien le degre´ de reconstruction des e´chelles par rapport a` ce
qui est attendu.
Enfin, plusieurs pistes d’ame´liorations ont e´te´ explore´es qui pourraient permettre de
gagner en souplesse d’utilisation, avec des mesures interme´diaires, ou en pre´cision, avec
une distribution a priori gaussienne ou en spe´cialisant la vraisemblance. La dernie`re piste
pourrait de´boucher sur une formule re´cursive du filtre de Kalman d’ensemble ; cela ne
constituerait probablement pas un gain global en performance, mais une belle formule
pourrait sortir de cette me´thode.
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Annexe A
Conservation des poids entre
p(x0:k|y1:k) et p(xk|y1:k)
Cette annexe est pre´sente pour rendre le document plus autonome, mais reprend es-
sentiellement l’annexe A de Arnaud [2004].
La me´thode ge´ne´rale des filtres particulaires se concentre sur la distribution p(x0:k|y1:k)
(voir la section 2.3.1), mais on peut eˆtre inte´resse´ par sa marginale p(xk|y1:k).
Proposition 9. Dans un filtre particulaire donnant une approximation de p(x0:k|y1:k) par
p(x0:k|y1:k) =
N∑
i=1
w
(i)
k δx(i)0:k
(x0:k),
avec des poids w
(i)
k donne´s par la formule (2.2) et des particules x
(i)
0:k distribue´s selon
pi(x0:k|y1:k) (voir la section 2.3.1), la marginale p(xk|y1:k) est donne´e par
p(xk|y1:k) =
N∑
i=1
w
(i)
k δx(i)k
(xk).
De´monstration. L’espe´rance d’une fonction mesurable φ(xk) conditionnellement a` des ob-
servation y1:k est :
I(φ(xk)) = Ep(xk|y1:k)[φ(xk)|y1:k]
=
∫
φ(xk) p(xk|y1:k)dxk
=
∫
φ(xk)
∫
p(x0:k|y1:k)dx0:k−1dxk
=
∫
φ(xk) p(x0:k|y1:k)dx0:k
=
∫
φ(xk)
p(x0:k|y1:k)
pi(x0:k|y1:k) pi(x0:k|y1:k)dx0:k
=
∫
φ(xk)wk pi(x0:k|y1:k)dx0:k
ou` wk =
p(x0:k|y1:k)
pi(x0:k|y1:k) .
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Ainsi, si {x(i)0:k}i=1...N sont N e´chantillons inde´pendants et identiquement distribue´s
selon la loi pi(x0:k|y1:k) et que l’on sait calculer pi(x0:k|y1:k), IN (φ(xk)) est un estimateur
de I(φ(xk)), ou` :
IN (φ(xk)) =
N∑
i=1
w˜(i)φ(x
(i)
k ) ou` w
(i) =
p(x
(i)
0:k|y1:k)
pi(x
(i)
0:k|y1:k)
et w˜(i) =
w(i)∑N
i=1w
(i)
Dans un filtre particulaire, la densite´ de la distribution marginale p(xk|y1:k) peut donc
eˆtre estime´e a` partir des poids w
(i)
k , meˆme si ceux-ci e´taient initialement calcule´s pour la
distribution a posteriori p(x0:k|y1:k) :
p(xk|y1:k) =
N∑
i=1
w
(i)
k δx(i)k
(xk).
Annexe B
Calcul et inde´pendance de
N (x; 0, xxT )
Dans le calcul du filtre de Kalman d’ensemble ponde´re´, l’e´valuation des poids fait
intervenir des e´valuations selon deux distributions de la forme N (x(i); 0, 1N−1xxT ) avec
x ∈ Rn×N matrice dont les vecteurs colonne sont des e´chantillons ale´atoires {x(i)}i=1...N
et dont la moyenne des e´chantillons est nulle, autrement dit 1N est dans le noyau de x.
Cette annexe, reprenant l’annexe A de Papadakis et al. [2010], montre que l’e´valuation
de cette densite´ en ces points donne un re´sultat identique pour tous les e´chantillons
x(i). Aussi, lorsque cette e´valuation se fait pour des quantite´s de´finies uniquement a` une
constante de proportionnalite´ pre`s (comme c’est le cas dans le WEnKF), il est inutile
d’effectuer ce calcul.
La seule hypothe`se a` ve´rifier pour pre´tendre que ces e´valuations donnent le meˆme
re´sultat est que la famille des particules soit de rang N − 1 (au sens de l’alge`bre line´aire).
Dans le cas du WEnKF, cette hypothe`se peut eˆtre faite (et en toute rigueur il faudrait
la ve´rifier a` chaque fois) car les particules de pre´diction sont tire´es ale´atoirement dans un
espace de dimension n >> N (il y a donc peu de chance qu’ils soient line´airement lie´s –
la probabilite´ est nulle) et l’e´tape de Kalman conserve le rang de l’e´chantillon.
Soit donc x = [x(1), x(2), . . . , x(N)] ∈ Rn×N , ou` x(i) ∈ Rn×1 et ∑Ni=1 x(i) = 0n.
En notant A+ le pseudo-inverse de la matrice A, la quantite´ N (x(i); 0, 1N−1xxT ) vaut :
N (x(i); 0, 1N−1xxT ) = 1√2pin√|det( 1
N−1 xx
T )|
e−
1
2
x(i)
T
( 1
N−1 xx
T )+ x(i)
=
√
N−1n√
2pi
n√| det(xxT )|e
−N−1
2
x(i)
T
(xxT )+ x(i)
=
√
(N−1)n
(2pi)n| det(xxT )| e
γi
avec γi = −N−12 x(i)
T
(xxT )+ x(i)
x est de´compose´e par une de´composition en valeurs singulie`res re´duite x = USV T ,
avec U ∈ Rn×n matrice orthogonale, S ∈ Rn×N matrice diagonale, V ∈ RN×N matrice
orthogonale.
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L’exposant γi de l’exponentielle peut eˆtre exprime´ par :
γi = −N−12 x(i)
T
(xxT )+ x(i)
= −N−12 x(i)
T
(USV TV STUT )+ x(i)
= −N−12 x(i)
T
(USSTUT )+ x(i)
= −N−12 ViSTUT (USSTUT )+USV Ti avec Vi = ligne i de V
= −N−12 ViSTUTUS+TS+UTUSV Ti
= −N−12 Vi(S+S)T (S+S)V Ti
Sous l’hypothe`se que la famille des points x ∈ Rn soit de rang N − 1, autrement dit que
seule la moyenne nulle des e´chantillons permet de lier line´airement les e´chantillons, alors
SS+ = 1N−1N en notant 1
m
N la matrice diagonale de taille N × N dont les m premie`res
valeurs sont 1 et les N −m dernie`res sont 0.
γi = −N−12 Vi(S+S)T (S+S)V Ti
= −N−12 Vi1N−1N V Ti
= −N−12
N−1∑
j=1
V 2ij
= −N−12 (1− V 2iN ) [car les colonnes de V sont orthonorme´es]
Or, puisque x est exactement de rang N − 1 et puisque le vecteur 1N est dans le noyau
de V de part la moyenne nulle des e´chantillons, on en de´duit que le sous-espace propre
associe´ a` la valeur 0 est exactement Vect(1N ). De plus, puisque les colonnes de V sont
normalise´es, on a ViN = 1/N et V
2
iN = 1/N
2.
Finalement, pour tout i, j ∈ [1, N ], on a γi = γj , ce qui entraine
N (x(i); 0, 1
N − 1xx
T ) = N (x(j); 0, 1
N − 1xx
T )
et, lorsque ces probabilite´s sont appele´es a` eˆtre normalise´es, il n’est alors plus utile de
calculer ces quantite´s.
Annexe C
Convergence du bruit d’Evensen
vers une loi normale
Nous montrons dans cette annexe que le bruit d’Evensen (voir la section 4.1), bien que
n’e´tant pas gaussien, converge vers une distribution gaussienne lorsque le nombre de points
tend vers l’infini. Nous nous limitons a` un bruit d’Evensen en dimension 1, puisqu’il suffit
d’une dimension qui tende vers l’infini pour que la distribution en chaque point spatial
tende vers une distribution gaussienne.
Pour une image de dimension N , de re´solution ∆x et de longueur de de´corre´lation
spectrale σ1, le terme ge´ne´ral du bruit d’Evensen est donne´ par
q(xn) =
1√√√√N−1∑
l=0
e
− 2(
2pil
N∆x
)2
σ21
N−1∑
l=0
e
− (
2pil
N∆x
)2
σ21 e2pii
n
N
l cos(2piφl) (C.1)
avec φl ∼ U(0, 1), ∀l = 0 . . . N − 1.
Dans la suite, on fixe la constante β =
(
2pi
∆xσ1
)2
et on de´finit les variables ale´atoires
re´elles Xl,n,N par : 
sl,n,N =
e
−β l2
N2 e2pii
n
N
l(∑N−1
p=0 e
−2β p2
N2
)1/2
Xl,n,N = sl,n,N cos(2piφl)
(C.2)
On cherchera a` montrer que pour n fixe´ (quand N > n), la somme
Sn,N =
N−1∑
l=0
Xl,n,N (C.3)
tend vers une variable ale´atoire normale. Cependant, bien que les variables φl soient
inde´pendantes et donc que les variables Xl,n,N soient inde´pendantes, les variables Xl,n,N
n’ont pas la meˆme variance et ne sont donc pas identiques, bien que identiques a` un facteur
pre`s de´pendant de l et N . Pour de´montrer que Sn,N tend bien vers une variable normale,
on utilisera donc le the´ore`me central limite pour des variables ale´atoires inde´pendantes
mais identiques uniquement a` un facteur pre`s de´pendant de l et N (the´ore`me 2.7.3 de
Lehmann [1999]).
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Proposition 10 (The´ore`me central limite pour des variables inde´pendantes et iden-
tiques a` un facteur pre`s de´pendant de N). Soient (Yi)i=1,... des variables ale´atoires re´elles
inde´pendantes et identiquement distribue´es, de moyenne nulle, de variance finie E[|Yi|2] =
σ2 et de troisie`me moment fini E[|Yi|3] = γ. Soient Xni = dniYi des variables issues des
Yi. Supposons que les coefficients dni satisfont a` la condition∑N
n=0 |dni|3
(
∑N
n=0 |dni|2)3/2
−−−−→
N→∞
0. (C.4)
Alors
∑N
n=0 dniYi
σ
√∑N
n=0 d
2
ni
−−−−→
N→∞
N (0, 1) en loi.
Pour tout δ > 0, on a :
N−1∑
l=0
|sl,n,N |δ =
N−1∑
l=0
e−δβ
l2
N2N−1∑
p=0
e−2β
p2
N2
δ/2
L’expression (C.4) applique´e aux coefficients sl,n,N de (C.2) devient :
N−1∑
l=0
|sl,n,N |3
N−1∑
l=0
|sl,n,N |2

3/2 =
N−1∑
l=0
e−3β
l2
N2
N−1∑
l=0
e−2β
l2
N2


N−1∑
p=0
e−2β
p2
N2

2/2

3/2
N−1∑
p=0
e−2β
p2
N2

3/2
≤ NN N−1∑
l=0
1
N
e−2β
l2
N2

3/2
≤ N
N3/2
(
N−1∏
l=0
e−2β
l2
N2
) 3
2N
[ine´galite´
arithme´tico-ge´ome´trique]
≤ N−1/2
(
N−1∏
l=0
e−2β
l2
N2
)− 3
2N
≤ N−1/2e 3βN2N
∑N−1
l=0 l
2
≤ N−1/2e 3βN2N (N−1)N(2N−1)6 [∑ni=0 i2 = n(n+1)(2n+1)6 ]
≤ N−1/2e3β( 13− 12N + 16N2 )
≤ N−1/2 [13 − 12N + 16N2 ≤ 0]
Ainsi, la dernie`re expression tend vers 0 quand N tend vers l’infini, et tous les moments
des variables ale´atoires cos(2piφ) avec φ ∼ U(0, 1) sont finis. Ce qui montre le the´ore`me et
permet d’affirmer que le bruit d’Evensen tend vers une distribution gaussienne.
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Re´sume´ :
Cette the`se applique les me´thodes d’assimilation de donne´es par filtrage particulaire a`
l’estimation d’e´coulements fluides observe´s au travers de se´quences d’images. Nous nous
appuyons sur un filtre particulaire spe´cifique dont la distribution de proposition est donne´e
par un filtre de Kalman d’ensemble, nomme´ filtre de Kalman d’ensemble ponde´re´. Deux
variations a` celui-ci sont introduites et e´tudie´es. La premie`re consiste a` utiliser un bruit
dynamique (permettant de mode´liser l’incertitude du mode`le et de se´parer les particules
entre elles) dont la forme spatiale suit une loi de puissance, cohe´rente avec la the´orie
phe´nome´nologique de la turbulence. La deuxie`me variation repose sur un sche´ma d’as-
similation multi-e´chelles introduisant un me´canisme de raffinements successifs a` partir
d’observations a` des e´chelles de plus en plus petites. Ces deux me´thodes ont e´te´ teste´es
sur des se´quences synthe´tiques et expe´rimentales d’e´coulements 2D incompressibles. Ces
re´sultats montrent un gain important sur l’erreur quadratique moyenne. Elles ont ensuite
e´te´ teste´es sur des se´quences d’images satellite re´elles. Sur les images re´elles, une bonne
cohe´rence temporelle est observe´e, ainsi qu’un bon suivi des structures de vortex. L’assimi-
lation multi-e´chelles montre un gain visible sur le nombre d’e´chelles reconstruites. Quelques
variations additionnelles sont aussi pre´sente´es et teste´es afin de s’affranchir de proble`mes
importants rencontre´s dans un contexte satellitaire re´el. Il s’agit notamment de la prise
en compte de donne´es manquantes sur les images de tempe´rature de surface de l’oce´an.
En dernier lieu, une expe´rience d’un filtre de Kalman d’ensemble ponde´re´ avec un mode`le
oce´anique complet est pre´sente´e pour une assimilation de champs de courants de surface
en mer d’Iroise, a` l’embouchure de la Manche. Quelques autres pistes d’ame´lioration sont
e´galement esquisse´es et teste´es.
Mots-cle´s : assimilation de donne´es (ge´ophysique), filtrage de Kalman, dynamique des
fluides, vision par ordinateur, me´thode de Monte-Carlo, te´le´de´tection spatiale, analyse
multie´chelles
Abstract:
This thesis studies fluid flows estimation with particle filtering-based assimilation methods
imaged using digital cameras. We rely on a specific particle filter, of which the proposal dis-
tribution is given by an Ensemble Kalman Filter, namely the Weighted Ensemble Kalman
Filter. Two variations of this method are introduced and tested. The first consists in using
a dynamical noise (which modelizes the model uncertainty and separates the particles from
each others) ; its spatial form obeys to a power law stemming from the phenomenological
theory of the turbulence. The second variation relies on a multiscale assimilation scheme
introduicing successive refinements from observations at smaller and smaller scales. These
two methods are tested on synthetic and experimental sequences of 2D incompressible
flows. Results show an important gain on the Root Mean Square Error. They are then
tested on real satellite images. A good temporal coherence and a good tracking of vortex
structures are observed on the real images. The multiscale assimilation shows a visible gain
on the number of reconstructed scales. Some additional variations are also presented and
tested in order to take into account important problems in a real satellite context. The
main contribution is the management of missing data areas in the Sea Surface Tempera-
ture sequence. Lastly an experiment involving a Weighted Ensemble Kalman Filter with a
complete oceanic model is presented for a surface currents fields assimilation in Iroise Sea
near the English Channel mouth. Some other improvements are also drawn and tested.
Keywords: data assimilation (geophysics), Kalman filtering, fluid dynamics, computer
vision, aerospace telemetry, Monte Carlo method, multiscale analysis

