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Основные обозначения и соглашения
AR — Augmented Reality (англ.) – расширенная реальность. На-
бор технологий, вид виртуальной реальности, при котором
виртуальные объекты отображаются в реальном окруже-
нии, видимом пользователями.
VR — Virtual Reality (англ) – виртуальная реальность. Набор тех-
нологий и аппаратных средств для отображения, просмот-
ра и взаимодействия с виртуальными объектами.
ПО — Программное Обеспечение
NUI — Natural User Interfaces (англ.) – естественный пользователь-
ский интерфейс. Разновидность человеко-компьютерных
интерфейсов, построенных на фиксации и распознавании
какой-либо комбинации движений человека или активно-
сти его органов.
GUI — Graphical User Interface (англ.) – графический поль-
зовательский интерфейс. Разновидность человеко-
компьютерного интерфейса, в котором элементы ин-
терфейса, представленные пользователю, исполнены в
виде графических изображений.
CPU — Central Processing Unit (англ.) – центральное обрабатываю-
щее устройство. Электронный блок либо интегральная схе-
ма (микропроцессор), исполняющая машинные инструк-
ции (код программ), главная часть аппаратного обеспече-
ния компьютера или программируемого логического кон-
троллера. Иногда называют микропроцессором или просто
процессором. Так же используется в качестве обозначения
главного логического юнита.
4
ID — Identifier (англ.) – идентификатор. Уникальный номер,
присваиваемый объекту для его идентификации. Обычно
представляет из себя число, но может быть различных ти-
пов. В том числе и сложносоставным, когда идентификатор
составляется из нескольких частей.
API — Application Programming Interface (англ.) – интерфейс
программирования приложений. Иногда также интерфейс
прикладного программирования. Набор готовых классов,
процедур, функций, структур и констант, предоставляемых
приложением (библиотекой, сервисом, оборудованием) для
использования во внешних программных продуктах.
SDK — Software Development Kit (англ.) – комплект средств раз-
работки. Позволяет специалистам по программному обес-
печению создавать приложения для определённого пакета
программ, программного обеспечения базовых средств раз-
работки, аппаратной платформы, компьютерной системы,
игровых консолей, операционных систем и прочих плат-
форм.
TCP/IP — набор сетевых протоколов передачи данных, используемых
в сетях, включая сеть Интернет.
OSC — Open Sound Control – пакетный протокол для коммуника-
ции устройств, в том числе мультимедийных.
FPS — Frame Per Second (англ.) – Кадры в секунду
R — Множество действительных чисел
N — Множество натуральных чисел
Card(Ω) — Мощность множества Ω
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Введение
Задача
В современной науке и технике при решении ряда задач возникает необхо-
димость в использовании естественных методов человеко-компьютерного
взаимодействия, так называемых естественных интерфейсов. Однако до
сих пор нет единого определения таких интерфейсов. Тем не менее, суще-
ствуют различные подходы к классификации и упорядочению естествен-
ных интерфейсов. В разделе приведено более подробное описание таких
подходов.
Сейчас же укажем место решаемой нами задачи в общей таксономии
естественных интерфейсов. Для этого воспользуемся схемой, приведённой
на рисунке 0.1. В данной схеме интерфейсы разделяются по
• области применения. Здесь разделение идёт, в основном, по требова-
ниям, накладываемым на интерфейс. Очевидно, что эти требования
будут различными для, например, массовых и индивидуальных ин-
терфейсов.
• используемым технологиям. Здесь разделение идёт «физической
части» интерфейсов. Используются ли, например, «классические»
устройства ввода или предполагаются специальные датчики?
• реакции системы. Здесь разделение идет по видам обратной связи
системы. Например, генерируется ли в ответ на действия пользователя
визуальный образ и аудио сигнал или же генерируется управляющий
сигнал CPU.
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• типу указаний. Здесь разделение идёт по типу указаний системе. Ис-
пользуется ли, например, манипулятивная система взаимодействия,
указательная или знаковая, и так далее.
Естественные
интерфейсы
Область
применения
Используемые
технологии Реакция
системы
Тип
указаний
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Рисунок 0.1: Систематизация естественных интерфейсов по областям применения, ис-
пользуемым технологиям, виду реакции системы и типу указаний.
Похожий подход к систематизации, но только для жестовых интерфей-
сов был применён в работе [1].
Систематизация задачи
Область применения. Приоритетное направление исследований и разра-
ботки – автоматизация работы операционной комнаты и разработка интер-
фейсов для управления медицинским оборудованием. Второе по значимо-
сти направление это взаимодействие с роботизированными платформами.
Поэтому главной областью применения разрабатываемой системы явля-
ются специализированные встраиваемые системы.
Так же, учитывая ценность естественных интерфейсов для задач неав-
томатизированной навигации, взаимодействия с виртуальными объекта-
ми и психологических задач исследования состояний присутствия, в каче-
стве области применения системы следует отметить использование в сре-
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дах AR и VR
Используемые технологии. Одним из требований в разработке системы
для использования с медицинским оборудованием является соблюдение
оператором режима стерильности. Этого проще всего добиться, используя
бесконтактные технологии.
Поскольку взаимодействие пользователя и компьютера является опера-
цией продолжительной во времени, то следует учитывать историю и кон-
текст взаимодействия. Поэтому использование методов и подходов анализа
видеопотока является более предпочтительным по сравнению с анализом
отдельных изображений. Анализ глубины сцены в каждым момент времени
даёт большую надёжность по сравнению с прямым анализом видеопотока
для взаимодействия с пользователем, так как не зависит от условий освеще-
ния, которые могут меняться, особенно при продолжительных операциях.
Поэтому используются датчики глубины сцены, информация с которых
обрабатывается в непрерывном потоке, аналогичном видеопотоку.
Здесь необходимо заметить, что в качестве датчиков глубины сцены мо-
гут выступать различные устройства, например, ранжированные RGBD
камеры, обычные камеры, объединённые в (стерео-)массивы, дальномеры
или специализированные устройства.
Реакция системы. Главной задачей взаимодействия пользователя с систе-
мой в данном случае является управление оборудованием и роботизиро-
ванными системами, что подразумевает наличие кинетического отклика
на успешное действие пользователя.
Поэтому главной реакцией системы является генерация управляющей
команды для конечного оборудования или ПО. Дополнительная стимуля-
ция в виде аудио- или видео-отклика не является необходимой. Более того,
в случае применения в средах AR и VR такая дополнительная стимуляция
может быть нежелательной.
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Тип указаний. Система рассчитана на работу с жестами пользователя.
Тип жестов, так же как и тип указаний, имеет смысл выбирать, исходя
из задач, которые система будет решать. Для задач управления оборудо-
ванием наиболее подходят жесты типа «манипуляция» и «указание». Для
решения задачи неавтоматизированной навигации необходимыми являют-
ся жесты типа «указание». Так же, в обеих задачах существенным является
требование трёхмерности жеста.
Подробнее обоснование выбора таких видов жестов будет приведён ни-
же. С более полной классификацией жестов и основанных на них интер-
фейсов можно ознакомиться в работах [1, 2].
Степень разработанности темы исследования
Задача разработки трехмерных жестовых интерфейсов связана с задача-
ми удаленного взаимодействия с реальными или виртуальными объектами.
Например, при разработке медицинских приложений для работы в хирур-
гической операционной необходимо обеспечить режим стерильности, что
затруднительно при использовании привычных устройств. Аналогично, це-
лый ряд современных диагностических и хирургических методик предпо-
лагает использование излучений различных типов. Соответственно, требо-
вание радиационной безопасности приводит к необходимости управления
приборами со специальных защищенных пультов. Однако создание таких
удаленных рабочих мест не всегда удобно для медиков, так как требует
времени для переключения в традиционный режим ведения операции, ес-
ли такая необходимость возникает при каких-то непредвиденных обстоя-
тельствах. То есть, при разработке современных методик диагностики и
лечения имеют место ситуации, когда использование традиционных мето-
дик взаимодействия с компьютером резко усложняет работу медиков.
Похожие задачи обеспечения взаимодействия возникают при разработке
систем компьютерной визуализации на базе сред виртуальной реальности,
предполагающих эффект присутствия. (Информацию о ранних исследова-
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ниях в этом направлении см. в [3–5].) Здесь при использовании обычных
средств ввода при работе также могут возникать проблемы непрерывного
перехода от изучения виртуального мира к поиску нужных клавиш или
иных устройств. Использование для манипуляций и навигации в виртуаль-
ном мире специальных джойстиков также не всегда удобно.
Таким образом, возникает задача разработки новых, удобных для осу-
ществления основной деятельности пользователей человеко-компьютерных
интерфейсов для взаимодействия, как с реальными, так и с визуальными
(виртуальными) объектами.
Естественные интерфейсы
Аппаратные средства современного человеко-компьютерного взаимодей-
ствия появились более 50 лет назад вместе с первыми дисплеями. Уже
к середине 60-ых годов XX века сложился определенный набор устройств
ввода информации - алфавитно-цифровая и функциональная клавиатура
дисплеев, наборный диск, световое перо, осуществлявшее ввод в различ-
ных режимах, мышь (первоначальное название – bug - англ. жук). Чуть
позднее появились джойстики (joystick), трекболы (trackball), тач-скрины
(touch-screen – сенсорные экраны). Такие интерфейсы, реализуемые за счет
операций с какими-либо устройствами, можно назвать девайсными интер-
фейсами (Device Interfaces) в отличие от естественных пользовательских
интерфейсов (Natural User Interfaces - NUI).
Используется несколько определений естественных интерфейсов. В од-
них из них упор делается на то, что в рамках естественных интерфейсов
пользовательские операции интуитивно понятны и основаны на естествен-
ном бытовом поведении. В других говорится о базирующемся на естествен-
ных элементах фактически незаметном интерфейсе (или становящимся та-
ковым после его освоения пользователем).
Мы, говоря о естественных интерфейсах, будем иметь в виду интер-
фейсы, построенные на фиксации и распознавании какой-либо комбинации
движений человека или активности его органов.
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Рисунок 0.2: Естественные интерфейсы построены на фиксации и распознавании какой-
либо комбинации движений человека или активности его органов.
Примеры систем, на базе естественных интерфейсов можно найти в за-
рубежной и отечественной литературе по данному вопросу.
Ниже рассмотрены известные из современной практики разработок ин-
терфейсы, которые могут рассматриваться как естественные:
• Интерфейс мозг-компьютер (нейрокомпьютерный интерфейс, Brain-
Computer Interfaces);
• Интерфейсы на основе непосредственного использования нервных им-
пульсов;
• Интерфейсы, основанные на распознавании речи;
• Интерфейсы, основанные на распознавании движения губ;
• Интерфейсы, основанные на распознавании мимики;
• Интерфейсы, основанные на распознавании перемещения взгляда (Eye
Gaze или Eye Tracking);
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• Тактильные интерфейсы;
• Интерфейсы, основанные на фиксации движений (motion capture) все-
го тела человека или отдельных органов (головы, всей руки, кистей
рук, пальцев, ног).
При этом необходимо учитывать возможность комбинации в рамках од-
ной реализации фиксации нескольких естественных активностей человека.
Нейрокомпьютерные интерфейсы основаны на распознавании собствен-
ной электрической активности мозга (ЭЭГ), связанной, в частности, с дви-
жениями рук и ног и формировании команд на перемещение реальных или
виртуальных объектов. Это направление активно развивается последние
десятилетия, как за рубежом, так и в нашей стране. (См., например, ра-
боты лаборатории нейрофизиологии и нейро-компьютерных интерфейсов
МГУ [6,7], а также [8,9]). В связи с темой этой статьи интерес представляют
работы по использованию интерфейсов данного типа в системах виртуаль-
ной и расширенной реальности как для манипуляции объектами, так и для
осуществления навигации в виртуальном пространстве [10,11].
Интерфейсы на основе непосредственного использования нервных им-
пульсов описаны в «свежих» публикациях 2013 года, анонсирующих, в
частности, создание протезов нового типа [12]. (Также известны примеры
протезов, построенных на базе нейрокомпьютерных интерфейсов.)
Распознавание речи – одно из самых популярных приложений идей ис-
кусственного интеллекта. Именно в данном направлении получены реаль-
ные результаты. Существующие приложения уже используются в бытовых
условиях (например, запросы к мобильным устройствам, управление лиф-
тами и пр.) Интерфейсы, основанные на распознавании движения губ, в
этом плане можно рассматривать в качестве вспомогательных, позволяю-
щих повысить точность систем распознавания речи [13].
Распознавание направления взгляда и мимики человека может исполь-
зоваться в целях организации человеко-компьютерного взаимодействия в
системах визуализации [14–16]. На шлемах, использовавшихся в авиаци-
онных тренажерах, послуживших основой для систем виртуальной реаль-
12
ности, изображение подстраивалось в зависимости от направления взгляда
пилота. Интерфейсы, основанные на распознавании мимики и направления
взгляда, также разрабатываются для обеспечения связью людей, потеряв-
ших способность двигаться и даже говорить. Часто такие интерфейсы при-
меняются в комплексе с другими типами естественных интерфейсов [17,18].
Тактильные интерфейсы интересуют нас в связи с созданием жестовых
интерфейсов и обеспечением обратной связи при работе в средах виртуаль-
ной реальности и с «большими» экранами [19–21].
При организации перемещения в виртуальном пространстве широко ис-
пользуются естественные интерфейсы, основанные на фиксации и распо-
знавании движений всего тела человека или отдельных органов.
В первый период развития сред виртуальной реальности использовали
специальные костюмы, фиксирующие движения ног. Сейчас активно ис-
пользуются специальные панели и платформы, шаги и перемещения по ко-
торым связывались с перемещениями в виртуальном пространстве [22–25].
В работе [23] реальная ходьба рассматривалась как лучший способ орга-
низации перемещений в виртуальной среде по сравнению с виртуальной
ходьбой или полетом. С другой стороны, перемещение в абстрактных вир-
туальных пространствах технически проще организовывать за счет вир-
туального полета. Необходимо заметить, что перемещение в виртуальном
пространстве, которое неподконтрольно пользователю, может вызвать у
него неприятные ощущения, описываемые понятием киберболезнь.
В работах [26] и [27] описываются возможности использования движе-
ний ног для создания естественных интерфейсов различного назначения,
оставляющих свободными руки.
Ряд работ посвящены мультимодальным естественным интерфейсам, в
которых используется сразу несколько методик человеко-компьютерного
взаимодействия – жесты рук, движения ног, фиксация взгляда, тактильные
интерфейсы [28–31].
Возможны различные подходы к анализу естественных интерфейсов и
их структуризации. Общая таксономия жестовых интерфейсов содержится
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в обширном (хотя и несколько устаревшем) техническом отчете Саутгемп-
тонского Университета [1]. В этой работе в основу классификации положе-
ны следующие принципы:
• Область приложения;
• Технологии, поддерживающие интерфейсы (разделяются на персеп-
тивные и неперсептивные; по нашей терминологии – на «естествен-
ные» и «девайсные», хотя в данном случае техника типа джойстика
или тач-скрина используется для реализации жестов);
• Реакция системы (визуальная, звуковая, команды процессора, etc.);
• Стили жестов (указательные, жестикуляция, манипуляция, семафо-
ры, знаковые языки, etc.).
Анализируя область приложения, мы провели отбор интересующих нас
работ, связанных с использованием естественных интерфейсов в системах
компьютерной визуализации, в том числе, на базе сред виртуальной ре-
альности. Задачи, возникающие при разработке средств интерфейса для
сред виртуальной реальности, описаны достаточно давно. Указывается, что
разработки интерфейсов должны увязываться с реализацией визуальных
сцен [4, 32]. В системах используются комплексные интерфейсы, включа-
ющие, в частности, и шлем виртуальной реальности с отслеживанием на-
правления взгляда, и качающуюся платформу, обеспечивающую, иллюзию
падения, и привычную мышь [33]. Такие комплексные (мультимодальные
или многомодальные) интерфейсы для систем визуализации на базе вир-
туальных сред могут включать в себя одновременно ввод жестов и распо-
знавание речи [34–36]. В ряде случаев в системах виртуальной или расши-
ренной реальности может понадобиться взаимодействие с реальными объ-
ектами [37]. Интересный обзор состояния дел в области интерфейсов для
систем визуализации на базе виртуальных сред можно найти в работе [38].
Сейчас сделаем ряд замечаний по сути проблемы естественных интер-
фейсов.
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Прежде всего, обратим внимание на противоречие, содержащееся в опи-
сании класса интерфейсов NUI. Подразумевается естественный (natural)
интерфейс с компьютером, то есть с заведомо искусственным объектом.
В природе (nature) нет компьютеров, а у человека нет органов, которые
можно непосредственно без какой-либо аппаратуры (хотя бы простой ви-
деокамеры) связать с каким-нибудь входом вычислительной системы.
В каком-то смысле можно говорить, что устройствами (devices) в случае
естественных интерфейсов становятся органы тела самого оператора. Опыт
показывает, что пользоваться такими «устройствами» зачастую сложнее,
чем обычными манипуляторами или кнопками. То есть, «естественные»
интерфейсы могут стать более сложными и неудобными для пользователя
по сравнению с «девайсными», так как требуют напряжения человека для
повторения и четкой фиксации движений (или их мысленных образов в
случае нейрокомпьютерных интерфейсов). Наблюдения показывают, что в
этих случаях взаимодействие с компьютером оказывается неустойчивым,
процент неправильного распознавания команд весьма высок. При исполь-
зовании естественных интерфейсов вообще возникают проблемы, связан-
ные с качеством и скоростью распознавания звуков, движения глаз, поло-
жений тела и т.п. Сходные проблемы могут возникать при использовании
сложных жестовых языков или языков «семафорного» типа. Здесь, перед
пользователем, кроме задачи фиксации движений, стоят задачи изучения
дополнительного языка и четкого воспроизведения его элементов перед
устройством ввода. Отметим, что использование жестов характерно в усло-
виях общения «человек-человек». Причем для различных национальных
культур характерна разная интенсивность такого обмена. Специалисту в
процессе его основной деятельности надо будет вести дополнительные дей-
ствия, причем возможно не слишком для него естественные, например, по-
казывать какие-то комбинации пальцев перед камерой. Схожие аргументы
по поводу «неестественности» естественных (natural) интерфейсов приве-
дены в работе [39].
В принципе интуитивно понятным интерфейс становится в случае, если
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его использование опирается на предыдущий опыт пользователя. В этом
отношении интуитивно понятными часто являются, как раз, «девайсные»
интерфейсы, которые уже на самом раннем этапе опирались на опыт рабо-
ты пользователей с радиоприемниками, проигрывателями и телевизорами.
Обратим внимание еще на одно различие между «девайсными» и «есте-
ственными» интерфейсами. Распознавание команды в первом случае про-
исходит чрезвычайно просто – от устройства приходит его код и данные
определенного формата. Аппаратное обеспечение естественных интерфей-
сов, как правило, резко сложнее кнопок, джойстиков, etc. Также естествен-
ные интерфейсы требуют серьезных усилий по распознаванию образов, ос-
нованного на различных, достаточно сложных алгоритмах. Правда, в по-
следнее время стали доступны для широкого использования современные
программно-аппаратные средства захвата движений и качественные видео-
камеры или целые комплексы стереокамер.
В тоже время использование естественных интерфейсов в целом ряде
случаев оказывается необходимым. Кроме интерфейсов для пользователей
с ограниченными возможностями, это может быть вызвано и необходимо-
стью освободить руки для другой работы или, как уже говорилось, требо-
ваниями соблюдения режима стерильности в операционной.
Жестовые интерфейсы медицинского назначения
Как уже отмечалось, одна из интересующих нас областей приложения свя-
зана с созданием медицинских хирургических интерфейсов, в частности,
для работы в стерильных зонах операционных. Для подобных случаев луч-
ше всего подходят интерфейсы на базе жестов рук, так как именно на их
базе можно построить интерфейс, наиболее близкий к повседневной и про-
фессиональной деятельности оператора-специалиста.
Был проведён анализ большого количества публикаций за последние
два десятка лет. Среди них немало работ, описывающих исследования и
опытные разработки в области жестовых интерфейсов медицинского на-
значения, которые начались уже в 80-ых годах XX в. В отобранных нами
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статьях, написанных в последние два десятилетия [40–67], нас интересу-
ют, кроме общих постановок, такие вопросы, как формулировка задачи,
математические основы алгоритмов распознавания жестов, использован-
ных в разработанных программных системах, применяемая аппаратура и,
конечно, общие результаты исследований и опытных разработок. Отбор
проходил по близости к нашей постановке задачи разработки жестовых
интерфейсов для использования в хирургической практике. В этом плане
мы обнаружили большое сходство с исследованиями, которые проводились
при участии J.P. Wachs’а, работающего сейчас в США. Проведенный обзор
показал картину развития данного направления.
Как уже отмечалось, использование жестовых интерфейсов в медицине
мотивируется, как правило, необходимостью поддержки режима стериль-
ности в операционных. Кроме этого, постановка задачи может быть связана
с манипуляциями в рамках сред виртуальной и расширенной реальности
трехмерными объектами медицинской визуализации, полученными при ис-
следованиях организма. Также существуют попытки использовать такие
интерфейсы в качестве дополнительного источника для передачи инфор-
мации в ходе серьезных операций. Поэтому в качестве жестов рассматрива-
лись не только движения рук, но и движения всего тела, движения головы
иногда в комбинации с анализом движения глаз. Однако следует отметить,
что многие работы содержат, скорее, постановку проблемы, а не реальные
решения. В написанных в последние годы статьях также зачастую описы-
ваются только лишь макеты систем.
Уже в работах 90-ых годов в ряде работ был поставлен вопрос о языко-
вой составляющей жестовых интерфейсов. В качестве базы интерфейсов
рассматривался некоторый аналог языка глухонемых. Такая точка зре-
ния на язык жестов хирурга сохранилась по сей день. Однако, общение
с компьютером во время операции посредством большого набора доста-
точно сложных жестов языка, подобного языку глухонемых, противоречит
принципам разработки профессиональных интерфейсов. В случае профес-
сиональных интерфейсов цель деятельности пользователя предопределе-
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на заранее. Постановка задачи в целом диктует требования к интерфей-
су. «Профессионал» также не может отказаться от использования интер-
фейса, так как его деятельность строго регламентирована. Проектиров-
щик интерфейса должен изучить цели и особенности данной деятельности
с тем, чтобы не исказить ее и не вносить в нее дополнительные сложно-
сти. Профессиональный интерфейс не должен предполагать деятельности,
противоречащей или отвлекающей пользователя от основной задачи. Это
тем более важно, когда речь идет об использовании интерфейса во время
критических операций1. Например, использование интерфейса хирургом
во время операции. Да и для организации работы с медицинскими образа-
ми использование жестов не слишком естественно, хотя и не столь меша-
ет выполнению основные для врача задач. Поэтому использование вместо
полноценных знаковых языков небольшого набора пальцевых поз (комби-
наций пальцев) может быть оправдано, если этот набор служит маркерами
для переключения режимов распознавания движений рук.
В ранних работах (90-ых годов) по жестовым интерфейсам медицин-
ского назначения собственно проблемам разработки алгоритмов распозна-
вания уделялось сравнительно мало внимания. Распознавание жестов ос-
новывалось на актуальных и популярных на время написания методиках,
например, на нейронных сетях. В работах более позднего времени появля-
ются новые подходы, например, метод опорных векторов [64], или приоб-
ретшие популярность методы распознавания, основанные на эластичных
графах [65,67]. В тоже время в ряде работ предприняты попытки прежде-
временной формализации жестовых интерфейсов. Не удалось найти при-
меров анализа связи выбора методов распознавания жестов и характера
движений оператора в ходе его профессиональной деятельности.
Интересно, что для экспериментальных разработок 90-ых годов исполь-
зовалась достаточно сложные специально разработанные аппаратные ком-
плексы, в том числе, известных фирм. Правда, иногда всё сводилось к рас-
познаванию достаточно простых движений, например, двумерных жестов –
1Имеются в виду действия с высокой ценой ошибки.
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следов мыши. В настоящее время в подобных системах для распознавания
движений в 3D чаще используются стандартные стерео и ранжированные
камеры различного типа.
Важной задачей является оценка интерфейсов. В работах, описываю-
щих разработку жестовых интерфейсов, интерес представляет поставлен-
ная проблема учета, как стресса пользователя, так и физических усилий,
затраченных им при работе. В тоже время при оценке интерфейса не учи-
тывается основная деятельность пользователя (в данном случае врача-
хирурга) и усилия, необходимые для переключения с основного типа дея-
тельности на работу с интерфейсами. В ряде работ для оценки сложности
жестового языка рассматриваются усилия по переходу от жеста к жесту, но
в общем случае проблемы эргономики жестовых интерфейсов разработаны
слабо. В тоже время наблюдения примеров реальных компьютеризирован-
ных медицинских систем показывают, что переходы от работы с традици-
онной медицинской аппаратурой к человеко-компьютерным интерфейсам
могут при возникновении каких-либо нештатных ситуаций вызвать стресс
у врача.
Оценка профессиональных интерфейсов
Рассматриваемые нами естественные интерфейсы являются инструментом
специалистов-медиков, использующих их как средство для осуществления
своей профессиональной деятельности.
Проектировщик интерфейса должен изучить цели и особенности данной
деятельности с тем, чтобы не исказить ее и не вносить в нее дополнитель-
ные сложности. В «профессиональные» интерфейсы не следует включать
сложные настройки, и вообще всего того, что может в каком-либо смысле
рассматриваться как программирование, так как программирование яв-
ляется самостоятельной деятельностью, дополнительной к основным обя-
занностям профессионала-медика. В этом плане необходимы лаконичные
интерфейсы с минимальными требованиями к памяти и вниманию поль-
зователя. Отсюда вытекает необходимость запоминания и восстановления
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текущего состояния и контекста интерфейса.
Возникает проблема оценки качества профессиональных естественных
интерфейсов. Привычные методики оценки качества интерфейсов здесь не
всегда применимы. Для инструментальных интерфейсов не подходят кри-
терии качества и usability, используемые при оценке развлекательных сай-
тов и социальных сетей, такие как, время пребывания на странице, количе-
ство “кликов” по той или иной картинке, субъективные оценки небольшого
числа опрошенных и тому подобные [68]. Оценки usability должны прово-
диться после анализа деятельности будущих пользователей, после анализа
адекватности проектируемых действий и операций пользователей постав-
ленным целям. Эти оценки должны также опираться на серьезный эргоно-
мический анализ интерфейсов.
При оценке качества профессиональных интерфейсов необходимо учи-
тывать результативность, скорость и точность выполнения действий
пользователя-оператора. Необходим учёт его физических и психологиче-
ских нагрузок, также как и учет стресса, возникающего в процессе дея-
тельности. Такие оценки должны проводиться во время работы пользова-
теля за счет объективных измерений. (Хотя в качестве дополнения нужны
опросы и интервью пользователей-профессионалов.)
Необходимо обратить внимание на то, что в обычных условиях жесты
служат для подкрепления речи, придания ей дополнительной эмоциональ-
ной окраски или в случае, когда речью по каким-либо причинам нельзя
воспользоваться. Жестовые языки при передаче сигналов требуют специ-
ального обучения. Языки, используемые для управления (например, при
работе на подъемных кранах и т.п.), содержат ограниченный набор жестов.
Можно провести оценку количества смыслов, передаваемых за счет языка
статических жестов. Необходимо учитывать возможность различения та-
ких жестов, причем не только (и не столько) при помощи компьютерных
методов распознавания изображений, а самими операторами медицинско-
го оборудования (то есть в нашем случае врачами-хирургами.) По нашему
мнению выразительную способность таких языков невелика.
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Использование динамических языков жестов, типа языка глухонемых
влечет целый набор дополнительных проблем, связанных как с надежным
распознаванием, так и с обучением врачей.
Таким образом, естественность профессиональных интерфейсов должна
увязываться с опытом деятельности специалиста, для которого идет раз-
работка интерактивной среды. В настоящее время привычным инструмен-
том хирурга становится не только скальпель, но и разнообразные устрой-
ства (включая пульты), служащие для управления достаточно сложной
аппаратурой проведения операций, а также специализированные человеко-
компьютерные интерфейсы. Поэтому профессиональный интерфейс в на-
шем случае – это и традиционные (хотя и специализированные) человеко-
компьютерные интерфейсы, и интерфейсы управления аппаратурой, на-
стройки приборов и установки их состояний. Именно жесты, служащие
для управления аппаратурой и приборами необходимо реализовать в ходе
разработки. В этом случае нет необходимости в обучении медиков дополни-
тельным манипуляциям руками и пальцами, не происходит «переключение
контекста» в разгар сложной и ответственной работы.
Проектирование жестовых языков
Интересной задачей является задача построения набора распознаваемых
движений в жестовых языках. Как правило, в этом плане под жестовыми
языками (имеются в виду жесты рук) понимают один из вариантов:
1. набор траекторий (двумерных или трёхмерных) точки интереса, соот-
ветствующей положению руки оператора в пространстве;
2. набор статических кистевых поз руки оператора.
Можно рассмотреть подход, являющийся обобщением этих вариантов и
позволяющий объединить и использовать преимущества обоих вариантов.
Достигается это за счёт использования системы модификаторов, функций-
триггеров, принимающих одно из двух значений в зависимости от состоя-
ния системы. В таком подходе анализируются траектория точки интереса
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с учетом значений модификаторов.
Модификаторы могут иметь различную природу: они могут быть «де-
вайсными», основанными на пространственных критериях (например, ма-
нипулятивные области и виртуальные кнопки), или опираться на допол-
нительные построения и конструкции (например, распознавание кистевых
поз, или использование уже имеющихся синтаксических конструкций же-
стового языка).
Использование системы модификаторов позволяет расширять вырази-
тельные способности создаваемого языка человеко-компьютерного взаимо-
действия. В частности, при помощи модификаторов становятся легко реа-
лизуемы:
• метафора виртуальных инструментов;
• бесконтактные интерфейсы для работы с «классическими» устрой-
ствами ввода, такими как бесконтактная тач-поверхность (touchless
screen) и виртуальная клавиатура;
• метафора взаимодействия с виртуальными объектами «drag‘n‘drop»;
• метафоры взаимодействия и навигации в виртуальном пространстве
типа «джойстик».
Разработка подхода к созданию жестовых языков, основанного на систе-
ме модификаторов позволяет практически бесконечно увеличивать выра-
зительную способность языка, изменяя интерпретацию траектории точки
интереса в зависимости от значения модификатора. Также система моди-
фикаторов позволяет легко строить новые словари для жестового языка,
в том числе конструируя новые элементы из базовых и уже имеющихся.
Это даёт, в свою очередь, возможность для построения индивидуальных
словарей для различных пользователей одного языка.
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Жестовый язык управления медицинским оборудованием
В рамках наших исследований и опытных разработок рассматривались раз-
личные идеи по созданию языка управления медицинским оборудовани-
ем. В принципе нет ничего сложного в распознавании небольшого набора
жестов, даже при использовании простых устройств типа видеокамеры.
Сложности начинаются при расширении круга управляемых устройств,
для которых может понадобиться свой набор жестов, так или иначе имити-
рующих реальные движения современного хирурга при проведении опре-
деленных операций и процедур.
Одна из идей, нашедшая реализацию в виде экспериментальной раз-
работки, заключается в том, что пользователь использует «виртуальные
пульты управления». На некоторую поверхность проецируется изображе-
ние пульта управления, с которым можно взаимодействовать при помощи
жестов, подобных движениям по управлению реальными “девайсными” ин-
терфейсами, например, установка значений шкал, ввод чисел или команд
при помощи клавиатуры и пр. Удаленное управление аппаратурой (в том
числе и аппаратурой, использующей рентгеновское излучение), приборами
и компьютерами решает и проблему стерильности, и проблему радиацион-
ной безопасности. Данная разработка является реализацией идеи бескон-
тактных классических интерфейсов.
Для обеспечения надежности ввода в набор жестов обязательно входят
специальные маркеры начала и конца ввода. Ввод каждой команды со-
провождается подтверждением системы, что обеспечивает обратную связь.
Таким образом, после выполнения жеста окончания команды пользователь
может не опасаться, что его непроизвольные движения будут как-то проин-
терпретированы системой и приведут к нежелательным последствиям. Все
это должно уменьшить нагрузку хирурга во время проведения операций
или сложных процедур и исследований.
Привычность набора команд не отменяет сложности и непривычности
использования жестов во время операций. Чтобы облегчить работу пользо-
вателя, необходимо тщательно проектировать интерфейс системы, в основу
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которого положены принципы и естественного (жестового), и «девайсного»
интерфейса. В свою очередь, задача распознавания жестов различного ти-
па обуславливает выбор методов и алгоритмов распознавания.
Другие области практического приложения
Кроме систем, предназначенных для управления сложной медицинской ап-
паратурой, возможным применением жестовых интерфейсов являются си-
стемы компьютерной визуализации на базе сред виртуальной и расширен-
ной реальности [73]. Там жестовые интерфейсы могут использоваться как
для манипуляций виртуальными объектами, так и для обеспечения нави-
гации и перемещения в виртуальном пространстве. Это особенно важно
в случае визуализации супервычислений, когда приходится иметь дело с
большими объемами сложноорганизованных данных. Примером такой ви-
зуализации является визуализация сеток очень большого объема, служа-
щих для приближенного решения сложных задач математической физики.
Обеспечение работы с виртуальными устройствами ввода рассмотрены в
работе [74], в которой описаны реализация взаимодействия с виртуальны-
ми пультами управления сложными процессами в тренажерах. В этом слу-
чае необходимо обеспечить иллюзию использования реальной кнопки или
реально рычажка, что в значительной мере усложняет задачи разработчи-
ков.
Наши исследования и разработки будут продолжены. Рассматрива-
ется расширение области применения. Новым приложением «жестово-
девайсных» интерфейсов являются задачи управления роботизированны-
ми системами. Просматриваются перспективы использования этих техно-
логий при разработке систем программирования роботов на базе принципов
программирования путем демонстраций или программирования по приме-
рам. В этом случае человек задает примеры правильных операций, а си-
стема их обобщает и строит на этой базе новую программу, выполняющую
аналогичные функции.
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Программно-аппаратный комплекс распознавания жестов
Таким образом, наша задача состоит в разработке программно-
аппаратного комплекса, позволяющего построить человеко-компьютерный
интерфейс на базе жестов рук, который бы позволял реализовать:
• бесконтактный ввод информации, в том числе и взаимодействие с ор-
ганами управления медицинским оборудованием в режиме стерильно-
сти;
• управление оборудованием, в задачах, где третья координата является
существенной;
• навигацию в абстрактном пространстве;
• естественное взаимодействие с виртуальными объектами.
Для решения были использованы методы обнаружения подвижных объ-
ектов в видеопотоке и слежения за ними, используемые, в частности, в об-
ласти технического зрения. Для повышения надёжности и качества распо-
знавания вместо обычного видеопотока, был использован поток, состоящих
из кадров, содержащих информацию о глубине видимой сцены.
Такой подход имеет ряд преимуществ. Подходы, основанные на опти-
ческом захвате движения позволяют обойтись без активных маркеров на
теле оператора или у него в руках. Это особенно важно для использова-
ния в режиме стерильности. Карта глубин сцены вместо цветовой карты
сцены позволяет отслеживать траекторию руки в трёхмерном простран-
стве. Отказ от использования информации о цвете позволяет обойти такие
проблемы, как динамическое освещение, затенение, «быстрые» и «медлен-
ные» изменения освещения во время съемок. Также достаточно легко раз-
работать датчик глубины, устойчивый к видимым засветкам, например на
основе низко энергетических лазеров или инфракрасной подсветке в неви-
димом диапазоне. Результатом исследований стал проект «VirtualHand»,
включающий в себя программный комплекс, предназначенный для работы
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с датчиками глубин, а также методы захвата и слежения за точкой инте-
реса, основанные на обработке карт глубин, реализованные в виде модулей
для программного комплекса.
Краткое функциональное описание проекта «VirtualHand»
Захват движения основывается на методах, используемых в теории обра-
ботки изображений и относятся к области технического зрения. Предложе-
ны два метода захвата движения, использующие противоположные подхо-
ды.
Первый, названный «Инициируемым подходом», опирается на идею о
слежении за объектом, как за точкой интереса. В этом случае необходимо-
сти в использовании контекстной информации о строении объекта интереса
нет. Это даёт нам возможность проводить слежение за любыми подвиж-
ными объектами, независимо от их конфигурации. Чтобы не следить за
заведомо ненужными, “случайными” объектами, был разработан алгоритм
инициализации точки интереса (а соответственно, и объекта интереса) с
помощью специальных инициализирующих жестов, которые легко выпол-
нить, но сложно сделать это случайно. Другой особенностью данного под-
хода являются низкие требования к вычислительным мощностям: алго-
ритм имеет оценки сложности порядка O(n) по количеству операций для
обработки одного кадра и O(n) по количеству необходимой памяти, где
n - число точек в кадре, получаемом из облака точек. Что позволяет его
реализоваться для встроенных вычислителей.
Второй метод, названный «Скелетным подходом», наоборот, опирает-
ся на идею использования контекстной информации о строении тела че-
ловека для восстановления полной позы в пространстве. В этом случае
можно проводить слежение не только за руками пользователя, как за точ-
ками интереса, но и за другими конечностями, торсом и, даже, головой.
Так же такой подход позволяет различать точки интереса в случае, когда
они расходятся после соприкосновения. Алгоритмы метода основаны на
представлении силуэта множества точек, соответствующих пользователю,
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в скелетно-циркулярном виде и подгонки гибкого эталонного объекта для
максимального соответствия с текущим силуэтом. В отличие от существу-
ющих подходов, предложенный метод позволяет проводить инициализацию
пользователя по единственной позе и учитывает и естественным образом
обрабатывает случаи частичного самоперекрытия видимого силуэта.
Проект «VirtualHand» предоставляет возможность для работы с обла-
ком точек, соответствующих объектам видимой сцены. Такое облако точек
можно получить различными образами, используя различные программно-
аппаратные решения. Изначально проект был ориентирован на использо-
вание с массивом (стерео-) камер. Однако восстановление карты глубины
со стереокамер требует высококачественного оборудования, больших вы-
числительных мощностей и соблюдения строгих условий съемки. С другой
стороны, использование лазерных технологий и инфракрасных камер поз-
воляло обойти проблемы динамического освещения.
Удешевление технологий и появление на рынке бытовых датчиков глу-
бины (RGB-D камер) позволило обобщить результат, полученный ранее для
отдельных видов датчиков, и работать непосредственно с облаком точек,
соответствующих карте глубин сцены, независимо от метода, которым оно
было получено. Была реализована поддержка внутреннего формата на ос-
нове PCD [69], что позволило выделить задачу построения облака точек
соответствующих сцене как отдельную и вынести в отдельный программ-
ный модуль. Такой подход позволил расширить список поддерживаемых
устройств, обеспечив, в том числе, возможность подключения недорогих
игровых контроллеров на основе PSDK, а так же, потенциальную возмож-
ность подключения пока несуществующих устройств.
Поддержка большого числа различных устройств даёт возможность гиб-
ко подстраивать под условия конкретной задачи, а так же своевременно
проводить диагностику и замену оборудования без необходимости изме-
нения самой программы. Особенно это актуально в условиях, когда нет
возможности заменить датчики аналогами, например, по причине их уни-
кальности и устаревания.
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Подобный подход был применён и к другим функциональным частям
программного комплекса. Полученная в результате модульная архитекту-
ра проекта позволяет заменять части комплекса их аналогами, наиболее
подходящими для решения конкретной задачи. Например, можно заменить
модуль обработки карты глубины, выбрав вместо инициируемого или ске-
летного модуля какой-нибудь другой. Также можно поступить и с другими
модулями. Это повышает гибкость и универсальность всего комплекса.
Постановка задачи жестового управления медицинским оборудованием
была сделана нами в работе [70]. Алгоритмическая составляющая проекта
описана в работах [71,72], а первые результаты проекта в работе [73].
Практические постановки задачи
Медицинская сфера. Развитие техники так же повлияло и на медицин-
скую сферу. Повсеместное использование средств компьютеризации и ав-
томатизации в медицине привело к внедрению в практику принципиально
новых средств диагностики, терапии и проведения хирургических опера-
ций. Повсеместное внедрение цифровых технологий привело к тому, что
кабинеты врачей и операционные наполнены аппаратурой, управляемой
компьютерами.
Однако, в большинстве случаев в таких системах управления использу-
ются традиционные интерфейсы, рассчитанные на классические устрой-
ства ввода. При этом, как правило, не учитывается специфика работы
специалиста-оператора, в данном случае врача.
В частности, чаще всего игнорируются требования «зоны стерильно-
сти». Классические устройства ввода не подразумевают возможности сте-
рилизации без внесения конструктивных изменений. Возможны несколько
подходов для решения этой проблемы:
1. Внесение конструктивных и других изменений в схемы устройств вво-
да, которые бы давали возможность стерилизации. Например, это мо-
гут быть герметичные корпуса и начинка, устойчивая к воздействию
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агрессивных сред и высоких температур. Или одноразовые герметич-
ные стерильные накладки.
2. Использование ассистента-оператора, выведенного из зоны стерильно-
сти.
3. Разработка принципиально новых интерфейсов и средств ввода, не
требующих контактного взаимодействия с физическими объектами.
Как плюс первого подхода можно выделить отсутствие необходимости
изменения интерфейса, изменения затрагивают только аппаратную часть.
Как следствие, существенно снижаются временны´е затраты на переобу-
чение специалиста. Однако производство таких устройств ввода крайне
дорого и сложно. Кроме того, только использование одноразовых мани-
пуляторов может гарантировать приемлемый уровень стерильности.
Второй подход на сегодняшний день распространён наиболее широко.
Тем не менее его использование влечёт как минимум два недостатка:
1. Для успешного проведения операции ассистент должен иметь уровень
навыков и знаний ненамного ниже ведущего врача. Другими словами,
ассистировать специалисту в этом случае должен также высокоспе-
циализированный специалист. Что не всегда является выполнимым
требованием, так как таких специалистов не так уж и много.
2. Кроме непосредственного проведения операции и слежения за прибо-
рами, на специалиста ложится дополнительная нагрузка в виде реше-
ния коммуникативной задачи. Другими словами, специалисту необхо-
димо сформулировать, а затем и объяснить ассистенту, что он хочет.
В условиях стресса и ограниченного времени (в некоторых случаях
счёт идёт на секунды) это не просто. Кроме того, естественные языки
не очень хорошо приспособлены для описания абстрактных понятий.
Например, траекторию объекта с шестью степенями свободы гораздо
проще показать или нарисовать, чем объяснить.
Как минус третьего подхода, состоящего в разработке нового интерфей-
са можно отметить высокую трудоемкость. Однако это вполне окупается
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теми плюсами, которые мы при этом получаем. Самый главный из них в
том, что мы можем учесть все выявленные проблемы и разработать ин-
терфейс, в котором они были бы учтены. Например, можно разработать
язык взаимодействия, который бы учитывал специфику работы специали-
ста. Поэтому такой подход представляется предпочтительным.
Другим минусом такового подхода является его новизна. Новизна подра-
зумевает затраты на адаптацию и обучение2. Чтобы свести их к минимуму,
необходимо сделать интерфейс удобным и интуитивно понятным. Добиться
этого можно следующим образом:
1. Используя опыт человека работы с другими интерфейсами.
2. Используя опыт профессиональной деятельности человека.
3. Используя опыт повседневной деятельности человека.
В этом случае действия и их последствия будут интуитивно понятны бла-
годаря возможности проецирования уже имеющегося опыта. А это ускорит
процесс освоения интерфейса и сделает работу более предсказуемой и на-
дёжной.
Как одно из направлений разработки новых интерфейсов является ис-
пользование естественных интерфейсов, в частности, основанных на же-
стах, так как в этом случае требование «бесконтактности» (а, следователь-
но, и стерильности) достигается наиболее естественным образом.
В большинстве случаев естественные медицинские интерфейсы базиру-
ются на жестах рук. Причем, чаще всего, реализуются специальные жесто-
вые языки, в чем-то аналогичные жестовым языкам глухонемых.
Такой подход представляется не вполне удовлетворительным, так как
требует от специалиста, по сути, дополнительной деятельности по исполь-
зованию абстрактных жестов для управления аппаратурой.
Противоположный подход состоит в использовании виртуальных ин-
струментов. Он заключается в манипулировании виртуальными объекта-
2Как уже обсуждалось выше, мероприятия, связанные с переобучением могут потребовать больши´х
временных затрат и при этом могут не принести результата.
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ми, аналогами реальных, при помощи виртуальных инструментов, с помо-
щью методов, максимально приближенных к реальным. Другими словами,
мы хотим манипулировать виртуальными объектами при помощи вирту-
альных инструментов так, как делали бы это с реальными объектами и
инструментами.
Таким образом реальной задачей становится жестовое управление со-
временными «умными» операционными, где за счет различных доста-
точно простых жестов можно настраивать и управлять целым спектром
устройств – от освещения, до прохождения зонда в организме. Управление
такими устройствами должно быть:
1. Простым
2. Безопасным
Это означает, что необходимы механизмы отсекания «ложных» дей-
ствий и жестов, и, в некоторых задачах, возможно, механизмы явного обо-
значения начала и конца жеста. При этом недопустима высокая синтак-
сическая мощность языка как множества. Другими словами необходимо
создать язык с малым словарём но большой выразительной способностью.
Также необходимо учесть используемые действия и типичные задачи,
решаемые специалистом. Например, указание на объекты, ввод данных при
помощи шкалы, ввод точных данных (текстовая и цифровая информация),
одномерные действия3, манипуляции с объектами, как в двухмерном, так
и в трёхмерном пространстве.
Следует учесть и возможность расширения как самого языка, так и
предоставляемых им выразительных особенностей. Это необходимо для
1. Более гибкой настройке под конкретную задачу и под конкретного
специалиста4.
2. Расширения функциональности, в том числе и для добавления пока
3Имеется в виду разовые не протяженные во времени действия, аналогичные нажатию на кнопку
4Что не менее важно
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еще неизвестного функционала. Примером может быть добавление но-
вого оборудования или проведения новых видов диагностики.
Другие сферы. Разработки медицинских интерфейсов, позволяющих осу-
ществлять ввод информации – это только одна из поставленных задач, од-
нако именно её рассмотрение интересно с принципиальных позиций: здесь
наиболее строгие ограничения и требования; встречается весь спектр функ-
циональных задач, которые должен решать интерфейс.
Цели, актуальность и новизна работы
Итак, подведём итоги вышесказанному.
Цель работы
Целью данной работы является разработка программно-аппаратного
комплекса, являющегося базой для построения естественного человеко-
компьютерного взаимодействия, а так же разработка его математического
обеспечения в виде математических моделей и алгоритмов.
Другой, не менее важной целью является построение и апробация ме-
тодов и методологии к построению интерфейсов на основе исследования
деятельности конечного пользователя, а так же исследование возможно-
стей разработки индивидуальных и специализированных интерфейсов.
Актуальность
Разработкой естественных, и в том числе жестовых, интерфейсов занима-
ются уже продолжительное время. Данные исследования являются акту-
альными и востребованными и представляют большую теоретическую и
практическую ценность.
Практическое использование жестовых интерфейсов вызывает интерес
в медицинской сфере, в частности для обеспечения работы в зоне стериль-
ности. Эта тематика важна сфере робототехнике (управление колёсными
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и летающими платформами) и в сфере виртуальной и расширенной реаль-
ности.
Область разработки естественных интерфейсов тесно связана с задача-
ми распознавания и захвата движения. Теоретическими исследованиями
смежных вопросов занимаются как на западе, так и в нашей стране. Среди
отечественных авторов необходимо отметить Л.М. Мистецкого и Л.Г. До-
махину, занимающихся скелетизацией множеств [74–77]. Среди западных
авторов необходимо отметить Р. Гонсалеса, Р. Вудса [78], Д. Фосайта и
Ж. Понса [79], занимающихся вопросами компьютерного зрения.
Вместе с тем появление новой техники приводит к необходимости уточ-
нения моделей, адаптации методов и разработки программных комплексов,
которые могут работать как с существующими, так и с перспективными ап-
паратными комплексами.
Новизна
В работе при распознавании жеста используются два подхода,
1. Скелетный подход,
2. Инициируемый подход.
Новизна скелетного подхода заключается в том, что при распознавании
проекции облака точек используется аппарат многолистных фигур, что
позволяет распознать скелет при наличии самопересечений силуэта. Ис-
пользование иерархического описания скелета позволяет провести деком-
позицию задачи минимизации функционала энергии в пространстве R2K ,
возникающего в процессе оценки позы по скелету, на K простых подзадач
минимизации в пространстве R2.
Использование модифицированных разностных буферов в инициируе-
мом подходе позволяет оценивать количество движения в кадре за линей-
ное время.
Благодаря использованию модульной структуры программного ком-
плекса, появляется возможность работы с различными типами датчиков,
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как существующих, так и перспективных.
Так же, программно-аппаратный комплекс даёт возможность захвата и
распознавания 3D-жестов в реальном времени, или в условиях быстрого
отклика.
Методы исследования, достоверность и обоснованность результа-
тов.
Результаты, представленные в диссертационной работе, получены с приме-
нением методов математического моделирования, методов компьютерного
зрения, теории множеств, методов обработки изображений и методов вы-
числительной математики. Достоверность и обоснованность полученных
результатов подтверждается соответствующими математическими доказа-
тельствами, использованием апробированных общепринятых математиче-
ских методов и согласованностью результатов, полученных различными
методами.
Теоретическая и практическая значимость работы
Теоретическая ценность состоит в том, что разработанные методы и под-
ходы могут быть применены при решении задач захвата движения, техни-
ческого зрения и распознавания образов и визуального анализа последова-
тельности изображений.
Предложенный программный комплекс и вычислительные алгоритмы
может быть применён при разработке средств [человеко-]компьютерного
взаимодействия для сред виртуальной и расширенной реальности.
Апробация работы.
Основные результаты, представленные в диссертации, докладывались и об-
суждались ранее на различных, в том числе международных научных кон-
ференциях и семинарах:
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• на XII международном семинаре «Супервычисления и математическое
моделирование» (Саров, 2010 г.);
• XIII международном семинаре «Cупервычисления и математическое
моделирование» (Саров, 2011 г.);
• на международном Российско-Корейском семинаре (Екатеринбург,
УрФУ, 2011 г.);
• на XIV международной конференции «Супервычисления и математи-
ческое моделирование» (Саров, 2012 г.);
• на расширенном семинаре кафедры Прикладной математики и инфор-
матики ТулГУ (Тула, 2014 г.);
• на объединенном семинаре лаборатории математических методов об-
работки изображений Института систем обработки изображений ИС-
ОИ РАН и Кафедры геоинформатики и информационной безопасно-
сти СГАУ (Самара, 2014 г.);
• на семинарах кафедры информатики и процессов управления Инсти-
тута математики и компьютерных наук УрФУ (г. Екатеринбург) и на
семинаре сектора компьютерной визуализации Института математики
и механики УрО РАН (г. Екатеринбург).
Публикации. По результатам диссертации лично автором и в соавтор-
стве опубликованы 14 работ:
• 3 работы в российских рецензируемых научных журналах, рекомен-
дованных ВАК [71–73],
• 11 работ в других журналах и материалах международных конферен-
ций [80–90],
• 2 свидетельства о государственной регистрации программ для ЭВМ в
Роспатенте [91,92].
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Структура и объем диссертации.
Диссертация состоит из списка основных обозначений и соглашений, пяти
глав, списка литературы из 119 наименований и списка публикаций автора
по теме диссертации, содержит 24 рисунка и 3 алгоритмических вставки
на псевдокоде.
Положения, выносимые на защиту
В работе получены и выносятся на защиту следующие результаты.
1. Математическая модель силуэта антропоморфного гибкого объекта,
используемого в распознавании.
2. Метод динамического распознавания позы человека.
3. Численный метод оценки количества движения в сцене на основе на-
копительных разностных буферов.
4. Метод захвата движения точечного объекта на основе карт глубин
сцены.
5. Программно-аппаратный комплекс «VirtualHand», обеспечивающий
возможности по созданию [человеко-компьютерных] интерфейсов, ос-
нованных на жестах.
Благодарности
Автор выражает глубокую благодарность научному руководителю Влади-
миру Лазаревичу Авербуху за помощь в работе; коллективу кафедры ин-
форматики и процессов управления Института математики и компьютер-
ных наук Уральского федерального университета и коллективу сектора
компьютерной визуализации отдела системного программирования Инсти-
тута математики и механики им. Н.Н. Красовского УрО РАН за ценные
советы и поддержку.
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Глава 1
Алгоритмическая реализация
В данной главе приведены два метода, «Инициируемый подход» и «Ске-
летный подход», реализующие различные модели взаимодействия с вир-
туальным миром.
Инициируемый подход реализует так называемую «point-based» мо-
дель взаимодействия. Такая модель подразумевает слежение за одной или
несколькими точками интереса, без использования дополнительной кон-
текстной информации о строении человеческого тела. Это позволяет сле-
дить за различными объектами, имеющими разную геометрию. В частно-
сти, применительно к жестам рук, это позволяет следить не только за рукой
оператора, но и за инструментами в этой руке. Например, за указкой.
Скелетный подход, наоборот, является реализацией «full-body» модели
взаимодействия. Такая модель подразумевает использование контекстной
информации о строении человеческого тела, известную априори. Такая ин-
формация позволяет следить за всеми частями тела, не только за руками.
Это даёт возможность определять полную позу, и, как следствие, не мо-
жет возникнуть ситуации, при которой точка интереса, соответствующая
левой руке, будет перепутана с точкой интереса, соответствующей правой
руке. Однако, платой за это является, в сравнении с инициируемым под-
ходом, более сложные алгоритмы, и более ресурсоёмкие вычисления. Так
же, такой подход не рассчитан на использование с неантропоморфными
силуэтами.
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1.1 Инициируемый подход
Подход основан на идее инициализации пользователем слежения за опре-
делённым объектом с помощью ключевого жеста. Фактически необходимо
выделить движение в кадре, выделить движущийся объект и начать сле-
жение за ним.
Таким образом, можно разбить задачу на следующие:
1. Обнаружение движения в кадре.
2. Инициализация точки интереса, соответствующей объекту, предостав-
ляющему наибольшее количество движения в кадре.
3. Слежение за точкой интереса.
Определение 1. Представим реальный объект R как совокупность па-
раметров rω, его характеризующих:
R = {rω}ω∈Ω,
где Ω – множество параметров объекта.
Тогда точкой интереса1 POI(R) будем называть совокупность па-
раметров pθ(R), являющихся образами реального объекта R
POI(R) = {pθ(R)}θ∈Θ,
где Θ – множество параметров.
Наборы параметров реального объекта и точки интереса зависят от кон-
кретной задачи. Они могут быть как совпадающими, так и различающи-
мися. Рассмотрим примеры.
Пример. В картографии активно используется понятие точки интереса. В
ГИС и GPS точка интереса, как правило, содержит информацию о коор-
динатах (долготе и широте) объекта, его названии, типе (например, хозяй-
ственные постройки, жилые постройки, промышленные постройки и т.д.),
номере телефона и высоте.
1POI, point of interest – (англ.) точка интереса
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В этом случае можно сказать, что наборы параметров Ω и Θ совпадают:
Ω = Θ = {координаты, название, . . . }
Пример. В случае манипуляции с виртуальными объектами в пространстве
через жестовый интерфейс при помощи рук, реальным объектом будет ру-
ка оператора. Её можно охарактеризовать такими параметрами как поло-
жение в пространстве, левая это рука или правая, какому из операторов она
принадлежит (если операторов несколько). Таким образом, в данном при-
мере реальный объект можно описать следующей совокупностью парамет-
ров: R = {(x, y, z) ∈ R3, side ∈ {left, right}, operator ∈ {operators list}}
В то же время, для характеристики виртуального объекта, соответству-
ющий руке оператора, этих параметров недостаточно. Как минимум ну-
жен еще один, отвечающий за состояние отслеживания объекта, содержа-
щий информацию о том, отслеживается ли в данный момент объект, не
был ли от потерян и так далее. С другой стороны, если мы не используем
контекстную информацию о строении тела, то информация о том, какому
оператору эта рука принадлежит, левая это рука или правая и что это рука
вообще – является лишней и её можно заменить на номер точки в списке
отслеживаемых точек. Таким образом, точка интереса в данном примере
описывается следующими параметрами: POI(R) = {(x, y, z) ∈ R3, num ∈
{points list}, status ∈ {tracing, fail, . . . }}
Видно, что наборы параметров, описывающие реальный объект и соот-
ветствующую точку интереса не совпадают.
1.1.1 Обнаружение и оценка движения
Пусть в момент времени t с датчика приходит карта глубин сцены D(t)
вида D(t) = {(x, y, z) ∈ R3}.2
Определение 2. Назовём центрально-проекционным кадром функ-
2См. определение (16) карты глубин сцены, данное в разделе 2.1.1
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цию ft : R2 7→ R такую, что ∀x, y ∈ R,
ft(x, y) =

inf
X∈D(t)
dist(X,O), если имеется прообраз X ∈ D(t)
∞, если нет прообраза из D(t).
где X – прообраз точки (x, y) ∈ l при центральном проецировании с цен-
тром в начале координат O полупространства z > f ′ на плоскость l,
совпадающую с плоскостью z = f ′, и где f ′ – фокусное расстояние дат-
чика.
  
O
(x,y)
l: z = f'
D(t)
X1
X2
x y
z
Рисунок 1.1: Построение кадра ft. На рисунке голубым цветом представлена плоскость
l, совпадающая с плоскостью z = f ′. Зелёным цветом представлено множество D(t)
в момент времени t. В приведённом примере видно, что при перспективной проекции
полупространства z > f ′ на плоскость l точка (x, y) имеет минимум два прообраза из
множества D(t): X1 и X2.
Аналогично определяется понятие ортогонального-проекционного кад-
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ра, в котором вместо центральной проекции используется ортогональ-
ная параллельная проекция. Чаще всего в дальнейших рассуждениях бу-
дем пользоваться центрально-проекционным кадром и для краткости бу-
дем называть его просто кадром. В случае необходимости использования
ортогонального-проекционного кадра будем оговаривать это отдельно.
В качестве пояснения к определению приведён рисунок (Рис. 1.1). На
рисунке голубым цветом представлена плоскость l, совпадающая с плос-
костью z = f ′. Зелёным цветом представлено множество D(t) в момент
времени t. В приведённом примере точка (x, y) имеет минимум два прооб-
раза из множества D(t): луч
−−−−−−→
[O, (x, y)] пересекает множество в точках X1
и X2. Значение ft в точке (x, y) будет ft(x, y) = dist(O,X1).
Определение кадра очень близко к определению изображения в видео
последовательности, так как эти объекты имеют схожую природу и струк-
туру. Разница лишь в том, что в цифровом изображении в качестве зна-
чения в точке выступает цвет ближайшей видимой точки сцены, соответ-
ствующей точке на плоскости наблюдения, а в приведённом выше опреде-
лении кадра значением выступает расстояние до соответствующей точки.
В остальном эти определения очень похожи. Поэтому, будет уместно да-
лее использовать терминологию, методы и алгоритмы, использующиеся в
обработке цифровых изображений с соответствующими оговорками.
Постановка задачи Пусть у нас имеются кадры сцены, сделанные в момен-
ты времени {tn}Nn=1. Будем считать, что объекты в сцене неподвижны и не
подвержены изменениям во времени [t1, tN ] (или слабо подвижны и под-
вержены незначительным изменениям), кроме объекта, представляющего
интерес, объекта интереса.
Необходимо:
1. Оценить количественно движение в сцене. Локализировать участки,
где движения больше всего.
2. Произвести сегментацию сцены, выделив точки, соответствующие объ-
екту и фону.
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3. Сопоставить объекту интереса точку интереса таким образом, чтобы
(a) Координаты точки интереса соответствовали той части объекта
интереса, которая доставляет наибольшее количество движения
(b) Координаты точки интереса соотносились с положением в про-
странстве такой части объекта
4. Производить слежение за координатами точки интереса, то есть на
каждом ti+1 кадре находить координаты точки, которая
(a) Находится не дальше, чем на расстоянии r от координат точки
интереса на кадре ti,
(b) Наиболее близко соответствует параметрам предыдущей точки
интереса в некоторой метрике.
1.1.1.1 Детектор движения
Один из простейших подходов к обнаружению изменений в последователь-
ности кадров, произошедших между кадрами fti и ftj , полученными в мо-
менты ti и tj состоит в поэлементном сравнении этих кадров. Однако метод
простого вычитания
diff [fti, ftj ](x, y) =
{
0, если |fti(x, y)− ftj(x, y)| < T
1, иначе.
(1.1.1)
даёт неудовлетворительные результаты в плане локализации источника
движений.
Отчасти это происходит из-за шумового загрязнения изображения, в
этом случае картина движения представленная функцией diff [fti, ftj ](x, y)
будет зависеть от функции распределения случайной величины, описыва-
ющей модель шума. Другими словами, движение будет происходить даже
в абсолютно неподвижной сцене.
Так же необходимо до некоторой степени игнорировать движение кото-
рое может быть вызвано шумом или быть мелкими движениями оператора,
интерпретация которых как жест будет ошибочной.
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Для защиты от инициализации точки интереса «случайными» движе-
ниями были выбраны «повторные» жесты, которые легко воспроизвести,
но относительно сложно сделать это случайно. В качестве примера таких
жестов можно привести циклические жесты, вовремя которых объект пре-
одолевает какое-то расстояние в пространстве, после чего проходит или
возвращается в точку, из которого жест начался. Например, это жесты на-
жатия(push) и волны(wave). Во время таких жестов больше всего движения
доставляет конец движущегося объекта. Такой жест легко выполнить лю-
бым нетяжелым продолговатым предметом, в том числе и рукой. С другой
стороны выполнить его случайно гораздо сложнее.
Для регистрации этих жестов будем использовать разностные буферы.
Идея состоит в том, чтобы игнорировать изменения, встречающиеся одно-
кратно и изредка – т. к. скорее всего такие изменения являются шумом или
«случайными» движениями оператора [93,94].
1.1.1.2 Разностные буферы
Рассмотрим последовательность кадров {fti}Ni=1 и пусть есть кадр b(x, y).
Назовём его «опорным» кадром. Тогда разностный буфер формируется пу-
тём сравнения опорного кадра с каждым кадром последовательности. Для
каждого пикселя ведётся счётчик, увеличивающийся каждый раз, когда
наблюдается отличие от опорного кадра.
diff i(x, y) =
diff i−1(x, y) + 1, если |fi(x, t)− b(x, y)| 6= 0,diff i−1(x, y), если |fi(x, t)− b(x, y)| = 0,
где diff i(x, y) – значение счётчика в момент времени ti, diff0 ≡ 0.
Вероятностный разностный буфер Сравнение кадров можно вести различ-
ными методами. Например, можно использовать в качестве опорного кадра
вероятностный шаблон и для каждого пикселя рассматривать вероятность
того, является ли он пикселем фона или пикселем объекта интереса [95].
Для этого предположим, что вероятностный шаблон b(x, y) в каждой
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точке подчиняется нормальному распределению с параметрами µ и σ2:
b(x, y) ∼ N((x, y), µ, σ2) (1.1.2)
Проведем начальное обучение модели на последовательности кадров
{fti}ni=1. Для этого проведём оценку параметров µ и σ2 для каждого пик-
селя шаблона b(x, y):
µ(x, y) =
1
n
n∑
i=1
fti(x, y),
σ2(x, y) =
1
n− 1
n∑
i=1
(fti(x, y)− µ(x, y)).
(1.1.3)
Тогда для каждого нового кадра ftk , k = n + 1, . . . , N , для каждого
пикселя (x, y) можно выполнить проверку:
diffk(x, y) =
{
diffk−1(x, y) + 1, если
|ftk (x,y)−µ(x,y)|
σ(x,y) ≤ ε,
diffk−1(x, y), иначе,
(1.1.4)
где diffn(x, y) = 0 для ∀x, y ∈ R
Здесь параметр ε влияет на чувствительность и выбирается из следу-
ющих соображений. Фиксируется число s ∈ (0, 1) и для него решается
уравнение
P (
|µ− ξ|
σ
≤ ε) = s, (1.1.5)
где ξ ∼ N(µ, σ2).
Удобно использовать ε = 3, которая соответствует так называемому
правилу трёх сигма3,4.
Такой подход позволяет уменьшить проблему шума. Однако при таком
подходе возникает ряд других проблем, таких как:
• Подготовка вероятностного шаблона b(x, y);
3Параметру ε = 3 соответствует s ≈ 0.98
4В англоязычной литературе также встречается под названием Mahalanobis distance,(англ.) рассто-
яние Махалонобиса.
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• Обработка продолжительных изменений сцены, длящихся на протя-
жении длительных отрезков времени;
• Проблема переобучения модели при обработке продолжительных из-
менений сцены;
• Проблема выбора баланса между обработкой краткосрочных и про-
должительных изменений сцены.
Поэтому было решено отказаться от использования вероятностного шаб-
лона в пользу накопительных разностных буферов [96, 97] .
Накопительный разностный буфер
Определение 3. Рассмотрим последовательность кадров {fti}ni=1.
Пусть b(x, y) опорный кадр. Положим без ограничения общности
b(x, y) = ftn(x, y). Тогда для любого k > 1 значения элементов буфера,
которые являются счётчиками, определяются в каждой точке (x, y) сле-
дующим образом:
Ak(x, y) =
{
Ak−1(x, y) + 1, |b(x, y)− ftn−k(x, y)| > Tbuf(x, y),
Ak−1(x, y), |b(x, y)− ftn−k(x, y)| ≤ Tbuf(x, y),
(1.1.6)
Абсолютный разностный буфер.
Pk(x, y) =
{
Pk−1(x, y) + 1, (b(x, y)− ftn−k(x, y)) > Tbuf(x, y),
Pk−1(x, y), (b(x, y)− ftn−k(x, y)) ≤ Tbuf(x, y),
(1.1.7)
Позитивный разностный буфер.
Nk(x, y) =
{
Nk−1(x, y) + 1, (b(x, y)− ftn−k(x, y)) < −Tbuf(x, y),
Nk−1(x, y), (b(x, y)− ftn−k(x, y)) ≥ −Tbuf(x, y),
(1.1.8)
Негативный разностный буфер.
Где
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• A1(x, y) = P1(x, y) = N1(x, y) = 0 для ∀x, y ∈ R,
• Tbuf(x, y) – пороговая функция [78].
Поскольку инициирующий жест является повторяющимся и сцена не
подвержена значительным изменениям во время съёмки, присутствуют
большие значения буферов в области жеста на фоне незначительных зна-
чений в остальной области кадра.
1.1.2 Инициализация точки интереса
Для дальнейшего анализа нам понадобится выделить сам объект интереса
в области, где происходило движение. Мы можем сделать это, используя
предположение, что объект интереса находится в сцене ближе к датчику,
нежели объекты фона. Чаще всего, такое предположение оправдано.
Проведём сегментацию множества точек
Aδ = {(x, y) : Ak(x, y) ≥ δ}, (1.1.9)
где δ ≥ 0 с помощью пороговой обработки по глубине с порогом T (x, y).
Значение пороговой функции T (x, y) может быть выбрано из различных
соображений [79,98].
После сегментации получены две группы точек:
G1 = {(x, y) : (x, y) ∈ Aδ, ft(x, y) ≥ T (x, y)},
G2 = {(x, y) : (x, y) ∈ Aδ, ft(x, y) < T (x, y)}.
(1.1.10)
Группа G1 будет соответствовать точкам фона, а группа G2 будет соот-
ветствовать точкам объекта интереса.
Итак, пусть It — искомая точка интереса. Обозначим её координаты
(xI , yI). Тогда они могут быть найдены с использованием следующих фор-
мул:
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xI = α
∑
x
∑
y
Pk(x, y)SP (x, y)x∑
x
∑
y
Pk(x, y)SP (x, y)
+ (1− α)
∑
x
∑
y
Nk(x, y)SN(x, y)x∑
x
∑
y
Nk(x, y)SN(x, y)
,
yI = α
∑
x
∑
y
Pk(x, y)SP (x, y)y∑
x
∑
y
Pk(x, y)SP (x, y)
+ (1− α)
∑
x
∑
y
Nk(x, y)SN(x, y)y∑
x
∑
y
Nk(x, y)SN(x, y)
.
(1.1.11)
Здесь:
• α ∈ [0, 1] – параметр, отвечающий за вес опорного кадра.
• SP , SN – весовые функции, позволяющие более тонко манипулировать
областью и параметрами поиска движения.
• Суммирование ведётся по пространственным координатам области
кадра.
В частности, с их помощью весовых функций SP и SN можно задавать мас-
ки областей, в которых движение рассматриваться не будет. Имеет смысл
при построении использовать множества G1 и G2, увеличивая вес точек, со-
ответствующих объекту интереса и уменьшая вес точек, соответствующих
фону.
В целом процедура инициализации точки интереса при инициируемом
подходе выглядит следующим образом: При поступлении нового t -го кадра,
предполагаем, что в этом кадре завершается жест инициализации, произво-
димый в течении n кадров. В качестве опорного кадра выбирается текущий
кадр, R(x, y) = ft(x, y). Далее по n кадрам пересчитываются накопитель-
ные разностные буферы A, N и P, и производится попытка инициализации
точки интереса по формулам (1.1.11), и, если полученная точка I с коор-
динатами (xI , yI) удовлетворяет условию
(xI , yI) ∈ G2 (1.1.12)
то за точкой начинается слежение. В противном случае инициализация
считается не успешной и ожидается следующий кадр.
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1.1.3 Трекинг
После успешной инициализации точки интереса её координаты передаются
модулю слежения, в задачи которого входит сопровождение точки в кадре,
обработка ситуации с потерей, кратковременной и долговременной и предо-
ставление данных о наличии и статусе точки интереса (tracked/untraced) и
трёхмерные координаты (x, y, ft(x, y)), в случае tracked.
Для описания алгоритма слежения за точкой используем определение
пространственной окрестности точки.
Определение 4. Назовём пространственной окрестностью точки
(x0, y0) радиуса r множество точек, удалённых от исходной не более чем
на r в метрике dist
Or(x0, y0) = {(x, y) : dist[(x, y, f(x, y)), (x0, y0, f(x0, y0))] ≤ r} (1.1.13)
где в качестве функции расстояния dist[(x1, y1, z1), (x2, y2, z2)] можно вы-
брать различные метрики.
Например, в качестве метрики можно выбрать расстояние Минковского
в евклидовом пространстве [99]. В общем случае оно выглядит как
distp(X, Y ) =
( n∑
i=1
(xi − yi)p
) 1
p
(1.1.14)
Наиболее интересные для нас реализации достигаются при следующих
значениях параметра p5:
• p = 2. Евклидово расстояние. Наиболее привычное и часто использу-
емое.
dist2[(x1, y1, z1), (x2, y2, z2)] =
(
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2
) 1
2
• p = 1.
dist1[(x1, y1, z1), (x2, y2, z2)] = |x1 − x2|+ |y1 − y2|+ |z1 − z2|
5При p ≥ 1 расстояние Минковского является метрикой вследствие Неравенства Минковского [100].
48
• p =∞
dist∞[(x1, y1, z1), (x2, y2, z2)] = max
(
|x1 − x2|, |y1 − y2|, |z1 − z2|
)
Наиболее удобной в данном случае является метрика dist∞, так как она
требует меньше вычислительных ресурсов.
Для слежения используется абсолютный накопительный разностный бу-
фер (1.1.6), полученный по двум кадрам: текущему ft(x, y) и предыдущему
ft−1(x, y).
Для удобства записи, обозначим точку интереса на кадре ft(x, y) как
(xtI , y
t
I). Итак для нахождения точки интереса (x
t
I , y
t
I) на текущем кадре в
предположении, что известна (xt−1I , y
t−1
I ), необходимо определить область
поиска. Для этого проведём количественную оценку движения в r окрест-
ности точки (xt−1I , y
t−1
I ) и вычислим
xm =
∑
(x,y)∈Or(xt−1I ,yt−1I )
A2(x, y)x∑
(x,y)∈Or(xt−1I ,yt−1I )
A2(x, y)
,
ym =
∑
(x,y)∈Or(xt−1I ,yt−1I )
A2(x, y)y∑
(x,y)∈Or(xt−1I ,yt−1I )
A2(x, y)
.
(1.1.15)
Уточним центр региона поиска с учётом истории:
xc = αxm + (1− α)xt−1I ,
yc = αym + (1− α)yt−1I .
(1.1.16)
Произвольно изменяя параметры α ∈ [0, 1], r ∈ (0,∞], можно регулиро-
вать влияние движения на поиск точки.
Далее происходит поиск нового положения точки интереса в ρ ∈ (0, r]
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окрестности точки (xc, yc). Пусть M = max
(x,y)∈Oρ(xc,yc)
{f(x, y)} .Тогда
xtI =
∑
(x,y)∈Oρ(xc,yc)
SP (x, y)(M − f(x, y))x∑
(x,y)∈Oρ(xc,yc)
SP (x, y)(M − f(x, y)) ,
ytI =
∑
(x,y)∈Oρ(xc,yc)
SP (x, y)(M − f(x, y))y∑
(x,y)∈Oρ(xc,yc)
SP (x, y)(M − f(x, y)) .
(1.1.17)
Где SP (x, y) – весовая функция.
Если выполнено условие (xtI , y
t
I) ∈ G2, то полученные координаты будут
новыми координатами точки интереса в кадре ft(x, y), иначе считается, что
точка потеряна.
С данными результатами можно так же ознакомиться в работах [70,101].
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1.2 Скелетный подход
Данный подход представляет реализацию full-body-interaction методов. Та-
кие методы подразумевают взаимодействие при помощи распознавания
(или оценки) текущей позы тела (или его части) оператора в простран-
стве. Для проведения такой оценки необходимо последовательно решить
следующие задачи:
1. Сегментация Необходимо решить задачу сегментации сцены, в дан-
ном случае заключающейся в выделении оператора в видимой сцене.
2. Скелетизация Для дальнейшей оценки позы оператора как
древовидно-упорядоченного набора координат точек, соответствую-
щих шарнирам в иерархической модели человека, необходимо решить
задачу скелетизации множества точек, соответствующих оператору,
полученному на этапе сегментации.
3. Слежение Результирующая оценка заключается в создании гибкого
модельного объекта, имеющего те же параметры, что и пользователь,
и установка его в положение, максимально близкое к наблюдаемому.
Таким образом, эту задачу можно, в свою очередь, разбить на две
подзадачи:
(a) Первоначальная оценка параметров пользователя. Решается еди-
ножды при захвате (инициализации) объекта интереса,
(b) Подгонка (слежение). Решается для каждого кадра в течение на-
блюдения
1.2.1 Задача 1. Сегментация
Для начала слежения за пользователем, его необходимо выделить в сцене.
Пусть Ω – множество точек сцены текущего кадра. Тогда задачу сегмента-
ции можно описать в виде: необходимо представить выделить такие F ⊆ Ω
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и B ⊆ Ω, что Ω = B ∪ F и B ∩ F = ∅. Множество точек F будем называть
множеством интереса6, множество B – фоном7.
Для этого существует много подходов. Наиболее популярны такие как
• Методы, основанные на кластеризации
• Методы с использованием гистограммы
• Выделение краёв
• Методы разрастания областей
• Методы разреза графа
• Сегментация методом водораздела
• Сегментация с помощью модели
• Многомасштабная сегментация
Каждое из этих семейств методов имеет свои преимущества и недостат-
ки [79,98]. Мы воспользуемся подходом, основанным на методе разрастания
областей. Применим алгоритмом кристаллизации. Он состоит в том, что
выбирается один или несколько центров кристаллизации и из них проис-
ходит расширение области на «близкие» в какой-то норме элементы.
Прежде всего необходимо выбрать центры кристаллизации. Это можно
сделать несколькими способами.
Наиболее популярным является способ, основанный на выборе в каче-
стве центра ближайшей к датчику точки сцены. Такой метод основан на
предположении, что между пользователем и датчиком нет никаких по-
сторонних предметов. Метод очень прост в реализации и имеет высокую
эффективность, однако имеет ряд недостатков. В частности, в реальных
условиях8 ограничение на сцену могут стать камнем преткновения. Так
же, не зная особенностей датчика глубины, нельзя исключать случайные
6В англоязычной литературе – "foreground"
7В англоязычной литературе – "bukcground"
8Например, в операционной
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шумовые выбросы, которые могут нарушить работу алгоритма. От таких
выбросов можно защититься различными методами шумоподавления или
сглаживания, однако это приведёт к усложнению алгоритмов и потере ос-
новных достоинств такого подхода.
Мы воспользуемся подходом, основанном на анализе движения в сцене.
Для этого предположим, что сцена (объекты фона) неподвижна, или мало
подвижна, в сравнении с пользователем. Тогда мы можем воспользоваться
накопительными разностными буферами, которые обсуждались в разделе
1.1.1.2. А именно позитивным разностным буфером (1.1.7) для поиска точек
принадлежащих пользователю.
В качестве начального центра кристаллизации возьмем точку с коорди-
натами (x¯, y¯):
x¯ =
∑
x
∑
y
Pk(x, y)Sp(x, y)x∑
x
∑
y
Pk(x, y)Sp(x, y)
,
y¯ =
∑
x
∑
y
Pk(x, y)Sp(x, y)y∑
x
∑
y
Pk(x, y)Sp(x, y)
.
(1.2.18)
Где:
• Sp(x, y) – вспомогательная весовая функция.
• Pk(x, y) – позитивный разностный буфер.
Весовая функция Sp(x, y) отвечает за то, что бы точка не попала в
множество точек фона. Здесь предоставляется свобода в выборе функции
Sp(x, y). Как один из возможных вариантов, определим её так: проведём
пороговую обработку по глубине множества точек
P ε = {(x, y) : Pk(x, y) > ε}, ε ≥ 0, (1.2.19)
отделённых от нуля позитивного разностного буфера процедурой порогово-
го преобразования с порогом T . Возможно использовать различные техни-
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ки порогового преобразования. Один из вариантов – автоматический выбор
порога [79,98]
В результате получим два множества
Gb = {(x, y) : (x, y) ∈ P ε, ft(x, y) ≥ T},
Gf = {(x, y) : (x, y) ∈ P ε, ft(x, y) < T}.
(1.2.20)
Множества будут соответствовать множествам точек фона и переднего
плана, соответственно. Тогда можно взять Sp(x, y) как
Sp(x, y) =
{
ft(x, y), (x, y) ∈ Gf
0, (x, y) /∈ Gf
. (1.2.21)
После инициализации и калибровки пользователя (смотри раздел 1.2.3),
в качестве точки центра кристаллизации брать точку, соответствующую
центру масс множества точек, соответствующих положению пользователя.
После определения центра кристаллизации приступаем к процедуре вы-
ращивания области (Алгоритм 1).
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1 Function Выращивание (xroot, yroot)
2 if N(xroot, yroot) 6= ∅ then
3 forall the (xi, yi) ∈ N(xroot, yroot) do
4 if label[(xi, yi)] = 0 then
5 if |ft(xroot, yroot)− ft(xi, yi)| < (δ(xroot, yroot) + η) then
6 label[(xi, yi)] = obj ;
7 δ(xi, yi) = µ|ft(xroot, yroot)− ft(xi, yi)| ;
8 Выращивание (xi, yi) ;
9 else
10 label[(xi, yi)] = background ;
11 end
12 end
13 end
14 else
15 Exit ;
16 end
17 end
Алгоритм 1: Псевдокод рекурсивной функции простой кристаллизации из центра
Здесь:
• параметры η и µ отвечают за «гибкость» поверхности множества и за
допустимую глубину перепадов глубины соответственно.
• N(x, y) – окрестность точки. В дискретном случае, при использовании
прямоугольной сетки она является четырёх-, восьми- или m-связной
[98].
• label[(x, y)] – является результирующий разметкой множества точек
кадра. Может принимать значения:
0 неразмечено,
obj точка принадлежит множеству интереса,
background точка принадлежит множеству фона.
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Для инициализации запускается Выращивание (x¯, y¯), c условиями:
1. ∀(x, y) 6= (x¯, y¯) label[(x, y)] = 0
2. δ(x¯, y¯) = 0
Отдельно стоит отметить случай, когда какой-либо объект перекрывает
видимый силуэт пользователя, разделяя его на несколько частей. Такая си-
туация может возникнуть так же в случае возникновения самоперекрытия
силуэта. В этом случае исходный алгоритм необходимо немного видоизме-
нить (Алгоритм 2).
1 Function Выращивание расширенное ((xroot, yroot), Segmentroot)
2 if N(xroot, yroot) 6= ∅ then
3 forall the (xi, yi) ∈ (N(xroot, yroot)
⋂
Segmentroot) do
4 if (label[(xi, yi)] = 0) OR (label[(xi, yi)] = bound) then
5 if |ft(xroot, yroot)− ft(xi, yi)| < (δ(xroot, yroot) + η) then
6 label[(xi, yi)] = obj ;
7 δ(xi, yi) = µ|ft(xroot, yroot)− ft(xi, yi)| ;
8 Выращивание расширенное ((xi, yi), Segmentroot) ;
9 else
10 label[(xroot, yroot)] = bound ;
11 end
12 end
13 end
14 else
15 Exit ;
16 end
17 end
Алгоритм 2:Псевдокод рекурсивной функции кристаллизации из центра в случае
самопересечения силуэта.
Для инициализации алгоритма строится многолистная фигура (смот-
ри раздел 1.2.2.2) на основе расширенного циркулярного скелета (смотри
раздел 1.2.3.2). Тут необходимо заметить, что появление самоперекрытия
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подразумевается только после этапа инициализации скелета, которая про-
водится по силуэту с наложенными ограничениями (ограничения на позу).
Поэтому, на этом этапе, мы в праве считать расширенный циркулярный
скелет построенным. После построения составного множества для каждого
сегмента запускается процедура Расширенного Выращивания из несколь-
ких точек. Точки выбираются для каждого сегмента на основе эвристик
(например, близости по глубине) или случайным образом (например, ме-
тод Монте-Карло [102]).
В результате действия алгоритма получается частично размеченное
множество, в котором выделено замкнутое ограниченное подмножество,
содержащее размеченную границу.
1.2.2 Задача 2. Скелетизация
1.2.2.1 Понятие скелета и серединной оси
Ставшее классическим понятие серединной оси фигуры было впервые дано
Блюмом в 1967 году [103]. Его можно сформулировать следующим образом.
Определение 5. Пусть Ω ⊂ R2 – замкнутое ограниченное множество
на плоскости. И пусть Ωc его граница. Обозначим B(x) множество гра-
ничных точек Ω ближайших к x в евклидовой метрике: B(x) = {y ∈
Ωc | d(x, y) = d(x,Ωc)}
Серединной осью множества Ω назовём множество SΩ точек x ∈
Ω, имеющих по крайней мере две ближайшее граничные точки: SΩ = {x ∈
Ω | Card(B(X)) > 2}
Будем рассматривать задачу построения скелета – множества середин-
ных осей для многоугольной фигуры. Наиболее популярные подходы к ре-
шению такой задачи основаны на аппроксимации исходной фигуры много-
угольной фигурой с требуемой степенью точности, построении диаграммы
Вороного множества ее вершин и отрезков и удалении из диаграммы Во-
роного некоторых дуг и отрезков.
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Определение 6. В качестве компактного множества Ω будем рассмат-
ривать многоугольную (много-)связную фигуру, замкнутую ограничен-
ную область в евклидовом пространстве, граница Ωc которой состоит из
простых замкнутых ломанных линий (многоугольников). Назовём такое
множество многоугольной фигурой.
Использование многоугольной фигуры как представления множества
данном случае корректно, так как любое бинарное растровое изображе-
ние, в том числе и найденное на этапе сегментации множество, может быть
аппроксимировано с помощью многоугольной фигуры с точностью равной
размеру пикселя в смысле метрики Хаусдорфа [74].
Среди алгоритмов построения диаграммы Вороного для множества от-
резков следует выделить алгоритмы Fortune [104] и Yap [105], имеющие
сложность O(n log n). Оба эти алгоритма весьма трудны для реализации.
Кроме того, в силу универсальности, они строят диаграмму Вороного не
только внутри, но и вне многоугольной фигуры, что является лишней рабо-
той. Более простой алгоритм Ли [106] строит диаграмму Вороного внутри
многоугольника также за O(n log n) . Он основан на алгоритмической па-
радигме «разделяй и властвуй». Исходный многоугольник разбивается на
две разомкнутые ломаные линии, для каждой из них рекурсивно строится
аналог диаграммы Вороного, а затем осуществляется объединение обеих
диаграмм.
Необходимо отметить критику алгоритма Ли, указывающую на то, что
алгоритм не вполне корректен, поскольку понятие диаграммы Вороного,
сформулированное для внутренности многоугольника, не определено для
ломаной линии. Тем не менее, на практике алгоритм Ли широко использу-
ется и работает достаточно надежно [107].
1.2.2.2 Случай самопересекающихся поверхностей
При определении позы нередки случаи, когда при получении кадра из точ-
ки наблюдения становится не видна какая-либо часть фигуры. В этом слу-
чае результаты скелетизации могут быть неинформативны. Однако, если
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известно облако точек в карте глубин, соответствующее телу человека, то
возникает желание получить кадр по «скрытой» части тела и по закрыва-
ющей, каким-то образом объединить и в дальнейшем работать, используя,
объединенную информацию.
Это можно сделать, используя многолистные фигуры. Далее введём
вспомогательные понятия и теорию, которая поможет свести задачу по-
строения скелета на таких самопокрываюших плоских фигурах к задаче
построения скелета на плоских фигурах.
Поверхностью будем называть связное гладкое двумерное многообразие
с краем.
Определение 7. Простой поверхностью будем называть такую ком-
пактную поверхность, вложенную в R3, которую любая прямая вида
{(x, y, z) : x = c1, y = c2} пересекает не более, чем в одной точке.
Так же введём оператор проекции piz : R3 7→ R2:
piz(x, y, z) = (x, y) (1.2.22)
Здесь, как и в определении кадра, данное в разделе 1.1.1 (смотри опре-
деление 2 на странице 39), можно использовать как центральную проек-
цию, так и ортогональную. Однако для облегчения изложения здесь будет
использоваться ортогональное проецирование. Тем не менее, все последу-
ющие результаты справедливы и для центральной проекции.
Определение 8. Составной поверхностью назовем такую компакт-
ную поверхность, вложенную в R3, каждая точка которой имеет
окрестность, образ которой (при вложении в R3) является простой по-
верхностью.
Утверждение 1.2.1. Пусть Ω – составная поверхность. Тогда суще-
ствует конечное число простых поверхностей Ωi, не имеющих общих
внутренних точек и в объединении составляющих всю составную поверх-
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ность Ω.
∃{Ωi}ni=0 : n <∞,∀i1 6= i2, Ω˚i1 ∩ Ω˚i2 = ∅,
n⋃
i=0
Ωi = Ω,
Где символом M˚ обозначается множество внутренних точек множе-
ства M
Доказательство. Доказательство утверждения напрямую следует из тео-
ремы Радо о конечной триангулируемости компактного связного двумер-
ного многообразия с краем [108] и определения составной поверхности.
Множество таких простых поверхностей будем называть разбиением со-
ставной поверхности. Очевидно, что существует бесконечно много разби-
ений для составной поверхности. Так же очевидно (по построению) что
простая поверхность гомеоморфна некоторой плоской фигуре.
Теперь построим определение многолистной плоской фигуры.
Пусть P – плоская фигура, то есть связная замкнутая область на плос-
кости, ограниченная конечным числом вложенных попарно не пересекаю-
щихся жордановых кривых. Пусть L = {l1, l2, . . . , lk} – конечное множество
кривых на плоскости, таких, что каждая кривая может быть самопересе-
кающейся, и любые две кривые li и lj, li, lj ∈ L могут иметь общие точки.
Определение 9. Назовём упорядоченную пару (P,L) многолистной
фигурой если существует такая составная поверхность Ω что
piz(Ω) = P,
piz(∂Ω) = L.
Множество L будем называть границей многолистной фигуры, Ω
– порождающей поверхностью для многолистной фигуры.
Тут необходимо отметить, что в силу непрерывности piz и определения
составной поверхности все кривые l1, . . . , lk, как образы жордановых кри-
вых γ1, . . . , γk, составляющих множество ∂Ω являются параметризованны-
ми линиями.
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Для дальнейшего построения скелета нам понадобятся понятия внут-
ренней граничной точек множества.
Определение 10. Зафиксируем некоторую порождающую поверхность
Ω. Обозначим за pi−1z (x) полный прообраз точки x ∈ P .
Внутренней точкой относительно порождающей поверхности Ω
назовём точку x ∈ P такую, что ∃y ∈ pi−1z (x), y – внутренняя точка Ω.
Граничной точкой относительно порождающей поверхности Ω на-
зовём точку x ∈ P такую, что ∃y ∈ pi−1z (x), y – граничная точка Ω.
Так же все точки x ∈ P будем называть точками многолистной фигу-
ры. Очевидно, что в общем случае, произвольная точка x многолистной
фигуры может быть одновременно как граничной так и внутренней.
Для расширения понятия скелета на многолистную фигуру необходимо
определить понятие ближайших точек (либо же понятие максимального
пустого круга, который используется для построения серединной оси мно-
жества – двойственного понятия к скелету). Дело в том, что при опреде-
лении срединной оси многолистной плоской фигуры (или её скелета) было
бы естественно требовать, чтобы срединная ось не зависела от метрики по-
рождающей поверхности. С другой стороны, для P = (P,L) определить
расстояние между двумя точками как минимальную длину всех возмож-
ных кривых, соединяющих эти точки и лежащих целиком в P , нельзя, по-
скольку в этом случае топологические свойства порождающей поверхности
не будут учтены.
Перед тем, как ввести понятие «максимального круга» с центром в точке
многолистной фигуры, соединяющее информацию о топологии порождаю-
щей поверхности и метрические свойства множества P , докажем вспомо-
гательное утверждение.
Утверждение 1.2.2. Пусть Ω –составная поверхность, Ω1,Ω2 ⊆ Ω –
простые поверхности, такие есть общая точка ω : ω ∈ Ω1, ω ∈ Ω2.
Если проекции piz этих простых поверхностей совпадают, то совпа-
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дают и сами простые поверхности.
piz(Ω1) = piz(Ω2) ⇒ Ω1 = Ω2
Доказательство. Предположим, что это не так.
Рассмотрим точку ω1, такую, что ω1 ∈ Ω1 и ω1 /∈ Ω2. Поскольку piz(Ω1) =
piz(Ω2) найдётся такая точка ω2 ∈ Ω2, что piz(ω1) = piz(ω2). При этом если ω1
имеет координаты ω1 = (x1, y1, z1), а ω2 – ω2 = (x2, y2, z2), то x1 = x2, y1 =
y2 а z1 6= z2.
Пусть ω имеет координаты (x, y, z). Тогда либо z 6= z1, либо z 6= z2.
Рассмотрим кривую α1 ∈ Ω1, соединяющую точки ω и ω1. Обозначим
за φ(t) её параметризацию, φ : [0, 1] 7→ R3. Тогда φ(t) = (x(t), y(t), z1(t)),
причём x(t), y(t) и z1(t) непрерывны. Так как образы piz(Ω1) и piz(Ω2) сов-
падают, то существует и α2 ∈ Ω2, соединяющая ω и ω2 с параметризацией
ξ(t) = (x(t), y(t), z2(t)), причём z2(t) также непрерывна.
Из непрерывности z1(t) и z2(t) и того что z1(0) 6= z2(0) и z1(1) = z2(1)
следует что найдётся точка t∗ ∈ (0, 1], такая, что
z1(t
∗) = z2(t∗)
∃ε > 0 : ∀t ∈ [(t∗ − ε), t∗) : z1(t) 6= z2(t)
(1.2.23)
Это означает, что существует точка ω∗ = (x(t∗), y(t∗), z1(t∗)), такая, что
∃η(ε) > 0 : ∃ω∗1, ω∗2 ∈ Oη(ω∗) ⊂ Ω : ω∗1 6= ω∗2
piz(ω
∗
1) = piz(ω
∗
2)
(1.2.24)
Таким образом получена точка ω∗ ∈ Ω окрестность Oη(ω∗) которой не
является простой, так как пересекается прямой {(x, y, z) : x = x(t∗), y =
y(t∗)} минимум в двух точках. Получили противоречие с тем, что Ω явля-
ется составной поверхностью.
Теперь возможно определить понятие внутреннего круга для многолист-
ной фигуры.
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Пусть
• P = (P, l) – многолистная фигура;
• Ω – фиксированная составная поверхность, являющаяся порождаю-
щей для P , то есть P = piz(Ω);
• x – точка многолистной фигуры;
• Or(x), r > 0 – окрестность точки x в R2 в евклидовой метрике;
• pi−1z (x) – полный прообраз точки x ∈ P и ωx ∈ pi−1z (x).
Определение 11. Назовём внутренним кругом Or(x,Ω, ωx) точки x ∈
P многолистной фигуры P относительно порождающей поверхности Ω
и точки ωx ∈ Ω если найдётся множество Ωx ⊆ Ω такое, что
1. Ωx ⊆ pi−1z (Or(x));
2. сужение piz на Ωx является гомеоморфизмом, piz|Ωx : Ωx 7→ Or(x);
3. ωx ∈ Ωx ∩ pi−1z (x);
Следует отметить, что Ωx, как подмножество полного прообраза
pi−1z (Or(x)) является простой поверхностью. Также, согласно утверждению
1.2.2, точка ωx определена однозначно. Поэтому логично будет обозначать
такую простую поверхность как Ωx = pi−1z (Or(x,Ω, ωx))
Определение 12. Назовём максимальным внутренний круг
Or(x,Ω, ωx) с центром в точке x относительно порождающей по-
верхности Ω и точки ωx ∈ Ω если
pi−1z (Or(x,Ω, ωx)) ∩ ∂Ω 6= ∅
Здесь подразумевается максимальность по радиусу внутреннего круга.
И так же, как и в плоском случае справедливо утверждение
Утверждение 1.2.3. Пусть x ∈ P – внутренняя точка P. Тогда су-
ществует единственный максимальный внутренний круг Or(x,Ω, ωx) с
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центром в точке x относительно порождающей поверхности Ω и точки
ωx ∈ Ω.
Доказательство.
Пусть Or∗(x) = sup
Or(x,Ω,ωx) внутренний круг P
Or(x). Так как Ω является мно-
гообразием с краем, что r∗ > 0. Тогда простая поверхность Ωx =
pi−1z (Or∗(x,Ω, ωx)) ∩ ∂Ω 6= ∅. Иначе найдётся простая поверхность Ω′x та-
кая, что Ωx ⊂ Ω′x ⊆ Ω. Из это следует, что Or∗ ⊂ piz(Ω′x), что противоречит
максимальности Or∗.
Существование доказано.
Пусть Or′(x,Ω, ωx) – другой максимальный круг.
1. Предположим, r′ > r∗. Тогда Or′(x,Ω, ωx) не является внутренним
кругом P , так как не лежит полностью в нём.
2. Предположим, r′ > r∗. Тогда pi−1z (Or′(x,Ω, ωx)) лежит строго внутри
Ωx, следовательно pi−1z (Or′(x,Ω, ωx)) ∩ ∂Ω = ∅
Единственность доказана.
И теперь можно построить определения ближайшей граничной точки
и серединной точки многолистной фигуры.
Определение 13. Назовём точку y ∈ L ближайшей граничной точ-
кой к точке x ∈ P многолистной фигуры P = (P,L) относительно по-
рождающей поверхности Ω и точки ωx ∈ Ω если
pi−1z (y) ∈ pi−1z (Or(x,Ω, ωx))
Определение 14. Будем говорить, что точка x ∈ P является сере-
динной точкой многолистной фигуры P относительно порождающей
поверхности Ω, если существует точка ωx ∈ Ω такая, что x имеет по
крайней мере две ближайшие граничные точки относительно порожда-
ющей поверхности Ω и точки ωx ∈ Ω.
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Таким образом мы построили формализованное определение середин-
ной точки для поверхности допускающей самопересечения и показали его
корректность. Подобные результаты приведены в работе [109]. Однако, в
отличие от приведённой работы, мы будем работать не с абстрактным раз-
биением составной поверхности, а с вполне конкретным естественным раз-
биением, которое будет уже задано. Построение такого разбиения обсуж-
дается в разделе 1.2.3.1. Поскольку изначальная оценка параметров, среди
прочего, включает требование открытости позы, то возможное самопере-
крытие произойдёт уже после оценки параметров пользователя, что даёт
нам возможность использовать построенную иерархическую модель как
естественное разбиение порождающей составной поверхности.
Так же из построения видны возможности для практической реализа-
ции поиска скелета для проекции с самоперекрытиями облака точек. Если
составная поверхность Ω задана как объединение простых поверхностей
Ω =
k⋃
i=1
Ωi, то для любой точки x ∈ P = (piz(Ω), L) количество точек
ωx ∈ pi−1z (x) не превышает k, то есть
Card(pi−1z (x)) ≤ k,
где k ≡ const.
Таким образом, изменения для алгоритма Форчуна выглядят вполне
естественными: построение множества ближайших точек с учетом тополо-
гии порождающей поверхности. Что даёт усложнение алгоритма не более
чем в k раз. Получившаяся сложность модифицированного алгоритма со-
ставит O(kn log n), где k ≡ const. Причем исходя из анатомических осо-
бенностей человеческого тела, можно оценить k ≤ 5, а на практике k ≤ 3.
То есть можно говорить о том, что модифицированный алгоритм Форчуна
для случая многолистной поверхности имеет сложность O(n log n)
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1.2.3 Задача 3. Слежение
Необходимо получить пространственные координаты точек интереса, в
данном случае – рук оператора. Сделать это предлагается путём опреде-
ления позы оператора (полностью или частично) на каждом кадре, посту-
пающем с датчиков.
Решение. Имея облако точек в пространстве, соответствующее поль-
зователю, полученное в результате сегментации сцены, проецируем его на
плоскость, получая при этом плоский силуэт пользователя. При этом воз-
можна ситуация, в которой возникнет самопересечение полученного силу-
эта.
Дальнейшую задачу можно сформулировать так: Оценить с заданной
точностью положение и позу оператора в пространстве.
Для этого представим силуэт пользователя в иерархическом виде (ри-
сунок 1.2).
Глобальная система координат
Торс
Правое плечо
Предплечье
[кисть]
Левое плечо
Предплечье
[кисть]
Голова [Правое бедро]
голень
[стопа]
[Левое бедро]
голень
[стопа]
Рисунок 1.2: Иерархическое представление силуэта пользователя
Причём все элементы, кроме торса, соединены подвижными шарнирами
со своими родителями и могут вращаться вокруг них в заданных диапа-
зонах. Торс в глобальной системе координат подвешен подвижно, т.е. его
позиция задаётся вращением и положением в пространстве.
Тогда позу пользователя можно представить в виде иерархического на-
бора параметров:
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1. Postors ∈ R3 и Rottors ∈ R2 – положение и поворот торса в глобальной
системе координат.
2. Rotleft arm ∈ R2 – состояние гибкого шарнира между торсом и плечом,
вращение плеча относительно торса.
3. Rotleft forearm ∈ R2 – состояние гибкого шарнира между плечом и
предплечьем, вращение предплечья относительно плеча.
4. Rotleft palm ∈ R2 – состояние гибкого шарнира между предплечьем и
кистью, вращение кисти относительно предплечья.
5. . . .
Полностью представить положение пользователя можно, зная его позу
и длины соответствующих отрезков.
1.2.3.1 Подзадача 1. Оценка параметров
Определение 15. Рассмотрим множество точек T на евклидовой плос-
кости R2, имеющее вид планарного графа с древовидной структурой. Граф
имеет конечное множество вершин, а его рёбра являются непрерывными
линиями.
С каждой точкой t ∈ T графа T свяжем некоторую простую поверх-
ность, представляющую круг ct с центром в этой точке. Это семейство
кругов C = {ct|t ∈ T} назовём расширенным циркулярным деревом.
Граф T будем называть осевым графом циркулярного дерева. А объеди-
нение S =
⋃
t∈T
ct всех кругов семейства C, как точечных множеств, будем
называть силуэтом циркулярного дерева. Силуэт циркулярного дерева
представляет собой замкнутое связное множество точек составной по-
верхности, имеющее в качестве границы огибающую всего семейства кру-
гов CT .
Проекция силуэта циркулярного дерева совместно со своей границей,
очевидно, порождает многолистную фигуру, которую будем называть плос-
ким силуэтом.
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Данное определение является обобщенным аналогом определения, дан-
ного в [75] на случай многолистных плоских множеств и множеств с само-
пересечениями.
Имея плоский силуэт пользователя S как плоское множество S ∈ R2 или
как многолистную фигуру (смотри раздел 1.2.2.2), мы имеем возможность
провести процедуру выделения его скелета. Однако, прежде чем произ-
водить оценку позы, необходимо произвести оценку индивидуальных па-
раметров пользователя, таких как «длина» и «ширина» торса, «длины»
и «толщина» сегментов конечностей. Зная их и имея положения шарни-
ров(позу), можно будет в последствии полностью описать положение поль-
зователя в пространстве.
Эту процедуру назовём калибровкой. Для выполнения калибровки бу-
дем использовать заранее известную позу. К такой позе есть несколько
требований:
1. Поза должна быть открытой. Полученный плоский силуэт пользо-
вателя не должен содержать самопересечений.
2. Поза должна быть читаемой. В позе должны быть хорошо видны и
различимы элементы туловища (торс, плечи, предплечья и т.д.) кото-
рые в дальнейшем будем обрабатывать.
3. Поза должна быть удобной. Поза должна быть удобной для поль-
зователя в исполнении и не требовать от него совершать действия,
причиняющие дискомфорт.
4. Поза должна быть не воспроизводима случайно.
Последнее требование не является строго обязательным и введено толь-
ко с целью повышения безопасности использования интерфейса, реализо-
ванного на предложенном подходе. Другими словами, включение этого тре-
бования диктуется решаемой задачей.
В качестве примера позы, удовлетворяющей таким требованиям, будем
рассматривать так называемую позу «Ψ» (рисунок 1.3).
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Рисунок 1.3: Открытая поза Ψ
Так же, для дальнейших операций, понадобится второй, искусственный
силуэт, находящийся в подходящей (той же, что и пользователь) контроль-
ной позе. Теперь, имея силуэт пользователя как плоское множество, мож-
но провести процедуру поиска скелета и скелетных циркуляров. После чего
необходимо выделить значимую часть скелета, избавившись от паразитных
отростков, возникающих в результате зашумления границы. Вместе с этим
произведём выделение изоморфной части скелета, для сравнения скелета
силуэтов пользователя и искусственного. Сделаем это, используя метод,
аналогичный описанному в [110] (похожий подход предложен в [111]), по-
сле чего пара скелетов имеет изоморфные оси.
Теперь, зная изоморфизм скелетов, можно произвести оценку длин сег-
ментов lseg в изоморфной части скелета силуэта пользователя. Так же, про-
ведя скелетную сегментацию [76, 77], можно провести оценки «ширины»
(«толщины») сегментов силуэта как среднего значения радиуса кругов в
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циркулярном представлении ребра, порождающего сегмент [112], в расши-
ренном циркулярном дереве,
aseg =
∑
cr∈Cseg
r
lseg
, (1.2.25)
где Cseg – множество циркуляров, центры которых лежат на собственном
ребре сегмента.
1.2.3.2 Подзадача 2. Слежение
Задачу слежения можно описать так: на каждом текущем кадре оценить
позу пользователя, получив соответствующий набор параметров, или, если
это невозможно, сообщить о потере цели и перейти к процедуре повторной
калибровки.
Для решения предлагается использовать методы активного скелета
[113]. Будем представлять эталонный образец в виде гибкого объекта, вклю-
чающего в себя описание расширенного циркулярного графа объекта с за-
данием множества допустимых деформаций (положений шарниров).
В двухмерном случае расширенный циркулярный граф представляет
собой осевой граф (или скелет), с каждой вершиной которого связан круг,
радиус которого отражает ширину объекта в данной точке.
В такой модели силуэт объекта будем рассматривать как замкнутую об-
ласть, ограниченную огибающей семейства кругов циркуляра. С помощью
применения трансформаций к элементам скелета происходит моделирова-
ние различных движений объекта и его частей, которые влекут за собой
изменение силуэта объекта. Таким образом, можно пытаться «шевелить»
скелет эталона с целью получения наилучшего совмещения силуэта гибко-
го объекта с тестовым (текущем) изображением. Такой подход напрямую
переносится также на трехмерный случай, где расширенный циркулярный
граф является пространственным и совпадает с простым циркулярным гра-
фом. Здесь можно говорить о задаче распознавания формы объекта по его
двухмерному изображению.
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Мотивация для выбора термина «активный скелет» объясняется двумя
моментами, определяющими предлагаемый подход и аналогию с методом
активных контуров. Они сводятся к следующему:
1. Осуществляется трансформация эталона под измеренный тестовый
объект, а не наоборот.
2. Применение деформаций производится с целью подгонки форм эта-
лонного и тестового образцов. При этом в случае активного контура
форма описывается своей границей, а в случае активного скелета —
осевым графом циркуляра.
Похожий подход был предложен в [114]. В приведённой работе также об-
суждается проблема появления окклюзий в плоском силуэте пользователя
и предлагается выход в виде построения базы данных со всевозможными
вариантами окклюзий, решение задачи выбора из базы наиболее подходя-
щего эталона и последующее итеративное приближение для решения зада-
чи оптимизации.
Вопрос о том, как именно строить такую базу пока остаётся открытым.
Поэтому предложен метод, использующий на иерархическое представ-
ление скелета, и включающий, вместо подготовленной базы поз процеду-
ру калибровки по единственной подготовленной позе. Как будет показано
далее, такой подход (представление скелета) позволит упростить задачу
локальной подгонки.
Формализация. Пусть
• E – эталон, заданный в виде гибкого объекта, деформацией которого
будем добиваться «максимальной похожести» с тестовым образцом.
• V = {vα}α∈A – совокупность всевозможных деформаций эталона.
Здесь A ⊂ R – множество индексов.
• vα(E) – гибкий объект, получающийся в результате применения транс-
формации vα ∈ V к эталону E
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• T – осевой граф циркуляра эталона, а S – его силуэт.
• F – распознаваемая фигура, силуэт, выделенный на тестовом кадре.
Рассмотрим функцию «непохожести» µ(E,F ) эталонного и предъявля-
емого тестовых образцов. Это будет аналогом функции энергии в методе
активных контуров. Тогда необходимо найти такой элемент vα∗ , на котором
бы достигался минимум функции µ(E,F ). В данных обозначениях задача
минимизации функции энергии записывается как
vα∗ = argmin
vα∈V
µ(vα(E), F ) (1.2.26)
Будем считать, что поза, как множество трансформаций V эталонного
объекта описывается в виде совокупности параметров (положений соответ-
ствующих шарниров):
~p = (p1, .., pk), pi ∈ Di, (1.2.27)
где Di – множество допустимых деформаций i -того шарнира, Di ⊆ R2.
Т.е. V = {v(~p)}~p∈D, где D =
K⋃
i=1
Di, D ⊆ R2k. Тогда задачу (1.2.26) можно
представить в следующем виде: Необходимо найти такое ~p∗ ∈ D, что
~p∗ : µ(~p∗, F ) = µ(vα∗ (E), F ) = min
~p∈D
µ(v(~p), F ) (1.2.28)
Опишем пространственный гибкий объект, состоящий из
Ck = (lk, Ok,α, rk,α), α ∈ Ak, k = 1, .., K – твердых частей, каждая
из которых является семейством сфер с центрами в Ok,α радиуса rk,α и
длинной lk.
Сравнение объектов После окончания процедуры калибровки начинается
слежение за объектом. Т.е. поиск такого ~p∗ ∈ D, который был бы решением
задачи 1.2.28. Будем считать, что у нас уже имеется выделенный тестовый
силуэт F , а так же эталон E, представленный в виде объединения своих
сегментов E =
K⋃
i=1
Ei,и силуэтом S =
K⋃
i=1
Si, полученным как проекция
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циркуляров соответствующих сегментов.
Для решения задачи 1.2.28 воспользуемся иерархическим представле-
нием гибкого скелета человека. Проведём процедуру скелетизации силуэта
F , выделения изоморфных частей скелета с эталоном E и последующую
скелетную сегментацию по получившимся скелету. Таким образом, мы по-
лучили представление
F =
K⋃
i=1
Fi (1.2.29)
и изоморфизм φ : Fi ↔ Ei, сопоставляющий точки скелетов.
По аналогии с описанием полной позы (1.2.27), введём также понятие
частичной позы для i -того сегмента. Это значение, соответствующее поло-
жению i -того шарнира в наборе параметров ~p, такое, что все шарниры j,
такие что sharnirj ≺ sharniri9 зафиксированы, а все остальные игнориру-
ются.
si(~p) = pi ∈ Di (1.2.30)
Введем функцию частичной энергии µi как площадь симметричной раз-
ности соответствующих сегментов
µi(si(~p), F ) = Area(Fi\Si) + Area(Si\Fi) (1.2.31)
Тогда в качестве функции полной энергии скелета как гибкого объекта
можно рассматривать сумму частичных энергий по всем сегментам:
µ(~p, F ) =
K∑
i=1
µi(si(~p), F ) (1.2.32)
Используя это, можно переписать задачу подгонки (1.2.28) в следующем
виде, разбив её на K подзадач
9Используется частичный порядок в ориентированном дереве с корнем иерархического представле-
ния гибкого скелета человека
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~p∗ : µi(si(~p∗), F ) = min
si(~p)∈Di
µi(si(~p), F ),
где i = 1, .., K
(1.2.33)
Таким образом мы провели декомпозицию задачи минимизации на K
простых задач, последовательно10 решая которые, мы получим искомый
набор ~p∗, который будет решением задачи (1.2.28).
При решении такой задачи будут сравниваться попарно между собой
отдельные сегменты: торс с торсом, плечо с плечом и т. д. То есть этап
поиска начального приближения присутствует неявно.
Минимизация (1.2.33) для i -того шарнира выполняется за один шаг,
при условии, что выполнена минимизация для всех его предков. Пусть
T Fi – серединная ось i -того сегмента тестового плоского силуэта F . Тогда,
если отрезок L, получившийся в результате проекции на плоскость наблю-
дения записывается в радиальной системе координат как (ρ, θ), то, зная
длину l образа T Fi отрезка L, углы α∗i и φ∗i , которыми задаётся положе-
ние pi = (αi, φi) i -того шарнира, можно получить из следующих простых
геометрических соотношений:
α∗i = θ, α
∗
i ∈ [0, 2pi)
cos(φ∗i ) =
ρ
l
, φ∗i ∈
[
−pi
2
,
pi
2
]
(α∗i , φ
∗
i ) ∈ [0, 2pi)×
[
−pi
2
,
pi
2
]
∩Di
(1.2.34)
Второе уравнение может иметь два решения, поэтому для выбора одного
из них воспользуемся информацией о глубине сцены в соответствующей
точке.
10В порядке обхода от корня дерева к листьям в дереве, соответствующем иерархическому представ-
лению гибкого скелета человека
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Получив p∗i = (α∗i , φ∗i ), которое является решением задачи (1.2.33) для
i -того шарнира, можно решать эту же задачу для его потомка11, если та-
кой есть. Найдя все K таких параметров, мы получим ~p∗, являющимся
решением (1.2.28).
11Используется частичный порядок в ориентированном дереве с корнем иерархического представле-
ния гибкого скелета человека
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Глава 2
Программно-аппаратная реализация
В данной главе описывается общая архитектура проекта «VirtualHand» и
даются краткие пояснения для каждого из модулей.
Проект реализован в виде библиотеки, состоящей из изолированных са-
мостоятельных модулей. Общую архитектуру проекта можно представить
в виде схемы (Рис. 2.1)
Рисунок 2.1: Общая структура комплекса
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Далее дано описание каждого модуля, его назначение и функциональ-
ность.
2.1 Устройства
На самом нижнем уровне выделен уровень устройств. Здесь располагает-
ся программно-аппаратный комплекс датчиков, подключенных к системе.
Это могут быть как различные датчики глубины, так и «девайсные»1 мо-
дификаторы, состояния которых в дальнейшем может быть использовано
в качестве жестовых модификаторов (см. ниже).
Определение 16. Под датчиками здесь понимаются устройства, спо-
собные генерировать карту глубин сцены, т. е. облако точек, имеющее
вид
DepthMap = { ((x, y, z), [c1, c2, c3, [c4]]) :
(x, y, z) ∈ R3, (c1, c2, c3, [c4]) ∈ ColorSpace}.
(2.1.1)
Где
• (x, y, z) — пространственные координаты
• (c1, c2, c3, [c4, ...]) — цветовые координаты соответствующей точки.
Цветовая информация может быть использована для последующего ана-
лиза, однако для основной работы её наличие не обязательно.
Наибольшее распространение получили цветовые схемы, в которых цве-
товое пространство ColorSpace описывается как ColorSpace ⊆ Rn, где
n = 3 либо n = 4, если используется α-канал.
Ожидается, что такая карта глубин будет генерироваться с разумным
показателем скорости. В качестве общепринятого показателя быстродей-
ствия систем технического зрения, цифровых камер и систем выдачи видео
1Используется терминология, предложенная В. Л. Авербухом в работе [73]
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информации используется количество кадров в секунду2. Здесь использует-
ся из-за близости понятийного аппарата и методов. Как показывает практи-
ка, психологический предел успешной работы FPS в районе 10−15, в зави-
симости от пользователя. Для комфортной работы необходимо FPS > 25.
2.2 Модуль преобразования данных
Один из недостатков существующих на сегодняшний день систем состоит
в том, что они являются узкоспециализированными на одном типе обору-
дования. Это делает затруднительным подключение к ним другого обору-
дования, что, в свою очередь влечёт трудности в обслуживании, ремон-
те, модернизации и расширении. Это происходит потому, что нет единых
стандартов и каждый тип датчиков выдаёт информацию в своём формате,
специфичным только для него.
Для решения этой проблемы был принят внутренний формат представ-
ления данных, основанный на формате PCD (Point Cloud Data) [69], ис-
пользуемого в библиотеке PCL3 [115].
Подпрограммы, отвечающие за перевод форматов конечных устройств
во внутренний формат вынесены в отдельный модуль.
Такой шаг даёт сразу несколько преимуществ:
1. Появляется возможность замены датчиков без изменения всей систе-
мы. Это повышает отказоустойчивость.
2. Появляется возможность добавления широкого круга датчиков, в том
числе и специализированных или самодельных, путём написания мо-
дуля преобразования форматов. Это обеспечивает масштабируемость
системы и возможности по модернизации.
3. Появляется возможность будущей поддержки еще несуществующих
устройств. Это позволит поддерживать в актуальном состоянии спи-
сок совместимых устройств.
2Так же в литературе используется аббревиатура FPS: Frame Per Second (англ.) – Кадры в секунду.
3Point Clouds Library, http://pointclouds.org
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4. Независимая модульная структура позволяет осуществлять модуль-
ную диагностику, взаимопроверку и взаимокалибровку используемых
устройств, что позволит осуществлять своевременное выявление оши-
бок и их исправление.
В данный момент уже существуют модули для ряда устройств, таких
как:
• устройства на основе PSDK, такие, как Asus XTion и Microsoft Kinect,
• скоростные лазерные дальномеры,
• массив стереокамер,
• структурированный двумерный лазерный дальномер,
• устройства, поддерживаемые в рамках проекта PCL4.
2.3 Ядро
Ядро программного комплекса состоит из трёх основных модулей, отвеча-
ющих за:
1. анализ данных о глубине сцены,
2. анализ модификаторов
3. анализ жестов
Рассмотрим подробнее каждый из них.
2.3.1 Анализ данных о глубине сцены
В задачу данного модуля входит обработка и анализ данных о глубине сце-
ны. Как результат работы ожидается обнаружение и слежение за точками
4Подробнее можно ознакомиться на сайте проекта PCL:
http://pointclouds.org,
http://docs.pointclouds.org/trunk/group__io.html
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интереса (трёхмерными координатами, как правило соответствующими по-
ложению в пространстве объектов интереса).
Есть множество подходов к решению задачи поиска и слежения, осно-
ванные на разных идеях. В настоящий момент в рамках системы реализо-
ваны два различных подхода, которые будут описаны ниже.
Один из них это подход, основанный на сегментации в сцене пользовате-
ля и распознавания его позы путём построения пространственного скелета
соответствующего ему облака точек (см. п. 1.2. Скелетный подход ). Дру-
гой — это подход, основанный на анализе количества движения в сцене и
инициации объекта слежения с помощью специального «ключевого» жеста
(см. п. 1.1. Инициируемый подход ).
Благодаря модульной архитектуре, возможна замена одного модуля дру-
гим, наиболее удобным в конкретном случае. Так же возможна разработка
собственной реализации для специфических задач.
2.3.2 Анализ модификаторов
В целях, с одной стороны, расширения области применимости, универсали-
зации и расширения круга решаемых с помощью системы задач, а с другой
— специализации и индивидуализации, была разработана система модифи-
каторов.
Определение 17. Будем называть модификатором функцию, имеющей
на входе состояние системы, и дающей на выходе логическую истину, ес-
ли состояние системы удовлетворяет некоторым условиям и ложь ина-
че.
Mod : S 7−→ {TRUE,FALSE}, (2.3.2)
где S это состояние системы.
Модификаторы могут быть как «девайсными», так и основанными на
обработке карты глубин сцены.
В качестве простейшего примера «девайсных модификаторов» можно
рассмотреть состояние кнопки внешнего устройства (Рис. 2.2). В качестве
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условия выступает условие нажатия на кнопку. Возможны, как же и более
Рисунок 2.2: Microchip PICKitTM, программируемая отладочная плата на базе микро-
контроллера PIC18F2550. Здесь используется как внешнее USB устройство, состоящее
из одной кнопки, подключаемое по протоколу HID.
сложные конфигурации девайсных модификаторов.
В качестве примера модификаторов, основанных на обработке карт
глубин можно рассмотреть две группы модификаторов:
1. пространственные координаты точки интереса (Манипулятивная об-
ласть),
2. кистевые позы (аналог жестового языка глухонемых) [70].
Определение 18. Манипулятивной областью назовём область в про-
странстве MArea ⊆ R3. В качестве проверяемого модификатором
ModMArea условия на состояние системы выступает условие нахожде-
ния точки интереса X внутри этой области:
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ModMArea =
{
TRUE, если X ∈MArea,
FALSE, если X /∈MArea.
Пример. На рисунке 2.3 приведён пример, в котором траектория точки ин-
тереса, соответствующей положению кисти оператора, анализируется толь-
ко внутри манипулятивной области и игнорируется во вне. Манипулятив-
ная область в этом случае представлена в виде простого параллелепипеда.
а) б)
Рисунок 2.3: Прямоугольная манипулятивная область в пространстве. а) Точка вне
области и её расположение игнорируется. б) точка внутри области, её положение ана-
лизируется (отмечена красным).
Другой пример модификаторов, основанных на обработке карт глубин
— это распознавание кистевых поз (Рис. 2.4).
Для распознавания кистевых поз разработан простой алгоритм, осно-
ванный на построении и анализе выпуклой оболочки плоского силуэта по-
лученного из облака точек, соответствующих кисти оператора (выбирается
на основе критериев близости к точке интереса в случае, если слежение ве-
дётся за рукой оператора).
Для такого силуэта строится контур и выпуклая оболочка, после чего
контур прореживается таким образом, что участки, совпадающие с выпук-
лой оболочкой (им соответствуют кончики пальцев и основание ладони)
редуцируются до одной или двух точек, а участки, не совпадающие — до
одной точки, такой, что в ней достигается максимум соответствующего де-
фекта выпуклой оболочки.
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а) б)
в) г) д)
Рисунок 2.4: Кистевые позы. Наиболее известные и часто употребляемые: а) «Открытая
рука» и б) «Закрытая рука». Примеры других кистевых поз: в) «Бочка», г) «Викто-
рия», д) поза «Ы»(«Шива»)
2.3.3 Анализ жестов
После того, как получены очередные координаты точки интереса и рас-
познаны и обработаны модификаторы, можно приступать к выделению и
распознаванию жестов.
Жесты могут как иметь чётко выделенные начало и конец, так и быть
«свободными» во времени, не имея явно выделенных начала и конца [116].
В первом случае необходимо явно выделять начало и конец жеста. Удоб-
нее всего сделать это при помощи системы модификаторов. Однако это не
единственный метод: в главе 1, в разделе 1.1 рассмотрены специальные
инициирующие жесты, которые можно так же использовать для обозначе-
ния начала/конца жеста.
В другом случае для выделения жеста необходимо анализировать всю
траекторию точки до глубины T по времени, рассматривая текущий кадр,
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соответствующий времени t как конец жеста и кадр, соответствующий
(t − T ), — как начало жеста.
Также следует выделить в отдельную категорию объктно-
ориентированную работу. В том числе, работу с виртуальными объектами
или инструментами5. В этом случае необходимо анализировать как поло-
жение точки интереса с учётом истории, так и состояние модификаторов.
Пример. В качестве простого примера такого взаимодействия можно при-
вести работу по принципу, аналогичному двухмерному «drag‘n‘drop»6.
Смысл работы заключается в том, что оператор взаимодействует с вир-
туальным объектом, «захватывая» его. После чего перемещает его в нуж-
ное положение в пространстве, где его «отпускает». Такое взаимодействие
можно описать следующим образом (Алгоритм 3). В этом примере для за-
хвата виртуального объекта используется модификатор, дающий истину
в том случае, если распознанная кистевая поза руки, соответствующей от-
слеживаемой точке интереса, является «Закрытой рукой», и ложь иначе.
ModClose hand =
TRUE, если Pose == Close hand,FALSE, иначе .
5Можно рассматривать, в рамках данного подхода, виртуальные инструменты как частный случай
виртуальных объектов
6Тащи и бросай (англ.)
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Data:
(x, y, z) ∈ R3 – координаты точки интереса;
Pose ∈ {Open,Close} – кисевая поза, может принимать состояния
Open и Close;
Object – виртуальный объект
1 switch Pose do
2 case Pose == Open
3 if Есть захваченный объект Object then
4 Бросить Object ;
5 else
6 Ничего не делать;
7 end
8 case Pose == Close
9 if Есть захваченный объект Object then
10 Переместить Object в (x, y, z);
11 else
12 if ∃Object : (x, y, z) ∈ ActiveShape(Object) then
13 Захватить Object;
14 Начать перемещение Object;
15 end
16 end
17 end
18 endsw
Алгоритм 3: Пример простой логики трёхмерного «drag‘n‘drop» с использовани-
ем кистевой позы в качестве модификатора.
Здесь для захвата используется кистевая поза «Закрытая рука» (см.
Рис. 2.4), а для прекращения манипуляции используется поза «Открытой
руки».
Следует отметить, что на практике, как правило, для удобства опера-
тора и экономии вычислительных ресурсов, проверяется только условие
«Закрытой руки».
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Также здесь упоминается ActiveShape(Object). Это некоторый про-
странственный объект, соответствующий виртуальному, но имеющий более
простую структуру для проверки наличия точки и возможного пересече-
ния с другими объектами. Часто в этой роли выступает выпуклая оболочка
или простые стереометрические фигуры, ограничивающие объект.
Таким образом подразумевается, что могут быть обработаны любые ти-
пы жестов и жесты любой сложности. Однако, руководствуясь принципами
симплификации, включающими требование минимизации количества опе-
раций до реально необходимого, а так же основываясь на анализе работы
реального специалиста, разработка была сосредоточена на создании систем
для взаимодействия с помощью виртуальных инструментов а так же раз-
работке поддержки простого скриптового языка для работы с системой мо-
дификаторов, которая позволит конечному пользователю минимальными
усилиями создать свой диалект жестового языка и наполнить его словами,
наиболее удобными при решении текущей задачи.
Совместно со специалистами-кардиохирургами была проведена работа
по анализу деятельности специалиста во время диагностики и оперативно-
го вмешательства, решаемых задач и совершаемых действий. Результатом
анализа стало задача по обработке жестов:
1. Перемещение объектов в трёхмерном пространстве;
2. Работа с виртуальными инструментами – аналогами реальных;
3. Разработка «двухмерных» жестовых интерфейсов для обеспечения
совместимости с устаревшим оборудованием, ориентированным на
управление классическими средствами ввода7.
Для обеспечения последнего пункта была разработана метафора бес-
контактного тачскрина(«touch-less-screen») и виртуальных объектов типа
«виртуальна кнопка» [70].
7Клавиатура и мышь, тачскрин
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Обобщая вышесказанное, можно сделать вывод, что при описанном под-
ходе можно рассматривать жест как размеченную траекторию точки ин-
тереса.
2.4 Модуль создания контрольных сигналов
Использование жестового интерфейса рассчитано на решение широкого
круга задач, в числе которых:
• Управление роботизированными системами, в том числе наземными
платформами, летающими дронами, медицинскими роботами.
• Использование в условиях стерильности для управления медицинским
оборудованием, имеющим интерфейсы, рассчитанные на «классиче-
ские» устройства ввода, такие как клавиатура + мышь или touch-
панели.
• Задачи навигации, перемещения и взаимодействия с объектами в вир-
туальных абстрактных (визуализация сеток) и игровых (визуализация
работы сердца, психологические задачи) пространствах.
Очевидно, что реализация для каждой из приведённых групп задач бу-
дет различаться. Так же, в некоторых задачах требуется подключение к
уже существующему программному обеспечению без возможности изме-
нять его. Поэтому был вынесен отдельный модуль-прослойка между ядром
и уровнем приложений. Задача модуля – генерация сигналов в ожидаемом
на стороне приложения виде.
В качестве примера можно привести имитацию нажатия клавиши при
работе с виртуальной клавиатурой или передача сигнала прикосновения с
координатами при использовании виртуальной touch-панели.
Более сложный пример – при распознавании жеста, соответствующе-
го, в жестовом языке, слову «вверх», создание управляющего сигнала для
летающего дрона в понятных для него командах.
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Такие задачи могут быть весьма сложны и нет смысла включать их в
состав ядра системы.
2.5 Уровень приложения
При наличии доступа к исходному коду конечного приложения или проек-
тировании его с нуля, можно добиться более полного использования воз-
можностей трёхмерного жестового интерфейса, поэтому был добавлен от-
дельный модуль-слушатель, встраиваемый в конечное приложение.
Изначально, он в его обязанности входило непосредственное общение с
ядром и трансляция команд, однако после вынесения этих функций в от-
дельный модуль, значимость в такой роли в значительной степени умень-
шилась.
Использование данного позволяет явным образом реализовать распреде-
лённую систему с одним или несколькими серверами-спикерами и большим
количеством клиентов-слушателей. Подобный подход активно использует-
ся распределённых операционных системах роботов. В том числе такая
система использована в системе ROS8 и хорошо себя зарекомендовала.
8Robotic Operation System. Открытая операционная система для роботов. www.ros.org
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Глава 3
Программная реализация
3.1 Уровень устройства
Драйвер устройства
Ядро Модуль преобразования данных
Рисунок 3.1: Зависимости модуля в иерархии программного комплекса
3.1.1 Иерархия
Самый нижний уровень, получает данные непосредственно с устройства.
Передаёт информацию о состоянии устройства в ядро и информацию о
глубине сцены в модуль преобразования данных.
3.1.2 Входные данные
Нет.
3.1.3 Выходные данные
Данные о глубине сцены для модуля преобразования данных. Поскольку
на данный момент не существует единого общепризнанного формата опи-
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сания сцены в виде облака точек, то справедливо ожидать, что каждое
устройство будет выдавать данные в своём специфическом формате.
Данные о состоянии устройства для ядра. Ядро способно принимать ин-
формацию о состоянии устройства в следующем формате:
1. LEN – указывает на размерность (количество полей) вектора пара-
метров;
2. SIZE – указывает размер в байтах для каждой размерности (поля);
3. TYPE – указывает на тип каждой размерности (поля). Поддержива-
ются следующие варианты:
• B – булевый тип;
• I – целочисленные типы (например, int8 (char), int16 (short), int32
(int));
• U – беззнаковые типы (например, uint8 (unsigned char), uint16
(unsigned short), uint32 (unsigned int))
• F – числа с плавающей точкой (float)
4. DATA – сами точки. Они могут быть представлены в двух видах:
• Символьном, тогда указывается ключевое слово «ASCII», после
чего идёт перечисление точек, каждая точка в новой строке.
• Бинарном.
Ниже приведён пример вектора данных о состоянии устройства
(рис. 3.2). В примере приведено устройство типа «джойстик», имеющего
две степени свободы стика и две кнопки. Стик находится в крайнем верх-
нем положении и нажата одна из кнопок.
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Рисунок 3.2: Пример данных о состоянии устройства для ядра.
3.2 Модуль преобразования данных
Ядро
Модуль преобразования данных
Драйвер устройства
Рисунок 3.3: Зависимости модуля в иерархии программного комплекса
3.2.1 Иерархия
Модуль преобразования данных является промежуточным модулем и вы-
полняет роль настраиваемого интерфейса между ядром и драйвером
устройства. Его главной функциональной задачей является преобразова-
ние данных во внутренний формат.
Модуль преобразования данных получает информацию о глубине сцены
от драйвера устройства (уровень устройства), обрабатывает, конвертируя
во внутренний формат, и передаёт данные в ядро.
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3.2.2 Входные данные
На вход поступают данные с датчика глубины сцены. Поскольку модуль
разрабатывается для каждого типа устройств индивидуально, то опреде-
лённого формата входных данных не предусмотрено.
3.2.3 Выходные данные
В качестве выходных данных выдаётся облако точек, соответствующих со-
стоянию видимой сцены в момент времени t. Данные выдаются в следую-
щем формате:
1. VERSION – необязательный параметр, указывает версию формата.
По умолчанию имеет значение «.7». Введено для совместимости с бо-
лее ранними, и, возможно, более поздними версиями формата.
2. FIELDS – указывает значения размерностей(полей), которые может
принимать точка. Поддерживаются следующие варианты:
• FIELDS x y z – трёхмерные координаты точки в формате (x, y, z)
• FIELDS x y z rgb – трёхмерные координаты точки + цвет
• FIELDS x y z normal_x normal_y normal_z – трёхмерные
координаты точки + данные о векторе нормали к поверхности
3. SIZE – указывает размер в байтах для каждой размерности(поля)
4. TYPE – указывает тип значений для каждой размерности(поля).
Поддерживаются следующие варианты:
• I – целочисленные типы (например, int8 (char), int16 (short), int32
(int))
• U – беззнаковые типы (например, uint8 (unsigned char), uint16
(unsigned short), uint32 (unsigned int))
• F – числа с плавающей точкой (float)
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5. WIDTH и HEIGHT – параметры указывают на размерность (коли-
чество точек) облака. Параметр height также отвечает за вид отобра-
жения облака в упорядоченном/не упорядоченном виде. Пример:
• В случае упорядоченных по сетке точек, как в изображении, будет
ожидаться 307200 точек, по 640 точек в строке и 480 в столбце
• В случае неупорядоченного набора параметр height задаётся рав-
ным 1.
6. VIEWPOINT – указывает на точку зрения для облака точек. Ис-
пользуется для возможности слияния нескольких облаков, получен-
ных с различных устройств. Задаётся в виде сдвига (tx, ty, tz) и ква-
терниона вращения (qw, qx, qy, qz) [117–119].
7. POINTS – указывает на количество первых обрабатываемых точек,
начиная с нулевой.
8. DATA – сами точки. Они могут быть представлены в двух видах:
• Символьном, тогда указывается ключевое слово «ASCII», после
чего идёт перечисление точек, каждая точка в новой строке.
• Бинарном.
Данный формат основан на формате PCD_V7 [69] использующемся в
библиотеке Point Cloud Library.
Ниже приведён фрагмент символьной записи облака точек в данном
формате (рис. 3.4).
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Рисунок 3.4: Данные о состоянии устройства для ядра.
3.3 Ядро
Ядро
Устройство Модуль преобразования данных
Модуль формирования контрольных сигналов
Рисунок 3.5: Зависимости модуля в иерархии программного комплекса
3.3.1 Иерархия
Ядром программного комплекса является группа связных модулей, кото-
рая включает в себя
• Модуль анализа данных о глубине сцены;
• Модуль анализа модификаторов;
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• Модуль анализа жестов;
Ядро является центральным элементом программного комплекса. Его
главной функциональной задачей является распознавание текущего жеста
с учётом модификаторов и словаря.
Поскольку ядро является потенциально узким местом комплекса, все
модули, входящие в него разработаны на компилируемых языках со встав-
ками на языках нижнего уровня. В частности, в данный момент это языки
C++ со вставками на C. Это продиктовано требованиями безопасности и
быстродействия.
3.3.2 Входные данные
Все модули ядра имеют общий внешний входной интерфейс и индивиду-
альные двунаправленные внутренние, позволяющие каждому из модулей
общаться с двумя другими.
Входными данными ядра являются:
1. Облако точек, описанное во внутреннем формате (описание формата
приведено выше, см. 3.2);
2. Состояние подключенного устройства (подробнее в 3.1);
Так же в будущем к входным данным будет добавлен внешний поль-
зовательский словарь, состоящий из конфигурационного файла и самого
словаря.
3.3.3 Выходные данные
Так же как и с входными данными, выходной интерфейс у ядра общий для
всех входящих в него модулей.
Выходными данными является информация о пространственном поло-
жении трёхмерного курсора (курсоров) и о его состоянии – выполняемом
жесте (подробнее смотри в 3.6).
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3.4 Модуль анализа данных о глубине сцены
Анализ модификаторов Анализ глубины
Анализ жестов
Рисунок 3.6: Зависимости модуля в иерархии программного комплекса
3.4.1 Иерархия
Данный модуль является одним из трёх основных модулей программного
комплекса. Он входит в ядро совместно с модулями анализа модификаторов
и анализа жестов.
Главной функциональной задачей модуля является обработка карты
глубины и определение координат точки (точек) интереса.
В настоящий момент разработаны и испытаны два алгоритма обработки
карт глубин сцены, инициируемый подход и скелетный подход. Подробнее
о них рассказывается в главе 1, в разделах 1.1 и 1.2.
3.4.2 Выходные данные
Кроме внешних входных данных, общих для всех модулей ядра, модуль
имеет внутренние интерфейсы, позволяющие обмениваться информацией
с другими модулями ядра.
На выход даётся список точек интереса и их состояние. Данные предо-
ставляются в следующем формате:
1. Первая строка содержит число N типа {unsigned char, unsigned shot,
unsigned int} — Данное число соответствует количеству передаваемых
точек интереса.
2. Далее следует стек из N записей вида
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(a) Пространственные координаты точки интереса, состоящие из трёх
координат;
(b) Информация о контексте точки, если представлена (NULL ина-
че). Передаётся по ID или по названию;
(c) Информация о вращении, если представлена (по умолчанию вра-
щение считается нулевым). Передаётся в виде Эйлировых углов
(три координаты типа float) (rex, rey, rez), либо в виде кватерниона
вращения (четыре координаты типа float) (rqx, rqy, rqz, rqw) [117–119];
(d) поле DATA для передачи другой информации.
Пример. Пример выходных данных модуля (рис. 3.7):
Рисунок 3.7: Пример выходных данных модуля анализа глубины.
В данном примере три точки интереса, первая из которых не имеет кон-
текстной информации, и имеет нулевое вращение представленное углами
Эйлера. Контекстная информация второй и третей точки интереса (левой
и правой руки) представлена по имени узла (вторая точка) и по ID уз-
ла (третья точка); вращение этих точек так же нулевое, но представлено
кватернионами.
Так же существует возможность запросить информацию об одной точке
по её номеру или по контекстной информации. В этом случае результатом
будет одна запись описанного выше вида.
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3.5 Модуль анализа модификаторов
Анализ модификаторов Анализ глубины
Анализ жестов
Рисунок 3.8: Зависимости модуля в иерархии программного комплекса
3.5.1 Иерархия
Данный модуль является одним из трёх основных модулей программного
комплекса. Он входит в ядро совместно с модулями анализа глубины сцены
и анализа жестов.
Главной функциональной задачей модуля является вычисление значе-
ний модификаторов. Более подробно система модификаторов обсуждается
в главе 2, в разделе 2.3.2.
3.5.2 Выходные данные
В модуле анализа модификаторов строится список всех описанных и реа-
лизованных модификаторов.
Возможные запросы:
1. Список всех модификаторов. Выдаётся в формате:
(a) Число N типа {unsigned char, unsigned shot, unsigned int} — Ука-
зывает на общее число зарегистрированных в системе модифика-
торов.
(b) Стек из N записей, содержащих
i. Зарегистрированное имя модификатора;
ii. ID модификатора.
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2. Состояние всех модификаторов системы. Выдаётся в формате стека
из N записей, содержащих
(a) ID модификатора;
(b) Значение модификатора.
3. Состояние одного модификатора по его имени или ID. Результатом
запроса является значение типа boolean.
3.6 Модуль анализа жестов
Анализ модификаторов Анализ глубины
Анализ жестов
Рисунок 3.9: Зависимости модуля в иерархии программного комплекса
3.6.1 Иерархия
Данный модуль является одним из трёх основных модулей программного
комплекса. Он входит в ядро совместно с модулями анализа глубины сцены
и анализа модификаторов.
Главной функциональной задачей модуля является определение теку-
щего жеста на основании значений модификаторов и положений точек ин-
тереса в пространстве (пространственных траекторий).
Содержательные примеры построения систем жестов и составленных на
их основе языков обсуждаются в главе 2, в разделе 2.3.3.
3.6.2 Выходные данные
В качестве выходных данных работы модуля могут быть получены следу-
ющие данные:
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1. Список всех возможных жестов. Предоставляется описание текущего
набора зарегистрированных жестов в виде:
(a) Число N типа {unsigned char, unsigned shot, unsigned int} — Ука-
зывает на общее число зарегистрированных в системе жестов.
(b) Стек из N записей, содержащих
i. Зарегистрированное имя жеста;
ii. ID жеста;
iii. Описание жеста в текстовом виде.
2. Текущие жесты. Список всех текущих или закончившихся в текущем
кадре распознанных жестов. Представляется в виде стека из N за-
писей, где N – число текущих или закончившихся в текущем кадре
распознанных жестов. Каждая запись содержит:
(a) Список точек интереса, участвующих в жесте на текущий момент.
(b) Время начала жеста.
(c) Положения всех точек, участвующих в жесте в момент начала
жеста.
(d) Время окончания жеста, если жест окончен (NULL иначе).
(e) Положения всех точек, участвующих в жесте на момент оконча-
ния, если жест окончен.
(f) Дополнительные данные. В качестве таких данных могут высту-
пать, например, пространственные координаты точки, получив-
шейся в результате анализа траекторий точек интереса.
3. Траектория точки интереса на глубину T кадров.
4. Состояние конкретного жеста. Запрос состояния жеста по его ID. Ре-
зультатом запроса является переменная,
• < 0 – жест неактивен.
• = 0 – жест закончен в текущий момент.
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• > 0 – жест в процессе.
• NULL – жест не зарегистрирован.
3.7 Модуль генерации контрольных сигналов
Ядро
Модуль генерации
контрольных сигналов
Конечное устройство Уровень приложений
Рисунок 3.10: Зависимости модуля в иерархии программного комплекса
3.7.1 Иерархия
Данный модуль является программной прослойкой между ядром и конеч-
ным оборудованием или приложением. Для каждого оборудования может
понадобиться свой вариант данного модуля.
Главной функциональной задачей модуля является получение от ядра
распознанных элементов жестового языка и генерация команд в понятном
конечному исполнителю виду. Целесообразность выделения данного моду-
ля обсуждается в главе 2 в разделе 2.4.
В данный момент реализованы модули
• Эмуляции клавиатуры. Генерирует коды нажатия клавиш, аналогич-
ные нажатиям на реальные клавиши клавиатуры и кнопки мыши;
• Эмуляции тач-поверхности. Генерирует сигналы, аналогичные сигна-
лам, генерируемым тач-поверхностями при прикосновении/нажатии.
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• Управляющих команд квадрокоптера AR Drone. Данный модуль поз-
воляет подключаться к серверу команд квадрокоптера и генерировать
команды, используя SDK.
• Связи с игровым движком «Maratis»1. Позволяет обрабатывать собы-
тия жестов совместно с игровой логикой, что позволяет использовать
жесты рук (и сами руки) как устройство ввода в виртуальном мире.
• Клиент-серверной связи с удалённым конечным приложением. Дан-
ный модуль представляет собой сервер-вещатель, общающийся с
клиентами-слушателями, встроенными в конечное приложение. Обще-
ние происходит по протоколу OSC2 через TCP/IP.
Каждый такой модуль разрабатывается индивидуально, в зависимости
от
1. Использующегося словаря, который определяет выразительные воз-
можности языка и мощность системы команд.
2. Предоставляемого API или SDK конечного приложе-
ния/оборудования.
3. Потребностей задачи и набора действий, которые необходимо совер-
шать оператору.
3.7.2 Входные данные
На вход поступает информация о состоянии жестов в текущий момент.
Данные могут быть представлены как в бинарном виде, так и в текстовом.
В текстовом представлении данные имеют вид
1. VERSION – необязательный параметр, указывает версию формата.
По умолчанию имеет значение «.7». Введено для совместимости с бо-
лее ранними, и, возможно, более поздними версиями формата.
1www.maratis3d.org
2Open Sound Control (OSC) — пакетный протокол для коммуникации мультимедийных устройств,
opensoundcontrol.org
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2. GESTURE_LIB – необязательный параметр, указывает расположе-
ние внешнего файла, содержащего список зарегистрированных жестов
в виде
• ID жеста.
• Имя жеста.
В случае отсутствия такого файла указывается NULL или 0.
3. NUM – число записей о распознанных жестах, число типа {unsigned
char, unsigned shot, unsigned int}.
4. DATA – сами записи о жестах. В текстовом виде указывается клю-
чевое слово «ascii». После этого идет N записей, которые распознаны
на текущий момент. Каждая запись содержит
(a) ID жеста. ID жеста, как он записан в словаре. Так же возмож-
но составление промежуточного списка жестов, содержащего ID и
названия.
(b) Состояние жеста. Число n ∈ {0, 1}
0 – Жест закончился в текущий момент.
1 – Жест в процессе/начался.
Данное поле имеет смысл только для продолжительных во време-
ни жестов. Для непродолжительных жестов указывается 0.
(c) Количество контрольных точек жеста. Указывает, сколько то-
чек интереса участвуют создаёт жест. В большинстве случаев, это
одна точка, в редких случаях возникает потребность генерировать
большее число точек. Для каждой точки указываются
• (x, y, z) – координаты в пространстве.
• (rqx, rqy, rqz, rqw) – вращение, представленное в виде кватерниона.
Ниже приведены два примера текстового представления входных дан-
ных для модуля контрольных сигналов.
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Пример 1. Одновременная работа с несколькими жестами. В данном
примере приведены данные, полученные в момент завершения продол-
жительного жеста «Grub» (ID 002), и сменой его коротким жестом
«Release» (ID 003) для одной точки интереса в точке с координатами
(20.500, 201.123, 103.049) и нулевым вращением (рис. 3.11).
Рисунок 3.11: Выполнение одновременно двух жестов.
Данный пример демонстрирует выходные данные для примера реализа-
ции трёхмерного «drag‘n‘drop», описанного в 2, в разделе 2.3.3.
Пример 2. Жесты с несколькими точками интереса. Здесь приведены дан-
ные, полученные во время выполнения продолжительного жеста «Мас-
штабирование» (ID 018), аналогичного жесту, используемому при работе с
тач-поверхностями (рис. 3.12). Для выполнения этого жеста используются
координаты двух точек, на основе расстояния между которыми рассчиты-
вается масштабирующий коэффициент.
Рисунок 3.12: Выполнение продолжительного жеста, в котором участвуют две точки
интереса.
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3.7.3 Выходные данные
Выходные данные зависят от конечного приложения или оборудования и
являются вызовами, определяемыми предоставляемым API или функция-
ми SDK.
3.8 Уровень приложения
Уровень приложения
Модуль генерации контрольных сигналов
Рисунок 3.13: Зависимости модуля в иерархии программного комплекса
3.8.1 Иерархия
Уровень приложения является самым верхним уровнем программного ком-
плекса. В большинстве случаев не используется, так как за передачу дан-
ных в конечное приложение отвечает модуль генерации контрольных сиг-
налов.
Однако в некоторых случаях бывает удобно внедрять в код конечного
приложения модули, отвечающие за связь с программным комплексом.
Это становится возможным, когда у нас есть доступ к исходным кодам
конечного приложения и возможность его пересобрать с использованием
своих библиотек. Такой шаг даёт следующие преимущества:
1. Более глубокая интеграция с жестами и поддержка возможностей же-
стовых языков.
2. Возможность создания распределённой системы, использующей
клиент-серверную архитектуру. (Пример такой системы упоминался
в разделе 3.7)
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3.9 Заключение
Описанные модули были реализованы в составе программного комплекса
«VirtualHand». При разработке комплекса использовалась модульная пара-
дигма программирования. Так же во время написания отдельных модулей
использовалось объектно-ориентированное и функционально-процедурное
программирование.
Большинство модулей реализовано на языках программирования C и
С++. Так же применялись язык C# и скриптовые языки Lua, JavaScript,
Python. Модули ядра, как и некоторые узкие места внешних модулей реа-
лизованы на языках C и С++.
Во время разработки использовались сторонние библиотеки OpenCV3,
OpenNI4, Qt5(4.*-5.*), OSCPack6.
Модули, анализа карт глубин, упомянутые в разделе 3.4, «Инициируе-
мый подход» и «Скелетный подход» (подробнее смотри разделы 1.1 и 1.2)
реализованы в программных продуктах «Point module for VirtualHand» и
«Skeleton module for VirtualHand»
Продукты прошли государственную регистрацию в Роспатенте (Рисун-
ки 3.14 и 3.15), [91,92].
3http://opencv.org
4На момент написания официальная поддержка прекращена в связи с поглащением компанией
Apple
5http://qt-project.org
6http://opensoundcontrol.org
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Рисунок 3.14: Свидетельство о государственной регистрации программы для ЭВМ
№2014613954. Point module for VirtualHand
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Рисунок 3.15: Свидетельство о государственной регистрации программы для ЭВМ
№2014614169. Skeleton module for VirtualHand
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Заключение
Наша задача состоит в разработке программно-аппаратного комплекса,
позволяющий построить человеко-компьютерный интерфейс на базе же-
стов рук, который бы позволял реализовать
• бесконтактный ввод информации, в том числе и взаимодействие с ор-
ганами управления медицинским оборудованием в режиме стерильно-
сти;
• управление оборудованием, в задачах, где третья координата является
существенной;
• навигацию в абстрактном пространстве;
• естественное взаимодействие с виртуальными объектами;
Для решения были использованы методы обнаружения подвижных объ-
ектов в видеопотоке и слежения за ними, используемые, в частности, в об-
ласти технического зрения. Для повышения надёжности и качества распо-
знавания вместо обычного видеопотока, был использован поток, состоящих
из кадров, содержащих информацию о глубине видимой сцены.
Такого подход имеет ряд преимуществ:
1. Подходы, основанные на оптическом захвате движения позволяют
обойтись без активных маркеров на теле оператора или у него в руках.
Это особенно важно для использования в режиме стерильности.
2. Карта глубин сцены вместо цветовой карты сцены позволяет
• Отслеживать траекторию руки в трёхмерном пространстве;
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• Отказ от использования информации о цвете позволяет обойти
такие проблемы, как динамическое освещение, затенение, «быст-
рые» и «медленные» изменения освещения во время съемок. Так
же достаточно легко разработать датчик глубины, устойчивый к
видимым засветкам, например на основе низко энергетических ла-
зеров или инфракрасной подсветке в невидимом диапазоне.
Результатом исследований стал проект «VirtualHand», включающий в
себя программный комплекс предназначенный для работы с датчиками
глубин, а также методы захвата и слежения за точкой интереса, основанные
на обработке карт глубин, реализованные в виде модулей для программно-
го комплекса.
1 Краткое функциональное описание
1.1 Модули захвата и слежения за точкой интереса
Захват движения основывается на методах, используемых в теории обра-
ботки изображений и относятся к области технического зрения. Предложе-
ны два метода захвата движения, использующие противоположные подхо-
ды.
Первый, названный «Инициируемым подходом», опирается на идею о
слежении за объектом, как за точкой интереса. В этом случае необходи-
мости в использовании контекстной информации о строении объекта ин-
тереса нет. Это даёт нам возможность проводить слежение за любыми по-
движными объектами, независимо от их конфигурации. Чтобы не следить
за заведомо ненужными, «случайными» объектами, был разработан алго-
ритм инициализации точки интереса (а соответственно, и объекта инте-
реса) с помощью специальных инициализирующих жестов, которые легко
выполнить, но сложно сделать это случайно. Другой особенностью дан-
ного подхода являются низкие требования к вычислительным мощностям:
алгоритм имеет оценки сложности порядка O(n) по количеству операций
для обработки одного кадра и O(n) по количеству необходимой памяти,
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где n – число точек в кадре, получаемом из облака точек. Что позволяет
его реализоваться для встроенных вычислителей.
Второй метод, названный «Скелетным подходом», наоборот, опирает-
ся на идею использования контекстной информации о строении тела че-
ловека для восстановления полной позы в пространстве. В этом случае
можно проводить слежение не только за руками пользователя, как за точ-
ками интереса, но и за другими конечностями, торсом и, даже, головой.
Так же такой подход позволяет различать точки интереса в случае, когда
они расходятся после соприкосновения. Алгоритмы метода основаны на
представлении силуэта множества точек, соответствующих пользователю,
в скелетно-циркулярном виде и подгонки гибкого эталонного объекта для
максимального соответствия с текущим силуэтом. В отличие от существу-
ющих подходов, предложенный метод позволяет проводить инициализацию
пользователя по единственной позе и учитывает и естественным образом
обрабатывает случаи частичного самоперекрытия видимого силуэта.
1.2 Программный комплекс
Удешевление технологий и появление на рынке бытовых датчиков глуби-
ны (RGB-D камер) позволило обобщить результат, полученный ранее для
отдельных видов датчиков, и работать непосредственно с облаком точек,
соответствующих карте глубин сцены, независимо от метода, которым оно
было получено. Была реализована поддержка внутреннего формата на ос-
нове PCD [69], что позволило выделить задачу построения облака точек
соответствующих сцене как отдельную и вынести в отдельный программ-
ный модуль. Такой подход позволил расширить список поддерживаемых
устройств, обеспечив, в том числе, возможность подключения недорогих
игровых контроллеров на основе PSDK, а так же, потенциальную возмож-
ность подключения пока несуществующих устройств.
Поддержка большого числа различных устройств даёт возможность гиб-
ко подстраивать под условия конкретной задачи, а так же своевременно
проводить диагностику и замену оборудования без необходимости изме-
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нения самой программы. Особенно это актуально в условиях, когда нет
возможности заменить датчики аналогами1.
Аналогичный подход был применён и к другим функциональным частям
программного комплекса. Полученная в результате модульная архитектура
проекта позволяет заменять части комплекса их аналогами, наиболее под-
ходящими для решения конкретной задачи. Например, можно заменить
модуль обработки карты глубины, выбрав вместо инициируемого или ске-
летного модуля какой-нибудь другой. Так же можно поступить и с другими
модулями. Это повышает гибкость и универсальность всего комплекса.
1.3 Возможности языков
В основной массе работ под жестовыми языками (имеются в виду жесты
рук) понимают один из вариантов:
1. Набор двух- или трёх-мерных траекторий точки интереса, соответ-
ствующей положению руки оператора в пространстве;
2. Набор статических кистевых поз руки оператора.
В работе предложен подход, являющийся обобщением этих вариантов и
позволяющий объединить и использовать преимущества обоих вариантов.
Достигается это за счёт использования системы модификаторов, функций-
триггеров, принимающих одно из двух значений в зависимости от состоя-
ния системы. В таком подходе анализируются траектория точки интереса
с учетом значений модификаторов.
Модификаторы могут иметь различную природу: они могут быть «де-
вайсными», основанными на пространственных критериях (например, ма-
нипулятивные области и виртуальные кнопки), или опираться на допол-
нительные построения и конструкции (например, распознавание кистевых
поз, или использование уже имеющихся синтаксических конструкций же-
стового языка).
1Например, по причине их уникальности или устаревания
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Использование системы модификаторов позволяет выразительные спо-
собности создаваемого языка человеко-компьютерного взаимодействия. В
частности, при помощи модификаторов становится легко реализуемы такие
вещи, как
• метафора виртуальных инструментов
• бесконтактные интерфейсы для работы с «классическими» устрой-
ствами ввода – бесконтактная тач-поверхность (touchless screen) и вир-
туальная клавиатура
• метафора взаимодействия с виртуальными объектами «drag‘n‘drop»
• метафоры взаимодействия и навигации в виртуальном пространстве
типа «джойстик»
Так же, система модификаторов позволяет легко строить новые словари
для жеcтового языка, в том числе конструируя новые элементы из базовых
и уже имеющихся. Это даёт возможность для построения индивидуальных
словарей для различных пользователей одного языка.
2 Основные результаты
Основными результатами работы можно считать следующие:
1. Разработка алгоритмов захвата движения и слежения за объектами в
пространстве, основанных на обработке карт глубин сцены и исполь-
зующих
• Инициализацию точки интереса с помощью специального ключе-
вого жеста.
• Полное или частичное распознавании позы человека.
2. Разработка подхода к созданию жестовых языков, основанного на си-
стеме модификаторов. Такой подход позволяет практически бесконеч-
но увеличивать выразительную способность языка, изменяя интерпре-
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тацию траектории точки интереса в зависимости от значения модифи-
катора. Так же такой подход позволяет легко создавать индивидуаль-
ные словари для жестового языка, что даёт возможность оптимизации
интерфейса под конкретную задачу и под конкретного пользователя.
3. Разработка программного комплекса, имеющего модульную архитек-
туру, которая позволяет:
• Использовать различные алгоритмы без изменения основного ко-
да.
• Подключать различные датчики глубины сцены, в том числе и
еще не существующие, и единообразно работать с ними.
• Заменять модули на другие, наиболее подходящие в конкретном
случае.
3 Перспективы
В настоящий момент на базе описанного комплекса разрабатываются ин-
терфейсы для взаимодействия с виртуальными объектами в средах вирту-
альной и расширенной реальности (VR и AR). Такие интерфейсы могут
быть использованы как для непосредственного взаимодействия с элемен-
тами расчётных сеток при визуализации численных экспериментов, так и
для управления летающими и колёсными роботизированными платформа-
ми. В дальнейшем такие интерфейсы, при содействии представителей от-
деления кардиохирургии первой областной клинической больницы (ОКБ)
могут быть внедрены для бесконтактного управления операционным обо-
рудованием и медицинскими роботами.
Возможными направлениями для продолжения исследований по тема-
тике настоящей диссертации могут быть
• Исследования возможности оптимизации, улучшения быстродействия
вычислительных алгоритмов и их распараллеливание;
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• Расширение программного комплекса за счёт создания удобного кон-
структора жестовых слов и фраз;
• Развитие методов, основанных не только на анализе и обработке карт
глубин сцены, но и, например, непосредственном мультикамерном ана-
лизе сцены.
• Разработка и развитие самообучающихся жестовых интерфейсов;
• Применение разработанных методов для других видов естественных
интерфейсов.
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