Computation of parallel lines (envelopes) to parabolas, ellipses, and hyperbolas is of importance in structure engineering and theory of mechanisms. Homogeneous polynomials that implicitly define parallel lines for the given offset to a conic are found by computing Gröbner bases for an elimination ideal of a suitably defined affine variety. Singularity of the lines is discussed and their singular points are explicitly found as functions of the offset and the parameters of the conic. Critical values of the offset are linked to the maximum curvature of each conic. Application to a finite element analysis is shown.
Introduction
The present paper introduces the Reader to a computation of parallel lines (envelopes) to three nondegenerate conics: a parabola, an ellipse, and a hyperbola. In each case, we show how to find a single polynomial g ∈ R[x, y] that implicitly generates a suitable elimination ideal of an affine variety containing the parallel lines for the given offset r and for the given parameters of the conic. This amounts to a computation of a reduced Gröbner basis [4] , [5] , [7] , [15] for the ideal for an appropriately chosen total order. We use Maple [9] and Singular [7] to accomplish computations. We show an application of the results presented here to a finite element analysis. We also make a connection with a design of surface cams in mechanical engineering [11] , [13] .
In each of the next three sections we discuss three cases of parallel lines for the specific values of the offset 0 < r < r crit , r = r crit , and r > r crit for a parabola (Section 2), an ellipse (Section 3), and a hyperbola (Section 4). Then, in each section, we consider a general case of each conic while imposing essentially no condition on the offset except that r > 0. In Section 5 we show one possible application of the results to a finite element analysis of a composite material of elliptical shape. In Appendices A and B we collect some of the more cumbersome expressions while in Appendix C we show in detail how we found the singular points for the parallel lines of the ellipse.
Parallel Lines to a Parabola
In this section we compute parallel lines to a parabola defined by a polynomial f 1 :
where |p| denotes the distance between the focus F = (0, p) and the vertex V = (0, 0). 1 Polynomial f 2 defines a circle of radius (offset) r centered at a point (x 0 , y 0 ) on the parabola f 1 ,
while a polynomial f 3 f 3 = 2xp − 2x 0 p + x 0 y − x 0 y 0 = 0
gives a condition that a point P (x, y) on the circle f 2 lies on a line perpendicular to the parabola f 1 and passing through the point (x 0 , y 0 ) on the parabola. The family of such circles is called the family of curves determined by the polynomial f 1 (see [4] ). There are of course two such points for any given point (x 0 , y 0 ) : one on each side of the parabola. All these points P belong to an affine variety V = V(f 1 , f 2 , f 3 ) -the envelope of the family of circles -and define two parallel lines at the distance r from the parabola. In what follows we will compute a reduced Gröbner basis for V and by eliminating variables x 0 , y 0 we will obtain one polynomial g in variables x and y alone (also p, r in a general case) that defines both parallel lines on each side of the parabola for the given value of the offset r. Thus, in general, we have f 1 , f 2 , f 3 ∈ R[x 0 , y 0 , x, y, p, r]. However, first we illustrate computation for specific values of the parameters p and r, and later we show computation for unspecified parameters.
Parallel lines for specific parameters p and r
The parallel lines constitute a subvariety of the affine variety V = V(I) where I = f 1 , f 2 , f 3 . In order to find the polynomial g for the second elimination ideal I 2 = I ∩ R[x, y], we first find a Gröbner basis G for V for the lexicographic order y 0 > x 0 > x > y that contains sixteen polynomials. 2 Then, we reduce G to a minimal Gröbner basis G m that contains six (or eight, depending on the case) polynomials and, further, to a unique reduced Gröbner basis G r with three (or five, depending on the case) polynomials only. Finally, we eliminate from G r all polynomials that contain variables y 0 and x 0 , and keep the single polynomial g ∈ R[x, y] that gives the parallel lines and generates the second elimination ideal I 2 = g .
We are also interested when the parallel lines form a smooth (non singular) variety V(g) or a C ∞ 1-manifold or a hypersurface defined by g. Since g can be viewed as a C ∞ function R 2 → R and V(g) = {(x, y) ∈ R 2 | g(x, y) = 0}, it is known that V(g) is a smooth manifold at those points p ∈ V(g) where (∇g)(p) = 0. [10, Theorem 2.6] We will find singular points of V(g) by finding points p ∈ V(g) where (∇g)(p) = 0.
Thus, V(g) can be thought of as a union of points where the gradient is zero and those points where the gradient is not zero. Connected components of V(g) where the gradient is not zero form the 1-dimensional manifold of the parallel lines. However, we are also interested in describing a discrete finite set S of singular points where the gradient is zero. For a formal definition of a singular point of an affine variety V(g) see [4, page 136].
Example 1 (r < r crit ) Let p = Thus, the only real point S 1 on V(g) where (∇g)(S 1 ) = 0 is S 1 = (0, We have verified by direct computation that as the value of the offset r increases towards some critical value r crit , the virtual singular point approaches the smooth component of the variety V(g), that is, it approaches the parallel lines Π.
3 As the next example shows, when r = r crit , then the virtual singular point is actually located on the smooth component Π of the variety V(g). 2 Computations have been performed with Groebner package in Maple 8 [9] as well as with a small package written by the Authors [2] , and the results have been confirmed with Singular [7] using [1] . 3 In the next subsection we will derive a formula for the critical value r crit of r for a general parabola. In this case, we have found that the reduced Gröbner basis G r contains five polynomials including
whose gradient is
Thus, like in Example 1, there is only one real point S 1 on V(g) where (∇g)(S 1 ) = 0 : it is S 1 = (0, 2 3 ). However, unlike in the first example, this time point S 1 is not disjoint from the rest of the variety V(g) as it can be seen in Figure 2 . We will refer to this point as a singular point of the variety V(g). The latter can still be thought of as union of {S 1 } and the non-singular smooth subvariety Π where the gradient ∇g does not vanish. We will say that in this case the parallel lines possess one singular point.
Probably the most interesting case occurs when the value of the offset r > r crit as shown in the next example. In this case, the single singular point of the variety V(g) splits into three singular points. 
In this case, we have found that the reduced Gröbner basis G r again contains only three polynomials including
Thus, unlike in the above two examples, this time there are three singular points: In order to find solutions to the vector equation ∇g = 0, we need to solve in fact a resulting system of four polynomial equations in variables x, y, p, r. The system could be simplified by assuming r > 0, yet to efficiently analyze its solutions one can again employ the Gröbner basis approach and find a reduced Gröbner basis for the ideal I S generated by the four equations. Since we want to make sure that the solutions belong to V(g), we add equation g = 0 to our system. Let F be a list consisting of the five polynomial equations, that is, F = [∇g = 0, g = 0] and let I S = ∇g, g . Thus, we find that the affine variety V(I S ) of singular points is generated by a reduced Gröbner basis consisting of eleven homogeneous polynomials s i , i = 1, . . . , 11, in y, x, r, and p with total degrees varying from 5 through 17. The third polynomial s 3 in the basis has the following form:
It appears that since r and p are non-zero, one possible solution to the equation s 3 = 0 is x = 0. Let's then see if the remaining polynomials in F can be solved when x = 0. Upon substituting x = 0 into the list F, one obtains
Since r > 0, one possible solution to (15) is r = y which gives the following system:
This leads to the critical value of r crit = 2p. Of course, this makes sense only when p > 0, that is, in general we have r crit = |2p| = 2|p|. When p < 0, we can still get the same critical value of r when we select r = −y in (15) which leads to
Thus, the critical value of r in this case is r crit = −2p. Combining both cases we get r crit = |2p| = 2|p|.
Another solution of the system (15) can be found by setting y = 4p
(p = 0). This gives the singular point
when p = 0 and r > 0
found in Examples 1, 2 and 3 above. When 0 < r < r crit = 2|p|, then this is the only singular point S 1 as shown in Figure 1 that is not located on the continuous part of V(g) : It is located at the distance r 2 4|p| above the focus (when p > 0) and below the focus (when p < 0) on the symmetry line of the parabola (the y-axis in our case). Then, the parallel line is smooth at the points (0, r) and (0, −r). These points are located on the y axis above and below the vertex of the parabola. As r approaches r crit from the left, then S 1 approaches one of these points: It approaches the point located on the parallel line on the concave side of the parabola (see Figure 1 ). When r = r crit then the singular point S 1 is located on the parallel line on the concave side of the parabola (see Figure 2 ). Now we look for those singular points on V(g) for which x = 0. These points will be present only when r > r crit . Thus, we now proceed to solve the system of five polynomial equations contained in the list F, or, equivalently, the system of eleven polynomial equations s i = 0, i = 1, . . . , 11, in the Gröbner basis for I S under the condition that x = 0. Using approach described in more details in Appendix C for the ellipse, in the case when r > r crit one obtains the following two additional singular points S 2 = α, β γ and S 3 = −α, β γ when p = 0 and r > r crit = 2|p|.
The expressions α, β and γ are as follows: which is, up to the form and sign, the same as polynomial (6) .
(iii) Three singular points: ) we get the two additional singular points S 2 and S 3 displayed in (10) and (11) which is, up to the form and sign, the same as polynomial (8) .
As a final comment, let's notice that for the parabola 4p(y − k) = (x − h) 2 the critical value of the offset
is the reciprocal of κ max , the maximum curvature of the parabola at its vertex, or, equivalently, it equals ρ min , the minimum radius of the osculating circle. 4 Furthermore, the quantity 2|p| is known as the semi-latus rectum and represents the distance from the parabola focus to the parabola measured along a line parallel to the parabola directrix. [14] 3 Parallel Lines to an Ellipse
In this section we compute various parallel lines to an ellipse defined by a polynomial
where we assume that a > b and the center of the ellipse is at the origin. Polynomial f 2 defines a circle of radius (offset) r centered at a point P = (x 0 , y 0 ) on the ellipse,
gives a condition that a point P (x, y) on the circle f 2 lies on a line perpendicular to the ellipse f 1 and passing through the point (x 0 , y 0 ) on the ellipse. All these points P belong to the affine variety V = V(f 1 , f 2 , f 3 ) -the envelope -and, like for the parabola, define two parallel lines at the distance r from the ellipse. We proceed like in Section 2: We will compute a reduced Gröbner basis for V and by eliminating variables x 0 , y 0 we will obtain one polynomial g in variables x and y alone (also a, b, r in a general case) that defines both parallel lines on each side of the ellipse for the given value of the offset r. Thus, in general, we have
However, first we illustrate computations for specific values of the parameters a, b and r, and later we show computation for unspecified parameters.
Parallel lines for specific parameters a, b, r
The parallel lines constitute a subvariety of the affine variety V = V(I) where, like before, I f 1 , f 2 , f 3 .
In order to find the polynomial g for the second elimination ideal I 2 = I ∩ R[x, y], we first find a Gröbner basis G for V for the lexicographic order y 0 > x 0 > x > y and reduce it eventually to a unique reduced basis G r of nine (or eleven, depending on the case) polynomials only. Finally, we eliminate from that basis all polynomials that contain variables y 0 and x 0 , and keep the single polynomial g ∈ R[x, y] that gives the parallel lines and generates the second elimination ideal I 2 = g . We will also proceed to find all singular points p of V(g) where (∇g)(p) = 0. Thus, let's consider three cases when 0 < r < r crit , r = r crit , and r > r crit . In the next section we will consider a general case for arbitrary values of a, b (a > b > 0) and r (r > 0).
Example 4 (r < r crit ) Let a = 3, b = 
We find that the reduced Gröbner basis G r contains nine polynomials including
There are exactly two solutions to the equation (∇g)(p) = 0 on V(g) :
We will refer to these points as virtual singular points for the following reason: 2 ) and
2 ) are different from the singular points. We show all in Figure 4 . We have verified by direct computation that as the value of the offset r increases towards some critical value r crit , the virtual singular points approach the smooth component of the variety V(g), that is, they approach the parallel lines Π.
5 As the next example shows, when r = r crit , then the virtual singular points are actually located on the smooth component Π of the variety V(g). 
We find that the reduced Gröbner basis G r contains eleven polynomials including 
These points are the singular points of the variety V(g) : At every other point of this variety the gradient ∇g does not vanish. We will collect these points as before into a non-singular subvariety Π. The variety Π constitutes the set of two parallel lines that we have been seeking. Note that the foci
2 ) and
2 ) are still different from the singular points. We show all in Figure 5 . As we can see from the last figure, when r = r crit = Probably the most interesting parallel lines we obtain when r > r crit as we show in the next example. There, we will find six singular points as each of the two singular points found in Example 5 splits into three points.
Example 6 (r > r crit ) Let a = 3, b = We find that again the reduced Gröbner basis G r contains nine polynomials including
whose gradient is and r = 4 3
Parallel lines for arbitrary parameters a, b, r
In this section we will find a general polynomial g that will generate the second elimination ideal I 2 = I ∩ R[x, y, a, b, r] where I = f 1 , f 2 , f 3 and the generating polynomials are defined in equations (23), (24), and (25). We will also find a formula for the critical value r crit of r that determines whether V(I 2 ) has two or six singular points, and, we will find general formulas for the coordinates of the said singular points for arbitrary values of the parameters a, b and r.
We begin with a computation of a Gröbner basis for the ideal I for the lexicographic order y 0 > x 0 > x > y > a > b > r.
We found that a reduced Gröbner basis for I consists of fifteen homogeneous polynomials of degrees: 16 (two polynomials), 14 (one polynomial), 12 (one polynomial), 11 (two polynomials), 10 (two polynomials), 9 (one polynomial), 8 (one polynomial), 7 (two polynomials), 5 (one polynomial), 4 (one polynomial), and 2 (one polynomial). These polynomials are displayed in Appendix B. Thus, in this general case we observe that I 2 = g where g = g 1 /(a 2 b 2 ) is the following homogeneous polynomial in R[x, y, a, b, r] of degree twelve 6 :
We want to find now those points on the variety V = V(g) where the gradient ∇g is zero. Thus, V can be thought of as union of points where the gradient is zero and those points where the gradient is not zero. Connected components of V where the gradient is not zero constitute the 1-dimensional manifold. We are interested in a discrete finite set S of points where the gradient is zero. These points will give the singular points of the variety V. We will show next that the critical value of r is r crit = b 2 a . Therefore, we compute the gradient ∇g = ∇g(x, y, a, b, r) =< h 1 , h 2 , h 3 , h 4 , h 5 > where 
are polynomials in R[a, y, a, b, r]. Continuing our approach from Section 2, in order to find solutions to the vector equation ∇g = 0 in V(g), we need to solve a system of six polynomial equations h i = 0, i = 1, . . . , 5, and g = 0 in the variables x, y, a, b, r under the assumption that a > b > r > 0. Let I S = ∇g, g = h 1 , h 2 , h 3 , h 4 , h 5 , g and let F be a list containing the six polynomial equations:
In order to solve system (38), we can either employ the Gröbner basis approach again (see Appendix C) or simply use solve command in Maple. Thus we find that the affine variety V(I S ) consists of the following eight singular points of which six are real and two are complex:
Notice that δ becomes zero in three cases:
1. When r = 0 -this is not possible since we expect r > 0, a . When r = r crit , then under the assumptions that a > b > r > 0, we essentially obtain two real singular points:
while the complex points S 3 and S 4 become:
For the ellipse with a > b, the ratio l = b 2 a is again called a semi-latus rectum. It is the distance between a focus and the ellipse itself measured along a line perpendicular to the major axis. The value of l is also the reciprocal of the maximum curvature κ max of the ellipse, or, it is equal to the radius of the smallest osculating circle. [14] To summarize, the variety V(I S ) contains the following real singular points:
1. Two virtual points S 1 and S 2 shown in (39) when 0 < r < r crit . In particular, when a = 3, b = 3 2 , and r = 1 2 , upon substituting these values into (32) we obtain the parallel lines (26) derived in Example 4. Furthermore, when these values are substituted into (39), then we obtain the two virtual singular points found in the same example. 
Parallel Lines to a Hyperbola
Since a parabola, an ellipse, and a hyperbola belong to the same class of nondegenerate conic
[12]) we expect essentially similar results for a hyperbola. Thus, our approach will be similar to the one for the ellipse from Section 3. In particular, there is only one sign change needed in the polynomials f 1 and f 2 shown in (23) and (25) whereas the polynomial f 2 remains the same. Thus, we have now
where we assume that a > b and the center of the hyperbola is at the origin. Polynomial f 2 defines a circle of radius (offset) r centered at a point P = (x 0 , y 0 ) on the hyperbola,
gives a condition that a point P (x, y) on the circle f 2 lies on a line perpendicular to the hyperbola f 1 and passing through the point (x 0 , y 0 ) on the hyperbola. All these points P belong to the affine variety V = V(f 1 , f 2 , f 3 ) -the hyperbola envelope -and, like for the parabola in Section 2 and the ellipse in Section 3, define two parallel lines at the distance r from the hyperbola. We proceed like in Section 3: We will compute a reduced Gröbner basis for V and by eliminating variables x 0 , y 0 we will obtain one polynomial g in variables x and y alone (also a, b, r in the general case) that defines both parallel lines on each side of the hyperbola for the given value of the offset r. Thus, in general, we have
Parallel lines for specific parameters a, b, r
The parallel lines constitute a subvariety of the affine variety V = V(I) where, like before, I f 1 , f 2 , f 3 . In order to find the polynomial g for the second elimination ideal I 2 = I ∩R[x, y], we first find a Gröbner basis G for V for the lexicographic order y 0 > x 0 > x > y and reduce it eventually to a unique reduced basis G r of nine (or eleven, depending on the case) polynomials. Finally, we eliminate from that basis all polynomials that contain variables y 0 and x 0 , and keep the single polynomial g ∈ R[x, y] that gives the parallel lines and generates the second elimination ideal I 2 = g . We will also proceed to find all singular points of V(g) where (∇g)(p) = 0. Thus, let's consider three cases when 0 < r < r crit , r = r crit , and r > r crit . In the following section we will consider a general case for arbitrary values of a, b (a > b > 0) and r (r > 0). 
There are exactly two solutions to the equation (∇g)(p) = 0 on V(g) : We have verified by direct computation that as the value of the offset r increases towards some critical value r crit , the virtual singular points approach the smooth component of the variety V(g), that is, they approach the parallel lines Π.
We will refer to these points as virtual singular points for the following reason: V(g) is a disjoint union of {S 1 , S 2 } and a non-singular smooth subvariety Π where the gradient ∇g does not vanish. The subvariety Π constitutes the set of two parallel lines that we have been seeking. Note that the foci
7 As the next example shows, when r = r crit , then the virtual singular points are actually located on the smooth component Π of the variety V(g).
Example 8 (r = r crit ) Let a = (55) 7 In the next subsection we will derive a formula for the critical value r crit of r for a general hyperbola. 2 ) and
2 ) are still different from the singular points. We show all in Figure 8 .
As we can see from the last figure, when r = r crit = 2 3 for the given values of a and b, the singular points are located on the continuous component of Π.
Probably the most interesting parallel lines we again obtain when r > r crit as we show in the next example. There, we will find six singular points as each of the two singular points found in Example 8 splits into three points.
Example 9 (r > r crit ) Let a = We find that the reduced Gröbner basis G r again contains nine polynomials including 78 .
We display these six points in Figure 9 . 
Parallel lines for arbitrary parameters a, b, r
In this section we will find a general polynomial g that will generate the second elimination ideal I 2 = I ∩ R[x, y, a, b, r] where I = f 1 , f 2 , f 3 and the generating polynomials are defined in equations (49), (50), and (51). We will also find a formula for the critical value r crit of r that determines whether V(I 2 ) has two or six singular points, and, we will find general formulas for the coordinates of the said singular points for arbitrary values of the parameters a, b and r.
We begin with a computation of a Gröbner basis for the ideal I for the lexicographical order y 0 > x 0 > x > y > a > b > r.
We found that a reduced Gröbner basis for I consists of fifteen homogeneous polynomials of degrees: 16 (two polynomials), 14 (one polynomial), 12 (one polynomial), 11 (two polynomials), 10 (two polynomials), 9 (one polynomial), 8 (one polynomial), 7 (two polynomials), 5 (one polynomial), 4 (one polynomial), and 2 (one polynomial). We will not display these polynomials as they are similar to the polynomials for the ellipse shown in Appendix B. Thus, in this general case we observe that I 2 = g where g = g 1 /(a 2 b 2 ) is the following homogeneous polynomial in R[x, y, a, b, r] of degree twelve:
We want to find now those points on the variety V = V(g) where the gradient ∇g is zero. Thus, V can be thought of as union of points where the gradient is zero and those points where the gradient is not zero. Connected components of V where the gradient is not zero constitute the 1-dimensional manifold. We are interested in a discrete finite set S of points where the gradient is zero. These points will give the singular points of the variety V. We will show next that the critical value of r is r crit = b 2 a . Therefore, we compute
(60)
(61) (62) 
Continuing our approach from Section 3, in order to find the solutions to the vector equation ∇g = 0, we need to solve a system of six polynomial equations h i = 0, i = 1, . . . , 5 and g = 0 in the variables x, y, a, b, r under the assumption that a > b > r > 0. Let I S = ∇g, g = h 1 , h 2 , h 3 , h 4 , h 5 , g and let F be a list containing the six polynomial equations:
In order to solve system (64), we can again either employ the Gröbner basis approach similar to the one shown in Appendix C in case of the ellipse, or simply use solve command in Maple. Thus we find that the affine variety V(I S ) consists of the following eight singular points of which six are real and two are complex:
where
For a hyperbola with a > b, the ratio l = b 2 a is called a semi-latus rectum. It is the distance between a focus and the hyperbola itself measured along a line perpendicular to the major axis. The value of l is also the reciprocal of the maximum curvature κ max of the hyperbola, or, it is equal to the radius of the smallest osculating circle. [14] To summarize, the variety V(I S ) contains the following real singular points:
1. Two virtual points S 1 and S 2 shown in (65) when 0 < r < r crit . In particular, when a = 1, b = 1, and r = 1 2 , upon substituting these values into (58) we obtain the parallel lines (52) derived in Example 7. Furthermore, when these values are substituted into (65), then we obtain the two virtual singular points S 1 and S 2 found in the same example. The remaining six singular points are complex.
2. Two points S 1 and S 2 shown in (65) when r = r crit . In particular, we can recover results of Example 8 when we substitute values a = (58) and the singular points (73). To be precise, three of the singular points give S 1 , another three give S 2 whereas the remaining two gave two distinct complex points.
3. Six points S 1 , S 2 , S 5 , S 6 , S 7 , S 8 shown in (65), (67), (68), (69), and (70) when r > r crit . In particular we can recover in the same manner six points and the equation for the parallel lines found in Example 9 when we set a = . These six singular points are displayed in Figure 9 . The remaining two points are complex and distinct.
Applications and Conclusions
There are several immediate applications for the results obtained in the previous sections as well as for the general method of solving systems of polynomial and rational equations using the Gröbner basis technique. In particular, we refer to the explicit form of the polynomial g that defines the parallel lines to the conics given in (12), (32), and (58). While finding g amounts to computing the reduced Gröbner bases for the appropriate ideals and then applying the elimination theory -both being standard techniques of algebraic geometry [4] , [5] , [6] , [8] , [12] -these techniques are not used and probably not even known in the area of engineering applications where numeric, CAD generated curves, dominate. However, it does not mean that the fact that the critical value r crit of r equals the reciprocal of the maximum curvature of the curve -as derived above for the non-generate conics -is not known in engineering: In fact, this fact is very well known in the theory of mechanisms when designing cams with reciprocating roller follower [11, Chapter 8] , [13, Section 5.10] .
In the theory of machines, the "inner" parallel line (on the concave side of the curve) is referred to as the cam profile, while the path followed by a center of a roller -in our case it was always given above as the polynomial f 1 -is referred to as the pitch curve [11] , [13] . The pitch curve is usually a smooth curve defined piece-wise by the pre-determined motion of the follower that could be harmonic, or determined by a polynomial of degree eight (the so called displacement function). This results in more complicated -than in our examples above -cam contours that may have portions which are concave, convex or flat [11, page 404] . The problem of the inner curve being "non smooth", or, in our language, having singularity points on the smooth portion of the variety V(g), is referred to as undercutting -when the radius r of the roller follower is greater than r crit . When r = r crit , that is when the radius of the roller follower equals the minimum positive (convex) radius of the pitch curve, a cutter cutting out the cam will create a cusp point on the cam surface. In this latter case, while the cam contour is a continuous curve, it is not smooth at one or more points that results in a cam not running well at high speeds. In the first case when r > r crit , the cutter cutting the cam out (...) undercuts or removes material needed for cam contours in different locations and also creates a sharp point or cusp on the cam surface. This cam no longer has the same displacement function you so carefully designed [11, page 404] . Such cams are not acceptable as the radius of the roller follower is too large. As a rule of thumb, the absolute value of the minimum radius of curvature of the cam pitch curve is preferably at least 2 or 3 time as large as the radius of the roller follower r. These situations that correspond to our cases discussed in examples 2 and 3 for the parabola, 5 and 6 for the ellipse, and 8 and 9 for the hyperbola, are depicted very well in [11, and in [13, Figure 5 -29].
What differs in the approaches to the problem of parallel lines presented above and designing cam profiles is that (i) in the former approach we obtain explicit formulas for the parallel lines given by the polynomial g rather than obtain a numeric representation for it using some CAD software, (ii) in reality, cam profiles are more complicated as they are not determined by a single curve but are determined piecewise and, preferably, smooth-wise. Our approach allows for an analytic, hence exact, representation of the parallel lines, and it therefore affords an exact differential calculus to be applied to g. There is no reason why in principle this approach could not be extended to piece-wise defined pitch curves. In particular, it allows for the exact computation of the coordinates of the singular points.
In the following, we briefly show one application of the result presented in Example 4. Finally, we remark that these methods extend to non conics such as a Bézier cubic [3] .
Parallel lines to an ellipse in the finite element method
Let us consider an ellipse determined by a polynomial f 1 : For each of the chosen values of r, we can now compute the corresponding polynomial g by substituting values of a, b, r into (32). Thus, we get: when r = 0.6.
Thus, so far we have rows in a mesh matrix. In order to create columns, we select some y values that determine the y-coordinates of points on the ellipse through which we draw perpendicular lines to the ellipse. The intersections of these lines with the ellipse itself as well as with the parallel lines are the mesh nodes. The number of these y-values gives the number of mesh columns minus 1. The last column is obtained by including intersection points between g 1 , g 2 , g 3 , and f 1 with the y-axis. For the sake of this example, we select these values: y = 3.75, 3, 2, 1, 0, −1, −2, −3, −3.75 (the y-values must satisfy −a < y < a). We display the ellipse, the parallel lines, and the nodes in Figure 10 . It is easy now to produce a 7 × 20 mesh matrix with 140 nodes and to create a list of 120 4-node elements and a list of 30 9-node elements. Once the elements have been created in Maple, output has been sent to a finite element software for analysis of natural frequencies. It has been found, that there is a significant sensitivity in the higher mode of natural frequencies. For instance, when the mesh generated by exact parallel lines has been used, the higher mode of natural frequencies are much higher than the ones obtained from a mesh generated based on approximately parallel lines -several confocal ellipses. using lex order with y 0 > x 0 > x > y > a > b > r, a reduced Gröbner basis for I is given by the following fifteen polynomials: 9 > g1:=factor(reducedG [1] ); 9 We display these polynomials in a form returned by Maple. All polynomials except g 13 and g 14 can be further simplified by dividing them by a 2 , b 2 under the assumption that a, b = 0.
It can be easily verified that setting y = −r − a or y = r + a in (80) does not yield any critical values for r, as the system becomes, respectively, 
Another possibility for solving the system is to set
Thus,
provide two solutions to the system without any condition on r except that r > 0. These are the two virtual singular points found earlier that are always present for a > b > r > 0. Observe also that the critical value of r satisfies r crit = b 
which is the special case of the above singular points discussed above. Finally, we have special cases that we are not interested in but we mention them for completeness. They result when we set y = 0 in the list F (in addition to x = 0. The first case is when a = b, that is, when the ellipse is a circle. The second case is when r = b or r = a.
Thus, to summarize, we have these two cases of singular points when x = 0 :
1. and r is arbitrary as long as b > r > 0. This yields singular points that are always present.
