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Abstract
In this paper we study a system of N coupled quantum oscillators interacting
with each other directly with varying coupling strengths and indirectly through
linear couplings to a scalar massless quantum field as its environment. The
influence of the quantum field on the system is calculated with the use of the
influence functional formalism. We take the direct route of seeking solutions to
the evolutionary operator of the reduced density matrix for the derivation of the
correlation functions. They are then used to construct the covariance matrix
which we use to perform an analysis of the structure of quantum entanglement
in the open system at a stationary state. To see the physical features more
explicitly we specialize to a system of three quantum coupled oscillators placed
at the vertices of a equilateral triangle and allowed to have disparate pairwise
couplings. We analyze the entanglement between one oscillator and the other
two with equal (symmetric) and unequal (asymmetric) coupling strengths. As
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an illustration we use the results for these two different configurations to address
two representative issues in macroscopic quantum phenomena. We also mention
possible extensions of our work and applications of our analysis and results
to issues in some current areas of research in quantum thermodynamics and
mesoscopic quantum systems.
Keywords: Quantum entanglement, Open quantum systems, Macroscopic
quantum phenomena, Influence functional formalism, Quantum field theory,
Quantum Brownian motion, Non-Markovian dynamics
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1. Introduction
In our first paper on this subject matter [1] we studied a model of N quan-
tum oscillators (QO) located at different fixed positions in space, which do not
interact with each other directly but only through weak couplings to a common
scalar massless quantum field. After coarse-graining the quantum field we de-
rived the late-time covariance matrix of the open system of the N oscillators
with field-induced coupling and analyzed the structure of their quantum entan-
glement behavior for the case of N = 3. We show that in the weak coupling
limit the correlations adopt a simple pairwise structure, in that the correlation
between any two QO is ignorant of the presence of the other QO. The effects
of field-induced interaction on quantum entanglement between two harmonic
oscillators have been studied earlier in [2]. One interesting new feature shown
there is the distance dependence of quantum entanglement, since the coupling
is mediated by a quantum field whose influence varies with time and space.
The way how one oscillator’s presence alters the entanglement of the other two
was used in [1] to capture a novel notion called ‘entanglement domain’. In this
paper we study the entanglement structure of the N quantum oscillator sys-
tem but in addition to each oscillator’s weak coupling with a common quantum
scalar field we allow also direct pairwise couplings with varying strength. The
salient features based on detailed studies of the N = 3 case turn out to be quite
different from the case of N oscillators with only field-induced coupling. The
first entanglement feature, namely, that the correlation between any two QO
are ignorant of the presence of the other QO, is no longer true. The second
feature, namely, distance dependence of entanglement due to each oscillator’s
coupling to a quantum field, is now no longer prominent, being overwhelmed by
the direct couplings. We see that each case studied in these two papers captures
one aspect of the overall behavior of the system of NOS (with N = 3 studied
in detail here): While the first case may depict neutral atoms the latter case
depicts ions (in an open quantum field rather than in a cavity or in a trap). The
idealized model-study here, though not a replica of actual experimental setups,
3
can nonetheless provide us with a clear theoretical understanding and quanti-
tative description of the entanglement structure of such commonly encountered
continuous-variable quantum systems.
Quantifying the entanglement structure of a many-body quantum system
can facilitate investigations into related issues in several current research ar-
eas. For example, the results reported in this paper for a system of N coupled
oscillators with direct yet disparate couplings can help shed light on issues in
Macroscopic quantum phenomena (MQP) (See, e.g., [3, 4, 5, 6] and references
therein). Entanglement being an exclusively quantum feature [7], it is natural
to ask how to use entanglement as a signifier or marker of the existence of, or
further, a quantitative measure of, the quantum features and behaviors in a
macroscopic quantum system. On this issue it is important to recognize that
(see, e.g., [8]) there exist many levels of structure in a composite body and only
by judicious choice of an appropriate set of collective variables can one give a
good description of the dynamics of a specific level of structure. These are often
characterized by strong coupling between fine-grained elements or constituents
in one particular level of structure (e.g. the level of quarks / gluons or the level
of nucleons) and weaker coupling between the elements in a coarser-grained
level of structure (e.g., atoms or molecules). Capturing the quantum features
of a macroscopic object is greatly facilitated by the existence and functioning
of these collective variables depicting a specific level of structure. Under what
conditions can one capture the quantum dynamics of an N oscillator system by
its center of mass (CoM), the so-called “CoM Axiom”, was investigated earlier
by Chou et al [9] who derived a sufficient condition for this to hold.
A recent essay [10] (see also cited work therein e.g., [11]) showed the marked
difference between entanglement within one specific level of structure and en-
tanglement between different levels of structure, and identified which types
would scale with N . These two aspects, namely, the role of the CoM in a
many-body system and how the level-of-structure enter in the manifestation
of macroscopic quantum phenomena, can be examined by using the entangle-
ment structure results obtained here for a three-oscillator system with disparate
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coupling strengths.
The paper is organized as follows: In the next section we derive a set of
Langevin equations for N coupled quantum oscillators interacting with a quan-
tum scalar field based on the influence functional formalism approach. This
method first introduced by Feynman and Vernon [12] for the study of quan-
tum Brownian motion has been applied to the derivation of Markovian and
non-Markovian master equations for oscillator baths [13, 14] and for a quantum
field environment [15, 16, 17]. (For an alternative treatment of a N oscilla-
tor system, see [18] and references therein.) Here we take the direct route of
seeking solutions to the evolutionary operator of the reduced density matrix
given formally by Grabert et al [19] for the derivation of correlation functions.
(For an alternative derivation of the non-Markovian master equation and find-
ing their solutions, see [20, 21] and references therein.) In Sec. 3 these are
used to construct the covariance matrix of this system which is at the heart of
our analysis of quantum entanglement. In Sec. 4 we specialize to N = 3 with
disparate coupling and analyze the symmetric and asymmetric configurations
described above. In Sec. 5 we summarize our results and briefly describe their
implications for some key issues in MQP and applications in other areas. The
Appendix contains more details about symmetric Gaussian systems.
2. A system of N interacting detectors
We consider a system of N interacting (i = 1, .., N) detectors where each
detector’s internal degree of freedom χ(i)(t) is described by a one-dimensional
harmonic oscillator. These detectors are allowed to have direct coupling via their
internal degrees of freedom, and the coupling is assumed to be at most quadratic
in the internal degrees of freedom. In addition, each oscillator is coupled to one
and the same massless scalar field φ(x, t) which acts as an environment to the
N oscillator system. As such there will be indirect interactions between the
oscillators mediated by the shared bath. The entanglement features of such a
system with only field-induced interaction was studied in our first paper [1].
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For later purpose when we will consider a system of N moving detectors
(such as that studied before in [16]) we can allow the detectors to be in motion
with the trajectory of the ith detector specified by z(i)(t) [22]. We assume that
all the oscillators have the same mass m, the same bare frequency ω0, and are
acted upon by a harmonic potential of the same form V (χ(i)) = mω20χ
(i)2/2.
The Lagrangian for the afore-specified system is given by
S[χ, φ] =
∫ t
ds
N∑
i=1
[m
2
χ˙(i)2(s)− V (χ(i))−
N∑
j>i
Vij(χ)
]
+
∫ t
ds
∫
d3x
N∑
i=1
j(i)(x, s)φ(x, s)
+
1
2
∫ t
ds
∫
d3x
[
∂µφ(x, s)
][
∂µφ(x, s)
]
, (2.1)
where j(i)(x, s) = gi χ
(i)(s) δ(3)(x − z(i)(s) ) describes the source that accounts
for the interaction between the internal degree of freedom χ(i) of the ith detector
and the environmental scalar field φ with coupling strength gi which we will
assume to be weak. The direct coupling between the detectors are given by the
interaction potential Vij of the form
Vij(χ) =
mσij
2
[
χ(i)(s)− χ(j)(s)
]2
, σij = σji , (2.2)
with the coupling strength σij which is positive and can be strong. The partial
derivative ∂µ in the action of the free scalar field represents ∂µ = (∂t,∇) and we
choose the Minkowski metric ηµν with the convention ηµν = diag(+,−,−,−).
Since we are primarily interested in the dynamics of the internal degrees of
freedom χ(i) of the detectors, obtaining the evolution of their reduced density
matrix of %χ constructed by integrating over the scalar field environment will
serve our purpose. This enables us to find the corresponding time evolution of
the expectation value of an operator O associated with the detector’s internal
degrees of freedom by
〈O〉 = Trχ
{
%χO
}
, (2.3)
where Trχ means taking the trace over a complete set of χ states. For simplicity
we use χ to represent the collection of the variables {χ(i)}. The time evolution
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of the reduced density operator, on the other hand, is given by
%χ(t) = Trφ
{
U(t, ta)%(ta)U
−1(t, ta)
}
. (2.4)
Here %(ta) is the full density operator at the initial time ta, which describes the
initial states of the combined systems χ and φ, and U(t, ta) is the unitary time
evolution operator for the complete system governed by the action (2.1). The
trace operator Trφ acts on the degrees of freedom of the background scalar field.
Thus the reduced density operator %χ alone has offered us sufficient informa-
tion about the time evolution of the reduced system under the influence of the
background scalar field.
Here we assume at the initial time ta, the state of the total system can be
factorized into a direct product of the initial state %χ of χ and the counterpart
%β of the scalar field φ,
%(ta) = %χ(ta)⊗ %β , (2.5)
each of which explicitly takes the form
%χ(χ
(i)
a , χ
′(i)
a ; ta) =
(
1
piς2
)1/2
exp
[
− 1
2ς2
(
χ(i)2a + χ
′(i)2
a
)]
, (2.6)
%β(φa, φ
′
a; ta) = 〈φa|e−β Hφ[φ]|φ′a〉 . (2.7)
The parameter ς is the width of the wavepacket associated with χ(i), andHφ[φ] is
the free scalar field Hamiltonian. The variables χa, χb represent χ(ta) and χ(tb)
respectively. We will use this shorthand notation for other variables. The initial
state (2.5) describes the system (with variables χ(i)) prepared as wavepackets
of equal width ς and the environment as that of a thermal scalar field at tem-
perature β−1. At ta the NOS is brought in contact with the field environment.
The evolution of the combined system + environment will be governed by the
unitary evolution operator U(tb, ta) till the final time tb according to (2.4). Al-
though the initial state (2.5) is na¨ıvely simplified and a more sophisticated and
physically realistic state has been proposed by [19, 21, 23], it is amply suffi-
cient to describe to the late-time dynamics of the reduced system. The possible
artifact induced by a factorized initial state is significant only within a very
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short time from ta determined by the highest frequency cutoff in the combined
system [14].
With these provisions the final reduced density matrix for the internal de-
grees of the detectors can be calculated exactly with the help of the influence
functional formalism [12, 19]. Once we express (2.4) in terms of path integrals,
we have
%χ
(
χb, χ
′
b; tb
)
=
∫ ∞
−∞
dχa
∫ ∞
−∞
dχ′a
∫ χb
χa
Dχ+
∫ χ′b
χ′a
Dχ−
∫ ∞
−∞
dφb
∫ φb
φa
Dφ+
∫ φb
φ′a
Dφ−
∫ ∞
−∞
dφa
∫ ∞
−∞
dφ′a
× %(χa, φa;χ′a, φ′a; ta) exp{i S[χ+, φ+]− i S[χ−, φ−]} , (2.8)
which has a Gaussian integrand. After carrying out the multiple integrals, we
arrive at
%χ
(
rb, qb; tb
)
=
∫ ∞
−∞
dradqa J
(
rb, qb, tb; ra, qa, ta
)
%χ
(
ra, qa; ta
)
, (2.9)
with q(t) = χ+(t) − χ−(t) and r(t) =
[
χ+(t) + χ−(t)
]
/2. The evolutionary
operator J essentially describes how the reduced density operator %χ of the
detectors evolves with time. It is given by
J
(
rb, qb, tb; ra, qa, ta
)
= N(tb, ta) exp
{
i SCG
[
χ+, χ−
]}
, (2.10)
where the coarse-grained effective action SCG is defined by
SCG[χ+, χ−] = Sχ
[
χ+
]− Sχ[χ−]− i lnF[χ+, χ−] , (2.11)
with the action of χ given by
Sχ[χ] =
∫ t
ds
N∑
i=1
[m
2
χ˙(i)2(s)− V (χ(i))−
N∑
j>i
Vij(χ)
]
, (2.12)
and the influence functional F given by
F [χ+, χ−] (2.13)
= exp
i∫ tb
ta
ds
∫ tb
ta
ds′
∑
i, j
gigj
{
q(i)(s)GijR(s, s
′)r(j)(s′) +
i
2
q(i)(s)GijH(s, s
′)q(j)(s′)
} .
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We use an overbar above the action or the influence functional to connote that
they are evaluated along the classical trajectory of χ+, χ−. The normalization
constant N(tb, ta) in (2.10) will be determined by the completeness relation.
2.1. Influence functional
The influence functional F merits some discussion. It essentially summarize
the effects of the environment scalar field on the internal degrees of freedom
χ after we trace out the scalar field in (2.8). It contains two kernel functions
GR(s, s
′) and GH(s, s′), which are respectively the dissipation kernel and the
fluctuation kernel [17, 24],
GijR(s, s
′) = i θ(s− s′) Trφ
([
φ(z(i)(s), s), φ(z(j)(s′), s′)
]
× %β
)
, (2.14)
GijH(s, s
′) =
1
2
Trφ
({
φ(z(i)(s), s), φ(z(j)(s′), s′)
}
× %β
)
, (2.15)
where Trφ is the trace taken over the field variables. While the noise kernel rep-
resents the coarse-grained effect of the environment as stochastic source(s) and
the dissipation kernel captures the backreaction effect of the coarse-grained en-
vironment on the detectors’ dynamics. Ostensibly not to be arbitrarily assigned
by hand they are bound by a set of fluctuation-dissipation relations which should
be well-known and in the general case also a set of propagation-correlation re-
lation which are lesser known [16]. Furthermore, they mediate the response of
one detector to the others both by direct couplings amongst the detector and
even in the case when there is no direct coupling since the trajectory of each
detector affects the field which in turn affects the other detectors. Therefore
for such a N -detector system, the dynamics of a NOS is highly non-Markovian.
Note incidentally they should not be mistaken to be tensorial quantities, the
superscripts ij are merely labels for the action of the jth detector on the ith
detector.
It proves more convenient later if we cast the evolutionary operator J in
(2.10) in the matrix notation and write it explicitly in terms of the initial
and the final values of q(i), r(i). Let us denote the column matrix χ by χ =
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(χ(1), χ(2), . . . , χ(N))T and the coupling matrix g as g = diag(g1 g2 · · · gN ). The
action Sχ then assumes a compact form
Sχ
[
χ
]
=
∫ tb
ta
ds
[m
2
χ˙T · χ˙ − m
2
χT ·Ω2 ·χ
]
, (2.16)
where T in the superscript means the transpose of a matrix. The N × N
interaction matrix Ω2, given by
Ω2 =

ω20 +
N∑
k=1
′σ1k −σ12 −σ13 · · · −σ1N
−σ21 ω20 +
N∑
k=1
′σ2k −σ23 · · · −σ2N
−σ31 −σ32 . . . · · · −σ3N
...
...
...
. . .
...
−σN1 −σN2 −σN3 · · · ω20 +
N∑
k=1
′σNk

, (2.17)
essentially indicates the strength of direct coupling between the internal degrees
of freedom of the different detectors. The prime next to the summation, for
example,
N∑
k=1
′σjk
means that the summation index k runs from 1 to N except for k = j.
If we vary the effective action SCG (2.11) with respect to q or r, it produces
two sets of equations of motion for the time evolution of r, q, respectively. In
particular, the equation of motion for the real part of r is of special importance
m r¨R(s) +mΩ
2 · rR(s)−
∫ s
0
ds′ GR(s, s′) · rR(s′) = 0 , (2.18)
where for simplicity we have let the initial time ta = 0 and the final time
tb = t. This equation is highly coupled due to both off-diagonal elements of the
interaction matrix Ω2 and the non-local integral expression in the equation of
motion. In general even if a suitable basis is found to diagonalize the interaction
matrix, its non-Markovian nature still render this equation very much tangled.
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Later in Sec. 4 we will focus on a special case when the equation of motion
(2.18) can be totally decoupled.
In general the solution to this equation can formally be expressed in terms
of the fundamental solutions D1, D2, which satisfy the same equation of motion
(2.18) and the conditions
D1(0) = IN , D˙1(0) = 0 ,
D2(0) = 0 , D˙2(0) = IN .
The matrix IN is an N × N identity matrix. We immediately see from (2.18)
that these fundamental solutions contain information of dissipation effects due
to the backreaction of the environment. The fundamental solutions to rR can
also be used to construct the solutions of q, so the general solutions of rR and
q are both given by
rR(s) =
[
D1(s)−D2(s) ·D−12 (t) ·D1(t)
]
· ra +D2(s) ·D−12 (t) · rb , (2.19)
q(s) =
[
D1(t− s)−D2(t− s) ·D−12 (t) ·D1(t)
]
· qb +D2(t− s) ·D−12 (t) · qa ,
(2.20)
respectively. Hereafter we will suppress the subscript R in rR to simplify no-
tations. Note that the velocities r˙a, r˙b at the initial and the final moment can
also be given in terms of the fundamental solutions and ra, rb.
With these results ready at hand, the evolutionary operator becomes
J(qb, rb, tb = t;qa, ra, ta = 0) (2.21)
= exp
{
imqTb · r˙b − imqTa · r˙a −
1
2
[
qTa ·A · qa + qTb ·B · qb + qTa ·C · qb + qTb ·CT · qa
]}
.
The matrices A, B and C are defined by
A(t) =
∫ t
0
ds
∫ t
0
ds′ µT (s) · g ·GH(s, s′) · g ·µ(s′) , (2.22)
B(t) =
∫ t
0
ds
∫ t
0
ds′ νT (s) · g ·GH(s, s′) · g · ν(s′) , (2.23)
C(t) =
∫ t
0
ds
∫ t
0
ds′ µT (s) · g ·GH(s, s′) · g · ν(s′) . (2.24)
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They highlight the backreaction effects due to the fluctuations of the scalar
field environment, in contrast with the information about the dissipation back-
reaction effects wrapped up in the fundamental solutions Di. The matrix GH
is composed of elements (2.15). The two matrix functions µ(s), ν(s) are con-
structed by
µ(s) = D2(t− s) ·D−12 (t) ,
ν(s) = D1(t− s)−D2(t− s) ·D−12 (t) ·D1(t) ,
where D1,2 are the fundamental solutions introduced in (2.18).
By (2.9), and the explicit expression of the evolutionary operator J , we
can obtain the reduced density matrix for χ at the final time, from which we
are able to compute the expectation values of the operators associated with
χ at that moment according to (2.3). This enables us to investigate the non-
equilibrium dynamics of the reduced system χ under the influence of the scalar
field environment.
2.2. Correlation functions
For the stated purpose of this work the evolution of the correlations between
components of χb and their conjugate momenta pb are of special interest. We
summarize the results here,
〈χ(l)b χ(m)b 〉 =
∫
drbdqb
∫
dradqa δ
(N)(qb)
[
r
(l)
b +
1
2
q
(l)
b
][
r
(m)
b +
1
2
q
(m)
b
]
× J(rb,qb, t; ra,qa, 0) %χ(ra,qa)
=
1
m2
[
D2(t) ·A(t) ·D2(t)
]
lm
+
{
ς2
2
[
D21(t)
]
lm
+
1
2m2ς2
[
D22(t)
]
lm
}
,
(2.25)
〈p(l)b p(m)b 〉 = −
∫
drbdqb
∫
dradqa δ
(N)(qb)
[1
2
∂
∂r
(l)
b
+
∂
∂q
(l)
b
][1
2
∂
∂r
(m)
b
+
∂
∂q
(m)
b
]
× J(rb,qb, t; ra,qa, 0) %χ(ra,qa; 0)
=
[
D˙2(t) ·A · D˙2(t)
]
lm
+Blm +
[
D˙2(t) ·C
]
lm
+
[
CT · D˙T2 (t)
]
lm
+
{
m2ς2
2
[
D˙1(t)D˙
T
1 (t)
]
lm +
1
2ς2
[
D˙2(t)D˙
T
2 (t)
]
lm
}
,
(2.26)
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〈χ(l)b p(m)b 〉 = −i
∫
drbdqb
∫
dradqa δ
(N)(qb)
[
r
(l)
b +
1
2
q
(l)
b
][1
2
∂
∂r
(m)
b
+
∂
∂q
(m)
b
]
× J(rb,qb, t; ra,qa, 0) %χ(ra,qa)
=
i
2
δlm +
1
m
[
D2(t) ·A · D˙2(t)
]
lm
+
1
m
[
D2(t) ·C
]
lm
+
{
mς2
2
[
D1(t) · D˙1(t)
]
lm
+
1
2mς2
[
D2(t) · D˙2(t)
]
lm
}
,
(2.27)
〈p(m)b χ(l)b 〉 = −i δlm + 〈χ(l)b p(m)b 〉 . (2.28)
In addition we have 〈χ(l)b 〉 = 0 and 〈p(l)b 〉 = 0 due to the initial density matrix
%χ(ta) we choose. Note that the commutation relation is preserved. Further-
more, each correlation in (2.25) to (2.28) can be decomposed into two subgroups.
The first group, which depends on ς in this case, is called the intrinsic or ac-
tive component. Basically it is caused by the intrinsic quantum fluctuations
associated with the internal degrees of freedom; thus it depends on their wave-
functions. On the other hand, the second group, called the induced or passive
component, is induced from the quantum fluctuations of the environment scalar
field, thus independent of the wavefunctions of the internal degrees of freedom.
In general, the active components gradually decay to zero with time due to the
dissipation caused by the environment. On the other hand, the passive compo-
nents increases from zero owing to the quantum fluctuations of the environment.
Usually it will grow without bound if we carelessly ignore the contribution of
the dissipation backreaction [25]. The fluctuation-dissipation relation ensures
the energy balance between these two processes such that the induced or passive
components will approach a saturated value and remains bounded.
At late time t → ∞, when the active components vanish, the correlation
functions are completely determined by the induced components,
〈χ(l)b χ(m)b 〉 =
g2
m2
∫ ∞
−∞
dω
2pi
[
D˜2(ω) · G˜H(ω) · D˜2(−ω)
]
lm
, (2.29)
and
〈p(l)b p(m)b 〉 = g2
∫ ∞
−∞
dω
2pi
ω2
[
D˜2(ω) · G˜H(ω) · D˜2(−ω)
]
lm
, (2.30)
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12
〈 {χ(l)b ,p(m)b }〉 =
i
m
∫ ∞
−∞
dω
2pi
ω
[
D˜2(ω) · G˜H(ω) · D˜2(−ω)
]
lm
= 0 , (2.31)
where we have chosen gi = g and defined a new kernel function D2(s) =
θ(s)D2(s), and its Fourier transform D˜2(ω) is given by
D˜2(ω) =
[
−ω2 I+ Ω2 − g
2
m
G˜R(ω)
]−1
, (2.32)
if we define the Fourier transformation f˜(ω) of a given function f(t) by
f˜(ω) =
∫ ∞
−∞
dτ ei ωτ f(τ) . (2.33)
It can be further shown that the integrand of (2.29) becomes
D˜2(ω) · G˜H(ω) · D˜
∗
2(ω) =
m
g2
coth
βω
2
ImD˜2(ω) , (2.34)
and the correlation functions in (2.29)–(2.30) reduce to
〈χ(l)b χ(m)b 〉 =
1
m
Im
∫ ∞
−∞
dω
2pi
coth
βω
2
[
D˜2(ω)
]
lm
, (2.35)
〈p(l)b p(m)b 〉 = m Im
∫ ∞
−∞
dω
2pi
ω2 coth
βω
2
[
D˜2(ω)
]
lm
. (2.36)
Once we know the correlations between the detectors, we may construct the
covariance matrix out of them. Eqs. (2.25)–(2.28) constitutes the elements of the
covariance matrix, which plays a central role in determining the entanglement
of the corresponding system.
2.3. Fluctuation-dissipation
Since the Green’s functions, in particular, the retarded Green’s function GR
and the Hadamard function GH play a key role in determining the backreactions
of the scalar field environment and the dynamics of the reduced system, it is
worthy to expound their properties. We observe that for the thermal states of
the massless scalar field, the retarded Green’s function is given by
GR(x, t;x
′, t′) = i θ(t− t′) Trφ
([
φ(x, t), φ(x′, t′)
]× %β)
= i θ(t− t′)
∫
d3k
(2pi)3
1
2ω
[
eik·(x−x
′)−iω(t−t′) − e−ik·(x−x′)+iω(t−t′)
]
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= θ(τ)
1
4piR
[
δ(τ −R)− δ(τ +R)
]
=
1
2pi
θ(τ) δ(τ2 −R2) ,
(2.37)
with τ = t− t and R = x− x′. It is independent of the temperature β−1 of the
environment. In the limit R→ 0, we see that
lim
R→0
1
2R
[
δ(τ +R)− δ(τ −R)
]
= δ′(τ) ,
so, in this case, the retarded Green’s function reduces to
lim
x′→x
GR(x, t;x
′, t′) = − 1
2pi
θ(τ) δ′(τ) . (2.38)
The Fourier transform of GR(x, t;x
′, t′) can be derived from (2.33) as
G˜R(ω) =
∫ ∞
−∞
dτ eiωτGR(x, t;x
′, t′) =
1
4piR
eiωR , (2.39)
if x, x′ are not explicit functions of t and t′ respectively. Apparently it gives
G˜R(−ω) = G˜∗R(ω). Care has to be taken for the limit R→ 0, where G˜R(ω) has
the real divergence. Usually it is interpreted as a form of self-energy and can
be absorbed as part of the renormalized mass,
lim
x′→x
G˜R(ω) = divergence + i
ω
4pi
. (2.40)
Eq. (2.38) implies that the self-force on χ, which essentially is the integral
expression in (2.18), will be effectively reduced to a local term.
The Hadamard function of the scalar field in its thermal state is given by
GH, β(x, t;x
′, t′) =
1
2
Trφ
({
φ(x, t), φ(x′, t′)
}× %β)
=
∞∑
n=0
∫
d3k
(2pi)3
1
2ω
(
1− e−βω)e−nβω(n+ 1
2
)[
eik·R−iωτ + e−ik·R+iωτ
]
=
1
4pi2R
∫ ∞
−∞
dω sgn(ω)
[ e−β|ω|
1− e−β|ω| +
1
2
]
sinωR e−iωτ ,
(2.41)
again with τ = t− t, R = x−x′, and β−1 being the temperature of the thermal
state of the scalar field. Carrying out (2.41) directly gives
GH, β(x, t;x
′, t′) = − 1
4pi2
∞∑
n=−∞
1
(τ − i nβ)2 −R2 (2.42)
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= − 1
8piRβ
[
coth
pi(τ −R)
β
− coth pi(τ +R)
β
]
. (2.43)
From (2.41), we can immediately read out the Fourier transform of the Hadamard
function at finite temperature β−1,
G˜H, β(ω) = sgn(ω)
[ e−β|ω|
1− e−β|ω| +
1
2
] sinωR
2piR
= coth
βω
2
sinωR
4piR
. (2.44)
In the limit R→ 0, it reduces to
lim
x′→x
G˜H, β(ω) =
|ω|
2pi
[ e−β|ω|
1− e−β|ω| +
1
2
]
=
ω
4pi
coth
βω
2
. (2.45)
Compare (2.39) with (2.44), we see that
G˜H, β(ω) = coth
βω
2
Im G˜R(ω) . (2.46)
This is the fluctuation-dissipation relation.
Now we can make a connection with the N -detector case. There we have the
retarded Green’s function given by GijR(z
(i)(t), t; z(j)(t′), t′), with z(i) being the
trajectory of the ith detector. If we assume that the trajectories of the probes
never intersect, then R = |z(i) − z(j)| 6= 0 for i 6= j. In the special case that
all the probes are located at fixed positions, G˜R(ω) in (2.32) will be essentially
given by (2.39) with R = |z(i) − z(j)|. This implies that
D˜2(−ω) =
[
−ω2I+ Ω2 − g
2
m
G˜R(−ω)
]−1
=
[
−ω2I+ Ω2 − g
2
m
G˜∗R(ω)
]−1
= D˜
∗
2(ω) .
(2.47)
On the other hand, we have G˜ijH, β(ω) given by
G˜ijH, β(ω) = coth
βω
2
sinωR
4piR
, (2.48)
with R = |z(i) − z(j)|, if the probes are located at fixed positions.
3. The covariance matrix and entanglement measure
Since the covariance matrix contains the essential information about a many-
body quantum system, before we delve into the entanglement structure of a N
oscillators system (NOS) it is helpful to spend a little space to describe its main
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features. The covariance matrix is a generalization of the variance function
for a single variable theory to a multiple-component theory. For illustration
purpose with relevance to the subsequent discussions, let us consider an N -
mode quantum system [26] with the canonical variables χ(j) and p(k), which
satisfy the commutation relations[
χ(j), p(k)
]
= i δjk ,
[
χ(j), χ(k)
]
=
[
p(j), p(k)
]
= 0 . (3.1)
It proves convenient to define a vector R containing 2N canonical variables,
R = (χ(1), p(1), . . . , χ(N), p(N))T , (3.2)
The commutation relations corresponding to (3.1) can then be written as
[
R,RT
]
= iJ , J =
N⊕
k=1
ω , ω =
(
0 +1
−1 0
)
. (3.3)
Now if we apply a real linear transformation, represented by a 2N × 2N real
matrix S, upon the canonical variables χ and p,
R→ R′ = S ·R , (3.4)
The condition that R′ remain as canonical variables, namely, that R′ obey
the same commutation relations (3.3) as R, demands that the transformation
matrix S must satisfy[
R′,R′T
]
= S
[
R,RT
]
ST = iS ·J ·ST = iJ , ⇒ S ·J ·ST = J .
(3.5)
This turns out to be the definition for an element in the real symplectic group
Sp(2N,R). Thus the transformation represented by S is called the symplectic
transformation. Since the symplectic transformation maps one set of canoni-
cal variables in the phase space to another, it enjoys particular importance in
physics.
3.1. Covariance matrix
Let the expectation value of an observable O be given by 〈O〉 = Tr{O %},
where % is the density matrix operator of a given state. Without loss of gener-
ality, we may assume that the expectation value of R in the state % is zero, i.e.,
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〈R〉 = 0, because even if the mean value does not vanish, we can still make it
happen by shifting the variable R→ R−〈R〉. Next consider the matrix RRT .
If we decompose its expectation value into
〈RRT 〉 = 1
2
〈{R, RT}〉+ 1
2
〈[R, RT ]〉 = V + i
2
J , (3.6)
The matrix V on the right hand side is called the covariance matrix:
V =
1
2
〈{R, RT}〉 .
Sometimes it proves handy to express the covariance matrix V by 2 × 2 block
matrices
V =

σ11 σ12 · · · σ1N
σT12 σ22 · · · σ2N
...
...
. . .
...
σT1N σ
T
2N · · · σNN
 , (3.7)
where
σjk =

1
2
〈{χ(j), χ(k)}〉 1
2
〈{χ(j), p(k)}〉
1
2
〈{p(j), χ(k)}〉 1
2
〈{p(j), p(k)}〉
 . (3.8)
Note that σkk is symmetric. It should be apparent from the construction that
the covariance matrix is indeed a generalization of the variance of single variable
functions.
According to the Williamson theorem [27], we can always find some sym-
plectic matrix S that will transform the symmetric covariance matrix V into a
diagonal form
V˜ =
N⊕
k=1
diag(ηk, ηk) . (3.9)
This implies that we can always find a new set of canonical bases such that
there is no correlation between them. The parameters ηk are the symplectic
eigenvalues of the covariance matrix V. Alternatively they can be found by
solving the symplectic eigenvalue problem,(
V − i η J
)
· v = 0 , (3.10)
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with the corresponding eigenvector v, or by the conventional eigenvalue problem(
iJ ·V − η
)
· v = 0 , (3.11)
for the matrix iJ · V. Obviously the symplectic eigenvalues, as well as the
determinant of the covariance matrix, are invariant under the symplectic trans-
formations. In fact, from eq. (3.9), we see that the uncertainty principle requires
η2k ≥
1
4
, (3.12)
for all k because in the basis (χ˜, p˜) that diagonalizes the covariance matrix V
into the Williamson normal form V˜, each 2× 2 block matrix along the diagonal
has the form (〈 χ˜(k) 2 〉 0
0 〈 p˜(k) 2 〉
)
, (3.13)
and, for each mode k, the uncertainty principle rules that 〈 χ˜(k) 2 〉〈 p˜(k) 2 〉 ≥ 1/4.
Hence it implies that if the covariance matrix V is physically realizable, then
its symplectic eigenvalues must be greater than or equal to 1/2. This further
shows that
V˜ +
i
2
J =
N⊕
k=1
 ηk i2
− i
2
ηk
 ≥ 0 . (3.14)
Since the covariance matrix can always be put into the diagonal form (3.9) by
a symplectic transformation, eq. (3.14) asserts that by virtue of the uncertainty
principle a physically realizable covariance matrix must satisfy
V +
i
2
J ≥ 0 , (3.15)
that is, it must be positive-definite.
3.2. Entanglement: a primer
For the benefit of the novice and for the sake of completeness we preface
the discussion of entanglement measure by a short summary of what quantum
entanglement is. In the pure state cases, if a state |Ψs〉 can be written as a
product of pure states such as
|Ψs〉 = |ψ1〉 ⊗ |ψ2〉 , (3.16)
19
for |ψ1〉 ∈ H1 and |ψ2〉 ∈ H2 in a bipartite system, then it is called a product
state or a separable state. If the state |Ψe〉 cannot be written as (3.16), then |Ψe〉
is an entangled state. A famous example of an entangled state for a bipartite
system is the Bell state
|Ψb〉 = 1√
2
(
|↑↑〉+ |↓↓〉
)
, (3.17)
where |↑〉, |↓〉 are two possible outcomes of a qubit state.
Here comes the natural question: If we are given a pure state |Ψ〉 ∈ H =
H1 ⊗H2,
|Ψ〉 =
∑
i, j
dij |ψi〉 ⊗ |φj〉 . (3.18)
with |ψi〉 ∈ H1 and |φj〉 ∈ H2, how do we know whether the state |Ψ〉 can be
written into a product state like (3.16) with an appropriate choice of bases?
The answer is provided by the singular value decomposition. It says that for
every complex matrix D, there always exist unitary transformations U and V
such that U ·D ·V is diagonal with real, non-negative diagonal elements. Thus
for each state |Ψ〉, we can always find suitable bases |ψsi 〉 and |φsi 〉 in terms of
which (3.18) reduces to
|Ψ〉 =
∑
i
√
λi |ψsi 〉 ⊗ |φsi 〉 , (3.19)
where the λi are known as Schmidt coefficients, and the upper limit of the sum
is determined by the dimension of the smaller subsystem.
It is then straightforward to see that, compared with (3.16), if there is only
one nonvanishing Schmidt coefficient, then the state |Ψ〉 is a separable state,
and vice versa. Since the singular values λi are uniquely defined, the number of
Schmidt coefficients provides a convenient criterion of separability of a state.
In realistic situations we more often have to deal with mixed states, such
as, when we consider an open quantum system, which interacts with an envi-
ronment. Due to its huge number of degrees of freedom we cannot track all
the details of the motion of the environment. If what we need is the overall
effect of the environment on the system we can trace out the environment in
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a fashion similar to (2.4) and obtain a reduced description for the state of the
open system which is usually mixed.
For the mixed state cases, the density matrix of a quantum system takes on
the generic form
% =
∑
k
pk|ψk〉〈ψk| , (3.20)
where |ψk〉 is a set of complete bases for the system. The weight pk is the
probability of findng the system in the state |ψk〉. Unitarity requires that∑
k
pk = 1 . (3.21)
A well-known simple criterion for discerning a mixed state from a pure one is:
Given the density matrix of the state %, if the state is pure, the trace of %2 is
equal to 1. One the other hand, if it is a mixed state, then the trace is less than
1, that is,
pure state
∑
k
p2k = 1 , (3.22)
mixed state
∑
k
p2k < 1 . (3.23)
The simplest mixed state for a bipartite system is described by the so-called
mixed product state
% = %(1) ⊗ %(2) (3.24)
where %(1) and %(2) are the density matrices of the respective subsystems. More
generally, the joint system can be described by a convex sum of different product
states
% =
∑
i
pi %
(1)
i ⊗ %(2)i (3.25)
with pi > 0 and
∑
i
pi = 1. The corresponding state is called the separable
mixed state. From this definition, if a mixed state of a bipartite system cannot
be expressed as (3.25), then the state is entangled. In other words, a mixed
state % is entangled if there are no states %
(1)
i ∈ H1, %(2)i ∈ H2, and non-negative
value of pi, such that % can be expressed as a convex sum like (3.25).
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It has bee shown [28, 29] that if a mixed state is separable, then the partial
transpose of the density matrix remains positive
%pt1 =
∑
i
pi %
(1)T
i ⊗ %(2)i > 0 . (3.26)
where T in the superscript represents the transpose operation. Here, as an
example, we perform transposition on only %(1). This is the positive-partial-
transpose (PPT) separability criterion. Thus, in principle, if we find a negative
eigenvalue for the partially transposed density matrix, then the corresponding
state is entangled. The sufficient condition of the separability criterion, on
the other hand, is valid only for low-dimensional bipartite systems [29]. This
powerful criterion is further extended to an M × N bi-partitions of the (M +
N)-mode bi-symmetric Gaussian system [30]. Both sufficient and necessary
conditions apply to such a Gaussian system.
When we deal with a system described by continuous variables, the criterion
based on the density matrix of the system becomes inconvenient to work with
because the dimension of the density matrix for continuous variables is usually
infinite. This is where the covariance matrix finds its use.
3.3. Entanglement measure
When translated into the covariance matrix, the partial transpose of the
density matrix is equivalent to the mirror reflection of the canonical momentum
in the corresponding subsystem. Let the mirror reflection operator be Γ. The
Peres-Horodecki positive partial transpose criterion [31] then says
V¯ +
i
2
J ≥ 0 , V¯ = Γ ·V ·ΓT , (3.27)
because when %pt is a bona fide density matrix, V¯ will be a bona fide covariance
matrix, and then eq. (3.15) implies eq. (3.27). Conversely, the entanglement
criterion [32] then says that if the state is entangled, the partial transpose of
its density matrix is negative, or equivalently the symplectic values η¯ of the
corresponding partially transposed covariance matrix can be smaller than 1/2.
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A simple and computable entanglement measure known as ‘negativity’ is
defined based on the idea that if one of the eigenvalues λk of %
pt is negative,
then % is entangled [28, 29]. Thus the negativity N is given by [33]
N = 1
2
∑
k
(
|λk| − λk
)
. (3.28)
If %pt is positive semi-definite, then the negativity N vanishes. On the other
hand it will take on positive values if %pt has at least one negative eigenvalue.
However, due to the limitation of the positive-partial-transpose (PPT) crite-
rion [29], the negativity is fully valid only for low-dimensional systems such as
a 2× 2 or a 2× 3 system.
An alternative entanglement measure, which is often used for the continuous-
variable system, is a variant of the logarithmic negativity EN [32, 34]. It basi-
cally collects the symplectic eigenvalues of the partially-transposed covariance
matrix, which are smaller than 1/2,
EN =
∑
k
max
{
0,− ln 2η¯k
}
≥ 0 . (3.29)
The equal sign can be satisfied by the ppt entangled state [29] because in higher
dimensions there are entangled states which have a positive partial-transposed
density matrix operator.
4. Disparate Inter-detector Couplings for N = 3
Now we are in a position to discuss entanglement between three strongly
coupled detectors. Let these detectors be labeled by Q, A, B. Assume that the
coupling strength λ between the QA pair is the same as that between the QB
pair, but different from the coupling strength σ between A and B. This leads
to an interaction matrix Ω2 of the form
Ω2 =

ω20 + 2λ −λ −λ
−λ ω20 + λ+ σ −σ
−λ −σ ω20 + λ+ σ
 . (4.1)
It describes the case of disparate coupling between three detectors, that is,
σ12 = σ13 = λ but σ23 = σ in (2.17). These coupling strengths are not assumed
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weak in comparison with the parameter ω20 , which is the oscillator frequency of
the internal degrees of freedom (or the renormalized oscillating frequency after
absorbing the divergence in the retarded Green’s function) in the absence of the
inter-detector coupling. Nonetheless, we still assume the coupling g between the
detectors and the environmental scalar field is weak.
In general, the motion of such a system is highly non-Markovian due to
the multi-time correlations generated in the sharing of a common bath. This
makes it difficult to find the normal modes of the motion. However, for certain
configurations, this can be done. To accomplish this we first discuss how to do
the diagonalization of the interaction matrix.
The eigenvalues νi and the normalized eigenvectors vi for the interaction
matrix Ω2 are given by
ν1 = ω
2
0 , v
T
1 =
1√
3
(1, 1, 1) , (4.2)
ν2 = ω
2
0 + 3λ , v
T
3 =
1√
6
(2,−1,−1) , (4.3)
ν3 = ω
2
0 + λ+ 2σ , v
T
3 =
1√
2
(0, 1,−1) , (4.4)
If we construct the matrix U in terms of the normalized eigenvectors, it will
transform the interaction matrix Ω2 into the diagonal form Λ2 by UT ·Ω2 ·U,
U =

1√
3
2√
6
0
1√
3
− 1√
6
1√
2
1√
3
− 1√
6
− 1√
2
 , Λ
2 =

ω20 0 0
0 ω20 + 3λ 0
0 0 ω20 + λ+ 2σ
 .
(4.5)
However, the elements of the Ω2 matrix has the property that∑
i
[
Ω2
]
ij
=
∑
j
[
Ω2
]
ij
= const. , (4.6)
which is a consequence of the way we construct the Lagrangian for inter-detector
coupling. It has an interesting implication. Suppose we try to solve the eigen-
value problem for such a system in general. Let the eigenvector v be given by
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v = (a1, a2, a3)
T , we need to solve a simultaneous set of homogeneous equations
Ω2 · v = ν v , ⇒

([
Ω2
]
11
− ν) a1 + [Ω2]12 a2 + [Ω2]13 a3 = 0 ,[
Ω2
]
21
a1 +
([
Ω2
]
22
− ν)a2 + [Ω2]23 a3 = 0 ,[
Ω2
]
31
a1 +
[
Ω2
]
32
a2 +
([
Ω2
]
33
− ν)a3 = 0 .
(4.7)
Adding these three equations together leads to
(∑
i
[
Ω2
]
ij
− ν)(a1 + a2 + a3) = 0 . (4.8)
Thus we have either
∑
i
[
Ω2
]
ij
− ν = 0 or a1 + a2 + a3 = 0. This implies that i)
one of the eigenvalues must be equal to the sum of elements in one of the rows
or columns of the matrix Ω2, and that ii) the elements of the eigenvectors for
the rest of the eigenvalues must sum to zero.
From the condition i), we see from the first equation of (4.7) that the ele-
ments of the corresponding eigenvector must be such that a1 = a2 = a3, so we
have
ν1 =
∑
i
[
Ω2
]
ij
, vT1 =
1√
3
(1, 1, 1) , (4.9)
after proper normalization. The second condition states that the rest of the
eigenvector must be normal to the plane a1 + a2 + a3 = 0. Therefore as long
as the matrix Ω2 satisfies (4.6), the matrix U that diagonalizes Ω2 will be the
same up to re-ordering of the rows or columns. If we define the normal modes v
by v = UT · r, then it implies one of the normal modes, say v(1), must be such
that
v(1) = vT1 · r =
r(1) + r(2) + r(3)√
3
, (4.10)
which highlights the special role of the center-of-mass coordinate of the original
variables of motion. Extension to the case of N detectors is straightforward.
This seemingly intuitive yet rarely proven fact will play a key role in our analysis
of one important facet of macroscopic quantum phenomena later.
Now in terms of normal mode variables, the two-point function matrix G,
shown in (2.22) for example, will be transformed into
G = UT ·G ·U , (4.11)
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and it applies to both the retarded Green’s function GR or the Hadamard
function GH . Let us examine the structure of the transformed Green’s function.
Generically, we have
G11 = G11 +
2
3
(
G12 +G13 +G23
)
, (4.12)
G12 =
1
3
√
2
(
G12 +G13 − 2G23
)
, (4.13)
G13 =
1√
6
(
G12 −G13
)
, (4.14)
G23 =
1√
3
(
G12 −G13
)
, (4.15)
G22 = G11 +
1
3
(
−2G12 − 2G13 +G23
)
, (4.16)
G33 = G11 −G23 . (4.17)
due to the fact that G11 = G22 = G33. If the coupling constant between the
oscillator and the environment is the same for all three detectors, and if the
distances between any two of the detectors are the same, then we will have Gij ,
i 6= j all the same. That is, if the detectors sit at the vertices of an equilateral
triangle, the Green function matrix, which describes the backreaction effects
from the environment, will take on only two distinct values.
Let G11 = G22 = G33 = G
 and Gij = GΠ for i 6= j. For future reference,
we write down the explicit expressions of GR and G
Π
R,
GR(x, t; ,x, t
′) = − 1
2pi
θ(τ) δ′(τ) , (4.18)
GΠR(x, t;x
′, t′) =
1
2pi
θ(t− t′) δ(τ2 − d2) , (4.19)
where τ = t− t′ and d = |x− x′|, for the retarded Green’s functions. Further-
more, we immediately see the consequence of this particular configuration leads
to Gij = 0 for i 6= j, but
G11 = G
 + 2GΠ , (4.20)
G22 = G
 −GΠ , (4.21)
G33 = G
 −GΠ . (4.22)
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In the condensed notation, we will write them as gii = G
 + αiGΠ, where
α1 = 2, α2 = α3 = −1. The transformed Green’s function matrix g becomes
diagonal, too. It implies that we will have three decoupled equations for the
normal modes v,
v¨1(t) + 2γ v˙1(t) + ω
2
0 v1(t)−
4γ
d
v1(t− d) = 0 , (4.23)
v¨2(t) + 2γ v˙2(t) +
(
ω20 + 3λ
)
v2(t) +
2γ
d
v2(t− d) = 0 , (4.24)
v¨3(t) + 2γ v˙3(t) +
(
ω20 + λ+ 2σ
)
v3(t) +
2γ
d
v3(t− d) = 0 . (4.25)
As long as the coupling between the detectors and the environment is suffi-
ciently weak and the distance between detectors is not too short, the time-delay
term, which describes the mutual indirect influence between oscillators, only
introduces a small correction for the late-time dynamics [2, 24]. Hence the
fundamental solutions to the above equations look like those to the damped
oscillators, and are given by
d
(i)
1 (s) = e
−Γis
[
cos Ωis+
Γi
Ωi
sin Ωis
]
, d
(i)
2 (s) = e
−Γis 1
Ωi
sin Ωis , (4.26)
where the damping constant Γi and the “resonance” frequency
1 Ωi are given by
Γi = γ
[
1 +
αi
ωid
sinωid
]
, Ωi = ωi
[
1− αi γ
ω2i d
cosωid
]
. (4.27)
in terms of the (renormalized) oscillator frequency ωi
ω21 = ω
2
0 , ω
2
2 = ω
2
0 + 3λ , ω
2
3 = ω
2
0 + λ+ 2σ , (4.28)
and the parameter γ = g2/8pim.
With the choice of the initial density matrix for χ given in (2.6), the density
matrix still takes the same form even in terms of the normal mode variables
owing to the fact that the transformation matrix U is orthogonal. Let the
normal mode variables that correspond to χ be denoted by ζ. Then it can
1Strictly speaking this does not look like the resonance frequency. The typical resonance
frequency has a contribution of the order γ2, which is ignored here by the assumption that
1/ωid >> γ. However we should keep in mind that this assumption is not necessary.
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be shown that the correlations between χ and their conjugate variables can be
expressed in terms of the counterparts of the normal modes ζ, that is,
〈χ(l)b χ(m)b 〉 = UliUmj 〈ζ (i)b ζ (j)b 〉 , (4.29)
〈p(l)b p(m)b 〉 = UliUmj 〈pi(i)b pi(j)b 〉 , (4.30)
〈χ(l)b p(m)b 〉 = UliUmj 〈ζ (i)b pi(j)b 〉 , (4.31)
where pi is the canonical momentum conjugate to ζ. More importantly the
correlation functions for the normal modes have the same form as those for
χ in (2.25)–(2.28) except that all the relevant matrices are replaced by their
counterparts associated with the normal modes. This correspondence greatly
simplifies the calculation when the normal modes can be completely decoupled,
as shown in the configuration introduced previously. Hence, let us turn our
attention to the evolution of the normal mode variables. Since each normal
mode ζ (i) behaves like a damped oscillators driven by the quantum fluctuations
of the environment scalar field, it can be shown that the active component of
each correlation function, say, 〈ζ (i)b 2〉, decays to zero as time evolves due to
dissipation as a form of backreaction, but the passive component, on the other
hand, grows from zero, due to the environment noise, gradually to a saturated
value. This, as we remarked earlier, is a consequence of the energy balance
between dissipation and fluctuations [24]. This value is also independent of the
initial state of the normal mode.
Owing to the fact that the motion of the normal modes are totally decoupled,
the matrices D2 = U
T · D2 · U and GH are diagonalized. Thus at late-time
t→∞, the only nonzero terms left are the passive components like 〈ζ (i) 2b 〉 and
〈pi(i) 2b 〉. As seen from (2.35), they are
〈ζ (i) 2b 〉 =
1
m
Im
∫ ∞
−∞
dω
2pi
d˜
(i)
2 (ω) , (4.32)
〈pi(i) 2b 〉 = m Im
∫ ∞
−∞
dω
2pi
ω2 d˜
(i)
2 (ω) , (4.33)
〈 {ζ (i)b , pi(i)b }〉 = 0 , (4.34)
where d˜
(i)
2 is the Fourier transformation of the fundamental solution (4.26) to
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each normal mode, that is
D˜2 =
d˜
(1)
2 0 0
0 d˜
(2)
2 0
0 0 d˜
(3)
2
 , (4.35)
and
d˜
(i)
2 (ω) =
[
−ω2 + ω2i −
g2
m
g˜ii(ω)
]−1
=
[
−ω2 + ω2i − i 2γ ω − 2γ
αi
d
ei ωd
]−1
,
(4.36)
and we have used
G˜(ω) = div. + i
ω
4pi
, G˜Π(ω) =
1
4pid
ei ωd . (4.37)
The divergence in G˜(ω) can be absorbed into ωi. Here we have assumed that
we have a zero-temperature bath, so that β →∞ and coth(βω/2) = 1.
Carrying out the integrals in (4.32) and (4.33) gives
〈ζ (i) 2b 〉 =
1
2mΩi
[
1− 2
pi
Γi
Ωi
+ · · ·
]
=
1
2mωi
{
1− 2
pi
γi
ωi
+
γ αi
ω2i d
[
cosωid− 2
pi
sinωid
]
+ · · ·
}
, (4.38)
〈pi(i) 2b 〉 =
mΩi
2
[
1 +
2
pi
Γi
Ωi
(
ln
Π2
Ω2i
− 1
)
+ · · ·
]
=
mωi
2
{
1 +
2
pi
γi
ωi
βi − γ αi
ω2i d
[
cosωid− 2
pi
βi sinωid
]
+ · · ·
}
, (4.39)
with
βi = ln
Π2
ω2i
− 1 .
where Π is the cutoff frequency associate with the scalar field, and assumed to
take the same value for all oscillators. Note that the correction due to interaction
with the environment is linear in γ. The damping constant Γi and the resonance
frequency Ωi are given by (4.27)
Γi = γ
[
1 +
αi
ωid
sinωid
]
, Ωi = ωi
[
1− αi γ
ω2i d
cosωid
]
.
with the parameter γ = g2/8pim. In the weak coupling limit γ  ωi, the
resonance frequency Ωi also differs from the normalized oscillating frequency ωi
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by the order of γ/ωi. Thus to leading order we have
〈ζ (i) 2b 〉 =

ς2
2
, t→ 0 ,
1
2mωi
, t→∞ .
(4.40)
and
〈pi(i) 2b 〉 =

1
2ς2
, t→ 0 ,
mωi
2
, t→∞ .
(4.41)
Next we can transform the results for the normal modes back into the coun-
terparts for the original variables χ by
〈χ(l)b χ(m)b 〉 = Uli Umj 〈ζ (i)b ζ (j)b 〉 , ⇒ 〈χbχTb 〉 = U 〈ζ b ζTb 〉UT , (4.42)
〈p(l)b p(m)b 〉 = Uli Umj 〈pi(i)b pi(j)b 〉 , ⇒ 〈pb pTb 〉 = U 〈pib piTb 〉UT . (4.43)
Explicitly, we have 〈χ(l)b χ(m)b 〉 given by
〈χ(1) 2b 〉 =
1
3
[
〈ζ (1) 2b 〉+ 2〈ζ (2) 2b 〉
]
, (4.44)
〈χ(2) 2b 〉 = 〈χ(3) 2b 〉 =
1
6
[
2〈ζ (1) 2b 〉+ 〈ζ (2) 2b 〉+ 3〈ζ (3) 2b 〉
]
, (4.45)
〈χ(1)b χ(2)b 〉 = 〈χ(1)b χ(3)b 〉 =
1
3
[
〈ζ (1) 2b 〉 − 〈ζ (2) 2b 〉
]
, (4.46)
〈χ(2)b χ(3)b 〉 =
1
6
[
2〈ζ (1) 2b 〉+ 〈ζ (2) 2b 〉 − 3〈ζ (3) 2b 〉
]
, (4.47)
and similar structures for 〈p(l)b p(m)b 〉. Also note that in these cases we have
〈χ(i)b χ(j)b 〉 = 〈χ(j)b χ(i)b 〉, and thus
1
2
〈 {χ(i)b ,χ(j)b } 〉 = 〈χ(i)b χ(j)b 〉 . (4.48)
Now it is instructive to make comparison with the case that there is no inter-
detector coupling [1]. In the latter case, the late-time correlation between the
variables χ(i) solely results from their interaction with the environment, thus it is
typically of the order γ. In addition, as a consequence of the intervention of the
background field, this correlation depends on the spatial separation between the
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detectors. Thus the detectors tend to have the pairwise correlation due to the
facts that they have stronger correlation if they get closer to one another, and
that additional correlation mediated by the third parties will be at least of the
order O(γ2). On the other hand, in the presence of inter-detector coupling, the
later-time correlation comes from the superposition of their counterparts from
the normal modes; it is of the same order as the uncertainty of the corresponding
variables. Thus the correlation due to inter-detector coupling tends to be much
stronger than the induced correlation by the shared bath, and it does not depend
on the distance between two detectors. These are the fundamental differences
between the two cases studied in the present two papers.
4.1. Bi-partite entanglement
In the subsequent discussion, since the contributions from the environment
are much smaller than those from inter-detector coupling, we will only keep
terms which are zeroth order in γ. The covariance matrix at late time is then
explicitly given by
σ =

〈χ(1)b χ(1)b 〉 0 〈χ(1)b χ(2)b 〉 0 〈χ(1)b χ(3)b 〉 0
0 〈p(1)b p(1)b 〉 0 〈p(1)b p(2)b 〉 0 〈p(1)b p(3)b 〉
〈χ(2)b χ(1)b 〉 0 〈χ(2)b χ(2)b 〉 0 〈χ(2)b χ(3)b 〉 0
0 〈p(2)b p(1)b 〉 0 〈p(2)b p(2)b 〉 0 〈p(2)b p(3)b 〉
〈χ(3)b χ(1)b 〉 0 〈χ(3)b χ(2)b 〉 0 〈χ(3)b χ(3)b 〉 0
0 〈p(3)b p(1)b 〉 0 〈p(3)b p(2)b 〉 0 〈p(3)b p(3)b 〉

,
(4.49)
with 〈χ(i)b χ(j)b 〉 given by (4.44)–(4.47) and
〈ζ (i) 2b 〉 =
1
2mωi
, 〈pi(i) 2b 〉 =
mωi
2
.
Some information of entanglement for this tripartite system can be revealed
in the symplectic eigenvalues of a covariance matrix which corresponds to the
partially transposed density matrix of this system.
For a system which involves more than two parties, there is more than one
way to take the partial transpose of the density matrix. Denote detector 1 as
Q, and the remaining two as A and B. We see two distinct cases, one where
swapping A and B leads to identical results, because Q is coupled with equal
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strength λ to A and B. This is the symmetric case we called Case [SYM] before.
In the other case we called Case [ASM] before the entanglement between A and
Q is different from that between A and B because the coupling strengths of
these pairs are different, being λ in the former and σ in the latter. Thus there
are two ways to perform the partial transpose. We can either do it to Q,
which will be called the case Q versus AB. Or we partially transpose variables
associated with A, which will be called A versus QB. The consequence of taking
partial transpose in the density matrix is equivalent to changing the sign of the
conjugate momentum of the corresponding subsystem. Take the case Q versus
AB for example, the covariance matrix associated with the partial transpose of
the subsystem Q becomes
σptQ =

〈χ(1)b χ(1)b 〉 0 〈χ(1)b χ(2)b 〉 0 〈χ(1)b χ(3)b 〉 0
0 〈p(1)b p(1)b 〉 0 −〈p(1)b p(2)b 〉 0 −〈p(1)b p(3)b 〉
〈χ(2)b χ(1)b 〉 0 〈χ(2)b χ(2)b 〉 0 〈χ(2)b χ(3)b 〉 0
0 −〈p(2)b p(1)b 〉 0 〈p(2)b p(2)b 〉 0 〈p(2)b p(3)b 〉
〈χ(3)b χ(1)b 〉 0 〈χ(3)b χ(2)b 〉 0 〈χ(3)b χ(3)b 〉 0
0 −〈p(3)b p(1)b 〉 0 〈p(3)b p(2)b 〉 0 〈p(3)b p(3)b 〉

,
(4.50)
and likewise for the case A versus QB, it is
σptA =

〈χ(1)b χ(1)b 〉 0 〈χ(1)b χ(2)b 〉 0 〈χ(1)b χ(3)b 〉 0
0 〈p(1)b p(1)b 〉 0 −〈p(1)b p(2)b 〉 0 〈p(1)b p(3)b 〉
〈χ(2)b χ(1)b 〉 0 〈χ(2)b χ(2)b 〉 0 〈χ(2)b χ(3)b 〉 0
0 −〈p(2)b p(1)b 〉 0 〈p(2)b p(2)b 〉 0 −〈p(2)b p(3)b 〉
〈χ(3)b χ(1)b 〉 0 〈χ(3)b χ(2)b 〉 0 〈χ(3)b χ(3)b 〉 0
0 〈p(3)b p(1)b 〉 0 −〈p(3)b p(2)b 〉 0 〈p(3)b p(3)b 〉

.
(4.51)
The symplectic eigenvalue η of the covariance matrix can be found by solving
the eigenvalue problem of the form
σ · v = i η J · v , or equivalently i(J · σ) · v = η v , (4.52)
where the matrix Σ is the fundamental symplectic matrix
J =
N⊕
k=1
(
0 1
−1 0
)
, (4.53)
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and in our case N = 3. The vector v is the corresponding eigenvector. The
eigenvalues always appear in pairs and this is most transparent to see in the
Williamson normal form of the covariance matrix
n⊕
k=1
(
ηk 0
0 ηk
)
, (4.54)
which is the diagonal form of a symmetric matrix under suitable symplectic
transformations. The eigenvalues in our case are then given by the roots to the
polynomial
det
(
σpt − i η J) = 0 , (4.55)
Since it is a third-degree polynomial in η2, its roots can always be found exactly.
4.2. Entanglement of Q with AB
For the Q versus AB or what we called the symmetric [SYM] case, the
symplectic eigenvalues are
η =
1
2
, (4.56)
η± =
{
4ω21 + ω1ω2 + 4ω
2
2 ± 2
√
2(ω2 − ω1)
√
(2ω1 + ω2)(ω1 + 2ω2)
36ω1ω2
} 1
2
. (4.57)
They do not depend on ω3, thus independent of the coupling constant σ be-
tween A and B. Among these three eigenvalues, we observe that η+ is always
greater than 1/2, but η− is always smaller than 1/2, so it signals the presence
of entanglement between Q and the pair AB according to (3.29). Hence we
only focus on the symplectic eigenvalue η−. In terms of the coupling constant
λ between Q and A or Q and B, we can show
η− =

1
2
− λ
2
√
2ω20
+ · · · , λ ω20 ,
33/4
4
√
2
(
ω20
λ
)1/4
+ · · · , λ ω20 ,
(4.58)
so it ranges from 1/2 to 0.
The fact that η− does not depend on the interaction between A and B may
not be that surprising because the interaction between the QA pair is of the
33
same strength as the QB pair, whatever happens between A and B will be
“equally” distributed to Q over two channels through the QA, QB couplings.
This observation is supported by the fact that the correlation functions between
the canonical variables associated with Q and A, say 〈χ(1)b χ(2)b 〉, taking on the
same value as the corresponding correlation between Q and B, as seen in (4.46).
The value does not depend on the coupling constant between A and B. This
balance or symmetry is built-in in the parity between A and B since they start
from the same initial configurations, have the same initial oscillating frequency,
and are coupled to Q with equal strength. It can be easily disrupted if their
motion is out of phase by changing any of the above-mentioned factors or by
skewing their relative positions, such that the dependence on σ will re-appear.
When we put back the influence of the environment, the conclusion that η−
does not depend on σ still holds because both A and B experience the same
self-force, and the same non-Markovian effects mediated by the environment.
In comparison, the correlations, say 〈χ(2)b χ(3)b 〉, between A and B, do depend
on the coupling constant σ between A and B.
Following this line of reasoning, we see that when the coupling between Q
and A (or B) is vanishing small, the entanglement of Q with AB gradually dis-
appears. This is consistent with our intuition because the correlation between
Q and A (or B) vanishes, as seen in (4.46). In this limit, the only connection
between Q and A (or B) comes from their coupling to the environment which is
weak. If we even ignore that part, then Q is essentially isolated from A and B.
Thus if Q gets disentangled with AB, it will remain disentangled throughout its
evolution. On the other hand, if Q interacts strongly with A , their momenta
tend to be strongly anti-correlated while their positions remain positively cor-
related. At the same time the symplectic eigenvalue η− deviates further away
from 1/2 from below, signaling stronger entanglement between Q and AB in
the sense of negativity.
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4.3. Entanglement of A with QB
In contrast to the case Q versus AB, we now turn to the case A versus QB.
The corresponding symplectic eigenvalues share several identical features as in
the case Q versus AB. Among the three distinct symplectic eigenvalues, one of
them is always greater than 1/2, the second is equal to 1/2, and the third one,
denoted by η−, is always smaller than 1/2, regardless of the values of ω20 , λ and
σ,
η =
1
2
, (4.59)
η± =
1
72ω1ω2ω3
{
2ω21
(
3ω2 + ω3
)
+ 2ω2ω3
(
ω2 + 3ω3
)
+ ω1
(
3ω22 − 4ω2ω3 + 3ω23
)
±
√
−324ω21ω22ω23 +
[
3ω1ω2
(
2ω1 + ω1
)
+ 2
(
ω1 − ω2
)2
ω3 + 3
(
ω1 + 2ω2
)
ω23
]2}
(4.60)
Nonetheless, in this case η− does depend on the coupling constant σ between
A and B. Generally speaking, for fixed values of ω20 and λ, the symplectic
eigenvalue η− monotonically decreases with larger values of σ. Therefore, it
implies that when the coupling between A and B is stronger than the interaction
between Q and A, the entanglement for A versus QB is stronger than the
counterpart for Q with AB, and vice versa. Thus the role inter-detector coupling
plays on determining the entanglement structure is more transparent from this
comparison. On the other hand, for fixed values of ω20 and σ, the symplectic
eigenvalue η− is not always a monotonically decreasing function of λ. For small
λ, the value of η− can increase with λ to a maxima and then monotonically
decreases. It is particularly significant for larger values of σ.
To better understand the behavior of η−, let us take a look at some limiting
cases: First, suppose λ is vanishingly small and σ is fixed in value, and then the
only channel for possible entanglement of A with QB comes from the interaction
between A and B. Q is out of reach of A. In this case, we can (wait for the
system reaches a steady state and) examine the cross-correlation between them.
We see
〈χ(Q)b χ(A)b 〉 = 〈χ(Q)b χ(B)b 〉 =
1
6m
(
1
ω1
− 1
ω2
)
= 0 , (4.61)
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〈p(Q)b p(A)b 〉 = 〈p(Q)b p(B)b 〉 =
m
6
(ω1 − ω2) = 0 , (4.62)
but
〈χ(A)b χ(B)b 〉 =
1
4m
(
1
ω1
− 1
ω3
)
> 0 , (4.63)
〈p(A)b p(B)b 〉 =
m
4
(ω1 − ω3) < 0 , (4.64)
due to the fact that ω3 > ω2 = ω1 in this limit.
Then we let λ increase from zero, there comes an extra channel between A
and QB owing to the interaction between A and Q. In addition, B can also
be related to A via Q, thus improving the connection between A and QB. For
λ 6= 0, we have ω3 > ω2 > ω1 if σ is still greater than λ, so it implies that the
cross-correlations then become:
〈χ(Q)b χ(A)b 〉 = 〈χ(Q)b χ(B)b 〉 =
1
6m
(
1
ω1
− 1
ω2
)
> 0 , (4.65)
〈p(Q)b p(A)b 〉 = 〈p(Q)b p(B)b 〉 =
m
6
(ω1 − ω2) < 0 , (4.66)
while
〈χ(A)b χ(B)b 〉 =
1
12m
[
2
(
1
ω1
− 1
ω3
)
+
(
1
ω2
− 1
ω3
)]
> 0 , (4.67)
〈p(A)b p(B)b 〉 =
m
12
[2 (ω1 − ω3) + (ω2 − ω3)] < 0 . (4.68)
As λ increases beyond σ, even we have ω2 > ω3 > ω1, the cross-correlation be-
tween A and B does not change qualitatively. However, we find both 〈χ(A)b χ(B)b 〉
and 〈p(A)b p(B)b 〉 reach their extremal values at λ = σ. That is, 〈χ(A)b χ(B)b 〉 de-
creases from some positive value as λ moves away from zero, until it reaches
its minimum at λ = σ. After that point the correlation between χ
(A)
b and χ
(B)
b
monotonically increases with λ, approaching the value 1/(3mω1). The minimum
is
min〈χ(A)b χ(B)b 〉 =
1
3m
(
1
ω1
− 1
ω2
)
> 0 . (4.69)
On the other hand, the correlation 〈p(A)b p(B)b 〉 increases from some negative
values with λ until it reaches its maximum value
min〈p(A)b p(B)b 〉 =
m
3
(ω1 − ω2) < 0 , (4.70)
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at λ = σ. Beyond that point, it decreases monotonically without bound.
This partially explains the non-monotonic behavior of η− for a fixed σ because
some other factors which enter in determining the covariance matrix, such as
〈χ(Q)b χ(A)b 〉, do not depend on σ.
For the case with a fixed λ, if we let σ = 0, that is, no direct coupling
between A and B, the only connection between A and QB results from in-
teraction between A and Q. In addition, in this case B is not entirely out of
contact with A. Their correlation can be mediated by Q. Now we examine their
cross-correlation. For σ = 0, we have ω2 > ω3 > ω1, and
〈χ(Q)b χ(A)b 〉 = 〈χ(Q)b χ(B)b 〉 =
1
6m
(
1
ω1
− 1
ω2
)
> 0 , (4.71)
〈p(Q)b p(A)b 〉 = 〈p(Q)b p(B)b 〉 =
m
6
(ω1 − ω2) < 0 . (4.72)
These are in contrast with (4.61) and (4.62). As for the cross-correlation between
A and B, we have
〈χ(A)b χ(B)b 〉 =
1
12m
[
2
(
1
ω1
− 1
ω3
)
+
(
1
ω2
− 1
ω3
)]
> 0 , (4.73)
〈p(A)b p(B)b 〉 =
m
12
[2 (ω1 − ω3) + (ω2 − ω3)] < 0 . (4.74)
These qualitative features do not change with increasing σ. However, there is a
major distinction in this case. There is no extremum for the cross-correlation
between A and B when we vary σ. This is consistent with the behavior of η−.
Since we have known that the entanglement Q with AB does not depend on σ,
it is equivalent to the special case σ = λ. Therefore we can draw the conclusion
that when the coupling σ is greater than λ, the entanglement for the partition
A versus QB is stronger than the counterpart for Q versus AB. On the other
hand, when the coupling σ is weaker than λ, the entanglement for the partition
Q versus AB is stronger than the counterpart for A versus QB (see Fig. 1).
Here we outline some general features of cross-correlations. It has been
shown that with stronger inter-oscillator couplings, the cross-correlation 〈χ(i)χ(j) 〉
tends to be more strongly correlated with the exception that 〈χ(Q)χ(A) 〉 is
not sensitive to the coupling strength σ between A and B. On the other
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Figure 1: Comparison of entanglement for the two cases: Q vs AB and A vs QB. here we
show the dependence of their smallest symplectic eigenvalues, denoted by ηQ− , η
A
− respectively,
on the inter-oscillator coupling strength λ, σ, which are scaled with respect to κ.
hand, 〈p(i)p(j) 〉 tends to be more strongly anti-correlated with stronger inter-
oscillator couplings. We also observe that since 〈χ(i)χ(j) 〉 is bounded, they do
not change appreciably with λ and σ. Contrary to 〈χ(i)χ(j) 〉, 〈p(i)p(j) 〉 is not
bounded below, it can vary more dramatically with the coupling constants λ
and σ. In particular, 〈p(A)p(B) 〉 varies more significantly with σ but less with
λ, while 〈p(Q)p(A) 〉 changes more significantly with λ but is independent of σ.
In conclusion, we see from this detailed analysis how the entanglement struc-
ture of coupled quantum oscillators depends on the coupling strength, from a
knowledge of the cross-correlations between the oscillators. This quantitative
description is valuable in aiding our understanding of entanglement behavior be-
cause it is the simplest continuous variable many-body system which is amenable
to such a detailed analysis. For larger systems with more components and less
symmetry this rapidly becomes impossible. We shall explore the implications of
our results for some key issues in macroscopic quantum phenomena in the next
section.
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5. Summary and Discussions
5.1. Summary of results
The key findings are given in the form of an executive summary below (as a
retribution for the length of prior sections):
• Please extract from the text for the main results on the influence func-
tional, the reduced density matrix evolutionary operator, the Langevin
equations, the Green’s functions, the correlation functions and the covari-
ance matrix.
• Comparison with the case studied in [1] where there is no direct coupling
amongst the N oscillators but only field-induced coupling: With direct
inter-oscillator coupling studied here, the effect of the system-environment
coupling becomes of secondary importance.
• As a measure of entanglement for the N oscillator system with direct
coupling studied here, it is decided by whether any of the symplectic
eigenvalues of the partially transposed covariance matrix is smaller than
1/2.
• Entanglement is enhanced with stronger coupling between any two oscil-
lators, which confirms intuitive reasoning.
• Two cases are studied in details where three oscillators are placed at the
vertices of an equilateral triangle. Main features:
CASE [SYM] Q vs AB, where Q is coupled to A and B with equal strength:
Entanglement of Q with AB as a group is independent of the coupling
between A and B. It is as if Q is entangled with a ‘center-of-mass’ variable
of the two oscillators AB as a group.
CASE [ASY] A vs QB, where the coupling strength between A and Q is
different from between A and B. Entanglement for A vs QB does depends
on QA coupling and AB coupling.
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a) for a fixed QA coupling, the entanglement measure is a monotonically
decreasing function of AB coupling; its values ranges from 1/2 to 0.
(Measure decreases means entanglement increases.)
b) for a fixed AB coupling, the entanglement measure does not always
monotonically decrease with increasing QA coupling. It increases
first to reach the maximum and then monotonically decreases. This
is because part of it results from the behavior of cross-correlations.
• Comparison between the two cases:
a) for QA and QB coupling greater than AB coupling, entanglement for
Q vs AB is stronger than entanglement A vs QB.
b) for AB coupling greater than QA coupling, entanglement for A vs
QB is stronger than that for Q vs AB
5.2. Implications and Applications
As mentioned in the Introduction, one emergent area of research where re-
sults from this analysis can be applied to is macroscopic quantum phenom-
ena. We identified two key issues to understand, one is the role of the CoM in
the quantum behavior of a many-body system; the second is how the level-of-
structure enter in the manifestation of macroscopic quantum phenomena, can
be examined using the entanglement structure results obtained here for a three
oscillator system with disparate coupling strengths.
Call one of the oscillators Q which is distinguished from the other two A
and B by different couplings. Consider the two cases: Case [SYM] when Q is
equally coupled to A and B (symmetric configuration) versus Case [ASY] when
A is coupled to Q differently from its coupling to B (asymmetric configuration).
In the SYM case we show that as far as quantum entanglement is concerned Q
is effectively coupled to the CoM of A and B. This shows that as far as quantum
behavior of this nature is concerned the CoM variable functions similar to its role
in classical mechanics. Now view Q as the center of mass variable representing
a macroscopic object 1, and A, B as representative constituents of a similar
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macroscopic object 2. One interesting result we found here of relevance to the
level-of-structure aspect of MQP is that (at least for quadratic inter-particle
coupling) the entanglement between Q and AB is equivalent to that between Q
and the CoM of 2, independent of the coupling between A and B provided A and
B are interchangeably identically. This is of interest because it explains why as
one reports on the quantum dynamics of say a cantilever (e.g., [36, 37]) one
does not need to also provide information of how say, the nucleons in the metal
bar, are coupled. Comparison of the results in this case [SYM] with the other
case [ASY] is also informative about why levels of structure, or a hierarchical
ordering, of matter is a natural way of organization for a better understanding
of the manifestation of quantum behavior of macroscopic objects.
The open system of N coupled quantum oscillator system is a generic model
for investigating continuous-variables many-body systems under different en-
vironmental influence. Continuing the theme of MQP, one can also examine
the ’size’ and the ‘correlation’ aspects in addition to the entanglement aspects
explored here for interacting quantum systems. (These three aspects of MQP
are explained in [3, 4, 5] – see references therein.) We mention two additional
directions currently under study. It can easily be generalized to a finite tem-
perature field whereby one can investigate issues in quantum thermodynamics
such as those related to thermal entanglement in [38, 39, 40, 41, 42]. One can
also partition the N oscillators into two parts: one consisting of m oscillators
representing the system and the second part consisting of n = N −m oscilla-
tors as the bath. By varying m versus n one can use this model to investigate
mesoscopic phenomena [30, 43, 44, 45, 46] addressing new and different facets
such as those mentioned above for MQP.
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6. Appendix: Symmetric Gaussian Systems
In this appendix, we would like to illustrate two interesting observations in
the course of investigating entanglement of the bi-partition system. First, we
highlight the role the CoM coordinate in such a system. We then explicitly point
out the connection between an orthogonal matrix in the configuration space and
the corresponding symplectic matrix in the phase space.
In general, the three-oscillator system, discussed in the previous section, is
not a fully symmetric Gaussian system due to disparate inter-oscillator coupling.
However, when we make a particular partition such that it is a bipartite Q versus
AB system, then we have a 1×2 bi-symmetric Gaussian system. We may apply
some well-known facts [30] of the M ×N Gaussian system to this case.
In the case of disparate coupling we considered, if we ignore the influence of
the background field, then the Lagrangian corresponding to (2.17) for N = 3
can be expressed in terms of the center-of-mass coordinate and the relative
coordinate. Following (4.1), we write the Lagrangian as
L =
3∑
i=1
{m
2
χ˙(i) 2 − m
2
ω20χ
(i) 2
}
− m
2
λ
(
χ(1) − χ(2))2 − m
2
λ
(
χ(1) − χ(3))2 − m
2
σ
(
χ(2) − χ(3))2
=
{m
2
χ˙(1) 2 − m
2
(
ω20 + 2λ
)
χ(1) 2
}
+mλχ(1)
(
χ(2) + χ(3)
)
+
{m
4
(
χ˙(2) + χ˙(3)
)2 − m
4
(
ω20 + λ
)(
χ(2) + χ(3)
)2}
+
{m
4
(
χ˙(2) − χ˙(3))2 − m
4
(
ω20 + λ+ 2σ
)(
χ(3) − χ(3))2} . (6.1)
From this construction we see that the degree of freedom χ(2)−χ(3) is decoupled
from the remaining degrees of freedom. In addition, only the center-of-mass
coordinate (χ(2) +χ(3))/2 for the subsystem 2 and 3 couple with the coordinate
χ1 of the system 1. Thus during the course of evolution, the degree of freedom
χ(2) − χ(3) is always separate from the others, and may not be involved in
creation of entanglement of the whole system. For example, in the case of Q
versus AB, the entanglement is obtained by partial transpose the density matrix
associated with the subsystem 1, that is Q, so the degree of freedom χ(2)−χ(3)
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remains uninvolved. Hence the entanglement for Q versus AB is completely
determined and quantified by the degrees of freedom χ(1) and (χ(2) + χ(3))/2.
From (6.1), we can see that the entanglement measure should not depend on
the coupling constant σ between subsystem 2 and 3 because it does not appear
in the first line of eq. (6.1).
On the other hand, when we make a partition like A versus QB, the coordi-
nate transformation of χ(1), χ(2) and χ(3) into χ(1), (χ(2)+χ(3))/2 and χ(2)−χ(3)
does not have any advantageous convenience because it does not conform to any
symmetry this particular partition renders. In addition, when we make partial
transpose on either subsystem 2 (that is A), or subsystem 3 (that is B), both
degrees of freedom (χ(2) + χ(3))/2, χ(2) − χ(3) will be involved. Thus in this
case, the entanglement measure for A versus QB will inevitably depend on σ.
We would like to generalize the system introduced in (6.1) to a 1× (N − 1)
fully symmetric system. Let the corresponding Lagrangian be given by
L =
{m
2
χ˙(1) 2 − m
2
ω20 χ
(1) 2
}
−
N∑
i=2
m
2
λ
(
χ(1) − χ(i))2 (6.2)
+
N∑
i=2
{m
2
χ˙(i) 2 − m
2
ω20 χ
(i) 2 −
N∑
j>i
m
2
σ
(
χ(i) − χ(j))2} .
It describe a specially partitioned N -component system which consists of two
groups, subsystem 1 and the rest of the components. The subsystem 1 has
the same coupling strength λ with the the rest of the subsystems, meanwhile
the remaining subsystems interact with one another with the same coupling
constant σ. Apparently this is a fully symmetric 1× (N − 1) system because it
does not change when we permute χi for i = 2, . . . , N . It is a generalization of
Q versus AB configuration to Q versus A2A3 · · ·AN .
Recall that we can always find the normal modes for a multi-component
system described by the Lagrangian (6.2). We first rewrite the Lagrangian (6.2)
as
L =
{m
2
χ˙(1) 2 − m
2
[
ω20 + (N − 1)λ
]
χ(1) 2
}
+
m
2
λχ(1)
N∑
i=2
χ(i)
44
+N∑
i=2
{m
2
χ˙(i) 2 − m
2
[
ω20 + λ+ (N − 2)σ
]
χ(i) 2
}
+
N∑
j 6=i=2
m
2
σ χ(i)χ(j)
=
{m
2
χ˙(1) 2 − m
2
[
ω20 + (N − 1)λ
]
χ(1) 2
}
+
m
2
λχ(1)
N∑
i=2
χ(i) +
m
2
yT · y − m
2
yT ·Ω2 · y , (6.3)
where y = (χ(2), . . . , χ(N))T , and
Ω2 =

ω20 + λ+ (N − 2)σ −σ · · · −σ
−σ ω20 + λ+ (N − 2)σ · · · −σ
...
...
. . .
...
−σ −σ · · · ω20 + λ+ (N − 2)σ
 .
(6.4)
This (N − 1)× (N − 1) interaction matrix has an interesting feature that when
we sum elements along either one of the rows or columns, we obtain the same
result. This feature, as discussed before (4.8), implies that one of the normal
modes must be of the form
ξ(2) =
1√
N − 1
N∑
i=2
χ(i) , (6.5)
which apparently is the center of mass coordinate for the original variables
χ(2),..., χ(N). If we let ξ(j), for j = 2, . . . , N be the normal mode coordinates,
then the Lagrangian (6.3) becomes
L =
{m
2
χ˙(1) 2 − m
2
[
ω20 + (N − 1)λ
]
χ(1) 2
}
+
m
2
√
N − 1λχ(1)ξ(2)
+
m
2
ξ˙(2) 2 − m
2
ω22 ξ
(2) 2 +
N∑
j=3
{m
2
ξ˙(j) 2 − m
2
ω2j ξ
(j) 2
}
, (6.6)
where ωj is the eigenfrequency associated with the normal mode ξ
(j), or in other
words
Λ2 =

ω22 0 0 · · · 0
0 ω23 0 · · · 0
0 0
. . .
...
...
...
. . .
...
0 0 · · · 0 ω2N

. (6.7)
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For the later reference, ω22 is given by ω
2
2 =
∑
i[Ω
2]ij = ω
2
0 + λ and we have
(N − 2) degenerate eigenfrequencies ω23 = · · · = ω2N = ω20 + λ + (N − 1)σ.
Therefore following the previous arguments, if we compute entanglement for
the partition Q versus A2A3 · · ·AN , then only these two degrees of freedom
are involved in creation of entanglement and the corresponding entanglement
measure will not depend on σ. In fact, the remaining (N − 2) normal modes
ξ(k), for k = 3, . . . , N , remain decoupled from one another and evolve with time
by themselves. Essentially only χ(1) and ξ(2) interact together and evolve into
an entangled state. Furthermore their evolution does not depend on the details
of evolution of the degrees of freedom ξ(k). That is, ξ(k) will not contribute to
entanglement between χ(1) and ξ(2). The covariance matrix of the whole system
in terms of χ(1) and the normal modes ξ(j), j = 2, 3, . . . , N , will look like
σ ′ =

α1 γ 0 · · · 0
γT β2 0 · · · 0
0 0 β3 0
...
...
. . .
...
0 0 0 · · · βN

(6.8)
Not that this is not the Williamson form of the covariance matrix. The 2 × 2
matrix γ account for cross-correlation between χ(1) and ξ(2). The covariance
matrix (6.8) happens to take the “localized” form as demonstrated in [30], that
is, the center-of-mass coordinate ξ(2) is the representative mode of the N − 1
fully symmetric subsystems, responsible for setting up correlation with the other
party, represented by χ(1).
Then how does this observation go along with the procedures of diagonalizing
the covariance matrix for a M ×N bi-symmetric system, discussed in [30]? We
again use the example of the 1×2 system with disparate coupling for illustration.
We will closely follow the procedures outlined in [30]. Generically speaking the
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covariance matrix for our tripartite system (4.1) takes the form
σ1×2 =

a 0 b 0 b 0
0 e 0 f 0 f
b 0 c 0 d 0
0 f 0 g 0 h
b 0 d 0 c 0
0 f 0 h 0 g

, (6.9)
where
a =
1
2
〈 {χ(1)b , χ(1)b } 〉 , b =
1
2
〈 {χ(1)b , χ(2)b } 〉 = 〈 {χ(1)b , χ(3)b } 〉 ,
c =
1
2
〈 {χ(2)b , χ(2)b } 〉 = 〈 {χ(3)b , χ(3)b } 〉 , d =
1
2
〈 {χ(2)b , χ(3)b } 〉 ,
e =
1
2
〈 {p(1)b , p(1)b } 〉 , f =
1
2
〈 {p(1)b , p(2)b } 〉 = 〈 {p(1)b , p(3)b } 〉 ,
g =
1
2
〈 {p(2)b , p(2)b } 〉 = 〈 {p(3)b , p(3)b } 〉 , h =
1
2
〈 {p(2)b , p(3)b } 〉 ,
as shown in (4.44)–(4.47) and (4.49). Next we would like to write the covariance
matrix by a series symplectic transformations into the standard form
σ
(1)
1×2 =
α γ γγ β 
γ  β
 (6.10)
where α, β , , γ are 2× 2 block matrices, and take the form
α =
(
α 0
0 α
)
, β =
(
β 0
0 β
)
,  =
(
1 0
0 2
)
.
Since for our simple example, (6.9) is already closed to standard form, what
we will do is to apply a symplectic transformation S1, which is equivalent to
rescaling or change of the units, upon σ such that the 2×2 block matrices along
the diagonal of σ are proportional the identity matrix. For lower dimensional
matrix, this transformation matrix can be found without much effort. Let us
take the upper left block of σ1×2 for example. Let the 2× 2 matrix A denote
A =
(
a 0
0 e
)
,
and then the corresponding 2× 2 transformation matrix S
S =
(
µ λ
κ ν
)
(6.11)
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can be obtained by requiring that
S ·ω · ST = ω , ω =
(
0 1
−1 0
)
, (6.12)
and that
S ·A · ST (6.13)
should be proportional to a 2× 2 identity matrix. We then find
S =

4
√
e
a
0
0 4
√
a
e
 . (6.14)
We can do the same thing to the remain 2×2 block matrices along the diagonal.
Thus the symplectic matrix S1, which we use to diagonalize σ1×2, will take the
form
S1 =

4
√
e
a
0 0 0 0 0
0 4
√
a
e
0 0 0 0
0 0 4
√
g
c
0 0 0
0 0 0 4
√
c
g
0 0
0 0 0 0 4
√
g
c
0
0 0 0 0 0 4
√
c
g

, (6.15)
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and then
σ
(1)
1×2 = S1 ·σ1×2 ·ST1 =

√
ae 0 b 4
√
eg
ac
0 b 4
√
eg
ac
0
0
√
ae 0 f 4
√
ac
eg
0 f 4
√
ac
eg
b 4
√
eg
ac
0
√
cg 0
√
g
c
d 0
0 f 4
√
ac
eg
0
√
cg 0
√
c
g
h
b 4
√
eg
ac
0
√
g
c
d 0
√
cg 0
0 f 4
√
ac
eg
0
√
c
g
h 0
√
cg

.
(6.16)
Since the upper left 2× 2 block matrix of σ(1)1×2 is already diagonalized and is in
its Williamson form, next we will diagonalize the lower right 4× 4 block matrix
F =

√
cg 0
√
g
c
d 0
0
√
cg 0
√
c
g
h√
g
c
d 0
√
cg 0
0
√
c
g
h 0
√
cg

(6.17)
into the Williamson normal form.
We may follow the procedures outlined in [30] to find the Williamson form;
however it becomes a little impractical in reality due to the ambiguity that
we can always introduce an additional orthogonal matrix when we construct a
symplectic matrix that transforms a given symmetric matrix into its Williamson
form. Instead, we make an observation that a symplectic transformation in the
phase space has its corresponding rotation transformation in the configuration
space. In addition, in quantum mechanics the canonical momentum operator is
defined in such a way that it transforms in the same manners as the position
operator does. Therefore, to avoid cluttering of the square root notations, we
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write the matrix F as
F =

a1 0 b1 0
0 a1 0 c1
b1 0 a1 0
0 c1 0 a1
 (6.18)
and suppose that the position column vector (χ2, χ3)
T is rotated by an orthog-
onal matrix  cos θ sin θ
− sin θ cos θ
 , (6.19)
so that the corresponding symplectic transformation matrix
R =

cos θ 0 sin θ 0
0 cos θ 0 sin θ
− sin θ 0 cos θ 0
0 − sin θ 0 cos θ
 (6.20)
makes the matrix F into the diagonal form. Of course this does not guarantee
that the resulting diagonal matrix is in the Williamson form. The requirement
of
R · F ·RT
being a diagonal matrix gives θ = ±pi/4, and the resulting matrix is
F1 = R · F ·RT =

a1 + b1 0 0 0
0 a1 + c1 0 0
0 0 a1 − b1 0
0 0 0 a1 − c1
 , (6.21)
if we choose θ = pi/4. To make this into the Williamson form, we again apply
another transformation S′1 to rescale the diagonal elements,
T1 =

4
√
a1 + c1
a1 + b1
0 0 0
0 4
√
a1 + b1
a1 + c1
0 0
0 0 4
√
a1 − c1
a1 − b1 0
0 0 0 4
√
a1 − b1
a1 − c1

(6.22)
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so that
T1 · F1 ·TT1 = T1 ·R · F ·RT ·TT1 =

η3 0 0 0
0 η3 0 0
0 0 η2 0
0 0 0 η2
 . (6.23)
where η2 =
√
(a1 − b1)(a1 − c1) and η3 =
√
(a1 + b1)(a1 − c1). Now we have
arrived at the Williamson form of the matrix F, (6.18). The diagonal elements
are its symplectic eigenvalues, and can be verified by solving the secular equation
of the corresponding symplectic eigenvalue problem
det
(
F− i ηΩ2
)
= 0 , Ω2 =
2⊕
k=1
ω . (6.24)
Now putting these results together, we have the symplectic matrix S2
S2 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0
1√
2
4
√
a1 + c1
a1 + b1
0
1√
2
4
√
a1 + c1
a1 + b1
0
0 0 0
1√
2
4
√
a1 + b1
a1 + c1
0
1√
2
4
√
a1 + b1
a1 + c1
0 0 − 1√
2
4
√
a1 − c1
a1 − b1 0
1√
2
4
√
a1 − c1
a1 − b1 0
0 0 0 − 1√
2
4
√
a1 − b1
a1 − c1 0
1√
2
4
√
a1 − b1
a1 − c1

,
(6.25)
with
a1 =
√
cg , b1 =
√
g
c
d , c1 =
√
c
g
h .
It will transform the lower right 4× 4 block matrix of σ(1)1×2 into its Williamson
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form
σ
(2)
1×2 = S2 · σ(1)1×2 · ST2 =

η◦ 0 ξ 0 0 0
0 η◦ 0 ζ 0 0
ξ 0 η− 0 0 0
0 ζ 0 η− 0 0
0 0 0 0 η+ 0
0 0 0 0 0 η+

. (6.26)
with
η◦ =
√
ae , η− =
√
(c− d)(g − h) , η+ =
√
(c+ d)(g + h) ,
ξ =
√
2b 4
√
e(g + h)
a(c+ d)
, ζ =
√
2f 4
√
a(c+ d)
e(g + h)
.
Note that η◦, η± shown above are not the symplectic eigenvalues of the 6 × 6
matrix σ1×2. Instead η◦ is the symplectic eigenvalue of the upper left 2 × 2
matrix but η± are the symplectic eigenvalues of the lower right 4 × 4 matrix.
The true symplectic eigenvalues of the 6× 6 matrix are in fact given by
η1 =
√
(c− d)(g − h) , (6.27)
η2, 3 =
{
ae+ 4bf + (c+ d)(g + h)
2
(6.28)
±
√[
ae+ 4bf + (c+ d)(g + h)
2
]2
−
[
2b2 − a(c+ d)
][
2f2 − e(g + h)
]}1/2
,
so only η− coincides with one of the symplectic eigenvalues of the covariance
matrix. The result in (6.26) shows that the cross-correlation between the sub-
system 1 (Q) and the union of the subsystems 2 & 3 (AB) is linked up by
one representative degree of freedom from each partition. This correlation is
described by the block matrix
γ ′′ =
(
ξ 0
0 ζ
)
. (6.29)
It will be interesting to see what degrees of freedom are involved in cross-
correlation between two partitions. To do so, we first combine S2 and S1 to-
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gether
S = S2·S1 =

4
√
e
a
0 0 0 0 0
0 4
√
a
e
0 0 0 0
0 0
1√
2
4
√
g + h
c+ d
0
1√
2
4
√
g + h
c+ d
0
0 0 0
1√
2
4
√
c+ d
g + h
0
1√
2
4
√
c+ d
g + h
0 0 − 1√
2
4
√
g − h
c− d 0
1√
2
4
√
g − h
c− d 0
0 0 0 − 1√
2
4
√
c− d
g − h 0
1√
2
4
√
c− d
g − h

and apply the transformation matrix S to the column vector (χ(1), p(1), χ(2), p(2), χ(3), p(3))T ,
which describes the state of the tripartite system. It gives
4
√
e
a
0 0 0 0 0
0 4
√
a
e
0 0 0 0
0 0
1√
2
4
√
g + h
c+ d
0
1√
2
4
√
g + h
c+ d
0
0 0 0
1√
2
4
√
c+ d
g + h
0
1√
2
4
√
c+ d
g + h
0 0 − 1√
2
4
√
g − h
c− d 0
1√
2
4
√
g − h
c− d 0
0 0 0 − 1√
2
4
√
c− d
g − h 0
1√
2
4
√
c− d
g − h

·

χ(1)
p(1)
χ(2)
p(2)
χ(3)
p(3)

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=
4
√
e
a
χ(1)
4
√
a
e
p(1)
4
√
g + h
c+ d
χ(2) + χ(3)√
2
4
√
c+ d
g + h
p(2) + p(3)√
2
− 4
√
g − h
c− d
χ(2) − χ(3)√
2
− 4
√
c− d
g − h
p(2) − p(3)√
2

. (6.30)
Again from this and (6.26), we explicitly show that the cross-correlation between
Q and AB are set up by the degrees of freedom χ(1) and [χ(2) +χ(3)]/2. Here we
emphasize that this decomposition is suitable only for entanglement of Q with
AB.
We may want to perform further transformations to get rid of the factors
before χ(1), p(1), χ(2) + χ(3), and etc. in (6.30). However once we do so the
resulting covariance matrix no longer takes the Williamson form. In addition,
we may observe that those factors play the role of rescaling or changes of the
unit in such a way that all elements in the column vector have the same footing
or unit.
A comment is ready. We may use the idea of normal modes to help find
the Williamson form of a given covariance matrix. Suppose the N ×N matrix
U is composed of the orthonormal eigenvectors of the interaction matrix Ω2,
as shown in (4.1). We know that the matrix U will diagonalize Ω2 into Λ2 =
UT ·Ω2 ·U and the normal mode coordinates will be given by UT ·y, where y =
(χ(1), χ(2), . . . , χ(N))T . We may construct a 2N×2N symplectic transformation
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matrix S based on U such that
S =

U11 0 U12 0 · · · · · · U1N 0
0 U11 0 U12 · · · · · · 0 U1N
U21 0 U22 0 · · · · · · U2N 0
0 U21 0 U22 · · · · · · 0 U2N
...
. . .
...
...
. . .
...
UN1 0 UN2 0 · · · · · · UNN 0
0 UN1 0 UN2 · · · · · · 0 UNN

. (6.31)
This transformation matrix will put the original covariance matrix into an di-
agonal form
σ˜ = ST · σ · S . (6.32)
Recall that there is not correlation between the position and the canonical mo-
mentum of a free oscillator. The diagonal elements of σ˜ consists of the position
and the momentum uncertainty of the normal modes. With appropriate scaling
or change of the units, it becomes the Williamson form.
However, this form is not very useful for computing the entanglement mea-
sure associated with the partial transpose, because even though the Williamson
form σ˜ is related to its original covariance matrix σ by the symplectic transfor-
mation, their partial-transposed counterparts σ˜
pt
, σpt are not. In other words,
the partial transpose of the Williamson form of the covariance matrix σ is not
necessarily the same as the Williamson form of the partial transpose of the same
covariance matrix. Thus the entanglement endowed in the original covariance
can not be recovered from the partial transpose of its Williamson form. For
example, let the matrix J account for flipping the sign of p(1), that is
J =

1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 . (6.33)
We note that the transformation represented by J is not a symplectic transfor-
mation because
J · Ω · J 6= Ω . (6.34)
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This implies that the covariance matrix corresponding to the partial transpose
with respect to subsystem 1 is given by
σpt = J · σ · JT = J · S · σ˜ · ST · JT = J · S · J−1 · σ˜pt · (JT )−1 · ST · JT , (6.35)
where σ˜
pt
is the partial transpose of the Williamson form of the original co-
variance matrix σ. Let W = J · S · J−1, and we can check that it is not a
symplectic matrix, but an orthogonal matrix. Hence σpt is not related to σ˜
pt
by
a symplectic transformation, and their symplectic eigenvalues do not coincide,
not necessarily describing compatible entanglement information. Instead, to
find the entanglement measure based on the symplectic eigenvalues, we should
find a symplectic matrix S′, which will diagonalize σpt into its own Williamson
form σpt
σpt = S′ · σpt · S′T = S′ · J · σ · JT · S′T
= S′ · J · S · σ˜ · ST · JT · S′T (6.36)
= S′ · J · S · J−1 · σ˜pt · (JT )−1 · ST · JT · S′T 6= σ˜pt ,
because S′ · J · S · J−1 in general is not a symplectic matrix.
Next we turn to the N fully symmetric Gaussian systems; in particular, we
stress the connection between the orthogonal matrix in the configuration space
and the corresponding symplectic matrix in the phase space. Suppose that the
Lagrangian is given by
L = m
2
yT · y − m
2
yT ·Ω2 · y , (6.37)
where y = (χ(1), . . . , χ(N))T , and the N ×N interaction matrix is
Ω2 =

ω20 + λ+ (N − 1)σ −σ · · · −σ
−σ ω20 + λ+ (N − 1)σ · · · −σ
...
...
. . .
...
−σ −σ · · · ω20 + λ+ (N − 1)σ
 .
(6.38)
It implies that one of the normal modes must be of the form
ξ(1) = v(1)T · y = 1√
N
N∑
i=1
χ(i) , (6.39)
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corresponding to the eigenfrequency η2< = ω
2
0 + λ and the eigenvector
v(1) = (
1√
N
, . . . ,
1√
N
)T . (6.40)
The remaining (N − 1) normal modes ξ(j) for j = 2, . . . , N are associated with
the eigenfrequency of (N − 1)-fold degeneracy η2> = ω20 + λ + nσ > η2<, and
N −1 orthonormal eigenvectors v(j). The normal modes ξ are in fact related to
the original variables y by a orthogonal transformation U such that y = U · ξ .
This N × N transformation matrix is constructed by the eigenvectors of the
interaction matrix Ω2,
U = (v(1) v(2) · · · v(N)) , (6.41)
and can be used to diagonalized Ω2,
Λ2 = UT ·Ω2 ·U = diag(η2<, η2>, . . . , η2>) . (6.42)
Let the covariance matrix in terms of the normal modes is given by
σ˜ =
 12mη< 0
0
mη<
2
⊕ N⊕
j=2
 12mη> 0
0
mη>
2
 . (6.43)
We may find the corresponding covariance matrix σ in terms of the original
variables by an appropriate 2N × 2N symplectic transformation matrix S,
S =

S2i−1, 2j−1 = Uij , i, j = 1, . . . , N ,
S2i, 2j = Uij , i, j = 1, . . . , N ,
0 , otherwise ,
(6.44)
so that
R = S ·R , and σ = S · σ˜ · ST , (6.45)
if R = (χ(1), p(1), . . . , χ(N), p(N))T and R = (ξ(1), pi(1), . . . , ξ(N), pi(N))T with p,
pi being the conjugated momenta to χ, ξ, respectively. It is just the compact
form for the statements
χ(i) = Uijξ
(j) , p(i) = Uijpi
(j) , for i, j = 1, . . . , N . (6.46)
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It then implies that
〈 {χ(i), p(j)} 〉 = UikUjl〈 {ξ(k), pi(l)} 〉 = 0 , (6.47)
because there is no correlation between the conjugated pair of the normal mode
ξ; on the other hand, the cross-correlation between χ(i), χ(j) is
1
2
〈 {χ(i), χ(j)} 〉 = UikUjl 1
2
〈 {ξ(i), ξ(j)} 〉 = UikUjl ∆kδkj = UikUjk ∆k , (6.48)
where ∆k is the position uncertainty of the normal mode ξ
(k),
∆k =
1
2
〈 {ξ(k), ξ(k)} 〉 . (6.49)
It will take two different values, depending whether k = 1 or not, so we have
1
2
〈 {χ(i), χ(j)} 〉 = Ui1Uj1 ∆k+UimUjm ∆m = Ui1Uj1 ∆<+UimUjm ∆> , (6.50)
where m = 2, . . . , N and
∆< =
1
2mη<
, ∆> =
1
2mη>
, ∆< > ∆> . (6.51)
The orthogonal matrix U has the property that
Ui1Uj1 + UimUjm = δij . (6.52)
Therefore we arrive at
1
2
〈 {χ(i), χ(j)} 〉 = δij ∆>−Ui1Uj1
(
∆>−∆<
)
= δij ∆>− 1
N
(
∆>−∆<
)
, (6.53)
since Ui1 = (v
(1))i = 1/
√
N . Similarly we have
1
2
〈 {p(i), p(j)} 〉 = δij Θ> − 1
N
(
Θ> −Θ<
)
, (6.54)
with Θk =
1
2
〈 {pi(k), pi(k)} 〉,
Θ< =
mη<
2
, Θ> =
mη>
2
, Θ> > Θ< . (6.55)
This tells us that generically the covariance matrix σ takes the form
σ =

β  · · · 
 β · · · 
...
...
. . .
...
  · · · β
 , β =
(
a 0
0 e
)
,  =
(
b 0
0 f
)
, (6.56)
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and now
a = ∆> − 1
N
(
∆> −∆<
)
> 0 , e = Θ> − 1
N
(
Θ> −Θ<
)
> 0 , (6.57)
b = − 1
N
(
∆> −∆<
)
> 0 , f = − 1
N
(
Θ> −Θ<
)
< 0 . (6.58)
We convert it to the standard form
σ ′ = V · σ ·VT =

β ′ ′ · · · ′
′ β ′ · · · ′
...
...
. . .
...
′ ′ · · · β ′
 , (6.59)
with
β ′ = K · β ·KT =
(
λ 0
0 λ
)
, ′ = K ·  ·KT =
(
ζ1 0
0 ζ2
)
, (6.60)
by the symplectic matrix V
V =
N⊕
k=1
K , K = diag( 4
√
e
a
, 4
√
a
e
) . (6.61)
Therefore we have
λ =
√
ae , ζ1 = b
√
e
a
, ζ2 = f
√
a
e
. (6.62)
Since it has been shown in [30] that for such a fully symmetric system, there
are only two distinct symplectic eigenvalues for the covariance matrix σ ′. They
are
η+ =
√[
λ+
(
N − 1)ζ1][λ+ (N − 1)ζ2] ,
and the (N − 1)-fold degenerate
η− =
√(
λ− ζ1
)(
λ− ζ2
)
.
From we have derived so far, we obtain
λ+
(
N − 1)ζ1 = √ e
a
[
a+ (N − 1)b
]
=
√
e
a
∆< , (6.63)
λ+
(
N − 1)ζ2 = √a
e
[
e+ (N − 1)f
]
=
√
a
e
Θ< , (6.64)
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λ− ζ1 =
√
e
a
[
a− b
]
=
√
e
a
∆> , (6.65)
λ− ζ2 =
√
a
e
[
e− f
]
=
√
a
e
Θ> . (6.66)
Hence these two symplectic eigenvalues take rather simple form
η+ =
√
∆<Θ< , η− =
√
∆>Θ> , (6.67)
and both of them are exactly 1/2. This is the consequence of the uncertainty
principle for the ground state. If the states for the normal modes are not their
ground states, then both η−, η+ should be greater than 1/2.
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