Abstract -In this paper, we introduce a new family of linear block codes, which we refer to as Partial Reed Solomon (PRS) Codes. These codes are specifically designed and optimized for real-time multimedia communication over packet-based erasure channels. Based on the constraints and flexibilities of real time applications, we define a performance measure, message throughput ( rm), which is suitable for these applications.
I. INTRODUCTION
A fundamental requirement of any realtime application is the transmission of message data at a minimum desired rate R . In general, this minimum rate should be maintained to achieve a certain quality. The minimum rate requirement translates to the transmission of a minimum number of K message symbols within an N-symbol code block R=K/N. Consequently, one of the constraints in the design of linear block codes for realtime applications is the usage of a maximum number (N-K) of parity symbols within the Nsymbol block. Moreover, the maximum value of code block size N is also constrained. Therefore, unlike non-realtime applications that may have the flexibility in selecting N and R=KIN, realtime applications, in general, have to employ (adhere to) a block code with a pair-constraint (N, K ) .
Performance criteria for LBC codes, which are used for non-realtime data, are not always suitable for realtime applications. For example, a non-realtime LBC code can be evaluated based on the number of symbols needed to perfectly recover all of the original message symbols. In general, for realtime applications, perfect recovery, and consequently perfect reconstruction, of the original message symbols is not a hard requirement, because a wide range of practical application-layer error resilience and concealment methods can be used to compensate for lost data [3] .
Meanwhile, it is crucial to deliver the realtime application layer with the maximum number of the message symbols that are transmitted by the system. Therefore, the probability of a message symbol loss (after channel decoding) is a key performance parameter. We denote to this probability by pm. Hence, the parameter z,=(l-pm), which represents the probability of receiving a message symbol by the realtime application (after channel decoding), is a measure of the endto-end message symbol throughput. One of the key objectives of the family of the Partial Reed Solomon (PRS) codes that are proposed in this paper is to maximize this throughput measure z , . (For the remainder of this paper, we will refer to Z, as the message throughput.)
Practical multimedia error concealment and resilience methods usually become useless when the number of losses is beyond an application-dependent threshold. Consequently, it is very crucial for LBC codes to perform well when the number of lost message symbols is large by recovering the majority of these lost message symbols. Meanwhile, and although it is desirable, it is less crucial for these codes to provide perfect recovery when the number of losses (before or after channel decoding) is very small (e.g., one or few symbols) due to the maturity of powerful multimedia processing techniques. This desirable feature highlights one of the key problems with current LBC codes that are used widely for realtime video. It is well known, for example, that when a RS code block experience a number of losses that is larger than the number of parity symbols, then the code is incapable of recovering any of the lost message data.
Experiencing a number of losses that is larger than the number of parity symbols is quite feasible over channels with time-varying characteristics (e.g., the Internet and wireless networks [4]-[5]), even if, "on average", the message rate R is lower than the channel capacity. This is particularly true when the message rate R is close to (but may still be lower than) the channel capacity. Moreover, and due to (a) the large amount of data that is inherently needed for representing multimedia (in particular video) signals, and/or (b) the compressed representation of these signals is normally encoded ahead of time at a certain minimum rate that cannot be further reduced in realtime by the sender, it is quite often when multimedia applications operate very closely to channel capacity. Consequently, one of the main objectives of this work is the design of LBC codes that are capable of achieving high message throughput Z, when the rate is close to (but still lower than) channel capacity and when the number of losses L exceeds the number of parity Symbols (N-K).
PARTIAL

SOLOMON CODES
It can be shown that the decoding of a codeword transmitted over an erasure channel is equivalent to solving a system of equations, represented by the parity check equations [l] . The erased symbols represent the unknowns in the system of equation. Thus for a given ( N , K ) and a given graph density representing an LBC code, as the probability of channel erasure p increases, the average number of unknowns in each parity check equation also increase. Also, as the number of unknowns in a parity check equation increase, the probability of that equation being successfully solved decreases. Due to this, when the coding rate is near (or above) channel capacity, it becomes necessary to reduce the number of message symbols that are protected by each parity symbol. This is equivalent to reducing the density of the code.
The iterative algorithms used for decoding current LDPC codes, limit the decoding process to decoding of graphs without short-cycles1. This constraint has influenced the design of most of the current LDPC codes. If a code is based on GF(2), then the above constraint of designing a graph without short cycles is not a severe one. But, for codes based on GF(q) , limiting the code design to graphs without short cycles, can lead to an over-compromise on the decoding process in terms of time-complexity. Moreover, it has been shown that codes designed on fields higher than GF(2), can exhibit a much-improved performance [2] in terms of error recovery. Since a key objective of our effort is to maximize the message throughput (i.e., lost-symbol recovery), we did not want to constrain our code-design to graphs without cycles.
Meanwhile, decoding algorithms for a general code (with cycles) based on GF(q)can have a very high time complexity. Thus we found it necessary to limit our code design to a family of codes, where the entire codeword could be broken down into sub-codes that resemble RS codes. This allows us to use algorithms developed for efficient decoding of RS codes, for decoding of these RS based sub-codes. Decoding of individual subcodes can facilitate the decoding of the entire codeword. After this brief discussion of the motivation for the proposed PRS codes, we introduce the general structure of these codes. In all further discussion we shall drop q from the notation and assume that the order of the field on which the code is based has been pre-specified. The entries of matrix A, are constrained by the following equations: forms an RS-subcode over GF(q) and the K,+1 number of message symbols are transmitted without any protection. Thus the code-graph can be divided into (s+l) disjoint subgraphs. Obviously such a code graph does not have full density and the density of the overall code has been lowered. It should be noted that an order 1 (s=l) PRS code with N2 = K2 = Ois equivalent to the traditional full density RS code. In general, a PRS code with N,+1 = Ks+l = 0 does not include any subset of message symbols that are not protected.
m. OFTIh4ALPRSCODES
In this section we identify the class of optimal PRS codes for a Binary Erasure Channel (BEC) based on the message throughput criterion. We show, and with the support of some experimental evidence that, for a BEC, the optimal PRS code is given by an order 1 PRS code (i.e., PRS-I). As mentioned above, the parameter used to measure performance of a code here, is message throughput. Thus a code that maximizes this parameter will be the optimal code. We shall also extend our optimality analysis to two simple feedback channels. Before we present our experimental evidence, we shall prove two lemmas, these lemmas help us to limit the ensemble of codes we have to consider to find the optima. The following notations and propositions are used by the lemmas. Let, Proof: Consider the optimal code on the set Y (N-K,),(K-K,) ,o. P1 implies that the optimal PRS code on this set is a PRS code of order 1. Since adding unprotected symbols to a block will not change the relative performance of two codes on a BEC, the optimal PRS code in the setYN,K,K, is also an order 1 PRS code. Thus for a BECP1 3 P2. Figure l(a) shows the experimental results for p = 0.05 where the channel capacity is 0.90. It should be noted that in this case the coding rate (0.88) is below channel capacity. It can be seen in that the optimal PRS code for a BEC inYlo0,88,0 is an order 1 PRS code.
Thus using lemma's 1 and 2 it can be concluded that for a BEC the optimal code is given by PRS code of order 1. Although it is possible for an optimal PRS code to turn out to be equivalent to an RS code depending on the channel conditions, it should be noted that in figure l(a) though the coding rate is lower than the channel capacity, the optimal code is given by a PRS code of order 1 that is not equivalent to a RS code. It is also important to investigate the performance of PRS codes for coding rates greater than channel capacity. Since, even if "on-average" the coding rate is lower than channel capacity, the time varying nature of a channel can make the scenarios when the number of losses are greater than N -K , or when the coding rate is higher than channel capacity feasible. A possible way to mitigate this problem is to use some feedback information to adapt to the channel [6] . Most of the current adaptive FEC schemes change the rate of the underlying code. For real-time applications when the data transmission rate is constraint by K message symbols per N code symbols, such a scheme may not be suitable. Optimizing a PRS code to facilitate recovery when the number of losses are greater than N -K or the data transmission rate is temporarily higher than the coding rate can facilitate the design of a more suitable adaptive block code. In the above scenarios it is impossible to recover all the lost information without changing the rate of the code, but adaptively changing the design of a PRS code without changing its rate can facilitate partial recovery of information. For multimedia applications partial recovery of information in adverse channel conditions is a desirable feature when compared to permanent losses of erasures. when the coding rate is greater than channel capacity the optimal PRS code is a PRS code of order 1.
IV. OPTIMALPRS -1 CODES
In this section we further evaluate and analyze the performance of PRS codes of order 1 (PRS -1). As the design of a PRS code is completely determined by our choice of K1. we use a shortened notation for order 1 PRS code. Thus a PRS code denoted by ( N , K , K l ) is equivalent to a PRS code denoted by ( N , K , A l ) where
will be obtained by choosing an optimal value of K1, denoted by K* .
The probability of a message symbol loss (after channel decoding) for a ( N , K , K1) PRS-1 code over a BEC with probability of erasure p is given by
Equation 1
The optimal value of K1 can be obtained by minimizing Equation-1. Since &=(l-pm), this is equivalent to maximizing the message throughput. This equation can be used to show that there exist coding rates below channel capacity for which an optimal PRS code can outperform an RS code of similar rate and block-length. Figure 2 shows one such example. It can be clearly seen that that for coding rate of 0.88 and block-length of 100, if the channel capacity is lesser than approximately 0.905 then the optimal PRS code outperforms the classical RS code. It can be seen that the optimum PRS codes maintain much better overall message throughput for coding rates beyond channel capacity as shown in Figure 3 .
It was also observed that the dependence of optimal PRS codes on channel capacity and coding rate is symmetric. It can be concluded that for a given probability of erasure and block-length there exists a critical coding rate lesser than channel capacity, such that, for all coding rates above this critical value, there exists an optimal PRS code that can outperform the traditional RS code. Moreover, it can be shown for the PRS-1 codes, that as N m , the critical rate becomes equal to the channel capacity of the BEC.
V. GRACEFUL DEGRADATION
The performance of a PRS-1 code optimized for a particular channel condition degrades much more gracefully than a RS code with identical coding rate. This property can be suitably exploited in adaptive FEC schemes. The channel feed back information is an estimate of the channel conditions and hence it cannot be assumed to be always accurate. In such circumstances a PRS -1 code is less susceptible to an inaccurate estimate of channel conditions as compared to an RS based code. (Due to space limitations, the results of this section are not provided here; however, they will be presented in a future paper.)
VI. CONCLUSIONS AND SUMMARY
In this paper, we introduced a family of codes, which we refer to as PRS codes. These codes can be considered to be a reduced density version of RS codes. . It was observed that for all the channels considered in this paper, the optimal PRS code was an order 1 PRS code. It was shown that for a BEC channel, and for coding rates close to channel capacity, suitably designed PRS codes can perform better than the traditional RS codes. It was shown, that it is possible to design a "fixed coding rate" adaptive FEC scheme based on these PRS codes. The degradation in performance of PRS codes is more graceful than that of the RS codes. This feature can be suitably exploited to facilitate improved performance, for time varying channels and also satisfy the needs of modem robust multimedia communication schemes. 
