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1 Introduction
In this note we show the following Theorem 1.1.
Theorem 1.1 KPΠN proves that each initial segment {α ∈ OT : α < ψΩ(ωn(K+
1))} is well-founded.
KPℓ denotes a set theory for limits of admissibles. KPΠN denotes a set
theory for ΠN -reflecting universes.
Ω = Ω1 = ω
CK
1 , Ωα+1 = (Ωα)
+ for the next admissible above Ωα, and
Ωλ = sup{Ωα : 0 < α < λ} for limit ordinals λ.
α =NF αm+ · · ·+α0 means that α = αm+ · · ·+α0 and αm ≥ · · · ≥ α0 and
each αi is a non-zero additive principal number. For the binary Veblen function
ϕ, α =NF ϕβγ means that α = ϕβγ and β, γ < α. α =NF ω
β means that
α = ωβ > β. α =NF Ωβ means that α = Ωβ > β.
Let X < α :⇔ ∀β ∈ X(β < α), α ≤ X :⇔ ∃β ∈ X(α ≤ β) and X ≤ Y :⇔
∀α ∈ X∃β ∈ Y (α ≤ β).
IH denotes the Induction Hypothesis, MIH the Main IH and SIH the Sub-
sidiary IH.
2 Computable notation system OT
Let ~ξ = (ξ0, . . . , ξm−1) be a sequence of ordinals. The length lh(~ξ) := m.
Sequences consisting of a single element (ξ) is identified with the ordinal ξ, and
∅ denotes the empty sequence. ~0 denotes ambiguously a zero-sequence (0, . . . , 0)
with its length 0 ≤ lh(~0) ≤ N − 1. ~ξ ∗ ~µ = (ξ0, . . . , ξm−1) ∗ (µ0, . . . , νn−1) =
(ξ0, . . . , ξm−1, µ0, . . . , µn−1) denotes the concatenated sequence of ~ξ and ~µ.
Λ = ε(K) = εK+1 denotes the next epsilon number above the least ΠN−2-
indescribable cardinal K, and ε(Λ) = εK+2 the next epsilon number above Λ.
Definition 2.1 For a non-zero ordinal ξ < ε(Λ), its Cantor normal form with
base Λ is uniquely determined as
ξ =NF
∑
i≤m
Λξiai = Λ
ξmam + · · ·+ Λ
ξ0a0 (1)
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where ξm > · · · > ξ0, 0 < ai < Λ.
1. K(ξ) = {ai : i ≤ m} ∪
⋃
{K(ξi) : i ≤ m} is the set of components of ξ
with K(0) = ∅. For a sequence ~ξ = (ξ0, . . . , ξn−1) of ordinals ξi < ε(Λ),
K(~ξ) :=
⋃
{K(ξi) : i < n}.
2. For ξ > 1, te(ξ) = ξ0 in (1) is the tail exponent, and he(ξ) = ξm is
the head exponent of ξ, resp. The head Hd(ξ) := Λξmam, and the tail
T l(ξ) := Λξ0a0 of ξ.
3. he(i)(ξ) is the i-th head exponent of ξ, defined recursively by
he(0)(ξ) = ξ, he(i+1)(ξ) = he(he(i)(ξ)).
The i-th tail exponent te(i)(ξ) is defined similarly.
4. ζ is a part of ξ, denoted by ζ ≤pt ξ iff
ζ =NF
∑
i≥n Λ
ξiai = Λ
ξmam + · · ·+ Λ
ξnan for an n (0 ≤ n ≤ m+ 1).
ζ <pt ξ :⇔ ζ ≤pt ξ& ζ 6= ξ.
5. A sequence ~µ = (µ0, . . . , µn) is an iterated tail parts of ξ, denoted by
~µ ⊂pt ξ iff µ0 ≤pt ξ& ∀i < n(µi+1 ≤pt te(µi)).
6. ~ν = (ν0, . . . , νn) ∗ ~0 < ξ iff there exists a sequence ~µ = (µ0, . . . , µn) such
that ~µ ⊂pt ξ and νi < µi for every i ≤ n.
7. Let ~ν = (ν0, . . . , νn) and ~ξ = (ξ0, . . . , ξn) be sequences of ordinals in the
same length, and 0 ≤ k ≤ n.
~ν <k ~ξ :⇔ ∀i < k(νi ≤ ξi) ∧ (νk, . . . , νn) < ξk.
8. ζ is a step-down of ξ, denoted by ζ <sd ξ iff
ζ = Λξmam+ · · ·+Λξ1a1+Λξ0b+ ν for some ordinals b < a0 and ν < Λξ0 .
9. ~ν = (ν0, . . . , νn) ∗ ~0 <sd ξ iff νi <sd te(i)(ξ) for every i ≤ n.
10. ζ ≤sp ξ :⇔ ∃µ ≤pt ξ(ζ ≤sd µ), and ζ <sp ξ :⇔ ∃µ ≤pt ξ(ζ <sd µ).
11. ~ν <sp ξ iff ~ν <sd µ for a µ ≤pt ξ.
Let p(~ν, ξ) denote the number p (0 ≤ p < m) such that ξ =NF µ +∑
i<p Λ
ξiai for µ = Λ
ξmam + · · ·+ Λξpap and ~ν <sd µ.
It is easy to see that ~ν <sd ξ ⇒ ~ν < ξ.
Proposition 2.2 ~ν < ξ ≤ ζ ⇒ ~ν < ζ.
Definition 2.3 A sequence of ordinals ~ξ = (ξ2, . . . , ξN−1) is said to be irre-
ducible iff ∀i < N − 1∀k > 0(ξi > 0⇒ T l(ξi) ≥ Λk(ξi+k + 1)).
Definition 2.4 Let ~ν 6= ~ξ and let i be the minimal number such that νi 6= ξi.
Suppose (ξi, . . . , ξN−1) 6= ~0, and let k1 ≥ i be the minimal number such that
ξk1 6= 0. Then ~ν <lx,2 ~ξ iff one of the followings holds:
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1. (νi, . . . , νN−1) = ~0.
2. In what follows assume (νi, . . . , νN−1) 6= ~0, and let k0 ≥ i be the minimal
number such that νk0 6= 0 (i = min{k0, k1}). Then ~ν <lx,2 ~ξ iff one of the
followings holds:
(a) i = k0 < k1 and he
(k1−i)(νi) ≤ ξk1 .
(b) k0 ≥ k1 = i and νk0 < he
(k0−i)(ξi).
Definition 2.5 A set SD of sequences ~ξ = (ξ2, . . . , ξN−1) of ordinals ξi < ε(Λ)
is defined recursively as follows.
1. ~0 ∗ (a) ∈ SD for each a < Λ.
2. (Cf. Definition 2.1.9.) Let ~ξ = (ξ2, . . . , ξN−1) ∈ SD, 1 ≤ k < N − 1, ζ <
ε(Λ) be an ordinal such that (ξk+1, . . . , ξN−1) <sd ζ, and (ξ2, . . . , ξk−1, ξk, ζ)∗
~0 ∈ SD. Then for ζk = ξk + Λζa with an ordinal a < Λ, (ξ2, . . . , ξk−1) ∗
(ζk) ∗ (ξk+1, . . . , ξN−1) ∈ SD and (ξ2, . . . , ξk−1) ∗ (ζk) ∗ ~0 ∈ SD.
Proposition 2.6 Let ~ξ = (ξ2, . . . , ξN−1) ∈ SD.
1. (ξ2, . . . , ξi) ∗ ~0 ∈ SD for each i with 1 ≤ i < N .
2. For 2 ≤ i < j < k < N , if ξi 6= 0 and ξk 6= 0, then ξj 6= 0.
3. Let ξi 6= 0. Then (ξi+1, . . . , ξN−1) <sd te(ξi).
4. ~ξ is irreducible.
Definition 2.7 Let us define an ordinal o(~ξ) for irreducible ~ξ = (ξ2, . . . , ξN−1)
by
o(~ξ) =
∑
{Λi−1(ξi + 1) : 2 ≤ i ≤ N − 1, ξi 6= 0}
In particular o(~0) = 0.
Note that we have T l(ξi) ≥ Λk(ξi+k +1) for ξi 6= 0 and irreducible ~ξ. Therefore
ξi + Λk(ξi+k + 1) = ξi#Λk(ξi+k + 1) for the natural sum #.
Proposition 2.8 For irreducible ~ν, ~ξ,
~ν <lx,2 ~ξ ⇒ o(~ν) < o(~ξ).
Proof. Let ~ν <lx,2 ~ξ. Then ~ν 6= ~ξ and let i be the minimal number such that
νi 6= ξi. It suffices to show that a0 = o((νi, . . . , νN−1)) < o((ξi, . . . , ξN−1)) = a1,
where o((ξi, . . . , ξN−1)) =
∑
{Λj−1(ξj + 1) : i ≤ j ≤ N − 1, ξj 6= 0}.
We have (ξi, . . . , ξN−1) 6= ~0, and let k1 ≥ i be the minimal number such that
ξk1 6= 0. When (νi, . . . , νN−1) 6= ~0, let k0 ≥ i be the minimal number such that
νk0 6= 0. One of the following cases occurs, cf. Definition 2.4.
Case 0. (νi, . . . , νN−1) = ~0: Then a0 = 0 < a1.
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Case 1. i = k0 < k1 = i+ k and he
(k)(νi) ≤ ξi+k: We have by k > 0
o((νi, . . . , νN−1)) = Λi−1(νi + 1)+ o((νi+1, . . . , νN−1)) < Λi+k−1(he
(k)(νi) + 1).
On the other hand we have o((ξi, . . . , ξN−1)) = o((0, . . . , 0, ξi+k, . . . , ξN−1)) =
Λi+k−1(ξi+k + 1) + o(ξi+k+1 , . . . , ξN−1) ≥ Λi+k−1(ξi+k + 1). Hence a0 < a1.
Case 2. i+ k = k0 ≥ k1 = i and νi+k < he
(k)(ξi): Then
o((νi, . . . , νN−1)) = o((0, . . . , 0, νi+k, . . . , νN−1))
= Λi+k−1(νi+k + 1) + o((νi+k+1 , . . . , νN−1))
< Λi+k−1(νi+k + 1) · 2 ≤ Λi+k−1(he
(k)(ξi)) · 2
On the other hand we have by i > 1 and ξi ≥ Λk(he(k)(ξi))
o((ξi, . . . , ξN−1)) = Λi−1(ξi + 1) + o((ξi+1, . . . , ξN−1))
≥ Λi−1(ξi + 1) > Λi+k−1(he
(k)(ξi)) · 2
Hence a0 < a1. ✷
The sets of ordinal terms OT ⊂ Λ = εK+1 and E ⊂ εK+2 over symbols
{0,K,Λ,+, ω, ϕ,Ω, ψ} together with sequences ~m(α) = (mk(α))2≤k≤N−1 (α ∈
OT ∩ K), and finite sets Kδ(α) ⊂ OT for α ∈ OT are defined by simultaneous
recursion as follows.
Let pd(ψ~νπ(a)) = π (even if ~ν = ~0). Moreover for n, pd
(n)(α) is defined
recursively by pd(0)(α) = α and pd(n+1)(α) ≃ pd(pd(n)(α)).
For terms π, κ ∈ OT , π ≺ κ denotes the transitive closure of the relation
{(π, κ) : ∃~ξ∃b[π = ψ
~ξ
κ(b)]}, and its reflexive closure π  κ :⇔ π ≺ κ ∨ π = κ ⇔
∃n(κ = pd(n)(π)).
For each ordinal term α = ψ~νπ(a), a series (πi)i≤L of ordinal terms is uniquely
determined as follows: πL = α, πi = pd(πi+1) and π0 = K. Let us call the series
(πi)i≤L the collapsing series of α = πL.
Then we see that an ordinal term α = ψ~νπ(a) with ~ν 6= ~0 is constructed by
Definition 2.9.2g below iff L = 1. α is constructed by Definition 2.9.2i iff L ≡ 1
(mod (N − 2)). Otherwise α is constructed by Definition 2.9.2h.
Definition 2.9 ℓα denotes the number of occurrences of symbols
{0,K,Λ,+, ω, ϕ,Ω, ψ} in terms α ∈ OT ∪ E.
1. (a) 0 ∈ E.
(b) If 0 < a ∈ OT , then a ∈ E. K(a) = {a}.
(c) If {ξi : i ≤ m} ⊂ E, ξm > · · · > ξ0 > 0 and 0 < bi ∈ OT , then∑
i≤m Λ
ξibi = Λ
ξmbm + · · ·+ Λ
ξ0b0 ∈ E. K(
∑
i≤m Λ
ξibi) = {bi : i ≤
m} ∪
⋃
{K(ξi) : i ≤ m}.
(d) For sequences ~ν = (ν2, . . . , νN−1), let K(~ν) =
⋃
2≤i≤N−1K(νi).
2. (a) 0,K ∈ OT . mk(0) = 0 for any k, and Kδ(0) = Kδ(K) = ∅.
(b) If α =NF αm + · · · + α0 (m > 0) with {αi : i ≤ m} ⊂ OT , then
α ∈ OT , and mk(α) = 0 for any k. Kδ(α) = Kδ(α0, . . . , αm).
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(c) If α =NF ϕβγ with {β, γ} ⊂ OT ∩ K, then α ∈ OT , and mk(α) = 0
for any k. Kδ(α) = Kδ(β, γ).
(d) If α =NF ω
β with K < β ∈ OT , then α ∈ OT , and mk(α) = 0 for
any k. Kδ(α) = Kδ(β).
(e) If α =NF Ωβ with β ∈ OT ∩K, then α ∈ OT . m2(α) = 1,mk(α) = 0
for any k > 2 if β is a successor ordinal. Otherwise mk(α) = 0 for
any k. In each case Kδ(α) = Kδ(β).
(f) Let α = ψπ(a) := ψ
~0
π(a) where π is a regular term , i.e., either π = K
or ~m(π) 6= ~0, and Kα(π, a) < a.
Then α = ψπ(a) ∈ OT . Let mk(α) = 0 for any k. Kδ(ψπ(a)) = ∅ if
α < δ. Kδ(ψπ(a)) = {a} ∪Kδ(a, π) otherwise.
(g) Let α = ψ~ν
K
(a) with ~ν = ~0 ∗ (b) (lh(~ν) = N − 2) and b, a ∈ OT such
that 0 < b ≤ a and Kα(b, a) < a.
Then α = ψ~ν
K
(a) ∈ OT . Let mN−1(α) = b, mk(α) = 0 for k < N − 1.
Kδ(ψ
~ν
K
(a)) = ∅ if α < δ. Kδ(ψ
~ν
K
(a)) = {a} ∪
⋃
{Kδ(γ) : γ ∈ K(ν)}
otherwise.
(h) Let π ∈ OT ∩K be such thatmk+1(π) 6= 0 and ∀i > k+1(mi(π) = 0)
for a k (2 ≤ k ≤ N − 2), and b, a ∈ OT such that 0 < b ≤ a. Let
~ν = (ν2, . . . , νN−1) be a sequence defined by ∀i < k(νi = mi(π)),
νk = mk(π) + Λ
mk+1(π)b, and ∀i > k(νi = 0).
Then α = ψ~νπ(a) ∈ OT if Kα(π, a, b) ∪ Kα(K(~m(π))) < a. Let
mi(α) = νi for each i. Kδ(ψ
~ν
π(a)) = ∅ if α < δ. OtherwiseKδ(ψ
~ν
π(a)) =
{a} ∪Kδ(a, π) ∪
⋃
{Kδ(b) : b ∈ K(~ν)}.
(i) Let π ∈ OT ∩K be such that m2(π) 6= 0 and ∀i > 2(mi(π) = 0), and
a ∈ OT . Let ~0 6= ~ν = (ν2, . . . , νN−1) ∈ SD be a sequence of ordinal
terms νi ∈ E such that ~ν <sp m2(π).
Then α = ψ~νπ(a) if Kα(π, a) < a, and
∀k(Kα(νk) < maxK(νk)) (2)
Let mi(α) = νi for each i.
Kδ(ψ
~ν
π(a)) = ∅ if α < δ. Otherwise Kδ(ψ
~ν
π(a)) = {a} ∪ Kδ(a, π) ∪⋃
{Kδ(b) : b ∈ K(~ν)}.
Let Hγ(δ) be the Skolem hull defined in [5] such that for any α ∈ OT and
any δ such that δ = 0,Λ or δ = ψ~νπ(b) for some π, b, ~ν, α ∈ Hγ(δ)⇔ Kδ(α) < γ.
Proposition 2.10 (Cf. Proposition 2.19 in [5])
Let ~ν = (ν0, . . . , νN−3), ~ξ = (ξ0, . . . , ξN−3) be irreducible sequences of ordinals<
εΛ+2, and assume that ψ
~ν
π(b) < π and ψ
~ξ
κ(a) < κ.
Then β1 = ψ
~ν
π(b) < ψ
~ξ
κ(a) = α1 iff one of the following cases holds:
1. π ≤ ψ
~ξ
κ(a).
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2. b < a, ψ~νπ(b) < κ and K(~ν) ∪ {π, b} ⊂ Ha(ψ
~ξ
κ(a)).
3. b > a and K(~ξ) ∪ {κ, a} 6⊂ Hb(ψ~νπ(b)).
4. b = a, κ < π and κ 6∈ Hb(ψ~νπ(b)).
5. b = a, π = κ, K(~ν) ⊂ Ha(ψ
~ξ
κ(a)), and ~ν <lx,2
~ξ.
6. b = a, π = κ, K(~ξ) 6⊂ Hb(ψ~νπ(b)).
Proposition 2.11 1. α ≤ β ⇒ Kα(γ) ⊃ Kβ(γ).
2. Let β = ψ~νπ(b) with π = ψ
~ξ
κ(a). Then a < b.
3. If κ < ψ~νπ(b) < κ
+, then π = κ+(, and ~ν = ∅).
4. For α = ψ~νπ(a) ∈ OT , maxK(~ν) ≤ a holds.
Proof. 2.11.1 is seen by induction on ℓγ.
2.11.2. Let β = ψ~νπ(b) with π = ψ
~ξ
κ(a). Then Kβ({π, b} ∪K(~ν)) < b. On the
other hand we have β < π. Hence a ∈ Kβ(π) < b.
2.11.3. Let κ < ψ~νπ(b) < κ
+. If ~ν 6= ∅, then κ+ < ψ~νπ(b). Hence ~ν = ∅. Let
κ = Ωa ≥ a with κ+ = Ωa+1. Then a ∈ Hb(ψπ(b)), and Ωa+1 ∈ Hb(ψπ(b)). If
κ+ = Ωa+1 < π, then κ
+ < ψπ(b). Hence κ < π ≤ κ+, and π = κ+.
2.11.4. This is seen by induction on ℓα. Ww have c < a by Proposition 2.11.2
when π = ψ~µσ(c)
When α is constructed by Definition 2.9.2h, νk = mk(π) + Λ
mk+1(π)b holds
for b ≤ a. By IH we have maxK(~m(π)) ≤ c < a when π = ψ~µσ(c).
Suppose α is constructed by Definition 2.9.2i. We obtain ~ν <sp m2(π), and
hence maxK(~ν) ≤ maxK(m2(π)) ≤ c < a by IH. ✷
Let OTn denote the subsystem of OT such that α ∈ OTn iff each ordinal
subterm occurring in α is smaller than ωn(K+ 1).
Definition 2.12 1. For α ∈ OT ∩K, α ∈ OTn ⇔ E(α) ⊂ OTn.
2. If α =NF ω
β < ωn(K + 1) with K < β ∈ OTn, then α ∈ OTn,
3. Let α = ψ~νπ(a) ∈ OT such that {a, π} ∪K(~ν) ⊂ OTn. Then α = ψ
~ν
π(a) ∈
OTn.
Proposition 2.13 For any n < ω and δ = ψΩ(ωn(K+ 1)),
1. ∀α ∈ OT ∩ ψΩ(ωn(K+ 1))(α ∈ OTn).
2. ∀α ∈ OT ({α} ∪Kδ(α) < ωn(K + 1)⇒ α ∈ OTn).
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Proof. These are shown simultaneously by induction on ℓα for α ∈ OT .
If α is not a strongly critical number, then IH yields the lemmas. Let
α = ψ~νπ(b) for some π, ~ν, b.
2.13.1. Let α < ψΩ(ωn(K+1)). Since Ω is the least recursively regular ordinal,
ψΩ(ωn(K + 1)) < Ω and Kα({Ω, ωn(K + 1)}) = ∅, we see that b < ωn(K + 1),
ψ~νπ(b) < Ω and Kδ(K(~ν)∪{π, b}) < ωn(K+1). By ψ
~ν
π(b) < Ω we obtain π = Ω,
and ~ν = ∅. IH on Proposition 2.13.1 with {b}∪Kδ(b) < ωn(K+1) yields b ∈ OTn.
2.13.2. Let Kδ(α) < ωn(K + 1). If α < δ = ψΩ(ωn(K + 1)), then α ∈ OTn by
Proposition 2.13.1. Suppose α ≥ δ. Then Kδ(α) = {b} ∪ Kδ(K(~ν) ∪ {π, b}).
IH with π ≤ K yields {b, π} ⊂ OTn. In particular b < ωn(K + 1). This yields
K(~ν) ≤ b < ωn(K+ 1) by Definition 2.9.2g and 2.9.2h. Hence by IH we obtain
K(~ν) ⊂ OTn. ✷
Therefore it suffices show the following Theorem 2.14 to prove Theorem 1.1.
Theorem 2.14 For each n < ω, KPΠN proves that (OTn, <) is well-founded.
2.1 Coefficients
In this subsection we introduce coefficient sets E(α), Gκ(α), Fδ(α), kδ(α) of α ∈
OT , each of which is a finite set of subterms of α. These are utilized in our
wellfoundedness proof in section 3. Roughly E(α) is the set of subterms of
the form ψ~νπ(a), and Fδ(α) [kδ(α)] the set of subterms< δ [subterms≥ δ], resp.
Gκ(α) is an analogue of sets Kκα in [1].
Let pd(ψ~νπ(a)) = π (even if ~ν = ∅). Moreover for n, pd
(n)(α) is defined
recursively by pd(0)(α) = α and pd(n+1)(α) ≃ pd(pd(n)(α)).
For terms π, κ ∈ OT , π ≺ κ denotes the transitive closure of the relation
{(π, κ) : ∃~ξ∃b[π = ψ
~ξ
κ(b)]}, and its reflexive closure π  κ :⇔ π ≺ κ ∨ π = κ.
For terms π, κ ∈ OT , π ≺ κ denotes the transitive closure of the relation
{(π, κ) : ∃~ξ∃b[π = ψ
~ξ
κ(b)]}, and its reflexive closure π  κ :⇔ π ≺ κ ∨ π = κ.
Definition 2.15 For terms α, κ, δ ∈ OT , finite sets E(α), Gκ(α), Fδ(α), kδ(α) ⊂
OT are defined recursively as follows.
1. E(α) = ∅ for α ∈ {0,K}. E(αm + · · · + α0) =
⋃
i≤m E(αi). E(ϕβγ) =
E(β) ∪ E(γ). E(ωα) = E(α). E(Ωα) = E(α).
2. E(ψ~νπ(a)) = {ψ
~ν
π(a)}.
3. A(α) =
⋃
{A(β) : β ∈ E(α)} for A ∈ {Gκ, Fδ, kδ}.
4.
Gκ(ψ
~ν
π(a)) =


Gκ({π, a} ∪K(~ν)) κ < π
Gκ(π) π < κ& π 6 κ
{ψ~νπ(a)} π  κ
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Fδ(ψ
~ν
π(a)) =
{
Fδ({π, a} ∪K(~ν)) ψ~νπ(a) ≥ δ
{ψ~νπ(a)} ψ
~ν
π(a) < δ
kδ(ψ
~ν
π(a)) =
{
{ψ~νπ(a)} ∪ kδ({π, a} ∪K(~ν)) ψ
~ν
π(a) ≥ δ
∅ ψ~νπ(a) < δ
For A ∈ {Kδ, Gκ, Fδ, kδ} and sets X ⊂ OT , A(X) :=
⋃
{A(α) : α ∈ X}.
Definition 2.16 S(η) denotes the set of immediate subterms of η when η 6∈
E(η). For example S(ϕβγ) = {β, γ}. S(0) := S(K) := ∅ and S(η) = {η} when
η ∈ E(η).
Proposition 2.17 For α, κ, a, b ∈ OT ,
1. Gκ(α) ≤ α.
2. α ∈ Ha(b)⇒ Gκ(α) ⊂ Ha(b).
3. Let γ ≤ δ. Then Fγ(α) < β&Fδ(α) < γ ⇒ Fδ(α) < β.
Proof by simultaneous induction on ℓα. It is easy to see that
Gκ(α) ∋ β ⇒ β ≺ κ& ℓκ < ℓβ ≤ ℓα (3)
2.17.1. Consider the case α = ψ~νπ(a) with π 6 κ. First let κ < π. Then Gκ(α) =
Gκ({π, a}∪K(~ν)). On the other hand we have ∀γ ∈ K(~ν)∪{π, a}(Kα(γ) < a),
i.e, K(~ν) ∪ {π, a} ⊂ Ha(α). Proposition 2.17.2 with (3) yields Gκ(K(~ν) ∪
{π, a}) ⊂ Ha(α) ∩ κ ⊂ Ha(α) ∩ π ⊂ α. Hence Gκ(α) < α.
Next let π < κ and π 6 κ. Then Gκ(α) = Gκ(π). By IH we have Gκ(π) ≤ π,
andGκ(π) < π by π 6 κ. On the other hand we haveKα(π) < a, i.e, π ∈ Ha(α).
Proposition 2.17.2 yields Gκ(π) ⊂ Ha(α) ∩ π ⊂ α. Hence Gκ(α) < α.
2.17.2. Since Gκ(α) ≤ α by Proposition 2.17.1, we can assume α ≥ b. Again
consider the case α = ψ~νπ(a) with π 6 κ. Then K(~ν) ∪ {π, a} ⊂ Ha(b) and
Gκ(α) ⊂ Gκ(K(~ν) ∪ {π, a}). IH yields the lemma.
2.17.3. This is seen by induction on ℓα. ✷
Proposition 2.18 Let β  α = ψ~νπ(a). Then Fπ(K(~ν)) < β.
Proof. Let pd(i−1)(β) = πi−1 = ψ
~νi
πi
(ai) with β = π0 and π = πn. Then by
πi−1 < πi we have πi ∈ Haj+1(πj) for any j < i, and K(~ν) ⊂ Haj+1(πj) for
~ν = ~νn and any j < n. On the other hand we have Haj+1(πj) ∩ πj+1 ⊂ πj . We
see by induction on n− j ≥ 0 that Fπ(K(~ν)) < πj . ✷
Proposition 2.19 Let γ  τ and γ 6≺ κ. Then Gκ(τ) ⊂ Gκ(γ).
Proof. Let γ 6≺ κ. We show γ  τ ⇒ Gκ(τ) ⊂ Gκ(γ) by induction on ℓγ − ℓτ .
Let γ  τ = ψ~νπ(a). By IH we have Gκ(τ) ⊂ Gκ(γ). On the other hand we have
Gκ(π) ⊂ Gκ(τ) since π 6≺ κ and π = κ⇒ Gκ(π) = ∅, cf. (3). ✷
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Proposition 2.20 Let a, α, κ, β, δ ∈ OT with α = ψ~νπ(a) for some {a}∪K(~ν) ⊂
OT . If β 6∈ Ha(α) and Kδ(β) < a, then there exists a γ ∈ Fδ(β) such that
Ha(α) 6∋ γ < δ.
Proof. By induction on ℓβ. Assume β 6∈ Ha(α) and Kδ(β) < a. By IH we
can assume that β = ψ
~ξ
κ(b). If β < δ, then β ∈ Fδ(β), and γ = β is a desired
one. Assume β ≥ δ. Then we have Kδ(β) = {b} ∪ Kδ({b, κ} ∪ K(~ξ)) < a.
In particular b < a, and hence {b, κ} ∪ K(~ξ) 6⊂ Ha(α). By IH there exists a
γ ∈ Fδ({b, κ} ∪K(~ξ)) = Fδ(β) such that Ha(α) 6∋ γ < δ. ✷
3 Distinguished sets
In this section, working in the set theory KPℓ for limits of admissibles, we will
develop rudiments of distinguished classes, which was first introduced by W.
Buchholz [6]. Since many properties of distingusihed classes are seen as in [2,4],
we will omit their proofs.
As in [4] our welfoundedness proof inside KPΠN goes as follows. The well-
foundedness of OT is reduced to one of the relation ≺ in the following way.
α ∈ V (X) in Definition 3.1.3 is intended for α to be in the wellfounded part
of ≺ with respect to a set X . In Lemma 3.27 it is shown for a ∆1 class G(X)
defined in Definition 3.15, that η ∈ G(X)∩V (X) yields the existence of a distin-
guished set X ′ such that η ∈ X ′ provided that X is a distinguished set which is
closed under the ‘hyperjump’ operation X 7→ X ′ for any γ ≺ η. Let us call such
an X η-Mahlo. It turns out that we need the fact that X ⊂ V (X) for any dis-
tinguished sets X in proving Lemma 3.27. Furthermore we need even stronger
condition X ⊂ V ∗(X) for the Claim 3.28 in Lemma 3.27, where V ∗(X) is de-
fined in Definition 3.1.5. This motivates our Definition 3.8.1 of distinguished
sets (6).
There remain three tasks for each η ∈ OT . One is to show that η ∈ G(X),
second to show η ∈ V (X), and third the existence of an η-Mahlo distinguished
set. It is not hard to show η ∈ G(X) by induction on a for η = ψ~νπ(a), cf.
Lemma 5.7. Next for sets P let WP be the maximal distinguished class in P .
WP is ΣP1 , i.e., Σ1-definable class on P , and W
Q is a distinguished set in P
for any sets Q ∈ P , cf. subsection 3.2. In particular W = WL is the maximal
distinguished class for the whole ΠN -reflecting universe L. Let us say that P
is η-Mahlo if WP is an η-Mahlo distinguished class. In view of Lemma 3.27
P is η-Mahlo if P is Π2-reflecting on γ-Mahlo sets for any γ ≺ η since G(WP )
is ΠP2 . This means that we need to iterate recursively Mahlo operations along
≺ up to a given η assuming that η is in the wellfounded part V (W). Now if
γ ≺ η, then the sequence of ordinals {mk(γ)}k is smaller than {mk(η)}k in a
sense. Indeed we could assign an ordinal o1({mk(γ)}) < εK+2 in such a way that
o1({mk(γ)}) < o1({mk(η)}) as in Definition 2.7. However if we refer such a big
ordinal o1({mk(η)}) > η explicitly in defining η to be in V (W), the persistency
(4) in Definition 3.1.3 would be lost. As we see it in this section, the persistency
is crucial for distinguished sets, cf. Proposition 3.12.
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The k-predecessors are needed for us to embed the relation ≺ on OT to an
exponential structure induced solely from ordinals {mk(α)}k (cf. Lemma 4.22),
which in turn yields sets V (X) = VN (X) introduced in subsection 5.1 with the
persistency (4) in Definition 3.1.
X,Y, . . . range over subsets of OTn. While X ,Y, . . . range over classes.
We define sets Cα(X) ⊂ OTn for α ∈ OTn, X ⊂ OTn as follows.
Definition 3.1 Let α, β ∈ OTn, X ⊂ OTn.
1. Let Cα(X) be the closure of {0,K}∪(X∩α) under +, K < β 7→ ωβ ∈ OTn,
(β, γ) 7→ ϕβγ (β, γ < K), K > β 7→ Ωβ > β, and (σ, β, ~ξ) 7→ ψ
~ξ
σ(β) for
σ > α in OTn.
The last clauses say that, if Ωβ > β ∈ C
α(X) ⇒ Ωβ ∈ C
α(X), and
ψ
~ξ
σ(a) ∈ C
α(X) if {σ, a} ∪K(~ξ) ⊂ Cα(X) and σ > α.
2. α+ = Ωa+1 denotes the least recursively regular term above α if such a
term exists. Otherwise α+ :=∞. Obviously α+ is computable from α.
3. V (X) is a ∆1-class such that
∀α < K[(X ∩ α = Y ∩ α⇒ V (X) ∩ α+ = V (Y ) ∩ α+) (4)
∧ (¬∃κ, a, ~ξ 6= ~0(α =NF ψ
~ξ
κ(a))⇒ α ∈ V (X))]
4. V Cα(X) := V (X) ∩ Cα(X).
5. α ∈ V ∗(X) :⇔ α ∈ V (X)& Cα(X) ∩ α ⊂ V (X).
6. V ∗Cα(X) := V ∗(X) ∩ Cα(X).
Proposition 3.2 X ∩ α = Y ∩ α ⇒ Cα(X) = Cα(Y ) and X 7→ Cα(X) is
monotonic.
Proposition 3.3 α < β < α+ ⇒ Cα(X) ⊂ Cβ(X).
Proof. By induction on ℓγ (γ ∈ OTn) we see that γ ∈ Cα(X)⇒ γ ∈ Cβ(X). ✷
Proposition 3.4 Let δ ≤ K. Then Fδ(α) ∪ kδ(α) ⊂ X ⇒ α ∈ CK(X).
Proof. This is seen by induction on ℓα. ✷
Proposition 3.5 Assume α ∈ Cα(X) and α  σ. Then σ ∈ Cα(X).
Proof. We see by induction on ℓα− ℓσ that α ∈ Cα(X)&α  σ ⇒ σ ∈ Cα(X).
✷
Proposition 3.6 (Cf. [2], Lemmas 3.5.3 and 3.5.4.) Assume ∀γ ∈ X [γ ∈
Cγ(X)] for a set X ⊂ OTn.
1. α ≤ β ⇒ Cβ(X) ⊂ Cα(X).
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2. α < β < α+ ⇒ Cβ(X) = Cα(X).
Proof. 3.6.1. We see by induction on ℓγ (γ ∈ OTn) that
∀β ≥ α[γ ∈ Cβ(X)⇒ γ ∈ Cα(X) ∪ (X ∩ β)] (5)
For example, if ψ
~ξ
π(δ) ∈ C
β(X) with π > β ≥ α and {π, δ} ∪K(~ξ) ⊂ Cα(X) ∪
(X ∩ β), then π ∈ Cα(X), and for any γ ∈ {δ} ∪ K(~ξ), either γ ∈ Cα(X) or
γ ∈ X ∩ β by IH. If γ < α, then γ ∈ X ∩ α ⊂ Cα(X). If α ≤ γ ∈ X ∩ β, then
γ ∈ Cγ(X) by the assumption, and by IH we have γ ∈ Cα(X) ∪ (X ∩ γ), i.e.,
γ ∈ Cα(X). Therefore {π, δ} ∪K(~ξ) ⊂ Cα(X), and ψ
~ξ
π(δ) ∈ C
α(X).
Using (5) we see from the assumption that ∀β ≥ α[γ ∈ Cβ(X)⇒ γ ∈ Cα(X)].
3.6.2. Assume α < β < α+. Then by Proposition 3.6.1 we have Cβ(X) ⊂ Cα(X).
Conversely Cα(X) ⊂ Cβ(X) is seen from Proposition 3.3. ✷
Definition 3.7 1. Prg[X,Y ] :⇔ ∀α ∈ X(X ∩ α ⊂ Y → α ∈ Y ).
2. For a definable class X , TI[X ] denotes the schema:
TI[X ] :⇔ Prg[X ,Y]→ X ⊂ Y holds for any definable class Y.
3. For X ⊂ OTn, W (X) denotes the wellfounded part of X.
4. Wo[X ] :⇔ X ⊂W (X).
Note that for α ∈ OTn, W (X) ∩ α =W (X ∩ α).
Definition 3.8 For X ⊂ OTn and α ∈ OTn,
1.
D[X ] :⇔ X < K& ∀α(α ≤ X →W (V ∗Cα(X)) ∩ α+ = X ∩ α+) (6)
A class X is said to be a distinguished class if D[X ]. A distinguished set
is a set which is a distinguished class.
2. W :=
⋃
{X : D[X ]}.
Since, in KPℓ, the wellfounded part W (X) of a set X is again a set, D[X ]
is ∆1. Hence both W and Cα(W) are Σ1. Obviously any distinguished set X
enjoys the condition ∀α ∈ X [α ∈ V ∗Cα(X)].
Proposition 3.9 D[X ]⇒Wo[X ].
Proposition 3.10 (Cf. Lemma 3.30 in [4].)
Let X be a distinguished set. Then α ∈ X ⇒ ∀β[α ∈ Cβ(X)].
Proposition 3.11 (Cf. Lemma 3.28 in [4].)
For any distinguished sets X and Y , the following holds:
X ∩ α = Y ∩ α⇒ ∀β < α+{V ∗Cβ(X) ∩ β+ = V ∗Cβ(Y ) ∩ β+}.
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Proof. Assume that X ∩α = Y ∩α and β < α+. By the condition (4) we have
V (X) ∩ β+ = V (Y ) ∩ β+.
On the other hand we have by Propositions 3.6.2 and 3.2, Cβ(X) = Cβ(Y ),
and for any δ < β+, Cδ(X) = Cδ(Y ). Hence V ∗(X) ∩ β+ = V ∗(Y ) ∩ β+. ✷
Proposition 3.12 Let X and Y be distinguished sets.
1. α ≤ X &α ≤ Y ⇒ X ∩ α+ = Y ∩ α+.
2. Either X ⊂e Y or Y ⊂e X, where X ⊂e Y designates that Y is an end
extension of X, i.e., X ⊂e Y :⇔ X ⊂ Y & ∀α ∈ Y ∀β ∈ X(α < β → α ∈
X).
Proposition 3.13 W is the maximal distinguished class, i.e., D[W ]. Also
TI[W ] for W ⊂ K.
3.1 Sets Cα(X) and G(X)
In this subsection we will establish elementary properties on sets Cα(X).
Proposition 3.14 (Cf. [2], Lemma 3.6.) Let γ < β. For a distinguished set X
assume α ∈ Cγ(X) and ∀κ ≤ β[Gκ(α) < γ].
1. Assume LIH : ∀δ[ℓδ ≤ ℓα& δ ∈ Cγ(X) ∩ γ ⇒ δ ∈ Cβ(X)]. Then α ∈
Cβ(X).
2. Cγ(X) ∩ γ ⊂ X ⇒ α ∈ Cβ(X).
Proof. 3.14.1 by induction on ℓα. If α < γ, then α ∈ Cγ(X) ∩ γ. LIH yields
α ∈ Cβ(X). Assume α ≥ γ. Except the case α = ψ~νπ(a) for some π, a, ~ν, IH
yields α ∈ Cβ(X). Suppose α = ψ~νπ(a) for some {π, a} ∪ K(~ν) ⊂ C
γ(X) and
π > γ. If π ≤ β, then {α} = Gπ(α) < γ by the second assumption. Hence this
is not the case, and we obtain π > β. Then Gκ({π, a} ∪ K(~ν)) = Gκ(α) < γ
for any κ ≤ β < π. IH yields {π, a} ∪K(~ν) ⊂ Cβ(X). We conclude α ∈ Cβ(X)
from π > β.
✷
Definition 3.15 G(X) := {α : α ∈ Cα(X)& Cα(X) ∩ α ⊂ X}.
Proposition 3.16 Let α ∈ Cβ(X) and X ∩ β ⊂ G(X) for a distinguished set
X. Assume X ∩ β < δ. Then Fδ(α) ⊂ Cβ(X).
Proof. By induction on ℓα. Let {0,K} 6∋ α ∈ Cβ(X). First consider the case
α 6∈ E(α). If α ∈ X ∩ β ⊂ G(X), then E(α) ⊂ Cα(X) ∩ α ⊂ X ⊂ Cβ(X) by
Proposition 3.10. Otherwise we have α 6∈ E(α) ⊂ Cβ(X). In each case IH yields
Fδ(α) = Fδ(E(α)) ⊂ Cβ(X).
Let α = ψ~νπ(a) for some π, ~ν, a. If α < δ, then Fδ(α) = {α}, and there is
nothing to prove. Let α ≥ δ. Then Fδ(α) = Fδ({π, a} ∪K(~ν)). On the other
side we see {π, a} ∪ K(~ν) ⊂ Cβ(X) from α ∈ Cβ(X) and the assumption. IH
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yields Fδ(α) ⊂ Cβ(X). ✷
Next we show X ⊂ G(X) for any distinguished set X , cf. Lemma 3.20.
Proposition 3.17 Let X be a distinguished set, and assume X ∩ β ⊂ G(X).
1. ∀τ [α ∈ X ∩ β ⇒ Gτ (α) ⊂ X ].
2. ∀β∀τ [α ∈ Cβ(X)⇒ Gτ (α) ⊂ Cβ(X)].
Proof. By simultaneous induction on ℓα.
3.17.1. Suppose α ∈ X ∩ β ⊂ G(X). Then α ∈ Cα(X), and Cα(X) ∩ α ⊂ X .
Let α 6∈ E(α). Then E(α) ⊂ Cα(X)∩α ⊂ X . IH yields Gτ (α) = Gτ (E(α)) ⊂
X . Assume α ∈ E(α), i.e., α = ψ~νπ(a) for some π, a, ~ν. Then {π, a} ∪K(~ν) ⊂
Cα(X) by α ∈ Cα(X). We can assume π 6 τ . Then Gτ (α) ⊂ Gτ ({π, a}∪K(~ν)).
By IH with Proposition 2.17.1 we have Gτ (α) ⊂ Gτ ({π, a} ∪K(~ν)) ⊂ Cα(X) ∩
α ⊂ X .
3.17.2. Assume α ∈ Cβ(X). We show Gτ (α) ⊂ Cβ(X). If α ∈ X ∩ β, then
by Proposition3.17.1 we have Gτ (α) ⊂ X ∩ β ⊂ Cβ(X). Consider the case
α 6∈ X ∩ β. If α 6∈ E(α), then IH yields Gτ (α) = Gτ (E(α)) ⊂ Cβ(X). Let
α = ψ~νπ(a) for some {π, a} ∪ K(~ν) ⊂ C
β(X) with β < π 6 τ . IH yields
Gτ (α) ⊂ Gτ ({π, a} ∪K(~ν)) ⊂ Cβ(X). ✷
Proposition 3.18 Let X be a distinguished set, and assume X ∩ β ⊂ G(X).
Then
∀α∀σ ≤ β[α ∈ Cβ(X)⇒ Gσ(α) ⊂ X ].
Proof. By induction on ℓα using Proposition 3.17.1 we see α ∈ Cβ(X)& σ ≤
β ⇒ Gσ(α) ⊂ X . ✷
Proposition 3.19 Let X be a distinguished set. Assume X ∩ γ ⊂ G(X), and
α ∈ Cγ(X) ∩ γ. Then Cα(X) ∩ α ⊂ Cγ(X).
Proof. First suppose that there exists a δ such that α ≤ δ ∈ X ∩ γ ⊂ G(X).
Then Cδ(X) ∩ δ ⊂ X . If α = δ, then Cα(X) ∩ α ⊂ X ⊂ Cγ(X) by Proposition
3.10. Let α < δ. Then X ∩ δ ⊂ G(X), and α ∈ Cδ(X) ∩ δ by Proposition 3.6.1.
Moreover we have δ ∈ X . Therefore it suffices to show the proposition under
the assumption γ ∈ X , for then Cα(X) ∩ α ⊂ Cδ(X) ∩ α ⊂ X ⊂ Cγ(X).
Let us prove the proposition by main induction on γ ∈ X . If α ≤ X ∩ γ,
then MIH yields the proposition as we saw it above. In what follows assume
X ∩ γ < α.
By subsidiary induction on ℓα+ ℓβ we show that
β ∈ Cα(X) ∩ α⇒ β ∈ Cγ(X).
If β ∈ X , then β ∈ Cγ(X) follows from Proposition 3.10. In what follows
suppose β 6∈ X
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If β 6∈ E(β), then β ∈ Cγ(X) is seen from SIH. Assume β = ψ~νπ(a) with a
π > α and some K(~ν) ∪ {π, a} ⊂ Cα(X). If α 6∈ E(α), then β ≤ δ for some
δ ∈ E(α) ⊂ Cγ(X) ∩ γ. Since ℓδ < ℓα, SIH yields β ∈ Cγ(X). Let α = ψ
~ξ
κ(b) for
some κ, b, ~ξ. By X 6∋ α ∈ Cγ(X) we have γ < κ.
First consider the case γ < π. Then ∀σ ≤ γ[Gσ({π, a} ∪K(~ν)) = Gσ(β) <
β < α] by Proposition 2.17.1. Since ℓη < ℓβ for each η ∈ {π, a} ∪K(~ν), by SIH
we have LIH: ∀δ[ℓδ ≤ ℓη& δ ∈ Cα(X) ∩ α ⇒ δ ∈ Cγ(X)] in Proposition 3.14.1,
which yields {π, a} ∪K(~ν) ⊂ Cγ(X), and β ∈ Cγ(X).
Next assume π ≤ γ < κ. π 6∈ Hb(α) since otherwise by π < κ we would have
π < α. Then by Proposition 2.10 we have a ≥ b and K(~ξ) ∪ {κ, b} 6⊂ Ha(β).
On the other hand we have Kα(K(~ξ) ∪ {κ, b}) < b ≤ a. By Proposition 2.20
pick a δ ∈ Fα(K(~ξ) ∪ {κ, b}) such that Ha(β) 6∋ δ < α. We have ℓδ < ℓα and
K(~ξ) ∪ {κ, b} ⊂ Cγ(X). Hence by Proposition 3.16 we obtain δ ∈ Cγ(X) ∩ γ.
From β 6∈ Ha(β) we see β ≤ δ. If β = δ ∈ Cγ(X), we are done. Let β < δ.
Then β ∈ Cδ(X) ∩ δ, and SIH with ℓδ < ℓα yields β ∈ Cγ(X). ✷
Lemma 3.20 LetX be a distinguished set. Then X ⊂ G(X), ∀α ∈ X∀τ(Gτ (α) ⊂
X), and ∀α ∈ Cγ(X) ∩ γ(Cα(X) ∩ α ⊂ Cγ(X)).
Proof. We have γ ∈ Cγ(X) for γ ∈ X .
Assume α ∈ Cγ(X) ∩ γ. We have γ ∈ W (Cγ(X)) ∩ γ+ = X ∩ γ+ by γ ∈ X .
Hence α ∈ W (Cγ(X)) ∩ γ+ ⊂ X . Next ∀α ∈ X∀τ(Gτ (α) ⊂ X) is seen from
X ⊂ G(X) and Proposition 3.17.1. Finally ∀α ∈ Cγ(X)∩γ(Cα(X)∩α ⊂ Cγ(X))
is seen from Proposition ✷
The following Propositions 3.21 and 3.22 are seen from Lemma 3.20.
Proposition 3.21 Let X be a distinguished set. Then α ≤ X ∩ β&α ∈
Cβ(X)⇒ α ∈ X.
Proposition 3.22 Let X be a distinguished set, and α ∈ X. Then Cα(X)∩α ⊂
X.
Proposition 3.23 Let X be a distinguished set, and α ∈ X. Then S(α) ⊂ X.
Proof. Let α ∈ X . Then α ∈ Cα(X) by Proposition 3.10. Hence S(α) ∩ α ⊂
Cα(X) ∩ α ⊂ X by Proposition 3.22. ✷
Proposition 3.24 Let X be a distinguished set. α ∈ Cδ(X)⇒ Fδ(α) ⊂ X.
Proof by induction on ℓα. If α ∈ X ∩ δ, then S(α) ⊂ X by Proposition 3.23,
and Fδ(α) = Fδ(S(α)) ⊂ X by IH. Otherwise S(α) ⊂ Cδ(X), and Fδ(α) =
Fδ(S(α)) ⊂ X by IH. ✷
Proposition 3.25 Let X be a distinguished set, and put Y = W (V ∗Cα(X)) ∩
α+ for an α < K. Assume that α ∈ G(X) and
∀β < K(X < β& β+ < α+ ⇒W (V ∗Cβ(X)) ∩ β+ ⊂ X).
Then α ∈ Y and D[Y ].
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Proof. As in [1, 4] this is seen from Lemma 3.20. ✷
Proposition 3.26 0 ∈ X for any distinguished set X 6= ∅.
Proof. This is seen from Propositions 3.25 and 3.12.1. ✷
The following Lemma 3.27 is a key on distinguished classes.
Lemma 3.27 (Cf. Lemma 3.3.7 in [4].)
Let X be a distinguished set, and suppose for an η < K
η ∈ G(X) ∩ V (X) (7)
and
∀γ ≺ η(γ ∈ G(X) ∩ V (X)→ γ ∈ X) (8)
Then
η ∈W (V ∗Cη(X)) ∩ η+ and D[W (V ∗Cη(X)) ∩ η+].
Proof. By Proposition 3.25 and the hypothesis (7) it suffices to show that
∀β < K(X < β& β+ < η+ ⇒ W (V ∗Cβ(X)) ∩ β+ ⊂ X).
Assume X < β < K and β+ < η+. We have to show W (V ∗Cβ(X)) ∩ β+ ⊂ X .
We prove this by induction on γ ∈W (V ∗Cβ(X))∩β+. Suppose γ ∈ V ∗Cβ(X)∩
β+ and
MIH : V ∗Cβ(X) ∩ γ ⊂ X
We show γ ∈ X .
First note that γ ≤ X ⇒ γ ∈ X since if γ ≤ δ for some δ ∈ X , then byX < β
and γ ∈ V ∗Cβ(X) we have δ < β, γ ∈ V ∗Cδ(X) and δ ∈ W (V ∗Cδ(X)) ∩ δ+ =
X ∩ δ+. Hence γ ∈W (V ∗Cδ(X)) ∩ δ+ ⊂ X . Therefore we can assume that
X < γ (9)
We show first
γ ∈ G(X) (10)
First γ ∈ Cγ(X) by γ ∈ Cβ(X) ∩ β+ and Proposition 3.6. Second we show the
following claim by induction on ℓα:
Claim 3.28 α ∈ Cγ(X) ∩ γ ⇒ α ∈ X.
Proof of Claim 3.28. Assume α ∈ Cγ(X)∩γ. We have α ∈ V (X) by γ ∈ V ∗(X).
Also by Proposition 3.20 we have Cα(X) ∩ α ⊂ Cγ(X) ∩ γ ⊂ V (X). Hence
α ∈ V ∗(X), and We have α ∈ Cβ(X) ∩ γ ⇒ α ∈ X by MIH.
We can assume γ+ ≤ β for otherwise we have α ∈ V ∗Cγ(X)∩γ = V ∗Cβ(X)∩
γ ⊂ X by MIH. In what follows assume α 6∈ X .
First consider the case α 6∈ E(α). By induction hypothesis on lengths we
have E(α) ⊂ X ⊂ Cβ(X), and hence α ∈ V ∗Cβ(X) ∩ γ. Therefore α ∈ X by
MIH.
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In what follows assume α = ψ~νπ(a) for some π > γ such that {π, a}∪K(~ν) ⊂
Cγ(X).
Case 1. β < π: Then ∀κ ≤ β[Gκ({π, a} ∪K(~ν)) = Gκ(α) < α < γ] by Propo-
sition 2.17.1. Proposition 3.14.1 with induction hypothesis on lengths yields
{π, a} ∪K(~ν) ⊂ Cβ(X). Hence α ∈ V ∗Cβ(X) ∩ γ by π > β. MIH yields α ∈ X .
Case 2. β ≥ π: We have α < γ < π ≤ β. It suffices to show that α ≤ X .
Then by (9) we have α ≤ δ ∈ X for some δ < γ. V ∗Cδ(X) ∋ α ≤ δ ∈ X ∩ δ+ =
W (V ∗Cδ(X)) ∩ δ+ yields α ∈ W (V ∗Cδ(X)) ∩ δ+ ⊂ X .
Consider first the case γ 6∈ E(γ). By Proposition 3.26 and γ < β+ < K
we can assume that γ 6∈ {0,K}. Then let δ = maxS(γ) denote the largest
immediate subterm of γ. Then δ ∈ Cγ(X) ∩ γ ⊂ V (X) by γ ∈ V ∗Cγ(X), and
by (9), X < γ ∈ Cβ(X) we have δ ∈ Cβ(X) ∩ γ. Moreover by Lemma 3.20 we
have Cδ(X) ∩ δ ⊂ Cγ(X) ∩ γ ⊂ V (X), and δ ∈ V ∗Cβ(X) ∩ γ. Hence δ ∈ X by
MIH. Also by Ωα = α, we have α ≤ δ, i.e., α ≤ X , and we are done.
Let γ = ψ
~ξ
κ(b) for some b,
~ξ and κ > β by (9). We have α < γ < π ≤ β < κ.
π 6∈ Hb(γ) since otherwise by π < κ we would have π < γ. Then by Proposition
2.10 we have a ≥ b and K(~ξ) ∪ {κ, b} 6⊂ Ha(α). On the other hand we have
Kγ(K(~ξ) ∪ {κ, b}) < b ≤ a. By Proposition 2.20 pick a δ ∈ Fγ(K(~ξ) ∪ {κ, b})
such that Ha(α) 6∋ δ < γ. Also we have K(~ξ) ∪ {κ, b} ⊂ Cβ(X). Hence by
Proposition 3.16 we obtain δ ∈ Cβ(X) ∩ γ. Moreover by Lemma 3.20 we have
Cδ(X) ∩ δ ⊂ Cγ(X) ∩ γ ⊂ V (X), and δ ∈ Cβ(X) ∩ γ ⊂ Cγ(X) ∩ γ ⊂ V (X).
Hence δ ∈ V ∗Cβ(X) ∩ γ. Therefore α ≤ δ ∈ X by MIH. We are done.
Thus Claim 3.28 is shown. ✷
Hence we have (10), γ ∈ G(X) ∩ V (X). We have γ < β+ ≤ η& γ ∈ Cγ(X). If
γ ≺ η, then the hypothesis (8) yields γ ∈ X . In what follows assume γ 6≺ η.
If ∀τ ≤ η[Gτ (γ) < γ], then Proposition 3.14.2 yields γ ∈ Cη(X) ∩ η ⊂ X by
η ∈ G(X).
Suppose ∃τ ≤ η[Gτ (γ) = {γ}]. This means, by γ 6≺ η, that γ ≺ τ for a
τ < η. Let τ denote the maximal such one. We have γ < τ < η. Proposition
3.5 with γ ∈ Cγ(X) yields τ ∈ Cγ(X).
Next we show that
∀κ ≤ η[Gκ(τ) < γ] (11)
Let κ ≤ η. If γ 6≺ κ, then Gκ(τ) ⊂ Gκ(γ) < γ by Propositions 2.19 and 2.17.1.
If γ ≺ κ, then by the maximality of τ we have κ  τ , and hence Gκ(τ) = ∅, cf.
(3). (11) is shown.
Hence Proposition 3.14.2 yields τ ∈ Cη(X), and τ ∈ Cη(X) ∩ η ⊂ X by
η ∈ G(X). Therefore X < γ < τ ∈ X . This is not the case by (9). We are done.
✷
3.2 Mahlo universes
Definition 3.29 1. By a universe we mean either a whole universe L or a
transitive set Q ∈ L in a whole universe L such that ω ∈ Q. Universes are
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denoted P,Q, . . .
2. A universe P is said to be a limit universe if P is a limit of admissible
sets. Lmtad denotes the class of limit universes.
3. For a universe P , ∆0(∆1) in P denotes the class of predicates which are
∆0 in some ∆1 predicates on P .
4. α ∈ rMi(X) :⇔ α is Πi-reflecting on X.
We see the absoluteness of the predicate D[X ] over limit universes.
Proposition 3.30 Let P be a limit universe and X ∈ P(ω) ∩ P .
1. W (V ∗Cα(X)) is ∆1 and D[X ] is ∆0(∆1).
2. W (V ∗Cα(X)) = {α : P |= α ∈W (V ∗Cα(X))} and D[X ]⇔ P |= D[X ].
Definition 3.31 For a limit universe P set
WP =
⋃
{X ∈ P : D[X ]} =
⋃
{X ∈ P : P |= D[X ]}.
Thus WL =W for the whole universe L.
Proposition 3.32 For any limit universe P , D[WP ].
Proposition 3.33 For limit universes P,Q, Q ∈ P ⇒WQ ⊂ WP &WQ ∈ P .
Proposition 3.34 For any limit universe P
β ∈ Cα(WP )↔ ∃X ∈ P{D[X ] & β ∈ Cα(X)}.
In the following Proposition 3.35 by a Π10-class we mean a first-order defin-
able class.
Proposition 3.35 Let X be a Π10-class such that X ⊂ Lmtad. Suppose P ∈
rM2(X ) and α ∈ G(WP ). Then there exists a universe Q ∈ P ∩ X such that
α ∈ G(WQ).
Proof. This is seen as in [4]. ✷
Lemma 3.27 together with Proposition 3.35 yields the following Corollary
3.36, which is the key in our wellfoundedness proofs by distinguished sets.
Corollary 3.36 (Cf. Lemma 6.1 in [3].)
Let X be a Π10-class such that X ⊂ Lmtad. Suppose P ∈ rM2(X ) and
η ∈ G(WP ) ∩ V (WP ) ∩K.
Assume that there exists a distinguished set X1 ∈ P such that
∀Q ∈ P ∩ X [X1 ∈ Q⇒ η ∈ V (W
Q)] (12)
Further assume that any Q ∈ P ∩ X with X1 ∈ Q enjoys the following
condition:
∀γ ≺ η{γ ∈ G(WQ) ∩ V (WQ)⇒ γ ∈ WQ} (13)
Then η ∈ WP .
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Corollary 3.37 Suppose L ∈ rM2(rM2(Lmtad)) and S(η) 6∋ η ∈ G(W) ∩ K.
Then η ∈ W.
Proof. (12) and η ∈ V (W) holds by the condition (4). Also any set Q ∈
rM2(Lmtad) enjoys (13) even if η =NF Ωa+1. Specifically we have ∀γ ≺ η{γ ∈
G(WQ) ∩ V (WQ). This is seen from Corollary 3.36 since there is no δ ≺ γ.
Hence Corollary 3.36 yields η ∈ W . ✷
Proposition 3.38 Suppose L ∈ rM2(rM2(Lmtad)). Let η < Λ and S(η) ⊂ W.
Then η ∈ W.
Specifically
1. η =NF ηm + · · ·+ η0& {ηi : i ≤ m} ⊂ W ⇒ η ∈ W (m > 0).
2. η =NF ϕβγ& {β, γ} ⊂ W ⇒ η ∈ W.
3. η =NF Ωa& a ∈ W ⇒ η ∈ W.
Proof. We can assume that η 6∈ E(η) and η 6= 0 by Proposition 3.26. We have
S(η) ⊂ Cη(W) by Proposition 3.10, and hence η ∈ Cη(W). By Corollary 3.37 it
suffices to show
α ∈ Cη(W) ∩ η ⇒ α ∈ W (14)
3.38.1. It suffices to show that
η = β+˙γ& {β, γ} ⊂ W ⇒ η ∈ W
by induction on γ ∈ W , where β+˙γ designates the fact that the natural sum
β#γ = β + γ, and β+˙γ denotes the sum β + γ. We have η ∈ Cβ(W) = Cη(W).
We show (14). If α < β, then Proposition 3.22 yields α ∈ W . Let α = β+˙δ
with δ < γ. Proposition 3.22 yields δ ∈ W . IH yields α ∈ W .
3.38.2. By main induction on β ∈ W with subsidiary induction on γ ∈ W we
show η = ϕβγ ∈ W . We show (14) by induction on ℓα. If α =NF αm + · · · +
α0 (m > 0), then the induction hypothesis on the lengths yields {αi : i ≤ m} ⊂
W . By Proposition 3.38.1 we obtain α ∈ W .
If α =NF Ωa, then α ≤ max{β, γ}. Proposition 3.22 yields α ∈ W .
Finally let α =NF ϕβ1γ1. The induction hypothesis on the lengths yields
{β1, γ1} ⊂ W . If β1 < β, then MIH yields α ∈ W . If β1 = β, then γ1 < γ, and
SIH yields α ∈ W . If β1 > β, then α < γ. Proposition 3.22 yields α ∈ W .
3.38.3. By induction on a ∈ W we show η =NF Ωa ∈ W . We show (14) by
induction on ℓα. If either α =NF αm+ · · ·+α0 (m > 0) or α =NF ϕβγ, then the
induction hypothesis on the lengths yields S(α) ⊂ W . By Propositions 3.38.1
and 3.38.2 we obtain α ∈ W . Let α =NF Ωb. Then b ∈ W ∩ a, and IH yields
α ∈ W . ✷
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4 Iterating recursively Mahlo operations
As in [3, 4] we define a tower relation from relations {<i: 2 ≤ i ≤ N − 1} on ω,
Definition 4.1 Let <1, <0 be two transitive relations on ω.
1. The relation <E= E(<1, <0) is on sequences 〈(n
1
i , n
0
i ) : i < ℓ〉 of pairs
with <1-decreasing first components (n
1
i+1 <1 n
1
i ), and is defined by
〈(n1i , n
0
i ) : i < ℓ0〉 <E 〈(m
1
i ,m
0
i ) : i < ℓ1〉 iff
either
∃k∀i < k∀j < 2[nji = m
j
i &(n
1
k, n
0
k) <L (m
1
k,m
0
k)]
or
ℓ0 < ℓ1& ∀i < ℓ0∀j < 2[n
j
i = m
j
i ]
where <L= L(<1, <0) denotes the lexicographic ordering:
〈n1, n0〉 <L 〈m1,m0〉 :⇔ n1 <1 m1 ∨ (n1 = m1 ∧ n0 <0 m0).
Write
∑
i<ℓ Λ
n1in0i for 〈(n
1
i , n
0
i ) : i < ℓ〉.
2. Let dom(<E) denote the domain of the relation <E :
dom(<E) := {
∑
i<ℓ
Λn
1
in0i : ∀i < ℓ−˙1(n
1
i+1 <1 n
1
i )&n
1
i , n
0
i , ℓ ∈ ω}.
3. <EW denotes the restriction of <E to the wellfounded part in the second
components:
α =
∑
i<ℓ0
Λn
1
in0i <EW
∑
i<ℓ1
Λm
1
im0i = β iff
α <E β& {n
0
i : i < ℓ0} ∪ {m
0
i : i < ℓ1} ⊆W (<0).
Definition 4.2 1. For a definable relation ✁ and set-theoretic universe P
(admissibility suffices) let
P ∈ rMi(a;✁) :⇔ P ∈
⋂
{rMi(rMi(b;✁)) : b✁
P a},
where b✁P a :⇔ P |= b✁ a.
Note that rMi(a;✁) is a Πi+1-class for (set-theoretic) Σi+1 ✁.
2. A relation ✁ on ω is said to be almost wellfounded in KPℓ if KPℓ proves
the transfinite induction schema TI(a,✁) up to each a ∈ ω.
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Lemma 4.3 (Cf. Lemma 3.2 in [3].)
Let <1, <0 be two transitive relations on ω, <1 is ∆2, <0 is Σ1, and <EW
the restriction of the exponential ordering defined from these to the wellfounded
part in the second components. Then KPℓ proves for each i ≥ 2
∀P ∈ L ∪ {L}∀a ∈ ω∀α <P a[P ∈ rMi+1(rMi+1(a;<1))→ P ∈ rMi(α;<EW )]
where for α =
∑
i<ℓ Λ
n1in0i ∈ dom(<
P
E), α <
P a :⇔ n10 <
P
1 a.
Definition 4.4 Let <i (2 ≤ i ≤ N − 1) be Σ1 relations on ω. Define a tower
relation <T from these as follows.
Define inductively relations <Ei (2 ≤ i ≤ N − 1).
1. <EN−1:≡<N−1.
2. <Ei :≡ E(<Ei+1 , <i) for 2 ≤ i ≤ N − 2, cf. Definition 4.1.
Then let
<T :≡<E2 .
<TW denotes the restriction of <T to the wellfounded parts in the second
components hereditarily. Namely <TW=<E2W and for i < N − 1
∑
n<ℓ
Λαnxn ∈ dom(<EiW ) :⇔ ∀n < ℓ−˙1(αn+1 <Ei+1W αn)& ∀n < ℓ(xn ∈W (<i))
with <EN−1W=<N−1.
For a ∈ ω and α =
∑
n<ℓ Λ
αnxn ∈ dom(<T ), define inductively
α < a :⇔ ∀n < ℓ(αn < a)
with αn < a :⇔ αn <N−1 a for αn ∈ ω.
In the following Theorem 4.5 and Corollary 4.6, <i (2 ≤ i ≤ N − 1 < ω)
denote arbitrary Σ1 transitive relations on ω such that a weak theory, e.g., KPℓ
proves their transitivities.
Let <TW denote the restriction of the tower <T of the exponential orderings
<Ei defined from these to the wellfounded parts in the second components
hereditarily.
Theorem 4.5 (Cf. Theorem 3.4 in [3].)
KPΠN proves that
∀a ∈ ω∀α < a[TI(a,<N−1,ΠN )→ L ∈ rM2(rM2(α;<TW ))].
Corollary 4.6 Assume that the relation <N−1 is almost wellfounded in KPℓ.
Then for each a ∈ ω,
KPΠN ⊢ L ∈
⋂
{rM2(rM2(α;<TW )) : dom(<TW ) ∋ α < a}.
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4.1 k-predecessors, relations ≺k
As in [4] for 2 ≤ k ≤ N and ordinal terms α = ψ~νπ(a) with ~ν 6= ∅, the k-
predecessor pdk(α) is defined. The k-predecessors are needed for us to embed
the relation ≺ on OT to an exponential structure induced solely from ordinals
{mk(α)}k (cf. Lemma 4.22), which in turn yields sets V (X) = VN (X) intro-
duced in subsection 5.1 with the persistency (4) in Definition 3.1. As we saw it
in section 3, the persistency is crucial for distinguished sets.
Then it turns out that α ≺ pdk(α) holds and the k-predecessor pdk(α)
is determined solely from the sequences {{mk(β)}2≤k≤N−1 : α  β < K}.
Therefore it is convenient for us to handle directly the sequence of sequences ~ν
in defining k-predecessors. After that, let us import them to ordinal terms.
Let πi = pd(πi+1) for i < n ≤ ω with π0 = K. From Definition 2.9 we
see that π1 is defined from K (and some ~ν, a) by Definition 2.9.2g, each πi+1
is defined from πi by Definition 2.9.2h when 1 < i and i 6≡ 1 (mod (N − 2)),
and each πi+1 is defined from πi by Definition 2.9.2i when 1 < i and i ≡ 1
(mod (N − 2)). In the latter case πi+1 = ψ~νπi(a) is defined from πi, a and a
sequence ~ν such that ~ν <sp m2(π), where m2(π) 6= 0 and ∀i > 2(mi(π) = 0).
This motivates the following.
Let {~νn}n≤L be a sequence of sequences ~νn = (νn2, . . . , νn,N−1) of ordinals
0 6= mk(~νn) := νnk < ε(Λ) with 0 < L ≡ 0 (mod (N − 2)), and ~ν = ~ν0.
Let pd(m)(~νn) = ~νn+m for n+m ≤ L. Otherwise put pd(m)(~νn) = ∅.
In what follows we assume that the following conditions are met for the
sequence {~νn}n≤L, n ≡ 0 (mod (N − 2)) and 2 ≤ k ≤ N − 2.
1. (Cf. Definition 2.9.2h) ∀i > k(mi(pd(k−1)(~νn)) = 0), ∀i < k(mi(pd(k)(~νn)) =
mi(pd
(k−1)(~νn))) andmk(pd
(k−1)(~νn)) = mk(pd
(k)(~νn))+Λ
mk+1(pd
(k)(~νn))b
for some b < Λ. In particular
mk+1(pd
(k)(~νn)) = te(mk(pd
(k−1)(~νn))) (15)
and
mk(pd
(N−2)(~νn)) = hd(mk(pd
(k−1)(~νn))) (16)
2. (Cf. Definition 2.9.2i) ~νn <sp m2(~νn+1).
Let p(~νn,m2(~νn+1)) denote the number in Definition 2.1.11.
Definition 4.7 For 2 ≤ k < N , k-predecessor pdk(~ν) is defined recursively as
follows. First let pd2(~ν) := pd(~ν) = ~ν1 with ~ν = ~ν0.
For k > 2, let pdk(~ν) := ~νk−1 if p(~ν0,m2(~ν1)) = 0. Otherwise let pdk(~ν) :=
pdk(~νq) with q = (N − 2)p(~ν0,m2(~ν1)).
Proposition 4.8 mk(~ν) <sp mk(pdk(~ν)).
Proof. Let µ ≤pt m2(pd2(~ν)) = m2(pd(~ν)) an ordinal such that m2(~ν) <sd µ.
m2(~ν) <sp m2(pd2(~ν)) is seen from this.
Let k > 2. Then we have mk(~ν) <sd te
(k−2)(µ). On the other hand we have
te(k−2)(µ) = mk(pdk(~ν)). Hence the proposition follows. ✷
21
Definition 4.9 1. Next let us define the k-predecessor pdk(~νi) for i 6≡ 0
(mod (N − 2)) as follows.
Let N − 3 ≥ i0 ≡ i (mod (N − 2)). Then put pdk(~νi) := pd(~νi) = ~νi+1 for
any k ≤ i0 + 2, and pdk(~νi) := pd(N−2−i0)(~νi) = ~νi−i0+N−2 for i0 + 2 <
k < N .
2. ~νi ≺k ~νj denotes the transitive closure of the relation {(~νi, ~νj) : ~νj =
pdk(~νi)}, and ~νi k ~νj its reflexive closure.
Proposition 4.10 Let ~µ, ~ξ be in the sequence {~νn}n≤L with ~ν0 = ~ν.
Assume ~µ ≺k ~ξ ≺k pdk+1(~µ). Then pdk+1(~ξ) k pdk+1(~µ), and if pdk(~µ) 6=
pdk+1(~µ) = pdk+1(~ξ), then mk(~µ) <sp mk(~ξ).
Proof. Let ~µ = ~νi. We can assume i ≤ N − 3.
First consider the case i 6= 0. From pdk(~µ) 6= pdk+1(~µ) we see that k = i+2,
pdk+1(~µ) = ~νN−2, and pdk(~µ) = ~νi+1. On the other side we see that ~ξ = ~νN−3,
i = N − 4 and k = N − 2 from ~µ ≺k ~ξ and pdk+1(~µ) = pdk+1(~ξ). Then
mN−2(~µ) = 0 and mN−2(~µ) = 0 <sp mN−2(~ξ) 6= 0. This shows the proposition
for the case.
Next let i = 0 and ~µ = ~ν. (Then pdk(~µ) 6= pdk+1(~µ).) Let k > 2. Then we
have pdk+1(~µ) = pd(pdk(~µ)) with ~ξ = pdk(~µ). We obtain pdk+1(~ξ) = pd(~ξ) =
pdk+1(~µ). On the other hand we have mk(~µ) <sd mk(pdk(~µ)) = mk(~ξ). Finally
let k = 2. We can assume pd3(~µ) > pd
(2)(~µ). We see easily that pd3(~ξ)  pd3(~µ).
If pd3(~ξ) = pd3(~µ), then we see m2(~µ) <sp m2(~ξ). ✷
Definition 4.11 Next for ~µ in the sequence {~νn}n≤L with ~ν0 = ~ν, we define
sequences {~µmk }m<lhk(~µ) in length lhk(~µ) as follows.
1. The case when ¬∃~ξ(~µ k ~ξ& pdk(~ξ) 6= pdk+1(~ξ)) : Then put lhk(~µ) = 1
and ~µ0k := ~νL.
2. The case when ∃~ξ(~µ k ~ξ& pdk(~ξ) 6= pdk+1(~ξ)): Then ~µ0k = ~νi where i is
the least number such that ~µ k ~νi& pdk(~νi) 6= pdk+1(~νi).
Suppose that ~µnk is defined so that pdk(~µ
n
k ) 6= pdk+1(~µ
n
k ).
(a) The case ∃~ξ(pdk+1(~µ
n
k ) k
~ξ& pdk(~ξ) 6= pdk+1(~ξ)): Then ~µ
n+1
k = ~νi
where i is the least number such that pdk+1(~µ
n
k ) k ~νi& pdk(~νi) 6=
pdk+1(~νi).
(b) Otherwise: Then lhk(~µ) = n+ 2 and define ~µ
n+1
k = ~νL.
Proposition 4.12 For k < N − 1, ~µ k+1 ~µ0k and ∀n < lhk(~µ) − 1[~µ
n
k ≺k+1
~µn+1k ].
Proof. This is seen from the definition of k-predecessors in Definitions 4.7 and
4.9. ✷
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Proposition 4.13 Let ~ν ≺k ~ξ ≺k pdk+1(~ν). Then there exists a ~µ ∈ {~ξ}∪{~ξmk :
m < lhk(~ξ)− 1} such that pdk+1(~ν) = pdk+1(~µ) and mk(~µ) > mk(~ν). Moreover
when ~µ 6∈ {~ξmk : m < lhk(
~ξ)− 1}, ~ν1k =
~ξ0k holds.
Proof. First consider the case when k > 2. In the proof of Proposition 4.10
we saw pdk+1(~ν) = pdk+1(~ξ) and mk(~ξ) > mk(~ν). Moreover we see ~ν
0
k = ~ν, and
~ν1k =
~ξ0k.
The case k = 2 is seen from the proof of Proposition 4.10. ✷
Proposition 4.14 Assume ~ξ = pdk(~µ) for a k < N − 1. Then one of the
following holds:
Case 4.14.1 ~ξ = pdk+1(~µ), lhk(~µ) = lhk(~ξ), and
∀m < lhk(~µ)[~µmk =
~ξmk ].
Case 4.14.2 ~µ0k = ~µ, pdk+1(
~ξ) = pdk+1(~µ), mk(~ξ) > mk(~µ), and for any
m < lhk(~ξ) = lhk(~µ)− 1, ~ξmk = ~µ
1+m
k .
Case 4.14.3 ~µ0k = ~µ, pdk+1(
~ξ) ≺k pdk+1(~µ) and there exists an m < lh(~ξ)− 1
such that pdk+1(~µ) = pdk+1(~ξ
m
k ), mk(
~ξmk ) > mk(~µ), and for any 0 < i <
lhk(~ξ)−m = lhk(~µ), ~ξ
m+i
k = ~µ
i
k.
Proof. Assume ~ξ = pdk(~µ) for a k < N − 1.
First consider the case pdk(~µ) = pdk+1(~µ). Then ~µ
0
i =
~ξ0i , and Case 4.14.1
holds. Second suppose pdk(~µ) 6= pdk+1(~µ). Then ~µ0k = ~µ and ~µ ≺k
~ξ =
pdk(~µ) ≺k pdk+1(~µ). By Proposition 4.13, if pdk+1(~ξ) = pdk+1(~µ), then Case
4.14.2 holds, i.e., Case 4.14.2 holds. Otherwise we have pdk+1(~µ) = pdk+1(~ξ
m
k )
andmk(~ξ
m
k ) > mk(~µ) for anm < lh(
~ξ)−1. ConsequentlyCase 4.14.3 holds. ✷
Now let us define recursively the k-predecessor pdk(α) of ordinal terms α =
ψ~νπ(a) with ~ν 6= ∅.
Definition 4.15 1. The case when α = ψ~νπ(a) is defined in Definition 2.9.2g.
Then π = K and ~ν = ~0 ∗ (ν). Put pdk(α) := K for any k.
2. The case when α = ψ~νπ(a) is defined in Definition 2.9.2h.
Let k ≤ N−2 be the number such that νk = mk(π)+Λmk+1(π)b. Then put
pdi(α) := π for any i ≤ k+1, and pdi(α) := pd(N−k)(α) for k+1 < i < N ,
cf. Definition 4.9.1. Also pdN (α) = K.
3. The case when α = ψ~νπ(a) is defined in Definition 2.9.2i.
Then put pdN (α) = K, pd2(α) = π, and for 2 < k ≤ N − 1, pdk(α) :=
pd(k−1)(α) if p(~ν,m2(π)) = 0. Otherwise let pdk(α) := pdk(pd
(q)(α)) with
q = (N − 2)p(~ν,m2(π)).
4. α ≺k β denotes the transitive closure of the relation {(α, β) : β = pdk(α)}.
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Proposition 4.16 Let σ = pdk+1(α) 6= pdk(α) for α = ψ~νπ(b), and π  ψ
~ξ
σ(a).
Then Kα(mk(α)) < a.
Proof. We havemk(α) <sp ξk by Propositions 4.8 and 4.10, and maxK(mk(α)) ≤
maxK(ξk). By (2) in Definition 2.9.2i, Proposition 2.11.4, we obtainKα(mk(α)) <
maxK(mk(α)) ≤ maxK(ξk) ≤ a. ✷
Lemma 4.17 Let σ = pdk+1(α) 6= pdk(α) and β  α = ψ~νπ(b).
Then Fσ(mk(α)) < β.
Proof. Let α = ψ~νπ(b). By Proposition 2.18 we have Fπ(mk(α)) < β, and it
suffices to show that Fσ(mk(α)) < π by Proposition 2.17.3. We can assume
π < σ. Let π  ψ
~ξ
σ(a) = pdk(α). By Proposition 4.16 we have Kα(mk(α)) < a.
Therefore K(mk(α)) ⊂ Ha(α), and Fσ(mk(α)) ⊂ Ha(π) ∩ σ. Let pd(i−1)(π) =
πi−1 = ψ
~νi
πi
(ai) with π = π0 and σ = πn. We have Haj+1 (πj) ∩ πj+1 ⊂ πj and
aj−1 > aj with a = an. We see by induction on n− j ≥ 0 that Fσ(mk(α)) < πj .
Hence Fσ(mk(α)) < π0 = π. ✷
Definition 4.18 Next for terms α = ψ~νπ(a) we define sequences {α
m
k }m<lhk(α)
in length lhk(α) by referring Definition 4.11 as follows.
1. The case when ¬∃δ(α k δ& pdk(δ) 6= pdk+1(δ)): Then put lhk(α) = 1
and α0k is defined to be the maximal term such that α k+1 α
0
k with
pd(α0k) = Λ.
2. The case when ∃δ(α k δ& pdk(δ) 6= pdk+1(δ)): Then α0k is defined to be
the minimal term such that α k α0k & pdk(δ) 6= pdk+1(δ).
Suppose that αnk is defined so that pdk(α
n
k ) 6= pdk+1(α
n
k ).
(a) The case ∃γ(pdk+1(αnk ) k γ& pdk(γ) 6= pdk+1(γ)): Then α
n+1
k is
defined to be the minimal term such that pdk+1(α
n
k ) k α
n+1
k and
pdk(α
n
k+1) 6= pdk+1(α
n
k+1).
(b) Otherwise: lhk(α) = n+ 2 and define α
n+1
k to be the maximal term
such that αnk k+1 α
n+1
k with pd(α
0
k) = K.
From Propositions 4.12 and 4.14 we see the following Lemmas 4.19 and 4.20.
Lemma 4.19 For i < N − 1, α k+1 α
0
k and ∀n < lhk(α) − 1[α
n
k ≺i+1 α
n+1
k ].
Lemma 4.20 Assume η = pdk(γ) for a k < N − 1. Then one of the following
holds:
Case 4.20.1 η = pdk(γ) = pdk+1(γ), lhk(γ) = lhk(η), and ∀m < lhk(γ)[γmk =
ηmk ].
Case 4.20.2 γ0k = γ, pdk+1(η) = pdk+1(γ), mk(η) > mk(γ), and for any
m < lhk(η) = lhk(γ)− 1, ηmk = γ
1+m
k .
Case 4.20.3 γ0k = γ, pdk+1(η) ≺k pdk+1(γ) and there exists an m < lh(η)− 1
such that pdk+1(γ) = pdk+1(η
m
k ), mk(η
m
k ) > mk(γ
0
k), and for any 0 < i <
lhk(η) −m = lhk(γ), η
m+i
k = γ
i
k.
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4.2 Towers derived from ordinal terms
In this subsection we introduce towers T (η) of ordinal terms from the sequence
{ηmi : m < lhi(η)} defined in Definition 4.18. We will see that the relation ≺i
is embedded in an exponential relation <Ei , cf. Lemma 4.22.
Definition 4.21 1. Define relations <i for 2 ≤ i ≤ N − 1 by
η <i ρ :⇔ η ≺i ρ& pdi(η) 6= pdi+1(η) = pdi+1(ρ)
2. Extend <i to <
+
i by adding the successor function +1. Namely the do-
main is expanded to dom(<+i ) := dom(<i) ∪ {a+ 1 : a ∈ dom(<i)}, and
define for a, b ∈ dom(<i), a+1 <
+
i b+1 :⇔ a <i b, a+1 <
+
i b :⇔ a <i b,
and a <+i b + 1 :⇔ a <i b or a = b.
Λα denotes Λα · 1.
3. Let <Ei be the exponential relation defined from <
+
i (2 ≤ i ≤ N − 1).
Namely <EN−1:≡<
+
N−1 and <Ei :≡ E(<Ei+1 , <
+
i ) , cf. Definition 4.1.
4. From the sequence {ηmi : 2 ≤ i < N − 1,m < lhi(η)} we define a tower
T (η) = E2(η). The elements of the form Ei(η) are understood to be
ordered by <Ei . Let <T :≡<E2.
EN−1(η) := η
Ei(η) :=
∑
1≤m<lhi(η)
ΛEi+1(η
m
i )ηm−1i + Λ
Ei+1(η
0
i )+1 + ΛEi+1(η)
5. Let
S := {〈β, α〉 : α  β}
On the set of pairs S,
〈x, α〉 <i,p 〈y, β〉 :⇔ x <
+
i y&α ≺ β
K(α) = {α} for α ∈ dom(<EN−1) and
K(
∑
n<ℓ
Λαnxn) = {xn : n < ℓ} ∪
⋃
{K(αn) : n < ℓ}
dom(<Ei,p) is defined recursively. dom(<EN−1,p) = S, and
〈
∑
n<ℓ
Λαnxn, β〉 ∈ dom(<Ei,p) :⇔ ∀γ ∈ K(
∑
n<ℓ
Λαnxn)(β  γ)
∑
n<ℓ
Λαnxn ∈ dom(<Ei)& ∀n < ℓ(〈αn, β〉 ∈ dom(<Ei+1,p)& β  xn)
〈γ, α〉 <Ei,p 〈η, β〉 :⇔ γ <Ei η&α ≺ β
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and inductively define the domains dom(<EiW,p) by dom(<EN−1W,p) =
S, for i < N − 1 and
∑
n<ℓ Λ
αnxn ∈ dom(<Ei), 〈
∑
n<ℓ Λ
αnxn, β〉 ∈
dom(<EiW,p) iff
∀n < ℓ(〈αn, β〉 ∈ dom(<Ei+1W,p)& ∀n < ℓ(〈xn, β〉 ∈ W (<i,p))
where W (<i,p) denotes the wellfounded part of <i,p.
<T,p:≡<E2,p and <TW,p:≡<E2W,p.
The sequence {ηmi : m < lhi(η)} is defined so that the following holds.
Lemma 4.22 Suppose γ ≺k η. Then 〈Ek(γ), γ〉 <Ek,p 〈Ek(η), η〉.
In particular
γ ≺2 η ⇒ 〈T (γ), γ〉 <T,p 〈T (η), η〉
Proof by induction on N − k.
Let γ ≺k η. It suffices to show that Ek(γ) <Ek Ek(η).
Ek(η) =
∑
1≤n<lhk(η)
ΛEk+1(η
n
k )ηn−1k + Λ
Ek+1(η
0
k)+1 + ΛEk+1(η)
We can assume η = pdk(γ). By Lemma 4.20 one of the following cases occurs.
Case 4.20.1 η = pdk(γ) = pdk+1(γ), lhk(γ) = lhk(η), and ∀n < lhk(γ)[γnk =
ηnk ]. Then
Ek(γ) =
∑
1≤n<lhk(η)
ΛEk+1(η
n
k )ηn−1k + Λ
Ek+1(η
0
k)+1 + ΛEk+1(γ)
Case 4.20.2 γ0k = γ, pdk+1(η) = pdk+1(γ), mk(η) > mk(γ), and for any n <
lhk(η) = lhk(γ)− 1, ηnk = γ
1+n
k .
Ek(γ) =
∑
1≤n<lhk(η)
ΛEk+1(η
n
k )ηn−1k +Λ
Ek+1(η
0
i )γ0k +Λ
Ek+1(γ
0
k)+1+ΛEk+1(γ)
Case 4.20.3 γ0k = γ, pdk+1(η) ≺k pdk+1(γ) and there exists an m < lh(η)− 1
such that pdk+1(γ) = pdk+1(η
m
k ), mk(η
m
k ) > mk(γ
0
k), and for any 0 < i <
lhk(η) −m = lhk(γ), η
m+i
k = γ
i
k.
Ek(η) =
∑
2≤n<lhk(γ)
ΛEk+1(γ
n
k )γn−1k + Λ
Ek+1(γ
1
k)ηmk + E
(E =
∑
m≤n<lhk(η)
ΛEk+1(η
n
k )ηn−1k + Λ
Ek+1(η
0
k)+1 + ΛEk+1(η))
Ek(γ) =
∑
2≤n<lhk(γ)
ΛEk+1(γ
n
k )γn−1k + Λ
Ek+1(γ
1
k)γ0k + Λ
Ek+1(γ
0
k)+1 + ΛEk+1(γ)
✷
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5 Wellfoundedness proof
In this section we prove Theorem 1.1, i.e., the wellfoundedness of each initial
segment of OT .
5.1 The sets VN(X)
In this subsection sets V (X) = VN (X) are defined.
Definition 5.1 1. For 2 ≤ i ≤ N − 1,
β ∈ Ui(X) :⇔ [pdi(β) 6= pdi+1(β)⇒ Fpdi+1(β)(mi(β)) ⊂ X ].
And
〈α, α1〉 <
X
i,p 〈β, β1〉 :⇔ α, β ∈ Ui(X)& 〈α, α1〉 <i,p 〈β, β1〉
for the relation <i defined in Definition 4.21.1. The domain of <
X
i is
defined to be Ui(X).
2. For 2 ≤ i < N − 1, a finite set Si(η) of subterms of η is defines as follows:
(a) S2(η) := {ηm2 : m < lh2(η)}.
(b) For i > 2, Si(η) := {ρmi : m < lhi(ρ), ρ ∈ Si−1(η)}.
Also put Si(η) = ∅ if η is not of the form ψ~νπ(a).
3. η ∈ VN (X) designates that each finite set Si(η) is included in the well-
founded parts W (<Xi ) of the relations <
X
i .
η ∈ VN (X) :⇔ ∀i ∈ [2, N − 1)∀β ∈ Si(η)[β ∈ Ui(X)& 〈β, η〉 ∈ W (<
X∩η
i,p )].
It is clear that (
⋃
Si(η)) × {η} ⊂ S for any η, and VN (X) is ∆1. Suppose
X∩α1 = Y ∩α1 and β ∈ Si(η) for η ≤ α1. Then η  β and Fpdi+1(β)(mi(β)) < η
by Lemma 4.17. Hence β ∈ Ui(X) iff β ∈ Ui(Y ). Obviously 〈α, γ〉 <
X∩η
i
〈β, η〉 ⇔ 〈α, γ〉 <Y ∩ηi 〈β, η〉 since Fpdi+1(α)(mi(α)) < γ ≤ η by Lemma 4.17 and
γ  α, γ ≺ η. Therefore 〈β, η〉 ∈W (<X∩ηi,p ) iff 〈β, η〉 ∈ W (<
Y ∩η
i,p ). Thus VN (X)
enjoys the condition (4).
Proposition 5.2 For any limit universe P , if γ ∈ G(WP ), then ∀i ∈ [2, N −
1)[Si(γ) ⊂ Ui(WP )] and SN−2(γ) ⊂ UN−1(WP ).
Proof. Assume γ ∈ G(WP ). Let δ ∈ Si(γ), ν = mi(δ) and σ = pdi+1(δ). Then
γ  δ. We have to show Fσ(ν) ⊂ WP . By Lemma 4.17 we have Fσ(ν) < γ.
On the other hand we have γ ∈ Cγ(WP ), and this yields ν ∈ Cγ(WP ) by
the definition of the set Cγ(WP ). Therefore Fσ(ν) ⊂ Cγ(WP ) follows from
Proposition 3.16. Thus we have Fσ(ν) ⊂ Cγ(WP ) ∩ γ ⊂ WP .
For the case i = N−2, let µ = mN−1(δ) with K = pdN (δ) and δ ∈ SN−2(γ).
FK(µ) ⊂ WP ∩ γ is seen from FK(µ) < γ. ✷
Let <PTW,p denote (<TW,p)
P , i.e., the relation <TW,p=<E2W,p in P
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Lemma 5.3 1. <N−1 is almost wellfounded in KPℓ.
2. Let P be a limit universe. Suppose η ∈ VN (WP ). Then 〈T (η), η〉 ∈
dom(<PTW,p). Moreover if γ ≺ η and γ ∈ VN (W
P ), then 〈T (γ), γ〉 <PTW,p
〈T (η), η〉.
Proof.
5.3.1. γ <N−1 η ⇔ γ ≺N−1 η, and this implies mN−1(γ) < mN−1(η) < Λ =
εK+1.
5.3.2. The fact that η ∈ VN (WP ) ⇒ 〈T (η), η〉 ∈ dom(<PTW,p) is seen from the
definition of <PTW,p. Assume γ ≺ η and γ ∈ VN (W
P ). Then by Lemma 4.22
we have 〈T (γ), γ〉 <T,p 〈T (η), η〉. Moreover we have 〈T (γ), γ〉 ∈ dom(<PTW,p).
Hence 〈T (γ), γ〉 <PTW,p 〈T (η), η〉. ✷
Lemma 5.4 If P ∈ rM2(rM2(T (η);<TW,p)), then η ∈ G(WP ) ∩ VN (WP ) →
η ∈ WP .
Proof by induction on ∈.
Let X = rM2(T (η);<TW,p) ⊂ Lmtad. First we show the existence of a
distinguished set X1 ∈ P such that
∀Q ∈ P ∩ X [X1 ∈ Q⇒ η ∈ VN (W
Q)] (12)
We have ∀i ∈ [2, N − 1)∀β ∈ Si(η)[Fpdi+1(β)(mi(β)) ⊂ W
P ∩ η]. Pick a
distinguished set X1 ∈ P such that ∀i ∈ [2, N−1)∀β ∈ Si(η)[Fpdi+1(β)(mi(β)) ⊂
X1 ∩ η]. Let X1 ∈ Q ∈ P ∩ X . Then X1 ⊂ WQ ⊂ WP , and hence ∀i ∈
[2, N − 1)∀β ∈ Si(η)[Fpdi+1(β)(mi(β)) ⊂ W
Q ∩ η], i.e., ∀i ∈ [2, N − 1)∀β ∈
Si(η)[β ∈ Ui(WQ ∩ η)]
Furthermore we have β ∈W (<W
P∩η
i ) for β ∈ Si(η), and W
Q ⊂ WP . Hence
Ui(WQ ∩ η) ⊂ Ui(WP ∩ η) and β ∈ W (<
WQ∩η
i ). We obtain η ∈ VN (W
Q).
By Corollary 3.36 it suffices to show (13) for any Q ∈ P ∩ X such that
X1 ∈ Q.
∀γ ≺ η{γ ∈ G(WQ) ∩ VN (W
Q)⇒ γ ∈ WQ} (13)
Let Q ∈ P ∩ X , X1 ∈ Q and assume γ ≺ η and γ ∈ G(WQ) ∩ VN (WQ).
Then T (γ) <QTW ;γ T (η) by Lemma 5.3.2.
Therefore Q ∈ rM2(rM2(T (γ);<TW,p)) by Q ∈ X = rM2(T (η);<TW,). IH
on ∈ yields γ ∈ WQ. This shows (13). We conclude η ∈ WP by Corollary 3.36.
✷
Lemma 5.5 For each n ∈ ω
KPΠN ⊢ ∀α ∈ OTn[α ∈ G(W) ∩ VN (W) ∩K→ α ∈ W ].
Proof. This is seen from Proposition 3.35, Corollary 4.6 and Lemmas 5.3.1 and
5.4. ✷
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5.2 Wellfoundedness proof (concluded)
In the final subsection we conclude the wellfoundedness.
Let for ~ξ = (ξ2, . . . , ξN−1) with ξi ∈ E
EnC
K(W) := {ξ ∈ E : K(ξ) ⊂ CK(W) ∩OTn}
~EnC
K(W) := {~ξ ⊂ EnC
K(W) : ~ξ is irreducible}
Definition 5.6 For a ∈ OTn and irreducible sequences ~ν = (ν2, . . . , νN−1) ⊂
En, define:
1.
A(a, ~ν) :⇔ ∀σ ∈ W ∪ {K}[ψ~νσ(a) ∈ OTn ⇒ ψ
~ν
σ(a) ∈ W ].
2.
MIH(a) :⇔ ∀b ∈ CK(W) ∩ a∀~ν ∈ ~EnC
K(W)A(b, ~ν).
3.
SIH(a, ~ν) :⇔ ∀~ξ ∈ ~EnC
K(W)[~ξ <lx,2 ~ν ⇒ A(a, ~ξ)].
Lemma 5.7 Assume {a}∪K(~ξ) ⊂ CK(W), MIH(a), and SIH(a, ~ξ) in Definition
5.6. Then
∀κ ∈ W ∪ {K}[ψ
~ξ
κ(a) ∈ OTn ⇒ ψ
~ξ
κ(a) ∈ G(W)].
Proof. Let α1 = ψ
~ξ
κ(a) ∈ OTn with κ ∈ W∪{K}. We have to show α1 ∈ G(W).
By Proposition 3.6.1 we have {κ, a} ∪K(~ξ) ⊂ CK(W) ⊂ Cα1(W) and hence
by Lemma 3.20
α1 ∈ C
α1(W)& ∀ρ[Gρ({κ, a} ∪K(~ξ)) ⊂ W ] (17)
Thus it suffices to show the following claim.
Claim 5.8
∀β1 ∈ C
α1(W) ∩ α1[β1 ∈ W ].
Proof of Claim 5.8 by induction on ℓβ1. Assume β1 ∈ Cα1(W) ∩ α1 and let
LIH :⇔ ∀γ ∈ Cα1(W) ∩ α1[ℓγ < ℓβ1 ⇒ γ ∈ W ].
We show β1 ∈ W .
Case 0. β1 6∈ E(β1) or β1 ∈ W ∩ α1: Assume β1 6∈ W . Then S(β1) ⊂
Cα1(W) ∩ α1. LIH yields S(β1) ⊂ W . Hence we conclude β1 ∈ W from Propo-
sition 3.38.
In what follows consider the cases when β1 = ψ
~ν
π(b) for some π, b, ~ν. We can
assume {π, b} ∪K(~ν) ⊂ Cα1(W).
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Case 1. π ≤ α1: Then {β1} = Gπ(β1) ⊂ W by β1 ∈ Cα1(W) and Proposition
3.18.
Case 2. b < a, β1 < κ and Kα1({π, b} ∪ K(~ν)) < a: Let B denote a set of
subterms of β1 defined recursively as follows. First {π, b} ∪ K(~ν) ⊂ B. Let
α1 ≤ β ∈ B. If β =NF ωγ > K, then γ ∈ B. If β =NF γm + · · · + γ0, then
{γi : i ≤ m} ⊂ B. If β =NF ϕγδ, then {γ, δ} ⊂ B. If β =NF Ωγ , then γ ∈ B.
If β =NF ψ
~ζ
σ(c), then {σ, c} ∪K(
~ζ) ⊂ B.
Then from {π, b} ∪ K(~ν) ⊂ Cα1(W) we see inductively that B ⊂ Cα1(W).
Hence by LIH we have B ∩ α1 ⊂ W . Moreover if α1 ≤ ψ
~ζ
σ(c) ∈ B, then
c ∈ Kα1({π, b} ∪K(~ν)) < a.
We claim that
Claim 5.9 ∀β ∈ B(β ∈ CK(W)).
Proof of Claim 5.9 by induction on ℓβ. Let β ∈ B. We can assume that
α1 ≤ β = ψ
~ζ
σ(c) by induction hypothesis on the lengths. Then by induction
hypothesis we have {σ, c} ∪K(~ζ) ⊂ CK(W). On the other hand we have c < a.
MIH(a) yields β ∈ W . Thus the Claim 5.9 is shown. ✷
In particular we obtain {π, b} ∪ K(~ν) ⊂ CK(W). Moreover we have b < a.
Therefore once again MIH(a) yields β1 ∈ W .
Case 3. b = a, π = κ, ∀δ ∈ K(~ν)(Kα1(δ) < a) and ~ν <lx,2 ~ξ: As in Claim 5.9
we see that K(~ν) ⊂ CK(W) from MIH(a). SIH(a, ~ξ) yields β1 ∈ W .
Case 4. a ≤ b ≤ Kβ1(δ) for some δ ∈ K(~ξ) ∪ {κ, a}: It suffices to find a γ such
that β1 ≤ γ ∈ W∩α1. Then β1 ∈ W follows from β1 ∈ Cα1(W) and Proposition
3.21.
We see that a ∈ Kδ(α) iff ψ
~ξ
κ(a) ∈ kδ(α) for some κ,
~ξ, and for each ψ
~ξ
κ(a) ∈
kδ(ψ
~ξ0
κ0
(a0)) there exists a sequence {αi}i≤m of subterms of α0 = ψ
~ξ0
κ0
(a0) such
that αm = ψ
~ξ
κ(a), αi = ψ
~ξi
κi
(ai) for some κi, ai, ~ξi, and for each i < m, δ ≤
αi+1 ∈ E(Ci) for Ci = {κi, ai} ∪K(~ξi).
Pick an α2 = ψ
~ξ2
κ2
(a2) ∈ E(δ) and an αm = ψ
~ξm
κm
(am) ∈ kβ1(α2) for some
κm, ~ξm and am ≥ b ≥ a. We have α2 ∈ W by δ ∈ CK(W). We can assume
α2 ≥ α1. Then a2 ∈ Kα1(α2) < a ≤ b, and m > 2.
Let {αi}2≤i≤m be the sequence of subterms of α2 such that αi = ψ
~ξi
κi
(ai) for
some κi, ai, ~ξi, and for each i < m, β1 ≤ αi+1 ∈ E(Ci) for Ci = {κi, ai} ∪K(~ξi).
Let {nj}0≤j≤k (0 < k ≤ m − 2) be the increasing sequence n0 < n1 < · · · <
nk ≤ m defined recursively by n0 = 2, and assuming nj has been defined so
that nj < m and αnj ≥ α1, nj+1 is defined as follows
nj+1 = min({i : nj ≤ i < m : αi < αnj} ∪ {m}).
If either nj = m or αnj < α1, then k = j and nj+1 is undefined.
Then we claim that
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Claim 5.10 ∀j ≤ k(αnj ∈ W)&αnk < α1.
Proof of Claim 5.10. By induction on j ≤ k we show first that ∀j ≤ k(αnj ∈
W). We have αn0 = α2 ∈ W . Assume αnj ∈ W and j < k. Then nj < m,
i.e., αnj+1 < αnj , and by αnj ∈ C
αnj (W), we have Cnj ⊂ C
αnj (W), and hence
αnj+1 ∈ E(Cnj ) ⊂ C
αnj (W). We see inductively that αi ∈ C
αnj (W) for any i
with nj ≤ i ≤ nj+1. Therefore αnj+1 ∈ C
αnj (W) ∩ αnj ⊂ W by Proposition
3.22.
Next we show that αnk < α1. We can assume that nk = m. This means that
∀i(nk−1 ≤ i < m⇒ αi ≥ αnk−1). We have α2 = αn0 > αn1 > · · · > αnk−1 ≥ α1,
and ∀i < m(αi ≥ α1). Therefore αm ∈ kα1(α2) ⊂ kα1({κ, a} ∪ K(~ξ)), i.e.,
am ∈ Kα1({κ, a} ∪ K(~ξ)) for αm = ψ
~ξm
κm
(am). On the other hand we have
Kα1({κ, a} ∪K(~ξ)) < a for α1 = ψ
~ξ
κ(a). Thus a ≤ am < a, a contradiction.
The Claim 5.10 is shown, and we obtain β1 ≤ αnk ∈ W ∩ α1.
This completes a proof of Claim 5.8 and of the lemma. ✷
Lemma 5.11 Suppose MIH(a) and κ ≤ K. For any ordinal term β ∈ OTn
Fκ(β) ⊂ W &Kκ(β) < a⇒ β ∈ C
K(W).
Proof by induction on ℓβ. By IH with Proposition 3.38 we can assume β =
ψ~νρ(b) ≥ κ. Then Fκ(β) = Fκ({ρ, b} ∪ K(~ν)) and {b} ∪ Kκ({ρ, b} ∪ K(~ν)) =
Kκ(β) < a. By IH we have {ρ, b} ∪K(~ν) ⊂ CK(W). MIH(a) with b < a yields
A(b, ~ν), and we obtain β = ψ~νρ(b) ∈ W by ρ ∈ W ∪ {K}. ✷
Proposition 5.12 For each n < ω, KPℓ ⊢ TI[CK(W) ∩ ωn+1(K+ 1)].
Proof. By metainduction on n < ω using Proposition 3.13 we see TI[CK(W)∩
ωn+1(K+ 1)], i.e., Prg[CK(W) ∩ ωn+1(K+ 1),Y]→ CK(W) ∩ ωn+1(K+ 1) ⊂ Y
for any definable class Y. ✷
Lemma 5.13 Assume {a} ∪K(~ξ) ⊂ CΛ(W), MIH(a), and SIH(a, ~ξ) in Defini-
tion 5.6. Then
∀π ∈ W ∪ {K}[ψ
~ξ
π(a) ∈ OTn ⇒ ψ
~ξ
π(a) ∈ VN (W)].
Proof. By Lemmas 5.7 and 5.5 it suffices to show that α1 = ψ
~ξ
π(a) ∈ VN (W),
cf. Definition 5.1. Let 2 ≤ i < N − 1, β1 = ψ~µσ(b) ∈ Si(α1). We have to
show β1 ∈ W (<
W∩α1
i ). Suppose pdi(β1) 6= pdi+1(β1) and γ1 <
W∩α1
i β1. We
have γ1 ∈ Ui(W ∩ α1), and γ1 <i β1, i.e., γ1 ≺i β1, pdi(γ1) 6= pdi+1(γ1), and
κ := pdi+1(γ1) = pdi+1(β1), cf. Definition 4.21.1. Hence ν := mi(γ1) < mi(β1)
by Proposition 4.10.
We claim that ν ∈ CK(W). By Lemma 5.11 it suffices to show that Fκ(ν) ⊂
W and Kκ(ν) < a. We have Fκ(ν) ⊂ W by γ ∈ Ui(W ∩ α1).
By Proposition 2.11.2 and β1 ≺ κ we have c ≤ b ≤ a. On the other hand we
have Kγ1(ν) < c for c = ai(γ1), i.e., K(ν) ⊂ Hc(γ1) by Proposition 4.16. Then
K(ν) ⊂ Ha(κ) by a ≥ c and κ > γ1, and Kκ(ν) < a.
Thus we have shown ν = mi(γ1) ∈ C
K(W). Therefore β1 ∈ W (<
W∩α1
i ) is
seen by induction on mi(γ1) ∈ CK(W) ∩ ωn(K+ 1), cf. Proposition 5.12. ✷
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Proposition 5.14 For each ∈ ω and each definable class X of irreducible se-
quences ~ξ = (ξ2, . . . , ξN−1) of ξi < ωn(K+ 1)
KPℓ ⊢ Prglx[ ~EnC
K(W),X ]→ ∀~ξ ∈ ~EnC
K(W)(~ξ ∈ X )
where
Prglx[ ~EnC
K(W),X ] :⇔ ∀~ξ ∈ ~EnC
K(W)[∀~ν ∈ ~EnC
K(W)(~ν <lx,2 ~ξ → ~ν ∈ X )→ ~ξ ∈ X ].
Proof. In Definition 2.7 ordinals o(~ξ) < ε(Λ) = εK+2 are assigned to irreducible
~ξ so that ~ν <lx,2 ~ξ ⇒ o(~ν) < o(~ξ) by Proposition 2.8, and K(o(~ξ)) ⊂ CK(W) if
~ξ ∈ ~EnCK(W).
Now since K(~ξ) < ωn(K + 1), we can replace each occurrence of Λ = εK+1
in ~ξ by λn := ωn(K + 1): let on(~ν) denote the result of replacing Λ by λn in
o(~ν). Then ~ν <lx,2 ~ξ ⇒ on(~ν) < on(~ξ) for any ~ν, ~ξ such that K({~ν, ~ξ}) < λn.
Furthermore we have on(~ξ) < ωn(N−1)(K+1) since K ·ωn(K+1) = ωn(K+1)
for n > 1. Hence the proposition follows from Proposition 5.12. ✷
Using Lemma 5.13, Propositions 5.12 and 5.14 we see
∀a ∈ CK(W) ∩ ωn(K+ 1)∀~ν ∈ ~EnC
K(W)A(a, ~ν)
by main induction on a ∈ CK(W) ∩ ωn(K + 1) with subsidiary induction on
~ξ ∈ ~EnCK(W) (K(~ξ) < ωn(K + 1)) along <lx,2. Hence by induction on ℓα we
see that α ∈ OTn ⇒ α ∈ CK(W). Thus Theorem 2.14, and hence Theorem 1.1
is shown.
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