Motivation: An important application of microarray experiments is to identify differentially expressed genes. Because microarray data are often not distributed according to a normal distribution nonparametric methods were suggested for their statistical analysis. Here, the Baumgartner-Weiß-Schindler test, a novel and powerful test based on ranks, is investigated and compared with the parametric t -test as well as with two other nonparametric tests (Wilcoxon rank sum test, Fisher-Pitman permutation test) recently recommended for the analysis of gene expression data. Results: Simulation studies show that an exact permutation test based on the Baumgartner-Weiß-Schindler statistic B is preferable to the other three tests. It is less conservative than the Wilcoxon test and more powerful, in particular in case of asymmetric or heavily tailed distributions. When the underlying distribution is symmetric the differences in power between the tests are relatively small. Thus, the Baumgartner-Weiß-Schindler is recommended for the usual situation that the underlying distribution is a priori unknown.
INTRODUCTION
DNA microarray technologies, such as cDNA arrays and oligonucleotide arrays, can be used to measure the expression of thousands of genes simultaneously. These technologies are rapidly becoming common laboratory tools and promise to revolutionize biological research. They are used in biomedical research, but also in other areas such as ecology and evolution (Gibson, 2002) . Often the question is whether gene expression is different for two (or sometimes more) groups of organisms that differ with respect to a characteristic such as exposure to some environmental stimuli, genotype or age * To whom correspondence should be addressed. (Gadbury et al., 2003) . In this paper, we consider the comparison of two groups in order to detect differentially expressed genes based on replicated measurements of expression levels of each gene.
From now on, the expression levels can refer to a summary measure of relative red to green channel intensity, a radioactive intensity or a summary difference of the perfect match and mis-match scores; furthermore, the gene expression levels may have been preprocessed using dimension reduction, normalization and data transformation (Pan, 2002) .
Several authors pointed out that expression data from microarrys are often not distributed according to a normal distribution, even after some preprocessing (Hunter et al., 2001 ; Thomas et al., 2001; Pan, 2002; Craig et al., 2003; Giles and Kipling, 2003; Liu et al., 2003; Zhao and Pan, 2003) . According to Thomas et al. (2001) the normality assumption is certainly inappropriate for a subset of genes despite any given transformation. Therefore, nonparametric tests were recommended for the analysis of microarrays (Troyanskaya et al., 2002; Gadbury et al., 2003; Xu and Li, 2003) . The advantage of nonparametric methods is that no specific distribution has to be assumed. Giles and Kipling (2003) applied the Shapiro-Wilks test to Affymetrix microarray expression data and showed that non-normal distributions are common (up to 46% of probe sets). However, Giles and Kipling (2003) argued that the deviations from normality are often modest and, therefore, they recommend parametric tests such as the t-test. Indeed, the t-test is quite robust, but its optimal power properties apply only if the observations are drawn from a normal distribution . When the assumption of normality is violated, a nonparametric test can be more powerful (see e.g. Hunter and May, 1993) . Zimmerman and Zumbo (1993) demonstrated that the Wilcoxon rank sum test (equivalent to the Mann-Whitney U test) is more powerful than the t-test when outliers (unusual extreme data values) are present. As Liu et al. (2003) pointed out, outliers are an accepted fact of life when dealing with microarray data. Lönnstedt and Speed (2002) also noted that outliers occur frequently in microarray experiments. Moreover, it should be noted that expression data are often non-normal even after outliers have been removed (see e.g. Magusin, 2003) .
In microarrays the sample sizes, i.e. the numbers of replications, are usually very small (Gadbury et al., 2003; Zhao and Pan, 2003) . This fact is, according to Giles and Kipling (2003) , an additional argument for parametric tests. However, historically, nonparametric tests have most often been recommended as a technique for dealing with small samples (Zimmerman and Zumbo, 1993, p. 483) . According to 'in the small sample situation the t test might not be as robust to population non-normality as one would wish, and in this situation the Mann-Whitney test would be especially useful in controlling the Type I error rate'. Moreover, for relatively small sample sizes, found the Wilcoxon test to be more powerful than the t-test in many cases.
In the case of small sample sizes, a nonparametric test should be carried out as a permutation test. For a permutation test all possible permutations under the null hypothesis are generated and the test statistic is calculated for each permutation. The null hypothesis can then be accepted or rejected using the permutation distribution of the test statistic, the p-value being the probability of the permutations giving a value of the test statistic as supportive or more supportive of the alternative than the observed value (Manly, 1997; Good, 2000) . Thus, inference is based upon how extreme the observed test statistic is relative to other values that could have been obtained under the null hypothesis. The alternative to a permutation test is to rely on an asymptotic distribution, e.g. on the asymptotic normality of the Wilcoxon rank sum which is appropriate when the sample size exceeds eight in each group (Troyanskaya et al., 2002) . However, in the presence of ties (observations with identical values) the appropriateness of the asymptotic approximation depends on the number and on the distribution of the ties (Brunner and Munzel, 2002, p. 68) .
The Wilcoxon rank sum test was recommended for the analysis of microarray data (Wu, 2001; Troyanskaya et al., 2002) . Some authors (Troyanskaya et al., 2002; Xu and Li, 2003) considered the Fisher-Pitman permutation test, also called randomization test or nonparametric t-test, for the nonparametric analysis of microarrays. Recently, it was shown that an exact test based on the Baumgartner-Weiß-Schindler statistic is preferable to the Wilcoxon test (Neuhäuser, 2000 (Neuhäuser, , 2003 . The Baumgartner-Weiß-Schindler statistic is also based on ranks. So far, it has not been compared to the Fisher-Pitman test. It is the aim of this paper to compare these tests for the detection of differentially expressed genes in replicated microarray experiments. The parametric t-test is included in this comparison because it seems to be the most frequently used test for identifying differentially expressed genes.
HYPOTHESIS TESTING FOR A SINGLE GENE
Let X 1 , . . . , X n and Y 1 , . . . , Y m denote the independent observations regarding one gene for two groups to be compared, the sample means areX andȲ . Within groups, it is assumed that the observations are independent and identically distributed according to distribution functions F and G. In the locationshift model the distribution functions are the same except perhaps for a change in their locations; i.e., F (t) = G(t − θ) for every t, −∞ < θ < ∞. The null hypothesis is H 0 : θ = 0, whereas the alternative states θ = 0.
Let (Neuhäuser, 2000) . Consequently, the exact test based on the permutation distribution of B proposed by Neuhäuser (2000) is more appropriate for the analysis of microarray data. When comparing exact tests, the one based on B is less conservative and more powerful than the Wilcoxon test for continuously distributed data (Neuhäuser, 2000) and in the presence of ties (Neuhäuser, 2003) . Troyanskaya et al. (2002) also mentioned the conservatism of the Wilcoxon rank sum test. The Baumgartner-Weiß-Schindler test is less conservative because the exact permutation distribution of B is less discrete than that of the rank sum W . Consider e.g. ten replications per group and no ties. Then, there are 2×10 10 = 184, 756 possible permutations. When calculating the statistic B and the rank sum W for all these permutations one obtains 11,833 different values for B, but only 101 different values for W . Consequently, the distribution of B has much more mass points, i.e. it is less discrete, than that of W . As a result, the Baumgartner-Weiß-Schindler test is less conservative than the Wilcoxon test and smaller p-values are possible. The latter point is particularly important for microarray analysis since the significance level may (Manly, 1997, pp. 15-16) . One possibility is
as proposed for the two-sided alternative by Pitman (1937) .
As the Wilcoxon test is based on ranks it does not use all available information, in contrast to the Fisher-Pitman permutation test. Nevertheless, the Wilcoxon test can be more powerful, as demonstrated by Keller-McNulty and Higgins (1987) , van den Brink and van den Brink (1989) and Tanizaki (1997) for asymmetrical and heavily tailed distributions. Rasmussen (1986) showed that the Wilcoxon test outperforms the Fisher-Pitman permutation test in case of contaminated normal distributions; such a mixture of normals was also considered in the simulations of Xu and Li (2003) .
The articles mentioned above (Rasmussen, 1986; KellerMcNulty and Higgins, 1987; van den Brink and van den Brink, 1989; Tanizaki, 1997) considered continuous distributions only. In this paper, we also investigate the power in the presence of ties. Furthermore, the Baumgartner-Weiß-Schindler test, a novel and powerful nonparametric test based on ranks, is included in the comparison.
SIMULATION STUDY
The different tests were compared in a Monte Carlo simulation study performed using SAS version 8.2; 10,000 simulation runs were generated for each configuration. With the exception that the parametric t test is based on the t distribution, the permutation distributions, not the asymptotic distributions, of the test statistics were used for inference. For sample sizes larger than n = m = 10 the number of possible permutations is very large. In this case, the permutation tests were performed based on simple random samples of 100,000 permutations. a θ = f ·θ with f = 4/15 (uniform distribution), f = 0.7 (exponential distribution), f = 1 (normal distribution), and f = 2 (Cauchy and χ 2 ). The values of f were chosen on empirical grounds in order to obtain powers of comparable size.
For smaller sample sizes all permutations were considered for the rank-based tests. For the Fisher-Pitman test all permutations were considered if there were not more than 100,000 possible permutations; if there were more, an approximate Fisher-Pitman test was carried out, using 100,000 randomly selected permutations.
Distributions with different properties were used to simulate data: uniform distribution on (0,1), i.e. a symmetric distribution with short tails; standard normal distribution, i.e. a symmetric distribution with medium tails; Cauchy distribution, i.e. a symmetric distribution with heavy tails; and two asymmetric distributions: χ 2 distribution with three degrees of freedom (df), and exponential distribution with scale parameter λ = 1. These distributions, together with the investigated mixtures of normal distributions (see below), represent different types of distributions that are possible for actual gene expression data. Therefore, the power observed in the simulations is likely to transfer to real data applications. Type I error rates are presented in Table 1 . The type I error rate of the rank tests can be derived analytically since it depends on the ranks only. The type I error rates of the t and the FP tests were simulated. The FP and B tests have a type I error rate very close to the nominal significance level α, even for small sample sizes. The W test, however, is conservative. The t test can have a type I error rate close to α, but it can be very conservative, too, as it is in case of the Cauchy distribution. As exact permutation tests, all three nonparametric tests guarantee a type I error rate less than or equal to α. Therefore, a test statistic can be chosen purely on the basis of power (Kennedy, 1995) .
The simulated power is given in Table 2 . For the skewed and heavily tailed distributions the B test outperforms the other three tests. For the uniform and the normal distributions the t and the FP tests are more powerful than the other tests. However, in these cases the difference between the tests is much smaller than for other distributions such as Cauchy or exponential. Consequently, the simulation results indicate that the B test is a good choice when the underlying distribution functions are unknown as they usually are. This conclusion also holds for other sample sizes, see the results presented in Figure 1 . However, for small sample sizes such as 4 or 5 per group the differences in power between the tests are negligible.
So far, only continuous distributions were considered. But, in practice, ties occur frequently in a variety of settings (Neuhäuser, 2002) . However, permutation tests as investigated here can be applied whether or not ties occur (Good, 2000) . Data sets with ties were generated as follows: First, data were simulated according to continuous distribution functions. In the second step, ties were created. In the case of one tie, the values corresponding to the ranks 5 and 6 were replaced by the average of these two values. To create two tied groups, the values corresponding to the ranks 10 and 11 were also replaced by their average. For three ties, the values corresponding to the ranks 15 and 16 were averaged to create a further tie.
As the results in Table 3 indicate ties affect the type I error rate of the tests only marginally. The only difference is the larger type I error rate of the W test in case of two and three ties. The reason is that the type I error rate of the W test heavily depends on the location of the few mass points of the very discrete distribution of W . The power displayed in Table 4 is also similar to the results for continuous distributions. The slightly increased power of the W test for two and three ties can be explained by the larger type I error rate.
As mentioned above, Rasmussen (1986) showed the superiority of the W test to the FP test for contaminated normal distributions. We also investigated some of these distributions that are defined as follows: The data are standard normal with probability 0.7, and with probability 0.3 they are normally distributed with mean 5 and standard deviation 0.5 (CN1) and 4 (CN2), respectively. An additional mixture was used in order to reflect the situation that one or two outliers are present. The data of this distributions (CN3) are standard normal with probability 0.9, and with probability 0.1 they are normally distributed with mean 10 and standard deviation 1. The results given in Table 5 and Figure 2 show that the W test is indeed preferable to the FP test, but the B test is much more powerful than the other tests. Again, ties affect the power only marginally. The results for the distribution CN3 ( Figure 2B ) confirm the statement mentioned in the Introduction that rank-based tests are especially appropriate in the presence of outliers. The B and the W test are much more powerful than the t and the FP tests, the B test being the most powerful. 
Application to actual data
We applied the different tests to data from microarray experiments. First, we used cDNA data from a comparison of two types of breast cancer (Hedenfalk et al., 2001) : for 3226 genes there are seven replicates from patients with germ-line mutations of BRCA1 and eight replicates regarding BRCA2. Second, the different tests were applied to the oligonucleotide microarray data from Huang et al. (2001) . In this comparison of normal thyroid and papillary tumor tissues more than 12,000 genes were investigated. We arbitrarily selected the first-listed 2000 genes for the analyses presented here, there are eight replicates per group. In the case of this sample size (n = m = 8) neither test is conservative (see Table 1 ). For both data sets we obtained the data from http://microarray.cpmc.Columbia.edu/pavlidis/pub/gxrep (see Pavlidis et al., 2003) . In addition, we used data from patients with uveal melanomas with and without monosomy 3 (Tschentscher et al., 2003; see http://www. uni-essen.de/humangenetik/download) . The sample size in this microarray experiment is 10 per group. As mentioned above, expression levels below 50 were set to 50. However, we considered the first-listed 2000 genes for which this modification was not necessary.
The Figures 3-5 show p-values. Although, for all data sets, the p-values of the different tests are often similar, the two tests W and FP can have much larger p-values than the B test. For the following analyses we selected, for each of the three data sets, the 100 genes with the strongest difference in expression, i.e. the 100 genes with the smallest p-values of the B test.
Within these sets of genes there are 97, 93, and 92 (Hedenfalk et al., 2001; Huang et al., 2001; Tschentscher et al., 2003) of the genes with the 100 smallest W test p-values. Figure 6 shows that the same genes have the smallest p-values irrespective whether the B or the W test is applied. That means that the B test, in comparison to the W test, does not detect distinct genes as differentially expressed. However, because of its higher power (see above) the B test likely identifies more genes as differentially expressed. Between the FP test (or t-test) and a rank test the differences are slightly larger. The numbers of genes out of those with the 100 smallest p-values within the set of the 100 genes with the smallest B test p-values indicate this. These numbers are 85, 88 and 91 for the FP test, and 74, 85 and 83 for the t-test (Hedenfalk et al., 2001; Huang et al., 2001; Tschentscher et al., 2003) .
In addition, we consider the Affymetrix spike-in experiment. Because transcripts were spiked-in at known concentrations (Irizarry et al., 2003a) , the truth is known for these data. We applied the data available at www.affymetrix.com/analysis/download_center2.affx to the robust multi-array analysis (RMA, Irizarry et al., 2003b) before the different tests were performed. Since a two-sample comparison is investigated here, the experiments M to T and the series 4, 6 and 8 are considered. Thus, we have two groups with 12 values each. According to Cope et al. (2004) we regard 16 spiked-in probe sets as differentially expressed. In total, there are 12,626 probe sets. As this table shows there are very marginal differences only between the tests.
DISCUSSION
Nonparametric tests such as the Wilcoxon rank sum test were recommended for the analysis of microarray data. As mentioned above, no specific distribution has to be assumed for nonparametric methods. Disadvantages of these tests are that they can be conservative and computer-intensive. However, the presented test based on the Baumgartner-Weiß-Schindler statistic is less prone to the first problem. And the second issue is less relevant now due to faster algorithms (see e.g. Good, 2000, chap. 13 ) and the advent of high-speed PCs. Furthermore, one can carry out a permutation test based on a random sample out of the possible permutations.
Previous research demonstrated that the Wilcoxon rank sum test is more powerful than the t and the FP test when the data follow an asymmetric and/or a heavily tailed distribution. Note that outliers, common in gene expression, can lead to heavy-tailed distributions (Wu, 2001; Liu et al., 2003) . We demonstrated that the advantage of a rank test can be more pronounced when a novel statistic, the BaumgartnerWeiß-Schindler statistic B, is used instead of the rank sum.
Since the Baumgartner-Weiß-Schindler test is, if at all, only marginally less powerful than the t or the FP test for symmetric distributions, this test can be recommended in case of an a priori unknown distribution, a situation quite common in practice. As the test we recommend is based on ranks, it also has the advantage that it is less sensitive to outliers. Our approach for the identification of differentially expressed genes is to consider a univariate testing problem for each gene. A correction for the multiplicity of genes is a subsequent step, which, like the previous step of normalizing the data, outside the scope of this paper. A common approach to the multiplicity problem is to consider a procedure for testing the genes simultaneously for differential expression with the test on an individual gene being implied in the simultaneous test. For such a procedure different proposals have been made recently. Methods based on the p-values of the tests from individual genes were introduced by Zaykin et al. (2002) , Storey and Tibshirani (2003) , and Dudbridge and Koeleman (2003) .
Only two-sided alternative hypotheses are considered here; one-sided alternatives can be handled in a similar manner. Due to the squares in the numerators of B X and B Y , the statistic B is not suitable for a one-sided test, but a modification with absolute values instead of squares has been proposed for one-sided test problems (Neuhäuser, 2001) . Using this modification, the resultant test has been compared to the one-sided W , FP and t-tests. The results of this comparison are analogous to the outcomes presented in this paper for testing the two-sided alternative.
