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Combinatorial proofs are abstract invariants for sequent calculus proofs, similarly to homo-
topy groupswhich are abstract invariants for topological spaces. Sequent calculus fails to be
surjective onto combinatorial proofs, and here we extract a syntactically motivated closure
of sequent calculus from which there is a surjection onto a complete set of combinatorial
proofs.We characterize a class of canonical sequent calculus proofs for the full set of propo-
sitional tautologies andderiveanewcompleteness theoremfor combinatorial propositions.
For this, we deﬁne a new mapping between combinatorial proofs and sequent calculus
proofs, different from the one originally proposed, which explicitly links the logical ﬂow
graph of a proof to a skew ﬁbration between graphs of formulas. The categorical properties
relating the original and the new mappings are explicitly discussed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The notion of a formula is usually associated to a sequential string of symbols or to a tree-like structure. But a formula
can be represented as a more complex geometrical object, like a graph, a 2-cell, a polyhedra, or a circuit for instance, and
its satisﬁability can be characterized to be a geometrical property. The idea of using graphs to represent logical formulas
has being exploited to show the NP-completeness of several graph-theoretical problems, as ﬁnding a “clique" or a “set-
covering" [18]. Here we analyze another graph-theoretical representation of formulas, which, in contrast with the ones used
in computational complexity, is used to characterize validity and could be generalized to arbitrary predicate formulas. The
idea is to consider propositional formulas and proofs as colored graphs and deﬁne an embedding of formulas into proofs. The
embedding can be intuitively thought to be a “projection" of the formula in its proof. For certain formulas, the geometrical
characterizationhappens to suggest the structureof theproof for the formulaandboth the formulaand itsproof are associated
to the same colored graph [16]. These formulas are provable inmultiplicative linear logicwithmix and for this logical system,
a graph-theoretical property guarantees a graph representing a formula to be a graph of a proof. Namely, the cograph of a
formula is a proofwhenever any alternate elementary cycle in it contains a chord, and viceversa [16]. This beautiful structural
result proved for a fragment of linear logic, does not hold for classical proofs because of the collapse of vertices in the graph
associated to contractions. Hence, the identiﬁcation of a purely geometrical criterium to guarantee that a graph is a graph
for a classical proof becomes difﬁcult but intriguing. An approach to investigate the geometrical complexity of this question
is proposed in [12] where the logical language of formulas and proofs is replaced by a purely combinatorial language of
graphs and homomorphisms. The graph-theoretical representation of propositional formulas as colored cographs (named
combinatorial propositions in [12]) is considered, and the novel notion of combinatorial proof is introduced. Intuitively, a
proof is deﬁned to be a homomorphism (lax form of ﬁbration) between the cograph representing the axioms of the proof
and the cograph representing the provable formula. A completeness and soundness for combinatorial propositions is proved,
that is the formula B is true if and only if B has a combinatorial proof [12]. The explicit link between combinatorial proofs and
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Fig. 1. Graph (A) corresponds to the formula (p ∨ q⊥) ∨ ((q ∧ (r ∨ r⊥)) ∨ p⊥), (B) is the graph of (p ∨ p⊥) ∧ ((q ∨ q⊥) ∧ (r ∨ r⊥)) and (C) is the graph
of (p ∨ p⊥) ∧ ((r ∧ q⊥) ∨ (q ∧ r⊥)).
sequent calculus proofs has been addressed in [13], where a surjectivemap from a semanticallymotivated closure of sequent
calculus onto combinatorial proofs is provided. In this paper, we deﬁne another mapping for all combinatorial propositions,
which is different from the one proposed in [13] and it might be considered intuitively closer to [16] (see also [14]). Namely,
we construct a mapping (called G) of combinatorial proofs of classical propositional tautologies into sequent calculus (LK-)
proofs and viceversa (called F). Our map G shows that logical paths passing through formulas in LK-proofs [2,5,9] explicitly
deﬁne skew ﬁbrations between graphs of formulas. G allows the deﬁnition of a class of “canonical" LK-proofs Xcan such that
FG(Xcan) = Xcan, and the derivation of a new proof of soundness and completeness for the combinatorial proof system.
2. Some basic deﬁnitions: formulas as cographs
In this section we associate formulas to cographs. We start with the observation that the connective ∧ creates a tighter
semantical link between two formulas than the connective ∨ and that the tree-like representation of a formula is not
sufﬁcient to capture this fact. A bit more structure has to be added to the representation.
Graphs associated to formulas.Without loss of generality, we allow negations to act on atomic formulas only, and we denote
the formula ¬A with the symbol A⊥. Let us call atomic all occurrences of a propositional variable in a formula as well as all
occurrences of its negation. A formula A, of arbitrary logical complexity, is associated to a graph GA as follows: the vertices
of GA are all the atomic occurrences in A; the edges of GA are deﬁned by induction on the subformulas of A as follows:
1. If A is of the form C ∧ B then GA is obtained by adding regular edges between any vertex in GC and any vertex in GB.
2. No other edge appears in the graph.
Some examples of graph associated to formulas are given in Fig. 1. In graph (A), there are two edges between q and r, r⊥
and they represent the fact that the variable q is linked with a connective ∧ to the subformula r ∨ r⊥ in the formula. No
other regular edge has been drawn since no other ∧ is present in the formula. For the ﬁgures (B) and (C) the construction is
done following the same idea.
Proposition 1. Given a formula A there is a unique graph GA associated to it.
Proof. By induction on the complexity of the formula A, the only interesting case is the treatment of the logical connective∧.
Suppose that∧ is applied to two subformulas B and C. By induction we can construct two graphs GB, GC which are uniquely
associated to B and C. By deﬁnition we construct GA through a matching between GB and GC which links each node of GB to
all the nodes of GC . The links involve all nodes of GB and of GC . This ensures the uniqueness of the graph GA. 
Let G = (V, E) be a graph, where V is the set of vertices and E is the set of edges. An edge connecting the vertices x and y
of G is denoted xy. The vertices x, y of xy are called extremes of the edge.
Deﬁnition 2. The class of cographs is the smallest class of simple graphs containing all one-vertex graphs, and closed under
the two following operations:
1. Complement: (V, E)c = (V, Ec), where for all x, y ∈ V , xy ∈ Ec iff xy ∈ E.
2. Disjoint union: (V, E) ⊕ (V ′, E′) = (V unionmulti V ′, E unionmulti E′).
As reported in Mohring’s survey [15], the following old observation rediscovered many times can be shown.
Proposition 3. Let G = (V, R) be a graph. G is a cograph if and only if the restriction of R to four vertices x, y, z, w never is the
graph whose edges are xy, yz, zw.
and based on it, one easily derives.
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Fig. 2. Left: the cograph associated to the pigeon-hole principle PHP2, with three pigeons and two holes. Right: the cograph associated to the pigeon-hole
principle PHP3. The cograph is not completely ﬁlled. Only the four cliques of three vertices togetherwith the links to the triplets of vertices p45 are indicated.
The reader can imagine how each triplet of nodes pij is linked to the rest of the diagram.
Proposition 4. A graph GA associated to a formula A is a cograph whose nodes are labeled by propositions in A.
Proposition 5. Given a cograph G = (V, R), there is a formula AG associated to it. The formula AG is unique, up to commutativity
and associativity of ∧ and ∨. Moreover, the formula AG can be found with an algorithm of complexity O(|V | + |R|).
The proof of the last proposition makes use of an algorithm of complexity O(|V | + |R|) which is presented in [8].
Example: the cographs of PHPn. The propositional version of the pigeon-hole principle PHPn, saying that “if n + 1 pigeons
sit on n holes then there is at least one of the holes that contains two pigeons", is an inﬁnite family of sequents 
 n,n
which depends on the parameter n, with
n =
⎧⎨
⎩
2n+1∧
j=n+2
p¯i,j : i = 1, 2, . . . , n + 1
⎫⎬
⎭ and (1)
n = {pl,k ∧ pm,k : 1 ≤ l < m ≤ n + 1, 2 + n ≤ k ≤ 2n + 1}
where the fact that pigeon i is put in hole j is described by the propositional variable pij , where i = 1, . . . , n + 1 and
j = n + 2, . . . , 2n + 1. The symbol p¯i,j denotes that pigeon i does not sit in hole j.
We start by considering the pigeon-hole principle for n = 2

 p¯14 ∧ p¯15, p¯24 ∧ p¯25, p¯34 ∧ p¯35, (2)
p14 ∧ p24, p14 ∧ p34, p24 ∧ p34, p15 ∧ p25, p15 ∧ p35, p25 ∧ p35
whose cograph is illustrated in Fig. 2 (left). When n > 2 we can see the formation of n + 1 cliques of n vertices each,
centered around the propositional variables p¯i,j , for a ﬁxed i. For instance, if n = 3 then we see 4 cliques of three vertices
each, p¯i,5, p¯i,6, p¯i,7, for i = 1, 2, 3, 4, as illustrated in Fig. 2 (right). The cograph associated to the PHPn, for an arbitraryn, displays
n + 1 disjoint cliques and about n2 extra pairing of vertices. To each node p¯i,j of the i-th clique correspond n vertices labeled
pi,j . These vertices will be paired with nodes pl,j , for all l = i.
An interesting goal is to ﬁnd suitable combinatorial properties of a cograph G which ensure the formula AG to be a
tautology. This was done in a smooth and elegant way on a special subset of the set of propositional formulas in [16] by
providing a simple combinatorial mapping describing a proof of AG . For arbitrary formulas the situation is more complicated
and one has to use skew ﬁbrations to analyze the existing combinatorial mapping [12]. We shall see how to do this in the
next section. For themoment, observe that the ﬁrst basic step needed to reconstruct a proof from a cograph of a formula is to
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Fig. 3. Left: a subproof of the LK-proof of PHP2. The pigeons are called 1, 2, 3 and the holes 4, 5. The fact that pigeon i is put in hole j is described by the
propositional variable pij . Notice that no weakening appears in the proof and that a contraction is applied to p¯14 (last rule). Right: the cograph associated to
the LK-proof of the pigeon-hole principle PHP2 in Fig. 2, with three pigeons and two holes, is extended into a bicolored graph by adding some extra edges
in bold which couple pairs of atomic occurrences related by axioms in the proof.
establish which pairs of nodes in the cograph correspond to axioms in the proof. See Fig. 3 for an example, where axioms are
represented by bold edges added to the graph in Fig. 2 (left). In the bicolored graph of Fig. 3 (right), a pair of nodes labeled p14
is linked to p24, p34 within the cograph and is linked through two bold edges to the same node p¯14. This latter corresponds
to the contracted formula p¯14 in the end-sequent of the proof, and the bold edges correspond to the two axioms 
 p¯14, p14
in the proof Fig. 3 (left).
The second basic fact to take into consideration to reconstruct a proof is the effect of contractions in proofs which
corresponds to a transformation of cographs associated to intermediate provable formulas in a proof. See Fig. 4 for an example
where the transformation illustrated by the contraction rule identiﬁes nodes and creates nodes connecting multiple bold
edges.
3. Homomorphisms and skew ﬁbrations as cograph transformations
In this section,we formalize transformationsbetween cographs and consider classical proofswhere structural rules of con-
traction andweakening are both allowed.We show that contractions ask for transformations to be cograph homomorphisms
and that weakenings ask for transformations to be cograph skew ﬁbrations, a lax form of ﬁbration.
To simplify our arguments, we formalize LK in such a way that weak formulas can be handled easily and that proofs
contain no useless occurrences of weak formulas. Axioms are of the form
 p,¬p, where p is a propositional variable, logical
rules are
∧ : right

 1, A 
 2, B

 1,2, A ∧ B
∨ : right1

 , A

 , A ∨ B ∨ : right2

 , A

 , B ∨ A
and structural rules are
contraction

 , A, A

 , A mix

 , A 
 , B

 ,, A, B .
We say that the occurrence of the formula B in the ∨-right rule is weak. A propositional formula p occurs positively
(negatively) in a formula A if it does not appear under the scope of a negation. A formula p occurs positively (negatively) in a
sequent if it occurs positively (negatively) in some formula of the sequent.
The ﬂow of atomic occurrences in a proof is deﬁned through the notion of logical path. For each rule, we trace an edge
between any positive occurrence of a propositional formula p in the upper sequent(s) of the rule and the corresponding
occurrenceofp in the lower sequentof the rule. Similarly,we traceanedgebetweenanynegativeoccurrenceof apropositional
formula p in the lower sequent of the rule and the corresponding occurrence of p in the upper sequent(s) of the rule. If the rule
is a contraction, then there are two edges going to (coming from) the negative (positive) occurrences of p in the contraction
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Fig. 4. Left: a proof of the formula ((p ∨ q) ∧ (p ∨ q)) ∨ (p⊥ ∧ q⊥) formalized in the sequent calculus LK , where one contraction and no weakenings
appear. Right: bicolored cographs associated to the sequents appearing in the proof on the left before (top) and after (bottom) contraction.
formulas that are coming from (going to) the relative occurrence of p in the main formula. A logical path in a proof  is a
directed path which we can read off the proof, whose nodes are labeled by the occurrences of formulas in , and whose
edges are the links induced by the rules of , as deﬁned above. This notion has been introduced ﬁrst in [9] to describe the
past and the immediate future of a formula in a proof, and a generalized version is the notion of logical ﬂow graph introduced
in [2]. Several properties of logical ﬂow graphs are discussed in [4,5]. A similar, but not equivalent concept, is the notion
of proof net [10]. Also, a logical path is a direct "descriptor" of how atomic subformulas at arbitrary depth in formulas are
logically related to others used in a proof. The wish to access atomic subformulas in formulas can be traced back to Schütte
[17], and more recently to "deep inference" [1,11] where one exploits this feature to design deductive systems with good
combinatorial properties.
We say that an occurrence of the formula B in some formula in  isweak if all logical paths from (to) it end-up into (come
from) weak formulas of , that is formulas introduced by some ∨:right rule. For a formula occurrence, it is sufﬁcient that a
logical path ends into a propositional formula in some axiom for it to be non-weak.
We say that two propositional occurrences in a sequent S are strongly linkedwhen theminimal subformula of S containing
bothoccurrences is positive in S andhas∧ asmain connective.Note that the twopropositional occurrencesbelong todifferent
conjuncts.
The size of a formula A is its number of symbols. The size of a sequent S is the sum of the sizes of its formulas. The size of a
proof  is the sum of the sizes of its sequents. The number of axioms and rules of inference in  is the number of lines in .
Proposition 6. Let : S be a proof. Then there is a proof′ : S such that there is no pair of propositional occurrences p, p⊥ in S
which are strongly linked and connected by a logical path departing from p, going up to an axiom, turning over it and descending
to p⊥ through a path. If  has k lines and l symbols then ′ has at most k lines and at most l symbols.
Proof. The statement follows by combining Propositions 15 and 16 in [6]. 
The class of proofs satisfying the structural property described in the proposition are called separated. The name refers to
the intuition that (non-oriented) logical paths from any pair of strongly linked propositional occurrences p, p⊥ in S separate
at some point in the proof to go to different axioms. The notion was introduced in [4,6]. Proposition 6 shows that for any
proof of k lines always there is a separated proof of the same sequent with at most k lines (the same holds for the number of
symbols). Therefore from the perspective of complexity, to consider separated proofs is not restrictive since all tautologies
are proved by some separated proof. Moreover, separated proofs better represent which logical relations between formula
occurrences are essential for the provability of a sequent.
The relation between logical proofs formalized in LK and combinatorial proofs has been investigated in [13] where it is
shown that logical proofs formalized in the calculus H, that is a logically equivalent extension of LK , can be mapped into
a lax form of skew ﬁbrations between two cographs, one representing the axioms of the proof and the other representing
the provable formula. The opposite mapping, from combinatorial proofs to logical proofs, is also given. The construction is
inductiveandshows that lax skewﬁbrations canbedeﬁnedby localhomomorphicextensionscorresponding to logical rules in
proofs.Hereweworkwithproofs formalized in LK , insteadofworkingwithH-proofs, andshowthatby imposing the structural
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condition of separation on LK-proofs, we can deﬁne a mapping between separated combinatorial proofs (deﬁned below)
and separated LK-proofs. This mapping traces an explicit correspondence between logical paths in proofs and homomorphic
mapping. The opposite mapping, from logical proofs to combinatorial proofs, is the one already constructed in [13].
Deﬁnition 7. A graph (V, E) is colored if V carries an equivalence relation ∼ such that v ∼ w only if (v, w) ∈ E. Each
equivalence class is a color class.
Deﬁnition 8 ([12]). A coloring of a graph (V, E) is nice if every color class has exactly two vertices and no union of two-vertex
color classes [v1, v2] and [w1, w2] induces a matching, that is there exists exactly the edges (v1, wi) ∈ E and (v2, wj) ∈ E for
i = 1 and j = 2, or for i = 2 and j = 1.
Color classes of nodes in a graph play the same role as bold edges in Section 2.
We recall that a homomorphism h : G → H, where G and H are cographs, is such that V(G) ⊆ V(H) and if (v, w) ∈ E(G)
then (h(v), h(w)) ∈ E(H), for all v, w ∈ V(G).
Deﬁnition 9 ([12]). A combinatorial proof of a proposition A is a homomorphism h : C → GA between two cographs C and
GA such that:
1. GA is the cograph associated to the formula A.
2. C is a nicely colored cograph.
3. C is axiomatic, that is for each two-vertex colored class [v1, v2] of C, h(v1), h(v2) are labeledwith dual propositional letters.
4. h is a skew ﬁbration, that is for all v ∈ V(C) and (h(v), w) ∈ E(GA) there exists (v, wˆ) ∈ E(C) such that (h(wˆ), w) ∈ E(GA).
Deﬁnition 10. Let C be a nicely colored cograph and GA be the cograph associated to the formula A. A combinatorial proof
h : C → GA is separated if (h(v1), h(v2)) ∈ E(GA) for each colored class [v1, v2] of C.
We shall prove that logical paths in separated proofs exactly correspond to separated combinatorial proofs and viceversa.
Theorem 11. Let A be a formula and GA be its associated cograph. A has a separated combinatorial proof h : C → GA for some
cograph C iff A has a separated LK-proof  : A, where:
1. a two-vertex color class [v1, v2] in C corresponds to an axiom 
 p,¬p in  and vice versa,
2. h(v1), h(v2) are labeled p,¬p in GA, for some propositional variable p,
3. the positive and negative occurrences p in an axiom 
 p,¬p are mapped by logical paths into two occurrences pp, pn in the
provable formula A of ,
4. occurrences pp, pn in A correspond to h(v1), h(v2) in GA.
A subgraph G′of G is a portion of G if G = G′ ∨ G′′ for some G′′. A fusion of graphs G and H is any graph obtained from
G ∨ H by selecting portions G′ of G and H′ of H and adding edges between every vertex of G′ and every vertex of H′.
Lemma 12 (Fusion of nice cographs [12]). Every nice cograph with more than one color class is a fusion of nice cographs.
Lemma 12 is crucial in the proof of Theorem 11 to construct a LK-proof from a combinatorial proof. In fact, an obstacle in
proving Theorem 11 might seem to reside on the fact that given a combinatorial proof h : C → GA, a fusion of two graphs
H and G producing GA does not necessarily correspond to a fusion applied to the counterimages h
−1(H) and h−1(G) and
producing the graph C. This point is illustrated by the following example due to Dominic Hughes. Take the two cographs C
and GA illustrated in Fig. 5 (left, top and bottom). The cograph C imposes a speciﬁc link between the atomic occurrences in
A through h, as illustrated in Fig. 5 (left). Even though there is no direct correspondence between h and fusion operations
in C and GA, we can construct a LK-proof respecting h, as illustrated in Fig. 6. In fact, in our proof of Theorem 11 (based
on Lemma 12) we show that this construction is always possible. The proof so obtained is a LK-proof of the formula A
respecting the description of Theorem 11, that is a proof where all colored classes in C are translated in axioms that link
atomic occurrences in the end-sequent as described by h. Notice that the combinatorial proof in Fig. 5 and the associated
proof in Fig. 6 are both separated.
The equivalence between the existence of LK-proofs and combinatorial proofswas also proved in [13]. The basic difference
among the two proofs is that we work in LK (in contrast to H) where we ask LK-proofs to avoid useless weak formula
occurrences (a structural property that is intrinsic to the formulation of our logical system LK) and useless axioms (we
consider separated proofs only). These structural properties of proofs are not restrictive in terms of provability nor they
require larger proofs [4], and they allow us to prove the equivalence by directlymapping a separated combinatorial proof into
a separated LK-proof where an explicit correspondence between logical paths andmap h is deﬁned. This explicit mapping is
not present in Hughes’ construction where the system LK is enlarged instead, by adding new rules into the formula rewrite
systemH. The systemH handles the effects of contractions andweakenings on subformulas of formulas appearing in a proof
and is semantically equivalent to LK . These kinds of extensions are referred to as deep inference systems [11].
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Fig. 5. Cograph C corresponding to the coterm 1′ ∧ 2′ , 3′ , 4′ , 5′ , ((5 ∧ 2) ∨ (3 ∧ 1)) ∧ 4 (left, top), cograph GA corresponding to the formula¬p ∧ ¬p,¬q,¬q,¬q, (q ∨ q) ∧ ((p ∧ q) ∨ r) (left, bottom), and homomorphic map h : C → GA (right).
Fig. 6. LK-proof of the formula¬p ∧ ¬p,¬q,¬q,¬q, (q ∨ q) ∧ ((p ∧ q) ∨ r) (A for short) corresponding to the combinatorial proof h : C → GA illustrated
in Fig. 5 (right). The ﬁve vertex color classes in C correspond to the ﬁve axioms used in the proof. Upperscripts 1–5 indicate the axioms where logical ﬂow
graphs respecting the mapping h pass through. Logical paths associated to axioms 1 and 2 are traced in full and the correspondence with the h map is
indicated through the indices labeling formula occurrences on the end-sequent. The remaining logical paths can be traced easily by the reader.
Proof of Theorem 11.We show that given a LK-proof  of A, we can map  into a speciﬁc combinatorial proof h : C → GA
where GA is the cograph of A and where h is just given by tracing literals from axioms to GA as induced by the logical ﬂow
graph of. The nicely colored cograph C is constructed by steps, starting from the top of the proof and following the rules
of inference in , one after the other, down to the end-sequent.
Each axiom in  corresponds to a distinguished pair of nodes in C, where each node represents one of the two formula
occurrences in the axiom. Each such pair of nodes deﬁnes a different colored class. Also, each pair of nodes in C corresponds
to a pair of nodes in GA determined univocally by the logical ﬂow graph of . No other node belongs to C and no edge is
deﬁned in C between nodes coming from axioms.
Edges of C are deﬁned by induction on the height of  as follows. We suppose to have added to C already all edges
associated to a subproof B of the sequent 
 , B and all edges associated to a subproof D of 
 , D. We want to add to C
all edges associated to the ∧:right rule constructing the sequent 
 ,, B ∧ D in . By induction hypothesis there are two
subgraphs CB and CD of C which are associated to B and D (the nodes of CB and CD correspond to the axioms occurring in
B and D). We put an edge between all nodes in CB and all nodes in CD. No edge is added to C for the rules of contraction,∨:right and mix. Notice that the inductive construction adds no edge to C between nodes coming from axioms because the
extremes of an edge are asked to belong to different subproofs. This ensures conditions (1)–(4) to hold.
The graph C so deﬁned ensures that h : C → GA is a combinatorial proof. To formally verify this, we notice ﬁrst that
the basic step of the construction ensures that all propositional occurrences in GA which map back to C are non-weak
occurrences (in fact they all come from axioms by construction). This means that all nodes w ∈ V(GA) such that h−1(w)
does not exist, correspond to some weak propositional formula pw in A. The only important point to be checked concerns
nodes v ∈ V(C) such that (h(v), w) ∈ E(GA) and h−1(w) does not exist. We need to show that it exists h(wˆ) ∈ V(GA), for
some wˆ ∈ V(C), such that there is an edge (h(v), h(wˆ)) ∈ E(GA). In fact, h(wˆ) in GA can be chosen among the non-weak
propositional formulas which occur in the ﬁrst non-weak disjunction in A containing pw , say B ∨ D, where pw occurs in D,
D is weak and B is non-weak (the argument still holds true if we suppose pw to occur weak in B). Such a disjunction should
exist because A is provable (therefore A is non-weak) and because a weak occurrence can only be introduced by a ∨:right
rule. By construction, formulas in GB (that is, the subgraph of GA corresponding to the subformula B) do not have any edge
to nodes in GD (that is, the subgraph of GA corresponding to the subformula D) and this ensures h to be a skew ﬁbration.
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Notice that if  is separated, then the combinatorial proof constructed from  is also separated. This is because, by
construction, only pairs of strongly linked occurrences in A are connected by an edge and none of these pairs can be linked
through an axiom by a logical path in , because  is separated. This ensures that there is no edge between pairs of nodes
in GA whose counterimages correspond to a colored class in C.
We now verify that from any separated combinatorial proof h : C → GA we can construct a separated LK-proof  : A.
Namely, we analyze a set of possible properties of a separated combinatorial proof and associate a rule of inference to
each such situation. Note that the sequents 
 A1, A2, . . . , An and 
 A1 ∨ A2 ∨ . . . ∨ An correspond to the same graph GA
where A = A1 ∨ A2 ∨ . . . ∨ An, and that if the Ai’s are conjunctions then GA is formed by exactly n connected components,
GA1 , GA2 , . . . , GAn . Without loss of generality, we prove that we can reconstruct a deduction for 
 A1, A2, . . . , An, where
the Ai’s are conjunctions; in fact, suitable ∨:right, contraction and Mix rules allow to easily reconstruct a derivation of
 A1 ∨ A2 ∨ . . . ∨ An.
If there is a component G′A of GA and two disconnected components C1, C2 of C such that h(C1) ⊂ G′A and h(C2) ⊂ G′A then
we say that the last rule in  is a contraction applied to two occurrences of the formula A′ associated to G′A.
If the graphGA contains a disconnected componentGB, where h
−1(GB) = ∅, thenwe say that the last rule in is a∨:right
creating a disjunction with the weak formula B.
If there are two disconnected componentsG′A andG′′A inGA with C′, C′′ their respective h-counterimages (notice that C′, C′′
are disjoint because h is a homomorphism), and with restrictions hC′ and hC′′ that are combinatorial proofs, then we say
that the last rule in  is amix applied to the sequents 
 A′ and 
 A′′ associated to G′A and G′′A .
If h is a combinatorial proof which does not satisfy the conditions above and hasmore than one color class, thenwe apply
Lemma 12 to GA and ﬁnd two subgraphs GB, GC of GA that are nice cographs. We then consider the counterimages h
−1(GB)
and h−1(GC) and claim that color classes in C induce nice colorings in h−1(GB) and h−1(GC). If this was not the case, then
wewould have v1 ∈ GB and v2 ∈ GC where [v1, v2] is a colored class in C. By hypothesis the combinatorial proof is separated
and by Deﬁnition 10, (h(v1), h(v2)) ∈ E(GA). But this means that we cannot have h(v1) ∈ GB and h(v2) ∈ GC , otherwise
h(v1) and h(v2) would be connected by an edge in GA. From this we conclude that h
−1(GB) and h−1(GC) are nicely colored
graphs and that the restriction of h to them deﬁnes two combinatorial mappings on GB and GC that satisfy properties (1)–(4)
(inductively on the construction). In this case we say that the last rule in  is a∧:right applied to two distinct sequents 
 B
and 
 C associated to GB and GC .
If h is a combinatorial proof with only one color class, then this color class is a two-vertex color class and it corresponds
to an axiom. 
The proof of Theorem 11 deﬁnes explicitly two maps, F from LK-proofs to combinatorial proofs and G from separated
combinatorial proofs to separated LK-proofs. Namely, in theﬁrst part of theproof of the theoremweshowed that given aproof
 we can construct a combinatorial proof by steps considering one after the other the rules used in . For all ∧:right rule
appearing in, we add corresponding edges to C. Notice that we could not avoid a deﬁnition of F which is dependent on the
structure of the proof  and ask directly for the following condition to be satisﬁed instead: for all pairs of nodes v, w ∈ GA,
if (v, w) ∈ E(GA) and h−1(v), h−1(w) exist then (h−1(v), h−1(w)) ∈ E(C). This is because some pair of nodes which are
unlinked in C might be linked by an edge in GA due to contractions in the proof. See an example of such a proof in Fig. 6.
In the second part of the proof of the theorem we show that separated combinatorial proofs are directly mapped by G
into separated LK-proofs and that logical paths explicitly deﬁne skew ﬁbrations between formulas in proofs. This is done by
testing ﬁve distinct graph-theoretical/combinatorial conditionswhich turn out to correspond to the 4 (structural and logical)
rules plus the axiom schema of the logical system. The proof explains, in proof theoretical terms, why a combinatorial proof
needs to be a skew ﬁbration instead of a generic homomorphism. This is to be able to deal with weak occurrences that do
not appear in the set of axioms, or analogously, that have no node in C associated to them.
There are a number of properties of the functions F and G that it is worth listing. To do so, we consider the surjective
map E from lax combinatorial proofs to H-proofs deﬁned in [13], where H is the extension of LK with local weakening and
contractions (that is, A → A ∨ B and A ∨ A → Amay apply to arbitrary subformulas). Let K be the set of separated proofs, C
be the set of combinatorial proofs, SC the set of separated combinatorial proofs and LC be the set of lax combinatorial proofs
[13]. Then there are the maps F, G, E and four obvious inclusions i, j, h, k such that
K
k LK j H
SC
G

F

h C
F

i
 LC
E

F

Here F on the right is the map deﬁned originally in [13] and the left instance of F is the restriction to the domain K , as
deﬁned in the proof of Theorem 11, and E is the inverse in [13] such that F(E(X)) = X .
1. FG(Y) = Y , for some Y . In fact, G is not injective. Take for instance the combinatorial proof in Fig. 5, say h′ : C′ → G, and
the combinatorial proof that can be constructed from the deduction illustrated in Fig. 6, say h : C → G. The graph C provided
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by the proof of Theorem 11 is such that V(C) = V(C′) and E(C′)E(C), with the edges (1, 5) and (2, 3) that are missing in
C′. In general, we can say that the logical ﬂow graph of the proof provided by the mapping G respects the mapping on nodes
deﬁned by h′.
2. The restriction F : K → SC is surjective. Notice that F : H → LC is also surjective but that F : LK → C is not [13].
3. F(G(X)) is “contained in" X in the sense that F(G(X)) is the same as X but for some edges being deleted in the domain
of X (that is, the source of the homomorphism). To show property 3 one needs to observe that no pairs of points connected
by an edge in the domain of X can be sent by FG into a point in the image of X. This follows readily from the fact that a
combinatorial proof is an homomorphism and that by deﬁnition there is no node in the image of X which admits a loop
(that is en edge from the node to itself). This is because the image of X is a cograph. Then we can conclude that the only
way to deﬁne alternative domains for combinatorial proofs going into the same image, is by deleting suitable edges from the
canonical domain Xcan constructed by the map G. This is because, all edges in a domain need to be present in the image (by
deﬁnition of homomorphism), and all edges in the image have a counterimage in Xcan.
4. FG : SC → SC is idempotent, that is writing T = FGwe have T(T(X)) = T(X). In this respect we call canonical, and denote
them Xcan, all combinatorial proofs such that T(Xcan) = Xcan.
As a consequence of the proof theoretical statement we can now easily derive soundness and completeness for separated
combinatorial proof systems from soundness and completeness for the sequent calculus.
Corollary 13 (Soundness and completeness). A has a separated combinatorial proof h : C → GA iff A is true.
Proof. It follows from Theorem 11 and the Soundness and Completeness Theorem for the propositional sequent calculus
LK . 
Corollary 14. A has a separated combinatorial proof h : C → GA iff A has a combinatorial proof h : D → GA.
Proof. From Corollary 13 and the Soundness and Completeness derived in [12]. 
To conclude, let us come back to the original motivation of searching for a geometrical criterium to determine whether
or not a graph is a graph of a classical proof. As mentioned in Section 1, this problem is open for classical propositional logic.
If such a purely geometrical criterium exists, then one might be able to ﬁnd it (more easily and maybe uniquely) for the
class of canonical combinatorial proofs Xcan, where FG(Xcan) = Xcan, that are deﬁned by our map G deﬁned in Theorem 11.
As for multiplicative linear logic with mix [16], the criterium should guarantee that a graph is a graph for a classical proof
and, ideally, it should be checkable in polynomial time. This latter condition might turn out to be much more complicated
to obtain.
The idea of bringing to some light the combinatorial structure underlying formal proofs in logic through an explicit study
of the mapping between formulas occurring in proofs was already present in [3] (reported in [7]). This was realized through
the study of the Craig Interpolation Theorem which is properly a statement about the structure of formal derivations. The
advantage of a reformulation of logic in a purely geometrical or purely combinatorial language is that the change of language
and mathematical framework could permit to state logical properties of proofs in a more explicit and hopefully transparent
way.
Finally, we want to point the reader to a study following similar lines in [19].
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