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A mechanism for constructing families of “similar” graphs is introduced. This mechanism is 
essentially identical to the one considered in the theory of grammar forms and, at the same time, 
generalizes the notion of coloring of graphs. The mechanism applies to both directed and 
undirected graphs. The paper investigate hierarchies of families of graphs obtained by this 
mechanism, both in the directed and undirected case. 
1. Introduction 
One of the major trends during recent years in language theory has been the 
investigation f grammar forms. Starting from a “master grammar’) one defines an 
“interpretation” mechanism giving rise to a family of grammars similar to the 
master grammar. The relative position of language classes generated by such 
families of similar grammars has been one of the major concerns ingrammar form 
theory. 
Such an interpretation mechanism can be defined in exactly the same way in a 
much more general set-up, for instance, for universal lgebras. As far as we can see, 
the study of such a general case is of little interest only. Mowever, the application of 
this mechanism tographs (directed or undirected) seems to be of special interest. 
The reason for this is two-fold. 
(i) A classification of graphs is obtained, based on a notion that generalizes the 
notion of coloring in a natural way. 
(ii) Questions concerning this classification ca.1 be identified with questions 
concerning a fragh;.cnt of the theory of grammar forms. 
It seems to us that (ii) provides an interesting link between language and graph 
theory. WLen problems in one area can be transformed into problems in the other 
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area, it is likely that also techniques and results of one area become applicable inthe 
other. In Section 5 below we apply a powerful graph-theoretical result to language 
theory. We believe that many similar “inter-disciplinary” applications eari be given. 
A brief outline of the contents of this paper follows. The basic definitions, from 
the point of view of graph theory, as well as some preliminary results are presented 
in Section 2. Section 3 discusses basic interconnections with language theory. A 
natural hierarchy of graph families is presented in Section 4. In view of Section 3, 
this hierarchy can be identified with a hierarchy of language families. An appli- 
cation of’ a graph-theoretic result to this hierarchy is presented in Section 5. Section 
6 discusses hierarchies of families of directed graphs (and the corresponding 
hierarchies of language families). Finally, in Section 7 we present some (in our 
estimation) important open problems. 
The paper is largely self-contained. For unexplained notions in graph theory we 
refer to [2], and in language theory to [3] or [lo]. In fact, only the most fundamental 
notions in these two fields remain unexplained in this paper. 
2. Master graphs and interpretations 
We consider first undirected graphs. The definitions in the case of directed graphs 
are analogous, and so this case is considered only very briefly at the end of this 
section. 
Let G be a finite undirected graph. A finite unidireeted graph G’ is termed an 
interpretalion of G modulo cc, in symbols 
G’ a G(p) 
if the following two conditions obtain: 
(i) p is a mapping of the set of vertices of G into the set of subsets of the set of 
vertices of G’ such that 
x1 ;f x2 implies @I) np(x2) = 0 
and, moreover, every vertex of G’ belongs to one of the sets p(x). (Consequently, for 
every vertex y of G’, there is exactly one vertex x of G such that y is in p(x). We 
denote x =p - r(y). Note that we allow c((x) = 0, the empty set, for some vertices x.) 
(ii) Whenever there is an edge between yi and y2 in G’, there is also an edge 
between JA - ‘(~1) and p - ‘(~2) in G. 
Thus, an interpretation of a graph G is obtained by replacing every vertex 
(“father”) by a finite set of vertices (‘“sons”) such that no two distinct fathers have 
a common son, and inserting arbitrarily edges between sons in such a way that two 
sons are adjacent, i.e., connected by an edge only in case their fathers were 
adjacent. 
The definition of an interpretation given above follows closely the one considered 
in the theory of grammar forms. Perhaps a more natural characterization from the 
Colotings and intetpmt&ms of gmphs 
point of view of grhgh theory is contained in the following 
which is obvious. 
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lemma, the proof of 
Lemma 2.1. For any two jlnite undirected graphs G and G’, G’ is an interpretation 
of G if and only if them is a mapping IQP of the set of vertices of G' Otto the set of 
vertices of G such that, wheneuer x andy are adjacent in G’, then also (p(x) and p(y) 
are ac@acent in G. 
ph G defines a family aG) of graphs, consisting of all interpretations of 
G. In symbols, 
P(G) = { G’I G’ a G(p), for some p}. 
In what follows, we shall be mainly concerned with the comparison of different 
families Y(G). 
We begin with some simple observations concerning the families L?(G). Every 
family PfG) is infinite (provided G is non-empty, i.e., contains at least one vertex). 
If G contains aloop, i.e., an edge from a ver ?ex to itself, then Y(G) consists of all 
(finite undirected) graphs. On the other hand, no graph G not containing a loop can 
have this property. For if G has n vertices, then the complete graph Kn+ 1 (consisting 
of n + 1 vertices and having no loops but having an edge between any two distinct 
vertices) does not belong to 9(G). 
More interesting is the following observation. For n 12, a graph G belongs to 
flK,,) if and only if G is n-colorable. Thus, the Four-Color Theorem tells us that 
every planar graph is in Y(K4)! On the other hand, in the customary theory of 
colorings only families fiKfi) are considered. Therefore, the following is a natural 
extension of the notion of coloring. 
Definition. For two graphs G and H, G is H-colorable if it belongs to the family 
flH). A family of graphs is a color-farnib if it equals Y(H), for some graph H. 
For instance, consider the cyclic graph CS (see Fig. 1). 
Fig. 1. 
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A graph G is Cs-colorable if and only if it is S-colorable in such a way that the 
adjacencies of CS are satisfied: if a vertex is colored by 1 then its neighbours may be 
colored by 2 or 5 but not by 3 or 4, and so forth. 
If a graph G contains at least one edge, then Y(K2) is contained in flG). flK2) 
consists of all bicolorable graphs and, hence, contains all cyclic graphs CM. As 
regards cycles of odd length, the situation is somewhat more complicated. However, 
the reader should have no difficulties in verifying the following inclusions: 
The hierarchy (1) can be considered as basic among the different families PIG). 
Every family in the hierarchy contains Y(K2) and is contained in r(V), where U is 
the “universal” graph consisting of one vertex and of an edge from this vertex to 
itself. A further study of the hierarchy (1) is postponed until Sections 4 and 5. In 
what follows we assume that the graphs considered o not contain loops. 
The following theorem summarizes ome results whose proofs follow rather 
directly from the definitions. Alialogous results hold in the theory of grammar 
forms. 
Theorem 2.2. (i) The relation “interpretation of” is transitive: whenever Gl is an 
interpretation of GZ and Gz an interpretation of G3, then also G1 is in intetptetation 
of G3. 
(ii) The inclusion J?(G 1) E Y (Gz) holds if and only if GI is an intetptetation of G2. 
Consequently, I = df(G2) ifand only ifeach of G1 and G2 is an interpretation of 
the other. 
(iii) The rktion “interpretation of” is decidable. Consequently, the relations 
I C Y’(Gz) and r(Gl) = _Y(G~) 
are deciduble for given graphs G I and G2. 
A straight-forward but impractical decision method for point (iii) in Theorem 2.2, 
consists of checking through all possible mappings and applying Lemma 2.1. We 
now give another method for deciding if a graph G1 is interpretation of a graph G2. 
An elementary homomorphism in a finite undirected graph G consists of 
identifying two non-adjacent vertices x and y and inserting an edge between the 
identified vertex x =y and all vertices z adjacent o either x or y in G. A graph G’ is a 
morphic image of a graph G if it is obtained from G by finitely many elementary 
homomorphism!. G is also considered to be a morphic image of itself. (These 
definitions folio* [2] .) 
Theorem 2.3. /i graph G’ is an interpretation of a graph C if and only if a morphic 
image G” of G’ is isomorphic to a subgraph of G. 
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Proof. Assume first that G’ is an interpretation of G. Let q~ be a mapping as in 
Lemma 2.1. Identify in G’ any two vertices x and y with the property Q(X) = p(y), 
and continue the process of identification until no two points have the same q- 
image. In this way a morphic image G” of G’ is obtained. (C early, no two points 
having the same @mage can be adjacent.) Consider now the subgraph GI of G, 
generated by the I(plimages of the vertices of G”. The mapping ep is now one-to-one 
between the sets of vertices of Ga and Gt . By Lemma 2.1, if x and y are adjacent in 
G”, then so are (p(x) and 9p(y) in Gt . (Clearly, this property is not violated during the 
process of identification.) Consequentl!r, there is a subgraph GZ of GI, obtained by 
removing some edges, such that Gz and GW are isomorphic. 
Conversely, assume that a morphic image G” of G’ is isomorphic to a subgraph Gr 
of G. Let 0 be the isomorphism inquestion. The graph G” is ob:ained from G’ by a 
sequence of vertex identifications. We now go back to G’ from G”, reversing thz 
process. Thus, if originally the vertices x1 and ~2 were identified to form a vertex X$ 
we now split x into XI and ~2. Furthermore, the mapping ~1 isextended insuch a way 
that if cp(x) =y, we define (p(xl) =49(x$ =y. It is easy to see that the mapping p thus 
constructed satisfies the requirements of Lemma 2.1. (Indeed, this follows by a 
straightforward inductive argument: the condition is satisfied for G” and G, and one 
step in the splitting process cannot invalidate the condition because, if x is divided 
into XI and ~2, then XI and x2 are not adjacent.) Cl 
Our observations above concerning cyclic graphs Cn are immediate consequences 
of Theorem 2.3. Indeed, the graph K2 is a morphic image of Cn if and only if n is 
even. If m and n, m > n, are odd numbers then Cn is a morphic image of Cm but not 
vice versa, (Cf. the hierarchy (l).) 
So far we have discussed only undirected graphs. The definition of an interpre- 
tation for digraphs is analogous, the only difference being that point (ii) in the 
definition reads now: (ii)’ Whenever there is an arrow from yr to y2 in G’, there is 
also an arrow from JU ‘(yr) to p - ‘(~2) in G. 
In this way, the family Y’(G) is defined for digraphs as well. The reader may verify 
that the statements corresponding to Lemma 2.1 and Theorems 2.2-2.3 remain 
valid for digraphs. (The definition of an elementary homomorphism is modified in 
the tollowing way. Two non-adjacent vertices x and y are identified. An arrow is 
inserted from (resp. to) the identified vertex =y to (resp. from) every vertex zsuch 
that there is an arrow from (resp. to) either x or y to (resp. from) z in G.) 
Apart from Section 6, we shall consider only undirected graphs in this Ipaper. 
3. Forms, languages and interpretatfons 
We shall now explicitly develop the interconnections between the notions 
introduced in the previous ection an4 the theory of formal languages, in particular, 
the theory of grammar forms. It turns out tha: the graph-theoretical notions 
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correspond to a fragment of the theory of grammar forms, namely, the theory of 
finite forms of a certain type. Therefore, we shall discuss in this paper finite forms 
only. The reader is referred to [l l] and [4]-[9] for more general background inthe 
theory of grammar forms. In particular, [8] deals with problems closely related to 
the ones discussed in this paper. 
Let C be a finite alphabet. We denote b3 C* the free monoid generated by 2’. 
Finite subsets of C* are called finite languages. A finite language L t C* is called a 
commutative language orc-language if ala2 l an E L implies Oi,4i2 9.9 Oi,E L for every 
permutation (il, i2, . . . , in) of ($2, . . . , n), aiE C for i = 1, & . . . , n. 
Observe that c-languages can be viewed as subsets of the free commutative 
monoid Cc* generated by z’. 
A finite substitution p defined on C is said to be a dfl-substitution (a disjoint finite 
letter substitution) if, for any a h C, p(a) is a finite set of letters (possibly from a 
different alphabet) and, moreover, a# b implies p(a) rip(b)) = 8. 
Let K be a finite language (resp. finite c-language) over C, and p a @!-substitution 
defined on Z. A finite language (resp. finite c-language) K’ is an interpretation f K 
module 1, in symbols K’ a K(p), if K’ c&K). 
Every finite language or c-language K (containing at least one non-empty word) 
generates an infinite family of finite languages, namely, the collection of all 
interpretations of K: 
YIK) = {K‘I K’Q Ku), for some cc}. 
Clearly, w(Kl) c w(&) if and only if K1 is an interpretation of K2. 
A reader familiar with the theory of grammar forms will observe that ii the 
definition above the notion of grammar is not introduced at all, the reason being 
that in the finite case the language of the grammar form entirely determines its 
language family, i.e. the type of productions is irrelevant. This is no longer true if 
the language of the grammar form is infinite and, therefore, the above definitions 
are indeed a very special case of the general definitions given in [4]. 
A finite language or c-language is termed graph-like if it contains only words of 
length 2. A graph-like language or c-language is universaf if it contains the word aa, 
for some letter a. 
There is a natural correspondence between finite directed (resp. undirected) 
graphs and graph-like languages (resp. c-languages): each letter denotes a vertex, 
and the words in the language (resp. c-language) indicate the arrows (resp. edges). 
Apart from some trivial caTes (for instance, we may add an isolated vertex to a 
graph without changing the language), this correspondence is one-to-one. In the 
sequel we shall often speak of the language (resp. c-language) “corresponding” to a 
given digraph (resp. graph), and conversely. From the point of view of our theory, 
the ambiguities involved (adding an isolated vertex to a graph) are irrelevant. 
For instance, the c-languages 
(ab, bc,cd,de,ea) and (ab,ac,ad, bc, bd,cd) 
correspond to the undirected graphs CS and K4, respectively. 
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A languiage or c-language K is universal if and only if the corresponding digraph 
or graph contains aloop. In this case the family Y(K) consists of all languages orc- 
languages, i.e., the language families of different universal languages coincide and 
consist of everything possible. Analogous tatements hold true for graphs and 
digraphs containing loops. 
The following result is immediate from the definitions. 
Ltmmr 3.1. Let G and G’ be gtaphs ot digtaphs, and let K and K be the corres 
ponding c-languages ot languages. Xhen G’ i& an interpretation f G i,fand only ifK 
is an inteqmtation of K. 
Lemma 3.1 shows that all questions concerning hierarchies of language or c- 
language families 4p(K) can be reduced to questions concerning hierarchies of 
digraph or graph families 9(G). This implies, in particular, that the important 
problem of the existence ofdense hierarchies generated byfinite grammar forms (cf. 
[S]) is reduced to explicit problems concerning graphs. This will be discussed further 
in Sections 5and 7. 
4. Hierarchies of flowers 
We now return to the discussion of the families Y(G) generated by (finite 
undirected) graphs G. Our starting point will be the hierarchy (1) mentioned in
Section 2. 
We shall prove that one can “squeeze in” a new family strictly between any two 
of the C-graphs. In fact, we construct an infinite hierarchy of new “coloring 
patterns” between any two cyclic patterns. For this purpose, we define the graphs 
FL, for all mrl and nr0. 
By definition, Fz is the planar graph obtained by “gluing” (2n + 1) copies of the 
graph CM+ I together inthe following fashion. All (2n + 1) copies possess a common 
vertex X. Two neighboring copies have also a vertex adjacent o x in common. 
Otherwise, the sets of vertices of any two copies are disjoint. 
Thus, Fi is simply the cyclic graph C2 m+ 1. The graph shown in Fig. 2 is our graph 
Fi, and the graph shown in Fig. 3 is our graph F$. In general, the graphs F”, can be 
viewed as Y’lowers” whose “petals” are graphs &+ 1. The number of petals is 
2n + 1. It is essential that the number of petals is odd. For it is an immediate conse- 
quence of Theorem 2.3 that a flower H with an even number of petals CM+ 1 
satisfies 
r’(H) = Y(C2nt+ I). 
We shall now prove our hierarchy theorem. 
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Theorem 4.1. For any rnr 1 and n 20, 
(2) 
Consequently, there is an infinite ascending hierarchy of color-families between any 
two famiiies U’(C2, + 3) and Y(C2,,, + 1). 
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Proof. Clearly, the second sentence follows from the first because F$ = Czrn +1, for 
all m L 1. Hence, it suffices to establish the inclusions (2). 
We prove first that, for any m 2 1 and n LO, 
=W?,+ 11s W?!,). (3) 
To show the inclusion of the left side in the right side, it suffices to show that Fs+ I 
is FL-colorable. A coloring as required is defined as follows, using 2m + 1 colors. 
The center of F&+ l is colored with 1, and all of its neighbors with 2. This leaves in 
each petal 2m vertices uncolored. They are colored with 1,2m + 1,2m, 2m - 1, . . . ,3 
(in the correct cyclic order). That the inclusion (3) is strict is an immediate conse- 
quence of Theorem 2.3 (cf. also Lemma 5.1 below). 
We prove next that, for any m, n L 1, 
(In fact, for (2) it would suffice to consider values mz2.) The inclusion is in this 
case obvious. That the inclusion is strict follows because FL is not a morphic image 
of Fk. (This holds true also as regards ubgraphs of Fk, which amounts to the fact 
that K2 is not a morphic image of F$.) This is seen by a coloring argument as 
follows. Try to color F”, according to the cycle Czm+ 1, coloring the center with 1. 
Then the vertices adjacent o the center must be colored with 2 or 2m + 1 in such a 
way that the vertices in the same petal are colored differently. Because the number 
of petals is odd, this is not possible. Hence, we have established (4). 
Finally, we prove that, for any m, n L 1, 
(Again, this is a little stronger than actually needed: it would suffice to consider 
values m 2 2.) We claim first that FL+ ’ is an interpretation of FL. This is seen either 
by Theorem 2.3 or by a direct coloring argument as follows. We color FL+’ 
according to Fk by coloring the vertices adjacent to the center with the colors 
I ) . . . ,2n + 1; in the same way as the cycle Czn + 3 is colored according to Czn + I. This 
leaves enough leeway for the coloring of the remaining vertices. 
Hence, we have inclusion in (5). We prove the strictness of the inclusion by 
showing that FL is not an interpretation of F%‘*. Try to color Fh according to 
F&+ ‘. Assume that in FL+ * the vertices adjacent to the center are colored with 
1 I . . . ,2n + 3. Then in the coloring of Fk we must use a subset of the set 
(1 , . . . ,2n + 3) to color the vertices adjacent to the center. (It is immediately 
observed, by considering the cycles in the graphs that we must color the center of Fk 
with the color of the center of Fi” .) But since there are in F”, only 2n + 1 vertices 
adjacent to the center, we must use a proper subset of the set { 1, . . . ,2n + 3). 
Consequently, in the coloring of FL, two among the numbers 1, . . . ,2n + 3 belong to 
the same (2m + &cycle, whereas they do not belong to the same (2m + 1)-cycle in 
Cl ‘+l. This contradiction shows that our intended coloring is impossible and, 
consequently, we have strict inclusion in (5). 
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The claim (2) is now an immediate consequence of our results (3)-(S). cl 
5. The nonlinearity of the ordering 
The color-families discussed so far are ordered linearly with respect to inclusion. 
That this is not the case in general will be shown in this section. We show also how 
to construct infinite collections of distinct color-families between any two farrrilies 
u(Kn) and .v(Kn + I) in the basic hierarchy (1). We begin with some standard graph- 
theoretic definitions and two simple lemmas. 
The chromatic number of a graph G is the smallest integer n such that G is n- 
colorable (K,+zolorable, in our terminology) but not (n - I)-colorable. The girtlt of 
a graph G is the length of the shortest cycle (if any) in G. 
Lemma 5.1. Let Gm and G, be graphs of girth m and n, respectively, where n is odd 
and m > n r 3. Then Gn is not an interpretation of Gm. 
Proof. It is easy to see that every morphic image of Gn contains a cycle of odd 
length nl I n. Consequently, no morphic image of Gn can be isomorphic to a sub- 
graph of Gm. (Clearly, the girth of a subgraph is always greater than or equal to the 
girth of the original graph.) Our lemma now follows by Theorem 2.3. 0 
Lemma 5.2. Assume that the graphs G and GI are interpretations of a connected 
graph H, but 61 is not an interpretation of G and H is not an interpretation of GI. 
Denote by H1 the (disjoint) union of the graphs G and GI. Then 
Proof. The inclusions are an immediate consequence of the definition of HI and the 
assumption that G and G1 are interpretations of H. (This assumption yields 
immediately that also HI is an interpretation of H.) HI cannot be an interpretation 
of G because GI is not an interpretation of G. Hence, the first inclusion is strict. 
To show the strictness of the second inclusion, it suffices to prove that His not an 
interpretation of HI. Assume the contrary. Then H is an interpretation of either G 
or Cl. The second alternative being excluded by our assumptions, we conclude that 
H is an interpretation of G. Hence, z?‘(G) = Y(H). By our assumptions Gl is in qH) 
but not in Y(G)$ which is a contradiction. 0 
The definition of HI in the previous lemma corresponds to the notion of a super- 
disjoint union of two languages, cf. [SJ-[8]. 
The main tool in this section is the next lemma, due to [l]. 
Lemma 5.3. For any m, n 2 2, there is a graph Gk whose chromatic number equals 
n and whose girth exceeds m. 
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We are now ready for the main results of this section. The reader is again referred to 
the basic hierarchy (1). 
Theorem 5.4. For any integers m 2 1 and n L 2, there is a graph G with the following 
properlies.’ 
(i) G is an ‘interpretation f Kn+ t but not of Kn, and 
(ii) Cm+ I is not an intetprvtation f G. 
Consequently, each of the color-families 
Jqhn + I), ...,4p(C3)=~K3),*..,~Kn) (6) 
is incompatable with the family flG). 
Proof. Consider the graph G = G”+ ’ M+ I according to Lemma 5.3. Since the 
chromatic number of G equals n + 1, G is an interpretation of Kn + 1 but not of Kn. 
Since the girth of G exceeds 2m + 1, the cycle CM+ 1 is not an interpretation of G, by 
Lemma 5.1. This proves the first sentence. The second sentence now follows by the 
properties of G and the fact that the families (6) are in increasing order (cf. 
hierarchy (1)). Cl 
The incomparability result in Theorem 5.4 is the strongest possible with respect o 
our basic hierarchy (1). For consider any graph H such that P’(H) 2 Y(K2). Then 
there are m and n such that 
Consequently, Y(H) c81tr be incomparable only with the families in some middle 
segment (6) in the basic hierarchy. Theorem 5.4 tells us that this middle segment can 
be made arbitrarily long, both as regards the C- and K-parts. 
Theorem !W. For each n 22, there are infinitely many distinct color-families L? 
satwying 
Proof. For n = 2, the claim follows by the basic hierarchy (1). Assume that n 2 3. 
Consider, for some m 22, the graph Gz+’ of Lemma 5.3. Apply Lemma 5.2 ‘by 
choosing 
G=Kn, H=Kn+ 1, Gl=G:+‘. 
Lemma 5.2 now gives the family Y(Hl), lying strictly between Y(Kn) and A?(Kn+ I). 
If the girth of Grl is ml (ml 2: m), we choose an integer m’> ml, and consider the 
graph Gkt ‘. We obtain now similarly a family Y(H\) strictly between Y’(Kn) and 
-Ep(Kn+ 1).Moreover, by Lemma 5.1, HI is not an interpretation of H’*, and so this 
new family is different from the previous one. This process can be carried on ad 
infinitum. Cl 
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Let Kr be the graph consisting of one vertex and no edges. Then clearly 
Y(KI) s P’(&) and, moreover, there is no color-family strictly between these two 
color-families. However, this is the only example of “nexts” we know. The basic 
open problem concerning color-families is the following. Is the space of color- 
families dense, i.e., is it true that whenever Yr and 91s 95, are color-families 
generated by graphs with at least one edge, then there is a color-family 23 satisfying 
_~‘r s 93s 22? (As always, this problem can be formulated also in terms of c- 
languages .) 
The answer to this question is positive, i.e., we S;lave density, if Lemma 5.3 can be 
strengthened to the following from. Whenever ‘Gr and G2 are graphs satisfying 
Ye Y(G2), then there is a graph H in the difference Y(G2) - fiGr) such that the 
girth of H exceeds that of G2. 
As regards the hierarchy of flowers considered in Section 4, new color-families 
can be “squeezed” between the families in this hierarchy by “gluing” the petals 
together differently. We conclude this section with the following rather interesting 
example. Consider the following graph H with eight vertices (see Fig. 4). 
Fig. 4. Fig. 5. 
It is easy to see that Y(H)$~ Y(&). Apart from being nonplanar, H has the 
following properties: 
(i) No edge can be added to it without creating a triangle. 
(ii) Every elementary homomorphism in H creates a triangle. Consequently, if HI 
is a graph such that the family Y(HI) lies strictly between the families Y(H) and 
~((KJ), then H itself must appear as a subgraph in HI. 
Indeed, it is possible to construct such an HI by gluing two copies of H together, 
for instance, in the following way (see Fig. 5.). 
6. Directed graphs 
We now turn to the discussion of families generated by digraphs. From the 
language theory point of view, digraphs are perhaps more interesting th;\n graphs, 
because c-languages are not so widely studied as languages. 
Contrary to the case of undirected graphs, we are now able to obtain non-trivial 
examples of “nexts”. Moreover, we obtain even infinite descending hierarchies of 
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such families and settle, thus, an open problem in language theory, cf. [S] and [6]. 
We first make these notions more precise. 
A digraph GI is a predecessor f a digraph G2, and G2 is a successor of GI, if 
4qGl)S EQ(G2) 
and, moreover, there is no digraph @a with the property 
IF(GI) 5; 9W3) C 4P(G2). 
Of course, the same definition can be given for graphs as well. Moreover, because of 
the duality between languages (resp. c-languages) and digraphs (resp. graphs), these 
notions can be viewed as language-theoretic notions. In fact, in this section, we 
prefer to speak in terms of languages rather than digraphs. This is just a notational 
convenience. As already pointed out several times, there is no essential difference 
between these two aspects of the theory. 
We shall prove in this section that there are infinite sequences 
of digraphs, where each Gi is a successor of Gi+ I. The existence of such descending 
infinite hierarchies has been an open problem in language theory. 
It should be emphasized that the hierarchies of graph families generated by 
digraphs are essentially richer than those generated by graphs. It is often the case 
that an infinite hierarchy of digraph families collapses into one graph family. A 
typical example is the following: 
AW= {ab}, Ma= {ab, bc}, MO= (ab,bc,cd), 
Ma = { ab, bc, cd, de}, M~~~={ab,bc,cd,de,ef) ,.... 
If the M’s are viewed as graphs (i.e., we are dealing with c-languages), then 
u(M’) = Yo(“) = r’(Mo) = .Y(M~) = Y’(M(m) = 0.. .
However, if they are viewed as digraphs (i.e., we are dealing with languages), then it 
is easy to verify that we have a strictly increasing infinite hierarchy: 
v(M’)~x(M”)~x(Mo)~x’(Moo)~6/(Mooa)~~~~. U-Q 
The hierarchy (8) of digraph families will be our main conierll in this section. The 
infinite descending hierarchies referred to above lie between each two of the MO- 
families. We obtain also an exhaustive classification of digraph families satisfying a 
certain additional condition. The reason behind the notation of the M-families (7) 
will become clear later on. We just mention now that M’ and M” play a special role, 
due to the following lemma. 
Lemma 6.1. The digraph M’ is a predecessor of the digraph MN. 
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Proof. Assume that M is a digraph satisfying . . 
JTM’) 5; WW E fiM”)o 0 
We have to show that one of the inclusions in (9) is not strict. 
By (9), Ma Ma@), for some ,u. Assume that 
B(a) = {al, l , aP}, &+={b~,.m~,bq}, @)={cl,..., cr}. 
Two cases arise. 
(i) There are indices i, j, k such that aibj and bjck are in M. Then clearly 
Y(M) = u’(M”). 
(ii) Whenever aibj is in M then, for every k, bjck is not in M. This means that no 
letter appears both in the first and in the second position in words of M. 
Consequently, 
Y(M) = Y(M’). 0 
When we go further on in the sequence (7), we do not get predecessors any more. 
In particular, A#” is not a predecessor f MO. We now begin a more detailed study of 
the hierarchy (8). The first step is the following lemma. 
Lemma 6.2. The digraph MI = {ab, bcl, blcl, blc, cd} is a predecessor of MO. 
Proof. The argument is a generalization of the proof of Lemma 6.1. Clearly, Ml is 
an interpretation of MO but not vice versa. Consider an arbitrary M satisfying 
It suffices to prove that if MO is not an interpretation of M, then M is an interpre 
tation of Ml. 
Thus, assume MO is not an interpretation of M. We know that Ma MO@), for 
some cr. We partition M into three disjoiilt subsets 
M=M’UM”UM”‘, 
where M’ consists of words in ,u(ab), M” of words in p(bc), and M” of words in 
AM@* 
We now construct a ~1 such that M 4 Ml@& Thus, the domain of ~1 has to be 
(a,b,bl,c~.,c,d}. By definition, ,ul(a)=p(a) and ,ul(d)=fl(d). The set PI(b) consists 
of all secoild letters of the words in M’, and PI(C) consists of all first letters of the 
words in M”‘. Thus, PI(~) (resp. PI(C)) is a subset of p(b) (resp. g(c)). Finally, pl(bl) 
(resp. PI&I)) consists of all letters in 
fl(C-9 - p l(b) (resp. /c(c) - cr l(c)). 
We still have to show that MQ M@l), i.e., Mgyl(Ml). This is the case if there is 
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no word b’c’ in M such that &’ is in PI(~) and c’ in PI(C). Assume that such a word 
b’c’ is in M By the d&n&ion of pi, there are letters d and &such thatthe words a% 
and c@# are in A4 But this clearly mcamthat MO is an interpretation of M, a 
contradiction. 0 
We now define a sequence of digraphs as follows: 
MI = {ab, ba, ~ICI, TIC, cd}, 
M= (46, h, bm, bm, bm, blc, cd}, 
Ah= (ah h, bm, bm, bm, bm, h, blc, cd}, 
and, in general, Mi+ 1 is obtained from Mi by replacing the word bici with the three 
words bici+ 1, bt+ lCi+ 1, bi+ lci. 
The graphical representation of the beginning of this hierarchy isgiven below (see 
Fig. 6). 
M,: x-x-x 
f x-x 
f x-x+x 
Fig. 6. 
Thus, in Mi the index i indicates the number of additional levels needed before the 
“exit”; in MO no additional levels are needed. 
Lemma 6.3. For each ir: 0, Mi is a succemor of Mi+ I. 
Proof. Exactly as Lemma 6.2. Observe that Mi+ 1 is obtained from Mi in exactly the 
same way as MI is obtained from MO. Hence, the argument of Lemma 6.2 is directly 
applicable. Cl 
Theorem 6.4. VA4 is a digraph (with at least one arrow) satisfyitlg Y(M) c Y’(Mo), 
then J@‘(M) equas one of the families Y(M), Y(W), mY’(Mi), i 2 0. It can be decided 
effectively, which of the alternatives holds. 
Proof. M consists of words of length 2. If no Ietter appearing in the first position 
appears in the second position, we have Y(M) = Y(M’). Assume this is not the case. 
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Since ANa MO@), for some cc, we may partition the letters in M into four disjoint 
classes, namely, p(u), p(b), l(c), p(d). Letters in the first class are denoted by a, 
provided with primes or indices, and similarly for the other classes. 
A com,nlete quasi-path in M is a sequence of words in M 
a%‘, b%‘, blC’, blcl, bm, . . . , b&C&- 1,bkCk, c&d’. 
The number k is referred to as the step4ength cf the complete quasi-path. (It is 
understood that k =0 if there is a word c’d’ in M.) 
If there is no complete quasi-path in M, we have U’(M) = Y(M”). Otherwise, let k 
be the shortest step-length among the complete quasi-paths in M. Then it is easy to 
verify that W’(M) = y1Mk). Indeed, all other words in M can be obtained as interpre- 
tations of the words in this particular quasi-path. 0 
Apart from giving a complete characterization of digraph families within a 
certain range, Lemma 6.4 gives also a “normal form” for such digraphs: every 
digraph can be reduced (without changing the digraph family) to one oi a special 
type. In [8] we give such a normal form, based on minimization, for all digraphs. 
As regards undirected graphs, no nontrivial normal form results are known. 
The situation elsewhere in the hierarchy (8) is more involved and not completely 
settled. 
7. Open problems 
Some open problems were already discussed in Sections 5 and 6. In our esti- 
mation, the most significant open problems concern the density of color-families 
and the density of “sufficiently comprehensive” digraph families. (For instance, 
one might assume that the digraphs involved always contain a proper cycle.) As far 
as vr’e can see, there is no direct connection between these two problems. It might 
also be the case that the strengthening of the result of [ 11, discussed in Section 5, is 
not needed to show the density of the color-families. 
Other open problems concern, for instance, normal forms. It is also interesting to 
try KO deduce some further consequences of our established interrelation between 
graphs and forms. A problem of an entirely different nature is the characterization 
of some of the new color-families. For instance, give a necessary and sufficient 
condition for a graph to be Cs-ca!orable! 
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