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La conception et la réalisation de systèmes électrotechniques 
au sens général du terme ont suivi une évolution liée à la fois 
aux besoins technologiques et aux moyens, mathématiques et informa-
tiques, sur lesquels elle pouvait s'appuyer. 
Les besoins sont directement liés à l'évolution technique 
et économique de notre monde. Besoins apparemment contradictoires 
d'une part par le progrès 
"plus vite, plus haut, plus 
poussés 
toujours 
les plus 
restriction 
technologique imposant d'aller 
loin", de rechercher les machines 
performantes, d'autre part 
des matières premières 
par les impératifs économiques 
et de 1 'énergie, qui imposent 
d'améliorer au maximum les rendements et d'optimiser 1' utilisation 
des matériaux. 
Parallèlement les techniques numériques se sont développées 
ordinateurs. Ainsi sont nés des 
par Ordinateur de plus en plus 
ainsi que 
programmes 
complexes 
être ainsi 
les performances des 
de Conception Assistée 
et performants. Les 
ré sol us 
problèmes bidimensionnels ont pu 
ceri ain s problèmes 
dans des configurations générales. Cependant 
nécessitent toujours une formulation spécifiquement 
tridimensionnelle, formulation faisant apparaître un nombre important 
de difficultés nouvelles. 
Si les problèmes de magnétos ta tique ont été formulés avec 
précision et les méthodes de résolution esquissées, il n'en n'est 
pas de même des problèmes de magnétodynamique. C'est pourquoi 
dans un premier chapitre nous exposons les différentes formulations 
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possibles de ces problèmes ainsi 
au tridimensionnel. La conclusion 
que 
de 
les 
ce 
difficultés 
chapitre 
spécifiques 
fournit les 
in formations nécessaires pour 1 e choix d'une formu 1 a ti on adaptée 
au type de problème à résoudre. 
Une méthode de résolution bien adaptée aux problèmes 
tridimensionnels et déjà développée en magnétostatique est la 
méthode des équations intégrales de frontière. Dans le chapitre 
II, après avoir rappelé brièvement le fondement théorique de 
ces techniques, nous exposons les points laissés dans 1 'ombre 
que nous avons éclaircis ainsi que les solutions que nous propo-
sons d'apporter aux problèmes spécifiques à ces méthodes comme 
les singularités. 
La mise en oeuvre d'un programme de résolution des 
de magnétodynamique en 
coûteuse. I 1 convient 
équations 
lourde et 
de données 
trois dimensions est compliquée, 
donc de partir sur des bases 
solides et peu résultat escompté. Pour 
ce faire 
formuler 
éloignées du 
une méthode nous exposons 
simplement les problèmes 
originale permettant de 
les phénomènes physiques où 
varient avec une fréquence infinie ainsi que deux méthodes 
de résolution pour traiter d'une part les problèmes purement 
tridimensionnels, 
d, invariance. 
d'autre 
Dans un quatrième 
originale de formula ti on 
part ceux présentant une direction 
chapitre nous exposons une technique 
des problèmes de magnétodynamique 
basée sur le principe des équations intégrales de frontière. 
Cette méthode permet de décrire pas à pas dans le temps les 
phénomènes d'induction tout en ne résolvant d' équations que 
sur les frontières des milieux conducteurs. Facilité de description 
et de maillage, meilleur suivi de l'évolution temporelle des 
phénomènes sont les principaux avantages de cette méthode. 
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Ensuite 1 'éven ta il des phénomènes physiques pris en 
compte s'est agrandi. Les premières formulations ne permettaient 
de traiter que des problèmes de magnétos ta tique ou d 'électros-
tatique. De même les phénomènes induits 
des contraintes géométriques qui limitaient 
des courants de Foucault à des parcours 
deuxième temps, les problèmes 
présentant de 
non 
étaient limités par 
par exemple le trajet 
préestimés. Dans un 
ont pu être traités linéaires 
ainsi que ceux 1 'hystérésis et de 1 'anisotropie 
magnétique. 
L'étape de développement actuel qui intéresse à la fois 
chercheurs et utilisateurs est 1 a recherche d'un outil permettant 
de traiter les phénomènes d'induction dans des géométries complexes 
d'un espace 
à beaucoup 
problème 
tridimensionnel. Il est 
de se pencher sur les 
les difficultés survenant 
apparu alors nécessaire 
formulations possibles du 
en tridimensionnel étant 
sans commune mesure avec celles soulevées en bidimensionnel. 
Après un rappel des équations fondamentales de 1 'électroma-
gnétisme que sont les équations de Maxwell nous verrons dans 
ce chapitre les diverses transformations possibles de celles-
ci par 1 'intermédiaire de différentes formulations, les problèmes 
et conditions liées à chacune de celle-ci, ainsi que les méthodes 
numériques de résolution développées jusqu'à ce jour pour les 
résoudre. 
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~ ~ 
les vecteurs H, B et J sont inchangés lorsqu'ils sont évalués 
dans le repère fixe ou le repère mobile. Seul est modifié le 
vecteur champ électrique de la manière suivante : 
,. 
E'~E+VAB ( 3) 
Les équations de magnétodynamique sont donc représentées 
par le système 
~ 
~ ~ ~ ~ 
.lB Rot(E+V 1\ B) 
ot 
~ ~ 
Rot H J 
( 4) 
~ 
div B 0 
~ 
div J 0 
dans un repère lié au milieu conducteur. Les relations générales 
entre les grandeurs électromagnétiques doivent être adjointes 
à ce système : 
B ~ ~"r H ( 5) 
] ( 6) 
Dans le cas le plus général où les matériaux présentent 
de 1 'anisotropie électrique et magnétique les quantités a et 
11 conductibilité électrique. et perméabilité magnétique, sont 
des tenseurs. Dans le cas contraire, fort heureusement le plus 
fréquent dans les problèmes à résoudre, ce sont des scalaires. 
La résolution du système (4) associé aux équation (5) 
et (6) permet de décrire 1 'ensemble des phénomènes physiques 
intervenant 
résolution 
composantes 
dans 
dans 
un 
le 
système 
cas le 
électromagnétique. Cependant 
plus général (chaque vecteur 
cette 
a 3 
dépendant chacune des 3 coordonnées) est chose 
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ardue. Afin de faciliter l'introduction de méthodes numériques 
et éventuellement 
est nécessaire de 
qu'une ou bien 
d'apporter des simplifications 
reformuler ces équations afin de 
à la limite deux équations à 
précises il 
ne plus avoir 
résoudre. Les 
formulations possibles peuvent être classées en trois groupes 
principaux connus sous le nom de A-<P, T-fl B. Chacune d'entre 
elles 
R-'P 
pouvant présenter 
développée par 
formula ti on T- Q • 
Il - Formulations 
des variantes, 
Trowbridge issue 
telle 1 a formula tian 
des fondements de la 
Le système d'équations (4) fait apparaître plusieurs 
grandeurs inconnues. Toute méthode de résolution, qu'elle soit 
analytique ou numérique, ne peut être raisonnablement appliquée 
qu'à une équation faisant apparaître une seule inconnue. Cette 
inconnue sera en général un potentiel, scalaire ou vectoriel, 
décrivant le comportement des grandeurs physiques. 
Il-A. Formulation utilisant le potentiel vecteur magnétique 
La relation 
div B 0 
du système général d'équations (4) associée à l'identi.té 
div Rot C - 0 
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~ 
quel que soit le vecteur C, permet de définir le vecteur induction 
~ ~ 
B comme étant le rotationnel d'un autre vecteur A 
B = Rot A (7) 
~ 
Ce vecteur A sera appelé potentiel vecteur magnétique. 
La relation entre le vecteur champ électrique et le potentiel 
vecteur magnétique s'établit par 1 'intermédiaire des rotationnels : 
~ 
~ ~ ~ à A Rot E' = - Rot ( 8) 
h t 
ce qui entraine : 
~ 
à A ~ E' + gr ad <P ( 9) 
ht 
La combinaison de ces relations et des équations de départ 
~ 
définit une équation unique sur Je potentiel vecteur A : 
Â) ~ ~ ~c ~ ~ ~ hA ~ Rot f, Rot + a V 1\ Rot A - a a grad <P ( 10) 
bt 
~ 
Le potentiel scalaire <P est lié au potentiel vecteur A 
par la relation : 
~ 
div ( a grad <P) = - div (11) 
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11-A-1. Unicité de la solution cette formulation utilisant 
le potentiel vecteur magnétique ainsi que la 
résolution de l'équation (10) associée aux conditions aux limites 
décrivant le problème physique, assure l'utilisateur d'une solution 
unique en vecteur induction B. Cependant cette solution unique, 
seule intéressante pour résoudre un problème concret, est obtenue 
à partir d'une famille infinie de vecteurs potentiels A. En 
effet, du fait de l'identité 
( 12) 
de vecteurs potentiel A toute répartition 
un gradient d'un 
spatiale 
potentie 1 sc a laire près, donnera 
définie à 
une seule 
et même répartition de vecteur induction B. 
La crainte qui peut alors apparaître concerne la convergence 
et la stabilité des méthodes numériques employées afin de résoudre 
~ 
l'équation sur le potentiel vecteur A (10). 
La première méthode proposée par de nombreux auteurs 
et principalement par J. L. COULOMB 
l'unicité de la solution de l'équation 
consiste à assurer 
( lù) en imposant une 
condition supplémentaire sur la divergence du potentiel vecteur 
A. La définition d'une telle jauge, en général la nullité de 
cette divergence, ne nuit en rien à l'unicité de la solution 
~ ~ 
sur l'induction B et assure l'unicité de A. L'imposition de 
cette jauge se fait de deux manières : 
tout d'abord par la transformation de l'équation (10) 
en notant que le terme 
~ 1 ~ ~ Rot Rot A 
1'-
~ 
associé à la condition div A = 0 se transforme en 
1 ~ 
.1 A 
1'-
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à la condition que les milieux étudiés soient magnéti-
q uement linéaires. 
cependant il apparaît nécessaire d'imposer une condition 
supplémentaire assurant le respect de la jauge dans 
tout le domaine. Cette condition, dite condition de 
pénalité, consiste à rajouter un terme à la fonctionnelle 
énergie lors d'une résolution par éléments finis par 
exemple 
y Y( A) +sss-~ (div Af dQ (13) 
f 
. CZT . 1 ou J' ~epresente a fonctionnelle associée à 1 'équation 
( 10). 
une autre proposition a été faite par N. A. Demerdash. 
Son principe consiste à rechercher une méthode 
de résolution, en 1 'occurence une méthode d'éléments 
finis uùlisant des tétrahèdres d'ordre l, assurant 
1 'unicité de la divergence de A sans que la valeur 
de div- A soit constante dans tout 1 'espace. Cette 
méthode a été testée dans des problèmes de magnétosta-
tiq ue en trois dimensions, avec des tétrahèdres d'ordre 
1 et des conditions de Dirichlet et de Neumann. 
ll-A-2. Problèmes bidimensionnels les problèmes bidimen-
sionnels sont des cas particuliers pour cette 
formulation. En effet nous allons voir que passer de 2D à 3D 
ne se résume pas à rajouter une composante à un vecteur et 
une variable géométrique, mais fait surgir des problèmes nouveaux. 
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Un problème bidimensionnel se caractérise par 1' invariance 
de toutes les grandeurs dans une direction, z par exemple. 
11 restera soit un vecteur induction B dans le plan xOy, les 
vecteurs densité de courant n'ayant qu'une direction, Oz, ou 
au contraire un vecteur induction limité à 1' axe Oz, induisant 
des courants dans le plan xOy. Nous verrons plus loin une 
formulation adaptée à ce dernier cas. Le premier par contre 
convient parfaitement 
magnétique. En effet 
à 
si 
-le vecteur A tel que B 
une 
B a 
formula ti on en 
2 composantes 
- -
potentiel vecteur 
dans le plan xOy 
Rot A n'aura qu'une seule composante 
selon l'axe Oz. Dans ces conditions l'équation (10) se transforme 
en une équation scalaire : 
S [ 1 hA J 
bx ; h: + 
- a 
oA 
z 
ot 
L'approximation géométrique impose 
oA 
z 
ox 
+ V ~Az] 
y !>t 
automatiquement 
(14) 
la jauge 
de Coulomb div A ~ 0 et ainsi donc l'unicité de la solution. 
Il-B. Formulation utilisant le potentiel vecteur électrique 
La formu 1 a ti on utilisant le potentiel vecteur électrique 
procède de la même démarche que celle utilisant le potentiel 
vecteur magnétique. En effet dans le système général d'équations 
.(4) la relation : 
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~ 
div J = 0 
~ 
permet de définir un vecteur T dont le vecteur densité de courant 
serait le rotationnel. 
~ 
J Rot T (15) 
~ 
Ce vecteur T, potentiel vecteur électrique, est lié au champ 
~ 
magnétique H par la relation 
Rot T Rot H (16) 
qui entraine 1 'existence d'un potentiel scalaire !J te 1 que 
~ ~ ~ 
H T - grad !J ( 17) 
Le système général d'équations (4) peut être réduit à 
2 équations : 
~ ( 1 Rot -;;: Rot T ~ ~) - f1 grad !J)+fl 
et 
~ 
div ( fi grad !J = di v 11 T 
~ 
déduite de la relation div B = O. 
bT 
bt 
~ bQ 
fi grad 
bt 
(18) 
( 19) 
La définition même de ce potentiel vecteur électrique 
soulève les mêmes problèmes d'unicité que la formulation utilisant 
le potentiel vecteur magnétique. En effet tout vecteur T défini 
dans 1 'espace à un gradient de scalaire près donnera une seule 
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et même solution de densité de courant ] et les mêmes techniques 
pourront être utilisées que pour le potentiel vecteur magnétique. 
De même ces conditions d'unicité seront directement assurées 
lorsque le problème sera plan et que les courants se développent 
dans ce plan le vecteur potentiel T aura alors une seule 
composante dans la direction normale au plan. L'équation ( 18) 
s t écrit a lors : 
6: ( 
+ f1 
bT 
z 
<lt 
by 
(20) 
II-C. Formulation directe utilisant le vecteur induction magnétique 
Les formu 1 a ti ons utilisant les pot en lie 1 s vecteurs magnétique 
ou électrique ont 1 'avantage d'offrir la possibilité de décrire 
les phénomènes physiques d'un problème plan à l'aide d'une 
équation vectorielle certes mais portant sur un vecteur unidirec-
tionnel. Elles sont donc le prolongement direct des formulations 
de magnétostatique, les mêmes logiciels, au prix d'aménagements 
minimes, permettant de traiter les 2 types de problèmes. 
Lorsque 1 'on aborde les problèmes tridimensionnels, les 
simplifications apportées par les potentiels deviennent moins 
évidentes, les vecteurs A et T ayant alors 3 composantes non 
nulles. C'est pourquoi certains auteurs ont préconisé de transformer 
1 e système généra 1 d' éq ua ti on ( 4) en une seule équation sur 
le vecteur induction magnétique B. 
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Ce système devient 
Rot Rot B + fi V 1\ B - fi a 
la troisième équation du système (4) 
div B 0 
donnant 1 'équation unique 
~ 
~ ~ bB LI B + fi v 1\ B = - fi a 
bt 
bB 
b t 
( 21) 
(22) 
Cette formulation a 1' avantage de fournir une solution 
unique et même, dans le cas stationnaire c'est-à-dire V = 0, 
trois équations scalaires découplées par projection sur chacun 
des trois axes de 1 'équation (22). Cependant si cette dernière 
est obtenue en introduisant la nullité de la divergence de B, 
cette re 1 a tion est obtenue de manière moins franc he que dans 
1' utilisation du potentiel vecteur magnétique. Aussi cette condition 
doit-elle être rajoutée au niveau de la résolution numérique 
soit en introduisant un terme de pénalité dans 1 'expression 
de la fonctionnelle, soit en utilisant une méthode numérique 
assurant automatiquement cette condition, des polynômes d'inter-
polation nondivergents par exemple. 
- 15 -
Ill - Conditions aux limites - Conditions d'interface 
Potentiel vecteur magnétique, potentiel vecteur électrique, 
vecteur induction magnétique, quelle que soit la formulation 
choisie l'équation résultante est une équation vectorielle. La 
projection de cette équation sur les trois axes de coordonnées 
conduit à 3 équations couplées ou non. Cependant il serait 
imprudent de rechercher l'équation la plus simple et de ne 
conserver que ce seul critère de choix. En effet un problème 
d'électromagnétisme est 
générale, un domaine 
d'interface. 
entièrement 
d'étude, des 
défini par 
conditi.ons 
une équation 
aux limites et 
Ce sont ces dernières qui vont faire 1 'objet du présent dévelop-
pement. Deux types d'interface retiendront notre attention 
1 'interface 
l'interface 
entre 
entre 
deux milieux magnétiquement di.fférents, et 
deux milieux électriquement différents avec 
une mention particulière à un interface très fréquent 
entre un milieu conducteur et un milieu isolant. 
111-A. Conditions d'interface - Conditions aux limites 
celui 
111-A-1. Interface entre 2 milieux magnétiquement différents : 
ces conditions d'interface peuvent être interprétées 
de deux façons. Tout d'abord elles existent au niveau des 
interfaces physiques, par exemple lors du passage d'un milieu 
ferromagnétique à un milieu extérieur contenant de l'air. Elles 
traduiront alors en équations la réalité des phénomènes physiques 
comme la réfraction des lignes de champ. Ensuite elles constituent 
une illustration de 1 'influence de la variation de la perméabilité 
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à 1 'intérieur d'un milieu magnétiquement satura ble. Elles consti-
tuent alors les conditions de passage d'un élément d'un maillage 
d'éléments finis à un autre lors de 1 'utilisation de cette méthode 
de résolution. 
La première condition est une condition de continuité 
de flux qui se traduit par la continuité de la composante normaJ!e 
du vecteur induction 
(23) 
La seconde condition définit la continuité des composantes 
tangentielles du vecteur champ magnétique 
(24) 
III-A-2. Interface entre 2 milieux électriquement différents : 
Dans la grande majorité des cas physiques 
étudiés la conductivité électrique des milieux conducteurs pourra 
être considérée comme constante à l'intérieur d'un même milieu, 
aussi les conditions d'interface n'interviennent qu'aux changements 
de milieux. 
Ces conditions d'interface ont une forme analogue à 
celles définies plus haut pour les milieux magnétiques. Elles 
imposent tout d'abord la continuité de la composante tangentielle 
du champ électrique : 
(25) 
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soit 
~ -1> - ...... 
1'1 n A J 1 = p 2 n A J 2 (26) 
La seconde condition est une forme générale de la loi 
de Kirschoff, c'est-à-dire 
(27) 
Dans le cas où un des milieux est non conducteur il 
ne reste qu'une seule relation au lieu de trois : 
0 (28) 
Ce point est d'une importance extrême car cette condition 
d'interface laisse deux degrés de liberté sur les inconnues 
dans le cas d'une résolution tridimensionnelle. 
Nous allons développer maintenant 1 'incidence sur chacune 
des trois formulations retenues de ces condi.ti.ons de passage. 
Ill-B. Conditions sur le potentiel vecteur magnétique 
lI 1-B-1. Interface "magnétique" 
terface ( 23) impose 
n.Rot A2 
1 a première con di ti on d'in-
(29) 
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cette condition est assurée automatique par la continuité des 
composantes tangentielles du potentiel vecteur : 
(30) 
pour les 2 composantes. 
Une telle condition est aisément assurée si 1 'on impose la conti-
nuité du vecteur potentiel A au passage de 1 'interface, ce qui 
revient a lors à imposer : 
(31) 
La conséquence de 1 'imposition de cette continuité est d'annuler 
la divergence du potentiel vecteur A sur 1 'interface. Comme 
il est nécessaire pour des raisons d'unicité de 1 a solution d'imposer 
une condition sur la divergence de A il est alors plus simple 
de choisir la jauge de Coulomb sur tout le domaine : 
~ 
div A = 0 (32) 
La seconde condition d'interface se traduit par 
~ 1 ~ ~ ~ 1 ~ ~ 
n 1\ -Rot Al n 1\ Rot A2 
"\ l' 2 
(33) 
avec le choix déjà effectué de la jauge de Coulomb, cette relation 
devient 
1 1 
--- + 
Ill bn 
pour chacune des composantes tangentielles. 
bA 
n 
~ t 
(34) 
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Dans le cas particulier d'une résolution bidimensionnelle 
il n'existe qu'une seule composante tangentielle et la relation 
(34) prend une forme bien connue : 
1 1 
(35) 
Cette relation traduit la réfraction des lignes d'induction 
au passage d'un milieu magnétique à un autre. 
En conclusion nous pouvons dire que pour la résolution 
de problèmes purement magnétiques, le choix de la jauge de 
Coulomb comme condition d'unicité de la solution sera le mieux 
adapté. 
1 Il-B-2. Interface "électrique" la condition d'interface 
conservant la composante normale du vecteur 
densité de courant entraine une discontinuité sur la composante 
normale du vecteur champ électrique due à la présence d'une 
charge de surface : 
(36) 
Le choix de la jauge de Coulomb transforme cette condition 
sur le potentiel scalaire <I> 
b<I> b<I> bA n (a2- al) (37) al - a2 
bn bn 
2 
b t 
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qui 
donc 
fait apparaître explicitement le potentiel 
d'avoir au minimum 4 inconnues (les 
scalaire <IJ et impose 
3 composantes du 
en chaque point de potentiel vecteur et le potentiel scalaire) 
1 'espace. Ceci est dû au rôle magnétique prépondérant que 
donne la jauge de Coulomb à toutes les grandeurs. 
Or le choix de la jauge est arbitraire et il est possible 
de définir une jauge qui confèrera un rôle plus important 
aux grandeurs électriques 
div a A = 0 (38) 
le choix de cette jauge entraine 
~ 
grad <IJ = 0 (39) 
et la condition d'interface entre deux milieux électriquement 
différents s'écrit plus simplement 
Cependant ce potentiel 
d'interface magnétique, 
de part et d'autre de 
de continuité magnétique 
une nouvelle condition : 
(40) 
doit également vérifier les conditions 
même si la perméabilité est identique 
1 'interface. Ce sont alors des conditions 
au niveau de 1 'interface. Ceci amène 
( 41) 
bn 
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Il n'est pas sans intérêt de noter que ces deux dernières 
relations écrites ont une forme analogue à celles qui avaient 
été définies pour un interface magnétique. 
Dans 
la condition 
le cas d'un 
bien connue 
problème bidimensionnel on retrouve 
de conti.nuité de la composante unique 
du potentiel vecteur et de sa dérivée normale. 
Cas particulier d'un milieu non conducteur 
Il arrive fréquemment que 1 'un des milieux soit non conducteur, 
de 1' air par exemple. I 1 n'est pas alors possible d'utiliser 
la limite du cas précédent en faisant tendre a2 vers 0, car 
la condition d'interface devient une con di ti on aux limites. En 
effet 
J = 0 n dans le conducteur (42) 
et le vecteur J n'existe pas dans 1 'air. 
Les conditions à la surface des conducteurs sont alors 
A = 0 dans le conducteur (43) 
n 
At air A t conducteur (44) 
( è) At ) ( :~n) + ( : :t) è) n 
air a1r conducteur 
(45) 
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Lorsque le milieu conducteur est également ferromagnétique 
de perméabilité Il r , la relation (45) se généralise sous la jauge 
"électrique11 : 
( dAt) 
( :~n) + 1 ( ::t) (46) dn . l"r fer aH a1r 
lll-B-3. Conclusion l'utilisation du potentiel vecteur 
conduit à une équation vectorielle 
unique. 
magnétique 
Cependant le libre choix de la jauge rendant la solution 
numérique stable autorise son choix de la façon la mieux adaptée 
au problème à traiter. S'il s'agit d'un problème de magnétostati.que 
le choix de la jauge de Coulomb assurera les conditions d'inter-
face qui entrainent le minimum de couplage entre les équations 
sur chaque composante. Cependant lorsque le domaine d'étude 
présente un 
"é1ectriquen 
mi.l ieu 
(div 
conducteur 
a A 0) 
nous 
sera 
avons montré que 
le meilleur choix. 
la jauge 
En effet 
elle supprime le potentiel scalaire rD des équations et conduit 
à des conditions d'interface relativement simples. 
Ill-C. Conditions sur le potentiel vecteur électrique 
II I-C-1. Interface "magnétique" : la condition de continuité 
de la composante tangentielle du champ magnétique est assurée 
automatiquement pourvu que les composantes tangentielles du 
vecteur T ainsi que la fonction potentiel soient continus. 
La continuité de la composante normale du vecteur induction 
implique un couplage entre le vecteur T et le potentiel Q 
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1-' 1 T nl (47) 
Ce couplage peut être éliminé grâce à 1 'obligation qui 
nous est faite de choisir une condition supplémentaire. Le choix 
de la jauge : 
~ 
div ( 1-' T) 0 (48) 
analogue à la jauge électrique que nous avions définie sur 
le potentiel vecteur magnétique ramène ces conditions à une 
relation sur les dérivées de 
Le potentiel scalaire satisfera alors à 1 'équation 
Cette condition d'interface apparait rarement 
configurations physiques puisqu'elle correspond à 
sans 
(49) 
(50) 
dans les 
un milieu 
changer de conducteur qui changerait 
conductivité. Cependant elle 
de perméabilité 
apparaît lors de l'utilisation d'une 
méthode d'éléments finis par exemple. En effet une telle méthode, 
pour tenir compte de 1 a sa tura ti on, suppose que la perméabilité 
varie d'un élément à l'autre. Il conviendra alors de s'assurer 
que dans la formulation (variationnelle ou projective) ces conditions 
sont effectivement respectées sur ces interfaces artificiels. 
- 24 -
I II-C-2. Interface "électrique" la continuité de la 
composante normale du vecteur densité de courant 
est assurée automatiquement par la continuité des composantes 
tangentielles du potentiel vecteur électrique. La continuité des 
composantes tangentielles du champ électrique n'est pas assurée 
aussi simplement. En effet 
n 1\ 
1 
a 
1 
Rot T1 n 1\ 
1 Rot T2 
a 2 
entraine un couplage sur les composantes de T : 
_r (~) 
a d n 
1 1 
pour chaque coordonnée tangentielle t. 
Cas particulier d'un milieu non conducteur : 
Dans ce cas la condition d'interface s'écrit : 
J - 0 à la surface du conducteur n -
et J 0 à 1 'extérieur du milieu conducteur 
ces deux conditions impliquent 
~ ~ 
Rot T = 0 à l'extérieur 
~ ~ ~ 
et n. Rot T 0 à la surface du conducteur 
(51) 
(52) 
(53) 
(54) 
(55) 
(56) 
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Si l'on adopte la condition supplémentaire 
~ 
div p T = 0 (57) 
associée aux relations (16) et ( 19), le potentiel scalaire 
Q représentera 
tel que : 
à l'extérieur le potentiel scalaire magnétique 
H = - grad Q (58) 
et dans les milieux non conducteurs 
T - 0 (59) 
Nous avons vu que pour un interface électrique, ou un 
interface magnétique, la continuité des composantes tangentielles 
du vecteur T étaient indispensables. Aussi 1 a condition d'interface 
d'un milieu conducteur et d'un milieu isolant sera sur ces 
composantes tangentielles 
~ ~ 
n 1\ T 0 (60) 
en outre si Q représente le potentiel scalaire magnétique, la 
continuité de la composante nor ma le de 1 'induction traduite 
dans la relations (47) entrainera la nullité de la composante 
normale de T. 
Au niveau d'un interface entre un milieu conducteur 
de perméabilité l' 1 et un milieu isolant de perméabilité ~"z· 
nous aurons : 
T = 0 
(61) 
Q conti nu 
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lll-C-3. Conclusion : la formulation utilisant le potentiel 
vecteur 
traitement 
électrique est certainement la mieux 
des problèmes de mag,nétodynamiq ue. adaptée au 
En effet elle permet de définir non plus des conditions d'interface 
sur le vecteur T mais de véritables conditions aux limites sur 
ce vecteur limitant ainsi la résolution vectorielle aux seuls 
milieux conducteurs, dans les 
le milieu extérieur contenant 
milieux 
de 1 'air, 
résolution sur le potentiel scalaire. 
isolants, en général 
n'intervenant qu'une 
lll-D. Conditions d'interface sur l'induction. magnétique 
Ces conditions d'interface sont les plus fa ci les à définir. 
En effet elles portent directement sur la grandeur inconnue 
et ne sont 1 iées à aucune possibilité de choix sur la jauge. 
Les 4 conditions d'interface entre 2 milieux changeant de perméabi-
lité et de conductivité se traduisent par : 
B 
n1 ~ B n2 (62) 
1 - - 1 -
- n 1\ B1 ~ n 1\ Bz 
1'1 ~'2 
( 63) 
pour la partie magnétique seu1e, 
1 
- - -
P, 
- -p 1 n 1\ Rot B1 ~ -- n 1\ Rot B2 
1'1 112 
(64) 
1 
- - -
1 
- - -
-n Rot B1 -n Rot Bz (65) 
1'1 ~'z 
ces relations introduiront un couplage entre les équations sur 
chacune des composantes. 
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IV - Conclusion 
Il n'était pas dans notre intention dans ce chapitre 
de fournir une formulation générale des problèmes de magnéto-
dynamique. Bien au contraire nous avons montré que plusieurs 
formulations existaient et qu'elles étaient adaptées chacune 
à un type de problème à résoudre ou alors à la méthode de 
ré sol ut ion envisagée. 
En effet certaines formulations associées à des choix 
de jauge précis font apparaître des conditions d'interface plus 
ou moins complexes. L'utilisation d'une méthode d'équation 
intégrale de frontière nécessitant d'expliciter les conditions 
d'interface conduira à choisir la jauge donnant des conditions 
simples, quitte à compliquer légèrement l'équation. A ce titre 
nous verrons dans le dernier chapitre que la formulation originale 
T- f1 que nous avons exposé est remarquablement adaptée au 
traitement des problèmes de courants de Foucault tridimensionnels. 
Nous pensons que ces formulations que nous avons dévelop-
pées fourniront un outil de base solide à la formulation de 
méthodes numériques pour la résolution de problèmes tridimensionnels. 
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C H A P l T R E Il 
FORMULATION INTEGRALE DES PROBLEMES 
D'ELECTROMAGNETISME 
Bien que connues depuis très longtemps d'un point de 
vue théorique, les méthodes intégrales apparaissent en fait 
comme les dernières nées des méthodes numériques à la disposition 
du chercheur dans le vaste domaine de l'électromagnétisme. 
Des raisons très diverses ont fait que les techniques de différences 
finies puis d'éléments finis se sont tout d'abord développées. 
Ce sont pri.mitivement les mécaniciens qui ont mis au point 
les premières résolutions par des méthodes intégrales, faisant 
naître un soudain intérêt pour ces techniques grâce à une formula-
tion dite intégrale de frontière, réduisant ainsi le domaine 
de ré sol ut ion à son seul contour. 
L'application de telles méthodes à l'électromagnétisme 
et plus précisèment au calcul de la répartition du champ dans 
les convertisseurs électriques est récente puisque inscrite dans 
les quatre ou cinq dernières années. Nous allons dans ce chapitre 
définir, sur l'exemple simple de l'équation de Poisson, les 
différents développements mathématiques conduisant à la formulation 
intégrale ainsi que les techniques numériques et les différents 
problèmes y afférant permettant la résolution des équations 
ainsi définies. 
- 29 -
l - Développement mathématique 
L'équation que nous avons choisie à titre d'exemple 
est l'équation de Poisson 
LI<I>=f {1) 
où <I> est une fonction scalaire (potentiel), ainsi que f qui repré-
sente la fonction source. Cette équation est courante en électro-
magnétisme 
champ H est 
et principalement 
irrotationnel et 
en 
dérive 
apparait également en formula tian 
Cette équation n'est complète 
magnétostatiq ue lorsque 
donc d'un" potentiel <I> • 
le 
Elle 
vectorielle bidimensionnelle. 
que lorsque le domaine 
D de résolution est défini, par sa frontière d D. Ce domaine 
sera supposé formé de plusieurs 
fronti.ères d!Vi Sur la limite 
sont définies les conditions aux 
Dirichlet. 
régions 
dD du 
limites 
Deux formulations mathématiques 
IV.· limitées par leurs 
l 
domaine de résolution 
de type Neumann ou 
peuvent être choisies 
afin de transformer 1 'ensemble équation de Poisson et des conditions 
aux limites en une équation intégrale. Ces deux formulations 
se basant 1' une sur les identités de Green, l'autre sur la 
théorie des distributions conduisent à des équations intégrales 
analogues et il est certain que l'utilisateur peut ignorer cette 
première partie et prendre ces équations comme point de départ. 
Celles-ci subissent le même traitement numérique et font apparaître 
les mêmes problèmes dans leur résolution. 
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I~A - Méthode de l'identité de Green 
Cette méthode a pour fondement l'application de 1 a seconde 
identité de Green à la fonction potentiel scalaire et à la 
fonction de Green G(P, Q) associée à l'opérateur Laplacien, 
dans une région fb. du domaine D. 
l 
f (G.LI<r> - \IJ.LIG)dV =' (<l> èlG - GO<!> )ds IV; Jofb; à n dn (2) 
n représentant la normale extérieure à èl fbi 
La fonction G est la fonction de Green associée à 1 'opéra te ur 
Laplacien pour tout 1 'espace. Elle est définie par : 
( 3) 
elle correspond au potentiel créé par une source ponctuelle. 
Pour 1 'espace à trois dimensions la fonction G vaut : 
1 
G(P, Q) = ( 4) 
4n rPQ 
et en deux dimensions 
G(P, Q) 1 = -Log rPQ 
2n 
( 5) 
D'après 1 'équation ( 3) il apparait que le Laplacien 
LIG n'est défini que pour tout point p différent de Q. Aussi 
pouvons nous écrire que dans tout l'espace excluant une sphère 
(en 3D) ou un disque (en 2 D) autour du point p : 
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.1G(P, Q) = 0 
la relation (2) s'écrivant en tenant compte de (1) 
s~ G.fdV =i [ <ll(Q) d ~. 
1 
+ limite Î [<!>(Q) 
f- 0 JJ E 
l 
dG(P,Q) 
dn 
dG(P,Q) 
dn 
G(P,Q) d<!>(Q) J · dS 
dn 
- G(P,Q) d<ll(Q) J dS 
dn 
E étant la sphère ou le disque entourant le point P. 
Deux cas sont alors à considérer 
( 6) 
( 7) 
1/ le point P est situé dans la région ~-
1 
mais pas sur la 
fr on ti ère d ~ . . Le terme <!> \ Q) 
l 
dG(P,Q) 
dn 
du second membre est alors 
<!>(Q) ÔG(P,Q) = _1_ <IJ(Q) en 2 D 
èl n 2 "' 
<ll(Q) CJG(P,Q) _1_ <ll(Q) en 3 D 
èl n 4 "' 2 
et 1 'intégrale de ces termes sur E vaut 
-
1
- <D(Q) .2 '" : <!> (P) 
2 '" 
_1_2 <!l(Q).4n< 2 = <!> (P) 
4n< 
en 2 D 
en 3 D 
de la seconde intégrale 
(8) 
( 9) 
( 10) 
(11) 
2/ 
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Le terme G(P,Q) Ô<,I>(Q) 
Ôn 
est équivalent à 
1 Log ' 
Ô<,l>(Q) 
en 2 D 
2n Ôn 
(12) 
et 
1 Ô<P(Q) 
en 3 D 
4 n;f Ôn 
(13) 
et 1 'intégrale de ces termes est nulle sur le domaine f . 
L'équation (7) s'écrit donc pour un point situé à 1 'intérieur 
de IV. 
<P ( p) 
l 
{ G(P ,Q). f{Q)dV 
fb. 
1 
J rG(P,Q} Ô<P(Q) 
Ja fb l ôn 
l 
- <P(Q)ÔG(P,Q)] ds (14) 
Ôn 
le point P est situé sur la 
raisonnement est identique, 
frontière Ô IV . de la région. Le 
l 
seules sont modifiées les relations 
(10) et (11) puisque l'intégration ne s'effectue plus sur 
un disque ou une ·s"phère de rayon f mais sur la portion 
de ce disque ou cette sphère découpée par la frontière. 
La relation (7} prend alors la forme suivante : 
C.</J(P) ~s G(P.Q}.f(Q)dV J rG(P.Q)Ô<,I>(Q) _ <P(Q) ÔG(P,Q)Jds (15) 
IV. J ÔIVL Ôn Ôn 
1 l 
où le coefficient c vaut : 
e 
c~ en 2 D 
2n 
a 
et c~ en 3 D 
47< 
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(} représentant l'angle délimité au point p par la frontière 
sur le disque de rayon f et 
"' 
1 'angle solide sur la sphère 
de rayon E Notons que pour une surface régulière l'angle 
() vaut 
" 
et 1 'angle œ 2n aussi le coefficient c vaut 1/2. 
Les relations (14) et (15) constituent 1 a formula ti on 
intégrale de l'équation de Poisson décrite par la relation ( 1). 
l-B - Méthode utilisant les distributions 
Il n'entre pas dans 1 'objet de notre propos d'effectuer 
un développement mathématique extrême et général. De nombreux 
ouvrages dont certains sont cités en référence fourniront la 
matière nécessaire à étayer notre raisonnement. 
Afin de transformer la relation (1) en relation intégrale nous 
multiplions la fonction potentiel <1> par la fonction caractéristique 
de la région 
fonction échelon 
/ti ' 
vaut 
H fb. (P,Q) ~ 1 
1 
et H (P,Q)~O IV. 
1 
H lVi (P, Q). Cette 
si P et Q E fi•. 
1 
si P ou Q f" lb; 
fonction analogue à une 
( 16) 
( 17) 
L'opérateur Laplacien est ensuite appliqué à la distribution 
ainsi définie 
,1 [ H lb/P,Q).<l>(P)] H (P,Q).f(Q) 
/bi 
- n gr-;;,d [ <1> (Q) • 8 (è) lb i)] (18) 
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Cette équation est une équation de convolution de la forme 
B (19) 
Pour que cette équation ait une solution il faut et il suffit 
que A ait un inverse, c'est-à-dire qu'il existe un élément A-1 
tel que 
(20) 
La distribution A - 1 est appelée la solution élémentaire de 1 'équation 
de convolution. Les solutions élémentaires pour l'opéra te ur 
Laplacien sont de la forme : 
1 (21) 
pour 1 'espace à trois dimensions. 
L'équation de convolution (18) peut alors être mise sous la forme 
H IV (P,Q) .<Jl(P) 1 *[Hrv(P,Q).f(Q) 
4"1rl i 1 
gr--;,_d [ <P(Q). O(à !Vi)] 
[ ;:; . g,;d <P(Q)] 8 (d fi, i )] 
- n 
En rappelant la définition de la fonctionnelle (j (è) R•.) 
l 
<P dS 
fi, i 
(22) 
(23) 
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il vient la transformation de (22) : 
c.\P(P) = _r J 10 i 
n'.gr-:._d <J:i(Q) dS 
rPQ 
(~ ~ 1 ) 
.
n.grad --- \P(Q)dS 
rPQ 
(24) 
où le coefficient c à la même signification que dans la relation 
(15), c'est-à-dire : 
c 1 si PE fb. 
1 
(25) 
a 
si P\i" è) /(; c i 4n 
Notons que le raisonnement est identique pour 1 'espace à 2 
dimensions. 
I-C - Comparaison des deux méthodes 
Il a pu être constaté, dans les paragraphes précédents, 
que sur l'exemple simple d'une équation de Poisson les deux 
méthodes exposées conduisaient à une formula ti on analogue. 
La différence fondamentale existant entre ces deux méthodes 
réside dans 1 'inclusion, pour celle utilisant les fonctions de 
Green, des conditions aux limites dans la fonction elle-même. 
Chaque problème demande donc une définition des fonctions 
de Green, même si 1 'équation régissant ce problème est la même 
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et que seules diffèrent les conditions aux limites. Il faut cepen-
dant noter que en électrotechnique, les problèmes à résoudre 
présentent presque toujours des conditions aux 
et les fonctions de Green restent identiques 
limites naturelles 
d'un problème à 
l'autre. De plus e Iles permettent un développement théorique 
beaucoup plus simple que la méthode des distributions. 
plus 
de 
au 
les 
La seconde 
rigoureuse et 
détermina ti. on des 
point. En effet 
mécaniciens et 
plus élaborée. 
méthode est 
également 
par 
plus 
noyaux sont 
ces méthodes 
à 
contre mathématiquement 
générale. Les techniques 
la fois nombreuses et bien 
sont uti.lisées couramment par 
le constituent pour ceux-ci la technique 
En conclusion on peut dire que dans la majorité des 
problèmes d'électromagnétisme les deux méthodes seront équivalentes. 
Le choix sera alors déterminé par des critères que 1 'on pourrait 
qualifier de secondaires goût personnel ou connaissance particu-
lière de 1 'une ou 1 'autre de techniques de détermination des 
fonctions de base (fonctions de Green ou noyaux élémentaires) 
type du problème à résoudre, identification du problème d' électro-
magnétisme à un problème de mécanique, etc ... 
Il - Traitement numérique 
Les solutions analytiques des équations intégrales de 
frontière sont extrêmement rares, aussi devons-nous faire appel 
à une résolution numérique. Le principe même de cette résolution 
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consistera à discrétiser le problème, c'est-à-dire à rechercher 
la solution des équations en un certain nombres de noeuds 
définis dans le domaine. Il s'agira pour ce faire d'exprimer 
les intégrales définies par exemple dans les équations (24) 
et (25) en fonction des grandeurs inconnues en chacun des 
noeuds du maillage. 
Une certaine similitude entre les équations intégrales 
et 1' expression de la fonctionnelle énergie obtenue à 1' aide 
de la formulation variationnelle des éléments finis, permet d'envi-
sa ger une technique de résolution utilisant précisément unr 
méthode d'éléments finis. 
Il-a. Représenta ti on de la géométrie le grand avantage 
de la méthode des équations intégra les de frontière 
est de ne faire intervenir que des intégrales sur les contours 
(surfaces en tridimensionnel, lignes en bidimensionnel). L'évaluation 
de ces intégrales ne nécessitera donc que la connaissance de 
la géométrie de "détermination" de 1 'objet à étudier, c'est-à-
dire ses contours. Chacune des régions peut alors être considérée 
comme un objet différent dont la continuité globale sera assurée 
par les conditions d'interface. 
illustré par le développement de 
Aussi notre propos 
la méthodologie pour 
sera-t-il 
un objet. 
Les contours de cet objet sont découpés en éléments finis, 
éléments de courbes pour une région plane dans des géométries 
bidimensionnelles, éléments de surface pour les régions spatiales 
dans des géométries tridimensionnelles. Sur chacun de ces éléments 
chaque 
élément 
coordonnée 
est définie 
cartésienne d'un 
en fonction des 
point quelconque de cet 
coordonnées cartésiennes 
des noeuds définissant la géométrie de 1 'élément et d'une 
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fonction de forme ou d'interpolation Na définissant les coordonnées 
in trin sèq ues 
a 
x. 
1 
i = 1,2 (26) 
en deux dimensions, la variable variant de -1 à +1, et 
i = 1,2,3 (27) 
en trois dimensions, les variables ~ et {, varient indépendamment 
de -1 à +1. 
Le choix des fonctions d'interpolation est entièrement 
libre. Cependant un moyen d'assurer automatiquement 1' indépen-
dance de ces fonctions est de choisir des polynomes valant 
1 au noeud a et 0 aux autres noeuds 
de la résolution dépendra du choix 
de l'élément. La précision 
du degré du polynome. 
Cependant une solution valable pour un coût non prohibitif 
est obtenue pour des interpolations polynomiales de degré 2. 
La transformation définie par les relations (26) et (27) 
est caractérisée par son Jacobien et la valeur de 1 a normale 
orientée au niveau de chaque noeud du maillage. 
11-b. Sin gu 1 arités géométriques 
haut fait intervenir des 
ne comportant pas de discontinuité 
première (interpolation au minimum 
de décrire au sein d'un élément 
le découpage 
interpolations 
au niveau de 
linéaire), ce 
une singularité 
exposé plus 
polynomiales 
leur dérivée 
qui exclut 
géométrique 
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telle qu'un coin ou une arête. Cette singularité se trouve donc 
être obligatoirement située en un noeud du maillage. Apparaît 
alors une incertitude sur la connaissance de la normale orientée, 
celle-ci n'étant plus définie. Plusieurs solutions se présentent 
alors : 
dans la plupart des problèmes physiques 
n'existe pas réellement. Si 1' on prend 
la singularité 
par exemple 
un cube moulé, ses arêtes ne seront jamais tranchantes 
mais arrondies il peut donc être envisagé d' "arrondir" 
la singularité en plaçant en cet endroit un élément 
constitué soit par un arc de cercle en 2D, un secteur 
sphérique ou cylindrique en 3D. Cette méthode présente 
cependant 1 'inconvénient majeur de multiplier le 
nombre de noeuds, donc les dimensions du problème 
matriciel résultant. 
une autre technique, plus économique, consistera à 
prendre pour valeur de la normale au noeud singulier 
la moyenne des va leurs de celle-ci en ce point pour 
chacun des éléments. Il s'agit alors d'une forme 
simplifiée d'arrondi de la singularité; 
puisqu'il y a singularité du fait de la situation d'un 
noeud inconnu sur un coin ou une arête on peut 
penser supprimer cette singularité par le déplacement 
de ce noeud inconnu hors de la singularité elle-même. 
Ceci peut être effectué de deux manières. Tout d'a bord 
on 
un 
peut choisir 
degré nul, 
comme degré d'interpolation du polynome 
c'est-à-dire supposer que tout est 
constant sur 1 'élément. Le noeud inconnu peut être 
alors placé n'importe où sur l'élément et alors pas 
Il-e. 
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sur la singularité. Ensuite on peut définir deux 
ou trois 
singulier, 
points inconnus 
chacun des 
en un 
points 
point géométriquement 
possédant une valeur 
de la normale. Si cette technique est théoriquement 
envisageable elle présente le redoutable inconvénient 
d'interdire toute solution numérique, car elle aboutit 
à une matrice de résolution possédant deux lignes 
identiques. Ces deux points doivent donc être géométri-
quement dissociés et décalés chacun 
i. 
de son élément. La figure suivante 
vers 1 'intérieur 
donne 1' allure 
des polynômes d'interpolation dans ce cas 
Représentation des fonctions nous choi.sissons des 
éléments finis isoparamétriques, c'est-à-dire que 
les grandeurs physiques <P. 'l' H etc ... , sont approximés à 
1 'aide des mêmes polynômes d'interpolation que les grandeurs 
géométriques. 
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ll-d. - Discrétisation de l'équation intégrale : l'équation intégrale 
(24) qui fait intervenir 1 'intégrale sur tout le contour 
de la région considérée sera exprimée comme étant la somme 
des intégrales sur chacun~ des éléments du maillage. C'est-à-
dire que le potentiel au point j s'exprimera 
<l>. 1: rse~(œk <l>k ÔGkj 1 r œ k 'Pk )ds c. = "kj J J e èln p. 
(28) 
-I r L œ, H dS J "l . k KJ k K on 
1 'ordre des signes sommation et intégrale peuvent être intervertis, 
ce qui permet d'exprimer 1 'équation (28) sous la forme : 
<l>. 1:1: [ <l>k I d Gkj dS - 1 'Pk se œk GkjdS c. œk J J e k èln p. 
se dS J 
(29) 
- H Gkj a on k k 
l' équation ( 29) pourra être mise sous forme de re la ti on matricielle 
pour autant que les intégrales sur chacun des éléments auront 
été éva1ués. 
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Il-e. Intégrations il s'agit d'une étape fondamentale dans 
la méthode des équations intégrales puisque ce sont 
ces intégrations qui définiront les coefficients du système linéaire. 
Une grande précision est nécessaire pour l'évaluation de ces 
intégrales. Deux cas principaux sont à considérer : 
ll-e-1. 
le cas où le point n'appartient pas à 1 'élément 
e considéré 1' intégration est dite ré gu li ère. 
le cas où le point j appartient à 1 'élément e les 
fonctions G étant en Log r en 2D ou 1/r en 3D ces 
fonctions ne sont pas définies lorsque la distance 
r est nulle. L, intégrale sur l'élément e est dite 
singulière, c'est-à-dire qu'elle présente une singularité 
tout en étant définie. 
ln tégra tion ré gu li ère on utilise pour 1 'évaluation 
de 1 'intégrale sur un élément une formule d'intégration 
de Gauss à une dimension pour les problèmes bidimen-
sionnels 
s+l n f( x) dx :L A f ( s i ) 
i=l 1 
-1 
où n est l 1 ordre, donc 
l 1 intégration de Gauss, A. 
1 
(30) 
le nombre de points, de 
et Si les poids et les 
points 
formule 
de cette intégration. Rappelons que cette 
exactement les polynomes de degré 
inférieur ou égal à 2n-l. 
Il-e-2. 
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Pour les problèmes tridimensionnels nous utilisons 
une formule d'intégration de Gauss à deux dimensions 
n n 
f(x,y)dxdy L:L: (31) 
i=l j=l 
où les termes n, A et ~ conservent la même signification 
Si dans un élément une plus grande précision est 
désirée dans une zone particulière il peut être intéres-
sant d'effectuer préalablement un découpage de 
cet élément afin d'utiliser des ordres d'intégra ti on 
différents dans chacun de ces sous éléments. 
Les ordres les plus couramment utilisés serons les ordres 
3 et 4 qui donnent de bons résultats sans nécessiter 
des temps de calcul Drohibitifs. 
Intégration singulière plusieurs techniques peuvent 
être envisagées pour évaluer cette intégrale singulière. 
On peut en bidimensionnel envisager une décomposition 
de 1 'intégrale faisant apparaitre un terme strictement 
singulier dont 1 'évaluation pourra être effectuée 
de manière analytique. Une formule de Gauss avec 
des poids d'intégration en Log r peut être également 
uti 1 isée. 
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La méthode que nous allons exposée est identique en 
deux et trois dimensions. Elle part d'un même principe 
base isoler le point de 1' élément introduisant 
la singularité et affi.ner l'intégration autour de 
ce point. 
En bidimensionnel le segment sur lequel s'effectue l' inté-
gration est divisé en deux autour du point singulier. 
Sur chacun des 
Gauss est utilisée 
} 9 e a 8 .. 
Point 
singulier 
segments restant une formule de 
• Points d'intégration 
.. .. 
" 
.. 
Si le noeud singulier est un noeud sommet le segment 
est divisé en deux sous-segments d'inégales longueurs 
afin de retrouver une configuration analogue à 
la précédente. 
Le principe reste le même en tridimensionnel pour les 
éléments surfaciques, les éléments quadrilatères 
étant divisés en deux ou trois sous éléments triangu-
laires selon la position du noeud singulier. 
ll-f. 
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® Point singulier 
e Points d'intégration 
• • 
. . . 
• • 
• • 
Dans les deux cas chaque intégration dans un sous-élément 
est régulière et les mêmes techniques de recherche 
de précision peuvent être utilisées que dans l'intégra-
tion ré ou l ière. 
" 
Constitution du système linéaire tous les coefficients 
de l'équation (29) ont été évalués à l'aide des techniques 
d'intégration décrites pl us haute. Cette équation étant écrite 
en chacun des noeuds des éléments de frontière et associée 
aux conditions d'interface et aux conditions aux limites, fournit 
la matrice du système telle que 
sx = v (31) 
La résolution de ce système se fait par une méthode 
d'élimination de Gauss. 
ll-g. Structure de 1 a ma triee S contrairement à la matrice 
du système linéaire associé à la méthode des éléments 
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finis, la matrice obtenue ici est non symétrique et pleine. 
Il faut cependant remarquer que le remplissage n'est effectif 
qu'au niveau d'une région, les relations entre régions ne se 
traduisant que par les équations intervenant aux noeuds communs 
à ces régions. Une numérotation judicieuse et éventuellement 
une multiplication artificielle du nombre des régions peut alors 
améliorer la structure de la matrice. 
Voyons un exemple simple 
soit la géométrie suivante 
pièce très allongée. Un 
1 
découpage 
9 
4 5 
en une région et 9 points 
8 
7 
6 
conduit à la structure de matrice suivante 
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L'adjonction de 2 points et le découpage en 2 sous régions: 
8 9 2 
7 
10 
6 
4 5 
11 
modifie la structure de la façon suivante 
--~---,---~ 
' 0 
0 
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C H A P 1 T R E III 
ETUDE DES COURANTS DE FOUCAULT 
A TRES HAUTE FREQUENCE 
Durant les deux dernières décennies un effort particulier 
a été fait en vue d'utiliser l'énergie électrique soit pour l'ali-
mentation de machines nouvelles, par 
et les transports à grande vitesse, 
sources d'énergie. Ce fut le cas 
où des fours de chauffage par 
destinés soit au réchauffage des 
ou formage, soit dans la phase 
exemple les moteurs linéaires 
soit pour remplacer d'autres 
dans l'industrie sidérurgique 
induction ont été développés 
matériaux avant laminage 
préliminaire des traitements 
thermiques. 
de telles 
intervenir 
Il a donc été nécessaire 
unités de développer des 
les courants de Foucault. 
afin de pouvoir dimensionner 
méthodes de calcul faisant 
Cela a été fait en une, 
puis deux dimensions, avec des méthodes d'éléments finis, également 
avec des artifices de calcul tels que fonction de modulation 
et décomposition en série de Fourier. La suite logique de tous 
ces travaux étant, bien entendu, le calcul de la répartition 
des courants de Foucault en tridimensionnel dans des solides 
de forme compliquée. 
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Cependant, a va nt d'arriver à la constitution d'une telle 
méthode obligatoirement lourde et onéreuse, il existe un cas 
particulier intéressant à étudier la répartition des courants 
de Foucault à une fréquence que l'on puisse qualifier d'infinie. 
En effet, il peut être noté que 1 'ensemble des phénomènes électro-
magnétiques et par là même de leurs conséquences mécaniques, 
tendent de manière asymptotique vers une limite lorsque la 
fréquence des phénomènes tend vers 1' infini. 
Nous verrons dans ce chapitre l'intérêt 
de ces phénomènes limites ainsi que deux 
d'obtenir en trois dimensions la répartition 
de la connaissance 
méthodes permettant 
des courants de 
Foucault ainsi que de connaître leurs effets dans deux configura-
tions précises 1 'une avec des objets de forme absolument 
quelconque, 1 'autre avec des pièces possédant une section constante 
dans une direction privilégiée. 
I - Intérêt de la fréquence infinie 
Il est bien évident que la connaissance des phénomènes 
se produisant à une fréquence infinie ne correspond à rien 
de physiquement viable. Cependant, comme nous 1 'avons fait 
remarquer plus haut, ces phénomènes peuvent donner une idée 
relativement précise de ce qui se passe à fréquence élevée. 
Il s'agit de savoir à partir de quelle fréquence l'erreur due 
à 1 'assimilation n'est-elle plus trop grande ? 
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Pour cela intéressons-nous aux traitements thermiques 
de surface en sidérurgie. Il s'agit, en général, d'effectuer 
une trempe superficielle sur une pièce afin de lui donner une 
surface dure tout en conservant un coeur tendre. Ce procédé 
permet d'allier sou pl esse et dureté. Afin de réaliser cette trempe 
la pièce est chauffée uniquement en surface sur une profondeur 
très faible. Dans un four de chauffage par induction ceci est 
réalisé en utilisant une source à fréquence très élevée. Le 
point de comparaison possible entre cette fréquence et la fréquence 
infinie est la profondeur de peau, profondeur de pénétration 
des courants de Foucault dans la pièce. La formule donnant 
cette épaisseur de peau 
( 1) 
permet de dresser le tableau suivant donnant l'épaisseur de 
peau pour différentes fréquences et métaux 
Fréquence km 10 000 40 000 100 000 
Epaisseur Cuivre 0,7 0,35 0,21 
de 
Acier peau ferromagnétique 2 1 0,64 
en mm 
Acier non 
ferromagnétique 5 2,5 1, 5 
Pour une fréquence infinie l'épaisseur de peau est nulle. 
Une fréquence élevée pourra donc être assimilée à une fréquence 
infinie lorsque l'épaisseur de peau pourra être considérée comme 
négligeable devant les dimensions de la pièce. 
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Il - Développement théorique 
Nous allons nous intéresser à un système de chauffage 
par induction. Une pièce de forme quelconque est placée dans 
une région où règne un champ magnétique à fréquence infinie. 
Ce champ est généré par une boucle ou un ensemble de boucles 
qui sont parcourus par un courant à fréquence infinie. La 
forme de ces boucles est supposée entièrement quelconque. La 
figure 1 décrit la disposition géométrique d'un tel système. 
/ 
a) Décomposition du champ magnétique en chaque point de 
1 'espace en dehors de la boucle inductrice et en dehors 
de la pièce à traiter, le champ magnétique est irrotationnel 
et dérive donc d'un potentiel. Puisque nous nous intéressons 
à un milieu de perméabilité magnétique constante, ce champ 
magnétique peut être décomposé en une somme de deux champs, 
tous deux également irrotationnels en dehors de la boucle 
et de la pièce 
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H (2) 
où H représente le champ créé par la boucle seule en 1' absence 
0 
de la pièce et HR représente le champ de réaction, créé par 
les courants induits dans la pièce. 
A chacun de ces champs irrotationnels peut être associé 
un potentiel scalaire 
~ ~ 
H = - gr ad p 0 0 
et 
~ ~ 
HR - gr ad PR 
Comme tout potentiel scalaire , P 
0 
ne 
que dans 
s'appuyant 
un domaine continu. Soit S une 
c 
sur la boucle. Tout 1' espace à 
( 3) 
( 4) 
peut être défini 
surface quelconque 
l'exception de la 
boucle et de cette surface forme pour le potentiel 
continu. Il satisfait alors à 1 'équation 
p 
0 
un domaine 
,1P 
0 
0 ( 5) 
Sur la surface S le potentiel P est discontinu et subit 
c 0 
une variation brusque égale au courant qui parcourt la boucle. 
Ceci s'exprime en considérant 1 'intégrale curviligne du champ 
magnétique entre un point situé infiniment près de la surface 
S d'un côté de celle-ci, et un autre point disposé de la même 
c 
manière, mais symétriquement par rapport à celle-ci comme 
indiqué sur la figure 2. b du champ magnétique. 
----- ... 
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Cette intégrale s'écrit 
s2 ~ - - s2 ~ ~ H .dl = gr ad p dl 0 0 
1 1 
( 6) 
soit 
s2 ~ -H dl = pl - p2 I c 
1 
(7) 
Le potentiel de réaction PR associé au champ HR créé par les 
courants induits dans la pièce, est défini de manière analogue. 
Il satisfait 1 'équation 
( 8) 
dans toute région où le champ de réaction satisfait à la relation 
0 ( 9) 
sur tout contour fermé. 
L'espace extérieur à la pièce constitue une telle région, 
aussi le potentiel PR est-i.l défini de manière univoque dans 
cette région. De même la région intérieure à la pièce conductrice ré-
pond à ces critères. Cep en da nt nous ne nous intéressons qu'à 
la région extérieure. 
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b) Conditions aux limites l'hypothèse faite sur la fréquence 
d'alimentation du circuit inducteur fait que les courants 
induits seront également à fréquence élevée. L'épaisseur 
de peau dans la pièce est réduite à zéro aussi les courants 
induits se développent-ils uniquement à la surface de la 
pièce sous forme d'une feuille infiniment mince de courant. 
Cette feuille 
telle sorte 
de la pièce. 
normale du 
pièce : 
n 
de courant forme 
qu'aucun champ ne 
Aussi est-il possible 
champ global est 
H = 0 
un écran magnétique de 
peut pénétrer à l'intérieur 
d'écrire que la composante 
nulle à la surface de la 
(10) 
où n représente le vecteur normal à 1 a surface de la pièce; 
ce qui fait que : 
n H (11) 
0 
à la surface de la pièce. Comme le champ dérive du potentiel 
PR , l'équation (11) se transforme : 
= n (12) 
Le potentiel PR dont dérive le champ de réaction HR 
est défini à une constante additive près. Nous pouvons donc 
~choisir cette constante nulle, aussi aurons-nous une condition 
supplémentaire à l'infini 
(13) 
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Le potentiel PR de réaction défini dans un domaine extérieur 
à la pièce sera donc régi par 1' équation 
avec les conditions aux limites suivantes 
c) 
PR 0 à 
èl PR 
- -~ n H à 
èln 0 
Calcul du champ primaire 
ti ons aux li mi tes (14) 
la composante normale à 
1 'infini (14) 
la surface de la pièce 
le système d'équation et de con di-
sera parfaitement défini lorsque 
la pièce du champ primaire sera 
connue. Cette composante peut être calculée à 1' aide d'une 
grande variété de méthodes. Mais généralement, du fait 
de la très haute fréquence des courants d'alimentation 
la boucle sera constituée de fils très minces par 
rapport aux autres dimensions. Le calcul direct utilisant 
la loi de Biot et Savart est alors le mieux adapté. La figure 3 
définit un élément de courant en un point Q et un point 
P sur la pièce où est défini le vecteur normal n 
-dl q 
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la contribution de cet élément de courant au champ total créé 
par la boucle est : 
~ ~ 
~ i dlQ 1\ 1QP 
d H = 
0 2 4n r PQ 
(15) 
En projetant cet élément sur le vecteur n 
~ ~ 
n.dH 
0 
n 
= 2 
( 16) 
r PQ 
La composante normale du champ créé par la boucle s'obtient 
par intégration sur toute la boucle 
s 
~ ~ ~ 
~ ~ i n ( dlQ 1\ 1QP) 
n.H 
0 4n 2 r PQ 
( 17) 
ou 
4i" s 
~ ~ ~ 
~- ( 1PQ 1\ n )dlQ 
n.H 
0 2 
r PQ 
(18) 
d) 
_:_R_é-"p_a--'r'-t-'i_t_io;_n _ d_e_::cs__:c..:;o..:u;.;r_ca'-n-t_s_d.::.e__:__;;_F_:_o_u--:c..:a;.;u::cl:...:t_-__:F:_o'-r'-c'-e=s : en un point de 
la surface de la pièce le vecteur densité de courant J 
a 3 composantes dans un repère lié à la surface 
composantes tangentielles 
J 
Jn composante normale 
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Il satisfait en outre les équations suivantes 
-div J = 0 (19) 
J = 0 n (20) 
Ces deux dernières relations impliquent 1 'existence d'une fonction 
courant telle que : 
A 1 'intérieur de la 
la surface de celle-ci 
pièce le 
il subit 
à la fonction courant <Il. Donc : 
poten tie 1 P R n'existe 
une discontinuité égale 
(21) 
(22) 
pas et à 
et opposée 
(23) 
La démonstration est analogue à celle qui nous a conduit 
à déterminer la discontinuité du potentiel p au passage de 
0 
la surface s s'appuyant sur la boucle inductrice. La combinaison 
de (21), (22) et (23) fournit 1 'expression des densités de courant : 
(24) 
(25) 
que 
pièce 
cette 
Il apparaît, au 
les équipotentielles 
correspondent aux 
même pièce. De tels 
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vu de ces deux dernières relations, 
du potentiel 
lignes de 
p R à 
courant 
la 
à 
surface de 
la surface 
la 
de 
tracés seront utiles afin de détermi.ner 
les concentrations de lignes de courant à la surface de la 
pièce, permettant de définir les points chauds et les points 
froids de la pièce en traitement. 
Dans certaines applications il sera également intéressant 
de connaître les forces agissant sur la pièce, et par réaction 
sur l'inducteur. Pour cela, il suffit d'exprimer l'ensemble 
des forces de Laplace à la surface de la pièce : 
F = - 1-' o ff Surface (] 1\ H) dS ( 26) 
Ill - Résolution par une méthode d'équations intégrales de 
frontière 
Le système d'équations (14) à résoudre dans le domaine 
extérieur à la pièce est, rappelons-le 
,1 PR = 0 
Ô PR ~ ~ 
= n H à la surface de la pi~ce 
ô n 0 
PR 0 à 1 'infini 
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La méthode des équations intégrales de frontière est particulière-
ment bien adaptée à la résolution de ce système. Nous avons 
vu au chapitre précédent les diverses formulations de cette 
méthode. En choisissant la frontière extérieure de la région 
de résolution suffisamment loin pour pouvoir y appliquer les 
conditions aux limites à 1 'infini, il n'y a aucun obstacle à 
utiliser une formulation faisant intervenir les identités de Green. 
La seconde formule de Green donne le potentiel P R 
cP R (Pl = Srv 
J (PR(Q) Jo rb 
OPR(Q) ) 
---- - G ( P , Q) ____;:..:..__ dS 
on 
oG(P,Q) 
On 
(27) 
où le coefficient c correspond à 1' angle solide au point P et 
G(P,Q), la fonction de Green pour tout l'espace: 
1 
G(P,Q) = 
première intégrale de volume est nulle La 
laplacien 
est nulle 
de PR est nul et la seconde intégrale 
sur la frontière extérieure du domaine. 
(27) s'écrit donc 
OG OPR 
) dS c PR(P) 
= s ~R - G Surfa e on on 
pièce 
(28) 
puisque le 
de surface 
L'équation 
(29) 
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Comme nous l'avons exposé au chapitre précédent nous 
avons ici une seule région avec des conditions aux limites 
de Neumann non homogènes. La seule inconnue est donc le potentiel 
D 
"R. 
La résolution est effectuée à 1' aide des techniques exposées 
précédemment grâce à une discrétisation de type élément fini. 
lV - Cas d'une pièce infiniment longue 
Dans certaines applications il peut arriver que la pièce 
à traiter ait une dimension très grande par rapport aux autres 
et que de plus la section de cette pièce soit constante dans 
la direction de cette dimension. Lors du traitement par chauffage 
par induction à très haute fréquence la théorie que nous avons 
il est très délicat d'utiliser 
au paragraphe précédent car 
intérieure de la région de 
fermée. Nous allons exposer 
une méthode de résolution permettant de remédier à cet inconvé-
nient et de plus, utilisant les particularités géométriques de 
la pièce, transformant la résolution tridimensionnelle en plusieurs 
ré sol uti.ons bidimensionnel] es. 
développée reste valable. Cependant 
la méthode de résolution décrite 
la surface de la pièce, frontière 
résolution n'est pas une surface 
a 1 Transforma ti.on du problème 
l'équation à résoudre est la suivante 
,1 p = 0 R 
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avec les conditions aux limites suivantes 
PR 0 à 1 'infini 
dPR ~ 
-n.H à la surface de la pièce 
0 
dn 
La pièce étant de longueur infinie dans la direction de 1 'axe 
z et ayant une· section constante dans cette direction, il apparait 
que toute grandeur électromagnétique et principalement le potentiel 
de réaction PR peut être mis sous la forme : 
PR(x,y,z) ; L Pi(x,y).fi(z) 
l 
(30) 
où 1 'ensemble des fonctions f. 
l 
forme une base de fonctions 
linéairement indépendantes à 1 'image des fonctions trigonomé-
triques d'une série de Fourier. 
La substitution de (30) dans le système 04) donne les 
équations 
N 
L (fi L1Pi + f"iPi) ; 0 (31) 
avec les conditions aux limites 
N 
I: r. l 
dP. 
l (32) 
i dn 
la condition PR ; 0 à l'infini étant assurée automatiquement 
par la condition 
P. 0 à 1 'infini '1 i (33) 
l 
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Notons que dans l'équation (31) le laplacien 
1 'opérateur de l'espace à deux dimensions 
+ 
représente 
Les 
équations 
fonctions f. étant linéairement 
l 
peuvent être générées à partir de 
indépendantes, N 
(31) en multipliant 
cette éq ua ti on par chacune des 
sur tout l'axe z 
fonctions f. 
J 
N v•œ s +~"ifidz pi) ~ -oo fifidz ô p. + = l 
-oo 
et 
N s +00 L fifidz à pi -s fi (n.H )dz = 
ân 0 
l -oo 
0 
L'intégrale [f ... fdz peut être trans formée 
. 1 J 
intégration par parties : 
sb 
b 
sb f".f.dz [ f{ i J f'. f' .dz l J l J 
a a a 
et en intégrant 
Vi (34) 
vi (35) 
à l'aide d'une 
(36) 
Afin de rendre la solution du problème relativement 
simple, nous allons effectuer les hypothèses supplémentaires 
sur les fonctions f. 
1 
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les phénomènes d'induction s'appliquant à la pièce 
sont limités dans l'espace car l'inducteur aura des 
dimensions finies. Aussi les fonctions f i servant 
à décrire ces phénomènes peuvent être choisies nulles 
à 1' extérieur d'un domaine borné 1 a, b 1 • Le terme 
entre crochet de la relation (36) est donc nul lorsque 
1' intégration se fait de - oo à + oo • 
nous imposons aux fonctions f de constituer une base 
Ces 
simplement 
satisfait . 
de fonctions orthonormées, et à leurs dé ri vées premières 
une base de fonctions orthogonales c'est-à-dire 
S fi fjdz = () ij 
S f' .f' .dz = - u. 
l J l 
conditions peuvent 
que 1 'ensemble 
(37) 
2 8 (38) ij 
paraître contraignantes notons 
des fonctions trigonométriques les 
Il en découle une diagonalisation du problème et les 
équations (34) et (35) deviennent alors un ensemble de N équations 
simultanées : 
( ,1 + 0 
à 1 a surface 
de la pièce 
(39) 
(40) 
Le problème tridimensionnel a donc été ramené à N problèmes 
bidimensionnels avec des conditions aux limites non homogènes, 
pour lesquels la pièce forme bien un contour fermé. 
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Nous donnons en annexe une méthode originale pour 
générer les fonctions de base f. et f'. 
1 1 
b 1 Résolution du problème : le problème à résoudre 
est un problème bidimensionnel défini par l'équation (39) et 
les conditions aux limites (40). Deux méthodes peuvent être 
envisagées pour cette résolution : 
- les équations intégrales de frontière 
- les éléments finis 
Nous avons longuement exposé la première de ces méthodes. 
La résolution sera donc identique à celle exposée plus haut, 
seule difèrera la 
à 1 'opérateur LI + 
fonction de Green qui sera alors celle 
2 
u. dans l'espace à deux dimensions. 
J 
G(P, Q) -j(kr -n/4) e 
associée 
(41) 
IL nous parait intéressant de développer succintement 
l'adaptation d'une méthode d'éléments finis à notre problème. 
En effet celui-ci est à condition aux limites non homogènes 
et celles-ci doivent être introduites dans la formulation. 
La formulation variationnelle de l'équation (39) entraine 
la définition d'une fonctionnelle énergie : 
6~ 1 s 1 ~ 12 1 2 
._7' (P.) = - gr ad P. dS + - u. 
J 2 J 2 J 
èJ p j 
P. da (42) 
J èJ n 
sur chaque élément (triangle ou quadrilatère) du maillage. 
Une for mu la ti on matricielle classique associe pour les deux 
premiers termes 1 • expression : 
1 
2 
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2 
u. 
J (43) 
Le dernier terme est nul sur tout élément non adjacent 
à la pièce. 
Sur les côtés adjacents à la pièce 
n 
pi= L: œ1.(x,y) P .. ]1 
forme d'interpolation polynom,iale classique. 
et 
L'intégrale 
l 
dP. 
__ l da 
dn 
sur le contour de l'élément adjacent à la pièce se réduit à 
l = p. __ J dl S 
ÔP. 
lcôté J dn 
l = s 
lcôté 
a.(x,y)P .. 
1 J 1 
soit 
n n 
(44) 
(45) 
(46) 
(47) 
(48) 
(49) 
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L'intégrale de l'expression (49) a la même forme que celle 
qui conduit à la matrice d'interpolation en 2 dimensions T. 
Dl où 
l 
= [pi r [i] [HNj] (50) 
La fonctionnelle énergie s'exprime alors sous la forme : 
La solution du problème vérifie 
<?r 0 (52) 
êlp 
J 
Soit 
( [s J 2 [r]) ~J = [i J [HNJ + u. J (53) 
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V - Résultats et conclusion 
Nous allons donner à titre d'exemple quelques résultats 
obtenus à 1 'aide des deux méthodes exposées plus haut. 
V.a - Rail d'un système de lévitation dans ce système destiné 
à la 
boucle 
très 
lévi ta ti on de 
formée par 
grande vi tesse 
véhicules à très grande 
des supraconducteurs de 
au dessus d'un rail 
que l'ensemble des Il apparait 
une valeur asymptotique lorsque 
phénomènes 
la vitesse 
vitesse, une 
déplace à 
conducteur. 
tend 
tend 
vers 
vers 
l'infini. De plus, aux vitesses envisagées c'est-à-dire 
500 
des 
que 
km/h, 1 'approxima ti on de 
résultats fort intéressants. 
vi tesse infinie fournit 
La méthode de calcul 
nous avons développée pour une pièce infiniment 
longue nous permet de visualiser la répartition des densités 
de courant à la surface du rail. Dans notre exemple 
le 
Il 
rail est de section rectangulaire 
est de même possible de calculer 
et latéraux s'appliquant sur la boucle. 
et a été développé. 
les efforts verticaux 
La figure 1 montre la répartition des densités de 
courant à la surface du rail, la figure 2 la variation 
des forces verticale et latérale en fonction du décentrement 
boucle-rail. 
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Répartition des densités de courant à la surface du rail 
1 
ABLE 
STABLE 
FORCES 
en P.U. 
-
0.05 
.. 
' 
0.1 
0.8 
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V. b - Trempe superficielle afin de tester notre programme 
de calcul par équations intégrales en trois dimensions 
nous avons choisi une pièce compliquée du point de 
vue de ses formes nécessitant obligatoirement une résolution 
tridimensionnelle. Une spire parcourue par un courant 
à fréquence in finie entoure cette dent et la figure 3 
représente la répartition de la densité de courant à 
la surface de la pièce pour deux positions de la boucle. 
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C H A P 1 T R E IV 
CALCUL DES COURANTS DE FOUCAULT PAR 
LA METHODE DES EQUATIONS INTEGRALES 
Les problèmes où interviennent des phénomènes d'induction 
peuvent être séparés en deux catégories principales : 
les cas stationnaires dans ces configurations inducteur 
et indui.t sont fixes, l'inducteur est alimenté en 
tension variable. La variation du champ ainsi créé 
induit les courants de Foucault. 
les problèmes avec déplacements inducteur et induit 
se déplacent l'un par rapport à l'autre. L'inducteur 
est alimenté en courant alternatif ou en courant 
continu. C'est le déplacement 
du à un déplacement ou un 
crée les courants de Foucault. 
du champ inducteur 
système polyphasé qui 
Dans le premier chapitre nous avons développé les différentes 
formulations possibles pour ces 
Di verses méthodes numériques 
résoudre ces éq ua lions. Notre 
problèmes de magnétodynamique. 
ont été déjà établies afin de 
but est d'exposer une méthode 
originale basée sur le principe des équations intégrales de 
frontière. Ces méthodes, ainsi que 
Il, autorisent la résolution des 
frontières des milieux. Afin de 
en oeuvre dans les meilleurs 
nous l'avons vu au chapitre 
équations uniquement sur les 
pouvoir mettre ces techniques 
conditions nous devrons dans 
un premier temps choisir la formulation la mieux adaptée à 
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la fois au problème physique ainsi qu'à la méthode de résolution 
envisagée. 
Lorsque sont abordés des problèmes où interviennent 
des courants 
qu'au moyen 
de Foucault, les 
d'une équation 
phénomènes ne peuvent être 
vectorielle. La définition 
décrits 
d'une 
nouvelle méthode comme celle que nous allons exposer , fait surgir 
un certain nombre de problèmes particuliers à résoudre : définition 
de fonctions spéciales, singularités, intégrations. Aussi avons-
nous choisi de développer complètement le cas bidimensionnel 
(1 'éq ua ti on vectorie Ile se simplifiant en équation scalaire) 
en débouchant sur un programme de calcul. Nous donnons ensuite 
les fondements théoriques du développement en tridimensionnel, 
la complexité de la mise en oeuvre liée à ce seul aspect de 
trois dimensions pouvant faire 1 'objet 
à venir. 
I - Choix de la formulation - Equations 
de travaux de thèse 
'J 
En conclusion de notre premier chapitre nous avions 
constaté 
1 a p 1 us 
que la formulation 
adaptée pour la 
en potentiel vecteur électrique était 
description de systèmes électriques 
faisant apparaître des courants de Foucault. Cette remarque 
faite à partir d,une considération générale, tridimensionne lie 
des phénomènes physiques, doit être pondérée et éventuellement 
revue lorsque 1 'on simplifie le domaine d'étude en le ramenant 
à un domaine plan. 
l-A. Formulation tridimensionnelle 
L'équation générale en 
potentiel vecteur électrique est : 
~ ( 1 ~ ~) ~ ~ ~ Rot -;; Rot T + V A (/" T - Il gr ad !1 ) + 
milieu conducteur 
-ÔT 1"-
Ôt 
~ ÔD 
Il grad 
ôt 
sur le 
( 1) 
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et 
di v ( 11 gr-;;_d Q) = di v pT ( 2) 
Le développement de la méthode des Equations Intégrales 
de Frontière en magnétostatique avait nécessité un certain nombre 
d'hypothèses simplificatrices. Parmi celles-ci nous avions imposé 
de ne 
à-dire 
traiter que des matériaux 
que la perméabilité 11 
magnétiquement linéaires, c'est-
sera supposée constante. En 
outre nous ne nous intéresserons qu'aux problèmes stationnaires 
c'est-à-dire que la vitesse V sera nulle. Dans ces conditions 
l'équations (1) prend la forme 
~ ( 1 Rot -;; Rot T ) + f1 ( 3) 
Il peut alors être remarqué que sous ces hypothèses, 
grâce auxquelles prin ci pa lement le théorème de su perposi ti on 
peut être appliqué, le vecteur T représente le champ magnétique 
de réaction 
induits. 
d'induit, c'est-à-dire le chamo créé par les courants ~ .. 
Le potentiel Q est alors le potentiel magnétique d'excitation 
tel que : 
H est le 
ex 
de courants 
~ 
H 
ex 
- grad Q 
champ d'excitation 
induits ( a= 0). 
( 4) 
créé par la source en 1' absence 
Afin de ne pas alourdir le développement de notre méthode 
nous supposerons que notre domaine d'étude se borne à 2 milieux: 
un milieu conducteur, et un milieu isolant extérieur, de l'air 
par exemple, où se trouve la source d'excitation. Deux équations 
distinctes seront à prendre en compte 
- en milieu conducteur 
~ ( 1 Rot -;;: 
~ 
div 1" T = 0 
ôr 
Ôt 
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- 1" 
~ 
ÔH 
ex ( 5) 
ô t 
( 6) 
avec les conditions aux limites 
T 0 ( 7) 
sur la frontière avec le milieu isolant. 
- dans tout le domaine 
1 'éq ua ti on précédente permet de déterminer la réparti ti on 
du 
de 
potentiel vecteur électrique 
la connaissance du champ 
T dans tout 1 'espace à partir 
d'excitation. Pour le calcul de 
celui-ci une méthode numérique doit être mise en oeuvre sur 
tout le domaine d'étude en supposant la conductivité nulle 
mais en conservant la perméabilité réelle du milieu conducteur. 
Dans tout 1 'espace le champ H 
ex 
dérive d'un potentiel îl satis-
faisant à 1 'équation 
0 ( 8) 
avec les conditions d'interface classique entre deux milieux 
magnétiquement différents 
( 9) 
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Dans la suite de notre démarche nous allons supposer que ce 
problème de champ d'excitation est résolu. Les fondements théori-
ques de ce calcul sont contenus dans la thèse de B. ANCELLE 
3 1, et d'un point de vue pratique les logiciels PH12D et 
PH13D fournissent sans difficulté aucune ce résultat. 
l-B. Formulation bidimensionnelle 
La résolution d'un problème bidimensionnel découle 
de la possibilité de simplification qui s'offre à l'utilisateur. 
Cette simplification résulte de la constatation d'une invadance 
géométrique selon un direction et conséquemment de la distribution 
exclusivement planaire d'une grandeur physique. Dans les cas 
usuels où interviennent des courants de Foucault deux possibilités 
s'offrent : 
ou bien les courants d'excitation n'ont qu'une direction, 
normale au plan d'étude 
ou bien le champ d'excitation n'a qu'une direction, 
normale au plan d'étude. 
Dans le premier cas le potentiel vecteur magnéti.que 
et les courants induits seront également unidirectionnels et 
le vecteur induction aura 2 composantes dans le plan d'étude. 
Dans ce cas la formulation en potentiel vecteur magnétique 
permettra de simplifier 1 'équation générale en la transformant 
en une équation scalaire et devra donc être utilisée. 
Dans le second cas c'est le potentiel vecteur électrique 
qui sera unidirectionnel et les courants induits qui se développeront 
dans le plan d'étude. La formulation en potentiel vecteur électrique 
sera alors la mieux adaptée. 
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1-B-1. Equation en potentiel vecteur magnétique 
Cette équation est établie en reprenant 1 'équation (14) 
du chapitre 1. Avec les hypothèses annoncées plus haut, les 
courants d'excitation sont réputés se situer dans le milieu isolant. 
En conséquence nous pouvons écrire deux équations : 
en milieu conducteur 
L\ A -
z 
0 (10) 
en mi 1 ieu isolant 
(11) 
Ces deux équations sont liées par les conditions d'interface établies 
dans l'équation (35) du chapitre 1 : 
1 
1-' 2 
( : :z) 
2 
( 12) 
1 
les milieux 1 et 2 étant les milieux conducteur et isolant. 
l-B-2. Equation en potentiel vecteur électrique 
L'équation est identique à 1 'équation (5) exprimée en 
trois dimensions le potentiel vecteur T n'ayant qu'une composante 
selon l'axez. 
L\T 
z 
ÔH 
exz (13) 
ô t 
avec la condition 
T 
z 
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0 sur la limite 
De 1 a même manière la réuartition du champ 
connue. 
H 
exz 
Il - Formulation intégrale du problème bidimensionnel 
04) 
sera supposée 
Nous allons exposer notre méthode de résolution dans 
un oremier temps pour le problème bidimensionnel. En effet, 
bien que le principe soit identique au cas tridimensionnel, 
les expressions sont moins complexes rendant ainsi le développement 
plus clair. 
Nous avons établi que deux types de problèmes pouvaient 
intervenir en bidimensionnel. Afin de ne faire qu'un seul exnosé 
nous allons traiter une équation générale : 
llA-I'u 
z 
èJA 
z 
è!t 
( 15) 
en mi lieu conducteur, et 
(16) 
en mi 1 jeu extérieur. 
Dans ces conditions 1 'écJUation et la résolutio'l en potentiel 
vecteur 
équation. 
électrique constitueront un cas particulier de cette 
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II - A. Relation intégrale dans les milieux conducteurs 
La transformation de 1 'équation (15) en relation intégrale 
s'obtient directement par une des méthodes exposées au chapitre 
II. Nous avons ici choisi d'utiliser la méthode des distributions. 
L'opérateur D de l'équation (15) défini par : 
est appliqué à 
DŒl 
D ,1- p a 
0 
ô 
èlt 
la distribution A 
- Ht ( t ) H ( fO ) p J 
o r o s 
+ aH (lb) • A (r) ot(t ) 
r o o 
( 17) 
(18) 
où les fonctions H représentent les fonctions d 'Heaveside spatiale 
et temporelle telles que : 
H ( t ) 
r o 
1 1 si t > t 0 
/osit<to 
( 19) 
t représentant l'instant initial correspondant par exemple à la mise 
0 
sous tension du système. 
H (lb) 
r 
1 1 pour tout point appartenant à la région 
1 
( 20) 
0 pour tout point n'appartenant pas à la région 
et où ot(t
0
) représente la fonction de Dirac à l'instant t = t
0
• 
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La solution élémentaire de l'opérateur D est définie 
par 
D(e) = 8 t (0, 0) 
r, 
(21) 
ou 8 t (0, 0) 
r, 
or (0) m 8 t(O) est la distribution de Dirac en 
r = 0 et t = O. 
La convolution des deux membres de la relation ( 18) avec la 
solution élémentaire e conduit, comme nous 1 'avons exposé au 
chapitre Il à la relation intégrale : i t d-r sfl, G(P-Q, t-T) ~-'o Js (Q, T )dS 
0 
G(P-Q, t-t ) A (Q)dS -
0 0 
H(P-Q, t--r) A(Q,-r)dl 
d•l G(P-Q, t--r) 
dib 
dA dl 
dn 
(22) 
Les fonctions G et H sont les noyaux de cette relation intégrale 
associés respectivement à la fonction A et à la fonction 
noyaux sont : 
f'o e 4 
(t-T ) 
G(P-Q, t-T) 
4n(t-T) 
et 
2 
f'o u lrPQI 
- 4 ( t- T ) 
H(P-Q, t-T) f'o u rPQ.nQ e 
Sn(t-•)2 
dA 
dn 
. Ces 
(23) 
(24) 
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Les relations intégrales entre les grandeurs physiques 
CJA A et dn sont obtenues en faisant tendre dans la relation (22) 
le po1nt P vers la frontière ()R; du domaine. Les singularités 
apparaissant dans les noyaux seront éliminées en entourant 
le point où se situe la singularité par un disque et en faisant 
tendre le rayon de ce disque vers O. 11 apparaît alors que 
toutes les limites des intégrales sont finies et 1 'expression 
générale sera : 
cA(P,t) G(P-Q, t-T) 11- J (Q, T)dS 
0 s 
G(P-Q, t-t ) A(Q,t)dS 
0 
1 t- T ) • - CJA(Q,T) 
CJn 
- ft dT[ H(P-Q, t-T ) . A(Q, T ) dl Jt J(JIV 
0 
(25) 
dl 
le coefficient c représentant classiquement la fraction à 2 n de 
1 'angle découpé par le disque sur la frontière. 
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II- B. Résolution de l'équation intégrale 
L'équation intégrale (25) fait intervenir des intégrales 
de surface et des intégrales de frontière. Cependant nous pouvons 
la qualifier d'équation intégrale de frontière puisque les intégrales 
de surface ne font intervenir que des termes "sources", indépen-
dants des grandeurs inconnues. 
Afin de résoudre cette équation deux discrétisations 
distinctes doivent être effectuées, l'une dans le temps 1' autre 
dans 1 'espace. 
11-B-1. Discrétisation dans le temps 
L'équation (25) peut être écrite à l'instant t 1 n+ 
-- rtt n+ 1 dTsf/; 
c A(P,tn+1 ) J G(P-Q, tn+CT ) fL Js(Q, T )dS 
0 
+ 
1 G ( p -Q t - T ) ô A ( Q' T ) d 1 
1" ' n+1 Ô n 
H ( P-Q, t 1 - T ) 0 A ( Q, T ) dl 
n+ 
(26) 
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Dans la seconde intégrale de surface apparait le terme 
A(Q, t ) correspondant aux conditions initiales sur le potentiel 
0 
vecteur A. Nous pouvons choisir comme conditions initiales 1 'instant 
précédent 1 'enclenchement, c'est-à-dire 
VQ (27) 
La seconde intégrale de surface est alors identiquement nulle. 
La discrétisation dans le temps s'effectuera d'une manière 
très classique en supposant toutes les grandeurs électromagnétiques 
constantes dans chaque pas de temps, c'est-à-dire 
L'équation 
en considérant 
une succession d'états d'équilibre. ( 26) pourra 
alors être réécrite 
èlA(Q,t 
1
) 
----: __ n_+_ dS 
èln 
r tn+1 
Jt H(P-Q, t 1 -T) dT n+ 
n 
S 
1
n+1 
G(P-Q, 
t 
t 1 -T)dT n+ 
n 
G ( P-Q' t 1 - T ) dT 
n+ 
(28) 
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lin certain nombre d'intégrales doit être évalué 
1 
n+l, l 
1 
n+1,1 = 
4n(t 1- T n+ 
e 
(29) 
(30) 
cette intégrale peut être évaluée en effectuant le changement 
de variable : 
u 
soit 
I 
n+1, l 
avec 
œ n+1' 1+1 
4(t 
1
-T 
n+ 
Œ 
n+1,1+1 
Il f - --4" 
0 n+1,1 
(31) 
1 -u du e (32) 
u 
(33) 
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L'intégrale (32) est une intégrale exponentielle d'ordre 1 
1 
n+l, 1 -- E (œ ) - F (a ) Il [ ] 4 7T 1 n+l, 1 ~1' n+l, l+l (34) 
E1 étant la fonction intégrale elliptique d'ordre 1 accessible 
par un développement en série et qui se trouve tabulée dans 
de nombreux ouvrages. 
l1 nous faut également évaluer 
S
tl+l 
H(P-Q, tn+l - T) dT 
tl 
e 
(35) 
dr (36) 
cette intégrale est calculée à 1 'aide du même changement de 
variable. 
u 
J n+ 1, 1 =i 
4(t 1 -T) n+ 
"n+l, 1+1 
n+l, l 
~ 
rPQ 
2n 
~ 
nQ 
-u du (37) e 
1 rPQI 2 
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" et a ayant la même signification que celle définie n+1, l n+1, 1+1 
en ( 33) . 
- e - (} n+1,1+1 J (38) 
L'équation intégrale sur le potentiel vecteur sera, àl 'instant t 
1 n+ 
A ( Q, t 1 ) • J 1 dl n+ n+ , n 
l dl 
n+l,n = 
(39) 
J ( Q' tl 1 ) l 1 1 dS s + n+ , 
l 1 1 dl 
n+ ' 
Nous a von s bien 1 à une équation intégra le de frontière puisque 
seules doivent être calculées les grandeurs sur la frontière 
du domaine. Les coefficients du 
e 
premier membre 
2 
11 a 1 r PQ 1 
4 j t 1 n+ 
sont : 
(40) 
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( 2 ) l Il El ~-'o a 1 rPQI (41) n+l, n 4n 4 Lit 
n+l 
où Lit 
n+l t n+l - t n 
Si 1 'on choisit un pas de temps constant LIt ces coefficients 
sont indépendants du temps. Ceci est d'un grand intérêt car 
il accélère le processus de calcul, n'obligeant plus la génération 
des matrices de résolution à chaque pas de temps comme nous 
le verrons plus loin. 
ll-B-2. Di.scrétisation dans 1 'espace 
Afin de pouvoir résoudre 1 'équation (39) nous devons 
la discrétiser dans le but de lui donner une solution numérique 
approchée. Afin de ne pas alourdir notre exposé nous allons 
supposer que nous sommes en présence d'un système dans lequel 
les courants d'excitation se trouvent en dehors du milieu conduc-
teur dans lequel se développent les courants de Foucault. Physique-
ment cela revient à supposer que l'inducteur se trouvant à 
l'extérieur de la pièce est constitué d'enroulements suffisamment 
fins pour que les courants de Foucault ne puissent s'y développer. 
Cette hypothèse entrai ne que toutes les intégrales de 1 'équation 
(39) sont des intégrales de frontière. 
Au chapitre Il nous avons vu quels types d'interpolation 
nous utilisions. Nous ne reviendrons pas sur ce point. Nous 
allons expliciter cependant la discrétisation des équations intégrales 
à partir de la définition de cette interpolation. Rappelons simple-
ment que nous utilisons les mêmes fonctions polynomiales pour 
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interpoler les grandeurs géométriques et les grandeurs physiques: 
p 
i 1' 2 2D 
xi 
en 
x. ~ L: ~i (42) 1 1 i 1' 2, 3 3D i~1 en 
p 
A ~ L: ~ i Ai (43) 
j=l 
En chaque noeud du maillage nous pouvons exprimer le potentiel 
Ai répondant aux condition~ imposées par l'équation (39) 
cAi(tn+l) + ~ [f~~k · Ak (tn+1).Jn+1,n'dl 
e 
+ I::L ~k. 
k 
l 1 . dl J n+ ,n 
e 
*:; ~ (S~ok AkU,,11J"''·' "' 
e 
+ s ~~k 
e 
(44) 
En utilisant les propriétés d, associati_vité des sommations cette 
relation peut aussi être décrite : 
+ 
+ 
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A (t 1 l + J n+ I:I: f /)k.J 1 dl J_... n+ ,n 
e k 
e 
oAk(tn+1) 
s f3 k . I 1 . dl J = On n+ ,n 
e 
n-1 
I: I: I: [ Ak(tl+1) s f3k • Jn+1,l ·dl 1-1 e k 
e 
In+l, l . dl J 
e 
(45) 
Les expressions sous les signes d'intégration ne font 
plus intervenir que des grandeurs géométriques. Si nous choisissons 
pour évaluer ces intégrales une méthode de quadrature de Gauss 
nous devons pouvoir exprimer les fonctions à intégrer pour 
chaque point d'intégration. Les polynomes f3k sont connus 
et leur valeur en tout point est aisément accessible. Les fonctions 
I 
n+1, l et Jn+l, l doivent donc être développées. 
Soit 
le point où se fait Je calcul (indicé j) 
le point courant d'intégration 
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le vecteur r PQ a pour composantes 
x - x 
y - y 
Les grandeurs géométriques étant approximées par des polynomes 
(46) 
Q (47) 
I: 
1 
! x-X y-Y (48) I: 
i 
la tangente à 1 'élément au point Q est définie par le vecteur t 
dX I: d ~ i X. 
du du 1 l 
~ 
t (49) 
dY I: d ~ i y 
du du 1 
la variable u étant la variable des polynomes ~ï La normale n à 
1 'élément au point considéré a pour composantes 
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dY ci: d /> i y 
du du 1 l 
~ (50) n 
dX 
_, 2: d /> i x 
du i du 1 
où c définit le sens de 1 'orientation de la normale. 
Les éléments dont nous a von s besoin pour évaluer les 
intégrales I 
n+l, 1 
= 
en notant que 
I 
n+l, 1· 
et J sont 
n+l, 1 
2 
l"u\rPQ\ 
4(tn+l - tl) 
(51) 
la tabulation de E1 permettra d'obtenir la valeur de In+l,l" 
~ ~ Lf3.(x-X.) 2: 
d/)j y 
- L /).(y.-Y.) 2: 
d Bi 
X. 
rPQ .nQ . 1 1 1 J . 1 1 1 J l J du l j du 
= 
2 [ 2: {> (x. - X ) J 2 [2:/).(y. -Y)J2 lrPQI + 
. 1 l 1 . 1 1 l 
l l 
(52) 
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avec 
1 
- "'n+l,l+l] 
- e 
2n 
Notons enfin que pour le calcul des coefficients 
l et J ceux-ci peuvent être écrits : 
n+l, 1 n+l,n 
l 
n+l,n 4 n 
El ( œ 1 ) n+ ,n 
e 
-œ 
n+l,n 
(53) 
(54) 
L'équation intégrale est entièrement discrétisée. Elle 
fournit une relation en chaque point du maillage de la frontière 
du milieu conducteur entre le potentiel vecteur magnétique et 
sa dérivée normale. l1 y a donc deux fois plus d'inconnues 
que 
Le 
d'équations. 
complément des équations sera fourni par la prise en compte 
de la région extérieure à frontière commune avec le milieu 
conducteur. 
li - C. RésolutioP en région extérieure 
La région extérieure est par définition constituée de 
matériau non conducteur, en général de 1' air et de matériaux 
conducteurs pour les courants d'excitation J mais non conducteurs 
s 
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pour les courants de Foucault. L'équation sur le potentiel vecteur 
dans cette région est 1 'équation ( 10) : 
Il s'agit là d'une équation de Poisson scalaire dont la résolution 
a été exposée au chapitre Il. L'équation intégrale correspondant 
s'écrit 
~ 
= s~ ~ ds +i (A~~ G dA) cA l' Js G dl (55) dn diV 
où la fonction G vaut 
G(P,Q) 1 pour 1 'espace à 3 dimensions (56) 
4 n rPQ 
G(P,Q) 1 Log rPQ pour 1 'espace à 2 dimensions (57) 
2 n 
L'équation (55) fournira le complément d'équations nécessaire 
au niveau de la frontière. 
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Ill - Résultats 
La formulation intégrale du problème bidimensionnel a été ap-
pliquée à l'étude de problèmes de courants de Foucault dans 
le cadre d'un logiciel A2D. La réalisation de ce logiciel nous 
a permis d'aborder la plupart des difficultés qui surgissent 
dans ce genre de problèmes. Nous avons ainsi résolu les problèmes 
purement numériques tels que les intégrations, les calculs et 
les intégrations de fonctions telles que les intégrales exponentielles. 
Le programme A2D a ensuite été testé dans un certain nombre 
de cas spécifiques. 
Les 
possibilité 
résultats obtenus sont encourageants quant à la 
d'utiliser un tel programme dans les applications 
très spécifiques 
en 3D de notre 
et nous ont amené à envisager le développement 
méthode. Cependant la résolution tridimensionnelle 
fait apparaître des difficultés supplémentaires liées d'une part 
à la présence d'une grandeur inconnue vectorielle, d'autre 
part à 1 a génération de systèmes à résoudre de taille importante. 
La réalisation pratique d'un logiciel A3D devra à notre avis 
faire 1 'objet d'une étude spécifique à partir du développement 
théorique que nous allons exposer maintenant. 
IV - Formulation intégrale du problème tridimensionnel 
Dans ce cas 1 'équation a une forme unique puisque seule 
la formulation en ?Otentiel vecteur électrique présente un intérêt. 
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Rappelons l'équation : 
~ ( 1 Rot -;; 1-' dt 
-èlT èlH ex (58) 
èlt 
Hex étant réputé connu et 
T 0 sur la limite du milieu conducteur (59) 
La même technique de transformation que pour 
sionne l sera utilisée. Elle permet, compte 
aux limites imposées, d'écrire 1 'équation (58) 
~ 
c T(P,t) 
dT[ G(P-Q, t-T) 
JaR 
le problème bidimen-
tenu des conditions 
sous forme intégrale : 
èlH 
dt 
l 
1-' 
ex dV 
(60) 
~ 
è) T ( Q, T) dS 
dn 
si l'on choisit un instant initial t
0 
tel que T(Q,t
0
) = 0 dans 
tout le volume conducteur. La fonction G est le noyau de cette 
relation intégrale et vaut : 
G(P-Q, t-T ) = 
Si 1 'on écrit 1 'équation 
la frontière èl R du milieu 
(60) pour 
conducteur 
e 
un 
(61) 
point p appartenant à 
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lt 
dTJR G(P-Q, 
~ 
t-T) fi dHex dV 
dt 
0 
(62) 
lt 
~ 
dTS G(P-Q,t-T) -1 dT(Q,T) dS 0 + = 
fi dn 
0 dR 
Cette équation est une équation intégrale de frontière 
entrainant une résolution uniquement sur la frontière. La connais-
sance de la répartition de dT 
dn 
sur la frontière permet de déter-
miner par la relation (60) le potentiel T en tout point intérieur. 
IV - A. Discrétisation dans le temps 
La discrétisation dans le temps est effectuée de manière 
analogue au cas bidimensionnel c'est-à-dire que les grandeurs 
physiques seront supposées constantes sur chaque pas de temps. 
Ceci conduit à la forme discrétisée de 1 'équation (62) : 
~ 
d T(Q, tn+1) 
dn 
dS G(P-Q, t 1 -T) dT 
n+ 
(63) 
L'intégra le 
I 
n+1, 1 
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S 
tl+1 
G(P-Q, tn+1 -T) dT 
tl 
a la forme d'une fonction d'erreur du type 
Îox 2 erf (x) ~ Jr e-u du 
(64) 
fonction ta bulée ou approxima b 1 e par un développement en série 
I l' [ erf( ~n+ 1 , 1 + 1 ) - erf( ~n+l,l] n+1, 1 47f (65) 
et I l' [1 erf( ~ 1 ) J n+l, n ~ 471: . n+ ,n (66) 
avec 
2 
~n+1, 1 ~ 
lrPQI 
4(tn+1 - tl) 
(67) 
L'équation intégrale sur le vecteur T prend alors la 
forme suivante : 
iR; ÔT(Q,tn+1 ) 1 dS èln n+l, n 
~i -ÔH ex (Q, tl+1) l' 1 n+1, 1 dV (68) èl t 
~f,R -1 ÔT(Q,t1+1 ) I dS + n+1, 1 l' èln 
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IV - B. Discrétisation dans l'espace 
Nous avons, au paragraphe précédent, exposé la technique 
de discrétisation dans l'espace pour la solution bidimensionnelle. 
Le principe, pour le calcul des intégrales de frontière, reste 
le même. La discrétisation correspond à un découpage par éléments 
finis. Nous verrons plus loin le calcul de 1 'intégrale de volume. 
Dans un premier temps les intégrales de frontière doivent être 
calculées. Pour cela (relations (42) et (43)) les mêmes fonctions 
polynomiales serviront à interpoler les grandeurs géométriques 
et les grandeurs physiques 
p 
X. I: yj xl l l i ~ 1' 2, 3 (69) 
j=l 
p 
A I: (70) 
j=l 
L'équation (68) ainsi discrétisée : 
I: I: 1 dTk(tn+1 l I yk I dS n+l ,n ~ e k 11 d n 
dH (Q,t1 1 l ex + I dV -
n+1, 1 
n-1 
I:I:I: 
dt 1=1 e k 
Définis de la même manière qu'en bidimensionnel les grandeurs {'> 1 1 n+ ' 
se discrétisent sous la forme : 
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~n+l, 1 I Y.(x -X~ 2+[I y.(y.-Y.~ 2+[Ir.(z.-z.J 2 . 1 1 1 . 1 l 1 . 1: l 1 
1 1 1 
L'équation ainsi discrétisée est résolue sous forme matricielle 
pourvu que l'intégrale des termes sources puisse être connue. 
IV - C. Calcul de l'intégrale des termes "source" 
L'intégrale des termes "sources~~ 
l 
èlt 
n+l, 1 dV ou dS 
doit être ca \culée lorsque 1 'on utilise 1 a formulation T. Q • Cette in-
tégrale est une intégrale de surface en bidimensionnel et de 
volume en tridimensionnel. Son existence dans 1' équation semble 
nous faire perdre 1' avantage de 
de frontière en imposant 
la technique 
de traiter 
des équations 
l'ensemble du intégrales 
domaine. Cependant ceci n'est nécessaire que pour effectuer 
des intégrations et non une résolution. 
L'intégrale de volume peut être calculée par exemple 
en découpant le volume conducteur en tétraèdres élémentaires 
là où les intégrations peuvent être effectuées aisément 
S fdV Tétraèdre v[-1 L 40 f + 9 "'f J s 40L.. gf (73) 
f valeurs de la fonction au sommet du tétraèdre 
s 
(72) 
faf valeurs de la fonction aux centres de gravité des faces du tétraèdre. 
0 
- 100 -
La précision et par conséquent le soin à apporter au 
découpage sont moin,dres que lorsque 1 'on doit faire une résolution. 
Les volumes habituellement rencontrés en électrotechnique seront 
alors aisèment découpés en tétraèdres élémentaires. 
V - Conclusion 
a été 
ainsi 
La méthode de résolution 
testée dans plusieurs cas 
que ses limites ont pu être 
que nous venons d'exposer 
spécifiques. Ses possibilités 
ainsi évaluées. Il est possible 
d'affirmer qu'en aucun cas elle ne supplantera d'autres techniques 
existantes, mais qu'elle trouvera avec ces méthodes une complé-
mentarité dans des cas particuliers comme par exemple l'étude 
des phénomènes transitoires. 
En outre 1' équation résolue est une équation d'évolution 
ce qui ouvre le champ d'a ppl ica tion de notre méthode à d'autres 
problèmes que ceux de magnétodynamique les problèmes thermiques 
très importants en électrotechnique, peuvent être également 
résolus par notre programme. C'est pourquoi il nous semble 
important que l'étude soit poursuivie sur un plan pratique 
par la réalisation du logiciel A3D. 
C 0 N C L U S 1 0 N 
Les phénomènes de courants de Foucault interviennent 
dans la majorité des dispositifs électromécaniques. Dans certains 
cas i1s agissent comme des éléments moteurs, dans d'autres 
ce sont des éléments parasites. Leur parfaite connaissance 
est donc nécessaire pour dimensionner un convertisseur. 
Dans un premier temps nous avons fait une synthèse 
des différentes formula tians possibles pour décrire ces phénomènes. 
Notre but n'était pas de dégager une formulation "miracle" 
mais plutôt de fournir toutes les informations nécessaires au 
choix de la formulation la 
A ce titre la formulation 
mieux adaptée au problème à résoudre. 
T.D (ou R.o/ semble être la mieux 
de magnétodynamique en milieux adaptée les pour 
puisqu'elle 
problèmes 
1 inéaires permet de défi.n ir des conditi.ons aux limites 
sur 1 a frontière des mi 1 ieux conducteurs. 
L'association de cette formulation à une méthode de 
résolution par une méthode d'équations intégrales de frontière 
semble alors parfaitement adaptée du fait même de la présence 
de ces conditions aux limites sur la frontière. C'est pourquoi 
nous avons approfondi cette 
A2D a permis de vérifier 
de définir les performances 
origina 1e. 
L'introduction d'un 
courants de Foucault dans 
charge lourde en frais de 
technique. La réalisation du logiciel 
la validité de cette association et 
et les li.mites de notre formulation 
programme de 
un logiciel de 
ca leu!. Aussi 
détermina tian 
CAO représente 
es t-i 1 judicieux 
des 
une 
de 
partir de bases déjà affinées. Notre méthode de ca leu l à fréquence 
très élevée permet à un faible coût de définir un avant-projet 
qui ne soit pas trop éloigné de la solution définitive. 
Dans 1 'état actuel du développement de la CAO les outils 
que nous avons conçus se doivent d'être intégrés dans un logiciel 
de CAO. Nous veillerons à ce que ceci soit réalisé, mais quoiqu'il 
en soit nous pensons avoir contribué utilement à améliorer 
les méthodes de conception des convertisseurs électromécaniques. 
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ANNEXE 
GENERATION DES FONCTIONS ORTHONORMEES 
Il existe un grand nombre de méthodes permettant d'obtenir 
une base de fonctions orthogonales. Nous allons exposer ici une méthode 
qui permet d'obtenir une base de fonctions orthonormées dont les dérivées 
forment également une base de fonctions orthogonales. Cette méthode 
présente 1 'avantage de déterminer en une seule fois de telles fonctions 
et 1 a norme des dérivées tout en nécessitant des données extrêmement 
simples. 
Soit hk (z), k variant de 1 à N un ensemble de fonctions linéairement 
indépendantes décrivant 1 'espace couvert par les fonctions 
est possible d'écrire : 
a .. h. 
l J J 
a .. h,. 
l J J 
les coefficients a .. devant être déterminés. 
1] 
f. 
l 
Il 
( 1 ) 
( 2) 
L, ~xpression de 1 'orthonormalité des fonctions f. 
1 
et de 1 'orthogona-
lité de leurs dérivées se fait de la manière suivante 
f. fdz I: I: a s h h dz a. 8 i j l J 1m rn n Jn 
rn n 
( 3) 
f: f: dz I: I: S h'h'dz 2 8 ij a. a. ~ u. 1 J ]ffi mn Jn 1 
m n 
( 4) 
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ces relations sont susceptibles d'une écriture matricielle 
AT . H . A l ( 5) 
AT Hl. A = u ( 6) 
où A est la matrice des coefficients a .. 
1] 
H est la matrice des coefficients [h h dz 
. m n 
H est la matrice des coefficients Jh' h' dz 1 2 m n 
u est la matrice diagonale (- u. ) 
1 
I est la ma triee unité 
H A A-T ( 7) 
Hl A A-T u ( 8) 
Soit 
Hl . A H . A u ( 9) 
Il s'agit d'un problème aux valeurs propres, peut-être pl us 
facilement reconnaissable en ne considérant qu'une colonne A i de 
la matrice A : 
H • A. 
1 
Il est intéressant de noter que H et H 
(10) 
sont des ma triees symétri-
ques ce qui entraine que les valeurs propres sont toutes réelles et 
les vecteurs propres orthogonaux au sens requis. 
Il est utile 
polynomiales. Par 
- A3-
de choisir ,comme base 
exemple choisissons des 
de fonctions h. des fonctions 
l 
fonctions continues, à dérivées 
première et seconde continues, et imposons à la fonction et à sa dérivée 
première de s'annuler aux extrêmités du mailage. Enfin imposons 
Les 
dont 
fonctions h i 
les valeurs 
seront des 
aux noeuds 
(11) 
fonctions d'interpolation spline cubiques 
du mai11age sur z seront déterminées 
par avance puisque égales à 8ik" 
Dans 
s'écrire : 
où 
et 
h. ( z) 
l 
u 
L'évaluation 
le 
des 
intervalle du maillage la fonction 
intégra les des produits h. h. et 
l J h' i h' 
1 'a ide de ces po 1 ynômes. 
h.(u) h.(u) du 
1 J 
h . ( z) 
l 
peut 
(12) 
(13) 
(14) 
(15) 
se fait à 
(16) 
qui peut s'écrire 
avec 
et 
G 
Symétrique 
T 
et C ki 
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T 
c ki . G . cki . .1 k ( 17) 
S 1g (u)Q (1-u)du '--r ov 0 -i 12 (u)oD(l-u)du .... "?r .:::> 0 
So
l 2 
g r(l-u)du 
( 19) 
Les intégrales des produits des dérivées se font de la même 
manière. La différenciation de (12) donne 
(20) 
18 
- A5 -
Notons pour conclure que le volume de calcul est fortement réduit 
du fait de la présence de nombreux hi (zk) nuls. 
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