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This dissertation contains two parts.  The part I is on the theory of adhesion 
and friction behaviors of dry adhesives.  Many synthetic bio-inspired adhesives consist 
of an array of micro-fibrils attached to an elastic backing layer, resulting in a tough 
and compliant structure.  In this part, we first present a three dimensional (3D) model 
for adhesion enhancement that occurs due to trapping of the interfacial crack in the 
region between fibrils.    Energy release to the crack tip is attenuated because it has to 
go through the compliant terminal film between fibrils.    Using perturbation theory 
and a finite element method (FEM) we solve for the shape of crack front.    Our model 
also allows us to study how adhesion enhancement depends on the arrangement of 
fibrils.       Then, we examine the nonlinear deformation of a single fibril subjected to a 
combination of shear and normal loads.   An exact closed-form solution is obtained 
using elliptic functions.  The prediction of our model compares well with the results of 
an indentation experiment.   Finally, we model the response of a film-terminated 
micro-fibril array subjected to shear through contact with a rigid cylindrical indenter.    
The model matches the experimentally measured shear-force response.  
The second part is on van der Waals interactions.  Van der Waals (vdW) forces 
are forces between neutral atoms or molecules and are present in all materials.    
Lifshitz theory of van der Waals interactions is reviewed in the first chapter of this 
part.   It is often assumed that Lifshitz’s theory is equivalent to the surface mode 
method proposed by van Kampen et al.    A revisit of van der Waals force between 
two parallel plates shows that certain procedures in the surface mode method are 
inconsistent with Lifshitz’s theory.    Finally, numerical techniques (boundary element 
method and finite element analysis) to compute vdW forces are formulated.    In 
principle, these numerical approaches can be used to evaluate the van der Waals force 
between dielectric solids with arbitrary shapes.    
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Part I:  Theory on Adhesion and Friction of Fry Adhesives 
 
Chapter 0    
Introduction 
Many small animals and insects use tiny fibrils on their feet to make contact 
and to adhere to surfaces.    This fact has motivated many researchers to fabricate 
micro-fibril arrays [1–19] and to study their adhesion and friction behavior [20–36].     
Many of these arrays have enhanced adhesion compared to flat control samples [12, 
13, 17].    Both indentation and fracture experiments have shown that adhesion 
enhancement was caused by a crack trapping mechanism [12, 13, 17].  Experiments 
also showed that hexagonal arrays with the same fibril geometry and area density of 
fibrils have higher adhesion than square arrays.  This means that the patterning of 
fibrils affects adhesion. A 3-dimmensional crack trapping model has been developed 
to understand these two issues.  Details are given in chapter 1.    
Of equal importance is how these fibrillar surfaces respond to a combination of 
normal and shear loads.  For example, experiments on Gecko setae have demonstrated 
that the maximum shear force it can support is about 6 times greater that the normal 
pull-off force [23, 24], and direct measurements of how various species adhere to 
surfaces are conducted under shear [37].  However, these observations are often 
interpreted using theories based on normal contact of surfaces.  Therefore, there is a 
need to develop contact and adhesion models that take account of shear.   In order to 
develop a quantitative understanding of the load-bearing capacity of a fibrillar array 
under combined normal and shear loads, we study the nonlinear deformation of 
individual micro-fibrils.  This can be found in Chapter 2.   
2 
Another important issue is the frictional behavior of a micro-fibril array.   In 
the past few years, there have been several experimental studies on the frictional 
behavior of micro-fibril arrays against a flat substrate [8, 17, 36, 38].  The fibril arrays 
fabricated by Majidi et al [8] and Ge et al [38] consists of very stiff fibrils, whereas 
those fabricated by Guduru [39] and Shen et al [17, 36] are made of 
poly(dimethlysiloxane) (PDMS), a soft elastomer with shear modulus on the order 1 
MPa.    Despite the large differences in modulus, what emerges from these 
experiments is that the static friction of these arrays is much higher than that exhibited 
by flat unstructured controls made of the same material.   The friction test on the film-
terminated fibril arrays [36] also showed that the contact area does not change much 
with increasing shear.  A model for static friction in a film-terminated micro-fibril 
array is given in chapter 3.   The model accurately matches the experimentally 
measured shear-force response.  With the use of an independently measured critical 
energy release rate for unstable release of the contact, the model shows how this 
architecture achieves a strong enhancement in static friction.  
3 
REFERENCES 
1  M. Sitti and R. S. Fearing, J. Adhes. Sci. Technol. 17, 1055 (2003). 
2  N. J. Glassmaker, A. Jagota, C.-Y. Hui, and J. Kim, J. R. Soc. Interface 1, 22 
(2004). 
3  C.-Y. Hui, N. J. Glassmaker, T. Tang, and A. Jagota, J. R. Soc. Interface 1, 35 
(2004). 
4  A. Peressadko and S. N. Gorb, J. Adhes. 80, 247 (2004). 
5  B. Yurdumakan, N. R. Raravikar, P. M. Ajayan, and A. Dhinojwala, Chem. 
Commun. 30, 3799 (2005). 
6  S. Gorb, M. Varenberg, A. Peressadko, and J. Tuma, J. R. Soc. Interface 4, 271 
(2006). 
7  S. Kim and M. Sitti, Appl. Phys. Lett. 89, 261911 (2006). 
8  C. Majidi, R. E. Groff, Y. Maeno, B. Schubert, S. Baek, B. Bush, R. Maboudian, 
N. Gravish, M. Wilkinson, K. Autumn, and R. S. Fearing, Phys. Rev. Lett. 97, 
076103 (2006). 
9  B. Aksak, M. Murphy, and M. Sitti, Langmuir 23, 3322 (2007). 
10  B. Bhushan and R. A. Sayer, Microsystem Technologies 13, 71 (2007). 
11  C. Greiner, A. D. Campo, and E. Arzt, Langmuir 23, 3495 (2007). 
12  W. L. Noderer, L. Shen, S. Vajpayee, N. J. Glassmaker, A. Jagota, and C.-Y. Hui, 
Proc. R. Soc. A 463, 2631 (2007). 
13  N. J. Glassmaker, A. Jagota, C.-Y. Hui, W. L. Noderer, and M. K. Chaudhury, 
Proc. Natl Acad. Sci. USA 104, 10786 (2007). 
14  M. P. Murphy, B. Aksak, and M. Sitti, J. Adhesion Sci. Technol. 21, 1281 
(2007).  
4 
15  B. Schubert, C. Majidi, R. E. Groff, S. Baek, B. Bush, R. Maboudian, and R.S. 
Fearing, J. Adhes. Sci. Technol. 21, 1297 (2007). 
16  M. Varenberg and S. Gorb, J. R. Soc. Interface 4, 721 (2007). 
17  L. Shen, A. Jagota, C.-Y. Hui, and N.J. Glassmaker, Proc. Annual Meeting of the 
Adhesion (2007). 
18  L. Shen, N.J. Glassmaker, A. Jagota, and C.-Y. Hui, Soft Matter 4, 618 (2008). 
19  H. Yao, G. D. Rocca, P.R. Guduru, and H. Gao, R. Soc. Interface 5, 723 (2008).   
20  B. N. J. Persson and S. Gorb, J. Chem. Phys. 119, 11437 (2003). 
21  H. J. Gao and H. M. Yao, Proc. Natl Acad. Sci. USA 101, 7851 (2004). 
22  H. Gao, X. Wang, H. Yao, S. Gorb, and E. Arzt, Mech. Mater. 37, 275 (2005). 
23  K. Autumn, S. T. Hsieh, D. M. Dudek, J. Chen, C. Chitaphan, and R. J. Full, J. 
Exp. Biol. 209, 260 (2006). 
24  K. Autumn, A. Dittmore, D. Santos, M. Spenko, and M. Cutkosky, J. Exp. Biol. 
209, 3569 (2006). 
25  Y. Tian, N. Pesika, H. Zeng, K. Rosenberg, B. Zhao, P. McGuiggan, K.Autumn, 
and  J. Israelachvili, Proc. Natl Acad. Sci. USA 103, 19320 (2006). 
26  H. Yao and H. Gao, J. Mech. Phys. Solids. 54, 1120 (2006). 
27  N. J. Glassmaker, A. Jagota, and C.-Y. Hui, Acta Biomater. 1, 367 (2005). 
28  N. J. Glassmaker, A. Jagota, C.-Y. Hui, and M. K. Chaudhury, Proc. Annual 
Meeting of the Adhesion, 93 (2006). 
29  T. W. Kim and B. Bhushan, J. R. Soc. Interface 5, 319 (2007). 
30  A. M. Peattie and R. J. Full, Proc. Natl Acad. Sci. USA 104, 18595 (2007). 
31  A. M. Peattie, C. Majidi, A. Corder, and R. J. Full, J. R. Soc. Interface 4, 1071 
(2007). 
32  B. Zhao, N. Pesika, K. Rosenberg, Y. Tian, H. Zeng, P. McGuiggan, K. Autumn, 
and J. Israelachvili, Langmuir 24 (4), 1517 (2007).  
5 
33  N. Gravish, M. Wilkinson, and K. Autumn, J. R. Soc. Interface 5, 339 (2008). 
34  J. Liu, C-Y. Hui, L. Shen, and A. Jagota, J. R. Soc. Interface 5 (26), 1087 (2008). 
35  B. Chen, P. D. Wu, H. Gao, Proc. R. Soc. A 464, 1639 (2008). 
36  L. Shen, N.J. Glassmaker, A. Jagota, and C.-Y. Hui, Langmuir 25 (5), 2772 
(2009). 
37  Irschick, D.J., Austin, C.C., Petren, K., Fisher, R., Losos, J.B., and Ellers, O. 
1996. Biol. J. Linn. Soc. 59, 21-35. 
38  L.Ge, S.Sethi, L.Ci, P. M.Ajayan, and A. Dhinojwala, Proc. Natl. Acad. Sci. 
USA 104, 26, 10792-10795 (2007). 
39  P.R. Guduru and C.Bull. J. Mech. Phys. Solid 55, 473-488, 2007.  
6 
Chapter 1    
Effect of Fibril Arrangement on Crack Trapping In a Film-
Terminated Fibrillar Interface
* 
Abstract 
We present a three dimensional (3D) model for adhesion enhancement due to crack 
trapping in a film-terminated fibrillar structure.  Adhesion enhancement occurs due to 
trapping of the interfacial crack in the region between fibrils.  Energy release to the 
crack tip is attenuated because, between fibrils, it has to pass through the compliant 
terminal film.    Using perturbation theory and a finite element method (FEM) we 
solve for the shape of crack front, which is unknown.    Our model thus also allows us 
to study how adhesion enhancement depends on the arrangement of fibrils.    For 
example, our model explains why, for a fixed area density of fibrils and for similar 
crack orientations, hexagonal arrays have higher adhesion than square arrays.  
Keywords  Adhesion enhancement, fibrillar structure, adhesive, crack trapping, work 
of adhesion 
1.1  Introduction 
  The challenge of making an adhesive that mimics the Gecko’s ability to stick 
reversibly to different surfaces has prompted many researchers to fabricate different 
fibrillar interfaces consisting of micro-fibril arrays and study the their contact 
mechanics and adhesion. 
1-26  Many of these arrays have enhanced adhesion compared 
to flat control samples. 
3-6, 13-15, 22-25,27    For example, Sitti et al,
1 Glassmaker et al,
3 
                                                 
* Submitted to Journal of Polymer Science B  
7 
Peressadko and Gorb,
5 and Chan et al 
28 have fabricated single level structures which 
have been shown to enhance adhesion per unit contact area.    However these 
structures generally can not achieve theoretically predicted enhancement in both 
strength and toughness due to the loss of contact area, lateral collapse and buckling of 
fibrils.
3,4   Later, fibrillar structures with ‘mushroom’ ends were fabricated and have 
been shown to enhance adhesion significantly.
7,8,10,12   Hierarchical structures have 
also been made by several groups.
24, 28-31 These hierarchical structures help to make 
intimate surface contact, thus enhancing adhesion.  In addition, the hierarchical 
structures have been shown to provide a fast and effective release mechanism.
32  
     
Figure 1.1  An SEM image of a thin-film-terminated fibril array. Fibrils with a square 
cross-section 10 μm in width and about 30 μm in length are arranged in a square 
pattern. The nearest-neighbor distance between fibrils in this case is about 65μm. The 
terminal film is about 4 μm in thickness. 
Terminal film
Backing layer 
Fibrils  
8 
 
  
Figure 1. 2  (a)  A schematic drawing of the indentation test.  (b) Top view of an 
interface crack front which is located between two rows of fibrils.  The shaded area is 
the cracked region; the un-shaded area is the adhered region. The crack is propagating 
in the direction indicated by dashed arrow. (c)  An optical micrograph of the 
undulating crack front in a sample with square pattern.  (Fibrils are 10x10 microns and 
minimum separation between adjacent fibrils is 65 microns.) 
 
 
  
9 
Unlike the fibril arrays with separated tips, Glassmaker et al.
14 have developed 
a structure comprising an array of micro-fibrils connected at their top by a continuous 
thin film (see Fig. 1.1).  Both indentation and fracture experiments have shown 
adhesion enhancement caused by a crack trapping mechanism. 
13,14, 27 A schematic 
drawing of the indentation test is shown in Fig. 1.2a.  The air gap between the indenter 
and the fibrillar surface can be viewed as an external interfacial crack with the crack 
front being the curved contact line (see Fig. 1.2b).  Fig.1.2c shows an optical 
micrograph of the undulating crack front.   This crack heals as the indenter moves into 
the sample and advances as the indenter retracts from it.   Crack trapping is a 
phenomenon by which, because of the spatial variation of the energy release rate, the 
crack front is intermittently trapped, and released unstably.   For example, when an 
interface crack front is located between two rows of fibrils (see Fig. 1.2b,c), the 
available energy for crack growth primarily comes from the stored elastic energy in 
the thin film.  Since the thin film carries very little strain energy, the energy release 
rate is small compared to what would be available in a flat control sample under the 
same conditions.  Moreover, the energy release rate decreases as the crack length 
increases.  Thus the crack is trapped and the external loading system has to perform 
extra work to extend the crack when it is between fibrils.  This extra work is stored 
temporarily in fibrils ahead of the crack tip.  When the crack tip reaches a location 
where the local energy release rate is a minimum, it becomes unstable.   The excess 
energy stored during the stable, trapped, phase of crack growth is released unstably 
and hence lost.  This manifests at a global level as an apparent increase in the effective 
work of adhesion.   
  In a previous paper, 
27 we have carried out a two dimensional (2D) finite 
element simulation to model crack trapping.   In this previous work, we determined  
10 
the spatial variation of the energy release rate of an interface plane stress crack in an 
infinitely long strip of elastomer in contact with a rigid substrate.   The bottom of the 
strip consists of a single row of fibrils with length L separated by their minimum 
spacing w (see Fig. 1.3a).  The thickness of the strip in the out-of-plane direction is 
assumed to be b, which is the lateral dimension of a fibril with a square cross-section 
(see Fig. 1.3b).    Because b is much smaller than the length of the crack, the specimen 
is considered to be loaded in plane stress.   We also developed an approximate 
analytic solution in which the fibrils are modeled as linear springs and the thin film as 
an elastic beam (see Fig. 1.3c).   In the approximate model, we assume that the energy 
release rate to the crack when it lies between fibrils comes from the supported and 
released plate behind the crack tip.  Based on finite element calculations, we further 
assumed that the point of instability, i.e., the location where the energy release rate is a 
minimum, occurs when the advancing crack just reaches the edge of a fibril, (at the 
left edge of the fibril in Fig. 1.3a).  By comparing this approximate model with our 
finite element result, we showed that the analytical model captures the essential 
features of crack trapping.   In agreement with finite element results, we showed that 
adhesion enhancement due to crack trapping scales strongly with inter-fibrillar spacing 
as w
4, with terminal film thickness as t
-3, and only weakly with fibril length as L
-1//4.  
Although the 2D model captures the essence of crack trapping, it is unable to make 
quantitative predictions of the shape of the crack front nor can it handle the effect of 
discrete fibril arrangements.   This is because of the 2D simplification in which only a 
single row of fibrils is considered, the crack front is straight and the deformations and 
stresses are independent of the out of plane (y) direction, resulting in an energy release 
rate that is independent of y.    As illustrated in Figs. 1.2b and 1.2c, the fibrils are 
arranged in a 2D array, and the crack front is not straight; rather, it undulates.      
11 
Predicting the behavior of crack propagation through such a structure requires one to 
handle a curved crack front. 
 
Figure 1. 3 (a) Geometry of a strip with a semi-infinite crack on the film/substrate 
interface.  (b) Geometry of fibrils. (c) Schematic drawing of a beam model adhered to 
a substrate at its right end and loaded at the left via linear springs.  
In addition to quantitatively predicting the shape of the crack front, the model 
we present in this work allows us to address questions such as how patterning of 
fibrils affects adhesion.   To the best of our knowledge, this problem has not been 
studied in the literature.   For example, experiments show that, with the same fibril 
geometry and area density of fibrils, hexagonal arrays have higher adhesion than 
square arrays.  The 2D model of crack trapping cannot explain this phenomenon. For 
simplicity, in this work we consider square and hexagonal patterns where there is a 
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unique minimum spacing for each case; the methods we develop can be applied to 
other regular patterns of fibril arrangement.  
Figure 1.4 below shows two different arrays.  Fig. 1.4a is a schematic drawing 
of the top view of a square pattern of fibrils with minimum center-to-center 
distance s w , and Fig. 1.4b is for a hexagonal pattern with minimum center-to-center 
distance  h w .    
 
 
Figure 1. 4   (a)  Top view of a square pattern of fibrils with minimum center-to-center 
distance s w ;  (b)  top view of a hexagonal pattern of fibrils with minimum center-to-
center distance  h w .   Two of the possible crack growth directions are indicated by x′ 
and  x.
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x′ 
y′  
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Modeling the motion of a crack front through such a microstructure is a 
difficult three-dimensional problem because the shape of the crack front is not known 
and has to be determined as part of the solution.   A fully numerical approach (e.g., 
using the finite element method) to solve for the position of the crack front would be a 
formidable challenge with doubtful efficacy because it would require a very large 
number of elements, likely with adaptive meshing to follow the evolving crack front, 
and the ability to handle variations in a large number of geometrical and material 
parameters that remain numerous even when reduced to a set of dimensionless 
parameters.  Moreover, it would be difficult to gain physical insight from these 
numerical results.  Fortunately, our previous 2D analysis has yielded approximations 
that accurately capture the results of full 2D numerical simulations.
27  The critical 
quantity one needs to calculate is the minimum energy release rate.  For an idealized 
geometry in which the fibril ends join the film making a sharp corner, we found that it 
is a good approximation to assume that this occurs when the crack tip just reaches the 
edge of a fibril.  That is, the energy stored in the fibril is available to the crack only 
when the crack tip goes under it.  This allowed us to develop a simplified analytical 
model in which, to calculate the energy release rate under this condition, the fibrils can 
be modeled as linear springs and the film as a linear elastic plate.   In this work, we 
develop a 3D model based on these approximations that has sufficiently reduced 
complexity to be solvable, and that also retains an ability to provide physical insight.  
 
1.2  Model for Crack Between a Plate and Substrate Trapped by An Array of 
Fibrils   
14 
The geometry of our crack trapping model is similar to Fig. 1.3a except the 
elastomer layer (strip) containing the fibrillar array is now infinite in the out-of-plane 
direction (see Fig.1. 5a).  The thin film and fibrils are part of the backing layer that is 
adhered to a flat rigid substrate.  The backing layer, fibrils and the thin film are made 
of the same material with Young’s modulus E and Poisson’s ratioν  respectively.   The  
 
Figure 1. 5  (a)   Geometry of the 3-D crack trapping model.  (b) Top view of the 
interface crack front (indicated by the dashed curve) located between two rows of 
fibrils.  The shaded area is the cracked region; the un-shaded area is the adhered 
region. The crack is propagating in the direction indicated by arrow at the crack front.  
(c) Schematic drawing of our plate model in which the fibrils are replaced by linear 
springs.  
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orientation of the fibrils is specified by a local coordinate system  (x′,  y′) (see Fig. 
1.5b) and the minimum spacing between fibrils is denoted by w.   The interface crack 
occupies part of the (x, y) plane and its front lies between two rows of fibrils as shown 
in Fig. 1.5b.   The position of this crack front is specified by a function ( ) x gy = , 
where  0 x =   corresponds to the position of the crack front where it is maximally 
extended.    In Fig. 1.5b, the crack propagates in the x direction, which is oriented 45
o 
from the x′axis.    For the square pattern shown in Fig. 1.5b, the function  ( ) x gy =  is 
periodic in y with period 2 sw = .   Note that, in general, both s and the angle between 
(x,y) and ( , x y ′′ ) frames depend on the orientation of the crack growth direction as 
well as the fibril pattern. 
The crack is loaded by applying a vertical displacement Δ to the rigid punch.   
To compute the local energy release rate, we make use of the fact that the fibrils are 
more compliant than the backing layer.  We also assume that the plate is very 
compliant compared to the fibril so that in the cracked region we need to model only 
up to the first row of fibrils at x d = −  to which we apply the deformation (see Fig. 
1.5b).   The maximum distance of the crack front from the line joining this row of 
fibrils is denoted by d (see Fig. 1.5c).  As in Shen et al,
27 we model the film as an 
elastic plate and replace the fibrils by a linear spring with stiffness 
2 / kE bL = .   Due 
to the applied displacement at x d = − , the plate is subjected to periodic point forces p 
via the discrete array of springs.    Since material points directly ahead of the crack 
front are bonded to the rigid substrate, the plate is clamped at () x gy = .   The shear 
force and bending moment on the plate at x d = −   are zero, consistent with our 
assumption that all the deformation is concentrated on this row of fibrils.   Finally, the 
relation between p and Δ is given by          
  () () ,0 pk u x d y =Δ + = − =        ( 1 . 1 )   
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where u is the deflection of plate and the displacement is assumed to be positive 
downwards.     Note, for a fixed applied displacement Δ, the energy release rate is 
expected to decrease with the “effective crack” length d.    
The key quantity to be evaluated is the local energy release rate 
(( ) , ) LL GG x g y y ==  along the curved crack front.     The local energy release rate for 
a curved crack front is derived in Appendix A.   The result is 
()
22
3 ()
6
Ln t x gy GM M
Eh = =−,      (1.2) 
where n and t denote local normal and tangential unit vectors of the curve  ( ) x gy =  
at() , x y .  n M  and  t M  are principal bending moments that are related to the principal 
curvatures  ,nn u and  ,tt u by 
33 
( ) ,, nn n t t M Du u ν =− +       ( 1 . 3 a )  
( ) ,, tt t n n M Du u ν =− +       ( 1 . 3 b )  
where ,nn u  denotes 
22 / un ∂∂ and D is the bending stiffness of the plate, 
()
3
2 12 1
Eh
D
ν
=
−
.        ( 1 . 4 )  
The plate deflection u obeys the biharmonic equation 
33 
44 2 2
44 2 2 20
uu u u
D
xy x y
⎛⎞ ∂∂ ∂ ∂
++ = ⎜⎟ ∂∂ ∂ ∂ ⎝⎠
   with  ( , ( )) x dgy ∈ −  and   y <∞ (1.5)
  
The boundary conditions are  
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(( ) , ) 0 ux gy y ==         ( 1 . 6 a )    
(( ) , ) 0
u
xg y y
n
∂
==
∂
        ( 1 . 6 b )  
  
22
22 0
xd
uu
v
xy
=−
⎡⎤ ∂∂
+= ⎢⎥ ∂∂ ⎣⎦
        ( 1 . 6 c )  
()
32
32 2( )
k xd
uu p
vy k s
xx y D
δ
∞
=−∞ =−
⎡⎤ ∂∂ −
+− = − ⎢⎥ ∂∂ ∂ ⎣⎦ ∑    integer k =  (1.6d) 
where δ  is the Dirac delta function and the negative sign in front of p  in (1.6d) is 
because of the convention that positive shear force is along the negative z-direction.   
Equations (1.6a) and (1.6b) state that the plate is clamped at  () x gy = , whereas (1.6c) 
states that the bending moment 0 x M = at  x d = − .   Finally, (1.6d) enforces the 
condition that points loads are applied periodically at x d = − , where the LHS of eq 
(1.6d) is the formula for shear force in a plate 
33.    
  The position of the crack front ( ) x gy =   is not known a priori.    I t  i s  
determined by the crack growth condition     
     (( ) , ) La d Gx g yy W ==   ,        ( 1 . 7 )  
where  ad W  is the intrinsic work of adhesion of the interface between the film and the 
indenter and is assumed to be a material constant.    The inverse problem specified by 
equations (1.5), (1.6a) – (1.6d) and (1.7) will be solved using two different methods: 
perturbation theory and a finite element method.   The perturbation method will be 
given in Section 1.3 whereas the finite element results are given in Section 1.4.   
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1.3 Perturbation Theory  
This method assumes that the amplitude of the curved crack front undulations 
is small in comparison with the spacing s, that is,  
() () gy d y ε φ =       ( 1 . 8 )  
where ( ) y φ  is an order 1 function and 01 ε < << .   We seek a solution in the form of a 
perturbation series 
   1 ( , ) ( , ) ...... o uux y u x y ε =+ +      (1.9) 
The zeroth order solution  o u   corresponds to a straight crack front located at 
() 0 xg y == .   For this case the effective length of the crack is d.     This case can be 
solved exactly (see Appendix B for details).  The displacement field is  
 
32
2
1
2
3( / ) c o s
6
om
m
pdx x m y
ux s
Ds d s d
π ∞
=
⎡⎤ ⎛⎞ ⎛ ⎞ =− + + Ω ⎢⎥ ⎜⎟ ⎜ ⎟
⎝⎠ ⎝ ⎠ ⎣⎦ ∑    (1.10) 
where ( / ) m x s Ω  is  
() ( ) ( ) (/) 1 / s i n h2 / / c o s h2 / mm m m m x sB x d m x s x d m x s λα π α π ⎡⎤ Ω=− − ⎣⎦  (1.11a) 
in which   m λ , Bm, and  m α  are dimensionless quantities defined by 
 
(1 )tanh( ) (1 )
2 (1 ) tanh( )
mm
m
mm
vv
v
α α
λ
αα
++ −
=
+−
      (1.11b) 
and 
 
() ( ) []
3 2 (1 ) cosh( ) (1 ) (1 ) sinh( )
2
mm m m m m
m
m vv v
B
λα α λ α α α +− − + +−
=    (1.11c)  
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   2/ m mds α π =         (1.11d) 
The local energy release rate can be calculated using (1.2) and (1.3a,b).  Since the 
fibrils are discretely spaced, it varies periodically along the straight front 
2 22
2
2
1
2
12 c o s
2
om m m
m
pd m y
GB
s Ds
π
αλ
∞
=
⎡⎤ ⎛⎞ =+ ⎢⎥ ⎜⎟
⎝⎠ ⎣⎦ ∑      ( 1 . 1 2 )  
Note that (1.12) expresses the local energy release rate in terms of the force on a fibril, 
p.   The relation of the local energy release rate with the applied displacementΔ will 
be discussed later in this section.   
The first term of (1.12) is the energy release rate obtained in a plane stress 
analysis which was obtained by Shen et al.
27   As mentioned earlier, this previous 
analysis ignores the distribution of fibrils in the y direction.    Figure 1.6 plots the 
normalized zeroth order energy release rate  ( )
22 2 // 2 o Gp dD s   as a function of 
normalized position  / yL  for one period with /0 . 5 ds = .    Since we are interested in 
the dependence of local energy release rate on crack length (d) and on the spacing 
/2 ws =  (square pattern), we normalized y   by the fibril length L, which we 
consider to be fixed.   Physically, we expect the minimum energy release rate to occur 
midway between two fibrils (B in Fig. 1.5c) whereas the maximum occurs directly 
ahead of the two fibrils (A in Fig. 1.5c).    This is confirmed by (1.12), which shows 
that  o G  achieves its maxima at  0, ym s = ±  and minima at ( ) 21 / 2 y ms =± − .  The fact 
that the energy release rate is a constant along the equilibrium crack front (see (1.7)) 
suggests that the actual crack front should be longer (point A in Fig. 1.5c) than the 
case of straight crack front when the energy release rate is high (e.g. A in Fig. 1.6) and 
shorter (indicated by point B in Fig. 1.5c) when the energy release rate is low (e.g. B 
in Fig. 1.6).    A schematic picture of the actual crack front is indicated in Fig. 1.5c.     
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In the analysis below, we confirmed this reasoning by determining the first order term 
in the perturbation series (1.9).   
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Figure 1. 6  Normalized energy release rate along a straight crack front for one period 
for /1 / 2 ds = .   The dashed line is the energy release rate obtained by Shen et al,
27 
where the loading is assumed to be uniform in the y direction. 
 
Using
4 0 o u ∇=  and substituting (1.9) into (1.5) and (1.6a-d),  1 u  is found to 
satisfy 
 
4
1 0 u ∇= ,          ( 1 . 1 3 )  
and the boundary conditions are 
1 ( ( ), ) ( ( ), ) ... 0 o ux g yy ux g yy ε =+ =+ = ,     (1.14a)  
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1 ( ( ), ) ( ( ), ) ... 0
o u u
xg y y xg y y
nn
ε
∂ ∂
=+=+ =
∂∂
   (1.14b) 
  
22
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22 0
xd
uu
v
xy
=−
⎡⎤ ∂∂
+= ⎢⎥ ∂∂ ⎣⎦
       ( 1 . 1 4 c )  
()
32
11
32 20
xd
uu
v
xx y
=−
⎡⎤ ∂∂
+− = ⎢⎥ ∂∂ ∂ ⎣⎦
      (1.14d) 
where 
() ()
22
1( )
,
1( )1( )
gy
n
gy gy
⎛⎞ ′ − ⎜⎟ =
⎜⎟ ′′ ++ ⎝⎠
r
  is the unit normal vector to the curve 
() x gy = . Equations (1.14a,b) can be expanded into a perturbation series by noting 
that, 
  () ( ) 1, ( ) 1, ( ) ng y d y εφ ′′ ≈− =−
r
     ( 1 . 1 5 )  
or  
 
() ,
()
xdy y
uuu
dy
nxy εφ
εφ
=
∂∂∂ ′ =−
∂∂∂
      ( 1 . 1 6 )  
Using (1.16) and neglecting higher order terms in (1.14a) – (1.14b), the boundary 
conditions for  1 u are  
  1(0, ) 0 uy ≈          ( 1 . 1 7 a )
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1
2 (0 , ) (0 , ) ( )
o u u
x yx y d y
xx
φ
∂ ∂
=≈ − =
∂∂
     (1.17b)   
22
11
22 0
xd
uu
v
xy
=−
⎡⎤ ∂∂
+= ⎢⎥ ∂∂ ⎣⎦
       ( 1 . 1 7 c )   
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()
32
11
32 20
xd
uu
v
xx y
=−
⎡⎤ ∂∂
+− = ⎢⎥ ∂∂ ∂ ⎣⎦
      (1.17d) 
  
In deriving equation (1.17a), we have made use of the fact that 
() () gy d y ε φ =  ,/ 0 o un ∂∂ =  and  /0 un ∂ ∂= on the boundary.   Note that  ( ) y φ  is a 
periodic function with period s .   Our numerical results show that  o u  is  well 
approximated by the first two terms in (1.10), i.e., we consider only the term m=1 in 
the summation.   Using this approximation, (1.17b) becomes 
2
2 1
111
2
(0 , ) 1 2 c o s ( )
u pd y
x yB y
xD s s
π
αλ φ
∂ ⎡⎤ ⎛⎞ == − ⎜⎟ ⎢⎥ ∂ ⎝⎠ ⎣⎦
    (1.18) 
The unknown crack front position  ( ) y φ  is obtained using the condition that the local 
energy release rate is constant along the crack front.   According to (1.2), at 
equilibrium, the energy release rate along the crack front is    
22
,, () 0 .
22
Ln n x x a d xdy x
DD
Gu u W
εφ == =≈ ≈       ( 1 . 1 9 )  
where we have assumed that  1 o uu u ε ≈ +  and , 0 tt u =   zero along the crack front 
because of the clamped boundary condition.  
 Since    () y φ  is periodic, it can be expanded as a Fourier series.   A simple 
calculation shows that  1 u   has a Fourier series solution (see Appendix C) for any 
continuous () y φ .    However, our problem is more complicated since  () y φ  is  an 
unknown function determined by the crack growth condition (1.19).    This is 
accomplished using the following procedure.   
1.  Assume a functional form for ( ) y φ ,   
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()
246
cos 1 cos 1 cos 1
yyy
y
sss
πχ πβ π
φ
εε
⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ = − +− +− ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠
 (1.20) 
where  ,, ε χβ  are unknown parameters to be determined.    
2.  Use the exact solution derived in Appendix C to express the energy release rate 
in terms of these unknown parameters (e.g.  , , ε χβ ).   Minimize the variance of 
the energy release rate along the crack front to determine the values of these 
parameters.  Details are also given in Appendix C.    
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Figure 1. 7 Normalized crack shape (x-axis) as a function of y/L (y-axis) for different 
d/s.   The perturbation results are shown as lines without symbols, whereas the FEM 
results are plotted as symbols (connected by lines to aid the eye).      
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Fig. 1.7 plots the normalized crack shape ( ) // ( / ) / gyL L d yL L εφ =  for 
different values of d/s with /2 sL = .  Lines without symbols are the perturbation 
results.  Lines with symbols are finite element results which will be discussed in the 
next section.   Note that each crack front in Fig. 1.7 has a different effective work of 
adhesion.    This is because the equilibrium position of the crack front is determined 
by the energy release rate, which increases with d for a fixed applied load.   In order 
words, for the same p, s and w , the work of adhesion must increase to maintain 
equilibrium if d increases.   This figure shows that the shape of the crack front is 
sensitive to the work of adhesion.    The equilibrium crack front is more curved for 
smaller work of adhesion.   Fig.1.7 shows that the amplitude of the crack front 
increases as  / ds   decreases, which is consistent with  experimental  observations.     
Figure 1.7 shows that the perturbation theory breaks down as d/s decreases, that is, the 
crack becomes shorter.   Later, we will show that the perturbation theory works very 
well for d/s > 0.6 (see Figure. 1.9).    
Since the local energy release rate can be expanded in terms of a cosine series 
about /2 ys = , and the integral average of the energy release rate in a period is given 
by the first (constant) term of the cosine series.   According to our perturbation theory 
(see (C19) Appendix C), this constant term is
22
2 2
ad
pd
W
Ds
= .    Thus, the average energy 
release rate is 
22 22
23 2 2
ave
p dp d
G
Ds h s
=∝,            ( 1 . 2 1 )  
which is the energy release rate of a straight interface crack lying between a rigid 
substrate and a plate subject to a uniformly distributed shear load / p s at the edge 
x d =− .      
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We should point out that, since we control the displacement Δ , force p  is 
related to the Δ through (1.1).   Evaluating the perturbation solution  1 o uu u ε =+  at 
,0 xd y =− = , and using (1.1), we found    
3 1
3
p
dd
kD ss
Δ
=
⎛⎞ +Κ ⎜⎟
⎝⎠
       ( 1 . 2 2 )  
where  () / ds Κ  is a dimensionless function of d/s.   It is zero at  /0 ds =  and increases 
monotonically to 1 as  / ds →∞.  The full expression of  ( ) / ds Κ  is given in appendix 
C.  The average energy release rate expressed in terms of Δ is  
2 2
43
93
2
ave
Dd D s
G
s dk d
−
Δ⎡ ⎤ ⎛⎞ =Κ + ⎜⎟ ⎢⎥ ⎝⎠ ⎣⎦
      ( 1 . 2 3 )  
The normalized average energy release rate 
42 2/ 9 ave sG D Δ versus  / dL is shown in 
Figure 1.8a for /2 . 0 sL = .    For fixed s, the average applied energy release rate 
decreases rapidly with increasing d.    This means that the minimum average release 
rate occurs at max d , that is, at the left edge of a row of fibrils.   As a consequence, the 
crack front will be trapped along this edge and crack growth is unstable when 
ave G reaches ad W .     Figure 1.8b plots the normalized average energy release versus 
/ sL  for  /1 . 0 dL = .   In both figures, we used  3 , EM P a =   0.5 ν = , 30 , Lm μ =  
/1 / 1 0 hL = , and /1 / 3 bL = .   Figure 1.8b shows that the normalized average energy 
release rate decreases linearly with s in the typical range of interest.     
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Figure 1.8  (a)  The normalized average energy release rate 
42 2/ 9 ave sG D Δ versus 
/ dL  with  /2 . 0 sL = . (b)  The normalized average energy release versus  / sL  with 
/1 . 0 dL = .  
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Figure 1.9  The constant energy release rate versus d/s.  The perturbation result is 
shown as solid line and FEM result is plotted in symbol. 
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1.4  Finite Element Analysis 
In the previous section we obtained an approximate solution using perturbation 
theory.       In this section we investigate the limitation of the perturbation theory using 
finite element method (FEM) to solve the plate equations we developed in section 1.2.   
Because of periodicity in the y-direction, we need only to consider the domain 
[ ] ,() x dgy ∈−  and [ ] 0, y s ∈ .    In our FEM, we vary the shape of the crack front until 
the local energy release rate  L G  is uniform along the crack front.   The value of this 
constant  L G   will depend on the specimen geometry (e.g. d) and the applied load.       
Details of the FEM are given in supplementary materials; here we summarize the 
results.   The normalized crack profiles ( ) // gyL L  versus  / yL  for  different 
/ ds (and hence different effective work of adhesion) are plotted in Figure 1.7 as 
symbols.   Figure 1.9 plots the constant energy release rate along the crack front 
against d/s.   The symbols (connected by straight lines for viewing) are the FEM result.   
Energy release rate obtained using perturbation theory is the solid line.   Figure 1.9 
shows that, for the same geometry and applied load, the perturbation theory 
overestimates the energy release rate.   However, there is no practical difference 
between the two methods for long cracks (large d/s).  Since the crack traps near the 
edge of fibrils, the perturbation theory should work well for most situations.   
 
1.5  Effect of Pattern (Orientation) 
In this section we investigate the effect of fibril pattern and crack growth 
directions on the energy release rate.   For concreteness, we compare hexagonal and 
square arrays at the same area density of fibrils (see Fig. 1.4).     
28 
Fig. 1.8 shows that, as long at the crack lies between two rows of fibrils, the 
average energy release rate,  ave G , decreases monotonically with increasing crack 
length.  For the sake of simplicity, we assume that crack growth is stable until  ave G  
reaches its minimum value, 
min
ave G , i.e., when 
min
ave ad GW = ,  even though local crack 
instability could occur before  ave G =
min
ave G  due to the curvature of the crack front.    In 
the previous section we assume that d and s are quantities that can vary independently.   
However, to apply the model to a given lattice, we pick a crack growth direction on 
that lattice.  Once we do so, both dmax and s are specified and are no longer 
independent quantities (see Figs. 1.10 a-c).  In these figures, the dashed curves 
indicate the crack fronts based on the prediction of the perturbation theory.  The 
corresponding optical micrographs of the undulating crack fronts are shown in Fig. 
1.10d,e,f,  where Fig. 1.10d corresponds to Fig.10a, Fig.10e corresponds to Fig. 1.10b, 
and Fig. 1.10f corresponds to Fig. 1.10c.    The cracks propagate in the direction 
indicated by the dashed arrows.   Note that the theoretical predictions are qualitatively 
consistent with the experimental observations.    Let  s w ( h w ) be the minimum distance 
between fibrils in a square (hexagon) array.   The period is 2 s sw =  for crack 
orientation shown in in Fig.1.10a and  s sw =  for crack orientation in Fig.1.10b, 
whereas the period s is found to be h w  for crack orientation in Fig.1.10c.    In these 
three figures, d  achieves its maximum value denoted by  max d which is approximately 
equal to  max /2 s dw =  in Fig. 1.10a,  max s dw =  in Fig. 10b, and  max 3/ 2 h dw =  in 
Fig. 1.10c.   
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Figure 1. 10   In (a)-(c), the curves are the crack fronts based on the prediction of our 
perturbation theory.  The values of d’s used to obtain the curves in (a)-(c) are 
measured from (d)-(e).  The corresponding optical micrographs of the undulating 
crack fronts are shown in (d,e,f).    The arrays in (a,d)  and (b,e) are square whereas 
the arrays in Fig.10c,f are hexagonal.   The cracks propagate in the direction of the 
dashed arrows.   The theoretical predictions are qualitatively consistent with the 
experimental observation.   Note that, in (f), the interfacial cavitation (indicated by 
solid arrow) occurs under a fibril in front of the crack tip. 
s 
s w  
s w  
h w  
max d  
max d  
max d  
( )   0.566 s ad w =   ( )   0.60 s bd w =   ( )   0.588 h cd w =  
s
(e) 
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 To quantify the effect of patterns and orientation on the minimum average energy 
release rate, we compare patterns with the same number of fibrils per unit area (area 
density).   The area density  s ρ  for a square pattern is  
2 1/ s s w ρ = .              ( 1 . 2 4 )  
Since the area of a hexagon is
2 33 / 2 h w   and the total effective number of fibrils 
within a hexagon is 3, the area density for a hexagon pattern h ρ is    
  
2 2
32
3 33 / 2
h
h h w w
ρ ==
⎡⎤
⎣⎦
.         ( 1 . 2 5 )  
  The two patterns have the same area density if 
    1/4
2
3
hs ww = .         ( 1 . 2 6 )          
For a given pattern, one can also compare 
min
ave G for different crack orientations 
shown in Fig.1.10a and Fig. 1.10b using (1.23).   For example, at the same applied 
displacement on a square pattern, we have 
()
22 min
max
min 2 2
max
(2 , / 2 ) 13 3
41 3
2 (, ) 1 6
ave s s s
ave s s s s s
Gs w d w DD
Gs w d w k w k w
−
⎡⎤ ⎡ ⎤ == ⎛⎞ = Κ+ Κ + ≈ ⎢⎥ ⎢ ⎥ ⎜⎟ == ⎝⎠ ⎣⎦ ⎣ ⎦
         (1.27) 
where we have used  0.5 ν = ,  3, E MPa = 30 , Lm μ =   /2 / 1 5 hL = , and /1 / 3 bL = .  
Equations (1.27) and (1.23) imply that that the applied displacement required to 
propagate the crack in Fig.10a is smaller than the displacement to propagate the crack 
in Fig. 10b by about a factor of 3.     
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Next, we compare the hexagon pattern in Fig.1.10c with the square pattern in 
Fig.1.10a at the same number densityρ .  The ratio of the minimum average energy 
release rate  ()( )
min min / ave ave G square G hexagon  in this case is  
()
()
min min
max
min min 1/4
max
(2 , / 2 )
2
(2 / 3 , 3 / 2 )
ave ave s s s
ave ave h s s
G square Gs w d w
G hexagon Gs w d w
==
=≈
==
 (1.28) 
where we have used (1.26) and   0.5 ν = , 3 , EM P a = 30 , Lm μ =   /2 / 1 5 hL = , 
and /1 / 3 bL = .  Thus, for the same applied displacement and the same number density, 
the square pattern has an energy release rate 2 times larger than that of the hexagonal 
pattern.   This means for a given area density of fibrils, hexagonal arrays should have 
close to twice the effective work of adhesion than square arrays for similar crack 
orientations.  This is consistent with the experimental results .
15,22 
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Figure 1. 11  Normalized minimum energy release rate 
min 4 2 2/ 9 ave GL D Δ  versus 
normalized number density 
24 L ρ  for the crack orientations shown in figure 1.10a, b, c.    
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  Our results in this section can be summarized by Fig.1.11 which plots the 
minimum average energy release rate 
min 4 2 2/ 9 ave GL D Δ  for both patterns and for the two 
different crack orientations shown in figure 1.10a,b.   The parameters we used to 
obtain Figure 1.11 are 3 , EM P a = 30 , Lm μ =   /2 / 1 5 hL = , and /1 / 3 bL = .    Figure 
1.11 shows that, for all cases, the normalized minimum energy release rate increases 
approximately linearly with
24 L ρ .    Since 
2 1/w ρ ∝ , the minimum energy release rate 
is proportional to 
4 w
− , consistent with our previous plane stress result. 
27    Fig. 1.11 
shows that, for the same number density ρ  and applied displacementΔ, the square 
pattern with crack orientation in Fig. 10a has the largest minimum average energy 
release rate, while the square pattern with crack orientation in Fig. 1.10b has the 
smallest minimum average energy release rate.  The minimum average energy release 
rate of the hexagon pattern (Fig. 1.10c) lies in between.   
 
1.6 Summary and Discussion   
  In this paper, we propose a three dimensional model to study crack trapping on 
a film-terminated fibril array.  A perturbation method was developed to compute the 
shape of crack front based on the assumption that the local energy release rate along 
the crack front is a material constant which is equal to effective work of adhesion.  
Our result shows that the shape of the crack front is sensitive to the work of adhesion.    
The equilibrium crack front is more curved for smaller work of adhesion.  The average 
applied energy release rate along the crack front was also evaluated.   Our numerical 
results showed that the average applied energy release rate decreases rapidly with 
increasing crack length.     FEM calculations are carried out to compare with the 
perturbation theory.   It was shown that there is no practical difference between the  
33 
two methods for long cracks.  Based on our perturbation solution, we derived an exact 
expression for the average minimum energy release rate where crack is trapped. The 
minimum energy release rate was found to be proportional to
4 w
− .  This result is 
consistent with our previous plane stress result. 
27  
  As an application of the 3-D crack trapping model, we studied the effect of the 
fibril patterns and the crack orientations on the effective work of adhesion. First we 
compared the minimum average energy release rate of two different crack orientations 
on the same square array.   We showed that the one with the crack propagating in the 
minimum spacing direction (Fig. 1.10b) should have higher effective work of adhesion 
than the one propagating along the diagonal direction of the square pattern (Fig.1.10a).  
We also compared minimum average energy release rate the hexagon pattern with the 
square pattern for the same fibrils density.  We found that, consistent with experiments, 
hexagonal arrays (Fig. 1.10c) have higher effective work of adhesion than square 
arrays (Fig. 1.10a) for similar crack orientations.  
  In the idealized sample we considered in this work, the far field energy release 
rate is given by 
2
2
f
f
EA
G
L
ρ Δ
=         ( 1 . 2 9 )  
where 
2 Ab =  is the area of the cross section of a fibril.   Equation (1.29) can be 
interpreted as the average energy release rate in the xdirection.  The crack growth 
condition  f ad GW =  implies that the critical applied displacement for crack growth to 
take place without crack trapping is 
2 2 ad
f
LW
EA ρ
Δ=         ( 1 . 3 0 )   
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However, with crack trapping, the critical applied displacement  c Δ   for growth to 
occur can be obtained using (1.23) and the condition 
min
ave ad GW = , i.e., 
  
2 4
2
3
2 3
9
ad
c
dW dD s
Ds kd
⎡ ⎤ ⎛⎞ Δ= Κ + ⎜⎟ ⎢ ⎥ ⎝⎠ ⎣ ⎦
     ( 1 . 3 1 )  
The ratio of (1.31) and (1.30) is   
2 4 2
max max min
23
max
3
9 f
dE A d Ds
DL s kd
ρ ⎡ ⎤ Δ ⎛⎞ =Κ + ⎢ ⎥ ⎜⎟ Δ ⎝⎠ ⎣ ⎦
  (1.32) 
which is very sensitive to  max d .   
For the hexagonal pattern with crack orientation shown in Fig. 10c, (1.32) is  
22
min / 174 f ΔΔ ≈      ( 1 . 3 3 )  
with typical values of parameters  0.5, ν =  3, EM P a = 52.5 Lm μ = , 4 hm μ =  
14 bm μ = ,  62 wm μ = , and  max / 3 / 2 1.02 dL w L == .    The ratio (1.33) is much 
larger than experimental data which is in the range of 4.0 – 6.0. 
14, 15 This is a 
limitation of our model in that it is very sensitive to the choice of  max d  – taking it to be 
at the edge of the fibril results in too large a number.    Experimental behavior of the 
actual material is more complicated for two reasons.  Firstly, the corner where the 
fibril meets the plate is rounded because of how the structure was fabricated (Fig. 1.1).  
This moves the point of minimum energy release rate some distance away from the 
fibril, thus reducing  max d .  Secondly, as we have noted elsewhere, 
34 for larger inter-
fibril separation, the mechanism of failure shifts to one limited by cavitation under the 
fibril ahead of the crack (Fig. 1.10f).    Although the 3D crack trapping model is 
therefore unable to make quantitatively accurate predictions of adhesion enhancement, 
it remains useful as a comparative tool to study the effect of fibril arrangements.  
35 
1.7  Future work 
As pointed out in previous section, our 3D model has limitations in that it 
overestimates the factor of adhesion enhancement.  The following suggestions can be 
considered to overcome the difficulty and improve the model.  
1.  Relax the approximation that only one row of fibrils behind the crack were 
considered.  
2.  Include the backing layer in the model. In other words, the compliance of the 
backing is considered when modeling.   
3.  To extend our 3-D crack trapping model to study the real spherical problem, a 
full FFM may be used.   This is not trivial because the crack front is not known.   
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APPENDIX A 
We define a local ‘xyz’ and moving (XYZ) such that the ‘x’ and ‘X’ directions are 
oriented along the local normal to the crack line, and the ‘y’ and ‘Y’ axes are along the 
tangent to the crack line.  Figure A1 shows a small part of the crack front which is 
growing in a self-similar way in the positive X direction.    Consider a cylindrical 
column of material located at the crack front with infinitesimal thickness B in the 
Y direction (see Fig. A1).     As shown in Fig.A1, this column of material is fixed to 
the crack tip and is enclosed by the surfaces  12 ,,,, SS S S S + − , where S+  and S− are the 
top and bottom surfaces of the traction free crack respectively.  The volume of this 
column is denoted by V.   Assume that there are no body forces and not tractions on 
S+  and S−.    The two coordinate systems in Fig.A1 are related by   
()                           X xl t Y y Z z =− = =     ( A 1 )  
where  () lt is the crack length at time t. In the following, the quantities with hats (^) 
are expressed in terms of (X, Y, Z) frame.   
 
Figure A1    Configuration of a three dimensional crack. 
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To compute the local energy release rate due to a small extension of this section of the 
crack front, we first compute the rate of stress work on surfaces  12 SS S ++, which is  
12
ij j i
SS S
nud S σ
++
Σ= ∫
& &         ( A 2 )  
where n
r
 is the outward unit normal vector of surfaces,  ij σ is the stress tensor,  i u are 
the displacements and 
()
,,
,,, i
i
x yz
ux y z t
u
t
∂
=
∂
& .       ( A 3 )  
Note, since the crack faces are traction free, the work done on S+  andS− is zero.  In 
the local coordinate system (X, Y, Z), (A2) is  
() ()
12 ,,
ˆ ,,, ˆ ˆ ˆˆ
i i
ij j
SS S XYZ
uX Y Z t u
nv t d S
Xt
σ
++
⎛⎞ ∂ ∂
⎜⎟ Σ= − +
⎜⎟ ∂∂ ⎝⎠
∫
&     ( A 4 )  
where   
   () ( ) ( ) ˆ ,,, ,,, ij ij X YZt x lt yzt σσ =−       ( A 5 )  
() ( ) ( ) ˆ ,,, ,,, ii uX Y Z t uxl ty z t =−       ( A 6 )  
   () () dl t
vt
dt
≡          ( A 7 )  
Let 
1
2
ij ij W σ ε = denote the energy density, where  ij ε is strain tensor.   The rate of 
change of elastic strain energy of the material points inside V , E & , is:    
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() () ()
()
12 12
12 12
1, 1
,1
ˆ ,,, ˆˆ ˆˆ ˆ ˆ ˆˆ ˆ ˆ
ˆ ˆˆ ˆˆˆ ˆ
V
ij i jt j j
VS S S V S S S
ij i t j j j
SS S SS S
dW
Ed V
dt
WX Y Z t
dV Wv t n dS u dV v t Wn dS
t
u n dV v t Wn dS
σδ
σδ
++ ++
++ ++
=
∂
=− = −
∂
=−
∫
∫∫ ∫ ∫
∫∫
&
 (A8) 
where we have used the divergence theorem and  , ix u denotes / i ux ∂ ∂ .   The rate of 
energy flow into this small section of the crack front is the difference between (A4) 
and (A8), i.e., 
()
12
1
ˆ ˆ ˆ ˆˆ ˆ ()
i
ij j j j
SS S
u
JB vt E v t n W n d S
X
σδ
++
∂ ⎛⎞ ⋅= Σ − = − + ⎜⎟ ∂ ⎝⎠ ∫
& &      ( A 9 )  
Thus,  
()
12
1, 1
1 ˆ ˆˆˆ ˆ ˆ jj i jj i
SS S
JW n n u d S
B
δσ
++
=− ∫       ( A 1 0 )  
As is well known, the J – integral in (A10) is surface independent. 
33  For a very small 
section of the crack front,  0 B →  so ˆ ˆ dS Bd = Γon S, and (A10) becomes  
() ( )
12
1, 1 1, 1
11 ˆˆ ˆ ˆˆ ˆ ˆˆ ˆ ˆˆ ˆ ji j i j ji j i j
SS
JWu n B d Wu n d S
BB
δσ δσ
Γ+
=− Γ + − ∫∫    (A11) 
where Γis the boundary of  1 S .  One can pick a contourΓso that 1 0 S → , therefore the 
second term of (A11) vanishes. So  
() 1, 1 ˆ ˆ ˆ ˆˆ ˆ ji j i j JW u n d δσ
Γ
=− Γ ∫        ( A 1 2 )  
The surface independence of (A10) implies that (A12) is independent of the path.    
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To evaluate the integral in (A12) in our plate model, consider a contour Γthat 
consists of five parts (see Fig. A2) 
Γ 12345 =Γ +Γ +Γ +Γ +Γ        ( A 1 3 )  
 where  1 Γ  and  5 Γ lie on 0 X
− = ,  3 Γ  lies  on 0 X
+ = , and  4 Γ   is juts below the top 
surface atZ h =− .  Because the substrate is rigid, the integration along  1 Γ  and  2 Γ  is 
zero.   4 Γ  has no contribution to J because it is traction free and  1 0 n =  on the path 4 Γ . 
The integration along   3 Γ   is also zero since there is no material deformation for 
0 X > . As a result only the integration on  5 Γ  is non-zero.  On  5 Γ ,  12 3 ˆˆ ˆ 1, 0 nn n =− = = , 
the energy release rate (J-integral) (A12) is  
()
0
1, 1 ˆ ˆˆ ii
h
JW u d X σ
−
=− − ∫       ( A 1 4 )  
 
Figure A2  Integration path Γ 
 
Let  3 ˆˆ uu =  denote the deflection of the plate.  For thin plate, 
36 we have 
  ˆˆˆ 0 XZ YZ ZZ σ σσ ===        ( A 1 5 )  
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1
ˆ
ˆ
2
hu
uZ
X
∂ ⎛⎞ =− + ⎜⎟ ∂ ⎝⎠
       ( A 1 6 )  
2
ˆ
ˆ
2
hu
uZ
Y
∂ ⎛⎞ =− + ⎜⎟ ∂ ⎝⎠
         ( A 1 7 )  
Substituting (A15) to (A17) into (A14) gives  
()
0
2, 1,
0
111 ˆˆ ˆˆˆ ˆ ˆ
222
11 ˆˆ ˆˆ
22
XX XX YY YY XY X Y
h
XX XX YY YY
h
Ju u d X
dX
σε σε σ
σε σε
−
−
⎛⎞ ⎛⎞ =− + − ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
⎛⎞ =− ⎜⎟
⎝⎠
∫
∫
   (A18) 
For a thin plate, the normal stresses and strains are related by  
() ( ) () ˆˆ ˆ 1
11 2
XX XX YY
E
σ νε ν ε
νν
=− + ⎡ ⎤ ⎣ ⎦ +−
    (A19) 
() ( ) () ˆˆ ˆ 1
11 2
YY YY XX
E
σν ε ν ε
νν
=− + ⎡ ⎤ ⎣ ⎦ +−
    (A20) 
where  
() () 2
1 ˆˆ ˆ
2 1
XX YY XX
h
ZM M
D
εν
ν
⎛⎞ =− + − ⎜⎟ − ⎝⎠
    (A21) 
() () 2
1 ˆˆ ˆ
2 1
YY XX YY
h
ZM M
D
εν
ν
⎛⎞ =− + − ⎜⎟ − ⎝⎠
    (A22) 
where  ˆ
XX M and  ˆ
YY M are principle moments.  Recall that the X and Y axes are normal 
and tangential to the crack front respectively, so  ˆ
XX M and  ˆ
YY M  are also  n M  and  t M  
that are related to the principal curvatures  ,nn u and  ,tt u by (3a) and (3b).  
Substituting (A19) – (A22) to (A18) and evaluating the integral gives  
41 
()
22
3 0
6
XX YY X JM M
Eh = =−       ( A 2 3 )  
(A23) is the same as (2) in the (x, y, z) coordinate system.    
42 
APPENDIX B 
For the zeroth order perturbation,  ( ) 0 gy= , the governing equation of  o u is 
44 2 2
44 2 2 20
oo o o uu u u
D
xy x y
⎛⎞ ∂∂ ∂ ∂
++ = ⎜⎟ ∂∂ ∂ ∂ ⎝⎠
   with  ( ,0) x d ∈ −  and   y <∞   (B1)
  
The boundary conditions are 
(0 , ) 0 o ux y ==         ( B 2 a )    
(0 , ) 0
o u
xy
n
∂
==
∂
        ( B 2 b )  
  
22
220
oo
xd
uu
v
xy
=−
∂∂
+=
∂∂
        ( B 2 c )  
()
32
32 2( )
oo
k xd
uu p
vy k s
xx y D
δ
∞
=−∞ =−
∂∂ −
+− = −
∂∂ ∂ ∑    integer k =    (B2d) 
Let us look for a periodic solution of the form:  
   () ( )cos /         2 / mm m m uf x y d m d s αα π ==    integer m =    (B3) 
Substituting (B3) into the biharmonic equation (B1) gives: 
  
42 2 4
42 2 4
() ()
2+  ( ) 0
mm m m
m
df x df x
fx
dx d dx d
αα
−=      ( B 4 )  
There are two cases:  
(i)  For  0 m ≠ , the solution of (B4) is  
43 
() ( ) ( )( ) cosh / sinh / cosh / sinh / mm m m m m m m m f A xd B xd Cx xd Dx xd αα α α =+ + +    
(B5) 
Using boundary conditions (B2a) – (B2d), we have 
() () () () () ()
3
sinh / / cosh / / sinh / mm m m m m m m
pd
f Bx d x d x d x d x d
Ds
αα α λ α α =− −     
(B6) 
where 
 
(1 )tanh( ) (1 )
2 (1 ) tanh( )
mm
m
mm
vv
v
α α
λ
αα
++ −
≡
+−
                         (B7) 
and  
() ( ) []
3 2 (1 ) cosh( ) (1 ) (1 ) sinh( )
2
mm m m m m
m
m vv v
B
λα α λ α α α +− − + +−
=        (B8) 
(ii)  For  0 ( 0) m m α == , we seek a solution of the form 
32
00
o uA x B x =+.   Boundary 
condition (B2.a) – (B2.d) imply  
  ()
2
3
6
o px
ud x
Ds
=− +         ( B 9 )  
Combing the results from (i) and (ii), we have the zeroth order solution, 
() ()
23
1
3c o s /
6
om m
m
px pd
ud x y d
Ds Ds
α
∞
=
≡− + + Ω ∑     (B10) 
where 
() ( ) ( ) ( ) 1 / sinh / / cosh / mm m m m m m B xd xd xd xd λα α α α ⎡⎤ Ω= − − ⎣⎦    (B11)  
44 
and  m B  is given by (B8).  
The bending moments at  0 x =  are 
    () ,, , x ox x oy y ox x M Du u D u ν =− + =−       ( B 1 2 . a )  
  () ,, , y o yy o xx o xx M Du u Du νν =− + =−       (B12.b) 
From the moments at  0 x = , we can compute energy release rate using (1.2) 
()
22 2
, 3 0
6
2
ox yo x x x
D
GM M u
Eh = =− =       ( B 1 3 )  
where  , (0 , ) ox x ux y =  is evaluated using (B10) 
()
2
,
1
(0 , ) 2 c o s / ox x m m m m
m
pd pd
ux y B y d
Ds Ds
αλ α
∞
=
== − −∑     (B14) 
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APPENDIX C 
In this appendix, we derive the first order perturbation solution  1 u that satisfies the 
biharmonic equation 
 
4
1 0 u ∇=          ( C 1 )  
and the boundary conditions  
  1(0, ) 0 ux ≈          ( C 2 a )  
  ()
2
2 1
111
2
(0 , ) 1 2 c o s ( )
u pd y
x yB y y
xD s s
π
αλ φ ψ
∂ ⎡⎤ ⎛⎞ == + ≡ ⎜⎟ ⎢⎥ ∂ ⎝⎠ ⎣⎦
   (C2b)  
22
11
22 0
xd
uu
v
xy
=−
⎡⎤ ∂∂
+= ⎢⎥ ∂∂ ⎣⎦
       ( C 2 c )  
()
32
11
32 20
xd
uu
v
xx y
=−
⎡⎤ ∂∂
+− = ⎢⎥ ∂∂ ∂ ⎣⎦
      ( C 2 d )  
  
Note that  () y ψ  is a periodic function of the period s, so we can expand it into cosine 
series  
() ( )
0
cos 2 / i
i
y ji y s ψ π
∞
=
=∑        ( C 3 )  
Therefore for any given function  ( ) y φ , we can solve for  1 u  using superposition.   Let 
us consider  
    () ( ) () () () () () 123 cos 1 cos 1 cos 1 yy y y
χ β
φα α α
εε
=− + − + −                   (C4)  
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where , , ε χβ  are parameters to be determined. Then (C3) becomes 
()
3
2
111
3 4
0
1
2
12 c o s
246
cos 1 cos 1 cos 1
2
cos k
k
pd y
yB
Ds s
yyy
sss
pd k y
jj
Ds s
π
ψ αλ
πχ πβ π
εε
π
=
⎡⎤ ⎛⎞ =+ ⎜⎟ ⎢⎥ ⎝⎠ ⎣⎦
⎡⎤ ⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ × − +− +− ⎢⎥ ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠ ⎣⎦
⎧⎫ ⎛⎞ ≡+ ⎨⎬ ⎜⎟
⎝⎠ ⎩⎭ ∑
   (C5) 
where 
()
2
1111/ o jB α λχ β ε =− − +        ( C 6 a )  
() ( )
22
11 1 1 1 1 1 2/ 2 1 jB B αλ χ β ε αλ =− + − −      ( C 6 b )  
()
22
21 1 1 1 1 1 / j BB α λβχεα λ =+ +       ( C 6 c )  
()
2
31 1 1 / jB α λχβε =+       ( C 6 d )  
2
41 1 1 / jB α λβ ε =         ( C 6 e )  
After tedious calculations, we obtain 
() () ( )
3 4
10 0
1
cos / kk k
k
pd
uj x j x y d
Ds
θθ α
=
⎡⎤
=+ ⎢⎥
⎣⎦ ∑     ( C 7 )  
where     
() 0
x
x
d
θ =          ( C 8 )   
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()
22 1 12 2
11 22 12 21
22 1 12 2 11 2 21 1
11 22 12 21 11 22 12 21
cosh
1s i n h
2
k
k
k
x x
x
dd
x sx
kd d d
α
θ
α
π
ΠΛ− ΠΛ
=
ΠΠ − ΠΠ
⎡⎤ ⎛⎞ ΠΛ− ΠΛ ΠΛ− ΠΛ
+− + ⎢⎥ ⎜⎟ ΠΠ − ΠΠ ΠΠ − ΠΠ ⎝⎠ ⎣⎦
 (C9) 
and   
() 1 1s i n h kk α να Λ= −         ( C 1 0 a )  
()
2
2 1c o s h kk α να Λ= −        (C10b) 
() ( )
2
11 1 cosh 1 sinh kk k k ν αα α να Π= − − +      (C10c) 
( )
2
12 2c o s h 1 s i n h kk kk α αν α α Π= +−       (C10d) 
( )
23
21 2 cosh 1 sinh kk k k α αν α α Π= −−     ( C 1 0 e )  
() ( )
23
22 2 3 sinh 1 cosh kk k k ν αα α να Π= −− + −     (C10f) 
Combing  o u  and  1 u , we obtain the first order perturbation solution  
1 (,) (,) o uu x y u x y ε ≅+      ( C 1 1 )  
Then we compute the second order derivative of u with respect to  x 
  ()
4
2
,1 1 1 1 1 1 0
2
22
1 2 cos 2 cos xx kkm x
k
pdy k y
uj q B j q
Ds s s
ππ
εα α λ ε α
=
=
⎧⎫ ⎛⎞ ⎛ ⎞ =− − − − ⎨⎬ ⎜⎟ ⎜ ⎟
⎝⎠ ⎝ ⎠ ⎩⎭ ∑ (C12) 
where  
11 2 21 1
11 22 12 21
k q
ΠΛ− ΠΛ
=
ΠΠ − ΠΠ
     ( C 1 3 )   
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To satisfy the condition (7), we minimize the variance of  , 0 xx x u
=  with respect to , ε χ , 
and β .  Because of periodic property of  , 0 xx x u
= , we only need to consider one period 
for [ ] 0, ys ∈ . By definition, the variance of  , 0 xx x u
=  is  
[] () () ()
2 4 2 2 2 2 2
,1 1 1 1 1 1 0
2 0
1
22
s
px x kk m x
k
pd
ud y j q Bj q
sD s
σμ ε α α λ ε α
=
=
⎡ ⎤ ⎛⎞ =− = − + ⎜⎟ ⎢ ⎥ ⎝⎠ ⎣ ⎦ ∑ ∫ (C14) 
 
where μ is the mean of  , 0 xx x u
=  on interval [ ] 0,s  
pd
Ds
μ =−          ( C 1 5 )  
The undetermined parameters , ε ρ , and β are determined by solving following 
equations 
[ ]
2
0
σ
ε
∂
=
∂
         ( C 1 6 a )  
[ ]
2
0
σ
χ
∂
=
∂
         (C17b) 
[ ]
2
0
σ
β
∂
=
∂
         ( C 1 8 c )  
Using (C15) and (19), we can compute the average local energy release rate 
22 22
23 2 2
ave
p dp d
G
Ds h s
=∝        ( C 1 9 )  
Finally, we evaluate (C11) at point ( ,0 xd y = −= )   
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()
33 3 4
1
0
1
33
kk
k
pdp d p d d
uj x
Ds Ds Ds s
εθ
=
⎡⎤ ⎛⎞ =− + Ω+ =− =− Κ ⎢⎥ ⎜⎟
⎝⎠ ⎣⎦ ∑     (C20) 
Where 
()
4
1
0
13 1 kk
k
d
jx
s
εθ
=
⎡⎤ ⎛⎞ Κ≡ − Ω + = − ⎢⎥ ⎜⎟
⎝⎠ ⎣⎦ ∑      ( C 2 1 )  
where  1 Ω  is given by (B11) with m = 1.  
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Supplementary Information:  Finite Element Formulation of a Thin Plate 
1. Governing equation and boundary conditions 
 
Figure S1  Geometry of a plate model 
Because of periodicity in the y-direction, we need only to consider the domain 
[ ] ,() x dgy ∈−  and [ ] 0, ys ∈  as shown in Figure S1.   Note that the point load due the 
spring is multiplied by ½. This is necessary because two adjacent units share one 
spring, therefore one half on each side.  The governing equation for the vertical 
deflection is 
44 2 2
44 2 2 20
uu u u
D
xy x y
⎛⎞ ∂∂ ∂ ∂
++ = ⎜⎟ ∂∂ ∂ ∂ ⎝⎠
  [ ] ,() x dgy ∈− ,   () 0, ys ∈       (S1) 
The clamped condition at  () x gy =  for [ ] 0, ys ∈  implies  
() 0
xgy u
= =         ( S 2 a )  
()
0
ˆ xgy
u
n =
∂
=
∂
        ( S 2 b )  
2
p
2
p
  s 
d
x  y
() x gy =
ˆ t   ˆ n 
( ) 0,0 
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Using the relations between coordinates ( ) , x y  and ( ) ˆ ˆ, nt , we rewrite (S2b) as 
cos sin 0
ˆ
uu u
nx y
θθ
∂∂ ∂
=+=
∂∂ ∂
      ( S 2 c )  
where 
2
1
cos
()
1
dg y
dy
θ =
⎛⎞
+⎜⎟
⎝⎠
       ( S 2 d )  
2
1( )
sin
()
1
dg y
dy dg y
dy
θ =−
⎛⎞
+⎜⎟
⎝⎠
      ( S 2 e )  
Periodicity and symmetry of the system imply that the slope in y-direction,  ,y u , shear 
force, z q , and twist moment,  xy M , vanish on  0 y =  and  y s = .  Periodicity also implies 
() () ,0 , uxy uxy s == =.    Moments  x M  and  y M  are zero onx d = −  with [ ] 0, ys ∈ . 
Shear force disappears on x d = −  with ( ) 0, ys ∈ .  At two end points (, 0 ) d −  and 
(, ) ds − , / 2 z qp = .  These boundary conditions are summarized as bellow 
, 0 yz x y uq M == =    on   0 y =  and  ys =    (S3a,b,c) 
() ( ) ,0 , uxy uxy s == =      ( S 4 )  
0 xy MM ==     on    x d = −   with  [ ] 0, ys ∈  (S5) 
0 z q =     o n       x d = −  with  ( ) 0, ys ∈  (S6) 
/2 z qp =        at      ( ) ,( , 0 ) x yd =−   and (, ) ds −  (S7) 
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2. Formulation of FEM for the thin plate  
In this subsection, we give an FEM formulation for the thin plate based on.
36, 37 
Consider a quadrilateral element as shown in figure S2, with nodal points, 1, 2, 3, and 
4.  At each node there are three nodal displacements (three degrees of freedom): u, 
, x y θ θ  . For each element, there are totally 12 degrees of freedom  
{}
{ }
{}
{}
{}
1
2
3
4
e
a
a
a
a
a
⎧⎫
⎪⎪
⎪⎪
= ⎨⎬
⎪⎪
⎪⎪
⎩⎭
  (S8a)    where   {}
i
i
ix i
i
yi
i
u
u
u
a
y
u
x
θ
θ
⎧ ⎫
⎪ ⎪
⎪ ⎪ ⎧⎫
⎪ ⎪ ⎛⎞ ∂ ⎪⎪⎪ ⎪ == ⎨ ⎬⎨ ⎬ ⎜⎟ ∂ ⎝⎠ ⎪ ⎪⎪ ⎪
⎩⎭⎪ ⎪ ∂ ⎛⎞ ⎪ ⎪ −⎜⎟ ∂ ⎪ ⎪ ⎝⎠ ⎩⎭
     i=1,2,3,4(S8b) 
 
Figure S2   A quadrilateral element 
We now use the minimum potential energy principle to obtain the finite element 
equation. The potential energy for an element is defined as 
int
ee e
ext Π= Π − Π          ( S 9 )  
The first term on the right hand (RHS) of (S9) is the internal strain energy defined as  
x 
y   z
u
1 2
,y u  
4
x
,x u  
3  
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{} int
1
2
2
e
e
x x y y xy xy M M M dxdy κκ κ
Ω Π= + + ∫∫      ( S 1 0 )  
where   , , x yx y M MM are moments  
22
22 x
uu
MD
x y
ν
⎛⎞ ∂∂
=− − ⎜⎟ ∂∂ ⎝⎠
       ( S 1 1 a )  
22
22 y
uu
MD
y x
ν
⎛⎞ ∂∂
=− − ⎜⎟ ∂∂ ⎝⎠
       (S11b) 
()
2
1 xy
u
MD
x y
ν
⎛⎞ ∂
=− − ⎜⎟ ∂∂ ⎝⎠
       ( S 1 1 c )  
and  ,, x yx y κκκ are corresponding curvatures  
2
2 x
u
x
κ
∂
=−
∂
         ( S 1 2 a )  
2
2 y
u
y
κ
∂
=−
∂
         (S12b) 
2
xy
u
x y
κ
∂
=−
∂∂
         ( S 1 2 c )  
Note that we consider a curvature positive if it is convex downward.  
Let us next define the ‘stress’ and ‘strain’ as following 
{}
x
y
xy
M
M
M
σ
⎧⎫
⎪⎪
= ⎨⎬
⎪⎪
⎩⎭
   (S13)    {}
2
2
2
2
2
22
x
y
xy
u
x
u
y
u
x y
κ
εκ
κ
⎧ ⎫ ∂
=− ⎪ ⎪
∂ ⎪ ⎪
⎪ ⎪ ∂ ⎪ ⎪ == − ⎨ ⎬
∂ ⎪ ⎪
⎪ ⎪ ∂
=− ⎪ ⎪
∂ ∂ ⎪ ⎪ ⎩⎭
   (S14)  
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which are related by  
{ } [ ]{ } D σ ε =          ( S 1 5 )  
where [D] is bending stiffness matrix,  
[] ()
3
2
10
10
12 1
1
00
2
Eh
D
ν
ν
ν
ν
⎡⎤
⎢⎥
⎢⎥
= ⎢⎥ − ⎢⎥ −
⎢⎥
⎣⎦
      ( S 1 6 )  
Substituting (S13-15) into (S10) gives 
{}{} {}[] {} int
11
22
ee
TT e dxdy D dxdy εσ ε ε
ΩΩ Π= = ∫∫ ∫∫      ( S 1 7 )  
Next, the second term on RHS of (S9) is the external work done 
e
ext Π  given by 
() ()
() () ( )
() :,
,,
,, ,
ee e
nt
e
s e
ii
e
ext n nt
ii i
ixy
uu
u x y q x y dxdy M d M d
nt
uxyrxyd s p uxy
ΩΓ Γ
Γ
∈Ω
∂ ∂
Π= + Γ + Γ
∂∂
++
∫∫ ∫
∑ ∫
 (S18) 
where  () ,, nn t M Mr s  are specified moments and forces on the boundary (see figure S3) 
and , , nts ΓΓΓ are parts of the boundary where each component is specified.   e Ω  
denotes the area of an element (Fig.S3). The quantities i p  represent the point loads 
applied at points () , ii x y .   
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Figure S3   Schematic drawing of loadings on an element 
 
Substituting (S17) and (S18) into (S9) gives the potential energy for plate  
{}[] {}
() () ( )
()
int
:,
1
2
{, , }
e
ee e e
nt s e
ii
T ee e
ext
nn t i i i
ixy
Dd x d y
uu
uq x y dxdy M d M d ur s ds pu x y
nt
εε
Ω
ΩΓ Γ Γ
∈Ω
Π= Π − Π =
∂∂
−+ Γ + Γ + +
∂∂
∫∫
∑ ∫∫ ∫ ∫
 
(S19) 
In our current problem, the first term of (S18) is zero because no distributed load is 
applied. The second term is also zero because either 
w
n
∂
∂
 or  n M  vanish everywhere on 
the boundary. The third and fourth terms disappear because  nt M  and  () rs are zero on 
the boundary.  So we are left with only the point load term   () , ii i
i
p wxy ∑ .  The 
potential energy (S19) becomes  
{}[] {} ( )
()
int t
:,
1
,
2
e
e
ii
T ee e
ex i i i
ixy
Dd x d y p u x y εε
Ω
∈Ω
Π= Π − Π = − ∑ ∫∫    (S20) 
The variation of (S20) is  
{} [ ]{} ( )
() :,
0,
e
e
ii
T e
ii i
ixy
Dd x d y p u x y δδ ε ε
Ω
∈Ω
Π= = − ∑ ∫∫     (S21) 
( ) , p xy 
( ) , rxy 
n M  
1 p   2 p  
n M   
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We write the deflection u inside an element in terms of a standard form 
() { }{ } ,
e uN x ya =         ( S 2 2 )  
where  () { } , Nxy  will be determined later and { }
e a  is defined by (S8a)  Substituting 
(S22) and  
{ } Lu ε =     with 
22 2
22 ,, 2
T L
x yx y
⎧ ⎫ ∂∂ ∂
=− − − ⎨ ⎬
∂ ∂∂ ∂ ⎩⎭
    (S23) 
into (S21) gives  
{ } [] [] [] { } () ( )
() :,
0,
e
e
ii
T T T ee e
ii i
ixy
aB D B d x d y a p N x y δδ
Ω
∈Ω
Π= = − ∑ ∫∫  (S24) 
where  
[ ] { } B LN =          ( S 2 5 )    
Since { }
e a δ is arbitrary, therefore we can obtain the following finite element equation 
from (S24) 
{} {}
ee e K aq ⎡⎤ = ⎣⎦         ( S 2 6 )  
where 
e K ⎡⎤ ⎣⎦ is the stiffness matrix for an element which is 
[ ] [ ][ ] e
T e K B D B dxdy
Ω ⎡⎤ ≡ ⎣⎦∫∫        ( S 2 7 )  
and {}
e q is the load vector for an element  
{ } () ()
() :,
,
e
ii
T e
ii i
ixy
qp N x y
∈Ω
≡ ∑      ( S 2 8 )   
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3. Evaluation of stiffness matrix for the rectangular element  
In order to evaluate the stiffness matrix (S27), we assume the deflection u has the form 
[] {}
22 3 2 2 3 3 3
12 3 4 5 6 7 8 9 1 0 1 1 1 2 ux y x x y y x x y x y y x y x y
C
α α α ααααα α α α α
α
= + + +++++ + + + +
≡
 (S29) 
where 
[ ]
2 232 233 3 1, , , , , , , , , , , C xyx x yy x xyx y y xyx y ⎡⎤ = ⎣⎦      (S30a) 
{ } 1234567891 01 11 2 {, , , , , , , , , , , }
T α αααααααααα αα =      (S30b) 
Note that (S29) is complete polynomial of order 2.  Along any x constant or y constant 
line, the deflection u varies as a cubic. The element boundaries or interfaces are 
composed of those lines. As a cubic is uniquely defined by four constants, the two end 
values of slope and displacement at two ends will therefore define the cubic uniquely.   
Since such end values are common to adjacent elements, the continuity of 
displacement and slope will be imposed along any interface.   However, the continuity 
of second derivatives is not imposed.   
Substituting (S29) into (S8b) gives 
{} {}
22 3 2 2 3 3 3
22 3 2
22 2 3
1
001 0 2 0 2 3 3
01 02 0 3 2 0 3
i ii i i ii i i i i i i i i i i
ix i ii i i i i i i i
ii i i ii i i i yi
u xy x x yy x x y x y y x y x y
a x y x xy y x xy
xy x x yy x y y
θ α
θ
⎧⎫⎡⎤
⎪⎪⎢⎥ == ⎨⎬⎢⎥
⎪⎪⎢⎥ −− − − −− − − ⎣⎦ ⎩⎭
 (S31) 
where () , ii x y is the coordinate of node i (i = 1, 2, 3, 4) in the element e.   We then 
obtain { }
e a  by substituting (S31) into (S8a).  This results in  
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{ } [ ]{ }
e aA α =          ( S 3 2 )  
where 
[]
22 3 2 2 3 3 3
11 1 1 11 1 1 1 1 1 1 1 1 1 1
22 3 2
11 1 1 1 11 1 1
22 2 3
11 1 1 1 1 1 1 1
22 3 2 2 3 3 3
22 2 2 2 2 2 2 2 2 2 2 2 2 2 2
22 3 2
22 2 2 2 22 2 2
22
1
001 0 2 0 2 3 3
01 02 0 3 2 0 3
1
00 1 0 2 0 2 3 3
01 0 2 0 3
xy x x yy x x y x y y x y x y
xy x x y yx x y
xy x x yy x yy
x y x xy y x xy xy y xy xy
x y x xy y x xy
xy x
A
−− − − −− − −
−− − −
=
22 2 3
22 2 2 2 22
22 2 2 2 2 2 3
33 3 3 3 3 3 3 3 3 3 3 3 2 3 3
22 3 2
33 3 3 3 2 3 3 3
22 2 3
33 3 3 3 3 3 3 3
22 3 2 2 3 3 3
44 4 4 4 4 4 4 4 4 4 4 4 4 4 4
22
44 4 4 4 4
20 3
1
001 0 2 0 2 3 3
01 0 2 0 3 2 0 3
1
00 1 0 2 0 2 3 l
x yy x yy
x yxx y y x x y x y y x y x y
x y x xy y x xy
x yx x y y x y y
x y x xy y x xy xy y xy xy
xy x x y yx
−− −−
−− − − − − − −
32
44
22 2 3
44 4 4 4 4 4 4 4
3
01 0 2 0 3 2 0 3
x y
x yx x y y x y y
⎡⎤
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
−− − − − − − − ⎣⎦
 (S33) 
Note that the matrix [ ] A  is evaluated in global coordinate system.   Substituting (S33) 
into (S22) gives 
() { }[ ]{ } , uN x yA α =         ( S 3 4 )  
We can obtain  () { } , Nxy  by comparing (S29) with (S34), 
[ ]{} ( ) { }[ ]{} ( ) { } [ ][ ]
1
,, C Nxy A Nxy C A αα
−
=⇒ =   (S35) 
Note that we have used the fact that { } α  is nonzero matrix in (S35).   Then (S25) 
becomes  
[ ] [ ][ ]
1
B HA
−
=        ( S 3 6 )   
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Where 
[] []
2
2
2
22 3 2 2 3 3 3
2
2
22
1, , , , , , , , , , ,
2
0 0 02 00 6 2 0 0 6 0
000 0 0 2 0 0 2 6 0 6
000 0 2 0 0 4 4 0 6 6
x
H LC xyx x yy x xyx y y xyx y
y
xy
xy x y
x yx y
x yx y
⎧⎫ ∂
− ⎪⎪
∂ ⎪⎪
⎪⎪ ∂ ⎪⎪ ⎡⎤ == − ⎨⎬ ⎣⎦ ∂ ⎪⎪
⎪⎪ ∂
− ⎪⎪
∂∂ ⎪⎪ ⎩⎭
−− − − ⎡⎤
⎢⎥ =− − − − ⎢⎥
⎢⎥ −− − − − ⎣⎦
 (S37) 
Substituting (S37) into (S27), we arrive at the stiffness matrix for an element 
[] [] () [] [] [] () []
11
e
T eT
KA H D H d x d y A
−−
Ω = ∫∫     (S38) 
 
4. Mapping 
Evaluating the integral in (S38) in (x, y) coordinate is usually difficult because the 
integration domain 
e Ω is irregular.   One can find a master element 
( [ ] [ ] ˆ : 1,1 , 1,1
e ξη Ω∈ − ∈ −) that is mapped appropriately to an element 
e Ω .  Then with 
mapping  ˆ ee Ω→ Ω one can perform all integrations for all elements at the master 
element  ˆ e Ω .  As shown in Figure S4, the mapping  ˆ ee Ω →Ω  is defined by   
()
4
1
ˆ , ii
i
xx N ξ η
=
=∑        ( S 3 9 a )  
()
4
1
ˆ , ii
i
yy N ξ η
=
=∑        (S39b)  
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Figure S4   Mapping between ( ) , x y  and ( ) , ξ η  
 
where  () ˆ , i N ξ η  (i = 1, 2, 3, 4) are shape functions given by        
()() () 1
1 ˆ ,1 1
4
N ξ ηξ η =− −        ( S 4 0 a )  
()() () 2
1 ˆ ,1 1
4
N ξ ηξ η =+ −        (S40b)   
x
y   ξ  
η
ξ  
η
1 2 
3 4 
1 
2 
3 
4 
1 η =  
1 ξ =  
( )
()
,
,
x y
x y
ξξ
ηη
=
=
 
()
()
,
,
xx
yy
ξ η
ξ η
=
=
 
( )
()
,1
,1
xx
yy
ξ
ξ
= ⎧ ⎪
⎨
= ⎪ ⎩
 
( )
()
1,
1,
xx
yy
η
η
= ⎧ ⎪
⎨
= ⎪ ⎩
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()() () 3
1 ˆ ,1 1
4
N ξ ηξ η =+ +        ( S 4 0 c )  
()() () 4
1 ˆ ,1 1
4
N ξ ηξ η =− +        (S40d) 
The areas of element at () (,) , (,) xx yy ξ ηξ η ==  and ( , ) ξ η are related by  
()() dxdy J d d ξ η =         ( S 4 1 )  
where  J  is the determinant of the Jacobian matrix 
( ) () ( ) () ( ) () ( ) ()
( ) () ( ) () ( ) () ( ) ()
21 34 41 32
41 32 21 34
1
11 11
16
1
11 11
16
xy xy
J
xx xx yy yy
xx xx yy yy
ξη ηξ
η ηξξ
ξ ξηη
∂∂ ∂∂
=−
∂∂ ∂∂
=− − + − + − − + − + ⎡⎤ ⎡ ⎤ ⎣⎦ ⎣ ⎦
−− − + − + − − + − + ⎡⎤ ⎡ ⎤ ⎣⎦ ⎣ ⎦
(S42) 
Substituting (S39a, b) and (S41) into (S38), we get the stiffness matrix in terms of 
(,) ξ η  
[] [] () [] []
11
11
11
ˆˆ
T T e
KA H D H J d d A ξη
−−
−−
⎛⎞
⎡⎤ ⎡⎤ = ⎜⎟ ⎣⎦ ⎣⎦
⎝⎠ ∫∫     (S43) 
where  
() () () ˆ ,, , HH x y ξη ξη ⎡⎤⎡⎤ = ⎣⎦ ⎣⎦     ( S 4 5 )  
The double integral in (S45) can be estimated using Gaussian Quadrature.   
() ()
11
11 11
,,
mm
ij i j
ji
dd ξ ηξ η ξ η ω ω
== −−
ϒ= ϒ ∑∑ ∫∫      ( S 4 6 )   
62 
where  () [] ˆˆ ,
T
HD H J ξη ⎡⎤ ⎡⎤ ϒ≡ ⎣⎦ ⎣⎦ ,  and ( ) , ij ξ η  are Gaussian points,  i ω  are weights, 
m is the number of Gaussian points in a master element.   Note that an m-point 
Gaussian quadrature rule can yield an exact result for polynomials of degree 2m − 1 
or less.  In our thin plate problem,  ( ) , g ξ η  is a polynomial of degree 6 in both ξ  and 
η , so we need 4 Gaussian points for each dimension.  These 4 Gaussian points for ξ  
are  
() 1 326 / 5 / 7 ξ =− ,   ( ) 2 326 / 5 / 7 ξ =− − ,   
  () 3 326 / 5 / 7 ξ =+ ,   ( ) 4 326 / 5 / 7 ξ =− + ,  
and the corresponding weights are 
12
18 30
36
ωω
+
==                34
18 30
36
ωω
−
==  
The Gaussian points and the corresponding weights for η are the same as those for ξ .   
Similarly, one can use Gaussian Quadrature to evaluate load vector (S28).   
 
5.   Meshing  
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Figure S5   16 quadratural elements are shown.   
 
We generate the meshes by partitioning sides in x-direction into  e M equal parts, and y-
direction into  e N equal parts, so there are totally  el el M N ×  elements and 
() () 11 el el MN +× + nodes in the system as shown in Figure S5.  For example in Figure 
S5, 4 el el MN == , therefore there are  16 el el MN × =  elements.   Any node labeled as 
global index I can be expressed as  
() [ ] 1 1                 0, ee l e e e l I mN n n N =+ + + ∈      ( S 4 7 )  
where 
1
e
el
I
m
N
⎢⎥ −
= ⎢⎥
⎣⎦
 
1.  For the element e, the relation between local i and global index 
I are given in the following table 
 
                                                 
1 The operator  x ⎢⎥ ⎣⎦ rounds the elements of x to the nearest integers towards zero.  
1
2 
3 
Ne 
Ne+1 
Me x Ne 
1
2
3
4
Ne+1
x 
y 
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Element e        
Local nodal 
index 
1 2  3  4 
Global index  1 el e Ne m ++ +  e em +  1 e em + +  2 el e Ne m ++ + 
 
Equation (S47) is used to do the assembly to obtain the global stiffness matrix and 
load vector.  
According to Figure S5, the global coordinates of node I are expressed as 
() ()
I
Ie I
el
df y
x mg y
M
−
=− ⋅ −        ( S 4 8 )  
Ie
el
u
y nu
N
=⋅ −         ( S 4 9 )  
 
6. The energy release rate on the curve  () x gy =  
The energy release rate on the curve is given by (2) which is 
()
()
( )
2 22 2
22
33 2
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ˆ
nt xgy
D u
GM M
Eh Eh n
ν
=
− ⎛⎞ ∂
=− = ⎜⎟ ∂ ⎝⎠
     ( S 5 0 )  
where  
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2
2
22 2
22
22
cos sin
ˆˆ ˆˆ
cos sin cos sin
ˆˆ
cos 2cos sin sin
uu uu
nn nn x y
uu x uu y
x xy n yxy n
uu u
xx y y
θθ
θθ θθ
θθ θθ
⎡⎤ ∂∂ ∂∂ ∂ ∂ ⎛⎞ == + ⎜⎟ ⎢⎥ ∂∂ ∂∂ ∂ ∂ ⎝⎠ ⎣⎦
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   (S51) 
where cosθ and sinθ  are given by (S2d) and (S2e) which are 
2
1
cos
()
1
dg y
dy
θ =
⎛⎞
+⎜⎟
⎝⎠
      ( S 2 d )  
2
1( )
sin
()
1
dg y
dy dg y
dy
θ =−
⎛⎞
+⎜⎟
⎝⎠
     (S2e) 
Note that the second order derivative 
2
2
u
x
∂
∂
 and 
2
2
u
y
∂
∂
 are not continuous at the corners 
of the element. We can instead evaluate (S51) at the mid-points on element sides along 
the crack front curve.   
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Chapter 2  
Compliance of a Micro-Fibril subjected to Shear and 
Normal loads
* 
Abstract 
  Many synthetic bio-inspired adhesives consist of an array of micro-fibrils 
attached to an elastic backing layer, resulting in a tough and compliant structure.  The 
surface region is usually subjected to large and nonlinear deformations during contact 
with an indenter, leading to a strongly nonlinear response.  In order to understand the 
compliance of the fibrillar regions we examine the nonlinear deformation of a single 
fibril subjected to a combination of shear and normal loads.   An exact closed-form 
solution is obtained using elliptic functions.  The prediction of our model compares 
well with the results of an indentation experiment.    
 
2. 1  Introduction 
  Recent interest in bio-inspired adhesives has motivated many researchers to 
fabricate micro-fibril arrays (Peressadko and Gorb, 2004,Crosby et al. 2005; 
Glassmaker et al. 2005; Gorb et al. 2007; Huber et al. 2005; Kim & Sitti, 2006; Liu & 
Bhushan, 2003; Majidi et al. 2006; Northen & Turner, 2005; Yurdumakan et al. 2005; 
Chung and Chaudhury, 2005; Aksak  et al. 2007; Greiner et al. 2007 ; Varenberg and 
Gorb 2007  ; Glassmaker et al. 2007) and to study their contact mechanics and 
adhesion (Bhushan et al. 2006; Chen & Gao, 2007; Gao et al. 2003, Gao et al. 2005; 
                                                 
* Liu, J., Hui, C.Y., Shen, L., Jagota, A., J. R. Soc. Interface 5(26):1087-97 (2008).  
70 
Hui et al. 2004; Jagota & Bennison, 2002; Persson & Gorb, 2003; Persson et al. 2005; 
Spolenak et al. 2005a; Spolenak et al. 2005b; Tang et al. 2006; Tang et al. 2005; Yao 
& Gao, 2006).   Most of these studies focus on how the interface between the micro-
fibrils and a smooth hard substrate separates under normal load.   Of equal importance 
is how these fibrillar surfaces respond to a combination of normal and shear loads.  
For example, experiments on Gecko setae have demonstrated that the maximum shear 
force it can support is about 6 times greater that the normal pull-off force (Autumn et 
al. 2000), and direct measurements of how various species adhere to surfaces are 
conducted under shear (Irschick et al. 1996).  However, these observations are often 
interpreted using theories based on normal contact of surfaces.  Therefore, there is a 
need to develop contact and adhesion models that take account of shear.           
  In the past year, there have been several experimental studies on the frictional 
behavior of micro-fibril arrays against a flat substrate (Majidi et al. 2006; Ge et al. 
2007).  The fibril arrays fabricated by Majidi et al (2006) and Ge et al (2007) consists 
of very stiff fibrils, whereas those fabricated by Guduru (2007) and Shen et al (2007) 
are made of poly(dimethlysiloxane) (PDMS), a soft elastomer with shear modulus on 
the order 1 MPa.  Despite the large differences in modulus, what emerges from these 
experiments is that the static friction of these arrays is much higher than that exhibited 
by flat unstructured controls made of the same material.       
  The mechanics of a flat elastic substrate indented by a smooth soft elastic 
sphere under a normal load is well described by the Johnson-Kendall-Roberts (JKR) 
theory (Johnson et al. 1971).  A theory for the compliance of micro-fibril arrays under 
normal indentation has been developed (Noderer et al. 2007).  While there is a strong 
quantitative influence of the fibrillar architecture on compliance, there are qualitative 
similarities between it and an unstructured flat control.  For example, the load versus   
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F
Figure 2. 1a  A glass spherical indenter is placed on the surface of micro-fibril array 
under a fixed normal force (P) (applied via a mechanical balance).  The sample is 
translated at a constant rate, u, and the shear force is measured by a load cell.  
Deformation near the contact region is recorded by means of an inverted optical 
microscope.   The shear load versus shear displacement curve for a fibrillar sample is 
shown in Fig. 2.1b. Three points are selected for comparison with theory. 
 
contact area curves have similar shapes and compliance generally decreases with 
increasing contact area (increasing load).  The situation can be quite different with 
shear.  Figure 2.1a shows schematically an experiment in which a film terminated 
PDMS micro-fibril array is moved in shear relative to a fixed spherical indenter.   
Briefly (see Shen et al. 2007 for details), the micro-fibril array consists of micro-
pillars oriented normal to an elastic PDMS backing layer.   The micro-pillars are 
connected at their terminal ends by a thin, flexible film.   This structure has been 
shown to significantly improve adhesion compared to a flat unstructured control 
(Glassmaker et al. 2007, Noderer et al. 2007).  The backing layer is bonded to a glass  
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slide that is placed on an inverted optical microscope.   Since PDMS is transparent, its 
deformation can be recorded by the microscope.  A fixed normal load,  N F , is applied 
to press the indenter into contact with the sample surface (i.e., the thin film).    
The shear force  S F  is applied by translating the glass slide at a constant rate.   
A typical shear force versus shear displacement curve is shown in Fig. 2.1b.  As the 
relative shear displacement between the indenter and the sample increases, the shear 
force increases to a peak value (stage 1).  Beyond the peak, it decreases rapidly (stage 
2), and then remains nearly constant (stage 3).  Visual inspection of the contact region 
in stage 1 reveals that it changes in shape and size, but there is no macroscopic sliding 
between the indenter and the sample.  In stage 3, the indenter slides steadily on the 
sample.  More detailed explanations of the physics behind these different stages can be 
found in Shen et al. 2007.  Briefly, in stage 1 the fibrils in contact with the indenter are 
loaded under shear.  As shear increases, the elastic energy stored in these fibrils 
increases.   This elastic energy is released suddenly in stage 2 due to the propagation 
of an interface crack.  In stage 3, relative motion between the indenter and sample 
appears to be accommodated by the propagation of Schallamach-like waves.     
Due to the applied shear displacement, the top of a typical fibril in a region 
enclosing the contact zone is displaced relative to the bottom.   Fig.2.2 shows three 
optical micrographs of the contact region corresponding to the three points in Fig. 2.1b.  
In Fig. 2.2, the image of the top end of a fibril appears as fuzzy gray circle, whereas 
the bottom end appears as a smaller dark square.  This difference allows us to 
determine the relative deflection,  T Δ , of each fibril.  The nearest neighbor distance 
between fibrils is 87  m μ , while their length is 67  m μ .  From Fig. 2.2c, it can be seen 
that the lateral displacement of a typical fibril can exceed its length.   We will later 
show that the usual small deflection beam-column model (BCM) (Timoshenko & Gere  
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1961) is not accurate enough to capture the deformation of micro-fibrils in our 
experiments.  This motivates us to use a nonlinear large deflection theory.   
 
 
Figure 2. 2  Optical micrographs of the contact region. The direction of shear 
displacement u is indicated by the arrow on the right.  The image of the top end of a 
fibril appears as fuzzy gray circle, whereas the bottom end appears as a smaller dark 
square.  This difference allows us to determine the relative deflection  T Δ  of each fibril. 
Figures 2a, 2b and 2c correspond to the points A, B and C in   Fig. 2.1b respectively.  
The contact region c Ω is the white polygon. 
          It should be noted that, when the same indentation test is performed on a flat 
unstructured control PDMS substrate, the contact area is found to decrease 
monotonically with increasing shear, consistent with a theory proposed by Savkoor 
and Briggs (1977). In contrast, with increasing shear, the contact area for fibrillar 
samples initially increases.  This difference in behavior can be explained by the fact 
that when a micro-fibril under shear bends it significantly increases the normal 
compliance of the array.   Since the normal load is fixed in these experiments, increase 
in normal compliance initially results in an increase in the contact area.    
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  In order to develop a quantitative understanding of the load-bearing capacity of 
a fibrillar array under combined normal and shear loads, we study the nonlinear 
deformation of individual micro-fibrils.  The model for fibril deflection and theoretical 
results based on it are presented in section 2.2.  In section 2.3 we compare model 
predictions with experiments.    
 
2.2  Elastica Model of a Stretchable Beam 
We model the deformation of a typical micro-fibril in stage 1.   Since the 
length of a typical micro-fibril is significantly greater than its lateral dimensions, it 
will be modeled as a stretchable elastica.   Inside the contact zone, which is denoted by 
c Ω , the thin film is well adhered to the indenter.  Therefore, a fibril in  c Ω  cannot 
rotate at this end, implying a clamped boundary condition.   For a sufficiently long 
fibril, it is reasonable to assume that its bottom end is also clamped.  We further 
assume that fibrils do not twist; this assumption is consistent with the loading 
conditions in our experiments.  Finally, we neglect the compliance of the half-space to 
which the fibril is attached; this is again reasonable since fibrils are slender. 
The problem of interest is an initially straight elastic beam with initial length, 
o L , that is clamped at both ends.  One end of the beam is fixed to a rigid wall (the 
backing layer) while the other end is subjected to vertical and tangential displacements 
N Δ  and  T Δ , respectively.  Let  ,  ,  oo o NTM  denote the unknown normal, shear and 
moment applied at this end.  Let s denote the arc length of the deformed beam and let 
() ,  () x sy s  denote the deformed coordinates of the beam at a point p on the bar. (See 
Fig. 2.3)  
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Figure 2. 3  Coordinate system used in our analysis.  The undeformed beam is straight 
and has length o L .   Both ends of the beam are clamped.    The right end is subjected to 
a vertical and tangential displacement  N Δ  and T Δ  respectively.   The coordinate of the 
point p is (x(s),y(s)). 
 
 
Figure 2. 4 Free body diagram of a section of the deformed bar.   The right end of this 
section is clamped ( 0 = ψ ).  T Δ  and  N Δ are the shear and normal displacements at the 
right end of the beam.    , oo NT  denote the reaction forces.   The reaction moment is 
denoted by o M . 
Following (Frisch-Fay 1962), we assume a linear relation between curvature and 
moment, that is,  
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  ()
d
EI M s
ds
ψ
=        ( 2 . 1 a )  
where E is the Young’s modulus, I is the moment of inertia, ψ is the rotation of the 
deformed bar relative to the x axis, and  ( ) M s is the moment acting at a generic point p.   
(The free body diagram of the bar is shown in Fig. 2.4.)   
The relevant boundary conditions are: 
 (0 ) ( ) 0 ss L ψ ψ == ==        ( 2 . 1 b )  
() 00 xs ==      ( ) 00 ys = =         ( 2 . 1 c )  
() 0 N xs L L ==+ Δ   ( ) T ys L = =Δ ,      ( 2 . 1 d )  
where L denotes the deformed length of the beam.   The free body diagram in Fig. 2.4 
shows that 
  () ( ) () () () oo T o oN M sMN y s T L x s =−Δ − + + Δ −     (2.2) 
Substituting (2.2) into (2.1a) gives   
  () () () () () oo T o oN
d
EIM s M N y s T L x s
ds
ψ
== − Δ −++ Δ −    (2.3) 
Let ( ) Nsand ( ) Ts denote the normal (normal to the cross-section of the 
deformed bar) and shear force along the deformed bar respectively.    Force balance 
requires 
 
cos sin
sin cos
o
o
NTN
NT T
ψ ψ
ψψ
−=
+=
       ( 2 . 4 )  
Equation (2.4) implies that  
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 cos sin oo NN T ψ ψ =+        ( 2 . 5 )  
Note that, by definition 
  cos
dx
ds
ψ =          ( 2 . 6 a )  
  sin
dy
ds
ψ =          ( 2 . 6 b )  
Equations (2.6a) and (2.6b) imply that 
 
0
cos ( )
s
x sd s ψ ′′ =∫         ( 2 . 7 a )  
 
0
sin ( )
s
y sd s ψ ′′ =∫         ( 2 . 7 b )  
Combining (2.1d), (2.7a) and (2.7b), we have  
   
0
cos ( )
L
oN Ls d s ψ ′ ′ +Δ =∫        ( 2 . 8 a )  
  
0
sin ( )
L
T sd s ψ ′ ′ Δ= ∫        ( 2 . 8 b )  
To eliminate x and y from equation (2.3), we differentiate (2.3) by s and use (2.6a) and 
(2.6b),  
 
2
2 sin ( ) cos ( ) oo
d
EI N s T s
ds
ψ
ψψ =−       ( 2 . 9 )  
Multiplying both sides of (2.9) by 
d
ds
ψ
 and integrating the resulting expression gives 
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  ()
2 2
cos ( ) sin ( ) oo
d
Ns T s D
ds EI
ψ
ψψ ⎛⎞ =− + + ⎜⎟
⎝⎠
    (2.10) 
The integration constant D is determined using the boundary conditions 
() 0 / EId s L ds M ψ ==  and  ( ) 0 sL ψ = = , and is found to be 
 
2 2 o
o
M
DN
EI EI
⎡⎤ =+ ⎢⎥ ⎣⎦
  .        ( 2 . 1 1 )  
Integrating (2.10) with respect to ψ , we obtain 
 
() 0 2
cos sin oo
d
s
NT D
EI
ψ ψ
ψψ
′
=
′′ −+ +
∫   max 0 ψ ψ ≤ ≤    (2.12) 
where we have retained only the positive root.  By symmetry (see Fig. 2.3), the angle 
ψ  increases with arc length, s, from either end and reaches a maximum value of  max ψ  
at the mid-point.  The value of   max ψ  is found using / 0 dd s ψ =  ,  
  () max max
2
cos sin 0 oo NT D
EI
ψψ −+ + =      ( 2 . 1 3 )  
 
2.2.1  Extensibility 
Let λ  denote the stretch ratio of a material point p on the beam.  It can be 
labeled by its coordinates, X, on the initially straight beam, which coincides with the 
horizontal axis, i.e.,  ) , 0 ( o L X ∈ . Point p is displaced to coordinates ( ( ), ( )) x sy s on 
the deformed beam.   Assuming that the stretch is proportional to the local normal 
force,  
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1( ( ) , ( ) ) 1 ( ( ) , ( ) )
ds ds dX ds
cN x s y s cN x s y s
dX dX dX
λλ
−
= ⇔ −= = ⇔ =+  (2.14) 
where  1/ cE A =  and A is the cross-sectional area of the beam.  Equation (2.14) can be 
integrated to give 
 
00 1( ( ) , ( ) )
o L L
o
ds
dX L
cN x s y s
′
= =
′′ + ∫∫       ( 2 . 1 5 )  
 Using (2.5), equation (2.15) is 
 
() () 01c o s s i n
L
o
oo
ds
L
cN s T s ψψ
′
=
′′ ++ ⎡⎤ ⎣⎦ ∫      ( 2 . 1 6 )  
For a given  0 T  and 0 N , one can solve equations (2.8a), (2.8b), (2.12), and (2.16) for 
N Δ ,  T Δ ,  0 M , and L , with  
max 2
L
s ψ ψ ⎛⎞ == ⎜⎟
⎝⎠
        ( 2 . 1 7 )  
 
2.2.2  An Equivalent Problem   
The deflection in Fig. 2.3 can also be obtained by moving the right (left) end of 
the beam up (down) by  /2 T ±Δ  and outwards by  /2 N Δ , with the midpoint of the 
beam fixed.   If we measure s from the left end of the beam, then it is easily seen that 
max ψ  is attained at  /2 sL = .  In addition, we can solve the problem for  (0, /2) sL ∈ .    
The boundary conditions are 
 (0 ) 0 s ψ ==         ( 2 . 1 8 a )   
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 (/ 2 ) 0 sL ψ′ ==          (2.18b) 
max 2
L
s ψ ψ ⎛⎞ == ⎜⎟
⎝⎠
.        ( 2 . 1 8 c )  
  (0 )(0 ) 0 xs ys == ==      (2.18d) 
() (/ 2 ) / 2 oN xs L L == + Δ       ( 2 . 1 8 e )  
(/ 2 )/ 2 T ys L == Δ        ( 2 . 1 8 f )  
The known quantities are  0 ,, oo NTL ; the unknowns are  , , NT L Δ Δ  and the constant D. 
The constant D can be expressed in terms of the unknowns  , NT Δ Δ  using (2.11) and 
noting that the moment at the center of the deflected beam is zero, that is: 
 
()
0
22
oN o T
oo
LT
MN
+Δ Δ
+− = .      ( 2 . 1 9 )  
The extensibility condition, Equation (2.16), becomes: 
 
() ()
/2
0
/2
1c o s s i n
L
o
oo
ds
L
cN s T s ψψ
′
=
′′ ++ ⎡⎤ ⎣⎦ ∫   (2.20) 
 Likewise, Equations (2.8a) and (2.8b) become: 
/2
0
cos ( )
2
L
oN L
sd s ψ
+Δ ′ ′ = ∫       ( 2 . 2 1 a )  
 
/2
0
sin ( )
2
L
T sd s ψ
Δ ′′ = ∫        (2.21b) 
Given 0 ,, oo NTL , equations (2.12), (2.20) and (2.21a,b) can be solved to find the 
unknowns , , NT L ΔΔ .  
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2.2.3  Results  
  There is a simple way to solve the above problem and to reduce the solution to 
elliptic integrals (see equations A20, A22 and A23b in Appendix A).  Details are 
given in Appendix 1, here we state the main results. 
The problem can be reduced to the solution of three decoupled equations:  
()
max
max
/2
2 1 sin sin sin
o
q
o
EI dq
L
cq q q θ
=
Λ +Λ − ∫     (2.22) 
()
max
max
sin
22 sin sin
o
q
T
o
EI dq
q
qq θ
θ
Δ
=−
Λ − ∫      ( 2 . 2 3 )  
() ()
max
max
cos
22 sin sin
o
q
oN
o
L EI dq
q
qq θ
θ
+Δ
=−
Λ − ∫     (2.24) 
where Λ is the magnitude of the total applied force, i.e., 
 
22
oo NT Λ= +        ( 2 . 2 5 a )  
and  o θ  is the phase angle of the applied force, i.e., 
  / sin ,      / cos oo o o NT θ θ Λ= Λ= .      (2.25b) 
Finally,  
max max o q θ ψ ≡+           ( 2 . 2 6 )  
in (2.22-24).  To find  N Δ  and  T Δ  given  0 T  and 0 N , we solve equation (2.22) for  max q  
given  0 T  and  0 N .  We then substitute  max q  into (2.23) and (2.24) to find  N Δ  and  T Δ .  
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 2.2.4  Normalization 
To expedite the analysis, define the following normalized variables:   
2
00
0 2
TL
T
EI
=           ( 2 . 2 7 )  
2
00
0 2
NL
N
EI
=             
2
0
2
L
EI
Λ
Λ=                      ,, 0 / TN TN L Δ= Δ  
After normalization, equations (2.22-24) become 
 
max
0
max 2
0
2
1s i n s i n s i n
q dq
EI
cq q q
L
θ
= Λ
⎛⎞
+Λ − ⎜⎟
⎝⎠
∫     ( 2 . 2 8 )  
max
0
0
max
sin( ) 1
sin sin
q
T
q
dq
qq θ
θ −
Δ=
− Λ ∫        ( 2 . 2 9 )  
()
max
max
1
1c o s
sin sin
o
q
No
dq
q
qq θ
θ +Δ = −
− Λ ∫      ( 2 . 3 0 )  
It is interesting to note that the normalized equations (2.28-30) depend on two 
dimensionless parameters:  o θ , which is the phase angle of loading, and 
2 2 / 2 / 2 o o AL I L cEI = , which is a purely geometric quantity.  For a beam with square 
cross-section with side length b, 
2 / 2 o AL I  is proportional to()
2
/ o bL , the aspect ratio 
squared.  The numerical results presented in the next section are for  14  bm μ =  and 
length 67  o Lm μ = , which are the dimensions of fibrils used in our experiments.   
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2.2.5  Numerical results 
 
 
Figure 2. 5  Normalized shear displacement,  T Δ , versus normalized shear force,  0 T . 
for  0 0 N =  (or  0 o θ = ) and  / o bL = 14/67.   Solid line is the solution of the nonlinear 
theory (2.28-30) and dashed line is the prediction of BCM (2.31).  
 
The normalized shear displacement  T Δ  is plotted against  0 T  for  0 0 N =  in Fig. 2.5.  
The prediction of the BCM (derived in Appendix B for our boundary condition) for 
small Λis:  
0
1
6
T T Δ=         ( 2 . 3 1 )     
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()
2 0
00 0
00
1
6 1
N
NN
N
C
CN T
CN
Δ= +
−
     ( 2 . 3 2 )  
where  0 22
0
2
N
I
C
bL
≡  is the normalized compliance for a bar under pure normal load.  
Note that shear compliance for small Λ is independent of the normal load.   Fig. 2.5 
shows that the small deflection BCM result (see (2.31) and (2.32)) for  0 0 N =  is 
accurate as long as  0 1.5 T ≤  or when the shear displacement is less than 30% of the 
original length of the beam.  
Figure 2.6 plots the normalized shear displacement   T Δ  versus the normalized 
shear load  0 T   for different normalized normal force  0 N  or  o θ .  The normalized 
compressive load  in Fig. 2.6 is chosen to be less than the buckling load.  Because of 
adhesion, a fibril (e.g. those at the edge of the contact zone) can be subjected to 
tension (i.e.,  0 0 N > ). The incremental shear compliance at a fixed normal load is 
/ To T ∂Δ ∂  .    The prediction of the BCM is the dashed line.   In the BCM, the shear 
compliance is independent of the normal load (see Appendix B).   Figure 2.6 shows 
that the BCM model is valid only in the limit when both normal and shear forces are 
small.  For example, even for small deflection, the shear compliance is not a constant 
but increases with increasing compression (more negative  o N ).  In general, when the 
beam is under compression, the BCM theory underestimates the shear compliance for 
small shear and it overestimates it for large shear.    It is also clear from Fig. 2.6a that, 
for the range of deflections of interest in our experiments ( 1 ≈ ΔT ), the shear force 
predicted by the small deflection theory can be much smaller than that predicted by 
the nonlinear theory.   The normalized incremental shear compliance 
0 0 o
T
T
N
C
T
=
∂Δ
=
∂
 
versus  T Δ  for different three normal forces is shown in Fig. 2.6b.  The dashed-line is 
the prediction of the BCM.   Note that, for  0.75 T Δ≥ , the incremental shear  
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compliance for different normal loads becomes nearly identical.   In this regime, the 
shear response is governed almost entirely by stretching of the fibril. 
 
 
Figure 2. 6  Figure 2.6a plots the normalized shear displacement versus shear force for 
different applied normal loads.  The dashed line is from the BCM (2.31) for  0 0 N = .  
Figure 2.6b plots the incremental shear compliance versus normalized shear 
displacement for different applied normal loads. The dashed line is from the BCM 
(2.31) for  0 0 N = .  The symbols are numerical solution of (2.28)-(2.30).  
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Figure 2.7 shows that a fibril with no applied normal load can still have normal 
displacement due to shear.  This figure shows that the small deflection theory 
considerably underestimates the normal displacement for large 0 T .  To study the 
incremental normal compliance of the fibril  /
o
NN o T CN =∂ Δ ∂ , the dependence of  N Δ  
on  0 N  for different  0 T  is shown in Fig. 2.8a.  For small  0 T , the compliance is small.  
For a fixed  0 N , the incremental normal compliance increases significantly with 
increasing applied shear load  0 T ; for fixed  0 T  it also increases slightly with increasing 
compressive normal load, as shown in Fig. 2.8b.        
 
 
Figure 2.7 plots the normalized normal displacement, N Δ , versus normalized shear 
force  0 T for 0 0 N =  (or  0 o θ = ).   It shows that significant normal deflection at the fibril 
end can occur with no applied normal force.  Note that the small deflection theory 
underestimates the normal displacement.  
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Figure 2. 8  The dependence of  N Δ  on  0 N  for different  0 T  is shown in Fig. 8a.  Fig. 
8b plots the normalized normal compliance of a fibril against  0 N  for different 0 T  . 
This figure shows that for small 0 T , the incremental compliance is small.  For a fixed 
0 N , the incremental normal compliance increases significantly with increasing applied 
shear load  0 T ; for fixed  0 T  it also increases slightly with increasing normal load.  The 
dashed lines in figures 2.8a and 2.8b are the predictions of the BCM with  0 0 T = .  
2.3  Comparison with experiments 
  We give an example to illustrate how our model can be used to interpret 
experiments.   As mentioned in section 2.1, the relative deflection of the fibrils (i.e., 
T Δ ’s) can be measured in our experiments.   Since fibrils far away from the contact  
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zone  c Ω do not carry load, we need only to measure deflections inside a sufficiently 
large region Ω that contains c Ω .  In our experiments, the normal force applied on the 
indenter, N F , is much smaller than typical shear force  S F  on the sphere.   Therefore, 
we assume that the normal force  o N   acting on every fibril is approximately zero.     
With this assumption,  T Δ  and No are known for every fibril (No = 0), and the shear 
force, To, acting on these fibrils can be computed using our model.  To expedite the 
computation, the result of figure 2.9 is represented as a relationship between  0 T  and 
T Δ  using a 7
th degree polynomial, i.e., 
76543 2
0 261.65 1296.2 2373.5 1950.9 765.36 117 6 TTTTT T T T =Δ −Δ +Δ −Δ +Δ − Δ + Δ (2.33) 
Figure 2.9 shows that Equation (2.33) is very accurate and converges to (2.31) for very 
small  T Δ .  
 
Figure 2. 9  Normalized shear force versus normalized shear displacement for No = 0.  
The dashed line is the small deflection BCM (2.31). The polynomial fit (2.33) captures 
the numerical result obtained by solving (2.28-30). Normal compression is assumed to 
be zero.  
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 Figure 2. 10   Comparison of the experimental data (stage 1) with the large and small 
deflection theoretical results.  The small deflection theory (BCM) works well for very 
small shear displacements but considerably underestimates the shear force for large 
shear displacements. 
 
The total shear force acting on the indenter, S F , is given by  
 
1
()
n
So
i
FT i
=
=∑          ( 2 . 3 4 )  
where ( ) o Ti denotes the shear force acting on the i
th fibril and n is the total number of 
fibril in Ω .    It should be noted that while fibrils inside  c Ω   obey the clamped-
clamped boundary condition, the top of the fibrils in  c Ω−Ω   can rotate freely.   
However, there is no difficulty in computing To  for these fibrils.    Indeed, the 
deformation of these fibrils can be obtained by replacing  /2 o L  in (2.22) by  o L ,/ 2 T Δ  
in (2.23) by  T Δ  and () /2 oN L +Δ  in (2.24) by oN L +Δ .  
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We obtain  ( ) o Ti using the following procedure.  First, we select three points on 
the shear force versus shear displacement curve in Fig. 2.1b.   The coordinates of these 
points are () 0.0155 ,  3.80  Am m m N ,  ( ) 0.0456 ,  18.68  B mm mN  
and () 0.106 ,  40.03  Cm mm N   respectively.  We select Ω   with the condition that 
fibrils outside of Ω   do not have measurable deflections.   Once this is done, we 
measure the deflection for each fibril ( ( )) T i Δ  inside Ω.    () T i Δ  in (2.33) is computed 
from ( ) T i Δ  using L = 67 μm.  We then use (2.33) to obtain  () o Ti.  To compute  ( ) o Ti 
from  () o Ti, we need the Young’s modulus and the moment of inertia I.   We use a 
Young’s modulus of 3 MPa for PDMS, the fibril material.    This modulus has been 
measured independently using an indentation test, see (Noderer et al. 2007).  The 
moment of inertia I is  ()
4 3 3.2 10   m μ ×  since the fibrils in our experiments have a 
square cross-section of 14 μm.    The number of fibrils in Ω is 324.  We then compute 
the indenter shear forces using (2.34).   They are 5.23 mN  for point A, 11.22 mN  for 
point B and 31.54 mN  for point C respectively.  We also use the small deflection 
theory (2.31) to compute these shear forces.  They are 3.24 mN  for point A, 3.75 mN  
for point B and 4.02 mN  for point C.  These results are shown in Fig 2.10, which 
compares the experimental data (stage 1) with the large and small deflection results.  
As expected, the small deflection theory works well for small shear displacement but 
strongly underestimates the shear force for large shear displacement.   For example, 
near the peak load (e.g. point C), the use of small deflection theory underestimates the 
shear force by about an order of magnitude.   Given the fact that we have used no 
adjustable parameters, the agreement between our large deflection theory and the 
experimental data is quite good.     
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2.4  Discussion and Conclusion  
  The mechanical behavior of fibrils under combined normal and shear loads 
underlies the response of biomimetic fibrillar arrays.  Deformations are typically large 
compared to fibril dimensions.  We have developed a nonlinear model to compute the 
deflection of fibrils in micro-fibril arrays subjected to normal and shear loads.   To 
simplify the analysis, we have assumed that the fibrils do not twist.    Also, we assume 
the beam can undergo very large deflection but material behavior is still linear.   
  Our model isolates a single fibril in the array to study its behavior, whereas in 
practice, the entire array is subjected to normal and shear loads.   To illustrate how our 
model can be applied in this situation, we use our model to predict the shear force 
acting on a glass indenter in contact with an array of film terminated fibrils.  The 
computed shear forces are then compared with those obtained from experiments.   In 
the simulations, we have made the approximation that the normal force acting on all 
the fibrils is zero, which is strictly valid only for fibrils that are outside the contact 
zone.   For fibrils inside the contact zone, some of the fibrils can be under tension (e.g. 
those close to the contact edge) whereas others can be under compression so our 
assumption is only approximately valid if the normal indentation force is very small in 
comparison with the shear forces, which is the case in our experiments.  Nevertheless, 
the prediction of our nonlinear model is in reasonably good agreement with the 
experimental data.   We should point out that there is some error in measuring the 
relative displacement of each fibril.  Since the nonlinear theory is very sensitive to the 
relative shear displacement, it is not surprising that the nonlinear theory did worst for 
small deflections, where the relative error of the measurements can be large.  Finally, 
there is no fitting parameter in our calculation.    
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  Although our analysis is valid for any loading phase angles as well as for 
arbitrary aspect ratios, explicit results are presented for a particular aspect ratio.   Also, 
we focus on the case where the normal load is zero.    In general, there is no difficulty 
in generating results for other aspect ratios and different phase angle.   Also, our 
model can be easily modified to describe the deformation of pre-oriented fibrils.   
  The model of fibril deformation studied in this work is quite general and can 
be used to study fibrillar structures other than our own.   For example, it is applicable 
to a similar fibrillar structure (with angled fibrils) fabricated recently by Guduru et al 
(2007).  It can also be used to analyze the shear deformation of fibrils with spatulated 
tips, such as those fabricated by Kim et al (2007).    
The analysis will be more complicated for the general case where the normal 
indentation force is significant.   In this case, most of the fibrils inside the contact zone 
will be under compression except those near the edge.   These edge fibrils will be 
under tension because of adhesion.    For this case, the normal and shear load on each 
fibril in the array must be determined using the contact condition.    This will be 
studied in a future work.   
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APPENDIX A 
Substituting (2.13) into (2.12) gives: 
() () 0
max max
22
cos sin cos sin oo o o
d
s
NT N T
EI EI
ψ ψ
ψ ψψ ψ
′
=
′ ′ +− +
∫    (A1) 
Using (2.25a,b), the terms inside the square root in (A1) are: 
() () () max max max
22 2
cos sin cos sin sin sin oo o o NT N T q q
EIE I E I
ψψ ψ ψ
Λ ′′ +− + = −  
           ( A 2 )    
where 
() o q θ ψ′ ≡+,    ( ) max max o q θψ ≡+       ( A 3 )    
Since 
() () max max
22
sin sin 1 sin 1 sin qq q q
EI EI
ΛΛ
−=+ − −    ( A 4 )      
We can define a constant p by 
   ( )
2
max max 2 1 sin 1 sin o pq θψ ≡+ =+ +     ( A 5 )    
Note that 01 p ≤≤ .   Also, introduce a new variable φ  by 
  
22 1 sin 2 sin qp φ +≡        ( A 6 )    
so that (A4) is  
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  () max
2
sin sin 2 cos qq p
EI EI
φ
ΛΛ
−=        ( A 7 )    
It is easy to verify that 
   
22
2c o s
1s i n
p d
dd q
p
φ φ
ψ
φ
′ ==
−
     ( A 8 )      
Substitute (A7) and (A8) into (A1), we have 
 
22 1s i n
o
EI d
s
p
φ
φ
φ
φ
′
=
Λ ′ − ∫        ( A 9 )    
where  
  
1
2
1s i n
sin
2
o
o p
θ
φ
− ⎡⎤ +
= ⎢⎥
⎢⎥ ⎣⎦
      ( A 1 0 )    
Equation (A5) and (A6) implies  
max max qq ψ ψ =⇔ =⇔
2
π
φ = .       ( A 1 1 )    
Thus, setting
2
π
φ =  in (A9) gives:  
 
/2
22
/2
1s i n
o
EI d
L
p
π
φ
φ
φ
′
=
Λ ′ − ∫       ( A 1 2 )    
Equations (A3) and (A9) imply that 
 
() () max max 22 sin sin sin sin
EI d EI dq
ds
qq qq
ψ
==
ΛΛ −−
   (A13)   
so (2.21a) is  
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  () ()
()
max
max
cos
22 sin sin
o
o
oN o Lq d q EI
qq
θψ
θ
θ
+ +Δ −
=
Λ − ∫      ( A 1 4 )    
which is (2.24).  Equation (A14) can be rewritten as 
()
() ()
max max
max max
cos sin
cos sin
22 sin sin sin sin
oo
oo
oN
oo
L EI qdq qdq
qq qq
θψ θψ
θθ
θθ
++ ⎡⎤ +Δ
⎢⎥ =+
Λ ⎢⎥ −− ⎣⎦
∫∫
          ( A 1 5 )    
The first integral in (A15) can be integrated exactly, and that is 
()
()
max
max
max
cos
2s i n s i n
sin sin
o
o
oo
qdq
qq
θψ
θ
θ ψθ
+
=+ −
− ∫     (A16)   
The second integral can be expressed in terms of elliptic functions using (A5-7) 
()
[]
max
max
sin
2 2() 2( ,) () ( ,)
sin sin
o
o
oo
qdq
Ep E p Kp F p
qq
θψ
θ
φφ
+
=− + + −
− ∫  (A17)   
where  
22
0
1
(,)
1s i n
o
o Fp d
p
φ
φ φ
φ
≡
− ∫       ( A 1 8 )  
is the incomplete elliptic integral of the first kind, ( ) ( /2, ) Kp F p π = is the complete 
elliptic integral of the first kind,  
22
0
(,) 1 s i n
o
o Ep p d
φ
φ φφ =− ∫        ( A 1 9 )  
is the incomplete elliptic integral of the second kind, and ( ) ( /2, ) Ep E p π = is the 
complete elliptic integral of the second kind.   Using (A16) and (A17), (A14) is  
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() ()
[]
max 2cos sin sin
2 s i n 2() 2(, ) () (, )
oo o oN
oo o
L EI
Ep Ep Kp Fp
θθ ψ θ
θφ φ
⎡⎤ +− +Δ
⎢⎥ =
Λ ⎢⎥ +−+ + − ⎣⎦
 (A20) 
Likewise, (2.23) can be obtained by substituting (A13) to (21b),  
()
max /2
max 0
/2 sin ( ) sin
2 sin sin
o
q L
To
EI dq
sd s q
qq θ
ψθ ′′ Δ= = −
Λ − ∫∫    (A21)   
In exactly the same way, (A21) is: 
()
[]
max 2sin sin sin
/2
c o s 2() 2(, ) () (, )
oo o
T
oo o
EI
Ep Ep Kp Fp
θθ ψ θ
θφ φ
⎡⎤ −+ −
⎢⎥ Δ=
Λ ⎢⎥ +− + + − ⎣⎦
   (A22) 
Using (A2) and (A13), (2.20) is 
 
()
max
max
/2
2 1 sin sin sin
o
q
o
EI dq
L
cq q q θ
=
Λ +Λ − ∫     (A23a)   
(A23a) can be expressed in terms of incomplete elliptic integral of the third kind, 
() ;, nk φ Π , that is: 
( ) max max 0m a x
max max max max max
2
0
sin 1 cos sin sin 1
; , 
1 sin 1 sin 1 sin (1 sin ) 1 sin
1
22
qc q q
i
qc q q cq q
L
EI
θ ⎛⎞ −Λ −
−Π ⎜⎟ ⎜⎟ −+ Λ + +Λ + ⎝⎠
Λ
=
          (A23b) 
where  
()
()
22 2
0
;,
1s i n 1 s i n
d
nk
nk
φ θ
φ
θ θ
Π=
−− ∫ .      ( A 2 4 )   
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APPENDIX B  
 
Assuming ψ  is small, (2.10) can be approximated at: 
  ()
2
() oo
d
NTs D
ds EI
ψ
ψ ≈− + +    0/ 2 sL < <      (A25)   
Substitute  () () max max max
22
cos sin oo o o DN T N T
EIE I
ψψ ψ =+ ≈ +   into (A25) and 
integrate, we have,  
  max max
max 0
2
2 oo
EI d EI
s
TT
ψ ψ
ψ ψψ
ψψ
′ ⎡ ⎤ ≈= − − ⎣ ⎦ ′ − ∫   max ψ ψ >    (A26)  
or 
 
2
max max  
2
o T
s
EI
ψ ψψ
⎡⎤
=− − ⎢⎥
⎣⎦
      ( A 2 7 )  
Using (2.10) and (2.11) and the fact that  0
d
ds
ψ
=  at  max ψ ψ = , we have 
()
2 2
max max max
22 1
00
2
oo
oo o
o
MM
NT D T
EI EI EI T EI
ψψ ψ
⎡⎤ ⎡⎤ −+ + = ⇔ − += ⇒ = ⎢⎥ ⎢⎥ ⎣⎦ ⎣⎦
(A28) 
Since  max ψ ψ =  when /2 sL = , (A27) implies that 
 
2
max  
8
o TL
EI
ψ =          ( A 2 9 )    
Using (A28), we have  
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2
o
o
TL
M =−          ( A 3 0 )    
Combining (A27) and (A29) gives: 
  ()
2
o T
sL s
EI
ψ =−         ( A 3 1 )      
Using (A29), the small deflection version of (2.21b) is 
 
/2 3
0
/2 ( )
24
L
o
T
TL
sd s
EI
ψ ′′ Δ≈ = ∫          ( A 3 2 )    
The normalized form of (A32) is (2.31) using 0 LL ≈ .      
0
1
6
T T Δ=          ( A 3 3 )  
To determine the relation normal displacement and normal load for small deflection, 
we approximate (2.20) by assuming that the slope is small, so that y ψ ′ ≈ , ds dx ≈ , i.e., 
[]
/2
0
/2
1
L
o
oo
dx
L
cN Ty
=
′ ++ ∫ ,        ( A 3 4 )  
Consistent with small deflection, we assume 
  () /1 1 oo cT y cN ′ +< <         ( A 3 5 )  
The integral in (A34) is  
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   (A36)  
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where we have used  
 
/2
0
(/ 2 ) / 2
L
T yd x y L ′ == Δ ∫        ( A 3 7 )  
Using (A36) and (A37), (A34) is: 
 
() 1
oT
no o
o
cT
Lc N
cN
Δ
Δ− =
+
       ( A 3 8 )    
where  oN LL ≈+ Δ .  Equation (2.32) is obtained by substitute (A32) into (A 38), i.e., 
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2
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       ( A 3 9 )  
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Chapter 3 
A Model for Static Friction in a Film-terminated Micro-
fibril Array
* 
Abstract 
We model the response of a film-terminated micro-fibril array subjected to shear 
through contact with a rigid cylindrical indenter.  Our model determines the shear 
force acting on the indenter for a fixed normal indenter force before the onset of 
uniform sliding.    Consistent with experiment, our model shows that (1) the contact 
area increases only slightly with applied shear and (2) the fibrils inside the contact 
zone are subjected to tension at intermediate to large applied shear displacement 
despite the fact that the applied normal load is compressive.   These features can be 
explained by the fact that in our samples the continuous terminal film supports tension.  
The model accurately matches the experimentally measured shear-force response.   
With the use of an independently measured critical energy release rate for unstable 
release of the contact, the model shows how this architecture achieves a strong 
enhancement in static friction. 
 
Keywords: friction, adhesion, film-terminate fibril array, energy release rate, contact 
area 
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3.1. Introduction 
Many small animals and insects use tiny fibrils on their feet to make contact 
and to adhere to surfaces.    This fact has motivated many researchers to fabricate 
micro-fibril arrays   
1–19 and to study their adhesion and friction behavior.
 20–36  It has 
been found that friction behavior of fibrillar arrays depends on the stiffness of the 
fibril material.   For example, arrays made of soft fibrils with spatulated tips have 
static and dynamic friction that is lower than a flat control surface made of the same 
material.
14,16  In contrast, arrays composed of stiffer fibers typically exhibit static and 
dynamic friction
8,15 higher than that of a flat control sample.       
The fibril arrays mentioned above have tips that are isolated from each other.   
In previous work
 17,18  we have shown that an array with soft fibers connected by a 
terminal thin film has many interesting friction characteristics.   Specifically, when a 
shear displacement is applied to a glass indenter that is in contact with the surface of 
the fibrillar array under a fixed normal load, the following behavior is observed:
36  
a)  Static friction is represented by a peak load under shear, which increases with 
the minimum inter-fibril spacing between fibrils, w.    In particular, the static 
friction is much higher in fibrillar samples compared with the flat control. 
b)  The contact area does not change much with increasing shear.  
c)  Sliding friction is independent of fibril spacing and is the same as the flat 
control samples.    
The third observation has been addressed in our recent work.
36  H e r e ,  t h e  
important observations we wish to understand are related to behavior prior to onset of 
overall slip between the sample and indenter, i.e., the static friction.  The paper is 
organized as follows.  We briefly review our experiments in section 3.2.  Our contact  
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mechanics model is given in section 3.3 which has four sub-sections.  A nonlinear rod 
theory which accounts for the shearing and stretching of a micro-fibril is used to 
determine the response a micro-fibril in subsection 3.3.1.  The shear deformation of 
fibrils and the film tension outside the contact zone are modeled in subsection 3.3.2.  
Subsection 3.3.3 presents a model for normal contact.  Numerical results for the 
contact width and distribution of fibril forces are presented in 3.3.4.  Comparisons of 
theory with experiments are given in section 3.4.  We conclude the Summary and 
Discussion in Section 3.5. 
 
3.2.  Review of Experiments 
A scanning electron microscope (SEM) image of our fibril array is shown Fig. 
3.1a.  The array is part of a poly(dimethylsiloxane) block (PDMS, Sylgard 184, Dow 
Corning) which has a thickness of 650 μm.   The fibrils have square cross-section b = 
10 μm in width, are L = 30 μm in length and are arranged in a square pattern. The 
fibrils are topped by a continuous film of thickness 4 hm μ = .  The fibrils, terminal thin 
film, and backing are all of the same material (PDMS); a highly elastic incompressible 
solid with a Young’s modulus E ≈ 3MPa.  Fabrication procedures are described in 
detail in.
12,13,18  With all other dimensions fixed as described above, a series of 
samples with varying nearest center-to-center distance between fibrils, 35 wm μ = , 
50 m μ , and 65 m μ   were used in our friction experiments.   Details of these 
experiments can be found in Shen et al. 
36    Here we give a brief review.     
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Figure 3. 1  (a) An SEM image of the fibril array;  (b) Schematic drawing of a rigid 
cylindrical indenter on a fibrillar sample.  
Experiments are performed using a glass cylindrical indenter with a circular 
cross-section (radius1mm) (see Fig. 3.1b). The length of the cylinder was longer than 
the sample width,  12 lm m = . The center line of the cylinder is aligned perpendicular 
to the direction of relative motion.  The sample is placed on an inverted optical 
microscope that captures images of the deformation of the array during shear.  A small 
compressive normal load P is applied to achieve contact between the indenter and the 
thin film.   In the experiments, P is fixed by attaching the indenter to a mechanical 
balance (Ohaus 310D).  Samples were driven by a variable speed motor (Newport ESP 
MFA-CC) and motion controller (Newport ESP300) at a fixed velocity.  The imposed 
sample velocity varied from 0.05μm/s to 0.3mm/s. The frictional force was measured 
by a load cell (Honeywell Precision Miniature Load Cell Model 31-50) attached on the 
balance arm in the direction parallel to the sliding motion.   Since high adhesion 
between the indenter and sample damages our micro-fibril array, the indenter was pre-
coated with a self-assembled monolayer (SAM) of n-hexadecyltrichlorosilane to 
reduce the interfacial adhesion. Details of this surface treatment can be found in  
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Glassmaker et al.
13   In this geometry, contact is parallel to the center line of the 
indenter and the contact line undulates periodically along it (see Fig. 3.2 insert).  This 
sample has the advantage that the history of a line of fibrils can be followed during 
sliding.   In addition, this line of fibrils can be taken to be representative of the entire 
contact region.    
 
Figure 3. 2  Shear force versus shear displacement for a film-terminated sample with 
spacing 65 wm μ = .   Insert: A snap shot of deformation of fibril array before the peak 
load. The top ends of the fibrils appear as fuzzy grey circles and the small darker 
squares indicate the joints between the bottom of fibrils and the thick backing layer.  
 
Figure 3.2 shows a typical plot of shear force F versus shear displacement  s Δ  
with 65 wm μ = .  With increasing relative shear displacement between the indenter and  
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the sample, the force first increases to a peak value (static friction). Beyond the peak, 
it decreases rapidly, and then remains nearly constant (sliding friction).  Visual 
inspection of the contact region before the peak load reveals that it changes slightly in 
size, with the number of fibrils in contact remaining independent of applied shear.  In 
addition, there is no overall sliding between the indenter and the sample before the 
static friction peak.  In the region where the load is nearly constant, the indenter slides 
steadily on the sample.    
 The observation that the contact area changes little with increasing shear is 
puzzling.  The shear displacement of a typical fibril inside the contact zone near the 
static peak is very large, close to the length of the fibril.   Therefore, one would expect 
a significant increase of the normal displacement of a fibril (a detailed analysis is 
given below).  Since the normal force on the indenter is kept constant throughout the 
experiment, such a drastic increase of normal displacement should result in very large 
increase in contact area during shear.   However, the number of fibrils in contact in our 
experiments does not increase with shear – an apparent paradox.   
 
3.3  Contact mechanics  
3.3.1 Shear and stretch of an individual fibril 
A necessary first step to understand the contact mechanics is to quantify how 
an individual fibril behaves under a combination of shear and normal load.  An 
approximate solution of this problem was given in Liu et al.
34  The calculation below 
is based on a slightly more accurate theory of Healy (lecture notes),
37  see 
Supplementary Information 1 .  The geometry and the boundary conditions are shown  
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in Fig.3.3.  The reference undeformed configuration is a straight fibril. A material 
point on the straight centroidal axis (center line) of this fibril is located by its distance, 
s, from the end.   The end of the fibril ( 0) s = , which is attached to the backing layer 
(rigid), is clamped.  The other end, which is attached to the thin film is also clamped 
since the thin film is well-adhered to the indenter.  The fibril is extensible.   However, 
it is assumed to be non-shearable and does not twist.   
    Let  n F  and  s F  denote the normal and shear forces acting on the fibril (see Fig. 
3.3).  In this work, we use the convention that a compressive force is positive.  Let  
31 ˆˆ () () () rs se se ξ η =+
r
 be the displacement vector of a material point s on the center 
line.  The slope of the deformed center lineφ , is defined by 
 tan ( ) ( )/ ( ) ss s φ ηξ ′′ =   ,       ( 3 . 1 )  
 
Figure 3. 3  Geometry of a deformed fibril.   The undeformed fibril lies on the  3 X  axis 
and has length L.   Its undeformed coordinate is labeled by 3 X s = .  It is clamped at 
the end points at s = 0 and sL = .  A shear displacement (u) and a normal 
displacement (v) is applied at sL = .   The displacement of the center line of the fibril 
is denoted by ( ) rs
r
.   The slope of the center line with respect to the  3 X  axis is denoted 
byφ .         
112 
where a prime denotes differentiation with respect to s.  The governing equation is 
(see Supplementary Information 1) 
       () []
sin cos
1c o s s i n
sn
sn
FF
EI F F
EA
φφ
φ φφ
⎛⎞ −
′′ =− + + ⎜⎟
⎝⎠
   (3.2) 
where 
4 /12 Ib =   is the area moment of inertia of the fibril.  Note that the 
displacement of a clamped-clamped fibril in Fig. 3.3 can also be obtained by moving 
the right (left) end of the fibril up (down) by  /2 u  and outwards (inwards) by v/2, 
with the midpoint of the fibril fixed at its initial location.  Symmetry implies that the 
moment at the midpoint of the fibril, i.e., at  /2 sL = , is zero.  Force balance shows 
that normal and shear loads at  /2 sL =  are the same as those at sL = .   Therefore, we 
can replace the clamped boundary condition at sL =   by the simply-supported 
condition  
  (0 ) 0 , ( / 2 ) 0 ss L φ φ′ == = =        ( 3 . 3 )  
  
Onceφ  is found by solving (3.2) and (3.3), the stretch of an element on the center line, 
denoted by  1 v− , is computed according to  
  () sin cos
1
sn FF
EA
φ φ
ν
−
−= ,        ( 3 . 4 )  
The shear and normal displacements,  , η ξ  are obtained by integrating the equations 
2 () () t a n () / 1 t a n ss s η ν φφ ′ =+ ,         
2 () () / 1 t a n () ss s ξ ν φ ′ =+    (3.5) 
subjected to the boundary conditions  
(0 )(0 ) 0 ss η ξ == == .        ( 3 . 6 )   
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Denote the shear and normal deflections of the fibril end by  ,v u respectively.  
Specifically, 
2( / 2 ) us L η ==   v2 ( / 2 ) Ls L ξ = −=.    (3.7) 
Fig. 3.4 plots the normalized normal displacement v/L versus the shear force.  
Three cases are shown with different n F .   The normal force in Fig. 3.4 is normalized 
by 
2 4EIL
−  which is smaller than the Euler buckling load 
22 4 EIL π
− .   Fig. 3.4 shows 
that, with increasing shear load, the fibril moves downwards even with no applied 
normal load; this result implies that the normal displacement of a fibril increases 
significantly with applied shear.   Not shown in Fig. 3.4 is the shear compliance which 
increases with compression and decreases with tension. 
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Figure 3. 4  Normalized normal displacement v/L versus normalized shear force  s F for 
different normal loads.   
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A result we will need later is the strain energy stored in a fibril in the contact 
zone.  The strain energy density (per unit length) Γis  
 
()
22 1
(,) ( 1 )
2
EI A νκ κ ν Γ= + −        ( 3 . 8 )  
where  
/ dd s κφ =          ( 3 . 9 )  
is the local curvature.  The total strain energy stored in a fibril U is given by  
 
/2
0
(,) 2
L
Ud s νκ =Γ ∫         ( 3 . 1 0 )  
Numerical results of (3.10) evaluated using  3 E MPa = ,  10 , 30 bm Lm μ μ = =  show 
that the effect of shear is much more significant than the normal load as far as the 
elastic strain energy of the fibril is concerned.    Therefore, we can approximate the 
strain energy of a fibril in the contact zone by assuming that the fiber is subjected to a 
zero normal load.   Using this approximation, the strain energy is given by 
2 1
2,
3
ub
UL E b
LL
⎛⎞ =Φ= ⎜⎟
⎝⎠
,        ( 3 . 1 1 )  
where Φ is found to fit well by  
 
86 4 2
1
, 0.005958 0.02629 0.0122 0.037
3
ub u u u u
LL L L L L
⎛ ⎞ ⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ Φ= = − + − + ⎜ ⎟ ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟
⎝ ⎠ ⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠
(3.12)  
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3.3.2  Shear-lag model 
The continuous film allows fibrils outside the contact zone to carry a 
significant portion of the shear load.
36   A schematic drawing of the deformation of the 
fibrils is shown in Fig. 3.5.   The micro-fibril array in this figure is moving to the left 
relative to the indenter.    As shown in Fig. 3.5 and observed in our experiments,
36 the 
film directly ahead of the leading edge is buckled; as a result, the fibrils ahead of the 
leading edge deform little and carry almost no shear load.  On the other hand, the film 
behind the trailing edge is in tension, which causes the fibrils in that region to bend.   
We denote this region as the “shear lag” region.  For convenience, we denote the 
position of the trailing edge as  0 x = so that the “shear lag” region occupies(, 0 ) −∞ .   
 
Figure 3. 5  Schematic drawing of the deformation of the fibrils inside and outside the 
contact zone 
 
Since the fibrils in the shear lag region are not in contact with the indenter, the 
normal force acting on them is zero.   Their deflection can be computed using the 
result of section 3.3.1 with 0 n F =  and  L replaced by  2 LL ′ = .  his replacement is 
necessary since fibrils outside the contact zone are free to rotate on their free ends  
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whereas fibrils in the contact zone are clamped as long as the film maintains good 
contact with the indenter.  Denote the shear displacement of a typical fibril by u and 
let s f F = .   Then 
   (/ ,/ ) so f k uLbLu ψ ′ ′ =       ( 3 . 1 3 )  
where  ()
3 3/ so kE I L ′ =  is the stiffness of a clamped/simply supported fibril for small 
deflections and ψ  is the normalized shear stiffness of a fibril under zero normal load.   
ψ is an even function of  / uL ′ with ( / 0, / ) 1 uL bL ψ ′ ′ = = . Since  /1 / 6 bL ′ =  for all 
our samples, we denote  ( / , / 1/6) uLbL ψ ′ ′ =  by ( / ) uL ψ ′ .   For this case, ψ can be 
fitted well using the polynomial function  
 
24 68
1 0.9523 1.236 0.3372 3.876
uu u u u
LL L L L
ψ ⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ ⎛⎞ =+ + − + ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟ ⎜⎟ ′′ ′ ′ ′ ⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠ ⎝⎠
(3.14) 
The fibrils in the “shear lag” region resists bending by exerting a shear force on the 
film.   We replace the discrete fibrils by a continuous foundation.   As a result, these 
shear forces are continuously distributed on the bottom surface of the film, resulting in 
a shear stress τ  which varies continuously with x.  In the foundation model, the shear 
stress τ  is related to the shear force on each fibril f  by 
 (/ ) so f ku L u τ ρρ ψ ′ ==        ( 3 . 1 5 )  
where ρ  is the number of fibrils per unit area.  Assuming the film is linear elastic, 
force balance of the film implies that  
 
2
*
2
du
Eh
dx
τ =    (, 0 ) x∈ −∞       ( 3 . 1 6 )  
Substituting (3.15) into (3.16) results in:    
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2
2 (/ ) so
du
Eh k u Lu
dx
ρψ ∗ ′ =        ( 3 . 1 7 )  
Since u goes to zero far away from the trailing edge, we have 
 () 0 ux →− ∞ =         ( 3 . 1 8 )  
The exact solution of (3.17) which satisfies (3.18) is 
 
o
u
u
u
0
u
2( / )
so k d
x
Eh
p L pdp
ρ
ψ
∗ ′
′
=
′
∫
∫
      ( 3 . 1 9 )  
where  uo is the shear displacement at the trailing edge and is equal to the shear 
displacement of the indenter  s Δ  assuming there is no slip between the film and the 
indenter at the trailing edge.   The tension To (force per unit length) in the film is  
 / o T E hdu dx
∗ =           ( 3 . 2 0 )  
The special case of  ( / ) 1 uL ψ ′ =  (linear beam theory) has a simple solution.   
The shear displacement in this case is  
     
x
o uu e
γ =    so k
Eh
ρ
γ ∗ =      ( 3 . 2 1 )    
A comparison of the shear displacement computed using linear theory (3.21) and the 
nonlinear theory (3.19) is shown in Fig. 3.6 below.   Note that the displacement fields 
for the linear and nonlinear theory are very similar for typical values of γ  in our 
experiments, 1014 γ =  for 30 , 10 , Lm bm μ μ = =  4, hm μ =  65 , wm μ =   3 EM P a = , 
2 /(1 ) 4 EE v M P a
∗ =− = , where v = 1/2.   Unlike the displacement, the shear stresses  
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calculated by the more accurate nonlinear theory are much higher than those predicted 
by linear theory.    
 
Figure 3. 6  Comparison of shear displacements using linear and nonlinear theories. 
 
3.3.3   Normal contact with no shear 
In all our experiments initial contact is established by first applying a normal 
compressive force to the indenter.   The indenter is then retracted to the desired 
contact area.   Once initial contact is established, the normal force P acting on the 
indenter is fixed during shearing of the array.  For a cylindrical indenter, the contact 
region is a long rectangular strip in the out-of-plane direction with width 2a and length 
l.   Let N denote the normal force per unit length acting on the indenter, i.e.,  / NP l = .   
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In this subsection we develop a simple expression to estimate the initial contact width, 
2 o a , before the application of shear.   
Following Long et al.,
38 the deformation of the fibril array is modeled as a 
continuous elastic foundation with normal stiffness  n k  given by 
/ n kE A L ρ = ,          ( 3 . 2 2 )  
where
2 Ab =  is the cross-sectional area of a fibril.   The elastic foundation model is 
valid if the spacing between fibrils is small compared with the contact width.   For our 
samples, the fibrils are more compliant than the elastic backing layer.   For simplicity, 
we ignore the deformation of the backing layer.   In a previous work where we studied 
normal indentation using a spherical indenter,
39 we found that neglecting the normal 
compliance of the backing layer can lead to errors.  For example, neglecting the 
normal compliance of the backing layer will give a pull-off force that occurs always at 
zero indenter displacement.  In this paper, we knowingly neglect the compliance of the 
backing layer since the shear compliance of the fibrils is much higher than that of the 
backing layer.  A model which takes into account the deformation of the backing layer 
can be found in Long et al.
38   
In a displacement control test, the free energy of the system Γis: 
  2 Ua W Γ= −          ( 3 . 2 3 )  
where U  is the strain energy and W  is the work of adhesion.   In the following, we 
neglect the bending energy of the thin terminal film. To compute U, let  n Δ  denote the 
normal displacement of the indenter. Then, the displacement of the foundation,v, is 
given by the contact condition, i.e.,  
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2
v                   2
2
n
x
x a
R
=Δ − <      ( 3 . 2 4 )    
The strain energy, U , is: 
  
5
22 3
2 v
23 20
a
nn n n
cn n
a
kk k a
Ud x a ka
R R −
Δ
== Δ − + ∫     (3.25) 
Evaluating /
n
a
Δ ∂Γ ∂ using (3.23), and setting the resulting expression equal to zero 
gives an expression for the equilibrium contact width ao , i.e.,   
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22 on
n
W
aRR
k
=Δ +       ( 3 . 2 6 )  
The relation between N and the normal displacement can be determined using force 
balance, i.e., 
()
0
0
3
0
0 2
3
a
nn n n
a
a
Nk v x d x a kk
R −
== Δ − ∫       ( 3 . 2 7 )  
Substituting (3.26) into (3.27) gives 
()
4 22
22 2
33
nn
nn n
n
k W
N RR k W
k
Δ
Δ= Δ + − ⎡ ⎤
⎢ ⎥ ⎣ ⎦
    (3.28) 
The relation between normal force per unit length N and contact width can be found 
using (3.26) and (3.27),  
3
0
0
2
22
3
n
n
ka
Na k W
R
=−        ( 3 . 2 9 )  
Generally, the work of adhesion during crack closure, W−, (indentation of the 
sample) is different from and lower than the work of adhesion during crack opening,  
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W+ (indenter retraction).  Fig. 3.7 shows the prediction of this theory for a load-unload 
cycle.  The dotted line is the loading curve (contact area increasing) given by (3.28) 
with WW − = .  When loading is reversed at point (A), the crack is pinned (no change 
in contact) since it now requires a greater energy release rate to open.  As a 
consequence of crack pinning, the force-displacement curve is a straight line 
approximately tangent to the loading curve at A.   At point B, the contact unpins, the 
load-deflection curve is given by (3.28) with WW + = .    For typical samples, 
WW
+− >> due to crack-trapping by the fibrillar structure.  A detailed discussion of 
crack pinning and its effect on the indentation test can be found in Vajpayee et al. 
39         
 
Figure 3. 7   Normal indenter force versus indenter displacement for a load-unload 
cycle.  Note compression is positive.  
122 
3.3.4 Contact mechanics  
  Fig. 3.4 in section 3.3.1 shows that the normal displacement of a fibril 
increases significantly with shear.  Since the applied shear displacement in our 
experiments can exceed the fibril length, we might expect to see a very large increase 
in contact area during shear.   Indeed, this is observed in experiments conducted on 
fibrillar samples without the terminal film.
36 However, here we do not observe such an 
increase in contact area.  In fact, the number of fibrils in contact in our experiments 
does not increase with shear.   In the following, we show that this occurs because of 
the tension-bearing capacity of the terminal film.  This feature of our architecture 
proves to be the key to modeling static friction. 
 
Figure 3. 8  Free body diagram of indenter,   nj F and  sj F are the normal and shear forces 
acting on the j
th fibril in the contact zone with j = -2, -1, 1, 2 in this figure. 
   How does contact area change with applied shear for a fixed normal load?    A 
free body diagram of the indenter is shown in Fig. 3.8.  The tension in the film at the  
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leading edge is zero since it buckles there.    Fig. 3.8 illustrates how the indenter is 
supported by the tension in the film as well as the reaction forces due to the fibrils in 
the contact zone.  Specifically, the indenter force N is 
 
0
sin
m
on i
im
i
NT F θ
=−
≠
=+ ∑         ( 3 . 3 0 )  
where ( 0) o TT x ==  is the tension in the film at the trailing edge,  nj F  is the normal 
reaction force acting on the j
th fibril in the contact zone and 2mis the number of fibrils 
in contact, and θ is defined in Fig. 3.8.  Since the indenter radius R is much greater 
than the contact width 2a,  
  sin / aR θ ≈ .         (3.31)   
The tension  o T   can be computed using (3.19) and (3.20) and depends only on  o u  
which is the displacement of the film at the trailing edge and is taken to be equal to s Δ  
(no slip between indenter and film),   
/
0
2( )
s L
o TE h L q q d q γψ
Δ
∗ = ∫        ( 3 . 3 2 )    
Equation (3.32) is obtained by substituting the differentiation of (3.19) with respect to 
x from both sides into (3.20).Since the indenter load is fixed, the indenter 
displacement will increase with applied shear; as a result, fibrils in the contact zone 
are subjected to different normal forces.   This makes the calculation of  nj F  difficult 
and has to be done iteratively.   The calculation of  nj F and a is discussed in 
Supplementary Information 2. 
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3.4  Results    
3.4.1 Contact area 
We apply the procedure described in Supplementary Information 2 to a fibril 
array with spacing 65 wm μ = . The contact area versus shear displacement is plotted in 
Fig. 3.9 with an indenter load 0 P =  and the radius of indenter  1 R mm = .   We do not 
compute past  / 1.6 s L Δ =  since the peak load in our experiment for this spacing occurs 
at / 1.57 s L Δ≈.   Simple geometry implies that, as long as  
35
22
wa w
LL L
<< , the 
number of fibrils in contact is 4.  Since 
3
4.59
2
w
L
≈  and 
5
7.66
2
w
L
≈ , This inequality 
is indeed satisfied by our result in Fig. 3.9, consistent with our experiment.      
 
Figure 3. 9  Half contact width a/L versus normalized applied shear displacement 
/ s L Δ .  
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Figure 3. 10  The normal force acting on each fibril (fibrils 1 and 2, see insert) along a 
row in the contact zone.  The sum of normal forces acting on fibrils 1 and 2 is also 
plotted.  The symmetrical arrangement of fibrils i and –i implies that the normal and 
shear forces on fibril –i are the same as that on fibril i for i = 1, 2.  
 
Figures 3.10(11) plot the normal (shear) force acting on each fibril along a row 
in the contact zone.  Since in this case no new fibril enters the contact zone and we 
assume no slip between the film and the indenter, the deformation of the fibrils is 
symmetrical about the center line of the indenter.   The shear and normal forces acting 
on the fibril (fibril 1) closest to the center line are labeled by 11 , s n FF  respectively.   The 
forces acting on the fibril (fibril 2) next to the trailing edge are labeled by 22 , s n FF .   
Fig. 3.10 shows that fibril 1 is initially under compression whereas fibril 2 is under 
tension (due to adhesion).   As shear increases, the normal force on fibril 1 switches  
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from compression to tension.   As a result, the indenter is pulled downwards by every 
fibril that is in contact.  This downward force is balanced by the tension in the film. 
Note also that the normal force (tension) on fibril 2 decreases for 0 / 1.3 s L <Δ < . This 
effect is caused by bending of the fibril.  The sum of normal forces on fibers 1 and 2 
() 12 Nn n FF F ≡+ is also shown in Fig. 3.10.  Fig. 3.11 shows that the shear force on 
fibril 2 which is under tension is higher than the shear force on fibril 1 which has less 
tension.  The shear force on a fibril which has zero normal force acting on it is also 
plotted in Fig. 3.11 as a reference.  This result suggested that the film should fail near 
the edges and is consistent with observation.     
 
 
Figure 3. 11  Shear force acting on each fibril along a row in the contact zone (see 
insert of Fig. 3.10). The shear force on a fibril which has zero normal force acting on it 
is shown as a reference. 
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3.4.2 Comparison with experiments 
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 Figure 3. 12   Nonlinear theory prediction of the shear force on the indenter with 
experimental results at different applied shear displacement with spacing 65 wm μ = . 
Fig. 3.2 shows that the shear displacement at peak load for  65 wm μ =  is 
0.195mm which is about 6.5 times of the length of a fibril.  This shear displacement is 
unrealistically large and is inconsistent with the deflections we observed in our video. 
This high shear displacement is due to machine compliance.  An accurate estimate of 
the actual displacement of the indenter is to measure the deflection of fibrils directly 
from the video.  The insert in Fig. 3.2 shows that the top ends of the fibrils appear as 
fuzzy grey circles since the joint between fibrils and the film is rounded.  The small  
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darker squares indicate the joints between the bottom of fibrils and the thick backing 
layer.  When no shear is applied, the squares and circles overlap. When sheared, they 
are mutually offset.  By measuring the distance between them, one can determine the 
relative deflection of each fibril.  The maximum relative deflection of the fibrils in the 
contact zone is taken to be the indenter displacement.  The total shear force F versus 
the corrected indenter displacement is shown as symbols in Fig. 3.12 for 
spacing65 m μ . 
 
 Figure 3. 13 Comparison of the measured displacements of the fibrils in the shear lag 
zone with equation (3.21) for different shear displacements with spacing 65 m μ . 
 
Fig. 3.13 compares the measured displacements of the fibrils in the shear lag 
zone with our theory, equation (3.21) for 65 wm μ = .  Recall that (3.21) is based on 
linear beam theory but we have shown that, as far as displacement is concerned, both  
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the linear and the nonlinear theory agrees in the shear lag zone (see Fig. 3.6).  Fig. 
3.13 shows that there is good agreement between theory and experiment.  Fig. 3.12 
compares the nonlinear theory prediction of the shear force on the indenter with 
experimental results at different applied shear displacement with spacing 65 wm μ = .  
The experimental results are denoted by symbols.  The theoretical prediction is based 
on summing the forces on all the rows that are in contact, i.e., 
0
2
m
os i
im
i
l
Fl T F
w =−
≠
=+ ∑        ( 3 . 3 3 )     
where si F is the shear force acting on the i
th fibril in a row and m = 2 for this case.  The 
shear forces  si F   in (3.33) are determined using the numerical procedure in   
Supplementary Information 2.   Fig. 3.12 shows that the theory slightly overestimates 
the peak force (static friction) which occurs at an indenter displacement of 
47.1 s m μ Δ=  for this sample.   We emphasize that the agreement between theory and 
experiment has been achieved with no fitting parameters.   
In a previous work
34, we estimated the shear forces on fibrils inside the contact 
zone using the approximation that the normal forces acting on these fibrils are zero.  
This approximation was justified by noting that the applied normal forces in our 
experiments are typically very small in comparison with the shear forces.   The total 
shear force based on this approximation is shown as a dashed line in Fig. 3.12.   As 
shown in this figure, this approximation underestimates the total shear force for large 
shear displacements.   This is to be expected, since Fig. 3.10 shows that all the fibrils 
inside the contact zone is under tension and the nonlinear rod theory predicts that a 
larger shear force is needed to shear a fibril in tension.   Nevertheless, the 
approximation of zero normal force on the fibrils does provide a reasonably accurate  
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description of how the indenter force varies with the applied shear displacement.  The 
advantage of this approximation is that we can obtain an analytical expression for  si F  
as a function of s Δ , that is: 
  () 2
4
u/ , / 1/3 si
EI
FL b L
L
=ϒ =     ( 3 . 3 4 )  
where  
( ) () () ()()
753 / , / 1/3 0.8234 / 2.646 / 2.676 / 3 / uL bL uL uL uL uL ϒ= = − + + + (3.35) 
Using (3.34) and (3.35), the total shear force given by (3.33) can be evaluated easily.   
  We note that, irrespective of the method used to compute si F , our theory 
overestimates the peak load slightly.  This is because the film inside the contact zone 
is assumed not to slip before the peak load, whereas our experiments show that micro-
slip can occur in the trailing edge;
 36 slip decreases shear deformation, hence reducing 
the shear force.  In addition, in our experiments, there is a slight reduction of contact 
area before the static peak due to the propagation of a buckled front inward from the 
leading edge, causing fibrils there to slip (see dashed-arrow in the insert of Fig. 3.2).   
It is possible to develop an analytical model which takes into account of the micro-slip.   
However, such a model will complicate the analysis and will only slightly improve our 
prediction of the peak load.  
 
3.4.3 Criterion for static friction  
  Our contact mechanics model allows us to determine the shear force on the 
indenter in terms of the applied shear displacement.   However, the development  
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presented thus far cannot predict the peak load (static friction).  We now turn our 
attention to the question of how to determine the peak load, or corresponding shear 
displacement,  s
∗ Δ , in terms of an effective work of adhesion.  
  We have observed that the transition to sliding is caused by sudden detachment 
of fibrils at the leading edge of contact.   This observation is consistent with our 
analysis which shows that the fibrils at both leading and trailing edges are subjected to 
the highest tension and shear (see Fig. 3.10 and Fig. 3.11).  However, the fiber at 
leading edge has a higher moment due to the curvature of indenter, and this effect is 
ignored in our model.  Therefore, the fiber at leading edge is expected to fail first. A 
simple model for static friction is to assume that instability occurs when the fibril in 
the leading edge fails.   Specifically, we assume that the fibril fails when its strain 
energy Γreaches a critical level c Γ , i.e.,  
  c Γ=Γ           ( 3 . 3 6 )  
Next, we relate  c Γ  to the effective work of adhesion  e W .   The trailing edge of contact 
can be viewed as the front of a mixed mode interface crack.  Suppose we fix the 
indenter displacements and advance this crack by one “fibril spacing”, in our 
case 2w.  The energy release is the energy change when the fibril at the leading edge 
of contact is moved to a location far behind the trailing edge.  Since a fibril far behind 
the trailing edge has zero strain energy, the energy release is Γ.  Γ can be evaluated 
using (3.11) and (3.12) if the shear displacement and normal force acting on it is 
known.   We define the energy release rate G by 
2 /2 Gw =Γ          ( 3 . 3 7 )   
132 
Thus, the instability criterion in (3.36) is equivalent to a critical energy release rate 
criterion.   We call  
 
2 /2 ec Ww ≡Γ          ( 3 . 3 8 )  
the effective work of adhesion.   
To make further progress, let us assume that  e W  is approximately independent 
of the failure mode so  e WW
+ = .  We have previously determined W
+  experimentally.   
For the case of  65 wm μ =  and 50 m μ , W
+  is found to be 0.37
2 / Jm  and 0.35
2 / Jm  
respectively.   We compute the critical applied shear displacement 
*
s Δ  needed  to 
satisfy (3.36) with  e WW
+ Γ= = for the fibril at the leading edge.   This calculation can 
be done easily by assuming that the normal force on this fibril is zero or we can 
determine 
*
s Δ  numerically using the numerical procedure discussed above.   For the 
parameters used in this study, we do not find much difference between these two 
approaches.  
*
s Δ   is found be 45.5 m μ  for  65 wm μ =  and  38.0 m μ  for  50 wm μ = . 
These values are surprisingly close to our experimental observations: 
*
s Δ =47.1 m μ  for 
65 wm μ =  and
*
s Δ =38.5 m μ  for  50 wm μ = .  
 
3.5 Summary and Conclusion  
  A theoretical model is developed to study the contact mechanics of a smooth 
cylindrical indenter on a film-terminated micro-fibril array.   The indenter is subjected 
to a combination of normal and shear forces.  The model assumes that there is no 
macroscopic sliding between the indenter and the array.   Using this model, we are 
able to explain all our experimental observations, including the connection between  
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static friction peak, applied shear displacement, and array geometry.   The key 
findings are: 
1.  During shear, the film behind the trailing edge is under tension. This 
tension is transmitted to the fibrils behind the trailing edge causing them to 
bend.    
2.  Tension in the terminal thin film provides a normal force to support the 
indenter.   For sufficiently large shear displacements, all the fibrils inside 
the contact zone can be under tension even if the applied normal force on 
the indenter is compressive.    
3.  During shear, fibrils in the trailing or leading edge are subjected to the 
highest shear and tension.    
4.  Our theory, as well as the experiments, shows that there is no significant 
increase in contact area during shear.   This is in contrast to our earlier 
observations which use a spherical indenter where we did observe a 
significant initial increase in contact stiffness, which we attributed to initial 
increase in contact area.   This difference is due to difference in indenter 
geometry.    For the cylindrical indenter, the film tension along the contact 
edge is uniform.  This is not true for a spherical indenter, the film tension 
along the contact edge is maximum in the direction of shear and decreases 
to a minimum in the direction perpendicular to the shear direction.  This 
will cause the contact area to increase in this direction.   As a consequence, 
the contact shape is elliptical with the long axis perpendicular to the 
direction of shear. This shape is consistent with our observations.  
Finally, the static friction peak can be understood in the same way as we have 
explained normal adhesion enhancement (section 3.3.3) as long as one tackles the  
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complication of calculating energy release rate in a microstructure subjected to both 
normal and shear load.  In our case, the energy release rate G is given by (3.37).  Once 
the energy release rate is known, the remaining issue is to establish the quantitative 
relationship between the effective work of adhesion and the microstructure.   In turns 
out in our case, the effective work of adhesion seems to be approximately independent 
of failure mode (e.g. shear versus normal separation) since the static friction peak can 
be predicted using (3.37) using an effective work of adhesion which was based on 
experiments where the fibril array fails by normal separation.   
Although the goal of this paper is to develop a static friction model for film-
terminated micro-fibril arrays, many of our results can be applied to systems without a 
continuous terminal film.  For example, the results in sections 3.3.1 and 3.3.3 can be 
applied to study deformation of fibrils in systems without a continuous terminal film.   
Also, the numerical procedure in Supplementary Information 2 can be modified (e.g. 
with 0 o T = ) to study the size of contact and the distribution of shear and normal 
forces on fibers in contact.   It should be noted that, if a constant compressive indenter 
load is applied to a fibrillar array without a continuous film, the contact area will 
increase rapidly with applied shear.   Indeed, in absence of a continuous terminal film, 
all fibrils in contact will eventually buckle with increasing shear.  This will result in 
very different sliding behavior as shown experimentally by Shen et al.
36   T h i s  
explains why friction experiments on fibril array without continuous terminal films
40 
are usually conducted under fixed normal indenter displacement instead of fixed 
normal force.   Under fixed normal displacement, our theory will predict that the 
normal load will change from compression to tension as the shear displacement 
increases, with no significant increase in contact area, which is consistent with 
observation.      
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Supplementary Information 1: Governing equation of an unshearable, extensible 
rod under planar deformation 
 
Let  i X  be a Cartesian coordinate system with unit basis vectors  i e
r
.   Let 
3 , X s =  () 12 0 XX == denote a material point on the straight centroidal axis (center 
line) of a rod (see Fig. 3.3).   Let   () rs
r
 denote the deformed position of the center line 
and let  () s Ω denote the undeformed cross-section of the rod located at s. We attached 
an orthonormal vectors  12 () , () dsds
rr
 at s, such that  
    31 2 () () () ds ds ds =×
rr r
       ( S . 1 )  
is the unit normal vector to the deformed cross-section.  Let x
r
 denote the 
displacement of a material point on the cross-section located initially at 3 X s = , it is 
assumed that   
      () () () x sr sX d s αα =+
r rr
 1, 2 α =    (S.2) 
where we have used the summation convention of summing repeated indexes.  This 
assumption implies plane sections remain plane.   Since the lateral surface of a fibril is 
traction-free and we neglect body and inertia forces, the force ii nn d ≡
r r
 acting on any 
cross-section must be a constant vector.    
  3 ( , )  = constant vector nX s e d A α
Ω
=⋅ ∫∫
rr
S      (S.3) 
where ( , ) X s α S  is the first Piola-Kirchoff stress tensor.  Also, moment balance 
implies that 
() // 0 dm ds dr ds n +× =
rr r
       ( S . 4 )   
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where  
   3 () ( ,) ii ms X d X s e d A md αα β
Ω
⎡⎤ ≡× ⋅ ≡ ⎣⎦ ∫∫
r r rr
S      (S.5) 
Let 
  ,s ii rv d ≡
r r
         ( S . 6 )  
In our case there is no deformation in the out of plane direction (i.e.,  2 e
r
), resulting in 
2 0 n = , 13 0 mm == , 2 0 v =  and  22 de =
r r
.    Also, we consider an nonshearable rod, 
which implies that  1 0 v = .  Substituting (S.6) into (S.4), we find  
   23 1 / dm ds n ν =−         ( S . 7 )  
Based on an objectivity argument (Healey’s lecture notes)
37, it can be shown that the 
strain energy density per unit undeformed length Γmust depends only on  , ii ν κ , where 
i κ  is the curvature vector  jj d κκ ≡
r r
defined by 
   () / ii dd d s d κ ≡×
rr r
        ( S . 8 )  
The force and moment is related to the kinematic quantities  , ii ν κ  by 
   / ii m κ =∂ Γ ∂         ( S . 9 a )  
   / ii nv =∂ Γ ∂         ( S . 9 b )  
For an isotropic rod,  13 0 mm ==  implies that  13 0 κ κ = = .    The simplest energy 
density function that fulfills these requirements has the form: 
  
22 11
(,) ( 1 )
22
Be v νκ κ ⎛⎞ Γ= +− ⎜⎟
⎝⎠
rr
     ( S . 1 0 )   
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where we have used the notation  32 , ν νκ κ ≡ = .   Using (S.9a,b) and (S.10), we have 
   33 2
1
( 1),      
2
ne m B ν κ =− =       ( S . 1 1 )  
By considering two special cases of deformation (pure tension and pure bending), it 
can be shown that B EI =  and  /2 eE A = .   Let  () s φ  be the angle between the tangent 
vector of the deformed center line ( ) rs
%
and the 3 X  axis.   Then 
11 3
313
cos sin ,
sin cos
de e
dee
φ φ
φ φ
=−
=+
r rr
r rr         ( S . 1 2 )  
Using (S.12) and (S.8), it is easy to verify that  13 0 κ κ = =  and 
2 / dd s κκ φ == .               ( S . 1 3 )  
Note that 
  1(0 )s ns F ==        3(0 ) n ns F = =−      ( S . 1 4 )  
where , s n FF  are the reaction force at s = 0.  The negative sign on  n F  is due to our sign 
convention that compression is positive.  Force equilibrium (S.3) implies that 
1() c o s s i n sn ns F F φ φ =+       ( S . 1 5 a )  
3() s i n c o s sn ns F F φ φ =−       (S.15b) 
Equation (3.2) is obtained by combining (S.7), (S.11), (S.13), (S.15a) and (S.15b).  
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Supplementary Information 2:  Determination of a and fibril forces inside 
contact zone 
The known quantities are s Δ , the shear displacement applied to the sample, and 
the applied normal force P  that is related to N by   
  PN l = .         ( S . 1 6 )  
Let  i X X =  denote the center position of the bottom of the i
th fibril which is attached 
to the fibril backing layer,   
  2 i Xi w = ,         ( S . 1 7 )    
where  i is an integer. The factor  2 in (S.17) corresponds to the fact that the 
centerline of the indenter is parallel to a main diagonal of the square array in the 
experiments.  At 0 s Δ= , the center line of the punch is placed in a position so that the 
number of fibrils in contact with the indenter on each side of the center line is the 
same.   This means that, in total, the number of fibrils in contact along a row can either 
be21 m+  fibrils or 2m.  The first case corresponds to the case where a fibril is in 
contact with the center line.  In the following, we consider the second case, which is 
observed in our experiments.   The analysis of the first case is similar.  For our case, 
fibrils  i = 1, 2… are to the right of the center line of the cylinder and fibrils 
1, 2,... i =− − are to the left (see insert in Fig. 3.10). For  0 s Δ = , the maximum half 
length of the contact zone is determined by the contact condition (3.26), i.e., 
   
2
22 on o
n
W
aR R
k
+ =Δ +      ( S . 1 8 )   
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where  no Δ   is the normal indenter displacement at zero shear and is related to the 
preload by (3.28).  The number of fibril in the contact zone is 2m and can be found 
using the contact condition 
  1       &       mm X aX a + <>       ( S . 1 9 )  
Force balance implies  
 
2
0
2
m
i
nn
im
i
X
Nk
R =−
≠
⎛⎞
=Δ − ⎜⎟
⎝⎠ ∑      ( S . 2 0 )  
When a shear displacement  s Δ is imposed on the indenter, the center line of the 
indenter moves to s X =Δ .  As long as there is good contact between the film and the 
indenter, the first 2m fibrils (due to initial normal contact) all have the same shear 
displacement.  However, since the normal displacement of a fibril increases due to 
shear, the contact width can increase by the addition of new fibrils even if the normal 
indenter force is held constant.  The first fibril that enters the contact zone must come 
from the leading edge, i.e., fibril  1 m+ .   In general, there are 2mk +  fibrils in contact 
along a line perpendicular to the centerline, where k is the number of fibrils that enters 
the contact zone due to shear.  Let  sj Δ  be the shear displacement of the indenter when 
the  j
th fibril enters the contact zone ( 2 jm > ).   sj Δ   is estimated using the contact 
condition, i.e.,  
   ()
2
20
0        
0 2 2
js j jn j
ns j
j jn
X XR X
X R XR
⎧ −Δ − Δ> ⎪ Δ− = ⇒ Δ= ⎨ < +Δ ⎪ ⎩
 (S.21) 
Since the shear displacement on a fibril is zero before it enters the contact zone, the 
shear displacement of the j
th fibril at any indenter displacement  s Δ   
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 () ( ) s sj s sj H Δ− Δ Δ− Δ .     2 j m >   (S.22) 
where  H is the Heavside function.  Thus, fibrils that were in contact before the 
application of shear will have maximum shear and fibrils near the leading or trailing 
edges can be subjected to less shear.  The normal displacement of a fibril inside the 
contact zone is given by the contact condition, 
   ()
2
v
2
js j
jn
X
R
−Δ
=Δ − .   v 0 j >     (S.23) 
For 2 jm ≤ , that is, for fibrils that are inside the contact zone before the application of 
shear, we have 
    0 sj Δ=   2 jm ≤ .    (S.24) 
Before the peak load,  n Δ  increases with increasing shear.  This means that the 
contact area increases with shear.  Since the work required to heal a crack is very 
small in comparison to that required to advance a crack by the same distance, we 
ignore the contribution of crack healing to the contact area.   This allow us to 
determine the contact width 2a using 
   { } max , 2 on aa R =Δ        ( S . 2 5 )  
where  o a  is the contact radius without shear.   Note that a necessary (but not sufficient) 
condition for a new fibril to make contact is 2 on aR < Δ .   In general, the number of 
new fibrils inside the contact zone is determined by finding all j X that satisfy the 
contact conditionv 0 j > .  Equations (S.21), (S.22), and (S.25) imply that the normal 
and shear displacements of fibrils inside the contact zone as well as its width can be  
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determined if  n Δ is known as a function of s Δ . The problem is that  n Δ  is not known.   
To determine n Δ , we use the following procedure: 
1.  Start with the initial state of normal contact where
0 0 ss Δ≡ Δ= .   The 
contact width in this initial state is given by  o a   and the indenter 
displacement no Δ  is related to the normal force N by (3.28).   At this point 
there are 2m fibrils inside the contact zone.   
 
2.  Increase 
0 0 s Δ=  to  {
10 1
0
s ss δ Δ =Δ + Δ and increase  n Δ  from
0
n Δ  
to
101 pp
nnn δ Δ= Δ + Δ, starting with p=1, where p identifies the iteration 
number.   Update the new contact width using (S.25).   Find the number of 
fibrils inside the contact zone and update the displacements on these fibrils 
by  
1
js u =Δ  
2
1 v
2
j p
jn
X
R
=Δ −    for    2 jm ≤          (S.26a) 
1
js u δ =Δ  ( )
2 1
1 v
2
js p
jn
X
R
δ −Δ
=Δ −  for    2 j m >     (S.26b)       
Typically, 
1
s δΔ  and 
1j
n δΔ  are kept sufficiently small so that at most one new 
fibril enters the contact zone.   Use nonlinear rod theory in section 3.3.1 to 
determine the shear and normal , sjn j FFloads on all fibrils in contact.     
Compute the tension 
1p
o T in the film at the trailing edge using (3.32) with 
1
s s Δ= Δ.  Define
1 1
1
1
M
p p
ps j o
k
a
NF T
R
ε
=
≡− − ∑ .    The equilibrium of force in 
the normal direction (3.30) is satisfied if  1p ε  is smaller than some chosen  
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small positive number ε .   If this condition is not satisfied, change 
1p
n Δ  to 
1( 1) p
n
+ Δ   and repeat the procedure until  1p ε  is less thanε . 
This procedure is applied (e.g. by updating 
1
s Δ  to 
21
s s Δ >Δ ) until the desired 
shear displacement  s Δ  is achieved.    
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Part II    van der Waals Interactions 
Chapter 4    
Introduction 
Van der Waals (vdW) forces are forces between neutral atoms or molecules. 
Three different interactions contribute to the vdW forces: Keeson force - the force 
between permanent dipoles, Debye force - the force between a permanent dipole and 
an induced dipole, and London dispersion - the force between two non-polar 
molecules or atoms which have no permanent dipoles.   Due to London dispersion, 
vdW forces are present in all materials.  Dispersive forces between non-polar materials 
result from the transient electromagnetic fields due to quantum fluctuations.  As an 
example, consider bringing two hydrogen atoms at infinity to some finite distance R.   
As the two atoms approach each other, the electrons and nuclei of the two atoms will 
interact with each other so that the original quantum energy states (that of an isolated 
hydrogen atom) will shift.   These changes in quantum orbits induce transient dipoles 
which give rise to London dispersion interaction.    
 
Figure 4. 1  Coordinates of two interacting hydrogen atoms 
12 R  
o
2 R   1 R  
1 r  
2 r  
e +   e +  
e −
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The first calculation that studied the dispersive interaction between two 
molecules without permanent dipole moments is due to Wang and London [1].  
Wang’s calculation is for two hydrogen atoms separated by a sufficiently large 
separation 12 R =R  (see Figure 0.1) so that perturbation theory is applicable.   The 
Hamiltonian of two hydrogen atoms, H, is 
01 HH H =+         ( 4 . 1 )  
where 
  ()
22 2
22
01 2
12 2
ee
H
mr r
=− ∇ +∇ − −
h
,       ( 4 . 2 )  
is the unperturbed Hamiltonian of two isolated Hydrogen atoms, and m  and eare the 
mass and electric charge of an electron respectively.    The perturbation Hamiltonian is  
 
22 2 2
1
12 1 12 2 12 1 2 12
ee e e
H
R
=− − +
−− − rR r + R rrR
.    (4.3) 
Assuming both atoms are in ground states, the change in energy due to the perturbed 
1 H is 
2
1
1
0
0
00
n on
Hn
WH
EE ≠
Δ= +
− ∑       ( 4 . 4 )  
where  n E  is the energy corresponding to the unperturbed eigenstate  n .  It turns out 
that the first order perturbation 1 00 0 H = , but the second order perturbation term 
2
1
0
0
n on
Hn
EE ≠ − ∑ gives an interaction potential that is proportional to 
6 R
− .   This results 
in an interaction force that is proportional to
7 R
− , i.e.,    
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   7
B
F
R
=−         ( 4 . 5 )  
where the negative sign in (4.5) indicates an attractive interaction. The constant 
coefficient B is related to the molecular polarizability 1() α ω by  
12
0
18
()() B ii d α ξα ξ ξ
π
∞
= ∫
h
      ( 4 . 6 )  
The molecular polarizability  ( ) α ω  is often related to the dielectric function  ( ) ε ω  via 
the Clausius – Mosotti equation which is   
   () ( )
()
1
32
N αω εω
εω
⋅−
=
+
       ( 4 . 7 )  
where N is the number density of the atoms per unit volume.   Note that this relation is 
approximate.   
D. Kleppner [2] pointed out a simple way to understand the 
6 R
−  dependence of 
the vdW potential.   The motion of electrons in atoms, in classical electromagnetic 
theory, can be thought of as simple harmonic electronic oscillators [3].    In analogy, 
the charges in an LC circuit oscillate with natural frequency1/ LC  .   If we bring two 
identical circuits from infinity so that they are separated by a distance R, the capacitors 
in the circuit will interact with each other.   Since R is large, the capacitors can be 
treated as two electric dipoles.  The interaction of these dipoles causes a shift in the 
ground state energy of these two harmonic oscillators.  A straight forward calculation 
shows that the change in the ground state energy of the two oscillators is 
proportional
6 R
−  .  
We should point out that the 
6 R
−  dependence of vdW potential is valid only if 
the separation R is small in comparison to the wavelengthλ  corresponding to  
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transitions between the ground and excited states of atoms or molecules.  Since 
electromagnetic wave can not travel faster than the speed of light, whenR λ > , 
retardation effect becomes important and dynamics effect must be included in the 
calculation.   In the limitR λ >> , the vdW interaction energy for two nonpolar 
molecules is found to be proportional to 
7 R
− [4].  
Actually the idea of Kleppner[2] is not new.  Langbein in 1971 [5] estimated 
the dispersion interaction between macroscopic bodies by assuming that each body is 
a collection of atoms each of which can be modeled as an electronic harmonic 
oscillator.  The interaction energy between two bodies is the sum of the change in the 
ground state energy of each molecule (which interacts with each other) as these bodies 
approach each other.  This method is called the Microscopic Method.   Since real 
systems contain a very large number of molecules, the microscopic method is very 
difficult to apply.  
The simplest way to compute vdw interaction between macroscopic bodies is 
to assume the pair-wise additivity of forces, as suggested by Hamaker [6].    This is the 
method that is currently employed by molecular dynamics simulations.    This method 
can only be justified for dilute gases.   Continuum model of adhesion between solids 
due to vdw interaction that is based on pairwise additivity assumption was proposed 
by many investigators [6 – 9].       
The most successful theory of vdW interactions between macroscopic bodies 
was proposed by Lifshitz in 1955 which was translated into English in 1956 [10].  
Lifshitz used a result from Rytov[11] on fluctuating electromagnetic field to extend 
the theory of Casmir [4], who determined the interaction force between two perfect 
parallel conductors separated by vacuum.   Casmir’s idea is that the electromagnetic  
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fields are confined to the surfaces of the perfect conductors.  These fields are called 
surface modes.    Each surface mode (with frequency i ω ), at zero temperature, 
contributes a free energy of /2 i ω h .   The total free energy G  of the system is the sum 
over all modes,  
() / 2 i GL ω =∑h       ( 4 . 8 )  
Since  i ω  depends on the separation L, the force of interaction per unit area is given by 
/ F GL =− ∂ ∂ .  Lifshitz considered essentially the same problem as Casmir, except 
that Lifshitz replaced the perfect conductors by two different linear dielectrics.   The 
basic idea of Lifshitz’s theory can be explained as follows.  The two plates attract each 
other due to the change in interaction energy by assembling the macroscopic bodies, 
molecule by molecule.  Obviously, it is impossible to compute this change of 
interaction energy using quantum mechanics.   This change of interaction energy 
causes fluctuating electromagnetic field in the bodies.   In classical physics, we know 
that the Maxwell stress tensor allows us to compute the energetic force between two 
bodies.  The question is how to compute the fluctuating macroscopic electromagnetic 
fields.   The macroscopic electromagnetic field is determined by the electromagnetic 
force acting on an infinitesimal test charge.   The situation is analogous to the 
Brownian motion of a small particle in a viscous fluid.   The particle moves because it 
constantly collides with surrounding fluid molecules.   There is no hope of solving the 
interaction of this particle with the surrounding fluid molecules using quantum 
mechanics, so the motion of this particle is determined by Newton’s second law with a 
random driving force.  In Lifshitz’s approach [10], the macroscopic electromagnetic 
field is determined by solving the Maxwell equation with a random polarization field.  
His idea and his paper in 1956 will be examined in details in the chapter 1.     
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L Li if fs sh hi it tz z’s theory has a limitation, in that the medium between the two 
dielectric plates is required to be vacuum.   The difficulty with a non-vacuum medium 
is that the integral of the Maxwell stress tensor is no longer surface independent.  As a 
result, the concept of energetic force breaks down.   In 1961, D Dz zy ya al lo os sh hi in ns sk ki ii i, ,   L Li if fs sh hi it tz z   
a an nd d   P Pi it ta ae ev vs sk ki ii i   ( (D DL LP P) )   i in n   1 19 96 61 1[ [1 12 2] ]   o ob bt ta ai in ne ed d   a an n   a ap pp pr ro ox xi im ma at te e   s so ol lu ut ti io on n   o of f   t th he e   p pr ro ob bl le em m   o of f   
c ca al lc cu ul la at ti in ng g   t th he e   v vd dw w   f fo or rc ce e   b be et tw we ee en n   t tw wo o   l li in ne ea ar r   d di ie el le ec ct tr ri ic c   h ha al lf f   s sp pa ac ce es s   s se ep pa ar ra at te ed d   b by y   a a   
d di ie el le ec ct tr ri ic c   s st tr ri ip p   u us si in ng g   q qu ua an nt tu um m   e el le ec ct tr ro od dy yn na am mi ic cs s. .         
 The theory of Lifshitz [8] and DLP[9] are very complicated.  This motivated 
van Kampen, Nijboer and Schram (VKNS) [13] to develop a different approach to the 
same problem.  Instead of computing the electromagnetic field caused by a random 
field, they looked for surface modes in the homogeneous Maxwell equations.  The 
frequencies of these surface modes are determined by a dispersive relation.  As in 
Casmir [4], VKNS assumed that the force of interaction per unit area is given 
by / FG L =− ∂ ∂ . Their results for the vdw force in the parallel plate problem are 
identical to those obtained by Lifshitz [10] and DLP [12].  However for the VKNS 
formulation to arrive at the same result as Lifshitz’s, one has to accept at least two 
assumptions that are difficult to justify.  This issue will be addressed in Chapter 2.  
  Lifshitz’s formulation for vdw interaction can be extended to finite solids of 
any geometry, as long as one of the medium is vacuum. For finite solids with 
complicated boundaries, it is impossible to find analytical solutions of Maxwell 
equations.   This motivates us to develop numerical techniques to compute vdW forces.   
Boundary element method will be discussed in chapter 3.   Chapter 4 will be the finite 
element formulation.    
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Chapter 5    
Lifshitz Theory 
 
This chapter provides the background for the calculation of van der Waals 
interaction based on the continuum theory of Landau and Lifshitz [1, 2].   Most of the 
results in this chapter can be found in Lifshitz [3], Felderhof [4], McQuarrie [5] and 
Rief [6].   Our goal is to derive these results assuming a rudimentary knowledge of 
statistical and quantum mechanics.   In the following, we assume that the 
electromagnetic properties of the materials are homogeneous, isotropic and non-
magnetic.   The generalization to anisotropic materials is straightforward and can be 
found in Landau and Lifshitz [1].   
This chapter is organized as follows.    Sections 5.1 – 5.4 review the properties 
of the linear dielectric functions.  Correlation and spectral density is studied in section 
5.5.    In section 5.6, we develop the dissipation- fluctuation theorem. The fluctuation 
and van der Waals Interaction relation is given in sections 5.7– 5.8.    Section 5.9 
determines the relation between the correlation and dissipation using quantum 
mechanics.    Finally, one example (Lifshitz’s three-layer problem) is revisited with 
more details and comments in section 5.10.   
Notations:  Vectors and Tensors will be denoted by bold letters.  The time Fourier 
transform of a vector E will be denoted by % E .   The quantum mechanics operator 
associated with an observable E is denoted by E.  We follow Lifshitz [3] who used 
Gaussian units for Maxwell’s equations.  
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5.1 Constitutive Model of a Linear Dielectric  
  For a linear dielectric, linear response theory [1, 2] states that the electric 
displacement D is related to the electric field E by 
 () ( )
t
kt d τ ττ
−∞
=+ − ∫ DE E        ( 5 . 1 )  
where k is a real positive function defined for all positive arguments (that is 
(0 ) 0 kt≤= ).  It is known as the after effect function.  Note that the upper limit of the 
integral in (5.1) is t due to causality.   A change of variabletu τ − = gives: 
 
0
() () ( ) ( ) tt k u t u d u
∞
=+ − ∫ DE E       ( 5 . 2 )  
Taking the Fourier transform of (5.2), i.e.,  
 
1
() ( )
2
it te d t
ω ω
π
∞
−∞
= ∫
% DD        ( 5 . 3 )  
where the inverse transform is  
 () ( )
it te d
ω ω ω
∞
−
−∞
= ∫
% DD       ( 5 . 4 )  
Taking the Fourier transform of (5.2) and after some simple manipulation, we found 
 () ()() ω ωεω = %% DE         ( 5 . 5 )  
where  
 
0
()1 ( )
it kte d t
ω εω
∞
=+ ∫         ( 5 . 6 )   
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is the dielectric susceptibility.   If k is in 1[0, ) L ∞ , the Riemann-Lebesque theorem 
implies that     
 
0
lim ( ) 0
it kte d t
ω
ω
∞
→∞ = ∫  
so 
() 1 ε ω →∞ =          ( 5 . 7 )  
5.2 Property of Dielectric Susceptibility  
Equation (5.6) implies that  ( ) ε ω  is a complex function of the frequency.   Let  
() () () i ε ωε ωε ω ′′ ′ =+                           (5.8) 
where  Re ε ε ′ = and  Im ε ε ′′ = .  The right hand side (RHS) of (5.6) implies that 
  ()
0
()1 ( ) c o s kt td t εω ω
∞
′ =+ ∫        ( 5 . 9 a )  
()
0
() ( ) s i n kt td t εω ω
∞
′′ =∫        ( 5 . 9 b )  
Equations (5.9a, b) imply that  () ε ω ′  is an even function of the frequency and  () ε ω ′′ is 
an odd function.  In addition, equations (5.8) - (5.9b) imply that  
 ( ) () () () i ε ωε ωε ωε ω
∗ ′′ ′ −= − ≡ ,   (ω  real)    (5.10) 
where the * indicates the complex conjugate of a complex quantity.  By 
(5.7), ( ) 0 ε ω ′′ →∞ = , so dissipation vanishes at very high frequencies.   In addition, 
since ( ) ε ω ′′  is odd,  ( 0) 0 ε ω ′′ ==  if  ( ) ε ω ′′  is continuous at zero.    This is the case for  
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dielectrics.   The dielectric function for polystyrene is shown in Figure 5.1 [7].     As 
predicted by the theory,  () ( ) 00 εω εω ′′ ′′ →∞ = = = .   This means that the maximum 
of ( ) ε ω ′′ occurs at some finiteω .   For most materials, the frequencies where 
() ε ω ′′ reaches a maximum is confined to the range
14 17 10 10 Hz Hz ω ≤≤ .   
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Figure 5. 1  Real and imaginary parts of dielectric function versus ω  for polystyrene 
5.3  () ε ω ′′  and Dissipation   
  The imaginary part of  ( ) ε ω  is responsible for dissipation.   To see this, 
consider the response due to a real sinusoidal electric field, i.e., 
  ()
2
it it Ee Ee
Et
ω ω
ωω
∗− +
=
r
       ( 5 . 1 1 )  
where Eω is a complex number.  The response of the system is computed using (5.2), 
it is:  
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() ()
2
it it Ee Ee
D
ωω
ωω ε ωε ω
∗∗ − +
=
rr
r
      ( 5 . 1 2 )  
The net work done per unit volume by the electric field in one period is (using (5.11-
5.12)) 
          
()
2
2/
0
1
44
E D
QE d t
t
πω
ω ωε ω
ππ
′′ ∂
=⋅ =
∂ ∫
r r
r
          (5.13) 
In a real system, there is always some energy loss in a cycle, so Q is always positive.   
() 0 ωεω ′′ >    0 ω >         ( 5 . 1 4 )  
for all positive frequencies.   Recalling that  ( ) ε ω ′′  is an odd function of the frequency, 
equation (5.14) implies that 
 (0 ) 0 ε ω ′′ >>          ( 5 . 1 5 )        
Note that this condition puts physical restriction on the function  () kt.   As pointed out 
by Lifshitz [3], for dielectrics,  () ε ω ′′  is continuous at  0 ω = .   Since it is an odd 
function, this means that  (0 ) ε ω ′′ = = 0.   For metals,  () ε ω ′′  will have a singularity at 
0 ω = (see section 5.4). 
5.4  Complex ω  and the Kramer-Kronig relation 
  Equation (5.6) implies that  ( ) ε ω  can be analytically continued in the complex 
ω  plane.   Indeed, complex variable theory says that for k in 1[0, ) L ∞ ,  () ε ω  is analytic 
in the upper half  12 i ω ωω =+  plane and approaches 1 as ω →∞ in the upper half ω  
plane.  Using Cauchy’s integral theorem, we have, for 2 Im 0 ω ω = > :
2 
                                                 
2 Here we assume  ()( ) 1 O
γ εω ω
− →∞ = +  for ω the upper half plane, where  0 γ > .  
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  [ ] () 1 1
()1
2
ud u
iu
ε
εω
πω
∞
−∞
−
−=
− ∫   .       ( 5 . 1 6 )  
The limit as ω  approaches the real axis from the upper half plane can be obtained 
using the Plemelj formulae: 
  () [ ] []
1
1
1
() 1 11
lim ( ) 1 ( ) 1
22
ud u
P
iu ωω
ε
εω εω
πω
+
∞
→
−∞
−
−= + −
− ∫  ,    (5.17) 
where P denotes a principal value integral.   This results in:  
  [ ]
1
1
() 1 1
()1
ud u
P
iu
ε
εω
πω
∞
−∞
−
−=
− ∫       ( 5 . 1 8 )    
Separating the real and imaginary part in (5.17) gives the Kramer-Kronig relation: 
  1
1
1( )
()1
ud u
P
u
ε
εω
π ω
∞
−∞
′′
′ =+
− ∫        ( 5 . 1 9 a )  
  
  1
1
1( )
()
ud u
P
u
ε
εω
π ω
∞
−∞
′
′′ =−
− ∫        (5.19b) 
where we have used the result that 
 
1
0
du
P
u ω
∞
−∞
=
− ∫   .        (5.19c) 
The Kramer-Kronig relation states that the real and imaginary of the susceptibility are 
not independent.   Indeed, knowing one completely determines the other.  Since ε  can 
be analytically continued to the upper half ω  plane, (5.6) implies that 
2
2
0
() 1 ( )
t ik t e d t
ω εω ω
∞
− == + ∫    2 0 ω >      (5.20a)  
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Note that 22 () 1 ( , ) iL k ε ωω ω =− = , where L is the Laplace transform of () kt.   Since k 
is real, (5.20a) implies that  2 () i ε ωω =  is real on the imaginary axis.   Lifshitz [3] has 
shown that  ( ) ε ω  does not take real values at any finite point in the upper half plane 
except on the imaginary axis, where it decreases monotonically from  (0) 1 ε >  (for 
dielectrics) or from (+∞) (for metals) as  0 i ω
+ → to 1 at  i ω →∞ .   As a consequence, 
it follows that  ( ) ε ω  has no zero in the upper half plane.  Since  ( ) ε ω ′′ is positive on the 
positive real ω  axis, and does not vanish in the first quadrant of the ω  plane, it must 
remain positive there by continuity.   It should be noted that, for metals, Landau and 
Lifshitz  have shown that [1],  
 
22
0
1( )
()1
x xd x
P
x
ε
εω
π ω
∞ ′′
′ =+
− ∫    real ω      (5.20b) 
0
1( ) 4
()
xd x
P
x
ε πσ
εω
π ωω
∞ ′
′′ =− +
− ∫   real ω      (5.20c) 
 
where σ  is the conductivity.   For very good conductors, 
4
()
πσ
εω
ω
′′ ≈  for all 
frequencies.  Using this approximation, it is easy to verify that 
22
0
()
0
xx d x
P
x
ε
ω
∞ ′′
=
− ∫  for  all 0 ω >      (5.20d) 
Thus, ( ) 1 ε ω ′ =  for all frequencies in this approximation.  Therefore, for good 
conductors, 
  
4
()1
πσ
εω
ω
≈+       (5.20e)  
161 
5.5  Correlation and Spectral density  
Let  () ( ) ij X tX t ′   denote the equilibrium ensemble average of two physical 
quantities  i X and j X  at  t and tt τ ′ = + .  It is called the “correlation function” of 
i X and j X .  In our case  i X  represents components of the electromagnetic field, e.g. i E .   
The ensemble average is taken in the equilibrium situation where the distribution of 
systems in the ensemble is independent of the absolute value of time.   Thus, 
  () ( ) () ( ) () ij ij i j Xt Xt Xt Xt F τ τ ′ =+ =      (5.21a)   
is a function of τ only.   In general, the ensemble average of a quantity  X  is defined 
by 
 
1
1
()
N
k
k
X Xt
N =
= ∑        (5.21b) 
where ( ) k X t is the value taken by ( ) X t  in the k
th system of the ensemble and N the 
total number of identical systems in the ensemble.     In a stationary process, there is 
no preferred origin in time for the statistical description of X, in this case the “ergodic” 
hypothesis  X  implies that 
 
1
lim ( )
2
X Xt td t
τ
τ
τ τ →∞
−
⎛⎞
′ ′ =+ ⎜⎟
⎝⎠ ∫       (5.21c) 
An excellent discussion of correlation function and the relation between time and 
ensemble average can be found in Reif [6].    By definition, the spectral density 
of () ij F τ is the Fourier transform of () ij F τ .   
 Note that the dependence of  i X  on r is not indicated in (5.21a-c) or in the 
equations below.  This is because we are considering the response of a material point.   
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The macroscopic fields in this material point are assumed to be spatially homogeneous.  
Of course, each continuum point is composed of a very large of atoms/molecules.  The 
ensemble average in (5.21a-c) can also be computed using the equilibrium distribution 
function in classical statistical mechanics which depends only on the coordinates and 
momentum of these particles.    
These correlations are particularly simple in the frequency domain for 
stationary process.   To see this, note that 
()
() ( ) ( ) ( )
() ( )
it i t
ij i j
it is
ij
Xt Xt X e d X e d
ed X X e d
ωω
ωω ω
ω ωω ω
ωω ω ω
∞∞
′′ −−
−∞ −∞
∞∞
′ −+ −
−∞ −∞
′′ ′ =
′′ =
∫∫
∫∫
%%
%%
     (5.22) 
In a stationary process, these cross correlations are functions of τ only; this means that 
() ( ) ij XX ω ω′ %% must be proportional to ( ) δ ωω ′ + .   Because of the delta function, the 
proportional factor is a function only ofω ; this function is denoted by() ij XX
ω
%% , i.e.,  
() () ( ) ( ) ij i j XX X X
ω ω ωδ ω ω ′′ =+ %% % %       ( 5 . 2 3 )    
Substituting (5.23) into (5.22) shows that ( ) ij XX
ω
%% is the spectral density, i.e., 
() () ( )
i
ij i j X tX t e XX d
ωτ
ω τ ω
∞
−
−∞
+= ∫
%% .     (5.24) 
Recall the spectral density of a quantity Y is the Fourier transform of the time 
correlation function of Y.  Note that, since the i X ’s are real, we have  
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()
() ( ) ( ) ( )
() ( ) () ( )
it i t
ij i j
it it i t i
ij i j
Xt Xt X e d X e d
X ed X ed e d X X e d
ωω
ωω ωω ω τ
ωω ω ω
ω ωω ω ω ω ω ω
∗ ∞∞
′′ −−
−∞ −∞
∞∞ ∞ ∞
′ −− ′′ −∗ ∗
−∞ −∞ −∞ −∞
⎛⎞
′′ ′ = ⎜⎟
⎝⎠
⎛⎞
′ ′′ ′ == ⎜⎟
⎝⎠
∫∫
∫∫ ∫ ∫
%%
%% % %
(5.25) 
Using the same argument as before, we have  
() () ( ) ( ) ij i j XX X X
ω ω ωδ ω ω
∗∗ ′′ =− %% % %       (5.26) 
Since  () ( ) ij X tX t ′ is real, the complex conjugate of (5.25) is itself, so  
() () ( ) ( ) ( )
it is
ij i j X tX t e d X X e d
ωω ω ω ωω ω
∞∞
∗ ′− −∗
−∞ −∞
′′ ′ = ∫∫
%%    (5.27) 
Substitute (5.26) into (5.27), we have: 
() () ( )
i
ij i j X tX t e XX d
ωτ
ω ω
∞
∗ −∗
−∞
′ = ∫
%%       (5.28a) 
Comparing (5.28a) and (5.24), we have 
() () ij ij XX XX
ω ω
∗ ∗ = %% %% .       (5.28b) 
If we set  0 τ = in (5.24), we have, 
() () () ij i j X tX t XX d
ω ω
∞
−∞
= ∫
%%      (5.29) 
Finally, we note that in a stationary process, the auto-correlation function 
() ( ) X tXt s + is even.  This is because  
  { () ( ) ( ) () ( ) ( 0 )
tt
XtXt Xt Xt X X
τ
ττ τ
→−
+= − = −     (5.30)  
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Physical reasoning tells us that for large τ , the correlation function must goes to 0.    
5.6  Dissipation- Fluctuation Theorem (DFT) – a simple example 
  To motivate our approach below, we give a simple example to illustrate the 
dissipation-fluctuation theorem (DFT) (see for example, Rief [6]).   Let us consider a 
one dimensional problem where  
() ( )
t
Dh tE d τ ττ
−∞
=− ∫            (5.31) 
where  () hk t δ τ ≡+ − .   DFT implies that  
 
1
() ( 0 ) ()
B
ht D Dt
kT
=   0 t >       (5.32) 
where  B k  is the Boltzmann constant and T is the absolute temperature in Kelvin.  Note 
that h  is defined for positive times only.  That is, the after effect function defined 
earlier is proportional to correlation function of D.   In the static case where ( ) o Et E = , 
we have 
 
00
() ( ) 1 ( ) (0 )
t
oo o o DE h t d Eh t d E kd E ττ τ ττ ε ω
∞∞
−∞
⎛⎞
=− = = + = = ⎜⎟
⎝⎠ ∫∫∫  (5.33a) 
If we take ( )
it
o Et Ee
ω − = , then 
() () () 1 ()
tt
it ii t i t
oo o Dh tE e d E e ek t dE e
ωτ ωτω ω ττ τ τ ε ω
− −− −
−∞ −∞
⎛⎞
=− = + − = ⎜⎟
⎝⎠ ∫∫  (5.33b) 
However,  
()
0
() () ( 0 ) ( )
tt i
ii t i t i
oo o
e
ht Ee d e ht Ee d D D Ee d
kT
ωτ
ωτ ω ω τ ωη τ ττ τ η η
∞ −
−− −
−∞ −∞
−= − = ∫∫ ∫ (5.34)  
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Equations (5.33b) and (5.34) imply: 
 
0
1
(0) ( ) ( )
it DD t e d t
kT
ω ε ω
∞
= ∫      0 t ≥     (5.35) 
5.7 Fluctuation and van der Waals Interaction 
 
Figure 5. 2   Isotropic non-magnetic dielectric solids separated by vacuum in thermal 
equilibrium. Arrows in the solids indicate the induced dipoles. Π is any closed 
surface enclosing one of the solids 
  Consider two charge and current free isotropic non-magnetic dielectric solids 
separated by vacuum in thermal equilibrium.   The average macroscopic 
electromagnetic fields everywhere fluctuate about zero.  Due to these fluctuations, the 
electrons and nuclei of the atoms in the dielectric will be slightly displaced.   This 
induces dipole moments as pictured by arrow in the solids in Figure 5.2.   The time 
average of this induced polarization field will of course be zero, but the time 
correlations of the components of electric field are not zero, and this gives rise to a 
non-zero Maxwell stress tensor in the vacuum which gives rise to van der Waals force 
between the two solids.    In Lifshitz’s continuum model [3], these fluctuations are 
vacuum
Π
I
III
II 
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simulated by imposing a random polarization field ( ) t Kr , in the Maxwell Equations 
which are:   
1
ct
∂
∇× + =
∂
B
E 0         (5.36a) 
 
1
ct t
∂∂ ⎡⎤ ∇× = + ⎢⎥ ∂∂ ⎣⎦
D K
B         (5.36b) 
  0 ∇⋅ = B          (5.36c) 
  ∇⋅ =−∇⋅ D K          (5.36d) 
for each media (of course, in vacuum, K = 0, D = E).   With appropriate boundary 
conditions (see below), the van der Waals force F between the two dielectrics is 
determined by computing the ensemble average of the Maxwell stress tensor
3 S in 
vacuum which is 
 
11 1
42 2
ij i j k k ij i j k k ij SE E E E B B B B δ δ
π
⎛⎞ ≡−+ − ⎜⎟
⎝⎠
    (5.37a) 
and evaluating the surface integral  
  () ii j j FS t n d A
Ω
= ∫∫           (5.37b) 
where  i n is the unit normal vector of a smooth closed surface Π containing one of the 
solids (see Figure 5.2).  
                                                 
3 The complete form of Maxwell stress tensor is  
() ()
11 1
42 2
ij i j j k k k ij i j k k ij SE D K E D K B B B B δ δ
π
⎛⎞ ≡+ − + + − ⎜⎟
⎝⎠
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Note that, since  ij S is a linear combination of  , ij X X ’s.   The ensemble average 
of S is 
11 1
()
42 2
ij i j k k ij i j k k ij St E E E E B B B B δ δ
π
⎛⎞ =−+ − ⎜⎟
⎝⎠
   (5.38a) 
where  () () ij i j E EE t E t =  etc.   According to (5.38a), the ensemble average of S is 
a linear combination of the terms of the form () () ij E tE t .  The RHS of (5.38a), 
according to (5.29) is  
()() ( )()
11 1
42 2
()
i j k k ij i j k k ij
ij
EE EE BB BB d
s
ωωωω δ δω
π
ω
∞
−∞
⎛⎞ −+ − ⎜⎟
⎝⎠ ∫
%% %% %% %%
14444444444 24444444444 3
 (5.38b) 
or 
  () ( ) ij ij St s d ω ω
∞
−∞
= ∫         ( 5 . 3 8 c )  
As expected, () ij Stis independent of time.  Combining (5.37b) and (5.38c), we have 
   () ii j j Fs d n d A ωω
∞
Ω− ∞
⎛⎞
= ⎜⎟
⎝⎠ ∫∫ ∫         (5.38d) 
   
Since  () ij Stis independent of time, the vdw interaction force is independent of time.   
Note that since  () ij St is real, the imaginary part of  ( ) ij s ω  must be an odd function 
of the frequency, since it must integrates to zero.   
Of course,  ( ) t Kr , is not just any random field, since it is supposed to model the 
induced polarization caused by fluctuations.    In addition, the time correlation of this  
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random polarization must be related to the time correlation of the electric fields.    
Physically, we anticipate the following properties of ( ) t Kr , : 
1.  The time average of K is zero 
2.  The correlation of K at two different spatial points r and  ′ r is zero. 
Note, analogous to Brownian motion, where the acceleration of the particle is related 
to the random force field through the solution of Newton law (a classical mechanics 
equation), and the induced polarization of the molecules in the solid is related to the 
random dipole field K through the solution of the classical Maxwell equation.    
Lifshitz’s theory of vdw interaction made use of the fact that in the frequency domain, 
the random dipole field K satisfies 
( ) () ( ) ( ) ( ) ij i j K,K , K K
ω ω ωδ δ ω ω ′′ ′ ′ =− + %% % % rr r r     (5.39) 
where () ij KK
ω
%%  is   
  () 2( ) c o t h
2
ij i j
B
KK
kT ω
ω
εω δ
⎛⎞
′′ = ⎜⎟
⎝⎠
h %% h       ( 5 . 4 0 )  
where 
34 1.0545 10 Js
− =× h  is the Planck’s constant, 
23 o 1.3805 10 J/K B k
− =×  and T is 
the absolute temperature in degree Kelvin. Note that   j K %  in (5.40) is evaluated at  ω − .  
We will derive equation (5.39) and (5.40) in the following sections.  Note that just as 
the fluctuation-dissipation theorem states that there is a relation between the 
fluctuation force and the viscosity of the fluid, Lifshitz’s approach[3] shows that the 
connection between the random force field and the imaginary part of ε , which as we 
have shown, is responsible for dissipation.    
169 
   Equation (5.38d) and (5.39) and the fact that D is related to E by a convolution 
integral suggest that it is easier to operate in the frequency domain.  A straightforward 
Fourier transform of (5.36a-d) leads to  
i
c
αα ω
− ∇× = %% E B0         ( 5 . 4 1 a )  
i
c
αα α ω ⎡⎤ ∇× =− + ⎣⎦
%% % BD K        (5.41b) 
  0
α ∇⋅ = % B          ( 5 . 4 1 c )  
 
α α ∇⋅ =−∇⋅ %% D K         (5.41d) 
where 
(,)
it et d t
ω
∞
−∞
≡ ∫
% EE r        ( 5 . 4 2 )  
is the Fourier transform of E .  , , I II III α =  denotes different domain. Note that 
0
III = % K .  It should be noted that equations (5.41a) – (5.41d) are not independent.  
Clearly, the divergence of (5.41a) implies (5.41c) and the divergence of (5.41b) gives 
(5.41d). In other words, only two of the four Maxwell equations are independent.  
Indeed, we need only to solve (5.41a) and (5.41b) subject to the boundary conditions:  
(a) 0 == %% EB   a t   i n f i n i t y .           
(b)  The tangential components of  % E and  % B are continuous on the interfaces. 
(c)  The normal component of ( ) + %% D K
4and % B  are continuous on the interfaces.  
                                                 
4 This is because of  () 0 ∇• + = %% DK   
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It should be pointed out that condition (b) is derived from (5.41a,b) and (c) is derived 
from (5.41c,d). Since equations (5.41c,d) can be derived from (5.41a,b), thus 
conditions (b) and (c) are not independent.  Indeed, (b) is sufficient to assure (c).   
5.8 Dissipation and Equation (5.40) 
  As our simple example shows (see (5.36)), equation (5.40) states that the 
fluctuating fields  i K   are related to dissipation.  In the macroscopic problem, the 
energy balance is: 
 
11
44 4
c
tt t ππ π
∂ ∂∂ ⎛⎞ ⎛ ⎞ ∇⋅ × + ⋅ + ⋅ =− ⋅ ⎜⎟ ⎜ ⎟ ∂ ∂∂ ⎝⎠ ⎝ ⎠
D BK
EB E H E       (5.43a) 
where 
     
4
c
π
× E B            (5.43b) 
is the flux density, and   
 
1
4 t π
∂
−⋅
∂
K
E          ( 5 . 4 3 c )  
is  the  energy  loss  due  to  fluctuations.         
 
11
() ( ) ()
48 8
c
tt ππ π
∂ ∂
∇⋅ × + ⋅ ⋅ =− ⋅
∂∂
B EE D + B B E K    (5.43d) 
where we have used the assumption that the material is non-magnetic, charge and 
current free.  The second term in (5.44) is the rate of change of the electromagnetic 
energy density.   Since the fields are homogeneous (we are looking at a material point  
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in this calculation), the first term in (5.44) is zero.  Since E is a linear functional of K, 
the change in energy density, 
1
()
8 t π
∂
− ⋅
∂
E K is: 
1
()
4 t π
∂
−⋅
∂
K
E          ( 5 . 4 3 e )  
Therefore, the change in energy density due to fluctuation is  / 4 ii KE π − & .  In the 
frequency domain, we have: 
() ii KE εω −= %% 5  or    ( ) ii EK αω = %%    () 1 /() ε ωα ω = −  (5.43f) 
Since  i K  can be decomposed into its Fourier components, we consider input of the 
form 
  () /2
it it
ii i KK e K e
ωω −∗ =+ %% .        ( 5 . 4 4 a )  
According to (5.43f), the electric field due to this input is: 
  () /2
it it
ii i EK e K e
ωω αα
−∗ ∗ =+ %% .       (5.44b) 
Substituting (5.48) and (5.47) into (5.45) and averaging over the period 2/ π ω gives 
the total energy density change at a material point,  
 
2 1
()
8
Q ωα ω
π
′′ = % K .         ( 5 . 4 5 )  
Since  () α ω ′′ is a odd function of the frequency and is positive for positive 
frequencies, 0 Q ≥ , that is, energy is always dissipated in a cycle.   
                                                 
5 Actually, there are also random magnetic fields corresponding to B. However, the materials are 
nonmagnetic, so these random magnetic fields are independent of positions, therefore these fields will 
have no contribution to van der Waals interaction.   
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  We can also compute Q using quantum mechanics. Let Ho   be the time 
independent Hamiltonian of the system (a continuum point r in the macroscopic body) 
without perturbation (i.e., K  = 0).   Because the fields are spatially uniform, the 
perturbation operator associated with the random field is: 
/4 ii K π =− VE         ( 5 . 4 6 )  
As before, assume  i K is given by (5.43f).   Let  n Ψ denote the stationary state of the 
system, i.e., 
() on n n Ψ= Γ Ψ H    (no  sum  on  n)     (5.47) 
where  n Γ   are the energies of the stationary state.  For stationary states, the time 
dependent Schrodinger’s equation can be integrated with respect to time, resulting in  
 
n it
nn e
ω ϕ
− Ψ=     (no  sum  on  n)     (5.48) 
where / nn ω ≡Γ h, and  n ϕ is a state vector which depends on the coordinates of the 
particles in the continuum point.   
Let us assume the system is in the eigenstate n.  As a result of perturbation, the 
system makes transitions.  Let  nm P  denote the probability per unit time of the transition 
from the state nto a state m.   This transition rate can be determined using quantum 
perturbation theory and it is called Fermi’s golden rule:  
()
()() ()() 2 () ()
2 4
ik
nm i k mn i k nm nm mn mn nm
KK
Pe e e e
π
δω ω δω ω
π
∗ ⎧⎫ ⎪⎪ ⎡⎤ =+ + + ⎨⎬ ⎣⎦
⎪⎪ ⎩⎭
%%
h
 (5.49) 
where () i mn e are the time independent matrix elements of the operator Ei , i.e.,  
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  () in i m nm e ϕ ϕ =    E        ( 5 . 5 0 a )  
and  
() ω =Γ Γ -/ mn m n h       (5.50b) 
is the frequency of transition between the states n and m.  In each transition the system 
absorbs or emits  ω h mn.   The average energy density per unit time absorbed by a 
system at the nth eigenstate is therefore  
  nn m m n
m
QP ω = ∑ h         ( 5 . 5 1 )  
Substituting (5.49) into (5.51) results in: 
()() ()() {}
()() ()() {}
() ()
32
() ()
32
ik
n i km n i kn m m n nm mn mn nm
m
ik
ik m n ik n m nm mn mn nm
m
KK
Qe e e e
KK
ee ee
δ ωω δ ωω ω
π
ω
δω ω δω ω
π
∗
∗
⎡⎤ =+ + + ⎣⎦
⎡⎤ =− + − + ⎣⎦
∑
∑
%%
%%
 (5.52) 
Note  n Q  is the rate of change of energy density for a system in the nth eigenstate.   To 
find the total average energy density absorbed by the system at unit time, we need to 
average over all eigenstates.  This is done using the Gibb’s distribution, where the 
probability of occupying the state n is given by 
 
() / /
nB Ek T
nn eZ ρ
− =
F         ( 5 . 5 3 )  
where F is the free energy of the system and  n Z  is the partition function (it is actually 
a normalization factor).   Thus, 
()() ()() {} () ()
32
ik
n i km n i kn m nm mn mn nm
nm
KK
Qe e e e
ω
ρδ ω ω δ ω ω
π
∗
⎡⎤ =− + − + ⎣⎦ ∑∑
%%
   (5.54)  
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Comparing (5.54) with (5.45), we have: 
()() ()() { } 4( ) ( ) ( ) i k n i km n i kn m nm mn mn nm
nm
ee ee
π
πα ω δ ρ δ ω ω δ ω ω ⎡ ⎤ ′′ =− + − + ⎣ ⎦ ∑∑ h
(5.55) 
Since interchanging n and m does not change the result in the double sum, we have: 
()() ( ) ( ) () () ni k m n mi k n m nm mn mn nm
nm nm
ee ee ρ δω ω ρ δω ω ⎡⎤ ⎡⎤ += + ⎣⎦ ⎣⎦ ∑∑ ∑∑  (5.56) 
This implies that 
() ( ) ( )
()()
() ()()
() ()()
() ()()
,
,
() /
,
/
,
/
4( ) ( )
1( )
1( )
1( )
1( )
nm B
nm B
B
ik n m i k nm mn nm
nm
m
ni k n m mn nm
nm n
kT
ni k n m mn nm
nm
kT
ni k n m mn nm
nm
kT
ni k n m mn nm
ee
ee
ee e
ee e
ee e
ω
ω
π
παω δ ρ ρ δ ω ω
ρ π
ρδ ω ω
ρ
π
ρδ ω ω
π
ρδ ω ω
π
ρδ ω ω
Γ− Γ
−
⎡ ⎤ ′′ =− + ⎣ ⎦
⎛⎞
⎡⎤ =− + ⎜⎟ ⎣⎦
⎝⎠
⎡ ⎤ =− + ⎣ ⎦
⎡⎤ =− + ⎣⎦
⎡ =− + ⎣
∑
∑
∑
∑
h
h
h
h
h
h
h , nm
⎤ ⎦ ∑
   (5.57) 
The last step is because of the delta function.      
5.9 Correlations and Dissipation 
Recall our goal is to evaluate the ensemble average Maxwell stress tensor.  
Equations (5.23) and (5.37a,b) imply that if we want to do the calculation in the 
frequency domain, then we have to evaluate the spectral densities of terms 
like () ( ) ij E tE t ′ , which is related to the dissipation.   Equation (5.57) shows that 
dissipation is related to the matrix elements of the time independent Hamiltonian.   
This suggests that one can determine these correlations using quantum mechanics.  To  
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deduce() ik EE
ω
%% , we consider the quantum-mechanical expression for the correlation 
function  () ( ) ik EtEt ′  which is: 
  []
1
( ) () ( ) () () ( )
2
ik ik k i EtEt t t t t ′′ ′ =+ EE E E      ( 5 . 5 8 )  
where a bar denotes quantum average over states and we have used the fact that the 
ensemble average is the same as the quantum mechanics average over states.   Denote 
the Fourier transform of the operator  ( ) i t E by 
 
1
()
2
it
ii et d t EE
ω
π
∞
−∞
= ∫
       ( 5 . 5 9 )  
Then,  
 
1
( )() ( ) () ()( )
2
ik ik k i EE ω ωω ω ω ω ⎡⎤ ′′ ′ =+ ⎣⎦
%% % % %% EE E E     (5.60) 
According to (5.29),  
  ()
1
( ) () ()( ) ( )
2
ik k i i k EE
ω ω ωω ω δ ω ω ⎡⎤ ′′ ′ += + ⎣⎦
%% % % %% EE E E    (5.61) 
  As in the previous section, we consider first the system is in some stationary 
state  n Ψ , then the quantum average over this state is: 
11 1
() ( ) ( ) () () ( ) ( ) ()
22 2
ik k i n ik n n k i n ωω ωω ωω ωω ⎡⎤ ′′ ′ ′ += Ψ Ψ + Ψ Ψ ⎣⎦
%% % % %% % % EE E E EE E E     
(5.62) 
Since  mm
m
ΨΨ = ∑ I , where I is the identity operator, we have:  
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() ( ) () ( )
() ( )
n i kn n i m m kn
m
ni m mk n
m
ωω ω ω
ωω
′′ ΨΨ = Ψ Ψ Ψ Ψ
′ =Ψ Ψ Ψ Ψ
∑
∑
%% % %
%%
EE E E
EE
   (5.63) 
On the other hand, using (5.48),  
()
() 1
() ( )
2
nm it it
ni m nim n m nm ee d t e
ωω ω ωψ ψ δ ω ω
π
∞
−
−∞
ΨΨ = = + ∫
% EE  (5.64) 
Therefore,  
()() ()()
() ( ) ( ) ()
( ) () () ( )
ik k i
i k nm mn k i nm mn nm mn nm mn
m
ee ee
ωω ωω
δω ω δω ω δω ω δω ω
⎡⎤ ′′ + ⎣⎦
⎡⎤ ′′ =+ + + + + ⎣⎦ ∑
%% % % EE E E
(5.65) 
Using the identities  
() ( ) () ( ) () ( ) nm mn nm nm nm δ ω ω δω ω δω ω δω ω δω ω δω ω ′′′ ++ = +− = ++  
a n d            
 () ( ) ( ) ( ) nm mn mn δ ωωδ ω ω δ ω ωδ ωω ′′ ++ = + +      (5.66) 
we have: 
()() ()()
( ) () ()( )
() () ( )
m
ii kk
in m i m n kk nm mn mn nm ee ee
ωω ωω
δ ωω δ ωω δ ω ω
⎡⎤
⎣⎦
⎡⎤
⎣⎦
′′ +
′ =+ + + + ∑
%% % % EE E E
   (5.67) 
Equations (5.61) and (5.67) imply that 
() ()() ()()
1 () ()
2
ik n
m
in m i m n kk nm mn mn nm EE ee ee
ω δω ω δω ω ⎡⎤ = ⎣⎦ ++ + ∑ %%  (5.68)  
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where the extra subscript n emphasizes that we have assumed that the state vector is in 
the  n-th eigenstate.   As before, to obtain ( ) ik EE
ω
%% , we average over the Gibbs 
distribution.  Following the same procedure as in last section, this gives: 
() () ()()
/
,
1( ) 1
2
B kT
ik n i k n m nm mn
nm
EE e e e
ω
ω ρδ ω ω
− =+ + ∑
h %%     (5.69) 
Comparing (5.57), which is  
  () ()()
/
,
4( ) 1 ( )
B kT
ik n i k nm mn nm
nm
ee e
ω π
παω δ ρ δ ω ω
− ⎡ ⎤ ′′ =− + ⎣ ⎦ ∑
h
h
 (5.57) 
with (5.69), we have: 
  () 2( ) c o t h
2
ik i k
B
EE
kT ω
ω
αω δ
⎛⎞
′′ = ⎜⎟
⎝⎠
h %% h       ( 5 . 7 0 )  
Since  () ii E K αω = %% , we have: 
() ( ) ()( ) ( ) ( ) ( ) ( )( ) ()
()( ) () () ( ) () ()
2
ik ik i k
ik ik
EE KK K K
KK KK
ω
ωω
ω ωα ω α ω ω ωα ω α ω δ ω ω
αωα ω δω ω αω δω ω
′′′′ ′ == +
′′ =− + = +
%% %% % %
%% %%
(5.71) 
Therefore, 
() ()() ()
()
2
2
()
2c o t h
2
ik ik ik i k
B
EE KK KK
kT ωω ω
α ωω
αω δ
αω
⎛⎞ ′′
=⇒ = ⎜⎟
⎝⎠
h %% %% %% h  (5.72) 
However,   
()
2
() 1 1 1
()
22 2 2
αω αα
ε εε
αα α α αω
∗
∗
∗∗
′′ − ′′ == − = − =    (5.73) 
Therefore,   
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  () 2( ) c o t h
2
ik i k
B
KK
kT ω
ω
εω δ
⎛⎞
′′ = ⎜⎟
⎝⎠
h %% h       ( 5 . 7 4 )  
which is the same as equation (5.40).     
 
5.10   An Example: a 3-layer Problem --Detailed Derivation of the Lifshitz 
Theory 
To gain an insight into Lifshitz’s continuum theory, we revisit the problem of 
finding the van der Waals (vdw) force between two planar infinite non-magnetic 
dielectric materials separated by vacuum.  This problem was solved by Lifshitz [3] in 
1955 (Russian, translated into English in 1956) using the formulation in section 5.7.    
Lifshitz’s paper is not easy to read, as many steps are skipped.   In this section we give 
a detailed derivation of this paper.    We also discovered some typos in that paper.   
 
Figure 5. 3  A schematic drawing of a 3-layer problem 
 
The geometry of the 3-layer problem is shown in Figure 5.3: two semi-infinite 
linear dielectrics (1 and 2) are separated by vacuum (3).   The surfaces of the layers (1 
1  3 
(Vacuum) 
2 
x x=l  x=0  
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and 2) are planar and are oriented parallel to each other.   The separation between 1 
and 2 is denoted by l.   Points in layers 1, 2 and 3 are specified by a Cartesian 
coordinate system (x, y, z) with origin on the surface of the layer 5.    Let () ˆˆˆ ,, i j k  be 
the orthornormal basis associated with the Cartesian coordinate system (x, y, z).   The 
normal to the layers is along the x direction.   
  For a dielectric, non-magnetic media,  = H B, the governing equations of 
electromagnetic fields E and B in frequency domain are (see section 5.7 for a 
discussion of why only two Maxwell equations are sufficient) 
i
c
ω
∇× = %% E B         ( 5 . 7 5 )  
() ii
cc
ω ω
εω ∇× =− − %% % B EK        ( 5 . 7 6 )  
(,)
it et d t
ω
∞
−∞
≡ ∫
% KK r         ( 5 . 7 7 a )  
where ε  is the complex dielectric function, and  % K  is random field due to the 
fluctuations.  The correlation of  % K ’s components is given by equation (5.40) 
() ( ) () () () ( ) 2c o t h
2
ij i j
B
KK x xy yz z
kT
ω
ω ωε δ δ δ δ δ ω ω ′′ ′ ′ ′ ′ ′ <> = − − − +
h %% h   (5.77b) 
The boundary conditions are 
(a).    0 == %% EB , as  x →∞.  
(b).   The tangential components of  % E and  % B are continuous on the interfaces 
0 x = and  x l = .  
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The van der Waals interaction is obtained in two steps.    The first is to 
determine  % E and  % B  in the middle layer (vacuum) by solving (5.75) and (5.76) subject 
to the boundary conditions stated above.  These solutions ( % E and  % B ) are expressed in 
% K .   The second step is to substitute % E and % B  into Maxwell stress tensor (5.37a, b) to 
obtain van der Waals forces.  
Substituting (5.75) to (5.76) gives 
()
22
22 cc
ωω
ε ∇× ∇× = + %% % E EK            (5.78) 
Expanding the LHS of (5.78),  (5.78) becomes 
()
22
2
22 cc
ωω
ε ∇∇ ⋅ − ∇ = + %% %% E EE K      ( 5 . 7 9 )  
Taking divergence of (5.76) on both sides gives 
1
ε
∇⋅ − ∇⋅ %% E =K        ( 5 . 8 0 )    
(5.79) and (5.80) imply 
()
22
2
22
1
cc
ωω
ε
ε
∇= − ∇ ∇ ⋅ − %% %% E +E K K            (5.81)  
We solve (5.81) by using spatial Fourier transform.  Let  () , x eq be the Fourier 
transform of % E in the y-z plane, that is: 
()
2 ,
i x ed
∞∞
⋅
−∞ −∞ ∫∫
% qr E =e q q          ( 5 . 8 2 )   
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where  () , yz kk q= is a 2-D wave vector, and  ( ) ˆˆ , y zyz ≡ =+ ri j is a 2-D position 
vector in the y-z plane.  Similarly,  ( ) ,x fq  is the Fourier transformation of  % K  in the 
y-z plane, i.e., 
()
2 ,
i x ed
∞∞
⋅
−∞ −∞ ∫∫
% qr K= f qq        ( 5 . 8 3 )  
Using (5.83), the divergence ∇⋅ % K is 
()
2 ,
i x
r
f
ix e d
x
∞∞
⋅
−∞ −∞
∂ ⎡⎤ ∇⋅ + ⋅ ⎢⎥ ∂ ⎣⎦ ∫∫
% qr K= q f qq      (5.84a) 
where   
( ) ˆ , xr f x f =i + f q                (5.84b) 
() ( ) ( ) ˆˆ ,, , ry z x fxfx =+ f qq j qk      (5.84c) 
The gradient of (5.84a) is 
()
( ) ()
2
2
2
, ˆ ,
r i xx
r
x ff
ii x e d
xxx
∞∞
⋅
−∞ −∞
⎧⎫ ∂ ⎡⎤ ∂∂ ⎪⎪ ⎡⎤ ∇∇ ⋅ + ⋅ + − ⋅ ⎨⎬ ⎢⎥ ⎢⎥ ∂∂∂ ⎣⎦ ⎪⎪ ⎣⎦ ⎩⎭ ∫∫
% qr fq
K= q i qf qq q  (5.85) 
Substituting (5.82) - (5.85) to (5.81) gives 
() () ()
() ()
22 2
2
22 2
2
2
,, ,
, 1 ˆ ,
r xx
r
xq x x
xc c
x ff
ii x
xxx
ωω
ε
ε
⎛⎞ ∂
+− = − ⎜⎟ ∂ ⎝⎠
⎡⎤ ∂ ⎛⎞ ∂∂ ⎛⎞ −+ ⋅ + − ⋅ ⎢⎥ ⎜⎟ ⎜⎟ ∂∂∂ ⎝⎠ ⎢⎥ ⎝⎠ ⎣⎦
eq eq f q
fq
qi q f q q
      (5.86) 
To solve (5.86), we first determine the homogeneous solutions by setting f =0.    
Linearity allows us to seek solution of the form:    
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   () ()
isx isx
h ee
− + e= tq uq      with 
2
22
2 sq
c
ω
ε = −     (5.87a) 
where  
 
222
yz qqq =+         (5.87b) 
Since f =0 for the homogeneous solution, the electric fields determined by (5.87a) 
must be required to satisfy 0 ∇⋅ % E =  (see (5.80) with 0 = K ).    Lifshitz called this the 
transversality condition on the homogeneous solution [3].   Applying this condition to 
(5.87a), we found 
  () ( ) 0
isx isx isx isx
xx rr is t e u e i e e
−− −+ ⋅ += qt u          (5.88a) 
The linear independence of 
isx e  and 
isx e
−  implies that 
 0 x st +⋅ = r qt         (5.88b) 
 0 x su −⋅ = r qu        ( 5 . 8 8 c )  
It should be pointed out the results obtained above in (5.75) – (5.88c) can be applied 
for any dielectric, non-magnetic medium.   In the following, the notation  α A  is used to 
denote a vector in layer α .   Also, i A α  denotes the i-th component of  Ain the 
α medium.   
Determination of E and B in Layer I  
  We investigate each layer separately.  For layer 1 ( 0 x < ), the homogeneous 
solution (5.87a) is   
  ()
1
11
is x h e
− e= uq    with  1 Im 0 s >             (5.89)     
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where the boundary  0 == %% EB as  x →∞has been used to obtain (5.89).  To find the 
particular solution for this layer,  Lifshitz [3] chose an even extension of () ,x fq in x 
and express  () ,x fq  in terms of Fourier cosine integral 
() ( )() 11 ,, c o s x xx x kk x d k
∞
−∞
= ∫ fq gq      (5.90a) 
Note that  () 1 , x k gq  is an even function of  x k , it is related to  1 % K  by  
() ( ) ( ) ( ) () ( )
() ( )
11 11
1
3
,, , ,
4
ij ij
ij
gg gg
A
ω ω ωω ω δ ω ω
ε
δδ δ ω ω
π
′′ ′ ′ <> = − +
′′
′′ =+ +
kk k k
kk
    (5.90b)
6  
where 
  2c o t h
2 B
A
Tk
ω
=
h
h         ( 5 . 9 0 c )  
At room temperature  300
o TK ≈ , 
34 1.0545 10 Js
− =× h , 
23 o 1.3805 10 J/K B k
− =× , 
typical values of 
14 16 ~10 10 ω − , we have ( ) coth / 2 1 B Tk ω ≈ h , so  2 A≈ h in the 
frequency range which is responsible for vdw force.  
To obtain (5.90b), substitute (5.90a) to (5.83) gives 
() ( ) ( )
2
11 ,, ,, c o s
i
xx x x kk x e d k d ωω
∞∞
⋅
−∞ −∞ ∫∫
% qr Kr = g qq     (5.90d)) 
The inverse transformation of  1 % K is  
() () ( )
3
2
11
1
,, ,, c o s
2
i
xx kx k x e d x d ωω
π
∞∞∞
−⋅
−∞ −∞ −∞
⎛⎞ = ⎜⎟
⎝⎠ ∫∫∫
% qr g qK r r    (5.90e)) 
                                                 
6 Note in Lifshitz paper [3], there is a typo in (1.4):  ( ) δ ′ − kkshould be  ( ) δ ′ + kk.   
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Since  () 1 , x % Kr is an even function of x, (5.90e) can also be written as 
() ()
()
3
2
11
1
,, ,,
2
x ikx
x kx e d x d ωω
π
∞∞∞
−+ ⋅
−∞ −∞ −∞
⎛⎞ = ⎜⎟
⎝⎠ ∫∫∫
% qr g qK r r    (5.90f) 
(5.90f) and (5.77a)  imply  
() () () 11 ,, , , x x kk ωω
∗
=− − − gq g q       (5.90g) 
Thus, 
( ) ( )
() ( )
() ( )
() ( ) ( )
() ( )
11
6
22
11
6
22
1
,, , ,
1
,, , ,
2
1
2c o t h
22
1
2
xx
xx
ix j x
ikx ikx
ij
ikx ikx
ij
B
gk g k
Kx Kxe e d x d d x d
x xe e d x d d x d
kT
ωω
ωω
π
ω
εδδ δ δ ω ω
π
π
∞∞
′′ ′′ −+ ⋅ − + ⋅
−∞ −∞
∞∞
′′ ′′ −+ ⋅ − + ⋅
−∞ −∞
′′′
⎛⎞ ′′ ′ ′ =⎜⎟
⎝⎠
⎛⎞ ⎛⎞ ′′′ ′′ ′ ′ =− + ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
⎛⎞ =⎜
⎝⎠
∫∫
∫∫
%%
h
h
qr q r
qr q r
qq
rr r r
r-r r r
() ( ) ()
() ( ) ()
3
1
1 3
2c o t h
2
1
coth
42
ij x x
B
ij x x
B
kk
kT
kk
kT
ω
εδδ δ δ ω ω
ω
εδδ δ δ ω ω
π
⎛⎞
′′ ′ ′ ′ ++ ⎜⎟ ⎟
⎝⎠
⎛⎞
′′ ′ ′ ′ =+ + + ⎜⎟
⎝⎠
h
h
h
h
q+q
qq
          (5.90h)   
which is the same as (5.90b).  Note that there is a typo in equation (5.4) of  Lifshitz’s 
priginal paper. The delta function on the RHS of (5.4) should be  () δ ′ + kk.   
Substitute (5.90a) into the R.H.S. of (5.86) gives 
() () () ( )
2
2
11 1 1 1 1 2
11
1 ˆˆ cos sin
x
x xr x r x x x
ik
kg kx g kx d k
c
ω
ε
εε
∞
−∞
⎧⎫ ⎡⎤ ⎪⎪ ⎡⎤ +⋅ − + ⋅ + ⎨⎬ ⎢⎥ ⎣⎦ ⎪⎪ ⎣⎦ ⎩⎭ ∫ iq g q g q g i q  
(5.91) 
The particular solution of (5.86),  1
p e , has the form:   
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() ( ) () ( ) 11 1 cos sin
p
x xx kx i kx d k
∞
−∞
=+ ⎡⎤ ⎣⎦ ∫ ea k b k    (5.92)   
The undetermined coefficients  1 a  and  1 b  are determined by substituting (5.92) into 
(5.86) and replacing the RHS of (5.86) by (5.91).    This results in  
()
()
2
2 1
11 1 2 22
11
1 ˆ
xx 1 r
x
kg
c sk
ωε
ε
⎡⎤
=+ ⋅ − ⎢⎥ − ⎣⎦
ai q q gg           (5.93a) 
()
() 11 22
11
ˆ x
1r x
x
k
g
sk ε
=⋅ +
−
bq g iq       (5.93b) 
The general solution of (5.86) is the sum of the homogeneous and particular solutions 
(5.89) and (5.92), i.e.,    
() ( ) () ( ) ()
1 2
11 1 1 cos sin
ii s x i
xx kx i kx e d e d
∞∞ ⋅− ⋅
−∞ −∞ =+ + ⎡⎤ ⎣⎦ ∫∫
% qr qr E ak bk k uq q      (5.93a) 
This procedure completely determines the electric field in the region x < 0. 
Once the electric field is determined, the magnetic field can be found using one 
of the Maxwell’s equations, that is, 
() () () ()
() ()
1
1
11 11
2
11 1
ˆˆ cos sin
ˆ
i
xx xx
ii s x
c
i
c
kk x i kk x e d
c
se d
ω
ω
ω
∞ ⋅
−∞
∞ ⋅−
−∞
=− ∇×
⎡⎤ = × +× +× +× ⎣⎦
⎡⎤ +− × + × ⎣⎦
∫
∫
%
1
qr
qr
BE
qa ib qb ia k
iuq quq q
 (5.93b) 
where  ˆˆ
yz kk + q= j k ,  ˆˆˆ
x yz aaa ++ a= i j k . 
Solution in Layer 2  
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For layer 2 (x l > ), the electromagnetic fields can be obtained using the 
following replacements to the solutions in region 1:   
12 → aa ,   12 → bb ,  12 → uu ,   12 ss →− ,  x xl →− ,  
2
22
22 2 sq
c
ω
ε = −  
The electromagnetic fields are found to be: 
() ( ) () () ( ) () ()
() 2 2
22 2 2 cos sin
ii s x l i
xx kxl i kxl ed e d
∞ ∞ ⋅− ⋅
−∞ −∞
⎡⎤ =− + − + ⎣⎦ ∫∫
% qr+ qr E ak bk k uq q   
(5.94a) 
And 
() () () () () ()
() ()
() 2
22 2 2 2
2
22 2
ˆˆ cos sin
ˆ
i
xx xx
ii s x l
c
kk x l i kk x l e d
c
se d
ω
ω
∞ ⋅
−∞
∞ ⋅−
−∞
⎡⎤ =× + × − + × + × − ⎣⎦
⎡⎤ +× + × ⎣⎦
∫
∫
% qr
qr+
Bq a i b q b i a k
iuq quq q
(5.94b) 
Solution in Layer 3 (vacuum)  
In region 3 (0 x l << ) there is no random field, that is, % K =0 and 1 ε = .   The 
general solutions of (5.86) (with f = 0) are: 
() ()
2
3
ipx ipx i ee e d
∞ −⋅
−∞⎡⎤ =+ ⎣⎦ ∫
% qr E vq wq q      (5.95a) 
() ( )( )
2
3 ,,
ipx ipx i c
p ep e e d
ω
∞ −⋅
−∞⎡⎤ =× + − × ⎣⎦ ∫
% qr Bq v q w q q    (5.95b) 
where ()ˆˆˆ , yz p pk k ≡+ + qij k , 
2
2
2 p q
c
ω
= − .     For convenience, we chose Im 0 p >  
for complex p
7.   
                                                 
7 We are allowed to choose the sign of Im p, since p appears in both 
ipx e and 
ipx e
− .    
187 
We now proceed to apply the boundary conditions to (5.93a) – (5.95b).   This 
allows us to determine the unknown coefficients v and w in (5.95a,b ).  Continuity of 
the tangential components of  % E and  % B  across the interfaces at x=0 and x=l requires 
11 rx r r r dk
∞
−∞
+= + ∫ au v w        ( 5 . 9 6 a )  
() ( ) ( ) 11 1 1 1 x xr x x r x x r r ak d k us vw p
∞
−∞
−+ + = + − − ∫ qb qu q v w    (5.96b) 
  22
ipl ipl
rx r r r dk e e
∞
−
−∞
+= + ∫ au v w      ( 5 . 9 7 a )  
() () () 22 2 2 2
ipl ipl ipl ipl
xx r x x r x x r r ak d kus v ew e p e e
∞
−−
−∞
−+ − = + − − ∫ qb qu q v w  (5.97b) 
The transversality conditions on the homogeneous solutions in each region give the 
following four equations: 
  11 1 0 xr su −⋅ = qu       ( 5 . 9 8 a )  
 0 xr pv +⋅ = qv       (5.98b) 
 0 xr pw −⋅ = qw       ( 5 . 9 8 c )  
  22 2 0 xr su +⋅ = qu       (5.98d) 
Note that there are 12 scalar equations in (5.96a) – (5.98d) which can be used to 
determine the 12 unknowns, 1 u ,w ,v , and 2 u .   Since we are interested only in layer 3, 
we focus on w andv .   In addition, since the solution has rotational symmetry about 
the x axis, we can choose ˆ q = qj .    After making this choice, the 12 equations can be  
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decoupled which allows us to solve (by hand) for the components of w andv .   These 
are: 
() ()
11 1 2 2 2
12 2 2 1 1 22 22
12
xy x y ipl
y x
xx
qg s g qg s g p
vs e p s s p s d k
ks ks
εε
∞
−
−∞
−+ ⎧⎫
=+ + − ⎨⎬
Δ− − ⎩⎭ ∫  (5.99a) 
() ()
11 1 2 2 2
12 2 2 1 1 22 22
12
xy x y ipl
y x
xx
qg s g qg s g p
ws e p s s p s d k
ks ks
εε
∞
−∞
−+ ⎧⎫
=− − − + ⎨⎬
Δ− − ⎩⎭ ∫  (5.99b) 
() ()
2
12 2
12 1 22 2 2 2
12
z ipl z
z x
xx
gs p g
vs e s s p d k
ck s k s
ω
∞
−
−∞
+ ⎧⎫
=− + − ⎨⎬ ′ Δ− − ⎩⎭ ∫     (5.99c) 
() ()
2
12 2
12 1 22 2 2 2
12
z ipl z
z x
xx
gs p g
ws e s s p d k
ck s k s
ω
∞
−∞
− ⎧⎫
=− + ⎨⎬ ′ Δ− − ⎩⎭ ∫     (5.99d) 
y
x
qv
v
p
=−           ( 5 . 9 9 e )  
y
x
qw
w
p
=           ( 5 . 9 9 f )  
where  
() ( ) ( )( ) 11 22 11 2 2
ipl ipl es p s pe s p s p εε εε
− Δ= − − − + +     (5.99g) 
() ()( )( ) 12 12
ipl ipl esp spe sp sp
− ′ Δ= − − − + +      (5.99h) 
We found a typographical error in the expression for  z w  in the original paper (4
th 
equation in (5.13) of [3]),  
ipl e
−  in that equation should be
ipl e .   
Determination of the Maxwell Stress Tensor and vdw force F 
The fact that the surface integral of the Maxwell stress tensor in vacuum is 
independent of surface allows us to define a unique interaction force.   Indeed, we can  
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choose the surface x = 0 to evaluate the Maxwell stress tensor.   The interaction force 
ˆ F = Fi  acting on a unit area on the surface x = 0 in material 1 is equal to the xx - 
component of Maxwell stress tensor xx S  at x=0 .     Using equation (5.38b),  
00 () 2 () xx ij ij F Ss d s dF d ω ω ωω ωω
∞∞ ∞
−∞ == = = ∫∫ ∫
%      (5.100) 
where  
  () () () () () ()
1
2()
4
ij x x y y z z x x y y z z Fs E E E E E E B B B B B B ω ωωω ωω ω ω
π
⎡⎤ ≡= − − + − − ⎣⎦
%% %% %% %% %% %% (5.101) 
Note: there is no sum on repeated index in equation (5.101).  The second quantity  x E %  
in () xx EE
ω
%% in (5.101) is evaluated at  ω − , that is ( ) ( )() ( ) xx x x EE E E
ω ω ωω =− %% % % .   Also, 
note the equality 
0 () 2 () ij ij sd sd ω ωω ω
∞∞
−∞ = ∫∫  is valid since  () ij s ω is an even function 
of ω .   This is because each of the terms on the RHS of (5.101) is proportional to 
() ij KK
ω
%%  which is proportional to  Aε′′  (see (5.77b) and (5.90c)).   The fact that the 
terms like() xx EE
ω
%%  and () xx B B
ω
%%  are proportional to( ) ij KK
ω
%% will be shown below.    
Evaluation of Maxwell stress tensor 
Replacing x’s in (5.95a) and (5.95b) by 0 gives 
() () 3
i
xx x x EE v w e d
∞ ⋅
−∞ == + ⎡⎤ ⎣⎦ ∫
%% qr qqq       (5.102a) 
() () 3
i
yy y y E Ev w e d
∞ ⋅
−∞⎡⎤ == + ⎣⎦ ∫
%% qr qqq       (5.102b) 
() () 3
i
zz z z EE v w e d
∞ ⋅
−∞ == + ⎡⎤ ⎣⎦ ∫
%% qr qqq       (5.102c) 
() () 3
i
zz z z
c
E Eq v w e d
ω
∞ ⋅
−∞ == + ⎡⎤ ⎣⎦ ∫
%% qr qqq      (5.103a)  
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() () 3
i
yy z z
c
B Bq v w e d
ω
∞ ⋅
−∞ == − + ⎡⎤ ⎣⎦ ∫
%% qr qqq      (5.103b) 
() () 3
1 i
zz y y B Bv w e d
cp
ω ∞ ⋅
−∞
⎧⎫
⎡⎤ − ⎨⎬ ⎣⎦
⎩⎭ ∫
%% qr == q q q      (5.103c) 
The spectral density() ( ) ( ) ( ) xx x x EE E E
ω ω ωω =− %% % % is  
() ( ) ( ) () () ( )
() () ( ) ( ) ( )
()
() () () () () ()
2 2
2 2
2
,, , ,
,, , ,
ii
xx x x x x
i
xxx x
xx y y yy
EE v w e d v w e d
dv w v w e d
qq q
vw d v w d vw d
pp p
ω ω
ω
ωω ω ω
ωω ω ω
∞∞ ′ ⋅⋅
−∞ −∞
∞∞ ′ ⋅
−∞ −∞
∞∞ ∞
−∞ −∞ −∞
′ ′′ =+ ⋅ − + − ⎡⎤ ⎡ ⎤ ⎣⎦ ⎣ ⎦
′′ ′ =+ − + − ⎡⎤ ⎡ ⎤ ⎣⎦ ⎣ ⎦
=+ − + −
∫∫
∫∫
∫∫ ∫
%% qr q r
q+q r
qq q q q q
qq q qq q
q q q= q q q= q q q
 
        (5.104a) 
where  
() ( ) () () ()
2
xx x vv v
ω δ ′′ ≡+ qq q q q         (5.104b)
8  
has been used.   The delta function in (5.104b) is due to the fact that  () x v q is linear in 
() 1i g k  and  () 2i g k , the correlation of  ( ) 1i g k  and  ( ) 2i g k is a delta function in 
(, ) x k k= q (see (5.90b, g)).  
Similarly, 
() () ()
2
yy y y EE v w d
ω
∞
−∞ =+ ∫
%% qq q      (5.105a) 
() () ()
2
zz z z E Ev w d
ω
∞
−∞ =+ ∫
%% qq q      (5.105b) 
() () ()
2
2 2
2 xx z z
c
B Bq v w d
ω ω
∞
−∞ =+ ∫
%% qq q     (5.105c) 
                                                 
8   () ( ) () () ( ) ( ) () () () () ,, ,, ,, xx xx x x vv vv v v
ω ωω ωω δ ωω δ
∗
′′ ′ −= − − + = + q q q q qq q q qq  
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() () ()
2
2 2
2 yy z z
c
B Bp v w d
ω ω
∞
−∞ =− ∫
%% qq q     (5.105d) 
() () ()
2
2
2 2
1
zz y y B Bv w d
c p
ω
ω ∞
−∞ =− ∫
%% qq q     (5.105e) 
Substituting (5.105a) – (5.105e) into (5.101) gives  
() () () ()
() () () ()
() () () ()
() () () ()
2
22
2
2
22 2
2
22
2 2 2
2 22
2
22 2
2 2
22
2
1
4
 
1
11
4
 1
yy yy
zz zz
zz yy
yy yy
q
Fv w d v w d
p
c
vw d q vw d
c
pv w d v w d
c p
qv w d v w d
c p
cq
v
ω π
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   (5.106a) 
where  
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() () () ()
() () () ()
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 (5.106b) 
and 
() () () ()
() () () ()
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v w v w pdp
ω π
πω ω
ωω
∞
Γ
⎛⎞
≡− ⎜ + − ⎟
⎜⎟
⎝⎠
⎛⎞
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⎝⎠
∫
∫
qq qq
qq qq
 (5.106c) 
where the definition 
22 2 2 / p cq ω =−  has been used when changing the path of 
integration from [0, ) ∞  to   ( ) ( ) /, 0 0 , ci ω Γ =∪ ∞  (see Figure 5.4).   It is important to 
note that  p  is either real or pure imaginary, so ( )
2 2* p p = . 
 
Figure 5. 4   Integration contour  ( ) ( ) /, 0 0 , ci ω Γ =∪ ∞  
 
We now use the expressions of  , . , yzy z vv ww  given by (5.19a) – (5.19d) to evaluate 
(5.106b) and (5.106c).   
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    (5.107) 
We compute 
2
zz vw ±  using () () ()
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3 4
ix j x i k xx
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gk g k kk αβ α β
ε
δδ δ
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′′
′ ′ =− , with , 1,2 ij = , 
,, , x yz α β = : 
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∞
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∫
 (5.108) 
() ()
2 2 1
12 2 2 3 22 4
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2 4
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se s pes p
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− ⎪⎪ ⎪⎪ −= ⎨⎬
′ ′′ Δ ⎪⎪ + ⎪⎪ − ⎪⎪ ⎩⎭
∫
∫
 (5.109) 
The integrals over  x k  in (5.108-109) can be evaluated using elementary contour 
integration techniques and is found to be 
()
22 * 22
1
x
x
dk i
sss ks
π
∞
−∞
=
− − ∫ .       (5.110) 
Note that if s is real on the real ω  axis (this may occur when  () ε ω is real on the real 
ω  axis which would violate one of the properties of a dielectric), then this integral 
does not exist.  Using (5.110) and (5.108) – (5.109),   
194 
() ()
() ()
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11 22
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qq
 (5.111) 
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() ()
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22 1 2 22 * *
11 22
1
4
4
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p ii A
es p e s p s
cs s s s
ω
ω εε
π
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−
⎧⎫ ⎡⎤ ′′ ′′ ⎪⎪ =+ + − + ⎨⎬ ⎢⎥ −− ′ Δ ⎪⎪ ⎣⎦ ⎩⎭
qq
   (5.112) 
By definition,  
2
22
2
i
i sq
c
ωε
=− ,          (5.113) 
The complex conjugate of (5.113) is 
  
2*
*2 2
2
i
i sq
c
ωε
=−         (5.114) 
Subtracting (5.114) from (5.113) gives: 
22 *
2* 2
22
ii
ii ss
cc
ω εω ε
−= −       (5.115a) 
then 
()
* 2
2 * 2
ii
ii
ss i
c ss
εω ′′ +
=
−
        (5.115b) 
It is important to note that (5.116) is valid only if  ()0 i εω ′′ >  for real ω  so 
()
* 0 ii ss −≠ according (5.113).  If this is not true that we will have division by zero 
which is not allowed.   This is important because using this relation allows the final 
result (i.e., vdw force, see below) to depend only on the dielectric function  () i ε ω .   
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Therefore, one may be tempted to claim that vdw force exist even if  () 00 i εω ′′ >=  
which is not true in Lifshitz’s theory [1, 3].     For example, various authors [8 – 10] 
have computed vdw interaction using dielectric functions of the form: 
   22
1
()1
()
M
k
k k
c
εω
ω ω =
=+
− ∑       (5.116a) 
   22
1
()1
()
M
k
k k
c
i εω
ω ω =
=+
+ ∑       (5.116b) 
where M is a positive integer,  , kk c ω  are real material constants.  Note that 
() 0 ε ω ′′ = on the real ω axis so this material does not satisfy the requirements of 
Lifshitz’s theory.  Furthermore, this material also violated the Kramer-Kronig relation.  
In particular, it also has simple poles on the real axis.   As Landau and Lifshitz [1] 
pointed out,”the function  ( ) ε ω  has no singularity on the real ω  axis, except 
possibility at the origin, (where, for metals,  () ε ω  has a simple pole)”.   
Substitute (5.116) into (5.111) and (5.112), 
() () () ()
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22 2 22 4
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        (5.117) 
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qq   
        (5.118) 
Let  () 2
ipl ae s p
− =+ and  ( ) 2
ipl be s p =− , adding (5.117) to (5.118) gives  
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    (5.119)
 9 
To proceed further, we prove the following identity: 
() () ( )( ) ()() ()
() () () ()
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            (5.120) 
As we note earlier, p is either real or purely imaginary.   Consider first the case 
where p is real, which implies that
2 2 p p = .   We need to prove  
() () () () { }
() ()() ()
2
22 2* 2*
21 1 12 2 2
12 12 1
2
ipl ipl
p
sp s s sp s s
esp spesp sp p
++ + ++
′ Δ
⎛⎞ −− −−
⎜⎟ =− −
⎜⎟ ′′ ΔΔ ⎝⎠
    (5.121) 
                                                 
9  () ( ) ( )( )
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where  .. cc  stands for the complex conjugate of the expression in front of it inside the bracket.   Note 
that  1
ip l ipl ee
∗
= if p is pure imaginary.  Note that if p is real, then 
2 2 1 pp − = so the second term in 
these expressions is also zero.    In other words, the equality is valid whether p is real or pure imaginary.     
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Let   () () 12
ipl ce s ps p =−−  and  ( )( ) 12
ipl de s ps p
− = ++ , then the R.H.S of (5.121) 
becomes 
() () () () ( )
() () () () ( )
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′ Δ
 (5.122) 
This completes the proof of (5.120) for the case of real p .  The same procedure can be 
used to show that (5.120) is also true for pure imaginary p .  Substituting (5.119) and 
(5.120) into (5.106c) gives 
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(5.123) 
Similarly, one can evaluate (5.106b), and the result is  
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Finally, adding (5.123) and (5.124) gives (5.106a) which is the vdw interaction force, 
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          (5.125)  
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where  2c o t h
2 B
A
Tk
ω
=
h
h  and  .. ccdenotes the complex conjugate of the first term.  
Note that a factor ½ is missing in the first term of the equation (2.3) in Lifshitz’s 
original paper[3].  Using (5.100), the van der Waals force per unit area is 
2
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coth ( ) ( )
42 B
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ω ωω
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∗ ⎡⎤ =+ ⎣⎦ ∫
hh
       (5.126) 
where  
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∫  
As pointed out by Lifshitz, (5.126) will diverge upon the integration over ω  due to the 
constant term 1. However, this term is independent of separation l, so it should be 
dropped from the expression.  This constant term corresponds to self-interactions of 
the bodies.   After dropping the divergent term 1, (5.126) becomes  
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hh
(5.127) 
where Re stands for the real part of a complex number.  Changing the variables 
/ p pc ω →  and  / ii ss c ω → , (5.127) becomes: 
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hh
   (5.128)  
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where the contour  ′ Γ  of integration over p is  ( ) ( ) 1, 0 0,i ′ Γ =∪ ∞ , and  
()
2 1 ii sp εω =− +         (5.129) 
Equation (5.128) is not convenient to evaluate numerically because 
2/ ipl c e
ω − fluctuates 
very fast for large ω .   To overcome this difficulty, Lifshitz deformed the contour of 
integration in theω  and p planes so that the integral of p is over real axis and the 
integral of ω is on imaginary axis.      His procedure is explained below.  
Let us break (5.128) into two integrals: 
() 12 23 2
FI I
c π
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h
        (5.130) 
Where 
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∫∫  
(5.131) 
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∫∫
          (5.132) 
First, we note that the i ε ’s are analytic in the upper half ω  plane.  The contour in the 
ω  integral in (5.131) can be deformed from (0, ) ∞  to (0, ) i∞  as long as 
(i)  We can switch the order of integration which is true here. 
(ii)  The integrand of (5.131) is analytic in the first quadrant in the complex ω  
plane and continuous on the positive real and imaginaryω  axis.   
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(iii)  The integrand along the circular arc 
i e
θ ω  ( 0/ 2 θ π = → ) vanishes faster 
than1/ ω  as  ω →∞. 
These conditions will be demonstrated below.  Assuming this is the case, we 
can use residue theorem to transform (5.131) to  
() ()
() ()
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() ( )
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∫∫    (5.133) 
Note that  ( ) i ε ω ,() i s ω and 
3d ω ω  are real on the imaginary ω  axis, in addition, p is 
real, so we can dropped the Re in (5.133).  
Condition (iii) is straightforward since 
2/ ipl c e
ω −  increases exponentially fast 
as ω →∞ for () Im 0 ω > .  Also, for any finite p, since  ( ) i sp ω →∞ →   
() ( )
() ( )
( )( )
() ()
11 22 1 2
11 22 1 2
sp s p s p s p
sp s p s p s p
εε
εε
++ + +
→→ ∞
−− − −
  
Therefore, the integrand goes to zero faster than 1/ ω  as  ω →∞.   Next, we show on 
(ii).  From (5.129) and the property of dielectric function  ( ) ε ω , ( ()0 εω ′′ >  
everywhere except on imaginary axis, and on positive imaginary axis including origin, 
() ε ω  decreases from  () 01 ε >  to 1 at infinity, see end of section 5.4),  
  ()
2 1 ii i i sp s i s εω ′ ′′ =− + = +  ( ( ) 0,1 p∈ )    (5.134) 
is non-zero everywhere in the first quadrant as well as the positive real axis and upper 
imaginary axis of complex ω  plane so that there is no branch point.   Indeed,  
  () () () ( )
22 11 ii i pp i ε ωε ωε ω ′′ ′ −+ = −+ + .       (5.135)  
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Since  ()0 εω ′′ >  is positive in the first quadrant, the square root of  ()
2 1 i p εω −+  must 
have positive real and imaginary parts, i.e.,  0 i s′ >  and 0 i s′′ > .    
To show that the integrand of (5.133) has no pole in the first quadrant, we note 
that, for () 0,1 p∈  
 
() 12 2 2/ 2/ 2/ 1
ipl i c pl c ipl c ee e
ωω ω ω + − == <       (5.136) 
Next, we show that 
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sp sp
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in the first quadrant.  Note that   
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 since  0,    0 i sp ′ >>  (5.138a) 
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     (5.138b) 
Equations (5.136 – 5.138) imply that  
  () () () ( )
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12 12 /0
ipl c sp spsp spe
ω ++ −− − =     (5.139) 
cannot have a root in the first quadrant of the ω  plane.   This means that  
() ()
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1
ipl c sp sp
e
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ω
−
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      (5.140)  
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has no pole in the first quadrant and hence is analytic there.  Note that (5.139) has a 
root for any ω  at 0 p =  (an end point of integration).  However, expansion of the LHS 
of (5.139) shows that this is a simple zero, i.e.,  
  () ()
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11 /
ipl c sp sp
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−∝ ⎢⎥ −− ⎣⎦
    (5.141) 
This is not a problem because of the 
2 p  term in the integrand in (5.133).    Finally, we 
show that 
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ω εε
εε
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      (5.142) 
in (5.133) cannot have a root in the first quadrant of the ω  plane, which Lifshitz 
defined as Qω .   To prove this, we need to show  
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       (5.143) 
in this quadrant since 
2/ 1
ipl c e
ω < .   To prove (5.143), we need only to show  
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sp
sp
ε
ε
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−
         (5.144) 
Substituting  ii i i ε εε ′′ ′ =+ and  ii i ss i s ′ ′′ =+  into the LHS of (5.144) gives 
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εε ε
ε εε
′ ′′ ′ ′ ′ ++ + +
=
− ′ ′′ ′ ′ ′ −+ −
    (5.145)  
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Notice that if 0 i ε′ ≥ , then () ( )
() ( )
22
22 1
ii i i
ii i i
sp s p
sp s p
εε
εε
′ ′ ′′ ′′ ++ +
>
′ ′ ′′ ′′ −+ −
 since 0 p > ,  0 i ε′′ > , 
0 i s′ > , and  0 i s′′ >  for ω  in the first quadrant.  For pure imaginaryω , 0 i ε′′ = , 
however  0 p > , 0 i ε′ > , and  0 i s′ > , therefore we still have 
() ( )
() ( )
22
22 1
ii i i
ii i i
sp s p
sp s p
εε
εε
′ ′ ′′ ′′ ++ +
>
′ ′ ′′ ′′ −+ −
.  Now let us proceed to prove (5.144) is true for 
0 i ε′ < .  That is to show 
() ( )
() ()
22
22 1
ii i
ii i
sp sp
sp sp
εε
εε
′ ′ ′′ ′′ ++ +
>
′ ′ ′′ ′′ −+ −
       (5.146a) 
or  
  () ( ) ( ) ( )
22 22
ii i i ii ii sp s p sp s p εε εε ′ ′ ′′ ′′ ′ ′ ′′ ′′ ++ + > −+ −  (5.146b) 
Using 0 p > ,  0 i ε′ < , and  0 i s′ > , (5.146b) becomes 
ii
ii
s
s
ε
ε
′′ ′
>
′′ ′
       (5.146c)
 10 
Using the definition  
11 c o s s i n
22
ii i i spp i R i
θ θ
εε ε ⎛⎞ ′′ ′ =− + =− + + = + ⎜⎟
⎝⎠
   (5.147) 
where  () ( )
22 2 1 ii Rp ε ε ′′ ′ =− + + and 
1 tan / 1 i p θπ εε
− ′′ ′ = −⎡ − + ⎤ ⎣ ⎦ .  From (5.147), we 
have 
                                                 
10 Note that the division of (1.146c) is valid since  0 i s′ ≠ and  0 i ε′′≠ . This is because the only 
possibility for  ( ) 0 i εω ′′ =  is the imaginary axis where ( ) 0 i εω ′ = , this contradicts  ()0 i εω ′ < .  
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()
1
sin 1 2 tan cot tan / 1
22 cos
2
i
i
i
R s
p
s R
θ
θ
εε
θ
− ′′ ⎛⎞ ′′ ′ == = − + ⎜⎟ ′ ⎝⎠
   (5.148) 
Using the identity  
() ( ) cot / 2 1 cos /sin α αα =+     (5.149) 
the RHS of (5.48) is simplified to be 
() ( )
22 1 1
1
ii i
ii
p p εε ε
εε
′′ ′ +− + ′−+
+ >
′′ ′′
     (5.150)   
where 0 i ε′<  and 0 1 p <<  have been used.   This completes the proof of (5.146a).  
This means that  
() ( )
() ( )
1
11 22 2/
11 22
1
ipl c sp s p
e
sp s p
ω εε
εε
−
− ⎡⎤ ++
− ⎢⎥ −− ⎣⎦
      (5.152) 
has no pole in the first quadrant.   This validates the path transformation of  1 I .   
Next, we shown that  2 I  can be transformed into the integral  
() ()
() ()
() ( )
() ( )
11
12 1 1 2 2 3 2 2/ 2/
2
12 1 1 2 2 00
11
i
ipl c ipl c sp sp s p s p
I pe e d p d
sp sp s p s p
ωω εε
ω ω
εε
−− ∞∞
−−
⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ =− + − ⎨⎬ ⎢⎥ ⎢ ⎥
−− − − ⎣⎦ ⎣ ⎦ ⎪⎪ ⎩⎭
∫∫   
(5.153) 
The proof is more difficult.  As pointed out by Lifshitz [3], “ Here we must change 
both paths of integration, over p and over ω  .  However, we cannot make these 
changes in simple succession, since, for example, it is impossible to show that in the 
general case there are no poles of the integrand in the Qω for arbitrary imaginary  
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values of p.   Based on the theory of a function of two complex variables,  2 I (5.132) 
can be transformed into (5.153) if there is some way of simultaneously displacing both 
original paths ( (0, ) , (0, ) p Cp i C ω ω∈∞ ≡ ∈ ∞ ≡into the final paths 
(( 0 , ) ,( 0 , )p iC p C ω ω ′′ ∈∞ ≡ ∈ ∞ ≡) without passing through singularities of the 
integrand”.   Using the properties of the function ( ) ε ω , it can be shown this is so (see 
detailed investigation on pages 77-78 of ref. [3]).   The detailed proof is given in the 
Appendix at the end of this chapter.    The transformed form is Substituting (5.133) 
and (5.153) to (5.130) gives 
() ()
() ()
() ( )
() ( )
() ()
() ()
() ( )
() ( )
11
12 1 1 2 2 32 2 / 2 /
23
12 1 1 2 2 01
11
12 1 1 2 2 3 2 2/ 2/
23
12 1 1 2 2
11
2
11
2
i
ipl c ipl c
plc plc
sp sp s p s p
Fp e e d p d
cs p s p s p s p
sp sp s p s p
dp e e
c s ps p s ps p
ωω
ξξ
εε
ωω
πε ε
εε
ξξ
πε ε
−− ∞∞
−−
−−
⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ =− + − ⎨⎬ ⎢⎥ ⎢ ⎥ −− − − ⎣⎦ ⎣ ⎦ ⎪⎪ ⎩⎭
⎡⎤ ⎡ ⎤ ++ + +
=− + − ⎢⎥ ⎢ ⎥
−− − − ⎣⎦ ⎣ ⎦
∫∫
h
h
01
dp
∞∞ ⎡⎤ ⎧⎫ ⎪⎪ ⎢⎥ ⎨⎬
⎢⎥ ⎪⎪ ⎩⎭ ⎣⎦
∫∫
 
         (5.154) 
where the change of variable  i ω ξ = has been used in the second line of (5.154).   The 
dielectric function ε in (5.154) should be evaluated at i ω ξ = , i.e.,   ( ) i ε εξ ≡  (ξ  real), 
2
11 ()1 sip εξ =− +  etc.   Equation (5.154) is the same as (2.9) in Lifshitz’s paper [3].   
Equation (5.154) shows that the vdw force F is a complicated monotonic decreasing 
function of the separation l.   The dielectric function  ( ) i ε ξ  versus frequency for 
polystyrene is shown in Figure 5.5 [7].   Figure 5.6 plots the vdw force per unit surface 
area, F (5.154)  versus separation for the polystyrene (PS) – vacuum – polystyrene (PS) 
system.  The insert in Figure 5.6 plots the slope  ( )( ) 10 10 log / log dF dl  versus l.  The 
slope is not a constant, for l smaller than 5 nm, the slope approaches 3 − ; thus 
3 Fl
− ∝ .  
For l greater than 200 nm, the slope approaches 4 − , so 
4 Fl
− ∝ .  Note that F becomes 
unbounded as  0 l → , a weakness of the continuum model.   These results will be 
discussed in more detail in the next section.       
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Figure 5. 5  The dielectric function versus pure imaginary frequency for Polystyrene 
 
 
 
Figure 5. 6 F versus l for the polystyrene (PS) – vacuum – polystyrene (PS) system. 
And the insert plots the slope  ( ) ( ) log / log dF dl  versus l.    
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We end this section by noting that final expression of F does not depend onε′′.  
Since  0 ε′′ =  on the imaginary ω  axis, it is tempting to apply Lifshitz’s result to 
dielectric functions with  0 ε′′ =  for real frequencies (no dissipation).   However, as 
pointed out in the comments after (5.116), Lifshitz’s theory explicitly requires  0 ε′′ >  
in the first quadrant which is a consequence of  0 ε′′ >  on the real axis.   Furthermore, 
in the derivation of the Maxwell tensor, it was explicitly assumed that 0 ε′′ > , 
otherwise we will have division by zero (see comments after 5.116).    
 
Two Limits:  (i) Small separations 
In the last section, we have shown that the vdw force in the PS-vacuum- PS 
system satisfies 
3 Fl
− ∝  for small l.   As pointed by Lifshitz [3], this is a general result.  
Lifshitz’s argument goes as follows.   Consider the p integral, which is  
() ()
() ()
() ( )
() ( )
11
12 1 1 2 2 22 / 2 /
12 1 1 2 2 1
11
plc plc sp sp s p s p
p ee d p
sp sp s p s p
ξξ εε
εε
−− ∞ ⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ −+ − ⎨⎬ ⎢⎥ ⎢ ⎥ −− − − ⎣⎦ ⎣ ⎦ ⎪⎪ ⎩⎭
∫ (5.155) 
Given any  0 ξ > , the main contribution to the p integral comes from those values of p 
such that 2/1 plc ξ ≈ .   This is because for large2/ plc ξ  , the integrand decays 
exponentially fast.   Note that this argument does not depend on ξ .   For example, if 
ξ  is small (physically, this means that  o ξ ω <<  where  o ω  is the characteristic 
absorption frequency of the material 
14 17 10 10 Hz ≈− ), sayξ δ = , then 2/1 plc ξ =  
when /2 1 o pp cl δ =≡ > >  since l is also small.   It is easy to show that for 
large p ,1 / i sp p −∝ , therefore,  () ()
() ()
1
12 4
12
sp sp
p
sp sp
−
− ⎡⎤ ++
≈ ⎢⎥ −− ⎣⎦
 for  p  sufficiently closed 
to  o p .    Therefore,   
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() ()
() ()
() ()
() ()
11
12 12 22 / 22 /
12 12 11
11
o p
plc plc sp sp sp sp
p ed p p ed p
sp sp sp sp
ξξ
−− ∞ ⎡⎤ ⎡⎤ ++ ++
−≈ − ⎢⎥ ⎢⎥ −− −− ⎣⎦ ⎣⎦ ∫∫ (5.156) 
Thus, one may conclude that the main contribution of to the p integral does not come 
from those values of  p  near o p .   However, the second integral is 
() ( )
() ( )
() ()
() ()
11
11 22 1 2 22 / 2 2 /
11 22 1 2 11
11
11
11
o p
plc plc sp s p
p ed p p ed p
sp s p
ξξ εε ε ε
εε ε ε
−− ∞ ⎡⎤ ⎡ ⎤ ++ + +
−≈ − ⎢⎥ ⎢ ⎥ −− − − ⎣⎦ ⎣ ⎦ ∫∫ (5.157) 
Notice that 
() ()
() ()
() ()
() ()
11
12 1 2 2/ 2/
12 1 2
11
11
11
plc plc sp sp
ee
sp sp
ξξ εε
εε
− −
⎡⎤ ⎡ ⎤ ++ + +
−> > − ⎢⎥ ⎢ ⎥ −− − − ⎣⎦ ⎣ ⎦
     (5.158) 
for p closed to 1 o p >> .  
Since 1 o p >> , the integrals are controlled by the behavior of the integrands near  o p , 
therefore the second term dominates in this regime and the main contribution to the p 
integral comes from those values of p such that 2 / 1 plc ξ ≈ .    Next, if ξ  is large, then 
/2 o p cl ξ ≡  is small.  In this case () 1 i ε ξ → , then sp ≈ .   It can be easily shown that 
() ()
() ()
() ( )
() ( ) () ()
12 1 1 2 2
12 1 1 2 2 1 2
()
()1 ()1
sp sp s p s p fp
sp sp s p s p i i
εε
εε ε ξ ε ξ
++ + +
≈≈ → ∞
−− − − − −
    (5.159)    
for all  1 p ≥    
where ( ) f p  is a function of order 1.   This means that 
() ()
() () () ()
11
12 22 / 2 2 /
12 1 2 11
()
11
()1 ()1
plc plc sp sp fp
p ed p p ed p
sp sp i i
ξξ
εξ εξ
−− ∞∞ ⎡⎤ ⎡ ⎤ ++
−≈ − ⎢⎥ ⎢ ⎥ −− − − ⎣⎦ ⎣ ⎦ ∫∫
          (5.160)  
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Note /2 o p cl ξ ≡  is small, the
2 p in the integrand is also very small as long as  o p p < .   
Therefore, the contribution for this integral for small p can be neglected compare to 
those near  o p p ≥ .  However, for o p p >> , the exponentially term is dominant, so 
again the main contribution to this integral comes from those values of p such 
that2 / 1 plc ξ ≈ .    Exactly the same conclusion is true for 
() ( )
() ( )
1
11 22 22 /
11 22 1
1
plc sp s p
p ed p
sp s p
ξ εε
εε
− ∞ ⎡⎤ ++
− ⎢⎥ −− ⎣⎦ ∫ .   Note that for very largeξ , both integral 
vanishes because of (5.159). 
  This argument allows Lifshitz to conclude that, for small l, the main 
contribution to the p integral comes from those values of p such that2/1 plc ξ ≈ .   The 
fact that ξ  is large implies that the p integral goes to zero means that we need only to 
consider  o ξ ω ≈ .   As long as ξ  is in this range, 1 o p >> , and  12 ss p ≈ ≈ .  This results 
in 
() ()
() () {
() ( )
() ( )
{
( )( )
() ()
12 1 1 2 2 1 2
1 1 12 1 1 2 2 1 2
1( ) 1( )
,     
1( ) 1( ) p p
sp sp s p s p i i
sp sp s p s p i i
ε εε ξ ε ξ
ε εε ξ ε ξ >> >>
++ + + + +
→∞ ≈
−− − − − −
 (5.161) 
Thus, the first integral is small compared with the second, so (5.154) is approximately 
() ()
() ()
1
12 32 2 /
23
12 01
11
1
21 1
plc Fd p ed p
c
ξ εε
ξξ
πε ε
− ∞∞ ⎡⎤ ++
=− ⎢⎥
−− ⎣⎦ ∫∫
h
     (5.162) 
 Lifshitz [3] introduced a new integration variable  2/ x pl c ξ = to replace p is (5.162), 
this results in 
() ()
() ()
1
12 3
23
12 02 /
11
1
81 1
x
lc
Fd x e d x
l ξ
εε
ξ
πε ε
− ∞∞⎡⎤ ++
=− ⎢⎥
−− ⎣⎦ ∫∫
h
      (5.163)  
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where  () ii i ε εξ = .  For small l, 2 / 0 lc ξ →  so the lower limit in the x integral can be 
replaced by 0, resulting in  
() ()
() ()
1
12 3
23
12 00
11
1
81 1
x F dx e d x
l
εε
ξ
πε ε
− ∞∞⎡⎤ ++
=− ⎢⎥
−− ⎣⎦ ∫∫
h
      (5.164) 
Since the integral is independent of l, (5.164) implies that for small separation, the 
interaction force is inversely proportional to the cube of the separation, that is  
1
3 F
l
γ
≈        (5.165a) 
where 
   () ()
() ()
1
12 3
1 2
12 00
11
1
81 1
x dx e d x
εε
γξ
πε ε
− ∞∞⎡⎤ ++
=− ⎢⎥ −− ⎣⎦ ∫∫
h
     (5.165b) 
Large separation  
For large separation ( / o lc ω >> ),  Lifshitz [3] introduced a new integration 
variable  2/ x pl c ξ = to replaceξ .  Using this substitution, (5.154) is 
() ()
() ()
() ( )
() ( )
11
3
12 1 1 2 2
24 2
12 1 1 2 2 01
11
32
xx sp sp s p s p cx
Fd x e e d p
lp s p s p s p s p
εε
πε ε
−− ∞∞ ⎡⎤ ⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ ⎢⎥ =− + − ⎨⎬ ⎢⎥ ⎢ ⎥
−− − − ⎢⎥ ⎣⎦ ⎣ ⎦ ⎪⎪ ⎩⎭ ⎣⎦
∫∫
h
(5.166) 
where 
( ) /2 ii ixc pl εε =       (5.167a) 
()
2 /2 1 ii si x c p l p ε =− +      (5.167b)  
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As discussed before, the behavior of the x integral is concentrated near x = 1, so larger 
value of x need not be considered.   For  1 x ≈ and / o lc ω >> , /2 1 o xc plω <<  (note p > 
1).   In this regime,  0 ii ε ε ≈  , where  0 i ε  is the static dielectric constant at zero 
frequency.   With this approximation, (5.166) becomes 
() ()
() ()
() ()
() ()
11
3
10 20 10 10 20 20
24 2
10 20 10 10 20 20 01
11
32
xx sp sp s p s p cx
Fd x e e d p
lp s p s p s p s p
εε
πε ε
−− ∞∞ ⎡⎤ ⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ ⎢⎥ =− + − ⎨⎬ ⎢⎥ ⎢ ⎥ −− − − ⎢⎥ ⎣⎦ ⎣ ⎦ ⎪⎪ ⎩⎭ ⎣⎦
∫∫
h
 
          (5.168) 
where 
2
00 1 ii sp ε ≡− + .   This integral is independent of l so for large separation, 
(5.168) states that the vdw force is inversely proportional to the 4
th power of l, that is  
2
4 F
l
γ
=        (5.169a) 
where  
() ()
() ()
() ()
() ()
11
3
10 20 10 10 20 20
2 22
10 20 10 10 20 20 01
11
32
xx sp sp s p s p cx
dx e e dp
p s ps p s ps p
εε
γ
πε ε
−− ∞∞ ⎡⎤ ⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ ⎢⎥ ≡− + − ⎨⎬ ⎢⎥ ⎢ ⎥
−− − − ⎢⎥ ⎣⎦ ⎣ ⎦ ⎪⎪ ⎩⎭ ⎣⎦
∫∫
h
.    
Casimir’s result 
For a perfect conductor, ( 0) i i ε ω →→ ∞  (see (5.20d)).  This means that 
0 ~( 0 ) ii si εω →→ ∞ .   Therefore,  ( )( )
() ()
( )( )
() ()
10 20 10 10 20 20
10 20 10 10 20 20
1
sp sp s p s p
sp sp s p s p
εε
εε
++ + +
= =
−− − −
, 
and equation (5.168) becomes: 
()
32
24 4 2
01 16 240 1
x
cx c
Fd p d x
ll pe
π
π
∞∞
==
− ∫∫
hh
     (5.170)  
212 
Equation (5.170) coincides with Casimir’s result for perfect conductor, but only for 
largel.  It should be pointed out that the limit  i ε →∞ is valid only for sufficiently 
large separation l because the dielectric function for a conductor goes to infinity only 
at zero frequency.  This is equivalent to the requirement that  / 2 xcp l is small 
comparing to the resonance frequency of the metal, the typical value of which 
is
14~17 10 Hz .  Due to the presence of 
x e in the denominators of (5.166), the main 
contribution to the x integral comes from  ~1 x , therefore  
/2 ~ /2 / xcp l cp l c l <       (5.171) 
where the second inequality in (5.171) is due to  1 p ≥  in (5.166).  The condition  
14 /1 0 cl <  implies that 
6 31 0 3 . 0 lm m μ
− >× = . Thus if the separation is larger than 
several microns,  i ε →∞ is a good approximation.    
213 
APPENDIX 
We explain the method Lifshitz [3] transformed  2 I (5.132) into (5.153).  The 
first step is to introduce a real positive variable x ip ω = −  to replaceω  in the 
integral 2 I  (recall p is a pure positive imaginary number and ω  is real, i.e.,  0 x > .  
This results in 
() ()
() ()
() ( )
() ( )
11
3
12 1 1 2 2 2/ 2/
2 2
12 1 1 2 2 00
Re 1 1
i
lx c lx c sp sp s p s p x
I dx e e dp
ps p s p sp sp
εε
εε
−− ∞∞ ⎧⎫ ⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ ⎪ ⎪ =− + − ⎨⎨ ⎬ ⎬ ⎢⎥ ⎢ ⎥
−− − − ⎣⎦ ⎣ ⎦ ⎪⎪ ⎪ ⎪ ⎩⎭ ⎩⎭
∫∫    
(A1) 
where    () 1 / i ix p εε =  and  ()
2 /1 ii si x p p ε =− + .    For a fixed positive x, the second 
step is to shift the integration path from the positive imaginary p axis to the positive 
real p axis.    That is  
() ()
() ()
() ( )
() ( )
11
3
12 1 1 2 2 2/ 2/
2 2
12 1 1 2 2 00
Re 1 1
lx c lx c sp sp s p s p x
I dx e e dp
p s ps p s ps p
εε
εε
−− ∞∞ ⎧⎫ ⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ ⎪ ⎪ =− + − ⎨⎨ ⎬ ⎬ ⎢⎥ ⎢ ⎥ −− − − ⎣⎦ ⎣ ⎦ ⎪⎪ ⎪ ⎪ ⎩⎭ ⎩⎭
∫∫
          ( A 2 a )  
The third step is to replace  x by x ip ω = − in (A2a), and this gives 
() ()
() ()
() ( )
() ( )
11
12 1 1 2 2 3 2 2/ 2/
2
12 1 1 2 2 00
11
i
i p lc i p lc sp sp s p s p
I dp e e d p
sp sp s p s p
ωω εε
ωω
εε
−− ∞∞
−−
⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ =− + − ⎨⎬ ⎢⎥ ⎢ ⎥ −− − − ⎣⎦ ⎣ ⎦ ⎪⎪ ⎩⎭
∫∫   
(A2b) 
which is the same as (5.153).  Note that the first and the third steps involve only 
change of variables, whereas the second step has used the residue theorem which 
relies on three assumptions:  
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(i)  For  0 x > ,( / ) ii ss i x p =  has no branch points in p Q which includes the first 
quadrant of complex  p plane and two semi-axes Im p > 0, Re p =0  and Re p > 0, Im p 
= 0.    
(ii)  () ()
() ()
12 2/
12
lx c sp sp
e
sp sp
− ++
=
−−
and  ( )( )
() ( )
11 22 2/
11 22
lx c sp s p
e
sp s p
εε
εε
− ++
=
−−
 have no root in  p Q .   
(iii)  The integrand of (A1) goes to zero faster than 1/ p  as  p →∞.   
Conditions (i) and (ii) ensure that the integrand of (A1) is analytic in  p Q  for any x > 0 .  
Condition (iii) is a sufficient condition that the integration over  p on the arc 
i p e
θ Γ=  
with  () 0, / 2 θπ ∈  vanishes as p →∞.    We will validate these conditions in the 
following sections.   
Validation of (i)     
Substituting 
i p pe
θ =  with [ ] 0, / 2 θπ ∈  into (A3) gives 
() () () ( ) () ( )
22 2 /1 /1 c o s 2 / s i n 2 ii i i s i xp p i xp p i i xp p ε εθ ε θ ′′ ′ =− + =− + ++  
(A5a) 
Since the imaginary part of  ( ) z ε  is always positive in the upper half z plane + real line 
(except on the imaginary z axis) and since the arg p  [ ] 0, /2 π ∈ ,  () /0 i ix p ε′′ > and 
()
2 sin 2 0 p θ ≥  for  p in  p Q except on the real axis.   Thus, the imaginary part of 
()
2 /1 i ix p p ε −+  which is  () ()
2 /s i n 2 i ix p p ε θ ′′ +  is positive in  p Q except on the real 
axis.  Since the square root of a complex number with positive imaginary part has 
positive real and imaginary parts, we have  
(/)0 i si xp ′ >  and  ( / ) 0 i si xp ′′ >    {I m  a x i s } p pQ p ∈ −  (A5b)  
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If  p is on real axis,  () ()
2 /s i n 2 0 i ix p p εθ ′′ = = . However, in the case  / ix pis purely 
imaginary so () () // 1 ii ix p ix p εε ′ => , thus 0 i s′ > . Therefore  ( / ) i si xp have no branch 
points in  p Q  for any positive x.   
Validation of (ii)  
To validate (ii), we need to show that two equations 
() ()
() ()
12 2/
12
lx c sp sp
e
sp sp
− ++
=
−−
      ( A 6 )  
() ( )
() ( )
11 22 2/
11 22
lx c sp s p
e
sp s p
εε
εε
− ++
=
−−
      ( A 7 )  
have no roots for p in  p Q for any positive x.   Note that at 0 x = , 0 p =  is a trivial 
solution of (A6-7).   However, this solution is irrelevant because the contribution to 
the integral due to this singularity does no depend on l.  Therefore it can be ignored as 
pointed out by Lifshitz [3]. 
To show that there is no root of (A6) for p in  p Q . Since ( / ) 0 i si xp ′ > ,(/)0 i si xp ′′ ≥ , we 
have  
() ()
() ()
22
22
Re Im
1
Re Im
ii i
i ii
sp sp sp
sp sp sp
′′ ′ ++ + +
=≥
− ′′ ′ −+ −
    (A8a) 
for p in  p Q  for any positive x.  This implies 
12
12
1
sp sp
sp sp
++
≥
−−
       ( A 8 b )  
However, 
2/ 1
lx c e
− <  for any positive x, therefore (A8a) has no root of p in p Q .  To 
validate that there is no root of (A7) for p in p Q , let us first show  
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/ lx c ii
ii
sp
e
sp
ε
ε
− +
=
−
      ( A 9 ) .  
has no root in  p Q . 
To show this, we use the proof outlined by Lifshitz [3] which was based on the 
following (a,b,c) and applies to the case where  12 ε ε = :   
(a) (A9) has no root for large or small  / x p in  p Q  for any l. 
(b) For finite / x p , (A9) has no root for p in first quadrant for infinitesimal values 
of l. 
(c) For finite / x p , (A9) has no root for p on the semi-axes (imaginary and positive 
real p axes) for any l.   
(d) 
/ lx c ii
ii
sp
e
sp
ε
ε
− +
>
−
 for all p in  p Q .   
Conditions (a) (b) and (c) imply that (A9) has no root for any p in  p Q  for any l.   The 
reason is as follows:   For small l, there is no root for any value of   / x p  due to (a) 
and (b).   Therefore, as l increases, roots can sneak into the region  p Q  by crossing its 
boundaries (imaginary and positive real axes of p) or from infinity.   However, (c) 
exclude the “sneak through boundary” option.   The sneak through infinity is not 
permitted by (a).  Therefore, there is no root in  p Q  for any l.   We added (d) to 
generalize Lifshizt’s proof to two different dielectrics 12 ε ε ≠ .  
Let now proceed to prove (a) – (d).   Since  0 x > , 
  ()
()
/ ii lx c
ii
sp
e
sp
ε
ε
− +
=
−
        ( A 1 0 )   
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implies that () () / ii ii sp sp ε εα +− =  (with 01 α < < ).  From( )( ) / ii ii sp sp ε εα +− = , 
we have 
() () 12 21
11 1
11 1
ii i i i i spp p i p p
α αα
εε ε ε ε
αα α
++ + ′′ ′ ′′ ′ =− =− − − +
−− −
      (A11) 
where  12 Re , Im p pp p == .  (A11) implies that 
() 21
1
1
ii i sp p
α
εε
α
+ ′′ ′ ′′ =− +
−
       ( A 1 2 a )  
() 12
1
1
ii i sp p
α
εε
α
+ ′′ ′ ′ =− −
−
       (A12b) 
Using  
   () 1 / i ix p εε =  and  ()
2 /1 ii si x p p ε =− +     (A12c) 
we have 
( ) ( ) 12 0, 0, 0, 0, 1 / 1 0 ii sppεα α ′′ ′′ >>>> + − >     (A12d) 
for p in the first quadrant.   Equation (A12.d) and (A12a) implies that  i ε′ has to be 
negative for (A10) to hold.    
Next, consider real p ( 12 0, 0 pp >= ) so that / ix p is purely imaginary.  In this 
case ( / ) 0, ( / ) 0 ii si xp i xp ε ′′ ′ >=  so that right hand side of (A12b) is  1
1
1
ip
α
ε
α
+ ′ −
−
 and has 
to be positive.  Since  1 0 p > ,   0 i ε′< .   Finally, for imaginary p ( / ix p is real), we 
have 12 0, 0, 0 i spp ′′ >=> , so again  i ε′ has to be negative for (A10) to hold according 
to (A12a).   Therefore we must enforce the condition  ( / ) 0 i ix p ε′ <  to ensure (A10). 
This condition implies  / x p can not be too large or too small because  0 ε′ > in those 
two limit cases.  This validates that (A10) has no root for  / x p either large or small in  
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p Q  any l.  In other words, a necessary condition for the existence of a root is that 
/ x p  cannot be large or small.   
Next, we prove (b).  Notice that for very large x, (A10) will not hold for any l.  
This is because the RHS of A10 goes to zero while the LHS goes to infinity 
(note ( / ) 1 i ix p ε →∞ = ).     For finite x, the RHS (A10) approaches 1 as  0 l → .  The 
LHS of (A10) goes to 1 only if 0 p → .   In order to keep  / x p  finite, we must have 
0 x → at the same rate of 0 p → .  In this situation, the LHS of (A10) behaves as  
() ( )
2 1/
1/ 1 2 /
1/
ii i i
ii i i
ii i i
sp p s
p ss p
sp p s
ε ε
εε
εε
++
=≈ + ≈ +
−−
    (A13) 
which means that the LHS of (A10) approaches 1 on the order of  p as 0 p → . 
However, the RHS of (A10) behaves as 
/ 1/
lx c el x c
− ≈−       ( A 1 4 )  
Since  0 l → and  0 x → (at the same rate of 0 p → ), we conclude that (A13) 
approaches 1 slower than (A14).  Therefore there can be no roots of (A10) for 
infinitesimal values of l in the first quadrant.  
Finally, we prove (c).  We need to consider the situation where p is on either 
the real or imaginary axis of the complex p plane for any positive x.    For real 0 p > , 
/ ix pis imaginary, which implies that 1, 0 ii ε ε ′ ′′ ≥= , thus  0, 0 ii ss ′ ′′ >=  according to 
(A12c). This implies that 1
ii
ii
sp
sp
ε
ε
+
>
−
. Therefore ( )
()
/ ii lx c
ii
sp
e
sp
ε
ε
− +
=
−
can not hold for 
real 0 p >  and arbitraryl.      For pure imaginary p ,/ ix p is real, thus 
12 1, 0, 0, 0 iipp ε ε ′′ ′ ≠> = > , and (A12a) and (A12b) become 
2
1
1
ii sp
α
ε
α
+ ′′ ′ =−
−
       ( A 1 5 a )   
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2
1
1
ii sp
α
ε
α
+ ′′ ′ =
−
        (A15b) 
Substituting (A15a) and (A15b) into (A3) gives 
() ( )
2
22
1
/1
1
ii i p ip i xp p
α
εε ε
α
+ ′′ ′ −= − +
−
    (A16) 
Taking square of (A16), we have 
() () ( )
2
22 22
22 2
1
21
1
ii i i i i p pip p i
α
ε εε ε ε ε
α
+ ⎛⎞ ⎡⎤ ′′ ′ ′ ′′ ′ ′′ −− = − + + ⎜⎟ ⎣⎦ − ⎝⎠
   (A17) 
2
2
2
1
2
1
ii i p
α
ε εε
α
+ ⎛⎞ ′′ ′ ′ ′ −= ⎜⎟ − ⎝⎠
      ( A 1 8 )  
(A18) implies that  0 ε′′ = , which contradicts  0 i ε′′> .  Therefore ( )
()
/ ii lx c
ii
sp
e
sp
ε
ε
− +
=
−
can 
not hold for imaginary p and arbitraryl.   Lifshitz’s continuity argument now implies 
that ()
()
/ ii lx c
ii
sp
e
sp
ε
ε
− +
=
−
 can not hold for any p p Q ∈ , where x is positive and l is 
arbitrary.  However, for large p, i sp ≈ , 
ii
ii
sp
sp
ε
ε
+
→∞
−
, so 
/ lx c ii
ii
sp
e
sp
ε
ε
− +
>
−
.   By a 
continuity argument, we claim that  
  
/ lx c ii
ii
sp
e
sp
ε
ε
− +
>
−
         ( A 1 9 a )  
for any p in  p Q .    This is because if for there exist some  p p Q ∈  such that 
 
/ lx c ii
ii
sp
e
sp
ε
ε
− +
<
−
       (A19b)  
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Then continuity implies that there will be some  p p Q ∈  where 
/ lx c ii
ii
sp
e
sp
ε
ε
− +
=
−
, which 
is impossible.   Equation (A19a) implies that  
() ( )
() ( )
11 22 2/
11 22
lx c sp s p
e
sp s p
εε
εε
− ++
>
−−
      ( A 2 0 )  
for any p in  p Q .   Therefore (A7) has no roots of p in p Q .  This completes the proof of 
(ii). 
 
Validation of (iii)  
The validation (iii) is straightforward.  Since
2 2/ 2/ plc ip l c ee
ω ω − = →∞as  p →∞, it is 
clear that (iii) is true.    
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Chapter 6 
Lifshitz versus van Kampen:  A revisit of van der Waals 
force between two parallel plates 
Abstract 
  It is often assumed that Lifshitz’s theory of van der Waals force [1] is 
equivalent to the surface mode method proposed by van Kampen et al [2].   In 
Lifshitz’s theory, dispersive interaction is due to fluctuating electromagnetic fields in 
dissipative media.   In Van Kampen’s surface mode method, the van der Waals force 
is computed by taking the gradient of the total energy of electromagnetic surface 
modes.  However, a direct calculation using any dielectric that satisfies the Kramer-
Kronig relations shows that this energy is complex in the non-retarded limit.   This 
result indicates that certain procedures in the surface mode method are inconsistent 
with Lifshitz’s theory.    A discussion of these inconsistencies is given in this work.  
 
6.1  Introduction 
The van der Waals (vdw) force between two planar infinite non-magnetic dielectric 
materials separated by vacuum, without using the assumption of pairwise summation 
of potentials, was first obtained by Lifshitz [1] in 1955 (Russian, translated into 
English in 1956).    The same problem, with the vacuum replaced by a linear dielectric, 
was solved by D Dz zy ya al lo os sh hi in ns sk ki ii i, ,   L Li if fs sh hi it tz z   a an nd d   P Pi it ta ae ev vs sk ki ii i   ( (D DL LP P) )   i in n   1 19 96 61 1   [ [3 3] ]. .         Lifshitz 
represented the dielectric media as a continuum, which is governed by Maxwell  
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equations of electrodynamics.   The vdw force arises from electromagnetic radiations 
due to random dipole fields in each dielectric.   These random fields are uncorrelated 
in space but correlated in time.   These time correlations are related to the imaginary 
part of the dielectric susceptibilities.   Lifshitz’s solution is very complicated.  This 
motivated van Kampen, Nijboer and Schram (VKNS) [2] to develop a different 
approach to the same problem.  Instead of computing the electromagnetic field caused 
by a random field, they looked for surface modes in the homogeneous Maxwell 
equations.  The frequencies of these surface modes are determined by a dispersive 
relation.  This approach has been used earlier by Casmir [4] to obtain the dispersive 
force between two perfect conductors separated by vacuum.  As in Casmir [4], VKNS 
assumed that each surface mode (with frequency i ω ), at zero temperature, contributes a 
free energy of /2 i ω h .   The total excess free energy of the system is the sum over all 
modes, i.e.,  
    () / 2 i GL ω =∑h .       
Since  i ω  depends on the separation L, the force of interaction per unit area is given by 
/ F GL =− ∂ ∂ .   VKNS developed this method for the non-retarded case where the 
separation between plates is sufficiently small so that the speed of light can be taken to 
be infinite.   Later, Ninham, Parsegian and Weiss generalized van Kampen’s method 
to the retarded and temperature dependent cases for three dielectric layers [5].  Their 
results for the interaction force are identical to those obtained by Lifshitz [1] and DLP 
[3].    The simplicity of van Kampen’s method has allowed interaction force to be 
derived for multilayer or anisotropic media [6-11] as well as other geometries such as 
the interaction between cylinders [12-14].   As pointed out by Richmond and Ninham 
[15], “the great advantage of using the VKNS surface-mode analysis is the triviality of 
generalizing the simplest results for the interaction of two semi-infinite media.   One  
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need only evaluate an appropriate dispersion relation ( ) 0 D ω =  for  multi-layer  and 
nonplanar systems by solution of the wave equations for surface modes”.  
Because both methods give the same interaction force for the three-layer 
problem, it is commonly assumed that Lifshitz’s theory and van Kampen’s method are 
equivalent.   In this paper, we show that, for the VKNS formulations to arrive at the 
same result as Lifshitz’s, one has to accept at least two inconsistencies.   In the 
following, we demonstrate these inconsistencies for the case of two similar dielectric 
planar media separated by vacuum.    
 
6.2  Geometry and Summary of Previous Results 
The geometry is shown in Figure 6.1.  Two semi-infinite dielectric planar 
media (1 and 2) are separated by a vacuum (3).   The separation is denoted by L.   The 
first interface is located at z=0 and the second interface is at z =L. 
 
Figure 6. 1  Geometry of the three-layer problem 
The starting point in Lifshitz approach is the Maxwell equations for harmonic 
monochromatic fields with time factor 
it e
ω − where ω is the frequency and t denotes  
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time.    For the case of a linear homogeneous non-magnetic dielectric medium, the 
electric and magnetic fields (,) ii EB
r r
satisfy:     
  0 ii
i
EB
c
ω
∇× − =
r rr
      ( 6 . 1 a )  
  () ii i i
i
B EK
c
ω
εω ⎡⎤ ∇× =− + ⎣⎦
rr r
     ( 6 . 1 b )  
  0 i B ∇⋅ =
r
       ( 6 . 1 c )  
  ii i E K ε ∇⋅ =−∇⋅
rr
      ( 6 . 1 d )  
where  i K
r
  denote the random dipole fields in each dielectric and 
() () () ii i i ε ωε ωε ω ′′ ′ =+ is the complex dielectric susceptibility for medium i =1,2,3.   
Lifshitz assumed that  i ε  satisfies the Kramer-Kronig relations [16].  The ensemble 
average of the product of the components of i K
r
, denoted by  , ij K at two spatial points 
r
r
and r′ r
is [1, 16]: 
,, 2 c o t h ( ) ( ) ij ik i j k
B
KK rr
kT
ω
ε ωδ δ
⎛⎞
′′′ =− ⎜⎟
⎝⎠
h rr
h        (6.2) 
where  () i ε ω ′′ is the imaginary part of the complex dielectric susceptibility in medium i.    
Equation (6.2) shows that the ensemble average of the random field is proportional to 
the imaginary part of the complex dielectric susceptibility.  Note that the random field 
vanishes in a non-dissipative medium.    For example,  3 K
r
 =  0
r
in vacuum.  The 
boundary conditions are the continuity of the tangential components of the electric and 
magnetic fields, as well as the continuity of the normal displacements.  Lifshitz [1] 
showed that equations (6.1a-d) subjected to the above boundary conditions can be 
solved exactly.   He computed the zz component of the Maxwell stress tensor in 
medium 3 for each monochromatic field.  The interaction force F between the medium  
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1 and 2 is determined by integrating this component of the stress tensor over all 
frequencies.    The result is [1]: 
() ()
() ()
() ( )
() ( )
11
12 1 1 2 2 32 2 / 2 /
23
12 1 1 2 2 01
11
2
plc plc sp sp s p s p
Fd p e e d p
c s ps p s ps p
ξξ εε
ξξ
πε ε
−− ∞∞ ⎡ ⎤ ⎧⎫ ⎡⎤ ⎡ ⎤ ++ + + ⎪⎪ ⎢ ⎥ =− + − ⎨⎬ ⎢⎥ ⎢ ⎥
−− − − ⎢ ⎥ ⎣⎦ ⎣ ⎦ ⎪⎪ ⎩⎭ ⎣ ⎦
∫∫
h
          ( 6 . 3 )
 
where  
 
2 ()1 ii sip εξ =− +  and   ( ) ii i ε εξ =      i  =1,2    (6.4) 
For the non-retarded limit, and (6.3) reduces to [1]: 
  () ()
() ()
1
12 2
23
12 00
1( ) 1( )
1
2( 8 ) ( ) 1 ( ) 1
x ii
Fx e d x d
Li i
εξ εξ
ξ
πε ξ ε ξ
− ∞∞ ⎡⎤ ++
=− ⎢⎥ −− ⎣⎦ ∫∫
h    (6.5) 
Finally, one should note that in Lifshitz’s formulation, the interaction force is 
identically zero if all the media are non-dissipative.   This is because all the random 
fields are identically zero, as seen from (6.2).   
The basic idea of VKNS is to seek surface modes (electromagnetic waves that 
decay away from boundaries) of the homogeneous Maxwell equations.   Specifically, 
they considered the special case  12 ε εε = ≡ and sought time harmonic solutions of the 
form: 
  [ ]
[ ] 12
123 () , () , ()
iqx qy t
ii i i E eze ze ze
ω +− =
r
,       ( 6 . 6 )  
in each media.   Since the governing equations and boundary conditions are 
homogeneous, non-trivial solution for each wave number 
22
12 0 qq q ≡ +≥  exist if and 
only if  ( , ) qL ω
∗ satisfy the dispersion relation    
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 () 0 D ω =          ( 6 . 7 a )  
where  
 
2
2 ()1
()1
()1
qL De
εω
ω
εω
− ⎡⎤ −
≡− ⎢⎥ + ⎣⎦
       ( 6 . 7 b )  
VKNS called the fields associated with these eigenfrequencies surface modes.  They 
assumed that, at temperature  0 T = , each surface mode with frequency j ω
∗ carries a 
zero point energy /2 j ω
∗ h .   Specifically, let  ( ) mq be the number of surface modes 
associated with the wave number q, the total excess free energy of the system is 
 
()
1 0
(,)
4
mq
j
j
q L qdq ω
π
∞
∗
= ∑ ∫
h
.            ( 6 . 8 )  
The interaction force F is obtained by differentiating the negative of the excess free 
energy by L.   VKNS claimed that (6.8) can be transformed to (6.5), using a theorem 
based on the argument principle in analytic function theory [2]. 
  Since the free energy is real, the implicit assumption in VKNS’s formulation is 
that the roots of (6.7a) are always positive and complex roots are not allowed.   We 
will later show that real roots cannot exist for a linear dielectric that obeys the 
principle of causality; such a dielectric obeys the well known Kramer-Kronig relations 
[16].  The following properties of ε are stated in Landau and Lifshitz [16]:  
(a) If ω is regarded as a complex variable, then ( ) ε ω is analytic in the upper half 
ω plane, the function has no singularity on the real axis, except for a simple pole at the 
origin;   
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(b) ( ) ε ω does not take real values at any finite point in the upper half ω plane except 
on the imaginary axis, where it is real and decreases monotonically from 
(0 ) 1 i εω
+ => to 1 at  i ω =∞ . 
 (c) the imaginary part of  () ε ω is an odd function on the real axis.  It is real and 
positive for real positiveω , that is,  () 0 ε ω ′′ > for ( ) 0, ω∈ ∞ ; the only point on the real 
ω axis for which the imaginary part of  () ε ω can vanish is at the origin.   
 
6.3  Two Difficulties with the VKNS Method  
  The first difficulty with the VKNS method is that the free energy is always 
complex, as demonstrated below. 
  Based on properties (a-c), we study the existence of real and positive roots of 
() D ω in (6.7a).    Simple algebra shows that, if ω
∗ is a root of ( ) D ω , i.e., 
 
2
2 () 1
10
() 1
qL e
εω
εω
∗
−
∗
⎛⎞ −
−= ⎜⎟ + ⎝⎠
,    (6.9) 
then 
 
1
()
1
qL
qL
e
e
εω
−
∗
−
±
=−
m
.      ( 6 . 1 0 )  
Since 1
qL e
− < for 0 q > , the right hand side of (6.10) is always real and negative.   Thus, 
roots of (6.9) exist only if the imaginary part of the dielectric susceptibility vanishes 
and the real part is negative.   However, according to (c), the imaginary part of the 
dielectric function can never vanish for ( ) ( ) ,0 0, ω∈ −∞ ∪ ∞ .   Thus, the characteristic 
equation has no real roots.   This means that the free energy of the system is complex.   
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It should be noted that, complex ω  means that the surface modes will decay or grow 
exponentially with time, a contradiction to the assumption of surface modes.    
As an example, consider the simple case of 
() ()
1,
o
o
b
i
ω
εω
ω ω
=+
−
        ( 6 . 1 1 )  
where o ω and b are positive material constants.  The dielectric susceptibility (6.11) can 
be shown to satisfy the Kramer-Kronig relations.   Lifshitz’s theory (using (6.5)) gives 
an attractive force of 
 
2
23
0
2
ln
82
x
x o
x
b bb e
Fx e d x
Lb b e
ω
π
∞ −
−
−
++
=
+− ∫
h .       ( 6 . 1 2 )  
To compute the excess free energy using VKNS, we find the frequency of the surface 
modes.  A straightforward calculation using (6.10) shows that all the roots of  ( ) D ω  
lies on the negative imaginary axis.   They are: 
() 11
2
qL
o
b
ie ωω
∗− ⎡⎤ =− + ⎢⎥ ⎣⎦
m .        ( 6 . 1 3 )  
According to (6.13), the excess free energy in this example is a purely imaginary 
number.   
In [2], VKNS explicitly computed the van der Waals force between two 
identical materials separated by vacuum and demonstrated that the free energy is non-
zero.  The dielectric susceptibility they used is 
  22
o
1
B
ε
ω ω
=+
−
,        ( 6 . 1 4 )   
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where B and  o ω are real constants.   However, this dielectric material does not satisfy 
the Kramer-Kronig relations.  Indeed, the Kramer-Kronig relation implies that  0 ε′′ ≠  
except for vacuum.  Note that, since 0 ε′′ =  in (6.14), Lifshitz’s theory would predict 
an interaction force of zero. 
  What about VKNS’s claim that (6.8) is identical to (6.5)?   Although they did 
not give the details of the derivation in their original work [2], their argument can be 
found in many references and textbooks, e.g. see [5-6, 17-22].   It is based on the 
argument principle in analytic function theory.  The method can be summarized as 
follows:  For a given wave number q, denote the sum of zeroes of () D ω inside the first 
and fourth quadrant of the complex ω plane by  
 
()
*
1
(,)
mq
k
k
qL ω
= ∑  
where ( ) mqis the number of zeroes for a given q.     Assume   
 
()
*
1
(,)
mq
k
k
qL ω
=
= ∑
( )
()
1
lim
2
R
R
D
d
iD γ
ω
ω ω
πω →∞
′
∫      (6.15) 
where  () / Dd D d ω ω ′ = .  The closed contour  R γ  is defined by  [ ] [ ] 0, ,0 R iR C iR ∪∪ −   
where R C is the semi-circle of radius R defined by e , /2 /2
i R
θ ω πθ π =− ≤ ≤ , (see 
Figure 6.2).    
As long as () 1 ( 1 / ) O ε ωω →∞ = + , it can be shown that 
()
()
2 lim 0
R
D
D
ω
ω
ω →∞
′
= .         ( 6 . 1 6 )  
Therefore, the integral along  R C vanishes, and   
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ω ω
πω
∞
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′
− ∫       ( 6 . 1 7 )  
Integration by parts gives 
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() () () () ln ln ln
ii i
i
i
ii i
D
dd D D D d
D
ω
ω ωω ω ω ω ω ω
ω
∞∞ ∞
∞
−∞
−∞ −∞ −∞
′
−= − = − + ∫∫ ∫  (6.18) 
Since () ln 0
i
i D ωω
∞
−∞= , the total free energy per unit area G(L) is  
()
2
2
00
1
( ) ln ln 1
88 1
ii
qL
ii
GL q D d d q q e d d q
ii
ε
ω ωω
ππ ε
∞∞ ∞∞
−
−∞ −∞
⎡⎤ −− ⎡⎤ == − ⎢⎥ ⎢⎥ + ⎣⎦ ⎢⎥ ⎣⎦ ∫∫ ∫∫
hh
 (6.19) 
 
Figure 6. 2 The closed contour  R γ  
 
To proceed further, it is necessary to assume that  ( ) ε ω  is an even function of ω  on  　
the imaginary axis, so that the last integral in (6.19) simplifies to 
 
22
22
0
11
ln 1 2 ln 1
11
ii
qL qL
i
ed ed
εε
ω ω
εε
∞∞
−−
−∞
⎡⎤ ⎡⎤ −− ⎡⎤ ⎡⎤ −= − ⎢⎥ ⎢⎥ ⎢⎥ ⎢⎥ ++ ⎣⎦ ⎣⎦ ⎢⎥ ⎢⎥ ⎣⎦ ⎣⎦ ∫∫    (6.20)  
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Combining (6.19) and (6.20) gives: 
2
2
00
1
() l n1
41
i
qL GL q e d d q
i
ε
ω
πε
∞∞
− ⎡⎤ − ⎡⎤ =− ⎢⎥ ⎢⎥ + ⎣⎦ ⎢⎥ ⎣⎦ ∫∫
h
      ( 6 . 2 1 )  
The force is obtained by differentiating (6.21) with respect to L, this results in (6.5) 
after a change of integration variable.     
  The second difficulty is that the above argument relies on several assumptions.   
First, (6.15) is valid only if  ( ) D ω is a meromorphic function (that is, all the singular 
points of D are poles) in the right half ω  plane, including the imaginary axis.    This is 
not true in general since  ( ) ε ω  is known to be analytic only in the upper half ω  plane.   
In other words, there is no guarantee that  ( ) ε ω  can be analytically continued to the 
lower half plane.   Since D is a function of ( ) ε ω ,  D may not be analytically continued 
to the lower half plane.   In addition, even if analytic continuation were possible, D 
could have zeroes and singularities (including branch points) in the lower half plane, 
including the negative imaginary axis.   An example is the dielectric susceptibility 
specified by (6.11) where a simple pole is located at o iω − .   Note this does not violate 
the Kramer-Kronig relation since the singularity occurs in the lower half plane.  For 
this special case, the integrand in (6.19) is singular along the path of integration.   
Another complication is that the analytically continued function D may not 
satisfy the assumption that  ( ) ε ω is an even function of ω on the imaginary axis.     
Indeed, it is possible to show that if analytic continuation were possible, then the only 
singled value analytic function that satisfies the condition that  () ε ω is even on the 
imaginary axis must necessarily be real and has singularities on the real axis
11.  As a 
                                                 
11 Note that these conditions are satisfied by the dielectric susceptibilities used by VKNS (see equation 
(14)).  
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consequence, both properties (a) and (c) are violated.  This result is proved in the 
Appendix.  In other words, no non-constant analytic function exists which satisfies 
both (6.20) and the Kramer-Kronig conditions.    
Another problem that can arise is that D may have complex zeroes so the free 
energy is complex.   This is the case for the material specified by (6.11), for example.  
Finally, we note that the analytic continuation of ( ) D ω may have poles in the fourth 
quadrant ( () D ω has no singularities in the upper half plane since () ε ω is analytic there 
and because of property (b) above) so (6.15) should be replaced by 
 
() ()
*
11
(,) ()
mq nq
Pole
jj
jj
qL q ωω
==
−= ∑∑
( )
()
1
2
i
i
D
d
iD
ω
ω ω
πω
∞
−∞
′
− ∫       (6.23) 
However, in some cases the location of these poles is independent of L, therefore, the 
presence of this extra term does not affect the vdw force, at least for the parallel plate 
problem.    
6.4  Discussion and Summary 
  Our analysis implies that VKNS’s method of computing van der Waals 
interaction is not equivalent to that proposed by Lifshitz for dielectric materials which 
obey the Kramer-Kronig relations.   In Lifshitz’s theory, the imaginary part of the 
dielectric susceptibility must be positive for positive frequencies.   This requirement is 
necessary for the existence of the random fields as well as for the validity of (6.5), 
since the representation of the Maxwell stress tensor as the real part of an analytic 
function of ω  relies explicitly on this condition.   Details can be found on pages 76-78 
of Lifshitz’s paper [1].      
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  The assumption that each surface mode contributes a free energy of  /2 i ω h is 
questionable for a dissipative dielectric.    Indeed, the proof that a plane 
monochromatic electromagnetic wave carries a zero point energy of  /2 ω h  is derived 
under the condition that the media be non-dissipative [22].    However, dielectric 
materials are dissipative ( ( 0) 0 ε ω ′′ >> ) and therefore this result does not apply.     
Perhaps this is why the proof of the equivalence of the two theories has to rely on ε  
being an even function of ω on the imaginary axis.  As pointed out earlier, this 
assumption automatically rules out dissipation.   
  In summary, the derivation of the surface mode method implicitly assumes that 
all media are non-dissipative.   These media do not satisfy the Kramer-Kronig 
relations since the imaginary part of their dielectric susceptibilities is zero for real 
frequencies.   For this reason, the surface mode method is not equivalent to Lifshitz’s 
theory, which assumes  (0 ) 0 ε ω ′′ >> .   Finally,  we point out that our conclusion 
applies also to the case of finite temperature since the dispersion relation is the same 
for zero and finite temperatures.  
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APPENDIX 
 Suppose  ( ) ε ω can be analytically continued to the lower half plane.   In addition, the 
analytically continued function satisfies the condition that  ( ) ( ) ii ε ηε η − = for all 0 η > . 
Since analytic continuation is unique, we need only to find a function that is analytic in 
the lower half plane that exhibits this property.   This function is the reflection of ε about 
the real axis, defined by () () ε ωε ω
∗ ≡ , where a bar denotes complex conjugate.   Since 
ε is analytic in the upper half plane, ε
∗is analytic in the lower half plane.  Furthermore, 
()( )( ) iii ε ηε ηε η
∗ −= =  since ε is real on the positive imaginary axis.   Note that since 
() ε ω is analytic in the upper half ω  plane,  　 ε
∗is analytic in the lower half plane.  The 
paths of analytical continuation must go from the upper half plane to the lower half plane.    
Since the continued function is assumed to be single-valued, there cannot be branch points 
on the real axis, thus there must exist isolated or non-isolated singularities on the real axis.   
Apart from these singularities, the function is real on the real axis, sinceω ω = .   It is 
therefore not surprising that functions that are selected in the literature to illustrate VKNS 
method always have poles on the real axis.   Finally, we note that, if there were no 
singularities on the real axis, then the analytically continued function is entire and since it 
is bounded at infinity, it is a constant by Liouville’s theorem.  Thus, the only dielectric 
material that satisfies the Kramer-Kronig relation and the condition that it is an even 
function on the imaginary axis is a constant and therefore must be vacuum.    
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Chapter 7 
Green’s Function and Boundary Element Method 
In chapter 5, we have reviewed the general macroscopic van der Waals (vdw) 
theory (Lifshitz theory).    Lifshitz’s formulation for vdw interaction can be extended 
to finite solids of any geometry, as long as one of the medium is a vacuum.   However, 
for finite solids with complicated boundaries, it is impossible to find analytical 
solutions of Maxwell equations.   This motivates us to develop numerical techniques 
to compute vdW forces.   In the first part of this chapter (section 7.1), we provide the 
Green’s function theory for the van der Waals interactions based on the work of 
Felderhof [1]. The Maxwell stress tensor is then expressed in terms of Green’s 
functions associated with the electric and magnetic fields.  Felderhof actually 
formulated the problem for a general dielectric medium.   Since the Maxwell stress 
tensor is only well defined in vacuum, we will only focus on evaluating the Maxwell 
stress tensor in vacuum.   In the second part (section 7.2), a boundary element method 
of computing van der Waal interaction between two dielectric solids separated by a 
vacuum is developed.  In principle, this method can be used to evaluate the van der 
Waals force for the dielectric solids with arbitrary shapes.  However, this method has 
some limitations which will be discussed in section 7.3.   In the following, we assume 
that the electromagnetic properties of the materials are homogeneous, isotropic and 
non-magnetic. 
7.1 Green’s Function 
The starting point is Maxwell equations in each medium, where the Maxwell 
equations (5.36a-d) must be satisfied.   The transformed Maxwell equations are given 
by (5.41a-b), which are  
239 
i
c
ω
− ∇× = %% E B0         ( 7 . 1 a )  
i
c
ω ⎡⎤ ∇× =− + ⎣⎦
%% % BD K         ( 7 . 1 b )
12 
 0 ∇⋅ = % B          ( 7 . 1 c )  
  ∇⋅ =−∇⋅ %% DK          ( 7 . 1 d )  
As pointed in section 5.7, equations (7.1a) – (7.1d) are not independent.  Clearly, the 
divergence of (7.1a) implies (7.1c) and the divergence of (7.1b) gives (7.1d). In other 
words, only two of the four Maxwell equations are independent.  Indeed, the two 
independent equations are (7.1a) and (7.1b).   From (7.1a), we have 
 
ic
ω
=− ∇× %% BE        ( 7 . 2 )  
Substituting (7.2) into (7.1b) gives  
 
22
22
(, )
cc
ωε ω ω
∇×∇× − = %% % r
E EK       ( 7 . 3 )  
where ( , ) εω %% D =r E has been used.  Note that equations (7.2) and (7.3) are equivalent 
to (7.1a) – (7.1d).   Therefore, we need only to solve (7.2) and (7.3) for the 
electromagnetic fields  % E  and % B .  Equation (7.3) can be simplified by using the vector 
identity 
  ()
2 ∇×∇× =∇ ∇⋅ −∇ %% % E EE        ( 7 . 4 )  
Thus, (7.3) can be rewritten as 
                                                 
12 Note  % K in this work is the same as  ( ) 4, r ω πκ ω F in Feldeon’s paper[1].    
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  ()
22
2
22
(, )
cc
ωε ω ω
∇∇ ⋅ − ∇ − = %% %% r
E EE K      (7.5) 
Using (7.1d) and ( , ) εω %% D =r E , (7.5) becomes 
  ()
22
2
22
(, ) 1
(, ) cc
ωε ω ω
εω
⎡ ⎤
∇+ = − − ∇ ∇ ⋅ ⎢ ⎥
⎣ ⎦
%% % % r
E EK K
r
    (7.6) 
The material homogeneity implies that  ( , ) ε ω r is independent of r  in each medium, so 
we can move 1/ ( ) ε ω  out of the gradient operator in (7.6).  This results in  
()
22
2
22
(, ) 1
(, ) cc
ωε ω ω
εω
⎡ ⎤ ∇+ = − − ∇ ∇ ⋅ ⎣ ⎦
%% % % r
E EK K
r
    (7.7) 
 It should be noted that equation (7.7) is not equivalent to (7.3) because we have used 
(7.1d) to get (7.6) from (7.3).   We must add (7.1d) as a constraint to equation (7.7). 
Now the independent Maxwell equations are (7.3) and (7.7) along with (7.1d) as a 
constraint.    
  In the following, let subscript j in  j % K and  j % E  denote the fields in media j =1, 2 
and 3.  The components of vectors and tensors will be denoted by Greek subscripts.    
Summation convention will be used.   Let   (, , )
E Gαβ ω ′ rr  denote the Green’s function of 
(7.3).  Physically,  (, , )
E Gαβ ω ′ rr is the electric field  ( , ) Eα ω % r due to a concentrated 
dipole of unit magnitude at  ′ r acting in the direction ˆβ e , where  123 ˆˆˆ ,, eee are the 
Cartesian basis.   In general, the end of  ′ r can be in any media.  Specifically,  
   ()
2
2 ,( )
EE c
GG αβ αβ αβ εω δ δ
ω
′ ∇×∇× − = − rr r      ( 7 . 8 )
13 
                                                 
13 Note that our definition of 
E
G
αβ differs from Felderhof ’s by a factor of4π .   Specifically, our
E
G
αβ is 
1/4π of his.    
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where ∇is with respect to r unless stated otherwise. Note that  ( , ) ε ω r is a step 
function in each medium.    By this definition of
E Gαβ , the electric field due to 
() , Kβ ω ′ % r is: 
  ( )
3
() (, , ) ,
E EG K d αα β β ωω ′′ ′ = ∫
R
%% rr r r r       ( 7 . 9 a )  
   Because  ( , ) ε ω r  is discontinuous across the boundary of the medium, 
(, , )
E Gαβ ω ′ rr is also discontinuous across these boundaries.   Therefore one must 
impose the continuity boundary conditions on the tangential components of the 
electric fields.  This results in the continuity of  ˆ E Gt αβ α  at a boundary point, where  ˆ tα is 
the unit tangent vector at this point.  Likewise, the tangential component of the 
magnetic field must also be continuous across a boundary.     
Our primary interest is to evaluate the Maxwell stress tensor in the vacuum.  
This means that we have to evaluate “spectral density” of the Maxwell stress tensor, 
i.e., equation (5.38a) 
  () () ()()
11 1
42 2
kk kk sE E E EB B B B αβ α β αβ α β αβ ωω ωω δδ
π
⎛⎞ =−+ − ⎜⎟
⎝⎠
%% %% %% %%  (7.9b) 
Felderhof [1] has shown that   
  ( ) (, ) ( ) ( , ) I m (, )
E EE A T G, αβ α β ω ωω ω δ ω ω
∗ ′′ ′ ′ ⎡⎤ =− ⎣⎦
%% rr , r r    (7.10a)
14  
where 
  (,) 2c o t h
2 B
AT
kT
ω
ω
⎛⎞
= ⎜⎟
⎝⎠
h
h        (7.10b) 
                                                 
14Note,   * (, ) ( ) (, ) ( ) KK , KK , ωω ω ω αα ββ ′′ ′ ′ =− %% %% rr rr , so (2.10a) is equivalent to  
() (, ) ( , ) 4 ( , ) I m (, )
E EE C T G, αβ α β ω ωπ ω ω δ ω ω ⎡⎤ ′′ ′ ′ =+ ⎣⎦
%% rr r r   
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We give the detailed proof of (7.10a) in Appendix A.  (7.10a) and (5.23) imply that 
()(,) I m ( , )
E EE A T G , αβ α β ω ω ω ′ ⎡ ⎤ = ⎣ ⎦
%% rr       ( 7 . 1 0 c )  
 which will be used to determine the spectral densitysαβ .   
Next, we show that 
  ( ) (, ) ( ) ( , ) I m (, )
B BB A T G, αβ α β ω ωω ω δ ω ω
∗ ′′ ′ ′ ⎡⎤ =− ⎣⎦
%% rr , r r    (7.11) 
In (7.11),  (, )
B G, αβ ω ′ rr is the magnetic Green’s function defined as: 
 
2
2 (, ) (, )
BE
v
c
G, e e G, αβ αμν βρσ μ ρ σ ω ω
ω
′′ ′ =∂ ∂ rr rr      ( 7 . 1 2 )  
where eαμν  is the permutation tensor and 
  ,    
x x
μρ
μρ
∂ ∂ ′ ∂≡ ∂≡
′ ∂∂
 
and 
  ˆˆ ,     x x μ μμ μ ′′ ≡≡ rer e  
To show (7.11), we consider 
2
2 (, ) ( ) (, ) ( ) (, ) ( )
c
ω
ω ωω ωω ω
∗∗ ∗ ′′ ′ ′ ′ ′ ′ ′ ∇× ∇ × = ∇ × ∇× = %% % % %% Er E r , Er E r , Br B r , (7.13) 
where (7.2) has been used in the second equality of (7.13a) and the gradient operator 
′ ∇ is with respect to  ′ r .  (7.10a) implies that the LHS of (7.13) is equal to 
        () (, ) ( ) ( , ) I m (, )
E AT , ω ωω ω δ ω ω
∗ ′′ ′ ′ ′ ′ ⎡⎤ ∇× ∇ × = ∇× ∇ × − ⎣⎦
%% Er E r , G rr (7.14) 
Substituting   
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ˆˆ (, ) (, )
EE
v ,e e G , αμν βρσ μ ρ σ ωω ′′ ′ ′ ∇× ∇ × = ∂∂ α β Gr r r r e e      ( 7 . 1 5 )  
into (7.14) gives 
() ˆˆ (, ) ( ) ( , ) I m (, )
E
v AT e e G , αμν βρσ μ ρ σ ω ωω ω δ ω ω
∗ ′′ ′ ′ ′ ′ ⎡⎤ ∇× ∇ × = ∂∂ − ⎣⎦
%%
αβ Er E r , rr ee
 (7.16) 
Comparing (7.13) and (7.16) yields  
  ()
2
2 ˆˆ (, ) ( ) ( , ) I m (, )
E
v AT e e G ,
c
αμν βρσ μ ρ σ
ω
ω ωω ω δ ω ω
∗ ′′ ′ ′ ′ ⎡⎤ =∂ ∂ − ⎣⎦
%%
αβ Br B r, rr ee     (7.17) 
which is the vector form of (7.11).    From (7.12), we have 
()(,) I m ( , )
B B BA T G , αβ α β ω ω ω ′ ⎡ ⎤ = ⎣ ⎦
%% rr       ( 7 . 1 8 )  
Finally, the spectral density of the Maxwell stress tensor is obtained by substituting 
(7.10c) and (7.18) into (7.9b).  This results in: 
(,) 1 1
l i m I m (, ) (, ) (, ) (, )
42 2
EE BB AT
s G,G, G,G, αβ αβ μμ αβ αβ μμ αβ
ω
ωω δ ωω δ
π ′→
⎛⎞ ′′ ′′ =− + − ⎜⎟
⎝⎠ rr rr rr rr rr
          ( 7 . 1 9 )  
We note that the spectral density sαβ is unbounded at the limit  ′ = rr  since the 
Green’s functions have a singularity there.   These local singularities do not depend on 
the distance between bodies and therefore do not contribute to the van der Waals 
interaction.   Therefore, they should be subtracted from the Green’s functions in (7.19) 
to give a finite spectral density.   Specifically, the spectral density in (7.19) should be 
replaced by:   
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(,) 1 1
I m ( , ,) ( , ,) ( , ,) ( , ,)
42 2
EE BB AT
sG G G G αβ α βγ γ α β α βγ γ α β
ω
ωω δωω δ
π
⎡⎤ Δ= Δ − Δ + Δ − Δ ⎢⎥ ⎣⎦
rr rr rr rr
          ( 7 . 2 0 )  
Where 
 (,, ) l i m (, , ) (, , )
EE E GG G αβ αβ αβ ω ωω
∞
′ →
′′ ⎡⎤ Δ≡ − ⎣⎦ rr rr rr rr     (7.21) 
( , ,)l i m ( ,,) ( ,,)
BB B GG G αβ αβ αβ ω ωω
∞
′ →
′′ ⎡⎤ Δ≡ − ⎣⎦ rr rr rr rr     (7.22) 
The superscript ∞ in  (,, )
E Gαβ ω
∞ rr denotes the Green’s function in an infinite 
homogeneous dielectric.    In Appendix C, we will show that  
2
2 1
(, , )
4
ik ik
E ee
Gk
xx
αβ αβ
αβ
ωδ
πε
′′ −−
∞ ⎡ ⎤ ⎡ ⎤ ∂ ′ =+ ⎢ ⎥ ⎢ ⎥ ′ ′ −∂ ∂ − ⎢ ⎥ ⎢ ⎥ ⎣ ⎦ ⎣ ⎦
rr rr
rr
rr rr
   (7.23a) 
Where 
  (, ) k
c
ω
ε ω ≡ r         (7.23b)     
The branch of the square root function must be chosen so that Im (, ) ε ω r > 0.  
 
7.2 Boundary Element Method (BEM) 
One way of evaluating the Maxwell stress tensor is to use (7.20) by evaluating 
(,, )
E Gαβ ω Δ rr  at every spatial point r  on a convenient surface in vacuum. Once this 
tensor is obtained, the van der Waals force can be computed using (5.38c, d).  Since 
we are only interested in evaluating  (,, )
E Gαβ ω Δ rr on a surface and not in the entire 
domain, we propose to use boundary element approach to compute (,, )
E Gαβ ω Δ rr .   
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Figure 7. 1   3 Ω , is a vacuum.  1 S  and  2 S  are the surfaces of dielectrics 1 and 2 
respectively. Πis a closed surface which encloses medium 2 in  3 Ω .  
For concreteness, we focus on the problem shown in Figure 7.1, where r and  ′ r  are 
vectors in medium 1, 2 or 3.   The regions j Ω , j = 1, 2 are occupied by homogeneous 
dielectric non-magnetic materials, and medium 3 is a vacuum ( () 3 1 εω = ).   1 S  and  2 S  
denote the surfaces of solids 1 and 2 respectively.   The governing equations of the 
electromagnetic fields in  j Ω  are: 
jj
c
iω
=∇ × %% BE        ( 7 . 2 4 a )  
 
2
2 (, ) jj j j
c
εω
ω
∇×∇× − = % %% E rEd       (7.24b) 
where  j % d is the time Fourier transform of any dipole field.   Let  (, )
E
j ω
∞ ′ Gr , r denote 
the solution of  
  () ( )
2
2 , jj j
c
εω δ
ω
′ ∇×∇× − = %% E  rE   I r - r     (7.25) 
r
ˆ n 
O 
′ r
2 Ω  
 
2 S   Π
1 S   1 Ω  
3 Ω   
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where I is an identity tensor.  Note that  (, )
E
j ω
∞ ′ Gr , r is the Green’s function for an 
infinite homogeneous medium consisting of dielectric j.  The expression of 
(, )
E
j ω
∞ ′ Gr , r  is given by (7.23a).  
Let us first consider the medium 3.  The governing equations for electric field 
and Green’s function in 3 are  
 
2
33 3 3 2
c
ε
ω
∇×∇× − = % %% E  Ed          ( 7 . 2 6 )  
  ()
2
33 3 2
EE c
εδ
ω
∞∞ ′ ∇×∇× − = G G I r - r      ( 7 . 2 7 )  
Taking the right dot product of (7.26) with  3 (,)
E∞ ′ Gr r and the left dot product of (7.27)) 
with  3() ′ % E r and subtracting the resulting equations, we obtain 
2
33 3 3 3 3 3 2 () (,) () (,) (,) ()( )
EE E c
δ
ω
∞∞ ∞ ⎡⎤ ′′ ′ ′ ′ ′ ′ ∇×∇× ⋅ − ⋅∇×∇× = ⋅ − − ⎣⎦
% %% % E r Gr r  E r Gr r d Gr rE r rr
          ( 7 . 2 8 )  
Using the vector identity ( ) ( ) ( ) ∇⋅ × = ∇× ⋅ − ⋅ ∇× ab aba b , the LHD of (7.28) can be 
rewritten as 
()
33 3 3
33 3 3
() (,) () (,)
() (,) () (,)
EE
EE
∞∞
∞∞
′′ ′ ′ ∇×∇× ⋅ − ⋅∇×∇×
⎡⎤ ′′′ ′ =∇⋅ ∇× × + ×∇× ⎣⎦
%%
%%
E r Gr r  E r Gr r
E rG r r E r G r r
   (7.29) 
Substituting (7.29) into (7.28) gives 
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33 3 3 2
33 3
() (,) () (,)
(,) ()( )
EE
E
c
ω
δ
∞∞
∞
⎡ ⎤ ′′′ ′ ∇⋅ ∇× × + ×∇× ⎣ ⎦
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E rG r r E r G r r
KG r r Er r r
   (7.30)  
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Integrating both sides of (7.30) over  3 Ω with respect to  ′ r  and using the divergence 
theorem result in  
()
12i n f
33
2
33 3 3 2
33 3
ˆ () (,) () (,) ()
() (,) ()( )
EE
SSS
E
c
dS
dV dV
ω
δ
∞∞
++
∞
ΩΩ
⎡⎤ ′′′ ′ ′ ′ ∇× × + ×∇× ⋅ ⎣⎦
′′ ′ ′ ′ ′ =⋅ − −
∫
∫∫
%%
%%
Er G rr Er G rr n r
Kr G rr Er r r
 (7.31a) 
where  ˆ() ′ nr is the unit normal vector pointing into 1 Ω and  2 Ω ,  inf S is the surface of an 
infinite space in  3 Ω  enclosing both  1 Ω and  2 Ω .  Note, if 3 ∈Ω r , then the second 
integral on the right hand side of (7.31a) is 3() % E r ; if  12 SS ∈ ∪ r , then the second 
integral on the right hand side of (7.31a) is 3 1/2 ( ) % E r ; and otherwise it is identically 
zero [2].  We also note that at infinity, the surface integral goes to zero if 
3 (,)
E∞ ′ Gr r satisfies the radiation condition (imposing out-going wave condition at 
infinity
ikr e ).   Assuming this is the case and using (7.24a), (7.31a) can be written as 
()
12
2
33 3 3 2
33
33 1 2
3
ˆˆ () () (,) () () (,)
()
 () 1 / 2 ()
0
EE
SS
d
ci
dS
c
SS
ω
ω
∞∞
+
⎡⎤ ′′ ′ ′′ ′′ ⎡⎤ −× ⋅ + × ⋅ ∇ × ⎣⎦ ⎢⎥ ⎣⎦
⎧      ∈Ω
⎪
=    ∈ ∪ ⎨
⎪             ∉Ω ⎩
∫
%%
%
%%
nr B r G r r nr E r G r r
Er r
Er Err
r
 (7.31b) 
Where 
3
33 3 () ( ) (,)
dE dV
Ω
′′ ′ ≡⋅ ∫
% % Er drGr r      (7.32) 
Let  ˆ () ′′ nr  denote the unit normal vector pointing out of 1 Ω and  2 Ω , so  ˆˆ () () ′′ ′ =− nr n r .  
(7.31b) becomes    
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()
12
2
33 3 3 2
33
33 1 2
3
ˆˆ () () (,) () () (,)
()
 () 1 / 2 ()
0
EE
SS
d
ci
dS
c
SS
ω
ω
∞∞
+
⎡⎤ ′′ ′ ′ ′′ ′ ′ ′ ⎡⎤ ×⋅ +× ⋅ ∇ × ⎣⎦ ⎢⎥ ⎣⎦
⎧      ∈Ω
⎪
+=     ∈ ∪ ⎨
⎪             ∉Ω ⎩
∫
%%
%
%%
nr Br G rr nr Er G rr
Er r
Er Err
r
 (7.33) 
Note that the surface integral in (7.33) is over ′ r .    Repeating the same procedure in 
1 Ω and  2 Ω , we obtain two more sets of equations: 
1
2
11 1 1 2
11
13 1
1
ˆˆ () (,) () (,)
()
() 1 / 2 ()
0
EE
S
d
ci
dS
c
S
ω
ω
∞∞ ⎡⎤ ′′ ′′′ ′ ′ ⎡⎤ −× ⋅ + × ⋅ ∇ × ⎣⎦ ⎢⎥ ⎣⎦
⎧       ∈Ω
⎪
+=     ∈ ⎨
⎪              ∉Ω ⎩
∫
%%
%
%%
n Br G rr n Er G rr
Er r
Er Err
r
   (7.34) 
2
2
22 2
32
ˆˆ () (,) () (,)
()
() 1 / 2 ()
0
EE
S
d
ci
dS
c
S
ω
ω
∞∞ ⎡⎤ ′′ ′′′ ′ ′ ⎡⎤ −× ⋅ + × ⋅ ∇ × ⎣⎦ ⎢⎥ ⎣⎦
⎧      ∈Ω
⎪
+=     ∈ ⎨
⎪              ∉Ω ⎩
∫
%%
%
%%
22
22
2
2
n Br G rr n Er G rr
Er r
Er Err
r
   (7.35) 
Note that the minus signs in front of the integrals in (7.34) and (7.35 ) come from the 
definition of  ˆ′ n ,which points outward of the regions  1 Ω and  2 Ω .   1 ()
d % E r and ()
d %
2 E r are 
defined in the same way as (7.32). 
Note that the “surface densities” such as  ˆ () j ′ ′ × % nB r  and  ˆ () j ′′ × % nE r  in (7.33) - 
(7.35) are unknowns.    ˆ () j ′′ × % nB r  and  ˆ () j ′ ′ × % nE r  are not independent because of 
(7.24), so they can not be prescribed independent on the boundary.   The “surface 
densities” will be determined using the third equations from (7.33) - (7.35), which are:  
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12
2
33 3 3 3 2 ˆˆ () (,) () (,) ( ) 0
EE d
SS
ci
dS
c
ω
ω
∞∞
+
⎡⎤ ′′ ′′′ ′ ′ ⎡⎤ × ⋅+ × ⋅ ∇ × + = ⎣⎦ ⎢⎥ ⎣⎦ ∫
%% % n Br G rr n Er G rr E r    
( 3 ∉Ω r )          (7.36) 
1
2
11 1 1 1 2 ˆˆ () ( ,) () (,) ( ) 0
EE d
S
ci
dS
c
ω
ω
∞∞ ⎡⎤ ′′ ′ ′′ ′ ′ ⎡⎤ −× ⋅ + × ⋅ ∇ × + = ⎣⎦ ⎢⎥ ⎣⎦ ∫
%% % nB rG r r nE r G r r Er   
( 1 ∉Ω r )          (7.37) 
2
2
22 2 ˆˆ () (,) () (,) ( ) 0
EE d
S
ci
dS
c
ω
ω
∞∞ ⎡⎤ ′′ ′′′ ′ ′ ⎡⎤ −× ⋅ + × ⋅ ∇ × + = ⎣⎦ ⎢⎥ ⎣⎦ ∫
%% %
22 2 n Br G rr n Er G rr E r   
( 2 ∉Ω r )          (7.38) 
Note that if  j % d  (j = 1, 2, 3) are given, then  ()
d
j % E r in equations (7.36) – (7.38) are 
known.   The continuity of the tangential components of the electric and magnetic 
fields implies that on the interface between regions 1 and 3, we must impose 
13 ˆˆ () () ′′ ′′ ×= × %% nB r nB r ;   13 ˆˆ () () ′ ′′ ′ ×= × %% nE r nE r     (7.39) 
Likewise, on the interface between regions 2 and 3, we must impose 
  2 ˆˆ () () ′′ ′′ ×= × %%
3 nB r nB r ;  2 ˆˆ () () ′ ′′ ′ ×= × %%
3 nE r nE r     (7.40) 
Note that the continuity of tangential components of the electric and magnetic fields 
implies the continuity of normal components of displacement fields automatically.  
This is because the Maxwell equations are not independent. The continuity conditions 
are derived from the Maxwell equations; therefore the continuity conditions are also 
not independent.    
Substituting (7.439) and (7.40) into (7.36) – (7.38) gives  
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12
2
33 3 3 3 2 ˆˆ () (,) () (,) ( ) 0
EE d
SS
ci
dS
c
ω
ω
∞∞
+
⎡⎤ ′′ ′′′ ′ ′ ⎡⎤ × ⋅+ × ⋅ ∇ × + = ⎣⎦ ⎢⎥ ⎣⎦ ∫
%% % n Br G rr n Er G rr E r    
( 3 ∉Ω r )              (7.41a) 
1
2
31 3 1 1 2 ˆˆ () ( ,) () (,) ( ) 0
EE d
S
ci
dS
c
ω
ω
∞∞ ⎡⎤ ′′ ′ ′′ ′ ′ ⎡⎤ −× ⋅ + × ⋅ ∇ × + = ⎣⎦ ⎢⎥ ⎣⎦ ∫
%% % nB rG r r nE r G r r Er   
( 1 ∉Ω r )          (7.41b) 
2
2
32 3 2 2 ˆˆ () (,) () (,) ( ) 0
EE d
S
ci
dS
c
ω
ω
∞∞ ⎡⎤ ′′ ′′′ ′ ′ ⎡⎤ −× ⋅ + × ⋅ ∇ × + = ⎣⎦ ⎢⎥ ⎣⎦ ∫
%% %
2 nB rG r r nE r G r r Er   
( 2 ∉Ω r )              (7.41c) 
Note that   (,)
E
j
∞ ′ Gr r  (j = 1, 2, 3) are the homogeneous Green’s functions for infinite 
media, and  ()
E
j
∞ ′− Gr r is given by (7.23a).     For given  j % d  j = 1, 2, 3), the “surface 
densities”   3 ˆ () ′′ × % nB r  and  3 ˆ () ′ ′ × % nE r  on  1 S and  2 S  can be obtained by solving 
equations (7.41a – c).   Once these “surface densities” are found, the electric fields 
() j   % E r  in each domain can be computed using the first equations in equations (7.33) – 
(7.35).    It should be point out that the end of vector r in equations (7.33) – (7.35) and 
(7.41a-c) can be anywhere except on the boundary of the corresponding domain. For 
example, for (7.41c), the end of r can not be on  2 S .    
  The above formulation is entirely general.  We now specialize to solve our 
problem where  3 Ω is a vacuum,  ( ) 3 1 εω = .  Since we are interested in evaluating the 
Maxwell stress tensor in vacuum, we only need to find (,,)
E ω ′′′ ′ ΔGrr  in medium 3.  
We artificially put a discrete unit dipole in the direction  1 ˆ e  at  3 ′′∈Ω r , e.g.,   
  12 == %% dd0    and  31 ˆ () δ ′ ′′ =− % dr r e .       (7.42) 
Substituting (7.42) into (7.32), we have  
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  12 3 1 ˆ () () 0 , () ( )
dd dE ∞ ′′ == ≡− ⋅ %% % E rE r E rGr re   .    (7.43) 
Substituting  31 ˆ () δ ′′ ′ =− % dr r e into (7.9a) gives 
  31 ˆ () ()
E ′′ ′′ =⋅ % E r,r G r,r e .       (7.44) 
We then substitute (7.43) and (7.44) into the first equation of (7.33),  
()
12
2
33 3 3 2
11
ˆˆ () () (,) () () (,)
ˆˆ  () ()
EE
SS
EE
ci
dS
c
ω
ω
∞∞
+
∞
⎡⎤ ′′ ′ ′ ′′ ′ ′ ′ ⎡⎤ ×⋅ +× ⋅ ∇ × ⎣⎦ ⎢⎥ ⎣⎦
′′ ′′ +⋅ = ⋅
∫
%% nr Br G rr nr Er G rr
Gr , reG r , re
3 ∈Ω r  
(7.46) 
(7.46) implies  
()
12
2
33 3 3 2
1
ˆˆ () () (,) () () (,)
ˆ ()
EE
SS
E
ci
dS
c
ω
ω
∞∞
+
⎡⎤ ′′ ′ ′ ′′ ′ ′ ′ ⎡⎤ ×⋅ +× ⋅ ∇ × ⎣⎦ ⎢⎥ ⎣⎦
′′ ⎡⎤ =Δ ⋅ ⎣⎦
∫
%% nr Br G rr nr Er G rr
Gr , r e
  (7.47) 
where  3 ˆ () ′′ ′ ′ × % nB r , rand   3 ˆ () ′′ ′ ′ × % nE r , rare the densities obtained by solving the 
following equations: 
12
2
33 3 3 1 2 ˆˆ ˆ () (,) () (,) ( ) 0
EE E
SS
ci
dS
c
ω
ω
∞∞ ∞
+
⎡⎤ ′′ ′′′ ′ ′ ′ ′ ⎡⎤ × ⋅+ × ⋅ ∇ × +⋅ = ⎣⎦ ⎢⎥ ⎣⎦ ∫
%% n Br G rr n Er G rr G r , r e    
  ( 3 ∉Ω r )           ( 7 . 4 8 a )  
1
31 3 1 ˆˆ () ( ,) () (,) 0
EE
S
i
dS
c
ω ∞∞ ⎡⎤ ′′ ′ ′′ ′ ′ ⎡⎤ ×⋅ + ×⋅ ∇ × = ⎣⎦ ⎢⎥ ⎣⎦ ∫
%% nB rG r r nE r G r r   ( 1 ∉Ω r )    (7.48b) 
2
32 3 2 ˆˆ () (,) () (,) 0
EE
S
i
dS
c
ω ∞∞ ⎡⎤ ′′ ′′′ ′ ′ ⎡⎤ ×⋅ + ×⋅ ∇ × = ⎣⎦ ⎢⎥ ⎣⎦ ∫
%% n Br G rr n Er G rr   ( 2 ∉Ω r ) (7.48c) 
Note the end of vector r  is not on the surface of corresponding domain.   
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Once the surface densities are found,  1 ˆ ()
E ′′ ⎡ ⎤ Δ ⋅ ⎣ ⎦ Gr , r ecan be obtained from (7.47).  By 
repeating the same procedure, one can set up the equations for  2 ˆ ()
E ′′ ⎡ ⎤ Δ ⋅ ⎣ ⎦ Gr , r e and 
3 ˆ ()
E ′′ ⎡⎤ Δ⋅ ⎣⎦ Gr , r e.    Once  ( )
E ω ′′ ⎡ ⎤ Δ⎣ ⎦ Gr , r ,  is found, the Maxwell Stress tensor for a 
specific frequency ω  in vacuum is given by (7.20), which is 
()
1
(,, ) (,, )
2 (,) I m
1
(,, ) (,, )
2
EE
BB
GG
sA T
GG
αβ γγ αβ
αβ
αβγ γ α β
ωω δ
ωω
ω ωδ
⎡⎤ Δ− Δ ⎢⎥
Δ= ⎢⎥
⎢⎥ +Δ − Δ ⎢⎥ ⎣⎦
rr rr
rr rr
   (7.49) 
Maxwell Stress tensor for full spectra can be obtained by substituting (7.49) into 
(5.38c) that is 
() Ss d αβ αβ ω ω
∞
−∞ =Δ ∫        ( 7 . 5 0 )  
7.3 Discussion  
A boundary element method (BEM) to find the Maxwell stress tensor was 
suggested in previous section. The advantages of this methods are:  1) it is 
straightforward theoretically;  2) one does not have to specify the random field K; 3) 
The Maxwell stress tenor can be computed easily once Green’s functions for each 
continuum point for a given frequency are obtained.     However, there are 
disadvantages associated with BME for the current problem, such as, 1). BEM 
requires a large amount of computations because one needs to evaluate a large number 
of frequencies in order to calculate the Maxwell stress at a given point; 2) since 
typically one is interested in evaluating the Maxwell stress tensor at many points, a 
large number of computations is needed.    
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APPENDIX A 
 Note by definition,  
  ( ) (, ) (, , ) ,
E EGK d αα λ λ ωω ω ′′′ ′ ′ ′ =∫
%% rr r r r      (A.1) 
Assuming inverse operator exists, we have 
  () () ()
1
,( , ) ,
E KG E d λλ ττ ωω ω
−
′′ ′′ ′ ′ ′ =∫
%% rr r , r r      (A.2) 
Substituting (A.2) into (A.1) implies that 
  () ( )
1
(, ) , (, , ) ( , )
EE EE d G G d ατ α λ λ τ ωω ω ω
−
′ ′ ′′ ′′ ′ ′′ =∫∫
%% rr r r r r r , r    (A.3) 
This means that 
  ( )
1
(, , ) ( , ) ( )
EE GG d αλλ τ α τ ω ωδδ
−
′′ ′′ ′ ′′ ′ ∫ rr r r , r= r- r      (A.4) 
By definition,  
()
2
2 (, ) (, ) ( )
EE c
GG αβ αβ αβ ωεω ωδ δ
ω
′′ ′ ∇× ∇× − = − rr rr , r , rr , r r    (A.5) 
The subscript in the gradient denotes that the gradient is taken with respect to the 
variable r.  Multiply both sides of (A.5) by ( )
1
()
E Gβγ ω
−
′ ′′ r,r,  and integrate with respect 
to  ′ r , using (A.4), we find 
() ()
2 1
2 () () ( )
E c
G αγ αγ αγ δ δε ω δ δ ω
ω
−
′′ ′′ ′′ ∇× ∇× − − − = rr rr r , rr r , r ,    (A.6) 
The complex conjugate and transpose of (A.6) is  
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() ()
2 1
2 () () ( )
E c
G αγ αγ γα δ δεω δ δ ω
ω
−∗ ∗ ′′ ′′ ′′ ∇× ∇× − − − = rr rr r , rr r , r ,    (A.7) 
Subtracting (A.6) from (A.7) gives 
() () ()
11
() () 2 ( )
EE GGi γαα γ α γ ω ωε ω δ δ
−∗ −
′′ ′′ ′′ ′′ −= − r,r , r,r , r, r r     (A.8)   
On the other hand, using (A.1),  
() ( )
() ( )
(, ) ( ) (, , ) , ( , , ) ,
(, , ) ( , , ) , ,
EE
EE
EE G K d G K d
GG K K d d
αβ α λ λ β ς ς
αλ βς λ ς
ωω ω ω ω ω
ωω ω ω
∗∗ ∗
∗∗
′ ′ ′′ ′′ ′′ ′ ′′′ ′ ′′′ ′ ′′′ =
′′ ′ ′′′ ′ ′′ ′′′ ′ ′′ ′′′ =
∫∫
∫∫
%% % %
%%
rr , r r r rr r r r
rr r r r r r r
(A.9) 
Using (7.16), equation (A.9) becomes: 
()
()
(, ) ( )
(,)( ) (,,) ( ,, ) , ( )
(,)( ) ( , ,) (, , ) , ( )
EE
EE
EE
AT G G d d
AT G G d d
αβ
λα ςβ ςλ
αλ βς ςλ
ωω
ωδ ω ω ω ω ε ω δ δ
ωδ ω ω ω ω ε ω δ δ
∗
∗
∗
′′
′ ′′ ′′′ ′ ′ ′′ ′′ ′′′ ′′ ′′ ′′′ −−
′ ′′ ′ ′′′ ′ ′′ ′′ ′′′ ′′ ′′ ′′′ −−
∫∫
∫∫
%% rr ,
=r r r r r r r r r
=r r r r r r r r r
   (A.10) 
where we have used the reciprocal theorem (see Appendix B)  
12 21 ( ,;) (,;)
EE
ij ji Gr r Gr r ω ω =
rr rr
      ( A . 1 1 )    
  
in the last step.   The proof of (7.10a) is completed by substituting (A.8) into (A.10), 
this results in  
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() ()
()
11
1
(, ) ( )
(,)( )
2
( ,,) (, ,) ( ) ( )
(,)( ) ( , ,) (, ,) ( )
2
EE E E
EE E
EE
i
AT
GG G G d d
i
AT G G G dd
αβ
αλ βς ςλ λς
αλ βς ςλ
ωω
ωδ ω ω
ωω ω ω
ωδ ω ω ω ω ω
∗
−∗ − ∗
−∗ ∗
′′
− ′ −
⎡⎤ ′′ ′ ′′′ ′′′ ′′ ′′ ′′′ ′′ ′′′ ×− ⎢⎥ ⎣⎦
⎛⎞
′ ′′ ′ ′′′ ′′′ ′′ ′′′ =− − ⎜⎟
⎝⎠
∫∫
∫∫
%% rr ,
=
rr r r r, r, r, r, r r
rr r r r, r, r
()
1
(, ,) ( ,,) ( )
EE E GG Gd d βς αλ λς ωω ω
− ∗
⎧ ⎡ ⎪ ′′ ⎢ ⎨
⎢ ⎪ ⎣ ⎩
⎫ ⎤ ⎛⎞ ⎪ ′ ′′′ ′′ ′′ ′′′ ′′ ′′′ − ⎥ ⎜⎟ ⎬
⎥ ⎝⎠ ⎪ ⎦⎭ ∫∫
r
rr r r r , r, r r
 
         ( A . 1 2 )  
Using (A.4), the terms in the curly bracket in (A.12) can be simplified to: 
()
()
1
1
( ,,) (, ,) ( )
2
(, ,) ( ,,) ( )
( ,,) ( ) (, ,) (
2
EE E
EE E
EE
i
GG G d d
GG Gd d
i
Gd G
αλ βς ςλ
βς αλ λς
αλ βλ βς ας
ωω ω
ωω ω
ωδ δ ωδ δ
−∗ ∗
− ∗
∗
⎡ ⎛⎞
′′ ′ ′′′ ′′′ ′′ ′′′ ′′ − ⎢ ⎜⎟
⎢ ⎝⎠ ⎣
⎤ ⎛⎞
′ ′′′ ′′ ′′ ′′′ ′′ ′′′ − ⎥ ⎜⎟
⎥ ⎝⎠ ⎦
′′ ′ ′′ ′′ ′ ′′′ =− − − −
∫∫
∫∫
∫∫
rr r r r, r, r r
rr r r r , r, r r
rr r r r r r r
{}
)
( ,,) (, ,)
2
(, , ) (, , )
2
Im ( , , )
EE
EE
E
d
i
GG
i
GG
G
αβ βα
αβ αβ
αβ
ωω
ωω
ω
∗
∗
⎡⎤ ′′′ ′′′ ⎣⎦
′′ ⎡⎤ =− − ⎣⎦
′′ ⎡⎤ =− − ⎣⎦
′ =
rr
rr r r
rr rr
rr
 (A.13) 
Combining (A.13) and (A.12) gives (7.10a).  
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APPENDIX B 
We assume there is no free charge or current in the space under study, and the 
Maxwell equations are: 
i
c
ω
− ∇× = %% E B0         ( B . 1 a )  
i
c
ω ⎡⎤ ∇× =− + ⎣⎦
%% % B DK        ( B . 1 b )  
  0 ∇⋅ = % B          ( B . 1 c )  
  ∇⋅ =−∇⋅ %% D K          ( B . 1 d )  
where () εω = %% D E , and  % Κ is the random field due to thermal fluctuation.   
From (B.1a-b), one can easily get  
2 k −λ ∇×∇× = %% % 2 E EK        ( B . 2 )  
where the assumption of non-magnetic materials has been used, and 
2
22
2 k
c
ω
ε ελ ==         ( B . 3 )  
Now assume we have two sets of electromagnetic fields  , aa % % E Β and , bb % % E Β  due to the 
fluctuations  a % K and  b % K  respectively, then  
2 () () () aa a rk r r −λ ∇×∇× =
rr r %% % 2 EE K        ( B . 4 )  
2 () () () bb b rk r r −λ ∇×∇× =
rr r %% % 2 EE K        ( B . 5 )  
Recall the vector Green’s theorem:  
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() () ( ) ( ) { }
() () () () {} ˆˆ
V
rr rr d V
nr r n r r d S
⋅∇ × ∇ × − ⋅∇ × ∇ × ⎡⎤ ⎡⎤ ⎣⎦ ⎣⎦
=− ×∇× ⋅ + × ⋅ ∇× ⎡⎤ ⎡ ⎤ ⎡ ⎤ ⎣⎦ ⎣ ⎦ ⎣ ⎦
∫∫∫
∫∫
rr rr
rr r r  
PQ QP
PQ P Q
    (B.6) 
which can be derived by means of the Gauss theorem. Substituting  () () a rr =
rr % PE  and 
() () b rr =
rr % QE into (B.6) implies 
{ }
{}
() () () ()
ˆˆ () () () ()
ab ba
V
ab a b
rr rr d V
nr r n r r d S
⎡⎤ ⎡⎤ ⋅∇ × ∇ × − ⋅∇ × ∇ × ⎣⎦ ⎣⎦
⎡⎤ ⎡ ⎤ ⎡ ⎤ =− ×∇× ⋅ + × ⋅ ∇× ⎣⎦ ⎣ ⎦ ⎣ ⎦
∫∫∫
∫∫
rr rr %% %%
rr r r %% % %  
EE EE
EE E E
  (B.7) 
We can simplify (B.7) using (B.1a), (B.4) and (B.5). The result is  
{ }
22 () () () () () ()
ˆˆ () ()
abb ba a
V
ab a b
rk r r rk r rd V
ii
nr n r d S
cc
λλ
ωω
⎡⎤ ⎡⎤ ⋅+ − ⋅+ ⎣⎦ ⎣⎦
⎧⎫ ⎡⎤ ⎡ ⎤ ⎡⎤ =− ×   ⋅ + × ⋅   ⎨⎬ ⎣⎦ ⎢⎥ ⎢ ⎥ ⎣⎦ ⎣ ⎦ ⎩⎭
∫∫∫
∫∫
rrr rrr %%% %%%
rr %% %%  
22 EEK EEK
EE ΒΒ
 (B.8) 
That is  
{ }
{}
{}
() () () ()
ˆ () ()
ˆ () ()
ab ba
V
ab a b
ab ba
rr rr d V
in r r d S
in r r d S
λ
λ
λ
⋅−⋅
⎡⎤ =− ⋅   × + × ⎣⎦
⎡⎤ =− ⋅   × − × ⎣⎦
∫∫∫
∫∫
∫∫
rr rr %% %%
rr %% %%
rr %% %%
 
 
2 EK EK
EE
EE
ΒΒ
ΒΒ
         (B.9) 
For infinite space, the surface integral of (B.9) is zero, so we have 
() () () () ab ba
VV
r r dV r r dV ⋅=⋅ ∫∫∫ ∫∫∫
rr rr %% %% EK EK      ( B . 1 0 )  
Suppose  1 ˆ () ( ) ai re r r δ =−
rr r % K ,  2 ˆ () ( ) bj rer r δ = −
r rr % K , then the corresponding electric 
fields are 
() ( ) ( ) 1 ˆ () , ; ,;
EE
a i rr r r d r r r e ωω ′′ ′ = ⋅= ⋅ ∫GG
rr r r r r r %% EK     (B.11a)  
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() ( ) ( ) 2 ˆ () , ; , ;
EE
b j rr r r d r r r e ωω ′′ ′ = ⋅= ⋅ ∫GG
rr r r r r r %% EK     (B.11b) 
Substitutiing of (B.11a) and (B.11b) into (B.10) gives 
  () ( ) 21 12 ˆˆ ˆˆ () , ; () , ;
EE
ji i j
VV
rr e r r e d V rr e r r e d V δω δω −⋅ ⋅= − ⋅ ⋅ ∫∫∫ ∫∫∫ GG
rr r r rr r r
 (B.12) 
So 
() ( ) 21 12 ˆˆ ˆˆ ,; ,;
EE
ji ij er r e er r e ωω ⋅⋅ = ⋅⋅ GG
rr rr
     ( B . 1 3 )  
Therefore  
()() 21 12 ,; ,;
EE
ij ij Gr r Gr r ω ω =
rr rr
        ( B . 1 4 ) 
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APPENDIX C 
Since the problem is translational invariant, we need only to solve (7.7) with 
( )        1,2,3 k Ke k δ ==
r % r       ( C . 1 )  
To do this, we first find the Green function of the scalar Helmholtz’s equation 
 
2
2
2 ()
c
ω
φε φ δ ∇+ =r        ( C . 2 )  
For r > 0, (C.2) is  
 
2
2
2 0
c
ω
φε φ ∇+ =        ( C . 3 )  
The solution is spherically symmetric, so φ  is a function of  r = r only.  In spherical 
coordinates, (C.3) is: 
 
22
22 2
12
0
dd
rd r r d r c
φφ ε ω
φ ++ =       ( C . 4 )  
The general solution of (C.4) is  
 
ikr ikr ee
AB
rr
φ
−
=+    k
c
ω
ε =     (C.5) 
where A and B are arbitrary constants.  Recall ε  is complex so we pick the branch of 
square root function so that the imaginary part of k is positive.   In this case, 
ikr e decays exponentially for large r where as the term 
ikr e
−  increases exponentially for 
large r, so  0 B = . 
To determine A, we make use of   
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22
22 2 2
22
00
() 4 4 1
RR
rr d r r d r
cc
ωω
φε φ δ π φ ε π φ ∇+ = ⇒ ∇ + = ∫∫
r
   (C.6) 
for any R > 0.   For very small R, the second integral goes to zero, so (C.6) becomes 
    
2
0
4( ) 1
R dd
rd r
dr dr
φ
π = ∫    0 R →      (C.7) 
Substituting 
ikr e
A
r
φ =  in (C.7), we found   
  1/4 A π =−          ( C . 8 )  
so the Green function  o G for the scalar equation is: 
  
4
ikr
o
e
G
r π
=−          ( C . 9 )  
We are now in a position to solve  
()
22
2
22
1 ˆˆ () () ii i i cc
ωω
εδ δ
ε
⎡ ⎤ ∇+ = − − ∇ ∇ ⋅ ⎣ ⎦
%% E Er e r e     (C.10) 
Note that (C.10) was obtained by substituting (C.1) into (7.7).   
Consider first i = 1, for this case, we have 
22 222
2
11 1 1 2 3 22 2
11 2 1 3
1( ) ( ) ( )
()
cc x x x x x
ωω δδ δ
εδ
ε
⎡ ⎤ ∂∂∂
∇+ = − − + + ⎢ ⎥ ∂∂ ∂ ∂ ∂ ⎣ ⎦
%% rrr
E Er e e ee  (C.11) 
Let ˆ ij i j E = %% E e , then (C.11) is  
22 2
2
11 11 22 2
1
()
()
 
EE
cc x
ωωδ
εδ
ε
∂
∇+ = − −
∂
%% r
r     (C.  12a)  
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22
2
21 21 2
12
()
 
EE
cx x
ωδ
ε
ε
∂
∇+ = −
∂ ∂
%% r
       (C.12b) 
22
2
31 31 2
13
()
 
EE
cx x
ωδ
ε
ε
∂
∇+ = −
∂ ∂
%% r
       ( C . 1 2 c )  
Thus, (C.11) consists of three uncoupled scalar Helmholtz equations, since 
 
22 2 2
22
22
()
() oo oo
ij ij
GG GG
cx x c x x
ωω δ
εδ ε
⎡⎤ ∂∂
∇+ = ⇒ ∇+ = ⎢⎥ ∂ ∂∂ ∂ ⎣⎦
r
r  (C.13) 
the solutions of (C.12a-c) are 
 
2 2
11 2
1
() 1
()
o
jo j
j
G
EG
cx x
ω
δ
ε
∂
=− −
∂ ∂
% r
r       ( C . 1 4 )  
For the general case where the delta function is applied in the ith direction, we have: 
 
2 22 2
22
() 11
()
44
ikr ikr
o
ij o ij ij
ij ij
G ee
EG
cx x c r x x r
ωω
δδ
εππ ε
⎡⎤ ∂ ∂
=− − = + ⎢⎥ ∂∂ ∂∂ ⎣⎦
% r
r     (C.15) 
or 
 
2
2 1
4
ikr ikr
ij ij
ij
ee
Ek
rx x r
δ
πε
⎡⎤ ⎡ ⎤ ∂
=+ ⎢⎥ ⎢ ⎥ ∂∂ ⎢⎥ ⎣ ⎦ ⎣⎦
%       ( C . 1 6 )  
 which is the same as (7.23a).    
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Charter 8  
Finite element Method (FEM) 
A direct way to obtain the Maxwell stress tensor is to solve the Maxwell 
equations (5.36a-d) in the time domain subjected to the condition that the tangential 
components of the electric and magnetic fields are continuous across the interfaces.   
As pointed in Chapter 5, only two of the four Maxwell equations are independent 
((5.36a) and (5.36b)).    After these fields are obtained, the Maxwell stress tensor is 
found using (5.37a).   The van der Waals (vdw) force is then computed using (5.37b).  
According to (5.36b), we need to specify the random field  ( ) t Kr , and its time 
derivative at every point in the spatial domain.  This will be addressed in section 8.1.  
A general FEM scheme of solving (5.36a,b) in time domain will be developed in 
section 8.2.   
 
8.1 Random field  () t Kr , and its time derivative 
 Since (5.39) implies that the random fluctuating fields are uncorrelated in 
space, we only need to determine them in the time domain.  Once these fluctuating 
fields are known, we use finite element method to compute the electric and magnetic 
fields.  The ensemble average of the Maxwell stress tensor can be computed using 
(5.38a)  
11 1
()
42 2
ij i j k k ij i j k k ij St E E E E B B B B δ δ
π
⎛⎞ =−+ − ⎜⎟
⎝⎠
   (5.38a)  
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where  ij EE  is the correlation in the time domain. Recall, for stationary processes, 
we have shown that 
() () ( ) ( ) ij i j XX X X
ω ω ωδ ω ω ′′ =+ %% % %      ( 5 . 2 3 )  
where () ij XX
ω
%% is the spectral density which is related to the correlation via 
() () ( )
i
ij i j X tX t e XX d
ωτ
ω τ ω
∞
−
−∞
+= ∫
%%     (5.24) 
Since the  i K and  j K are uncorrelated if ij ≠  (see 5.39), we only need to consider the 
case i = j.  Without loss of generality, we will focus on  1 K in the following. 
The goal is to generate a random field  1 K with spectral density given by (5.39). 
Numerically it is possible to generate a random field  f  with the following property  
  () () ( ) ftft τ δτ +=    (t  >   0 )      ( 8 . 1 )
15 
Our goal is to find a real filter G(t),  such that  ( ) 00 Gt < =  and 
  1 00 ( ) () ( ) () ( )
t
K t Gt f d Gt f d τ ττ τ ττ
∞
=− = − ∫∫    (8.2)    
and  
  () 11 2( ) c o t h
2 B
KK
kT ω
ω
εω
⎛⎞
′′ = ⎜⎟
⎝⎠
h %% h      ( 8 . 3 )  
Fourier transform (8.2) gives 
                                                 
15 Here we assume  (0 ) 0 ft <≡ .  If  (0 ) 0 ft < ≠ , then equation (4.2) should be replaced by  
() ( )
t
Gt f d τ ττ
−∞
− ∫ .  
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  1 ˆ () ()() KG f ω ωω = % %        ( 8 . 4 )  
where   
11
1
() ( )
2
it KK t e d t
ω ω
π
∞
−∞
= ∫
%       ( 8 . 5 )  
 
0
ˆ() ( )
it GG t e d t
ω ω
∞
=∫        ( 8 . 6 )     
Equation (8.6) implies that  ˆ() G ω  is analytic in the upper half ω  plane.  In addition,  
  () ( ) ˆˆ GG ω ω
∗ = −        ( 8 . 7 )  
Using (5.24), we rewrite (8.1) as  
  () ( ) () ( )
i f tft e f f d
ωτ
ω δ ττ ω
∞ −
−∞ =+ = ∫
%%  ( 0 t ≥ )   (8.8)    
By comparing (8.8) with the definition of  ( ) t δ function 
1
()
2
it te d
ω δ ω
π
∞ −
−∞ = ∫      (8.9) 
we obtain 
   ()
1
2
ff
ω π
= %%       ( 8 . 1 0 )  
Using (5.23) and (8.10), we have the correlation of ( ) f ω %  
  ()
()
()( ) ( )
2
ff f f
ω
δ ωω
ωω δ ω ω
π
′ + ′′ =+ = %% % %      ( 8 . 1 1 )    
Equations (8.4) and (5.23) imply   
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() () ( )() ( )() 11 1 1 ˆˆ () ( ) KK K K G G f f
ω δ ωω ω ω ω ω ω ω ′′ ′ ′ += = %% %% % %    (8.12a) 
Substituting (8.11) into (8.12a) gives 
() ()( ) 11
1 ˆˆ
2
KK G G
ω ω ω
π
=− %%        (8.12b) 
Therefore 
()( ) () 11 ˆˆ 24 ( ) c o t h ( )
2 B
GG K K
kT ω
ω
ωω π π ε ω ′′ −= =
h %% h     (8.13)   
where (8.3) has been used in (8.13).    Using (8.7), (8.13) can be rewritten as 
  ()
2 ˆ 4 ( )coth( )
2 B
G
kT
ω
ωπ ε ω ′′ =
h
h       ( 8 . 1 4 )  
Since  () () () ˆˆ ˆ GGi G ω ωω ′′ ′ =+ is analytic in the upper half ω  plane and if we assume 
that () ˆ 0 G ω →∞ → , then we must have:   
 
ˆ 1( ) ˆ ()
Gu d u
GP
u
ω
π ω
∞
−∞
′′
′ =
− ∫       ( 8 . 1 5 )  
 
ˆ 1( ) ˆ ()
Gud u
GP
u
ω
π ω
∞
−∞
′
′′ =−
− ∫       ( 8 . 1 6 )  
Equations (8.15-16) imply that the real and imaginary part of  ( ) ˆ G ω  are not 
independent, hence (8.15) alone is sufficient to determine ( ) ˆ G ω , i.e., 
2
2 ˆ 1( ) ˆ ( ) 4 ( )coth( )
2 B
Gu d u
PG
uk T
ω
ωπ ε ω
πω
∞
−∞
⎡⎤ ′′ ⎡⎤ ′′ ′′ += ⎢⎥ ⎣⎦ − ⎣⎦ ∫
h
h  ( ω real) (8.17) 
In practice, (8.17) is too complicated to solve, instead, we shall assume   
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  1
         0
()   
0                        0
k
M
t
k
k
Ae t
Gt
t
ω −
=
⎧
≥ ⎪ = ⎨
⎪ < ⎩
∑       (8.18) 
where , kk A ω are real positive constants.   In the following, we demonstrate the method 
using  
  
1
1 0
( )     
0 0
t t Ae
Gt
t
ω − ≥ ⎧
= ⎨ < ⎩
     ( 8 . 1 9 )  
For this case, 
  ()
1 1
00
1
ˆ ()
it t it A
GG t e d t A e d t
i
ωω ω ω
ω ω
∞∞ − ===
− ∫∫     (8.20) 
For real ω , we have  
() ()
2
1
22
1
ˆˆ A
GG ωω
ω ω
∗ =
+        ( 8 . 2 1 )  
This means that we must prescribe     
 
()
2
1
22
1
() t a n h ( )
2 4 B
A
kT
ω
εω
πω ω
′′ =
+
h
h
   (real  ω )   (8.22) 
From (8.22), we compute  ( ) ε ω  using Kramer-Kronig formula (see Appendix for 
details).  The result for zero temperature
16 is  
2 2 2
1 1
22 2
1
ln ln
1
4
i A ω ωπ
ε
πω ω
− +
=+
+ h
   ( Im 0 ω ≥ )   (8.23) 
                                                 
16 It should be noted that at room temperature, tanh( / 2 ) 1
B kT ω ≈ h  is a good approximation except for 
very low frequencies.    
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Generating a time-series for K(t) 
  There are two ways to generate a time series for f(t) that satisfies (8.1).  The 
first method is to generate a set of random numbers from the normal distribution, and 
the second one is to generate a set of random vectors in 3-D with uniform distribution 
of orientation and normal distribution of magnitude. The results from these two 
methods are shown in Figure 8.1.  Figure 8.1shows that that the auto-correlation 
resulting from both methods, defined as either (a)  τ + t f t f ( ) ( or (b) () ( ) τ + ⋅ t t f f , is 
a delta function of time.  
 
Figure 8. 1 Auto-correlations τ + t f t f ( ) ( or  ( ) ( ) τ + ⋅ t t f f  on the vertical axis as 
functions of τ on the horizontal-axis.   
 
Next, we generate  1() Kt from f(t) using (8.2) which can be approximated as  
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() () ∑
+
=
Δ − + = Δ +
1
1
1 1 ) (
i
j
j f t j i G t t K       ( 8 . 2 4 )  
where () j f fjt =Δ ,  t Δ  is a fixed small time interval and ti t = Δ .   Suppose we know 
() t K1  at ti t =Δ (note () 0 0 1 = K ), then the RHS of (8.24) is 
() () ( )
() () ( ) 1 1
1
1 1 1
1
1
1
exp exp
0 1 ) (
+
=
+
=
+ Δ − Δ − − =
+ Δ − + = Δ +
∑
∑
i
i
j
j
i
i
j
j
f A f t t j i A
f G f t j i G t t K
ω ω
    (8.25) 
Assuming that we take time steps that are small compared to the smallest time scale in 
our problem, i.e., 1 1 << Δt ω , (8.25) can be approximated as  
() () ()
() () ()
11 1 1 1 1
1
11 1 1 1
1
() e x p e x p
exp 1
i
ji
j
i
ji
j
Kt t A i j tf t A f
Ai j t ft A f
ωω
ωω
+
=
+
=
⎛⎞
+Δ = − − Δ − Δ + ⎜⎟
⎝⎠
⎛⎞
≈− − Δ − Δ + ⎜⎟
⎝⎠
∑
∑
 (8.26) 
Equation (8.26) implies 
()( ) ( ) 11 1 1 1 1 i Kt t Kt t A f ω + +Δ = − Δ +         ( 8 . 2 7 )  
Equation (8.27) is a simple recursive relationship for K1(t) that does not require us to 
store old information of f(t).  Figure 8.2 shows in symbol the trace of K1(t). The 
random field f(t) shown in the same figure as a solid line without symbol.  The 
parameters used are: 11 1.0, 1.0 A ω == , and  0.1 t Δ = .    
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Figure 8. 2   f(t) and  ( ) t K1  versus t with  1 , 1 . 0 , 1 1 1 = = = Δ A t ω . 
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Figure 8. 3  The comparison of the simulation and exact results for τ + t K t K ( ) ( 1 1 .  
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To validate the procedure of generating K1(t) described above, we compare our 
method with the exact auto-correlation of K1(t) which is  
  () 11 1 1 () ( 2 ( ) c o t h
2
ii
B
KtKt e K K d e d
kT
ωτ ωτ
ω
ω
τ ωε ω ω
∞∞
−−
−∞ −∞
⎛⎞
′′ += = ⎜⎟
⎝⎠ ∫∫
h %% h  (8.28) 
Substituting (8.22) into (8.28), we obtain  
()
1
2
1
11 22
1
22
11
22
11
() ( 2 t a n h ( ) c o t h
22 4
22
i
BB
i
A
KtKt e d
kT kT
AA e
de
ωτ
ωτ
ωτ
ωω
τ ω
πω ω
ω
πωω ω
∞
−
−∞
∞ −
−
−∞
⎛⎞
+= ⎜⎟
+ ⎝⎠
==
+
∫
∫
hh
h
h
     (8.29) 
The exact correlation τ + t K t K ( ) ( 1 1  is plotted in Figure 8.3 as solid line. The 
simulation result is shown as symbols.   Figure 8.3 implies that two methods agree 
well.   
 
Time derivatives:  1()/ Kt t ∂∂  and 
22
1()/ Kt t ∂ ∂  
Equation (5.36b) implies that we need to compute the derivative of K with 
respect to t. Since f (t) is a random function, it is more convenient to compute this 
derivative  using  
  1 0 ()/ ( 0) () ( ) ()
t
Kt t G ft Gt f d τ ττ
+ ′ ∂∂ = + − ∫      ( 8 . 3 0 )  
where  () / Gd G d η η ′ ≡ .   
Define  
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1 0 () ()/ ( 0) () ( ) ()
t
tK t t Gf t G tf d ϕ ττ τ
+ ′ ≡∂ ∂ = + − ∫     (8.31) 
 then  
0 () ( ) ( )( 0 ) ( )
t
Gt f d t G ft ττ τ ϕ
+ ′ −= − ∫     ( 8 . 3 2 )  
At time step tt +Δ , we have 
0
0
() ( 0 ) () ( ) ( )
(0 ) ( ) ( ) ( ) ( ) ( )
tt
tt t
t
ttG f tt G tt fd
Gf t t G t tf d G t tf d
ϕτ τ τ
τ ττ τ ττ
+Δ +
+Δ +
′ +Δ = +Δ + +Δ −
′′ =+ Δ + + Δ −+ + Δ −
∫
∫∫
 (8.33) 
Substituting 
1
1 ()
t Gt A e
ω − =  into (8.33) gives 
[]
()
11
1
1 1
()
11 1 0
11 1 1
11 1
() () ( ) ( ) ( )
( ) () () ( )
() 1 ( ) ()
tt t tt t
t
t
tt
ttA f tt e G t fdA e fd
Af t t e t Af t A t f t t
et At f t t A e f t
ωω τ
ω
ωω
ϕ ττ τ ω τ τ
ϕω
ϕω
+Δ −Δ − + Δ −
−Δ
−Δ −Δ
′ +Δ = +Δ + − −
=+ Δ + − − Δ+ Δ
=+ − Δ + Δ −
∫∫
    (8.34) 
That is   
()
1 1 11
11 1
() ( )
1( ) ( )
tt Kt t Kt
eA t f t t A e f t
tt
ωω ω
−Δ −Δ ∂+ Δ ∂
=+ − Δ + Δ −
∂∂
 (8.35) 
Note that (8.35) is a very simple recursive relationship for  1()/ Kt t ∂ ∂  that does not 
require us to store old information of f(t).  
We can also derive the second order derivative of  1() Kt with respect to t based 
on (8.30),  
2
1
2
(,)
(0) (0) ( ) ( ) ( )
t Kt f
GG f t G t f d
tt
τ ττ
−∞
∂ ∂ ′′ ′ =+ + −
∂∂ ∫
r    (8.36) 
Similarly, let  
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2
1
2
(,)
( , ) ( 0 ) ( 0 )( ) ( )( )
t Kt f
tG G f t G t f d
tt
φ ττ τ
−∞
∂ ∂ ′′ ′ == ++ −
∂∂ ∫
r
r  (8.37) 
 then we have 
() ( ) ( , )( 0 ) ( 0 ) ( )
t f
Gt f d t G G ft
t
ττ τ φ
−∞
∂ ′′ ′ −= − −
∂ ∫ r     (8.38) 
We φ  at time tt +Δ ,  
1
2
1
2
(, )
(, ) ( 0 ) ( 0 ) (, ) ( ) (,)
(0) (0) ( , ) ( ) ( , ) ( ) ( , )
(0) (0) ( , ) ( , )
tt
tt
tt t
tt t
t
tt
Ktt f
rt t G G frt t G t t fr d
tt
f
G G fr t t Gt t fr d Gt t fr d
t
f
GG f r t t e r t
t
ω
φτ τ τ
ττ τ ττ τ
φ
+Δ
+Δ −∞
+Δ
+Δ −∞
−Δ
+Δ
∂+ Δ ∂ ′′ ′ +Δ = = + +Δ + +Δ −
∂∂
∂ ′′ ′ ′ ′ = + + Δ + + Δ− + + Δ−
∂
∂ ′ =+ + Δ + −
∂
∫
∫∫
r
[]
11 1
(0) (0) ( ) ( ) ( , )
( , ) (0) (0) ( , ) (0) ( ) (0) ( , )
tt
t t
tt t
tt t
f
GG f t G t t f r d
t
ff
e rt G e G frt t G e ft tG frt t
tt
ωω ω
τ ττ
φ
+Δ
−Δ −Δ −Δ
+Δ
⎧⎫ ∂ ′′ ′ −+ + Δ − ⎨⎬
∂ ⎩⎭
⎡⎤ ∂∂ ′′ ′ ′ =+ −++ Δ − + Δ + Δ ⎢⎥ ∂∂ ⎣⎦
∫
          ( 8 . 3 9 )    
We can rewrite (8.39) as 
[]
11 1 ( , ) ( , ) (0) (0) (0) ( , ) (0) ( )
tt t
tt t
ff
rt t e rt G e G t G f rt t G e ft
tt
ωω ω φφ
−Δ −Δ −Δ
+Δ
⎡⎤ ∂∂ ′′ ′ ′ +Δ = + − + +Δ +Δ − ⎢⎥ ∂∂ ⎣⎦
 
          ( 8 . 4 0 )  
Substituting
1
1 ()
t Gt A e
ω − =  into (8.40) gives 
[]
11 1
22
11
11 1 1 1 1 22
(, ) (,)
1( , ) ( )
tt t
tt t
Kr t t Kr t f f
eA e A t f r t t A e f t
tt t t
ωω ω ωω ω
−Δ −Δ −Δ
+Δ
⎡⎤ ∂+ Δ ∂ ∂ ∂
=+ − − − Δ + Δ + ⎢⎥ ∂∂ ∂ ∂ ⎣⎦   
(8.41) 
Note that (8.41) is a simple recursive relationship for 
22
1()/ Kt t ∂ ∂  that does not 
require us to store old information about f(t) and  / f t ∂ ∂ .  However, it is difficult to 
evaluate  / f t ∂∂ , because  f is a discontinuous function of time. One way of  
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overcoming this difficulty is to assume that f changes linearly with time during any 
time step, that is 
() ( ) () f tf tt f t
tt
∂+ Δ −
≈
∂Δ
      ( 8 . 4 2 )  
 
8.2   Finite Element Method  
In this section, we develop a finite element formulation to solve the Maxwell 
equations in time domain based on [1].    The starting point is the two independent 
Maxwell’s equations  
1( , )
(,)
t
t
ct
∂
∇× =−
∂
Br
Er        ( 8 . 4 3 a )    
1( , ) ( , )
(,)
tt
t
ct t
∂∂ ⎛⎞ ∇× = + ⎜⎟ ∂∂ ⎝⎠
Dr Kr
Br      (8.43b) 
17 
subjected to the continuity condition of tangential components of  E and B . 
There are two approaches to solve for E and B from equations (8.43a) and 
(8.43b). One method is to solve (8.43a) and (8.43b) simultaneously. In this method, 
we need to know ( , )/ tt ∂∂ Kr , which is given by (8.35).   The other one is to 
eliminate ( , ) t Br  by substituting (8.43a) into (8.43b), resulting in 
22
22 22
1( , )1( , )
(,)
tt
t
ct ct
∂∂
∇×∇× + =−
∂∂
D rK r
Er     (8.44a) 
                                                 
17  ( ,0) ( ,0) 0 == Br Er  is assumed. This is fine because the initial value will not affect the correlations 
ij EE and 
ij BB which give rise to van der Waals interactions.    
275 
0
(,) (,)
t
tc t d t ′ ′ =− ∇× ∫ Br Er       (8.44b). 
One can first solve (8.44a), then compute  ( , ) t Br using (8.44b).   Obviously, 
this method requires
22 (,) / tt ∂∂ Kr , which is given by (8.41).   Since it is difficult to 
evaluate
22 (,) / tt ∂∂ Kr , we will focus on the first method.   After the electric and 
magnetic fields are obtained, we can evaluate the Maxwell stress tensor on a surface.  
As pointed out in Chapter 3, the Maxwell stress tensor is well defined only in vacuum; 
therefore we will computer it on a closed surface Π in vacuum.  The geometry is 
shown in Figure 8.4.   
 
 
Figure 8. 4  1 S  and  2 S  are the surfaces of dielectrics 1 and 2 respectively. Πis a closed 
surface which encloses medium 2 in vacuum  3 Ω . 
 
 
r  
ˆ n 
O 
′ r
2 Ω  
 
2 S   Π 
1 S   1 Ω  
3 Ω   
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Figure 8. 5  Brick element 
 
 
Table 8.1  Edge numbers 
Edge number  Starting nodes  Ending nodes 
1 1  2 
2 4  3 
3 5  6 
4 8  7 
5 1  4 
6 5  8 
7 2  3 
8 6  7 
9 1  5 
10 2 6 
11 4 8 
12 3 7  
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Vector shape functions of brick elements /edge elements 
To discretize equations (8.43a) and (8.43b) in spatial domain, we consider a 3-
D brick element shown in Figure 8.5. The sides of the brick element are denoted by 
, , x y lland  z l  respectively. Each element has 12 edges.  The edge numbers are defined 
in Table 8.1.  The center of this element is located at( ) ,, ccc x yz.  In this following, we 
will focus on the finite element formulation for one brick element.   
The field component in the direction of the edge is assumed to be constant. For 
example, the components  x E  and  x B along edge 1-2 are constant, where 1-2 means the 
edge between nodes 1 and 2.  However, other components such as  , , yzy EEB  and 
z B need not be constant on this edge.   
Let  () j Et  and  ( ) j B t  be the values of electric and magnetic fields along edge j 
at time t.   The fields inside the element are interpolated using 
12
1
(,) () jj
j
rt E t
=
=∑ EN        ( 8 . 4 5 a )  
12
1
(,) () jj
j
rt B t
=
=∑ BN        (8.45b) 
where ( ) i Nris the vector shape function along edge j.   It is a unit vector along edge j 
and zero on the other edges.    ( ) i Nr(j = 1, 2 …12) are defined by  
1
1 ˆ ()
22
y z
cc x
yz
l l
y yz z
ll
⎛⎞ ⎛⎞ =+ − + − ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e      (8.46a) 
2
1 ˆ ()
22
y z
cc x
yz
l l
y yz z
ll
⎛⎞ ⎛⎞ =− + + + − ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e     (8.46b)  
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3
1 ˆ ()
22
y z
cc x
yz
l l
yy zz
ll
⎛⎞ ⎛⎞ =+ − − + + ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e     (8.46c) 
4
1 ˆ ()
22
y z
cc x
yz
l l
y yz z
ll
⎛⎞ ⎛⎞ =− + + − + + ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e     (8.46d) 
5
1 ˆ ()
22
x z
cc y
xz
l l
xx zz
ll
⎛⎞ ⎛⎞ =+ − + − ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e      (8.46e) 
6
1 ˆ ()
22
x z
cc y
xz
l l
xx zz
ll
⎛⎞ ⎛⎞ =+ − − + + ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e     (8.46f) 
7
1 ˆ ()
22
x z
cc y
xz
l l
x xz z
ll
⎛⎞ ⎛⎞ =− + + + − ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e     (8.46g) 
8
1 ˆ ()
22
x z
cc y
xz
l l
xx zz
ll
⎛⎞ ⎛⎞ =− + + − + + ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e     (8.46h) 
9
1 ˆ ()
22
y x
cc z
xy
l l
xx yy
ll
⎛⎞ ⎛⎞ =+ − + − ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e    (8.46i) 
10
1 ˆ ()
22
y x
cc z
xy
l l
xx yy
ll
⎛⎞ ⎛⎞ =− + + + − ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e     (8.46j) 
11
1 ˆ ()
22
y x
cc z
xy
l l
x xy y
ll
⎛⎞ ⎛⎞ =+ − − + + ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e     (8.46k) 
12
1 ˆ ()
22
y x
cc z
xy
l l
xx yy
ll
⎛⎞ ⎛⎞ =− + + − + + ⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
Nr e     ( 8 . 4 6 l) 
The important properties of  ( ) i Nr are: 
(i) The ( ) i Nr’s are continuous across the interfaces.   This assures the continuity of 
ˆ× nE  and  ˆ B × n .  
(ii) The divergence of  ( ) i Nr vanishes, 0 i ∇⋅= N , so that  0 ∇⋅∇ ⋅ E =B = .    
279 
(iii) ( ) i Nr has a tangential component only along the i-th edge and zero on other 
edges.  
(iv) The curl of  ( ) i Nr is not zero.  
(v) ( ) i Nr is time independent.   
The property (ii) seems to contradict (5.36d) which states∇⋅− ∇ ⋅ D =K .  However, 
we should point out that it is the interpolation method that results in divergence-free 
fields inside an element (fields are discontinuous from element to element).   The 
applied K fields are transferred to the edges when deriving the weak form.    There is 
analogy between this approach and the FEM stress analyses where we use constant 
stress elements.  The random fields K here are analogous to the body forces in 
elasticity problem.  In a constant stress element, the divergence of stress is zero.   
However, we still use the method to solve problems in elasticity where there are body 
forces.   These body forces are replaced by nodal forces in the FEM formulation.   
The weak form of the Maxwell equations 
We take dot product of (8.44a) and (8.44b) with  i N (i=1, 2… 12), and integrate 
the results over one element.  This results in 
1
0 ii
VV
dV dV
ct
∂
⋅∇× + ⋅ =
∂ ∫∫
B
NE N       ( 8 . 4 7 a )  
11
ii i
VV V
dV dV dV
ct ct
∂ ∂
⋅∇× − ⋅ = ⋅
∂∂ ∫∫ ∫
DK
NB N N     (8.47b) 
Using the following identities 
() () ( ) ii i ∇⋅ × = ∇× ⋅ − ⋅ ∇× NE NEN E      (8.48a)  
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() () ( ) ii i ∇⋅ × = ∇× ⋅ − ⋅ ∇× NB NBN B      (8.48b) 
(8.47a) and (8.47b) can be rewritten as 
() ()
1
0 ii i
VV
dV dV
ct
∂
∇× ⋅ −∇⋅ × + ⋅ = ⎡⎤ ⎣⎦ ∂ ∫∫
B
NE NE N   (8.49a) 
() ()
11
ii i i
VV V
dV dV dV
ct ct
∂ ∂
∇× ⋅ −∇⋅ × − ⋅ = ⋅ ⎡⎤ ⎣⎦ ∂∂ ∫∫ ∫
DK
NB NB N N  (8.49b) 
Applying divergence theorem  
() ( ) ˆ ii
VS
dV dS ∇⋅ × = ⋅ × ∫∫ NE n NE       ( 8 . 5 0 )  
to (8.49a, b) gives 
() ()
1 ˆ 0 ii i
VS V
dV dS dV
ct
∂
∇× ⋅ − ⋅ × + ⋅ = ⎡⎤ ⎣⎦ ∂ ∫∫ ∫
B
NE n NE N    (8.51a) 
() ()
11 ˆ ii i i
VS V V
dV dS dV dV
ct ct
∂ ∂
∇× ⋅ − ⋅ × − ⋅ = ⋅ ⎡⎤ ⎣⎦ ∂∂ ∫∫ ∫ ∫
DK
NB n NB N N  (8.51b)   
Or 
() ( )
1 ˆ 0 ii i
VS V
dV dS dV
ct
∂
∇× ⋅ + ⋅ × + ⋅ = ⎡⎤ ⎣⎦ ∂ ∫∫ ∫
B
NE Nn E N    (8.52a) 
() ( )
11 ˆ ii i i
VS V V
dV dS dV dV
ct ct
∂ ∂
∇× ⋅ + ⋅ × − ⋅ = ⋅ ⎡⎤ ⎣⎦ ∂∂ ∫∫ ∫ ∫
DK
NB Nn B N N  (8.52b) 
whereS is the surface of the brick element and  ˆ nis a unit normal vector of S . 
Next, we substitute the expansions of E and B (8.45a) and (8.45b) into (8.52a, 
b).  This results in  
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() ()
12 12
11
() 1 ˆ ()
j
ij j i j i
jj VV S
dB t
dV E t dV dS
cd t ==
⎛⎞ ⎛ ⎞
⎡⎤ ∇× ⋅ + ⋅ =− ⋅ × ⎜⎟ ⎜ ⎟ ⎣⎦
⎝⎠ ⎝ ⎠ ∑∑ ∫∫ ∫ NN N N Nn E
 (8.53a) 
()
()
12 12
11
1
() ()
1 ˆ
ij j i j j
jj VV
ii
VS
dV E t dV B t
c
dV B dS
ct
==
⎛⎞ ⎛ ⎞
⎡⎤ −⋅ ℜ ∗ + ∇ × ⋅ ⎜⎟ ⎜ ⎟ ⎣⎦
⎝⎠ ⎝ ⎠
∂
=⋅− ⋅ ×
∂
∑∑ ∫∫
∫∫
NN N N
K
NN n
   (8.53b) 
where ℜ∗ in (8.53b) is defined by 
0
0
(,) () ( )
(, )
(,) (, 0 ) ()
t
t
tk t d
rt
krt r k d
τ ττ
τ
τ τ
∂∂∂
ℜ∗ ≡ = + −
∂∂ ∂
∂∂ −
=+ +
∂∂
∫
∫
DE
Er E
tt t
EE
E
tt
        ( 8 . 5 4 )  
The response function  ( ) k τ  can be obtained from the inverse Fourier transform of 
() ε ω  (see (5.6)), that is 
()
1
() ( ) 1
2
it kt e d
ω ε ωω
π
∞
−
−∞
=− ∫     ( 8 . 5 5 )  
Note that  ( , ) krtis homogeneous in each element.   Let  c r be the center of element. The 
matrix forms of (8.53a, b) are 
{} {}
11 12
1
()
() ()
dt
At A t
dt
⎧⎫ ⎡⎤ ⎡⎤ += ⎨⎬ ⎣⎦ ⎣⎦ ⎩⎭
B
Ef      (8.56a) 
{} { }
21 22
2 0
() ( )
(, )( 0 ) (,) ( ) ( )
t
cc
dt dt
A krt kr d A t t
dd t
τ
ττ
− ⎧⎫ ⎡⎤ ⎡⎤ ++ + = ⎨⎬ ⎣⎦ ⎣⎦ ⎩⎭ ∫
EE
EB f
t
 (8.56b) 
where  
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11 11 2
11 22
12 1 12 12
V
AA d V
∇× ⋅ ∇× ⋅ ⎛⎞
⎜⎟ ⎡⎤ ⎡⎤ == ⎣⎦ ⎣⎦ ⎜⎟
⎜⎟ ∇× ⋅ ∇× ⋅ ⎝⎠
∫
L
M
NN NN
NN NN
   (8.57a) 
11 11 2
12
12 1 12 12
1
V
Ad V
c
⋅⋅ ⎛⎞
⎜⎟ ⎡⎤ = ⎣⎦ ⎜⎟
⎜⎟ ⋅⋅ ⎝⎠
∫
L
M
NN NN
NN NN
     (8.57b) 
21 12 A A ⎡⎤ ⎡⎤ =− ⎣⎦ ⎣⎦         ( 8 . 5 7 c )  
{ } () 1 ˆ i
S
dS =− ⋅ × ∫ fN n E        (8.57d) 
{} () () 2
, 1 ˆ ii
VS
rt
dV dS
ct
∂
=⋅ − ⋅ ×
∂ ∫∫
K
fN N n B      (8.57e) 
Note that matrices 
11 12 21 22 ,,, AAAA ⎡⎤ ⎡⎤ ⎡⎤ ⎡⎤ ⎣⎦ ⎣⎦ ⎣⎦ ⎣⎦  are time independent.    
Next, backward finite time difference scheme is used to discretize (8.56a) and 
(8.56b) in the time domain.  For a smooth function  () gt, the first order time derivative 
()/ dg t dt  can be approximated as backward finite difference 
 
() () ( ) dg t g t g t t
dt t
− −Δ
≈
Δ
 (8.58) 
Denoting ( ) ( )
j gt g j t g = Δ= , we can rewrite (8.58) as 
1 ()
jj dg t g g
dt t
− −
≈
Δ
                                  (8.59) 
Using this approximation, we obtain the finite difference form of (8.56a) and (8.56b)  
{} {} {} {}
12 12
11 1
1
jj jj AA
A
tt
− ⎡⎤ ⎡⎤ ⎣⎦ ⎣⎦ ⎡⎤ += + ⎣⎦ ΔΔ
EB fB     (8.60)    
283 
{} {}
{}
() {}
()
21 22
1 21
2 0
1
1( )
()( 0 ) (,)
jj
t jj j
cc
AA
t
dt
Ak r k r d
td t
τ
τ τ
−
⎡⎤ ⎡⎤ + ⎣⎦ ⎣⎦ Δ
− ⎡⎤ ⎡⎤ =+ − − ⎣⎦ ⎢⎥ Δ ⎣⎦ ∫
EB
E
fE E
   (8.61) 
From (8.60) and (8.61), for given initial values {( 0 ) } E and{( 0 ) } B , we can solve for 
the electric and magnetic fields at the next time step (Note:  () k τ is a known function). 
The numerical solutions of this method are unconditionally stable.  
 
8.3 Future work 
The general methods (BEM and FEM) have been developed in Chapters 7and 8.  It 
remains to implement them to solve real problems.  The following suggestions can be 
considered as the future work on van der Waals forces. 
1.  Develop computer programs to solve the Lifshitz’s problem. In this way, one 
can check the validity of the numerical methods.  We have tried to use FEM to 
solve the famous three-layer problem. The difficulties we encountered are 1) 
dealing with the reflections and radiations of electromagnetic fields on the 
boundaries; 2) enforcing the boundary conditions. 
2.  Extend the lifshitz’ theory to multilayer system.  There is a difficulty because 
the Maxwell stress tensor is not well defined in non-vacuum media.    
3.  Develop computer programs to evaluate the van der Waals force for any 
systems with arbitrary geometries. 
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APPENDIX 
The imaginary part of the dielectric constant is given by (8.22) 
()
2
1
22
1
() t a n h ( )
2 4 B
A
kT
ω
εω
πω ω
′′ =
+
h
h
      ( 8 . 2 2 )  
or for  0 T → , 
()
2
1
22
1
() ()
4
A
sign ε ωω
πω ω
′′ =
+ h
      ( A . 1 )  
By Kramer-Kronig formula, we can calculate the real part of dielectric function 
1( )
()1
u
Pd u
u
ε
εω
πω
∞
−∞
′′
′ =+
− ∫        ( A . 2 )  
Plemelj formulae implies that 
1( )1 1 ( )
()
22 2 z
uu
Lim du P du
iu z i u ω
εε
εω
ππ ω
+
∞∞
→
−∞ −∞
′′ ′′
′′ =+
−− ∫∫     (A.3) 
Substituting (A.2) into (A.3) gives 
() () ()
1( )1 1 1 1
() ()1 1 1
22 2 2 2 z
u
Lim du i
iu z i i i ω
ε
εω εω ε ε ε
π
+
∞
→
−∞
′′
′′ ′ ′ ′′ =+ − = + − = −
− ∫  (A.4) 
so  
1( )
1
z
u
Lim du
uz ω
ε
ε
π
+
∞
→
−∞
′′
=+
− ∫       ( A . 5 )  
First we consider zero-temperature. In this case,  () u ε′′  is given by (A.1) which is  
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()
2
1
22
1
() ()
4
A
sign ε ωω
πω ω
′′ =
+ h
      ( A . 6 )  
where  () sign ω is defined as 
1        if  0
( ) 0        if  0
1      if  0
sign
ω
ωω
ω
> ⎧
⎪ == ⎨
⎪−< ⎩
       ( A . 7 )  
Substituting (A.6) into (A.5) gives 
 
() () () ( )
22
11
22 22 22 22
0 11
() 2
11
44 zz
AA sign u u
Lim du Lim du
uz u u z u ωω
ε
ππ ωω
+ +
∞∞
→→
−∞
=+ =+
−+ − + ∫∫ hh
    (A.8) 
Changing the variable 
2 vu =  implies 
() ( )
2
1
2 22
0 1
1
4 z
A dv
Lim
vz v ω
ε
π ω
+
∞
→
=+
− + ∫ h
      ( A . 9 )  
(A.9) can be evaluated using residue theorem, and the result is 
22 2 22 2
11 11
22 2 2 2 2 2 2
11 1
ln ln ln ln
11
44 z
ii AA z
Lim
zz ω
ω πω ω π
ε
πωω π ω ω
+ →
⎡⎤ +− +
=+ − =+ ⎢⎥
++ + ⎢⎥ ⎣⎦ hh
 (A.10) 
For the finite temperature,  ( ) u ε′′  is given by (8.22).  By substituting (8.22) into 
(A.5) and evaluating the integral, one can obtain the following complicated result  
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()
() ()
1
2
1
22 22 22
0 1 1
1
2
1
22 22 22 22
0 1 11 1
tan
22
1
2( ) ( ) 2
tan tanh
22 2
2( ) ( ) 2
n BB
n nn
BB B
n nn
Ak T k T
Ak T k T k T
i
ω
β
ε
πω β ω β ωω
ω ω
ω
ω
πω β ω β ωω ω ω ω
∞
=
∞
=
⎡⎤
⎢⎥
⎢⎥ =+ +
+− + ⎢⎥
⎢⎥ ⎣⎦
⎡⎤
⎢⎥ −
⎢⎥ +− +
+− ++ ⎢⎥
⎢⎥ ⎣⎦
∑
∑
h
hh
h h
hh
 
(A.11) 
where  () 22 1 B
n
kT n π
β
+
=
h
.   Finally, it should be noted that at room temperature, 
tanh( / 2 ) 1 B kT ω ≈ h is a good approximation.   
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