Abstract: Soil nitrous oxide (N 2 O) fluxes are commonly measured with nonsteady state chambers using slope values derived from linear or quadratic regression, fitted to the change in N 2 O concentration over time (dC/dt); however, these methods frequently underestimate N 2 O flux values. Here, we propose a decision tree-based model (DTBM) to better match curve shape with linear and nonlinear models to estimate dC/dt. The DTBM was compared with linear, quadratic regression, and the Hutchinson-Mosier (H-M) equation. The objectives were to (i) evaluate curve shape classification; (ii) evaluate dC/dt response to uncertainty, and (iii) determine method effect on cumulative N 2 O emissions and emission factor. Curve shapes with increasing N 2 O concentration over time had the highest proportion of data (52%-55%). Mean N 2 O flux calculated with DTBM showed to be less responsive to data variability, and therefore, more stable than the other methods. Data classification included in DTBM offered an improved method for calculating cumulative N 2 O emissions in low-flux situations, whereas under a high-flux situation, all methods tested were acceptable to calculate N 2 O emissions. The DTBM proved to be a robust method of matching each data type with the best model for calculating an individual flux and to accurately calculate cumulative N 2 O emissions.
Introduction
Nonsteady state chambers are widely used to measure nitrous oxide (N 2 O) fluxes due to their simplicity, low cost, and adaptability of the design to different situations (Rochette and Bertrand 2008; Clough et al. 2012) . When this technique is used, N 2 O flux calculations are based on the changes in N 2 O concentrations over time (dC/dt). There are a variety of methods to estimate dC/dt; however, their reliability may vary according to the situation. For example, linear regression is the most frequently used method to calculate dC/dt, but it is also the most criticized because it may underestimate fluxes under high-flux situations (Hutchinson and Mosier 1981; Nakano et al. 2004 ). However, alternatives to linear regression such as quadratic regression models or the Hutchinson-Mosier equation (H-M) (1981) may also underestimate dC/dt (Livingston et al. 2006; . The reliability of flux calculation methods has been evaluated in several studies using meta-analysis (Rochette and Eriksen-Hamel 2008) or through scenario simulations Venterea 2013) , revealing the need to improve the flux calculation methods. This improvement can be achieved by reducing the uncertainty in flux estimations by selecting the best method for each field situation (Levy et al. 2011; Chadwick et al. 2014) . Therefore, the choice of the appropriate model to calculate N 2 O fluxes is critical because a nonbiased estimate of dC/dt will improve the accuracy of both yearly cumulative N 2 O emissions and the emission factor (cumulative N 2 O emissions per kilogram of N applied), both of which are required for developing N 2 O emission inventories (IPCC 2006) .
Classifying the pattern of N 2 O data points according to their curve shape across time is a potentially useful approach to selecting the flux calculation method, but it has not been widely evaluated. Anthony et al. (1995) defined six curve shapes using three data points. They then compared the adjustment of nonlinear versus linear models to each curve shape and found that the linear model underestimated the flux in 53% of the cases. Another possible approach is a decision rule based on an index. For example, Dyer et al. (2012) , working with corn, found that their decision of using either linear or quadratic regression for estimating N 2 O fluxes was supported if the result of the equation (C m − C 0 )/(C f − C m ) was lower or larger than 1 (Hutchinson and Mosier 1981) , where C is N 2 O concentration at initial (0), middle (m), and final (f) time points. The reciprocal of this equation was taken by Venterea (2013) to develop a curvature index to estimate the extent to which theoretical assumptions such as absence of lateral diffusion, biological uptake, and chamber leakage were violated by simulated data in a model comparison study. A procedure combining curve shape classification (Anthony et al. 1995) with decision rules based on the curvature index (Venterea 2013 ) may guide and optimize the slope calculation under the framework of a decision tree model.
A decision tree is a model for classification or categorization used in sequential decision problems (Breiman et al. 1984) . In our study, we propose a decision tree-based model (DTBM) to combine linear and nonlinear models, generating a hybrid scheme as suggested by to properly match each curve shape with its corresponding model to estimate dC/dt. The objectives were to (i) evaluate curve shape classification with DTBM and the dynamics of curve shapes in measured N 2 O emissions; (ii) evaluate dC/dt response to uncertainty when estimates are generated using the DTBM, linear regression, quadratic regression, and H-M models with simulated data; and (iii) determine the effect of flux calculation method on yearly cumulative N 2 O emissions and emission factor, using DTBM, linear regression, quadratic regression, and H-M.
Materials and Methods

Model structure
The DTBM is composed of two parts: one procedure (henceforth procedure I) is used to classify data types and another procedure (henceforth procedure II) selects the model used to calculate dC/dt according to the data type classification (Fig. 1) . Our model uses N 2 O samples that were collected at four sampling times: 0, 12, 24, and 36 min after deployment.
Our data types are an extension of the classification method described by Anthony et al. (1995) , who determined six categories according to the curve shapes using three N 2 O concentrations over three sampling times. We propose to use the DTBM to discriminate between eight data types or curves shapes over four sampling times (Fig. 2) .
The data types were determined and slopes were calculated as follows. The first decision tree branch considered data types 1 and 5 (DT1 + DT5) because both were easily fitted to either a linear or a quadratic regression. Each regression was calculated and the choice of using the slope of either regression was first based upon the P value for the first-order term, and then, if both P values were significant, the model with the greatest R 2 was selected, regardless of the significance of the secondorder term. When both slopes for the two equations were not significant, then the N 2 O flux was set to zero (Fig. 3) . The DTBM was translated into logic formulas in Excel® (2010) worksheets (Supplementary data 2 ). Data types 3 and 7 (DT3 and DT7) were considered for the second decision tree branch. The curvature index
concentration between 12 and 24 min, and C f is the N 2 O concentration at 36 min (f) (Venterea 2013) , was then used as a parameter to decide which model to use. If β is >0, the data were assigned to the first decision tree and if β is <0, then the flux was calculated through (Hutchinson and Mosier 1981) (Fig. 3 ). The reason for including H-M equation in the DTBM is that it allows decreasing the uncertainty by averaging the two intermediate points, which can then address the situation when N 2 O concentrations at 12 and 24 min do not conform to a consistently increasing pattern. In addition, H-M equation was selected instead of that of Pedersen et al. (2010) , because it was easier to translate in Excel.
The third branch of the decision tree considers data types 2 and 6 (DT2 and DT6). This decision tree branch was similar to the previous one but in this case, if β is <0, the data was assigned to the first decision tree and if β is >0, then the N 2 O flux was calculated with the Hutchinson and Mosier (1981) approach as previously described. Finally, the fourth decision tree branch accounts for data types 4 and 8 (DT4 and DT8), which depict situations with negative slopes. When such negative slopes were significant, the same methodology as the first decision tree was applied (Fig. 3) .
Experimental background, data set, and analysis
The nonsteady state chambers used in our field study consisted of two units: (a) the collar, which was an open cylinder made of PVC (44.2 cm inner diameter by 19 cm height), buried to 10 cm depth; (b) the lid (8.3 cm high) was also made of the same material but it was covered with insulating material. Chamber volume was determined every sampling date. The collars were removed prior to every field operation (manure application and corn planting), and then they were reinstalled immediately after the operation was completed. Nitrous oxide samples were collected in sealed vials and analyzed using a gas chromatograph (3800 GC, Varian, Mississauga, ON, Canada) fitted with a Combi-PAL autosampler as described by Drury et al. (2006) . Further details of the chambers and the experiment can be found in Cambareri et al. (2017) .
We analyzed 4684 flux measurements, which were collected over 3 yr (2011) (2012) (2013) (2014) at Elora, ON, Canada (43.85°N, −80.42°W) under a corn crop subjected to different manure and urea treatments (Cambareri et al. 2017 ). There were 1248 flux measurements (sets of four subsamples) taken in 2012, 1772 measurements in 2013 and 1664 in 2014 (39, 34, and 34 sampling dates, respectively). The evaluation of DTBM was performed in 3 phases. The first phase consisted of running procedure I of DTBM with measured concentrations to evaluate data type proportions according to frequency of fluxes under high and low N 2 O emission events. In a second phase, Monte Carlo simulations were applied to evaluate the performance of the model used (DTBM, linear regression, quadratic regression or H-M) according to the uncertainty of N 2 O concentration measurements, following the methodology described in . A hypothetical case of positive flux was set, including the overall means of measured changes in N 2 O concentrations at 12, 24, and 36 min (C 0−12 = 39, C 0−24 = 86, and C 0−36 = 125 nmol N 2 O mol −1 , respectively), using the data from 2012 (Fig. 4) . Each N 2 O concentration mean was used to create a normally distributed population of Fig. 4 . Illustration of the hypothetical data sets created to evaluate the models, considering a normal distribution for each N 2 O concentration mean, with a population size of n = 10 000. n = 10 000 data points per sampling time (40 000 data in total) as illustrated in Fig. 4 . Data were generated in RStudio (2015) using the script rnorm evaluating four levels of coefficient of variation (CV = 5%, 10%, 20%, and 40%) as an indicator of uncertainty (the higher CV, higher the uncertainty). Each population was randomly Low emission events were identified cases that did not fit the definition of high emission events, defined as dates when the flux was larger than 1.5 times the flux of the previous sampling and the flux of the following sampling. sampled 1000 times per sampling time (4000 random samples in total) and data were used to obtain 1000 slopes (dC/dt). The slope calculations were performed with DTBM, linear regression, quadratic regression, and H-M and statistical parameters such as mean, lower limit (5th percentile), upper limit (95th percentile), and the slopes (dC/dt) for significant differences from zero.
In the third analysis, part of the Elora data set mentioned previously (2012 and 2013) was used to determine the effect of flux calculation method on yearly cumulative N 2 O emissions and emission factor. Two treatments were considered: one with no N applied (check plots, four replicates), which should result in low N 2 O emissions (low-flux situation), and one with added urea (plots urea-applied, four replicates), which should result in comparatively higher N 2 O emissions (high-flux situation). In both cases, dC/dt (μmol N 2 O mol −1 min −1 ) was estimated by applying the DTBM, and the linear regression, quadratic regression, and H-M methods. Nitrous oxide flux was calculated as 
Results and Discussion
Overall, among all data types evaluated, DT1 + DT5 were consistently found to comprise the highest proportion of N 2 O flux data over the 3 yr (52%-55%; Table 1 ). The proportion of DT1 + DT5 was also coupled to the dynamics of daily N 2 O emissions, since during peak events the proportion of DT1 + DT5 was >70% (Fig. 5 ). This is due to the generation of a strong N 2 O concentration gradient between soil and chamber headspace during peak events, giving place to increasing N 2 O concentrations (Markfoged et al. 2011) , which follow a linear or quadratic pattern. The other data types were more abundant during winter as well as after July, when data proportion of DT1 + DT5 was found to decrease consistently across years (Fig. 5) . The increase of data types other than DT1 + DT5 during low-flux periods may be linked to periods in which soil acts as a sink for N 2 O, with net N 2 O consumption (Chapuis-Lardy et al. 2007 ). The condition conducive to soils being used as a sink may be masked in DT2 + DT6 or DT3 + DT7, but is clearly evident when Table 2 . Monte Carlo simulations for dC/dt estimated according to DTBM, LR, QR, and H-M models at five levels of CV. Mean, lower limit (5th percentile), upper limit (95th percentile), and failures Note: N/A, not applicable; CV, coefficient of variation; DTBM, decision tree-based model; LR, linear regression; QR, quadratic regression; H-M, Hutchinson-Mossier equation. DT4 + DT8 (negative slope) is present in high proportions. Therefore, data type classification by DTBM improves the quality of the flux calculations by including negative fluxes.
The overall mean flux (dC/dt) for 2012 was 3.52 nmol N 2 O mol −1 min −1 estimated with linear regression as well as with quadratic regression and using mean N 2 O concentration values mentioned above. Monte Carlo simulations showed that with CV = 5%, values of dC/dt obtained with DTBM, linear regression, and H-M were closer to overall mean than that of quadratic regression; however, with CV = 40%, values of dC/dt obtained with linear and quadratic regression decreased by 82% and 73%, respectively, compared with the values at CV = 5%, whereas the value obtained with DTBM decreased by only 36% (Table 2 ). This is likely because there was a smaller proportion of dC/dt > 0 with either linear or quadratic regression used alone, which decreased with larger CV (Table 2) . As for H-M model, it was quite unstable since with CV = 20% it produced a mean value of dC/dt that was 36% higher than that calculated at CV = 5%, but with CV = 40% it produced a negative slope. In addition, when CV = 40%, the (C m − C 0 )/ (C f − C m ) term in the H-M equation yielded values less than 1 57% of the time, rendering the H-M invalid. Our results support the suggestion by of using hybrid models to calculate N 2 O fluxes, since the DTBM improved the estimation of dC/dt values through a better mean stability when precision in the measurements was affected. The linear and quadratic regression models were expected to produce values of cumulative N 2 O emission lower than DTBM, given their trend to underestimate fluxes (Livingston et al. 2006 ). In our study, DTBM produced a smaller number of cases with zero flux compared with linear and quadratic regression (110 and 102 for DTBM vs. 187 and 200 for linear, and 174 and 176 for quadratic regression, in 2012 and 2013, respectively, data not shown). However, the models' performance for calculating cumulative N 2 O emissions varied according to the situation considered. For the low-flux (nonfertilized) situation, cumulative N 2 O emissions calculated with H-M were greater than linear and quadratic regression (P < 0.05), whereas they were not significantly different than those of DTBM. However, DTBM values were 6% larger than linear values and ca. 90% larger than quadratic regression (Fig. 6A) . This difference in cumulative N 2 O emissions between DTBM and quadratic regression may be due to 145 cases with flux equal to or less than zero using the DTBM model, whereas quadratic regression produced 207 cases, which would affect the daily sum. Although DTBM and H-M produced similar values of cumulative N 2 O emissions (521 ± 97 vs. 698 ± 111 g N 2 O-N ha −1 ) (Fig. 6A) , the values of mean flux estimated using DTBM were less sensitive to the increase of variability in the measurements of N 2 O concentration compared with those of H-M (Table 2) . Therefore, our results suggest that for low-flux situations in corn, data classification included in DTBM offers an improved method for calculating cumulative N 2 O emissions, given its better stability for times when DT1 + DT5 are less predominant. Overall, applying linear or quadratic regression without classifying data resulted in a decrease of the averaged cumulative N 2 O emissions for the high-flux situation (Fig. 6B) . Flux calculation method did not affect cumulative N 2 O emissions for the high-flux situation; additionally, the calculation method did not affect EF (Fig. 6C) . The relatively short chamber deployment time used in our study (36 min) likely promoted conditions of linearity during the high-flux conditions. These conditions were mirrored in the proportion of DT1 + DT5 for 
Conclusion
In summary, the DTBM proved to be a robust method of matching each data type with the best model for calculating an individual flux. Therefore, our model provides higher quality data compared with other methods, which can be used to more accurately calculate cumulative N 2 O emissions. Among data types, DT1 + DT5 increased during peak emission events, whereas DT4 + DT8 (negative flux), though in low proportion, influence the emissions for a low-flux situation. The values of dC/dt estimated with DTBM were the least sensitive to decreases in measurement precision (i.e., increasing CV), and therefore, more stable. In low-flux situations such as with the control treatments, the proportion of DT1 + DT5 drops to 43%-50%, and even though all methods are acceptable to calculate N 2 O emissions, DTBM provides a way to match the data with the most appropriate model. Under highflux situations, the proportion of DT1 + DT5 is high (75%-94%), and given their simplicity linear or quadratic regression may be recommended to calculate N 2 O emissions; however, DTBM has the advantage of being more stable. Since our study considers only a deployment time of 36 min, further tests should be performed for shorter-or longer-term deployment times to evaluate the DTBM performance.
