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Causal set theory and the theory of linear structures (which has recently been developed by Tim Maudlin as an alternative to standard
topology) share some of their main motivations. In view of that, I raise and answer the question how these two theories are related to each
other and to standard topology. I show that causal set theory can be embedded into Maudlin’s more general framework and I characterise
what Maudlin’s topological concepts boil down to when applied to discrete linear structures that correspond to causal sets. Moreover, I
show that all topological aspects of causal sets that can be described in Maudlin’s theory can also be described in the framework of standard
topology. Finally, I discuss why these results are relevant for evaluating Maudlin’s theory. The value of this theory depends crucially on
whether it is true that (a) its conceptual framework is as expressive as that of standard topology when it comes to describing well-known
continuous as well as discrete models of spacetime and (b) it is even more expressive or fruitful when it comes to analysing topological
aspects of discrete structures that are intended as models of spacetime. On the one hand, my theorems support (a): the theory is rich enough
to incorporate causal set theory and its definitions of topological notions yield a plausible outcome in the case of causal sets. On the other
hand, the results undermine (b): standard topology, too, has the conceptual resources to capture those topological aspects of causal sets
that are analysable within Maudlin’s framework. This fact poses a challenge for the proponents of Maudlin’s theory to prove it fruitful.
1 Introduction
Tim Maudlin (2010, 2014) has developed an alternative topological
theory, called ‘the theory of linear structures’, which is based on the
primitive concept of line rather than on the concept of open set. The
term ‘line’ is here understood approximately in the sense of ‘simple
non-closed curve’, not in the sense of ‘straight line’. Maudlin for-
mulates axioms for this concept of line and defines several topolog-
ical predicates (such as ‘is a neighbourhood of’, ‘is open’, ‘is con-
nected’, ‘is compact’, ‘is continuous’ etc.) exclusively in terms of
lines and their relations. The so defined predicates do not have the
same meaning as the corresponding predicates in standard topology
and are not even extensionally equivalent to them. So the theory of
linear structures is really an alternative to standard topology, not
just an axiomatisation using different primitives. Moreover, the in-
tended domain of application of Maudlin’s theory is restricted to
physical spacetime. So it is not meant as a general substitute for
standard topology.1
A main motivation for this alternative topological theory is to
avoid alleged shortcomings of standard topology. In particular, the
theory of linear structures is designed as a unified framework for
analysing both discrete and continuous spacetime structures using
the same conceptual apparatus. Maudlin (2014) argues that stan-
dard topology is not an adequate tool for analysing topological as-
pects of discrete structures. The topological treatment of discrete
structures is important because physical spacetime might be fun-
damentally discrete (as many physicists conjecture). Therefore, a
mathematical tool which can be fruitfully applied to continuous as
well as discrete structures is desirable. Maudlin claims that the the-
ory of linear structures is such a tool. The question whether this
is true is of interest independently of Maudlin’s objections against
standard topology (which I do not share). In order to be successful,
the theory of linear structures (a) needs to be as expressive as stan-
dard topology when it comes to describing well-known continuous
as well as discrete models of spacetime and (b) it needs to be even
more expressive or fruitful when it comes to analysing topological
aspects of some discrete structures that are worthy of consideration
as models of spacetime. (Note that these criteria do not incorporate
Maudlin’s appeal to intuitions and his essentialism about topologi-
cal concepts.)
Another significant motivation for the theory of linear struc-
tures consists in the claim that a certain class of lines in spacetime
determines most of its geometrical structure and, in particular, its
topology (see Maudlin, 2010). An important example is that the
future-directed continuous timelike curves in any spacetime mani-
fold determine its topological, differential and metric structure up
to a conformal factor, which is a well known result due to Hawking,
King and McCarthy (1976) and Malament (1977, Theorem 1). Ter-
minological remark: By ‘spacetime manifolds’ I henceforth mean
connected, four-dimensional smooth manifolds without boundary
endowed with a smooth Lorentzian metric and a temporal orien-
tation.2 The above mentioned Hawking-Malament theorem ties in
with Maudlin’s idea (2010) that it is the temporal linear structure
of spacetime which accounts for its topology.3 It also suggests
∗This paper is forthcoming in Studies in History and Philosophy of Modern Physics.
1For example, it is not intended for handling abstract structures such as infinite-dimensional function spaces or Stone spaces of Lindenbaum-Tarski algebras.
2This is a usual terminological convention. For example, Hawking and Ellis (1973) and Malament (1977) use a similar convention.
3Somewhat surprisingly, Maudlin (2010, 2014) does not cite the famous Hawking-Malament results. He also does not mention other scholars who came up with the
idea of taking lines as primitive in spacetime theories: e.g. Carnap (1958, section 49), Suppes (1972, p. 310), Benda (2008, 2013).
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the choice of lines as primitive. Taking lines rather than causal
or chronological order as primitive is furthermore suggested by the
fact that, in Lorentzian geometry, the linear structure of spacetime
manifolds is conceptually prior to causal and chronological order:
notions such as ‘causal future’, ‘chronological future’ as well as
causal and chronological ordering relations on spacetime manifolds
are defined in terms of timelike or causal curves, not vice versa (see
Penrose, 1972; Hawking and Ellis, 1973; Malament, 1977).
In the main part of this paper, I examine how the theory of lin-
ear structures is related to causal set theory. The theory of causal
sets is an approach to quantum gravity, which is based on the as-
sumption that spacetime is fundamentally discrete and ordered by
“microscopic” relations of before and after (see Dowker, 2006).
Causal set theory has been developed by physicists (see Bombelli,
Lee, Meyer and Sorkin, 1987) in view of the Hawking-Malament
theorem saying that chronological order determines the topologi-
cal, differential and metric structure of past and future distinguish-
ing spacetime manifolds up to a conformal factor (Malament, 1977,
Theorem 2).4 This theorem is a consequence of the aforementioned
theorem about future-directed continuous timelike curves. It con-
stitutes the reason for taking the relations of before and after as
primitive in causal set theory (see Dowker, 2013).
The theory of linear structures and causal set theory share some
of their main motivations. Both aim at analysing discrete models
of spacetime and both can be motivated by (a consequence of) the
fact that certain lines determine most of the geometry of spacetime.
Although the theories are very similarly motivated, it has not yet
been thoroughly investigated how they are related to each other.
The main aim of this paper is to provide a comprehensive answer to
this question.
My first main theorem says that the category of causal sets is
isomorphic to a specific subcategory of discrete linear structures,
namely to the category of what I call ‘CS-like linear structures’.
This means that causal set theory can be embedded into the more
general framework of Maudlin’s theory of linear structures. My sec-
ond main theorem gives a characterisation of CS-like linear struc-
tures purely in terms of standard topology. An important point
is that there is no tension between these results and the fact that
Maudlin prefers discrete linear structures other than CS-like linear
structures in his approach to discrete spacetime.
On the one hand these results clarify the relation between causal
set theory and the theory of linear structures; on the other hand they
are relevant for evaluating the latter. As we will see in the dis-
cussion (section 5), they partially support and partially undermine
criteria for the success of the theory of linear structures. This poses
a challenge for its proponents.
2 Preliminaries
In this section, I present those parts of the theory of linear structures
and of causal set theory that are needed for proving the main results
of the paper. This presentation is self-contained.
First of all, let us briefly go over some general order theoretic
notions. By a partially ordered set (short: poset) we mean a pair
〈X ,〉, where X is a non-empty set and  is a relation on X that
is reflexive, antisymmetric and transitive. Given a poset 〈X ,〉 and
a non-empty subset σ of X , we can restrict the ordering relation
to that subset as follows: |σ := {〈x,y〉 : x,y ∈ σ and 〈x,y〉 ∈}.
Some posets are not only partially but even totally ordered: 〈X ,〉
is a linear order iff it is a poset such that x  y or y  x for all
x,y ∈ X . As we will see below (section 2.1), Maudlin identifies
lines on point sets with specific linear orders. Therefore, the notion
of linear order plays a central role in the theory of linear structures.
Linear orders have different kinds of subsets. Some subsets of lin-
ear orders have gaps w.r.t. the underlying order; others do not have
gaps. Gap-free subsets are particularly important and called ‘inter-
vals’: σ is an interval of 〈X ,〉 iff 〈X ,〉 is a linear order, σ ⊆ X
and for all x ∈ X , if there are y,z ∈ σ such that y ≺ x ≺ z, then
x ∈ σ . In particular, we say that σ is a closed interval of 〈X ,〉 iff
σ is an interval of 〈X ,〉 having a maximal and a minimal element
in 〈X ,〉.5 It will also be useful to have the auxiliary notion of di-
rected interval in addition to the standard notion of interval: 〈σ ,〉
is a directed interval of 〈X ,′〉 iff σ is an interval of 〈X ,′〉 and
=′|σ .
With these notions at hand, we turn to linear structures.
2.1 Linear structures
Maudlin’s key idea is to determine topological properties of point
sets by means of an underlying structure of lines and not by means
of an underlying structure of open sets as in standard topology. But
what are lines? Maudlin thinks of lines in a given set of points as
linearly ordered subsets with at least two elements. So structures
of lines are structures of linear orders. 〈X ,Λ〉 is a structure of lin-
ear orders iff X is a non-empty set and Λ ⊆P(X)×P(X2) such
that:
(LS1) For all 〈λ ,〉 ∈ Λ, 〈λ ,〉 is a linear order and |λ | ≥ 2.
Yet, not all structures of linear orders are structures of lines. To
settle the question what a collection of linear orders has to be like
in order to count as a structure of lines, something has to be said
about how its linear orders must be related to each other. In stan-
dard topology a set of structural axioms determines under which
conditions a collection of subsets qualifies as a collection of open
sets. Analogously, a set of structural constraints that determines
when a collection of linear orders on a set qualifies as a collection
of lines has to be stated. These structural constraints have to capture
those properties that are intuitively expected of lines. So the aim is
a formal explication of the notion of line.
Before we can formulate and discuss the structural constraints
proposed by Maudlin, we need to define several key notions. In
what follows, I draw heavily on chapter 2 of Maudlin’s book (2014).
Here are the main definitions.
Let 〈λ ,〉 and 〈λ ′,′〉 be linear orders. We define: 〈λ ,〉
agrees with 〈λ ′,′〉 iff |λ ∩λ ′| ≥ 2 and for all x,y ∈ λ ∩λ ′, x  y
iff x ′ y; 〈λ ,〉 is opposite to 〈λ ′,′〉 iff |λ ∩ λ ′| ≥ 2 and for
all x,y ∈ λ ∩ λ ′, x  y iff y ′ x; 〈λ ,〉 is a codirectional with
4More precisely: If 〈M,g〉 and 〈M′,g′〉 are past and future distinguishing spacetime manifolds and f : M −→M′ is a causal isomorphism (i.e. a bijection such that it and
its inverse both preserve the relation of chronological precedence), then f is a diffeomorphism preserving the metric up to a conformal factor.
5I presuppose that the notions of maximal and minimal element as well as the notions of greatest and least element are known.
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〈λ ′,′〉 iff there are x,y ∈ λ ∩λ ′ such that x  y and x ′ y. Now
let 〈X ,Λ〉 be a structure of linear orders. A part of a line that is
itself a line is called a ‘segment’ (given that it has the same direc-
tion as the whole line): 〈λ ,〉 is a segment of 〈λ ′,′〉 in 〈X ,Λ〉
iff 〈λ ,〉 ,〈λ ′,′〉 ∈ Λ such that λ ⊆ λ ′ and 〈λ ,〉 agrees with
〈λ ′,′〉. Lines can differ in direction. So it is possible that two
lines consist of the same set of points, but are nonetheless different,
namely in the case that one line is inverse to (i.e. goes in the oppo-
site direction of) the other line. 〈λ ,〉 is the inverse of 〈λ ′,′〉 in
〈X ,Λ〉 iff 〈λ ,〉 ,〈λ ′,′〉 ∈ Λ with λ = λ ′ and 〈λ ,〉 is opposite
to 〈λ ′,′〉; and 〈λ ,〉 is an inverse segment of 〈λ ′,′〉 in 〈X ,Λ〉 iff
〈λ ,〉 ,〈λ ′,′〉 ∈ Λ with λ ⊆ λ ′ and 〈λ ,〉 is opposite to 〈λ ′,′〉.
Since lines are linear orders, one can ask the question whether a
given line has a beginning (a first point) or an end (a last point). We
say that x is an initial endpoint of 〈λ ,〉 in 〈X ,Λ〉 iff 〈λ ,〉 ∈ Λ
and x is a minimal element of λ in 〈λ ,〉; and x is a final endpoint
of 〈λ ,〉 in 〈X ,Λ〉 iff 〈λ ,〉 ∈ Λ and x is a maximal element of λ
in 〈λ ,〉. Lines do not necessarily have endpoints. Call those lines
that have no endpoints at all open, those that have two endpoints
closed and those with exactly one endpoint half-open. We have seen
above that lines can have parts (segments). So the question arises
how shorter lines can compose longer lines. As is well-known from
order theory, one can define a sum operator that splices two linear
orderings together, provided that the linear orderings are disjoint or
intersect only in a common endpoint. Let 〈X ,〉, 〈Y,′〉 be linear
orders such that either X ∩Y 6= /0 or for some x, X ∩Y 6= {x} and x
is a final endpoint of 〈X ,〉 as well as an initial endpoint of 〈Y,′〉.
For all x,y ∈ X ∪Y : 〈x,y〉 ∈ ⊕′ iff (a) x ∈ X and y ∈ Y , or (b)
x,y ∈ X and x y, or (c) x,y ∈ Y and x′ y.
Using the notions defined above, we can state the formal con-
straints that Maudlin regards as characteristic of structures of lines.
Definition 1. 〈X ,Λ〉 is a linear structure iff 〈X ,Λ〉 is a structure of
linear orders such that:
(LS2) For all 〈λ ,〉 ∈ Λ and for all 〈λ ′,′〉 such that λ ′ ⊆ λ :
(a) 〈λ ′,′〉 is a segment of 〈λ ,〉 in 〈X ,Λ〉 iff 〈λ ′,′〉 is
a directed interval of 〈λ ,〉 such that |λ ′| ≥ 2;
(b) 〈λ ′,′〉 is an inverse segment of 〈λ ,〉 in 〈X ,Λ〉 iff
〈λ ′,′〉 ∈ Λ and 〈λ ′,′〉 is not a directed interval of
〈λ ,〉.
(LS3) For all 〈λ ,〉 ,〈λ ′,′〉 ∈ Λ: 〈λ ∪λ ′,⊕′〉 ∈ Λ if there is
an x ∈ X such that
(a) λ ∩λ ′ = {x};
(b) x is a final endpoint of 〈λ ,〉 and an initial endpoint
of 〈λ ′,′〉 in 〈X ,Λ〉;
(c) there is no line 〈λ ′′,′′〉 in 〈X ,Λ〉 such that λ ′′ ⊆
(λ ∪λ ′)\{x} and λ ′′∩λ 6= /0 and λ ′′∩λ ′ 6= /0.
(LS4) For every linear order 〈λ ,〉 with λ ⊆ X and |λ | ≥ 2:
〈λ ,〉 ∈ Λ if for all 〈λ ′,′〉,
〈λ ′,′〉 is a closed line in 〈X ,Λ〉 and codirectional with
〈λ ,〉 and λ ′ ⊆ λ iff 〈λ ′,′〉 is a closed directed interval
in 〈λ ,〉 such that |λ ′| ≥ 2.
Let us briefly examine the axioms LS2, LS3 and LS4. I do not ex-
plain them extensively here because a detailed account can be found
in chapter 2 of Maudlin’s book (2014).
The segment axiom LS2 says that the segments of a line are ex-
actly its intervals. Given any line, this axiom tells us which shorter
lines there must be. Moreover, it postulates that lines do not have
gaps. This is in accordance with the notion of line which Maudlin
seeks to explicate.
The point-splicing axiom LS3 tells us how shorter lines com-
pose longer lines. The basic idea is that two lines can be spliced
together provided that they intersect only in a common endpoint
and their union would not yield a circular or almost circular line.
The completion axiom LS4 guarantees the existence of infinite
lines that could not be generated from finite lines by point-splicing.
It rests on the idea that a linear order must be a line if all of its closed
intervals are lines and all closed lines it contains are also intervals
of it.
Maudlin’s original term for what I simply call ‘linear struc-
tures’ is ‘point-spliced directed linear structures’. The reason for
this name is that Maudlin defines other kinds of linear structures as
well, most importantly point-spliced linear structures in which lines
are not endowed with directions, and segment-spliced directed lin-
ear structures. The first kind can be regarded as a special case of
point-spliced directed linear structures (see Maudlin, 2014, p. 97),
so we shall not consider it further. The second kind has a different
splicing axiom. It states that lines can be spliced together if they
share a common segment (rather than a point). Segment splicing
plays a role in connection with differentiability. Maudlin proves
that point-spliced directed linear structures are a special kind of
segment-spliced linear structures. So the latter kind of structures
is more general. Yet, since we are interested in discrete rather than
continuous and differentiable linear structures, it is justified to con-
sider only point-spliced directed linear structures (and call them
simply ‘linear structures’ for the sake of brevity).
2.2 Causal sets
It is well known that Minkowski geometry can be axiomatised using
only the primitive concepts ‘point event’ and the relation ‘before’,
where ‘before’ is intended to be understood in the sense of ‘is in the
past light cone of’. Such axiomatisations are synthetic geometries
for Minkowski spacetime. One of the earliest rigorous and exten-
sive axiomatisations is due to Alfred Robb (1914, 1936). As Suppes
(1972) pointed out, the axioms given by Robb are very complex—in
contrast to the simplicity of the primitive concepts. This is because
Robb has to capture the rich structure of a specific kind of contin-
uous spacetime manifolds in terms of the simple relation ‘before’
holding between events in spacetime.
Now what happens if one constructs a similar theory that is in-
tended to describe discrete rather than continuous spacetime struc-
tures? Causal set theory can be understood as such a theory. It
is intended to describe discrete spacetime structures which can be
approximated by continuous spacetime manifolds. Again, only the
primitive notions ‘point event’ and ‘before’ need to be used. So
causal set theory is on a par with Robb’s axiomatisation as far as
the simplicity of the primitive concepts is concerned. However, the
axioms of causal set theory are extremely simple in contrast to the
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axioms of theories about continuous spacetime structures that are
formulated in terms of the same primitives. Taking the relation
‘strictly before’ (‘≺’) as primitive, we can axiomatise causal set
theory as follows:
(CS1) For all point events x, if x≺ y, then not y≺ x.
(CS2) For all point events x,y,z, if x≺ y and y≺ z, then x≺ z.
(CS3) For all point events x,y, if x≺ y, then there are only finitely
many point events z such that x≺ z and z≺ y.
In physics it is common to work with model structures rather than
with corresponding axiom systems. In the case of causal set the-
ory, the corresponding model structures can obviously be defined
as follows:
Definition 2. 〈X ,〉 is a causal set iff 〈X ,〉 is a poset such for all
x,y ∈ X with x≺ y, the set {z ∈ X : x≺ z and z≺ y} is finite.
The main hypothesis of causal set theorists is that the set of point
events in spacetime endowed with the ordering relation of being
before forms a causal set in the defined sense. Yet, one must not
conclude that all causal set theorists want say about spacetime is
that it forms a locally finite poset. Certainly it must have more spe-
cific features and be a very richly structured causal set.
The idea is that these further structural properties of spacetime
can be captured in terms of the chronological or causal relation of
being before. Taking this relation as primitive is primarily moti-
vated by the aforementioned theorems about continuous spacetime
manifolds due to Hawking et al. (1976) and Malament (1977).
“A strong reason for supposing that causal order
is more fundamental in quantum gravity than any of
the other attributes of a spacetime—topology, differen-
tiable structure or metric—is that it is a unifying con-
cept. The causal order unifies within itself the other
structures, up to a local rescaling of the metric. Indeed,
classic results in global causal analysis imply that the
causal structure of a strongly causal Lorentzian space-
time determines its local null geodesics, its chronolog-
ical structure, its topology (which is identical to its
Alexandrov topology), its differentiable structure and
its metric up to a conformal factor.” (Dowker, 2013,
p. 1652)
In the literature on causal sets, the ordering relation≺ is usually un-
derstood in the sense of ‘is in the causal past of’. However, we may
also understand it in the sense of ‘is in the chronological past of’.6
The latter ties in with Malament’s actually using the relation of be-
ing in the chronological past (which he calls ‘causal connectibility’)
rather than the relation of being in the causal past when he demon-
strates that “the topological structure of spacetime can be recovered
from its causal structure” (Malament, 1977, p. 1401). Moreover,
the probability that a randomly chosen point event which is in the
causal past of x is also in the chronological past of x is 1 (for all x
in a spacetime manifold). Thus, there are good reasons for under-
standing ≺ in the sense of ‘is in the chronological past of’ rather
that in the sense of ‘is in the causal past of’.
One main task of causal set theory consists in clarifying the rela-
tion between the real structure of spacetime, which is assumed to be
fundamentally discrete, and common continuous models of space-
time, i.e. Lorentzian spacetime manifolds. The question is how
these continuous structures can be approximated by corresponding
causal sets and vice versa. The first direction—from continuous
structures to causal sets—is rather unproblematic. It is well known
that for any given spacetime manifold of a certain kind, it is possible
to find a corresponding causal set that is faithfully embedded into
the manifold. The intuitive notion of approximation is in this con-
text explicated by the notion of faithful embedding. According to
Bombelli et al. (1987, p. 522), f is a faithful embedding of a causal
set 〈X ,〉 into a spacetime manifold 〈M,g〉 iff f is a function from
X into M such that (1) for all x,y∈ X , x y iff f (y)∈ J+( f (x)); (2)
the embedded points are distributed uniformly with unit density; (3)
the characteristic length over which the continuous geometry varies
appreciably is everywhere significantly greater than the mean spac-
ing between embedded points. It turns out that randomly selecting
elements from the given manifold using a Poisson process yields a
locally finite partial order that is faithfully embedded into the man-
ifold (see Bombelli et al., 1987; Dowker, 2013). This fact actually
motivates the causal set axioms, in particular the condition of local
finiteness (CS3).7
One of the main problems of causal set theory concerns the
other direction: from causal sets to continuous structures. For most
causal sets it is impossible to find corresponding spacetime mani-
folds that approximate them. Of course, the class of causal sets is
very wide. It covers all locally finite posets. But most locally finite
posets are not faithfully embeddable into spacetime manifolds at all
(see Bombelli et al., 1987, p. 522). Nevertheless, causal set theo-
rists conjecture that there is some nice subclass of causal sets that
are in a certain sense manifold-like.
“Causal set quantum gravity is based on the conjec-
ture that some causal sets contain enough information
to accurately encode the geometry of Lorentzian space-
times on length scales much larger than the discrete-
ness scale. The order relation of the causal set gives
rise to the causal structure of the approximating con-
tinuum spacetime and the physical scale is furnished
by the atomicity: the number of elements in any por-
tion of the causal set manifests itself as spacetime vol-
ume of the corresponding region of the approximating
continuum. Atomicity and order provide geometry.”
(Dowker, 2013, p. 1653)
So the question arises how we can single out an appropriate kind of
manifold-like causal sets exclusively by means of additional struc-
tural constraints, so that for these causal sets there are continuous
spacetime manifolds approximating them. The problem is that it is
not known how this can be done.
6For definitions of these notions see Hawking and Ellis (1973, chapter 6) or Malament (1977).
7For further explanations of these condition see Bombelli et al. (1987). Moreover, note that we could also use the condition ‘x≺ y iff f (y) ∈ I+( f (x))’ in (1) instead of
that involving J+. The point is that we may take ≺ to represent chronological order rather than causal order, as argued two paragraphs above.
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“[W]e do not have a characterization, expressed
only in terms of the relations in a causal set [. . . ] which
would allow us to pick out those causal sets that do ap-
proximate spacetimes.” (Smolin, 2006, p. 211)
This problem is called ‘the inverse problem of causal set theory’.
We will come back to it later on (in section 5). Before we can say
more about it, we investigate the relation between causal set theory
and the theory of linear structures. As we will see in the next sec-
tion, it turns out that the category of causal sets is isomorphic to a
certain subcategory of discrete linear structures.
3 How the theory of linear structures is re-
lated to causal set theory
In this section, I examine how causal sets are related to linear struc-
tures. I show that every causal set corresponds to a unique discrete
linear structure (up to isomorphism) and that linear structures which
correspond to causal sets in this way can be characterised purely
in terms of the theory of linear structures (i.e. without reference
to causal sets). Let us use the term ‘CS-like linear structures’ for
these specific linear structures. As a consequence, there is a cate-
gory theoretic isomorphism between causal sets and CS-like linear
structures. Hence, causal sets and CS-like linear structures are in-
discernible as far as their purely structural aspects are concerned.
We proceed by carrying out the following tasks. (T1) We have
to find an operation that generates lines from a given causal set and
an operation that generates an ordering relation if lines are given.
(T2) We have to find necessary and sufficient conditions for deter-
mining whether a linear structure is CS-like. They must be formu-
lated purely within Maudlin’s conceptual framework. (T3) We have
to show that the operations mentioned in T1 are well-behaved in the
sense that applying them alternately does not lead to any changes.
That is, if we start with a causal set, generate lines from it and then
generate an ordering relation from these lines, then the resulting
ordering relation has to be the same as the one at the outset. Analo-
gously, if we start with lines (of a CS-like linear structure), generate
an ordering relation from them and in turn generate lines from that
relation, the resulting lines have to be identical to the original lines
we started with. (T4) We have to show that the construction opera-
tions yield structures of the right kind. If a causal set is given, the
constructed lines must constitute a CS-like linear structure; and if a
CS-like linear structure is given and we construct the corresponding
ordering relation, this relation must give rise to a causal set. (T5)
Moreover, we have to show that morphisms (i.e. structure preserv-
ing functions) between causal sets are also morphisms between the
corresponding CS-like linear structures and vice versa. This is im-
portant because the structural relations between individual causal
sets as well as those between individual CS-like linear structures
must be preserved by well-behaved operations. (T6) Finally, we
use the previous steps to conclude that there is an isomorphism of
categories between causal sets and CS-like linear structures.
To begin at the beginning (T1): How can we identify lines in
a causal set or more generally in a poset? To find an answer, it
is useful to consider something analogous and familiar, namely
future-directed continuous timelike curves. As mentioned above,
the class of future-directed continuous timelike curves of a past and
future distinguishing spacetime manifold determines its topology.
Moreover, the images of future-directed continuous timelike curves
are saturated chains w.r.t. the chronological order on the manifold.
Since in causal sets too the ordering relation can be taken to repre-
sent chronological order (see section 2.2), it suggests itself to iden-
tify the lines in a causal set with the saturated chains in it. This is
what we will do.8 Let 〈X ,〉 be a poset. Then we say that σ is a
chain in 〈X ,〉 iff σ ⊆ X and for all x,y∈ σ , x y or y x; and we
say that σ is a saturated chain in 〈X ,〉 iff σ is a chain in 〈X ,〉
and for all x ∈ X , if x /∈ σ and there are y,z ∈ σ with y≺ x≺ z, then
σ ∪{x} is not a chain in 〈X ,〉. The next definition specifies the
class of lines in a given poset as the class of linear suborders that
arise from saturated chains and have at least two elements. This is
the operation for generating lines from posets.
Definition 3. For every poset 〈X ,〉, Λ := {〈λ ,|λ 〉 :
λ is a saturated chain in 〈X ,〉 and |λ | ≥ 2}.
Note that 〈X ,Λ〉 is indeed a structure of linear orders for every
poset 〈X ,〉. This follows directly from the involved definitions.
Now we are equipped with a mapping that yields a class of lines
corresponding to a given causal set or, more generally, a poset. We
are now going to characterise the range of this mapping. Our choice
of constructing lines via saturated chains leads naturally to a nec-
essary condition for linear structures corresponding to causal sets.
Linear orders arising from saturated chains in a causal set have in
common that they all go in the same direction, namely from the
past to the future, just as future-directed continuous timelike curves
do. So under consideration of the chosen method for construct-
ing lines from causal sets, only linear structures having a unique
direction—in the sense that all lines in the structure agree in their
direction—are possible candidates for representing causal sets. Call
such structures ‘one-way linear structures’.
Definition 4. 〈X ,Λ〉 is a one-way linear structure iff 〈X ,Λ〉 is a
linear structure such that:
(OWLS) For all 〈λ ,〉 ,〈λ ′,′〉 ∈ Λ, if |λ ∩λ ′| ≥ 2, then 〈λ ,〉
agrees with 〈λ ′,′〉.
Since in a one-way linear structure, all lines have the same direc-
tion, it is possible to define a relation of being before for points of
such a linear structure. Intuitively, the idea is that one point is be-
fore another point just in case some directed line leads from the first
to the second. The notion of leading from one point to the other can
be made precise as follows.
Definition 5. 〈λ ,〉 leads from x to y in 〈X ,Λ〉 iff 〈λ ,〉 is a line
in 〈X ,Λ〉 such that x,y ∈ λ and x≺ y.
Now we can state the intuitive idea above more precisely by spec-
ifying the operation for generating ordering relations from specific
linear structures.
Definition 6. For every one-way linear structure 〈X ,Λ〉, Λ:={〈x,y〉 ∈ X2 : x = y or some 〈λ ,〉 leads from x to y in 〈X ,Λ〉}.
8In essence, this idea is also employed by Maudlin (2010).
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Thereby, the first task (T1) is completed. We will now tackle the
second task (T2). Using Definition 5, we can formulate a further
condition one-way linear structures should satisfy in order to rep-
resent causal sets: they should not contain cycles. Not all one-
way linear structures satisfy this condition. For example, consider
a three-point set {a,b,c} endowed with three two-point lines: one




This is a one-way linear structure, but it is not acyclic. Therefore, an
additional condition guaranteeing acyclicity has to be introduced.
Definition 7. 〈X ,Λ〉 is an acyclic linear structure iff 〈X ,Λ〉 is a
one-way linear structure such that:
(TRANS) For all 〈λ ,〉 ,〈λ ′,′〉 ∈ Λ and for all x,y,z ∈ X , if
〈λ ,〉 leads from x to y and 〈λ ′,′〉 leads from y to
z, then there is a line 〈λ ′′,′′〉 ∈ Λ which leads from x
to z.
The additional condition TRANS rules out cycles in one-way linear
structures satisfying it. For instance, in the example above TRANS
is not satisfied because if it were, there had to be a line from a to
c and thus the linear structure would not be one-way. In general, it
can be shown by means of TRANS that for every acyclic one-way
linear structure 〈X ,Λ〉, the structure 〈X ,Λ〉 is a poset. Call it ‘the
poset corresponding to 〈X ,Λ〉’.
There is another condition for CS-like linear structures that can
be formulated using Definition 5. Of course, such linear structures
have to be discrete. Maudlin defines the notion of discreteness as
follows (2014, p. 80).
Definition 8. 〈X ,Λ〉 is a discrete linear structure iff 〈X ,Λ〉 is a lin-
ear structure such that for every 〈λ ,〉 ∈Λ and all x,y∈ λ : if x≺ y,
then {z ∈ λ : x≺ z≺ y} is finite.
That is, a linear structure is discrete iff all of its lines are locally
finite. It is tempting to regard all acyclic one-way linear structures
that are discrete in this sense as representatives of causal sets. How-
ever, that is not appropriate. There are pathological examples of
discrete acyclic one-way linear structures that have to be excluded.
For instance, consider the linear structure consisting (a) of the set
Xd of all points in the plane with integers as y-coordinates and (b)
the set Λd of linear orders arising from saturated chains in the poset
〈Xd ,d〉 that have at least two elements, where d is defined as
follows: 〈x,y〉 d 〈x′,y′〉 iff y ≤ y′ and 〈x,y〉 lies within the open
region enclosed by the straight line from 〈x′,y′〉 to 〈x′−1,y′−1〉
and the straight line from 〈x′,y′〉 to 〈x′+1,y′−1〉. This structure
is clearly acyclic and one-way.9 Furthermore, it is discrete in the
sense of Definition 8 because on every line in Λd , there are only
finitely many points between any pair of points on the line (due to
the restriction to integers as y-coordinates). However, for nearly all
lines and nearly all points on them there are infinitely many other
lines leading from one point to the other. So given two points on a
line that are not immediately after another, there are infinitely many
points between them. So it is impossible that a discrete acyclic one-
way linear structure like this one arises from a causal set because
causal sets are locally finite (CS3).
Therefore, a strictly stronger constraint than discreteness is needed.
A constraint that naturally comes to mind is that CS-like linear
structures should be finitary in the following sense.
Definition 9. 〈X ,Λ〉 is a finitary linear structure iff 〈X ,Λ〉 is a lin-
ear structure such that for all x,y ∈ X , if xΛ y, then {z ∈ X : xΛ
zΛ y} is finite.
This guarantees that CS3 holds. Now we are nearly there. Only one
final constraint is necessary. We need to relax splicing conditions
for lines in CS-like linear structures. Instead of requiring that there
are no lines as described in Maudlin’s condition LS3(c), we only
require that there are no lines which have infinitely many elements,
are closed and, moreover, have the properties specified in condi-
tion LS3(c).10 Call linear structures that are defined using this new
condition ‘full linear structures’.
Definition 10. 〈X ,Λ〉 is a full linear structure iff 〈X ,Λ〉 satisfies
LS1, LS2, LS4 and:
(LS3+) For all 〈λ ,〉 ,〈λ ′,′〉 ∈ Λ: 〈λ ∪λ ′,⊕′〉 ∈ Λ if there
is an x ∈ X such that
(a) λ ∩λ ′ = {x},
(b) x is a final endpoint of 〈λ ,〉 and an initial endpoint
of 〈λ ′,′〉 in 〈X ,Λ〉,
(c) there is no closed line 〈λ ′′,′′〉 in 〈X ,Λ〉 such that
λ ′′ is infinite, λ ′′⊆ (λ ∪λ ′)\{x} and λ ′′∩λ 6= /0 and
λ ′′∩λ ′ 6= /0.
It follows straightforwardly that every full linear structure is a lin-
ear structure (simpliciter). The restriction serves to rule out a small
class of pathological instances of finitary acyclic one-way linear
structures, namely those that do not contain all the lines they should.
A minimal example is given by a point set {a,b,c} endowed with
three two-point lines: one from a to b, one from b to c and one from
a to c.
9That 〈Xd ,Λd〉 is an acyclic one-way linear structure follows from Theorem 2 below, which will be demonstrated in the appendix.
10The additional requirement of being closed (having two endpoints) has the purpose of simplifying the application of the new condition. The underlying idea is that in
problematic scenarios, which can arise in continuous and rational structures (see Maudlin, 2014, p. 63), the following always holds: if there is a line with infinitely many




Note that the line from a to b and the line from b to c cannot be
spliced to form a line containing all three points because the seg-
ment axiom LS2 forbids its. The problem is that this structure could
not arise from a poset. A poset with a ≺ b ≺ c would yield as sat-
urated chains two two-point lines (a to b and b to c) and one three-
point line leading from a via b to c. The set containing only a and
c is not a saturated chain and hence does not represent a line. In or-
der to rule out linear structures of that kind, it is sufficient to allow
splicing lines such as those from a to b and from b to c in our ex-
ample. LS3+ does that. This creates the “missing” three-point line
and excludes the pathological short cut from a to c. The resulting
linear structure is full and, thus, can be generated by a poset.
The necessary conditions introduced so far are jointly sufficient.
So finally we can define the notion of ‘CS-like linear structure’ and
thereby complete the second task.
Definition 11. 〈X ,Λ〉 is a CS-like linear structure iff 〈X ,Λ〉 is a full
finitary acyclic one-way linear structure.
Let us turn to the third task (T3). We have defined an operation for
generating lines from causal sets and an operation for generating
an ordering relation from CS-like linear structures. Applying these
operations alternately should leave everything the same: the pro-
cedure must not add, remove or alter structural features. The next
theorem shows that this requirement is indeed met.
Theorem 1. (Fixed points)
(1) If 〈X ,〉 is a causal set, then 〈X ,〉= 〈X ,Λ〉.
(2) If 〈X ,Λ〉 is a CS-like linear structure, then 〈X ,Λ〉= 〈X ,ΛΛ〉.
This theorem completes the third task. So we can move on to task
T4, which consists in answering the questions whether the struc-
ture 〈X ,Λ〉 corresponding to a given causal set is a CS-like lin-
ear structure and whether the structure 〈X ,Λ〉 corresponding to a
given CS-like linear structure is a causal set.
The answer is yes. This follows from an important and more
general theorem, which says that every poset gives rise to a full
acyclic one-way linear structure and vice versa
Theorem 2. (Right kinds of structures)
(1) If 〈X ,Λ〉 is an acyclic one-way linear structure, then 〈X ,Λ〉
is a poset.
(2) If 〈X ,〉 is a poset, then 〈X ,Λ〉 is a full acyclic one-way
linear structure.
Theorem 2 can be used to generate linear structures from all kinds
of posets. I would like to emphasis that the theorem is not restricted
to the finitary or discrete case. For example, Minkowski spacetime
gives rise to a partial order of chronological precedence. By Theo-
rem 2, the saturated chains in that poset yield a full acyclic one-way
linear structure: the temporal linear structure of Minkowski space-
time. This linear structure is continuous rather than discrete.
With the help of Theorem 1 we can derive a consequence of
Theorem 2 that deals with the finitary case in particular. Thereby
the fourth task of this section is accomplished.
Theorem 3. (Causal sets and CS-like linear structures)
(1) If 〈X ,〉 is a causal set, then 〈X ,Λ〉 is a CS-like linear struc-
ture.
(2) If 〈X ,Λ〉 is a CS-like linear structure, then 〈X , Λ〉 is a
causal set.
We may note that, in the light of Theorem 1 and Theorem 3, the
mappings 〈X ,〉 7→ 〈X ,Λ〉 and 〈X ,Λ〉 7→ 〈X , Λ〉 are bijections
from the class of causal sets to the class of CS-like linear structures
and vice versa.
Let us pause here for a moment and reflect on the question
whether the choice of these mappings (i.e. methods of construct-
ing lines from orderings and orderings from lines) is sufficiently
supported by facts from Lorentzian geometry. For this purpose,
we turn to the continuous counterparts of causal sets and CS-like
linear structures. Every strongly causal spacetime manifold 〈M,g〉
induces on the one hand a poset 〈M,〉 and on the other hand a
continuous full acyclic one-way linear structure 〈M,Λ〉, where is
the relation of chronological precedence (or ‘causal connectibility’,
in Malament’s terms) and Λ is the class of images of future-directed
continuous timelike curves endowed with their natural ordering re-
lations.
Let us apply the same methods of constructing lines from or-
derings and orderings from lines that are used in the discrete case to
〈M,〉 and 〈M,Λ〉. For that purpose, we specify two mappings F
and G that correspond to the above mentioned bijective mappings
between causal sets and CS-like linear structures: F (〈M,〉) =
〈M,Λ〉, where Λ is the class of saturated chains in 〈M,〉 that
are complete w.r.t.;11 G(〈M,Λ〉) = 〈M,Λ〉, where xΛ y iff
some line in Λ leads from x to y.
Now the question is whether it possible that F (〈M,〉) yields
something different than 〈M,Λ〉 or that G(〈M,Λ〉) yields something
different than 〈M,〉? If this were possible, then one could object
that the methods of constructing lines from orderings and orderings
from lines chosen in the discrete case are not in harmony with and
cannot be motivated by what is going on at the level of Lorentzian
manifolds. It would be unclear whether they have any physical sig-
nificance.
Objections along these lines can be rebutted by the following
theorem, which shows that the mentioned problematic situations
are not possible after all.
11The assumption of completeness is needed to cope with singularities. In the case of causal sets, the completeness condition is trivially satisfied; it does not need to be
stated explicitly in Definition 3.
12I suspect that this result holds for a broader class than strongly causal spacetime manifolds as well. However, since I believe that spacetimes not being strongly causal
are of no particular interest in connection with Maudlin’s theory or causal set theory, I refrained from generalising this result.
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Theorem 4. If 〈M,g〉 is a strongly12 causal spacetime manifold,
then:
(1) F (〈M,〉) = 〈M,Λ〉 and G(〈M,Λ〉) = 〈M,〉.
(2) GF (〈M,〉) = 〈M,〉 and FG(〈M,Λ〉) = 〈M,Λ〉.
Now back to the open tasks. The fifth task (T5) consists in showing
that if there is a homomorphism between two causal sets, there is a
homomorphism between their corresponding CS-like linear struc-
tures as well. Conversely, we have to demonstrate that if two CS-
like linear structures are related by a homomorphism, then their
corresponding causal sets are related by a homomorphism too. Be-
fore we can do that, we have to specify the involved notions of
homomorphism. That is, we have to say which mappings count as
structure preserving.
There are two kinds of homomorphism concepts both for causal
sets and for CS-like linear structures. The concepts of the first kind
(‘order-preserving mapping’ and ‘quasi line-preserving mapping’)
are weaker, the concepts of the second kind (‘contiguity-preserving
mapping’ and ‘line-preserving mapping’) are stronger. Since it does
not make sense to say that one of the two pairs is the right one in
general, we introduce both kinds of concepts and show that T5 can
be accomplished for either of them.
The two morphism concepts for causal sets (or more generally
posets) are specified by the definitions below. Morphisms of the
first kind preserve only order, those of the second kind preserve
contiguity of points.13
Definition 12. f is an order-preserving mapping from 〈X ,〉 to
〈X ′,′〉 iff 〈X ,〉, 〈X ′,′〉 are posets and f is a mapping from X
to X ′ such that for all x,y ∈ X , if x y, then f (x)′ f (y).
From here on we use ‘xl y’ as abbreviation for ‘x ≺ y and there is
no z with x≺ z and z≺ y’.
Definition 13. f is a contiguity-preserving mapping from 〈X ,〉 to
〈X ′,′〉 iff 〈X ,〉, 〈X ′,′〉 are posets and f is a mapping from X
to X ′ such that for all x,y ∈ X , if xl y, then f (x)l′ f (y).
The two notions have a common core when applied to causal sets.
They are both generalisations of the same underlying isomorphism
concept. In the case of causal sets, f is an order-isomorphism just
in case f is a contiguity-isomorphism.
In the next step, we define the two morphism concepts for lin-
ear structures. To formulate the definitions concisely, it is conve-
nient to use the following notation. If f is a function from X to
X ′ and 〈X ,〉 is a poset, we write ‘ f ()’ for ‘{〈 f (u), f (v)〉 : u,v ∈
X and u v}’.
Definition 14. f is a quasi line-preserving mapping from 〈X ,Λ〉
to 〈X ′,Λ′〉 iff 〈X ,Λ〉, 〈X ′,Λ′〉 are linear structures and f is a map-
ping from X to X ′ such that for every 〈λ ,〉 ∈P(X)×P(X2), if
〈λ ,〉 ∈ Λ, then | f (λ ) | = 1 or there is a 〈λ ′,′〉 ∈ Λ′ such that
both f (λ )⊆ λ ′ and f ()⊆′.
Definition 15. f is a line-preserving mapping from 〈X ,Λ〉 to
〈X ′,Λ′〉 iff 〈X ,Λ〉, 〈X ′,Λ′〉 are linear structures and f is a map-
ping from X to X ′ such that for every 〈λ ,〉 ∈P(X)×P(X2), if
〈λ ,〉 ∈ Λ, then 〈 f (λ ), f ()〉 ∈ Λ′.
Now we prove that morphisms between causal sets are also mor-
phisms between the corresponding linear structures and vice versa
(irrespective of whether we use the morphism concepts of the first
or second kind).
Theorem 5. If 〈X ,〉 and 〈X ′,′〉 are causal sets, then:
(1) f is an order-preserving mapping from 〈X ,〉 to 〈X ′,′〉 iff f
is a quasi line-preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉.
(2) f is a contiguity-preserving mapping from 〈X ,〉 to 〈X ′,′〉
iff f is a line-preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉.
This result holds for isomorphisms as well. For causal sets and their
corresponding linear structures we have: f is an order-isomorphism
iff f is a line-isomorphism iff f is a contiguity-isomorphism iff f
is a quasi line-isomorphism. It also ties in with the situation in
Lorentzian geometry. Let 〈M,g〉 and 〈M′,g′〉 be strongly causal
spacetime manifolds. Then f is an order-isomorphism between
〈M,〉 and 〈M′,′〉 iff f is a line-isomorphism between 〈M,Λ〉
and 〈M′,Λ′〉. We get this as a corollary of Theorem 4. The left-to-
right direction has also been proved separately by Malament (1977,
p. 1401).
The results which have been established so far culminate in a
correspondence theorem for causal sets and CS-like linear struc-
tures and, hence, in the accomplishment of task six (T6). It is con-
venient to present this result in category theoretic clothing. Cate-
gory theory is a general framework for dealing with mathematical
structures and their morphisms on a very abstract level. Roughly
speaking, a category is a class of structures together with a class
of morphisms between these structures. Since the main result in
this section is exactly about the correspondence between classes of
structures and their morphisms, it suggests itself to formulate it in
category theoretic terms. Moreover, it has been proposed to iden-
tify theories with categories of models rather than with classes of
sentences or unstructured classes of models (see Halvorson, forth-
coming). This approach is motivated by the fact that there are very
natural category theoretic notions of theoretical equivalence if the-
ories are taken to be categories of models. The correspondence
theorem below will make use of such a notion of equivalence.
I cannot give an adequate introduction to category theory here.
Good introductions can be found in standard textbooks such as
those by MacLane (1998) and Awodey (2006). I only present two
definitions that are absolutely necessary for formulating and prov-
ing my main result. First, we have to define what a functor is. A
functor is just a morphism of categories (see MacLane, 1998, p. 13):
Definition 16. F is a functor from C to D iff C and D are cate-
gories, F maps every structure c in C to a structure F(c) in D and F
maps every arrow f : c→ c′ in C to an arrow F( f ) : F(c)→ F(c′)
in D so that
(a) F(1c) = 1F(c) for all c in C (1c is the identity arrow on c);
(b) F(g◦ f ) = F(g)◦F( f ) for all arrows g, f in C
where g◦ f is defined.
Using the notion of functor, we can define what it means that two
categories are isomorphic (see MacLane, 1998, p. 92):
13Note that the concept of contiguity of points is non-empty only for posets that are not order-dense. In particular, causal sets have a non-empty relation of contiguity.
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Definition 17. C and D are isomorphic categories iff there is a
functor F from C to D and there is a functor G from D to C such
that FG = 1D and GF = 1C (where 1C is the identity functor on C
and 1D is the identity functor on D).
Being isomorphic in this sense is the strictest form of equivalence
between categories (apart from identity). If two categories are iso-
morphic, they are structurally indiscernible from a category theo-
retic perspective. As the next theorem shows, the class of causal
sets and the class of CS-like linear structures give rise to isomor-
phic categories.
Theorem 6. (Correspondence theorem)
(1) Let CS be the category of causal sets with order-preserving
mappings as arrows and let LS be the category of CS-like lin-
ear structures with quasi line-preserving mappings as arrows.
Then CS and LS are isomorphic categories.
(2) Let CS∗ be the category of causal sets with contiguity-
preserving mappings as arrows and let LS∗ be the category
of CS-like linear structures with line-preserving mappings as
arrows. Then CS∗ and LS∗ are isomorphic categories.
The upshot of this section is that causal sets and CS-like linear
structures are indiscernible with respect to their purely structural
aspects. Causal set theory can be embedded into the more general
framework of the theory of linear structures.
4 Topological aspects of CS-like linear
structures
As pointed out in the introduction, the theory of linear structure is
intended to be a topological theory. So far I have said nothing about
the theory’s topological concepts. In this section, I introduce the no-
tions ‘open set’ and ‘closed set’ as defined in Maudlin’s framework.
Then I analyse what they boil down to when applied to CS-like lin-
ear structures and I demonstrate that CS-like linear structures can
be characterised purely in terms of standard topology.
4.1 The notions ‘open’ and ‘closed’ in the theory of
linear structures
Intuitively, a closed set is a set that includes its boundary (e.g. a
closed interval in R), whereas an open set is one that does not in-
clude its boundary (e.g. an open interval in R). In the theory of
linear structures, these intuitive notions of ‘open set’ and ‘closed
set’ are explicated by reference to lines that lie partly inside and
partly outside a set of points. Since lines are construed as linear
orders and therefore have directions, there are two perspectives on
a set: either we focus on those lines that start inside the set and lead
out of it, or we focus on those that start outside and lead into the set.
Depending on the perspective, we get two slightly different notions
of openness: (1) open as viewed from inside the set and (2) open
as viewed from outside the set. Roughly speaking, a subset σ of a
linear structure is open in the first sense (initial part open, IP-open)
iff the initial parts of lines that exit σ do not have final endpoints,
and it is open in the second sense (final part open, FP-open) iff the
final parts of lines entering σ do not have initial endpoints.
Let us make this more precise. Let σ be a subset of a linear
structure 〈X ,Λ〉 and let 〈λ ,〉 be a closed line in 〈X ,Λ〉 that has
its initial [final] endpoint x in σ and its final [initial] endpoint not
in σ . Then we say that α is the initial [final] part of 〈λ ,〉 in σ
just in case α = {z ∈ λ ∩σ : for all y with x  y  z,y ∈ σ} [or
α = {z ∈ λ ∩ σ : for all y with x  y  z,y ∈ σ}, respectively].
Note that either α contains only one point or 〈α,|α〉 is a seg-
ment of 〈λ ,〉 (cf. Maudlin, 2014, p. 116). Based on this, we can
state Maudlin’s explication of the notions of open set and closed set
(Maudlin, 2014, p. 116).
Definition 18. σ is an IP-open set [FP-open set] in 〈X ,Λ〉 iff for
every closed line 〈λ ,〉 in 〈X ,Λ〉 that has its initial [final] endpoint
in σ and its final [initial] endpoint outside σ : if α is the initial part
of 〈λ ,〉 in σ , then 〈α,|α〉 is a half-open line in 〈X ,Λ〉 (for all
α).14
Definition 19. σ is an IP-closed set [FP-closed set] in 〈X ,Λ〉
iff for every closed line 〈λ ,〉 in 〈X ,Λ〉 that has its ini-
tial [final] endpoint in σ and its final [initial] endpoint out-
side σ : if α is the initial [final] part of 〈λ ,〉 in σ ,
then either |α| = 1 or 〈α,|α〉 is a closed line in 〈X ,Λ〉
(for all α).
For undirected linear structures, the notion ‘IP-open set’ coincides
with ‘FP-open set’ and the notion ‘IP-closed set’ coincides with
‘FP-closed set’. A linear structure is undirected just in case for ev-
ery line 〈λ ,〉 in it, the inverse order 〈λ ,〉 is a line too. Many
interesting linear structures satisfy that constraint. Since one-way
linear structures are not undirected, the difference matters in the
present case.
It turns out that for any linear structure, the class of its IP-open
sets satisfies the usual principles for open sets from standard topol-
ogy. That is: finite intersections of IP-open sets are IP-open, ar-
bitrary unions of IP-open sets are IP-open, the empty set and the
whole domain are IP-open. The same holds for the class of FP-open
sets too. So every linear structure induces at least one topological
space (cf. Maudlin, 2014, p. 99).
In general, the class of IP-closed sets in a given linear struc-
ture does not automatically satisfy the axioms for closed sets from
standard topology. Maudlin regards that as a virtue of his theory.
He specifies conditions under which the IP-closed sets are exactly
the complements of the IP-open sets and, hence, satisfy the usual
axioms. This is the case for all undirected continuous linear struc-
tures.15 Again, the same applies to FP-closed sets as well.
14Maudlin also uses two other notions of open set: ‘outward open set’ and ‘inward open set’. They are defined in a different way. However, it can easily be shown that
for every linear structure 〈X ,Λ〉 and every σ ⊆ X : (a) σ is an outward open set in 〈X ,Λ〉 iff it is IP-open in 〈X ,Λ〉, and (b) σ is an inward open set in 〈X ,Λ〉 iff it is FP-open
in 〈X ,Λ〉. Hence, it is justified to use only the terms ‘IP-open set’ and ‘FP-open set’ for the sake of unification.
15So from the point of view of Maudlin’s theory, the explications of ‘open set’ and ‘closed set’ as given in standard topology can be explained or justified by the following
two facts. (1) In continuous undirected linear structures, the IP-open sets satisfy the usual principles from standard topology and a set is IP-open iff it is FP-open iff its
complement is IP-closed iff its complement is FP-closed. (2) Standard topology was mainly developed for studying continuous structures (that can be represented by
undirected continuous linear structures).
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In discrete linear structures all sets are both IP-closed and FP-
closed. However, not all sets are IP-open or FP-open in discrete lin-
ear structures. So there is not the usual connection between the con-
cepts ‘open’ and ‘closed’ in such structures (for details see Maudlin,
2014, chapter 3). In particular, this holds for CS-like linear struc-
tures. The closed sets carry no topological information (apart from
the structure being discrete), but the open sets do carry additional
topological information.
In view of the correspondence theorem in section 3, this gives
rise to the question whether and how the class of topological spaces
induced by CS-like linear structures via their open sets can be char-
acterised in terms of standard topology. In the following subsection,
I provide an answer to that question.
4.2 The relation with Alexandrov topologies
In the following, I compare Maudlin’s concept of IP-open set to
concepts familiar from standard topology. Let us begin by exam-
ining the relevant concepts from standard topology. Pavel Alexan-
drov (1935, 1937) introduced a class of topological spaces which he
called ‘diskrete Ra¨ume’ (German for ‘discrete spaces’) and which
are nowadays known as ‘Alexandrov spaces’.
Definition 20. 〈X ,O〉 is an Alexandrov space iff 〈X ,O〉 is a topo-
logical space such that arbitrary intersections of open sets are open,
i.e. for all subsetsF of O:
⋂
F ∈ O .
It is well known that the category of Alexandrov spaces (with con-
tinuous functions as arrows) is isomorphic to the category of pre-
orders (with order-preserving mappings as arrows). So every pre-
order induces a topology (its so-called Alexandrov topology). Since
causal sets are preorders, they induce such topologies too. Here are
the details. Let 〈X ,-〉 be a preorder. Then the upper and lower sets
in 〈X ,-〉 are specified as follows.
↑- (σ) := {x : there is a y ∈ σ with y- x}.
↓- (σ) := {x : there is a y ∈ σ with x- y}.
For any preorder 〈X ,-〉, the Alexandrov topology on 〈X ,-〉 is the
class
{↑- (σ) : σ ⊆ X}. If 〈X ,-〉 is a preorder, then X endowed
with the Alexandrov topology on 〈X ,-〉 is a topological space,
namely an Alexandrov space.
Now we have the following situation. CS-like linear structures
and causal sets are isomorphic categories. CS-like linear structures
give rise to the topologies of their IP-open sets, whereas causal sets
give rise to their Alexandrov topologies. So the question arises
whether there is a relation between the topology of IP-open sets
of a given CS-like linear structure and the Alexandrov topology on
the corresponding causal set. The answer is affirmative: in fact, the
two topologies coincide.
Theorem 7. (IP-open sets & Alexandrov topology)
(1) If 〈X ,Λ〉 is a CS-like linear structure, then the class of IP-
open sets in 〈X ,Λ〉 is identical to the Alexandrov topology on
the causal set 〈X ,Λ〉.16
(2) If 〈X ,〉 is a causal set, then the Alexandrov topology on
〈X ,〉 is identical to the class of IP-open sets in the linear
structure 〈X ,Λ〉.
I regard this result as interesting because—prima facie—it is by no
means clear that Maudlin’s concept of ‘IP-open set’ leads to some-
thing so familiar in the discrete case. Furthermore, the result can
be used to give a full characterisation of CS-like linear structures in
terms of standard topology.
In order to achieve that, I first develop a characterisation of
causal sets purely in terms of standard topology. The idea is to sin-
gle out exactly those Alexandrov spaces that correspond to causal
sets. To do this a new notion has to be introduced. Every point
in an Alexandrov space T has a smallest open neighbourhood: let
nbh(σ) be the intersection of all open sets of T which contain σ .
Let cl (σ) be the closure of σ in T . Using these notions, we can
define the following class of topological spaces.
Definition 21. 〈X ,O〉 is a strongly finitary space iff 〈X ,O〉 is a T0
Alexandrov space such that for all x,y ∈ X : nbh({x})∩ cl ({y}) is
finite.
It can be shown easily that the category of strongly finitary spaces
is isomorphic to the category of causal sets.
Theorem 8. Let SFS be the category of strongly finitary spaces
with continuous functions as arrows and let CS be the category of
causal sets with order-preserving mappings. Then SFS and CS are
isomorphic categories.
An immediate consequence is that CS-like linear structures are cat-
egory theoretically isomorphic to strongly finitary spaces and there-
fore to a proper subcategory of topological spaces.
Corollary. The category LS of CS-like linear structures with quasi
line-preserving mappings as arrows is also isomorphic to the cate-
gory SFS of strongly finitary spaces.
Thus, CS-like linear structures can be characterised purely in terms
of standard topology.
This in mind, let us compare the notions of open and closed in
CS-like linear structures (as given by Maudlin’s definitions) to the
notions of open and closed in strongly finitary spaces.
Theorem 9. Let 〈X ,Λ〉 be a CS-like linear structure and let 〈X ,OΛ〉
be the corresponding strongly finitary space (as given by the functor
which exists in virtue of the above corollary).
(1) σ is IP-open in 〈X ,Λ〉 iff σ is open in 〈X ,OΛ〉.
(2) σ is FP-open in 〈X ,Λ〉 iff σ is closed in 〈X ,OΛ〉.
(3) σ is IP-closed in 〈X ,Λ〉 iff σ is FP-closed in 〈X ,Λ〉 iff σ is an
arbitrary subset of X.
That CS-like linear structures are discrete is reflected by the fact
that every subset is closed in them (in both of Maudlin’s senses of
the word). Intuitively speaking, all sets contain their own boundary
where there is a boundary at all. According to Maudlin’s theory,
CS-like linear structures nonetheless contain non-trivial open sets
as well, namely those open into the future (having the form ↑ (σ))
and those open into the past (having the form ↓ (σ)). Of course,
this is not possible in standard topology. There, the sets open into
the past must be counted as closed if those open into the future are
counted as open. But since for every Alexandrov topology, there
16The reason is that the IP-open sets of a CS-like linear structure are exactly the upper sets in the corresponding causal set.
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is also a dual Alexandrov topology with the closed sets of the first
as open sets, we are free to choose whether we want to count the
ones or the others as open sets. These two different perspectives are
represented in Maudlin’s theory by explicitly counting both kinds
of sets as open, but as open in different ways. This suggests that the
theory of linear structures allows in some sense a more fine-grained
analysis of topological structure on causal sets.
Yet, the upshot of this section is that everything Maudlin’s the-
ory can say about structural features causal sets via CS-like linear
structures can also be expressed in terms of standard topology. So
Maudlin’s theory is not essentially richer in expressiveness when it
comes to causal sets. However, the converse holds as well. What
can be said about structural features of causal sets within standard
topology can also be expressed in terms of the theory of linear struc-
tures. In the next subsection, I apply this result to show how a
salient kind of topology on causal sets (that is different from the
Alexandrov topology specified above) can be characterised in the
theory of linear structures.
4.3 The relation with Alexandrov-interval topolo-
gies
It is important to note that, in physics, the word ‘Alexandrov topol-
ogy’ is often used for topologies of a kind different from that in-
troduced in the previous section 4.2. Used in this sense, the no-
tion appears in the literature on causality conditions for space-
time manifolds17 and also in the literature on causal set theory18.
The topologies referred to in those contexts were introduced by
Alexandr Alexandrov (1950, 1953), who must not be confused with
Pavel Alexandrov from the previous section.19 To avoid confusions,
I will from now on refer to topologies in the sense of Alexandr
Alexandrov as ‘Alexandrov-interval topologies’. They are defined
as follows. Let 〈M,g〉 be a Lorentzian spacetime manifold with-
out closed timelike curves and let  be the strict partial ordering
of chronological precedence that is induced by 〈M,g〉. Then the
Alexandrov-interval topology on M is the coarsest topology con-
taining both ↑ (σ) and ↓ (σ) for all σ ⊆M.20
It is well-known that for strongly causal spacetime mani-
folds, the Alexandrov-interval topology coincides with the mani-
fold topology. Intuitively, strongly causal spacetime manifolds con-
tain neither closed nor almost closed timelike and causal curves.
Since causal sets are intended to be the discrete counterparts of such
manifolds, the question arises whether the Alexandrov-interval
topology on a causal set can be described in terms of Maudlin’s
topological concepts. To answer this question, we first need a gener-
alisation of the concept that can be applied to causal sets: we define
the Alexandrov-interval topology on a poset 〈X ,〉 to be the coars-
est topology on X containing both ↑≺ (σ) and ↓≺ (σ) for σ ⊆ X .21
Now we can show how it is possible to characterise the
Alexandrov-interval topology on a given causal set in terms of the
theory of linear structures. At first glance, one might suspect that
the Alexandrov-interval topology on a causal set coincides with
the coarsest topology containing both the IP-open and the FP-open
sets of the corresponding linear structure (which would be the dis-
crete topology). But this is not the case. It rather corresponds to
the coarsest topology containing the sets arising from IP-open and
FP-open sets of the corresponding linear structure by deleting their
minimal and maximal elements, respectively.
Theorem 10. Let 〈X ,〉 be a causal set. Then its Alexandrov-
interval topology is identical to the coarsest topology on X con-
taining:
(a) σ \min (σ) for every IP-open set σ in 〈X ,Λ〉;
(b) σ \max (σ) for every FP-open set σ in 〈X ,Λ〉.
The situation in Lorentzian geometry is not completely analogous.
In general, the Alexandrov-interval topology and the manifold
topology of a strongly causal spacetime manifold 〈M,g〉 are proper
subsets of the coarsest topology on M containing: (a) σ \min (σ)
for every IP-open set σ in 〈M,Λ〉 and (b) σ \max (σ) for every
FP-open set σ in 〈M,Λ〉.
5 Discussion of the results
The main theorems of this paper clarify how causal set theory is
related to the theory of linear structures: causal set theory can be
embedded into the theory of linear structures. Note that this result
does not stand in tension with the fact that Maudlin prefers discrete
linear structures different from CS-like linear structures in his own
approach to discrete spacetime, which has not been published up to
now. According to Maudlin, the difference between causal sets and
his preferred models is that the fundamental structure in causal sets
is chronological, whereas in his alternative approach the fundamen-
tal structure is given by light-like relations. So causal sets should
not be expected to correspond to his discrete models of spacetime.
The following question naturally comes to mind then: what exactly
is the formal relationship between CS-like linear structures and the
discrete linear structures preferred by Maudlin? In order to answer
this question thoroughly, the explication of ‘CS-like linear struc-
ture’ can be helpful. As soon as Maudlin lays down an exact char-
acterisation of his preferred discrete linear structures, the results of
this paper will allow to investigate how big the formal difference to
CS-like linear structures actually is. Is the class of Maudlin’s pre-
ferred discrete linear structures contained in the class of full finitary
acyclic one-way linear structures or are these classes disjoint? Are
Maudlin’s preferred structures also characterisable in terms of stan-
dard topology? These and similar questions need to be addressed.
Apart from clarifying the formal relationship between causal set
theory and the theory of linear structures, the results are relevant for
the following reasons:
(1) Maudlin argues that dealing with the problem of how con-
tinua and discrete structures can approximate each other is easier
17E.g. Kronheimer and Penrose (1967); Hawking and Ellis (1973); Malament (1977).
18E.g. Bombelli et al. (1987); Major et al. (2007); Dowker (2013)).
19It is a mere coincidence that the Alexandrov-interval topology (due to Alexandr Alexandrov) is similar to the Alexandrov topology (due to Pavel Alexandrov).
20The set ↑ (σ) := {x ∈M : there is a y ∈M with y x} is the chronological future of σ , usually denoted by ‘I+ (σ)’, and the set ↓ (σ) :=
{x ∈M : there is a y ∈M with y x} is the chronological past of σ , also denoted by ‘I− (σ)’.
21The reason why I call it ‘Alexandrov-interval topology’ lies in the following fact. For any poset 〈X ,〉, the so-called Alexandrov intervals of the form
{z ∈ X : x≺ z and z≺ y} constitute a basis for the Alexandrov-interval topology on the poset (provided that the poset has neither minimal nor maximal elements).
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in the theory of linear structures than in the framework of standard
topology (cf. 2014, chapter 9). So if Maudlin is right about that,
the theory of linear structures might help to tackle the inverse prob-
lem of causal set theory, which is exactly a problem of the men-
tioned kind. The problem consists in characterising those causal
sets that approximate spacetime manifolds, where the characteris-
ing constraints have to be formulated purely by means of the primi-
tive relation and what is definable in terms of it (cf. Smolin 2006).
As has been established in this paper (Theorem 6), there is a class
of discrete linear structures corresponding to causal sets. So if we
can specify a class of continuous linear structures that correspond
to strongly causal spacetime manifolds (via future-directed contin-
uous timelike curves) and characterise it purely in terms of the the-
ory of linear structures, the inverse problem can be translated into
a problem entirely within the theory of linear structures. The aim
then is to find a set of constraints such that it is possible to faithfully
embed any CS-like linear structure satisfying these constraints into
a corresponding continuous acyclic one-way linear structure of ap-
propriate kind. Of course, the notion of faithful embedding used
in this context has to be made precise. It suggests itself to expli-
cate it directly in terms of lines because this relation of faithful em-
beddability holds between linear structures rather than posets and
Lorentzian manifolds. Whether all this can be accomplished and
a solution to the inverse problem can actually be achieved using
the theory of linear structures is an open question. In light of the
main results of this paper, it suggests itself that proponents of the
theory of linear structures should tackle that open problem. To this
end, it might be helpful to divide the route from discrete to contin-
uous linear structures into two stages: from discrete to dense and
from dense to continuous linear structures. Concerning the second
stage, proponents of the theory of linear structures should scruti-
nise the work of Sen (2010, part I). Sen defines a class of linear
structures in which all lines are dense but in general not complete.
Then he shows how a completion procedure for such structures can
be carried out. Finally, Sen provides sufficient conditions under
which linear structures of that kind can be densely and uniformly
embedded into corresponding manifolds. These results could prove
themselves useful if it is possible to accomplish the first stage by
finding conditions for CS-like linear structures under which they
can be faithfully embedded into appropriate dense linear structures
(where the notion of faithful embedding should be explicated in
terms of lines). This would connect the theory of linear structures
with existing literature that Maudlin has not taken into account up
to now.22
(2) The results are relevant for evaluating the theory of linear
structures. Its value depends on whether it is true that: (a) its
conceptual framework is as expressive as that of standard topol-
ogy when it comes to describing well-known continuous as well
as discrete structures such as Minkowski spaces, Lorentzian space-
time manifolds and causal sets; (b) it is even more expressive or
fruitful when it comes to analysing topological aspects of some dis-
crete structures that are or at least could be seriously considered as
models of spacetime in physics. (Toy examples of discrete struc-
tures such as the square lattice, which are discusses several times in
Maudlin’s book (2014), are not sufficient to make a good case for
the theory of linear structures.)
A criterion for the satisfaction of (2a) is whether well-known
structures such as those mentioned above can be characterised
purely in terms of the theory of linear structures. Theorem 6 pro-
vides a characterisation result for causal sets and Theorem 9 shows
that, in this particular case, Maudlin’s definitions of topological no-
tions yield a plausible outcome. This partially supports (2a). So
the results of this paper constitute a first step towards evaluating
(2a); and their proofs provide a general approach for treating sim-
ilar characterisation problems. It is an open question whether the
other kinds of structures mentioned above can be adequately treated
in Maudlin’s framework. Thus, no definite judgement about the sat-
isfaction of (2a) can be made at this point.
A criterion for the satisfaction of (2b) is given by (1). If the the-
ory of linear structures indeed helps to solve the inverse problem, it
is thereby proven fruitful in the sense of (2b). This is a crucial point
because, up to now, we have no positive support for (2b) whatso-
ever. In particular, we know from the corollary of Theorem 8 that
CS-like linear structures can also be characterised purely in terms of
standard topology. So concerning the structural features of causal
sets, the theory of linear structures is not more expressive than stan-
dard topology. Therefore, my result partially undermines (2b): the
disjunct of (2b) that concerns expressiveness can be ruled out for
causal sets. Thus, the result raises a challenge for proponents of
Maudlin’s theory to prove it fruitful. They have to show that it
is either (i) more fruitful than standard topology when it comes to
analysing causal sets, e.g. by contributing to a solution to the inverse
problem or (ii) more expressive or fruitful w.r.t. discrete structures
other than causal sets that are physically relevant (e.g. Maudlin’s
own discrete models of spacetime).
To avoid misunderstandings one remark is in order here. It sug-
gests itself to infer from the corollary of Theorem 8 that it is impos-
sible that Maudlin’s theory can help treating the inverse problem,
since all structural features of causal sets that can be described in
the theory of linear structures can also be described by means of
standard topology. Then the challenge presented in (1) would not be
an open problem after all. However, that inference is not valid. The
reason is that the conceptual resources of the theory of linear struc-
tures are not limited to describing the structure of causal sets (and
neither is standard topology). So although the theory of linear struc-
tures is not more expressive than standard topology when it comes
to structural features of causal sets, it might still be more expressive
or fruitful than standard topology when it comes to analysing the
relation between causal sets (CS-like linear structures) and certain
spacetime manifolds (manifold-like linear structures). A possible
reason for this could lie in its unified treatment of discrete and con-
tinuous structures in one conceptual framework. So whether the
theory of linear structures can help treating the inverse problem is
really an open question and a proper challenge for Maudlin’s the-
ory. In light of (2b), it seems to be an interesting new strand of
research—irrespective of what the answer will be.
22Furthermore, Martin and Panangaden (2012) have done similar work for dense posets rather than dense linear structures. They show how to reconstruct a spacetime
manifold from a countable subset that is dense in the manifold w.r.t. causal order. In view of Theorem 2, it is not at all surprising that both paths (the one via lines and
the other via order) have been pursued and that they lead to quite similar results. What is surprising is that the two paths do not cross: Sen does not refer to Martin and
Panangaden and vice versa.
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(3) Furthermore, the results establish a connection between
lines and order that has consequences for Maudlin’s programme.
Maudlin presents the theory of linear structures as an alternative to
standard topology, but it can also be seen as a competitor of space-
time theories that take chronological or causal order as primitive
(e.g. causal theories of time). The reason is that the primarily in-
tended models of Maudlin’s theory are those in which lines are di-
rected and represent temporal succession: recall that the theory of
linear structures is intended to give us models of physical spacetime
and Maudlin (2010) argues that it is the temporal linear structure
of physical spacetime that is fundamental. These primary models
will be full acyclic one-way linear structures (given mild assump-
tions). However, there will also be corresponding partial orderings
encoding the same structural information. So we have no reason
to think that the theory of linear structures is superior to theories
based on chronological/causal order because there is a precise way
of translating between order and linear structure (cf. Theorems 1, 2,
3 and 4). Thus, arguing whether linear structure or order is primitive
would be a merely verbal dispute. In essence, taking chronologi-
cal/causal order as primitive and deriving the corresponding linear
structure from it amounts to the same as taking chronological/causal
lines as primitive and deriving the corresponding partial order.23 So
in the end, Maudlin’s programme will suffer from similar problems
as those that causal theories of time are beset with.
6 Conclusions
The following principal results have been achieved in this paper.
First, the question how the theory of linear structures is related to
causal set theory has been settled by showing that the category of
causal sets is isomorphic to a proper subcategory of linear structures
(Theorem 6). Second, the question how the theory of linear struc-
tures is related to standard topology in the special case of CS-like
linear structures has been approached by first showing that the cate-
gory of causal sets is isomorphic to a category of topological spaces
(strongly finitary spaces) and then inferring that the category of CS-
like linear structures is isomorphic to the category of strongly fini-
tary spaces too (corollary to Theorem 8). Third, I have determined
what Maudlin’s topological concepts boil down to in the case of
CS-like linear structures and how they relate to corresponding con-
cepts of standard topology (Theorems 9, 10). Finally, I discussed
the philosophical relevance of these theorems. Finally, I have dis-
cussed why these results are relevant for evaluating Maudlin’s the-
ory and raised a challenge for its proponents.
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Appendix (Proofs)
It is useful to have the following nine lemmata at hand.
Lemma 1. (Hausdorff maximal principle) If σ is a chain in a poset
〈X ,〉, then there is a maximal chain σ ′ in 〈X ,〉 such that σ ⊆ σ ′.
Remark: σ is a maximal chain in 〈X ,〉 iff σ is a chain in 〈X ,〉
and there is no chain σ ′ in 〈X ,〉 such that σ ⊂ σ ′.
Lemma 2. If σ is a maximal chain in 〈X ,〉, then σ is a saturated
chain in 〈X ,〉.
Given that 〈X ,〉 is a linear order and x,y ∈ X , we use the follow-
ing notation: [x,y] := {z ∈ X : x  z  y}. Of course, it follows
immediately that [x,y] is a closed interval of 〈X ,〉 if 〈X ,〉 is a
linear order, x,y ∈ X and x≺ y.
Lemma 3. If 〈X ,Λ〉 is a linear structure, 〈λ ,〉 ∈ Λ, x,y ∈ λ and
x≺ y, then: 〈[x,y] ,|[x,y]〉 is a line in 〈X ,Λ〉 that leads from x to
y and has x as initial endpoint and y as final endpoint.
Lemma 4. If 〈X ,Λ〉 is a one-way linear structure and 〈λ ,〉 ∈ Λ,
then =Λ|λ .
Lemma 5. (Associativity of ⊕) Let 〈X ,〉, 〈Y,′〉, 〈Z,′′〉 be lin-
ear orders such that: (a) either X ∩Y is empty or it has exactly
one element, which is a final endpoint of 〈X ,〉 and an initial end-
point of 〈Y,′〉; (b) either Y ∩Z is empty or it has exactly one ele-
ment, which is a final endpoint of 〈Y,′〉 and an initial endpoint of
〈Z,′′〉. Then: ⊕(′ ⊕′′) = (⊕′)⊕′′.
Lemma 6. If 〈X ,〉 is a linear order, then σ is a saturated chain
in 〈X ,〉 iff σ is an interval of 〈X ,〉.
Lemma 7. If σ is a saturated chain in 〈X ,〉 and σ ′ ⊆ σ , then:
(1) σ ′ is a saturated chain in 〈X ,〉 iff σ ′ is a saturated chain in
〈σ ,|σ 〉.
(2) σ ′ is a saturated chain in 〈X ,〉 iff σ ′ is an interval of
〈σ ,|σ 〉.
Lemma 8. If 〈X ,〉 is a a poset and σ is a finite chain in a 〈X ,〉,
then σ has a greatest and a least element in 〈X ,〉. (see Birkhoff,
1948, p. 4)
Lemma 9. If 〈X ,〉 is a linear order and 〈X ′,′〉 is a poset such
that X ⊆ X ′ and ⊆′, then =′|X .
Theorem 1. (Fixed points)
(1) If 〈X ,〉 is a causal set, then 〈X ,〉= 〈X ,Λ〉.
(2) If 〈X ,Λ〉 is a CS-like linear structure, then 〈X ,Λ〉= 〈X ,ΛΛ〉.
23In Lorentzian geometry, order is derived from timelike and causal lines. Yet, timelike and causal lines are not primitive in that framework: they are defined in terms of
the metric. Maudlin’s programme ties in with the fact that lines are conceptually prior to order in Lorentzian geometry, but it is not sufficiently justified by that fact. The big
and controversial question is not whether order is defined in terms of lines or the other way round, but rather whether lines (or order) can be taken as primitive in a theory
of spacetime.
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Proof. (1) The following sequence of equivalences holds:










x,y ∈ λ and x ≺|λ y ] iff [x = y or x ≺ y]. For the last equivalence
use Lemma 1 and Lemma 2.
(2) (⊆) Let 〈λ ,〉 ∈ Λ. We have to show that (a) =Λ|λ
and (b) λ is a saturated chain in 〈X ,Λ〉. Part (a) follows from
Lemma 4. Concerning (b): Since 〈λ ,〉 is a linear order, it follows
from (a) that λ is a chain in 〈X ,Λ〉. It is left to show that λ is also
saturated. Let x ∈ X , x /∈ λ and assume that there are u,v ∈ λ such
that u≺Λ x≺Λ v. Then we have to show that λ ∪{x} is not a chain
in 〈X ,Λ〉, i.e. that there is a z∈ λ such that zΛ x and xΛ z. As-
sume for reductio that for every z∈ λ , zΛ x or xΛ z. Then for all
z∈ λ , z≺Λ x or x≺Λ z because x /∈ λ . Now let α = {z∈ λ : x≺Λ z}
and β = {z ∈ λ : z ≺Λ x}. Using (a) we can conclude that both α
and β are intervals of 〈λ ,〉. Now one can construct a line 〈λ ∗,∗〉
from α , β and x such that 〈λ ,〉 is a segment of 〈λ ∗,∗〉 and
〈λ ,〉 is not a directed interval of 〈λ ∗,∗〉. One has to use the fact
that 〈X ,Λ〉 is CS-like, LS2, Lemma 8, Lemma 3 and Lemma 5.
(⊇) Conversely, let 〈λ ,〉 ∈ ΛΛ . Then by Definition 3:
=Λ|λ and λ is a saturated chain in 〈X ,Λ〉. We show that
〈λ ,〉 ∈ Λ. Using LS4, it is sufficient to show that for all 〈λ ′,′〉:
〈λ ′,′〉 is a closed directed line in 〈X ,Λ〉 and codirectional with
〈λ ,〉 and λ ′ ⊆ λ iff 〈λ ′,′〉 is a closed directed interval in 〈λ ,〉
such that |λ ′| ≥ 2. The left-to-right direction follows from the first
part of the proof (⊆) and Lemma 7. For the right-to-left direc-
tion let 〈λ ′,′〉 be a closed directed interval of 〈λ ,〉 such that
|λ ′| ≥ 2. It follows that λ ′ is finite because it has a minimal and a
maximal element, 〈X ,Λ〉 is finitary and =Λ|λ . Lemma 7 yields
that λ ′ is a saturated chain in 〈X ,Λ〉. So λ ′ consists of finitely
many points x1, . . . ,xn with xi ′ xi+1. Using Lemma 3 and the
fact that λ ′ is a saturated chain in 〈X ,Λ〉 it can be shown that
Mi := 〈{xi,xi+1},{〈xi,xi+1〉}〉 is a minimal line in 〈X ,Λ〉 for every
i ∈ {1, . . . ,n− 1}. Splice the minimal lines M1, . . . ,Mn by repeat-
edly applying LS3+. The result is a line in Λ and it can be shown
to be identical with 〈λ ′,′〉 (by means of TRANS). It follows that
〈λ ′,′〉 is a closed line in 〈X ,Λ〉 with λ ′ ⊆ λ and it is codirectional
with 〈λ ,〉 because it is an interval.
Theorem 2. (Right kinds of structures)
(1) If 〈X ,Λ〉 is an acyclic one-way linear structure, then 〈X ,Λ〉
is a poset.
(2) If 〈X ,〉 is a poset, then 〈X ,Λ〉 is a full acyclic one-way
linear structure.
Proof. (1) Use Definition 6 and the fact that 〈X ,Λ〉 satisfies OWLS
(for anti-symmetry) and TRANS (for transitivity). Reflexivity is
trivial.
(2) LS1 follows immediately by using Lemma 6. (LS2) Let
〈λ ,|λ 〉 ∈ Λ and let 〈λ ′,′〉 be such that λ ′ ⊆ λ . We have to
show that (a) 〈λ ′,′〉 is a directed segment of 〈λ ,|λ 〉 in 〈X ,Λ〉
iff 〈λ ′,′〉 is a directed interval of 〈λ ,|λ 〉, and (b) 〈λ ′,′〉 is an
inverse segment of 〈λ ,|λ 〉 in 〈X ,Λ〉 iff 〈λ ′,′〉 ∈ Λ and 〈λ ′,′〉
is not a directed interval of 〈λ ,|λ 〉. That (a) holds follows from
Lemma 7, Lemma 6 and the fact that LS1 is satisfied. The left-to-
right direction of (b) follows from (a); and the right-to-left direc-
tion can be shown by proving that the antecedent cannot be satis-
fied (use Lemma 7). (LS3+) By definition of ‘Λ’ it is sufficient
to show that λ ∪λ ′ is a saturated chain in 〈X ,〉, |λ ∪λ ′| ≥ 2 and
⊕′ = |λ∪λ ′ . The proofs are straightforward (use the defini-
tion of ‘⊕’). (LS4) Let 〈λ ,∗〉 be a linear order such that λ ⊆ X ,
|λ | ≥ 2 and assume that for all 〈λ ′,′〉: 〈λ ′,′〉 is a closed line
in 〈X ,Λ〉, codirectional with 〈λ ,∗〉 and λ ′ ⊆ λ iff 〈λ ′,′〉 is a
closed directed interval of 〈λ ,∗〉 such that |λ ′| ≥ 2. Using The-
orem 1, we get that ∗⊆|λ . Lemma 9 yields that λ is a chain
in 〈X ,〉 and ∗=|λ . It follows easily that λ is saturated in
〈X ,〉. (OWLS) This is trivially satisfied due to the definition
of ‘Λ’. (TRANS) Suppose that 〈λ ,|λ 〉 leads from x to y and
〈λ ′,|λ ′〉 leads from y to z. Now let µ = {u ∈ λ : x  u  y} and
µ ′ = {v ∈ λ ′ : y v z}. LS2 yields that 〈µ,|µ〉 and 〈µ ′,|µ ′〉
are segments of 〈λ ,|λ 〉 and 〈λ ′,|λ ′〉, respectively. Hence, they
are members of Λ. It follows that
〈





µ ∪µ ′,|µ ⊕|µ ′
〉
leads from x to z.
Lemma 10. A linear order 〈λ ,≺〉 is order-isomorphic to a real in-
terval iff it is complete and it has a countable subset that is dense
in 〈λ ,≺〉.
Proof. This result can be found in Luce et al. (1990, Theorem 7)
and a slightly different version of it in Rosenstein (1982, Theo-
rem 2.30), where a proof is given.
For the next two lemmata, let 〈M,g〉 be a strongly causal Lorentzian
spacetime manifold and the relation of chronological precedence
(i.e. x y iff y ∈ I+ (x) for all x,y ∈M).
Lemma 11. If λ is a saturated chain in 〈M,〉 that is complete
w.r.t., then 〈λ ,|λ 〉 is order-isomorphic to a real interval.
Proof. Using Lemma 10, we only need to show that λ has a count-
able subset that is dense in 〈λ ,|λ 〉. Since spacetime manifolds
are assumed to be paracompact (see Hawking) and every paracom-
pact connected Hausdorff manifold is second countable, M is sec-
ond countable. Every subspace of a second countable space is sec-
ond countable. So λ endowed with its subspace topology is second
countable too. Second countability implies separability. So the sub-
space topology on λ is separable and, thus, there is a countable sub-
set µ of λ such that for every non-empty open set O in the subspace
topology on λ , there is an x ∈ µ such that x ∈ O.
By means of that, we show that µ is dense in the ordering
〈λ ,|λ 〉. Let u,v ∈ λ and u v. Clearly, I+ (u)∩ I− (v) is open
in M. Therefore, λ ∩ I+ (u)∩ I− (v) is open in the subspace topol-
ogy on λ . Moreover, λ ∩ I+ (u)∩ I− (v) is non-empty. Otherwise
no w with u w v would be element of λ and then λ would
not be a saturated chain, in contradiction to the assumption. So
it follows from above (separability) that there is an x ∈ µ such that
x∈ λ ∩ I+ (u)∩ I− (v). Hence there is an x∈ µ with u x v.
Lemma 12. Let I a real interval and λ ⊆ M. If γ is an order-
isomorphism from 〈I,<|I〉 to 〈λ ,|λ 〉, then γ is a continuous
future-directed timelike curve in 〈M,g〉.
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Proof. Note that γ is a continuous future-directed timelike curve in
〈M,g〉 iff (1) γ : I −→ M is a continuous curve and (2) for every
t0 ∈ I and every open convex subset O of M with γ(t0) ∈ O, there
is some subinterval I∗ ⊆ I that contains t0, is open in the subspace
topology on I and satisfies:
for all t ∈ I∗, if t < t0, then γ(t) γ(t0) (O);
for all t ∈ I∗, if t0 < t, then γ(t0) γ(t) (O).
See Malament (1977, p. 1400).
(1) Let O be open in M. We show that γ−1(O) is open in the
subspace topology on I (induced by the usual topology on R). Let
t0 ∈ γ−1(O), so γ(t0) ∈ O. Because M is strongly causal, it follows
that there are u,v ∈ M such that γ(t0) ∈ I+ (u)∩ I− (v) ⊂ O. Set
λ ∗ := λ ∩ I+ (u)∩ I− (v). Note that λ ∗ is an interval of 〈λ ,|λ 〉,
γ (t0) ∈ λ ∗ and λ ∗ ⊆ O. Since γ is an order-isomorphism, we get
that I∗ := γ−1 (λ ∗) is a subinterval of the real interval I. Moreover,
t0 ∈ I∗ and I∗ ⊆ γ−1 (O). So it is only left to show that I∗ is open
in the subspace topology on I. Three cases: (a) If I∗ is an open
interval (has no endpoints), then I is trivially open in the subspace
topology on I. (b) If I∗ is a half-closed interval, then I has at least
one endpoint and I∗ is either a final or an initial segment of I. In
either case I∗ is open in the subspace topology on I. (c) If I∗ is a
closed interval, then I is a closed interval too and I∗ = I and hence
I∗ is also open. So γ is a continuous curve.
(2) Let O be open and convex, t0 ∈ I and γ (t0) ∈ O. Then
construct I∗ as above in part (1). Let t ∈ I∗ and t < t0. Then
γ (t) γ (t0) because γ is an order-isomorphism. We need to show
a bit more, namely γ (t) γ (t0)(O). This holds because O is con-
vex and γ (t0) as well as γ (t) are in O. Similarly, one shows that for
all t ∈ I∗, if t0 < t, then γ(t0) γ(t) (O).
Theorem 3. If 〈M,g〉 is a strongly causal Lorentzian spacetime
manifold, then:
(1) F (〈M,〉) = 〈M,Λ〉 and G(〈M,Λ〉) = 〈M,〉.
(2) GF (〈M,〉) = 〈M,〉 and FG(〈M,Λ〉) = 〈M,Λ〉.
Proof. First conjunct of (1): The direction Λ ⊆ Λ is straightfor-
ward. The more difficult direction Λ ⊆Λ follows from Lemma 10
and Lemma 12.
Second conjunct of (1): This follows from the definitions of F
and G as well as the fact that (which is defined in terms of smooth
curves) could be redefined in terms of continuous curves: x y iff
there is a future-directed continuous timelike curve γ : I −→M and
t1, t2 ∈ I with t1 < t2, x = γ (t1) and y = γ (t2), as Malament (1977,
p. 1400) points out.
(2) is an immediate corollary of statement (1).
Theorem 4. (Causal sets and CS-like linear structures)
(1) If 〈X ,〉 is a causal set, then 〈X ,Λ〉 is a CS-like linear struc-
ture.
(2) If 〈X ,Λ〉 is a CS-like linear structure, then 〈X , Λ〉 is a
causal set.
Proof. (1) Apply Theorem 2 and Theorem 1 together with the
premise that 〈X ,〉 is locally finite. (2) Use Theorem 2 and the
premise that 〈X ,Λ〉 is finitary.
Lemma 13. If 〈X ,Λ〉 is a CS-like linear structure and 〈λ ,〉 ∈ Λ
with x as initial endpoint and y as final endpoint, then for some
n ∈ N, there is a bijection z : {1, . . . ,n} −→ λ such that z1 = x,
zn = y and zil zi+1 for 1≤ i < n.
Proof. That 〈λ ,〉 has an initial and a final endpoint together with
〈X ,Λ〉 being finitary (and hence discrete) implies that λ is finite.
So there is an n ∈N such that |λ |= n. Every finite linearly ordered
set has a minimal element (see Birkhoff, 1948, p. 7). So it is justi-
fied to set z1 := min(λ ) = x and zi+1 := min(λ\{z1, . . . ,zi}) for
i ∈ {1, . . . ,n−1}. It follows that zi ≺ zi+1 for all i ∈ {1, . . . ,n−1}.
Suppose for reductio that for some i there is a u ∈ λ such that
zi≺ u≺ zi+1. Then for some k∈{2, . . . ,n−2}\{i, i+1}: zk = u. By
definition zk = min(λ\{z1, . . . ,zk}) and it follows from the sup-
position that min(λ\{z1, . . . ,zi−1}) ≺ min(λ\{z1, . . . ,zk−1}) ≺
min(λ\{z1, . . . ,zi}) which is impossible because (a) min(·) is
antitone and (b) either k < i or k > i+1.
Lemma 14. Let f be a mapping from the poset 〈X ,〉 to the poset
〈X ′,′〉. Then the following holds: if f is contiguity-preserving,
then f is order-preserving.
Proof. Straightforward by Lemma 13.
Theorem 5. If 〈X ,〉 and 〈X ′,′〉 are causal sets, then:
(1) f is an order-preserving mapping from 〈X ,〉 to 〈X ′,′〉 iff f
is a quasi line-preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉.
(2) f is a contiguity-preserving mapping from 〈X ,〉 to 〈X ′,′〉
iff f is a line-preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉.
Proof. (1) (⇒) Let f be an order-preserving mapping from 〈X ,〉
to 〈X ′,′〉. Let 〈λ ,|λ 〉 ∈ Λ. The case | f (λ ) | = 1 is trivial. So
assume | f (λ ) | > 1. It follows from above that f (λ ) is a chain in
〈X ′,′〉, because f is order-preserving. Lemma 1 gives us a max-
imal chain λ ′ in 〈X ′,′〉 such that f (λ ) ⊆ λ ′ and |λ ′| > 1. Since
maximal chains are saturated (Lemma 2), it follows from Defini-
tion 3 that 〈λ ′,′|λ ′〉 ∈ Λ′ . Now let 〈x′,y′〉 ∈ f (|λ ). Then
for some x,y ∈ λ : f (x) = x′, f (y) = y′ and 〈x,y〉 ∈|λ . So
f (x) , f (y)∈ λ ′, because f (λ )⊆ λ ′. Therefore and since f is order-
preserving, f (|λ ) ⊆′|λ ′ . Hence, f is a quasi line-preserving
mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉. (⇐) Let f be a quasi line-
preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉. Let x,y ∈ X with
x  y. Then x  Λy (by Theorem 1). In case x = y, we are fin-
ished. In case x 6= y, there is a line 〈λ ,|λ 〉 that leads from x to y in
〈X ,Λ〉. Because f is quasi line-preserving, it follows that there is a
line 〈λ ′,′|λ ′〉 in 〈X ′,Λ′〉 such that f (λ )⊆ λ ′ and f (|λ )⊆′|λ ′ .
Thus, we get that 〈 f (x), f (y)〉 ∈′|λ ′ , i.e. f (x)′ f (y).
(2) (⇒) Let f be a contiguity-preserving mapping from 〈X ,〉
to 〈X ′,′〉. We show: if λ is a saturated chain in 〈X ,〉 with |λ | ≥
2, then f (λ ) is a saturated chain in 〈X ′,′〉 with | f (λ )| ≥ 2 and
f (|λ ) =′| f (λ ). So let λ be a saturated chain in 〈X ,〉with |λ | ≥
2. Note that f is order-preserving (Lemma 14). Thereby we get that
| f (λ )| ≥ 2 and f (λ ) is a chain in 〈X ′,′〉 and f (|λ ) =′| f (λ ).
Now we show that f (λ ) is saturated. Let w /∈ f (λ ) and let u,v ∈
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f (λ ) such that u≺′ w≺′ v. Then there are x,y∈ λ such that f (x) =
u and f (y) = v. It follows that 〈[x,y] ,|[x,y]〉 is a line in 〈X ,Λ〉,
because it is an interval of 〈λ ,|λ 〉 ∈ Λ (λ is a saturated chain in
〈X ,〉). Moreover, x is its initial endpoint and y its final endpoint.
By Theorem 3, 〈X ,Λ〉 is CS-like. Thus Lemma 13 yields that for
some n ∈ N, there is a bijection z : {1, . . . ,n} −→ [x,y] such that
z1 = x,zn = y and zil |[x,y] zi+1 for all 1 ≤ i < n. Hence zil zi+1.
Because f is contiguity-preserving, we get that f (zi)l′ f (zi+1) for
all 1 ≤ i < n. It follows from w /∈ f (λ ) and f (z1) ≺′ w ≺′ f (zn)
that, for all i with 1≤ i < n , neither w≺′ f (zi) nor f (zi)≺′ w. So
f (λ )∩{w} is not a chain. Thus f (λ ) is saturated. (⇐) Let f be a
line-preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉. Let x,y ∈ X
with xl y. Then {x,y} is a saturated chain in 〈X ,〉. Hence,
〈{x,y},{〈x,y〉}〉 is a line in 〈X ,Λ〉. Since f is line-preserving,
〈{ f (x) , f (y)},{〈 f (x) , f (y)〉}〉 is a line in 〈X ′,Λ′〉. Thus, it is a
saturated chain in 〈X ′,′〉. It follows that f (x)l′ f (y) (by a simple
reductio).
Corollary. Let 〈X ,Λ〉 and 〈X ′,Λ′〉 be CS-like linear structures.
(1) f is a quasi line-preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉 iff
f is an order-preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉.
(2) f is a line-preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉 iff f is
a contiguity-preserving mapping from 〈X ,Λ〉 to 〈X ′,Λ′〉.
Proof. Just apply Theorem 3, Theorem 5 and Theorem 1.
Theorem 6. (Correspondence theorem)
(1) Let CS be the category of causal sets with order-preserving
mappings as arrows and let LS be the category of CS-like lin-
ear structures with quasi line-preserving mappings as arrows.
Then CS and LS are isomorphic categories.
(2) Let CS∗ be the category of causal sets with contiguity-
preserving mappings as arrows and let LS∗ be the category
of CS-like linear structures with line-preserving mappings as
arrows. Then CS∗ and LS∗ are isomorphic categories.
Proof. (1) First, we specify two mappings between LS and CS. For
every 〈X ,Λ〉 in LS, let F(〈X ,Λ〉) = 〈X ,Λ〉, and for every arrow
f : 〈X ,Λ〉 −→ 〈X ′,Λ′〉 in LS, let F( f ) = f . For every 〈X ,〉 in CS,
let G(〈X ,〉)= 〈X ,Λ〉, and for every arrow g : 〈X ,〉−→〈X ′,′〉
in CS, let G(g) = g. Now we proceed as follows: (a) We show
that F is a functor from LS to CS, (b) that G is a functor from
CS to LS, and (c) that FG = 1CS and GF = 1LS. (a) It fol-
lows from Theorem 3 that for every 〈X ,Λ〉 in LS, F(〈X ,Λ〉) is
indeed in CS. Furthermore, the corollary of Theorem 5(1) implies
that F( f ) : F(〈X ,Λ〉) −→ F(〈X ′,Λ′〉) is indeed an arrow in CS if
f : 〈X ,Λ〉 −→ 〈X ′,Λ′〉 is an arrow in LS (see the Definition of F).
Now let 〈X ,Λ〉 be in LS. Then 1〈X ,Λ〉 is the identity mapping on
X . So F(1〈X ,Λ〉) = 1〈X ,Λ〉 = 1F(〈X ,Λ〉), because 1F(〈X ,Λ〉) is also just
the identity mapping on X . Moreover, it follows by definition of
F that F(g ◦ f ) = g ◦ f = F(g) ◦ F( f ) for all arrows g, f in LS
where g ◦ f is defined. Thus, F is a functor from LS to CS. (b)
In this case it follows from Theorem 3 that for every 〈X ,〉 in
CS, the structure G(〈X ,〉) is really in LS. It follows from The-
orem 5(1) that G(g) : G(〈X ,〉) −→ G(〈X ′,′〉) is an arrow in
LS whenever g : 〈X ,〉 −→ 〈X ′,′〉 is an arrow in CS. As before,
G(1〈X ,〉) = 1〈X ,〉 = 1G(〈X ,〉), and G(g◦ f ) = g◦ f =G(g)◦G( f )
for all arrows g, f in CS where g◦ f is defined. Hence, G is really a
functor from CS to LS. (c) It follows immediately from Theorem 1
together with the definitions of F and G that FG(〈X ,〉) = 〈X ,〉
and FG(g) = g for all 〈X ,〉 and all arrows g in CS. Analogously,
it follows that GF(〈X ,Λ〉) = 〈X ,Λ〉 and GF( f ) = f for all 〈X ,Λ〉
and all arrows f in LS. So FG = 1CS and GF = 1LS. Finally, we
conclude from (a), (b) and (c) that CS and LS are isomorphic cate-
gories (see Definition 17).
(2) Analogous to the proof of statement (1): just use part (2) of
Theorem 5 instead of part (1).
Lemma 15. If 〈X ,Λ〉 is a CS-like linear structure and σ ⊆ X, then:
(1) σ is an IP-open set in 〈X ,Λ〉 iff σ =↑Λ (σ).
(2) σ is an FP-open set in 〈X ,Λ〉 iff σ =↓Λ (σ).
Proof. (1) (⇒) Let σ be an IP-open set in 〈X ,Λ〉. Trivially,
σ ⊆↑Λ (σ). So we only have to show that ↑Λ (σ) ⊆ σ . Let
x ∈↑Λ (σ). Then for some y ∈ σ : y Λ x. In case y = x we are
finished. In case y 6= x we get that there is a line 〈λ ,〉 leading from
y to x in 〈X ,Λ〉. It follows from Lemma 3 that 〈[y,x] ,|[y,x]〉 is
a closed line with y as initial endpoint and x as final endpoint in
〈X ,Λ〉. Suppose that x /∈ σ . Because σ is assumed to be an IP-open
set in 〈X ,Λ〉 and y ∈ σ , we can conclude that the initial part α of
〈[y,x] ,|[y,x]〉 in σ is a half-open line in 〈X ,Λ〉. But this is im-
possible since α ⊆ [y,x] is finite—because 〈X ,Λ〉 is finitary—and
thus has a greatest and least element. Therefore, by reductio: x∈ σ .
(⇐) Let σ =↑Λ (σ). Then for every closed line 〈λ ,〉: if the ini-
tial endpoint of 〈λ ,〉 is in σ , then the final endpoint of 〈λ ,〉 is
in σ too. It follows vacuously that for every closed line 〈λ ,〉 with
initial endpoint in σ and final endpoint not in σ : the initial part α
of 〈λ ,〉 in σ endowed with |α is a half-open line in 〈X ,Λ〉. So
σ is IP-open in 〈X ,Λ〉. (2) is analogous to (1).
Theorem 7. (IP-open sets & Alexandrov topology)
(1) If 〈X ,Λ〉 is a CS-like linear structure, then the class of IP-
open sets in 〈X ,Λ〉 is identical to the Alexandrov topology on
the causal set 〈X ,Λ〉.
(2) If 〈X ,〉 is a causal set, then the Alexandrov topology on
〈X ,〉 is identical to the class of IP-open sets in the linear
structure 〈X ,Λ〉.
Proof. (1) By Lemma 15(1), the class of IP-open sets in 〈X ,Λ〉 is
identical to {↑Λ (σ) : σ ⊆ X}, which is just the Alexandrov topol-
ogy on 〈X ,Λ〉.
(2) Let 〈X ,〉 be a causal set. Then 〈X ,Λ〉 is a CS-like lin-
ear structure (by Theorem 3). The rest follows from statement (1)
together with Theorem 1.
For every Alexandrov space 〈X ,O〉, we define the relation -O :={〈x,y〉 ∈ X2 : x ∈ cl(y)}. Then 〈X ,-O〉 is a preorder. For every





is an Alexandrov space.
The proofs of the following lemmata are straightforward.
Lemma 16. If 〈X ,O〉 is an Alexandrov space, then nbh(σ) =↑
(σ) and cl (σ) =↓ (σ) for all σ ⊆ X.
Lemma 17. (Fixed points)
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(1) If 〈X ,-〉 is a preorder, then -=-O- .
(2) If 〈X ,O〉 is an Alexandrov space, then O =O-O .
Lemma 18. (Right Kinds of structures)
(1) If 〈X ,O〉 is a strongly finitary space, then the preorder
〈X ,-O〉 is a causal set.
(2) If 〈X ,〉 is a causal set, then the Alexandrov space 〈X ,O〉
is strongly finitary.
Theorem 8. Let SFS be the category of strongly finitary spaces
with continuous functions as arrows and let CS be the category of
causal sets with order-preserving mappings as arrows. Then SFS
and CS are isomorphic categories.
Proof. For every 〈X ,O〉 in SFS, let F (〈X ,O〉) = 〈X ,O〉, and for
every arrow f : 〈X ,O〉 −→ 〈X ′,O ′〉 in SFS, let F( f ) = f . For ev-
ery 〈X ,〉 in CS, let G(〈X ,〉) = 〈X ,O〉, and for every arrow
g : 〈X ,〉 −→ 〈X ′,′〉 in CS, let G(g) = g. Using Lemma 17,
Lemma 18 and the well known fact that posets and T0 Alexandrov
spaces are isomorphic categories (see Arenas, 1999, p. 18), we can
conclude that F is a functor from SFS to CS, G is a functor from
CS to SFS, FG = 1CS and GF = 1LS.
Corollary. The category LS of CS-like linear structures with quasi
line-preserving mappings as arrows is also isomorphic to the cate-
gory SFS of strongly finitary spaces.
Proof. This follows immediately from Theorem 8, Theorem 6(1)
and the fact that isomorphism of categories is an equivalence rela-
tion.
Theorem 9. Let 〈X ,Λ〉 be a CS-like linear structure and let 〈X ,OΛ〉
be the corresponding strongly finitary space (as given by the functor
which exists in virtue of the above corollary).
(1) σ is IP-open in 〈X ,Λ〉 iff σ is open in 〈X ,OΛ〉.
(2) σ is FP-open in 〈X ,Λ〉 iff σ is closed in 〈X ,OΛ〉.
(3) σ is IP-closed in 〈X ,Λ〉 iff FP-closed in 〈X ,Λ〉 iff σ is an
arbitrary subset of X.
Proof. (1) & (2) This follows immediately from Lemma 15 and the
fact that OΛ = OΛ . (3) Note that every segment of a closed line
in 〈X ,Λ〉 is also a closed line in 〈X ,Λ〉, because 〈X ,Λ〉 is finitary.
Then it follows by the definitions of ‘IP-closed’ and ‘FP-closed’
that all subsets of X are both IP-closed and FP-closed in 〈X ,Λ〉.
Lemma 19. Let 〈X ,〉 be a causal set. Then for all σ ⊆ X:
(1) σ \min (σ) =↑≺ (σ) iff σ =↑ (σ).
(2) σ \max (σ) =↓≺ (σ) iff σ =↓ (σ).
Proof. (1) (⇒) Let σ \min (σ) =↑≺ (σ). Clearly, σ ⊆↑ (σ).
So let x ∈↑ (σ). In case x ∈↑≺ (σ), we use the supposition and
are finished. In case x /∈↑≺ (σ), there is a y ∈ σ with y = x. So
x ∈ σ . (⇐) Let σ =↑ (σ). Now let x ∈ σ \min (σ). Then there
is some y ∈ σ with y≺ x. So x ∈↑≺ (σ). Conversely, let x ∈↑≺ (σ).
Then by assumption x ∈ σ . Moreover, for some y ∈ σ : y ≺ x. So
x /∈min (σ). Thus, x ∈ σ \min (σ). (2) is analogous to (1).
Theorem 10. If 〈X ,〉 is causal set, then its Alexandrov-interval
topology is identical to the coarsest topology on X containing
(a) σ \min (σ) for every IP-open set σ in 〈X ,Λ〉, and (b)
σ \max (σ) for every FP-open set σ in 〈X ,Λ〉.
Proof. Let A be the Alexandrov-interval topology of 〈X ,〉, and
letB be the coarsest topology on X containing σ \min (σ) for ev-
ery IP-open set σ in 〈X ,Λ〉 σ \max (σ) for every FP-open set σ
in 〈X ,Λ〉. It is sufficient to show: (1)A contains (a) σ \min (σ)
for every IP-open set σ in 〈X ,Λ〉, (b) σ \max (σ) for every FP-
open set σ in 〈X ,Λ〉. Just use Lemma 15 and Lemma 19. (2) B
contains ↑≺ (σ) and ↓≺ (σ) for all σ ⊆ X . For ↑≺ (σ) ∈B use the
fact that ↑≺ (σ) =↑ (σ) \min (↑ (σ)) and ↑ (σ) is IP-open.
Analogously, we get ↓≺ (σ) ∈B.
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