Network utility maximization is the most important problem in network traffic management. Given the growth of modern communication networks, we consider utility maximization problem in a network with a large number of connections (links) that are used by a huge number of users. To solve this problem an adaptive mirror descent algorithm for many constraints is proposed. The key feature of the algorithm is that it has a dimensionfree convergence rate. The convergence of the proposed scheme is proved theoretically. The theoretical analysis is verified with numerical simulations. We compare the algorithm with another approach, using the ellipsoid method (EM) for the dual problem. Numerical experiments showed that the performance of the proposed algorithm against EM is significantly better in large networks and when very high solution accuracy is not required. Our approach can be used in many network design paradigms, in particular, in software-defined networks.
INTRODUCTION
One of the most significant design features of modern communication network systems is the capacity to adjust the distribution of bandwidth and other network properties for achieving best performance and reliability in realtime. The tasks of finding the best configuration and/or design parameters for networks are actually reduced to solving complex optimization problems with thousands and millions of variables.
The key question we address in this article is how the available bandwidth on the network should be distributed among competing connections. In this case, users can control the use of available bandwidth by adjusting the ⋆ The research of F. Stonyakin in Section 3 was supported by Russian Science Foundation project 18-71-00048. The research of E. Vorontsova was supported by Russian Foundation for Basic Research project 18-29-03071 mk. The research of A. Ivanova, F. Stonyakin, A. Gasnikov in Sections 4 and 5 was supported by Russian Foundation for Basic Research project 19-31-51001. The research of A. Gasnikov was partially supported by Yahoo! Research Faculty Engagement Program. connection price. As mentioned earlier, in view of the huge size of such networks it is very important to develop algorithms dimension-free on the size of the system. Thus, network utility maximization (NUM) problems in computer networks with a large number of connections are considered. Connections are used for their own purposes by consumers (users), the number of whom can also be very large. The purpose of the work is to determine the mechanism of resource allocation, which in the context of this task are available bandwidth connections. At the same time, it is necessary to ensure stable operation of the system and prevent overloads. As an optimality criterion, the sum of the utilities of all users of the network is used.
The original resource allocation framework, reduced to the maximization of aggregate concave utility functions subject to link capacity constraints, was pioneered by Kelly et al. (1998) . During the last two decades NUM framework has found wide-ranging applications to wireless and sensor networks, and many other fields Palomar and Chiang (2006) ; Dehghan et al. (2016) , for a survey, see Shakkottai and Srikant (2008) and references therein.
Also, the mechanisms of decentralized resource allocation proposed in a monograph by Arrow and Hurwicz (1958) have since attracted much attention in economic research, see, for example, Kakhbod (2013) ; Campbell et al. (1987) ; Friedman and Oren (1995) . Furthermore, the problem of resource distribution in computer networks was investigated in a recent paper by Rokhlin (2019) as well. In this paper, following Nesterov and Shikhman (2018) ; Ivanova et al. (2019 Ivanova et al. ( , 2018 , we additionally consider a price adjustment mechanism. The proposed approach has a practical value due to decentralization, which means that to set and adjust the price of an individual connection, only the reaction of the users who use that connection is necessary, not the reaction of all users.
PROBLEM STATEMENT
Consider a communication network with m connections (links) and n users (or nodes). Users exchange packets through a fixed connections' set. The network structure is given by the binary routing matrix C = (C j i ) ∈ R m×n . The columns of the matrix C i = 0, i = 1, . . . , n are boolean m-dimensional vectors such that C j i = 1 if node i is used in the connection j, otherwise C j i = 0. Capacity constraints are given by the vector b ∈ R m with strictly positive components. These constraints imply that no connection is overloaded. Users evaluate the quality of the network with utility functions u k (x k ), k = 1, . . . , n, where x k ∈ R + is the network rate for the k-th user.
The problem of maximizing the total utility of the network under the given constraints is formulated as follows:
where u k (x k ) k = 1, . . . , n are concave functions and x = (x 1 , . . . , x n ) ∈ R n + . Optimal resource allocation x * is a solution of the problem (1).
The last inequality holds due to the definition of matrix C. So, each g j (x), j = 1, . . . , m is M g = m-Lipschitz continuous.
For convenience, we will further consider the minimization problem equivalent to (1)
where f (x) = −U (x).
MIRROR DESCENT FOR MANY CONSTRAINTS
Let us consider the max-type functional constraint: g(x) = max j∈1,m g j (x), which keeps the Lipschitz property and nonsmoothness, provided that all functions g j (x), j = 1, . . . , m, satisfy these properties.
First algorithm
The first variant of Mirror Descent Algorithm for many constraints is suggested, see Algorithm 1.
Algorithm 1 Mirror Descent Algorithm for many constraints
10:
Now we will estimate the rate of convergence of the proposed method. For this we need the following auxiliary assumption (Nesterov (2018) , Lemma 3.2.1). Recall that x * is the solution of the problem (2). Lemma 1. Let us define the following function:
where τ is a positive number. Then for any
and v f (y, x * ) = 0 for ∇f (y) = 0. Theorem 2. Let ε > 0 be a fixed number and the stopping criterion of Algorithm 1 be satisfied. Then min
2) If k ∈ I, then
||∇gj k (x k )||2 > ε. Therefore, the following inequalities hold
3) After summing the inequalities (6) and (7) we have:
And
, after the stopping criterion of the algorithm holds we have
Now we have to show that the set of productive steps I is non-empty. If I = ∅, then |J| = N and the Lipschitz continuous of g means that N 2Θ 2 0 ε 2 . On the other hand, from (7) we have:
, which leads us to the controversy, so I = ∅. Now let us show how to estimate the quality of the solution by the function basing on the previous theorem for Lipschitz continuous function.
(8) Then, after the stopping of Algorithm 1, the following inequality holds: min
Now, we estimate the rate of convergence of Algorithm 1 for a differentiable objective functional f with a Lipschitzcontinuous gradient.
(9) Assume that similarly to Devolder et al. (2014) we have an inexact (δ, L)-gradient ∇ δ f for f :
From Theorem 2 in view of Lemma 1 we obtain the following corollary Corollary 4. Let f be differentiable and 9 hold. Assume that we have an inexact (δ, L)-gradient ∇ δ f of function f at each point x. Then, after the stopping of Algorithm 1, the next inequality holds:
Let us consider the rate of convergence of Algorithm 1 for a differentiable objective Hölder-continuous functional f , i.e. for some ν ∈ [0; 1)
For example, ν = 1/2 for f (x) = √ x. Let us recall the following inequality Stonyakin et al. (2019) 
which is true for each δ > 0. Then by (10) we have
By Lemma 1 after the stopping of Algorithm 1 we have min k∈I v f (x k , x * ) < ε. It means the following inequality:
Then we can formulate the following corollary Corollary 5. Let f be a Hölder-continuous functional and (10) hold. Then, after the stopping of Algorithm 1 for ε < 1 the inequality (13) means
So, for problems with a convex Hölder-continuous differentiable objective and convex Lipcshitz-continuous functional constraints we can achieve an ε-solution after O 1 ε 2 iterations of Algorithm 1. This estimate is optimal due to its optimality on a significantly narrower class of problems with Lipschitz-continuous objective functionals Nemirovsky and Yudin (1983).
Second algorithm
Let us consider the following method for fixed accuracy ε > 0, initial approach x 0 , Θ 0 :
2Θ 2 0 and Lipschitz-continuous functional constraint g:
|g(x) − g(y)| M g ||x − y|| ∀x, y ∈ R n + .
Algorithm 2 Another variant of adaptive mirror descent for many constraints.
where |J| -the number of unproductive steps (we denote by |I| the number of productive steps, i.e. |I| + |J| = N ).
Theorem 6. Let ε > 0 be a fixed number and the stopping criterion of Algorithm 2 be satisfied. Then the following inequality is true:
Proof. We give only a sketch of the proof because the proof of this theorem mostly follows the proof of theorem 2. 1) If k ∈ I (for productive steps),
2) If k ∈ I inequality (7) holds.
3) Summing the inequalities and after fulfilling the criterion for stopping the algorithm (14): It is clear that ∀k ∈ I ||∇f (x k )|| 2 M f and therefore
This means that for
the stopping criterion (14) is obviously fulfilled, that is, the desired accuracy is achieved in O 1 ε 2 iterations.
Modification for the logarithm utility functions
Note that the most common utility functions for networks are logarithms, i.e. u k (x k ) = log x k . However, the logarithm is not a Lipschitz function on R n + , since its gradient is unlimited near zero. However, consider the following modification of Algorithm 1. We shift the boundary of the feasible set from zero, i.e. let x k ≥ εn, k = 1, . . . , n. Then, by the definition of the gradient of the logarithm, the utility function will be Lipschitz with the constant
Firstly, to solve this problem, we apply Algorithm 1 for
Then, we obtain the following estimation for the convergence rate Corollary 7. After the N = 2 Θ 2 0 ε 4 steps of Algorithm 1, the following inequality holds: min
Moreover, let us estimate the convergence rate of Algorithm 2 applied to this problem. Using estimation (15) with max at M U = 1 ε we obtain the following corollary.
Corollary 8. After the N = 2 Θ 2 0 ε 4 steps of Algorithm 2, the following inequality holds:
Note that the convergence rates of Algorithm 1 and Algorithm 2 are of the same order, but due to the adaptability of the stopping criterion, Algorithm 2 works better in practice. Moreover, Algorithm 2 does not require modification of steps.
ELLIPSOID METHOD
Consider the transition to the dual problem for (1). Let λ = (λ 1 , . . . , λ m ) ∈ R m + be a vector of dual multipliers , which can be interpreted as a compound price vector. Define dual objective function
and users choose the optimal data rates x k by solving the following optimization problem x k (λ) = argmax
Then to find the optimal prices λ * we need to solve the problem min
Suppose that for the primal problem the Slater condition is satisfied, then due to the strong duality both the primal and the dual problems will have a solution. Using Slater's condition, one can compactify the solution of the dual problem. We assume that the following estimate is correct for solving the dual problem: ||λ * || 2 ≤ R. In this case, the value R does not affect the operation of the algorithms under consideration, but R is only present in their convergence rate estimations.
To solve the dual problem, we consider the ellipsoid method. As the starting point of the method, we take the Algorithm 3 Ellipsoid method Require: u k (x k ), k = 1, ..., n -concave functions.
1: B 0 := 2R · I n 2: for t = 0, ..., N − 1 do 3:
Compute ∇ϕ(λ t ) 4:
λ t+1 := λ t − 1 m + 1 B t p t 8: end for 9: return λ N zero vector, i.e. λ 0 = 0. The problem will be solved on the set Λ 2R , where Λ 2R = {λ ∈ R m + : λ 2 ≤ 2R}. To restore the solution of the primal problem by the solution of the dual problem, it is necessary to determine the accuracy certificate ξ for the ellipsoid method. The accuracy certificate is a sequence of weights ξ = {ξ t } N −1 t=0 such that
A detailed description of the construction of such a certificate can be found in Nemirovski et al. (2010) . Now we formulate a theorem of convergence rate estimation Ivanova et al. (2019) . Theorem 9. Let Algorithm 3 start with an initial ball B 0 = {λ ∈ R m : λ 2 ≤ 2R}. Then after N = 2m(m + 1) log 32 · 4M R ε the following inequalities will hold
EXPERIMENTS
To test the performance of Algorithm 2 we compared it with the ellipsoid method (Algorithm 3). The behavior of the methods was tested in problems (1) of different configurations of networks and with different accuracy ε.
The routing matrix C was generated as follows: C j i = 1 with probability p = 0.5 or C j i = 0 with probability 1 − p = 0.5. The elements of the vector b are uniform random variables: b i ∈ [0.1, 0.4]. The utility functions are logarithmic. The initial values for Algorithm 2 and the ellipsoid method (EM) are x 0 = 0 and λ 0 = 10 −20 , respectively. The radius 2R of the initial ball in the ellipsoid method and the radius R = √ 2Θ of the ball containing x * in Algorithm 2 were chosen experimentally in such a way that the intermediate solutions obtained by the methods remained inside the given set at each iteration. The required solution accuracy ε was chosen so that the boundary shift nε of the feasible set from zero was small enough, that is no more than ∼ 10 −1 . The results of the experiments are presented in Tables 1-3. As one can see from Tables 1-2 , for ε = 6e − 4 and ε = 3e − 4, the proposed algorithm shows better time than the ellipsoid method. Even for high solution accuracy, ε = 2e−4, Algorithm 2 showed a large number of iterations and almost the same time as EM, as shown in Table 3 . So, in a case where very high solution accuracy is not required, it is reasonable to apply the proposed algorithm.
The conducted experiments confirm the following theoretical fact about Algorithm 2: the convergence rate of Algorithm 2 depends only on the smoothness level of the target function and of the constraints and does not depend on the number of constraints m (see Section 3). Unlike in the case of the ellipsoid method, where there is a quadratic growth over m in the theoretical number of iterations (Theorem 9). So, if we compare the number of iterations (Iter) for the same n and for m = 100 and m = 150 in Tables 1-3, one can notice that the number of iterations for EM increases almost 1.5 − 2 times and it is not the same for Algorithm 2. The theoretical results tell us that for Algorithm 2, as m increases and n is the same, the number of iterations should not change. But due to the adaptability of the stopping criterion, in practice it changes slightly, since in both cases this number is less than the theoretical convergence rate estimate.
CONCLUSION
In conclusion, we note that despite the theoretical attractiveness of Algorithm 1 (for example, as can be seen from Section 3.1, one can obtain estimates for cases with an inexact oracle and objective functions with different smoothness levels), our experiments showed that Algorithm 2 is significantly faster (both in time and in number of iterations) in practice due to adaptability of the stopping criterion.
Moreover, we considered Algorithm 3 from Stonyakin et al. (2018) (see also Algorithm 1 from Bayandina et al. (2018a) ). Note, in comparison with Algorithm 2 this algorithm guarantees a better estimate for the residual by constraint g(x) ≤ ε with similar estimates for the objective function and similar complexity O ε −2 . However, in practice, it works much worse than Algorithm 2 and Algorithm 1.
Another important observation concerning the comparison of Algorithms 2 and 1 with methods from Bayandina et al. (2018a) ; Stonyakin et al. (2018) in practice is that for medium and large networks. The practical result in a reasonable time can be obtained only from Algorithm 2.
In conclusion we note that approaches considered by us allow us to determine the prices of connections. Here you can use the properties of primal-duality of considered Mirror Descent methods Bayandina et al. (2018b,a) .
