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Povzetek
Naslov: Izboljˇsave metode globokih nakljucˇnih gozdov
Avtor: Matej Klemen
Na podrocˇju globokega ucˇenja je vodilna metoda globokih nevronskih
mrezˇ. Te za ucˇenje potrebujejo veliko podatkov, njihova uspesˇnost pa je od-
visna od uporabljenih parametrov. Ena izmed alternativ je model globokih
nakljucˇnih gozdov. V delu s svojo implementacijo algoritma globokih na-
kljucˇnih gozdov preverimo ponovljivost rezultatov originalnega cˇlanka (Zhou
in Feng, 2017). Raziˇscˇemo, ali lahko napovedno tocˇnost modela izboljˇsamo z
dodajanjem gozdov nakljucˇnih podprostorov ali z uporabo zlaganja za kom-
biniranje napovedi modelov zadnjega nivoja kaskade gozdov.
Osnovni implementaciji ter implementacijo z nasˇimi dodatki testiramo na
petih podatkovnih mnozˇicah in predstavimo dosezˇene rezultate. Z zlaganjem
na vseh podatkovnih mnozˇicah dosezˇemo enako oziroma boljˇso povprecˇno
napovedno tocˇnost. Gozdovi nakljucˇnih podprostorov na treh podatkovnih
mnozˇicah dosezˇejo slabsˇe, na dveh pa boljˇse rezultate od osnovnega algo-
ritma.
Kljucˇne besede: globoko ucˇenje, globoki nakljucˇni gozdovi, ansambli, zr-
nato skeniranje, kaskada gozdov, zlaganje modelov.

Abstract
Title: Improving deep random forests
Author: Matej Klemen
The most frequently used deep learning models are deep neural networks.
Although they have been successfully applied to various problems, they re-
quire large training sets and careful tuning of parameters. An alternative
to deep neural networks is the deep forest model, which we independently
implemented to verify the replicability of results in (Zhou and Feng, 2017).
We test if the accuracy of deep forest can be improved by including ran-
dom subspace forests or by using stacking to combine predictions of cascade
forest’s last layer.
We evaluate the original implementation and our improvements on five
data sets. The algorithm with added stacking achieves equal or better results
on all five data sets, whereas the addition of random subspace forests brings
worse results on three data sets and better results on two data sets.
Keywords: deep learning, deep forest, ensemble methods, multi-grained
scanning, cascade forest, stacking.

Poglavje 1
Uvod
Zˇivimo v cˇasu, v katerem zbiramo vse vecˇ podatkov, poleg tega pa imamo
na voljo tudi veliko kolicˇino zgodovinskih podatkov. Velika kolicˇina podat-
kov v kombinaciji z vecˇanjem zmogljivosti racˇunskih enot je v zadnjem cˇasu
omogocˇila hiter razvoj tehnik strojnega ucˇenja. Predvsem so popularne po-
stale tehnike globokega ucˇenja - podrocˇja strojnega ucˇenja, ki ucˇenje komple-
ksnih konceptov dosezˇe z nivojsko hierarhijo ucˇenja. Zacˇetni nivoji modela
se naucˇijo preprostih konceptov, naslednji nivoji pa se s kombiniranjem zˇe
naucˇenih konceptov naucˇijo kompleksnejˇsih zakonitosti [4].
Izmed tehnik globokega ucˇenja je najbolj popularna uporaba modelov
globokih nevronskih mrezˇ, ki so uporabni na razlicˇnih problemskih domenah
[10] [8] [5]. Kljub uspehom globokih nevronskih mrezˇ pa imajo tudi nekaj
slabosti. Ker so mrezˇe sestavljene iz vecˇ nivojev, imajo mnogo utezˇi, ki jih je
potrebno “pravilno” nastaviti - tako, da se model cˇim bolje naucˇi konceptov
iz ucˇnih podatkov in jih zna aplicirati na nove, sˇe ne videne podatke. Da je
to mogocˇe, potrebujejo za ucˇenje veliko podatkov. Drug problem pri globo-
kih nevronskih mrezˇah je veliko sˇtevilo parametrov (nastavitvenih opcij). S
pravilnim nastavljanjem parametrov lahko velikokrat izboljˇsamo uspesˇnost
napovednega modela, vendar lahko veliko sˇtevilo parametrov obenem otezˇi
primerjavo napovednih modelov.
Ena izmed predlaganih alternativ globokim nevronskim mrezˇam je mo-
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del globokih nakljucˇnih gozdov (imenovan tudi gcForest), ki nivoje gradi na
osnovi nakljucˇnih gozdov. Ta na vecˇjih podatkovnih mnozˇicah dosega re-
zultate, ki so konkurencˇni rezultatom globokih nevronskih mrezˇ, na manjˇsih
podatkovnih mnozˇicah pa dosega boljˇse rezultate [20]. V primerjavi z glo-
bokimi nevronskimi mrezˇami ima relativno malo parametrov, obenem pa je
model zmozˇen samodejno dolocˇiti optimalno sˇtevilo nivojev, kar pomeni, da
nam ni treba definirati vsakega nivoja posebej. Algoritem je bil od objave
(leta 2017) uporabljen na problemih, kot je na primer detekcija prekrivajocˇih
se zvokov [18].
Ko je govora o globokem ucˇenju, se najvecˇkrat omenjajo razlicˇni tipi
globokih nevronskih mrezˇ. Kljub temu obstajajo razlicˇni poskusi kreiranja
globokih struktur na osnovi “klasicˇnih” algoritmov strojnega ucˇenja - poleg
globokih nakljucˇnih gozdov [20], ki so tema tega dela, omenimo sˇe globoko
mrezˇo podpornih vektorjev [9]. Grajenje nivojev, sestavljenih iz nakljucˇnih
gozdov, uporablja tudi arhitektura Forward Thinking Deep Random Forest
[13]. Predstavljena struktura je podobna kaskadi gozdov v gcForest, gradnja
novega nivoja pa je odvisna zgolj od izhoda prejˇsnjega nivoja strukture, ne
pa tudi od prvotnih vhodnih podatkov.
Z diplomskim delom raziˇscˇemo globoke nakljucˇne gozdove in preverimo,
cˇe je rezultate, navedene v cˇlanku avtorjev algoritma [20], mozˇno ponoviti.
Poleg tega preizkusimo, cˇe lahko z dodajanjem nove vrste gozdov izboljˇsamo
tocˇnost algoritma globokih nakljucˇnih gozdov. V ta namen smo razvili svojo
implementacijo algoritma, ki vsebuje implementacijo osnovnega algoritma in
nasˇih idej v programskem jeziku python 3.
Diplomsko delo vsebuje pet poglavij. V 2. poglavju pricˇnemo z opi-
som nekaterih konceptov, ki so pomembni za razumevanje dela. V 3. po-
glavju opiˇsemo nasˇo implementacijo globokih nakljucˇnih gozdov in ideje za
izboljˇsanje algoritma. V 4. poglavju preverimo, cˇe so rezultati, navedeni v
originalnem cˇlanku, ponovljivi z nasˇo implementacijo algoritma in predsta-
vimo rezultate algoritma z nasˇimi izboljˇsavami. V 5. poglavju na kratko
povzamemo opravljeno delo in podamo ideje za nadaljnje delo.
Poglavje 2
Ansambli odlocˇitvenih dreves
V tem poglavju najprej predstavimo koncepte, ki so pomembni za ra-
zumevanje algoritma globokih nakljucˇnih gozdov - odlocˇitvena drevesa,
nakljucˇne in izjemno nakljucˇne gozdove kot osnovo za ucˇenje iz podat-
kov ter zlaganje kot nacˇin kombiniranja napovedi posameznih modelov. Na
koncu predstavimo globoke nakljucˇne gozdove, ki so glavna tema tega dela.
Ker se v diplomskem delu ukvarjamo s klasifikacijskimi problemi, pri opi-
sih v vecˇini primerov izpustimo prilagoditve algoritmov za regresijske pro-
bleme.
2.1 Odlocˇitveno drevo
Odlocˇitveno drevo (angl. decision tree) je algoritem, ki z drevesno struk-
turo predstavlja relacije med vhodnimi atributi in izhodom.
Algoritem kot vhod prejme mnozˇico n-dimenzionalnih vhodnih primerov
X = {x(0), x(1), . . . , x(m−1)} ter pripadajocˇo mnozˇico izhodov y = {y(0), y(1),
. . . , y(m−1)}. Izmed n vhodnih atributov glede na kriterij ocenjevanja po-
membnosti atributov izbere najboljˇsi atribut ter prag za delitev mnozˇice.
Nato algoritem vhodno mnozˇico (in pripadajocˇe izhode) razdeli na dve pod-
mnozˇici glede na izbran atribut ter postopek rekurzivno ponavlja, dokler
ne dosezˇe ustavitvenega pogoja. Ustavitveni pogoj ni enolicˇno dolocˇen, po-
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gosto uporabljena kriterija pa sta na primer doseganje “cˇiste” podmnozˇice
(kjer vhodni primeri pripadajo izhodom zgolj enega razreda) in preseganje
najvecˇje (v naprej dolocˇene) globine drevesa [15].
Za ocenjevanje pomembnosti atributov obstaja mnogo kriterijev, kot so
na primer Gini indeks, informacijski prispevek ter razmerje informacijskega
prispevka [15]. Tukaj omenimo zgolj Gini indeks, ki je definiran z enacˇbo
2.1, v kateri C predstavlja mnozˇico razredov, prisotnih v trenutni podmnozˇici
izhodov.
Gini indeks =
∑
c∈C
pc · (1− pc) (2.1)
Dobra lastnost odlocˇitvenih dreves je, da jih je preprosto vizualizirati in s
pomocˇjo vizualizacije interpretirati odlocˇitve drevesa. Njihova slabost pa je
nestabilnost - majhne spremembe podatkov lahko povzrocˇijo gradnjo povsem
drugacˇnega drevesa [6].
2.2 Nakljucˇni gozdovi
Eden izmed nacˇinov za zmanjˇsanje nestabilnosti odlocˇitvenih dreves je
uporaba nakljucˇnih gozdov (angl. random forest) [1].
Ideja nakljucˇnih gozdov je v gradnji vecˇjega sˇtevila med seboj cˇim manj
koreliranih dreves in zdruzˇevanju njihovih napovedi v koncˇno napoved. Bolj
specificˇno, algoritem kot vhod prejme mnozˇico n-dimenzionalnih vhodnih
primerov X = {x(0), x(1), . . . , x(m−1)}, pripadajocˇo mnozˇico izhodov y =
{y(0), y(1), . . . , y(m−1)} in sˇtevilo dreves T . Za vsakega izmed dreves nakljucˇno
(s ponavljanjem) izbere vzorec vhodnih primerov velikosti m, na katerem
nato zgradi drevo. Gradnja drevesa poteka podobno kot je bilo opisano v
poglavju 2.1 - razlika je zgolj v vsebini mnozˇice atributov, izmed katerih
se izbira najboljˇsega. Namesto, da algoritem pred vsako delitvijo podatkov
poiˇscˇe najboljˇsega izmed vseh n atributov, najprej nakljucˇno izbere pod-
mnozˇico k ≤ n atributov in nato izmed izbranih atributov izbere najboljˇsega
(ter najboljˇsi prag delitve).
Diplomska naloga 5
Napoved za nov primer je sestavljena iz napovedi posameznih dreves,
kombiniranih z glasovalno funkcijo. V primeru klasifikacije je to izbor vecˇin-
ske napovedi, kar pomeni, da je koncˇna napoved tista, ki je najbolj pogosta
med napovedmi posameznih dreves [6].
Nakljucˇni gozdovi v praksi dosegajo dobre rezultate, a imajo to slabost,
da je njihove odlocˇitve tezˇko interpretirati ter vizualizirati [14].
2.3 Izjemno nakljucˇni gozdovi
Sˇe korak dlje pri uporabi nakljucˇnosti pri gradnji dreves gre algoritem
izjemno nakljucˇnih gozdov, ki gozd zgradi iz izjemno nakljucˇnih dreves (angl.
extremely randomized trees) [3].
Algoritem za gradnjo izjemno nakljucˇnih dreves se od zˇe opisanih algo-
ritmov razlikuje v dveh podrobnostih:
• namesto uporabe nakljucˇnega vzorca podatkov (izbranega s ponavlja-
njem), se pri gradnji izjemno nakljucˇnih dreves uporabi celotna mnozˇica
podatkov,
• poleg tega, da algoritem ob vsaki delitvi mnozˇice pri gradnji drevesa
nakljucˇno izbere k ≤ n atributov, za vsakega izmed izbranih atribu-
tov sˇe nakljucˇno izbere eno pragovno vrednost (izmed vrednosti, ki jih
zavzema posamezen atribut) [3].
Izjemno nakljucˇne gozdove, kjer je k = 1, v nadaljevanju omenjamo pod
imenom povsem nakljucˇni gozdovi (angl. completely random forests). V
tem primeru se pri vsakem deljenju podatkovne mnozˇice pri gradnji drevesa
povsem nakljucˇno (ne glede na kriterij pomembnosti, kot je na primer Gini
indeks) izbereta nakljucˇni atribut ter nakljucˇni prag za izbran atribut.
2.4 Zlaganje
Pri opisu algoritma nakljucˇnih gozdov smo omenili, da se za kombini-
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ranje napovedi posameznih dreves uporablja glasovalna funkcija. Pri kla-
sifikacijskih problemih je ta funkcija ponavadi izbor vecˇinske napovedi, pri
regresijskih problemih pa povprecˇje napovedi posameznih dreves. Zlaganje
(angl. stacking) je sˇe ena metoda, ki je namenjena zdruzˇevanju napovedi
posameznih modelov [17].
Metoda zlaganja kot vhod dobi napovedi posameznih modelov ter pra-
vilne napovedi. Na teh podatkih zgradi nov model, ki ugotovi, kako povezati
posamezne napovedi tako, da bo skupna napoved cˇim blizˇje pravilni napo-
vedi. Da ne bi povzrocˇili prevelikega prileganja ucˇnim podatkom, so vhodne
napovedi pridobljene s precˇnim preverjanjem [14].
2.5 Globoki nakljucˇni gozdovi
Vsi do sedaj omenjeni koncepti igrajo pomembno vlogo v algoritmu glo-
bokih nakljucˇnih gozdov [20]. Ta je sestavljen iz dveh delov - zrnatega ske-
niranja vhoda (angl. multi-grained scanning) ter kaskade gozdov (angl. ca-
scade forest). Prvi del avtomatsko kreira atribute, ki smiselno predstavljajo
koncepte v vhodnih podatkih, drugi pa se iz ustvarjenih atributov naucˇi za-
konitosti v podatkih.
Slika 2.1 prikazuje potek zrnatega skeniranja za en vhodni primer. Zato,
da poenostavimo primer, slika prikazuje proces za binarno klasifikacijo. Na
zacˇetku algoritem z uporabo drsecˇega okna izrezˇe dele vhodnih podatkov in
si zabelezˇi pripadajocˇi razred. V naslednjem koraku se s k-kratnim precˇnim
preverjanjem pridobi vektorje verjetnosti razredov za vsak primer v novo
nastali podatkovni mnozˇici. Natancˇneje, podatkovna mnozˇica se razdeli v
k skupin, nato pa se v vsaki iteraciji k − 1 skupin uporabi za gradnjo na-
kljucˇnega in povsem nakljucˇnega gozda, za 1 skupino pa se z zgrajenima
gozdovoma pridobi napovedi verjetnosti razredov. Nato se na isti (celotni)
podatkovni mnozˇici zgradita nakljucˇni in povsem nakljucˇni gozd, ki se shra-
nita za kasnejˇso uporabo (za transformiranje novih primerov). Na koncu se
vektorje z napovedmi verjetnosti za posamezne primere “splosˇcˇi” v en vektor,
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Slika 2.1: Primer zrnatega skeniranja z uporabo 1-dimenzionalnega drsecˇega
okna: (1. - 7.) ekstrakcija delov vhodnega primera z drsecˇim oknom, (8.)
pridobivanje vektorjev verjetnosti razredov s precˇnim preverjanjem, (9.) pre-
oblikovanje napovedanih verjetnosti v skupen vektor.
ki vsebuje ustvarjeno predstavitev konceptov v vhodnem primeru.
Opisani postopek lahko ponovimo tudi vecˇkrat, vsakicˇ z drugacˇno veli-
kostjo drsecˇega okna, v nekaterih primerih (na primer takrat, ko so vhodni
atributi konstruirani rocˇno) pa je bolj smiselno postopek izpustiti in kaskado
zgraditi na prvotni, neprocesirani podatkovni mnozˇici. Z vsako ponovitvijo
zrnatega skeniranja nastane nova razlicˇica prvotne podatkovne mnozˇice, ki
drugacˇe predstavi lastnosti vhodnih podatkov.
Postopku zrnatega skeniranja sledi gradnja kaskade gozdov, kjer se iz novo
nastalih transformiranih podatkov zgradijo nivoji, sestavljeni iz nakljucˇnih
in povsem nakljucˇnih gozdov. Primer postopka gradnje kaskade gozdov za
en vhodni primer je prikazan na sliki 2.2. V tem primeru smo dolocˇili, da
se v vsakem nivoju zgradita 2 nakljucˇna in 2 povsem nakljucˇna gozdova.
Pred gradnjo kaskade pa sta bili izvedeni dve ponovitvi zrnatega skeniranja
- prvicˇ z drsecˇim oknom velikosti 1× 3, drugicˇ pa 1× 4. Tudi v tem primeru
predpostavimo, da gre za postopek binarne klasifikacije.
Vhodni podatki za gradnjo prvega nivoja kaskade so bodisi rezultat pr-
vega izvajanja zrnatega skeniranja bodisi neprocesirani vhodni podatki (cˇe je
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razred z 
največjo 
verjetnostjo 
Zrnato skeniranje
#2 
(velikost drsečega
okna: 1 × 4)
(x(i), y(i))
KONČNA 
NAPOVED 
24
20
Naključni
gozd
Povsem
naključni
gozd
Povsem
naključni
gozd
Naključni
gozd
Povsem
naključni
gozd
Povsem
naključni
gozd
Naključni
gozd
Naključni
gozd
Slika 2.2: Primer gradnje kaskade gozdov in uporabe zgrajene kaskade za
napoved novega vhodnega primera pri binarni klasifikaciji.
bil postopek zrnatega skeniranja izpusˇcˇen). Iz teh podatkov se s precˇnim pre-
verjanjem (na enak nacˇin kot pri zrnatem skeniranju) za vsak model v nivoju
pridobi napovedi verjetnosti razredov za vsak primer v podatkovni mnozˇici.
V primeru, prikazanem na sliki 2.2, se na ta nacˇin pridobi 8-dimenzionalen
vektor (sestavljen iz napovedi 4 modelov za primer binarne klasifikacije).
Nato se vsi gozdovi v trenutnem nivoju ponovno zgradijo, tokrat na vseh
podatkih, ki so bili podani kot vhod trenutnemu nivoju. Po gradnji novega
nivoja se oceni klasifikacijska tocˇnost celotne kaskade. Cˇe je tocˇnost kaskade
z novo zgrajenim nivojem viˇsja kot tocˇnost kaskade brez novega nivoja, se
postopek nadaljuje. V tem primeru se vektorji, ki vsebujejo napovedane
verjetnosti razredov, zdruzˇijo z:
• izhodom (1 + iL mod NL)-te ponovitve zrnatega skeniranja, kjer je
iL zaporedna sˇtevilka trenutnega nivoja kaskade, NL pa sˇtevilo vseh
ponovitev zrnatega skeniranja, ali
• s prvotnimi, neprocesiranimi vhodnimi podatki (cˇe je bil postopek zr-
natega skeniranja izpusˇcˇen).
Dodajanje novih nivojev se nadaljuje, dokler uspesˇnost kaskade z novo do-
danim nivojem ne zacˇne upadati. Takrat se zadnji dodani nivo odstrani iz
kaskade, s tem pa se postopek gradnje kaskade zakljucˇi. Koncˇna napoved
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za posamezen primer se iz kaskade dobi tako, da se povprecˇijo napovedane
verjetnosti posameznih modelov v zadnjem (veljavnem) nivoju kaskade in
vzame razred z najvecˇjo povprecˇno verjetnostjo [20].
Rezultati, navedeni v originalnem cˇlanku [20], kazˇejo, da globoki nakljucˇni
gozdovi na vecˇini podatkovnih mnozˇic dosegajo konkurencˇne ali boljˇse re-
zultate od globokih nevronskih mrezˇ. Globoke nevronske mrezˇe dosegajo
obcˇutno boljˇse rezultate na podatkovni mnozˇici CIFAR-10 [11]. Algoritem
globokih nakljucˇnih gozdov pri vseh opravljenih poskusih avtorjev dosezˇe
boljˇse rezultate od klasicˇnih algoritmov strojnega ucˇenja.
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Poglavje 3
Implementacija algoritma in
opis novosti
Algoritem globokih nakljucˇnih gozdov smo implementirali v program-
skem jeziku python 3. V implementaciji uporabljamo knjizˇnico NumPy, ki
omogocˇa ucˇinkovito delo z vektorji in matrikami, ter knjizˇnico scikit-learn,
ki vsebuje metode strojnega ucˇenja. Poleg osnovnih gradnikov, opisanih v
prejˇsnjem poglavju, nasˇa implementacija vsebuje dve novosti, opisani v na-
daljevanju poglavja. Izvorna koda implementacije je prosto dostopna na
spletu1.
Prva novost je uporaba zlaganja za zdruzˇevanje napovednih verjetnosti
posameznih modelov zadnjega nivoja kaskade gozdov v koncˇno napoved ra-
zreda. S tem preprostejˇsi postopek povprecˇenja nadomestimo z algoritmom,
ki na podlagi podatkov natancˇneje dolocˇi utezˇi posameznih napovedi. Pri
zlaganju uporabimo model logisticˇne regresije.
Nasˇa implementacija omogocˇa uporabo novega modela na osnovi odlo-
cˇitvenih dreves - gozdove nakljucˇnih podprostorov [7]. Model je na voljo za
uporabo tako pri postopku zrnatega skeniranja, kot tudi pri gradnji kaskade
gozdov.
Gozdovi nakljucˇnih podprostorov so primer ansambelskih algoritmov. Se-
1https://github.com/matejklemen/deep-rf
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stavljeni so iz dreves nakljucˇnih podprostorov. Gradnja dreves nakljucˇnih
podprostorov je podobna gradnji navadnih odlocˇitvenih dreves, ki je opisana
v poglavju 2.1. Dodaten korak, ki nastopi pred gradnjo dreves nakljucˇnih
podprostorov, je izbira nakljucˇnega podprostora. To pomeni, da izmed n
mozˇnih atributov nakljucˇno (s ponavljanjem) izberemo d < n atributov, nato
na celotni podatkovni mnozˇici in izbrani podmnozˇici d atributov zgradimo
odlocˇitveno drevo. Pri napovedi novega primera vsako drevo napove verje-
tnosti, da primer pripada posameznemu razredu. Koncˇne napovedane verje-
tnosti so povprecˇne napovedane verjetnosti vseh dreves, koncˇni napovedani
razred pa je tisti, ki dosezˇe najvecˇjo povprecˇno verjetnost [7].
Poglavje 4
Poskusi in rezultati
V tem poglavju predstavimo rezultate testiranja nasˇe implementacije glo-
bokih nakljucˇnih gozdov in predstavljenih dodatkov. Najprej na kratko pred-
stavimo uporabljene podatkovne mnozˇice in parametre algoritma. Nadalje-
vanje vsebuje rezultate, ki so razdeljeni na dva dela. Prvi del predstavlja
primerjavo nasˇe implementacije algoritma z implementacijo avtorjev globo-
kih nakljucˇnih gozdov [20]. S tem preverimo, ali so rezultati, navedeni v
njihovem cˇlanku, ponovljivi. Drugi del predstavlja rezultate testiranja novo-
sti, ki smo jih vkljucˇili v nasˇo implementacijo.
Rezultati nasˇe implementacije so pridobljeni na 50 ponovitvah izvajanja
in so predstavljeni s povprecˇjem in standardnim odklonom tocˇnosti. Na-
vedemo tudi p-vrednosti, pridobljene z Wilcoxonovim testom predznacˇenih
rangov. Te vrednosti uporabimo za preverjanje, cˇe so razlike v dosezˇenih
tocˇnostih posameznih modelov statisticˇno znacˇilne. Za odlocˇanje o stati-
sticˇni znacˇilnosti pojava uporabimo stopnjo znacˇilnosti α = 0,05.
4.1 Uporabljeni podatki in parametri
Pri testiranju uporabljamo pet podatkovnih mnozˇic, in sicer YEAST,
ADULT, LETTER [2], ORL [16] in MNIST [12]. Prve tri mnozˇice pred-
stavljajo primere nizkodimenzionalnih podatkov, kjer pri testiranju ne upo-
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rabljamo postopka zrnatega skeniranja, saj bi s tem unicˇili informativne
atribute. Preostali dve mnozˇici predstavljata visokodimenzinalne podatke
(slike), kjer posamezni atributi, ki predstavljajo intenzivnost slikovnih pik,
ne predstavljajo informativnih lastnosti podatkov. Da iz teh podatkov pri-
dobimo uporabne atribute, uporabimo zrnato skeniranje.
Pri testiranju podatke razdelimo podobno, kot so to naredili avtorji ori-
ginalnega cˇlanka [20]. Zaradi cˇasovnih omejitev namesto celotne podatkovne
mnozˇice MNIST uporabimo vzorec s 15000 primeri - ucˇna mnozˇica vsebuje
10000 primerov, testna mnozˇica pa preostalih 5000 primerov. Na podoben
nacˇin razdelimo mnozˇico LETTER - 16000 primerov gre v ucˇno, 4000 pa
v testno mnozˇico. Mnozˇica ORL vsebuje slike obrazov 40 oseb (10 slik za
vsako osebo). Pri testiranju mnozˇico razdelimo tako, da 5 slik vsake osebe
uporabimo za treniranje modela (skupaj 200 slik), preostalih 5 slik pa upo-
rabimo v testni mnozˇici. Mnozˇico YEAST razdelimo tako, da 1038 primerov
(70%) uporabimo za ucˇenje, 446 (30%) pa za testiranje. Mnozˇica ADULT je
zˇe podana v obliki locˇenih mnozˇic - ucˇna mnozˇica vsebuje 32561 primerov,
testna pa 16281 primerov.
Parametri, ki jih uporabljamo pri testiranju, so navedeni v tabeli 4.1. Za
dolocˇanje optimalnega sˇtevila nivojev kaskade gozdov namesto validacijske
mnozˇice uporabljamo 3-kratno precˇno preverjanje. Parametri so izbrani tako,
da so cˇim bolj podobni tistim, ki so bili uporabljeni v originalnem cˇlanku [20],
saj s tem lazˇje primerjamo implementaciji. Obenem zˇelimo preveriti, cˇe lahko
tudi brez natancˇnega nastavljanja parametrov dosezˇemo dobre rezultate na
razlicˇnih podatkovnih mnozˇicah.
Posebnosti, ki veljajo zgolj za posamezne poskuse, opiˇsemo v pripadajocˇih
poglavjih.
4.2 Primerjava implementacij
Tabela 4.2 prikazuje povprecˇne klasifikacijske tocˇnosti ter pripadajocˇe
standardne odklone obeh implementacij na petih domenah. Ker v cˇlanku
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Tabela 4.1: Parametri, uporabljeni pri testiranju.
Parameter Uporabljena vrednost
Velikosti drsecˇih oken
pri zrnatem skeniranju
{bn/16c, bn/8c, bn/4c};
n. . . sˇtevilo atributov
Sˇtevilo gozdov (posameznega tipa)
v nivoju kaskade gozdov
4
Sˇtevilo gozdov (posameznega tipa)
v posamezni iteraciji zrnatega skeniranja
1
Sˇtevilo dreves v
posameznem gozdu
500
Sˇtevilo skupin pri
precˇnem preverjanju
3
avtorjev algoritma globokih nakljucˇnih gozdov [20] ni bil naveden nacˇin te-
stiranja, smo testiranje na cˇim bolj podoben nacˇin kot za nasˇo implementacijo
opravili tudi za njihovo.
Cˇe primerjavo algoritmov opravimo na vsaki domeni locˇeno, ne moremo
statisticˇno potrditi, da sta implementaciji ekvivalentni. Sklepamo, da so raz-
like posledica razlicˇnih odlocˇitev pri implementaciji algoritma in nakljucˇnosti,
ki je del zasnove algoritma. V nasˇi implementaciji se na primer gradnja ka-
skade gozdov zakljucˇi, ko se validacijska tocˇnost 1 iteracijo ne zviˇsa, imple-
mentacija avtorjev gcForest pa je glede tega manj striktna - dovoljuje na
primer 4 zaporedne iteracije brez zviˇsanja validacijske tocˇnosti, preden se
gradnja zakljucˇi. Ta podrobnost v implementaciji vcˇasih omogocˇi prema-
govanje lokalnih ekstremov, a obenem obcˇutno povecˇa cˇas gradnje kaskade
gozdov.
Kljub temu, da obstajajo razlike za posamezne podatkovne mnozˇice, te
16 Matej Klemen
Tabela 4.2: Dosezˇene klasifikacijske tocˇnosti obeh implementacij in p-
vrednosti Wilcoxonovega testa pri nicˇelni hipotezi, da obe implementaciji
dajeta enake rezultate.
Podatkovna
mnozˇica
Implementacija
avtorjev gcForest
Nasˇa
implementacija
p-vrednost
YEAST 62,68% (0,92%) 62,26% (0,98%) 0,05
LETTER 97,29% (0,08%) 97,51% (0,06%)  0,01
ADULT 85,93% (0,14%) 85,83% (0,13%)  0,01
MNIST (15K) 97,87% (0,04%) 97,74% (0,04%)  0,01
ORL 93,68% (0,82%) 94,10% (1,08%)  0,01
razlike prakticˇno niso pomembne. Cˇe algoritma primerjamo na vseh petih
domenah skupaj in razlike testiramo z Wilcoxonovim testom, ne moremo
zavrniti hipoteze, da sta algoritma ekvivalentna.
4.3 Evalvacija novosti
Tabela 4.3 prikazuje rezultate nasˇe implementacije z dodanim zlaganjem.
Za zlaganje uporabljamo model logisticˇne regresije. Rezultati kazˇejo, da na
dveh podatkovnih mnozˇicah (MNIST in ORL) dosezˇemo statisticˇno znacˇilne
razlike v napovedni tocˇnosti, a so te razlike minimalne. Sklepamo, da je temu
tako, ker se zˇe prej, v skoraj vsakem koraku algoritma globokih nakljucˇnih
gozdov, uporablja zlaganje in so zato napovedi modelov zˇe pravilno utezˇene.
Ker novost prinese dodatno kompleksnost modela, je smiselnost njene upo-
rabe odvisna od razpolozˇljivih virov. Cˇe je cilj dosecˇi cˇim boljˇse rezultate na
racˇun nekaj daljˇsega cˇasa treniranja, potem je ta dodatek smiselno uporabiti.
Sicer (kadar je cˇas izvajanja algoritma kriticˇen faktor) uporabe dodatka ne
priporocˇamo.
Tabela 4.4 predstavlja rezultate z dodanimi modeli gozdov nakljucˇnih
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Tabela 4.3: Klasifikacijske tocˇnosti, dosezˇene z globokimi nakljucˇnimi goz-
dovi z dodanim zlaganjem. Za lazˇjo primerjavo rezultatov so v tabeli prika-
zani tudi rezultati osnovne implementacije (brez novosti).
Podatkovna
mnozˇica
Osnovna
implementacija
Dodano
zlaganje
p-vrednost
YEAST 62,26% (0,98%) 62,26% (0,73%) 0,66
LETTER 97,51% (0,06%) 97,53% (0,08%) 0,13
ADULT 85,83% (0,13%) 85,83% (0,14%) 0,81
MNIST (15K) 97,74% (0,04%) 97,78% (0,00%)  0,01
ORL 94,10% (1,08%) 94,35% (1,49%)  0,01
Tabela 4.4: Tocˇnosti, dosezˇene z globokimi nakljucˇnimi gozdovi, ki imajo do-
dane modele gozdov nakljucˇnih podprostorov. Za lazˇjo primerjavo rezultatov
so v tabeli prikazani tudi rezultati osnovne implementacije (brez novosti).
Podatkovna
mnozˇica
Osnovna
implementacija
Dodani gozdovi
nakljucˇnih
podprostorov
p-vrednost
YEAST 62,26% (0,98%) 62,50% (1,23%) 0,10
LETTER 97,51% (0,06%) 97,40% (0,07%)  0,01
ADULT 85,83% (0,13%) 86,53 % (0,13%)  0,01
MNIST (15K) 97,74% (0,04%) 97,73% (0,03%) 0,19
ORL 94,10% (1,08%) 94,01% (1,73%) 0,01
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podprostorov. Pri testiranju uporabimo 1 dodaten gozd pri zrnatem skeni-
ranju ter 4 dodatne gozdove nakljucˇnih podprostorov pri gradnji vsakega ni-
voja kaskade gozdov. Na dveh podatkovnih mnozˇicah (LETTER in ADULT)
dosezˇemo statisticˇno znacˇilne razlike v napovedni tocˇnosti - pri prvi slabsˇe,
pri drugi pa boljˇse. Rezultati namigujejo na to, da se dodani gozdovi na-
kljucˇnih podprostorov v vecˇini primerov niso sposobni naucˇiti nobenih novih
zakonitosti iz podatkov. Mozˇen razlog za neuspeh je v tem, da so drevesa v
zgrajenih gozdovih nakljucˇnih podprostorov morda korelirana z drevesi osta-
lih uporabljenih gozdov, kar pomeni, da delajo enake napake kot ostali goz-
dovi. Glede na dobljene rezultate ter dejstvo, da obcˇutno povecˇajo cˇasovno
kompleksnost treniranja, uporabo dodatka gozdov nakljucˇnih podprostorov
ne priporocˇamo.
Poskuse smo izvedli na sistemu z 8-jedrnim procesorjem (Intel Xeon E5-
2630) in 32 GB pomnilnika. Osnovna implementacija je za zrnato skeniranje
in gradnjo 5 nivojev kaskade gozdov na uporabljenem vzorcu mnozˇice MNIST
potrebovala 5005 sekund, implementacija z dodanim zlaganjem 5184 sekund,
implementacija z dodanimi gozdovi nakljucˇnih podprostorov pa 15407 se-
kund.
Poglavje 5
Zakljucˇek
V okviru diplomskega dela smo ustvarili lastno implementacijo algoritma
globokih nakljucˇnih gozdov in jo primerjali z implementacijo avtorjev origi-
nalnega cˇlanka [20]. Osnovni algoritem smo dopolnili z gozdovi nakljucˇnih
podprostorov ter preizkusili uporabo zlaganja za kombiniranje napovedi po-
sameznih modelov v zadnjem nivoju kaskade gozdov.
Z dodatkom zlaganja dosezˇemo enake ali boljˇse rezultate kot z osnovnim
algoritmom, z dodatkom gozdov nakljucˇnih podprostorov pa na treh po-
datkovnih mnozˇicah dosezˇemo slabsˇe rezultate, na dveh pa boljˇse. Glede na
kompleksnost dodatkov in dosezˇene rezultate ugotavljamo, da je dodatek zla-
ganja smiselno uporabiti, cˇe cˇas treniranja modela ni kriticˇen faktor. Dodatek
gozdov nakljucˇnih podprostorov cˇasovno kompleksnost obcˇutno povecˇa, zato
tega dodatka v vecˇini primerov ni smiselno uporabiti.
Algoritem globokih nakljucˇnih gozdov je sˇe relativno nov, zato je mozˇnosti
za nadaljnje raziskovanje veliko. Smiselno bi bilo preveriti, cˇe kateri izmed
preostalih ansambelskih algoritmov, ki jih nismo uporabili v tem delu, iz-
boljˇsa napovedno tocˇnost globokih nakljucˇnih gozdov. Primer takega algo-
ritma so gozdovi s pragovnimi konstrukti tipa X-izmed-N [19]. Ti so vkljucˇeni
v nasˇo implementacijo. Prvi rezultati algoritma s tem dodatkom so obetavni.
Na vzorcu 25 ponovitev izvajanja na mnozˇici YEAST je algoritem dose-
gel viˇsjo povprecˇno tocˇnost (62, 97%) in nizˇji standardni odklon (0, 51%) od
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osnovne implementacije. Poskusov na preostalih podatkovnih mnozˇicah nam
zaradi cˇasovnih omejitev ni uspelo opraviti.
V nalogi smo preizkusili uporabo zlaganja za zdruzˇevanje napovedi mo-
delov zadnjega nivoja kaskade gozdov. Smiselno bi bilo preizkusiti tudi upo-
rabo zlaganja za kombiniranje napovedi istolezˇecˇih modelov v vseh nivojih
kaskade gozdov. Tako bi na primer v kaskadi gozdov s 3 nivoji, kjer vsak
nivo vsebuje 2 modela, dobili utezˇeni kombinaciji za vse prve modele in vse
druge modele. Koncˇna napoved bi bila bodisi utezˇena vsota bodisi povprecˇje
dobljenih kombinacij.
Ker je bil algoritem razvit kot alternativa globokim nevronskim mrezˇam,
mora biti zmozˇen ucˇenja na velikih podatkovnih mnozˇicah. Modeli, ki so tre-
nutno del globokih nakljucˇnih gozdov, ne podpirajo inkrementalnega ucˇenja
iz podatkov, kar omejuje uporabnost algoritma za ucˇenje na velikih podat-
kovnih mnozˇicah. Da bi to omejitev odpravili, bi morali trenutno uporabljene
algoritme zamenjati z njihovimi inkrementalnimi razlicˇicami.
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