[1] Warming air temperatures induce ground warming and can therefore lead to permafrost degradation, which in turn may produce rock fall, debris flows, or cause serious problems for infrastructure stability. In the last two decades, many boreholes for thermal permafrost monitoring have been drilled in Alpine regions. Factors such as snow or scree cover, hydrology, or topography strongly affect the ground thermal regime and make trend estimation very difficult. Furthermore, ground temperature series exhibit a pronounced annual cycle and are strongly temporally correlated. For the sake of simplicity, often only annual values are analyzed for trend estimation, which is usually not robust for short measurement periods. This study intends to model time series with annual cycles and a daily database. A family of nine different models for trend estimation is proposed. The models are able to fit both overall trends and trends in the annual cycle amplitudes and therefore allow more robust and accurate trend estimation than when annual values only are used. Evaluation and comparison of the models is demonstrated using short-range (less than two decades, 1996-2008) permafrost temperature series from two adjacent boreholes in the Muot da Barba Peider ridge (Eastern Swiss Alps). The results suggest an increase in cycle amplitudes for near-surface coarse-blocky ground layers and an overall warming trend for deeper bedrock layers where the annual cycles are less pronounced.
Introduction
[2] Global annual mean air temperature has risen by about 0.74°C during the last century [Trenberth et al., 2007] . The effect of warming temperatures, however, varies strongly with latitude and elevation. Environments close to 0°C (e.g., glaciers or permafrost soils) react very sensitively [Slaymaker and Kelly, 2007] to increasing air temperatures. Because of this sensitivity permafrost has been defined as being an important cryospheric indicator of global climate change [e.g., Cihlar et al., 1997; Burgess et al., 2000; Harris et al., 2001] .
[3] Permafrost warming is being observed worldwide, both at high latitudes [Harris et al., 2003; Osterkamp, 2005; Smith et al., 2005; Osterkamp, 2007; Isaksen et al., 2007] and in lower latitudes at higher altitudes [Vonder Mühll, 2001; Harris et al., 2003; Gruber et al., 2004c; Wu and Zhang, 2008] . The thawing of ground ice can have serious impacts on rock wall stability in mountains and also lead to the occurrence of mass movements and thermokarst formation in less steep terrain [e.g., Noetzli et al., 2003; Gruber et al., 2004c; Rabatel et al., 2008; Harris et al., 2009] .
Permafrost degradation can also have negative effects on the stability of mountain infrastructure [Phillips et al., 2007] .
[4] In Alpine areas complex topographic conditions, different lithologies and highly variable snow cover conditions modify the climate signal in the ground [Gruber et al., 2004a [Gruber et al., , 2004b Harris et al., 2003; Isaksen et al., 2007] and permafrost temperature trends can therefore display high spatial and temporal variability, making the interpretation of mountain borehole temperature data particularly challenging.
[5] A number of boreholes have been drilled and instrumented in Alpine permafrost regions during the past two decades. They are located in various types of terrain (e.g., in talus slopes, rock glaciers, or rock walls), which are in turn part of a more complex mountain topography, such as ridges, summits, or corries, displaying intricate 3-D thermal effects. Modeling of temperature distribution in complex topographies shows for example that heat (e.g., from solar radiation) can flow through mountain ridges [Gruber et al., 2004a [Gruber et al., , 2004b Noetzli et al., 2007] .
[6] Several of the existing Alpine boreholes, including those discussed in this paper, were initially drilled in the context of engineering projects or to monitor potential natural hazards in permafrost areas [e.g., Phillips, 2006] . They were therefore not all specifically designed and positioned for climate-related analyses. The boreholes vary in depth (many are relatively shallow, i.e., less than 50 m deep) and are situated in different Alpine climate regions and at various altitudes. To complicate matters further, the borehole sites have highly variable snow covers. The timing, duration, and depth of the seasonal snow cover significantly influence the thermal conditions of permafrost soils [Sokratov and Barry, 2002; Zhang, 2005; Stieglitz and Smerdon, 2007; Luetschg et al., 2008] . Furthermore, thick talus covers with high air contents can insulate or even cool the ground [e.g., Harris and Pedersen, 1998; Gorbunov et al., 2004; Gruber and Hoelzle, 2008] , and high ice contents such as those occurring in active rock glaciers can prevent active layer deepening because of latent heat effects [Hanson and Hoelzle, 2004] .
[7] In addition, most of the Alpine permafrost temperature series cover time periods shorter than 20 years. The longest borehole temperature series in the Alps started in the rock glacier Murtèl-Corvatsch in the late 1980s [Hoelzle et al., 2002; Harris et al., 2003] . Therefore, appropriate statistical models to analyze trends of decadal or even shorter time series are needed in order to extract the maximum information from such short time series.
[8] Permafrost temperature series moreover exhibit a pronounced annual cycle and are strongly serially dependent which makes trend estimation rather difficult [Bodri and Cermak, 2007] . Similar difficulties arise for other periodic climate variables, e.g., air temperature, solar radiation, or precipitation. Many studies therefore reduce their data to annual values, which has the nice feature of producing noncyclic and usually independent data. Ordinary least squares regression can then be applied for trend estimation. Trends are usually assumed to be linear [e.g., Osterkamp, 2005; Isaksen et al., 2007; Wu and Zhang, 2008; Xue et al., 2009] , but other possible trends include bilinear, exponential [Zheng et al., 1997] , or quadratic functions of time [Woodward and Gray, 1995] . Nevertheless, when daily data are available, the approach of fitting only annual values has the negative feature of reducing the time series to only a few points. This can be problematic for the identification and quantification of the mechanisms driving the evolution of the time series and in particular for the identification of possible trends. Calculating anomalies is another way to remove the seasonal effect while keeping the original time resolution. Anomaly time series nevertheless remain serially correlated, and this correlation has to be accommodated in the trend analysis. In a regression framework, this can be done by assuming residuals to follow an autoregressive model [Harvey, 1985] or by directly considering cyclic residuals [Robinson, 1994; Gil-Alana, 2008] . Working with anomaly series can be very convenient with long time series (many decades) and if a suitable reference period (e.g., 30 years for most climate variables) is available. With short time series, such a method is not advisable.
[9] The goal of this study is to directly model daily data exhibiting annual cycles and possible trends, without transforming them into annual values or anomalies. In addition to allowing overall trend analyses for periodic time series [see Grieser et al., 2002; Helsel and Hirsch, 2002; Kottegoda et al., 2008] , our models also enable us to identify trends in cycle amplitude that, to our knowledge, has never been considered. Nine different statistical models are introduced and their goodness of fit compared. In this article, the methodology is applied to daily permafrost temperature series but could potentially be applied to any time series exhibiting seasonal features. Two neighboring boreholes in a talus slope above Pontresina in the Eastern Swiss Alps are analyzed and compared. Furthermore, possible influences of engineering structures, topography, and ground surface cover on the thermal response of permafrost are discussed.
Study Site and Measuring Data
[10] The two adjacent boreholes analyzed in this paper are located above the village of Pontresina in the Eastern Swiss Alps (Figure 1 ). The boreholes named "Muot da Barba Peider B1" and "Muot da Barba Peider B2" (henceforth MBP-B1 and -B2) are 18 m deep and located in the permafrost near the top of the NW-oriented flank of the Muot da Barba Peider ridge at 2960 m above sea level (asl). The slope is 38°steep and is covered with coarse-blocky talus. The ridge is oriented NE-SW and is approximately 80 m wide at the elevation of the boreholes, which are located approximately 30 m below the top of the ridge. The drilling stratigraphy shows ground ice occurrences inside the talus, which reaches a depth of about 4 m, with frozen bedrock below ( Figure 2 ). Active layer depth varies between 1 and 2 m. MBP-B1 and -B2 lie at the same elevation (2960 m asl), only 50 m apart, with B1 situated between snow-retaining avalanche defense structures and B2 in undisturbed terrain. Because of the defense structures the snow cover persists longer in spring/summer at B1 and thus influences the ground thermal regime [Phillips, 2006] (Figure 1 small inset right and Figure 3) .
[11] Temperatures are measured hourly at different depths in the boreholes using Yellow Spring Instruments YSI 44008 thermistors with a calibrated precision of 0.02°C. Daily mean temperatures are registered using Campbell CR10X data loggers. The depths of the thermistors in the boreholes are shown in Tables 2a and 2b . The measurements analyzed here extend from November 1996 to July 2008 in MBP-B1 and -B2 (Figure 3 ). Data from 27 March to 9 July 1999 are missing at all borehole depths in MBP-B2 due to battery failure. Information on the snow cover is gained from photographs taken regularly by an automated camera located on the opposite slope.
Modeling of Ground Temperature Trends

Model Description
[12] Borehole temperature monitoring has been carried since autumn 1996 in the boreholes MBP-B1 and -B2. Figure 3 shows that the heat penetration into the ground occurs gradually and the heat diffuses with increasing depth. Furthermore, permafrost temperatures exhibit a pronounced quasi-yearly periodicity that may dominate real trend signals. As the data set only includes about 11 years, approaches fitting annual values or anomaly series are not adequate. In this study different models for the analysis of periodic time series such as those measured in permafrost boreholes are proposed and compared. The models account for yearly variations and are able to process daily data. The base model on which all have been built up is defined as follows [Grieser et al., 2002; Helsel and Hirsch, 2002; Kottegoda et al., 2008] :
with y t denoting the temperature at time t, ranging from 1 to n (number of observations). Coefficient a marks the intercept with the y axis, i.e., the "starting level" of the regression. Variable A denotes the amplitude, and parameter indicates the temporal phase shift that accounts for the delay due to gradual heat penetration into depth. Parameter h indicates a possible trend with time. Variable T is fixed and defines the cycle length (365.25 days for 1 year cycles and daily data). Variable " t denotes the residuals. As equation (1) will be independently applied on ground temperature series at different depths an additional index for depth should be introduced, which has been omitted for clarity here.
[13] In equation (1) temperature periodicity is modeled through the use of a sine function. Every cycle lasts 365.25 days (1 year). Warm half-year temperatures correspond to crests in the sine waves. They consist of all days t so that (
Cold half-year temperatures correspond to troughs in the sine waves. They consist of all days t so that (
The quantity ( 2 T t + ) mod(2p) then determines whether a day t belongs to the warm half-year period or to the cold halfyear one. This quantity will be denoted "Term" in Table 1 . Depending on the possible trends for warm half-year and cold half-year temperatures, different models taking into account the following properties of periodic time series can be considered (see Table 1 and Figure 4 ):
[14] 1. The first property is annual periodicity with the same amplitudes for warm half-year temperatures (crests) and cold half-year temperatures (troughs): (1) model 1, no trend at all, (2) model 2, overall linear trend, (3) model 3, linear trend in the amplitudes of the seasonal cycle.
[15] 2. The second property is annual periodicity with different amplitudes for warm half-year temperatures (crests) and cold half-year temperatures (troughs): (1) model 4, no trend at all, (2) model 5, overall linear trend, (3) model 6, [16] In addition, a simple linear regression model devoid of any periodic functions (only fitting a pure line, model 0) has been included, suited for example to nonperiodic time series (e.g., for permafrost temperatures measured below the depth of annual temperature variation or "zero annual amplitude"). An overview and the mathematical formulation of all nine models applied in this study are given in Table 1 and Figure 4 .
Model Estimation
[17] Ground temperature time series exhibit serial dependence that is propagated to the residuals in models 0-8. A graphical means of checking such an autocorrelation is to depict autocorrelation function (ACF) and partial autocorrelation function (PACF) plots of the residuals " t . An ACF plot shows the correlation between all pairs " t and " t+k for every lag k, i.e., the correlation between residuals separated by k days. A PACF plot shows the correlation between all pairs " t and " t+k for every lag k after exclusion of the influence of the residuals (" t+1 , …, " t+k −1 ) in between. For independent residuals, ACF and PACF plots would both cut off at lag 1 and tail near 0 without a clear structure. For an autoregressive (AR) model of order p, PACF basically tails off near 0 after lag p, and ACF is a mixture of exponential decay and damped sinusoids [see Montgomery et al., 2008] . To illustrate this, Figure 5 shows the time series of residuals from model 6 fitted with ordinary least squares (OLS, henceforth) to the permafrost temperatures measured at 8 m depth in MDP-B2 and the corresponding ACF and PACF plots. The serial correlation of the residuals " t is clearly visible (see Figures 5a-5c): the ACF and PACF plots reveal an autocorrelation function of order 16.
[18] Because of the residuals' autocorrelation, OLS fitting should not be applied as it assumes them to be independent and identically distributed. Applying OLS on positively correlated data could be misleading. Even if parameters were quite correctly estimated, their variances would typically be underestimated, implying that P values of significance would likewise be underestimated. This can, for example, lead one to conclude that data exhibit a significant warming trend although there is in fact no significant evidence of warming. Instead of using OLS, model fitting can be undertaken using generalized least squares (GLS, henceforth) estimation [Dobson and Barnett, 2008] in order to explicitly account for residuals' autocorrelation.
[19] The procedure we used for the parameter estimation was proposed by Cochrane and Orcutt [1949] . For illustration, we describe the Cochrane-Orcutt method for fitting a model such as
This includes models 2, 3, and 4 with, for example, for model 2, b 0 = a, b 1 = A, u t = sin( 2 T t + ), b 2 = h, and v t = t. A similar decomposition can be made for all other models, and the generalization of the algorithm is straightforward. The idea beneath the Cochrane-Orcutt algorithm is to assume an autoregressive moving average (ARMA) representation for " t . For our data, ACF and PACF plots of OLS residuals (see Figure 5 for illustration) suggest to model residuals as a pure autoregressive (AR) model rather than an ARMA model. Let p be the order of residuals' autocorrelation
where g 1 , …, g p are the autoregression coefficients and w t are independent and normally distributed.
[20] The Cochrane-Orcutt procedure is based on transforming the response variables y t to
Figure 2. Borehole stratigraphy from a borehole MBP-B3 located between MBP-B1 and -B2. Borehole cores were taken for the uppermost 6 m, and the volumetric ice contents of each layer were determined in the laboratory. The thickness and grain size of the talus and fines vary locally, and gneiss bedrock is present from a depth of approximately 3.5-4.0 m downward in all boreholes.
where g 1 , …, g p are the autoregression coefficients of equation (3). Equation (2) then becomes
Note that the residuals w t in equation (5) are independent random variables, and therefore, OLS can be applied for Figure 4 for example graphs to the models.
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estimating the transformed linear model in (5). Unfortunately, this reparametrized model contains the unknown parameters g 1 , …, g p . The Cochrane-Orcutt algorithm is then an iterative algorithm alternating between AR model estimation for the residuals " t and OLS fitting of the corresponding transformed model (equation (5)):
[21]
Step 1: Run an ordinary regression of y t on u t and v t acting as if the residuals were uncorrelated (i.e., applying OLS method). Extract the residuals " t .
[22]
Step 2: Fit an AR model of order p to the residuals " t . Extract the estimated autoregression coefficients 1 , …, p .
[23]
Step 3: Apply the AR transformation (equation (4)) on y t , u t , and v t to obtain the transformed data y′ t , u′ t , and v′ t and therefore the linear model of equation (5).
[24]
Step 4: Run an OLS regression method of y′ t on u′ t and v′ t to obtain the estimators′ 0 , 1 , and 2 . Extract the residuals w t and back-transform them to " t using equation (3).
[25]
Step 5: Go back to step 2 or stop if estimators of g values and b values remain stable (absolute change lower than 10
−6
).
[26] The best AR order in step 1 is selected with the help of the Akaike information criterion (AIC) (see section 3.3 equation (7) for its definition). Depending on depth and model, different orders p are used. Roughly speaking, higher orders are selected with increasing depth. At convergence of the algorithm, estimators′ 0 , 1 , and 2 are available. The estimator of b 0 is then just given by 0 ¼ 0
(see equation (5)). The fitted value at time t for the model of equation (2) is then given byŷ t = 0 + 1 u t + 2 v t .
Model Selection
[27] Once all models 0-8 have been estimated, in practice, two important questions have then to be addressed: (1) Which model is the best one for a given depth? (2) How well does this model explain the data?
[28] Information on the goodness of fit of a model can be given by R 2 , the so-called coefficient of determination, defined as
In equation (6),ŷ t denotes the fitted value at time t, ranging from 1 to n (number of observations), y is the empirical mean of all observations, and y t are the observed values. R 2 compares the explained variance (variance of the predicted values, SS R ) with the total variance of the data (SS Y ). It lies between 0 and 1. The higher R 2 , the better future outcomes are likely to be predicted by the model. R 2 should nevertheless not be used to select between models since R 2 Figure 4 . Example graphs corresponding to the models 0 to 8 listed in Table 1 .
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increases weakly with the number of free parameters and redundant covariates therefore cannot be excluded.
[29] In this paper the model selection for each time series is made with the help of the Akaike information criterion (AIC) [Akaike, 1973] , defined as
with k denoting the number of estimated parameters and L is the maximized value of the likelihood function for the estimated model (see Kariya and Kurata [2004] for the formula of the likelihood in the GLS case). Among all considered models, the selected model is the one with the lowest AIC value. Informally, AIC strategy tries to find the model which best explains the data (highest likelihood L) with a minimum of free parameters (low k).
Results and Discussion
Results of Different Approaches to Estimate Trends in Periodic Time Series: Analysis of Daily and Annual Values
[30] First, trend magnitudes and P values for the permafrost temperature series measured in boreholes MBP-B1 and -B2 were estimated and compared. Tables 2a and 2b show the results obtained with the selected (using AIC strategy, see section 3.3) and GLS-fitted model applied on daily ground temperature values. and Table 1 ). After checking the independence of the annual values (not shown), they were fitted using OLS estimation. Trends found in annual maxima and minima (see Tables 4a  and 4b ) can then be compared with trends for crests and troughs (see Tables 2a and 2b ) from the models fitted to daily values.
[32] The model selection procedure referred to as the "selected model" (see Tables 2a and 2b ) reveals a striking pattern for both boreholes. From the surface down to 6 m in MDP-B1 and down to 10 m in MDP-B2 warm half-year temperatures (crests) are either stable or increasing. Cold half-year temperatures (troughs) at these depths, however, mostly reveal decreasing trends. At depths greater than 6 m respectively, 10 m only increasing temperature trends, for crests as well as troughs, could be detected for both boreholes. Further discussion and interpretation of this trend pattern visible in both boreholes is presented in section 4.2.
[33] The values of R 2 show that the preferred models explain the data quite well (R 2 from 0.508 to 0.885, see Tables 2a and 2b and Figure 6 ).
[34] The outcome is similar when applying the simple linear regression technique to annual maximum and minimum values (see Tables 4a and 4b compared with Tables 2a  and 2b ), but trends are less significant. Annual mean values (Table 3 ) also show similar temperature trends, with the significant warming at depths below 10 m. The underlying database is very small with 11 annual values and shows a relatively high variability. This makes trend detection difficult. As expected, the values of R 2 (Tables 3, 4a , and 4b) are very low (mostly (0.5) for the ground layers between 0.5 and 10 m, implying that the model does not explain the annual values well. Also, the standard errors of the trend estimates obtained with annual values for depths 0.5-10 m (Tables 3, 4a , and 4b) are higher than those obtained using daily data (Tables 2a and 2b ), meaning that trend estimates obtained with annual values are more uncertain. Deeper down, at depths 13.5 and 17.5 m, where the annual cycle of the temperature is no longer very pronounced, annual values have much less variability. Higher R 2 (R 2 > 0.5) and lower standard errors (Tables 3, 4a , and 4b) reveal that the fit is better here.
Processes Responsible for the Trend Patterns
[35] In general, heat transfer beneath the ground surface is predominantly conductive [Smerdon et al., 2003] , and therefore, increasing air temperatures leading to a warmer ground surface also induce a warming of the ground below from the surface downward. However, numerous factors, such as ground water flow, changed surface conditions or inhomogeneous ground properties inside the ground (e.g., air-filled voids) can disturb this conductive heat transfer into Table 2b . As in Table 2a, the ground [Signorelli and Kohl, 2004; Kooi, 2008] . The gradual penetration and damping of heat with depth lead to spatial and temporal dependencies between the individual temperature series at different depths. These dependencies, however, have not been taken into account in this study. The temperature series have been treated as independent series (see section 3.1) that makes the following conclusions more tentative than would be in the case for independent series.
[36] Ground temperatures from the two boreholes on Muot da Barba Peider reveal a pronounced trend pattern (see Table 2a and 2b). Decreasing temperatures for the cold halfyear temperatures (troughs) and stable or increasing trends for the warm half-year temperatures (crests) are revealed from the surface down to about 6 to 10 m depth. Below, increasing ground temperatures for both cold and warm half-year temperatures have been detected. The similarity of the trend patterns in both boreholes indicates that measurement drift is unlikely. In detail, the trends in MDP-B2 are as follows (see Table 2b ):
[37] 1. Ground layers from 0.5 m down to 10 m depth manifest a significant temperature decrease with magnitudes from −0.148°C/yr to −0.023°C/yr for cold half-year temperatures. Stable or significantly increasing temperatures ranging from 0.023°C/yr to 0.123°C/yr could be detected for warm half-year temperatures. Models 3, 6, and 7 have been selected.
[38] 2. Ground layers deeper than 10 m, inside frozen bedrock, show significantly increasing temperatures with magnitudes from 0.025°C/yr to 0.028°C/yr for warm and cold half-year temperatures (overall increase described by model 2).
[39] The situation in borehole MDP-B1 is similar with one exception (see Table 2a ):
[40] 1. Ground layers from 0.5 m depth down to 6 m depth show stable or increasing trends with magnitudes from 0.041°C/yr to 0.090°C/yr for warm half-year temperatures. For the cold half-year temperatures, significant cooling ranging from −0.140°C/yr to −0.041°C/yr is detected for 0.5, 1, and 3-6 m depths, whereas the temperatures at 2 m depth show significantly increasing temperatures (0.148°C/yr). Models 3, 6, and 7 have been selected.
[41] 2. From 8 m depth downward solely significantly increasing trends with magnitudes from 0.024°C/yr to 0.042°C/yr for warm as well as cold half-year temperatures occur. Model 2 describing periodic data with equal amplitudes for crests and troughs and an overall trend has been selected.
[42] Models describing stable conditions without a trend (models 1 and 4, see Table 1 and Figure 4 ) are never selected with the AIC criterion. Furthermore, model 0 describing nonperiodic behavior is also never selected. For both boreholes, periodic models with trends therefore explain the data better.
[43] To explain possible processes responsible for such a trend pattern, it is important to know that the composition of the ground plays an essential role concerning its reaction to warm and cold air temperatures. Tables 2a and 2b reveal cooling cold half-year temperatures and warming warm half-year temperatures inside the coarse-blocky talus layer (from the surface to about 6-10 m depth), whereas overall warming trends for both crests as well as troughs are observed in the solid bedrock below.
[44] The thermal reaction of talus with large air-filled voids and solid bedrock is thus very different. Coarse-blocky talus can have a thermal insulating or even cooling effect on the underlying permafrost [e.g., Harris and Pedersen, 1998; Gorbunov et al., 2004; Gruber and Hoelzle, 2008] . In addition, cooling induced by intratalus ventilation is possible. Several studies have investigated this phenomenon of seasonal air circulation (the so-called "chimney effect") through blocky talus accumulations [e.g., Wakonigg, 1996; Delaloye et al., 2003; Delaloye and Lambiel, 2005; Phillips et al., 2009] . Chimneys through the snow cover in winter support the suggestion that ventilation probably occurs within the talus slope. The increasing temperatures during warm half years might result from longer and/or earlier snow-free summers.
[45] Furthermore near-surface layers are subject to freezing and thawing processes (active layer depth between 1 and 2 m) that may have some impact on soil temperature trends. This might also be a possible explanation for the increasing trend in cold half-year temperatures of MDP-B1 at 2 m depth close to the ice-rich permafrost table (Table 2a ). The release of latent heat during freezing increases with the available ground moisture due to ice melting in summer or precipitation.
[46] The characteristics of the selected models might also help to explain the observed trend patterns. The models chosen for the temperature series in the near-surface layers include changes in the amplitudes of the annual cycle (Tables 2a and 2b , models 3, 6, and 7), whereas the models that were selected for the deeper layers are characterized by an overall trend (Tables 2a and 2b , model 2).
[47] Increasing amplitudes imply increasing variability and can be induced by variations in snow depth such as low snow depths at the beginning of the winter or high snow depths in late spring that have an important cooling effect on the ground [Sokratov and Barry, 2002; Zhang 2005; Stieglitz and Smerdon, 2007; Luetschg et al., 2008] . Thin snow cover does not have an insulating effect, particularly if coarse-blocky talus is not completely covered. Combined with its high albedo, it causes a strong cooling of the underlying ground [Keller, 1993] . Thick snow cover, however, is a good insulator and decouples ground temperature from the conditions in the atmosphere. Winters with a long delay before a thick snow cover is established, therefore have a pronounced cooling effect on the ground, whereas winters with an early thick snow cover have a warming influence. Snow depths at MBP-B1 and -B2 read from stakes on automatically taken photographs show a decreasing tendency between 2001 and 2008 (not shown), which could have led to increasing amplitudes of troughs (colder cold half-year temperatures) and therefore to ground cooling over the period [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] . A recent study [Marty, 2008] shows a decrease in snow days at lower altitudes (200-1800 m asl), since the mid-1980s. However, at present, there are no clear trends for the timing and duration of the snow cover at altitudes above 2000 m asl. As a result of increasing winter precipitation predicted by climate models, snow depths at high altitudes are rather expected to increase in future [OcCC/Proclim, 2007] . To obtain more information about the situation at Muot da Barba Peider further analyses of the snow measurements at the site and in the whole region would be needed.
[48] Overall trends with constant amplitudes, visible in the deeper bedrock layers could indicate changes of the longterm thermal regime that may be a result of climate warming. However, the source of warming is unclear. The thick scree cover above shows predominantly cooling temperature trends, and active layer depth is not significantly deepening, which implies the warming cannot come from the surface downward. Increased heat transfer processes due to warming from the warmer southern flank of Muot da Barba Peider through the mountain ridge toward the colder northern flank [see Noetzli et al., 2007] might be responsible for the warming of MBP-B1 and -B2 observed at depth.
Summary and Conclusions
[49] The goal of this study was to determine trends in time series with annual cycles and a daily resolution. Nine different linear models accounting for periodicity and serial dependence have been introduced and compared. The models are able to fit overall trends as well as trends in the cycle amplitudes of periodic time series. Model evaluation and comparison have been undertaken by using daily ground temperature series measured at different depths inside two adjacent permafrost boreholes at Muot da Barba Peider in the Eastern Swiss Alps.
[50] The results show that for near-surface layer models describing trends in the amplitudes are selected, whereas for greater depths, models fitting overall trends are selected. Furthermore, a striking trend pattern appears. Significantly decreasing trends for cold half-year temperatures and increasing ones for warm half-year temperatures are found inside the coarse-blocky talus due to near-surface disturbances or changes in snow cover distribution. In the underlying bedrock, significantly increasing temperatures during warm as well as cold half-years have been revealed, which could originate from increased intraridge heat transfer. Deeper borehole measurements and modeling of the heat amount transferred through the 80 m wide mountain ridge at Muot da Barba Peider would give more insight.
[51] The fact that the boreholes discussed here are rather shallow makes climate-related analyses difficult. They do however provide useful information for the design of infrastructure and the management of natural hazards. Although decadal data series are rather short for trend analyses, the pattern detected at Muot da Barba Peider reveals the complexity of the processes occurring in mountain permafrost. Our main goal, however, was to show as a first step that for detailed and correct data interpretation appropriate statistical models able to take into account the maximum possible database are indispensable.
[52] In a future step, the robustness of these trends detected by the models will be tested, and thus, the impact of the results estimated. Furthermore, the dependence between the individual time series at different depths should be considered. Subsequently, the methods presented here will be applied to other permafrost borehole data in the Swiss Alps.
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