Abstract. Sensor measurements from diverse locations connected with possibly low bandwidth communication channels pose a challenge of resource-restricted distributed data analyses. In such settings it would be desirable to perform learning in each location as much as possible, without transferring all data to a central node. Applying the support vector machines (SVMs) with nonlinear kernels becomes nontrivial, however. In this paper, we present an efficient optimization scheme for training SVMs over such sensor networks. Our framework performs optimization independently in each node, using only the local features stored in the respective node. We make use of multiple local kernels and explicit approximations to the feature mappings induced by them. Together they allow us constructing a separable surrogate objective that provides an upper bound of the primal SVM objective. A central coordination is also designed to adjust the weights among local kernels for improved prediction, while minimizing communication cost.
Introduction
Sensor networks have been a very active research topic in recent machine learning and data mining [12, 13] . Sensors are adopted to monitor certain aspects of objects or phenomena that we are interested in, often located in such places hardly accessible by human beings. Various applications include monitoring manufacturing processes, traffic levels, water flows and climate changes over time at different locations, where sensors (or computing nodes embracing local sensors) have to communicate with each other or with a central arbitrator in order to provide useful information for decision making.
Challenges arise in sensor networks when we try to build a predictor collecting information from all sensors, where sensors can afford only minimal communication due to their distance to a central station or low-power requirements. If this is the case, we might prefer to perform learning in a distributed fashion, where each separated part of learning relies on locally stored measurements only.
Learning a global model in such cases requires an approach whose computation can be distributed in a well-defined way, equipped with a global arbitration that can maximize prediction performance without incurring too much information transfer from sensors.
In this paper we suggest a variant of the support vector machines (SVMs) using nonlinear kernels on sensor data. We define kernels that use only locally stored features in sensors, computing explicit forms of approximations to the feature mappings that correspond to each local kernel. For typical error functions of SVMs, we then create a separable surrogate objective function that forms an upper bound on the original primal SVM objective. Each separated part in the objective is designed to use a single local kernel, and therefore can be optimized locally at the sensors.
We also provide an additional central optimization that uses inner product results from the sensors, without requiring an access to local kernel functions or their approximations. The central optimization provides local kernels new weights, that can be fed to the sensors and generate possibly improved local solutions.
Separable Optimization
In this section we begin with a general description of the support vector machines (SVMs), shaping it progressively to a form which can be optimized separately for local features in each network node.
Support Vector Machines
We consider a given data set {(x u , y u )} m u=1 which consists of pairs of input feature vectors x u ∈ R p and their labels y u , where y u ∈ {−1, +1} for classification and y u ∈ R for regression. The SVMs for 1-and 2-class classification and regression can be formulated as an unconstrained convex minimization, 
where λ > 0 and ℓ is a convex loss function chosen by the task of interest as in Table 1 . For readability we ignore the intercept term of a decision plane without loss of generality, which can be easily included by augmenting vectors w and x and excluding it from penalization in the first objective term. We call φ : R p → H, for a Hilbert space H, a feature mapping induced by a positive semidefinite kernel k, with the relation that k(x,
Multiple Localized Kernels
Now, we consider that the input features are stored in a distributed fashion among n nodes, possibly with overlaps among them. We suppose that there are Table 1 . The loss function ℓ and the range of ρ in the canonical objective of SVMs in the equation (1), and ℓi and ρi corresponding to the ith summand in the upper bounds of ℓ formed in (6) . For the training example indexed by u, we set z = w, φ(xu) and
. The zero range for ρ and ρi implies we ignore them in optimization.
Task ℓ(z, y, ρ) ℓi(zi, y, ρi) Range ρ, ρi Classification (1-class) max{0, ρ − z} max {0, ρi − zi} R Classification (2-class) max{0, 1 − yz} max{0, 1 − yzi} 0 Regression max{0, |y − z| − ǫ} max{0, |y − zi| − ǫ} 0 p unique features in total, denoting by S i ⊂ {1, 2, . . . , p} the subset of feature indices stored in the ith node, and by
For convenience, we refer to the feature subvector of x u stored in the ith node as x u [i] ∈ R pi . For each node we make use of an individual kernel which depends on only the features stored locally in nodes. We denote the kernel for the ith node by k i : R pi×pi → R and its corresponding feature mapping by φ i : R pi → H i . Then we can construct a composite kernel k as a conic combination of local kernels, that is,
(It will become clear why we use µ 2 i rather than µ i ≥ 0, as we progress.) The weights for local kernels µ i will be optimized, which defines our central optimization problem to be discussed later. This setting is very similar to the multiple kernel learning (MKL) and boosting, but our resulting framework will not be exactly the same, as we discuss later in Section 3.
We note that using multiple kernels alone does not lead to a separable objective for SVMs. From the representer theorem [20] , the optimal weight w of SVM (1) is expressed as a linear span of the representers k(·, x v ). That is,
Replacing w into (1) results in the following objective:
We can see that all optimization variables α 1 , α 2 , . . . , α m are coupled with each node i = 1, 2, . . . , n, therefore cannot be split over nodes. This also indicates that we would need alternative ways to incorporate kernels rather than relying on the representer theorem, to achieve separability.
Approximating Feature Mappings
One observation of the original SVM formulation (1) is that the terms w 2 and w, φ(x u ) will be separable over the components of w, if w and φ(x u ) are in a finite dimensional space. (The loss functions ℓ in Table 1 are not separable as well. We will discuss them as the next step in the following section.) Motivated by this, we introduce explicit finite-dimensional approximations to the feature mappings φ ∈ H that correspond to kernel functions k(x, x ′ ) = φ(x), φ(x ′ ) . This step is necessary, since the explicit form of φ is unavailable in general.
For each node i, suppose that we have obtained an approximate feature mapping ϕ i : R pi → R di to the original mapping φ i , where d i ∈ (0, ∞) is a predefined (possibly small) integer, so that
is sufficiently large, we can consider the following d-dimensional problem as a good approximation to the original problem (1):
Regarding the representation (3), we impose a weight µ i ≥ 0 for the feature mappings in nodes i = 1, 2, . . . , n, so that
. . .
Here we denote by w[i] ∈ R di the subvector of w ∈ R d for the node i. Again, by
pi we denote the attributes of x ∈ R p stored in the node i. In the expansion of w T ϕ(x) above, we have µ i but no µ 2 i as in (2) or (3). The reason is that we do not have any inner product between images of ϕ i (·): this becomes a crucial property for deriving a separable optimization problem.
There have been largely two types of approaches to find approximate feature mappings ϕ. The first type of approaches is based on computing low-rank factor matrices that approximate the original kernel matrices [4, 3, 6] . Although this type allows to use any positive semidefinite kernel matrices, it requires matrix factorization with comparably large memory footprint.
In the second type, we make use of random projections and construct approximate mappings directly [16] . These methods tend to require larger approximation dimensions than the first type [11] , but they are much simpler and easier to parallelize. In this paper we focus on the second type approximation of the Gaussian kernels
2 ) for some γ i > 0 without loss of generality, for which the approximation is given by
for each node i, where z j ∈ R pi and e j ∈ R are i.i.d. random samples from the Gaussian distribution N (0, 2γ i I), I is an identity matrix, and from the uniform distribution on [0, 2π], respectively. These are derived from the Fourier transform of the kernel function k i (for more details see [16] ). Note that ϕ i uses only local features stored in the ith node, represented as a subvector x[i].
A Separable Surrogate Objective
Our final step is to make the loss functions ℓ in Table 1 separable over nodes, using their convexity in the first and the last arguments. For this purpose we impose n i=1 µ i = 1 in addition to µ i ≥ 0. Then we can derive an upper bound for the hinge loss ℓ of 2-class classification as follows,
where ℓ i is listed in the second row of Table 1 , and we define ρ i so that ρ = n i=1 µ i ρ i . The upper bounds for 1-class classification and regression tasks can be derived similarly and are presented in the table as well. Summing up the inequalities (6) over training indices u = 1, 2, . . . , m leads to an upper bound of the objective function in (4):
The expression in the right hand side is separable in terms of nodes. Therefore, in each node i = 1, 2, . . . , n we can solve the following separated problem,
Although it is possible to construct a global classifier by transferring all local solutions w * [i] and ρ * i of (8) to a central node for i = 1, 2, . . . , n, it may not be desirable since then the central node should know about ϕ i and local features as well. This requires O(
per test point x whose features are stored in a distributed fashion. Instead, we let each node compute and transfer two scalars w
) and ρ * i to a central node, where weighted summations w
can be used for global prediction. This approach reduces the communication cost to O(n) for a test point.
Minimization of Approximation Gaps
We discuss the quality of two approximations we have made, in using approximate feature mappings and an inequality due to the convexity of loss functions, to arrive the separated local optimization (8) from the nonseparable SVM formulation (1), assuming that both are using multiple localized kernels.
Approximation in Feature Mappings
The first approximation has been applied when we use approximate feature mappings in Section 2.3. In the case of the mapping ϕ i :
the following result from [16] quantifies its quality:
P sup
, where M ⊂ R pi is a compact set containing all subvectors x u [i], u = 1, 2, . . . , m. Therefore, ϕ i grants us good approximation as long as we use sufficiently large d i for its approximation dimension.
Approximation in the Convex Inequality Another approximation takes place in (6) and (7), where we construct separable upper bounds of the nonseparable loss functions ℓ in Table 1 . Since the inequality is constructed using the convex combination parametrized by µ 1 , µ 2 , . . . , µ n , we can reduce the gap in the inequality by minimizing the right hand side expression of (7) in terms of µ i 's. This defines an optimization problem in a central node,
Here we have defined
The constants in Z ui can be computed independently in local nodes and transferred to the central node.
The last term Ψ in the objective of (9) is an optional convex regularization term. This can be chosen as Ψ (µ) = 
Related Works
We present two most closely related learning approaches to our framework.
Multiple Kernel Learning
The multiple kernel learning (MKL) is an extension of the support vector machines for employing multiple kernel functions, instead of a single one as in the standard settings. The current forms and efficient learning methods for MKL have been established in [10, 9, 1, 2] . In MKL we consider a combination of n kernels
and k i 's are defined on a certain subset of features. Plugging the composite kernel k(x, x ′ ) into the standard SVM formulation leads to a semi-definite program (SDP) [10] , which is much harder to solve than the standard SVMs. When kernels k i are normalized, i.e. k i (x, x) = 1, it can be reduced to a quadratically constrained quadratic program [9] , which can be solved slightly more efficiently than SDPs. Modifications to the SVM formulations lead to further improvement, resulting in a semi-infinite linear program [19] , a quadratic program [17] , or a much faster interleaved optimization using ℓ p -norms [8] .
The main difference of MKL to our framework is that the objective function of MKL is not separable over nodes. For instance, the MKL formulation in [17] solves the dual problem for fixed weights β 1 , β 2 , . . . , β n ,
Similar to our discussion in Section 2.2, all variables α u 's in this objective are coupled with each node i, therefore the optimization cannot be separated over nodes. Another difference is the ways to form the convex combinations of kernels.
Comparing the convex combinations in (11) and (2), we can interpret our µ i as √ β i , and we impose
Boosting
Boosting with an additive model [5] is also quite similar to our model and MKL. In boosting, we find a linear combination of n basis functions or weak learners of the form
where ζ i ∈ R, and h i can be set h i (w;
) to make it similar to our setting. The optimal w * [i] and ρ * i can be found independently for each node i = 1, 2, . . . , n, and the best combination of h i 's can be found by solving
This resembles our central problem (9) . Despite its similarity, however, the objective here does not provide an upper bound of the MKL objective as in our formulation (7), thereby losing its connection to MKL. Also, unlike our setting and MKL, the local problems in boosting do not depend on the weights ζ i . That is, the solutions from separated problems cannot be improved any further using updated weight values of ζ i obtained from the central optimization. Our framework and MKL share the property that subproblems (separated problems in our case, and the nonseparable problem obtained after fixing kernel weights in MKL) are dependent on such weights, therefore we can obtain improved solutions using adjusted weight values.
Algorithm
We describe our algorithm that solves the separated problem (8) at each local node, and an additional central optimization (9) that determines the optimal convex combination. The outline of the entire framework is presented in Algorithm 1.
Local Optimization
To find the solutions of each separated local optimization problem, we use the stochastic gradient descent (SGD) approach. In particular, we adapt the "robust" version of SGD suggested by Nemirovski and Yudin [15] , for which a simplified analysis [14] or a regret-based online learning analysis [21] can be found. We sketch the robust SGD algorithm here and refer to the ASSET approach [11] for details, which implements essentially the same idea for the standard SVMs. To simplify our discussion, we denote the objective function of the ith separated local problem in (8) by f i :
Then in each iteration of the local optimization, we update the variables w[i]
and ρ i as follows, t , ρ t i ), constructed using a training example chosen by a random index ξ t ∈ {1, 2, . . . , m}, and η t is a steplength of the form η t = θ i / √ t for some θ i > 0. The set W guides the optimization to avoid taking too large steps, whose formulation can derived analytically from strong duality [18, 11] .
The convergence of the robust SGD algorithm is O(c(T 0 /T )θ i / √ T ) in terms of objective function values in expectation, where c(·) is a simple function only depending on the ratio T 0 /T [14].
Central Optimization
The central problem (9) , for the loss functions ℓ in Table 1 , can be formulated as a linear program (LP) or a quadratic program (QP) depending on the choices of the regularizer Ψ . When we consider 2-class problems with Ψ (µ) = σ ≥ 0, we can write an equivalent formulation to (9) as follows,
where the elements of the matrices L ∈ R m×n and Z ∈ R m×n are defined in (10), D y is a diagonal matrix with elements y 1 , y 2 , . . . , y m , and 1 m := (1, 1, . . . , 1) T ∈ R m . Similar formulations can be derived for 1-class and regression tasks. The solutions of (13) can be obtained using LP solvers when σ = 0, or using QP solvers for σ > 0. In our experiments we use σ = 0.5, since it has produced slightly better solutions than using σ = 0. For the solution method we adopt the IBM ILOG CPLEX Optimization Studio Academic Research Edition v.12.4, which provides one of the fastest LP/QP solvers for free for academic institutes.
The total number of elements to be transferred to a central node is O(m) for each node i = 1, 2, . . . , n. (These elements compose the matrix Z.) This cost can be reduced, trading some potential prediction improvement, by transferring information for a small subsample of size m ′ < m, rather than for the entire training set of size m. This also reduces the number of constraints in the central problem (13) 
Experiments
We implemented Algorithm 1 based on the open-source C++ program ASSET [11] 1 , comparing several different implementations built upon it:
-Separated: implements Algorithm 1.
-Composite: the standard SVM with a composite kernel (2) consisting of local kernels. We set µ i = 1 n for all i = 1, 2, . . . , n. -Single: the standard SVM with a single global kernel that uses all features.
All of these make use of approximations to the kernel feature mappings. We also use SVMLight with its default parameters to make comparisons to the cases using exact kernel information.
In all runs, we randomly partition the set of features into equal-sized n groups and assign each group to one of n nodes. We use an overlap parameter to specify the percentage of features in each node that are sampled from other nodes, simulating peer-to-peer information exchange among nodes. The purpose of such communication will be amending the loss of information due to partitioning.
We use Gaussian kernels of the form k(x,
2 ) in all experiments, where the parameter γ is tuned by a cross validation using SVMLight [7] for real-world data sets. The parameter λ is tuned in the same way, and both are shown in Table 2 . For artificial data we use λ = 0.133 and γ = 0.001 found by the Single code. Whenever we have localized kernels
2 ), we set their parameters by γ i = nγ. The purpose here is to compensate the difference between the orders of magnitude
, in a way that makes the arguments for exponential functions similar, i.e.
For creating approximate feature mappings for kernels, we set their dimensions to d = 1000 and
All experiments have been performed on 64-bit multicore Linux systems, where a thread is created to simulate a node optimizing a separated objective.
Data
We use an artificial data set and five real-world benchmark data sets.
Artificial Data A data set is created by sampling 7500 (training) and 2500 (testing) p = 64 dimensional random vectors from two multivariate Gaussian distributions, N − (η − , Σ) and N + (η + , Σ) for two classes. We fix η − = (−1, . . . , −1) T and η + = (1, . . . , 1)
T . The two distributions share a covariance matrix Σ, which is constructed with controlling the maximum number of nonzero entries (the ratio is specified by the correlation ratio r ∈ [0, 1]). To construct a positive semidefinite matrix Σ, we first sample a random matrix S ∈ R p×p , computing its QR decomposition, S = QR. Then we replace a fraction r of the rows of Q by normalized random vectors of length p. Finally we set Σ = QQ T , so that Σ will contain up to p(rp + (1 − r)(rp + 1)) nonzero entries.
Real-World Data Sets
Five real-world benchmark data sets 2 in Table 2 are prepared as follows. ADULT is from the UCI machine learning repository, randomly split into training and test sets. MNIST is prepared for classifying the digits 0-4 from 5-9. CCAT is from the RCV1 collection, classifying the category CCAT from the others, where we use the original test set as our training set and the original training set as our test set. IJCNN is from the IJCNN 2001 Challenge data set. COVTYPE classifies type 1 against the other forest cover types.
Artificial Data
Locality of information vs. prediction performance We first evaluated how the locality of features affects the prediction performance of our algorithm using localized kernels.
In Figure 1 , we show the test error rates for different overlaps of attributes, numbers of nodes, and correlation ratio r (averaged values over 20 repetitions using randomized splits of features and approximations of ϕ). In each plot, for a fixed number of nodes, say n = 8, we can check that the error rate increases as the correlation ratio increases. This is something expected, since as more features are correlated, we are likely to lose more information by partitioning features into groups and treating them separately.
For a fixed correlation ratio, say r = 0.5 (the midpoints of the four plots in Figure 1 ), the error rate tends to increase with the number of nodes. This will be also due to the loss of information by partitioning. But it seems that such loss could be compensated by providing nodes some "overlapping" features from other nodes, which can be observed as we scan through the top left, top right, bottom left, and bottom right plots, for 32 nodes with correlation ratio r = 0.5 for instance. Figure 2 shows the average runtime (in seconds) taken in the local and the central optimization of our algorithm. Since the runtime values are not affected much by the correlation ratio r, we show only the plots for r = 0.25 here.
Scalability using multiple nodes
The runtime for the local optimization keeps improving as we use more nodes up to n = 16, since all optimizations can be done in parallel (the machine had 32 physical cores). Considering the test error rates reported in the corresponding plots (top left and bottom right) in Figure 1 , at correlation ratio r = 0.25, using more nodes would not harm too much the prediction performance. An exception will be n = 32, which seems to make each group too small, deteriorating both scalability and accuracy by a noticeable amount. The runtime for central optimization was almost negligible in this case. The optimization took slightly longer for 60% overlap than the case of no overlap, since the former had to handle larger number of attributes.
Benchmark on Real-World Data Sets
For benchmark we fix the number of nodes to n = 8, since it has showed a good accuracy and speed tradeoff in the experiments with our artificial data. In local optimization, we set the number of SGD iterations to 10m, ten times of the number of training examples. Table 3 shows the runtime and test error rate values over 20 repeated runs, except for CCAT where we use 12 runs due to its long runtime, of all methods (7.4) for the five benchmark data sets, without and with 25% overlap of features. In each run we randomize the partitioning of features and the projections for constructing approximate feature mappings, if applicable. For Single ASSET, the overlap parameter has no effect, so the results are copied in both tables for readability. The results for Single on CCAT are unavailable for its impractically long runtime.
Gap from the separation of optimization We first compare the results of Separated and Composite in Table 3 . The difference here occurs because of our construction of separable surrogate objective functions using the convex inequality in (7) .
Comparing to the third column (Composite) of Table 3 , the test error rates in the second column (Separated without central optimization) has been increased by 1.63 (no overlap) and 1.65 (25% overlap) times on average. Considering that Composite has the access to all feature information, through a single composite kernel consisting of all localized kernels, such increments seem to be moderate. In Separated, features and optimizations are distributed among the nodes, and thereby the SVM can be solved in much shorter time (about 5 times faster on average) but sacrificing accuracy.
Improvement by central optimization The first two columns of Table 3 show the potential improvement and cost of an additional central optimization. The improvements in test error rates seem to be marginal (6 ∼ 7%), but recall that these are obtained using a small subsample (5000) from each training set for the central problem, rather than using the entire set, simulating a limited communication bound.
Gap from using localized kernels In the third and fourth columns of Table 3 , the information of all features is accessed through either a composite kernel consisting of local kernels (Composite), or a single kernel using all features directly (Single). The Composite approach is very similar to the standard MKL, except that here we are using fixed weights among the local kernels. As we can see, the performance in terms of error rates is not very different in these two approaches.
The overall runtime of Composite is shorter than Single, although they have essentially the same time complexity. The savings in Composite might have come from the fact that the input vectors are sparse in our benchmark sets, where subvectors of them tend to be more sparse, reducing the time for projections on random directions in constructing approximate feature mappings.
Gap from approximating kernels The difference in the last two columns of Table 3 is resulted from that the feature mappings of kernels are approximated in Single, whereas SVMLight uses exact kernels. The error rates of Single are comparable in most cases, except for CCAT and COVTYPE. We believe the results will improve with larger approximation dimensions in general. Also, we can consider using different types of approximations for CCAT, and using more iterations in the local optimization for COVTYPE. We refer to [16, 11] for more extensive comparison in this respect.
Conclusion
We suggest a separable optimization framework for solving the support vector machines on distributed sensor measurements, minimizing communication cost to construct a global predictor. While sacrificing some accuracy, our framework provides a transparent way to derive a separable function that becomes an upper bound of the original SVM objective, based on the convexity of loss functions and approximations to kernel feature mappings.
