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Introduc¸a˜o
Motivac¸a˜o
Este trabalho versa, essencialmente, sobre Problemas de Momentos e Sucesso˜es de
Polino´mios Ortogonais.
Vejamos o que e´, actualmente, um problema de momentos. Trata-se de dar resposta a
duas questo˜es. Dada uma sucessa˜o de nu´meros cn,
(Q1) Determinar uma medida µ, tal que cn =
∫
xndµ(x) n = 0, 1, 2, ...
(Q2) No caso de existir, averiguar se µ e´ u´nica.
No caso de a resposta a` segunda questa˜o ser afirmativa, chamar-se-a` Problema de Mo-
mentos Determinado, e no caso contra´rio o Problema de Momentos e´ dito Indeterminado.
Surgido num contexto de fracc¸o˜es cont´ınuas [45], a sua importaˆncia reside na˜o so´ no
facto de estar na base de novos resultados na Ana´lise Real e Complexa, tais como o denom-
inado Integral de Stieltjes, como tambe´m pela ligac¸a˜o a diversas a´reas, principalmente com
a Teoria de Operadores e a Ana´lise Complexa. Efectivamente, e de acordo com Simon,
em [44], “Aproximantes de Pade´, polino´mios ortogonais, extenso˜es de funcionais lineares
..., valores de fronteira de func¸o˜es anal´ıticas ..., todos teˆm a sua origem no estudo do
Problema de Momentos.”
Enquadramento dos temas tratados
As origens dos Problemas de Momentos remontam aos trabalhos de Chebyschev (1874)
em Teoria das Probabilidades [10], onde sa˜o estudadas aproximac¸o˜es de integrais, onde f
e´ uma func¸a˜o desconhecida,
∫ b
a f(x)dx, atrave´s do conhecimento de∫ b
a
f(x)dx,
∫ b
a
xf(x)dx, ...,
∫ b
a
xmf(x)dx, m ∈ N.
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Ja´ Chebyschev tinha associado o problema com a expansa˜o do integral∫ b
a
f(x)
z − xdx
numa fracc¸a˜o cont´ınua do tipo
1
αz + β +
1
α1z + β1 +
1
α2z + β2 + ...
e estudado as propriedades dos denominadores dos aproximantes das fracc¸o˜es cont´ınuas.
Em 1894/95, Stieltjes edita o trabalho, “Recherches sur les fractions continues”, onde
estabelece e resolve o chamado Problema de Momentos de Stieltjes.
Neste trabalho sa˜o estabelecidos resultados de convergeˆncia de fracc¸o˜es cont´ınuas do
tipo
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ..., ai > 0, z ∈ C (0.0.1)
E´ definido o Integral de Stieltjes, e, entre outros, e´ estabelecido o resultado de convergeˆncia
de sucesso˜es de func¸o˜es de varia´vel complexa, conhecido na literatura como o Teorema de
Stieltjes-Vitali.
Pela primeira vez e´ enunciado o problema de momentos (pg. 449 de [45]):
“Nous appellerons proble`me de moments le proble`me suivant: trouver une distribution
de masse positive sur une droite ]0,+∞[ les moments d’orde k, k = 0, 1, 2, ... e´tant
donne´s ”
No trabalho de Stieltjes, a existeˆncia e unicidade dependem da natureza da fracc¸a˜o
cont´ınua. O problema de momentos associado a uma sucessa˜o (cn) tem soluc¸a˜o se e
somente se os an da fracc¸a˜o cont´ınua (0.0.1) correspondente a` se´rie
+∞∑
n=0
(−1)n cn
zn+1
forem positivos. E´ determinado se e somente se
∑
an divergir.
De entre as tentativas de extensa˜o do problema de momentos de Stieltjes ao eixo real,
salientam-se as de Van Vleck [49] e de Grommer [17].
Mas foi Hamburguer [18] quem, em 1919, resolveu e enunciou o problema de momentos
que ficou conhecido por Problema de Momentos de Hamburguer.
A noc¸a˜o de problema de momentos determinado ou indeterminado e´, a partir do tra-
balho de Hamburguer, independente da fracc¸a˜o cont´ınua.
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O terceiro problema de momentos que estudaremos foi estabelecido por Hausdorff.
Em 1920, Hausdorff [20] resolveu o problema de momentos no intervalo [0, 1]. Ini-
cialmente, resolve o problema de momentos utilizando a teoria de fracc¸o˜es cont´ınuas de
Stieltjes, e e´ so´ mais tarde, em 1923, que o problema de momentos e´ resolvido sem qualquer
ligac¸a˜o com fracc¸o˜es cont´ınuas.
Com os trabalhos de Nevanlinna [34] o problema de momentos e´ tratado num contexto
de Teoria de Func¸o˜es de Varia´vel Complexa. Nos trabalhos de Hellinger, Riesz, Nevanlinna
e Weil (cf. [2]) e´ utilizada a Ana´lise complexa para estudar as soluc¸o˜es do problema de
momentos de Hausdorff, em termos de func¸o˜es∫ +∞
−∞
dµ(x)
z − x ,
onde µ e´ uma func¸a˜o na˜o-decrescente. Uma exposic¸a˜o acerca destes temas pode ser con-
sultada no cap´ıtulo 3 de [2].
Destacamos tambe´m os trabalhos de Carleman [8], onde se estabelecem condic¸o˜es
suficientes de unicidade do problema de momentos de Hamburguer e de Stieltjes que
resultam de crite´rios de quasi-analiticidade.
Riesz foi o primeiro a resolver o problema de momentos utilizando a Ana´lise Funcional.
Em 1923 mostrou que o problema de momentos correspondente a` sucessa˜o (cn) tem soluc¸a˜o
se e somente se a funcional linear L : {f : R → R} → R tal que L(xn) = cn for definida-
-positiva.
Das extenso˜es e generalizac¸o˜es dos problemas de momentos salientam-se o problema
de momentos trignome´trico (cf. [2]), e os trabalhos de Boas [3] e Duran [15],[16].
Objectivos do trabalho
De seguida indicamos pormenorizadamente o percurso tomado neste trabalho. In-
dicamos na˜o so´ os temas a tratar em cada um dos cap´ıtulos, como tambe´m os principais
resultados focados.
No primeiro cap´ıtulo comec¸aremos por definir a classe de func¸o˜es quasi-anal´ıticas.
Estas func¸o˜es teˆm a propriedade de serem definidas de modo u´nico pelos valores que
assumem, assim como as suas derivadas, num subconjunto do domı´nio. De entre os prin-
cipais resultados, salientamos a condic¸a˜o suficiente para a quasi-analiticidade de classes
de func¸o˜es diferencia´veis de varia´vel real, dada por Denjoy [13], e as condic¸o˜es necessa´rias
e suficientes devidas a Mandelbrojt [30] e Carleman [8].
Ale´m destes resultados de quasi-analiticidade, e com vista a` posterior aplicac¸a˜o ao
problema tratado na secc¸a˜o 1.6 e a problemas de momentos, apresentaremos um breve
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estudo de va´rias classes de func¸o˜es, das quais se referem os Produtos de Blaschke e as
Func¸o˜es de C´ırculo Fundamental.
A quasi-analiticidade de uma famı´lia de func¸o˜es diferencia´veis de varia´vel real e´ equi-
valente ao Problema de Watson, (cf. [8] e [30]) o qual consiste na seguinte questa˜o:
determinar as condic¸o˜es necessa´rias e suficientes que devem verificar as constantes Bn
de modo que uma func¸a˜o anal´ıtica no conjunto ∆ = {z ∈ C : |z| < 1} que verifica as
desigualdades
|f(z)| ≤ Bn|z − 1|n, z ∈ ∆, n = 0, 1, 2, ...
seja identicamente nula ∆.
G. Lo´pez sugeriu-nos a seguinte generalizac¸a˜o do Problema de Watson:
seja {fn(z)} uma sucessa˜o de func¸o˜es definidas em ∆ e que verificam as desigualdades
|fn(z)| ≤Mn,k
k∏
i=1
|z − wn,i|, k ≤ n, n ∈ N, com lim
n→∞wn,k = 1, k = 0, 1, ..., n.
Que condic¸o˜es devem verificar as constantes Mn,k de modo que fn ⇒ 0, z ∈ ∆?
No estudo deste problema, consideraremos va´rias hipo´teses sobre a sucessa˜o (wn,k),
(a) limn→∞wn,k = 1 por rectas contidas no c´ırculo unidade.
(b) limn→∞wn,k = 1 e (wn,k) ⊆ {z ∈ C : arg(z) ∈ (pi − , pi + ) ∧ |z| ≤ 1,  < pi}
Apresentamos o resultado de G. Lo´pez, em 1.6, que resolve o problema no caso (a).
No segundo cap´ıtulo exporemos um estudo do trabalho de Stieltjes, “Recherches sur
les fractions continues”.
Para efectuar tal estudo, comec¸aremos por indicar algumas propriedades de fracc¸o˜es
cont´ınuas. Discutiremos o resultado de existeˆncia e unicidade devido a Stieltjes: dada
uma sucessa˜o de nu´meros reais (cn), esta sucessa˜o admite a representac¸a˜o
cn =
∫ +∞
0
xndµ(x), n = 0, 1, 2, ... (0.0.2)
onde µ e´ uma func¸a˜o na˜o-descrescente e cujo conjunto de pontos de crescimento e´ infinito,
se e somente se a fracc¸a˜o cont´ınua
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ..., z ∈ C (0.0.3)
correspondente da se´rie
∑
(−1)n cn
zn+1
for tal que (an) ⊆ R+. A func¸a˜o µ e´ u´nica a
menos de uma constante se e somente se
∑
an divergir.
Observe-se que a se´rie formal
∑
(−1)n cn
zn+1
, correpondente a` func¸a˜o de Stieltjes que
denotaremos por µˆ, e definida por
∫ +∞
0
1
z+xdµ(x) (cf. 2.5.), pode ser divergente e na˜o
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representar a func¸a˜o. Mas, atrave´s da fracc¸a˜o cont´ınua correspondente da se´rie podemos
definir uma melhor aproximac¸a˜o de µˆ (cf. 2.4).
Obteremos, enta˜o, soluc¸o˜es do problema de momentos de Stiletjes. De facto, con-
siderando {Pn/Qn} a sucessa˜o dos aproximantes da fracc¸a˜o cont´ınua (0.0.3) onde os ele-
mentos an verificam an > 0, ∀n ∈ N, definimos uma sucessa˜o de func¸o˜es na˜o decrescentes
µn, cujo espectro e´ constitu´ıdo pelos zeros dos polino´mios Qn, para cada n ∈ N. Mediante
certas condic¸o˜es existe convergeˆncia uniforme dessa sucessa˜o de func¸o˜es para uma func¸a˜o
de espectro infinito que e´ soluc¸a˜o do problema de momentos (cf. 3.6).
Na˜o caracteriza´mos tal func¸a˜o limite.
A´po´s este estudo, va´rias questo˜es se colocam, nomeadamente,
(a) Sera´ que podemos caracterizar a func¸a˜o limite partindo apenas dos momentos?
(b) Qual a relac¸a˜o entre o suporte dos zeros Qn e a soluc¸a˜o do problema de momen-
tos? Veremos que no caso determinado, os zeros de Qn sa˜o densos . No caso de
indeterminac¸a˜o, ainda na˜o se obteve resposta a esta questa˜o.
(c) No que diz respeito a` unicidade, existem (se sim, quais) condic¸o˜es que envolvem os
momentos e nos permitem conlcuir que o problema de momentos e´ determinado?
Respostas a` primeira questa˜o sera˜o dadas na˜o so´ no cap´ıtulo seguinte, atrave´s da
fo´rmula de inversa˜o de Stieltjes-Perron [46], como tambe´m em 4.5, onde apresentamos
o trabalho de Pollaczek [37], de A. Krall [24], A. Krall e D. Morton [25] e Duran [16].
A questa˜o (b) tambe´m esta´ enquadrada em questo˜es que sera˜o discutidas em 4.4 e 5.3.
Finalmente, a questa˜o (c) e´ estudada em 3.3.
No cap´ıtulo 3 indicaremos o surgimento de outros problemas de momentos, nomeada-
mente o problema de momentos de Hamburguer (1919), e o problema de momentos de
Hausdorff (1921).
Segundo Hamburguer, para que o problema de momentos associado a uma sucessa˜o
de nu´meros reais (cn) tenha soluc¸a˜o cujo espectro esta´ em R e´ necessa´rio e suficiente que
∆n > 0, n = 0, 1, 2, .... Uma condic¸a˜o necessa´ria e suficiente para que o problema de
momentos de Hausdorff seja solu´vel e´ dada na secc¸a˜o 3.2. De referir que o problema de
momentos de Hausdorff, se solu´vel, e´ determinado (cf. 3.2).
Indicamos algumas extenso˜es do problema de momentos de Stieltjes. Boas [3] estabe-
lece que se em (0.0.2) na˜o se impuser a condic¸a˜o sobre a monotonia da soluc¸a˜o µ, supondo
apenas que µ e´ uma func¸a˜o de variac¸a˜o limitada, o problema de momentos tem sempre
soluc¸a˜o e e´ indeterminado. Duran [15] extendeu o problema de momentos de Stieltjes
a sucesso˜es (cn) ⊆ C e ao espac¸o de func¸o˜es S+ ∩ S, sendo S o espac¸o das func¸o˜es C∞
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definidas em R e de contradomı´nio em C, onde juntamente com as suas derivadas, sa˜o
func¸o˜es rapidamente decrescentes e
S+ = {f ∈ S : f(t) = 0, t < 0, e ‖ f ‖k,n<∞, ∀k, n ∈ N}
onde ‖ f ‖k,n= supt∈]0,+∞[ tk|f (n)(t)|.
Discutiremos ainda questo˜es de unicidade. Da aplicac¸a˜o a` teoria das func¸o˜es quasi-
-anal´ıticas resultam, entre outras, a condic¸a˜o suficiente de unicidade conhecida por Crite´-
rio de Carleman [8]. Outras condic¸o˜es suficientes, tais como as condic¸o˜es dadas em [44]
resultam da ligac¸a˜o existente entre problemas de momentos e Transformadas de Fourier
(ver 4.5.2).
A relac¸a˜o de recorreˆncia a treˆs termos
Pn(x) = (x− βn)Pn−1(x)− λnPn−2(x), n = 1, 2, ...
P−1 = 0, P0(x) = 1.
verificada por uma sucessa˜o de polino´mios e´ uma condic¸a˜o necessa´ria e suficiente para que
{Pn} seja uma sucessa˜o de polino´mios ortogonais relativamente a uma funcional linear L
[47], funcional esta definida no espac¸o dos polino´mios por L(xn) = cn, n = 0, 1, ...
Enuncia´mos ja´ o teorema de Boas, segundo o qual toda a sucesa˜o cn de nu´meros reais
e´ representa´vel na forma
cn =
∫
xndµ(x), µ func¸a˜o de variac¸a˜o limitada
Facilmente se verifica que toda a funcional definida atrave´s de um Integral de Stieltjes
associado a uma func¸a˜o peso µ na˜o-decrescente e´ positiva-definida desde que o espectro
de µ seja um conjunto infinito.
Reciprocamente, o teorema de Hamburguer mostra-nos que ∆n > 0 se e somente se
a funcional de momentos L tal que L(xn) = cn, n ∈ N for representa´vel atrave´s de um
Integral de Stieltjes associado a uma func¸a˜o peso µ na˜o-decrescente.
Se, adicionalmente, ∆(1)n > 0, recordamos (Teorema de Stieltjes) que o espectro de µ
esta´ em [0,+∞), ou seja, L e´ da forma :
L(xn) =
∫ +∞
0
xndµ(x).
As funcionais de momentos positivas-definidas sa˜o enta˜o caracterizadas como integrais
de Stieltjes associados a func¸o˜es peso na˜o-decrescentes com espectro infinito.
Ale´m desta caracterizac¸a˜o, outros resultados permitem estabelecer relac¸o˜es entre uma
funcional de momentos e a respectiva sucessa˜o de polino´mios ortogonais.
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Utilizando a fo´rmula de Quadratura de Gauss (cf. [11], pg. 32), o autor mostra que
L(xk) =
∫
xkdψn(x) =
n∑
i=1
Anix
k
ni, k = 0, 1, 2, ..., 2n− 1
onde xn,1 < xn,2 < ... < xn,n sa˜o os zeros do polino´mio pn de grau n ortogonal em
relac¸a˜o a L e ψn e´ func¸a˜o em escada na˜o-decrescente com saltos em xni, de amplitude
Ani = L
(
Pn(x)
(x−xni)P ′n(xni))
)
.
Daqui se observa a importaˆncia dos zeros das sucesso˜es de polino´mios ortogonais na
caracterizac¸a˜o da funcional de momentos, nomeadamente no que se refere ao espectro
da medida de ortogonalidade. Em 4.3 indicaremos algumas propriedades dos zeros de
sucesso˜es de polino´mios ortogonais.
Ainda em relac¸a˜o a` representac¸a˜o da funcional linear L, vemos que no caso de o fecho
do conjunto constitu´ıdo pelos zeros de pn, n = 0, 1, 2... ser um intervalo limitado [a, b] ⊆ R,
verifica-se [11] que limn→∞ ψn = ψ, onde ψ e´ uma func¸a˜o na˜o decrescente e tal que
lim
n→∞
∫ b
a
f(x)dψn(x) =
∫ b
a
f(x)dψ,∀f ∈ C[a, b].
Mas, no caso de tal intervalo na˜o ser limitado, se L for definida-positiva e ψn sucessa˜o
de func¸o˜es definidas como anteriormente, existe uma subsucessa˜o que converge para uma
func¸a˜o ψ na˜o-decrescente, com espectro infinito em ] − ∞,+∞[ e cujos momentos sa˜o
finitos, para todo o n ∈ N, e tal que∫ +∞
−∞
xndψ(x) = cn.
Este resultado e´ conhecido por Teorema de Helly (cf. [11]).
Do que foi referido, conclu´ımos que procurar uma medida de ortogonalidade, ou seja,
uma func¸a˜o peso que define a funcional de momentos em relac¸a˜o a` qual a sucessa˜o {pn} e´
sucessa˜o de polino´mios ortogonais, e´ equivalente a resolver um problema de momentos.
De entre os problemas de momentos determinados, salientaremos no cap´ıtulo 4, 4.2, os
problemas de momentos associados aos Polino´mios Ortogonais Cla´ssicos. Esta classe de
polino´mios caracteriza-se pelo facto de cada pn verificar uma equac¸a˜o diferencial, designa-
da equac¸a˜o de Pearson [21]. Podemos ver outros resultdos respeitantes a` caracterizac¸a˜o dos
Polino´mios Ortogonais Cla´ssicos, bem como generalizac¸o˜es destas famı´lias de polino´mios,
em [5].
Terminaremos o cap´ıtulo 4 com os trabalhos de Pollaczek [37], onde se estabelece a
relac¸a˜o entre medidas de ortogonalidade complexas e sucessa˜o de polino´mios ortogonais,
e os resultados de A. Krall [24], A. Krall e D. Morton [25] onde se aplica um me´todo para
obter a func¸a˜o peso de va´rios sistemas de Polino´mios Ortogonais atrave´s da representac¸a˜o
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de funcionais em se´ries-δ. Veremos tambe´m alguns resultados de convergeˆncia fraca de
medidadas no caso de os coeficientes da relac¸a˜o de recorreˆncia a treˆs termos
xpn = anpn+1 + bnpn + an−1pn−1, n = 1, 2, ...
p−1(x) = 0, p0(x) = 1
de sucesso˜es ortonormais reais verificarem limn→∞ an = a2 , limn→∞ bn = b. As medidas de
ortogonalidade que satisfazem estas condic¸o˜es foram estudadas por Blumenthal Nevai, em
1898. Sera˜o apresentados dois teoremas (cf. [48]) que estabelecem a representac¸a˜o para os
limites das sucesso˜es {pn−1/pn} em (compactos de) C\supp(µ), e em supp(µ)\[b−a, b+a],
sendo µ a medida de ortogonalidade de {pn.}
Na˜o terminaremos este trabalho sem estudar o problema de momentos de Hamburguer
num contexto da teoria de operadores, uma vez que dada uma sucessa˜o de momentos de
Hamburguer, poderemos encontrar (an) ⊆ R+ e (bn) ⊆ R tal que o problema de momentos
de Hamburguer e´ associado a extenso˜es auto-adjuntas de um operador de Jacobi, definido
por matrizes tridiagonais sime´tricas
J =

b0 a0 0 ... ...
a0 b1 a1 0 0
0 a1 b2 a2 0
0 ... ... ... ...
0 0 0 ... ...

, an > 0, bn ∈ R.
Reciprocamente, dado um operador de Jacobi no espac¸o de `2(C), podemos encontrar
uma sucessa˜o de momentos (cn) tais que cn = 〈e0, jne0〉 (cf. [12]).
Do teorema 5.3.1. [44], vemos que existe uma equivaleˆncia entre a unicidade do Prob-
lema de Momentos de Stieltjes e de Hamburguer e a existeˆncia de extenso˜es auto-adjuntas
do operador J . O nosso estudo incidiu apenas sobre o problema de momentos de Ham-
burguer. Uma vez que, segundo o terorema 5.3.1, o problema de momentos de Stieltjes
e´ determinado se e somente se o operador J tiver uma u´nica extensa˜o na˜o-negativa, se-
ria necessa´rio proceder a um estudo de operadores na˜o-negativos. Estes resultados sa˜o
tratados em [44].
Estudamos a relac¸a˜o entre medidas de ortogonalidade da sucessa˜o de polino´mios or-
togonais reais e as medidas espectrais dos respectivos operadores de Jacobi. De referir que
estes operadores de Jacobi teˆm defeito (0, 0) ou (1, 1). No caso de operadores de Jacobi
com defeito (n, n), com n ≥ 2, surgira˜o ligac¸o˜es com sucessa˜o de polino´mios ortogonais
matriciais. Alguns destes resultados podem ser consultados em [26].
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Devemos ainda referir que os problemas de momentos estudados sa˜o apenas os conhe-
cidos na literatura como Problemas de Momentos Cla´ssicos, os problemas de momentos
de Stieltjes, Hamburguer e de Hausdorff. Na˜o sera´ estudado o problema de momentos
trignome´trico,
cn =
∫ 2pi
0
einθdµ(θ), n = ±0,±1,±2, ...,
onde cn = c−n, nem a sua relac¸a˜o com os polino´mios ortogonais sobre a circunfereˆncia
{z ∈ C : |z| = 1}. Podemos ver um estudo destas questo˜es em [6].
Tambe´m na˜o trataremos de questo˜es tais como extenso˜es de problemas de momentos
a espac¸os de dimensa˜o superior a um. Para tal, indicamos as refereˆncias: cap´ıtulo 3 de
[43], e [2].
Notac¸o˜es e expresso˜es utilizadas
Indicamos a notac¸a˜o para espac¸os de func¸o˜es referido ao longo do texto.
1. H(Ω), Ω ⊆ C, espac¸o das func¸o˜es anal´ıticas no domı´nio Ω.
2. C(]a, b[), espac¸o das func¸o˜es cont´ınuas no intervalo real ]a, b[.
3. C∞, espac¸o das func¸o˜es com derivada de todas as ordens finita.
Damos significado a algumas expresso˜es que ocorrem ao longo do texto.
1. f ≡ 0 se vericar f(x) = 0 para todo o x no seu domı´nio. Nestas condic¸o˜es, tambe´m
diremos que f e´ uma func¸a˜o identicamente nula.
2. Domı´nio designa um conjunto aberto e conexo.
3. fn ⇒ f, a sucessa˜o fn converge uniformemente pra f .
4. ϕ(x) e´ uma func¸a˜o de variac¸a˜o limitada em [0,+∞) se verificar ∫ +∞0 |dϕ| <∞
5. Designaremos por sucesso˜es de momentos de Stieltjes, Hamburguer ou Hausdorff
sucesso˜es de momentos associadas a soluc¸o˜es do respectivo problema de momentos.
6. A func¸a˜o logaritmo e exponencial por, sera˜o designadas respectivamente, por log e
exp.
7. cosh, designa o coseno hiperbo´lico.
Vejamos ainda outras notac¸o˜es:
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1. Vx0 , Vizinhanc¸a de x0.
2. B(x0, r), bola aberta de centro x0 e raio r.
3. D, fecho do conjunto D.
4. supp µ, Suporte de uma medida µ.
5. fn ⇒ 0 z ∈ D, f converge uniformemente para a func¸a˜o nula em D.
6. µ(x−0 ) = limλ→x, λ<x0
7. µ(x+0 ) = limλ→x, λ>x0
8. −A = {−a : a ∈ A}
9. σ(T ), espectro do operador T.
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Cap´ıtulo 1
Quasi-Analiticidade
Comec¸aremos por definir uma classe de func¸o˜es de varia´vel real que sa˜o univocamente
definidas pelos valores que assumem, juntamente com as suas derivadas, numa porc¸a˜o do
seu domı´nio de definic¸a˜o. As func¸o˜es com esta propriedade sa˜o designadas func¸o˜es quasi-
-anal´ıticas (cf. [8]). Trata-se de uma classe que conte´m a classe das func¸o˜es anal´ıticas de
varia´vel real.
Apo´s uma breve resenha histo´rica da teoria das func¸o˜es quasi-anal´ıticas, de onde salien-
tamos os trabalhos de Borel [4], enunciamos os principais resultados que permitem carac-
terizar a quasi-analiticidade de uma famı´lia de func¸o˜es diferencia´veis de varia´vel real.
Enunciaremos uma condic¸a˜o suficiente, o teorema de Denjoy [13], e condic¸o˜es necessa´rias
e suficientes, o Teorema de Carleman [8] e de Mandelbrojt [30].
Apresentaremos a generalizac¸a˜o de um problema conhecido na literatura como proble-
ma de Watson (ver 2.6),
Se z = 1 e D = {z ∈ C : |z| < 1}, quais as condic¸o˜es necessa´rias e suficientes que
devem verificar as constantes Bn de modo que as desigualdades
|f(z)| ≤ Bn|z − 1|n, n = 0, 1, 2, ...
impliquem f(z) = 0, z ∈ D.
Veremos tambe´m que existe equivaleˆncia entre a quasi-analiticidade e o Problema de
Watson.
Faremos ainda uma breve incursa˜o pelas classes de Func¸o˜es Racionais de C´ırculo Fun-
damental, tambe´m definidas como func¸o˜es cujos zeros e po´los se dispo˜em alternadamente
sobre o eixo real. Estas func¸o˜es teˆm propriedades de convergeˆncia (cf. [33], [32]) que
utilizaremos (3.5) para estabelecer a existeˆncia do problema de momentos de Stieltjes.
1
1.1 Analiticidade versus Quasi-Analiticidade
O conceito de classe de func¸o˜es quasi-anal´ıticas e´ uma generalizac¸a˜o do conceito de
func¸o˜es anal´ıticas, tendo as func¸o˜es quasi-anal´ıticas em comum com estas o facto de serem
univocamente determinadas no seu domı´nio de definic¸a˜o pelos valores que assumem, assim
como as suas derivadas, numa porc¸a˜o de domı´nio, por mais pequena que seja.
Recordemos que uma func¸a˜o e´ anal´ıtica no intervalo ]a, b[⊂ R se, para todo o x0 do
intervalo ]a, b[ se verificarem:
(a) A se´rie de Taylor de f em x0,
+∞∑
n=0
f (n)(x0)
n!
(x− x0)n, converge uniformemente sobre
um intervalo centrado em x0 e contido em ]a, b[,
(b) A soma da se´rie nesta vizinhanc¸a e´ igual a f(x),
ou ainda (cf.[9]),
Teorema 1.1.1 (Teorema da Equivaleˆncia) Uma func¸a˜o de varia´vel real x, diferencia´vel,
definida num intervalo aberto D ⊆ R e´ anal´ıtica, se e somente se para cada x0 ∈ D existe
Vx0 , vizinhanc¸a de x0, tal que
|f (n)(x)| ≤Mknn! ∀x ∈ Vx0
onde M e k sa˜o constantes que apenas dependem de f .
Antes de vermos como surgiu e evoluiu a teoria das func¸o˜es quasi-anal´ıticas, damos
a definic¸a˜o de classe de func¸o˜es quasi-anal´ıticas reais (as u´nicas por no´s consideradas ao
longo deste trabalho).
Definic¸a˜o 1.1.1 Seja Cmn a classe de func¸o˜es diferencia´veis num intervalo I = [a, b] ⊂ R
e tais que para cada f existe k, tal que
|f (n)(x)| < knmn, x ∈ I, n ∈ N,
onde k e´ uma constante que depende apenas de f .
A classe Cmn e´ dita Quasi-Anal´ıtica se cada func¸a˜o que verifica
f (n)(ξ) = 0, para um certo ξ ∈ I, n = 0, 1, 2...
for identicamente nula em I.
Pode ver-se que a classe das func¸o˜es anal´ıticas e´ a classe das func¸o˜es Cn!. Basta ter em
atenc¸a˜o o Teorema de Equivaleˆncia e o seguinte resultado, conhecido na literatura como
o Primeiro Teorema de Unicidade [1].
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Teorema 1.1.2 Seja f func¸a˜o anal´ıtica num domı´nio D, e tal que para algum x0 ∈ D se
verifica
f (n)(x0) = 0, ∀n ∈ N
Enta˜o, f ≡ 0 em D.
Logo, vemos que a classe de func¸o˜es anal´ıticas e´ uma subclasse da classe das func¸o˜es
quasi-anal´ıticas. Veremos que se trata de um subconjunto pro´prio.
1.2 Nota Histo´rica
Vejamos como surgiu o conceito de quasi-analiticidade e os principais resultados sub-
jacentes.
No in´ıcio do se´culo XX, Borel introduziu novas classes de func¸o˜es definidas no campo
complexo, denominadas func¸o˜es monoge´neas [4]. Trata-se de uma classe de func¸o˜es de
varia´vel complexa definidas sobre certos domı´nios, na˜o necessariamente abertos e conexos,
e que o autor designa como domı´nios de Cauchy do tipo C.
Sobre tais domı´nios C, as func¸o˜es monoge´neas de Borel gozam de propriedades ana´logas
a`s propriedades cla´ssicas das func¸o˜es anal´ıticas, tais como a unicidade do prolongamento
anal´ıtico, desenvolvimento em se´rie sobre curvas interiores a C, e verificam propriedades
tais como a existeˆncia da primeira derivada implicar a existeˆncia de todas as outras,
representac¸o˜es atrave´s de integrais duplos ana´logos aos de Cauchy, entre outras.
Toda a func¸a˜o monoge´nea de Borel, f(z), ao ser definida sobre curvas
z = ϕ(t), t ∈ [a, b] ⊆ R
pode ser considerada como func¸a˜o de varia´vel real, f(t) = f(ϕ(t)) e daqui a relac¸a˜o entre a
monogeneidade do campo complexo para a quasi-analiticidade de func¸o˜es reais de varia´vel
real.
No seu trabalho (cf. pg. 62-63), Borel definiu sucesso˜es de polino´mios
Pn(u) = cn,0 + cn,1u+ ...+ cn,nun
e, relativamente a cada uma destas sucesso˜es, deu exemplos de famı´lias de func¸o˜es (con-
tendo na˜o so´ func¸o˜es anal´ıticas, mas tambe´m na˜o anal´ıticas) diferencia´veis num intervalo
I = [a, b] de modo que, para todo o elemento x0 desse intervalo, se tivesse:
(a) A se´rie
∑
Pn(x− x0; f), com
Pn(x− x0; f) = cn,0f(x0) + cn,1f ′(x0)(x− x0) + ...+ cn,n f
(n)(x0)
n!
(x− x0)n,
3
converge uniformemente, assim como todas as suas derivadas, sobre todo o segmento de
I.
(b) ∀x ∈ I, a soma da se´rie e´ f(x).
Obviamente que toda a classe de func¸o˜es a` qual juntamos uma sucessa˜o de polino´mios
que verifica (a) e (b) e´ uma classe de func¸o˜es quasi-anal´ıticas, uma vez que o conhecimento
de f (p)(ξ), p ≥ 0, num ponto qualquer ξ de I, determina Pn(x−a; f) e, consequentemente,
f sobre I.
Exemplos de func¸o˜es monoge´neas e de func¸o˜es de varia´vel real ϕ(t) na˜o necessariamente
anal´ıticas que admitem desenvolvimentos do tipo
∑
Pn(t;ϕ) podem ser encontradas em
[4], pg. 55-66.
Estas questo˜es esta˜o tambe´m relacionadas com Problemas de Cauchy.
Consideremos o sistema diferencial
ux2 = F (uy2 , ux, uy, u, x, y)
u(0, y) = ψ(y)
ux(0, y) = ϕ(y),
A regularidade de F nas suas varia´veis e a analiticidade de ϕ e de ψ permitem concluir
a existeˆncia de u(x, y), soluc¸a˜o do problema. Mas, no caso de estas condic¸o˜es na˜o serem
impostas, e, por exemplo, no caso da equac¸a˜o do calor ux2 − uy = 0, de acordo com [8], e´
indicada a condic¸a˜o necessa´ria e suficiente para a resoluc¸a˜o do Problema de Cauchy: ψ e
ϕ verificam
ψ(y) =
−1
pi
∫ y
0
ϕ′(α)√
y − αdα+ g(y),
onde g e´ uma func¸a˜o C∞ tal que
|g(n)(y)| < (2n+ 1)!
ρ2n+1
,
para certo ρ > 0. Trata-se de uma classe maior que a classe das func¸o˜es anal´ıticas.
1.3 Principais Resultados
Todos estes resultados de prolongamento anal´ıtico de func¸o˜es esta˜o enquadrados em
questo˜es relacionadas com se´ries assimpto´ticas.
Definic¸a˜o 1.3.1 [8] Diz-se que uma func¸a˜o f e´ representada pela se´rie assimpto´tica
+∞∑
n=0
cn(z − z0)n
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no domı´nio D se verificar
lim
x→x0
f(x) = c0, x ∈ D
lim
x→x0
[
f(x)−∑nk=0 ck(x− x0)k
(x− x0)n+1
]
= cn+1, x ∈ D.
Vejamos um resultado que nos permite concluir a existeˆncia de uma infinidade de
func¸o˜es anal´ıticas com a mesma se´rie assimpto´tica.
Teorema 1.3.1 (Borel) Dada a se´rie
+∞∑
n=0
cn(z − z0)n, existe uma func¸a˜o anal´ıtica num
domı´nio D, representada por esta se´rie assimpto´tica, desde que
D ⊆ {z ∈ C: − αpi
2
≤ arg(x− x0) ≤ αpi2 }, α > 0.
Mais: existe uma infinidade de func¸o˜es anal´ıticas com esta se´rie assimpto´tica, desde que
α < 1.
Observac¸a˜o: De facto, se a cada func¸a˜o f somarmos k exp
(
− log2( 1x−x0 )
)
, com k
uma constante qualquer, obtemos outra func¸a˜o com igual representac¸a˜o que a primeira,
desde que
D ⊆ {z ∈ C: − αpi
2
≤ arg(x− x0) ≤ αpi2 }, 0 < α < 1.
Mediante certas condic¸o˜es sobre os coeficientes de Taylor, a func¸a˜o e´ univocamente
definida [50].
Teorema 1.3.2 (Teorema de Watson) Seja
mn = sup
z∈D
∣∣∣∣∣(f(z)−
n−1∑
k=0
ckz
k)/zn
∣∣∣∣∣ , D = {z ∈ C: |z| < ρ ∧ −pi2 ≤ arg(x) ≤ pi2 },
para certo ρ > 0. Enta˜o, existe uma u´nica func¸a˜o f tal que
mn < k
n(1− )n!  ≥ 0
Todas estas questo˜es conduziram ao enunciar da seguinte questa˜o, conhecida como
Problema de Watson:
Dado um domı´nio D e um ponto z0 da sua fronteira, que condic¸o˜es necessa´rias e
suficientes devem verificar as constantes (Bn) de modo que as desigualdades∣∣∣∣∣f(z)−
∑n−1
k=0 ck(z − z0)n
(z − z0)n
∣∣∣∣∣ ≤ Bn, z ∈ D
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impliquem o conhecimento de f em D.
Sem perda de generalidade, suponhamos que z0 = 1 e que D e´ o c´ırculo unita´rio
centrado na origem. Enta˜o, o Problema de Watson toma a forma:
Se z = 1 e D = {z ∈ C : |z| < 1}, quais as condic¸o˜es necessa´rias e suficientes que
devem verificar as constantes Bn de modo que as desigualdades
|f(z)| ≤ Bn|z − 1|n, z ∈ D, n = 0, 1, 2, ...
impliquem f(z) = 0, z ∈ D.
Veremos que o problema de Watson e´ equivalente a` quasi-analiticidade de uma classe
de func¸o˜es de varia´vel real.
Em 1912, Denjoy enuncia uma condic¸a˜o suficiente para a quasi-analiticidade de uma
classe de func¸o˜es reais de varia´vel real diferencia´veis, Cmn , definidas num intervalo [a, b].
Teorema 1.3.3 (Denjoy) Cada func¸a˜o f da classe Cmn definida em I = [a, b] e´ uni-
vocamente determinada em I pelo conhecimento de f (n)(ξ0), n = 0, 1, 2, ..., para certo
ξ0 ∈ [a, b] se
+∞∑
n=0
m
− 1
n
n =∞
Carleman [8] obteve uma condic¸a˜o necessa´ria e suficiente.
Teorema 1.3.4 (Carleman) A classe Cmn de func¸o˜es diferencia´veis definidas em [a, b]
e´ quasi-anal´ıtica se e somente se∫ +∞
1
log
(
+∞∑
n=0
r2n
m2n
)
dr
r2
(1.3.1)
divergir.
Definic¸a˜o 1.3.2 Seja (βn) a sucessa˜o definida por βn = n
√
mn, n ∈ N. O Minorante de
Faber da sucessa˜o βn e´ definido por:
β∗n = min
k≥0
βn+k, n ∈ N.
Teorema 1.3.5 [8] A divergeˆncia do integral (1.3.1) e´ equivalente a` divergeˆncia da se´rie
+∞∑
n=0
1
β∗n
sendo (β∗n) o Minorante de Faber da sucessa˜o (βn = n
√
mn).
Em 1935, Mandelbrojt [30] apresenta a seguinte condic¸a˜o para a resoluc¸a˜o do problema
de Watson,
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Teorema 1.3.6 Seja ϕ ∈ H(D = {z ∈ C: |z| < 1}) que verifica as desigualdades
|ϕ(z)| ≤ mn|z − 1|n, z ∈ D, n ∈ N. (1.3.2)
Enta˜o, ϕ ≡ 0 em {z ∈ C: |z| < 1} se e somente se ∫ +∞1 log(T (r))drr2 divergir, onde
T (r) = lim supn≥1
rn
mn
, r ∈ [0,+∞].
Concluindo, temos treˆs crite´rios para averiguar a quasi-analiticidade de uma classe
de func¸o˜es diferencia´veis de varia´vel real, num intervalo [a, b]: a divergeˆncia de uma (e
consequentemente de todas) das treˆs expresso˜es,
• ∑ 1/β∗n
• ∫ +∞1 log ({∑( rnmn )p}) drr2 , p ∈ N
• ∫ +∞1 log(T (r))drr2
Observac¸a˜o: Ostrowski mostrou que
∑
1/β∗n e
∫ +∞
1 (log(T (r))
dr
r2
teˆm a mesma na-
tureza [36]. Mostrou tambe´m que a convergeˆncia de
∑
1/β∗n e´ equivalente a` convergeˆncia
de
∫ +∞
1 {
∑
( r
n
mn
)p}dr
r2
p ≥ 2, p ∈ N.
Enunciados os principais resultados que nos permitem averiguar a quasi-analiticidade
de uma famı´lia de func¸o˜es, outras questo˜es se colocam, nomeadamente sobre a relac¸a˜o
entre va´rias classes quasi-anal´ıticas,
• Que condic¸o˜es necessa´rias e suficientes devem ser impostas a`s sucesso˜es (mn) e (mn′)
de modo que as classes Cmn e Cmn′ sejam ideˆnticas, ou seja, que toda a func¸a˜o
pertencente a uma classe pertenc¸a tambe´m a` outra;
• Em particular, quais as condic¸o˜es necessa´rias e suficientes para que f, pertencente a
Cmn , seja anal´ıtica em [a, b] ⊂ R;
• No caso de uma func¸a˜o ser representa´vel por uma se´rie de Fourier, quais as condic¸o˜es
que os coeficientes da se´rie devem verificar para que a func¸a˜o seja univocamente
definida pelos valores de f e das suas derivadas num ponto.
Uma vez que pretendemos apenas relacionar as questo˜es da quasi-analiticidade com
os teoremas de unicidade e posterior aplicac¸a˜o aos Problemas de Momentos, remetemos o
leitor interessado para as refereˆncias [8], [31] e [4], onde podem ser encontradas respostas
(algumas sa˜o parciais) a estas questo˜es.
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1.4 Teoremas de Unicidade e Produtos de Blaschke
Sem perda de generalidade, considere-se domı´nio o c´ırculo aberto unita´rio centrado na
origem (basta atender ao Teorema de Riemmann, cf. [1], pg. 229-235 ).
Os produtos de Blasche, que definiremos de seguida, sa˜o um exemplo das trans-
formac¸o˜es de Mobius, ou seja, transformac¸o˜es do tipo
w(z) =
az + b
cz + d
, a, b, c, d constantes.
Teˆm a propriedade de preservar rectas e c´ırculos no plano complexo extendido, C∪{∞}. De
facto, sa˜o composic¸o˜es de translac¸o˜es, rotac¸o˜es e inverso˜es, que gozam desta propriedade.
Definic¸a˜o 1.4.1 Designaremos por Produto de Blaschke uma func¸a˜o, B(z), do tipo
B(z) = zp
+∞∏
k=1
(
αk
|αk|
αk − z
1− αkz
)pk
(1.4.3)
onde
(a) p1, p2, pn, ..., p ∈ N0
(b) 0 < |αn| < 1
(c) O produto
∏+∞
k=1 |αk|pk e´ convergente.
O termo produto de Blaschke sera´ tambe´m utilizado quando se tiver apenas um nu´mero
finito de termos, na˜o existindo, neste caso, questo˜es de convergeˆncia.
Note-se que, em (1.4.3), cada um dos factores e´ um automorfismo do disco unidade
que transforma a fronteira na fronteira. Tal produto infinito converge sempre, e temos
convergeˆncia uniforme sobre subconjuntos compactos do disco unita´rio se e somente se∏+∞
k=1 |αn|pn convergir, ou seja, se e somente se
∑
(1− |αn|) <∞, caso em que o produto
define uma func¸a˜o anal´ıtica em {z ∈ C: |z| < 1}, pelo teorema de Weierstrass. Neste
caso, B(z) sera´ uma func¸a˜o que verifica |B(z)| < 1 e |B(eiθ)| = 1 quase certamente em
{z ∈ C : |z| = 1}. O produto de Blaschke e´ univocamente determinado pelos seus (u´nicos)
zeros (αn).
Enunciamos ainda o teorema conhecido como Segundo Teorema de Unicidade.
Teorema 1.4.1 Seja f func¸a˜o anal´ıtica num domı´nio D, que verifica
∃ (zn) ⊂ D tal que f(zn) = 0, lim
n→∞ zn = z0 ∈ D.
Enta˜o, f ≡ 0 em D.
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Dos dois teoremas de unicidade enunciados conclu´ımos que uma func¸a˜o anal´ıtica na˜o
identicamente nula num domı´nio D ⊂ C ou tem um nu´mero finito de zeros ou, no caso
de ter uma infinidade numera´vel de zeros, estes acumular-se-a˜o na fronteira de D. Temos
ainda o Terceiro Teorema de Unicidade, o qual nos permite concluir que, ainda que tal
acontec¸a, a func¸a˜o e´ identicamente nula desde que a convergeˆncia na˜o seja “muito ra´pida”
[41].
Teorema 1.4.2 Seja f ∈ H(D) que verifica
∃ (zn) ⊂ D tal que f(zn) = 0
sup
z∈D
|f(z)| = M <∞
+∞∑
n=0
(1− |xn|) =∞
Enta˜o f ≡ 0 em D.
Observac¸a˜o: Este teorema tambe´m e´ va´lido para func¸o˜es de Nevanlinna, ou seja,
func¸o˜es do tipo g/h, com |g| < 1, |h| < 1 e g 6= 0, ∀z ∈ {z ∈ C : |z| < 1}.
1.5 Func¸o˜es Racionais de Termos Enterlac¸ados
Nesta secc¸a˜o apresentaremos um breve estudo da classe de Func¸o˜es de C´ırculo Funda-
mental, tambe´m conhecidas como Func¸o˜es de Termos Entrelac¸ados. Designemos por semi-
-planos complexos superior e inferior, respectivamente, os conjuntos {z ∈ C : =m(z) > 0}
e {z ∈ C : =m(z) < 0}, denotados, respectivamente, por C+ e C−.
Definic¸a˜o 1.5.1 Uma func¸a˜o racional diz-se de Cı´rculo Fundamental se conservar o eixo
real e conservar ou trocar os dois semi-planos complexos superior e inferior.
Trata-se de uma generalizac¸a˜o das transformac¸o˜es de Mobius, o exemplo mais sim-
ples de func¸o˜es com esta propriedade: conservam os semi-planos complexos no caso de
serem func¸o˜es crescente para z ∈ R e trocam os semi-planos no caso de serem func¸o˜es
decrescentes. O eixo real e´ conservado.
Um outro modo de definir as Func¸o˜es de C´ırculo Fundamental e´ defini-las como func¸o˜es
de termos enterlac¸ados, ou seja, func¸o˜es cujos zeros e po´los se dispo˜em alternadamente no
eixo real. Vejamos que estas duas definic¸o˜es sa˜o equivalentes (cf. [33]).
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Teorema 1.5.1 Se R(z) e´ uma func¸a˜o racional que conserva ou troca os semi-planos
superior e inferior e conserva o eixo real, os seus zeros e po´los sera˜o necessariamente
reais, e dispo˜em-se alternadamente sobre o eixo real.
Demonstrac¸a˜o: Provemos o resultado apenas para o caso de R conservar os semi-planos.
Mostremos que os zeros de R sa˜o reais.
Se existisse um zero de R, β, no semi-plano superior, poder-se-ia trac¸ar uma circun-
fereˆncia centrada em β, totalmente contida em C+, e tal que a imagem da bola aberta
B(β, δ) por R e´ B(o, ), para certos , δ > 0. Mas esta u´ltima regia˜o conte´m a origem
e outros pontos de C+ e de C−, o que contradiz a hipo´tese de R preservar ou trocar os
semi-planos.
Vejamos agora que os zeros de R sa˜o simples.
Seja β um zero de R. Consideremos uma curva em torno de β, no domı´nio. Se β fosse
um zero de ordem p > 1, a esta curva no domı´nio corresponderia no contradomı´nio uma
outra curva que contorna a origem p vezes. Mas percorrendo uma vez a primeira curva e
partindo de um ponto real, estar´ıamos (no contradomı´nio) no semi-plano superior, depois
no semi-plano inferior, e assim sucessivamente p vezes, enquanto que a primeira curva seria
percorrida uma so´ vez. Tal constitui uma contradic¸a˜o em relac¸a˜o aos semi-planos serem
conservados.
Analogamente se prova que os zeros de R′(z) sa˜o reais.
Uma vez que a fracc¸a˜o 1/R(z) e´ tambe´m de c´ırculo fundamental, resulta do que foi
dito anteriormente que os po´los de R sa˜o reais e simples.
Resta verificar que os zeros e po´los de R se dispo˜em alternadamente sobre o eixo real.
Verifica-se que os po´los de R′ sa˜o duplos. Donde, R′ mante´m o sinal constante sobre
o eixo real e, consequentemente, R varia sempre do mesmo modo, para z real. E´ enta˜o
evidente que os zeros e os po´los esta˜o dispostos alternadamente sobre R. 
Teorema 1.5.2 Uma fracc¸a˜o racional de termos enterlac¸ados e´, a menos de uma cons-
tante complexa, uma fracc¸a˜o de c´ırculo fundamental.
Demonstrac¸a˜o: Uma vez que os zeros e os po´los sa˜o reais, podemos supor que os coefi-
cientes de R sa˜o reais, e que o numerador e o denominador sa˜o, cada um deles, o produto
de um polino´mio com coeficientes reais por uma constante complexa, ou seja,
R(z) = eiθR1(z)
em que R1 e´ a fracc¸a˜o de termos enterlac¸ados e de coeficientes reais.
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A decomposic¸a˜o em elementos simples da fracc¸a˜o toma a forma:
R(z) = A+
+∞∑
k=0
Ak
z − αk , A, Ak, αk ∈ R,
onde A = limz→∞R(z) e Ak = lim
z→αk
z∈R
(z − αk)R(z) sa˜o reais.
Ale´m disso, todos os Ak teˆm o mesmo sinal, ja´ que quando z e´ real, o valor de R nas
vizinhanc¸as de αk varia de +∞ a −∞ se Ak < 0, ou de −∞ a +∞ se Ak < 0.
Se z = x+ iy, R(z) = X + iY, obtemos
Y = −y
+∞∑
k=0
Ak
(x− αk)2 + y2 .
Se Ak < 0, ∀k ∈ N, os semi-planos sa˜o conservados, e se Ak > 0, ∀k ∈ N, os semi-
planos sa˜o trocados. Daqui conclu´ımos que uma fracc¸a˜o de termos entrelac¸ados, e´, a
menos de uma constante, uma func¸a˜o de c´ırculo fundamental. 
Vejamos alguns exemplos. As transformac¸o˜es de Mobius do tipo w(z) = dz+e , d, c
constantes, sa˜o transformac¸o˜es que permutam os dois semi-planos complexos superior e
inferior se d > 0, e os conservam se d < 0. De facto, se z = x+ iy,
=(w(z)) = −yd
(x+ e)2 + y2
.
Logo, no caso d > 0, w(z) pertence ao semi-plano inferior/superior sempre que z esteja no
semi-plano superior/inferior, respectivamente. Se d < 0, os semi-planos sa˜o conservados.
Finalmente, apresentamos um teorema [33] que nos fornece uma condic¸a˜o suficiente e
necessa´ria para que uma func¸a˜o racional seja de termos enterlac¸ados:
Teorema 1.5.3 R e´ func¸a˜o racional de termos enterlac¸ados se e somente se todas as
ra´ızes da equac¸a˜o R(z)− h = 0 forem distintas e reais, ∀h ∈ R.
Vejamos agora alguns resultados de convergeˆncia respeitantes a esta classe de func¸o˜es.
Definic¸a˜o 1.5.2 [32] Uma famı´lia F de func¸o˜es holomorfas definidas num domı´nio
Ω ⊆ C e´ dita Normal na regia˜o Ω se cada sucessa˜o de func¸o˜es {fn} ∈ F contiver uma
subsucessa˜o que converge uniformemente em todo o compacto de Ω, e e´ dita Quasi-
-normal se de toda a subsucessa˜o de func¸o˜es de F se poder extra´ır uma subsucessa˜o
de func¸o˜es que converge no interior de Ω, excepto, quando muito, num nu´mero finito de
pontos de Ω.
Observac¸a˜o: Os limites de sucesso˜es {fn} de uma Famı´lia Normal F na˜o sa˜o neces-
sariamente elementos de F .
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Teorema 1.5.4 (Montel) Uma famı´lia de func¸o˜es anal´ıticas num domı´nio Ω ⊆ C, onde
cada func¸a˜o omite pelo menos dois valores, e´ Normal neste domı´nio.
Teorema 1.5.5 (Montel) Uma famı´lia de func¸o˜es anal´ıticas num domı´nio Ω ⊆ C onde
cada func¸a˜o na˜o admite o valor um mais que p vezes e o valor zero mais que q vezes, e´
uma Famı´lia Quasi-Normal em Ω, e de ordem quando muito igual ao mı´nimo entre p e q.
1.6 Generalizac¸a˜o do Problema de Watson
O problema que apresentaremos esta´ enquadrado em questo˜es de unicidade de func¸o˜es.
Para o seu estudo utilizaremos, entre outros, os Teoremas de Unicidade enunciados e os
Produtos de Blaschke. Nesta secc¸a˜o, denotaremos por ∆ o c´ırculo aberto de raio um
centrado na origem e por ∂∆ a sua fronteira, {z ∈ C: |z| = 1}.
Enuncia´mos ja´ o Problema de Watson: Dada f ∈ H(∆) e tal que
|f(z)| ≤Mn|z − 1|n, z ∈ ∆,
que condic¸o˜es devera˜o verificar as contantes Mn de modo que f seja identicamente nula
em ∆.
Tal como indica´mos, este problema foi resolvido, entre outros, por Carleman, que deu
a condic¸a˜o suficiente: ∑
M−1/nn =∞
O nosso objectivo sera´, numa primeira etapa, a generalizac¸a˜o deste resultado. Tal
generalizac¸a˜o consiste na seguinte questa˜o:
Seja {fn(z)} uma sucessa˜o de func¸o˜es definidas em ∆ e que verificam
|fn(z)| ≤Mn,k
k∏
i=1
|z − wn,i|, k ≤ n, n ∈ N, com lim
n→∞wn,k = 1, k = 0, 1, ..., n.
Que condic¸o˜es devem verificar as constantes Mn,k de modo que fn ⇒ 0, z ∈ ∆?
Consideraremos va´rias hipo´teses sobre a sucessa˜o (wn,k):
(a) limn→∞wn,k = 1 por rectas contidas no c´ırculo unidade.
(b) limn→∞wn,k = 1 e (wn,k) ⊆ {z ∈ C : pi −  ≤ arg(z) ≤ pi + , |z| ≤ 1,  < pi}
Observe-se que para o caso (a) na˜o se perde generalidade em considerar que a sucessa˜o
wn,k e´ real, uma vez que se (wnk) estiver contida na recta {z ∈ C: arg(z) = θ, θ 6= 0},
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∣∣∣fn(eiθz)∣∣∣ ≤Mn,k k∏
l=1
|eiθz − wn,l| = Mn,k
k∏
l=1
|eiθ||z − wn,le−iθ|,
ficando este caso reduzido ao caso de wn,le−iθ ∈ [0, 1]× {0}.
Veremos que o facto de wn,k na˜o serem reais torna o problema consideravelmente mais
complexo.
A resposta ao Problema Generalizado de Watson no caso particular de wn,i ∈ [0, 1]×{0}
foi dada por G. Lo´pez, em [29].
Lema 1.6.1 (G. Lo´pez) Seja {fn} uma sucessa˜o de func¸o˜es holomorfas e uniforme-
mente limitadas em ∆ e tal que
|fn(z)| ≤Mn,k
k∏
i=1
|z − wn,i|, k ≤ n, n ∈ N, (wn,k) ⊆ [0, 1]× {0}.
Se limn→∞
∑n
k=1
1
k
√
Mn,k
= ∞, a sucessa˜o de func¸o˜es {fn(z)} converge uniformemente
para a func¸a˜o nula em ∆.
Antes de apresentarmos a demonstrac¸a˜o deste resultado, vejamos o seguinte lema (cf.
pg. 221 de [29]).
Lema 1.6.2 Se a sucessa˜o de func¸o˜es {fn}, holomorfas em Ω = {z ∈ C : <e(z) > 1}, for
uniformemente limitada em Ω e verificar as seguintes desigualdades, para m,n ∈ N
|fn(z)| ≤ c
(
dn,m
|z|
)m
, z ∈ Ω, c constante, m ≤ n,
(dn,m) ⊂ R tal que dn,m1 < dn,m2 < ... < dn,n
enta˜o existe I ⊂ N, tal que {fn}⇒ 0, z ∈ Ω, n ∈ I.
Apresentamos agora a demonstrac¸a˜o do lema 2.6.1.
Demonstrac¸a˜o: Se wn,k ∈ [0, r] × {0}, ∀n, k ∈ N, para certo r < 1, pelo Segundo
Teorema de Unicidade trivialmente se concluiria que f ≡ 0, uma vez que o conjunto dos
zeros de {fn} teria um ponto de acumulac¸a˜o no interior de ∆.
O caso interessante e´ quando limn→∞wn,k = 1, k = 0, 1, ..., n sem que se verifique a
condic¸a˜o anterior.
Uma vez que wn,k sa˜o zeros de fn, k ≤ n, as func¸o˜es
fn(z)∏k
l=1(z − wn,l)
∈ H(D).
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Temos a limitac¸a˜o ∣∣∣∣∣ fn(z)∏k
l=1(z − wn,l)
∣∣∣∣∣ ≤Mn,k.
Por outro lado, das propriedades dos Produtos de Blaschke podemos escrever∣∣∣∣∣∣ fn(z)∏kl=1(z − wn,l)∏nl=k+1( z−wn,l1−wn,lz )
∣∣∣∣∣∣ ≤Mn,k.
Logo,
|fn(z)| ≤Mn,k
k∏
l=1
|z − wn,l|
n∏
l=k+1
∣∣∣∣ z − wnl1− wn,lz
∣∣∣∣ .
Agora ha´ que considerar os dois casos:
Caso 1: se
∏n
l=k+1(
z−wn,l
1−wn,lz ) ⇒ 0, z ∈ ∆ enta˜o fn ⇒ 0, z ∈ ∆.
caso2: se existir I ⊂ N tal que
Bn,k =
n∏
l=k+1
(
z − wnl
1− wn,lz
)
⇒ B(z) 6= 0, n ∈ I (1.6.4)
enta˜o:
log |Bnk(z)| = log
n∏
l=k+1
(
z − wn,l
1− wn,lz ) =
n∑
l=k+1
log | z − wn,l
1− wn,lz |
=
n∑
l=k+1
log
∣∣∣∣1− (1− wn,l) z + 11− wn,lz
∣∣∣∣ ,
e, da convergeˆncia de (1.6.4) conclu´ımos que
n∑
l=k+1
(1− wn,l) ≤M1, n ∈ I, z ∈ ∆. (1.6.5)
Consideremos agora a sucesa˜o de func¸o˜es gn(z) =
(1−z)n+2∏n
l=1(1−wn,lz) , as quais verificam
|gn(z)| ≥ C1(r) > 0 |z| ≤ r, r ≤ 1, n ∈ I
Daqui conclu´ımos que a sucessa˜o de func¸o˜es f˜n(z) = gn(z)fn(z), z ∈ ∆, n ∈ I, e´ uni-
formemente limitada em ∆ e que fn(z) ⇒ 0 se e somente se f˜n(z) ⇒ 0.
Mostremos que f˜n ⇒ 0 :
|f˜n(z)| = |gn(z)fn(z)| ≤Mn,k
∣∣∣∣∣
k∏
l=1
(z − wn,l)
n∏
l=k+1
(
z − wn,l
1− wn,lz
)
(1− z)n+2∏n
l=k+1(1− wn,lz)
∣∣∣∣∣
≤Mn,k
n∏
l=k+1
∣∣∣∣ 1− z1− wn,lz
∣∣∣∣ |1− z|k.
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Mas o ma´ximo de
∣∣∣ 1−z1−wn,iz ∣∣∣ e´ atingido em z = −1 e e´ igual a 21+wn,i ≤ 2−wn,i. De (1.6.5)
obtemos a desigualdade
|f˜n(z)| ≤Mn,k|1− z|keM1 , z ∈ ∆ (1.6.6)
Conseguimos, deste modo, reduzir o caso inicial (multipontual)
|fn(z)| ≤Mn,k
k∏
i=1
|z − wn,i|, wn,k ⊆ [0, 1]× {0}.
ao caso de um so´ ponto, wn,i = 1, ∀n, k ∈ N:
|f˜n(z)| ≤Mn,k|1− z|keM1 , k ≤ n.
Defina-se dn,k = M
1/k
n,k e, para cada n fixo, consideremos os ı´ndices ki para os quais
dn,ki = min
ki≤k≤n
dn,k i = 1, 2..., n
Tais nu´meros dependem de n, mas referiremos apenas ki em vez de ki(n), i = 1, 2...n.
Temos as desigualdades:
k1 < k2 < ... < kl = n,
dn,k1 < dn,k2 < ... < dn,kl = dn,n,
dnk ≥ dn,ki se ki−1 < k < ki, i = 1, 2, ..., n.
Em particular, segue-se que:
n∑
k=1
1
dn,k
≤
l∑
i=1
(ki − ki−1) 1
dn,ki
.
Da hipo´tese segue-se que
lim
n→∞
ln∑
i=1
(ki − ki−1) 1
dn,ki
=∞.
Consideremos a transformac¸a˜o
z =
w − 1
w
, w =
1
1− z ,
a qual transforma o c´ırculo unita´rio no semi-plano <e(w) > 12 . Seja
Ω∗ = {w ∈ C : <e(w) > 1}.
Definam-se
yi = edn,ki , i = 1, 2, ..., n
yn+1 =∞.
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Seja ∂Ω =
⋃n
k=1 ∆k, com ∆k = {w = 1 + ky, yk ≤ |y| ≤ yk+1, k = 1, 2..., n}.
Obtemos deste modo a estimativa para fn :
|f˜n| ≤ CMn,k 1|w|k = C
(
dn,k
|w|
)k
, k ≤ n.
Resta agora aplicar o lema 2 para concluirmos o requerido. 
Observe-se que no caso de (wn,i) ⊆ {z ∈ C : pi −  ≤ arg(z) ≤ pi + , |z| ≤ 1,  < pi},
se efectuarmos os mesmo ca´lculos obtemos a desigualdade:
|f˜n| ≤Mn,k
n∏
i=k+1
|1− z|
|1− wn,iz| |1− z|
k.
O nosso problema e´ a limitac¸a˜o, em ∆, de
n∏
i=k+1
|1− z|
|1− wn,iz| |1 − z|
k. De facto, no caso de
wn,k ser real,
|1− z|
|1− wn,kz| atinge o ma´ximo em z = −1. Tal ma´ximo e´ 2/1 + wn,k, o que
nos permite obter a desigualdade (1.6.5), e consequentemente, a desigualdade (1.6.6).
Se wn,k na˜o for necessariamente real, o ca´lculo do ma´ximo desta func¸a˜o complica-se
consideravelmente. Mas sabemos que limn→∞wn,k = 1 e´ equivalente a
lim
n→∞<e(wn,k) = 1 e limn→∞=m(wn,k) = 0.
Sera´ de esperar que o ma´ximo desta func¸a˜o seja atingido num ponto pro´ximo de −1.
Efectivamente, o ma´ximo da func¸a˜o
|1− z|2
|1− wn,kz|2 (e se considerarmos, por uma questa˜o
de simplificac¸a˜o de escrita, wn,k = a+ ib) e´ atingido em
x =
−1 + 4a− 6a2 + 4a3 − a4 + 2b2 + 4ab2 − 2a2b2 − b4
1− 4a+ 6a2 − 4a3 + a4 + 6b2 − 4ab2 + 2a2b2 + b4
e
y =
4b(1− 2a+ a2 + b2)
1− 4a+ 6a2 − 4a3 + a4 + 6b2 − 4ab2 + 2a2b2 + b4
Ainda na˜o obtive´mos uma relac¸a˜o entre x e y que nos permita resolver o problema
geral de Watson no caso (b). Sera´ um estudo a continuar num pro´ximo trabalho.
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Cap´ıtulo 2
Problema de Momentos de
Stieltjes
Apresentaremos a relac¸a˜o entre fracc¸o˜es cont´ınuas e o Problema de Momentos de Stielt-
jes (1894/1895).
Para tal, definiremos e caracterizaremos o Integral de Stieltjes, e apresentaremos pro-
priedades de fracc¸o˜es cont´ınuas, necessa´rias a` compreensa˜o dos resultados apresentados.
Consideremos a transformada de Stieltjes-Markov de uma func¸a˜o na˜o-decrescente µ
com espectro infinito, que denotaremos por µˆ. Discutiremos a relac¸a˜o entre a se´rie as-
simpto´tica desta func¸a˜o,
∑ (−1)ncn
zn+1
, e fracc¸o˜es cont´ınuas da forma
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ... , z ∈ C.
Apresentaremos um estudo das condic¸o˜es de existeˆncia e unicidade devidas a Stieltjes
[45], para uma sucessa˜o de momentos (cn) ⊆ R,
• Existeˆncia O problema de momentos de Stieltjes tem soluc¸a˜o se e somente se os an
da fracc¸a˜o cont´ınua correspondente da se´rie forem positivos.
• Unicidade O problema de momentos e´ determinado se e somente se ∑ an divergir.
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2.1 Integral de Stieltjes
Seja µ uma func¸a˜o na˜o decrescente de variac¸a˜o limitada e, eventualmente, com descon-
tinuidades de primeira espe´cie. O integral∫ b
a
f(x)dµ(x) (2.1.1)
e´ o limite da soma S(Pn) =
∑n
p=1 f(ξp)[µ(xp)−µ(xp−1)], ξp ∈ (xp, xp+1) para as sucesso˜es
de partic¸o˜es Pn : a = x0 < x1 < ... < xn = b do intervalo [a, b] que satisfazem
lim
n→∞ maxxi∈Pn
|xi+1 − xi| = 0.
Definic¸a˜o 2.1.1 Designa-se por Integral de Stieltjes da func¸a˜o f , associado a` func¸a˜o
peso µ, o integral (2.1.1).
A esta noc¸a˜o de func¸a˜o na˜o-decrescente podemos associar uma comparac¸a˜o em
termos de distribuic¸a˜o de massa. Num ponto de descontinuidade x0 diremos que ha´ uma
concentrac¸a˜o de massa finita, de valor µ(x+0 )−µ(x−0 ), e µ(b)−µ(a) sera´ a massa distribu´ıda
pelo intervalo ]a, b[.
Definic¸a˜o 2.1.2 Ao conjunto dos pontos de crescimento de uma func¸a˜o na˜o-decrescente
µ chamaremos suporte ou espectro, e escrevemos supp µ para indicar tal conjunto.
Da definic¸a˜o conclui-se que o integral de f e´ invariante segundo func¸o˜es peso do tipo
µ(x) e µ(x) + c, onde c e´ uma constante.
Ale´m disso, facilmente se veˆ que o valor do integral na˜o se altera se a func¸a˜o peso diferir
de uma constante nos pontos de descontinuidade que se encontram no interior do intervalo
[a, b], mas o mesmo na˜o acontece se procedermos a uma alterac¸a˜o no valor de µ(a) ou µ(b).
De facto, ao efectuar uma alterac¸a˜o num ponto de descontinuidade de µ respeitando as
desigualdades µ(x−0 ) < µ(x0) < µ(x
+
0 ), na˜o estamos a alterar a distribuic¸a˜o de massa, mas
sim a massa concentrada nesse ponto. Deste modo, podemos sempre substituir µ(x0) por
(µ(x+0 ) + µ(x
−
0 ))/2 desde que x0 esteja no interior do intervalo [a, b].
Obviamente que se µ(x) = x ou µ(x) = x + c para certa constante c, o integral de
Stieltjes e´ o ja´ conhecido integral de Riemann. No caso de µ ser uma func¸a˜o cont´ınua,
teremos ∫ b
a
f(x)dµ(x) =
∫ b
a
f(x)µ′(x)dx.
Se µ for uma func¸a˜o em escada cujos saltos nos pontos de descontinuidade
a = x1 < x2 < ... < xn = b
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forem respectivamente m1, ...,mn, temos∫ b
a
f(x)dµ(x) =
n∑
k=1
mkf(xk).
Neste caso, determinar uma soluc¸a˜o do problema de momentos (cn) equivale a determinar
um sistema de pares ordenados (mn, xn), n = 0, 1, ... tal que ck =
∑+∞
n=1mnx
k
n, k = 0, 1, ...
Tal como no integral de Riemann,∫ +∞
0
f(x)dµ(x) = lim
b→+∞
∫ b
0
f(x)dµ(x).
O exemplo seguinte e´ um exemplo que ilustra a na˜o unicidade do problema de momen-
tos de Stieltjes em relac¸a˜o aos momentos
√
pie(n+1)
2/4.
Uma vez que
∫ +∞
−∞
exp(−u2) sin(2piu)du = 0, mediante a substituic¸a˜o u = log(x)− n+12
obtemos ∫ +∞
0
xn exp(− log2(x))dx = √pi exp((n+ 1)2/4)
e ∫ +∞
0
xn sin(2pi log(x)) exp(− log2(x))dx = 0,
donde ∫ +∞
0
xn[1 + c sin(2pi log(x))] exp(− log2(x))dx = √pi exp (n+ 1)2/4.
Assim, para toda a constante c que verifique |c| < 1, as func¸o˜es
µc(x) =
∫ x
0
[1 + c sin(2pi log(t))] exp (− log2(t))dt
sa˜o soluc¸o˜es do problema de momentos cn =
√
pie
(n+1)2
4 .
Adiante veremos tambe´m exemplos de problema de momentos de Stieltjes determina-
dos, que surgem no contexto de estudo de frac¸o˜es cont´ınuas.
2.2 Alguns to´picos acerca de fracc¸o˜es cont´ınuas. Definic¸o˜es
e propriedades
Antes de mais, introduzimos as fracc¸o˜es cont´ınuas e apresentaremos as suas principais
propriedades anal´ıticas e geome´tricas, assim como alguns resultados de convergeˆncia.
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Definic¸a˜o 2.2.1 Dadas as sucesso˜es (an), (bn), chamamos fracc¸a˜o cont´ınua a uma ex-
pressa˜o do tipo
b0 +
a1
b1 +
a2
b2 +
a3
b3 +
a4
b4 + ...
,
a qual, segundo a notac¸a˜o de Pringsheim, indicaremos por
b0 +
a1|
|b1 +
a2|
|b2 + ...+
an|
|bn + ...,
e Reduzida de ordem n de uma fracc¸a˜o cont´ınua a
Rn = b0 +
a1|
|b1 +
a2|
|b2 + ...+
an|
|bn .
De seguida indicamos algumas propriedades das fracc¸o˜es cont´ınuas que utilizaremos
ao longo deste trabalho.
2.2.1 Relac¸a˜o de recorreˆncia
Uma das particularidades da fracc¸a˜o cont´ınua e´ a relac¸a˜o de recorreˆncia a treˆs termos
entre as reduzidas de ordem p, p ≥ 1 :
Ap = bpAp−1 + apAp−2 (2.2.2)
Bp = bpBp−1 + apBp−2 (2.2.3)
A0 = b0, B0 = 1
Mostremos que tal relac¸a˜o de recorreˆncia e´ va´lida para todo o p, utilizando induc¸a˜o
em p ∈ N.
Verifica-se que
A0
B0
= b0
A1
B1
= b0 +
a1
b1
=
b0b1 + a1
b1
A2
B2
= b0 +
a1
b1 + a2b2
=
b0b1b2 + a1b2 + a2b0
b1b2 + a2
.
Assim, se
A0 = b0, A1 = b0b1 + a1, B0 = 1, B1 = b1,
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obtemos para a reduzida de ordem 2,
A2
B2
=
b2A1 + a2A0
b2B1 + a2B0
.
Admitamos que esta relac¸a˜o e´ va´lida para p. Enta˜o, para p+ 1 vem
Ap+1
Bp+1
=
(bp +
ap+1
bp+1
)Ap−1 + apAp−2
(bp +
ap+1
bp+1
)Bp−1 + apBp−2
=
=
bp+1(bpAp−1 + apAp−2) + ap+1Ap−1
bp+1(bpBp−1 + apBp−2) + ap+1Bp−1
=
que, pela hipo´tese, e´ igual a
bp+1Ap + ap+1Ap−1
bp+1Bp + ap+1Bp−1
.
Logo, podemos considerar, para p ≥ 1,
Ap = bpAp−1 + apAp−2
Bp = bpBp−1 + apBp−2
A0 = b0, B0 = 1
e daqui se concluem as igualdades requeridas.
2.2.2 Relac¸a˜o entre duas reduzidas consecutivas
Das relac¸o˜es de recorreˆncia (2.2.2) e (2.2.3) resulta a igualdade
Ap+1Bp −ApBp+1 = −ap+1(ApBp−1 −Ap−1Bp).
Se considerarmos δp = ApBp−1 −Ap−1Bp, obtemos δp+1 = −ap+1δp. Logo,
δp+1 = (−1)pa1a2...ap+1.
Dividindo por BpBp+1, obtemos
Ap+1
Bp+1
− Ap
Bp
= (−1)pa1a2...ap+1
BpBp+1
, p = 0, 1, 2, ...
Esta igualdade sera´ u´til para o estudo da convergeˆncia.
2.2.3 Fracc¸o˜es cont´ınuas equivalentes
Definic¸a˜o 2.2.2 Duas fracc¸o˜es cont´ınuas dizem-se equivalentes se tiverem a mesma su-
cessa˜o de reduzidas, ∀n ∈ N.
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Assim, se considerarmos a fracc¸a˜o cont´ınua
b0 +
a1|
|b1 +
a2|
|b2 + ...+
an|
|bn + ... (2.2.4)
e c1, c2, ..., cn, ... nu´meros na˜o nulos, obtemos uma fracc¸a˜o cont´ınua equivalente a` dada
definindo:
b0 +
c1a1|
|c1b1 +
c1c2a2|
|c2b2 + ...+
cncn−1an|
|cnbn + ... (2.2.5)
De facto, se An/Bn designar a reduzida de ordem n da primeira fracc¸a˜o cont´ınua e se
A′n/B′n a reduzida desta u´ltima, obtemos
A′n = c1c2...cnAn e B
′
n = c1c2...cnBn, n ∈ N
Logo, as fracc¸o˜es cont´ınuas (2.2.4) e (2.2.5) sa˜o equivalentes.
2.2.4 Fracc¸a˜o cont´ınua Associada e Correspondente
Considermos a fracc¸a˜o cont´ınua
a1z|
|1 +
a2z|
|1 +
a3z|
|1 + ...+
anz|
|1 + ..., an 6= 0, n ∈ N (2.2.6)
Uma vez que ApBp−1 − BpAp−1 = (−1)p−1a1a2...apzp, Bp = 1 + ..., a sucessa˜o de
reduzidas verifica Rp(z) − Rp−1(z) = (−1)p−1a1a2...apzp + ..., ou seja, coincidem ate´ a`
ordem p. Consideremos os desenvolvimentos de Rp em se´rie de Taylor, p ∈ N,
R1(z) = c1z
R2(z) = c1z + c2z2 + c′3z
3 + ..., c′3 6= c3
R3(z) = c1z + c2z2 + c3z3 + c′4z
4 + ..., c′4 6= c4
...
Rp(z) = c1z + c2z2 + c3z3 + ...+ cpzp + c′p+1z
p+1 + ..., cp+1 6= c′p+1
Definic¸a˜o 2.2.3 A se´rie
c1z + c2z2 + ...+ cnzn + ... (2.2.7)
designa-se por Elemento Correspondente da fracc¸a˜o cont´ınua (2.2.6), e a fracc¸a˜o cont´ınua
(2.2.6) e´ designada por Fracc¸a˜o Cont´ınua Correspondente da se´rie (2.2.7).
Temos uma correspondeˆncia bijectiva entre (2.2.6) e (2.2.7) (cf [33], pg. 186). De
facto, dada
Rn(z) = c1z + c2z2 + c3z3 + ...+ cnzn + c′n+1z
n+1 + ...,
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os ap verificam a2a4...a2p = (−1)p∆
(1)
p
∆p
, com
∆p =
∣∣∣∣∣∣∣∣∣∣∣
c1 c2 ... cp
c2 ... ... cp+1
... ... ... ...
cp ... ... c2p−1
∣∣∣∣∣∣∣∣∣∣∣
, ∆(1)p =
∣∣∣∣∣∣∣∣∣∣∣
c2 c1 ... cp+1
c3 ... ... cp+2
... ... ... ...
cp+1 ... ... c2p
∣∣∣∣∣∣∣∣∣∣∣
.
Logo,
a2p = −∆p−1∆p
∆(1)p
∆(1)p−1
.
Por outro lado, a1a3...a2p−1 = (−1)p−1 ∆p
∆
(1)
p−1
, donde
a2p−1 = − ∆p∆p−1
∆(1)p−2
∆(1)p−1
.
Observemos que uma vez que ap 6= 0, enta˜o ∆p 6= 0 e ∆(1)p 6= 0, ∀p ∈ N.
Reciprocamente, se ∆p 6= 0 e ∆(1)p 6= 0, podemos obter os cp atrave´s dos ap. Temos
c1 = a1, c2 = −c1a2 = −a1a2, ... e, supondo que calcula´mos c1, c2, ..., c2p−2, a equac¸a˜o
a1a3...a2p−1 = (−1)p−1 ∆p
∆(1)p−1
⇔ a1a3...a2p−1∆(1)p−1 = (−1)p−1 (c2p−1∆p−1 + ...)
permite obter c2p−1 de modo u´nico. Analogamente,
a2a4...a2p = (−1)p∆
(1)
p
∆p
⇔ a2a4...a2p∆p = (−1)p
(
c2p∆
(1)
p−1 + ...
)
permite obter c2p de modo u´nico.
Considermos agora a fracc¸a˜o cont´ınua do tipo
d1z|
|1 + e1z +
d2z
2|
|1 + e2z + ...+
dpz
2|
|1 + epz + ..., dp 6= 0, p = 1, 2, ... (2.2.8)
Uma vez que
Rp −Rp−1 = (−1)p−1d1d2...dpz2p−1 + ...,
O desenvolvimento em se´rie de Taylor das reduzidas Rp e Rp−1 coincidem ate´ a` poteˆncia
de ordem 2p− 2.
Logo, teremos para cada Rp(z),
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R1(z) = c1z + c2z2 + c′3z
3 + ..., c1 = d1
R2(z) = c1z + c2z2 + c3z3 + c4z4 + c′5z
5 + ..., c′5 6= c5
...
Rp(z) = c1z + c2z2 + c3z3 + ...+ cpzp + c′p+1z
p+1 + ..., cp+1 6= c′p+1
Definic¸a˜o 2.2.4 A se´rie
c1z + c2z2 + ...+ cnzn + ... (2.2.9)
e´ designada por Se´rie Associada a (2.2.8), e a fracc¸a˜o cont´ınua (2.2.8) e´ designada por
Fracc¸a˜o Cont´ınua Associada da se´rie (2.2.9).
Tambe´m aqui a correspondeˆncia entre (2.2.8) e (2.2.9) e´ bijectiva (cf. [33], pg. 206).
Mostremos que se ∆p 6= 0 se verificam, para p ≥ 2, as igualdades:
dp = −∆p∆p−2(∆p−1)2 , (2.2.10)
ep =
∆′p−1
∆p−1
− ∆
′
p
∆p
(2.2.11)
com ∆0 = 1,∆1 = c1, d1 = c1 e
∆′p =
∣∣∣∣∣∣∣∣∣∣∣
c1 c2 ... cp−1 cp+1
c2 ... ... ... cp+2
... ... ... ... ...
cp ... ... c2p−2 c2p
∣∣∣∣∣∣∣∣∣∣∣
De facto, a fracc¸a˜o cont´ınua associada da se´rie (2.2.9), ou seja, a fracc¸a˜o cont´ınua que
verifica Rk = Sk, k = 0, 1, 2, ... e que e´ da forma,
d1z|
|1 + e1z +
d2z
2|
|1 + e2z + ...+
dpz
2|
|1 + epz + ... (2.2.12)
se existir, sera´ u´nica. Determinemos os coeficientes dp e ep a partir dos cp.
Por um lado, sabemos que Rp =
Dp
Ep
para certos polino´mios Dp e Ep. Se (2.2.12) e´
associado a (2.2.9), temos de ter
Rp = c1z + c2z2 + ...+ c2pz2p + c′2p+1z
2p+1 + ... =
Dp
Ep
(2.2.13)
com c′2p+1 6= c2p+1.
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Das relac¸o˜es de recorreˆncia para Dp e Ep temos
Dp = (z + ep)Dp−1 + dpDp−2
Ep = (z + ep)Ep−1 + dpEp−2
E1 = 1 + e1z, D1 = d1
Multiplicando ambos os membros de (2.2.13) por Ep, Ep(z) = 1z+ ...+ pzp, obtemos
o sistema
c1εp + c2εp−1 + ...+ cpε1 + cp+1 = 0
c2εp + c3εp−1 + ...+ cp+1ε1 + cp+2 = 0
... = 0 (2.2.14)
cpεp + cp+1εp−1 + ...+ c2p−1ε1 + c2p = 0
Se resolvermos em ordem a ε1 obtemos
ε1 = −
∆′p
∆p
.
Da relac¸a˜o de recorreˆncia temos ε1 = e1 + e2 + ...+ ep = −∆
′
p
∆p
, donde
ep = (e1 + e2 + ...+ ep + ep+1)− (e1 + e2 + ...+ ep) = −
∆′p
∆p
+
∆′p− 1
∆p−1
.
Calculemos agora os dp. Se na igualdade
Rp+1 −Rp = (−1)pd1d2...dp+1z2p+1 + ...
identificarmos os termos em z2p+1, obtemos
c2p+1 − c′2p+1 = (−1)pd1d2...dpdp+1 = U
Da identificac¸a˜o dos termos em RpEp = Dp, vem
cp+1εp + cp+2εp−1 + ...c2pε1 + c′2p+1 = 0,
ou seja,
cp+1εp + cp+2εp−1 + ...+ c2pε1 + c2p+1 − U = 0
Temos o sistema de p+ 1 equac¸o˜es e p+ 1 inco´gnitas:
c1εp + c2εp−1 + ...+ cpε1 + cp+1 + 0 = 0
... = 0
cpεp + cp+1εp−1 + ...+ c2p−1ε1 + c2p + 0 ...
cp+1εp + cp+2εp−1 + ...+ c2pε1 + c2p + U = 0
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Logo, U = ∆p+1∆p = (−1)pd1d2...dpdp+1, donde
dp = −∆p∆p−2(∆p−1)2 ∀p ≥ 2, ∆0 = 1 e ∆1 = c1.
Reciprocamente, c1 = d1, c2 = −d1e1. Suponhamos que obtivemos c1, c2, ..., c2p−1. A
equac¸a˜o ∆
′
p
∆p
=
∆′p−1
∆p−1 − ep, linear em cp, tem uma soluc¸a˜o u´nica, c2p. Por outro lado, a
equac¸a˜o
∆p+1∆p−1
(∆p)2
= −dp+1,
linear em c2p+1, tem uma u´nica soluc¸a˜o, c2p+1.
Observac¸a˜o: Pelo que foi referido, conclu´ımos que existe uma fracc¸a˜o cont´ınua cor-
respondente se e somente se ∆p 6= 0 e ∆(1)p 6= 0. Para que exista uma fracc¸a˜o cont´ınua
associada, e´ necessa´rio e suficiente que ∆p 6= 0.
2.2.5 Convergeˆncia de fracc¸o˜es cont´ınuas
Consideremos a fracc¸a˜o cont´ınua escrita na notac¸a˜o de Pringsheim,
b1|
|a1 +
b2|
|a2 + ...+
bn|
|an + ... (2.2.15)
A fracc¸a˜o cont´ınua (2.2.15) e´ dita convergente e tem por valor R se
lim
n→∞Rn = R,
com
Rn =
b1|
|a1 +
b2|
|a2 + ...+
bn|
|an .
Caso contra´rio, sera´ dita divergente.
Teorema 2.2.1 Uma condic¸a˜o necessa´ria e suficiente para a convergeˆncia da fracc¸a˜o con-
t´ınua (2.2.15), no caso de os termos serem positivos e bn = 1,∀n ∈ N, e´ a divergeˆncia de∑+∞
k=1 ak.
Consideremos agora a fracc¸a˜o cont´ınua
1|
|a1 +
1|
|a2 +
1|
|a3 + ...+
1|
|a2p−1 +
1|
|a2p + ... (2.2.16)
com an ∈ C \ {0}. Em [33], temos o resultado:
Teorema 2.2.2 (Van Vleck) Se os afixos dos denominadores an da fracc¸a˜o cont´ınua
(2.2.16) estiverem no interior da regia˜o angular
| arg(z)| < pi
2
− θ, 0 < θ ≤ pi
2
,
e se Γ designar a se´rie
∑
an, enta˜o: a fracc¸a˜o cont´ınua converge se e somente se Γ diverge.
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Antes de demonstrarmos este teorema, apresentaremos a demonstrac¸a˜o do lema se-
guinte:
Lema 2.2.1 Nas condic¸o˜es do teorema enunciado, existem os limites das reduzidas da
fracc¸a˜o cont´ınua (2.2.16) de ordem par e das reduzidas de ordem ı´mpar.
Demonstrac¸a˜o: As reduzidas de ordem p da fracc¸a˜o cont´ınua (2.2.16), Rp = Ap/Bp,
verificam
Rp+1 −Rp−1 = (−1)p ap+1
Bp+1Bp−1
.
Se Bp+1 designar o conjugado de Bp+1, teremos
|Rp+1 −Rp−1| = |ap+1||Bp|
2
|BpBp−1||BpBp+1|
(2.2.17)
Por outro lado, da relac¸a˜o de recorreˆncia para Bp, Bp+1 = ap+1Bp +Bp−1, obtemos, apo´s
a multiplicac¸a˜o desta igualdade por Bp,
Bp+1Bp = ap+1|Bp|2 +Bp−1Bp (2.2.18)
Consideremos a′p = <e(ap) e <e(Bp−1Bp) = βp. Apo´s igualar as partes reais de (2.2.18),
resultam as desigualdades βp+1 − βp = a′p+1|Bp|2 > 0 e β1 > 0. Logo,
βp > βp−1 > ... > β1 = <e(a1) > 0 (2.2.19)
Mas
a′p
|ap| = cos(arg(ap)) > cos(
pi
2
− θ) = sin(θ), donde
1 <
|ap+1|
a′p+1
<
1
sin(θ)
(2.2.20)
De (2.2.17) e (2.2.20) temos a desigualdade
|Rp+1 −Rp−1| < 1sin(θ)
βp+1 − βp
βpβp+1
=
1
sin(θ)
(
1
βp
− 1
βp+1
)
.
Uma vez que a se´rie
∑( 1
βp
− 1βp+1
)
, igual a
1
β1
− lim
p→∞
1
βp
, e´ convergente, conclui-se que
existem os limites de R2p e de R2p+1, p ∈ N. 
Apresentamos agora a demonstrac¸a˜o do Teorema de Van Vleck.
Demonstrac¸a˜o: Mostremos que a condic¸a˜o
∑
an =∞ e´ necessa´ria.
Suponhamos que
∑
an converge. Logo, tambe´m converge a se´rie sin θ
∑ |an|.
Mas
|Rp −Rp−1| = 1|BpBp−1|
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e|Bp| <
n∏
k=1
(1 + |ak|).
Uma vez que
∑ |an| converge, tambe´m converge o produto, e teremos para certo P,∏n
k=1(1 + |ak|) < P. Logo,
|Rp −Rp−1| > 1
P 2
.
Consequentemente, Rp na˜o converge.
Mostremos que a condic¸a˜o e´ suficiente.
Suponhamos que
∑
an diverge. Mostremos que a sucessa˜o (βn) na˜o e´ limitada. De
facto, se tal acontecer, teremos |Rp − Rp−1| = 1|BpBp−1| < 1βp , e concluiremos que existe
limn→∞Rn.
Mas se a sucessa˜o (βn) for limitada, ou seja, β1 < βp < β, p ∈ N, a se´rie
∑
(βn+1−βn)
e´ convergente. Por outro lado, da relac¸a˜o de recorreˆncia Bp = apBp−1 +Bp−2, temos
Bp
Bp−2
= 1 + ap
Bn−1
Bn−2
= 1 + ap
|Bp−1|2
Bp−2Bp−1
,
donde ∣∣∣∣ BpBp−2
∣∣∣∣ ≤ 1 + apa′p a
′p|Bp−1|2
|Bp−1Bp−2|
≤ 1 + 1
sin(θ)
1
β1
(βp − βp−1).
Se k =
1
β1 sin(θ),
obtemos as desigualdades
|Bp| ≤ |B0|
p∏
j=2
(1 + k(βj − βj−1)) , p par
|Bp| ≤ |B1|
p∏
j=3
(1 + k(βj − βj−1)) , p ı´mpar
Mas, uma vez que a se´rie
∑
(βp+1 − βp) e´ convergente, os produtos tambe´m convergem,
donde |Bp| < M para certa constante M. Por outro lado, da definic¸a˜o de βp, temos
|Bp−1Bp| ≥ βp ≥ β1.
Donde, |Bp−1| ≥ β1/M = h. Mas de (2.2.19) temos βp − βp−1 > h2 sin(θ)|ap+1|.
Mas, assim, concluir-se-ia que
∑
(βp+1−βp) diverge, contradic¸a˜o em relac¸a˜o ao suposto.

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2.3 Ligac¸a˜o do Problema de Momentos de Stieltjes com as
fracc¸o˜es cont´ınuas
No artigo de Stieltjes,“Recherches sur les fractions continues”, o primeiro trabalho onde
o problema de momentos de Stieltjes foi enunciado tal como o conhecemos actualmente,
verificamos que o ponto de partida para o estabelecer do problema de momentos foram as
fracc¸o˜es cont´ınuas. Neste artigo sa˜o estudadas fracc¸o˜es cont´ınuas do tipo
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ... ai > 0, z ∈ C,
e a´ı se estabelecem na˜o so´ as principais propriedades anal´ıticas de Pn(z) e Qn(z), nume-
rador e denominador das reduzidas de ordem n, como tambe´m resultados de convergeˆncia
da fracc¸a˜o cont´ınua.
Para tal, sa˜o estudadas as sucesso˜es P2n(z)/Q2n(z) e P2n+1(z)/Q2n+1(z), n ∈ N.
Mostra-se que se
∑
an divergir, as reduzidas tera˜o um mesmo limite, ∀z ∈ C \ R−, e
se
∑
an convergir, tais limites sera˜o distintos.
Mas, em ambos os casos, o limite e´ uma func¸a˜o anal´ıtica que se pode representar na
forma de um Integral de Stieltjes
lim
n→∞
P2n(z)
Q2n(z)
=
∫ +∞
0
dφ(x)
z + x
, z ∈ C \ R−
lim
n→∞
P2n+1(z)
Q2n+1(z)
=
∫ +∞
0
dφ1(x)
z + x
, z ∈ C \ R−
para certas func¸o˜es na˜o-decrescentes φ e φ1.
Pelo que foi dito, obviamente que tais func¸o˜es representam iguais distribuic¸o˜es de
massa se
∑
an divergir e sera˜o distintas se
∑
an <∞.
De facto, Stieltjes obte´m as decomposic¸o˜es em fracc¸o˜es simples:
P2n(z)
Q2n(z)
=
M2n,1
z + x2n,1
+
M2n,2
z + x2n,
+ ...+
M2n,n
z + x2n,n
Temos tambe´m que
lim
n→∞x2n,k = λk e limn→∞M2n,k = µk k = 1, 2, ...
O momento de ordem i e´ definido por
ci =
+∞∑
k=1
µkλ
i
k.
Enquanto que para a sucessa˜o dos ı´mpares,
P2n+1(z)
Q2n+1(z)
=
N0
z
+
N2n+1,1
z + x2n+1,1
+ ...+
N2n+1,n
z + x2n+1,n
29
elim
n→∞N2n+1,k = νk, limn→∞xk = θk k = 0, 1, 2, ....
O momento de ordem i e´ enta˜o definido como c0 =
∑+∞
k=0 νk e ci =
∑+∞
k=1 νkθ
i
k.
Reciprocamente, suponhamos que o integral de onde partimos e´
µˆ(z) =
∫ +∞
0
dµ(x)
z + x
,
e que a partir da sua se´rie assimpto´tica
+∞∑
n=0
(−1)n cn
zn+1
(2.3.21)
se define a fracc¸a˜o cont´ınua do tipo
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ... ai > 0, z ∈ C (2.3.22)
cujos aproximantes de ordem par e ı´mpar verficam
lim
n→∞
P2n(z)
Q2n(z)
=
∫ +∞
0
dφ(x)
z + x
= F (z)
e
lim
n→∞
P2n+1(z)
Q2n+1(z)
=
∫ +∞
0
dφ1(x)
z + x
= F1(z)
Veremos depois em que condic¸o˜es a fracc¸a˜o cont´ınua assim obtida converge para o
integral que lhe deu origem, ou seja, qual a relac¸a˜o entre F1, F e µˆ, equivalentemente,
qual a relac¸a˜o entre as func¸o˜es φ, phi1 e µ.
Os principais resultados que podemos deduzir deste trabalho sa˜o:
Existeˆncia O problema de momentos de Stieltjes tem soluc¸a˜o se e somente se os an da
fracc¸a˜o cont´ınua (2.3.22) correspondente da se´rie (2.3.21) forem positivos.
Unicidade O problema de momentos e´ determinado se e somente se
∑
an divergir.
Stieltjes enuncia tambe´m uma condic¸a˜o que envolve os momentos, condic¸a˜o necessa´ria
e suficiente para a existeˆncia de soluc¸a˜o do problema de momentos.
Teorema 2.3.1 (Stieltjes) O problema de momentos correspondente a` sucessa˜o de nu´-
meros reais (cn) tem soluc¸a˜o cujo espectro e´ um subconjunto de [0,+∞[ se e somente
se
∆n =
∣∣∣∣∣∣∣∣∣∣∣
c0 c1 ... cn
c1 ... ... ...
... ... ... ...
cn ... ... c2n
∣∣∣∣∣∣∣∣∣∣∣
> 0 e ∆(1)n =
∣∣∣∣∣∣∣∣∣∣∣
c1 c1 ... cn+1
c2 ... ... ...
... ... ... ...
cn+1 ... ... c2n+1
∣∣∣∣∣∣∣∣∣∣∣
> 0, n = 0, 1, ...
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2.4 A Fracc¸a˜o Cont´ınua Correspondente
Consideremos a sucessa˜o cn e seja F a func¸a˜o geradora desta sucessa˜o, ou seja, que
admite a representac¸a˜o formal em se´rie
F (z) =
∑
n
(−1)n cn
zn+1
, |z| > R, (2.4.23)
com R > 0.
Se µ for uma soluc¸a˜o do problema de momentos de Stieltjes, teremos
cn =
∫ +∞
0
xndµ(x),
e F sera´ a func¸a˜o de Stieltjes-Markov,
F (z) =
∫
R+
1
z + x
dµ(x).
De facto,
+∞∑
n=0
(−1)n cn
zn+1
=
1
z
+∞∑
n=0
(−1)ncn
zn
=
1
z
+∞∑
n=0
∫
suppµ(−x)ndµ(x)
zn
=
1
z
∑∫
(
−x
z
)ndµ(x)
=
∫
1
z + x
dµ(x),
ainda que na˜o se tenha unicidade de µ.
Suponhamos enta˜o que o integral de onde partimos e´
µˆ(z) =
∫ +∞
0
dµ(x)
z + x
,
func¸a˜o anal´ıtica em C \ {−suppµ}.
A questa˜o que se coloca e´ em relac¸a˜o ao ca´lculo deste integral, ou seja, em relac¸a˜o a`
aproximac¸a˜o desta func¸a˜o.
A se´rie assimpto´tica de µˆ(z) pode ser divergente e na˜o representar a func¸a˜o. De facto,
duas situac¸o˜es podem ocorrer, ou limn→∞
cn+1
cn
= λ < ∞, e a se´rie converge em |z| > λ,
onde representa uma func¸a˜o anal´ıtica (e neste caso o suporte da medida e´ [a, b] para certos
a e b tais que max{|a|, |b|} ≤ λ), ou limn→∞ cn+1cn =∞, e a se´rie sera´ divergente (situac¸a˜o
que corresponde ao caso de o suporte de µ ser na˜o limitado).
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Contudo, apesar da divergeˆncia, podemos utilizar a se´rie para obter a fracc¸a˜o cont´ınua
do tipo
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ..., ai > 0, z ∈ C,
que converge para µˆ(z) em alguma regia˜o do plano complexo, e obteremos deste modo o
prolongamento anal´ıtico dessa se´rie.
Consideremos enta˜o a se´rie
+∞∑
n=0
(−1)n cn
zn+1
.
O teorema seguinte [33], garante a existeˆncia de uma fracc¸a˜o cont´ınua associada desta
se´rie.
Teorema 2.4.1 Seja (cn) uma sucessa˜o de momentos. Enta˜o, existe uma fracc¸a˜o cont´ı-
nua associada da se´rie
+∞∑
n=0
(−1)n cn
zn+1
.
Se a soluc¸a˜o do problemas de momentos verificar µ(t) = 0 para t < 0, existe uma
fracc¸a˜o cont´ınua correspondente.
Demonstrac¸a˜o: Apo´s a identificac¸a˜o (−1)n−1cn−1 = un, consideremos a se´rie
+∞∑
n=1
un
zn
(2.4.24)
e a forma quadra´tica em x0, x1, ..., xp,
S =
p−1∑
j,k=0
uk+jxkxj .
Temos que
S =
∫ +∞
−∞
p−1∑
j,k=0
((−t)kxk)((−t)jxj)dµ(t)
=
∫ +∞
−∞
[
x0 − tx1 + t2x2 + ...+ (−1)p−1tp−1xp−1
]2
dµ(t).
S e´ positiva-definida, e tal e´ equivalente a afirmar que o discriminante de S, ∆p, e´
positivo. Veremos de seguida que esta condic¸a˜o nos permite concluir que a se´rie admite
uma fracc¸a˜o cont´ınua associada.
A segunda parte do teorema e´ a consequeˆncia do seguinte: se µ(t) = 0, t < 0, a forma
quadra´tica
S′ =
p−1∑
j,k=0
−uk+j+1xkxj
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pode escrever-se na forma:
S′ =
∫ +∞
0
p−1∑
j,k=0
[
(−t)k+jxkxj
]
tdµ(t)
=
∫ +∞
0
t
[
x0 − tx1 + t2x2 + + + (−1)p−1tp−1xp−1
]2
dµ(t)
Logo, tambe´m e´ uma forma definida-positiva, e o seu discriminante (−1)p∆(1)p e´ posi-
tivo. Mas para a existeˆncia da fracc¸a˜o cont´ınua correspondente basta que ∆(1)p 6= 0.
Logo, conclu´ımos que existe uma fracc¸a˜o cont´ınua correspondente. 
Lema 2.4.1 Seja (cn) uma sucessa˜o de nu´meros reais. Se existir uma soluc¸a˜o µ do
problema de momentos de Stieltjes, os elementos an da fracc¸a˜o cont´ınua correspondente
da func¸a˜o de Stieltjes-Markov
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ..., z ∈ C,
sa˜o positivos.
Demonstrac¸a˜o: Consideremos a se´rie
∑ un
zn
com un = (−1)n−1cn−1, n ≥ 1
Se z = 1ξ , temos
u1ξ + u2ξ2 + ...+ unξn + ... (2.4.25)
A fracc¸a˜o cont´ınua associada da se´rie e´ dada por
d1ξ|
|1 + e1ξ +
d2ξ
2|
|1 + e2ξ + ...+
dpξ
2|
|1 + epξ... + ..., ξ =
1
z
, dp 6= 0,
a qual e´ equivalente a
d1|
|z + e1 +
d2|
|z + e2 + ...+
dp|
|z + ep + ... (2.4.26)
onde d1 = u1 > 0,
dp = −∆p∆p−2(∆p−1)2 , p ≥ 2, (2.4.27)
ep =
∆′p−1
∆p−1
− ∆
′
p
∆p
(2.4.28)
com ∆0 = 1 e ∆p, ∆′p definidos anteriormente (cf. 3.2.4).
Passamos a` fracc¸a˜o cont´ınua correspondente,
b1ξ|
|1 +
b2ξ|
|1 + ...+
bpξ|
|1 + ..., ξ =
1
z
.
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Ter-se-a`
b1 = d1 > 0 (2.4.29)
b2b4...b2p = (−1)p∆
(1)
p
∆p
> 0 (2.4.30)
b1b3...b2p−1 = (−1)p−1 ∆p
∆(1)p−1
> 0 (2.4.31)
donde facilmente se conclui que bp > 0. Mas esta fracc¸a˜o cont´ınua pode escrever-se ainda
na forma
b1|
|z +
b2|
|1 +
b3|
|z + ...+
b2p−1|
|z +
b2p|
|1 + ...
que por sua vez e´ equivalente a
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ...
com a1 =
1
b1
, a2 =
b1
b2
, a3 =
b2
b1b3
, e em geral
a2p−1 =
b2b4...b2p−2
b1b3...b2p−1
> 0
a2p =
b1b3...b2p−1
b2b4...b2p
> 0

Consideremos Rn(z) a reduzida de ordem n da fracc¸a˜o cont´ınua (2.4.26), func¸a˜o de
varia´vel complexa z ∈ C. Vejamos algumas propriedades geome´tricas dos aproximantes da
fracc¸a˜o cont´ınua associada a` func¸a˜o de Stieltjes.
Lema 2.4.2 Rn(z) e z esta˜o separados pelo eixo real, n ∈ N.
Demonstrac¸a˜o: Utilizemos induc¸a˜o em n ∈ N para mostrar que Rn sa˜o func¸o˜es racionais
de c´ırculo fundamental.
Temos dn < 0, n ≥ 2 e d1 > 0.
Se n = 1, R1(z) =
d1
z + e1
e´ uma transformac¸a˜o homogra´fica que permuta os dois
semi-planos complexos superior e inferior (cf. 2.2.5).
Admitamos que tambe´m e´ assim para
Rn(z) =
d1|
|z + e1 +
d2|
|z + e2 + ...+
dn|
|z + en .
Mostremos que tambe´m se verifica para
Rn+1(z) =
d1|
|z + e1 +
d2|
|z + e2 + ...+
dn|
z + en
+
dn+1|
|z + zn+1 ,
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onde zn+1 =
dn+1
z + en+1
.
Efectivamente, se dn < 0, zn+1 conserva os semi-planos, de acordo com o que foi dito
no cap´ıtulo 2.
Logo, se Rn permuta os dois semi-planos e zn+1 os conserva, resulta que Rn+1 permuta
os dois semi-planos. Conclu´ımos, deste modo, que Rn(z) e z esta˜o separados pelo eixo
real, n ∈ N. 
Lema 2.4.3 Se todos os an da fracc¸a˜o cont´ınua
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ..., z ∈ C,
forem positivos, o problema de momentos de Stieltjes subjacente tem soluc¸a˜o.
Demonstrac¸a˜o: Consideremos a fracc¸a˜o cont´ınua
d1|
|z + e1 +
d2|
|z + e2 + ...
dn|
|z + en + ...,
equivalente a` fracc¸a˜o cont´ınua dada.
O desenvolvimento assimpto´tico das reduzidas de ordem n e´ dado por:
Pn(z)
Qn(z)
=
c0
z
− c1
z2
+
c2
z3
+ ..+ (−1)n−1 cn−1
zn
+ (−1)n αn
zn+1
+ ..., αn 6= cn
Uma vez que dn < 0 se p ≥ 2 e d1 > 0, pelo lema anterior conclu´ımos que z e Rn(z)
esta˜o separados pelo eixo real. Logo, Rn(z) sa˜o func¸o˜es racionais de c´ırculo fundamental.
Sabemos ja´ que tal e´ equivalente a afirmar que sa˜o fracc¸o˜es de termos entrelac¸ados, ou
seja, func¸o˜es cujos zeros e po´los se dispo˜em alternadamente sobre o eixo real.
Uma vez que Rn(z) =
Pn(z)
Qn(z)
com Pn(z) = d1zn−1 + ... e Qn(z) = zn + ..., obtemos a
decomposic¸a˜o para Rn(z) :
Rn(z) =
M0
z
+
M1
z + x1
+ ...+
Mn
z + xn
em que Mi > 0, xi ∈ R+ ∀i = 1, 2, ..., n e M0 eventualmente 0.
Se considerarmos a func¸a˜o µn na˜o decrescente e em escada cujos saltos em xi sa˜o
respectivamente Mi, obtemos a representac¸a˜o em Integral de Stieltjes:
Rn(z) =
∫ +∞
0
dµn(x)
z + x
com
M0 +M1 + ...+Mn =
∫ ∞
0
dµn(x) = u1
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Mas as fracc¸o˜es racionais de termos entrelac¸ados formam uma famı´lia normal em todo
o domı´nio que esteja contido no semi-plano superior ou no semi-plano inferior (ja´ que
omitem pelo menos dois valores). Nos pontos do eixo real, a famı´lia e´ quasi-normal de
ordem um, uma vez que cada func¸a˜o na˜o assume cada um dos valores reais mais que uma
vez.
Dos teoremas de convergeˆncia para famı´lias de func¸o˜es normais e quasi-normais enunci-
ados podemos enta˜o concluir que de toda a sucessa˜o Rn(z) se pode extrair uma subsucessa˜o
Rnk tal que Rnk(z) ⇒ F (z), para certa func¸a˜o F , sobre cada compacto de C\R−. Obtemos
deste modo uma soluc¸a˜o do Problema de Momentos. 
Note-se que na˜o poderemos concluir que Rn converge uniformemente para F em C\R−.
De facto, veremos que tal convergeˆncia depende da unicidade de soluc¸a˜o do problema de
momentos, e que Rn converge uniformemente para F se e somente se o problema de
momentos for determinado.
2.5 Ana´lise da convergeˆncia da fracc¸a˜o cont´ınua
Consideremos a fracc¸a˜o cont´ınua
1|
|b1 +
1|
|b2 +
1|
|b3 + ...+
1|
|bp + ..., bp ∈ C \ {0}.
As concluso˜es em relac¸a˜o a` natureza desta fracc¸a˜o cont´ınua podem ser deduzidas do teo-
rema de Van Vleck.
De acordo com esse teorema, temos convergeˆncia, quando muito, na regia˜o{
z ∈ C : | arg(z)| < pi
2
}
Mas este teorema pode extender-se ao caso de os afixos de b2n+1 estarem na regia˜o
angular de abertura pi − 2θ0 para algum θ0 suficientemente pequeno, e b2n na regia˜o
sime´trica em relac¸a˜o ao eixo Ox, ou vice-versa.
Suponhamos que ocorre a primeira situac¸a˜o, ou seja, que os afixos de b2n+1 esta˜o na
regia˜o angular x′Oy′ de amplitude pi − 2θ0, para algum θ0 > 0 .
Ora, as fracc¸o˜es cont´ınuas
1|
|b1 +
1|
|b2 +
1|
|b3 + ...+
1|
|b2p−1 +
1|
|b2p + ...
e
e−iϕ|
|b1e−iϕ +
1|
|b2eiϕ +
1|
|b3e−iϕ + ...+
1|
|b2p−1e−iϕ +
1|
|b2peiϕ + ...
sa˜o equivalentes, ϕ ∈ R.
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Assim, se θ0 designar o aˆngulo que Ox′ faz com o eixo Ox, podemos considerar
ϕ =
pi
2
− θ − θ0
e apo´s a rotac¸a˜o de ϕ, o aˆngulo entre Ox′ e Ox e´ igual a pi2 − θ e o aˆngulo entre Oy′ e Ox
e´ de −(pi2 − θ). Os afixos de bn verificara˜o
| arg(bn)| < pi2 − θ, 0 < θ ≤
pi
2
,
O resultado e´ agora imediatamente transposto para a fracc¸a˜o cont´ınua
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ... ai > 0, z ∈ C.
Uma vez que arg(anz) = arg(z), conlcu´ımos que a fracc¸a˜o cont´ınua converge em
| arg(z)| < pi − 2θ, 0 < θ ≤ pi
2
Ale´m do mais, Rn(z) e´ uniformemente convergente para uma func¸a˜o anal´ıtica no
domı´nio
{z ∈ C : | arg(z)| < pi − 2θ} , 0 < θ ≤ pi/2.
A convergeˆncia uniforme resulta da limitac¸a˜o de Rn em C \ R−.
Conclui-se que o problema de momentos e´ determinado se e somente a fracc¸a˜o cont´ınua
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ... ai > 0, z ∈ C.
se a se´rie
∑
an for for tal que a se´rie an diverge.
Em relac¸a˜o a` representac¸a˜o da func¸a˜o limite, verifica-se que a func¸a˜o limite e´ precisa-
mente a func¸a˜o de Stieltjes,
lim
n→∞
Pn(z)
Qn(z)
=
∫
dµ(x)
z + x
= µˆ(z).
Do estudo efectuado, conclu´ımos que o suporte de µ e´ um subconjunto dos limites dos
zeros de Qn. Consideremos enta˜o as ra´ızes de Qk ordenadas por ordem crescente,
xk1 < xk2 < ... < xkk, k ≥ 1.
Duas situac¸o˜es podem ocorrer:
(a) limn→∞ xnk = λ <∞
(b) limn→∞ xnk =∞
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Estas situac¸o˜es correspondem, respectivamente, aos casos de suporte de µ = [a, b] ou
suporte de µ = [0,+∞). Na primeira situac¸a˜o, a convergeˆncia para µˆ e´ uniforme em
C \ [−b,−a]. Se o suporte de µ for [0,+∞), a convergeˆncia sera´ uniforme em C \ R−.
Devemos tambe´m salientar que o facto de a fracc¸a˜o cont´ınua convergir na˜o implica que
a se´rie convirja, e pode mesmo acontecer que o desenvolvimento em se´rie seja divergente
e o problema de momentos determinado.
A se´rie gerada pelos momentos de Laguerre ilustra esta situac¸a˜o. De facto,
1!
z
− 2!
z2
− 3!
z3
+ ...+ (−1)n−1 (n− 1)!
zn
+ ...
e´ uma se´rie divergente em todo o plano complexo, mas a fracc¸a˜o cont´ınua correspondente
F (z) =
1|
|z +
1|
|1 +
1|
|z +
2|
|1 +
2|
|z + ...,
converge, pois verifica a2k+1 = 1 e a2k = 1/k, e, logo,
∑
an e´ divergente.
O problema de momentos associado aos momentos cn = (−1)n−1(n−1)! e´ determinado,
e a soluc¸a˜o e´ µ(x) = 1− e−x, ou seja,
cn = (−1)n−1
∫ +∞
0
xn−1dµ(x) = (−1)n−1
∫ +∞
0
e−xxn−1dx = (−1)n−1Γ(n)
A forma integral para F e´ dada em termos do integral de Laguerre,
F (z) =
∫ +∞
0
e−x
z + x
dx.
Observac¸a˜o: No caso de
∑
n an < ∞, a fracc¸a˜o cont´ınua diverge e na˜o teremos
qualquer ligac¸a˜o entre o valor do integral
∫
dµ(x)
z + x
= µˆ(z), que originou a fracc¸a˜o cont´ınua,
e os limites dados pelas reduzidas da fracc¸a˜o cont´ınua,
F (z) = lim
n
P2n(z)
Q2n(z)
=
∫
dφ(z)
z + x
F1(z) = lim
n
P2n+1(z)
Q2n+1(z)
=
∫
dφ1(z)
z + x
.
Mas, ainda assim, temos (cf. pg. 500 de [45]) as desigualdades para z = x real positivo:
F (x) = lim
n→∞
P2n(x)
Q2n(x)
≤
∫ +∞
0
dµ(t)
x+ t
≤ F1(x) = lim
n→∞
P2n+1(x)
Q2n+1(x)
e verifica-se que se existir um x0 para o qual uma das desigualdades seja igualdade, se tem
a respectiva igualdade para todo o z da regia˜o de analiticidade de F (z) e F1(z), ou seja,
µ = φ ou µ = φ1, respectivamente.
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Cap´ıtulo 3
Outros Problemas de Momentos
Indicamos o surgimento de outros problemas de momentos, nomeadamente o problema
de momentos de Hamburguer (1919), no qual o espectro de µ esta´ contido em R e o prob-
lema de momentos de Hausdorff (1921), correspondente a um intervalo finito [a, b] ⊂ R.
Discutimos resultados relacionados com a existeˆncia e unicidade de soluc¸o˜es de problemas
de momentos.
Veremos que o problema de momentos de Hausdorff, se solu´vel, e´ sempre determinado
(ver 4.2).
Analisaremos condic¸o˜es que permitem concluir a unicidade do problema de momentos
atrave´s de crite´rios sobre o crescimento dos momentos. De entre os trabalhos referidos,
salientam-se os de Carleman [8] e de Simon [44]. Estas condic¸o˜es resultam das relac¸o˜es
existentes entre problemas de momentos, quasi-analiticidade e e Transformadas de Fourier
(ver 3.3).
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3.1 Problema de Momentos de Hamburguer
Em 1919, o matema´tico alema˜o Hamburguer extendeu o problema de momentos ao eixo
real, e formulou o chamado Problema de Momentos de Hamburguer :
dada a sucessa˜o (cn), procurar µ(x) na˜o decrescente em R, tal que
cn =
∫
xndµ(x) (3.1.1)
Foram necessa´rios novos me´todos e extenso˜es a uma classe maior de fracc¸o˜es cont´ınuas
para a extensa˜o do Problema de Momentos de Stieltjes ao eixo real.
Hamburguer estudou a convergeˆncia de fracc¸o˜es cont´ınuas na˜o so´ do tipo
1|
|a1z +
1|
|a2 +
1|
|a3z + ...+
1|
|a2p−1z +
1|
|a2p + ..., ai > 0, z ∈ C
mas tambe´m do tipo
α0|
|β1 − z −
α1|
|β2 − z −
α2|
|β2 − z − ...
correspondentes a se´ries de poteˆncias
−
∞∑
n=0
cn
zn+1
(3.1.2)
Para que exista soluc¸a˜o de (3.1.1) e´ necessa´rio e suficiente que no desenvolvimento de
(3.1.2) em fracc¸a˜o cont´ınua do tipo
α0|
|β1 − z −
α1|
|β2 − z −
α2|
|β2 − z − ...
todos os αn sejam positivos [35].
Em 1920, Hamburguer [18] estabelece o crite´rio seguinte:
Proposic¸a˜o 3.1.1 (Hamburguer) O problema de momentos de Hamburguer tem solu-
c¸a˜o se e somente se
∆n =
∣∣∣∣∣∣∣∣∣∣∣
c0 c1 ... cn
c1 ... ... ...
... ... ... ...
cn ... ... c2n
∣∣∣∣∣∣∣∣∣∣∣
> 0, ∀n ∈ N
Mostrou tambe´m que (cf. [43]) se
f(z) =
∫ +∞
−∞
1
z + u
dϕ(u) (3.1.3)
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converge uniformemente em todo o compacto de C \ R e se a func¸a˜o f tiver a expansa˜o
assimpto´tica
f(z) =
+∞∑
n=0
(−1)n cn
zn+1
z = iy, y →∞ (3.1.4)
enta˜o todos os momentos
∫
R x
ndϕ(x) existem e sa˜o iguais a cn. Reciprocamente, se todos
os momentos existirem, a func¸a˜o (3.1.3) e´ anal´ıtica em compactos de C \ R e tem o
desenvolvimento assimpto´tico (3.1.4) para |z| → ∞, em regio˜es angulares
{z ∈ C : δ ≤ arg(z) ≤ pi − δ,−pi + δ ≤ arg(z) ≤ −δ}, δ > 0.
Vejamos um exemplo.
Consideremos a medida
dµ(x) = Cα,γe−γ|x|
α
dx,
onde Cα,γ e´ uma constante positiva. Os momentos de dµ podem ser calculados utilizando
a func¸a˜o Gamma, ∫ +∞
0
xc−1e−bxdx = b−cΓ(c), c > 0, <e(b) > 0.
Consideremos a mudanc¸a de varia´vel x = yα, c = 2n+1α . Obtemos
α
2
∫ +∞
−∞
y2ne−b|y|
α
dy = b−2n+1/αΓ(
2n+ 1
α
).
Considerando a parte real de ambos os membros da igualdade,
α
2
∫ +∞
−∞
y2ne−<e(b)|y|
α
cos(−=m(b)|y|α)dy = |b|−2n+1/α cos
(
− arg(b)2n+ 1
α
)
Γ(
2n+ 1
α
).
Mas o lado direito da igualdade e´ nulo quando arg(b) = αpi2 . Uma vez que <e(b) > 0,
resulta que o problema de momentos de Hamburguer e´ indeterminado se 0 < α < 1 (pois se
a uma soluc¸a˜o do problema de momentos adicionarmos uma destas func¸o˜es peso, obtemos
uma func¸a˜o com os mesmos momentos). Veremos em 5.3. que no caso de α ≥ 1 este
problema de momentos e´ indeterminado.
3.2 Problema de Momentos de Hausdorff
Em 1921, Hausdorff resolveu o problema de momentos num intervalo fechado e limitado.
Este problema de momentos e´ chamado Problema de Momentos de Hausdorff.
Tratou-se do primeiro trabalho no qual o problema de momentos foi tratado sem
qualquer ligac¸a˜o com fracc¸o˜es cont´ınuas.
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Sem perda de generalidade, consideremos de agora em diante tal intervalo [0, 1], o qual
e´ equivalente a qualquer outro intervalo limitado e fechado atrave´s de uma transformac¸a˜o
linear.
Hausdorff caracterizou sucesso˜es de momentos de func¸o˜es crescentes em [0, 1] servindo-
se de resultados de Teoria de Operadores. A cada polino´mio
f(x) = a0 + a1x+ a2x2 + ...+ anxn
associou a funcional linear
L(f)(x) = a0c0 + a1c1 + ...+ ancn
e procurou encontrar uma func¸a˜o na˜o-decrescente µ tal que para todo o polino´mio f,
definido em [0, 1], se verificasse
L(f) =
∫ 1
0
f(x)dµ(x).
O problema de momentos de Hausdorff consiste, enta˜o, em definir uma funcional no espac¸o
dos Polino´mios e averiguar se tal funcional linear pode ser representada como um Integral
de Stieltjes.
Definic¸a˜o 3.2.1 Uma funcional diz-se Positiva-Definida se verificar L[p(x)] ≥ 0 sempre
que p(x), polino´mio de varia´vel real, for na˜o-negativo e na˜o identicamente nulo.
Em (1923), Riesz [40] enunciou o resultado:
Teorema 3.2.1 (Riesz) O problema de momentos correspondente a` sucessa˜o (cn) tem
soluc¸a˜o se e somente se a funcional linear L : {f : R → R} → R, L(xn) = cn, for
definida-positiva.
Antes de enunciarmos o crite´rio de Hausdorff, definimos os polino´mios de Bernstein.
Definic¸a˜o 3.2.2 O Polino´mio de Bernstein de grau n associado a uma func¸a˜o f , defi-
nida em [0, 1], e´ dado por
Bn(t; f) =
n∑
k=0
f(k/n)Cnk t
k(1− t)n−k, onde Cnk =
n!
(n− k)!k! .
Verifica-se que (cf. [2]) todo o polino´mio de grau m, na˜o-negativo no intervalo [0, 1],
se pode representar como
Pm(t) = Bn(t;Pm)−
m−1∑
k=1
pmk(t)
nk
,
onde pmk e´ um polino´mio de grau menor ou igual que m, independente de n e m ≤ n.
O resultado seguinte e´ devido a Hausdorff, [20].
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Teorema 3.2.2 (Hausdorff) O problema de momentos de Hausdorff tem soluc¸a˜o se e
somente se ∆nck ≥ 0, k = 0, 1, 2..., onde
∆0ck = ck
∆1ck = ck − ck+1
∆nck = ck − Cn1 ck+1 + Cn2 ck+2 + ...+ (−1)ncn+k, Cnk =
n!
(n− k)!k!
Demonstrac¸a˜o: Para que exista uma soluc¸a˜o, e´ necessa´rio e suficiente que, para qualquer
polino´mio pn, se verifique a condic¸a˜o
Se pn(x) ≥ 0, enta˜o L[p(x)] ≥ 0 (3.2.5)
onde L e´ a funcional definida por L(xn) = cn.
Note-se, antes de mais, que a condic¸a˜o ∆nck ≥ 0 e´ precisamente L[tk(1 − t)n−k] ≥ 0.
Mostremos agora que a condic¸a˜o (3.2.5) e´ equivalente a
L[tk(1− t)n−k] ≥ 0, k = 0, 1, ..., n n = 0, 1, 2..., t ∈ [0, 1].
Se a funcional for positiva-definida, teremos L[tk(1− t)n−k] ≥ 0.
Reciprocamente, se ∆nck ≥ 0, mostremos que L e´ definida-positiva. Seja Pm polino´mio
na˜o negativo em [0, 1], de grau m. Temos
Bn(t, Pm) = Pm(t) +
m−1∑
k=1
pmk
nk
,
onde Bn(t, Pm) e´ o polino´mio de Bernstein associado a Pm e pmk tem grau menor ou igual
que m, m ≤ n.
Aplicando L a ambos os membros da equac¸a˜o, temos
L(Bn) = L(Pm) +
m−1∑
k=1
L[pmk(t)]n−k.
Mas Bn e´ combinac¸a˜o linear com coeficientes positivos de tk(1− t)n−k. Consequentemen-
te, L(Bn) ≥ 0. Por outro lado, fazendo n → ∞, obtemos limn→∞ L(pmk)n−k = 0, e
conclu´ımos o requerido. 
Mostremos agora que o problema de momentos de Hausdorff, quando solu´vel, e´ sempre
determinado.
Seja (cn) uma sucessa˜o de momentos e µ uma soluc¸a˜o do problema de momentos de
Hausdorff. A transformada de Stieltjes e´ uma func¸a˜o geradora para os momentos da
medida, ou seja, ∫
suppµ
1
x− z dµ(x) = −
+∞∑
k=0
ck
zk+1
, ck =
∫
supp µ
xkdµ(x).
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No caso de supp µ = [0, 1], enta˜o ck ≤ 1, e a se´rie converge absoluta e uniformemente
para |z| > 1. Logo, a transformada de Stieltjes e´ uma func¸a˜o anal´ıtica nesta regia˜o e,
consequentemente, completamente determinada pelos momentos. O teorema da inversa˜o
de Stieltjes-Perron [46] permite obter a medida.
Teorema 3.2.3 (Stieltjes-Perron) Seja f(z) =
∫ +∞
−∞
1
x− z dµ(x), =m(z) > 0, sendo
µ uma medida finita positiva em R. Enta˜o:
lim
ε→0
1
pi
∫ b
a
=(f(x+ iε))dx = µ (]a, b[) + 1/2 (µ(a) + µ(b))
Reciprocamente, se a se´rie convergir em |z| > λ, o suporte de µ e´ compacto e da fo´rmula
de inversa˜o de Stieltjes-Perron conclu´ımos que o problema de momentos e´ determinado.
E´ de salientar que, mediante certas condic¸o˜es sobre os momentos, um problema de
momentos de Stieltjes pode ser um problema de momentos de Hausdorff. De facto, temos
o resultado (cf. exerc´ıcio de [11]):
Lema 3.2.1 Seja (cn) sucessa˜o de momentos de Stieltjes limitada. Enta˜o, (cn) e´ sucessa˜o
de momentos de Hausdorff.
Demonstrac¸a˜o: Seja (cn) uma sucessa˜o de momentos cuja soluc¸a˜o e´ µ. Em primeiro
lugar mostremos que cn verifica a desigualdade
c2n ≤ cn+1cn−1, n = 0, 1, 2, ... (3.2.6)
Consideremos o espac¸o de Hilbert L2(µ) munido com o habitual produto interno
〈f, g〉 =
∫
f(x)g(x)dµ(x).
Logo,
c2n =
(∫ +∞
0
xndµ(x)
)2
=
(∫ +∞
0
x
n+1
2 x
n−1
2 dµ(x)
)2
.
Aplicando a desigualdade de Cauchy-Schwarz, obtemos
c2n ≤
∫ +∞
0
xn+1dµ(x)
∫ +∞
0
xn−1dµ(x) = cn+1cn−1,
conforme requerido.
Vejamos se a a func¸a˜o geradora de (cn),
∑
(−1)n cn
zn+1
, tem raio de convergeˆncia finito.
De (3.2.6) resulta ∣∣∣∣ cncn−1
∣∣∣∣ ≤ ∣∣∣∣cn+1cn
∣∣∣∣ , ∀n ∈ N
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donde se conclui que a sucessa˜o
∣∣∣ cn+1cn ∣∣∣ e´ crescente.
Por outro lado, uma vez que 0 < a < |cn| < b, para certas constantes a e b, tal sucessa˜o
e´ limitada, ∣∣∣∣cn+1cn
∣∣∣∣ < ba.
Consequentemente,
lim
n→∞
∣∣∣∣cn+1cn
∣∣∣∣ = λ, 0 < λ <∞.
Logo, a se´rie e´ convergente para todo o |z| > λ, e o suporte da medida e´ compacto, ou
seja, o problema de momentos e´ de Hausdorff. 
Vejamos ainda algumas extenso˜es do problemas de momentos de Stieltjes.
Em 1939, [3], o autor generaliza o resultado de Stieltjes, e mostra que:
Teorema 3.2.4 (Boas) Toda a sucessa˜o (cn) de nu´meros reais pode ser representada na
forma
cn =
∫ +∞
0
xndϕ(x),
onde ϕ(x) e´ uma func¸a˜o de variac¸a˜o limitada em [0,+∞).
Em 1989, Duran [15] extendeu o problema de momentos de Stieltjes ao espac¸o S+∩S,
sendo S o espac¸o das func¸o˜es C∞ definidas em R e de contradomı´nio em C, onde juntamente
com as suas derivadas, sa˜o func¸o˜es rapidamente decrescentes e
S+ = {f ∈ S : f(t) = 0, t < 0, e ‖ f ‖k,n<∞, ∀k, n ∈ N}
onde ‖ f ‖k,n= supt∈]0,+∞[ tk|f (n)(t)|.
Teorema 3.2.5 Seja (cn) uma sucessa˜o de nu´meros complexos. Enta˜o, existe uma func¸a˜o
f tal que
(a) f ∈ S ∩ S+
(b) cn =
∫ +∞
0 x
nf(x)dx, n ∈ N.
Ale´m disso, o autor mostra que este problema de momentos e´ indeterminado.
3.3 Problemas de Momentos e Quasi-Analiticidade
Nesta secc¸a˜o procuraremos responder a certas questo˜es de existeˆncia e unicidade uti-
lizando directamente a sucessa˜o dos momentos.
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A primeira questa˜o que se coloca e´ a de saber se podemos, a` priori averiguar se o
problema de momentos e´ determinado ou na˜o, dependendo do crescimento dos momentos.
De facto, ja´ verifica´mos que toda a sucessa˜o de momentos de Stieltjes limitada tem
soluc¸a˜o u´nica. Por outro lado, o resultado seguinte [3] permite concluir que o problema
de momentos de Stieltjes e´ indeterminado sempre que os momentos verifiquem uma de-
terminada condic¸a˜o de crescimento.
Teorema 3.3.1 Se (cn) ⊆ R verificar
c0 ≥ 1 e cn ≥ (ncn−1)n, (3.3.7)
enta˜o existe uma soluc¸a˜o do problema de momentos de Stieltjes, ou seja,
cn =
∫ +∞
0
xndϕ(x), n = 0, 1, 2...
Ale´m disso, este problema de momentos e´ indeterminado.
Demonstrac¸a˜o: (existeˆncia) Fac¸amos a prova por induc¸a˜o em n ∈ N. Consideremos
∆n =
∣∣∣∣∣∣∣∣∣∣∣
c0 c1 ... cn
c1 ... ... ...
... ... ... ...
cn ... ... c2n
∣∣∣∣∣∣∣∣∣∣∣
e ∆(1)n =
∣∣∣∣∣∣∣∣∣∣∣
c1 c1 ... cn+1
c2 ... ... ...
... ... ... ...
cn+1 ... ... c2n+1
∣∣∣∣∣∣∣∣∣∣∣
Pelo teorema de Stieltjes, e´ suficiente mostrar que que ∆n e ∆
(1)
n sa˜o positivos, n ∈ N.
Mostremos que se verifica a condic¸a˜o ∆n ≥ 1 e ∆(1)n ≥ 1.
Temos as igualdades
∆n = c2n∆n−1 +
2n−1∑
k=n
±ckDk, n = 1, 2, ... (3.3.8)
e
∆(1)n = c2n+1∆
(1)
n−1 +
2n∑
k=n+1
±ckD′k, (3.3.9)
onde cada Dk e´ o minorante da linha n que na˜o conte´m c2n e D′k minorante da linha n
que na˜o conte´m c2n+1.
Admitamos que
∆2k ≥ 1 e que ∆(1)2k ≥ 1
sa˜o va´lidas para k ≤ n− 1, e mostremos que tambe´m e´ verdade para k = n.
Uma vez que cn ≥ 1, n = 1, 2, ...,
cn ≥ (ncn−1)n > 2
(n
2
)n+4
4
c
n+2
2
n−1, n = 2, 3, ...
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obtemos as desigualdades
c2n > 1 + n
n+2
2 cn+12n−1 (3.3.10)
c2n−1 > 1 + n
n+2
2 cn+12n (3.3.11)
Agora, (3.3.7) implica que os elementos do determinante Dk sa˜o inferiores a c2n−1, e
os elementos de D′k sa˜o inferiores a c2n.
Da desigualdade ∆n ≤ c1...cn, n ∈ N (cf. [38]) obtemos
|Dk| ≤ cn2n−1n
n
2 , k = n, ..., 2n− 1
e ∣∣D′k∣∣ ≤ cn2nnn2 , k = n+ 1, ..., 2n
As desigualdades (3.3.7) a (3.3.10) permitem concluir que
∆n ≥ c2n − n1+n2 cn+12n−1 > 1
e
∆(1)n ≥ c2n+1 − n1+
n
2 cn+12n > 1.
Pelo teorema de Stieltjes, conclui-se o requerido.
(unicidade) Seja cn tal que
c0 ≥ 1, cn ≥ (ncn−1)n, n ≥ 1
Suponhamos, sem perda de generalidade, que c2 e´ o primeiro elemento para o qual se
verifica a desigualdade estrita, c2 > (2c1)2, e que
c2 ≥ (2c1 + )2 =
(
2
(
c1 +

2
))2
, para um certo  > 0.
A sucessa˜o νn, definida por
ν1 = c1 +

2
, νn = cn, n 6= 1
verifica a condic¸a˜o (3.3.7).
Logo, existe β tal que ν2n =
∫ +∞
0
x2ndβ(x), n = 0, 1, 2....
Apo´s uma mudanc¸a de varia´vel, temos
ν2n =
∫ +∞
0
xndβ(
√
x) =
∫ +∞
0
xndγ(x),
enquanto que
ν2n = µ2n =
∫ +∞
0
xndδ(x),
47
com δ e γ na˜o decrescentes.
Mas δ 6= γ, uma vez que
ν1 =
∫ +∞
0
√
xdγ(x) = c1 +  = +
∫ +∞
o
√
xδ(x).
Logo, o problema de momentos para a sucessa˜o (c2n)n e´ indeterminado. 
Conclu´ımos que o problema de momentos de Stieltjes e´ indeterminado sempre que os
momentos verificarem a condic¸a˜o de crescimento(3.3.7).
Mas devemos salientar que na˜o existe uma equivaleˆncia entre o crescimento dos mo-
mentos e a unicidade da respectiva soluc¸a˜o.
Dada uma sucessa˜o de momentos (cn), defina-se a partir desta a sucessa˜o
cn(α) =
n∑
j=0
Cnj α
jcn−j .
No caso de existir soluc¸a˜o,
cn(α) =
∫
suppµ
(x+ α)ndµ(x).
Para o problema de momentos de Hamburguer, as soluc¸o˜es de cn e de cn(α) esta˜o em cor-
respondeˆncia biun´ıvoca. De facto, se µ(x) e´ soluc¸a˜o do problema de momentos associado
a cn, enta˜o µ(x − α) e´ soluc¸a˜o de (cn), e vice-versa. No caso do problema de momentos
de Stieltjes, a situac¸a˜o e´ diferente, uma vez que a translacc¸a˜o na˜o preserva o suporte.
Em [44] e´ estabelecido o resultado seguinte:
Proposic¸a˜o 3.3.1 Seja (cn) um problema de momentos de Stieltjes indeterminado.
Enta˜o, existe α0 tal que :
(i) Para todo o α > α0, o problema de momentos de Stieltjes cn(α) e´ indeterminado,
(ii) Para todo o α < α0, o problema de momentos cn(α) na˜o tem soluc¸a˜o cujo suporte
esteja em [0,+∞),
(iii) cn(α0) e´ um problema de momentos de Stieltjes determinado, mas problema de mo-
mentos de Hamburguer indeterminado.
Antes de enunciarmos um resultado que estabelece algumas relac¸o˜es entre Transfor-
madas de Fourier e problemas de momentos [44], vejamos um exemplo.
Seja f uma func¸a˜o cujo suporte e´ [0, 1] ⊆ R. Consideremos a sua transformada de
Fourier, F(f)(x) = g(x). Por um lado, temos
F(f (n))(λ) = (iλ)nF(f)(λ).
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Se existir a inversa de F , obte´m-se
f (n)(λ) =
1√
2pi
∫ +∞
−∞
(ix)ng(x)eiλxdx,
donde
√
2pi(−i)nf (n)(0) =
∫ +∞
−∞
xng(x)dx.
Consequentemente, ∫ +∞
−∞
xng(x)dx = 0
Nestas condic¸o˜es, se considerarmos µ1 e µ2 definidas por
dµ1(x) = (<e(g) + x)dx, dµ2(x) = (<e(g)− x)dx,
teremos ∫ +∞
−∞
xndµ1(x) =
∫ +∞
−∞
xndµ2(x).
Logo, o problema de momentos e´ indeterminado, pois µ1 e µ2 sa˜o soluc¸o˜es distintas.
Proposic¸a˜o 3.3.2 Seja (cn) uma sucessa˜o de momentos de Stieltjes. Defina-se
Γ2n = cn, Γ2n+1 = 0, n = 0, 1, 2, ...
Se o problema de momentos de Hamburguer (Γn) for determinado, enta˜o (cn) e´ problema
de momentos de Stieltjes determinado.
Demonstrac¸a˜o: Seja µ soluc¸a˜o do problema de momentos de Stieltjes,∫ +∞
0
xndµ(x) = cn, n = 0, 1, 2, ...
Defina-se
dρ(x) =
{
1/2dµ(x2), se x ≥ 0
−1/2dµ(x2), se x < 0
cujos momentos sa˜o (Γn)n.
Da unicidade de ρ segue-se a unicidade de µ em [0,+∞[. 
Proposic¸a˜o 3.3.3 [44]
(a) Seja (cn) uma sucessa˜o de momentos de Hamburguer tal que
|cn| ≤ CRnn!, n = 0, 1, ... (3.3.12)
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onde C,R sa˜o constantes positivas. Enta˜o, o problema de momentos de Hamburguer e´
determinado.
(b) Se (cn) for uma sucessa˜o de momentos de Stieltjes que verifica
|cn| ≤ CRn(2n!), n = 0, 1, ... (3.3.13)
para certas constantes positivas C,R o problema de momentos de Stieltjes e´ determinado.
Demonstrac¸a˜o: (a) Seja µ uma soluc¸a˜o do problema de momentos de Hamburguer.
Enta˜o, x2n ∈ L1(R, dµ). Por outro lado, verifica-se∫ +∞
−∞
cosh(x/2R)dµ(x) = lim
N→+∞
∫ +∞
−∞
N∑
n=0
(x/2R)2n
1
(2n)!
dµ(x)
≤ C lim
N→+∞
N∑
n=0
(
1
2
)2n < L,
onde L e´ uma constante. Conclu´ımos que eαx ∈ L1(R, µ), |α| < 1/2R.
Segue-se que Fµ(z) =
∫
eiαzdµ(z) tem prolongamento anal´ıtico na regia˜o
D = {z ∈ C : |=m(z)| < 1/2R} .
Seja agora ρ outra soluc¸a˜o do problema de momentos de Hamburguer. Pelas mesmas
razo˜es, Fρ e´ tambe´m anal´ıtica em D e verifica
(−i)ndF
n
ρ
dzn
(0) = (−i)ndF
n
µ
dzn
(0) = cn, n = 0, 1, 2, ...
Pelo Primeiro Teorema de Unicidade de func¸o˜es anal´ıticas, conclu´ımos que Fµ = Fρ
em D. Pela fo´rmula de inversa˜o de Stieltjes-Perron, conclu´ımos que µ = ρ.
O segundo resultado, (b), e´ consequeˆncia da proposic¸a˜o anterior. 
Observac¸a˜o: As condic¸o˜es (3.3.12) e (3.3.13) na˜o sa˜o necessa´rias para o estabelecer
da unicidade, sa˜o apenas suficientes.
Em [43] temos o Crite´rio de Carleman, uma condic¸a˜o que pode permitir concluir a
unicidade utilizando apenas os momentos.
Proposic¸a˜o 3.3.4 (Crite´rio de Carleman) Se
+∞∑
n=1
c
−1/2n
2n =∞,
o problema de momentos de Hamburguer (cn) e´ determinado.
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Se
+∞∑
n=1
c−1/2nn =∞
onde (cn) e´ uma sucessa˜o de momentos de Stieltjes, o problema de momentos de Stieltjes
e´ determinado.
Demonstrac¸a˜o: Consideremos a func¸a˜o de Stieltjes-Markov
F (z) =
∫ +∞
−∞
dµ(x)
z − x , z /∈ R (3.3.14)
onde µ e´ uma func¸a˜o na˜o-decrescente, de espectro infinito, e tal que os seus momentos
existem, ∀n ∈ N.
F e´ func¸a˜o anal´ıtica em =m(z) > 0.
Uma vez que
1
z − x =
+∞∑
n=0
xn
zn+1
=
N−1∑
n=0
xn
zn+1
+ (
x
z
)N
1
z − x =
2N−1∑
n=0
xn
zn+1
+
x2N
z2N+1
1
1− x/z ,
a sua expansa˜o assimpto´tica quando |z| → ∞ em todo o sector do tipo
{z ∈ C :  < arg(z) < pi − ,  ∈ ]0, pi/2[}
e´
F (z) =
2N−1∑
n=0
cn
zn+1
+
1
z2N+1
∫ +∞
−∞
x2N
1− x/z dµ(x), cn =
∫
xndµ(x).
Suponhamos agora que ψ1 e ψ2 sa˜o duas soluc¸o˜es do problema de momentos. Definam-
-se
Fk(z) =
∫
dψk(x)
z − x , k = 1, 2.
No sector angular em questa˜o, e´ va´lida a desigualdade
|z − x| ≥ |z| sin().
Logo, se z = reiθ, temos
|F1(z)− F2(z)| ≤ 2|z|2n+1
∣∣∣∣∫ x2Ndψ(x)∣∣∣∣ sup ∣∣∣∣ 11− x/z
∣∣∣∣
com dψ = dψ1 + dψ2. Uma vez que
∫ ∣∣x2N ∣∣ dψ = ∫ x2Ndψ,
|F1(z)− F2(z)| ≤ 2|z|2N+1
1
| sin(θ)|
(∫
|x|2Ndψ1(x) +
∫
|x|2Ndψ2(x)
)
=
2c2N
|z|2N=m(z)
Se =(z) > 1 verifica-se a desigualdade
|F1(z)− F2(z)| < 2c2N|z|2N ,
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e basta aplicar o teorema da secc¸a˜o inicial (cf. 1.6) para concluir que F1 ≡ F2. Mas tal e´
equivalente a afirmar que ψ1 − ψ2 diferem por uma constante.
A segunda parte do do teorema resulta da identificac¸a˜o feita anteriormente, entre as
sucesso˜es Γn e cn. 
E´ de salientar que para que se verifique a primeira condic¸a˜o do teorema e´ suficiente
supoˆr que
+∞∑
n=0
1
γ2n
=∞,
onde γ2n = infk≥n(c2k)1/2k.
Demonstrac¸a˜o: Consideremos para ∈ N,
β∗n = inf
k≥n
[∫
|x|kdψ1(x) +
∫
|x|kdψ2(x)
]1/k
.
Uma vez que ∫
|x|2ndψ1(x) +
∫
|x|2ndψ2(x) = c2n, n ∈ N
teremos β∗n ≤ 2γ2n.
Logo, se
∑
1/γn divergir, o mesmo acontece com
∑
β∗n.
Pelo resultado de 1.3., um crite´rio de unicidade para func¸o˜es quasi-anal´ıticas, a di-
vergeˆncia desta se´rie implica que as func¸o˜es definidas em (3.3.14) verificam F1 − F2 ≡ 0
em {z ∈ C : =(z) > 1}. Daqui se conclui o requerido. 
Como consequeˆncia do Crite´rio de Carleman temos [19]:
Corola´rio 3.3.1.1 Se o problema de momentos de Hamburguer tem uma soluc¸a˜o ψ(x)
definida por ψ(x) =
∫ x
−∞ ϕ(x)dx, onde ϕ(x) ≥ 0 e∫ +∞
−∞
(ϕ(x))qeδ|x|dx <∞ (3.3.15)
para algum q ≥ 1 e δ > 0, enta˜o o problema de momentos e´ determinado.
Analogamente, o problema de Stieltjes e´ determinado se
∫ +∞
0 (ϕ(x))
qeδ
√
x <∞.
Demonstrac¸a˜o: Fac¸amos a prova para o problema de momentos de Hamburguer. Para
o caso Stieltjes procede-se de modo ana´logo.
Se a condic¸a˜o (3.3.15) se verificar para q > 1, pela desigualdade de Holder teremos∫ +∞
−∞
ϕ(x)eδ|x|dx <∞.
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Logo, basta fazer a prova para q = 1. Temos
c2n =
∫ +∞
−∞
x2ndψ(x)
=
∫ +∞
−∞
x2nϕ(x)dx
=
∫ +∞
−∞
x2neδ|x|e−δ|x|ϕ(x)dx
Mas o ma´ximo da func¸a˜o e−δ|x|x2n, atingido em x = ±2nδ , e´ igual a
e−2n
(
2n
δ
)2n
= (δe)−2n(2n)2n.
Logo,
c2n ≤ max
(
e−δ|x|x2n
)∫ +∞
−∞
(ϕ(x))eδ|x|dx.
Da hipo´tese resulta a desigualdade
c2n ≤ (2n)2nc,
onde c designa uma constante.
Consequentemente, a se´rie
∑
c
−1/2n
2n diverge. Pelo crite´rio de Carleman, conclu´ımos o
requerido. 
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Cap´ıtulo 4
Teoria Geral de Polino´mios
Ortogonais
Neste cap´ıtulo apresentamos a relac¸a˜o existente entre a teoria dos Polino´mios Orto-
gonais e problemas de momentos. Para tal, comec¸aremos por definir uma Funcional de
Momentos, associada a uma sucessa˜o de momentos (cn).
Tentaremos, essencialmente, responder a duas questo˜es:
Q1) Que condic¸o˜es se devem impoˆr a` sucessa˜o de momentos de modo a garantir a exis-
teˆncia de uma sucessa˜o de polino´mios ortogonais? Se existir, quais as condic¸o˜es que
garantem a unicidade?
Q2) Qual a representac¸a˜o para L, em func¸a˜o de (cn)?
Obter a representac¸a˜o para a funcional de momentos e´ equivalente a determinar uma
func¸a˜o peso para os sistemas de polino´mios ortogonais em relac¸a˜o a essa funcional (ver
4.1). No sentido de dar algumas respostas a` segunda questa˜o, apresentamos:
• O trabalho de Pollazek [37], onde se estabelece a relac¸a˜o entre medidas de ortogo-
nalidade complexas e sucessa˜o de polino´mios ortogonais,
• Os trabalhos [16] e [25], onde se estabelece um me´todo para obter a func¸a˜o peso de
va´rios sistemas de Polino´mios Ortogonais atrave´s da representac¸a˜o de funcionais em
se´ries-δ. Veremos, enta˜o, a aplicac¸a˜o das condic¸o˜es da proposic¸a˜o 3 na determinac¸a˜o
da medida de ortogonalidade.
• A classe de Blumenthal Nevai (cf. [48]), onde se obte´m convergeˆncia fraca de medidas
de ortogonalidade.
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4.1 Funcionais de Momentos
Dada a sucessa˜o (cn), defina-se, no espac¸o dos Polino´mios P, a funcional
L : P→ C, L(xn) = cn.
Utilizaremos tambe´m a notac¸a˜o 〈w, xn〉 para L(xn).
L sera´ chamada Funcional de momentos e cn sucessa˜o de momentos de L.
Damos a definic¸a˜o:
Definic¸a˜o 4.1.1 A sucessa˜o de polino´mios {pn} e´ dita Sucessa˜o de Polino´mios Ortogonais
em relac¸a˜o a` funcional de momentos L se
(i) grau(pn)=n, n = 0, 1, 2...
(ii) L(pnpm) = Anδm,n, An = L(p2n) 6= 0, n = 0, 1, 2...
A sucessa˜o {pn} e´ univocamente definida quando fixado o coeficiente principal de cada pn,
ou quando fixada a constante An, apesar de diferentes concretizac¸o˜es destas constantes
darem origem a sucesso˜es distintas. A unicidade verifica-se ainda que o problemas de
momentos seja indeterminado.
Se cada pn for mo´nico, ou seja, com coeficiente principal igual a 1, {pn} sera´ chamada
Sucessa˜o de Polino´mios Mo´nicos, e adoptaremos a notac¸a˜o {Pn}. Se cada pn verificar a
condic¸a˜o ‖ pn ‖= 1, a sucessa˜o sera´ denominada Sucessa˜o de Polino´mios Ortonormais.
Responda-se a` questa˜o de existeˆncia.
Note-se que nem todas as sucesso˜es de momentos da˜o origem a uma sucessa˜o de
polino´mios ortogonais, como e´ o caso de, por exemplo, uma sucessa˜o onde c0 = L(1) = 0,
pois ter-se-ia L(p20) = 0, o que constitui uma contradic¸a˜o.
Um outro exemplo e´ o caso de L com momentos L(xn) = an, a constante. Na˜o pode
existir uma sucessa˜o de polino´mios ortogonais para L assim definida, pois se
p0(x) = b 6= 0, p1(x) = cx+ d, c 6= 0,
ter-se-ia
0 = L[p0(x)p1(x)] = L[b(cx+ d)] = bca+ db.
Logo, ca = −d, e L[p21] = c2a2 +d2 +2dca = 0, o que constitui uma contradic¸a˜o em relac¸a˜o
ao facto de pn ser uma sucessa˜o de polino´mios ortogonais.
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Contudo, se
∆n =
∣∣∣∣∣∣∣∣∣∣∣
c0 c1 ... cn
c1 ... ... ...
... ... ... ...
cn ... ... c2n
∣∣∣∣∣∣∣∣∣∣∣
6= 0, ∀n ∈ N, ∆−1 = 1,
podemos obter uma sucessa˜o de polino´mios ortogonais em relac¸a˜o a L no sentido da
definic¸a˜o dada, bastando para tal definir
p0(x) = 1,
pn(z) =
1
∆n−1
∣∣∣∣∣∣∣∣∣∣∣
c0 c1 ... cn
c1 ... ... cn+1
cn−1 ... ... c2n−1
1 z ... zn
∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, 3... (4.1.1)
A sucessa˜o de polino´mios {pn} definidos em (4.1.1) e´ designada por Polino´mios do tipo
Chebyschev.
Antes de verificarmos que pn e´ polino´mio de grau n e que
L[pn(x)pm(x)] = ∆n∆n−1 δm,n,
vejamos o seguinte resultado:
Lema 4.1.1 (Chihara) Seja L funcional de momentos e {pn} sucessa˜o de polino´mios.
Sa˜o equivalentes:
1. {pn} e´ sucessa˜o de polino´mios ortogonais relativamente a L;
2. L(xmpn) = Anδn,m, An 6= 0, 0 ≤ m ≤ n− 1;
3. Para todo o polino´mio pi(x) na˜o identicamente nulo, verifica-se que L(pi(x)pn(x)) = 0
se grau(pi) < n, e L(pi(x)pn(x)) 6= 0 se grau(pi) = n.
Lema 4.1.2 A sucessa˜o definida por (4.1.1) e´ uma sucessa˜o de polino´mios onde cada pn
e´ polino´mio mo´nico de grau n.
Demonstrac¸a˜o: Sejam {pn} definidos por (4.1.1). Ao desenvolvermos o determinante
segundo a u´ltima linha obtemos
pn(z) =
1
∆n−1
∣∣∣∣∣∣∣∣∣∣∣
c0 c1 ... cn
c1 ... ... cn+1
cn−1 ... ... c2n−1
1 z ... zn
∣∣∣∣∣∣∣∣∣∣∣
=
1
∆n−1
(∆n−1zn + r(x)) (4.1.2)
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onde r(x) e´ um polino´mio de grau menor ou igual que n− 1.
Ale´m disso,
L[zmPn(z)] = 1∆n−1 L
∣∣∣∣∣∣∣∣∣∣∣
c0 c1 ... cn
c1 ... ... cn+1
cn−1 ... ... c2n−1
zm zm+1 ... zn+m
∣∣∣∣∣∣∣∣∣∣∣
=
1
∆n−1
∣∣∣∣∣∣∣∣∣∣∣
c0 c1 ... cn
c1 ... ... cn+1
cn−1 ... ... c2n−1
cm cm+1 ... cn+m
∣∣∣∣∣∣∣∣∣∣∣
Este determinante e´ nulo para m = 0, 1, 2, ..., n − 1 ja´ que teremos uma matriz com
duas linhas iguais. Pela condic¸a˜o 2 da proposic¸a˜o anterior conclu´ımos o requerido. 
Mas a condic¸a˜o ∆n 6= 0, n ∈ N, na˜o e´ so´ suficiente, sendo tambe´m necessa´ria.
Lema 4.1.3 (Chihara) Seja L funcional de momentos com sucessa˜o de momentos cn.
Existe uma u´nica sucessa˜o de polino´mios ortogonais em relac¸a˜o a` funcional de momentos
L se e somente se ∆n 6= 0 n = 0, 1, 2.... Tal sucessa˜o de polino´mios ortogonais, a menos
de uma constante, e´ dada por (4.1.1).
Antes de referirmos as relac¸o˜es de recorreˆncia, vejamos as definic¸o˜es:
Definic¸a˜o 4.1.2 A funcional de momentos L e´ dita quasi-definida se a sucessa˜o de
momentos cn o for, ou seja, se verificar ∆n 6= 0, n = 0, 1, ... e positiva-definida se cn o
for, ou seja, se ∆n > 0, n = 0, 1, ...
Observac¸a˜o: No caso de L ser positiva-definida, mostra-se que os momentos sa˜o reais.
Obtemos, neste caso, uma sucessa˜o de polino´mios ortogonais reais.
Seja L funcional quasi-definida e pn sucessa˜o de polino´mios ortogonais relativamente
a L. Sem perda de generalidade, consideremos que cada {pn} e´ mo´nico. Mostremos que
existem constantes βn e λn tais que
Pn(x) = (x− βn)Pn−1(x)− λnPn−2(x), n = 1, 2, ...
P−1(x) = 0, P0(x) = 1.
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De facto, uma vez que xPn(x) e´ um polino´mio de grau n+ 1,
xPn(x) =
n+1∑
k=0
an,kPk(x), onde an,k =
L[xPn(x)Pk(x)]
L[P 2k (x)]
.
Mas xPk e´ polino´mio de grau k + 1, donde an,k = 0 se k < n− 1.
Uma vez que xPn e´ mo´nico, an,n+1 = 1. Logo,
xPn(x) = Pn+1(x) + an,nPn(x) + an,n−1Pn−1(x), n ≥ 1.
Se considerarmos an−1,n−1 = βn e an−1,n−2 = λn, obtemos a relac¸a˜o de recorreˆncia a treˆs
termos para polino´mios mo´nicos,
Pn(x) = (x− βn)Pn−1(x)− λnPn−2(x) (4.1.3)
P−1(x) = 0, P0(x) = 1 n = 1, 2, 3...,
λ1 qualquer. Consideraremos λ1 = L(1) = c0.
As sucesso˜es βn e λn sa˜o tambe´m definidas atrave´s dos momentos (cf. [11]),
λn+1 =
L(xnPn)
L(xn−1Pn−1) =
∆n−2∆n
∆2n−1
βn =
L(xP 2n−1)
L(P 2n−1)
L(P 2n) = λ1λ2...λn+1
desde que λ1 = c0 = ∆0.
Efectivamente, trata-se de uma equivaleˆncia [47],
Teorema 4.1.1 (Favard) Sejam (βn), (λn) sucesso˜es de nu´meros complexos e {Pn}
sucessa˜o de polino´mios definidos pela relac¸a˜o de recorreˆncia
Pn(x) = (x− βn)Pn−1(x)− λnPn−2, n = 1, 2, ...
P−1 = 0, P0(x) = 1.
Enta˜o, existe uma u´nica funcional de momentos L tal que
L(1) = λ1, L(PmPn) = λ1λ2...λn+1δm,n.
Ale´m disso, L e´ quasi-definida se e {Pn} e´ a sucessa˜o de polino´mios mo´nicos ortogonais
relativamente a L se e somente se λn 6= 0, n ∈ N, enquanto que L e´ positiva-definida se
e somente se (βn) ⊆ R e (λn) ⊆ R+, n ∈ N.
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Demonstrac¸a˜o: Demonstraremos apenas a primeira parte. Defina-se L do seguinte
modo:
L[1] = c0 = λ1
L[Pn] = 0, n = 1, 2, ..., (4.1.4)
A relac¸a˜o de recorreˆncia pode escrever-se na forma
xPn = Pn+1 + βn+1Pn + λn+1Pn−1, n ≥ 1 (4.1.5)
Mas, de (4.1.4) obtemos
L[xPn(x)] = 0, n ≥ 2.
Multiplicando ambos os membros de (4.1.5) por x e aplicando novamente L a ambos os
membros da equac¸a˜o,
L[x2Pn(x)] = 0, n ≥ 3.
Deste modo, obteremos{
L [xkPn(x)] = 0, 0 ≤ k < n
L [xnPn(x)] = λn+1L
[
xn−1Pn−1(x)
]
, n ≥ 1
Do lema 4.1.1 conclu´ımos que {Pn} e´ uma sucessa˜o de polino´mios ortogonais relativa-
mente a L. 
Observac¸a˜o: No caso de serem polino´mios ortonormais reais, a relac¸a˜o de recorreˆncia
a treˆs termos e´
xpn = an+1pn+1 + bnpn + anpn−1
p0(x) = 1, p−1(x) = 0.
com
pn = γnxn + δnxn−1 + ...
an =
γn−1
γn
> 0, bn =
δn
γn
− δn+1
γn+1
.
Definic¸a˜o 4.1.3 seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos associados a`
funcional de momentos L. A sucessa˜o de polino´mios definidos por
P (1)n (x) = Lt
(
Pn+1(x)− Pn+1(t)
x− t
)
,
onde Lt representa a acc¸a˜o de L sobre a varia´vel t, designa-se por Sucessa˜o de
Polino´mios Ortogonais associada a {Pn} de primeira espe´cie.
Observac¸a˜o: Esta sucessa˜o de polino´mios satisfaz a mesma relac¸a˜o de recorreˆncia a
treˆs termos que {Pn}, e verifica as condic¸o˜es iniciais P−1(x) = 1, Po(x) = 0. Trata-se de
uma sucessa˜o de polino´mios ortogonais, onde grau(Pn) = n− 1, n = 1, 2, ...
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4.2 Polino´mios Ortogonais Cla´ssicos
As soluc¸o˜es dos problemas de momentos associados a`s sucesso˜es cn = 2nn!, cn = n! e
cn = (−1)n sa˜o func¸o˜es que verificam uma equac¸a˜o diferencial do tipo Pearson,
w
′
(x)
w(x)
=
d+ ex
a+ bx+ cx2
, a, b, c, d, e constantes (4.2.6)
Estas func¸o˜es sa˜o func¸o˜es peso para as sistemas de Polino´mios Ortogonais conheci-
dos na literatura como Polino´mios Ortogonais Cla´ssicos. A cn = 2nn! correspondem os
Polino´mios de Jacobi, a cn = n! os Polino´mios de Laguerre, e a cn = (−1)n os Polino´mios
de Hermite (cf. [21]).
De facto, as soluc¸o˜es da equac¸a˜o de Pearson que, adicionalmente, satisfazem a condic¸a˜o∫
xkdw(x) <∞, k = 0, 1, 2, ...
sa˜o essencialmente de treˆs tipos, dependendo da natureza do denominador [21].
1. Se c 6= 0 e cx2 + bx + a tem duas ra´ızes reais a e b, b < a, que, sem perda de
generalidade, sa˜o a = 1, b = −1, a soluc¸a˜o geral e´
w(x) = (1− x)α(1 + x)β, x ∈ [−1, 1], α, β > −1.
2. Se c = 0, b 6= 0, w′(x)w(x) = −αx − 1 tem soluc¸a˜o
w(x) = xαe−x, α > −1, x ∈ [0,+∞[.
3. Se b = c = 0, w
′(x)
w(x) = −x tem soluc¸a˜o
w(x) = e−x
2
, x ∈]−∞,+∞[.
Estas soluc¸o˜es correspondem, respectivamente, a`s sucesso˜es de polino´mios de Jacobi,
Laguerre e Hermite.
As sucesso˜es de polino´mios ortogonais Cla´ssicas caracterizam-se por satisfazerem a
Fo´rmula de Rodrigues e uma equac¸a˜o diferencial do tipo
σ(x)y′′(x) + β(x)y′(x) + γny(x) = 0, (4.2.7)
Cada pn verifica a equac¸a˜o diferencial (4.2.7) onde σ(x) e´ precisamente a + bx + cx2,
polino´mio de grau inferior ou igual a 2, β(x) e´ um polino´mio de primeiro grau independente
de n, e γn apenas depende de n.
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Para que tal equac¸a˜o tenha como soluc¸a˜o um polino´mio de grau n obtemos, apo´s a
comparac¸a˜o do coeficiente l´ıder,
γn = −n(n− 1)σ
′′(x)
2
− nβ′(x).
Ale´m disso, as soluc¸o˜es sera˜o polino´mios ortogonais.
Cada pn verifica a Fo´rmula de Rodrigues
Pn(x) =
1
cnw(x)
(
d
dx
)n
[w(x)σn(x)],
onde cn e´ uma constante (dependendo apenas de n), w(x) e´ na˜o negativo num certo
intervalo real, σ(x) e´ um polino´mio de grau inferior ou igual a 2, independente de n,
w′
w
=
β(x)− σ′(x)
σ(x)
e´ uma func¸a˜o racional, e β(x) polino´mio de grau no ma´ximo um.
4.3 Propriedades dos zeros de
Sucesso˜es de Polino´mios Ortogonais
De seguida listamos algumas propriedades dos zeros de uma sucessa˜o de polino´mios
ortogonais.
No que se segue, e salvo indicac¸a˜o contra´ria, consideramos L definida-positiva e {Pn}
sucessa˜o de polino´mios ortogonais reais mo´nicos, que verificam a relac¸a˜o de recorreˆncia
Pn+1(x) = (x− βn)Pn(x)− λnPn−1(x), n = 1, 2, 3...,
P−1(x) = 0, P0(x) = 1
onde as sucesso˜es βn e λn sa˜o tais que βn ∈ R, λn ∈ R+, n ∈ N.
Teorema 4.3.1 Os zeros de Pn sa˜o reais, simples, e precisamente n.
Demonstrac¸a˜o: Consideremos a sucessa˜o de polino´mios ortonormais, resultantes da nor-
malizac¸a˜o de cada Pn, ou seja, resultantes da divisa˜o de cada Pn pela sua norma. Esta
sucessa˜o verifica a relac¸a˜o de recorreˆncia
xpn = an+1pn(x) + bnpn(x) + an−1pn−1, an > 0, bn ∈ R,
p−1(x) = 0, p0(x) = 1
O facto de os zeros serem reais resulta das propriedades de matrizes de Jacobi. Da
relac¸a˜o de recorreˆncia a treˆs termos para sucessa˜o de polino´mios ortonormais obtemos a
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igualdade
b0 a0 0 ... ...
a0 b1 a1 0 0
0 a1 b2 a2 0
0 ... ... ... ...
0 0 0 an−1 bn


p0(x)
p1(x)
...
...
pn(x)

= x

p0(x)
p1(x)
...
...
pn(x)

− anpn+1(x)

0
0
...
...
1

Logo, se pn(x0) = 0, x0 e´ valor pro´prio da matriz
Jn =

b0 a0 0 ... ...
a0 b1 a1 0 0
0 a1 b2 a2 0
0 ... ... ... ...
0 0 0 an−1 bn

Uma vez que a matriz e´ sime´trica, os seus valores pro´prios sa˜o reais e sa˜o precisamente n.
A simplicidade resulta da fo´rmula de Chrstoffel-Darboux [47],
n∑
k=0
P 2k (x)
λ1...λk+1
=
P
′
n+1(x)Pn(x)− P
′
n(x)Pn+1(x)
λ1...λn+1
.
Se existisse um zero duplo de algum Pn, ter-se-ia que Pn(x0) = P ′n(x0) = 0. Mas,
da igualdade de Chrstoffel-Darboux, viria
n∑
k=0
P 2k (x0) = 0. Deste modo concluir-se-ia que
P0(x0) = 0, o que constitui uma contradic¸a˜o, pois P0(x) e´ constante e na˜o nulo.
Logo, os zeros tera˜o de ser simples. 
O verifcar da fo´rmula de Chrstoffel-Darboux e´ tambe´m uma condic¸a˜o suficiente para
que a sucessa˜o de polino´mios seja ortogonal (cf. [7]).
Teorema 4.3.2 Se {Pn} verificam a identidade de Chrstoffel-Darboux, enta˜o {Pn} e´ uma
sucessa˜o de polino´mios ortogonais.
Demonstrac¸a˜o: Se {Pn} verificam
P ′n+1(x)Pn(x)− P ′n(x)Pn+1(x) =
n∑
k=0
rn
rk
P 2k (x), rk =
k+1∏
j=1
λj ,
temos
P ′n+1Pn − P ′nPn+1 = P 2n + λn
n−1∑
k=0
rn−1
rk
P 2k
= P 2n + λn(P
′
nPn−1 − P ′n−1Pn)
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ou seja,
(P ′n+1 + λnP
′
n−1)Pn − P ′n(Pn+1 + λnPn−1) = P 2n
⇔
(
Pn+1 + λnPn−1
Pn
)′
= 1
Logo,
Pn+1 + λnPn−1
Pn
= (x− βn),
e os polino´mios Pn satisfazem uma relac¸a˜o de recorreˆncia a treˆs termos:
Pn+1 + λnPn−1 = (x− βn)Pn.
Pelo teorema de Favard, sa˜o ortogonais. 
Apresentamos o caso geral, relativo a sucesso˜es de polino´mios ortogonais na˜o neces-
sariamente reais [42].
Teorema 4.3.3 (Saff) Se Pn e´ sucessa˜o de polino´mios ortogonais associados a` medida
de Borel positiva µ com suporte em C, as ra´ızes de Pn esta˜o em Co(suppµ), sendo C0 o
invo´lucro convexo de µ.
Outra propriedade caracter´ıstica dos zeros de sucesso˜es de polino´mios ortogonais tem
a ver com o seu interlac¸amento.
Denotemos por (xn,j), j = 1, ..., n os zeros de Pn ordenados por ordem crescente.
Teorema 4.3.4 Os zeros de quaisquer dois polino´mios consecutivos Pn e Pn+1 sa˜o en-
terlac¸ados, ou seja,
xn+1,j < xn,j < xn+1,j+1 j = 1, 2, ..., n
Esta e´ outra propriedade que caracteriza completamente as sucessa˜o de polino´mios
ortogonais (cf. [51]).
Teorema 4.3.5 (Wendroff) Dados a < x1 < x2 < ... < xn < b, e yi, i = 1, 2, ..., n − 1
tais que
xi < yi < xi+1 i = 1, 2, ...n− 1,
existe {Pn}, sucessa˜o de polino´mios ortogonaisem [a, b] cujos zeros de cada Pn sa˜o pre-
cisamente xi e yi :
Pn(x) = (x− x1)(x− x2)...(x− xn)
Pn−1(x) = (x− y1)(x− y2)...(x− yn)
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Teorema 4.3.6 Seja L funcional de momentos e tal que L(xn) = ∫supp µ xndµ(x). Enta˜o,
o espectro de µ conte´m pelo menos um ponto em cada intervalo ]xn,i, xn,i+1[, i = 1, 2, ..., n,
n = 2, 3, ....
Equivalentemente, o intervalo onde µ for constante conte´m quando muito um zero de
qualquer Pn.
Demonstrac¸a˜o: Seja ]a, b[ um intervalo onde µ e´ constante. Suponhamos que existem
dois zeros de Pn, x1 e x2 em ]a, b[.
Enta˜o, Pn(x) = (x− x1)(x− x2)Qn−2(x), onde Qn−2 e´ polino´mio de grau n− 2.
Da ortogonalidade de {Pn} resulta, por um lado,
In =
∫
Pn(x)qn−2(x)dµ(x) = 0,
e por outro,
In =
∫
(x− x1)(x− x2)Q2n−2(x)dµ(x) =
∫
R\]a,b[
(x− x1)(x− x2)Q2n−2(x)dµ(x) > 0,
pois a func¸a˜o integranda (x− x1)(x− x2)Q2n(x) e´ estritamente positiva em R\]a, b[.
Logo, na˜o podera˜o existir dois zeros em ]a, b[. 
Teorema 4.3.7 [11] Seja {pn} sucessa˜o de polino´mios densos em L1(µ), ortogonais rela-
tivamente a` funcional L, com L(xn) = ∫ xndµ(x). Seja s um elemento do espectro de µ.
Enta˜o, toda a vizinhanc¸a de s conte´m um zero de Pn, para n suficientemente grande.
Demonstrac¸a˜o: Suponhamos que tal na˜o se verifica, ou seja, que existe uma vizinhanc¸a
]a, b[ tal que µ (]a, b[) > 0, na qual na˜o existe um zero de Pn, ∀n ∈ N.
Seja qm um polino´mio de grau m e tal que qm(x) ≤ 0, x ∈ R\]a, b[.
Defina-se a func¸a˜o
f(x) =
{
0 se x ∈]−∞, a] ∪ [b,+∞[
(x− a)(x− b) se x ∈]a, b[
enta˜o, f e´ positiva em L1(µ) e e´ cont´ınua em ]a, b[.
Da densidade resulta que dado  > 0 arbitra´rio, existe qm(x), polino´mio negativo em
R\]a, b[, para o qual
‖ f − qm ‖≤ .
Assim, para n suficientemente grande, temos:∫
f(x)dµ(x) ≤
∫
|f(x)− qm(x)|dµ(x) +
∫
qm(x)dµ(x) ≤ .
Mas se tal e´ va´lido para qualquer  positivo, temos uma contradic¸a˜o em relac¸a˜o a`
positividade de f. 
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4.4 Representac¸a˜o de medidas de ortogonalidade
Apo´s a apresentac¸a˜o de resultados que permitem estabelecer a relac¸a˜o entre sucesso˜es
de polino´mios ortogonais, sucesso˜es de momentos e funcionais lineares, nomeadamente no
que diz respeito ao espectro da funcional linear, coloca-se a questa˜o de obter explicitamente
a medida de ortogonalidade dos sistemas de polino´mios ortogonais.
Apresentaremos, em primeiro lugar, um resultado de Pollazek. Este resultado e´ similar
aos obtidos no cap´ıtulo 3. Aı´ na˜o trata´mos os numeradores e denominadores das reduzidas
de ordem n das fracc¸a˜os cont´ınuas como polino´mios ortogonais, o que resulta da relac¸a˜o
de recorreˆncia a treˆs termos.
4.4.1 Me´todo de Pollaczek
Vejamos a relac¸a˜o entre medidas de ortogonalidade complexas e fracc¸o˜es cont´ınuas.
Consideremos a sucessa˜o de polino´mios ortogonais mo´nica definida pela relac¸a˜o de
recorreˆncia a treˆs termos
Pn(z) = (z − βn)Pn−1(z)− λnPn−2(z), n = 1, 2, ...
P−1(z) = 0, P0(z) = 1
onde βn, λn sa˜o constantes reais ou complexas.
O teorema de Favard assegura a existeˆncia de uma funcional linear L tal que
L [Pn(z)Pm(z)] = Anδn,m, An 6= 0 (4.4.8)
com An = λ1...λn+1.
Observa´mos ja´ que se L(xn) = cn e
lim
n→∞
n
√
|cn| = r <∞ (4.4.9)
a func¸a˜o de Stieltjes-Markov
∫ +∞
−∞
1
x− z dµ(x) e´ representada pela se´rie
χ(z) = −
+∞∑
n=0
cn
zn+1
,
na regia˜o {z ∈ C : |z| > r}.
Teorema 4.4.1 (Pollaczek) Seja {Pn} sucessa˜o de polino´mios ortogonais mo´nicos cuja
sucessa˜o de momentos (cn) verifica a condic¸a˜o (4.4.9). Enta˜o, a func¸a˜o χ(z) e´ uma medida
de ortogonalidade complexa para a sucessa˜o {Pn}.
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Demonstrac¸a˜o: Mostremos que se tem a igualdade
1
2pii
∫
C
Pn(z)Pm(z)χ(z)dz = Anδm,n, n ∈ N
onde C e´ um c´ırculo de raio maior que r.
De facto, se C for um c´ırculo centrado na origem de raio R > r, aplicando o teorema
de Cauchy para integrais temos
1
2pii
∫
C
znχ(z)dz = cn, n = 0, 1, 2, ...
Logo, para um polino´mio P, obtemos
1
2pii
∫
C
P (z)χ(z)dz = L[P (z)], n = 0, 1, 2, ...
De (4.4.8) segue-se a igualdade requerida. 
Consideremos agora os polino´mios associados a Pn,
P
(1)
n+1(z) = (z − βn)P (1)n (z)− λnP (1)n−1(z), n = 1, 2, ... (4.4.10)
onde grau (P (1)n ) = n− 1, ∀n ∈ N.
Da relac¸a˜o de recorreˆncia de {Pn} e de (4.4.10) conclu´ımos que P (1)n (z)/Pn(z) e´ a
reduzida de ordem n da fracc¸a˜o cont´ınua (cf. 2.2.1)
X(z) =
γ1|
|z − β1 −
γ2|
|z − β2 −
γ3|
|z − β3 − ...
No caso de tal fracc¸a˜o cont´ınua convergir uniformemente em |z| > r, teremos
X(z) =
P
(1)
n (z)
Pn(z)
+
+∞∑
k=n
λ1λ2...λk+1
Pk(z)Pk+1(z)
Logo,
1
2pii
∫
C
Pn(z)Pm(z)X(z)dz = Anδm,n.
De facto,∫
C
Pn(z)Pm(z)X(z)dz =
∫
C
Pn(z)Pm(z)
[
P
(1)
n (z)
Pn(z)
+
+∞∑
k=n
γ1γ2...γk+1
Pk(z)Pk+1(z)
]
dz.
Mas ∫
C
Pn(z)Pm(z)P
(1)
n (z)
Pn(z)
dz =
∫
C
Pm(z)P (1)n (z) = 0
e ∫
C
Pn(z)Pm(z)n(z)
Pk(z)Pk+1(z)
dz = 0, 0 ≤ m ≤ n− 1, k = n, n+ 1, ...
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Se m = n, temos
1
2pii
∫
C
Pn(z)
Pn+1
(z)dz = λ1...λn+1.
Agora, se a fracc¸a˜o cont´ınua convergir,verifica-se a igualdade
X(z) = χ(z) = lim
n→∞
P
(1)
n (z)
Pn(z)
, |z| > r.
Observe-se que este resultado parte da hipo´tese de ser finito o limite da sucessa˜o
( n
√|cn|). Logo, os zeros de Pn esta˜o em {|z| < r}.
Mas como obter uma representac¸a˜o para a medida de ortogonalidade real da sucessa˜o
de polino´mios ortogonais {Pn} a partir de χ(z)? Apresentaremos uma resposta a esta
questa˜o na pro´xima secc¸a˜o.
4.4.2 Func¸a˜o Geradora dos Momentos
Motivados pela questa˜o de obter a func¸a˜o peso utilizando directamente os momentos
da medida, va´rios matema´ticos, entre outros Krall [24], Krall e Morton [25] e Duran [16],
utilizaram representac¸o˜es de funcionais em se´ries-δ e, atrave´s de transformadas de Fourier
e da representac¸a˜o de funcionais de Cauchy, obtiveram a func¸a˜o peso para va´rios sistemas
de polino´mios ortogonais.
Vejamos alguns destes resultados.
Por construc¸a˜o, (cf. 4.1) os polino´mios do tipo Chebyschev sa˜o ortogonais em relac¸a˜o
a qualquer funcional que satisfac¸a
〈w, xn〉 = cn, n = 0, 1, 2, ...
Suponhamos que w actua tambe´m sobre func¸o˜es anal´ıticas, ψ(x) =
+∞∑
n=0
ψ(n)(0)
n!
xn, ou
seja,
〈w,ψ(x)〉 =
+∞∑
n=0
ψ(n)(0)
n!
〈w, xn〉.
Donde, no sentido das distribuic¸o˜es,
w(x) =
+∞∑
n=0
(−1)nδ(n)(x)
n!
cn (4.4.11)
com δ a func¸a˜o de Dirac, 〈δ(n), ψ〉 = (−1)nψ(n)(0), n ∈ N.
Em [24], o autor considera a representac¸a˜o formal de Cauchy de funcionais,
wˆ(z) =
1
2pii
〈w(x), 1
x− z 〉.
67
Se w(x) tiver a representac¸a˜o (4.4.11), obteremos
wˆ(z) = − 1
2pii
+∞∑
n=0
cn
zn+1
Conhecidos os momentos, esta expansa˜o permite, mediante certas restric¸o˜es no cresci-
mento de (cn), obter uma func¸a˜o peso complexa para va´rios sistemas de polino´mios or-
togonais.
Assuma-se que |cn| < cMn, n = 0, 1, 2..., onde c e M sa˜o constantes.Nestas condic¸o˜es,
wˆ(z) e´ uma func¸a˜o holomorfa em {z ∈ C : |z| > M}.
Definic¸a˜o 4.4.1 Defina-se wˆ como 〈w, φ〉 = − ∫C φ(z)wˆ(z)dz, onde C e´ um caminho no
exterior de {z ∈ C : |z| = M}.
Teorema 4.4.2 (Krall) Seja w tal que 〈w, xn〉 = cn, n = 0, 1, 2, .... Enta˜o, os polino´mios
do tipo Chebyschev sa˜o ortogonais em relac¸a˜o a wˆ, ou seja,
〈w, pnpm〉 =
∫
pn(z)pm(z)wˆ(z)dz = − ∆n∆n−1 δn,m
com ∆0 = c0 e ∆−1 = 1
Krall obte´m a func¸a˜o peso complexa para os sistemas de polino´mios de Legendre,
Jacobi e de Bessel.
Mas este me´todo na˜o e´ aplica´vel, por exemplo, aos polino´mios de Laguerre, uma vez
que para cn = n!, ψ(x) = e−x
2
, ψ(n)(0) = (−1)
n(2n)!
n! , a se´rie
〈w,ψ〉 =
+∞∑
n=0
(−1)n(2n)!
n!
,
diverge.
Em [25] considera-se a restric¸a˜o de crescimento mais fraca, |cn| < cMnn! onde C e M
sa˜o constantes.
Seja F a transformada de Fourier. Considerem-se os espac¸os Z e D definidos por
Z = {F (φ) : φ e´ func¸a˜o C∞ com suporte compacto}, D o espac¸o das func¸o˜es C∞ com
suporte compacto, e os subespac¸os
ZM = {ψ ∈ Z : suporte de F−1(ψ) ⊂ [− 1
M + 
,
1
M + 
]}
DM = {φ ∈ D : suporte de φ ⊂ [− 1
M + 
,
1
M + 
]},
para algum  > 0. Note-se que xn /∈ ZM .
Temos o resultado [25]:
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Teorema 4.4.3 Se |cn| < cMnn!, n = 0, 1, ..., enta˜o a funcional w(x) definida por∑
(−1)ncnδ(n)(x) e´ cont´ınua em ZM.
Utilizando inversas de transformadas de Fourier, e´ depois poss´ıvel extender a funcional
w para actuar em P, espac¸o dos polino´mios. Uma vez que F (DM) = ZM, teremos
F−1(ZM) = DM.
Teorema 4.4.4 ([25]) Se |cn| < Mnn!, a func¸a˜o F−1w definida por
F−1w(t) =
1
2pi
∑
cn
(−it)n
n!
representa uma func¸a˜o anal´ıtica em |Mt| < 1.
Sa˜o obtidas extenso˜es ao espac¸o P.
Teorema 4.4.5 Seja f a continuac¸a˜o anal´ıtica de F−1w, onde w =
∑
(−1)ncnδ(n)(x) e´
uma distribuic¸a˜o em ZM. Assuma-se que para f = s+ it, f verifica:
1. f e´ anal´ıtica em {z ∈ C : |=m(z)| < s0} para algum s0 > 0,
2. Se |t| < s0, |f(z)| ≤ h0(t) e |f ′(z)| ≤ h1(t), onde h0 e h1 sa˜o func¸o˜es que verificam
lim|t|→∞ h0(t) = 0,
∫ +∞
−∞ h1(t)dt e´ convergente.
Enta˜o, a transformada de Fourier da func¸a˜o f e´ funcional linear cont´ınua em P, e e´ uma
extensa˜o de w.
Observac¸a˜o: No caso dos polino´mios de Bessel, cujos momentos sa˜o
cn =
(−2)n+1
(n+ 1)!
,
e verificam a condic¸a˜o de limitac¸a˜o |cn| < Mnn!, na˜o foi poss´ıvel aos autores a obtenc¸a˜o
de uma func¸a˜o peso utilizando a inversa da Transformada de Fourier.
Em 1989, Duran [16] deu uma resposta ao problema, definiu uma func¸a˜o geradora dos
momentos de Bessel. Mostrou que o problema de momentos de Bessel e´ indeterminado.
Littlejohn [28] obteve tambe´m uma soluc¸a˜o para o problema de momentos de Bessel,
mas utilizando resultados de equac¸o˜es diferenciais.
4.4.3 A classe de Blumenthal-Nevai
Consideremos a sucessa˜o de polino´mios ortonormais reais definidos por
xpn = anpn+1 + bnpn + an−1pn−1
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p−1(x) = 0, p0(x) = 1
onde an > 0, bn ∈ R
Se as sucesso˜es (an) e (bn) verificarem
lim an =
a
2
, lim
n
bn = b,
para cada valor de a e b e´ definida uma classe de medidas. Tal classe foi estudada em 1898
por Blumental Nevai e e´ importante na Teoria dos Polino´mios Ortogonais, pois permite
estudar comportamentos assimpto´ticos das sucesso˜es
pn−1(z)
pn(z)
, e tal pode ser interpretado
como a convergeˆncia fraca de medidas discretas cujo suporte sa˜o os zeros dos polino´mios
ortogonais.
Antes de apresentar alguns resultados de convergeˆncia, vejamos a definic¸a˜o:
Definic¸a˜o 4.4.2 Diz-se que a medida de probabilidade µ associada a uma sucessa˜o de
polino´mios ortogonais reais pertence a` classe M(a, b), a ≥ 0, b ∈ R se
lim an =
a
2
, limnbn = b,
Vejamos, antes de mais, um resultado optimizado em relac¸a˜o aos apresentados em 4.3,
que relaciona a medida de ortogonalidade com os zeros de pn(x) (cf. [48]),
Teorema 4.4.6 Suponhamos que µ ∈ M(a, b). Enta˜o, para todo o  > 0, o suporte de µ
tem, quando muito, 2m() pontos fora de [b− a− , b+ a+ ], onde 2m(), e´ um nu´mero
independente de n.
Consideremos a fracc¸a˜o
pn−1(x)
pn(x)
,
que tem a decomposic¸a˜o
pn−1(x)
pn(x)
=
n∑
k=0
an,j
x− xn,j ,
onde an,j e´ o res´ıduo de
pn−1(x)
pn(x)
em xn,j .
Do teorema seguinte tiramos concluso˜es acerca do comportamento de pn−1(x)/pn(x)
em C \ supp(µ) [48].
Teorema 4.4.7 Seja µ uma medida pertencente a` classe M(a, b), a > 0 e K compacto
em C \ supp(µ). Enta˜o,
lim
n→∞
pn−1(x)
pn(x)
=
1
x− b+√(x− b)2 − a2
uniformemente em K. Ale´m disso, supp(µ) = [b− a, b+ a] ∪ E∗, onde E∗ e´ um conjunto
numera´vel com poss´ıvel ponto de acumulac¸a˜o em b± a.
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Em supp(µ)\[b− a, b+ a], temos o comportamento assimpto´tico
Teorema 4.4.8 Se µ ∈M(a, b), com a > 0, e x ∈ supp(µ) \ [b− a, b+ a], enta˜o
lim
n→∞
pn−1(x)
pn(x)
=
x− b+√(x− b)2 − a2
a
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Cap´ıtulo 5
Polino´mios Ortogonais e Teoria de
Operadores
Neste cap´ıtulo veremos alguns to´picos acerca da relac¸a˜o entre Polino´mios Ortogonais
e Teoria de Operadores. Tal ligac¸a˜o resulta de podermos associar um operador de Jacobi
definido no espac¸o de Hilbert `2(C) a uma sucessa˜o de polino´mios ortogonais reais,
xpn = anpn+1 + bnpn + an−1pn−1,
p−1(x) = 0, p1(x) = 1
onde an > 0, bn ∈ R, atrave´s de uma matriz tridiagonal e sime´trica
J =

b0 a0 0 ... ...
a0 b1 a1 0 0
0 a1 b2 a2 0
0 0
. . . . . . . . .
0 0 0
. . . . . .

As sucesso˜es (an), (bn) sa˜o limitadas se e somente se J e´ um operador limitado (ver
5.1).
Faremos uma breve incursa˜o pela Teoria de Operadores de Jacobi. Comec¸aremos por
referir propriedades de operadores auto-adjuntos, tais como a representac¸a˜o atrave´s de
um Integral de Stieltjes (cf. teorema 5.2.1), limitac¸a˜o e caracterizac¸a˜o do espectro. Sa˜o
resultados que podem ser consultados em [27].
O teorema principal e´ o teorema 5.3.1, que estabelece a equivaleˆncia entre a unicidade
de problema de momentos de Stieltjes e de Hamburguer e unicidade de extenso˜es auto-
-adjuntas de J.
Terminaremos com o estudo dos resultados devidos a Weil e Nevanlinna (ver 5.4.), [2].
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5.1 Operadores de Jacobi
O teorema de Favard permite estabelecer uma relac¸a˜o biun´ıvoca entre medidas com
suporte compacto em R e operadores de Jacobi (ou seja, operadores representados por
matrizes tridiagonais sime´tricas) limitados (cf. [12]). De facto, dada uma medida µ com
suporte compacto em R, existe uma sucessa˜o de polino´mios reais, ortogonais em relac¸a˜o
a µ e, a partir dos coeficientes da relac¸a˜o de recorreˆncia a treˆs termos
xpn = anpn+1 + bnpn + an−1pn−1 (5.1.1)
p0(x) = 1, p−1(x) = 0, an > 0, bn ∈ R
definimos a matriz
J =

b0 a0 0 ... ...
a0 b1 a1 0 0
0 a1 b2 a2 0
0 ... ... ... ...
0 0 ... ... ...

, (5.1.2)
onde (an) e (bn) sa˜o sucesso˜es limitadas.
Reciprocamente, se o operador representado pela matriz J for limitado, a sucessa˜o
de polino´mios definida por (5.1.1) e´ ortogonal em relac¸a˜o a uma medida com suporte
compacto.
Antes de vermos como esta relac¸a˜o permite associar o problema de momentos a ope-
radores de Jacobi em `2, estabelecemos algumas notac¸o˜es assim como alguns resultados
introduto´rios.
Utilizaremos a notac¸a˜o (T,D(T )) para indicar o operador T, definido no seu domı´nio
D(T ). Esta notac¸a˜o sera´ omitida quando na˜o existir ambiguidade em relac¸a˜o ao domı´nio
considerado, caso em que indicaremos apenas T.
Definic¸a˜o 5.1.1 Seja (T,D(T )) um operador na˜o-limitado definido num conjunto denso
de um espac¸o de Hilbert H. O adjunto de T , que indicaremos por T ∗, e´ o operador
definido por
D(T ∗) = {v ∈ H : u 7→ 〈Tu, v〉 e´ cont´ınua emD(T )}
〈Tu, v〉 = 〈u, T ∗v〉, ∀u ∈ D(T ), ∀v ∈ D(T ∗).
Definic¸a˜o 5.1.2 Um operador T designa-se auto-adjunto se T = T ∗.
Utilizaremos ainda o conceito de extensa˜o.
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Definic¸a˜o 5.1.3 Diz-se que um operador (T,D(T )) e´ uma extensa˜o de (S,D(S)), e
indicaremos S ⊂ T, se
D(S) ⊂ D(T ), e Sv = Tv, ∀v ∈ S.
No espac¸o de Hilbert `2(C) =
{
v = (vn)n≥0 : vn ∈ C,
∑+∞
n=0 |vn|2 <∞
}
, munido com
o produto interno usual,
〈u, v〉 =
+∞∑
k=0
ukvk, u =
+∞∑
k=0
ukek, v =
+∞∑
k=0
vkek,
o operador J e´ formalmente definido em relac¸a˜o a` base (ek) por
Jek =
{
akek+1 + bkek + ak−1ek−1 se k ≥ 1
a0e1 + boeo se k = 0
(5.1.3)
Consideremos J definido no espac¸o das combinac¸o˜es lineares finitas de ek, ao qual
chamaremos D.
De (5.1.3) segue-se que 〈Jv,w〉 = 〈v, Jw〉, ∀v, w ∈ D, donde se conclui que J e´ um
operador sime´trico.
Existe uma relac¸a˜o entre os coeficientes (an), (bn) e a limitac¸a˜o de J (cf. [23]).
Lema 5.1.1 Se J for operador limitado, as sucesso˜es (an) e (bn) sa˜o limitadas. Recipro-
camente, se (an) e (bn) forem limitadas e tal que
sup
n∈N
|an|+ sup
n∈N
|bn| ≤M,
enta˜o J extende-se a um operador auto-adjunto tal que ‖ J ‖≤ 2M.
Demonstrac¸a˜o: Seja
v =
+∞∑
k=0
vkek ∈ D, com ‖ v ‖= 1.
Se as sucesso˜es (an) e (bn) verificarem supn∈N |an| = A, supn∈N |bn| = B, com A+B ≤M,
enta˜o
‖ Jv ‖2=
+∞∑
k=0
|akvk−1 + bkvk + ak−1vk+1|2
= |akvk−1 + bkvk + ak−1vk+1|2=
= a2k|vk−1|2 + b2k|vk|2 + a2k−1|vk+1|2 + 2akbk<(vk−1vk) + 2akak−1<e(vk−1vk+1)
+2bkak<e(vk+1vk) ≤ A2(|vk−1|2 + |vk+1|2) +B2|vk|2 + 2A2|<e(vk−1vk+1)|
+2AB|<e(vk−1vk)|+ 2AB|<e(vk+1vk)|
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Das desigualdades
|<e(vk−1vk+1)| ≤ |vk−1vk+1| ≤‖ 〈v, S2v〉 ‖,
com S operador definido por S(ek) = ek+1, resulta que
‖ Jv ‖2≤ 2A2 +B2 + 2A2 ‖ 〈S2v, v〉 ‖ +4AB ‖ 〈Sv, v〉 ‖ .
Mas ‖ S ‖= 1, donde
‖ Jv ‖2≤ 4A2 +B2 + 4AB = (A+B)2 + 2AB + 3A2 ≤ 6M2.
Reciprocamente, se J for limitado, temos 〈Jek, el〉 ≤‖ J ‖ . Fazendo l = k+ 1, e l = k,
obtemos, respectivamente, |ak| ≤‖ J ‖, |bk| ≤‖ J ‖ 
5.2 Teorema Espectral
Definic¸a˜o 5.2.1 Designa-se por Famı´lia Espectral uma famı´lia de projecc¸o˜es (Eλ)λ∈R
definidas num espac¸o de Hilbert H que verificam:
(i) Eλ ≤ Eµ ⇒ EλEµ = EµEλ = Eλ, λ < µ;
(ii) limλ→∞Eλx = 0, ∀x ∈ H;
(iii) limλ→+∞Eλx = x, ∀x ∈ H;
(iv) limµ→λ+ Eµx = Eλx, ∀x ∈ H.
Ao longo deste cap´ıtulo, denotaremos por (J,D) o operador definido em D por (5.1.3),
representado pela matriz de Jacobi (5.1.2) no espac¸o de Hilbert `2.
No caso de J ser operador limitado, J extende-se a um operador auto-adjunto limitado,
por continuidade [27] (cf. pg. 100). Veremos que lhe esta´ associada uma medida de
probabilidade com suporte compacto e tal que
J =
∫
[a,b]
tdE(t).
Estamos tambe´m interessados nas extenso˜es dos operadores na˜o limitados.
No caso de J na˜o ser limitado, situac¸a˜o que ocorre quando pelo menos uma das
sucesso˜es (an) ou (bn) na˜o e´ limitada, o operador (J,D) extende-se a `2 formalmente
da seguinte forma:
J∗v = (a0v1 + b0v0) +
+∞∑
k=1
(akvk+1 + bkvk + ak−1vk−1)ek, (5.2.4)
75
onde v =
∑+∞
n=0 vnen.
Note-se que tal vector na˜o e´, em geral, um elemento de `2. Mas as extenso˜es auto-
-adjuntas de J existem sempre, pois Jv = Jv (cf. [39]), onde v designa o conjugado de v.
Proposic¸a˜o 5.2.1 [44] O adjunto de (J,D) e´ (J∗,D∗), onde J∗ e´ dado por (5.2.4) e
D∗ = {v ∈ `2(C) : J∗v ∈ `2(C)}.
No caso de existir apenas uma extensa˜o auto-adjunta, verifica-se que (J∗,D∗) e´ auto-
-adjunto e (J∗, D∗) e´ o fecho de J.
Em ambos os caso, o operador J (aqui na˜o distinguindo entre J e a extensa˜o, que
indicaremos por J˜ , ) e´ representa´vel atrave´s de uma famı´lia espectral, por um integral de
Stieltjes (cf. [27], pg. 505).
Teorema 5.2.1 Seja T : H 7→ H um operador auto-adjunto definido no espac¸o de Hilbert
H. Enta˜o, existe uma u´nica famı´lia espectral (Et)t∈R em relac¸a˜o a` qual T tem a repre-
sentac¸a˜o
T =
∫
R
tdE(t),
onde
〈Tu, v〉 =
∫
R
tdEu,v(t), u ∈ D, v ∈ H, Eu,v(t) = 〈Etu, v〉.
Ale´m disso, E e´ suportado no espectro de T, o qual verifica σ(T ) ⊆ [− ‖ T ‖, ‖ T ‖] se T
for limitado e σ(T ) ⊆ R no caso na˜o limitado.
Observac¸a˜o: Para toda a func¸a˜o limitada de J, e´ va´lida a representac¸a˜o
f(J) =
∫
suppf
f(t)dE(t), u ∈ D(f(T )), v ∈ H,
onde D(f(T )) = {u ∈ H : ∫R |f(t)|2dEu,v(t) <∞}
Conclu´ımos, deste modo, que existe sempre uma extensa˜o auto-adjunta do operador
de Jacobi J , e associada a cada extensa˜o, uma medida espectral dµ.
A fo´rmula de inversa˜o de Stieltjes-Perron permite obter a medida espectral atrave´s do
operador resolvente.
Teorema 5.2.2 Seja T um operador definido no espac¸o de Hilbert H. Se ]a, b[⊆ R,
verifica-se a igualdade:
Eu,v (]a, b[) = lim
δ↘0
lim
↘0
1
2pii
∫ b−δ
a+δ
〈R(x+ i)u, v > − < R(x− i)u, v〉dx, ∀u ∈ D(T ), v ∈ H,
onde R e´ o operador resolvente.
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No caso de J ser um operador limitado, podemos considerar a medida µ definida sobre
subconjuntos de Borel de R,
µ(A) = Ee0,e0(A) = 〈E(A)e0, e0〉.
µ e´ uma medida de probabilidade, que verifica supp(µ) ⊆ [− ‖ J ‖, ‖ J ‖].
De facto, uma vez que Eλ e´ uma famı´lia espectral, e cada elemento E desta famı´lia e´
uma projecc¸a˜o, temos µ(A) = 〈E(A)2e0, e0〉 = 〈E(A)e0, E(A)e0〉. Mas
〈E(A)e0, E(A)e0〉 ≥ 0,
para todo o subconjunto A.
Por outro lado, E(R) = 1, donde µ(R) = 1. Das propriedades de Eλ resulta que µ e´
na˜o-decrescente.
O lema seguinte permite concluir que a medida espectral e´ completamente determinada
por µ [12].
Lema 5.2.1 O conjunto {p(J)e0 : p polino´mio} e´ denso em `2(C).
Demonstrac¸a˜o: Utilizaremos induc¸a˜o no grau de p, sendo p o mono´mio xk.
Ora,
Je0 = e0
Je0 = a0e1 + b0e0
J2e0 = J(a0e1 + b0e0) = a0a1e2 + u1, u1 ∈< {e0, e1} >
onde < {e0, e1} > e´ o subespac¸o gerado pelos vectores e0 e e1.
Suponhamos que a propriedade e´ va´lida para k. Observemos que
Jke0 = a0a1...ak−1ek + uk,
com uk in < {e0, ..., ek−1} >
Para k + 1 obtemos Jk+1e0 = a0a1...ak−2Jek + Juk−1, uk−1 ∈< {e0, ..., ek} > . Logo,
Jk+1e0 = a0a1...ak−2(akek+1 + bkek+1 + ak−1ek−1) + Juk−1
= a0...akek+1 + uk,
onde uk ∈< {e0, ..., ek} > .
Consequentemente, {p(J)e0 : p polino´mio} e´ denso em `2(C). 
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Podemos agora verificar que a medida espectral e´ completamente determinada por µ.
De facto, 〈E(A)ek, el〉 = 〈E(A)pk(J)e0, pl(J)eo〉 onde pk e pl sa˜o polino´mios. Uma vez
que J e´ operador auto-adjunto,
〈E(A)pk(J)e0, pl(J)eo〉 = 〈pk(J)pl(J)E(A)eo, e0〉 =
∫
A
pk(x)pl(x)dµ(x).
Da densidade do conjunto {p(J)e0 : p polino´mio} resulta o requerido.
Em particular, para um elemento z do conjunto resolvente, temos a igualdade
〈e0, 1
J − z e0〉 =
∫
suppµ
dµ(t)
t− z , z /∈ suppµ
Consequentemente, apo´s considerarmos os respectivos desenvolvimentos em se´rie (cf. pg.
548 de [27] para o lado esquerdo da igualdade) e compararmos os respectivos coeficientes
obtemos
〈e0, Jke0〉 =
∫
tkdµ(t), k = 0, 1, 2....
5.3 Extenso˜es de operadores de Jacobi
Definic¸a˜o 5.3.1 Um operador sime´trico densamente definido designa-se essencialmente
auto-adjunto se tiver uma u´nica extensa˜o auto-adjunta.
Observac¸a˜o: Para que esta condic¸a˜o se verifique, basta garantir que o fecho desse
operador seja auto-adjunto (proposic¸a˜o 5.2.1.).
O teorema seguinte estabelece uma relac¸a˜o entre extenso˜es de operadores de Jacobi e
Problemas de Momentos de Hamburguer e de Stieltjes.
Teorema 5.3.1 [44]
(i) O problema de momentos de Hamburguer e´ determinado se e somente se J for essen-
cialmente auto-adjunto.
(ii) O problema de momentos de Stieltjes e´ determinado se e somente se J tiver uma
u´nica extensa˜o auto-adjunta na˜o negativa.
Vejamos um exemplo, uma aplicac¸a˜o do teorema anterior.
Consideremos a medida definida por
dµ(x) = Cα,γe−γ|x|
α
, γ, Cα,γ constantes positivas,
ja´ referida em 3.1.
A relac¸a˜o entre esta medida e o e operador de Jacobi J e´ dada pelo teorema seguinte.
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Teorema 5.3.2 [12] Seja dµ a medida definida por
dµ(x) = Cα,γe−γ|x|
α
, α ≥ 1, γ > 0, com Cα,γ constante.
O operador de Jacobi J associado a esta medida e´ essencialmente auto-adjunto em `2, e
dµ(x) e´ a medida espectral da extensa˜o auto-adjunta de J , J˜ .
Demonstrac¸a˜o: Daremos apenas uma ideia da demonstrac¸a˜o. Os detalhes podem ser
consultados em [12], pg. 34..
Seja Jˆ uma extensa˜o auto-adjunta de J, sendo J o operador definido em (5.1.3) no
espac¸o D = {combinac¸o˜es lineares finitas de ek}.
Para demonstrar este resultado e´ suficiente provar que para todo o real x se verifica a
igualdade
〈e0, eiJˆx〉 =
∫
eixsdµ(s) (5.3.5)
Observa´mos ja´ que o adjunto (proposic¸a˜o 5.2.1) e´ definido por (5.2.4), e
D(J∗) = {v ∈ `2(C) : J∗v ∈ `2(C)}.
Logo, se Jˆ e´ uma extensa˜o auto-adjunta de J, teremos Jˆ = Jˆ∗, e J∗ e´ uma extensa˜o
de Jˆ∗. Consequentemente, Jˆ e´ uma restric¸a˜o de J∗ a algum domı´nio D(Jˆ) ⊂ D(J∗).
Mas e0 ∈ D(J) ⊂ D(Jˆ), donde
d
dx
eiJˆxe0 = ieiJˆxJˆe0 = ieiJˆxJe0
Uma vez que e0 ∈ D(J) ⊂ D(Jˆ), apo´s derivarmos sucessivamente a expressa˜o anterior,
concluir-se-a` que existe
dm
dxm
eiJˆxe0, ∀m ∈ N.
Se derivarmos ambos os membros de (5.3.5) obtemos a igualdade
〈Jke0, eiJˆxJ le0〉 =
∫
eixssk+ldµ(s), k, l ∈ N (5.3.6)
Uma vez que o conjunto {Jke0} e´ total em `2 (cf. lema 5.2.1), o operador eiJˆx e´ univoca-
mente determinado por (5.3.6). Logo, o operador Jˆ e´ u´nico, e teremos Jˆ = J˜ . 
Procuremos agora condic¸o˜es necessa´rias e suficientes para a unicidade das extenso˜es
auto-adjuntas do operador J.
A existeˆncia de tais extenso˜es pode ser averiguada atrave´s do estudo do subespac¸o
Nz = {v ∈ D(J∗) : J∗v = zv}
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Uma vez que dimNz e´ constante para =m(z) > 0 (cf. [14]) e para =m(z) < 0, defina-se
n+ = dimNi, n− = dimN−i
Ao par (n−, n+) chamamos defeito associado ao operador J .
Do teorema seguinte [14], conclu´ımos que um operador T tem extenso˜es auto-adjuntas
se e somente se n− = n+.
Proposic¸a˜o 5.3.1 Seja (T,D(T )) operador sime´trico densamente definido. Enta˜o:
(i) D(T ∗) = D(T ∗∗)+Ni+N−i, como uma soma directa ortogonal em relac¸a˜o a` norma do
gra´fico para T ∗, 〈u, v〉T ∗ = 〈u, v〉+〈T ∗u, T ∗v〉 e D(T ∗) = D(T ∗∗)+Nz+Nz, z ∈ C\R
(ii) Seja (S,D(S)) uma extensa˜o auto-adjunta de (T,D(T )), e tal que T ∗∗ ⊂ S ⊂ T ∗.
Enta˜o, existe uma bijecc¸a˜o isome´trica U : Ni 7→ N−i tal que
D(S) = {u+ v + Uv : u ∈ D(T ∗∗), v ∈ Ni}, Sw = T ∗w,
e toda a extensa˜o auto-adjunta de T se define deste modo.
No caso de n+ = n− = 0, vemos que J e´ essencialmente auto-adjunto.
Os espac¸os Nz sa˜o ou zero-dimensionais ou uni-dimensionais, uma vez que as soluc¸o˜es
da equac¸a˜o J∗v = zv, equivalentemente, soluc¸o˜es da relac¸a˜o de recorreˆncia
zvn = anvn+1 + bnvn + an−1vn−1,
com v = (v0, v1, ..., vn, ...), v−1 = 0, sa˜o proporcionais a` sucessa˜o de polino´mios ortogonais
{pn}, associados a J , que verificam as condic¸o˜es iniciais p0(x) = 1, p−1(x) = 0.
Se existisse uma soluc¸a˜o com v0 = 0, tal soluc¸a˜o seria nula, pois
vn+1 = a−1n [(−bn + z)vn − an−1vn−1], n ≥ 1
e
a−10 [(−b0 + z)v0] se n = 0.
Por induc¸a˜o, ter-se-ia que v ≡ 0.
Ale´m disso, observe-se que se
pi(z0) = (p0(z0), p1(z0), ..., pn(z0), ...) ∈ `2,
z0 e´, formalmente, valor pro´prio do operador J. Mas pi 6∈ D(J) uma vez que pi nunca e´
uma sucessa˜o finita (o que decorre do interlac¸amento das ra´ızes de pn). Se pi ∈ D(J∗),
esta relac¸a˜o formal corresponde a um valor pro´prio de J∗.
No caso de n+ = n− = 1, existe uma famı´lia de extenso˜es auto-adjuntas de J.
Uma vez que o u´nico elemento poss´ıvel em Nz e´ {pk(z)}, obtemos o corola´rio da
proposic¸a˜o anterior.
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Corola´rio 5.3.2.1 O operador (J,D) e´ essencialmente auto-adjunto se e somente se∑ |pk(z)|2 =∞ ∀z ∈ C \ R.
Na secc¸a˜o seguinte veremos que para que se verifique a segunda condic¸a˜o e´ suficiente
que exista z0 ∈ C \ R tal que
∑+∞
k=0 |pk(z0)|2 =∞.
Vejamos ainda o resultados seguinte, o qual nos permite obter concluso˜es acerca da
unicidade das extenso˜es auto-adjuntas do operador de Jacobi.
Proposic¸a˜o 5.3.2 (i) Se
∑
1/ak =∞, o operador J e´ essencialmente auto-adjunto.
(ii) Se ak + bk + ak−1 ≤M <∞∀ k ∈ N, ou se ak − bk + ak−1 ≤M <∞∀ k ∈ N, enta˜o
J e´ essencialmente auto-adjunto.
5.4 Aplicac¸a˜o a` Teoria dos Polino´mios Ortogonais
Consideremos a sucessa˜o {Pn}, de polino´mios ortogonais em relac¸a˜o a uma medida µ,
e seja {Qn} a sucessa˜o de polino´mios de segunda espe´cie,
Qn(z) =
∫
Pn(z)− Pn(x)
z − x dµ(x).
Consideremos a transformada de Stieltjes-Markov de µ definida por µˆ =
∫
dµ(x)
x− z . As
func¸o˜es
Rn(z) =
∫ +∞
−∞
Pn(x)
x− z dµ(x), z ∈ C \ R (5.4.7)
anal´ıticas em C \ R e designadas de segunda espe´cie, verificam
Rn(z) = Pn(z)µˆ(z) +Qn(z) (5.4.8)
De facto,
Rn(z) =
∫
Pn(x)
x− z dµ(x) =
∫
Pn(x)− Pn(z) + Pn(z)
x− z dµ(x)
=
∫
Pn(z)− Pn(x)
z − x dµ(x) + Pn(z)µˆ(z)
= Qn(z) + Pn(z)µˆ(z).
Em [35] encontramos va´rios lemas em relac¸a˜o a estas func¸o˜es, dos quais referimos
Lema 5.4.1 Seja z ∈ C \ R. Enta˜o, as se´ries ∑ |Qn(z)|2 e ∑ |Pn(z)|2 teˆm a mesma
natureza.
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Demonstrac¸a˜o: De (5.4.8) conclui-se que as sucesso˜es {Pn} e {Qn} sa˜o combinac¸a˜o linear
de {Rn}.
Mostremos que ∑
|Rk(z)|2 <∞, z ∈ C \ R.
Consideremos o espac¸o L2µ. Uma vez que a sucessa˜o {Pn} e´ sucessa˜o de polino´mios
ortogonais neste espac¸o (ainda que na˜o necessariamente total), de (5.4.7) resulta que Rn
e´ o coeficiente de Fourier da func¸a˜o 1/z − x, x ∈ R. Da desigualdade de Bessel conclui-se
que ∑
n
|Rn(z)|2 ≤
∫
dµ(x)
|x− z|2 <∞ (5.4.9)
Uma vez que (Rn)n esta´ no espac¸o `2(C), segue-se o resultado requerido. 
Lema 5.4.2 Se a se´rie
∑ |Pn(z)|2 convergir para algum z ∈ C \ R, enta˜o converge para
todo o z ∈ C.
Definic¸a˜o 5.4.1 A quantidade r(z) =
1
2|=m(z)|
(
+∞∑
k=0
|Pk(z)|2
)−1
e´ chamada raio de
Weil (no ponto z).
Note-se que r(z) = 0 ou r(z) < 0, ∀z ∈ C \ R.
Uma vez que ∑
n
|Rn(z)|2 ≤
∫
dµ(x)
|x− z|2 ,
ou seja, ∑
n
|µˆPn(z) +Qn(z)|2 ≤
∫
dµ(x)
|x− z|2 =
=m(µˆ)
=m(z) ,
conclu´ımos que para cada z, µˆ(z) esta´ no conjunto{
w ∈ C :
+∞∑
k=0
|wPn(z) +Qn(z)|2| ≤ w − w
z − z
}
Mas, para cada z fixo, a equac¸a˜o
w − w
z − z =
n−1∑
k=0
|wPk(z) +Qk(z)|2
descreve uma circunfereˆncia, que designaremos por Kn.
Uma vez que Kn(z) ⊆ Kn−1(z), ∀n ∈ N, conclu´ımos que a sucessa˜o de circunfereˆncias
(Kn) ou tem um ponto limite quando n→∞, ou existe uma circunfereˆncia limite, de raio
r(z), a qual designaremos por K∞,
K∞(z) =
+∞∑
k=0
|wPn(z) +Qn(z)|2.
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Definic¸a˜o 5.4.2 Uma matriz de Jacobi designa-se matriz do tipo C se estiver no caso de
uma circunfereˆncia como limite, e designa-se matriz do tipo D se o limite for um ponto.
Vejamos agora o resultado que relaciona estes conceitos e a unicidade do problema de
momentos de Hamburguer.
Teorema 5.4.1 (Akhieser) A matriz de Jacobi J e´ do tipo D se e somente se o problema
de momentos de Hamburguer for determinado.
Observe-se que no caso de J na˜o ser limitado, nem toda a soluc¸a˜o do problema de
momentos e´ soluc¸a˜o resultante de uma extensa˜o auto-adjunta de J . Dos teoremas 5.3.1 e
5.4.1 conlcui-se que uma soluc¸a˜o do problema de momentos e´ medida espectral de alguma
extensa˜o auto-adjunta associada ao operador J se e somente se µˆ estiver na circunfereˆncia
K∞ para algum, e consequentemente para todo, z ∈ C \ R. Observe-se que no caso de J
na˜o ser limitado, nem toda a soluc¸a˜o do problema de momentos e´ soluc¸a˜o resultante de
uma extensa˜o auto-adjunta de J ( cf. [2]), como veremos a partir do pro´ximo exemplo.
Podemos agora indicar as condic¸o˜es necessa´rias e suficientes para a (na˜o) unicidade
do problema de momentos de Hamburguer, relacionadas com a sucessa˜o de polino´mios
ortogonais reais {Pn},
Teorema 5.4.2 [44] Sa˜o equivalentes:
(a) O problema de momentos de Hamburguer e´ indeterminado;
(b) Pn(z0) ∈ `2(C) para algum z0 ∈ C \ R;
(c) Qn(z0) ∈ `2(C) para algum z0 ∈ C \ R;
(d) ∀z ∈ C, Pn(z) ∈ `2 e Qn(z) ∈ `2(C);
(e) Para algum x0 ∈ R, ambos Pn(x0) e dPn
dx
(x0) ∈ `2(C);
(f) Para algum x0 ∈ R, ambos Qn(x0) e dQn
dx
(x0) ∈ `2(C);
(g) A matriz de Jacobi associada e´ do tipo C.
Observac¸a˜o: Resta demonstrar a equivaleˆncia entre (a), (f) e (e). Esta equivaleˆncia
foi enunciada e demonstrada em [44].
Relembremos que a igualdade em (5.4.9), designada por Igualdade de Parseval, ocorre
se e somente se o conjunto {Pn(z)} for um conjunto total em L2(µ) (cf. [27]), ou seja, se
o subespac¸o gerado por {Pn(z)} for denso em L2(µ). Logo, {Pn(z)} e´ um conjunto total
em L2(µ) se e somente se µˆ(z) pertencer a` circunfereˆncia K∞.
Consequentemente, obtemos o resultado seguinte,
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Proposic¸a˜o 5.4.1 Se o problema de momentos for determinado e tiver soluc¸a˜o µ, enta˜o
o conjunto dos polino´mios e´ total em L2(µ).
Observac¸a˜o: Utilizando o resultado enunciado, podemos justificar que o problema de
momentos de Hambruguer associado a` sucessa˜o cn =
√
pi exp((n+1)2/4) e´ indeterminado.
Basta ter em atenc¸a˜o a igualdade ja´ referida em 2.1. De facto,∫ +∞
−∞
xk exp(− ln2 |x|) sin(2pi ln |x|)dx = 0, k = 0, 1, 2, ....
Logo, qualquer func¸a˜o que possa ser aproximada por polino´mios em L2(µ) e´ ortogonal a`
func¸a˜o sin(2pi ln |x|). Uma vez que sin(2pi ln |x|) ∈ L2(µ), e e´ ortogonal a todo o elemento
do subespac¸o gerado por {Pn}, a sucessa˜o de polino´mios ortogonais associada a` func¸a˜o
peso dµ(x) = exp(− ln2 |x|)dx na˜o e´ um conjunto total em L2(µ).
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