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Abstract
We prove the existence of a critical regime of fluctuation of the ground-state en-
ergy of the spherical Sherrington-Kirkpatrick model in an external field. Such regime
was conjectured in [2, 12], and occurs with external field strength h = O(N−1/6).
Additional results are proven for β-analogues of the spherical Sherrington-Kirkpatrick
model, and models with a Curie-Weiss term. In particular, we introduce a three-
parameter family TW hβ,w (generalizing the two-parameter family of [3]) characterizing
these fluctuations.
1 Introduction
1.1 Results for Spherical Sherrington-Kirkpatrick Model
Let AN = (Aij)
N
i,j=1 be a real symmetric matrix sampled from the N -by-N Gaussian Orthog-
onal Ensemble (GOE) and let h ∈ R. We define the 2-spin spherical Sherrington-Kirkpatrick
model with external field h to be:
HN,h(σ) =
1
2
√
N
〈ANσ, σ〉+ h
N∑
i=1
σi (1)
for spin variables σ ∈ SN−1 where SN−1 := {σ ∈ RN : 〈σ, σ〉 = N} and 〈u, v〉 = ∑Ni=1 uivi
denotes the Euclidean norm. We now fix the notation:
EN,h :=
1
N
sup
σ∈SN−1
HN(σ). (2)
We will be interested in understanding the limiting behavior of this statistic as a function
of h.
This model was first introduced in [13], and has been studied extensively in both the
mathematics and physics literature ever since (see [6, 16, 22] and the references therein). In
particular, it has been shown that EN,h converges a.s. to a deterministic value:
√
1 + h2.
For a proof of this fact, and further background on the history of this problem, see [5].
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Further work has been performed on understanding the next order of behavior of EN,h.
In particular it was shown in [5] that the following theorem holds for fixed non-vanishing
external field strength:
Theorem 1.1. [5] For h 6= 0, we have that √N(√1 + h2 − EN,h) converges to a Gaussian
random variable in law.
Moreover, it is a classical result of Tracy and Widom [23] that in the case of a vanishing
external field, we have:
Theorem 1.2. [18, 23] We have:
N2/3(2− EN,0)⇒ −TW1 (3)
in law.
Here TW1 is the GOE Tracy-Widom distribution. This type of phase behavior suggests
the possibility of an interesting critical region, where hN is allowed to depend on N , and
hN → 0. This possibility was noticed in [2, 12], who conjectured that the relevant scaling
should be hN = O(
1
N1/6
). We prove that in this regime, there is a nontrivial fluctuation as in
Theorem 1.2, with nontrivial interpolating limit-distribution. In particular, in Section 3.3,
we will define a distribution TW h1 , that gives such an interpolating family. Let us fix the
notation Eh = 1 +
1
2
h2. We have the following result.
Theorem 1.3. Let h be a fixed real number, and let hN be a sequence such that N
1/6hN → h.
Then we have:
N2/3(EhN − EN,hN )⇒ −TW h1 (4)
in law.
In the case of h = o( 1
N1/6
), we recover the classical result of [23]. We are also able
to prove stronger results on the joint-distribution of the critical values of large index. In
particular, let us denote by Critk,k′(f) the set of critical values of a function f , who posess
an underlying critical point with index in [k, k′]. In Section 3.3, we will construct an a.s
finite and nonempty, point process Λh,k1 such that inf Λ
h,0
1 = −TW h1 . We have the following
result, which has Theorem 1.3 as an immediate corollary:
Theorem 1.4. Let h and hN be as in Theorem 1.3. Then we have that:
EhN − CritN−k,N(HN,hN )⇒ Λh,k1 (5)
in law with respect to the Hausdorff metric.
We now comment on our method of proof. In the case of h = 0, analysis of critical
points of HN,0 is equivalent to eigenvalue analysis of the matrix AN . Combined with the
simple nature of the eigenvalue density of AN , this allows one to analyse the distribution
of the maximum using tools of the theory of orthogonal polynomials. This is the original
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argument of [23]. This method of proof though, appears to be impossible to generalize to the
inhomogeneous case, where the formulae one obtains for the distribution of critical points
appear inaccessible to asymptotic analysis. On the other hand, an alternative interpretation
of the distribution TW1 was conjectured in [10] (rigorously established in [18]). One considers
the β-Stochastic Airy Operator on L2(R+) given by:
Aβ = − d
2
dx2
+ x+
2√
β
B′x (6)
where Bx denotes a standard Brownian motion, and β > 0. It is shown in [18] that the
eigenvalue problem for this operator is well-defined, and possess a discrete, bounded-below set
of solutions. It is shown that the distribution of lowest eigenvalue ofA1 coincides with that of
−TW1. In particular, to establish Theorem 1.2, one just needs to show that N2/3(2− 1√NAN)
converges to A1 in some sense. This is the approach taken in [3, 18]. This method of
establishing such a limiting fluctuation comes from the “stochastic operator approach to
random matrix theory” developed by [10]. Since this original paper, this theory has seen
extensive development [3, 4, 18, 19, 24, 25].
In our present case, we will show in Section 2, that the quantity of Theorem 1.3 is equal
to:
sup
λ>λN1
1
2
[λ−N1/3h2N 〈N2/3(2−
1√
N
AN − λ)−1e1, e1〉] (7)
This where here λN1 is the largest eigenvalue of H . This quantity will be shown to converge
to a continuum analogue (see Theorem 3.3 and (55)). The development (and regularization)
of such a continuum limit will take the majority of this paper.
1.2 Results for Inhomogeneous β-Hermite Models
Our proof of Theorem 1.4 has the benefit of immediately generalizing to a larger class of
models. For β = 2(4), these gives results related to the generalization of (1) to Gaussian
Unitary (Symplectic) Ensembles, which we denote by GU(S)E (See Remark 1.6).
Let us choose β > 0. We recall the β-Hermite Ensemble defined by [8]:
AβN =
1√
β


√
2 g1 χβ(n−1)
χβ(n−1)
√
2 g2 χβ(n−2)
χβ(n−2)
√
2 g3
. . .
. . .
. . . χβ
χβ
√
2 gn


. (8)
Here gi are independent standard Gaussians, and χβ(i−1) are independent Chi random vari-
ables with parameter β(i− 1).
This family of matrix ensembles was introduced by [8] as a matrix model for the eigenvalue
3
density given by the Coulomb gas model at inverse temperature β:
1
Zβ,N
∏
i<j
|λi − λj |βe−βN
∑N
i=1 λ
2
i /4. (9)
Here Zβ,N is a normalizing constant. In the special case of β = 1, more can be said. In this
case, one may apply Householder’s algorithm to AN , to produce a.s an orthogonal matrix
H(AN), such that H(AN)e1 = e1, and such that conjugation by H(AN) has law given by A
β
N
[8]. Motivated by this, we define the β-spherical Sherrington Kirkpatrick model in external
field h to be:
HβN,h(σ) =
1
2
√
N
〈σ,AβNσ〉+ h
√
Ne1. (10)
where we have σ ∈ SN−1 as before. Additionally, define, as before:
EβN,h =
1
N
sup
σ∈SN−1
HβN,h(σ). (11)
We note that by the above application of Householder’s algorithm, it is clear that the dis-
tribution of the critical values of H1N,h is identical to that of HN,h. In particular, we have
that Theorem 1.4 follows from Theorem 1.5 below. These results will depend on a two-
parameter family of distributions, TW hβ , and point process Λ
k
β,h, generalizing those above,
with inf Λ0β,h = −TW hβ . This will be defined in Section 3.3. Then we have the following:
Theorem 1.5. Let h and hN be as in Theorem 1.3. Then we have that:
EhN − CritN−k,N(HβN,h)⇒ Λkβ,h (12)
in law with respect to the Hausdorff metric.
In particular, we have that:
N2/3(EhN − EβN,hN )⇒ −TW hβ (13)
in law.
Remark 1.6. If AN is replaced with a GUE (GSE) matrix, and the state-space is replaced
with CSn (HSn), then analogues of 1.3 and 1.4 hold with TW1,Λ
h,k
1 replaced by TWβ,Λ
h,k
β
where β = 2 (4). This follows from the same analysis and a more generalized application of
Householder’s algorithm as in [8].
1.3 Models with a Curie-Weiss term
Our last class of results will be for a modification of the above model. Namely, we will
consider the addition of a Curie-Weiss term. That is, fixing µ, h and β real parameters,
with β > 0, we will denote the β-spherical Sherrington Kirkpatrick model with Curie-Weiss
interaction strength µ, and external field h, as:
HβN,µ,h(σ) = H
β
N,h +
µ
2
σ21 (14)
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where σ ∈ SN−1. We will denote:
EβN,µ,h =
1
N
sup
σ∈SN−1
HβN,µ,h(σ). (15)
As before, when β = 1, this model has critical values equivalent to (1) with Curie-Weiss
term considered in [2, 13] by an application of the Householder algorithm. Similar remarks
for β = 2, 4 hold as before.
In absence of an external field, this model was studied in the classical cases of β = 2
by [7, 17] who established an analogue of the Baik-Ben Arous-Pe´che´ theorem [1]. Namely,
it is shown that for µ < 1, the subcritical regime, the fluctuations of the maximum are of
order N−2/3, and follow TW2, the GUE Tracy-Widom Law. On the other hand, when µ > 1,
the maximum fluctuates of order N−1/2, and follow a Gaussian law. The critical regime,
where µ = 1 +N−1/3w, was studied by [3], and moreover, was done in the case of a general
β-Hermite ensemble. In this case, it was shown that highest eigenvalue has fluctuates of
order N−2/3, but has an exotic law, denoted as TWβ,w. In the case of β = 2, this law is
exactly can be identified with the critical interpolating law in the Baik-Ben Arous-Pe´che´
theorem transition (see Theorem 1.2 of [1]).
We generalize this story by identifying a joint-critical regime in µ and h. We introduce a
three parameter family TW hβ,w, recovering that distribution TWβ,w as TW
0
β,w. Additionally
we introduce a family of finite and a.s. nonempty point processes, Λh,kβ,w, such that we have
that inf Λkβ,w,h = −TW hβ,w. We then have the following:
Theorem 1.7. Let h, hN be such that N
1/2hN → h, and let µN , w be such that N1/2(1 −
µN)→ w. Then we have:
N2/3(2− CritN−k,N(HβN,µN ,hN ))⇒ Λkβ,w,h (16)
in law with respect to the Hausdorff metric.
In particular, we have that:
N2/3(2− EβN,µ,hN )⇒ −TW hβ,w (17)
in law.
We also prove a theorem that generalizes Theorem 1.5 to the domain of a subcritical
Curie-Weiss Term:
Theorem 1.8. Let h, hN be as in Theorem 1.3, and let µN be a bounded sequence such that
N1/3(1− µN)→∞ and N1/3(1− µN). Then we have:
N2/3(EhN − CritN−k,N(HβN,µN ,hN ))⇒ Λhβ (18)
in law with respect to the Hausdorff metric.
In particular,
N2/3(EhN − EβN,µ,hN )⇒ TW hβ (19)
in law.
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Remark 1.9. The above theorems readily generalize to the case of Wishart Ensembles. In
particular, if the matrix AβN in H
h
N,β,µ is replaced with the β-Laguerre ensemble of [3], one
may prove generalizations of Theorem 1.7 and 1.8 (See Theorem 1.1 of [3]). We do not
pursue this direction here.
The paper is organized as follows. In Section 2 we review a classical lemma on the behav-
ior of the Lagrange dual optimization problem, which will prove to be a useful reformation
for asymptotic analysis. Section 3 contains the proof of our main results. The proof con-
tained there prove a stronger result on a more general family of inhomogenous models (see
Theorem 3.1). The family of models in question relies on the families of (spiked) tridiagonal
matrix ensembles of [3], which we review in Section 3.1. The proof of Theorem 1.7 and 1.8
are given in Section 3.3. In Section 4 we develop the theory of a certain class of Stochastic
Operators (introduced in [18]), which contain the Stochastic Airy Operator as a special case.
In particular, we show that the eigenvalue problems introduced in [3, 18] are realized by
self-adjoint operators.
1.4 Notation
We will use the notation Lp to denote Lp(R+), and similarly for other function spaces. We
will additionally employ the notation R∗ = R ∪ {∞}.
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2 Lagrange Duality for Quadratic Optimization
In this section we recall a form of Lagrange duality coming from optimization theory. These
results recalled for notational clarity, and are effectively contained in [11].
For this section fix a symmetric N -by-N matrix H , and v ∈ RN . We will assume that v
is neither an eigenvector of H , nor zero, and that the eigenvalues of H are distinct. Let us
define a quadratic function by
L(σ) =
1
2
〈Hσ, σ〉+ 〈σ, v〉 (20)
where σ ∈ SN−1. We are interested in the critical points of this function.
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By use of Lagrange’s Method, one obtains the following critical points equations:{
Hσ + v = λσ.
〈σ, σ〉 = N.
(21)
Using our assumption on v, we may rewrite the first of these as:
σ = −(H − λ)−1v. (22)
We will denote the right hand side of this equation as σλ. Then, we see from (21) that the
critical points of LH are precisely the choices of λ such that:
〈σλ, σλ〉 = N. (23)
Now substituting σλ into our expression for L, we obtain:
L(σλ) =
1
2
〈H(H − λ)−1v, (H − λ)−1v〉 − 〈(H − λ)−1v〉 = 1
2
[Nλ− 〈(H − λ)−1v, v〉]. (24)
We will denote:
J(λ) := L(σλ). (25)
It turns out that the critical point structure of L can be completely recovered from that of
J . To state this more precisely, let us denote the ordered eigenvalues of H as (µi)
N
i=1, such
that µi ≥ µi+1.
Theorem 2.1. Let Λ := {λi}ki=1 denote the critical points of J(λ) with λi > λi+1. Then
J(λi) > J(λi+1) and additionally we have that {σλi}ki=1 are the critical points of L.
Moreover, we have that: 

#Λ ∩ (µi, µi+1) ≤ 2; 1 ≤ i < N
#Λ ∩ (−∞, µn) = 1
#Λ ∩ (µ1,∞) = 1.
(26)
For λ ∈ Λ∩ (µ1,∞), σλ is the unique global maximum, and similarly for λ ∈ Λ∩ (−∞, µN),
σλ is the unique global minimum. If J ∩ (µi+1, µi) = {λ0, λ1} with λ0 < λ1, then σλj is of
index N − (i− j). If Λ ∩ (µi+1, µi) = {λ}, then σλ is of index N − (i− 1).
Proof. All the statements follow from Theorem 4.1 of [11], except for the number of solutions
in (µi+1, µi) for 1 ≤ i < N , and the index statements of the associated critical points.
To establish (26), denote vi as a normalized eigenvector corresponding to µi. We have
then that:
〈σλ, σλ〉 =
N∑
i=1
〈vi, v〉2
(µi − λ)2 . (27)
Thus the critical point equations are:
N∑
i=1
〈vi, v〉2
(µi − λ)2 = N. (28)
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The function on the left is positive, convex, with positive poles at µi. This proves (26).
For the index statement, note that if σλ is a critical point, then:
indSN−1(∇2σλL) = ind(Pσλ(H − λ)Pσλ) (29)
where here Pv denotes the orthogonal projection onto {v}⊥. We denote this quantity as
f(λ). This function is lower-semicontinuous in λ, by lower-semicontinuity of the index. We
show, for λ ∈ [µi+1, µi], that f(λ) = N − (i− 1) if J ′′(λ) < 0 and f(λ) = N − i if J ′′(λ) ≤ 0.
In view of (27) and the properties after, this proves the claim.
To show this, we first note that f(µi) = N − (i − 1). Now recall the classical formula,
where A is an invertible matrix, and v a vector:
det(PvAPv) = det(A)〈v, A−1v〉. (30)
We thus have that:
det(Pσλ(H − λ)Pσλ) = − det(H − λ)vt(H − λ)−3v = J ′′(λ) det(H − λ). (31)
Now note that f(λ) may only change at λ where det(Pσλ(H − λ)Pσλ) = 0, and thus it
may only change at the unique point where J ′′(λ) = 0. Now the claim follows from lower-
semicontinuity, and the boundary values.
We note immediately an important corollary:
Corollary 2.2. We have:
sup
σ∈SN−1
L(σ) = inf
λ>µ1
J(λ). (32)
Moreover, if λ achieves the infimum on the right, then σλ achieves the supremum on the left.
We also record the following observation:
Note 2.3. We from the proof of Theorem 2.1, that a vector σλ is of index greater than or
equal to N − i if and only if either λ ≥ µi+1 or µi+2 < λ < µi+1 and J ′′(λ) < 0. This
criterion will prove useful later.
3 Results on Spiked Tridiagonal Matrix Ensembles
In this section we will prove a general convergence theorem for the low-lying critical points
of a class of inhomogenous functionals based on the families of spiked tridiagonal matrices
introduced in [3] (see Theorem 3.3). Using this, we prove Theorem 1.7 and 1.8. The proof of
Theorem 3.3 is involved, and requires the usage of a new discrete-to-continuous convergence
theorem, coming from the discrete theory of quasi-derivatives.
3.1 Review of Spiked Tridiagonal Matrix Ensembles
We first review the set-up of spiked tridiagonal matrix ensembles as developed in [3, 18].
This set-up contains the family (8) (see Section 6 of [18]) and thus will be general enough
for our purposes.
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Fix a sequence mN ∈ R+ such that both mN = o(N) and mN = ω(1). Such a choice of
mN defines an isometric embedding:
R
N −֒→ L2, with ei 7→ I[(i−1)/mN ,i/mN ) (33)
where RN is endowed with the norm ‖v‖2 = m−1N
∑N
i=1 v
2
i . We will also use the nota-
tion (v, w) =
∑N
i=1 viwi. We will in-general ignore the distinction between a vector in R
N
and its image in L2. We define translation operator TNf(x) = f(x + m
−1
N ), its adjoint
T ∗N(f(x)) = f(x−m−1N )I[m−1N ,∞)(x), as well as the difference quotient DN = mN(TN − 1), as
operators on L2. These extend the operators on RN given by the left-shift, right-shift, and
the discrete derivative, respectively. We will also consider the discrete delta-function at the
origin, mNE11, where Eij is the (i, j)-th elementary matrix and the orthogonal projection of
L2 → RN , which we will denote PN . Lastly, for a vector v, we consider the notation v× to
denote term-wise multiplication by v.
Now let (yNi;j)j=0,...,N for i = 1, 2 be a pair of discrete-time real-valued random processes
with yNi;0 = 0, and wN ∈ R a sequence of random variables. We define:
HN,yN ,wN = PN
(
D∗NDN + (DNy
N
1 )× + (DNy
N
2 )×
1
2
(TN + T
∗
N) + wNmNE11
)
. (34)
We will denote the image of the sequence yNi;j in L
2 as yNi . We will now make a sequence
of assumptions on yNi;j. Let us assume we have a continuous random-process of R+, y, such
that y(0) = 0.
Assumption 1: (Tightness and Convergence)
{yNi (t)}t≥0, i = 1, 2 are tight in law, (35)
yN1 + y
N
2 ⇒ y (36)
where both convergences are with respect to the compact-uniform topology on paths
Now we will take deterministic, unbounded, nondecreasing continuous functions η¯ > 0,
ζ ≥ 1.
Assumption 2: (Growth and Oscillation Bounds)
There exists ηNi;j ≥ 0, i = 1, 2, j = 1, . . . , N , and random constants κN (tight in distribution,
and defined on the same probability space) with the following properties.
Define:
ωNi;j := m
−1
N
j−1∑
k=0
ηNi;k − yNi;j. (37)
Then we assume that the following bounds hold for each N a.s.:
η¯(x)/κN − κN ≤ ηN1 (x) + ηN2 (x) ≤ κN (1 + η¯(x)), (38)
ηN2 (x) ≤ 2m2N , (39)
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|ωni (ξ)− ωNi | ≤ κN(1 + η¯(x)/ζ(x)). (40)
for all x, ξ ∈ [0, N/mN ] with |x− ξ| ≤ 1.
Finally recall Assumption 3 of [18].
Assumption 3: (Convergence of Spike) There exists a constant w ∈ R∗, such that
wN → w in probability.
We will refer to this model as a w-spiked model. This class of models is known to converge
in norm-resolvant convergence of these matrices to the the operator H = − d
dx2
+ y′, with
w-Robinson boundary conditions (i.e wf(0) = f ′(0)). See Theorem 9 and Remark 10 of [14]
show this result in view of our Proposition 4.5. See Section 4 for the rigourous definition of
this operator.
We comment on one potentially confusing point. It is not at this point clear that a
decomposition of y as in (109) holds. On the other hand, an application of Prokhorov’s
Theorem may be used to show to show that indeed such a decomposition exists a.s (See the
Proof of Theorem 5.1 of [18]). This result is also recalled in our Section 3.4, though remarked
here for clarity. In particular, we may assume all results of Section 4 hold for Hw a.s.
For the remainder of this paper, unless otherwise stated, we will fix a choice of such a
family of tridiagonal matrix ensembles. We will commonly use abuse of notation HN,w :=
HN,yN ,wN , and notate H without making clear the choice of y.
3.2 An Inhomogeneous Problem for HN,w
In this subsection, establish a general result on the critical values of spiked tridiagonal matrix
ensembles, which recovers Theorem 1.7 and 1.8 as a special case. Namely, let us define:
LN,w,h(σ) =
1
2
(HN,wσ, σ)− hσ1 (41)
where σ ∈ SN−1 := {σ ∈ RN : ‖σ‖2 = 1} and h ∈ R. We remind the reader that
‖σ‖2 = 1
mN
∑N
i=1 σ
2
i , so that the the condition ‖σ‖2 = 1 is equivalent to 〈σ, σ〉 = mN .
We recall the Lagrangian dual-function to (41):
JN,w,h(λ) =
1
2
(λ− h2(RN,w(λ)me1, me1)) (42)
where we denote RN,w(λ) := (HN,w − λ)−1.
We now define a family of stochastic processing that express the continuum limit. For this,
we recall the results Proposition 4.11. For w ∈ R∗ and λ /∈ σ(Hw), a choice of ϕwλ ∈ L2, lying
in the domain of the operatorH, such thatHϕwλ = λϕwλ , and such that wϕwλ (0)+1 = (ϕwλ )′(0)
if w ∈ R and ϕ∞λ (0) = 1. Given these functions, and a choice of h, we define:
Jw,h(λ) = 1
2
(λ− h2ϕwλ (0)); w ∈ R (43)
J∞,h(λ) = 1
2
(λ− h2(ϕ∞λ )′(0)). (44)
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Let us denote by λi (λ
N
i ) the ith eigenvalue of Hw (HN,w), labeled in increasing order.
We define a family of point-process parametrized by w ∈ R∗. For h 6= 0, let:
Vw,h = {λ ∈ R : ‖ϕwλ‖ = h−1} (45)
Λw,h = {Jw,h(λ) : λ ∈ Vw,h}. (46)
We also let Vw,0 = Λw,0 = {λi}i. We note that when h 6= 0, then Vw,h (Λw,h) are the critical
points (critical values) of Jw,h, respectively. We also define for k ≥ 0 and all values of h,
V kw,h = {λ ∈ Vw,h : λ ∈ (−∞, λk+1] or λ ∈ (λk+1, λk+2] and J ′′w,h(λ) > 0} (47)
Λkw,h = {Jw,h(λ) : λ ∈ V kw,h}. (48)
Note that if h = 0,
V kw,0 = Λ
k
w,0 = {λi}k+1i=1 . (49)
We have the following result:
Theorem 3.1. Let vi denote a choice of normalized eigenvectors of HN,w. Assume that for
N sufficiently large, ((vi1)
N
i=1, (λi)
N
i=1) ∈ SN−1 × {x ∈ RN : xi ≤ xi+1} has a continuous law,
and that 1
2
yN2;1 6= mN a.s.
Then let h ∈ R and let hN be a sequence such that hN → h. Then for any k ≥ 0 and w ∈ R,
we have:
Crit0,k(LN,w,hN )⇒ Λkw,h. (50)
If w =∞, we have:
Crit0,k(LN,w,mNhN )−
1
2
h2NwN ⇒ Λkw,h. (51)
Here all convergences are in law with respect to the Hausdorff metric.
The proof of this will be postponed to Section 3.4. We comment on the additional as-
sumptions in Theorem 3.1. The proof of Theorem 3.1 follows from a convergence theorem
of JN,w,hN to Jw,h (See Theorem 3.3), which does not require any of these additional as-
sumptions. The proof of Theorem 3.1 uses the relation between JN,w,h and LN,w,h given
by Theorem 2.1 though, and needs to avoid the possibility that JN,w,h possesses degenerate
critical points. These are why we need these additional assumptions.
3.3 Proof of Theorem 1.7 and Theorem 1.8
In this subsection, we give a proof of Theorem 1.7 and 1.8 by relating them to the statements
of Theorem 3.1.
For the purposes of this section, fix β > 0, and us take
y =
1
2
x2 +
2√
β
Bx (52)
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where Bx denotes a standard Brownian motion. For this choice of y, we define
Λkβ,w,h := Λ
k
w,h; w ∈ R; Λkβ,h := Λk∞,h (53)
TW hβ,w := − inf Λ0β,w,h; w ∈ R; TW hβ := − inf Λ0β,∞,h (54)
where the notation is that of (48). We note that in the case that h = 0, we have that
Λk
β ,w,0
= (λi)
k+1
i=1 , and TW
0
β,w = −λw1 = TWβ,w, where TWβ,w is the distribution of [3], and
λw1 = λ1 is the lowest eigenvalue of Hw. We note that in view of (74), we have that:
TW hβ,w = − sup
λ<λw1
Jw,h(λ). (55)
We now proceed with the proofs of Theorem 1.7 and 1.8. To do so, we first must relate
AβN given by (8) to a tridiagonal matrix ensemble. In preparation, set:
mN = N
1/3; BN := N
2/3(2− 1√
N
AβN ). (56)
A tridiagonal decomposition for HN is proven in Section 6 of [18]. In particular, BN is of
the form of (34), with:
yN1;k = −N−1/6(2/β)1/2
k∑
ℓ=1
gℓ; y
N
2;k = −N−1/6
k∑
ℓ=1
2(
√
N − 1√
β
χβ(N−ℓ)); wN = mN . (57)
They moreover show that Assumption 1 and 2 of Section 4 are satisfied, and that
yN1 + y
N
1 ⇒ x2 +
2√
β
Bx (58)
in law with respect to the compact-uniform topology. Now note that BN,µ := HN−N2/3µE1,1
satisfies (34) with the same (yNi )i=1,2, and wN = N
1/3(1−µ). Now take µN to be of the form
in either Theorem 1.7 or 1.8. We see that BN,µN satisfies the assumptions of of a w-spiked
(∞-spike) tridiagonal ensemble as in Subsection 3.1.
The assumptions on ((vi1)
N
i=1, (λi)
N
i=1) in Theorem 3.1 follow from Theorem 2.12 of [8].
The statement on yN2;1 = N
−1/6(2
√
N − 1√
β
χβ(N−1)) follows from the continuity of the law of
χ-random variables. In particular, we may apply Theorem 3.1 to the ensemble BN,µN .
Now let σ ∈ SN−1 be a critical point of HβN,µ,h. We need to understand the expression:
N2/3(1− 1
2N
HβN,µ,h(σ)). (59)
Expanding and rearranging powers, we obtain:
1
2
N2/3(2− 1
N
〈( 1√
N
AβN + µE11)σ, σ〉)− hσ1N1/6. (60)
Recalling that 〈σ, σ〉 = N , we see that this is equal to:
1
2N
〈BN,µσ, σ〉 − hσ1N1/6. (61)
Now we make the substitution σ = N1/3σ¯. This gives σ¯ ∈ SN−1, and leaves us with:
1
2
(HN,µσ¯, σ¯)− (h
√
N)σ¯1. (62)
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This is simply LN,wN ,h
√
N(σ¯). Running this analysis backwards, we see that this a.s estab-
lishes a bijection, σ ↔ σ¯, between critical points of index k of HβN,µN ,h, and critical points of
index N − k of LN,wN ,h√N , with the relation:
N2/3(2− 1
N
HN,µN ,h(σ)) = LN,h
√
N(σ¯). (63)
Now taking hN , h as in Theorem 1.7 (1.8), applying Theorem 3.1 to hN
√
N (hNN
1/6)
respectively, we are done with the proofs of Theorem 1.7 and 1.8.
3.4 Reduction to the Deterministic Setting
In this Subsection we reduce the proof of Theorem 3.1 to a deterministic statement. The
following analysis is identical to that in the proof of Theorem 5.1 of [18] (see also [3]),
and is recalled for the benefit of the reader. First, select any subsequence of N . One notes
that all the processes ((yNi )i=1,2, (
∫ x
0
ηi(y)dy)i=1,2) are tight in distribution, so by Prokhorov’s
theorem, we may find continuous random processes ((yi)i=1,2,(η
†
i )i=1,2), and a random variable
κ, such that up to passing to a subsequence:
yNi ⇒ yi;
∫
0
ηN,i ⇒ η†i ; κN ⇒ κ (64)
for i = 1, 2, where convergence in the first two equations is in law with respect to the compact-
uniform topology on paths. By Skorokhod’s representation theorem, we may find realizations
of all of these processes on a single probability space, such that the above convergences hold
a.s. and in addition wN → w a.s.. We note that (38) implies a local-Lipshitz bound on η†i
for i = 1, 2. Thus there are (ηi)i=1,2 such that ηi = (η
†
i )
′ a.e. and such that (110) holds for
η = η1 + η2.
One may now check that m−1N
∑[x/mN ]
j=0 ηi;j converges to
∫ x
0
ηi compact-uniformly. There-
fore, we must have for i = 1, 2, some continuous random process, ωi, such that ω
N
i ⇒ ωi a.s.
in the compact-uniform sense, and such that (111) hold for ω = ω1 + ω2.
Once such a subsequence is chosen, some powerful statements can be made about the
convergence of HN,w to Hw. The following is noted as Theorem 9 in [14], following directly
from the results of [3, 18]:
Theorem 3.2. [14] With such a joint-coupling on a single probability space, HN,wN converges
to Hw in the norm-resolvent sense a.s.
We will additionally a few more observations, which should be compared with Note 4.2
and 4.3. We recall from [3], the following norm on RN :
The proof of Theorem 3.3 will follow from the following result:
Theorem 3.3. Assume we are in a subsequence of N with joint coupling as above. If w ∈ R,
we a.s. have
JN,w,h(λ)⇒ Jw,h(λ) (65)
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compact-uniformly for λ /∈ σw(H).
If w =∞, we a.s. have
JN,w,h(λ)− 1
2
h2Nw ⇒ J∞,h(λ) (66)
for λ /∈ σ∞(H).
The proof of this Theorem is postponed to Section 3.6. We will see how it implies
Theorem 3.1.
Proof of Theorem 3.1. To establish convergence in law, it suffices to establish that every
subsequence has a further subsequence that converges to that limit in law. Thus we see
that to prove Theorem 3.1, it suffices to a.s convergence of the above quantities once we
have passed to a subsequence as above. Thus we will assume we are in such a deterministic
subsequence for the remainder of this proof. We will show that all of the convergence of
Theorem 3.1 converges hold a.s.
Let us note that by our assumptions on the distribution of (λi)
N
i=1, that HN,w a.s has
simple eigenvalues. Additionally, as the condition that e1 is not an eigenvector of HN,w is
equivalent to the condition that m2N 6= 12yN2;1mN , this also occurs a.s.. Thus we assume both
of these results hold. Thus it suffices to assume both results hold, and in particular, that
the results of Section 2 may be applied to HN,w.
For convenience, let h′N = hNmN if w = ∞, and h′N = hN if w ∈ R. Fix k ≥ 0. When
h 6= 0, let us define:
VN,w,h = {λ : J ′N,w,h(λ) = 0}. (67)
When h = 0, let VN,w,h = (λ
N
i )
N
i=1. In either case, define:
V kN,h = {λ ∈ VN,w,h : λ ∈ (−∞, λNk+1] or λ ∈ (λNk+1, λNk+2] and J ′′N,w,h(λ) > 0}. (68)
We note that by Theorem 2.1, we have that:
Crit0,k(LN,w,h) = {JN,w,h(λ) : λ ∈ V kN,w,h}. (69)
In the view of Theorem 3.3, we see that both convergences of Theorem 3.1 follow from the
statement
V kN,w,h′ ⇒ V kw,h. (70)
Remark 3.4. Infact, this shows the stronger statement that {(λ, JN,w,h′(λ)) : λ ∈ V kN,w,h′}
converges to {(λ,Jw,h(λ) : λ ∈ V kw,h} in law.
To show this, note that as JN,w,h(λ) are real meromorphic functions, we have in addition
to compact-uniform convergence that:
J
′
N,w,h′N
(λ)⇒ J ′w,h(λ) (71)
compact-uniformly in λ ∈ R− σw(H).
We now dispense with another technicality. Let us denote the event:
BN = { there is λ that solves J ′N,w,h(λ) = 0 and J ′′N,w(λ) = 0}. (72)
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In view of (27), and using our assumption on the continuity of the law of ((qi)
N
i=1, (λi)
N
i=1), it
is easy to see that P(BN) = 0. As (J
′
N,w, J
′′
N,w) converge to (J ′w,J ′′w) a.s in the compact-open
topology, we see that:
B = { there is λ that solves J ′w(λ) = 0 and J ′′w(λ) = 0} (73)
has probability 0 as well. We neglect both of these subsets.
Lemma 3.5. Let FN : I → R be a sequence of convex functions on an interval I = [a, b],
with a, b ∈ R∗, and such that FN (a) = FN(b) =∞. Assume that FN converges to a function
F , with the same properties. Let x∗ denote the unique infimum of F .
Let c ∈ R∗. If c > x∗, let y± be unique point such that F (y) = c and Sign(F ′(y)) = ±1. Then
for sufficiently large N , there exists a unique y±N such that FN (yN) = c and Sign(y
±
N) = ±1
such that yN → y.
If c < x∗, then FN(x) = c has no solutions for N large. Lastly, denoting the infimizer of F
as y∗ and the infimizers of F ∗N as y
∗
N , we have that y
∗
N → y∗
One may apply this result to the convex function ∂λ(RN,w(λ)me1, me1) on an interval
[λNi , λ
N
i+1] and the value c = (1/h
′
N)
2. This gives precisely the critical points of JN,w,h′N on
[λNi , λ
N
i+1] in the case hN 6= 0, and the values {λNi , λNi+1} otherwise. We note that while the
lemma naively doesn’t apply, as these functions are defined on different domains, this can
be dealt with a simple reparametrization as λNi → λi. This yields the following result.
For each i ≥ 1, let (νNi,j)j=1,2, denote, if such points exist, the unique points such that
νNi,j ∈ (λNi , λNi+1), with J ′N,w,h′N (ν
N
i,j) = 0, and Sign(J
′′
N,w,h′N
(νNi,j)) = (−1)j . By removing BN ,
we guarantee that these are the only critical points in (λNi , λ
N
i+1). There are similar points
(νi,j)j=1,2, with the same identities for Jw,h. Again, the exclusion of B guarantees these as
the unique critical points. For each i, there are two possible cases. In the case that (νi,j)j=1,2
exists, we have that νNi,j exists for large N , and that such that ν
N
i,j → νi,j for j = 1, 2. In
the second case, no solutions to J ′w,h = 0 exist on (λi, λi+1) and no solutions J ′N,w,h′N (λ) = 0
exist in (λNi , λ
N
i ) for N sufficiently large.
The critical points on the region (−∞, λ1] have a different characterization, following from
instead applying the lemma to the convex function (RN,w(λ)me1, me1) and tracking infimiz-
ers. By the lemma, there always exists a unique νN1 ∈ (−∞, λN1 ], such that J ′N,w,h′N (ν
N
1 ) = 0
if h′N = 0, and ν
N
1 = λ
N
1 if h
′
N = 0, and similarly a point ν1 with the same properties for
Jw,h, and such that νN1 → ν1.
Now note that for h′N , h 6= 0, we have: V kN,w,h′N = {ν
N
1 , ν
N
1;1, ν
N
1;2, . . . ν
N
k;1} and V kw,h′N ={ν1, ν1;1, ν1;2, . . . νk,1}, this establishes the lemma in the case h 6= 0. In the case of h = 0, we
consider any subsequence and prove there is a further subsequence with the convergence of
the theorem. If there is an infinite number of N such that hN = 0, choose this as a subse-
quence, and the result follows from Theorem 3.2. Otherwise, we may choose our subsequence
such that hN 6= 0 for all N . In this case, the above analysis applies to prove the lemma.
Remark 3.6. We note that in view of Theorem 2.1, V 0N,w,h′ consists of atleast one point, and
atmost two. One point always lies in (−∞, λN1 ], and the other in (λN1 , λN2 ]. The monotonicity
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of Theorem 2.1 implies that the smaller JN,w,h′ value is attained on the point in (−∞, λN1 ].
In view of Remark 3.4, we see that the same is true of Jw,h. As the critical point on (−∞, λ1]
is a supremizer on its domain by concavity, this shows that :
inf Λ0w,h = sup
λ<λw1
Jw,h(λ). (74)
3.5 Discrete Quasi-Derivatives
In this subsection, and the next, we assume we have passed to a subsequence such that the
convergence of Section 3.4 hold. We realize an expression of the above matrix ensembles in a
form more similar to our construction of H as a Sturm-Liouville operator. In particular, we
introduce a notion of discrete quasi-derivative related it to the above construction of HN,w.
We finish this subsection with a convergence theorem based on these quasi-derivatives.
We define the following operators on RN :
D
[1]
N = DN − (yN1 )× − (yN2 )×
1
2
(TN + T
∗
N);D
[2]
N = DND
[1]
N . (75)
The relation of these quasi-derivatives to the discrete operators is slightly more subtle than
in the continuum case. Heuristically, the term (HN,wv)1 = wmv1−m(Dv)1 may be thought
to be weakly enforcing the w-Robinson boundary condition, while the remaining terms of
the operator are independent of w, and form a discretization of the maximal operator. More
formally, we introduce the notation HN = T
∗
NHN,w for any choice of w. We note that as only
the first term of HN,w depends on w, this notation is well formed. We also note the following
identity:
HNv = −D[2]N v − [yN1 + yN2 2−1(TN + T ∗N )]DNv. (76)
This is in a discrete analogue of (104).
We introduce the following norm from [3]:
‖f‖2∗ = ‖
√
1 + η¯f‖2 + ‖DNf‖2. (77)
The following discrete-to-continuous convergence lemma should be compared to Lemma 2.15
of [3]. It will be crucial in the proof of Theorem 3.3.
Lemma 3.7. Let fN ∈ RN be such that ‖HNfN‖ and ‖fN‖∗ are all uniformly bounded. Then
there exists f ∈ Dmax such that, up to a subsequence, the following convergences hold:
fN converges to f compact-uniformly and in L
2, DNfN converges to f
′ compact-uniformly
and weakly in L2, and HNfN weakly converges to Hf in L2.
Before proceeding, we need the following elementary lemma.
Lemma 3.8. Let fN ∈ RN , and let f ∈ C1. Assume that fN and DNfN converge to f and
f ′ respectively, locally weakly in L2. Then fN converges to f compact-uniformly.
Proof. Let gN(x) = fN(0) +
∫ x
0
DNfN(y)dy be the piecewise-linear version of fN . This
function coincides with fN at i/mN for 0 ≤ i ≤ N , and satisfies g′N = DNfN a.e.. We note
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thus that we have that g′N → f ′ locally weakly, so that g′N is locally in L2. Thus by integrating
the inequality, |gN(x)− fN (x)| ≤ 1mN |g′N(x)|, we see that fN − gN locally converges to 0 in
L2, so that gN converges to f locally-weakly in L
2, and thus in H1. By Morrey’s Inequality,
H1(I) is a compact subset of C1/3(I) for any compact I. As the image of a weakly-convergent
sequence in a Banach space is locally strongly-convergent, gN → f in 13-Ho¨lder norm, and
thus also in the compact-uniform sense. The same argument implies that fN − gN converges
compact-uniformly to 0. Combined, these statements yield the lemma.
Proof of Lemma 3.7. By Lemma 2.15 of [3], the uniform bound on ‖fN‖∗ implies that there
exists some f ∈ L∗, and subsequence along which fN converges to f uniformly on compacts
and in L2, and such that DNfN converges weakly to f
′. Fix ℓ ∈ R∗, such that f is ℓ-
Robinson. By the Banach-Alagou Theorem, the bound on ‖HNfN‖, implies that up to
passing to a further subsequence, HNfN converges weakly in L
2 to some g ∈ L2.
By the proof of Lemma 2.16 of [3], for h ∈ C∞, with h of compact support in (0,∞), we
have that:
Hℓ(f, h) = lim
N→∞
(HN,ℓNfN , h) (78)
where ℓN = mN if ℓ =∞ and ℓN = ℓ otherwise.
It is clear that TN , T
∗
N → 1 on L2, so that TNh→ h in L2. Thus we see that:
lim
N→∞
(HN,ℓNfN , h) = lim
N→∞
(HN,ℓNfN , TNh) = lim
N→∞
(HNfN , h) = (g, h). (79)
Thus we have that:
Hℓ(f, h) = (g, h). (80)
Then by Lemma 4.6, proven in Section 4, we have that f ∈ Dℓ, and Hf = g a.e.. This
implies that HNfN weakly converges to Hf .
Now all we have to prove is the compact-uniform convergence of DNfN to f
′. To do this,
we compare the formulae:
Hf = −f [2] − yf ′ (81)
HNfN = −D[2]N fN − [(yN1 )× + (yN2 )×
1
2
(TN + T
∗
N )]DNfN . (82)
By the weak convergence of DNf to f
′ and the convergence of TN , T ∗N → 1 on L2, we see
that 1
2
(TN + T
∗
N )DNfN converges weakly to f
′ in L2. By the compact-uniform convergence
of yNi to yi for i = 1, 2, we see that have that (y
N
1 )×+(y
N
2 )×
1
2
(TN +T
∗
N))DNfN converges yf
′
locally-weakly in L2. As the left-hand size of (82) converges to (81) weakly, we see thatD
[2]
N fN
converges locally weakly to f [2]. It is clear from the above results thatD
[1]
N fN converges locally
weakly to f [1]. Thus by Lemma 3.8, we have that f
[1]
N = DNfN−(yN1 )×+(yN2 )× 12(TN+T ∗N)fN
converges to f [1] = f ′ − yf in the compact-uniform sense.
Thus to show that DNfN converges to f
′ in the compact-uniform sense, we only need to
show that −(yN1 )× + (yN2 )× 12(TN + T ∗N)fN converges to −yf = −y1f − y2f in the compact-
uniform sense. It is clear that (yN1 )×fN converges to y1f , so we only worry about the second
term. It is clear that T ∗NDNfN converges compact-uniformly to f
′ by continuity of f ′. We
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show that (yN2 )×T
∗
NfN converges to y2f in the compact-uniform sense. We note that for
x ∈ R+, we have:
|(yN2 )×T ∗NfN)(x)− y2(x)f(x)| ≤
|yN2 (x)||T ∗NfN(x)− T ∗Nf(x)|+ |(yN2 )(x)− y2(x)||T ∗Nf(x)|+ |y2(x)T ∗Nf(x)− y2(x)f(x)|
.
(83)
It is clear that the first and second terms go to zero locally-uniformly in x, so it suffices to
deal with the third term. This term admits the bound y2(x)
∫ x
x−m−1N
|f ′(y)|dy if x ≥ m−1N , and
the bound |y2(x)f(x)| if x < m−1N . As y2(0)f(0) = 0, and y2f is continuous, the supremum
of y2(x)f(x) over [0, m
−1
N ] goes to zero in N . Additionally, y2(x)
∫ x
x−m−1N
|f ′(y)|dy admits
a bound by y2(x)m
−1
N sup∈I |f ′(y)| over any compact interval I. Combining these bounds
establishes the desired compact-uniform convergence. This completes the proof.
Corollary 3.9. If fN ∈ RN , and ‖fN‖ and ‖HN,ℓNfN‖ is bounded for any choice of ℓN , then
the conclusion of Lemma 3.7 hold.
Proof. We verify the hypothesis of Lemma 3.7. As ‖HNfN‖ ≤ ‖HN,ℓNfN‖, we only need
to verify that ‖f‖∗ is bounded. We note that as, (HN,ℓNfN , fN) ≤ 12((HN,ℓNfN , HN,ℓNfN) +
(fN , fN)), we have that (HN,ℓNfN , fN) is bounded. Now we recall from Lemma 2.13 of [3],
that there are constants, c, C > 0, such that:
C‖fN‖2∗ ≤ c‖fN‖2 + ‖HN,ℓNfN‖2. (84)
This implies that ‖fN‖∗ is uniformly bounded as desired.
3.6 Proof of Theorem 3.3
As in the previous subsection, we will assume we are in the case of Section 3.4 for this
subsection. We are concerned here with the proof of Theorem 3.3. This is done by proving
convergence theorem for the first column of RN,w(λ), from which we may isolate the first
entry. Note that for any λ, there is some ℓ = ℓ(λ) and some ϕλ ∈ Dℓ, with ‖ϕλ‖2 = 1 such
that Hℓϕλ = λϕλ. This is immediate from the results of the next section (see Proposition
4.11) as for any w ∈ R∗, either λ ∈ σw(H), or these is a solution with w⊥-Robinson boundary
conditions. We have by Theorem 3.2 (see also [3]), that there are thus (vNλ , λN) ∈ RN × R,
such that ‖vNλ ‖ = 1, λN → λ, vNλ → ϕλ in L2, and:
HN,ℓNv
N
λ = λNv
N
λ . (85)
Where ℓN = ℓ if ℓ ∈ R and ℓN = mN otherwise. We will fix this notation for the rest of
this subsection, and will denote vλ = v
N
λ when N is clear. The first lemma shows that the
convergence of vλ to ϕλ is infact very strong.
Lemma 3.10. We have that vNλ to ϕλ in the modes of Lemma 3.7.
Proof. We have that (HN,ℓNvλ, HN,ℓNvλ) = |λN |2‖vnλ‖2 = |λN |2, which is bounded. Thus
along any subsequence of N , we may find a further subsequence of N , such that vNλ converges
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to ϕλ in the modes of Lemma 3.7. This establishes that v
N
λ converges to ϕλ in the modes of
Lemma 3.7.
Now we will relate the vλ to the problem at hand. We note that (85) implies that
(ℓN + y
N
1;1)mv1 −mDNv1 = λNv1. (86)
Now recalling the spike parameter, w = wN , let us assume that λ /∈ σ(HN,w), then we also
have that:
vNλ = (HN,w − λN)−1(HN,w − λN)vλ = (HN,w − λ)−1[HN,ℓN − λN + (w − ℓN)mE11]vλ (87)
(w − ℓN )(vλ)1(HN,w − λN)−1me1. (88)
Combining these observations, we obtain:
vλ = [w(vλ)1 −DNvλ −m−1λN + yN1;1]RN,w(λN)me1. (89)
We will use this observation, combined with our observed convergence of vNλ , to obtain
convergence results for RN,w(λ)me1. Our first result is for w-spiked ensembles with w ∈ R.
Lemma 3.11. Assume w ∈ R. Then for λ /∈ σw(H), RN,w(λ)me1 converges to ϕwλ in the
modes of Lemma 3.7.
Proof. We note that as λ /∈ σw(H), we have that λ /∈ σ(HN,w) for large enough N by
Theorem 3.2. Assume we are in such a case for the remainder of the proof. We note that by
Lemma 3.10, we have that:
wN(v
N
λ )1−DN(vNλ )1 −m−1N λN + yN1,1 → wϕλ(0)− ϕ′λ(0). (90)
As λ /∈ σw(H), the latter quantity is nonzero. Thus we obtain by (89) that RN,w(λN)me1
converges to ϕλ/(wϕλ(0)−ϕ′λ(0)). This is an eigenfunction of H of the same eigenvalue and
boundary conditions as ϕwλ , and thus are multiples of each other by simplicity of the spectrum
(See Lemma 2.7 of [3]). As no multiple of a function satisfying the w⊥-Robinson boundary
conditions satisfies w⊥-Robinson boundary condition, we see that ϕλ/(wϕλ(0)−ϕ′λ(0)) = ϕwλ .
Now we need to show that RN,w(λ)me1 converges to ϕ
w
λ . To do this, we note the following
the application of the first resolvent identity:
RN,w(λ)me1 − RN,w(λN)me1 = (λ− λN)RN,w(λ)RN,w(λN)me1. (91)
Denote uN = RN,w(λN)me1. We note that:
‖RN,w(λ)uN‖ ≤ 1
d(λ, σ(HN,w))
‖uN‖. (92)
As d(λ, σ(HN,w)) → d(λ, σ(Hw)) 6= 0 by Theorem 3.2, and ‖uN‖ → ‖ϕwλ ‖, the latter is
bounded uniformly in N . We also have that:
‖HN,wRN,w(λ)uN‖ ≤ ‖λRN,w(λ)uN‖+ ‖uN‖. (93)
Both of which are uniformly bounded in N . Thus by Corollary 3.9 and (91), we have
that RN,w(λ)me1 − RN,w(λN)me1 converges to 0 in the modes of Lemma 3.7. This and the
convergence of RN,w(λN)me1 to ϕ
w
λ completes our proof.
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Lemma 3.12. Assume w = ∞. Then for λ /∈ σ∞(H), RN,w(λ)wme1 converges to ϕ∞λ in
the modes of Lemma 3.7.
Proof. As in Lemma 3.11, we may choose N large enough that (vNλ )1 6= 0 and wN 6= 0. We
write:
(vNλ )1 = [(v
N
λ )1 −DN(vNλ )1/w −m−1λ/w + yN1,1/w]RN,w(λ)wme1 (94)
so that [v1 −Dnv1/w −m−1λ/w + yn1,1/w] ⇒ ϕλ(0) by Lemma 3.10 and the growth of wN .
With this modification, the proof of Lemma 3.11 works exactly.
We now complete proceed with the proof of Theorem 3.3.
Proof of Theorem 3.3. Let us first assume we are in the case that w ∈ R. It suffices to prove
that:
(RN,w(λ)me1, me1)⇒ ϕwλ (0) (95)
compact-uniformly in λ ∈ R− σw(H).
We note that (RN,w(λ)me1, me1) = (RN,w(λ)me1)1. Thus we have that, pointwise in
λ, (RNw(λ)me1)1 → ϕwλ (0) by Lemma 3.11. To show that this pointwise convergence is
compact-uniform, if suffices to show compact-uniform convergence of the derivatives. This is,
we must show compact-uniform convergence of ‖RN,w(λ)me1‖ to ‖ϕwλ‖ in λ (see Proposition
4.11). The pointwise convergence of this sequence follows from Lemma 3.11. By the Arzela`-
Ascoli Theorem, to show compact-uniform convergence, it suffices to establish equicontinuity
of the family RN,w(λ)me1) on compact subsets of R− σw(H). For this, note that:
|(‖RN,w(ζ)me1‖ − ‖RN,w(λ)me1‖)| ≤ ‖RN,w(ζ)me1 −RN,w(λ)me1‖. (96)
Thus by applying (91), we have:
‖RN,w(ζ)me1 − RN,w(λ)me1‖ ≤ |ζ − λ|
d(ζ, σ(HN,w))
‖RN,w(λ)me1‖. (97)
We have that d(ζ, σ(HN,w)) → d(ζ, σ(Hw)) compact-uniformly in ζ by Theorem 3.2. This
and the pointwise convergence of ‖RN,w(λ)me1‖ establishes equicontinuity. This concludes
the proof of the case w ∈ R.
Now assume that w =∞. It suffices to prove that:
(RN,w(λ)wme1, wme1)− w ⇒ (ϕ∞λ )′(0) (98)
compact-uniformly in λ ∈ R− σ∞(H).
We first show pointwise convergence. As (vNλ )1 → ϕλ(0) 6= 0, we have that (vNλ )1 6= 0
for large enough N , which we will henceforth assume. Thus, we note that by (89), we have
that:
(RN,w(λ)wme1, wme1) =
w(RN,wwme1)1 = w + (v
N
λ )
−1
1 [(DNv
N
λ )1 +m
−1λ− yN1;1](RN,w(λ)wme1)1
. (99)
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We also note that
(vNλ )
−1
1 [(DNv
N
λ )1 +m
−1λ− yN1;1](RN,w(λ)wme1)1 → ϕλ(0)−1ϕ′λ(0) = (ϕ∞λ )′(0). (100)
Together these establish the desired pointwise convergence. The proof of uniform convergence
now proceeds identically to the case of w ∈ R.
4 Preliminaries on Stochastic Schrodinger Operators
In this section, we will establish some technical results used in Section 3. We start by recalling
and reformulating the stochastic Schrodinger operators introduced in [18], and additionally
studied in [3]. These operators are heuristically of the form
H = − d
2
dx2
+ y′ (101)
with y ∈ C0, where y will additionally be taken to satisfy y(0) = 0 and some growth
conditions (See (110) and (111)). These operators occur as “continuum limits” of families
of tridiagonal matrix ensembles (see [18] for a rigorous statement). We will show that the H
admit an description as a self-adjoint operator on L2, whose eigenpairs coincide with that of
[3, 18].
The case of y = 1
2
x2+
√
2
β
Bx, where Bx is a standard Brownian motion, is the β-stochastic
Airy operator introduced above. See [3, 18] for the basic properties of the eigenvalue problem
of this operator, and it’s relation to edge statistics of the β-Hermite ensemble. In this case
our main theorem was proven by [15], whose work we build on.
4.1 Definition of H as a Sturm-Liouville Operator
In this subsection we will review the definition of H in the framework of [9]. In particular,
we will review the relevant quasi-derivatives, are crucial to both the definition of the domain
of the operator, and also our analysis of the discrete-to-continuous convergence.
We will first show how the heuristic formula (101) fits into the scheme of [9]. First we
note the formal identities:
H = − d
dx
(
d
dx
− y)− y d
dx
= − d
dx
(
d
dx
− y)− y( d
dx
− y)− y2. (102)
In particular, with the following notation
d[1]
dx[1]
=
d
dx
− y; d
[2]
dx[2]
=
d
dx
d[1]
dx[1]
(103)
we have that
H = − d
[2]
dx[2]
− y d
dx
= − d
[2]
dx[2]
− y d
[1]
dx[1]
− y2. (104)
The rightmost side of (104) is of the form of 1.1 of ([9]). The quantities d
[i]
dx[i]
are the “quasi-
derivatives” of the problem as in [9]. We will denote f [i] := d
[i]
dx[i]
f . We define the following
domains on which H act:
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Definition 4.1.
Dmax := {f ∈ H1loc ∩ L2 : f [1] ∈ H1loc,Hf ∈ L2} (105)
Dw := {f ∈ Dmax : wf(0) = f ′(0)}; w ∈ R (106)
D∞ := {f ∈ Dmax : f(0) = 0} (107)
Dlocmax := {f ∈ H1loc ∩ L2loc : f [1] ∈ H1loc,Hf ∈ L2loc} (108)
and similarly for for Dlocw .
The significance of these subspaces is that the variousDw will serve as the various domains
of self-adjointness for the operator H. The proof of this fact is postponed to the next
subsection. We will use H without mention of boundary conditions to refer to the operator
considered on Dmax, with definition given by (104). We will notate Hw := H|Dw when it is
appropriate. We note that H coincides with the “Maximal Operator” of (104), and so in
particular it is closed by Theorem 3.4 of [9]. We will abuse notation and denote by H the
linear functional on Dlocmax and similarly for Dlocw .
We will for w ∈ R, refer to the condition wf(0) = f ′(0) as the w-Robinson condition.
We will also refer to the condition f(0) = 0 as the ∞-Robinson condition.
4.2 Self-Adjointness ofHw and The Distributional Eigenvalue Prob-
lem
Having taken our definition of H as an operator, we show that the eigenvalue problem for
Hw coincides with the eigenproblem of [3], which we recall below. In the proof of this, we
will also show that Hw is self-adjoint.
Assume that there is η ∈ L1loc, and ω ∈ C0 with η(0) = ω(0) = 0 such that we have:
y(x) =
∫ x
0
η(z)dz + w(x). (109)
Moreover, we assume that there exists unbounded, non-decreasing, continuous functions
η¯(x) > 0, ζ(x) ≥ 1, as well as a constant κ ≥ 1, such that:
η¯(x)/κ− κ ≤ η(x) ≤ κ(η¯(x) + 1) (110)
|w(x)− w(ξ)|2 ≤ κ(1 + η¯(x)/ζ(x)) (111)
for all x, ξ ∈ R with |x− ξ| ≤ 1. We define the weighted-Sobolev norm:
‖f‖2∗ = ‖f
√
(1 + η¯)‖2 + ‖f ′‖2 (112)
and denote the corresponding Hilbert Spaces as
L∗ = {f ∈ H1loc : ‖f‖∗ <∞}. (113)
We will denote L∗w = L
∗ for w ∈ R, and L∗∞ = {f ∈ L∗ : f(0) = 0}. We will do the same for
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other function spaces. We now define, for w ∈ R∗ and f, g ∈ C∞w :
Hw(f, g) = (f ′, g′)− ((fg)′, y) + wf(0)g(0) (114)
where the last term is omitted if w =∞. We recall the key properties of this bilinear form
(established as Fact 2.1 and Lemma 2.3 of [3] respectively)
Note 4.2. Every L∗w-bounded sequence has a subsequence converging in all the following
modes: weakly in L∗, compact-uniformly, and in L2.
Note 4.3. For each w ∈ R∗, we have a unique, continuous, symmetric extension of Hw to
(L∗w)
2. Moreover, we have constants c, C > 0 such that:
c|f |2∗ − C|f |2 ≤ Hw(f, f) ≤ C|f |2∗. (115)
We see from these thatHw is lower semi-bounded, closed, and completely-continuous with
respect to L2w. By polarization, such bilinear form gives an unbounded operator on L
∗
w. In
particular by Theorem VIII.15 of [20] we have that there is such a bounded-below, self-adjoint
unbounded operator Hw giving this bilinear form. The domain of this operator, denoted by
Dw, consists of functions, f ∈ L∗w, such that there is g ∈ L2, with Hw(f, h) = (g, h) for all
h ∈ L∗w ( or equivalently, h ∈ C∞w ). The operator is defined on this domain by Hw(f) = g.
The assumption of complete continuity implies that the spectrum of Hw has pure-point
spectrum by Theorem XIII.64 of [21]. We have the following observation:
Note 4.4. We have that the distributional eigenvalue problem for Hw, as in Definition 2.4
of [3], coincide with the eigenvalue problem of Hw. In particular, they both may be defined
as pairs (f, λ) ∈ L∗w × C, such that for any h ∈ C∞w we have:
Hw(f, h) = λ(f, h). (116)
We note as a corollary of this identification, Hw has a simple spectrum (See Lemma 2.7 of
[3]).
We now need to relate the operator Hw to the Sturm-Liouville operator Hw defined
above. This is done in the following proposition:
Proposition 4.5. For w ∈ R∗, we have that Hw = Hw.
Additionally, for f ∈ Dmax and g ∈ L∗w we have that:
Hw(f, g) = (Hf, g) + (f ′(0)− wf(0))g(0); w ∈ R. (117)
While for w =∞, and f(0) = 0, we have: H∞(f, g) = (Hf, g).
The latter statements of Proposition 4.5 follow easily from integration by parts, so we
focus on proving that Hw = Hw, which constitute the remainder of this subsection.
We begin by proving that Hw ⊆ Hw, which follow from the following slightly stronger
result:
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Lemma 4.6. For w ∈ R∗, assume we have f ∈ L∗ satisfying w-Robsinson boundary con-
ditions, and g ∈ L2 such that Hw(f, h) = (g, h) for all h ∈ C∞, such that h has compact
support in (0,∞). Then we have f ∈ Dw and Hwf = g.
Before proving this we recall the following useful criterion, which occurs as Lemma 2 of
[15].
Lemma 4.7. [15] Let α ∈ L∞loc, and let γ ∈ L1loc. Then if∫ ∞
0
h(t)α(t)dt =
∫ ∞
0
h′(t)γ(t)dt (118)
for all h ∈ C∞, with support compactly contained in (0,∞), then α ∈ H1loc and −α′ = γ
holds a.e.
Note 4.8. This statement slightly differs from that of Lemma 2 of [15], but follows imme-
diately from the proof.
Proof of Lemma 4.6. For h ∈ C∞ of compact support in (0,∞), we note that Hw(f, h) =
(g, h) may be rewritten as:∫ ∞
0
[f [1](t)h′(t))]dt =
∫ ∞
0
[g(t)h(t)− y(t)f ′(t)h(t)]dt. (119)
Thus by the preceding lemma we have that f [1] ∈ H1loc and −f [2] = y(t)f ′ + g(t) a.e., or
equivalently, Hf = g.
Now to show the reverse inclusion, it suffices to show that Hw is self-adjoint, as we may
apply the adjoint map to the previous inclusion. To do this, we will employ the results and
methods of Sturm-Liouville Theory.
To do this we will make use of the notation of an operator being Limit Circle (l.c) or
Limit Point (l.p) at a boundary point (see pg.11 of [9]). In particular by Theorem 6.2 of [9],
to demonstrate that Hw is self-adjoint, it suffices to show that the operator is l.c at zero and
l.p at ∞. The regularity of y at 0 implies that the operator is l.c at zero (See Theorem 4.1
of [9]), so we are left with proving that it is l.p at ∞. We recall two classical results from
the theory of Sturm-Liouville operators:
Theorem 4.9. (Theorem 11.7, [9]) Let L be Sturm-Liouville operator on [0,∞), that is
regular at 0. If any eigenfunction of a Sturm-Liouville operator has a finite number of zeros,
then L is l.p at ∞.
Theorem 4.10. (Theorem 11.13,[9]) Let L a Sturm-Liouville operator that is bounded-below
on compactly-supported functions in its domain. Then there is α, such that λ < α, L − λ
possess solutions that have finitely many zeros.
We define Dc = {f ∈ Dmax : Supp(f) is compact in (0,∞)}. We write H′ for the restric-
tion of H to Dc. We see that in view of the previous two theorems, it suffices to prove that
H′ is lower-bounded. To do so, if suffices to show that Dc ⊆ D0, as H0 is lower-bounded.
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Now let T > 0, and consider
DT = {f ∈ H1([0, T ]) ∩ L2([0, T ]) : f [1] ∈ H1([0, T ]),Hf ∈ L2([0, T ]), f ′(0) = f(T ) = 0}.
(120)
Let HT be the operator give by (104) on DT . As y is regular around T (See Theorem 4.1 of
[9]), we see that H is l.p at T , so that HT is self-adjoint. Considering the restriction, HT ,
of H0 to functions with support in [0, T ], we see that HT ⊆ HT , and so by self-adjointness
of both of these operators, HT = HT . Thus DT ⊆ D0. But Dc =
⋃
T>0DT , so we have that
Dc ⊆ D0. This completes the proof of Proposition 4.5.
4.3 Weyl Solutions for H
The remainder of this section will be spent defining families of eigenfunctions that are im-
portant to our analysis. These families of eigenfunctions are quite old, originally appearing
in the foundational works of Weyl-Titchmarsh Theory.
For w ∈ R, we define the w⊥-Robinson condition to be: wf(0)+1 = f ′(0). This is chosen
so that when g satisfies the w-Robinson Boundary Conditions with g(0) = 1, and f satisfies
the w⊥-Robinson Condition, we have W (g, f) = 1, where here
W (g, f) = g(0)f ′(0)− g′(0)f(0) (121)
denotes the Wronskian. For w = ∞, we will refer to the condition f(0) = 1 as the ∞⊥-
Robinson condition. It is chosen so that W (g, f) = 1 when g is ∞-Robinson and g′(0) = 1.
We recall that a function, f : R→ R, is called real meromorphic, if it is the restriction of a
meromorphic function. Let us denote σw(H) = σ(Hw). We have the following result:
Proposition 4.11. For each w ∈ R∗, there is a unique real meromorphic family in λ of
w⊥-Robinson functions ϕwλ ∈ Dmax, which solve the equation Hϕwλ = λϕwλ . This family has
simple poles precisely at σw(H). Moreover we have:
∂λϕ
w
λ (0) = ‖ϕwλ‖2; w ∈ R (122)
∂λ(ϕ
∞
λ )
′(0) = ‖ϕ∞λ ‖2. (123)
Proof. As our operator is l.c. at 0, by the proof of Theorem 8.4 of [9], there exists real entire
families of solutions ϕwλ , θ
w
λ ∈ Dmaxloc satisfying the following conditions:
ϕwλ (0) = 1, (ϕ
w
λ )
′(0) = w; θwλ (0) = 0, (θ
w
λ )
′(0) = 1;w ∈ R (124)
ϕ∞λ (0) = 0, (ϕ
∞
λ )
′(0) = 1; θ∞λ (0) = 1, (θ
∞
λ )
′(0) = 0. (125)
We note that these satisfy, for any w ∈ R∗:
W (ϕwλ , ϕ
w
ζ )) = W (θ
w
λ , θ
w
ζ ) = 0;W (θ
w
λ , ϕ
w
ζ ) = 1. (126)
In particular, we are in the case of Hypothesis 8.1 of [9]. Thus by Theorem 8.2 (and the
preceding discussion) for each w ∈ R∗, there exists a real meromorphic function mw, with
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simple poles at σw(H), such that:
mw(λ)ϕ
w
λ + θ
w
λ (127)
is a real meromorphic family of L2-eigenfunctions, with simple poles at σw(H), with w⊥-
Robinson initial Condition. We may take this function as our definition of ϕwλ .
Now we prove the differential equalities. We see that for w ∈ R, we have mw(λ) = ϕwλ (0)
and m∞(λ) = (ϕ∞λ )
′(0). This transforms the differential equalities into ∂λmw(0) = ‖ϕwλ ‖2.
We note that as mw is real on R, we have that:
∂λmw(λ) = lim
ǫ→0
Im(mw(λ+ iǫ))
ǫ
= ‖ϕwλ‖2 (128)
where the final equality follows from Corollary 8.5 of [9].
Remark 4.12. As remarked in the introduction, the function ϕwλ are in-fact quite classi-
cal. Namely, ϕwλ is known as the Weyl solution (corresponding to w-Robinson boundary
conditions), with mw(λ) being the Weyl-Titchmarsh m-function. This function occupies a
distinguished role in the theory of Sturm-Liouville operators, namely as the Stieltjes trans-
form of the spectral measure (See Lemma 9.1 of [9]).
Remark 4.13. We remark on the following distributional identities
(Hw − λ)ϕwλ = δ; w ∈ R (129)
(H∞ − λ)ϕ∞λ = δ′ (130)
These identities, while distributional, serve as an important motivation for the study of such
functions. Let us denote Rw(λ) := (Hw−λ)−1. Then we see that we have that Rw(λ)δ = ϕwλ
and R∞(λ)δ′ = ϕ∞λ , again interpreted in the distributional sense.
This interpretation of the resolvent term is the foundation of our convergence analysis for
this term in the Langragian-Dual problem. Furthermore, one may look at ( 124) and ( 125)
as heuristically following from differentiating these resolvent identities.
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