Abstract. We consider coactions α of unital Hopf C * -algebras on finite dimensional C * -algebras D. If α satisfies a Perron-Frobenius type condition the basic construction applies and produces a certain coaction α ∞ . We study the α ∞ -equivariance properties of the generators of the annular category. The space of fixed points of α ∞ is shown to be a "twisted" subalgebra of the C * -planar algebra P (D) associated to D.
Introduction
The coloured planar operad P is introduced in [J1] . An element of P is a planar diagram having an "output" disc with 2k marked points and a finite number of "input" discs with 2k i marked points each, plus non-crossing strings joining pairs of marked points. The diagrams are subject to some orientation conditions and are considered up to smooth isotopy. The operad structure is given by gluing of diagrams. If D is a finite sum of matrix algebras a statistical mechanical sum associates to each diagram in P a certain multiplinear map from D ⊗k 1 × . . . × D ⊗ks to D ⊗k . Gluing of diagrams corresponds to composition of multilinear maps and the sequence of spaces D ⊗k is an algebra over the coloured operad P. More generally, a planar algebra is a sequence of vector spaces P k with a P-algebra structure. There is a key assumption on the spaces P k , stating that they must be finite dimensional. Another important assumption to be made is that scalars are complex numbers and that the action of P has certain positivity and spherical invariance properties. See [J1] , [J2] , [J3] , [BJ] .
Let H be the involutive complex Hopf algebra associated to a compact matrix pseudogropup ( [W1] ). Let D be a finite-dimensional C * -algebra and let α : D → D ⊗ H be a coaction. If α leaves invariant a linear form, the basic construction applies and produces a certain coaction α ∞ : D ⊗∞ → D ⊗∞ ⊗ H. It is known from the correspondence between planar algebras and standard λ-lattices and subfactors ([P1] , [P2] , [J1] ) and from [B1] , [B2] , [D] , [I] , [L] , [Sa] , [Sz] that in most cases of interest the space Q(α) of fixed points of α ∞ is a spherical C * -planar algebra. In this paper we consider coactions satisfying a Perron-Frobenius type condition and we use algebraic methods to show that Q(α) is a spherical C * -planar algebra. In 1. we apply the basic construction. In the planar algebra setting it is convenient to use bases and indices and wo do it right from the beginning. This requires a normalisation of the coefficients of α. We choose the one which makes the spin factor behave uniformly at even and odd levels. The corresponding corepresentation is not unitary but the action of * on its coefficients has a simple pictorial form.
In 2. we study the α ∞ -equivariance property of the shift operators J n . When H is commutative J n is α ∞ -equivariant. In the case where the square of the antipode S 2 is the identity the difference α ∞ J n − (J n ⊗ id)α ∞ has coefficients in the commutator ideal of H and one can use the trace property of the Haar integral to make vanish the commutator. In the case S 2 = id the modular group of the Haar functional doesn't make dissapear all parameters, but an operator J q n is introduced and we have J n Γ ∞ = Γ ∞ J q n , where Γ ∞ is the projection onto the fixed points of α ∞ . This shows that J n sends fixed points of α ∞ to fixed points of α ∞ .
In 3. and 4. we prove that under suitable assumptions the space of fixed points of α ∞ is a spherical C * -planar algebra. When S 2 is the identity this is a subalgebra of the depth one planar algebra P (D) constructed in [J2] by using a certain statistical mechanical sum. In the general case the partition function comes from a standard λ-lattice via the "bubbling"construction in [J1] .
The basic construction for a coaction
Let D be a finite dimensional C * -algebra and let ϕ : D → C be a positive linear form. Let H = (H, m, u, ∆, ε, S, * ) be the complex Hopf * -algebra associated to a compact matrix pseudogroup ([W1]). A coaction of H on D is a morphism of * -algebras α : D → D ⊗ H which is coassociative and counital.
The coaction preserves ϕ if (ϕ ⊗ id)α = ϕ(.)1. Choose a system of matrix units X ⊂ D making ϕ diagonal, with the following multiplication convention.
Let q i be the fourth roots of the weights of ϕ, chosen positive.
Any linear map β : D → D ⊗ H can be written as
with the sum is over all elements ( l k ) of X. It is convenient to define the coefficients W ( l k j i ) for all indices i, j, k, l, by saying that they are equal to zero if ( Proof. By using the defining formula of α we get
for any i, j, k, l, i.e. if and only if U satisfies (ε). We have
we get that α is multiplicative if and only if ( • m) holds. We have
so α is involutive if and only if ( * ) holds. It remains to prove that if (ε), (∆), (u • ), (
• m) are satisfied, then (S), (m • ) and ( • u) are equivalent. First, by applying S to (u • ) we get that (S) implies (
• u).
Assume that ( • u) holds. By combining it with ( • m) we get
and this can be rewritten in the following form.
If e xy with x, y ∈ X is the system of matrix units in L (D) we get
On the other hand, conditions (ε) and (∆) say that U ∈ L(D) ⊗ H is a corepresentation, i.e. that it satisfies
so by considering (id ⊗ E)U with E given by the Hopf algebra axiom
we get that (id ⊗ S)U is an inverse for U. Thus the above formula gives (id ⊗ S)U, and by identifying coefficients we get (S). Thus ( • u) implies (S). It remains to prove that (S) is equivalent to (m • ). Assume that (S) is satisfied. Then
On the other hand by applying S to the right term of ( • m) we get
By using ( • m) we get after cancelling q's that
and this is (m • ). Finally, the proof of (m • ) implies (S) is similar to the proof of ( • u) implies (S). Indeed, by combining (m • ) and (u • ) we get
and this gives a right inverse for U, hence the formula (S) for the antipode.
For any n the set X n is a basis of the linear space D ⊗n . With "loop" notations
for this basis, depending on the parity of n, the linear extension of
is an associative multiplication on D ⊗n . Together with the antilinear extension of
⊗2 is a matrix algebra. In fact the algebras D ⊗n are obtained from D by performing the basic construction to the inclusion C ⊂ D. See [GHJ] . We use for D ⊗n the same conventions for sums etc. as those for D.
Conditions (ε) and (∆) show that the matrix
is a corepresentation, so we can consider its tensor powers.
Let U n be the matrix of coefficients of u ⊗n , defined by
where the weights are given by the function
Proof. The tensor powers of u are given by
and this gives the formula of U n . More precisely, we have U 1 = U and
Since ε and ∆ are multiplicative, (ε) and (∆) for U imply (ε) and (∆) for U 2 .
Since S and * are antimultiplicative, (S) and ( * ) for U imply (S) and ( * ) for U 2 .
By using ( • m) and (
Since ε and ∆ are multiplicative, (ε) and (∆) for U imply (ε) and (∆) for U 3 .
Since S and * are antimultiplicative, (S) and ( * ) for U imply (S) and ( * ) for U 3 .
By using (
The proof for arbitrary n even is similar to the proof for n = 2 and for arbitrary n odd, to the proof for n = 3.
The case of adjoint coactions α = ad(v) is discussed in [B1] . The coactions α n are adjoint to the alternating tensor products between v and its canonical dual. This is not clear from the quite complicated formula in proposition 1.1, so briefly discuss now basic construction in this case. Let v ∈ M s ⊗ H be a s-dimensional unitary corepresentation of H, that is, a matrix satisfying the following conditions.
The contragradient corepresentation is (t⊗S)v, where t is the transposition of matrices. The double contragradient is (id⊗S
is an algebra isomorphism between M 
If this condition is satisfied, the tensor powers of ad(v) are given by
. . )Φ n with n terms in the tensor product, where v is the corepresentation dual to v
and where "ad" is taken with respect to the usual multiplication of
)v, with the basis of M s chosen such that v is unitary and Q > 0 is diagonal. See [W1] .
Proof. We have (id ⊗ S)v = v −1 , so by using a basis ad(v) is given by
Thus the element U corresponding to α = ad(v) as in lemma 1.1 is
By applying the antipode we get
so condition (S) is satisfied if and only if the following equality holds
l v jl )a must be zero for any a in the left ideal generated by the coefficients of the contragradient corepresentation. Since corepresentations are invertible, the ideal contains 1, so (S) is equivalent to
l v jl for any j, l as claimed. If so, the coaction ad(v) n is given by
The dual corepresentation is given by v ij = q
where v ? = v if n is odd and v ? = v if n is even. By using the antimultiplicativity of S and the above formula (S) we see that the right terms of the above two formulae are equal. Thus ad(v) n is equal to ad(v n ), with
and this shows that ad(v n ) is equal to (Φ
Weakly equivariant operators
Lemma 2.1. The following linear maps
where
Proof. The coactions α 2 and α 3 are given by the following formulae.
By using (m • ) we get that I 2 is α ∞ -equivariant.
By using (u • ) we get that I 3 is α ∞ -equivariant.
By using (u • ) twice we get that e 2 is α ∞ -equivariant.
By using (m • ) twice and (u • ) we get that e 3 is α ∞ -equivariant.
Let h : H → C be the Haar integral constructed in [W1] . This is a unital linear form having the following "bi-invariance" property. (D ⊗n ) and its image are the fixed points of α n . This follows from the computation
The interest in this notion is that it makes the following diagram factorise.
We say that an operator T is "weakly α ∞ -equivariant" if the pair (T, T ) is weakly α ∞ -equivariant. This happens for instance if T is α ∞ -equivariant, because we can glue the α ∞ -equivariance diagram of T to the following trivial diagram.
The following linear map, called modular map of ϕ
, which satisfies h(ab) = h(bσ(a)) for any a, b.
Lemma 2.2. Assume that the following "modularity" condition is satisfied.
The following pair of maps is weakly α ∞ -equivariant.
(ii) If ϕ has the trace property ϕ(ab) = ϕ(ba) then J n is weakly α ∞ -equivariant.
Proof. (i) By using the formulae of α and θ we get
so the modularity condition is equivalent to the following condition (σ).
By using the formula of J q n we get
with Z given by the following formula.
By applying the Haar integral to Z we get
with T given by the following formula.
By using (σ), (m • ) and (u • ) we can compute T .
Thus by applying id ⊗ h to the formula of α n+1 J q n we get
so the weak α ∞ -equivariance diagram commutes.
(ii) In terms of weights, the fact that ϕ is a trace means that q (iii) The Haar integral and its modular map are used in proof of (i) for rotating a product of elements of H. If H is commutative its product does the same job.
We have all ingredients needed for the case of trace-preserving coactions. Let P be the coloured planar operad constructed in [J1] . A planar algebra is a sequence of vector spaces P = P ± 0 , P 1 , P 2 , P 3 , . . . with a coloured operad morphism π : P → Hom(P ), where Hom(P ) is the coloured operad of multilinear maps between P n 's. If Q n ⊂ P n is a sequence of subspaces, the restriction of multiplinear maps between P n 's to multilinear maps between Q n 's is a partially defined coloured operad morphism Res : Hom(P ) → Hom(Q). If the domain of Res contains the image of π the composition of Res and π makes Q a planar algebra, called subalgebra of P .
The annular category A is defined as follows. The objects are the positive integers and the space A(i, j) of arrows from i to j is formed by tangles in P with "output" disc having 2j marked points and one "input" disc, having 2i marked points. Composition of arrows is given by gluing of annuli. The restriction of π to A is a morphism from A to the category L(P ) having as arrows from i to j the linear maps from P i to P j .
Let (D, ϕ) be as in 1. and assume that ϕ has the trace property ϕ(ab) = ϕ(ba). Let π : P → Hom(P (D, ϕ) ) be the planar algebra associated to the bipartite graph of D, with spin vector a → ϕ(1 a ). The sequence of vector spaces of P (D, ϕ) will be canonically identified with the sequence of tensor powers of D. See [J2] . (ii) The spaces of fixed points of the coactions α n form a subalgebra of P (D, ϕ).
Proof. (i) Gluing of commutative diagrams shows that weak α ∞ -equivariance is stable by composition, so the annular tangles whose image by π are weakly α ∞ -equivariant from a subcategory B ⊂ A. We want to prove that B = A. Consider the inclusion tangle in A(n − 1, n), expectation tangle in A(n, n − 1), Jones projection tangle in A(0, n) and shift tangle in A(n−1, n+1) (see [J1] for pictures). By [J2] their images by π are given by the formulae in lemma 2.1 and lemma 2.2, suitably rescaled. Lemma 2.1 shows that the first three tangles are in B. In terms of weights, the fact that ϕ is a trace means that q i depends only on the matrix block containing ( i i ), so the spin factor in the formula (S) of the antipode cancels. In particular the square of the antipode is the identity on the coefficients of α, and by replacing H with its * -subalgebra generated by these coefficients we may assume that S 2 = id. By [W1] the Haar integral is a trace, so the modularity condition in lemma 2.2 is satisfied. Thus the shift tangle is in B.
The sets A(0, n) of Temperley-Lieb tangles being generated by inclusions and Jones projections, they are in B. For x, y ∈ A(0, n) let M(x, y) ∈ A(n, n) be the 3-multiplication n-tangle of P with the upper circle filled with y and the lower circle filled with x. The corresponding linear map is M (x, y) : p → xp y and since fixed points of α n are stable under multiplication, M(x, y) is in B.
Let T ∈ A(i, j). By using boxes instead of discs, as in [J1] , isotope T , then cut it horizontally in three parts such that the middle part contains the inner box plus vertical strings only. By adding contractible circles at right, we can arrange such that the number of points on the middle cuts is greater than j. By adding more contractible circles at right, each of them consisting of "up" and "down" semicircles plus two outside "expectation" strings connecting them, we get an equality of the form T ••...• = EM(x, y)IJ, where I is a composition of inclusion tangles, J is a composition of shift tangles, E is a composition of expectation tangles, x and y are in A(k, k) for some big k and T ••...
• is obtained from T by adding contractible circles. Thus T ••...
• is in B, so T is in B. Same proof works for the second part, with "weak α ∞ -equivariant" replaced by "α ∞ -equivariant".
(ii) Since weakly α ∞ -equivariant maps send fixed points to fixed points, part (i) shows that π(A) is in the domain of Res. By proposition 1.18 in [J1] this implies that π(P) is in the domain of Res and this proves the first assertion.
Twisted structure
We assume that ϕ is a δ-form, in the sense that ϕ(1) = 1 and T r(B −4 ) = δ 2 for any matrix block B of the unique Q such that ϕ = T r(Q 4 .). See [B3] for examples and comments. In terms of the basis, the unitality of ϕ translates into the following formula ( ‡). By using δ we define normalised forms, expectations and Jones projections by
where ±1 = (−1) n . Define also a linear form ψ 2 by
The modular map θ n of ϕ n is given by the following formula (see 2.).
In this section we prove the following technical result.
Proposition 3.1. If Q n ⊂ D ⊗n is a sequence of C * -algebras satisfying (1) I n (Q n−1 ) ⊂ Q n , E n (Q n ) ⊂ Q n−1 , J n (Q n−1 ) ⊂ Q n+1 and e n ∈ Q n for any n.
(2) θ n (x) = x for any x ∈ Q n and any n. (3) ϕ 2 (x) = ψ 2 (x) for any x ∈ Q 2 . then there exists a unique C * -planar algebra structure on the sequence Q n such that the inclusions, shifts, traces, expectations and Jones projections are the restrictions of I n , J n , ϕ n , E n and e n . This C * -planar algebra is spherical and of modulus δ.
This will be proved by using the "bubbling" result in [J1] applied to a certain lattice of C * -algebras satisfying the axioms in [P2] . For checking the axioms we have to verify all relevant formulae satisfied by I n , J n , ϕ n , E n and e n . This kind of computation appears in many places in the subfactor literature, see e.g. [GHJ] or [JS] . In this paper the set of parameters is somehow maximal, so we will give self-contained complete proofs for everything. It is possible to use some Hopf algebra dualities in order to cut from computations, but this rather complicates things and we prefer to use the obvious symmetries only. In fact, the interesting thing would be to have an explicit construction of the partition function, as in [J2] and we don't know if this is possible. Note also that all formulae to be verified are irrelevant once the result is proved, because they can be easily verified on pictures.
We first associate to D and to the numbers q i a system of C * -algebras satisfying some of Popa's axioms. Define linear maps
by the following formulae in terms of the basis.
These are inclusions of C * -algebras.
Lemma 3.1. We have J + n J − n = J n and the following diagram (I) commutes
where the symbols id ⊗ I 0 and J + 0 denote the unital embedding of C into D.
Proof. The first assertion follows from the following computation.
The commutation of the n-th square in the first row follow from
The commutation of the n-th square in the second row follow from
From vertical 2-periodicity we get that the whole diagram is commutative.
Define linear maps
Lemma 3.2. The linear maps in the following diagram (E)
are unital bimodule morphisms with respect to the inclusions in (I).
Proof. The unit for the multiplication of D ⊗n is
By using ( †) we get that E 2n is unital.
By using ( ‡) we get that E 2n+1 is unital.
By using ( †) we get that E + n is unital.
By using ( ‡) we get that E − n is unital.
The right bimodule property for E n can be checked as follows.
The proof of the other formula E n (xI n (y)) = E n (x)y is similar. For E − n we have
The proof of the other formula
The proof of the other formula E
Lemma 3.3. Consider the sequence of elements e n . (i) We have e 2s = J 2s−1 J 2s−3 . . . J 5 J 3 (e 2 ) for any s.
(ii) We have e 2s+1 = J 2s J 2s−2 . . . J 6 J 4 J + 2 (d 2 ) for any s, with d 2 given by
The sequence e n defines a representation of the Temperley-Lieb algebra of modulus δ on the inductive limit of the algebras in the first row of (I) .
Proof. By definition of e n and J n−2 we have
for any n. Together with
this proves (i) and (ii). By using ( †) we get that e 2n+1 is an idempotent.
By using ( ‡) we get that e 2n+2 is an idempotent.
The first Jones relation can be verified as follows.
The other relation is proved in a similar way.
By applying inclusions and shifts we get all Jones relations.
Together with J + n J − n = J n lemma 3.4 shows that the elements e n belong to the sequence of algebras obtained by going south-east starting from the algebra D 2 in the first row of (I) . In other words, the Jones projections live at the same places as they do in standard λ-lattices axiomatized in [P2] . In next four lemmas we prove that (I) together with the Jones projections and the bimodule maps in (E) satisfies Popa's axioms, namely the Jones formulae (1.1.2), the Pimsner-Popa formulae (1.3.3 ′′ ), the commuting square condition (1.1.1) and the commutation relations (2.1.1) in [P2] . The diagram (I) is not a standard λ-lattice is general, because the bimodule maps in (E) are not conditional expectations with respect to some trace.
Lemma 3.4. The following equalities hold e n+2 (I n+2 
for any x ∈ D ⊗n+1 and y ∈ D ⊗n+2 .
Proof. The first formula follows from the following computation.
The right term in the second formula is given in terms of a basis by
Thus the left term is given by the following formula.
By cancelling q −1 i n+2 q i n+2 this is equal to the right term.
Lemma 3.5. The following equalities hold
Proof. The element f n+2 is given by
The first formula follows from the following computation.
By cancelling q
this is equal to the right term.
Lemma 3.6. The following equalities hold
Proof. The element d n+2 is given by
Lemma 3.7. (i) The diagram obtained from (I) by replacing its vertical rows with the vertical rows of (E) commutes.
(ii) For any rectangular subdiagram of (I) having C in the south-west corner, the algebra in the north-west corner commutes with the algebra in the south-east corner.
Proof. (i) Let (IE) be this diagram. The commutation in its first row follow from
The commutation in the second row of (IE) follow from
Both diagrams (I) and (E) being 2-periodic on the vertical, (IE) is 2-periodic as well on the vertical, so it commutes.
(ii) Let a < b be the ranks of the lines of (I) containing the north and south vertices of the rectangle. For b odd the rectangle is of the form
depending on the parity of a, with I and J given by
The corresponding images are
, so commutation is clear. For b even the rectangle is of the form
and Im(id ⊗ I) = 1 ⊗ Im(I) and Im(J
Define a linear form ψ on D by
where p i are the following positive numbers.
By using ( †) and ( ‡) we get
This formula will be called ( ‡) for p i 's. There is also a corresponding ( †) formula.
Next lemma shows that the linear forms ϕ n define a filtered linear form ϕ ∞ , which fails to commute globally with vertical maps in (E) because ϕ and ψ are not equal in general. In fact ϕ = ψ if and only if q i = p i and the above formula for the numbers p i shows that this happens if and only if ϕ is the Perron-Frobenius trace.
Lemma 3.8. Consider the diagram (I) in lemma 3.1.
(i) The linear maps ϕ n in proposition 3.1 define a filtered unital linear form ϕ ∞ on the sequence of algebras in the first row of (I) .
(ii) The restriction of ϕ ∞ to the algebra D ⊗ D ⊗n−1 in the second row is ψ ⊗ ϕ n−1 . (iii) The diagram of restrictions of ϕ ∞ is 2-periodic on the vertical. (iv) The restrictions of ϕ ∞ commute with the horizontal maps in (E).
It is enough to verify the equality ϕ n−1 E n = ϕ n .
(ii) is verified as follows.
(iii) It is enough to show that the restrictions of ϕ ∞ to the algebras in the third row are the linear forms ϕ n . This follows from the equality J + n J − n = J n in lemma 3.1 and from the formulae ( †) and ( ‡).
(iv) From proof of (i) we know that the restrictions of ϕ ∞ to the algebras in the first row commute with the bimodule morphisms. By tensoring everything to the left with id we get the assertion for the second row. By vertical 2-periodicity of everything this extends to the whole diagram.
(v) The map E 2n is given by the following formula.
and together with the definition of ψ 2 before proposition 3.1 this proves (v).
(vi) From the defining formulae of ψ and E + n we get
From i 1 ∼ i 2 and from the definition of numbers p i we get
By replacing in the above formula q
From the definition of numbers p i we get
The map E 1n is given by
. . i n so the composition ψ 2 I 2 E 1n is given by the same formula as (ψ ⊗ ϕ n−1 )E + n .
Proof of proposition 3.1. Let Q n ⊂ D ⊗n be a sequence of C * -algebras satisfying conditions (1,2,3) in proposition 3.1. Define R n = E + n (Q n+1 ) and consider the following
· · · We claim that this is a subsystem of C * -algebras of the diagram (I) in lemma 3.2. First, the map E + n being an involutive bimodule morphism, R n is a C * -algebra. The other thing is to verify that all inclusions in the statement make sense. The assumption I n (Q n−1 ) ⊂ Q n in (1) justifies the inclusions in the first row. The bimodule property of E + n shows that R n is included in Q n+1 via J + n , so the first row of vertical inclusions is the good one as well. The commuting square property in lemma 3.8 (i) justifies the second row of horizontal inclusions. From condition J n (Q n−1 ) ⊂ Q n+1 in (1) and from J n J n (Q n−1 ) ⊂ E − n (Q n+1 ) = R n so the second row of vertical inclusions is the good one. By vertical 2-periodicity we get that (⋆) is a subsystem of (I) .
Condition (2) and the definition of ϕ ∞ show that the restrictions of ϕ ∞ to the algebras in (⋆) are traces. We prove now that (⋆), together with ϕ ∞ and with the Jones projections in lemma 3.3 is a standard λ-lattice, with λ = δ 2 . For, it is enough to verify the commutation of ϕ ∞ with the maps in (E), cf. discussion preceding lemma 3.5. Commutation with horizontal maps follows from lemma 3.9 (iv). By using vertical 2-periodicity of everything, it remains to prove that the restrictions of ϕ ∞ commute with the maps of the form E + n and E − n in the first two rows of vertical maps of (E). From lemma 3.8 (iv) we get ϕ n+1 = ϕ 2 E 2n = ϕE 1n . Lemma 3.9 (ii) shows that the commutation of ϕ ∞ with E + n is equivalent to the equality (ψ ⊗ ϕ n−1 )E + n = ϕ n+1 . This follows from lemma 3.9 (vi), from ϕ n+1 = ϕE 1n and from condition (3). The formulae for restrictions ϕ ∞ in Lemma 3.9 (i,ii,iii) show that their commutation with E − n is equivalent to the equality ϕ n−1 E − n = ψ ⊗ ϕ n−1 . This must be true on the image of E + n , so is equivalent to the equality ϕ n−1 E − n E + n = (ψ ⊗ ϕ n−1 )E + n obtained by composing with E + n . This follows from lemma 3.9 (v), from ϕ n+1 = ϕ 2 E 2n and from condition (3). Thus (⋆) is a standard λ-lattice with λ = δ 2 . The construction in [J1] applies and proves proposition 3.1.
The planar algebra of a coaction
Let H be the complex Hopf * -algebra associated to a compact matrix pseudogroup. Associated to any complex number z is a multiplicative functional f z : H → C such that the following equalities hold (theorem 5.6 in [W1] ).
(f1) f 0 = ε and (f z ⊗ f t )∆ = f z+t for any z, t. Proof. For any real number z consider the linear map ρ z = (id ⊗ f z )α. Since both f z and α are multiplicative, this is an automorphism of the complex algebra D. By applying (f1) we get ρ 0 = id and
This shows that ρ z has n-th roots for any n. But ρ z must leave invariant the center Z(D) of D, so its restriction is an automorphism of Z(D) having n-th roots for any n. This is not possible if the restriction is not the identity. Since ρ z preserves the central minimal idempotents of D, it has to preserve the matrix blocks. But on matrix algebras automorphisms are inner, so ρ z is inner. Choose Q z ∈ D such that ρ z is equal to ad(Q z ) = Q z . Q −1 z . By using the second equality in (f3) with z real we get ρ −z = (id ⊗ f z )(id ⊗ * )α = * (id ⊗ f z )( * ⊗ * )α = * (id ⊗ f z )α * = * ρ z * and together with ρ z ρ −z = ρ 0 = id this gives ρ z * ρ z * = id. On the other hand
z is in Z (D) . Let B be a matrix block of Q z and let λ be a complex number such that B * = λB. By applying * we get B = λB * and by combining these two formulae we get B = λλB, so λ is of modulus one. Choose a half root λ Rescale in this way all blocks of Q z such that they become self-adjoint. We have ρ z = ad(Q z ) and Q z = Q * z for any z. Let Q = Q We can rescale all blocks of Q such that (iv) holds, then rescale Q such that (iii) holds. For the converse, if Q ′ is another element etc. then (i) shows that Q ′ Q −1 is central, so if Q = (B i ) is a decomposition of Q then Q ′ must be of the form (λ i B i ).
· f 1 U n l 1 . . . l n j 1 . . . j n k 1 . . . k n i 1 . . . i n so condition θ n = (id ⊗ f 1 )α n is equivalent to the following condition (f 1 ) for U n .
f 1 U n l 1 . . . l n j 1 . . . j n k 1 . . . k n i 1 . . . i n = δ ( 
