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Abstract
This thesis studies American options in an incomplete financial market
and in continuous time. It is composed of two parts.
In the first part we study a stochastic optimization problem in which a
robust convex loss functional is minimized in a space of stochastic integrals.
This problem arises when the seller of an American option aims to control the
shortfall risk by using a partial hedge. We quantify the shortfall risk through
a robust loss functional motivated by an extension of classical expected util-
ity theory due to Gilboa and Schmeidler. In a general semimartingale model
we prove the existence of an optimal strategy. Under additional compactness
assumptions we show how the robust problem can be reduced to a non-robust
optimization problem with respect to a worst-case probability measure.
In the second part, we study the notions of the upper and the lower Snell
envelope associated to an American option. We construct the envelopes for
stable families of equivalent probability measures, the family of local martin-
gale measures being an important special case. We then formulate two robust
optimal stopping problems. The stopping problem related to the upper Snell
envelope is motivated by the problem of monitoring the risk associated to the
buyer’s choice of an exercise time, where the risk is specified by a coherent
risk measure. The stopping problem related to the lower Snell envelope is
motivated by a robust extension of classical expected utility theory due to
Gilboa and Schmeidler. Using martingale methods we show how to construct
optimal solutions in continuous time and for a finite horizon.
Keywords:
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Zusammenfassung
In dieser Dissertation werden Amerikanischen Optionen in einem unvollstän-
digen Markt und in stetiger Zeit untersucht. Die Dissertation besteht aus
zwei Teilen.
Im ersten Teil untersuchen wir ein stochastisches Optimierungsproblem,
in dem ein konvexes robustes Verlustfunktional über einer Menge von stocha-
stichen Integralen minimiert wird. Dies Problem tritt auf, wenn der Verkäufer
einer Amerikanischen Option sein Ausfallsrisiko kontrollieren will, indem er
eine Strategie der partiellen Absicherung benutzt. Hier quantifizieren wir das
Ausfallsrisiko durch ein robustes Verlustfunktional, welches durch die Erwei-
terung der klassischen Theorie des erwarteten Nutzens durch Gilboa und
Schmeidler motiviert ist. In einem allgemeinen Semimartingal-Modell bewei-
sen wir die Existenz einer optimalen Strategie. Unter zusätzlichen Kompakt-
heitsannahmen zeigen wir, wie das robuste Problem auf ein nicht-robustes
Optimierungsproblem bezüglich einer ungünstigsten Wahrscheinlichkeitsver-
teilung reduziert werden kann.
Im zweiten Teil untersuchen wir die obere und die untere Snellsche Ein-
hüllende zu einer Amerikanischen Option. Wir konstruieren diese Einhüllen-
den für eine stabile Familie von äquivalenten Wahrscheinlichkeitsmassen; die
Familie der äquivalenten Martingalmassen ist dabei der zentrale Spezialfall.
Wir formulieren dann zwei Probleme des robusten optimalen Stoppens. Das
Stopp-Problem für die obere Snellsche Einhüllende ist durch die Kontrolle
des Risikos motiviert, welches sich aus der Wahl einer Ausübungszeit durch
den Käufer bezieht, wobei das Risiko durch ein kohärentes Risikomass bemes-
sen wird. Das Stopp-Problem für die untere Snellsche Einhüllende wird durch
eine auf Gilboa und Schmeidler zurückgehende robuste Erweiterung der klas-
sischen Nutzentheorie motiviert. Mithilfe von Martingalmethoden zeigen wir,
wie sich optimale Lösungen in stetiger Zeit und für einen endlichen Horizont
konstruieren lassen.
Schlagwörter:
Amerikanische Optionen, optimale Ausübung, robuste Optimierung,
Ausfallsrisiko
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Chapter 0
Introduction
The dynamic analysis of financial contracts is an important topic in the
modern theory of finance. Derivative contracts such as call options have
been playing a significant role both in the theory and in real financial mar-
kets. A call option is the right but not the obligation to buy a certain asset
at a specified price until or at a predetermined maturity date. If the option
specifies that the option holder may exercise the option only at the maturity
date, the contract is termed European. If the option can be exercised at any
time prior to the given expiration date, then the option is called American.
Early exercise makes American options more interesting and more complex
to analyze.
In a complete financial market the arbitrage free price of the American call
option with strike price K coincides with the value function of an optimal
stopping problem with payoff function (x−K)+ which is formulated in terms
of the unique equivalent martingale measure. This allows one to solve both
the problem of optimal exercise for the buyer and the problem of hedging
for the seller. In the more realistic case of an incomplete market, valuation,
exercise and hedging of an American option become more involved. In this
case, the no arbitrage principle admits a whole set of prices, and additional
criteria are needed in order to specify a price.
From the point of view of the seller, who wants to protect himself against
his contractual obligation, a possible approach consists in superhedging the
American option by using a strategy which generates enough capital to cover
the payoff at any stopping time used by the buyer to exercise the option.
This superhedging cost is finite under mild conditions and the existence of a
superhedging strategy is a consequence of the optional decomposition theo-
rem. A first version was proved by El Karoui and Quenez(1995) for a diffusion
model. Generalizations of the optional decomposition theorem for a gen-
1
2eral semimartingale model were obtained by Kramkov(1996), Föllmer and
Kabanov(1998) and Föllmer and Kramkov(1997), first for locally bounded
processes and then for the general unbounded case. From a practical point
of view, however, the cost of superhedging is usually too high. This sug-
gests to use strategies of partial hedging which are in some sense optimal
under a given capital constraint. The problem of partial hedging has been
investigated primarily in the case of European options, where criteria such as
Efficient hedging, or Mean variance hedging have been proposed and are by
now well understood. For American options, however, the problem of partial
hedging is more complex.
In this thesis we are interested in the problems of partial hedging and
of optimal exercise of an American option in an incomplete market in con-
tinuous time. These problems are studied independently of the problem of
valuation.
In the first part of the thesis we adopt the perspective of the seller of an
American option whose initial wealth is less than the cost of superhedging.
Clearly, the value process of any self-financed strategy constructed with this
initial capital produces a nontrivial shortfall, and so the seller will try to
control the shortfall risk. With this motivation we propose an optimization
problem which involves minimization over a family of stochastic integrals
and maximization over the family of stopping times. In our formulation
two streams of ideas are involved. In the first, decision criteria are based
on subjective preferences which take model uncertainty into account. The
numerical representation of such robust preferences leads to robust utility
functionals defined on a set of random variables. In selecting a partial hedge
for an American option the seller faces the uncertainty of which stopping
time will be used by the buyer. Here we adopt a worst-case approach which
reflects a pessimistic attitude against this source of uncertainty. In this way
we obtain a utility-based criterion which incorporates both the exercise and
the model uncertainty.
In the first part we construct hedging strategies which are optimal for such
criteria. We also discuss the existence of worst-case measures which allow us
to reduce the robust partial hedging problem to the partial hedging problem
for a single probability measure.
In the second part of the thesis we study two robust stopping problems.
In the first, we adopt the point of view of the seller of an American option
in an incomplete market and in continuous time. The seller is uncertain
about the stopping time used by the buyer to exercise the option. In addi-
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tion to partially hedging the American option, the seller may try to identify
stopping times with maximal risk quantified by some coherent risk measure
which is represented by a stable family Q. This monitoring problem leads
to a robust optimal stopping problem. Our analysis will cover the special
case of coherent risk measures which are time-consistent. We will show that
stopping times with maximal risk exist if the American option satisfies a mild
continuity property with respect to the risk measure. The construction of
such stopping times will involve an upper Snell envelope associated to the
American option with respect to the time-consistent coherent risk measure
and to the family Q.
In the second problem, we adopt the point of view of the buyer of an Amer-
ican option in an incomplete market and in continuous time. In a complete
market the problem of optimal exercise of the American option is solved by
an optimal stopping time with respect to the unique martingale measure of
the market. In an incomplete market, one possible recipe for exercising the
option consists in specifying a particular martingale measure and in solving
the corresponding stopping problem. Here we follow a different approach.
Instead of specifying a particular martingale measure, we assume that the
buyer uses a robust functional to quantify the utility of the American option
if exercised at some stopping time. This leads to a robust stopping problem
whose solution we may interpret as a stopping time of maximal utility. Our
analysis will consider the case where this robust utility functional is rep-
resented by a stable family of equivalent probability probability measures,
a property related to time consistency of the underlying preferences as ex-
plained by Epstein and Schneider. We show the existence of such stopping
times of maximal utility for American options which are sufficiently regular
and integrable.
Summary of results
Part one. In chapter 2 we consider the problem of selecting a partial hedge.
Our criterion asks for a strategy ξ∗ ∈ Adc attaining the value of the “robust
partial hedging problem”
PH(c) := inf
ξ∈Adc
sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, V c,ξθ )]
where Adc is a space of admissible strategies satisfying a budget constraint
given by the initial capital c, T is the family of stopping times with values in
the finite time interval [0, T ], Q is a convex family of absolutely continuous
probability measures, and f denotes a generalized loss function. The most
4interesting cases of this function are of the form f(h, v) = l((h−v)+) for some
convex loss function l, and f(h, v) = (1 − v
h
)+. The first case corresponds
to robust efficient hedging for American options. Our analysis thus extends
the efficient hedging approach of Föllmer and Leukert[24] from European to
American options. In addition we take model uncertainty into account by
considering a whole class Q of possible probabilistic models. The second
case of the function f corresponds to robust quantile hedging for Ameri-
can options; here we extend the quantile hedging approach of Föllmer and
Leukert[25] from European to American options.
For the robust partial hedging problem PH(·) we obtain two results. First
we prove the existence of optimal strategies. Our second result shows that
model uncertainty and uncertainty on the stopping times can be reduced
into a non-robust problem with respect to a worst-case probability measure
Q∗ ∈ Q and with respect to a quasi-randomized stopping time γ ∈ A. This
reduction takes the form
PH(c,Q∗, γ∗) := inf
ξ∈Adc
EQ∗
[∫ T−
0
f(V c,ξs , Hs)dAs +
∫ T
0+
f(V c,ξs− , Hs−)dBs
]
,
where (A,B) is a pair of increasing processes representing the quasi-randomized
stopping time γ ∈ A. This reduction is sharp in the sense that it does not
change the value PH(c). Moreover, solutions to the original robust partial
hedging problem are solutions to the reduced partial hedging problem. From
this reduction we also conclude that Q∗ is a worst-case probability measure
for our original problem in the sense that
PH(c) = inf
ξ∈Adc
sup
θ∈T
EQ∗ [f(Hθ, V c,ξθ )].
In Chapter 3 we specialize to a non-robust setting for the partial hedging
problem of chapter 2, where the family of priors reduces to Q = {R} and the
function f has the form f(v, h) = (1− v
h
)+. This specification corresponds to
quantile hedging for American options. We then consider an upper bound for
the value of the resulting optimization problem and obtain a dual represen-
tation. This can be considered a first step towards a dual convex approach
to the problem of quantile hedging for American options.
Part two. Chapters 4 and 5 are devoted to the problem of robust moni-
toring and robust exercise of American options.
In chapter 4 we consider a coherent risk measure of the form
ρ(X) = sup
P∈P
EP [−X],
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where P is a stable convex family of probability measures equivalent to a
reference probability measure. The concept of stability is crucial for our
analysis. For a given American option H := {Ht}0≤t≤T we are led to the
robust stopping problem
sup
θ∈T
ρ(−Hθ) = sup
θ∈T
sup
P∈P
EP [Hθ].
Under appropriate conditions on H we prove the existence of a stopping time
τ ∗ ∈ T which is optimal in following sense
sup
P∈P
EP [Hτ∗ ] = sup
θ∈T
sup
P∈P
EP [Hθ].
The construction will involve the upper Snell envelope associated to the
American option H with respect to the family of probability measures P .
In chapter 5 we study the lower Snell envelope associated to the American
option H with respect to a stable family P of probability measures. This
process is defined as
U↓t = U↓t (P , H) = ess infP∈Pess supθ∈T [t,T ]EP [Hθ | Ft].
Our first question is, whether the lower Snell envelope satisfies a minimax
identity of the form
U↓0 (P , H) = sup
θ∈T
inf
P∈P
EP [Hθ].
This question is motivated by the analysis of arbitrage free prices of chapter
1. Another motivation is the identification of stopping times with maximal
robust utility. To establish the minimax identity, a robust optimal stopping
time problem arises asking for a stopping time τ ∗ with
inf
P∈P
EP [Hτ∗ ] = inf
P∈P
sup
θ∈T
EP [Hθ].
Under suitable regularity conditions on H we prove the existence of such a
stopping time τ ∗.
Our second question is whether the lower Snell envelope admits a version
with good properties. In contrast to the upper Snell envelope, the lower Snell
envelope is neither a submartingale nor a supermartingale. This creates
a major difficulty since we can no longer apply the standard methods of
constructing a nice version. Instead, we will use a result of Dellacherie[12]
on the essential infimum of a class of stochastic processes to show that an
optional version of the lower Snell envelope exists.
6
Part I
Robust partial hedging of
American options
7

Chapter 1
Superhedging and arbitrage
free prices
In complete financial markets the problems of Exercising and Hedging of
American options are well-understood, due to the uniqueness of the equiv-
alent martingale measure and the corresponding representation of martin-
gales as stochastic integrals of the underlying price process; see Bensoussan[3]
and Karatzas[34]. In the context of incomplete markets, these problems be-
come more complex and require new techniques. Our goal in this chapter is
to review the solution of the hedging problem in a general semimartingale
model. Our exposition is based on the discussion of chapter six in Föllmer
and Schied[27]. But here we discuss the case of continuous time, and we
incorporate the optional decomposition theorem developed in Föllmer and
Kramkov[23].
This exposition will be important for the first part of the thesis, because
here we introduce all the necessary concepts and results related to the hedg-
ing of an American option in an incomplete market. This exposition will also
be important for the second part, since here we introduce and motivate the
basic objects to be studied, namely the upper and lower Snell envelopes as-
sociated to a stochastic process with respect to a stable family of equivalent
probability measures.
Our exposition will begin by introducing a standard semimartingale model
for a financial market and a class of processes modeling American options.
We explain the basic concept of superhedging and summarize the main re-
sults:
The cost of superhedging is finite, and a superhedging strategy constructed
at this cost does exist. The set of arbitrage free prices is a positive finite
9
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interval, and the cost of superhedging is the supremum of this interval.
We first consider complete markets. In this setting some important con-
cepts appear that will be needed hereafter, in particular, the problem of
optimal stopping in continuous time with respect to the unique martingale
measure P , whose solution is provided by the Snell envelope associated to
the American option.
In incomplete markets, there is a whole class of equivalent martingale
measures, and the analysis relies on the properties of two processes associ-
ated to an American option: The upper Snell envelope {U↑t }0≤t≤T , and the
lower Snell envelope {U↓t }0≤t≤T . The fact that the supremum of the set of
arbitrage free prices coincides with the superhedging cost, and the existence
of a superhedging strategy constructed at minimal cost, depend on the struc-
ture of the upper Snell envelope as clarified by the optional decomposition
theorem 1.15. The identification of the infimum of the set of arbitrage free
prices depends on a minimax identity involving the lower Snell envelope.
The chapter is organized as follows. In section 1.1 we fix some notation
and introduce the standard semimartingale model for a financial market. In
section 1.2, we define the cost of superhedging of an American option. In
section 1.3 we characterize the cost of superhedging in a complete market,
and in section 1.4 in the case of an incomplete market. In section 1.5 we
introduce the concept of an arbitrage free price and describe in terms of the
upper and lower Snell envelopes the set of these prices.
1.1 Notation
We assume given a stochastic base
(Ω,F ,F = {Ft}t∈[0,T ], R),
with finite time horizon T < ∞. The filtration F satisfies the usual condi-
tions of right continuity and completeness, and we assume that R is 0− 1 on
F0.
Expectation with respect to R is denoted by ER[·]. Equality of random vari-
ables always means R-a.s. equality. The conditional expectation ER[· | F0]
is a random variable that is constant R-a.s.; we identify this random variable
with the corresponding constant and write ER[· | F0] = ER[·].
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We next define in which sense a right continuous process {Yt}0≤t≤T is said
to dominate another right-continuous process {Zt}0≤t≤T .
Definition 1.1 For two processes {Yt}0≤t≤T and {Zt}0≤t≤T with right con-
tinuous paths, we write Y ≥ Z if
R[{ω ∈ Ω | Yt(ω) ≥ Zt(ω), for all t ∈ [0, T ]}] = 1.
Note that due to right continuity, it is enough to have Yt ≥ Zt R-a.s. for all
t in a dense countable subset of [0, T ].
We model the discounted price of an asset in a financial market by an
F-adapted semimartingale X := {Xt}0≤t≤T , defined in the domain Ω×[0, T ],
whose trajectories are right continuous and have finite left limits (càdlàg).
We assume the market is free of arbitrage opportunities in the sense that the
set of equivalent local martingale measures
M := {P ∼ R | X is a local martingale under P} (1.1)
is nonempty. For the precise formulation of the relationship between the no-
tion of an arbitrage free market and the family of martingale measures we re-
fer to Delbaen and Schachermayer[9] and references therein. For any martin-
gale measure P ∈M, we denote by EP [·] the corresponding P -expectation.
The family of F-stopping times with values in [0, T ] is denoted by T .
Recall that τ : Ω→ [0, T ] is a stopping time if for any t ∈ [0, T ]
{τ ≤ t} ∈ Ft.
If τ ∈ T is a stopping time we define the class of stopping times
T [τ, T ] := {θ ∈ T | τ ≤ θ ≤ T}. (1.2)
In the next definition we introduce a class of processes which will be used
to model American options, respectively a class of random variables modeling
European options.
Definition 1.2 We say that a process H := {Ht}0≤t≤T is an American op-
tion if it is a positive F-adapted process, if the trajectories are right-continuous
and have finite left limits (càdlàg), and if it satisfies the following integrability
condition
sup
P∈M
sup
θ∈T
EP [Hθ] <∞. (1.3)
A European option HT is a positive FT -measurable random variable with
sup
P∈M
EP [HT ] <∞.
Throughout this chapter we fix a process H satisfying the definition 1.2
and which will represent an American option.
1.2 Superhedging Cost 12
1.2 The superhedging cost of an American
option
The problem we are considering in this chapter is the superhedging of Amer-
ican options. To this end, we introduce admissible strategies and their cor-
responding value processes.
Definition 1.3 An admissible strategy is a pair (c, ξ) where c ∈ R+ is a
positive constant, and ξ := {ξt}0≤t≤T is a F-predictable process ξ : Ω ×
[0, T ]→ R such that the stochastic integral
V ξt :=
∫ t
0
ξsdXs,
is well defined for all t ∈ [0, T ] and the corresponding value process V c,ξt :=
c+ V ξt is nonnegative.
In this case we say that ξ is a c-admissible strategy and the family of
c-admissible strategies is denoted by Adc.
It is natural to ask whether it is possible to hedge the risk in an American
option completely. This leads us to the concept of a superhedging strategy.
Definition 1.4 A superhedging strategy for H is a pair (c, ξ) ∈ R+ × Adc
such that
V c,ξ ≥ H.
In order to formulate a concept of replicability we first introduce a uniform
martingale property, resp. supermartingale property, with respect to a whole
class of probability measures.
Definition 1.5 Let P be a family of probability measures equivalent to R,
and let U := {Ut}0≤t≤T be a positive càdlàg F-adapted process such that for
any P ∈ P the following integrability condition is satisfied
sup
θ∈T
EP [Uθ] <∞.
Then, we say that U is a P-supermartingale (resp. P-submartingale, P-
martingale) if it is a supermartingale (resp. submartingale, martingale) with
respect to any P ∈ P.
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Definition 1.6 The American option H is called replicable if there exists a
superhedging strategy (c, ξ) for some c ∈ R+, and a stopping time τ ∈ T ,
such that V c,ξt∧τ is aM-martingale and
V c,ξτ = Hτ .
In this case, we say that the strategy (c, ξ) replicates the American option
H.
We will see that superhedging strategies exist, and we are interested in the
minimal capital that allows to construct such strategies.
Definition 1.7 The superhedging cost of the American option H is defined
by
inf{c ≥ 0 | ∃ξ ∈ Adc, (c, ξ) is a superhedging strategy}.
A superhedging strategy (c0, ξ) with c0 being equal to the superhedging cost is
called minimal.
An important result is that the superhedging cost is finite, and that a
minimal superhedging strategy exists. To construct such a strategy the up-
per Snell envelope associated to H with respect to M will be crucial.
This is a càdlàg process, denoted U↑ = U↑(H,M) (we borrow the notation
U↑ from [27]), such that the equality
U↑t = ess supP∈Mess supθ∈T [t,T ]EP [Hθ | Ft], (1.4)
holds for all t ∈ [0, T ]. In terms of the upper Snell envelope, condition (1.3)
reads
U↑0 <∞. (1.5)
In chapter 4 we show how to construct this process.
In the next two sections we show that the superhedging cost is equal to
the value of the upper Snell envelope at time t = 0.
1.3 Hedging in complete markets
In this section we review the well-known solution of the superhedging problem
in a complete market. In this case the price process X admits a unique
equivalent martingale measure P so that M = {P}. For the American
option H, proposition 1.14 shows that the superhedging cost is
sup
θ∈T
EP [Hθ].
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Moreover, under a mild regularity condition H is replicable, so that this cost
is actually that of a replicating superstrategy. This important result is well
known and was first established by Bensoussan[3] and Karatzas[34].
We will apply a general theorem for the Snell envelope and optimal stop-
ping times. To this end, we need the concepts of class(D) and of upper
semicontinuity in expectation from the left.
Definition 1.8 A nonnegative process {Kt}0≤t≤T is said to be of class(D)
with respect to the probability measure P , if the family of random variables
{Kθ | θ ∈ T }
is uniformly integrable with respect to P , that is
lim
i→∞
sup
θ∈T
EP [Kθ;Kθ > i] = 0.
In particular, this implies that supθ∈T EP [Kθ] <∞.
The next definition is motivated by definition 2.11 p. 110 and remark
2.42 p. 142 in El Karoui[18].
Definition 1.9 A process {Kt}0≤t≤T is said to be upper semicontinuous in
expectation from the left with respect to the probability measure P if for any
increasing sequence of stopping times {τi}∞i=1 converging to τ , we have
lim sup
i→∞
EP [Kτi ] ≤ EP [Kτ ]. (1.6)
Theorem 1.10 Let K := {Kt}0≤t≤T be a positive càdlàg F-adapted process
with
sup
θ∈T
EP [Kθ] <∞.
Then
1. There exists a càdlàg supermartingale denoted UP = UP (K), such that
UPτ = ess supθ∈T [τ,T ]EP [Kθ | Fτ ], P − a.s.,
for any stopping time τ ∈ T . UP is the minimal càdlàg supermartingale
that dominates K. If K is of class(D), then UP is also of class(D).
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2. A stopping time τ ∗t ∈ T [t, T ] is optimal in the sense that
UPt = EP [Kτ∗t | Ft], P − a.s.,
if and only if
(a) The process {UPs∧τ∗t }t≤s≤T is a martingale
(b) Kτ∗ = UPτ∗ , P − a.s.
3. If K is upper semicontinuous in expectation from the left, then optimal
stopping times exist, and the minimal one is given by
τ ∗t := inf{s ≥ t | Kt ≥ UPt }. (1.7)
Proof. See theorems 2.28 p. 126, 2.31 p. 129, 2.39 p. 138 and 2.41 p. 140 in
El Karoui[18].
Definition 1.11 The stochastic process UP = UP (K) constructed in theo-
rem 1.10 is called the Snell envelope of K with respect to P .
In the remark below we recall some consequences of uniform integrability,
related to the de la Vallée Poussin criterion.
De la Vallée Poussin criterion of uniform integrability 1.12 Let C be
an arbitrary family of random variables. Then C is uniformly integrable with
respect to R if and only if there exists an increasing convex function φ with
limx→∞ φ(x)x =∞, and such that
sup
X∈C
ER[φ(X)] <∞.
In particular, C is uniformly integrable with respect to R if for p > 1
sup
X∈C
ER[|X|p] <∞.
Proof. See for example theorem 11 section I.2 in Protter[48].
Remark 1.13 Now we relate the integrability assumptions of the previous
theorem with our conditions on the process H. The following implications
are well known.
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1. If H is of class(D) it satisfies the apparently stronger condition that
the family
Ψ := {EP [Hθ | Fτ ] | θ, τ ∈ T , θ ≥ τ}
is uniformly integrable.
2. The weaker assumption (1.11) below implies that for any fixed τ ∈ T ,
the family
Ψτ := {EP [Hθ | Fτ ] | θ ∈ T , θ ≥ τ} (1.8)
is uniformly integrable.
3. Moreover, any of the hypotheses
EP
[
sup
t∈[0,T ]
Ht
]
<∞ (1.9)
or
sup
θ∈T
EP [(Hθ)p] <∞, with p > 1, (1.10)
imply that Ψ is uniformly integrable and the maximal expected reward
is finite
sup
θ∈T
EP [Hθ] <∞. (1.11)
4. A right continuous process of class(D) is upper-semicontinous in ex-
pectation for decreasing sequences of stopping times, and in fact, con-
tinuous.
Proof.
1. If H is of class(D), according to lemma 1.12 there exists a convex
increasing function such that
sup
θ∈T
EP [f(Hθ)] <∞.
Jensen’s inequality yields
EP [f(EP [Hθ | Fτ ])] ≤ EP [f(Hθ)] ≤ sup
θ∈T
EP [f(Hθ)] <∞,
and thus, Ψ is uniformly integrable.
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2. To prove that Ψτ is uniformly integrable, we observe that Ψτ is directed
upwards (see lemma 4.15), and deduce the existence of an increasing
sequence {EP [Hθn | Fτ ]}∞n=1 converging to ess sup Ψτ . An application
of monotone convergence gives
EP [ess sup Ψτ ] = lim
n→∞EP [Hθn ] ≤ supθ∈T [τ,T ]EP [Hθ] <∞.
This means that all the member in the family Ψτ are dominated by
the P -integrable random variable ess sup Ψτ , and so this family is uni-
formly integrable.
3. The statement is trivial under condition (1.9). Under condition (1.10),
we set C = {Hθ | θ ∈ T } and the statement follows by De La Vallée
criterion of uniform integrability.
4. For a given decreasing sequence of stopping times {τi}∞i=1, the inequality
in (1.6) is in fact an identity due to Lebesgue’s convergence theorem
and the fact that the sequence {Hτi}∞i=1 is uniformly integrable.♦
In the following proposition we determine the cost of superhedging.
Proposition 1.14 Assume that the process H is of class(D) and upper
semicontinuous in expectation from the left. Then
1. The cost of superhedging is UP0 (H), and there exists a superhedging
strategy constructed at this cost.
2. H is replicable.
Proof(Sketch). Let UP be the Snell envelope of H with respect to P . It is a
nonnegative supermartingale, and according to theorem 1.10 it is of class(D).
Therefore, it admits the Doob-Meyer decomposition:
UPt = UP0 +MPt − APt , (1.12)
where MP is a uniformly integrable martingale of class(D) and AP is a pre-
dictable increasing process with AP0 = 0. Now we use the assumption that
the market is complete. This implies that the martingale MP can be repre-
sented as an stochastic integral MPt =
∫ t
0 ξsdXs.
Any value process of a strategy in definition 1.7 is a supermartingale dom-
inating H, and we have just seen that the process UP0 (H) + MPt is itself
included. This implies the first assertion.
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Now we prove the second part. Due to theorem 1.10, there exists a stop-
ping time τ ∗ such that {UPt∧τ∗}0≤t≤T is a martingale and UPτ∗ = Hτ . This
implies that UP0 +MPτ∗ = Hτ∗ , and so H is replicable by definition.
1.4 Superhedging in incomplete markets
Turning back to the general situation of incomplete markets, the set M of
martingale measures is infinite, and the relationship of the previous section
generalizes to the fact that the superhedging cost of H is equal to
sup
P∈M
sup
θ∈T
EP [Hθ] .
The proof will require a special uniform decomposition of the upper Snell
envelope U↑, in a sense we explain below. Motivated by this financial prob-
lem, El Karoui and Quenez[19] obtained a uniform decomposition for Euro-
pean options in a model driven by Brownian motion. Kramkov[41] general-
ized to a locally bounded semimartingale model. Föllmer and Kabanov[22]
and Föllmer and Kramkov[23] removed the restriction of local boundedness.
Let us recall the optional decomposition theorem in the following form.
Optional decomposition theorem 1.15 Let {Ut}0≤t≤T be a positive càdlàg
M–supermartingale with
U0 = sup
P∈M
sup
θ∈T
EP [Uθ] <∞.
Then, there exists ξ ∈ AdU0, and an increasing optional process {Ct}0≤t≤T
with C0 = 0, such that
Ut = U0 +
∫ t
0
ξsdXs − Ct, for all t ∈ [0, T ].
In theorem 4.3 we will see that the upper Snell envelope admits a version
that satisfies the hypotheses of the optional decomposition theorem, and is
furthermore, the minimalM-supermartingale dominating H. From this fact
we can determine the cost of superhedging and construct a minimal strategy
as stated in the following theorem.
Theorem 1.16 The superhedging cost of the American option H is equal to
U↑0 = sup
P∈M
sup
θ∈T
EP [Hθ], (1.13)
and there exists a minimal superhedging strategy (U↑0 , ξ).
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Proof. The main steps of the proof are contained in that of corollary 7.9 in
Föllmer and Schied[27]. First notice that for any ξ ∈ Adc the value process
V c,ξ is aM-supermartingale. Then, V c,ξ ≥ H, and consequently V c,ξ ≥ U↑.
This implies that the superhedging cost of H is an upper bound of (1.13).
To prove the opposite inequality, the optional decomposition theorem
allows us to decompose the upper Snell envelope as
U↑t = U↑0 +
∫ t
0
ξsdXs − Ct,
where {Ct}0≤t≤T is an increasing process with C0 = 0, and ξ is a U↑0 -
admissible strategy such that V U↑0 ,ξ ≥ H. This implies that the cost of
superhedging is a lower bound of (1.13).
In some cases, the seller of an American option will not implement a
superhedging strategy. One possible reason could be that the cost is too
expensive. This phenomenon is theoretically predicted, see e.g., Eberlein
and Jacod[17]. Then, the seller of an American option H could be interested
in controlling risk given an initial capital constraint.
Definition 1.17 Let c ≥ 0 and ξ ∈ Adc. The shortfall process associated to
the admissible strategy (c, ξ) is the stochastic process defined by
{(Ht − V c,ξt )+}0≤t≤T .
The following proposition says that any admissible strategy in Adc, with
c < U↑0 , generates a nontrivial shortfall risk.
Proposition 1.18 Let l : R+ → R+ be a continuous strictly increasing con-
vex function. Then, for any constant c with 0 < c < U↑0 and for ξ ∈ Adc
sup
θ∈T
ER[l((Hθ − V c,ξθ )+)] > 0.
Proof. By Jensen’s inequality it is enough to consider the case l(x) = x. By
way of contradiction assume that
sup
θ∈T
ER[(Hθ − V c,ξθ )+] = 0.
Then, from the fact that H and V c,ξ are càdlàg and by theorem 13 p.73
in Dellacherie[11], we conclude that (H − V c,ξ)+ ≤ 0. This implies that
V c,ξ ≥ H, a clear contradiction to our assumption that c < U↑0 .
We interpret this proposition as follows: The expected shorfall risk of any
partial hedge is nontrivial. This suggests to control shortfall risk subject to
a cost constraint, an approach that we take in chapter 2.
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1.5 Arbitrage free prices
In the previous section we studied the superhedging cost of an American op-
tion. With this capital, a superhedge can be constructed. A natural question
is: Can this cost be interpreted as a price? In order to give an answer, we
analize the structure of arbitrage free prices, extending the discussion in [27]
from discrete to continuous time.
Arbitrage free prices 1.19 A real number c is called an arbitrage free
price for H if the following two conditions are satisfied.
• There exists a stopping time τ ∈ T and a martingale measure P ∈ M
such that c ≤ EP [Hτ ].
• For any stopping time τ ′ ∈ T there exists P ′ ∈ M such that c ≥
EP ′ [Hτ ′ ].
The set of all arbitrage free prices for H is denoted Π(H), and we set
piinf(H) := inf Π(H) and pisup(H) := sup Π(H).
According to this definition, given c ∈ Π(H), the following inequality
holds
sup
θ∈T
inf
P∈M
EP [Hθ] ≤ c ≤ sup
θ∈T
sup
P∈M
EP [Hθ] . (1.14)
The right-hand term equals pisup(H), and is finite because we have assumed
condition (1.3). We will see that pisup(H) = U↑0 , or in words: The supremum
of the set of arbitrage free prices coincides with the superhedging cost.
In corollary 5.8 of chapter 5 we will prove a minimax identity in the sense
that the exchange of infimum and supremum in the left-hand term of (1.14)
holds:
sup
θ∈T
inf
P∈M
EP [Hθ] = inf
P∈M
sup
θ∈T
EP [Hθ] . (1.15)
This identity will allow us to characterize the set Π(H) as an interval with
the bounds given in (1.14). This characterization involves the lower Snell
envelope.
The lower Snell envelope associated to H with respect toM, is an F-
adapted process which we denote by U↓ = U↓(H,M) (following the notation
of [27]), such that the equality
U↓t = ess infP∈Mess supθ∈T [t,T ]EP [Hθ | Ft], (1.16)
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holds for all t ∈ [0, T ]. In theorem 5.21 of chapter 5 we will show how to
construct an optional version of this process.
In the next theorem we characterize the infimum and supremum of the
set of arbitrage free prices. The condition on H of boundedness and upper
semicontinuity in expectation from the left are imposed in order to guaran-
tee the existence of optimal stopping times and to guarantee the minimax
identity (1.15). See definition 1.9 for the concept of semicontinuity in expec-
tation from the left. The condition of uniform boundedness for H can be
relaxed for the first part of the theorem. However, for the second part we
use boundedness in an essential way.
Theorem 1.20 Assume that H ≤ K for some constant K > 0, and that
H is upper semicontinuous in expectation from the left with respect to any
probability measure P ∈ M. Then, the set of arbitrage free prices Π(H) is
an interval with infimum
piinf(H) = inf
P∈M
sup
θ∈T
EP [Hθ] = sup
θ∈T
inf
P∈M
EP [Hθ]
and supremum
pisup(H) = sup
P∈M
sup
θ∈T
EP [Hθ] = sup
θ∈T
sup
P∈M
EP [Hθ] .
Moreover, the supremum pisup(H) is not an arbitrage free price unless the
interval Π(H) consists of a single point.
Proof. Let c ∈ R+ be such that
sup
θ∈T
inf
P∈M
EP [Hθ] < c < sup
θ∈T
sup
P∈M
EP [Hθ] .
If we prove that c is an arbitrage free price, then the first assertion of the
theorem will follow. To verify the first condition of an arbitrage price, we
observe that there exist a probability measure P ∈ M and a stopping time
θ ∈ T such that c ≤ EP [Hθ], since pisup(H) <∞.
Let θ′ ∈ T be a fixed stopping time. We must find a probability measure
P ′ ∈M such that EP ′ [Hθ′ ] ≤ c. According to the minimax identity (1.15), it
must be the case that infP∈M supθ∈T EP [Hθ] < c. We infer that there exists
P ′ such that supθ∈T EP ′ [Hθ] < c, and this is the desired probability measure.
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Now we prove the last part. If pisup(H) ∈ Π(H), then from the first part
there exist P ∗ ∈ M and θ∗ ∈ T such that pisup(H) = EP ∗ [Hθ∗ ]. We deduce
that
U↑0 = pisup(H) = UP
∗
0 (H),
and then, according to proposition 1.21, H is replicable and Π(H) = {UP ∗0 }.
Proposition 1.21 Let us assume the conditions of theorem 1.20. Then, the
following conditions are equivalent
1. H is replicable.
2. There exists P0 ∈M such that UP00 = U↑0 .
In this case, we have that UP0 = U
↑
0 , for arbitrary P ∈M.
Proof. We first show the implication 1 ⇒ 2. Let (c, ξ) be a replicating
strategy for H. Let τ ∈ T be a stopping time such that V c,ξτ = Hτ and
{V c,ξt∧τ}0≤t≤T is a M-martingale. Let P be any probability measure in M.
For t ∈ [0, T ], we have the inequalities
Ht ≤ UPt ≤ U↑t ≤ V c,ξt , P − a.s.,
where the last inequality follows from the fact that V c,ξ is aM-supermartingale
above H, and U↑ is the minimal càdlàgM-supermartingale with this prop-
erty. We evaluate in τ and take P -expectation to obtain
U↑0 ≤ V c,ξ0 = EP [V c,ξτ ] = EP [Hτ ] ≤ UP0 ≤ U↑0 .
We conclude that U↑0 = UP . Since P was arbitrary, we conclude the last
assertion in the proposition.
Now we show 2 ⇒ 1. Let P ∈ M be such that UP0 = U↑0 , and let τ ∈ T
be an optimal stopping time of H with respect to P :
UP0 = EP [Hτ ].
We have that
EP [UPτ ] ≥ EP [U↑τ ],
since U↑ is a P -supermartingale. But we know that U↑ ≥ UP , and we
conclude that
U↑τ = UPτ . (1.17)
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Then, U↑ is aM-supermartingale with the property that U↑ ≥ H and
U↑τ = Hτ . (1.18)
We now apply the optional decomposition theorem 1.15 to the upper Snell
envelope, to obtain
U↑t = V
U↑0 ,ξ
t − Ct, (1.19)
where C := {Ct}0≤t≤T is an optional increasing process with C0 = 0 and
ξ ∈ AdU↑0 is an admissible strategy.
We evaluate (1.19) in the stopping time τ and take expectation with
respect to P to obtain that
U↑0 = EP [V U
↑
0 ,ξ
τ − Cτ ],
where we have applied (1.17) and the optimality of τ with respect to P . It
follows that EP [V ξτ − Cτ ] = 0, and we conclude that
Cτ = 0 P − a.s.,
since C is an increasing process and V ξ is a P -local martingale bounded from
below by −U↑0 , and hence a P -supermartingale. But then, from the optional
decomposition (1.19)
U↑τ∧t = V
U↑0 ,ξ
τ∧t P − a.s. t ∈ [0, T ].
We conclude that the process {V U
↑
0 ,ξ
τ∧t }0≤t≤T is a M-local martingale, which
in fact is aM-martingale, since it is upper bounded by K and positive. From
(1.18) we see that V U
↑
0 ,ξ
τ = Hτ . We have proved that the strategy (U↑0 , ξ)
replicates H.
Remark 1.22 Proposition 1.21 is an important result in mathematical fi-
nance. For European options it goes back to Ansel and Stricker[1] and
Jacka[33]. Here we have extended the result to the case of bounded Ameri-
can options and given a different proof based on the optional decomposition
theorem.♦
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Chapter 2
Robust partial hedging of
American options
In this chapter we take the point of view of the seller of an American option
who aims to control the shortfall risk by trading in the financial market. It is
reasonable to assume that he trades in a self-financing way and is limited by
an initial budget constraint c. If c is not less than the cost of superhedging,
then we know that the seller can reduce the shortfall risk to zero by con-
structing a superhedge. Both from a theoretical and practical point of view
it is more interesting to consider the case where c is insufficient for this pur-
pose. In this case, any admissible strategy yields a nontrivial shortfall risk.
This suggests to search for a strategy minimizing shortfall risk, specified by
the convex loss functional
ξ 7→ sup
θ∈T
ER[l((Hθ − V c,ξθ )+)] (2.1)
in terms of some convex loss function l. We will take this point of view, and
our first goal is to show that such minimizing strategies exist. For European
options, the problem of minimizing the shortfall risk was introduced and
solved in Föllmer and Leukert[24]. In the American case, we have to take
the supremum over the family of stopping times T , and thus the optimiza-
tion problem becomes more complex.
We actually will consider a more general class of loss functionals where
model uncertainty is explicitly taken into account. Our motivation comes
from robust numerical representations of preference orders on asset profiles
due to Gilboa and Schmeidler[30]. This leads us to a convex loss functional
of the form
ξ 7→ sup
θ∈T
sup
Q∈Q
EQ[l((Hθ − V c,ξθ )+)], (2.2)
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where the second supremum is taken over a whole class Q of probability
measures Q. The resulting convex optimization problem combines aspects
of optimal control and optimal stopping. The convexity of the problem will
allow us to attack directly the primal problem in order to show the existence
of optimal strategies. Our solution will thus extend the analysis of Föllmer
and Leukert[24] from European to American options.
Let us emphasize that although we are going to study a utility-based opti-
mization problem, here we focus on the primal problem. A first step towards
a convex duality approach to the problem of partial hedging of American
options will be developed in chapter 3.
The second goal we pursue in this chapter is to reduce the optimization
of the robust functional (2.2) to the optimization of a non-robust functional
of the form (2.1) with respect to a worst-case probability measure Q∗ ∈ Q,
based on the assumption that Q is weakly compact.
This chapter is organized as follows. In section 2.1 we introduce an opti-
mization problem asking for an optimal partial hedging strategy. In section
2.1.1 we motivate our criterion by showing how it is related to efficient hedg-
ing of European options. In section 2.2.1 we prove the existence of an optimal
strategy. In section 2.2.2 we prove the existence of a worst-case probability
measure.
2.1 Problem formulation
Throughout this chapter we fix a stochastic base (Ω,F ,F = {Ft}t∈[0,T ], R)
satisfying the usual conditions of right continuity and completeness. We
furthermore fix a semimartingale {Xt}0≤t≤T representing a discounted price
process as presented in section 1.1. The corresponding family of equivalent
local martingale measures is denoted byM and we assume it is nonempty.
For a positive constant c ∈ R+, Adc is the family of c-admissible strategies
of definition 1.3. We recall that the value process of a c-admissible strategy
ξ ∈ Adc is defined by
V c,ξt := c+
∫ t
0
ξsdXs, for all t ∈ [0, T ].
We fix a process H := {Ht}0≤t≤T representing an American option and sat-
isfying the conditions of definition 1.2.
Let us now introduce the following definition.
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Definition 2.1 We say that f : R2+ → R+ is a generalized loss function if
1. f(·, v) is a continuous increasing function for any v ∈ R+,
2. f(h, ·) is a convex continuous decreasing function for any h ∈ R+.
The most important examples of a generalized loss function which we have
in mind are of the form
f(h, v) = l((h− v)+)
for a loss function l and
f(h, v) =
(
1− v
h
)+
.
Motivated by definition 1.17 and proposition 1.18 of chapter 1, we now
define a robust partial hedging problem for American options which takes
model uncertainty into account explicitly.
Definition 2.2 Let f be a generalized loss function. Let Q be a convex
family of probability measures which are absolutely continuous with respect to
R. Let c be a positive constant satisfying
0 ≤ c < pisup(H).
The value function PH(·) of the robust partial hedging problem is defined by
PH(c) := inf
ξ∈Adc
sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, V c,ξθ )].
We say that a c-admissible strategy ξ∗ ∈ Adc is optimal if the corresponding
value process attains the value PH(c):
PH(c) = sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, V c,ξ
∗
θ )].
In section 2.1.1 we discuss how the robust optimization problem PH(·) cor-
responds to a robust efficient hedging approach for American options in the
special case
f(h, v) = l((h− v)+),
for a loss function l. This discussion will also motivate the robust functional
sup
θ∈T
sup
Q∈Q
EQ[·].
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In chapter 3 we will see that the robust problem PH(·) corresponds to a
robust quantile hedging approach for American options in the special case
f(h, v) =
(
1− v
h
)+
.
Let us note that the initial wealth c was required to be positive and
strictly smaller than the cost of superhedging. A natural restriction would be
to require piinf(H) ≤ c. However, our discussion covers the case c < piinf(H).
2.1.1 Robust efficient hedging
Let us explain how the efficient hedging problem solved by Föllmer and
Leukert[24] and the problem of definition 2.2 are related. For this pur-
pose, let HT be a European option with superhedging cost pisup(HT ) =
supP∈MEP [HT ], and let c be an initial wealth with 0 ≤ c < pisup(HT ). For a
loss function l, the efficient hedging asks for a c-admissible strategy ξ∗ ∈ Adc
with
ER[l((HT − V c,ξ∗T )+)] = inf
ξ∈Adc
ER[l((HT − V c,ξT )+)].
Loosely speaking, the value process of any c-admissible strategy ξ ∈ Adc
yields a nontrivial shortfall (HT−V c,ξT )+, and the strategy is selected through
a loss-based criterion specified by the loss function l.
But in the utility or loss representation of a preference order, it has been
assumed that the probabilistic structure specified by the probability measure
R is well determined. A more realistic formulation should allow for model
uncertainty where some probabilistic aspects are unclear. This is captured
by the robust formulation of preferences due to Gilboa and Schmeidler[30].
Accordingly, we assume that the agent has a convex set Q of probability
measures or priors Q, and valuates a payoff-profile W through the utility
functional
inf
Q∈Q
EQ[u(W )] (2.3)
where u is a utility function. Alternatively, a loss-profile S is valuated ac-
cording to the loss functional
sup
Q∈Q
EQ[l(S)]
where l is a loss function. Thus, we are led to quantify the robust shortfall
risk by
ξ ∈ Adc → sup
Q∈Q
EQ[l((HT − V c,ξT )+)].
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This can be seen as a robust version of efficient hedging for European op-
tions, a problem which was introduced and discussed by Kirch[39].
Let us now move on to the American case.
We are taking the point of view of the seller, and so the liquidation date
is uncertain. If the option is exercised in a stopping time θ ∈ T , then the
correspondence
ξ ∈ Adc → sup
Q∈Q
EQ[l((Hθ − V c,ξθ )+)]
gives a robust quantification of the shortfall risk at time θ. But the seller
has no control over the time of exercise. If he takes a worst-case attitude
regarding stopping times, then this is quantified by the functional
ξ ∈ Adc → sup
θ∈T
sup
Q∈Q
EQ[l((Hθ − V c,ξθ )+)].
In this robust framework, efficient hedging for American options asks for a
c-admissible strategy ξ∗ ∈ Adc with
sup
θ∈T
sup
Q∈Q
EQ[l((Hθ − V c,ξ∗θ )+)] = inf
ξ∈Adc
sup
θ∈T
sup
Q∈Q
EQ[l((Hθ − V c,ξθ )+)].
This is the robust partial hedging problem 2.2 in the special case f(h, v) =
l((h− v)+).
Stochastic optimization of utility with discretionary stopping. In
the previous paragraph we explained that the robust partial hedging prob-
lem PH(·) is motivated by a robust version of efficient hedging of American
options, where model uncertainty is explicitly taken into account. Our for-
mulation combined two lines of ideas. In the first, preferences are represented
by robust utility or loss functionals. In the second, in order to incorporate
the dynamic nature of American options, we assumed a worst-case attitude
whereby the seller is pessimistic regarding the buyer’s selection of a stopping
time. In this way, we obtained a robust stochastic optimization problem of
expected shortfall with discretionary stopping. The class of problems where
expected utility optimization is combined with discretionary stopping is quite
recent, and it has been previously studied in the financial literature with pur-
poses other than partial hedging. Let us cite a few papers.
Davis and Zariphopoulou[6] and Oberman and Zariphopoulou[46] studied
two stochastic problems of maximizing expected utility with discretionary
stopping. They adopted an indifference-price approach in order to valuate
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early exercise contingent claims. Their analysis was based on variational in-
equalities.
Karatzas and Wang[37] studied an optimal portfolio management problem
combined with discretionary stopping. Their analysis was based on the
martingale-method and they established a criterion to apply convex-duality
which in the cases of logarithmic and moment utilities led to explicit results.
Letting aside the different motivations, a common feature in the afore men-
tioned papers is that stopping and portfolio selection are decision variables
under our control. This is the main conceptual difference with our problem
here.
In the indifference-pricing approach studied in [6, 46], a price is given to an
early exercise contingent claim from the perspective of an investor having a
long position on the claim. The investor simultaneously searches an optimal
exercise and an optimal portfolio allocation, and hence a utility functional is
maximized over portfolio strategies and over stopping times.
In [37] the problem is of utility maximization from consumption and termi-
nal wealth, stopping times are introduced to search for the best liquidation
date. Here again, a utility functional is maximized over portfolio strategies
and over stopping times.
In the robust partial hedging problem 2.2 we have taken the point of view of
the seller of an American option, portfolios are not investment opportunities
but hedging strategies, and stopping times are adverse variables. Loosely
speaking, the criteria in the afore mentioned papers are of “maxmax” type,
while here we are considering a “minimax” criterion.
Robust utility maximization. We conclude this section with some re-
marks about numerical representations of preference orders and about robust
utility maximization. The axiomatic treatment on preference orders and its
numerical representations began with Von Neumann and Morgenstern[53]
and Savage[50]. They formulated a set of axioms to be satisfied by a prefer-
ence order, and constructed a numerical representations of the form
EQ[u(·)].
The interpretation is that, given two payoffs X1 and X2, the first is “more
preferred” than the second if and only if EQ[u(X1)] > EQ[u(X2)], see e.g.,
section 2.5 in Föllmer and Schied[27]. However, Ellsberg’s paradox (see ex-
ample 2.75 in [27]) illustrates that this numerical representation does not
account for model-uncertainty aversion. An uncertainty aversion axiom led
Gilboa and Schmeidler[30] to obtain a robust numerical representation of the
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form (2.3):
inf
Q∈Q
EQ[u(·)].
Maximization of robust utility in the context of financial markets is re-
cent. Let us give a partial list of the related literature.
Schied[51] studies the problem of robust utility maximization in a com-
plete market. For the special case of priors
Qλ :=
{
Q P | dQ
dP
≤ 1
λ
}
,
corresponding to the risk measure AVaR, explicit solutions are obtained,
using the robust version of the Neyman-Pearson lemma due to Huber and
Strassen[32].
Kirch[39] studies a robust version of efficient hedging for European op-
tions. His solution reduces the problem into a Neyman-Pearson type problem
for composite hypotheses against composite alternatives and for non linear
power functions.
Föllmer and Gundel[21] consider the robust utility maximization problem
in incomplete markets. They extend the method of Goll and Rüschendorf[31]
and obtain a least favorable pair of probability measures (Q∗, P ∗) where Q∗
is an element of the set of priors and P ∗ is an extended martingale measure.
This pair reduces the robust problem to a classical problem of utility max-
imization with respect to Q∗ and for P ∗-affordable claims. Their approach
allows to obtain the least favorable pair as the solution of a dual optimization
problem.
Schied and Wu[52] consider the problem of robust utility in an incom-
plete market. Their approach extends the duality results of Kramkov and
Schachermayer[42] to the robust setting.
2.2 Solution
2.2.1 Existence of an optimal strategy
In this subsection we show that the robust partial hedging problem PH(·)
introduced in definition 2.2 has a solution. We will apply a convergence
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theorem for a sequence of supermartingales as obtained in lemma 5.2 by
Föllmer and Kramkov[23]. The following definition of Fatou convergence for
processes is taken from [23].
Definition 2.3 Let D be a countable dense subset of [0, T ]. A sequence of
processes {Y n}∞n=1 is Fatou convergent on D to a process Y if Y n is uniformly
bounded from below and if for any t ∈ [0, T ] the following equalities hold R-
a.s.
Xt = lim sup
s↓t,s∈D
lim sup
n→∞
Xns (2.4)
= lim inf
s↓t,s∈D
lim inf
n→∞ X
n
s .
The next result is lemma 5.2 in [23]. We give a formulation which is
convenient for our application.
Lemma 2.4 Let {X i}∞i=1 be a sequence of positive càdlàg supermartingales
indexed by [0, T ] with X i0 = c. Let D ⊂ [0, T ] be a dense countable subset.
Then, there exists a càdlàg supermartingale {Yt}0≤t≤T with Y0 ≤ c, and a
sequence of convex combinations
Y i ∈ conv
{
X i, X i+1, . . .
}
,
such that the sequence {Y i}∞i=1 is Fatou convergent to Y on D.
The next theorem is formulated in the setting of definition 2.2. Recall
that c is a constant with 0 ≤ c < pisup(H).
Theorem 2.5 Let us assume that the American option H satisfies the fol-
lowing integrability condition
sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, 0)] <∞. (2.5)
Then, there exists an optimal strategy ξ∗ ∈ Adc for the robust partial hedging
problem of definition 2.2.
Proof.
1. Let {ξi}∞i=1 ⊂ Adc be a minimizing sequence in the following sense
PH(c) = lim
i→∞
sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, V c,ξ
i
θ )].
The value process V c,ξi of the strategy ξi is a nonnegative local mar-
tingale and thus is aM-supermartingale. Let D be a countable dense
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subset of [0, T ]. We apply lemma 2.4 to obtain a sequence of convex
combinations
V˜ i ∈ conv
{
V c,ξ
i
, V c,ξ
i+1
, . . .
}
,
which is Fatou convergent to a positive M–supermartingale V ∗. We
prove that the sequence {V˜ i}∞i=1 is also minimizing. It will be conve-
nient to write V˜ i explicitly as a convex combination:
V˜ i =
∞∑
k=i
λikV
ξk .
Let Q0 ∈ Q be a fixed probability measure, and let τ ∈ T be a fixed
stopping time. We use the fact that f is a generalized loss function to
obtain the following inequalities
EQ0 [f(Hτ , V˜ iτ )] ≤
∞∑
k=i
λikEQ0 [f(Hτ , V ξ
k
τ )]
≤
∞∑
k=i
λik sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, V ξ
k
θ )]
≤ sup
k≥i
{
sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, V ξ
k
θ )]
}
.
It follows that
lim
i→∞
sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, V˜ iθ )] ≤ lim sup
k→∞
{
sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, V ξ
k
θ )]
}
= PH(c). (2.6)
This means that the sequence {V˜ i}∞i=1 is also minimizing.
2. There exists a dense subset D′ ⊂ [0, T ] such that for any t ∈ D′
V ∗t = lim infi→∞ V˜
i
t , R− a.s, (2.7)
due to the right continuity of the supermartingale V ∗. Now we prove
that
sup
Q∈Q
sup
θ∈T
EQ[f(Hθ, V ∗θ )] ≤ PH(c). (2.8)
Let Q ∈ Q and τ ∈ T be arbitrary but fixed. By a usual discretization
procedure, there exists a sequence of stopping times {τ i}∞i=1 ⊂ T such
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that τ i ↘ τ , and τ i takes a finite number of values in D′. Continuity
of f(h, ·) and Fatou’s lemma implies that
EQ[f(Hτ , V ∗τ )] ≤ lim infi→∞EQ[f(Hτ i , V ∗τ i)]. (2.9)
For i ∈ N fixed, we represent the stopping time τ i explicitly by
τ i =
ni∑
j=1
dij1{τ i=dij},
where dij ∈ D′. Then
V ∗τ i =
ni∑
j=1
1{τ i=dij}V
∗
dij
=
ni∑
j=1
1{τ i=dij} lim infk→∞ V˜
k
dij
(2.10)
= lim inf
k→∞
ni∑
j=1
1{τ i=dij}V˜
k
dij
= lim inf
k→∞
V˜ kτ i , (2.11)
where we have used (2.7) in the equality (2.10). We now can conclude
that
EQ[f(Hτ i , V ∗τ i)] = EQ[lim inf
k→∞
f(Hτ i , V˜ kτ i)] (2.12)
≤ lim inf
k→∞
EQ[f(Hτ i , V˜ kτ i)] ≤ PH(c), (2.13)
(2.12) holds by continuity of f(h, ·) and (2.11). The first inequality in
(2.13) follows from Fatou’s Lemma, and the second from the previous
step.
The inequalities (2.9) and (2.13) imply that
EQ[f(Hτ , V ∗τ )] ≤ PH(c).
Since Q and τ were arbitrary, (2.8) holds true.
3. It remains to construct an optimal strategy ξ∗ ∈ Adc. V ∗ is a non-
negativeM-supermartingale with V ∗0 ≤ c, the optional decomposition
theorem 1.15 allows us to represent V ∗ as
V ∗t = V ∗0 +
∫ t
0
ξ∗sdXs − Ct,
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where ξ∗ ∈ AdV ∗0 and C is an optional increasing process with C0 = 0.
We certainly have that ξ∗ ∈ Adc, and ξ∗ is optimal since f(h, ·) is
decreasing and
V ∗t ≤ V ∗0 +
∫ t
0
ξ∗xdXs.
Remark 2.6 Efficient hedging for American options has been studied by
other authors. Pérez [47] obtained an existence result similar to our theorem
2.5 in a discrete time model. Mulinacci[45] obtained an existence theorem
in continuous time. More recently, Dolinsky and Kifer[14] formulated and
studied efficient hedging for game options. None of these papers, however,
consider a robust setting.♦
A natural question is the uniqueness of an optimal strategy. But the
fact that the problem depends on the family of stopping times suggests that
unicity holds only in a restricted way. However, the convexity of the function
f implies that the value processes of optimal strategies share an optimal
stopping time in the sense of the following remark.
Remark 2.7 Let us assume that the family of probability measures Q is
a singleton {Q}. Moreover, let us assume that the price process X, the
American option H, and the filtration F are continuous. Assume furthermore
that the process f(H, 0) is of class(D) with respect to Q. Let (c, ξ1), (c, ξ1)
be two optimal strategies for the problem of partial hedging PH(c). Then,
the corresponding value processes V c,ξ1 and V c,ξ2 have a common optimal
stopping time τ ∗ ∈ T in the following sense:
EQ[f(Hτ∗ , V c,ξ
1
τ∗ )] = sup
θ∈T
EQ[f(Hθ, V c,ξ
1
θ )]
and
EQ[f(Hτ∗ , V c,ξ
2
τ∗ )] = sup
θ∈T
EQ[f(Hθ, V c,ξ
2
θ )].
Proof. We take a convex combination of the optimal strategies (c, ξ1), (c, ξ1)
of the form
ξ3 := 12ξ
1 + 12ξ
2.
The corresponding value process satisfies
V c,ξ
3 = 12V
c,ξ1 + 12V
c,ξ2 ,
and convexity of f implies that it is also optimal for PH(c). The hypotheses
imply the existence of an optimal stopping time τ ∗ for V c,ξ3 in the following
sense:
EQ[f(Hτ∗ , V c,ξ
3
τ∗ )] = sup
θ∈T
EQ[f(Hθ, V c,ξ
3
θ )].
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The inequality
EQ[f(Hτ∗ , V c,ξ
3
τ∗ )] ≤
1
2(EQ[f(Hτ
∗ , V c,ξ
1
τ∗ )] + EQ[f(Hτ∗ , V c,ξ
2
τ∗ )])
implies that the stopping time τ ∗ is optimal for V c,ξ1 and V c,ξ2 .♦
2.2.2 Existence of a worst-case measure
The partial hedging problem of definition 2.2 is of a robust nature. In this
subsection we show that it can be reduced to a non-robust hedging problem
with respect to a worst-case probability measureQ∗ ∈ Q, if we assume further
regularity conditions.
Definition 2.8 A probability measure Q∗ ∈ Q is said to be a worst-case
probability measure for the problem of robust partial hedging at cost c if
PH(c) = inf
ξ∈Adc
sup
θ∈T
EQ∗ [f(Hθ, V c,ξθ )].
We will prove the existence of such a worst-case probability measure under
the
Assumption 2.9 Q is a convex family of probability measures whose el-
ements are absolutely continuous with respect to R with the following two
properties:
1. The family of densities
dens(Q) :=
{
dQ
dR
| Q ∈ Q
}
is σ(L1(R), L∞(R))-compact.
2. Let {ZQt }0≤t≤T denote a càdlàg version of the density process of a prob-
ability measure Q ∈ Q with respect to R. Then
ER
[
sup
0≤t≤T
ZQt
]
<∞. (2.14)
The property of weak compactness will be applied in proposition 2.22. The
property (2.14) will be applied in lemma 2.23.
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It will be convenient to introduce the space
V(c) := {V a càdlàg process | 0 ≤ V ≤ H and pisup(V ) ≤ c}, (2.15)
and to reformulate the robust partial hedging problem 2.2 in terms of V(c).
Proposition 2.10 Consider the setting of the optimization problem 2.2 and
assume that f(h, v) = 0 for v ≥ h. Then, the value PH(c) can be equivalently
computed as
PH(c) = inf
V ∈V(c)
sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, Vθ)].
Proof. Let us set P˜H(c) = infV ∈V(c) supθ∈T supQ∈QEQ[f(Hθ, Vθ)]. For ξ ∈
Adc we have that V c,ξ ∧H ∈ V(c). Then, according to the hypothesis on f
f(Ht, V c,ξt ∧Ht) = f(Ht, V c,ξt ).
We get immediately the inequality P˜H(c) ≤ PH(c).
Let V be an element in V(c) and let U denote its upper Snell envelope as
introduced in (1.4). According to the optional decomposition theorem 1.15,
we can represent U as
Ut = U0 +
∫ t
0
ξsdXs − Ct,
where 0 ≤ U0 ≤ c, ξ ∈ AdU0 and C is an increasing optional process with
C0 = 0. It is clear that
c+
∫ t
0
ξsdXs ≥ Vt,
and we then get that
f(Ht, c+
∫ t
0
ξsdXs) ≤ f(Ht, Vt),
since f(h, ·) is a decreasing function for a fixed h ≥ 0. This implies the
opposite inequality P˜H(c) ≥ PH(c).
We now state the main theorem of this subsection.
Theorem 2.11 Let the generalized loss function f be such that f(h, v) = 0
for v ≥ h. Let Q be a convex family of probability measures satisfying the
assumption 2.9. Moreover, assume that H ≤ K for some constant K > 0.
Then, there exists a worst-case probability measure Q∗ ∈ Q.
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Proof. See section 2.2.5.
The proof of theorem 2.11 will require some preparation. In a first step, we
introduce an enlarged class of stopping times A. The value function PH(c)
will stay invariant under this enlargement. In a second step we topologize
the spaces Q×A and V(c) in such a way that the topology associated to the
product space Q × A is compact and V(c) is a convex subset of a Banach
space. In the third step, we apply a topological minimax theorem based on
connectedness of level sets.
2.2.3 Randomized stopping times
Let us recall that we have fixed a stochastic base (Ω,F ,F = {Ft}t∈[0,T ], R).
We now introduce a Banach space of processes. Let us denote by V the space
of càdlàg F-adapted processes {Yt}0≤t≤T with finite norm:
‖Y ‖V := ER
[
sup
0≤t≤T
|Yt|
]
<∞. (2.16)
The following theorem characterizes the dual space V∗ of V .
Theorem 2.12 Let γ ∈ V∗ be a continuous linear functional on V. Then γ
admits the representation
γ(Y ) = ER
[∫
[0,T [
YsdAs +
∫
]0,T ]
Ys−dBs
]
, for Y ∈ V
where A := {At}0≤t≤T and B := {Bt}0≤t≤T are adapted processes whose
trajectories are right continuous and of integrable variation. The process
B is predictable with B0 = 0, and can be chosen so that it charges only a
sequence of predictable stopping times. In this case, the pair (A,B) is unique.
The functional γ is positive if and only if A and B are increasing processes.
Proof. c.f., theorem 1.2 of Bismut[4].
The next definition is taken from [4].
Definition 2.13 A positive continuous functional γ ∈ V∗ is a quasi-randomized
stopping time if the representation (A,B) given by theorem 2.12 satisfies
AT +BT = 1.
We denote the family of quasi-randomized stopping times by A.
Moreover, if in the representation (A,B) the process B vanishes, then we
say that γ is a randomized stopping time. We denote this family by A.
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Let us note that the specification of the probability measure R determines
the duality pairing in theorem 2.12.
Notation 2.14 Let K := {Kt}0≤t≤T be a càdlàg F-adapted process. The
process K sampled in a stopping time θ is denoted by Kθ. We extend this
notation to quasi-randomized stopping times as follows.
If γ ∈ A is a quasi-randomized stopping time represented by a pair (A,B) as
in theorem 2.12, we set
Kγ :=
∫
[0,T [
KsdAs +
∫
]0,T ]
Ks−dBs.
For a randomized stopping time κ ∈ A, this notation simplifies to
Kκ :=
∫ T
0
KsdAs.
The reason to consider the families A and A for the problem of optimal
stopping is justified by the following theorems.
Theorem 2.15 A continuous linear functional γ ∈ V∗ is an element of A if
and only if γ(1) = 1 and the following inequality holds
γ(Z) ≤ Z0
for any bounded right-continuous R-supermartingale {Zt}0≤t≤T .
Proof. c.f., proposition 1.4 in [4].
Theorem 2.16 The family of quasi-randomized stopping times A is σ(V∗,V)-
compact, and A is a dense subset of A.
Proof. c.f., theorem 1.1 in [4].
2.2.4 A compact weak-topology associated to the prod-
uct space Q×A
In this subsection we associate a weakly compact set of continuous linear
functionals L(Q × A) to the product space Q × A. To this end, let us
introduce a linear space of processes.
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Definition 2.17 By L∞ we denote the space of càdlàg F-adapted processes
V : Ω×[0, T ]→ R such that |V | ≤ K for some constant K > 0. We introduce
a norm in L∞ by
‖V ‖L∞ := ‖V ∗‖L∞(R) for V ∈ L∞, (2.17)
where V ∗ := sup0≤t≤T |Vt|.
Remark 2.18 The linear space L∞ is complete with the norm ‖·‖L∞; see
Dellacherie and Meyer[13].♦
In the next definition we associate a set of continuous linear functionals
L(Q×A) to the product space Q×A. Recall that Q is a convex family of
probability measures which are absolutely continuous with respect to R, and
that the family of densities is σ(L1, L∞)-compact.
Definition 2.19 Let (Q, γ) ∈ Q × A. To the pair (Q, γ) we associate a
continuous linear functional q(Q,γ) ∈ (L∞)∗ by
q(Q,γ)(V ) := EQ[Vγ], for V ∈ L∞.
We say that q(Q,γ) is represented by the pair (Q, γ), and denote by L(Q×A)
the class of continuous linear functionals q(Q,γ).
Remark 2.20 Let us note that L(Q×A) is not necessarily convex. More-
over, the correspondence
(Q, γ)→ q(Q,γ)
is not necessarily injective. Indeed, let t ∈ [0, T ] be a constant time and let
Q1, Q2 ∈ Q be two probability measures such that Q1 = Q2 in Ft. Then
we have that q(Q1,t) = q(Q2,t). However, we do not need injectivity in what
follows.♦
Let us recall the Eberlein-Šmulian theorem in the following form.
Theorem 2.21 Let A be a subset of a Banach space X. The following are
equivalent
1. A is weakly compact.
2. A is weakly sequentially compact.
Proof. See theorem V.6.1 [16].
In the proof of proposition 2.22 below we will apply the Eberlein-Šmulian
theorem to the family L(Q×A).
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Proposition 2.22 Let Q be a family of probability measures satisfying the
assumption 2.9. Then, the class L(Q×A) is σ((L∞)∗,L∞)-compact.
Proof.
1. Let {qi}∞i=1 ⊂ L(Q × A) be an arbitrary sequence. We are going to
construct a subsequence converging with respect to the σ((L∞)∗,L∞)-
topology to some q0 ∈ L(Q × A). By the Eberlein-Šmulian theorem
2.21 we conclude that L(Q×A) is σ((L∞)∗,L∞)-compact.
But we observe that L(Q × A) ⊂ B(L∞)∗ , where B(L∞)∗ is the uni-
tary ball of the dual space (L∞)∗. According to the Banach-Alaoglu
theorem, B(L∞)∗ is σ((L∞)∗,L∞)-compact. It follows that L(Q × A)
is relatively compact, and by the Eberlein-Šmulian theorem, it is se-
quentially relatively compact. Passing to a subsequence if necessary,
we thus can assume that {qi}∞i=1 converges to some q0 ∈ (L∞)∗. It
remains to show that q0 ∈ L(Q×A). To this end, we must find a pair
(Q0, γ0) ∈ Q×A such that for any process V ∈ L∞
q0(V ) = EQ0 [Vγ0 ]. (2.18)
2. Assume that qi is represented by the pair (Qi, γi) ∈ Q×A. Let us recall
the Banach space V introduced in (2.16). According to theorem 2.16, A
is σ(V∗,V)-compact. Thus we obtain a subsequence {γni}∞i=1 converg-
ing weakly to γ0 ∈ A. The σ(V∗,V)-convergence of the subsequence
{γni}∞i=1 means that for any V ∈ V
lim
i→∞
ER[Vγni ] = ER[Vγ0 ].
3. Lemma 2.23 allows us to conclude that forQ ∈ Q fixed and any V ∈ L∞
lim
i→∞
EQ[Vγni ] = EQ[Vγ0 ]. (2.19)
4. In this step, we do not distinguish between a probability measure Q ∈
Q and the corresponding density with respect to R. Now we recall
the subsequence {γni}∞i=1 constructed in the second step and extract
a subsequence as follows. Since Q is σ(L1(R), L∞(R))-compact, we
obtain a subsequence {Qnij }∞j=1 converging to a probability measure
Q0 ∈ Q in the σ(L1(R), L∞(R))-topology. This means that for any
Y ∈ L∞(R)
lim
j→∞
EQnij
[Y ] = EQ0 [Y ]. (2.20)
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We let Znij denote the density of Qnij with respect to R and Z
0 the
density of Q0.
5. To conclude the proof, we show that the pair (Q0, γ0) satisfies (2.18).
To this end, we only have to verify that for any V ∈ L∞:
lim
j→∞
EQnij
[Vγnij ] = EQ0 [Vγ0 ]. (2.21)
6. According to corollary V.3.14 [16], there exist a sequence of convex
combinations
Z˜nij ∈ conv {Znij , Znij+1 , . . .}
such that
lim
j→∞
Z˜nij = Z0, in L1(R). (2.22)
Clearly Z˜nij is the density of a probability measure Q˜nij ∈ Q since the
family Q is convex. Moreover
lim
j→∞
EQnij
[Vγnij ] = limj→∞EQ˜nij
[Vγnij ]
since we have taken convex combinations of a convergent sequence. But
now, the identity
E
Q˜nij
[Vγnij ]− EQ0 [Vγ0 ] = EQ˜nij [Vγ0 ]− EQ0 [Vγnij ]
+ ER[(Z˜nij − Z0)(Vγnij − Vγ0)]
together with (2.19), (2.20), (2.22) and the boundedness of V , imply
that
lim
j→∞
E
Q˜nij
[Vγnij ] = EQ0 [Vγ0 ].
We have proved the equality (2.21), and this concludes the proof of the
proposition.
We have applied the following lemma in proposition 2.22. In the proof
we are going to apply condition (2.14) of the assumption 2.9.
Lemma 2.23 Let {γi}∞i=1 ⊂ A be a sequence converging to γ0 ∈ A with
respect to the weak topology σ(V∗,V). Then, for any Q ∈ Q and V ∈ L∞ we
have that
lim
i→∞
EQ[Vγi ] = EQ[Vγ0 ].
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Proof. Let us denote by (Ai, Bi) the associated pair of increasing processes
to γi constructed in theorem 2.12. Let ZQ = {ZQt }0≤t≤T be a càdlàg version
of the density process of Q with respect to R. The formula of integration by
parts allow us to compute
ZQT
∫ T
0
VsdA
i
s =
∫ T
0
(
ZQs Vs
)
dAis +
∫ T
0
(∫ s−
0
VzdA
i
z
)
dZQs .
If we take R-expectation in this formula we get that
ER
[
ZQT
∫ T
0
VsdA
i
s
]
= ER
[∫ T
0
(
ZQs Vs
)
dAis
]
. (2.23)
In a similar way
ZQT
∫ T
0
Vs−dBis =
∫ T
0
(
ZQs Vs−
)
dBis +
∫ T
0
(∫ s−
0
Vz−dBiz
)
dZQs .
If we take R-expectation in this formula we get that
ER
[
ZQT
∫ T
0
Vs−dBis
]
= ER
[∫ T
0
(
ZQs−Vs−
)
dBis
]
, (2.24)
where we have used the fact that the process Bi is predictable. Now from
(2.23) and (2.24) we conclude that
EQ[Vγi ] = ER[(ZQV )γi ].
The process {(ZQV )t}0≤t≤T is an element of V since the density process ZQ
satisfies (2.14) and V ∈ L∞. Then
lim
i→∞
EQ[Vγi ] = limi→∞ER[(Z
QV )γi ] = ER[(ZQV )γ0 ] = EQ[Vγ0 ].
2.2.5 Proof of theorem 2.11
Proof. Recall that the set of processes V(c) was defined in (2.15). We start
with the following equalities
PH(c) = inf
V ∈V(c)
sup
θ∈T
sup
Q∈Q
EQ[f(Hθ, Vθ)]
= inf
V ∈V(c)
sup
Q∈Q
sup
θ∈T
EQ[f(Hθ, Vθ)]
= inf
V ∈V(c)
sup
Q∈Q
sup
γ∈A
EQ[f(H, V )γ].
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The first equality was proved in proposition 2.10. The second equality is
trivial. In the last equality we have applied theorem 2.15.
In proposition 2.24 below we prove the existence of a pair (Q∗, γ∗) ∈ Q×A
such that
inf
V ∈V(c)
EQ∗ [f(H,V )γ∗ ] = inf
V ∈V(c)
sup
Q∈Q
sup
γ∈A
EQ[f(H, V )γ].
This identity implies that
PH(c) = inf
V ∈V(c)
EQ∗ [f(H,V )γ∗ ] ≤ inf
V ∈V(c)
sup
θ∈T
EQ∗ [f(Hθ, Vθ)] ≤ PH(c),
which proves that Q∗ is a worst-case probability measure.
Proposition 2.24 Assume the conditions of theorem 2.11. Then, there exist
a pair (Q∗, γ∗) ∈ Q×A such that
inf
V ∈V(c)
EQ∗ [f(H,V )γ∗ ] = inf
V ∈V(c)
sup
Q∈Q
sup
γ∈A
EQ[f(H,V )γ]. (2.25)
Proof. Let us note that the equality (2.25) can be written as
inf
V ∈V(c)
q∗[f(H,V )] = inf
V ∈V(c)
sup
q∈L(Q×A)
q[f(H,V )], (2.26)
where L(Q×A) is the set of functionals of definition 2.19 and q∗ ∈ L(Q×A).
We are going to verify the hypotheses of theorem 2.25 below. To this
end, let us specify the elements in that theorem. The compact Hausdorff
topological space X corresponds to L(Q×A). The topological vector space
F corresponds to L∞ and the convex subset Y to V(c). We define a function
G : L(Q×A)× L∞ → R
by
G(q, V ) := q[V ].
Note that if q ∈ L(Q×A) is represented by a pair (Q, γ) ∈ Q×A then
G((Q, γ), V ) = EQ
[∫ T−
0
f(Hs, Vs)dAs +
∫ T
0+
f(H−s, V−s)dBs
]
.
Now we check the conditions in theorem 2.25. For arbitrary q ∈ L(Q×A)
it will be convenient to work with a representing pair (Q, γ) ∈ Q×A.
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1. The functional G is convex in the variable V ∈ V(c) since f(h, ·) is
convex. Let (Q0, γ0) ∈ Q × A be a fixed pair, we verify continuity of
G((Q0, γ0), ·) with respect to the norm of L∞.
Let {Vi}∞i=1 ⊂ V(c) be a sequence converging to V ∈ V(c) in L∞. The
random variable f(H, Vi)γ0 converges to the random variable f(H,V )γ0
R-a.s. since f(h, ·) is continuous. We recall that V ∈ V(c) satisfies
0 ≤ V ≤ H, and that H ≤ K for some constant K > 0. Thus, we are
aloud to apply Lebesgue dominated convergence theorem to conclude
that
lim
i→∞
EQ0 [f(H, Vi)γ0 ] = EQ0 [f(H,V )γ0 ].
2. Now we verify continuity of G in the first argument with respect to
the weak topology σ((L∞)∗,L∞). Let {qλ}λ∈Λ ⊂ L(Q × A) be a net
converging weakly to q0 ∈ L(Q × A). For V ∈ V(c) the convergence
G(qλ, V ) → G(q0, V ) in the weak topology is immediate because H is
uniformly bounded and hence f(V,H) does as well.
3. Now for l ∈ R and V ∈ V(c) we define
L(V ) := {(Q, γ) ∈ Q×A | G((Q, γ), V ) ≥ l}.
For V 1, · · · , V n ∈ V(c) we prove that
L :=
n⋂
i=1
L(V i)
is either connected or empty. Assume it is nonempty and let (Q1, γ1), (Q2, γ2)
be two elements in the intersection L. Since G is linear separately in
Q and γ, we see that for any λ ∈ (0, 1), the pair
(Q1, λγ1 + (1− λ)γ2)
is an element of L, and so does the pair
(λQ1 + (1− λ)Q2, γ2).
We define a function q : [0, 2]→ Q×A by
q(λ) :=
{
(Q1, (1− λ)γ1 + λγ2) if λ ∈ [0, 1],
((2− λ)Q1 + (λ− 1)Q2, γ2) if λ ∈ [1, 2].
Note that q(1) is well defined, and that q(0) = (Q1, γ1) and q(2) =
(Q2, γ2).
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In order to conclude that L is connected it is enough to show that q is
continuous. That is, we have to show that for any V ∈ L∞, r > 0 and
t0 ∈ [0, 2] then
B(t0, V, r) := {t ∈ [0, 2] | |q(t)(V )− q(t0)(V )| < r}
is an open subset of the interval [0, 2]. We only verify the case t0 = 1,
the other cases being similar. First take t ≥ 1, then
q(t)(V ) = (2− t)EQ1 [Vγ2 ]− (t− 1)EQ2 [Vγ2 ],
so that
|q(t)(V )− q(t0)(V )| = (t− 1) |EQ1 [Vγ2 ]− EQ2 [Vγ2 ]| .
Then we see that any t ∈ [1, 2] satisfying the inequality
t < 1 + r |EQ1 [Vγ2 ]− EQ2 [Vγ2 ]|−1
is in B(t0, V, r).
Now let us take t ≤ 1, then
q(t)(V ) = (1− t)EQ1 [Vγ1 ] + tEQ1 [Vγ2 ],
so that
|q(t)(V )− q(t0)(V )| = (1− t) |EQ1 [Vγ1 ]− EQ2 [Vγ1 ]| .
Then we see that any t ∈ [0, 1] satisfying the inequality
1− t < r |EQ1 [Vγ1 ]− EQ2 [Vγ1 ]|−1
is in B(t0, V, r). This shows that B(t0, V, r) is in fact an open subset of
[0, 2].
We have verified all the hypotheses of the topological minimax theorem
2.25. This theorem implies (2.25).
The proof of the proposition is now complete.
In the proof of theorem 2.24 we have applied the following topological
minimax theorem.
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Theorem 2.25 Let X be a compact Hausdorff topological space, and let Y be
a nonempty convex subset of a Hausdorff topological vector space F . Suppose
that G : X × Y → R is a function satisfying the following conditions
1. G(x, ·) is lower semicontinuous and convex.
2. G(·, y) is upper semicontinuous.
3. for l ∈ R, m ∈ N and yi ∈ Y , the set
m⋂
i=1
{x ∈ X | G(x, yi) ≥ c}
is either connected or empty.
Then we have
max
x∈X
inf
y∈Y
G(x, y) = inf
y∈Y
max
x∈X
G(x, y).
Proof. See theorem 3.2 in [54].
2.2.6 Reduction of PH(c)
Now we combine theorems 2.5 and 2.11 to reduce the problem PH(c). Let
V c,ξ
∗ be the optimal value process constructed in theorem 2.5. Moreover,
let (Q∗, γ∗) be the pair constructed in theorem 2.11. From (2.25) and the
optimality of V c,ξ∗ we get the following identities
PH(c) = sup
γ∈A
EQ∗ [f(H,V c,ξ
∗)γ] = inf
V ∈V
EQ∗ [f(H,V )γ∗ ].
This means that the pair (V c,ξ∗ , γ∗) is a saddle point. That is, for any other
pair (V, γ) ∈ V×A the following inequality holds
EQ∗ [f(H, V c,ξ
∗)γ] ≤ EQ∗ [f(H,V c,ξ∗)γ∗ ] ≤ EQ∗ [f(H,V )γ∗ ]. (2.27)
Moreover, the quasi-randomized time γ∗ simplifies our original problem PH(c)
to the problem
PH(c,Q∗, γ∗) := inf
V ∈V
EQ∗ [f(V,H)γ∗ ], (2.28)
in the sense that in order to find a solution to PH(c) we can search among
the solutions of PH(c,Q∗, γ∗) since V c,ξ∗ is itself a solution for PH(c,Q∗, γ∗).
Now we show that the optimal value process V c,ξ∗ and the worst-case pair
(Q∗, γ∗) are interconnected. We will assume that the processes X and H are
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continuous. Continuity of these processes implies that we can identify the
quasi-randomized stopping time γ∗ with an element κ∗ ∈ A, that is, we can
simplify from a quasi-randomized to a randomized time. Let {cs}0≤s≤1 be
the inverse process of κ∗ defined by
cs := inf{0 ≤ t ≤ T | κ∗t ≥ s}.
Then R(cs ≤ T ) = 1 since κ∗T = 1.
Proposition 2.26 Assume that the processes X and H are continuous. Let
λ denote the Lebesgue measure in [0, 1]. Then, for λ-almost all s ∈ [0, 1], cs is
an optimal stopping time with respect to Q∗ for the process {f(Ht, V c,ξ∗t )}0≤t≤T .
Proof. In the left inequality of (2.27) we specialize γ to be a stopping time
τ ∈ T , we then get
EQ∗ [f(Hτ , V c,ξ
∗
τ )] ≤ EQ∗
[∫ T
0
f(H, V c,ξ∗)dκ∗
]
= EQ∗
[∫ 1
0
f(Hcs , V c,ξ
∗
cs )ds
]
=
∫ 1
0
EQ∗
[
f(Hcs , V c,ξ
∗
cs )
]
ds,
where in the second identity we have applied a change of variable and on the
third identity we have applied Fubini’s theorem. This inequality implies that
sup
θ∈T
EQ∗ [f(Hθ, V c,ξ
∗
θ )] ≤
∫ 1
0
EQ∗
[
f(Hcs , V c,ξ
∗
cs )
]
ds,
and then, for λ-almost all s ∈ [0, 1]
sup
θ∈T
EQ∗ [f(Hθ, V c,ξ
∗
θ )] = EQ∗
[
f(Hcs , V c,ξ
∗
cs )
]
.
Chapter 3
An upper bound for Quantile
Hedging
In this chapter we specialize the problem of partial hedging 2.2 to the non-
robust case Q = {R} and to the function
f(h, v) :=
(
1− v
h
)+
. (3.1)
First we explain why this specification of the function f corresponds to a
quantile hedging problem for American options. We then consider an up-
per bound for the resulting value function and obtain a dual representation
formula.
3.1 Problem formulation
Throughout this chapter we fix a stochastic base (Ω,F ,F = {Ft}t∈[0,T ], R)
satisfying the usual conditions of right continuity and completeness. More-
over, we fix a positive càdlàg F-adapted stochastic process H := {Ht}0≤t≤T
which represents an American option.
In definition 2.2 of chapter 2 we introduced a general robust partial hedg-
ing problem for American options and we then explained how the special
case with a function of the form l((h − v)+) corresponds to robust efficient
hedging for American options, extending efficient hedging from European to
American options. In this chapter we specialize to the function (3.1) and
explain how it corresponds to quantile hedging for American options. We
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will obtain an optimization problem with value function given by
QH(c) := sup
ξ∈Adc
inf
θ∈T
ER
[
1{V c,ξ
θ
≥Hθ} +
V c,ξθ
Hθ
1{V c,ξ
θ
<Hθ}
]
.
The goal in this chapter is to show that the upper bound
QH+(c) := inf
θ∈T
sup
ξ∈Adc
ER
[
1{V c,ξ
θ
≥Hθ} +
V c,ξθ
Hθ
1{V c,ξ
θ
<Hθ}
]
,
admits the dual representation of the next theorem.
Theorem 3.1 The upper bound QH+(c) admits the dual representation
QH+(c) = inf
λ>0
inf
P∈M
inf
θ∈T
{
ER[(1− λZPθ Hθ)+] + λc
}
,
where ZP denotes a càdlàg version of the density process of the probability
measure P ∈M with respect to R.
Proof. See corollary 3.14.
Let us explain the approach we are going to take in the proof of theorem
3.1. In a first step we reformulate the problem of quantile hedging in terms
of randomized test processes as in definition 3.6. In a second step, in lemma
3.9 the optimization problem is reduced from processes to random variables.
And in the last step we apply a criterion of optimality from convex analysis.
3.2 Solution
3.2.1 Quantile Hedging
In this subsection we explain how the partial hedging problem of definition
2.2 when specialized to the above setup corresponds to quantile hedging for
American options extending the analysis of Föllmer and Leukert[25] from
European to American options. We start with two definitions.
Definition 3.2 A randomized test process φ is a càdlàg F-adapted process
taking values in [0, 1]. We denote byR the family of randomized test processes.
This definition is a process-version of the randomized tests used in [25]. Note
that we require regularity of the trajectories.
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Definition 3.3 For a c-admissible strategy ξ ∈ Adc the success ratio process
associated to ξ is defined by
φξ :=
{
1{V c,ξ≥H} +
V c,ξ
H
1{V c,ξ<H}
}
.
The value function of the quantile hedging problem is defined by
QH(c) = sup
ξ∈Adc
inf
θ∈T
ER[φξθ].
We say that ξ∗ ∈ Adc has maximal success ratio process if it attains the value
QH(c), that is, for any ξ ∈ Adc the following inequality holds
inf
θ∈T
ER[φξ
∗
θ ] ≥ inf
θ∈T
ER[φξθ]. (3.2)
Remark 3.4 The success ratio process of an admissible strategy ξ ∈ Adc is
the process version of the success ratio introduced in [25] with the form{
1{V c,ξT ≥HT } +
V c,ξT
HT
1{V c,ξT <HT }
}
.
Note that the success ratio process can equivalently be written as
φξ = 1−
(
1− V
c,ξ
H
)+
,
and the value function QH(c) is equal to
QH(c) = 1− inf
ξ∈Adc
sup
θ∈T
ER
(1− V c,ξθ
Hθ
)+ . (3.3)
Moreover, a strategy ξ∗ ∈ Adc has maximal success ratio process if
sup
θ∈T
ER
(1− V c,ξ∗θ
Hθ
)+ ≤ sup
θ∈T
ER
(1− V c,ξθ
Hθ
)+ .♦ (3.4)
The value function QH(c) in the form (3.3) will allow us to apply theorem
2.5 to obtain a strategy ξ∗ with maximal success ratio.
Theorem 3.5 There exists a strategy ξ∗ ∈ Adc with maximal success ratio
process.
3.2 Solution 52
Proof. The optimization problem
inf
ξ∈Adc
sup
θ∈T
ER
(1− V c,ξθ
Hθ
)+
is a special case of the robust partial hedging problem 2.2 with Q = {R} and
generalized loss function f(h, v) = (1 − v
h
)+. The integrability condition of
theorem 2.5 is trivially satisfied. Then, there exists ξ∗ ∈ Adc such that
sup
θ∈T
ER
(1− V c,ξ∗θ
Hθ
)+ ≤ sup
θ∈T
ER
(1− V c,ξθ
Hθ
)+ ,
for any ξ ∈ Adc, which implies that ξ∗ is a strategy with maximal success
ratio process.
We conclude this section with an equivalent formulation of problem 3.3
which will be applied in the subsection 3.2.2 below.
Definition 3.6 Let Rc be the family of elements φ ∈ R satisfying the budget
constraint
sup
P∈M
sup
θ∈T
EP [φθHθ] ≤ c. (3.5)
The value function of the optimal testing problem is defined by
T (c) := sup
φ∈Rc
inf
θ∈T
ER[φθ]. (3.6)
We say that φ∗ ∈ Rc is an optimal randomized test process if it attains the
value T (c), that is
inf
θ∈T
ER[φ∗θ] = T (c). (3.7)
Proposition 3.7 The value function of the quantile hedging problem QH(c)
and the value function of the testing problem T (c) are equal: T (c) = QH(c).
Proof. First note that for any ξ ∈ Adc, the success ratio process φξ is an
element in Rc. In fact:
Hφξ = H1{V c,ξ≥H} +H
V c,ξ
H
1{V c,ξ<H} ≤ V c,ξ.
Then
inf
θ∈T
ER[φξθ] ≤ T (c).
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Since ξ was arbitrary we conclude the inequality QH(c) ≤ T (c).
Now we prove the converse inequality. Let φ ∈ Rc be an admissible ran-
domized test process, and let U↑ be the upper Snell envelope of the modified
process H˜ := φH. The optional decomposition theorem 1.15 allow us to
represent U↑ as
U↑t = U↑0 +
∫ t
0
ξsdXs − Ct,
where {Ct}0≤t≤T is an optional increasing process with C0 = 0 and ξ ∈ AdU↑0 .
It is clear that U↑0 ≤ c and ξ ∈ Adc.
The success ratio process of the strategy ξ satisfies φξ ∈ Rc. It is clear
that on the set {V c,ξ ≥ H} we have the inequality φξ ≥ φ, since φξ = 0.
Moreover, we have the inclusion {φ = 1} ∪ {φ = 0} ⊂ {V c,ξ ≥ H}. Now,
on the set {φ ∈ (0, 1)} ∩ {H > V c,ξ} we have the equality φξ = V c,ξ
H
and it
follows that Hφξ ≥ Hφ. We conclude that φξ ≥ φ. Thus
QH(c) ≥ inf
θ∈T
ER[φξθ] ≥ inf
θ∈T
ER[φθ]. (3.8)
Since φ was arbitrary we conclude the converse inequality QH(c) ≥ T (c).
3.2.2 The upper values QH+(c) and T+(c)
Let us introduce the upper values
T+(c) := inf
θ∈T
sup
φ∈Rc
ER[φθ] (3.9)
QH+(c) := inf
θ∈T
sup
ξ∈Adc
ER
[
1{V c,ξ
θ
≥Hθ} +
V c,ξθ
Hθ
1{V c,ξ
θ
<Hθ}
]
. (3.10)
We clearly have that T+(c) ≥ T (c) and QH+(c) ≥ QH(c). We proved in
proposition 3.7 that T (c) = QH(c). The upper values T+(c) and QH+(c)
are related in the same way:
Proposition 3.8 The value function T+(c) and the value function QH+(c)
are equal: T+(c) = QH+(c).
Proof. The proof is similar to the one in proposition 3.7.
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The goal in this section is to show that the upper bound T+(c) admits
the following representation
T+(c) = inf
λ>0
inf
P∈M
inf
θ∈T
{
ER[(1− λZPθ Hθ)+] + λc
}
, (3.11)
where ZP denotes a càdlàg version of the density process of the probability
measure P ∈M with respect to R.
Let τ ∈ T be a fixed stopping time. We introduce the following set of
random variables
Rτc := {ψ : Ω→ [0, 1] | ψ is Fτ −measurable and sup
P∈M
EP [ψHτ ] ≤ c}.
(3.12)
Moreover, we define the values
T˜+(τ, c) := sup
ψ∈Rτc
ER[ψ],
T+(τ, c) := sup
φ∈Rc
ER[φτ ].
Note that T+(c) = infθ∈T T+(θ, c).
Lemma 3.9 The value T+(τ, c) can be computed as
T+(τ, c) = T˜+(τ, c).
Proof. Let us prove the inequality T+(τ, c) ≤ T˜+(τ, c). For φ ∈ Rc we define
ψ := φτ . It is clear that ψ ∈ Rτc and ER[ψ] = ER[φτ ]. This proves the
desired inequality.
In order to prove the opposite inequality, let ψ ∈ Rτc . Without loss of
generality we can assume that
sup
P∈M
EP [ψHτ ] ≤ c′ < c, (3.13)
otherwise, for 0 < δ < 1 we can consider the modified randomized test δψ
and then let δ ↗ 1. For  > 0 let us define the following objects
τ  := inf{s > τ | Hs ≥ Hτ + } ∧ T,
B := 11 + 1{Hτ=0} +
1
1 + (Hτ )−1
1{Hτ>0},
φt :=
{
ψB, if τ ≤ t < τ , or t = τ = T,
0, otherwise.
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The random variable τ  is a stopping time, B is a Fτ -measurable random
variable, and φ is a càdlàg F-adapted process taking values in [0, 1].
From the definition it follows that lim→0 φτ = ψ, and Lebesgue’s dom-
inated convergence implies that ER[φτ ] → ER[ψ]. It remains to show that
φ ∈ Rc.
Let θ ∈ T be a stopping time, and let us set
A := {τ ≤ θ < τ } ∪ {θ = τ = T}.
Notice that φθHθ1Ac = 0. The following relationships hold
Hθφ

θ = HθψB1A = ψ
Hθ
1 + 1{Hτ=0}1A + ψHτ
Hθ
Hτ + 
1{Hτ>0}1A,
and we conclude that for any P ∈M
EP [φθHθ] ≤ + EP [ψHτ ],
so that for sufficiently small , the equation (3.13) implies that φ ∈ Rc. The
inequality ≥ is now established.
This lemma reduces the problem of computing T+(c) from processes to
random variables since now we have
T+(c) = inf
θ∈T
T˜+(θ, c).
This reduction will be crucial in the next proposition. We use the notation
V (P, τ, c) := inf
λ>0
{
ER[(1− λZPτ Hτ )+] + λc
}
,
for τ ∈ T and P ∈M.
Proposition 3.10 The inequality ≤ in (3.11) holds. That is:
T+(c) ≤ inf
λ>0
inf
P∈M
inf
θ∈T
{
ER[(1− λZPθ Hθ)+] + λc
}
.
Proof. According to lemma 3.9 we have
T+(c) = inf
θ∈T
T˜+(θ, c).
To prove the proposition it suffices to show that
T˜+(θ, c) ≤ inf
λ>0
inf
P∈M
V (P, θ, c), (3.14)
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for θ ∈ T fixed.
Let ψ ∈ Rθc be arbitrary. Then the following holds
ER[ψ] = ER[ψ − λZPθ Hθψ] + λEP [Hθψ] ≤ ER[(1− λZPθ Hθ)+] + λc, (3.15)
where ZP is a càdlàg version of the density process with respect to R of the
equivalent martingale measure P ∈ M. If we take supremum over ψ ∈ Rθc
in (3.15), we conclude that
T˜+(θ, c) ≤ ER[(1− λZPθ Hθ)+] + λc.
If we take infimum over P ∈ M and λ > 0, then we conclude the inequality
(3.14). The proof of the proposition is complete. 
Now we prove the converse inequality. We need a result from convex
analysis.
Theorem 3.11 Let X be a Banach space and let f : X → R be a convex
function. Let C ⊂ X be a closed convex set. Let x∗ ∈ C. The normal cone
of C in x∗ and the subdifferential of f in x∗ are defined by
NC(x∗) := {l ∈ X∗ | l(y − x∗) ≤ 0,∀y ∈ C},
∂f(x∗) := {l ∈ X∗ | f(y)− f(x∗) ≥ l(y − x∗), ∀y ∈ X}.
Then, x∗ ∈ C is a minimum of f in C if and only if
0 ∈ ∂f(x∗) +NC(x∗). (3.16)
Proof. See e.g., chapter 4 in Aubin and Ekeland[2].
Theorem 3.12 For any stopping time τ ∈ T we have the equality
T˜+(τ, c) = inf
P∈M
V (P, τ, c). (3.17)
Proof. The inequality ≤ in (3.17) follows from (3.15).
Now we prove the converse inequality. Let us introduce the space
X := R× L1(R,Fτ ).
We will use the notation
x := (λ, Z) ∈ X.
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This is a Banach space if endowed with the norm
‖x‖ := |λ|+ ER[|Z|].
On this space we define a function f : X→ R by
f(x) = f(x, τ) := ER[(1− ZHτ )+] + λc.
Through Lebesgue dominated convergence theorem we can see that f is con-
tinuous with respect to the norm of X and is a convex function in the following
sense. For any α ∈ (0, 1)
f(αλ1 + (1− α)λ2, αZ1 + (1− α)Z2)) ≤ αf(λ1, Z1) + (1− α)f(λ2, Z2).
Let us define the sets
C0 := {(λ, λZPτ ) ∈ X | λ ≥ 0, P ∈M}, (3.18)
C := {(λ, λZ) ∈ X | λ ≥ 0, Z ∈Mτ}, (3.19)
where
Mτ := {Z ∈ L1(Fτ ) | ∃{P i}∞i=1 ⊂M, ZP
i
τ → Z,R− a.s.}. (3.20)
Note thatMτ is well defined since
ER[Z] = ER[lim infi→∞ZP
i
τ ] ≤ lim infi→∞ER[ZP
i
τ ] ≤ 1,
due to Fatou’s lemma. Let us show that Mτ is closed with respect to
pointwise convergence. Let {Zi}∞i=1 ⊂ Mτ be a sequence converging to
Z ∈ L1. We want to show that there exists a sequence of probability mea-
sures {P i}∞i=1 ⊂ M such that ZP iτ → Z pointwise. Let {P i,j}∞j=1 ⊂ M be a
sequence of probability measures such that ZP i,jτ → Zi. According to Ego-
roff’s theorem on almost uniform convergence, there exists a measurable set
Ωi with R(Ωi) ≥ 1− 12i and∣∣∣ZP i,jτ (ω)− Zi(ω)∣∣∣ ≤ 12i ,
for ω ∈ Ωi and j ≥ j(i) ∈ N. We only have to show that
lim
i→∞
∣∣∣ZP i,j(i)τ − Zi∣∣∣ = 0 R− a.s. (3.21)
to conclude that
lim
i→∞
∣∣∣ZP i,j(i)τ − Z∣∣∣ = 0 R− a.s.
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since ∣∣∣ZP i,j(i)τ − Z∣∣∣ ≤ ∣∣∣ZP i,j(i)τ − Zi∣∣∣+ ∣∣∣Zi − Z∣∣∣ .
But ∣∣∣ZP i,j(i)τ (ω)− Zi(ω)∣∣∣ ≤ 12i
for ω ∈ ⋂∞k=i Ωk. Note that
R
( ∞⋃
k=i
(Ωk)c
)
≤
∞∑
k=i
R((Ωk)c) ≤
∞∑
k=i
1
2k =
1
2i−1
which allow us to conclude (3.21) by an application of the Borel-Cantelli
lemma.
Note that
inf
P∈M
V (P, τ, c) = inf
x∈C0
f(x) = inf
x∈C
f(x),
where the first equality follows from the definitions of V (P, τ, c) and f . The
last equality follows due to Lebesgue dominated convergence theorem. We
are going to show that the problem
inf
x∈C
f(x)
has a minimum x∗ ∈ C, and f(x∗) ≤ T˜+(τ, c). This will establish the equality
(3.17).
1. We show that f has a minimum in C. Since we know that infx∈C f(x) ≥
0 there exists a minimizing sequence xi = (λi, λiZi) ∈ C0 so that
f(xi)↘ inf
x∈C
f(x).
The sequence {λi}i∈N must be bounded. By passing to a subsequence if
necessary, we can assume that the sequence converges to some λ∗ ≥ 0.
Moreover, we can select this sequence in such a way that
∞∑
i=1
∣∣∣λi+1 − λi∣∣∣ <∞. (3.22)
Due to Komlós’ principle of convergence [40], there exists a sequence
of convex combinations
Z˜i ∈ conv
{
Zi, Zi+1, . . .
}
,
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and Z∗ ∈Mτ such that Zn → Z∗ R-a.s.
We get that
f(λ∗, λ∗Z∗) = lim
i→∞
f(λi, λiZ˜i),
due to Lebesgue dominated convergence theorem.
The convexity of f together with (3.22) imply that the sequence (λi, λiZ˜i)
is also minimizing. It follows that x∗ = (λ∗, λ∗Z∗) ∈ C is a minimum
of the function f in C.
2. Now we apply the optimality criterion theorem 3.11 to x∗ = (λ∗, λ∗Z∗).
According to (3.16) in theorem 3.11 we have that
0 ∈ ∂f(x∗) +NC(x∗).
Thus, there exists l ∈ X∗ such that
f(y)− f(x∗)− l(y − x∗) ≥ 0,∀y ∈ X,
l(y − x∗) ≥ 0,∀y ∈ C.
The continuous linear functional l acts in the following form
l(y) = aλ+ ER[bZ], for y = (λ, Z) ∈ X,
where a ∈ R and b ∈ L∞(R,Fτ ). We now write with more detail the
optimality conditions
ER[(1− ZHτ )+ − (1− λ∗Z∗Hτ )+ − b(Z − λ∗Z∗)]
+ (λ− λ∗)(c− a) ≥ 0, (3.23)
a(λ− λ∗) + ER[b(λZ − λ∗Z∗)] ≥ 0. (3.24)
The inequality (3.23) holds for any y ∈ X, and (3.24) holds for any
y ∈ C. In (3.23) the expectation is finite and this implies that a = c.
In (3.24) λ = λ∗ yields
ER[bZ] ≥ ER[bZ∗].
On the other hand, setting Z = Z∗ results in
(c+ ER[bZ∗])(λ− λ∗) ≥ 0.
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If λ∗ = 0 we are in a trivial case, so we can assume λ∗ > 0. We can
take λ = λ∗ ± 12λ∗ to conclude that
c = −ER[bZ∗].
We have proved that b is a random variable, Fτ -measurable, and with
ER[bZ] ≥ ER[bZ∗] = −c. (3.25)
3. We show that −Hτ ≤ b ≤ 0. If we set Zm := λ∗Z∗+m1{b>0} form ∈ N,
then (3.23) implies
0 ≤ ER[(1−ZmHτ )+− (1−λ∗Z∗Hτ )+− bm1{b>0}] ≤ 2−mER[b1{b>0}],
if we let m↗∞, then we conclude that R(b > 0) = 0.
Now we show that b ≥ −Hτ . In fact, let us define
Zk,N := λ∗Z∗ + k b
Hτ
1{−Hτ−N≤b<−Hτ},
where b0 := −1. Then (3.23) implies
0 ≤ ER[(1− Zk,NHτ )+ − (1− λ∗Z∗Hτ )+ − kb b
Hτ
1{−Hτ−N≤b<−Hτ}]
≤ 2− kER[b b
Hτ
1{−Hτ−N≤b<−Hτ}].
If we let k ↗∞, then we conclude that R({−Hτ−N ≤ b < −Hτ}) = 0.
The statement is proved. Note that Hτ = 0⇒ b = 0.
4. We show that b = −Hτ if 1 − λ∗Z∗Hτ > 0. If we set Zm := λ∗Z∗ −
m1{1−λ∗Z∗Hτ>0} for m ∈ N, then (3.23) implies that
0 ≤ ER[(1− ZmHτ )+ − (1− λ∗Z∗Hτ )+ +mb1{1−λ∗Z∗Hτ>0}]
= ER[m1{1−λ∗Z∗Hτ>0}(b+Hτ )].
If we let m ↘ −∞, then we conclude that b = −Hτ in the event
{1− λ∗Z∗Hτ > 0} as claimed before.
5. b = 0 if 1− λ∗Z∗Hτ < 0. In fact, from the previous steps we can write
b = −Hτ1{1−λ∗Z∗Hτ>0} −Hτ b˜1{1−λ∗Z∗Hτ≤0},
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and we want to show that b˜ = 0 in {1− λ∗Z∗Hτ < 0}. Let δ > 0 and
let us define
Zδ := λ∗Z∗1{1−λ∗Z∗Hτ>0} +
1
Hτ + δ
1{1−λ∗Z∗Hτ≤0},
then (3.23) reads
0 ≤ ER[(1− ZδHτ )+ − (1− λ∗Z∗Hτ )+ − b(Zδ − λ∗Z∗)]
= ER[(1− ZδHτ )1{1−ZδHτ>0} − (1− λ∗Z∗Hτ )1{1−λ∗Z∗Hτ>0}
+Hτ (Zδ − λ∗Z∗)1{1−λ∗Z∗Hτ>0} + b˜Hτ (Zδ − λ∗Z∗)1{1−λ∗Z∗Hτ≤0}]
= ER[(1− ZδHτ )(1{1−ZδHτ>0} − 1{1−λ∗Z∗Hτ>0})
+ b˜Hτ (Zδ − λ∗Z∗)1{1−λ∗Z∗Hτ≤0}].
The first term on the last equality reduces to zero because {1−ZδHτ >
0} = {1− λ∗Z∗Hτ > 0} and we arrive to the following inequality
0 ≤ ER[b˜Hτ (Zδ−λ∗Z∗)1{1−λ∗Z∗Hτ≤0}] = ER[b˜(
Hτ
Hτ + δ
−λ∗Z∗Hτ )1{1−λ∗Z∗Hτ≤0}].
We can let δ ↘ 0 and apply monotone convergence to conclude that
0 ≤ ER[b˜(1− λ∗Z∗Hτ )1{1−λ∗Z∗Hτ≤0}],
this last inequality allow us to conclude that b˜ = 0 in the event {1 −
λ∗Z∗Hτ < 0} as desired.
6. Now let us define the randomized test
ψ∗ =

0 if 1− λ∗Z∗Hτ < 0
1 if 1− λ∗Z∗Hτ > 0
−b
Hτ
if 1− λ∗Z∗Hτ = 0.
It is clear that ψ∗ is Fτ -measurable, and step number four implies that
ψ∗Hτ = −b. In particular for P ∈M, (3.25) reads
EP [Hτψ∗] ≤ ER[Z∗Hτψ∗] = c. (3.26)
This means that ψ∗ ∈ Rτc . On the other hand, we get
T˜+(τ, c) ≥ ER[ψ∗] = ER[ψ∗(1− λ∗Z∗Hτ )] + λ∗ER[Z∗ψ∗Hτ ]
= ER[(1− λ∗Z∗Hτ )+] + λ∗c
= inf
x∈C
f(x)
= inf
x∈C0
f(x)
= inf
P∈M
V (P, τ, c). (3.27)
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We have proved (3.17).
Remark 3.13 The optimality conditions of convex analysis applied in the
proof of theorem 3.12 is motivated by theorem 4.1 in Cvitaníc and Karatzas[5].♦
A corollary of this theorem is formula (3.17).
Corollary 3.14 With the notation of theorem 3.12, formula (3.17) holds:
T+(c) = inf
λ≥0
inf
P∈M
inf
θ∈T
{
ER[(1− λZPθ Hθ)+] + λc
}
.
Equivalently, in terms of QH+(c) we have
QH+(c) = inf
λ≥0
inf
P∈M
inf
θ∈T
{
ER[(1− λZPθ Hθ)+] + λc
}
.
Proof. The first part follows from lemma 3.9, proposition 3.10 and theorem
3.12. The second part follows from proposition 3.8 and the first part.
Part II
The upper and lower Snell
envelopes
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Chapter 4
The upper Snell envelope and
stopping times of maximal risk
In this chapter we study the upper Snell envelope U↑(H,M) introduced in
equation (1.4) of chapter 1. This envelope was associated to a process H,
representing an American option, and to the family of equivalent martingale
measuresM. In chapter 1 we explained how this process is involved in the
solution to the problem of superhedging; see theorem 1.16.
This upper envelope was introduced in continuous time by El Karoui and
Quenez[19] for European options in an incomplete market model based on
Brownian motion. Kramkov[41] and Föllmer and Kramkov[23] generalized
the construction to American options in a general semimartingale model,
incorporating portfolio constraints. Karatzas and Kou[35] constructed up-
per envelopes for American options in a model driven by a multidimensional
Brownian motion. These papers were motivated by the problem of super-
hedging under incompleteness. Föllmer and Schied[27] generalize the notion
of the upper Snell envelope to a general stable family of probability measures,
but in discrete time.
An important step in [19, 23, 35] was to construct a càdlàg version of the
upper Snell envelope. We are going to show that, more generally, for a given
stable family of equivalent probability measures P and a process H satisfying
mild conditions, we can construct a process U↑(H,P) which enjoys the same
properties as the envelope U↑(H,M): U↑(H,P) is a P-supermartingale as
in definition 1.5, it admits a càdlàg version, and U↑(H,P) ≥ H. Moreover,
U↑(H,P) is characterized as the minimal process with these properties. This
is proved in theorem 4.3.
The concept of a stable family of equivalent probability measures is in-
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troduced in definition 4.2 and further studied in section 4.2.1. Our main
reference here are sections 6.4 and 6.5 of Föllmer and Schied[27]. There,
they developed the concept of stability and constructed an envelope associ-
ated to a process H with respect to a stable family of equivalent probability
measures in discrete time. We extend their analysis to continuous time.
As we mentioned above, the solution of the superhedging problem involves
the upper Snell envelope U↑(H,M). The second goal of this chapter is
to clarify the role of U↑(H,P) in the analysis of a robust optimal stopping
problem formulated in definition 4.5 in terms of a class P . In theorem 4.27
we will construct a t-optimal stopping time for discrete time, and then in
theorem 4.20 for continuous time. In theorems 4.27 and 4.20, the envelope
U↑(H,P) will play a key role. As explained in remark 4.6, Zamfirescu[55]
contains a similar discussion.
In section 4.3.4 we motivate the robust optimal stopping problem 4.5 from
the point of view of convex risk measures and interpret a 0-optimal stopping
time for the upper Snell envelope as a time of maximal risk.
4.1 Problem formulation
Throughout this chapter we fix a stochastic base (Ω,F ,F = {Ft}t∈[0,T ], R).
The probability measure R is a reference measure, and we assume that the
filtration F satisfies the usual assumptions of right continuity and complete-
ness. We assume furthermore that F = FT . We start with the pasting
operation and the concept of stability for a family of equivalent probability
measures, c.f., for example, Föllmer and Schied[27] section 6.5.
Definition 4.1 Let τ ∈ T be a stopping time and P1 and P2 be probability
measures equivalent to R. The probability measure defined through
P3(A) := EP1 [P2[A | Fτ ]], A ∈ FT
is called the pasting of P1 and P2 in τ .
As pointed out in the discussion of definition 6.41 in Föllmer and Schied[27],
P3 is indeed a probability measure.
Definition 4.2 A family of probability measures P defined in the probability
space (Ω,F , R) is called stable under pasting or simply stable if every P ∈ P
is equivalent to R, and if for any P1 and P2 in P and any stopping time
τ ∈ T , the pasting of P1 and P2 in τ is an element of P.
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We will study further the concept of stability in section 4.2.1. Delbaen[7]
studies the concept of m-stability which is closely related to stability.
We now fix some notation. Throughout this chapter, P will denote a
fixed stable family of probability measures and H := {Ht}0≤t≤T will be a
fixed positive càdlàg F-adapted stochastic process satisfying the integrability
condition
sup
P∈P
sup
θ∈T
EP [Hθ] <∞. (4.1)
Our first goal in this chapter is to prove the next theorem.
Theorem 4.3 There exists a càdlàg P-supermartingale
U↑(H,P) := {U↑t (H,P)}0≤t≤T
such that
U↑τ (H,P) = ess supP∈Pess supθ∈T [τ,T ]EP [Hθ | Fτ ], R− a.s., (4.2)
for any stopping time τ ∈ T . Moreover, U↑(H,P) is the smallest P-supermartingale
above H in the sense that S ≥ U↑(H,P) whenever S is a càdlàg P-supermartingale
such that S ≥ H as in definition 1.1.
Proof. See section 4.2.3.
Definition 4.4 We say that the stochastic process {U↑t (H,P)}0≤t≤T con-
structed in theorem 4.3 is the upper Snell envelope of H with respect to P.
As we noticed before, the upper Snell envelope with respect to the family
of martingale measuresM goes back to El Karoui and Quenez[19], Kramkov[41],
Föllmer and Kramkov[23], and Karatzas and Kou[35]. Here we extend the
construction to the case of a general stable family of probability measures
and obtain a slightly stronger result in the sense that the equality (4.2) was
proved only for constant stopping times, while in theorem 4.3 we obtain the
equality (4.2) for any stopping time.
Our second goal in this chapter is to construct stopping times which are
optimal in the following sense.
Definition 4.5 For a fixed time t ∈ [0, T ], we say that a stopping time
τ ∗t ∈ T [t, T ] is a t-optimal stopping time for the upper Snell envelope of H if
ess supP∈PEP [Hτ∗t | Ft] = ess supθ∈T [t,T ]ess supP∈PEP [Hθ | Ft].
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In subsection 4.3.4 we motivate this robust stopping problem for the case
t = 0 from the point of view of convex risk measures. In theorem 4.27 we
construct t-optimal stopping times for discrete time, and then, subject to
appropriate conditions, in theorem 4.20 for continuous time.
Remark 4.6 Zamfirescu[55] studies a robust stopping problem similar to
4.5. She considers a stochastic base in continuous time and infinite horizon,
a class of stopping times whose elements can be infinite with positive proba-
bility, and a convex family of probability measures equivalent to a reference
probability measure. However, the problem in [55] is formulated without the
property of stability under pasting, which is crucial for our approach.♦
Remark 4.7 Let {Xt}0≤t≤T be a price process as in section 1.1. In propo-
sition 4.12 below, we show that the family of martingale measures M is a
stable family. Now, let us specialize definition 4.5 and theorem 4.20 to the
case where P =M and t = 0. Then we obtain a stopping time τ ∗0 such that
sup
P∈M
EP [Hτ∗0 ] = sup
θ∈T
sup
P∈M
EP [Hθ],
which means that the implied European option Hτ∗0 has the same cost of
superhedging as the American option H.♦
4.2 Solution
4.2.1 Stability under pasting
Let us recall definitions 4.1 and 4.2 on the pasting operation and stability.
Let τ ∈ T be a stopping time and P1 and P2 be probability measures
equivalent to R. The probability measure defined through
P3(A) := EP1 [P2[A | Fτ ]], A ∈ FT
is called the pasting of P1 and P2 in τ .
A family of probability measures P defined in the probability space (Ω,F , R)
is called stable under pasting or simply stable if every P ∈ P is equivalent to
R, and if for any P1 and P2 in P and any stopping time τ ∈ T , the pasting
of P1 and P2 in τ is an element of P.
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Trivial examples of stable families of probability measures are {R} and
M e(R) := {P a probability measure | P ∼ R}. In example 4.14 we are
going to see a stable family defined in terms of the Girsanov transformation.
In proposition 4.12 we show that the family of equivalent local martingale
measures is stable.
The definition of stability under pasting for families of probability measures
deserves some comments. First notice that the definition of stability is only
formulated for families whose elements are equivalent to the reference prob-
ability measure R. Thus, whenever a stable family of probability measures
is given, we implicitely assume that its elements are equivalent to R. In
section 6.5 in Föllmer and Schied[27], stability of the family of equivalent
martingale measures plays a key role for the analysis of the upper and lower
prices pisup(·) and piinf(·) of an American option H in discrete time. Another
important application of the stability concept appears in the problem of rep-
resenting dynamically consistent risk measures, see Föllmer and Penner[26]
for details and references.
Let us now collect some simple properties of the pasting operation.
Lemma 4.8 Let P1 and P2 be two equivalent probability measures and let
{Zt}0≤t≤T denote a càdlàg version of the density process of P2 with respect
to P1. Let P3 be the pasting of P1 and P2 in σ ∈ T . Then P3 is equivalent to
P1 and its density is given by
dP3
dP1
= ZT
Zσ
.
Moreover, P3 = P1 in Fσ.
Proof. The proof is similar to lemma 6.42 in [27].
In lemma 4.10 we make use of the following result.
Lemma 4.9 Let P1 and P2 be two equivalent probability measures and let
{Zt}0≤t≤T denote a càdlàg version of the density process of P2 with respect
to P1.
Let τ, σ ∈ T be two stopping times with τ ≥ σ. Let Y ≥ 0 be a Fτ -
measurable random variable, integrable with respect to P2. Then
EP2 [Y | Fσ] =
1
Zσ
EP1 [Y Zτ | Fσ].
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Proof. See e.g., lemma 3.5.3 in Karatzas and Shreve[36].
Lemma 4.10 Let P1 and P2 be two equivalent probability measures and let
P3 be the pasting of P1 and P2 in σ ∈ T . Then the density process of P3 with
respect to R is given by
Z3t =
 Z
1
t if t ≤ σ
Z1σ
Z2t
Z2σ
if t > σ ,
where Zit denotes a càdlàg version of the density process of Pi with respect to
R, for i = 1, 2.
Proof. Due to lemmas 4.9 and 4.8, the following identity results
dP 3
dR
= Z2T
Z1σ
Z2σ
.
Now we consider separately the events {t ≤ σ} and {t > σ}. In the event
{t ≤ σ} we get
Z3t = ER
[
Z2T
Z2σ
Z1σ | Ft
]
= ER[Z1σ | Ft] = Z1t .
In the event {t > σ}
Z3t =
Z1σ
Z2σ
ER[Z2T | Ft] =
Z1σ
Z2σ
Z2t .
The next lemma is a key result to compute conditional expectations with
respect to the pasting of two probability measures.
Lemma 4.11 Let P3 be the pasting of P1 and P2 in σ. Let Y be a positive
random variable FT -measurable and Pi-integrable for i = 1, 2, 3. Then, for
any stopping time τ ∈ T we have
EP3 [Y | Fτ ] = EP1 [EP2 [Y | Fσ∨τ ] | Fτ ].
Proof. This is the continuous-time version of lemma 6.43 in [27], and we
follow their proof. Let P3 be the pasting of P1 and P2 in σ. The lemma is
proved if we show that for any A ∈ Fτ , the following formula holds
EP3 [1AY ] = EP3 [1AEP1 [EP2 [Y | Fσ∨τ ] | Fτ ]].
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Lemma 4.8 allows us to write
EP3 [1AY ] = EP1
[
ZT
Zσ
1AY
]
,
and from lemma 4.9 we deduce that
EP1 [EP2 [Y | Fσ∨τ ] | Fτ ] = EP1
[
ZT
Zσ∨τ
Y | Fτ
]
.
If we put together the right-hand terms, then we see that it is enough to
verify
EP1
[
ZT
Zσ
1AY
]
= EP1
[
ZT
Zσ
1AEP1
[
ZT
Zσ∨τ
Y | Fτ
]]
. (4.3)
Let B = {τ ≤ σ} ∈ Fσ∧τ . Note that 1A∩BEP1 [ ZTZσ∨τ Y | Fτ ] is Fσ-
measurable, hence
EP1
[
ZT
Zσ
1A∩BEP1
[
ZT
Zσ∨τ
Y | Fτ
]]
= EP1
[
1A∩BEP1
[
ZT
Zσ
Y | Fτ
]]
= EP1
[
1A∩B
ZT
Zσ
Y
]
.
In a similar way we get the equality
EP1
[
ZT
Zσ
1A∩BcEP1
[
ZT
Zσ∨τ
Y | Fτ
]]
= EP1
[
1A∩Bc
ZT
Zσ
Y
]
.
Combining these two equalities for B and Bc we get (4.3).
In the next proposition we illustrate how to use lemma 4.11 to show the
well-known fact that the family of local martingale measures M is stable
under pasting.
Proposition 4.12 The family of equivalent local martingale measures M
for a price process X, specified as in section 1.1, is stable under pasting.
Proof. Delbaen[7] proved thatM is m-stable, a concept equivalent to stabil-
ity under pasting. His setup is in continuous time and infinite horizon for a
locally bounded price process; see his proposition 9.1. Föllmer and Schied[27]
proved the proposition in discrete time and finite horizon; see their proposi-
tion 6.45. Notice that in [27] they denoted the family of martingale measures
by P .
We now adapt the argument in the proof of proposition 6.45 of [27] to
continuous time and finite horizon. Let P1, P2 ∈ M and σ ∈ T . Let P3 be
the pasting of P1 and P2 in σ. Let {θki }∞i=1 be a localizing sequence of X with
respect to Pk, for k = 1, 2. This means that (in our finite horizon setting)
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1. θki is a stopping time in T .
2. The sequence converges R-a.s. to the horizon T : limi→∞ θki = T .
3. The stopped process {Xt∧θki }0≤t≤T is a Pk-martingale, for k = 1, 2.
We define θ3i := θ1i ∧ θ2i and show that {θ3i }∞i=1 is a localizing sequence
of X with respect to P3. The first two properties of a localizing sequence
are obvious for {θ3i }0≤t≤T . To prove the last property, take s, t ∈ [0, T ] with
s ≥ t. Then, for i ∈ N
EP3 [Xs∧θ3i | Ft] = EP1 [EP2 [Xs∧θ3i | Fσ∨t] | Ft] = EP1 [X(s∧θ3i )∧(σ∨t) | Ft],
where in the first equality we have applied lemma 4.11. In the second equality
we have applied Doob’s optional sampling theorem for martingales. We are
allowed to do so, since the stopping time s ∧ θ3i is bounded and θ3i ≤ θ2i . We
apply once more Doob’s optional sampling theorem to conclude that
EP1 [X(s∧θ3i )∧(σ∨t) | Ft] = X(s∧θ3i )∧(σ∨t)∧t,
where we have used the fact that θ3i ≤ θ1i . It is easy to show that (s ∧ θ3i ) ∧
(σ ∨ t) ∧ t = t ∧ θ3i and we conclude that
EP3 [Xs∧θ3i | Ft] = Xt∧θ3i .
In example 4.14 below, we construct a stable family of probability mea-
sures. It is a special case of theorem 1.3 in Delbaen[7]. We will need the
stochastic exponential of a continuous martingale.
Definition 4.13 Let M := {Mt}0≤t≤T be a continuous local martingale with
M0 = 0. The stochastic exponential of M denoted {Et(M)}0≤t≤T is defined
by
Et(M) := exp
{
Mt − 12 〈M〉t
}
,
where {〈M〉t}0≤t≤T is the quadratic variation process of the local martingale
M .
Example 4.14 Let {Wt}0≤t≤T be a standard Brownian motion defined in the
probability space (Ω,F ,F = {Ft}t∈[0,T ], R) where F is the augmented Brown-
ian filtration. Let furthermore {ξ0t }0≤t≤T be a predictable process with
ER
[∫ T
0
(ξ0s )2ds
]
<∞. (4.4)
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Notice that this inequality implies that the stochastic integral
ξ0 · dWt :=
∫ t
0
ξ0sdWs,
is well defined and is a square integrable martingale. We furthermore require
that
ER
[
exp
{
1
2
∫ T
0
(ξ0s )2ds
}]
<∞. (4.5)
Then
1. If ξ := {ξt}0≤t≤T is a predictable process such that
R({ω ∈ Ω | |ξt(ω)| ≤
∣∣∣ξ0t (ω)∣∣∣ for almost all t ∈ [0, T ]}) = 1, (4.6)
then the stochastic integral ξ · Nt := ∫ t0 ξsdNs is well defined and is a
uniformly integrable martingale
2. Let P be the family of probability measures obtained from the family of
densities with respect to R given by:
dens(P) := {ET (ξ ·W ) | {ξt}0≤t≤T is a predictable process satisfying (4.6)} .
Then the probability measures in P are equivalent to R and P is a
convex stable family.
Proof. Note that (4.5) is the Novikov criterion for Girsanov transformation
theorem; see for example corollary 3.5.13 and theorem 3.5.1 in Karatzas and
Shreve[36]. The first assertion in the proposition follows from (4.4) and (4.6).
Now we verify the second assertion.
1. Let ξ be a predictable process satisfying (4.6). We show that
ER[ET (ξ ·W )] = 1 (4.7)
R(ET (ξ ·W ) > 0) = 1. (4.8)
From the first step we know that ξ ·W is a uniformly integrable mar-
tingale. From (4.6) and (4.5) we deduce that
ER
[
exp
{
1
2
∫ T
0
(ξs)2ds
}]
<∞.
Hence, by Novikov’s criterion for Girsanov transformation theorem, the
process {Et(ξ ·W )}0≤t≤T is a uniformly integrable R-martingale. In par-
ticular this implies (4.7).
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In order to prove (4.8), we first apply Itô isometry:
ER
(∫ T
0
ξsdWs
)2 = ER
[∫ T
0
(ξs)2ds
]
<∞.
Then we see that |ξ ·WT | <∞, R-a.s. This implies (4.8) since 〈ξ ·W 〉T =∫ T
0 (ξs)2ds and then, by definition
ET (ξ ·W ) = exp
{∫ T
0
ξs ·Ws − 12
∫ T
0
(ξs)2ds
}
.
2. In order to prove that P is convex, it is enough to show that dens(P)
is convex. Take two elements in dens(P), Z1T = ET (ξ1 ·W ) and Z2T =
ET (ξ2 ·W ). For 0 < λ < 1 we must prove that λZ1T + (1 − λ)Z2T ∈
dens(P). Let us define the process {Z3t }0≤t≤T by Z3t := λZ1t +(1−λ)Z2t .
Then Z3 satisfies
dZ3t = Z3t−ξ3t dWt,
where
ξ3t := λ
Z1t−
Z3t−
ξ1t + (1− λ)
Z2t−
Z3t−
ξ2t
is a predictable process satisfying (4.6). We conclude that Z3T = ET (ξ3 ·
W ), and thus Z3T ∈ dens(P). This proves the required convexity.
3. We now show that P is stable under pasting. Let Pi ∈ P for i = 1, 2,
and let Zit = Et(ξi ·W ) be the density process of Pi with respect to R.
Let σ ∈ T be a stopping time and P3 be the pasting of P1 and P2 in σ.
We must show that P3 ∈ P . The process
ξ3t := ξ1t 1{t≤σ} + ξ2t 1{t>σ},
is predictable (since F is the augmented Brownian filtration) and satis-
fies (4.6). Let {Z3t }0≤t≤T be a càdlàg version of the density of P3 with
respect to R, lemma 4.10 implies that Z3T = ET (ξ3 ·W ).
4.2.2 Lattice properties
This section depends on the concept of stability under pasting as developed in
section 4.2.1. Let us recall that we have fixed a stable family P of equivalent
probability measures. For P ∈ P and for a stopping time τ ∈ T , let us define
the random variables ZPτ and Z↑τ by
ZPτ := ess supθ∈T [τ,T ]EP [Hθ | Fτ ] , (4.9)
Z↑τ := ess supP∈PZPτ = ess supP∈Pess supθ∈T [τ,T ]EP [Hθ | Fτ ] . (4.10)
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Notice that
Z↑τ = ess supθ∈T [τ,T ]ess supP∈PEP [Hθ | Fτ ] .
In this subsection we prepare the construction of the upper Snell envelope.
Here we show that the family of random variables
Z↑ := {Z↑θ}θ∈T (4.11)
has a P-supermartingale property of the form (4.16) below. In lemma
4.15 we verify a lattice property of the conditional expectations appearing
in (4.13), extending the method in section 6.5 of [27] from discrete time to
continuous time. We then obtain two corollaries which will serve as lemmas
for the proofs of theorems 4.3 and 4.20.
We fix the notation
P(P0, τ) := {P ∈ P | P = P0 in Fτ} , (4.12)
for P0 ∈ P and τ ∈ T .
Lemma 4.15 Let τ ∈ T be a stopping time and P0 ∈ P be a fixed probability
measure.
1. The family
Φ(τ) := {EP [Hθ | Fτ ] | P ∈ P , θ ∈ T [τ, T ]} (4.13)
is upwards directed, that is, for any pair P1, P2 ∈ P of probability mea-
sures and for any pair of stopping times θ1, θ2 ∈ T [τ, T ], there exists
P3 ∈ P and θ3 ∈ T [τ, T ] such that
EP3 [Hθ3 | Fτ ] = EP1 [Hθ1 | Fτ ] ∨ EP2 [Hθ2 | Fτ ]. (4.14)
2. There exist a pair of sequences {Pi}∞i=1 ⊂ P(P0, τ) and {θi}∞i=1 ⊂
T [τ, T ], such that
EPi [Hθi | Fτ ]↗ Z↑τ . (4.15)
3. For any σ ∈ T [τ, T ]
EP0 [Z↑σ | Fτ ] ≤ Z↑τ , (4.16)
Proof.
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1. Let P1, P2 ∈ P be two arbitrary probability measures and θ1, θ2 two
stopping times in T [τ, T ]. It is convenient to define the following objects
B := {EP1 [Hθ1 | Fτ ] ≥ EP2 [Hθ2 | Fτ ]},
θ3 := θ11B + θ21Bc ∈ T [τ, T ],
σ := T1B + τ1Bc ,
P3 := The pasting of P1 and P2 in σ.
From lemma 4.11 we can write
EP3 [Hθ3 | Fτ ] = EP1 [EP2 [Hθ3 | Fσ∨τ ] | Fτ ],
and we compute easily the equalities:
1BEP3 [Hθ3 | Fτ ] = 1BEP1 [EP2 [Hθ1 | FT ] | Fτ ] = 1BEP1 [Hθ1 | Fτ ],
1BcEP3 [Hθ3 | Fτ ] = 1BcEP1 [EP2 [Hθ2 | Fτ ] | Fτ ] = 1BcEP2 [Hθ2 | Fτ ].
We conclude that
EP3 [Hθ3 | Fτ ] = EP1 [Hθ1 | Fτ ] ∨ EP2 [Hθ2 | Fτ ],
which is (4.14).
2. Since the family Φ(τ) is upwards directed, there exist two sequences
{P˜i}∞i=1 ⊂ P and {θi}∞i=1 ⊂ T [τ, T ] such that the sequence of random
variables
{
E
P˜i
[Hθi | Fτ ]
}
i∈N is increasing and converges to Z
↑
τ R-a.s.
Let P0 ∈ P be fixed. For i ∈ N let us define inductively
Bi := {EPi−1 [Hθi | Fτ ] ≥ EP˜i [Hθi | Fτ ]}, (4.17)
σi := 1Biτ + 1Bci T,
Pi := The pasting of Pi−1 and P˜i in σi.
Note that Pi = Pi−1 in Fσi . This implies that Pi = P0 in Fτ , so that
Pi ∈ P(P0, τ). A computation as in the first part shows that
EPi [Hθi | Fτ ] = EPi−1 [Hθi | Fτ ] ∨ EP˜i [Hθi | Fτ ],
hence the sequence {Pi}∞i=1 has the desired property.
3. For the last statement take a stopping time σ ∈ T [τ, T ] and A ∈ Fτ .
We must show that
EP0 [1AZ↑σ] ≤ EP0 [1AZ↑τ ].
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Let {Pi}∞i=1 ⊂ P and {θi}∞i=1 ⊂ T [σ, T ] be two sequences as constructed
in the previous step with
EPi [Hθi | Fσ]↗ Z↑σ,
and Pi = P0 in Fσ. Then we have the following
EP0 [1AZ↑σ] = EP0 [1A limi→∞EPi [Hθi | Fσ]]
= EP0 [ lim
i→∞
1AEPi [Hθi | Fσ]]
= lim
i→∞
EP0 [1AEPi [Hθi | Fσ]]
= lim
i→∞
EP0 [1AEPi [Hθi | Fτ ]]
≤ EP0 [1AZ↑τ ].
The third equality is justified by monotone convergence, the fourth
equality follows from the fact that Pi = P0 in Fσ, and the last inequality
is obvious.
Lemma 4.16 Let P0 ∈ P be a fixed probability measure and τ ∈ T be a fixed
stopping time. Then, for σ ∈ T [τ, T ], R-a.s.
EP0 [Z↑σ | Fτ ] = ess supP∈PEP0 [ZPσ | Fτ ]
= ess supP∈Pess supθ∈T [σ,T ]EP0 [EP [Hθ | Fσ] | Fτ ]
= ess supP∈P(P0,σ)ess supθ∈T [σ,T ]EP [Hθ | Fτ ].
Proof. The following inequalities hold R-a.s.
EP0 [Z↑σ | Fτ ] ≥ ess supP∈PEP0 [ZPσ | Fτ ]
≥ ess supP∈Pess supθ∈T [σ,T ]EP0 [EP [Hθ | Fσ] | Fτ ]
≥ ess supP∈P(P0,σ)ess supθ∈T [σ,T ]EP [Hθ | Fτ ].
And thus, it is enough to show that
EP0 [Z↑σ] ≤ EP0 [ess supP∈P(P0,σ)ess supθ∈T [σ,T ]EP [Hθ | Fτ ]].
According to lemma 4.15 there exists a sequence of measures {Pi}∞i=1 ⊂
P(P0, σ) and stopping times {θi}∞i=1 ⊂ T [σ, T ] such that
EPi [Hθi | Fσ]↗ Z↑σ.
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Now we have
EP0 [Z↑σ] = EP0 [ limi→∞EPi [Hθi | Fσ]]
= lim
i→∞
EP0 [EPi [Hθi | Fσ]]
= lim
i→∞
EP0 [EPi [Hθi | Fτ ]]
≤ EP0 [ess supP∈P(P0,σ)ess supθ∈T [σ,T ]EP [Hθ | Fτ ]],
where the second equality is justified by monotone convergence, and the third
by the fact that Pi ∈ P(P0, σ). The last inequality is obvious.
Lemma 4.17 Let τ ∈ T be a fixed stopping time and σ ∈ T [τ, T ]. Then
ess supP∈PEP [Z↑σ | Fτ ] = ess supP∈Pess supθ∈T [σ,T ]EP [Hθ | Fτ ]. (4.18)
Proof. The inequality ≤ follows from lemma 4.16. We now show the converse
inequality ≥. Let P ∈ P and θ ∈ T [σ, T ] be fixed. Notice that
EP [Z↑σ | Fτ ] ≥ EP [EP [Hθ | Fσ] | Fτ ] = EP [Hθ | Fτ ].
If we take the essential supremum over θ ∈ T [σ, T ] and P ∈ P in this
inequality, we then obtain the inequality ≥.
4.2.3 Proof of theorem 4.3
In this section we prove theorem 4.3. For convenience of the reader we recall
the statement.
There exists a càdlàg P-supermartingale
U↑(H,P) := {U↑t (H,P)}0≤t≤T
such that
U↑τ (H,P) = ess supP∈Pess supθ∈T [τ,T ]EP [Hθ | Fτ ], R− a.s.,
for any stopping time τ ∈ T . Moreover, U↑(H,P) is the smallest P-supermartingale
above H in the sense that S ≥ U↑(H,P) whenever S is a càdlàg P-supermartingale
such that S ≥ H as in definition 1.1.
Proof. We simplify notation and write U↑ = U↑(H,P). Let P1 ∈ P
be fixed but arbitrary. Let us recall that in (4.11) we defined the family of
random variables Z↑ = {Z↑θ}θ∈T .
79 4 The upper Snell envelope
1. In this first step we show that the process {Z↑t }0≤t≤T has a càdlàg mod-
ification. We use the fact that {Z↑t }0≤t≤T has the P1-supermartingale
property as stated in lemma 4.15. The stopping time defined in (4.20)
and the argument involved in (4.22) are important in this step and they
were first considered by Föllmer and Kramkov[23]. The existence of a
càdlàg modification will follow after proving that the correspondence
t → EP1 [Z↑t ] is right-continuous (see e.g., theorem 3.1 in Lipster and
Shiryayev[43]).
Let {ti}∞i=1 ⊂ [t, T ] be a decreasing sequence converging to t. We have
that
EP1 [Z
↑
t ] ≥ lim
i→∞
EP1 [Z
↑
ti ],
since Z↑t is a P1-supermartingale.
Now we show the opposite inequality. From lemma 4.15 we know that
for any  > 0, there exists a stopping time τ with t ≤ τ ≤ T and a
probability measure P2 ∈ P with P2 = P1 in Ft such that
EP1 [Z
↑
t ] ≤ + EP1 [EP2 [Hτ | Ft]] = + EP2 [Hτ ]. (4.19)
Now we define
τ (i) := τ1{τ≥ti} + T1{τ<ti} ∈ T [ti, T ], (4.20)
and let Pi be the pasting of P1 and P2 in Fti . Then according to lemma
4.16 we get that
EPi [Hτ (i) ] ≤ EP1 [Z↑ti ]. (4.21)
so that lim infi→∞EPi [Hτ (i) ] ≤ lim infi→∞EP1 [Z↑ti ]. Now in order to ob-
tain the inequality EP1 [Z
↑
t ] ≥ limi→∞EP1 [Z↑ti ] it only remains to show
that EP2 [Hτ ] ≤ lim infi→∞EPi [Hτ (i) ].
Let F denote the density process of P2 with respect to P1, notice that
lims↘t Fs = Ft = 1, R-a.s.. According to lemma 4.8, the density of Pi
with respect to P1 is equal to FTFti , then
EP2 [Hτ ] = EP1 [FTHτ ] = EP1
[
lim
i→∞
FT
Fti
Hτ (i)
]
(4.22)
≤ lim infi→∞EP1
[
FT
Fti
Hτ (i)
]
= lim infi→∞EPi [Hτ (i) ] ,
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where in the inequality we have applied Fatou’s lemma. From (4.19)
and (4.21) we conclude the opposite inequalityEP1 [Z
↑
t ] ≤ limi→∞EP1 [Z↑ti ].
2. Let {U↑t }0≤t≤T be a càdlàg modification of the process {Z↑t }0≤t≤T , and
let τ ∈ T be a fixed stopping time. We now show that
U↑τ = ess supP∈Pess supθ∈T [τ,T ]EP [Hθ | Fτ ].
For an arbitrary stopping time θ ∈ T , let us define the usual dyadic
discretizations
θi =
2iT−1∑
j=0
j + 1
2i 1{ j2i≤θ< j+12i } + T1{θ=T}. (4.23)
Clearly {θi}∞i=1 is a decreasing sequence of stopping times converging
to θ, R-a.s. Note also that U↑θi = Z
↑
θi R-a.s. since the stopping time θi
takes only a finite number of values.
Let τ ∈ T be an arbitrary stopping time. In order to prove that
Z↑τ ≤ U↑τ we have to show that EP [Hθ | Fτ ] ≤ U↑τ for θ ∈ T [τ, T ] and
P ∈ P , i.e., EP [1AHθ] ≤ EP [1AU↑τ ] for any A ∈ Fτ . Indeed:
EP [1AHθ] = EP [ lim
i→∞
1AHθi ] ≤ EP [lim infi→∞1AZ↑θi ]
= EP [lim infi→∞1AU↑θi ] ≤ lim infi→∞EP [1AU↑θi ]
= lim infi→∞EP [1AEP [U↑θi | Fτ ]] ≤ EP [1AU↑τ ],
where in the first equality we used the fact that H is right continuous,
in the following inequality the definition of Z↑θi , in the next equality
that U↑θi = Z
↑
θi , in the following inequality Fatou’s lemma, and in the
last inequality the P -supermartingale property of U↑.
In order to prove equality of these variables, it suffices to demonstrate
that EP [U↑τ ] ≤ EP [Z↑τ ] for P ∈ P fixed, since we now know that Z↑τ ≤
U↑τ . Using again the usual dyadic discretisations {τ i}∞i=1 of τ we get
the following inequalities:
EP [Z↑τ ] ≥ lim infi→∞EP [Z↑τ i ] = lim infi→∞EP [U↑τ i ] ≥ EP [U↑τ ],
where we have applied the P -supermartingale property of Z↑, and
where the last inequality follows by Fatou’s lemma since U↑ is right
continuous.
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3. We now prove the last part of the theorem. Let S be a càdlàg P-
supermartingale such that S ≥ H. Then it follows that EP [Hθ | Ft] ≤
EP [Sθ | Ft] ≤ St P -a.s. for θ ∈ T [t, T ]. This implies that St ≥ ZPt for
any P ∈ P , and thus St ≥ Z↑t . Since the processes U↑ and S are right
continuous we obtain that S ≥ U↑.
4.2.4 Existence of t-optimal times for the upper Snell
envelope in continuous time
In this subsection we construct t-optimal stopping times for the upper Snell
envelope of H in continuous time, for a class of processes satisfying the
regularity condition of definition 4.19 below. The upper Snell envelope of
theorem 4.3 will be crucial in the construction. We start with the next
proposition which provides a characterization of t-optimal stopping times for
the upper Snell envelope of H. Since the stochastic process H and the family
of equivalent probability measures P are fixed, we simply write U↑ for the
upper Snell envelope of H with respect to P .
Proposition 4.18 A stopping time τ ∗ ≥ t is t-optimal for the upper Snell
envelope of H if and only if the following two properties are satisfied:
1.
ess supP∈PEP [U
↑
τ∗ | Ft] = ess supP∈PEP [Hτ∗ | Ft], (4.24)
2. for s ≥ t, the stopped process U↑τ∗∧s has the following property
U↑t = ess supP∈PEP [U
↑
τ∗∧s | Ft]. (4.25)
Proof. Sufficiency. If we take s = T on the second condition (4.25) then
U↑t = ess supP∈PEP [U
↑
τ∗ | Ft], and we conclude that τ ∗ is t-optimal for the
upper Snell envelope from the first condition (4.24).
Necessity. Let τ ∗ be a t-optimal stopping time for the upper Snell envelope
and consider the stopped process U↑τ∗∧s. In the following relationships, lemma
4.17 justifies the first and last equalities, while the second and third equalities
follows from the t-optimality of the stopping time τ ∗:
ess supP∈PEP [U
↑
τ∗∧s | Ft] = ess supP∈Pess supθ∈T [τ∗∧s,T ]EP [Hθ | Ft]
= ess supP∈PEP [Hτ∗ | Ft]
= ess supP∈Pess supθ∈T [t,T ]EP [Hθ | Ft]
= U↑t .
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This proves property (4.25), and if we take s = T then (4.24) results.
Let λ be a constant in (0, 1) and let θ be a stopping time in T . We define
τλθ := inf{u ≥ θ | λU↑u ≤ Hu}. (4.26)
These stopping times will be important for the construction of t-optimal
stopping times for the upper Snell envelope of H. Our motivation to con-
sider the family of stopping times {τλθ }0<λ<1 are the stopping times DλT in
proposition 2.32 p. 130 of El Karoui[18].
In the theorem below we prove that τλt is a lower bound for any t-optimal
stopping time and that the limit
τ ↑t := lim
λ→1
τλt
is a t-optimal stopping time. In theorem (4.20) we will assume the following
regularity condition on H.
Definition 4.19 Let Y := {Yt}0≤t≤T be a positive F-adapted process and let
t ∈ [0, T ] be fixed. We say that Y is t-upper semicontinuous in expectation
from the left with respect to the family P if for any increasing sequence of
stopping times {θi}∞i=1 ⊂ T [t, T ] converging to θ, the following inequality
holds
lim supi→∞ess supP∈PEP [Yθi | Ft] ≤ ess supP∈PEP [Yθ | Ft], R− a.s.
(4.27)
Theorem 4.20 The upper Snell envelope U↑(H,P) and the stopping time
τλt defined in (4.26) are related by the identity
U↑t = ess supP∈PEP
[
U↑
τλt
| Ft
]
. (4.28)
Moreover, if H is t-upper semicontinuous in expectation from the left with
respect to P, then τ ↑t is a t-optimal stopping time for the upper Snell envelope
of H in the sense of definition 4.5:
ess supP∈PEP [Hτ↑t | Ft] = ess supθ∈T [t,T ]ess supP∈PEP [Hθ | Ft].
Proof. Formula (4.18) in lemma 4.17 gives the inequality
ess supP∈PEP
[
U↑
τλt
| Ft
]
≤ U↑t .
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In order to prove the opposite inequality, let θ ∈ T [t, T ]. From the
definition of the stopping time τλθ , and considering the events {θ = τλθ } and
{θ < τλθ } separately, we obtain the estimate
Hθ ≤ λU↑θ + (1− λ)U↑τλ
θ
.
If we take conditional expectation with respect to P ∈ P , then we get
EP [Hθ | Ft] ≤ λU↑t + (1− λ)EP [U↑τλt | Ft],
since
EP [U↑τλ
θ
| Ft] = EP
[
EP [1{τλ
θ
≤τλt }U
↑
τλ
θ
| Fτλt ] + EP [1{τλθ >τλt }U
↑
τλ
θ
| Fτλt ] | Ft
]
≤ EP [1{τλ
θ
≤τλt }U
↑
τλt
+ 1{τλ
θ
>τλt }U
↑
τλt
| Ft]
= EP [U↑τλt | Ft].
Here we have used the fact that on the event {τλθ ≤ τλt } the stopping times
τλθ and τλt coincide, that the event {τλθ > τλt } is Fτλt -measurable, and that
the process {U↑t }0≤t≤T is a P-supermartingale. We have proved (4.28).
The second part of the theorem follows now from the previous step and
the upper-semicontinuity in expectation of {Ht}0≤t≤T with respect to P . In
fact, let {λi}∞i=1 be an increasing sequence of numbers converging to 1. Then
U↑t = lim supi→∞ess supP∈PEP
[
U↑
τ
λi
t
| Ft
]
≤ lim supi→∞
1
λi
ess supP∈PEP
[
H
τ
λi
t
| Ft
]
≤ ess supP∈PEP
[
Hτ↑t
| Ft
]
.
To conclude we only have to notice that
U↑t = Z↑t = ess supθ∈T [t,T ]ess supP∈PEP [Hθ | Ft].
Remark 4.21 Additional to the conditions of theorem 4.20, let us assume
that H is upper semicontinuous in expectation from the left with respect to
some P0 ∈ P. Then P0-a.s. U↑τ↑t = Hτ↑t . Indeed, for λ ∈ (0, 1) we know from
(4.26) that U↑
τλt
≤ (λ)−1Hτλt . This inequality develops into
EP0 [U
↑
τ↑t
] ≤ EP0 [U↑τλt ] ≤ (λ)
−1EP0 [Hτλt ],
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where we have used the fact that U↑ is a P0-supermartingal. But then
EP0 [U
↑
τ↑t
] ≤ lim sup
λ↗1
(λ)−1EP0 [Hτλt ] ≤ EP0 [Hτ↑t ],
since we have assumed that H is upper semicontinuous in expectation from
the left with respect P0. Since we know that U↑τ↑t ≥ Hτ↑t , then we conclude
equality R-a.s.♦
The condition of upper semicontinuity in expectation from the left with
respect to the stable family P is rather strong and its verification may be
hard. Without this condition, and considering only the case t = 0, the
stopping times τλ0 still provide -optimal stopping times as stated in the
following corollary.
Corollary 4.22 Let {Ht}0≤t≤T be a process satisfying the conditions of the-
orem 4.3. Then for any  > 0 there exists a stopping time τ  ∈ T such
that
U↑0 ≤ + sup
P∈P
EP [Hτ ]. (4.29)
Proof. We may assume  < U↑0 , and we take λ = 1 − (U↑0 )−1. We have the
following relationships
U↑0 = sup
P∈P
EP [U↑τλ0 ] ≤ supP∈P EP [U
↑
τλ0
−Hτλ0 ] + supP∈P EP [Hτλ0 ], (4.30)
where in the first equality we have applied (4.28). By the definition of the
stopping time τλ0 we know that λU
↑
τλ0
≤ Hτλ0 , so that
U↑
τλ0
−Hτλ0 ≤ (1− λ)U
↑
τλ0
.
We next apply P -expectation and then take the supremum over P ∈ P to
obtain that
sup
P∈P
EP [U↑τλ0 −Hτλ0 ] ≤ (1− λ) supP∈P EP [U
↑
τλ0
] ≤ (1− λ)U↑0 = . (4.31)
Equations (4.30) and (4.31) imply (4.29).
4.3 Special cases
4.3.1 A study case based on compactness
In this subsection we specialize theorem 4.20 to the case t = 0 and a par-
ticular class of stable families of probability measures. The construction of
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the stopping time in theorem 4.20 depended on upper semicontinuity in ex-
pectation from the left for the process H with respect to a stable family P .
When P reduces to a singleton this is the well-known condition which we
introduced in definition 1.9.
Here we check upper semicontinuity from the left under the condition that
the stable family is weakly compact, and that the process H is quasi-left
continuous in the following sense: For any increasing sequence of stopping
times {θi}∞i=1 converging to a stopping time θ ∈ T , we have
lim
i→∞
Hθi = Hθ, R− a.s.
For equivalent formulations of this property see, e.g., theorem 32 p. 84 in
Dellacherie[11].
Lemma 4.23 Let Q be a convex family of probability measures absolutely
continuous with respect to R. Assume that the family of densities of Q with
respect to R is σ(L1(R), L∞(R))-compact.
Let {Y i}∞i=1 be a sequence of random variables such that there exists a
constant K ≥ 0 with
−K ≤ Y i ≤ K, R− a.s.
for i ∈ N. Then, limi→∞ Y i = 0 R− a.s. implies that
lim
i→∞
sup
Q∈Q
EQ[Y i] = 0.
Proof. We first show that lim infi→∞ supQ∈QEQ[Y i] ≥ 0. Indeed,
lim infi→∞ sup
Q∈Q
EQ[Y i] ≥ lim infi→∞EQ0 [Y i] ≥ EQ0 [lim infi→∞Y i] = 0,
where Q0 ∈ Q is fixed, and in the last inequality we have applied Fatou’s
lemma.
We now show that l = 0, where
l := lim supi→∞ sup
Q∈Q
EQ[Y i].
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For δ > 0 arbitrary we have that
l = lim supi→∞ sup
Q∈Q
{
EQ[Y i;Y i ≤ δ] + EQ[Y i;Y i > δ]
}
≤ δ +K lim supi→∞ sup
Q∈Q
Q[Y i > δ].
By assumption, the set of densities
{
dQ
dR
}
Q∈Q is weakly compact, and by the
Dunford-Pettis criterion of uniform integrability (see, e.g., theorem IV.8.9 in
Dunford and Schwartz[16]),
{
dQ
dR
}
Q∈Q is uniformly integrable with respect to
R. But limi→∞R[Y i > δ] = 0, and then uniform integrability implies the
following uniform absolutely continuous property for the family Q (see e.g.,
Meyer[44] theorem 19 part (b))
lim supi→∞ sup
Q∈Q
Q[Y i > δ] = 0.
We infer that l ≤ δ, and because δ was arbitrary we conclude that l = 0.
Proposition 4.24 Assume that the stable family of probability measures P
satisfies the condition of lemma 4.23. Furthermore, assume that the process
H is bounded in the sense that H ≤ K for some constant K > 0. If H is
quasi-left continuous, then it is 0-upper semicontinuous in expectation from
the left with respect to P.
Proof. Let {θi}∞i=1 ⊂ T be an increasing sequence of stopping times converg-
ing to θ. We want to show that
lim supi→∞ sup
P∈P
EP [Hθi ] ≤ sup
P∈P
EP [Hθ] .
It is enough to prove that
lim supi→∞ sup
P∈P
EP [Hθi −Hθ] = 0,
since
lim supi→∞ sup
P∈P
EP [Hθi ] ≤ lim supi→∞
{
sup
P∈P
EP [Hθi −Hθ] + sup
P∈P
EP [Hθ]
}
.
Let us consider the random variable defined by
Y i := Hθi −Hθ.
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Then Y i is a Fθ-measurable random variable with −K ≤ Y i ≤ K. Further-
more, R(limi→∞ Y i = 0) = 1 since the process H is quasi-left continuous.
We can apply lemma 4.23 to the sequence {Y i}∞i=1 to conclude that
lim
i→∞
sup
P∈P
EP [Y i] = 0.
Thus
lim
i→∞
sup
P∈P
EP [Hθi −Hθ] = 0,
as needed to be proved.
Theorem 4.20 and proposition 4.24 imply the following corollary.
Corollary 4.25 Assume the conditions of proposition 4.24. Then there ex-
ists a 0-optimal stopping time for the upper Snell envelope of H in the sense
of definition 4.5.
Proof. According to proposition 4.24, H is 0−upper semicontinuous in ex-
pectation from the left with respect to P . In this case, theorem 4.20 says
that the stopping time τ ↑0 is a 0-optimal stopping time for the upper Snell
envelope of H.
4.3.2 Absolutely continuous martingale measures
In the special case where P is the set of equivalent martingale measures
for the price process X, we may consider the family of martingale measures
which are absolutely continuous with respect to R
Ma := {P  R | X is a local martingale with respect to P},
to define an upper envelope. In many interesting models the inclusionM⊂
Ma will be strict; see for example theorem 5.4 in Delbaen Schachermayer[9].
The next proposition shows that the upper Snell envelope remains unchanged
if we replace the classM used in (1.4), resp. (4.10), byMa.
Proposition 4.26 The upper Snell envelope has the following property. For
any P a ∈ Ma and any stopping time τ ∈ T [t, T ], the following inequality
holds P a-a.s.
EPa [Hτ | Ft] ≤ U↑t .
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Proof. Let P a ∈ Ma be an absolutely continuous martingale measure and
P ∈M be any equivalent martingale probability measure. For i ∈ N define
P i := (1− 1
i
)P a + 1
i
P.
Let τ ∈ T [t, T ]; then the conditional expectation with respect to P i is
EP i [Hτ | Ft] = (1− 1
i
)EPa [Hτ | Ft] + 1
i
EP [Hτ | Ft], (4.32)
in particular setting t = 0 implies that Hτ is P a-integrable and condition
(1.3) implies the apparently stronger condition:
sup
P∈Ma
sup
θ∈T
EP [Hθ] <∞.
In the right-hand term at (4.32), the first conditional expectation is P a
integrable and the second is P integrable, from this we get that
lim
i→∞
EP i [Hτ | Ft] = EPa [Hτ | Ft], P a − a.s.,
and the proof concludes with the inequality
EPa [Hτ | Ft] ≤ lim supi→∞EP i [Hτ | Ft] ≤ U↑t .
4.3.3 Existence of t-optimal times for the upper Snell
envelope in discrete time
In this section we show how the problem 4.5 can be solved in discrete time
following the analysis in section 6.5 of [27]. Here we consider a stochastic
base in discrete time of the form
(Ω,F ,F = {Ft}t∈{0,...,T}, R).
The family of stopping times is again denoted by T .
Theorem 4.27 Let P be a stable family of probability measures defined in
the probability space (Ω,F , R). Let K := {Kt}t∈{0,···T} be a positive F-adapted
process satisfying
sup
P∈P
EP [Kt] <∞, (4.33)
for any t ∈ {0, · · · , T}. Let the upper Snell envelope of K with respect to P
be defined by
U↑t = ess supP∈Pess supθ∈T [t,T ]EP [Kθ | Ft].
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Then, for t ∈ {0, · · · , T}, the stopping time defined by
τ ↑t := inf{s ≥ t | Ks = U↑s },
is a t-optimal stopping time for the upper Snell envelope of K with respect
to P in the discrete-time formulation of definition 4.5.
Proof. Clearly we have R(τ ↑t ≤ T ) = 1, since U↑T = KT . The first part of
theorem 4.29 below says that the upper Snell envelope can be computed in
a recursive way as
U↑t = Kt ∨ ess supP∈PEP [U↑t+1 | Ft]. (4.34)
Through an induction argument we can see that
U↑t = Kt ∨ ess supP∈PEP [ess supP∈PEP [Kτ↑t+1 | Ft+1] | Ft].
The martingale property as stated in the second part of theorem 4.29
implies that
U↑t = Kt ∨ ess supP∈PEP [Kτ↑t+1 | Ft]. (4.35)
The obvious relationships
τ ↑t = 1{τ↑t =t}t+ 1{τ↑t >t}τ
↑
t+1
combined with (4.35) lead to
U↑t = ess supP∈PEP [Kτ↑t | Ft].
In fact, the inequality
Kt ∨ ess supP∈PEP [Kτ↑t+1 | Ft] ≥ ess supP∈PEP [Kτ↑t | Ft],
follows easily from the identity
ess supP∈PEP [Kτ↑t | Ft] = 1{τ↑t =t}Kt + 1{τ↑t >t}ess supP∈PEP [Kτ↑t+1 | Ft].
For the opposite inequality we must prove that
1{τ↑t =t}
{
Kt ∨ ess supP∈PEP [Kτ↑t+1 | Ft]
}
≤ 1{τ↑t =t}Kt,
1{τ↑t >t}
{
Kt ∨ ess supP∈PEP [Kτ↑t+1 | Ft]
}
≤ 1{τ↑t >t}ess supP∈PEP [Kτ↑t+1 | Ft].
Both inequalities follow from the set inclusion{
Kt > ess supP∈PEP [Kτ↑t+1 | Ft]
}
⊂
{
τ ↑t = t
}
,
which is justified by (4.34) and the definition of the stopping time τ ↑t . We
have proved the theorem.
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Remark 4.28 If the stopping time τ ↑t is adopted as an optimal exercise rule,
then the optimality criterion does require a patient attitude. To explain this,
notice that if UP denotes the Snell envelope of K with respect to P ∈ P,
then Kτ↑t = U
P
τ↑t
. If τPt denotes the minimal optimal stopping time of H with
respect to P , then the discrete-time version of theorem 1.10 (see [27]) implies
that τPt ≤ τ ↑t . This means that the option will be exercised after each minimal
optimal stopping time corresponding to any probability measure P ∈ P.♦
The next theorem taken from Föllmer and Schied[27] states that the up-
per Snell envelope in discrete time can be computed in a recursive way, and
that the operator ess supP∈PEP [·] satisfies an analogous property to the mar-
tingale property.
Theorem 4.29 Let {Kt}t∈{0,···T} be as in theorem 4.27, and let U↑ denote
its upper Snell envelope. The following assertions hold true:
1. The upper Snell envelope U↑ can be computed in the following recursive
way:
U↑t = Kt ∨ ess supP∈PEP [U↑t+1 | Ft].
2. Let Y ≥ 0 be an FT -measurable random variable such that V0 < ∞,
where
Vt := ess supP∈PEP [Y | Ft].
The nonlinear operator ess supP∈PEP [· | ·] satisfies the following prop-
erty:
Vσ = ess supP∈PEP [Vτ | Fσ] (4.36)
for any stopping times σ, τ ∈ T with σ ≤ τ .
Proof. See theorems 6.52 and 6.53 in Föllmer and Schied[27].
4.3.4 Stopping times of maximal risk
In this section we motivate the robust optimal stopping problem formulated
in definition 4.5 from the point of view of convex risk measures. Let us first
recall from Föllmer and Schied[28] the definition and some basic properties
of convex risk measures.
Definition 4.30 Let X be a linear space of bounded functions containing the
constants. A mapping ρ : X → R is called a monetary measure of risk if it
satisfies the following conditions for all X, Y ∈ X .
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1. Monotonicity: If X ≤ Y , then ρ(X) ≥ ρ(Y ).
2. Cash invariance: If m ∈ R, then ρ(X +m) = ρ(X)−m.
Definition 4.31 A monetary risk measure ρ : X → R is called a convex
measure of risk if it satisfies
• Convexity: ρ(λX + (1−λ)Y ) ≤ λρ(X) + (1−λ)ρ(Y ), for 0 ≤ λ ≤ 1.
Definition 4.32 A monetary measure of risk ρ : X → R is called a coherent
measure of risk if it satisfies
• Positive homogeneity: If λ ≥ 0, then ρ(λX) = λρ(X).
We now introduce a probability space (Ω,F , R) and consider convex risk
measures defined on the Banach space X = L∞(R).
Remark 4.33 A convex risk measure ρ on the Banach space of bounded
measurable function on (Ω,F) may be viewed as a convex risk measure on
L∞(R) if it respects the R-null sets, i.e.,
ρ(X) = ρ(Y ), if X = Y R− a.s.♦
The next theorem clarifies the structure of a convex risk measure on
L∞(R), by extending Delbaen’s representation theorem for coherent measures
of risk to the general convex case; see [8] theorem 3.2.
Theorem 4.34 Suppose X = L∞(Ω,F , R), P is the set of probability mea-
sures P  R, and ρ : X → R is a convex measure of risk. Then the following
properties are equivalent.
1. There is a “penalty function” α : P → (−∞,∞] such that
ρ(X) = sup
P∈P
(EP [−X]− α(P )) , for all X ∈ X , (4.37)
with
α(P ) := sup
X∈X
(EP [−X]− ρ(X)) .
2. ρ possesses the Fatou property: If the sequence (Xn)n∈N ⊂ X is uni-
formly bounded, and Xn converges to some X ∈ X in probability, then
ρ(X) ≤ lim infn ρ(Xn).
3. If the sequence (Xn)n∈N ⊂ X decreases to X ∈ X , then ρ(Xn)→ ρ(X).
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In the coherent case, the representation (4.37) reduces to the representation
ρ(X) = sup
Q∈Q
EQ[−X], for all X ∈ X . (4.38)
for the family Q = {Q ∈ P | α(Q) = 0}.
Proof. See theorem 6 in Föllmer and Schied[29], parts 1, 3, 4.
It is the robust representation (4.37) resp. (4.38) which will allow us to
motivate the robust stopping problem 4.5 in the context of convex risk mea-
sures.
To this end, consider a filtration F of the probability space (Ω,F , R)
satisfying the usual conditions of right continuity and completeness. Let
H := {Ht}0≤t≤T be a positive càdlàg F-adapted stochastic process. In or-
der to avoid technical difficulties we assume that H ≤ K for some constant
K > 0.
Typically, the stochastic process H represents the evolution of a financial
position with an uncertain liquidation date. An important example would
be an American put option, seen from the point of view of the seller.
We can now consider the maximal risk defined as
sup
θ∈T
ρ(−Hθ) = sup
θ∈T
sup
Q∈Q
{EQ[Hθ]− α(Q)} .
Our discussion of the robust problem covers the coherent case (4.38) under
the assumption that the class Q is stable under pasting. Note that this ver-
sion of the robust stopping problem is no longer preference free since the risk
measure involves the investor’s preference in the face of uncertainty.
With this interpretation, a 0-optimal stopping time for the upper Snell
envelope is a stopping time τ ∗0 with the property that
ρ(−Hτ∗0 ) = sup
θ∈T
ρ(−Hθ).
We may thus say that τ ∗0 is a stopping time of maximal risk for the pro-
cess H, if risk is quantified by the risk measure ρ.
From this point of view, it would be interesting to extend our analysis of
the robust stopping problem in such a way that it covers the convex case. This
would involve an additional penalization in the formulation of the stopping
problem.
Chapter 5
The lower Snell envelope and
stopping times of maximal
utility
In this chapter we study the lower Snell envelope U↓(H,M) introduced in
equation (1.16) of chapter 1. This envelope was associated to a process
H := {Ht}0≤t≤T representing an American option and to the family of equiv-
alent martingale measuresM. In section 1.5 we explained how this envelope
allows us to characterize the infimum piinf(H) of the arbitrage free prices in-
terval; see theorem 1.20.
The origin of this envelope goes back to El Karoui and Quenez[19] for Euro-
pean options in an incomplete geometric Brownian motion model. Föllmer
and Schied[27] extended the lower envelope to American options for a general
stable family of equivalent probability measures P in discrete time; see section
6.5 in [27]. Karatzas and Kou[35] constructed lower envelopes for American
options in an incomplete model driven by a multidimensional Brownian mo-
tion.
In this chapter, we fix a stable family P of equivalent probability mea-
sures and a stochastic process H := {Ht}0≤t≤T . Our first goal is to solve a
robust version of the optimal stopping problem which is motivated by model
ambiguity. In a given time t, we want to maximize
ess supθ∈T [t,T ]ess infP∈PEP [Hθ | Ft],
where the essential supremum is taken over stopping times θ ≥ t, and the
essential infimum is taken over the class P .
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Our second goal in this chapter is to construct a good version of the
value process corresponding to our robust optimal stopping problem. In our
construction we use a result from Dellacherie[12] on the essential infimum of
a class of stochastic processes.
5.1 Problem formulation
We fix some notation to be used throughout this chapter. We are given
a stochastic base (Ω,F ,F = {Ft}t∈[0,T ], R). The probability measure R is
a reference measure. We assume that the filtration F satisfies the usual
assumptions of right continuity and completeness and FT = F . P will denote
a fixed stable family of equivalent probability measures. We fix a positive
càdlàg F-adapted process H := {Ht}0≤t≤T with
sup
θ∈T
EP [Hθ] <∞, (5.1)
for any P ∈ P .
Let us recall that for τ a stopping time and P ∈ P we have defined
ZPτ = ess supθ∈T [τ,T ]EP [Hθ | Fτ ]
in (4.9), and let us introduce the random variable
Z↓τ = Z↓τ (H,P) := ess infP∈PZPτ = ess infP∈Pess supθ∈T [τ,T ]EP [Hθ | Fτ ] .
(5.2)
In a first step, we define the lower Snell envelope associated to H with respect
to the family P to be the collection
Z↓ = Z↓(H,P) := {Z↓τ }τ∈T . (5.3)
We now introduce t-optimal stopping times for the lower Snell envelope.
Definition 5.1 Let t ∈ [0, T ] be a constant time. We say that a stopping
time σ∗t ∈ T [t, T ] is t-optimal for the lower Snell envelope of H if
Z↓t = ess infP∈PEP [Hσ∗t | Ft].
In theorem 5.6 we show how to construct t-optimal stopping times. The
existence of a t-optimal stopping times for the lower Snell envelope has two
important consequences. It implies an identity of the form
ess infP∈Pess supθ∈T [t,T ]EP [Hθ | Ft] = ess supθ∈T [t,T ]ess infP∈PEP [Hθ | Ft] ,
95 5 The lower Snell envelope
and that the robust stopping problem
ess supθ∈T [t,T ]ess infP∈PEP [Hθ | Ft] ,
has a solution. We show this facts in corollary 5.8. For the case t = 0,
we motivate this robust stopping problem from the point of view of robust
utility functionals in subsection 5.3.4. This is a robust stopping problem for
continuous time. For the case t = 0, it is natural to ask whether the robust
stopping problem can be reduced to a classical stopping problem with respect
to a worst-case probability measure in the sense that there exists a measure
P ∗ ∈ P with
sup
θ∈T
inf
P∈P
EP [Hθ] = sup
θ∈T
EP ∗ [Hθ].
Based on compactness arguments and the results of corollary 5.8, we will
prove in corollaries 5.15 and 5.17 the existence of a worst-case probability
measure.
Remark 5.2 Zamfirescu[55] studies a robust stopping problem similar to
the problem of definition 5.1. The setting she considers is the same as we
explained in remark 4.6, without assumptions involving the stability under
pasting, which is crucial for our approach. Riedel[49] studied a robust stop-
ping problem in discrete time and finite horizon similar to our problem 5.1
for t = 0. His formulation is analogous to our problem since he works with
a family of equivalent probability measures having a property equivalent to
stability under pasting. For the discrete-time case, he solves the robust stop-
ping problem in part (iii) of his theorem 3.7, where he constructs an optimal
stopping time for the case t = 0.♦
Now, looking back to the construction of the upper Snell envelope, it is
natural to ask for an optional process {U↓t }0≤t≤T such that
U↓t = Z↓t , R− a.s.,
for all t ∈ [0, T ]. We give an affirmative answer to this existence problem
in theorem 5.21 as follows. We consider the collection of Snell envelopes of
the process H with respect to every probability measure P ∈ P and then
construct the essential infimum of this collection in a sense we define below.
From this procedure we obtain an optional process. We cannot prove the
existence of a càdlàg version, the main difficulty being that in general this
process is not a submartingale nor a supermartingale and the well known
procedure to regularize trajectories does not apply.
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5.2 Solution
5.2.1 Existence of t-optimal stopping times for the lower
Snell envelope
We prepare the construction of a t-optimal stopping time for the lower Snell
envelope with two lemmas. The first one is similar to lemma 4.15, the
main difference is that lemma 5.3 is stated in terms of the random vari-
ables
{
ZPτ
}
P∈P instead of the family {EP [Hθ | Fτ ] | θ ∈ T [τ, T ]}. It extends
the first part of lemma 6.50 in [27].
Lemma 5.3 Let τ ∈ T be a fixed stopping time and P0 ∈ P be a fixed
probability measure.
1. The family {ZPτ | P ∈ P} is directed downwards, that is, for P1, P2 ∈ P
there exists P3 ∈ P such that
ZP3τ = ZP1τ ∧ ZP2τ . (5.4)
2. There exists a sequence {P i}∞i=1 ⊂ P(P0, τ) such that
ZP
i
τ ↘ Z↓τ . (5.5)
Proof.
1. Let P1, P2 ∈ P and B := {ZP1τ ≥ ZP2τ }. We define the stopping time
σ := τ1B + T1Bc ,
and let P3 be the pasting of P1 and P2 in σ. Now we show that
ZP3τ = ZP1τ ∧ ZP2τ .
The following formula holds
EP2 [Hθ | Fτ∨σ] = 1BEP2 [Hθ | Fτ ] + 1BcHθ,
and from lemma 4.11 we deduce that
EP3 [Hθ | Fτ ] = 1BEP2 [Hθ | Fτ ] + 1BcEP1 [Hθ | Fτ ].
This equality together with the obvious fact that B ∩Bc = ∅ implies
ess infθ∈T [τ,T ]EP3 [Hθ | Fτ ] = 1Bess infθ∈T [τ,T ]EP2 [Hθ | Fτ ]
+ 1Bcess infθ∈T [τ,T ]EP1 [Hθ | Fτ ],
which proves (5.4).
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2. The first part of the lemma implies the existence of a sequence {P˜ i}∞i=1 ⊂
P such that Z P˜ iτ ↘ Z↓τ . Now, let P 0 := P0 and by way of induction
define the following elements
Bi := {ZP i−1τ ≥ Z P˜
i
τ },
σi := 1Biτ + 1Bci T,
P i := the pasting of P i−1 and P˜ i in σi.
Note that P i = P i−1 in Fσi and this implies that P i = P0 in Fτ . A
computation as in the first step shows that ZP iτ = ZP
i−1
τ ∧ Z P˜ iτ ; thus,
the sequence {P i}∞i=1 has the desired property.
Lemma 5.4 Let P0 ∈ P be arbitrary but fixed. Then
EP0 [Z
↓
t ] = inf
P∈P
EP0 [ZPt ]. (5.6)
Moreover, for any pair of stopping times τ, θ ∈ T with θ ∈ T [τ, T ] we have
EP0 [ess infP∈PEP [Hθ | Fτ ]] = inf
P∈P
EP0 [EP [Hθ | Fτ ]] = inf
P∈P(P0,τ)
EP [Hθ].
(5.7)
Proof. The proof is analogous to the one in lemma 4.16, for the case τ = 0.
We next introduce the concept of class(D) with respect to a family of
probability measures P equivalent to R.
Definition 5.5 Let P be a family of probability measures equivalent to R.
A process is said to be of class(D) with respect to P if it is of class(D) with
respect to every P ∈ P.
The next theorem is the main result of this section.
Theorem 5.6 Assume that the process H is of class(D) with respect to P
and is upper semicontinuous in expectation from the left with respect to all
P ∈ P. Then, the stopping time τPt defined by
τPt := inf{u ≥ t | UPu ≤ Hu},
is P -optimal in the following sense:
EP [HτPt ] = sup
θ∈T [t,T ]
EP [Hθ]. (5.8)
Moreover, we have the following assertions:
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1. The random time
τ ↓t := ess infP∈PτPt , (5.9)
is a stopping time and is a t-optimal stopping time for the lower Snell
envelope of H:
Z↓t = ess infP∈PEP [Hτ↓t | Ft]. (5.10)
2. The stopped process {Z↓
τ↓t ∧s
}s∈[t,T ], is a P-submartingale from time t on.
Proof. The optimality of τPt in the sense of the equality (5.8) follows from
theorem 1.10.
1. First we show that the family {τPt }P∈P is directed downwards. Let
P1, P2 ∈ P and let A := {τP1t ≥ τP2t }, σ := 1AτP2t + 1AcT and P3 the
pasting of P1 and P2 in σ. Then
ZP3
τ
P1
t ∧τ
P2
t
= ZP2
τ
P2
t
1A + ZP1
τ
P1
t
1Ac ,
and this implies that τP3t ≤ τP1t ∧ τP2t . We conclude the existence of a
sequence {Pi}∞i=1 ⊂ P such that
τPit ↘ ess infP∈PτPt , (5.11)
so that τ ↓t is in fact a stopping time.
Moreover, let P0 ∈ P be arbitrary but fixed. Then there exists a
sequence {P˜i}∞i=1 constructed in the same way as {Pi}∞i=1 and such that
τ P˜it ≤ τPit ∧ τP0t with the further property that
P˜i = P0 in F
τ
P˜i
t
.
2. Now we prove (5.10). Only the inequality
Z↓t ≤ ess infP∈PEP [Hτ↓t | Ft],
needs a proof. We first note that for any P ∈ P the inequality τ ↓t ≤ τPt
holds P -a.s. and infer that
ZPt = EP
[
ZP
τ↓t
| Ft
]
≥ EP
[
Hτ↓t
| Ft
]
, (5.12)
where we have used the fact that the random variable ZP
τ↓t
is equal P -
a.s. to the Snell envelope of H with respect to P stopped in τ ↓t , and
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the fact that the stopped process {UP
τ↓t ∧s
}s∈[t,T ] is a P -martingale from
time t on; see theorem 1.10.
Let P0 ∈ P be fixed but arbitrary and let {Pi}∞i=1 ⊂ P be a sequence
of probability measures such that
τPit ↘ ess infP∈PτPt and Pi = P0 in FτPit , (5.13)
as constructed in the previous step.
By definition of the stopping time τPit , we have that
ZPi
τ
Pi
t
= H
τ
Pi
t
. (5.14)
If we take limits on both sides of this identity, then we obtain:
Hτ↓t
= lim
i→∞
H
τ
Pi
t
= lim
i→∞
ZPi
τ
Pi
t
. (5.15)
In the first equality we have used the fact that the process H is right-
continuous, and in the second equality we have used (5.14).
Now, for A ∈ Ft the equality (5.15) develops into∫
A
Z↓t dP0 ≤
∫
A
lim inf
i→∞
ZPit dP0
≤ lim inf
i→∞
∫
A
ZPit dP0 (5.16)
= lim inf
i→∞
∫
A
EPi [ZPiτPit
| Ft]dP0 (5.17)
= lim inf
i→∞
∫
A
EP0 [ZPiτPit
| Ft]dP0 (5.18)
= lim inf
i→∞
∫
A
ZPi
τ
Pi
t
dP0 (5.19)
= lim inf
i→∞
∫
A
H
τ
Pi
t
dP0 (5.20)
=
∫
A
Hτ↓t
dP0 (5.21)
=
∫
A
EP0 [Hτ↓t | Ft]dP0, (5.22)
where the inequality in (5.16) is an application of Fatou’s lemma. The
identity in (5.17) follows from the first part of (5.12) and (5.13). The
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identity (5.18) is justified from the fact that Pi = P0 in FτPit . The
equality (5.19) follows because A is Ft measurable. The equality (5.20)
follows from (5.14). In the equality (5.21) we have applied Lebesgue’s
convergence theorem, which we are allowed to do justified by (5.15)
and the fact that the process H is of class(D) with respect to P0. The
last equality (5.22) follows because A is Ft measurable. Since P0 ∈ P
was arbitrary we conclude (5.10).
3. Now we prove that {Z↓
τ↓t ∧s
}s∈[t,T ] is a P-submartingale from time t on.
Let θ be a stopping time with t ≤ θ ≤ τ ↓t and let us define
τ ↓θ := ess infP∈PτPθ .
The same argument of the first step proves that this is a stopping time
and from the fact that τPθ = τPt it follows that τ
↓
θ = τ
↓
t . We can
conclude as in the second step that
Z↓θ = ess infP∈PEP
[
Hτ↓t
| Fθ
]
.
For P0 ∈ P we have
EP0 [Z
↓
θ ] = inf
P∈P
EP0
[
EP
[
Hτ↓t
| Fθ
]]
≥ EP0 [ess infP∈PEP [Hτ↓t | Ft]] = EP0 [Z
↓
t ]. (5.23)
The first equality is justified by (5.7), the second from the fact that
there exists a sequence of probabilities {Pi}∞i=1 such that Pi = P0 in Fθ
and
EPi [Hτ↓t | Fθ]↘ ess infP∈PEP
[
Hτ↓t
| Fθ
]
.
We conclude that Z↓t is a P-submartingale on the interval [t, τ ↓t ], since
P0 was arbitrary.
Remark 5.7 As we mentioned in remark 5.2, in Riedel[49] and Zamfirescu[55],
a robust optimal stopping problem similar to our problem 5.1 was studied. In
terms of our notation, they showed that
inf{s ≥ t | Hs ≥ Z↓s},
is t-optimal in the sense of our definition 5.1. For t ≥ 0, continuous-time
and infinite horizon in [55], and for t = 0, discrete-time and finite horizon
in [49]. In theorem 5.6 we have constructed a different solution in the form
of the stopping time τ ↓t .♦
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The next corollary establishes a minimax identity and that t-optimal
stopping times for the lower Snell envelope solves a robust stopping problem.
It will be convenient to recall (5.2):
Z↓t = ess infP∈Pess supθ∈T [t,T ]EP [Hθ | Ft] .
Corollary 5.8 Let t ∈ [0, T ] and assume the conditions of theorem 5.6.
Then
Z↓t = ess supθ∈T [t,T ]ess infP∈PEP [Hθ | Ft] , R− a.s. (5.24)
The stopping time τ ↓t solves the following robust stopping problem
ess supθ∈T [t,T ]ess infP∈PEP [Hθ | Ft] . (5.25)
In particular, for t = 0, τ ↓0 solves the robust stopping problem
sup
θ∈T
inf
P∈P
EP [Hθ], (5.26)
and
sup
θ∈T
inf
P∈P
EP [Hθ] = inf
P∈P
sup
θ∈T
EP [Hθ]. (5.27)
Proof. We show (5.24). The inequality ≥ is obvious.
For the converse, note that we have the obvious inequality
ess infP∈PEP [Hτ↓t | Ft] ≤ ess supθ∈T [t,T ]ess infP∈PEP [Hθ | Ft] ,
which together with (5.10) implies that
Z↓t = ess infP∈PEP [Hτ↓t | Ft] ≤ ess supθ∈T [t,T ]ess infP∈PEP [Hθ | Ft] ≤ Z
↓
t .
This establishes (5.24) and at the same time (5.25).
The second part of the corollary follows by setting t = 0 in (5.24) and
(5.25).
Remark 5.9 The second part of corollary 5.8 completes the proof of theorem
1.20 on arbitrage free prices. There we stated that
piinf(H) = inf
P∈M
sup
θ∈T
EP [Hθ] = sup
θ∈T
inf
P∈M
EP [Hθ] ,
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where H represents an American option as in definition 1.2, and M is the
family of martingale measures for the price process X of section 1.1. This
identity goes back to Karatzas and Kou[35] in a model driven by a multi-
dimensional Brownian motion and Föllmer and Schied[27] in a discrete-
time model for a general stable family P. This identity was also obtained
in Zamfirescu[55] and Riedel[49] in their respective setups.♦
Remark 5.10 Theorem 5.6 implies the minimax identity of corollary 5.8,
and moreover it constructs a one-sided saddle point given by the stopping
time τ ↓t . If we are only interested in the minimax identity, then corollary 5.8
holds even if we drop the requirement of H being upper semicontinuous in
expectation from the left with respect to any P ∈ P. The proof of this claim
would involve for λ ∈ (0, 1) the stopping time defined by
τP,λt := inf{u ≥ t | Hu ≥ λUPu },
and similar steps as in the proof of theorem 5.6 to obtain an “-minimax
identity” for arbitrary  > 0.♦
5.2.2 Existence of a worst-case probability measure
In this section we assume the conditions of theorem 5.6, and study further the
problem 5.1 in the case t = 0. We are interested in a worst-case probability
measure P ∗ ∈ P in the sense of the following definition.
Definition 5.11 A probability measure P ∗ ∈ P is said to be a worst-case
probability measure for the lower Snell envelope of H if it solves the following
equality
sup
θ∈T
EP ∗ [Hθ] = sup
θ∈T
inf
P∈P
EP [Hθ].
In the next proposition we give a sufficient condition for a probability
measure P ∗ ∈ P to be a worst-case probability measure for the lower Snell
envelope of H.
Proposition 5.12 Assume that P and H satisfy the conditions of theorem
5.6 for t = 0. Then, P ∗ ∈ P is a worst-case probability measure for the lower
Snell envelope of H if
sup
θ∈T
EP ∗ [Hθ] = inf
P∈P
sup
θ∈T
EP [Hθ]. (5.28)
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Proof. According to the second part of corollary 5.8 we have that
inf
P∈P
sup
θ∈T
EP [Hθ] = sup
θ∈T
inf
P∈P
EP [Hθ].
This equality combined with (5.28) implies that
sup
θ∈T
EP ∗ [Hθ] = sup
θ∈T
inf
P∈P
EP [Hθ],
which is the definition of a worst-case probability measure for the lower Snell
envelope of H.
Using game theoretic language, a pair (τ ↓0 , P ∗) with τ ↓0 the stopping time
constructed in theorem 5.6 and P ∗ ∈ P a worst-case probability measure as
in definition 5.11 is a saddle-point:
Proposition 5.13 Let τ ↓0 be the stopping time constructed in theorem 5.6
and let P ∗ ∈ P be a worst-case probability measure as in definition 5.11.
Then the pair (τ ↓0 , P ∗) is a saddle-point in the following sense. For any pair
(τ, P ) ∈ T × P, we have that
EP ∗ [Hτ ] ≤ EP ∗ [Hτ↓0 ] ≤ EP [Hτ↓0 ]. (5.29)
Proof. Let τ ↓0 be the stopping time constructed in theorem 5.6 for the case
t = 0. Then we know that
inf
P∈P
sup
θ∈T
EP [Hθ] = inf
P∈P
EP [Hτ↓0 ].
Let P ∗ ∈ P be a worst-case probability measure, so that
sup
θ∈T
inf
P∈P
EP [Hθ] = sup
θ∈T
EP ∗ [Hθ].
From corollary 5.8 we know that
sup
θ∈T
inf
P∈P
EP [Hθ] = inf
P∈P
sup
θ∈T
EP [Hθ],
and we infer that
inf
P∈P
EP [Hτ↓0 ] = supθ∈T
EP ∗ [Hθ].
This last equality easily implies (5.29).
In the next subsections we verify the condition (5.28) of proposition 5.12
based on compactness arguments, using a weak formulation. We then in
corollaries 5.16 and 5.18 conclude the existence of a worst-case probability
measure.
5.2 Solution 104
Compactness with respect to the σ(Lp(R), Lq(R))-topology
In this subsection we show how to construct a probability measure P ∗ ∈ P
solving the equality (5.28) of proposition 5.12. For the main result of this
subsection we identify P with the corresponding set of densities
dens(P) :=
{
dP
dR
| P ∈ P
}
. (5.30)
We assume that
dens(P) ⊂ Lp(R),
for some p > 1. Furthermore, we assume that dens(P) is norm bounded
and closed. Note that in this case the family dens(P) is σ(Lp(R), Lq(R))-
compact, with q the conjugate exponent of p. This follows from the fact that
Lp(R) is a reflexive Banach space. This assumption will allow us to apply the
following well-known convergence theorem. We give an sketch of the proof.
Theorem 5.14 Let E be a reflexive Banach space with norm ‖·‖E. Let
{fi}∞i=1 be a norm bounded sequence in E. Then, there exists a sequence of
convex combinations
f˜i ∈ conv {fi, fi+1, . . .}
and f ∗ ∈ E, such that limi→∞
∥∥∥f˜i − f ∗∥∥∥
E
= 0.
Proof. Since E is a normed spaced it is locally convex. Then, the closure of
a convex subset is the same for the norm topology and the weak topology
σ(E,E∗); see e.g., Dunford and Schwartz[16], theorem V.3.13. Let K > 0 be
such that ‖fi‖E ≤ K for all i ∈ N, and let BK be the ball of radius K of E.
Since E is reflexive then BK is compact in the weak topology σ(E,E∗), see
e.g., Dunford and Schwartz[16], theorem V.4.7. Then, the sequence {fi}∞i=1
converges to some element f ∗ ∈ BK in the weak topology, and we conclude
the proof of the theorem with corollary V.3.14 in Dunford and Schwartz[16].
In the next proposition Q will be a convex family of absolutely continuous
probability measures; in particular the family Q is not necessarily stable
under pasting, and the measures are not necessarily equivalent to R.
Proposition 5.15 Let p > 1 be an arbitrary but fixed number, and q be the
conjugate exponent: p−1 + q−1 = 1. Let Q be a convex family of probability
measures such that the family of densities dens(Q) is a closed bounded sub-
set of Lp(R). Moreover, let K = {Kt}0≤t≤T be a positive càdlàg F-adapted
process with
sup
θ∈T
ER[(Kθ)q] <∞. (5.31)
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Then, there exists a probability measure Q∗ ∈ Q such that
sup
θ∈T
EQ∗ [Kθ] = inf
Q∈Q
sup
θ∈T
EP [Kθ]. (5.32)
Proof. Let us recall that UQ(K) denotes the Snell envelope of K with respect
to Q. In particular
UQ0 (K) = sup
θ∈T
EQ[Kθ].
1. Let Q ∈ Q be a probability measure, and let {Qi}∞i=1 ⊂ Q be a sequence
of probability measures converging to Q in the sense that the corre-
sponding sequence of densities with respect to R converges in Lp(R) to
the density of Q. We will prove that
UQ0 (K) = lim
i→∞
UQi0 (K). (5.33)
Let θ ∈ T be a fixed stopping time. Then the following inequalities
hold ∣∣∣∣∣ER
[(
dQi
dR
− dQ
dR
)
Kθ
]∣∣∣∣∣ ≤ ER
[∣∣∣∣∣dQidR − dQdR
∣∣∣∣∣Kθ
]
≤
∥∥∥∥∥dQidR − dQdR
∥∥∥∥∥
Lp(R)
‖Kθ‖Lq(R) , (5.34)
where we have used Hölder’s inequality in the last term. This implies
that
lim
i→∞
EQi [Kθ] = EQ[Kθ]. (5.35)
From (5.35) we conclude that limi→∞ UQi0 (K) = UQ0 (K). Indeed, let
 > 0 andQ, {Qi}∞i=1 ⊂ Q as previously fixed. There exists an -optimal
stopping time θ ∈ T for Q in the following sense
UQ0 (K) ≤ EQ[Kθ ] +

3 . (5.36)
From (5.35) we infer that
UQ0 (K) ≤ lim
i→∞
EQi [Kθ ] +

3 ≤ lim infi→∞ U
Qi
0 (K) +

3 .
We conclude that
UQ0 (K) ≤ lim inf
i→∞
UQi0 (K). (5.37)
Now we show that
lim sup
i→∞
UQi0 (K) ≤ UQ0 (K). (5.38)
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The inequalities (5.34) imply the existence of N0 ∈ N such that
|EQi [Kθ]− EQ[Kθ]| ≤

3 ,
for any stopping time θ ∈ T and any i ≥ N0.
Let now θi be an -optimal stopping for Qi in the sense that
UQi0 (K) ≤ EQi [Kθi ] +

3 .
This inequality combined with (5.36) implies
UQi0 (K) ≤ EQ[Kθi ] +
2
3 ≤ EQ[Kθ ] + ,
for i ≥ N0. This proves (5.38). The inequalities (5.37) and (5.38) imply
(5.33).
2. Now let {Qi}∞i=1 ⊂ Q be a sequence such that
lim
i→∞
UQ
i
0 = inf
Q∈Q
UQ0 .
We can apply theorem 5.14 to conclude the existence of a sequence of
convex combinations
Y i ∈ conv
{
dQi
dR
,
dQi+1
dR
, . . .
}
converging to a random variable Y ∗ ∈ Lp(R). The convexity of dens(Q)
implies that Y i ∈ dens(Q). Moreover, Y ∗ ∈ dens(Q) since dens(Q)
is closed in Lp(R). Thus, the probability measures Q˜i and P ∗ with
densities dQ˜i
dR
:= Y i and dQ∗
dR
:= Y ∗ are elements of Q.
According to the previous step, we have limi→∞ U Q˜
i
0 = UQ
∗
0 . It is clear
that the convexity of the correspondence Q→ UQ0 (H) implies that
lim
i→∞
U Q˜
i
0 = lim
i→∞
UQ
i
0 .
We conclude that the probability measure Q∗ satisfies (5.32).
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In the next corollary we show the existence of a worst-case probability
measure in the sense of definition 5.11, under the assumption that dens(P)
is a norm bounded closed subset of Lp(R) for p > 1. Recall that we have
assumed the conditions of theorem 5.6.
Corollary 5.16 Let dens(P) be the family of densities of P with respect
to R. Assume that there exists an exponent p > 1 such that the family of
densities dens(P) is a norm bounded closed subset of Lp(R). Furthermore,
let us assume that H satisfies the integrability condition (5.31). Then, there
exists a worst-case probability measure P ∗ ∈ P for the lower Snell envelope
of H, in the sense of definition 5.11.
Proof. The conditions of proposition 5.15 are satisfied and we may conclude
the existence of a probability measure P ∗ ∈ P with
sup
θ∈T
EP ∗ [Hθ] = inf
P∈P
sup
θ∈T
EP [Hθ].
This equality is condition (5.28) of proposition 5.12. The conditions of propo-
sition 5.12 are satisfied and we conclude that the probability measure P ∗ is
a worst-case probability measure for the lower Snell envelope of H.
Compactness with respect to the σ(L1(R), L∞(R))-topology
In proposition 5.15, based on σ(Lp(R), Lq(R))-compactness of the family of
densities dens(P) (5.30), a probability measure P ∗ ∈ P solving the equality
(5.28) of proposition 5.12 was constructed, and we then, concluded the exis-
tence of a worst-case probability measure. In this subsection we give an alter-
native formulation of this result. We drop the assumption of σ(Lp(R), Lq(R))-
compactness, and instead, we assume compactness in the weak topology
σ(L1(R), L∞(R)). Moreover, we drop the integrability assumption (5.31) for
the process H, and instead, we assume the following uniform integrability
condition:
lim
i→∞
sup
P∈P
EP [Hθ;Hθ ≥ i] = 0, (5.39)
for any stopping time θ ∈ T .
In the next proposition, Q will be a convex family of absolutely continuous
probability measures; in particular the family Q is not necessarily stable
under pasting, and the measures are not necessarily equivalent to R.
Proposition 5.17 Let Q be a convex family of absolutely continuous prob-
ability measures with respect to R. Assume that the corresponding family
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of densities dens(Q) of Q with respect to R is σ(L1(R), L∞(R))-compact.
Moreover, let K := {Kt}0≤t≤T be a positive càdlàg F-adapted process with
sup
θ∈T
EQ[Kθ] <∞,
for any Q ∈ Q.
Let K satisfy the integrability condition (5.39) with respect to Q for any
stopping time θ ∈ T . Then, there exists a probability measure Q∗ ∈ Q such
that (5.32) is satisfied:
sup
θ∈T
EQ∗ [Kθ] = inf
Q∈Q
sup
θ∈T
EQ[Kθ].
Proof. Let {Qi}∞i=1 ⊂ Q be a sequence converging to Q ∈ Q in the sense
that the corresponding densities converges with respect to the weak topology
σ(L1(R), L∞(R)). In particular this means that for any g ∈ L∞(R),
lim
i→∞
EQi [g] = EQ[g].
But (5.39) implies that for any θ ∈ T this identity extends to
lim
i→∞
EQi [Kθ] = EQ[Kθ]. (5.40)
Now, let  > 0 be arbitrary, and let τ  ∈ T be an -optimal stopping time
of K with respect to Q in the sense that
sup
θ∈T
EQ[Kθ] ≤ EQ[Kτ ] + . (5.41)
Then
lim inf
i→∞
sup
θ∈T
EQi [Kθ] ≥ lim inf
i→∞
EQi [Kτ ]
= lim
i→∞
EQi [Kτ ] (5.42)
= EQ[Kτ ] (5.43)
≥ −+ sup
θ∈T
EQ[Kθ]. (5.44)
In (5.42) and (5.43) we have used (5.40). In (5.44) we have used (5.41). Since
 was arbitrary we infer that
lim inf
i→∞
sup
θ∈T
EQi [Kθ] ≥ sup
θ∈T
EQ[Kθ]. (5.45)
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In this concluding step, we identify the family of probability measures Q
with the corresponding set of densities dens(Q). The correspondence
dQ
dR
→ sup
θ∈T
EQ[Kθ]
is clearly convex, and the inequality (5.45) implies that it is lower semi-
continuous with respect to weak convergence. Since we assumed that the
family of densities dens(Q) is compact with respect to the weak topology
σ(L1(R), L∞(R)), through a standard argument, we can construct a proba-
bility measure Q∗ ∈ Q where the infimum over Q is attained. This is the
required probability measure in the proposition.
In the next corollary we assume that the set of densities dens(P) of P
with respect to R is σ(L1, L∞)-compact, and show the existence of a worst-
case probability measure in the sense of definition 5.11. Recall that we have
assumed the conditions of theorem 5.6.
Corollary 5.18 Assume that the set of densities dens(P) of P with respect
to R is σ(L1(R), L∞(R))-compact. If H satisfies the uniform integrability
condition (5.39) with respect to P for any stopping time θ ∈ T , then there
exists a worst-case probability measure P ∗ ∈ P for the lower Snell envelope
of H, in the sense of definition 5.11.
Proof. The conditions of proposition 5.17 are satisfied, and we conclude the
existence of a probability measure P ∗ ∈ P with
sup
θ∈T
EP ∗ [Hθ] = inf
P∈P
sup
θ∈T
EP [Hθ].
This equality is condition (5.28) of proposition 5.12. The hypotheses of
proposition 5.12 are satisfied and we may conclude that P ∗ is a worst-case
probability measure for the lower Snell envelope of H.
5.2.3 Optionality of the lower Snell envelope
In section 5.1 we defined the random variables Z↓τ and we constructed an op-
timal stopping time in the sense of the formula (5.10). Now we are interested
in the process {Z↓t }0≤t≤T , and we search for a good version of this process.
The process is clearly adapted, and we will prove that it has an optional
version. Recall that the optional σ-algebra in the product space [0, T ]×Ω is
generated by the class of F-adapted, càdlàg processes, viewed as function on
the product space [0, T ]×Ω; see e.g., Protter[48] p. 102 for the definition of
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the optional σ-algebra in the product space [0,∞)× Ω.
Loosely speaking, in the definition of the lower Snell envelope as the
family of random variables {Z↓θ}θ∈T , we first fixed a stopping time θ and
then used the whole family P . Now we are going to consider the lower Snell
envelope as a process. To this end, we first fix a probability measure P ∈ P
and consider the Snell envelope UP . Then, in a second step, we construct
the essential infimum of all the Snell envelopes UP .
Definition 5.19 Let X be a family of càdlàg optional processes defined in
the interval [0, T ]. We say that X↓ := {X↓}0≤t≤T is the essential infimum of
the family X if it is an optional process and
1. For any stopping time τ ∈ T and any X ∈ X the following inequality
holds R-a.s.
X↓τ ≤ Xτ . (5.46)
2. It is maximal for this property in the class of optional processes. This
means that if an optional process Y satisfies (5.46) for any stopping
time τ ∈ T , then Yτ ≤ X↓τ R-a.s. for any τ ∈ T .
In this case we write
X↓ = ess inf X.
Let us notice that the random variable X↓τ appearing in (5.46) is well defined
since we required the process X↓ to be optional; see definition III.19 p. 50,
and theorem III.20 in [11].
Definition 5.19 is adapted from a concept introduced by Dellacherie[12].
We recall definition I in [12].
Definition 5.20 Let (Ω,F ,F = {Ft}t∈[0,∞), R) be a stochastic base with in-
finite horizon satisfying the usual conditions of right continuity and complete-
ness.
1. A measurable stochastic process {Zt}0≤t<∞ is said to be essentially
dominated by another measurable stochastic process {Yt}0≤t<∞ if the
stochastic set
A(Z, Y ) := {(t, ω) ∈ [0,∞)× Ω | Zt(ω) > Yt(ω)}
is evanescent, meaning that R(pi(A(Z, Y ))) = 0, where pi denotes the
projection of [0,∞)× Ω in Ω.
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2. Let Y = {Yi}i∈I be a family of measurable stochastic processes. A
measurable stochastic process Y := {Yt}0≤t≤T is said to be the essential
infimum of the family Y, if Y is essentially dominated by every element
of Y, and is maximal with this property.
We will work in a setup where the horizon is finite: T <∞ and with càdlàg
processes. This is the reason why we work with definition 5.19.
We are interested in definition 5.19 for the family of Snell envelopes:
X(P) := {UP (H) | P ∈ P},
and we write U↓ := {U↓t }0≤t≤T for the essential infimum of X(P) (which in
theorem 5.21 we prove exists). Note that in this case, the maximality prop-
erty of definition 5.19 implies that U↓t ≥ Ht R-a.s. for all t ∈ [0, T ].
The next theorem is a special case of a general result from Dellacherie[12].
In order to verify explicitly the optionality of the process U↓ we include the
detailed proof.
Theorem 5.21 We have the following assertions
1. There exists a countable subset P# ⊂ P such that the process U↓ :=
{U↓t }0≤t≤T defined by
U↓ := ess infP∈P#UP (5.47)
is an optional version of the essential infimum of the family X(P). The
essential infimum in (5.47) is taken in the product space [0, T ]×Ω with
respect to λ⊗R, where λ is the Lebesgue measure in [0, T ].
2. For λ-almost all t ∈ [0, T ) and any decreasing sequence {ti}∞i=1 ⊂ [0, T ]
converging to t, we have
lim sup
i→∞
U↓ti ≤ U↓t , R− a.s. (5.48)
3. For λ-almost all t ∈ [0, T ]
U↓t = Z↓t , R− a.s. (5.49)
Assume furthermore that the stochastic process H satisfies the conditions
of theorem 5.6. Then, for λ-almost all t ∈ [0, T ) and any decreasing sequence
{ti}∞i=1 ⊂ [0, T ] converging to t, we have
lim inf
i→∞
U↓ti ≥ U↓t , R− a.s. (5.50)
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Proof.
1. Assume P# is a countable subset of P , with the following property.
For any positive rational l ∈ Q+ and for the stochastic set defined by
AP,l := {(t, ω) ∈ [0, T ]× Ω | UPt (ω) < l},
the following equality holds⋃
P∈P
AP,l =
⋃
P∈P#
AP,l. (5.51)
Let us fix P# with the property (5.51), and let us define a process U↓
through (5.47). Then
{(t, ω) ∈ [0, T ]× Ω | U↓t (ω) < l} =
⋃
P∈P#
AP,l =
⋃
P∈P
AP,l,
which implies that the process U↓ is optional. Moreover, for any P0 ∈ P
AP0,l ⊂ {U↓t (ω) < l}.
This implies that for any stopping time τ ∈ T , the set
{UP0τ < U↓τ } =
⋃
l∈Q+
{UP0τ < l} ∩ {U↓τ ≥ l}
is contained in a set of measure zero N (P0) which only depends on P0
but not τ . This proves that U↓ satisfies (5.46). The maximality of U↓
follows from (5.47).
2. Now we construct the countable set P# satisfying (5.51). We follow
the proof of theorem I in [12]. Let us denote the complement of AP,l
by
BP,l := {(t, ω) | UPt (ω) ≥ l}.
Then, we need to show that there exists a countable subset P# such
that ⋂P∈P BP,l = ⋂P∈P# BP,l. With this in mind, let us introduce the
following objects
BP,l(ω) := {t ∈ [0, T ] | such that there exists a sequence tn → t and UPtn(ω) ≥ l},
BP,l := {(t, ω) ∈ [0, T ]× Ω | t ∈ BP,l(ω)},
T P,lr := inf{t ≥ r | UPt ≥ l}, r ∈ Q+ ∩ [0, T ].
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The following claim is easily proved. Let P ′ ⊂ P be a countable subset
and let us define TP ′,lr := supP∈P ′ T P,lr . Then the following equality
holds⋂
P∈P ′
BP,l
=
{
(t, ω) | there exists a sequence of rationals rn → t such that TP ′,lrn (ω)→ t,
}
.
A direct consequence of this claim is that for a countable subset P0 ⊂ P
with
TP
0,l
r = sup
P∈P0
T P,lr = ess supP∈PT P,lr ,
then
K0 :=
⋂
P∈P0
BP,l =
⋂
P∈P
BP,l,
where the intersection on the right must be interpreted as an “essential
intersection”, in the sense that the left term is contained on each BP,l,
except for an evanescent set (a stochastic set in [0, T ]×Ω is evanescent
if the projection in Ω is a R-null set), and is maximal with this property.
To conclude the proof, this intersection property must be transfered
from the closed sets BP,l to the sets BP,l themselves. Recall that BP,l
is closed with the right topology, and thus the difference BP,l/BP,l con-
sists of points isolated from the right and approximable from the left.
Let us call D ⊂ K0 the set of isolated points from the right. Then
theorem 27 p. 137 in [11] says that there exists a sequence of positive
random variables τn such that D =
⋃∞
n=1[τn]. Let us define the measure
µ(X) :=
∞∑
n=1
1
2nER[Xτn ; τn <∞],
and let P1 ⊂ P be a countable subset such that⋂
P∈P1
BP,l =
⋂
P∈P
BP,l,
where the intersection on the right is again interpreted to be in a gen-
eralized way and with respect to the measure µ.
Let us define P# := P0 ∪ P1 and
K# :=
⋂
P∈P#
BP,l.
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Then P# and K# are the objects we were searching for. Indeed we
already knew that K# ⊂ K0 and K0 − BP,l ⊂ D, and K# ⊂ BP,l
except for a set of µ-measure zero.
3. Let us write P# as a sequence {Pi}∞i=1. We define X1 := UP1(H),
X i := X i−1 ∧ UPi(H) and observe that for almost all t ∈ [0, T ]
lim
i→∞
X it = U
↓
t , R− a.s.
Let {ti}∞i=1 ⊂ [0, T ) be a decreasing sequence converging to t ∈ [0, T ).
Then, for m ∈ N fixed, and any i ∈ N we have
U↓ti ≤ Xmti ,
since Xm is right continuous. Then we get
lim sup
i→∞
U↓ti ≤ Xmt .
Now letting m↗∞ we obtain that
lim sup
i→∞
U↓ti ≤ U↓t ,
which is (5.48).
4. We now prove (5.49). The proof is direct but non trivial since it de-
pends on the stability of P . We have to control R-null sets.
We first prove that R(U↓t ≤ Z↓t ) = 1. According to (5.5) in lemma 5.3,
there exists a sequence of probability measures {Qi}∞i=1 ⊂ P such that
ZQ
i
t ↘ Z↓t .
We do not distinguish between the random variable ZQ
i
t and the Snell
envelope UQi sampled in t. We then obtain that R(U↓t ≤ ZQ
i
t ) = 1.
Since the sequence {Qi}∞i=1 is countable, we conclude that R(U↓t ≤
Z↓t ) = 1.
For the converse R(U↓t ≥ Z↓t ) = 1, we only have to recall (5.47) and
use the fact that P# is countable. This allows to control the R-null
sets involved.
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5. It remains to prove (5.50). This inequality is proved in proposition
5.22.
Proposition 5.22 Let U↓ be the process constructed in theorem 5.21. As-
sume that the process H satisfies the hypotheses of theorem 5.6. Let t ∈ [0, T )
and {ti}∞i=1 ⊂ [0, T ] be a decreasing sequence converging to t. Then
lim inf
i→∞
U↓ti ≥ U↓t , R− a.s. (5.52)
Proof. Justified by (5.49) we do not distinguish between the random variables
U↓t and Z↓t for t ∈ [0, T ] fixed. Let {ti}∞i=1 ⊂ [0, T ] be a decreasing sequence
converging to t ∈ [0, T ). In corollary 5.8 we have proved the identity
Z↓t = ess supθ≥tess infP∈PEP [Hθ | Ft].
Thus, to conclude (5.52) it is enough to establish the inequality
lim inf
i→∞
Z↓ti ≥ ess infP∈PEP [Hτ | Ft], (5.53)
for τ ∈ T [t, T ] a fixed stopping time.
We will reduce the proof of (5.53) to (5.56) below. And then, in a second
step, prove (5.56).
1. In this step we reduce the proof of (5.53) to (5.56) below. Similar to
(4.20) we define
τ (i) := τ1{τ≥ti} + T1{τ<ti} ∈ T [ti, T ].
Then we get
Z↓ti ≥ ess infP∈PEP [Hτ (i) | Fti ],
so that
lim infi→∞Z↓ti ≥ lim infi→∞ess infP∈PEP [Hτ (i) | Fti ].
To prove (5.53) it is enough to show that
lim infi→∞ess infP∈PEP [Hτ (i) | Fti ] ≥ ess infP∈PEP [Hτ | Ft]. (5.54)
We simplify (5.54) even more. Note that
EP [Hτ (i) | Fti ] = 1{τ≥ti}EP [Hτ | Fti ] + 1{τ<ti}EP [HT | Fti ],
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so that (5.54) will follow from the next inequality
lim infi→∞ess infP∈P1{τ≥ti}EP [Hτ | Fti ] ≥ ess infP∈PEP [Hτ | Ft].
(5.55)
Since limi→∞R(1{τ≥ti} = 1) = 1 monotonously, then we can simplify
the proof of (5.55) into the proof of the following inequality
lim infi→∞ess infP∈PEP [Hτ | Fti ] ≥ ess infP∈PEP [Hτ | Ft]. (5.56)
2. Now we prove (5.56). We actually first prove that the opposite in-
equality holds. In fact, since H is of class(D) with respect to P , in
particular we have that
sup
θ∈T
EP [Hθ] <∞.
Lemma 5.23 below, allows us to conclude the opposite inequality in
(5.56), namely:
lim infi→∞ess infP∈PEP [Hτ | Fti ] ≤ ess infP∈PEP [Hτ | Ft]. (5.57)
In fact, for P ∈ P fixed we have
lim infi→∞ess infP∈PEP [Hτ | Fti ] ≤ lim infi→∞EP [Hτ | Fti ] = EP [Hτ | Ft],
where the last equality follows from lemma 5.23, since the random
variable Hτ is integrable with respect P , and the filtration F is right
continuous.
The inequality (5.57) allows to reduce the proof of (5.56) in expectation:
EP0 [lim infi→∞ess infP∈PEP [Hτ | Fti ]] ≥ EP0 [ess infP∈PEP [Hτ | Ft]],
(5.58)
for P0 ∈ P arbitrary but fixed. Of course we then conclude equality in
(5.56), but this is irrelevant for the proof of the proposition.
According to lemma 5.24 below, the sequence of random variables
{Yi}∞i=1 := {ess infP∈PEP [Hτ | Fti ]}∞i=1 (5.59)
is a Backwards-submartingale for any P ∈ P ; see lemma 5.24. This
same proposition yields that the limit inferior in (5.56) actually exists
as a limit.
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The inequality (5.58) will follow from
lim supi→∞EP0 [ess infP∈PEP [Hτ | Fti ]] ≥ EP0 [ess infP∈PEP [Hτ | Ft]].
(5.60)
In fact, in this case we get:
EP0 [lim infi→∞ess infP∈PEP [Hτ | Fti ]]
=EP0 [lim supi→∞ess infP∈PEP [Hτ | Fti ]]
(5.61)
≥lim supi→∞EP0 [ess infP∈PEP [Hτ | Fti ]]
(5.62)
≥EP0 [ess infP∈PEP [Hτ | Ft]]. (5.63)
In (5.61) we have used the fact that the limit exists. In (5.62) we have
used Fatou’s lemma, which we are allowed to apply since the sequence
{Yi}∞i=1 (5.59) is, obviously, uniformly integrable with respect to P0.
The last part (5.63) is (5.60) which we now prove. We first observe
that
EP0 [ess infP∈PEP [Hτ | Fti ]] = inf
P∈P(P0,ti)
EP [Hτ ]
and
EP0 [ess infP∈PEP [Hτ | Ft]] = inf
P∈P(P0,t)
EP [Hτ ],
where, we recall, P(P0, s) = {P ∈ P | P = P0 in Fs}. Note that
P(P0, ti) ⊂ P(P0, t). Let  > 0 and let P i ∈ P(P0, ti) be such that
EP i [Hτ ]−  ≤ inf
P∈P(P0,ti)
EP [Hτ ].
Then, it is enough to show that
lim supi→∞EP i [Hτ ] ≥ inf
P∈P(P0,t)
EP [Hτ ], (5.64)
but it is obvious that P i ∈ P(P0, t) so that
EP i [Hτ ] ≥ inf
P∈P(P0,t)
EP [Hτ ],
implying (5.64).
In the proof of proposition 5.22 we have applied the following lemmas.
Let us recall that we have fixed a stochastic base (Ω,F ,F = {Ft}t∈[0,T ], R).
However, in the next lemma we only consider the probability space (Ω,F , R).
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Lemma 5.23 Let (Ω,F , R) be a probability space. Let Y be a positive in-
tegrable random variable. Let {Fi}∞i=1 be a decreasing sequence of sub-σ-
algebras of F , that is, Fi+1 ⊂ Fi ⊂ F . Then
lim
i→∞
ER[Y | Fi] = ER[Y | F−∞],
where F−∞ = ∩∞i=1Fi.
Proof. This is a special case of the backwards martingale convergence theo-
rem; see e.g., theorem 2.I.5, or theorem 2.III.16 in Doob[15].
Lemma 5.24 Let Y be a positive random variable FT -measurable such that
EP [Y ] <∞,
for any P ∈ P. Let t ∈ [0, T ) and let {ti}∞i=1 be a decreasing sequence
converging to t. Then, the sequence of random variables {Yi}∞i=1 defined by
Yi := ess infP∈PEP [Y | Fti ],
is a backwards P-submartingale in the following sense: For any P ∈ P and
i ∈ N
EP [Yi | Fti+1 ] ≥ Yi+1, P − a.s. (5.65)
Moreover,
lim
i→∞
Yi (5.66)
exists R-a.s. and in L1(P ) for any P ∈ P.
Proof. The identity
Yi+1 = ess infP∈PEP [Yi | Fti+1 ], P − a.s. (5.67)
follows from part three in lemma 5.30, applying an argument similar to the
proof of the last part in lemma 5.30. Formula (5.67) implies (5.65). The
existence of the limit (5.66) follows from the submartingale version of theorem
2.III.17 in [15].
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5.3 Illustrations and special cases
5.3.1 The lower Snell envelope for European options
In the previous subsection we have seen that there exists an optional process
U↓ which is the essential infimum of the family of Snell envelopes UP (H).
In this section we consider a special case where this process is in fact a sub-
martingale.
LetHT be a European option as in definition 1.2. The lower Snell envelope
takes the form
U↓t = ess infP∈MEP [HT | Ft].
In a model driven by a Brownian motion, El Karoui and Quenez[19] proved
that the lower envelope is a M-submartingale; see their theorem 2.4.1. In
that theorem they assumed that there exists aM-martingale dominating U↓.
In the next proposition we relax this condition.
Proposition 5.25 Let HT be a European option. Then, the lower Snell
envelope of HT is aM-submartingale.
Proof. Indeed, if P0 ∈ M is a fixed martingale measure, then for any pair
s, t ∈ [0, T ] with s < t follows that
EP0 [U
↓
t | Fs] = EP0 [ess infP∈MEP [HT | Ft] | Fs]
≥ ess infP∈MEP [ess infP∈MEP [HT | Ft] | Fs]
= ess infP∈MEP [HT | Fs],
where the last equality follows as a special case of part four in lemma 5.30
below.
5.3.2 An example of a σ(Lp(R), Lq(R))-compact stable
family of measures
In this subsection we construct an example of a convex family of probability
measures equivalent to R and satisfying the conditions of proposition 5.15:
Stability under pasting, and weak compactness in Lp(R) of the set of densi-
ties with respect to the reference probability measure R.
The example is simple but the construction requires advanced results
from martingale theory. We are going to proceed as follows. The family of
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probability measures will be defined through the set of densities (5.70) below,
which involve stochastic exponentials of BMO-martingales. We then prove
that this family is norm bounded in a space Lp(R) for a exponent p, which
will depend on the constant K of the inequality (5.68). This will involve the
so-called p-reverse Hölder inequality, denoted Rp. In appendix A.1 we present
the space BMO and collect the results we will need. See Kazamaki[38] for a
more systematic presentation of continuous BMO-martingales.
We then prove that the set of densities (5.70) is closed in Lp(R). To
this end, we apply Doob’s p-maximal inequality and the Burkholder-Davis-
Gundy inequalities, two fundamentals results of martingale theory. This step
is actually the hardest part of the construction.
Now we conclude the σ(Lp(R), Lq(R))-compactness of the set of densities
dens(P) as follows. There exists a constant r such that
dens(P) ⊂ Br := {f ∈ Lp(R) | ‖f‖Lp(R) ≤ r},
since dens(P) will be norm-bounded in Lp(R). Since dens(P) will be a norm-
closed convex subset of a locally convex space, it is closed with respect to the
weak topology σ(Lp(R), Lq(R)). According to the Banach-Alaoglu theorem
Br is weakly compact; see e.g., theorem A.62 in Föllmer and Schied[27]. As
a closed subset of a compact set, dens(P) is also compact.
Before the start of the construction, let us give two comments. Our ex-
ample can be seen as a special case of theorem 1.3 in Delbaen[7]. In the
proof of the convexity and stability we have followed [7]. However, we will
explicitly verify norm boundedness and closedness. The second comment
is that our goal here was exclusively to construct a non trivial example of
a stable compact family of probability measures. We refer to Delbaen et
al[10], to see BMO-martingales techniques and martingale inequalities ap-
plied in relation to the Föllmer-Schweizer decomposition of local-martingales.
Let us recall that in definition 4.13 we have introduced the stochastic
exponential of a continuous martingale.
Example 5.26 Let (Ω,F ,F = {Ft}t∈[0,T ], R) be a stochastic base such that
every martingale admits a continuous version. Let N := {Nt}0≤t≤T be a
square integrable martingale such that its quadratic variation process is equiv-
alent to Lebesgue measure in [0, T ]. Let ξ0 = {ξ0t }0≤t≤T be a predictable
process such that for a constant K > 0∫ T
0
(ξ0s )2d 〈N〉s ≤ K. (5.68)
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Then
1. If ξ := {ξt}0≤t≤T is a predictable process such that
R({ω ∈ Ω | |ξt(ω)| ≤
∣∣∣ξ0t (ω)∣∣∣ for almost all t ∈ [0, T ]}) = 1, (5.69)
then the stochastic integral ξ · Nt := ∫ t0 ξsdNs is well defined and is a
uniformly integrable martingale in the space BMO.
2. If ξ satisfies (5.69), then ET (ξ ·N) > 0 and ER[ET (ξ ·N)] = 1.
3. The family of probability measures P obtained from the family of den-
sities with respect to R
dens(P) :=
{ET (ξ ·N) | {ξt}0≤t≤T is a predictable process satisfying (5.69)} ,
(5.70)
is convex and stable under pasting.
4. For some p > 1 depending on K, the family dens(P) is norm bounded
and closed in Lp(R). In particular it is σ(Lp(R), Lq(R))-compact, where
q denotes the conjugate exponent of p.
Proof.
1. We verify the first claim. Let ξ be a predictable process satisfying
(5.69). Thus ∫ T
0
(ξs)2d 〈N〉s ≤ K, (5.71)
due to (5.68) and (5.69), and so the stochastic integral with respect
to N is a square integrable uniformly integrable martingale; see e.g.,
proposition 3.2.10 in Karatzas[36]. Itô isometry (see formula (2.22) in
proposition 3.2.10 in [36]) implies that this martingale is in BMO2:
ER[|ξ ·NT − ξ ·Nθ− |2 | Fθ] = ER
[∫ T
θ
(ξs)2d 〈N〉s | Fθ
]
≤ K.
2. From the previous step we conclude that the norms in BMO1 and
BMO2 of ξ ·N are uniformly bounded by the same constant and inde-
pendent of ξ. Now, theorem A.3 implies that ET (ξ ·N) is a uniformly
integrable martingale. In particular ER[ET (ξ ·N)] = 1. The inequality
(5.71) implies that
R(ET (ξ ·N) > 0) = 1
by an argument similar to that of example 4.14.
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3. The convexity and stability of the family P is proved as in example
4.14.
4. It remains to prove that dens(P) is norm bounded and closed in a
space Lp(R) for some p > 1 depending on K. We verify that it is norm
bounded. Let Φ be the function
Φ(x) :=
{
1 + 1
x2
ln
(2x− 1
2x− 2
)} 1
2 − 1,
as defined in formula (A.1) of appendix A.1. Then, there exists p =
p(K) > 1 with K ≤ Φ(p). Theorem A.5 implies that there exists a
constant C > 0 such that
ER[(ET (ξ ·N))p] < C. (5.72)
This proves that dens(P) is a norm-bounded subset of the space Lp(R).
In proposition 5.27 below we show that dens(P) is a closed subset of
Lp(R). This will complete the construction of the example.
Proposition 5.27 With the notation of example 5.26, the set of densities
dens(P) defined in (5.70) is strongly closed in Lp(R).
Proof.
1. Let {ξn}∞n=1 be a sequence of predictable processes satisfying (5.69).
We set
Mn := {ξn ·Nt}0≤t≤T , and fn := {Et(Mn)}0≤t≤T .
We assume that the sequence of random variables fnT converges to a
random variable F in Lp(R). We must prove that F ∈ dens(P). It is
easy to see that F > 0. To this end, note that
(fnt )−1 = Et(−Mn) exp
{∫ t
0
(ξns )2d 〈N〉s
}
≤ Et(−Mn) exp(K), (5.73)
so that (fnt )−1 ∈ Lp(R) due to (5.72) and the fact that the process −ξn
satisfies (5.69). We can actually say that
ER[(fnT )−p] ≤ C exp(pK). (5.74)
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Let A := {F = 0}, and by way of contradiction assume that R(A) > 0.
Passing to a subsequence if necessary, we may assume that fnT converges
to F R-a.s. By Fatou’s lemma
lim inf
n→∞ ER[1A(f
n
T )−p] ≥ ER[1A(F )−p] =∞
a clear contradiction to the estimate (5.74), so that it must be the case
that R(A) = 0.
2. Let F˜ be a continuous version of the martingale {ER[F | Ft]}0≤t≤T .
We apply Doob’s maximal inequality (see e.g., theorem 1.3.8 part (iv)
in [36]) to obtain
ER
[
sup
0≤t≤T
∣∣∣F˜t − fnt ∣∣∣p
]
≤
(
p
p− 1
)p
ER [|FT − fnT |p] . (5.75)
The right term converges to zero as n → ∞. The Burkholder-Davis-
Gundy inequalities (see e.g., theorem 3.3.28 in [36]) implies that
ER
[〈
F˜ − fn
〉 p
2
T
]
→ 0. (5.76)
3. The martingale F˜ is locally square integrable. Through a localizing ar-
gument and the Kunita-Watanabe decomposition for square integrable
martingales we can prove that there exists a predictable process η˜ such
that
F˜t = 1 + η˜ ·Nt + Lt
where {Lt}0≤t≤T is a continuous locally square integrable martingale
with L0 = 0, and orthogonal to N . We prove that L = 0. In fact:
ER
(∫ T
0
(ξns fns − η˜)2sd 〈N〉s + 〈L〉T
) p
2

= ER
[〈
F˜ − fn
〉 p
2
T
]
→ 0,
(5.77)
where we have applied (5.76) and the fact that fn satisfies
fn = 1 + fn ·Mn = 1 + fnξn ·N.
Then, R(〈L〉T = 0) = 1, and thus, R({ω ∈ Ω | Lt(ω) = 0 for all t ∈
[0, T ]}) = 1.
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4. In the previous step we showed that
F = F˜T = 1 +
∫ T
0
η˜sdNs.
Now, in order to conclude the proof of the proposition, we construct a
predictable process ξ˜ satisfying (5.69) such that
η˜ = ξ˜F˜ . (5.78)
Due to (5.77), there exists a subsequence nk which we simply denote
by n, such that
∫ T
0 (ξns fns − η˜s)2d 〈N〉s converges to zero in a measurable
set Ω˜ with R(Ω˜) = 1. Since we assumed that d 〈N〉 is equivalent to
Lebesgue measure in [0, T ], we conclude that
lim
n→∞(ξ
n
t f
n
t − η˜t)2 = 0, for almost every t ∈ [0, T ] (5.79)
and for ω ∈ Ω˜, after passing to a subsequence if necessary.
In the first step we proved that R(F > 0) = 1. This implies that
R(F˜t > 0) = 1 for all t ∈ [0, T ]. Since F˜ has continuous trajectories we
can say something stronger:
R({ω ∈ Ω | Ft(ω) > 0 for t ∈ [0, T ]}) = 1.
So we may define
ξ˜ := η˜
F˜
.
We certainly have that ξ˜ is predictable, and in order to conclude the
proof of the proposition, we must verify that it satisfies (5.69). But
this follows from (5.75) and (5.79).
5.3.3 The lower Snell envelope in discrete time
The main result of this section is the decomposition (5.86) of theorem 5.32.
It describes the lower Snell envelope in discrete time. Here we consider a
stochastic base in discrete time
(Ω,F ,F = {Ft}t∈{0,...,T}, R).
We fix a convex stable family of probability measures P , and an adapted
positive stochastic process H := {Ht}t∈{0,··· ,T} such that
EP [Ht] <∞,
for any P ∈ P and t ∈ {0, · · · , T}.
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Definition 5.28 Let P be a convex stable family of probability measures.
For a σ-algebra G ⊂ F we set
E↓[· | G] := ess infP∈PEP [· | G].
We say that a positive F-adapted process Y := {Yt}t=0,··· ,T is a E↓-supermartingale
if
E↓[Yt+1 | Fθ] ≤ Yt (5.80)
for t < T . We say that Y is a E↓-submartingale if in (5.80) the oppo-
site inequality holds. We say that Y is a E↓-martingale if it is both a E↓-
supermartingale and a E↓-submartingale.
Remark 5.29 Note that any E↓-martingale is a P-submartingale.♦
In the next lemma we collect and prove some basic properties of the
operator E↓[· | ·].
Lemma 5.30 Let G ⊂ FT be a sub-σ-algebra. Let X i be a positive FT -
measurable random variable such that
EP [X i] <∞,
for P ∈ P and for i = 1, 2. Then, the operator E↓[· | ·] has the following
properties.
1. Superlinearity:
E↓[X1 +X2 | G] ≥ E↓[X1 | G] + E↓[X2 | G].
2. G-linearity:
E↓[X1 +X2 | G] = E↓[X1 | G] + E↓[X2 | G],
if X1 or X2 is G-measurable.
3. Let G1 ⊂ G be a sub-σ-algebra of G. Let P0 ∈ P be a fixed probability
measure. Let us introduce the notation
P(P0,G) = {P ∈ P | P = P0 in G}.
Then
EP0 [E↓[X1 | G] | G1] = ess infP∈P(P0,G)EP [X1 | G1].
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4. Let us define
Vt := E↓[X1 | Ft].
Then V := {Vt}t=0,··· ,T is a E↓-martingale and in particular a P-
submartingale.
Proof. Let us start with the following identity
E↓[X1 +X2 | G] = ess infP∈P
{
EP [X1 | G] + EP [X2 | G]
}
. (5.81)
1. In order to prove the first part, we only need to observe that EP [X i |
G] ≥ E↓[X i | G] and apply (5.81).
2. To prove the second part, let us assume that X1 is G-measurable. Then
EP [X1 | G] = X1, and so the claim follows from the identity (5.81).
3. We now prove the third part. Let us observe that for arbitrary P ∈
P(P0,G) we have
EP0 [E↓[X1 | G] | G1] ≤ EP0 [EP [X1 | G] | G1]
= EP [EP [X1 | G] | G1]
= EP [X1 | G1].
This implies the inequality ≤. To prove the inequality ≥, is now enough
to prove that
EP0 [E↓[X1 | G]] ≥ EP0 [ess infP∈P(P0,G)EP [X1 | G1]]. (5.82)
Similar to the first part of lemma 5.3, we can construct a sequence of
probability measures {P i}∞i=1 ∈ P(P0,G) such that
EP i [X1 | G]↘ E↓[X1 | G],
and we can apply Lebesgue’s dominated convergence theorem to con-
clude that
lim
i→∞
EP0 [EP i [X1 | G]] = EP0 [E↓[X1 | G]].
But it is clear that
EP0 [EP i [X1 | G]] = EP0 [EP i [X1 | G1]] ≥ EP0 [ess infP∈P(P0,G)EP [X1 | G1]],
and so, (5.82) follows.
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4. We first prove that
E↓[Vt+1 | Ft] = Vt.
From the previous part we get that
E↓[Vt+1 | Ft] = ess infP0∈Pess infP∈P(P0,Ft+1)EP [X1 | Ft].
This immediately implies the desired identity. Now let P ∈ P , then
EP [Vt+1 | Ft] ≥ E↓[Vt+1 | Ft] = Vt.
This implies that the process V is in fact a P-submartingale.
Remark 5.31 The last part of lemma 5.30 establishes a consistency property
similar to the martingale property for ordinary conditional expectations for
the operator E↓. This property is similar to the property in the last part of
theorem 4.29. A result which we have taken from Föllmer and Schied[27];
see their theorem 6.53.♦
In the next proposition we use the notation ∆Xi+1 := Xi+1 −Xi.
Proposition 5.32 Let P be a family of probability measures and H a pro-
cess as previously fixed. Then, the lower Snell envelope of H is a E↓-
supermartingale and it admits the decomposition
U↓t = St − At, (5.83)
where S := {St}t∈{0,··· ,T} is a E↓-martingale, and {At}t∈{0,··· ,T} is an in-
creasing process with A0 = 0 which is predictable in the sense that At is
Ft−1-measurable. This decomposition is unique, with
At+1 := At +
{
U↓t − E↓[U↓t+1 | Ft]
}
. (5.84)
Moreover, if P is the set of martingale measures for a price process {Xt}t∈{0,··· ,T},
then S admits the decomposition
St = U↓0 +
t∑
i=1
ξi∆Xi + Ct, (5.85)
where ξs is Fs−1-measurable and {Ct}t∈{0,··· ,T} is an adapted non decreasing
process with C0 = 0. In this case, combining (5.83) and (5.85) we obtain the
decomposition
U↓t = U↓0 +
t∑
i=1
ξi∆Xi + Ct − At. (5.86)
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Proof.
1. Theorem 5.6 was proved in continuous time and it also holds in discrete
time. So we know due to formula (5.10) and definition 5.28 that
U↓t+1 = E↓[Hτ↓t+1 | Ft+1].
This implies
E↓[U↓t+1 | Ft] = E↓[E↓[Hτ↓t+1 | Ft+1] | Ft]
= E↓[Hτ↓t+1 | Ft] (5.87)
≤ U↓t ,
where in (5.87) we have applied the last part of lemma 5.30. We con-
clude that U↓ is a E↓-supermartingale. Now we define a process A by
A0 = 0 and by formula (5.84).
The process A is clearly a predictable non decreasing process. More-
over, it is integrable in the sense that
E↓[AT ] <∞.
In fact, let us assume that E↓[At−1] < ∞ and apply mathematical
induction. We certainly have that At ≤ At−1 +U↓t−1 and it follows that
E↓[At] ≤ E↓[At−1 +U↓t−1]. But for any P ∈M the lower Snell envelope
U↓t is integrable:
EP [U↓t ] ≤ EP [UPt ] ≤ UP0 <∞.
According to the mathematical induction hypothesis, At−1 is integrable
with respect to some P 0 ∈M. Now we have the inequality
E↓[At] ≤ EP 0 [At−1 + U↓t−1] <∞.
In the same way it can be proved that the process S := {St}t∈{0,··· ,T}
defined by
St := U↓t + At (5.88)
is integrable in the sense that E↓[St] <∞.
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Now we prove that S is a E↓-martingale: For any pair s, t with s > t
E↓[Ss | Ft] = St. (5.89)
In fact, we start with the pair t, t+ 1 and obtain the identities
E↓[St+1 | Ft] = E↓[U↓t+1 + At+1 | Ft]
= E↓[U↓t+1 | Ft] + At+1
= E↓[U↓t+1 | Ft] + At + U↓t − E↓[U↓t+1 | Ft]
= St.
The first identity is justified by the definition of St+1. The second is
justified by the fact that At+1 is Ft-measurable and the second part of
lemma 5.30. The third identity is justified by the definition of At+1.
The last is direct.
In order to compute E↓[Ss | Ft] for a general pair s, t with s > t, we
compute recursively the conditional expectations
E↓[· | Fs−1], E↓[· | Fs−2], · · · , E↓[· | Ft],
to obtain (5.89).
From (5.89) follows that S is a P-submartingale: For any P ∈ P
EP [St+1 | Ft] ≥ E↓[St+1 | Ft] = St.
Thus, U↓t admits the decomposition (5.83).
2. We now show that the predictable increasing process A is unique. So
let us assume that U↓ admits a decomposition of the form
U↓ = M −B (5.90)
whereM = {Mt}t=0,··· ,T is a E↓-martingale and B := {Mt}t=0,··· ,T is an
increasing predictable process with B0 = 0. We apply mathematical
induction. Assume we know that Mt = St and Bt = At. Now we want
to show that Mt+1 = St+1 and Bt+1 = At+1. But then, we have that
Bt+1 + E↓[U↓t+1 | Ft] = E↓[Bt+1 + U↓t+1 | Ft]
= E↓[Mt+1 | Ft] = Mt.
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The first identity is justified from the fact that Bt+1 is Ft-measurable
and the second part of lemma 5.30. The second identity follows from
the decomposition (5.90). The last identity follows from the fact that
we assumed M to be a E↓-martingale. Then, we obtain that
Bt+1 = Mt−E↓[U↓t+1 | Ft] = St−E↓[U↓t+1 | Ft] = At+U↓t −E↓[U↓t+1 | Ft],
where we have used (5.88). This proves, according to formula (5.84),
that Bt+1 = At+1.
3. If P is the family of martingale measures for a price process {Xt}t∈{0,··· ,T},
similar arguments as in the proof of the optional decomposition theo-
rem 7.5 in [27] allow us to represent the P-submartingale S as stated
in (5.85):
St = U↓0 +
t∑
i=1
ξi∆Xi + Ct.
The proof of the proposition is complete.
Remark 5.33 Assume that the stable family of probability measures P is
such that dens(P), the corresponding family of densities with respect to R,
is compact in the topology σ(L1(R), L∞(R)). Then we can say more about the
structure of the lower Snell envelope in discrete time: It is a P ∗-supermartingale
for some probability measure P ∗ ∈ P. This result was proved by Riedel[49];
see his lemma 3.4 and assumption 2.4.
Riedel[49] also studies a robust version of supermartingales which he calls
minimax supermartingales, instead of E↓-supermartingales. He also develops
a robust Doob decomposition for minimax supermartingales and a robust op-
tional sampling theorem for minimax supermartingales; see his theorems 3.5
and 3.6. Note that the first part of our proposition 5.32 extends his result
on Doob’s decomposition in the case of a general stable family of equivalent
probability measures P which is not necessarily weakly compact.♦
The next proposition describes the increasing process {At}t∈{0,··· ,T} in propo-
sition 5.32. Recall the stopping time τ ↓t constructed in theorem 5.6. We use
the notation ∆τ ↓t+1 := τ ↓t+1 − τ ↓t .
Proposition 5.34 The increasing process {At}t∈{0,··· ,T} of proposition 5.32
admits the representation
At := −
t−1∑
s=0
Ys(τ ↓s+1 − s)−1∆τ ↓s+1, (5.91)
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where Y is the adapted process defined by
Yt := E↓[Ht −Hτ↓t+1 | Ft]. (5.92)
Proof. Since theorem 5.6 also holds in discrete time, the lower Snell envelope
admits the representation
U↓t = E↓[Hτ↓t | Ft],
in terms of the stopping time τ ↓t defined in (5.9). It follows that
U↓t − E↓[U↓t+1 | Ft] = E↓[Hτ↓t | Ft]− E
↓[E↓[Hτ↓t+1 | Ft+1] | Ft]
= E↓[Hτ↓t | Ft]− E
↓[Hτ↓t+1 | Ft].
We claim that the definition of the stopping time τ ↓t implies the identity
τ ↓t+1 − τ ↓t = (τ ↓t+1 − t)1{τ↓t =t},
and hence
Hτ↓t
−Hτ↓t+1 = (Ht −Hτ↓t+1)1{τ↓t =t}.
We then get
E↓[Hτ↓t | Ft]− E
↓[Hτ↓t+1 | Ft] = −1{τ↓t =t}E
↓[Hτ↓t+1 −Ht | Ft],
and
At := −
t−1∑
s=0
E↓[Hτ↓s+1 −Hs | Fs]1{τ↓s=s}.
And now we observe that 1{τ↓s=s} = (τ
↓
s+1− s)−1∆τ ↓s+1 to conclude the repre-
sentation (5.91).
It remains to prove the claimed identity for τ ↓t . The equality clearly holds
on the event {τ ↓t = t} . But in the event {τ ↓t > t} we know that for any
P ∈ P it follows that τPt ≥ t + 1, hence τPt = τPt+1, and this implies the
claim.
5.3.4 Stopping times of maximal utility
In this section we motivate 0-optimal stopping times for the lower Snell
envelope, from the point of view of robust Savage preferences. Let us fix a
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probability space (Ω,F , R). An interesting class of robust Savage preferences
defined on L∞(R) admits a representation of the form
ψ(·) := inf
Q∈Q
EQ[u(·)], (5.93)
where Q is a set of probability measures defined on (Ω,F) and are absolutely
continuous with respect to R. See theorem 2.87 part (a) in [27].
The robust representation (5.93) will allow us to give an interpretation
to a 0-optimal stopping times for the lower Snell envelope. To this end,
consider a filtration F of the probability space (Ω,F , R) satisfying the usual
conditions of right continuity and completeness. Let H := {Ht}0≤t≤T be a
positive càdlàg F-adapted stochastic process. We assume that H ≤ K for
some constant K > 0. Typically, the stochastic process H represents the
evolution of a financial position giving the right to choose the liquidation
date. An important example would be an American put option from the
point of view of the buyer.
We can now consider the maximal robust utility by
sup
θ∈T
ψ(Hθ).
This optimization problem was discussed in remark 6.51 of [27] in discrete
time for the special case where Q is a stable family of equivalent probability
measures. The axiomatic framework of this special class of preferences, and
the corresponding robust representation for the preference order, is due to
Epstein and Schneider[20]. Starting with a set of axioms, notably including
an axiom of time-consistency, they obtained a robust representation of the
form (5.93) where Q is a rectangular family of probability measures. Rectan-
gularity is equivalent to stability under pasting; see e.g., Delbaen[7] theorem
6.2. See also lemma B.1 in [49] for a proof in discrete time.
With this interpretation, a 0-optimal stopping time for the lower Snell
envelope σ∗0 attains the maximal robust utility
ψ(Hσ∗0 ) = sup
θ∈T
ψ(Hθ).
We may thus say that σ∗0 is a stopping time of maximal utility for the process
H, if utility is quantified by the robust utility functional ψ.
Part III
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Appendix A
A.1 BMO-Martingales
We fix a stochastic base in continuous time and finite horizon
(Ω,F ,F = {Ft}t∈[0,T ], R).
In section 5.3.4 we constructed an example of a stable family of proba-
bility measure whose densities with respect to R is a norm bounded closed
subset of Lp(R), for some p > 1. The construction was based on stochastic
exponentials of BMO martingales. In this appendix we collect the concepts
and results that were applied in the construction of example 5.26.
Let us recall definition 4.13 where we introduced the stochastic exponen-
tial of a continuous local martingale.
Let M := {Mt}0≤t≤T be a continuous local martingale with M0 = 0. The
stochastic exponential of M , denoted by E(M), is defined by
Et(M) := exp
{
Mt − 12 〈M〉t
}
,
where {〈M〉t}0≤t≤T is the quadratic variation process of the martingale M .
Theorem A.1 Let M := {Mt}0≤t≤T be a continuous local martingale with
M0 = 0. Then, the stochastic exponential E(M) is a local martingale and
E0(M) = 1.
Proof. See theorem 1.2 in Kazamaki[38].
It is important to know if the stochastic exponential of a martingale is
itself a martingale, and not only a local martingale. A positive answer can
be given when martingales belong to the space of BMO-martingales.
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Definition A.2 Let p ≥ 1 be a fixed exponent. A uniformly integrable mar-
tingale M with M0 = 0 belongs to the space BMOp if and only if there exists
a positive number C > 0 such that for any stopping time θ ∈ T
ER[|MT −Mθ−|p | Fθ] < C,
where C is a positive constant independent of θ. The infimum over all C
satisfying this inequality is defined to be the norm of M in BMOp and is
denoted by ‖M‖BMOp.
The space BMOp is invariant with respect to p, see corollary 2.1 in [38].
We then simply write BMO, as usual. The next theorem improves theorem
A.1: The stochastic exponential of a martingale M is always a local martin-
gale, and if additionally M belongs to BMO then the stochastic exponential
E(M) is a martingale.
Theorem A.3 Let M := {Mt}0≤t≤T be a continuous martingale. If N ∈
BMO then E(M) is a uniformly integrable martingale.
Proof. See theorem 2.3 in [38].
In the construction of example 5.26 we applied the so-called reverse Hölder
inequality.
Definition A.4 Let p > 1 be a fixed exponent and M be a continuous mar-
tingale with M0 = 0. Then we say that the stochastic exponential E(M)
satisfies Rp if the reverse Hölder inequality
ER[(ET (M))p | Fθ] ≤ Cp(Eθ(M))p,
is satisfied for every stopping time θ ∈ T , and the constant Cp depends only
on p and M .
Note that setting θ ≡ 0 in this definition results in ER[ET (M)p] ≤ Cp. In
particular
ET (M) ∈ Lp(R).
It happens that the stochastic exponential of a BMOp martingale au-
tomatically satisfies a reverse Hölder inequality Rp. It is possible to relate
the BMO-norm with the norm of the corresponding stochastic exponential.
This is made precise in the following theorem.
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We need the function Φ : (1,∞)→ R defined by
Φ(x) :=
{
1 + 1
x2
ln
(2x− 1
2x− 2
)} 1
2 − 1. (A.1)
Theorem A.5 Let p > 1, and let M be a continuous martingale with M0 =
0. Then
1. ‖M‖BMO2 < Φ(p) implies that the stochastic exponential E(M) satisfies
Rp.
2. There exists a number C > 0 depending only on p and the norms BMO1
and BMO2 of M , such that
ER[ET (M)p] < C.
Proof. See theorem 3.1 in [38].
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List of symbols
Abbreviation
càdlàg right continuous with finite limits, see definition 1.2
Basics
a := b b defines a
a ∨ b := max(a, b)
a ∧ b := min(a, b)
(a)+ := max(a, 0)
N the set of natural numbers {1, 2, . . .}
R+ the set of positive real numbers.
1A(·) the indicator function of the set A
Notation parts I and II
A the family of randomized stopping times, see definition 2.13.
A the family of quasi-randomized stopping times, see definition 2.13.
Adc the family of admissible strategies at cost c, see definition 1.3.
BMO the space of continuous martingales of bounded mean oscillation, see
definition A.2.
class(D) see definition 1.8.
class(D) with respect to a family P , see definition 5.5.
dens(P) the family of densities of P with respect to R, see 5.30.
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List of symbols 146
E(·) the stochastic exponential of a continuous local martingale, see defini-
tion 4.13.
E↓[·, ·] see definition 5.28.
ess inf X the essential infimum of a family of stochastic processes X, see definition
5.19.
Φ the function (A.1).
φξ the ratio process of a strategy ξ, see definition 3.3.
L∞ the Banach space of uniformly bounded càdlàg stochastic processes, see
definition 2.17.
M the family of equivalent martingale measures for the price process X,
see (1.1).
Ma the family of absolutely continuous martingale measures for the price
process X, see section 4.3.1.
P a stable family of equivalent probability measures, see definition 4.2
and section 4.2.1.
P -martingale see definition 1.5.
P -submartingale see definition 1.5.
P -supermartingale see definition 1.5.
P(P0, τ) see (4.12).
PH(·) the value function of robust partial hedging, see definition 2.2.
pisup(·) the supremum of arbitrage free prices for American options, see defini-
tion 1.19.
piinf(·) the infimum of arbitrage free prices for American options, see definition
1.19.
QH(·) the value function of quantile hedging, see definition 3.3.
Rp the reverse Hölder inequality, see definition A.4.
R the family of randomized test processes, see definition 3.2.
147 List of symbols
Rc the family of randomized test processes satisfying the budget constraint
(3.5), see definition 3.6.
T given a filtration F, the family of stopping times [0, T ]–valuated, see
page 11.
T [τ, T ] the class of stopping times after τ , see (1.2).
T (·) the value function of the testing problem, see definition 3.6.
T+(·) the upper value function of optimal testing, see section 3.2.2.
τ ↑t t-optimal stopping time for the upper Snell envelope, see theorem 4.20.
τ ↓t t-optimal stopping time for the lower Snell envelope, see theorem 5.6.
{UPt (H)}0≤t≤T the Snell envelope of a process H with respect to a probability measure
P , see definition 1.11.
{U↑t }0≤t≤T the upper Snell envelope, see (1.4) and theorem 4.3.
{U↓t }0≤t≤T the lower Snell envelope, see (1.16) and section 5.2.3.
Z↑ the upper Snell envelope as a family of random variables, see (4.11).
Z↓ the lower Snell envelope as a family of random variables, see (5.3).
ZPτ see (4.9).
V c,ξ the value process of an admissible strategy ξ constructed at cost c, see
definition 1.3.
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