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1. INTRODUCTION 
The theory of variational inequalities [1] consists of various branches of applied mathematics,  and 
provides us a unified framework for dealing with a wide class of problems in physics, economics, 
and engineering sciences. The study of associated nonlinear equations is equally important in the 
sense that  a class of variational inequalities is equivalent o the associated equations involving 
strongly monotone operators or other combinations leading to strongly monotone operators. The 
strongly monotone operators and their variant forms are widely used in variational inequalities 
as well as hemivariational inequalities [2]. For a selected detail on nonlinear equations, we refer 
to [3-6]. 
Yao [7], using an iterative algorithm, solved a variational inequality involving the single-valued 
relaxed Lipschitz operators in a Hilbert space setting. We consider the solvability of a gener- 
alized variational inequality involving single-valued strongly monotone and multivalued relaxed 
Lipschitz operators. Among the special cases of the obtained results are the results of Yao [7]. 
2. PREL IMINARIES  
Let H be a real Hilbert space with inner product (., .) and norm I1" ]1. Let K be a nonempty 
closed convex subset of H and PK be the projection of H onto K. 
We consider, for a given single-valued operator f : H --~ H and a multivalued operator T : 
H ~ 2 H, the variational inequality (VI) problem: find x in H, and w in T(x) such that  f (x)  is 
in K and 
<w, v - f(x)> > O, for all v in K. (2.1) 
Next~, we  consider the corresponding V I  problem: find x in H ,  and w in T(x)  such that f(x) is 
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in K and 
DEFINITION 2.1. 
k_<0,  
( f (x)  - w, v - f (x) )  >_ O, for all v in K.  (2.2) 
An operator T : H --* 2 H is said to be a relaxed Lipschitz operator if  for given 
<w~ - w=, u - v> < kllu - vii 2, (2.3) 
for all wl in T(u) and w2 in T(v). 
The operator  T is called Lipschitz cont inuous if for m > 1, 
Ilwl - w211 ~ ml lu  - vii, for all wl in T(u) and w2 in T(v). (2.4) 
3. NONLINEAR EQUATIONS AND 
VARIATIONAL INEQUALITIES 
In  this  section we first give some lemmas on the equivalence of var iat ional  inequal i t ies to some 
non l inear  equat ions.  Then  we consider the main  result  on the solvabi l i ty of the  general ized 
var iat ional  inequal it ies.  
LEMMA 3.1. [1] For a given z in H, x in K satisfies 
(x - z, v - x) >>_ O, for all v in K, (3.1) 
i f f  x = PKZ.  
LEMMA 3.2. Elements x in H, and w in T(x) such that f (x )  in K ,  are a solution of the VI (2.2) 
iff x in H, and w in T(x) with f (x )  in K satisfy the equation 
f (x )  = P ,~( (1  - A) / (z )  + Aw). (3.2) 
PROOF. The  proof  follows from an appl icat ion of Lemma 3.1. 
Based on (3.2) we can generate an i terat ive a lgor i thm. 
ALGORITHM 3.1. For n = 0, 1 ,2 , . . . ,  
f (xn+l)  = PK((1  -- A) f (xn)  + Awn). (3.3) 
THEOREM 3.1. Let  K be a nonempty closed convex subset of a real Hilbert space H and let 
f : H ---* H be strongly monotone and Lipschitz continuous with corresponding constants r > 0 
and s > 0. Let T : H --~ 2 H be relaxed Lipschitz and Lipschitz continuous with corresponding 
constants k ~_ 0 and m >_ 1. Then the sequences {xn}, {wn} and {f(xn)},  as generated by 
Algorithm 3.1 with xo in H, wo in T(xo), f(xo) in K,  and 
~A 1 - k+p( r  -p )  [(1 - k+p(r -p ) )  2 - (1 - 2k+m 2 - p2)(1 - ( r -p )2 ) ]  1/2 
- i - - -2 -kT~-p  a < 1-2k+m2-p  2 ' 
where 1 - k > p(p - r) + [(1 - 2k + m 2 - p2)(1 - (r _ p)2)]1/2 forp = (1 - 2r + s2) 112, converge 
to x, w and f (x) ,  respectively, the solution of the equation (3.2). 
COROLLARY 3.1. Let T : H --~ 2 H be relaxed Lipschitz and Lipschitz continuous with constants 
k <_ 0 and m >_ 1, and let f : H ~ H be expanding and nonexpanding. Then the sequences {xn}, 
{wn} and {f(Xn)}, as generated by Algorithm 3.1 for xo in H, wo in T(xo) and f(xo) in K and 
0 < A < 2(1 - k) / (1  - 2k + m2), converge, respectively, to x, w, and f (x) ,  the solution of (3.2). 
COROLLARY 3.2. When f is the identity and T is single-valued, Theorem 3.1 reduces to [7, 
Theorem 3.6]. 
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PROOF OF THEOREM 3.1. Since PK is nonexpand ing ,  we have 
I l f (xn+l )  - f (xn) l l  _< I1(1 - ) ` ) f (Xn)  q- )`Wn -- (1 -- ) ` ) f (xn -1)  -- )`Wn- l l l  
= [[(1 - ) ` ) ( f (Xn)  - f (Xn-1) )  + A(wn - wn-1)[[ 
[1(1 -- )`)[Xn -- Xn--1 -- ( f (Xn)  -- f (Xn-X))][ [  
+ I1(1 - )`)(x~ - Xn_l) q- )`(Wrz - -  w~-l) l l .  
Since 
(1 - )`)21Ix n - xn_  1 - ( f (Xn)  -- f (Zn-1) )H  2 
= (1 - A) 2 [[]x~ - x , -1H 2 - 2( f (Xn)  - f (x , - l ) , zn  - x ,~- l )  + ] [ f (zn)  - f (x , -1 )N  2] 
< (1 - A)2(1 - 2r + s2)]lx~ - Zn_ll] 2, 
and 
[1(1 - )`)(Xn - Xn-1) + )`(Wn - Wn-1)l] 2 
= (1 - )`)2Hx~ - xn-xH 2 + 2)`(1 - )`)(wn - ~-1 ,  x~ - X~- l )  + )`~H~n - Wn--IH 2 
_< ((1 -- )`)2 + 2),(1 -- A)k + )`2m2)i Ixn - xn- l ] ]  2, 
this  impl ies that  
< [(1 - )`)(1 - 2r + 82) 1/2 --[- ((1 -- )`)2 + 2)`(1 -- )`)k + )`2m2)1/2] [ I f (Xn+l ) - f (Xn) [ [  I Ix~-Xn- l [ I .  
Since f is s t rongly  monotone  and hence r expanding,  it follows that  
] ,x~+l -x~, [_< (1 ) [ (1 -A)p+ ( (1 - ) ` )  2 +2A(1- ) ` )k+A2m)  ~/2] [ ,xn -x ,~_~[ I ,  
where (1 - 2r  + s2) 1/2 = p. Therefore, 
IIx +x -x ll _< Ollx  - X -lll, 
where 0 = ( l / r )  [(1 - )`)p + ((1 - )`)5 + 2)`(1 - )`)k + A2m2)1/2]. Now, under  the assumpt ions ,  
it follows that  0 < 0 < 1, and consequently,  for all q in N, 
IIx +q - x ll -< IlXl - x011. 
Th is  impl ies that  {x~} is a Cauchy sequence. Since H is complete,  there exists an x in H such 
that  xn --~ x. Now the Lipschitz cont inu i ty  of the operators  f and T implies that  Wn ~ w and 
f (xn)  ---" f (x ) .  Consequent ly ,  it leads to the solvabi l i ty of the VI (2.2). Th is  completes the proof. 
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