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NON-ARCHIMEDEAN STATISTICAL FIELD THEORY
W. A. ZU´N˜IGA-GALINDO
Abstract. We construct in a rigorous mathematical way interacting quantum field theories
on a p-adic spacetime. The main result is the construction of a measure on a function
space which allows a rigorous definition of the partition function. The calculation of the
correlation functions is carried out in the standard form. In the case of ϕ4-theories, we show
the existence of systems admitting spontaneous symmetry breaking.
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1. Introduction
In this article we construct (in a rigorous mathematical way) interacting quantum field
theories over a p-adic spacetime in an arbitrary dimension. We provide a large family
of energy functionals E(ϕ, J) admitting natural discretizations in finite-dimensional vector
spaces such that the partition function
(1.1) Zphys(J) =
∫
D(ϕ)e
− 1
KBT
E(ϕ,J)
can be defined rigorously as the limit of the mentioned discretizations. Our main result
is the construction of a measure on a function space such that (1.1) makes mathematical
sense, and the calculations of the n-point correlation functions can be carried out using
perturbation expansions via functional derivatives, in a rigorous mathematical way. Our
results include ϕ4-theories. In this case, E(ϕ, J) can be interpreted as a Landau-Ginzburg
functional of a continuous Ising model (i.e. ϕ ∈ R) with external magnetic field J . If J = 0,
then E(ϕ, 0) is invariant under ϕ → −ϕ. We show that the systems attached to discrete
versions of E(ϕ, 0) have spontaneous breaking symmetry when the temperature T is less
than the critical temperature.
From now on p denotes a fixed prime number different from 2. A p-adic number is a series
of the form
(1.2) x = x−kp−k + x−k+1p−k+1 + . . .+ x0 + x1p+ . . . , with x−k 6= 0,
where the xjs are p-adic digits, i.e. numbers in the set {0, 1, . . . , p− 1}. The set of all
possible series of the form (1.2) constitutes the field of p-adic numbers Qp. There are natural
field operations, sum and multiplication, on series of the form (1.2), see e.g. [33]. There
is also a natural norm in Qp defined as |x|p = pk, for a nonzero p-adic number of the
form (1.2). The field of p-adic numbers with the distance induced by |·|p is a complete
ultrametric space. The ultrametric (or non-Archimedean) property refers to the fact that
|x− y|p ≤ max
{
|x− z|p , |z − y|p
}
for any x, y, z ∈ Qp. We denote by Zp the unit ball,
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which consists of all series with expansions of the form (1.2) with k ≥ 0. We extend the
p−adic norm to QNp by taking ||x||p = max1≤i≤N |xi|p, for x = (x1, . . . , xN) ∈ QNp .
A fundamental scientific problem is the understanding of the structure of space-time at
the level of the Planck scale, and the construction of physical-mathematical models of it.
This problem occurs naturally when trying to unify general relativity and quantum mechan-
ics. In the 1930s Bronstein showed that general relativity and quantum mechanics imply
that the uncertainty ∆x of any length measurement satisfies ∆x ≥ LPlanck :=
√
~G
c3
, where
LPlanck is the Planck length (LPlanck ≈ 10−33 cm). This implies that space-time is not an
infinitely divisible continuum (mathematically speaking, the spacetime must be a completely
disconnected topological space at the level of the Planck scale). Bronstein’s inequality has
motivated the development of several different physical theories. At any rate, this inequality
implies the need of using non-Archimedean mathematics in models dealing with the Planck
scale. In the 1980s, Volovich proposed the conjecture that the space-time at the Planck
scale is non-Archimedean, see [48]. This conjecture has propelled a wide variety of inves-
tigations in cosmology, quantum mechanics, string theory, QFT, etc., and the influence of
this conjecture is still relevant nowadays, see e.g. [1], [7]-[15], [21]-[22], [28]-[32], [34]-[38],
[47]-[51].
The space QNp has a very rich mathematical structure. The axiomatic quantum field
theory can be extended to QNp . In [35], we construct a family of quantum scalar fields over a
p−adic spacetime which satisfy p−adic analogues of the G˚arding–Wightman axioms. Since
the space of test functions onQNp is nuclear the techniques of white noise calculus are available
in the p-adic setting, see e.g. [6], [17], [24], [23]. This implies that a rigorous functional
integral approach is available in the p-adic framework, see e.g. [18], [42], [43]. In [52], see
also [32, Chapter 11], [3]-[4], we introduced a class of non-Archimedean massive Euclidean
fields, in arbitrary dimension, which are constructed as solutions of certain covariant p-adic
stochastic pseudodifferential equations, by using techniques of white noise calculus. In [5],
we construct a large class of interacting Euclidean quantum field theories, over a p-adic space
time, by using white noise calculus. These quantum fields fulfill all the Osterwalder-Schrader
axioms, except the reflection positivity. In all these theories the time is a p-adic variable.
Since Qp is not an ordered field, there is no notion of past and future. In certain theories,
it is possible to introduce a quadratic form. The orthogonal group of this form plays the
role of Lorentz group. Anyway, we do not have a light cone structure, and then this type of
theory is also acausal, see [35]. The relevant feature is that the vacuum of all these theories
performs fluctuations.
In the case of ϕ4-theories the energy functional E(ϕ, 0) takes the form
E(ϕ, 0; δ, γ, α2, α4) =
γ
2
∫
QNp
ϕ (x)W (∂, δ)ϕ (x) dNx+
α2
2
∫
QNp
ϕ2 (x) dNx
+
α4
2
∫
QNp
ϕ4 (x) dNx,(1.3)
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where ϕ : QNp → R is a test function (ϕ ∈ DR
(
QNp
)
), δ > N , γ > 0, α2 ≥ 0, α4 ≥ 0, and
W (∂, δ)ϕ (x) = F−1κ→x(Awδ(‖κ‖)Fx→κϕ) is pseudodifferential operator, whose symbol has a
singularity at the origin.
An interesting observation is that the one-dimensional Vladimirov operator is a special
case of the operators W (∂, δ), in this case the action E(ϕ, 0; δ, γ, 0, 0) appeared in p-adic
string theory. Indeed, the Feynman amplitudes at the tree level attached to this action are
exactly the Koba-Nielsen p-adic amplitudes see [44], [50], [49], see also [15] and the references
therein.
In order to make sense of the partition function attached to E(ϕ, 0; δ, γ, α2, α4), see (1.1),
we discretize the fields like in classical QFT. As fields we use test functions ϕ ∈ DR
(
QNp
)
,
which are locally constant with compact support. We have DR
(
QNp
)
= ∪∞l=1DlR
(
QNp
)
, where
DlR
(
QNp
) ≃ R#Gl is a real, finite dimensional vector space consisting of test functions sup-
ported in the ball BNl =
{
x ∈ QNp ; ‖x‖p ≤ pl
}
having the form
(1.4) ϕ (x) =
∑
i∈Gl
ϕ (i) Ω
(
pl ‖x− i‖p
)
, ϕ (i) ∈ R,
where Gl is a finite set of indices and Ω
(
pl ‖x− i‖p
)
is the characteristic function of the
ball BN−l (i) =
{
x ∈ QNp ; ‖x− i‖p ≤ p−l
}
. Now a natural discretization of partition function
Z(l) is obtained by restring the fields to DlR
(
QNp
) ≃ R#Gl as follows. By identifying ϕ with
the column vector [ϕ (i)]i∈Gl, one obtains that
E(ϕ, 0; δ, γ, α2, 0) =
∑
i,j∈Gl
p−lNUi,j(l)ϕ (i)ϕ (j) ,
is a quadratic form [ϕ (i)]i∈Gl, cf. Lemma 4.2, and thus taking KBT = 1, it results natural
to propose that
Z(l) =
∫
Dl(ϕ)e
−E(ϕ,0;δ,γ,α2,0) def.= Nl
∫
R#Gl
e
−
∑
i,j∈Gl
p−lNUi,j(l)ϕ(i)ϕ(j) ∏
i∈Gl
dϕ (i) ,
where Nl is a normalization constant,
∏
i∈Gldϕ (i) is the Lebesgue measure of R
#Gl, which
is a finite dimensional Gaussian integral. We denote the corresponding Gaussian measure as
Pl. The next step is to show the existence of a probability measure P such that P = liml→∞ Pl
‘in some sense’. This requires to pass to the momenta space and using the Lizorkin space
LR
(
QNp
) ⊂ DR (QNp ), resp. LlR (QNp ) ⊂ DlR (QNp ). The key point is that the operator
γ
2
W (∂, δ) +
α2
2
: LR
(
QNp
)→ LR (QNp )
has an inverse in LR
(
QNp
)
for any α2 ≥ 0. The construction of the measure P is made
into two steps. In the first step, by using Kolmogorov’s consistency theorem, one shows the
existence of a unique probability measure P in R∞ ∪ {point} such any linear functional f →∫
Ll
R(QNp )
fdPl, where f is a continuous bounded function in LlR
(
QNp
)
, has unique extension
of the form
∫
Ll
R(QNp )
fdPl =
∫
Ll
R(QNp )
fdP, cf. Lemma 5.1. In the second step by using
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the Gel’fand triple LR
(
QNp
) →֒ L2R (QNp ) →֒ L′R (QNp ), where L′R (QNp ) is the topological
dual of LR
(
QNp
)
, and the Bochner-Minlos theorem, there exists a probability measure P on(L′R (QNp ) ,B), that coincides with the probability measure constructed in the first step, cf.
Theorem 5.1.
For an interaction energy Eint(ϕ) satisfying exp
(−α4
4
Eint(ϕ)
) ≤ 1, it verifies that∫
Ll
R(QNp )
e−Eint(ϕ)dPl =
∫
Ll
R(QNp )
e−Eint(ϕ)dP→
∫
LR(QNp )
e−Eint(ϕ)dP
as l →∞. Then a P (ϕ)-theory is given by a cylinder probability measure of the form
(1.5)
1LR (ϕ) e
−Eint(ϕ)dP∫
LR(QNp )
e−Eint(ϕ)dP
in the space of fields LR
(
QNp
)
. It is important to mention that we do not require the
Wick regularization operation in e−Eint(ϕ) because we are restricting the fields to be test
functions. Here we consider polynomial interactions. For more general interactions the
Wick calculus is necessary, see [5], [19]. The advantage of the approach presented here is
that all the perturbation calculations can be carried out in the standard way using functional
derivatives, but in a mathematically rigorous way, see Theorem 6.1.
The mathematical framework presented here allows the construction of complex-value
measures of type
1LR (ϕ) exp
√−1
{
α4
2
∫
QNp
ϕ4 (x) dNx+
∫
QNp
J(x)ϕ (x) dNx
}
∫
LR(QNp )
exp
√−1
{
α4
2
∫
QNp
ϕ4 (x) dNx
}
dP
dP.
Furthermore all the corresponding perturbation expansions can be carried out in the standard
form. These measures are obtained from measures of type (1.5) by performing a Wick
rotation of type ϕ → √−1ϕ, see Section 8. The novelty is that this Wick rotation is not
performed in the spacetime, and thus all these quantum field theories are acausal. More
precisely, the special relativity is not valid in the spacetime of these theories. However, the
vacuum of all these theories perform thermal (resp. quantum) fluctuations, because the
Feynman rules are valid, at least formally, in these theories.
The energy functional E(ϕ, J ; δ, γ, α2, α4), ϕ ∈ DlR
(
QNp
)
, see (1.3), can be interpreted as
the Hamiltonian of a continuous Ising model in the ball BNl with an external magnetic field
J . The Landau-Ginzburg energy functional E(ϕ, 0; δ, γ, α2, α4) is non-local, i.e. only long
range interactions occur, it has translational symmetries and Z2 symmetry (ϕ → −ϕ), see
Section 7. We obtain the motion equation for a system with free energy E(ϕ, 0; δ, γ, α2, α4),
see Theorem 7.1. By using this result we show that below the critical temperature the
systems must pick one of the two states +ϕ0 or −ϕ0 (which are constant solutions of the
motion equation) which means that there is a spontaneous symmetry breaking.
6 W. A. ZU´N˜IGA-GALINDO
2. Basic facts on p-adic analysis
In this section we fix the notation and collect some basic results on p-adic analysis that
we will use through the article. For a detailed exposition on p-adic analysis the reader may
consult [2], [45], [47].
2.1. The field of p-adic numbers. Along this article p will denote a prime number. Since
we have to deal with quadratic forms, for the sake of simplicity, we assume that p ≥ 3 along
the article. The field of p−adic numbers Qp is defined as the completion of the field of
rational numbers Q with respect to the p−adic norm | · |p, which is defined as
|x|p =
0 if x = 0p−γ if x = pγ a
b
,
where a and b are integers coprime with p. The integer γ = ordp(x) := ord(x), with
ord(0) := +∞, is called the p−adic order of x. We extend the p−adic norm to QNp by
taking
||x||p := max
1≤i≤N
|xi|p, for x = (x1, . . . , xN) ∈ QNp .
We define ord(x) = min1≤i≤N{ord(xi)}, then ||x||p = p−ord(x). The metric space
(
QNp , || · ||p
)
is a complete ultrametric space. As a topological space Qp is homeomorphic to a Cantor-like
subset of the real line, see e.g. [2], [47].
Any p−adic number x 6= 0 has a unique expansion of the form
x = pord(x)
∞∑
j=0
xjp
j ,
where xj ∈ {0, 1, 2, . . . , p− 1} and x0 6= 0. By using this expansion, we define the fractional
part {x}p of x ∈ Qp as the rational number
{x}p =
{
0 if x = 0 or ord(x) ≥ 0
pord(x)
∑−ord(x)−1
j=0 xjp
j if ord(x) < 0.
In addition, any x ∈ QNp r {0} can be represented uniquely as x = pord(x)v (x) where
‖v (x)‖p = 1.
2.2. Topology of QNp . For r ∈ Z, denote by BNr (a) = {x ∈ QNp ; ||x− a||p ≤ pr} the ball of
radius pr with center at a = (a1, . . . , aN) ∈ QNp , and take BNr (0) := BNr . Note that BNr (a) =
Br(a1)× · · · ×Br(aN), where Br(ai) := {x ∈ Qp; |xi − ai|p ≤ pr} is the one-dimensional ball
of radius pr with center at ai ∈ Qp. The ball BN0 equals the product of N copies of B0 = Zp,
the ring of p−adic integers. We also denote by SNr (a) = {x ∈ QNp ; ||x−a||p = pr} the sphere
of radius pr with center at a = (a1, . . . , aN) ∈ QNp , and take SNr (0) := SNr . We notice that
S10 = Z
×
p (the group of units of Zp), but
(
Z×p
)N
( SN0 . The balls and spheres are both open
and closed subsets in QNp . In addition, two balls in Q
N
p are either disjoint or one is contained
in the other.
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As a topological space
(
QNp , || · ||p
)
is totally disconnected, i.e. the only connected subsets
of QNp are the empty set and the points. A subset of Q
N
p is compact if and only if it is closed
and bounded in QNp , see e.g. [47, Section 1.3], or [2, Section 1.8]. The balls and spheres are
compact subsets. Thus
(
QNp , || · ||p
)
is a locally compact topological space.
Since (QNp ,+) is a locally compact topological group, there exists a Haar measure d
Nx,
which is invariant under translations, i.e. dN(x + a) = dNx. If we normalize this measure
by the condition
∫
ZNp
dx = 1, then dNx is unique.
Notation 1. We will use Ω (p−r||x− a||p) to denote the characteristic function of the ball
BNr (a). For more general sets, we will use the notation 1A for the characteristic function of
a set A.
2.3. The Bruhat-Schwartz space. A complex-valued function ϕ defined on QNp is called
locally constant if for any x ∈ QNp there exist an integer l(x) ∈ Z such that
(2.1) ϕ(x+ x′) = ϕ(x) for any x′ ∈ BNl(x).
A function ϕ : QNp → C is called a Bruhat-Schwartz function (or a test function) if it is
locally constant with compact support. Any test function can be represented as a linear
combination, with complex coefficients, of characteristic functions of balls. The C-vector
space of Bruhat-Schwartz functions is denoted byD(QNp ) := D. We denote byDR(QNp ) := DR
the R-vector space of Bruhat-Schwartz functions. For ϕ ∈ D(QNp ), the largest number l =
l(ϕ) satisfying (2.1) is called the exponent of local constancy (or the parameter of constancy)
of ϕ.
We denote by Dlm(QNp ) the finite-dimensional space of test functions from D(QNp ) having
supports in the ball BNm and with parameters of constancy ≥ l. We now define a topology
on D as follows. We say that a sequence {ϕj}j∈N of functions in D converges to zero, if the
two following conditions hold:
(1) there are two fixed integers k0 and m0 such that each ϕj ∈ Dk0m0 ;
(2) ϕj → 0 uniformly.
D endowed with the above topology becomes a topological vector space.
2.4. Lρ spaces. Given ρ ∈ [0,∞), we denote by Lρ := Lρ (QNp ) := Lρ (QNp , dNx) , the
C−vector space of all the complex valued functions g satisfying ∫
QNp
|g (x)|ρ dNx < ∞. The
corresponding R-vector spaces are denoted as LρR := L
ρ
R
(
QNp
)
= LρR
(
QNp , d
Nx
)
, 1 ≤ ρ <∞.
If U is an open subset of QNp , D(U) denotes the space of test functions with supports
contained in U , then D(U) is dense in
Lρ (U) =
{
ϕ : U → C; ‖ϕ‖ρ =
{∫
U
|ϕ (x)|ρ dNx
} 1
ρ
<∞
}
,
where dNx is the normalized Haar measure on
(
QNp ,+
)
, for 1 ≤ ρ <∞, see e.g. [2, Section
4.3]. We denote by LρR (U) the real counterpart of L
ρ (U).
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2.5. The Fourier transform. Set χp(y) = exp(2πi{y}p) for y ∈ Qp. The map χp(·) is
an additive character on Qp, i.e. a continuous map from (Qp,+) into S (the unit circle
considered as multiplicative group) satisfying χp(x0 + x1) = χp(x0)χp(x1), x0, x1 ∈ Qp.
The additive characters of Qp form an Abelian group which is isomorphic to (Qp,+). The
isomorphism is given by κ→ χp(κx), see e.g. [2, Section 2.3].
Given κ = (κ1, . . . , κN) and y = (x1, . . . , xN) ∈ QNp , we set κ ·x :=
∑N
j=1 κjxj . The Fourier
transform of ϕ ∈ D(QNp ) is defined as
(Fϕ)(κ) =
∫
QNp
χp(κ · x)ϕ(x)dNx for κ ∈ QNp ,
where dNx is the normalized Haar measure on QNp . The Fourier transform is a linear iso-
morphism from D(QNp ) onto itself satisfying
(2.2) (F(Fϕ))(κ) = ϕ(−κ),
see e.g. [2, Section 4.8]. We will also use the notation Fx→κϕ and ϕ̂ for the Fourier transform
of ϕ.
The Fourier transform extends to L2. If f ∈ L2, its Fourier transform is defined as
(Ff)(κ) = lim
k→∞
∫
||x||p≤pk
χp(κ · x)f(x)dNx, for κ ∈ QNp ,
where the limit is taken in L2. We recall that the Fourier transform is unitary on L2, i.e.
||f ||L2 = ||Ff ||L2 for f ∈ L2 and that (2.2) is also valid in L2, see e.g. [45, Chapter III,
Section 2].
2.6. Distributions. The C-vector space D′ (Qnp) := D′ of all continuous linear functionals
on D(Qnp ) is called the Bruhat-Schwartz space of distributions. Every linear functional on
D is continuous, i.e. D′ agrees with the algebraic dual of D, see e.g. [47, Chapter 1, VI.3,
Lemma]. We denote by D′R
(
Qnp
)
:= D′R the dual space of DR.
We endow D′ with the weak topology, i.e. a sequence {Tj}j∈N in D′ converges to T if
limj→∞ Tj (ϕ) = T (ϕ) for any ϕ ∈ D. The map
D′ ×D → C
(T, ϕ) → T (ϕ)
is a bilinear form which is continuous in T and ϕ separately. We call this map the pairing
between D′ and D. From now on we will use (T, ϕ) instead of T (ϕ).
Every f in L1loc defines a distribution f ∈ D′
(
QNp
)
by the formula
(f, ϕ) =
∫
Qnp
f (x)ϕ (x) dNx.
Such distributions are called regular distributions. Notice that for f ∈ L2R, (f, ϕ) = 〈f, ϕ〉,
where 〈·, ·〉 denotes the scalar product in L2R.
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Remark 1. Let B(ψ, ϕ) be a bilinear functional, ψ ∈ D (Qnp), ϕ ∈ D (Qmp ). Then there
exists a unique distribution T ∈ D′ (Qnp ×Qmp ) such that
(T, ψ (x)ϕ (y)) = B(ψ, ϕ), for ψ ∈ D (Qnp) , ϕ ∈ D (Qmp ) ,
cf. [47, Chapter 1, VI.7, Theorem]
2.7. The Fourier transform of a distribution. The Fourier transform F [T ] of a distri-
bution T ∈ D′ (Qnp) is defined by
(F [T ] , ϕ) = (T,F [ϕ]) for all ϕ ∈ D(Qnp ).
The Fourier transform T → F [T ] is a linear (and continuous) isomorphism from D′ (Qnp)
onto D′ (Qnp). Furthermore, T = F [F [T ] (−ξ)].
3. W δ operators and their discretizations
3.1. The W δ operators. Take R+ := {x ∈ R; x ≥ 0}, and fix a function
wδ : Q
N
p → R+
satisfying the following properties:
(i) wδ (y) is a radial i.e. wδ(y) = wδ(‖y‖p);
(ii) wδ(‖y‖p) is continuous and increasing function of ‖y‖p;
(iii) wδ (y) = 0 if and only if y = 0;
(iv) there exist constants C0, C1 > 0 and δ > N such that
(3.1) C0 ‖y‖δp ≤ wδ(‖y‖p) ≤ C1 ‖y‖δp , for y ∈ QNp .
We now define the operator
(3.2) W δϕ(x) =
∫
QNp
ϕ (x− y)− ϕ (x)
wδ (‖y‖p) d
Ny, for ϕ ∈ D (QNp ) .
The operator W δ is pseudodifferential, more precisely, if
(3.3) Awδ (κ) :=
∫
QNp
1− χp (y · κ)
wδ (‖y‖p) d
Ny,
then
(3.4) W δϕ (x) = −F−1κ→x [Awδ (κ)Fx→κϕ] =: −W (∂, δ)ϕ (x) , for ϕ ∈ D
(
QNp
)
.
The function Awδ (κ) is radial (so we use the notation Awδ (κ) = Awδ (‖κ‖p)), continuous,
non-negative, Awδ (0) = 0, and it satisfies
C ′0 ‖κ‖δ−Np ≤ Awδ(‖κ‖p) ≤ C ′1 ‖κ‖δ−Np , for x ∈ QNp ,
cf. [51, Lemmas 4, 5, 8 ]. The operator W (∂, δ) extends to an unbounded and densely
defined operator in L2
(
QNp
)
with domain
(3.5) Dom(W (∂, δ)) =
{
ϕ ∈ L2;Awδ(‖κ‖p)Fϕ ∈ L2
}
.
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In addition:
(i) (W (∂, δ) , Dom(W (∂, δ))) is self-adjoint and positive operator;
(ii) −W (∂, δ) is the infinitesimal generator of a contraction C0−semigroup, cf. [51, Propo-
sition 7].
A relevant fact is that the evolution equation
∂u (x, t)
∂t
+W (∂, δ) u(x, t) = 0, x ∈ QNp , t ≥ 0,
is a p-adic heat equation, which means that the corresponding semigroup is attached to a
Markov stochastic process, see [51, Theorem 16].
Example 1. An important example of a W (∂, δ) operator is the Taibleson-Vladimirov op-
erator, which is defined as
Dβφ (x) =
1− pβ
1− p−β−N
∫
QNp
φ (x− y)− φ (x)
‖y‖β+Np
dNy = F−1κ→x
(
‖κ‖βp Fx→κφ
)
,
where β > 0 and φ ∈ D (QNp ), see [51, Section 2.2.7].
The W δ operators were introduced by Chaco´n-Corte´s and Zu´n˜iga-Galindo, see [51] and
the references therein. They are a generalization of the Vladimirov and Taibleson operators.
3.2. Discretization of W δ operators. For l ≥ 1, we set Gl := p−lZNp /plZNp and denote
by DlR(QNp ) := DlR the R-vector space of all test functions of the form
(3.6) ϕ (x) =
∑
i∈Gl
ϕ (i) Ω
(
pl ‖x− i‖p
)
, ϕ (i) ∈ R,
where i runs through a fixed system of representatives of Gl, and Ω
(
pl ‖x− i‖p
)
is the
characteristic function of the ball i + plZNp . Notice that ϕ is supported on p
−lZNp and that
DlR is a finite dimensional vector space spanned by the basis
(3.7)
{
Ω
(
pl ‖x− i‖p
)}
i∈Gl
.
Then we will identify ϕ ∈ DlR with the column vector [ϕ (i)]i∈Gl. Furthermore, DlR →֒ Dl+1R
(continuous embedding), and DR = lim−→DlR = ∪∞l=1DlR.
Remark 2. We set
d (l, wδ) :=
∫
QNp \BN−l
dNy
wδ (‖y‖p) .
By (3.1), d (l, wδ) <∞. Furthermore, we have
(3.8)
p(δ−N)l
C1
∫
QNp \ZNp
dNz
‖z‖δp
≤ d (l, wδ) ≤ p
(δ−N)l
C0
∫
QNp \ZNp
dNz
‖z‖δp
,
which implies that d (l, wδ) ≥ Cp(δ−N)l for some positive constant C. In particular, d (l, wδ)→
∞ as l →∞.
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We denote by W
(l)
δ the restriction W δ : DR
(
BNl
) → DR (BNl ). Take ϕ ∈ DR (BNl ) is
then
W
(l)
δ ϕ(x) =
∫
QNp
ϕ (x− y)− ϕ (x)
wδ (‖y‖p) d
Ny =
∫
BN
l
ϕ (x− y)− ϕ (x)
wδ (‖y‖p) d
Ny+(3.9)
∫
QNp rB
N
l
ϕ (x− y)− ϕ (x)
wδ (‖y‖p) d
Ny =
∫
BN
l
ϕ (x− y)− ϕ (x)
wδ (‖y‖p) d
Ny −
 ∫
QNp \BNl
dNy
wδ (‖y‖p)
ϕ (x) .
Notation 2. The cardinality of a finite set A is denoted as #A.
We set
(3.10) Ai,j (l) :=

p−lN
wδ(‖i−j‖p)
if i 6= j
0 if i = j,
and A := [Ai,j (l)]i,j∈Gl . We denote by I the identity matrix of size #Gl ×#Gl.
Lemma 3.1. The restriction W
(l)
δ : DlR → DlR is a well-defined linear operator. Further-
more, the following formula holds true:
W
(l)
δ ϕ(x) =
∑
i∈Gl
{ ∑
j∈Gl
Ai,j (l)ϕ (j)− ϕ (i) d (l, wδ)
}
Ω
(
pl ‖x− i‖p
)
,
which implies that A− d (l, wδ) I is the matrix of the operator W (l)δ in the basis (3.7).
Proof. For x ∈ i + plZNp and for ϕ (x) of the from (3.6), we have
W
(l)
δ ϕ(x) =
∫
QNp
ϕ (y)− ϕ (x)
wδ (‖y − x‖p)d
Ny =
∫
QNp
∑
j∈Gl
ϕ (j) Ω
(
pl ‖y − j‖p
)
− ϕ (i) Ω
(
pl ‖x− i‖p
)
wδ (‖y − x‖p) d
Ny
=
∑
j∈Gl
j 6=i
∫
QNp
ϕ (j) Ω
(
pl ‖y − j‖p
)
wδ (‖y − x‖p) d
Ny +
∫
QNp
ϕ (i)
{
Ω
(
pl ‖y − i‖p
)
− Ω
(
pl ‖x− i‖p
)}
wδ (‖y − x‖p) d
Ny
=
∑
j∈Gl
j 6=i
Ai,j (l)ϕ (j) +
∫
QNp \i+plZNp
ϕ (i)
{
Ω
(
pl ‖y − i‖p
)
− 1
}
wδ (‖y − x‖p) d
Ny.
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Now ∫
QNp \i+plZNp
ϕ (i)
{
Ω
(
pl ‖y − i‖p
)
− 1
}
wδ (‖y − x‖p) d
Ny =
∫
QNp \plZNp
ϕ (i)
{
Ω
(
pl ‖z‖p
)
− 1
}
wδ (‖z + (i− x) ‖p) dz
= −ϕ (i)
∫
QNp \plZNp
dNz
wδ (‖z‖p) .

4. Energy functionals
4.1. Energy functionals in the coordinate space. For ϕ ∈ DR(QNp ), and δ > N , γ > 0,
α2 > 0, we define the energy functional:
(4.1) E0(ϕ) := E0(ϕ; δ, γ, α2) =
γ
4
∫∫
QNp ×QNp
{ϕ (x)− ϕ (y)}2
wδ
(
‖x− y‖p
) dNxdNy+ α2
2
∫
QNp
ϕ2 (x) dNx ≥ 0.
Then E0 is a well-defined real-valued functional on DR. Notice that E0(ϕ) = 0 if an only if
ϕ = 0. The restriction of E0 to DlR (denoted as E(l)0 ) provides a natural discretization of E0.
Remark 3. The functional
E ′m(ϕ) :=
∫
QNp
ϕm (x) dNx for m ∈ Nr {0} , ϕ ∈ DlR,
discretizes as
E ′m(ϕ) = p
−lN ∑
i∈Gl
ϕm (i) .
Lemma 4.1. For ϕ ∈ DlR, the following formula holds true:
E
(l)
0 (ϕ) = p
−lN
(γ
2
d (l, wδ) +
α2
2
) ∑
i∈Gl
ϕ2 (i)− γ
2
p−lN
∑
i,j∈Gl
Ai,j(l)ϕ (i)ϕ (j) .
Proof. We set
E ′0(ϕ) :=
γ
4
∫∫
QNp ×QNp
{ϕ (x)− ϕ (y)}2
wδ
(
‖x− y‖p
) dNxdNy
=
γ
4
∫∫
QNp ×QNp
{∑
i∈Gl
ϕ (i)
[
Ω
(
pl ‖x− i‖p
)
− Ω
(
pl ‖y − i‖p
)]}2
wδ
(
‖x− y‖p
) dNxdNy.
Now, by using that for i 6= j,
Ω
(
pl ‖x− i‖p
)
Ω
(
pl ‖y − j‖p
)
= 1 ⇒ Ω
(
pl ‖x− j‖p
)
Ω
(
pl ‖y − i‖p
)
= 0,
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we get that {∑
i∈Gl
ϕ (i)
[
Ω
(
pl ‖x− i‖p
)
− Ω
(
pl ‖y − i‖p
)]}2
=
∑
i∈Gl
ϕ2 (i)
[
Ω
(
pl ‖x− i‖p
)
− Ω
(
pl ‖y − i‖p
)]2
−
2
∑
i,j∈Gl
i6=j
ϕ (i)ϕ (j) Ω
(
pl ‖x− i‖p
)
Ω
(
pl ‖y − j‖p
)
.
Therefore
E ′0(ϕ) =
γ
4
∑
i∈Gl
E
(1)
i (ϕ)−
γ
2
∑
i,j∈Gl
i 6=j
E
(2)
i,j (ϕ),
where
E
(1)
i (ϕ) := ϕ
2 (i)
∫∫
QNp ×QNp
[
Ω
(
pl ‖x− i‖p
)
− Ω
(
pl ‖y − i‖p
)]2
wδ
(
‖x− y‖p
) dNxdNy =
ϕ2 (i)
∫
‖x‖p>p−l
∫
‖y‖p≤p−l
dNxdNy
wδ
(
‖x− y‖p
) + ϕ2 (i) ∫
‖x‖p≤p−l
∫
‖y‖p>p−l
dNxdNy
wδ
(
‖x− y‖p
) =
2ϕ2 (i)
∫
‖x‖p>p−l
∫
‖y‖p≤p−l
dNxdNy
wδ
(
‖x− y‖p
) = 2p−lNϕ2 (i) d (l, wδ) .
And for i, j ∈ Gl, with i 6= j,
E
(2)
i,j (ϕ) := ϕ (i)ϕ (j)
∫∫
QNp ×QNp
Ω
(
pl ‖x− i‖p
)
Ω
(
pl ‖y − j‖p
)
wδ
(
‖x− y‖p
) dNxdNy
=
p−2lN
wδ
(
‖i− j‖p
)ϕ (i)ϕ (j) .
Consequently,
E ′0(ϕ) =
γ
2
p−lNd (l, wδ)
∑
i∈Gl
ϕ2 (i)− γ
2
∑
i,j∈Gl
i 6=j
p−2lN
wδ
(
‖i− j‖p
)ϕ (i)ϕ (j)
=
γ
2
p−lNd (l, wδ)
∑
i∈Gl
ϕ2 (i)− γ
2
p−lN
∑
i,j∈Gl
Ai,j(l)ϕ (i)ϕ (j) .(4.2)
The announced formula follows from (4.2) by using Remark 3. 
We now set U (l) := U = [Ui,j(l)]i,j∈Gl , where
Ui,j(l) :=
(γ
2
d (l, wδ) +
α2
2
)
δi,j − γ
2
Ai,j(l),
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where δi,j denotes the Kronecker delta. Notice that U =
(
γ
2
d (l, wδ) +
α2
2
)
I − γ
2
A is the
matrix of the operator
−γ
2
W δ +
α2
2
acting on DlR, in the basis (3.7), cf. Lemma 3.1.
Lemma 4.2. With the above notation the following formula holds true:
(4.3) E
(l)
0 (ϕ) = [ϕ (i)]
T
i∈Gl p
−lNU(l) [ϕ (i)]i∈Gl =
∑
i,j∈Gl
p−lNUi,j(l)ϕ (i)ϕ (j) ≥ 0,
for ϕ ∈ DlR, where U is a symmetric, positive definite matrix. Consequently p−lNU(l) is a
diagonalizable and invertible matrix.
4.2. A motion equation in DlR. Given J ∈ DR(QNp ), we set
E0 (ϕ, J) := E0 (ϕ, J ; δ, γ, α2) = E0 (ϕ)−
∫
QNp
J (x)ϕ (x) dNx,
for ϕ ∈ DR. Notice that there exists a positive integer l0 such that J ∈ DlR for l ≥ l0. We
denote by E
(l)
0 (ϕ, J) the restriction of E0 (ϕ, J) to DlR.
Lemma 4.3. Take l ≥ l0. Then the functional E(l)0 (ϕ, J) has a minimizer satisfying(
−γ
2
W
(l)
δ +
γ
2
d (l, wδ) + α2
)
ϕ(x) = J(x).
Proof. We identify DlR ≃
(
R#Gl, |·|), where |(t1, . . . , t#Gl)| = max1≤j≤#Gl |tj|. Then by
Lemmas 4.1 and 4.2, E
(l)
0 (ϕ, J) is a function of [ϕ (i)]i∈Gl , more precisely,
E
(l)
0 (ϕ, J) = p
−lN
(γ
2
d (l, wδ) +
α2
2
) ∑
i∈Gl
ϕ2 (i)− γ
2
p−lN
∑
i,j∈Gl
Ai,j(l)ϕ (i)ϕ (j)− p−lN
∑
i∈Gl
J(i)ϕ (i)
= [ϕ (i)]Ti∈Gl p
l´NU [ϕ (i)]i∈Gl − [ϕ (i)]
T
i∈Gl [J (i)]i∈Gl .
Since U is a positive definite matrix, the function E(l) (ϕ, J) has a minimizer, which satisfies
∂E
(l)
0 (ϕ, J)
∂ϕ (i)
= 2p−lN
(γ
2
d (l, wδ) +
α2
2
)
ϕ (i)− γ
2
p−lN
∑
j∈Gl
Ai,j(l)ϕ (j)− p−lNJ(i) = 0,
for all i ∈ Gl, i.e.
−γ
2
{ ∑
j∈Gl
Ai,j(l)ϕ (j)− d (l, wδ)ϕ (i)
}
+
(γ
2
d (l, wδ) + α2
)
ϕ (i) = J(i).
By using Lemma 3.1 we get
−γ
2
W
(l)
δ ϕ (x) +
(γ
2
d (l, wδ) + α2
)
ϕ (x) = J(x).

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4.3. The Fourier transform in Dl(QNp ). We denote by Dl(QNp ) := Dl the C-vector space
of the test functions ϕ ∈ D(QNp ) having the form: ϕ (x) =
∑
i∈Gl ϕ (i)Ω
(
pl ‖x− i‖p
)
,
ϕ (i) ∈ C. Alternatively, Dl the C-vector space of the test functions ϕ ∈ D(QNp ) satisfying:
(1) supp ϕ = BNl ;
(2) for any x ∈ BNl , ϕ |x+plZNp = ϕ (x).
Then by using that Fx→κ
(
Ω
(
pl ‖x− i‖p
))
= p−lNχp (i·κ) Ω
(
p−l ‖κ‖p
)
, we get that
(4.4) ϕ̂ (κ) = p−lNΩ
(
p−l ‖κ‖p
)∑
i∈Gl
ϕ (i)χp (i·κ) .
By using the identity Ω
(
p−l ‖κ‖p
)
=
∑
j∈Gl Ω
(
pl ‖κ− j‖p
)
in (4.4),
ϕ̂ (κ) =
∑
j∈Gl
{
p−lN
∑
i∈Gl
ϕ (i)χp (i · j)
}
Ω
(
pl ‖κ− j‖p
)
=:
∑
j∈Gl
ϕ̂ (j)Ω
(
pl ‖κ− j‖p
)
.(4.5)
Conversely,
ϕ (x) =
∑
j∈Gl
{
p−lN
∑
i∈Gl
ϕ̂ (i)χp (−i · j)
}
Ω
(
pl ‖κ− j‖p
)
=
∑
j∈Gl
ϕ (j)Ω
(
pl ‖κ− j‖p
)
.(4.6)
It follows from (4.5)-(4.6) that the Fourier transform is an automorphism of the C-vector
space Dl.
Remark 4. (i) For ϕ ∈ DR(QNp ), ϕ̂ (κ) = ϕ̂ (−κ) and
(4.7) |ϕ̂ (κ)|2 =
∑
i∈Gl
|ϕ̂ (i)|2Ω
(
pl ‖κ− i‖p
)
.
(ii) The formulae
(4.8) ϕ̂ (j) = p−lN
∑
i∈Gl
ϕ (i)χp (i · j) , ϕ (j) = p
−lN ∑
i∈Gl
ϕ̂ (i)χp (−i · j)
give the discrete Fourier transform its inverse in the additive group Gl.
4.4. Lizorkin spaces of second kind. The space
L := L(QNp ) =
{
ϕ ∈ D(QNp );
∫
QNp
ϕ (x) dNx = 0
}
is called the p-adic Lizorkin space of second kind. The real Lizorkin space of second kind is
LR := LR(QNp ) = L(QNp ) ∩ DR(QNp ). If
FL := FL(QNp ) =
{
ϕ̂ ∈ D(QNp ); ϕ̂ (0) = 0
}
,
16 W. A. ZU´N˜IGA-GALINDO
then the Fourier transform gives rise to an isomorphism of C-vector spaces from L into FL.
The topological dual L′ := L′(QNp ) of the space L is called the p-adic Lizorkin space of
distributions of second kind. The real version is denoted as L′
R
:= L′
R
(QNp ).
Let A(∂) be a pseudodifferential operator defined as
A(∂)ϕ (x) = F−1κ→x(A(‖κ‖p)Fx→κϕ), for ϕ ∈ DR(QNp ),
where A(‖κ‖p) is a real-valued and radial function satisfying
A(‖κ‖p) = 0 if and only if κ = 0.
Then, the Lizorkin space LR is invariant under A(∂). For further details about Lizorkin
spaces and pseudodifferential operators, the reader may consult [2, Sections 7.3, 9.2].
We now define for l ∈ Nr {0},
Ll := Ll(QNp ) =
{
ϕ (x) =
∑
i∈Gl
ϕ (i)Ω
(
pl ‖x− i‖p
)
, ϕ (i) ∈ C; p−lN
∑
i∈Gl
ϕ (i) = 0
}
,
resp. LlR := LlR(QNp ) = Ll ∩ DlR, and
FLl := FLl(QNp ) =
{
ϕ̂ (κ) =
∑
i∈Gl
ϕ̂ (i) Ω
(
pl ‖x− i‖p
)
, ϕ̂ (i) ∈ C; ϕ̂ (0) = 0
}
,
By the formulae (4.8), the Fourier transform F : Ll → FLl is an automorphism of C-vector
spaces. The multiplication by the function A(‖κ‖p) gives rise to a linear transformation from
Ll onto itself. Consequently, A(∂) : Ll → Ll is a well-defined linear operator.
4.5. Energy functionals in the momenta space. By using (3.2)-(3.4), for ϕ ∈ DR, we
have ∫∫
QNp ×QNp
{ϕ (x)− ϕ (y)}2
wδ
(
‖x− y‖p
) dNxdNy = 2 ∫
QNp
ϕ (x) (−W δ)ϕ (x) dNx.
Then
E0(ϕ) =
γ
2
∫
QNp
ϕ (x) (−W δ)ϕ (x) dNx+ α2
2
∫
QNp
ϕ2 (x) dNx
=
γ
2
∫
QNp
ϕ (x)W (∂, δ)ϕ (x) dNx+
α2
2
∫
QNp
ϕ2 (x) dNx
=
γ
2
∫
QNp
Awδ(‖κ‖p) |ϕ̂ (κ)|2 dNκ +
α2
2
∫
QNp
|ϕ̂ (κ)|2 dNκ
=
∫
QNp
(γ
2
Awδ(‖κ‖p) +
α2
2
)
|ϕ̂ (κ)|2 dNκ.
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Now by using (4.7), for ϕ ∈ DR, we have
E0(ϕ) = p
−lN ∑
j∈Glr{0}
(γ
2
Awδ(‖j‖p) +
α2
2
)
|ϕ̂ (j)|2
+ |ϕ̂ (0)|2
{ ∫
plZNp
(γ
2
Awδ(‖z‖p) +
α2
2
)
dNz
}
,
where ϕ̂ (j) = ϕ̂1 (j) +
√−1ϕ̂2 (j) ∈ C. Here we use the alternative notation ϕ̂1 (j) =
Re (ϕ̂ (j)), ϕ̂2 (j) = Im (ϕ̂ (j)) which more convenient for us.
Remark 5. Notice that
FLlR =
{
ϕ̂ (κ) =
∑
i∈Gl
ϕ̂ (i)Ω
(
pl ‖κ− i‖p
)
, ϕ̂ (i) ∈ C; ϕ̂ (0) = 0, ϕ̂ (κ) = ϕ̂ (−κ)
}
,
and that the condition ϕ̂ (κ) = ϕ̂ (−κ) implies that ϕ̂1 (−i) = ϕ̂1 (i) and ϕ̂2 (−i) = −ϕ̂2 (i)
for any i ∈ Gl. This implies that FLlR is R-vector space of dimension #Gl −1.
Remark 6. We set Gl r {0} := G+l
⊔
G−l , where the subsets G
+
l , G
−
l satisfy that
G+l → G−l
i → −i
is a bijection. We recall here that Gl is a finite additive group. Since#G
+
l = #G
−
l necessarily
#(Gl r {0}) = p2Nl−1 is even, an thus p ≥ 3. Then any function from FLlR can be uniquely
represented as
ϕ̂ (κ) =
∑
i∈G+
l
ϕ̂1 (i) Ω+
(
pl ‖κ− i‖p
)
+ ϕ̂2 (i) Ω+
(
pl ‖κ− i‖p
)
,
where
Ω+
(
pl ‖κ− i‖p
)
:= Ω
(
pl ‖κ− i‖p
)
+ Ω
(
pl ‖κ+ i‖p
)
,
and
Ω−
(
pl ‖κ− i‖p
)
:=
√−1
{
Ω
(
pl ‖κ− i‖p
)
− Ω
(
pl ‖κ+ i‖p
)}
.
We take ϕ ∈ LlR, then ϕ̂ (0) = 0, and
E
(l)
0 (ϕ) = p
−lN ∑
j∈Glr{0}
(γ
2
Awδ(‖j‖p) +
α2
2
) (
ϕ̂1
2 (j) + ϕ̂2
2 (j)
)
= 2p−lN
∑
r∈{1,2}
∑
j∈G+l
(γ
2
Awδ(‖j‖p) +
α2
2
)
ϕ̂r
2 (j) .
By using that LlR ≃ FLlR we get that E(l)0 is a real-valued functional defined on FLlR ≃
R(#Gl−1).
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We now define the diagonal matrix B(r) =
[
B
(r)
i,j
]
i,j∈G+l
, r = 1, 2, where
B
(r)
i,j :=

γ
2
Awδ(‖j‖p) + α22 if i = j
0 if i 6= j.
Notice that B
(1)
i,j = B
(2)
i,j . We set
(4.9) B(l) := B(l, δ, γ, α2) =
[
B(1) 0
0 B(2).
]
The matrix B = [Bi,j ] is a diagonal of size 2
(
#G+l
)× 2 (#G+l ). In addition, the indices i, j
run through two disjoint copies of G+l . Then we have the following result:
Lemma 4.4. Assume that α2 > 0. With the above notation the following formula holds
true:
(4.10)
E
(l)
0 (ϕ) := E
(l)
0
(
ϕ̂1 (j) , ϕ̂2 (j) ; j ∈ G+l
)
=
[
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+
l
]T
2p−lNB(l)
[
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+
l
]
≥ 0,
for ϕ ∈ LlR ≃ FLlR ≃ R(#Gl −1), where 2p−lNB(l) is a diagonal, positive definite, invertible
matrix.
5. Gaussian measures
We recall that we are taking δ > N , γ > 0, α2 > 0. The partition function attached to
the energy functional E0 is given by
Z := Z(δ, γ, α2) =
∫
FLR(QNp )
D(ϕ)e−E0(ϕ),
where D(ϕ) is a “spurious measure” on FLR(QNp ).
Definition 1. We set
Z(l) = Z(l)(δ, γ, α2) =
∫
FLl
R
(QNp )
Dl (ϕ) e
−E0(ϕ)
=: Nl
∫
R(p
2lN−1)
exp
−[ [ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+l
]T
2p−lNB(l)
[
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+l
] ∏
i∈G+
l
dϕ̂1 (i) dϕ̂2 (i) ,
where Nl is a normalization constant, and
∏
i∈G+
l
dϕ̂1 (i) dϕ̂2 (i) is the Lebesgue measure of
R(p
2lN−1).
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The integral Z(l) is the natural discretization of Z. From a classical point of view, one
should expect that Z = liml→∞Z(l) in some sense. The goal of this section is to study these
matters in a rigorous mathematical way. Our main result is the construction of rigorous
mathematical version of the spurious measure D(ϕ).
By Lemma 4.4, Z(l) is a Gaussian integral, then
Zl(γ, α2) = Nl (2π)
(p2lN−1)
2√
det 4p−lNB(l)
= Nl
(π
2
)(p2lN−1)
2 p
lN(p2lN−1)
2√
detB
.
We set
Nl =
(
2
π
)(p2lN−1)
2
√
detB
p
lN(p2lN−1)
2
.
Definition 2. We define the following family of Gaussian measures:
dPl
([
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+
l
]
; δ, γ, α2
)
:= dPl
([
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+
l
])
= Nl exp(−
[
[ϕ̂1 (j)]j∈G+
l
[ϕ̂2 (j)]j∈G+l
]T
2p−lNB(l)
[
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+l
]
)
∏
i∈G+
l
dϕ̂1 (i) dϕ̂2 (i)(5.1)
in FLlR ≃ R(p
2lN−1), for l ∈ Nr {0}.
Thus for any Borel subset A of R(p
2lN−1) ≃ FLlR and any continuous and bounded function
f : FLlR → R the integral∫
A
f
([
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+
l
])
dPl
([
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+
l
])
=:
∫
A
f (ϕ̂) dPl (ϕ̂)
is well-defined.
We now define I to be the set such that any finite subset of I is of the form G+l for
some l ∈ N \ {0}. Since G+l ⊂ G+m, for m > l, I is countable. To each G+l we attach a
collection of Gaussian random variables
[
[ϕ̂1 (j)]j∈G+
l
[ϕ̂2 (j)]j∈G+
l
]
having joint probability distribution
Pl
([
[ϕ̂1 (j)]j∈G+
l
[ϕ̂2 (j)]j∈G+
l
])
.
The family of Gaussian measures
{
Pl
([
[ϕ̂1 (j)]j∈G+
l
[ϕ̂2 (j)]j∈G+l
])
; l ∈ Nr {0}
}
is consistent, i.e.
Pl(A) = Pm(A × R#Gm−#Gl), for m > l, see e.g. [17, Chapter IV, Section 3.1, Lemma 1].
We now apply Kolmogorov’s consistency theorem and its proof, see e.g. [43, Theorem 2.1],
to obtain the following result:
20 W. A. ZU´N˜IGA-GALINDO
Lemma 5.1. There exists a probability measure space (X,F ,P) and random variables[
[ϕ̂1 (j)]j∈G+
l
[ϕ̂2 (j)]j∈G+
l
]
, for l ∈ Nr {0} ,
such that Pl is the joint probability distribution of
[
[ϕ̂1 (j)]j∈G+
l
[ϕ̂2 (j)]j∈G+
l
]
. The space (X,F ,P)
is unique up to isomorphisms of probability measure spaces. Furthermore, for any bounded
continuous function f supported in FLlR, we have∫
FLl
R
f (ϕ̂) dPl (ϕ̂) =
∫
FLl
R
f (ϕ̂) dP (ϕ̂) .
5.1. A quick detour into the p-adic noise calculus. In this section we introduce a
Gel’fand triple an construct some Gaussian measures in the non-Archimedean setting.
5.1.1. A bilinear form in DR
(
QNp
)
. For δ > N , γ, α2 > 0, we define the operator
D (QNp ) → L2 (QNp )
ϕ → (γ
2
W (∂, δ) + α2
2
)−1
ϕ,
where
(
γ
2
W (∂, δ) + α2
2
)−1
ϕ (x) := F−1κ→x
(
Fx→κϕ
γ
2
Awδ (‖κ‖p)+
α2
2
)
.
We define the distribution
G(x) := G(x; δ, γ, α2) = F−1κ→x
(
1
γ
2
Awδ(‖κ‖p) + α22
)
∈ D′ (QNp ) .
By using the fact that 1γ
2
Awδ (‖κ‖p)+
α2
2
is radial and (F(Fϕ))(κ) = ϕ(−κ) one verifies that
G(x) ∈ D′R
(
QNp
)
.
Now we define the following bilinear form B := B(δ, γ, α2):
B : DR
(
QNp
)×DR (QNp ) → R
(ϕ, θ) →
〈
ϕ,
(
γ
2
W (∂, δ) + α2
2
)−1
θ
〉
,
where 〈·, ·〉 denotes the scalar product in L2 (QNp ).
Lemma 5.2. B is a positive, continuous bilinear form from DR
(
QNp
)×DR (QNp ) into R.
Proof. We first notice that for ϕ ∈ DR
(
QNp
)
, we have
B(ϕ, ϕ) =
∫
QNp
|ϕ̂ (κ)|2 dNκ
γ
2
Awδ(‖κ‖p) + α22
≥ 0.
Then B(ϕ, ϕ) = 0 implies that ϕ is zero almost everywhere. Since ϕ is a locally constant
function, B(ϕ, ϕ) = 0 if and only if ϕ = 0.
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For (ϕ, θ) ∈ DR
(
QNp
)×DR (QNp ), the Cauchy-Schwarz inequality implies that
(5.2) |B (ϕ, θ)| ≤ ‖ϕ‖2
 ∫
QNp
∣∣∣θ̂ (κ)∣∣∣2 dNκ(
γ
2
Awδ(‖κ‖p) + α22
)2

1
2
≤ 2
α2
‖ϕ‖2 ‖θ‖2 .
Now take two sequences in DR
(
QNp
)
such that ϕn DR−→ ϕ and θn DR−→ θ with ϕ, θ ∈ DR
(
QNp
)
.
We recall that the convergence of these sequences means that there is an positive integer l
such that ϕn, ϕ, θn, θ ∈ DlR, and
ϕn − ϕ unif.−−→ 0 and θn − θ unif.−−→ 0 in p
−lZNp .
Then
ϕn (x)− ϕ (x) =
∑
i∈Gl
(ϕn (i)− ϕ (i)) Ω
(
pl ‖x− i‖p
)
, and
θn (x)− θ (x) =
∑
i∈Gl
(θn (i)− θ (i)) Ω
(
pl ‖x− i‖p
)
and by (5.2),
|B (ϕn − ϕ, θn − θ)| ≤ 2
α2
‖ϕn − ϕ‖2 ‖θn − θ‖2
≤ α2p
−lN
2
√∑
i∈Gl
|ϕn (i)− ϕ (i)|2
√∑
i∈Gl
|θn (i)− θ (i)|2
≤ 2p
−lN#Gl
α2
(
max
i∈Gl
|ϕn (i)− ϕ (i)|
)(
max
i∈Gl
|θn (i)− θ (i)|
)
→ 0
as n→∞. This fact implies the continuity of B in DR
(
QNp
)×DR (QNp ). 
In the next sections we only use the restriction of B to LR
(
QNp
)× LR (QNp ).
Lemma 5.3. For ϕ ∈ LlR ≃ FLlR,
Bl(ϕ, ϕ) := B(ϕ, ϕ) =
[
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+
l
]T
2p−lNB−1(l)
[
[ϕ̂1 (j)]j∈G+l
[ϕ̂2 (j)]j∈G+
l
]
,
where B(l) is the matrix defined in (4.9).
Proof. The proof is similar to the proof of Lemma 4.4. We first notice that
Bl(ϕ, ϕ) =
∫
QNp
|ϕ̂ (κ)|2
γ
2
Awδ(‖κ‖p) + α22
dNκ.
By using (4.7), we get that
(5.3) Bl(ϕ, ϕ) = 2p
−lN ∑
r∈{1,2}
∑
j∈G+
l
ϕ̂r
2 (j)
γ
2
Awδ(‖j‖p) + α22
.
Now, the announced formula follows from (5.3). 
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Given a finite dimensional subspace Y ⊂ LR(QNp ), we denote by BY the restriction of B
to Y × Y . In the case Y = LlR, we use the notation Bl, which agrees with the notation
introduced in Lemma 5.3.
Lemma 5.4. Given finite dimensional subspace Y ⊂ LR(QNp ), there is a positive integer
l = l(Y) such that Y ⊂ LlR ≃ FLlR, and there is a subset J = J(Y) ⊂ G+l such that
(5.4) BY(ϕ, ϕ) = 2p−lN
∑
r∈{1,2}
∑
j∈J
ϕ̂2r (j)
γ
2
Awδ(‖j‖p) + α22
.
Furthermore,
(5.5) BY = Bl |{ϕ̂1(j)=0,ϕ̂2(j)=0;j /∈J} .
Proof. Since LR = ∪∞l=1LlR and LlR ⊂ LmR for m > l, there is is a positive integer l = l(Y)
such that Y ⊂ LlR. Then there is a subset J ⊂ G+l such that
{
Ω±
(
pl ‖x− i‖p
)}
i∈J
is a
basis of Y , and so the formula (5.4) holds. The assertion (5.5) follows from (5.3). 
Corollary 5.1. The collection {BY ;Y finite dimensional subspace of LR} is completely de-
termined by the collection {Bl; l ∈ Nr {0}}. In the sense that given any BY there is an inte-
ger l and a subset J ⊂ G+l , the case J = ∅ is included, such that BY = Bl |{ϕ̂1(j)=0,ϕ̂2(j)=0;j /∈J}.
5.1.2. Gaussian measures in the non-Archimedean framework. We recall that D(QNp ) is a
nuclear space, cf. [11, Section 4], and thus LR(QNp ) is a nuclear space, since any subspace of
a nuclear space is also nuclear, see e.g. [46, Proposition 50.1].
The spaces
LR
(
QNp
) →֒ L2R (QNp ) →֒ L′R (QNp )
form a Gel’fand triple, that is, LR
(
QNp
)
is a nuclear space which is densely and continuously
embedded in L2R (see [2, Theorem 7.4.3]) and ‖g‖22 = 〈g, g〉 for g ∈ LR
(
QNp
)
.
We denote by B := B(L′R
(
QNp
)
) the σ-algebra generated by the cylinder subsets of
L′R
(
QNp
)
. The mapping
C : LR
(
QNp
) → C
f → e− 12B(f,f)
defines a characteristic functional, i.e. C is continuous, positive definite and C (0) = 1. The
continuity follows from Lemma 2.1. The fact that B defines an inner product in L2
(
QNp
)
implies that the functional C is positive definite.
Definition 3. By the Bochner-Minlos theorem, see e.g. [6], [23], [24], there exists a prob-
ability measure P := P (δ, γ, α2) called the canonical Gaussian measure on
(L′R (QNp ) ,B),
given by its characteristic functional as
(5.6)
∫
L′
R(QNp )
e
√−1〈W,f〉dP(W ) = e−
1
2
B(f,f), f ∈ LR
(
QNp
)
.
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We set (LρR) := L
ρ
(L′R (QNp ) ,P), ρ ∈ [1,∞), to denote the real vector space of measurable
functions Ψ : L′R
(
QNp
)→ R satisfying
‖Ψ‖ρ
(LρR)
=
∫
L′
R(QNp )
|Ψ (W )|ρ dP(W ) <∞.
5.1.3. Further remarks on the cylinder measure P. We set L (ϕ) = exp −1
2
B(ϕ, ϕ), for ϕ ∈ LR.
The functional L is positive definite, continuous and L(ϕ) = 1. By taking the restriction
of L to a finite dimensional subspace Y of LR, one obtains a positive definite, continuous
functional LY(ϕ) on Y . By the Bochner theorem, see e.g. [17, Chapter II, Section 3.2],
this function is the Fourier transform of a probability measure P
Y
defined in the dual space
Y ′ ⊂ L′R of Y . By identifying Y ′ with L′R
(
QNp
)
/Y0, where Y0 consists of all linear function-
als T which vanish on Y , we get that P
Y
is a probability measure in the finite dimensional
space L′R
(
QNp
)
/Y0. The measure P is constructed from the family of probability measures{
P
Y
;Y ⊂ LR, finite dimensional space
}
. These measures are compatible and satisfy a suit-
able continuity condition, and they give rise to a cylinder measure P in L′R. Since LR is
a nuclear space, this cylinder measure is countably additive. For further details about the
construction of the measure P, the reader may consult [17, Chapter IV, Section 4.2, proof of
Theorem 1].
Now, by using the formula
L (ϕ) =
∫
L′
R(QNp )/Y0
e
√−1〈W,ϕ〉dP
Y
(ϕ) for ϕ ∈ Y ,
see [17, Chapter IV, Section 4.1], and the fact that L (ϕ) = exp −1
2
B(ϕ, ϕ), for ϕ ∈ Y ,
one gets that P
Y
is a Gaussian probability measure in Y , with mean zero, and correlation
function B, i.e. if Y has dimension n, then
P
Y
(A) =
1
(2π)
n
2
∫
A
e−
1
2
B(ψ,ψ)dψ,
where dψ is the Lebesgue measure in Y corresponding to the scalar product B, and A ⊂ Y
is a measurable subset. In conclusion, the cylinder measure P is uniquely determined by the
family of Gaussian measures{
P
Y
;Y ⊂ LR, finite dimensional space
}
,
or equivalently by the sequence
(5.7)
{
B
Y
;Y ⊂ LR, finite dimensional space
}
,
where B
Y
denotes the restriction of the scalar product to B to Y . This is a consequence
of the fact that any finite dimensional Gaussian measure, with mean zero, is completely
determined by its correlation matrix.
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5.2. Main result.
Theorem 5.1. Assume that δ > N , γ > 0, α2 > 0. (i) The cylinder probability measure
P = P (δ, γ, α2) is uniquely determined by the sequence Pl = Pl (δ, γ, α2), l ∈ N r {0}, of
Gaussian measures. (ii) Let f : FLR
(
QNp
) → R be a continuous and bounded function.
Then
lim
l→∞
∫
FLl
R(QNp )
f (ϕ̂) dPl (ϕ̂) =
∫
FLR(QNp )
f (ϕ̂) dP (ϕ̂) .
Proof. (i) We use the notation and results given in Section 5.1.3. By the Corollary 5.1, the
sequence (5.7) is completely determined by the sequence
{
2p−lNBl; l ∈ Nr {0}
}
, i.e. by
the sequence {Pl; l ∈ N r {0}}. Notice that the covariance matrix of Pl is 2p−lNB−1(l) =
2p−lNBl, cf. Lemma 5.3. Then the cylinder measure P is exactly the probability measure
announced in Lemma 5.1.
(ii) By using the formula given in Lemma 5.1, for any bounded continuous function f
supported in FLlR, we have
(5.8)
∫
FLl
R
f (ϕ̂) dPl (ϕ̂) =
∫
FLl
R
f (ϕ̂) dP (ϕ̂) .
By the uniqueness of the probability space (X,F ;P) in Lemma 5.1, we can identify the
σ-algebra F with B(L′R
(
QNp
)
), the σ-algebra generated by the cylinder subsets of L′R
(
QNp
)
.
Then FLlR belongs to B(L′R
(
QNp
)
), and FLlR = ∪lFLlR also belongs to B(L′R
(
QNp
)
). Now
by taking the limit l →∞ in (5.8), we get the announced formula. 
5.3. Further comments on Theorem 5.1. By identifying DlR with R#Gl and using that
LlR =
{
ϕ ∈ DlR;ϕ (x) =
∑
i∈Gl
ϕ (i)Ω
(
pl ‖x− i‖p
)
,
∑
i∈Gl
ϕ (i) = 0
}
,
we conclude that LlR is the hyperplane H(l) :=
{∑
i∈Gl ϕ (i) = 0
}
in R#Gl. We denote by∏
i∈Gldϕ (i) the Lebesgue measure of R
#Gl as before. Then, the induced Lebesgue measure
on H(l) is δ (∑i∈Gl ϕ (i))∏i∈Gldϕ (i), where δ is the Dirac delta function. This means that∫
R#Gl
f (ϕ (i) ; i ∈ Gl) δ
(∑
i∈Gl
ϕ (i)
)∏
i∈Gldϕ (i) =
∫
H(l)
f |ω| ,
where |ω| denotes the measure induced by the differential form ω of degree #Gl − 1, which
satisfies that ∧
i∈Gl
ϕ (i) = ω
∧
d
(∑
i∈Gl
ϕ (i)
)
,
see [16, Chapter III, Section 1.2].
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Now the image of the Gaussian measure Pl, see (5.1), under the isomorphism FLlR → LlR
is
dPl
(
[ϕ (i)]i∈Gl ; δ, γ, α2
)
:= dPl
(
[ϕ (i)]i∈Gl
)
= N ′l exp(− [ϕ (i)]Ti∈Gl p−lNU(l) [ϕ (i)]i∈Gl)δ
(∑
i∈Gl
ϕ (i)
)∏
i∈Gl
dϕ (i) ,
where N ′l is a normalization constant, see Lemma 4.2. The sequence{
Pl
(
[ϕ (i)]i∈Gl
)}
l∈Nr{0}
uniquely determines the cylinder probability measure P.
6. Partition functions and generating functionals
In this section we introduce a family of P(ϕ)-theories, where
(6.1) P(X) = a3X3 + a4X4 + . . .+ a2kX2D ∈ R [X ] , with D ≥ 2,
satisfying P(α) ≥ 0 for any α ∈ R. Notice that this implies that for ϕ ∈ DlR and α4 > 0,
exp
(−α4
2
P(ϕ)) ≤ 1. This fact follows from Remark 3. Each of these theories corresponds to
a thermally fluctuating field which is defined by means of a functional integral representation
of the partition function. All the thermodynamic quantities and correlation functions of the
system can be obtained by functional differentiation from a generating functional as in the
classical case, see e.g. [26], [39]. In this section, we provide mathematical rigorous definitions
of all these objects.
6.1. Partition functions. We assume that ϕ ∈ LR
(
QNp
)
represents a field that performs
thermal fluctuations. We also assume that in the normal phase the expectation value of the
field ϕ is zero. Then the fluctuations take place around zero. The size of these fluctuations
is controlled by the energy functional:
E(ϕ) := E0(ϕ) + Eint(ϕ),
where the first terms is defined in (4.1), and the second term is
Eint(ϕ) :=
α4
4
∫
QNp
P (ϕ (x)) dNx, α4 ≥ 0,
corresponds to the interaction energy.
All the thermodynamic properties of the system attached to the field ϕ are described
by the partition function of the fluctuating field, which is given classically by a functional
integral
Zphys =
∫
D (ϕ) e
− E(ϕ)
KBT ,
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where D (ϕ) is a ‘spurious measure’ on the space of fields, KB is the Boltzmann’s constant
and T is the temperature. We use the normalization KBT = 1. When the coupling constant
α4 = 0, Zphys reduced to the free-field partition function
Zphys0 =
∫
D (ϕ) e−E0(ϕ).
It is more convenient to use a normalize partition function Z
phys
Zphys0
.
Definition 4. Assume that δ > N , and γ, α2 > 0. The free-partition function is defined as
Z0 = Z0(δ, γ, α2) =
∫
LR(QNp )
dP (ϕ) .
The discrete free-partition function is defined as
Z(l)0 = Z(l)0 (δ, γ, α2) =
∫
Ll
R(QNp )
dPl (ϕ)
for l ∈ Nr {0}.
By Lemma 5.1, liml→∞Z(l)0 = Z0. Notice that the term e−E0(ϕ) is used to construct the
measure P (ϕ).
Definition 5. Assume that δ > N , and γ, α2, α4 > 0. The partition function is defined as
Z = Z(δ, γ, α2, α4) =
∫
LR(QNp )
e−Eint(ϕ)dP (ϕ) .
The discrete partition functions are defined as
Z(l) = Z(l)(δ, γ, α2, α4) =
∫
Ll
R(QNp )
e−Eint(ϕ)dPl (ϕ) ,
for l ∈ Nr {0}.
Notice that e−Eint(ϕ) is bounded and (sequentially) continuous in LR, and consequently in
LlR for any l. Indeed, take ϕn DR−→ 0, LR is endowed with the topology of DR. Then there is
l such that ϕn ∈ LlR for every n, and ϕn unif.−−→ 0, i.e.
ϕn(x) =
∑
i∈Gl
ϕ(n) (i) Ω
(
pl ‖x− i‖p
)
, and max
i∈Gl
{
ϕ(n) (i)
}→ 0 as n→∞.
Which implies that Eint (ϕn)→ 0. Again by Lemma 5.1, liml→∞Z(l) = Z.
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6.2. Correlation functions. From a mathematical perspective a P (ϕ)-theory is given by
a cylinder probability measure of the form
(6.2)
1LR (ϕ) e
−Eint(ϕ)dP∫
LR(QNp )
e−Eint(ϕ)dP
=
1LR (ϕ) e
−Eint(ϕ)dP
Z
in the space of fields LR
(
QNp
)
. It is important to mention that we do not require the Wick
regularization operation in e−Eint(ϕ) because we are restricting the fields to be test functions.
Definition 6. The m-point correlation functions of a field ϕ ∈ LR
(
QNp
)
are defined as
G(m) (x1, . . . , xm) =
1
Z
∫
LR(QNp )
(
m∏
i=1
ϕ (xi)
)
e−Eint(ϕ)dP.
The discrete m-point correlation functions of a field ϕ ∈ LlR
(
QNp
)
are defined as
G
(m)
l (x1, . . . , xm) =
1
Z(l)
∫
Ll
R(QNp )
(
m∏
i=1
ϕ (xi)
)
e−Eint(ϕ)dPl,
for l ∈ Nr {0}.
Lemma 6.1. The discrete m-point correlation functions G
(m)
l (x1, . . . , xm) of a field ϕ ∈
LR
(
QNp
)
are test functions in x1, . . . , xm. Furthermore,
G(m) (x1, . . . , xm) = lim
l→∞
G
(m)
l (x1, . . . , xm) ,
pointwise and G(m) (x1, . . . , xm) are test functions in x1, . . . , xm.
Proof. There is an positive integer l = l(ϕ) such that ϕ ∈ LlR and x1, . . . , xm ∈ BNl . By
using that
(6.3) ϕ (xi) =
∑
j∈Gl
ϕ (j)Ω
(
pl ‖xi − j‖p
)
,
one gets that
∏m
i=1ϕ (xi) is a finite sum of terms of the form
m∏
k=1
ϕ (jk)Ω
(
pl ‖xk − jk‖p
)
=: F (ϕ (j1) , . . . , ϕ (jm))Θ (x1, . . . , xm) ,
where F (ϕ (j1) , . . . , ϕ (jm)) is a polynomial function defined in LlR, jk ∈ Gl, and Θ (x) =
Θ (x1, . . . , xm) is the characteristic function of the polydisc B
N
−l(j1) × · · · × BN−l(jm). Now,
by using that exp (−Eint (ϕ)) = exp(−α24 p−lN
∑2D
k=3
∑
j∈Gl akϕ
k (j)), the correlation function
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G
(m)
l (x1, . . . , xm) is a finite sum of test functions of the form
Θ (x)
∫
Ll
R
{
F (ϕ (j1) , . . . , ϕ (jm)) exp(−
α2
4
p−lN
2D∑
k=3
∑
j∈Gl
akϕ
k (j))
}
dPl=
Θ (x)
∫
Ll
R
{
F (ϕ (j1) , . . . , ϕ (jm)) exp(−
α2
4
p−lN
2D∑
k=3
∑
j∈Gl
akϕ
k (j))
}
dP,
where the convergence of the integrals is guaranteed by the fact that the integrands are
bounded functions, cf. Lemma 5.1. Finally,
lim
l→∞
G
(m)
l (x1, . . . , xm) =
liml→∞
∫
Ll
R(QNp )
(
m∏
i=1
ϕ (xi)
)
e−Eint(ϕ)dP
liml→∞Z(l) =G
(m) (x1, . . . , xm) .

6.3. Generating functionals. We now introduce a current J(x) ∈ LR
(
QNp
)
and add to
the energy functional E(ϕ) a linear interaction energy of this current with the field ϕ (x),
Esource(ϕ, J) := −
∫
QNp
ϕ (x) J(x)dNx,
in this way we get a new energy functional
E(ϕ, J) := E(ϕ) + Esource(ϕ, J).
Notice that Esource(ϕ, J) = −〈ϕ, J〉, where 〈·, ·〉 denotes the scalar product of L2(QNp ). This
scalar product extends to the pairing between L′R
(
QNp
)
and LR
(
QNp
)
Definition 7. Assume that δ > N , and γ, α2, α4 > 0. The partition function corresponding
to the energy functional E(ϕ, J) is defined as
Z(J ; δ, γ, α2, α4) := Z(J) = 1Z0
∫
LR(QNp )
e−Eint(ϕ)+〈ϕ,J〉 dP,
and the discrete versions
Z(l)(J ; δ, γ, α2, α4) := Z(l)(J) = 1Z(l)0
∫
Ll
R(QNp )
e−Eint(ϕ)+〈ϕ,J〉 dPl,
for l ∈ Nr {0}.
Remark 7. In this section, we need some functionals from the space
(LρR) = L
ρ
(L′R (QNp ) , dP) , ρ ∈ [1,∞) ,
see Definition 3. Let F (X1, . . . , Xn) be a real-valued polynomial, and ξ = (ξ1, . . . , ξn) , with
ξi ∈ LR
(
QNp
)
for i = 1, . . . , n, then the functional
Fξ(ϕ) := F (〈W, ξ1〉 , . . . , 〈W, ξn〉) , W ∈ L′R
(
QNp
)
,
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belongs to (LρR), ρ ∈ [1,∞), see e.g. [23, Proposition 1.6]. The functional expC 〈·, φ〉, for
C ∈ R, φ ∈ LR belongs to (LρR), ρ ∈ [1,∞), see e.g. [23, Proposition 1.7]. The R-algebra
A generated by the functionals Fξ, expC 〈·, φ〉 is dense in (LρR), ρ ∈ [1,∞), see e.g. [23,
Theorem 1.9].
Lemma 6.2. Given ϕ ∈ LR
(
QNp
)
, m ≥ 1, and ei ≥ 0 for i = 1, . . . , m, we define
I(ϕ) =
∫
(QNp )
m
(
m∏
i=1
ϕei (xi)
)
m∏
i=1
dNxi.
Then I(ϕ) ∈ A.
Proof. There is an integer l such that ϕ ∈ LlR. By using (6.3), and the fact that the functions
Ω
(
pl ‖xi − j‖p
)
, j ∈ Gl, are orthogonal with respect to the scalar product 〈·, ·〉 in L2R(QNp ),
we have
ϕ (xi) =
∑
j∈Gl
plN
〈
ϕ (xi) ,Ω
(
pl ‖xi − j‖p
)〉
Ω
(
pl ‖xi − j‖p
)
=
∑
j∈Gl
plN 〈ϕ,Wj〉Ω
(
pl ‖xi − j‖p
)
,
where Wj ∈ L′R
(
QNp
)
, for j ∈ Gl. Consequently,
ϕei (xi) =
∑
j∈Gl
plNei 〈ϕ,Wj〉ei Ω
(
pl ‖xi − j‖p
)
and
∏m
i=1ϕ
ei (xi) is a finite sum of terms of the form(
m∏
k=1
plNeik
〈
ϕ,Wjk
〉eik) m∏
k=1
Ω
(
pl ‖xk − jk‖p
)
,
where ik ∈ {1, . . . , N}, jk ∈ Gl. Now I(ϕ) is a linear combination of terms of the form(
m∏
k=1
plNeik
〈
ϕ,Wjk
〉eik) ∫
(QNp )
m
m∏
k=1
Ω
(
pl ‖xk − jk‖p
) m∏
i=1
dNxi
= p−lNm
(
m∏
k=1
plNeik
〈
ϕ,Wjk
〉eik) ∈ A,
and therefore I(ϕ) ∈ A. 
Lemma 6.3. With the above notation, the following assertions hold true:
(i)1Ll
R
(ϕ) e−Eint(ϕ)+〈ϕ,J〉 ∈ (L1R). In particular, Z(J) <∞;
(ii)
lim
l→∞
∫
Ll
R(QNp )
e〈ϕ,J〉 dPl =
∫
LR(QNp )
e〈ϕ,J〉 dP;
(iii) Z(l)(J) <∞ for any l ∈ N r {0};
(iv) liml→∞Z(l)(J) = Z(J).
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Proof. (i) The result follows from∫
LR(QNp )
e−Eint(ϕ)+〈ϕ,J〉dP (ϕ)≤ ∫
LR(QNp )
e〈ϕ,J〉dP (ϕ)≤ ∫
L′
R(QNp )
e〈W,J〉dP(W ) <∞,
by using Remark 7.
(ii) For each l ∈ N r {0}, we take {Knl} to be a increasing sequence of compact subsets
of LlR
(
QNp
)
having LlR
(
QNp
)
as its limit. Set
I(l,n)(J) :=
∫
Ll
R(QNp )
1Knl (ϕ) e
〈ϕ,J〉 dPl.
Since the integrand 1Knl (ϕ) e
〈ϕ,J〉 is continuous and bounded, by Lemma 5.1,
I(l,n)(J) =
∫
Ll
R(QNp )
1Knl (ϕ) e
〈ϕ,J〉 dP.
The result follows by the dominated convergence theorem, by taking first the limit nl →∞,
and then the limit l →∞, and using the fact that e〈ϕ,J〉 is integrable.
(iii) By Lemma 5.1 and Remark 7,∫
Ll
R(QNp )
e〈ϕ,J〉 dPl (ϕ) =
∫
Ll
R(QNp )
e〈ϕ,J〉 dP (ϕ)≤
∫
L′
R(QNp )
e〈W,J〉 dP (W )<∞.
We now use that
Z(l)(J) ≤
∫
Ll
R(QNp )
e〈ϕ,J〉 dPl
∫
Ll
R(QNp )
dPl
.
(iv) It is sufficient to show that
lim
l→∞
∫
Ll
R(QNp )
e−Eint(ϕ)+〈ϕ,J〉 dPl =
∫
LR(QNp )
e−Eint(ϕ)+〈ϕ,J〉 dP.
This identity is established by using the reasoning given in the second part. 
Definition 8. For θ ∈ LR
(
QNp
)
, the functional derivative DθZ(J) of Z(J) is defined as
DθZ(J) = lim
ǫ→0
Z(J + ǫθ)−Z0(J)
ǫ
=
[
d
dǫ
Z(J + ǫθ)
]
ǫ=0
.
Lemma 6.4. Let θ1,. . . ,θm be test functions from LR
(
QNp
)
. The functional derivative
Dθ1 · · ·DθmZ(J) exists, and the following formula holds true:
(6.4) Dθ1 · · ·DθmZ(J) =
1
Z0
∫
LR(QNp )
e−Eint(ϕ)+〈ϕ,J〉
(
m∏
i=1
〈ϕ, θi〉
)
dP(ϕ).
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Furthermore, the functional derivative Dθ1 · · ·DθmZ(J) can be uniquely identified with the
distribution
(6.5)
m∏
i=1
θi (xi)→ 1Z0
∫ · · · ∫
QNp ×···×QNp
m∏
i=1
θi (xi)
 ∫LR(QNp )e−Eint(ϕ)+〈ϕ,J〉
m∏
i=1
ϕ (xi) dP(ϕ)
 m∏i=1dNxi
from L′R
((
QNp
)m)
.
Proof. We first compute[
d
dǫ
Z(J + ǫθm)
]
ǫ=0
=
1
Z0 limǫ→0
∫
LR(QNp )
e−Eint(ϕ)+〈ϕ,J〉
(
eǫ〈ϕ,θm〉 − 1
ǫ
)
dP(ϕ).
We consider the case ǫ→ 0+, the other limit is treated in a similar way. For ǫ > 0 sufficiently
small, by using the mean value theorem,
eǫ〈ϕ,θm〉 − 1
ǫ
= 〈ϕ, θm〉 eǫ0〈ϕ,θm〉 where ǫ0 ∈ (0, ǫ) .
Then, by using e−Eint(ϕ) ≤ 1 and Remark 7,
e−Eint(ϕ)+〈ϕ,J〉
(
eǫ〈ϕ,θ〉 − 1
ǫ
)
= 〈ϕ, θ〉 e−Eint(ϕ)+〈ϕ,J+ǫ0θ〉
is an integrable function. Now, by applying the dominated convergence theorem,
(6.6) DθmZ(J) =
[
d
dǫ
Z(J + ǫθm)
]
ǫ=0
=
1
Z0
∫
LR(QNp )
e−Eint(ϕ)+〈ϕ,J〉 〈ϕ, θm〉 dP(ϕ).
By Remark 7, e−Eint(ϕ)+〈ϕ,J〉 〈ϕ, θm〉 ∈ (L1R), then, further derivatives can be computed using
(6.6).
Finally, formula (6.5) is obtained from (6.4) by using Fubini’s theorem and Remark 1:
Dθ1 · · ·DθmZ(J) =
1
Z0
∫
LR(QNp )
e−Eint(ϕ)+〈ϕ,J〉
{ ∫ · · · ∫
QNp ×···×QNp
m∏
i=1
θi (xi)ϕ (xi)
m∏
i=1
dNxi
}
dP(ϕ).

Remark 8. In an alternative way, one can define the functional derivative δ
δJ(y)
Z(J) of
Z(J) as the distribution from L′R
(
QNp
)
satisfying∫
QNp
θ (y)
(
δ
δJ (y)
Z(J)
)
(y) dNy =
[
d
dǫ
Z(J + ǫθ)
]
ǫ=0
.
Using this notation and formula (6.5), we obtain that
δ
δJ (x1)
· · · δ
δJ (xm)
Z(J) = 1Z0
∫
LR(QNp )
e−Eint(ϕ)+〈ϕ,J〉
(
m∏
i=1
ϕ (xi)
)
dP(ϕ) ∈ L′R
((
QNp
)m)
.
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Remark 9. Consider the probability measure space
(
LR
(
QNp
)
,B ∩ LR, 1Z0P
)
, where B∩LR
denotes the σ-algebra generated by the cylinder subsets of LR. Given θ1,. . . ,θm test functions
from LR
(
QNp
)
, we attach them the following random variable:
LR
(
QNp
) → R
ϕ →
m∏
i=1
〈ϕ, θi〉 .
The expected value of this variable is given by
Dθ1 · · ·DθmZ(J) |J=0=
1
Z0
∫
LR(QNp )
e−Eint(ϕ)
(
m∏
i=1
〈ϕ, θi〉
)
dP(ϕ).
An alternative description of the expected value is given by
δ
δJ (x1)
· · · δ
δJ (xm)
Z(J) |J=0= 1Z0
∫
LR(QNp )
e−Eint(ϕ)
(
m∏
i=1
ϕ (xi)
)
dP(ϕ).
As a conclusion we have the following result:
Proposition 6.1. The correlations functions G(m) (x1, . . . , xm) ∈ L′R
((
QNp
)m)
are given by
G(m) (x1, . . . , xm) =
1
Z
δ
δJ (x1)
· · · δ
δJ (xm)
Z(J) |J=0 .
6.3.1. Free-field theory. We set Z0(J) := Z(J ; δ, γ, α2, 0).
Proposition 6.2. Z0(J) = N ′0 exp
{∫
QNp
J(x)G(‖x− y‖p)J(y)dNx dNy
}
, where N ′0 denotes
a normalization constant.
Proof. For J ∈ LR, the equation (γ
2
W (∂, δ) +
α2
2
)
ϕ0 = J
has unique solution ϕ0 ∈ LR. Indeed, ϕ̂0 (κ) = Ĵ(κ)γ
2
Awδ (‖κ‖p)+
α2
2
is a test function satisfying
ϕ̂0 (0) = 0. Furthermore,
ϕ0 (x) = F−1κ→x(
1
γ
2
Awδ(‖κ‖p) + α22
) ∗ J(x) = G(‖x‖p) ∗ J(x) in D′R.
We now change variables in Z0(J) as ϕ = ϕ0 + ϕ′,
Z0(J) = 1Z0
∫
LR(QNp )
e〈ϕ,J〉 dP =
e〈ϕ0,J〉
Z0
∫
LR(QNp )
e〈ϕ
′,J〉 dP′ (ϕ′)
=
 1Z0
∫
LR(QNp )
e〈ϕ′,(γ2W (∂,δ)+α22 )ϕ0〉 dP′ (ϕ′)
 e〈G∗J,J〉
= N ′0e〈G∗J,J〉 = N ′0 exp
{∫
QNp
J(x)G(‖x− y‖p)J(y)dNx dNy
}
.
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Furthermore, by using (5.6), the characteristic functional of the measure P′ is∫
L′
R(QNp )
e
√−1〈T,f〉dP′(T ) = e
√−1〈ϕ0,f〉− 12B(f,f), f ∈ LR
(
QNp
)
,
which means that P′ is a Gaussian measure with mean functional 〈ϕ0, ·〉 and correlation
functional B(·, ·). 
The correlation functions G
(m)
0 (x1, . . . , xm) of the free-field theory are obtained from the
functional derivatives of Z0(J) at J = 0:
Proposition 6.3.
G
(m)
0 (x1, . . . , xm) =
[
δ
δJ (x1)
· · · δ
δJ (xm)
Z0(J)
]
J=0
= N ′0
δ
δJ (x1)
· · · δ
δJ (xm)
exp
{∫
QNp
J(x)G(‖x− y‖p)J(y)dNx dNy
}
|J=0 .
Remark 10. The random variable ϕ (xi) corresponds to the random variable 〈W,ϕ〉, for
some W = W (xi) ∈ L′R
(
QNp
)
, see Lemma 6.4, which is Gaussian with mean zero and
variance ‖ϕ‖2, see e.g. [40, Lemma 2.1.5]. Then, the correlation functions G(m)0 (x1, . . . , xm)
obey to Wick’s theorem:
(6.7)
1
Z0
∫
LR(QNp )
m∏
i=1
ϕ (xi) dP =

0 if m is not even
∑
pairings
E(ϕ (xi1)ϕ (xj1)) · · ·E(ϕ (xin)ϕ (xjn)) if m = 2n,
where
E(ϕ (xi)ϕ (xj)) :=
1
Z0
∫
LR(QNp )
ϕ (xi)ϕ (xj) dP
and
∑
pairings
means the sum over all (2n!)
2nn!
ways of writing 1, . . . , 2n as n distinct (unordered)
pairs (i1, j1),. . . ,(in, jn), see e.g. [42, Proposition 1.2].
For n = 2, G
(2)
0 is the free two-point function or the free propagator of the field:
G
(2)
0 (x1, x2) = N ′0
δ
δJ (x1)
δ
δJ (x2)
exp
{∫
QNp
J(x)G(‖x− y‖p)J(y)dNx dNy
}
|J=0
= 2N ′0 G(‖x1 − x2‖p) ∈ L′R(QNp ×QNp ).
By using Wick’s theorem all the 2n-point functions can be expressed as sums of products of
two-point functions:
G
(2n)
0 (x1, . . . , x2n) =
∑
pairings
G(‖xi1 − xj1‖p) · · ·G(‖xin − xjn‖p).
34 W. A. ZU´N˜IGA-GALINDO
6.4. Main result: perturbation expansions for ϕ4-theories. In this section we assume
that P(ϕ) = ϕ4. This hypothesis allow us to provide explicit formulas which completely
similar to the classical ones, see e.g. [26, Chapter 2]. At any rate, the techniques presented
here can be applied to polynomial interactions of type (6.1).
The existence of a convergent power series expansion for Z(J) (the perturbation expan-
sion) in the coupling parameter α4 follows from the fact that exp (−Eint(ϕ) + 〈ϕ, J〉) is an
integrable function, see Lemma 6.3 (i), by using the dominated convergence theorem, more
precisely, we have
Z(J) = Z0(J) + 1Z0
∞∑
m=1
1
m!
(−α4
4
)m ∫
LR(QNp )

∫
(QNp )
m
(
m∏
i=1
ϕ4 (zi)
)
e〈ϕ,J〉
m∏
i=1
dNzi
 dP(ϕ)
=: Z0(J) +
∞∑
m=1
Zm(J).(6.8)
In the case m ≥ 1, by using that A is an algebra (see Remark 7 and Lemma 6.2), we can
apply Fubini’s theorem to obtain that
Zm(J) := 1Z0 m!
(−α4
4
)m ∫
LR(QNp )

∫
(QNp )
m
(
m∏
i=1
ϕ4 (zi)
)
e〈ϕ,J〉
m∏
i=1
dNzi
 dP(ϕ)
=
1
Z0 m!
(−α4
4
)m ∫
(QNp )
m

∫
LR(QNp )
(
m∏
i=1
ϕ4 (zi)
)
e〈ϕ,J〉dP(ϕ)

m∏
i=1
dNzi.
Then
(6.9) Zm(0) = 1
m!
(−α4
4
)m ∫
(QNp )
m
G(4m) (z1, z1, z1, z1, . . . , zm, zm, zm, zm)
m∏
i=1
dNzi,
for m ≥ 1. Therefore from (6.8)-(6.9), with J = 0, and using Z = Z(0), Zm(0) := Zm,
Z = 1 +
∞∑
m=1
Zm.
Now by using Proposition 6.2 and (6.8),
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G(n) (x1, . . . , xn) =
1
Z
[
δ
δJ (x1)
· · · δ
δJ (xn)
Z(J)
]
J=0
=
1
Z
[
δ
δJ (x1)
· · · δ
δJ (xn)
Z0(J)
]
J=0
+
1
Z
[
δ
δJ (x1)
· · · δ
δJ (xn)
∞∑
m=1
Zm(J)
]
J=0
=
1
ZG
(n)
0 (x1, . . . , xn) +
1
Z
[
δ
δJ (x1)
· · · δ
δJ (xn)
∞∑
m=1
Zm(J)
]
J=0
.
Lemma 6.5.
δ
δJ (x1)
· · · δ
δJ (xn)
∞∑
m=1
Zm(J) =
1
Z0
∞∑
m=1
1
m!
(−α4
4
)m ∫
(QNp )
m

∫
LR(QNp )
(
m∏
i=1
ϕ4 (zi)
)(
n∏
i=1
ϕ (xi)
)
e〈ϕ,J〉dP(ϕ)

m∏
i=1
dNzi.
Proof. We recall that by the proof of Lemma 6.2,
e〈ϕ,J〉J (ϕ) := e〈ϕ,J〉
∫
(QNp )
m
(
m∏
i=1
ϕ4 (zi)
)
m∏
i=1
dNzi
is a finite sum of terms of the form
e〈ϕ,J〉
(
m∏
k=1
plNeik
〈
ϕ,Wjk
〉eik) m∏
k=1
Ω
(
pl ‖xk − jk‖p
)
,
then by the definition of Zm(J), it is sufficient to compute
δ
δJ (x1)
· · · δ
δJ (xn)
∞∑
m=1
1
Z0 m!
(−α4
4
)m
×
∫
LR(QNp )
{(
m∏
k=1
plNeik
〈
ϕ,Wjk
〉eik) e〈ϕ,J〉} dP(ϕ).
We first establish that
Dθ1

∞∑
m=1
1
Z0m!
(−α4
4
)m ∫
LR(QNp )
{(
m∏
k=1
plNeik
〈
ϕ,Wjk
〉eik) e〈ϕ,J〉} dP(ϕ)

=
∞∑
m=1
1
Z0m!
(−α4
4
)m ∫
LR(QNp )
{(
m∏
k=1
plNeik
〈
ϕ,Wjk
〉eik) 〈ϕ, θi〉 e〈ϕ,J〉
}
dP(ϕ),
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by using the reasoning given in the proof of Lemma 6.4. Since(
m∏
k=1
plNeik
〈
ϕ,Wjk
〉eik) 〈ϕ, θi〉 e〈ϕ,J〉 is an integrable function,
cf. Remark 7, further derivatives can be calculated in the same way. Consequently,
Dθ1 · · ·Dθm
∞∑
m=1
Zm(J) =
1
Z0
∞∑
m=1
1
m!
(−α4
4
)m ∫
(QNp )
m
{(
n∏
i=1
〈ϕ, θi〉
)
e〈ϕ,J〉J (ϕ) dP(ϕ)
}
.
The announced formula follows from Remark 8. 
In conclusion, we have the following result:
Theorem 6.1. Assume that P(ϕ) = ϕ4. The n-point correlation function of the field ϕ
admits the following convergent power series in the coupling constant:
G(n) (x1, . . . , xn) =
1
Z
{
G
(n)
0 (x1, . . . , xn) +
∞∑
m=1
G(n)m (x1, . . . , xn)
}
,
where
G(n)m (x1, . . . , xn) :=
1
m!
(−α4
4
)m ∫
(QNp )
m
G
(n+4m)
0 (z1, z1, z1, z1, . . . , zm, zm, zm, zm, x1, . . . , xn)
m∏
i=1
dNzi.
The free-field correlation functions G
(n+4m)
0 in the sum may now Wick-expanded as in
(6.7) into sums over products of propagators G.
7. Ginzburg-Landau phenomenology
In this section we consider the following non-Archimedean Ginzburg-Landau free energy:
E (ϕ, J) := E(ϕ, J ; δ, γ, α2, α4) =
γ(T )
2
∫∫
QNp ×QNp
{ϕ (x)− ϕ (y)}2
wδ
(
‖x− y‖p
) dNxdNy
+
α2(T )
2
∫
QNp
ϕ2 (x) dNx+
α4(T )
4
∫
QNp
ϕ4 (x) dNx−
∫
QNp
ϕ (x) J(x)dNx,
where J ∈ DR, ϕ ∈ DR, and
γ(T ) = γ +O((T − Tc)); α2(T ) = (T − Tc) +O((T − Tc)2); α4(T ) = α4 +O((T − Tc)),
where T is temperature, TC is the critical temperature and γ > 0, α4 > 0.
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In this section we consider that ϕ ∈ DlR is the local order parameter of a continuous Ising
system with ‘external magnetic field’ J ∈ DlR. The system is contained in the ball BNl . We
divide this ball into sub-balls (boxes) BN−l (i), i ∈ Gl. The volume of each of these balls is
p−lN and the radius is a := p−l. In order to compare with classical case, the parameter a is
the length of the side of each box. Each ϕ (i) ∈ R represents the ‘average magnetization’
in the ball BN−l (i). We take ϕ (x) =
∑
i∈Gl ϕ (i)Ω
(
pl ‖x− i‖p
)
which is a locally constant
function. Notice that the distance between two points in the ball i + plZNp is ≤ p−l. Then
ϕ (x) varies appreciable over distances larger than p−l.
On the other hand, since ϕ̂ (κ) = 0 for ‖κ‖p > pl, we get that Λ = pl, which is the inverse
of a, works as an ultra-violet cut-off. Then considering ϕ (i) ∈ R as the continuous spin at
the site i ∈ Gl, the partition function of our continuos Ising model is
Z(l) (β) =
∑
{ϕ(i);i∈Gl}
e−βE(ϕ(i),J(i)).
7.1. Properties of E.
7.1.1. Non-locality. The energy functional E is non-local (i.e. only long range interactions
happen) due to the presence of the non-local operator W δ. In the non-Archimedean case all
the known Laplacians are non-local operators. This is a central difference with the classical
Ginzburg-Landau energy functionals which depend on short range interactions.
7.1.2. Translational and rotational symmetries. We set GLN (Zp) for the compact subgroup
of GLN (Qp) consisting of all invertible matrices with entries in Zp, and define
GL◦N (Zp) =
{
M ∈ GLN (Zp) ; |detM |p = 1
}
.
This last group preserves the norm ‖·‖p, i.e. ‖x‖p = ‖Mx‖p for any x ∈ QNp and any
M ∈ GL◦N (Zp). If J = 0, then E is invariant under the transformations of the form
x→ a +Mx, for a ∈ QNp ,M ∈ GL◦N (Zp) ,
i.e. E (ϕ (x)) = E (ϕ (a+Mx)).
7.1.3. Z2 symmetry. If J = 0, then E is invariant under ϕ→ −ϕ.
7.2. A motion equation in DlR. We now consider the following minimization problem:
(7.1)

(1) minϕ∈Dl
R
E(ϕ, 0);
(2)
∫
QNp
ϕ (x) dNx = C,
where C is a real constant. Since DlR ≃
(
R#Gl, |·|), the problem (7.1) is just minimization
problem in R#Gl. We use all the notation and results given in the proof of Lemma 4.3. In
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particular,
E(ϕ, 0) = E
(l)
0 (ϕ, 0) +
p−lNα4
4
∑
i∈Gl
ϕ4 (i)
= [ϕ (i)]Ti∈Gl U [ϕ (i)]i∈Gl +
p−lNα4
4
∑
i∈Gl
ϕ4 (i) ,
and
(7.2)
∫
QNp
ϕ (x) dNx = p−lN
∑
i∈Gl
ϕ (i) = C.
We proceed as in the proof of 4.3. There is a polydisc |ϕ (i)| ≤ D for all i ∈ Gl such
that E(ϕ, 0) ≥ 0 outside of this polydisc. Consequently E(ϕ, J) has global minima. In
order to determine the minima of E(ϕ, 0) satisfying (7.2), we use the technique of Lagrange
multipliers. We set
E(ϕ, λ) = E(ϕ, 0) + λ
(
p−lN
∑
i∈Gl
ϕ (i)− C
)
.
Then, the necessary conditions are
(7.3)
∂E(ϕ, p−lNλ)
∂ϕ (i)
=
∂E
(l)
0 (ϕ, 0)
∂ϕ (i)
+ p−lNα4ϕ3 (i) + p−lNλ = 0 for all i ∈ Gl.
Consequently, plN
∂E
(l)
0 (ϕ,J)
∂ϕ(i)
+ α4ϕ
3 (i) does not depend on i neither on l, N , i.e.
(7.4) ϕ (i) = ϕ0 for all i ∈ Gl.
The conditions (7.3) can be rewritten as
(7.5) − γ
2
W
(l)
δ ϕ (x) +
(γ
2
d (l, wδ) + α2 + λ
)
ϕ (x) + α4ϕ
3 (x) = 0.
Due to (7.4), we look for a constant solution, i.e. for a solution of the form ϕ (x) =
ϕ0Ω
(
p−l ‖x‖), where ϕ0 is a constant. Since
W
(l)
δ Ω
(
p−l ‖x‖) = −
 ∫
QNp \BNl
dNy
wδ (‖y‖p)
Ω (p−l ‖x‖) ,
cf. (3.9), we get from (7.5) that
ϕ0
α4ϕ20 +
γ2
∫
QNp \BNl
dNy
wδ (‖y‖p) +
γ
2
d (l, wδ) + λ
+ α2
 = 0.
Since the solution should be independent of l, N , we should take
γ
2
∫
QNp \BNl
dNy
wδ (‖y‖p) +
γ
2
d (l, wδ) + λ = 0.
So we have established the following result:
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Theorem 7.1. The minimizers of the functional E(ϕ, 0), ϕ ∈ DlR are constant solutions of
(7.6)
−γ
2
W
(l)
δ + α2 −
γ
2
∫
QNp \BNl
dNy
wδ (‖y‖p)
ϕ (x) + α4ϕ3 (x) = 0,
i.e. solutions of
(7.7) ϕ
(
α4ϕ
2 + α2
)
= 0.
Remark 11. Notice that the non-zero solutions (7.7) do not belong to LlR. By taking the
limit l →∞ (‘in some sense’) in (7.6) one gets
(7.8)
(
−γ
2
W δ + α2
)
ϕ (x) + α4ϕ
3 (x) = 0.
The operator W δ has an extension to the constant functions, more precisely, W δC = 0, for
any constant C. By using this extension, the constant solutions of (7.8) are exactly (7.7).
7.3. Spontaneous symmetry breaking. If J = 0, the field ϕ ∈ DlR is a minimum of the
energy functional E, if it satisfies (7.7). When T > TC we have α2 > 0 and the ground state
is ϕ0 = 0. In contrast, when T < TC , α2 < 0, there is a degenerate ground state ±ϕ0 with
ϕ0 =
√
−α2
α4
.
This implies that below TC the systems must pick one of the two states +ϕ0 or −ϕ0, which
means that there is a spontaneous symmetry breaking.
There is a central difference between the non-Archimedean Ginzburg-Landau theory and
the classical one comes from the fact that the two-point correlation functions decay at infinity
as a power of ‖·‖p while in the classical case the decay exponentially, see e.g. [32, Section
11.3.1], [27, Section 2.8]. In the non-Archimedean case, the connection between critical
exponents and correlation functions is an open problem.
8. The Wick rotation
The classical generating functional of P(ϕ)-theory with Lagrangian density E0(ϕ)+Eint(ϕ)+
Esource(ϕ, J) in the Minkowski space is
Zphys(J) =
∫
D(ϕ)e
√−1{E0(ϕ)+Eint(ϕ)+Esource(ϕ,J)}∫
D(ϕ)e
√−1{E0(ϕ)+Eint(ϕ)}
.
A natural p-adic analogue of this function is
ZC(J) =
∫
LR(QNp )
e
√−1{Eint(ϕ)+Esource(ϕ,J)}dP(ϕ)
∫
LR(QNp )
e
√−1{E0(ϕ)+Eint(ϕ)}dP(ϕ)
.
40 W. A. ZU´N˜IGA-GALINDO
Which is a complex-value measure. The key point is that e
√−1{E0(ϕ)+Eint(ϕ)+Esource(ϕ,J)} is
integrable, see [23, Theorem 1.9], and then the techniques presented here can be applied to
ZC(J) and its discrete version
Z(l)C (J) =
∫
Ll
R(QNp )
e
√−1{Eint(ϕ)+Esource(ϕ,J)}dPl(ϕ)
∫
Ll
R(QNp )
e
√−1{E0(ϕ)+Eint(ϕ)}dPl(ϕ)
, l ∈ N r {0} .
In particular a version Theorem 6.1 is valid for ZC(J). To explain the connection of these
constructions with Wick rotation, we rewrite (5.6) as follows:
(8.1)
∫
L′
R(QNp )
e
√−1λ〈W,f〉dP(W ) = e−
|λ|2
2
B(f,f), f ∈ LR
(
QNp
)
, for λ ∈ C.
This formula holds true in the case λ ∈ R. The integral in the right-hand side of (8.1) admits
an entire analytic continuation to the complex plane, see [23, Proposition 2.4]. Furthermore,
this fact is exactly the Analyticity Axiom (OS0) in the Euclidean axiomatic quantum field
presented in [18, Chapter 6].
A field ϕ : QNp → R is a function from the spacetime QNp into R (the target space). We
perform a Wick rotation in the target space:
R → √−1R
ϕ → √−1ϕ.
Then ∫
L′
R(QNp )
e
√−1〈T,√−1ϕ〉dP(T ) =
∫
L′
R(QNp )
e
√−1〈√−1T,ϕ〉dP(T ) = e−
1
2
B(ϕ,ϕ).
Changing variables as W =
√−1T , we get
e−
1
2
B(ϕ,ϕ) =
∫
√−1L′
R(QNp )
e
√−1〈W,ϕ〉dP′(W ).
Therefore, P′ is a probability measure in
√−1L′R
(
QNp
)
with correlation functional B(·, ·),
that can be identified with P.
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