Introduction
For any real number α ∈ [0, 1] we may write α as a continued fraction of the form α = 1 a 1 + 1 a 2 + 1 a 3 + . . . .
In this notation, each a i is called a partial quotient, and we will denote α by [a 1 , . . .]. We restrict the possible values of a i to be in some alphabet A ⊆ N. It is a well known fact that rational numbers have finite length continued fractions which are unique if restricted to an even number of partial quotients.
Zaremba's Conjecture [Zar72] states that there exists A ∈ N such that for all q ∈ N there exists a ≤ q that is coprime to q where a q has partial quotients bounded by A. 1 Thus, in the case of Zaremba's conjecture, the alphabet A is simply the set {1, . . . , A}. To study this conjecture, we rely upon the observation that, for b d = [a 1 , . . . , a n ] * b * d = 0 1 1 a 1 0 1 1 a 2 · · · 0 1 1 a n .
Thus, it is natural to consider the set of matrices
This set can then be used to form all finite length continued fractions with partial quotients within A = {1, · · · , A} by forming
where S + denotes the semigroup generated by S.
Notice that the restriction imposed by intersecting S + with SL 2 (Z) causes all elements of Γ A to be of an even number of partial quotients; however, as noted before, all rationals may be expressed in this form, and therefore this restriction imposes no restriction on the set of fractions that may be studied using this semi-group Γ A .
We will say that a projection f : Γ A → N satisfies the local condition if for any given m ∈ N and any γ 1 , γ 2 ∈ Γ A
For our purposes, the projection f selects the bottom-right element of a matrix in Γ A . In the language of continued fractions, this projection amounts to selecting the denominator of a rational number represented by a matrix in Γ A . The projection f clearly satisfies the local condition.
Through this paper, we seek to address the multiplicity of a particular value n ∈ f (Γ A ) where f (Γ A ) is the image of Γ A under f . We define multiplicity precisely as
Observe that, for any n ∈ N, we are guaranteed to have a finite value of mult(n). This observation comes from the fact that for any given w ∈ Γ A of the form
the largest entry of w is always d. Additionally, acting on w by any element of Γ A by right matrix multiplication will form a new matrix w ∈ Γ A such that the bottom-right element of w is strictly larger than the bottom-right element of w. A useful consequence of this is that, in the Cayley graph of Γ A given with respect to even length products in S, only elements on the sphere of radius n in the supremum norm contribute to the multiplicity of a value n. This is a crucial fact to be used later.
From this framework, we build the conjecture that the multiplicity of a given value of n in the image of Γ A under the projection mapping that selects the bottom-right entry of γ ∈ Γ A is
where B n (Γ A ) is the number of elements in the ball of radius n in Γ A under the Archimedean metric.
To support this conjecture, we build an approximation to mult(n) via a method similar to the Hardy-Littlewood Circle Method, which is detailed further below. Rather than using the full extent of Circle Method, we take an approximation to the singular integral and show computationally that this more tractable version is still effective at evaluating the multiplicities of sufficiently large n. We develop a singular series as a critical component of the approximation to mult(n).
We present evidence that our heuristic is reasonable based upon the average value of the singular series. Additionally, using large-scale computer simulation, we demonstrate that our approximation appears to be asymptotically valid. In other words, from our computer simulation, as n grows below the bound 9 × 10 5 , our approximation to mult(n) consistently improves.
This paper presents the construction of the heuristic and then gives computational evidence suggesting the validity of the asymptotic approximation. In §3 we construct the singular series via successive approximations to mult(n).
In §4 we present a proof of [Hua15] that is necessary to simplify the singular series in order to make the paper self-contained. In §4 we then use this result of [Hua15] to explicitly compute the value of the singular series and, consequently, the value of the multiplicity approximation; additionally, we show that the singular series averages to unity in the limit, which further supports our multiplicity conjecture. In §5 we outline the algorithm used to precisely compute multiplicities for a bounded subset of Γ A , and in §6 the exact computational results are compared to the approximate results given from our heuristic in order to provide additional justification for the asymptotic validity of our conjecture.
As this paper builds upon the concept of the Hardy-Littlewood Circle Method, we direct the unfamiliar reader to [MTB06] for a general treatment and suggest [Nat96] as an illustrative example of the Circle Method's application to Waring's Problem.
Formation of the Singular Series
We desire to compute the multiplicity of a particular value n, this is exactly given by
We define the norm of an element g ∈ Γ A to be the maximum of the entries of g. For the sake of notation, let S n (Γ A ) be the sphere of norm n in Γ A . As noted in the introduction, we need only consider semi-group elements in S n (Γ A ) as only elements of this sphere can contribute to the multiplicity of n. Thus,
For the sake of notation, let m(γ) = f (γ) − n.
Recalling that
for e(mx) = e 2mπıx , (9) may be rewritten as
We may commute the sum and integral because S n (Γ A ) contains only finitely many elements; this yields
Instead of computing this integral, we attempt a heuristic approximation method that is similar in concept to that of the Circle Method. Essentially, we approximate the integral at hand by only computing the singular series of the Circle Method; we then use simulation to show close asymptotic agreement to the precise multiplicity values.
To encapsulate this concept, we fix some Q ∈ N as an upper bound on the denominators of rational numbers and then substitute for the integral in (12) yielding
Because f satisfies the local condition, we may rewrite (13) in terms of the residue classes of Γ A modulo q. Hence, (13) is presented equivalently as
To simplify (14), we assume that Γ A is equidistributed over the residue classes; this assumption is examined in further depth in §A.That is to say that the number of elements whose projection under f relates to one particular residue class is roughly the same as the number of elements whose projection under f relates to another residue class.
Assuming equidistribution, (14) becomes approximately
Noticing that S n (Γ A ) has no dependency upon the values of q or a, it may be factored out of the sum entirely.
Additionally, because Γ A (mod q) is dependent upon neither γ 0 nor a it may be factored out of the second and third summations. Thus, (15) becomes
Recalling the Ramanujan sum
we see that (16) may be written as
It follows from the work of Hensley in [Hen89] that |B n (Γ A )| cn 2δ where B n (Γ A ) is the ball of radius n in Γ A under the Archimedean metric and c and δ are constants depending on Γ A . 2 Heuristically, |S n (Γ A )| ≈ 2δcn 2δ−1 , and
From (18) we construct the singular series
2 See [Hen92] for further details concerning the value of δ.
To simplify this equation, letC
Note that the group Γ A is all of SL 2 (Z), and the reduction of Γ A modulo q is SL 2 (Z/qZ). This is an elementary instance of strong approximation, which is treated in detail in [Hua15] .
Then, by multiplicativity and unique factorization (20) has the Euler product
Evaluation of the Singular Series
In order to evaluate (20), one must first compute ∞ k=1Cp k Γ A , n . Thus,C q (Γ A , n) need only be computed for prime power values of q. Thus, consider q = p t where p is a prime and t ∈ N.
Following from [Hua15] we haveC
For the reader's convenience we reprove (23)
Proof. Case t = 1, p|n:
Recall that Möbius inversion of the Ramanujan sum c q (f (γ 0 ) − n) gives that
This allows us to rewrite the sum in (21) as
It is easily computed that the number of elements in SL 2 (Z/pZ) for which (d, p) = 1 is p 3 − p 2 and that the number of elements in SL 2 (Z/pZ) for which d ≡ 0(p) is p 2 − p.
Thus,
And so,C
Case t = 1, p n: Again,
Note that the number of elements in SL 2 (Z/pZ) for which (d − n, p) = 1 is p 3 − p 2 − p and that the number of elements in SL 2 (Z/pZ) for which d ≡ n(p) is p 2 .
Hence,C
Case t > 1: In this case, the only values of s for which µ( p t s ) is non-zero are p t and p t−1 . Thus,
All that remains to be shown is that
This reduces to a simpler problem. Namely, it must only be shown that, for γ ≡ * * * n mod p t−1
Given a w ∈ SL 2 (Z/p t Z) so that w ≡ a 1 b 1 c 1 n (p t−1 ) the matrix w may be rewritten as
for which 0 ≤ k i < p and p| det(w) p t−1 . For any choice of k 4 , the triplet (k 1 , k 2 , k 3 ) may have p 2 values. Thus, both the right-hand side and left-hand side of (33) agree as they both hold the value (p − 1)p 2 . This concludes the proof.
Armed with this information, we may now put G(n) into a more practical form. Simply substituting for appropriate values ofC p t (Γ A , n) in (22) gives
Based upon our construction we form the following conjecture Conjecture 1. The multiplicity of a given value of n in the image of Γ A under the projection mapping that selects the bottom-right entry of γ ∈ Γ A is
If our conjecture is indeed valid, then it must be the case that
as
To show (37) we will show that G(n) averages to 1 in the limit as N → ∞ and then we will use summation by parts to conclude the justification. Lemma 1. G(n) averages to 1 in the limit as n → ∞. Formally,
Proof.
Because
Using Lemma (1) we see that
It then follows that (37) holds.
Computational Methodology
In order to test the validity of Conjecture (1) we developed an algorithm to efficiently compute multiplicities for a large range of target values. The algorithm functions by forming the set S using 2 × 2 arrays. In order to compute only even length products of elements in S, we create S 2 by forming S × S and mapping each (s 1 , s 2 ) ∈ S × S to s 1 s 2 . We then consider the semi-group generated by S 2 ; clearly this is equivalent to our old formulation of Γ A . It ought to be noted that for computation purposes, A was set to be 5. This choice of A is not arbitrary; in fact it was proposed by Zaremba. Specifically, for A ∈ {1, 2, 3, 4} there are examples showing that Zaremba's Conjecture fails. For greater detail of this point we direct the reader to [Kon13] .
It may come to mind that the Cayley graph of Γ A with respect to S 2 resembles an A 2 -ary tree; this is not strictly true. The reason that this is not true is because the identity matrix I 2×2 is not an element of Γ A ; however, setting I 2×2 as the root of an A 2 -ary tree with all non-root nodes elements of Γ A allows us to perform a highly efficient recursive algorithm on this modified Cayley graph in order to both build and tally multiplicities simultaneously.
Computational Results
To test the asymptotic behavior of our heuristic for multiplicities, we computed multiplicities for target values ranging from 1 to 9 × 10 5 . We then directly evaluated 2δ|Bn(Γ A )| n G(n) for each of these values as well. Under our conjecture, the ratio of the true multiplicity of a given target to the heuristically calculated value for the same target ought to limit to 1. Upon inspection, it appears that this is the case. 
Conclusion
To conclude, we note that a great deal of work remains to be done. Namely, in order to conform more fully to the Circle Method, an appropriate treatment of the major arc analysis is necessary. For our purposes, we approximated the integral in (12) using point masses; however, analysis of the major arcs may lead to further accuracy of the resulting heuristic.
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A Equidistribution of Γ A Over Residue Classes
In §3, we rely upon the equidistribution of the Γ A over residue classes modulo q in order to state that
It is not immediately obvious that f (Γ A ) is equidistributed over residue classes. In fact, for small values of q, this is not the case. However, simulation of the distribution of Γ A over residue classes modulo q for increasing values of q suggests that this is likely asymptotically true.
In order to simulate the distribution of Γ A over residue classes, the same computational methodology was employed as in §5 to compute the values of T mod q for T a finite bounded subset of Γ A . 3 However, in this implementation, we store which residue class each matrix falls into for moduli ranging from 1 to 30. Then, normalizing by the total number of matrices in T , we compute the absolute error between the observed residue count modulo m and the expected residue count under the assumption of equidistribution over residue classes modulo m. Formally, we compute the absolute error as Absolute Error(r, m) := # {matrices in T with residue r mod m} − |T | m .
Then, we define Largest Error(m) := max 0≤r<m {Absolute Error(r, m)} .
3 For the sake of consistency, we continue to simulate using A = 5.
Simulation of Largest Error(m) for 1 ≤ m ≤ q shows that as q grows, the greatest absolute error between the observed distribution and the expected equidistribution shrinks. This is encapsulated in the following figure.
Figure 2: Largest absolute error plotted against modulus.
As the largest absolute error away from equidistribution shrinks rapidly, the assumption of equidistribution is supported in the limit, and thus (42) is supported.
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