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Resumo
Os avanços na tecnologia das GPUs, tanto em hardware quanto em ferramentas de
programação, tornaram-nas uma opção viável como processadores de uso geral, sendo
adequadas para a realização de processamento paralelo com alta demanda de cálculos.
Dentre os problemas que podem fazer uso das GPUs são as simulações que envolvem o
fluxo de partículas como o Método dos Elementos Discretos (DEM). Assim, a proposta
deste trabalho foi implementar em cluster de GPUs um simulador utilizando o Método
dos Elementos Discretos. O simulador foi inicialmente validado para uma única GPU
utilizando resultados experimentais disponíveis na literatura, onde foram possíveis ob-
ter resultados com erros menores do que 10%. Além disso, os tempos de processamento
para uma única GPU foram comparados com outro simulador, também implementado
em GPU, resultando em tempos de execução semelhantes aos reportados. Finalmente, o
método foi expandido para o cluster de GPUs, utilizando uma abordagem híbrida (MPI
+ CUDA), e apresentou um ganho de desempenho adequado à medida que o número de
GPUs foi aumentado.
Palavras-chave: Método dos Elementos Discretos, GPGPU, CUDA, DEM, Multi-GPU.
Abstract
Advances in GPU technology, both in hardware and programming tools, have made
them a viable option as general-purpose processors, suitable for performing parallel pro-
cessing tasks with high computational demand. The Discrete Element Method (DEM)
studies a class of problems that can make use of GPUs high computational power. Thus,
the proposal of this work was to implement a simulator using the Discrete Element Method
in a GPU cluster. The simulator was initially validated for a single GPU using experimen-
tal results available in the literature, where it was possible to obtain results with errors
less than 10%. Also, processing times for a single GPU were compared with another simu-
lator, also implemented in GPU, resulting in run times similar to those reported. Finally,
the method was ported to the GPU cluster, using a hybrid approach (MPI + CUDA),
and presented a suitable gain of performance as the number of GPUs was increased.
Keywords : Discrete Element Method, GPGPU, CUDA, DEM, Multi-GPU.
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1 Introdução
Simulações computacionais fazem parte do desenvolvimento de diversos sistemas de
engenharia modernos reduzindo os custos e o tempo de projeto. A partir delas é possível
obter um melhor entendimento do sistema, permitindo a observação de variáveis de difícil
ou mesmo impossível medição experimental. Ao longo dos anos, diferentes métodos nu-
méricos foram desenvolvidos para simular o comportamento de diversos fenômenos, como
o Método das Diferenças Finitas (MDF), o Método dos Elementos Finitos (MEF) e o
Método dos Elementos de Contorno (MEC), porém esses métodos foram originalmente
criados com o intuito de representar problemas de natureza contínua. Assim, para simu-
lar o comportamento de materiais granulados, cuja natureza é descontínua, esses métodos
não são adequados. Nesse contexto, o Método dos Elementos Discretos (DEM - Discrete
Element Method) foi desenvolvido para abordar esses problemas (Cundall e Strack, 1979).
Materiais granulados são constituídos por um grande número de partículas cujos ta-
manhos podem variar de alguns micrômetros a até alguns centímetros. Esses materiais
são amplamente manipulados em diversos segmentos industriais como nas indústrias quí-
micas, na mineração, no transporte de grãos, no estudo de solos e na metalurgia do pó
(Antony et al., 2004). Assim, o estudo do comportamento de materiais particulados é
de grande importância econômica, pois permite otimizar o projeto de equipamentos que
os manipulam, como silos, esteiras transportadores, misturadores e dosadores, garantindo
um melhor aproveitamento do processo e uma consequente redução do gasto energético.
Até o momento não existe uma teoria universal para explicar o comportamento de ma-
teriais granulados, pois, dependendo da situação, eles podem se comportar como sólidos,
líquidos ou gases. Para o caso de sistemas onde deseja-se estudar o fluxo de partículas que
estão sujeitas a várias transições entre os regimes estático e dinâmico, o DEM torna-se
um método adequado para essa classe de problemas.
Em DEM, os movimentos das partículas são governadas pelas equações de Newton
e a interação entre elas ocorre através de um modelo de contato de forças, tornando o
método bastante versátil, pois diferentes forças podem ser consideradas para afetar o
comportamento das partículas, como, por exemplo, forças elétricas (Seo et al., 2014),
forças de arrasto devido ao escoamento combinado de um fluído com as partículas (Tsuji
et al., 1993) e forças coesivas (Obermayr et al., 2013).
Uma limitação existente no uso do DEM está na necessidade de se utilizar um grande
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número de partículas para se chegar a uma representação fiel do sistema que se deseja
simular. Isso demanda uma grande capacidade de processamento que só era possível obter
através do uso de supercomputadores, limitando a popularização do método. Essa difi-
culdade levou à utilização de dispositivos computacionais alternativos capazes de fornecer
o poder computacional necessário. Neste caso, as placas gráficas ou GPUs (Graphics
Processing Unit) tornaram-se uma opção viável, pois possuem uma arquitetura paralela
muito eficiente quando aplicada na etapa de detecção de contatos do DEM (Zheng et al.,
2012) e também no cálculo vetorial e matricial empregado no método.
1.1 Revisão Bibliográfica
O Método dos Elementos Discretos, desenvolvido originalmente por Cundall e Strack
em 1979 (Cundall e Strack, 1979), é um método numérico capaz de descrever o compor-
tamento de um conjunto de partículas e a interação delas com o meio que as contém. A
partir de um modelo de interação entre as partículas, o método é capaz de descrever o mo-
vimento individual de cada partícula e fornecer informações sobre as forças de interação
que surgem devido ao contato entre elas.
Originalmente, o DEM foi desenvolvido para o estudo do deslocamento de meios ro-
chosos através de uma simulação bidimensional do sistema, onde as partículas eram repre-
sentadas como discos rígidos. A partir dessas primeiras simulações, o método foi estendido
para o estudo de fluxo de material granular e para o comportamento do desenvolvimento
de fratura em rochas. Em 1988, Cundall publicou uma formulação tridimensional para o
método e novas geometrias para as partículas foram apresentadas (Cundall, 1988), permi-
tindo uma representação mais fiel do comportamento do sistema. Trabalhos mais recentes
acoplaram o DEM ao método dos elementos finitos (FEM), permitindo a interação en-
tre partículas e estruturas contínuas (Munjiza, 2004), problemas envolvendo partículas e
fluídos com superfícies livres também foram abordados (Cleary et al., 2007) e, inclusive,
sistemas onde as partículas estão sujeitas a forças moleculares, como a de Van der Waals
já foram simulados (Thornton e Yin, 1991).
As primeiras simulações de DEM envolviam apenas sistemas de pequena escala (100-
1000 partículas) em domínios bidimensionais, porém, com o avanço computacional, do-
mínios tridimensionais com milhões de partículas puderam ser simulados. Nessa escala,
diversos processos industriais de interesse podem ser simulados, como moinhos, mistura-
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dores, peneiras separadoras e silos (Cleary, 2009). Simulações dessa escala exigem o uso
de supercomputadores, porém outra solução viável é o uso de GPUs, que podem tornar
as simulações de larga escala em DEM mais acessíveis, pois elas podem ser executadas
em computadores pessoais.
O trabalho de Jajcevic et al. (2013) demonstra essa possibilidade, onde simulações
CFD-DEM de larga escala contendo 25 milhões de partículas foram realizadas utilizando-
se apenas uma única GPU GeForce GTX 580 da NVIDIA. Exemplos de simulações com
misturadores podem ser encontrados nos trabalhos de Radeke et al. (2010) e Ren et al.
(2013), onde GPUs foram utilizadas para simular sistemas com um número de partículas
na ordem de 106. Os trabalhos de Govender et al. (2015a) e Xu et al. (2011) apresentam
simulações de moinhos, que são um outro grupo de equipamentos muito utilizados nas
indústrias que manipulam materiais particulados. Nesse último caso, Govender et al.
(2015a) reportou uma simulação envolvendo 16 milhões de partículas que foi executada a
3 quadros por segundo em um laptop equipado com uma GPU Geforce GTX 880 e, caso
uma GPU NVIDIA Tesla K40 fosse utilizada, simulações envolvendo 1 bilhão de partículas
poderiam ser realizadas. Nesse último caso, o autor comenta que simulações dessa escala
utilizariam 12 GB de memória da GPU e que, idealmente, deveriam ser executadas por
múltiplas GPUs.
1.2 Computação de Alto Desempenho
Os problemas práticos que o DEM visa resolver envolvem sistemas compostos por
bilhões de partículas, normalmente equipamentos industriais, como moinhos (Sakai et al.,
2005), trituradores (Cleary et al., 2008) e leitos fluidizados (Ye et al., 2004). Para essas
simulações, um computador pessoal não é suficiente para executá-las, pois estará limitado
quanto ao tempo de processamento ou quanto à memória disponível para armazenar as
partículas. Em algumas aplicações, ainda é possível simplificar o sistema substituindo-
se um grupo de partículas por uma única partícula (Sakai e Koshizuka, 2009), porém,
em muitos casos ainda é necessário executar simulações de larga escala. Nesses casos,
as estratégias desenvolvidas pela computação de alto desempenho (“High Performance
Computing - HPC”) devem ser empregadas.
Em HPC, recursos computacionais e tecnologias variadas são utilizadas para resolver
problemas complexos que necessitem de grande capacidade computacional. Normalmente,
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esses problemas não conseguem ser resolvidos por computadores convencionais, seja por
questões de tempo de processamento ou por capacidade de armazenamento. Assim, esse
campo faz uso de supercomputadores ou cluster de computadores. Os supercomputadores
são máquinas desenvolvidas para a execução paralela de tarefas e uso intensivo, porém seu
custo é bastante elevado. Por outro lado, um cluster de computadores é formado por um
conjunto de computadores conectados por uma rede de alta velocidade. O cluster é uma
opção mais econômica, pois pode ser construído utilizando-se computadores convencionais
e também pode ser expandido através da inclusão de novas máquinas à rede.
Além das questões de hardware, o HPC também abrange o uso de técnicas de compu-
tação paralela e distribuída, que são aplicadas tanto em hardwares de memória comparti-
lhada quanto em máquinas de memória distribuída. Em sistemas de memória comparti-
lhada, onde múltiplos processadores utilizam o mesmo espaço de memória, as principais
ferramentas de programação disponíveis são os pthreads (Buttlar et al., 1996) e o OpenMP
(Chandra et al., 2000). Para os sistemas de memória distribuída, onde cada processador
possui o seu próprio espaço de memória e não possuem acesso direto à memória dos de-
mais processadores, é necessário utilizar um modelo de envio e recebimento de mensagens
(“message-passing”) para compartilhar os dados. As principais implementações desse mo-
delo são: o PVM (Geist et al., 1994) e o MPI (Pacheco, 1996). A Fig. 1.1 exemplifica
como esses dois métodos de paralelização podem ser aplicados.
Figura 1.1: Comparação entre MPI (a) e OpenMP (b).
Recentemente, uma nova tendência em HPC tem evoluído, que é o uso de processa-
dores especializados como sistemas de uso geral. Neste grupo, podem ser enquadrados os
processadores gráficos (GPUs), os processadores digitais de sinais (DSPs) e os FPGAs.
Neste trabalho, o código DEM foi implementado em um cluster de GPUs adotando-se
uma abordagem híbrida, onde as GPUs presentes em cada nó do cluster são gerenciadas
utilizando-se o OpenMP e a comunicação entre cada nó é realizado pelo MPI. No programa
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desenvolvido, o algoritmo do DEM é executado inteiramente pelas GPUs utilizando-se a
linguagem de programação CUDA, enquanto que o OpenMP e o MPI são responsáveis
pela comunicação e particionamento do domínio de simulação entre as GPUs.
1.3 GPGPU
As primeiras GPUs foram projetadas como aceleradores gráficos para produzirem efei-
tos visuais detalhados em tempo real em jogos e aplicativos de desenho. Inicialmente, as
GPUs apenas suportavam pipelines de função fixa específicos, porém, a cada nova gera-
ção, o hardware tornou-se mais flexível, podendo ser programável. A partir desse ponto,
o poder computacional disponível nas GPUs pode ser aproveitado para realizar operações
matemáticas gerais e não apenas para gráficos. Esse novo uso das GPUs é chamada de
GPU de Propósito Geral ou GPGPU (“General Purpose Graphics Processing Unit”) e tem
atraído muita atenção pela comunidade científica devido ao amplo poder computacional
que as GPUs possuem (não só em operações de ponto flutuante, como também em largura
de banda de memória), conforme pode ser observado nas Fig. 1.2, 1.3 e 1.4.
Figura 1.2: Comparação da capacidade computacional entre CPUs e GPUs.
Essa discrepância em capacidade computacional é devido à forma como as CPUs
evoluíram: os primeiros 30 anos de desenvolvimento do microprocessador foram focados
em melhorar o desempenho de códigos seriais, onde a maior parte do circuito de uma CPU
é responsável por tarefas de controle, como a decodificação de instruções, gerenciamento
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Figura 1.3: Comparação da largura de banda entre CPUs e GPUs.
Figura 1.4: Comparação da eficiência entre CPUs e GPUs.
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de caches, execução fora de ordem e controle de fluxo (Glaskowsky, 2009). O resultado
desse desenvolvimento levou à criação de CPUs onde apenas uma pequena parte do seu
circuito é dedicada à execução de cálculos. Já as GPUs se especializaram na execução de
tarefas que demandam uma grande quantidade de cálculos e são altamente paralelizáveis,
como a realização de translações, rotações, iluminação, sombra, etc. Assim, nas GPUs,
uma grande parcela dos transistores são dedicados para as suas unidades lógico-aritméticas
(ULA), conforme esquematizado pela Fig. 1.5.
Figura 1.5: Diferenças estruturais entre uma CPU e uma GPU.
Devido à capacidade computacional disponível nas GPUs, elas se tornaram uma opção
mais viável para a resolução de certos problemas em computação. Assim, para fazer uso
de sua capacidade numérica, elas foram inicialmente programadas utilizando-se algorit-
mos que mapeavam os cálculos científicos a operações normalmente realizadas em pixels
e polígonos de uma imagem (Lindholm et al. (2001), Thompson et al. (2002), Bolz et al.
(2003), Hillesland et al. (2003)). Esses algoritmos eram executados por programas ex-
clusivos para operações gráficas das GPUs conhecidos como shaders. Apesar dos shaders
serem programados utilizando linguagens de alto nível como a Cg (Mark et al., 2003), a
HLSL (Microsoft, 2002) e a GLSL (Rost et al., 2009), essa dinâmica de programação im-
punha muitas limitações aos algoritmos, pois os dados ainda necessitavam ser organizados
em texturas para realizar a troca de informações entre a GPU e a CPU e as operações
matemáticas eram substituídas por operações realizadas em primitivas gráficas (rotações,
translações, transparências, etc). Essa metodologia de programação dificultava o uso das
GPUs como processadores de uso geral, pois tornava a sua programação uma tarefa ár-
dua mesmo para aqueles que dominassem essas linguagens de programação e, além disso,
nem todas as operações utilizadas nos algoritmos científicos podiam ser representadas por
operações gráficas. A Fig. 1.6 apresenta uma abstração do pipeline gráfico programável
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das GPUs e o modelo de programação dos shaders. Nesse pipeline, os shaders apenas
podem ser executados em determinados estágios e operam sobre primitivas gráficas bas-
tante específicas: um shader de vértices executa suas operações sobre as coordenadas de
polígonos e texturas, enquando que um shader de fragmentos opera sobre os fragmentos
(pixels) das primitivas, sendo responsável pela geração de cores e pelo mapeamento de
texturas (Vasconcelos, 2009). No modelo de programação dos shaders, as GPUs dispo-
nibilizam um conjunto de unidades de execução capazes de realizar operações numéricas
básicas, como adição, multiplicação e produto escalar, e o acesso à memória de texturas,
onde estão localizados os dados numéricos do problema.
Figura 1.6: (a) Abstração do pipeline gráfico de GPUs, com destaque para os estágios do
pipeline onde os shaders são executados; (b) modelo de programação dos shaders.
As dificuldades existentes na programação de GPUs levou ao desenvolvimento de um
novo modelo de programação baseado em fluxos (streams) e kernels. Nesse modelo, os
dados são organizados em estruturas chamadas de streams e a porção paralela do código
que manipula esses dados é dividida em seções independentes denominadas kernels. As
operações matemáticas que a GPU deve executar são programadas nos kernels, que, no
momento de sua execução, devem ser informados sobre quais dados deve operar. Esse
modelo de programação foi primeiramente aplicado por Purcell et al (Purcell et al., 2002)
que o utilizou para implementar um aplicativo de Ray Tracing em GPU e, posteriormente,
Buck et al ampliou esse modelo para utilizar construções mais gerais de programação
paralela, resultando na linguagem de programação BrookGPU (Buck et al., 2004).
Seguindo o processo de desenvolvimento desse modelo de programação, novas lingua-
gens voltadas para GPGPU surgiram, como a NVIDIA CUDA (Compute Unified Device
24
Architecture), a AMD Stream e a OpenCL, que expuseram o hardware das placas gráficas
para os programadores, facilitando o desenvolvimento de algoritmos aplicados a GPUs e
permitindo um melhor aproveitamento dos recursos computacionais disponíveis.
1.3.1 CUDA
A linguagem de programação CUDA foi desenvolvida pela NVIDIA em 2006 e somente
é possível utilizá-la nas suas placas gráficas a partir da geração Geforce 7600 (hardware
G50 - NVIDIA (2015)). Essa linguagem permite acessar o hardware gráfico das GPUs e
elimina as limitações impostas pela programação de shaders. Com ela é possível alocar
unidades de execução e memória de acordo com a necessidade do algoritmo e coordenar
a troca de informações entre a CPU e a GPU. A linguagem CUDA fornece uma série
de extensões à linguagem padrão ANSI C que permite a execução de código nas placas
gráficas da NVIDIA. Por esse motivo, CUDA também é chamada de CUDA C.
As funções executadas na GPU são chamadas de kernels e correspondem à porção de
código paralelo do programa. Quando chamado, um kernel é executado em paralelo por N
threads diferentes. Cada thread corresponde a uma instância de execução independente do
kernel que é gerenciado segundo uma arquitetura SIMT ("Single-Instruction, Multiple-
Thread"). A arquitetura SIMT visa explorar o paralelismo a nível de instrução, onde
múltiplos threads estão executando concorrentemente a mesma instrução, porém cada
thread pode operar sobre dados diferentes. Nesse modelo de execução, sempre que um
conjunto de threads necessitar realizar uma operação de memória (leitura ou escrita), a
GPU alterna a sua execução para um segundo grupo de threads enquanto a memória
responde a requisição do primeiro grupo. Assim, os tempos de acesso à memória são
diluídos pelo elevado número de threads em execução na GPU.
Em CUDA, os threads de um kernel são agrupados em blocos, onde cada um deve
possuir o mesmo número de threads e são executados de forma independente entre si pela
GPU. Atualmente, cada bloco pode conter, no máximo, 1024 threads. Cada thread de um
bloco é identificado por um índice que pode ser estruturado como um vetor unidimensional,
bidimensional ou tridimensional, facilitando a implementação de kernels que operam sobre
vetores, matrizes ou volumes.
Todos os blocos que um determinado kernel necessita executar estão agrupados em um
grid, que também pode organizar os blocos em estruturas unidimensionais, bidimensionais
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ou tridimensionais. Em geral, o tamanho de um grid é determinado pela quantidade de
dados que se deseja processar. A Fig 1.7 ilustra essa hierarquia existente nas GPUs da
NVIDIA.
Apesar de serem elementos independentes entre si, os threads de um programa em
CUDA podem necessitar de cooperar entre si, como acessar um valor da memória que
todos irão utilizar ou compartilhar um resultado individual para produzir um único re-
sultado final. Assim, a GPU implementa uma hierarquia de memória para permitir essas
trocas de informação (Fig. 1.7). Primeiramente, cada thread possui um conjunto de re-
gistradores e uma memória local que são visíveis apenas pelo próprio thread. No nível dos
blocos, existe uma memória compartilhada que pode ser acessada por todos os threads do
mesmo bloco, permitindo a troca de dados entre os threads. Finalmente, todos os grids
possuem acesso a memória global da GPU, garantindo acesso individual à memória global
para todos os threads do kernel. Além dessas memórias, existe também uma memória
constante e uma memória de textura que são memórias de somente-leitura e que devem
ser previamente alocadas pela CPU.
O uso adequado dessa hierarquia de memória evita que a GPU permaneça muito
tempo ociosa apenas esperando que uma operação de memória termine, pois as diferentes
memórias possuem tempos de resposta e largura de banda diferentes (NVIDIA, 2015).
Nesse contexto, os registradores são as memórias mais velozes na GPU, porém estão
disponíveis em um número limitado e não permitem a troca de informação entre os threads.
Caso isso seja necessário, é recomendável utilizar a memória compartilhada que é uma
memória residente no chip e, portanto, possui uma grande largura de banda e uma baixa
latência em relação à memória global ou à memória local. Entretanto, deve-se observar
que a memória compartilhada permite troca de informações apenas entre os threads do
mesmo bloco, caso seja necessário trocar dados entre diferentes blocos, é necessário utilizar
a memória global da GPU.
No modelo de programação em CUDA, a CPU e a GPU assumem, respectivamente, os
papéis de "host"e "device", onde a CPU ("host") é vista como o processador de controle,
sendo responsável por gerenciar as memórias global, constante e de textura, além de
realizar as chamadas de execução dos kernels. Já a GPU ("device") opera como um co-
processador da CPU, onde os threads são executados em paralelo. Esse mecanismo de
execução é chamado de programação heterogênea e está esquematizado na Fig. 1.8.
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Figura 1.7: Estrutura e hierarquia de memória dos threads, blocos e grids adotada pelo
modelo de programação em CUDA.
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Como a CPU e a GPU podem operar de modo independente, em determinados pontos
do programa torna-se necessário sincronizar a execução e a troca de dados entre eles.
Para isso, a linguagem CUDA fornece funções de sincronização por barreira, que podem
ser chamadas dentro do próprio kernel garantindo a sincronização para threads dentro de
um mesmo bloco e, quando uma sincronização entre diferentes blocos é necessária, a CPU
chama uma função que espera o término da execução do kernel.
A troca de dados entre a CPU e a GPU é realizada através da memória global, mas
deve ser feita com precaução, pois não existe nenhum mecanismo que garanta a ordem
de execução de operações de escrita para a mesma posição da memória entre diferentes
threads.
Figura 1.8: Modelo de programação heterogênea.
1.3.2 Arquitetura NVIDIA
As GPUs da NVIDIA são construídas a partir de um conjunto de multiprocessadores
de fluxo ("Streamming Multiprocessor- SM), uma unidade que gerencia a execução dos
threads de um kernel ("GigaThread Engine"), unidades controladoras de memória que
realizam o acesso à memória global e uma memória cache (Fig. 1.9a).
Os multiprocessadores da GPU são as unidades responsáveis pela execução dos blocos
de um kernel. Assim, quando um grid é enviado para ser executado por um kernel, os seus
blocos são distribuídos entre os vários multiprocessadores, que os executam em paralelo.
À medida que os blocos terminam a sua execução, novos blocos são alocados para os mul-
tiprocessadores livres. Esse modelo de execução, permite que um determinado problema
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Figura 1.9: (a) Estrutura geral de uma GPU formada por um conjunto de SMs ("Stream-
ming Multiprocessor") responsáveis pela execução dos threads de um bloco. (b) Detalhe
do SM das GPUs Fermi.
seja particionado em vários sub-problemas, que podem ser resolvidos independentemente
e em paralelo pelos blocos de threads. Além disso, a independência existente entre os blo-
cos garante que os programas em CUDA sejam automaticamente escalonáveis, pois basta
aumentar o número de multiprocessadores disponíveis em uma GPU que o programa au-
tomaticamente irá alocar mais blocos para ocupar os novos multiprocessadores (NVIDIA,
2015).
Os principais componentes de um multiprocessador são os núcleos de processamento
("CUDA Cores"), capazes de executar operações com números de ponto-flutuante e núme-
ros inteiros, unidades que realizam operações de acesso à memória ("LD/ST") e unidades
que realizam cálculos com funções transcendentes ("SFU"). Além dessas unidades, cada
multiprocessador possui uma quantidade de memória compartilhada, um banco de re-
gistradores, unidades de manipulação de texturas ("Tex") e diferentes tipos de memória
cache.
A Fig. 1.9b apresenta a arquitetura dos multiprocessadores das GPUs Fermi, que
foram utilizadas no desenvolvimente desse trabalho. A arquitetura Fermi disponibilizou
um hardware adequado para o uso das GPU em computação científica, pois os seus CUDA
Cores poderiam ser combinados de dois em dois para executarem cálculos com números
de ponto-flutuante de precisão dupla (Glaskowsky, 2009). Isso representou um aumento
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considerável em relação às gerações de GPU anteriores.
Quando um bloco é alocado para ser executado por um multiprocessador, os seus
threads são divididos em grupos de 32 unidades chamadas warps. Cada warp faz uso
dos recursos de processamento do SM, como os CUDA Cores, e visam executar uma
instrução comum aos 32 threads em paralelo. Mais de um warp pode estar ativo no
mesmo multiprocessador e isso depende da quantidade de unidades Gerenciadoras de
warp disponíveis dentro do SM.
Apesar de todos os threads de um warp serem independentes, podendo percorrer
um caminho de execução diferente quando uma condição de teste ocorrer, a eficiência
máxima de um warp é obtida quando todos os seus threads executam a mesma instrução.
Isso ocorre porque a GPU serializa a execução dos threads divergentes (threads que não
executam a mesma instrução no warp). Apesar desse processo de serialização dos threads
ser transparente para o programador, um maior ganho de desempenho pode ser obtido se
o código do programa for reestruturado de modo a evitar threads divergentes dentro de
um mesmo warp.
1.4 Proposta do Trabalho e Contribuições
No contexto apresentado anteriormente, este trabalho teve como principal objetivo a
implementação de um simulador do método DEM para ser executado em um cluster de
GPUs. O simulador foi programado utilizando-se a linguagem de programação CUDA
(Compute Unified Device Architecture da NVIDIA e foi validado a partir de casos simples
com solução analítica e de resultados experimentais disponíveis na literatura.
A implementação do simulador utilizou uma abordagem híbrida (MPI + CUDA) e a
escalabilidade do algoritmo desenvolvido também foi analisada.
Este trabalho visa contribuir ao projeto FAPESP (processo: 10/09717-7) na simulação
de dispositivos microfluídicos, que frequentemente manipulam materiais particulados em
suspensão. Assim, o método DEM é adequado para simular o movimento desses materiais
no fluido e, juntamente com a capacidade computacional disponibilizada pelas GPUs, é
possível desenvolver uma ferramenta útil para o estudo desses dispositivos.
1.5 Organização da dissertação
A dissertação encontra-se dividida nos seguintes capítulos:
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O capítulo 1 apresenta uma contextualização do uso do Método dos Elementos Dis-
cretos na simulação de materiais particulados, com uma breve revisão de sua história,
evolução e quais os problemas que ele visa solucionar. Este capítulo também apresenta a
necessidade do HPC para a utilização do método em problemas de larga escala, com des-
taque para o uso das GPUs da NVIDIA como hardware utilizado para acelerar o método.
No capítulo 2, o método dos elementos discretos é apresentado com a sua fundamen-
tação matemática, incluindo as equações que governam o movimento das partículas, os
principais modelos de contato adotados e os diferentes algoritmos de integração utilizados
na resolução das equações de movimento.
Em seguida, o capítulo 3 trata da implementação do método DEM para uma única
GPU, onde são apresentados os principais algoritmos e kernels do método, com destaque
para o detector de contatos. O capítulo também apresenta os experimentos utilizados
para validar a implementação do método e a metodologia para avaliar o desempenho do
método. Os resultados e as discussões referentes a implementação em uma única GPU
também encontram-se neste capítulo.
O capítulo 4 aborda a implementação do método no cluster de GPUs, que emprega
uma abordagem híbrida (MPI + OpenMP) para gerenciar as GPUs do cluster. Esse
capítulo também apresenta as estratégias de paralelização e particionamento do domínio,
com os resultados de escalonamento e eficiência obtidos com a paralelização.
Finalmente, no capítulo 5, são apresentadas as conclusões do trabalho, além de algu-
mas sugestões de trabalhos futuros.
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2 Método dos Elementos Discretos (DEM)
No DEM clássico, existem dois métodos para simular o comportamento de materiais
granulares: o método governado por eventos ("event-driven") e o método governado pelo
tempo ("time-driven"). Na primeira abordagem, as partículas são consideradas como
rígidas e cada colisão é calculada como sendo instantânea. No segundo método, as par-
tículas podem sofrer pequenas deformações desde que elas sejam muito menores do que
o tamanho das partículas envolvidas. Essas deformações são calculadas considerando-se
uma interpenetração das partículas ou entre uma partícula e uma fronteira do domínio,
possibilitando o tratamento de múltiplos contatos (Fig. 2.1). Nesse método, o movimento
das partículas é governado pelas equações de movimento de Newton, onde as colisões
entre as partículas irão resultar em forças e momentos que devem ser avaliados a cada
passo do método. Neste trabalho, o método governado pelo tempo foi utilizado, o qual, a
partir deste ponto, será referenciado apenas como DEM.
Figura 2.1: Idealização do contato nas simulações em DEM.
2.1 Visão Geral e Fluxograma do DEM
A Fig. 2.2 apresenta o fluxograma de um programa em DEM, onde estão representadas
as principais etapas do método.
Inicialmente, os dados da simulação que se deseja executar devem ser carregados para
a memória da GPUs. Nessa etapa, as fronteiras (paredes) do domínio de simulação, a
distribuição inicial e as propriedades das partículas são lidas de um arquivo de entrada
e enviadas para a GPU. A geometria do problema, que envolve a posição inicial das
partículas e os limites do domínio, é gerada a partir de uma malha de elementos fini-
tos utilizando-se o software livre Gmsh (Geuzaine e Remacle, 2009). Nessa malha, as
partículas são obtidas dos nós da malha e as fronteiras são formadas por triângulos.
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Depois que todas as definições do problema forem carregadas para as GPUs, o algo-
ritmo entra se repete até o fim da simulação. A partir desse ponto, caso o programa seja
executado em apenas uma GPU, a troca de dados entre a CPU e a GPU somente ocorre
quando for necessário gravar os resultados da simulação.
A segunda etapa do algoritmo consiste em detectar os pares de contato entre as partí-
culas e as colisões das partículas com as fronteiras da simulação. Essa etapa produz uma
lista de contato, a qual é utilizada no terceiro passo do método para aplicar o modelo de
contato. A terceira etapa calcula as forças e os momentos resultantes em cada partícula
da simulação.
A partir dos valores obtidos no passo anterior, as equações de movimento (Eqs. 2.2 e
2.1) são resolvidas. No caso do DEM, utiliza-se um método de integração numérica que
irá avançar a simulação um pequeno passo de tempo. Caso o tempo total da simulação
já tenha sido atingido, o programa termina; caso contrário, o programa retorna à etapa
de detecção de contatos.
Figura 2.2: Fluxograma de um programa em DEM.
2.2 Equações de Movimento
Em DEM, cada partícula possui um movimento de translação e de rotação que são










ondemi, Ii, ai, ϕi, ri e θi são, respectivamente, a massa, o momento de inércia, a aceleração
linear, a aceleração angular, a posição do centro de massa e a orientação angular de cada
partícula i do sistema. Fi corresponde ao somatório de todas as forças que atuam na
partícula i, enquanto que Mi corresponde ao somatório de todos os momentos atuantes
na mesma partícula.
No contato entre duas partículas, ou entre uma partícula e uma fronteira do domínio de
simulação, as forças resultantes podem ser divididas em duas componentes: uma normal
(FNi ) e outra tangencial (F Ti ), conforme esquematizado na Fig. 2.3. A força normal é
a responsável por alterar o movimento de translação da partícula, enquanto que a força
tangencial altera o seu movimento de rotação.
Neste trabalho, as forças que atuam em uma partícula são devidas à força da gravidade,
F gi , à força de contato entre duas partículas, FCi , e à força de contato entre uma partícula
e o limite do domínio, FDi . Já os momentos resultantes em uma partícula são provenientes
das forças de contato tangenciais entre duas partículas, F Tij e da partícula e o seu domínio,
F TDi , além de um momento de resistência ao rolamento,MRi , que visa introduzir os efeitos
de geometria no rolamento das partículas. Essas forças e momentos são expressas pelas














~F Tij × ~di
)
+ ~F TDi × ~d′i +MRi (2.4)
onde N é o número de partículas do sistema, di e d′i correspondem à distância entre o
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ponto de aplicação da força tangencial e o centro da partícula i. FCij representa a força de
contato que a partícula j exerce na partícula i, a qual é decomposta em uma componente
normal (FNij ) e outra tangencial (F Tij ). Assim, como a força FCij , a força FDi também é
decomposta em uma componente normal, FNDi , e tangencial, F TDi .
Figura 2.3: Esquema de forças que surgem no contato entre (a) duas partículas e (b)
entre uma partícula e uma parede. Apenas as forças que agem na partícula i foram
esquematizadas.
Neste trabalho, todas as partículas são esféricas com raio R e massa m. Assim, uma





2.3 Definição e Características de um Contato
Em DEM, uma colisão é detectada sempre que ocorrer a sobreposição (ξ) de duas ou
mais partículas. O valor dessa sobreposição é calculado pela seguinte expressão:
ξ = (Ri +Rj)− (~ri − ~rj) · ~n (2.6)
onde Ri e Rj são, respectivamente, os raios das partículas i e j e ~n é o vetor unitário
normal que passa pelos centros de massa das duas partículas e tem sentido de j para i
(Fig. 2.3). O vetor ~n é obtido pela seguinte fórmula:
~n =
~ri − ~rj
| ~ri − ~rj | (2.7)
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Segundo a Eq. (2.6), duas partículas estão interagindo sempre que ξ > 0. Nessa
condição, é possível definir a velocidade relativa normal (vn) e tangencial (vt) que existe
entre as partículas:
vn = ξ˙ = − ~vij · ~n (2.8)
~vt = ~vij − ~n (~n · ~vij) (2.9)
onde ~vij corresponde à velocidade relativa total das superfícies das partículas no ponto de
contato e é calculado segundo a Equação 2.10:











As equações 2.6, 2.8 e 2.9 definem as principais grandezas utilizadas para se obter o
valor da força de contato em uma colisão.
2.3.1 Colisão partícula-fronteira
No algoritmo DEM desenvolvido neste trabalho, todas as fronteiras do domínio são
representadas por triângulos, assim, todas as colisões entre as partículas e as fronteiras são
resolvidas com um algoritmo de colisão esfera-triângulo. Esse algoritmo pode ser divido
em três etapas:
• Colisão com a face do triângulo.
• Colisão com o lado do triângulo.
• Colisão com o vértice do triângulo.
Conforme apresentado no trabalho de Govender et al. (2015c), as colisões com a face
do triângulo são as mais frequentes, seguido pelas colisões com os lados e, finalmente, as
colisões com os vértices do triângulo. Além disso, Govender reportou que a detecção das
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colisões com os vértices e com os lados são as etapas mais custosas do algoritmo. Assim,
este trabalho utiliza uma abordagem semelhante à utilizada por Govender, onde apenas
as etapas 1 e 2 do algoritmo são implementadas. Essa estratégia visa reduzir o tempo de
cálculo sem afetar muito a resposta do sistema, visto que as colisões com os vértices são
raras e, dependendo do domínio da simulação, podem ser totalmente eliminadas.
Os triângulos que compõem a geometria da fronteira são representados por três pontos
(P1, P2, P3) e uma normal (nt), que indica o lado da face do triângulo que permite uma
colisão. Essa normal permite apenas que as partículas colidam com um lado da face dos
triângulos. Assim, como nt divide o espaço de simulação em dois semi-espaços, o primeiro
passo do algoritmo é determinar se uma partícula cruzou o plano do triângulo. A Eq.
2.11 abaixo, fornece a distância d do centro da partícula ao plano do triângulo:
d = ~nt · (~ri − ~P1) (2.11)
onde:
• d > 0 indica que o centro da partícula está no semi-espaço que permite uma colisão
com o triângulo.
• d = 0 indica que o centro da partícula encontra-se no plano do triângulo.
• d < 0 indica que a partícula escontra-se no semi-espaço que não permite uma colisão
com o triângulo.
No algoritmo, apenas a primeira condição é verificada para detectar uma colisão esfera-
triângulo. Assim, caso d > 0, primeiramente testa se a partícula colidiu com a face do
triângulo. Esse teste verifica se a distância do centro da partícula até o plano é menor
do que o raio da partícula (d < R) e se o ponto da partícula, ~v, que intercepta o plano
do triângulo encontra-se dentro do triângulo. Essa última condição será verdadeira se a
soma das áreas dos triângulos formados por ~v e pelos vértices do triângulo for igual à área
do triângulo (Fig. 2.4).
O pseudo-código 2.1 apresenta como é realizado a detecção de uma colisão entre a
partícula e a face do triângulo.
Caso uma colisão com a face do triângulo não seja detectada, o algoritmo realiza uma
busca por uma colisão da partícula com a lateral do triângulo. Esse processo é mais
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Figura 2.4: Método utilizado para identificar se um ponto P encontra-se dentro do triân-
gulo: (a) ponto fora do triângulo, formandos três triângulos A1 (vermelho), A2 (verde) e
A3 (azul) cuja soma das áreas é maior do que área do triângulo cinza. (b) ponto dentro
do triângulo, formando três triângulos A1, A2 e A3, cuja soma das áreas é igual à área
do triângulo cinza.
Algoritmo 2.1: Pseudo-código para determinar a colisão entre uma partícula e a
face de um triângulo.
Entrada: Posição (~ri) da partícula, distância (d) da partícula ao plano do
triângulo, normal (~nt) do triângulo e posições (P1, P2 e P3) dos vértices
do triângulo.
Saída: Penetração (δ) da partícula no triângulo
1 início
2 ~ponto = ~ri − d · ~nt
3 ~vet1 = ~P1 − ~ponto
4 ~vet2 = ~P2 − ~ponto












| ~vet3 × ~vet1|
9 ~vet4 = ~P2 − ~P1




| ~vet4 × ~vet5|
12 se (d < R) e (area1 + area2 + area3 = areatri) então
13 δ = R− d
14 retorna δ
15 senão
16 retorna 0, 0
38
custoso e precisa ser realizado para cada um dos três lados do triângulo. O pseudo-código
2.2 apresenta como é realizado esse procedimento:
Algoritmo 2.2: Pseudo-código para determinar a colisão entre uma partícula e o
lado de um triângulo.
Entrada: Posição (~ri) da partícula, distância (d) da partícula ao plano do
triângulo, normal (~nt) do triângulo e posições (P1, P2 e P3) dos vértices
do triângulo.
Saída: Penetração (δ) da partícula no triângulo
1 início
2 ~vet1 = ~P2 − ~P1
3 ~vet2 = ~P3 − ~P2
4 ~vet3 = ~P1 − ~P3
5 para cada lado k do triângulo faça




8 ~Q = Pk + t ∗ ~vetk
9 se (| ~Q| < R) e (0 < t < 1) então
10 δ = R− | ~Q|
11 retorna δ
12 senão
13 retorna 0, 0
2.4 Modelos de Força de Contato
Diferentes modelos de força de contato foram propostos ao longo dos anos visando obter
um melhor ajuste do comportamento das partículas com os resultados experimentais. A
escolha de um modelo de força adequado é fundamental para as simulações em DEM, pois
cada modelo é capaz de representar fenômenos diferentes da interação entre as partículas,
como, por exemplo, uma deformação plástica devido ao impacto ou uma força de campo
repulsiva existente entre as partículas.
Os modelos de contato podem ser classificados em função de sua dependência da
penetração (ξ) e da velocidade ( ~vij) entre as partículas. Assim, três grupos principais
podem ser definidos: modelos lineares viscoelásticos, modelos não-lineares viscoelásticos
e modelos histeréticos. Uma revisão completa dos diferentes modelos de contato pode ser
encontrada nos trabalhos de Kruggel-Emden et al. (2007) e Kruggel-Emden et al. (2008).
Neste trabalho, o modelo linear viscoelástico proposto por Cundall e Strack (1979)
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e o modelo não-linear proposto por Tsuji et al. (1992) foram estudados. Em ambos os
modelos, a força normal de contato é modelada como um sistema massa-mola-amortecedor
(Fig. 2.5), formada por uma componente de repulsão elástica ( ~FNel ) e uma componente
de dissipação viscosa ( ~FNdis). Os modelos lineares são os mais comuns e simples de serem
implementados, porém, produzem colisões que apresentam coeficiente de restituição e
tempo de impacto constantes e independentes da velocidade. Como esses resultados não
são observados em experimentos (Goldsmith, 1960), modelos não-lineares baseados na
teoria de contato de Hertz foram propostos.
Figura 2.5: Representação esquemática do modelo de contato normal e tangencial.
2.4.1 Modelo linear viscoelástico
O cálculo da força normal para o modelo linear é definido segundo a Equação 2.12.
~FNij =
~FNel +
~FNdis = (KNξ + CNvn)~n (2.12)
onde KN é a constante de rigidez elástica e CN é a constante de amortecimento.
Para a força tangencial, Cundall propôs um modelo de força linear viscoelástico limi-
tado pela força de atrito de Coulomb. A Equação 2.13 apresenta como a força tangencial
é calculada.
~F Tij = min{µ ~FNij ;KT ξt + CT ~vt} (2.13)
onde µ é o coeficiente de atrito estático, KT é a constante de rigidez elástica tangencial,
CN é a constante de amortecimento tangencial e ξt corresponde à deformação da mola
40





onde tc é o tempo de duração do contato.
Como o modelo linear é formado por molas e amortecedores, cujos coeficientes não
possuem uma relação direta com as propriedades físicas dos materiais, algumas meto-
dologias de cálculo foram desenvolvidas para se obter esses parâmetros. Uma primeira
abordagem é utilizar dados experimentais de colisões binárias entre as partículas (Kharaz
et al., 2001), onde é possível obter três propriedades macroscópicas das colisões: o coefi-
ciente de restituição normal (n), o coeficiente de restituição tangencial (t) e o tempo do
impacto (tn). Os dois coeficientes de restituição relacionam a perda de energia cinética




onde vi é a velocidade da partícula antes do impacto e vf é a velocidade da partícula logo
após o impacto.
A partir desses dados experimentais, o modelo linear viscoelástico pode ser calibrado


















onde meff é a massa reduzida das partículas que colidiram (mi e mj), sendo definida











Para os coeficientes da força tangencial, pode-se utilizar a constante κ (Di Renzo e
Di Maio, 2004), que relaciona a rigidez tangencial com a rigidez normal. Essa constante

















onde G representa o módulo de cisalhamento de cada partícula.
Os coeficientes de amortecimento também podem ser obtidos a partir dos valores das
constantes de rigidez, conforme as equações 2.20 e 2.21. Essas equações são derivadas da
solução da equação diferencial de um sistema massa-mola-amortecedor (Samiei, 2012).










Nos casos em que apenas os valores das propriedades mecânicas das partículas está
disponível, Potyondy e Cundall (2004) propôs o seguinte modelo para a constante de
rigidez normal:
KN = 4ReffEeff (2.22)
onde Reff é o raio reduzido e Eeff é o módulo de elasticidade efetivo. Essas propriedades




















onde E corresponde ao módulo de elasticidade de cada partícula.
As equações apresentadas são utilizadas na determinação dos coeficientes do modelo
para uma colisão entre duas partículas, porém, esses parâmetros também devem ser cal-
culados para uma colisão entre uma partícula i e uma fronteira j do domínio. Nessa
situação, a mesma relação para o módulo de elasticidade efetivo (Eq. 2.24) pode ser uti-
lizada, enquanto que o raio reduzido e a massa reduzida devem ser definidos como Ri e
mi, respectivamente.
2.4.2 Modelo não-linear viscoelástico
Omodelo não-linear de Tsuji também é baseado em um sistema massa-mola-amortecedor
tanto para a força normal quanto para a força tangencial, a qual também é limitada pela
força de atrito de Coulomb. Nesse modelo, as forças normais são baseadas na teoria de
contato de Hertz, que determina uma relação não-linear entre a força e a deformação.
A relação para as forças tangenciais foi derivada por Mindlin e Deresiewicz (1953), que
demonstraram uma dependência da força tangencial com a deformação normal. Para os
coeficientes de amortecimento do modelo, foi proposto uma relação com o coeficiente de
restituição, de forma semelhante ao utilizado no modelo linear viscoelástico.










~F Tij = min{µ ~FNij ;KT ξt + CT ~vtξt1/4} (2.26)
onde ξt corresponde à deformação da mola tangencial definida segundo a Equação 2.14.
As teorias nas quais o modelo de Tsuji é baseado permitem obter o valor dos parâmetros
do modelo a partir das propriedades físicas das partículas envolvidas. Assim, o coeficiente








Para o coeficiente de rigidez tangencial (Eq. 2.28), este trabalho utiliza a relação
fornecida por Maio e a.D.I. Renzo (2005), que apresenta uma correção da fórmula original
desenvolvida por Mindlin e Deresiewicz (1953). Essa correção escalona o valor da força
tangencial em 2
3






















No cálculo dos coeficientes de amortecimento, Tsuji sugeriu uma abordagem seme-
lhante à utilizada no modelo linear, onde esses coeficientes estão relacionados com as
constantes de rigidez, como apresentado nas Equações 2.30 e 2.31:










Assim como no modelo linear, os coeficientes que determinam as forças de colisão entre
uma partícula e uma fronteira do domínio também precisam ser definidos. Nesse caso,
utiliza-se o mesmo procedimento estabelecido para o modelo linear.
2.4.3 Resistência ao Rolamento
A formação de pilhas de partículas estáveis, com ângulo de repouso finito, é imporante
para diversas indústrias que manipulam materiais granulados, pois é um parâmetro utili-
zado no projeto de diversos equipamentos, como silos, funis dosadores e esteiras transpor-
tadoras. Além disso, em geomecânica, o ângulo de repouso permite avaliar a estabilidade
de solos e, consequentemente, determinar o risco de avalanches e colapsos. Para repre-
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sentar corretamente esse fenômeno em DEM, algumas abordagens foram desenvolvidas,
como, por exemplo, a empregada por Lee e Herrmann (1993), que ignorou a rotação das
partículas.
Neste trabalho, empregou-se o mesmo modelo estudado por Zhou Y. C. et al. (1999),
que utiliza o conceito de atrito de rolamento para produzir um torque de resistência
ao rolamento da partícula. Uma revisão detalhada dos diferentes modelos de rolamente
comumente utilizados em DEM pode ser encontrada no trabalho de Ai et al. (2011). A
resistência ao rolamento aplicada na partícula i é calculada segundo a Eq. 2.32:
MRi = −µr|FNi |
wi
|wi| (2.32)
onde µr corresponde ao coeficiente de atrito de rolamento e possui unidade de compri-
mento.
O atrito de rolamento é explicado pela excentricidade produzida na partícula devido
à força de contato normal, que se distribui pela superfície de contato e, assim, produz um
torque oposto ao sentido de rolamento da partícula (Fig. 2.6).
Figura 2.6: excentricidade da partícula que produz um momento de resistência ao rola-
mento.
2.5 Integração Numérica
As equações de movimento das partículas formam um problema de valor inicial cuja
solução pode ser encontrada aplicando-se um método de integração numérico. Durante o
processo de solução, esses métodos utilizam uma abordagem incremental, onde a solução
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para cada instante de tempo, chamada de passo, é obtida utilizando-se o resultado do
instante anterior. A distância entre duas soluções consecutivas é chamado de intervalo de
integração e, dependendo da abordagem utilizada pelo método, ele pode ser classificado
como um método de passo simples ou um método de passos múltiplos. Os métodos de
passo simples utilizam apenas a solução no instante atual (ti) para encontrar a próxima
solução (ti+1). Já os métodos de passos múltiplos utilizam os resultados de vários passos
anteriores para encontrar a solução no próximo instante (Gilat e Subramaniam, 2008).
Além da classificação pela quantidade de passos, os métodos de integração também se
diferenciam pelo procedimento adotado para encontrar a solução em cada instante. Os
métodos explícitos obtêm a solução para o próximo instante utilizando apenas o valor de
grandezas conhecidas (Eq. 2.33), enquanto que nos métodos implícitos a solução para o
próximo instante depende de valores de grandezas desconhecidas (Eq. 2.34). Nesse caso,
é necessário empregar um algoritmo iterativo para a solução de um sistema de equações
em cada passo de integração.
y(ti+1) = f(x(ti), y(ti)) (2.33)
y(ti+1) = f(x(ti), y(ti+1)) (2.34)
Os métodos de integração implícitos são mais precisos do que os métodos explícitos,
porém exigem um maior esforço computacional em cada passo de integração. Uma van-
tagem dos métodos implícitos é a sua estabilidade incondicional, ou seja, a capacidade do
método em manter limitado o erro da solução. Assim, pode-se escolher um intervalo de
integração maior do que o adotado pelos métodos explícitos, permitindo que o método
implícito alcance a solução final realizando um menor número de passos de integração.
Apesar de existirem alguns trabalhos que avaliam os métodos de integração implícitos
em DEM (Samiei, 2012), é mais comum empregar um método de integração explícito
(Rajamani et al. (2000), Vedachalam (2011), Psakhie et al. (2014)), pois o ganho obtido
com um intervalo de integração maior não compensa o maior custo computacional do
método.
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Ao utilizar um método de integração explícito, o intervalo de integração deve ser
corretamente escolhido para evitar que a solução numérica se desvie muito da solução
real, pois esses métodos são condicionalmente estáveis. Para o caso das equações de
movimento utilizadas no DEM, diferentes equações foram propostas para o cálculo do
intervalo de integração (∆t) (Sullivan e Bray, 2004), porém o seu valor é normalmente






onde m é a massa da partícula, KN é a constante de rigidez normal da partícula e α é
uma constante numérica cujo valor deve ser menor do que 1. Apenas como referência,
alguns autores sugerem um α = 0, 30 para simulações 2D e um α = 0, 17 para simulações
3D (Sullivan e Bray, 2004).
Neste trabalho foram avaliados 4 métodos de integração explícitos programados em
GPU. Esses métodos são adequados para serem paralelizados, pois as variáveis de estado
de cada partícula podem ser resolvidas independentemente, facilitando a sua implemen-
tação. A Fig. 2.7 apresenta a classificação de alguns métodos de integração que já foram
utilizados em DEM, com destaque para os métodos estudados neste trabalho.
Figura 2.7: Classificação de alguns métodos de integração utilizados em DEM, com des-
taque para os métodos estudados neste trabalho (em vermelho).
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2.5.1 Métodos de Passo Simples
O método de Euler Explícito, também chamado de Euler Progressivo, é construído
utilizando-se os dois primeiros termos da expansão de Taylor, resultando em um método
cujo erro de truncamento global é proporcional à O(∆t). Nesse método, as variáveis de
estado para cada partícula são calculadas segundo as seguintes equações:

rt+∆t = rt + vt∆t
vt+∆t = vt + at∆t
wt+∆t = wt + ϕt∆t
(2.36)
Caso seja incluído o terceiro termo da expansão de Taylor na expressão para a posição
das partículas será obtido o método de Taylor de 2a ordem, conforme apresentado abaixo.
Esse método, que será referenciado como Taylor2 durante o restante do trabalho, apresenta
um erro de truncamento global para as posições proporcional à O(∆t2), porém o erro para
as velocidades continua sendo proporcional à O(∆t).






vt+∆t = vt + at∆t
wt+∆t = wt + ϕt∆t
(2.37)
2.5.2 Métodos de Passos Múltiplos
O método de passos múltiplos utilizado neste trabalho foi o método clássico de Verlet
(Allen e Tildesley, 1991), que não faz uso da velocidade explicitamente para o cálculo das
posições, e apresenta um erro de truncamento igual a O(∆t4) para as posições. Para o
cálculo das velocidades, utilizou-se as equações de diferenças finitas atrasadas, proporci-
onando um erro de truncamento igual à O(∆t2). Por ser um método de passos múltiplos,
o método de Verlet necessita armazenar as variáveis de estado das partículas no instante
atual (∆t) e no instante anterior (t−∆t), resultando em um maior consumo de memória
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por partícula. As expressões para o cálculo da posição e das velocidades de cada partícula
estão apresentadas a seguir:









Conforme pode-se observar pela equação (2.38), o método de Verlet não é auto-
inicializável, pois, no primeiro passo de integração, ele necessita das posições das par-
tículas no instante (t−1) para obter os valores no instante (t1). Assim, para inicializar
o método, utilizou-se o algoritmo de Taylor2 (Eq. 2.37), com o valor do intervalo de
integração ∆t = −∆t para obter as posições das partículas no instante (t−1).
2.5.3 Métodos Preditores-Corretores
Os métodos preditores-corretores são uma classe especial de métodos, onde um método
explícito, chamado de preditor, é utilizado para obter uma aproximação inicial da solução
e, em seguida, um outro método implícito (chamado de corretor) é aplicado para corrigir
a aproximação inicial.
Um dos métodos mais utilizados em DEM que pertence a essa classe é o método da
Velocidade de Verlet ("Velocity-Verlet- Allen e Tildesley (1991)) o qual faz uso explícito
da velocidade nos cálculos dos passos de integração. Esse método é referenciado no texto
como VelVerlet e apresenta a seguinte formulação para os seus passos de integração:















Pelas equações (2.39), nota-se que é necessário conhecer o valor das acelerações no
instante seguinte (t + ∆t) para o cálculo das velocidades. Nesse caso, as velocidades são
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obtidas a partir de um processo de dois estágios com uma avaliação das forças de contato
entre cada estágio. Esse processo está descrito pelo algoritmo a seguir:
(a) Calcular o valor das posições das partículas no próximo instante.































(d) Calcular o valor das velocidades no final do passo:













3 Implementação e Validação para uma GPU
A implementação do DEM apresentada neste capítulo foi realizada para ser executado
totalmente na GPU, assim, evita-se ao máximo a troca de dados entre a CPU e a GPU.
Quando o programa DEM é executado em apenas uma GPU, a comunicação entre a CPU
e a GPU ocorre apenas em duas partes do código: primeiramente quando a simulação é
iniciada, onde a CPU aloca e inicializa todos os recursos que o DEM irá utilizar; posteri-
ormente quando for necessário realizar a gravação dos passos intermediários da simulação.
Nesse último caso, todos os dados das partículas são transferidas para a CPU, o qual é um
processo demorado, mas, como ele somente é realizado a cada 1000 execuções do método
(em alguns casos, pode ser feito a cada 10000 passos), esse tempo acaba sendo diluído ao
longo da simulação.
Depois que a preparação da simulação for feita pela CPU, as demais etapas do algo-
ritmo são executadas dentro da GPU (detecção de contatos, cálculo das forças de interação
e integração numérica), sendo a CPU responsável por realizar as chamadas dos kernels
e a sincronização entre cada etapa da simulação. A Fig. 3.1 apresenta o fluxograma de
execução do programa com a interação entre a CPU e a GPU.
Figura 3.1: Fluxograma do programa DEM, com a divisão de tarefas entre a CPU e a
GPU.
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3.1 Estrutura de dados
Todo o sistema de partículas rodando em GPU está agrupado em uma estrutura de
dados chamada particleSysmteGPU que possui uma cópia idêntica na CPU, identificada
como particleSystemCPU. Essas estruturas estão organizadas em ponteiros para vetores,
alocados dinamicamente que armazenam as variáveis de estado (posição, velocidade, ...)
para cada partícula do DEM. Essa organização garante um alinhamento sequencial de
cada uma das variáveis das partículas, permitindo, assim, um melhor aproveitamento da
largura de banda da memória quando os threads do kernel realizam um acesso. A Fig.
3.2 esquematiza a estrutura de dados implementada.
Figura 3.2: Esquema da estrutura de dados implementada para o sistema de partículas.
Os parâmetros da simulação que são comuns para todas as partículas, como as cons-
tantes do modelo de contato, o coeficiente de atrito, a massa e o raio das partículas, são
alocadas na memória constante da GPU, pois são variáveis que não se alteram durante
toda a simulação e são requisitadas por todas as partículas. Assim, alocar essas informa-
ções na memória constante garante um acesso mais eficiente, pois essa memória garante
um acesso tão rápido quanto uma leitura a um registrador da GPU, desde que todos os
threads de um warp acessem o mesmo endereço de memória.
A geometria do problema, composta pela malha de triângulos, fica armazenada em uma
estrutura de dados chamada boundariest, que utiliza a mesma organização da estrutura
das partículas. Essa estrutura armazena a quantidade de vértices da geometria, o número
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de triângulos, a posição dos vértices e as normais de cada triângulo.
3.2 Armazenamento e Cálculo da Força Tangencial
Conforme apresentado pela Eqs. 2.13 e 2.26, a força de contato tangencial apresenta
uma dependência do seu histórico de deformação durante o contato, necessitando, assim,
de informações provenientes de passos anteriores do método. Existem duas formas de
resolver o cálculo das forças tangenciais: a primeira é utilizar uma “mola virtual”, que
armazena a informação da deformação total para cada par de contato durante o tempo que
duas partículas permanecem em contato Luding (2006). A outra estratégia é utilizar uma
formulação incremental da força tangencial Zabulionis (2012). Em ambos os casos, ainda
é necessário armazenar informações adicionais de passos anteriores da força tangencial,
porém, o segundo método apenas adiciona ao valor do passo anterior, a variação que a
força tangencial sofreu no instante atual. Enquanto que a primeira abordagem, necessita
rotacionar a “mola virtual” para o novo plano de contato tangencial antes de acumular
a deformação sofrida no instante atual. Como o método da “mola virtual” pode gerar
instabilidades no método, este trabalho utiliza o método da força tangencial incremental.
Assim, o cálculo da força tangecial passa a ser descrito pela Eq. 3.1:
~(F Tij )t = (F
T
ij )t−1 +KT∆ξ
t + F Tdis (3.1)
onde t e t − 1 representam o instante atual e o anterior, respectivamente. F Tdis é a força
dissipativa tangencial, que é calculada da mesma forma que a apresentada no modelo ori-
ginal (linear ou não-linear). ∆ξt corresponde à deformação tangencial sofrida no instante
atual, a qual é calculada pela Eq. 3.2
∆ξt = ~vt∆t (3.2)
A força tangencial deve ser ajustada para zero sempre que um novo contato se inicia
e, para alterar entre o estado de atrito dinâmico e estático, ela continua sendo limitada
pelo atrito de Coulomb (µFN). Essa formulação permitiu a formação de pilhas estáveis
com o método.
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Para armazenar a informação das forças tangenciais são necessárias duas matrizes de
tamanho N × 32, onde N é o número de partículas presentes na simulação. A primeira
matriz, formada por inteiros e denominada IDtg, armazena os índices de todas as partículas
que estão em contato com a partícula i. A segunda matriz, formada por vetores (float4)
e denominada Fanterior, armazena o valor da força tangencial acumulada até o instante de
tempo t− 1 para cada par de contato indicado pela matriz IDtg. A Fig. 3.3 apresenta o
formato das duas matrizes, juntamente com um exemplo de como a informação do contato
tangencial é armazenada.
Figura 3.3: Representação das matrizes utilizadas no armazenamento da informação de
contato tangencial. No exemplo, a partícula de índice 3 encontra-se em contato com as
partículas de índice 0 e 5. O valor da força tangencial é igual a F1 para o contato com a
partícula 0 e igual a F2 para o contato com a partícula 5. A partícula 3 também está em
contato com o triângulo 7 do domínio, cujo valor de força tangencial é igual a F3.
Cada linha i das matrizes, representa a lista de partículas que estão em contato com
a partícula i. Assim, cada coluna j da matriz IDtg armazena o índice da partícula que
está em contato com a partícula i, enquanto que a mesma posição i, j da matriz Fanterior
armazena o valor da força tangencial existente nesse contato. A lista de contatos sempre
termina com o valor −1. Como as partículas também colidem com as fronteiras do
domínio (triângulos), essas duas matrizes também são utilizadas para armazenar as forças
tangenciais do contato partícula-triângulo da seguinte forma: as primeiras 16 colunas
armazenam os contatos entre as partículas, enquanto que as outras 16 colunas servem
para os contatos partícula-triângulo.
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Durante os testes, sempre verificou-se a quantidade de partículas que estão em contato
e esse valor nunca ultrapassou a quantidade de 12 partículas. Assim, essa dimensão de
matriz é adequada para os problemas em DEM, onde todas as partículas possuem o mesmo
diâmetro.
3.3 Algoritmo de Detecção de Contatos
A detecção de contatos entre as partículas é a etapa que mais demanda esforço com-
putacional no algoritmo do DEM podendo representar até 80% do tempo de execução do
método (Zheng et al. (2012) e Mio et al. (2005)). Para identificar os pares de contato é
necessário verificar se a distância entre duas partículas é menor do que a soma de seus
raios. Caso esse procedimento seja realizado para todos os possíveis pares, será necessário
checar N(N − 1)/2 pares, onde N é número de partículas. Essa metodologia, conhe-
cida como busca exaustiva ou busca por força bruta, é muito ineficiente principalmente
quando o número de partículas for elevado, pois a maioria dos pares não resulta em um
contato. Assim, outros métodos foram desenvolvidos para simplificar essa busca, os quais
podem ser classificados em dois grupos: métodos baseados no espaço do objeto e métodos
baseados na divisão espacial do domínio.
• As técnicas baseadas no espaço do objeto verificam as posições relativas entre as
partículas. Nessas técnicas, caso duas partículas estejam muito distantes entre si,
a busca não é realizada. O método mais conhecido desse grupo é o algoritmo da
varredura e poda (“Sweep and Prune”), que projeta os limites das partículas nos
eixos coordenados e procura por superposições dessas projeções (Cohen et al., 1995).
• As técnicas baseadas na divisão espacial visam particionar o domínio da simulação
em células nas quais as partículas podem estar contidas. Em seguida, a busca
pelos pares de contato somente é realizada para as partículas que se encontram
em células vizinhas. A principal consideração desses métodos está na escolha de
como o domínio deve ser particionado: células uniformes (Gan et al., 2016), octrees
(Tobergte e Curtis, 2005) ou BSP-trees (Luque et al., 2005), por exemplo.
Neste trabalho adotou-se o método da divisão espacial do domínio com células unifor-
mes, que é um algoritmo adequado para partículas que possuem o mesmo diâmetro, pode
ser paralelizado e foi adotado por alguns códigos DEM, como o BLAZE-DEM (Govender
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et al., 2015b) e o LIGGGTHS R© (Kloss et al., 2012). A implementação desse algoritmo
pode ser dividido nos seguintes passos:
Passo 1: Particionar o domínio em células.
Inicialmente, o domínio da simulação é dividido em células quadradas (para proble-
mas 2D) ou cúbicas (para problemas 3D) de lado igual ao diâmetro das partículas.
Essas células são utilizadas para identificar a localização das partículas no espaço e
a sua dimensão garante que uma colisão só pode ocorrer entre partículas localizadas,
no máximo, à uma célula de distância. Assim, para qualquer partícula, apenas é
necessário procurar colisões entre as partículas localizadas em 9 células, para o caso
2D, ou em 27 células, para o caso 3D (Fig. 3.4).
Figura 3.4: Particionamento do domínio de simulação, com destaque para as células que
definem a região de busca: (a) 9 células para o caso 2D e (b) 27 células para o caso 3D.
Passo 2: Determinar em qual célula cada partícula pertence.
Cada célula do domínio é identificada por um índice que é atribuído às partículas
que estão imersas nela. Para garantir um acesso mais rápido à memória, esse índice
foi construído utilizando uma curva de ordem-Z, que ordena os índices de modo que
células espacialmente próximas possuem índices com valores também próximos (Fig.
3.5). Assim, essa curva aproveita a localidade espacial da memória cache das GPUs
para aumentar a taxa de acerto.
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Figura 3.5: (a) Visualização da sequência de numeração das células na curva de ordem-
Z em 2D; (b) Visualização dos valores de hash utilizando a curva de ordem-Z para um
problema 3D.
A curva de ordem-Z é construída atribuindo-se um código de Morton (Morton, 1966)
para cada célula do domínio, que pode ser obtido através do entrelaçamento dos bits
da representação binária das coordenadas (x, y, z) da célula (Fig. 3.6). A geração
desse índice também pode ser acelerada utilizando-se a expansão de inteiros com
máscaras de bits (Stocco e Schrack, 1995). O Algoritmo 3.1 foi baseado no método
proposto por Raman e Wise (2008) que separa um inteiro em grupos de 3 bits.
Figura 3.6: Representação da construção do código de Morton.
Para que o algoritmo de detecção de contatos seja capaz de lidar com domínios
infinitos ou móveis, os índices das células foram mapeados para uma lista finita
através de uma função de hash, que possui a seguinte forma:
h = c%m (3.3)
onde h é o valor final do índice da célula, c é o código Morton da célula e m é o
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Algoritmo 3.1: Função para expansão de inteiros.
Entrada: Número inteiro t.
Saída: Número t com os bits expandidos.
1 Função ExpandirInteiro(t)
2 t← (t ∗ 0x00010001) & 0xFF0000FF
3 t← (t ∗ 0x00000101) & 0x0F00F00F
4 t← (t ∗ 0x00000011) & 0xC30C30C3
5 t← (t ∗ 0x00000005) & 0x49249249
6 retorna t
tamanho da tabela hash.
Como essa função possui m posições disponíveis, existe a possibilidade de mapear
células diferentes para o mesmo índice (colisões de hash), provocando um aumento
no tempo de busca dos pares de contato. Uma estratégia para reduzir o número
de colisões é adotar uma tabela hash grande o suficiente para mapear cada célula
para um único índice. Neste trabalho, utilizou-se uma tabela hash com m = 222 =
4.194.304 posições.
O Algoritmo 3.2 apresenta a função que retorna o índice da célula que uma partícula
se encontra.
Algoritmo 3.2: Função de mapeamento das partículas.
Entrada: Posição p = (x, y, z) da partícula.





5 i← (4 ∗ a+ 2 ∗ b+ c) %m
6 retorna i
Passo 3: Criação do histograma de partículas
Nessa etapa, um vetor do mesmo tamanho da tabela hash é utilizado para armazenar
a quantidade de partículas presentes em cada célula do hash. Posteriormente, esse
vetor será utilizado para determinar quantas partículas devem ser testadas para uma
colisão e também para localizar a posição dos dados das partículas na memória da
GPU. A cada passo do método DEM esse vetor deve ser reiniciado e é preenchido
enquanto as partículas são mapeadas nas células.
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O algoritmo 3.3 apresenta o kernel que preenche o vetor histograma. Esse kernel
engloba as funções apresentadas nos Algoritmos 3.1 e 3.2 e deve ser executado com
um thread por partícula.
Algoritmo 3.3: Kernel para construção do histograma e mapeamento das partícu-
las.
Entrada: Vetores x, y e z de posição das partículas
Saída: Vetor H do histograma; vetor T do hash das partículas
Dados: i = índice da partícula, d = tamanho das células
1 Kernel PreencheHistograma(x, y, z, H, T)
2 gridPosX ← floorbx(i)
d
c
3 gridPosY ← floorby(i)
d
c
4 gridPosZ ← floorbz(i)
d
c
5 hash← CalcularHash(gridPosX, gridPosY, gridPosZ)
6 T (i)← hash
7 H(hash)← H(hash) + 1
Passo 4: Reordenar as partículas em função das células.
Depois de mapear as partículas em suas respectivas células, eles são ordenadas em
ordem crescente do número do hash. Essa ordenação é realizada utilizando-se a
função SortPairs da biblioteca NVIDIA CUB que utiliza o algoritmo de ordenação
radix sort. As demais informações associadas às partículas (velocidade, índice, força,
...) também são ordenados para garantir um acesso mais rápido à memória.
Passo 5: Gerar a lista de pares de contato para cada partícula da simulação.
Na etapa final do algoritmo, a lista de pares de contato de cada partícula é produzida.
Primeiramente, uma operação de soma exclusiva (“exclusive sum”) é realizada no
vetor histograma, utilizando-se a função ExclusiveSum do CUB. Essa função é
definida segundo a Eq. 3.4.
x(i) =

0, para i = 0
i−1∑
j=0
a(j), para i > 0
(3.4)
onde x(i) é o vetor de saída depois que a operação de soma exclusiva for aplicada e
a(i) é o vetor de entrada (nesse caso, o vetor histograma).
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O vetor x produzido pela soma exclusiva permite identificar as partículas imersas
em qualquer célula do domínio. Esse processo é realizado da seguinte forma: para
uma célula com hash igual a h, todas as partículas contidas nessa célula estão
localizadas nas posições de memória de x(h) até x(h+ 1) (Fig. 3.7d). Assim, a lista
de contatos de uma partícula é construída percorrendo-se o conjunto de partículas
contidas em cada célula vizinha à célula da partícula. O algoritmo 3.4 apresenta o
kernel responsável pela criação dessa lista de contatos, o qual deve ser executado
com um thread por partícula.
Algoritmo 3.4: Kernel para construção da lista de contatos de uma partícula.
Entrada: Vetores x, y e z de posição das partículas, vetor S que contém a soma
exclusica do histograma
Saída: Lista de contatos para cada partícula
Dados: i = índice da partícula, Ncontatos = número de colisões, d = diâmetro das
partículas, ID = vetor que armazena os índices das partículas em contato
1 Kernel ListaContatos(x, y, z, V )
2 Ncontatos ← 0
3 pi ← {x(i), y(i), z(i)}
4 k ← valor do hash da partícula i
5 para cada célula vizinha de k faça
6 m← valor do hash da célula vizinha
7 inicio← S(m)
8 fim← S(m+ 1)
9 para j=inicio até j=fim faça
10 pj ← {x(j), y(j), z(j)}
11 dist← pi − pj
12 se |dist| < d então
13 ID(Ncontatos)← j
14 Ncontatos ← Ncontatos + 1
15 retorna ID e Ncontatos
A Fig. 3.7 detalha a execução de todos os passos executados pelo algoritmos de detec-
ção de contatos descrito anteriormente, utilizando um problema envolvendo seis partículas.
3.4 Avaliação da Precisão da GPU
Inicialmente, os algoritmos de integração apresentados no capítulo 2 foram imple-
mentados tanto em GPU quanto em CPU para serem avaliados quanto a sua precisão de
integração para diferentes passos de integração (∆t) e quanto ao seu ganho de desempenho
em relação à CPU.
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Figura 3.7: Detalhamento dos passos executados pelo algoritmo de detecção de contatos
para um problema de seis partículas. A partir da etapa (c), o Algoritmo 3.4 é executado
com um thread por partícula, que irá produzir a lista de pares de contato.
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Como as GPUs possuem um desempenho mais elevado para cálculos em precisão
simples (32-bits) do que em precisão dupla (64-bits), os integradores também foram im-
plementados para serem executados nas duas precisões. Assim, pode-se verificar a possibi-
lidade da execução de simulações em DEM utilizando-se apenas integradores em precisão
simples.
Todos os algoritmos em GPU foram implementados utilizando-se a linguagem de pro-
gramação CUDA versão 7.5 e executados em uma GPU Geforce GTX 580 da NVIDIA.
Os algoritmos em CPU foram executados em um Core i7 920 da Intel. As tabelas (3.1) e
(3.2) apresentam as características de ambos os sistemas utilizados.
Tabela 3.1: Características da GPU.
Geforce GTX 580
Versão do driver CUDA 7.5
Memória global disponível 1,5 GB
Quantidade de CUDA Cores 512
Frequência da GPU 1,60 GHz
Processamento (precisão simples) 1580 GFlops
Processamento (precisão dupla) 205 GFlops
Tabela 3.2: Características da CPU.
Core i7 920
Quantidade de núcleos 4
Frequência da CPU 2,66 GHz
Memória RAM no sistema 18 GB
Processamento (precisão simples) 100 GFlops
Processamento (precisão dupla) 50 GFlops
Para os testes de integração, realizou-se a simulação do impacto de esferas de óxido
de alumínio de 5,0mm de diâmetro. O modelo implementado foi o modelo linear de
Cundall sem considerar a força tangencial e a rotação das partículas. As esferas foram
soltas em queda livre de uma altura de 0,758m, impactando o solo com uma velocidade
igual a 3,85m/s. Todas as simulações tiveram uma duração de 1,5s e os resultados foram
comparados com a solução analítica obtida com a Eq. A.11. A Tabela 3.3 apresenta os
parâmetros utilizados na simulação.
De acordo com a Eq. (2.35), para os parâmetros dessa simulação, o tempo de in-
tegração deve ser menor do que 1, 24 × 10−6s para o caso 2D e 7 × 10−7s para o caso
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Tabela 3.3: Parâmetros utilizados na simulação da queda livre de uma partícula.
Parâmetro Valor
Massa da partícula 0, 00026kg
Raio da partícula 0, 0025m
Coeficiente de restituição (en) 0, 6153
Tempo de impacto (tf ) 1, 3146× 10−7s
Constante de rigidez normal (Kn) 1, 5202927× 107N/m
Coeficiente de amortecimento (Cn) 19, 2107507Ns/m
3D.
Para se avaliar os erros de integração, a seguinte expressão foi utilizada para se com-





onde εt é o erro de posição em cada instante de tempo t, xtn é a posição da partícula obtida
pelo integrador no instante t e xta é a posição da partícula obtida pela solução analítica.
Além dos erros de integração, verificou-se o ganho de desempenho obtido com o uso da
GPU. Para isso, realizou-se a medição do tempo que a simulação demora para executar
na CPU e na GPU utilizando-se diferentes números de partículas. Em seguida, o ganho





onde TCPU corresponde ao tempo de execução da simulação na CPU e TGPU corresponde
ao tempo de execução da simulação na GPU.
3.4.1 Integração em precisão simples
Em precisão simples, foram utilizados os seguintes passos de integração: ∆t = 10−5s,
∆t = 10−6s e ∆t = 10−7s. A Fig. 3.8 apresenta a comparação de todos os algoritmos de
integração com a solução analítica. Como já era esperado, para ∆t = 10−5s, a simulação
não é estável em nenhum dos algoritmos, porém para ∆t = 10−6s e ∆t = 10−7s pode-
se observar uma melhora significativa dos resultados. A única exceção ocorre com o
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integrador de Verlet, que, por realizar a atualização da posição a partir da soma de termos
com precisões diferentes (soma das posições com as acelerações), produz resultados a cada
passo de integração que estão fora da capacidade de representação em precisão simples (7
casas decimais).
Figura 3.8: Comparação entre os algoritmos de integração em precisão simples: (a) Euler;
(b) Taylor2 (c) Verlet; (d) VelVerlet.
Os gráficos de erro de posição (Fig. 3.9) demonstram que os maiores erros ocorrem
quando a partícula sofre o impacto com o solo. Isso é devido à rápida mudança entre as
funções que governam o movimento da partícula durante o impacto. Esses gráficos tam-
bém indicam que ao reduzir o passo de integração de ∆t = 10−6s para ∆t = 10−7s ocorre
uma piora nos resultados pois a variação das posições entre cada passo de integração está
fora da capacidade de representação numérica em precisão simples. Nessas simulações,
o melhor integrador foi o de VelVerlet com passo igual a ∆t = 10−6s, enquanto que os
integradores de Euler e Taylor2 apresentaram os piores resultados para todos os tamanhos
de passos de integração.
A Fig. 3.10 apresenta o ganho de desempenho de cada um dos métodos com o número
de partículas variando de 1 até 65536. Nessas simulações as partículas são posicionadas
uma ao lado da outra de forma a apenas realizarem um impacto com o solo. O objetivo
desta distribuição é garantir que os tempos de integração não são afetados pelo tempo de
detecção de contato com colisões entre partículas.
A Fig. 3.10 demonstra que a partir do ponto que a GPU começa a saturar os seus
multiprocessadores (65536 partículas) ganhos de aceleração variando de 20 a 40 vezes em
relação à CPU podem ser obtidos.
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Figura 3.9: Erros de posição dos algoritmos para diferentes intervalos de integração em
precisão simples: (a) Euler; (b) Taylor2 (c) Verlet; (d) VelVerlet.
Figura 3.10: Ganho de desempenho para os diferentes algoritmos de integração em preci-
são simples.
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3.4.2 Integração em precisão dupla e precisão mista
O mesmo procedimento foi adotado para as simulações em precisão dupla, porém, o
passo ∆t = 10−5s foi excluído das simulações pois foi determinado que esse tamanho de
passo é insuficiente para essas simulações. Nesse caso, os seguintes passos de integração
foram escolhidos: ∆t = 10−6s, ∆t = 5× 10−7s, ∆t = 2× 10−7s e ∆t = 10−7s.
Assim como nos integradores em precisão simples os maiores erros ocorrem no impacto
das partículas com o solo (Fig. 3.12). Além disso, os algoritmos de Euler e Taylor2 só
apresentam resultados comparáveis aos demais integradores para passos de integração
muito pequenos (a partir de ∆t = 2× 10−7s), tornando-os pouco eficientes para o uso em
DEM. Os demais algoritmos começam a apresentar bons resultados com passos a partir
de ∆t = 5× 10−7s.
Figura 3.11: Comparação entre os algoritmos de integração em precisão dupla: (a) Euler;
(b) Taylor2 (c) Verlet; (d) VelVerlet.
A Fig. 3.13 apresenta o ganho de desempenho de cada um dos métodos com o número
de partículas variando de 1 até 1048576. O mesmo comportamento obtido em precisão
simples pode ser visto em precisão dupla: a GPU também satura os seus multiproces-
sadores com 65536 partículas e, a partir desse ponto, ganhos de aceleração variando de
15 a 30 vezes podem ser obtidos. Assim, como nas simulações em precisão simples, os
algoritmos de integração continuam limitados pela largura de banda de memória e não
pela capacidade computacional da GPU.
Em geral, o método de VelVerlet possui o melhor custo benefício entre os métodos
pois o seu erro já começa bastante reduzido em relação ao demais métodos para o maior
passo de integração (∆t = 10−6s). O método Clássico de Verlet também é um integrador
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Figura 3.12: Erros de posição dos algoritmos para diferentes intervalos de integração em
precisão dupla: (a) Euler; (b) Taylor2 (c) Verlet; (d) VelVerlet.
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Figura 3.13: Ganho de desempenho para os diferentes algoritmos de integração em preci-
são dupla.
adequado para o DEM, porém, como ele utiliza informações do passo de tempo anterior,
acaba necessitando de mais memória da GPU. Assim, esse trabalho adota o método de
VelVerlet como integrador para todas os testes. Com relação à precisão numérica, o uso
de precisão simples somente é recomendado para partículas cujas contantes de rigidez
sejam baixas (até a ordem de 106), pois a partir desse ponto, seriam necessários passos
de integração muito pequenos, que não podem ser representados nesta precisão.
Outra estratégia proposta por Domínguez (2014) é a utilização de precisão mista,
onde somente as posições das partículas são armazenadas em precisão dupla e as demais
variáveis estão em precisão simples. Nesta implementação, Dominguez reporta que o erro
em precisão mista é o mesmo que o obtido em precisão dupla e os tempos de processamento
são iguais aos medidos em precisão simples. Isso ocorre, porque os erros de integração
surgem quando os pequenos deslocamentos das partículas, calculados no instante t, são
adicionados aos valores de posição no instante t − 1. Assim, esse trabalho utiliza uma
implementação de precisão mista, onde somente as posições estão em precisão dupla. Os
resultados obtidos com a precisão mista estão apresentados nas Figs. 3.14, 3.15 e 3.16.
3.5 Validação Experimental do DEM
Para se avaliar a resposta global do método DEM, é necessário utilizar sistemas forma-
dos por um grande número de partículas interagindo entre si. Como soluções analíticas não
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Figura 3.14: Comparação entre os algoritmos de integração em precisão mista: (a) Euler;
(b) Taylor2 (c) Verlet; (d) VelVerlet.
existem para esses problemas, os testes de validação experimental são fundamentais para
validar os algoritmos em DEM. Nesses testes, procura-se comparar resultados macroscó-
picos da simulação, como ângulos de repouso, com um ensaio experimental controlado,
onde as dimensões e as propriedades das partículas são conhecidas.
Neste trabalho, foram reproduzidos três experimentos realizados por Li et al. (2005)
que mediram o ângulo de repouso de partículas em diferentes condições. Essas simulações
também avaliaram a estabilidade da implementação para tratar fronteiras móveis e a
resposta obtida para diferentes modelos de contato.
3.5.1 Descarregamento lateral e central
Neste primeiro ensaio, utilizou-se o dispositivo apresentado na Fig. 3.17, que consiste
de duas caixas com dimensões diferentes. A caixa menor possui duas aberturas opcionais,
uma localizada no centro e outra na lateral, que permite a saída das partículas pela
sua base. Essa caixa, posicionada dentro da caixa maior, é deslocada verticalmente com
velocidade constante, enquanto que as partículas, que escapam por uma das aberturas,
são coletadas pela caixa maior e formam uma pilha. Ao término do experimento, o ângulo
formado pela pilha de partículas é medido e comparado com a simulação.
No experimento, foram utilizadas 3000 esferas de vidro, com diâmetro médio de
11,175mm, cujas propriedades estão apresentadas na Tabela 3.4. Depois que as esfe-
ras de vidro foram despejadas na caixa menor, esta foi deslocada a uma velocidade de
5mm/s durante 15,0s. Esse experimento foi realizado para duas condições de descarga:
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Figura 3.15: Erros de posição dos algoritmos para diferentes intervalos de integração em
precisão mista: (a) Euler; (b) Taylor2 (c) Verlet; (d) VelVerlet.
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Figura 3.16: Ganho de desempenho para os diferentes algoritmos de integração em preci-
são mista.
Figura 3.17: Dimensões do dispositivo utilizado por Li et al. (2005): (a) caixa maior; (b)
caixa menor.
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uma onde as partículas podiam escapar pela abertura lateral e outra onde elas escapavam
pela abertura central.
Tabela 3.4: Propriedades das esferas de vidro e das caixas.
Propriedade Valor
Densidade [kg/m3] 2456
Módulo de elasticidade das esferas [GPa] 55
Módulo de elasticidade das caixas [GPa] 200
Coeficiente de atrito (esfera-esfera) 0,1545
Coeficiente de atrito (esfera-caixa) 0,1333
Coeficiente de Poisson das esferas 0,25
Coeficiente de Poisson das caixas 0,30
Coeficiente de restituição 0,90
As simulações em DEM foram realizadas utilizando-se os dois modelos de forças de con-
tato (linear e não-linear), juntamente com o modelo de resistência ao rolamento, conforme
apresentado no Capítulo 2. Em ambos os casos, foi utilizada a formulação incremental
para a força tangencial, conforme apresentado no Capítulo 3. Os coeficientes do modelo
de contato foram calculados utilizando a metodologia apresentada no Capítulo 2 e os
valores obtidos estão apresentados nas Tabelas 3.5 e 3.6.
Tabela 3.5: Coeficientes do modelo linear.
Parâmetro (partícula-partícula) Valor
KN [N/m] 3, 2780× 108
KT [N/m] 2, 8097× 108
CN [N.s/m] 72, 7220
CT [N.s/m] 67, 3275
Parâmetro (partícula-domínio) Valor
KN [N/m] 1, 0350× 109
KT [N/m] 8, 8709× 108
CN [N.s/m] 182, 7400
CT [N.s/m] 169, 1844
µr [m] 0, 0001
Em todas as simulações, as partículas começam posicionadas como uma coluna de
partículas, as quais, sob a ação da gravidade, são acomodadas dentro da caixa menor.
Para realizar esse processo, são decorridos 2,0s de simulação (Fig. 3.18 e Fig. 3.19). Após
a acomodação inicial das partículas, a caixa é movida a uma velocidade constante de
5,0mm/s durante 30,0s. Decorrido esse tempo, espera-se mais 5,0s para que as partículas
atinjam o repouso e o ângulo de repouso possa ser medido.
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µr [m] 0, 0001
A Fig. 3.20 apresenta a evolução da simulação para ambos os modelos para a des-
carga lateral das partículas, enquanto que a Fig. 3.21 apresenta a disposição final das
partículas em comparação com o experimento. O mesmo procedimento foi utilizado para
o descarregamento central das partículas, cuja disposição final está apresentada na Fig.
3.22 em comparação com o experimento.
Figura 3.18: Disposição das partículas (realizou-se um corte na geometria das caixas para
visualizar o seu interior): (a) condição inicial; (b) fim da acomodação.
Conforme pode ser observado nas Fig. 3.21 e 3.22, o modelo de Tsuji atinge um estado
final de repouso melhor do que o modelo linear, onde a maioria das partículas possui uma
velocidade na ordem de 10−7m/s, enquanto que no modelo linear, as partículas possuem
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Figura 3.19: Velocidade linear das partículas ao témino do processo de acomodação.
Figura 3.20: Evolução da simulação para dois instantes de tempo (t=12,0s e t=25,0s).
(a) e (c) Modelo linear. (b) e (d) Modelo de Tsuji.
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Figura 3.21: Comparação entre a simulação e o experimento para o descarregamento
lateral: (a) Experimento; (b) Simulação (modelo linear); (c) Simulação (modelo de Tsuji).
Figura 3.22: Comparação entre a simulação e o experimento para o descarregamento
central: (a) Experimento; (b) Simulação (modelo linear); (c) Simulação (modelo de Tsuji).
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uma velocidade em torno de 10−4m/s. A Tabela 3.7 apresenta a comparação com o
experimento do ângulo de repouso obtido para ambas as simulações. Analisando-se esses,
conclui-se que o modelo de Tsuji apresenta melhores resultados em ambos os testes, onde
a diferença entre o resultado experimental e a simulação é menor do que 10% em ambos
os ensaios.
Tabela 3.7: Ângulo de respouso para os experimentos de descarga de partículas.
Experimento Simulação (Modelo Linear) Simulação (Modelo Tsuji)
Descarga lateral 26, 4◦ 22, 1◦ 24, 2◦
Descarga central 26, 3◦ 20, 3◦ 24, 3◦
3.5.2 Formação de Pilha
O terceiro experimento utilizado para validar a implementação do DEM, foi a formação
de pilhas de partículas. Nesse experimento, esferas contidas em um funil são despejadas
lentamente em um prato circular e, ao término do experimento, o ângulo da pilha foi
medido. As dimensões do dispositivo utilizado no experimento estão apresentadas na Fig.
3.23. Para esse experimento, foram utilizadas 7000 esferas de aço, com diâmetro médio
de 6,33mm, cujas propriedades estão na Tabela 3.8. As propriedades do funil e do prato
são as mesmas que as das caixas utilizadas nos experimentos de descarga lateral e central.
Figura 3.23: Dimensões do funil e do prato utilizados no experimento de formação de
pilha.
O mesmo procedimento utilizado nos primeiros testes de validação foram utilizados
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Tabela 3.8: Propriedades das esferas de aço.
Propriedade Valor
Densidade [kg/m3] 7800
Módulo de elasticidade das esferas [GPa] 200
Coeficiente de atrito (esfera-esfera) 0,2140
Coeficiente de Poisson das esferas 0,25
Coeficiente de restituição 0,90
para as simulações de formação de pilha. As Tabelas 3.9 e 3.10 apresentam os coeficientes
do modelo (linear e não-linear) para o aço.
Tabela 3.9: Coeficientes do modelo linear.
Parâmetro (partícula-partícula) Valor
KN [N/m] 6, 7520× 108
KT [N/m] 5, 7874× 108
CN [N.s/m] 39, 6431
CT [N.s/m] 36, 7024
Parâmetro (partícula-domínio) Valor
KN [N/m] 2, 7540× 107
KT [N/m] 2, 3606× 107
CN [N.s/m] 11, 3227
CT [N.s/m] 10, 4828
µr [m] 0, 0001
Tabela 3.10: Coeficientes do modelo de Tsuji.
Parâmetro (partícula-partícula) Valor
KN [N/m
3/2] 5, 6577× 109







3/2] 1, 6318× 108





µr [m] 0, 0001
Assim como nas simulações de descarregamento lateral e central, é necessaŕio reali-
zar um processo inicial de acomodação das partículas. Esse processo também leva 2,0s
de simulação e, logo após esse período, o funil se desloca verticalmente com velocidade
constante igual a 10mm/s até que todas as partículas tenham saído do funil. A Fig. 3.24
apresenta a condição inicial da simulação, logo após a acomodação das partículas.
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Figura 3.24: Disposição das partículas após o período de acomodação (realizou-se um
corte na geometria do funil para visualizar o seu interior).
Durante a formação da pilha, é possível verificar que as partículas fluem para fora do
funil através de fluxos internos em ambos os modelos utilizados. Isso ocorre devido às
forças de atrito que surgem entre as partículas e as paredes do funil, facilitando o fluxo
das partículas localizadas mais ao centro. A Fig. 3.25 corresponde a um corte central
no conjunto de partículas, onde pode-se visualizar as partículas que produzem esse fluxo
interno (maiores velocidades).
Figura 3.25: Fluxo interno das partículas.
A Fig. 3.26 apresenta a disposição final das partículas após 20,0s de simulação para
ambos os modelos de força, junto com a comparação com o resultado experimental. O
ângulo de repouso medido experimentalmente foi igual a 24, 2◦, enquanto que para a
simulação com o modelo linear obteve-se um ângulo igual a 21, 2◦ e, para o modelo de
Tsuji, o ângulo obtido foi de 23, 8◦. Assim, como nos experimentos de descarregamento
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de partículas, o modelo de Tsuji apresentou um resultado mais próximo do experimental,
com um erro menor do que 2%.
Figura 3.26: Comparação entre a simulação e o experimento para o exemplo de formação
de pilha: (a) Experimento; (b) Simulação - modelo linear; (c) Simulação - modelo de Tsuji
A partir desses experimentos, pode-se validar a implementação do método DEM
utilizando-se propriedades macroscópicas que surgem da interação entre muitas partí-
culas. Os resultados experimentais demonstram que o modelo não-linear proposto por
Tsuji é mais adequado para esses problemas de partículas.
3.6 Avaliação do Desempenho e Tempos de Processamento
Conforme apresentado nas Fig. 3.10 e 3.13, é necessário utilizar pelo menos 65000
partículas para saturar a GPU. Assim, os experimentos utilizados na validação do DEM
não servem para avaliar o desempenho da implementação. Um problema comumente
utilizado para esse fim é o caso do empacotamento de partículas, onde um conjunto de
partículas em queda livre é despejado em uma caixa retangular (Gan et al., 2016). Nesse
caso, a simulação é executada até o instante em que todas as partículas atingem um estado
estacionário estável (Fig. 3.27).
Primeiramente, esse experimento foi utilizado para identificar qual o percentual do
tempo que cada etapa do método (detecção de contatos, cálculo de forçs e integração
temporal) consome. Para isso, foram realizadas quatro simulações utilizando o modelo de
força de Tsuji com diferentes número de partículas: 200000, 300000, 500000 e 700000. Os
resultados dessas simulações estão apresentados na Fig. 3.28, onde pode-se observar que
a etapa mais custosa do algoritmo é a de detecção de contatos (cerca de 60% do tempo),
seguida pela etapa de cálculo das forças de contato (39% do tempo). É importante notar
que a parcela dos tempos não sofre variação para diferentes quantidades de partículas.
Neste trabalho, o problema de empacotamento foi simulado utilizando-se um número
de partículas que variou de 10000 até 750000, sendo este último valor a quantidade máxima
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Figura 3.27: Problema de empacotamento de partículas (750000 partículas): (a) Condição
inicial; (b) Condição final.
Figura 3.28: Percentuais das diferentes etapas do método em um passo de integração para
diferentes quantidades de partículas.
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de partículas que a memória da GPU consegue comportar. Além disso, essa simulação foi
executada para cada um dos modelos de contato implementados. As mesmas propriedades
das partículas de vidro, apresentadas nas Tabelas 3.5 e 3.6, foram utilizadas e a caixa que
comporta as partículas é um cubo com 3,0m de lado.
O tempo de execução para cada passo de integração do algoritmo em função do número
de partículas encontra-se na Fig. 3.29. Esse gráfico também apresenta uma comparação
com uma implementação em CPU (serial) e outra em GPU, ambas realizadas por Gan,
que simulou o mesmo experimento de empacotamento com o modelo de contato não-
linear. A GPU utilizada por Gan foi uma NVIDIA Tesla K20M, cujas características
estão apresentadas na Tabela 3.11, e a CPU utilizada foi um IntelrXeonrE5-2603.
Tabela 3.11: Especificações da GPU.
Modelo NVIDIA Tesla K20M
Frequência da GPU 2,60 GHz
Processamento (precisão dupla) 1,17 TFlops
Largura de banda de memória 208 GB/s
Figura 3.29: Comparação dos tempos de execução para diferentes números de partículas
A Fig. 3.29 demonstra que os tempos de execução variam linearmente com o número
de partículas, da mesma forma que os resultados obtidos por Gan. Além disso, os tempos
de execução são os mesmos tanto para o modelo linear, quanto para o modelo de Tsuji
desde que o número de partículas seja menor do que 50000. A partir desse ponto, cada
passo de integração do modelo de Tsuji é 35% mais lento que o modelo linear. Apesar desse
resultado, a implementação proposta nesse trabalho apresenta resultados semelhantes ao
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reportado na literatura e, também, demonstra a capacidade de aceleração da GPU em
relação a CPU, para o caso serial.
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4 Implementação em Multi-GPU
O uso das simulações com partículas em DEM está normalmente limitado por duas
características computacionais: tempo de simulação e tamanho do sistema. Ou seja, para
se obter informações significativas a partir dessas simulações, é necessário simular sistemas
em larga escala por um longo período de tempo. Para superar essas limitações, várias
técnicas de aceleração foram aplicadas, onde tradicionalmente, faz-se o uso de centenas
de nós computacionais, cada um contendo um ou mais CPUs.
A abordagem utilizada neste trabalho para acelerar o método foi o uso de clusters de
GPUs, onde cada nó computacional é composto por 2 ou mais GPUs (Fig. 4.1) e interliga-
dos por uma rede Ethernet de 1Gb/s. O cluster possui um nó mestre, que se encarrega de
carregar a simulação e distribuir o problema para os nós computacionais (nós escravos).
Depois que a simulação começa a executar, os nós escravos apenas se comunicam com
o nó mestre para enviar os resultados da simulação, que serão gravados em disco. Caso
contrário, a execução do DEM é feita apenas com os nós escravos comunicando-se entre
si.
Todas as transferências de dados entre os nós são realizadas via MPI, enquanto que
as GPUs de cada nó são gerenciadas utilizando-se uma estratégia multi-threading via
OpenMP (Fig. 4.2). Nesse caso, cada GPU é controlada por um thread da CPU e a
troca de dados entre elas ocorre por transferências ponto-a-ponto (“peer-to-peer”). As
transferências ponto-a-ponto entre GPUs foram disponibilizadas a partir da versão 4.0 do
CUDA, que adotou um endereçamento de memória virtual unificado. Assim, as GPUs
podem trocar dados diretamente entre si, sem utilizar a memória da CPU. Este trabalho,
utiliza a função cudaMemcpyPeerAsync para realizar a troca de dados entre duas GPUs de
forma assíncrona e, assim, paralelizar as transferências que ocorrem entre os nós e entre
as GPUs.
4.1 Divisão Espacial
A idéia principal da implementação proposta neste trabalho é realizar uma decompo-
sição espacial do domínio de simulação e atribuir cada sub-domínio para diferentes GPUs.
Esse trabalho utiliza uma decomposição unidimensional do domínio, porém, decomposi-
ções bidimensionais ou mesmo tridimensionais podem ser estudadas. A Fig. 4.3 ilustra
a decomposição espacial do domínio para o problema de queda livre de partículas com
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Figura 4.1: (a) Nós do cluster de GPUs. (b) Detalhe de cada nó.
Figura 4.2: Estrutura utilizada na comunicação entre os nós e as GPUs do cluster.
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barreiras.
Figura 4.3: Divisão espacial do domínio entre 3 GPUs para a simulação de queda livre de
partículas com barreiras (problema com 400000 partículas).
Com a divisão espacial, a cada passo de integração, diversas variáveis das partículas
devem ser transferidas entre as GPUs devido a dois motivos: migração de partículas de
um sub-domínio para outro e transferência do “halo” de partículas. O “halo” corresponde a
um grupo de partículas localizadas na borda do sub-domínio vizinho, que estão próximas
o suficiente para influenciar a dinâmica das partículas de outro sub-domínio (Fig. 4.4).
No caso mais geral, cada sub-domínio possui 5 regiões numeradas de 0 a 4. A região 0
corresponde às partículas locializadas no interior do sub-domínio n e que estão suficiente-
mente longe das bordas para não influenciar partículas de outros sub-domínios. As regiões
1 e 2 englobam todas as partículas localizadas a uma distância d = 2.R das extremidades
do sub-domínio. Essas partículas podem influenciar partículas de sub-domínios vizinhos
e, por isso, constituem o “halo” dos sub-domínios n − 1 e n + 1. Finalmente, as regiões
3 e 4 correspondem às partículas que migraram do sub-domínio n no final do passo de
integração.
Na etapa de preparação dos dados de transferência, cada partícula do sub-domínio é
identificada pela região em que se encontra, a qual é armazenada na variável tag. Depois
de mapear cada partícula por região, elas são ordenadas em função dos valores de tag para
85
Figura 4.4: Divisão espacial dos domínio, com a representação dos “halos” de partículas
que são transferidos entre cada sub-domínio vizinho. As linhas verticais vermelhas são os
limites espaciais de cada sub-domínio.
agrupar sequencialmente na memória as partículas que devem ser transferidas. Depois
de ordenadas, as partículas são copiadas para buffers de transferência e enviadas para as
GPUs vizinhas. Caso a GPU esteja no mesmo nó, a transferência é feita via comunicação
ponto-a-ponto e, caso esteja em outro nó, utiliza-se as funções de transferência assíncrona
do MPI (MPI_ISend e MPI_IRecv). A Fig. 4.5 detalha o processo de preparação dos
dados para transferência.
Figura 4.5: (a) Representação das regiões que compõe um sub-domíno. (b) Mapeamento
das partículas dispostas em (a) por região do sub-domínio. (c) Organização da memória
após a ordenação das partículas com base no valor da tag.
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Assim que a transferência termina, cada GPU possui toda a informação necessária
para aplicar o método DEM e o algoritmo desenvolvido no capítulo 3 pode ser executado.
4.2 Avaliação da Escalabilidade
Os testes de escalabilidade para o cluster de GPUs foi realizado utilizando-se o pro-
blema de queda livre de partículas com barreiras (Fig. 4.3). Esses experimentos foram
simulados com 400000 partículas utilizando o modelo de contato de Tsuji e as mesmas
propriedades das partículas de vidro (Tabela 3.6).
O primeiro teste de escalabilidade, foi realizado utilizando-se apenas um único nó e
variou-se a quantidade de GPUs por nó. Os resultados de tempo para essas condições estão
reportados na Fig. 4.6, onde pode-se observar que o método sofre um atraso significativo
no tempo de execução, principalmente devido ao tempo de preparação e transferência de
dados entre as GPUs. Esse comportamento, que também foi reportado por outros autores
(Govender et al., 2014), é devido ao uso de um modelo de força tangencial com histórico
de deformação. O custo necessário para gerenciar esse histórico, juntamente com os pares
de partículas que estão em contato, acaba elevando o tempo de troca de dados entre as
GPUs.
Figura 4.6: Tempos de execução para as diferentes etapas do código com número variado
de GPUs.
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Para solucionar esse problema, alguns autores utilizam um modelo de força tangen-
cial que não depende do histórico de deformação, porém ainda é capaz de representar a
dinâmica global das partículas. Para o caso onde as partículas estão em constante movi-
mento, o modelo de força tangecial definido segundo a Eq. 4.1 pode ser utilizado. Uma
desvantagem desse modelo é a sua incapacidade de formar pilhas estáticas de partículas.
~F Tij = min{µ ~FNij
~vt
|~vt| ;CT ~vt} (4.1)
Esse modelo de força tangencial foi implementado, e os seguintes teste de escalabilidade
foram realizados:
• Teste 1: um único nó com número variado de GPUs (1, 2 e 3).
• Teste 2: vários nós, com uma GPU por nó.
Esses testes visam verificar como o método de comunicação e troca de dados entre
as GPUs pode ser afetado pela configuração do cluster. Os resultados de tempo de
processamento estão apresentados nas Figs. 4.7 e 4.8 e os ganhos de desempenho em
relação a uma GPU estão reportados na Fig. 4.9.
Figura 4.7: Tempos de execução para as diferentes etapas do código com número variado
de GPUs (Teste 1).
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Figura 4.8: Tempos de execução para as diferentes etapas do código com número variado
de GPUs (Teste 2).
Figura 4.9: Ganho de desempneho para as diferentes etapas do código com número variado
de GPUs (Teste 2).
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Conforme observado nas Figs. 4.7 e 4.8, o modelo tangencial sem histórico de defor-
mação apresenta melhores escalabilidade, com tempo de preparação e transferência de
dados bastante reduzidos em ambos os testes (1 e 2). Em ambos os testes, quando foram
utilizadas 2 GPUs, houve um ganho de aceleração do método, sendo este mais elevado
para o caso em que as GPUs encontra-se no mesmo nó (Teste 1). Isso pode ser explicado
pela transferência de dados ponto-a-ponto, que é mais eficiente do que a transferência
via Ethernet. Por outro lado, quando três GPUs foram utilizadas, o ganho de desem-
penho ocorreu para o caso em que foi utilizado apenas uma única GPU por nó (Teste
2), enquanto que na outra condição (Teste 1), ocorreu uma piora no desempenho. Isso é
explicado pelo aquecimento sofrido pelas GPUs, que forçou o driver das placas a reduzir
a sua frequência de operação, para evitar danos às mesmas. O aquecimento ocorre devido
ao projeto físico dos nós do cluster, onde as placas encontram-se muito próximas uma
das outras e a dissipação de calor acaba sendo prejudicada. Assim, o Teste 2, que requer
apenas uma GPU por nó, permite que o desempenho do cluster seja mantido.
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5 Conclusões e Trabalhos Futuros
Neste trabalho, o Método dos Elementos Discretos foi implementado em um cluster de
GPUs para realizar simulações de grande escala. Inicialmente foi verificada a influência
dos algoritmos de integração, onde quatro algoritmos de integração explícitos foram ava-
liados quanto a sua precisão e ganho de desempenho em relação à implementação serial
em CPU. Dentre esses algoritmos, os métodos de Euler e de Taylor2 não apresentaram
um desempenho adequado para serem utilizados em DEM, pois necessitaram de passos
de integração muito reduzidos para produzir erros comparáveis aos demais algoritmos.
O algoritmo de VelVerlet apresentou o melhor custo benefício entre todos os métodos
avaliados e foi o escolhido para integrar o simulador.
O detector de contatos utilizado pelo simulador é baseado na divisão espacial do
domínio em células cúbicas de lado igual ao diâmetro das partículas. A implementação
do método DEM foi validada através de resultados experimentais presentes na literatura,
apresentando erros menores do que 10% para o modelo não-linear viscoelástico proposto
por Tsuji.
Os tempos de processamento obtidos com a implementação para uma GPU estão de
acordo com os reportados na literatura.
A implementação em cluster de GPUs foi realizada com sucesso, porém para se obter
um ganho de desempenho, foi necessário utlizar um modelo de contato tangencial sem
histórico de deformação.
As próximas etapas do trabalho serão focadas em simulações de larga escala em equi-
pamentos industriais que manipulam materiais granulados, como trituradores e moinhos,
e também na inclusão de mais fenômenos à formulação DEM para permitir que o método
seja capaz de lidar com partículas coesivas e que se fragmentam. Além disso, será estu-
dada a possibilidade de acoplar o método DEM ao método FEM, para realizar simulações
de partículas com interações entre estruturas e fluidos.
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APÊNDICE A – Soluções Analíticas dos Modelos de Contato
A.1 Modelo de Contato Linear Elástico
Solução analítica para o problema de contato (Modelo linear elástico):
- Definição do problema:

Mx¨+ Cx˙+Kx = f(t)




A solução para o problema de valor inicial acima é obtida aplicando-se a transformada
de Laplace à equação (A.1). Assim, a seguinte equação algébrica para a determinação de
X(s) = L {x(t)} é obtida:
s2X(s)− sx(0)− x˙(0) + C
M





Após ordenação dos termos e substituição das condições iniciais, tem-se:
X(s) =
Fext

























Conforme apresentado pela equação (A.2), a transformada de Laplace inversa de X(s)
pode ser encontrada expandindo-se a equação algébrica em frações parciais. Nesse caso,
torna-se necessário determinar os coeficientes do numerador, A1, A2 e A3, e as raízes, s1
e s2, do polinômio característico p(s):








−C ±√C2 − 4KM
2M
(A.3)
De acordo com a equação (A.3), as raízes do polinômio p(s) podem ser classificadas
em três casos particulares:
1. C2 − 4KM > 0: raízes reais distintas (solução superamortecida).
2. C2 − 4KM = 0: raízes reais iguais (solução criticamente amortecida).
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3. C2 − 4KM < 0: raízes complexas e conjugadas (solução subamortecida).
O caso específico na qual a solução de p(s) se encontra é dependente do valor dos coe-
ficientes C e K do polinômio, que estão relacionados às propriedades físicas das partículas












Após substituir os valores das raízes do polinômio característico na equação (A.2), a

































, o denominador da equação pode ser











































A partir da equação (A.5), o seguinte sistema de equações pode ser construído, permitindo-
se determinar o valores de A1, A2 e A3:
























coeficientes A2 e A3, que estão relacionados às raízes complexas, serão também números
complexos e conjugados. Assim, definindo-se A2 = A∗3, onde A2 = α+ βj e A3 = α− βj,
os valores de α e β devem ser determinados utilizando-se as demais equações do sistema.


























+ (α + βj)wdj +
(α− βj)C
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− 2βwd = v0








A partir da fórmula de Euler e dos valores de α e β, os coeficientes A2 e A3 podem ser














Substituindo-se o valor dos coeficientes A1, A2 e A3 na equação (A.2) e aplicando-se
a transformada inversa de Laplace, tem-se:
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ej(θ + wdt) + e−j(θ + wdt)
)
(A.10)
A fórmula de Euler permite expressar a função cosseno na forma complexa: cos(α) =
ejα + e−jα
2 . Aplicando-se essa relação na equação (A.10), é possível obter a solução final
















cos (wdt+ θ)− 2Awde
− C
2M
t
sen (wdt+ θ)
(A.11)
(A.12)
onde:
wd =
√
K
M
− C
2
4M2
A =
√
α2 + β2
θ = tg−1
(
β
α
)
α = −Fext
2K
β =
FextC
4MKwd
− v0
2wd
