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У сучасних економічних програмах підготовки бакалаврів з обліку і 
аудиту курс “Економіко-математичне моделювання” займає одно з ключових 
місць. Вивчення цього курсу дає ЗМОГУ засвоїти інструментарій для оцінки 
економічних процесів, встановлення причинно-наслідкого зв’язку між 
показниками, розробки прогнозу діяльності підприємства, побудувати моделі, 
кількісно визначити виробничо-господарські аспекти діяльності суб’єктів 
господарювання. Без використання методів економіко-математичного 
моделювання неможливо добитися успіху в таких сферах, як банківська справа, 
фінанси, бізнес. Особливо слід відзначити важливість економіко-
математичного моделювання для фінансових менеджерів, які приймають 
оперативні й стратегічні рішення і є, по суті, спеціалістами з обліку і аудиту. 
Встановлення достовірних причинно-наслідкових зв’язків дозволяє не тільки 
констатувати факт наявності економічних зв’язків і зміни показників У тому чи 
іншому напрямку, а й розробити управлінські дії щодо негативних явищ і 
побудувати моделі й прогнози стратегічного розвитку підприємства.  
Слід зазначити, що У практичній діяльності вітчизняних підприємств 
економіко-математичне моделювання не здобуло широкого використання. 
Тому, на нашу думку, відсутність  системного підходу до використання методів 
економіко-математичного моделювання, недооцінка їх важливості призвели до 
того, що більшість вітчизняних підприємств не можуть не тільки стабілізувати 
свою діяльність, але й продовжують “згасати”.  
Предметом вивчення дисципліні є методологія та інструментарій 
побудови і розв’язування детермінованих оптимізаційних задач. 
Метою курсу є формування системи знань з методології та 
інструментарію побудови і використання різних типів економіко-математичних 
моделей. 
 У структуру курсу включено 12 тем. Основний зміст їх полягає у 
визначенні концептуальних аспектів математичного моделювання економіки, 
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оптимізаційних економіко-математичних моделей, у формуванні й вирішенні 
задач лінійного програмування, у визначенні аспектів цілочислового 
програмування і формуванні нелінійних оптимізаційних моделей економічних 
систем, в оцінці й управлінні ризиком в економіці, в економетричному 
моделюванні.  
Перелік практичних занять і тем для студентів заочної форми навчання 
спеціальності 6.030509 «Облік і аудит» подано в табл. 1.1. 
 
Таблиця 1.1 – Практичні заняття для студентів заочної форми навчання 
спеціальності 6.030509 «Облік і аудит» 
 
Зміст 





1.Концептуальні аспекти математичного моделювання 
економіки 0,25 
2. Оптимізаційні економіко-математичні моделі 0,25 
3. Задача лінійного програмування та методи її 
розв’язування 1,5 
4. Теорія достовірності та аналіз лінійних моделей 
оптимізаційних задач 0,2 
5. Цілочислове програмування 0,25 
6. Нелінійні оптимізаційні моделі економічних систем 0,25 
7. Аналіз та управління ризиком в економіці 0,15 
8. Система показників кількісного оцінювання ступеня 
ризику 0,15 
9. Принципи побудови економетричних моделей. Парна 
лінійна регресія 1 
10. Лінійні моделі множинної регресії 1,5 
11. Узагальнені економетричні моделі 0,25 




ЗМІСТ ПРАКТИЧНИХ ЗАНЯТЬ 
 
Заняття1. Концептуальні аспекти математичного моделювання 
економіки. Оптимізаційні економіко-математичні моделі. Задача 
лінійного програмування і методи її розв’язування (2 год.) 
Питання для розгляду: 
1. Що таке економіко-математичне моделювання? 
2. Назвіть етапи розвитку економіко-математичного моделювання? 
3. Визначте поняття «Модель», які види моделей Ви можете назвати. 
4. Назвіть основні етапи моделювання? 
5. Які види явищ Ви знаєте? 
6. Визначте випадкову величину і її числову характеристику? 
7. Назвіть і охарактеризуйте закони розподілу випадкової величини? 
8. Як перевіряють статистичні гіпотези? 
9. Назвіть етапи попередньої обробки інформації? 
10. Охарактеризуйте оптимізаційні моделі і назвіть їх види. 
11. У чому полягають задачі умовної і безумовної оптимізації.  
12. Які методи використовують для вирішення задач умовної і безумовної 
оптимізації і в чому вони полягають. 
13. У чому полягають економіко-математичні моделі оптимізації випуску 
продукції, розподілу фінансових ресурсів з оптимізації зростання 
потужностей підприємства, розподілу капітальних вкладень за 
проектами. 
14. У чому сутність задач лінійного програмування? 
15. Які особливості задач лінійного програмування Ви можете виділити? 
16. Розкрийте сутність симплексного методу? 
17. Розкрийте алгоритм використання симплексного методу при 
вирішенні задач лінійного програмування. 
18. Які ще методи використовують при вирішенні задач лінійного 
програмування. 
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1. Задача про найкраще використання ресурсів. Нехай деяка 
виробнича одиниця (цех, завод, об’єднання і т. п.), виходячи з кон'юнктури 
ринку, технічних або технологічних можливостей і наявності ресурсів, може 
випускати n різних видів продукції (товарів), відомих під номерами, що 
позначаються індексом j )n.1j( = . Її  позначатимемо j∏ .  
Підприємству при виробництві цих видів продукції необхідно обмежития 
наявними видами ресурсів, технологій, інших виробничих чинників (сировини, 
напівфабрикатів, робочої сили, устаткування, електроенергії і т. п.). Всі ці види 
обмежуючих називають інгредієнтами iR . Нехай їх число дорівнює m; 
припишемо їм індекс i  )m.1i( = . Вони обмежені, їх кількість дорівнює 
m21 b,...,b,b  відповідно  умовних одиниць. Таким чином,  )b;...;b;...;b(b mi1= - 
вектор ресурсів.  
Відома економічна вигода (міра корисності) виробництва продукції 
кожного вигляду, розрахована, скажімо, за відпускною ціною товару, його 
прибутковістю, витратами виробництва, ступенем задоволення потреб і т.п. 
Визначимо цю міру, наприклад, ціну реалізації jc )n.1j( = , тобто 
)c;...;c;...;c;c(c nj21=  - вектор ціни. Відомі також технологічні коефіцієнти ija , які 
вказують, скільки одиниць i-го ресурсу необхідно для виробництва одиниці 
продукції j-го виду.  
Матрицю коефіцієнтів ija   називають технологічною і позначають буквою 
А. Маємо ]a[A ij= . Позначимо через )x;...;x;...;x(x nj1=  план виробництва, що 
показує, які види товарів nj1 ,...,,..., ∏∏∏  потрібно виробляти і в яких кількостях, 
щоб забезпечити підприємству максимум обсягу реалізації при наявних ре-
сурсах.  
Оскільки jc  - ціна реалізації одиниці j'-ї продукції, ціна jx  реалізованих  
одиниць дорівнюватиме jjcx , а загальний обсяг реалізації nn11 xс...xcZ ++= . 
Це співвідношення - цільова функція, яку потрібно максимізувати.  
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Оскільки jijxa  - витрати i-го ресурсу на виробництво  jx  одиниць j-ї 
продукції, то, підсумувавши витрату i-го ресурсу на випуск усіх n видів 
продукції, отримаємо загальну витрату цього ресурсу, який не повинен 
перевищувати ib  )m.1i( =   одиниць: 
                                            ininjij11i bxa...xa...xa ≤+++ .                                         (1.1) 
Щоб план )x;...;x;...;x;x(x nj21=  був реалізований, разом з обмеженнями на 
ресурси потрібно накласти умову позитивності на обсягу  jx  випуску продукції:  
                                                              0x j ≥  )n.1j( = .                                            (1.2) 
Таким чином, модель задачі про найкраще використання ресурсів має 
вигляд: 




1j jjxcZmax                                             (1.3) 
при обмеженнях: 
                                                             ∑
=
≤n
1j ijij bxa )m.1i( =                                    (1.4) 
                                                            0x j ≥ )n.1j( =                                                 (1.5) 
Оскільки змінні jx  входять у функцію )x(z  і систему обмежень тільки в 
першому ступені, а показники jiij c,b,a  є постійними в плановий період, то 
співвідношення (1.3)-(1.5) - задача лінійного програмування. 
 
2. Задача на визначення оптимального плану виробництва або 
реалізації продукції при забезпеченні максимального результату. Фірма - 
булочно-кондитерський комбінат (БКК) випускає види продукції, перераховані 
в табл. 1.2  
Таблиця 1.2 – Види продукції 
Номер продукції  j 1 2 3 4 5 
Найменування 
продукції 
булки тістечка ватрушки коржики слойки 
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Для випуску цих видів продукції необхідні ресурси, які подані в табл. 1.3, 
де також вказана кількість кожного виду ресурсу, що є на складі БКК.  
 
Таблиця 1.3 – Види і кількість ресурсу для випуску продукції 
Номер ресурсу   i 1 2 3 4 5 
Найменування ресурсу мука цукор масло сир яйця 
Кількість ресурсу 200 кг 50кг 50 кг 50 кг 500 шт. 
 
  У табл. 1.4 наведена рецептура, тобто необхідна кількість кожного виду 
ресурсу для вироблення кожного виду продукції.  
 
Таблиця 1.4 – Кількість кожного виду ресурсу для вироблення кожного  
виду продукції 
Продукція  j 











1 Борошно, кг 0,1 0,04 0,08 0,06 0,05 
2 Цукор, кг 0,01 0,05 0,02 0,04 0,03 
3 Масло, кг 0 0,05 0,01 0,02 0,02 
4 Сир, кг 0 0 0,05 0,02 0,03 
5 Яйця, шт. 0,1 0,2 0,2 0,2 0,3 
 
У табл. 1.5 наведена відпускна ціна на одиницю кожного виду продукції.  
 
Таблиця 1.5 – Відпускна ціна на одиницю кожного виду продукції 
 










Відпускна ціна на  
од. продукції Сj , 
грн. 
0,84 3,2 1,6 1,5 2,1 
 
Фірмі треба визначити такий оптимальний план випуску кожного виду 
продукції: чого і в якій кількості приготувати, щоб при наявних в БКК ресурсах 
отримати максимальний дохід від реалізації, тобто максимізувати наступну 
цільову функцію: 
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                                         (1.6) 
де Cj - ціна одиниці  j - го виду продукції 
         xj - кількість виробленого  j - го виду продукції. 
Обмеження на ресурси задаються системою 
                                                                            




∑ , ; ,1 5
1
5
                 
                                  (1.7) 
де  aij - кількість  i - го ресурсу для виробництва одиниці  j - виду 
продукції (табл. 1.4);  
         bi - кількість  i - го виду ресурсу (табл. 1.3). 
 
3. Транспортна задача. Є m складів і n пунктів споживання. На складах є 
товар у кількості a1, a2,…, ai,…,am одиниць. Пункти споживання подали заявки 
на b1, b2,…, bj,…, bn одиниць товару.  
Заявки можуть бути виконані, якщо сума всіх заявок не перевершує суми 
всіх наявних запасів: 











                                             (1.8) 
Склади зв'язані з пунктами споживання мережею доріг. Вартість 
перевезення однієї одиниці товару з  i-го складу в  j-й пункт дорівнює 
c i m j nij ( , ; , )= =1 1
.  
Необхідно скласти такий план перевезень, щоб всі заявки були виконані, 
а загальні витрати були мінімальними.  
Рішення (план перевезень) складається з mхn чисел:  
x11, x12, … , x1n; 
x21, x22, … , x2n; 
…………………                                           (1.9) 
 xm1, xm2, … , xmn; 
де  хij - кількість одиниць товару, що перевозиться з i - го складу в j - й 
пункт споживання.  
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Потрібно вибрати такі значення змінних хij, щоб були виконані наступні 
умови:   
 x11 + x12 + … + x1n  ≤ а1; 
                                                      x21 + x22 + … + x2n ≤ а2; 
                                                    . . . . . . . . . . . . . . . . . . .                                       (1.10) 
 xm1+ xm2 + … + xmn ≤ аm, 
 
тобто при плануванні перевезень місткість складів не повинна перевищувати: 
x11 + x12  + … + xm1  = b1; 
 x21 + x22 + … + xm2 = b2;  
          . . . . . . . . . . . . . . . . . . .                                       (1.11) 
x1n + x2n + … + xmn = bn, 
 
тобто заявки споживачів мають бути виконані.  
Загальна вартість перевезень L дорівнюватиме: 
L = c11x11 + c12x12 + … + c1nx1n + c21x21 + c22x22 + … +c2nx2n + … + cm1xm1 + cm2xm2 + …   
                                             + cmnxmn .                                                     (1.12) 
Необхідно так вибрати план перевезень хij , щоб вартість усіх 
перевезень обернути в мінімум. Таким чином знову виникає типова задача 
лінійного програмування: вибрати ненегативні значення змінних хij так, щоб 
при виконанні умови (1.10), (1.11) лінійна функція цих змінних (1.12) досягала 
мінімуму.  
  Література: 4, 5, 12, 13, 14, 16, 22, 23, 24, 26, 27, 29, 37, 38, 39, 40, 
47, 49, 50, 53, 56, 61, 63, 64, 65, 67, 70, 72, 74, 78, 79, 80 
 
Заняття2. Теорія достовірності та аналіз лінійних моделей 
оптимізаційних задач. Цілочислове програмування. Нелінійні 
оптимізаційні моделі економічних систем. Аналіз та управління ризиком 
в економіці. Система показників кількісного оцінювання ступеня ризику  
(1 год.) 
Питання для розгляду: 
1. Охарактеризуйте поняття «достовірність». 
2. Назвіть напрями оцінки достовірності. 
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3. За якими напрямами відбувається аналіз лінійних моделей 
оптимізаційних задач. 
4. Охарактеризуйте область допустимих рішень і критерій 
оптимальності. 
5. У чому полягає інтепретація економічних результатів, отриманих на 
основі лінійних оптимізаційних моделей.  
6. Охарактеризуйте сутність цілочислового програмування. 
7. Розкрийте напрями формулювання і вирішення задач цілочислового 
програмування. 
8.  Які методи використовуються при вирішенні задач цілечислового 
лінійного програмування. Охарактеризуйте їх. 
9. Наведіть алгоритм вирішення задач цілочислового програмування. 
10. У чому полягає метод Гомори, і наведіть алгоритм вирішення задач 
цілочислового програмування цим методом. 
11. В чому полягає метод віток і меж і представте алгоритм вирішення 
задач цілочислового програмування цим методом. 
12. Назвіть і охарактеризуйте основні поняття, які пов’язані з нелінійними 
зв’язками в економічних системах. 
13. Визначте поняття нелінійного програмування і сутність вирішення 
задач нелінійного програмування. 
14. Охарактеризуйте графічний метод вирішення задач нелінійного 
програмування при формуванні нелінійних оптимізаційних моделей. 
15. Охарактеризуйте метод Лагранжа вирішення задач нелінійного 
програмування при формуванні нелінійних оптимізаційних моделей. 
16. Назвіть типи невизначеності в задачах ухвалення управлінських 
рішень. 
17. Визначте категорію «ризик» в аспекті розвитку сучасних економічних 
відносин. 
18. Охарактеризуйте аспекти управління ризиком. 
19. Назвіть і охарактеризуйте етапи управління ризиком. 
 13 
20. Назвіть основні напрями аналізу при здійсненні управління ризиком. 
21. У чому полягає кількісна оцінка ризику. 
22. Які показники використовують для кількісної оцінки ризику. 
23. Охарактеризуйте систему кількісних оцінок ризику в абсолютному 
вираженні. 
24. Охарактеризуйте систему показників визначення ризику у відносному 
вираженні. 
25. Визначте напрями оцінки допустимого і критичного ризику. 
26. Охарактеризуйте напрями оцінки ризику ліквідності. 
 
1. Задача на цілочислове програмування. Знайти оптимальний 
цілочисловий план задачі Z (X)= х1 - Зх2 + 5х3 + 2х4 –max за умови: 
x1+x2+x3     =15 
2x1+   3x3+x4=8 
хj > 0,     хj - цілі числа,  j = 1, 2, 3, 4. 
Вирішення. Покрокове вирішення задачі наведено в табл. 2.1. 
Таблиця 2.1 – Покрокове вирішення задачі 
Оптимальний    план    задачі    без    умови    цілочисельності. 
X = (0, 37/3, 8/3, 0)- для подальшого вирішення задачі до таблиці оптимального 




Номер індексу г вибраний за умови більшої дробової частини компоненти 
аi0. Маємо г = 2; j = 0: [8/3] = 2,     2 - 8/3 = -2/3;  j=1: [2/31 = 0,   0- 2/3 = -2/3;        
j = 2:    [0] = 0, 0 - 0 = 0; j = 3:    [0]= 0, 0 - 0 = 0; j = 4:    [1/3] = 0, 0 - 1/3 = -1/3.  
Зробивши один крок (в загальному випадку для отримання 
цілочисельного рішення однієї ітерації, звичайно, недостатньо) методу 
послідовного уточнення оцінок,  отримали оптимальний план цілочисельної 
задачі Х*= (О, 13, 2, 2) 
Трудомісткість вирішення цілочисельної задачі обумовлена введенням 
нових додаткових обмежень і нових змінних. У зв'язку з цим треба 
дотримуватися наступного правила, що дозволяє за відповідних умов 
скорочувати поточні таблиці. Додаткова змінна хп+1 вводиться у процесі 
вирішення з додатковим обмеженням як базова змінна чергового псевдоплану і 
відразу, на цій же ітерації, переводиться в число небазових компонент. Якщо на 
подальших ітераціях, згідно з правилом перетворення таблиці, змінна хп+1 знову 
виявиться базовою, її значення стане неістотним для основних змінних задачі, 
так що рядок і стовпець поточної таблиці, який відповідає хп+1, викреслюють. 
Правило скорочення таблиць обмежує їх розміри: не більше n рядків і не 
більше (2n-m) стовпців. 
Цей алгоритм цілочисельного програмування зводиться до методу 
послідовного уточнення оцінок з додатковими правилами розширення і 
скорочення поточної таблиці вирішення задачі. 
 
2. Задача нелінійного програмування. Знайти екстремуми функції 
L(x1,x2)=x1+2x2 при обмеженнях  
252221 ≤+ xx , 0, 21 ≥xx . 
Вирішення 
Область допустимого вирішення – це частина кола з 
радіусом 5, яка розташована в I чверті. Знайдемо лінії 
рівня функції L: x1+2x2=C. Виразимо x2= 22
1xС
− . Лініями 
А 








Мінімум функції досягається в точці (0;0), Lmin=0, оскільки градієнт g (1,2) 
спрямовано вверх управо. Максимум досягається в точці дотику кривої 
х2=
2




, знайдемо координати точки дотику, використовуючи геометричне 
значення похідної: 
)( 0'2 xx =- 2













1 ; ⇒x0= 5 ; x2=2 5 .  
Тоді L= 5 +2·2 5 =5 5 .  
Відповідь: Мінімум досягається в точці О(0;0), глобальний максимум, 
дорівнює 5 5 , в точці А( 5 ;2 5 ) . 
 
 Література: 1, 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 18, 21, 23, 26, 29, 30, 31, 32, 
41, 42, 43, 48, 49, 51, 52, 55, 56, 57, 58, 60, 61, 62, 63, 66, 68, 69, 71, 75, 76, 80, 81, 
82, 83, 84, 85, 86, 87, 88, 89, 91. 
 
Заняття 2. Принципи побудови економетричних моделей. Парна лінійна 
регресія.  (1 год.) 
Питання для розгляду: 
1. Назвіть основні принципи при побудові економетричних моделей? 
2. Охарактеризуйте основні критерії оцінки адекватності 
економетричних моделей? 
3. Що таке мультиколінеарність? Назвіть причини її виникнення. 
4. У чому полягає парний регресійний аналіз? 
 
Приклад задачі на використання методів економетричного моделювання, 
що складається із 21 кроків і займає 3 години практичних занять (заняття 2 – 1 
год. і заняття 3 – 2 год.). Всі наведені кроки виконані на базі методичних 
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розробок проф. Долі В.Т., які наведені в методичному посібникові з вивчення 
дисципліни «Економетрія» (для студентів за напрямами підготовки 0501 
“Економіка”, 0592 “Менеджмент”). 
Крок 1. Постановка задачі включає: а) вибір змінних і їх операційних 
характеристик (у прикладі – Р, Ф, К) для складання рівняння регресії щодо 
варіанта завдання; б) теоретичне обґрунтування наявності й математичної 
форми кореляційної залежності прибутковості (або рівняння витрат) від обох 
факторів. 
  Крок 2. Матриця статистики складається щодо варіанта завдання за 
даними 15 підприємств (див. «Методичні вказівки до виконання контрольної 
роботи» - табл. 1.1). Наприклад, для варіанта на практичні заняття вона має 
вигляд (табл. 3.1): 
Таблиця 3.1 – Матриця статистики 
 
№ підприємства Р, коп./грн. Ф, тис. грн./чол. К, % 
1    
2    
…    
15    
 
  Матриця статистики характеризується: 
• мірністю, тобто кількістю змінних (m+1); 
• обсягом вибірки, тобто кількістю об'єктів спостереження (n); 
• обсягом матриці (m+1)n. 
 
 Крок 3. Показники варіації змінних розраховують за формулами 
(наприклад, для змінної Р): 
 







Р                                            (3.1) 
 
• абсолютний розмах варіації 
minmaxp PPR −=                                (3.2) 
 
• відносний розмах варіації 
minmaxp P/Pi =                                 (3.3) 
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• дисперсія (середній квадрат відхилення) 
2
2
p PPD −=                                    (3.4) 
• середнє квадратичне відхилення 
pp D=σ                                          (3.5) 
• коефіцієнт варіації 
P/pp σ=ν .                                      (3.6) 
Розрахунок показників варіації змінних рекомендується внести до табл. 3.2. 
 
Таблиця 3.2 – Розрахунок показників варіації змінних (для варіанта Р=f(Ф, К)) 
 
 Р Ф К Р2 Ф2 К2 
1       
2       
…       
15       
Сума ΣР ΣФ ΣК ΣР2 ΣФ2 ΣК2 
Середнє Р  Ф  К  2Р  2Ф  2К  
Абсолютний розмах варіації RP RФ RК    
Відносний розмах варіації іР іФ іК    




К     
Дисперсія DР DФ DК    
Середнє квадратичне відхилення σР σФ σК    
Коефіцієнт варіації νР νФ νК    
  
 Крок 4. Поля кореляції (графічні зображення залежності) будуються за 
матрицею статистики (табл. 3.1) на міліметровому папері формату А4. Масштаб 
зображення за осями координат вибирають таким, щоб поле кореляції 
виглядало "стоячим", якщо 
iXp ii >  (рис. 3.1,а), "лежачим", якщо iXp ii <  (рис. 
3.1,б) або квадратним, якщо 















Рис. 3.1 – Типи полів кореляції 
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  Розмітка координаційної сітки диктується мінімальними і максимальними 
значеннями змінних, тому площина полів повинна використовуватися 
повністю. На "міліметрівці" повинно залишатися вільне місце з усіх боків, бо до 
полів кореляції треба звертатися багаторазово для виконання на них 
розрахункових операцій і графічних побудов (кроки 5, 8, 9, 19, 23). 
  Аналіз полів кореляції проводиться з метою визначення за графічними 
критеріями: 
• наявності кореляційних залежностей; 
• напряму й математичної форми залежностей; 
• кількісної однорідності об'єктів спостереження, зокрема, наявності 
аномальних об'єктів. 
 
Крок 5. Аномальні об'єкти спостережень, тобто об'єкти, що 
"випадають" із вибіркової сукупності на полях кореляції, визначаються так: 
 1) на поле кореляції накладають прямокутний шаблон двомірного 
розсіювання з центром у точці iХ,Р  й напівсторонами ptσ  і iXtσ  (рис. 3.2). 
Коефіцієнт довіри t  беруть за таблицею t-розподілу Ст’юдента залежно від 
кількості об'єктів спостереження і бажаної імовірності. За умови, що n =15 і 
P =0,95, t =1,76. 
 
                   
 
         
 














  Об'єкти спостереження, що знаходяться на полі кореляції за межами 
прямокутного шаблону двомірного розсіювання, вважаються аномальними 1-го 
роду; 
 2) на поле кореляції наноситься "коридор регресії". Його вісь – це діагональ 
прямокутного шаблону розсіювання, навколо якої розташовані точки поля 
кореляції (додатна або від'ємна), а напівширина – це величина, що визначається 
залежно від бажаної імовірності й щільності полів кореляції за формулою 
ptqz σ= ,                                              (3.7) 
де t  – коефіцієнт довіри за таблицею нормального розподілу (якщо Р=0,95, то 
t =1,96); q  – коефіцієнт щільності поля кореляції, який приймається за шкалою: 
дуже щільне ……………. 0,53 
щільне ……………...…… 0,72 
середньої щільності ……. 0,80 
"пухке" ……………..…… 0,87 
дуже "пухке" ………….… 0,92 
 Об'єкти спостереження, що знаходяться за межами "коридору регресії", 
вважаються аномальними 2-го роду (див. рис. 3.2). 
 
  Крок 6. Для прийняття рішень щодо аномальних об'єктів 
спостереження складають зведення аномальних об'єктів (табл. 1.10). 
 
Таблиця 3.3 – Зведення аномальних об'єктів спостереження 
 
№ аномальних об'єктів 
1-го роду 2-го роду Рішення 
 Ф К Ф К 
5 – + – – залишається в 
матриці 
13 + + – + вилучається з 
матриці 
 
  У табл. 3.3 вносять всі аномальні об'єкти, виявлені на полях кореляції 
Р←Ф і Р←К за критеріями випадань за межі прямокутника двомірного 
розсіювання (1-й рід) й "коридору регресії" (2-й рід). Рішення приймають за 
більшості знаків "+" (випадання) або "–" (невипадання). Якщо кількість знаків 
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"+" і "–"  однакова, рішення приймають з урахуванням більшої значущості 
випадань 2-го роду.  
  Крок 7. Вилучення з матриці аномальних об'єктів викликає необхідність 
коригування показників варіації змінних (див. крок 3). Для цього з табл. 3.2 
вилучаються відповідні рядки і перераховуються всі показники, починаючи з 
рядка "сума".  
 
 Література: 17, 18, 19, 20, 22, 28, 34, 35, 36, 44, 45, 46, 50, 59. 
 
Заняття 3. Лінійні моделі множинної регресії. Узагальнені 
економетричні моделі. Економетричні моделі динаміки  (2 год.) 
 
Питання для розгляду: 
1. У чому полягає кількісний регресійний аналіз?  Який вигляд має 
кількісна регресійна модель? 
2.  Охарактеризуйте етапи побудови багатофакторної економетричної 
моделі? 
3. Охарактеризуйте t-критерій Ст’юдента і F-критерій Фішера для оцінки 
адекватності багатофакторної економетричної моделі. 
4. Охарактеризуйте тест Дарбіна-Уотсона для оцінки адекватності 
багатофакторної економетричної моделі. 
5. Проінтепретуйте отримані результати на основі розробленої 
багатофакторної економетричної моделі. 
6. Охарактеризуйте узагальнені економетричні моделі. 
7. Назвіть види узагальнених економетричних моделей,  охарактеризуйте 
їх. 
8. Назвіть основні поняття, визначте сутність динамічних процесів в 
економіці. 
9. Що таке часовий ряд, назвіть напрями його оцінки. 
10. Що таке авто регресія, як будують авторегресійні моделі. 
11. Назвіть статистичні критерії оцінки автокорельованості залишків, як 
вони визначаються.  
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  Крок 8. Для розрахунку коефіцієнтів кореляції необхідно попередньо 
виконати розрахунок середніх добутків змінних (табл. 3.4), 
 
Таблиця 3.4 – Розрахунок середніх добутків змінних 
 
j РФ РК ФК 
1    
2    
…    
15    
Сума ΣРФ ΣРК ΣФК 
Середній добуток РФ  РК  ФК  
 
















.                      (3.8) 
 
  Коефіцієнти кореляції показують напрямок і силу впливу факторів на 
рентабельність ("+" – додатний, "–" – від'ємний). Слід мати на увазі, що 
1r1
ірх +≤≤− . 
  Крок 9. Наявність і сила мультиколінеарності факторів, тобто 
взаємозв'язку між ними оцінюється за повною матрицею коефіцієнтів кореляції: 





















за наступною шкалою оцінок (за модулями коефіцієнтів кореляції для 
загального випадку )X,X(fy 21= : 
0r12 =                       – відсутня, 
miniyx12 rr0 <<            – слабка, 
maximini yx12yx rrr <<     – помірна, 
1rr 12yx maxi <<            – сильна, 
1r12 =                       – абсолютна, з двох факторів один є зайвим. 
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  Крок 10. β -коефіцієнти, які також визначають напрямок і силу впливу 
факторів на рентабельність з урахуванням мультиколінеарності, 
розраховуються за формулою 
0ii / ∆∆=β ,                                         (3.9) 
де i∆  – визначник (детермінант) матриці взаємної кореляції 
(мультиколінеарності)  із  заміною  в ній  і-го  стовпця стовпцем коефіцієнтів 
кореляції 
ipxr .   









ф =β .                                           (3.10) 
  Крок 11. Розрахунок коефіцієнта множинної кореляції необхідний для 
визначення сили впливу на рентабельність обох факторів разом, його 










,                              (3.11) 
  де α  – порядок повної матриці коефіцієнтів кореляції; *∆  – визначник 
повної матриці коефіцієнтів кореляції із заміною нижнього правого елемента 
нулем. 






















 З метою контролю правильності розрахунків рекомендується цей коефіцієнт 
також визначати за формулою 
кркфрффк.р rrR β+β= .                        (3.12) 
Значення коефіцієнта повинні співпадати, розбіжність можлива лише в 
кілька тисячних або десятитисячних за рахунок округлення в розрахунках. 
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  Крок 12. Оцінка сили впливу факторів на рентабельність за допомогою 
U-критерія Фішера з імовірністю 0,95: 
≥iU 1,96, 













⋅= .                                 (3.13) 
Якщо ≥iU 1,96,сила впливу iX  на P  з імовірністю 0,95 визнається достатньою 
для подальшої участі iX  у процесі моделювання. 
  Крок 13. Оцінка незалежності (автономності) впливу факторів на 
рентабельність визначається за допомогою γ -критерія 
10 i <γ< , 
де iγ  – рівень автономності, що розраховується за формулою 
ipxii r/β=γ .                                       (3.14) 
Якщо iγ >0, фактор iX  має певну автономність впливу на рентабельність; iγ =0 – 
ніякої автономності він не має і його вплив на рентабельність через 
мультиколінеарність проявляється завдяки іншим факторам; iγ <0 – у такому 
випадку і-й фактор вилучається з подальшого процесу розробки рівняння 
регресії. 
  Крок 14. Значущість впливу факторів на рентабельність оцінюється на 







rRn742,0 −=ρ   ( j,i =1,2; ji ≠ )        (3.15) 









фк.рк rRn742,0 −=ρ . 
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  Якщо ≥ρі 1,96, то з імовірністю 0,95 можна стверджувати, що вплив 
фактора іХ  достатньо значущий, вагомий для включення його в рівняння 
регресії. 
  Крок 15. Для прийняття рішення щодо включення факторів у 
рівняння регресії складають зведення результатів, одержаних на кроках 12, 13, 
14 (табл. 3.5). 
 










Ф     
К     
 
Поради щодо прийняття рішень такі: 
• якщо 0i <γ , iX  вилучається з матриці (див. крок 13); 
• значення iU  і iρ  дуже залежать від обсягу вибірки (див. формули (3.13) і 
(3.15)), тому рішення приймають з огляду на порушення вимоги 8)1m/(n ≥+ . 
Отже якщо критерії iU  і iρ   виконуються не в повній мірі, обидва фактори 
треба включати до рівняння регресії. 
  Крок 16. Для обґрунтування математичної форми рівняння регресії 
необхідно скористатися раніше сформульованими щодо цього висновками з 
теоретичного обґрунтування (див. крок 1), а також з візуального аналізу полів 
кореляції (див. крок 4). Ці джерела вибору математичної форми рівняння 
регресії (пряма, гіпербола, парабола тощо) достатньо надійні й ними можна 
обмежитися. Нарешті, не буде великої помилки, якщо форма регресії буде 
прийнята лінійною і модель рівняння регресії матиме такий вигляд (для нашого 
прикладу): 
 КаФааР 210 ++=
∧
,                                 (3.16) 
де 210 а,а,а – коефіцієнти регресії. Коефіцієнт 0а  показує частину Р , що не 
залежить від факторів Ф  і К ; 1а  визначає, на скільки копійок змінюється Р  за 
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рахунок зміни Ф на одну тисячу гривень; 2а  визначає зміну Р   в копійках при 
зміні К  на один відсоток. 
  Крок 17. Для розрахунку коефіцієнтів регресії 10 а,а  і 2а  методом 
найменших квадратів слід скласти систему нормальних рівнянь і вирішити її. У 























.             (3.17) 
 
  Для контролю правильності розрахунків коефіцієнтів регресії 





σβ= ,    ii0 XaPa ∑−= .                        (3.18) 
Ця перевірка можлива за умови, що обидва фактори включені до рівняння 
регресії. Отже, модель рівняння регресії (3.16) набуде конкретного вигляду. 
  Крок 18. Розрахунок оцінок рентабельності за рівнянням регресії 
необхідний, по-перше, для контролю правильності розрахунку коефіцієнтів 
регресії і, по-друге, для визначення помилок апроксимації. Розрахунки 
доцільно ввести до табл. 3.6. 
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∧
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 Необхідною (хоча і не достатньою) умовою правильності розрахунку 
коефіцієнтів регресії є 
jj PР ∑∑
∧
= .  




DDη ∧= ,                                    (3.19) 
 де ∧
P
D  – дисперсія оцінок рентабельності, визначених у табл. 3.6, яка  
розраховується так само, як і дисперсія фактичних значень, за формулою (3.4), 






  Слід пам'ятати, що оскільки ∑∑ =
∧
jj РP , то jj PР =
∧
. Для визначення 
середнього квадрата оцінок рентабельності треба скласти табл. 3.7. 
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 Величину дисперсії pD  беруть за таблицею кроку 7. 
 Для контролю правильності визначення η  слід керуватися наступним: 
1) якщо обидва фактори залишилися у рівнянні регресії, то (див. крок 11) 
фк.рR=η ; 
2) якщо до рівняння регресії введено тільки один (і-й) фактор, то 
ірхr=η . 
 Крок 20. Розрахунок помилки апроксимації включає: 
• визначення середньої помилки апроксимації за формулою 
2
р 1 η−σ=ε ;                                          (3.20) 
• визначення граничної помилки апроксимації з певною імовірністю її 
неперевищення. Якщо прийнятна імовірність 0,95, то гранична помилка 
така: 
ε⋅=∆ 96,1р .                                      (3.21) 
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Гранична помилка апроксимації є довірчою границею визначення Р  за 




Бажано перевірити виконання цієї умови за даними табл. 3.7. 
  Крок 21. Економічна інтерпретація рівняння регресії повинна 
включати: 
1) операційні характеристики змінних (у нашому прикладі Р, Ф і К – див. крок 
1); 
2) розкриття змісту й одиниці виміру коефіцієнтів регресії 0а , 1а  і 2а  - див. 
крок 16); 
3) те саме довірчої границі помилки апроксимації; 
4) оцінку якості отриманого рівняння регресії, у нашому прикладі 
р210 КаФааР ∆±++=  (Р=0,95). 
 У висновках бажано вказати, для яких цілей можна використовувати 
отримане рівняння регресії рентабельності. 
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