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Abstract
For a graph G, let 2(G) denote the minimum degree sum of a pair of nonadjacent vertices.
Suppose G is a graph of order n. Enomoto and Ota (J. Graph Theory 34 (2000) 163–169)
conjectured that, if a partition n =
∑k
i=1 ai is given and 2(G)¿ n + k − 1, then for any k
distinct vertices v1; : : : ; vk , G can be decomposed into vertex-disjoint paths P1; : : : ; Pk such that
|V (Pi)| = ai and vi is an endvertex of Pi. Enomoto and Ota (J. Graph Theory 34 (2000) 163)
veri!ed the conjecture for the case where all ai6 5, and the case where k6 3. In this paper, we
prove the following theorem, with a stronger assumption of the conjecture. Suppose G is a graph
of order n. If a partition n=
∑k
i=1 ai is given and 2(G)¿
∑k
i=1 max( 43ai; ai+1)−1, then for
any k distinct vertices v1; : : : ; vk , G can be decomposed into vertex-disjoint paths P1; : : : ; Pk such
that |V (Pi)|=ai and vi is an endvertex of Pi for all i. This theorem implies that the conjecture is
true for the case where all ai6 5 which was proved in (J. Graph Theory 34 (2000) 163–169).
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, all graphs considered are !nite, undirected, and without loops or mul-
tiple edges. For graph theoretic notation, we refer the reader to [1]. In this paper, n
always denotes the order of G. We denote by (G) the minimum degree of a graph G.
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For a noncomplete graph G, let
2(G) := min{dG(x) + dG(y)|x and y are nonadjacent vertices of G};
and 2(Kn) :=∞.
For a given graph G and x∈V (G), we write NG(x) the neighbourhood of x, and
dG(x)= |NG(x)|. With a slight abuse of notation, for a subgraph H of G and a vertex
v∈V (G)−V (H), NH (v)=NG(v)∩V (H) and dH (v)= |NH (v)|. In addition, for a sub-
graph H of G and a subset S of V (G), NG(S)=
⋃
v∈S NG(v) and when S ∩V (H)= ∅,
NH (S)=
⋃
v∈S NH (v). Let P= x1x2 : : : xm be a path. Then we call x1 and xm the ori-
gin and the terminus of P, respectively. We de!ne x+i = xi+1 and x
−
i = xi−1. Analo-
gously, x++i ; x
−−
i ; x
3+
i ; x
3−
i ; : : : are de!ned. For U ⊆V (P), U+ = {u+ | u⊆U} and U−=
{u− | u⊆U}. For xi; xj ∈V (P) with i6j, we denote the subpath xixi+1 : : : xj by xiPxj.
The same path traversed in the opposite direction is denoted by xj JPxi. A u-path is a
path with the origin u.
In this paper, we consider the question as to whether a given graph can be partitioned
into vertex-disjoint paths, where each of them has a certain prescribed property. It is
easily proved that if 2(G)¿n − k, then G can be decomposed into k vertex-disjoint
paths. Also, by considering a hamiltonian cycle from the Theorem of Ore [7], we can
obtain the fact that if 2(G)¿n then for any k distinct vertices v1; : : : ; vk , there exist
k vertex-disjoint paths Pi (16i6k) such that V (G)=
⋃k
i=1 V (Pi) and Pi is a vi-path
for all i. In [5], Johansson has obtained a minimum degree condition for a graph to
be partitioned into paths with prescribed length.
Theorem 1. Let G be a connected graph of order n; and a1; : : : ; ak be positive integers
with
∑k
i=1 ai = n; where ai¿2 for 16i6k. Suppose that exactly r of a1; : : : ; ak are
odd and (G)¿(n − r)=2. Then there exist vertex-disjoint paths P1; : : : ; Pk such that
|Pi|= ai for i=1; : : : ; k.
Note that the bound on (G)¿(n−r)=2 in Theorem 1 is best possible. In this paper,
we consider the problem of not only the prescribed length but also when one endvertex
of each path is speci!ed, and we prove the following theorem.
Theorem 2. Suppose G is a graph of order n. If a partition n=
∑k
i=1 ai is given and
2(G)¿
∑k
i=1 max(
 43ai; ai+1)− 1; then for any k distinct vertices v1; : : : ; vk ; G can
be decomposed into vertex-disjoint paths P1; : : : ; Pk such that |V (Pi) |= ai and Pi is a
vi-path for all i.
Note that the assumption of Theorem 2 requires a stronger edge density than the
assumption of Theorem 1. However, the conclusion is somewhat stronger.
And also it is conjectured in [2].
Conjecture 1. Suppose G is a graph of order n. If a partition n=
∑k
i=1 ai is given,
and 2(G)¿n+ k−1, then for any k distinct vertices v1; : : : ; vk , G can be decomposed
into vertex-disjoint paths P1; : : : ; Pk such that |V (Pi) |= ai and Pi is a vi-path for all i.
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Conjecture 1 is true when k63 or ai65 for all i, as shown in [2].
Notice that the related problem of the partitions into connected subgraphs is obtained
by GyMori [4] and LovNasz [6], independently.
Theorem 3. Let G be a k-connected graph of order n; and a1; : : : ; ak be positive
integers with
∑k
i=1 ai = n. Then; for any distinct vertices v1; : : : ; vk of G; V (G) can
be partitioned into k sets V1; : : : ; Vk such that |Vi |= ai; vi ∈Vi and 〈Vi〉 is connected
for 16i6k.
For other graph partition problems, we refer the reader to the survey by Enomoto [3].
Theorem 2 implies that Conjecture 1 is true for the case that ai65 for all i.
Corollary 4. Suppose G is a graph of order n. If a partition n=
∑k
i=1 ai is given;
where ai65 for all i; and 2(G)¿n+ k−1; then for any k distinct vertices v1; : : : ; vk ;
G can be decomposed into vertex-disjoint paths P1; : : : ; Pk such that |V (Pi)|= ai
and Pi is a vi-path for all i.
We discuss some related problems in Section 3.
2. Proof of Theorem 2
We prove Theorem 2 by induction on k. For the case that k =1, since 2(G)¿n,
G is hamiltonian, and hence G has a hamiltonian v1-path. So, we can suppose k¿2.
Suppose a partition n=
∑k
i=1 ai is given, we assume that there exists a graph G with
2(G)¿
∑k
i=1 max(
 43ai; ai + 1) − 1 such that for some k distinct vertices v1; : : : ; vk ,
G cannot be decomposed into vertex-disjoint paths P1; : : : ; Pk such that |V (Pi)|= ai and
Pi is a vi-path for all i. If there exists some aj such that aj =1, then we consider
the graph G − vj. Since 2(G − vj)¿2(G)− 2¿
∑k
i=1; i =j max(
 43ai; ai + 1)− 1, by
induction hypothesis, G−vj contains k−1 vertex-disjoint paths P1; : : : ; Pj−1; Pj+1; : : : ; Pk
such that Pi is a vi-path of order ai for 16i6k and i = j. And let Pj be a trivial path
vj. So, G can be decomposed into vertex-disjoint paths P1; : : : ; Pk such that |V (Pi)|= ai
and Pi is a vi-path for all i. Therefore, we can suppose each ai¿2. Suppose G is an
edge-maximal counterexample. Let G′ :=G − {v1; : : : ; vk}. First of all, we prove the
following claim.
Claim 1. G′ is not a complete graph.
Proof. Suppose G′ is a complete graph. If there exist k independent edges from
{v1; : : : ; vk} to G′, then we can !nd vertex-disjoint paths P1; : : : ; Pk such that |V (Pi)|= ai
and vi is an endvertex of Pi for all i. So, there do not exist k independent edges from
{v1; : : : ; vk} to G′. By using Hall’s Marriage Theorem, there exists S ⊆{v1; : : : ; vk} such
that |NG′(S)|¡|S|. Suppose w∈ S and t ∈V (G′)−NG′(S). Note that wt =∈E(G). Then,
d(w)6k−1+|NG′(S)|6k+|S|−2 and d(t)6n−k−1+k−|S|= n−|S|−1. Hence, d(w)+
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d(t)6n + k − 3. This contradicts the assumption that 2(G)¿
∑k
i=1 max(
 43ai; ai +
1)− 1¿n+ k − 1.
By Claim 1, there exist two vertices u, v in G′ such that uv =∈E(G). If we add the
edge uv to G, then we can obtain vertex-disjoint paths P1; : : : ; Pk such that |V (Pi)|= ai
and Pi is a vi-path for all i. Since G is a counterexample, the edge uv lies in one of
the paths P1; : : : ; Pk , say Pk . Thus, G contains vertex-disjoint paths P1; : : : ; Pk−1 and P′k
such that |V (Pi)|= ai and Pi is a vi-path for 16i6k − 1, and |P′k |¿2 and vk is the
origin of P′k . Note that if ai =2 for all i, then the result holds immediately from the
result of Enomoto and Ota [2]. Let v be the terminus of P′k . Let xi be the terminus of
Pi. Let Zi be the set of vertices in Pi which is adjacent to v. Let di :=
∑
z∈Zi |zPixi|.
And, let d :=
∑k−1
i=1 di. We assume that P1; : : : ; Pk−1 are chosen such that
(a) |P′k | is as large as possible, and
(b) subject to (a), d is as small as possible.
Let F :=
⋃k−1
i=1 V (Pi), and let M :=G−F −V (P′k ). If M = ∅, we are done. Let u be
a vertex in M . We denote d′H := |NG(u)∩V (H)| + |NG(v)∩V (H)| for a subgraph H
of G. Since u and v are not adjacent
d′G ¿ 2(G)¿
k∑
i=1
max
(⌊
4
3
ai
⌋
; ai + 1
)
− 1: (1)
We prove the following lemma and claim.
Lemma 1. For any Pi (i=1; : : : ; k − 1); and any segment P′ of Pi such that |P′|=3;
we have d′P′64.
Proof. Let P′= abc, where a; b; c appear in Pi in this order. If either dP′(u)61 or
dP′(v)61, then we have d′P′64 and hence the result holds. Thus, we may assume
dP′(u)¿2 and dP′(v)¿2.
Suppose, !rst, ua; ub∈E(G). Then vb; vc =∈E(G). For otherwise, we can take the path
P′i = viPiaubPix
−
i instead of Pi, and, since |bPix−i |= |bPixi|−1, we get a contradiction to
the minimality of d. Hence if ua; ub∈E(G), then we have dP′(v)61. This implies that
if dP′(u)= 3, then we have d′P′64, and if dP′(u)= 2 and ua; ub∈E(G), then we have
d′P′63, and thus the result holds. Hence, we only consider the cases where dP′(u)= 2
and either ub; uc∈E(G) or ua; uc∈E(G).
Suppose dP′(u)= 2 and ub; uc∈E(G). Then vc =∈E(G). For otherwise, we can take
the path P′i = viPibucPix
−
i instead of Pi, which contradicts the minimality of d. Thus if
dP′(u)= 2 and ub; uc∈E(G), then we have dP′(v)62 and d′P′64, and hence the result
holds.
Finally, suppose that dP′(u)= 2 and ua; uc∈E(G). Then vb =∈E(G). For otherwise,
we can take two paths viPiaucPixi and vkP′k vb, and viPiaucPixi is a vi-path having the
same length as Pi and vkP′k vb is a vk -path longer than P
′
k , contrary to (a). Thus if
dP′(u)= 2 and ua; uc∈E(G), then we have dP′(v)62 and d′P′64, and hence the result
holds. This completes the proof.
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Claim 2. If xiu∈E(G) (i=1; : : : ; k − 1); then d′Pi6ai + 1.
Proof. Suppose d′Pi¿ai + 2 and xiu∈E(G). Then there must exist a vertex a in Pi
such that au; a+v∈E(G). For otherwise, if there does not exist such a vertex in Pi,
then |(NPi(u)\{xi})+ ∩NPi(v)|=0. As dPi(u)= |(NPi(u)\{xi})+|+1 and dPi(v)= |NPi(v)|,
we have d′Pi6ai + 1, which is contrary to the hypothesis.
Suppose that au; a+v∈E(G). Then, we can get two paths viPiauxiPia++ and vkP′k
va+, and viPiauxiPia++ is a vi-path having the same length as Pi and vkP′k va
+ is a
vk -path longer than P′k , contrary to (a).
Next, we prove the following lemma.
Lemma 2. If |Pi|= ai¿3 (i=1; : : : ; k − 1); then d′Pi6
 43ai.
Proof. We consider three cases where ai =3l; 3l+1, and 3l+2 for a positive integer l.
Case 1: ai =3l.
We consider l vertex-disjoint segments P′′j (j=1; : : : ; l) of Pi such that P
′′
1 = viv
+
i v
++
i ;
P′′2 = v
3+
i v
4+
i v
5+
i ; : : : ; P
′′
l = x
−−
i x
−
i xi. By Lemma 1, for each j, d
′
P′′j
64. So, d′Pi =
∑l
j=1
d′P′′j 64l= 

4
3ai.
Case 2: ai =3l+ 1.
We consider l + 1 vertex-disjoint segments P′′j (j=1; : : : ; l + 1) of Pi such that
P′′1 = viv
+
i v
++
i ; P
′′
2 = v
3+
i v
4+
i v
5+
i ; : : : ; P
′′
l = x
3−
i x
−−
i x
−
i ; P
′′
l+1 = xi. By Claim 2, if xiu∈
E(G), then d′Pi6ai+16
 43ai, since ai¿3. So, we can assume d′P′′l+161. By Lemma 1,
for each j=1; : : : ; l, d′P′′j 64. So, d
′
Pi6
∑l
j=1 d
′
P′′j
+ 164l+ 1= (4ai − 1)=3= 
 43ai.
Case 3: ai =3l+ 2.
We consider l + 1 vertex-disjoint segments P′′j (j=1; : : : ; l + 1) of Pi such that
P′′1 = viv
+
i v
++
i ; P
′′
2 = v
3+
i v
4+
i v
5+
i ; : : : ; P
′′
l = x
4−
i x
3−
i x
−−
i ; P
′′
l+1 = x
−
i xi. By Claim 2, if xiu∈
E(G), then d′Pi6ai + 16
 43ai, since ai¿3. So, suppose xiu =∈E(G). If xiv; x−i u∈
E(G), then we can take two paths vkP′k vxi and viPi x
−
i u, and viPi x
−
i u is a vi-path
having the same length as Pi and vkP′k vxi is a vk -path longer than P
′
k , contrary to (a).
So, either xiv =∈E(G) or x−i u =∈E(G). So, we can assume d′P′′l+162. By Lemma 1, for
each j=1; : : : ; l, d′P′′j 64. So, d
′
Pi6
∑l
j=1 d
′
P′′j
+ 264l+ 2= (4ai − 2)=3= 
 43ai.
Suppose ai =2 for some i. By Claim 2, if xiu ∈ E(G), then d′Pi6ai + 1=3. If
xiu =∈E(G), then d′Pi63= ai + 1. So, by Lemma 2, we can obtain the following.
d′F 6
k−1∑
i=1
max
(⌊
4
3
ai
⌋
; ai + 1
)
:
In addition, we prove the following claim.
Claim 3. If |P′k |= l′; then d′P′k6l
′; for l′¿2.
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Proof. Suppose d′P′k¿l
′+1. Then there must exist a vertex a in P′k such that av; a
+u∈
E(G). For otherwise, |(NG(v)∩V (P′k ))+ ∩NP′k (u)|=0. As dP′k (v)= |(NG(v)∩V (P′k ))+|
and dP′k (u)= |NP′k (u)|, we have d′P′k6l
′, which is contrary to the hypothesis.
Suppose that av; a+u∈E(G). Then, we can get the path vkP′k avP′k a+u that is a vk -path
longer than P′k , contrary to (a).
Obviously, dM (v)= 0 and dM (u)6|M | − 1. So, d′M6|M | − 1. As |P′k | + |M |= ak ,
d′P′k + d
′
M6|P′k |+ |M | − 1= ak − 1.
Therefore, we can obtain the following:
d′G6
k−1∑
i=1
max
(⌊
4
3
ai
⌋
; ai + 1
)
+ ak − 1
6
k∑
i=1
max
(⌊
4
3
ai
⌋
; ai + 1
)
− 2;
which contradicts (1).
3. Concluding remarks
The assumption 2(G) of Conjecture 1 cannot be weakened. Let G be the graph
obtained by joining a vertex v to k vertices v1; : : : ; vk of a complete graph on n − 1
vertices. Then, if ai¿3 for all i; 16i6k, G cannot be decomposed into vertex-disjoint
paths P1; : : : ; Pk such that |V (Pi)|= ai and Pi is vi-path for all i, and 2(G)= n+ k − 2.
Conjecture 1 is true for the case when all ai65 and k63 as shown in [2] and
also shown in Theorem 2. So we believe that the sharp condition of 2(G) may be
n+ k − 1.
However, we made no progress in this direction so far.
Finally, as a related problem, what happens if we replace 2(G) with (G)? We
propose the following conjecture.
Conjecture 2. Suppose G is a graph of order n. If a partition n=
∑k
i=1 ai is given, and
(G)¿(n+ k − 1)=2, then for any k distinct vertices v1; : : : ; vk , G can be decomposed
into vertex-disjoint paths P1; : : : ; Pk such that |V (Pi)|= ai and Pi is a vi-path for all i.
The assumption (G) of Conjecture 2 cannot be weakened. To see this, let G=
(K(n−k)=2 ∪K(n−k=2)) + Kk . Then it is easy to see that (G)= (n + k)=2 − 1. We
suppose that the vertices v1; : : : ; vk in Kk are speci!ed. If for some i, ai¿(n− k)=2+1,
then clearly G cannot be partitioned into desired paths.
Conjecture 2 is also true for the case when all ai65 and k =3. We can replace the
condition on 2(G) with a corresponding one on (G) in Theorem 2 and Corollary 4.
Namely, (G)¿ 12
∑k
i=1 max(
 43ai; ai+1) suRces to hold the conclusion in Theorem 2
and (G)¿(n+ k)=2 suRces to hold the conclusion of Corollary 4.
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