Abstract-We study the problem of semiglobally stabilizing an uncertain nonlinear system consisting of a linear nominal system perturbed by either nonlinearities or model uncertainties. Our approach relies on well-known linear control tools and allows one to recover and improve, in the unifying framework of a semiglobal separation result, existing results on the semiglobal stabilization via output feedback. In particular, we discuss the case of uncorrupted outputs, input and output nonlinearities, or model uncertainties, which may include, for example, practical situations such as backlash, hysteresis, and saturations. The key feature of our design procedure is given by the choice of two continuous functions: the first one is instrumental in constructing a stabilizing controller; the second one arises in the candidate Lyapunov function for the closed-loop system. Relying on our main theorem, we give general tools for achieving large regions of attraction via bounded measurement feedback for a wide class of nonlinear uncertain interconnected systems.
I. INTRODUCTION
T HE problem of asymptotically stabilizing a nonlinear system with large regions of attraction and partial state feedback has recently gained a renewed interest [13] , [8] , [9] , [26] - [28] , [24] , [25] , [16] , [17] , [19] , [20] . Esfandiari and Khalil [13] , [8] , [9] were the first to introduce input saturations and high-gain observers to achieve large regions of attraction. A few years later, Teel and Praly proved a general result for achieving large region of attraction, based on the "complete uniform observability" property [24] : semiglobal stabilization via state feedback plus complete uniform observability imply semiglobal stabilization via dynamic output feedback. Complete uniform observability requires, in particular, that the state can be written as a function of the output, the input, and their higher order derivatives. A high-gain observer is designed to reconstruct the higher order derivatives of , while input saturations are used to avoid peaking [14] . A key point of this design procedure is the availability of a first-order dynamical model of the output and its higher order derivatives. Even if the output is corrupted by noise, this key assumption allows one to Manuscript received June 20, 1998 ; revised August 1, 1999 and November 1, 1999 . Recommended by Associate Editor M. Krstic.
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act as if it were not. Moreover, it is unrealistic to assume the availability of a dynamical model of the output whenever this is affected by noise, since derivatives of noise are involved.
The question of what can be done if either contains some unknown parameter or a dynamical model of the output and its higher order derivatives is not available, because of the presence of model uncertainties, or the observer gain cannot be taken arbitrarily large, because of physical constraints or robustness requirements, arises quite naturally in the context of robust control. For example, consider a nonlinear system affected by some model uncertainties of which nothing but some nonlinear bounds are known. Under which conditions it is asymptotically stabilizable with large regions of attraction whenever only a corrupted measure of the state is available, i.e., through measurement feedback? In this paper, we give a general theorem for achieving asymptotic stabilization via measurement feedback and with prescribed regions of attraction (Theorem III.1). Our approach relies on simple linear control tools and generalizes to a nonlinear setting a previous result on quadratic stabilization of linear uncertain systems [15] . We believe that the results presented in this paper in the framework of Riccati equations and dissipation inequalities are a necessary step toward constructive procedures for taking into account the effect of both deterministic and stochastic noise.
Several existing results on the semiglobal stabilization via output feedback can be recovered and put in a more general perspective in the framework of our result. In particular, in Section III-B, we discuss the case of "uncorrupted outputs" and sees how high-gain observers arise in this case; in Sections III-C and III-D, we discuss the case of input and output nonlinearities or model uncertainties, referring to practical situations such as backslash and saturations. In Section IV we extend our main result to output regulation, giving a generalization of well-known results in the perspective of measurement feedback [11] . Finally, relying on Theorem III.1, in Section V we answer the following question: given a number of interconnected uncertain systems satisfying the assumptions of Theorem III.1 and given the corresponding measurement feedback controllers which stabilize each one of these systems, is it possible to design a controller which stabilizes the overall system? We give some general tools for semiglobally stabilizing via bounded measurement feedback a significant class of nonlinear uncertain interconnected systems (Theorem V.1). Here, "bounded" is meant over some compact set of the state space. Our design procedure ends up with linear controllers and quadratic Lyapunov functions, which can be used together with any well-established step-by-step design tool such 0018-9286/01$10.00 © 2001 IEEE as backstepping and forwarding ( [14] ) or with small gain theorems for taking into account the presence of appended stable dynamics ( [21] ). As a result, we obtain that systems . . . . . .
with , and , are semiglobally stabilizable via bounded measurement feedback as long as and , , are higher order in and , uniformly with respect to , and [2] and see [27] , [28] , [16] , [17] , [19] for state feedback, while systems of the form
with and are semiglobally stabilizable via bounded measurement feedback as long as and are of order less than and , respectively, with respect to the "generalized" dilation and uniformly with respect to [4] and see [23] for state feedback.
II. NOTATIONS
• If denotes the 2-norm of any given vector , by we denote the induced 2-norm of any given matrix and we have ; by we denote the -norm of , i.e., .
• By ( ) we denote the set of positive definite (positive semidefinite) symmetric matrices; moreover, by we denote the pseudoinverse of ; denotes the column vector with th component equal to and denotes the row vector with th component equal to .
• For any vector-valued function , we denote by its th component; for any matrix we denote by its th row.
• A function is said to be of class (or ) if it is continuous, and it is strictly increasing.
• A function is said to be of class (or ) if and .
III. REGIONAL STABILIZATION VIA MEASUREMENT FEEDBACK

A. Problem Formulation and Main Result
Let us consider The vector captures both (model) uncertainties and exogenous disturbances affecting the nominal system , , and we refer to such as admissible uncertainties. All the results of this paper can be straightforwardly extended to the case in which is with respect to and and Lebesgue measurable with respect to and to the case in which the function depends explicitly on (tracking, etc.).
The class of admissible feedback laws we consider is characterized as follows: (5) with functions and , both vanishing at the origin.
In this section, we are interested in the regional stabilization of (3) under the constraint (4) for some given function . Let be the set of admissible uncertainties and let denote the trajectories of (3) . In this case, we will say that (9) can be uniformly locally output regulated via measurement feedback with region of attraction containing ( -ULORM). To understand some key features of our main result, consider the problem of regionally stabilizing (3) under the constraint (4) with (10) for all and , for some , and . Assume the state vector is available for feedback and the existence of such that (11) Let and . Let us pretend that is an "external" disturbance affecting the system. Along the trajectories of the system (12) by (11) one has (13)
If
, (11) and (13) guarantee that the gain of the closed-loop system (12) from to is less or equal to [5] . We conclude that the admissible controller attains for (12) a guaranteed level of attenuation (in terms of energy) of the effect of over the "cost" .
Since for all , and , it follows from (13), with replaced by , that (3), with , is UGAS. When the state vector is not available for feedback, we should replace by some estimate. To begin with, we illustrate a "dual" problem to the one above. Assume and the existence of and , such that (14) for all , , and and (15) Let . Along the trajectories of the system (16) one has (17) Note that the output injection term in (16) replaces the corresponding control term in (12) . If , (17) guarantees that the gain of (16) from any to is less or equal to [5] .
Assume now that
The first condition is a coupling condition between and , while the second one is a coupling condition between the derivatives of and . Let and . Let (19) where , be a candidate admissible controller for (3) . Along the trajectories of the closed-loop system (3)- (19) (20) with and , we have from (11) and (15) (21) Summing up (13) and (21), we get (22) which, together with (18) , guarantees that the gain of the closed-loop system (20) from to is less or equal to [5] . Since for all , , and , it follows from (22) , with replaced by , that (3)- (19) is UGAS. The above procedure extends immediately to the case in which (10) holds only on some compact set . While local asymptotic stability is still guaranteed, the region of attraction of (3)- (19) may shrink as the width of increases. To get into some more detail, pick and assume that whenever , for some , and lives in some compact set , described by the level set of some , i.e.,
, where is a solution of (11) is not, in general, as wide as we wish and the region of attraction of (3)- (19) may shrink as we attempt to pick larger and larger. However, this nonlinear phenomenon [7] can be counteracted if an additional nonlinear inequality, involving , , and and two functions and , , is satisfied: the first one is instrumental in constructing a stabilizing controller (5), in the sense that is taken as the composition of with the linear controller ; the second one pops up in the candidate Lyapunov function of the closed-loop system and its choice is critical in the study of the stability of the closed-loop system. This is exactly expressed by the following theorem (see [1] for a preliminary version). For simplicity of computations and resolving formulas, we will assume that for all , and . Proof: The proof is based on standard computations of linear control [5] . Throughout the proof, if no ambiguity arises, we omit the argument . With and as above, since , by direct calculations we obtain (33)
Since for all , , and , the state equations of (3)-(31) can be recast as follows: (34) with . Let and . Along the trajectories of (34), since for all and using (25) From (23), (29) , and (33)-(36) we conclude that, as long as and whenever for all ,
is negative definite. From (37) and since is proper and positive definite, it follows by standard results on Lyapunov stability (see, for example, [12] ) that, whenever for all , (3)-(31) is -ULAS.
Remark III.1: (Candidate Lyapunov Function):
The value is allowed in Theorem III.1 as long as . Moreover, we want to spend few words on the choice of and . These functions must be such to satisfy the coupling condition (29) . The possible choices of are in the existing literature reduced, to some extent, to a saturation function (see Section III-B) or a linear function (see Section III-C). In our context, the flexibility in the choice of the function is emphasized together with its intimate connections to the possible choices of the candidate Lyapunov functions (depending on and, thus, on ) which are compatible with the satisfaction of (29) . In this sense, while is a parameter design, is not, but it is intimately connected to the choice of through (29) . The relation between and through (29) is essential to understand the solution to semiglobal stabilization problems different from the ones considered in the literature and in the framework of a unifying approach (see Section III-D for example).
Remark III.2: (Input Saturations):
The design parameter allows us to take into account input saturations (see Section III-C). This limiting constraint of the input can be implemented either in the sense of bounding the function on the compact set (see Section III-C) or through the function itself (see Section III-B (26) together with the relative speed condition (see [3] ).
Remark III.5: (Relative Speed):
The condition can be interpreted as follows: the observer error goes to zero faster (but not arbitrarily) than the state of (3), with .
B. Uncorrupted Outputs Revisited
See [8] , [9] , [13], [16] , [17] , [19] , [20] , [24] , and [25] . If for all , and , for each the matrix [see (25) (24) or, equivalently, (36)] plus complete uniform observability implies semiglobal stabilization via output feedback. Indeed, under these assumptions, the output can be taken as a state so that one can assume for all , and and use similar arguments to those above. However, as far as we consider a linear nominal systems as we do in Theorem III.1, Teel and Praly's result remains still more general than ours as long as a dynamical model of the output and its derivatives is available and the state can be written as a function of , and their higher order derivatives. On the other hand, considering a linear nominal system has revealed itself still satisfactory to recover many classical results on the semiglobal stabilization of nonlinear systems (see following sections).
C. Input Uncertainties
See [16] , [17] , [19] , [20] , and [26] . Let us consider the system (45) with for all and . We make the following assumptions.
( 51) for some , for all , , and such that and, in addition, (52) Condition (H4) assumes one of the simplest structures that can be thought of. More general structures can be considered, but this will be detailed elsewhere (for the case , see [3] ).
Condition (52) is a growth restriction on the product as a function of , which, in turn, parameterizes the width of the compact set included in the region of attraction of the closed-loop system. In the case one can take , , , and , with , so that for all such that . Moreover, so that (52) is satisfied without loss of generality (w.l.o.g). We can assume that for all ). On the other hand, in the case of backlash, (52) (54) and (55), it follows that, if and under (H4) and (H5), (3) is semiglobally stabilizable via measurement feedback.
IV. REGIONAL OUTPUT REGULATION
When achieving regional output regulation, two additional difficulties should be faced with respect to regional stabilization: 1) the control should inject a compensation term in (9) since the equilibrium point of (9) is moved by the external disturbances into and 2) the problem of estimating . Once these additional problems are correctly addressed in the framework of our main result, the output regulation problem of (9) with some region of attraction can be seen exactly as a problem of rendering -ULAS a suitable system, derived from (9). For these reasons, the result of this section is not "different" from the previous ones but arises naturally in the unifying context of the main theorem of our paper and, as such, all the remarks of the previous and next sections can be repeated here.
As to point 1), one simply requires that is for (9) a set of equilibria, on which regulation is achieved (i.e., ). Point 2) can be addressed as follows. The term is a "feedforward" term, which moves the equilibrium point into . If the measure of is available, this term is exactly known and can be readily included in the controller. However, since in a realistic setting is not available for feedback, we should try to estimate either or, directly, . Bearing in mind our remarks in Section I and the discussion of Section III-B, if a dynamical model of and its derivatives is available (except for the case of tracking), then we can try to obtain an estimate of . A sufficient condition for this to be true is the existence of some and some known locally Lipschitz function such that (67) (see [10] ). From a general point of view, this corresponds to the possibility of immersing the system (68) with output , into the system (69) 
for all (see [10] ). It is clear that, if (67) holds for all , (68) can be immersed into (71) with , and , where
. If the functions , , are polynomials with degree not greater than a fixed number , the system in which (68) can be immersed is linear and observable [10] .
The above remarks motivate the following result, which is only one of the possible versions one can think of and put in the more general framework of our main theorem (see also Remark III.4) the results of [11] . The proof is only sketched, since once the model (69) is included in (9) and the equilibrium point is shifted through the feedforward term into , one can proceed exactly as in the case of Theorem III. 1 
• (output regulation) for all
and (67) (75) and (76), (9)- (82) can be recast as follows: (84) with , and 
with , , , and . We want to give conditions under which the controller (95) semiglobally stabilizes (97) [and, thus, (91)] and we will do this for a wide class of interconnected system [16] , [17] , [19] , [27] , [28] . We want to remark that if were not the true outputs of (91) (i.e., not available from sensors), we could estimate and put in (95) these estimates by assuming the following "complete uniform observability" property: for each and for some
where and are locally Lipschitz functions (uniformly with respect to ) and is the true output of (91). If this is the case, one can apply the arguments of [24] to prove that (91) can be semiglobally stabilized through the output .
We illustrate the main ideas of this section through an example. Consider the system (100) where is an unknown locally Lipschitz function (or bounded by a known locally Lipschitz function), vanishing at the origin. Rewrite (100) as follows: (101) where , and , . Note that
for some , , such that and for some , whenever , (remember that ), and for some functions such that . It is easy to see that, as long as for ,
and, respectively, 
The numbers are instrumental in constructing the number , which parameterizes, together with and , , the width of the region of attraction, and a Lyapunov function for the closed-loop system. In particular,
and
. The region of attraction of the closed-loop system contains at least the level set . On the other hand, , , quantifies the worst excursion of over the compact set (depending on and , ) which captures the trajectories of the closed-loop system, while gives an upper limit for over . Note that the definition of , , implicitly requires that the excursion of along the trajectories of the closed-loop system be less or equal to . The main result of this section is the following. The proof follows essentially the lines of [2] and will be omitted.
Theorem V.1: Let , , , be given compact sets with and and assume (H6)-(H7). Assume, in addition, 
• for all and whenever and 
where are defined as in (96) and and are defined for each (92) as in (31) with , the closed-loop system (108)- (132) is -ULAS and for all and for all initial conditions in . While (123) allows us to include arbitrarily large compact sets in the region of attraction of the close-loop system, (124) guarantees that the excursion of , , along the trajectories of the closed-loop system is always less or equal to that of . On the other hand, the fact that as and (and, thus, ) is bounded is instrumental in rendering the amplitude of less or equal to . The remaining conditions of Theorem V.1 are needed to render the derivative of negative definite along the trajectories of the closed-loop system. Two significant applications of Theorem V.1 are worthwhile being discussed. We will assume that for all (i.e., one-dimensional blocks). Case A (Feedforward Structures): Assume that
