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01 ON FILTERED MULTIPLICATIVE
BASES OF GROUP ALGEBRAS II
Victor Bovdi
Dedicated to Professor P.M. Gudivok on his 65th birthday
Abstract. We give an explicit list of all p-groups G with a cyclic subgroup of
index p2, such that the group algebra KG over the field K of characteristic p has a
filtered multiplicative K-basis. We also proved that such a K-basis does not exist
for the group algebra KG, in the case when G is either a powerful p-group or a two
generated p-group ( p 6= 2 ) with a central cyclic commutator subgroup. This paper
is a continuation of the related [2].
1. Introduction. Let A be a finite-dimensional algebra over a field K and let B
be a K-basis of A. Suppose that B has the following properties:
1. if b1, b2 ∈ B then either b1b2 = 0 or b1b2 ∈ B;
2. B ∩ rad (A) is a K-basis for rad (A), where rad (A) denotes the Jacobson
radical of A.
Then B is called a filtered multiplicative K-basis of A.
The filtered multiplicative K-basis arises in the theory of representations of al-
gebras and was first introduced by H. Kupisch [5]. In [1] R. Bautista, P. Gabriel,
A. Roiter and L. Salmeron proved that if there are only finitely many isomorphism
classes of indecomposable A-modules over an algebraically closed field K, then A
has a filtered multiplicative K-basis. Note that by Higman’s theorem the group al-
gebra KG over a field of characteristic p has only finitely many isomorphism classes
of indecomposable KG-modules if and only if all the Sylow p-subgroups of G are
cyclic.
Here we study the following question from [1]: When does a filtered multiplicative
K-basis exist in the group algebra KG?
Let G be a finite abelian p-group. Then G = 〈a1〉× 〈a2〉× · · ·× 〈as〉 is the direct
product of cyclic groups 〈ai〉 of order qi, the set
B = {(a1 − 1)
n1(a2 − 1)
n2 · · · (as − 1)
ns | 0 ≤ ni < qi}
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is a filtered multiplicative K-basis of the group algebra KG over the field K of
characteristic p.
Moreover, ifKG1 andKG2 have filtered multiplicativeK-bases, which we denote
by B1 and B2 respectively, then B1 ×B2 is a filtered multiplicative K-basis of the
group algebra K[G1 ×G2].
P. Landrock and G.O. Michler [6] proved that the group algebra of the smallest
Janko group over a field of characteristic 2 does not have a filtered multiplicative
K-basis.
L. Paris [9] gave examples of group algebras KG, which have no filtered multi-
plicative K-bases. He also showed that if K is a field of characteristic 2 and either
a) G is a quaternion group of order 8 and also K contains a primitive cube root
of the unity or b) G is a dihedral 2-group, then KG has a filtered multiplicative
K-basis. We showed in [2] that for the class of all metacyclic p-groups the groups
mentioned in the items a) and b) are exactly those, for whose group algebras L.Paris
in [9] presented examples of multiplicative K-bases.
2. Results. Our main results are the following:
Theorem 1. Let K be a field of characteristic p and let G satisfy one of the
following conditions:
1. G is a powerful p-group;
2. p is odd, G is a 2-generated p-group with the central cyclic commutator sub-
group.
Then the group algebra KG does not have a filtered multiplicative K-basis.
Theorem 2. Let K be a field of characteristic p and let G be a nonabelian p-group
with a cyclic subgroup of index p2. Then the group algebra KG possesses a filtered
multiplicative K-basis if and only if p = 2 and one of the following conditions is
satisfied:
1. G is either the dihedral 2-group or D2m ×C2 or the central product D8 Y C4
of D8 with C4;
2. K contains a primitive cube root of the unity and G is either Q8 ×C2 or Q8;
3. G is one of the following groups:
G5 = 〈 a, c, d | a
2m−2 = c2 = d2 = 1,
(d, a) = (d, c) = 1, (c, a) = d 〉, with m ≥ 4;
G13 = 〈 a, c, d | a
2m−2 = c2 = d2 = 1,
(d, a) = (d, c) = 1, (c, a) = a2d 〉, with m ≥ 5;
G14 = 〈 a, c, d | a
2m−2 = d2 = 1, c2 = a2
m−3
,
(d, a) = (d, c) = 1, (c, a) = a2d 〉, with m ≥ 5;
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G17 = 〈 a, c, d | a
2m−2 = d2 = c2 = 1,
(d, a) = a2
m−3
, (d, c) = 1, (c, a) = d 〉, with m ≥ 5;
G18 = 〈 a, c, d | a
2m−2 = d2 = 1, c2 = d,
(d, a) = a2
m−3
, (c, a) = a2d 〉, with m ≥ 4;
G22 = 〈 a, c, d | a
2m−2 = c2 = d2 = 1, (d, a) = 1,
(d, c) = a2
m−3
, (c, a) = a−2
m−4
d 〉, with m ≥ 6;
G23 = 〈 a, c, d | a
2m−2 = c2 = d2 = 1, (d, a) = 1,
(d, c) = a2
m−3
, (c, a) = a2−2
m−4
d 〉, with m ≥ 6;
G24 = 〈 a, c, d | a
2m−2 = c2 = d2 = 1, (d, c) = 1,
(d, a) = a2
m−3
, (c, a) = a2−2
m−4
d 〉, with m ≥ 6;
G25 = 〈 a, c, d | a
2m−2 = d2 = 1, c2 = a2
m−3
, (d, c) = 1,
(d, a) = a2
m−3
, (c, a) = a2−2
m−4
d 〉, with m ≥ 5.
3. Preliminary remarks and notations. Let B be a filtered multiplicative K-
basis in a finite-dimensional K-algebra A. In the proof of the main result we use
the following simple properties of B (see [2]):
(I) B ∩ rad(A)n is a K-basis of rad(A)n for all n ≥ 1.
(II) If u, v ∈ B \ rad(A)k and u ≡ v (mod rad(A)k) then u = v.
Recall that the Frattini subalgebra Φ(A) of A is defined as the intersection of all
maximal subalgebras of A if those exist, and as A otherwise. In [3] it was shown
that if A is a nilpotent algebra over a field K, then Φ(A) = A2. It follows that
(III) If B is a filtered multiplicative K-basis of A and if B \ {1} ⊆ rad(A), then all
elements of B \ rad(A)2 are generators of A over K.
Let K be a field of characteristic p and G be a finite p-group. For a, b ∈ G we
define ab = b−1ab and (a, b) = a−1b−1ab. Let Q2n , D2n and Cpn be the generalized
quaternion group, the dihedral 2-group of order 2n, and the cyclic group of order
pn, respectively.
A p-group G is called powerful, if p = 2 then G/G4 is abelian, or if p > 2 and
G/Gp is abelian.
The ideal IK(G) =
{ ∑
g∈G αgg ∈ KG |
∑
g∈G αg = 0
}
is called the
augmentation ideal of KG and
IK(G) ⊃ I
2
K(G) ⊃ · · · ⊃ I
s
K(G) ⊃ I
s+1
K (G) = 0.
Then the subgroup Dn(G) =
{
g ∈ G | g − 1 ∈ InK(G)
}
is called the nth
dimensional subgroup of KG.
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We define the Lazard-Jennings series ( see [4] )
M1(G) ⊇M2(G) ⊇ · · · ⊇Mt(G) = 1
as follows: Put M1(G) = G and Mi(G) = 〈 (Mi−1(G), G),M
p
[ i
p
]
(G)) 〉, where
— [ i
p
] is the smallest integer not less than i
p
;
—
(
Mi−1(G), G
)
= 〈 (u, v) | u ∈Mi(G), v ∈ G 〉;
— Mpi (G) is the subgroup generated by p-powers of the elements of Mi(G).
We know that for the finite p-groups Mi(G) = Di(G) for all i.
Let I = {i ∈ N | Di(G) 6= Di+1(G)} and let p
di (i ∈ I) be the order of the
elementary abelian p-group
Di(G)/Di+1(G) = ⊗
di
j=1〈uijDi+1(G)〉.
Any element g ∈ G can be written uniquely as
g = uα1111 u
α12
12 · · ·u
α1d1
1d1
uα2121 · · ·u
α2d2
2d2
. . . uαi1i1 · · ·u
αidi
idi
· · ·uαs1s1 · · ·u
αsds
sds
,
where i ∈ I, uij ∈ Di(G), 0 ≤ αij < p, and s is defined as above.
Elements of the form w =
∏
l∈I(
∏dl
k=1(ulk − 1)
ylk) ∈ IK(G), where indicies of its
factors are in lexicographic order and 0 ≤ ylk < p, are called regular elements. Its
elements have weight µ(w) =
∑
l∈I(
∑dl
k=1 lylk). By Jennings Theorem ( see [4] ),
the regular elements of weight greater than or equal to t constitute an K-basis for
the ideal ItK(G). Since D2(G) = Φ(G), where Φ(G) is the Frattini subgroup of G,
we have that the set {u11, u12, . . . , u1d1} is a minimal generator system of G.
Clearly, IK(G) is the radical of KG. Suppose that B1 = {1, b1, . . . , b|G|−1} is a
filtered multiplicativeK-basis of KG. Then B = B1\{1} is a filtered multiplicative
K-basis of IK(G) and consists of |G| − 1 elements. By Jennings Theorem in [4]
{ (u1j − 1) + I
2
K(G) | j = 1, . . . , d1 } form a K-basis of IK(G)/I
2
K(G).
Put n = d1 and B \ (B ∩ I
2
K(G)) = {b1, b2, . . . , bn}. Thus
bk ≡
n∑
i=1
αki(u1i − 1) (mod I
2
K(G)),
where αki ∈ K and ∆ = det(αki) 6= 0.
Clearly, zji = (u1j , u1i) ∈ D2(G) and zji − 1 ∈ I
2
K(G). Using the identity
(y − 1)(x− 1) = [(x− 1)(y − 1) + (x− 1) + (y − 1)](z − 1)
+ (x− 1)(y − 1) + (z − 1), (1)
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where z = (y, x), we obtain that
(u1j − 1)(u1i − 1) = (u1i − 1)(u1j − 1) + (zji − 1) (mod I
3
K(G)). (2)
Then
bkbs ≡
n∑
i=1
αkiαsi(u1i − 1)
2 +
n∑
i,j=1
i<j
(αkiαsj + αkjαsi)(u1i − 1)(u1j − 1)
+
n∑
i,j=1
i<j
αkjαsi(zji − 1) (mod I
3
K(G)), (3)
where k, s = 1, . . . , n.
Let us compute the dimension subgroups. If p 6= 2 then:
D1(G) = G, D2(G) = Φ(G), D3(G) = 〈 (D2(G), G), G
p 〉,
D4(G) = 〈 (D3(G), G), G
p 〉, . . . ,Dp(G) = 〈 (Dp−1(G), G), G
p 〉,
and if p = 2, we get the following:
D1(G) = G, D2(G) = Φ(G) = G
2, D3(G) = 〈 (D2(G), G), G
4 〉.
Assume that G is a powerful p-group, i.e. if p = 2 then G′ < G4, and G′ < Gp
for p > 2. Then zji ∈ D3(G) and zji−1 ∈ I
3
K(G). By (2) it follows that bkbs ≡ bsbk
(mod I3K(G)).
Let bkbs ∈ I
3
K(G). Since the elements
{ (u1i−1)
2; (u1k−1)(u1l−1); (u2j−1) | i, k, l = 1, . . . , n; k < l; j = 1, . . . , d2 }
have weight 2, by Jennings Theorem ( see [4] ), these elements form a basis of I2K(G)
modulo I3K(G). Because of (3) we have that αkiαsi = 0 and αkiαsj + αsiαkj = 0,
where i, j = 1, . . . , n. Therefore, all minors of order two, which are formed from the
k and s lines of the matrix (αi,j), equal zero. From this follows that the determinant
of the matrix (αi,j) is zero, which is impossible.
Therefore, bkbs, bsbk 6∈ I
3
K(G) and bkbs ≡ bsbk (mod I
3
K(G)) and by property
(II) of the filtered multiplicative K-basis we conclude that bkbs = bsbk (for all
k, s = 1, . . . , n) and IK(G) is a commutative algebra, which is a contradiction.
Let K be a field of characteristic p, where p is odd, and let G be a 2-generated
p-group with a central cyclic commutator subgroup. Then by Theorem 1 in [7]
G = 〈 a, c | d = (c, a), ap
m1
= dRp
r
, cp
m2
= dSp
s
,
dp
m3
= 1, (d, a) = (d, c) = 1 〉,
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where m1, m2, m3, R, r, S, s are natural numbers defined in [7].
Clearly, d = (c, a) ∈ D2(G) and d− 1 ∈ I
2
K(G). Then
(c− 1)(a− 1) ≡ (a− 1)(c− 1) + (d− 1) (mod I3K(G)),
(c− 1)2(a− 1) ≡ (a− 1)(c− 1)2 + 2(c− 1)(d− 1) (mod I4K(G)).
Put {
b1 ≡ α1(a− 1) + α2(c− 1) (mod I
2
K(G));
b2 ≡ β1(a− 1) + β2(c− 1) (mod I
2
K(G)),
(4)
where αi, βi ∈ K and ∆ = α1β2 − α2β1 6= 0.
In the rest of the proof we can assume that d− 1 6∈ I3K(G). In the opposite case,
as we have shown above, we have a contradiction. Thus d− 1 has weight 2.
Now let us compute bi1bi2bi3 modulo I
4
K(G), (ik = 1, 2). The result of our com-
putation will be written in a table, consisting of the coefficients of the decomposition
bi1bi2bi3 with respect to the basis
{ (a− 1)j1(c− 1)j2(d− 1)j3 | j1 + j2 + 2j3 = 3; j1, j2 = 0, . . . , 3; j3 = 0, 1 }
of the ideal I3K(G). We will divide the table into two parts (the second part written
below the first part). The coefficients corresponding to the first three basis elements
will be in the first part of the table, while the next three will be in the second one.
(a− 1)3 (c− 1)3 (a − 1)2(c − 1)
b1b2b1 α
2
1β1 α
2
2β2 α
2
1β2 + 2α1α2β1
b1b
2
2 α1β
2
1 α2β
2
2 α2β
2
1 + 2α1β1β2
b22b1 α1β
2
1 α2β
2
2 α2β
2
1 + 2α1β1β2
b21b2 α
2
1β1 α
2
2β2 α
2
1β2 + 2α1α2β1
b2b
2
1 α
2
1β1 α
2
2β2 α
2
1β2 + 2α1α2β1
b2b1b2 α1β
2
1 α2β
2
2 α2β
2
1 + 2α1β1β2
b31 α
3
1 α
3
2 3α
2
1α2
b32 β
3
1 β
3
2 3β
2
1β2
(a − 1)(c − 1)2 (a− 1)(d− 1) (c − 1)(d − 1)
b1b2b1 α
2
2β1 + 2α1α2β2 α
2
1β2 α
2
2β1 + 2α1α2β2
b1b
2
2 α1β
2
2 + 2α2β1β2 α1β1β2 3α2β1β2
b22b1 α1β
2
2 + 2α2β1β2 3α1β1β2 α2β1β2 + 2α1β
2
2
b21b2 α
2
2β1 + 2α1α2β2 3α1α2β1 2α
2
2β1 + α1α2β2
b2b
2
1 α
2
2β1 + 2α1α2β2 α1α2β1 3α1α2β2
b2b1b2 α1β
2
2 + 2α2β1β2 α2β
2
1 α1β
2
2 + 2α2β1β2
b31 3α1α
2
2 3α
2
1α2 3α1α
2
2
b32 3β1β
2
2 3β
2
1β2 3β1β
2
2
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We have obtained 8 elements. If charK > 3 or charK = 3 and |a| 6= 3 6= |c|, then
the K-dimension of I3K(G)/I
4
K(G) equals 6.
In the opposite case the K-dimension of I3K(G)/I
4
K(G) is less than 6. But we
must have either 6 or less, respectively, linearly independent elements bi1bi2bi3
modulo the ideal I4K(G). Therefore, some of these elements either are equal to
zero modulo the ideal I4K(G) or coincide with some other elements of the system.
Then we get by simple calculations that ∆ = 0, which is impossible for charK > 2.
Indeed, for example, if b1b2b1 ≡ 0 (mod I
4
K(G)) then from the first two columns
follows that either α2 = β1 = 0 or α1 = β2 = 0. Also, from the 3th and 6th
columns we get either α21β2 = 0 or α
2
2β1 = 0, respectively. Therefore, ∆ = 0, which
is impossible.
Now, for example, put β1β2β1 ≡ β1β
2
2 (mod I
4
K(G)). It follows that α1 = β1,
α2 = β2 and ∆ = 0, which is also a contradiction.
The rest of the cases are similar to these two.
4. Proof of Theorem 2. According to Theorems 1 and 2 in [8] there are 11 finite
nonabelian p-groups of order pm and exponent pm−2 for p > 2 and 26 such groups
when p = 2.
In the rest of the proof we will keep the indexes of these groups as in [8], but
to make the calculation easier we will rename the generators of these groups as
follows: we do not change a and c but we will denote d either as b or b−1.
First, we consider the case when charK > 2. Then by Theorem 1 in [8] a finite
nonabelian neither metacyclic nor powerful p-group of order pm and exponent pm−2
is isomorphic to one of the groups G1, G5, G6, G7, G11.
If G = G1 = 〈 a, c, d | a
pm−2 = cp = dp = 1,
(d, a) = 1, (d, c) = 1, (c, a) = d 〉, with m ≥ 3,
then by Theorem 1 we have that KG has no filtered multiplicative K-basis.
Let G be one of the following groups:
H(r) = 〈 a, c, d | ap
m−2
= cp = dp = 1, (d, a) = 1,
(c, a) = d, (d, c) = a−rp
m−3
〉, with m ≥ 4;
G7 = 〈 a, c, d | a
pm−2 = cp = dp = 1,
(d, a) = ap
m−3
, (c, a) = d, (d, c) = 1 〉, with m ≥ 4;
G11 = 〈 a, c, d | a
9 = d3 = 1,
a3 = c3, (d, a) = 1, (c, a) = d, (d, c) = a3 〉,
where either r = 1 or r is a quadratic nonresidue modulo p. Note that if r = 1 then
H(1) coincides with G5 and in the other case H(r) coincides with G6.
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Then by (1) we get
(c− 1)(a− 1) ≡ (a− 1)(c− 1) + (d− 1) (mod I3K(G)).
Now, similarly to the proof of Theorem 1 above, let us compute bi1bi2bi3 modulo
I4K(G), (ik = 1, 2). The result of our computation can be written in a similar
table, consisting of the coefficients of the decomposition bi1bi2bi3 with respect to
the considered basis
{ (a− 1)3, (a− 1)2(c− 1), (a− 1)(d− 1), (c− 1)(d− 1), (a− 1)(c− 1)2 }
of the ideal I3K(G).
We must consider the following tree cases.
Case 1. Let either G 6= G7 with p = 3 and m = 4 or G 6= H(r) with p = 3,
m = 4 or G 6= G11. Then by (1), the element d− 1 is central modulo I
4
K(G), and
we will have the same table as in the proof of Theorem 1. Thus, we will have a
contradiction.
Case 2. Let G = G7 with p = 3 and m = 4. Then
G = 〈 a, c, d | a9 = c3 = d3 = 1, (d, a) = a3, (c, a) = d, (d, c) = 1 〉
and by (1) we get (d− 1)(c− 1) ≡ (c− 1)(d− 1) (mod I4K(G)) and
(d− 1)(a− 1) ≡ (a− 1)(d− 1) + (a− 1)3 (mod I4K(G)).
Modulo I4K(G) it follows that
(a − 1)3 (a− 1)2(c− 1) (a− 1)(d− 1) (c− 1)(d− 1) (a− 1)(c− 1)2
b1b2b1 α1β1(α1 + α2) α1∆ α21β2 −α2∆ −α2∆
b1b
2
2 β
2
1(α1 + α2) −β1∆ α1β1β2 0 β2∆
b2b
2
1 α1β1(β1 + β2) α1∆ α1α2β1 0 −α2∆
b2b1b2 α1β1(β1 + β2) β1∆ α2β21 β2∆ β2∆
b31 α
2
1(α1 + α2) 0 α
2
1α2 0 0
b21b2 α1β1(α1 + α2) α1∆ α1α2β1 α2∆ −α2∆
b22b1 α1β1(β1 + β2) −β1∆ α1α1β2 −β2∆ β2∆
b32 β
2
1(β1 + β2) 0 β
2
1β2 0 0
We have obtained 8 elements, but the K-dimension of I3K(G)/I
4
K(G) equals 5.
Therefore, some of these elements either are equal to zero modulo the ideal I4K(G) or
coincide with some other elements of the system. Then we get by simple calculations
that ∆ = 0, which is impossible.
Case 3. Let either G = H(r) with p = 3, m = 4 or G = G11. Then by (1) we get
(d− 1)(c− 1) ≡ (c− 1)(d− 1) + (a− 1)3 (mod I4K(G)),
(d− 1)(a− 1) ≡ (a− 1)(d− 1) (mod I4K(G)).
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Modulo I4K(G) it follows that
(a−1)3 (a−1)2(c−1) (a−1)(d−1) (a−1)(c−1)2 (c−1)(d−1)
b1b2b1 β1(α21 + α
2
2) α1∆ α1∆ −α2∆ −α2∆
b1b
2
2 β1(α1β1 + α2β2) −β1∆ β1∆ β2∆ 0
b2b
2
1 α1(α1β1 + α2β2) α1∆ −α1∆ −α2∆ 0
b2b1b2 α1(β21 + β
2
2) −β1∆ −β1∆ β2∆ β2∆
b31 α1(α
2
1 + α
2
2) 0 0 0 0
b21b2 α1(α1β1 + α2β2) α1∆ 0 −α2∆ α2∆
b22b1 β1(α1β1 + α2β2) −β1∆ 0 β2∆ −β2∆
b32 β1(β
2
1 + β
2
2) 0 0 0 0
Now, similarly to case 2, we have obtained 8 elements, but the K-dimension of
I3K(G)/I
4
K(G) equals 5. Therefore, some of these elements either identically equal
zero modulo the ideal I4K(G) or coincide with some other elements of the system.
Then we get by simple calculations that ∆ = 0, which is impossible.
Therefore, if p is odd, then KG has no filtered multiplicative K-basis.
Now let charK = 2. Then by Theorem 2 in [8] a finite nonabelian neither
metacyclic nor powerful 2-group of order 2m and exponent 2m−2 is isomorphic to
one of the groups G2, G3, G5, G11, G12, G13, G14, G15, G16, G17, G18, G22, G23,
G24, G25, G26 with the exception of G4, which is discussed below. If m = 5 then
G25 coincides with G26.
First, let us suppose that G is
G4 = 〈 a, c, d | a
2m−2 = c2 = d2 = 1,
(d, a) = (c, a) = 1, (d, c) = a2
m−3
〉, with m ≥ 4.
Clearly, for m ≥ 5, G is powerful, therefore G4 is the central product of D8 = 〈a, b〉
and C4 = 〈c〉. Put b1 = (1 + a) + (1 + c), b2 = 1 + c and b3 = 1 + d. Thus
{ bi2 b
j
1 b
k
2 b
l
3 | i, k = 0, 1; j, l = 0, . . . , 3 } form a filtered multiplicative K-
basis of KG4.
Let G be either G2 = Q2n−1 × C2 or G3 = D2m−1 × C2. Then using [2], one
obtains that the group G satisfies conditions 1. or 2. of Theorem 2.
Let G be one of the following groups:
G11 = 〈 a, c, d | a
2m−1 = c2 = d2 = 1, (d, c) = 1,
(d, a) = 1, (c, a) = a2+2
m−2
〉, with m ≥ 4;
G12 = 〈 a, c, d | a
2m−2 = c2 = d2 = 1, (d, c) = a2
m−3
,
(d, a) = 1, (c, a) = a2 〉, with m ≥ 5;
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G15 = 〈 a, c, d | a
2m−2 = c2 = d2 = 1, (d, c) = 1,
(d, a) = a2
m−3
, (c, a) = a2+2
m−3
〉, with m ≥ 5;
G16 = 〈 a, c, d | a
2m−2 = c2 = d2 = 1, (d, c) = a2
m−3
,
(d, a) = a2
m−3
, (c, a) = a2+2
m−3
〉, with m ≥ 5.
It is easy to see that G is 3-generated and we can put


b1 ≡ α1(1 + a) + α2(1 + c) + α3(1 + d) (mod I
2
K(G));
b2 ≡ β1(1 + a) + β2(1 + c) + β3(1 + d) (mod I
2
K(G));
b3 ≡ γ1(1 + a) + γ2(1 + c) + γ3(1 + d) (mod I
2
K(G)),
where αi, βi, γi ∈ K and ∆ 6= 0.
By (1) we have that (1 + c)(1 + a) ≡ (1+ a)(1+ c) + (1+ a)2 (mod I3K(G)) and
1 + d is central by modulo I3K(G).
Now let us compute bibj by modulo I
3
K(G), (i, j = 1, 2). The result of our compu-
tation will be written in a table, consisting of the coefficients of the decomposition
bibj with respect to the basis { (1+a)
2, (1+a)(1+c), (1+a)(1+d), (1+c)(1+d) }
of the ideal I2K(G).
(1 + a)2 (1 + a)(1 + c) (1 + a)(1 + d) (1 + c)(1 + d)
b1b2 β1(α1 + α2) α1β2 + α2β1 α1β3 + α3β1 α2β3 + α3β2
b2b1 α1(β1 + β2) α1β2 + α2β1 α1β3 + α3β1 α2β3 + α3β2
b1b3 γ1(α1 + α2) α1γ2 + α2γ1 α1γ3 + α3γ1 α2γ3 + α3γ2
b3b1 α1(γ1 + γ2) α1γ2 + α2γ1 α1γ3 + α3γ1 α2γ3 + α3γ2
b2b3 γ1(β1 + β2) β1γ2 + β2γ1 β1γ3 + β3γ1 β2γ3 + β3γ2
b3b2 β1(γ1 + γ2) β1γ2 + β2γ1 β1γ3 + β3γ1 β2γ3 + β3γ2
b21 α1(α1 + α2) 0 0 0
b22 β1(β1 + β2) 0 0 0
b23 γ1(γ1 + γ2) 0 0 0
We have obtained 9 elements. But the K-dimension of I2K(G)/I
3
K(G) equals 4
and we must have four linearly independent elements bibj modulo ideal I
3
K(G).
Therefore, some of these elements either are equal to zero modulo the ideal I3K(G)
or coincide with some other elements of the system.
We will consider the following cases:
Case 1. Let bibj ≡ bjbi (mod I
3
K(G)). But bibj , bjbi 6∈ I
3
K(G) and by property
(II) we conclude that IK(G) is a commutative algebra, which is a contradiction.
Case 2. It is easy to see that the first six lines equal neither zero nor the last
three lines, because from the last three columns in our table follows that all minors
equal zero and ∆ = 0, which is impossible.
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Case 3. Let b2i ≡ 0 (mod I
3
K(G)) for two values i, for example, b
2
1 ≡ b
2
2 ≡ 0
(mod I3K(G)). Then either α1 = 0 or α1 = α2 and either β1 = 0 or β1 = β2,
respectively. Since we must have 4 linearly independent elements and the cases 1
and 2 are impossible, we have that b23 ≡ 0 (mod I
3
K(G)). Thus either γ1 = 0 or
γ1 = γ2. If we put the values of αj , βj and γj into our table ( we will have eight
cases) then we will get a contradiction.
Therefore, in any other case, we can refer back to these three cases.
Suppose G is one of the groups G5, G17, G22 or G25 with m = 5 ( i.e. G26 ) from
Theorem 2. Clearly, G is two-generated and we can assume that u = b1, v = b2,
where b1, b2 can be written as in (4).
Then by (1) we get 1 + d is central modulo I3K(G) and
(1 + c)(1 + a) ≡ (1 + a)(1 + c) + (1 + d) (mod I3K(G)).
It follows that


uv ≡ α1β1(1 + a)
2 +∆(1 + a)(1 + c) + α2β1(1 + d) (mod I
3
K(G));
vu ≡ α1β1(1 + a)
2 +∆(1 + a)(1 + c) + α1β2(1 + d) (mod I
3
K(G));
u2 ≡ α21(1 + a)
2 + α1α2(1 + d) (mod I
3
K(G));
v2 ≡ β21(1 + a)
2 + β1β2(1 + d) (mod I
3
K(G)).
Since the K-dimension of I2K(G)/I
3
K(G) equals 3 and ∆ 6= 0, we have that uv 6≡ vu
(mod I3K(G)) and u
2 6≡ v2 (mod I3K(G)). Thus either v
2 ≡ 0 (mod I3K(G)) and
β1 = 0 or u
2 ≡ 0 (mod I3K(G)) and α1 = 0. It is easy to see that the second case
is symmetric to the first one, so we consider only the first one. Therefore α1 6= 0
and we can put u = (1 + a) + µ(1 + c) and v = 1 + c, where µ = α2
α1
.
We will prove that the elements {ui, vui−1, vuvui−3, uvui−2} form a basis of
IiK(G)/I
i+1
K (G), where i > 3.
First of all, vuv ≡ (1 + c)(1 + d) (mod I4K(G)), and by induction we get that
u4i ≡ (1 + a)4i (mod I4i+1K (G)),
u4i+1 ≡ (1 + a)4i+1 + µ(1 + a)4i(1 + c) (mod I4i+2K (G)),
u4i+2 ≡ (1 + a)4i+2 + µ(1 + a)4i(1 + d) (mod I4i+3K (G)),
u4i+3 ≡ (1 + a)4i+3 + µ(1 + a)4i+2(1 + c)
+ µ(1 + a)4i+1(1 + d) + µ2(1 + a)4i(1 + c)(1 + d) (mod I4i+4K (G)).
We consider the following four cases:
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Case 1. If i ≡ 0 (mod 4), then we have
ui ≡ (1 + a)i (mod Ii+1K (G)),
vui−1 ≡ (1 + a)i−1(1 + c) + (1 + a)i−2(1 + d)
+ (1 + a)i−3(1 + c)(1 + d) (mod Ii+1K (G)),
(uv)ui−2 ≡ (1 + a)i−1(1 + c) + µ(1 + a)i−3(1 + c)(1 + d) (mod Ii+1K (G)),
(vuv)ui−3 ≡ (1 + a)i−3(1 + c)(1 + d) (mod Ii+1K (G)).
Case 2. If i ≡ 1 (mod 4), then we have
ui ≡ (1 + a)i + µ(1 + a)i−2(1 + d) (mod Ii+1K (G)),
vui−1 ≡ (1 + a)i−1(1 + c) + (1 + a)i−2(1 + d) (mod Ii+1K (G)),
(uv)ui−2 ≡ (1 + a)i−1(1 + c) (mod Ii+1K (G)),
(vuv)ui−3 ≡ (1 + a)i−3(1 + c)(1 + d) (mod Ii+1K (G)).
Case 3. If i ≡ 2 (mod 4), then we have
ui ≡ (1 + a)i (mod Ii+1K (G)),
vui−1 ≡ (1 + a)i−1(1 + c) + (1 + a)i−2(1 + d)
+ µ(1 + a)i−3(1 + c)(1 + d) (mod Ii+1K (G)),
(uv)ui−2 ≡ (1 + a)i−1(1 + c) + µ(1 + a)i−3(1 + c)(1 + d) (mod Ii+1K (G)),
(vuv)ui−3 ≡ (1 + a)i−3(1 + c)(1 + d) (mod Ii+1K (G)).
Case 4. If i ≡ 3 (mod 4), then we have
ui ≡ (1 + a)i + µ(1 + a)i−2(1 + d) (mod Ii+1K (G)),
vui−1 ≡ (1 + a)i−1(1 + c) + (1 + a)i−2(1 + d) (mod Ii+1K (G)),
(uv)ui−2 ≡ (1 + a)i−1(1 + c) (mod Ii+1K (G)),
(vuv)ui−3 ≡ (1 + a)i−3(1 + c)(1 + d) (mod Ii+1K (G)).
It follows that the elements { ui, vui−1, uvui−2, vuvui−3 } are linearly indepen-
dent modulo Ii+1K (G). Therefore, the matrix of decomposition is regular and
{1, ui, vuj, vuvuk, uvul | 0 ≤ i, j, k, l} form a filtered multiplicative K-basis of KG.
Now let G be one of the groups G13, G14, G18, G23, G24 or G25 with m > 5.
Clearly, G is two-generated and we can assume that u = b1, v = b2, where b1, b2
can be written as in (4). Then by (1) we get 1 + d is central modulo I3K(G) and
(1 + c)(1 + a) ≡ (1 + a)(1 + c) + (1 + a)2 + (1 + d) (mod I3K(G)). (5)
On filtered multiplicative bases of group algebras II 13
It follows that

uv ≡ (α1 + α2)β1(1 + a)
2 +∆(1 + a)(1 + c) + α2β1(1 + d) (mod I
3
K(G));
vu ≡ α1(β1 + β2)(1 + a)
2 +∆(1 + a)(1 + c) + α1β2(1 + d) (mod I
3
K(G));
u2 ≡ α1(α1 + α2)(1 + a)
2 + α1α2(1 + d) (mod I
3
K(G));
v2 ≡ β1(β1 + β2)(1 + a)
2 + β1β2(1 + d) (mod I
3
K(G)).
Since the K-dimension of I2K(G)/I
3
K(G) equals 3 and ∆ 6= 0, we have that uv 6≡ vu
(mod I3K(G)) and u
2 6≡ v2 (mod I3K(G)). Thus either v
2 ≡ 0 (mod I3K(G)) and
β1 = 0 or u
2 ≡ 0 (mod I3K(G)) and α1 = 0. It is easy to see that the second
case is symmetric to the first one, so we consider only the first one. Therefore,
u = (1 + a) + µ(1 + c) and v = 1 + c, where µ = α2
α1
.
We will prove that the elements {(uv)iu, u2v(uv)i−1, (vu)iv, u3(vu)i−1} form a
basis modulo I2i+2K (G) and the elements {(uv)
i, u2(vu)i−1, (vu)i, u2(uv)i−1} form
a basis modulo I2i+1K (G), where i > 1.
First, it is easy to see by induction that
(uv)2i+1 ≡ (1 + a)4i+1(1 + c) (mod I4i+3K (G)),
(uv)2i+2 ≡ (1 + a)4i+3(1 + c) + (1 + a)4i+1(1 + c)(1 + d) (mod I4i+5K (G)),
(vu)2i+1 ≡ (1 + a)4i+2 + (1 + a)4i+1(1 + c)
+ (1 + a)4i(1 + d) (mod I4i+3K (G)),
(vu)2i+2 ≡ (1 + a)4i+4 + (1 + a)4i+3(1 + c)
+ (1 + a)4i+1(1 + c)(1 + d) (mod I4i+5K (G)).
By (1) and (5) we also have modulo I4K(G) that
(1 + c)(1 + a)2 ≡(1 + a)2(1 + c),
u2 ≡(1 + µ)(1 + a)2 + µ(1 + d),
u2v ≡(1 + µ)(1 + a)2(1 + c) + µ(1 + c)(1 + d),
u3 ≡(1 + µ)(1 + a)3 + µ(1 + µ)(1 + a)2(1 + c)
+ µ(1 + a)(1 + d) + µ2(1 + c)(1 + d).
Now we consider the following two cases:
Case 1. Let k = 2j + 1 be odd. Then
(uv)ku ≡ (uv)2j+1u ≡ (1 + a)4j+3 + (1 + a)4j+2(1 + c)
+ (1 + a)4j+1(1 + d) (mod I4j+4K (G)),
u2v(uv)k−1 ≡ u2v(uv)2(j−1)+2 ≡ (1 + µ)(1 + a)4j+2(1 + c)
+ (1 + a)4j(1 + c)(1 + d) (mod I4j+4K (G)),
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(vu)kv ≡ (vu)2j+1v ≡ (1 + a)4j+2(1 + c)
+ (1 + a)4j(1 + c)(1 + d) (mod I4j+4K (G)),
u3(vu)k−1 ≡ u3(vu)2(j−1)+2 ≡ (1 + µ)(1 + a)4j+3 + (1 + µ)(1 + a)4j+3(1 + c)
+ (1 + µ)(1 + a)4j(1 + c)(1 + d)
+ µ(1 + a)4j+1(1 + d) (mod I4j+4K (G)),
u2(vu)k−1 ≡ u2(vu)2(j−1)+2 ≡ (1 + µ)(1 + a)4j+2
+ (1 + µ)(1 + a)4j+1(1 + c) + µ(1 + a)4j(1 + d)
+ (1 + a)4j−1(1 + c)(1 + d) (mod I4j+3K (G)),
(vu)k ≡ (vu)2j+1 ≡ (1 + a)4j+2 + (1 + a)4j+1(1 + c)
+ (1 + a)4j(1 + d) (mod I4j+3K (G)),
u2(uv)k−1 ≡ u2(uv)2(j−1)+2 ≡ (1 + µ)(1 + a)4j+1(1 + c)
+ (1 + a)4j−1(1 + c)(1 + d) (mod I4j+3K (G)),
(uv)k ≡ (uv)2j+1 ≡ (1 + a)4j+1(1 + c) (mod I4j+3K (G)).
Case 2. Let k = 2j be even. Then
(uv)ku ≡ (uv)2(j−1)+2u ≡ (1 + a)4j+1 + (1 + a)4j(1 + c)
+ (1 + a)4j−2(1 + c)(1 + d) (mod I4j+2K (G)),
u2v(uv)k−1 ≡ u2v(uv)2(j−1)+1 ≡ (1 + µ)(1 + a)4j(1 + c)
+ (1 + a)4j−2(1 + c)(1 + d) (mod I4j+2K (G)),
u3(vu)k−1 ≡ u3(vu)2(j−1)+1 ≡ (1 + µ)(1 + a)4j+1 + (1 + µ)(1 + a)4j(1 + c)
+ µ(1 + µ)(1 + a)4j−2(1 + c)(1 + d)
+ (1 + a)4j−1(1 + d) (mod I4j+2K (G)),
(vu)kv ≡ (vu)2(j−1)+2v ≡ (1 + a)4j(1 + c) (mod I4j+2K (G)),
(uv)k ≡ (uv)2(j−1)+2 ≡ (1 + a)4j−1(1 + c)
+ (1 + a)4j−3(1 + c)(1 + d) (mod I4j+1K (G)),
u2(vu)k−1 ≡ u2(vu)2(j−1)+1 ≡ (1 + µ)(1 + a)4j + (1 + µ)(1 + a)4j−1(1 + c)
+ (1 + a)4j−2(1 + d)
+ µ(1 + a)4j−3(1 + c)(1 + d) (mod I4j+1K (G)),
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(vu)k ≡ (vu)2(j−1)+2 ≡ (1 + a)4j + (1 + a)4j−1(1 + c)
+ (1 + a)4j−3(1 + c)(1 + d) (mod I4j+1K (G)),
u2(uv)k−1 ≡ u2(uv)2(j−1)+1 ≡ (1 + µ)(1 + a)4j−1(1 + c)
+ µ(1 + a)4j−3(1 + c)(1 + d) (mod I4j+1K (G)).
It follows that (uv)k, u2(vu)k−1, (vu)k, u2(uv)k−1 and also (vu)ku, u2v(uv)k−1,
(vu)kv, u3(vu)k−1 are linearly independent modulo I2k+1K (G) and modulo I
2k+1
K (G),
respectively. Therefore, as before, the matrix of decomposition is regular and
{(uv)iu, (vu)iv, (uv)i, (vu)i, u2v(uv)j, u3(vu)j , u2(vu)j, u2(uv)j}
form a filtered multiplicative K-basis of KG.
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