Summary. We establish robustness stability results for a speci c type of arti cial neural networks for associative memories under parameter perturbations and determine conditions that ensure the existence of asymptotically stable equilibria of the perturbed neural system that are near the asymptotically stable equilibria of the original unperturbed neural network. The proposed stability analysis tool is the sliding mode control and it facilitates the analysis by considering only a reduced{order system instead of the original one and time{dependent external stimuli.
I. Introduction
Hop eld{type (additive) neural networks have been intensively studied in the past decade and have been applied to optimization problems. Such engineering applications rely crucially on the analysis of neurodynamics and behaviour of dynamical neural networks. Therefore, the analysis of the neurodynamics and behaviour such as stability and oscillation is indispensable for practical design of netorks.
The qualitative properties of dynamical neural networks (notably Hop eld{type neural networks) have been extensively investigated by Michael and his colleagues GM91] and MFP89]. They applied large{scale system techniques to obtain a large set of su cient conditions for local asymptotic stability for a few classes of dynamical neural networks FK96]. Most stability conditions known in literature are based on a Lyapunov approach supposing mostly the asymmetry of the connection weights CG83] or are expressed in terms of norms or measures of the weight matrix AGB88] and Mat92].
Hirsch Hir89] noted the importance of global stability or local attractiveness and obtained a few su cient conditions using Gershgorin's circle theorem. Kelly Kel90] applied the contraction mapping technique to obtain some su cient conditions for global stability. Matsuoka Mat92] generalized some of Hirsch's and Kelly's results using a new Lyapunov function. Recently, Kaszkurewicz and Bhaya KB94] proved that the diagonal stability of the interconnection matrix implies the existence and uniqueness of an equilibrium and global stability of the equilibrium. This equilibrium depends only on the external stimuli. In fact, if the interconnections among individual neurons, the time constants of the circuits, and the activation functions are xed, we obtain a mapping from the external stimuli space to the activation space.
There also have been much interest in applying noise to feedforward neural networks mostly in order to observe their e ect on network performance Bis94]. Training with noise can lead to more realistic biological models. Various methods of injecting synaptic noise into dynamically driven recurrent neural networks during training as well as output disturbances have been reported in the literature. A detailed analysis of the e ects of various noise parameters is found in JGH96].
Stochastic stability analysis of Hop eld{type neural networks is found in YD94] and more recently in WS96]. They established the concept of almost surely exponential stability for stochastic systems and derived stability conditions for asymmetriccontinous{time neural networks YD94] and for discrete{time neural networks WS96].
The dynamic behaviour of neural networks under arbitrary unknown structural perturbations was studied in GM91]. They have shown based on Lyapunov theory that the stability of perturbed neural networks depends essentially on the compatibility/incompability of input variables in these networks.
In the present paper we study robustness properties of arti cial feedback neural networks with additive interconnecting structure described by systems of rst order ordinary di erential equations of the form
where x i is the`short-term-memory' and represents the current activity level of the network node, a i is the corresponding inverse time constant,f j (x j ) is the ring activity output of the node, T ij is the weighting term associated with the output and u i is an external time{dependent stimulus. We set a i = A.
In the above implementation errors will generally be encountered, resulting in perturbations of the output functions,f j (x j ) + f j (x j ) or perturbations of the weights T ij + T ij . Biological systems are characterized by the fact that the ring activity output is not exactly known and is approximated in most applications by a sigmoid function. Our intention in this paper is to analyze the dynamical behaviour of more realistic biological models which exhibit parameter uctuations and/or perturbations.
Such errors will give rise to changes in the stability of the neural system. Accordingly, an understanding of robustness properties of the neural system with respect to parameter variations will be of great importance. Of particular interest are the robust stability criteria and the estimates of the region of attraction of the equilibrium locations. This issue will be studied in this paper.
In sliding mode control, a popular technique for robust control Utk92], trajectories are forced to reach a sliding manifold in nite time, and stay on the manifold for all future time. Using a lower{order model, the sliding manifold is designed to achieve the desired control objective. A typical motion under sliding mode control consists in a reaching phase during which trajectories starting o the manifold move toward it and reach it in nite time, followed by a sliding phase during which the motion will be con ned to the switching manifold = 0 and the dynamics of the system will be represented by a reduced{order model. The most important feature of sliding mode control is its robustness to uctuations.
Adopting from control theory the concept of sliding manifold we'll consider here the perturbed neural network as a class of systems whose nominal part is linear and whose nonlinear/ uctuated part doesn't satisfy the matching condition. The norm of the input vector is subject to a xed bound. We also assume that the nonlinearities/ uctuations can be decomposed into matched and unmatched parts and that a norm{bound for each of these quantities is known.
The main tool for the stability analysis is the second method of Lyapunov Kha96]. Basic ideas are that the Lyapunov function of a composed system is a superposition of the Lyapunov functions of the subsystems. And that under some assumptions if a reduced{ order system is asymptotically stable then the full system will also be asymptotically stable.
II. Problem statement
We can write the above system in a more compact form de ning f(t;x(t)) = Tf(x;t) and get so a nonlinear/ uctuated dynamical systems modelled by the equations:
where t 2 R, x(t) 2 R n , u(t) 2 R m , the constant matrices A 2 R n n and B 2 R n m are known, and the function f : R R n ! R n models all nonlinearities and/or uctuations in the system. The matrix B is given by B = Suppose that the unknown bounded disturbances h full ll h(t) 1 for all t and that the output function jjf(x)jj jjxjj. We estimate jjTjj R where R is given by R = max (T T T)] 1=2 .
We obtain from (4) and (5) h = 0, h = 1, g = R and g = 0.
III. The sliding mode control
Our goal is to design a switching manifold = fxjSx = 0g, where S 2 R m n is of full rank. We assume the desired eigenvalues of the nominal system restricted to the switching manifold (nominal reduced order system) are real, distinct, and belong to the set , where = f? i j i > 0; i = 1; ; n ? mg. Let 
The induced norms of these matrices can be easily given jjWjj = 1; jjW g jj = 0; jjBjj = 1; jjB g jj = 1 The closed{loop system (2) and (6) will exhibit a sliding mode on the manifold . In our analysis of the closed{loop system we use the equivalent control method to analyse its sliding mode behaviour. The idea behind the equivalent control method is that while the closed{loop system is in a sliding mode on the manifold , the equations S_ x = 0 (15) and Sx = 0 (16) must be satis ed when evaluated on the trajectory of the system. Equations that describe the behaviour of the closed{loop system in a sliding mode are obtained by rst substituting the system dynamics (2) into (15) and solving the algebraic equation for u. The solution, called the equivalent control, is then substituted back into (2) and the resulting equations are the sliding mode equations. While in a sliding mode on the manifold the system undergoes an order reduction. Taking into account (16), the sliding mode equations can be reduced to a system of n ? m equations. This reduced set of di erential equations, called the reduced order system, completely speci es the closed{loop system dynamics while in a sliding mode on the manifold Utk92] and Kha96].
IV. The coordinate transformation
We will introduce a coordinate transformation that allows us to obtain the reduced{order system directly from the transformed state equations of the original system (2).
Let M 2 R n n be de ned by 
we get for system (18) _ z(t) = A 11 z(t) + A 12 (t) + W g g(t;z(t); (t))
= AIz(t) + W g g(t;z(t); (t)) _ (t) = A 21 z(t) + A 22 (t)) + S g(t;z(t); (t)) + h(t;z(t); (t)) = AI m (t) + S g(t;z(t); (t)) + h(t;z(t); (t))
z(t 0 ) = z 0 ; (t 0 ) = 0 where z(t) 2 R n?m , (t) 2 R m , and g(t;z(t); (t)) = g(t;(Wz(t) + B (t)))
h(t;z(t); (t)) = h(t;(Wz(t) + B (t)))
Under this change of coordinates the state{feedback control law (6) becomes u(t) = In this section we examine the e ect the nonlinearities/ uctuations have on the stability of the closed{loop system (2) and (6) when its motion is con ned to the switching manifold . The behaviour of the closed{looop system when con ned to is described by the reduced{order system (27). We show that under a certain condition involving the eigenstructure of the nominal reduced{order system (27) we can prove the stability of the system.
A Lyapunov{function for the reduced{order system is V (z) = jjzjj. The stability theorem for the reduced{order system is given below 
Recalling that A 11 = J and using (22) 
We now investigate the stability of the closed{loop system (2) and (6) in the transformed coordinate system.
A Lyapunov{function for the closed{loop system is V (z; ) = jjzjj + jj jj.
The stability theorem of the closed{loop system is given below.
Theorem 2: System (2) and (6) The following example of a two neuron network illustrates how the proposed sliding manifold approach can be used to analyze an uctuated neural network. According to assumption A1 and equation (2) the dimension of the input vector u(t) should be less than that of the activity vector x(t) and for the present two neuron model we choose an one dimensional input vector. Only the activity state of the rst neuron x 1 (t) has an external input. The dynamical behaviour of the perturbed neural system when con ned to the switching manifold can be described completely by a reduced{order system. 
