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Abstract
Although importance sampling is an established and effective sampling
and estimation technique, it becomes unstable and unreliable for high-
dimensional problems. The main reason is that the likelihood ratio in
the importance sampling estimator degenerates when the dimension of
the problem becomes large. Various remedies to this problem have been
suggested, including heuristics such as resampling. Even so, the consen-
sus is that for large-dimensional problems, likelihood ratios (and hence
importance sampling) should be avoided. In this paper we introduce a
new adaptive simulation approach that does away with likelihood ratios,
while retaining the multi-level approach of the cross-entropy method. Like
the latter, the method can be used for rare-event probability estimation,
optimization, and counting. Moreover, the method allows one to sam-
ple from the target distribution rather than asymptotically as in Markov
chain Monte Carlo. Numerical examples demonstrate the effectiveness of
the method.
Keywords: likelihood ratio degeneracy, kernel density estimation, importance
sampling, rare-event probability estimation, combinatorial counting
1 Introduction
The purpose of this paper is to introduce a new sampling method for rare-event
probability estimation. Our method avoids using importance sampling and like-
lihood ratios, making it suitable for large-dimensional problems. The method
is based on recent insights into kernel density estimation [1, 4], the bootstrap
method [6], and the multi-level approach of the CE method [13]. The method
works well for both continuous and discrete estimation problems, and can also
be used for perfect sampling from the Ising model [2].
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The paper is organized as follows. In Section 2 we first provide a brief back-
ground on rare-event simulation, and then gently introduce the ideas of the pro-
posed method via three illustrative examples: a rare-event probability estimation
example of large dimension, a permutation counting example, and a knapsack
combinatorial optimization example. We provide explicit algorithms for each of
the examples, making them easy to implement and test. In Section 3 we present a
general version of the main method which broadens its applicability to many other
rare-event simulation and optimization problems. We call our main algorithm the
ADAM algorithm. This section is followed by an optimization example. Finally
we draw some conclusions based on the numerical results and give directions for
future work.
2 Estimation and Optimization via Monte Carlo
Simulation
The purpose of this section is to provide a number of concrete examples in estima-
tion, optimization, and counting, to quickly explain the workings of the proposed
method. We first briefly discuss the general sampling framework in the context
of rare-event probability estimation.
Many estimation and optimization problems involve the estimation of proba-
bilities of the form
ℓ(γ) = P (S(X) > γ) , (1)
where X is a random object (vector, path, etc.) that takes values in some set X
and is distributed according to a pdf f , S is a real-valued function on X , and
γ ∈ R is a threshold level. We assume that sample generation from f is readily
available. We are particularly interested in the case where ℓ is very small. Such
rare-event probabilities are difficult to estimate via crude Monte Carlo (CMC),
because in the corresponding CMC estimator,
ℓ̂CMC =
1
N
N∑
i=1
I{S(Xi) > γ}, X1, . . . ,XN ∼iid f(x) , (2)
most or all of the values of the indicator functions I{S(Xi) > γ} are 0, unless
a very large sample size is used. Moreover, the relative error (RE) of the CMC
estimator, defined as √
Var(ℓ̂)
Eℓ̂
=
√
1− ℓ
Nℓ
, (3)
grows as 1/
√
Nℓ as ℓ→ 0.
This shows that estimating small probabilities using CMC is computationally
involved.
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A standard solution to this problem is to use the importance sampling (IS)
estimator:
ℓ̂IS =
1
N
N∑
i=1
W (Xi)I{S(Xi) > γ}, X1, . . . ,XN ∼iid g(x), (4)
where W (Xi) = f(Xi)/g(Xi) is the likelihood ratio. The IS pdf g is chosen so as
to make the event {S(X) > γ} less rare, while maintaining a small RE for the
estimator. It is well known that ℓ can be efficiently estimated via IS, provided
that the sampling distribution is close to the pdf
g∗(x; γ) =
f(x)I{S(x) > γ}
ℓ(γ)
. (5)
This pdf is the minimum-variance IS density for the estimation of ℓ; see, for
example, [14]. An obvious difficulty is that g∗ itself depends on the unknown
constant ℓ; it can therefore not be used directly as an IS pdf.
Often the IS pdf g is chosen in the same parametric family {f(x;v), v ∈ V }
as the nominal pdf f(x) = f(x;u), where V is an appropriate parameter space.
Then, the problem of selecting a good g reduces to the problem of selecting a good
parameter v. Two well-known methods for choosing such an optimal reference
parameter v are the CE method [13, 14] and the variance minimization (VM)
method [9]. In the latter, the optimal v is determined or estimated from the
solution to the variance minimization program
min
v∈V
Varv(ℓ̂IS) . (6)
In the CE method the parameter v is chosen or estimated from the solution to
the program
max
v∈V
EuI{S(X) > γ} ln f(X;v) . (7)
This program is motivated by information-theoretic arguments presented in [13].
Although both the VM and the CE programs work well and perform similarly
for a large variety of problems, serious problems arise when the dimensionality
of the problem becomes too large. In particular, when the dimension of X is
large, the likelihood ratio terms in (4) suffer from the well-known likelihood ratio
degeneration problem [14]. Various remedies have been suggested in the liter-
ature. For example, the screening method (see [12] and Section 8.2.2 of [14])
is a modification of the original CE and VM methods that reduces the number
of dimensions of the likelihood ratio term W . Below we compare the proposed
method with the CE and VM methods and the screening counterparts of the
CE and VM methods. As mentioned before, the proposed method does not use
importance sampling, but uses an adaptive level-set approach. As for CE and
VM, the minimum variance pdf (5) plays a crucial role in our method. Indeed,
the method aims to generate samples from (5) (mention ising paper here).
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We illustrate the above framework and the workings of the method via three
examples, dealing with rare-event estimation, counting, and optimization, respec-
tively.
2.1 Rare-Event Probability Estimation Example
Consider the weighted graph in Figure 1. The system consists of m × n ordi-
nary bridge graphs arranged in a grid. A source and terminal vertex are added,
as well as zero-weight edges connecting the bridges, indicated by dashed lines.
Denote the random lengths of the (solid-line) edges within the (i, j)-th bridge by
Xij1, . . . , Xij5, in the order indicated in the figure.
2
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Figure 1: The m× n bridge system is an array of ordinary bridge systems.
The length of the shortest path through bridge (i, j) is
Yij = min{Xij1 +Xij4, Xij2 +Xij5, Xij1 +Xij3 +Xij5, Xij2 +Xij3 +Xij4} , (8)
and the shortest path from the source to the terminal is
S(X) = min{Y11 + · · ·+ Y1n, . . . , Ym1 + · · ·+ Ymn} , (9)
where X is the random vector of components {Xijk}. Suppose that the {Xijk}
are independent and that each component Xijk has a Weib(α, λijk) density, that
is, with pdf
fijk(x;α, λ) = αλ(λx)
α−1e−(λx)
α
, x > 0,
with λ = λijk. The density ofX is then f(x) = f(x;α,λ) =
∏
ijk fijk(xijk;α, λijk).
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Suppose we are interested in estimating the probability ℓ that the shortest
path through the network exceeds some length γ. In other words, we wish to
estimate ℓ = P(S(X) > γ). For large γ the probability ℓ becomes very small.
In the proposed method, we directly sample from the sequence of minimum
variance importance sampling pdfs: {g∗t } = {g∗(·; γ̂t)}, where γ̂0 < γ̂1 < . . . <
γ̂T−1 < γ̂T = γ̂ is a partitioning of the level set. The partitioning is determined
adaptively. The first level γ̂0 is chosen such that the event {S(X) > γ̂0}, where
X ∼ f , is no longer a rare event and we could easily obtain samples from g∗0. The
next level γ̂1 is chosen such that {S(X) > γ̂1}, where X ∼ g∗0, is no longer a rare
event and we could use the samples from g∗0 to help generate samples from g
∗
1.
The sample from g∗1 is in its turn used to help generate a sample from g
∗
2 and so
on. This recursive procedure is continued until we have generated samples from
the target g∗T (·) = g∗(·; γ). We will also show that as a consequence of sampling
from the sequence {g∗t }, the proposed method also provides a reliable estimate
for ℓ. Without going into further detail, the method as applied to rare-event
probability estimation is outlined below.
Algorithm 2.1 (Rare-Event Probability Estimation)
1. Set a counter t = 1. Given the user-specified parameters N (sample size)
and ̺ ∈ (0, 1) (called rarity parameter), initialize by generating
X
(0)
1 , . . . ,X
(0)
N ∼ f(x).
Let γ̂0 be the (1− ̺) sample quantile of S(X(0)1 ), . . . , S(X(0)N ) and let X˜ (0) =
{X˜(0)1 , . . . , X˜(0)N0} be the subset of the population {X
(0)
1 , . . . ,X
(0)
N } for which
S(X
(0)
i ) > γ̂0. Note that
X˜
(0)
1 , . . . , X˜
(0)
N0
∼ g∗(x; γ̂0)
and an unbiased estimate for ℓ(γ̂0) is
ℓ̂(γ̂0) =
1
N
N∑
i=1
I
{
S(X
(0)
i ) > γ̂0
}
=
N0
N
.
2. Sample uniformly with replacement N times from the population X˜ (t−1) to
obtain a new sample Y1, . . . ,YN . Note that Y1, . . . ,YN ∼ g∗(x; γ̂t−1).
3. For each Y = (Y1, . . . , Yr) (with r = 5mn) in {Y1, . . . ,YN}, generate
Y˜ = (Y˜1, . . . , Y˜r) as follows:
(a) Draw Y˜1 from the conditional pdf g
∗(y1; γ̂t−1 |Y2, . . . , Yr).
(b) Draw Y˜i from g
∗(yi; γ̂t−1 | Y˜1, . . . , Y˜i−1, Yi+1, . . . , Yr), i = 2, . . . , r−1.
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(c) Draw Y˜r from g
∗(yn; γ̂t−1 | Y˜1, . . . , Y˜r−1).
Denote the population of Y˜s thus obtained by X
(t)
1 , . . . ,X
(t)
N . Note that
X
(t)
1 , . . . ,X
(t)
N ∼ g∗(x; γ̂t−1), since from Markov chain theory we know that
the conditional sampling does not change the distribution of Y1, . . . ,YN .
4. Set
γ̂t = min{γ, â},
where â is the (1 − ̺) sample quantile of S(X(t)1 ), . . . , S(X(t)N ). Let X˜ (t) =
{X˜(t)1 , . . . , X˜(t)Nt} be the subset of the population {X
(t)
1 , . . . ,X
(t)
N } for which
S(X
(t)
i ) > γ̂t. Again observe that
X˜
(t)
1 , . . . , X˜
(t)
Nt
∼ g∗(x; γ̂t)
and that an consistent estimate for ℓ(γ̂t) is
ℓ̂(γ̂t) = ℓ̂(γ̂t−1)× 1
N
N∑
i=1
I
{
S(X
(t)
i ) > γ̂t
}
= ℓ̂(γ̂t−1)× Nt
N
.
5. If γ̂t = γ, set T = t and go to Step 6; otherwise, set t = t + 1 and repeat
from Step 2.
6. Deliver the estimator of the rare-event probability ℓ(γ):
ℓ̂(γ) = ℓ̂(γT−1)× 1
N
N∑
i=1
I
{
S(X
(T )
i ) > γ
}
.
Remark 2.1 Since for the bridge network problem S(X) is a continuous func-
tion, the (1− ̺) sample quantile is unique and therefore
1
N
N∑
i=1
I
{
S(X
(t)
i ) > γ̂t
}
= ̺
for all t = 0, . . . , T − 1, whenever N × ̺ is an integer. Observe that this is
not true for t = T , because γT = γ is no longer the (1 − ̺) sample quantile of
S(X
(T )
1 ), . . . , S(X
(T )
N ). We can thus write the final estimate as
ℓ̂(γ) = ̺T × 1
N
N∑
i=1
I
{
S(X
(T )
i ) > γ
}
.
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Remark 2.2 Step 3 of the algorithm involves sampling each component Xijk
corresponding to the minimum variance pdf g∗ in (5) conditional on the other
components — exactly as in the (systematic) Gibbs sampler [14]. We can there-
fore refer to the conditional sampling in Step 3 as a Gibbs sampling step. The
conditional pdf can be written here explicitly as
g∗(xijk; γ̂t−1 |x−ijk) ∝ f(xijk;α, λijk) I
{
xijk > γ̂t−1 − βijk −
∑
l 6=j
yil
}
,
with x−ijk denoting the vector x without the xijk-th component, yil as given in
(8), and
βij1 = min(xij4, xij3 + xij5)
βij2 = min(xij5, xij3 + xij4)
βij3 = min(xij1 + xij5, xij2 + xij4)
βij4 = min(xij1, xij2 + xij3)
βij5 = min(xij2, xij1 + xij3).
Note that all conditional pdfs are left-truncated Weibull pdfs, from which we can
easily generate using the inverse-transform method.
As a particular example, we compare the proposed method with the CE, VM
and screening variants listed in [13] for the case of a bridge network model with
m = 3 and n = 10. The dimension of the problem is 150, that is, it has 150
variables. The model parameters are chosen as α = 1, u111 = u112 = u211 =
u212 = u311 = u312 = 1, and the rest of the {uijk} are set to 4. For the proposed
method we take ̺ = 0.1 and N = 40,000. All other methods used ̺ = 0.1
and N = 500,000. Since the methods required different number of iterations
or a preliminary run, to make a fairer comparison we allotted the same overall
computational budget to each method. The total number of samples used by
each method was 2,800,000. The results are presented in Table 2.1.
Table 1: Performance of the CE and VM methods and their screening counter-
parts together with the proposed approach over 10 trials on the 3 × 10 network
model of dimension 150 with γ = 6. For all methods the total number of samples
used is 2,800,000.
Method CE VM CE-SCR VM-SCR proposed method
mean ℓ̂ 2× 10−8 5.3× 10−8 5.3× 10−8 5.2× 10−8 6.13× 10−8
RE 1.06 0.28 0.33 0.15 0.027
mean iter. 6 6 7.4 8.9 7
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It is clear from Table 2.1 that, for the given computational budget, the pro-
posed method performs the best in terms of RE. We note that, unlike any of
the other methods, the proposed method does not require preliminary runs be-
fore an estimate is delivered. For example, the CE and VM methods require a
preliminary step in which the optimal parameter v in (4) is estimated. For the
VM algorithm this estimation step involves calls to a costly non-linear minimiza-
tion subroutine. In addition, the VM and CE screening counterparts require an
additional step in which the dimension reduction of the likelihood ratio W is de-
termined. Moreover, an advantage of the proposed method is that there are fewer
parameters to be tuned. These are the sample size N and the rarity parameter ̺.
Unlike any of the other methods, the proposed method will deliver an estimate
for any value of ̺ ∈ (0, 1).
2.2 Counting Example
Let X be the set of all permutations x = (x1, . . . , xn) of the integers 1, . . . , n.
Consider the problem of estimating the number of permutations in X for which∑n
j=1 jxj > γ. In other words, we are interested in estimating the size |X ∗(γ)|
of the set
X
∗(γ) =
{
x ∈ X :
n∑
j=1
jxj > γ
}
. (10)
For example, we have that |X ∗(∑nj=1 j2)| = 1n! . Observe also that X ∗(0) ≡
X . To solve the above estimation problem, consider instead estimating the
probability
ℓ(γ) = P
(
n∑
j=1
jXj > γ
)
,
where X = (X1, . . . , Xn) is uniformly distributed over X . This is exactly the
setting of (1) with S(x) =
∑n
j=1 jxj. We now have
ℓ(γ) =
|X ∗(γ)|
|X | =
|X ∗(γ)|
n!
,
which is a rare-event probability for n large and γ close to
∑n
j=1 j
2. For example,
ℓ
(∑n
j=1 j
2
)
= 1
n!
. Hence, to estimate the size of the set X ∗(γ), we need to
estimate only the rare-event probability ℓ(γ). We employ the proposed method
to estimate ℓ(γ), by sampling exactly from the zero-variance pdf
g∗(x; γ) ∝ I{S(x) > γ} ,x ∈ X , (11)
via a sequence of importance sampling pdfs {g∗t (x)}, with g∗t (x) = g∗t (x; γ̂t) ∝
I{S(x) > γ̂t}. Note that the normalization constants for the {g∗t (x)} and for
g∗(x) are unknown. Our algorithm for this problem can be stated as follows.
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Algorithm 2.2 (Algorithm for Counting)
1. Set a counter t = 1. Given the sample size N and the rarity parameter
̺ ∈ (0, 1), initialize by generating N uniformly distributed permutations
over X .
Denote the population of permutations by X
(0)
1 , . . . ,X
(0)
N . Let γ̂0 be the (1−̺)
sample quantile of S(X
(0)
1 ), . . . , S(X
(0)
N ) and let X˜ (0) = {X˜(0)1 , . . . , X˜(0)N0} be
the subset of the population {X(0)1 , . . . ,X(0)N } for which S(X(0)i ) > γ̂0. Note
that
X˜
(0)
1 , . . . , X˜
(0)
N0
∼ g∗(x; γ̂0) ∝ I
{
n∑
j=1
jxj > γ̂0
}
, x ∈ X
and that an unbiased estimate for ℓ(γ̂0) is
ℓ̂(γ̂0) =
1
N
N∑
i=1
I
{
S(X
(0)
i ) > γ̂0
}
=
N0
N
.
2. Sample uniformly with replacement N times from the population X˜ (t−1) to
obtain a new sample Y1, . . . ,YN . Note that Y1, . . . ,YN ∼ g∗(x; γ̂t−1).
Alternatively, instead of using random resampling, we sometimes use the
comb sampler of [5] (for a good description, see [10] page 574, problem
14.12). The comb sampler will deterministically replicate each member of
the population X˜ (t−1).
3. For each Y = (Y1, . . . , Yn) in {Y1, . . . ,YN} repeat the following three steps
n times:
(a) Draw a pair of indices (I, J) such that I 6= J and both I and J are
uniformly distributed over the integers 1, . . . , n.
(b) Given (I, J) = (i, j), generate the pair (Y˜i, Y˜j) from the conditional
bivariate pdf
g∗(y˜i, y˜j; γ̂t−1 | {Yk}k 6=i,j), (y˜i, y˜j) ∈ {(yi, yj), (yj, yi)}.
(c) Set Yi = Y˜i and Yj = Y˜j, that is,
Y = (Y1, . . . , Y˜i, . . . , Y˜j, . . . , Yn).
Denote the resulting population of Ys by X
(t)
1 , . . . ,X
(t)
N . Again note that
X
(t)
1 , . . . ,X
(t)
N ∼ g∗(x; γ̂t−1).
4. Same as in Algorithm 2.1.
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5. Same as in Algorithm 2.1.
6. Same as in Algorithm 2.1.
Remark 2.3 In Step 3 we repeat the conditional sampling n times. We note
that choosing the number of conditional sampling steps can be subjective and is
similar to the problem of choosing the number of burn-in step in standard MCMC
sampling methods. Note that the algorithm will theoretically yield samples from
the minimum variance pdf g∗T even if we only update a single pair (Y˜i, Y˜j). Nat-
urally, the performance of such a sampler will be poor due to high correlation
within the population.
Alternatively, in the conditional sampling step, there is nothing to prevent us
from repeating the conditional sampling as many times as we wish. We can thus
formally introduce an additional tuning parameter, say b, that counts the burn-in
conditional sampling steps. For many applications we can avoid introducing this
additional parameter due to the following observation. If the conditional sampling
steps are too few for satisfactory performance, then this can be compensated by
increasing the value of ̺, and vice-versa. Due to the interdependence of the
parameters ̺ of b, we can let b be quite arbitrary and adjust ̺ instead. Note that
the Markov moves can be very general. We could use any generalized Metropolis
hasting sampler, a Hit and Run sampler, or even a Metropolis within Gibbs
sampling procedure.
Remark 2.4 Unlike in the previous example, S(X) is not a continuous function
and therefore the (1 − ̺) sample quantile of S(X(t)1 ), . . . , S(X(t)N ) may not be
unique. Hence, it is not necessarily true that
1
N
N∑
i=1
I
{
S(X
(t)
i ) > γ̂t
}
= ̺
for all t = 0, . . . , T − 1, even when N × ̺ is an integer.
Remark 2.5 In Step 3 of the algorithm we sample from the bivariate pdfs:
g∗(y˜i, y˜j; γ̂t−1 | {yk}k 6=i,j) ∝ I
{
iy˜i + jy˜j > γ̂t−1 −
∑
k 6=i,j
kyk
}
, i 6= j ,
where (y˜i, y˜j) ∈ {(yi, yj), (yj, yi)} and i, j ∈ {1, . . . , n}. These are the conditional
densities of the the minimum variance IS pdf g∗(x; γ̂t−1). There are
(
n
2
)
such
bivariate conditional pdfs. Observe that the conditional sampling is similar to a
single scan in the random Gibbs sampler [14]. A systematic Gibbs scan will sam-
ple from all the
(
n
2
)
bivariate conditionals in a fixed order. In contrast, a random
Gibbs scan will sample from a fixed number of conditional (not necessarily all of
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them) in a random order. Sampling a pair (Y˜i, Y˜j) from g
∗(y˜i, y˜j; γ̂t−1 | {yk}k 6=i,j)
with j > i is accomplished as follows. Draw a Bernoulli variable with success
probability 1/2, say B ∼ Ber(1/2). If B = 1 and S([y1, . . . , y˜j, . . . , y˜i, . . . , yn]) >
γ̂t−1, set Y˜i = y˜j and Y˜j = y˜i, otherwise set Y˜i = y˜i and Y˜j = y˜j.
Remark 2.6 The additive structure of the objective function S(x) allows for
its efficient evaluation. More specifically, suppose we are given a permutation x
and know S(x). Suppose further that a single run through (a), (b) and (c) in
Step 3 of the algorithm exchanges the i-th and j-th element of the permutation
x to obtain x˜. Then, to compute the score at the new value x˜, set S(x˜) =
S(x)− (i− j)xi − (j − i)xj.
As an example consider the case where n = 32, γ =
∑n
j=1 j
2 with N = 104,
̺ = 0.001. Then we obtained ℓ̂ = 3.4 × 10−36 in T = 11 iterations with a RE
of 0.1 (here ℓ = 1
32!
≈ 3.8 × 10−36). This gives the estimate |̂X ∗| ≈ .9, whereas
the exact value for |X ∗| is 1. Note that here the total computational cost of the
proposed algorithm is equivalent to the generation of 11× 104 permutations.
As a different example consider the case where n = 10 and γ = 375. We
ran our algorithm 10 independent times with N = 103 and ̺ = 0.1. Each run
required 3 iterations and thus the total computational cost of the algorithm is
approximately equivalent to the generation of 3 × 10 × 103 = 3 × 104 random
permutations. The average over the 10 trials gave the estimate |̂X ∗| = 2757 with
a RE of 0.05. Using full enumeration, the true value was found to be |X ∗| = 2903.
2.3 Counting example continued
We now present an alternative algorithm for solving the counting problem (and
other similar problems) given in the previous example.
Algorithm 2.3 (Counting using geometric waiting time) Given the se-
quence of levels γ0 < γ1 < · · · < γT−1 < γ and the sample size N , execute the
following steps.
1. Set a counter t = 0. Generate the random permutations X
(0)
1 , . . . ,X
(0)
N on
X .
2. Set the waiting time vector W(t) = (W
(t)
1 , . . . ,W
(t)
N ) = 0. For each X
(t)
i in
X
(t)
1 , . . . ,X
(t)
N , repeat Step 3 until S(X
(t)
i ) > γt. Set X
(t+1)
i = X
(t)
i , ∀i and
go to Step 4. Observe that once S(X
(t)
i ) > γt is true for all i, then
X
(t+1)
1 , . . . ,X
(t+1)
N ∼ g∗(x | γt).
3. Set Y = X
(t)
i and repeat the following three steps b burn-in times:
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(a) Draw a pair of indices (I, J) such that I 6= J and both I and J are
uniformly distributed over the integers 1, . . . , n.
(b) Given (I, J) = (i, j), generate the pair (Y˜i, Y˜j) from the conditional
bivariate pdf
g∗(y˜i, y˜j | γt−1, {Yk}k 6=i,j), (y˜i, y˜j) ∈ {(yi, yj), (yj, yi)}.
(c) Set Yi = Y˜i and Yj = Y˜j, that is,
Y = (Y1, . . . , Y˜i, . . . , Y˜j, . . . , Yn).
Set X
(t)
i = Y and W
(t)
i =W
(t)
i + 1.
4. If t = T , go to Step 5, otherwise set t = t+ 1 and repeat from Step 2.
5. Deliver the nonlinear estimator of the counting quantity:
|̂X ∗| = |X |
/
T∏
t=0
1
N
N∑
i=1
(1 +W
(t)
i ).
Observe that each W
(t)
i is the number of times (waiting time) one samples from
g∗(x | γt−1) until the event {S(Xi) > γt} occurs. Moreover, W (t)1 , . . . ,W (t)N are
i.i.d. random variables with geometric distribution with pdf ct(1 − ct)w, w =
0, 1, . . ., where again
ct = P(S(X) > γt |S(X) > γt−1), X ∼ f(x), γ−1 = −∞.
We thus have
W(t) = 1
N
N∑
i=1
(W
(t)
i + 1)
as an consistent estimate of 1
ct
and
1
N
N∑
i=1
(W
(t)
i + 1−W(t))2
as an estimate of the variance of W(t). Note, however, that we do not have a
simple estimate of the variance of |̂X ∗| = |X |
/∏T
t=0W(t), since {W(t)}Tt=0 and
hence {W(t)}Tt=0 are not independent across the iterations t due to the conditional
sampling in Step 3. We have also observed that the algorithm is highly sensitive
to the burn-in parameter b. If b is not large enough, then the estimates can be
poor even with very large N .
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As an example, we applied Algorithm 2.3 to the counting problem with the
same sequence of levels generated by Algorithm 2.2. The algorithmic parameters
were N = 10, b = 10× n = 320, and we repeated the experiment 10 independent
times, giving a total computational cost of 20 × 105- the same cost as for the
application of Algorithm 2.2. We obtained estimates of |X ∗| = 1 with RE of
17% — larger than the RE obtained with Algorithm 2.2.
2.4 Combinatorial Optimization Example
Combinatorial optimization has always been an important and challenging part
of optimization theory. An example of such an optimization problem is the 0-1
knapsack problem defined as:
max
x
n∑
j=1
pjxj, xi ∈ {0, 1},
subject to :
n∑
j=1
wijxj 6 ci, i = 1, . . . ,m.
(12)
Here {pi} and {wij} are positive weights and {ci} are positive cost parameters.
To make (12) easier to handle as an estimation problem, we note that (12) is
equivalent to max
x∈{0,1}n
S(x), where x = (x1, . . . , xn) is a binary vector and
S(x) = C(x) +
n∑
j=1
pjxj = α
m∑
i=1
min
{
ci −
n∑
j=1
wijxj, 0
}
+
n∑
j=1
pjxj
with α = (1+
∑n
j=1 pj)
/
maxi,j{ci−wij}. Note that the constant α is such that if
x satisfies all the constraints in (12), then C(x) = 0 and S(x) =
∑n
j=1 pjxj > 0.
Alternatively, if x does not satisfy all of the constraints in (12), then C(x) 6
−(1+∑nj=1 pjxj) and S(x) 6 −1. To this optimization problem we can associate
the problem of estimating the rare-event probability:
ℓ(γ) = P (S(X) > γ) , γ ∈
[
0,
n∑
j=1
pj
]
,
where each X is a vector of independent Bernoulli random variables with success
probability 1/2. Despite the fact that we do not know a priori the maximum
of S(x), we can still apply the proposed algorithm to obtain samples from the
minimum variance IS pdf g∗(x; γ) ∝ I{S(x) > γ} for as large a value of γ as the
algorithm finds possible.
Algorithm 2.4 (Knapsack Optimization)
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1. Set a counter t = 1. Given the sample size N and the rarity parameter
̺ ∈ (0, 1), initialize by generating N uniform binary vectors of dimension n.
Denote the population of binary vectors by X
(0)
1 , . . . ,X
(0)
N . Let γ̂0 be the (1−
̺) sample quantile of S(X
(0)
1 ), . . . , S(X
(0)
N ) and let X˜ (0) = {X˜(0)1 , . . . , X˜(0)N0}
be the subset of the population {X(0)1 , . . . ,X(0)N } for which S(X(0)i ) > γ̂0.
Note that
X˜
(0)
1 , . . . , X˜
(0)
N0
∼ g∗(x; γ̂0) ∝ I {S(x) > γ̂0} .
2. Sample uniformly with replacement N times from the population X˜ (t−1) to
obtain a new sample Y1, . . . ,YN . Note that Y1, . . . ,YN ∼ g∗(x; γ̂t−1).
3. For each Y = (Y1, . . . , Yn) in {Y1, . . . ,YN}, generate Y˜ = (Y˜1, . . . , Y˜n) as
follows:
(a) Draw Y˜1 from the conditional pdf g
∗(y1; γ̂t−1 |Y2, . . . , Yn).
(b) Draw Y˜i from g
∗(yi; γ̂t−1 | Y˜1, . . . , Y˜i−1, Yi+1, . . . , Yn), i = 2, . . . , n−1.
(c) Draw Y˜n from g
∗(yn; γ̂t−1 | Y˜1, . . . , Y˜n−1).
Denote the resulting population of Ys by X
(t)
1 , . . . ,X
(t)
N . Again note that
X
(t)
1 , . . . ,X
(t)
N ∼ g∗(x; γ̂t−1).
4. Let γ̂t be the (1 − ̺) sample quantile of S(X(t)1 ), . . . , S(X(t)N ). Let X˜ (t) =
{X˜(t)1 , . . . , X˜(t)Nt} be the subset of the population {X
(t)
1 , . . . ,X
(t)
N } for which
S(X
(t)
i ) > γ̂t. Again observe that
X˜
(t)
1 , . . . , X˜
(t)
Nt
∼ g∗(x; γ̂t).
5. If there is no progress in increasing γ over a number of iterations, that is, if
γ̂t = γ̂t−1 = · · · = γ̂t−s for some user-specified positive integer s, set T = t
and go to Step 6; otherwise set t = t+ 1 and repeat from Step 2.
6. Deliver the vector x∗ from the set
X
(T )
1 , . . . ,X
(T )
N
for which S(X
(T )
i ) is maximal as an estimate for the global maximizer of
(12).
Remark 2.7 The conditionals of the minimum variance IS pdf in Step 3 can be
written as:
g∗(yi; γ̂t−1 |y−i) ∝ I
{
C(y) + piyi > γ̂t−1 −
∑
j 6=i
pjyj
}
,
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where y−i denotes the vector y with the i-th element removed. Sampling a ran-
dom variable Y˜i from such a conditional can be accomplished as follows. Draw
B ∼ Ber(1/2), if S([y1, . . . , yi−1, B, yi+1, . . . , yn]) > γ̂t−1, then set Y˜i = B, other-
wise set Y˜i = 1−B.
As a particular example consider the Sento1.dat knapsack problem given in
http : //people.brunel.ac.uk/ mastjjb/jeb/orlib/files/mknap2.txt
The problem has 30 constraints and 60 variables. We selected ̺ = 0.01 and
N = 103 and the algorithm was stopped after no progress was observed (d = 1).
We ran the algorithm 10 independent times and the algorithm always found the
optimal solution.
Table 2: The table shows the evolution the algorithm. The total sample size
used is thus 104 which is about 8.67 × 10−15 of the total effort needed for the
complete enumeration of the 260 possible binary vectors. The maximum value for
this problem is 6704.
t γ̂t
1 -5708.55
2 1296.94
3 3498.60
4 4567.91
5 5503.22
6 6051.74
7 6346.32
8 6674.92
9 6704
10 6704
Remark 2.8 (Knapsack problem) If the aim is not counting, but optimiza-
tion, then it is always better to consider estimating the conditional expectation:
E
[
n∑
j=1
pjXj
∣∣∣ n∑
j=1
pjXj > γ ,∪mi=1
{ n∑
j=1
wijXj 6 ci
}]
, {Xi} ∼ Ber(ui).
Let I(xi) := I{pixi>γt−
P
j 6=i pjxj}
I{∪m
k=1
{wkixi6ck−
P
j 6=i wkjxj}}
, then the conditionals of
the minimum variance measure are:
g∗t (xi | {xj}j 6=i) ∝
{
I(0)(1− ui)
∑
j 6=i pjxj, xi = 0
I(1)ui
(
pi +
∑
j 6=i pjxj
)
, xi = 1
.
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The conditional expectation approach has the beneficial effect of biasing the
sampling mechanism toward the inclusion (that is, xi = 1) of pi’s which are
relatively large.
3 Main Method
In this section we present a quite general version of the proposed algorithm,
which can be applied to a wide variety of rare-event simulation and combinatorial
optimization problems. Recall that to estimate the rare-event probability (1), we
would like to completely specify or at least sample from the minimum variance
IS pdf (5). The main idea of the method is to generate a sample from (5) and
estimate its normalizing constant ℓ(γ) simultaneously. To achieve this goal, we
sample recursively from the sequence of minimum variance importance sampling
pdfs: {g∗t } ≡ {g∗(·; γ̂t)}, where each of the pdfs is associated with a given level
set γ̂t such that γ̂0 < γ̂1 < . . . < γ̂T−1 < γ̂T = γ. Initially, we aim to obtain an
exact sample from g∗0, where the level γ̂0 is chosen such that sampling from g
∗
0
is viable using the acceptance-rejection method [14] with proposal f . Note that
we can interpret the sample from g∗0 as an empirical approximation to g
∗
0, from
which a kernel density estimator [3] of g∗0 can be constructed. We can then use the
sample from g∗0 (or rather the kernel density approximation based on this sample)
to help generate samples from g∗1 using the acceptance-rejection method with the
kernel density approximation as proposal. Once we have a sample from g∗1, we
use it to construct a kernel density approximation to g∗1, which in its turn will
help generate an sample from g∗2 and so on. This recursive process is continued
until we generate from the final desired minimum variance IS pdf g∗T = g
∗(·; γ).
As we have seen, in many cases it is straightforward to generate samples from
g∗t , given that one already has samples from g
∗
t−1, using a suitable Markov chain.
In the kernel density approximation interpretation, one chooses the kernel of the
density estimator to be a Markov transition kernel with stationary distribution
g∗t−1. In more generality and detail the steps of the algorithm are given below.
1. Initialization. Generate a sample X (0) = {X(0)1 , . . . ,X(0)N } of size N (user
specified) from the nominal pdf f . Let γ̂0 be the (1 − ̺) sample quantile of the
population S(X
(0)
1 ), . . . , S(X
(0)
N ). Here, as in the CE method, the rarity parameter
̺ is user-specified. Let X˜ (0) = {X˜(0)1 , . . . , X˜(0)N0} be the largest subset of X (0) for
which S(X
(0)
i ) > γ̂0. We have thus generated a sample
X˜
(0)
1 , . . . , X˜
(0)
N0
∼ g∗(·; γ̂0)
using the acceptance-rejection method with proposal f . Note that we have made
sure that the acceptance probability is not too low (approximately ̺). The nor-
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malizing constant of g∗(·; γ̂0) is straightforward to estimate:
ℓ̂(γ̂0) =
1
N
N∑
i=1
I{S(X(0)i ) > γ̂0} =
N0
N
.
Note that in problems where S(x) is continuous, we have ℓ̂(γ̂0) = ̺, provided
that N × ̺ is an integer.
2. Main body. (to be iterated from t = 1) Given the sample X˜ (t−1) from g∗t−1,
construct the kernel density estimator:
πt−1(x) =
1
Nt
Nt∑
i=1
κ
(
x, X˜
(t−1)
i
)
.
Here, κ is the transition density of a suitable Markov chain starting from X˜
(t−1)
i
and with stationary pdf g∗t−1. The aim now is to use πt−1 to help generate samples
from the next target pdf g∗t . This is accomplished as follows. Generate a new
population X (t) = {X(0)1 , . . . ,X(t)N } such that
X
(t)
1 , . . . ,X
(t)
N ∼ πt−1.
Generating a sample from πt−1 is easy, namely, we choose a point in X˜ (t−1)
at random 1, say X˜
(t−1)
I , and then sample from the Markov transition density
κ( · , X˜(t−1)I ). For example, the kernel used for the problem described in Figure 3
is
κ((x, y), (x′, y′)) = g∗(x; γ̂t−1 | y′)g∗(y; γ̂t−1 |x).
In other words, the kernel changes the initial state (x′, y′) to (x, y′) by sam-
pling from g∗(x; γ̂t−1 | y′) and then (x, y′) is changed to (x, y) by sampling from
g∗(y; γ̂t−1 |x). This kernel was chosen due to the simplicity of the conditionals of
g∗(x, y; γ). There are, of course, other possible choices for the kernel. We could,
for example, use any of the Generalized Metropilis Hastings samplers such as the
hit and run sampler [14].
Observe that since the transition density κ has stationary distribution g∗t−1,
we have
X
(t)
1 , . . . ,X
(t)
N ∼ g∗t−1.
Thus it is important to realize that the only rationale for applying the Markov
kernel within our algorithm is not to achieve asymptotic stationarity toward the
1Alternatively, since random resampling induced unnecessary variance, we used the comb
sampling of Douc [5] successfully to reduce the variance (see also [10] page 574, problem 14.12).
When we use the comb sampler, the elite samples are replicated approximately ̺−1 number
of times deterministically, and the procedure is then reminiscent of the multilevel splitting
methods [7].
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pdf g∗t−1 as in standard MCMC methods, but only to increase the diversity (that
is, reduce the correlation) within the population X˜ (t−1). Next, let
γ̂t = min(â, γ), (13)
where â is the (1− ̺) sample quantile of S(X(t)1 ), . . . , S(X(t)N ). In other words, â
is an estimate of the root of the equation
P(S(X) > a) = ̺, X ∼ g∗t−1.
Let X˜ (t) = {X˜(t)1 , . . . , X˜(t)Nt} be the largest subset of X (t) for which S(X
(t)
i ) > γ̂t.
Again observe that
X˜
(t)
1 , . . . , X˜
(t)
Nt
∼ g∗t
and that a recursive consistent estimate of the normalizing constant of g∗t is
ℓ̂(γ̂t) = ℓ̂(γ̂t−1)× 1
N
N∑
i=1
I{S(X(t)i ) > γ̂t} = ℓ̂(γ̂t−1)×
Nt
N
.
3. Stopping Condition. If γt = γ, set T = t and go to Step 3; otherwise, set
t = t + 1 and repeat from Step 2. Figure 3 shows a simple example illustrating
the workings of the algorithm.
4. Final Estimate. Deliver the estimate:
ℓ̂(γ̂T ) = ℓ̂(γ̂T−1)× 1
N
N∑
i=1
I{S(X(T )i ) > γ}
of ℓ(γ) — the normalizing constant of g∗T . The validity of this estimate follows
from the product rule of probability theory, namely,
ℓ(γ) = P(S(X) > γ0)
T∏
t=1
P(S(X) > γ̂t |S(X) > γ̂t−1), X ∼ f
= EfI{S(X) > γ̂0}
T∏
t=1
Eg∗t−1I{S(X) > γ̂t}.
(14)
Remark 3.1 Due to the way we determine the level sets {γ̂t}T−1t=0 , we have
P(S(X) > γ̂t |S(X) > γ̂t−1) = ̺, ∀t = 1, . . . , T − 1.
Note, however, that the last conditional probability P(S(X) > γ |S(X) > γ̂T−1), X ∼
f may be quite different from ̺.
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Figure 2: Illustration of the workings of the proposed algorithm on the problem of
sampling from g∗(x, y; γ) = e−x−yI{x+y > γ}/ℓ(γ), x, y > 0 and estimating ℓ(γ)
with γ = 10. The parameters of the algorithm are N = 100 and ̺ = 0.1. It took
4 iterations to reach the target level. The top left figure (t = 0) shows the initial
100 points from the nominal pdf f and a segment of the straight line x+ y = γ̂0.
The points above this line segment (encircled) belong to the population X˜ (0),
which has pdf g∗(·; γ̂0). These points help to generate the population X (1) of 100
points depicted on the next Figure (t = 1), still with pdf g∗0. The encircled points
above the threshold γ̂1 have pdf g
∗
1 and they help us to construct a kernel density
estimator and sample from g∗2. Continuing this recursive process, we eventually
generate points above the threshold γ, as in the bottom right Figure (t = 3).
There all the points have pdf g∗2. The points above γ = 10 (encircled) are drawn
from the target pdf g∗(x, y; γ).
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Remark 3.2 (Burn-in and correlation) It may be desirable that the popu-
lation from the kernel approximation πt−1 is iid , but in practice the Markov
structure of the kernel κ would make the samples in the population correlated.
This correlation could have averse effect on the performance of the sampler. In
such cases it may be beneficial to apply the transition kernel a number times,
say b, in order to reduce the correlation amongst the samples and to ensure that
the sampler is exploring the sample space properly. Thus the parameter b can
be interpreted as a burn-in parameter. Note, however, that the burn-in here is
not related to achieving stationarity as in standard MCMC, only reducing the
correlation structure of the population.
Remark 3.3 (Optimization) For continuous and discrete optimization prob-
lems we are not interested in ℓ, but in increasing γ as much as possible. Thus
Step 4 is unnecessary and Step 3 could be modified as follows.
3. If γ̂t = γ̂t−1 = · · · = γ̂t−s for some user-specified positive integer s, set
T = t and deliver the vector x∗ from the set
X
(T )
1 , . . . ,X
(T )
N
for which S(X
(T )
i ) is maximal as an estimate for the global maximizer of S(x);
otherwise set t = t+ 1 and repeat from Step 2.
For some optimization problems, it can be beneficial to keep track of the best
solution vector overall, across all the iterations of the algorithm.
Remark 3.4 If the target density is
g∗(x; γ) ∝ f(x)I{S(x) 6 γ},
that is, the inequality within the indicator function is reversed, then the algorithm
is modified as follows. Instead of taking the (1− ̺) sample quantile, we take the
̺-th sample quantile of the population of scores in Step 1 and 2. All instances of
S(·) > · must be replaced with S(·) 6 · , and γ̂t = min(â, γ) in (13) is replaced
with γ̂t = max(â, γ).
3.1 An Alternative Version of the Algorithm
We now present another version of the algorithm inspired from [11]. As above,
we directly sample from the sequence of minimum variance importance sampling
pdfs: {g∗t } = {g∗(· | γt)}, where −∞ = γ1 < . . . < γT−1 < γT = γ is a sequence
of levels. Note that g∗(· | γ0) ≡ f(·). Here we assume that the sequence of levels
is such that the conditional probabilities ct = P(S(X) > γt |S(X) > γt−1), t =
1, . . . , T, γ0 = −∞ are not small. We now describe the modified algorithm as
applied to rare-event probability estimation.
Given the sequence of levels {γt}Tt=0 (with γ0 = −∞) and the sample size N ,
execute the following steps.
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Algorithm 3.1 (Rare-Event Probability Estimation)
1. Initialization. Set t = 1. Generate X1, . . . ,XN ∼iid f(x), and let Xt−1 =
{X1, . . . ,XN}. Go to Step 4.
2. Conditional Sampling. Let Y(0) be a uniformly chosen element from Xt−1.
Generate
Y(k) ∼ κ(y | γt−1,Y(k−1))
for k = 1, . . . , (N − Nt−1). Here κ is a Markov kernel with stationary pdf
g∗(x | γt−1) that starts from the state Y(k−1) and moves to the state Y(k).
For example, the move from Y(k−1) to Y(k) may consist of drawing a random
index I ∼ DU[1, n] and setting
Y(k) = (Y
(k−1)
1 , . . . , Y
(k−1)
I−1 , YI , Y
(k−1)
I+1 , . . . , Y
(k−1)
n ),
where YI ∼ g∗(y | γt−1,Y(k−1)−I ), and Y−I denotes the vector Y with the I-th
element removed.
3. Updating. Reset
Xt−1 = Xt−1 ∪
{
Y(1),Y(2), . . . ,Y(N−Nt−1)
}
,
so that Xt−1 has exactly N elements.
4. Estimation. Let Xt = {X1, . . . ,XNt} be the largest subset of Xt−1 for which
S(X) > γt. Set Nt = |Xt|, that is, Nt is the number of vectors in Xt−1 such
that S(X) > γt. Then
ĉt =
Nt
N
is an unbiased estimate of the conditional probability ct = Pf (S(X) >
γt |S(X) > γt−1).
5. Stopping condition. If t = T go to Step 6; otherwise set t = t + 1 and
repeat from Step 2.
6. Sequence of conditional estimates. Deliver the sequence of conditional prob-
ability estimates:
ĉ1, . . . , ĉT .
In this approach we deliver
∏T
t=1 ĉt as an estimate for the rare-event proba-
bility ℓ. To estimate the variance of
∏T
t=1 ĉt (and hence the relative error) we
repeat the algorithm a number of independent times. The disadvantage of this
approach is that
∏T
t=1 ĉt is not an unbiased estimate of ℓ since the conditional
probabilities {ĉt} are dependent. Moreover, it is not clear how to quantify the
bias of the estimator and thus the mean square error of the estimator for the
variance of
∏T
t=1 ĉt is unknown.
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3.2 Combining the CE method with ADAM
It is possible to use the samples generated by the ADAM method to solve the
CE program (7). Solving (7) is equivalent to solving
min
v∈V
Eg∗(·;γ) ln(f(X;v)),
where
g∗(·; γ) = f(·;u)I{S(·) > γ}
ℓ(γ)
.
Therefore, we could use the ADAM algorithm to generate a sample X˜1, . . . , X˜N ∼approx.
g∗(·; γ) and then estimate the solution of (7), v∗, from the stochastic counterpart:
v̂∗ = argmin
v∈V
1
N
N∑
i=1
ln(f(X˜i;v)).
Alternatively, we can use the sample X˜1, . . . , X˜N ∼approx. g∗(·; γ), which we
know is approximately distributed according to the minimum variance pdf g∗T =
g∗(·; γ)), to construct a standard kernel density estimator (kde) to g∗T and use
the kde as an IS pdf. This idea is known as nonparametric importance sampling
[15]. The kde is defined to be:
kde(x;h) =
1
N
N∑
i=1
K
(
x, X˜i;h
)
, X˜1, . . . , X˜N ∼approx. g∗(·; γ)
where K
(
x, X˜i;h
)
is a symmetric kernel function from the location-scale family
with location X˜i and scale (also known as bandwidth) h. The kernel’s tails should
be at least as heavy as that of the nominal pdf f(·;v). The estimator is thus a
standard likelihood ratio (SLR) estimator:
ℓ̂(γ) =
1
N1
N1∑
i=1
f(Xi;u)
kde(Xi;h∗)
I {S(Xi) > γ} , X1, . . . ,XN1 ∼i.i.d. kde(·;h∗), (15)
where N1 is possibly different from N , and the optimal bandwidth h
∗ is computed
using Zhang’s [15] formula for the asymptotically optimal bandwidth value.
If one ignores the cost of obtaining the sample X˜1, . . . , X˜N , chooses the kernel
such that f/K is bounded (ensuring the LR in (15) is bounded) on the sample
space, Zhang [15] shows that (15) has bounded relative error. This nice theo-
retical result follows form the fact that as the size of the population X˜1, . . . , X˜N
increases, kde(·;h∗) converges to g∗T in L2 sense, and we would be essentially using
the minimum variance pdf as an importance sampling pdf. Numerical evidence
suggests that the relative error of (15) is independent of γ. In practice, however,
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the approach has the following important disadvantage. Unless N is relatively
small, the computational cost of evaluating the kernel mixture kde(·;h∗) in (15)
is enormous. The computational limitation on the size of the sample X˜1, . . . , X˜N
prevents one from exploiting the theoretical asymptotic convergence of kde(·;h∗)
to the minimum variance IS pdf g∗T . At this stage, reducing the cost of evaluating
the kde in the SLR estimator (15) is still an unresolved issue.
4 Applications
In this section we present some applications of the proposed algorithm.
4.1 Multi-extremal Optimization
Consider the following clustering (or vector quantization) problem. Suppose we
are given d−dimensional data Z = {z1, . . . , zm}, which we wish to partition in K
disjoint clusters R1, . . . , RK . Let the associated score (loss) function be defined
as
S(c1, . . . , cK , R1, . . . , Rk) =
K∑
j=1
∑
z∈Rj
||z− cj||2,
where each centroid cj is a vector of the same dimension d. Let x be an integer-
valued vector of size m such that xi = j if and only if zi ∈ Rj, and let c =
(c1, . . . , cK). Thus xi is a vector denoting the cluster assignment of each point in
Z and c is a vector of centroids. We can then write the loss function as
S(c,x) =
K∑
j=1
m∑
i=1
I{xi = j}||zi − cj||2.
To find the best clustering or partitioning of the data, we have to find the global
minimum of the score function, that is, solve the program
min
c,x
S(c,x).
In practice S is a multi-extremal function and finding the global optimum is a
challenging task. We can recast the optimization problem as a rare-event proba-
bility estimation problem with minimum variance IS pdf g∗(x, c; γ) chosen such
that the conditional densities
g∗(c; γ |x) ∝ I{S(c,x) 6 γ} (16)
and
g∗(x; γ | c) = I
{
x = argmin
θ
S(c,θ)
}
. (17)
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Here γ = argmin
c,x S(c,x) is unknown, but this is not an obstacle to applying
our algorithm. The general framework outlined in the previous section, written
in detail for this particular problem, gives the following algorithm.
Algorithm 4.1 (ADAM algorithm for Clustering)
1. Set a counter t = 1. Given the sample size N and the rarity parameter
̺ ∈ (0, 1), initialize by generating N random assignments X(0)1 , . . . ,X(0)N .
In other words, each X = (X1, . . . , Xm) is such that the {Xi}s have a dis-
crete uniform distribution on the integers 1, . . . , K. For each given random
assignment X, compute the vector of centroids C = (C1, . . . , CK), where
Cj =
∑m
i=1 I{Xi = j}zi∑m
i=1 I{Xi = j}
, j = 1, . . . , K.
Denote the resulting population of centroids by C
(0)
1 , . . . ,C
(0)
N . Let γ̂0 be
the ̺ sample quantile of S(C
(0)
1 ,X
(0)
1 ), . . . , S(C
(0)
N ,X
(0)
N ) and let X˜ (0) be the
subset of the population X (0) = {(C(0)1 ,X(0)1 ), . . . , (C(0)N ,X(0)N )} for which
S(C
(0)
i ,X
(0)
i ) 6 γ̂0.
2. Sample uniformly with replacement N times from the population X˜ (t−1) to
obtain a new sample (D1,Y1), . . . , (DN ,YN).
3. For each (D,Y) in {(D1,Y1), . . . , (DN ,YN)}, generate (D˜, Y˜) as follows:
(a) Draw D˜1 from the conditional pdf g
∗(d1; γ̂t−1 |D2, . . . , Dn,Y).
(b) Draw D˜i from g
∗(di; γ̂t−1 | D˜1, . . . , D˜i−1, Di+1, . . . , Dn,Y), i = 2, . . . , K − 1.
(c) Draw D˜n from g
∗(dn; γ̂t−1 | D˜1, . . . , D˜n−1,Y).
(d) Draw Y˜ = (Y˜1, . . . , Y˜m) from the deterministic pdf
g∗(y; γ̂t−1 | D˜) = I
{
y = argmin
θ
S(D˜,θ)
}
,
see Remark 4.2.
Denote the resulting population of (D,Y)s by (C
(t)
1 ,X
(t)
1 ), . . . , (C
(t)
N ,X
(t)
N ).
4. Let γ̂t be the ̺ sample quantile of S(C
(t)
1 ,X
(t)
1 ), . . . , S(C
(t)
N ,X
(t)
N ). Let X˜ (t) =
{(C˜(t)1 , X˜(t)1 ), . . . , (C˜(t)Nt , X˜
(t)
Nt
)} be the subset of the population
(C
(t)
1 ,X
(t)
1 ), . . . , (C
(t)
N ,X
(t)
N )
for which S(C
(t)
i ,X
(t)
i ) 6 γ̂t.
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5. If there is no progress in decreasing γ over a number of iterations, that is,
if γ̂t = γ̂t−1 = · · · = γ̂t−s for some user specified positive integer s, set T = t
and go to Step 6; otherwise set t = t+ 1 and repeat from Step 2.
6. Deliver the set of centroids c∗ and cluster assignments x∗, where
(c∗,x∗) =
{
(C
(T )
j ,X
(T )
j ) : j = argmin
i∈{1,...,N}
S(C
(T )
i ,X
(T )
i )
}
,
as an estimate for the global maximizer of the loss function S(c,x) .
Remark 4.1 Note that we have taken into account in the algorithm for cluster-
ing that we minimize S, instead of maximizing it. Thus we are interested in the
̺ sample quantile of the population of scores and not the (1−̺) sample quantile.
Remark 4.2 The conditionals in Step 3 are (with Iij = I{xi = j}):
g∗(ck; γ̂t−1 | c−k,x) ∝ I
{∑
i
Iik||zi − ck||2 6 γ̂t−1 −
∑
j 6=k
∑
i
Iij||zi − cj||2
}
,
which after some simplification can be rewritten as
g∗(ck; γ̂t−1 | c−k,x) ∝ I
{||ck − µk||2 6 r2k} , k = 1, . . . , K. (18)
Here
µk =
∑N
i=1 ziIik∑N
i=1 Iik
and
r2k =
1∑N
i=1 Iik
(
γ̂t−1 −
∑
j 6=k
N∑
i=1
Iij||zi − cj||2 −
N∑
i=1
Iik||zi − µk||2
)
,
whenever the expression on the right-hand side is positive, otherwise rk = 0.
Thus we simply have to generate random vectors ck within a multidimensional
sphere with center µk and radius rk. There are fast and simple procedures for
the generation of such vectors, see [14]. The distribution of the assignments given
the centroids C is deterministic and equal to the maximum likelihood estimate:
x = argmin
θ
S(C,θ).
In other words, each point in Z is assigned to the nearest centroid from the set
of centroids C.
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As a numerical example, consider the clustering of the banana data set [8] with
200 points, see Figure 4.1. The problem is to quantize the points into 30 clusters.
We applied the proposed algorithm with N = 400, ̺ = 0.1 and compared the
output with the popular K-means clustering algorithm []. A typical run time
for the proposed algorithm on this problem was 23 seconds on a 2GHz dual core
processor, while a K-means trial took a fraction of a second. The algorithm is
thus much slower than its K-means counterpart. To make a fair comparison, we
ran the K-means algorithm as many times as possible for the same amount of time
(for 23 seconds this gave 950 independent runs). The results over 10 independent
runs are summarized in Table 4.1. We can see that the proposed algorithm
for clustering is a viable alternative to the K-means clustering algorithm. The
mean best solution of the algorithm over 10 trials is 72.9. The results over 10
independent trials are presented in Table 4.1.
method best solution worst solution mean
K-means 72.70 75.09 74.00
proposed method 72.33 73.652 73.00
Table 3: Results for proposed method and K-means over 10 independent trials.
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Figure 3: The banana data set with the best quantization found by the new
method; points belonging to the same cluster have the same shape, unless they
are at a sufficient distance from each other and it obvious that they belong to
different clusters.
Remark 4.3 Note that we can also recast the optimization problem as a rare-
event problem with minimum variance IS pdf such that the conditional densities
g∗(x; γ | c) ∝ I{S(c,x) 6 γ} and g∗(c; γ |x) ∝ I{c = argmin
y
S(y,x)}, that
is, this time the centroids follow a degenerate deterministic distribution. The
conditionals of g∗(x; γ | c) then become
P(Xm = k; γ | c,x−m) ∝ I
{
||zm − ck||2 6 γ −
K∑
j=1
∑
i6=m
Iij||zi − cj||2
}
.
In other words, a given point zm is randomly assigned to one of the K centroids
provided that the resulting value of S remains below γ. Once the assignments
x are given, the centroids are determined from ck =
∑N
i=1 ziIik
/∑N
i=1 Iik for
k = 1, . . . , K. The performance of the resulting ADAM algorithm is similar to
the performance of Algorithm 4.1.
Example 4.1 (Sum where the number of terms is random) Consider es-
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timating the rare-event:
ℓ(γ) = P
(
∞∑
k=1
XkI{k6K} > γ
)
= P(SK > γ),
where each Xi ∼ f(xi) and K ∼ q(k) with K having support on the positive
integers. As we shall see such compound sum problems are particularly suitable
for the ADAM algorithm due to the conditioning involved in the Gibbs sampler.
In this setting the conditionals of the zero-variance pdf g∗t (x, k) are:
g∗t (xi | {xj}j 6=i, k) ∝ f(xi)I{x>γt−Pkj=1,j 6=i xj}, i 6 k
and
g∗t (k | {xi}) ∝ q(k)I{Pki=1 xi>γt}.
In the following figures, we present the results for some particular choices of f
and q.
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Figure 4: In this example f(xi) ≡ Logn(µ = 2, σ2 = 2) and q(k) ≡ Poi(λ = 7),
γ = 104. Here we obtain ℓ̂ = 1.249e − 006 with estimated r.e. of 7.2%. The
simlation effort was N × T × b = 104 × 5 × 3. The plot shows the empirical
distribution of K under g∗ together with a curvee proportional to the nominal
Poisson pdf.
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Figure 5: In this example Xi ∼iid Exp(1) and K ∼ Geo(p) on 1, 2, . . .. The exact
tail probability is P(SK > γ) = e
−γp , where S0 = 0. For γ = 20, p = 0.95,
N = 104, T = 8, h = 4, we obtained ℓ̂ = 5.735e − 009 with exact rel.error of
2.3%.
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Figure 6: The joint distribution of X1 and K under g
∗(·; γ) for the example in
the previous figure. For ease of visualization the points have been uniformly
redistributed in narrow bands around the integer values of K. From the picture
it is clear that the larger the larger the value of K, the smaller the change of
distribution of X1. In the extreme case, conditional on K = 1, X1 > γ.
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Figure 7: Empirical distribution of K under g∗ superimposed on the scaled nomi-
nal pdf (Geo(p)).For this example we changed p = .7 and γ = 30, b = 10. All other
parameters are the same as in the previous figure. We obtained ℓ̂ = 8.32e− 010
with exact rel.error of 9.7% over 9 iterations.
5 Conclusions and Future Work
We have presented an algorithm for rare-event simulation and multi-extremal op-
timization. In contrast to the standard IS methods, the ADAM algorithm does
not attempt to approximate the optimal IS pdf (5) using a parametric model,
but rather it aims to sample directly from the minimum variance pdf. We ob-
tain samples from (5) and also obtain an consistent estimator of the normalizing
constant of (5). The success of the algorithm depends on the convenient decom-
position of the sample space into nested sets. Possible future applications of the
algorithm and research directions are as follows:
1. We can easily apply the method to the problem of computing the volume
of a convex body given by the set:
X = {x : Ax 6 b, x > 0}.
It has been shown that the complexity of this problem is equivalent to
computing the permanent of a matrix.
2. We can combine the ADAM algorithm with standard importance sampling.
Preliminary results suggest that the combined procedure can achieve better
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results then either standard importance sampling or vanilla application of
the ADAM algorithm. We can write:
ℓ(γ;u) = Ef(·;u)I{S(X) > γ}
= Ef(·;v)
f(X;u)
f(X;v)
I{S(X) > γ}
= Ef(·;v)
f(X;u)
f(X;v)
I{S(X) > η}I{S(X) > γ}, η < γ
= ℓ(η;v)Eg∗(·;v,η)W (X;u,v)I{S(X) > γ},
where the likelihood ratio
W (X;u,v) =
f(X;u)
f(X;v)
,
and
g∗(·;v, η) = f(·;v)I(S(X) > η)
ℓ(η;v)
for some intermediate level η. The idea is to now use the ADAM algo-
rithm to both sample from g∗(·;v, η) (as opposed to g∗(·;u, γ) in the vanilla
ADAM algorithm) and estimate ℓ(η,v). The sample from g∗(·;v, η) is used
to estimate
Eg∗(·;v,η)W (X;u,v)I{S(X) > γ}.
Note that the change of measure should have the effect of making ℓ(γ,v)
less rare than ℓ(γ,u). Thus estimating ℓ(γ,v) using the ADAM algorithm
should be much easier and require fewer intermediate levels than estimating
ℓ(γ,u).
Note that if u = v and η = γ, then we obtain the vanilla ADAM method
since W = 1 and there will be no likelihood rations. There are various
possibilities for choosing the change of measure here. We have tested the
following. If we let δ be the relative perturbation between v and u, that is,
δk =
|uk−vk|
uk
, k = 1, . . . , n, then we choose v so that {δk} are not too large,
ensuring that W remains bounded as n ↑ ∞ (i.e. the dimensionality of the
problem gets larger and larger). The idea is to prevent the LR degeneracy
(see [14] page 133) problem. For example, is f belongs to the exponential
family and δk = δ,∀k, then (see [14] page 211) it can be shown that choosing
δ = O(n−1)
will ensure that the LR does not degenerate and thus the estimate for
Eg∗(·;v,η)W (X;u,v)I{S(X) > γ} will be stable and with finite variance,
no matter what the dimensions of the problem are. Note the as n → ∞
the relative perturbation should become smaller and smaller, ultimately
reducing the whole procedure to the vanilla ADAM method without the
usage of any likelihood ratios.
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3. In the random Gibbs sampler we could scan the dimensions in a nonuni-
form fashion to improve the correlation properties of the resulting Markov
chain see, for example, the suggested Gibbs non-uniform scanning samplers
described in [10].
4. Note that the mechanism of sample generation from is similar to running
multiple Markov chains in parallel. This makes the algorithm highly paral-
lelizable in a similar way that running multiple Markov chains with different
initial conditions.
References
[1] Z. I. Botev. Nonparametric density estimation via diffusion mixing,
http://espace.library.uq.edu.au/view/UQ:120006. Technical Report,
The University of Queensland, 2007.
[2] Z. I. Botev. Three examples of a practical exact markov chain sampling,
http://espace.library.uq.edu.au/view/UQ:130865. Preprint, The Uni-
versity of Queensland, 2007.
[3] Z. I. Botev, D. P. Kroese, and T. Taimre. Generalized cross-entropy methods
for rare-event simulation and optimization. Simulation, 2007, to appear.
[4] Z. I. Botev, D. P. Kroese, and T. Taimre. Generalized cross-entropy methods
for rare-event simulation and optimization. Simulation, 2008.
[5] R. Douc. Performances asymptotiques de certains schemas
d’echantillonnage. Ecole Polytechnique, Palaiseau, France, 2004.
[6] B. Efron and R. Tibshirani. An Introduction to the Bootstrap. Chapman &
Hall, New York, 1994.
[7] P. Glasserman, P. Heidelberger, P. Shahabuddin, and T. Zajic. A look at
multilevel splitting. In H. Niederreiter, editor,Monte Carlo and Quasi Monte
Carlo Methods 1996, Lecture Notes in Statistics, volume 127, pages 99–108.
Springer-Verlag, New York, 1996.
[8] D. P. Kroese, R. Y. Rubinstein, and T. Taimre. Application of the cross-
entropy method to clustering and vector quantization. Journal of Global
Optimization, 2006.
[9] D. Lieber, R. Y. Rubinstein, and D. Elmakis. Quick estimation of rare events
in stochastic networks. IEEE Transaction on Reliability, 46:254–265, 1997.
[10] C. P. Robert and G. Casella. Monte Carlo Statistical Methods. Springer,
New York, 2nd edition, 2004.
33
[11] S. M. Ross. Simulation. Academic Press, New York, 3rd edition, 2002.
[12] R. Y. Rubinstein. How to deal with the curse of dimensionality of likelihood
ratios in monte carlo simulation. 2007.
[13] R. Y. Rubinstein and D. P. Kroese. The Cross-Entropy Method: A uni-
fied approach to Combinatorial Optimization, Monte Carlo Simulation and
Machine Learning. Springer Verlag, New York, 2004.
[14] R. Y. Rubinstein and D. P. Kroese. Simulation and the Monte Carlo Method.
John Wiley & Sons, New York, second edition, 2007.
[15] P. Zhang. Non-parametric importance sampling. Journal of American Sta-
tistical Association, 91(435):1245–1253, 1996.
34
