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Search and Anova Methods for lnteraction Originating in a Small Set 
of Outliers 
By Dan Bradu *) 
In this work is proposed a new search method for isolat ing out l.iers in an approximateiy additive tabl..e, ba8ed on 
order statistics of the tetrad 8ets related with each ceii. An ana1.ysi8 of variance, closel.y related with a missing 
pl.ots technique, all.ows to check the findings of the search met hod. Nwnerical exampl.es are presented to give an 
idea of the efficiency of the methods. 
Zu8a17111enfassung 
In dieser Arbeit wird eine neue Suchmethode vorgeschlagen, mit der Ausreißer in einer sonst fast additiven Tafel. 
isol.iert werden kllnnen . Die Methode wird auf der zu jeder zeiie gehörenden Tetraden aufgebaut. Eine Varianzanal..yse, 
in Anl.ehnung an eine "Uissing-Pfots"-Technik, erlaubt es, die Ergebnisse zu prüfen. Nwnerische Beispiel.e soUen die 
Effizienz der Methode aufzeigen. 
1. Introduction and swmiary 
We deal with the case of an equally replicated factori al 
two way m::xiel. We consider a matrix ( table) Y of rs inde-
pement , horroscedastic normal variables , which correspond 
to the cell means . The replicati ons enter through an esti-
ma.tor s2 of the variance a2, i ndependent of Y, whose exist-
ence i s assumed . 
Our aim is t o examine existing interaction (nonadditi vity) , 
when it originates in a small number of outliers in an 
otherwise practically additive table . 
'!Wo parts of the problem are dealt with : 
(a) isolation of a set T of cells , suggested by the data , 
which are the eventual outli ers (while the remaining part S 
of the table is approximately additive) , 
(b) a partition of the sum of squares for interaction in 
t wo parts , roughly speaking - one for the part S (supposed 
additive), the other for nonadditivity originating in T, 
and accordingly , an AOOVA which should confinn the find-
ings of (a) . 
For (a) , a procedure is proposed , based on the use of te-
trad contrasts yij - yig - Yej + Yeg· For every cell (i , j) , 
the set of the (r- l )(s-1) tet rads involving this cell is 
considered . If additivity holds for the majority S of all 
cells , t hen for a cell (i ,j ) € S JOC>st of these (r - l )(s-1) 
*) This paper was supported by 11Deutsche Forschungs-
gemeinschaft" . 
tetrads will be close to zero , whil e the opposite may be 
expected to be true for a cell which belongs to the minor-
ity T of outliers . This idea is used to devel op a method 
which separes the outl iers from the other cell s . 
For (b), the starting point was a suggestion of J . Put-
ter1) , based of the wor k of 'roCHER ( 1952) . This idea is 
developed as follows . If we suspect that t he out l i ers 
(the cells which deviate from additivity) are the cells of 
a set T, then - we replace the data yij for (i, j) E T by 
the values yij computed by means of a missing plots tech-
nique . The magnitude of the differences yi j - Yi j should 
show whether the cells of T are outlier s . I n particular, 
it i s shown that the correspoming sum of squares is a po-
sitive definite quadratic form in the di fferences yij- yij . 
S.E. FIENBERG (1969) proposes a quite different t et rad 
based search method for outliers , which reli es essentiall y 
on normality of the data . In bis work , the stress is put 
on t he study of contingency tables , where deviati ons from 
multiplicativity are treated through the deviati ons from 
additi vi ty of the logp.ri thms of the cell :frequencies . 
'lhe nain ideas of the present work are part of t he authors 
P.D. 'Ihesis2) (1970) , which was done und.er t he guidance of 
K.R. Gabrie13> . The author is indebted to both Dr . J . Put-
l)Head of the Dept . of Statistics-Volcani Institute of 
Agricultural Research, Beit Dagan, I SRAEL. 
2)Partly supported by Research Program NCHS- IS-1 of the 
National Center of Health Statistics of the United States . 
3)Hebrew University - Jerusal em, Department of Statist ics . 
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ter and Prof. K. R. Gabriel for the usefUl discussions he 
has had with them. 
Prof. E. Weber 4) extensi vely applied the above methods to 
concrete data material and introduced improvements in-
creasing the efficiency of the programs . The programning 
was done by Mrs . H. Habetha4l . 
2 . Modeland hypotheses 
We give now an exact formulation for the model, the as-
stunptions and the hypotheses to be considered. The data 
forma (rxs)natrix Y = ((yij)). 'Ihe basic model is 
0: Yij "'" N(µij;<h ..V(i,j) 
m... • 2 2 2 / 
.1.11ere exists a r .v . s ~ o x (ve) ve 
The yij-s and s2 are rs+l independent r .v . 
Let C be the set of the cells C = {(i ,j}ll~i~r , l~j~s}, 
T a subset of C, and S = C-T its complement. 
In view of further application, we shall assume that the 
following two conditions are satisfied: 
( 2. 1) The cells of S are present in each row and in each 
column of the table c, 
(2 .2) S is a connected set of cells , i .e . for each pair 
(i, j} , (e,g) of cells of S, one can forma sequence 
of cells all belonging to s, 
(i,j); (i1,j1); „ . ; (ik, jk); (e,g) 
whose extreme terms are (i , j) and (e,g) and such 
that any two consecutive cells are either in the 
same row, or in the same column . 
'lhe hypothesis ~ is defined by means of 
~: \Jij = µ + ai+ ßj ~(i,j} E. s 
i .e . the meaning of ~ is additivity outside T. 
For the particular case where T = 0 , one obtains the hypo-
thesis ~: 
H- : µ - µ+o.+ß \.L(i,J' ) 
'Tb ij - i j 
i.e . the hypothesis of additivity in the entire tabl e . 
3. Residuals and outliers 
We assume now that ~ is true for an unknown set T that 
cannot be further reduced, i.e . that 
~: JJij = µ + o.i+ ßj .;t (i, j} E S, 
µij = \J + o.i+ ßj+ Y ij , y ij 'fi O, .Y:(i , j) E. T, 
and consider search procedures which would isolate the 
cells of T, i.e. what one calls "the outli ers". 
'lhe COllllPnly applied procedure is the examination of the 
table Y* = ( (ytl.J.)) = ((y . . -y. -y .+y ) ) of the "residuals", l.J 1. .J .. 
i.e . of the deviations of the data from the val ues fitted 
4)Chri stian Albrecht University - Kiel, Lehrfach 
Variationsstatistik. 
94 EDV in Medizin und Biologie 4/1975 
under additivity . It is understood that the largest in ab-
solute value residuals indicate outliers , while sma.11 in 
absolute value residuals will characterize the cells of S. 
Indeed, in special cases , as that of a set T containing 
on1y one cell , the residuals will isolate the outliers 
(see DANIEL, C., 1960; STEFANSKI, W., 1972, where a test 
for this special case is proposed) . 
But that is not the case in general. Take the following 
example of a (4x6)table , where T = {(2 ,2); (2,3); (4 ,5)} 
Disregard error, and assume perfect additivity in s, i.e . 
Yij = µ + ai+ ßj for (i, j} E. S, and .for T, assurne that 
Y22 µ22 = µ + a2+ ß2+ 24 , Y23 = \J23 = µ + 0.2+ ß3+ 36, 
Y45 = µ + a4+ ß5 - 36 . 
The residuals , which depend only on the deviations y 22 24 , 
Y23 = 36, y45 = - 36, are given in the table 
1 2 3 4 5 6 
1 1 -5 8 1 10 1 
2 -9 9 18 -9 0 -9 
3 1 -5 -8 1 10 1 
4 7 1 - 2 7 - 20 7 
The largest residuals 18 , - 20 point out indeed the two 
outliers (2,3), (4 ,5), but there is no reason to suspect 
that (2 , 2) is also an outlier. By taking other values 
for y22 , r 23 , Y45, one can even obtain zero residuals for 
two of the three outliers . And in general , for a set T 
sati sfying conditions (2 .1), (2.2) , one can construct data 
for which !'\r-1 out of the 1'r residuals will be null . Re.sid-
uals behave thus because the magnitude of one residual de-
pends on the deviations yij from additivity of all the 
other cel ls and consequently may be heaviliy influenced 
even by isolated large deviations. 
'lhus , examination of residuals cannot be considered a re-
liable search procedure . 
4 • Tetrads and outliers ; a search method 
We shall develop an alternative method, based on tetrad 
contrasts (short : tetrads). A tetrad T(i,e ,j,g) i s defined 
as 
(4 .1) T(i,j,e,g) = Yij - Yig- Yej+ Yeg' 
If its expectation is zero : 
E<T> = µij - µig- µej+ µeg 
that means additivity (no interaction) in the four cells 
subtable of rows i, e and of columns j ,g . 
We start from the remark that E<T> = O if the four invol-
ved cells (i,j ) , (i,g) , ~ ,j ) , (e ,g) - the "vertices" of 
the tetrad - all belong to S, and E<T> = yij if (i,j ) be-
longs to T while the remaining three vertices belong to S. 
We shall construct a familiy of matrices {Wa}o<a<l ; the 
pattem of some of them will reveal the outliers- set T. 
For each cell (i, j} , consider the set 1(i, j} : 
(4 .2) T<i ,j) = {Jyij - Yig- Yej+ Yeg l lv<e , g} , e#i , g;i!j} 
of the absol ute values of the (r-1)(s-1) tatrads having 
one vertex in (i ,j ) . Order this set , and l et Wa(i ,j ) be 
the a-percentil e of it (e .g., W0 _25(i,j ) i s the f irst 
quartile of t( i,j ), w0.50(i,j } - its median . Define Wa = 
((wa(i, j) )) , e .g . w0•25 is the mat rix whose el ement s are 
the f irst quartiles of the sets '.(( i , j ). 
For a bet ter underst anding, take up again the example 
given in 3. , of a (4x6) table, where T = {( 2,2); (2 ,3); 
(4 ,5)} and ~2 = µ + ~+ ß:?+ 24 , \.123 = µ + ~+ 83+ 36, 
\.145 = µ + a4+ es- 36, while µij = µ + ai+ ßj for all 
the other cells . For each cell (i, j) , the set 3"'(i, j} has 
15 elements . Write '.l(i, j) explicitel y for some of the cells : 
cell( i ,j ) 'J'(i,j ) 
f "') 12,12,12,24 ,24 , 24 ,24 , 24 , 24 , 24 , 24 , 24 , 24 ,24 , 24 T (2,3) 0,12,12,12,36 ,36 ,36 ,36 ,36 ,36,36 ,36,36,36 ,36 
(4 ,5) 0 ,12,36 ,36,36 ,36,36 ,36,36 ,36,36 ,36,36 ,36,36 
f'"' 0, o, o, 0, 0, 0, 0, 0, 0, 0, 0, 0 , 24 ,36 ,36 ~ (2,5) o, 0, o, o, 0, 0, 24 , 24 , 24 ,36,36 ,36, 36 ,36 ,36 (4 ,4) o, o, o, o, o, o, o, o, o, 0, 24 ,36, 36 ,36 ,36 
As it can be easily seen, for any call (i , j) e. s , the set 
:r'(i, j) contains no less than 6 zeros, while nor more than 
one zero appears in a set Jli , j ) bel onging to an outlier. 
For a = 0.30 for instance , 
(° 
0 0 0 0 ~) 0 12 12 0 0 w - 0 0 0 0 o .3o - ~ 0 0 0 36 
It is obvious that arbitrari ly large deviati ons v22, v23 
and v45 can alter t he values w0 .30(2,2) , w0 .30(2 ,3) , 
w0.30(4,5) , but will not change the patt em of W0 _30 i.e . 
the fact that w0 .30 (i, j) = O i f and only if (i,j) €. S. 
Thus, in opposition to residuals , here the pattem of the 
matri x Wa depends only on t he existence of deviations from 
additivity in some cells , and not on the magnitude of these 
deviations . 
With the present data, the same pattern Wa will be obtained 
for many values of a, in particular for a is. (0 .1; 0. 4) . 
When, as usual , experimental error i s present, it can be 
assumed that t he matr i x Wa will be about the same , with 
small values instead of the zeros . 
It is reasonable to expect in the general case that in the 
table Wa' for a certain interval of values of a , the out-
liers will be characterized by large values of w Jh.,i_h 
sali ent on a background of close to zero values . 
Cl early , the set T has tobe not too large ; the very idea 
of isolated outl ier s has otherwise no meaning. While dif-
ficult t o give in the general case , the answer to the 
quest ion whether t he method will work for a particular 
table and sets T with given ~ is easy to obtain. Thus , 
for a (4x6) table, as in the above example , a set T of 
~ = 3 outliers will be revealed with practical certainly 
by some matrices WOl, provided not all 3 cells of T are in 
the same col umn (when also i t has no mor~ sense to view 
the remaining cell of the col umn as belonging to the set 
where additivity holds) . The same remains t rue for a set 
of four outlier s , where no irore than t wo can be in the 
same column. Practical1y, i t was found that it is enough 
to canpute at most t en matrices Wa , for a = 0.05(0 .05)0 .50. 
Their elements, for each cell (i , j) are nonotone increas-
ing with a . The examination of these ten matrices is like 
developing a negative ; each mat rix will suggest a possible 
set Ta , where t hese sets increase with a . Coononsense will 
tell where t o stop; usually , a clear set T of possible 
outl iers is obtained from the first 3 or 4 mat r i ces Wa' 
while the picture in the last Wa-s is already useless . 
A method which pennits to judge whether nonadditivity can 
be i ndeed explained by deviations from addit ivity in the 
cells of T al one will be developed in § 4. 
Remark: A simil ar method, based on tetrads , can be used in 
order to f ind approximately additive subtables of a non-
additive table . 
For each pair (i,e) of rows, one considers the set 
~(i,e) = { IYi j - Yig- Ye/ Yegl ; 1 ~ j < g ~ s} 
of all the absolute values of the tetrads that can be f or 
formed with the elements of these t wo rows . For a given a , 
O ::_ a ~ 1, l et lla ( i , e) the a-percentile of -&< i • e) . Srnall 
values of Ua(i, e ) point out rows "contingent " from t he in-
teraction point of view. Thus , the examination of the ma-
trix Ua = ((%(i, j) )) will suggest sets of contingent rows 
(i.e . sets where any two rows are contingent) . Similarly, 
sets of contingent columns can be found . A set of contin-
gent rows , and a set of cont ingent columns suggest a sub-
tabl e where approximate additivity may hold . It remains to 
verify then whether f or such a subtable there is a marked 
reduction i n the i nteraction mean square when compared with 
the interaction mean square for the whol e tabl e . 
5. A sum of squares for outliers - general set up 
We now take up t he constructi on of a sum of squares for 
evaluating and testing nonadditi vity that or i ginates in a 
set T of cells , and consider first a nore general case . 
Let 'f_ be a (nx1 ) vector of observations, and 
(5 .1 ) n: 'L ~ N(.J!.;o-21n) 
2 <f. 2 
s ,.._ ~« v /ve 
2 e 
'f_,s independent r .v. , 
t he basic model . Let 
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(5 . 2) ~: ~ = A~ 
be an arbitrary hypothesis . Let k the nr . of parameters ß, 
and rA = rank(A) . Let T be a subset of l'\r elements of the 
set {1, . .. ,n}, and S = (1 , ... ,n} - T its complement , of 
ns = n-f\r e l ements . Wi thout loss of generality, one can 
take T = (1 , ... ,l'\r} and let 
~ • ( :J; ~ • ( :) ; A • ( ~) 
be the corresponding partitions of the vectors ';i_, l!. each 
into two subvectors of f\r> ns elements , and of rmtrix A 
into two subnatrices of l'\r> ns rows respectively . 
Consider also the hypothesis ~ that ~ is true in S, i .e . 
~: .l!s = As Jl 
If we define 1 = !!.T - ~ .ß., then ~ and ~ can be rewritten 
~)) "''"° (:). ( ~ ~)( ~)· 
(5 .4) "-' ~. (:) • (~) ~ 
CXlr first problem will be to write a sum of squares for 
testing "'0 under Sl n ~; for shortness, we shall write 
~IT for ""'0 under Sl ll ~" . 'lhis sum of squares , which will 
measure interaction originating in the cells of T, is 
(5 .5) ss01' = 'i.' [w)';f. = 'i.' W(W'W)-W''i. 
where (W'W)- is any RAO generalized inverse of W' W, Cw] 
the projector rmtrix on the space V(W), and the rmtrix W 
itself, is defined by 
(5 . 6) W = (1n- (A] )(Inr) . 
0 
... fthi f . ss 22 The distribution o S sum O Squares l.S 0/T - o X rw' 
where rw = rank(W) . 
Define °'r = W'W; then 
Inm -(5 . 7) °'r = (If\r O)(I - (AJ )(0·-i) = ~- ~(A' A) A.f 
Its rank rT = rank(IJ.r) is 
rT = rank(W) = rank(A! ~) - rank A. 
We shall assune the following corxti.tion satisfied : 
(C) The spaces V(A) and V(~) have on1y the vector On 
in conm:m. 
This condition is necessary and sufficient in order to have 
rT = l'\r ' i.e . for D.r to be nonsingular, and hence also po-
sitive definite . The rretrix I - (A] is real, synmetric and 
id~tent , consequently all its c-roots satisfy the in-
equalities O ~ ci[I - [A]h 1. &lt D.r is a principal *) sub-
rretrix of r - [AJ , hence by a result of H. POINCARRE (RAO , 
•)A square subrmtrix of a square rretrix is said tobe 
principal , if its diagonal is a part of the diagonal 
of the rmtrix . 
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1965) - all the c- roots of D.r belong also to the interval 
[0,1) . And since D.r is also positive definite, its c- roots 
are positive, so for all the c- roots of DT, the relation 
0 < C· (TL) < 1 holds . l. -'!' -
Denote by ~ the vector wI; let be i the vector of the 
values yi (1 ~ i ~ n) fitted to yi (1 ~ i ~ n) under ~' and 
l ' = (zT,~) the partition of l_ corresponding to T and S . 
Then 
(5 .8) ~ = (If\r 0)(1n- rAJ )l_ = 'iJr- ~ 
i.e . ~ is the vector of the l'\r residuals yi - yi(i ET), 
the deviations of yi f'rom their fitted values yi' and SS0 /T 
can be written as 
' -1 {5 .9) SS0/T = !T DT ! T· 
6. An iterative procedure 
To avoid inversion of D.r' a rapid iterative procedure can 
be given for computing the vector !:!ir = o.;1! T· Obviously , 
!:!ir is the unique root of the vector equation 
{6 .1) ~ = (I - °'r) ~ + !T· 
It was already shown that the c- roots of °'r all satisfy the 
corxiition o < ci (DT) ~ 1; hence - all the c- roots of I - D.r 
satisfy the corxti.tion 0 ~ ci {I - D.r> < 1. 
That is sufficient in order that any sequence 
c~1 o ~ n < + =l derinea by 
(6 . 2) !:!n+l = (I - °'r) ~ + ~' ~ arbitrary, 
shall converge to the unique solution of (6 .1) , i .e . to 
!:!ir = o;1~· 
Once !:!ir was thus obtained, one computes ss01T = ~ • !:!ir. 
7. Connection with a "Missing Plots" technique . 
As it was already rrentioned, J . PU1TER suggests to use the 
values yi( i E T) fitted to the data by a missing plots 
technique : 'IXX:HER (1952) gives a means to compute these 
values yi starting from the values y~(i €. T) - the values 
fitted under ~' when instead of the original data for the 
cells of T, were taken zeros . Consider now the connection 
between the technique developed in §§ 5-6, and these ideas . 
Let lT am 2~ be the {l'l,ffl) vectors, of elements yi (i c:. T) 
and y~(i € T) respectively . Let us write the formulas for 
the fitted values vector ~' so that the partition of 
{ 1 , .. . ,n} into T and S shall be explicit : 
(7 .1) lT = ~(A 'A)-A.i_. lT + ~(A' A)-AS ls 
(7 .1 1 ) ~ = As(A' A) -A.i_. lT + A5{A ' A)-A~ ls 
If we take .Q. instead of lT' the equation (7 .1) will give 
(7 . 2) y~ = ~(A 'A)-A~ ls· 
Now, according to m.issing values techniques, the values lT 
must be such, that for the new data, where lT was replaced 
by j_T, the values fitted under Hei and the data themselves 
must coincide for i c T. I.e . the formula (7 .1) must hold, 
when both J!'..T and iT are replaced by iT· Thus we obtain 
(7 .3) ~ = A.r(A' A)-A.i- ~ + A.r(A ' A)-A~ ~, 
and hence, taking in account (7 .2) and the definition of 
DT, 
(7 .4) DT yT = ~ 
or 
- - 1 A (7 .5) Jl.T = °<r ~' 
i .e . the formula of 'IDCHER. 
Note that the regularity of DT, which was required in §5, 
is also the condition for the feasibility of missing plots 
technique . 
Now, using ag;ain ( 7 . 1 ) and ( 7 . 4 ), one obtains 
(7 . 6) ~T = J!'..T - lT = °'rrT - l~ = DT(lT- iT) 
whence 
i .e . S3ii;0 is a positive definite form in the differences 
yi - yi (i e T), fact which confirms that the above sugges-
tion was well founded . 
Another consequence of (7.6) is that 
(7 .8) iT = lT - o;l~ = lT - ~' 
i. e . that once ~ was computed , one obtains also the mis-
sing plots values lT· The coordinates ui of ~ are the dif-
ferences yi - yi between the values yi and the corresponding 
missing plot values yi . Sma.11 such differences may suggest 
elim.ination of the corresponding cells from T, and thus 
eventually permit to reduce the size of the set T obtained 
by the search method developed in § 4 . 
8 . The particular case of additivity 
Take up ag;ain the m:>del .n of § 2, and apply the results of 
§§ 5-7 . Here the vector l has n = rs elements, t he matrix A 
of § 5 is the usual design matrix of the two way additive 
m:>del 
(8 .1) A=<.!rs1 Ir@.!.sl.!r@ I 8 ) 
ans Hei is the hypothesis of no interaction: 
H... : \.I• • = \.1 + U·+ ß· 
" 'i) l.J ]. J t' (i,j ) . 
The set T of °T cells will be defined as 
(8 . 2) T = {(i(v) , j(v))lv=1, ... ,°T} 
and the conditions (2 . 1) , (2 .2) assumed to hold . 
The elements of t he matrix °<r can be expressed as: 
(8 .3) rL(v,v' ) = (6~ 1 - ! )(ö-i '- .!.) 
'"'!' 1 r J s 
where ö is the symbol of Kronecker and i = i ( v) , j = j ( v) , 
i ' = i (v' ) , j = j{v ' ) . 
The validity of conditions (2 .1) , (2 . 2) entails the regu-
larity of DT. To see that , remember that it was shown in 
§ 5 (condition (C) )that regularity of DT is equivalent to 
the property : the space V(A) and the space *) v[~nrJ have 
only Q in conm::m. It is enough to show that the last prop-
erty holds here . Let the vector ! of cooroinates xij , 
1 .5. i .5. r , 1 .5. j ~ s , be a vector corrrnon to both spaces . 
Since ! E V(A) , we have 
(8.11) x . . = \.1 +ex · + ß· __.t.( i, j ; l.J ]. J 
as is known, a unique representation (8 . 4) exists, where 
we have moreover: 
(8 .4' ) Ia· = O, IB· = O. ]. ]. J J 
.An:l., on the other hand, ! belongs to the above second 
space, so 
(8 .5) xij = O, V(i , j) €. S . 
But s is a set of cells sati sfying conditions (2 .1) , (2 .2) . 
As it is lmown, that entail s that the rel ations 
(8 .6) 
{ 
\.1 + a.+ ß. = X · · ]. J l.J 
Icx, = o 
i ]. 
}). = 0 j J 
,Y(i,j) ES 
uniquely determine µ, ai (1 2_ i .5. r), ß/1 .5. j ~ s) . 
I .e . the data for such a set S uniquely determine the lin-
ear parameters µ, ~, ßj (with the above two supplementary 
relations) . 
In our case, (8 .5) holds , and, together with (8 .6) they 
entail 
(8 .7) µ = o, ai = o -t'i , Bj = o ./"j . 
Substituting in (8 .4), one obtains xij = 0, i.e . just what 
was to be proved . 
Further, the resul ts of §§ 5, 6, 7 give here the sum of 
Squares ss0/T' and the m.issing pl ots values Yij ((i, j) l T) . 
One starts from the residuals y ij - y ij (( i , j) ~ T) , which 
have here the weil known form y"L = y .. - y. - y .+ y . l.J l.J ]. • .J . . 
9. Testing the interaction originating in outliers 
and in the "additive part11 of a table 
Denote by SSI the interaction sum of squares 
(9 .1) SSI = l l yf2 = ) l (y . . - Y· - y .+ y )2, ]. J l.J i J l.J l.. . J .. 
by SS(ADD) ' the SUlll of Squares SSI - ss0/T andl by SS(Ol1l'L) 
t he sum of squares ss01T. Then the resul ts of application 
*)rr the nr cell s of T do not occupy t he °T first places , 
then [~°T J i~ replaced b~ a matrix obtained .from it by 
a corresponding permutation of the rows . 
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of the above described procedure can be surmarized as 
follows : 
Origin of interaction Sum of Sq . 






DF Mean Sq . 
(r-l)(s-1)-~ MS(ADD) 
~ 1'\S( OUl'L) 
(r-1)(s-1) MS! 
For an intuitive evaluation of the aroc>unt of interaction 
explained by the outliers set T, we can use the ratio 
MS(OUl'L)/MS(ADD) and be satisfied when it is l.arge . 'll1at 
intuitive evaluation can be used whenever the cell rn.unbers 
of replications are not equal, or when there is no estina-
tor s2 of i . 
When the experiment is equally replicated ( ve + 1 replica-
tions per cell) we can in addition test for significance 
SS(ADD) am SS(Ol11'L), and we have two possible situations . 
(a) The set T is known in advance , from theoretical con-
siderations . 'lhen the two tests, each of them of signifi-
cance level a , will be defined by the rejection regions 
SS(ADD) ~ s2[(r-1)(s- 1) - ~] F((r-l)(s-1) , veJ ,a 
2 SS(OUI'L) 2 s ~ F(~,ve) ,a 
(b) The set T is unknown in advance, and will begiven by 
the search procedure described in § 4 . Then, we have to 
determine in advance the maximal acceptable size n0 of a 
set T; that means that if ~ > n0, we will decide that the 
nature of the interaction does not correspond to the irodel 
of § 2. And since we decide what to test after examination 
of the data, we shall test each one of the Sl.ll'llS of squares 
SS(ADD) am SS(OlJI'L) within the frame of a corresponding 
STP of GABRIEL (see for instance, GABRIEL, 1969a) , with 
given overall significance level a . 
Namely , we shall use the tests : 
10. Examples 
Exampl e 1 . The data gi ven i n Table 1, taken from J . ROBERI'S 
am J . COHRSSEN (1968) , were already analysed by K.R. GA-
BRIEL ( 1969b), which applied to them his biplot procedure . 
Here is a different treatment of the same rraterial. 
The data are percents and we do not apply any test of sig-
nificance, but shall only try to explain nonadditivity by 
rreans of a small number of outliers , and to obtain an in-
tuitive confirrration of our findings . 
The search procedure of § 4 , gi ves the followi.ng table 
wo .25: 
Table 2: w0.25 Matrix for data of table 1 
1.4 1.6 2.6 1.7 2.6 2.0 2.2 
3.2 1.4 3.8 2.0 2 .6 3.2 1.4 
16 .ol w ~ 3.2 4 .0 3.2 2.3 
4.5 2.1 l!UJ 3.4 3.2 2.0 1.5 
5.4 3.5 112 .01 2.o 5 .1 2.2 4.3 
4.1 5.1 @:3] 3.2 3.8 2.4 3.3 
3.3 1.4 1.8 1.8 2.0 1.2 1 .0 
lt suggests the possible set of outliers 
T = {(3,1) , (3,2) , (3,3) , (4,3),(5,3) , (6 ,3)} . 
The second procedure, descri bed in § 5-7, gi ves f'or this 
set T missing plot values of 25 .80 ; 35 . 22 ; 34 .93; 64 .55 ; 
80.73 ; 86 .67 (instead of the original Data : 14 .40; 14 .80; 
27 .00; 37 . 40 ; 53 .30; 74 .30) and the following 
partition of the interaction sum of squares : 
Table 1 : Prevalence rates of men aged 55-64 with hearing levels 
16 decibels or more above the audiometric zero for the 
better ear at 50 , 500, 1000, 2000, 3000, 4000, 6000 
cycles per second, by occupation - United States 1960- 62 
Source Sum of Sq . DF Mean Sq. 
Occupation 
Frequency 1 2 3 4 5 6 7 Average 
500 cps 2.1 6.8 8 .4 1.4 14.6 7.9 4.8 6.6 
1000 cps 1. 7 8.1 8 .4 1.4 12.0 3.7 4.5 5.7 
2000 cps 14.4 14 .8 27 .0 30 .9 36 .5 36 .4 31 .4 27 .3 
3000 cps 57 .4 62 .4 37 .4 63 .3 65 .5 65 .6 59 .8 58 .8 
4000 cps 66 .2 81.7 53 .3 80 .7 79 ,7 80 .8 82 .4 75 .0 
6000 cps 75 .2 94 .0 74 .3 87 .9 93.3 87 .8 80 .5 84 .7 
No mal 4.1 10.2 10.7 5.5 18.1 11.4 6.1 9.4 soeech 
Average 31 .6 39 .7 31.4 38 .7 45 .7 41.9 38 .5 38 .2 
Occupations : 1- Professional, Managerial ; 2-Farm; 3-Clerical, Sales ; 
4-Craftsmen; 5--0peratives ; 6-Service ; 7- Laborers 
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"Additive" part 286 .54 
Outliers 1158.11 






The rrean square for interaction or iginating in 
outliers is 193.02 per degree of freedom and 
9. 55 per degree of freedom :for the remaining 
"additive" part . These figures eventually show 
that the rrain cause of nonadditivity was isola-
ted . Namely, nonadditivity results fran rather 
l ow hearing level s for professional & managerial 
workers and f or f arm workers at the frequency 
of 2000 cps, and of clerical & sales workers at 
frequencies of 2000, 3000, 4000 , 6000 cps . 
Exarnple 2 . 'The data given in Table 3 are taken from 
J . KATZNELSON (1968) . They are average dry weight (in grs) 
of roots for 6 varieties of Trifolium in 10 types of soil. 
Fach average is the result of 5 replications . In the 10><6 
Table 3, the rows correspond to soils, and the columns to 
varieties (1-T . Alexandrinum, 2-T. Berytheum, 3-T. Vavilovi, 
4-T. Ca.rnleli, 5-T. plebeium, 6-T. pilulare) . 
Variety 
Soll 1 2 3 4 5 6 Average 
1 154 72 166 71 44 39 91.00 
2 62 57 71 43 14 21 44 .67 
3 117 57 122 46 14 26 63 .67 
4 84 41 83 42 8 18 46.oo 
5 76 46 79 45 15 12 45 .50 
6 60 70 205 50 23 30 73 .00 
7 59 38 132 61 23 23 56 .00 
8 21 13 21 17 19 8 16.50 
9 76 43 39 27 5 16 34.33 
10 313 167 240 126 31 55 155.33 
Aver- 102.20 60 .40 115.80 52 .80 19.60 24 .80 62 .60 age 
The error estimate given by the author is 476, with 200 DF. 
For tbe above data, which are averages of 5 replications, 
the error estimate will be 476/5 = 95 .2,with 200 DF . 'There 
are 9><5 = 45 DF for interaction in the entire table, so the 
critical value in the STP for interaction (at the level of 
signif'icance a = 0.05) is 
2 ~s = 45 >< F(45 ,200 ), 0 .05 x 95 .2 = 5998 . 
In the entire table, the sum of squares for interaction is 
S.SI = 52 379 > 5998 , so the interaction is si!?llificant 
(obviously, for this sum of squares the STP is equivalent 
to the usual F- test) . 
Now, the search procedure of § 4 applied to the data of 
Table 3, gives matrices Wa which have the same form for 
a = 0.30, 0.35, o. 40, o. 45, 0 .50 . Here is the table w0 .5o: 
Table 4: w0 • 50 for data of Table 3 
~ 20 ~ 19 16 20 
~ 17 (@ 13 13 16 
~ 22 lli3J 16 16 17 
® 17 ® 16 16 14 
® 16 ® 16 14 16 
@] @ lilll 19 17 17 
® 24 @11 @ 20 17 
@.§.1 ® [§51 @ ® ® 
® 17 I§] 20 16 16 
[Bfil lTil llll @1 @] fi§l 
The cells where w0.50(i,j) ~ 40 are rrarked by a square 
frame ; those where w0.5o(i,j) E [25 ,40) -by a circle . As 
the table w0.5o suggests, almost all the possible outliers 
are concentrated in rows 8, 10 and in columns 1, 3 (T.ALEX-
ANDRINUM and T. VAVIl.01/I) . If these two rows and two columns 
are deleted, then in the remaining 8x10 subtable , the sum 
of squares for interaction is 880, and we can sum up the 
situation as follows : 
Source 
Interaction in the 
8><4 subtable 
Interaction originating 
in deleted rows and 
columns 
Interaction in the 
whole table 








The mean squares , 42 versus 2146, are providing an intuitive 
way of satisfying ourselves that the main origin of the 
interaction was indeed revealed. To test for significance, 
we have to disreEPI'd the degrees of freedom, and to canpare 
the sum of squares to ts2 = 5998, within the frarne of the 
STP. Then, 880 < 5998, hence the interaction in the &< 4 
subtable is nonsignif'icant ; 51449 > 5998, hence the inter-
action originating in the two deleted rows and the two de-
leted columns - is signif'icant . 
Although the interaction in the 8><4 subtable was found to 
be nonsignificant , let us see for illustration, what could 
be done by appl ying the procedure of § 5-7 . In that sub-
table, the l.argest values of w0.5o(i,j) are 27 , 25,24 (see 
Table 4) and they suggest the set T = {(7 ,4) , (6,2) , (7 ,2)} . 
The results of the application of that procedure are surrrred 
up in the following table : 
Source Sum of Sq . DF Mean Sq. 
"Additive" part 344 18 19 
Outliers (T) 536 3 179 
Total interaction 
in the 8x4 subtable 880 21 42 
Thus, over 6o % of the interaction in the 8><4 subtable 
originates in the set T. 'lhe mean square of the interaction 
for the "additive" part drops again from 42 to 19. 
Note that in the mentioned work, only the row 10 and the 
coll.lllTI 3 (T. VAVIl.OVI} were rerooved - following the in-
tuition of the scientist - and the analysis was carried out 
for the 9x5 rema.ining table, assuming that approximate 
additivity.already holds. In fact, for that 9><5 subtable 
the interaction sum of squares is 7593, larger than 5998 , 
and thus the assumption of additivity has to be rejected. 
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Über den maximalen Fehler bei der Approximation der Hyper-
geometrischen Verteilung durch die Binomialverteilung 
Von K.-0 . Wall 
Zusanrnenfassung 
Mit Hi.'lfe der StirZi.ng 'sehen Formel wird die Hypergeometrischß Verteilung durch die Binomi.at.verteilung approximiert. 
Davon ausgehend wird eine einfachß Methode oorgestel.1.t, um sowohl den nnrinr:ilen Appro:r:i.mati.onsfeht.er als auch den zur 
Einhaltung eines bestinmten Fehlers notwendigen Stichprobenumfang anzugeben. 
Using Stirt.ing 's formul.a the Hypergeometric distributi.on is appro:r:i.mated by thß binomi.al distribution . Using the 
appro=imation there is proposed a simple method to evaluate thß nnrinr:il appro:r:i.mation error and the sample size 
to guarantee thß appro=imation error to be less than a given amount. 
1 . Einleitung 
Seit langem existieren in der Statistik-Ll.teratur Faust-
regeln, um entscheiden zu können, ob in einem konkreten 
Fall eine bestinmte diskrete Wahrscheinlichkeitsverteilung 
durch eine andere diskrete oder durch eine stetige approx-
imiert werden kann, ohne einen allzu großen Fehler zu be-
gehen. Gleichzeitig erlebt man es bei rast jedem neuen oder 
neuaufgelegten Statistiklehrbuch , daß der Anhang mit den 
Tabellen der benötigten diskreten Wahrscheinlichkeitsver-
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teilungen :imrer umfangreicher wird; auch nimnt die Zahl 
der Tabellenwerke rapide zu . Man denke an den in Kürze er-
scheinenden zweiten Band der Neuauflage von LIENERI'S ''Ver-
teilungsfreie Methoden in der Biostatistik" , dessen Tabellen-
teil gegenüber der ersten Auflage eine wesentliche El"weite-
rung erfahren wird . 
Dieses Phänomen weckt natürlich Zweifel an der Gültigkeit 
der Faustregel - würden sie stinmen, könnte man sich die 
1'llhe mit den Tabellen sparen. 
In der einschlägigen Literatur, z .B. bei GOVINDARAJULU 
(1963), findet man zwar Vorschläge für (rreist recht kom-
plizierte ) Approximationen in Hülle und Fülle , oft auch mit 
einer Abschätzung der Größenordnung des Fehlers; di e Frage 
bleibt jedoch offen, wie groß die m.unerischen Fehler tat-
sächlich sind. 
Der Verfasser beabsichtigt, dieses Problem in größerem Rah-
nen eingehender zu untersuchen. Di ese Arbeit, die das Pro-
blem anhand der Approximation der Hypergeorretrischen Ver-
teilung (HV) durch die Binomialverteilung (BV) bearbeitet , 
ist das erste Ergebnis dieser Untersuchungen. 
2. Analytische Best:i.rrmung des maximalen Fehlers 
Wir gehen aus von dem durch die hypergeorretrische Vertei-
lung beschriebenen Urnerm:xiell . Hierbei seien : 
M: Gesamtzahl der Elemente in der Urne 
m: Anzahl der Elerrente in der Urne mit der 
Eigenschaft X 
N: Stichprobenumfang 
i : Anzahl der Elerrente mit der Eigenschaft X 
in der Stichprobe . 
O.B.d .A. gelte: 
m < !':! 
-2 
N < !':! . 
-2 
Die Wahrscheinlichkeit dafür, daß sich bei einer bestimn-
ten durch M und m charakterisierten Urnenzusanmensetzung 
in einer stichprobe ohne Zurücklegen vom umrang N i Elemen-
te mit der Eigenschaft X befinden, ist 
(~) (M-~) 
( . ) ( . ) 1 N-1 wH 1 M,N,m :=WH l. : = M 
(N) 
(1) 
w8(i) soll nun approximiert werden durch die Wahrscheinlich-
keit der Binomialverteilung wE(i) : 
wB(N,p) := (~) pi(1-p)N-i (2) 
be . m wo 1p = M 
Als Kriteritun für die Gilte der Approximation wählen wir 
Dmax .- max P<i)] , O~i~n(m,N) 
wobei 
D(i) .- lwH(i) - wB(i) 1 
L\3. D(i) analytisch schwierig zu handhaben ist , gehen wir 
ilber zu 
Q(i) wH(i) : = wB(1) ' 
besti.nrnen ima.x, das i , bei dem Q(i) sein Maximum ~x an-
nimnt, und werden zu zeigen haben, daß Q(i) und D(i) ·ihr 
~an der gleichen Stelle ~X annehnen. ca der Defi-
nitionsbereich von i bei der BV nie kleiner ist als der bei 
der HV, und da beide Verteilungen eingipfelig sind, wird 
es zumindest ein i geben, für das gilt : 
w8 (i) ~ wB(i) 
t\:i.raus folgt 
w (i) 
Q(i) = ~ > 1 für wengistens ein i. 
WB1l1 -
Wir approximieren w8(i) und wB(i) zunächst mit Hilfe der 
Stirling' schen Fonnel: 
~n) 
n! = (2Tr) +l/2 nn+l/2 e - n eRTI .für n > O O < Jtn) < 1 
Filr einen Binomialkoeffizienten (~) erhalten wir dann: 
(n) - 1 . nn+1/2 
k - (2'11)172 kk+l / 2 (n-k)n-k+1/2 · l\i(k) ' o<k<n 
wobei 
R (k) = exp{e (n) _ e(k) _ e(n-k)} 
--n RTI 12k 12't?1-k> 
Der Exponent von '\i(k) ist i.nrner negativ, er wird am klein-
sten für k = n/2 und am größten filr k = 1*) oder k = n- 1. 
Sanit folgt für '\i(k) 
o <exp{1~n le<n) - 4e(~)ll~'\i(k) ~ e-a(l) < 1 (3) 
Filr die BV erhalten wir somit : 
. < 1 . 
_.N+l/2 ( ) w (m)i (M-m)N-i 
WB 1 - l2Ti i1+1/2(n-i)N-i+172 M r;r 
wobei sich das Restglied ~(i) durch (3) besti.mnt 
und für die HV 
.i +1/2( . ,m-1+1/ 2 l. m-1 
(M-m)M-m+1/2 
(N- i )N-1 +172 (M-m-n+i )M-m-n+1 +172 
rf1+1/2 
mit dem Restglied 
l\n(i) l\.i-m(i) 
o < Rf.1Cn) < 1 ' 
da aus 
\,-m(i) < l\.,(n) < 1 




*)Die Stirlingsche Approximation verlangt positive k. Bei 
sehr kleinem m und kleinem N kann Dniax auch an der Stel-
le imax=O angenonmen werden. L\3. dieses Phänomen bei wach-
sendem m und N verschwindet , wurde es hier auch nicht 
weiter berUcksichtigt . 
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Für Q(i) erhält man nach einigen Umformungen : 
m-i+1/2(M- )M-m-N+i+1/2(M-N)M-N+1/2 Q(i) < m m (6) 
- (m-i)m-1+1/2(M-m- N+i)M-m-n+1+1/2Ml\1- N+1/2 ' 
dessen Restglied ebenfalls zwi schen O und 1 liegt . 
Im folgenden seien die Restglieder R( · )( · ) vernachlässigt . 
Cer Obergang zum Logari thmus liefert : 
ln[Q( i )] = (m- i+l/2) ln m + (M-m-N+i+l/2) ln (M-m) + 
+ (M-N+l/2) ln (M-N) - (m-i+l/2) ln (m- i) -
- (M-N-m+i+l/2) ln (M-m-N+i) - (M-N+l/2) ln M 
Differenzieren nach i ergibt :*) 
dfu Q(i)) = +ln[M-ml + inf m-i J 1 1 ( ) 
di M j LM-m-N+:iJ + 2(m-1) - 2(m-m- N+i) 7 
Nullsetzen von ( 7) liefert : 
1 
2(M-m-N+1inaJ<) (8) 
Nullsetzen der 2 . Abteilung zeigt, daß tatsächlich ei n Maxi-
mum vorliegt . (7) läßt sich analytisch nicht nach 1ma,x auf-
l ösen . Wenn jedoch M » i und M » N, können die beiden 
nichtlogarithmischen Glieder vernachlässigt werden und man 
erhält für 1ma,x= 
(9) 
Q(i) nimmt sein Maximum also an der Stelle i an, an der 
auch w8(i) und w8(i) ihr Maximum annehmen . Daraus folgt , 
daß auch Dniax an dieser Stelle i sein Maximum anninmt . 
Setzen wir (9) in Q(i) ein, erhalten wir 
112 Q(~) = ~x °' (M~N) (10) 
Zum einen erkennt man hieran, daß für M + co und N < co bei-
**) de Verteilungen konvergieren , zum anderen bestätigt sich 
die bekannte Faustregel, daß die Approximation umso besser 
ist , je kleiner der Auswahlsatz N/M ist . F.s wäre nun ein 
leichtes , (10) als Hilfsmittel zur Abschätzung des maxima-
len Approximationsfehlers anzubieten - (10) bietet außer-
dem den Vorteil, unabhängig von m zu sein - wenn dem nicht 
die tmerwUnschte Eigenschaft gegenüberstünde, daß aus dem 
Betrag von ~ nicht ohne weiteres auf den Betrag Dniax ge-
schlossen werden kann, denn Dma.x ist als Gütekriterium der 
Approximation für die Praxis viel einfacher zu interpre-
tieren . 
*) Cer Verfasser ist sich darüber im klaren, daß (Q(i) kei-
ne stetige Funktion im Cefinitionsberei ch von i ist . 
Da Q(i) jedoch relativ glatt i st , wenn man i als reell-
wertig annimnt , wird trotzdem die Ableitung nach i ge-
bildet (das gleiche Verfahren verwendet man z .B. bei de-
Ermittlung der für die optimale Schichtung erforderli-
chen Stichprobenumfänge!) . 
**)Genauer wurde dieses Problem bei BRISCHKAT und HÖHER 
(1974) untersucht . 
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Zwischen Q(i) und D(i) besteht die Beziehung 
. wH(i) 
Q(1) = w:m 
B 
w6(i)(Q(i) - 1) = D(i) 
mit i = i erhalten wir daraus 
max 
Drrax <: wB(~) I~ -1 J 
D "' [2TT . m M-m N1 - 112 [< M ) 1/2 - 11 
max MM j M-N j (11) 
wenn wir mit o~ die Varianz der BV und mit o~ die der HV 
bezeichnen, erhalten wir 
- 1 [ M 1/2 J 
Dmax - 2'= (M-N) - 1 ' 
12TT OB 
wenn wir M im Zähler durch M-1 ersetzen, ergibt sich Dmax 
schließlich zu 
(12) 
(12) hängt im Vergleich zu (10) zusätzlich noch von m ab . 
Die übliche Faustregel , "verwende die BV anstelle der HV, 
wenn~~ 0,1 ist", (z .B. LIEBERMANN und OWEN) bezieht sich 
demnach auf einen relativen Approximationsfehler von 5, 4 %, 
wenn man den Auswahlsatz von 0,1 in (10) einsetzt . 
Wenn wir nun noch mit f(xj µ,~) die Dichte der Gauss ' schen 
Normalverteilung mit Erwartungswert µ und Varianz o2 be-
zeichnen, können wir (12) auch schrei ben als 
Dmax ~ f(o j o ,o~) - rcolo,o~) . (13) 
(13) eignet sich zur Bestirrrrung des naximalen Approxima-
t i onsfehlers , wenn die Parameter m, N, M bereits festlie-
gen; wünschenswert ist es jedoch, bereits bei der Planung 
eines Versuches Dmax bei der Wahl von N zu berilcksichtig-
gen. Das bedeutet, es ist die Umkehrfunkti on von (13) zu 
ermitteln , wobei Dmax als Dmax(N) angesehen wird . Da sich 
N = N(Dmax) nicht explizit darstellen läßt , wird folgender 
Weg eingeschlagen: 
Da D durch m und durch den Auswahlsatz MIN beeinflußt 
lT0X • 
wird, genügt es , die maximalen Differenzen filr verschiedene 
m 4ber dem Auswahlsatz aufzutragen, um eine gl"afische Dar-
stellung zu erhalten, die in guter Näherung über den maxi-
malen Approximati onsfehler Auskunft gibt , wenn man noch 
den folgenden Korrekturfaktor filr m berücksichtigt . 
Dazu betrachten wir die Auswirkung auf Dmax bei proportio-
naler Veränderung von N und M um den Faktor K. 
Dmax(K) : = w8(~lJ<M, KN, m) - wB(~IKN, p = ~) 
m -1/2 [ M 1/2 ] 
= (211 · ~ • N · (1 - KM)] (M-N) - 1 
Nun definieren wir 
Drrax(K) 
c(K) := D (1) 
niax 
und erhalten hierfür : 
f K(M-mfl +l / 2 
c ( K) = L i{""'M-iß J 
daraus folgt : 
Dmax(K) = c(K) Dmax(l) 
(14) 
(15) 
Mit Hilfe von (15) ist es uns niiglich, zur Best:i.nmmg von 
Dma.x mit einer einzigen Grafik auszukonmen . 
3. Numerische Bt:sti.rrm.mg des maxinalen Fehlers 
R1r M = 200 , für verschiedene m und verschiedene N wurde 
Dma.x numerisch ermittelt und in Figur 1 grafisch darge-
stellt . Eine Erscheinung, die in dieser Grafik noch näher 
diskutiert werden sollte , sind di e Schwingungen der Kurven-
verläufe, die bei kleinem m besonders ausgeprägt sind . 
Zwei Ursachen hierfür sind zu nennen. 
Wenn wir Dmax = Dnwc(N) bestimnen, fassen wir somit wH(i) 
und w8(i) als Funktionen von N auf . Diese Funktionen nehmen 
beide ein Maximum an, jedoch nicht beim gleichen N, so daß 
D(i ) als Funktion von N diesen schwingenden Verlauf auf-
weisen kann . Uberlagert wird diese Erscheinung dadurch, daß 
~ realiter eine natürliche Zahl ist , so daß ina.x in 
diskreten Sprüngen bei wachsendem N zunimnt . 
Diese Schwingungen können durch den gewählten analytischen 
Ansatz nicht nachgewiesen werden, da hierzu i als reell an-
genomnen wurde . 
Zur numerischen Besti.mnung der maximalen Fehler woll en wir 
zwei Fälle unterscheiden : 
1) M, m, N sind bekannt . Daraus resultiert also eine Prä-
zi si erung der o .a . Faustregel (LIEBERMANN und OWEN 
(1963) . 
2) Dmax sei vorgegeben und N sol l bestirrrnt werden . 
Zu 1) : Die Schritte zur Bestimlllng von Dnwc sind : 
a) Man bestimne den doppelten Auswahlsatz ~, wobei N < ~ 







b) Zu dem unter a) bestinrnten doppelten Auswahlsatz q und 
zu m l ese man Dma.x ( 1) aus der Gra::fik ab. 
c ) Man bestimne den Proportionalitätsfaktor K = ~und 
c(K) : ~(~O~öo2m 
d) Man bestimne Dmax(K) aus Gleichung (15) . 
Beispiel 1: M = 120, m = 36, N = 4p 
a) ~ = 0,667 = q 
b) Dmax(l) = 0,028 
c) 120 K = 200 : 0,6 c(K) = 1, 17 
d) Drrax(0 ,6) = 1, 17 0, 028 = 0,03276 
Der maximale Approximationsfehler ist also et wa 0,0328 . 
der exakte Wert ist 0,0310. 
Beispiel 2: M = 120, m = 8, N = 40 
a) ~ = 0,667 
b) Dmax(1) = 0,053 
c) K = 0,6 c(K) 1,029 
d) Dmax(0,6) = 0,0545 . 
Der exakte Wert von Dmax ist 0,0541 . 
Zu 2) : In diesem Fall ist m, M und Dmax gegeben . Den not-
wendigen Stichprobenumfang N ermittelt man folgendermaßen: 




b) Für Dmax( l ) und m lesen wir den zugehörigen doppelt en 
Auswahlsatz q ab und erhal ten 
M N=2q 
Beispiel 1 : Für m = 86 und M = 120 soll N so bestinrnt wer-
den, daß Dmax ~ 0,01 ist . 
. 0 01 84 
a) Drrax(l) = o,667(164) = 0, 0077 
b) q = 0,08 
N ~ 8 
Beispiel 2: Aus m = 8, M = 300 und Dmax = 0,01 soll N be-
stirrrnt werden. 
a) K = 1,5 
Dmax(l) l ,~ ·?1192 (292) = 0,01013 
b) q = 0, 1 
.,. N ~ 15 
In beiden Fällen erkennt man deutlich, daß kleine m die 
Approximation verschlechtern, eine Tatsache, die durch die 
o .a . Faustregel überhaupt nicht erfaßt wird . 
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Ein Verfahren und ein Programm zur Kovarianzanalyse bei ungleicher 
Zellenbesetzung 
Teil 1: Das Modell mit fixen Effekten 
Von W. Nollau 
Zusamnenfassung 
Der in dieser Arbeit vorgeschlagene Algorithmus stellt eine Methode zur Lösuna von drei im Rahmen der Varianz- Kovarianz-
analyse mit K:t'euzkZassifikLltion auftretenden ProblemsteZZunaen dar: 
I . ParaJneterschlttzung 
II. Parametertests für fixe Effekte 
III. Varianzkomponentenschätzung fih:' zuf~llige Effekte. 
In Teil 1 werden die Probleme I und II behandelt, während auf Aufgabe III in Teil 2 eingegangen wird. Bei der Lösuna 
der Schätzaufgaben I und III wird die veralZaemeinerte Inverse der ModeZZkreuzproduktmatri:c bzw. gewisser Teilmatrizen 
dieser tlatrix verwendet . Die Benutzung des Konzepts der verallgemeinerten Inversen wird bei der Parameterschätzung 
nahegelegt durch die Tatsache, <!.aß die Nodellmatrix nicht den voiien Spaltenrang hat, die ModeZZkreuzproduktr.iatrix also 
singuUil' ist. Die Bereciinung der beniJtigten verallgemeinerten Inversen verursacht ~en Hauptrechenauj'l.land des Verfahrens . 
Für das Verfahren wurde das PORTRAil- Progranm NOVAC (Progromnbeschi•eibuna s . [2] , Anhang A3) gesahrieben, das an ver -
schiedenen Anwendungsbeispielen erprobt wurde [3] . Ein ausfilhr'licher Bericht tlber weitere praktische Anwendungen des 
Progranms soZZ in einem gesonderten Beitrag folgen [8] . 
Die vorliegende Arbeit ist eine gektirzte und zusanmenfassende DarsteZZung der in den Berichten [1] und [2] ausführlich 
geschilderten Vorgehensweise . 
SW111W'y 
The aZgoritrm proposed in this paper is a method for soZving three probZems concerni„-!] anaZysis of variance and ao-
variance with crossclassification: 
I . Parameter estimation 
II. Parameter tests for fixed effects 
III. Estimation of components of variance for rar.dom effects . 
In part 1 problems I and II are treated, the soZution of problem III i s given in part 2. The estimation tasks I and III 
are soZved using the generaZized inverse of the crossproduct matrix of the model and of cer tain submatrices of this 
matrix respectively. 
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Using the concept of the generalized inverse seems usefuZ, because it is a straightforward method for computing the 
estimators of the parameters if the mode'l mat?'ix Tuis not fuZ'l co'lumn-?'an1c, which causes the crossproductmatl'ix of the 
modeZ to be singu'lal•. 
For the a"lgo?'ithm the FORTRAN program NOVAC (~] Appendix A.3 ) was W?'itten, which was tested with severa'l examp'les [3] . 
A detai'led ?'epO?'t on practicaZ appZications shal'l be given e'lsewhere [B] . 
This paper is an abbreviated and sunrnal'ized presentation of the methods described in mo?'e detail in the reports [1] 
and [2]. 
ras allgemeine lineare Modell und die Schätzung 
seiner Parameter 
Wir betrachten das allgemeine lineare Modell 
(1) y = Xb + e 
mit der M:>del lmatrix X 
[N x(t+l)] ' 
:~1 E: 
bi 
dem Parametervektor b 
und dem "Restvektor" ("Fehlervektor" ) e E :RN, 
der - wie üblich - als N-dimensional normalverteilt 
angenorrmen wird: e - N(o;a2r) . 
Die Modellmatrix X besteht dabei aus dem Varianzanalyse-
Anteil (V) : 
x<v> := (xo,xl , ... ,~) , xo ==['] E :RN 
[N x(p+l)] 1 
und dem Regressions- oder Kovariaten-Anteil (R) : 
x<R> : = (xp+1, ... ,~+q> ' p + q =: t; 
[N X q] 
X = '(X(V), X(R)) . 
Bemerkung: Es kann durchaus sein, daß ein Anteil fehlt . 
Entfällt der R-Anteil, dann liegt der Fall 
einer (reinen) Varianzanalyse vor, entfällt 
der V- Anteil, dann hat man es mit einer 
(reinen) Regressionsanalyse zu tun. 
Den Aufbau des V- Anteils und damit die Gestalt der aus 
Nullen und Einsen bestehenden Matrix X(V) erkennt man aus 
der (skalaren) "Zellen-Gleichung", die die D:irstellung der 
abhängigen Variablen (11Zielgr'öße") y in einer Zelle durch 
die Komponenten des V-Anteils : Generaleffekt, Haupteffekte 
und ihre Wechselwirkungen, dazu den die Kovariaten enthal-
tenden R-Anteil und den Zufallsfehler angibt . F\1r eine Drei-
wegzerlegung im V-Anteil mit Wechselwirkungen bi s zur drit-
ten Ordnung und q Kovariaten lautet diese Zellengleichung 
mit den üblichen Bezeichnungen: 
b0 = m; b1 = a1; ... ;bp = (abc)1 I I 1' 2' 3 
für die V- Anteilparameter : 
(2) 
mit 
y. . . = m+a . +b . +c. +(ab) . . +(ac) . . + 
11,12,13;0 ll 1 2 13 11,12 11,13 
(1) +(bc) . . +(abc). . . +x . . . b 12, 13 11 , 12, 13 i 1,12,13;p p+l+ 
+ ... +x<9> . . b +e . . . l 1 , 12,13;p p+q l 1,12 , 13;p 
i 1 = 1, 2 , ... , I 1 
i 2 = 1,2, ... ,I 2 
i 3 1,2 , . . . , I 3 
p -= p(i1,i2 , i 3) = 0 ,1,2 , ... ,n. 1. . 1 1 ' 2 ' 1 3 
Die erste Aufgabe der Kovarianzanalyse besteht in der Be-
stinmmg ("Schätzung") der Parameter b (_!'.arameter-~chätz­
Problem) nach Festlegung des V-Anteils , der durch die An-
zahl der (Zerlegungs- ) Faktoren ("Wege"), ihre jeweilige 
Stufenanzahl (Anzahl der 11 levels11 eines jeden Faktors) 
und die Besetzungszahlen in den Zellen gegeben ist, und 
Messung der Kovariaten x<R) = <~+l' .. . '~+q> sowie der 
Werte der abhängigen Veränderlichen (Zielgröße) y. Die 
Lösung dieses PS- Problems erfolgt , wie in [1] ausführlich 
dargelegt, mit Hilfe der verallgemeinerten Inversen der 
Modell- bzw. Modellkreuzprodukt-Matrix in folgender Weise: 
(3) b = X+y = (XTX)+XTy : (XTX)+u. 
Hierzu ist also die Bildung der Modellkreuzproduktmatrix 
XTX und die Berechnung ihrer verallgemeinerten Inversen 
G : = (XTX) + (beides synrnetrische Matri zen, der-en Ordnung 
gleich der Anzahl (i+1) der Modellparameter ist) sowie die 
Bildung der "rechten Seite" u := XTy erforderlich . Eine 
Vorgehensweise zur direkten Gewinnung der Kreuzprodukt-
matrix XTX und der rechten Seite u ohne explizite Benutzung 
der Modellmatrix X sowie Verfahren zur Berechnung der ver-
allgemeinerten Inversen ei ner Matrix sind in [1] beschrieben. 
Zusamnen mit dem Parameter-Schätzwertvektor 6 fällt auch 
ein Schätzwert für die "Restvarianz" an : 
A2 2 SSE T -uTb T (4) a =: s = - = y y r := Rang(X) = Rang(X X) . 
e N-r N-r ' 
Diese Schätzwerte haben folgende Eigenschaften ([1] ) : 
I. 6 = X+y = Gu liegt im Spaltenraum der Modellkreuz-
produktmatrix und ist ein erwartungstreuer Schätzwert 
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für die Orthogonalproj ektion des ("wahren" ) Parameter-
vektors b in den von den Spalten der Modellkreuzpro-
duktmatrix aufgespannten r-dimensionalen (r := Rang(X) 
= Rang(XTX)) Unterraum ;t(XTX) =Jl(XT)cRt+l (l) : 
PS = 6, 
E{b} = E{Pb} = Pb mit P : = X+X Orthogonalprojektor in 
den Spaltenraum ::l(XTX); 
II . Cov{b} := E{(b-E{b})(b- E{b})T} = o2G (G :=(XTX)+) ; 
III . a2 = s; ist ein erwartungstreuer Schätzwert für die 
Restvarianz : 
Efa2} = E{s21 = o2. 
e 
Parameter-Tests 
Die zweite Aufgabe im Rahmen der Kovarianzanalyse besteht 
in der Durchführung von Tests bezüglich der Parameter 
(farameter-:!'est-Problem) . Diese Tests, die dazu dienen zu 
entscheiden, welche Stufen eines Faktors signifikante Un-
terschiede aufWeisen, ferner welche Wechselwirkungseffekte 
im Modell verbleiben müssen und welche Kovariatenparameter 
signifikant von Null verschieden sind, gründen sich auf den 
Hauptsatz der Regressionstheorie ( [1!) : 
~~~-! = Ist X die Modell!ll9.trix des betrachteten Modells 
und X die Modell!ll9.trix eines durch lineare Nebenbedingungen 
bezüglich der Parameter eingeschränkten Modells und sind 
SSE(X) bzw. SSE(X) die zugehörigen "Fehlerquadratstmrnen" 
(SSE(X) :=I(Meßwert-Modellwert für Modell X)2 
über alle 
N Meßwerte 
dann ist die Test-Statistik: 
F = (SSE(X)-SSE(X))/f1 (s2 = SSE(X) r ·= Rang (XTX)) 
2 ' e N-r ' · 
Se 
Fa(f1;N-r) verteilt mit dem Zählerfreiheitsgrad : 
f1 = Rang(XT) - Rang(XT) = Rang (XTX) - Rang (XT5() :: r -r. 
Hat das eingeschränkte Modell die Fonn: 
y = Xb + e 
'JC: HTb = m 
[h X (f.+l)J 
dann braucht man zur Bestirrmung des obigen F-Werts das 
eingeschränkte Modell nicht explizit zu berechnen, sondern 
man erhält den Parameterschätzvektor des eingeschränkten 
Modells und die Differenz der Fehlerquadratstmrnen im Zäh-
ler des F-Werts aus dem Parameterschätzvektor des uneinge-
schränkten Modell s auf folgende Weise : 
~!'.~_? : Ist 7ie "testbar", d .h. sind H.Tb "schätzbare" Funk-
tionen (~Tp = HT; P : = P~(XTX) = X+X) und ist die Ma-
trix HTGH, (G := (XTX)+) regulär, also Rang(HTGH) = h, 
[h X h] 
(l) a(A) bezeichnet den Spaltenraum (range) der Matrix A; 
JRn bezeichnet den n-dirnensionalen EUKLIDischen Vek-
torraum. 
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dann läßt sich der Parameterschätzwert 
b~) : = Pb1f des durch die Hypothese : 
d{: HTb = m, HTb schätzbar 
Lh x(i+1>J , 
eingeschränkten Modells durch den Schätzwert b für das un-
eingeschränkte Modell folgendennaßen ausdrücken: 
Pb := b(P) = b - GH(HTGH)- l (HTt>-m) 
'"J( ~ 
und für den Zähler des F-Werts zum Testen der Hypothese 
d{gilt: 
LI : = SSE (eingeschr . fvbdell) -SSE (uneingeschr. Modell) = 
= (HTb-m)T (HTGH)- l (HT6-m); 
Speziell für m := O ("Null-Hypothese") : 
L1 = f;'I'H(HTGH) -l HTb 
Für den Zählerfreiheitsgrad f 1 der F-Statistik zum Testen 
von(}{ gilt : 
Besteht(}{ aus lauter unabhängigen Einzelhypothesen, 
d . h., hat die Hypotheserrratrix HT den vollen Zeilen-
rang h, dann ist f 1 = h . 
Im Spezialfall ·h = 1, d . h. , bei einer Einzelhypothese kann 
man anstelle des F-Tests einen t-Test benutzen . Ist näm-
lich h = 1 , also die eindimensionale Hypothese 
{Tb= m 
zu testen, dann ergibt sich : 
(HTGH)-1 = 1 ' 
ltTG /i. 
LI = (-A.Tb-m)2 
./i.TG n 
und damit , falls ./!01z, > 0 ist : 
c1.Tb-m)2 F= T 2~F(l ;N-r) . 
/i G~: se a 
Da eine F-verteilte Größe mit Zählerfreiheitsgrad 1 gleich 
dem Quadrat einer t -verteilten Größe ist , gilt : 
Diese Ergebnisse können in der in Tab . 1 dargestellten 
Weise benutzt werden , um die bezüglich der Parameter in-
teressierenden Hypothesen zu testen. 
D:lbei bedeutet : 
N : = Anzahl der Meßwerte 
r : = Rang(XT) = Rang(XTX) 
G = {~} := (XTX)+; 
Der Hochzeiger (P) bedeutet Projektion in den Spaltenraum 
von XTX: 
blP) : = (PJ'l(:x'l'x)b) J i : i -te Komponente der Orthogonal-
projektion des Parametervektors i n den Spaltenraum Jl(XTX). 
(Es sei "daran erinnert , daß der Parameterschätzwertvektor 




















Tabelle 1: Parametertests 
Hypothese 
Bezeichnung Form 
Einzel- Differenz- a~P) = a~P) ; i=1, ... , (I 1-1) ; j ={i+l ), ... ,I 1; Hypothese (z .B. für 1 J 
a-Haupteffekt) 
Sanrnel- Dif ferenz- a{P) - a~P) = 0 ; i =2,3, ... ,I 1 Hypothese (z.B. für 1 l 
a-Haupteffekt ) 
Zusamnengesetzte (P) (P) (P) (P) 
Sanrnel-Differenz- (ab)i +1 i +1-(ab )i +1 i -[(ab)i i +1-(ab)i i J = O 
Hypothese (z .B. für 1 • 2 1 • 2 1' 2 1' 2 
(ab)-WW-Effekt) i 1=1,2, ... ,(11-1); i2=1,2, . .. ,(12-1); 
(P) (P) (P) (P) 
Zusamnengesetzt e (abc )i i i -(abc)i i i +1-[(abc)i i +1 i -(abc)i i +1 i +~ -1' 2' 3 1' 2' 3 1' 2 ' 3 1' 2 ' 3 Sanrnel-Differenz-
Hypothese (für den (P) (P) (P) (P) _ (abc)-WW- Effekt) -[(abc) . . .-(abc) . 1 . . i]+(abc ). . .-(abc) . 1 . 1 . 1- 0 l.l+l ,12,13 11+ ,12~+ 11+1,12+1,13 11+ ,12+ ,13+ 
i 1=1 ,2, ... , (11- 1) ; i 2=1,2, .. . , c12-1> ; i 3: 1,2, ... , (I3-1) 
Einzel-Null- b~P) = 0 Hypothese l. 
Samnel-Null- b~P) = b~P) = . . . = b~P) = 0 Hypothese 11 12 1h 
M:xlell 
Uneingeschränktes Reduzier tes Modell : 
M:xlell: 
--+ + + „ + .;. 
y = Xb + e y = Xb + e 
Test Zweck 
Verteilung der des Tests Teststatistik T-Statistik 
A 
t a (N-r) PrOfg.d .Unterschieds a . - a . 
T .. = i J zw. d . i - ten u.d. 
l. ,J /~.+g„-2~ .·s j - ten Stufe des l. JJ J e a-Haupteffekts 
(QTS>TCQTGQ)-1Qorg F (h·N-r) 
F = 2 
CL , PrOfg. der Gleichheit 
h · Se h = I1-1 aller Stufen des a- Haupteffekts 
h=(I 1- 1) · (12-1 ) PrUfg. auf Vorhanden-sein des (ab)-~M-
Effekts 
_ (QTg)T(QTGQ)-lQTg F (h ·N-r) PrUfg. auf Vorhanden-F - 2 h . s a ' sein des (abc)-ww-e Effekts 





Ti = 2 den i - ten Kovariaten-
.C · Se parameter 
(Qrrg)T(QTGQ)-lQ~ 
Fa(h;N-r) Signif. Test für alle F = 2 Kovariatenparameter, h . s 
e d.h. PrOfg. auf Vorhan-
densein d. gesamten 
R-Anteils 
~ PrUfg .auf signif.Unter-F = SSE(X)- SSE(X) F (f ·N-r) 2 a 1' schied . zw. d . uneinge· fl • Se schränkten Modell u. 
einem durch Weglassen 
- T r1= r - r ; r:= Rang(X X) von Parametern (WW-Par . 
r: = Rang(XTX) urxi/oder Kovariaten-Par . ) reduz . Modell 
s~ = Restvarianz-Schätzwert für das uneingeschränkte 
M:x:lell . 
Die Matrizen Q, die zur Beschreibung der verschiedenen 
Hypothesen in der Fonn QTb(P) = o <2> dienen, sowie die zur 
Berechnung der quadratischen Fonn im Zähler der F-Statistik 
benötigte Matrix QTGQ sind für die Null- und die Differenz-
Hypothese in [1] angegeben; für die zusantrengesetzte Sam-
meldifferenz- Hypothese ist die im Programn NOVAC C( 2] , 
Anhang A3)benutzte Rechenvorschri~ für die Berechnung des 
Zählers der F-Statistik in ALGOL-Formulierung in [2J , 
Anhang A1 dargestellt. 
~ 8estinmtheitsmaß 
Der Test der Samnel-Null-Hypothese für die Kovariat enpara-
meter liefert nur eine qualitative Aussage Uber den Ein-
fluß des R- Anteils auf die abhängige Variable y : im Falle 
der Signifikanz ist der Einfluß gesichert, andernfalls wird 
die Null- Hypothese angenorrrren. Eine quantitative Aussage 
Uber die Größe des Einflusses der Kovariaten auf die ab-
hängige Veränderliche erhält rran durch das 8est:i.nmtheitsrra.ß 
für die Kovariatenparameter ( (3]) : 
6 = SSE (M:x:lell QbDe Kovariaten) - SSE (fotxlell .mü Kovariaten) 
SSE (M:x:lell ohne Kovariaten) 
= 1 _ SSE (fotxlell mit Kovariaten) 
SSE (Jlbdell ohne Kovariaten) 
mit SSE = YTY - uTb. 
Sei der 8erechn~ von SSE (fotxlell ohne Kovariaten) wird 
als rechte Seite u der entsprechende Vektor für das volle 
JYbdell mit Kovariaten aber unter Weglassung der Kaiponen-
ten, die dem R-Anteil entsprechen, benutzt ; der zugehörige 
Parametervektor läßt sich nach Satz 2 aus dem Parameter-
vektor für das volle Modell berechnen . 
Zur Beschreib~ des Einflusses eines beliebigen Effektes 
schlagen wir ein Best:i.nmtheitsmaß in folgeroer Fonn vor: 
B : = 1 _ SSE (fotxlell mi,k Paranetern ß) 
SSE (l'lbdell ohne Parameter S) 
Dieses 8est:i.nmtheitsmaß B der Parameter ß gibt an , welcher 
Anteil der Varianz der abhängigen Variablen sich aus der 
Verän:lerung des fobdellanteils mit den Parametern ß erklären 
läßt . 
~ 8estinmtheitsmaß in dieser Fonn ist unabhängig von den 
Freiheitsgraden: 
fmit = N-Rang (Kreuzproduktmatrix für fobdell mit Param. ß) 
fohne = N-Rang (Kreuzproduktmatrix für fobdell ohne " ß) . 
In [4] wird daher empfohlen , insbesoroere für kleine Frei -
heitsgrade anstelle der Abweichungsquaclratsunmen die ent-
sprechenden (Stichproben-) Varianzen zu benutzen : 
(2)Es ist HT = QTP HTP = QTP2 = QTP = HT (wegen der 
Eigenschaft eines Projektors : P2 = P) , sodaß 
QTb(P) = QTPb = O testbare Hypothesen sind. 
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2 5mit . 2 SSE (fotxl mit Param. ß) 8 . - 1 -~ llll.t smit : = -~~-·-----~ 
Sohne mit 
s2 . _ SSE (fobd . ohne Param . ß) 
ohne . - f
0
hne 
Zwischen B und B besteht folgeroer Zusanmenhang: 
B = 1 - SSE (mit) . ~ = 1 - (1-B) fohne + 
SSE (ohne) 'mit fmit 
f - f 
8 _ B = (1- B) ohne mit = (1-B) Rang(mit)-Rang(ohne) >O , fmit fmit -
denn O ~ B~ 1 und Rang (Kreuzpr. Mat . f.fotxl . mit Par . $)~ 
~ Rang (Kreuzpr. Mat . f.fobd . ohne Par . ß) . 
Zahlenbeispiel: Zweiweg- Kovarianzanalyse 
Date n : 
Faktor B 
l ~ 1 z 3 Y11;1=IZ y lZ;I= 6 Y13;1= 11 
Y1z;z= l 3 y lZ;Z= 6 Y13;z= I Z 
1 
IX(l) =-6 x(Z) = 1 ( 1) )2) =l )1) = - 4 x(Z) =3 
11; 1 11; 1 xlZ; l= -Z 12;1 13;1 13; 1 
IX(l) =-4 x(Z) =Z )1) =-3 )2) =Z (1) x(Z) :6 
11 ;2 1 l;Z 12;2 12;Z xl3;2=- 5 13;Z 
Y21 ; 1= 4 Y2z; 1=34 y23;1=3 1 
Yz3 ;z =30 
z 
IX(l) =-lZ x(Z) =3 x ( l ) =- 6 x(2 ) =0 x (l ) =- 11 x(Z) =Z 
2 1;1 21; l 2Z;l Z2;1 Z3 ; l Z3;1 
,Yl = - 10 x(Z) =4 
Z3;2 23;Z 
Volles Jlbdell : 
(1) (2) y1.J·,· v = m + a1.+ bJ.+ (ab) . . + a1x .. + a2x . . + e .. lJ lJ;V lJ;\I lJ j V 
i = 1,2(=!); .j: 1, 2, 3(=J); V: 1,2, .. . ,nij ; 
n11 = n12= n13= ~3= 2, ~1= n22= 1 (Zellbesetzungen) , 
N = .I .nij = 10 
l , J 
Ergebnisse : 
= 8; 
Freiheitsgrad: N - r = 2. 
Parameterschätzvektor: 
(1) m = 11,06; (2) a1 = -3,81; (3) a2 = 14,87; 
(4) 61 = 6,24; (5) 62 = 2,21; (6) 63 2,61; 
(7) abll = -1,19; (8) ab12 = - 3,66; (9) a'b13 = 1,04; 
(10) a'b21 = 7,43; <11> ab22 = 5,87 ; (12) a'b23 = 1,57; 
A A 
(13) ßl = o,o ; (14) ß2 0,13. 





(P) (P) t =-9,974 Hochsignil. Unterschied 
al - az = 0 F=99,481 0,010 zw. l. u. 2. Stufe des 
a-Haupteffekts 
b(P) - b(P) 
Kein signif. Unterschied 
= 0 t = 2,937 0,099 zw. l. u . 2 . Stufe des 1 2 b-Haupteffekts 
b(P) - b(P) 
Signif. Unterschied 
= 0 t = 5,992 0,027 zw. l. u. 3. Stufe des 1 3 b-Haupteliekts 
b(P) - b(P) 
Kein signif. Unterschied 
= 0 t =-0,330 0,773 zw. 2. u. 3 . Stufe des 2 3 b- Ha uptef!e kts 
b(P) - b(P) 
= 0. 
Schwach signif. Unterach. 
1 2 F = 17,960 0,053 zw. gewissen Stufen des 
b(P) - b(P) Faktors B sind vor -
= 0 handen. 1 3 
b (P)_ b (P)_ ~b {P)_ b (Pl=O 
alla21 12a22 
f,;=2,1~~~g ~i,~t~ Der (ab) - Wechselwi rk . -b(P)_ b(P)_~b(P)_ b(P~-0 effekt ist signif. 
a 12 a 22 13 a 23 -
3) 
B(P) 0 t =0, 129· l,O Der l. Kovariatenparam. 1 = 
· lo-7 ist nichtsignif. 
B(P) 0 t =0,442 0, 702 Der 2. Kovariatenpararn. = 2 ist nichtsignif. 
B(P) 





3) Wegen dieser zusarrmengesetzten Sarrrrel- Differenzhypo-
these : s . [1] Anhang A2. 
Reduziertes Modell : 
Y - m + a + b + " x~;) + ß x~~l + e ij;v - i j "11J ;v 2 J.J ;v ij;v 
Ergebnisse : 
r = 6; 
Freiheitsgrad: N - r 4· 
' 
Parameterschätzvektor: 
(1) m = 14, 16; (2) a1 = -7,63 ; (3) a2 = 21,79; 
A 
<5) s2 <6> s3 2,94; (4) b1 9,93; 1,29; 
A 
(8) ß2 (7) ß1 = 0,87; = 0,89 . 
Streuung: s 2,935 . 
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Deskriptiv-statistische Methoden für richtungsabhängige Größen 
Von K. Brodda 
Zusa11men[asSW1g 
Es wird auf Bedeutung wid AmJendungsmDglichkeiten der deskriptiv-statistischen Methoden [Ur richtungsabhltngige Gr{jßen 
im Rahnen biologisch-medizinischer Untersuchungen hingewiesen. Die Verfahrensweisen zur Berechnung deskriptiver Maße 
fib' Beobachtungswerte, die in Form von Winkeln oder als Richtungen im dreidimensionalen Raum vorl.iegen, werden be-
schrieben. GeschiZdert werden weiterhin M(jglichkeiten zur Charakterisierung richtungsabhltngiger Verteilungen wid zu 
deren Darstellung in Form von Diagranrnen. Als Beispiel für die Am,Jendungsm~glichkeit eines zur Berechnung richtungs-
abhlingiger statistischer Parameter geschriebenen Computerprogra11ms werden Resultate für vektorkardiographische Gr~ßen 
vorgestellt . 
The importance and the appZ.ication of the statistics of directional. data within the fields of Biology and Medicine are 
discussed. The procedu.res for calculation of descriptive measures for angular observationa as well as [or directionaZ. data 
in three dimensions are described . Suggestions are given for diagranmatical representation of the observed samples. 
Furthermore the possibilities to characterize the forms of circular and spherical distributions are demonstrated. Results 
f'rom statistical calculations done by a computer program for the special case of some vectorcardiographic dat;a are 
presented. 
Einleitung 
Viele biologische bzw. rredizinische Untersuchungen liefern 
Meßresultate in Form von Winkeln oder richtungsabhäng:igen 
Größen. E)ltsprechende Daten ergeben sich z .B. aus Beobach-
tungen des Orientierungsverhaltens von Luft-, Land- und 
Wassertieren. Weiterhin treten bei anthropometrischen Unter-
suchungen (etwa auch im Rahrren der Evolutionsbiologie) so-
wie bei sinnesphysiologischen Experimenten (visuelles und 
auditives System, Vestibularapparat) Meßresultate in Form 
von Winkeln auf. Innerhalb des klinisch-rredizinischen Be-
reichs sind in diesem Zusanrrenhang vomel'lrllich die in der 
ortoopädischen und kardiologischen (Ekg) Di.agrostik auf-
tretenden Meßwerte zu nermen . Schließlich hat die rredizini-
sche Statistik häufig mit zeitlich periodischen Meßwerten 
(z.B. in der Epidemiologie) zu tun, die ähnliche Eigen-
schaften wie richtungsabhängige Größen zeigen . 
F\1r den speziellen Fall vektorkardi.ografischer Größen haben 
OOWNS und LIE!:lMAN (1969) die Verwendung von Methoden der 
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linearen Statistik bei der Definition von Normalwerten kri-
tisiert . Schon bei der gewöhnlichen Mittelwertberechnung 
entsteht der Widerspruch, daß sich z .B. der Mittelwert 
zweier Winkel von 10° und 350° zu 180° ergibt , obwohl wir 
intuitiv einen Wert. von o0 erwarten. Einige Autoren (z.B. 
LIE!:lMAN et al . , 1967) haben dieses Problem durch angemessene 
Rotation der Nullrichtung zu UJrE:ehen versucht . Dieses Ver-
fahren bewährt sich jedoch nur, wenn die beobachteten Rich-
tungen wenig streuen. Andere Uberlegungen, die lineare Sta-
tistik auch filr richtungsabhängige l)lten zu verwenden, 
gehen von der Definition von Winkelbereichen aus, in denen 
z .B. 95% aller Beobachtungswerte liegen (z .B. OORON et al. , 
1966) . Wie man leicht durch Betrachtung planarer Winkel 
sehen kann, sind aber solche Bereiche nicht eindeutig de-
finiert . 
Die Unterschiede zwischen linearer und richtungsabhängiger 
Statist~ werden deutlich, wenn wir z .B. den Scheitel eines 
planaren Winkels in den Mittelpunkt eines Einheitskreises 
mit fester Nullrichtung legen und den Winkel dann durch den 
Schnittpunkt des einen Schenkels mit der Kreisper ipherie 
darstellen . Jeder Punkt der Per ipherie entspricht dann 
einem bestinmten Winkel bzw. einer bestinmten Richtung. 
Da es sich beim Kreis um eine geschlossene Kurve handel t , 
sind filr die statistische Behandlung von richtungsabhängi-
gen Größen solche Verteilungsfunktionen, -momente usf . zu 
wählen, die der natürlichen Periodizität des Kreises Rech-
nung tragen. Die Kompaktheit des Kreises f'i.ihrt dabei zu 
einfacheren Grenzwertbetrachtungen filr Zufallsvariable als 
im Fall der linearen Statistik . Gerade und Kreis implizie-
ren verschiedene algebraische Strukturen (für den Kreis 
ist nur eine basale Operation "Addition modulo 21111 mög-
lich, hingegen für die Gerade "Addition" und "Multiplika-
tion") , was insbesondere zu verschiedenen Fennen des zen-
tralen Grenzwertsatzes f'i.ihrt . weiterhin ergeben sich in der 
zirkulären Statistik Schwierigkeiten beim Ordnen von Beob-
achtungswerten. Daher sind spezielle Hilfsmittel innerhalb 
der nichtpararnetrischen Methoden notwendig. 
Diese kurze Problemstellung und die Tatsache, daß die Me-
thoden der richtungsabhängigen Statistik noch wenig Eingang 
in die Verarbeitung biologischer Daten gefunden haben, mag 
Anlaß sein, die betreffenden Methoden in einer Weise darzu-
stellen, die unmittelbar eine Umsetzung in ein Rechnerpro-
granrn erlaubt . Im Rahmen dieser Darstellung milssen wir uns 
dabei auf di e Besprechung deskri ptiver Maße beschränken . 
2. Deskriptive Statistik für planare Winkel 
2.1 ~§~~!!~_Y2D-~2Q~2Q~!:!!Jge~~r~~D-~-2~-~~~! 
!!}_t'Q..l'l.!)_yQD-~!~!5!:~D 
Winkelbeobachtungen können entweder durch entsprechende 
Punkte auf der Peripherie eines Einheitskreises mit fest-
liegender Nullrichtung oder durch Einzeichnen von Radien, 
die mit der Nullrichtung den gewünschten Winkel bilden, 
dargestellt werden. Will man die Beobachtungswerte in Klas-
sen einteiien, so gelten für Winkel in Bezug auf die Wahl 
der Klassengrenzen und -breiten dieselben Regeln wie für 
lineare Daten . Jedoch können im Falle von Winkelwerten 
Klassenintervalle wie z .B. 330° - 30° , worin solche Winkel 
wie 359° und o0 enthalten sind, auftreten. 
Man kann nun die gewählten Klassengrenzen auf einer Gera-
den eintragen und wie üblich die Häufigkeitsverteilung der 
Beobachtungswerte in Form eines linearen Histogranrns dar-
stellen. Der Einheitskreis ist damit an einem beliebig de-
finierten Punkt, der einer bestimnten Richtung entspricht , 
aufgeschnitten und "entrollt". Damit läßt sich die linke , 
"unterste" Klasse des linearen Histograrrms zunächst belie-
big wählen. Wie Abb. 1 zeigt , können sich dabei j edoch 
Schwierigkeiten ergeben . In der Abbildung ist die Rich-
tungsverteilung der Frontalprojektion des maximalen P-
Vektors im Frank' schen Elektrokardiogranrn von herzgesunden 
Probanden eingetragen. Der zugehörige Winkel 'f ist im Inter-
vall -180° < tj ~ 180° definiert , wobei positive Werte "ana-
tomisch unten" bedeuten (siehe v. MENGDEN und BRODDA, 1972) . 
Auf der waagerechten Achse der Abbildung bezieht sich di e 
obere Skaleneinteilung auf die unschraffierten Säulen; die 
untere Einteilung gilt dagegen filr die schraffierten Recht-
ecke . Obwohl dieselben Beobachtungswerte zugrundeliegen, 
würde man die schraffierte Verteilung al s bim::>dal , die an-
dere aber als unimodal bezeichnen. Bei der Herstell ung von 
linearen Histogranrnen hat man daher den,Modus der Richtungs-
verteilung (d.h . die Vorzugsrichtung) ungefähr in die Mitte 
der Merkrnalsachse zu legen . 
Richtungsabhängige Häufigkeitsverteilungen sollten auch 
aus Gründen der Anschaulichkeit in Form von zirkulären 
Histogranrnen dargestellt werden. In Anlehnung an das line-
are Histogranrn kann man auf der Peripherie eines Einheits-
kreises in der der gerade vorliegenden Klasse entsprechen-
den Richtung Säulen zeichnen, deren Fläche der entsprechen-
den Häufigkeit proportional ist. Abb . 2 zeigt ein Beispiel, 
wobei dieselben Daten wie in Abb . 1 verwendet wurden. Von 
noch größerer Anschaulichkeit sind die sogenannten Rose-
Diagranrne (Abb . 3) . Hierfür werden entsprechend der vor-
liegenden Richtungsklasse Kreissektoren mit gerreinsarrem Ur-
sprung konstruiert . Wenn man dabei als Radien die beob-
achteten Häufigkeiten wählt , so sind die Flächeninhalte der 
Kreissektoren dem Quadrat der Häufigkeiten proportional. 
In diesem Fall werden kleine Häufigkeiten visuell unter-
und große Häufigkeiten überbetont . Will man dies vermeiden, 
so sollten als Radien die Wurzeln aus den Häufigkeiten ver-
wendet werden (diese Methode ist in Abb . 3 verwendet) , was 
allerdings zu quadratischem Maßstab in Radienrichtung f'i.ihrt 
Abb . 1: 
Q21. 
Lineares Histogranrn für die Richtungen der Fron-
talprojektion des maximalen 'f -Vektors im Frank-
schen Elektrokardiogranrn von herzgesunden Pro-
banden . Der zugehörige Winkel ist in (-180°, 
1800~ definiert . Wählt man als"unterste"Klasse 
[180 , 170°) , so erhält man die unschraffierte 
Verteilung (obere Skaleneinteilung auf der Merk-
rnalsachse) . Für ~60° , 70°) als"unterste"Klasse 
ergibt sich dagegen die scheinbar birnodale, 
schraffierte Verteil ung. Beide Verteilungen ge-
hören zu den gleichen 491 beobachteten Winkeln 'f . 
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Abb . 2 : Zirkuläres Histogranm unter Verwemung derselben 
Daten wie in Abb. 1. In der Bezugsrichtung sind 
die relativen Häufigkeiten als Radien eingetragen. 
Die Flächen der Säulen sind den relativen Häufig-
keiten proportional . 
und einen graphischen Vergleich zwischen beobachteten und 
erwarteten Frequenzen erschwert . 
2. 2 ~-~~r-~~~~~~_Tem~~ 
2 . 2 . 1 Die mittlere Richtung 
F.s seien N Beobachtungswerte fi, i = 1, ... ,N fUr planare 
Winkel gegeben. Bei g;ewfilüter Bezugsrichtung entsprechen 
die tfi Punkten Pi auf der Peripherie eines Einheitsl<reises 
mit dem Mittelpunkt O. Die mittlere Richtung j 0 der y i 
wird nun definiert als die Richtung der Resultate R der 
Einheitsvektoren öP 1 , . .. ,öP N' Da die Punkte Pi die karte-
sischen Koordinaten (cos ~i, sin )"i) besitzen, ergibt sich 
fUr die Korrponenten x0 , y0 von R 
N N 
X = . r COS fi' 0 1=1 .r sin Pi 1=1 (1) 
Weiterhin ist 
IRI = R = h~ + y~', (2) 
x0 = R cos :J'o' y0 = R sinp0 , (3) 
( lj) 
Denkt man sich alle Punkte Pi mit der gleichen Masse be-
legt , so ergibt sich der zugehörige Schwerpunktvektor zu 
S = RJN. 
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Abb . 3: Rose- Diagramn fUr dieselben Daten wie in Abb . 1. 
Die Flächen der Sektoren sind auch hier proportio-
nal zu den beobachteten relativen Häufigkeiten, 
was in diesem Fall zu quadratischem Maßstab in 
Radienrichtung führt . 
Wie im linearen Fall der Mittelwert ist auch die mittlere 
Richtung invariant gegen Verschiebung des Nullpunktes des 
Bezugssystems. Für Winkel gilt bei Veränderung der Bezugs-
richtung 
(5) 
wobei a den Winkel zwischen alter und neuer Bezugsrichtung 
darstellt . Nun gilt fUr die neue Bezugsrichtung: 
x~ = R cos ()?0 -a), 
bzw. 
x' = R'cos <D' 0 JO' 
oder 
y~ = R'sin ~~ 
'f~ = ('fo-a) m:xi 21f, R' = R. 
Die mittlere Richtung transformiert sich daher bei Wechsel 
der Bezugrichtung in gleicher Weise wie die Beobachtungs-
werte selbst und ist damit unabhängig von der Bezugsrich-
tung. 
Aus (3) und (1) folgt auch 
N 
. r sin <ri-J'o) = o, 
1=1 
(6) 
d.h. die Sunme der Sinuswerte der Abweichw1g~m der beob-
achteten Richtungen von der mittleren Richtung ist Null. 
.Die mittlere Richtung hat daher auch hierin eine ~iche 
Eigenschaft wie der Mittelwert der linearen Statistik . 
Ist x0 = o, y0 ~ O, so l äßt sich Formel (4) nicht verwenden. 
Mit Hilfe des Vorzeichens von y0 hat man zu entscheiden, 
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ob fo gleich 90° oder 270° ist. Liegt jedoch R = 0 , d.h . 
x0 = 0 und y0 = 0 vor, so ist ~o unbestimnt . Man hat es 
dann entweder mit einer Gleichverteilung oder einer axialen 
Verteilung zu tun. Die Entscheidung zwischen beiden Mög-
lichkeiten fällt man mit Hilfe des betreffenden Histogranrns . 
Liegt eine bi.m:>dale Verteilung vor, so teilt man die Beob-
achtungswerte durch einen Schnitt ~.enau zwischen beiden Mo-
di und kann dann für beide Gruppen separat die mittleren 
Richtungen berechnen. Ist die Differenz der mittleren Rich-
tungen gerade 180°, so liegt eine axiale Verteilung vor. 
NatUrlich können mehrere Achsen (und entsprechend höher 
modale Verteilungen) vorliegen. Man kann dann in ähnlicher 
Weise vorgehen. 
Es seien N Beobachtungswerte als Punkte Pi auf der Periphe-
rie des Einheitskreises dargestellt . Wir suchen den Punkt 
M, der die folgenden Eigenschaften besitzt : (a) es liegt 
auf beiden Seiten des durch M gezeichneten Kreisdurctmes-
sers ~jeweils die gleiche Anzahl der Beobachtungswerte 
und (b) die größere Anzahl der Punkte Pi liegt näher bei M 
als bei Q. Ist die Gesamtzahl N der Beobachtungswerte un-
gerade, so liegt M auf einem der Pi . Bei gerader Anzahl von 
Beobachtungswerten liegt auf beiden Seiten von M:S jeweils 
die Hälfte der Beobachtungswerte . In diesem Fall halbiert 
M den Kreisbogen zwischen zwei Beobachtungspunkten . M kenn-
zeichnet unter diesen Bedingungen die Median-Richtungµ . 
Bei Gleichverteilung oder axialer Verteilung ist die Me-
dianrichtung unbestinmt, bei jeder unimodalen Verteilung 
jedoch eindeutig definiert. Ansonsten besitzt der Richtungs-
Median ähnliche Eigenschaften wie der lineare Medianwert . 
Auch das Vorgehen für die Berechnung gleicht sich, wobei 
aber fUr den Richtungsmedian die oben genannte Bedingung 
(b) zu beachten ist . 
Wählt man.die unterste (linke) Klasse in einem linearen 
Histogranrn derart, daß die maximalen Häufigkeiten in der 
Mitte der Verteilung liegen, so lassen sich zur Berechnung 
der Modus-Richtung wiederum ähnliche Prozeduren wie in der 
linearen Statistik verwenden. Entsprechend hat man fUr 
gruppierte Daten 
fo - f _1 
Modus = fi + 2f - f - f · 'in , C7> 
0 - 1 +1 
wobei !f1 die untere Grenze der Modus-Klasse ist , f _1 und 
f+1 sind die Häufigkeiten in der der Modus-Klasse vorange-
henden bzw. folgenden Klasse, und ~n ist schließlich die 
Intervallänge der Klassen. 
2 .3 §~~~~~ 
2.3.1 P!~-~!r~~-Y~!~~ 
Sei Pi der Punkt auf dem Einheitskreis, der der beobachte-
ten Richtung entspricht , und a, entsprecheoo einem Punkt 
P, eine feste Richtung. Ein Maß fUr die zirkuläre Streuung 
ist der kleinere der beiden Winkel zwischen ~ i und öP. 
Wir bezeichnen ihn mit ~i; 
~i: = MinimJm [lfi - al, 211 - lfi - al] 
= 11 - 1 n - I~ i - a 11 
Da (1-cos~i) im Intervall O 5. ~i 5. 180° eine monoton 
wachsende FUnktion von ~i ist, wähl.t man 
(8) 
D = -~ (1-cos~i) (9) 
1=1 
als Maß der streuung der Punkte Pi um die Richtung a . 
Durch Einsetzen von (8) in (9) ergibt sich 
N 
D = l [1 - cos (~i-a)] (10) 
i=1 
Wir untersuchen , bei welcher Richtung a die Streuung D 
ein MinimJm besitzt, setzen dazu die erste Ablei tung von 
(10) nach a gleich Null und erhalten: 
N l sin (~. -a) = O. (11) 
i=1 1 
Durch Vergleich von (11) und (6) stellen wir fest , daß D 
minimiert wird, wenn man als Bezugsrichtung die mittlere 
Richtung f 
0 
wählt . D hat also die Eigenschaft der gewöhn-
lichen Varianz . Der Ausdruck 
D 1 N 
V = N = 1 - N .l cos (~f\-fo) 
1=1 
(12) 
wird als zirkuläre Varianz definiert . 
Es gilt 
V = 1 - S = 1 - ~ , (13) 
wobei S die Länge des zu den Punkten P gehörenden Schwer-
punktvektors ist . 
Weiterhin ist 0 ~ D ~ N, 0 ~V ~ 1. Je mehr die den beob-
achteten Richtungen entsprechenden Pi um die mittlere 
Richtung p0 "clustern", desto größer ist der entsprechen-
de Resultantenvektor (der in die Richtung von fo zeigt) 
und desto kleiner ist nach (13) die zirkuläre Varianz. 
Es läßt sich zeigen, daß auch die zirkuläre Varianz gegen 
einen Wechsel der Bezugsrichtung invariant ist . 
Die Werte der zirkulären Varianz V stantn:!n aus dem Inter-
vall [0 ,1]. Eine lineare Varianz kann dagegen Werte aus 
dem Intervall [0,00) annehmen. Durch die folgeme Trans-
fomation (siehe MARDIA, 1972) kann man erreichen, daß 
auch die zirkuläre Varianz sich im Intervall [o,00) bewegt. 
Wir ziehen die Wurzel und nennen die so erhaltene Größe 
"zirkuläre Stan:lardabweichung": 
s = /-2 . · 1ri (1-V)' fUr o < !fi ~ 211 
Bewegen sich die Beobachtungswerte ~i im Intervall 
O < IJ'i 5. 211/L, so hat man s1 = s/L zu nehmen. 
FUr kleirie V reduziert sich (11l) zu 
(11l) 
s = IN (15) 
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Wie in der linearen ist auch in der richtungsabhängigen 
Statistik die Variationsbreite das einfachste streuungs-
rraß. Die zirkuläre Variationsbreite ist definiert als der 
kleinste Winkel f w' in dem alle Beobachtungsrichtungen ~i 
enthalten sind . 
Zur Berechnung von 1fw ordnen wir die 'fi (0 < 'fi ~ 211) in 
e~ rronoton steigerxie Folge ~(l)' ':f(2), ... , 4:f(N)' 
Sei nun Ti = 'f(i+l) - P(i) für i = 1, ... , N-1 und 
TN= 211 - (f(N)-!f(l» , so ergibt sich die zirkuläre Varia-
tionsbreite zu 
3. Deskriptive Statistik für dreidimensionale 
Richtungsbeobachtungen 
(16) 
Aus biologisch- statistischen Experimenten erhält man 
häufig auch Daten, die Vektoren oder Beobachtungsrich-
tungen im dreidimensionalen cartesischen Raum darstellen. 
So ist man z .B. in der Vektorkardiographie nicht nur an 
den planaren Projektionen etwa des naxirnalen Herzvektors 
l\iax interessiert , sondern an der statistischen Verarbei-
tung der Richtung von l\nax selbst . Man hat daher die für 
planare Winkel gegebene zirkuläre Statistik auf den drei-
dimensionalen Fall zu erweitern . 
E:s liege ein beobachteter Vektor 01' vor, wobei o den Ur-
sprung des cartesischen Systems darstellt und P die Ko-
ordinaten x, y, z besitzt . Die zu 01' gehörerxie Richtung 
wird durch die Richtungscosinus (l,m,n) 1 = cos a 
> X ' 
m = cos ay, n = cos a , gegeben , wobei a , a , a die Z X y Z 
Winkel zwischen öP und den entsprechenden Koordinaten-
achsen darstellen. Wegen 12 + m2 + n2 = 1 ist die Beob-
achtungsrichtung auch durch den Einheitsvektor Qili"gegeben. 
P' stellt den Schnittpunkt der Strecke "OP" (oder deren Ver-
längerung~ mit der Oberfläche einer Kugel mit Einheits-
radius und dem Mittelpunkt im Ursprung des cartesischen 
Systems dar. 
Den Einheitsvektor oP' kann rran auch in sphärischen Polar-
koordinaten angeben: 
1 = sin .J cos ':ß m = sin..J. sin ':f, n = cos ,J (17) 
o <.S<11, O <(j><2rr 
Der Azimuth 'f ist dabei der Winkel zwischen der positiven 
x-Achse und der Projektion von OP' auf die x, y-Ebene. 
Der Winkel ..S. (Elevation) ist durch die positive z-Achse 
und OP' selbst gegeben. Auch der beobachtete Vektor oP 
kann in sphärischen Polarkoordinaten beschrieben werden. 
3 . 1 g;~~!9~!J!!!Q~!~J:.i~.rs~~1!~g_yQ!} 
~!Q~!J!!!Q~!~!:!_ß!gb~~!!Q..eQ2~gb~~!J 
E:s sei kurz das Problem erläutert, wie man die beobachte-
ten Richtungen, d.h. die Punkte P' in (zweidimensionalen) 
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Diagrarnnen mit Hilfe sogenannter Azi.nuthal- Projektionen 
darstellen kann. 
Seien (r,lji ) ebene Polarkoordinaten (r : Radiusvektor, lji : 
mit der festgelegten Bezugsrichtung gebildeter Winkel) . 
Bei einer Azimuthal- Projektion der Punkte P' (~ i!J setzt 
man :.fi = ff und wählt r als geeignete F\lnktion von -3'. Dabei 
projiziert man die auf der oberen Halbkugel liegen:l.en 
Punkte auf eine zum Nordpol tangentiale El>ene . FUr Punkte 
P' auf der unteren Halbkugel projiziert man auf die Z\.Un 
SUdpol gehörerxie Tangentialebene , indem man J. durch w- -9' 
ersetzt . 
Am bekanntesten ist wohl l.amberts flächentreue Projektion . 
Sie ist definiert durch 
r = 2 lsin (1'/2) 1, ljl = Cf, O < r < ./2, o < :.p < 211 
Diese Projektion wurde zuerst von SCHMIDl' (1925) angewen-
det und ist daher auch als "Schmidt-Netz" be.kannt . 
Das sogenannte Wulff- Netz ist eine winkeltreue Projelction 
und gegeben durch 
r = ltg (~/2) I, 1Ji = ':f, 0 < r < 1, o < .p < 211 
Zur statistischen Beurteilung der Verteilung der Punkte p 
sollte die flächentreue 1ambert- Projektion vorgezogen 
werden . 
Liegen äquatoriale Häufigkeiten der beobachteten Rich-
tungen vor, so würden diese dicht gedrängt am Rande des 
azimuthalen Projektionsfeldes liegen. Durch eine geeignete 
Drehung der Kugel kann man aber die projizierten Punkte 
in die Mitte des Diagranrns bringen . Man rotiert in diesem 
Fall zweckmäßi gerweise so, daß nach Ausführung der Dre-
hung ein Pol in dem früheren Äquator liegt . Hierbei 
spricht rran auch von Äquatorialprojektion. 
Seien N Richtungen mit den Richtungscosinus (1. , m., n. ) 1 1- 1 , 
die die Punkte Pi, i = 1, ... ,N definieren, beobachtet . 
Analog zum planaren Fall definieren wir die mittlere sphä-
rische Richtung als Richtung der Resultante R* der Ein-
heitsvektoren öPi, i = 1, ... ,N. Besitze W' die Koordina-
ten (x0 , y0 , z0 ) , so sirxi 
N N 
X : l li ' y 0 = l m. ' z : 0 i=l i=1 l 0 





R* ist dann groß, wenn die beobachteten Richtungen wenig 
streuen . Man kann R* auch als Maß ft1r die 11Dichte" der 
den beobachteten Richtungen entsprechenden Punkte P! an-
1 
sehen. 
Die sphärische Varianz V* wird analog zur zirkulären de-
finiert : 
R* V*=l - }T"- , O<V* <l 
In der Praxis liegen allerdings meist Richtungsbeobach-
tungen in Fonn von Winkeln (~i' ~i) in einem Polarkoordi-
natensystem oder ähnlichen System vor . Wenn die beobach-
teten Richtungen in sphärischen Polarkoordinaten (-8-i'9'i) 
ausgedrückt sind , so ergibt sich fUr die mittlere Rich-
tung (~o ' %) 
N 
X : l Sin J.. COS Cf· , 
0 i =1 l l 
N 
y0 = l sin J. sin Cf' · i=l l l 
N 
zo= r cos.J.' i=1 l 
um ~ 
,J. = arctg o o 
0 zo 
y 




Liegen Beobachtungen in Form von Vektoren vor, so kann man 
zur statistischen Untersuchung der zugehörigen Richtungen 
folgeooermaßen vorgehen : Ein beobachteter Vektor M zeige 
auf den Punkt (x,y,z) um besitze die Länge M. Setzt man 
x ' = x/M, y ' = y/M um z ' = z/M, so wird durch (x' ,y' ,z') 
ein Vektor W beschrieben, der die Einheitslänge , aber die 
gleiche Richtung wie M besitzt . Dann lassen sich auf W 
die oben genannten deskriptiv- statistischen Methoden an-
wend~n . Nach diesem Verfahren haben u.a . OOWNS um LIEBMAN 
(1969) vektorkardiographische Richtungen statistisch un-
tersucht . Auch in dem weiter unten erwähnten Beispiel ist 
diese Methode benutzt . 
3.3 ~Yr-~~r!~!~!:!:!!Jg_y2!}_~2~!~2h~~ 
y~rt~il~f Q~~ 
Um sich nun Oberblick Uber die Art einer beobachteten 
sphärischen Verteilung zu verschaffen, kann man zunächst 
die Lage der Punkte Pi' in einer geei(l7let gewählten Projek-
tion betrachten. Genaueren Aufschluß Uber den Charakter 
einer vorliegeooen sphärischen Verteilung bek0111Dt man 
durch die Berechnung der zugehörigen 11Trlig'1eitsroonente" . 
a b 
• 0 
---------------0 __ _ 
--- - 0 ----, 
• 
, ............ ------ ---„ „ .... 





Sind die Punkte Pi einheitlich Uber die Oberfläche der 
Einheitskugel verstreut , so liegt eine uniforme Verteilung 
vor . Es existiert dann keine Vorzugsrichtung. 
Im Fall einer unim:x:lalen Verteilung liegt eine eiroeutig 
definierte Vorzugsrichtung vor. Herrscht zusätzlich um 
diese Richtung Rotationssynrnetrie, so spricht man von 
einer unipolaren Verteilung (siehe Abb . 4a) . Sind zwei 
eindeutig voneinander abgrenzbare Punkt- 11Cluster11 vorhan-
den, haOOelt es sich um eine bimodale Verteilung. Die 
Verteilung heißt bipolar, wenn die Punkte zusätzlich rota-
tionssynrnetrisch um eine durch den Kugelmittelpunkt gehen-
de Achse , die außerdem durch die beiden Modi verläuft, 
verteilt sind (Abb . 4b) . Schließlich hat man es mit einer 
gUrtelförmigen Verteilung zu tun, wenn die Punkte entlang 
eines Großkreises der Kugel verteilt sind. Bei einer sym-
metrischen GUrtelverteilung herrscht Rotationssynrnetrie 
um die Achse, die senkrecht auf der betreffeooen Groß-
kreisebene steht um durch den Kugelmittelpunkt geht 
(siehe Abb. 4c) . 
WATSOO (1966, 1970) hat wohl als erster die Berechnung von 
Trägheitsln)lllE!nten als diagnostisches Hilfsmittel bei der 
Beurteilung sphärischer Verteilungen benutzt . 
Nehmen wir an, die beobachteten Punkte Pi ( 1 i> mi, ni) 
seien alle mit der Einheitsmasse belegt . Sei u eine feste 
Richtung. Dann ist das Trllg'1eitSl10l'ent G der Punkte Pi in 
Bezug auf die durch u gekennzeichnete Achse 
EJ = lfl8U , 
mit 
B = NE - T, 
(21) 
(22) 
wobei E die Einheitsmatrix ist . T ist die 3lml3-Matrix 
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Offene Kreise liegen 
auf der hinteren Hemi-
sphäre . a : unimodale, 
b: bimodal-bipolare ) 
c : synrnetrische, gür-
telförmige Verteilung 
(nach MARDIA, 1972) . 
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Es gibt nun ausgezeichnete Achsen, für die das Trägheits-
moment gleich der Surrme der quadratischen Entfernungen 
der Punkte Pi von der betreffenden Achse ist . Diese drei 
Achsen bilden ein rechtsorthogonales Koordinatensystem 
und werden Hauptträgheitsachsen und die zugehörigen flbmen-
te Hauptträgheitsmomente genannt . Im Hauptträgheitssystem 
verschwinden also in T die gemischten Glieder . Die Aufga-
be, Hauptträgheitsmomente und -achsen zu finden , läuft 
darauf hinaus, die Eigenwerte ßi d!; orthogonalen Matrix B 
und die zugehörigen Eigenvektoren .&i zu bestimren . Für 
statistische Zwecke genügt es , Eigenwerte Ti und Eigen-
vektoren A.'"i der Matrix T zu berechnen. Es läßt sich zei-
gen, daß 
.... --> 
Ti= N - ßi' 4i =hi' T1 + t 2 + T3 = N ,~~ 0. (23) 
Bevor wir die Ti zur Charakterisierung einer gegebenen 
sphärischen Verteilung benutzen, sei bemerkt, daß das 
Trägheitsmoment nicht zwischen einseiti g gerichteten und 
axialen Daten unterscheiden kann, da Punkte mit den Koor-
dinaten (li' mi, ni) von dieser Achse denselben Abstand 
haben wie diametral entgegengesetzt liegende Punkte mit 
den Koordinaten ( - li' -mi, - ni) . ll1an kann diese beiden 
Fälle jedoch anhand von R* entscheiden, denn der Resul-
tantenvektor wird im unimodalen Fall groß sein . 
Die Eigenwer te Ti der Matrix T seien nach aufsteigender 
Größe geordnet, wobei zunächst vorausgesetzt sei , daß al-
le Ti voneinander verschieden sind . T 1 gehört dann nach 
(23) zum größtmöglichen Trägheitsmoment (das gleich s1 
ist) und T3 zum kleinstmöglichen . Sei nun weiter t 1 klein 
gegen .t2 und T3" In diesem Fall ist die Surrme der quadra-
tischen Abstände der Punkte groß in Bezug auf die durch 
~ ..... 
A-1 = f>-1 gekennzeichnete Achse aber klein in Bezug auf die 
zu ~ und. :+3 gehörenden Achsen. Die Beobachtungswerte 
sind also in der durch ~ und .:t; aufgespannten Ebene mit 
der Nomalrichtung ~ konzentriert . Da die beobachteten 
Richtungen aber durch Punkte Pi auf der Oberfläche der 
Einheitskugel dargestellt sind, liegt eine Gürtelvertei-
lung vor. 
Wenn T 1 und T 2 beide klein gegen T 3 sind , so führt eine 
analoge Argumentation zu dem Schluß, daß die meisten Beob-
-+ 
achtungen in Nähe der Endpunkte des durch ,1.3 gekennzeich-
neten Kugeldurchmessers liegen. Für große R* hat n:an es 
daher mit einer unimodalen, sonst mit einer biloodalen Ver-
teilung zu tun . 
Betrachten wir weiterhin den Fall , daß mahrere Eigenwerte 
Ti gleich groß sind. Ist z .B. T2 A> T3, so besitzt das 
TrägheitSIOOlllent in Bezug auf jeden IAlrcl"rnesser des durch 
1; um ~ gekennzeichneten Kre~es annähernd dieselbe 
Größe . Es liegt daher eine um A-1 rotationssymnetrische 
Verteilung vor . Bei kleinem T1 haben wir es mit einer sym-
metrischen Gürtelverteilung zu tun. 
Wenn wir Eigenwerte T1 ,,., T2 ... t 3 finden, so sind alle 
Trägheitsmomente bezogen auf eine beliebige Achse annä-
hernd gleich ; die Verteilung ist uniform und enthält kei-
ne Vorzugsrichtung. 
Wir fassen zusamren: Die Eigenvektoren der Matrix T bilden 
ein Koordinatensystem, dessen Achsen Richtungen kennzeich-
nen, in denen die Beobachtungswerte besonders konzentriert 
liegen. Uber die Größe der Konzentration in diesen Rich-
tungen geben die jeweils zugehörigen Eigenwerte Ti Aus-
kunft . Die diskutierten Spezialfälle 
sind noch einrral in Tabelle 1 ,zusam-
Tab . 1: Zur Charakterisierung sphärischer Verteilungen durch die Eigenwerte 
und Eigenvektoren der Matrix T (modifiziert nach MARDIA, 1972). 
mengefaßt . 
Die Ti sollen nach aufsteigender Größe geordnet vorliegen . 
Art der Eigenwerte Verteilungstyp Vorzugsrichtungen 
T1""' T2 ""T3 uniform keine Vorzugsrichtung vor handen 
T3 groß 
T 1, T2 klein 
T1 # T2 unimodal (R*groß) Konzentration an einem Ende von t 3 
bipolar (sonst) Konzentration an beiden Enden von t 3 
T1 ~ T2 unimodal (R•groß) Rotationssynmetrie um t 3 
bipolar (sonst) Rotationssymmetrie um t 3 
' 
T 1 klein 
T2, t 3 groß 
T2 # T} gürtelförmig GUrtelebene durch t 2, t3 auf gespannt 
T2 e:w T3 Symmetrisch-gUrtel- Rotationssymmetrie um t 3 förmig 
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~ . Ein Corrputerprogramn zur Berech-
nung deskriptiver Maße für rich-
tungsabhängige Größen 
Nach den vorangegangenen ErL".ute-
rungen bereitet es keine größeren 
Schwierigkeiten, ein Fortran- oder 
Algol- Prograrrrn zur Berechnung de-
skriptiv-statistischer Maße f'Ur 
richtungsabhängi.ge Daten zu entwik-
keln . Der Autor hat ein Fortran-Pro-
grarrrn geschrieben, das wahlweise die 
oben genannten Größen entweder fUr 
den Fall planarer Winkelbeobachtungen 
oder für den dreidimansionaler Rich-
tungsdaten berechnet . Es ist auch 
möglich, fUr sphärische Daten zirku-
läre Statistik in bestirrrnten Projek-
tionen zu rechnen. Die Beobachtungs-
daten können als kartesische oder 
ZtRKULAERE UtlO SPHAERISCHE STATtSTtl FUEP DEN PMAX-VE~TOR 
~"'**~**......,*~··· · ·~····· ••••*•· ···~·+••~·~·~·~····•'IOtc•~···* 
ANZAHL DER BE08ACHTETEN RICHTUNGEN 4 91 
ZIPl<lA.flERE PHI -STATISTIK <FPOHTAl..PPOJ E> TION> 











VEPTE 1 LUNGSCHl'IRAI< TEP 1ST11' 
6 1 '5 7 9 8 
TOLERIERTER FEHLER DER EIOENWERTBERECHNUNQ 
EIGENWERTE <DIAOONALELET1ENTE> 
0 1 798E- 00 
0 62688&E 0 2 
0 4~08'5E-08 
-0 16::l'~7E-10 
0 48508'5E- 08 
0 l725 71E 03 
0 1 76 808E-08 
EIOENVEKTOPEN<SPAL TEN~IE tSE > 
0 84 6669E 00 
- 0 453511E 00 
0 278l'51E 00 
0 42849!5E 00 
0 891226E 00 
0 14868SE 00 
-0 1c>l987E-10 
0 1 76808E- 08 
0 ~2'J7E 02 
-0 l :L::s:506E 00 
- 0 661747E- 02 
Abb . 5: Beispiel einer Ergebnisliste der Berechnung de-
skri ptiv-statistischer Parameter durch ein Computer-
programn. Verwendet wurden die unter Abb . 1 genann-
ten Beobachtungsdat en. Unter "mittl erem Vektor" ist 
der Schwerpunktvektor mit den Koordinaten (S*, ';f 0 , 
-3- ) zu verstehen, wobei ':f und 19-
0 
die mittlere 
sßhäri sche Richtung kennzgichnen . Aus den Darle-
gungen im Text ist klar, daß 'f0 nicht mit der zir-kulären mittleren Richtung ilbereinsti.1m1:m kann . Die 
sphärische Verteilung ist als unim:xlal und rota-
t ionssynmetrisch zu kennzeichnen . 
al s (ebene bzw. sphärische) Polarkoordinat en eingegeben 
werden . weiterhin werden verschiedene Definitionsbereiche 
von Winkelkoordinaten berücksichtigt (speziell der Defi-
nitionsbereich -n < 'f ~ n des Azirruths für Zwecke der Vek-
torkardiografie) . Innerhalb der sphärischen Statistik kann 
- - -entweder der Vektor R* oder der Schwerpunktvektor S* = R* IN , 
die beide in die mittlere Richtung der Beobachtungsdaten 
zeigen, ausgegeben werden. Di e zur Charakter isi erung der 
sphärischen Verteilung notwendige Eigenwertberechnung für 
T wurde mit Hilfe des Jacobi-Verfahrens vorgencmnen (siehe 
RAISroN und WILF, 1972) . 
Abb . 5 zeigt als Beispi el eine vom Programn ausgedruckte 
Ergebnisl iste . Eingegeben wurden die sphärischen Polar-
koordinaten der maxirTal en P-Vektoren des Frankschen Elek-
trokardiogranms von herzgesunden Probarrlen. Der Winkel ':f 
(Azirruth) verläuft hierbei in der Prontalebene des Patien-
ten. Für diesen Winkel wurden Parameter der zirkulären 
Statistik berechnet . Es ist darauf hinzuweisen, daß die 
zirkuläre Streuung mit s = 34 . 70° keinen großen Wer t auf-
weist (wie man auch an der kleinen Varianz sehen kann) . 
Der "mittlere Vektor" der sphärischen Statistik ist als 
Schwerpunktvektor ausgedruckt . FUr den tolerierten Fehler 
bei der Eigenwertberechnung kann rran die zehnerpotenz 
(d.h. den Lo~ithrrus des Fehlers selbst) vorgeben. Zur 
Uberprüfung der Eigenwertberechnung wird di e ganze diago-
nalisi erte T-Matrix ausgegeben. Die außerhal.b der Diago-
nalen liegenden Eleirente sind weit kleiner als durch die 
Fehlertoleranz (die nan hätte auch kleiner ansetzen kön-
nen) gefordert . Nach (23) l!llß die Spur (gleich Sumre der 
Diagonalelemente oder Eigenwerte) gleich der Anzahl der 
Meßwerte sein . Tatsächlich beträgt die Spur 490 . Die unt e-
re Matrix enthält bedingt durch die Art der Eigenwert-
berechnung die Eigenvektoren spaltenweise . 
Nach Tabelle 1 wäre die Verteilung der Pnruc - Werte wie 
folgt zu charakterisieren: T 1 = 55. 7, T2 = 62. 7, 
T3 = 372 .6; d .h. Tl "" T2 < T y Da R* groß ist (S* = 0,8) 
liegt keine bipolare , sondern eine annähernd rotations-
syrmetrische Verteilung um die Richtung des Vektors 
4"3 = (0 . 43, 0. 89, 0.15) vor . 
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Algorithm in Fortran IV for the analysis of experiments in complete 
and balanced incomplete block design 
By P. F. Czegledy and A. linder 
An aZgorithm in Fol"tran IV is given for the statisticaZ. anat.ysis of e:i;periments arranged in compZ.ete or baZanced 
incompl.ete bl.ock designs . Inct.uded are Zatin squares, :touden squares and baZanced Zattice designs. The algorithm 
also deals blith repetitions of baZanced incomplete bl.ock deBigns. The statisticaZ. an.alysis using intra-bl.ock el'?'Or 
only, and that combining intm- and inter-bl.ock informat:ion can be performed by our al.gorithm. 
Zusamnenf assung 
In der vorl.iegenden Arbeit beschreiben blir einen Algorithmus in POl"tron IV fUP die statistische Au81.c)6zotung von Versuchen 
in voZZ.ständigen B'Ujcken, soblie j'Ur sol.che in unvollständigen, ausg(!l,)()genen 81,(jcken. Der Algorithmus kann insbesondere 
auch bei lateinischen Quadraten, bei :toudenschen PZ.änen und bei ausg(!l,)()genen GitterpUtnen verwendet IJerden . Er kann 
ebenfall.s bei IViederholungen von Versuchen in ausge1JOgenen unvoll.stlt:ndigen Bl~cken benützt IJerden . Die AuBIJertung kann 
enti.leder mit aZZ.einiger Verwendung des Versuchsfehlers innerhalb der B'Ujcke, oder' aber mit Bel"ÜCksichtigung auch des 
Versuchsfehlers zbliechen den B'Ujcken vorgenonrnen r.Jerden. 
1 Classification of designs in complete blocks 
and in balanced incomplete blocks 
dependently by W.J . YOUDEN (1937 , 1940). In slightly 
generalized form they are now known as Youden squares. 
Extensive lists of balanced incorrplete block designs are 
to be found in FISHER and YA'IES (1963), in COCHRAN and 
OOX ( 1957) and exarrples of the different types in LINDER 
(1969) . 
By far the most useful experimental designs are the ran-
domized blocks and latin squares, both of which introduced 
by R.A. FISHER (1926), who al-
so showed how to perform the 
statistical ana1ysis. 
Examples and details of the 
analysis of these two designs, 
as weil as for experiments in 
balanced incanplete designs 
General type 1 Designs arranged 
i n c groups of r replications 
r >c :.-1 
r -------------------1 
1 1 
1 Designs which cannot be 1 
are given by R.A. FISHER (1966), 
OOCHRAN and OOX ( 1957) , DAVIFS 
(1956) and LINDER (1969), to 
mention only a few of the texts 
now available. 
1 arranged in replications 1 
1 or groups of replic11.t ions -.,.., ----;• 
1.2 ~~~~-~~!~~~-Q!2!1~ 
~~~!&!§ 
Balanced incorrplete block de-
signs were first given by F. 
YATES ( 1936b); the particular 
case of incanplete latin squares 
was also discovered 
by F . YATES (1936a) and in-
~: Classification of bal-
a:nce<linconplete block designs 









Designs i n which number 
of trea tments equals 
number of blocke 
r >c • 1 , t m b 
t 
Youden sq'llares 
r > C = 1 , t - b , r • k 
Balanced .la ttice design 













(8) b e k{k+1) 1 
- ----------------~ 




p r epetitions of 
design (4) 
(9) [r • pt] 
p repetitions 
des ign (5) 
of 
( 10) [b - pt] 
t 
p repetitions of 
des ign (6 ) 
(11) [b - pt) 
Designs arranged 
in replications 
( 7) [c - r] 
In an incomplet e block 
design each block con-
tains less than the full 
number t of treatments . 
Thus the number k of ex-
perimental units within 
each bl ock is smaller 
than the number t of 
treatments . Fach block 
contains any of the 
treatments only once . 
In a balanced incomplete 
block design each pair 
of treatments occurs A 
times t ogether within a 
block. 
Our not at i ons will be as 
follows : 
c = number of groups of 
repli cat ions; 
r = number of replica-
tions of each treat-
ment ; 
t = number of treatments; 
b = number of blocks ; 
k = number of experi-
mental units in 
each bl ock; 
N = total number of ex-
perimental units . 
The following classifi-
cation of balanced in-
complete block designs 
gi ven by LINDER (1970) 
shows the interrelati ons 
between different types 
and also helps to deter-
mine the appropri ate st a-
tistical analysis in 
each case. 
2 Descri pti on of t he 
algorithm 
In order to simplify the 
following operati ons , we 
first of all gi ve an in-
dex d to each design 
which serves to i dentify 
t he design. 
Index d Design 
(1) Randomized 
block design 




(3) G€neral type . 
Desi gns arranged 
in c groups of 
r replications 
Table 1a 
Sums of s quares 
( 1 ) Gr oups of 
repli ca tions 
(2 ) Repl icat i ons 
or repet itions 
(3) Columns 
(4) Bl ocks 
(unadjus t ed) 
( 5) Blocks 
( ad jus ted ) 
(6) Blocks wi t hin 
gr oups of repl. 
( unadjus t ed) 
(7) Bl ocks wi t hin 
repl. or re)et. 
( unad j us t ed 
(8) Blocks wi thin 
r epl . or repet . 
( adjusted ) 
(9) Treatmen ts 
(unadjusted) 
( 10 ) Treatments 
( adjus t ed) 
( 11 ) Intra block 
er ror 
(1 2) Total 
Tabl e 1b 
Sums of squares 
( 1) Groups of 
replica ti ons 
(2 ) Replications 
or repetitions 
(3) Col umns 
(4) Blocks 
( unad j us t ed) 
(5) Blocks 
(adjusted) 
(6) Blocks within 
r roups of repl . 
unadj usted) 
( 7) Blocks wi thi n 
or repet. repl. 
(unadjusted) 
(8) Blocks within 
repl. or repet. 
(ad jus t ed) 
(9) Treat ments 
( unadj us t ed) 
( 10) Treatments 
( adj us t ed) 
( 11) Intra bl ock 
err or 
(12) Tot al 
Degrees of free dom f or des ign nr. 
1 2 
' 
4 5 6 
... . . . c-1 . . . . . . ... 
... . . . ... ... . „ 
' 
.. 
. . . t-1 . . . .. . ... r-1 
b-1 t-1 ... . . . . . . ... 
„ . . . . ... b-1 t-1 t-1 
. . . . . . ... ... . . . ... 
... . . . ... ... . . . . .. 
... .. . b-c ... . .. . .. 
t-1 t -1 t -1 t -1 t-1 t - 1 
. .. . . . . . . ... . . . ... 
(b-1 )( t - 1) (t-1 ){t- 2 ) tr-t-b+1 tr-t-b+1 tr- 2t+1 (t-1 )(r-2) 
bt-1 t 2-1 tr-1 tr-1 tr-1 t r-1 
Degrees of freed om f or desi gn nr. 
7 8 9 10 1 ·1 
. . . ... • .•· . . . ... 
r-1 r-1 p-1 p-1 . ·•. 
. . . ... . . . .... pk-1 
. . . ... ... . . . ... 
. . . . . . ... . .. ... 
.. . . . . .. . . . . . .. 
. . . . . . ... . . . . .. 
b- r t-1 p(b- 1) p(t-1) p(t-1) 
t-1 t-1 t-1 t-1 t-1 
... . . . . . . . . . ... 
t r-t-b+1 (t-1)(r-2 ) p(tr -b)-t+1 (ptr-pt-t+1) ( t-1) (p(k-1 )-1] 
tr- 1 tr-1 ptr-1 ptr-1 ptk-1 
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Table 1c 
Degrees of freedom 
Sums of squares 12 13 14 
( 1 ) Groups of c-1 . . . . . . 
replications 
(2) Replications 
or repetitions . . . ... . . . 
(3) Columns . .. ... ... 
(4) Bl ocks b-1 t-1 (unadjusted) ... 
(5) Blocks 
(adjusted) ... . .. . . . 
(6) Blocks wi t hin 
groups of repl. b-c ... . „ 
(unadjusted) 
(7) Blocks within 
repl. or re)et. . . . . . . . .. 
(unadjusted 
(8) Blocks within 
repl. or repet, 
(adjueted) 
... . . . . . . 
(9) Treat ments 
(unadjueted) . .. . .. . . . 
( 10) Treatments 
(adjusted) t -1 t-1 t-1 







Total tr- 1 tr-1 
Designs which cannot be arranged in replica-
tions or groups of repl ications 
Designs in which number of treatirents equals 
number of blocks 
Youden squares 
Designs arrangecl in replications 
(8) Balanced l atti ce designs 
tr-1 
We furthe:rm:ire give a separat e index for designs repeated 
several (p) t imes and also in case t he analysis is based 
solely on intra-bl ock error. 




















It rray be noted t hat the basic designs (3) , (7) and (8) 
will usually not be repeated; and balanced lattices are in 
a.ny case analysed using both intra-bl ock and i nter-bl ock 
informat i on . Thus index d will run fl:'Om (1) to ( 16) . 
The statistical analysis of any exper imental design con-
sists essentially of two parts : it has (one) t o determine 
the effects of the treatirents , and (two) to assess the 
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r - 1 
t-1 
. . . 
... 
. .. 
. . . 













precision o f these efrects . The 
second part of the statistical 
analysis is based on an appro-
pr iate ana1ysis of variance . 
Tables la, lb and lc show t he 
lay-out of the analysis of var-
iance for the 16 desi gn types , 
with the de~s of fi'eedom as 
indicated. The corresponding 
sums of squares of the different 
analyses ot: variance will be 
symbolized by 
3s ,d 
where s stands for "Sums of 
squares" and for "Design number" . 
Alternatively s and d way be 
thought of as the number of lines 
and of colU!lU'ls in tables l a , 
lb and lc . 
(t-1)(r- 2 ) t(r-1 )- b+1 
The sums ot: squares S5 d are 
comput ed only for thos~ (s,d), 
for which a degree of freedom is 
inserted in tabl es la, lb and 
lc ; i n all other cases S d = O. 
s , 
tr- 1 tr-1 Any observational value of the 
variable x will be given five 
indices i , j, h, m, n with 
i' = number of observat±on (i=l,2, .. . ,N) ; 
j = identifies treatirent j ; 
h = identifies bl ock h; 
m = identifies replicati on, group of replication 
or repetiti on m; 
n = i dentifi es col umn n . 
The algorit hm is started with this setting. 'lhe computa-
t ions are executed i n the following steps : 
STEP 1 : Totals 
Compute the 
t reatirent totals 
T . = ) x1J. 'hrm' 
J i (j) d = 1 ,2 ,„.,16 j = 1 , 2,.„, t 
indicates that the sum has to be taken for all 
xijhrm with index j . 
block totals 
~ = }h) xijhrm' d = 1 ,2 , .„ , 16 h = 1,2, ... , b (pb) 
replication total s (also t otals of groups of replications, 
also repet ition totals) 
R - }' xl.J. ·11mn• 
m i \m) 
column totals 
cn = ±tn) xijhmn' 
d = 3, 7 ,8 ,9 , 10 , 12 , 16 
m = 1,2 , ... , r (cp ) 
d = 2 ,6 , 11 , 15 
n = 1 , 2 , .. . , k (pk) 
~total 
N 
G = l x . . .__, i=l 1Ju101 d=1,2, ... ,16 
total of all blocks in which treatment j occurs 
S'l'EP 2 
Conpute 
d = 3,4 , ... ,16 j=1,2,.„, t 
indicates that the sum has to be taken over 
all ~ containing a value x with index j . 
Qj = k Tj - Btj 
Wj = (t- k) Tj - (t-1) Btj + (k-1) G 
Carpute the S\.UDS of squares 
d = 1 : 
d = 2 : 
d = 3 : 
b 
S = l l R2 - G21N 4.1 t h=1 11 
1 t ...? 2 
s9 1 = ~ l T: - G IN • u j=1 J 
N 2 2 
s12 1 = l x. - G IN 
. i =1 l 
t 
S = l l c2 - G2tN 3.2 t n=l n 
54.2 = 54.1 
59.2 = 59.1 
512.2 = 512.1 
511.2 = 512.2 - 53.2 - 34.2 - 59.2 
c 
S = !?_ l R2 - G2/N 
1.3 N m=l m 
t cb c 
S = t - 1 l Q~ + 1 l R2 - c l R2 -
8.3 rtk(k-1) j =l J 'K h=l 11 N' m=l ·m 
t 2 
- 1 }: T~+Q_ 
r j=l J N 
- 1 t~ lbc 2 c c 2 
- rt(t-k)(k-1) .l J. + 'K l 8i'.; - N l Rm -J=1 k=1 m=l 
t 2 
_ t - 1 ~ 82 + k(t-1) . G ~.L tJ" ~ N IU'\ ,_-1'/ J :1 
1 t ...? 2 
s9 3 = -r l T: - G IN 
. j=l J 
N 2 2 
S12 .3 = i~1 xijhmn - G IN 
d = 4 ( =5) : t t 
S = t -1 l Q~ + 1 ~ R2 _ 
d = 6 : 
d = 7 : 
5.4 rtk(k-1) j=l J 'K ht:111 
-1 f ~ + G2 
r j=l J N 
- 1 t~ 1t2 
- rt(t-k)(k-1) ) J. + 'K l 8h -
59.4 = 59.3 
512.4 = 512.3 
J=l h=1 
t-1 t 2' k(t-1) G2 
- kr(t-k) j~18tj + ~ . N 
511. 4 = 512.4 - 55.4 - 59.4 
1 r 2 o2 53. 6 = t l Ch - 'ff" 
n=1 
55.6 = 55.4 
59.6 = 59.3 
512.6 = 312.3 
511.6 = 312.6 - 53.6 - 55.6 - 39.6 
1 r 2 G2 52 . 7 = t l !\; - 'f.r 
m=1 
58.7 = 58.3 
59.7 = 59.3 
512.7 = 512.3 
511.7 = 512.7 - 52.7 - 3a .7 - 39.7 
a = 8 : s2 .a = s2 .7 
5a .a = 58.3 
59.8 = 59.3 
512.8 = 512.3 
511.8 = 512.a - 52.8 - 5a.a - 59.8 
d = 9 ( =10) : 
-- s = 1 I R2 - 021 N 
2.9 Fr m=l ·m 
s = t - 1 i Q~ + l p"I 2 - __.!. I R2 -
8.9 rtk(k- 1) j=l J k h=lBi; tr rn=l m 
-1 I ~ + G2 
r j=l J N 
- 1 t ~ 1 pb 2 1 I? 2 
- rt(t-k)(k- 1) j~l j + k h~lBi; - tr m~ll\; -
t-1 t 2 k(t- 1) o2 
- kr(t-k) . l 8t · +. t=K . 'f.r J=l J 
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89.9 = 89.3 
812.9 = 812.3 
811.9 = 812.9 - 82.9 - 88.9 - 89.9 
r 
d = 11 : s3_ 11 = __±. l c2 - a
2 /N 
pt n=1 n 
d = 16 : s2 .16 = s2 .7 
1 b 2 2 
s7 . 16 = k h~l 8h - G IN - s2 .16 
310.16 = 810. 12 
812.16 = S12 .3 
811.16 = 812. 16 - 82.16 - 87.16 - 810.16 
t - 1 t 2 1 pt 2 1 E 2 
S8 .11 = rtk(k-1) .l QJ. + k .l f3h - tk l Rm - Notes 
J =l J=1 m=1 
(1) Analyses 12 to 16 should be used with less 
than 10 blocks . 
d = 12 : 
- .! ~ i' + a2 
r j =l J N 
t pt ~ ~~1~~ }: if.+.! }:R2 _ _±. l,R2 -
: rt(t- k)(k-1) j =l J k j=ln tk m=l·m 
t -1 t 2 + k(t-1) . a2 
-~ .l BtJ· t - k Ir 
"·l'\ c - r..1 J =1 
812.11 = 312.3 
311.11 = 812.11 - 33.11 - 88.11 - 39 .11 
c c 2 2 
s1 .12 = N l Rm - G IN 
m=l 
1 b 2 2 
s6 .12 = k h~l 8h - G IN - sl .12 
t -1 t 2 810.12 = Nk(k-1) j~l Qj 
812.12 = 812.3 
s11 .12 = 812.12 - 81.12 - 86 .12 - 810.12 
d=13(=14)° : b 
S _1 l R2 
4.13 - k h=l fl 
810. 13 = 810. 12 
812 .13 = 812.3 
s11 .13 = 312.13 - 84.13 - 810.13 
d = 15 : 33 .15 = s3.6 
84. 15 = 84.13 
310.15 = 810.12 
312.15 = 812.3 
811. 15 = 812.15 - 83.15 - s4 .15 - 810.15 
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STEP 4 
(2) If ~ is srraller or equal t o Ee, then Y = Tlr. 
(3) I f ~ is lllllch higher than Ee , so that E/~ 
could be neglected, then Y = m + QIAt ; the 
analysis could be per~onned without usi ng 
i nter-bl ocK i nfonnati on. 
Compute the mean square ~ for bl ocks (adjusted) and 
the intra-block error mean square E 
d ~ Ee 
3 sa. lCb-c) s11. 31ctr-t- b+1) 
4 s5. 4tCb-1) s11. 41(tr- t -b+1) 
5 s5.51ct-1) $11. 51 ( t r-2t+1) 
6 s5.61ct- 1) s11.6/(t-1 )(r- 2) 
7 s8.71Cb-r) s11.71ctr-t-b+1) 
8 s8 .81ct-1) s11.81ctr-t -b+1) 
9 s8 .91p(b-1) s11.91Cptr-t - pb+1) 
10 sa .1olPCb-1) 311 .10/(ptr- t -pb+l) 
11 s8.11tp(t-1) s11.111Ct-1)(pk-p-1) 
Compute the weigl'lting factor µ 
d µ 
3 (b-c)(~-Ee)l[t(k-1)(b-c)~+ (t- k)(b- c-t+1)Ee] 
4 (b-1)(~ -Ee)l [t(k-l)(b-1)~ + (t- k)(b- t)EJ 
5 (~-Ee)/ [t(k-1)~] 
6 (~ - Ee)/ [t(k- 1)FJ 
7 r(~-Ee)/ [tr(k-1)~+ k(b- r -t +l)EeJ 
8 (~-Ee)/ [t(k-1)~) 
9 p(b-1)(~-Ee)l [tp(k-1)(b-1)~+ (t-k) (pb-p-t +1)Ee1 
10 p(~-Ee)l(pt(k-1)~+ (t-k)(p-1)EJ 
11 p(~-Ee)/ [pt(k-1)~+ (t- k)(p-1)EJ 
Note : If ~ ~ Ee , t hen µ = O. 
STEP 6 
Ccmpute the (adjusted) means Yj for 
treatment j . 
Designs 1 and 2: 
Y = T/ r 
Designs 3 to 11: 
Y = (T + µW) / r 
Designs 12 to 16: 
Y = (T/r) + Q/(tA) 
For designs 3, 4, . .. , 11 compute the 
variance V(Y) of the adjusted treat-
ment means Y 
V(Y) = Ee [l+(t-k)µ] /r , 
the variance of t he difference be-
tween t wo means , 
V(Yj-Yk) = 2Ee [l+(t-k)µ) / r , 
and the co=esponding standard errors 
SE(Y) ,iVtYJ , 
SE(Yj-Yk) = vV(Yj- Yk) 
~ ExalTlples 
Two examples of the output of our 
algorithm are given below. The first 
deals with an experiment laid out 
in a Latin square . This is taken 
from LINDER (1969) , p .6 . 
The second example shows the data 
and results for an experiment of 
type 3, there being 3 groups of re-
plications . This i s also taken from 
LINDER (1969) , p. 218 . 
4 Concluding remarks 
A FORI'RAN IV Ccmputer program based 
on the algor ithm given in t his paper 
can be obtained free of charge from 
the senior author. (Write t o Prof . 
A. Linder, 24 Crets de Champel, 
CH-1206 Geneva, Switzerland) . 
Fig. 1 (right) : Exampl e 1 
Page 124: 
Fig. 2 : Example 2 
PROBLEM DEFINITION 
---------------- --
6X6 LA TIN SQUARE OESIGtf r : 6 1 
NUHBER OF REPETITIOtfS (N) 1 
NUHBER OF HEASUREHE~TS 3& 
DATA ENT~U O 















































































TREATMENT f OULS 
552 . :1 00~ 
lt88.0000 














































75. 8 33 3 
8.3.5000 
89. 5 :J OD 
72.5000 
63. 000 0 
68.0000 
127.0000 
88 . 0000 
Tl+• OOCO 
13G. COl 0 
1 0~. 0 000 
62.0000 










75 . 00CO 
60. 0 000 
n.oooo 
80. 0000 







60 . 0000 
43.0000 
lt?. 0000 
7ft. 000 0 
6C . eo B 
56 . 0000 
9!1.00l~ 
ANHY5I S OF V4RIAN!:E 
Of GQEES OF FREEOOl'I SUH OF SQUARES MEAN SQUARES 
tT-11 5 10286. 5556 2057.3111 
<T-11 5 14426.2222 2885 •. 2 41+ '-
IT-11 5 1716.2222 31+3„21t44 
<T-U <T-21 20 2101.8M9 105. 091+1+ 
( TXTXN-11 35 28530 . 8889 



















BALANCEO INCOHPLETF BLOCK DESIGN 
COESIGN ARONGEO IN GROUPS OF REPLICATIONS) 
NUHBER OF TREATEHENTS (f) 
NUlfBER OF BLOCKS 13) 
NUHBER OF REPLICATTONS CR) 
NUHBER OF GROUPS OF REPlICATION5 IG) 
NUHBER OF U~ITS p[q BlOCK lK) 








Tli'~ATEHENT NO. BLOCK REPLICA HOit 
1 1 1 
1 z 1 
1 J 1 
1 7 z 
1 8 2 
1 9 z 
1 13 3 
1 11+ .J 
1 15 'J 
2 1 1 
2 „ 1 
2 5 1 
2 7 z 
2 10 2 
z 1l 2 
2 13 3 
2 16 3 
z 17 3 
J z 1 
J „ 1 
3 6 l 
3 8 2 
3 10 z 
3 12 z 
3 11t J 
J 16 .J 
3 18 3 
„ 3. 1 „ 5 l 
„ 6 1 „ 9 z „ 11 z 
lt 12 z 
lt 15 J „ 17 .J 


















80. l OilO 
55.5000 
C.9 .o 0 00 
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DC1 - Data Check 1: A FORTRAN-IV Program 
By R. Langeheine 
Sumnary 
Muitivariate data anaZ.ysis, be it in the isocia'l sciences, bio"logy, medicine or other discipZines, is growing steady . 
Researchers however very often do not take into consideration that the respective statisticaZ. routines impose cer-
tain restrictiona on the data anatyzed. The computer program (DC1) at hand does perform a series of such checks which 
are by far more extensive than those of known data anaZ.ysis systems (e .g. SPSS). The different topics of the p:rogram 
wiZ.Z. be described. 
Zuscunmenfassung 
l.Juz.tivariate Analyse von Daten, sei es in den SOzialwissenschaften, der BioZ.ogie, der Medizin oder anderen Disziplinen, 
nimnt ständig zu. Dabei wird jedoch häufig nicht berilckaiohtigt, daß die einzelnen statistischen Ver>fahren an die 
Daten bestimmte Voraussetzungen stellen. Das vorliegende Computerprogrcunm DC1 fil.hrt eine Reihe solcher Checks durch, 
und zwar weit umfangreicher, als dies mit bestehenden Datenanalysensystemen (z . B. SPSS) möglich ist. Die einzelnen 
Schritte des Prograrruns werden beschrieben. 
1 Description 
Given a set of m variables which have been measured on a 
set of N objects the program does perform the following 
computations that might be valuable in guiding further 
steps of the analysis : 
Simple statistics (mean, standard deviation etc . ) ; 
centiles ; test for skewness and kurtosis ; test for 
deviation from the normal and/or uniform distribution 
as per Kolmogorov-Smirnov; plot of frequency distribu-
tion; matrix of product-mornent correlations (submitting 
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each coefficient and the rnatrix as a whole to a test 
of significance) ; nnlltiple linear regressi on (including 
squared nnütiple correlations , beta-weights , b-weights 
and the Cooley- Lohnes regression factor structure coef-
ficients); test for curvilinear relationships by eta-
square and/oP pol ynomial regressi on analysis; linear 
and non- linear transforrnations of the data. 
All possible si gnificance tests are performed and probabil-
ities (p) associated with the respective statistic are 
given in exact probabilities (probability of type I ~ error 
= alpha = 1-p) , i .e ., a probability of p greater/equal .95 
i ndicates a si gnificant result at the 5% level . What fol-
lows will give the user an introducti on to the problems 
covered by the prograrn. 
Input of rawdata may be either in matrix- form Xij or Xji ' 
where i = 1,2, ..• ,N and j = 1,2, ... ,m. Concerning missing 
data the following strategies may be chosen: 
a) Delete all n objects having missing data. 'Ihis is the 
strategy recoomended by COOLEY and LOHNES (1971) and 
the best one at any rate . 
b) Perform computations on basis of N minus n objects for 
those variables only where missing data are at hand. 
'Ihis strategy too does not vi olate the data. Realization 
however might be quite laborious in a computer prograrn 
performing as many topics as DC1 . 
c) Assign those n objects having missing data the mean of 
N-n objects . 'Ihis approach is realized in DC1 . It should 
be noted however that there will be a decrement in 
variance and correlation coefficients consequently . The 
missing data option should be made use of therefore on-
ly if n is small . 
Some of the computations performed are based on interval 
classes , i.e . , frequency distribution, eta- square . The 
number of classes used may be either specified by the pro-
grarn or by the user: 
a) Specification of number of classes by the program: 
'Ihis option will be norrrally used when measurement of 
data has been made continuously, specifying: 
5 classes for 1 ~ N < 20 
10 classes for 21 ~ N ~ 100 
15 classes for 101 ~ N ~ 500 
20 classes for 501 ~ N. 
b) Specification of number of classes by the user : 
'Ihis option should be used when the xi are limited to 
vary in a certain range, say 1 to 5 as is the case with 
rating scales. 
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In both cases interval width will be c~uted according to 
formula (1) . 
. t al "dth ~ - 'hln 
in erv wi = no.of classes ' (1) 
where the number of classes is limited to a rmxirnum of 20 . 
a) Mean 
b) Standard deviation. sd is set to 1 .E- 5 if zero 
c) Minirrum 
d) MaJdm.un 
e) Number of interval classes 
f) Interval width 
Centiles are o~en usefUl statistics ta.ken for instance to 
separate groups according to median (50th centile) or to 
prepare a regrouping according to extreme values, say 25th 
an<i 75th centile . Centiles ClO , C25 , C50 , C75 and C90 are 
therefore computed , according to t he following strategy: 
The cumulated percent distribution i s used to search the 
interval k in which the respective centile is to be ex-
pected. Using the following formula the interpolated values 
are c~uted ( see HOFSTÄTI'ER und WENDl' , 1967) . 
p - f% cum(k- l) 
I + w, k f%(k) 
where p = Pth centile 
Ik = l ower bound of the critical interval k 
f% cum(k- l) = relative cumul ated frequency 
of the ~h -1 interval 
f% = relative frequency of the kth interval 
w = interval width . 
Formulas (3) - (6) are given by LIENERT (1967). 
s-~ 
- N s 3 ' 
X 
where LX3 = 3ra morrent of the sample 
sx = standard deviation of the sarnple . 
Formula (3) may be tested by t - test using 
t = §_ 
ss ' 
where s8 = ~ = standard error of S . 
The exact probability (p) associated with t is given for 





N sx 4 
where ~x 4 = \h roonent of the sanple. 
K may be tested for significance by t -test using 
K-3 
t = s, 
K 
where sK = 2 Jft = standard error of K. 
'Il1e exact probability (p) associated with t is given for 
df = N- 2. 
There are a lot of possibilities to test for irregulari-
ties of the distribution which have been corrpa.red by 
(5) 
(6) 
SHAPIRO and WILK (1965) . 'lhe rnost used one probabl y is the 
chi-square for best fitting (see GUILFDRD, 1965; LIENERI', 
1967) . 'lhe latter approach has the disadvantage of throwing 
away infornation by canbining rawdata into classes . Besides., 
this fact nekes the test open to nanipulation . 'Il1e approach 
used here therefore is the Kolm:lgorov-Smi.mov-test (see 
I!J.1-SSP, 1970; KREYSZIG, 1968) , testing the difference 
between an errpirical and a theoretical distribution. De-
spite the critical notes given by LILLIEroRS (1967) paranre-
ters used to conpute the Kolm:lgorov-Smi.mov- test are taken 
f'rom the sample, i. e . : 
a) Nornal distribution: Mean and sd are replaced for U 
and s. 
b) Uniform distribution: Minimum and rnaximum are replaced 
for U and S (see IBM-SSP) . 
Output values: 
a) z = the greatest value with respect to x of SQRI'(N) * 
.ABS (~(x) - F(x)) , where F(x) is the theoretical dis-
tribution function and ~(x) is the eIJt)irical distribu-
tion function . 
b) p = the exact probability associated with z . 
'lhe tüstogram plot does give infornation on absolute fre-
quencies, expected frequencies and density, tbe latter 
two of which refer to the nonnal distribution only. Ex-
pected frequencies are conputed according to the approach 
given by GUILroRD (1965) . 
Product lllOl!ent correlations are corrputed as per formula 
(7), 
_ covxy 
- Js2 s2 , 
X y 
(7) 
which may be tested for significance by t - test (see GUllr 
FORD, 1965), using 
r .tN-2" 
t = xy , (8) 
~ - r~ 
where p will give the exact probability associated with t 
and df = N-2. 'lhe correlation matrix may be punched in 
full form and/or lower triangular without main diagonal 
eleirents . 
In case a ractor analysis shall be perforned with R, the 
correlation matrix, R should be submitted to the Bartlett 
test 1 (BARI'LE'IT, 1950; see CCOLEY and LOHNES, 1971; 
, PAWLIK, 1968) prior to factor analysis . This. is a test 
evaluating whether R does deviate !'ran I , the identity ma-
trix, rnore than by chance . 'lhe test criterion is 
chi2 = -((N-1) - .g (2m+5)) loSelRI , (9) 
which may be tested for significance with df = (m(m-1))/2 . 
Fornula ( 9) is desi.gned for sllBll sanples . If N is large 
(the program does use N = 300 as a cutting point) fornula 
(10) will be applied 
chi2 = -(N-~) logelRI . (10) 
In roost cases p associated with chi2 will turn out tobe 
significant . A nonsignificant chi 2 however should lead to 
the decision not to factor R. 
'lhis routine test may provide further infornation. Two 
cases which may be seldom, though possible with empirical 
data are : 
Case 1: 1 R 1 turns out to be zero, indicating a singular 
correlation matrix . 
Gase 2: IR I turns out to be negative (non-Gramian matrix) • 
In both cases the perfonrance or the Bartlett test 1 will 
be made :i.rrpossible . Caution should be given to a negative 
determinant . Results of a retric factor analysis will be 
rore or less distorted resulting in conmmalities being by 
rar greater than 1, which in turn may cause a principal 
axes variance being greater than m, the nunber of varia-
bles = rnaximum variance to be accounted for . (If yoo are 
interested in this fact , try to factoranalyze the follow-
ing matrices : SHSS (lill.GARD et al. , 1961, tbl. 14) , BSS 
(BARBIB, 1965, tbl. 7), using tetrachoric coefficients as 
input; SCHAEFER (1959 , tbl . 2) , ~T (1958, tbl. 11), 
using product rooment correlations) . Sane programs autana-
tically check for this fact (see GUERTIN and BALLEY, 1970, 
ED501 and ED502 starting with bighest column values as 
first conmmality estimate instead of squared trultiple 
correlations), but others do not . So disturbance may be 
big. Having such data at hand the author would suggest to 
perform a nonmetric factor analysis (LINGOFS and Gl11'1MAN, 
1967; LINGOFS, 1972; LINGOFS, 1973) doing less voilence 
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to the data, "since the aim of this rrethod is to reproduce 
order and not metric" (LIOOOES , pers .conrn. ) . 
Once R has been inverted to detennine 1 RI for the Bartlett 
test this fact can be easily made use of to perform some 
corrputations concerning m.iltipl e linear correlation (see 
CCOIEY and LOHNES, 1971; GlJI'IMAN, 1954) . Fonnula (11) is 
used to determine squared irultiple correlations (smc) , 
providing an estima.te of the total variance in the crite-
rion that llBY be predicted from the known variances of the 
predictors . 
- 1 
r ii - 1 
= ---1-
rii 
= 1, 2 , ... ,m. (11) , where i 
Beta-weights, giving infonnation about the contribution of 
each predictor (j) to the estimation of the criterion (i) 
llBY be corrputed as per formula ( 12) . 
betaij for i ~ j and i , j 1,2 , ... ,m. (12) 
'lhe significance of the smcs is tested by an analysis of 
variance test, as follows: 
smci (N-m) 
F smci = (1- smci)(m-1) ' (13) 
where p will give the exact probability associated with F 
and dfl = m-1 and df2 = N-m. B-weights (regression coeffi-
cients) nay be corrputed from the respective beta-weights 
by ronnula (14) . 
sd . 
blJ .. = beta .. _.! for i -t j and i , j = 1,2, ... ,m. 
l.J sdj (14) 
In case or stardardized variables bij = betaij . Finally the 
Cooley/I.ohnes regression ractor structure coerricients 
(rfsc) are conputed according to forrrula (15) . 
r . . 
f l.J r · ~· ana ·· 2 r scij =. r.::::::' or l. „ J l. , J = 1, , ... ,m. 
vsmci 
(15) 
'JllUs a sinultaneous solution is achieved for each variable 
(criterion) of R regressing on all m-1 predictors, i.e . , 
you get the information wanted concerning irul t i ple linear 
regression ror all m variables within one run of the pro-
gram. Consequently the current approach is superior to the 
Cooley/I.obnes MULTR-program (CCOIEY and LOHNES, 1971), where 
a separate run has to be perfonred for each variable con-
sidered as a criterion. As to the interpretation or the 
regression function the reader is referred to CCOIEY and 
LOHNES, where certain valuabl e hints are given concerning: 
a) Fluctuation of regression weights f'rom sample to sample . 
b) Identification of suppressor variables . 
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Curvilinear relationships between variables may , if not 
detected, obscure results and invalidate interpretation or 
one ' s data. In fact , nonlinear relationships seem to pre-
vail by rar rore orten than reported so rar in psychologi-
cal research (see CLARIOOE, 1967; EVANS, 1967; HIGBEE, 
1969; McGOIRE, 1968; STERNBACH, 1966) . 'Ihere ue.y be two 
reasons that routine checks for curvilinearity are per-
formed very seldom: 
a) 'Ihe lack of Cont>uter programs . 
b) 'Ihe possibility to have an explanation at hand in the 
case of negative results, reading as follows : ' the lack 
of factor analytic covariance is probably due to non-
linear relationships weil known in ... ' . Such a State-
ment should be accept ed when proposed as a possible 
hypothesis within a review. It should be rejected as an 
explanation of one ' s own results as long as not tested . 
Let us examine in sooe detail What rray happen when nonlin-
ear relationships are present . Suppose you are looking for 
a variabl e to serve as a predictor (x) for subject ' s per-
fomance on some task (y = criterion) . Suppose the data 
collection has been perforned. and the correlati on rxy 
turned out to be about zero . Your first conclusion might 
be that your predictor is of no value at all and you might 
decide to throW it away in order to look for another one . 
Inspection of the scatter plot however might reveal a curvi-
linear relationship having the form of an inverted U as 
shoWl'l in Fig. 1. Obviously x is not as bad a predictor 
as judged from the correlation alone . 'Ihe strategy to se-
lect subjects according to predictor x would be to use two 
cutting points, CPl and CP2. y seems to be optimally per-
fonred by subjects showing an x ~ CP1 and s. CP2 . 'ß1e reason 
may be that subjects having an x < CPl are l ess able and 
those having an x > CP2 are less rotivated to perform y. 
'Ihe problem is quite similar in case of an U- shaped or a 
sinusoidal- shaped distribution (Figs . 2 and 3). but to 
some extent different when the distribution has turned out 
to have the form of an ogive (Fig . 4) . In the latter case 
y y 
CP1 CP2 2 
y - b 
·--c y 
'----------X u..."-'-' -·------x 
3 4 
most of the conmon variance between variables x and y will 
be accounted for by the linear product moment correlation 
(slope b) though there may be a certain proportion of vari-
ance due to a curvilinear (c) relationship which may be 
revealed by a curve fitting procedure . 
What does happen when one does perfonn a linear factor 
ana.lysis of a correlation matrix the coefficients of which 
(product moment) are partly based on nonlinear relation-
ships ? The first objection to rrake is that at least one 
assUI1Ption is not met in ~omputing product moment correla-
tions : the relationship between a pair of variables being 
correlated should be linear (CARROLL, 1961) . The investi-
gator might therefore decide to try some transformation 
of the data prior to factor analysis or to use rank-order 
correl ation procedures (Speannan' s Rho, Kendall ' s Tau 
(see SIE.GEL, 1956) , or the Goodman-Kruskal Garrma (GOODMAN 
and KRUSKAL, 1954) , or to try a nonlinear approach ( CARROLL 
and CHANG, 1964) . If however he uses product rnoment cor-
relations as input only the linear portion of the colllTKln 
variance will be analyzed by a linear factor analysis . I t 
is obvious that the "true 11 relati onship between variables 
will be reflected by the factor analytic results to a more 
or less degree . There will be a negligible distortion with 
the ogive-shaped distribution (Fig. 4) . Relationships as 
represented in Figs . 1, 2 and 3 however will be fully 
obscured. 
The question now is how to reveal curvilinear relationships 
in one ' s data . One possibility is to set up scatter plots 
of all (m(rn-1))/2 combinations of variables . But even if 
this job is done by a computer one does not get more than 
a rough impression. What is needed is a statistical test 
which may be perfonned by two approaches both of which are 
incorporated in the current version of the DC1 program: 
Eta- square (pee GUILFORD, 1965; HAYS, 1974; HOFSTÄTI'ER und 
WENDI' , 1967) and polynomial curve fitting (see COOLEY and 
LOHNES , 1971; Il'M- SSP, 1970) . 
1.6.1 ~=~~ 
Fo:rmula (16) is used to compute eta- square (see HOFSTÄ'I'l'ER 
und WENDI', 1967). 
n · k nj 2 k (fy„ )2 q: l y„ ) l l. l.J 
- Jl. l.J 
eta2 
J nj N 
k n · 2 
k nj 2 <rryi . ) l l y .. - J J. J 
J J. J.J N 
where k = number of interval classes determined by the 
frequency distribution, and 
(16) 
nj = number of subjects of class j (j = 1,2 , .. . ,k) 
grouped according to the independent variable 
x (predictor) in ascending order. 
2 2 Eta and r can be made use of to perform an F- test to re-
veal how good the linear regression does fit the "true" 
regression line , as per formula (17) . 
F _ (eta2- r 2)(N-k) 
- 2 ' (1 - eta )(k- 2) 
(17) 
where p will give the exact probability associated with F 
and dfl = lt-2 and df2 = N-k. 
Note that etaL '# etaJ i . The program does only perfonn 
computation of the (m(m-1))/2 combinations of the upper 
right triangular matrix starting with etai2 and stopping 
with eta;_l,m where the higher subscript refers to the de-
pendent variable y (criterion) . Printed output of the ma-
trix is given in the lower left tri.angular portion, the 
upper right portion containing the respective p- values . 
Computation of eta2 is possible only if k, the number of 
classes is equal for all variables . Otherwise this step 
will be skipped. 
Just as is the case with the chi- square for best fitting 
(see 1.2. 4.3) the disadvantage with eta2 is that i.nforma-
tion is thrown away by combining rawdata into classes. 
Polynomial curve fitting however does rrake use of the full 
range of data combining the method of least squares and 
analysis of variance . The rationale is to perform a series 
of multiple regressions and analysis of variance up to a 
certain degree of polynomial specified (for mathematics 
see COOOLEY and LOHNES, 1971) . The F-test used here to 
test the improvement in variance by fit of the lth pol y-
nomial is different from that used, by COOLEY and LOHNES 
but will give the same results. 
F = MS due to polynomial regression of delp"ee 1 alone 
MS due to deviati.on about regression 




where p associated wi.th F and df1 = 1 and df2 = N-1-1 
will be given. 
(18) 
For the 1st degree polynomial ss1_1 = 0 and p associ ated 
with F is exactly equi.valent to p obtained by the t - test 
applied above to the respective coefficient of the corre-
lation matrix (in fact F is t -distributed when the numera-
tor has df = 1) . Note that the F-test refers to the respec-
ti ve improvement only . That is, having performed the 1st 
degree polynomial fit (linear regression) there will be 
made a series of further steps in order to test whether 
a better fit of the variables will be obtained by a curve . 
As a result relationships may turn out to be significantl.y 
linear and/or curvilinear (the ogive- shaped relationship 
will show a significant linear and curvilinear result 
whereas the U or inverted U will show no linear relation-
ship at all but a si.gnificant curvilinear one) . A useful 
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help when interpreting this fact may be seen in the percent-
age of variance accounted for by the respective improve-
ment, as per fornula (19) . 
Percent variance of improve-
ment on total variance 
ss1 * 100 
88total 
(19) 
The highest degree polynomial (see parameter IPOL in input) 
to be performed may be specified by the user. IPOL is au-
tomatically set to 10 however if you specify IPOL = O or 
IPOL > 10. If there is n9 reduction in the residual SU!ll of 
squares (= no improvement) between two successive degrees 
of polynomials the program terminates polynomial curve 
fitting. 
A cautionary note should be kept in mind when interpreting 
higher order polynomials, lets say polynomials of order 
higher than degree 3 or 4. Regression coefficients do play 
a major role in the analysis . Unfortunately they are not 
very stable from sanple to sample, and even with samples 
of N = 500 sampling errors can be supposed to be relative-
ly big. 
The user should furthermore pay attention to the fact that 
the polynomial curve fitting will be performed with the 
whole data set of m variables (not just two variables as 
is the case in the Cooley/Lohnes POLY-program (COOLEY and 
LOHNES, 1971)) . There are (m(m- 1)) /2 possible combinations 
of variabl es . This may cause a tremendous nurnber of pages 
in output . Carefully check options provided with parameter 
NPLO in input therefore . 





z standard scores : 1. (mean = o, sd = 1) 
-sa- ( 100, 10) 
( 100, 15) ( 100, 17) 
( 10, 3) ( 5, 2) ( 3, 1, ( 50 , 10) 
(20) 
3- z) 
and the nonlinear transformati on of normalized T-scores . 
This tranformation is similar to that lmown as McCALL T-
scale scores and perf ormed according to the subroutines 
designed by GUERTIN and BAILEY (1970). In most cases appli-
cation of t his transformation has proved to transform raw 
scores to give normal-shaped distributions which will be 
as near nornal as possible . 
There is an option furthennore to punch transformed data 
and a special option in the case of nornalized T- scores; 
The whole analysi s performed so far may be repeated with 
normalized T- scores, starting at section 1.2 (surmary of 
statistics) . 
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2 Capacity 
N .5.. 250 and m ~ 60. Check program conrnent in main when 
redimensioning. 
3 Running time 
The program has been run on the following systems with 
7 sets of test data supplied : 
a) IBM 370/168, taking 48 sec . incl . compilation and 
64 K words core 
b) PDP10, taking 190 sec . incl. cornpilation and 
41 K words core 
c) TR440, taking 118 sec . incl. compilation and 
64 K words core . 
TR440 Telefunken may be compared with IBM 360/65 
concerning running time . 
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Ein Programmsystem zur Unterstützung des Unterrichts in 
Biomathematik (Medizinische Statistik) 
Von W. Köpcke 
Zusammenfassung 
Es wird ein Programmsystem vorgestellt, das entwickelt wurde, wn den Unterricht in Biomathematik (lefedizinische 
Statistik) so weit wie m~glich durch die EDV zu unterstützen. 
Das Programmsystem besteht aus zwei Teilen. Mit dem einen Teil Mnnen far aUe im Unterricht behandelten statistischen 
Arbeitstechniken individuell verschiedene Aufgaben generiert werden. Mit dem zweiten Teil erfolgt die Auswertung aUer 
in einem Semester anfallenden Ergebnisse von tlbungsarbeiten und Klausuren. 
Dieses Programmsystem zur Unterstützung des Unterrichts in "Biomathematik" hat sich in der Praxis in zweierlei Hinsicht 
bewährt. Eiwnal besteht die M~glichkeit, auch bei sehr großen Studentenzahlen ohne großen Personal- und Rawnaufwand 
dem einzelnen Studenten die praktische Erprobung der verschiedenen statistischen Arbeitstechniken zu erm~glichen. 
Zwn zweiten bieten die Aufgaben des Programmsystems dem Studenten eine attraktive Alternative zu /Jultiple-Choice-
Abschlu!JkZausuren. 
A programne- system wiU be demonstruted here, which was deveZoped in order to support extensiveZy lessons in biomathe-
matics (medial statistics) by EDP. 
The progrcurme-system itself consists of two parts. The first part enables us to generate individual different exercises 
for aU statistical working techniques, discussed in these lessons. 
With the second part, a whole- term analysis of all exercises and examinations can be done. 
This programme-system, supporting lessons in biomathematics, has turned out to be verzJ usefuZ for p:ractice in two 
. different ways. First, there is a possibi'lity to enable practicaZ proving of different statisticaZ working tec.hniques, 
even with a great nwnber of students, and without an expenditure of personneZ and rooms . Second, the exercises of this 
programme-system offers an attractive aZternative to muZtipZe-choice examinations for students. 
Problemstellung 
Seit dem Somnersemester 1974 wird nach dem Inkrafttreten 
der neuen Approbationsordnung für Ärzte [1] überall in 
der BRD Unterricht im Fach "Biomathematik" abgehalten. Da 
dieser Unterricht zum Teil als Übung durchgeführt wird , 
ist die Unterrichtsbelastung insbesondere an den großen 
Universitäten erheblich. Besonders in München mit ca. 700 
Studenten pro Jahr stellte sich die Aufgabe, den Unter-
richt nach dem Gegenstandskatalog [2] so weit wie möglich 
durch die EDV zu unterstützen . Die Unterstützung ist ein-
rnal durch eine EDV-Auswertung von Multiple-Choice Arbeiten 
möglich. Diese Möglichkeit ist an verschiedenen Stellen 
in der Medizin erprobt [3, 4] und wird auch in München im 
Fach "Biomathematik" durchgeführt . Daneben ist eine der 
wichtigsten Aufgaben des Unterrichts in 11Biomathernatik11 , 
daß die Studenten durch praktische Anwendungen die stati-
stischen Arbeitstechniken in ihren Grundlagen und Konse-
quenzen besser verstehen [2] . Zur Unterstützung dieses 
Ziels ist in München ein Prograrrmsystem entwickelt war.den, 
das hier vorgestellt werden soll. 
Anforderungen 
Das Prograrrmsystem soll den folgenden Anforderungen gerecht 
werden: für alle im Lernzielkatalog genannten statistischen 
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Arbeitstechniken sollen Übungsaufgaben durch den Rechner 
erstellt werden. Jeder Aufgabentyp besteht aus einem sinn-
vollen Text . Die zahlenwerte müssen sinnvoll sein, aber 
für jeden Studenten individuell verschieden. Damit soll 
erreicht werden, daß die Studenten auch mit einer Haus-
arbeit einen individuellen Leistungsnachweis erbringen 
können. Das Prograrrmsystem ITR.lß so konzipiert sein, daß die 
individuell verschiedenen Aufgaben leicht zu korrigieren 
sind. Die Auswertung der Ergebnisse soll nicht nur für 
eine Aufgabe erfolgen, sondern über ein ganzes Semester 
hinweg alle Aufgaben einschließlich Multiple- Ch.oice Fragen 
umfassen. 
Beschreibung des Programnsystems 
Das Progranrnsystem besteht aus zwei Teilen. Mit dem einen 
werden die verschiedenen Aufgaben generiert . Mit dem an-
deren Teil erfolgt die Auswertung der Ergebnisse. Der er-
ste Teil des Progranmsysterns enthält einen Zufallszahlen-
Abb . 1: Aufgabentyp Regressions- und Korrel ationsrechnung 
Abb . 2: Aufgabentyp x2- Homogenitätstest 
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Tabelle 1: Aufgabentypen des Progranrnsystems zur Unter-
stützung des Unterrichts in Biomathematik 
Aufgabenart 
Häufigkeitsverteilung und Häufig-
kei tssunrne bei gruppierten raten 
(Erstellung und graphische 
I:arstellung) 
Häufigkeitsverteilung und Häufig-
kei tssunrne bei ungruppierten raten 
(Erstellung und graphische 
I:arstellung) 
Beschreibende statistische Maß-
zahlen (Mittelwert , Median, Varianz, 
Standardabweichung, Spannweite, 
Variationskoeffizient) 
Graphische I:arstellung von Werte-
paaren in Form einer Punktwolke 
Berechnung von Regressions- und 
Korrelationskoeffizienten mit Test 





t-Test für paarige Stichproben 
t-Test für unverbundene Stichproben 
Wilcoxon-Test für paarige Stichproben 






















generator, mit dessen Hilfe für jeden Aufgabentyp beliebig 
viele - unterschiedliche Zahlenwerte enthaltende - Exem-
plare erstellt werden können. 
Die folgende Tabelle enthält die 12 Aufgabentypen, die 
von dem Progranrnsystem produziert werden können. 
~ die Aufgabengenerierung werden vom Programnsystem die 
folgenden Parameter benötigt : Semester, Abgabetermin, 
Startzahl des Zufallszahlengenerators, Exemplarzahl, ge-
wünschte Aufgabentypen sowie Mittelwerte und Standardab-
weichungen für die durch den Zufallszahlengenerator erzeug-
ten Zahlen bei den einzelnen Aufgabentypen. 
Der Output besteht aus den Auf gaben für die Studenten und 
den Lösungen zum Korrigieren. 
Jede Aufgabe besteht aus einem Kopfteil mit Semesterangabe, 
Abgabetermin und laufender Nummer, einem Lösungsteil für 
die Studenten und einem Unterschriftsteil (Bild 1 und 2) . 
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Die Lösungen zum Korrigieren (Bild 3) sind zur Erleich-
terung der Korrekturarbeit nach dem gleichen Schema auf-
gebaut wie die Aufgaben für die Studenten (Bild 1 und 2) . 
Die Identifizierung erfolgt mit Hilfe der neben dem Seme-
ster ausgedruckten laufenden Nunrner (Bild 1) . 
Mit dem zweiten Teil des Progranrnsystems erfolgt die Aus-
wertung aller Ubungsarbeiten einschließlich Multiple-
Choice Arbeiten eines Semesters . 
I:azu werden zu Beginn des Semesters die Personalien (Name, 
Vorname, Matrikelnunmer, Nunrner der Ubungsgruppe) der an 
den Ubungen teilnehmenden Studenten abgelocht und im Lau-
fe des Semesters die Punktzahlen bei den Ubungsaufgaben 
bzw. die Nummern der angekreuzten l'ollltiple-Choice Antwor-
ten hinzugefügt . 
Als Parameter für die Auswertung werden noch benötigt die 
Höchstpunktzahlen bei den Ubungsaufgaben bzw. die Nunrnern 
der richtigen Multiple-Choice Antworten . 
Der Output enthält bei den MC Auf@Pben für jede einzelne 
Frage: absolute und relative Häufigkeit der einzelnen Ant-
worten, Homogenitätsindex, Trennschärfeindex und Schwie-
rigkeitsindex; für eine ganze Multiple-Choi ce Arbeit wird 
ausgegeben: absolute und relative Häufigkeit der erreich-
ten Punktzahlen (mit graphischer Darstellung) und den 
Reliabilitätskoeffizienten des Tests. 
Bei den Ubungsaufgaben enthält der Output : absolute und 
relative Häufigkeit der erreichten Punktzahlen der ein-
zelnen Aufgaben sowie der gesamten Übungsarbeit (mit gra-
phischer I:arstellung) (Bild 4). Außerdem wird eine Gesamt-
übersicht ausgedruckt, die die folgenden Angaben enthäl t : 
Name des Studenten, Punktzahlen in Übungsarbeiten und 
Multiple-Choice Arbeiten sowie die Gesamtpunktzahl. Die 
Ausgabe erfolgt einmal alphabetisch sortiert nach den Stu-
dentennamen und einmal sortiert nach der erreichten Ge-
samtpunktzahl. 
ras Programnsystem ist in FORTRAN geschrieben. Der er-
ste Teil zur Generierung der Aufgaben besteht aus etwa 
3000 Statements, der Auswertungsteil aus 650 Statements . 
Die Rechenzeit für ein Exemplar eines Aufgabentyps beträgt 
im Durchschnitt etwa 1,5 Sekunden. Die Semesterauswertung 
mit vier Ubungsarbeiten und zwei MG-Arbeiten für 360 Stu-
denten betrug etwa 240 Sekunden. Die Berechnungen erfolg-
ten auf einer Siemens 4004/151. 
Bild 1 und Bild 2 sind Muster der Aufgabentypen Regres-
sions- und Korrelationsrechnung und x2-Homogenitätstest. 
Bild 3 enthält die Lösungen dieser beiden Aufgaben. Aus 
Abb. 3: Lösungen der Aufgabentype~Regress:i,.ons- und 
Korrelationsrechnung und x -Homogenitätstest 
Abb. 4: Punkteverteilung der Aufgabenlösungen von 
345 Studenten 
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diesen beiden Aufgabentypen bestand im Wintersemester 
1974/75 die Abschlußhausarbeit im Fach Biomathematik, wo-
bei die Studenten wählen konnten , ob sie ihren individu-
ellen Leistungsnachweis durch diese Hausarbeit oder durch 
eine Multiple-Choice Klausur erbringen wol lten . Es wurden 
für Aufgabe 1 acht Punkte und für Aufgabe 2 sieben Punkte 
vergeben. Die Punkteverteilung ist in Bild 4 zu sehen. 
Erfahrungen 
Seit zwei Semestern werden Aufgaben dieses Programnsystems 
im Unterricht 11Biomathemat~ ' an der Universität München 
benutzt . 
Aus Raum- und Personalgründen kann bei 700 Studenten pro 
Jahr in Biomathematik ein Unterricht in kleinen Gruppen 
nicht stattfinden. Durch dieses Programnsystem erhält 
jedoch jeder Student die Möglichkeit, mit individuellen 
Zahlenbeispielen die verschiedenen stati stischen Arbeits-
techniken prakti sch anzuwenden . 
Durch nachträgliche Ausgabe der Lösungen kann darüber 
hinaus jeder Student seine Berechnungen mit den richtigen 
Werten vergleichen und eventuelle Fehler erkennen. 
Als Alternative zu einer Multiple-Choice Klausur haben 
die Aufgaben di eses Programnsystems den Vorteil, daß der 
Student ohne Leistungsdruck mit einer Hausarbeit einen 
indivi duellen Leistungsnachweis erbringen kann. Dies 
spiegelt sich auch in den Teilnehmerzahlen wieder . 
Im Sollmersemester 1974 beteiligten sich im Biomathematik-
kurs in München etwa 70% der Studenten an einer Abschluß-
hausarbeit und etwa 30% an einer Abschluß-Multiple-Choice 
Klausur. Im Wintersemester 1974175 entschieden sich so-
gar 345 Studenten, d .h. mehr als 90% , für die Hausarbeit . 
Der Korrekturaufwand (ohne Ablochen der Ergebnisse) ist 
sehr niedrig; er betrug bei 345 Studenten mit 2 Aufgaben 
für 4 Assistenten etwa 2 Stunden. 
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Eine ausführliche Beschrei bung des Programnsystems er-
scheint in Kürze in einem technischen Bericht des Insti-
tuts für Medizinische Informationsverarbeitung , Statistik 
und Biomathematik (ISB) der Universität München [5) . 
Interessenten können diesen Bericht und das gesamte Pro-
gramnsys tem dort anfordern. 
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Programmpaket zur maschinellen Erzeugung von Übungsaufgaben in 
„Biomathematik für Mediziner" 
Von W . Gaus und T. Huber 
Zusamnenfassung 
Es wird vorgesch'lagen, in den üJ:nmgen des Kursus "Biomathema.tik für Mediziner" jeden Studenten eine eigene llbungs-
aufgabe bearbeiten zu lassen. Dazu wurde ein Programnpaket entwickelt und erprobt, das die erforderlichen indivi-
dueHen lJbungsaufgaben samt den zugehl:Jrigen Ergebnisblättern erzeugt. Einige Besonderheiten sind: a) Eine pädago-
gische Konzeption und ein sc1rgfäZtiges Ur.yout WUPden angestrebt. b) Die Studenten müssen nicht nur rechnen, sondern 
es werden ihnen, um sie zum Denken anzuregen und sie in die Methodik der medizinischen Statistik einzuführen, Sach-
entscheidungen abverZangt. c) Für jedes IJbungsthema werden 4 - 6 Grundaufgaben verwendet, die überdies im DetaiZ 
variiert werden, so daß sich die Aufgaben von Student zu Student nicht nur in den Daten unterscheiden . d) Die maschi-
nell. erzeugten Aufgaben sind in die Organisation des KuI>ses (AnwesenheitskontroZ.Z.e, Ausstellung des llbungsscheins) 
eingebettet. e) Die Progranme sind gut erweiterbar und f) weitgehend maschinenunabhiingig. 
Students of medicine at German universities have to attend a course in biostatistics. For this course, it is proposed 
to provide aU students 1;rith individual., computer-generated exercises. A set of programs has been devetoped to generate 
these individual. e::x:ercises and their sotutions . Some highZ.ights are: (a) Efforts have been made to reach an educationaZ. 
conception and a carefuZ. Z.ayout . (b) The students have not onZ.y to de aomputationaZ. work, but al.so to aome to decisions , 
in order to make them famiZar with the biostatistiaaZ. way of thinking. (c) For each theme 4 - 6 basia e::x:ercises, each 
of them with furt her modifications, are empZ.oyed so that the individual. tasks differ not onZ.y in thei~ data. 
(d) The computer generated e::x:ercises are part of the organization of the aourse. (e) The programs are easiZ.y expandabZ.e 
and (f) nearZ.y machine independent. 
A. Einführung und didaktische Bemerkul'lgen 
Die 1973 inkraft getretene Approbationsordnung für Ärzte 
schreibt für die Zulassung zum Staatsexamen vor, daß der 
Kandidat "regelmäßig und mit Erfolg" an einem Kursus in 
"Biorrathematik für Mediziner" teilgenorrmen hat sowie daß 
eine (kleinere) Anzahl von Fragen beim 1. füil des Staats-
examens diesem Gebiet entstanmen. Es erschien uns zweck-
mäßig, den Kurs in Vorlesung und seminaristische Übungen 
aufzuteilen, da bei der gegebenen Anzahl von Studenten 
die für eine kursmäßige Durchfi.lhrung der gesamten Veran-
staltung erforderliche Personalkapazität nicht verfügbar 
war, andererseits wir aber aus pädagogischen GrUnden auf 
das praktische 'l\m der Studenten nicht verzichten wollten. 
Diese Vorlesung ist mit 2 Stunden/Woche, die Übung mit 
1 Stunde/Woche angesetzt , bei de im gleichen Semester. Die 
insgesamt ca . 111 Übungsstunden wurden in 6-7 übungen 
(je 90 Minuten) eingeteilt, in der jeweils Aufgaben zu 
einem Themenkreis bearbeitet wurden. Selbstverständlich 
muß der jeweilige 'Ihemenkreis vor Beginn der übungsstunde 
in der Vorlesung (abschließend) behandel t worden sein. 
Die in den Übungen verwendeten Aufgaben sind Gegenstand 
dieses Aufsatzes, der für Veranstalter der "Biorrathematik 
für Mediziner" und ähnlicher Kurse von Interesse sein kann. 
Mit Computerprogranmen wird für jede 1.lbung und jeden 
übungsteilnehmer eine individuelle Übungsaufgabe maschinell 
erstellt . Die Progranme zu folgenden Themenkreisen sind 
bi sher fertiggestellt und erprobt: 
- Häufigkeitsverteilung 
- Sterbetafel 
- Datenbeschreibung und Konfidenzbereich 
- Korrelation und Regression 
- t -Test 
- x2-irest 
- Versuchsplanung 
Eine Ergänzung und Erweiterung des Programrpakets ist vor-
gesehen und in Arbeit . 
Die echte Apperzeption einer Sache verlangt in aller Regel 
nicht nur ihre verständnisvolle Zurkenntnisnahme , sondern 
auch ihren aktiven, ja manuell-motorischen Gebrauch -
kurz : praktische Übungen und das eigene 'fun des Schülers 
sind für den Lernprozeß sehr bedeutsam. Das Bearbeiten und 
Lösen von Übungsaufgaben 
- aktiviert den Studenten 
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- zeigt ihn, und das ist insbesondere rur das ungewohnte 
Fach "Bianathematik für ~ziner" hervorragend wichtig, 
Sinn und Zweck, Einsatzbereich, aber auch Grenzen der 
medizinisch-statistischen Methoden 
und seine Enf<scheidungen, da sie Sachverständnis verlangen, 
zur Erfolgzkontrolle heranzuziehen . 
- wiederholt und vertieft den in der Vorlesung gehörten 
Stoff und 
- macht diesen Stoff verfügungsbereit - etwa nach der 
'lhese "was man selbst gemacht hat, kann rran11 • 
Zusätzlich kann der Student die selbstbearbeiteten Übungs-
aufgaben zusanmen mit seinen Vorlesungsnotizen abheften; 
diese eigenen Unterlagen sind erfahrungsgenäß zur Prilfungs-
vorbereitung, oft auch rur eigene Arbeiten etwa im Rahmen 
der Dissertation , wertvoller als 11fremde" Nachschlagewerke . 
Weiterhin bieten Übungsaufgaben die Möglichkeit , den Stu-
denten das Fällen von Entscheidungen einüben zu l assen 
Ubungsauf g,aben sollen praxisnah und anschaulich sein und 
dadurch Verständnis für das neue ungewohnte Fach und seine 
Problematik wecken. Praxisnah heißt insbesondere auch, daß 
die Beispiele einen realistischen Stichprobenumfang auf-
weisen . Andererseits nuß aber der Rechenaufwand überschau-
bar und in der Übungszeit gut zu bewältigen sein. Die 
Sicherheit in reiner Rechenarbeit ist zwar Lernziel, 
aber keinesfalls das einzige der Ubung. 
Aus organisatorischer Sicht sollen Übungen auch mit größe-
ren Studentenzahlen durchführbar sowie rasch korrigierbar 
AllFG•ltt. H~LAT r ~R. • FuEw1 
l(RAUl>E, ARTfN 
lH E~G vON 37 ~ATIENTE· Hll l~GtNl PECTORIS •UROf 1~ DER EJWTMUVlN 1 AILlJTU~G 
DIE P-04UER U~~ ~It P-A ~PLITUOE Gf~fSSE~. BEURTEILE~ SIE ANWAWU DEk ' OLGt ~ ­
OEN ~~Rff, OB Z~ISC~Et DAUER u~n AMPLITUDE DER P• WtLL[ !IW ZUSAM"EWMAW' 
BE3Tl:.tlT. 
Lf'0 0 NR 0 P-n1uE~ p„v1PLlTUOt. LF0 1 NH 1 p„QAUER P•AMPLIT UO! 
1 e . 1~1 
111 . "''~ 2fl • .u1 11111 2 "' . l 91d • • "' l 21 p ,tll2 1,11111 3 1\ • .Hl7 " · ii6'1 ~2 .. , .. •• u • 
4 e, nq:s ~ . 1155 23 • , 119 1 111182 
5 \l , 1114 e, a111t 2• 
'·'" 
Vel74 
1\ ~ . -'7 3 \l, iStl :>5 , .111 1 , 01111 
7 e . lt1 \l, ö81 ?t! , , 1111 •. „. 
II e . 1i-1 0 . 0111 '7 1!,Pll v,UI! 
!) 111 .11 0 e.111 28 P , IH 
"•'°' ll! 11 . 12' wi . ee:> 211 111,ue 1 ,eu 
lt (( . lCH 9 , 1112 JA 11' 1 1 1Ul 11173 
1? 0 .112 r- . 1.182 31 A, 103 e. 101 
\3 ll , 0Q3 0 , 11177 32 p. tllll • • 1115 t 
1 • " . 112 ld , „67 33 fl , 11182 III 10011 
15 ~ - ~g7 15 . tlh 34 A,IU •. „1 
18 „ ,097 14 . , 81 35 fl , tllJ 1.0~· 
17 • , 10ld ~ . „, • 38 l!,1115 
"•'" 111 0 . •186 ~ • "'e" 37 fl ,lll• 11.112 
10 9 , .Sl7 111 •• ,ai!I 
8E~fl:HNEN SIE OlZU FU~R 8FIOE Mf.RKM ALE ~ITTEL~tAT U~D STANOlkOABWtlC"UWG 
$1)ijl'.t VTE ~OVlRIA~Z . 8T!LLf~ SIE OlE GE~ESSENEN ~IATE 4LS BIYlHIATt V!ATtl• 
L,UNG ilAR . 
ENTSCHttDE~ SIE, 08 ES S!CH U" 'lN KORRELATIONSP OOEA RfGAISll~Nl,"OlllM 
HANOLLT UNO 8ERECH~EN SIE EkT~EnER DEN KORREL&T!ONSKO!~f IZifNT~N OOfW Dtt 
A04EUlJATf REGRESSlONbGtRAOE UNO ZEI CHNEN SIE DIES! IN Olf Yf~l~lL.UNG llN, 
F4SSt~ SIE JHRE ERGfBNISSE ZU tINlA KUR?tN SCHRlFTL.ICHfN S&CHAÜSSA'f ZUSAM"E~. 
UM ln~EN RECHEN&~Btlf ZU E~SP&AfH, WU~DE B!REITS ERREC"hfTI 
P•OAUER : SlllO'E IJER 11ERTE 
su~rf UER QUAORlTf OER ~ERTE 
SUt~E DER AAWE1CRUHGSQUAOR4TE 
: SUMMt OfR ~ERTE 
ShM~E UER QU~ORATE DER ~ERTE 
SIJl'll'IE Pf~ ARiiEICriUNGSQUAOMATf 
su"~t OE~ PROOuKTE AUS P ·~•~ER 
8U~Ht UF.R ·~wEICHUNGSPwOUUKTE 

















0 1 1133511 
Abb. 1 : 
Beispiel eines 
Aufgabenblatts 
zur tlbung 4 
Korrelation und 
Regression 
sein, also einen effektiven Personaleinsatz ermöglichen. 
Anderer seits f ördern aber indi viduelle Aufgaben - indivi-
duell in dem Sinne, daß jeder Übungsteilnehmer eine (zu-
mindest etwas andere Aufgabe bearbeitet - die !>t>tivation, 
verhindern primitives Abschreiben und ermöglichen statt-
dessen ein f achbezogenes Gespräch und eine sinnvollere 
gegenseitige Hilfe unter den Teilnehmern . Somit .besteht 
ein Bedürfnis, über eine große Anzahl von verschiedenen 
Übungsaufgaben zu ver fügen , die zudem eine rationelle An-
wesenheits- und Erfol gskontrol le gestatten. 
Sel bstver ständli ch müssen tlie Übungsaufgaben die Studenten 
auch auf die Prüfung vor berei ten und sich deshalb am vor-
geschriebenen Lernzielkatalog orientieren. 
All . ~2-~-g~!'.-~~!:!-~g_g~!)-~~~~g 
~~~~~!)_ß~ggQ~Q 
Zur rraschinellen Erzeugung der Aufgaben ist zunächst eine 
"Lochkarten-Kartei" (oder eine andere maschinenlesbare 
Datei) mit den Namen der Übungsteilnehmer (Studenten) er-
forderlich: Für jeden Tei lnehmer wird zu Beginn des Seme-
ster s eine Lochkarte angel egt , die seinen Namen und gegebe-
nenfalls weit eren beliebigen Text enthält . Die Kartei 
(im fol genden als "Namensfile" bezeichnet) kann außerdem 
zum maschinellen Erstellen von Teilnehmerlisten, Teilneh-
merbescheinigungen usw. verwendet werden. 
Vor Beginn einer Ubungsstunde wird das gewünschte Programn 
gestartet und damit für jeden Übungsteilnehmer je ein Auf-
gaben- und Ergebnisblatt im Format DIN A q erzeugt und zu-
geschnitten . Dieses Format zwingt zwar zu Beschränkungen 
in der Gestaltung des Druckbildes , ist aber unbedingt zu 
empfehlen, um den Studenten Handhabung und Aufbewahrung 
zu erleichtern. Jedes Blatt enthält im Kopf die Angaben 
aus .dem Namensfil e . Die Ergebnisbl ätter werden an die Be-
treuer (Assistenten, Tutoren, wiss . Hilfskräfte usw. ) , die 
Aufgabenblätter am Anfang der Übungsstunde an die Tei lneh-
mer aus~geben . Da jedes Auf gabenblatt den Namen des Stu-
denten trägt und persönlich übergeben werden kann, ist da-
mit gleichzeitig eine Anwesenheitskontrolle gegeben. 
Während der Bearbeitung durch die Teilnehmer sollten Be-
treuer zur Verfügung stehen, wobei die Betreuer die Ergeb-
nisblätter der ihnen zugeteilten Teilnehmer besitzen. Die 
Betreuer können die Entscheidungen , Zwischenergebnisse , 
Darstellungen der Teilnehmer überprüfen und gegebenenfalls 
die Student en durch Einwände, Bemer kungen usw . auf den 
r ichti gen Lösungsweg bringen. Eine Kormn.mika.tion zwischen 
den Teilnehmern lll.lß, da jeder Teilnehmer eine individuelle 
Aufgabe bearbei tet , nicht verhindert werden, sie ist sogar 
wünschenswer t , weil dabei der einzelne Student verschiede-
ne Beispi ele kennenlernt . 
Die Ausarbeitungen der Teilnehmer, kurz Lösungsblätter, 
werden vom Betreuer wtlhrend der Übungsstunde oder nach dem 
Einsamneln am Ende der Übungsstunde überprüft und gegebe-
nenfalls testiert . Abschließend werden Aufgaben-, Lösungs-
und Ergebnisblatt an jeden Teilnehmer zurückgegeben, der 
sie dann mit seinen Vorlesungsaufschrieben bequem abheften 
kann . Der Zweck des Ergebnisblattes ist es al so, neben der 
Korrekturhilfe dem Teilnehmer eine "M.lsterlösung" an die 
Hand zu geben, an der er si ch als Abschluß einer Übung 
orientieren kann und die ihm auch später , etwa bei der 
Prüfungsvorbereitung oder einer experinentellen Di sserta-
tion, eine Hilfestellung sein kann. Dabei haben die Ergeb-
nisblätter gegenüber Beispi elen in Lehrbüchern den Vorteil, 
daß sich der Student bereits mit diesen Aufgaben auseinan-
dergesetzt hat und auch eigene Aufschriebe (sein Lösungs-
blatt) besitzt . 
Wir haben es so gehalten, daß den Teilnehmern, die in den 
(je nach Semester, Feiertagen usw. ) 6 bis 7 Übungen min-
destens 5 Testate erhielten, die regelmäßige und erfolg-
reiche Teilnahme bescheinigt wurde; wer 3 oder q Testate 
erreichte, wurde zu einer mündlichen Klausur aufgefordert ; 
bei weniger als 3 Testaten wurde der Ubungsschein verwei-
gert . Dies war den Teilnehmern vorab bekanntgegeben worden. 
Das Prograrnq:iaket wurde bisher zweimal bei Medizinstuden-
ten und einmal bei Studenten der Schule für Medizinische 
Dokumentationsassistenten an der Universität Ulm erprobt . 
Die gemachten Erfahrungen sind erfreulich, auch die Studen-
ten empfanden diese Art der Übungen als lehrrei ch und an-
genehm. Dabei war für je 8 bi s 25 Studenten ein Betreuer 
anwesend (ein ungünstigeres Verhältnis ist mögl ich, wenn-
gleich nicht wünschenswert) , die Zeiten für die Korrektur 
waren gering, die Kosten für die Rechenzeit vernachlässigbar. 
B . ~ 
Für jeden der eingangs genannten 'lbemenkreise steht ein 
Programn zur Verfügung. Jedes dieser Progranme i st selb-
ständig und kann für sich allein angewendet werden . Die 
Übungen haben j edoch neben dem gemeinsamen Zweck e inen 
einheitlichen Stil und Zuschnitt : Studenten und Betreuer 
gewöhnen sich sehr rasch an die homogene Aufmachung der 
Auf gaben- und Ergebnisbl ätter. 
Die einzelnen Übungen sind numeriert. Die entsprechende 
Numner erscheint in der Uberschriftszeile j edes Aufgaben-
und Ergebnisblattes . Die Nu!llrer einer Übung wird bei der 
Erzeugung auf der sogenannten "Sehal ter karte" angegeben, 
so daß auch bei individueller Auswahl und Reihenfolge eine 
durchgehende Numerierung ohne weiteres möglich ist . 
Jedes Aufg,aben- und jedes Ergebnisblatt umfaßt eine Seite . 
Zur bequemen Verteilbarkeit werden zuerst al le Aufgaben-
blätt er, dann all e Ergebnisbl ät ter gedruckt . Die Zuordnung 
von Aufgaben- und Ergebnisblatt ist außer durch die Rei-
henfolge, die durch die Reihenfolge im Namensfile gegeben 
ist , durch den Namen des Übungs-Teilneh!rers in der Uber-
schriftszeile möglich. 
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in Abb . 2 
Auf die Ausgabe eines (maschinell erstel lten) Antwortfornru-
lars an die Teilnehmer oder eines f ormularartig auf gebauten 
Aufgabenblattes wurde bewußt weitgehend verzichtet . Ein 
Lösungsformular, auf dem der Rechengang vorgezeichnet ist , 
führt zwar zu weitgehender Standardisierung und kann damit 
rein schematisch von einfachen Kräften in kurzer Zeit kor-
r i gi ert werden, andererseits wird sich aber dabei die eige-
ne Denkleistung der Teilnehmer hinsichtlich Rechengang, zu 
treffender Entscheidungen, zu berücksichtigender Gegeben-
heiten usw. nicht in dem Maße entfalten wie bei formloser 
Lösung - kurz : Der Student würde in vi el stärkerem Maße 
"auf Geleisen la:.ifen" anstatt selbst zu denken . Das er 
förderliche Gerüst , das er möglicherweise aktuell oder bei 
späterer eigener Arbei t benötigt, erhäl t er ja in Form des 
(maschinell erstellten) Ergebnisblattes . 
Bei jeder Ubung werden 4 bis 6 Aufgabentexte verwendet , 
so daß sich das Aufgabenblatt ei nes Teilnehmers von dem 
seines Nachbarn nicht nur in den Zahlen, sondern mit einer 
gewissen Wahrscheinlichkeit auch im Text unterscheidet . 
Außerdem wird der Text jeder Aufgabe noch zusätzlich, 
meist an mehreren Stellen, roodifiziert , etwa im Signi.fi-
kanzniveau bei Tests , ob kumuliert oder nicht kumuliert 
bei der Häufi gkei tsverteilung, so daß sich eine große An-
zahl von "Phänotypen" ergibt . Die Auswahl des Aufgabentex-
tes für einen Teilnehmer sowie alle Textmodifikationen er-
folgen zufällig, entweder gleichverteilt oder in vorgege-
benen (in DATA-Statements fixierten) Verhältnissen. 
Die Programne sind so gestaltet , daß die einzelnen Auf-
gabentexte keine Rücksicht auf die Größe der Zahlen nehmen 
müssen, vielmehr werden die aus Zufallszahlen erzeugten 
Daten an den jeweils (zufällig) ausgewählten Aufgabentext 
angepaßt . So er fordert z .B. ein Aufgabentext über Körper-
temperatur einen Zahlenbereich 36 . • • 42 mit einer Nach-
komna.stelle , ein Aufgabentext über Leukozytenzahlen dage-
gen einen Berei ch 3000 . .. 11 000 , wobei üblicherweise 
Angaben nur in ganzzahligen Vielfachen von 100 erfo~n. 
Durch di e Angabe der Parameter von Mittelwert und Standard-
abweichung - Mittelwert und Standardabweichung der Sti ch-
proben werden davon zufällig abweichen - wird der für den 
Text sinnvolle Datenbereich festgelegt . 
Neben den verschiedenen Aufgabentexten wird für jeden 
Teilnehmer ein eigener Datenkörper er zeugt , so daß -
niiirnt man den Zahlenkörper mit hinzu - jeder Teilnehmer 
eine individuelle Aufgabe zu bearbeiten hat . Die Varia-
t i on der Datenkörper umfaßt neben dem "Stichprobenfehler" 
meist auch eine vorsätzliche : Beim Prograrrm Häufigkei ts-
verteilung korrrnen z .B. nicht nur zufällige Abweichungen 
von der Normalvertei lung vor, sondern es wird - wiederum 
per Zufall - zuerst einer aus mehreren Verteilungstypen 
ausgewählt , aus dem dann eine Stichprobe gezogen wird; 
oder - LUn ei n anderes Beispiel zu nennen - bei einem 
Test wird zunächst anhand einer Zufallszahl entschieden, 
ob und in welchem Maße der Test signifikant werden soll, 
und dann werden die Daten entsprechend generiert . Das be-
deutet , daß beim gleichen Aufgabentext mal eine "echte" Sig-
nifikanz, rml eine "echte" Nichtsignifikanz auftreten kann . 
Es ist erforderlich, die Ubungstei lnehrner vorab darauf 
hinzuweisen, daß es si ch LUn simulierte Datenkörper handelt , 
aus deren Auswertung keine medizinischen Schlüsse gezogen 
werden können. 
Auf den Ergebnisblättern werden selbstverständlich nicht 
nur die Endergebnisse , sondern - soweit überhaupt sinn-
voll - auch alle Zwischenergebnisse angegeben . Dadurch ent-
hält das Ergebnisblatt auch den Rechengang, außerdem kön-
nen durch den Vergleich von Zwischenergebnissen Rechenfeh-
ler beim Teilnehmer rasch erkannt und lokalisiert werden. 
Beim Erstellen von Übungsaufgaben tritt häufig der Zwie-
spalt auf, daß die Beispiele zwar einen praxisnahen und 
sinnvollen Stichprobenumfang haben sollen, andererseits 
aber der Rechenaufwand sich in Grenzen halten und auch von 
einem Studenten in den vorgesehenen 90 Minuten Ubungszeit 
zu bewältigen sein muß. Es kann nicht der Sinn und Zweck 
der Übung sein, di e Studenten ei ner Dauer belastbarkeits-
probe im Rechnen zu unterziehen, wenngleich sie tatsäch-
lich sehr wohl rechnen sollen. Um diesem Dilemna. zu ent-
korrrnen, wurden bei den späteren Ubungen er ste rechenauf-
wendige Zwischenergebnisse , wie z . Beispiel LX, lx2, lxy 
auf den Aufgabenbl ättern mit angegeben . Di e Angabe von 
Zwischenergebnissen auf den Aufgabenblättern erfolgt nur 
bei den späteren Übungen, da jede Formel , auch z .B. lx2 , 
mindestens einmal voll vom Studenten sel bst gerechnet 
werden sollte . Es müssen jedoch auf dem AufgabenMatt 
stets die Zwischenergebnisse aller halbwegs sinnvoll mög-
lichen Rechengänge angegeben werden, damit die Teilnehmer 
nicht aus der Art der angegebenen Zwischenergebnisse auf 
den Lösungsweg schließen können. Zum Beispiel wird bei der 
Ubung t -Test stets rx, LX2 , lY, LY2 , l (x-y) und r <x-y)2 
angegeben (x = Werte der 1. Stichprobe , Werte vor her usw . ; 
y = Werte der 2. Stichprobe , Werte nachher usw. ) , damit 
kein Hinwei s enthalten i st , ob eint-Test für unver bundene 
oder für verbundene Stichproben zu rechnen ist . 
Bei der Gestaltung der Ubungsaufgaben haben wir großen 
Wert darauf gel egt , die Teilnehmer nicht nur Forrreln ge-
brauchen und Rechenarbeit verrichten zu lassen, sondern 
si e an Sachprobleme aus der medizinischen Statistik heran-
zuführen. Demzufolge werden neben den Ausrechnungen soweit 
als möglich Sachentscheidungen abverla.ilgt . Da.zu gehören 
das Verstehen des Aufgabentextes und der darin enthaltenen 
Problematik (z.B. die Entscheidung, ob eine ausreichend 
gute Annäherung an die Normalverteilung vorliegt), das 
"Heraussuchen" des Rechengangs und der Fonneln, die Beur-
t eilung von Zwischenergebnissen, das Nachschlagen und Er-
mitteln der Prüfgrößen aus den Tabellen der Prüfverteilung 
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ebenso wie die ver bal e Formulierung von Hypothesen, Beur-
teil ungen und abschl ießenden Sachaussagen. Wei ter wird 
empfohlen, vom Teilnehmer eine saubere und übersichtliche 
Darstellung der getroffenen Entscheidungen, des Rechen-
gpngs und der jeweils daraus folgenden Sachaussagen zu 
verl angen. Beispiel sweise bei der Übung t -Test sollte der 
Aufbau des Lösungsblatts des Teilnehmers etwa so sein: 
- Textverständnis : ~titative Daten, Vergleich von 2 
Mittelwerten mit Signifikanzprilfung, Normalverteilung 
kann angenonmen werden, also t -Test 
- Entscheidung, ob unverbundene oder verbundene Stich-
proben 
- Entscheidung, ob einseitige oder zweiseitige Fragestel-
lung 
- Formulierung der Null- und Alternativhypothese 
- Angabe des Rechengpngs und der erforderlichen Formeln 
- Ausrechnungen 
- Beurteilen der Zwischener gebnisse auf Plausibili~ät und 
Konsequenz , etwa ob bei einseitiger Al ter nati vhypothese 
das Vorzei chen der Differenz der Mittel werte (unverbun-
den) bzw. des Mittelwerts der Differenzen (verbunden) 
mit der Richtung der Alternativhypothese konform ist 
- Nachschlagen der Prilfgröße entsprechend der einseitigen 
oder zweiseitigen Alternativhypothese und den vorhande-
nen Frei heitsgraden i n seiner Ta.bellensanmlung 
- Ver glei ch der errechneten Testgröße mit der aus der 
Ta.belle ermittelten Pri.lfgröße und Signifikanzaussage 
- Verbale Formul ierung der gewonnenen Sachaussage 
Maschinell erzeugte tlbungsaufgaben sind ein Hilfsmittel in 
der Hand des Betreuer s . Sie können weder den Betreuer 
sel bst , noch das erläuternde Gespräch zwischen Betreuer 
und Student erset zen, sondern l ediglich Ausgangspunkt , 
"konkreter" Gegenstand des Gesprächs sein. Man sollte si e 
als ein Mittel betrachten, um bei den großen Studentenzah-
len, wie sie heute an den Universitäten üblich sind , den 
tlbungsbetrieb zu rati onalisi eren und bei einem gegebenen 
Ver hältnis Bet reuer zu Teilnehmer den Lernerfolg zu stei-
gern oder ein ungünstigeres Verhältnis Betreuer zu Teil-
nehmer ohne al lzu schwerwiegende Folgen filr den Lernerfolg 
zuzulassen. 
Es ist zweifellos keine Kunst, einen Zufallszahl engenera-
t or laufen zu lassen und Datenkörper zu erzeugen) deren 
Auswertung die tlbungsteilnehmer längere Zeit beschäftigt . 
1 Schwieriger ist es hingegen , gute Beispiel e wie ei n Zaube-
rer aus dem Hut zu ziehen, sie anschaulich darzustellen 
und mit maschinell erzeugten tlbungsaufgaben die Teilnehmer 
mitdenkend und verstehend in di e medizinische Stat istik 
ei.nzuführen. Für Anregungen zur Weiterentwicklung des Pro-
grarmpakets in dieser Richtung sind wir stets dankbar. 
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Eine interaktive Durchführung am Computerterminal anstat t 
mit ausgedruckten Aufgaben- und Ergebnisblättern ist mit-
telfristig zu erwägen. Die Vorteile interaktiver tlbungen 
liegen auf der Hand : sie sind flexibler durch unmittelbare 
Antwortkontrolle, können bei unbefriedigenden Antworten 
Rücksprünge im Prograrrm ausführen oder zusätzliche erl äu-
ternde und vertiefende Unterprogramme einschal ten, können 
gegebenenfalls selektiv größere Texte darbieten, und 
schließlich entl asten sie die Betreuer \Ion dem einfachen 
Verglei chen der numeri schen Ergebnisse des Teilnehmer s mit 
dem Ergebnisblatt . Hinzu kO!Jmt möglicherwei se eine zusätz-
liche Motivation der Teilnehmer durch die Freude am inter-
aktiven "Spiel". Nachteile si nd, daß keine Unterl agen für 
späteres Nachschlagen entstehen, daß räumlich- zeitliche 
Randbedingungen eingehalten werden müssen (solange nicht 
jeder Student auf seiner "Bude" Telefon und Terminal mit 
akustischem Koppler hat) sowie erhöhte Kosten . 
C. Prograrraniertechnische Bemerl<ungen 
Sel bständige Einzelprogranrne mi~ einhei tlicher Struktur, 
die zu einem Paket zusanrnengefaßt sind, haben den Vorteil, 
daß sie übersichtlich und einzeln verwendbar sind, ger inge 
Anforderungen an die Corrputer hard- und software stellen 
und darüberhinaus gut erweiterungsfähig sind. Sowei t mög-
lich, haben alle Progranrne nicht nur einen einheitlichen 
Allgemeinaufbau, gemei nsame Prograrrmi.ertechniken und die-
sel ben Unterprogranrne , sondern auch di e glei chen Variablen-
namen, die gleiche Sehalterkarte und eine einheitliche 
Konmenti erung. Es wurde überdurchschnittlicher Wert auf 
übersichtliche und ver ständl i che Gestaltung der Prograrrm-
listen gelegt (reichliche Ko~ntierung, aussagekräftige 
Variablennamen, sauberer "Satz" mit Leerzeilen, Einrückun-
gen usw. ) . Da.mit werden Einarbeitung in die Progranrne , Ein-
fUgen neuer Aufgabentexte , Änderungen, Anpassungen an andere 
Rechenanlagen und eine generelle tlberarpeitung erleichtert . 
Alle Progranrne und Unterprogranrne - ausgenoornen der Zufalls-
zahlengenerator - sind in FORTRAN IV geschrieben und wur-
den bisher auf den Rechenanlagen PDP 15 und TR 440 gefahren. 
Für die PDP 15 haben wir den Zufall szahlengenerator sel bst 
in ~ssembler. geschrieben l) , üblicherweise steht er als 
Standardsoftware zur Ver fügung . Ver langt werden g1ei chver-
teilte Pseudo-Zufallszahlen vom Typ REAL im Bereiche ~ O 
bi s < 1. Zufallszahlen mit anderen Verteilungen werden vom 
Prograrrm aus gl eichverteil ten Zufallszahlen selbst ange-
fertigt . Deshalb benötigen manche Progranrne bi s zu 2300 
Zufallszahlen j e Aufgabenblatt, also darf der Zufallszahlen-
generator keine zu kurze Periode haben. 
Jedes Prograrrm liest zunächst eine Lochkarte, die soge-
nannte "Sehalter karte" ein, deren Daten das Prograrrm an 
l)wir danken J . Schl örer für das umfassende Aus testen und 
Uberarbeiten des Zufallszahl engenerators (2) . 
die gegebene Situation anpaßt . Der Aufbau der Sehalterkarte 
ist fUr alle Programne gleich, sie enthält die Nunrner der 
Ubungsaufgabe, die Anz.ah1 der Teilnehmer, die Anz.ah1 der 
Aufgaben je Teilnehmer (jeweils mit einem anderen Aufgaben-
text , ist > ~ falls sich einzelne Teilnehmer vertiefen wol-
len oder besonders intensiv üben sollen/wollen) und den 
Startpunkt des Zufallszahlengenerators . Wird ein Programn 
mit demselben Startpunkt des Zufallszahlengenerators rnehr-
nals gestartet, so entstehen bei allen Läufen dieselben 
Aufgaben und Datenkörper, da der Zufallszahlengenerator le-
diglich Pseudo-Zufallszahlen liefert. Sollen - etwa in 
Streitfällen - bereits ausgegebene Aufgabenblätter dem Leh-
rer erneut zur Verfügung stehen, so ist dies möglich, wenn 
der jeweils verwendete Startpunkt des Zufallszahlengene-
rators bei den Akten abgelegt worden ist . 
Bei der Erzeugung der Daten wird mit der naschinenilblichen 
Genauigjceit gearbeitet , aber nur eine van Aufgabentext ab-
hängige sinnvolle Anz.ah1 von Nachkommstellen ausgedruckt . 
Wenn nun ohne weitere Maßnal'Jren im Programn weitergerech-
net wird, so haben die Ubungsteilnehmer und der Corrq:iuter 
unterschiedliche Ausgangswerte: Während die Ubungsteil-
nehmer mit der durch den Ein-/Ausgabevorgang stark verkürz-
ten Anzahl von (Nachkomm- ) Stellen rechnen, rechnet die 
Rechenanlage mit der ursprünglichen Stellenzahl weiter. 
Dies kann zu unterschiedlichen Ergebnissen der Ubungsteil-
netmer und der Ergebnisblätter fUhren. Deshalb werden die 
Zahlen des Datenkörpers vor dem Ausdrucken dem Befehl 
X = FLOAT (IFIX (X x C) )/C 
unterworfen, wobei 
X = Zahl aus dem Datenkörper 
C = 1cß; wobei g eine ganze Zahl ist , 
die mit dem Ausgabeformat 
korrespondiert. 
Zusätzlich bietet diese Prozedur mit g < o die Möglichkeit, 
Daten zu erzeugen, die ganzzahlige Vielfache von Zehner-
potenzen s;in:l, wie dies in der Medizin häufig üblich ist, 
so werden z.B. Leukozytenzahlen praktisch nur in ganzzah-
ligen Vielfachen von 100 angegeben. 
Sollen in einem Datenkörper nur bestinmte Enclziffern vor-
kcmren, so ist 
ergibt. 
C = k x 10S, wobei z.B. 
k = 5 die Erdziffern 0,2,4,6,8 und 
k = 2 die Endziffern O und 5 
Das Einfügen neuer Aufgabentexte und das Ändern von Texten 
ist in allen Progranmen vorbereitet . Im einfachsten Fall 
ist lediglich ein FDRMAT-Statement und einige wenige 
Werte in einem DATA-Statement zu ändern . Eine Änderung des 
DATA-StatenEnts ist erforderlich, um den Programnablauf an 
die veränderte Anzahl von Aufgabentexten und die Datenge-
nerierung an den neuen Text anzupassen . 
Einzelheiten sind dem Manual (1) oder den Koommtaren der 
Programnlisten zu entnehmen. 
Leider ist die maschineninterne Darstellung von zeichen 
von Rechenanlage zu Rechenanlage sehr verschieden. Um der 
weitgehenden Maschinenunabhängigkeit wegen wurden deshalb 
nur kurze Texte wie Merkmalsnamen, Klassengrenzen usw. , die 
mehrfach aber in verschiedener Anordnung benöti gt werden, 
in Variablen gespei chert und mit einem DATA- Staterrent vor-
besetzt . IAlrch das Speichern längerer Texte in FORMAT-
Statements und nur weniger kurzer Texte in Variablen wurde 
- ohne die Flexibilität der Textmanipulation zu stark zu 
beeinträchtigen - erreicht, daß die Anpassung der Programne 
an eine andere naschineninterne Zeichendarstellung nur einen 
bescheidenen Progranrnieraufwand erfordert . 
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Nachrichten und Berichte 
IBM Beiträge zur Datenverarbeitung 
Der Vertrieb der IBM Beiträge zur Datenverarbeitung erfolgt 
seit einiger Zeit durch 
SRA GmbH 
Verlag für ~eh- und Schulmedien 
7000 Stuttgart; 80 
Ostei:-bronnstr. 54 
Auf zwei Veröffentlichungen aus der Reihe "Methoden und 
Technikerl'sei hier kurz hingewiesen: 
HASENMULLER, U. und HERMANN, W. 
Einführung in die rraschinelle Dokumentation 
Auf 35 Seiten werden hier die Grundbegriffe der Dokumenta-
tion sowie Systeme der naschinellen Dokumentation behandelt . 
EDLINGER, w. , GRO.s.S , U. und andere 
Carputerunterstützte Plan.lngsverfahren und Entscheidungs-
hilfen 
Statistische Methoden, lineare Planungsrechnung, Si.rrulatio-
nen und Netzplantechnik sind seit Jahren Hilfsmittel der 
Entscheidungsfindung. Anwendungsgebiete und Programnsysteme , 
die den Einsatz dieser Methoden ennöglichen, werden in die-
ser Veröffentlichung beschrieben und an Beispielen erläutert . 
GMD testet Datenbanksystem ADABAS 
Ein weiterer Bericht der Reihe ' Da.tenbanksysteire - Erfah-
rungsberichte -' wird vom GMD-Institut für Infornations-
systeme veröffentlicht . In dieser Berichtsreihe werden 
Tests von Datenbanksystemen verschiedener Hersteller fir-
menneutral Ubersichtlich dargestellt . Der neue Bericht 
beschreibt das Datenbanksystem ADABAS der Firna ' Software 
AG' in Darmstadt . 
Dem Bericnt liegen detaillierte theoretische und praktische 
Untersuchungen der Versionen II und m von ADABAS zugrun-
de. Insgesamt war das System mehr als zwölf llDnate auf 
GMD-Rechenanlagen installiert . 
Der Bericht setzt nur minirrale Kenntnisse voraus und gibt 
allen, die am Einsatz von Datenbanksystemen interessier t 
sind - nicht nur den ADABAS-Interessenten - Hinwei se auf 
~ichkeiten und Grenzen der Nutzung und Bewertung von 
Datenbasis-Management- Systemen (DBM.S) . 
Die Untersuchungen wurden mit der Version m . 1.3. abge-
schlossen. In dem Bericht sind darUber hinaus alle bis 
April 1974 erfolgten beziehungsweise angekündigten Verän-
derungen und Verbesserungen des Systems aufgel'l0!1Jren. 
Als Gliederung des Berichts dient ein Kriterienkatalog , 
der auch als Grundlage für alle folgenden DEM.S-Berichte 
herangezogen wird. 
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Sehr ausführlich werden Leistungen und Eigenschaften des 
Systems beschri eben, die Vorzuge beziehungsweise Schwach-
stellen des Systems werden herausgearbeitet . Der Bericht 
gibt unter ande.rem Auskunft über: 
- Aufbau einer Datenbasis (Datengliederung, Datenbeschrei-
bung, Laden der Da.tenbaSis) 
- System-Be!Ultzung (Installation, F\lnktionen, Benutzer-
freundlichkeit) 
- Datenschutz / Datensicherheit 
- Performance 
- Umfang und Qualität der Dokumentation. 
In einem weiteren Abschnitt werden die Probleme der Ein-
stellung des Systems in die Organisation, insbesondere in 
den Rechenbetrieb behandelt . 
Beschrieben werden unter anderem die bei Kauf oder Miete 
des Systems entsteherrlen Kosten, der zu erwarterrle Perso-
nal- und Materialaufwand (Benutzerschulung, Umstellungs-
kosten, benötigte Hard- und Software) sowie di e Herstel-
lerunterstützung. 
FUr den zweibändigen Bericht wird eine Schutzgebühr von 
Il>1 100.-- erhoben. 
Bestellungen: 
Gesellschaft für Matherratik und Datenverarbeitung 
Abteilung für Infonrationswesen 
5205 St . Augustin 1 
Postfach 12 40 
22 . Biometrisches Kolloquium 
Das 22 . Biometri sche Kolloquium der Deutschen Region der 
Biometrischen Gesellschaft findet vom 
statt . 
10. - 12. März 1976 
in Bad Nauheim 
Als Rahmenthemen sind vorgesehen 
Matherratische llDdelle 
Mehrcl.ilrensionale Skalierung 
Robustheit und Transfornationen 
Wirksame Maßnahlren zur Verbesserung der 
Infornationsausbeute 
Berechnung von Tai'eln für verteilungsfreie Methoden 
Interessenten werden sich bitte an den Schriftführer der 
Deutschen Region 
Dr . H. Geidel 
Rechenzentrum der 
Universität Hohenheim 
7 Stuttgart 70 
Garbenstr. 17 
