Near-infrared spectroscopy (NIRS) presents an appealing option for investigating hemodynamic changes in the cerebral cortex during exercise. This review examines the physical basis of NIRS and the types of available instruments. Emphasis is placed on the physiological interpretation of NIRS signals. Theories from affective neuroscience and exercise psychobiology, including Davidson's prefrontal asymmetry hypothesis, Dietrich's transient hypofrontality hypothesis, and Ekkekakis's dual-mode model, are reviewed, highlighting the potential for designing NIRS-based tests in the context of exercise. Findings from 28 studies involving acute bouts of exercise are summarized. These studies suggest that the oxygenation of the prefrontal cortex increases during mild-to-moderate exercise and decreases during strenuous exercise, possibly proximally to the respiratory compensation threshold. Future studies designed to test hypotheses informed by psychological theories should help elucidate the significance of these changes for such important concepts as cognition, affect, exertion, and central fatigue.
One of the benefits of neuroscience for psychology, according to Peter Lang (1994) , is that it can help "limit inference and . . . keep our cognitive theories away from empty boxology" (p. 219). In other words, neuroscientific knowledge can steer psychological theorizing in the right direction (and away from the wrong direction) by suggesting what is possible (and what is impossible) at the level of the nervous system. For example, is "mind over muscle" true? Some may believe so. In fact, some have argued so. But is this really possible? Does the central nervous system have the necessary anatomical features and neurophysiological functions that would permit, for example, consciousness to become completely impervious to afferent muscular cues or volition to exert unlimited control over muscular contractions? Having an understanding of what the brain "does" during exercise could help reformulate, refine, or place important boundary conditions on these and numerous other theoretical propositions.
The author is with the Department of Kinesiology, Iowa State University, Ames, IA.
Unfortunately, the progress made by exercise neuroscience has been slow (Dishman, 2005) . In particular, knowledge of what happens in the brain during a bout of exercise remains sketchy. A relatively small number of animal studies have provided insights into areas implicated in cardiovascular and locomotor control. However, most psychologists would probably be more interested in the function of the frontal lobes, where animal-to-human inferences are limited or impossible, given the dramatic interspecies differences in that particular region. In psychological research, the puzzle of the function of the various subdivisions of the frontal cortex is systematically and painstakingly being solved using the imaging tools of modern human neuroscience. For example, great strides are being made in understanding the role of the frontal cortex in various types of cognitive operations (Alvarez & Emory, 2006; Nee, Wager, & Jonides, 2007) and in the cognitive control of emotions (Ochsner & Gross, 2005 Phan, Wager, Taylor, & Liberzon, 2002) and pain (Apkarian, Bushnell, Treede, & Zubieta, 2005) . However, for research focusing on cortical function during exercise, various obstacles (e.g., susceptibility to movement-related artifact, high cost, or invasive nature) have precluded the widespread use of neuroimaging methods and have thus limited the knowledge that has been obtained.
For example, electroencephalography (EEG), particularly in conjunction with sophisticated source localization procedures, given its noninvasive nature, excellent temporal resolution, and relatively low cost, could be informative. However, only a handful of studies have reported EEG results during exercise (see review by Crabbe & Dishman, 2004) . None of them involved a high-density electrode array (to improve spatial resolution) or source localization procedures (to provide some indication of the possible sources, within the brain, of the signals detected at the surface of the skull). Presumably the most serious drawback, which can explain this dearth of data, is that the chances of obtaining meaningful, "clean" data during exercise of any intensity, but particularly during exercise of high intensity, are slim because of the rather extreme susceptibility of this method to movement and muscular artifacts (Petruzzello, Ekkekakis, & Hall, 2006; Thompson, Steffert, Ros, Leach, & Gruzelier, 2008) . The high susceptibility to similar types of artifact and the high cost have also limited the use of magnetoencephalography (MEG) for investigating brain activity during acute exercise (Lewis, 2003) .
Single-photon-emission computed tomography (SPECT) is an imaging technique used to examine changes in regional cerebral blood flow and, more recently, neurotransmitter kinetics. This technique offers the significant advantage that the brain scanning can be performed after the behavior or task of interest and still reflect brain activity during that behavior or task. This is accomplished by the intravenous injection or inhalation (during the task being investigated) of a radioactive tracer that is quickly taken up by activated brain cells and then "trapped" there for a period of time (up to several hours, depending on the tracer). This allows the task (e.g., a bout of exercise) to be completed in ecologically valid conditions (even in the field). The scanning can be performed at a later time but would still reflect neuronal activity at the time of the injection. Participants can remain motionless during the actual scanning and thus movement-related artifact does not present a problem. Given this flexibility, SPECT has been used to examine the activity of certain brain regions during exercise (Williamson, 2006) . On the other hand, the use of injections and radioactive tracers makes this technique invasive and most potential participants are reluctant to volunteer. Furthermore, its temporal resolution is poor because brain activity reflected in SPECT images represents a period of neuronal uptake extending from a few seconds to a few minutes following the introduction of the tracer. Finally, the cost of instrumentation is high and made even higher by the fact that, to permit meaningful interpretation, SPECT images (like those obtained from MEG, which was mentioned earlier, and positron-emission tomography, which is described next) must be coregistered with high-resolution anatomical images, necessitating additional access to a magnetic resonance scanner.
Positron-emission tomography (PET) also involves the injection of radioactive tracers, albeit of lower atomic weights and shorter half-lives than those used for SPECT. Used in combination with different tracers, PET can be used to study several important parameters of neuronal activity, including regional cerebral blood flow, glucose metabolic rate, and receptor density and affinity, typically with higher image resolution than obtained with SPECT. On the other hand, owing to the short half-lives or rapid washout of most tracers, PET scanning must begin immediately after the injection of the tracers. In practical terms, this means that, for the study of most parameters, the participants must lay motionless in the scanner while performing the behavior or task of interest (precluding studies of acute exercise) or experimental protocols must be limited to the study of changes from one scanning session before to another scanning session after the behavior of interest, such as an exercise bout (Boecker et al., 2008 ). An exception is the study of glucose metabolic rate using [ 18 F]fluoro-deoxy-glucose (FDG). This radioactive analog of glucose has a relatively long half-life (110 min) and, like the heavier isotopes used in SPECT, is "trapped" within metabolically active cells, permitting PET scanning 30-60 min after the injection. Because of this property, [ 18 F] FDG-PET has been used in several studies for the examination of brain activity during bouts of exercise (Tashiro, Itoh, Fujimoto, Masud, Watanuki, & Yanai, 2008) . However, because PET measurements reflect the uptake of tracers over a period of several seconds or minutes, the temporal resolution of the method is poor. Moreover, the cost of PET is even higher than that of SPECT and is further inflated by the need for a nearby cyclotron (a type of particle accelerator), an expensive device needed for the production of fresh isotopes. Finally, as was the case with SPECT, the injection of radioactive tracers renders PET unappealing to most potential participants.
Functional magnetic resonance imaging (fMRI) is now widely accepted as the neuroimaging gold standard as a result of a compromise between temporal and spatial resolution, combined with it being a relatively noninvasive procedure (i.e., not requiring the injection of tracers but requiring the placement of the participant in a confined and noisy space). Nevertheless, the high cost of instrumentation has restricted the application of the technique to only the most highly funded research institutions, while its susceptibility to movement artifact continues to present considerable challenges for the investigation of brain responses during exercise (Mehta, Verber, Wieser, Schmit, & Schindler-Ivens, 2009 ).
Near-infrared spectroscopy (NIRS; Hoshi, 2003 Hoshi, , 2005 Owen-Reece, Smith, Elwell, & Goldstone, 1999; Rolfe, 2000; Villringer & Chance, 1997; ) is a technique that permits the investiga-tion of oxygenation patterns in most biological tissues, including the cerebral cortex. Compared with the other neuroimaging methods outlined earlier, NIRS has both some important strengths and some notable limitations. On the one hand, the advantages of the technique include good temporal resolution (adequate to investigate relatively slow hemodynamic changes and even adequate to investigate millisecond-range neural signals), noninvasive measurement procedures, relatively low cost, lack of interference from electromagnetic radiation, and, importantly for exercise scientists, an acceptable signal-to-noise ratio during exercise. On the other hand, unless a multichannel system is used (raising the cost to fairly high levels), NIRS does not have good spatial resolution (Boas, Dale, & Franceschini, 2004; Strangman, Boas, & Sutton, 2002) . Furthermore, depth coverage is not good, so most NIRS investigations are limited to relatively superficial layers of tissue. In the case of the brain, this means that subcortical structures are beyond the reach of current NIRS methods (Gratton, Fabiani, Elbert, & Rockstroh, 2003) . Nevertheless, it could be argued that, for researchers interested in investigating cortical activity during exercise bouts, NIRS offers the most realistic option that is currently available.
The purposes of this review are the following: (a) to introduce the basic operational principles of NIRS in terms that can be understood by nonspecialists, (b) to describe the different types of NIRS instruments that are available commercially, (b) to explain the physiological significance of NIRS signals and their compatibility with the blood-oxygenation-level-dependent (BOLD) signal of fMRI, (c) to summarize three theoretical models that could be tested with NIRS in the context of exercise (Davidson's prefrontal asymmetry hypothesis, Dietrich's transient hypofrontality hypothesis, and Ekkekakis's dual-mode model), (d) to review the findings of the first 28 studies in which NIRS has been used to investigate cortical hemodynamics during acute bouts of exercise, and (e) to propose a tentative framework for the interpretation of hemodynamic changes in the prefrontal cortex during exercise.
NIRS: Basic Principles
NIRS uses light in the near-infrared spectrum to investigate specific properties of biological tissues. The near-infrared light spectrum ranges from a wavelength of 700 nm to 1400 nm. Above 900 nm, water absorbs nearly all photons within only a few millimeters in normally hydrated tissues, not allowing much light to pass through. Below 700 nm, the high absorption of light by hemoglobin (Hb), as well as the high level of scattering, present a similar problem, not allowing light to penetrate over a substantial distance. However, between approximately 700 nm and 900 nm, light readily penetrates most biological tissues (including bone) because the scattering and absorption of photons are relatively low. Because of these properties, this range has been characterized as an "optical window" that can be exploited for measurement purposes.
What makes this window especially promising from a measurement perspective is that, within this range, the two main forms of Hb, namely oxyhemoglobin (O 2 Hb) and deoxyhemoglobin (HHb), exhibit distinguishable optical absorption characteristics (or extinction spectra; see Figure 1 ). Furthermore, O 2 Hb and HHb, along with water (whose concentration in normally hydrated biological tissues is assumed to be constant and estimated at 70%), constitute the main light absorbers, or chromophores (others-including lipids, cytochrome oxidase, and myoglobinare less important quantitatively). An examination of the extinction spectra of O 2 Hb and HHb (see Figure 1) shows that HHb exhibits an absorption peak that is clearly distinguishable from O 2 Hb near 760 nm, whereas the absorption of O 2 Hb peaks over a broader range but becomes distinguishable from HHb above approximately 830 nm (Wray, Cope, Delpy, Wyatt, & Reynolds, 1988) .
Taking advantage of these properties of near-infrared light, the first application to the study of cerebral oxygenation was proposed over 30 years ago by Jöbsis (1977) . The task of using near-infrared light to examine the concentration of O 2 Hb and HHb within the brain is greatly complicated by the fact that the head is a heterogeneous medium consisting of layers of skin, skull, dura, cerebrospinal fluid, and cortical tissue with gyri and sulci. Whenever a ray of light (or photon) strikes a surface or crosses a boundary between media with different refractive properties (as when light enters the water), it changes the direction it was initially traveling. This is called scattering. Because of the varied tissues within the head, the proportion of photons that are scattered as they travel through the head is actually far greater than the proportion that is absorbed by chromophores. As will be explained in the next section, scattering must be measured or estimated before the absorption of near-infrared light by chromophores can be determined. NIRS instruments work either in transmission or in reflection mode. The term transmission mode refers to light traveling through the sample (from one side to the other). This mode of operation is possible only when the object being investigated is of small diameter (e.g., a neonate head). It should be noted, however, that because of the widespread scattering in (heterogeneous) biological tissues, light does not travel in a straight line. For example, in an empirical investigation on the rat head using picosecond-length light pulses to estimate the "time of flight" of the photons through the medium in transmission mode, it was found that the first 5% of photons emerged after having traveled the equivalent of 2.6 times the head diameter and the last 5% after having traveled 9.2 times the equivalent of the head diameter (Delpy, Cope, van der Zee, Arridge, Wray, & Wyatt, 1988) .
When the object is larger and transmission is not possible, the reflection mode is used (see Figure 2) . In this case, the NIRS instrument emits light into the tissue and measures light emerging from the tissue several centimeters away. In reflection mode, light is presumed to travel between the emitter and detector following a crescent (semilunar) path (Gratton, Maier, Fabiani, Mantulin, & Gratton, 1994) , with the apex of the curve being a few centimeters into the tissue (and the depth being directly proportional to the distance between the emitting and detecting fibers). This curved path results from two factors. First, as noted earlier, biological tissues cause significant scattering and scattering is much greater than absorption. If the tissue caused no scattering, light would travel through the tissue in a straight line. If scattering was not much greater than absorption, all the light would be absorbed as it traveled through the tissue. In neither case would it have been possible to detect any remaining photons at the surface of the tissue. Second, as photons are "diffused" through a medium such as the human head, they can follow a theoretically infinite number of paths. However, photons that find themselves near the surface boundary (the skull and scalp) are more likely to be "lost" (exit the head). Thus, in actuality, for the photons that remain and can reach the detector, some of the photon paths are more likely than others, forming a probability density function that is more "dense" (more likely) along the crescent path from emitter to detector .
The Modified Beer-Lambert Law
All NIRS methods are based on a theoretical cuvette model (see Figure 3 ). According to this model, a chemical compound of interest, which absorbs light, is dissolved in a solvent that does not absorb light (and neither does the glass cuvette that contains the compound and the solvent). As an interrogating beam of light (of a wavelength specific to the extinction characteristics of the compound of interest) is emitted into the cuvette from one side, some of the photons are absorbed by the compound. Thus, the light that emerges from the other side of the cuvette is of reduced intensity. The difference between the intensity of the initial and the emergent light can be used as a measure of the concentration of the compound of interest. The Beer-Lambert law (Hoshi, 2005; Rolfe, 2000; , which applies to this simplified case, states that the attenuation of light transmitted through an absorbing compound dissolved in a nonabsorbing solvent is directly proportional to the product of (a) the concentration of the compound and (b) the optical path length (i.e., the length of material that the light travels through). Thus, attenuation A can be given by the formula
where I 0 is the intensity of light entering the material (incident intensity), I is the (reduced) intensity of light measured exiting the material,  is the extinction coefficient of the compound of interest, l is the optical path length, and [c] is the concentration of the compound of interest.
Obviously, biological tissues represent a much more complex sample than what is described by the cuvette model. For example, this model disregards scattering and assumes the presence of a single light-absorbing compound in the sample. In biological tissues, scattering is a pronounced phenomenon and, as a result, as noted earlier, the actual length of the path that light has to travel can be several times the physical distance between emitter and detector.
To account for the longer path length, a correction factor, termed differential path-length factor (DPF), is introduced. In addition, a second modification is needed to account for the fact that, when a variety of materials intervene between emitter and detector, a multitude of scattering patterns may occur. As a result of scatter, some photons may be scattered out of the emitter-detector path but the detector has no way of distinguishing between photons lost to absorption and photons lost to scattering beyond the range of the detector. Consequently, to account for the loss of photons as a result of scattering, a correction factor g is introduced that represents the mean cosine of the scatter angle. For example, g = 1 (the cosine of 0°) would represent forward scatter, g = 0 (the cosine of 90°) would represent lateral scatter, and g = −1 (the cosine of 180°) would represent backscatter. Thus, a modified Beer-Lambert law incorporates these two modifications (see Figure 4) :
When dealing with samples containing more than one chromophore, such as O 2 Hb, HHb, and H 2 O, absorption at a particular wavelength λ would be given by Figure 3 -The "cuvette" model, which forms the basis of the Beer-Lambert law. The initial intensity of light is indicated by I 0 , the (attenuated) intensity of light that emerges from the cuvette is indicated by I, the optical path length (the length of material that light travels through) is indicated by l, the attenuation of light as it travels through the cuvette is indicated by a, and the concentration of the compound of interest in the cuvette is indicated by c.
The modified Beer-Lambert law makes three simplifying assumptions (Obrig & Villringer, 2003) . First, because it is assumed that scatter is high but changes negligibly during the measurement, the DPF for a given wavelength remains constant. This assumption is considered tenable in NIRS measurements because, over time, changes in blood flow and, therefore, changes in Hb concentration and oxygenation will likely influence the absorption properties of the tissue more than its scattering properties.
Given the centrality of DPF in absorption calculations, several investigations have attempted to determine this parameter empirically. For example, van der Zee et al. (1992) used a dye laser to emit ultra-fast (less than 6 ps) light pulses (761 nm) into the heads of six men and four women in vivo (upper part of the forehead, just below the hair line) and a synchroscan streak camera to record the photons emerging from the sample. The mean distance traveled by the photons was divided by the distance between the optodes (emitter and detector) to calculate the experimentally derived DPF. These researchers found that the DPF was almost constant beyond an interoptode spacing of 2.5 cm, with a mean value of 5.93 ± 0.42 and no difference between men and women. Using an argon ion laser and a 40-mm distance between emitter and detector, Essenpreis et al. (1993) found a similar mean DPF value of 6.32 ± 0.46. Later, Zhao et al. (2002) extended these analyses and found that the DPF varied from 6.18 to 7.69 at the forehead, from 7.18 to 8.87 at the somatosensory motor region, and from 6.98 to 9.35 at the occipital region (at 759 nm, with a less than 10% decrease in these values as the wavelength increased to 834 nm). It should be noted, however, that estimates of the portion of the path length attributable to cerebral tissue, as opposed to extracerebral tissue, range widely-from 15% to 55%-and the issue is still the subject of some controversy (Young, Germon, Barnett, Manara, & Nelson, 2000) . In particular, the fraction of the path length attributable to the adult skull could be substantial (Hueber et al., 2001; Young et al., 2000) . Second, it is assumed that the medium being examined with NIRS (e.g., the head) is homogenous. This assumption is clearly violated in measurements on biological tissue.
Third, it is assumed that the parameters of interest change homogeneously within the volume being sampled. This assumption is also false in the case of the brain, where activation (i.e., changes in O 2 Hb and HHb) within the sampled volume is probably not global but rather focal (i.e., limited to highly localized regions). This can lead to errors that are explained next.
First, since the volume of tissue being sampled is probably larger than the volume of activated tissue (assuming that the cerebral cortex exhibits highly localized changes in activity), this "partial volume effect" (Obrig & Villringer, 2003) results in an underestimation of the magnitude of focal changes in the chromophores of interest.
Second, there is probably a layered effect, because the path of light is likely affected by such factors as the layer of cerebrospinal fluid (Fukui, Ajichi, & Okada, 2003) and the layer of cerebral vessels on the surface of the brain (Firbank, Okada, & Delpy, 1998) . To address this problem, researchers have examined the effect of varying the distance between the light source and the detector because a wider separation should, theoretically, result in sampling from a deeper layer within the head (i.e., presumably more from the cortex than from the superficial layers of skin, skull, and cerebrospinal fluid). Consistent with this idea, using a simplified model of the head, consisting of two concentric spheres, Hiraoka et al. (1993) showed that the influence of superficial layers decreases as the distance between the source and the detector increases. Likewise, using more sophisticated, layered models of the adult human head (scalp and skull, cerebrospinal fluid, gray matter, white matter), Okada et al. (1997) found that a source-detector spacing between 15 mm and 25 mm results in the gray matter contributing at least 20-30% to the change in the detected NIRS signal. The geometries of the sulci and the boundary between the gray and white matter layers were shown to have a negligible effect on the optical path length. More recently, Kohri et al. (2002) reported that, in human heads in vivo, the estimated contribution of cerebral tissue to optical signals increased from 33% to 55-69% as the interoptode distance increased from 2 cm to 3 cm to 4 cm. Other in vivo investigations, using scalp ischemia and cerebral oligemia (reduction of blood supply) to manipulate extraand intracerebral hemodynamics independently, have reached similar conclusions (Germon, Kane, Manara, & Nelson, 1994; Germon et al., 1998 Germon et al., , 1999 . For example, a study using an average interoptode separation of 4.7 cm showed that occlusion of scalp perfusion by an inflatable tourniquet had no significant effect on NIRS measurements, despite a significant drop in scalp blood flow measured by laser Doppler velocimetry (Owen-Reece, Elwell, Wyatt, & Delpy, 1996) . Likewise, validation studies performed during carotid endarterectomy showed that, using interoptode distances of 4, 5, and 6 cm, cross-clamping of the internal carotid artery (which supplies blood to the brain) led to the expected fall in O 2 Hb and rise in HHb, whereas cross-clamping of the external carotid artery (which supplies blood to the face, tongue, and external parts of the head) had no effect on NIRS measurements (Al-Rawi, Smielewski, & Kirkpatrick, 2001; Kirkpatrick et al., 1995; Mason, Dyson, Sellars, & Beard, 1994) .
Third, because the optical properties of tissue are different at different wavelengths and, therefore, optical path length is wavelength dependent (Kohl et al., 1998) , there may be "cross-talk" errors (Boas et al., 2001; Strangman, Franceschini, & Boas, 2003) . Thus, a real change in O 2 Hb could theoretically be accompanied by a pseudo-change in HHb and vice versa. However, Monte Carlo simulations by Uludag, Kohl, Steinbrink, Obrig, and Villringer (2002) showed that the cross-talk between O 2 Hb and HHb resulted in error of approximately 10% of the observed changes in these chromophores. When the analysis was focused on two wavelengths commonly used in NIRS research (760 nm and 830 nm), the crosstalk error was only 2-3% in a homogeneous layered model (for a depth of 8-12 mm, corresponding to the upper part of the gray matter) and similarly small in a layered brain model. Thus, the authors concluded that "when only oxygenated and deoxygenated hemoglobin are regarded, the estimated cross-talk is small" and "might have hardly any significance in practical terms for quantification of hemoglobin" (p. 58). Uludag, Steinbrink, Villringer, and Obrig (2004) further reported that cross-talk error can be reduced consistently to less than 10% if one wavelength is between 650 and 720 nm and the other is between 730 and 920 nm. Yamashita, Maki, and Koizumi (2001) experimented with different combinations of wavelengths, fixing one at 830 nm (presumably reflecting O 2 Hb) and varying the other (799, 782, 752, 692, 664 nm) . They found that noise was consistently reduced as the second wavelength was decreased. Thus, the measurement of O 2 Hb and HHb concentration changes were two times (in the case of O 2 Hb) and six times (in the case of HHb) more precise by using the 830/664 nm pair than by using the 830/782 nm pair. Examining slightly different wavelengths (782, 750, 692, 678 nm) for pairing with 830 nm, Sato, Kiguchi, Kawaguchi, and Maki (2004) found that the highest signal-to-noise ratio was achieved with the 830/692 pair. On the basis of these experimental results, Boas et al. (2004) have more recently expressed the view that using the 690 and 830 nm pair "significantly reduces the sensitivity to cross-talk . . . although it will not guarantee that crosstalk will not appear" (p. S279).
Types of Instruments
There are three main types of NIRS instruments and the operating principles behind each type are represented graphically in Figure 5 . The simplest approach to NIRS measurement involves continuous-wave (CW) light sources, usually at discrete wavelengths selected to correspond to the peaks of the extinction spectra of O 2 Hb and HHb . The only optical parameter that can be measured with CW instruments is attenuation. Because CW instruments do not allow for the measurement of the optical path length (see the modified BeerLambert law), they cannot provide absolute values of the concentration of chromophores but only relative changes in concentration (e.g., compared with baseline), expressed in arbitrary units Hoshi, 2003) .
In time-resolved spectroscopy (TRS), light is emitted into the tissue in picosecond-length pulses and the emerging light is measured as a function of time, also with picosecond resolution (e.g., Chance et al., 1988; Delpy et al., 1988; Patterson, Chance, & Wilson, 1989) . The detected mean transit time of photons pro- . In continuous wave (CW) instruments, light with a specific wavelength is emitted into the tissue and the intensity-attenuated light that emerges from the sample is measured. In time-resolved spectroscopy (TRS), a picosecond-length pulse of infrared light is emitted into the tissue and the photons that emerge from the sample as a function of time (also with picosecond resolution) are measured, to construct a temporal point spread function. In frequency-domain spectroscopy, light is emitted into the tissue not at a constant intensity (CW) or as a quick pulse (TRS) but as a sinusoidally modulated wave (i.e., intensity varying with time). The light that emerges from the tissue also shows this modulation but there is a phase delay, as well as attenuation as a result of the effects of absorption and scattering.
vides a measure of the mean optical path length. Although having an estimate of the optical path length overcomes the limitation of the CW approach, investigations of brain activation still face the problem of the unknown contribution of cerebral and extracerebral tissue to the optical path length. Furthermore, the practicality of TRS is limited somewhat by the size and cost of the instruments it requires (i.e., as described earlier, special ultrafast lasers and synchroscan cameras with picosecond resolution). Frequency-domain approaches were developed to provide a more practical and inexpensive method for assessing the time it takes photons to propagate from emitter to detector (termed the mean photon time of flight) and, thus, the optical path length (e.g., Duncan et al., 1995; Fantini et al., 1995; Lakowicz & Berndt, 1990) . Light is emitted into the tissue not at a constant intensity (as in CW) or a short pulse (as in TRS) but rather as a sinusoidally modulated wave (i.e., intensity varying over time) at a radio frequency, usually 100-150 MHz (see Figure 6 ). The light that emerges from the tissue also shows this modulation but with a phase delay (as well as attenuation owing to scattering and absorption). This phase delay is proportional to the mean photon time of flight (Arridge, Cope, & Delpy, 1992) .
A variation of the frequency-domain approach is the multidistance method (Gratton, Fantini, Franceschini, Gratton, & Fabiani, 1997) . As noted earlier, as the intensity-modulated light travels away from its source, its amplitude is attenuated and its phase is delayed. An instrument can measure the constant (average) and the alternating component of the sinusoidal wave at two or more points between the light source and the detector, and can thus calculate the phase delay. By mea- suring how the constant component (DC), the alternating component (AC), and the phase change as a function of the distance between the source and the detector, the instrument can determine the absorption and scattering coefficients of the tissue being investigated. In the following equations (see Fantini et al., 1995; Fishkin & Gratton, 1993; Gratton et al., 1997) , the quantities ln(R U DC ), ln(R U AC ), and  are linear functions of the source-detector distance R (i.e., all describe lines of the form Y = aX + b):
In these equations, R is the interoptode distance, U DC is the average photon density (the constant component of the sinusoidal wave), U AC is the amplitude of the photon density oscillations (the alternating component of the sinusoidal wave),  is the phase lag between source and detector, m a is the absorption coefficient, and m s  is the scattering coefficient. The quantities K DC , K AC , and K  are constants, independent of R. The slopes of the lines (the quantities S AC , S DC , and S  ) are functions of the absorption and scattering coefficients of the tissue and other parameters that are known or considered known (such as the modulation frequency and the speed of light in tissue). Once these slopes are found, m a and m s can be calculated from any one of the pairs of slopes (i.e., S DC and S  , S AC and S  , or S DC and S AC ; for formulas, see Fantini, Franceschini, Fishkin, Barbieri, & Gratton, 1994; Gratton et al., 1997) . Although measuring DC, AC, and  at two distances from the source suffices to determine S AC , S DC , and S  , multidistance instruments typically do so at more distances (e.g., see Figure 7 ) and derive averages, thus improving accuracy and reliability (Steinbrink, Wabnitz, Obrig, Villringer, & Rinneberg, 2001 ) and reducing noise (particularly if the calculation of m a and m s is based on S AC and S  , because AC is less susceptible to background light than DC).
An advantage of the frequency-domain multidistance method is that it permits the direct assessment of the absorption and scattering properties of tissue and, thus, theoretically, the determination of the concentration of chromophores in absolute rather than relative units (following calibration with a sample of known optical properties). Another advantage is that, given the availability of data from more than two source-detector distances (i.e., the minimum necessary to calculate the slopes), researchers have the flexibility to disregard data obtained from the shorter distances, which presumably interrogate more superficial layers, and, thus, possibly attenuate the influence of extracerebral changes (Gratton et al., 1997; Hemelt & Kang, 1999) .
Physiological Interpretation of NIRS Signals
One of the strengths of NIRS over most other techniques reviewed earlier in this article is that observed changes can be attributed to underlying physiological causes with a high degree of specificity . There is consensus that focal brain activation is accompanied by increases in regional cerebral blood flow (rCBF) and regional cerebral oxygen metabolic rate (rCMRO 2 ). However, although blood flow and metabolism had long been considered closely coupled and, therefore, essentially equivalent concepts, Fox and Raichle (Fox & Raichle, 1986; Fox, Raichle, Mintun, & Dence, 1988 ) discovered that they are not. Using PET, they found that the focal increase in rCBF induced by somatosensory and visual stimulation was much larger than the concomitant local increase in rCMRO 2 (approximately 30-50% versus 5%). Thus, O 2 delivery (O 2 content × CBF) increased, whereas the extracted fraction of available O 2 decreased. This phenomenon cannot be explained by an increased need for O 2 (Mintun et al., 2001) or glucose (Powers, Hirsch, & Cryer, 1996) , and its apparent inefficiency remains a mystery.
Several models of "neurovascular coupling" have been proposed to solve this conundrum. According to one influential theory, O 2 metabolism is presumed to be 
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Ekkekakis efficient (i.e., all or nearly all the O 2 that leaves the capillaries and is made available to brain cells is believed to be dissociated from O 2 Hb and metabolized) but the relationship between rCBF and rCMRO 2 is nonlinear (Buxton, 2002; Buxton & Frank, 1997; Buxton, Wong, & Frank, 1998) . This is because the observed increases in rCBF are assumed to reflect increases in flow velocity rather than the perfusion of additional capillaries. In turn, an increase in flow velocity means decreased capillary transit times and, because the probability of an O 2 molecule being transferred from the capillary to the mitochondrion is reduced with decreased transit times, this also leads to a reduction in the O 2 extraction fraction (i.e., the ratio of O 2 consumption to O 2 delivery). Thus, large increases in rCBF are required to support small increases in rCMRO 2 (i.e., there is still "coupling" but the relationship is exponential rather than linear). Even though this remains a viable hypothesis, several alternative or expanded models also exist (Raichle & Mintun, 2006) .
Although the reasons for the apparent inefficiency (i.e., the large increase in rCBF and small increase in rCMRO 2 ) continue to puzzle researchers, it is precisely this inefficiency that has made functional brain imaging based on hemodynamic signals (i.e., PET, fMRI, NIRS) possible. Because of the mismatch between rCBF and rCMRO 2 and the associated reduction in the O 2 extraction fraction, neuronal activation is accompanied within a few seconds by a decrease in HHb and an increase in O 2 Hb (Obrig & Villringer, 2003; Villringer & Dirnagl, 1995) . The decrease in HHb is due to the fact that blood rich in O 2 Hb (i.e., arterial blood) washes it out of the capillary bed. According to Raichle (2002) , "Blood flow, whatever its cause, has a most remarkable and intimate relationship to the neuronal activity of the brain. This relationship permits us to go forward with functional brain imaging while, in parallel, we pursue answers to the challenging question of why the blood flow changes" (p. 17).
Within the NIRS literature, different authors have recommended focusing on different aspects of the circulatory and metabolic changes. For example, according to Obrig and Villringer (2003) , an increase in O 2 Hb may be consistent with the operational definition of cerebral activation but it may also reflect a change in blood pressure or an increase in skin blood flow (to the extent that the NIRS signal is influenced by such extracerebral factors). Thus, these researchers argue that "a decrease in HHb is the most valid parameter" (p. 9). On the other hand, according to Hoshi (Hoshi, 2005; Hoshi, Kobayashi, & Tamura, 2001) , changes in HHb might reflect changes in venous blood oxygenation and volume rather than rCBF and, consequently, he suggests that "O 2 Hb is the best indicator of changes in rCBF" (Hoshi et al., 2001 (Hoshi et al., , p. 1662 .
Overall, it seems appropriate to suggest that all three parameters (O 2 Hb, HHb, and total Hb) should be reported given that each may contribute an important piece of information, particularly in conjunction with the others. According to Obrig and Villringer (2003) , if HHb increases in parallel with O 2 Hb, this may reflect an artifact or a change in systemic or extracerebral hemodynamics (e.g., a Valsalva maneuver). If HHb increases but O 2 Hb decreases, this would indicate deactivation (decrease in rCBF). In addition to O 2 Hb, HHb, and total Hb, some derived parameters are also commonly reported as indices of oxygenation, including [O 2 Hb] − [HHb] and the so-called tissue oxygenation index (Yoshitani et al., 2007) , defined as the ratio of O 2 Hb to total Hb (i.e., O 2 Hb + HHb).
Perhaps one of the most intriguing features of NIRS is the now well-established relationship of HHb decreases to increases in the blood-oxygenation-leveldependent (BOLD) signal of fMRI (Ogawa, Lee, Kay, & Tank, 1990) . This phenomenon can be explained by the fact that HHb has paramagnetic properties whereas O 2 Hb does not (Pauling & Coryell, 1936) . Although, given the current popularity of fMRI as a brain imaging method, the BOLD signal has been widely accepted as an index of "activation," in actuality, its exact physiological basis is not fully understood (Arthurs & Boniface, 2002; Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001; Raichle, 2001; Ugurbil, Toth, & Kim, 2003) . Thus, the observed inverse relationship between HHb and BOLD could help clarify the physiological basis of the BOLD signal (which is of benefit to fMRI research) and could help place NIRS data within the context of the much larger fMRI literature (which is of benefit to NIRS research). Because NIRS has (at present) better physiological specificity than fMRI, whereas fMRI has far superior spatial resolution and depth coverage, there is an ongoing effort to integrate the two techniques (Gratton, Toronov, Wolf, Wolf, & Webb, 2005; Obrig et al., 2000; Steinbrink et al., 2006; Toronov et al., 2003) .
The close inverse relationship between HHb assessed by NIRS and the BOLD signal assessed by fMRI has been found in studies using finger opposition (Kleinschmidt et al., 1996) , rhythmic finger tapping (Sassaroli, Frederick, Tong, Renshaw, & Fantini, 2006) , finger tapping at maximal speed (Mehagnoul-Schipper et al., 2002) , finger tapping at self-selected speed (Huppert, Hoge, Diamond, Franceschini, & Boas, 2006) , four-finger flexion/extension (Strangman, Culver, Thompson, & Boas, 2002) , light palm squeezing (Toronov, Webb, Choi, Wolf, Michalos et al., 2001; Toronov et al., 2003) , apple peeling (Okamoto et al., 2004) , breath holding (MacIntosh, Klassen, & Menon, 2003) , and mental arithmetic (Toronov, Webb, Choi, Wolf, Safanova, et al., 2001) , among others. It should be noted that studies have also shown a relationship between blood flow and volume assessed with PET and total Hb concentration assessed with NIRS, following hemodynamic challenges (Ohmae et al., 2006; Rostrup, Law, Pott, Ide, & Knudsen, 2002; .
Theoretical Questions in the Context of Exercise
There are numerous interesting theoretical questions within the context of exercise and physical activity that could be investigated using NIRS. Those presented here by no means constitute an exhaustive list. They were chosen merely as representative examples because they relate directly to the function of the prefrontal cortex and have been previously discussed in relation to exercise in the published literature.
One hypothesis that has received attention in exercise psychology is that the left and right prefrontal lobes are specialized for approach and withdrawal tendencies, respectively, and, consequently, an index of prefrontal hemispheric asymmetry should be related to approach-or-withdrawal behaviors and positive-ornegative affective responses (Davidson, 2004a (Davidson, , 2004b . In both general and exercise psychophysiological research, this idea has been investigated using an asymmetry index derived from EEG recordings. In this line of research, the alpha frequency band (8-13 Hz) derived from the fast-Fourier transform of the raw EEG signal is considered a quantitative estimate of cortical deactivation (i.e., greater spectral power within the alpha band is presumed to be related to lower activity in the underlying layers of cerebral cortex, whereas less spectral power in the alpha band is presumed to be related to higher cortical activity). Although some authors have reported findings that support this hypothesis in the context of exercise, showing significant relationships between alpha-based prefrontal hemispheric asymmetry and postexercise self-reports of affect (e.g., Petruzzello et al., 2006; Petruzzello, Hall, & Ekkekakis, 2001) , others have questioned the physiological significance of changes in the alpha band (Crabbe & Dishman, 2004) . Recent research has used NIRS, instead of EEG, to test the laterality hypothesis using a transient anxiety-induction paradigm (Morinaga et al., 2007) . The greater degree of physiological specificity of NIRS-based indices of cerebral activation compared with EEG alpha could help advance this line of research within the context of exercise. Importantly, the greater resistance to movement artifact afforded by NIRS compared with EEG offers the additional advantage of making meaningful during-exercise assessments of prefrontal cortical activity possible.
Another idea that appears highly amenable to testing using a NIRS-based approach is the transient hypofrontality hypothesis, which has been proposed as an explanation for exercise-induced positive affective changes (Dietrich, 2003 (Dietrich, , 2006 . Specifically, it has been suggested that acute exercise may induce its anxiolytic and antidepressant effect by inhibiting excess activity in regions of the prefrontal cortex that constitute the neural basis of the cognitive antecedents of anxiety and depression. This is theorized to happen because-given that blood flow to the brain remains almost constant during exercise-a redistribution of metabolic resources might be necessary, and, as a result, more blood needs to be directed toward the high-priority homeostatic regulation centers than to the frontal cortical areas (which may be of relatively less importance under the circumstances). Indirect evidence in support of the hypofrontality hypothesis has come from studies showing that performance on neuropsychological tests theorized to specifically tap frontal cortical activity (e.g., the Wisconsin Card Sorting Task, the Paced Auditory Serial Addition Task, or the Stroop Test) was selectively impaired by exercise (Dietrich & Sparling, 2004) . The limitations of inferences drawn from such indirect evidence are clear, so it has been suggested that "direct measures of transient hypofrontality are necessary to substantiate the hypothesis" (Dietrich, 2006, p. 82) . NIRS has been used for the direct assessment of transient hypofrontality in other research (e.g., Fallgatter, Müller, & Strik, 1998) and could be used for this purpose in the context of exercise as well. In fact, NIRS is probably the safest and most practical method for assessing the function of the prefrontal cortex (through hemodynamic parameters) over different exercise intensities since movement artifact (EEG, fMRI) or high radiation exposure (PET, SPECT) would render other methods inappropriate for studies of this sort.
A third conceptual formulation that includes aspects testable through NIRS is the dual-mode theory (Ekkekakis, 2003; Ekkekakis & Acevedo, 2006; Ekkekakis, Hall, & Petruzzello, 2005a) . According to this idea, affective responses to acute exercise are influenced jointly by top-down cognitive factors (such as self-efficacy for exercise) and bottom-up interoceptive afferents (such as muscular and respiratory cues). The relative importance of these two factors is hypothesized to shift systematically as a function of exercise intensity. Specifically, cognitive factors, considered expressions of processes originating mainly in prefrontal cortical areas, are hypothesized to account for most of the variance in affective responses when the intensity presents a manageable (but still not overwhelming) challenge, namely, close to the ventilatory threshold. On the other hand, interoceptive factors are hypothesized to become increasingly salient as the intensity exceeds the level that permits the maintenance of a physiological steady state. As this happens, the multiple subcortical routes directing interoceptive information to the amygdala are believed to become the primary mode of affect induction (Ekkekakis & Acevedo, 2006) . Several recent neuroimaging studies examining the neural substrates of the cognitive control of negative affect (all conducted in nonexercise contexts) have shown a reciprocal relationship between activity in the prefrontal cortex and activity in the amygdala (for reviews, see Ochsner & Gross, 2005 . Although the activity of the human amygdala during exercise is still outside the reach of most neuroscience methods, a NIRS-based investigation of prefrontal cortical activity across the range of exercise intensity, in conjunction with this recent evidence, could provide insights into the limits of cognitive control over affective responses to exercise.
NIRS-Based Investigations of Cortical Hemodynamics in Exercise Research
NIRS technology has been used in exercise science for several years but has been applied mainly to the noninvasive investigation of the hemodynamics of the working muscle (e.g., Bhambhani, 2004; Boushel et al., 2001; Neary, 2004; Pereira, Gomes, & Bhambhani, 2007; Quaresima, Lepanto, & Ferrari, 2003 ; for a recent exception, see Perrey, 2008) . Whenever NIRS-based data are discussed in the context of the cerebral metabolic response to exercise, these data are presented as being representative of global rather than regional changes (Dalsgaard, 2006; Ide & Secher, 2000; Nybo & Secher, 2004; Nybo & Rasmussen, 2007) , although recent evidence has made it clear that changes can vary by cortical region (Subudhi, Miramon, Granger, & Roach, 2009). Moreover, practical rather than theoretical considerations seem to have dictated both the placement of NIRS sensors (i.e., placed on the forehead, to avoid distortions in NIRS signals due to hair) and the choice of the left-versus-right hemisphere (i.e., on the left hemisphere, since most study participants are right handed). In other words, questions about the functions that the underlying prefrontal cortex is theorized to support or issues of prefrontal hemispheric asymmetry and specialization (as summarized in the previous section ) have not yet been raised in NIRS applications in the context of exercise. Nevertheless, an examination of the 28 studies summarized in Table 1 permits some preliminary conclusions (studies focusing on resistance exercise; static or isometric exercise; and simple motor tasks such as pinching, squeezing, or tapping were excluded from this analysis).
First, these studies convincingly demonstrate that NIRS assessments are feasible (i.e., with acceptable signal-to-noise ratios) during recumbent and upright cycle ergometry and even during treadmill walking and running. Of course, this should not be taken to imply that movement and other artifacts do not present a potential challenge for NIRS assessments during vigorous exercise. Sudden head movements or frontalis muscle contractions may cause the NIRS sensors to shift, lose contact with the skin, and permit the influx of ambient light, thus leading to sharp increases in NIRS signals. Consequently, the use of appropriate head bands, probe holders, or caps is recommended, in conjunction with the use of medical adhesives for forming a secure bond between the sensor and the skin (e.g., Bonding Cement by Torbot of Cranston, RI; or 7730 Medical Adhesive by Hollister of Libertyville, IL). Furthermore, the position of the head (e.g., tilt) should not change during data collection, as this may cause blood shifts toward or away from the area being monitored, resulting in increases or decreases in NIRS signals that can easily be confused for hemodynamic responses associated with brain activation. Sophisticated users may also want to consider automated routines for removing artifact associated with bodily movements (Izzetoglu, Devaraj, Bunce, & Onaral, 2005; Sato et al., 2006) or skin blood flow (Kohno et al., 2007) .
Second, there is evidence from these NIRS studies that, in healthy participants, exercise increases the oxygenation of the prefrontal cortex, as suggested by changes in O 2 Hb, total Hb, and O 2 saturation (see Table 1 ). However, there appears to be a threshold intensity for this effect, although what the threshold is remains unclear. For example, although Ide, Horn, and Secher (1999) reported increases in O 2 Hb, HHb, and total Hb with 10 min at 30% VO 2max and Suzuki et al. (2004) found increases with just 90 s of walking at 3 and 5 km·h −1 , other investigations have not shown increases with minimal exercise stimuli. For instance, increasing intensity to 25% of peak power (Subudhi et al., 2007) or exercising for 3 min at 60% VO 2max (Nielsen, Boesen, & Secher, 2001 ), a 3-min step test (Saito et al., 1999) , 15 min at 40% VO 2max (González-Alonso et al., 2004), or consecutive 5-min bouts at 30% and 50% VO 2max (Imray et al., 2005) have not been found to produce significant effects on oxygenation parameters. In contrast, increasing the intensity between 25% and 75% of peak power (Subudhi et al., 2007; Subudhi, Lorenz, Fulco, & Roach, 2008) or exercising for 10 min at 60% VO 2max (Ide et al., 1999) or for 5 min at 70% VO 2max (Imray et al., 2005) or slightly increasing breathing resistance while exercising for 3 min at 60% (Nielsen et al., 2001) can significantly increase the oxygenation of the prefrontal cortex. In a recent study by Timinkul et al. (2008) , changes in O 2 Hb across the stages of an incremental protocol on the cycle ergometer were analyzed not only for the entire group (N = 10), but also for each individual participant. This analysis showed that the level of intensity at which O 2 Hb begins to increase varies considerably between individuals, both in terms of the percentage of maximal capacity and in relation to the lactate threshold. The heterogeneity of response patterns (both between and within studies) and the inability to link the increase in oxygenation to other cardiovascular or metabolic events raise the strong possibility that the increase in oxygenation reflects highly individualized patterns of neuronal activity in the prefrontal cortex. Thus, understanding the functions that the prefrontal cortices perform during exercise will be an essential step in deciphering the hemodynamic changes detected with NIRS. Some suggestions based on psychological theorizing are offered in the next section.
Third, there is also evidence from this literature that the increase in oxygenation does not continue linearly until exhaustion, but instead, a decreasing phase starts before the point of exhaustion (see Table 1 ). This has been found with 6 min was used as an index of cerebral oxygenation, also increased until the respiratory compensation threshold and decreased thereafter. However, the authors noted that, even though changes in end-tidal CO 2 mimicked those in cerebral oxygenation, the two variables were not significantly correlated. They concluded that the reduction in cortical oxygenation at the point of volitional exhaustion may play a "pivotal role" in the "integrative decision to stop exercise" (p. 162).
Saito et al. was not reduced during exercise at sea level but it was reduced after exercise at 2700 m (26.9%) and 3700 m (48.1%).
(continued) total Hb remained unchanged from rest to 25% of peak power but all three were significantly increased from 25% to 75% of peak power (indicating an increase in cerebral blood volume). This was followed by evidence of decreased oxygenation between 75% and 100% of peak power (i.e., decrease in O 2 Hb, increase in HHb, and stable total Hb). This decrease was found in all participants. Under hypoxia, cerebral oxygenation showed a gradual decline throughout the test (i.e., decrease in O 2 Hb, increase in HHb). On the other hand, total Hb was increased until 75% of peak power and then reached a plateau. The authors concluded that reduced cerebral oxygenation is unlikely to be a limiting factor in incremental exercise performance in normoxia (except within "a complex, integrative model of fatigue," p. 182) but it may play an important role in hypoxia.
(continued) in total Hb were correlated with middle cerebral artery mean velocity positively (.71 and .82) until 50% peak power but negatively (−.78 and −.85) from 75% to 100%. The strong negative correlations between middle cerebral artery mean velocity and total Hb in the frontal lobe at high work rates was described as "a seemingly paradoxical finding that emphasizes the regional specificity of cerebrovascular regulation" (p. H169).
(continued) In normoxia, bilateral changes in prefrontal oxygenation were highly correlated (but O 2 Hb and total Hb were slightly higher on the right than left at exhaustion). The correlations were also strong between prefrontal and premotor/motor regions for total Hb and HHb but not O 2 Hb.
Reductions in O 2 Hb in the motor cortex were inversely correlated with the prefrontal regions (R = −0.43). In hypoxia, cerebral oxygenation again showed strong correlations between regions (but O 2 Hb and total Hb were slightly higher in the right than left prefrontal cortex). Increased HHb was higher in the prefrontal cortex than the premotor/motor cortex. At exhaustion the chronic fatigue group had a significantly higher tissue oxygenation index than the controls. Nielsen et al. (2005) 5 male, 3 female, patients with liver cirrhosis; 38-65 years semirecumbent cycle ergometer, 3 workloads to target heart rates of 90-95, 115-120, and 140 bpm (to exhaustion) INVOS 3100, "on the forehead above the frontal sinuses" Cerebral oxygenation increased in response to exercise and reached its highest level at the point of exhaustion. Miyai et al. (2001) 4 male, 4 female, righthanded; 24-46 years five 30-s cycles of (a) of all-out rowing (Nielsen, Boushel, Madsen, & Secher, 1999) , a quick ramp to exhaustion (Nielsen et al., 2001 ), a slower ramp to exhaustion (Imray et al., 2005) , cycling to exhaustion against a constant high resistance (González-Alonso et al., 2004) , increasing intensity from 75% to 100% of peak power (Subudhi et al., 2007 (Subudhi et al., , 2008 (Subudhi et al., , 2009 , successive intervals of supramaximal (150% VO 2max ) cycling , and cycling at 120% VO 2max (for 147 s) to exhaustion (Shibuya, Tanaka, Kuboyama, Murai, & Ogaki, 2004) . Importantly, the physiological landmark that may instigate the reversal from the increasing to the decreasing trend in oxygenation may have been identified by the recent studies of Bhambhani, Malik, and Mookerjee (2007) and Ruppe and Perrey (2008) as the respiratory compensation threshold. Bhambhani et al. (2007) observed that the pattern of cerebral oxygenation changes (i.e., an initial increase during the first 3/4 of an incremental protocol, followed by a decrease near maximum) resembles the changes in arterial carbon dioxide (PaCO 2 ). Because PaCO 2 decreases above the respiratory compensation point and PaCO 2 is known to influence cerebral oxygenation, they hypothesized (and demonstrated empirically) that the decreases in oxygenation start soon after the respiratory compensation point has been exceeded. However, the subsequent study by Ruppe and Perrey (2008) found that, although changes in end-tidal CO 2 (used as an estimate of PaCO 2 ) mimicked those in cerebral oxygenation, the two variables were not significantly correlated. Likewise, Subudhi et al. (2008) did not find a correlation at low work rates and found a strong negative correlation (−0.85) from 75% to 100% of peak power. Moreover, Bhambhani et al. (2007) noted that, when the relationship between cerebral oxygenation and respiratory compensation was examined on an individual basis, there was again considerable interindividual variability. Specifically, compared with the respiratory compensation threshold, the decrease in cerebral oxygenation was delayed by 20 s in six participants, by 40 s in eight participants, and by 60 s in one participant, whereas the two events coincided for two participants. Thus, it appears, once again, that there is difficulty in accounting for the variance in the onset of the reduction in cerebral oxygenation by changes in systemic physiological parameters. So, to repeat the conclusion of the previous point, the functions that the prefrontal cortices might perform in response to strenuous exercise should be considered. Fourth, the decreases in cerebral oxygenation can occur even with minimal increases in exercise intensity when O 2 delivery is compromised (see Table 1 ). Evidence for this phenomenon has been found by increasing breathing resistance to high levels (Nielsen et al., 2001 ), exercising at high altitude (Imray et al., 2005; Saito et al., 1999) , breathing hypoxic gas (Subudhi et al., 2007) , as well as in patients with heart disease (Koike, Itoh et al., 2004; Nagayama et al., 2007) , idiopathic dilated cardiomyopathy , and severe pulmonary disease (Jensen et al., 2002) , although not liver cirrhosis (Nielsen, Secher, Clemmesen, & Ott, 2005) .
Multichannel (Optical Topography) Studies
A final methodological observation is that nearly all NIRS investigations conducted so far have used either incremental exercise tests to exhaustion or exercise periods of very short duration. The lengthiest bouts do not exceed 15 min (González-Alonso et al., 2004) . Thus, one limitation of this literature is that it precludes direct inferences regarding the effects of most common exercise pre-scriptions and it does not address whether the reported short-term hemodynamic changes would be maintained over longer exercise bouts.
Tentative Framework for Interpreting Hemodynamic Changes in the Prefrontal Cortex
Although none of the NIRS-based studies that have been conducted until now have tested a psychologically informed hypothesis, several authors have raised the possibility that the decreases in prefrontal activity at the high end of the exercise intensity spectrum may have implications for "central fatigue" and the desire to discontinue exercise (e.g., Bhambhani et al., 2007; Nielsen et al., 1999; Rupp & Perrey, 2008; Subudhi et al., 2007 Subudhi et al., , 2008 ; also see Dalsgaard, 2006; Dalsgaard & Secher, 2007; Nybo & Rasmussen, 2007) . These allusions have direct relevance to recently proposed integrative models of fatigue (Kayser, 2003; Noakes, Peltonen, & Rusko, 2001 ). These models have profound importance for exercise science because they consider the brain, as opposed to peripheral bioenergetic variables, as the limiting factor for exercise performance. What could help propel this line of research forward at this stage is the infusion of theoretical ideas from affective neuroscience and exercise psychobiology regarding the role of the prefrontal cortex (including the significance of asymmetrical activation) in regulating and coping with negative affective responses, such as tension, distress, or fatigue. Some of the relevant ideas were summarized in the previous section. The fact that the oxygenation of the prefrontal cortex is not necessarily positively related to middle cerebral artery mean velocity or end tidal CO 2 (Ainslie et al., 2007; Rupp & Perrey, 2008; Subudhi et al., 2008) underscores that the regulation of prefrontal activity may be subject to highly localized factors. An important recent study by Subudhi et al. (2009) , using NIRS sensors placed not only bilaterally over the prefrontal cortex, but also over the premotor and motor regions, showed that (a) in normoxic conditions, at the point of volitional exhaustion, increases in O 2 Hb and total Hb were larger in the right than in the left prefrontal cortex; (b) correlations between O 2 Hb in the left prefrontal and the premotor/motor cortex were weak (R 2 from 0.01 to 0.55); (c) reductions in O 2 Hb in the motor cortex were inversely correlated with prefrontal regions (R = −.43, p < .01); and (d) in hypoxia, deoxygenation was greater in the prefrontal than in the premotor and motor regions. These data, which are the first on cerebral hemodynamic parameters from multiple sites across the full range of exercise intensity, are in direct contrast to the assumption that prefrontal oxygenation can be considered indicative of global cerebral oxygenation or that it is subject only to systemic or whole-brain regulatory influences. On the basis of these data, as well as the bulk of the evidence emerging from the functional neuroimaging literature, it seems reasonable to suggest that this assumption is untenable and should be reconsidered.
The NIRS-based studies reviewed in Table 1 collectively illustrate that prefrontal oxygenation follows an inverted-U (so-called hormetic) dose-response pattern, with low-dose facilitation and high-dose inhibition. In their effort to address what the prefrontal cortex "does," authors in exercise science have resorted to generic references to "higher-order cognitive functions," including integrating "goal-directed behavior, task-related memory, sensory information, and motivation to plan motor movements" (Subudhi et al., 2009 (Subudhi et al., , p. 1156 or "modulation of motor output during exercise" (Seifert, Rasmussen, Secher, & Nielsen, 2009, p. 300) . However, although the prefrontal cortex may indeed be capable of these functions, there is no easy way to explain why these particular functions would be stimulated at a certain exercise intensity (as oxygenation increases) and then inhibited at a higher intensity (as oxygenation decreases). So, what else does the prefrontal cortex "do" that would make sense to invoke at a certain intensity and revoke at a higher intensity (close to maximal capacity)?
Based on evidence from the neuroimaging literature, a likely function is the regulation of negative affect (i.e., the displeasure, the tension, and the sense of fatigue associated with high-intensity exercise). As several theorists have suggested, negative affect is the body's main instrument for alerting consciousness to important homeostatic perturbations (for reviews, see Ekkekakis, 2003; Ekkekakis & Acevedo, 2006; Ekkekakis et al., 2005a) . Within this framework, the apparently highly variable onset of increased oxygenation in the prefrontal cortex (Timinkul et al., 2008) could be related to individual differences in the cognitive control of the affective responses elicited by exercise (Ekkekakis, Hall, & Petruzzello, 2005b; Ekkekakis, Lind, Hall, & Petruzzello, 2007) . As noted earlier, there is now a substantial literature examining the role of prefrontal cortical activity (using the hemodynamic BOLD signal of fMRI) in the cognitive control of negative affect (Ochsner & Gross, 2005 . As these studies have demonstrated, increased activity in the prefrontal region appears to be closely coupled with an attenuation of activity in the amygdala. Based on neuroanatomical and neurophysiological data, the amygdala appears to be a central point of convergence for exercise-related interoceptive information and, presumably, a key structure in the coordination of the affective response to exercise (for a review of the relevant studies, see Ekkekakis & Acevedo, 2006) . According to Davidson (2001 Davidson ( , 2002 Davidson, Jackson, & Kalin, 2000) , the prefrontal cortex exerts an inhibitory control over the amygdala during exposure to aversive stimuli, thus helping to regulate the negative affective responses that accompany aversive stimuli. Davidson et al. (2000) speculated that "in the absence of this normal inhibitory input, the amygdala remains unchecked and continues to remain activated" (p. 898).
Expanding upon this idea, research by Rosenkranz and Grace (2001) was based on the assumption that there is a balance between input to the basolateral amygdala from sensory (including somatosensory) afferents and input from the medial prefrontal cortex. According to these authors, this balance "may determine whether an amygdala-mediated affective response will be produced in the presence of an affective sensory stimulus" (p. 4090). Active inputs from the medial prefrontal cortex to the basolateral amygdala "may function to keep affective behaviors in check" (p. 4100). Therefore, as exercise intensity increases and begins to present an affective challenge (at different levels for different individuals, depending on their traits and situational appraisals), the cognitive mechanisms in the prefrontal cortex may become active, thus exerting an inhibitory control over the activity of the amygdala. Since blood flow (and oxygenation) follows neuronal function, the need to engage the prefrontal cortex to deal with the emerging displeasure of intensifying somatic cues could be the stimulus for the increase in prefrontal oxygenation during exercise that is found in NIRS studies.
On the other hand, there is a level of exercise intensity that represents what Dalsgaard and Secher (2007) called "an impending metabolic crisis" (p. 3338). At this level of intensity, possibly proximal to the respiratory compensation threshold Rupp & Perrey, 2008) , the maintenance of a physiological steady state is impossible and, unless the work rate is reduced or exercise ceases, there is a real risk for collapse or irreparable damage. It is perhaps not a far-fetched teleological argument to suggest that a transient hypoactivation of the prefrontal cortex, allowing negative affective responses driven directly by interoceptive afferents to dominate conscious awareness, would be highly adaptive under these circumstances. This scenario seems entirely consistent with empirical observations of universally negative affective changes during the last stages of incremental exercise protocols and high correlations between affective responses and peripheral physiological indices of metabolic strain, such as blood lactate or the respiratory exchange ratio, during these final stages (Ekkekakis, 2003; Ekkekakis & Acevedo, 2006; Ekkekakis et al., 2005a) .
The neurophysiological work of Rosenkranz and Grace (2001) has shown that dopamine levels in the basolateral amygdala play a key role in regulating the balance between the control of amygdala function from the prefrontal cortex or from sensory (including somatosensory) cues. According to these authors, increased dopamine levels can precipitate a "switch . . . from a state of suppression mediated by [medial prefrontal cortical] inputs to a state of sensory-driven affective behavior" (p. 4101). Interestingly, other research has established that dopamine levels in the basolateral amygdala increase significantly during stress (Inglis & Moghaddam, 1999 ). An exercise intensity near or above the respiratory compensation threshold would certainly qualify as "stress." Alternatively, impaired prefrontal inhibitory regulation of neurons in the basolateral amygdala and, consequently, uninhibited activation of the amygdala can "occur in cases of hypofrontality" (Rosenkranz & Grace, 2001, p. 4101) , a transient or chronic decrease in the activity of the prefrontal cortex. The reduction in prefrontal oxygenation that is observed near the respiratory compensation threshold in NIRS studies Rupp & Perrey, 2008) could reflect this type of "switch" to a mode of affect induction that is unmediated by prefrontal control of the amygdala.
It should be noted here that a role for the prefrontal cortex in the regulation of the sense of fatigue has also been suggested in several neuroimaging studies of patients suffering from Parkinson's disease, multiple sclerosis, or chronic fatigue syndrome. In these studies, fatigue is considered the manifestation of a dysfunction in a network of cortical-subcortical interactions, which, in addition to the prefrontal cortex, includes the amygdala, the cingulate cortex, and the basal ganglia. In particular, consistent with the idea outlined here, lowered activity in the prefrontal cortex (associated with atrophy, reduced blood blow, or reduced glucose utilization) has been found to be linked to exacerbated reports of fatigue (for a review, see DeLuca, Genova, Capili, & Wylie, 2009) .
These suggestions form a tentative explanatory framework that could be tested empirically in future research. Furthermore, it seems justified to suggest that future NIRS investigations in the context of exercise should at least incorporate an informed rationale for the number and location of the sites being sampled. The assumption that NIRS data collected from the forehead somehow reflect global cerebral hemodynamics seems untenable in light of evidence from cognitive and affective neuroscience. It should be replaced by specific hypotheses about the functions that the underlying prefrontal cortex is theorized to serve in the context of a particular experimental paradigm. For researchers truly interested in the hemodynamics of the entire cortex, the transition to a multichannel setup capable of optical topographic studies will be necessary (e.g., Kohno et al., 2007; Miyai et al., 2001; Suzuki et al., 2004) . For laboratories with the substantial budget required for such a system, the advantages are many (minimizing partial volume effects, not missing localized activation, accurate coregistration with individual anatomy, etc.).
Conclusion
NIRS certainly cannot compete with other imaging methods, especially fMRI, in spatial resolution. Moreover, except perhaps in neonates, NIRS cannot provide information on the function of subcortical structures. Nevertheless, the technology has improved considerably over the past several years, addressing such important challenges as the absolute quantification of O 2 Hb and HHb and the attenuation of extracerebral influences. Furthermore, unlike other noninvasive techniques, NIRS measurements have high specificity and permit a relatively straightforward physiological interpretation. It is also worth noting that the cost of the technology (for systems with one, two, or four channels) is reasonable, making its widespread application in exercise psychology laboratories a realistic prospect. But perhaps most importantly, the unique advantage of NIRS is that, when proper care is taken to minimize movement artifacts, it can yield acceptable signal-to-noise ratios during exercise on most laboratory ergometers. This makes NIRS the most realistic option currently available for the assessment of human cortical activity during exercise. As the studies reviewed here illustrate, the application of NIRS during exercise is clearly feasible. The extant data offer, for the first time, intriguing insights into the workings of the prefrontal cortex during exercise. It is reasonable to suggest that integrating the psychological theories outlined here (and others) into future investigations creates very exciting possibilities for research on cognitive function and the cognitive control of affective responses to exercise.
