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Abstract—The considered problem covers routing and 
spectrum allocation problem (RSA problem) in Elastic Optical 
Networks while maintaining the spectrum continuity constraints, 
non-overlapping spectra constraints for adjacent connections on 
individual links of the network and spectrum contiguity 
constraints of the connection. In this article the modified version 
of the First Fit spectrum slot allocation policy for Fixed Alternate 
Routing in flexible optical networks has been proposed. The Fixed 
Alternate Routing with proposed spectrum allocation policy 
rejects fewer requests, provides less bandwidth blocking 
probability and less spectrum fragmentation than Fixed Alternate 
Routing with well-known First Fit and Exact Fit spectrum 
allocation policies. However, the cost of improving these 
parameters is a higher computational complexity of the proposed 
allocation policy. 
 
Keywords—Routing and Spectrum Allocation problem (RSA), 
spectrum fragmentation, orthogonal frequency-division 
multiplexing (OFDM) 
I. INTRODUCTION 
HE explosive growth of IP traffic caused by such services 
as video on demand (VoD) and high definition television 
(TVHD) requires high throughput in the network. In addition, 
every day new applications are emerging which cause the 
volume of network traffic to increase. For example, hardware 
performance such as multi-core processing or network storage  
that support the new generation of e-Science or cloud 
computing applications requesting data flows from 10 Gbps up 
to Tbps. The consequence is that network operators demand 
new generation optical transport networks able to handle the 
huge volume of traffic while maintaining network scalability. 
Existing WDM networks provide 10, 40 or 100 Gbps bit rates. 
However, the rigid frequency grid that divides the spectrum 
links into 50 GHz fixed spectrum slots leads to inefficient use 
of this spectrum in the network. On the one hand, the traffic of 
the 400 Gbps and greater can not be transmitted on a single 
wavelength; and on the other hand, too small traffic in the 
connection can not fill the entire wavelength capacity. To break 
the rigid grid of WDM networks the Elastic Optical Networks 
(EON) have been proposed to provide spectrum-efficient 
service connections. Applied optical orthogonal frequency-
division multiplexing (OFDM) enables to service connections 
at arbitrary bit rates, dividing the desired amount of traffic into 
the appropriate number of orthogonal sub-carriers with low 
data bit rates. The frequency spectra of further sub-carriers that 
serve a connection overlap each other to provide a more 
efficient use of the network spectrum. The formulated 
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optimization problem for EON is defined as the Routing and 
Spectrum Allocation (RSA) problem [1]-[3]. The objective 
function in the RSA problem optimizes the length of the path 
being selected for the arriving request while maintaining the 
spectrum continuity constraints along the entire length of path, 
non-overlapping spectra constraints for this connection and the 
adjacent connections on the individual links of the network 
links and spectrum contiguity constraints for required number 
of slots on all links of the path. Although the RSA problem is 
NPhard problem, it can be broken up into two sub-problems: 
routing and spectrum allocation problem [4]. To solve the 
routing problem Fixed Alternate Routing (FAR) and Adaptive 
Routing (AR) approaches are used [1]-[4]. In FAR, each node 
in the network maintains routing table, calculated off-line, from 
which it is possible to determine the paths from one node to the 
other nodes in the network. A routing table between a pair of 
nodes contains a list of paths that are sorted ascending relative 
to the actual length. For arriving request between a pair of 
nodes the source node tries to select a path starting search of 
the list from the shortest path. In the absence of available path 
on the list with the required number of slots, the request is 
blocked. Because of the limited number of paths on the lists of 
the paths, FAR can only determine sub-optimal solutions. In 
the AR approach the path between a pair of nodes is selected 
online, based on link-state information which depend on the 
network connections being serviced. The most used form is 
shortest path routing (SP), which is a modified version of the 
Dijkstra algorithm [1]-[2]. In the absence of a path the request 
is rejected. In turn, the Spectrum Allocation can be realized 
after finding a path or in parallel, during the calculation of this 
path. After the connection is completed, the slots are released 
for the next connections.  
Among the many spectrum allocation schemes, some of 
them should be distinguished: First Fit spectrum allocation 
policy [5,6], Exact Fit spectrum allocation policy [5], First-Last 
Fit  spectrum allocation policy [6], Random Fit spectrum 
allocation policy [7], Last Fit spectrum allocation policy [7], 
Least Fit spectrum allocation policy [7] and Most Used Fit 
spectrum allocation policy [7]. Several of these will be briefly 
outlined here. First Fit spectrum allocation policy always tries 
to select from available slots of the path required number of 
slots with the lowest indices. Slots with higher indices remain 
available for future connections. In the absence of the required 
number of slots, the request is rejected. According to some 
authors the First Fit spectrum allocation policy is considered as 
one of the best allocation policies due to the small blocking 
probability and the low computational complexity function [8]. 
Exact Fit spectrum allocation policy tries to select from 
available slots of the path the block of adjacent slots whose size 
is equal to number of required slots for arriving requests. After 
finding such a block, the block slots are occupied, otherwise 
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the First Fit spectrum allocation policy is used. After applied  
this strategy, the spectrum fragmentation of the network is 
reduced to some extent. 
Regardless of the spectrum allocation policy used, spectrum 
fragmentation, which is a major factor of the spectrum 
degradation of the network, arises during spectrum allocation. 
In [8], simple methods have been proposed to improve the use 
of spectrum in the network. However, the price for this is to 
limit the bandwidth flexibility of arriving requests. It causes the 
fully flexible optical network to adapt to multi-bitrate optical 
networks, where only connection requests from a very limited 
set of spectrum values are allowed. In this work it was 
demonstrated that adopting multi-rate connections reduces 
spectrum fragmentation on network links. For requests from 
sets {2, 5, 8} of slots (marked in [8] as 2-5-8) more than 5% 
decrease in blocking probability was achieved by decreasing 
spectrum fragmentation on the link compared to flexible 
requests assuming values from 1 to 8 slots. Whereas in the case 
of network analysis, gain of 4% was obtained in comparison to 
elastic requests from 1 to 8 slots. Also in [6], a limited set of 
requests was applied, assuming that the spectrum requests 
belong to a set of {4, 10, 24} slots, achieving 100 Gb/s, 400 
Gb/s, and 1 Tb/s. In addition, three different spectrum 
allocation policies were proposed in this work, and the 
influence of these allocation policies on spectrum 
fragmentation was determined. The first of them, called 
Complete Sharing, is a well-known First Fit spectrum 
allocation policy. In [6] it is shown that the blocking 
probabilities for requests from assumed set of slots are very 
different. Higher spectrum requests (24 slots) are starved by 
lower spectrum connections. In order to alleviate these unfair 
connections the Pseudo Partition, called in [4] First-Last Fit 
allocation policy, was proposed. In this spectrum allocation 
policy all spectrum slots on the network links are split into two 
separabled partitions. This allows splitting of lower spectrum 
and higher spectrum connections on two different partitions. In 
the first partition, selecting the required number of slots for the 
arriving request is made from the lowest slot index by the First 
Fit spectrum allocation policy. In turn, in the second partition, 
selecting the required number of slots for the arriving request is 
made from the highest slot index also by the First Fit spectrum 
allocation policy. For a given set  Knnn ,...,, 21  of spectra of 
requests the objective is to split these spectra into two balanced 
groups. The basic problem for this spectrum allocation policy 
is to mix connections with different number of slots in each 
partition [6]. Therefore, another spectrum allocation policy, 
called Dedicated Partition [6], divides the whole spectrum of 
slots into a number of partitions equal to the number of 
elements in the set  Knnn ,...,, 21 . The k-th partition supports 
connections with kn  slots only. Within each partition, 
spectrum is allocated by the First Fit spectrum allocation 
policy. The results obtained in [6] confirm that for the 
Dedicated Partition the spectrum fragmentation is a decreasing 
function of the network load for a very limited set {4, 10, 24} 
of slots for arriving requests. In addition, for highest load 
values, the spectral fragmentation ratio is much smaller than 
for Complete Sharing and Pseudo Partition. The common 
feature of both articles [6] and [8] is that the arriving spectrum 
requests belong to two very limited sets of slots. 
In this work, the spectrum allocation policy, which is a 
modified version of the Exact Fit spectrum allocation policy, 
has been proposed. The proposed spectrum allocation policy 
with FAR based on the k-shortest path algorithm provide 
smaller number of rejected requests and smaller bandwidth 
blocking probability as compared to other well-known 
algorithms. In addition, the proposed spectrum allocation 
policy reduces spectrum fragmentation for any (flexible) 
number of slots in arriving requests. 
The remainder of the paper is organized as follows. The 
second section defines spectrum fragmentation ratio. In the 
third section the algorithm for solving spectrum allocation 
problem has been proposed. In the fourth section the results for 
different spectrum allocation policies are discussed. The fifth 
section provides a summary and conclusions. 
II. SPECTRUM FRAGMENTATION 
Before defining spectrum fragmentation in Flexible Optical 
Networks, the assumed variables in this article will be 
presented. Let the considered network be the graph   ENG , , 
where N is a set of nodes, and E is a set of arcs. Each arc from 
set E maps the unidirectional link. In addition, let D be a set of 
arc weights  jid , , defining the actual lengths of the links. In 
turn, let  FfffF ,...,, 21   be a set of slots supported by the 
transmission system on each network link. Let R be the symbol 
rate (in baud), while G (in slots) is the guard band on the 
network links between two the adjacent connections. The 
arriving request to the network is characterized by a triple 
),,( Cds , where s and d are source and destination nodes 
respectively, and C is the bit rate. The relationship between the 
bit rate C and the signal spectrum B (in Hz) for OFDM 
modulation, assuming that each sub-carrier has the same 
modulation format with m bits per symbol, can be defined as 
[1]: 
  RmRCB 12           (1) 
where:  mRCn 2  is the number of sub-carriers, equal to 
the required number of slots. 
Spectrum jiS ,  on link i, j can be represented as the sum jiL ,  of 








jiji baSS ),( ,,,,  , where: 
l
jia ,  
and 
l
jib ,   are the first and last slot of the l-th set respectively. In 
turn, the aggregated spectrum pS  of the path p is defined as the 







,          (2)  
Analogously, as for the link, aggregated path spectrum pS can 
be represented as available blocks of adjacent slots 
 lplpl baG , , where: lpa  and lpb  is the first and last slot of the 
block respectively.  
In figure 1.a. a four-node network connected by five edges is 
shown, where each edge represents a pair of oppositely 
directed links, each of which supports 14 slots. In turn, in 
figure 1.b. the current status of the available slots on each link 
is shown at some point in time. Considering that spectrum 
fragmentation is a major factor of spectrum degradation, a 
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spectrum fragmentation ratio defined similarly to [6] is 
introduced for a given path. However, it should be noted that 
the spectrum fragmentation ratio introduced here has an 
additional constraint, compared to the fragmentation ratio in 
[6], which provides bandwidth flexibility of the requested 
connections. Let us assume that blocks of available slots 
 321 ,, GGG  on path p consisting of links  ed ,  (Fig.1.a) 
between pair of nodes 2, 4 are  2,2,3  respectively (Fig.1.b). 
Let  lGv  be the maximum amount of spectrum that can be 
used in segment lG , assuming that the arriving requests are 
with spectrum kn  from the set }8,7,6,5,4,3,2{  of slots. 
Assumed number of slots ensures service of required traffic 
volume and guard band (one slot). To get the optimal solution 




kk yn         (3) 
Under constraints: l
k
kk Gyn        (4) 
 




kk nnyyn        (5) 
kZyk 
 ,  
where: ky  is the number of requests with kn  slots of 
spectrum.  
 
The formulated problem is the integer linear programming 
problem. For  **2*1* ,...,, Kyyyy    the objective function value 
is maximized and is equal to:   
k
kki ynGv
* . Now 





l GvGvFR  Equation (4) ensures that proposed 
fragmentation ratio is more useful than the fragmentation ratio 
in [6], since it takes into account bandwidth flexibility of 
requested connections. The FR for the whole network will be 
determined as the mean of the FR calculated for the first paths 
in the sequences of k-shortest paths between each pair of nodes. 
In turn, the FR for a path is determined by the periodic 
sampling during the simulation run. In order to solve the 
problem (2)  (4), a simple heuristic algorithm has been 
proposed, which is based on placing the subsequent number of 
slots in lG  from the set }8,7,6,5,4,3,2{  starting with the 
highest value. If a given number of slots kn  does not fit in the 
considered segment lG  then the number of slots is reduced by 
1. Below the algorithm (Algorithm 1) calculating 
l
lGv )(  is 
presented. The value )(
i
lGv  is calculated analogically, 
however, for a segment equal to  
l
lG . 
Algorytm 1 // Algorithm calculating  
l
lGv )( . 
1.  i11; //Counter of the analyzed slots; 
2.   j10;   //Counter of available slots; 
3.  n8 
4.  while  Fi 1  do 
5.      if trueiS p ]1[  then 
6.           j1j1 +1; 
7.          if  j1 = n then 
8.               )( lGv  )( lGv +n  
9.               j10  
10.          end if 
11.          if  n = 2 then n8 
12.              else nn 1; 
13.          end if 
14.      else while (j1 < n) and (n > 2) do 
15.                 n n1; 
16.             end while  
17.             if  j1 >= 2 then 
18.                 )( lGv  )( lGv +n  
19.             end if 
20.     end if 
21.     i1i1+1; 
22. end while  
23. return ( )( lGv ) 
 
III. SOLVING A SECTRUM ALLOCATION PROBLEM 
Before the algorithm solving the Spectrum Allocation 
problem will be presented, the spectrum fragmentation ratio 
for the path (d, e), which is shown on fig. 1.a and fig. 1.b, 













Fig. 1.a. Four-node network. 
 
From the fig.1b. it can be noticed that slots 2, 3, and 4, then 7 
and 8, and next 11 and 12 are available in the aggregate path 
spectrum. Let's assume that request of connection for two 
slots, one usable and the other guard band, between considered 
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Fig. 1.b. Example of spectrum slot occupancy in the network  




After using First Fit spectrum allocation policy, slots 2 and 3 
will be occupied and the FR will be 1-(2+2)/5=1/5. In turn, 
slots 7 and 8 will be occupied after using the Exact Fit 
spectrum allocation policy which will cause that FR is equal to 
1 (3+2)/5=0. This is confirmed by the fact that Exact Fit 
spectrum allocation policy limits spectrum fragmentation of the 
path. We will also determine the FR after occupying slots 11 
and 12. This FR will also be 0 (1 - (2 + 3)/5 = 0). It follows that 
the determined FR after occupying of these slots is the same as 
in the case of Exact Fit spectrum allocation policy. Let us also 
calculate the influence of the used spectrum allocation policies 
on the path (d, e) on FR of the path (a, d). For the First Fit 
allocation policy (occupied 2 and 3 slot), the FR on path (a, d) 
is equal to FR = 1- 2/4 = 1/2. For Exact Fit allocation policy 
(occupied 7 and 8 slot) fragmentation ratio is equal to FR = 1- 
3/4 = 1/4. In the last case, after occupying slots 11 and 12 on 
the path (d, e) the FR of path (a, d) equals FR=1 5/5=0. So 
what can we gain by choosing slots 11 and 12. When these 
slots are selected for allocation of arriving request, the slots 7 
and 8 are still available on all network links (compared to EF 
allocation policy), allowing two requests for two slots each on 
paths {(a, d), (c, e)} or {(b, e), (c, d)} respectively. Thus, this 
will reduce the number of rejected requests, reduce bandwidth 
blocking probability and reduce the average spectrum 
fragmentation ratio of the network. 
 Let's assume that this algorithm (selecting slots 11 and 12) 
will be called the  Improved Exact Fit spectrum allocation 
policy (IEF). Below the Improved Exact Fit spectrum 
allocation policy is presented, assuming that it will be used in 
the in k-shortest path algorithm. The computational complexity 
function of this algorithm will be determined for a single 
connection request. In addition, it will be compared with First 
Fit and Exact Fit spectrum allocation policy. For all three 
spectrum allocation policies, the computational complexity 
function of the path spectrum aggregation is )( FLO , where L 
is the length of the longest path among all pairs of  network 
nodes. In turn, the spectrum allocation for First Fit and Exact 
Fit spectrum allocation policy (in the worst case scenario) 
requires reviewing the whole aggregate spectrum of the path. 
Therefore, the computational complexity function, taking into 
account the number of paths equal to k (in k-shortest path 
algorithm), is )())(( LFOFFLkO  . In turn, the 
Improved Exact Fit allocation policy must be completed by the 
required number of steps (lines 15 through 21) necessary to 
determine the number of available slots from f1 to f2 of the 
remaining network links. Hence, the total function of 
computational complexity can be written as: 
)))((())))(((( nLELFOnLEFFLkO  , where n  
is the average number of slots for the arriving request. 
 
Input: Aggregated spectrum pS  of the path p between a pair 
of nodes and required number of slots n.  
Output: Spectrum of available slots from f1 to f2, where 
1  1 f-f2 n  ;  
Improved Exact Fit spectrum allocation policy; 
1.  i11; // Counter of the analyzed slots; 
2.  j11;   // Counter of available slots; 
3.  Old number of available slotsinf; 
4.  resultfalse // After finding the first n slots result will      
assume true  
5.  while  Fi 1  do; 
6.      if  trueiS p ]1[  then 
7.            if j1 =1 then temp_f1i1; end if 
8.            if j1 = n then 
9.                 temp_f2i1; //n=f2 –f1  + 1  
10.  if not(result) then  // If there is no any block with  
n slots, FF is used 
11.                 resulttrue; 
12.                 f1temp_f1; f2temp_f2; 
13.            end if 
14.               Number of available slots0; 
15. for each i, j E \ p do // Determine the available 
slots from temp_f1 to temp_f2  
16.                    for l:=temp_f1 to temp_f2 do 
17.                         if  truelS ji )(,  then 
18.                             Number of available slots Number of 
available slots + 1 
19.                        end if 
20.                 end for 
21.             end for     
22.                 if ( )11_( ftemp  or ( )11_( ftemp and 
  )11_( falseftempS p  )) and  
( )2_( Fftemp    or ( )2_( Fftemp   and          
  )12_( falseftempS p  )) then 
24.                if  Number of available slots  < Old number of   
 available slots then 
25.                      Old number of available slots  Number of   
available slots; 
26.                       f1temp_f1;  f2temp_f2; 
27.                  end if 
28.              end if 
29.          end if    
30.          j1j1+1; 
31.     else j11; 
32.     end if 
33.     i1i1+1; 
34. end while  
35. if result then return(f1, f2) else blocking; end if   
IV. OBTINED RESULTS  
This section compares the results obtained from the proposed 
spectrum allocation policy with results from other well-known 
spectrum allocation policies. For all spectrum allocation 
policies, the routing problem was solved by the k-shortest path 
algorithm for k equal to 6. It should be noted, however, that the 
problem of routing can also be solved by the modified 
Dijkstra’s algorithm. 
The study was carried out for two different networks whose 
topological structures are shown in Figure 2. The first one 
(Figure 2.a) is the NSFNET [1] network, which contains 14 
nodes connected by 22 edges. The second is the Deutsche 
Telekom network,  which also  contains 14 nodes connected by 
 











































































Fig. 2. Topology structure of the network: a) the NSFNET b) the DT. 
 
23 [9]  edges.  Each edge on  both  figures  represents a pair of 
oppositely directed unidirectional links and each of them 
supports F  slots. The numerical values on the edges of the 
graph determine their actual lengths. Verification of these 
algorithms was made on the basis of the Monte Carlo method. 
In the simulation model it was assumed that the bandwidth 
request stream between each pair of nodes (s, d) is the Poisson 
with the parameter   and the duration of the connection has 
an exponential distribution with the parameter =1. The binary 
rates of requests have a uniform distribution between 20 GBps 
and 120 Gbps with an average value equal to  C =70 Gbps. 
The volume of traffic between each pair of nodes is 
  and is expressed in Erlang. Furthermore, it is 
assumed that the symbol rate is R = 5 Gbaud. Knowing the 
number of pairs of nodes in the network and the average value 
of traffic between each of them, the total value of network 
traffic can be defined as )1( NN . In this work it was 
assumed that the modulation level m for each sub-carrier is 
equal to 2 (two bits per baud). The study was performed in 
dynamic conditions, which means that the requests are 
connected and disconnected. Results are recorded after the 
system receives a steady state which occurs after arrival of 
1000 requests to the network for each topology. To estimate 
the simulation results, the simulation run was repeated 30 
times for each network load value.  The confidence intervals 
were calculated for confidence factor 1−α equal to 0.95. 
During the study, the Improved Exact Fit policy was compared 
with First Fit, First-Last Fit and Exact Fit allocation policies. It 
should be noted that Exact Fit is an improved version of First-
Fit allocation policies, while Improved Exact Fit is an 
improved version of Exact Fit allocation policies. 
Tables IA. and IB. show the number of blocked requests 
depending on the volume of traffic offered to the network (in 
Erlang), for both considered network topologies: NSFNET and 
DT respectively. It should be noted that the obtained results are 
fully in line with expectations. Among First Fit, Exact Fit and 
Improved Exact Fit algorithms, the smallest number of 
requests for both networks is rejected by Improved Exact Fit 
allocation policy, while the largest number of requests rejects 
the First Fit allocation policy for all network load. In turn, the 
most requests, among the tested algorithms for the same load, 
are rejected by the Firs-Last Fit allocation policy. It should be 
emphasized here that in [6] First-Last Fit allocation policy was 
compared to the Complete Sharing and Dedicated Partition 
algorithms only for a very limited set of requests. The binary 
rate of these requests was 100 Gb/s, 400 Gb/s and 1 Tb/s 
corresponding to the number of 4, 10 and 24 slots respectively 
(multi-bitrate requests). In contrast, in this work the First-Last 
Fit allocation policy was tested for the fully bandwidth 
flexibility of the arriving requests. The aggregate spectra of 
paths in this article are divided as follows: the first partition 
contains slots from 1 to 160 and serving connections of 3, 6 
and 7 slots; while the second partition contains slots from 161 
to 330 and serving connections of 4, 5 and 8 slots. Only in [10] 
the First-Last Fit allocation policy has been confronted with 
other allocation policies (First Fit, Exact Fit and Random Fit 
allocation policy), but the authors of this work do not provide 
either the bandwidth (in slots) or the binary bit rate in the 
arriving requests. In turn, tables IIA. and IIB. show the 
bandwidth blocking probability depending on the total load for 
both networks. The bandwidth blocking probability of the 
network is defined here as the volume of rejected traffic to the 
total traffic offered to the network. The results obtained for the 
First Fit, Exact Fit, and Improved Exact Fit allocation policies 
show the same dependency as for the number of blocked 
requests. Although the differences are small for these three 
allocation policies, the least bandwidth blocking probability is 
obtained for the Improved Exact allocation policy. The highest 
bandwidth blocking probability was obtained, similarly as for 
rejected requests, for the First-Last Fit allocation policy. In 
turn, fig. 3.a and fig. 3.b show the spectrum fragmentation 
ratio for both networks, assuming uniform distribution for the 
number of slots (constraint (5)) in arriving requests. Both 
figures show that the highest spectrum fragmentation ratio 
occurs after using the First Fit allocation policy, whereas the 
least spectrum fragmentation ratio occurs after using First-Last 
Fit allocation policy, for all load of both networks. Although 
the First-Last Fit allocation policy rejects the most requests 
and provides the highest bandwidth blocking probability, it 
ensures the smallest spectrum fragmentation ratio. This is 
because splitting the connections into two subsets {3, 6, 7} and 
{4, 5, 8} provides better utilization of the slots in aggregate 
spectra of paths for both partitions. The proposed allocation 
policy provides a much smaller spectrum fragmentation ratio 
than the First Fit allocation policy and slightly smaller than the 
Exact Fit allocation policy. 
 




 NUMBER OF BLOCKED REQUESTS DEPENDING ON TOTAL LOAD FOR NSFNET NETWORK 
Load 
Erl 
First Fit First-Last Fit Exact Fit Imp. Exact Fit 
182 0,000,00 
 








































 NUMBER OF BLOCKED REQUESTS DEPENDING ON TOTAL LOAD FOR  DT NETWORK 
Load 
Erl 
First Fit First-Last Fit Exact Fit Imp. Exact Fit 





































BANDWIDTH BLOCKING PROBABILITY DEPENDING ON THE TOTAL LOAD FOR NSFNET NETWORK. 
Load 
Erl 










































TABLE IIB.  
BANDWIDTH BLOCKING PROBABILITY DEPENDING ON THE TOTAL LOAD FOR DT NETWORK. 
Load 
Erl 
First Fit First-Last Fit Exact Fit Imp. Exact Fit 
182 0.000000.00000 
 


































































 - First Fit  - First-Last Fit
 - Exact Fit  - Imp. Exact Fit
 
Fig. 3.a. Spectrum fragmentation ratio depending on the load 





























 - First Fit  - First-Last Fit
 - Exact Fit  - Imp. Exact Fit
 
Fig. 3.b. Spectrum fragmentation ratio depending on the load 
for DT network. 
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V. SUMMARY AND CONCLUSIONS  
The study presented in this article focuses on spectrum 
allocation policy and routing algorithm based on the k shortest 
paths that are used to solve the RSA problem in Flexible 
Optical Networks. However, the proposed spectrum allocation 
policy can also be used with adaptive routing algorithms based 
on the Dijkstra’s algorithm. Particular attention has been paid 
to First Fit, Exact Fit and First-Last Fit spectrum allocation 
policies. In addition, a new Improved Exact Fit spectrum 
allocation policy is proposed, which is a modified version of 
the Exact Fit allocation policy. In this article a special attention 
was paid to the impact of spectrum allocation policy on the 
number of rejected requests, the bandwidth blocking 
probability and the spectrum fragmentation ratio considering 
the bandwidth flexibility of the requested connections. 
Presented study has shown that the proposed Improved 
Exact Fit spectrum allocation policy provides the smallest 
number of rejected requests and the least bandwidth blocking 
probability than previously well-known spectrum allocation 
policies for all network load. It should be noted, that spectrum 
fragmentation using the proposed spectrum allocation policies 
is much smaller than after using First Fit allocation policy and 
slightly smaller than after using Exact Fit allocation policy. 
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