We study behavior of the restricted maximum likelihood (REML) estimator under a misspecified linear mixed model (LMM) that has received much attention in recent gnome-wide association studies. The asymptotic analysis establishes consistency of the REML estimator of the variance of the errors in the LMM, and convergence in probability of the REML estimator of the variance of the random effects in the LMM to a certain limit, which is equal to the true variance of the random effects multiplied by the limiting proportion of the nonzero random effects present in the LMM. The aymptotic results also establish convergence rate (in probability) of the REML estimators as well as a result regarding convergence of the asymptotic conditional variance of the REML estimator. The asymptotic results are fully supported by the results of empirical studies, which include extensive simulation studies that compare the performance of the REML estimator (under the misspecified LMM) with other existing methods.
some recent papers (Fan et al. 2012 , Reid et al. 2013 . Secondly, the significance tests for the estimated coefficients in sparse regression (Lockhart et 
Misspecified LMM and REML estimation
Consider a LMM that can be expressed as
where y is an n × 1 vector of observations; X is a n × q matrix of known covariates; β is a q × 1 vector of unknown regression coefficients (the fixed effects);Z = p −1/2 Z, where Z is an n × p matrix whose entries are random variables. Furthermore, α is a p × 1 vector of random effects that is distributed as N(0, σ 2 α I p ), I p being the p-dimensional identity matrix, and ǫ is an n × 1 vector of errors that is distributed as N(0, σ 2 ǫ ), and α, ǫ, and Z are independent. The estimation of σ 2 ǫ is of main interest. Without loss of generality, assume that X is full rank.
The LMM (1) is what we call assumed model. In reality, however, only a subset of the random effects are nonzero. More specifically, we have α = {α n × m, and Z (2) is n × (p − m). Therefore, the true LMM can be expressed as
With respect to the true model (2) , the assumed model (1) is misspecified. We shall call the latter a misspecified LMM, or mis-LMM. However, this may not be known to the investigator, who would proceed with the standard mixed model analysis (e.g., Jiang 2007, ch. 1) to obtain estimates of the model parameters, based on (1) . This is what we referred to as MMMA. In this paper, we will be focusing on REML method (e.g., Jiang 2007, sec.
1.3.2)
. Furthermore, following Jiang (1996) , we consider estimation of σ 2 ǫ and the ratio γ = σ 2 α /σ 2 ǫ . According to Jiang (2007, sec. 1.3.2) , the REML estimator of γ, denoted bŷ γ, is the solution to the equation
where
with V γ = I n + γZZ ′ . Equation (3) is combined with another REML equation, which can be expressed as
to obtain the REML estimator of σ 2 ǫ , namely,σ 2 ǫ = y ′ P 2 γ y/tr(Pγ). In the context of mixed effects models, asymptotic behavior of the REML estimators is well established (Das 1979 , Cressie and Lahiri 1993 , Richardson and Welsh 1994 , Jiang 1996 . Note that the standard LMM is a conditional model, on the X and Z; hence, in particular, the matrix Z is nonrandom. However, this difference is relatively trivial. A more important difference is, as noted, that the LMM (1) is misspecified. Nevertheless, what appears to be striking is that the estimatorσ 2 ǫ is, still, consistent. On the other hand, the estimatorγ converges in probability to a constant limit, although the limit may not be the true γ. In spite of the inconsistency ofγ, when it comes to estimating some important quantities of genetic interest, such as the heritability (see below), REML still provides the right answer. Before presenting any theoretical results, we first illustrate with a numerical example that also highlights the practical relevance of our theoretical study.
A numerical illustration
In GWAS, SNPs are high-density bi-allelic genetic markers. Loosely speaking, each SNP can be considered as a binomial random variable with two trials and the probability of "success" is defined as "allele frequency" in genetics. Accordingly, the genotype for each SNP can be coded as either 0, 1 or 2. In our simulation, we first simulate the allele frequencies for p SNPs,
where f j is the allele frequency of the j-th SNP. We then simulate the genotype matrix
n×p , with rows corresponding to the sample/individual and columns corresponding the SNP. Specifically, for the j-th SNP, the genotype value of each individual is sampled from {0, 1, 2} according to probabilities
, and f 2 j , respectively. After that, each column of U is standardized to have zero mean and unit variance, and the standardized genotype matrix is denoted as Z.
(2010), an LMM was used to describe the relationship between a phenotypic vector y and the standardized genotype matrixZ:
where 1 n is the n × 1 vector of 1's, µ is an intercept, α is the vector of random effects, I n is the n × n identity matrix, and ǫ is the vector of errors. An important quantity in genetics is "heritability", defined as the proportion of phenotypic variance explained by all genetic factors. For convenience, we assume that all of the genetic factors have been captured by the SNPs in GWAS. Under this assumption, the heritability can be characterized via the variance components in model (5):
Note that the definition of heritability by (6) assumes that α j ∼ N(0, σ 2 α ) for all j ∈ {0, 1, 2, . . . , p}. However, in reality, only a subset of the SNPs are associated with the phenotype. A correct model therefore is
where m is the total number of SNPs that are associated with the phenotype, α (1) is the subvector of α corresponding to the nonzero components that are associated with the SNPs,
being the submatrix of Z corresponding to the associated SNPs.
In this case, the heritability should instead be given by
In practice, it is impossible to identify all of the m SNPs due to the limited sample size.
Therefore, we follow model (7) while simulating the phenotypic values, but pretend that we do not know which SNPs are associated with the phenotype. This means that we simply use all the SNPs in Z to estimate the variance components, σ 2 α and σ 2 ǫ in model (5). The estimated heritability is then obtained aŝ
In this illustrative simulation, we fixed n = 2, 000, p = 20, 000, σ 2 ǫ = 0.4 and varied m from 10 to 20, 000. We also set the variance component σ 2 α = 0.6p/m so that the proportion of phenotypic variance explained by genetic factors h 2 true = 0.6, based on (8). We repeated the simulation 100 times. As shown in Figure 1 .2, there is almost no bias in the estimated h 2 regardless of the underlying true model, whether it is sparse (i.e., m/p is close to zero) or dense (i.e., m/p is close to one). This suggests that the REML works well in providing unbiased estimator of the heritability despite the model misspecification. Throughout this paper, we assume that q, the dimension of β, is fixed, while n, p, and m increase. For the simplicity of illustration, let us first assume that n, p, m → ∞ such
Outline of theoretical results
where 0 < τ, ω ≤ 1 are constants. Note that τ is the limiting ratio of the sample size and the number of random effects, while ω is the limiting proportion of the nonzero random As far as the consistency is concerned, condition (10) can be relaxed to
so that, with probability tending to one, that there exist REML estimators,γ,σ 2 ǫ , such that (i)σ Note that the estimated heritability, (9) , can be written aŝ
On the other hand, the true heritability, (8) , can be written as
Because (p/m)γ converges in probability to γ 0 , when we replace the (p/m)γ in (12) by γ 0 , the resulting first-order approximation of (12) is exactly (13) . It should also be noted that condition (11) requires that the limiting lower bound be positive. This may explain why the bias for m = 10 in Figure 1 is much more significant compared to other cases, because the ratio m/p in this case, 10/20000 = 0.0005, is fairly close to zero.
As mentioned, the asymptotic results can be extended to the case where the design matrix, Z, for the random effects is standardized. Let U = (u ik ) 1≤i≤n,1≤k≤p whose entries
In other words, the new Z matrix has the sample mean equal to 0 and sample variance equal to 1 for each column. We then defineZ = p −1 Z, and proceed as in (1) . Also, as noted, in GWAS, the entries of U are generated from a discrete distribution which assigns the probabilities θ 2 , 2θ(1 − θ), (1 − θ) 2 to the values 0, 1, 2, where θ is pre-specified so that θ ∈ (0.05, 0.5); however, there is also interest in the case where the entries of U are normal. Under the discrete distribution, it makes no difference if we standardize the discrete distribution so that is has mean 0 and variance 1, so, without loss of generality, the entries of U are u ik = (d ik − µ)/σ, where d ij has the above discrete distribution, µ = E(d ik ) = 2(1 − θ), and σ 2 = var(u ik ) = 2θ(1 − θ).
Both the Gaussian and discrete cases can be treated under the framework of the following broader class of distributions (e.g., Hsu et al. 2012) . Let ξ 1 , . . . , ξ n be random variables.
We say ξ = (ξ i ) 1≤i≤n is sub-Gaussian if there exists σ > 0 such that for all λ ∈ R n we have E(e λ ′ ξ ) ≤ e |λ| 2 σ 2 /2 . The asymptotic results regarding the MMMA are extended to the sub-Gaussian class.
In addition to the consistency results, we also study convergence rate and asymptotic variance property of the REML estimator under the mis-LMM. The results provide further insights into the asymptotic behavior of these estimators.
Preliminaries
A key component for our proofs is the following celebrated result in random matrix theory (e.g., Paul and Aue 2013). Let Z be an n×p matrix whose entries are i.i.d., complexvalued random variables with mean 0 and variance 1, where n → ∞ as p → ∞ such that n/p → τ , as in (10) . We are interested in the asymptotic behavior of the empirical spectral
where λ 1 , . . . , λ n are the eigenvalues of S.
Lemma 1. (Marčenko-Pastur law) Suppose (10) holds. Then, as p → ∞, the ESD of S converges almost surely (a.s.) in distribution to the Marčenko-Pastur (M-P) law,
, and f τ (x) = 0 elsewhere, where
A result that is frequently referred to is the following corollary of Lemma 1, which is a consequence of convergence in distribution (e.g., Jiang 2010, p. 45).
Corollary 1. Under the assumptions of Lemma 1, we have, for any positive integer
The next result is regarding the extreme eigenvalues of S (e.g., Bai 1999, th. 2.16). Let λ min (S) (respectively, λ max (S)) denote the smallest (largest) eigenvalues of S.
Lemma 2. Suppose that, in addition to the assumptions of Lemma 1, the fourth moment of
the entries of Z are finite. Then, we have, as p → ∞, λ min (S) a.s.
Let ξ 1 , . . . , ξ n be random variables. We say ξ = (ξ i ) 1≤i≤n is sub-Gaussian if there exists
course, is a member of the sub-Gaussian class. The following is a restatement of Lemma
of Vershynin (2011).

Lemma 3. A random variable ξ is sub-Gaussian if any of the following equivalent condi-
tions hold:
If, moreover, E(ξ) = 0, then the following is equivalent to (I) and (II):
Define the sub-Gaussian norm of a random variable ξ as
Clearly, by (II) of Lemma 3, ξ is a sub-Gaussian random variable if and only if |ξ| ψ 2 < ∞.
One of the useful characteristics of sub-Gaussianity is that it is preserved under linear combinations. Specifically, we have the following result.
Lemma 4. (Vershynin 2011, lem. 5.9) . Suppose that X 1 , . . . , X n are independent subGaussian random variables, and
Lemma 4 follows easily from the equivalent characterizations in Lemma 3, specifically, by using the moment generating function. The following simple corollary is very useful for our applications.
The following result, due to Rudelson and Vershynin (2013) , is a concentration inequality for quadratic forms involving a random vector with independent sub-Gaussian components. It is referred to as Hanson-Wright inequality. For any matrix A of real entries, the spectral norm of A is defined as A = λ 1/2 max (A ′ A) and the Euclidean norm is defined as
where the ξ i 's are independent random variables satisfying E(ξ i ) = 0 and max 1≤i≤n ξ i ψ 2 ≤ K < ∞. Let A be an n × n matrix. Then, for some constant c > 0, we have, for any t > 0,
In the settings that we are interested in, we have E(ξ 2 i ) = 1 for all i and so E(ξ ′ Aξ)
reduces to tr(A).
The next result, well known in random matrix theory (e.g., Bai and Silverstein 2010; sec. A.5, A.6), is regarding perturbation of the ESD.
Lemma 5.
For any n × p matrices A, B we have
, where for a real-valued function g on R,
2 , where the Levy distance between two distributions, F and G on R, is defined as L(F, G) = inf{ǫ > 0 :
The following result is implied by Lemma 2 of Bai and Yin (1993).
Lemma 5 and Lemma 6 are used to study the asymptotic ESD of symmetric random matrices involving the standardized design matrix. Note that the standardized design matrix can be expressed as
s , whereū = (ū 1 , . . . ,ū p ), and D s = diag(s 1 , . . . , s p ) (where ⊗ denotes the Kronecker product). Let A be the matrix associated with the REML estimation (see the beginning of the proof of Theorem 1 below).
The following corollary is proved in Section 5. 
Main theoretical results
First we state a result regarding the consistency of the misspecified REML estimator of σ 2 ǫ ,σ 2 ǫ , and convergence in probability of the misspecified REML estimator of γ,γ. Throughout this section, the design matrix, Z, is assumed to be the standardized, as described near the end of Section 1, where the entries of U are i.i.d. sub-Gaussian. 
Remark 1.
It is interesting to note that the limit ofγ in (i) depends on ω, but not τ . More specifically, the limit is equal to the true γ multiplied by ω, the limiting proportion of the nonzero random effects (see the remark below (10) ). The result seems totally intuitive.
Remark 2. On the other hand, part (ii) of Theorem 1 states that the REML estimator of σ 2 ǫ
is consistent in spite of the model misspecification.
As far as the consistency ofσ 2 ǫ is concerned, condition (10) can be relaxed. We state this as a corollary of Theorem 1. Theorem 1, condition (10) is weakened to (11) . Then, with probability tending to one, there are REML estimators,γ,σ Given the consistency ofσ ǫ , more precise asymptotic behavior of the latter is of interest.
Corollary 4. Suppose that, in
As noted, the estimation of σ 2 ǫ is also of main practical interest. The following result establishes convergence rate of the REML estimator of σ 2 ǫ as well as that of the adjusted REML estimator of γ.
Theorem 2. If, in the assumption of Theorem 1, (10) is strengthened to
then we haveγ
, where t 1 = O P ( log n/n) and t 2 = o P ( log n/n). The leading term, t 1 , has the property that its conditional variance on Z, multiplied by n, converges in probability to a constant limit. It is in the latter sense that the REML estimator of σ 2 ǫ has a convergent asymptotic conditional variance at the rate 1/n.
The proofs of the theorems are given in Section 5.
Note. Although, throughout this paper, we have assumed that the dimension of β, q, is fixed (see the beginning of Section 1.3), the proofs show that the results of Theorem 1 and Theorem 2 remain valid as long as q = o( √ n). Another consequence of the latter condition is following. Throughout this paper, the matrix of covariates, X in (1), is considered fixed.
This is equivalent to the assumption that X and Z, ǫ are independent. However, as long as
, the independence of X and Z is asymptotically ignorable in that the results of Theorem 1 and Theorem 2 continue to hold even if X is not independent with Z. This is because the REML procedure depends on X only through the matrix A, which has the property that A ′ X = 0 and A ′ A = I n−q . Furthermore, as argued near the end of the proof of Theorem 1 (see Section 5.
3), what is actually at play is the matrix AA ′ = I n − P X , and
It turns out that, under the latter condition, P X is ignorable in all of our asymptotic arguments; in other words, one can replace AA ′ by I n and the results do not change.
More simulation studies
To demonstrate our theoretical results numerically, we carry out more comprehensive simulation study following the same procedures as described in Section 1.2. The h 2 was also set at 0.6 (σ 2 e = 0.4 and γ = 1.5). We fix the ratio τ = n/p = 0.1 and varied ω = m/p from 0.001 to 1. We examine the performance of the REML, under the mis-LMM, in estimating γ and σ 2 e as n varies from 1000 to 5000. The performance of the adjusted REML estimator of γ for ω = 0.01 is shown in Figure 2 . It appears that the adjusted REML always gives nearly unbiased estimate of γ, confirming our observations confirming our observations in Section 1.2 and theoretical results, namely, part (ii) of Corollary 4. More importantly, as both n and p increase (with n/p fixed at 0.1), the standard deviation of the estimate decreases. 
Proofs
Proof of Corollary 3
Note that ζ = (M − L)D −1 s , where M = A ′ U and L = A ′ū ⊗ 1 n ,
and that M is
(n − q) × p whose entries are independent sub-Gaussian, with mean 0, variance 1, and
By Lemma 1, the ESD ofMM ′ converges a.s. in distribution to the M-P law. On the other hand, writeB = M −L and note that rank(L) ≤ rank(ū ⊗ 1 n ) = 1. Thus, by (i) of Lemma 5, we have
; hence, the ESD ofBB ′ converges a.s. in distribution to the M-P law, and λ min (BB ′ ) and λ max (BB ′ ) converge a.s. to b − (τ ) and b + (τ ), respectively. 
which is O a.s. (1) by Lemma 2, and tr(LL 
2 , and
It follows that Ã −B
hence the ESD ofÃÃ ′ converges a.s. in distribution to the M-P law. −→ 0, but this follows from
Note thatÃÃ
a.s.
−→ 0.
Notation
Some notation will be used throughout the next two subsections. Most of these have been introduced before; we summarize below for convenience. Recall that A is an n × (n − q) matrix with A ′ X = 0 and
with Σ = Σ γ = I n−q + γŪ (e.g., Jiang 2007, p. 13);
Finally, we introduce the function
where f τ denotes the pdf of the M-P law with the parameter τ ∈ (0, 1]. Some special cases are, with the notation,
We shall also write γ * = ωγ 0 .
Proof of Theorem 1
Our approach is to first consider a simplified version of Theorem 1, in which the entries of Z are i.i.d. N(0, 1), and then extend the proof by explaining how to relax the restriction.
Part (i).
First consider the asymptotic hehavior ofγ. For any fixed γ > 0, write ∆ = ∆(γ) and B = B γ for notational simplicity. Note that ζ is (n − q) × p, whose entries are independent N(0, 1). Straight calculation, and Corollary 1, show that tr(P γ ) = tr(Σ −1 ) = O P (n), and tr(P γZZ ′ ) = tr(Σ −1Ū ) = O P (n).
Next, write ∆ = E(∆|Z) + ∆ − E(∆|Z) = ∆ 1 + ∆ 2 . By the normal theory (e.g., Jiang
2007, p. 238), it can be shown that var(∆|Z) = 2σ
On the other hand, we have tr(
by Corollary 1, where Σ 0 is Σ with γ replaced by γ 0 ;
, and
It follows that var(∆|Z) = O P (n −1 ), hence, for any δ > 0, we have P{|∆ − E(∆|Z)| > δ|Z} ≤ δ −2 var(∆|Z) P −→ 0, as n → ∞. Thus, by the dominated convergence theorem,
Next, we have 
where λ k , 1 ≤ k ≤ n − q are the eigenvalues ofŪ. Similarly, we have
Also, we have
(1) }, and
On the other hand, note that tr{Σ
Using a matrix identity (e.g., Sen and Srivastava 1990, p. 275), we have
Thus, after some tedious derivation, we have the expression
Note that ζ k is independent with Σ −k . Thus, by Proposition 1, we have, for any 1 ≤ k ≤ m and t > 0,
where c and K are some positive constants. If we let
then, it is seen that the min in (21) is ≥ 2 log(m)/c. It follows that P{t
On the other hand, we have Σ 
Similarly, write
−k . By a similar argument, it can be shown that
Also, by an earlier expansion, it can be shown that
It follows, by (23) and (25), that
Furthermore, by the same expansion, and (25), it can be shown that
where the O P does not depend on k. It follows, by (24) and (27) , that
By (20), (26) , and (28), it can be shown that a 1 − O P ( log n/n) < ζ ′ k Gζ k /(n − q) < a 1 + O P ( log n/n), where the O P s do not depend on k, and (1) }/(n − q) P −→ ωd 1 , where
By a similar argument, we have b 2 /c 2 P −→ (f 2 + γ 0 ωd 2 )/g 2 , where
We have proved that ∆ 1 converges in probability to a constant limit. The next thing we do is to determine the limit, in a different way. This is because the expression of the limit given above involving the d's is a bit complicated, from which it is not easy to make a conclusion. To this end, it is easy to show that 0 ≤ b j /c j ≤ (γ 0 /γ) ∨ 1, j = 1, 2. Thus, by the dominated convergence theorem, E(b j /c j ) converges to the same limit as b j /c j , j = 1, 2. On the other hand, it can be shown that
Furthermore, it is easy to show that 0
. Thus, by Lemma 1 and, again, the dominated convergence theorem, the right sides of (29) and (30) converge to the limit l 1 , l 2 , respectively, where
2 }dx/g 1 , and w 2 = f 1 /g 2 . Thus, with a little bit of algebra, it follows that the limit of
, and u 2 − u 1 > 0 by a well-known inequality (e.g., Jiang 2010, pp. 147-148).
Finally, recall that ∆ = ∆(γ). Thus, in conclusion, we have shown that ∆(γ) converges in probability to a constant limit, which is > 0, = 0, or < 0 depending on whether γ is < γ * , = γ * , or > γ * . This proves (i).
Part (ii).
Write ξ = A ′ỹ . We have
, by Lemma 2, and tr(G) ≤ λ max (Ū )(n−q)O P (n−q). Furthermore, for any 0 < γ ≤ 2γ 0 , we have (n−q) 
part (i) of Theorem 1, whereγ lies between γ * andγ.
Next, by the proof of part (i), it is easy to show that, with γ = γ * , we have
where l 2 is defined in the proof of part (i) with
. This proves part (ii).
We have proved the theorem under the assumption that the entries of Z are independent N(0, 1). We now explain how the result can be extended under more general conditions.
The first extension is to the case where the entries of Z are i.i.d. sub-Gaussian. The only place in the proof where the normality was used was in the early going of part (i), where the normality of Z implied that the entries of ζ = A ′ Z are also independent N(0, 1).
However, the way A is involved is always through AA ′ = P X ⊥ = I − P X , where P X = X(X ′ X) −1 X ′ , and P X has rank q, which is fixed (see the beginning of Section 1.3). It turns out that P X is negligible in the sense that the difference, after replacing AA ′ by I, the (n × n) identity matrix, it does not affect the order of the approximation in every single place throughout the proof. Furthermore, when A is replaced by I, the entries of ζ are clearly i.i.d., and the rest of the proof applies without any change to the case where the entries of Z are independent sub-Gaussian. This extends the result to the latter case.
The next extension is to the case of standardized design matrix. Using the preliminary results, namely, Lemma 5, Lemma 6 and Corollary 3, it can be shown that, the difference induced by the standardization is negligible in the same sense.
All the extensions have been verified, step-by-step, throughout the proof to make sure that the results of Theorem 1 remain valid for the case where Z is the standardized design matrix as described in Section 1.3 (also above Corollary 3), where the entries of U are i.i.d.
sub-Gaussian. The detailed verifications, which are tedious, are omitted.
Proof of Theorem 2
Recall thatγ solves equation (3), andσ 2 ǫ is given by the right side of (4) with γ =γ. It follows that ∆(γ) = 0 andσ 2 ǫ = s(γ). Theorem 1 has established thatγ P −→ γ * . Because ∆(γ) = 0, by the Taylor series expansion, and some algebra, we havê
Here we also use the fact that ∆ ′ (γ * ) converges in probability to a nonzero quantity. Indeed, from the proof of Theorem 1, it can be checked that ∆ ′ (γ) converges in probability, for every fixed γ, to ∆ ′ ∞ (γ), where
and the difference within the {· · · } is positive. It follows that
Next, a Taylor series expansion of s(γ) yieldsσ
which, combined with (31), leads to the expansion
Write s(γ) = s 1 (γ) + s 2 (γ), where s 1 (γ) = E{s(γ)|Z} and s 2 (γ) = s(γ) − s 1 (γ). It was shown in the proof of Theorem 1 that s 1 (γ) = σ 
Note thatw|Z ∼ N(0, I n−q ). Also recall (from the proof of Theorem 1, part (i)) that
, and, similarly,
As in the proof of Theorem 1, part (ii), write ξ = A ′ỹ , and observe that
.
We have E(
With these, using similar derivations to the proof of Theorem 1, we conclude that
(see (16) for notation). Thus, going back to (33), we can writê
We shall argue that all of the terms on the right side of (35) except those in the second line are o P ( log n/n), while the terms in the second line are O P ( log n/n). For the last two lines, it suffices to show that
. Note that (36) also ensuresγ − γ * = O P ( log n/n) by virtue of (31), the convergence of ∆ ′ (γ * ) to ∆ ′ ∞ (γ * ), and (32) . In order to establish (36), we need the following lemma. 
The proof of Lemma 7, which is omitted, follows closely the note regarding AA ′ near the end of the proof of Theorem 1. The advantage of this lemma is that, because the entries of Z are independent sub-Gaussian with mean 0, unit variance, and bounded fourth moments, the behavior of the trace on the right side of (37) is well studied. Indeed, we can use Theorem 9.10 of Bai and Silverstein (2010) on the asymptotic behavior of linear spectral statistics to claim that, for all k ≥ 1, l ≥ 0, we have
Equation (38), combined with (14) , (16) and (37), imply that for all k ≥ 1, l ≥ 0, we have
Therefore, we have (n − q) −1 c j (γ * ) − c j,∞ (γ * ) = O P (n −1 ), j = 1, 2, where c 1,∞ (γ * ) = h 1,1 (γ * ) and c 2,∞ (γ * ) = h 1,0 (γ * ).
On the other hand, by the proof of Theorem 1, part (i), and (37), we have (n − q) −1 b j (γ * ) − b j,∞ (γ * ) = O P ( log n/n), j = 1, 2, where b 1,∞ (γ * ) = h 2,1 (γ * ) + γ * {1 + τ γ * h 1,0 (γ * )} −2 {τ h that ∆ 1 (γ * ) = O P ( log n/n). On the other hand, it is seen from the proof of Theorem 1 that ∆ 2 (γ * ) = O P (n −1/2 ). Therefore, (36) holds.
By similar arguments, it can be shown that the terms in the second line of the right side of (35) are O P ( log n/n).
Next, by the expressions of s 2 (γ), ∆ 2 (γ), we can write the first line of the right side of 
Using the same arguments as in the proof of Theorem 1, it can be shown that when multiplied by n, the terms on the right sides of (40), (41) and (42) converge in probability to some constants (the derivation is tedious, and therefore omitted). In particular, it follows, again by the dominated convergence theorem, that the first line on the right side of (35) is o P ( log n/n). Therefore, by combining the proved results, we havê σ 2 ǫ − σ 2 ǫ0 = O P ( log n/n), andγ − γ * = O P ( log n/n) as shown earlier. Finally, let t 1 denote the first two lines on the right side of (35), and t 2 the last two lines. We have shown that t 2 = o P ( log n/n) and t 1 = O P ( log n/n). Furthermore,
