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Summary
Fluid injection in a pipeline is commonly modeled solving the momentum,
energy and mass balance equations averaged across the section of the pipe.
Thus it is a non-linear problem, this approach computationally is costly. In-
spired by the relation between head losses and water velocity in channels, we
proposed a generalization of Manning’s formula for the case of a multiphase,
compressible non-isothermal fluid system to avoid solving the momentum
equation.
We model the non-isothermal injection of CO2 in a vertical pipe to assess
the validity of the proposed formulation. We consider different inflows and
temperatures of the injected fluid, and take into account the heat exchange
with the pipe’s walls. Temperature, density and mass fractions are computed
using the Span and Wagner equation of state.
iii

Preface
This thesis have realised in Institut de Diagnosi Ambiental i Estudis de l’Aigua,
IDAEA belonging to CSIC, many thanks to Jesús Carrera, Luit J. Slooten and
J. J. Hidalgo, gratefulnesses, a lot. And people that have shared these funny
past days spent in Barcelona, nois i noies. Also acknowledgement to TRUST
program, for its financial support.
v

Contents
Summary iii
Preface v
List of Figures xi
Nomenclature
(Equation and page of the first used) xiii
1 Introduction 1
2 Multiphase flow 9
2.1 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Mass conservation . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Momentum conservation . . . . . . . . . . . . . . . . . . 10
2.1.3 Energy conservation . . . . . . . . . . . . . . . . . . . . . 15
2.1.3.1 Frictional model . . . . . . . . . . . . . . . . . . 19
2.2 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Initial conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Equation Of State (EOS) . . . . . . . . . . . . . . . . . . . . . . . 29
vii
viii CONTENTS
2.5 Thermal conductivity and viscosity . . . . . . . . . . . . . . . . . 32
2.6 Numerical implementation . . . . . . . . . . . . . . . . . . . . . 32
2.6.1 General considerations about Proost . . . . . . . . . . . . 33
2.6.2 Implementations of pipe flow . . . . . . . . . . . . . . . . 34
2.6.3 Implementations of EOS . . . . . . . . . . . . . . . . . . . 35
2.6.4 Numerical verification . . . . . . . . . . . . . . . . . . . . 39
2.6.5 Stability analysis . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6.5.1 Advection process analysis . . . . . . . . . . . . 41
2.6.5.2 Conduction process analysis . . . . . . . . . . . 42
2.7 Sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Results 49
3.1 Head pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Injection temperature : 10 ◦C . . . . . . . . . . . . . . . . . . . . 49
3.3 Injection temperature : 20 ◦C . . . . . . . . . . . . . . . . . . . . 57
3.4 Injection temperature : 30 ◦C . . . . . . . . . . . . . . . . . . . . 62
3.5 Injection temperature : 40 ◦C . . . . . . . . . . . . . . . . . . . . 67
4 Conclusions and discussion 73
Appendix A Governing equations resume 75
Appendix B Dimensionless numbers of energy phenomenon 77
List of Figures
1.1 CCS Set-up. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Density evolution with depth (temperature gradient=33 ◦C/Km. 3
1.3 Storage place, Hontomin. . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Capture plant, Compostilla. . . . . . . . . . . . . . . . . . . . . . 5
2.1 Momentum conservation in differential length of pipe. . . . . . 11
2.2 Initial pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Initial temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Initial enthalpy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5 Initial density. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6 Saturation line near critical point comparition (H-P diagram). . 30
2.7 Saturation line Comparison (P-T diagram). . . . . . . . . . . . . 30
2.8 Performing of Span Wagner EOS at the Mollier diagram (P-H di-
agram). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.9 Comparision of simulations. This thesis simulation colored in
black. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.10 Time stepping comparison for ∆x = 10m . . . . . . . . . . . . . . 43
2.11 Time stepping comparison for ∆x = 1m . . . . . . . . . . . . . . 43
ix
x LIST OF FIGURES
2.12 Spatial discretization comparison for ∆t = 20s . . . . . . . . . . 44
2.13 Spatial discretization comparison for ∆t = 1min . . . . . . . . . . 44
2.14 Pressure with transition phase Q = 1Kg/s and Tin ject = 20 . . . . . 46
2.15 Temperature with transition phase Q = 1Kg/s and Tin ject = 20 . . 46
2.16 Pressure no transition phase Q = 1Kg/s and Tin ject = 40 . . . . . . 47
2.17 Pressure no transition phase Q = 1Kg/s and Tin ject = 40 . . . . . . 47
2.18 Pressure no transition phase Q = 1Kg/s and Tin ject = 40 . . . . . . 48
2.19 Pressure no transition phase Q = 1Kg/s and Tin ject = 40 . . . . . . 48
3.1 Pressure at the head Tinj=10 C . . . . . . . . . . . . . . . . . . . 50
3.2 Pressure at the head Tinj=20 C . . . . . . . . . . . . . . . . . . . 50
3.3 Pressure at the head Tinj=30 C . . . . . . . . . . . . . . . . . . . 51
3.4 Pressure at the head Tinj=40 C . . . . . . . . . . . . . . . . . . . 51
3.5 Pressure evolution into the pipe Q=1Kg/s T=10 ◦C. . . . . . . . . 52
3.6 Enthalpy evolution into the pipe Q=1Kg/s T=10 ◦C. . . . . . . . 53
3.7 Temperature evolution into the pipe Q=1Kg/s T=10 ◦C. . . . . . 54
3.8 Density evolution into the pipe Q=1Kg/s T=10 ◦C. . . . . . . . . 55
3.9 Evolution of the pipe’s path at the CO2 Mollier diagram (P-H di-
agram) for Tin j= 10 ◦C, where the head of the pipe moves over
isothermal line of 10 ◦C, and pressure at the end of pipe is fix
(155 bar). Q= 1Kg/s. . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.10 Pressure evolution into the pipe Q=1Kg/s T=20 ◦C. . . . . . . . . 57
3.11 Enthalpy evolution into the pipe Q=1Kg/s T=20 ◦C. . . . . . . . 58
3.12 Temperature evolution into the pipe Q=1Kg/s T=20 ◦C. . . . . . 59
3.13 Density evolution into the pipe Q=1Kg/s T=20 ◦C. . . . . . . . . 60
LIST OF FIGURES xi
3.14 Evolution of the pipe’s path at the CO2 Mollier diagram (P-H di-
agram) for Tin j= 20 ◦C, where the head of the pipe moves over
isothermal line of 20 ◦C, and pressure at the end of pipe is fix
(155 bar). Q= 1Kg/s. . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.15 Pressure evolution into the pipe Q=1Kg/s T=30 ◦C. . . . . . . . . 62
3.16 Enthalpy evolution into the pipe Q=1Kg/s T=30 ◦C. . . . . . . . 63
3.17 Temperature evolution into the pipe Q=1Kg/s T=30 ◦C. . . . . . 64
3.18 Density evolution into the pipe Q=1Kg/s T=30 ◦C. . . . . . . . . 65
3.19 Evolution of the pipe’s path at the CO2 Mollier diagram (P-H di-
agram) for Tin j= 30 ◦C, where the head of the pipe moves over
isothermal line of 30 ◦C, and pressure at the end of pipe is fix
(155 bar). Q= 1Kg/s. . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.20 Pressure evolution into the pipe Q=1Kg/s T=40 ◦C. . . . . . . . . 67
3.21 Enthalpy evolution into the pipe Q=1Kg/s T=40 ◦C. . . . . . . . 68
3.22 Temperature evolution into the pipe Q=1Kg/s T=40 ◦C. . . . . . 69
3.23 Density evolution into the pipe Q=1Kg/s T=40 ◦C. . . . . . . . . 70
3.24 Evolution of the pipe’s path at the CO2 Mollier diagram (P-H di-
agram) for Tin j= 40 ◦C, where the head of the pipe moves over
isothermal line of 40 ◦C, and pressure at the end of pipe is fix
(155 bar). Q= 1Kg/s. . . . . . . . . . . . . . . . . . . . . . . . . . 71

Nomenclature
(Equation and page of the first used)
Greek Symbols
∇z Vertical gradient (Eq. 2.11 on page 13)
λ Thermal conductivity (Eq. 2.32 on page 18) Wm ·K
λwall Wall thermal conductivity (Eq. 2.32 on page 18) Wm ·K
ρ Density (Eq. 2.1 on page 10) kgm3
ρ0 Initial density (Eq. 2.50 on page 23)
kg
m3
τ Dynamic viscosity (Eq. 2.6 on page 11) Pa · s
τCO2 Wall shear produced by CO2 (Eq. 2.7 on page 12) Pa · s
τH2O Wall shear produced by H2O (Eq. 2.39 on page 20) Pa · s
µCO2 Carbon dioxide dynamic viscosity (Eq. 2.18 on page 14) Pa · s
µH2O Water dynamic viscosity (Eq. 2.18 on page 14) Pa · s
Roman Symbols
xiii
xiv
A Cross-sectional area of pipe (Eq. 2.1 on page 10) m2
zstart Potential of z at the start (Eq. 2.45 on page 22) m
Ein ject “Injected“ energy (total without inertial term) (Eq. 2.44 on page 22) Jkg
E Total energy (Eq. 2.22 on page 16) Jkg
fe (0, t) Energy flow at head (Eq. 2.44 on page 22) Jm2 · s
fe (1500, t) Energy flow at end (Eq. 2.48 on page 22) Jm2 · s
H Specific enthalpy (Eq. 2.3 on page 10) Jkg
ρ∗end Initial specific enthalpy at the reservoir (Eq. 2.49 on page 22)
J
kg
Hend Enthalpy at the reservoir (Eq. 2.48 on page 22) Jkg
E∗end Initial energy at the reservoir (Eq. 2.48 on page 22)
J
kg
P∗end Initial Pressure at the reservoir (Eq. 2.49 on page 22)
J
kg
zend Potential of z at the start (Eq. 2.49 on page 22) m
Fgrav Gravitational forces (Eq. 2.5 on page 11) N
Qconduc Heat flow (Eq. 2.26 on page 17) Jm · s
Fpress Forces due to presssure (Eq. 2.5 on page 11) N
P Pressure (Eq. 2.6 on page 11) Pa
Fvis Viscous forces (Eq. 2.5 on page 11) N
g Gravity (Eq. 2.6 on page 11) m
2
s
xv
Wgrav work rate Work done by gravity (Eq. 2.23 on page 16) Jm3 · s
Q Heat supplied to the system (surroundings) (Eq. 2.21 on page 15) Jkg
Qconduc Heat trasnfer (Eq. 2.26 on page 17) Jm3 · s
Hin ject “Injected“ specific enthalpy (Eq. 2.45 on page 22) Jkg
Qm Mass inflow (Eq. 2.42 on page 21)
kg
s
Qm (1500, t) Mass inflow at end (Eq. 2.48 on page 22)
kg
s
qint conduction Heat lost by conduction (Eq. 2.22 on page 16) Jm3 · s
U Internal energy (Eq. 2.21 on page 15) Jkg
K Generalization Manning constant (Eq. 2.9 on page 12)
fm (0, t) Mass flow at head (Eq. 2.42 on page 21) kgm2 · s
n Manning roughness coefficient (Eq. 2.14 on page 13)
n Normal vector to a surface (Eq. 2.42 on page 21)
Pw Wet perimeter (Eq. 2.6 on page 11) m
Pend Pressure at the end (Eq. 2.43 on page 21) Pa
P f ix Prescribed pressure (Eq. 2.43 on page 21) Pa
Phead Pressure at the head (Eq. 2.45 on page 22) Pa
Wpress work rate work done by pressure (Eq. 2.24 on page 16) Jm3 · s
qext trans f er Heat produced by external agencies (Eq. 2.22 on page 16) Jm3 · s
xvi
Rh Hidraulic radius (Eq. 2.12 on page 13) m
ρin ject “Injected“ fluid density (Eq. 2.45 on page 22)
kg
m3
i Slope of the water surface (head loss) (Eq. 2.14 on page 13)
T Temperature of the fluid (Eq. 2.32 on page 18) K
T Initial temperature of the fluid (Eq. 2.50 on page 23) K
T f ix Prescribed temperature (Eq. 2.46 on page 22) K
Tin ject “Injected“ fluid temperature (Eq. 2.46 on page 22) K
T ∗ Temperature of the pipe (Eq. 2.32 on page 18) K
t Time (Eq. 2.1 on page 10) s
z Vertical coord (Eq. 2.1 on page 10) m
v Manning velocity (Eq. 2.1 on page 10) ms
vCO2 Generalization Manning velocity for CO2 (Eq. 2.41 on page 21)
m
s
Wviscous work rate work done by pressure (Eq. 2.24 on page 16) Jm3 · s
vH2O Generalization Manning velocity for water (Eq. 2.40 on page 20)
m
s
Wbody work rate work done by body forces (Eq. 2.22 on page 16) Jm3 · s
W Work done by the system (surroundings) (Eq. 2.21 on page 15) Jkg
Wsur f ace work rate work done by surface forces (Eq. 2.22 on page 16) Jm3 · s
Chapter 1
Introduction
One of the challenges facing society is to reduce gases emissions to the at-
mosphere and specially CO2 emissions, which contribute to with greenhouse
effect. Years ago, European Union became aware of the growth of the green-
house effect, decided invest resources to reduce CO2 emissions. One way to
reduce that emissions is CO2 capture and storage.
CO2 capture and storage (CCS, carbon capture sequestration) is considered
optimistically one of the promising technologies to reduce carbon dioxide in
the atmosphere. As International Energy Agency (IEA) said in 2012, CCS could
contribute to removal about seven gigatonnes per year in 2050. This is com-
parable to the amount of gas transportation at present times.
CCS include three processes: capture, transportation and storage in a reser-
voir. Capture consist in the separation of CO2 contained in the combustion
gases produced at power plants or industrial processes. Research, develop-
ment and demonstration of capture technologies aim to reduce the costs of
capture, acting on the process efficiency. The CO2 is transported by pipeline
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or by ship or truck if the source of CO2 is far from the storage area.
Geological storage involves injecting CO2 in deep reservoirs (figure 1.1),
which consists of suitable geological formations, such as porous and perme-
able rock. Reservoirs must be covered by a caprock that prevents escape of
CO2 to the surface. CO2 is stored at depth to ensure an optimal use of the pore
space available for storage. Density of CO2 under a normal geothermal gradi-
ent increases rapidly with depth until some 800 meters (figure 1.2). Therefore,
most CO2 storage projects assume injection depths of more than 800 meters.
CO2 injection structure consists of above surface compression installations
and a wellbore reaching the storage formation. The depth of the pipe can
reach 4500 meters (e.g. Lacq project at France).
Figure 1.1: CCS Set-up.
3Figure 1.2: Density evolution with depth (temperature gradient=33 ◦C/Km.
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This work deals with CO2 injection, as part of the storage process, and the
objective is to design an optimal and safe CO2 injection procedure in the CCS
project that will take place in Hontomin (Burgos, Spain) (figure 1.3). In this
project, capture plant is located at Compostilla (Burgos, Spain) (figure 1.4).
CO2 transportation will be by trucks.
Figure 1.3: Storage place, Hontomin.
Ensuring fluid flow into the reservoir requires ensuring pressure and tem-
perature depth. CO2 is compressed at the well head. Therefore, a challenging
part of its is design requires relating conditions at the surface to those at depth.
It requires knowing the behavior in the pipeline during injection. Pressure re-
quired at the head are given by pressure at the bottom plus overpressure gen-
erated by CO2 weight in the pipe. This overpressure is produced by gravity and
viscous forces. Gravity forces are calculated through averaged weight of CO2
column in pipe. This averaged density is very sensitive to thermodynamical
5Figure 1.4: Capture plant, Compostilla.
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variations in the pipe.
Fluid injection in a pipeline is commonly modeled solving the momen-
tum, energy and mass balance equations averaged across the section of the
pipe. These PDEs are coupled through the equations of state (EOS) govern-
ing fluid and thermodynamic properties. Several authors describe numerical
procedures to solve these equations (Ishii and Mishima, 1984; Masella et al.,
1998; Lu and Connell, 2008; Paterson et al., 2008; Pan et al., 2009). Also, this
problem has been studied by other authors, thinking how to simplify this set
of equations and its solution by more specific numerical methods.
(Aakenes, 2012; Munkejord, 2006; Munkejord et al., 2009) studied a com-
plete approach of governing equations in fluids (particullary CO2 ) transporta-
tion, obtaining a straightforward resolution, based on methods studies by Toro
(Toro and Titarev, 2006) and others, facing numerical problem with solutions
of advective equations. Moreover, several authors have been working for years
in CO2 transportation which is also relevant for knowledge about injection
(Aursand et al., 2013).
But this set of equations is complex. We propose simplying this set of com-
plex equations, for cases of moderate velocities, where inertial terms can be
negleted. We approximate momentum conservation by generalizing tradi-
tional water conduit equations (e.g. Darcy-Weisbach equation (Darcy, 1857;
Weisbach, 1848), Manning’s formula (Manning et al., 1890), Hazen-Williams
equation (Williams and Hazen, 1905)) for compressible, variable density and
viscosity fluids. In this thesis, we select Manning formula to develop our model.
We model the non-isothermal injection of CO2 in a vertical pipe to assess the
validity of the proposed formulation. We consider different temperatures in
7the injected fluid, and take into account the heat exchange with the pipe’s
walls. Temperature, density and mass fractions are computed using the Span
and Wagner equation of state (Span and Wagner , 1996). Viscosity and thermal
conductivity are obtained from Vesovic et al. (1990) and Fenghour et al. (1998),
respectively.

Chapter 2
Multiphase flow
A multiphase flow problem could be solved using balance equations to sepa-
rate phases and imposing equilibrium or dynamic law to exchanges terms be-
tween phases. Moreover, if we take account interfaces effects between phases
we have to include more boundary conditions. This laborious approach is
hard to be solved by computational methods. Also, we need to pay attention
to the abrupt changes of properties or flow velocity due to inherent descrip-
tion of the problem. Therefore, simplifications and assumptions are common
in kinds of problems.
2.1 Governing equations
We use mass, momentum, and energy balance equations averaged across the
section of the pipe to solve CO2 injection and we propose some assumptions
in order to simplify the set of equations and reduce the computational time.
First simplification is that flow will be one dimensional.
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2.1.1 Mass conservation
Mass conservation, also called continuity equation, for a 1D conduit with cross
section area A per unit length (Brill and Mukherjee, 1999; White, 1999):
∂
∂t
(Aρ) +
∂
∂z
(Aρv) = 0 (2.1)
and expressed in compact form:
∂
∂t
(Aρ) +∇ · (Aρv) = 0 (2.2)
developing first term:
(
∂ρ
∂P
)
∂
∂t
(AP) +
(
∂ρ
∂H
)
∂
∂t
(AH) +
∂
∂z
(Aρv) = 0 (2.3)
above equation is conservation of mass for an infinitesimal control volume
per unit length.Note that we write the specific enthalpy in capital letters, in
spite of being an intensive variable, because to distinguish it to the head level.
2.1.2 Momentum conservation
Applying Newton’s second law to fluid flow (Newton, 1802).
d (Avρ)
dt
=
∑
F (2.4)
this equation assumes that the rate of momentum out, minus the rate of mo-
mentum in, plus the rate of momentum accumulation in a given pipe segment
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must be equal to the sum of all forces on the fluid (Brill and Mukherjee, 1999;
White, 1999). Forces include body forces or surface forces. Gravity is a body
force. We consider two surface forces which are due to the stresses on bound-
aries. These stresses are the sum of hydrostatic pressure plus viscous stresses.
Forces schema is given by figure 2.1.
Figure 2.1: Momentum conservation in differential length of pipe.
Thereby momentum conservation given by equation 2.4 for a 1D conduit
with cross section area A per unit length is expressed as:
v
[
∂
∂t
(Aρ) +∇ · (Aρv)
]
+ ρ
(
∂(Av)
∂t
+ v
∂(Av)
∂z
)
= Fgrav + Fpress + Fvis (2.5)
term in brackets is actually the continuity equation which equals zero (equa-
tion 2.2). This, leads to:
ρ
(
∂(Av)
∂t
+ v
∂(Av)
∂z
)
= −Aρg + ∂(AP)
∂z
+ Pmτ (2.6)
where τCO2 is the wall shear tension and Pw is the wet perimeter, and its value
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for a circular conduit is 2pir.
In CCS, CO2 injection has moderate velocities, so we neglect inertial terms
and we apply quasi-steady state to momentum conservation, retaining only
equilibrium forces:
−Aρg + ∂(AP)
∂z
+ PmτCO2 = 0 (2.7)
grouping terms and considering cross section area constant:
∂
(
P − ρgz)
∂z
+
PmτCO2
A
= 0 (2.8)
wall shear tension is defined by:
τ = Kρv2 (2.9)
Applying 2.9 to equation 2.8:
∂
(
P − ρgz)
∂z
+
PmKρv2
A
= 0 (2.10)
solving for v and defining∇z = −g = −gk:
v =
(
A
PmKρ
)1/2
(∇P + ρg∇z)1/2 (2.11)
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Substituting hydraulic radius for its definition Rh = APm :
v =
(
Rh
Kρ
)1/2
(∇P + ρg∇z)1/2 (2.12)
by calling "driven forces" to (∇P − ρg∇z) and divide it by ρg, we get:
v =
(
Rh ρg
Kρ
)1/2 (∇P
ρg
+∇z
)1/2
(2.13)
this expression describe relationship between velocity and a term which ex-
press head losses. In this sense it is analogue to the many theoretical or ex-
perimental formulae which describe water velocity in a conduit (e.g. Darcy-
Weisbach equation (Darcy, 1857; Weisbach, 1848), Manning’s formula (Man-
ning et al., 1890), Hazen-Williams equation (Williams and Hazen, 1905)). These
formulae look different, yet they are based on the same main concept: veloc-
ity is proportional to the square root of head losses. We use Manning formula
which is widely used in channels, but applied to conduits as well:
v =
(
(Rh)2/3
n
)
(i)1/2 (2.14)
where i is the head losses and considering that i =
(∇P
ρg +∇z
)
:
v =
(
(Rh)2/3
n
) (∇P
ρg
+∇z
)1/2
(2.15)
matching equations 2.13 and 2.15:, we deduct K:
(
Rh ρg
Kρ
)1/2
=
(
(Rh)2/3
n
)
(2.16)
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K =
n2g
R1/3h
(2.17)
where K depends on fluid properties, geometry and material of the conduit,
and gravity. Manning equation was proposed to be used for water. By defining
variable density conditions (2.15) and by adding viscosity effects, we general-
ize it to the velocity of any compressible fluid under variable density condi-
tions (for further information, including relation between velocity and viscos-
ity, go to Frictional model, section 2.1.3.1):
v =
(
(Rh)2/3
n
) (
µH2O
µCO2
) (∇P
ρg
+∇z
)1/2
(2.18)
or expressed by "driven forces":
v =
(
(Rh)2/3
n
) (
µH2O
µCO2 (ρg)
1/2
)
(∇P + ρg∇z)1/2 (2.19)
this is the generalization of Manning formula validate for any compressible
fluid under variable density conditions.
Now, we return to mass conservation expression given by equation 2.1 and
substituting v by Manning generalization formula ( 2.19):
(
∂ρ
∂P
)
∂
∂t
(AP) +
(
∂ρ
∂H
)
∂
∂t
(AH) +
∂
∂z
(
Aρ
[(
(Rh)2/3 µH2O
n (ρg)1/2 µCO2
)
(∇P + ρg∇z)1/2
])
= 0
(2.20)
above equation is mass conservation in a pipe per unit length, for any com-
pressible fluid under variable density conditions, neglecting inertial terms.
This mass conservation equation is an advection equation and we know
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the advection equations are not simple to solve numerically. Because, if the
advection terms dominate the system becames a hyperbolic partial differen-
tial equation,with discontinuous “shock solutions” (which are notoriously dif-
ficult for numerical schemes to handle). Nevertheless, we are going to use a
Non-linear solver and model it smoothly changing velocity (For more infor-
mation go to Stability analysis, section 2.6.5).
2.1.3 Energy conservation
The first law of thermodynamics is a version of the law of conservation of en-
ergy, adapted for thermodynamic systems. The law of conservation of energy
may be stated in several ways. I will introduce two ways to define it:
1. "The total energy of an isolated system is constant; energy can be trans-
formed from one form to another, but cannot be created or destroyed".
2. "For a thermodynamic cycle, the heat supplied to a closed system, minus
that removed from it, equals the net work done by the system".
and may be written as:
∆U = Q + W (2.21)
The above expression establishes that the rate of variation of energy of a
fluid particle is equal to the rate of heat addition plus the rate of work done.
Hence, the rate of the increase of total energy, plus the rate of total energy lost
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by convection through control of surface, is the result of, the rate of heat pro-
duced by external agencies, plus the rate of heat lost by conduction through
control of surface, plus the work done on the control volumen by body forces,
plus the work done on the control volumen by surface forces. All terms are
formulated per unit volume (Anderson, 1995).
∆
∆t
(ρE) +
∆
∆V
(ρvE) = qext trans f er + qint conduction + Wbody work rate + Wsur f ace work rate
(2.22)
where the body work rate is the work rate accomplished by body forces (grav-
ity force) and the surface work rate is the work rate accomplished by surface
forces (sum of hydrostatic pressure and viscous stresses).
Wbody work rate = Wgrav work rate (2.23)
Wsur f ace work rate = Wpress work rate + Wviscous work rate (2.24)
thus, the differential form of the control volume displayed in figure 2.1 is:
∂
∂t
(ρE) +
∂
∂z
(ρvE) =
λwall(T ∗ − T )
A
+
∂
∂z
(Qconduc) − ∂(vP)
∂z
+
τPmv
A
(2.25)
note that Wgrav work rate is a part of total energy by through the fluid potential en-
ergy. Moreover Fourier’s law for heat transfer by conduction will be assumed,
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so that the heat transfer per unit volume, Qconduc, can be expressed by
Qconduc = Aqconduc = A (−K∇T ) (2.26)
substituting equation 2.26 into equation 2.25 and multiplying the remaining
terms by cross section area (A) to obtain a expression per unit length:
∂
∂t
(AρE) +
∂
∂z
(AρvE) = λwall(T ∗ − T ) + ∂
∂z
(
Aλ
∂T
∂z
)
− ∂(AvP)
∂z
+ τPmv (2.27)
where E is the total energy mass in a fluid is expressed by:
E = U +
v2
2
+ gz (2.28)
being U, internal energy which is defined by:
U = H − P
ρ
(2.29)
substituting internal energy at equation 2.28:
E = H − P
ρ
+
v2
2
+ gz (2.30)
three last terms of above expression is equal almost (flow term is negative)
to the constant according to Bernoulli’s equation (Bernoulli, 1738), along a
streamline. Total energy (E) consist in flow, kinetic and potential energy (po-
tential energy is the gravity work rate, Wgravity work rate, defined previusly). By ne-
glecting inertial terms, we express energy as follow (as momentum conserva-
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tion equation assuming that velocities are moderate):
E = H − P
ρ
+ gz (2.31)
substituting equation 2.31 into equation 2.27:
∂
∂t
(
Aρ
(
H − P
ρ
+ gz
))
+
∂
∂z
(
Aρv
(
H − P
ρ
+ gz
))
+
∂(AvP)
∂z
− ∂
∂z
(
Aλ
∂T
∂z
)
−
−τPmv − λwall(T ∗ − T ) = 0 (2.32)
The energy conservation per unit length for a 1D conduit with cross section
area A per unit length is expressed by equation 2.32. Development of the first
term, yields:
∂
∂t
(
Aρ
(
H − P
ρ
+ gz
))
=
∂(AρH)
∂t
− ∂(AP)
∂t
+
∂(Aρgz)
∂t
= ρ
∂(AH)
∂t
+ H
∂(Aρ)
∂t
− ∂(AP)
∂t
+ Aρvg
(2.33)
development second term (note that −∂(vAP)
∂z be removed by a term of equation
2.32):
∂
∂z
(
Aρv
(
H − P
ρ
+ gz
))
=
∂(vAρH)
∂z
− ∂(vAP)
∂z
+
∂Avρgz
∂z
= ρv
∂(AH)
∂z
+ H
∂(Aρv)
∂z
+ Avρg
(2.34)
adding both terms:
ρ
∂(AH)
∂t
+ H
∂(Aρ)
∂t
− ∂(AP)
∂t
+ ρv
∂(AH)
∂z
+ H
∂(Aρv)
∂z
+ 2Avρg (2.35)
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we substract from this the mass conservation equation multiplied by H (equa-
tion 2.1), this yields:
ρ
∂(AH)
∂t
− ∂(AP)
∂t
+ ρv
∂(AH)
∂z
+ 2Avρg (2.36)
returning to expression 2.32, we obtain the advective form,
ρ
∂(AH)
∂t
− ∂(AP)
∂t
+ ρv
∂(AH)
∂z
=
∂
∂z
(
Aλ
∂T
∂z
)
+ τPmv + λwall(T ∗ − T ) − 2Avρg = 0
(2.37)
The above equation is energy conservation in a pipe per unit length, for
any compressible fluid under variable density conditions, neglecting inertial
terms. Observe that we assume enthalpy as state variable instead tempera-
ture. There is a clear reason in this choice: Temperature given us information
about the amount of heat of the fluid, but does not give us information about
the state of matter of our system, as the temperature remains constant phase
transition. Enthalpy on the other hand is a measure of the total energy of a
thermodynamic system. It provides us with enough information to deal with
transition phase.
2.1.3.1 Frictional model
We take account only shear tension produced by wall friction due to fluid
movement parallel to wall, in spite of the fact that in two-phase flow an in-
terface exists between coexisting phases at the any time. Hence, wall shear
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tension for a fluid single phase flow is τ, is expressed by definition as:
τ = Kρv2 (2.38)
where K is the constant. Adding viscosity effects to K, we obtain the generaliza-
tion of Manning’s velocity equation for any compressible fluid under variable
density conditions (equation 2.17). This viscosity effect is given by relation
between reference fluid and CO2 viscosity (remember that Manning was de-
signed to be used in water, hence the reference fluid for the generalization will
be water).
If we assume laminar flow, wall shear stress and the rate of strain are very
close to linearly related, by means of viscosity τ ∝ µ. Viscosity depends on the
specific fluid (Batchelor , 1967). Hence, relation between wall shear tensions
and viscosities is:
τCO2
τH2O
=
µCO2
µH2O
τCO2 =
(
µCO2
µH2O
)
τH2O (2.39)
where τH2O, is water wall shear tension which satisfy equation 2.38. There-
fore substituting τH2O for its definition and K for its expression obtained during
generalization of Manning formula by equation 2.17:
τCO2 =
(
µCO2
µH2O
)
kρH2O
(
vH2O
)2
=
(
µCO2
µH2O
) (
n2g
(Rh)1/3
)
ρH2O
(
vH2O
)2 (2.40)
from above expression and by defining CO2 velocity (vCO2) as equation 2.19,
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we derive:
τCO2 =
(
µCO2
µH2O
)3 ( n2g
(Rh)1/3
)
ρH2O
(
vCO2
)3 (2.41)
2.2 Boundary conditions
For boundary conditions, we are going to set a fix inflow rate at the head (Q =
1Kg/s) with three possible scenarios of injection temperatures (10 ◦C, 20 ◦C, 30
◦C, 40 ◦C).
The boundary conditions for mass conservation are a Von Neuman condi-
tion laid at the top of the pipeline and a Dirichlet condition on the bottom:
fm (0, t) ·n · A = Qm (2.42)
where Qm = 1Kg/s.
P = Pend (1500, t) = P f ix (2.43)
where P f ix is equal to 155.00 bar
The boundary conditions for energy conservation are given by fix temper-
ature in CO2 injected at the top (2.44) and a mass flow process at the bottom
(2.48).
fe (0, t) ·n · A = QmEin ject (2.44)
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where Ein ject is defining by:
Ein ject = Hin ject − Phead
ρin ject
+ gzstart (2.45)
by definition zstart at the head is zero. Moreover, we define Hin ject as:
Hin ject (0, t) = f
(
Phead, Tin ject
)
= f
(
Phead, T f ix
)
(2.46)
and rhoin ject as:
rhoin ject (0, t) = f
(
Phead, Tin ject
)
= f
(
Phead, T f ix
)
(2.47)
where Tin ject is fixed. Temperature injection scenarios are 10 ◦C, 20 ◦C, 30 ◦C, 40
◦C. Note that pressure at the head (Phead) vary due to injection and for this rea-
son, injected fluid density (ρin ject), injected specific enthalpy (Hin ject) and there-
fore total energy changes as well. Mass flow at the bottom is defined by:
fe (1500, t) ·n · A =

i f Qm (1500, t) > 0 : 0
i f Qm (1500, t) < 0 : Qm (1500, t)
(
E∗end − Hend
) (2.48)
being E∗end,
E∗end (1500, 0) = H
∗
end −
P∗end
ρ∗end
+ gzend (2.49)
by definition zend is the length of the pipe (vertical pipe).
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2.3 Initial conditions
Initially, the pipeline is full of CO2 and we know pressure at the reservoir (at
the end of pipe). The initial conditions for the mass conservation equation
is chosen to be a hydrostatic which established the pressure at the end of the
pipe, hence this pressure profile depends on initial density which is calculate
by initial temperature.
P0 = f (ρ0 (T0)) (2.50)
where ρ0 and T0 are initial density and temperature, respectively
Initial conditions for energy are given by soil gradient of temperature which
vary with depth. Nevertheless, we provide initial enthalpy calculated from ini-
tial pressure and initial temperature by means of Span and Wagner EOS (for
further information go to 2.4).
H0 = f (P0,T0) (2.51)
where T0 is the natural thermal soil gradient expressed by:
T0 = f (x, 0) = a + bx (2.52)
where a is 9.8 ◦C and b is 0.0033 ◦C/m.
Figures 2.2, 2.4, 2.3 and 2.5 show initial conditions in the pipe.
To solve our problem case, we will use equations (2.3) and (2.37), boundary
conditions (2.42), (2.43), (2.44) and (2.48) and as initial conditions (2.50) and
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(2.52).
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2.4 Equation Of State (EOS)
An Equation Of State (EOS) characterizes the relationship between state vari-
ables (not to be confused with "system state variables" which appear previ-
ously. System state variables refers to unknown variables that we solve at the
set of conservation equations, in our case are pressure and enthalpy). Any
thermodynamic state of a system is completely described by two state vari-
ables and EOS is based on obtain any state variable from another two, hence,
we can determine easily the complete thermodynamic state for any solved
pressure and enthalpy.
Assuming pressure and enthalpy as state variables of the system, we re-
quire temperature, density, specific heat from these system state variables:
T = T (P,H) ρ = ρ (P,H) Cp = Cp (P,H) (2.53)
One of the key challenges in dealing with pure carbon dioxide is the vari-
ability of its properties. It is difficult to derive the system state rigorously
with one simple expression. Several authors have used the Redlich-Kwong
EOS (Redlich and Kwong , 1949). Less often, the Peng-Robinson EOS (Peng
and Robinson, 1976) is used, or the Span and Wagner EOS (Span and Wagner ,
1996). The latter is more widely used in CO2 transportation.
Therefore, our first attempt was to use the Redlich-Kwong EOS. However,
CO2 conditions in the pipeline include a wider range than in a typical reservoir.
During injection, several times conditions are moving near the limits of phase
change and around the critical point. Hence, we need an EOS which has a
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good performance in these zone.
To verify Redlich-Kwong EOS, we compared it with Span and Wagner to
figure out whose has better performance in an injection data range (figures
2.6 & 2.7). After noting that Span and Wagner has better behavior, we discard
the rest (report from Project (2011) also compare calculation methods for pure
CO2 , and they found that the Span and Wagner EOS produces minors devia-
tions from the real data). Span and Wagner EOS is more complex because it
is based on experimental data and built from several different terms. Hence,
selected EOS is implement in the code by means of an interpolation method
from tables obtained from the book of Anwar and Carroll (2011).
Figure 2.6: Saturation line near critical point comparition (H-P diagram).
Figure 2.7: Saturation line Comparison (P-T diagram).
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2.5 Thermal conductivity and viscosity
In the energy conservation equation (Eq. ??), the second-last term stems from
Fourier’s law of thermal conduction. The carbon dioxide thermal conductivity
depends strobngly on the thermodynamic state. (Vesovic et al., 1990) studied
it. In our range of conditions, thermal condictivity of CO2 varies from 0.02
W/mk (at 298 K and 40 bar) to 0.1 W/mk (at 310 K and 140 bar). This range
is quite significally, but indeed the processes contribution to global balance is
negligible. Therefore we considered an average value for our interval conduc-
tivity.
λ = 0.06 W/mk (2.54)
The last term models the heat transfer with the wall, driven by temperature
difference between the pipe wall and the carbon dioxide. In this case, thermal
conductivity is an estimation based on soil thermal conductivity moderated
by pipeline insulation (for rock solid this is between 2 to 7 W/mk. Keep in mind
that pipe thickness is 0.0143 m).
λwall = 3 W/mk (2.55)
2.6 Numerical implementation
The equations discussed in this report have been implement into a C++ frame-
work for geohydrological modelling called PROOST (our PRocess Oriented Op-
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timization and Simulation Tool) (Slooten, 2012). It has a classical Object Ori-
ented framework design, which means that the overall program flow is defined
in terms of abstract classes. Specific applications, such as this, can be built by
writing specialization classes deriving from these abstract classes.
2.6.1 General considerations about Proost
The equation system is solved using Picards method, which iterative solves de-
coupled phenomena. However we implemented derivatives of CO2 properties
respect system state variables to calculate the jacobian of Newton-Raphsons
method. The latter approach is more robust. However, to solve mass con-
servation form, we need know derivatives of density respect pressure and en-
thalpy.
The program work flow consists of a Picard iterative solver, by which we
obtain pressure and enthalpy (conservation equations system state variables).
After each iteration, the system state has changed. Therefore, after each it-
eration we re-compute temperature, density, void fractions (liquid, gas or su-
percritic) and also we calculate their derivatives with respect to system state
variables from interpolation tables get from Span and Wagner EOS (Span and
Wagner , 1996). Viscosity is calculated by interpolation tables as well, given by
(Fenghour et al., 1998).
As a convergence criterium, we chose a maximum update periteration. It
is checked how much the values of that unknown variable change from one
iteration to the next. The node with the maximum change is identified. If
that change is smaller than maximum value criteria (relative variation is 1e-2
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respect before value), then the problem has converged.
2.6.2 Implementations of pipe flow
Manning velocity has squared "driven forces" which include phenomenon
unknown (pressure), hence discretization is not trivial. Therefore we manipu-
late this expression to simplify its spatial discretization. As we said in section
2.1.2, generalization of Manning formula looks like:
v =
(
(Rh)2/3 µH2O
n (ρg)1/2 µCO2
)
(∇P + ρg∇z)1/2 (2.56)
divide and multiplication this expression by (∇P + ρg∇z)1/2:
v =
[
µH2O (Rh)
2/3
µCO2n (ρg (∇P + ρg∇z))1/2
]
(∇P + ρg∇z) (2.57)
This expression has enough similarity with Darcy’s law for unsaturated zone
in porous media, hence we assume the same discretization as this Darcy law
in unsaturated zone. To integrate velocity at "i+1" iteration, we approximate
term into brackets of above expression by previous iteration.
vk+1 =
µkH2O (Rh)
2/3
µkCO2n
(
ρkg
(∇Pk + ρkg∇z))1/2 (∇Pk+1 + ρk+1g∇z) (2.58)
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2.6.3 Implementations of EOS
As previously stated (2.4), we require temperature, density, specific heat and
viscosity as function of pressure and enthalpy:
T = T (P,H) ρ = ρ (P,H) Cp = Cp (P,H) µCO2 = µCO2 (P,H) (2.59)
For temperature, density and specific heat we handle data from Span and
Wagner EOS which has been solved by Anwar and Carroll (2011) for several
small intervals. In case of µCO2 we adopt values from tables from (Fenghour
et al., 1998). This set of data tables for pressure, enthalpy, temperature, den-
sity, specific heat and µCO2 has been stored in a xml document (by means of
template), and to calculate one state variable from another two, we have im-
plement a bilineal interpolation function which is as follow:
1. Bilineal interpolate algorithm to calculate variables (T, ρ,Cp), given P, H.
(a) Calculate variables between pairs of enthalpies, for each pressure
variable j = variablek +
variablek+1 − variablek
Hk+1 − Hk
∣∣∣∣∣∣
P j
(H − Hk) (2.60)
being j=i, i+1
(b) Calculate interpolation between "isobars"
variable = variablei +
variablei+1 − variablei
Pi+1 − Pi (P − Pi) (2.61)
being variable = T, ρ, Cp, µCO2
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Also we implement derivatives and algorithm is as follow:
1. Bilineal interpolate algorithm to calculate derivatives variables (T, ρ, Cp)
respect P,h, given P, H.
(a) Calculate variables derivative respect P
i. This step is not necessary for T, because we have only two values
of temperature instead four
variable j = variablek +
variablek+1 − variablek
Hk+1 − Hk
∣∣∣∣∣∣
P j
(H − Hk) (2.62)
being j=i, i+1
ii. Calculate derivative with variables that have been calculated in
the previous step
∂ (variable)
∂P
=
variablei+1 − variablei
Pi+1 − Pi (2.63)
(b) Calculate variables derivative respect H
i. Calculate derivatives for each pressure
∂variable
∂H
∣∣∣∣∣∣
P j
=
variablei+1 − variablei
Hi+1 − Hi (2.64)
being j=i, i+1
ii. Calculate derivative with derivatives for each pressure that have
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been calculated in the previous step
∂ (variable)
∂H
∣∣∣∣∣∣
P
=
∂variable
∂H
∣∣∣∣∣∣
Pi
+
∂variable
∂H
∣∣∣∣∣∣
Pi+1
− ∂variable
∂H
∣∣∣∣∣∣
Pi
Pi+1 − Pi (P − Pi)
(2.65)
being variable = T, ρ, Cp, µCO2
So far we analyze derivatives in case of it doesn’t exist transition phase. If
we have transition phase in some nodes, pressure and temperature are con-
stant
1. Calculate temperature
(a) With P, interpolate in Saturation line, get T
2. Calculate Xl and Xg
Xl =
Hg − H
Hg − Hl (2.66)
being Xl liquid mass fraction and Xg gas mass fraction
3. Calculate ρ
ρ = Xlρl + Xgρg (2.67)
being ρl density at liquid saturation at given Pand ρg density at gas satu-
ration at given P
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4. Calculate Cp
Cp = Cplρl +Cpgρg (2.68)
being Cpl density at liquid saturation at given Pand Cpg density at gas
saturation at given P
5. Calculate derivatives of T, ρ, Cp, respect Pand H.
(a) Calculate variables derivative respect h
∂ (variable)
∂H
∣∣∣∣∣∣
P
=
variablel − variableg
Hl − Hg (2.69)
as ∂variablel
∂H
∣∣∣∣∣∣
P
= 0 and ∂variableg
∂H
∣∣∣∣∣∣
P
= 0. Being variable = T, ρ, Cp, µCO2 .
(b) Calculate variables derivative respect P
∂ (variable)
∂P
∣∣∣∣∣∣
H
=
∂
(
Xlvariablel − Xgvariableg
)
∂H
∣∣∣∣∣∣
H
= (2.70)
∂Xl
∂P
∣∣∣∣∣∣
H
(
variablel − variableg
)
+ Xl
∂variablel
∂P
+ Xg
∂variableg
∂P
(2.71)
being ∂Xl
∂P
∣∣∣∣∣∣
H
=
− ∂Hl∂P (Hg−Hl)−
(
∂Hg
∂P −
∂Hl
∂P
)
(H−Hg)
(Hg−Hl)2
∣∣∣∣∣∣
H
= ∂Hl
∂P
1
Hg−Hl−
(
∂Hg
∂P − ∂Hl∂P
) ( H−Hg
(Hg−Hl)2
)
=
= ∂Hl
∂P
1
Hg−Hl −
(Hg Pi+1−Hg Pi
Pi+1−Pi −
Hl Pi+1−Hl Pi
Pi+1−Pi
) ( H−Hg
(Hg−Hl)2
)
and variable = T, ρ, Cp, µCO2
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2.6.4 Numerical verification
In order to verify these simulations, we have a previous report made for Hon-
tomin project, based on solving the complete steady-state simulation for CO2
injection (Vilarrasa and Olivella, 2012; Carrera, 2012). Next figure shows com-
parison between simulations in steady-state. Comparision is for Q=1Kg/s and
T=40◦C. We found a striking simplicity between our results and the report re-
Figure 2.9: Comparision of simulations. This thesis simulation colored in
black.
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sults. In our opinion the two solutions show the same qualitative trends. Mi-
nor discrepancies are attributed at the different performing of EOS. Also, re-
port simulation assumes a different boundary conditions for mass conserva-
tion (fix pressure at the head instead at the end) but simulations reach the
same solution because, fix pressure of the report at the head is the same that
our head pressure at the steady state, being identically the rest of the problem
statement.
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2.6.5 Stability analysis
In numerical analysis, stability analysis refers relation of the stability of the
solution and parameters and discretization. In this section we are going to
look for the spatial and the time discretization, in order to achieve a stable
solution.
2.6.5.1 Advection process analysis
From the Courant–Friedrichs–Lewy condition (Courant et al., 1967) is a neces-
sary condition for convergence while solving certain PDE (usually hyperbolic
PDEs) numerically. Considering a hyperbolic equation (i.e. at equation 2.37,
first and second term):
∂u
∂t
= −v∂u
∂z
(2.72)
CFL conclude that the condition to accomplish is:
v∆t
∆z
≤ Cmax (2.73)
The value of Cmax changes with the method used to solve the discretized
equation. If an explicit (time-marching) solver is used then typically Cmax=1.
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2.6.5.2 Conduction process analysis
From Von Neumann stability analysis (Crank and Nicolson, 1947), considering
heat equation (i.e. at equation 2.37, taking first terms of the right hand and the
left hand)
∂u
∂t
= D
∂2u
∂z2
(2.74)
After decomposition of the error into Fourier series, we obtain the stability
requirement for the FTCS (Forward-Time Central-Space) scheme as applied to
one-dimensional heat equation:
D∆t
(∆z)2
=
λ∆t
ρCp (∆z)2
≤ 1
2
(2.75)
The most significant of process balance is the advection balance, being
Courant number more suitable to define stability. We evaluate graphically dif-
ferent discretizations:
In figure 2.10 (∆x=10 meters), solution tends to be stable in the value of 60
seconds, getting the most suitable and accurate solution for this time step-
ping. In case of element size of 1 meter (figure 2.11), most stable and accurate
solution is for 20 seconds time step approximate.
We have decide to adopt a 1 meter element size because solution is more
accurate, although we assume more computational time but indeed is not sig-
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Figure 2.10: Time stepping comparison for ∆x = 10m
Figure 2.11: Time stepping comparison for ∆x = 1m
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nificant (figures 2.12, 2.13). Hence, discretization are defined by:
∆x = 1m (2.76)
∆t = 20s (2.77)
In addition, Courant number with ∆x=1 meter and ∆t=20s, is between 0.5
and 5, depending on velocity.
Figure 2.12: Spatial discretization comparison for ∆t = 20s
Figure 2.13: Spatial discretization comparison for ∆t = 1min
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2.7 Sensitivity analysis
Sensitivity analysis is the study of how the uncertainty in the output of a math-
ematical model or system (numerical or otherwise) can be apportioned to dif-
ferent sources of uncertainty in its inputs. We study energy equation observing
variation in the model by means of subtraction of the different process.
First we analyze wall heat transfer because it is a significant source of heat
for the fluid due to natural soil temperature. Equations for ”isothermal” and
”non-isothermal” (no transfer heat) are:
Isothermal energy conservation
ρ
∂(AH)
∂t
− ∂(AP)
∂t
+ ρv
∂(AH)
∂z
=
∂
∂z
(
Aλ
∂T
∂z
)
+ τPmv + λwall(T ∗ − T ) − 2Avρg = 0
(2.78)
Non isothermal energy conservation
ρ
∂(AH)
∂t
− ∂(AP)
∂t
+ ρv
∂(AH)
∂z
=
∂
∂z
(
Aλ
∂T
∂z
)
+ τPmv − 2Avρg = 0 (2.79)
Moreover, to analyze in depth heat transfer effect and show how important
in phenomena is, we exam one case in which transition phase don’t occur and
other with transition phase in some zones.
Graphs where transition doesn’t occur in the time selected are for Q =
1Kg/s and Tin ject = 40◦C (Figure 2.16 & Figure 2.18), and graphs where tran-
sition occur are for Q = 1Kg/s and Tin ject = 20◦C (Figure 2.14 & Figure 2.15)
Comparative between figure 2.18 and figure 2.15, is relevant. In the figure
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2.15, at the first 250 meters approximate we have transition phase, and despite
of wall heat transfer, temperature are almost identical. This effects has its ex-
planation in transition phase nature, although heat exchange exists, carbon
dioxide temperature doesn’t change. This effect also occur in pressure, we can
see that on Figure 2.14.
More relevant process are wall heat transfer and the weight of the column
(figures 2.16, 2.17, 2.18 and 2.19).
Figure 2.14: Pressure with transition phase Q = 1Kg/s and Tin ject = 20
Figure 2.15: Temperature with transition phase Q = 1Kg/s and Tin ject = 20
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Figure 2.16: Pressure no transition phase Q = 1Kg/s and Tin ject = 40
Figure 2.17: Pressure no transition phase Q = 1Kg/s and Tin ject = 40
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Figure 2.18: Pressure no transition phase Q = 1Kg/s and Tin ject = 40
Figure 2.19: Pressure no transition phase Q = 1Kg/s and Tin ject = 40
Chapter 3
Results
On the governing equations chapter, we propose different scenarios in order
to cover all thermal approaches in the injection (Q= 1 kg/s and injection tem-
perature are 10 , 20 , 30 , 40 ◦C). Discretization have been set and explained in
detail on the previous section (Stability analysis, 2.6.5).
3.1 Head pressure
Reached pressure at the head in the steady state retain a strong dependence
with the fix injection temperature due to where and when occurs the transi-
tion phase during injection. If transition phase occurs far from head, CO2 re-
quires high pressure to push gas volume (more compressible). Therefore CO2
injection requires high pressure at the head for higher injection temperature.
3.2 Injection temperature : 10 ◦C
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Figure 3.1: Pressure at the head Tinj=10 C
Figure 3.2: Pressure at the head Tinj=20 C
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Figure 3.3: Pressure at the head Tinj=30 C
Figure 3.4: Pressure at the head Tinj=40 C
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3.4 Injection temperature : 30 ◦C
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Chapter 4
Conclusions and discussion
The motivation and purpose of this work was to design an optimal and safe
CO2 injection procedure in a CCS project. The first consideration is the strong
dependence of the CO2 conditions injected at the head and CO2 behavior in
the column during injection, overall at the very first steps. The decision of
injection conditions is crucial in the whole procedure (see variability of Mol-
lier diagram between temperature scenarios, figures 3.9, 3.14, 3.19 and 3.24).
Moreover, the objective is that CO2 arrives to the end under certain pressure
conditions to penetrate in the reservoir with a suitable flow rate, hence the
inflow rate at the head should be sufficient to ensure flow in the reservoir.
If we inject in gas phase due to the gas compressibility is quite higher than
liquid, we need push the column strongly and we reach higher pressure at the
head. This is a conventional injection strategy. On the other hand, if we in-
ject in liquid phase, CO2 is heavier, and the drop is easier. There are few real
cases of liquid injection due to safety problems related with pressure drop.
This pressure drop could be violent due to the abrupt change in the weight of
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the CO2 column. Although this case will be the next study in a further simula-
tions with this code but assuming water in pipe at the initial time.
Also, safe injection procedure should be analyzed, but in our simulations
is more difficult due to pipeline is full of CO2 at the beginning, hence pressure
differences between CO2 and water at the start of the injection doesn’t simu-
late in this code. This process is significant in the injection because pressure
gradient can freeze wellbore head at the first contact with pipe head.
Numerical implementation of this work is valid to simulation CO2 injection
being verify with a steady state model. Although must be improved by a fur-
ther analysis of the viscosity relation and wall shear tension, because we use
a linear relation, but this is only valid for laminar flow, our velocity profile is
closer to turbulent flow.
Appendix A
Governing equations resume
Mass conservation (equation 2.1)
∂
∂t
(Aρ) +
∂
∂z
(Aρv) = 0 (A.1)
Energy conservation (equation 2.37):
ρ
∂(AH)
∂t
− ∂(AP)
∂t
+ ρv
∂(AH)
∂z
=
∂
∂z
(
Aλ
∂T
∂z
)
+ τPmv + λwall(T ∗ − T ) − 2Avρg = 0
(A.2)
Generalization of Manning velocity (equation 2.19):
v =
(
(Rh)2/3
n
) (
µH2O
µCO2 (ρg)
1/2
)
(∇P + ρg∇z)1/2 (A.3)
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Appendix B
Dimensionless numbers of energy
phenomenon
We perform a forced convection in turbulent pipe flow, to know more about
energy phenomenon characteristics, we are going to have a look to dimen-
sionless numbers in our problem. For that purpose, we introduce the Nusselt
number:
In heat transfer at a boundary (surface) within a fluid, the Nusselt number
is the ratio of convective to conductive heat transfer across (normal to) the
boundary. Named after Wilhelm Nusselt, it is a dimensionless number. The
conductive component is measured under the same conditions as the heat
convection but with a (hypothetically) stagnant (or motionless) fluid.
A Nusselt number close to unity, namely convection and conduction of
similar magnitude, is characteristic of "slug flow" or laminar flow. A larger
Nusselt number corresponds to more active convection, with turbulent flow
typically in the 100-1000 range.
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The convection and conduction heat flows are parallel to each other and to
the surface normal of the boundary surface, and are all perpendicular to the
mean fluid flow in the simple case.
Nu =
Convective heat transfer
Conductive heat transfer
=
h∆x
λ
(B.1)
where ∆x is characteristic length, λ, thermal conductivity of the fluid and h ,
convective heat transfer coefficient.
In case of for forced convection, the Nusselt number is generally a function
of the Reynolds number (Reynolds, 1883) and the Prandtl number (Reynolds,
1975), or Nu = f(Re, Pr). There are many empirical correlations, each one de-
pending on the features of fluid flow, in our case we choose Colburn relation
because is simpler than others:
Nu = 0.023R0.8e P
0.4
r (B.2)
where Re is Reynolds number and Pr is Prandtl number.
For this thesis:
Reynolds number,
Re =
Inertial forces
viscous forces
=
ρvD
µ
=
500 · v · 0.10
0.0001
= 25000 − 500000 (B.3)
where D is diameter of the pipe, v the averaged velocity of the fluid, ρ is the
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averaged density of the fluid and µ is the averaged dynamic viscosity of the
fluid.
Reynolds number is larger than 4000, hence these thesis simulations are
in turbulent regimen. Remember that for relation between viscosity and wall
shear, we have assume a characterized relation of laminar flow (linear). It
should be other kind of relation such as experimental relation from turbulent
flow (Colebrook and White, 1937).
Prandtl number,
Pr =
Viscous diffusion rate
Thermal diffusion rate
=
µCp
λ
=
0.0001 · 4000
0.060
= 6.6667 (B.4)
where µ is the averaged dynamic viscosity of the fluid, Cp is the averaged spe-
cific heat of the fluid and v is the averaged velocity of the fluid.
Prandtl number is bigger than 1, so vorticity diffusion is faster than heat
diffusion.
Apply equation B.2 to calculate Nusselt number:
Nu = 0.023R0.8e P
0.4
r = 0.023 · (150000.0)0.8 · (6.67)0.4 ' 170 − 10000 (B.5)
Nusselt number confirms again that we are in turbulent flow.
Finally, we focus on the relation between advection and conduction in our
full domain, however we know that is advective dominant. So, Péclet number
is:
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Pe =
Advective transport rate
Diffusive transport rate
=
vL
D
=
vLρCp
λ
= Re · Pr ' 170000 − 3400000
(B.6)
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