This paper benchmarks the quality of project economic analysis in South Asia against other World Bank regions, using data on project exits between 1975 and 2015. The results show that the South Asia region performs on par with the other regions, in that the share of project documents that report estimated economic rates of return have declined from 70 to 36 percent for South Asia and the other regions. This finding suggests there is less attention to project economic analysis (especially for sectors where this has been a traditional practice, such as energy, transport, water, and agriculture). The finding also indicates that the incidence of reporting rates of return in project documents and the dispersion or difference between rates of return estimated at project appraisal and completion are significantly correlated with project performance (after correcting for country-and project-level variables). For the project-level variables, the task team effect is a key variable that explains project outcomes. The paper discusses the implications of the analyses for strengthening project performance and risk mitigation.
Introduction
This paper assesses whether there continues to be a declining trend in the quality of economic analysis in World Bank projects. Project economic analysis (or cost-benefit analysis) became an integral part of applied economic analysis in the 1960s. For the two or so decades that followed, the Bank was known for its strong attention to project economic analysis. However, by the 1980s, the quality and attention to project economic analysis had begun to wane.
An assessment of the declining trends in the quality of economic analysis is important because there is strong evidence to indicate that projects with good economic analysis perform better. This paper therefore examines the links between trends in the quality of project economic analysis and the performance of Bank projects. The paper benchmarks the project performance of the South Asia Region against the other regions of the Bank.
The rest of the paper is organized as follows: section 2 presents a brief overview of the literature on the quality of economic analysis in Bank projects and the determinants of project performance; section 3 outlines the methodology for assessing the trends in quality and links this to project performance; section 4 describes the database used in the analysis. Sections 5 presents an overview of the results and section 6 concludes.
Economic Analysis in Bank Projects
Project economic analysis (EA) or cost-benefit analysis (CBA) was central to project preparation in the 1960s, 1970s and 1980s. The assumption was that markets would function efficiently in the absence of government-induced distortions that arose from public ownership of assets, price controls, taxes, subsidies, quotas, etc. Less emphasis was placed on distortions arising from market or government failures such as credit constraints in education, agglomeration and urban congestion. This approach ran counter to the premise for development finance, which is to do what the private sector will not or cannot do.
During this time, various economists developed approaches to account for government-induced distortions Mirlees 1974, 1969; Dasgupta Marglin, and Sen 1972; Harberger 1973; Squire and van der Tak 1975) . For example, Little and Mirrlees (1974) developed methodologies based on border prices for tradeable goods that required converting domestic prices of nontraded inputs and outputs into their border-price equivalent. Standard conversion factors were used in cases where the commodity specific conversions were not possible. The methodology allowed for different weights to be used for different groups. It allowed consumption and investment benefits, and benefits to the private and public sectors to be valued differently. Squire and Van der Tak (1975) further refined the Little and Mirrlees framework in three ways. First, when the goal was income redistribution, weights were to be assigned to project benefits and costs according to whom they accrued. Second, greater weight was placed on changes in investment caused by a project relative to that caused by consumption if there were distortions in capital markets that made the unit cost of decreased consumption less than the unit cost of reduced investment. Third, the cost of finance or maintaining a project was adjusted for the deadweight loss of raising taxes.
By the 1990s, the wide use of the above approaches in the Bank had declined as the extent of government involvement in the production of goods and services lessened (Little and Mirrlees 1991, p. 360) . Lower levels of government-induced distortions in the 1990s relative to the 1970s called into question the primary focus on correcting distortions to measure benefits and costs in project economic analysis. Critics noted that more attention was needed on assessing the sustainability of projects and on performance. Specifically, there was insufficient attention to identifying factors that might cause underperformance of the project including political economic consideration and other design issues that ensure resilience to economic, budgetary and policy changes (Jenkins 1997) . Devarajan et al. (1995 and 1997) stressed the importance of the counterfactual (or what would happen in the absence of government engagement) and noted that with the declining involvement of government the focus should be on whether the project should be undertaken by the private or public sector. They also highlighted the challenge of fungible financing. For example, if the project being appraised would have been taken up without donor funds, then it was likely that donors were actually indirectly financing some other project that had not been appraised. As a result, they recommended sectorwide expenditure reviews that assessed the likelihood of the project succeeding and linked to the project-specific appraisals. Sectorwide expenditure reviews would help define the private-sector counterfactual and give a sense of the fiscal impact.
In 2010, an IEG evaluation of the quality of project economic analysis reinforced the recommendations put forth by Devarajan et al. (World Bank 2010) . The IEG study documented the declining trends in the frequency of project economic analysis and suggested that this stemmed mainly from the shifts in the portfolio toward more programmatic and economywide approaches (away from traditional investment projects). However, the study also documented the within sector decline in the frequency and use of project economic analysis, particularly for those sectors where this has traditionally been strong (i.e. agriculture, energy, transport, water, etc.) . This result pointed to other factors at play in determining the declining trends in the frequency of application of project economic analysis. For example, a likely key factor noted by Devarajan et al. (1995, p. 3) pertained to changes in the process for reviewing the quality of project economic analysis that had become slack over time. Drawing on the results of both the IEG evaluation and Devarajan et al., following the IEG evaluation, the Bank issued updated guidance to teams that placed emphasis on: (i) defining the counterfactual and the rationale for public provision; (ii) assessing the fiscal impact and sustainability; (iii) and examining the impact on poverty reduction. This paper examines more recent trends in project economic analysis since the Bank's updated guidance was issued and links these trends to project performance. A growing literature on the determinants of project performance highlights the importance of controlling for both country and project level characteristics. For example, GDP growth and GDP per capita are commonly used in these regressions and seem to be negatively associated with project outcomes when there are no controls for project level characteristics (Dollar and Leving 2005; Guillamont and Lajaj 2006; Dreher, Klasen, Vreeland and Werker 2010) . In contrast, GDP growth and GDP per capita are each positively associated with project outcome measures for studies that control for both country and project level variables (Denizer, Kaufmann and Kraay 2013; Chauvet Collier Duponchel 2010; Kilby 2000) . Denizer et al. estimate that country and project level variables explain around 20 percent of the total variation in project performance. In particular, Denizer et al. 2013 include a detailed set of project level variables that capture project length, size, supervision and preparation costs, whether the project was restructured and dummy variables to capture early warning of problems prior to completion. They find that if a project indicates it is problematic in the first half of its life, this is associated with a lower level of performance at the end of the project. Similarly, if a project has been restructured in the first half of its life, this is associated with lower performance at completion (when the Bank has fully disbursed all funds committed for the project). Denizer et al. also introduce a key variable (not used in prior studies) that proxies for the quality of the task team (measured by the average rating over all other projects associated with the team leader, with the exception of the current project). The result is that projects led by task teams that have led well performing projects in the past tend to perform better.
There are very few papers that explicitly link the quality of project economic analysis to project performance. Deininger, Squire and Basu (1998) focus on the stock of economic analysis defined more broadly. To account for the fact that macroeconomic analysis is likely to affect all projects in a given country while sector-specific analytical work has a more limited impact, they use the sum of all staff-weeks used to produce both macroeconomic analytical work for the country in which the project is implemented and all sector-specific analytical work for the sector in which the project falls. They find that an additional 100 staff-weeks spent on ESW significantly increases the probability of a satisfactory project rating by between 12 and 20 percent. The study adjusts for macro level variables (inflation, openness, fiscal surplus) and staff weeks spent on project supervision. These variables are all found to have an insignificant effect on project performance. Deininger et al. (1998) capture the impact of the overall stock of economic analysis on project performance; but, it is not clear to what extent the concept of quality is being captured, particularly as it applies to project economic analysis. Belli and Pritchett (1995) (as cited in Vawda, Moock, Gittinger, and Patrinos 2001) define subjective measures of good project economic analysis (based on a desk review and ratings of project documents). Projects are then followed over the cycle to monitor performance. A logit model is used to link project performance to the subjective ratings of the quality of economic analysis. The results show that if the economic analysis was poorly done prior to approval, the probability that the project would perform unsatisfactorily by the third year after implementation was seven times higher than that of a project with good economic analysis. By the fourth year, the probability of failure was 16 times higher than the corresponding probability for a project with a good project economic analysis. This paper uses two proxy measures for the quality of project economic analysis. The first proxy is based on the frequency or incidence of economic rate of returns (ERRs) in the portfolio and relates the presence of an estimated ERR to the performance of the related project. This measure captures trends in the application of project EA in the portfolio. However, it does not give a sense of the quality of the EA or whether project EA is the most appropriate type of analysis for a particular project. The second proxy is more geared to quality of EA at the project level. It examines the discrepancy or difference between the ERR at appraisal and that estimated at completion (or when the Bank has completed disbursements of funds to a country for a particular project). Some authors have characterized the discrepancy between ERRs estimated at project appraisal and completion as optimism bias (Herrera 2005; World Bank 2010) . In contrast, Pohl and Mihaljek (1992) examined the impact of various project level variables related to cost overruns and implementation delays and found that this explained very little of the divergence in ERR between appraisal and completion. They concluded that much of the difference in ERRs estimated at appraisal and completion is due to risk and uncertainty about expected prices and growth rates used in the economic analysis. The IEG 2010 report on the quality of economic analysis noted that "…Downside risks are systematically ignored, and as a result projected ERRs are biased upwards."
In view of the above discussion, it could be argued that some of the differences (in reported ERRs between appraisal and completion) are due to the quality of assumptions, data and estimation techniques which give rise to sustained and large differences in estimated ERRs between project appraisal and completion. Specifically, World Bank (1995) noted that the sensitivity analysis did not fully capture likely risks. It lacked a consideration of the risk of delays in implementation or achievement of project benefits associated with institutional reforms. The report noted that neglect of this risk in the analyses imparts an upward bias to ERRs at appraisal and is a major cause of the gap between appraisal and completion ERRs. This paper therefore draws on this conclusion to define a project specific measure of the quality of economic analysis based on the discrepancy between ERRs estimated at appraisal and completion.
The current paper contributes to the literature on the determinants of project performance in the following ways. First, to our knowledge it is the first to use the IEG data set on project exits to link proxies for the quality of project economic analysis to project performance. Second, it exploits the difference between the estimated economic rate of return (ERR) at appraisal and completion as an additional measure of quality that is linked to project performance. The methodological approach adjusts for optimism bias and risks arising from assumptions made about trends in prices and economic growth rates, as well as both country and project level effects.
Methodology
This section outlines the approach for examining the links between the quality of economic analysis and project performance. It also examines the correlates of the quality of economic analysis. The paper uses regression analysis and draws from the functional forms used by Denizer et al. The quality of project economic analysis (EA) is defined in terms of whether a particular project has estimated a rate of return both at appraisal and completion; and the discrepancy or dispersion between ERR estimates at appraisal and completion, as follows:  Aj = 1 if an economic rate of return (ERR) has been reported both in the Project Appraisal Document (PAD) and the Implementation Completion Report (ICR); it is 0 otherwise. The presence of an estimated ERR in both the PAD and ICR is used as a proxy to indicate that more attention has been put toward analyzing the economic performance of the project than would be the case if no ERR had been estimated, or if an ERR was reported only in the PAD or ICR. The implication is that there has been attention to ensuring that the needed information is available to conduct the EA in a timely fashion.  Dj = The absolute percentage change between ERR estimated at appraisal and ERR estimated at completion. It is postulated that appropriate assumptions and proper attention to risks and sensitivity analysis should yield ERRs or expected ERRs that are close in estimated levels between the PAD and ICR. The implication being that an analysis of the expected impact of risks on the estimated ERR should also inform project design, monitoring and implementation and that this may contribute to improved risk management and better project performance.
The above measures are linked to project performance (Pj and Sj) using regressions that control for country, project and task team level variables that may also affect project performance. Specifically, project performance is defined as a function of the quality of economic analysis (Aj or Dj), controlling for project and country characteristics: Project performance (Pj or Sj) = f (quality of project economic analysis, Xj, Lj, Cj, Tj).
Given the above, measures of project performance, project characteristics, and country characteristics are defined as follows:
Measures of project performance:
Two measures are used.
 Pj = Success of Project Outcome (PO), is rated 1 if the project is rated moderately satisfactory or higher, and 0 otherwise, available from 1985 and onwards.  Sj= Success of Project Outcome (PO), is rated on a scale from 1 (highly unsatisfactory) to 6 (highly satisfactory), available from 1995 and onwards.
Measures of project characteristics
 Xj = Project characteristics (sector, size of commitment, preparation and supervision costs each as a share of total commitment; project duration as defined by years from appraisal to completion), whether the project was ever flagged as having a problem in the first half of its life, whether a project was flagged as having a potential problem in the first half of its life, whether the project was restructured in the first half of its life, a dummy variable that is assigned one if there was an in-depth evaluation by IEG, etc.).  Tj = Is a time trend variable based on either the year the project was approved (for regressions that include the dummy variable for whether an ERR is reported in the PAD or in both the PAD and ICR); or the year in which the project exited/completed disbursements (for regressions that include the dummy variable for whether an ERR is reported in the ICR only).  OBj=Is a proxy for optimism bias represented by a dummy variable which is 1 if the ERR at appraisal is greater than the ERR estimated at completion and 0 otherwise. This is entered as an independent variable for regressions which include the discrepancy between ERR at appraisal and completion. Country or macro level characteristics  Cj = Country or macro level variables (GDP per capita growth and CPIA, 1 each averaged over the life of the project, dummy for the region in which the project is located, dummy for the period before 1998 when a change occurred in the CPIA rating scale, dummy for sector in which the project is located, interaction terms between the sector dummy and the approval year dummy, and the project evaluation year dummy, respectively.
Team leader characteristics
 Lj = captures task team leader (TTL) effects, defined as the average ratings for project outcomes over all previous projects that the current TTL managed.
Given the above variable definitions, three key questions are examined: For both Models I and II above, the following subset of variables are used in the regression:
Xj (project level characteristics) = log commitment, project length, closing extension, and preparation cost as a share of total commitment; the regression also attempts to correct for optimism bias by including a dummy variable that is 1 if the ERR reported in the PAD is greater than that reported in the ICR.
Cj (country characteristics) = Institutional characteristics (captured through the average annual CPIA rating; the CPIA provides an assessment of country-level policies and institutions that may have a bearing on the country's overall level of development which in turn may have a bearing on project performance). A dummy variable captures the change in the CPIA scale from a 5-point scale (ranging from 1 to 5) to a 6-point scale (ranging from 1 to 6); it also includes a time trend. Sector dummies indicate whether the project is in the agriculture, water, energy, transport or urban development sectors that traditionally have 9 a well-developed methodology that is consistently applied for project economic analysis, or "high-CBA" sectors. Regression results for this model are summarized in Table A .11. Model 2 consists only of high-CBA projects which account for over 90 percent of the projects that report an ERR in both the PAD and ICR. The default sector for the sector dummies is the transport sector. Lj = the average rating for other projects previously led by the same task team leader.
III. Does EA matter to the success of a project, after controlling for country, project and team factors?
Model III regressions are estimated using both logit (when project outcomes are rated as successful/unsuccessful) and OLS (when project outcomes are rated on a scale from 1 to 6). Models III (a) and (b) include two definitions of the quality of economic analysis (Aj=1 if ERR is reported in both the PAD and the ICR for a particular project and 0 otherwise; and Dj= the absolute difference between ERR in the PAD and ICR as defined above):
Similarly, Models III (c) and (d) include the above two definitions of the quality of economic analysis, and the same functional form but using the OLS estimation method:
One shortcoming of the above measures is that they assume that a CBA is conducted for all investment projects (or IPFs); or that a CBA is the most appropriate form of economic analysis for all projects. This assumption also does not examine whether a CBA (and the ERR) has been done in a way that is most appropriate for a particular IPF. The indicator therefore does not account for those projects for which estimation of an ERR would not be the most appropriate form of economic analysis. This note attempts to partially adjust for this by distinguishing between the high CBA sectors and the low CBA sector projects (i.e. education, health, governance, etc.), by using dummy variables to categorize low-CBA sectors as default sectors. The share of low CBA projects has been increasing gradually from 34 percent in the full sample to 45 percent in the sample that includes projects completed in 1995 and thereafter.
Data Description
Project data used for this study are taken from the Independent Evaluation Group (IEG) World Bank Project Performance Ratings data set, which covers 1975 to the present. The data set contains project variables on IEG evaluated/validated project outcome ratings, year of approval, exit fiscal year, net commitment, sector, and estimated ERRs reported in the PAD and ICR. Other project level variables such as preparation and supervision costs, TTLs' identification numbers, potential problems, actual problems and restructuring of a project during operations are taken from the World Bank's management information system (or Business Intelligence -BI-database). Data on GDP per capita and inflation are taken from World Development Indicators (WDI) for the respective years and were averaged over the period when each project was in operation. The World Bank's Country Policy and Institutional Assessment (CPIA) is used as a proxy measure for the extent of governance or institutional development and is also averaged over the years in which the project was in operation.
Although the IEG data set on project exits covers the period 1975 to 2015, this paper focuses primarily on the years 1995 to 2015 (and in some instances goes back to 1985), to coincide with major reforms to the project assessment system that took place after the mid-1980s. Specifically, the project rating system was introduced in the 1980s. Initially the rating system was based on a 2 point scale (i.e. satisfactory/not satisfactory). The ratings were then expanded to a four-point scale in 1993, including "Highly unsatisfactory" and "Highly satisfactory". In 1994 this scale was further expanded to the current six point scale including Moderately Unsatisfactory and Moderately Satisfactory. Prior to 1980, project performance reviews did not include outcome ratings. However, imputed values for project performance (Successful/Unsuccessful) prior to 1980 were derived in the mid-1980s when the IEG database on project exits was established. During this time, "early warning" variables or flags to monitor the risk of the project not meeting its stated objectives were also introduced.
Over the period 1970-1980, project performance reviews were summarized in Project Performance Audit Reports (PPARs), which were prepared by IEG. In 1982, Project Completion Reports (PCRs) were introduced, which were prepared by task teams. IEG reviewed these PCRs, and submitted them to the Board with an IEG cover note that summarized its independent assessment and performance ratings. In addition, during the period 1994-1995, the Implementation Completion Report (ICR), a self-assessment instrument currently in use, was introduced, wherein task teams assessed the degree to which a project had achieved its intended objectives. Also at this time, IEG began to review and validate all ICRs and for a random sub-sample would also conduct a more detailed performance audit (from which Project Performance Audit Reports are produced) that typically include data collection at the project site and are usually completed 3 to 4 years after the initial ICR has been completed by the task team. As a result, this paper uses the PPAR for a particular project, to measure performance; the ICR rating is used in cases where no PPAR has been completed for a particular project.
Denizer, Kaufmann and Kraay (2013) provide more details on the data generating process of the IEG data set and also note some methodological issues that may have a bearing on the regressions that link the quality of economic analysis to project performance. The first point to note, however, is that unlike Denizer et al., who include budget support operations in their analysis, this paper is limited to investment financing projects, which account for 82 percent of total projects and 61 percent of total financing in our sample between 1995 and 2015, because these are the operations that undertake the type of economic analysis that is the focus of this paper.
Denizer et al. make note of three key issues that may affect the regression results: First, project ratings are based on success in attaining the stated objective of the project rather than a common standard across all projects and over time. The rationale for this may be partly due to the difficulty in setting common standards across projects in different sectors (i.e. roads relative to teacher training, or civil service reform projects). However, the lack of a common standard across projects and over time may lead to bias in the regression estimates. In addition, the standards for setting development objectives and evaluating success relative to a given objective may have changed over the past 30 years. To account for these potential effects, we follow Denizer et al. to construct a set of dummy variables that correspond to the five-year period over which the project was evaluated (i.e. 1980-84, 1985-89, 1990-94) . These dummies are included along with their interactions with a set of sector dummies.
Another set of concerns pertains to the objectivity of the ICRs which may reflect the views of the task team leader who may not be completely candid about the project shortcomings. Denizer et al. show that there is no significant difference in ratings on average between the team leader's assessment and the IEG's validation/audits. We also get the same results using a data sample that includes more recent years (beyond the year 2011 covered in Denizer et al). However, to control for this potential effect, we follow the approach of Denizer et al., who use dummy variables for the type of evaluation to capture the possible differences in the average outcome ratings between IEG's PPAR and the task teams' ICR ratings.
Finally, Denizer, et al. note that although the subjectivity in the rating of IEG evaluations themselves may also be a source of error, several factors point to their plausibility. Specifically, IEG is independent of the rest of the Bank's management and reports directly to the World Bank's Board of Executives. Its review procedures are independent and its experienced staff draw from cross-country and cross-project experience to inform specific project assessments and apply common standards. In addition, most IEG evaluations have been public since the 1990s and IEG pays close attention to criticism and comments from external experts, civil society and academia. However, IEG is staffed by current Bank staff and future Bank staff as there is some rotation in and out of IEG, although this is considerably lower than in other parts of the Bank. There are also likely to be informal sources of communication between IEG and World Bank staff which could affect the ratings process. Nevertheless, the outcome ratings capture the overall experience and insights of World Bank and IEG staff on how well projects are performing. Finally, the data are not likely to capture the overall or aggregate impact of aid given there are likely complementarities between projects as well as the potential scope for crowding in or out public spending. Table 1 provides summary statistics for variables used in the regression analyses. The summary statistics are divided according to the three main periods analyzed in this paper: 1975-2015 to examine long-term trends; the period 1985-2015 (to examine more closely the drivers of the trends over the period when the Bank initiated ex-post rating of project performance); and 1995 to 2015 used for most of the regression analysis. A more restricted sample is analyzed also that covers projects that reported ERRs in both the PAD and at ICR. Project performance is also defined in terms of a binary variable (that was in effect over the period 1975 to 1995) and a categorical variable (that came into effect from 1995).
Overall, the sample characteristics are similar across the various time periods (1975 to 2015; 1985 to 2015 and 1995 to 2015) . In addition, regression analysis using data from 1985 to 2015 (the earliest date for which there are complete data) yield very similar results to the regressions covering the 1995 to 2015 period, which are presented in the Annex tables.
Two things are noticeable. First, even though Denizer et al. include budget support (or development policy lending) in their regressions (and we do not), our summary statistics are consistent for similar variables. Second, the differences between our full and restricted samples are statistically significant for some variables but not for others using two-sample t-statistic tests (Table 1b) . For project duration, CPIA, and inflation, the means are not statistically different from each other for the years 1975-2015. The differences for CPIA increase in later years and become statistically significant. Additionally, those projects that reported ERRs in both the Project Appraisal Document (PAD) and the Implementation Completion Report (ICR) had on average larger commitment, higher ratings in project outcomes, higher GDP growth rates, and lower spending (as a share of total commitment) for project preparation and supervision. Projects that report an ERR in the PAD and ICR (see Table 1 ) are rated higher on average relative to those in the full sample. These differences provide some support for the hypotheses that (on average) projects that put more attention on the economic analysis (i.e. report an ERR in the PAD and ICR as a proxy for quality of economic analysis) tend to perform better.
Table 1a: Summary Statistics
Sources: This table reports summary statistics on measured project outcomes (0/1 or 1-6 scale), as well as summary statistics on all correlates of project outcomes reported in Tables 6 to 15 . 1975-2015 1985-2015 1995-2015 Full Sample Mean Std. Dev.
# of obs Mean
Std. Dev.
Std. Dev. 
# of obs

Project Outcome Ratings
Overview of Results
Both OLS and logit regressions are employed to examine the impact of the quality of economic analysis (correcting for both country and project level factors). Regression results are reported in the Annex and show that country level correlates alone explain around 10 percent of the variation in project performance. Project level factors explain an additional 10 percent of the variation in project performance, similar to results estimated by Denizer et al. (see Tables A.6 to A.9, regression 1).
Country level correlates of project performance. For each project, the average over the life of the project of the CPIA and GDP growth per capita are the key variables used in the regressions. We also include a dummy for when the CPIA rating schedule was modified in 1998 (the scale was changed from 5 to a 6 point scale). Regression results show that this change has no significant impact. Overall, the country level correlates all have the expected signs. A higher level of institutional development and growth is correlated with better project performance.
Project level correlates of performance. This paper focuses primarily on the impact of project economic analysis on project performance. However, the analysis also corrects for other project level effects which might have a bearing on project performance. Specifically, the regressions correct for the size of the project, its duration (the time between project appraisal and completion), the track record of the task team leader (in terms of ratings for previous projects managed by the same team leader), cost of preparation and supervision as a share of the total size (or net commitments for the project), whether the project was rated unsatisfactory in the first half of its life (actual problem project), whether there is potential that the project performance will deteriorate as indicated by the flagging of 3 or more risk factors (potential problem project in the first half of the project life), and whether the project was restructured in the first half of its life. The "early warning variables" (i.e. potential, actual problem project and restructuring) are all negatively and significantly associated with project performance. These results are also consistent with Denizer et al. Overall, the results are robust across all model specifications.
Results for the task team leader (TTL) effect and duration of the project are also robust across all regressions and consistent with Denizer et al. In the case of the TTL effects, the regressions show that the higher the rating for other projects managed by the same task team leader, the higher the project rating of the current project. In the case of project duration, performance declines the longer the time period between approval and completion. It is interesting to note that project duration is positively correlated with the likelihood of reporting an ERR in the PAD (Tables A.2 ). An explanation could be that more problematic projects take longer to prepare and require more time for supervision. But, it does not explain the direction of causation. For example, do projects become problematic and as a result require more attention (including to the economic analysis) or is more (time) attention given to projects that are expected to be problematic?
Finally, the project size is positively and significantly correlated with project performance. This could be because larger projects tend to be more high profile and receive more resources and attention. As a result, they perform better. This result contrasts with Denizer et al., who show a negative correlation between project size and performance. Their result may reflect the fact that they include budget support operations in their analysis, while in this paper we examine only investment projects. It may also reflect some missing variable effects. Tables A.6 and A.7 show a positive correlation between the size of the project and project performance when the frequency of ERR reported in both the PAD and ICR is included as an explanatory variable. However, when the discrepancy or divergence between ERRs reported in the PAD and ICR is included as an explanatory variable (Tables A.8 and A.9) , the sign of the coefficient associated with the project size is occasionally negative (and insignificant). This suggests some cross effects between the project size and the ERR divergence variable used to proxy the quality of project economic analysis. Regressions in Tables A.2 to A.4 confirm that the size of the project is positively and significantly correlated with the frequency of ERR reporting in the PAD and ICR both individually and jointly. In contrast, when one examines the determinants of the discrepancy between ERR reported in the PAD and ICR (Table A.5), the results show that project size (measured in terms of log commitment) is negatively and significantly correlated with the discrepancy between the ERR reported in the PAD and ICR, seemingly indicating that larger projects are associated with higher quality of EA.
Model 1 Results: Is there a continued decline in the frequency of project economic analysis (EA)?
Ideally, if an ERR has been estimated and reported in the PAD, then an ERR should be reported in the ICR (and vice versa). However, the data indicate that this is not always the case. There are a significant number of cases where an ERR is reported in the PAD but not in the ICR; or where an ERR has not been reported in the PAD but has been reported in the ICR. On average 38.7 percent of the Bank's projects have 15 ERR analysis at Appraisal and Completion, but there are variations across regions (Table 2) . While SAR and EAP have 48.5 and 47.3 percent, respectively, of projects that report an ERR in the PAD and ICR, in the Africa Region 33.3 percent of projects have reported an ERR in the PAD and ICR. In the SAR and EAP regions, a little over half of all projects have reported ERRs in the PAD or ICR (56.1 and 57.6 percent, respectively). This is higher than for other regions where this ranges from 45.2 to 52 percent. In contrast, in SAR and EAP, about 43.9 and 42.4 percent, respectively, of the projects do not report an ERR either at the appraisal or at the completion stage. This number ranges from 48 to 55 percent for other regions (Table 2 ).
Model 1, described above, examines whether the frequency of ERRs has been declining in recent years. Figure 1 shows a long-term declining trend, but also suggests there has been a slight uptick over the past decade. Table 3 shows the declining trends by "high-CBA" and "low-CBA" sectors. The IEG study (World Bank 2010) found that the changes were driven mainly by changes within the "high-CBA" sectors (i.e. transport, energy, water, agriculture, and urban development) and also a shift toward "low-CBA" sectors. This paper updates that analysis and finds that this result still holds (Table 4 ). 100% 1975 1978 1981 1984 1987 1990 1993 1996 1999 2002 2005 2008 2011 2014 Other Table 4 uses the same methodology presented in the IEG 2010 study to examine which sectors have contributed most to the above trends for the South Asia Region and also for the whole Bank. There has been a moderate increase in ERR reporting among low-CBA GP projects. However, this is not large enough to compensate for the reduction in reporting among high-CBA sectors and the shift in the portfolio toward low-CBA projects. For South Asia, of the total reduction of 28 percent in projects reporting ERRs at entry (or in the Project Appraisal Document or PAD), 24 percentage points arise from a reduction in reporting within high-CBA sectors. This accounts for 86 percent of the total difference. Across all regions (including SAR), the total reduction is 35 percent and 25.7 percentage points arise from a reduction in reporting within high-CBA sectors, which accounts for 73 percent of the total reduction. The increase in low-CBA projects in the portfolio slightly offsets the reduction in the frequency of ERRs reported in the PAD, more so in SAR compared to the whole Bank. Table 5 shows that over time, the reduction in ERR reporting within high-CBA sectors appears to be contributing increasingly to the total reduction in ERR reporting. Specifically, between 1985 and 1995, 15 percent of the overall reduction in ERR reporting was due to a reduction in reporting within high-CBA sectors; 88 percent of the reduced reporting of ERRs was due to shifts from high-to low-CBA projects, reflecting the Bank's shift towards more projects in the social sectors and more programmatic approaches. By 1995-2015, 92 percent of the reduction in reporting was due to a reduction in reporting within the high-CBA sectors. Also, over time, increased reporting within the low-CBA sectors has played a greater role in offsetting the lower reporting within low-and high-CBA sectors. (Table A. 2 to A.4) shows that the above decline in the frequency of ERR reporting is strongly significant. The full effect of the time trend (linear and quadratic specification of the approval year), suggests that the overall trend is declining; however, an examination of the marginal effect indicates that there is a turning point around the years 2003/2004. South Asia is also benchmarked against other regions in the regression using region dummy variables. The regression results show that the frequency of ERR reported in PADs is not statistically different between South Asia and East Asia and also between South Asia and Middle East and North Africa. In contrast, South Asia exhibits significantly greater frequency in ERR reporting compared to Africa and slightly more compared to Latin America. The positive and strongly significant results for the sector dummies simply highlight the difference between high and low CBA projects.
The size of the project, duration, and project cost are positively associated with ERR reporting at entry (Tables A.2 (Table A. 3), extension of the closing date is positively correlated with ERR reporting. These are all indicators that could be (to various degrees) proxies for the level of attention, or visibility of a project and therefore lend support to the hypothesis that the quality of economic analysis tends to be better for projects with higher visibility. Also the team effects are significant in almost all the regressions.
and A.4). For the ICR regression
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Model 2 Results: Is the discrepancy or divergence between ERR estimated at appraisal and completion worsening? Table 6 summarizes the average differences in estimated ERRs between appraisal and completion. For the Bank as a whole, the average mean difference is -12.1 percent and the average median difference is -15.4 percent. Across regions of the Bank, the average ERRs by region fall within 2 to 5 percentage points of one another at appraisal, and up to 9 percentage points at project completion, with ECA exhibiting the highest estimated ERRs, followed by SAR. Table 6 also shows by how much the ERR at appraisal exceeds the ERR at completion for each region. For SAR, there is a -8.7 percent difference between the two estimates (for all other regions this difference ranges from -18 to +3.6 percent). Similarly, the median difference of estimated ERRs between appraisal and completion for SAR is -16 percent (and for all other regions it ranges from -22 to -7 percent). Source: IEG data set and staff calculation *The difference between the two ERRs is calculated for every project with two ERRs as 100*(ERR at completion-ERR at appraisal)/ERR at appraisal. The mean difference was then taken on the percent of differences.
The differences in estimates are also summarized graphically in Figure 2 . Ideally, the distribution of the difference between ERR at appraisal and completion would be centered on zero with a narrow spread. This, however, varies across regions. The distribution is slightly squatter and wider for SAR and ECA compared to other regions while EAP and MNA seem to have the narrowest distribution. Table 7 presents the data by GP. The mean difference and median differences are lowest for the Education, Environment, and Transport/ICT. Social and Urban Development also have relatively low average deviations between appraisal and completion. The high-CBA sectors of water and agriculture exhibit higher deviations between ERRs estimated at appraisal and completion compared to those in the soft or low-CBA sectors. The results for the low-CBA sectors may be a reflection of the small sample size of this group in the full data set (based on Table 1 , only 3 to 7 percent of low-CBA projects report ERRs in the PAD and ICR). It could also reflect a pattern noted in IEG 2010 that the estimation or reporting of an ERR at completion for low performing projects is much less likely to occur than for high performing projects. The IEG 2010 report notes that the probability of calculating an ERR for a Highly Unsatisfactory project, at completion, is around 20 percent for high-CBA projects and practically 0 for low-CBA projects. Conversely, the probability of calculating an ERR for a Highly Satisfactory project at completion is around 90 percent for a high-CBA project and 100 percent for a low-CBA project. It could be that teams presume that an unsatisfactory project will have an extremely low ERR and therefore see no need to estimate one. Going forward, a systematic calculation of ERRs (for both poor and good performing projects in the PAD and ICR) along with project related factors that may be affecting performance could help in gaining a better understanding of the appropriate range of ERRs.
Figure 2 Distributions of the differences between ERR at appraisal and ERR at completion, 1975-2015
Source: IEG data set and staff calculation. Note: the difference is defined as ERR at completion -ERR at appraisal Regression analysis (corrected for country and project related factors) is also used to further examine the above trends and is reported in Table A .5. The variable Approval Year is small and insignificant, indicating little trend in ERR divergence. However, with only 3 to 5 percent of variation explained, it is difficult to statistically explain what is driving the difference. One key factor could be a lack of uniform standards for assumptions and in particular the tendency not to reflect in the EA the identified risks and project design issues that would have a bearing on the ERR.
Table A.5 also shows that SAR exhibits a significantly higher dispersion between ERR estimated at appraisal and completion compared to the EAP region. SAR is not statistically different from the other regions (after correction for country and project characteristics). The regression also shows that the difference between high-and low-CBA projects with respect to the reported ERRs in the PAD and ICR is not significant. Task team effects and inflation are not strongly correlated with the absolute difference in ERRs reported in the PAD and ICR. The logarithm of total project commitment (or project size) is strongly 21 and negatively correlated with the absolute difference in reported ERRs in the PAD and ICR. The larger the project, the smaller this difference. This again suggests that more care may have been given to the quality of economic analysis in larger projects, independent of the task team effect, which is insignificant. The coefficient on the inflation variable becomes significant when the project size is also entered into the regression, suggesting some cross effects between these two variables. Source: IEG database and staff calculation.
*The difference between the two ERRs is calculated for every project reporting an ERR at appraisal and completion as: 100*(ERR at completion -ERR at appraisal)/ERR at appraisal. The mean difference was then taken on the percent of differences.
Model 3 Results: Does EA matter to the success of a project, after controlling for country, project and team effects?
The results for model 3, which examines how the frequency and discrepancy in ERRs are correlated with project performance, are summarized in Tables A.6 to A.9. OLS regressions are estimated for the case where the dependent variable is the project rating on the 6 point scale. Logit regressions are used for the binary dependent variable where project performance is represented as either successful or unsuccessful. Tables A.6 and A.9 show that reporting the ERR in both the PAD and ICR is strongly and significantly associated with project performance. Tables A.8 and A.9 show that the discrepancy between ERR reported in the PAD and ICR is negatively and significantly associated with project performance. Specifically, the wider the discrepancy (after controlling for the optimism bias at project preparation), between the ERR reported in the PAD and ICR, the lower the project performance. These regressions provide strong evidence for the impact of the quality of project economic analysis on project performance, with results that are robust across the various regression specifications and estimation methods. Among the project variables, TTL performance, preparation cost as a share of total commitment and whether a project is an actual problem project (i.e. has been rated unsatisfactory at any time between the start and ending of the project when all commitments have been fully disbursed) are all consistently significant across all the regressions. Overall, project performance is higher, the higher the ratings a task team has received in previous projects. Higher project preparation costs as a share of total commitment are associated with lower project performance. And, a project that had problems in the first half of life is likely to perform poorly at the completion stage. The other project related variables are less robust across the specifications, although in general they have the expected signs. For example, larger projects with lower duration perform better in general, but in some regressions the coefficients are negative and insignificant. The restructuring variable is negative and insignificant across most of the regressions. The parameters for the country level variables have the expected signs and most are statistically significant. GDP per capita growth and overall CPIA ratings are positively associated with project outcomes.
To test the robustness of the association between EA and project outcomes, we also ran a set of regressions spanning from 1985 to 2015 (Annex Tables A.10 and A.11). These regressions, however, did not include early warning variables because these came in effect mostly in the late 1980s or early 1990s.
(Specifically, indicators of potential problems came in effect in 1989, and those for actual problem projects came in effect in 1994, and for restructuring in 1995.) Nevertheless, the results show remarkably similar signs to those reported for the 1995 to 2015 sample for both the frequency of ERRs reported in project documents and the ERR discrepancy.
Summary and Conclusion
Overall, the analysis indicates that the frequency of ERRs reported in project documents (as a proxy for the quality of economic analysis in the portfolio) is declining over time but with a marked uptick in the last decade. Overall, the reduction in the frequency of ERRs reported (or EA completed) stems largely from a sector shift between 1985 and 1995, but from 1995 onward, the key factor causing the reduction in ERRs reported arises from lower reporting within the high-CBA sectors (which may have worsened over time). There is no discernible trend in the discrepancy between ERR at appraisal and completion (after accounting for country and other project level effects). However, larger projects (in terms of committed amounts) are associated with higher ERR reporting; and task team effects are significantly correlated with ERR reporting and project performance but not ERR dispersion.
This paper also presents some of the factors that may be explaining the ERR discrepancy. Key among these are price inflation and the size of the project (which suggests that larger projects may tend to get more attention in terms of a preparation/supervision budget and oversight). Overall, less than 5 percent of the variation in ERR discrepancy is explained by the variables in the regressions. However, earlier assessments (and also anecdotal evidence gleaned in the course of preparing this paper) point to inconsistent data capture, lack of consistent and sector specific guidelines for EA, as well as limited resources as factors that may explain the dispersion in ERR.
The strong links of the EA to project performance suggest that EA should be viewed as more than just an approach to estimating rates of return on which to justify investment decisions. Devarajan et al. (1995) have questioned the focus on estimating a precise ERR. Instead, they argued for a shift in emphasis of EA away from the precise rate-of-return calculations toward broader sectoral analyses and public expenditure reviews. They noted three critical areas for proper project appraisal, namely: the rationale for public intervention, fiscal impact of the project and contribution to poverty reduction. These aspects have been incorporated into recent World Bank guidance on doing EA and CBA for investment project financing (IPFs).
The analysis presented in this note suggests that in addition to the elements noted by Devarajan et al (1997) , project EA should be seen as a means to think through design and implementation issues with a focus on assessing ways to improve performance and manage risks to achieve targeted goals. This is a particularly practical approach given that the estimated level of ERR is rarely a factor for deciding whether to proceed with a project or not (World Bank 2010). Also, the Bank is putting more attention on how to use project risk ratings to improve the performance of the project portfolio.
The EA could be used to strengthen the discussion in the risk section of the PAD and the rationale for the project risk ratings (or the SORT). In order to achieve this, it will be important to pay closer attention to the assumptions used in calculating ERRs. There may also be a need to more systematically track ERRs reported in the PADs and ICRs to ensure these are systematically and consistently captured, which, along with other readily available country and project level variables, could greatly facilitate gaining a deeper understanding of the factors that determine the ERR.
A number of recommendations could help strengthen the link between the EA and the SORT and thereby more strongly inform project design.
I. Automate the process for systematically tracking ERRs reported in PADs and ICRs. In the course of this review, it was noted that some of the ERRs estimated and reported in the PADs and ICRs were not always systematically captured in the IEG database. For example, some PADs/ICRs reported multiple ERRs (sometimes by project component) that were often reflected as an average in the IEG database or not captured at all. Systematically capturing estimated ERRs would provide more refinement to the data and provide a more robust estimate of the levels of rates of returns for different sectors/projects and sub-components of a project. This system could be captured through the Bank's management information system (or Ops Portal). This would enable the systematic capture of ERRs (even when this is done only for specific components or involves multiple estimates or for project restructuring). This could then be downloaded automatically to the IEG ICR Review templates and validated by IEG at the time of their independent review.
II. Place more emphasis on the EA as a way to systematically think through project design and how risks will impact design. This would also include devising an approach to risk analysis that focuses on informing the design of the project or the approach to implementation. The aim would be to use the EA to devise approaches to increase the project's expected return and reduce the risk to the PDO. Risk analysis could also be used to prioritize and make explicit in the results framework what variables to monitor more closely during implementation. This analysis would then be used to discuss risk mitigation in the Risk section of the PAD and inform the project (SORT) ratings. There could also be more systematic discussions during the PCN and Decision Review meetings by requiring that reviewers comment specifically on whether the EA adequately underpins the design or approach outlined in the project; or whether it provides sufficient evidence to demonstrate that the chosen design or implementation approach is the best to maximize the project's expected return.
III. Strengthen the database on EA in order to facilitate better analysis and identify flags, etc. for managing the portfolio. Collect project-by-project information on cost overruns and implementation delays, etc. in the IEG database. This will enrich the IEG data set and make it possible to examine how these variables affect project outcomes and risks for different regions and GPs. It could possibly help to devise early warning flags for project supervision, implementation and mid-course correction.
IV. Focus on strengthening assumptions and data collection at appraisal in order to reduce the difference between ERR at appraisal and at completion. Some aspects of the divergence are due to risk, but there is also a part due to the quality of assumptions and data. To accommodate the element of risk, Herrera (2005) has recommended that the sensitivity or risk analysis at appraisal should be used to define an upper and lower bound of the ERR to be used as a benchmark at completion. In this context, the systematic collecting of data on ERRs and possible correlates (such as cost overruns, restructuring, project delays, etc.) could greatly facilitate gaining a deeper understanding of the factors that affect the ERR.
V. Develop GP specific guidelines to doing EA (with an emphasis on how it informs project design and risk mitigation) to ensure standards and consistency across projects. Note: t statistics in parentheses, * p<0.10, ** p<0.05, *** p<0.01
Annexes
5 These regressions were also estimated for high CBA projects only. All the coefficients along with their signs were found to be similar to what is reported here.
( 1 ) Note: t statistics in parentheses, * p<0.10, ** p<0.05, *** p<0.01
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