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We discuss experimentally realizable situations in which surface effects may “screen out” the
dipolar interactions in an assembly of nanomagnets, which then behaves as a noninteracting system.
We consider three examples of physical observables, equilibrium magnetization, ac susceptibility and
ferromagnetic resonance spectrum, to illustrate this screening effect. For this purpose, we summarize
the formalism that accounts for both the intrinsic features of the nanomagnets and their collective
effects within an assembly the condition for screening.
I. INTRODUCTION
For many years research on assemblies of nanomagnets
(NM) has been devoted to the investigation of the two
aspects: i) the single-nanomagnet (SNM) physics that is
mostly governed by the finite size and boundary effects
which become rather acute at the nanometer scale, ii)
the collective behavior of the assembly (ANM) that is
mostly driven by the mutual long-range dipolar interac-
tions. Numerous studies, experimental and theoretical,
have been carried out in order to investigate the interplay
between the phenomena that occur at these two rather
different scales: While the relevant temperature at the
SNM scale is about a few degrees (Kelvin), it is about
a few tens of degrees for the ANM. While the relevant
relaxation time is about a nanosecond for the former, it
is about a few minutes or hours for the latter, and so on.
From the technological perspective, many challenging
issues are still open. For example, to what extent as-
sembling into macro-scaled systems and devices various
kinds of nano-objects may preserve their novel proper-
ties pertaining to the nanoscale? From a fundamental
viewpoint, the foremost aim is to achieve a clear under-
standing of the behavior of the nano-scaled systems and
this requires the development of new and adequate tools
for their probe, measurement and modeling. Indeed, the
transition from the nano-scale to the macro-scale requires
a fair understanding of the interplay between the intrin-
sic properties of the nano-objects, taken separately, and
their mutual interactions when they are assembled into
more complex structures. An example of paramount im-
portance for practical applications is concerned with the
dynamics of the assembly and how it is related to the
SNM dynamics. This issue has been investigated for
decades and the debate is still at its climax, for instance
in what regards the conditions under which a spin-glass
behavior or a superferromagnetic order may be observed,
for a given set of physical parameters of the individual
NM.
Conversely, one may address the question as to
whether it is possible to define a set of such SNM param-
eters, on one hand, and those pertaining to the ANM,
on the other, so that somehow the ANM would behave
as a free assembly of “dressed” NM. In other terms, the
intrinsic properties of the individual NM, such as sur-
face effects (SE), would screen out the dipolar interac-
tions (DI) within the assembly. For example, it has been
shown by many researchers [1, 2] that one can control
the inter-particle interactions by tuning the properties of
the NM themselves. On the other hand, it is possible
to modify the NM properties by modifying the assembly
characteristics (shape, spatial organization, etc) [3, 4].
In the present work, we contribute to this study by es-
tablishing the conditions, realizable in experiments, un-
der which the above-mentioned screening may occur. For
this, we first summarize our previous work that has been
carried out with the objective to build a global picture
that encompasses both what is happening at the SNM
and at the assembly level. Indeed, we have built a com-
plete theoretical toolbox for dealing with the collective
behavior of an ANM whiling taking account of the NM
features.
The paper is organized as follows: in Section II we
summarize our formalism for the single SNM and the cor-
responding effective model that accounts for the intrinsic
properties such as SE. In Section III we discuss the DI
in a formalism that takes account of the finite-size of the
NM and is compared to the point-dipole approximation.
In Section IV we consider in three successive paragraphs
the equilibrium magnetization, the ac susceptibility and
the ferromagnetic resonance spectrum. In each case we
discuss the screening of the DI by the SE and establish,
when analytically possible, the corresponding conditions.
The final section is devoted to conclusions and discussion.
II. SINGLE NANOMAGNET
For the single NM considered as a crystallite of N
atomic magnetic moments mi = msi (‖si‖ = 1), it is
possible in principle to investigate, to some extent, most
of the magnetic properties (at equilibrium and out-of-
equilibrium)[5–12]. This is usually done with the help of
the atomistic approach based on the anisotropic (classi-
cal) Heisenberg Hamiltonian
2H = −1
2
∑
i,j
Jij si · sj − µaH ·
N∑
i=1
si −
N∑
i=1
KiA(si) (1)
with the usual meaning for the the microscopic parame-
ters J,K. A(si) is the anisotropy function that depends
on the locus of the atomic spin si. So for core spins, the
anisotropy may be uniaxial and/or cubic, while for sur-
face spins there are various models for on-site anisotropy
that is very often taken as uniaxial with either a trans-
verse or parallel easy axis. There is also the more plau-
sible model of Néel for which A(si) = 12
zi∑
j=1
(si · uij)2,
where zi is the coordination number at site i and uij a
unit vector connecting the nearest neighbors i, j. The
constant Ki > 0 is usually denoted by Kc if the site i is
in the core and by Ks if it is on the boundary.
However, it is a very difficult, if not impossible, task to
deal with the dynamics, especially the calculation of the
relaxation rate and magnetization reversal. Indeed, it is
a formidable task to perform a detailed analysis of the
various critical points (minima, maxima, saddle points)
of the energy which is required for the study of the re-
laxation processes.
In fact, it has been shown that, under some condi-
tions which are quite plausible for today’s state-of-the-
art grown nanomagnets, namely of weak surface disorder,
one can map this atomistic approach onto a macroscopic
model for the net magnetic moment
mi =
1
N
N∑
i=1
si (2)
of the NM evolving in the effective potential (H.O.T. =
higher-order terms)
Eeff = −K2m2z +K4
(
m4x +m
4
y +m
4
z
)
+H.O.T. (3)
In the sequel we will refer to Eqs. (3, 2) as the effective-
one-spin problem (EOSP).
The leading terms have coefficients K2 and K4 that
are functions of the atomistic parameters (J,Kc,Ks, z,
etc) and of the size and shape of the NM [13–15]. Note
that both the core and surface may contribute to K2
and K4. For example, when the anisotropy in the core
in Eq. (1) is uniaxial, K2 ≃ KcNc/N , where Nc is
the number of atoms in the core, see Ref. 16. In fact,
even in this case the quartic term appears and is a pure
surface contribution. Regarding the coefficient of the
quartic contribution (k ≡ K/J), for a sphere we have
k4 = κk
2
s/zJ where κ is a surface integral [13] and for a
cube k4 =
(
1− 0.7/N 1/3)4 k2s/zJ [15].
The most relevant parameter of this effective model is
the ratio
ζ ≡ K4/K2 (4)
Figure 1: Spin structure of linear dimension N = 20.
which roughly represents the relative contribution of the
surface disorder and the ensuing spin noncolinearities.
The details of the conditions under which this model is
applicable are discussed in Ref. 13 and may be summa-
rized as follows. In order to plot the energy of a many-
spin NM we introduce a Lagrange parameter which con-
strains the net magnetic moment to follow a specified
path in its phase space spanned by the spherical coor-
dinates (θ, ϕ). For this to be applicable the spin mis-
alignment (or canting) should not too strong. Therefore,
the effective model can be built for NM whose SA, as
compared to the spin-spin exchange coupling, is not too
strong. On the other hand, the NM size should not be too
large for it to be considered as a single magnetic domain,
for a given underlying material.
To sum up, we have at hand a macroscopic model
whose dynamics can be studied using the full-fledged
theory of Brown (or Langer) developed during the last
decades by many authors. This is nothing new. But the
new thing about this EOSP model is that it captures
the main intrinsic features of the NM through the coeffi-
cients of its effective potential energy (3). In particular,
we can investigate the effect of surface anisotropy on the
relaxation rate of an individual NM. This was done in
Ref. 17. Indeed, in Fig. 2 of this reference, the relax-
ation rate Γ is plotted against the parameter ζ, as com-
puted analytically using Langer’s (and Brown’s) theory
and numerically using the continued fraction method. Γ
first increases as ζ increases, since in this case the quar-
tic term in Eq. (3) creates saddle points at the equa-
tor, but the minima are still determined by the uniax-
ial anisotropy (the quadratic term). Beyond a critical
value of ζ the energy landscape becomes that of a cubic
anisotropy, namely the uniaxial-anisotropy minima be-
come maxima and the new minima are at the diagonals
(±1/√3,±1/√3,±1/√3). As ζ further increases these
minima become deeper and the energy barrier higher,
thus leading to a decrease of Γ. A measurable observable
that can be built out of Γ is the switching field (SF), i.e.
3the field at which the magnetization of the NM switches
at a given temperature and a given direction of the exter-
nal magnetic field. Upon varying the orientation of the
latter, we obtain the so-called Stoner-Wohlfarth astroid
or the curve of the limit of metastability. The measure-
ment and discussion of the various aspects of the SF in
various situations of anisotropy can be found in the re-
view 18. Experimental observation of the magnetization
reversal depends on the relaxation time of the cluster and
on the measuring time τm of the experimental setup. The
magnetization reversal can be observed only if the relax-
ation time is in the time window of the experiment, or
equivalently, if the relaxation rate is equal to the measur-
ing frequency νm = τ−1m . Therefore, for the experimental
observation of the magnetization reversal at finite tem-
perature, the relaxation rate as a function of the reduced
anisotropy barrier [36]
σ = KV/kBT, (5)
ζ, the SF hs, the angle ψ between the applied field and
the anisotropy axis and the damping parameter α, must
be equal to the measuring frequency νm, i.e.
Γ(σ, ζ, hs, ψ, α) = νm. (6)
This equation can then be (numerically) solved for hs
in terms of νm, σ, ζ, α and ψ. Obviously, at very low tem-
perature and ζ = 0 this yields the SW astroid with the
main feature that it homothetically shrinks as the tem-
perature increases and reaches reach zero at the blocking
temperature. This was confirmed by experiments on sin-
gle cobalt NM using the microSQUID technique [19].
For finite values of ζ one can also build the para-
metric plot of the two components of the SF, namely
hx = hs sinψ, hz = hs cosψ. The result is given in Fig.
2 of Ref. 17. The new feature that this plot shows is
that the effect of finite ζ (i.e. that of surface anisotropy)
is a flattening of the astroid along one direction. For an
experimental confirmation of such a flattening of the SF
curves, see the results in Fig. 6 of Ref. 3 obtained for
8 nm maghemite NM. We note that this flattening of the
SF curve owing to SA was observed in Refs. 10, 20, where
such a curve was computed at very low temperature, us-
ing the model in Eq. (1), for a spherical many-spin par-
ticle with local (on-site) anisotropy, uniaxial in the core
and transverse on the surface with a variable constant.
III. ASSEMBLY OF FINITE-SIZE
NANOMAGNETS
Here we briefly discuss another important extension
that is relevant to an interacting ANM of given size and
shape. More precisely, we would like to emphasize that,
when dealing with DI between NM, even in the macrospin
approximation (ignoring SE), one has to take account of
their size and shape. Ignoring these parameters is what is
done in the so-called point-dipole approximation (PDA)
which is rather poor and may even lead to wrong results
in situations with NM too close to each other. Think
of two magnetic layers that are infinitely close to each
other, for which the PDA predicts a finite dipolar cou-
pling energy while in reality the dipolar coupling between
the planes goes to zero, see Refs. 21, 22.
In brief, for two finite-size elements, say of cylindri-
cal symmetry and of diameter 2R and thickness 2t with
a center-to-center distance d, one subdivides them into
(differential) magnetic elements dmi, i = 1, 2, assumed
to be point dipoles, and then writes the energy of their
DI as follows
dEDI =
(µ0
4π
) dm1 · dm2 − 3 (dm1 · e12) (dm2 · e12)
r312
.
For any two such NM within the assembly we write
dE(i,j)DI = −
(µ0
4π
)
dmi · Dijdmj
where Dij is the DI tensor
Dij ≡ 1
r3ij
(3eijeij − 1) , rij = ri − rj , eij = rij
rij
.
(7)
The next step consists in integrating over the whole
volume of each NM leading to the DI energy [22]
EDI = η [s1 · J12s2 − 3ψ12 (s1 · e12) (s2 · e12)] (8)
where the (diagonal) matrix J12 and the coefficient ψ12
are given by


J12 = I, ψ12 = 1, vertical setup,
J12 =

 1 0 00 1 0
0 0 Φ12

 , ψ12 = 2+Φ123 , horizontal setup,
(9)
and λ is the (dimensionless) coupling constant
η =
(µ0
4π
) (MsV ) 2/d3
KV
×


Ivs (̺τ) , vertical planes,
Ivd (̺, τ) , vertical disks,
Ihd (̺, τ) horizontal disks.
(10)
and
̺ ≡ d
2t
, τ ≡ t
R
.
For later reference, we introduce the DI parameter λ
λ ≡
(µ0
4π
) (MsV ) ²/d3
KV
. (11)
4Finally, Φ12 (̺, τ) ≡ J hd (̺, τ) /Ihd (̺, τ). Ihd (̺, τ) and
J hd (̺, τ) are two shape integrals given explicitly by Be-
leggia et al. [23]
Note that the dipolar energy (8) depends, on one hand,
on the size and shape of the NM and on the other, on their
spatial arrangement via the parameters ρ, τ , and ξ. For
example, the integral Ivs that obtains for two vertically
stacked planes, of lateral dimension L and a distance d
apart, reads (δ ≡ d/L) [21, 22]
Ivs (δ) = 4δ3


δ − 2√1 + δ2 +√2 + δ2
+ 12 log
(
1 + 1δ2
)
+ log
(
1+
√
1+δ2
1+
√
2+δ2
)

 .
For small values of δ the integral Ivs (δ) increases with
δ as 4δ3
[√
2− 2 + log
(
2
δ(1+
√
2)
)]
while for large δ it
does so as 1 − δ−2 + 17δ−4/16. We thus see that as the
distance between the two magnetic layers becomes very
small, i.e. δ → 0, the integral Ivs (δ) and thereby the
DI vanishes as it should. This result cannot be obtained
within the PDA for which J12 and ψ12 in Eq. (8) are
equal to unity. On the other hand, as the two magnets
are very far apart, i.e. δ becomes very large, Ivs (δ)→ 1
and thereby the DI reaches the limit of the PDA.
IV. SINGLE NM VERSUS ASSEMBLY
We have now presented the two ingredients that are
necessary for studying the competition between the SNM
features and the collective behavior in an array of NM.
We have chosen to do so through three observables,
namely the equilibrium magnetization as a function of
the external magnetic field, the ac susceptibility and the
FMR spectrum.
A. Equilibrium magnetization
Here we discuss some old experimental results regard-
ing the behavior of the magnetization of ANM as a func-
tion of the applied magnetic field at varying temperature.
This is our first example of compensation between SE and
DI.
Measurements of the magnetization at high fields per-
formed on the γ-Fe2O3 nanoparticles [4, 24] and on cobalt
particles [25] showed that the magnetization is strongly
influenced by surface effects, as was evidenced by the ex-
perimental study with variable particle size, see Fig. 3
of Ref. [4] and by (Monte Carlo) numerical investigation
of Ref. [26]. One finds that the M(H) curves at differ-
ent temperatures present a rather different behavior as
we compare dilute with concentrated assemblies. Indeed,
in Ref. 4 (Fig. 3) the M (H) curves look regular from
300K down to 100K, split below 100K and instead of
saturating, the magnetization increases with increasing
field and decreasing temperature. The low-temperature
increase starts at 100− 75K and becomes steeper as the
temperature decreases. This steep increase is less im-
portant with the increasing particle size, in accordance
with the study of SE in Ref. 26. A similar behavior is
observed with increasing concentration. For more con-
centrated dispersions the low-temperature effect is still
present but less marked, compared to the corresponding
dilute samples.
This interplay between surface anisotropy (an effect
that is intrinsic to the NM) and the DI (an effect per-
taining to the assembly) was studied in Refs. 27, 28,
using both Monte Carlo simulations and analytical de-
velopments for dilute assemblies.
In Ref. 29 this was performed for an assembly of
N ferromagnetic NM each carrying a magnetic moment
mi = misi, i = 1, · · · ,N of magnitude mi and direction
si, with |si| = 1. mi was defined in terms of the Bohr
magneton µB, i.e. mi = niµB, and ni are either all equal
for monodisperse assemblies or chosen according to some
distribution. Then, it was shown that in a dilute assem-
bly, the magnetization of a NM at site i in a magnetic
field applied in the z direction, to first order in the DI
parameter, reads
〈szi 〉 ≃ 〈szi 〉0 +
N∑
k=1
ξik〈szk〉0Aki
∂〈szi 〉0
∂xi
, (12)
where Akl = eh · Dkl · eh. In Eq. (12) 〈.〉 is the sta-
tistical average of the projection on the field direction
of the particle’s magnetic moment. The following useful
dimensionless physical parameters are introduced
ξik =
µ0
4π
mimk/d
3
kBT
, xi ≡ niµBH
kBT
= nix, σi ≡ KVi
kBT
.
It is worth emphasizing that Eq. (12) yields the (local)
magnetization 〈szi 〉 of an interacting assembly in terms of
its “free” (with no DI) magnetization 〈szi 〉0 and suscepti-
bility ∂〈szi 〉0/∂xi, with of course the contribution of the
assembly “superlattice” via the lattice sum. As such, in
order to investigate the competition between DI and SE
for example, one has to use for the SNM an expression
for the magnetization 〈szi 〉0 that takes account of SE.
Restricting ourselves to monodisperse assemblies so as to
investigate the interplay between intrinsic and collective
effects in pure form. Then, xi = x, σi = σ, ξij = ξ = λσ
[see Eq. (11)] and Eq. (12) simplifies into
〈sz〉 ≃ m(0)
[
1 + ξC(0,0) ∂m
(0)
∂x
]
. (13)
The lattice sum C(0,0) is the first of the hierarchy of lat-
tice sums (see Ref. [29]). For large samples, we have
5C(0,0) = −4π (Dz − 1/3), where Dz is the demagnetizing
factor in the z direction. It turns out that the relevant
DI parameter, to this order of approximation, is in fact
ξ˜ ≡ ξC(0,0) = ξ × 1N
N∑
i,j=1,i6=j
Aij .
The longitudinal susceptibility χ
(0)
‖ = ∂m
(0)/∂x is given
in Ref. [30] and, injected in Eq. (13) leads to the ap-
proximate expression for the magnetization of a particle
taking account of its DI with the other particles in the
assembly
〈sz〉 ≃ m(0)
[
1 + ξ˜
(
a
(1)
0 −
(
m(0)
)2)]
. (14)
Where a
(1)
0 can be computed in the high-energy barrier
limit a
(1)
0 (σ ≫ 1) ≃ 1− 1σ .
Note that in the absence of any interactions or
anisotropy, or at high temperature, the magnetization
is given by the Langevin function
〈sz〉0 (σ → 0, ξ → 0) = L
(
µ0HMS
kBT
)
. (15)
Now, using the EOSP model (3) for the individual NM
we compute the magnetization m(0) using perturbation
theory for small ζ = K4/K2, see Ref. 28 for the detailed
derivation.
At first order in ξ˜, the equilibrium susceptibility reads
χeq
(
x, σ, ζ, ξ˜
)
≃ χeqfree + ξ˜χeqint (16)
where χeqfree is linear susceptibility of the non-interacting
assembly in the limit of high anisotropy energy barrier
[28, 31]
χeqfree (x, σ, ζ) = 2χ
⊥
0 σ
[
χ
(1)
free + 3χ
(3)
freex
2
]
, (17)
χ
(1)
free =
(
1− 1
σ
)
+
ζ
σ
(
−1 + 2
σ
)
,
χ
(3)
free =
1
3
[(
−1 + 2
σ
)
+
ζ
σ
(
2− 5
σ
)]
.
Here χ⊥0 is the transverse equilibrium susceptibility per
spin at zero temperature in the absence of a bias field
χ⊥0 ≡
(
µ0m
2
2KV
)
.
The contribution of DI to the equilibrium susceptibility
is given by [28]
χeqint (x, σ, ζ) = 2χ
⊥
0 σ
[
χ
(1)
int + 3χ
(3)
intx
2
]
, (18)
χ
(1)
int = 1−
2
σ
− 2
(
1− 3
σ
)
ζ
σ
,
χ
(3)
int = −
4
3
[(
1− 3
σ
)
− 3ζ
σ
]
.
Therefore, the final result is the following asymptotic
expression for the magnetization taking account of both
SA (ζ) and DI (ξ˜), in addition of course to the contribu-
tions from the uniaxial anisotropy (σ) and magnetic field
(x)
m
(
x, σ, ζ, ξ˜
)
≃ χ˜(1)x+ χ˜(3)x3 (19)
where
χ˜(1) ≃ χ(1)free + ξ˜
[
1− 2
σ
− 2
(
1− 3
σ
)
ζ
σ
]
, (20)
χ˜(3) ≃ χ(3)free −
4
3
ξ˜
[(
1− 3
σ
)
− 3ζ
σ
]
are respectively the linear and cubic susceptibilities cor-
rected by DI.
The asymptotic expression (19) shows how SA com-
petes with DI. Indeed, the sign of the surface contribution
with intensity ζ plays an important role in the magneti-
zation curve. However, since it appears coupled to the
DI ξ˜ parameter, which contains information regarding
the sample’s shape, it is the overall sign of ξ˜ζ that deter-
mines whether there is a competition between SE and DI
or if the changes in magnetization induced by the intrin-
sic and collective contributions have concomitant effects.
We know that for oblate samples (ξ˜ < 0) DI tend to
suppress the magnetization, whereas for prolate samples
(ξ˜ > 0) they enhance it. On the other hand, the effect
of SA should be discussed in relation with the quadratic
contribution with coefficient K2 in Eq. (3). Indeed, for
ζ > 0 the energy minima of the quartic contribution are
along the cube diagonals while for ζ < 0 they are along
the cube edges. Hence, the uniaxial anisotropy with an
easy axis along the z direction, competes with the cu-
bic anisotropy when ζ > 0 whereas the two anisotropies
have a concomitant effect when ζ < 0. Consequently, we
see from Eqs. (19, 20) that SE and DI may have oppo-
site or concomitant effects depending on their respective
signs. On this basis, and upon plotting the magnetiza-
tion as a function of the applied field, for different values
of ζ, for both prolate and oblate assemblies, a plausible
interpretation of the experimental results of Ref. 4, dis-
cussed above, was reached in terms of a screening of the
6SA effects by DI, assuming that for the studied γ-Fe2O3
samples ζ > 0 and ξ˜ < 0.
The expression in Eq. (19) for the magnetization of a
(weakly) interacting assembly of NM, taking account of
surface anisotropy, may be applied to a variety of samples
if they can be produced with several concentrations and
NM sizes and shapes. In particular, arrays of platelet
with varying aspect ratio and separation should provide
the necessary conditions for checking these theoretical
predictions.
We may obtain the condition under which the SE and
DI annihilate each other, at least to first order in x (ap-
plied field). Indeed, using Eq. (17) we rewrite Eq. (20)
as χ˜(1) =
(
1− 1σ
)
+ δχ˜(1), where the 1st term is simply
the linear susceptibility in the absence of both SE and
DI, and δχ˜(1) the correction
δχ˜(1) ≡ 1
σ
(
−1 + 2
σ
)
ζ +
(
1− 2
σ
)
ξ˜ − 2
σ
(
1− 3
σ
)
ζξ˜.
For typical samples one has 1/σ≪ 1 and thereby, at first
order the screening condition
λs.c ≃ 1C(0,0) ×
ζ
σ2
. (21)
Considering the fact that the parameter λ (or ξ) is posi-
tive, Eq. (21) implies that a competition between SA and
DI can only occur if ζ and C(0,0) are of the same sign, at
all temperatures. This is the case when the ANM has
a prolate shape, i.e. C(0,0) > 0, and the individual NM
have a surface anisotropy that leads (in the ESOP model)
to a cubic anisotropy with ζ > 0. Likewise, this compe-
tition may also set in for a 2D array of nano-elements
for which ζ < 0. Indeed, in this case the (effective) cu-
bic anisotropy has minima along the normal to the ar-
ray plane whereas the DI drive the magnetization into
the plane (since for such an oblate sample C(0,0) < 0).
Note also that the condition (21) involves the tempera-
ture (λs.c ∝ T 2) and this to be expected because it is
derived from the magnetization which is temperature de-
pendent. In fact, this screening condition shows that for
a set of parameters, namely the underlying material (K),
the assembly spatial arrangement (C(0,0)), the NM char-
acteristics (V, ζ), there is a compensation between DI and
SE due to the underlying processes related with spin fluc-
tuations which are essentially temperature-dependent.
B. AC susceptibility
For the AC susceptibility we need to compute the re-
laxation rate of the individual NM including both SE and
DI, before we can study the competition between the in-
trinsic features and collective behavior. This was done
for monodisperse assemblies in Ref. 32.
For a situation with a longitudinal field, i.e. an assem-
bly with anisotropy axes oriented along the field (ψ = 0),
the transverse response can be considered instantaneous
(τ⊥ = 0). Hence, with τ‖ = Γ−1 and the equilibrium
susceptibility χ‖ = χeq given in Eq. (16), the AC sus-
ceptibility reads (in the simplest model of Debye)
χ
(
x, σ, ζ, ξ˜, η
)
=
χeq‖
1 + iωΓ−1
. (22)
The relaxation rate Γ for a NM with surface effects and
interacting within the assembly, was computed in Ref. 32
and will not be reproduced here. Here we only discuss the
results obtained there regarding the competition under
study. For example, the results in Fig. 5 show that
the surface anisotropy, in the case of positive ζ, has the
opposite effect compared to DI. This implies that surface
effects can screen out the effect of DI or the other way
round. This confirms the results of Ref. 28, discussed in
the previous section, for equilibrium properties for both
negative and positive ζ. We further refer the reader to
Ref. 28 where a detailed discussion of the competition
between DI and SE was presented in what regards the
frequency dependence of the real and imaginary parts
of the AC susceptibility and the shift of their respective
peaks.
The screening condition here is rather difficult to es-
tablish in an analytical form because the relaxation rate,
which depends on both ζ and ξ, is only known semi-
analytically. Nevertheless, we can establish a screening
criterion with regards to the effective temperature θVF
that is very often used in the Vogel-Fulcher law to ac-
count for DI. Accordingly, in Ref. 32 we obtained the
following analytical expression for θVF
θVF
T
=
ζ
4
+
1
6σ
(
ξ2S) (23)
where S is a function of the superlattice. Obviously, in
the absence of DI, and according to our formalism, in the
absence of SE as well, θVF vanishes. However, according
to Eq. (23), θVF may vanish even in the presence of
both effects if ζ < 0. Indeed, in this case we obtain the
screening condition (ζ = − |ζ|)
λs.c ≃
√
3
2S ×
( |ζ|
σ
)1/2
. (24)
Similarly to the condition (21), derived from the equi-
librium magnetization, the present condition involves
the assembly superlattice (S) and the NM parameters
(K,V, ζ) and temperature with a different power.
C. Ferromagnetic resonance
Now we come to the last example we would like to
discuss ; this is the ferromagnetic resonance (FMR) of
72R
2t
d
Figure 2: Lattice of thin disks with lattice parameter d.
an interacting ANM. In particular, we investigate the
shift of the corresponding frequency induced by SE and
DI. In order to derive an approximate expression for the
frequency shift due to DI, we consider an array with large
enough inter-NM separation so that we can make use of
perturbation theory. Then, we split the total energy into
a free part plus the interaction contribution [33]
H = F + I = F (1 + F−1I) .
The product F−1I scales with the ratio λ/H , i.e. the
ratio of the DI intensity to the static magnetic field H .
This ratio is obviously small for a dilute assembly, es-
pecially for standard FMR measurements where the DC
field is usually taken strong enough to saturate the sam-
ple (usually between 0.3T and 1T).
1. Without surface effects
For a 2D array we obtain the explicit DI correction
to the FMR (dimensionless) angular frequency ̟ of the
array of NM
∆̟DI ≃ − λ
2κ3
× 1N
N∑
i=1
N∑
j=1,j 6=i
J hd (ηij , τ)
r3ij
(25)
where ̟ ≡ ω/ωK, with ωK ≡ γHK , and µ0HK =
2K2/Ms the anisotropy field. In addition, we introduce
the parameters
κ ≡ d
2R
, ηij =
(
d
L
)
rij .
For an array of platelets with τ = t/R≪ 1, as in Fig.
2, the expression above simplifies into
∆̟DI ≃ ∆̟pda − 9
32
λ
κ5
C5 = ∆̟pda
(
1 +
9
16κ2
C5
C3
)
(26)
where we have singled out the contribution ∆̟pda ≡
− λ2κ3 C3 that obtains within the PDA [37], with the usual
lattice sums
Cn ≡ 1N
N∑
i=1
N∑
j=1,j 6=i
1
rnij
.
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Figure 3: Relative difference between the PDA contribution
and that from the finite-size-DI to the FMR frequency.
Several observations may be made. First, we see that
while the PDA shift of the resonance frequency behaves,
as expected, namely as 1/d3, the shift due to finite-size
scales as 1/d5 for the array of platelets. This contribution
is obviously smaller than that of PDA, but it increases
as the NM come closer to each other.
Second, as can be seen in Fig. 3, the PDA should
be applied only for small and/or well separated NM. To
give an order of magnitude we consider the FeV nan-
odisks studied in Refs. 34, 35 with 2t = 27 nm, 2R =
600 nm, d = 1600 nm. The results confirm that, for not-
too-dense assemblies, i.e. for 2.5 . κ . 3, there is a
variation (δ̟pda ≃ 5%) of the frequency shift due to the
fact that the NM are not simple point dipoles. This vari-
ation should be accessible to experiments. Obviously, for
very dilute assemblies (κ & 7) the PDA provides a quite
reasonable description of the physics up to an error less
than 1%.
2. Including surface effects
As was shown in Ref. 33, adding the surface contribu-
tion to the free-particle energy according to the effective
model (3) adds the term −ζ∑α=x,y,zm3i,αeα to the ef-
fective field and thereby the total frequency shift, due to
both DI and SE, is given by
∆̟ = −̟SE +∆̟DI = ζ − λ
2κ3
[
C3 + 9
16κ2
C5
]
. (27)
Note that due to the SA contribution, the FMR fre-
quency of a single NM may either increase or decrease
according to the sign of ζ. Consequently, for ζ > 0 we
see that SA may compete with DI.
Indeed, in Fig. 4 we see that as the NM come closer
to each other (smaller κ) the FMR frequency of the in-
teracting array is red-shifted. On the opposite, when ζ
becomes positive (going from the black to the blue curve)
the FMR frequency is blue-shifted. Second, we see that
at some value of ζ and κ, i.e. for some parameters of the
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Figure 4: FMR frequency as a function of the NM separation
for the noninteracting assembly (dashed line) and for interact-
ing assemblies with ζ > 0 (blue curve), ζ = 0 (black curve),
ζ < 0 (red curve).
NM on one hand, and some parameters for the assembly,
on the other, the FMR frequency of the interacting array
(blue curve) crosses that of the noninteracting assembly
(horizontal dashed line). The screening condition in this
case is given by
λs.c ≃ 2C3 × ζκ
3. (28)
Contrary to the conditions (21) and (24), the condition
above only depends on the samples properties and not
on temperature. This is not surprising knowing that the
resonance frequency is an intrinsic property of the sam-
ple.
For the FeV disks considered above, we may invert the
expression in Eq. (28) to find the numerical condition on
κ; we find κs.c. ≃ 4. Such a compensation point could be
achieved for some NM assemblies with reasonable phys-
ical parameters. For instance, in Ref. 22 it was found
that the resonance frequencies of dense assemblies of NiFe
nanowires could be recovered using Kittel’s expression for
noninteracting assemblies [see Fig. 4 of the cited refer-
ence]. This means that the DI of the dense assembly are
compensated for such nanowires.
V. CONCLUSIONS
After summarizing the theoretical developments that
allow us to take into account both the intrinsic and collec-
tive effects in an assembly of nanmagnets, we study the
competition between surface anisotropy and dipolar in-
teractions through three different observables: the mag-
netization, the ac susceptibility, and FMR. For each of
these observables, we have demonstrated that there ex-
ists a set of physical parameters, pertaining to the nano-
elements themselves and to their arrangement in an as-
sembly, for which a compensation between surface effects
and inter-element interaction occurs. This implies that
the corresponding assembly would behave as noninteract-
ing. In each case, we have given an explicit expression for
the screening condition in terms of the physical param-
eters. The screening conditions in Eqs. (21) and (24)
differ significantly from Eq. (28) in the sense that the
first two depend on the temperature while the latter does
not. This implies that for a specifically synthesized sam-
ple the FMR frequency is a more suitable observable for
achieving noninteracting assemblies of dressed particles
over a large range of temperature. As for the magneti-
zation and ac susceptibility measurements, the tempera-
ture scaling laws for the screening condition (λs.c ∝ T 2 or
λs.c ∝ T 1/2 ) imply that one does not need to specifically
design a sample in order to have a DI-SA compensation:
this situation can be achieved by simply estimating the
temperature at which this situation should occur.
Glossary
NM = nanomagnet(s), SNM = single nanomagnet(s),
ANM = nanomagnet assembly, SE = surface effects, SA
= surface anisotropy, EOSP = effective-one-spin prob-
lem, DI = dipolar interaction(s), PDA = point-dipole
approximation.
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