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A NOTE ON REAL OPERATOR MONOTONE FUNCTIONS
MARCELL GAA´L AND MIKLO´S PA´LFIA
Abstract. In this paper we initiate the study of real operator monotonicity
for functions of tuples of operators, which are multivariate structured maps
with a functional calculus called free functions that preserve the order between
real parts (or Hermitian parts) of bounded linear Hilbert space operators.
We completely characterize such functions on open convex free domains in
terms of ordinary operator monotone free functions on self-adjoint domains.
Further assuming the more stringent free holomorphicity, we prove that all
such functions are affine linear with completely positive nonconstant part.
This problem has been proposed by David Blecher at the biannual OTOA
conference held in Bangalore in December 2016.
1. Introduction
In the seminal papers of Blecher et al. [3, 4, 5], research on operators X ∈ B(H)
with positive Hermitian parts
ℜX =
1
2
(X +X∗) ≥ 0
on a Hilbert space H, which are called real positive operators, has been initiated to
study general operator algebras. Such operators are also called accretive and play
an essential role in strongly continuous operator semigroups, see for instance in [27].
Among others, further studies related to real positivity can be found in [2, 6, 9]. In
particular, motivated in part by the paper of Kubo-Ando [17] characterizing two-
variable operator means of positive bounded linear operators on a Hilbert space,
Blecher and Wang in [6] studied root functions and the extension of the Pusz-
Woronowitz geometric mean [26], which is given by the formula
A#B = max
{
X ≥ 0 :
[
A X
X B
]}
,
to the real positive setting. It is fundamental that the mean # preserves the positive
definite order induced by the positive cone of bounded linear operators, and it also
satisfies the arithmetic-geometric-harmonic mean inequalities [7, 8]. It has been
pointed out in [6] that even though the usual formula
A#B = A1/2
(
A−1/2BA−1/2
)1/2
A1/2
makes sense for two real positive operators A,B, it does not preserve the real
positive definite order and the corresponding arithmetic-geometric-harmonic mean
inequalities also fail badly.
Since, it has been somewhat surprising that no nontrivial nice real positive order
preserving functions were known, even though the purely self-adjoint counterpart,
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the theory of (free) operator monotone functions with respect to the positive definite
order is well understood in the single variable case by the classical theory of Loewner
[18, 12], and now also in the non-commutative multivariable case [1, 22, 24, 25] that
exists in the realm of free function theory [20]. The theory of operator means has
also been extended to cover a large class of functions of probability measures on
positive operators endowed with the stochastic order [21].
It is obvious that the affine (arithmetic mean like) function
F (X1, X2) = cI + aX1 + bX2
for scalars a, b ≥ 0 and c ∈ C preserves the real positive order, and apparently so
do its multivariate analogues. We prove that essentially no other locally bounded
similarity invariant free function preserves the real positive order on open domains.
As a precursor to this, we show that even if we consider possibly non-continuous
free functions F (X1, . . . , Xk) that are invariant just under unitary conjugations,
then F is real operator monotone if and only if the real part ℜF (X1, . . . , Xk) of
such functions is an operator monotone function of the real part (ℜX1, . . . ,ℜXk) of
the variables (X1, . . . , Xk) such that ℜF is independent of the skew-Hermitian part
(imaginary part) of (X1, . . . , Xk). These results show that real operator monotonic-
ity is a rather strong property, especially rigid in the class of holomorphic functions.
We further demonstrate, how our analysis generalizes to the more general case of
free functions with a domain that is a free open subset of B(H)⊗Z for an arbitrary
operator space Z, not just Z = Ck which corresponds to the set of k-tuples of
operators above.
The paper is organized as follows. In the second section we briefly review some
necessary background material on free sets and free function theory, and also on real
positivity along with basic characterizations of real monotonicity. Then we establish
intimate connections between real monotonicity and concavity with respect to the
real positive definite order in Sections 3-4. Finally, Section 5 deals with the complete
characterization of real operator monotone free functions.
2. Real monotonicity
A bounded linear operator X ∈ B(E) is real positive (denoted by X ≥Re 0)
whenever the real part of X is positive semi-definite, that is
ℜ(X) :=
X +X∗
2
≥ 0
on the Hilbert space E. The symbol PRe(E) stands for the cone of real positive
definite operators over the Hilbert space E such that their real parts are invertible.
For A,B ∈ B(E) we write A ≤Re B if and only if A − B ≥Re 0. The real positive
order for k-tuples A,B ∈ B(E)k is defined similarly as A ≤Re B exactly when
Ai − Bi ≥Re 0 for all i ∈ Nk. Note however that ≤Re is just a preorder, it is not
a partial order because the conditions A ≤Re B and B ≤Re A do not imply that
A = B. They just imply ℜA = ℜB.
Definition 2.1 (Free set and matrix convex set). A collection (D(E)) of sets of
operators D(E) ⊆ B(E)k for each Hilbert space E is a called a free set whenever
for all Hilbert space E,K we have the following:
1) U∗D(E)U ⊆ D(K) for all unitary U : E 7→ K.
2) D(E)⊕D(K) ⊆ D(E ⊕K)
2
where U∗XU := (U∗X1U, . . . , U
∗XkU) for X ∈ B(E)
k.
If additionally (2) holds for any linear isometry U : K 7→ E, then (D(E)) is a
matrix convex set.
We remark that if a given free set (D(E)) is matrix convex, then according to
[16] each D(E) is convex in the usual sense.
Definition 2.2 (Free function). Let L be a fixed Hilbert space. A multivariate
function F : D(E) 7→ B(L⊗E) for a domain D(E) ⊆ B(E)k defined for all Hilbert
spaces E,K is called a free function whenever for all A ∈ B(E)k and B ∈ B(K)k
in the domain of F , we have
1) unitary invariance, that is
F (U∗A1U, . . . , U
∗AkU) = (IL ⊗ U
∗)F (A1, . . . , Ak)(IL ⊗ U)
holds for all unitaries U ∈ B(E);
2) direct sum invariance, that is
F (A1 ⊕B1, . . . , Ak ⊕Bk) = F (A1, . . . , Ak)⊕ F (B1, . . . , Bk).
Notice that the above extends naturally the notion of a free function given as a
graded map between self-adjoint sets [22, 24, 25].
Definition 2.3 (Real monotonicity and concavity).
1) Given a free set (B(E)) where B(E) ⊆ B(E)k, a free function F : D(E) 7→
B(L⊗E) is said to be real operator monotone if we have F (A) ≤Re F (B),
whenever A ≤Re B for A,B ∈ D(E).
2) If each D(E) is convex, then the free function F : D(E) 7→ B(L⊗E) is said
to be real operator concave if for all A,B ∈ D(E) and λ ∈ [0, 1], we have
(1− λ)F (A) + λF (B) ≤Re F ((1 − λ)A+ λB).
3) If one of the above two properties is satisfied only for finite dimensional
E, then we say that the free function F : D(Cn)k 7→ B(L ⊗ Cn) is real
n-monotone or real n-concave, accordingly.
Let S(E) := {X ∈ B(E) : X∗ = X} denote the set of self-adjoint bounded linear
operators acting on a Hilbert space E.
Remark 2.1. If a free domain (D(E)) consists of only self-adjoint operators, then a
real operator monotone free function F : D(E) 7→ S(L⊗E) is operator monotone in
the usual sense, that is, it preserves the positive definite order. For such functions
a powerful structure theory is already available for matrix convex (D(E)) with
nonempy interior in [1, 22, 25]. They are essentially analytic functions of its entries
such that they analytically continue to upper half-spaces, that is, operator entries
with strictly positive imaginary parts. In [22] a widely applicable formula, based
on the Schur complement, is also available through which the analytic extension
can be obtained.
Proposition 2.1. Let D(E) be a matrix convex set with D(E) ⊆ B(E)k and let
F : D(E) 7→ B(L⊗E) be a free function such that the Freche´t-derivative DF (X)[H ]
exists for any H ∈ B(E)k and X ∈ D(E). Then F is real operator monotone if
and only if DF (X)[·] is a real completely positive linear map, that is, we have
(1) DF (X)[H ] ≥Re 0
for H ≥Re 0.
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Proof. ”⇒ ” : Let X ∈ D(E) and 0 ≤Re H ∈ B(E)
k. Then X + tH ≥Re X for any
t > 0, hence F (X + tH) ≥Re F (X). This implies that
DF (X)[H ] = lim
t→0+
F (X + tH)− F (X)
t
≥Re 0.
Further DF (X)[H ] is also a free function of its variables (X,H). Thus, the linear
mapH 7→ DF (·)[H ] satisfies the amplification formula of completely bounded linear
maps (for a proof, see Proposition 2.10. [24]), that is
DF (X ⊗ I)[H ⊗ V ] = DF (X)(H)⊗ V
for any V ∈ S(K), thus DF (X)[·] is also completely positive.
” ⇐ ” : Let A ≤Re B ∈ D(E) and A(t) := (1 − t)A + tB for t ∈ [0, 1]. Then
A′(t) = B−A ≥Re 0 and it follows that DF (A(t))[A
′(t)] ≥Re 0 by the assumption.
Since ∫ 1
0
DF (A(t))[A′(t)]dt = F (B)− F (A),
we get that F (B) ≥Re F (A). 
Remark 2.2. It is known that all real completely positive linear maps satisfy the
same Stinespring representation formula as completely positive linear maps do [2,
Theorem 2.4.]
3. Characterizations of real operator monotone functions on PRe
In this section we turn to the investigation of general properties of real operator
monotone and concave functions. We shall need the following technical lemma,
which is a slight modification of [19, Lemma 3.5.5.]
Lemma 3.1. Let F be a concave function into S(E) on an open convex set U in a
normed linear space. If F is bounded from below in a neighborhood of one point of
U , then F is locally bounded on U .
Proof. Suppose that F is bounded from below by MI for some M ∈ R on an
open ball B(a, r) with radius r around a. Let x ∈ U and choose ρ > 1 such that
z := a+ ρ(x− a) ∈ U . If λ = 1/ρ, then
V = {v : v = (1− λ)y + λz, y ∈ B(a, r)}
is a neighborhood of x = (1− λ)a+ λz, with radius (1− λ)r. Moreover, for v ∈ V
we have
F (v) ≥ (1− λ)F (y) + λF (z) ≥ (1 − λ)MI + λF (z) ≥ KI
for some K ∈ R. To show that F is bounded above in the same neighborhood,
choose arbitrarily v ∈ V and notice that 2x − v ∈ V . By the concavity of F , one
finds that
F (x) ≥
F (v) + F (2x− v)
2
which easily yields
F (v) ≤ 2F (x)− F (2x− v) ≤ 2F (x)−KI.

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Proposition 3.2 (see also Proposition 3.5.4 in [19]). A function F : PRe(E)
k 7→
B(E) with concave real part that is locally bounded from below has a continuous real
part ℜ(F ) : PRe(E)
k 7→ S(E) in the norm topology.
Proof. Let U ⊆ PRe(E)
k be an open norm bounded neighborhood with respect to
the operator norm ‖ · ‖. Let A ∈ U and r > 0 such that the open ball
B(A, 2r) = {X ∈ U : ‖X −A‖ < 2r} ⊆ U.
Let X,Y ∈ B(A, r) and X 6= Y such that α := ‖Y −X‖ < r. Define
(2) Z := Y +
r
α
(Y −X).
Then
‖Z −A‖ ≤ ‖Y −A‖+
r
α
‖Y −X‖ < 2r,
that is, Z ∈ B(A, 2r). By (2) we have
Y =
r
r + α
X +
α
r + α
Z,
so by the real operator concavity of F we get
ℜ(F )(Y ) ≥
r
r + α
ℜ(F )(X) +
α
r + α
ℜ(F )(Z),
which after rearranging yields
ℜ(F )(X)−ℜ(F )(Y ) ≤
α
r + α
(ℜ(F )(X)−ℜ(F )(Z))
≤
α
r + α
2MI ≤
α
r
2MI,
where the real number M > 0 provides a local bound for ℜ(F ) on U in the form of
−2MI ≤ ℜ(F )(X)−ℜ(F )(Z) ≤ 2MI
in view of Lemma 3.1. Now exchange the role of X and Y in the above to obtain
the reverse inequality
ℜ(F )(Y )−ℜ(F )(X) ≤
α
r
2MI.
From the above pair of inequalities we get
‖ℜ(F )(Y )−ℜ(F )(X)‖ ≤ 2
M
r
‖Y −X‖
proving the continuity. 
A net of operators {Ai}i∈I is called increasing if Ai ≥ Aj for i ≥ j and i, j ∈ I.
Also {Ai}i∈I is bounded from above if there exists some real constant K > 0
such that Ai ≤ KI for all i ∈ I. It is well known that any bounded from above
increasing net of operators {Ai}i∈I has a least upper bound supi∈I Ai such that
Bj := Aj − supi∈I Ai converges to 0 in the strong operator topology. Similarly if
we have a decreasing net of bounded operators that is bounded from below, then
the net converges to its greatest lower bound.
The next characterization result is an extension of Theorem 2.1 in [12] to several
variables and to the case of the real positive order. The proof is analogous to that
of Theorem 2.1. We consider the finite dimensional situation, however, the proof
is presented in such a way that it works also in the infinite dimensional setting as
well.
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Proposition 3.3. Let F : PRe(C
2n)k 7→ B(C2n) be a real 2n-monotone function.
Then its restriction F : PRe(C
n)k 7→ B(Cn) is real n-concave. Moreover, the real
part ℜ(F ) : PRe(C
n)k 7→ S(Cn) is norm-continuous.
Proof. Let A,B ∈ PRe(C
n)k and let λ ∈ [0, 1]. Then the 2n-by-2n block matrix
V :=
[
λ1/2In −(1− λ)
1/2In
(1 − λ)1/2In λ
1/2In
]
is unitary. Elementary calculation reveals that
V ∗
[
A 0
0 B
]
V =
[
λA+ (1− λ)B λ1/2(1− λ)1/2(B −A)
λ1/2(1− λ)1/2(B −A) (1 − λ)A+ λB
]
.
Set D := −λ1/2(1− λ)1/2(ℜ(B)− ℜ(A)) and notice that for any given ǫ > 0[
λA+ (1− λ)B + ǫI 0
0 2Z
]
− V ∗
[
A 0
0 B
]
V ≥Re
[
ǫI D
D Z
]
if Z ≥ (1 − λ)ℜ(A) + λℜ(B). The last k-tuple of block matrices is positive semi-
definite if Z ≥ D2/ǫ. So for sufficiently large positive definite Z we have
V ∗
[
A 0
0 B
]
V ≤Re
[
λA+ (1− λ)B + ǫI 0
0 2Z
]
.
For such Z > 0, by the 2n-monotonicity of F we get
F
(
V ∗
[
A 0
0 B
]
V
)
≤Re
[
F (λA+ (1− λ)B + ǫI) 0
0 F (2Z)
]
.
We also have that
F
(
V ∗
[
A 0
0 B
]
V
)
= V ∗
[
F (A) 0
0 F (B)
]
V
=
[
λF (A) + (1− λ)F (B) λ1/2(1− λ)1/2(F (B)− F (A))
λ1/2(1− λ)1/2(F (B)− F (A)) (1− λ)F (A) + λF (B)
]
,
hence we obtain that
(3) λF (A) + (1− λ)F (B) ≤Re F (λA + (1− λ)B + ǫI).
Now since F is real 2n-monotone, ℜ(F )(X+ ǫI) for ǫ > 0 forms a decreasing net
of operators bounded from below by ℜ(F )(X), thus the right strong limit
ℜ(F+)(X) := inf
ǫ>0
ℜ(F )(X + ǫI) = lim
ǫ→0+
ℜ(F )(X + ǫI)
exists for all X ∈ PRe(C
2n)k defining the real part of F+. The imaginary part is
defined as ℑ(F+)(X) := ℑ(F )(X). Hence for any ǫ > 0, using (3), we obtain
λF+(A) + (1− λ)F+(B) ≤Re λF (A+ ǫI) + (1− λ)F (B + ǫI)
≤Re F (λA+ (1 − λ)B + 2ǫI).
Taking the limit ǫ→ 0+ in the strong operator topology we conclude that
λF+(A) + (1 − λ)F+(B) ≤Re F
+(λA+ (1− λ)B)
meaning that the free function F+ is real n-concave. Also
F (X) ≤Re F
+(X) ≤Re F (X + ǫI)
for all ǫ > 0, since ℜ(F ) is monotone increasing. Thus, ℜ(F+) is bounded from
below on order bounded sets, whence by Proposition 3.2 ℜ(F+) is norm continuous
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on order bounded sets because every point A ∈ S has a basis of neighborhoods in
the norm topology that are order bounded sets.
As the last step, again by the real monotonicity of F we have
F+(X − ǫI) ≤Re F (X) ≤Re F
+(X),
and since ℜ(F+) is norm-continuous we get F = F+ by taking the norm-limit
ǫ → 0+. Hence we can also take the norm-limit ǫ → 0+ in (3) and conclude that
F is real n-concave and ℜ(F ) is continuous in the norm topology. 
Corollary 3.4. A real operator monotone function F : PRe(E)
k 7→ B(E) is real
operator concave, and it has a norm-continuous real part ℜ(F ).
Proof. The proof goes along the lines of the previous Proposition 3.3, where the
role of Cn is taken by E and using the fact that when dim(E) = +∞ we have that
E ⊕ E ≃ E. 
The reverse implication is also true if F is bounded from below, its proof goes
along the lines of Theorem 2.3 in [12]. So it is worth to isolate the following result.
Theorem 3.5. Let F : PRe(E)
k 7→ PRe(E) be a real operator concave (n-concave)
function. Then F is real operator monotone (n-monotone).
4. Hypographs and convexity
In this section we will use the theory of matrix convex sets introduced first by
Wittstock. For more on free convexity and matrix convex sets the reader is referred
to [10, 13, 14, 15, 16].
Let Lat(E) denote the lattice of subspaces of E. The notation K ≤ E means
that K is a closed subspace of E, hence a Hilbert space itself.
Definition 4.1. A graded collection C = (C(K)), where each C(K) ⊆ B(K)k, is
closed with respect to reducing subspaces if for any tuple of operators (X1, . . . , Xk) ∈
C(K) and any corresponding mutually invariant subspace N ⊆ K, we have that
(Xˆ1, . . . , Xˆk) ∈ C(N), where all the Xˆi’s are the restrictions of Xi to the invariant
subspace N for i ∈ Nk.
Lemma 4.1 (Lemma 2.3 in [16], §2 in [14]). Suppose that the graded collection
C = (C(K)), where each C(K) ⊆ B(K)k respects direct sums in the sense of 1) in
Definition 2.1 and it respects unitary conjugation in the sense of 2) in Definition 2.1
with N = K.
1) If C is closed with respect to reducing subspaces, then C is matrix convex
if and only if each C(K) is convex in the classical sense of taking scalar
convex combinations.
2) If C is nonempty and matrix convex, then 0 = (0, . . . , 0) ∈ C(1) if and only
if C is closed with respect to simultaneous conjugation by contractions.
Given a set A ⊆ B(E) we define its saturation as
sat(A) := {X ∈ B(E) : ∃Y ∈ A, Y ≥Re X}.
Similarly, for a graded collection C = (C(K)), where each C(K) ⊆ B(K), its
saturation sat(C) is the disjoint union of sat(C(K)) for each Hilbert space K.
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Definition 4.2 (Hypographs). Let F : D(E) 7→ B(E) be a free function where
(D(E)) is a free set. Then we define its real hypograph hypoRe(F ) as the graded
collection of the saturation of its image, that is
hypoRe(F ) = (hypoRe(F )(K)) := ({(Y,X) ∈ B(K)×D(K) : Y ≤Re F (X)}).
Theorem 4.2. Let F : D(E) 7→ B(E) be a free function, where (D(E)) is a matrix
convex set which is closed with respect to reducing subspaces. Then its real hypograph
hypoRe(F ) is a matrix convex set if and only if F is real operator concave.
Proof. Suppose first that F is real operator concave. We will prove the matrix
convexity of hypoRe(F ) by establishing the properties in (1) of Lemma 4.1. By the
definition of real concavity, and the convexity of PRe and the real order intervals,
it follows easily that for each Hilbert space K, hypoRe(F )(K) is convex in the
usual sense of taking scalar convex combinations. To see that hypoRe(F ) is closed
with respect to reducing subspaces, assume that (Y,X) ∈ hypoRe(F )(L) such that
(Y,X) = (Yˆ , Xˆ)⊕ (Y ,X) and
(Yˆ , Xˆ) ∈ B(K)×D(K), (Y ,X) ∈ B(N)×D(N)
for Hilbert spaces K ⊕ N = L. Then since F is a free function, it respects direct
sums, hence
Y ≤Re F (X) = F (Xˆ)⊕ F (X).
Again by the definition of free functions, we have F (Xˆ) ∈ B(K) and F (X) ∈ B(N).
Since Y = Yˆ ⊕ Y , it follows that Yˆ ≤Re F (Xˆ) and Y ≤Re F (X), or in another
words (Yˆ , Xˆ) ∈ hypoRe(F )(K) and (Y ,X) ∈ hypoRe(F )(N).
As for the converse, suppose that hypoRe(F ) is a matrix convex set. First notice
that hypoRe(F ) is closed with respect to reducing subspaces. Indeed, similarly to
the above assume that (Y,X) ∈ hypoRe(F )(L) with (Y,X) = (Yˆ , Xˆ)⊕ (Y ,X) and
(Yˆ , Xˆ) ∈ B(K)×D(K), (Y ,X) ∈ B(N)×D(N)
for Hilbert spaces K ⊕ N = L. Then since F is a free function, it respects direct
sums, hence
Y ≤Re F (X) = F (Xˆ)⊕ F (X).
Again by the definition of free functions, we have F (Xˆ) ∈ B(K) and F (X) ∈ B(N).
Since Y = Yˆ ⊕ Y , it follows that Yˆ ≤Re F (Xˆ) and Y ≤Re F (X), that is (Yˆ , Xˆ) ∈
hypoRe(F )(K) and (Y ,X) ∈ hypoRe(F )(N). So again by part 1) of Lemma 4.1 it
follows that for each Hilbert space L, hypoRe(F )(L) is convex in the usual sense.
It means that for all t ∈ [0, 1] and A,B ∈ PRe(L)
k we have that the tuple
(Y,X) := (1− t)(F (A), A) + t(F (B), B)
lies in hypoRe(F )(L), that is
(1 − t)F (A) + tF (B) ≤Re F (X) = F ((1− t)A+ tB)
meaning that F is real operator concave. 
The above Theorem 4.2 combined with Theorem 3.5 leads to the following.
Corollary 4.3. Let F : PRe(E)
k 7→ PRe(E) be a free function. Then its hypograph
hypoRe(F ) is a matrix convex set if and only if F is real operator monotone.
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5. Representation and rigidity of real operator monotone functions
In this section we establish some further characterizations of real operator mono-
tone free functions in terms of operator monotone free functions. This will imply
by [22, 25] that the real parts of such functions must be analytic with respect
to the real parts of their variables. Further rigidity is derived if we assume free
holomorphicity for the function F , which according to [20] is equivalent to a mild
local boundedness condition on F along with that in Definition 2.2 property 1) is
strengthened to cover invariance by similarities, that is
1’) F (S−1A1S, . . . , S
−1AkS) = (IL ⊗ S
−1)F (A1, . . . , Ak)(IL ⊗ S) for every
invertible S : E 7→ K.
Theorem 5.1. Let (D(E)) be a free domain where D(E) ⊆ B(E)k is defined for all
Hilbert spaces E. Let F : D(E) 7→ B(E) be a free function. Define the free function
ℜF : ℜD(E) × ℑD(E) 7→ S(E) by the decomposition F (X) = ℜF (ℜX,ℑX) +
iℑF (ℜX,ℑX). Then F is real operator monotone if and only if ℜF is independent
of its second variable ℑX and it is operator monotone in its first variable ℜX.
Proof. Assume first that F is real operator monotone. Let X ∈ D(E) and let
W ∈ ℑD(E) ⊆ S(E) be arbitrary. Then ℜX + iW ≤Re ℜX + iℑX ≤Re ℜX + iW ,
so by the real monotonicity
F (ℜX,W ) ≤Re F (ℜX,ℑX) ≤Re F (ℜX,W )
where W is arbitrary for any X . Hence we conclude that ℜF : ℜD(E)×ℑD(E) 7→
S(E) is independent of its second variable. By the real operator monotonicity of
F , it then follows that its real part ℜF is operator monotone in its first variable as
a map of self-adjoint operators into self-adjoint operators, it is also not difficult to
check that it respects direct sums and simultaneous unitary conjugations, whence
a free function itself.
For the converse assume that ℜF (ℜX,ℑX) = G(ℜX) where G : ℜD(E) 7→ S(E)
is a free operator monotone function. Then clearly F : D(E) 7→ B(E) is real
operator monotone. 
An immediate consequence is the following representation.
Corollary 5.2. Let (D(E)) be a free domain where D(E) ⊆ B(E)k is defined for
all Hilbert spaces E. Let F : D(E) 7→ B(E) be a free function. Then F is real
operator monotone if and only if
(4) F (ℜX,ℑX) = G(ℜX) + iH(ℜX,ℑX)
where H : ℜD(E) × ℑD(E) 7→ S(E) is a free function and G : ℜD(E) 7→ S(E) is
an operator monotone free function.
Remark 5.1. It is clear that for a free function F , its imaginary part ℑF does
not have any influence on the real operator monotonicity of F . It can be arbitrary
and thus there are real operator monotone functions which are not free holomor-
phic or analytic. However their real part is always analytic or even holomorphic
as a free function of self-adjoint operators, see characterizations of free operator
monotonicity in [21].
From this point on, we shall assume that dim(E) < ∞ in all statements, in
order to avoid delving deeply into topological subtleties. Given a free function
F : D(E) 7→ B(E) on a free set (D(E)) we say that it is also free holomorphic
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if it satisfies (1’) and for each norm continuous linear functional h : B(E) → C
the multivariable complex valued function h(F (X)) is holomorphic, or equivalently
Gaˆteaux-differentiable, see [20]. Notice that (1’) forces the free domain (D(E)) to be
closed under simultaneous similarity transformations as well, not just simultaneous
unitary conjugations. Also we note again that according to the main results in [20],
for a free function F , (1’) and a mild local boundedness condition on F implies
that F is free holomorphic.
Theorem 5.3. Given a free set (X (E)), let F : X (E)→ B(E) be a free holomor-
phic function where each X (E) ⊆ B(E)k is open. Then F is real operator monotone
if and only if it admits an expression
F (X) = a0 ⊗ I +
k∑
j=1
aj ⊗Xj
where aj ∈ C, with aj ≥ 0 for j ∈ Nk.
We emphasize in advance that the result is still new in the single variable case as
well. Its proof rests heavily on an auxiliary lemma concerning multivariate complex
functions.
Definition 5.1 (Pluriharmonic function). Let Ω ⊆ Cm be a complex domain for
some m ∈ N. A function u : Ω 7→ C is called pluriharmonic whenever for any
complex line
La,b := {a+ bz : z ∈ C}
formed by every couple of complex tuples a, b ∈ C the function z 7→ f(a + bz) is
harmonic on the segment Ω ∩ La,b.
Introducing the Wirtinger derivatives
∂
∂z
=
1
2
(
∂
∂x
− i
∂
∂y
)
,
∂
∂z
=
1
2
(
∂
∂x
+ i
∂
∂y
)
and their corresponding multivariate counterparts
∂ =


∂
∂z1
...
∂
∂zm

 , ∂ =


∂
∂z1
...
∂
∂zm


the pluriharmonic functions can be characterized by the following system of partial
differential equations.
(5) ∂∂u = 0 throughout Ω.
Definition 5.2 (Levi form). The Levi form associated to a C2(Ω) function at the
footpoint z ∈ C is the Hermitian form
L(z; c, d) =
m∑
j=1
m∑
k=1
∂2u(z)
∂zj∂zk
cjdk
for any c, d ∈ Cm.
Lemma 5.4. Assume that the holomorphic function f : Ω 7→ Ck on a complex
domain Ω ⊆ Cm admits the form f(z) = u(ℜz)+ iv(ℜz,ℑz) and satisfies f(0) = 0.
Then f is linear.
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Proof. Assume, as we may, that k = 1. The function u, being a real part of a
holomorphic function, is pluriharmonic (see, for instance [11], page 102.) Since
the function u depends only on its real part, at every z ∈ Ω the quadratic form
L(z; c, c) for c ∈ Rm reduces to the (real) Hessian of u. In virtue of (5) the Hessian
of u vanishes on the whole Ω. This means that u is both convex and concave. As
u(0) = 0, we conclude that the function u is linear. It follows directly from the
Cauchy-Riemann equations that the function v is also linear as well. 
The forthcoming lemma describes the structure of linear free functions.
Lemma 5.5. Let F : D(E) ⊆ B(E)k 7→ B(E) be a linear free function where
(D(E)) is a free set such that each D(E) contains an open neighborhood of 0 for
each Hilbert space E. Then there exist aj ∈ C for j ∈ Nk such that
F (X) =
k∑
j=1
aj ⊗Xj .
Proof. Let H ∈ D(E) so that H = ℜH + iℑH , where ℜH = (H + H∗)/2 and
ℑH = (H −H∗)/(2i). Since D(E) contains an open neighborhood of 0 there exists
an r > 0 such that the open ball B(0, r) ⊆ D(E). Thus, there exists an ǫ > 0 such
that ǫH ∈ B(0, r) and also ǫℜH, ǫℑH ∈ B(0, r). By linearity of F we conclude
that
ǫF (H) = F (ǫH) = F (ǫℜH + iǫℑH) = F (ǫℜH) + iF (ǫℑH),
so it is sufficient to determine F (H) for all self-adjoint H ∈ B(0, r). To this
end, consider a self-adjoint operator H = (H1, . . . , Hk) ∈ B(0, r) and observe that
ej ⊗Hj ∈ B(0, r). As each the Hj ’s are unitary similar to some diagonal matrices,
there exist unitaries Uj ∈ B(E) such that Hj = Uj(⊕
n
m=1djm)U
∗
j with some real
numbers djm for m ∈ Nn and j ∈ Nk. Denote aj := F (ej ⊗ 1). By linearity of F
and elementary properties of free functions, we deduce
F (H) =
k∑
j=1
UjF (ej ⊗ (⊕
n
m=1djm))U
∗
j =
k∑
j=1
Uj (⊕
n
m=1F (ej ⊗ djm))U
∗
j =
k∑
j=1
Uj (⊕
n
m=1djmF (ej ⊗ 1))U
∗
j
=
k∑
j=1
F (ej ⊗ 1)Uj (⊕
n
m=1djm)U
∗
j =
k∑
j=1
aj ⊗Hj
which completes the proof of the lemma. 
After all these preparations, we are in a position to prove the main result of the
section.
Proof of Theorem 5.3. The ’if’ part is apparent, so we are concerned with verifying
the exciting ’only if’ part.
Since F is holomorphic, according to [20] F commutes with similarities. This
yields that F (0) is associated to the center of B(E). Therefore, there exists some
a0 ∈ C such that F (0) = a0 ⊗ I. Moreover, an application of Lemma 5.4 furnishes
that the free function
X 7→ F (X)− a0 ⊗ I
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is linear, whence the result follows directly from Lemma 5.5 and the fact that the
above linear map is positive, for the latter see Lemma 2.3. in [2]. 
Remark 5.2. So far we have studied functions in Definition 2.2 with L = C. Our
results generalize to the setting when L is an arbitrary Hilbert space, since given a
free function F : D(E) 7→ B(L⊗E) for a domain D(E) ⊆ B(E)k, we can reduce to
the case when L = C by looking at the free function Fh : D(E) 7→ B(E) defined as
Fh(X) = (h⊗ I)(F (X)) where h is a state on B(L). In this way the constants aj in
Lemma 5.5 will become bounded linear operators in B(L) and furthermore aj ≥ 0
for j ∈ Nk accordingly in Theorem 5.3.
Remark 5.3. Another natural generalization is to consider more general domains
D(E) ⊆ B(E)⊗Z for an operator space Z as in [20]. Then for a given X ∈ D(E),
simultaneous unitary conjugation with U ∈ B(E) is to be understood as
U∗XU := (U∗ ⊗ IZ)X(U ⊗ IZ)
and we get back to Definition 2.2 by choosing Z = Ck. Then Theorem 5.1 and
Corollary 5.2 are still true and we can use Lemma 5.4 as well, since we may restrict
to finite dimensional subspaces of the domain due to general properties of free
holomorphic functions considered in [20]. Then the statement of Theorem 5.3 reads
that F is real operator monotone if and only if it is affine linear with its nonconstant
part being a (real) completely positive linear map. Here complete positivity is
derived essentially from Proposition 2.1, since the Fre´chet-derivative DF (X)(Y ) of
an affine linear free function F is a linear map of Y that is independent of X . Thus
the expression in Theorem 5.3 becomes
F (X) = C ⊗ I + φ(X)
where C ∈ B(L) and φ : Z 7→ B(L) is a completely positive linear map. This
provides an alternative proof of the expression in Theorem 5.3 as well when Z = Ck
due to the structure theory of completely positive linear maps [23].
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