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Az adatközpontú alkalmazások, beleértve az online szolgáltatásokat is mint példá-
ul az internetes keresők, közösségi hálózatok vagy pénzügyi rendszerek, illetve az
egyre gyakoribbá váló új alkalmazások, mint például az elosztott adatelemzés, nagy
mennyiségű hálózati forgalmat generálnak az adatközpontokban.
Ezekben az adatközpontokban jellemzően olyan fix hálózati topológiákat hasz-
nálnak, amelyek nem veszik figyelembe a kiszolgálni kívánt forgalom jellemzőit. Ál-
talában a legrosszabb esetben optimális hálózati felépítéseket részesítik előnyben
feltételezve, hogy minden végpontpár között ugyanolyan forgalmi igény fog jelent-
kezni. Ez esetben jó megoldás lehet egy alacsony átmérőjű hálózat, ugyanis így
minden végpontpár közel található egymáshoz. Sokféle ilyen, a valós forgalmat fi-
gyelmebe nem vevő topológiát ismerünk, például a fastruktúrák vagy az expander
hálózatok.
Ugyanakkor az adatközpontokban a forgalom nem minden esetben egyenletes:
egyes végpontok között nagy forgalmi igény mutatkozik, míg vannak olyan végpon-
tok, melyek nem vagy alig kommunikálnak egymással. Ilyenkor logikusnak tűnhet
a gyakran kommunikáló végpontokat közelebb szervezni egymáshoz akár annak az
árán, hogy a ritkán kommunikáló végpontpárok távolabb kerülnek egymástól, ezzel
összességében nő a hálózat teljesítménye.
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A legfrissebb technikai eredményeknek köszönhetően ráadásul képesek vagyunk
a hálózatok fizikai topológiáját akár működés közben is pillanatok alatt módosítani.
A Microsoft Research ProjecToR [1] elnevezésű megoldása lézeres adatátvitelt hasz-
nál, és 12 µs alatt képes egy végpont közvetlen kapcsolatát egy másik végpontra
irányítani. Ezzel nem csak a forgalom átlagos egyenetlenségét tudjuk kihasználni
a hálózat előzetes tervezése során, de akár a pillanatnyi forgalmi igények alapján
dinamikusan is tudjuk a topológiát a jobb teljesítmény érdekében módosítani.
1.2. Diplomamunka célja
A diplomamunka célja bináris keresőfahálózatot használó demand-aware algoritmu-
sok vizsgálata, összehasonlítása és fejlesztése. Különösképpen két algoritmusra a
splaynet-re és a statikusan optimális algoritmusra koncentrálva. A két algoritmus
implementációja, majd teljesítményük empirikus összehasonlítása. Annak a kérdés-
körnek a vizsgálata, hogy hogyan alkalmazhatjuk az alapvetően offline, statikusan
optimális algoritmust online módon. Milyen ablakméret alapján érdemes az optimá-
lis hálózatot meghatározni, és mikor célszerű a hálózatot újraépíteni?
Szeretnénk azt is megvizsgálni, hogy a bináris fa alapú hálózatok keresőfára
való korlátozása milyen kompromisszumokat eredményez. Szükségszerű-e keresőfák
használatára szorítkoznunk vagy érdemes-e tetszőleges bináris fákat megengednünk?
1.3. Diplomamunka eredményei
A diplomamunka keretei között implementálásra került a splaynet és a statikus
optimális algoritmus egy szimulációja, amely lehetőséget ad a teljesítményük megfi-
gyelésére. Különböző forgalmak esetén összehasonlítottuk a teljesítményüket empi-
rikusan.
A statikus algoritmus online használatához egy mozgóablakos megoldást tervez-
tünk, amely az előző adott számú tranzakció alapján optimalizálja a hálózatot. Ad-
tunk egy a forgalom entrópiájától függő dinamikus ablakméretű változatot, amely
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a nagy és kis ablakméretű megoldások előnyeivel egyszerre rendelkezik. Ezután a
hálózat újjáépítésének optimális időpontjait vizsgáltuk.
Elméleti eredményként bizonyítottuk, hogy a keresőfa tulajdonság megkövetelése
akár O(logN) mértékű teljesítményromlást eredményezhet, ahol N a hálózat cso-
mópontjainak száma. Azt is megmutattuk, hogy ez a korlát éles. Majd adtunk egy
algritmust, amely megadja a statikusan optimális, tetszőleges bináris fa topológiá-
val rendelkező hálózatot. Ennek segítségével empirikusan vizsgáltuk a két módszer
közötti különbségeket.
1.4. Diplomamunka felépítése
A diplomamunka 3 fő részre tagolódik. A 2. fejezetben a témakör vizsgálatához szük-
séges előzetes ismereteket és felhasznált korábbi eredményeket mutatjuk be röviden.
A 3. fejezetben ismertetjük a keresőfa-tulajdonsággal kapcsolatos elméleti eredmé-
nyeket: a lehetséges O(logN) különbséget, és az általános bináris fára vonatkozó
statikus optimális algoritmust. A 4. fejezetben röviden bemutatjuk a mérések alap-
elvét, és az erre készült rendszert, ezután az empirikus mérések eredményei, és az




Ebben a fejezetben röviden bemutatjuk a témakör tárgyalásához szükséges alapis-
mereteket, és korábbi eredményeket. Megadjuk a DAN hálózatok egy formális mo-
delljét, felidézzük az entrópiát, bevezetjük a bináriskeresőfa-hálózatokat. Ezután a
splay tree adatszerkezetet és az ez alapján készült splaynet hálózati algoritmust
tárgyaljuk röviden. Végül a probléma statikusan optimális megoldására szolgáló al-
goritmust mutatjuk be.
2.1. DAN és vizsgálatuk
Megadjuk a demand-aware hálózatok (DAN) [2], és vizsgálatuk egy formális modell-
jét.
Vegyük végpontok egy n elemű V = {1, 2, . . . , n} halmazát, ezek reprezentál-
hatják az adatközpont top-of-rack eszközeit. A végpontok közötti kommunikációs
igényt kommunikációs kérések egy σ = (σ1, σ2, . . .) sorozatával adjuk meg, ahol
σt = (u, v) ∈ V × V egy végpontpár. A kommunikációs igény véges és végtelen is
lehet.
A kommunikációs igény kiszolgálásának érdekében a V végpontokat egy N
demand-aware hálózatba kell szervezni. DAN esetében az N hálózat a σ kommu-
nikációs igény függvényében optimalizálható statikusan vagy dinamikusan, utóbbi
esetben a kommunikációs kérések kiszolgálása között az N hálózat változhat, ezért
a hálózatot a t. időpillanatban Nt-vel jelöljük, azaz a hálózat N0, N1, N2, . . . álla-
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potokon megy keresztül. Az N hálózatnak egy N hálózatcsaládból kell kikerülnie,
korlátozhatjuk például projecToR [1] használata esetén technikai okokból a végpon-
tok fokszámát. A diplomamunka nagy részében bináris (kereső)fa alapú hálózatcsa-
ládokkal fogunk foglalkozni.
A DAN-ek hatékonyságának vizsgálatakor két költséget fogunk megkülönböztet-
ni:
1. Átépítési költség: adj : N × N → R, amely megadja egy N hálózatból N ′
hálózatba való áttérés költségét. Választhatjuk például költségfüggvénynek az
áttérés során megváltoztatandó élek számát.
2. Kiszolgálási költség: srv : σ × N → R, amely megadja egy σi kommunikáci-
ós kérés kiszolgálásának költségét egy N hálózat esetén. A későbbiekben ezt
egyszerűen a csúcsok távolságának fogjuk választani.
1. Definció (DAN algoritmus költsége). Egy DAN algoritmus igényenkénti költsége
egy σ kommunikációs minta esetén







srv(σi, Ni) + adj(Ni, Ni+1)
)
,
ahol A a használt algoritmus, N0 a hálózat kezdőállapota, m pedig a kérések száma.
A demand-aware hálózattervezés az előző költség minimalizálását tűzi ki felada-
tául. Természetesen az általános költségfüggvényt az adott hálózat technikai para-
méterei és az igények kiszolgálásával kapcsolatos elvárásaink konkretizálják, ezzel
egy elméletileg és gyakorlatilag is könnyebben kezelhető problémát eredményezve.
2. Definció (Optimális statikus algoritmus és költsége). Az optimális statikus költ-
ség egy előre ismert σ kommunikációs igény esetén Cost(⊥, N∗, σ), ahol ⊥ egy sta-
tikus algoritmust jelöl, amely nem változtatja meg a topológiát, N∗ ∈ N pedig a
hálózat, amely minimalizálja a költséget adott σ esetén.
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2.2. Entrópia
A kommunikációs igény entrópiája hasznos mérőszám az algoritmusok elemzése so-








a valószínűségi változó entrópiája, ahol {x1, . . . , xn} az X lehetséges értékei, p(xi)
pedig ezek valószínűségei. (0 · log2
1
0
-t 0-nak értelmezzük ebben a defincióban.) X és
Y valószínűségi változók együttes eloszlásának ún. együttes entpiája:













DAN esetében az X valószínűségi változóval a kommunikációs kérések kezdőpont-
jának eloszlását jelöljük, míg az Y ezek végpontjának eloszlását adja meg. Ugyan-
akkor a valós eloszlást sokszor nem ismerjük, ezért gyakran az entrópiák empirikus
változatát tudjuk csak használni, amely esetén a definíciókban valószínűségek helyett
gyakorisággal kell számolnunk, ezek jelölésére a H(X̂), H(X̂, Ŷ ), H(X̂|Ŷ ) kifejezé-
seket használjuk.
2.3. Bináriskeresőfa-hálózat (BST hálózat)
Bináriskeresőfa-hálózatnak nevezzük azokat a gyökeres, bináris fa topológiákat, me-
lyek a végpontok egy előre adott {1, 2, . . .} címkézése esetén megfelelnek a bináris
keresőfa-tulajdonságnak, azaz minden végpont címkéje nagyobb, mint a bal részfá-
jában lévő csúcsok címkéje, azonban kisebb, mint a jobb részfájában lévő csúcsok
címkéje.
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Az ilyen hálózatok előnye, hogy nagyon hatékony bennük útvonalat választani,
ugyanis használhatunk intervallum útválasztást [3].
Intervallum útválasztás esetén elegendő minden végpontban csak azt az inter-
vallumot tárolni, amely célvégpontok az adott végponthoz tartozó részfában he-
lyezkednek el, ebből egyértelműen el lehet dönteni, hogy felfelé vagy lefelé kell a
célvégpontot keresni, utóbbi esetben a bináris keresőfa tulajdonság miatt szintén
meg tudjuk határozni, mely irányban kell továbbhaladni. A topológia frissítése is
hatékonyan elvégezhető, csak az intervallumokat kell megfelelően frissítenünk.
2.4. Splay tree
A splay tree1 [4] egy bináris keresőfa adatstruktúra, melyet az 1980-as években
Sleator és Tarjan [4] alkotott meg.
Korábban a keresőfákat valamilyen legrosszabb esetben optimális tulajdonsággal
tervezték, például minimalizálták a maximális mélységét, így a gyökértől legtávolab-
bi csúcs is gyorsan, O(logN) időben elérhető volt, ha N a csúcsok száma. Könnyen
látható azonban, hogy ha egy csúcsot lényegesen gyakrabban kell megkeresnünk,
akkor megéri a gyökérhez közelebb helyezni annak ellenére is, hogy a többi (ritkán
keresett) csúcs így távolabb kerül, ugyanis összességében így alacsonyabb költséget
érhetünk el. A splaytree a kérések feldolgozása során ennek az elvnek megfelelően
mohó módon változtatja a fa struktúráját.
A splay tree minden elem megkeresése után az adott elemet a fa gyökerébe viszi,
így a következő keresés során az közel lesz a gyökérhez. Az elemet a bináris fáknál
ismert forgatásokkal alulról-felfelé kettesével haladva helyezi a gyökérbe, aminek
előnye, hogy a fát csak lokálisan, a keresés során bejárt út mentén kell módosítani.
A splay tree két fontos tulajdonságát idézünk fel az eredeti cikkből.
Vizsgáljunk egy n elemet tartalmazó splay tree-t, amelyen m keresést szeretnénk
végezni. Egy i elem megkeresésének gyakorisága legyen q(i).




1A splay tree adatstruktúrának nincsen magyar nyelven elterjedt elnevezése, így az eredeti
angol kifejezést használjuk.
9
2. FEJEZET ELŐZETES ISMERETEK
A tételből következik, hogy egy kellően hosszú lekérdezési sorozat esetén a splay
tree olyan hatékony, mint egy bármilyen kiegyensúlyozott keresőfa.














A tételből következik, hogy a splay tree olyan hatékony, mint bármely statikus
keresőfa, beleértve az adott keresősorozatra optimalizált, statikus keresőfát is, mivel









A splaynet [6] egy a splay tree elvén alapuló dinamikus, bináris keresőfa topológiával
rendelkező hálózat.
A splay tree mindig a fa gyökeréből kezdi a keresést, ezzel szemben egy hálózat-
ban két csomópont között kell utat keresnünk. Vegyük észre, hogy a kommunikációs
igények kezdő és végpontja általában nem független, tehát nem gondolkodhatunk
gyakori kezdő és gyakori végpontokban, hanem a kommunikációs párokat egyben
kell vizsgálnunk. A splaynet ennek érdekében egy kérés után a kérésben szereplő két
végpontot egymás mellé helyezi a fában. A splay tree-vel ellentétben azonban nem
a gyökércsomópontba kerülnek ezek a csúcsok, hanem a lokalitást megőrizve csak a
csúcsokat tartalmazó legkisebb részfa gyökerébe és annak egyik gyerekébe kerül a
kommunikációban résztvevő két csúcs.
Az algoritmus konkrétan a következőképpen működik. Egy (u, v) kommunikációs
igény esetén keressük meg az u és v csúcsok legközelebbi közös ősét, αN(u, v)-t az
N hálózatban. Ezután az u csúcsot a splay algoritmus segítségével forgassuk az
αN(u, v) csúcsba, majd a v csúcsot forgassuk az új helyen lévő u csúcs megfelelő
gyerekének helyére.
Ezzel elértük, hogy ha egy kérés megismétlődik, akkor a második alkalommal már
1 költséggel kiszolgálható legyen, ugyanis a két végpont egymás mellett található a
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hálózatban. A splay tree tulajdonságait már ismerve talán kevésbé meglepő, hogy a
splaynet is kiváló elméleti tulajdonságokkal rendelkezik.
3. Tétel ([6]). Legyen σ tetszőleges kommunikációs igény, ekkor bármely T0 kezdeti
keresőfára
Cost(SPLAYNET, T0, σ) = O(H(X̂) +H(Ŷ )),
ahol H(X̂) és H(Ŷ ) rendre a σ kommunikációs igény kezdő és végpontjainak empi-
rikus entrópiája.
4. Tétel ([6]). Legyen σ tetszőleges kommunikációs igény, ekkor bármely T ∗ (opti-
mális) keresőfára
Cost(⊥, T ∗, σ) = Ω(H(X̂|Ŷ ) +H(Ŷ |X̂)).
A két tételből következik, hogy ha a kezdő és végcsomópontok függetlenek, ak-
kor a splaynet algoritmus statikusan optimális, ugyanis ekkor H(X̂|Ŷ ) = H(X̂) és
H(Ŷ |X̂) = H(Ŷ ), azaz a splaynet felső korlátja megegyezik a statikus optimális
algoritmus alsó korlátjával.
2.6. Statikusan optimális algoritmus
A statikusan optimális algoritmus a probléma azon változatát oldja meg, ahol a
kommunikációs minta előzetesen ismert, azonban a kérések kiszolgálása közben a
hálózat átépítése nem lehetséges. Ez a probléma dinamikus programozás segítségével
polinomiális időben megoldható [6].
Az algoritmus formális ismertetése előtt az alapelvét mutatjuk be. A dinami-
kus programozást alkalmazó megoldás azon a felismerésen alapul, hogy a probléma
felbontható optimális részproblémák megoldására. Egy adott részfában keletkező
költségek függetlenek a részfán kívüli elrendeződéstől, ugyanis ha a kommunikációs
pár egyik csúcsa a részfán kívül helyezkedik el, akkor biztos, hogy a gyökércsúcson
keresztül kell továbbítani a csomagot, így ennek a részfára eső költsége egyértelmű.
(Ennél egyszerűbb dolgunk van, ha mindkét csúcs a részfába esik, ugyanis ekkor
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a teljes útvonal és ebből ennek költsége is ismert.) Mivel a keresőfa-tulajdonságot
teljesítenie kell az elkészült hálózatnak, egy részfába mindig a csúcsok számozás sze-
rint értelmezett egy intervalluma kerül. Ezek segítségével ki tudjuk számolni minden
részfára/intervallumra az optimális megoldást a kisebb intervallumok optimális meg-
oldásának ismeretében, ugyanis csak az összes lehetséges csúcs gyökérnek választását
kell megvizsgálnunk, és ezek közül a legkisebb költségűt választanunk.
Legyen V a csomópontok rendezett halmaza, R pedig a kommunikáció gyakori-
ságmátrixa. (Mivel statikus megoldás esetén a hálózat nem változik futás közben,
nem számít a kérések pontos sorrendje, így elég az egyes párok előfordulásának szá-
mát figyelnünk.)
A részproblémákat jelöljük a V rendezett csomópontok egy I intervallumával,
az intervallumon kívül eső csúcsokra az Î jelölést használjuk. Minden v csúcsra és I






Jelöljük WI-vel az I intervallumba eső v csomópontok WI(v) értékeinek vektorát.





(d(u, v) + 1) ·Ru,v
]
+DI ·WI
ahol d(u, v) az u és v csomópontok távolságát jelöli, DI pedig az I intervallum-
ban lévő csomópontok és a TI részfa gyökerének távolságait, lényegében a csúcsok
mélységét, tartalmazó vektor.
A dinamikus programozás az optimális részintervallumokat használja fel az opti-
mális megoldás kiszámításához. Az optimális T ∗I részfa kiszámításához megvizsgál-
juk minden lehetséges x gyökérre a részfa költségét, az x gyökér az intervallumot
két részre I ′ és I ′′ intervallumokra bontja, amelyeknek az optimális megoldása már
12
2. FEJEZET ELŐZETES ISMERETEK
ismert. Ekkor a teljes költség a következő képlettel számítható:
Cost(T ∗I ,WI) = min
x∈I=I′⊔I′′
[









Mivel O(N2) intervallumra kell optimumot keresnünk, és minden optimum ke-




Ebben a fejezetben bemutatjuk két elméleti eredményünket, melyek a keresőfa-
tulajdonsággal kapcsolatosak. Konkrétan bizonyítjuk, hogy amennyiben nem köve-
teljük meg a bináris fa hálózatunktól a keresőfa tuljadonságot is, akkor akár O(logN)
mértékben is csökkenhet az átlagos úthossz statikusan optimális megoldás esetén.
Majd adunk egy algoritmust a megengedőbb változat statikusan optimális megol-
dására.
3.1. A csúcsok átszámozásával elérhető javulás
A fejezetben megmutatjuk, hogy a statikusan optimális algoritmus használata ese-
tén a választott csomópontok számozása jelentős hatással van az elérhető átlagos
úthosszra. Konkrétan: bizonyos N csomópontot tartalmazó kommunikációs minták
esetén a statikus optimális algoritmus eredményeként kapott átlagos úthossz akár
O(logN) mértékben is javítható, ha a csomópontokat az algoritmus futása előtt
átszámozzuk.
Vizsgáljuk a 3.1. ábrán látható kommunikációs mintát, azaz egy páros csomó-
pontszámú hálózatban a sorszám szerint rendezett csomópontok első fele kommuni-
káljon rendre a második felével. Bizonyítjuk, hogy ez a kommunikációs minta csak
O(logN) várható úthosszal ágyazható be bináriskeresőfa-hálózatba, átszámozással
ugyanakkor konstans 1 várható úthossz is elérhető.
14
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3.1. ábra. Kommunikációs minta, ahol O(logN) mértékben ja-
vítható átszámozással az EPL
A bizonyítás során a σ kommunikációs igény gráf értelmezését fogjuk használni.
Ha nincs szükségünk a kommunikációk pontos sorrendjére, mint például a statikus
esetben, akkor a kommunikációs mintát reprezentálhatjuk egy súlyozott, irányított
gráffal, ahol a csúcsok a csomópontok, a köztük lévő élek pedig súlyukkal a kom-
munikációk számát adják meg. Az általunk vizsgált gráfon minden élsúly 1, így
súlyozatlannak fogjuk tekinteni.
5. Tétel. Legyen G = (V, E), |V | = N, N páros, E = {(v, v+N
2
) | v ∈ {1, . . . , N
2
}}
egy kommunikációs minta. Ekkor létezik olyan σ permutáció, amellyel G csomópont-














+ 3 . . . N
1 3 5 . . . N − 1 2 4 6 . . . N

,
ekkor a 3.2. ábrán látható egyszerű lánc alapú keresőfáhalózatban minden kommu-
nikációs párt közvetlen él köt össze, tehát az összköltség N, a várható úthossz pedig
1.
1. Lemma. Legyen G = (V, E), |V | = N, N páros, E = {(v, v + N
2
) | v ∈
{1, . . . , N
2
}} egy kommunikációs minta. Ekkor a statikus optimális hálózatban a kom-











0, ha y < x
y − x+ 1, ha y − x ≤ N
2
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3.2. ábra. G egy optimális átszámozásával kapott egy optimális
keresőfahálózata
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Bizonyítás. A fenti rekurzív képlet a 2.6. fejezetben látott formula ezen problémára
specializált változata, azzal az egyszerűsítő módosítással, hogy itt az opt(x, y) az
{x, . . . y} intervallumhoz tartozó részfára és az ebből a gyökér szülője felé menő élre
(ha van) eső költséget jelenti.
A képlet második része a lehetséges gyökereket végigpróbálgatva minimalizálja a
két részfa költségének összegét, míg a képlet első fele az ehhez hozzáadódó költséget
adja meg. Ez a plusz költség csak a gyökérből kivezető élre eső költségeket fedezi,
ugyanis a két gyökér alatti részfából kivezető éleket már ezek költségébe beleszámí-
tottuk.
Látható, hogy ha egy olyan intervallumot választunk, amibe a csúcsok legfeljebb
fele esik, akkor egyik csúcsnak sem szerepelhet a kommunkiációs párja az interval-
lumban, mivel a párok különbsége N/2, így az intervallum elemszámával megegyező
számú kifelé irányuló kommunikációra van szükség. A csúcsok több mint a felét ki-
választva hasonlóan gondolkodva adódik, hogy pont az intervallum elemszámával
megegyező számú kapcsolat esik a részfa belsejébe, így a maradék esik kívülre. (Az
y < x eset a kifejezés konzisztenciájának megőrzéséhez szükséges.)
2. Lemma. opt(x, y) = Ω(K logK), ha y − x = K < N
2
, ahol opt az 1. lemmában
bevezetett függvény.
Bizonyítás. Mivel az intervallumban szereplő elemek különbsége N
2
-nél kisebb,
egyik csomópontnak sem szerepelhet a párja is az intervallumban, ugyanis a párok
különbsége pontosan N
2
. Azaz az összes intervallumban szereplő csomópontból a gyö-
kéren keresztül vezet az út a párjához, tehát belső költség a csomópontok gyökértől
vett távolságainak összege. Mivel egy bináris fában több mint a csúcsok fele a gyökér-
től legalább log(N) távolságra helyezkedik el, ahol N a csúcsok száma, így csak ennek
a legalább K
2
csúcsnak a legalább log(K) távolságát nézve: opt(x, y) ≥ K
2
log(K),
amiből opt(x, y) = Ω(K logK).





csúcsból álló részfa, amely a csúcsok egy összefüggő intervallumát tartalmazza.
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Bizonyítás. Egy ilyen részfa található a következő algoritmussal: induljunk a gyö-
kércsúcsból, majd amíg az aktuális részfa több mint N
2
csúcsot tartalmaz lépjünk a
nagyobb részfával rendelkező gyerekbe.
Világos, hogy az előző algoritmusban, ahogy bináris keresőfában való kereséskor
is, a legutóbb jobbra és legutóbb balra elhagyott csúcsok megadják az aktuális rész-
fa összefüggő intervallumának minimumát és maximumát. Továbbá az algoritmus
során, mikor egy túl nagy részfából továbblépünk, akkor sosem juthatunk túl kicsi
részfába, ugyanis egy több mint N
2
csúcsú részfának a gyökerét leszámítva legalább
N
2




6. Tétel. Legyen G = (V, E), |V | = N, N páros, E = {(v, v+N
2
) | v ∈ {1, . . . , N
2
}}
egy kommunikációs minta. Ekkor a statikus optimális hálózatban a kommunikáció
optimális összköltsége Θ(N logN), a várható úthossz Θ(logN).





csúcsból álló részfa, amely egy intervallumot fed le. Ennek a részfának
a költsége a 2. Lemma miatt Ω(N logN), a teljes költség ennél csak nagyobb lehet.
A kiegyensúlyozott keresőfával elérhető O(N logN) költséggel ugyanezt kapjuk
felső korlátnak is, azaz a teljes költség Θ(N logN).
Az 5. és 6 tételek következményeként kimondható az eredetileg bizonyítani kívánt
tétel.
7. Tétel. Egy N csomópontot tartalmazó kommunikációs minta esetén a fix csúcs-
számozást használó statikusan optimális algoritmus megoldása akár O(logN)-szer
nagyobb összköltségű/várható úthosszú lehet azon statikusan optimális algoritmusé-
nál, amelynek lehetősége van a csúcsok átszámozására. Ez a felső korlát éles.
Bizonyítás. Az 5. és 6. tételekben mutatott kommunikációs minta estén a két tétel
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különbség elérhető. Azonban, ha az átszámozást alkalmazó algoritmus optimális át-
számozását választjuk eredetileg is számozásnak, akkor a két algoritmus ugyanazt a
megoldást adja, ez esetben 1-szeres szorzót kapva.
Tehát a két algoritmus eredménye közötti eltérés O(logN)-szeres, és a fenti pél-
dára ez a korlát éles.
A 7. tétel alapján a tetszőleges bináris fa helyett a keresőfákra szorított megoldás
jelentős veszteséggel járhat.
3.2. Statikusan optimális algoritmus átszámozással
Mint az előző fejezetben láthattuk: a csúcsok kötött sorszámozása jelentős hatással
lehet a statikusan optimális megoldás teljesítményére. Ebben a fejezetben adunk
egy algoritmust, amelyet nem befolyásol a csúcsok számozása, ugyanis a legjobb
bináris fa (azaz nem feltétlenül keresőfa) alapú hálózatot adja meg. Az algoritmus
exponenciális futásidővel rendelkezik.
A probléma azon változata, ahol nem bináris fába, hanem egy láncba kell ren-
dezni a hálózatot, az ismert Minimum Linear Arrangement [7] probléma, amelyről
tudott, hogy NP nehéz [7].
Az algoritmus a 2.6. fejezetben bemutatott statikusan optimális algoritmusnál lá-
tott dinamikus programozáson alapul azzal a módosítással, hogy a részproblémákat
nem tudjuk egyszerű intervallumokkal reprezentálni, valódi halmazokat kell hasz-
nálnunk. A bizonyítása különösebb nehézségek nélkül, analóg módon elvégezhető.
Formálisan az algoritmust így adhatjuk meg: legyen V a csomópontok halmaza,
R pedig a kommunikáció gyakoriságmátrixa.
A részproblémákat jelöljük a V csomópontok egy S részhalmazával, az ezen kívül
eső csúcsokra az S jelölést használjuk. Minden v csúcsra és S halmazra ki tudjuk
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Jelöljük WS-sel az S halmazba eső v csomópontok WS(v) értékeinek vektorát. Ekkor





(d(u, v) + 1) ·Ru,v
]
+DS ·WS
ahol d(u, v) az u és v csomópontok távolságát jelöli, DS pedig az S halmazban lévő
csomópontok és a TS részfa gyökerének távolságait, lényegében a csúcsok mélységét,
tartalmazó vektor.
A dinamikus programozás az optimális részhalmazokat/részfákat használja fel
az optimális megoldás kiszámításához. Az optimális T ∗S részfa kiszámításához meg-
vizsgáljuk minden lehetséges x gyökérre a részfa költségét, az x gyökér esetén a bal
és jobboldali részfájában szereplő csúcsok tetszőlegesen választhatók, azonban ezek
optimális megoldása már ismert, ugyanis kisebb részproblémáról van szó. Próbáljuk
ki tehát, az összes lehetséges bal és jobb oldali elosztást, ezek száma az S halmaz
részhalmazainak számával felel meg, ugyanis az egyik oldalt egy részhalmaznak vá-
lasztva a másik oldal adott. A teljes költség a következő képlettel számítható:
Cost(T ∗S ,WS) = min
x∈S=S′∪S′′
[









Mivel O(2N) részhalmazra kell optimumot keresnünk, és minden optimumke-
resés esetén a gyökeret O(N)-féleképpen választhatjuk majd a két oldalt O(2N)-
féleképpen oszthatjuk el, az algoritmus futásideje O(N22N). Ez exponenciális komp-
lexitás, ugyanakkor a triviális minden permutációt és minden fát vizsgáló megoldás-
nál így is exponenciálisan jobb.
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4. fejezet
Mérések és gyakorlati eredmények
Ebben a fejezetben az empirikus mérések eredményeit, és az ezekből levont gya-
korlati következtetéseket mutatjuk be. Összehasonlítjuk a splaynet és a statikusan
optimális algoritmust fix forgalomeloszlás esetén, majd a statikusan optimális al-
goritmust online módon használjuk egy időablak segítségével, így változó eloszlás
mellett is összehasonlítva a két módszert. Ezután mutatunk egy megoldást, amellyel
az átépítési költségeken takaríthatunk meg. Majd megvizsgáljuk, hogy a valóság-
ban mekkora különbséget jelent, ha a keresőfa tulajdonságot nem követeljük meg a
bináris fa hálózattól statikusan optimális megoldást használva.
4.1. Keretrendszer
Az empirikus vizsgálatokhoz a diplomamunka részeként egy keretrendszer készült.
Ennek a keretrendszernek természetesen része a három algoritmus (splaynet,
statikusan optimális, statikusan optimális átrendezéssel) implementációja. A prog-
ramok főként Python 3 nyelven készültek, de a statikusan optimális algoritmus
C++-ban is implementálásra került hatékonysági megfontolásokból. Az algoritmu-
sok bemenete a hálózat mérete, majd tetszőlegesen sok tranzakció leírása, amely
két csomópontsorszámból áll. Parancssori argumentumokkal szabályozhatjuk, hogy
milyen kimenetet várunk a programtól. Lehetőség van csak az összköltséget kiszá-
mítani, de a futás során folyamatosan is figyelhetjük a hálózat különböző értékeit,
mint például az entrópiákat vagy az átlagos úthosszt.
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A mérésekhez fontos volt, hogy megfelelő tranzakciós mintákat tudjunk generálni.
Ehhez egy generátorprogram készült, amellyel lehetőségünk van többféle hálózatot
generálni. A generátor két lépésben működik, először létrehozza a választott mód-
szernek megfelelően az eloszlás mátrixát, majd ez alapján véletlenszerű forgalmat
generál. A lehetséges módszerek között szerepel teljesen egyenletes eloszlás, Erdős-
Rényi és Barabási gráfok alapján generált hálózat tetszőleges élsúlyokkal, alacsony
entrópiához lehetőség van csak a csúcsok egy részhalmazát használni. Véletlen zajt
is adhatunk a rendszerhez.
4.2. Splaynet vs. statikus optimális algoritmus
A fejezetben a splaynet-et és a statikusan optimális algoritmust hasonlítjuk össze
előbb fix, majd változó forgalomeloszlás esetén is. Ezután a statikusan optimális
megoldás esetén az átépítések optimális időpontját vizsgáljuk.
4.2.1. Statikus igény eloszlás
Először statikus igényeloszlás esetén hasonlítjuk össze a két módszert.
4.2.1.1. Független csúcseloszlás
A 2.5. fejezetben láthattuk, hogy az ismertetett alsó- és felsőkorlátok egybeesnek,
amennyiben a kommunikációs mintában a kézdő- és végcsomópontok eloszlása füg-
getlen. Ekkor a splaynet algoritmus használata esetén kapott átlagos úthossz nagy-
ságrendileg megegyezik a statikusan optimális algoritmuséval. Elsőként erre az esetre
koncentrálunk.
Empirikusan megvizsgáljuk, hogy a valóságban milyen arányban áll a két al-
goritmus teljesítménye. Ehhez először egy teljesen egyenletes eloszlású kommu-
nikációs mintát generáltunk különböző csomópontszámú hálózatokhoz, azaz min-
den kommunikációs igényt egyenletesen és függetlenül generáltunk az összes le-
hetséges csomópontpár közül. Egy ilyen N csomópontot tartalmazó hálózatban a
sor- és oszlopentrópia és ezek feltételes változata is maximális lesz, pontosabban
H(X̂) = H(Ŷ ) = H(X̂|Ŷ ) = H(Ŷ |X̂) = logN .
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4.1. ábra. Várható úthossz splay illetve stat. opt. algoritmus esetén egyenletes elosz-
lású igényekre különböző méretű hálózatokra
A 4.1. abrán láthatjuk, hogyan alakult a várható úthossz. Az statikusan optimá-
lis algoritmust a 4. tétel szerint 2 logN -nel érdemes összehasonlítanunk. A grafikon
alapján a valós költség bőven ez alatt van, ami nem meglepő, ugyanis kiegyensú-
lyozott keresőfahálózat esetén minden úthossz legfeljebb 2 ⌊logN⌋, a statikusan
optimális algoritmus pedig ennél nem lehet rosszabb. A splaynet algoritmusnál a
költség kb. 2000 csúcs fölött már meghaladja ezt a korlátot, de ettől az algoritmus-
tól alacsony entrópia estén várunk jó teljesítményt.
Meg kell jegyeznünk továbbá, hogy a statikusan optimális algoritmus jobb ered-
ményét árnyalja, hogy ennek az algoritmusnak előre ismernie kell a kommunikációs
igényeket, míg a splaynet algoritmus teljesen online módon működik.
A 4.2. abrán az előző két várható úthossz arányát láthatjuk, amelynek a független
csúcseloszlás miatt a 2.5. fejezetben tárgyaltak alapján konstansnak kell lennie. A
grafikonról leolvasható, hogy több mint 15.000 csómopontot tartalmazó hálózatnál
ez az arány 1, 5 alatt van, és míg ezt az értéket hamar megközelíti, a grafikon második
felében a növekedés rohamosan lassul.
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4.2. ábra. Várható úthossz aránya splay és stat. opt. algoritmus esetén egyenletes
eloszlású igényekre különböző méretű hálózatokra
A statikusan optimális algoritmus magas futásideje miatt ennél nagyobb hálóza-
tokkal nem végeztünk méréseket.
Következő mérésünkben egy alacsonyabb entrópiájú kommunikációs igénnyel
vizsgáltuk a két algoritmus teljesítményét és ezek arányát, ugyanis alapvetően mind-
két algoritmus azt használná ki, hogy alacsony az entrópia, azaz csomópontok nem
egyenletesen veszik ki a részüket a kommunikációban.
A kommunikációs igényt power-law eloszlás segítségével generáltuk. Ez az eloszlás
alkalmas annak modellezésére, hogy egyes csúcsok lényegesen több kommunikáció-
ban vesznek részt, míg más csúcsok alig kommunikálnak. A kommunikációs igények
két tagját külön generáltuk, hogy továbbra is független eloszlást kapjunk. Ezután
a kezdő- és végpontok sorszámait véletlenszerűen permutáltuk, ugyanis a power-
law eloszlás a nagyobb sorszámú csomópontokat részesíti előnyben, ami a keresőfa
tulajdonság miatt befolyásolná az eredményt. A kezdő- és végpontokon különböző
keverést alkalmaztunk, ugyanis nem szükséges szimmetrikusnak, csak függetlennek
lennie az eloszlásnak.
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4.3. ábra. Szomszédsági mátrix 128 csúcs esetén (a) egyenletes (b) power-law (α = 5)
(c) power-law + keverés (α = 5) eloszlások esetén
A generált kommunikációs mintát a 4.3. ábra szemlélteti. Ezeken az ábrákon az
igénymátrixok vizualizációját láthatjuk, minél sötétebb egy (x, y) pontban a grafi-
kon, annál nagyobb átvitel zajlik az x és y csomópontok között. Az első ábrán az
egyenletes eloszlás ábráját láthatjuk, ahol az összes pont színe közel megegyezik. Az
apró eltérések abból fakadnak, hogy az ábrákon nem az elméleti eloszlások szere-
pelnek, hanem ennek egy mintavételezése, amelyen valójában később a méréseket
futtatjuk. A második ábrán egy power-law (α = 5) eloszlás alapján generált igény-
mátrixot láthatunk, amelynél nem végeztünk a csúcsok sorszámán keverést, így a
nagy sorszámú csúcsok lényegesen gyakrabban szerepelnek. Míg a harmadik ábra
ennek egy megkeverését tartalmazza, szabad szemmel is jól látható, hogy a párok
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függetlenek, ugyanis kialakulnak függőleges és vízszintes csíkok az ábrán amiatt,
hogy a csúcs saját gyakorisága minden másik csúccsal szemben ugyanúgy befolyá-
solja a pár gyakoriságát. Ugyanakkor látható, hogy a két külön keverés miatt nem




















4.4. ábra. Várható úthossz splay és stat. opt. algoritmus esetén power-law (α = 5)
+ keverés eloszlású igényekre különböző méretű hálózatokra
A 4.4. ábrán látható a mérés eredménye. A görbék hullámzását a csúcsok keve-
rése okozza, ugyanis ez befolyásolja, hogy a keresőfában milyen közel kerülhetnek a
gyakran előforduló csúcspárok. Megfigyelhető, hogy ez a két algoritmust hasonlóan
befolyásolta. A grafikon pontjai minden esetben egy szimulációt jelentenek, nincsen
több mérés átlagolva, ugyanis az elemzés során elegendőnek bizonyult a pontosság.
Annak ellenére, hogy a 4.3. ábrán sokkal rendezettebnek tűnik ez a kommuniká-
ciós minta, láthatjuk, hogy az entrópia közel van a korábbihoz. Az egyenletes elosz-
lásnál 1000 körüli hálózatméretnél 10-es entrópiát számoltunk, míg ebben az esetben
8, 9 körüli értéket mérünk. Ez a csökkenés az entrópiában elegendő ahhoz, hogy a
splay algoritmus várható úthossza ≈19-ről 17 alá essen, míg a statikusan optimá-
lis algoritmus ≈13, 5-ről ≈11, 7-re csökkent. Ha olyan algoritmusokat használnánk,
amelyek nem veszik figyelembe a valós hálózati igényt, például a kiegyensúlyozott
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bináris keresőfa, akkor az entrópia csökkenésével általában nem jutnánk kedvezőbb
úthosszakhoz. A két algoritmus teljesítményének aránya megegyezik a korábban lá-
tottakkal, 1000 csúcs esetén továbbra is 1, 45 körüli a várható úthosszak aránya a
statikusan optimális algoritmus javára.
4.2.1.2. Nem független csúcseloszlás
Nézzük a másik esetet, amikor a két végpont választása nem független, ekkor a a 2.5.
fejezetben látott tétel nem garantálja a splaynet algoritmus statikus optimalitását.
A hálózati forgalom alapjául szolgáló gráfot az Erdős-Rényi modell alapján ge-
neráltuk, ez a modell minden egyes csúcspár közé p valószínűséggel vesz fel egy élt.
A generált grfában lévő élek közül egyenletesen választva generáljuk a kommuniká-
ciós igényeket. Ahhoz, hogy ritka hálózati forgalmat kapjunk a p paramétert 2
N
-nek
választottuk, így a várható élszám 2
N
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4.5. ábra. Szomszédsági mátrix 128 csúcsra Erdős-Rényi (p = 2
128
) modell alapján
A 4.5. ábrán egy ilyen igyénymátrix található, amelyen látható, hogy az egyes
csomópontpárok teljesen véletlenszerűen kerülnek kiválasztásra. A független elosz-
lásoknál megfigyelt vízszintes és függőleges csíkok sem jelennek már meg.
A mérések eredménye megtalálható a 4.6. ábrán. A grafikon pontjai 50 mérés
átlagát jelenítik meg, ugyanis a véletlenül generált igények miatt nagy szórás mutat-
kozott. A H(X̂) ≈ H(Ŷ ) értékek log(N) körül alakultak, ugyanis minden csúcs közel
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egyenlő valószínűséggel jelenik meg az igényekben. A H(X̂|Ŷ ) ≈ H(Ŷ |X̂) feltételes
entrópiák azonban konstansok lesznek, ugyanis minden csúcsnak N -től függetlenül
várhatóan konstans 4 szomszédja lesz.
Hiába az alacsony feltételes entrópiák, az algoritmusok teljesítményében nem
látható igazi változás. Ennek az lehet az oka, hogy a 4. tételben található alsó kor-
lát nagyon megengedő. A bizonyításában használt konstrukció, miszerint minden
kezdőcsúcshoz építsünk egy-egy optimális bináris keresőfát a hozzátartozó végcsú-
csok alapján, nem életszerű, hogy egyetlen bináris keresőfává álljon össze, a korlát
eléréséhez pedig erre lenne szükség. A mérés alapján úgy tűnik, hogy a valóság-





















4.6. ábra. Várható úthossz splay és stat. opt. algoritmus esetén Erdős-Rényi (p = 2
N
)
alapú igényekre különböző méretű hálózatokra
A következő mérésben megvizsgáljuk, hogy ha az entrópia konstans marad a
hálózat méretének növelésével, akkor a várható úthossz is valóban konstans értéket
vesz-e fel a 3. tétel alapján.
Konstans entrópia eléréséhez arra van szükség, hogy a kommunikációban csak
konstans számú csúcs vegyen részt. (Vagy legalábbis a többi csúcs elhanyagolhatóan
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kevésszer forduljon elő.) A teszteléshez egy olyan kommunikációs mintát generál-
tunk, ahol a hálózat méretétől függetlenül 10 véletlenszerűen választott csomópont
kommunikál egymással egyenletesen.
A 4.7. ábrán látható a mérések eredménye, a grafikon minden pontja 100 mé-
rés átlagát jeleníti meg, ugyanis a 10 csúcs véletlen választása befolyásolja, hogy
mennyire jól ágyazható be a hálózat egy bináris keresőfába. Az entrópiák és a fel-
tételes entrópiák log 10 ≈ 3, 32 értéket veszik fel. Míg a várható úthossz splaynet
esetében 4, 5 körül, a statikusan optimális algoritmussal pedig 3, 6 körül alakul. Ah-
hoz, hogy a várható úthossz ne növekedjen a hálózat méretének növekedésével arra
van szükség, hogy a kommunikációban részt vevő 10 csúcs mindig ugyanolyan tet-
szőlegesen közel helyezhető legyen egymáshoz, attól függetlenül, hogy hány csúcs



















4.7. ábra. Várható úthossz splay és stat. opt. algoritmus esetén konstans entrópiájú
hálózatokra
4.2.2. Dinamikus igény eloszlás
Az előző fejezetben láthattuk, hogy a DAN algoritmusok valóban alacsonyabb vár-
ható úthosszakat és ezzel gyorsabb hálózatot eredményeznek, amennyiben a forga-
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lom entrópiája nem maximális. Mivel azonban ezek az algoritmusok kihasználják
a forgalom eloszlását, ennek megváltozása hatással van teljesítményükre. Mivel a
forgalom eloszlása nem ismert, a korábbi tranzakciókból kell ezt megbecsülnünk. A
mért eloszlás változása viszont késik a valódiétól, ami azt eredményezheti, hogy az
algoritmus az új eloszlással rendelkező forgalmat a korábbi eloszlásra optimalizált
hálózattal szolgálja ki.
A következő tesztekben azt vizsgáljuk, hogyan érdemes a statikusan optimális
algoritmust alkalmazni változó eloszlású forgalom esetén.
4.2.2.1. Fix ablakméret
Első esetben egy olyan hálózati forgalmat vizsgálunk, amikor egy power-law elosz-
lású forgalom egy éles váltással egy másik ugyanilyen power-law alapú forgalomra
változik. A mérés 50000 tranzakciót tartalmazott egy 32 csomópontból álló hálóza-
ton, a forgalom eloszlása a mérés közepén változott élesen meg. A mérés során az
átlagos úthosszakat az előző 1000 kérés átlagaként számítottuk. A statikusan op-
timális algoritmus eloszlás ablaka 10000 tranzakció hosszú volt, amely alapján 100
tranzakciónként optimalizáltuk a hálózatot.
Az eredményeket a 4.8. ábra foglalja össze.
Megfigyelhető, hogy a splay algoritmus az első eloszlás esetén minimálisan tudott
csak jobb lenni a hagyományos, kiegyensúlyozott keresőfa alapú hálózatnál. Ez a
mérés második felében javult, a véletlennek köszönhetően egy az algoritmus számára
kedvezőbb eloszlás alakult ki.
A statikusan optimális algoritmus a mérés elején és végén, ahol nem változott
a forgalom, nagyon jól teljesített, jelentősen alacsonyabb várható úthosszakat ért el
mint a másik két algoritmus. A mérés közepén megfigyelhető, hogy a nagy ablak-
méretnek köszönhetően, az új eloszlást csak lassan érzékelte az algoritmus, melynek
okán az új forgalom megjelenésekor jelentősen megnőtt a várható úthossz, a splaynet
algoritmusnál rosszabb eredményt produkálva ezzel.
A grafikonon megjelenített entrópiák a splaynet algoritmus ablakában lévő tranz-
akciók tapasztalati entrópiáját ábrázolják. A 25000. tranzakció után, a forgalom
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4.9. ábra. Várható úthossz változó forgalomeloszlás esetén.
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A 10000 tranzakció hosszú ablak túl nagynak bizonyult erre a hálózatra és forga-
lomra, ha viszont túl kicsinek választjuk az ablakot, akkor pontatlan információnk
lesz a forgalomról, ezért kevésbé hatékony hálózatot tudunk csak tervezni.
Ezt figyelhetjük meg a 4.9. ábrán. Ebben a szimulációban az előzőhöz képest
csak a splaynet abalakméretét változtattuk meg 10000-ről 100-ra. Látható, hogy
az algoritmus által tapasztalt entrópia sokkal bizonytalanabbá vált. A gyorsabban
frissülő információk miatt sokkal jobban kezelte a hálózat a forgalom megváltozását.
Azonban az átlagos szint elmaradt a több információt használó változattól: a széles
ablakkal rendelkező változatban a mérés első felében 3, 65, a teljes mérés során pedig



















4.10. ábra. Várható úthossz változó forgalomeloszlás esetén különböző ablakmére-
tekkel
A 4.10. ábrán látható ugyanezen szimuláció különböző ablakméretek esetén. Meg-
figyelhető, hogy ellentétesen változik a fix eloszlás és a változás alatti teljesítmény
az ablakméret változtatása mellett. Ebben az esetben a 150 tranzakciót tartalmazó
ablak tűnik a legjobbnak, de ez függ a csúcsok számától, az entrópiától és a forga-
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2.5 H(X,Y) fix 100 fix 1200 Splay Standard
4.11. ábra. Várható úthossz változó forgalomeloszlás esetén dinamikus és fix ablak-
méretekkel
Az ablakméret kiválasztásánál azt kell meghatároznunk, hogy egy adott forgalom
esetén hány mintavételre van szükségünk, hogy egy valós képet kaphassunk az elosz-
lásról. Ennek az eloszlásnak az információtartalma a H(X, Y ) együttes entrópiával
egyezik meg, így ezt az értéket fogjuk használni egy változó ablakméretű megoldás-
hoz. Gondoljunk csak bele két szélsőséges példába: Ha H(X, Y ) = 2 log(N), maxi-
mális, azaz egyenletes eloszlású a forgalom, akkor egy 22 log(N) = N2 méretű ablakba
pontosan bekerülhet mind az N2 csomópontpár. Ha viszont például H(X, Y ) = 0,
mert csak két csúcs kommunikál, akkor egy 20 = 1 méretű ablak is teljesen le tudja
írni a forgalmat.
Az ablakméretet tehát dinamikusan válasszuk α2Ĥ(X,Y )-nak. Az α együttható
egynél nagyobbnak választásával a minimálisnál több információt is használhatunk,
ugyanis a véletlen mintavételezés bizonytalan.
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4.12. ábra. Várható úthossz változó forgalomeloszlás esetén különböző dinamikus
ablakméretekkel
A 4.11. ábrán láthatunk egy szimulációt α = 2, 5 paraméterrel. A szimuláció
során minden 5000. tranzakció után egy új eloszlású forgalom érkezik, véletlensze-
rűen választva a korábban ismertetett forgalomgenerálások közül. Az ábrán többek
között fix ablakméretű változatok teljesítménye is szerepel. Látható, hogy a dina-
mikus ablakmérettel sikerült ötvözni a nagy és kis ablakméret előnyeit. A forgalom
változása esetén a nagy ablakmérettel futó hálózat várható úthosszának kiugrása
nem jelentkezik a dinamikus megoldásnál, míg a nagy entrópiájú részeken a nagy
dinamikus ablak miatt jobb teljesítményt nyújt mint a fix, kis ablakkal rendelkező
megoldás.
A 4.12. ábrán a különböző α paraméterekkel végzett szimulációk eredménye lát-
ható. Megfigyelhetjük, hogy túl kicsi paramétert választva nagyon rossz eredmé-
nyeket kapunk. Ennek oka, hogy ezekben az esetekben az ablakméret öngerjesztő
csökkenésbe kezdett, majd teljesen lecsökkent, mivel a tapasztalati entrópia egy tor-
zított statisztika, általában alulról becsüli a valós entrópiát [8]. α = 1 esetben ez
nem csak általánosságban igaz, hanem minden esetben, ugyanis ekkor az ablakmé-
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ret pontosan 2Ĥ(X,Y ), ennyi elemnek az entrópiája páronként különböző megfigyelt
értékek esetén maximális, Ĥ(X, Y ).
4.2.2.3. Dinamikus újraszervezés
Az előző szimulációkban a hálózat újjáépítését a statikusan optimális algoritmus-
sal 100 tranzakciónként, azaz viszonylag gyakran elvégeztük. Az újjáépítés ennél
az algoritmusnál potenciálisan az összes, N − 1 él megváltoztatását jelentheti, ami
nagy összköltséget eredményez. Ezt a paramétert úgy választottuk az előző tesztek-
ben, hogy az élek átépítéséből keletkező költségek nagyságrendileg megegyezzenek
a splaynet algoritmuséval, így ebből a szempontból reálisabb összehasonlítást ered-
ményezve.
Az átépítési költségek csökkentéséhez a következő módszert alkalmaztuk. A hát-
térben folyamatosan vagy bizonyos időközönként kiszámítottuk az új optimális há-
lózatot, melyet összehasonlítottunk az adott pillanatban használt hálózattal az idő-
ablakban szereplő tranzakciókon. Egy küszöbérték segítségével csak akkor építettük
valóban át a hálózatot, ha az átlagos úthossz a küszöbértéket meghaladó mértékben










































































































Splay Statikusan optimális Újjáétpítés
4.13. ábra. Várható úthossz változó forgalomeloszlás esetén dinamikus átépítéssel
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A 4.13. ábrán látható egy szimuláció eredménye, amikor a küszöbértéket 0, 1-nek
választottuk, azaz legalább 10%-os átlagos úthosszcsökkenést vártunk el egy átépí-
téstől. Az átépítések időpontjait a zöld körök jelzik. Jól látható, hogy a legtöbb
esetben kiválóan működött a módszer, valóban a változásokkor történtek átépíté-
sek. Látszik azonban, hogy a legalacsonyabb tesztelt entrópiánál a változásmentes
időszakban is történtek átépítések, ennek a mélyebb elemzések alapján az az oka,
hogy ilyen entrópia esetén a legkisebb változások is nagy hatással vannak a várható
úthosszra, amelyen az időablak megnövelése sem változtat lényegesen.
4.3. Statikusan optimális algoritmus csúcsátszámo-
zással
A 3.1. fejezetben megmutattuk, hogy a csúcsok kötött számozása jelentős, akár
O(logN) mértékű hatással is lehet a statikus optimális algoritmus várható úthosszá-
ra, azonban ezt egy szélsőséges példán láttuk be. A fejezetben empirikusan is meg-
vizsgáljuk, hogy Erdős-Rényi gráfok által meghatározott hálózati forgalmak esetén
a valóságban mennyi a veszteség a kötöttebb hálózatcsalád estén. A mérésekben a
statikusan optimális algoritmust hasonlítjuk a 3.2. fejezetben bemutatott új algorit-
mussal.
A hálózati forgalmat Erdős-Rényi gráfok alapján generáltuk, az élek egyenletes
terhelése mellett. A 4.1. táblázatban láthatóak a mérés eredményei különböző há-
lózatméretek (N) és paraméterek (p) esetén. A százalék értékek azt jelzik, hogy a
kötöttebb algoritmus mennyivel volt rosszabb a kötetlenebb algoritmusnál átlagos
úthossz szempontjából. A zárójelben lévő százalékpontban megadott értékek 90%-os
konfidenciaintervallumot jelölnek ki. Minden érték 100 mérés eredményét összesíti.
(Kis hálózatok esetén (N = 4, 5, 6) a táblázatban nem szerepel a konfidencia-
intervallum értéke. Ennek oka, hogy ezeknél a méréseknél gyakran előfordult, hogy
1 úthosszal beágyazható volt a hálózat, ennek okán a mérési eredmények nem kö-
vettek normális eloszlást, a minimum elérése miatt. A többi értéknél a normalitás a
Shapiro-Wilk statisztikai próba alapján feltételezhető.)
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N
p
0.1 0.2 0.3 0.4 0.5
4 2.4% 4.4% 6.3% 7.2% 5.5%
5 9% 10.7% 10.2% 9% 7.2%
6 15.7% 17.2% 14.9% 11.6% 8.4%
7 19.5% (±8.6) 17.3% (±6.3) 16.4% (±5.1) 11.4% (±3.9) 9% (±3.3)
8 26.3% (±6.8) 22.6% (±5) 16.3% (±3.9) 13.2% (±3.1) 10.9% (±2.7)
9 31.3% (±6.1) 23.2% (±5.1) 16.7% (±3.8) 13% (±2.7) 10.2% (±2.5)
10 32.3% (±5.9) 22.7% (±3.8) 17.2% (±2.9) 13.5% (±2.1) 10.8% (±1.8)
11 34.7% (±4.6) 24.2% (±3.4) 17.3% (±2.8) 13.1% (±2) 10.4% (±1.9)
12 35.1% (±4.4) 24.2% (±3) 17% (±2.5) 13.1% (±1.9) 10.8% (±1.4)
13 35.8% (±3.8) 22.9% (±2.8) 16.7% (±2) 13.5% (±1.7) 10.9% (±1.4)
14 35.8% (±3.7) 23.7% (±2.3) 17.1% (±1.9) 13.5% (±1.4) 11.2% (±1.2)
4.1. táblázat. Átszámozással elérhető várható úthossz javulás statikus optimális al-
goritmus esetén Erdős-Rényi gráfgenerálási modellel
Sajnos a méréseket csak kisméretű hálózatokon tudtuk elvégezni az átszámozást
is támogató algoritmus magas (O(N22N)) komplexitása miatt. Ennek ellenére a kü-
lönbségek jelentősek. A táblázatban az látható, hogy ilyen méretek mellett minél
nagyobb és minél ritkább egy hálózat, annál többet nyerhetünk a binárisfa (de nem
feltétlenül keresőfa) hálózatcsalád alkalmazásásával a statikusan optimális algorit-
mussal. Láthatjuk, hogy például 10 csomópont esetén, 0,1 Erdős-Rényi paraméter
mellett, ami azt jelenti, hogy várhatóan 10 kommunikációs pár között volt forga-
lom, több mint 30%-ot nyertünk. De még p = 0, 5 esetén is, ami azt jelenti, hogy
várhatóan a lehetséges N2 csomópontpár fele kommunikált, 10%-os javulást értünk
el.
Ezek alapján nem csak elméleti, hanem gyakorlati jelentősége is van a bináris fa
hálózatcsalád bináris keresőfa hálózatcsaládra való szűkítésének a statikusan opti-




A dimplomamunkában bemutattuk saját elméleti eredményeinket, melyek a kere-
sőfatulajdonsággal voltak kapcsolatosak. Konstruktívan bebizonyítottuk, hogy egy
adott hálózati forgalom esetén, amely N csomópont között zajlott, a bináris ke-
resőfa topológiát használó statikusan optimális hálózatok akár O(logN) mértékkel
rosszabbak lehetnek átlagos úthossz tekintetében, mint a bináris fa (de nem feltét-
lenül keresőfa) alapú statikusan optimális megoldás. Azt is megmutattuk, hogy ez a
korlát éles.
Ezen eredmény alapján terveztünk egy dinamikus programozást használó algo-
ritmust, amely bináris fa alapú (tetszőleges, nem feltétlenül keresőfa) hálózatcsalád
esetén megadja a statikusan optimális hálózatot. Az algoritmus azonban sajnos ex-
ponenciális komplexitással rendelkezik, de így is exponenciálisan hatékonyabb mint
az összes permutációt tesztelő változat.
Az implementált splaynet, és a két statikusan optimális algoritmus segítségével
empirikus méréseket végeztünk, melyek alapján javasoltunk egy módszert a statikus
algoritmusok online alkalmazására. Először is a splaynet és a statikusan optimális
algoritmust hasonlítottuk össze nem változó forgalom eloszlásokon. Ha a kommuni-
kációs igények kezdő- és végpontja független, akkor tétel garantálja, hogy a splaynet
algoritmus teljesítménye nagyságrendileg megegyezik a statikusan optimáliséval. A
válóságban körülbelül 1,5-szörös volt az átlagos úthossz splaynet algoritmussal ma-
ximális entrópia esetén. Ugyanezt megvizsgáltuk nem független kezdő- és végpontok
esetén, és nem találtunk jelentős különbséget. Ezek az empirikus eredmények azt
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sejtetik, hogy az aktuális korlátnál élesebb is igaz lehet, ez azonban nyitott kérdés
maradt, és további kutatás témáját szolgálhatja.
Ezután azt vizsgáltuk, hogy hogyan alkalmazható a statikus algoritmus válto-
zó igényeloszlás mellet online módon. A statikus optimális megoldásnak természe-
téből fakadóan ismernie kell előre a kommunikációs igényeket, ezért a valóságban
ilyen formában nem alkalmazható. Mivel feltételezésünk szerint a forgalom eloszlása
folytonos módon változik, egy mozgóablak segítségével a korábbi igények alapján
optimalizáljuk a hálózatot. Megvizsgáltuk, hogy a különböző ablakméreteknél ho-
gyan viselkedik a hálózat. Nem meglepő módon nagy ablakméret mellett jó átlagos
úthosszt értünk el a statikus részeken, azonban a forgalom megváltozására rosszul,
lassan reagált a hálózat. Ezzel szemben kis ablak esetén a hálózat gyorsan reagált a
megváltozott forgalomra, cserébe a konstans forgalmi időszakban rosszabb várható
úthosszt kaptunk. Javasoltuk egy az entrópiától függő, dinamikus ablakméret al-
kalmazását, amely a tesztjeink során mindkét ablakméret előnyeit ötvözte. Ezután
mutattunk egy módszert, amellyel elkerülhetjük a hálózat felesleges, de költséges
átépítését. Egyszerűen, amikor a javulás mértéke egy bizonyos küszöbszint alatt len-
ne az átépítéssel, akkor nem végeztük el az átépítést. A szimulációnk során ezzel a
módszerrel jelentős átépítési költséget meg tudtunk takarítani.
Az utolsó empirikus vizsgálatunkkal arra a kérdésre kerestünk választ, hogy a
keresőfatulajdonság megkövetelése milyen kompromisszummal jár a várható úthossz
tekintetében. Azt az eredményt kaptuk, hogy már 10 csomópont esetén egy ritka
hálózatnál több mint 30% lehet ez a veszteség, így érdemes lehet ezt a kérdést is
tovább kutatni.
5.1. További kutatási kérdések
A kutatás folytatásaként szeretnénk a szimulációk eredményeit valós, adatközpon-
tokból származó forgalmakon mérésekként is reprodukálni, ilyen forgalom a kutatás
során sajnos nem állt rendelkezésünkre.
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A bináris fa (de nem feltétlenül keresőfa) hálózatcsalád további vizsgálata is
szükséges az eddigi kedvező eredmények okán. Hatékonyabb algoritmus keresése, és
a probléma NP-teljességének vizsgálata is későbbi célunk.
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