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Abstract— Signal retrieval from a series of indirect 
measurements is a common task in many imaging, metrology and 
characterization platforms in science and engineering. Because 
most of the indirect measurement processes are well-described by 
physical models, signal retrieval can be solved with an iterative 
optimization that enforces measurement consistency and prior 
knowledge on the signal. These iterative processes are time-
consuming and only accommodate a linear measurement process 
and convex signal constraints. Recently, deterministic neural 
networks have been widely adopted to supersede iterative signal 
retrieval methods by approximating the inverse mapping of the 
measurement model. However, networks with deterministic 
processes have failed to distinguish signal ambiguities in ill-posed 
measurement systems, and the retrieved signals often lack 
consistency with the measurement. In this work we introduce a 
variational generative model to capture the distribution of all 
possible signals, given a particular measurement. By exploiting the 
known measurement model in the variational generative 
framework, our signal retrieval process resolves the ambiguity in 
the forward process, and learns to retrieve signals that satisfy the 
measurement with high fidelity in a variety of linear and nonlinear 
ill-posed systems, including ultrafast pulse retrieval, coded 
aperture compressive video sensing and image retrieval from 
Fresnel hologram. 
 
Index Terms— variational generative model, neural network, 
compressive sensing, holography, pulse retrieval. 
 
I. INTRODUCTION 
In many areas of science and engineering, direct 
measurements of the signals of interest are unavailable. 
Ingenious measurement schemes can transform the 
inaccessible signals to measureable quantities, which facilitate 
the retrieval of the original signals. Many of such schemes, 
such as interferometry, tomography, and holography, have 
become standard measurement systems [1]–[4]. These 
measurement schemes, not necessarily following the 
dimension or sequence of original signals, further enable the 
reconstruction of abstract object dimensions [5]–[7], and 
engender more efficient acquisition processes [8]–[10]. 
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Generally, the signal of interest, 𝐟, needs to be retrieved from 
the measurement, 𝐠. Usually, we have the knowledge of the 
measurement process 𝐠 = 𝐴(𝐟), where the forward operator 
𝐴(⋅) describes the transformation model of the measurement 
system. Under this framework, the main task is to find an 
optimal reconstruction 𝐟, which can be formulated as a 
constrained optimization problem 
 
𝐟 = argmin
𝐟
𝐿(𝐟)
= argmin
𝐟
{‖𝐠 − 𝐴(𝐟)‖2 + 𝜆𝜙(𝐟)}, 
(1) 
where ‖𝐠 − 𝐴(𝐟)‖2 describes the error between the observed 
measurement and the retrieved signal; the regularizer, 𝜙(𝐟), is 
introduced to regularize the non-uniqueness of the ill-
conditioned forward model;  𝜆 is the hyper-parameter that 
balances the error term and the signal regularization. The 
objective 𝐿(𝐟) can be minimized numerically with iterative 
algorithms [11]–[13], in which each iteration consists of two 
gradient descent (or proximal gradient) steps enforcing the 
measurement consistency and the regularization. The 
convergence of the iterative process requires a convex 
objective 𝐿(𝐟), which accommodates linear forward models 
𝐴(⋅) and convex constraints 𝜙(⋅). Systems that needs to 
reconstruct complex-valued signal from its amplitude, such as 
holographic microscopy and phase retrieval, contains either 
non-convex forward operators or regularizers [14], and thus 
suffer from stagnation or failure of using iterative algorithm 
[15]. Moreover, the iterative process is time consuming, 
inadequate for many real-time applications. 
The fast inference and the ability of learning a versatile 
mapping from measurement to signal contribute to the wide 
adoption of neural networks in recent years [16]–[20]. Most of 
these approaches use a neural network with parameters 𝜃 to 
approximate the inverse mapping 𝐴𝑖𝑛𝑣
(𝜃)(∙). The parameters are 
optimized to minimize the discrepancy between ground truth 𝐟 
and inference 𝐴𝑖𝑛𝑣
(𝜃)(𝐠) based on a series of observations {𝐟𝑖}. 
Despite its simplicity and popularity, there are two major 
disadvantages in such neural network inversion approach. (1) 
The deterministic inversion cannot handle model ambiguity 
(i.e. one measurement corresponding to multiple possible 
signals), yielding reconstructions that resemble the average 
training instances [21]. (2) The inversion network does not use 
the knowledge of the measurement system, and the 
reconstruction is usually inconsistent with the forward model 
[13].  
 The flexibility provided by the neural networks and the 
knowledge of the measurement systems can be combined 
Signal retrieval with measurement system 
knowledge using variational generative model 
Zheyuan Zhu
1
, Yangyang Sun
1
, Johnathon White
2
, Zenghu Chang
2
 and Shuo Pang
1
 
TCI-XXXXX-2019 
under the Bayesian interpretation to Eq. (1). Ref. [23]–[25] 
have demonstrated promising results by developing a 
separately trained generative model to approximate the signal 
prior (the regularization term), combined with the iterative 
algorithm for signal reconstruction. However, due to its 
dependency on the iterative algorithm, such approach has been 
demonstrated only with linear forward models, and its 
processing time remains too long for real-time retrieval. 
In this work, we propose a signal retrieval framework based 
on variational generative model that allows the incorporation 
of the measurement system knowledge. Our model does not 
rely on iterative system and thus can effectively generate 
signal instances consistent with the forward models. In 
experiments, we demonstrate our approach in a variety of 
measurement systems, including ultrafast pulse retrieval 
(nonlinear problem, with phase shift ambiguity), coded 
aperture video compressive sensing (ill-poised linear 
problem), and image retrieval from Fresnel hologram (ill-
poised nonlinear problem). There had not been a single 
framework that is applicable to all these systems and achieves 
similar or better reconstruction than the respective state-of-
the-art methods. The paper is organized as follows. We first 
review the signal retrieval from Bayesian perspective in 
Section 2. Then we develop our variational generative model 
in Section 3. The experiments and the results are described in 
Section 4 and 5, respectively.  Section 6 concludes the paper. 
II. PRELIMINARY: BAYESIAN INTERPRETATION OF SIGNAL 
RETRIEVAL  
From Bayesian probabilistic perspective [26], the retrieved 
signal 𝐟 should be the one that maximizes the (logarithm) 
posterior likelihood (maximum-a-posteriori, MAP), given the 
measurement 𝐠. 
 
𝐟 = argmax
𝐟
log 𝑝(𝐟|𝐠)
= argmax
𝐟
log
𝑝(𝐠|𝐟)𝑝(𝐟)
𝑝(𝐠)
= argmin
𝐟
(− log 𝑝(𝐠|𝐟) − log 𝑝(𝐟)), 
(2) 
where 𝑝(𝐠|𝐟) is the likelihood of observing measurement 𝐠 
from signal 𝐟, which is determined by both the forward 
process 𝐴(∙) and the noise model 𝑝𝑛𝑜𝑖𝑠𝑒(𝐠|𝐴(𝐟)) of the 
detection. If Gaussian noise is assumed on the 
detector 𝑝𝑛𝑜𝑖𝑠𝑒(𝐠|𝐴(𝐟))~𝒩(𝐴(𝐟), 𝛼𝐈), 
 𝑝(𝐠|𝐟) = 𝐶𝛼 exp (−
‖𝐠 − 𝐴(𝐟)‖2
𝛼
), (3) 
where 𝛼 is the variance that reflects the Gaussian noise level 
of the detector, and 𝐶𝛼 is the normalization factor. The 
negative logarithm of 𝑝(𝐠|𝐟) becomes a mean squared error 
(MSE) of the measurement‖𝐠 − 𝐴(𝐟)‖2 in constrained 
optimization (Eq. (1)). Notice that 𝑝(𝐠|𝐟) can also be tailored 
to other detector noise models such as Poisson and  Binomial 
etc.[12], [27]–[29]. 𝑝(𝐟) is the prior distribution of all 
plausible signals, 𝐟. If we assume 𝐟 follows the distribution in 
Eq. (4), 
 𝑝(𝐟) = 𝐶𝛽,𝚽 exp (−
‖𝚽(𝐟)‖𝑝
2
𝛽
), (4) 
then the signal regularizer 𝜙(𝐟) in Eq. (1) can be conceived as 
the negative logarithm of the prior distribution 𝑝(𝐟). Here the 
variance 𝛽 determines the regularization strength, and 𝐶𝛽,𝚽 is 
the normalization factor. The operator 𝚽 transforms 𝐟 onto the 
domain 𝐮 = 𝚽(𝐟), where the signal representation, 𝐮, belongs 
to a simple Gaussian distribution 𝒩(𝟎, 𝛽𝐈), as suggested by 
Eq. (4). For compressed sensing settings based on sparsity (𝑙1-
norm), 𝚽 represents the projection onto domains such as 
wavelet [30] or total-variation [31]. With the Gaussian 
distribution assumptions in Eq. (3) and (4), maximizing the 
posterior likelihood 𝑝(𝐟|𝐠) reduces to the constrained 
optimization problem of Eq. (1). 
From the Bayesian perspective, using a generative model 
approach to derive a more accurate prior distribution than 
Eq.(4) becomes a logical follow-up [23]–[25]. The prior 𝑝(𝐟) 
was trained separately from the forward model based on a 
series of observations {𝐟𝑖}𝑖=1
𝑁 . Though promising retrieval 
results has been demonstrated, the optimization remains a 
lengthy iterative process. In the next section, we will describe 
a framework based on conditional variational generative 
model to directly capture the posterior distribution, 𝑝𝜃(𝐟|𝐠), 
for solving various signal retrieval problems. 
III. THEORY 
Our approach implements the system forward process in the 
model, yet does not require conventional iterative 
reconstruction process. The conditional generation process 
handles the measurement ambiguity by introducing a latent 
variable 𝐳 [20], 
 𝑝𝜃(𝐟|𝐠) = ∫𝑝𝜃(𝐟|𝐳, 𝐠)𝑝𝜃(𝐳|𝐠)𝑑𝐳. (5) 
During the signal retrieval process, the latent variable 𝐳 was 
sampled from the conditional prior 𝑝𝜃(𝐳|𝐠) given 
measurement 𝐠, and the retrieved signal 𝐟 is generated from 
the conditional variational distribution 𝑝𝜃(𝐟|𝐳, 𝐠). Both 
𝑝𝜃(𝐳|𝐠) and 𝑝𝜃(𝐟|𝐳, 𝐠) distributions can be implemented with 
neural networks with parameter 𝜃. 
 
Fig. 1: Directed graphical model (solid lines) of our proposed signal retrieval 
network. The signal retrieval process is parameterized by 𝜃. Training of the 
parameters 𝜃 is assisted by introducing (a) variational inference process 
𝒒𝝓(𝐳|𝐟, 𝐠) (dashed lines), (b) the known physical model 𝑨(⋅) of the 
measurement process (dot-dashed line). Variables in gray contain observable 
data in their respective models. 
A. Conditional variational inference 
The objective function of the signal retrieval model is the 
conditional log-likelihood log 𝑝𝜃(𝐟|𝐠) = ∑ log 𝑝𝜃(𝐟𝑖|𝐠𝑖)
𝑁
𝑖=1  of 
the observations {(𝐟𝑖, 𝐠𝑖), 𝑖 = 1,… , 𝑁} with parameters 𝜃. Due 
to the intractable posteriors of generative models, direct 
(a)
𝐠 𝐠 𝐟
𝐳
(b)
𝐠 𝐟
𝐳
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parameter estimation is generally unfeasible. However, by 
substituting the objective function with its variational lower 
bound, the parameters can be efficiently trained [32], [33]. 
Through the introduction of a recognition distribution 
𝑞𝜙(𝐳|𝐟𝑖, 𝐠𝑖) (dashed lines in Fig. 1(a)) as an approximation of 
the true posterior distribution 𝑝𝜃(𝐳|𝐟𝑖, 𝐠𝑖), the variational 
lower bound, ℒ(𝜃, 𝜙; 𝐟𝑖, 𝐠𝑖), can be derived as [34] 
 
log 𝑝𝜃(𝐟𝑖|𝐠𝑖)
= 𝐸𝑞𝜙(𝐳|𝐟𝑖,𝐠𝑖) log
𝑝𝜃(𝐟𝑖 , 𝐳|𝐠𝑖)
𝑞𝜙(𝐳|𝐟𝑖 , 𝐠𝑖)
+ 𝐾𝐿 (𝑞𝜙(𝐳|𝐟𝑖 , 𝐠𝑖)||𝑝𝜃(𝐳|𝐟𝑖, 𝐠𝑖))
≥ 𝐸𝑞𝜙(𝐳|𝐟𝑖,𝐠𝑖) log
𝑝𝜃(𝐟𝑖 , 𝐳|𝐠𝑖)
𝑞𝜙(𝐳|𝐟𝑖 , 𝐠𝑖)
≔ ℒ(𝜃, 𝜙; 𝐟𝑖, 𝐠𝑖), 
(6) 
where the inequality holds, because the Kullback–Leibler 
(KL) divergence term is always non-negative. Following the 
variational Bayesian approach [33], the likelihood lower 
bound of the inference model ℒ can be expanded into 
ℒ(𝜙, 𝜃; 𝐟𝑖, 𝐠𝑖) = ∫𝑞𝜙(𝐳|𝐟𝑖, 𝐠𝑖) (log
𝑝𝜃(𝐟𝑖 , 𝐳|𝐠𝑖)
𝑞𝜙(𝐳|𝐟𝑖 , 𝐠𝑖)
)𝑑𝐳
= ∫𝑞𝜙(𝐳|𝐟𝑖 , 𝐠𝑖) (log
𝑝𝜃(𝐳|𝐠𝑖)
𝑞𝜙(𝐳|𝐟𝑖, 𝐠𝑖)
+ log 𝑝𝜃(𝐟𝑖|𝐳, 𝐠𝑖)) 𝑑𝐳
= −𝐾𝐿 (𝑞𝜙(𝐳|𝐟𝑖 , 𝐠𝑖)||𝑝𝜃(𝐳|𝐠𝑖))
+ 𝐸𝑞𝜙(𝐳|𝐟𝑖,𝐠𝑖)(log 𝑝𝜃(𝐟𝑖|𝐳, 𝐠𝑖)) . 
(7) 
Here we assume the conditional prior 𝑝𝜃(𝐳|𝐠) is a Gaussian 
distribution,  
𝑝𝜃(𝐳|𝐠𝑖) = 𝒩 (𝝁𝑧
(𝜃)(𝐠𝑖), 𝑑𝑖𝑎𝑔 ([𝝈𝒛
(𝜃)(𝐠)]
2
)),  
where the mean 𝝁𝑧
(𝜃)
 and standard deviation 𝝈𝒛
(𝜃)
 are 
implemented by neural networks. Similar assumption is 
applied to the recognition model,  
𝑞𝝓(𝐳|𝐟𝑖 , 𝐠𝑖) =  𝒩 (𝝁𝐳
(𝜙)(𝐟𝑖 , 𝐠𝑖), 𝑑𝑖𝑎𝑔 ([𝝈𝒛
(𝜙)(𝐟𝑖 , 𝐠𝑖)]
2
)). 
The KL term in ℒ(𝜙, 𝜃; 𝐟𝑖, 𝐠𝑖) can then be explicitly expressed 
as 
𝐾𝐿 (𝑞𝜙(𝐳|𝐟𝑖, 𝐠𝑖)||𝑝𝜃(𝐳|𝐠𝑖))
= ∑(log
𝜎𝑖𝑗
(𝜙)
𝜎𝑖𝑗
(𝜃)
+
(𝜇𝑖𝑗
(𝜃) − 𝜇𝑖𝑗
(𝜙)
)
2
+ 𝜎𝑖𝑗
(𝜃)2
2𝜎𝑖𝑗
(𝜙)2
−
1
2
)
𝑀
𝑗=1
, 
(8) 
where 𝑗 is the index of elements in the 𝑀-dimensional vectors 
𝝁𝐳
(𝜙)(𝐟𝑖 , 𝐠𝑖) and 𝝈𝐳
(𝜙)(𝐟𝑖 , 𝐠𝑖), and their 𝑗-th elements are 
denoted as 𝜇𝑖𝑗
(𝜙)
 and 𝜎𝑖𝑗
(𝜙)
. Similar notations are applied to 
𝝁𝐳
(𝜃)(𝐠𝑖), 𝝈𝐳
(𝜃)(𝐠𝑖) as well. We also model𝑝𝜃(𝐟𝑖|𝐳, 𝐠𝑖) as a 
Gaussian distribution,  𝑝𝜃(𝐟𝑖|𝐳, 𝐠𝑖) = 𝒩(𝐟𝑖; 𝝁𝐟
(𝜃)(𝐳, 𝐠𝑖), 𝛽𝐈). 
The second term of the lower bound becomes 
𝐸𝑞𝜙(𝐳|𝐟𝑛,𝐠𝑛)(log 𝑝𝜃(𝐟𝑛|𝐳, 𝐠𝑛))
≈ −
1
𝛽𝐿
∑(𝐟𝑛 − 𝝁𝐟
(𝜃)(𝐳𝑙 , 𝐠𝑛))
2
𝐿
𝑙=1
, 
(9) 
where we have approximated the expectation 𝐸𝑞𝜙(𝐳|𝐟𝑖,𝐠𝑖) by 
sampling 𝐿 instances of 𝐳 from the recognition distribution 
𝑞𝝓(𝐳|𝐟𝑖 , 𝐠𝑖) as {𝐳𝑙: 𝑙 = 1, … , 𝐿}. 
B. Signal retrieval with measurement consistency 
During the training phase, the variational inference model 
draws samples 𝐳 from the recognition distribution 𝑞𝜙(𝐳|𝐟𝑖 , 𝐠𝑖). 
The signal retrieval model, however, draws 𝐳 from the 
conditional prior distribution𝑝𝜃(𝐳|𝐠𝑖). This inconsistency 
between the recognition distribution and conditional prior 
distribution was also recognized in Ref.[32].  When using the 
variational lower bound as the objective function, relying only 
on closing the KL-divergence between 𝑞𝜙(𝐳|𝐟𝑖, 𝐠𝑖) and 
𝑝𝜃(𝐳|𝐠𝑖) cannot provide effective training to the conditional 
prior. Here we take the measurement process into account and 
construct an alternative model to assist the training. 
For the signal retrieval process, latent variable samples 
drawn from 𝑝𝜃(𝐳|𝐠𝑖) capture the variance of all signals 𝐟 that 
produce measurement 𝐠𝑖. Naively replacing 𝑞𝜙(𝐳|𝐟𝑖 , 𝐠𝑖) with 
𝑝𝜃(𝐳|𝐠𝑖) in the log-likelihood lower bound (Eq. (7)), in 
attempt to keep 𝐳 distribution consistency, amounts to 
comparing all possible generated signal 𝐟 = 𝝁𝐟
(𝜃)(𝐳𝑙 , 𝐠𝑖) with a 
single observation 𝐟𝑖. To resolve this issue, we introduce the 
measurement process (dot-dashed line in Fig. 1(b)) to the 
signal retrieval process. The expected measurement, 𝐠  , is 
generated from 𝝁𝐟
(𝜃)(𝐳, 𝐠𝑖) via the forward process 𝐠
 =
𝐴(𝝁𝐟
(𝜃)(𝐳, 𝐠𝑖) ). For all the 𝐳 sampled from 𝑝𝜃(𝐳|𝐠𝑖), we 
maximize the likelihood of generating the expected 
measurement 𝐠  given point 𝐠𝑖, as defined by the detection 
model. Applying Jensen’s inequality, a lower bound of this 
likelihood ℒ𝑟(𝜽; 𝐠
 , 𝐠𝑖) can be derived and used as the 
objective function of the retrieval process. 
log 𝑝(𝐠 |𝐠𝑖) = log∫𝑝𝜃(𝐠
 |𝐳, 𝐠𝑖)𝑝𝜃(𝐳|𝐠𝑖) 𝑑𝐳
≥ ∫ log 𝑝𝜃(𝐠
 |𝐳, 𝐠𝑖) 𝑝𝜃(𝐳|𝐠𝑖)𝑑𝐳
= 𝐸𝑝𝜃(𝐳|𝐠𝑖)(log 𝑝𝜃(𝐠
 |𝐳, 𝐠𝑖))
≈ −
1
𝛼𝐿
∑(𝐴 (𝝁𝐟
(𝜃)(𝐳𝑙 , 𝐠𝑖)) − 𝐠𝑖)
2
𝐿
𝑙=1
≔ ℒ𝑟(𝜽; 𝐠
 , 𝐠𝑖), 
(10) 
where we have assumed Gaussian noise model on the 
detector 𝐠 ~𝒩(𝐠𝑖 , 𝛼𝐈). The expectation 𝐸𝑝𝜃(𝐳|𝐠𝑖) in Eq. (10) is 
approximated by sampling 𝐿 instances of from the conditional 
prior distribution 𝑝𝜃(𝐳|𝐠𝑖) as {𝐳𝑙: 𝑙 = 1, … , 𝐿}. By adding in 
the measurement processes, we essentially construct a 
variational autoencoder for measurement 𝐠, and the objective 
function promotes forward model consistency. We jointly 
train the retrieval model alongside the inference model with a 
hybrid objective function [32], 
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ℒℎ(𝜙, 𝜃, 𝐟𝑖, 𝐠𝑖) = 𝛾ℒ(𝜙, 𝜃; 𝐟𝑖 , 𝐠𝑖) + (1 − 𝛾)ℒ𝑟(𝜃; 𝐠
 , 𝐠𝑖), 
 (11) 
where the hyperparameter 𝛾 balances the weight between the 
two models. 
IV. EXPERIMENTS 
The conditional variational generative model consisted of 
inference and retrieval processes. The implementations of both 
processes are detailed in Fig. 2. The encoder of the inference 
process takes in 𝐟 and 𝐠 as inputs. The encoder of the retrieval 
process only accepts one input, 𝐠. The mapping from latent 
domain to the signal domain 𝐅 is performed by a decoder 
whose weights are shared in both processes. Inspired by the 
conventional iterative algorithms, our network adopted a 
recurrent construction [35] with LSTM cells. Specifically, 
outputs from the both processes, 𝐟𝑞 and 𝐟𝑝, are initialized as 0. 
Each recurrence generates an increment Δ𝐟(𝑡)to 𝐟 from the 
discrepancy 𝐠 − 𝐴(𝐟(𝑡−1)) between observed measurement 𝐠 
and the previous estimate 𝐴(𝐟(𝑡−1)). For the first recurrence, 
this discrepancy was set to 𝐠. During the retrieval process, one 
measurement 𝐠𝑖 from the test dataset and one sample 
𝐳𝑙~𝑝𝜃(𝐳|𝐠𝑖) are fed into the generative network𝑝𝜃(𝐟|𝐠𝑖 , 𝐳𝑙) to 
obtain one reconstruction instance 𝐟𝑖. As a comparison, we 
also trained a single-pass deterministic neural network based 
on the structure of the retrieval process. The sampling process 
and physical model were removed in the deterministic 
network. The loss function of the deterministic network 
consisted only of the MSE on 𝐟. All the networks and physical 
model of the measurement process were implemented in 
TensorFlow 1.9.0 and Python 3.6 environment. 
The reconstruction performance is evaluated by peak signal-
to-noise ratio (PSNR), which is defined as PSNR= 10 ×
log10(max(𝐟𝑖) /MSE), where MSE=
1
dim (𝐟𝑖)
‖𝐟𝑖 − 𝐟𝑖‖
2
 is the 
mean square error between the ground truth 𝐟𝑖 and the 
reconstructed instance 𝐟𝑖 across all dimensions of 𝐟. The 
fidelity, defined as the PSNR between the measurements 
generated from reconstruction 𝐠 = 𝐴(𝐟𝑖) and ground truth 𝐠𝑖, 
quantifies how well the reconstructions match the physical 
model of the measurement process. We compared the 
reconstruction performance between our model and 
deterministic networks with three signal retrieval examples, 
detailed in the following subsections. 
A. Ultrafast pulse retrieval 
The forward process of ultrafast pulse retrieval was 
established based on the theory in Ref.[19]. The streak trace is 
a series of photoelectron spectra 𝐼(𝐾, 𝜏) arising from the 
interaction between an attosecond extreme ultraviolet (XUV) 
pulse ?⃗? ̃𝑋𝑈𝑉(𝑡) and a femtosecond infrared (IR) dressing 
field ?⃗? ̃𝐼𝑅(𝑡) under different time delays 𝜏 
𝐼(𝐾, 𝜏)
= |∫ ?⃗? ̃𝑋𝑈𝑉(𝑡 − 𝜏) ⋅ 𝑑 exp 𝕚𝜙𝐺(𝐾, 𝑡) exp(−𝕚
𝐾 + 𝐼𝑝
ℏ
𝑡) 𝑑𝑡|
2
, 
 
 (12) 
where 𝕚 is the imaginary unit, 𝐾 is the kinetic energy of the 
photoelectron; ℏ is the Plank’s constant;  𝐼𝑝 is the ionization 
potential; 𝑑  is the dipole transition matrix element from the 
ground state to the continuum state [4], and is assumed to be 
 
 
Fig. 2: Recurrent structure of the conditional variational generative network at time stamp 𝑡. Each box represents a network and arrows represent data flow. 
In both models, the generated Δ𝐟 from all previous time stamps are aggregated to obtain 𝐟 at 𝑡. The weights of the decoder are shared between inference and 
retrieval process. 
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constant[36]; 𝜙𝐺 is a phase gate on the photoelectron 
wave ?⃗? ̃𝑋𝑈𝑉(𝑡 − 𝜏) ⋅ 𝑑 , and is determined by the IR dressing 
field via [36] 
𝜙𝐺(𝐾, 𝑡) = −∫ [𝑣 ⋅ 𝐴 (𝑡
′) +
𝐴 2(𝑡′)
2
] 𝑑𝑡′
∞
𝑡
, (13) 
where 𝑣  is the momentum of the electron and is related to the 
kinetic energy via 𝐾 = 𝑣2/2; 𝐴 (𝑡) = −𝜕?⃗? ̃𝐼𝑅/𝜕𝑡 is the vector 
potential of the IR dressing field. In streaking experiments, the 
X-ray and IR fields are linearly polarized along the same 
directions, such that ?⃗? ̃𝑋𝑈𝑉 and ?⃗? ̃𝐼𝑅  could both be reduced to 
scalar field ?̃?𝑋𝑈𝑉 and ?̃?𝐼𝑅. 
The XUV and IR pulses were created by imposing the 
experimental XUV and IR spectra on their corresponding 
spectral phases ?̃?(𝜔) = √𝑆(𝜔) exp 𝕚𝜙(𝜔), and Fourier-
transformed into the time domain for streak calculation. The 
spectral phase term was expressed as a 5th order polynomial 
function 𝜙(𝜔) = ∑ 𝑘𝑖𝜔
𝑖5
𝑖=0 . The number of sampling for 
XUV and IR spectra ?̃?𝑋𝑈𝑉 and ?̃?𝐼𝑅 was 200 and 20, 
respectively. The input of this forward model,𝐟 ∈ ℝ440, was a 
concatenated vector representing the real and imaginary part 
of the XUV and IR spectra,  
[Re(?̃?𝑋𝑈𝑉), Im(?̃?𝑋𝑈𝑉), Re(?̃?𝐼𝑅), Im(?̃?𝐼𝑅)]. The output of the 
forward model, 𝐠 ∈ ℝ256×35, was the discretized streak trace 𝐼 
in terms of 256 energies 𝐾 ranging from 50 to 305 eV, and 35 
time delays 𝜏 from -8 fs to 8 fs. Since the carrier envelope 
phase (CEP) term 𝑘0 of the XUV pulse does not affect the 
streak intensity, XUV pulses with the same phase coefficients 
except 𝑘0 would yield identical streak traces 𝐠, creating 
ambiguities in the training dataset. 
The network for ultrafast pulse retrieval consisted of 
convolutional encoders, fully-connected LSTM cells and 
decoder. The network was trained on streak traces simulated 
from 10000 XUV and IR pulses with random phase 
coefficients 𝑘0 to 𝑘5 for 100 epochs. The test dataset 
contained another 100 streak traces. For each streak trace, we 
sampled 10 reconstruction instances from the approximated 
posterior distribution 𝑝𝜃(𝐟|𝐠). 
B. Coded aperture video compressive sensing  
Video compressive sensing encodes fast-moving scenes 
with alternating masks on the conjugate image plane so that 
they can be captured by a slow camera [5]. Each low-frame-
rate measurement recorded on the camera, 𝐼(𝑥, 𝑦), is the high-
speed scene 𝑓(𝑥, 𝑦, 𝑡) encoded by a series of rapidly-changing 
mask 𝑀(𝑥, 𝑦, 𝑡𝑖) 
𝐼(𝑥, 𝑦) = ∫ 𝑓(𝑥, 𝑦, 𝑡)∑𝑀(𝑥, 𝑦, 𝑡𝑖)𝑟𝑒𝑐𝑡(
𝑡 − 𝑡𝑖 − 𝜏/2
𝜏
)
𝐾
𝑖=1
𝑑𝑡
𝐾𝜏
𝑡=0
, 
 (14) 
where 1/𝜏 is the frequency of the mask. The frame rate of the 
camera, 1/(𝐾𝜏 ), is 𝐾 times slower than the mask frequency. 
In this example, we demonstrate the compression of 𝐾=4 
color frames into 1 measurement with random binary masks. 
The number of pixels in both the high-speed scene and 
measurement were 𝑁 × 𝑁 (𝑁=64). The spatial-encoding 
binary masks apply to all color channels, and are represented 
by a Kronecker product 𝐌𝑖 = 𝐦𝑖 ⊗𝟏
1×1×3, 𝑖 = 1,2,3,4, 
where 𝐦𝑖 ∈ {0,1}
𝑁×𝑁 denotes the transmittance of the mask, 
and 𝟏1×1×3 is a unit tensor along the dimension of color 
channels. Let {𝐟𝑖 ∈ ℝ
𝑁×𝑁×3 , 𝑖 = 1,2,3,4} denote the 4 color 
frames from the fast-moving scene within one measurement 
frame. The measurement 𝐠 ∈ ℝ𝑁×𝑁×3 is given by𝐠 =
∑ 𝐌𝑖 ⊙ 𝐟𝑖
4
𝑖=1 ,where ⊙ denotes the element-wise product 
between tensors. This measurement process can be described 
by a linear forward model 𝐠 = 𝐀𝐟, in which 𝐟 and 𝐠 are 
vectorized into ℝ12𝑁
2
 and ℝ3𝑁
2
 respectively; 𝐀 is 
concatenated from 4 diagonal matrices 
 [𝑑𝑖𝑎𝑔(𝐌1), 𝑑𝑖𝑎𝑔(𝐌2), 𝑑𝑖𝑎𝑔(𝐌3), 𝑑𝑖𝑎𝑔(𝐌4)], where 𝐌𝑖  is 
vectorized into ℝ3𝑁
2
. 
The network for video compressive sensing employed 
convolutional layers in encoders, LSTM cells and decoders. 
The network was trained on random four-image combinations 
from the ImageNet database, and tested on 100 traffic video 
segments in DynTex library. 
C. Image retrieval from Fresnel hologram 
We constructed an Fresnel in-line hologram forward model 
based on the setup in Ref.[37]. Coherent, parallel beam 
illumination (𝜆=635nm) was assumed in the forward model 
and the propagation distance 𝑧 between the object and the 
detector plane was set to 400mm. The intensity on the camera 
is the interference between the propagated field and the 
reference beam 
𝐼(𝑥, 𝑦) = |𝐴𝑟𝑒𝑓 + ?̃?𝑝𝑟𝑜𝑝(𝑥, 𝑦)|
2
, (15) 
where 𝐴𝑟𝑒𝑓 represents the parallel, on-axis reference field. The 
complex field, ?̃?𝑝𝑟𝑜𝑝, is given by the Fresnel propagation of 
incident field ?̃?𝑜, 
?̃? (𝑥, 𝑦) = ∫ ?̃?𝑜(𝑥0, 𝑦0) exp [
𝕚𝜋
𝑧𝜆
((𝑥 − 𝑥0)
2
+ (𝑦 − 𝑦0)
2)] 𝑑𝑥0𝑑𝑦0 , 
 (16) 
where (𝑥0,𝑦0) is the spatial coordinates of the incident field, 
and 𝑧 is the propagation distance. 
This example considers the retrieval of a real object from its 
in-inline Fresnel hologram. The fields on the object ?̃?𝑜 ∈
ℂ64×64 and camera plane ?̃? ∈ ℂ
64×64 were both discretized 
into 64X64 pixels, with a pixel size of 50µm. The input of the 
forward model, 𝐟 ∈ ℝ64×64, was a zero-padded MNIST digit 
representing the real part of ?̃?𝑜. The imaginary part of  ?̃?𝑜was 
set to zero. Let 𝐱0, 𝐲0 denote the coordinates of pixels on the 
object plane, the complex field on the camera plane, ?̃? , can 
be formulated as a two-dimensional, discrete convolution 
between input field ?̃?𝑜 and a quadratic phase kernel ?̃? =
exp [
𝕚𝜋
𝑧𝜆
(𝐱𝑜
2 + 𝐲𝑜
2)]. The measured intensity, 𝐠, is the squared 
modulus of the complex field ?̃? . As a result, we adopted 
convolutional structures in the encoders, LSTM cells and 
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decoder. The network was trained on Fresnel holograms 
simulated from 10000 MNIST training digits for 40 epochs, 
and tested on 1000 pairs of holograms and digits from the 
MNIST test dataset. 
V. RESULTS AND DISCUSSIONS 
A. Ultrafast pulse retrieval 
 
Fig. 3: Reconstructions from the ultrafast pulse retrieval experiment: (a) 
Ground truth of the real and imaginary part of the XUV spectrum and its 
simulated streak trace. The IR spectrum is not shown in the figure. (b-d) Three 
instances of retrieved XUV spectrum from our method (b1-d1), their phase-
shifted variant (b2-d2), and the streak trace (b3-d3) calculated from each 
instance. (e) Retrieved XUV spectrum, its phase-shifted variant and streak 
trace from the deterministic network. 
We first demonstrate the capability of our model to resolve 
ambiguities of a nonlinear forward model in the ultrafast pulse 
retrieval example. Fig. 3 displays the real and imaginary part 
of the XUV spectrums, along with their corresponding streak 
traces calculated from the forward process 𝐴(⋅). An XUV 
pulse in test dataset (Fig. 3(a1)) produced the streak trace in 
Fig. 3 (a2), which was fed into the trained signal retrieval 
process. Three instances of the retrieved XUV spectrums from 
Fig. 3 (a2) are shown in Fig. 3 (b1-d1), with PSNR of 5.68, 
10.65 and 15.85dB, respectively, compared with the ground 
truth in Fig. 3 (a). Yet their high measurement fidelities 
suggest that these instances belong to the phase-shift 
ambiguities of the same streak trace. For each of the instances, 
we were able to shift the carrier envelop phase 𝑘0 by the 
average phase difference within 100~300 eV, and match the 
retrieved XUV spectrum and ground truth with good 
consistency. The amount of phase-shift was 1.65, 0.84 and -
0.39 radians, respectively for Fig. 3 (b2-d2), with PSNR of 
26.99, 26.77 and 21.67 after the phase shift. In contrast, the 
deterministic network generates identical reconstructions 
similar to the average of the ambiguity instances. The XUV 
spectrum in Fig. 3 (e1) cannot be phase-shifted to match the 
ground truth, and exhibits low fidelity (Fig. 3 (e3)) compared 
with the actual measurement. Table 1 summarizes the average 
PSNR and fidelity of the reconstructions from the 100 test 
streak traces, each generating 10 instances of XUV spectrums. 
The high fidelity of our method indicates that it can generate 
different reconstruction instances satisfying the measurement 
forward model, a capability not possessed by deterministic 
network. To reach similar reconstruction fidelity from a 
deterministic network requires manually removing the 
ambiguity instances from the training data. 
TABLE 1: 
PSNR AND FIDELITY OF THE RECONSTRUCTED PULSE WITH 
DETERMINISTIC NETWORK AND OUR METHOD 
 Deterministic network Ours 
PSNR 11.08 13.87 
Fidelity 23.10 31.49 
B. Coded aperture video compressive sensing 
We trained our model on 4X coded aperture compression 
forward model, and tested it on compressed video frames. Fig. 
4 (a) shows the ground truth of the 4 frames and the 
compressive measurement. The 4 reconstructed frames are 
shown in Fig. 4(b), along with the compressive measurement 
from the reconstructed frames. As a comparison, we also 
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Fig. 4: Reconstructed frames from 4X video compression model: (a) Ground truth of the frames and simulated compressed 
measurement. (b-d) Reconstructed frames and measurements from our model, TV and Deep Pixel-level Prior (DPP), respectively. The 
number on the first frame indicates the PSNR of all 4 retrieved frames. The number on the compressed measurement indicates the 
fidelity of the measurement calculated from 4 retrieved frames. 
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performed iterative maximum-a-posteriori reconstructions 
with TV prior and deep pixel-level prior (DPP), shown in Fig. 
4 (c-d), respectively. The optimized strength of TV prior 
was 102.0. The optimal step parameter of the DPP network, 
analogous to the regularization strength, was 0.5. The PSNR 
and fidelity of TV, DPP and our model are listed in Table 2. 
We speculate the lower fidelity is attributed to having only 3 
recurrences in our model, which is currently limited by the 
computation power of GPU. However, it is worth noting that 
the reconstruction time (0.13s) of our trained model was 
orders of magnitude shorter than DPP, which required 
hundreds of iterations and took 197.3s. Both our model and 
DPP outperform TV thanks to their more realistic prior 
distributions. 
TABLE 2: 
PSNR AND FIDELITY OF THE RECONSTRUCTIONS USING TV, DPP 
AND OUR METHOD 
 TV DPP Ours 
PSNR 22.07 22.44 22.14 
Fidelity 37.05 37.12 24.43 
 
C. Image retrieval from in-line Fresnel hologram 
In this experiment, we demonstrate the performance of our 
model in retrieving the image from Fresnel hologram. The 
Fresnel holograms (Fig. 5(a2)) simulated from the MNIST test 
images (Fig. 5 (a1)) were fed into the deterministic, physics-
informed and our model trained on the holograms simulated 
from MNIST training dataset. The reconstructions were then 
forward propagated to the detector plane to evaluate the 
fidelity. As a comparison, we also performed reconstructions 
from a deterministic network, and a physics-informed network 
[37] that adds a Fresnel back-propagation operation before the 
deterministic network. Table 3 lists the PSNR and fidelity of 
all the test images retrieved from deterministic network, 
physics-informed network and our model with comparable 
structures. The fidelity of our model is better than both 
deterministic and physics-informed neural networks. Though 
physics-informed network embeds the Fresnel back-
propagation as its first layer, the back-propagated image still 
suffers from the twin image artifact, which needs to be 
corrected by the subsequent deterministic neural network. In 
our model, we apply the Fresnel forward propagation to the 
intermediate reconstruction and feed the error of the 
measurement back into the encoder, thus achieving a higher 
fidelity via direct enforcement of the forward model on the 
reconstructed image.  
TABLE 3: 
PSNR AND FIDELITY OF THE RECONSTRUCTED IMAGE FROM 
HOLOGRAMS WITH DETERMINISTIC NETWORK, PHYSICS-
INFORMED NETWORK AND OUR METHOD 
 Deterministic network Physics-informed network Ours 
PSNR 19.35 22.83 27.21 
Fidelity 23.46 28.86 35.30 
VI. CONCLUSION 
We have proposed a model-based conditional generative 
network for solving a wide variety of signal retrieval 
problems, including coded aperture video compressive 
sensing, image retrieval from Fresnel hologram and ultrafast 
pulse retrieval. The proposed framework exploits the known 
forward process of the measurement systems to train the 
conditional variational generative model. Compared with 
deterministic neural network that approximates the inversion 
of the forward process, our variational generative network 
resolves ambiguities in the training dataset, and demonstrates 
high-fidelity reconstructions that are consistent with the 
measurement process for both linear and non-linear forward 
models. We envision our framework as a general signal 
retrieval pipeline for a variety of measurement processes in 
which the indirect measurement obeys a physical model. 
DATA AND CODE AVAILABILITY 
The implementation of the proposed model will be made 
available online. The forward process of the ultrafast pulse 
retrieval example is available from the corresponding author 
upon reasonable request.  
REFERENCES 
[1] A. C. Kak and M. Slaney, Principles of Computerized 
Tomographic Imaging. SIAM, 2001. 
[2] J. W. Goodman and R. W. Lawrence, “Digital image 
formation from electronically detected holograms,” 
Appl. Phys. Lett., vol. 11, no. 3, pp. 77–79, Aug. 1967. 
Deterministic 
network
Physics-
informed 
network
Ours
(a2)
(a1)
Ground 
truth
(c1)
(c2)
(d1)
(d2)
(b1)
(b2)
32.47dB 26.14dB 35.47dB 27.14dB
23.95dB 21.48dB 25.29dB 24.20dB
27.09dB 21.52dB 32.25dB 20.58dB
20.13dB 18.88dB 20.75dB 19.38dB
40.13dB 33.13dB 43.39dB 36.44dB
31.21dB 26.89dB 31.43dB 29.46dB
Fig. 5: Reconstructed images from Fresnel hologram: (a) Ground truth of the image and simulated Fresnel hologram intensity. (b-d) 
Reconstructed images and holograms from our model, deterministic network, and physics-informed network. 
TCI-XXXXX-2019 
[3] J. R. Fienup, “Phase retrieval algorithms: a 
comparison,” Appl. Opt., vol. 21, no. 15, pp. 2758–
2769, 1982. 
[4] J. Itatani, F. Quéré, G. L. Yudin, M. Y. Ivanov, F. 
Krausz, and P. B. Corkum, “Attosecond Streak 
Camera,” Phys. Rev. Lett., vol. 88, no. 17, p. 4, 2002. 
[5] P. Llull et al., “Coded aperture compressive temporal 
imaging,” Opt. Express, vol. 21, no. 9, pp. 10526–
10545, 2013. 
[6] G. Harding, J. Kosanetzky, and U. Neitzel, “X-Ray-
Diffraction Computed-Tomography,” Med. Phys., vol. 
14, no. 4, pp. 515–525, 1987. 
[7] W. L. Wolfe, Introduction to imaging spectrometers, 
vol. 25. SPIE Press, 1997. 
[8] D. L. Donoho, “Compressed sensing,” IEEE Trans. 
Inf. Theory, vol. 52, no. 4, pp. 1289–1306, 2006. 
[9] Z. Zhu, R. A. Ellis, and S. Pang, “Coded cone-beam x-
ray diffraction tomography with a low-brilliance 
tabletop source,” Optica, vol. 5, no. 6, pp. 733–738, 
2018. 
[10] T.-H. Tsai, P. Llull, X. Yuan, L. Carin, and D. J. 
Brady, “Spectral-temporal compressive imaging,” 
Opt. Lett., vol. 40, no. 17, pp. 4054–4057, 2015. 
[11] J. M. Bioucas-Dias and M. A. T. Figueiredo, “A New 
TwIST: Two-Step Iterative Shrinkage/Thresholding 
Algorithms for Image Restoration,” Image Process. 
IEEE Trans., vol. 16, no. 12, pp. 2992–3004, 2007. 
[12] Z. T. Harmany, R. F. Marcia, and R. M. Willett, “This 
is SPIRAL-TAP: Sparse Poisson Intensity 
Reconstruction ALgorithms—Theory and Practice,” 
IEEE Trans. Image Process., vol. 21, no. 3, pp. 1084–
1096, Mar. 2012. 
[13] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. 
Eckstein, “Distributed Optimization and Statistical 
Learning via the Alternating Direction Method of 
Multipliers,” Found. Trends Mach. Learn., vol. 3, no. 
1, pp. 1–122, 2011. 
[14] H. H. Bauschke, P. L. Combettes, and D. R. Luke, 
“Phase retrieval, error reduction algorithm, and Fienup 
variants: a view from convex optimization,” J. Opt. 
Soc. Am. A, vol. 19, no. 7, p. 1334, 2002. 
[15] J. R. Fienup and C. C. Wackerman, “Phase-retrieval 
stagnation problems and solutions,” J. Opt. Soc. Am. 
A, vol. 3, no. 11, p. 1897, 1986. 
[16] R. Horisaki, R. Takagi, and J. Tanida, “Learning-
based imaging through scattering media,” Opt. 
Express, vol. 24, no. 13, p. 13738, 2016. 
[17] A. Sinha, J. Lee, S. Li, and G. Barbastathis, “Lensless 
computational imaging through deep learning,” 
Optica, vol. 4, no. 9, pp. 1117–1125, 2017. 
[18] K. H. Jin, M. T. McCann, E. Froustey, and M. Unser, 
“Deep Convolutional Neural Network for Inverse 
Problems in Imaging,” IEEE Trans. Image Process., 
vol. 26, no. 9, pp. 4509–4522, 2017. 
[19] J. White and Z. Chang, “Attosecond streaking phase 
retrieval with neural network,” Opt. Express, vol. 27, 
no. 4, p. 4799, 2019. 
[20] J. Zhao et al., “Deep Learning Imaging through Fully-
Flexible Glass-Air Disordered Fiber,” ACS Photonics, 
vol. 5, no. 10, pp. 3930–3935, 2018. 
[21] C. Doersch, “Tutorial on variational autoencoders,” 
arXiv Prepr. arXiv1606.05908, 2016. 
[22] F. Tonolini, A. Lyons, P. Caramazza, D. Faccio, and 
R. Murray-Smith, “Variational Inference for 
Computational Imaging Inverse Problems,” arXiv 
Prepr. arXiv904.06264, Apr. 2019. 
[23] A. Dave, A. K. Vadathya, R. Subramanyam, R. 
Baburajan, and K. Mitra, “Solving Inverse 
Computational Imaging Problems using Deep Pixel-
level Prior,” IEEE Trans. Comput. Imaging, vol. 5, no. 
1, pp. 37–51, 2018. 
[24] J. H. R. Chang, C. L. Li, B. Poczos, and B. V. K. V. 
Kumar, “One Network to Solve Them All - Solving 
Linear Inverse Problems Using Deep Projection 
Models,” in Proceedings of the IEEE International 
Conference on Computer Vision, 2017, vol. 2017-
Octob, pp. 5889–5898. 
[25] S. Diamond, V. Sitzmann, F. Heide, and G. Wetzstein, 
“Unrolled Optimization with Deep Priors,” pp. 1–11, 
May 2017. 
[26] P. C. Hansen, J. G. Nagy, and D. P. O’leary, 
Deblurring images: matrices, spectra, and filtering, 
vol. 3. Siam, 2006. 
[27] A. Kirmani et al., “First-Photon Imaging,” Science 
(80-. )., vol. 343, no. 6166, pp. 58–61, Jan. 2014. 
[28] Z. Zhu and S. Pang, “Few-photon computed x-ray 
imaging,” Appl. Phys. Lett., vol. 113, no. 23, p. 
231109, Dec. 2018. 
[29] Z. Zhu, H.-H. Huang, and S. Pang, “Photon allocation 
strategy in region-of-interest tomographic imaging,” 
IEEE Trans. Comput. Imaging, pp. 1–1, 2019. 
[30] B. Zhang, J. M. Fadili, and J. L. Starck, “Wavelets, 
ridgelets, and curvelets for poisson noise removal,” 
IEEE Trans. Image Process., vol. 17, no. 7, pp. 1093–
1108, 2008. 
[31] A. Beck and M. Teboulle, “Fast gradient-based 
algorithms for constrained total variation image 
denoising and deblurring problems,” IEEE Trans. 
Image Process., vol. 18, no. 11, pp. 2419–2434, 2009. 
[32] K. Sohn, H. Lee, and X. Yan, “Learning Structured 
Output Representation using Deep Conditional 
Generative Models,” Adv. Neural Inf. Process. Syst., 
pp. 3483–3491, 2015. 
[33] D. P. Kingma and M. Welling, “Auto-Encoding 
Variational Bayes,” Dec. 2013. 
[34] C. M. Bishop, Pattern recognition and machine 
learning. springer, 2006. 
[35] K. Gregor, I. Danihelka, A. Graves, D. J. Rezende, 
and D. Wierstra, “DRAW: A Recurrent Neural 
Network For Image Generation,” vol. 518, no. 7540, 
pp. 529–533, Feb. 2015. 
[36] Y. Mairesse and F. Quéré, “Frequency-resolved 
optical gating for complete reconstruction of 
attosecond bursts,” Phys. Rev. A - At. Mol. Opt. Phys., 
vol. 71, no. 1, pp. 1–4, 2005. 
[37] A. Goy, K. Arthur, S. Li, and G. Barbastathis, “Low 
Photon Count Phase Retrieval Using Deep Learning,” 
Phys. Rev. Lett., vol. 121, no. 24, p. 243902, 2018. 
 
