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1. INTRODUCTION 
This paper is concerned with the forced vibration of electrical or mechanical 
system with damping. More precisely it is a study of the effect of replacing 
constant linear damping with variable nonlinear damping. The stability 
property assumed for the constant linear system is that any effect of the initial 
conditions on the velocity decays exponentially to zero. From a physical 
standpoint, it is reasonable to expect that the same stability property holds 
when the constant damping is replaced by damping varying arbitrarily 
between positive limits. The purpose of this paper is to give a mathematical 
proof of such stability. 
This paper is one of a series of papers on the subject of nonlinear networks. 
In particular, the papers [l]-[4] listed below are also concerned with the 
stability problem studied here. The present paper makes no appeal to this 
previous work because the hypotheses are somewhat different. The hypotheses 
in this paper are in some ways less general than assumed in [4] and in other 
ways more general. The essential difference is that in [4] it was assumed that 
resistance was present in every circuit of the network while here some 
circuits may be without resistance. This means that the resistance matrix 
may be singular. 
In [4] the stability proof depended on the construction of a function of 
Liapunov type. By contrast, the stability proof developed here does not make 
use of the methods of Liapunov. 
The type of nonlinearity permitted in the damping is the same as that 
introduced in [l] and termed a “quasilinear replacement.” The same concept 
was used in the other papers of this series. A quasilinear replacement arises 
in an electrical network when resistors obyeing Ohm’s law are replaced by 
nonlinear conductors whose differential resistance lies between positive 
limits. Minty [5] has termed such nonlinear conductors “monotone resistors” 
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and has given far-reaching applications of these concepts [6]. Browder [7], 
Zarantello [8] and others have developed similar theories. 
2. EQUATIONS OF MOTION WITH CONSTANT COEFFICIENTS 
Of concern are electrical or mechanical systems with damping. First 
attention is confined to systems with constant damping; later the constant 
damping will be replaced by variable damping. The systems with constant 
damping are assumed to obey the following vector differential equation 
d% 4 4 L-&-TstR&Sq=e. (1) 
Here L, T, R, and S are n by n matrices whose matrix elements are real 
constants. The vectors q and e have n components. In the usual mechanical 
interpretation (1) is the Lagrange equation of motion for the system. Thus q 
is the displacement vector, q’ = dq/dt is the velocity vector, and q” = d2q/dt2 
is the acceleration vector. Then Lq” is the inertia force, Tq’ is the gyroscopic 
force, Rq’ is the damping force, Sq is the spring force, and e is the applied 
force. Energy considerations demand that L, R, and S be symmetric semi- 
definite matrices. On the other hand, T is skew symmetric. The electrical 
network interpretation of the differential equation (1) is equally familiar. 
Then q’ is the current vector and e is the applied electromotive force. The 
matrix T appears when the network contains gyrators, a concept introduced 
by Tellegen. 
Attention is restricted in this paper to those systems having no undamped 
free motions. For an equation with constant coefficients the condition that 
there be no undamped motion is completely specified by the following theo- 
rem. 
THEOREM 1. A necessary and su$icient condition that all solutions of the 
homogeneous equation 
Lq” + Tq’ + Rq’ + Sq = 0 (2) 
be such that the velocity vector q’ approaches zero as t --+ + co is that 
zdN det(x2L + XT + zR + S) # 0 (3) 
for Re(x) > 0. Here N is the nullity of S. 
PROOF. In this theorem the matrices L, T, R, and S can be completely 
arbitrary. If 
det(z2L + xT + xR + S) = 0 (4) 
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there is a nonzero vector q,, such that 
(.SL + xT + xR + S) q0 = 0. (5) 
Thus q = qOeZt solves (2). If z # 0 and Re(z) > 0 then q’ = zq,,eZt does not 
vanish at + co. If x = 0 and if (4) has multiplicity greater than N then it is 
shown in reference [9] that (2) has a solution of the form 
4 = 41 + t!?o 9 qo z 0. (6) 
Then q’ = q0 does not vanish at + co. The necessity of condition (3) is 
thereby proved. 
To prove the sufficiency note that if z = 0 then there is a set of N inde- 
pendent constant vectors satisfying (5). Th ese vectors are solutions of (2) 
but have zero velocity. According to [9] these are the only solutions corres- 
ponding to z = 0. Also according to [9] the solution of the equation can be 
written as a finite sum of terms of the form qmtmeat. If Re(z) < 0 then this 
term and its derivative vanish as t + + co. 
This proves Theorem 1. Moreover the proof has the following corollary. 
Suppose that ql(t) and q2(t) are two solutions of the nonhomogeneous equa- 
tion (1). Then their difference satisfies the homogeneous equation (2) and so 
II q;(t) - d;;(t) II ect -+ 0 as t-++co. 
Here c is a positive constant which depends only on the coefficients of the 
differential equation. In other words the following statement holds. 
STABILITY PROPERTY 1. Any eJect of initial conditions on the velocity 
decays exponentially to zero. 
The main goal of this paper is to extend this property to systems with 
nonlinear damping. 
3. EQUATION OF MOTION WITH VARIABLE DAMPING 
The linear equation (1) is now replaced by the nonlinear equation 
Lq” + Tq’ + V(q’) + Sq = e. 63) 
The only change is that the constant linear damping term Rq’ is replaced 
by a variable nonlinear term V(q’). We term this a qua&near replacement 
if V(y) is a continuous vector function which satisfies the following condition: 
V(Yl) - VYJ = u * (Yl -Ye>, (9) 
where U is a symmetric matrix satisfying the quadratic form relation 
D-l(Ry, y) < (uy, y) d D(Ry, Y) (10) 
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for a positive constant D independent of the vectors yr , ys , and y and the 
time t. The physical interpretation of a quasilinear replacement in an electrical 
network is the replacement of constant linear resistors by variable nonlinear 
resistors whose differential resistance lies between positive limits. A proof 
of this is given in [l]. 
It is permissible to have V depend on the time explicitly as well as impli- 
citly through Q’. In particular equation (8) includes the linear equation 
Lq” -j- Tq’ + Uq’ + Sq = e, (84 
where U is a matrix which is a continuous function of the time and which 
satisfies inequality (10). 
4. AN ENERGY INEQUALITY 
Suppose that there are two solutions, q1 and qz , of the nonlinear differ- 
ential equation (8) corresponding to the same applied force e but differing 
in initial conditions at time t = 0. Then let w = q1 - q2 and it is seen that w 
satisfies the homogeneous equation 
Lw” + Tw’ + Uw’ f SW = 0. (11) 
In this equation all coefficients are constant except for U which is a function 
of the time because of its dependence on q; and q; . It shall be assumed that 
qi and qi are continuous functions of the time. Thus w’ and U are continuous 
functions of the time. In what follows the only other property assumed about 
U is that it satisfies the inequality (10). It is desired to show that Stability 
Property 1 holds. This will be deduced by means of a series of lemmas. 
LEMMA 1. If w is a solution of equation (II) then 
s 
a 
e2ct( Uw’, w’) dt < c 
I 
a e2et[(Lw’, w’) + (SW, w)] dt + B. (12) 
0 0 
Here a and c are arbitrary constants and the constant B depends only on w. 
PROOF, Multiplying the differential equation (11) by w’ leads to the 
relation 
(Uw’, w’) = - i) [(Lw’, w’) + (SW, w)]‘. 
According to the hypotheses the function on the left is continuous so we 
may multiply by e20t and integrate. Integration by parts then gives 
s 
a 
s 
0 
e2ct( Uw’, w’) dt = c 
0 
o ezCt[(Lw’, w’) + (SW, w)] dt 
- 7 [(Lw’, w’) + (SW, w)] 1:. 
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But ezCa[(Lw’, w’) + (SW, w)ltCa 3 0 because L and S are positive semi- 
definite. This proves the lemma with 2B = [(Lw’, w’) + (SW, w)]~=,, . 
The integral on the left of inequality (12) may be regarded as a weighted 
sum of “dissipated energy.” The integral on the right may be regarded as a 
weighted sum of “kinetic energy” plus “potential energy.” This is a principal 
lemma in the proof; the following lemma is a corollary. 
LEMMA 2. The functions (Uw’, w’), (Rw’, w’), and // Rw’ jj2 are of class 
L,(O, 00). 
PROOF. Let c = 0 in Lemma 1 then 
s 1 (Uw’, w’) dt < B. 
Allowing a to approach infinity proves the first statement of the lemma. Then 
hypothesis (IO) gives (Rw’, w’) < D( U w’, w’). This proves the second state- 
ment of this lemma. To prove the third statement we note that if P is any 
positive semidefinite matrix 
AT1 II Px II2 < (Px, x) d A, II px l12. (13) 
Where A, is a positive constant dependent on P but not on x. Thus taking 
P = R and x = q’ completes the proof. 
5. REDUCTION OF VARIABLE DAMPING TO CONSTANT DAMPING 
The homogeneous equation with variable damping can be reduced to an 
inhomogeneous equation with constant damping by virtue of Lemma 3 to 
follow. This reduction permits application of well-known methods of analysis 
developed for differential equations with constant coefficients. 
LEMMA 3. The differential equation (II) may be written as 
Lw” + Tw’ + Rw’ + SW = Rf, (14) 
where f is a continuous vector in the range of R and 
llf II2 < A,(Uw’, w’) (15) 
for a constant A, independent of w. 
PROOF. By a standard argument it follows from hypothesis (10) that 0‘ 
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and R have the same range. In particular Rw’ and Uw’ are both in the range 
of R. Thus we can solve the following equation for f 
by the formula 
Rf = Rw’ - Uw’ 
f = R+(Rw’ - Uw’). 
Here Rf denotes the inverse of R in the range subspace. Then f is in the range 
of R+ and this is the same as the range of R because R is semi-definite. 
Clearly f is continuous and if A, is the norm of Rf then 
llf II < A, II Rw’ - uw’ II < A, II Rw’ II + 4 II th Il. 
This inequality together with inequalities (10) and (13) gives (15) and the 
proof is complete. 
It is desired to solve Eq. (14) for w in terms off. Since Eq. (14) has constant 
coefficients the Laplace transform furnishes a good way to do this. 
6. ANALYSIS VIA THE LAPLACE TRANSFORM 
The following lemma is needed to determine the algebraic structure of 
the Laplace transform. 
LEMMA 4. Let G = (XL + T + R + Z-V-l R; then G, zLG, and z-?SG 
are uniformly bounded matrices for Re(z) > 0. 
PROOF. First suppose z is real and in the range 1 < z < co. Then accord- 
ing to Theorem 1 relation (3) holds and G exists. Let h be an arbitrary vector 
and let x = Gh so 
(zL + T + R + z-9) x = Rh. 
Since T is skew symmetric (TX, x) = 0 and 
z(Lx, x) + (Rx, x) + +(Xx, x) = (Rh, x). 
On the right side we use the inequaiity 
W, 4 = (Rx, h) G II h II II Rx Il. 
On the left side we apply inequality (13) to the three semi-definite matrices. 
This yields 
2 IlLx It2 + II Rx II2 + 2-l II Sx II2 < 4 II h II II Rx II . 
From this inequality it is apparent that jl Rx 11 is uniformly bounded as 
x + + 00. It then follows that j/Lx Ij = Ox-r/a and /I SX II = 0.9. 
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From the definition of x it follows that 
Then employing the bounds obtained for the terms on the right we find 
/I TX 11 = OzY2, Thus /j (L + T + R + S) x I/ = O.&Z, and since 
L + T + R + S is a nonsingular constant matrix we see that jJ x 11 = 0~8~. 
Since h is an arbitrary vector it follows that a matrix element of G, say Gij , 
must satisfy 1 Gij j = OZI/~. But GCi is a rational function of z so if Gij were 
unbounded it would increase at least as rapidly as 1 z I . Thus actually Gij 
is uniformly bounded as z approaches + co. 
To show that Gij is uniformly bounded for z in the range 0 < z < 1 
let z’ = l/z and the above argument can be repeated with L and S inter- 
changing roles. Thus we have shown that Gij does not have a pole at z = CO 
or at z = 0. But by condition (3) of Theorem 1 it follows that Gij has no 
poles for Re z >, 0 and / z I > 0. Therefore, it may be concluded that Gi.j 
is uniformly bounded for Re(x) > 0. This proves the statement of the lemma 
concerning G. 
By what has just been proved zLG is bounded at the origin. Write 
xLG = - TG - RG - z-?SG + (XL + T + R + ,+S) G 
=-- TG - RG - x-?!?G + R. 
The four matrices on the right are uniformly bounded at infinity so this 
proves the statement of the lemma for zLG. A symmetrical argument demon- 
strates the statement of the lemma concerning z-lSG and the proof is com- 
plete. 
LEMMA 5. Equation (14) has a solution w1 such that w1 and w; are con- 
tinuous. 
PROOF. In this lemma it is assumed that f is given a priori as a function 
of the time. It follows from Lemma 2 and Lemma 3 that f E L,(O, a). Thus 
the integral 
C&S) = j,” e-*“f(t) dt (16) 
exists for Re(z) > 0. Of course, q~ is the Laplace transform off and is sym- 
bolized as g, = 9( f ). Since the matrix elements of G are uniformly bounded 
rational functions it follows that there is a continuous function u, such that 
O(u) = Gcp. Let w, = $ u dt so w; = u and 64(w,) = a+Gv. 
9 (Lw; + Tw, + Rw, + s j: w1 dt ) = (L + Z-IT + +R + r2S) GCJJ 
= z+Rq. 
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Then by the uniqueness theorem of the Laplace transform for continuous 
functions we have 
Lw; + Tw, + Rw, + S 
s 
t 
t w1 dt = 
I 
Rf dt. 
0 0 
Differentiating this completes the proof. 
LEMMA 6. The solution w1 of Equation 14 satisfies: 
Lw; = 
s 
’ K,(s) f (t - s) ds, 
0 
SW, = 
I 
t K,(s) f (t - s) ds, 
0 
where K,(t) and K,(t) are continuous matrix functions such that K,(t) = Oe-kt 
and K, = Oe-kt for any positive constant k such that - k exceeds the real part 
of any pole of G. 
PROOF. Lemma 4 shows that both zLG and LG are uniformly bounded 
for Re(z) > 0. This implies that actually LG = 0( 1 + 1 z I)-’ for Re(z) >, 0. 
Then by the elementary properties of the Laplace transform LG = 8(K,) 
where KI is a continuous matrix function such that KI = Oe-kt. 
It also follows from Lemma 4 that SG and z-ISG are uniformly bounded 
for Re(z) > 0. Hence z-?!3G = 0(1 + 1 z I)-’ and so SG = DEp(K,) where K, 
is a continuous matrix function such that K, = Oemkt. 
It is a consequence of the proof of Lemma 5 that LG? = 5?(Lw;) and 
z-1SGg, = ~(SW,). The inversion of these relations by the convolution 
theorem of the Laplace transform completes the proof. 
7. APPLICATION OF A CONVOLUTION INEQUALITY 
The following lemma is needed to carry on the analysis; it is a general 
property of convolutions. 
LEMMA 7. Let f(t) E L,(O, a) and let K(t) E L,(O, a) where a > 0. Then 
the convolution 
satisfies the inequulity 
g(t) = ,: K(s)f(t - 4 cfs 
s 
a 
e2ct IIg(t) /I2 dt < 
0 
[J: ect II K(t) II dt]‘s,” e2ct IIf(t) II2 4 
where c is any real constant. 
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PROOF. The existence of g(t) for almost all t as a measurable function 
is well known. First consider the special case when K and f are real valued 
nonnegative functions and c = 0. Definef(t) = 0 for t < 0. Then the follow- 
ing three relations actually are equalities: 
g(t) < ja K(s)f(t - 4 4 
0 
I 
0 
o MV dt G j”j” K(s) K(r) jaf(t - s) f (t - r) dt ds dr. 
0 0 0 
But by the Schwarz inequality 
[ j:f,t - s)f(t - r> dt12 < j: [f(t - s)12 dt j: [f(t - r)l” dt. 
Since f (t) = 0 if t < 0 then 
j,” [f(t - 41” dt = j;-” [f(x)]” dx d j,” [f (41” dx. 
Combining the last three inequalities gives 
s 
a 
o kW12dt d [j)Wt]” j: W)l”dt. 
This is seen to prove the lemma in the special case. 
In the vector case it is assumed, of course, that the norm of a matrix is 
defined so that 
II Kf II G II K II Ilf II . 
Then by the definition of g 
II g(t) II < j: II K(s) II Ilf 0 - 4 II ds. 
Since norms are non-negative scalar functions the argument given above holds 
and proves the lemma in the case c = 0. But for arbitrary c 
[&g(t)] = ,: [@K(s)] [e+“‘f(t - s)] ds 
and this is seen to complete the proof. 
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LEMMA 8. Let w1 be the solution of equation (14). Let a and c be constants 
such that a > 0 and c < k where - k exceeds the real part of any pole of G(x). 
Then 
s 
a 
o ezGt[(w; , Lwi) + (wl , SW,)] dt < A, /’ e2ct llf /12dt 
0 
where the constant A, is independent of a and c. 
PROOF. Direct application of Lemmas 6 and 7 gives 
1,” e2ct /I Lw; lj2 dt < [/,” ect I/ KI /I dt]‘/: e2ct II f /I2 dt. 
But by definition of c 
s 
a 
ect /I Kl /I dt < 
0 s 
a ekt 11 ICI Ij dt < Jrn ekt I/ KI 11 dt. 
0 0 
This last integral is independent of a and c. It converges because of the 
definition of k. Moreover since L is a positive semidetinite matrix the inequal- 
ity (13) applies and gives 
s 
a 
o e2ct(w; ,Lw;) dt < A, 1” e2ct Ilf II2 & 
0 
where A, does not depend on a or c. A strictly analogous argument shows that 
1 
0 
s 
a 
e2ct(w1 , SW,) dt < A, e2ct 11 f II2 dt. 
0 0 
Adding these inequalities proves the lemma with A, = A, + A, . 
8. THE MAIN STABILITY THEOREM 
To prove the stability property of w it is first necessary to show that the 
last lemma can be modified so as to hold for w. 
LEMMA 9. Let w be a solution of Eq. (11). Let a and c be positive constants 
and let c < k. Then 
[l: e2ct[(w’, Lw’) + (w, SW)] dt]1’2 d B, [/I e2ct(w’, VW’) dt]“? + B2 , 
where B, and B, are constants independent of a and c and BI is independent 
of w as well. 
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PROOF. Let x = w - wr . Then x is a solution of the homogeneous 
equation (2). Let us use the notation 
I/ w llac = [J: e2ct[(w’,Lw’) + (w, SW)] dt]l”. 
Clearly the triangle inequality applies to such a norm. Thus 
Moreover 
II w llac = II Wl + x llac G II Wl llac + II x IL * 
II x IL G II x IlUk G II x llmk = 4 * 
Here B, is finite because all solutions of the homogeneous equation (2) are 
such that ektx’ and ektx” are in L,(O, 00). However Sx = - Lx” - TX’ - Rx’ 
so ektSx is also in L,(O, a). 
Lemma 3 gives IIf /I2 < A,( WI, VW’) so according to Lemma 8 
11 w1 /jae < (ApA2)1/2 [II e2ct(w’, Uw’) dt]li2. 
This completes the proof with B, = (AaAz)r/s. 
The following is the main stability theorem. 
THEOREM 2. Suppose that all solutions of the differential equation with real 
constant coejkients 
L$+T$+R;+Sx=O 
are such that the velocity vector dx/dt + 0 as t -+ f co. Here L, R, and S 
are symmetric semi&$nite matrices and T is a skew-symmetric matrix. Let 
V(dx/dt) be a quasilinear replacement of R dxjdt and suppose that for t 3 0 
the vectors q(t) and e(t) satisfy the nonlinear differential equation 
Ls+T$+V($)+Sq=e. 
Then the efJect of initial conditions on the velocity decays exponentially to zero 
in the following sense. If q1 and q2 are two solutions with continuous first deriva- 
tives then 
where c is a positive constant independent of q. 
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PROOF. We let w = q1 - q2 and substitute the inequality of Lemma 9 
into the inequality of Lemma 1 and obtain 
s 
a 
’ ezet(w’, Uw’) dt < c 
0 0 
e2ct(w’, Uw’) dt]l” + B2]’ + B. 
Choose c such that cB~” < 1. Then it is apparent that the integral on the 
left must converge as a -+ + co. It then follows from Lemma 3 that 
feCt EL,(O, co). Since the matrix G is uniformly bounded for Re(z) > - k 
it follows that G = Go + Gr where Go is a constant and G, = O(1 + 1 z I)-‘. 
Since Y(w;) = Go’p + G1p, we see that 
w; = G,f(t) + /-tK&)f(t -s)ds. (19) 
JO 
Here, just as in Lemma 6, the matrix function satisfies I&(t) = Oe-kt. 
Multiply relation (19) by ect then the first term on the right is in L,(O, 00). 
The convolution inequality of Lemma 7 can be applied to the second term of 
(19) and consequently it is in L,(O, co). Thus ectw; EL,(O, co). But 
w’ = w; + x’ and we already know that e%’ E L,(O, co). Hence 
eCtw’ EL,(O, co) and the proof of Theorem 2 is complete. 
Theorem 2 shows that the system has a stability property such that the 
effect of initial conditions on the velocity decays exponentially to zero. More 
precisely relation (18) f ormulates the exponential decay as convergence in 
mean rather than pointwise convergence as originally stated in relation (7). 
REFERENCES 
1. R. J. DUFFIN. Nonlinear networks. I. Bull. Amer. Math. Sot. 52 (1946), 833-838. 
2. R. J. DUFFIN. Nonlinear networks. III. Bull. Amer. Math. Sot. 55 (1949), 119-129. 
3. R. J. DUFFIN. Impossible behavior of nonlinear networks. J. Appl. Phys. 26 (1955), 
603-605. 
4. R. J. DUFFIN. Exponential decay in nonlinear networks. Proc. Amer. Math. Sot. 
7 (1956), 1094-l 106. 
5. G. J. MINTY. Monotone networks. Proc. Roy. Sot. London, Ser. A, 247 (1960), 
194-212. 
6. G. J. MINTY. Monotone (nonlinear) operators in Hilbert space. Duke Math. 1. 
29 (1962), 341-346. 
7. F. E. BROWDER. On the solvability of nonlinear functional equations. Duke Math. /. 
30 (1963), 557-566. 
8. E. H. Zarantello. The closure of the numerical range contains the spectrum. Bull. 
Amer. Moth. Sot. 70 (1964), 781-791. 
9. R. J. DUFFIN. Chrystal’s theorem on differential equation systems. J. Math. Anal, 
A#. 8 (1964), 325-331, 
