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Abstract: In this paper, a power management strategy (PMS) has been developed for the control
of energy storage in a system subjected to loads of random duration. The PMS minimises the costs
associated with the energy consumption of specific systems powered by a primary energy source
and equipped with energy storage, under the assumption that the statistical distribution of load
durations is known. By including the variability of the load in the cost function, it was possible to
define the optimality criteria for the power flow of the storage. Numerical calculations have been
performed obtaining the control strategies associated with the global minimum in energy costs, for
a wide range of initial conditions of the system. The results of the calculations have been tested on
a MATLAB/Simulink model of a rubber tyre gantry (RTG) crane equipped with a flywheel energy
storage system (FESS) and subjected to a test cycle, which corresponds to the real operation of a crane
in the Port of Felixstowe. The results of the model show increased energy savings and reduced peak
power demand with respect to existing control strategies, indicating considerable potential savings
for port operators in terms of energy and maintenance costs.
Keywords: energy storage; power management; optimization; stochastic loads; flywheel; RTG crane
1. Introduction
Energy storage is beneficial in situations where power production is intermittent or the load varies
in intensity, as the objective of the storage is to mitigate variability in generation and demand by acting
as a buffer. Economical feasibility limits the size and power rating of the storage system, resulting
in the need to optimise the power flow in order to maximise the efficacy of the limited available
resources. In the case of a known load profile, it is possible to define a strategy that results in the
optimal solution for a given storage system, placing the focus on finding the most suited technology
for the single application. Slow processes get the most benefit from using batteries or other forms of
high-capacity storage systems (compressed air, pumped hydro, etc.), while fast loads characterised
by short and high power demand are paired with flywheels, supercapacitors or other technologies
capable of reacting in a very short time, outputting relatively high power [1–3]. Usually, the variability
of the load also depends on the time constant of the application: the power demand in regional power
network fluctuations is periodical with peaks occurring at around the same time of the day and of
the year, leading to optimal solutions for power management that account for the deviation from the
typical daily or yearly profile [4–8]. When loads are limited to a short period of time (tens of seconds
or less), the variability tends to be defined by three main factors: when the demand occurs, its intensity
and duration. As an example, electric vehicles show this sort of unpredictability, as there is no prior
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knowledge of the acceleration that the driver requires when driving, and therefore, the stochastic
behaviour of the demand is taken into account when developing control strategies [9–11].
The focus of this paper is to develop an optimal control strategy to be applied to energy storage
in rubber tyre gantry (RTG) cranes, which are found in container ports and whose task is to stack
containers in the yard area. Most of the energy consumption comes from hoisting containers (weighing
up to 54 tons) for a typical full height of 15 m at vertical speeds that can reach 0.85 m/s, resulting in
short intense loads of limited durations. In order to reduce the stress on the primary source, which
can be either a diesel generator or the port’s electrical network, energy storage can be used for peak
shaving during the lifting phase and to recover potential energy during the lowering phase [12–14].
Although other authors proposed RTG cranes equipped with batteries [13], these are best suited for
reducing idle power consumption due to their low power density. Flywheels and supercapacitors
are more suited for the high power flows deriving from the hoist motor (both when motoring and
generating), and they have been the subject of multiple studies [12,14–17]. Flywheel energy storage
systems (FESSs) in particular have been found particularly suited for this task, as they show similar
performance to supercapacitors, while being characterised by excellent ageing characteristics, which
are independent of the charge rate or depth of discharge [1,18], allowing their lifetime to match that of
the portal frame. Their disadvantage is high standing losses, which are particularly evident in more
resilient designs (such as the use of normal ball bearings instead of magnetic bearings), as are the
ones used on cranes; however, this does not affect the use for short power loads, and it only requires
the storage to be charged shortly before use. Energy storage then can be beneficial for the reduction
of energy demand and also peak power demand; for this reason, it is critical to develop a power
management strategy (PMS) that takes full advantage of the storage capacity, while keeping its cost
at the minimum. An effective control strategy focused on storage in RTG cranes could have major
benefits globally, as they are present in all major container ports and are a key element in the export
and import processes. Their activity is energy and power intense; nonetheless, it involves spending a
large fraction of time idling before the next lift cycle. In a typical cycle, a container lift is preceded by a
lowering of the headblock mechanism (which securely locks to the container) and a locking sequence,
giving a forewarning of the incoming lifting cycle. The weight of the container that will need to be
lifted is known, as cranes need to measure the weight for safety reasons, giving a good estimate of
the power demand of the following lift. The only remaining variability is the duration of the load;
it is usually unknown (apart from a few ports with advanced terminal operating systems) with the
duration being proportional to the height that the container needs to reach in a specific lift cycle, and it
depends on the configuration of the stack in the precise location.
This paper introduces a novel PMS, which optimises the use of storage under uncertainties
on the duration of power loads, unlike previous works that assume full knowledge of the load
profile [11,13,19,20]. The aforementioned PMS is tailored for load characterised by known intensity and
random duration, representing the power consumption caused by the lifting of containers; nonetheless,
it could also be applied to any hybrid system characterised by loads of unknown duration. The paper
is organised as follows: Section 2 describes the topology of the power system. Section 3 presents
the optimal control problem and the proposed PMS. The RTG model and the simulation results are
presented and discussed in Section 4, with Section 5 presenting a summary of the work.
2. System Topology
The RTG crane under analysis, shown in Figure 1, is manufactured by Shanghai Zhenhua Heavy
Industries (ZPMC), and it is currently used at the Port of Felixstowe. It is equipped with a diesel
generator, but it is has also been retrofitted with a connection to the terminal power network through a
conductor bar running along the stack, allowing it to be powered by the electric grid without using
the diesel generator. The simplified diagram in Figure 2 shows the primary energy source (either
generator or grid) connected to a diode rectifier, which powers a DC bus. The main motors (hoist,
gantry, trolley, etc.) are all connected to the shared DC bus, as well as the brake resistors, which engage
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automatically when the DC bus voltage raises above 750 V. The energy storage can be connected to the
bus, drawing current when the voltage raises above a threshold (regeneration phase) and supplying
power according to a PMS. The energy storage system consists of a motor drive, a switched reluctance
(SR) motor and a flywheel coupled to its axis. The primary energy source supplies all of the power
that is required for the DC bus, which is the power consumption of the motors pL(t) minus the power
supplied by the storage ps(t). As in [19,21], the power system can be represented as shown in Figure 3,
where the load, the generated power and the power from the storage are respectively pL(t), pg(t) and
ps(t), resulting in the following equation:
pg(t) = pL(t)− ps(t), t ∈ R+ (1)
Figure 1. A rubber tyre gantry crane.
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2.1. The Primary Source
The main power supply provides all of the power demanded by the crane motors, and it can be
represented as an infinite source of power and energy, as both the diesel generator and the power
network supply are rated above the maximum possible load of the crane. It is unidirectional, as power
cannot be converted back to fuel or regenerated into the grid (due to the absence of an active front-end)
and has a cost associated with every unit of energy delivered. This cost is represented by the positive
definite function D(pg(t)), and it encompasses fuel consumption, efficiency and aggregated fixed
costs (higher power consumptions have a relatively higher cost due to the need for larger generators).
The objective of the proposed PMS is to use the stored energy to minimise the total cost of the energy
production for the duration of a lift, which is:
Dtot =
∫ T
0
D(pg(t))dt (2)
with T indicating the maximum possible duration of the lift cycle.
2.2. The Load
During a lift, the power required by the hoist motor is assumed known and constant with value PL.
Nonetheless, the value of pL(t) is not known for every instant, as the duration of the lift is unknown.
The load profile can then be simplified as follows:
pL(t) =
{
PL, if 0 ≤ t ≤ t f
0, otherwise
(3)
where t f represents the final time of the lift and is a random variable modelled by a distribution, which
is assumed known. It would be possible to calculate the optimal ps(t) assuming a deterministic and
well-known load profile [19,20], but in the case discussed in this paper, the load behaviour is stochastic,
creating a new challenge.
2.3. The Energy Storage
An FESS stores recovered energy obtained from lowering containers in the form of a rotating
mass, whose angular speed gives an exact value of the stored energy Ws(t):
Ws(t) =
1
2
Jω2(t) (4)
where J is the flywheel inertia and ω is the angular speed. To limit torque output and wear, the
flywheel will have an actual range of speeds limited by a lower limitωmin and an upper limitωmax, so
the usable energy at time t will be the following:
Ws(t) =
1
2
J(ω2(t)−ω2min) (5)
and it will also be bounded:
0 ≤Ws(t) ≤Wmax (6)
with Wmax the energy corresponding to the maximum speedωmax.
The flywheel is powered by an electric motor, which is assumed equipped with a control system
that is able to follow with negligible delay the instantaneous power command issued by the PMS.
Given the high standing losses of a flywheel storage system, it is necessary to model a system that
loses energy over time with the following approximation:
W˙s(t) = −η1Ws(t)− η2 − ps(t) (7)
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where η1 is a constant value that links losses to the stored energy (friction and windage losses), η2
is a constant power loss, which is independent of the quantity of stored energy (e.g., power supply,
cooling), and finally, ps(t) is the power exchanged with the system. The values for η1 and η2 can be
measured or estimated from the characteristics of the storage.
3. Optimal Power Management Strategy
The objective is to minimise the total cost Dtot expressed in Equation (2), which is associated with
the generated energy. The optimal controller should then be designed to find the storage output that
minimises Equation (2), which, given Equation (1), is equal to:
Dtot =
∫ T
0
D(pL(t)− ps(t))dt (8)
The cost function for generated power is assumed to result in no cost when no power is demanded
(i.e., D(0) = 0). Therefore, knowing from Equation (3) that pL(t) = 0 when t > t f , we can reduce the
limits of the integral in Equation (8), as the integrand will be zero if we choose the trivial solution
ps(t) = 0 ∀t > t f (corresponding to no storage output when there is no load):
Dtot =
∫ t f
0
D(pL(t)− ps(t))dt (9)
The total cost value in Equation (9) is calculated for a specific t f , which, in reality, is a random value
whose distribution L is known. To account for the stochastic behaviour, it is then necessary to calculate
the expected value of the total cost, by considering a single value of t f weighted by the probability of
its occurrence. By defining fL(t f ) as the probability that a certain t f occurs, the expected value of the
cost DE is the following:
DE =
∫ T
0
fL(t f )
(∫ t f
0
D(pL(t)− ps(t))dt
)
dt f (10)
where T is the maximum possible value of t f . We can assume that fL(t f ) = 0 ∀t < 0, as the container
lifts have positive duration, and also fL(t f ) = 0 ∀t > T, T < ∞, as the duration is finite. Equation (10)
spans the whole range of possible values of t f and calculates the cost of applying a certain control
strategy ps(t) in all possible scenarios, weighting the cost with the probability of that scenario to occur.
An optimal control strategy p∗s (t) is then one that satisfies:
p∗s (t) = arg min
ps(t)
∫ T
0
fL(t f )
(∫ t f
0
D(pL(t)− ps(t))dt
)
dt f (11)
By defining FL(t), the cumulative distribution function (CDF) [22] of the probability density function
fL(t f ), we have:
FL(t) =
∫ t
−∞
fL(t f )dt f =
∫ 0
−∞
fL(t f )dt f +
∫ t
0
fL(t f )dt f =
∫ t
0
fL(t f )dt f (12)
and FL(t) has the property that the final value is one:
lim
t→∞ FL(t) = FL(T) =
∫ T
0
fL(t f )dt f = 1 (13)
The integrand D(pL(t)− ps(t)) represents finite quantities, and it can be assumed that:∫ ∞
0
|D(pL(t)− ps(t))|dt < ∞ (14)
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as the load energy is limited (from Equation (3)), as well as the stored energy. When taking into account
Equations (12) and (14), the expression in Equation (11) is equivalent to:
p∗s (t) = arg min
ps(t)
∫ T
0
(1− FL(t))D(pL(t)− ps(t))dt (15)
which is a more manageable form of minimisation, as it involves a single integrand when the CDF is
known. The proof of Equation (15) is located in Appendix A.
3.1. Constraints
The problem in Equation (15) has the trivial solution of setting ps(t) = pL(t) if the available stored
energy is infinite. In the real world, the energy capacity will be limited, and this is reflected by adding
the constraint Equation (6), which will have the practical effect of limiting the amount of energy that
can be provided by the storage, creating a limited fuel problem:
∫ T
0
ps(t) ≤Ws(0) (16)
Furthermore, the dynamics of the storage system with its losses need to be taken into account;
the expression in (7) dictates how the system loses energy over time; hence, Equation (16) is too
approximative and overestimates the available energy, so it needs to be replaced by Equation (17).
∫ T
0
(η1Ws(t) + η2 + ps(t))dt ≤Ws(0) (17)
The last constraint is the power rating of the storage, which cannot exceed the maximum rated value,
and it is assumed to be the same, in absolute value, when motoring and generating:
− Ps ≤ ps(t) ≤ Ps (18)
This type of optimal control problem has not yet been solved analytically [23–25], but it can be
solved numerically by dynamic programming, accurately reducing the number of combinations to
iterate through.
3.2. Numerical Calculation
The non-convex problem defined in Equation (15), with the domain defined by the constraints in
Equations (17) and (18), has been discretised in order to perform the numerical minimisation. This is
because the numerical calculation requires the quantisation of the instantaneous control value ps(t),
subject to constraints that are difficult to include in the minimisation process.
p∗s (k) = arg min
ps(k)
N
∑
k=0
[(1− FL(k))D(pL(k)− ps(k))] Ts (19)
where Ts is the chosen sampling time. To represent the cost, D(pg(k)), it has been chosen as p2g(k), as it
indicates the higher costs associated with higher power demands to the generator and the network.
The constraint expressed in Equation (17) is discretised, as well:
N
∑
k=0
[η1Ws(k) + η2 + ps(k)] Ts ≤Ws(0). (20)
The search space for the minimisation is reduced by parametrising the control function ps(k)
using an interpolation method that maintains the monotonicity of the function. The method chosen is
piecewise cubic Hermite interpolating polynomial (PCHIP) [26,27], which is a variant of cubic Hermite
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interpolation, which, unlike methods like spline andBessel , preserves monotonicity, avoiding “bumps”
and overshoots in the resulting signal. A PCHIP interpolant is continuously differentiable, and its
extrema are located at the extremal points. An interpolant function P(k) is generated from a finite
number N of data points (tj, yj), j = 1 . . . N, which are then the values of the control signal. The
number of values N define the complexity of the interpolant and also the computing time; N must be
chosen as a trade-off between the time required by the calculation and the resolution of the signal. In
order to further reduce the search space, it is assumed that the optimal ps(k) will be monotonically
decreasing for k ∈ [0, T] due to the monotonically increasing characteristics of the scaling factor
(1− FL(k)).
3.3. The Output
The outcome of the minimisation is p∗s (k), which is specific for a set of parameters: the durations
distribution, the initial conditions of the storage, the load intensity and the storage dynamics. In case
of distinct possible initial conditions, it is necessary to calculate the optimal strategy for each scenario.
For example, if the energy stored at the beginning is not a constant, the controller must account for the
possible range of initial storage levels and produce an output that is appropriate for that particular
initial condition.
4. Simulations and Results
The optimal PMS proposed in this paper was tested on a model of an RTG crane equipped with
a flywheel storage system. The optimal control is tailored to the particular storage system used,
whose parameters are presented in Table 1. The RTG and FESS models are described in more detail in
Section 4.3.
Table 1. Parameters of the flywheel energy storage system (FESS) used in the RTG model.
Parameter Value
Ps 150 kW
Wmax 3.6 MJ
η1 1%
η2 1 kW
4.1. Numerical Calculation of Optimal Values
The number of calculations to be performed is too large for a single system; for this reason, an
HTCondor cluster [28] composed of over 300 nodes has been used to calculate the optimal strategy
when varying the values of Ws(0) and pL(t) = PL. The nodes work concurrently on different initial
conditions to find the minimum cost by searching in the R2 parameter space defined by the points
(tj, yj), which can vary from [0,−Ps] (corresponding to the initial time and minimum power output) to
[T, Ps]. The time distribution of these points has been selected with the objective of maximising the
variability of the interpolant when the changes in power output are more expected; that is, when the
probability fL(t) is higher. The points need to be adequately distributed, as well, so the choice for the
values tj is the following: given τj a series of N points linearly distributed in the interval [0, 1] and
given a CDF FL(t), the values tj are:
tj = F−1L (τj) ∀j = 1 . . . N (21)
resulting in a distribution of tj, which tends to concentrate the values where the CDF changes more
rapidly, which in turn corresponds to the instants when the probability fL(t) is higher, as is visible in
Figure 4.
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Figure 4. Temporal distribution of 10 sample points of a piecewise cubic Hermite interpolating
polynomial (PCHIP) interpolant superimposed on the CDF. The vertical position of the PCHIP points
indicates the distribution in the [0, 1] region.
The output of the calculation is a matrix of parameters linked to an individual initial condition
of the storage and value of the load. Given a particular scenario, the control system reads the
optimal values calculated off-line and generates the optimal power output p∗s (k) in real time via
PCHIP interpolation. Figure 5a shows an example of the output of the calculation, as well as
the PCHIP interpolation used as a reference for the control system. The parameters used in the
minimisation (including discretisation and load ranges) are presented in Table 2. ∆PL and ∆Ws(0)
indicate, respectively, the resolution used for the load power and the initial stored energy. A sample of
the results of the calculations is shown in Figure 5b.
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Figure 5. Examples of control points calculated in the minimisation. (a) The control points calculated
for a single pair of initial conditions. Three different interpolations are also shown (PCHIP, spline and
linear). Notice how the spline interpolation does not maintain monotonicity. (b) A range of optimal
control strategies calculated for 0.72 MJ < Ws(0) < 3.00 MJ and Pl = 100 kW. The colour bar on the
right shows the power output of the storage expressed in kW.
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Table 2. Parameters of the numerical minimisation.
Parameter Value
Ps 150 kW
T 70 s
∆PL 10kW
Ws(0) (range) [720, 3470] kJ
∆Ws(0) 101.8 kJ
4.2. Distribution of Lift Durations
Measurements of the activity of an RTG crane were recorded at the Port of Felixstowe, including
the duration of container lifts measured as the interval between the start of a lift (i.e., the hoist motor
speed becomes positive) and its end when reaching zero speed. The data were collected for a period
of six days, after which they were analysed and fit to a Gamma distribution, which has been chosen
because it results in the best fit to the data and is defined by the constants α and β. The probability
density of a Gammadistribution L is described by the following equation:
fL(t) =
tα−1e−
t
β
βαΓ(α)
for t > 0 and α,β > 0 (22)
where Γ(α) is the Gamma function evaluated at α, and it is a constant:
Γ(α) =
∫ ∞
0
xα−1e−x dx (23)
The actual random variable t has a realistic upper limit T, as the duration of the load is limited in
time, so the distribution used in the calculation has been truncated at t = T. The parameters α and β
have been found by minimising the squared error and are presented in Table 3. Figure 6 shows the
histogram of lift durations superimposed on the Gamma distribution.
Figure 6. Histogram of the lift durations superimposed on the Gamma distribution that fits the data.
Table 3. Parameters of the Gamma distribution that fit the lift duration data.
Parameter Value
α 5.0292
β 4.3923
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The CDF FL(t) can be easily pre-calculated off-line for each instant by integration or by using the
following equation:
FL(t) =
∫ t
0
f (u) du =
γ
(
α, tβ
)
Γ(α)
(24)
where γ
(
α, tβ
)
is the lower incomplete gamma function and equal to:
γ(s, x) =
∫ x
0
ts−1 e−t dt (25)
4.3. Model of the RTG Crane
The main electrical and mechanical components of an RTG crane have been modelled in
MATLAB/Simulink using the SimPowerSystems toolbox. This model was originally developed to
study the operations of RTG cranes at the Port of Felixstowe [29,30], but it has been extended to be
used to test the PMS by adding a model of an FESS connected to the DC bus of the crane, as is visible
in Figure 7. The model is composed of three main elements: a primary source, the hoist motor and
the FESS.
Figure 7. Simulink model of the RTG crane used for the simulations.
4.3.1. Primary Source
In the model, the primary source is an ideal three-phase source connected directly to a diode
rectifier, which powers the DC bus. Measurements are taken on the three-phase side to measure the
energy consumed by the crane. The benefits of the storage and its control strategy will be assessed by
analysing the energy consumed by the primary source. A good control strategy will need, as a primary
objective, to reduce the energy consumption and also limit the peak power demand.
4.3.2. The Hoist Motor
An induction motor rated at 200 kW is connected to the DC bus. It is powered by a drive, which
controls the motor speed following a reference value extracted directly from measurements taken at
the Port of Felixstowe. It draws power from the DC bus when raising a container and then generates
power back into the bus when lowering. The regenerated energy is collected by the energy storage
until it reaches maximum capacity, then the remaining energy is dissipated into brake resistors.
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4.3.3. The Flywheel Energy Storage System
The storage system model has been developed to test the PMS proposed in this paper. The model,
shown in Figure 8, is based on a prototype powered by a 150-kW, 12/10 pole switched reluctance
motor whose model and low-level control system has been provided by the manufacturer Nidec
SR Drives (Harrogate, UK); the motor is coupled to a flywheel whose inertia has been measured to
be 3.0447 kg/m2. The maximum rotational speed is 15,000 RPM, and the minimum speed is set to
5000 RPM; the total capacity is then 3.34 MJ, which equates to 0.927 kWh. The low-level control system
is designed to provide any output power up to the rated value of ±150 kW with a maximum delay of
0.6 ms; this is fast compared to the dynamics of the hoist motor, meaning that the low-level control is
fully transparent to the PMS.
Figure 8. Simulink model of the flywheel energy storage system.
4.4. Test Cycle
The activity of a diesel-powered RTG crane was measured for the duration of one hour during a
typical day. Among the recorded signals were the speed of the hoist motor and the container weight,
which have been used in the RTG model to simulate the operation of the crane. The characteristics
of this hour of crane operations are presented in Table 4 and represent the typical activity of an RTG
crane, consisting mainly of the combination of four basic hoist movements and their accompanied
energy flows:
1. The empty headblock is lowered over a container: a small amount of energy is regenerated;
2. The load is hoisted to a height decided by the crane operator: a large amount of energy is consumed;
3. The load is lowered in place: a large amount of energy is regenerated;
4. The headblock is hoisted back into the starting position: a small amount of energy is consumed.
During the simulation, in the first and third movements, the energy is either dissipated as heat
or, when a storage system is present, is stored in the ESS. The crane then uses the stored energy, if
available, in the second and fourth movements according to the control system implemented.
The simulation was repeated with different ESS scenarios as follows:
1. No ESS: In this scenario, no storage is installed, and all of the recovered energy is dissipated
through the brake resistors;
2. Constant power: The ESS uses a set-point control strategy where the ESS output is limited to a value
that is the average load power, i.e., pset(t) = max{72 kW, PL};
3. Proposed PMS: An ESS with the optimal control strategy proposed in this paper;
4. Infinite capacity: An ideal ESS with unlimited energy capacity and set to absorb or generate energy
with a power limit of 150 kW with no time limitations, similarly to the second scenario, but with
no capacity constraints and with the highest power limit.
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In all of the scenarios, the ESS is set to charge only using recovered energy from lowered containers
(no trickle charge, as the storage is never charged directly by the primary source). Scenario 2 is a
simple and robust control strategy, which has already been implemented [14] and replicates most
power-sharing control strategies. Scenario 4 extends 2 by increasing the power upper limit to the
maximum rating of the storage and also increases the capacity to an unlimited value, in order to
represent a simple and ideal scenario.
Table 4. Characteristics of the test cycle.
Duration 1 h
Number of lifts (container and empty headblock) 89
Energy consumed 18.24 kWh
Average load weight (container plus headblock) 19.09 t
Average hoist power (when lifting) 72.74 kW
4.5. Results of the Simulation and Analysis
The simulations produced different results depending on the scenario, with the presence of the
storage resulting in reduced energy consumption, as shown in Figure 9. With no storage, the crane
wasted a significant amount of energy in the brake resistors, as all of the potential energy recovered
from lowering the container is not being stored. The addition of the storage greatly increases the
efficiency of the system, as it enables the reutilisation of regenerated energy, and the benefits are
evident in Figure 9a. The three different control strategies used in Scenarios 2, 3 and 4 produced
significantly different results. In particular, the set-point control with constant power output reduced
the energy consumption by 35.9%; in this particular test cycle, this is the best achievable outcome for
this kind of control, as the power limit is set by knowing in advance the average power consumption.
The ideal energy storage with infinite capacity reached a reduction of 39.0%, and this is the upper
bound for a system with a power rating of 150 kW. The proposed PMS is only slightly worse than the
ideal case with a 38.47% reduction (see Figure 9b).
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Figure 9. Results from the test cycle. (a) The total energy from the primary source for the four scenarios;
(b) the percentage of reduction of energy consumption for the three storage scenarios with respect to
the first scenario.
The minimisation criteria used in the PMS also originate a significant reduction in peak power
demand, since the quadratic cost function penalises large quantities of primary supply power. This
is reflected in Table 5, where the percentage of time that the primary source is outputting more than
150 and 200 kW is shown. The proposed PMS has promising results with respect to the other control
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systems, including the scenario with infinite storage, as it effectively reduces the stress on the primary
source during peak demand. The proposed PMS limits the peak better than the infinite capacity
scenario due to the fact that the latter uses all of the recovered energy at the beginning of the lift,
causing the storage to be depleted prematurely and forcing the generator to take over for the rest of
the duration of the lift. The reduction in peak power consumption achieved by the proposed PMS
reduces the stress on the primary source and allows for the downsizing of the diesel generator or the
substation feeding the hybrid cranes; this could potentially be an opportunity for further reductions in
costs for terminal operators (in addition to the energy cost savings).
Table 5. Percentage of time that the primary source power output is over 150 and 200 kW. PMS, power
management strategy.
Scenario Percentage of Time over 150 kW Percentage of Time over 200 kW
No ESS 3.997% 0.0437%
Constant power 0.902% 0.0167%
Proposed PMS 1.365% 0.0028%
Infinite capacity 1.856% 0.0139%
An example of the behaviour of the energy storage is visible in Figure 10, which shows a slice of
the simulation when the hoist motor performs a lowering and a lifting. In the example, the energy
storage starts with around 0.4 MJ of stored energy (Figure 10b), and it recovers the regenerated power
(shown in Figure 10a as the negative power). At the end of the lowering, the ESS reaches almost
1.1 MJ of stored energy (relatively low, as it was only lowering an empty headblock), with the flywheel
spinning at around 9500 RPM. The stored energy is used in the second part, during the lift of a
container, reducing the power demand on the primary source. At the end of the cycle, the ESS ends
with very little remaining energy.
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Figure 10. Example extracted from the simulation. (a) The power flows of the three main elements
in the model; when lowering, the ESS power is equal to the hoist power; (b) the profile of the energy
stored in the ESS.
The intensity of the activity of the hybrid crane has an impact on the energy savings: low
utilisation causes lower savings due to the larger times between lifts (and consequent high standing
losses of the storage). Nevertheless, the proposed PMS optimisation process is limited to the single lift
and is not dependent on their frequency, and it is only sensible to variations in the distribution of lift
durations. Major changes in the container terminal operations could cause, for example, a reduction or
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an increase in average stack heights, leading to shorter or longer lift durations. This will need to be
addressed by recalculating the optimal strategy with the new distribution parameters.
5. Conclusions
A power management strategy has been developed that minimises the energy costs associated
with systems subjected to stochastic loads with a random duration. An optimal control problem has
been established where the cost function takes into account the variability of the load, penalising the
energy cost depending on the probability that a certain condition occurs. After accurately reducing
the search space, an HTCondor cluster has been used to perform the numerical calculations aimed at
obtaining the global minimum. A set of control strategies has been calculated for a range of possible
initial conditions, and the resolution has been increased by interpolating the results.
The calculated PMS has been implemented in a MATLAB/Simulink model of a rubber tyre
gantry crane equipped with a flywheel energy storage system; the results of the simulation show
that the proposed power management strategy performs better than existing control strategies and
very close to the ideal case. In particular, the results show that energy storage with optimal control
reduces energy consumption and peak power demand, resulting in an efficient utilisation of the limited
capacity of the storage. As the simulations show, using the proposed strategy for energy storage could
reduce the energy consumption in container ports by a significant amount, as RTG cranes account
for a large portion of the port’s total demand. The added benefit of peak power reduction could
potentially minimise the maintenance costs for diesel generators and/or reduce the stress on the
electrical infrastructure of the port.
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Abbreviations
The following abbreviations are used in this manuscript:
PMS: Power Management Strategy
RTG: Rubber tyre gantry, a type of container crane
ESS: Energy storage system
FESS: Flywheel energy storage system
CDF: Cumulative distribution function
PCHIP: Piecewise cubic Hermite interpolating polynomial
SR: Switched reluctance (electric motor)
Nomenclature
pL(t) Power demand from the load
pg(t) Power from the primary source (e.g., diesel generator)
ps(t) Power from the storage system
Ps Power rating of the storage system
Dtot Total cost associated with the energy production
D(cdot) Cost function associated with energy production
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PL Constant power demand of the load
Ws(t) Energy stored in the storage system at time t
Wmax Energy capacity of the storage system
η1, η2 Constants defining the dynamic properties of the storage system
fL(t) Probability that an event occurs at time t when defined by a distribution L
FL(t) Cumulative distribution function associated with the distribution L
α, β constant parameters that define a Gamma distribution
Appendix A
Theorem 1. Given a distribution L whose known probability density function is f (x), with x ∈ [0, T], and
whose CDF is F(t), and given continuous functions g : R→ R and u : R→ R that satisfy the following:∫ ∞
0
|g(u(t))|dt < ∞ (A1)
then the following is true:
arg min
u(t)
∫ T
0
f (t f )
(∫ t f
0
g(u(t))dt
)
dt f = arg min
u(t)
∫ T
0
(1− F(t))g(u(t))dt (A2)
Proof. A sufficient condition for the equality in Equation (A2) is that Equation (A3) is true given the
assumptions stated in the Theorem.
∫ T
0
f (x)
∫ x
0
g(u(t))dt dx =
∫ T
0
(1− F(t))g(u(t))dt (A3)
The CDF F(t) is the integral of f (x) over x:
F(t) =
∫ t
0
f (x)dx (A4)
and, given that the maximum value for x is T, it satisfies the following:
F(T) =
∫ T
0
f (x)dx = 1 (A5)
Given that f (x) does not depend on t, we can rewrite the left integral of Equation (A3) as follows:
∫ T
0
f (x)
∫ x
0
g(u(t))dt dx =
∫ T
0
∫ x
0
f (x)g(u(t))dt dx (A6)
The domain of t is [0, x], while the domain of x is [0, T]. By using Fubini’s theorem, we can invert
the order of integration (given the assumption in Equation (A1)), resulting in the following domains:
t ∈ [0, T], x ∈ [t, T]. Equation (A6) is then equal to:
∫ T
0
∫ T
t
f (x)g(u(t))dx dt (A7)
The function g(u(t)) does not depend on x and can be moved outside the inner integral:
∫ T
0
g(u(t))
(∫ T
t
f (x)dx
)
dt (A8)
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From Equations (A4) and (A5), we know that:
∫ T
t
f (x)dx =
∫ T
0
f (x)dx−
∫ t
0
f (x)dx = 1−
∫ t
0
f (x)dx = 1− F(t) (A9)
which, when inserted into Equation (A8), results in:
∫ T
0
g(u(t))(1− F(t))dt (A10)
proving Equation (A3).
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