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A Gaussian filtering method for multi-target
tracking with nonlinear/non-Gaussian measurements
Ángel F. García-Fernández, Jason Ralph, Paul Horridge, Simon Maskell
Abstract—This paper proposes a Gaussian filtering method to
approximate the single-target updates and normalising constants
for multi-target tracking with nonlinear, non-Gaussian mea-
surements and a state-dependent probability of detection. The
Gaussian approximation is based on the posterior linearisation
technique, which seeks the optimal affine approximation of the
nonlinearities in a mean square error sense. The normalising
constant is approximated using sigma-points based on the poste-
rior. The proposed approach is implemented in a Poisson multi-
Bernoulli mixture filter and compared against standard methods
to approximate single-target posteriors and normalising constants
in two range-bearings tracking scenarios.
Index Terms—Multiple target tracking, state-dependent detec-
tion probability, non-linear non-Gaussian measurements.
I. INTRODUCTION
In many applications, it is important to obtain information
on multiple targets present in an area of interest based on noisy
sensor measurements. Widely-used sensors for this purpose are
radars, lidars, sonars and cameras. The range of applications
in which information on multiple targets is relevant is quite
broad, including self-driving vehicles [1], unmanned surface
vehicles [2], space situational awareness [3] and underwater
surveillance [4]. Targets may appear, move and disappear from
the scene, so a primary task is to detect and localise the current,
unknown set of targets using the available measurements. The
main frameworks to solve this task are multiple hypothesis
tracking [5], [6], joint probabilistic data association [7] and
random finite sets [8]. Relevant connections between these
approaches are established in [9], [10].
In Bayesian approaches, all available information on the
current set of targets is contained in its posterior density, which
refers to the density of the current set of targets given current
and past measurements. Under the standard linear/Gaussian
measurement and dynamic models, there are closed-form
recursions to obtain the required posterior densities in the
above frameworks. These posteriors contain data association
hypotheses with certain weights and Gaussian single-target
densities. If the probability of detection is not constant and
measurements are nonlinear and non-Gaussian, it is possible
to use particle filtering techniques [11]–[13] and Gaussian ap-
proximations to approximate the single-target densities. While
particle filters provide asymptotically optimal approximations,
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this paper focuses on Gaussian approximations, due to their
lower computational complexity.
In order to obtain Gaussian single-target densities and
represent the multi-target posterior with sufficient precision,
the main difficulty lies in the update step. There are three
challenges: 1) obtaining accurate Gaussian approximations
in nonlinear, non-Gaussian single-target Bayesian updates,
2) approximating the corresponding normalising constants
accurately, and 3) accounting for a possibly state-dependent
probability of detection.
Gaussian approximations in nonlinear updates
can be obtained by the extended Kalman filter
(EKF) [14], and sigma-point Kalman filters, such as
unscented/cubature/quadrature/linear regression Kalman
filters [15]–[20]. These methods are based on performing a
certain linearisation of the nonlinear measurement function
w.r.t. the prior [14], [19]. However, these methods do
not account for the information contained in the received
measurements to perform the linearisation. Therefore, these
approaches generally work well, but become less accurate for
stronger nonlinearities and more informative measurements
[21]. The iterated extended Kalman filter takes into account
the measurement in the linearisation, but neglects linearisation
error [22]. We can take into account the measurement and
the linearisation error by making use of statistical linear
regression (SLR) of the nonlinear function w.r.t. the posterior
[23]. This gives rise to the iterated posterior linearisation filter
(IPLF), which is based on iterated SLRs w.r.t. the current
Gaussian approximation to the posterior. The IPLF has been
generalised in [24] to deal with non-Gaussian measurements,
described by their conditional mean and covariance matrix.
The conventional approach to approximating the normal-
ising constant is by evaluating the Gaussian approximation
of the measurement density, which was used to obtain the
posterior, at the received measurement. For example, this is
the case in the Gaussian mixture filters based on the EKF [25]
and sigma-points Kalman filters [26], and in the multiple target
filters in [27]–[30] [8, Cha. 9]. A state-dependent probability
of detection is usually approximated as a constant, fixing its
value at the prior mean [8], [31].
The contributions of this paper are the following improve-
ments to how challenges 1)-3) are addressed in the Gaussian
multi-target tracking literature. For challenge 1), we first pro-
pose the use of the IPLF based on conditional moments. The
uncertainty over targets that have never been detected usually
spreads over a large area, which implies that their first update
is likely to be highly nonlinear [21] and it would take the
IPLF several iterations to achieve an accurate approximation.
To speed up its convergence, we propose a measurement-
driven initial linearisation, suitable for a class of measurements
models. For challenges 2) and 3), we approximate the normal-
ising constant, with state-dependent probability of detection,
by drawing sigma-points w.r.t. the posterior approximation.
This technique has been used for classification using Gaussian
processes in [32] and can be seen as an instance of importance
Gaussian quadrature [33].
The paper focuses on the application of the proposed
techniques to the Poisson multi-Bernoulli mixture (PMBM)
filter [9], [34], which provides the recursion to obtain the
posterior with the standard models. We provide simulations in
two range-bearings scenarios with von Mises-Fisher (VMF)
bearings [35], and with Gaussian and Student’s t-range, re-
spectively.
The rest of the paper is organised as follows. Section II
introduces the problem formulation. Section III explains how
to approximate single-target posteriors. Section IV deals with
the approximation of the normalising constant. Simulation
results and conclusions are given in Sections V and VI.
II. PROBLEM FORMULATION
We consider the standard multi-target models [8]. Given the
set Xk of targets at time step k, each target x ∈ Xk survives
with a probability pS (x) and moves with transition density
g (· |x ), or dies with probability 1 − pS (x). New targets are
born according to a Poisson point process (PPP) with intensity
λB (·). At time step k, each x ∈ Xk is detected with a
probability pD (x) and generates a measurement with density
l (·|x), or is misdetected with probability 1 − pD (x). Clutter
is a PPP with intensity λC (·). The posterior of Xk can be
calculated via the PMBM filter [9], [34].
This paper focuses on approximating the single-target up-
dates, via Gaussian densities, and the normalising constants
that arise in the PMBM update. There are two types of single-
target updates: detection and misdetection hypotheses. Both
are performed for the current targets that have never been
detected (represented as a PPP) and, also, for the current
targets that have been detected at some point in the past
(established tracks) [9]. We drop time indices for notational
clarity and proceed to explain the two types of single-target
updates.
A. Detection hypotheses
Given the single-target prior
p (x) = N (x;x, P ) , (1)
the update with measurement z gives the single-target posterior
qd (x) =
l (z|x) pD (x) p (x)
l (z)
(2)
where the normalising constant is
l (z) =
∫
l (z|x) pD (x) p (x) dx. (3)
For nonlinear/non-Gaussian models with a state-dependent
pD (·), (2) and (3) are intractable. Therefore, the objective is
to obtain a Gaussian approximation to qd (·) and an approxi-
mation of the normalising constant l (z), which is required to
update the weights of the data association hypotheses [6], [9].
B. Misdetection hypotheses
For the update of a misdetection hypothesis with single-








where the normalising constant is
l = 1−
∫
pD (x) p (x) dx. (5)
If pD (·) is a constant, the posterior is equal to the prior
and l = 1 − pD. However, in general, both (4) and (5) are
intractable and approximations are required.
III. SINGLE-TARGET POSTERIOR APPROXIMATION
This section explains a Gaussian approximation of the
single-target posterior for detection and misdetection hypothe-
ses, see (2) and (4).
A. Enabling approximation
We obtain a Gaussian approximation to the posterior qd (·)
in (2) using posterior linearisation based on the conditional
moments of l (·|x) [23], [24]. The conditional mean and
covariance of z given x are written as
g (x) = E [z|x] =
∫
zl (z|x) dz (6)
R (x) = C [z|x] =
∫
(z − g (x)) (z − g (x))T l (z|x) dz.
(7)
Then, we write the relation between z and x as [36]
z = g (x) + η (x) , (8)
where g (x) is a nonlinear transformation of x, and η (x) is
a zero-mean noise with covariance matrix R (x). The noise
η (x) = z − g(x) is uncorrelated with x and g(x), which
means that C [x, η (x)] = 0 and C [g(x), η (x)] = 0 [37].
To obtain a Gaussian approximation to qd (·), we make the
enabling approximation
pD (x) ≈ pD (9)
z ≈ Ax+ b+ r (10)
where A ∈ Rnz×nx , b ∈ Rnz and r is a zero-mean noise with
covariance matrix Ω ∈ Rnz×nz , uncorrelated with x.
It should be noted that (9) implies that Bayes’ rule (2)
becomes the standard Bayesian update with likelihood l (z|x),
irrespective of pD. The probability of detection has an effect
on the normalisation constant approximation, as will be de-
scribed in Section IV.
Once we make approximation (9)-(10), the linear mean
square error estimator and its mean square error matrix are
available in closed-form and can be used to approximate the
first two moments of the posterior [37]. Under the additional
assumption that r is Gaussian, the posterior approximation
q̂d (·) becomes Gaussian with mean and covariance matrix
provided by the (affine) Kalman filter update [18]




(z −Ax− b) , (11)





Therefore, under the enabling approximation (9)-(10), the
accuracy of the posterior approximation q̂d (·) for detection
hypotheses only depends on the choice A, b and Ω. Different
choices of these parameters give rise to different filters [23,
Sec. II.A]. The selection of these parameters for the IPLF is
addressed in Section III-B.
For misdetection hypotheses, there is no measurement,
and the posterior is given by (4). Therefore, the enabling
approximation is just (9), which implies that the posterior
approximation is equal to the prior (1).
B. Posterior linearisation filter
In this section, we explain how we select (10). A standard
approach is via Taylor series linearisation of the measurement
function around the prior mean, as in the EKF, or via SLR
w.r.t. to the prior, which can be approximated using sigma-
points, as in the unscented and cubature Kalman filters. For a
detailed description on the choice of (10) for these filters, we
refer the reader to [23, Sec. II.A]. Linearising w.r.t. the prior
in either form is inaccurate if measurement nonlinearities are
sufficiently large in comparison with the measurement noise
covariance matrix [21].
If the prior uncertainties are sufficiently small, measurement
nonlinearities in the area of the prior are usually small, and
nonlinear Kalman filters based on prior linearisation work
well. However, the spatial uncertainty for undetected targets
(PPP component of the PMBM filter) usually covers the whole
surveillance area, as new born targets can usually appear at any
point. In this case, nonlinearities in the detection update can
be significant, and standard nonlinear Kalman filters based on
the prior will not approximate (2) accurately.
To solve the problem of high nonlinearities and be able to
deal with measurement models of the type (8), we use the
posterior linearisation filter based on conditional moments in
[24]. We first review the concept of the generalised SLR.
1) Statistical linear regression: Given a density p (·) on x,
with mean x and covariance matrix P , and a measurement
model (8), SLR provides A+ and b+ that minimise the mean

















where we have used in (14) that g(x) and η (x) are uncorre-
lated. This yields [24]
A+ = C [x, g (x)]
T
P−1, (15)
b+ = E [g (x)]−A+x. (16)









η (x) ηT (x)
]
(17)





The moments E [g (x)], C [x, g (x)], C [g (x)] and E [R (x)]
can be approximated using sigma-points w.r.t. density p (·) or
by first-order Taylor series linearisation [24, Sec. III].
2) Iterated posterior linearisation filter: The idea of pos-
terior linearisation is that, to account for the information
contained in the measurement, we should condition on z in
(14) and (18). This provides us with the best linearisation in a
mean square error sense given z, and the resulting linearisation
is given by SLR w.r.t. the posterior. This approach cannot be
applied directly because we require knowledge of the posterior
to approximate the posterior. Nevertheless, it is useful to
design an iterated algorithm, in which we perform iterated
SLRs w.r.t., the best available approximation to the posterior,
giving rise to the IPLF.
In the IPLF, we start with the prior u1 = x, W 1 = P
and calculate the SLR parameters A1, b1,Ω1 w.r.t. a density
with moments u1 and W 1, using (15)-(18). Then, we sub-
stitute A1, b1,Ω1 into (11) and (12) to obtain u2 and W 2.
Subsequently, we calculate the SLR A2, b2,Ω2 w.r.t. u2 and
W 2. The iteration continues for a fixed number of steps
or until a convergence criterion is met, for example, if the
Kullback-Leibler divergence between the Gaussian posterior
approximations at two consecutive iterations is lower than a
threshold [23, Sec. IV.D].
3) Measurement driven linearisation: As mentioned at
the beginning of Section III-B, the nonlinearities will most
severely affect the detection hypothesis of targets that have
never been detected. In this setting, it may take the IPLF
several steps to reach a suitable linearisation and there is
a higher risk of divergence. For this update, we propose a
measurement driven initial linearisation. A related approach
for particle-based methods is explained in [38]. That is, rather
than starting the SLR iterations w.r.t. the prior (1), we perform
the first SLR in the area of the state-space indicated by the
measurement.




















where Paa, Pab and Pbb are the covariance matrices of the
partitioning of x into xa and xb. We make the assumptions
• A1 The conditional moment g(x) = g(xa) = E [z|xa] is
a bijective function Rna → Rnz .
• A2 The conditional moment R (x) = C [z|x] = R is a
constant.
Under these assumptions, we can obtain a Gaussian approxi-
mation to the likelihood in variable xa by propagating sigma-
points through g−1(·) [39]. That is, given a measurement
z, we can draw m sigma-points Z1, ...,Zm with weights
ω1, ..., ωm that match the moments z and R and obtain the
approximated mean and covariance matrix to approximate








ωj (Aj − a) (Aj − a)T (21)
where Aj = g−1 (Zj).
Then, using (15)-(18), we perform the SLR of g(xa) w.r.t.
N (xa; a,A), to yield (Aa, ba,Ωa). The considered lineari-





([Aa, 0nz,nb ] , ba,Ωa), where 0nz,nb is a zero matrix of size
nz×nb, which is appended so that A1 is of dimensions nz×nx.
IV. NORMALISING CONSTANT APPROXIMATION
This section proposes a method to approximate the nor-
malising constant. We consider detection and misdetection
hypotheses in Section IV-A and IV-B, respectively. We also
discuss how the algorithm would deal with non-linear/non-
Gaussian dynamic models in Section IV-C.
A. Detection hypotheses
The normalising constant (3) for detection hypotheses is
l (z) = E
[
N (z;h (x) , R) pD (x)
]
(22)
where the expected value is taken w.r.t. the prior p (·). Apart
from Monte Carlo methods, one could compute this integral
directly using sigma-points/quadrature/cubature rules, which
would imply taking sigma-points w.r.t. the prior N (·, x, P )
[15], [18]. If the function N (z;h (x) , R) pD (x) is sufficiently
non-linear in the area where N (·, x, P ) has its mass, sigma-
points may not yield an accurate approximation. This can be
specially problematic for large P .
To avoid this drawback, we transform (22) such that we
can select sigma points/quadrature points w.r.t. the posterior
approximation, whose moments are (11) and (12). The motiva-
tion behind this technique is that the posterior approximation
has its mass in the region where the integrand in (22) is
high and the effect of the nonlinearities is less severe in this
area, improving accuracy. This approach bears resemblance to
importance sampling, where the samples can be drawn from
the posterior approximation [40]. We write (22) as












pD (x)N (x, u,W ) dx (24)
where
l̂ (z) = N
(
z;Ax+ b, APAT + Ω
)
(25)
l̂ (z|x) = N (z;Ax+ b,Ω) . (26)
Quantity l̂ (z) is the Gaussian approximation to the marginal
likelihood (normalising constant), without considering pD (·),
after we make the enabling approximation (10), and l̂ (z|x) is
the corresponding Gaussian approximation to the conditional
density of z given x. The marginal Gaussian likelihood ap-
proximation l̂ (z) is corrected by the expression inside the
integral in (24). By choosing m sigma points X1, ...,Xm
and weights ω1, ..., ωm that match the moments u and W
according to a suitable sigma-point method [18], the marginal
likelihood approximation becomes










We would like to remark that, just considering the enabling
approximation (9)-(10), the normalising constant approxima-
tion is
l (z) ≈ pD l̂ (z) . (28)
Thus, by comparison of (27) and (28), the enabling approxi-











We proceed to illustrate the benefits of the proposed ap-
proximation of the normalising constant in two examples: one
with constant pD (·) and another with state-dependent pD (·).
Example 1. Let us consider a Gaussian prior with x = 3 and




and pD (x) = 1. In this
case, g(x) = E [z|x] = 0.01x3 and R (x) = C [z|x] = 0.1. We
analyse the non-linear Kalman filter (SLR w.r.t. the prior) and
the IPLF with 10 steps, both using the analytical expressions of
(15)-(18). The obtained posteriors for z = 1.5 and the benefits
of performing iterated SLRs were illustrated in [23]. Here, we
evaluate the accuracy of the following normalising constant
approximations:
• Direct nonlinear Kalman filter approximation, which is
given by (25) with (A, b,Ω) chosen by SLR w.r.t. the
prior. This is the standard normalising constant approxi-
mation in nonlinear Gaussian mixture filtering [25], [26].
• Direct IPLF approximation, which is given by (25) with
the value of (A, b,Ω) at the last iteration.
• Approximation of (22) using sigma-points w.r.t. the prior.
• Proposed approach: Equation (27), using sigma-points
w.r.t. the posterior obtained by the IPLF.
The sigma-points in (27) are chosen according to the Gauss-
Hermite quadrature rule [26], which, in a one-dimensional
case, coincides with the unscented transform with weight 2/3
for the central sigma-point [15]. The true normalising constant
is computed by using a dense grid of points. The true and
approximated normalising constants for z ∈ [−1, 2] are shown
in Figure 1. The proposed method based on (27) provides the
most accurate approximation.
Example 2. We examine the same scenario and algorithms
as in Example 1, but with pD (x) = exp (−x/3). To compute
the normalising constant, the nonlinear Kalman filter and the
direct IPLF approximations use the value of pD (·) at the
prior mean x. The normalising constants are shown in Figure






















































Figure 1: Normalising constants against z in Example 1 (top) and in
Example 2 (bottom). The proposed approach based on drawing sigma-
points w.r.t. the IPLF posterior, see (27), outperforms the rest. The
direct IPLF approximation is accurate in Example 1, but not in Example
2. Drawing sigma-points w.r.t. to the prior to approximate (22) works
reasonably well in Example 2, but not in Example 1. The direct non-
linear Kalman filter approximation is considerably less accurate.
1. Approximating the normalising constant drawing sigma-
points w.r.t. to the IPLF posterior, using (27), is generally the
most accurate algorithm. Drawing the sigma-points w.r.t. the
prior, using (22), is also accurate though it performs worse
in the right tail. The direct nonlinear Kalman filter and IPLF
approximations perform worse.
B. Misdetection hypotheses
The normalising constant for misdetection hypotheses is
given by (5) and can be written as





where the expected value is taken w.r.t. the prior p (·). In this
case, there is no measurement, so we approximate (30) using
m sigma points X1, ...,Xm and weights ω1, ..., ωm that match









It should be noted that, just considering the enabling ap-
proximation (9) for misdetection hypotheses, the normalising
constant approximation is
l ≈ 1− pD. (32)
Comparing (31) and (32), the enabling approximation (9)









which is the expected probability of detection in the area
indicated by the prior, approximated by sigma-points.
C. Discussion on the prediction step
In the prediction step, there is no measurement, so one can
then proceed similarly as with misdetection hypotheses. We
can estimate the average probability of survival using the same
approach as in (33). Then, for the single-target predictions, we
can use the standard sigma-point Kalman filter prediction step
[15] or the generalisation based on conditional moments [24].
V. SIMULATIONS
We evaluate different approaches to approximate the single-
target posteriors and the normalising constants in a PMBM
filter. The method we use to approximate the integrals is the
unscented transform with weight 1/3 at the central sigma-point
[15], see Appendix A. We use the IPLF with a maximum
number of iterations Niplf = 1 and Niplf = 5 and a
stopping criterion based on the Kullback-Leibler divergence
with threshold 10−2 [23, Eq. (30)].
We compare two methods to approximate the normalising
constant. The first one is the one proposed in Section IV. The
second one is the standard approach in which we approximate
the probability of detection at the prior mean x and we use the
Gaussian approximation to the marginal likelihood, see (25)
[8]. That is, for detection hypotheses, we have
l (z) ≈ pD (x) l̂ (z) . (34)
For misdetection hypotheses, we have
l ≈ 1− pD (x) . (35)
We also analyse the effect of using a measurement-driven
initialisation for the IPLF in newly created Bernoullis. All
possible combinations of these approximations give 8 variants
of the nonlinear-Gaussian PMBM filters. These variants are
identified by the acronym: MxLyNNiplf , where x = 1 if
we consider measurement driven initialisation and x = 0,
otherwise, and y = 1 if we consider the marginal likelihood
(normalising constant) approximation improvement, and y = 0
otherwise. Note that the standard approach in the literature,
with the unscented Kalman filter and measurement models de-
scribed by conditional moments [41], corresponds to M0L0N1.
The PMBM filters have been implemented with the follow-
ing parameters: threshold 10−4 for pruning multi-Bernoulli
weights, threshold 10−5 for pruning PPP components, thresh-
old 10−4 for Bernoulli pruning and ellipsoidal gating threshold
50. We also use Murty’s algorithm [42] to select the hypothe-
ses with highest weights and the maximum number of global
hypotheses is 200. We also consider Estimator 1 with threshold
0.4 [34]. In the rest of the section, all units are given in the
international system.
A. Range-bearings measurements
The single-target state is represented as x =
[px, vx, py, vy]
T where [px, py]
T is the position vector
and [vx, vy]
T is the velocity vector. There is a sensor located
at [sx, sy]
T that measures direction-of-arrival, represented as





. The direction-of-arrival measurement z1
is modelled as a von-Mises Fisher (VMF) distribution [35]
l (z1|x) = V (z1;h(x), κ) (36)
h(x) =
[px − sx, py − sy]T
r (x)
(37)
r (x) = ‖[px − sx, py − sy]‖ (38)
where V (·;µ, κ) is the VMF density embedded in R2, w.r.t. the
uniform distribution, with mean direction µ and concentration
parameter κ ≥ 0. This density is






χ‖z1‖=1 (z1) , (39)
where Ia (·) represents the modified Bessel function of the
first kind and order a, Γ (·) represents the gamma function and
χA (·) is the indicator function on set A. The VMF distribution
is unimodal for κ > 0 and uniform for κ = 0.
We consider two types of distributions for the range: Gaus-
sian and Student’s t-distribution, which has longer tails. For
the Gaussian range measurement, the density of z2 given x is
l (z2|x) = N (z2; r (x) , R) . (40)
For the Student’s t range measurement, we have
l (z2|x) = S (z2; r (x) , R, ν) (41)
where S (·;µ,R, ν) denotes a Student’s t density with location
parameter µ, scale matrix R and ν degrees of freedom [43]
S (z2;µ,R, ν) =
Γ [(ν + p) /2]






(z2 − µ)T R−1 (z2 − µ)
]−(ν+p)/2
(42)
where p is the dimension of the variable z2, in our case, p = 1.
To approximate the single-target posterior and the nor-
malising constant, we need l (z|x), g (·) and R (·). Given
the state, the range and direction-of-arrival measurements are
independent so
l (z|x) = l (z1|x) l (z2|x) (43)
where l (z1|x) and l (z2|x) are given by (36), and (40) for
Gaussian range or by (41) for Student’s t range. The required
moments of g (·) and R (·) to perform SLR, see (15)-(18),




T , κ = 1000, R = 3, ν = 5.


















Figure 2: True target trajectories and sensor location (marked with a red
cross) in the simulations. Blue, red, green and black targets are born
at time steps 5, 1, 10 and 1, and die at time steps 80, 75, 60, 80,
respectively. Targets positions every 10 time steps are marked with a
circle, and their initial positions with a cross inside the circle. Targets
are in close proximity at around time step 40.
B. Multi-target models
Targets move with probability of survival 0.99 and a nearly
constant velocity model with transition density
g (· |x ) = N (·;Fx,Q) (44)











with τ = 1 and q = 0.01. The intensity of the PPP
birth process is Gaussian with mean xb,1k = [180, 0, 180, 0]
T
and covariance matrix P b,1k = diag
([
1002, 1, 1002, 1
])
, with
weight wb,11 = 1 for k = 1 and w
b,1
k = 0.005 for k > 1.
We consider Ns = 81 time steps in the simulation and the
trajectories shown in Figure 2.
The field of view covers the range interval [rmin, rmax] =
[10, 300] and all possible direction of arrivals. Clutter intensity
















= 10 is the mean number of clutter measurements
per scan, u[rmin,rmax] (·) is a uniform density in the interval
[rmin, rmax]. If a measurement z belongs to the field of view,
we have λC (z) = λ
C
(rmax − rmin)−1.
The probability of detection is







We evaluate the error of estimating the set of targets at
each time step by computing the root mean square generalised
optimal subpattern assignment (RMS-GOSPA) metric [44],
and its decomposition into localisation errors for properly





































































Figure 3: RMS-GOSPA error against time and its decomposition for
the different PMBM filter variants: measurement driven linearisation
initialisation (M1), standard intialisation (M0), normalising constant im-
provement (L1), standard normalising constant estimation (L0), number
Niplf of IPLF iterations (NNiplf ). The variants with 5 iterations
and likelihood improvement perform best. The plots for M1L1N5 and
M0L1N5 overlap. The variant with M1L1N1, not shown in the figure,
behaves similarly to M1L1N5 and M0L1N5.
detected targets, costs for false targets and costs for missed
targets considering 200 Monte Carlo runs. The GOSPA metric
has been used with parameters α = 2, p = 2 and c = 10. The
RMS-GOSPA metric errors against time and their decomposi-
tion are shown in Figure 3 for Gaussian range and several
variants of the approaches to approximate the single-target
posteriors and normalising constants.
The best performing approximations are M1L1N1, M1L1N5
and M0L1N5. This indicates that the improvement of the
normalising constant approximation and IPLF iterations, or
measurement driven initial linearisation, are important fac-
tors to improve performance. The measurement-driven initial
linearisation for new Bernoulli components has the effect
of speeding up convergence time of the IPLF. Otherwise,
we require several iterations of the IPLF to attain the same
performance. The method conventionally used in the litera-
ture, M0L0N1, shows worse performance than the previous
approximation schemes, especially in terms of missed targets.
Using IPLF iterations without using the marginal likelihood
improvement is detrimental due to an increase in false targets.
We proceed to provide a more thorough analysis, including
results for Student’s t range and the (track-oriented) Poisson
multi-Bernoulli (PMB) filter [9]. For both types of range mea-
surements, simulations are obtained by drawing samples from
the corresponding distribution. The PMB filter is implemented
with the same parameters as the PMBM filter, with a projection
of the PMBM posterior to a PMB density with Gaussian
single-target densities after each update step.
We show the resulting RMS-GOSPA errors across all time
steps and their decompositions in Table I. As before, this table
shows that the best performing approximations correspond to
M1L1N1, M1L1N5 and M0L1N5, in combination with the
PMBM filter for both Gaussian and Student’s t range. The
previous approach in the literature M0L0N1 shows higher
errors, mainly attributed to an increase in false and missed
targets for both types of range distributions. We can also see
that the errors of the filters tend to be lower with the Gaussian
range than with the Student’s t. This is to be expected as
the Student’s t has longer tails which make tracking more
complicated.
VI. CONCLUSIONS
In this paper, we have presented a Gaussian filtering method
for multi-target tracking to deal with a state-dependent proba-
bility of detection and non-linear, non-Gaussian measurement
models, described by their conditional moments. Measurement
modelling via conditional moments allows us to develop
Gaussian multiple target tracking algorithms for a broad class
of measurement models, including von Mises-Fisher and Stu-
dent’s t-distribution. To deal with strong nonlinearities, we
use the iterated posterior linearisation filter for the single-
target updates and we approximate the normalising constant
via sigma-point integration w.r.t. the posterior.
For updating the information on targets that have never been
detected (PPP part in the PMBM filter) with large spatial
uncertainty, we have introduced the use of a measurement-
driven initial linearisation to speed-up the convergence of the
iterated posterior linearisation filter. The proposed methods can
be directly extended for multi-target tracking algorithms based
on sets of trajectories [45].
A possible line of future work is to develop methods to
take into account a state-dependent probability of detection to
compute the Gaussian posteriors. This can be useful in situa-
tions where the probability of detection varies significantly in
the area where the posterior has non-negligible mass.
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APPENDIX A
For completeness, this appendix reviews how to select
the sigma-points using the unscented transform [15], which
is the method of choice in our simulations. Given (1), we
choose m = 2nx + 1 sigma-points X0, ...,X2nx with weights
ω0, ..., ω2nx such that

























where i = 1, ..., nx, ω0 is a parameter that corresponds to















In this appendix, we provide the required moments of g (·)
and R (·), see (8), to perform SLR, see (15)-(18), for the range-
bearings measurements in Section V-A. The expressions for
Gaussian range and Student’s t range are given in Section
B-A and Section B-B, respectively.
A. Gaussian range
If the range has Gaussian density (40), and the direction-
of-arrival measurement has VMF density (36), the moments
of g (·) and R (·) can be obtained as [36]
E [g (x)] =
[





C [x, g (x)] = [A2 (κ) C [x, h(x)] ,C [x, r(x)]] (54)































B = C [h(x), r (x)] . (58)
It is also possible to select the enabling approximation (10)
independently for each sensor [32], [36], which is more
suitable for a large number of sensors. For large κ, there can
be numerical inaccuracies to calculate An (κ) and In/2−1 (κ),
which can be avoided by using their asymptotic approxima-
tions [35, Eq. (10.3.5)-(10.3.6)]. The moments of h (x) and
r (x) in (53)-(56) can be approximated using sigma-points.
B. Student’s t range
The conditional moments of the Student’s t range measure-
ment z2 given the state, see (41), are




R, ν > 2. (60)
We therefore require ν > 2 such that both conditional
moments are defined and we can apply the filters based on
conditional moments.
Equations (59) and (60) imply that the cross-moments (53)-
(55) remain unchanged for Student’s t range, and (56) becomes
E [R (x)] = diag
(
A2 (κ)
κ
I2 +
[
1−A22 (κ)− 2
A2 (κ)
κ
]
× E
[
h (x)hT (x)
]
,
ν
ν − 2
R
)
. (61)
