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ABSTRACT
Two methods are presented for use on an electronic 
computer for the solution of partial differential systems.
The first is concerned with accurate solutions Of 
differential equations. It is equally applicable to ordinary 
differential equations and partial differential equations, 
and can be used for parabolic, hyperbo li c or elliptic systems, 
and also for non-lin ea r and mixed systems. It can be used in 
con junction with existing schemes. Conversely, the method can 
be used as a very fast method of obtaining a rough solution 
of the system. It has an additional advantage over traditional 
higher order methods in that it does not require extra boundary 
cond i ti o n s .
The second method is concerned with the acceleration 
of the con ver ge nce  rate in the solution of hyperbolic systems.
The number of iterations has been reduced from tens of thousands 
with the traditional L a x - We nd ro ff  methods to the order of twenty 
i terati o n s .
Analyses for both the differential and the difference 
systems are presented. Again the method is easily added to existing 
programs.
The two methods may be used together to give one fast 
and accurate method.
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1. GENERAL INTRODUCTION
1.1 Introduction and historical survey
-  1 -
The discipline now known as "computational fluid d y n a ­
mics" appears to have as its date of birth the year 1910* when 
L.F. Richardson presented his historical paper (1) to the Royal 
Society. Richardson used as his examples the iterative solution 
of Laplace's equation, the bi ha rm on ic  equation and others. His 
"computers" were boys, being paid at a rate proportional to the 
number of correct calculations carried out. He combined all of 
his proposed methods into a large scale practical example, but, 
because of the small number of time step calculations which were 
performed, the instability present in one of his procedures was 
not dis c ov er ed  at the time. This fact serves to highlight the 
state of affairs in that numerical methods and their corresponding 
st ability analyses must proceed together.
In 1928 Courant, Friedrichs and Lewy published their 
classical paper (2 ) in which they es tab lished certain existence 
theorems and uniqueness theorems for partial differential systems. 
Although the authors were primarily interested in using finite 
dif fe ren ce formulations as a tool for pure mathematics, their 
work has since become the "cornerstone" for modern practical 
finite difference solutions.
Until the arrival of the el ectronic computer in the 
1940s, the emphasis in numerical methods had been on the "jury-
-  2 ~
type" elliptical problems (where the problem is solved over the 
whole field simultaneously). The first study of the numerical 
solution of a viscous fluid dynamics problem was presented by 
Thom (3) in 1933. He studied the viscous flow a r a u n d - c i r c u 1ar 
cylinder, for which some analytical solutions are possible for 
compari s o n .
In 1938 Shortley and Weller (4) presented what was 
bas ically an improved version of Richardson's method, using over 
relaxation. They also included, for the first time, an i d e n t i ­
fication and analysis of the convergence rates.
During the Second World War, J. von Neumann and others 
at the Los Alamos Scienti fic  Labo ra tor y in the USA had done much 
work on the dev e lo pm en t of the first ele ctr on ic computers, and 
their app lication initially to ballistic problems. A considerable 
amount of effort was given to the co nsideration of convergence, 
numerical stability and the uniqueness of the solutions. Much 
of the work carried out during the war was classified as secret, 
and, in 1946, Southwell (5) presented a relaxation method which 
clearly fulfilled two aims. Firstly, it obtained a better rate 
of convergence, and secondly, it succeeded in making the work 
more interesting for the human computers. This latter was because 
they had to scan the computational mesh for the largest residual(s) 
and update the solution accordingly. In fact, this advantage 
becomes a dis advantage when the method is applied on electr oni c 
computers, because scanning the grid of mesh-points would take 
longer then the arithmetic involved. Thus, electronic digital 
computers provided an incentive for the further development
. of the Liebmann variation of Richardson's method. In
1950 Frankel (6 ) presented the method now known as "successive
over relaxation" which is still widely used for elliptic problems.
As the el ect ron ic computer begun to become available
so the centre of interest moved from elliptic (usually steady-
state) problems to parabolic (time dependent) problems. This was 
because it became feasible to attempt time de vel opm en t problems. 
The most  well known of the many parabolic methods to be published 
in the 1940s was in the Crank-Nicol son paper (7 ) published in 
1947. Although this (Crank-Nicol son method) is still used in 
many methods published at the present time, it uses a very simple 
formula for calculating the next tirne-like step, and is perhaps 
better suited to human computers than to electronic digital 
computers. This situation may become reversed, when parallel pr o­
cessing becomes widely available.
In the early 1950s, the wartime work carried out at Los 
Alamos began to be published, including von Neumann's (8 ) famous 
cr iterion for stability of parabolic finite difference equations, 
and a method of analysing a linearised system.
In 1955 and 1956, Peaceman & Rachford (9) and Douglas 
& Rachford (10) presented their al te rn at in g- di r ec ti on -i mp li c it  
(ADI) method for parabolic systems of equations which allowed 
an ar bi tr ari ly large time step for stability (but, of course, 
not for a c c u r a c y ) .
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Although the fundamental paper dealing with hy perbolic 
systems had been presented as early as 1928 (by Courant, Friedrichs 
and Lewy), little work appears to have been done on them until 
the mid 1950s. The 1928 paper presented a necessary stability 
criterion, that the finite diff er enc e domain of dependence must 
include the continuous (i.e., differential) domain of depend enc e 
The simplest and earliest method for hyperbolic equations is that 
of Lax (11) in 1954. This was improved in the Lax - We nd ro ff  (12) 
method (1960), improved again in two step methods such as 
Richtmyer's (13) (1963) and M a c C o r m a c k 1s (14) (1969). Lax's 
1954 paper also presented an argument for writing the system in 
co nservation or div erg en ce form - that is returning to the physics 
of the problem and wr iting the equations by analogy to Newton's 
law of conservation of mass, mo me nt um and energy rather than 
expanding the terms to a " n e a t '1 mathematical formulation. This 
form is es pecially important in calculations involving shocks.
Taylor (15) remarks that the ma jor it y of the current 
work done on hyperbolic systems is being carried out at Los Alamos, 
where "almost unlimited res ources are available". These include 
the £a rt ic le  £n £ell (PIC) method of Harlow and others (16) and 
the jixplosive l_n £ell (EIC) method of Mader ( 17) ( 1964 ). These
arid other methods include tr eatment of fluid / f l u i d  boundaries 
as well as discontinuities.
Only these latest methods have dealt with equations 
which make use of the power of the computer, rather than just 
purely putting well proven methods onto the computer to do the 
mundane and methodical calculat io ns more rapidly. The two methods
-  5 -
presented herein use the computer to a greater benefit during 
the solution of the system.
The method presented in the first part of this paper 
allows the computer to solve a given partial differential system 
(where system is understood to include a set of partial d i f f e r e n ­
tial equations and the nec essary and sufficient boundary conditions) 
to any required degree of accuracy. Part of this des cription has 
been published previo usl y by the current author (18). In the 
second part of this paper a method is proposed which will solve 
hyperbolic partial. d*if terenti al s.ystems up to two orders of 
ma gni tud e faster than existing methods. The obvious combination 
of the two methods therefore presents a very fast and very a c ­
curate solution of partial differential systems.
1.2 Introduction to higher order methods
Higher order methods (HOMs) are of interest not only 
as such, but also because of the fact that an improvement in a c ­
curacy will lead to a situation where larger grid steps can 
produce the same (lower) accuracy. Therefore a balance between 
accuracy and grid size will lead to an optimised method.
For elliptic equations, classically second order 
d i ff ere nci ng is co nsidered adequate, giving(in two dimensions) 
a simple five point differe nce  formula. (The “Mehrstel 1en" 
methods have improved this to a certain extent). On a unit square, 
in order to solve Laplace's equation to a normalised accuracy
of 10~ 6 , a grid of 1000 x 1000 points is required, that is to say, 
a mesh size of 10- 3 . If each iteration on each grid point requires 
only 3 mu lt ip li ca tio ns (ignoring additions), that gives a total of 
o f  3 x 1 0 6 per iteration, and so 33 iterations give an u n r e a s o n a ­
ble 10 8 mu ltiplications. A fourth order method would require a 
grid of 30 x 30 points, a grid size of .03 giving 900 grid points 
and 89.000 mu lt ip li ca ti on s for 33 iterations. Clearly a sixth order 
method needs only a 10 x 10 grid, 300 mu lt ipl ica ti ons per iteration 
or 10.000 for 33 iterations. Clearly this would reduce the c o m ­
putation time from hours to seconds.
The solution is un fo rt una te ly not as simple as this. One 
of the problems encountered in using higher order methods is that 
the ma jo ri ty  of them need additional boundary conditions. This 
fact often proves to be a major hurdle, as these additional 
boundary conditions must be compat ibl e with the (as yet unknown) 
solutions. This is a numerical effect and usually has little to 
do with the physics of the problem - save in the conservation of 
matter, mo me ntu m and energy. This effect can easily be de mo ns tr at ed  
by considering a simple example. The equation
- 6 -
has a solution : 
tu = u 0 e .
Only one boundary condition is needed in order to quantify u 0 , 
(which is normally considered as an initial value). When solved 
"numerically" with a first order method, again one condition is 
required. The solution of the simple difference equation
-  7 -
V l  ’ uj  = At uj 
i s
u j+l = uj + A t >
and once again if u 0 is given then the problem is completely 
solved. When solved numeri ca lly  with a second order method such 
as a centred difference, then the difference equation is
Uj+1 ~ Uj “ l = 2At UJ
which would require both u 0 and Uj in order to provide a complete 
solution (or any two equivalent conditions). In general, with an 
Nth order differential equation and an Mth order difference method 
(M-N) ^ t r a  conditions must be conjured up. The method presented 
herein does not have this drawback.
2. DESCRIPTION OF THE METHOD
2 . 0  Introducti on
In this section a method is described for achieving a 
numerical solution of a differential equation to any order of 
accuracy. It is capable of giving a degree of accuracy bounded 
only by the accura cy of the computer used, if necessary, but is 
more likely to be used as a method of obtaining fourth or sixth 
order accuracy in place of first or second order previously.
A corollary of a higher order method is a method yielding the 
same (low) ac curacy with fewer nodal points - that is with less 
computational effort.
The method is easily applied to all types of partial 
differential equations, but in order to make its utilisation 
clear, first its use is demonstr at ed by solving an ordinary 
differential equation.
To avoid the use of a computer initially, a simple 
linear second order ordinary differential equation is taken, 
which has a well known algebraic solution. This equation can be 
reduced in discrete variables to a simple linear second order 
di ffe ren ce equation, also with known solution.
Consider the second order linear harmonic ordinary 
differential equation
-  9 -
( 1 )
d x 2
to gether with the boundary conditions
f.‘(x = 0 ) = 0
f  (x=4) = i
(2 )
This equation can easily be shown to possess the exact solution
a difference re pr ese nta ti on must be found for the second deriva-
t d ^  f •
tive, ----  . The most wi del y used discrete form is obtained by
d x 2 '
expanding f in a Taylor series about some point x at intervals h, 
as follows
f ( x + h ) = f (x) + hf'(x) + —  f"(x) + —  f ' " ( x )  + 0 ( h M  (4 )
2 6
f(x-h) = f (x ) - hf'(x) + —  f"(x) - —  f ‘ " ( x )  = 0 ( )  (5 )
2 6
where primes denote d i f f e r e n t i a t i o n  with respect to x.
Adding these two expressions and subtracting 2f(x) yields
f (x + h ) - 2 f(x) + f(x-h) = h 2 f "(x ) + O(h^) (6 )
We now introduce some notation for the discrete variables. Let
f (x ) = A sin-rrx + B C O S ttX (3a)
which the boundary conditions then reduce to
f ( x)  - sin-rrx (3b)
In order to solve the system (1) and (2) numerically,
- 10 -
xj  = J h j = 0,1 ................N (7)
f j  = f ^xd^ ( 8 )
sxf j = f (xj +h) - 2 f (Xj) + (9 )
Using this notation, our original differential equation (1) can
now be written as a second order difference equation, namely
s V .  + h 2 i r 2 f ,  = 0 ( 1 0 )
X J  J
correct to order h 2 .
The differe nce  equation (10) is also linear, and by com 
parison with (3a) can be shown to have the solution
fj = A s i n ir A j + BcosirAj (11)
and on applying the boundary conditions
f 0 = 0
f N = 1
( 1 2 )
the solution becomes
f j  = A s i n tt A j  (13)
A = 1
si n(— )
2h
A = -  si n " 1 (— ).
- 11 -
Expanding X in a power series in h gives
rs 1  
IT
= h
i t  + l i t i  + i ! t i  + 0 ( h 7)
2 24 480
1 + rc2h 2 +
12 240
+  0  ( h 6 ) j
(14)
(15)
It can im mediatley be seen that the solution (13) is
f  j  =
1
sin —  (1+ 0 (h 2 )) 
2
s i n tt h j 1 + 0 (h 2 ) j (13a)
That is to say, the solution is formally accurate to second order 
in h. The most usual way of express! ng thi s fact is to write
f (x ) = f • + 0 (h2 )
but instead of an additive order function a mu lt ip li ca ti ve  func 
tion can be defined by writing f(x) = a f . B where a = 1 + 0 (h2 ).
vi
This idea forms a basis for the higher order method.
2.1 Ap pl ic ati on  to ordinary differential equations
In order to improve the accuracy of the solution, that 
is to make the numerical solution closer to the exact solution 
(3), there are several options available. More points can be 
taken in the dif fe ren ce exp res si on (9), and this is perhaps the 
most common tool used. Mul tistep methods such as the Runge- Ku tt a 
scheme, and combinations of the continuous and discrete f o r m u l a ­
tions are also used. Here, rather than doing this, we return to 
the formula for the second deriva tiv e of f.
- 12 -
Consider a new app r ox im at io n to -----  given by
d x 2
d  2 f  V
S - I  = a —  ( 1 6 )
d x 2 h 2
where the coeffi ci ent  a has yet to be determined and will p r o ­
bably be a function of x.
Rewriting the di ff er enc e equation (10) by using the 
defi nit ion  ( 1 6 )  then leads to the following equation :
2  2  t t  2
5x f j  + —  f j  ■ 0 <1 7 >a
This dif fer en ce equation also possesses an exact solution, 
namely
f. = a sinttyj + b co s7ryj (18)J
and then upon applying the bounda ry conditions (1 2 ), this reduces 
to :
fj “ a sin-iryj
a = --- ---- (19)
s i n
2 h
-  2 . -  1 r f h xy - —  sin — ) .
tt 2  / a
This solution is similar to (13); in fact, it is the 
same if a = 1. With a dif ferent value for a we can, naturally, 
obtain di fferent solutions, and with the "right" value this can
be the exact solution of the ordina ry differential equation (1 ).
d 2 f
- 13 -
The ou tstanding problem is how to evaluate a to give this exact
solution. By choosing a we are able to ensure that the solution
(19) is the same a t  t h e  -point  x .  as the solution (3b) of e q u a ­
te
tion (1). By comparison it can be seen that the choice should 
be such that
a = 1 t h a t  i s
which reduces to
= h
sin (^-) = 1 
2 h
(2 0 )
( 2 1 )
ft
r
and hence
u = -  s i n " 1 (-^-) = h 
¥ 2 / a
( 22 )
l e a d in g  to
irh 
2a =
irh
(23)
It should be noted here that in the limit as h 0, then a ->• 1, 
and hence this fo rmu lat io n is consistent.
k
Truncating the power series in h for a after a given 
number of terms yields a di ffe re nt accuracy. For example, for 
a given value of h, by using re sp ec ti ve ly
= 1
a = 1 +
12
(24)
(25)
- 14 -
„ = 1 + (26)
12 240
a solution correct to order h 2 , h 4 and h 6 can be calculated.
As an illustration of this fact, figure 1 is presented. 
This figure shows a plot of log(k-n-h) (horizontally) versus 
1o g ( m a x | e r r o r | ), where k is the frequency. The four curves r e ­
present the values obtained for second, fourth, sixth and eighth 
order methods. The figure clearly de monstrates that the error is, 
in fact, proportional to h to the power 2, 4, 6 or 8 respectively, 
as is shown by the gradient of the lines. By means of this figure 
the nec essary grid me sh- si ze to give some prescribed error at a 
fr equency k can be determined.
By contrast, figure 2 shows the same plot of log(kirh) 
versus 1o g ( m a x | e r r o r | ), but on this occasion the solution was 
evaluated using a CII Mitra 15 computer, whereas the data for 
figure 1 was ca lculated using a Control Data 6500. (The Mitra 
has four or five digit accuracy. By comparison, the CDC carries 
about 15 significant digits). This illustrates clearly that, of 
course, the method is limited by the accuracy of the computer 
used. Second, fourth, sixth or eighth order accuracy can be 
achieved provided that this is within the ma chine accuracy.
In this case, no solution can be obtained with an error better
-  7
than 10 .
In general, the differential equation will not possess 
such a simple solution, and then neither will the difference
- 15 -
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equati on possess a simple solution. We would then resort to solving 
the eq uation num er ica lly  by means of an electronic digital computer. 
That this method is ideally suited to solution by computer will 
become obvious in what follows.
It will be recognised that, so far, this procedure only 
seems to be useful when the so lution is already known. This is 
not the case, and some al ter nat iv e methods for calculating a are 
de ve lop ed below. If the solution is defined on some given interval, 
or is known to be a harmonic function, Fourier analysis can be 
helpful. The discrete Fourier tr ans f or m is defined as follows.
Given a function f(x) which is periodic on an interval 0 < x < X, 
where the interval is divided into N+l points such that Nh = X, then
N/2
£
n = 1
 , n
f(x.) = a 0 +  a cos2'irnx. + bn sin2irnx-j (27)
J n = 1 I J n J J
where x^ = (j-l)h j = 1 ,...,N+1
? N
a n = —  £ f (x .) cos 2 tt n x • n = 1 ,...,---- 1 (28b)
N j = 1 J 2
N/2
1 n N
—  £ f(x.) COS 2i -  X
N j=l J 2 ’
(28c)
„ Z E f ( x i ) s i n 2 irnx 
N j = l
n = 1 (2 8 d )
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Now, by rewrit ing  equation (16) as
<
j*
h2 d2 f
a - d x 2 ' "2 r
6 X j
(29)
with a Fourier series ex pansion for f, it is possible to evaluate 
the nume rat or of this expression. Hence, it is possible to evaluate
a. The second der iva ti ve can be approximated as the limit as h 0, 
name 1y
<52 f .d 2 f
d x 2
an-
« lim x j  _
N/2
h->0 h 2
( 2it ) s  n2 ( a cos2irnx- + b s i n2irnx , )  ( 30 )
P ^  'I J  n j
N/2
E (cos2'irnh~l)(a cos2irnx.+b sin2irnx.) (31)
n=l J n j
Hence ,
- (2 tt h )
N/2
E n 2 (a cos2Trnx-+b sin2irnx_.) 
n = 1 J J
N/2
E (l“C O s 2irnh)(an c o s 2nnx-H-bn s i n 2TTnx.)
n = l
(32)
If a n = 0 for all n except ap, and b n
( 2irh ) 2 p 2 a cos 2irpx ■
_______________r___________vJ_
( l - c o s 2 i r p h ) a c o s 2 T T p x -r J
= 0 for all n
a =
( 2 irhp) 
l - c o s 2 Trph
' ( trhp) 
s i n tt h p ^
( 3 3 )
a
which is of a similar form to equation (3 3 ).
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If we have more than one of the coefficients a , bn 
non zero, then a will be de pen d en t on these coefficients and it 
is therefore necessary to find a way to compute these. One such 
a way is to solve the diff ere nc e equation setting a = 1 to get 
a first app rox imation to f- of order h 2 . Then use this f. to cal-
J  J
culate a better appr ox ima tio n to a in equation (32) repeating 
this process if necessary.
In the case where the solution sought is known not to 
be periodic, or nothing is known about the harmonic properties 
of the solution, then the above Fourier analysis may not be 
helpful, and then some other means for evaluating a should be 
u s e d .
Returning to equation (29) for a suggests that a can
be determi ned  if the second deri va tiv e in the numerator can be
evaluated. Using a process similar to that described above, if
we first solve the dif fe r en ce  equation obtained by setting a = 1
we will have some knowledge of the form of the solution, it is
d 2 fquite feasible to use a higher order expression for
d x 2
example
, for
j
d 2 f
d x 2 12 h 2
’- ( f .1 + 2+ f .i - 2 ) + l 6 ( f J + l  + f l - l ) - 3 0 f 1l + O( h^ )  ( 3 4 )
Then substituting this expression into equation (29) 
produces a second app rox im ati on to a which can then be used to 
produce a second ap pro xi mat io n to f*. Again, this procedure can
J
be repeated until no differe nce  is obtained between successive
- 21 -
values of f.. It appears, in the various cases tried to date, 
that three or four iterations prove adequate. A non centred 5 
point differe nce  would be used at j = 1 and j = N - 1.
Using ma t r i x - o p e r a t o r  notation, and superscripts in 
pare nth ese st o denote the iteration level, this procedure can be 
written briefly as follows. Let
(T— )i ' Sx f i (35)
e.g. as given by equation (34) (36)
-  J  j
( Pf )  =
3 d x 2
Equation (5) can be written as
Tf + h27r2I f  = b (37)
where I is the unit matrix, and jb contains the boundary condi 
tions . If
Tl -  1 + h2 tt2 1 (38)
then equation (37) becomes
T il = k  (39)
The iterative scheme for £  will then be :
( 1 )
T if = b (40)
( ! )  ■ ( 1 )  ( 1 )  ( 4 1 )
D T xf = Pf
( 1 ) ( 2 )
D Tjf = b (42)
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(k) (k) . (k)
D T xf = Pf (43)
(k) (k + 1 )
D T xf = b (44)
where equations (40), (42) and (44) are used to solve for f and 
then equations (41) and (43) are used to evaluate D, which is the 
diagonal matrix with elements a j .
If, in this sequence { f ^ ) }  and corres pon di ngl y { D ^ ^ >
k is a number larger than 4, then some acceleration technique
should be applied. For instance, an over relaxation expression
of the form
(k) (k) (k)
D — ( 1 “* co) D +o)d
f k )where d v ' is the result of solving an equation of the form (43) 
for D .
It is st ra ig htf orw ard to show that, if the sequence of 
iterates { f ^ ) }  tends to a limit f" say, then this limit is a 
higher o r d e r  solution. Assuming that a limit exists, then equations 
(43) and (44) become
d" J 1i A = Pf" (45)
D "  Ti I X = £  ( 4(5)
and hence
Pf" = b (47)
that is, the solution of the iterative procedure is the solution
- 23 -
of equation (1 ) using a fourth order approximation for the second
derivative. For example, if P is chosen to use all the N = J L
Z h
points of the solution, then the solution f will be Nth order 
correct in h. If the solution is a polynomial of order m, where 
m < N, then the solution will be exact.
The extension to include first order derivatives is 
similar. To solve the equation
d 2 f d f
5 - 1  + 21 2 1  + kf = 0 (48)
d x 2 dx '
a second order di ff er en ce  for the first derivative is introduced 
with an unknown coefficient, 3 ,
df
dx
- 3 ^  (49)
2 h
or if D 2 is the diagonal matrix with elements 3 , and T 2 is the 
operator :
(T*!)j ■ f j + 1  - fj.i (50)
then equation (48) becomes in discrete form
Tif + h £ T 2f + h 2 kIf = _b (51)
or i f
Ti + h* T 2 + h 2 kl = T 3 (52)
T 3 f - b (53)
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The equation cor res ponding to equation (41) is
t o
D 2 T 2f = P 2f ( 5 4 )
leading to the iterative system 
( 1 )
T s l  = k (55)
(1 )  (1) (1) 
D T jf = Pf (56)
(1 )  (1) (1 )  
D T 2f = P 2f (57)
( 1)
D Tj + ht  D2
( 1 )
T + h 2 kl f = b
1 ( 2 )
(58)
and so on. Here P 2 is some higher order difference operator for 
the first order derivative.
The advantages of using such a scheme are immediately 
clear. To solve equation (55) for jP requires the inversion of 
the matrix T , which is a tri-diagonal matrix, i.e., the only non 
zero elements are the diagonal and one element to each side of 
the diagonal. There exists a well known algorithm for inverting 
such a matrix, which requires much less work than inverting the 
matrix P which has more non zero elements, and may even have no 
zero entry.
that, although the accuracy of the solution may be fourth order 
or higher, the method only requires two boundary conditions, as 
would be expected for a second order differential equation. It
A further and imp ortant advantage of this scheme is
-  25 -
is more often the case that higher order methods require more 
boundary conditions than the differential equation, and d e t e r ­
mining these extra boundary conditions sat is factorily can involve 
a dispro portiona tel y large amount of work.
2.2 Some results with the method
To show how quickly the iterative procedure outlined 
above converges to the high order solution, the following examples 
were used :
1) with a - 1, h = 0.05, a five point formula such as equation 
(45), gives immediately ; a = 1.00205,
which is the correct value as given by equation (23);
2) with a = 1, h = 0.01, equation (45) gives a value :
a = 1.000082
which again is correct and so there is no need for iteration;
3) taking a too small, namely, a = 0.1 and h = .05, only two
iterations are required. The second order solution gives : 
a = 1.020562
first iteration yields 
a = 1.002015
and a second iteration results in 
a = 1 . 0 0 2 0 5 2  
as example (1 ) ;
4) taking a too large, a = 10, with h = .05 as in example (3), 
gives on success ive  iterations :
a = 1.000206, a = 1.002056, a = 1.002052.
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These four examples show clearly, provided the value of a is
irh
2 /a
< 1 , that anysuch that y exists in equation (2 2 ), namely 
value for a causes the procedure to converge rapidly to a high 
order solution.
With relaxat ion  these sequences can be made to converge even 
more rapidly.
3. APPLIC AT ION  TO PARTIAL DIFFERENTIAL EQUATIONS
3.0 Introduction
The extension of this approach to the higher order s o l u ­
tion of partial differential equations is reasona bl y simple. In­
stead of our m u l t i p li ca ti ve  variables a etc being simple constants 
or functions of one variable, they will now be more complicated 
functions of two or more variables, and we will have one such 
coe ff ici en t for each derivative.
For the sake of clarity, the three basic types of 
partial differential equations will each be treated separately to 
show some of the features peculiar to each and how our higher 
order method copes with them. The first type treated is parabolic 
e q u a t i o n s .
3.1 Paraboli c equations
As an example of a parabolic equation, consider the 
linearized form of the Burgers equation :
u t + Uux = Uxx (5 9 >
where subscripts t and x denote partial differentiation, U is a 
given function of x and t, and some boundary and initial conditions 
are prescribed. Writing
u i + 1 " u i-1u = 3 - + 0 ( h 2 ) (62)
x 2h
k k k
u i + i " 2u.- + u . ,
u = a - i ------------- j -i l i  + 0( h 2 ) (63)XX h2
where a ,  3 and y are unknown functions of x and t, leads to the
. k + 1
differ enc e equation for u. :
J
k+1 k o k k
uj = uj  - u (Xj>t k) -  —  <u j +l - uj - l )
a k k k
+ ;  ^  ( uj + i  " 2uj  + uj - i ) ( 54)
Setting the coefficients a, 3 and y to unity will lead to a 
solution for u correct to order x + h 2 . This solution can then 
be used to dete rmi ne new values of these coefficients a ,  3 and y 
to obtain a better approxi mat io n to the solution of equation (5 9 ) 
following the procedure used above in section 2 .2 .
In order to understand how this procedure is carried 
out, consider equation (59) with U(x,t) = 0, which is then the 
well known and well studied di ffu si on equation. The form of d i f ­
ferencing de sc rib ed  above by equations (61), (62) and (63) then 
leads to the explicit dif f er en ce  equation
- 29 -
■*> If we now prescribe the following initial and boundary conditions
^  u ( x sO ) = x  + sin2TT(jox
I u (0 , t ) = 0 (6 6 )
i*
u ( 1 , t ) = 1
r
pi then the exact solution of the differential equation
u t “ uxx (67)
i s
"4fr2w 2t
u (x j t ) = X + e s i n2iro)X . (6 8 )
The exact solution of t h e d i f f e r e n c e  equation (65) subject to 
the initial and boundary conditions (6 6 ) is 
k k
Uj = jh + c sin27Twjh (69)
where
£ = 1 - 4s s i n 2n(uh (70)
and
s = —  -  . (71)
h 2 Y
Comparing equations (6 8 ) and (69) it can be seen that the exact 
value for c is
•“4 tt2w2t
C ex = e ■ (72)
To give these variables some numbers, let 
h = 0. 1; t  = 0.004; to = 1 .
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C = 1 -  0 . 4  s i n 2 O.lu = 0 . 8 4 7 2 1 3 5 9  
which should be compared with 
C = 0 . 8 5 3 9 2 3 5 0 .
t. X
Using a three point formula for the numerator of y (correct to 
order c 2 = 0 . 0 0 0 0 1 6 )  and a five point formula for the numerator 
of a (as in the definition of a ,  equation ( 2 9 ) ) ,  y = 1 . 0 9 0 1 7 0 0  
and a = 1 . 0 3 1 8 3 0 5 ,  giving
C v = 0 . 8 5 5 3 8 9 8 2a  3 y
which is a better value.
Repeating this procedure gives
C v = 0 . 8 5 4 6 3 7 6 4U 3 y
which is a further improvement, and already correct to order 
h + t 2 .
At the end of the section above on ordinary differential 
equations it was pointed out that, whereas most other higher order 
methods need extra boundary conditions, this method requires no 
auxi liary conditions. The scheme uses only those conditions which
are given as input to the problem. In general, with an n^*1 order
. t h .
di ff ere nc e for an m order der ivative, an extra (n-m) condition
must be artifici all y defined. In many cases the sa tisfactory 
d e f i ni ti on  of these non-physical boundary conditions can require 
as much work as the solution of the rest of the problem. An ar ­
bitrary choice can often render a well posed problem ill posed.
Then,  w i t h  a = y = 1,
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As an example of this, consider again equation (59)
u t + Uu x = \ x  ( 5 9 >
We have a first de ri vat iv e with re sp ect  to t, a first and a second 
with re spect to x. Thus we need one condition (in this case it is 
an initial condition) in t and two in x. The difference f o r m u l a ­
tion (65) has a first dif fe ren ce with respect to k, and a second 
differ enc e with respect to j. Therefore, it requires one initial 
condition and two boundary conditions, the same as the original 
differential formulation. If, on the other hand, for a more a c c u ­
rate solution, second order d i ff er en ci ng  for t and fourth order 
for x are used, then two initial conditions and four spatial b o un ­
dary conditions are required. However, the statement of the p r o­
blem provides only one initial and two boundary conditions, so the 
remaining conditions must be invented. With the present higher 
order scheme, the equation is writ te n as in equation (65) exactly 
as if the for mulation were first order in time and second order 
in space. The effect of this is that precisely the same number of 
conditions is required for the di ffe ren ce system as for the d i f ­
ferential system. The same is true for equations of elliptic and 
hy perbolic type. This is ob vio usl y a very valuable side effect of 
the method. When extra (auxiliary) boundary conditions are added 
in di sc ri mi na te l y then the problem can soon become ill posed, with 
the result that the solution 'blows u p 1 or diverges, even when 
the continuous solution is bounded.
Another useful effect of this method is the following.
If the d i ff er en ce  in the de no mi na to r of an expression like equa-
tion (29) is evaluated at time level k + 1, then the resulting 
system is ' i m p l i c i t 1. All ca lculations are done using an explicit 
scheme, but the converged solution will be as if the scheme were 
implicit. Thus the scheme becomes independent of time-like step- 
size. An additional advantage of an implicit scheme is that it 
adds in the space-like coo rdi na te conditions at the new level 
immediately rather than working out the interior points i n d e p e n ­
de nt ly of the boundary conditions and including them afterwards.
Some results of all these effects are shown in some 
examples. Tables 1, 2 and 3 illustrate the rapid increase obtained 
by the application of this method to the diffusion in dif ferent 
forms. The five rows of these tables are :
1. the computed values of the solution obtained by applying the 
standard second order in space, first order in time, implicit 
di ffe ren ce and proceeding to a time t = 0.4;
2 . the exact solution at time t = 0.4;
3. the absolute value of the error, that is the difference between
lines 1 and 2;
4. the values given by cal culating the coefficients and correcting 
the solution at time t = 0.4;
5. the remaining error, the diff er enc e between line 2 and line 4.
Table 1 shows the results for the diffusion equation
Uj. = u x x - The boundary conditions applied are such that the solution 
is defined at each boundary (Dirichlet problem). It can be seen 
that line 1 is second order correct in h, and line 5 is fourth 
order correct in h.
■r
A
S-l
s
r
K
CQ
<c
-  3 3
t—!
!
I—I o \—I
CM CO cn CO
LO to CO COcn t—1 cn i—i CO
• O LO O' LO
CM o r-H ooo CTt O cn
«—t CM cn
T3 CO ■o- 00
O CO CO co cn r-~.
SZ • CO 1—1 CD o4-> CO t—1 CM »—iCD oo CO o oo
E * * * •
•P ;
•r—
L> CO r*i CO o•i— IT) \—! COi— r^ r-. CO T--i COi—1 Q_ • C\J LO r^ -
E LO r-J co »—1II *r* h-. 1"-. o I-''.
i—1 t—I
II .
X , *—i t—1 cn
—- II : CM LO to cors to o CO CO O'"
X • CM CO co r-^
O : CO r—I r-H
! CD CO o COII • * • •
0 A
t
i CO CO CO I—1
ii i—i 03 r-H COLO CM CM cn co" ' • LO cn LO COo CO t—4 ■d* t—J
ii LO LO o LOX • . .
33
X
$= «—1 <—I cn «=j-sr CM LO CO co•I— o CO CD -d-00 ’ CM oo CO r-»CO t—1 M- t-H
+-> O ■=3*
X csj i * . .
1= 1= ____  _________  __
£3 1
•r— CL)
00 + CO r-H CO o
+  X LO t—J M- COX CO r-» CO <—1 CO11 CM LO I"-.
II LO r—I co <—i
CO CO CD CO
+-> . . . .
O  «
II X - -'
4->
33 t—1 CM cn
33 CO M- CO r-.C OJ CO CO cn r--
O • I CO i—I co o■r- CO i—I CM rH4_> i CM CM o CM=5 1 • . .
<— 1
X o l
X to i
33 i CM CO cn COLO CO CO COII U <—1 t--1 CO V I COns * i ° LO ■vf- LO-P X CM o *—1 o33 LQ t—4 «—1 o r-H
■p "O
o 0)4->M- cd "d" ---- O “O't—1 • X . o cu .
33 CU OS --- s- rs
oo
.0
00
30
0 
.0
00
56
8 
|. 
.0
00
 
78
1 
i. 
.0
00
91
7 
.0
00
91
7 
!.
 0
00
91
7 
1
.
00
07
81
 
1.
00
05
68
 
.
0
0
0
3
0
0
- 34 -
h
tr
’"K
r
o
II
UJ
DQ
<C 
I—■
OII
X
Xt=a
* I—ui
+
<N
X
oII
CM
I
:x:x
4->rs
~aosz
4-5
a>
E
4-5
a.
E
Xo
4-5
<1
X 
1= cI
4-5C4
1=I
<u
+
CM
X
4-5
r>
X
co
•r—
4-5rs
oCO
4->Oa3
X
CO
00
o o CO o o
r—I f—i o 1—i o
osCVI oo oo 1-4 CMLn LO OO LO i—1r—4 as 1-4 CO 1-4o LO LO oCO r-4 t-4 i—1 oCO CO o CO o
os1—1 CM CO o CMCO 00 oo asCO oo cs 1—f CMCO t-4 LO 1—1 oO'. LO CM LO oCO LO o LO o
CO 1-4 0-- OS CMLO I—1 "3- i—! asr-. LO t-4 OO CMCM LO t--. LO o'Cj- o 00 o oLO LO o LO o
1-1 CM css o CMCM LO LO iHo O0 LO o 00CM CO OO co oCM I-'- •=d- O'. o'vl- CO o oo o
co LO r^ - O'­ os1-4 OS 1-4 er) LOCM CM CS as 00LO OS LO CO ot-4 LO LO oCO CM O CM o
t-4 CM OS o CMCM LO LO rHO OO LO o OOCM CO OO oo oCM f'-' 'd* r^ . oCM 1—i o rH o
,
00 I—1 I'-' OS CMLO 1 - 4 *d- l—1 asLO i-4 CO CM
C M LO r^ . LO oO oo o o1-4 1—4 o I—1 o• * * • •- ---- . - ....... - , .. .
o 1-4 OS OS1—1 CM CO css CMCO c o CM 1—1CO OO os 1-4 CMoo r-4 LO t-4 oI-" LO CM LO oo O O O o
00 OS OS Or-4 CM 00 i-4 CMLO LO 00 LO i—1«—1 OS r-4 CO i—lo LO ■M' LO ooo i—1 t-4 t-4 oo o o o o
•
rs
4-5Ofd •x rs 0) or
re
ct
ed
 
' 
u
.4 
'
03------  . a; .--- . ... u
-  35 -
b
k>-
A
L
>
">
u
*
o
tl
CQ
<c oII
oII
X
rs
o
ii
o
11
-P
CVJ
I
•P
rs
p 00 LO
T—1 LO OO
cn OO ■=3-
CVI LO CVJ
• p r~H -=d-
r—1 LO
i
LO
1
o
—......
p OO 1—1
00 00 o
o o o
cn oo o CVJ
• LO I—1 -=d*
LO LO o
- o • • .
o I 1
—^ j r
T—1 -p
(U LO p X—1
X £ OS p oo
*>—- LO I—1 LO
P CO CO ' p o
----s «t— • LO cn >=d-
«-H O LO LO o
+  - l- . . .
£T I— 1 i
CVJ Q .
£  
•i— i—1 oo cvi
i—i CVJ OO p . cn
o CVJ i—i
00 i—1 p cn p CO
o  • • LO LO oo
(J LO LO o
II • ■ .
-p 1 1
cvi X
t= < ~ " " ‘ ‘ “ ■
- . .
Cvj oo 00 LO-■— II o LOH cn CO co+ -p LO oo COcr O • cn CVJ oo
CVJ ■p LO o
i 1
cu
LO LO
cn LO o osr -■—> OO o LO—^>. t—1 LO P oo LOr-J + O « ■P p . o
I EC . Vj- oo
CVJ CO • . o_- 1 1
II
o 42CO cn CVJc P o oo
p CVJ cn cvj
CVJ cn n3 =3- CO oo LO
CO fc= • co i—i LO*a oo CVJ
O) . • •
j n i 1
X  o
CVJ fo
<u *d- LO CVIp p LO cn
<h OO ooCVJ CO LO LO cnX x • «—1 OO t—t
CVJ CO OO o1 1 • •1 1 1
4-■> cvj
" X
X p CVI LO
' 11 00 oo cn
3 LO r-H LOrs CVI p r-H OO
£T • CVJ *d- r-H
O CVJ CVJ O
•r— CU • . .
-p  p 1 I
rs rd
t— P
O  OO
LO *=3* LO <—1
>0 CVJ CVJ o
+-3 X5 1—1 cn 00 cn
O  CCS . cvj cn LOto as CVJ CVI oX -P T—J i—i o
UJ CO
1 i
‘ " -P
•
o
"sd* rd —
X «—i . X • to
rs CD 3 ---
oo
lo
LO
tH
LO
I
p .
p .co
o
I—J
LO
CVJOO■vf
d -
cn
LO
cvj
cvi
LO
p .
LO
LO
cn
co
o
cn
CVJ
LO
LO
LOoo
co
p
■=d-
CVJ
«=d-oo'Cf
t—J
p
p
co
LOoooo
ooo
LO
J—I
"'d"
CVJ
cn
LO
o
OO
.0
0
0
3
3
4
 
.0
0
0
4
9
8
 
. 
.0
0
0
5
1
1
 
.0
0
0
4
4
0
 
.0
0
0
3
5
0
 
' 
.0
0
0
2
8
1
 
.0
0
0
2
4
9
 
.0
0
0
2
5
5
 
.0
0
0
2
8
9
 
.
0
0
0
2
7
8
-  36 -
A
■'/)
CQ
<=t
*'
H-
Xrsrs
p
rs
!---1 o o o
L O CM 0 0
LO p cncn s j - L O 0 0
• P CM s t -
cn cn o
r-H t-H o
CO CM r—1
s f - CO LO
0 0 s f - p LO
• CM cn CM
OO CM O
oo oo O
o L O s f
r-H r—H o o P
p s i ­ o OO
V • c s cn r-H
s j - oo O
X
V
s f s i - O
<—1 1 CVJ
P cn oo
s j - CO LO
LO <3- CO LOo • o o CM O
oo 0 0 o
II LO L O o
rs -  .. ..............
s t* r-H p
• * LO p r-H
L O S t* s f O
• P p o
r H |  CM H r-H o
L O LO o
II • • •
X
r-H OO CM
CM o 0 0
«-H | CM s i* O LO ■=3*
• LO L O O
II cn cn O
LO LO Ors * * •
• o CM 0 0 LO
■=d- cn LO
CO p LO cn
«—• | CM • r-H CM o
P p o
V P p o
X - - ■ - - . _ .
cn o r-H
r-H L O s j - CO
CM p St* L O
ii • LO CO r—i
sj* sj- ors CO 00 o
H
o
CO s t* cn LO
c  11 CD CM CMo r-H CO r-H OO
•1- p • CM LO OO
p  <] CM CM o
•r— cn cn o
TS • .
ST
O
U
r-H . .
r— • o r—1 t—1 o
fO
•r— II
P
■ r- X
c  <
l—i L O LO
• LO P  LO
X p  • to •
p  II re ii --------
O  P X  P to
o  rs 0) rs 
...... .... .,
--------
Table 2 demo nst rat es that the correction procedure can 
easily be applied to equations with a "source" term. In the d i f ­
fusion equation (67), the only co efficient or correction factor 
that needs to be calculated is the ratio ^  . For an equation with 
an additional (possibly constant) source term, then as well as the 
ratio , the actual value of y is needed.We have used y for the 
correcti on to the time d e ri va ti ve  and a for the coefficient of the 
space derivative. Once again, it can be seen from line 5 that the 
solution after applying the procedure is correct to order + h \
Table 3 is included in order to show that this method 
is also applicable to equations with de rivative (Neumann) boundary 
conditions. The ma ximum of the absolute value of the error does 
not occur at the boundary, and the "corrected" solution is correct 
to fourth order in h, even at the boundaries.
As a slightly more co mplicated example, Table 4 shows 
some results for the non linear Burgers equation. Since most non­
linear problems are solved by iteration, the fact that our method 
might require three of four iterations is no hindrance. The two 
types of iteration are carried out at the same time.
3.2 Elliptic equations
To be able to demons tra te  that this procedure works 
equally well for elliptic partial differential equations, the 
Laplace's equation was solved on computational grids of various 
mesh-sizes. Some results for this are presented in Table 5. These
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results suggest that the method is at its best when solving e l ­
liptic equations. This may be ex plained by the fact that these are 
solved by iteration, and, as was pointed out above, the iterations 
can be combined.
100 points square on the unit square, that is, a mesh size of 0.01, 
after 250 iterations of the succes siv e over relaxation process, 
the solution showed a very large average error. (By average error
square, after 250 iterations of the S0R process, the average error 
was 0.001864 and 33 CPU seconds ( on a CDC 6500 computer) were 
required. Finally, for a very coarse grid, of only 10 points square, 
33 iterations of S0R yielded a reason abl y accurate solution, and 
a further 80 iterations using the higher order metho d gave an a v e ­
rage error of 0.000186, and needed only 9 CPU seconds. In other 
words, by using this correction procedure, the accuracy can be im­
proved by an order of accuracy in one quarter of the time. Other 
results are included for grids of 20 x 20 and 30 x 30 points. 
Obviously, wh ich e ve r method is chosen, the finer the mesh the finer 
the resolution of the solution. However, if the corrections are 
applied then the solution is more accurate yet.
The explanation of Table 5 is as follows. For a grid of
N N
we mean For a coarser grid of 50 points
3.3 Hyperbolic equations
As an example of a hy perbolic partial differential e q u a ­
tion co nsider the "non viscous" form of the Burgers' equation. It 
is most often with hyperbolic equations that auxiliary boundary
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conditions have to be invented. The differential equation is of 
first order, and it is rare that a first order solution will 
suffice. For symmetric problems, period ic ity  conditions can provide 
extra information but in general this is not the case. Since our 
method for higher accuracy does not require any auxiliary c o n d i ­
tions, this problem is not encountered.
Table 6 presents the results for this procedure, the 
lines repr es ent ing  the same qu antities as Table 1. It is not e x ­
pected that a solution correct to 10“7 would be used in many 
circumstances, but this example serves to illustrate that the 
higher order method copes with all three types of partial d i f f e ­
rential equations which fact is of use when the equation can 
change type with time.
It is sometimes ne cessary to exercise a little caution 
when the equation or system of equations being solved is expected 
to produce a steady state solution, that is, when one (or more) 
of the der iv ati ves  may tend to zero, or if one (or more) of the 
de riv ati ve s passes through zero.
Equation (64) was written in such a way that we have
devided th roughout by y ,  which is a ratio of the high and low order
de riv ati ve s with respect to t. Clearly, in the steady state
—  = 0, and therefore y is a ratio of z e r o  to zero, and division 
St
by zero must be avoided. However, if we have reached a position 
<\ 11
in time where —  = 0, then a steady state has been reached, and 
St
no further computation is necessary.
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In the case where a spatial derivative has a zero, 
and ca lculation is required, no mo di fi ca ti on of the general pro 
cedure is needed. Consider, for exampie, the simple first order 
partial differential equation
— = x - y - -  (73)
3x 3 y 4
with bounda ry conditions
u (x - 0 ) = -i (2y2 - 3y) 
4
u(y=0) = I  x (x - 1) 
2
(74)
This has as exact solution
u = A  x (x - 1) + —  (2y2 + 3y) (75)
and as derivatives
■2M = y + I
3y 4
Clearly, if we arbitrarily write our partial difference equation 
in the di ff er enc e form
u (ui + ij ' u i j ) " -T (uij ' u i j - l ) = x ‘ y " 7
or, on simplifying
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(x - y - -)
4
(76)
then solving as a first order method, with a = 3 = 1 , presents 
no problem. Taking h = 0.1, the values obtained by the first three 
time-like steps (in the y direction) are given in Table 7. As we 
know the solution, it can be seen that this formally first order 
solution is also exact. However, if we now were to try to obtain 
a better solution by the calcula tio n of the coefficients a and 3 
then the numerator of a will have a zero at x = 0.5. It was stated 
above that no m o di fi ca ti on  of the basic method is necessary. Clearly, 
if during the course of calcul at ion  a position is reached where
B U
—  = 0, then we v/i 11 again have zero divided by zero. On insoection 
9 x 1
of 3 and evaluation of the right hand side of the equation (73), it 
can be seen that the equation is satisfied identically, and, c o n­
sequently, no improvement can be expected. Therefore, calculation 
should proceed to the next step. This is a direct result of the 
fact that the method is consist ent  (see equation (23)).
this method might not be anticipated. It is essential to be c a r e ­
ful when choosing a lower order scheme with which to start the 
procedure. For example, to solve the hyperbolic equation
with u(t=0) = x 2 , by the widely used Lax's method, gives, as d i f ­
ference equation
Another reason for exercising caution when applying
ut  + ux = 0 (77)
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The e x a c t  s o l u t i o n  o f  t h e  d i f f e r e n t i a l  e q u a t i o n  ( 7 7 )  i s
2
u = (x - t) ( 7 9 )
The exact solution of the dif fe r en ce  equation (78) is
n 2 2 2 
(jh - nx) + n(h - t ) (80)
2 2 2 
= (x - t) + n(h - t ) (81)
It can be shown that, at a given position x, the differential 
equation possesses a decreas ing  (with t) solution, while it is 
quite possible for the co rr esp ond in g difference equation to have 
a solution which increases with time. For example, with h = 0.1 
and t = 0.01, the following three phenomena can be seen from 
Table 8. Firstly, at j = 1, the true solution is a decreasing 
solution and the numerical s_olution is increasing; secondly, at 
j = 5, the true solution decreases while the numerical solution 
remains constant; and thirdly, for j greater than 5 the numerical 
solution behaves like the actual solution. Consequently, when a 
value for the deri va tiv e ~  is calculated for a second a p p r o x i m a ­
tion to the solution, this can be positive, zero or negative ! 
This can lead to some very unexpected results.
higher order method is equally applicable to any of the three
diff ere nt types of equations, and indeed also to nonlinear or 
mixed type equations.
3.4 Summary
The three sections of this chapter have shown that the
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Since in real life the differential equations encountered 
are most often (highly) non linear, and possibly of a type which 
changes as the solution progresses, an iteration approach such as 
this one brings an immediate benefit. For example, solving the 
equation
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ut + u u x - v u xx
would normally be accomplished by means of the following difference 
equation :
n+1 n n n  n T n n n
“ ■ = Uj '  ^  UJ ( u j + i  '  V i >  + v ^  ( V i  ■ 2 u j  + V i }J J
The coeffi cie nt of the first difference 
u is here ev aluated at the old time level and a completely e x ­
plicit scheme used. The use of an implicit method would imply 
solving a non linear system of alg eb r ai c equations which would 
require much iteration for even a low order solution. This explicit 
formula is not applied at the boundaries, the boundary conditions 
are inserted after the calculation of the remainder of the field. 
Not only would our higher order metho d use the existing iteration 
procedure to increase the ac curacy of the solution but also, it 
would use the boundary conditions as part of the solution process.
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4. FAST METHODS
4.0 Discussion
Although section 3 dealt with a method in terms of a high 
order of accuracy, it should be pointed out that there is always 
a balance between the number of points used (proportional to the 
amount of computational work needed) and the accuracy attained.
For example, a so called second order method on the interval (0,1) 
with ten points will give an accuracy (normalised) of 0.01, with 
twenty points .0025, with 100 points .0001, etc. Therefore, in­
stead of calling our method a higher order method, it could be 
called a method using less points or less work. That is to say, 
if no more accuracy is wanted, the same solution can be obtained 
with much less effort.
It was shown in section 3.3 that it is possible to solve 
nu me ri cal ly hyperbolic partial differential systems to any order 
of accuracy. However, the time develo pm ent  of hyperbolic equations 
is very sensitive to boundary conditions, and therefore even more 
sensitive to the auxiliary (artificial) conditions. It is s o m e ­
times the case that the exact time history develo pm ent  of the 
solution is not of particular interest, but only the steady state 
solution (if one exists). Then solution with a very dissipative 
numerical scheme such as Lax's is possibly an advantage, since 
the numerical vi scosity which it injects adds stability. In this 
way, it reduces the dramatic effect of slightly inaccurate 
boundary conditions. It is re lat ive ly easy
- 49 -
to construct schemes which add in a numerical viscosity but lead 
to the correct steady state solution as t «>.
This artificial damping will hold the solution from 
'blowing up' but will not nec ess ar ily  lead to any acceleration 
in the convergence to a steady state. With this in mind we now 
consider methods where accuracy is not of prime importance in 
the time development, but only the final, time independent, s o l u ­
tion is of interest. By their very nature, hyperbolic equations 
have no inherent damping. An equation of the form of equation
(77) has one ch ar ac te ris ti c direction, namely at 45 degrees to 
the x axis. Any si ngularity is propagated along this c h a r a c t e r ­
istic with neither attenuation nor growth. Also, in the case of 
equation (77) there are two relevant conditions, an initial 
condition and ONE boundary condition at the minimum value of x.
By solving equation (77) numerically, any singularity 
in the initial conditions can be attenuated, amplified or simply 
propagated into the field. With Lax's scheme, for example, taking 
equal step size in the two dir ec t io n leads, in theory, to a s o l u ­
tion which neither decays nor grows. In practise, due to c o m ­
puter r o u n d - o f f ,'equal 1 step sizes may well lead to a diverging 
solution. Taking the time like step size greater than the space 
like step violates the CFL condition, leading to an unstable 
solution.
In the next section a method is presented which both 
complements and supplements the method of section 2. It is c o m ­
ple mentary in that it provides no time accuracy at all, and
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su pp lem ent ar y in that the two methods used together can give a 
very rapid convergence to a very accurate steady state. (Using 
the two methods together gives a solution which is accurate in 
terms of a transformed time variable). Alternatively, the higher 
order methods can be included as the steady state is reached.
Again the method is best described by means of a simple example, 
where, because the example is linear, detailed convergence rate 
and sta bility analyses can be carried through to find the optimum 
conditions to give the most rapid convergence to the steady state.
The Na vie r-S to kes  equations of fluid dynamics can be 
approx imated to the boundary 1ayer equations near a solid/fluid 
interface, and to the Euler equations in the flow regime far from 
any interface. Much work has been done in the field of the bo un­
dary layer equations (see for example the method presented by 
Hill (19) in 1974), and so the next section concentrates on the 
inviscid Euler equations.
The steady two- or three-dimensional Euler equations can be 
solved as a hyperbolic problem in one space variable with respect to 
the other space variable(s). The time dependent problem can also be 
solved as a hyperbolic problem in time with respect to space. The 
method presented here aims at avoiding the spatial solution by taking 
it as a pseudo time dependent problem and achieving a steady state.
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5 - A RELAXATION METHOD FOR HYPERB OLI C EQUATIONS 
5 . 0 Introduction
The hy perbolic system of partial differential equations 
which is encountered most fr equ en tly  in fluid dynamics is the 
system describing inviscid fluid flow, known as the Euler equa^ 
tions. For two spatial dimensions; the Euler equations are 
wr itten as follows :
+ ( p u ) + (pv) = 0K t 'r '' x ' - ’' y
(Pu ) t + (pu2+ p ) x + (puv)y = 0
(pv)t + (puv)x + (p v2+p)y = 0
E^ + [u (E+ p) 3x + [v(E+p)l w = 0
being a continuity equation, two momentum equations and an energy 
equation, respectively.
The system can also be written in a shorter "vector" form, 
which in two dimensions looks like
3W r aF , aG = 0
at ax 
where
9y
" p '
f \
p u ' pv 1
pu p u 2 + p puv
w = F = ' G =
pv p U V p V 2 + p
E . u (E + p ) .v(E + p),
Indeed, this vector form can also be used to describe the viscous 
Navier-Stokes equations if F and G contain some extra terms.
In a steady state, the system of equations can be solved 
as a system wh ich is
1) hyperbolic if the flow is supersonic,
2) parabolic if the flow is sonic, and 
3} elliptic if the flow is subsonic.
This fact makes the number of bounda ry conditions to be applied 
an unknown function of the solution, which is not a very desirable 
situation.
A further di sad va nta ge of solving the time independent 
equations is met in cases where there are pockets of reversed 
flow. A reverse flow region will occur in corners in the b o u n ­
dary geometry, or other such places where there is an adverse 
pressure gradient. Solving a subsonic problem without reversed 
flow requires phys ic all y only boundary conditions from upstream 
whereas solving with some reversed flow will necessitate some 
condition(s) from down st rea m in addition. In other words, the 
problem of where to apply the boundary conditions can only be 
solved after the flow direction is known and of course, the 
flow direction is a function of the boundary conditions.
These problems can be avoided by using the time dependent 
system of equations.
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5.1 Relaxation applied to differential equations
The basis of this accelera ti on procedure is best i l l u s ­
trated by means of an example in one space dimension and one time 
dimension. Therefore, consider the first approximation to the 
Euler equations, namely the acoustic equations :
pt  + ux = °
ut  + PX - o.
These first order equations can be rewritten as second order e q u a ­
tions, namely
p tt " pxx = 0
u tt - % X  = °-
Both forms of these equations show that the system is hyperbolic, 
since a wavelike solution exists of the form 
i 0 ( x ± t )
p = p o e
i a ( x ± t ) 
u = u 0 e .
In such a solution, as t tends to infinity, the wavelike nature 
of the solution is preserved. However, the reason for solving time 
dep en d en t equations (in this context) is to find a steady state.
By solving a differential system which has no inherent 
at tenuation with a numerical scheme with an 'artificial viscosity' 
then a steady state can be found. For example, the solution of 
the hyperbolic equation
u t + U u x = 0
by Lax's method is equiva len t to solving the diffus io n-l ike  equa- 
ti on
u t + Uu x - “e u xx
which has introduced an eff ective artificial diffusion coefficient
A X 2 A t  . . 2  a  = -----  - .—  u
e 2 A t  2
Because the equation being solved is now parabolic and no longer 
hyperb oli c in nature, it is possible to find a steady state s o l u ­
tion as t tends to infinity. This steady state solution is the 
solution of the ordinary differential equation
U u x = a e u xx
and therefore not the solution of the original hyperbolic equation.
Such di ss ipa tiv e schemes are widely used to find s o l u ­
tions to hyperbolic systems, yet obviously there is no guarantee 
that the steady states of the two (differential and difference) 
systems will coincide. Also, although convergence to some steady 
state is assured, the rate of convergence might well require a 
large amount of computational work. (The ‘steady state' of such a 
simple equation as above is somewhat trivial). The method here d e s ­
cribed not only guarantees convergence, but at a very fast rate. The 
con vergence rate of any iterative system can be charact eri se d by 
the coe fficient of t appearing in the exponential function. Three 
basic cases exist :
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1. a purely imaginary coe ffi ci ent  causes any disturbance to pro ­
pagate with neither damping nor growth;
2. a positive real part of the coeffi ci ent  amplifies any 'error'
causing the solution to diverge;
3. a negative real part of the coefficient attenuates any 'error'
and causes the solution to converge, the larger the c o e f f i ­
cient the faster the convergence.
Rather than implici tly  modify the differential equation 
by using a dissip ati ve numerical scheme, it is proposed to modify 
the differential system ex pl ici tly  in order to add some sort of 
damping term. The rate of damping is described by the coefficient 
of t appearing in the exponential function, as above. By d e f i n i ­
tion, for hyperbolic systems, this coefficient is imaginary, being 
the root of a quadratic equation. If another equation and another 
de pe nd en t variable are introduced, the resulting equation is cubic, 
and therefore has three roots. If the coefficients of the cubic 
are all real, then at least one of the roots will be real, and 
the other two either real or complex.
Since in a physical problem it is the pressure term 
which reduces a fluid to its mechanical equilibrium state, an 
artificial pressure term is introduced here in order to provide 
a third equation which will lead to an attenuation of wave-like 
disturbances. The rate at which this equilibrium state is reached 
can easily be determined from a Fourier type analysis of the 
s o l u t i o n .
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The simple hyperbolic system
p t + u x = 
ut + px = 0
has a steady state solution :
'
u = g dx
P = 0 .
By replacing p in the second equation by a pressure-like variable
q, the rate at which this steady state is attained can be improved
An additional equation for this new variable q must now be i n tr o­
duced, such that q -> p as t -> «>.
Consider the system
P t  + u x = g (x )
ut + qx = 0
qt + Aux + i  (q-p) = xg(x) 
where t has the dimen si on of time.
The role of x can most easily be seen by considering this third 
equation alone, with u constant with respect to x and p constant 
with respect to t. Then the third equation can be reduced to
qt + 7 (q-p) = *g(x)
This ordinary differential equation has the solution 
+•
q = A e T + p +  xAg(x)
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and so, in this case, the larger the value of t the faster the 
rate of convergence will be. The effect will be the same in the 
full system, but it will not always be possible to derive a d i f ­
ferential equation with analytic solution.
Returning to the three equation system, a similar a n a­
lysis can be executed. By cross differenti ati on,  this system can
be reduced to a single equation in q, as follows :
q tt " Aqx x ) t + "t (q tt"^xx) ~ °*
Then by writing q in Fourier components as
a t  i a x  
q = q 0 e e
the following equation is found
a ( a 2 + Aa 2 ) + ~  ( a 2 + a 2 ) = 0
From the three equation system it can immediately be 
seen that the steady state solution of this system is identical to 
'that of the two equation system. This formulation can be made 
slight ly more general by including a convective term in the 
'residual' (q-p) in the third equation, by writing
q t + X U X + y(q - p ) x + A  (q - p) = Xg
the ch ara c te ri st ic  polynomial becomes
a [ a 2- + Aa 2 ) + i a y ( a 2 + a 2 ) + ( a 2 + a 2 ) = 0
By defining some new variables this equation can be simplified. Let
k be a 'stretching factor', and let
then the polynomial becomes 
+ u Z ^  + X Z + 0) = 0 .
Since it is a cubic equation, this polynomial possesses
three roots. These three roots can be all real, or one real and
two complex, if w is real, or all three complex if w is complex.
For stability, it is required that the real part of z is equal
to (neutral stability) or less than zero. This can be shown to
be the case if \  > 1 and > 0.
_  r
Consider first the case where there is one real root 
and a complex conjugate pair, i.e., = 0. Let these roots be
Zi and z r ± z ^ . Then, by the conditions on the coefficients of 
a cubic equation
+ 2z^ = -ti)
2 Z ! Z r + z \  + Z? = X
z i ( z r  + z i ) =
The cubic can be rewritten as 
z 2 + lZ = -  oj
z 2 + x
from which it can be seen that |z| is less than w if \ >_ 1. 
Assume w r > 0. By the third equation z x shows the same sign as 
-w, and hence z 1 < 0. Then 2z r = - w - z ls giving
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z r < 0 if ] z | < to , which yields
X >_ 1.
A similar analysis applies when all three roots are real, or all 
three are complex.
Figures 3 and 4 show the behaviour of the roots of the 
cubic polynomial. Since it is only the real part of the root which 
plays any part in the con ve rgence (or stability) of the solution, 
the absolute value of the real part of z is plotted for various 
X and oo.
Figure 3 shows some three dimensional plots of z plotted 
against the real part and the imaginary part of w for various 
values of X. The missing case of x = 1 results in two imaginary 
roots and a third root equal to -w.
Since only the root with smallest real part determines 
the rate of convergence if the solution, figure 3, presents only 
the smallest root. For x <_ 5, the smallest root is the real root, 
and so the curves are smooth. For x >_ 5, the smallest root is i n i­
tially the real root as w increases from zero, then the real part
IX - 3of the complex root becomes the smaller where w = 3   .
V 2
By the symmetry of the problem, it can at once be seen 
that the roots are symmetric with respect to the imaginary part 
of w about to.j = 0. For large values of , the real parts of all 
three roots tend to zero and therefore there is only interest 
in the range 0 <_ 10.
FIGURE
L AMD A =1 0 . 0 LAMDA =13 .0
LAMDA = 9 . 0 LAMDA =12 . 0
LAMDA = 8 .0 LAMDA =11 .0
FIGURE 3b
iFIGURE 3c
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Figure 3 shows- cl early that the maximum real part with 
respect to the imaginary part of u is always at the place where 
this disappears, that is, where co is real. The figure also shows 
that the maximum of z with resp ect  to the real part of u is at 
A - 9, where co = 3/3 and z = 73.
Figure 4 plots the real part of all three roots for
various values of x . Since from figure 3 it was noticed that the 
ma ximum of z is where w is real, only the real parts have been 
p l o t t e d .
The plot for A = 5 shows that the roots intercept at 
the maxim um  of the one root.
The plot for a  = 9 does not show very clearly the in te r­
section due to the fact that the on-line plotter has a finite a c ­
curacy, and the intersection occurs at irrational values, namely 
w = 3^3 and z = /3.
The spurious vertical lines appearing in the plots for
A >_ 13 are due to the fact that the roots are found by an ite r a­
tive (Newton's) method, and are found in a different order for 
diff ere nt values of o>. For these cases where A <9 , it can i m me ­
diately be seen that there are only two real parts, in other words 
the roots are one real and a complex conjugate pair, whereas 
for A > 9  there are certain values of w which give rise to the 
situation where there can be three di sti nct  roots, all of which 
are real. For the most rapid co nv erg enc e the largest value of the 
smallest root z is needed.This occurs where the roots coincide, 
which is at z = / 3 , w = 3/3, a  = 9.
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Since by adding one equation to the system, the c h a r a c ­
teristic polynomial is now capable of possessing all real roots in 
place of all imaginary roots before,in effect the system has been 
transf orm ed from a hyperbolic system into a n e 1 1 iptic o n e , in the 
tr ansient (time dependent) solution of the problem. Naturally, 
it is now possible to apply any diff er enc e scheme to the solution 
of this system in order to find the required steady state solution 
- which is now certain to exist. The higher order method described 
in sections 2 and 3 above is ideal, in that the differential f o r ­
mu lat ion  contains the ne cessary damping terms. As with other 
schemes, it will be shown in what follows that the rate of c o n ­
vergen ce can further be improved (or indeed worsened) by suitable 
choice of difference scheme. Many diff ere nc e schemes will lead to
exactly the same ch ara cte ri sti c polynomial developed here for the
differential case. This means that the fact that the optimum 
conditions have been found for the roots of this equation,can be 
used to optimise the various di ffe re nce  schemes.
A more complicated system of equations can even be
shown to lead to this same cubic ch ar ac te ris ti c polynomial. The 
three dimensional 'acoustic' equations can be reduced to this 
equation as follows.
Consider the five equation system
P t  +  u x  +  V y  +  w z  =  0
ut + qx =0
vt + qy =0
wt  + q z = 0
q t + A (ux+Vy + w z> = ” ‘T (q " p )
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The corres pon di ng ch ara ct e ri st ic  polynomial is then the result of 
sub stituting the relevant Fourier components into the eq uation
tt v ^ ) t  + 1  ( i t t  - v V  =  0
which with
at iax i 3y i"y z 
q = q o e e e e
gi ves
+ A ( a 2+ 3 2+ Y 2 ) +
Defi ni ng
(a 2+ 3 2+Y 2 ) ^
a 2 + (y 2 + 3 2+Y 2 )j = 0
Z =
t/{ a 2 + 3 2 +Y 2 )
gives again
z ( z 2 + a ) + w (z 2 + 1) = 0
This is exactly the same equation as that derived above for the 
one space dimension system. Therefore, the same results presented 
in the graphs of figures 3 and 4 can be applied, and we can r e s ­
trict ourselves to the one dimensional form of the equations.
Since the new variable q has been introduced as a 
pr es sur e-l ik e variable, some information must also be provided 
concerning this variable. The only assumption made so far is that 
the steady state condition is such that q = p ;  that is, that the 
residual (q - p )  tends to zero. The most rational condition to
2
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apply with regard to initial and boundary conditions is to co m­
mence with no residual and also to impose this criterion on the 
b o u n d a r y .
Starting with no residual, that is with q = p and taking 
A = 1, the solution obtained is identical to the solution of only 
the original hyperbolic system. This is then a useful reference 
case for difference schemes. With dissip ati ve numerical schemes, 
where a steady state solution can be found (through a method which 
damps any initial disturb anc e) , setting A = 1 will yield the 
number of iterations which would normally be required. Not only 
can this method be used with computational schemes which add no 
artificial viscosity term (either explici tly  or implicitly), but 
also it can add stability to procedures which would otherwise be 
unstable. Starting the co mputations from initial conditions with 
the residual (q - p) di ffe ren t from zero will immediately yield 
a non zero residual and may sometimes accelerate the convergence 
in the initial stages.
It can be seen that the stability and convergence rate 
opti mis ati on analysis based on the differential problem is also 
based on the largest wave number present in the Fourier component. 
In other words, to damp each wave number, there exists a different 
set of optimum p a r a m e t e r s . Fortunately, the various values needed 
in order to attenuate the various wave numbers are usually very 
close to each other. In fact, most physical problems of fluid 
flow will have a dominant wave number and it is therefore this 
wave number which would be used in approximating an optimum set 
of parameters. It will be seen in the next section that the 
iteration or transient problem is not particularly sensitive to
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a small deviation away from the optimum in the free parameters.
This is a very useful fact when it comes to solving nonlinear 
problems, because in such problems the stability and also the 
rate of convergence are functions of the unknown solution.
5.2 Relaxation applied to difference schemes
When we now attempt to apply some difference schemes 
to the solution of our q u a s i - e 1 1 iptic scheme, some more parameters 
are introduced. In addition to the parameters \ and o>» the ratio 
of the time step to each space step size also appears. The problem of 
of stability and the related problem of convergence rate are then 
functions of (at least) three independent variables. As for d i f ­
ferential problems, it is often possible in the di fference system 
to optimise the values taken by the free parameters a and 
and therefore find the values which will require the least number 
of iterations. Indeed, it is fr equ ent ly the case that the optimum 
values for the di ff ere nce  case are close to those found in the 
differential formulation, namely A ^  9 and w ^  5 .
Although the system of equations being solved now c o n ­
tains one extra equation, the small amount of extra (programming) 
work involved is easily justified. It will be shown that, even 
with a rough app rox imation to the best values of the coefficients 
A and a ) ,  a gain in the number of iterations of at least an order 
of magn itu de  is achieved. For a system of five equations such as 
the Euler system, adding one further equation is not as significant 
in that it only adds one fifth to the total amount of work, yet 
adds in both convergence rate and in stability.
- 69 -
By means of both of these two methods used together, 
a highly accurate steady state solution can be achieved very 
rapidly. Use of a first order differ enc e method with the higher 
order method provides a stable scheme which will need no a u x i ­
liary boundary conditions.
Before di scussing some difference schemes in greater 
detail, some variables are introduced in order to simplify the 
notation. Let
t = n At for n = 0 ,1, ...
xj = jh
r = A V.
h
At
for j = 0,1, ...,
p j  = p ( V x j >
11 j
u ( t n , X j )
5.2.1 F i r s t _ o r de r_ di f fe re nc in q
Since the Euler system to be solved is a first order 
system, then the most logical place to start is with a first 
order diff er enc e scheme. The system of equations
P t  + u x = g(x)
u* + q = 0
q t + * u x = xg(x) - —  (q ~ P )
then becomes a difference system as follows
s
nn
n+1  n n n
pj = pj - r ( u j '  uj - i } + &t 9
n+ 1  n n n
uj = uj -  r ( q j -  q j - i )
n + 1 n n n n n
qj  = q j  -  X r <u j  - uj - l >  + AAt 9 -  s ( q j -  pj>
I f  now t h e  d e p e n d e n t  v a r i a b l e s  a r e  w r i t t e n  i n  t e r ms  o f  F o u r i e r  
c o m p o n e n t s ,  a s t a b i l i t y  a n a l y s i s ,  and s i m u l t a n e o u s l y  a c o n v e r -  
g e n c e - r a t e  a n a l y s i s ,  can be p e r f o r m e d .  Le t
n i 3 h j  n i 3 h j
p = P o ? e  u = u o 5 e
n i 3 h j  
q = qo 5 e
t h e n  t h e  f o l l o w i n g  a l g e b r a i c  s y s t e m  o f  e q u a t i o n s  c an be s o l v e d .
In t h i s  c a s e  i t  i s  n o t  t h e  s o l u t i o n  o f  t h i s  s y s t e m  w h i c h  i s  o f  
i n t e r e s t ,  b u t  o n l y  t h e  c a s e  o f  when t h e  s o l u t i o n  e x i s t s .  To put  
t h i s  a n o t h e r  w a y ,  t h e  c o e f f i c i e n t s  p o s u o » qo a r e  n o t  r e q u i r e d  
f rom t h e  s t a b i l i t y  p o i n t  o f  v i e w ,  b u t  m e r e l y  t h e  c o n d i t i o n s  unde r  
w h i c h  t h e  s o l u t i o n  can be s o l v e d .
n+1 i 3 h J n i p h j  n i g h j  n i $ h ( j - l )
p o  € e = p 0 % e -  r ( u 0 e e - u 0 £ e )+ A t  g
n + 1 i $ h j n i 3 h j n i 3 h j n i 3 h ( j - 1 )
u 0 5 e = u 0 % e -  r ( q 0 z> e -  q 0 E e )
n + 1 i 3 h j n i 3 h j  n i 3 h 3 n i 3 h ( j - 1 )
qo K e = qo 5 e " A r ( u 0 ? e - u 0 5 e )'
n i 3 h j n i p h j
+ \ At  g -  s ( q 0 5 e - p 0 e e )
n i 3 h j
In t h e  h o mo g e n e o u s  c a s e  ( g  = 0)  t h e  f a c t o r  e e c an  
be d i v i d e d  t h r o u g h o u t  g i v i n g
-  70 -
- i B h
p 0 ( C ~ l ) + r u o ( l “ e ) = 0
- i eh
u 0 U  - 1) + r q 0 (1 - e ) = 0
-i eh
q 0 (£ - 1 + s) + r x u 0 (1 - e ) - s Po = 0 
Let
n = 5 - I
-i eh
i e = 1 - e 
Then
p o n  +  i  re u 0 = 0 
'-ion + i r e q 0 = 0 
q o (n + s) + irexuo - s p 0 = 0
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In matrix form, this is
n i r 0 P 0 0
0 p ire Uo = 0
-s ireA n+s qo 0
Then the condition that this holds for all P o , u 0 , q 0 is
n ire 0
De t 0 n ire = 0,
-s i r e A n + s
or
n i re 0
0 n ire = 0
~ s i re a n+s
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This de te rmi nan t can be expanded, giving
n n ( n + s ) + A r 2 0 2j + s r 2 0 2 = 0
Let z = —  , w = —  
r 0 ro
then this becomes
z 3 +  a )Z 2 + a z  + a) = 0
This is exactly the same equation as was derived above 
for the continuous (differential) form. The optimum values, and 
the values for stability are imm ediately available. For stability 
we need | £ | £  1, that is to say |n + 1| £  1.
This implies 0 n £  2
Then taking these two limits separately, the following results 
can be derived :
a) For 0 £  ns we find 0 £  zr©
which is the case if x £  1.
b) For n £  2, we find zre £  2
which can be considered as a st ability bound on r, that is
2r ^  — . 
z 0
The optimum conditions, a = 9, w = 3/3 such that z = /3 imply
s = 3/3 re. .
As for the more common successive over relaxation methods used 
for elliptic equations, the rate of convergence can be defined 
uniquely by means of the so called "Reciprocal rate of c o n v e r ­
gence". This is defined as .
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R = “ 1
l o g U I
Taking the logarithm to base 10 gives a measure of the number of 
iterations required to gain each correct decimal digit. Clearly
R in =  —   = A R
1 ° g 1 0  U I  e
where RQ = — -—  
i n \ z \
and A = log^Q e.
In the non relaxed two equation system (retrieved by setting 
A = 1 and q = p), the roots of the cubic in z are z = 0 and ± i . This 
gi ves
5 = z r e + l = l ± i r e  and re.
and only the complex conjugate pair of roots is of interest, since
starting with q = p eliminates the third root. Expanding the e x ­
ponential in e gives 
-i eh
i e = 1 - e
= 1 - (1 + i e h + 0 (h2 ))
= i 3 h + 0 ( h 2 )
Thus £ = l ± i r g h + 0 ( h 2 )
, 2 
| £ | 2 = 1 + ( ± r $ h )
= 1 + r2 e2 h 2
Re = ~ 2
Jtn( l- r2 e2 h 2 )
Thus, for an accuracy of 10" on the interval [0,1] , 104 and 
points would be needed, and 108 iterations per decimal digit.
This is cleanly out of the qu estion in most cases, since at one 
millis ec ond  per iteration this would require several hours of 
computer time.
5.2.2 Lax^s_method
A more commonly used method for hyperbolic systems is 
the one named after Lax, and described above in Section 3.3 This 
method is found more fr equently in the literature because it in­
jects an artificial (or numerical) viscosity which causes the 
solution to converge more rapidly to a steady state solution, 
with out  the res tr ict io n of re quiring too much extra computational 
effort. It is formally correct to first order in the time-step- 
size, and correct to second order in the spatial step-size.
Consider again the ' a c o u s t i c 1 equations, given by
p t + u x = g(x)
U t + q x = 0
qt + AUX =Ag(x) - i  (q-p).
The equiva len t differ enc e scheme for Lax's method is as follows : 
n+1 1 n n 1 n n
pj = 7  cpj + i  + pj - i >  ‘ 7  r ( u j + i  " uj - i } + At' 9
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n+1 i n n i n n
'j = ~  ' uj +i + uj - i >  ■ “  r ( 9j +i  - 9j - i >
n + 1 - ^ n n . n n  n n
qj  = 2 ( q j  + l + qj - l ) ’ 2 rA(UJ+l  '  Uj - 1 } + AAt 9 '  S( qj " P f
Following the same procedure as above in order to determine the 
stability limits and the co rresponding rate at which the solution 
converges, the relevant matrix equation is
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£ - c o s 3 h i r s i n 3 h 0 P 0 0
0 £ - c o s 3h i r s i n e h u o = 0
-s i r A s i n 3h £ - c o s 3h+s Oo 0
On equating the det e rm in an t of the matrix to zero and simplifying 
it is found that
n 3 + s rt2 + A r 2 s i n 2 $hrt + s r 2s i n 2 3h = 0 
where n = K ~ cosgh.
Setting z = --- 2--- , w =     gives
rsi ngh rs i n$h
Z 3 +  (oZ2 +  a z  + w = 0
Once again this is exactly the same equation as was derived 
above for the differential version of the equations. Therefore, 
the figures 3 and 4 can be used to determined the optimum c o n ­
ditions. As a base for comparison, with no relaxation (that is 
with A = 1) the two roots are
z = ±i
giving
£ = ±i r s i n 3 h + c o s 3 h
so | e | 2 - c o s 2 eh + r 2s i n 2 gh
= 1 + r 2 3 2h 2 + 0 (6 3 h 3 )
For 1 < A < 9, z has one real value and a complex conjugate pair. 
Let z = a ,  6 ± i e .  Then for z = a  :
£ = a r s i n g h + c o s g h 
= 1 + argh + 0 ( h 2 ) 
and for z = 6 ± ie 
S = (6 ± i e ) rsingh + cosgh
= rsingh + cosgh ± iey-singh
f ^| £ | 2 - sr si ngh +c osg h + e2r 2 s i n 2 gh
Thus R oc hG
Theref ore  it can be seen that this form of relaxation gives, for 
Lax's scheme, a reciprocal rate of convergence proportional to 
h**1 instead of the normal h “ 2 . For h smaller than 0.1 this is 
ce rtainly a significant advantage. Not only at the optimum values 
but also for any A > 1 and w > 0  (or s > 0) the necessary number 
of iterations is greatly reduced.
For the differential version of the equations, it can 
easily be seen that the optimum values to take for the free para­
meters are given by a st ra ig ht fo rwa rd condition. Since there are 
three roots to the cubic ch ar ac te ris ti c equation, and these three 
roots appear in an exponential function, the best values will 
be obtained where these three roots are equal. To be equal, the 
three roots must all be real. Then, since the sum of the roots 
is given by minus the coeffi cie nt  of z-squared, namely, -w,
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Also, from the conditions on the coefficients of the cubic e q u a ­
tion,
3 z 2 = a
z 3 = - w .
and hence, z 2 = 3
and z = ±/3~ at w = ±3 /J and \  - 9.
These values are shown in Figs. 3 and 4.
On the other hand, the values of interest for the difference 
version of the equations are slightly different. The aim now 
is to minimise the values taken by £, the amplification factor. 
The variable to be taken into consideration is then the modulus 
of e, since it is this which de termines the convergence. The c o n ­
ditions for when the three values coincide can also be calculated
as follows. Let the three roots in terms of z be
z = a and z = 6 ± ie
Then, in terms of £ this gives
C = ar singh + cosgh (real)
£ = (6 ± ic) r singh + cosgh (complex)
2 .
In terms of |?| , this latter expression becomes
2 2 
|c| = [Srsingh+cosgh] + e 2r 2s i n 2 gh
Using the conditions for the roots of a cubic, then
3 z = “ w
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2 a 6 + fi2 + e 2 = A
a (5  2+ e 2 ) = “ coa
Equating the two values for |^|2 gives the optimum values for w 
and A. Thus
2 2 
[or singh + cosgh] = [fir singh + cosgh] + e 2r 2s i n 2 gh
a 2r 2s i n 2 gh+ 2arsinghcosgh + c o s 2 gh
= fi2r 2s i n 2 gh+ 2firsinghcosgh + c o s 2 gh + e 2r 2s i n 2 gh
If we ignore the " s m a l l 11 terms in s i n 2 gh then this will reduce to
2ar singhcosgh = 2fir singhcosgh
or, to first order in gh
-  x  wa -  fi = ~ —
3
which will also give a = ± / T  co = ± 3 / T  a = 9.
A higher order value can be achieved if necessary but a trial and
error procedure will probably be found to have the same results 
when more complicated problems are being solved and often the 
dif ference equations are not as easy to analyse.
These results are su bstantiated when the method is used on a
c o m p u t e r .
a + 2 fi = -co
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5.2.3 The La x- We nd ro ff method
As has been de mo nst rat ed above, the Lax's method gives
to a scheme an artificial vi sco s it y which gives guaranteed c o n ­
vergence, but at the expense of accuracy. A more accurate p r o c e ­
dure is the Lax-Wend rof f scheme, which is based on the Taylor 
series expansion in time. For example, the simple two equation 
system
p t  +  u x  =  0
The first order derivatives with respect to time can be replaced 
by spatial derivatives (with respect to x) immediately on using 
the definition of the system, and the second derivatives by simple 
cross di ffe re nti at ion giving
u t  +  p x  =  0
can be written as
n + 1 n 1
= P + At p t  +  ±  At* p t t  + 0 ( At3)P
u
n + 1 n 1
= u + At U|. + -  A t 2 u.££ + 0 ( a 1 3)
Ptt + 0
** p tt ~ pxx 5 u tt u XX
The Taylor series for p then becomes
n+ 1 n
Naturally, this process can be continued desired, since
= “ ux x x anc* a ^  f ^ ^ e r  time derivatives can be evaluated
in terms of spatial derivatives. The accuracy of the solution 
therefore rests solely on the accuracy of the spatial derivatives. 
There are many ways in which this method can be programmed as a 
numerical scheme for a computer. For example, the spatial d e r i v a ­
tives can be eva luated at either the old or the new time level. 
MacCormack uses a two step scheme which avoids the analytic d i f ­
ferentiation of the system, which is useful when the functions 
appearing are non linear.
above as a meas ure  of the value of a particular method, but this 
is a variable normally associated with elliptic systems. T h e r e ­
fore, before considering the rel axa ti on form of the equations, 
the reciprocal rate of con ver gence is derived for the commonly 
used Lax - We nd ro ff  scheme, applied to the two equation system above.
The reciprocal rate of convergence has been introduced
Using second order di ff er en ci ng in both time and space
gives
n + 1 n 
p = P
u
In terms of Fourier components, if
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then
i  ( 3 h j
<5 e = 2i singh e
2
<5 e x
i lihj
= 2(cosgh~l) e
i ah j 
i
p 0
-U o_
= 0
giving
£ - 1 + r 2 (l~cosgh) ir singh
ir singh £ - 1 + r 2 (l-cosgh)
Setting the determinant to zero gives 
5 - 1 + r 2 (1-c o s g h )J 2 + r 2s i n 2 gh = 0 
£ = 1 - r 2 (l-cosgh) ± ir singh
K \ 2 = (1 -  r 2 ( 1 - c o s g h ) ) 2 + r ^ s i n 2 gh
= 1 -  2 r 2 ( l ~ c o s g h )  + r ^ ( l - c o s g h ) 2 + r 2 s i n 2 gh 
E x p a n d i n g
1 g4h 4cosgh = 1 - -  g2h 2 + -p 11 + 0 ( h 6 )
2 24
singh = gh - -ft3*1.3- + 0 (h 5 )
s i n 2 gh = g 2h 2 + 2 ^ -  + 0 ( h 6 )
3
then, correct to 0 ( h 6 )
K\ = i _ 2 r 2
= 1 - r 2
g2 h 2 _ g>h_4' 
2 24
+ r 4 fg2 h2 _ g4 h4 
2 24
+  r 2 g2 h 2 -
g2 h 2
1 2
g 2 h 2 + g4 h4l + r 4
4
2
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JL_
12
+ r i+B4 h4
= 1 - -  r 2 (l-r 2 ) b H 1* 
4
and hence
R =
r 2 ( 1 - r 2 )
_i+
3 h
Thus the normal form of the La x- Wen dro ff method is two orders of 
ma gni tud e slower in convergence than the Lax method.
For a given h, the rate o f convergence can easily be 
9 Roptimised setting —  = 0. Since
8r
h (r2 - r 4 ) 2 ( 2 r - 4 r 3 ) = 0
this giives three values for r, namely r = 0,±
/2
It-is commonly assumed in the literature that the best convergence 
rate is obtained close to the stability bound (r = 1), but this is
i
clearly not the case, (r = 0 is no convergence, and r = — —  is
/2
o p t i m u m ).
For the three equation system
p t + u x = 0
q + + A u v + —  (q~p) = 0
the analysis is very similar. The Taylor series are
n + 1 n -
P = P - At u x + -  A t 2 q xx
which leads then to the system
5-1
irssi ngh
J- ?—  sz-s
2* .
irsingh
£-l-Ar2 (cosgh-l)
i
iXrsingh—  s(x-l)irsingh
• 2 . '
i
irsingh- -  iresingh
r 2 ( l-cosgh)
£-l+s-xr2 (cosgh-l)- -is2
. 2
Uo
qo
Po
= o
The analysis can be continued as before and the analysis 
follows the same lines. However, a better method is presented in 
the next section.
5.2.4 " Eul er " _d if fe re n ci ng
A method of di ff ere nc ing  which is usually disregarded 
as being unstable, but which is formally second order accurate in 
the spac e- ste p-s ize is known as Euler differencing. The difference 
scheme obtained by this means is the followimg
n + 1 
j
n + 1
= p r (u j + 1
u u .
J 7  -  q j - l }
n+1
= q 1 "
2 Xr <Uj + l
n n n
'  V H  '  s ( q .i '
Taking the Fourier components, by writing p 
and similarly for u and q, gives
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K ~ 1
-s
ir singh
i Ars i n gh
i rs i n gh
E -1 + s
= 0
as a determi nan t equation to solve. Setting
m = rsingh
gives
im
-s i Am
and
i m
n + s
= 0
n 3 + s n 2 + A m 2n + m 2s = 0
Now, let
n = r singh z = mz
s = um
then Z  ^ + to Z  ^ + AZ + u) — 0.
Once again, this is the same equation as for the d i f ­
ferential systems, and the same analysis applies.
At the optimum for the differential system,
z = - /3 -  - 3 / 3 A = 9
so n = - r s i n g h . / 3
and e = i + n = 1 ~ r s i n g h • /3
n
Clearly |c| < 1  so long as 
r / 3  s i ngh  < 2
Expanding singh = gh + 0 ( g 6 h 5 )
5 = 1 - r / 3 gh + 0 ( gG h 6 )
and the rate of convergence is better than that for the La x- We ndr off
method, and the coding required is simpler.
5.2.5 A _ s e m i - imp]icit__scheme
An obvious en ha nce men t to the scheme described in 
section 5.2.4 is to write the third equation in an implicit manner.
That is, let us write our system as
- 85 -
n + 1 
3
n
= p j
-  1
2
n
r (uj + i -
n
V l
n + 1 
3
n
- u . 
3
-  I
2
n
r ^ j + i ■
n
q j-i
n + 1
3
n
= q d
_  1
2
n + 1
x r (Uj+i -
n + 1
V i
n+1 n+1
j " pj ^
Following the same procedure as before gives
5 - 1  i r s i n g h  0
0 5 - 1 irsingh = 0
~s 5 i 5 r A s i n g h 5 - 1 + s 5
Let n = 5 - 1 and m = rsingh, then
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0 n im
■s(l+n) (l+ri)iAm n + s ( l +n)
n im  0
= 0
giving
( l + s ) n 3 + ( s + m2 x) r i 2 + ( xm2 + sm2 )n + sm2 = 0
o r ,  w i t h  s = um,  n = mz :
(1+S)z3 + (w + —  X ) z 2 + ( A + S ) Z + 0) = 0 or
( l+wm ) z 3 + ( cd + — a ) z 2 + ( A+um) z + oj = 0
C l e a r l y ,  a s  s + 0 t h i s  b e c o me s  our  f a m i l i a r  e q u a t i o n
z 3 + ojZ2 + Xz + fi = 0
Ho w e v e r ,  t h e  e q u a t i o n  pos s e s s e s  t o o  many unknowns  (m,  & 
a) t o  be a n a l y s e d  u s e f u l l y .  The p l a c e  whe r e  t h e  t h r e e  r o o t s  a r e  
e q u a l  c an be  d e t e r m i n e d  a s  f o l l o w s .
For t h e  e q u a t i o n  :
x 3 - a x 2 + bx - c = 0
t h i s  h a p p e n s  wh e r e
2 3
D = Q + P = 0
whe r e
q _ - a 3 + — ab -  c 
2 2
P = - a 2 + 3b
Taken i n d i v i d u a l l y
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P = 0 -*■ a 2 = 3b
Q = 0 -> a 3 = -  ab - —  c
2 2
-> ab = 9c
Returning to our equation
( 1 + co ill) Z 3 + (co + X-— )z2 + (x+oom) + co -  0
m
1 + com
Then a 2 = 3b
and ab = 9c ->
CO +
Xm
1 + com
b =
= 3
x + com 
1 + com
X + com 
1 + com
c =
1 + com
( co +  X  — ) ( X  +  c o m )  -  9 c o ( l  +  c o m ) .
These two equations can then be solved simul tan eo usl y for various 
values of s as shown in the table below.
Computer experiments have shown this method to work 
very well at any values of x and co in the vicinity of the optimum 
values, and that the predicted be haviour of the iteration p r o c e ­
dure is indeed what happens.
1 . 7 3 1 8
1 . 7 2 9 7
1 . 7 2 7 4
1 . 7 2 2 8
1 . 7 1 8 1 6
1 . 7 1 3 6 3
1 . 7 0 9 0
1 . 6 8 6 5
1 . 6 4 3 0
1 . 5 0 1 7
1 . 5 6 2 1
1 . 5 2 4 3
1 . 3 5 7 9
1 . 0 1 4 4
0 . 9 3 3 6
0 . 7 0 3 7
1 . 7 3 2 0 I
9
. 1 1 1 1 0  
. 1 1 1 0 0  
. 1 1 0 9 0  
. 1 1 0 6 8  
. 1 1 0 4 7  
. 1 1 0 2 6  
. 1 1 0 0 5  
. 1 0 9 0 1  
. 1 0 6 9 7  
. 1 0 4 4 9 9  
. 1 0 3 0 8  
. 1 0 1 2 2  
. 0 9 2 7 2  
. 0 7 3 1 8  
. 0 6 8 1 3  
. 0 5 2 6 3
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6 - CONCLUSIONS
In the paper presented above two methods have been p r e ­
sented for use when solving by computer differential systems. On 
the one hand, a method was presented which can be used to great 
advantage when a cheap method for high accuracy is sought. The 
method can result in as accurate a solution as is required without 
the usual drawbacks of fictitious boundary conditions being needed 
and a much larger computer time being required. It can be used in 
only a part of the field of solutions if rapid changes are expected 
in a localised area. Equally, it can be used to give a rough idea 
of the solution of a differential system with much less c o m p u t a ­
tional effort.
On the other hand, a method has been demon st rat ed which 
d r a m a t ic al ly  increases the conver gen ce speeds for the solution of 
hype rbo lic  systems. By adding one more equation to a system (usually 
of three or five equations) a much higher rate of convergence is 
achieved at the small expense of a little more programming. The 
method also adds sta bility to the system, a much desired side 
effect of any numerical method.
Both methods are fairly simple to program into existing 
computer programs, and with interactive methods parameters can 
be changed while the solution progresses to speed the convergence 
f u r t h e r .
The combination of the two methods presents a way of 
optimi sin g the utilisation of computer time.
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