Spherically-symmetric inhomogeneities in general relativity and their effects in cosmology by Kim, Do Young
Spherically-symmetric
inhomogeneities in general relativity







A dissertation submitted for the degree of Doctor of Philosophy

Summary
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logy
Spherically-symmetric solutions are relevant in many areas of cosmology, from perturb-
ations in the early Universe to growth of large scale structures in the later eras. In this
thesis, we first focus on a comparison between the tetrad-based method and the widely used
Lemaître-Tolman-Bondi (LTB) model for spherically-symmetric systems. We demonstrate that
the tetrad-based method does not suffer from the gauge freedoms inherent to the LTB model,
naturally accommodates non-zero pressure and has a more transparent physical interpretation.
Next we apply the tetrad-based method to a generalised form of ‘Swiss cheese’ model,
which consists of an interior spherical region surrounded by a spherical shell of vacuum
that is embedded in an exterior background universe, and verify the validity of Birkhoff’s
theorem at both the metric and tetrad level. Using this model, we reconsider critically the
original theoretical arguments underlying the so-called Rh = ct cosmological model, which has
recently received considerable attention. These considerations in turn illustrate the interesting
behaviour of a number of ‘horizons’ in general cosmological models. We also consider the
theoretical arguments presented by Melia for the ‘zero active mass’ condition, which he claims
is required by the Friedmann-Robertson-Walker spacetime. We demonstrate that this claim is
false and results from a flaw in the logic of Melia’s argument.
We then use the tetrad-based methodology for modelling a cosmic void, in particular for the
void observed in the direction ofDraco in theWISE-2MASS galaxy survey, and a corresponding
cosmic microwave background (CMB) temperature decrement in the Planck data in the same
direction. We find that the present-day density and velocity profiles of the void are not well
constrained by the existing data, so that void models produced from the tetrad based and LTB
approaches can differ substantially while remaining broadly consistent with the observations.
We next consider the effect of pressure on perturbations. We develop both an analytic
and a numerical approach for solving the field equations for a fluid with a fixed equation of
iii
state. We find an exact analytic solution for linearised equations, which may be novel in form,
and which can be used to select the appropriate growing modes that can be used as an initial
condition for evolving clusters and voids. Applying this to radiation as an example, we find
oscillatory behaviour which corresponds to the initial stages of what become baryon acoustic
oscillations. We then develop a numerical method for solving the field equations, which we
use to compare behaviour of radiation waves in the non-linear and linear regimes. We find
that non-linear oscillations travel faster than linear waves, which is interestingly analogous to
non-linear waves in ocean waves. We also examine perturbations of fluids with a negative
equation of state parameter, w, and find that at certain scales and range of w, it can support the
growth of structure.
Finally, we consider the effect of pressure on photon propagation. We derive analytic
expressions for pressure using a spherical top-hat density model, and use these to calculate
the effect of pressure on the photon’s path and energy. We find that the effect of pressure is
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The best theory of gravity we have so far is still Einstein’s theory of general relativity. Through-
out this dissertation, we employ the tetrad-based formalism in general relativity to study vari-
ous cosmological effects in spherically-symmetric systems. In this Introduction, we introduce
the concepts in Einstein’s theory of gravity, the history and the motivations behind studying
spherically-symmetric systems, and finally, the fundamentals of the tetrad-based approach to
general relativity.
1.1 Einstein’s general relativity
In the theory of general relativity, gravity is considered not as a force but as a manifestation
of the curvature of spacetime. The presence of matter distorts spacetime thereby inducing
curvature, which in turn affects other matter. Objects follow the shortest path (defined as a
geodesic) between two points in a curved spacetime, resulting in the perceived effect of gravity.
Other fundamental forces are still modelled as fields but on the background of spacetime.







where g is the determinant of the metric tensor, gµν, and R is the Ricci scalar. In the presence













2 Chapter 1. Introduction
where κ = 8πG/c4. By applying the principle of least action, which denotes that the action is



















The energy-momentum tensor describes the matter and non-gravitational forces. Due to the
symmetries of spacetime, the field equations reduce to 6 independent equations, which are
highly non-linear.
Spacetime is represented by a manifold, on which the metric tensor, gµν, can be defined.
The metric tensor is used to define the line-element, which describes the local geometry of a
manifold at any point:
ds2 = gµνdxµdxν, (1.5)
where dxµ are infinitesimal coordinate displacements. The components of the metric tensor
depend on the choice of the local coordinate system.
1.2 Spherically-symmetric systems
After Einstein’s publication of the theory of general relativity in 1915 (Einstein 1915), many
exact solutions of the field equations were proposed. The first solution was found by Karl
Schwarzschild in 1916 (Schwarzschild 1916), for the spacetime around a fixed, static point
mass in a vacuum, which is often used today to describe the spacetime around a black hole.
Einstein himself proposed a static model of the Universe a year later by adding a cosmological
constant term to the field equations (Einstein 1917). In 1922, Alexander Friedmann (Friedmann
1922) proposed a solution for a dynamic Universe, that could contract or expand with time.
With a strong belief in the static nature of the Universe, Einstein quickly dismissed this as a
mathematical curiosity that has no basis on physical nature, in the original version of his answer
to Friedmann (Einstein 1923). Georges Lemaître (Lemaître 1927) independently arrived at
similar results to Friedmann in 1927, but it largely went unnoticed at the time. Upon the
experimental evidence found by Hubble (1929) that the Universe is indeed expanding, and
Eddington’s demonstration that Einstein’s static model of the universe is unstable in 1930
(Eddington 1930), the expanding model of the Universe gained traction. With Robertson
and Walker’s further contributions (Robertson 1935, 1936b,a; Walker 1937) to Friedmann and
Lemaître’s solution in 1930s, the model came to be known as the Friedmann-Robertson-Walker
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(also known as Friedmann-Lemaître-Robertson-Walker) model:







where t̂ and r̂ are comoving coordinates, S(t̂) is the scale factor, and k is the curvature parameter.
The Friedmann-Robertson-Walker (FRW) model, which assumes that the universe is entirely
homogeneous and isotropic, did surprisingly well to predict the evolution and characteristics of
the Universe, and is still used even in the current era of precision cosmology.
Of course, the universe is not in fact homogeneous, as structures do indeed exist. The
first inhomogeneous cosmological solution was found in 1933, when Lemaître investigated the
solution for a spherically symmetric inhomogeneous fluid with non-uniform pressure, which
he applied in the context of the static Einstein universe (Lemaître 1933). The solution was
also independently found by (Tolman 1934) for dust, and developed further by Bondi (1947),
who extended the solution outside of simply small deviations from the Einstein universe, by
looking at a general case. The dust form of this model is called the Lemaître-Tolman-Bondi (or
Lemaître-Tolman) model, and its metric is given by




where R is in general a function of t̂ and r̂ , and E(r̂) > −1/2. E(r̂) is a function that is associated
with the curvature of hypersurfaces with constant t̂. As it also uses comoving coordinates, the
FRW metric can be seen as a special case of the Lemaître-Tolman-Bondi (LTB) metric, with
homogeneity imposed.
In this dissertation, we will be focussing on spherically-symmetric systems, particularly
focussing on an inhomogeneity embedded in an expanding universe. Imposing spherical
symmetry is useful in several ways. Firstly, spherical symmetry is ubiquitous in cosmology.
Astrophysical objects such as planets are very well modelled as spherical. We can also apply
spherically-symmetric models to clusters and voids, for instance to study the Sachs-Wolfe effect
on the cosmic microwave background, as we shall see in Chapter 4. Even though spherical
symmetry is an approximation for these structures, imposing this symmetry often enables us
to access the physics in the system via an analytical approach, which would be difficult to
achieve otherwise, and one would need to resort to a purely numerical method. In addition
it enables us to probe into the non-linear regime, as we shall see in Chapter 5, which is not
possible unless using an N-body simulation. Lastly, there has been a resurgence of interest in
spherically-symmetric solutions due to the work in modified gravity, where imposing spherical
symmetry is one of the few ways in which it is possible to extract a solution. Hence, not
only does imposing spherical symmetry make the highly non-linear field equations easier to
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solve, but it also enables us to develop an intuition for the physics behind the dynamics of the
cosmological and astrophysical effects.
As we know the universe is expanding, it is of interest to examine the spacetime surrounding
objects embedded in an expanding exterior, to ensure we include the effects of both. One of the
first examples in this area is McVittie (1933, 1956)’s work on the spacetime outside a rigid body
in an expanding, homogeneous universe, attempting to combine the Schwarzschild and FRW
metrics. Another example is the Einstein-Straus model (Einstein & Straus 1945), in which the
authors show that the Schwarzschild metric can be matched to an FRW model made of dust.
The interpretation of McVittie’s metric and the photon and particle orbits in this spacetime
were studied by Nolan (1999); Nolan (2014). Further work was carried out by Nandra et al.
(2012a,b); Nolan (2017) on this spacetime, particularly in the context of curved spacetimes and
the astrophysical consequences. Nandra et al. (2013) extend this to study the evolution of a
finite spherical inhomogeneity of uniform density, embedded in an exterior region with uniform
density, where both are dynamic.
In practice, spherically-symmetric inhomogeneities are often modelled using the LTB
model. Such models can incorporate an arbitrary (usually continuous) density profile for the
central object, which is usually not compensated but can be made so by an appropriate choice of
initial radial density and velocity profiles, where a model is compensated at some radius if the
inhomogeneity does not have any gravitational effect beyond this point, and effectively ‘looks
homogeneous’ beyond its boundary. Nonetheless, these models again assume both the interior
and exterior regions to be pressureless, although it is possible to accommodate cosmological
models with uniform pressure (Lynden-Bell & Bičák 2016; Sussman et al. 2005). The standard
LTB metric can be extended to include non-uniform pressure but only when it is anisotropic
(Sussman 2009;Mimoso et al. 2013; Del Campo et al. 2012). Lastly, a more generalised version
of the LTB solutions has been presented in Lasky & Lun (2006) to describe a central object
with pressure embedded in a static vacuum exterior.
There has been a recent resurgence of interest in the LTBmodel prompted by the possibility
that it may explain the observations of accelerated expansion of the Universe without invoking
dark energy. This might occur if we, as observers, reside in a part of the universe that happens
to be expanding faster than the region exterior to it. By observing a source in the exterior
region, one would then measure an apparent acceleration of the universe’s expansion, but this
would be only a local effect. The effects of local inhomogeneities on the apparent acceleration
of the universe have been widely studied (Célérier 2012a,b; Bolejko & Célérier 2010; Bene
& Csapo 2010; Kainulainen & Marra 2009; Marra et al. 2008, 2007; Alexander et al. 2009),
and have been linked with the observations of distant Type-Ia supernova. However it has been
shown that such models would induce variations in the CMB black-body spectrum through
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scattering, which disagrees with observations Caldwell & Stebbins (2008); Clarkson (2012).
In addition, LTB models have been used to study the effects of inhomogeneities on observed
cosmological parameters, such as the Hubble constant (Romano & Vallejo 2015; Romano &
Chen 2011a,b), and to calculate effects of a void as a possible explanation for the cold spot in
the cosmic microwave background (CMB) (Szapudi et al. 2014; Nadathur et al. 2014).
However, the LTB model has some limitations. In addition to the usual restriction to
pressureless systems, the LTB model is typically expressed in comoving coordinates and thus
provides a Lagrangian picture of the fluid evolution that can be difficult to interpret. More
importantly, the LTB metric contains a residual gauge freedom that necessitates the imposition
of arbitrary initial conditions to determine the system evolution, as we shall see in Chapter 2.
Hence in this thesis, we use a different, tetrad-based method for solving the Einstein field
equations for spherically-symmetric systems. The method was originally presented in Lasenby
et al. (1998) in the language of geometric algebra, and was recently re-expressed in more
traditional tetrad notation in Nandra et al. (2012a, 2013). The advantages of the approach are
that it can straightforwardly accommodate non-uniform pressure, has no gauge ambiguities
(except in vacuum regions, as we shall discuss later in Chapter 2) and is expressed in terms of
a ‘physical’ (non-comoving) radial coordinate. As a result, in contrast to the LTB model, the
method has a clear and intuitive physical interpretation. Indeed, the gauge choices employed
result in equations that are essentially Newtonian in form. As our method employs an Eulerian
picture of the fluid, it is straightforward to extract the velocity profile, and in fact many of
the equations are expressed in terms of measurable quantities. In contrast, using the LTB
model makes it easy to overlook the effects of velocity, which can have important physical
consequences, as we shall show in Chapter 4.
1.3 Tetrad-based solution for spherical systems
The tetrad (or vierbein) formalism enables us to replace the choice of coordinates with a local
basis in the tangent space. In 1929, Hermann Weyl first introduced the concept of tetrads into
general relativity (Weyl 1929), when demonstrating how the concept of a spinor can be used in
curved space, which previously could only be used in flat Lorentzian spacetime. In his paper,
Weyl uses tetrads as a means to link Lorentzian space and curved Riemannian space at each
point in spacetime.
The general theory of vierbeins, which is valid in any dimensions (then called ‘vielbeins’)
and with metrics of any signature, is called the Cartan formalism (Cartan 1937). It was
developed by Élie Cartan, a Frenchmathematicianwhose contributions were in the theory of Lie
groups, differential systems and differential geometry. His work in general relativity includes
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the Einstein-Cartan theory, gravitation which includes non-zero torsion. Cartan developed his
formalism when working on the method of the moving frames, where an ordered basis of a
vector space is used to describe the extrinsic properties of a smooth manifold. Cartan helped
develop key concepts in differential geometry, such as the Cartan connection, that are now used
in general relativity for computing quantities in a curved spacetime.
We now describe the tetrad formalism as used in the theory of general relativity, following
Weyl’s prescription (Weyl 1929), and the notation that we use in the rest of this dissertation.
Consider a Riemannian spacetime in which events are labelled with a set of coordinates
xµ. At each point, there are corresponding coordinate basis vectors eµ that are related to
the metric via eµ · eν = gµν. At each point, we may also define a local Lorentz frame
by another set of orthogonal basis vectors êa (expressed in Roman indices), which are not
derived from any coordinate system. These basis vectors are related to the Minkowski metric
ηab = diag(1,−1,−1,−1) via êa · êb = ηab. A vector v can be expressed at any point in terms
of its components in either basis, via vµ = v · eµ and v̂a = v · êa. The relationship between the
two sets of basis vectors is defined in terms of tetrads, or vierbeins eaµ, where the inverse is
given by eaµ, such that
êa = eaµeµ, eµ = eaµ êa . (1.8)




At each point, the local Lorentz frames define a family of ideal observers whose worldlines
are the integral curves of the timelike unit vector field ê0. The three spacelike unit vector fields
êi (i = 1, 2, 3) specify the spatial triad carried by the observer along a given worldline. One can
think of the triad as defining the orthogonal spatial coordinate axes of a local laboratory frame
that is valid very near the observer’s worldline. The worldlines are not required to be time-like
geodesics in general, and therefore the observers may be accelerating.
The Einstein–Hilbert action for general relativity is invariant under general coordinate
transformations and local rotations of the Lorentz frames, which together constitute the gauge
freedoms at our disposal. For a spherically-symmetric system, we start by introducing a
set of spherical polar coordinates [xµ] = (t, r, θ, φ) and their corresponding coordinate basis
vectors eµ (µ = 0, 1, 2, 3). We first demand that (minus) the angular part of the line-element
ds2 = gµν dxµ dxν has the form r2 dΩ2, where dΩ2 = dθ2 + sin2 θ dφ2. Aside from trivial
spatial rotations of the coordinates, which leave the description of the spherically-symmetric
system unchanged, this choice absorbs the gauge freedoms associated with transformations of
the r , θ and φ coordinates, and in particular lifts r from the status of an arbitrary radial coordinate
to a quantity that is, in principle, physically measurable. It is a ‘physical’ (non-comoving)
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coordinatea for which the proper area of a sphere of radius r is 4πr2. Note that there can be
regions where this direct interpretation may be difficult, for example, inside the Schwarzschild
radius where the r and t coordinates swap physical character (Plebański & Krasiński 2006).
In addition there may be regions that are not covered by our ‘physical’ coordinates, such as
in the closed universe, in which case we can easily transform to stereographic coordinates to
explore the regions beyond the horizon (Lasenby et al. 1998; Nandra et al. 2012a). However,
for practical purposes, such as modelling voids and overdensities, which will be explored in
Chapter 4, these regions are normally beyond the physical region which needs to be considered.
The next step is to determine the general form of the tetrad eaµ that is consistent with
spherical symmetry and this choice of coordinates. One immediately requires that, in (1.8), the
coordinate basis vector pairs {e0, e1} and {e2, e3} decouple. Moreover, one can perform local
rotations of the Lorentz frames to align ê2 and ê3 with the coordinate basis vectors e2 and e3 at
each point. Consequently, the tetrad components eaµ may be written in terms of four unknown
functions, which we denote by f1(r, t), f2(r, t), g1(r, t) and g2(r, t). Note that dependencies on
both r and t will often be suppressed in the equations presented below, whereas we will usually
make explicit dependency on either r and t alone. In particular, we may take the non-zero tetrad
components and their inverses to be
e00 = f1, e00 = g1/( f1g1 − f2g2),
e10 = f2, e01 = − f2/( f1g1 − f2g2),
e01 = g2, e10 = −g2/( f1g1 − f2g2),
e11 = g1, e11 = f1/( f1g1 − f2g2),
e22 = 1/r, e22 = r,
e33 = 1/(r sin θ), e33 = r sin θ. (1.9)
Our remaining gauge freedoms lie in the ability to transform to a new time coordinate,
which may be a function of t and r , and in performing local rotations of the Lorentz frames in
the ( ê0, ê1)-hyperplane (corresponding to a Lorentz boost in the radial direction at each point).
The former possibility gives us complete freedom in the choice of the function f2, and the
greatest simplification of the tetrad components (1.9) is obtained by setting f2 ≡ 0, which we
call the Newtonian gauge because it allows simple Newtonian interpretations of the dynamics,















dr2 − r2dΩ2. (1.10)
aThese coordinates are sometimes called ‘curvature coordinates’ by some in the GR community.
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Finally, the remaining gauge freedom (which leaves the line-element unchanged) can be
employed (at least in non-vacuum regions) to choose the timelike unit frame vector ê0 at each
point to coincide with the four-velocity of the fluid at that point. Note that throughout this
thesis we consider Einstein equations with a perfect fluid source. Thus, by construction, the
four-velocity v of a fluid particle (or an observer comoving with the fluid) has components
[v̂a] = [1, 0, 0, 0] in the tetrad frame. Since vµ = e µa v̂a, the four-velocity may be written in
terms of the tetrad components and the coordinate basis vectors as v = f1e0 + g2e1. Thus,
the components of a comoving observer’s four-velocity in the coordinate basis are simply
[vµ] ≡ [ṫ, ṙ, θ̇, φ̇] = [ f1, g2, 0, 0], where dots denote differentiation with respect to the observer’s
proper time τ.
As a consequence of this final gauge choice, it is convenient to define the two linear
differential operators
Lt ≡ f1∂t + g2∂r,
Lr ≡ g1∂r . (1.11)
We may identify Lt as the derivative with respect to the proper time of a comoving observer,
since Lt = ṫ∂t + ṙ∂r = d/dτ, and similarly one may show that Lr coincides with the derivative
with respect to the radial proper distance of a comoving observer. Moreover, since g2 is the
rate of change of the r coordinate of a fluid particle with respect to its proper time, it can
be physically interpreted as the fluid 3-velocity. We will therefore, in general, use g2 and v
interchangeably in our analysis.
It is also convenient to introduce explicitly the spin-connection coefficients F ≡ ω011 and
G ≡ ω100, as described in Nandra et al. (2012a), which are both, in general, functions of t and
r . Since we are assuming standard general relativity, however, for which torsion vanishes, the
spin-connection coefficients can be written entirely in terms of the tetrad components and their
derivatives. For the torsion to vanish and for the resulting Riemann tensor to satisfy its Bianchi
identity, the spin-connection coefficients F and G and the non-zero tetrad components f1, g1
and g2 must satisfy the relationships









Ltg1 = Gg2, (1.12)
where the explicit solution for f1 contains no arbitrary function of t, because one can always be
absorbed by a further t-dependent rescaling of the time coordinate (which does not change f2).
For matter in the form of a perfect fluid with proper density ρ and isotropic rest-frame
pressure p, the Einstein field equations and the contractedBianchi identities lead to the following
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systemb of dynamical and continuity equations (Lasenby et al. 1998)
Lr p = −G(ρ + p),
Lr M = 4πg1r2ρ,







Lt M = −4πg2r2p, (1.13)











and Λ is the cosmological constant and M is the intrinsic mass (or energy) interior to r .
The physical interpretation of the functions F, G and M is straightforward. As shown in
Nandra et al. (2012a), for an object in general radial motion (not necessarily co-moving with the
fluid) with four-velocity components [ûa] = [û0, û1, 0, 0] in the tetrad frame, the corresponding
components of the object’s four-acceleration are
â0 = ˙̂u0 + Gû0û1 + F (û1)2,
â1 = ˙̂u1 + G(û0)2 + Fû0û1, (1.15)
and its proper acceleration is α =
√
−âb âb, which provides a physical interpretation of the
functions F and G. In particular, for the special case in which the object is co-moving with the
fluid, one has [ûb] = [1, 0, 0, 0] and so [âb] = [0,G, 0, 0]. Thus the proper acceleration of a fluid
particle is α = G in the radial direction. Indeed, the Lr p-equation in (1.13) shows that, in the
absence of a pressure gradient, G vanishes and so the motion becomes geodesic. The physical
interpretation of the function M can be obtained from the forms of the equations in (1.13) in
which it appears. In particular, the Lr M-equation can be written simply as ∂r M = 4πr2ρ,
which shows that M plays the role of an intrinsic mass that is determined by the amount of
mass-energy in a sphere of radius r . One can easily show that M is in fact equal to the Misner-
Sharp mass (Nolan 1998; Nakao 1995), and hence is an intrinsic quantity. It is useful to note
that Lasenby et al. (1998) have shown that in spherically symmetric systems, M and r appear
explicitly in the eigenvalues of the Weyl tensor, and r is also a measurable quantity; hence the
name ‘physical’ coordinate. As they are both intrinsic (i.e. measurable) quantities, it is useful
to construct our equations in terms of these variables.
bIn Lasenby et al. (1998), two further equations are given, namely Lrg1 = Fg2 + Mr2 −
1
3Λr − 4πr ρ and
Ltg2 = Gg1 − Mr2 +
1
3Λr − 4πrp, but these may be derived from the Lr M and Lt M equations, respectively, in
combination with the definition of M given in (1.14).
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The equations (1.12)–(1.14) thus have clear physical interpretations and contain no residual
gauge freedom (in non-vacuum regions). In particular, given an equation of state p = p(ρ),
and initial data in the form of the density ρ(r, t0) and the velocity g2(r, t0), the future evolution
of the system is fully determined. This is because ρ determines p and M on a time slice and
the definition of M then determines g1. The equations for Lrg2, Lr p and Lr f1 then determine
the remaining information, namely F, G and f1 respectively, on the time slice. Finally, the Lt ρ
equation and Lt M equation (together with the definition of M) enable one to propagate ρ and
g2, respectively, to the next time slice and the repeat the process. The equations can thus be
implemented numerically as a simple set of first-order update equations. This approach was
illustrated in Lasenby et al. (1998, 1999); Dabrowski et al. (1998).
An alternative way of solving the system of equations (1.12)–(1.14), which was employed
in Nandra et al. (2012a,b, 2013), is not to impose an equation of state, but instead specify a form
for ρ(r, t) for all t or, equivalently, a form for M (r, t) followed by use of the Lr M . In general,
the remaining equations need to be solved as a set of coupled PDEs. Nonetheless, as shown in
Nandra et al. (2012a,b, 2013), if ρ(r, t) is piecewise uniform in r , then one may combine the
Lt ρ, Lt M and Lr M equations to obtain an ODE in r that may be solved to obtain an expression
for the fluid velocity g2(r, t) and hence F (r, t), albeit with each containing a time-dependent
‘constant’ of integration, and the definition of M then determines g1(r, t). One may then obtain
the fluid pressure p(r, t) by first using the Lt M equation to eliminate f1 from the Lr p equation,
which then yields the ‘generalised Oppenheimer–Volkov’ equation (Nandra et al. 2013)







M + 4πr3p − 13Λr
3 + r2v∂rv − 4πr4(ρ + p)(∂t M)−1v∂tv




This equation is, in fact, valid for any spherically-symmetric perfect fluid system and reduces
to the standard Oppenheimer–Volkov equation with a cosmological constant (Oppenheimer &
Volkoff 1939; Winter 2000) for a static spherically-symmetric system. After solving (1.16) for
p(r, t), which requires the imposition of a boundary condition on the pressure at some radius,
one may complete the solution either by obtaining f1(r, t) from the Lt ρ equation and hence
G(r, t) from any other equation that contains it, or by obtaining G(r, t) from the Lr p equation
and then f1(r, t) from the Lr f1 equation.
Finally, although the system of equations (1.12)–(1.14) accommodates non-zero pressure, it
is worth considering briefly the special case of a pressureless fluid. In this case, the Lr p equation
forces G to vanish, so the motion of the fluid particles becomes geodesic and the Lr f1 equation
forces f1 = 1. Consequently, the components in the coordinate basis of the four-velocity of a
fluid particle are [vµ] ≡ [ṫ, ṙ, θ̇, φ̇] = [1, g2, 0, 0], where dots denote differentiation with respect
to the particle’s proper time τ. Since ṫ = 1, the coordinate time matches the proper time of all
observers comoving with the fluid. Hence the Newtonian gauge is a synchronous one: a global
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‘Newtonian’ time is recovered on which all comoving observers agree (provided all clocks are
synchronised initially)c. Furthermore, combining the Lt M equation and the definition of M
yields (∂t + g2∂r )g2 = −M/r2 + 13Λr , which has the form of the Euler equation in Newtonian
fluid dynamics (recalling that g2 is the fluid velocity v). Finally, setting Λ = 0 for a moment, the




1 − 1), which is the Bernoulli
equation for zero pressure and total (non-relativistic) energy per unit mass 12 (g
2
1 − 1) (i.e. after
subtraction of the rest-mass energy).
1.4 Outline of thesis
We start off in Chapter 2 by comparing the tetrad-based approach to the LTB model, in partic-
ular by applying both to known cosmological cases, the Schwarzschild and FRW spacetimes,
and highlight the advantages of the tetrad-based method. We then apply our method to the gen-
eralised Swiss-cheese model, which we then use to investigate a common misinterpretation of
Birkhoff’s theorem, namely that the gravitational field in a vacuum in a spherically-symmetric
distribution is only affected by the interior mass.
Building on our findings, in Chapter 3 we next examine the theoretical claims behind the
RH = ct model, which start from the Swiss-cheese model considered in the previous chapter.
We show that the central assumption, that the Hubble distance is constant, is not required. We
also show that the argument presented in Melia (2016) that the FRW cosmology implies the
zero active mass condition, ρ + 3p = 0, holds at all epochs is false. These considerations then
reveal the behaviour of ‘horizons’ in homogeneous and isotropic cosmological models.
We then apply our tetrad-based approach to model a cosmic void in Chapter 4, assuming
a pressureless fluid. We examine the Draco void as an example, by using the WISE-2MASS
galaxy survey, and a corresponding cosmic microwave background temperature decrement in
the Planck data in the same direction. We compare our model to the LTB model of the void
provided by Finelli et al. (2016), and hence show the importance of considering both the velocity
and density profiles when modelling a void from data, as the CMB decrements are sensitive to
both.
In Chapter 5 we consider the effects of pressure on perturbations, focusing on fluids with
a fixed equation of state. We first present an analytic approach and find exact solutions to
the linearised field equations, and develop a numerical scheme which can be used in the non-
linear regime. Applying this to radiation as an example, we find oscillatory behaviour which
corresponds to the initial stages of what become baryon acoustic oscillations. By comparing the
cIn fact, these findings still hold in the slightly more general case in which there is no pressure gradient, thereby
allowing for the fluid to have a non-zero homogeneous pressure.
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analytic and numerical methods, we investigate how the oscillations behave in the non-linear
regime. We also examine the behaviour of perturbations in fluids with a negative pressure, and
see whether they can support the growth of structure.
Lastly we consider the effect of pressure on photon propagation in Chapter 6. We derive
analytic expressions for pressure using a spherical top-hat density model, and illustrate using
an example that the effect of pressure on photon propagation is negligible except in the very
early epoch when pressures are very high.









Spherically-symmetric solutions in general relativity are of fundamental importance to the
study of compact objects, black holes and cosmology. Indeed, two of the oldest and most
commonly studied exact solutions of Einstein’s field equations are spherically symmetric: the
Schwarzschild metric (Schwarzschild 1916) describes the gravitational field outside a static
spherical massive body, and the Friedmann–Robertson–Walker (FRW) metric (Friedmann
1922, 1924; Lemaître 1931; Robertson 1935, 1936b,a; Walker 1937) describes a homogeneous
and isotropic universe in terms of the evolution of its scale factor with cosmic time. Moreover,
it was not long before McVittie (McVittie 1933, 1956) combined the Schwarzschild and FRW
metrics to produce a new spherically-symmetric solution that describes a point mass embedded
in an expanding universe, although there still remains some debate regarding its physical
interpretation (Kaloper et al. 2010; Lake & Abdelqader 2011).
Subsequently, there have been numerous studies of the general-relativistic dynamics of
self-gravitating spherical systems. For example, Misner, Thorne & Wheeler (Misner et al.
1973) describe the spherically-symmetric collapse of a ‘ball of dust’ having uniform density
and zero pressure that is embedded in a static vacuum exterior spacetime, and later generalise
their results to incorporate pressure internal to the object. By contrast, ‘Swiss cheese’ models
(Harwit 1998) consider an exterior expanding FRW universe, albeit pressureless, in which a
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uniform pressureless spherical object is embedded and surrounded by a ‘compensating void’
that itself expands into the background and ensures that there is no net gravitational effect on
the exterior universe.
A more realistic description than the Swiss cheese models is provided by models based on
the Lemaître–Tolman–Bondi (LTB) solution (Lemaître 1933; Tolman 1934; Bondi 1947). As
discussed in the Introduction, the LTB model usually is restricted to dust, although recently
a more generalised version including pressure was presented in Lasky & Lun (2006), for a
central object with pressure embedded in a static vacuum exterior. The LTB method however
has some limitations; for example it contains a residual gauge freedom, as we shall see in
Section 2.3, which requires some arbitrary initial conditions to ‘fix’ the gauge, which can make
interpretations difficult.
In contrast we believe that the tetrad-based method has many advantages over the LTB
method, as discussed in the Introduction. In Lasenby et al. (1999); Dabrowski et al. (1998),
the authors apply the method to modelling the evolution of a finite-size, spherically-symmetric
object with continuous radial density and velocity profiles that is embedded in an expanding
background universe (either spatially-flat, open or closed) and compensated so that it does not
exert any gravitational influence on the exterior universe; the fluid is assumed to be pressureless
throughout. In Nandra et al. (2012a), the authors use the method to obtain solutions describing
a point mass residing in either a spatially-flat, open or closed expanding universe containing a
cosmological fluid with pressure. In the spatially-flat case, a simple coordinate transformation
relates their solution to the corresponding one derived by McVittie, but for spatially-curved
cosmologies their metrics are physically distinct from the corresponding McVittie metrics, as
shown in Section 3.2 in Nandra et al. (2012a). Hence, we believe that the latter in fact do not
necessarily describe spatially-curved cosmologies with a point mass in the centre, even though
they may be solutions of Einstein’s equations. In Nandra et al. (2013), the authors extend this
study by applying the tetrad-based approach to obtain the solution describing the evolution
of a finite spherical region of uniform interior density that is embedded in a background
of uniform exterior density, where the fluid in both regions can support pressure and the
expansion (or contraction) rates of the two regions are expressed in terms of interior and exterior
Hubble parameters that are, in general, independent. They also derive a generalised form of
the Oppenheimer–Volkov equation, valid for general time-dependent, spherically-symmetric
systems.
In this Chapter, we present a comparison of our tetrad-based methodology with the LTB
model for solving the Einstein field equations for spherically-symmetric systems. In particular,
we focus on the issues of gauge ambiguity and the use of comoving versus ‘physical’ coordinate
systems. We also clarify the correspondences, where they exist, between the two approaches. In
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addition, we extend the analysis presented in Nandra et al. (2013) by applying our tetrad-based
method to a generalised form of ‘Swiss cheese’ model, which consists of an interior spherical
region surrounded by a spherical shell of vacuum that is embedded in an exterior background
universe. In general, we allow the fluid in the interior and exterior regions to support pressure,
and we demand neither that the interior region be compensated, nor that the interior and exterior
regions be uniform. Nonetheless, our principal focus is the case in which the fluid in the interior
and exterior regions has uniform (although, in general, different) densities. In particular, we
pay special attention to the form of the solution in the intervening vacuum region and verify
the validity of Birkhoff’s theorem, the usual interpretation of which has recently been brought
in question (Zhang & Yi 2012).
The structure of this Chapter is as follows. In Section 2.3 we compare our tetrad-based
approach outlined in the Introduction to the more commonly-used LTB model. Note that the
comparison serves as a pedagogical outline which presents the physical motivations behind
each approach, with the aim of highlighting the advantages of using the tetrad-based method
and ‘physical’ coordinates, by applying both methods to the familiar FRW and Schwarzschild
spacetimes. We then present original results, where we apply our tetrad-based method to
describe the evolution of a generalised form of ‘Swiss cheese’ model in Section 2.4 and
investigate the validity of Birkhoff’s theorem in its vacuum region in Section 2.5. Finally, we
present our conclusions in Section 2.6.
2.2 Using the tetrad based approach
2.2.1 Application to Schwarzschild spacetime
As an illustration of our tetrad-based approach outlined in the Introduction, we now apply it to
the special case in which the matter source is concentrated at the single point r = 0 and the
cosmological constant vanishes (see also Lasenby et al. (1998)). For such a solution, ρ = p = 0
everywhere away from the origin and so Lr M = 0 and Lt M = 0, which together imply
M = constant. Retaining the symbol M for this constant, one finds that the system of equations
(1.12)–(1.14) reduces just to the relationships (1.12) between the tetrad and spin-connection
components and the definition of M in (1.14) (with Λ ≡ 0); no further equations yield new
information.
We therefore have an under-determined system of equations and so some additional gauge-
fixing is required to determine an explicit solution. This occurs because in the final part of our
gauge-fixing procedure described in the Introduction, one chooses the timelike unit Lorentz
frame vector at each point to coincide with the fluid four-velocity at that point, which clearly
cannot be performed in a vacuum region. Nonetheless, one may instead choose the timelike
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unit frame vector to coincide with the four-velocity u of some radially-moving test particle
(which need not necessarily be in free-fall), so that its components in the tetrad frame are
[ûa] = [1, 0, 0, 0] and hence in the coordinate basis one has [uµ] ≡ [ṫ, ṙ, θ̇, φ̇] = [ f1, g2, 0, 0],
as previously. This ensures that our previous physical interpretations of the tetrad and spin-
connection components still hold. It remains, however, to choose a particular class of radially-
moving test particle, and the simplest and most natural choice is a radially free-falling particle
that was released from rest at r = ∞. From the definition (1.14) of M (with Λ ≡ 0), one sees
that g1 corresponds to the total energy per unit rest mass of an infalling particle, and so for a
particle released from rest at infinity one should adopt the gauge condition g1 = 1. It is then a
simple matter to obtain expressions for the remaining tetrad components and spin-connection
coefficients. The resulting non-zero tetrad components are











, G = 0. (2.2)
We note that the condition G = 0 is clearly consistent with the geodesic motion of the test
particles.
The line-element (1.10) corresponding to the tetrad components (2.1) is given by









− r2 dΩ2, (2.3)
whichwe recognise as the Schwarzschild spacetime line-element expressed in terms of Painlevé–
Gullstrand coordinates (Painlevé 1921; Gullstrand 1922). This coordinate system has a number
of desirable features. For example, the line-element is regular for all positive values of r and
the spacelike hypersurfaces t = constant have Euclidean geometry. Moreover, from (2.1),
the non-zero components of the four-velocity of a particle released from rest at infinity are
immediately





and so we recover an essentially Newtonian description of the motion. In particular, we see that
t coincides with the proper time of such particles.
It is also of interest to consider briefly how to recover the standard form of the Schwarzschild
line-element in Schwarzschild coordinates. This may be achieved by fixing the gauge by instead
choosing the preferred class of test particle to have fixed spatial coordinates, in particular ṙ = 0,
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which immediately requires g2 = 0. It is then straightforward to obtain the remaining tetrad













, g2 = 0, (2.5)
and the spin-connection coefficients F and G are








We note that G , 0 is consistent with non-geodesic motion of the test particles. Moreover, the












) − r2 dΩ2. (2.7)
There exists a subtlety in the presence of a horizon, however, since it is not possible inside it
for a test particle to remain at fixed spatial coordinates, and hence one cannot have g2 = 0.
This is discussed in detail in Lasenby et al. (1998), where it is shown that the presence of a
horizon is related to the onset of time-reversal asymmetry not easily identified using a wholly
metric-based approach.
2.2.2 Application to FRW spacetime
As a second illustration of our approach, we apply it to the special case of a homogeneous
and isotropic spacetime, as assumed in cosmology. This corresponds to setting ρ and p to be
functions of t only. First we note that, unlike the Schwarzschild spacetime, there are no vacuum
regions, and so no additional gauge-fixing will be required. It follows immediately from the
Lr p equation that G = 0 and then the Lr f1 equation implies f1 = 1. Since ρ is spatially
uniform, one requires M (r, t) = 43πr
3ρ, which is consistent with the Lr M equation. The Lt M









but the first condition can only be consistent with Lrg2 equation if F = H (t) and g2 =
rH (t). Finally, we obtain g1 by first substituting the above expression for M into (1.14) and
differentiating the result with respect to r to obtain the equation Lrg1 = (g21 − 1)/r , which may
solved to yield g21 = 1+ r
2φ(t), where φ(t) is an arbitrary function of t. Then the Ltg1 equation
implies that ∂tφ = −2H (t)φ.
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Thus, gathering our results together, the non-zero tetrad components are given by
f1 = 1,





H (t ′) dt ′
}
,
g2 = rH (t), (2.10)
where k is an arbitrary constant of integration, and the spin-connection coefficients F and G
are
F = H (t), G = 0. (2.11)
We note that the condition G = 0 demonstrates that the fluid particles move geodesically, since
there are no pressure gradients. Moreover, on substituting the above results into (2.9) and the
expression (1.14) for M , one obtains
∂t ρ = −3H (t)(ρ + p), (2.12)
8
3πρ = H




H (t ′) dt ′
}
. (2.13)
Finally, differentiating (2.13) with respect to t and using (2.12), one also obtains the further
(although clearly not independent) dynamical equation
∂tH (t) + H2(t) − 13Λ = −
4
3π(ρ + 3p), (2.14)
which we recognise as the standard ‘acceleration’ cosmological field equation expressed in
terms of the Hubble parameter H (t). Indeed, from (2.10), the non-zero components of the
four-velocity of a fluid particle are immediately
ṫ = 1, ṙ = rH (t), (2.15)
which both verifies that t coincides with proper time of such particles and recovers Hubble’s
law.
Thus, our approach has led us to work directly with H (t), which is an intrinsic and
measurable quantity, rather than the more usual scale factor, which we will denote by S(t).
Nonetheless, we can make contact with the latter simply by setting H (t) ≡ ∂tS(t)/S(t), in
which case g21 = 1−kr
2/S2(t). The line-element (1.10) corresponding to the tetrad components
(2.10) then reads






[dr − rH (t) dt]2 − r2 dΩ2, (2.16)








− 13Λ = −
4
3π(ρ + 3p), (2.18)
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which we recognise as Friedmann’s cosmological field equations in their standard form.
The line-element (2.16) represents the FRW spacetime expressed in terms of a ‘physical’
(i.e. non-comoving) radial coordinate r . We may rewrite this line-element in terms of a
comoving radial coordinate r̂ ≡ r/S(t), which yields the usual form







2.3 Comparison with LTB model
In contrast to our tetrad-based approach, the LTB model (Lemaître 1933; Tolman 1934; Bondi
1947) is based on the use of a comoving radial coordinate, which we denote by r̂ , and the
assumption of a diagonal form for the metric. It is also usual to choose the time coordinate,
which we denote by t̂, to coincide with the proper time measured by observers comoving with
the fluid, but for the moment we will consider the Lemaître metric (Plebański & Krasiński
2006), a slightly more general version of the LTB metric in which this requirement is not
enforced. Thus, we consider a line element of the form
ds2 = A2dt̂2 − B2dr̂2 − R2dΩ2, (2.20)
where, in general, A, B and R may be arbitrary functions of both r̂ and t̂. Note that the LTB
metric corresponds to setting A = 1.
We may understand the relationship between the line-element (2.20) and that given in
(1.10), obtained using our tetrad-based approach, by performing a coordinate transformation
that expresses the latter in terms of a comoving radial coordinate and brings it into diagonal
form. We therefore consider the coordinate transformation







Note that, although the time coordinates coincide, we still label the new one as t̂, since the
partial derivatives ∂/∂t and ∂/∂t̂ will, in general, be different because they hold fixed r and r̂ ,
respectively. One may verify that r̂ is a comoving radial coordinate by recalling that the four-
velocity components of a comoving observer in the Newtonian gauge are [vµ] = (ṫ, ṙ, θ̇, φ̇) =
( f1, g2, 0, 0), which transform under (2.21) into [v̂µ] = ( ˙̂t, ˙̂r, θ̇, φ̇) = ( f1, 0, 0, 0). The physical




























where Lt , defined in (1.11), is the derivative with respect to the proper time of a comoving
observer; indeed this is consistent with our finding above that ˙̂t = f1. Since Lt may be
20 Chapter 2. Spherically-symmetric solutions in general relativity
considered as a relativistic form of convective derivative, one may interpret the transformation










where Lr , also defined in (1.11), is the derivative with respect to the proper radial distance of a
comoving observer.
Under the transformation (2.21) to a comoving radial coordinate, the line-element (1.10)











dr̂2 − r2dΩ2. (2.24)
One should first note that this has been achieved without having to specify ∂r/∂r̂; this demon-
strates that the Lemaître (and hence LTB) metric (2.20) possesses a residual gauge freedom, in
contrast to the line-element (1.10) (recall that the final gauge choice made in Section 1.3 leaves
the form of (1.10) unchanged).
Comparing (2.20) and (2.24), one first identifies that r = R(r̂, t̂) and hence the three











where the final result is obtained using (2.21). The expressions for the spin-connection coeffi-








Substituting the expressions (2.25) and (2.26) into the dynamical and continuity equations
(1.13), one then obtains




∂r̂ M = 4πR2ρ ∂r̂ R, (2.28)










∂t̂ M = −4πR2p ∂t̂R, (2.30)












(∂r̂ R)2 + 1 − 13ΛR
2. (2.31)
The assumed form (2.20) of the line-element and the system of equations (2.27)–(2.31)
constitute a generalised form of the LTB model that can accommodate pressure and a non-
zero cosmological constant. Nonetheless, unlike the tetrad-based approach, this model still
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possesses a gauge freedom, since ∂r̂ R remains arbitrary. Thus, to determine the evolution of
the system, one must first choose a form for the function R(r̂, t̂∗) at some time t̂∗ (usually given
as an initial condition), which is not easily interpreted physically.
To make contact with the standard LTB model, we may now set A = 1 in the line-element
(2.20), so that t̂ coincides with the proper time measured by observers comoving with the fluid.
Hence, like the Newtonian gauge, the standard LTB model employs a synchronous coordinate
system. In terms of the tetrad components (2.25) and spin-connection coefficients (2.26), setting
A = 1 corresponds to setting f1 = 1 and G = 0, and hence (2.22) shows that the operators
∂t̂ and Lt then coincide. Thus, from the Ltg1 equation in (1.12) one finds that g1 = g1(r̂) is
a function only of r̂ . Using the expression for g1 in (2.25) and adopting the standard notation
used in LTB models, we therefore define the function E(r̂) by




which we may choose arbitrarily provided that E(r̂) > −12 . It is also immediately clear from
(2.27) that setting A = 1 requires the pressure gradient to vanish. Thus, the standard LTB line-
element can at best accommodate a fluid with a non-zero homogeneous pressure (note that the
LTBmodel is by definition a solution for dust; however, as we have shown here, its line-element
can accommodate non-zero homogeneous pressure). It is usual, however, to assume simply
that the fluid is pressureless, in which case (2.30) shows that M = M (r̂) is a function only
of r̂ . Given our earlier interpretation of M in the tetrad-based approach, one may thus verify
the usual interpretation of M (r̂) in the LTB model as the mass-energy interior to a sphere of
comoving radial coordinate r̂ (i.e. the Misner-Sharp mass) which is naturally time-independent
in the absence of pressure.
Collecting together our results, setting A = 1 in (2.20) and assuming a pressureless fluid















which we recognise as the standard equations for the LTB model (with the inclusion of a
non-zero cosmological constant), where M (r̂) and E(r̂) may be chosen arbitrarily (subject
to M (r̂) > 0 and E(r̂) > − 12 ). Indeed, since the first equation in the set may be written as
E(r̂) = 12 [g1(r̂)−1], our approach also allows us to verify the usual interpretation of E(r̂) as the
total (non-relativistic) energy per unit rest mass of a fluid particle (i.e. after subtracting its rest
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mass energy) at comoving coordinate radius r̂ . In addition to the usual set of equations (2.33)–
(2.35), our approach also naturally yields the continuity equation (2.29), which originates from
the contracted Bianchi identities, and in this case reduces to










Finally, it is also worth mentioning that on integrating (2.34), it is usual to introduce another
arbitrary function tb(r̂), known as the “bang-time” and interpreted as a Big-Bang singularity
surface at which R vanishes, i.e. R(r̂, t̂b(r̂)) = 0. From our tetrad-based approach, however,
we see that this condition corresponds simply to identifying the origin r = 0 of our ‘physical’
radial coordinate.
2.3.1 Application to Schwarzschild spacetime
As an illustration of the LTB model, and in particular to compare it with the tetrad-based
approach, we now apply it to the same physical situation as we considered in Section 2.2.1,
namely that of a matter source concentrated into a single point and a vanishing cosmological
constant. As previously, for such a solution, ρ = p = 0 everywhere away from the point mass,
and so (2.30) implies that M = constant. Once again, the remaining system of equations is
under-determined, and so some gauge-fixing is required. First we must choose a form for the
arbitrary function E(r̂). Similar to the approach adopted in Section 2.2.1, we may base our
choice on some class of radially-moving test particle and, once again, the most natural choice is
a radially free-falling particle released from rest at infinity. From the definition (2.32), we see
that the choice of g1 = 1 in our tetrad-based approach is equivalent to setting E(r̂) = 0, which
corresponds to the particle having zero energy (after subtraction of its rest mass energy).







where we have taken the negative square root since the test particle is radially infalling. This
equation may be immediately integrated to give 23 R
3/2 = −(2M)1/2[t̂− t̂b (r̂)], where the “bang-
time” t̂b(r̂) may be an arbitrary function of r̂ , but is usually chosen such that R(r̂, t̂b(r̂)) = 0,
which in this case requires t̂b(r̂) = r̂ . Thus, after this additional gauge-fixing, which was not
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where the second result is derived straightforwardly from (2.33). Substituting these expressions
into (2.20) with A = 1, one immediately obtains












which is the line-element for the Schwarzschild spacetime expressed in Lemaître coordinates
(Lemaître 1933). This line-element is regular for all values of r̂ , except at r̂ − t̂ = 0, which
corresponds to the location of the point mass (i.e. at r = 0 in terms of the ‘physical’ radial
coordinate used in Section 2.2.1). It is straightforward to show that radially free-falling test
particles released from rest at infinity have fixed values of r̂ , θ and φ, which therefore constitute
comoving coordinates for such particles. From (2.39), one thus sees that t̂ does indeed coincide,
by construction, with the proper time of such particles.
It is interesting that, although the tetrad-based approach and the LTB model both employ
synchronous time coordinates and are based on the trajectories of radially infalling particles
released from rest at infinity, the two methods naturally lead to the very different line-elements
(2.3) and (2.39). This occurs because of the use of a ‘physical’ radial coordinate in the
former, whereas the latter employs a comoving radial coordinate, and also the requirement
that the LTB line-element be diagonal. In our opinion, the former line-element, expressed in
Painlevé–Gullstrand coordinates, is the more easily interpreted physically.
2.3.2 Application to FRW spacetime
As an second illustration of the LTBmodel, we now apply it to the special case of a homogeneous
and isotropic spacetime, as considered in Section 2.2.2 using the tetrad-based approach. As
before, this corresponds to setting ρ to be a function of t̂ only, but for the LTB model we are
limited to considering only pressureless fluids and so p = 0. In contrast to the tetrad-based
approach, onemust begin bymaking a gauge choice for the form for M (r̂). This ismost naturally
achieved by introducing the scale factor S(t̂) at the outset, such that ρ(t̂) = ρ0[S0/S(t̂)]3, where
ρ0 ≡ ρ(t̂0) and S0 ≡ S(t̂0) are defined at some cosmic time t̂ = t̂0, usually taken in cosmology
to be the current epoch. Keeping in mind the physical interpretation of M (r̂), it is then simplest
to assume the form M (r̂) = 43πρ0S
3
0 r̂
3. Once we have made this gauge choice, we find using
(2.35) that
R = S(t̂)r̂, (2.40)
and we can then use (2.34) to determine the form of E(r̂) to be E(r̂) = − 12 kr̂
2, where k is a
constant.
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Thus, with M (r̂) = 43πρ0S
3
0 r̂
3 and E(r̂) = −12 kr̂







and the corresponding line-element (2.20) (with A = 1) takes the usual FRW form







Moreover, the remaining LTB equations (2.34) and (2.36) then yield the standard Friedmann






∂t̂ ρ = −3H (t̂)ρ, (2.44)
where we have defined the Hubble parameter H (t̂) ≡ ∂t̂S(t̂)/S(t̂). These two equations can be
combined to yield the standard ‘acceleration’ cosmological field equation for zero pressure, if
desired.
Thus, we see that the LTB model has led us directly to working in terms of the scale factor,
in contrast to the tetrad-based approach used in Section 2.2.2, which led naturally to the Hubble
parameter, which is a directly measurable quantity. Again, this difference results from the use
of a comoving radial coordinate in the LTB model and the assumption of a diagonal metric, as
compared to using a ‘physical’ radial coordinate in the tetrad-based approach and making no
such restriction on the form of the metric. Moreover, considerable gauge-fixing was required
in the LTB model to obtain a definite form for the solution, whereas this was unnecessary in
the tetrad-based approach.
2.4 Generalised Swiss cheese model
We now apply our tetrad-based approach to a generalised form of the Swiss cheese model. In
its classic form, the Swiss cheese model consists of an exterior expanding FRW universe, albeit
pressureless, in which a uniform pressureless spherical object is embedded and surrounded
by a ‘compensating void’ that itself expands into the background and ensures that there is no
net gravitational effect on the exterior universe. Such models were employed in some of the
earliest attempts to describe non-linear cosmological inhomogeneities (Kantowski 1969; Rees
& Sciama 1968; Dyer & Roeder 1972, 1973; Nottale 1982), since they have the advantage that
analytical calculations can be performed, and compensation ensures observations in the exterior
region can be modelled unambiguously. They have also been used in more recent attempts
to characterise effects of inhomogeneities on cosmological observations, such as luminosity
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distance and perceived dark energy (Brouzakis et al. 2007, 2008; Biswas &Notari 2008; Clifton
& Zuntz 2009; Szybka 2011; Fleury 2014; Vanderveld et al. 2008; Valkenburg 2009; Flanagan
et al. 2013; Lavinto et al. 2013; Lavinto & Räsänen 2015; Fleury et al. 2013). Nonetheless, the
matter and velocity distributions are clearly unrealistic.
As mentioned in the Introduction, more realistic models can be constructed by working
with continuous density and velocity profiles, while still restricting to spherical symmetry
and ignoring pressure. Previous work using LTB models (Garcia-Bellido & Haugbølle 2008;
Alonso et al. 2010) has usually ignored compensation, and this can lead to subtleties inmodelling
observations in the exterior region, since it is not described by a homogeneous FRW cosmology.
Constructing compensatedmodels can be difficult, however, since the initial density and velocity
profiles must be carefully chosen so that streamline crossing is avoided. Otherwise, shock fronts
form and one must include pressure to produce a realistic model. For example, if one perturbs
just the density profile without perturbing the velocity profile, then streamline crossing is
inevitable in any compensated model other than those of Swiss cheese type (where the problem
would occur only in the vacuum region). Lasenby et al. (1999); Dabrowski et al. (1998) therefore
present a family of continuous initial density and velocity profiles, described by polynomials in
radius, that avoid the problem of streamline crossing in a very simple manner, while keeping
the density profile compensated and realistic, and which are consistent with having grown from
primordial fluctuations in the very early universe. The evolution of the resulting spatially-finite
inhomogeneity was then determined in the absence of pressure using our tetrad-based method.
We later use this model in Chapter 4 to represent a cosmic void.
In this Section, however, our primary focus is not the modelling of realistic cosmological
inhomogeneities or the prediction of observational effects in the exterior region. Rather, wewish
merely to extend the analysis presented in Nandra et al. (2013) (hereinafter NLH3) by applying
our tetrad-based method to a generalised form of Swiss cheese model, in which we allow the
fluid in the interior and exterior regions to support pressure, in general, and do not demand that
the interior region be compensated. Aside from intellectual curiosity, the motivations for this
study are two-fold: we first wish to verify that Birkhoff’s theorem holds in the vacuum region,
the usual interpretation of which has recently been brought into question for related systems
(Zhang & Yi 2012); and, second, we wish, in the next Chapter, to consider the validity of the
theoretical arguments that underpin the Rh = ct cosmological model (Melia 2007, 2009; Melia
& Shevchuk 2012), which has recently received considerable attention (van Oirschot et al. 2010;
Lewis & van Oirschot 2012; Mitra 2014). These investigations are presented, respectively, in
Section 2.5 and Chapter 3.
As discussed in Section 1.3, instead of imposing an equation of state, p = p(ρ), we solve
the system of equations (1.12)–(1.14) by specify a form for ρ(r, t) for all t or, equivalently, a









Figure 2.1: Generalised Swiss cheese model: a spherical interior region of uniform
density ρi(t) and radius a(t) is surrounded by a vacuum region of radius b(t), which
itself resides in an exterior regionwith uniform density ρe(t). The rates of expansion of
the interior, vacuum and exterior regions are characterized by the ‘Hubble parameters’
Hi(t), Hv(t) and He(t), respectively. In general, the fluid can support pressure and the
interior region need not be compensated.
form for M (r, t) followed by use of the Lr M . We choose a form for ρ(r, t) which is piecewise
uniform in r such that we can combine the Lt ρ, Lt M and Lr M equations to obtain an ODE in
r that may be solved to obtain an expression for the fluid velocity g2(r, t) and hence the rest of
the system.
2.4.1 Model specification
The generalised Swiss cheese model is illustrated in Fig. 2.1 and consists of a spherical interior
region of uniform density ρi(t) and radius a(t) surrounded by a vacuum region of radius b(t),
which itself resides in an exterior region with uniform density ρe(t). The rates of expansion of
the interior, vacuum and exterior regions are characterized by the ‘Hubble parameters’ Hi(t),
Hv(t) and He(t), respectively (the definition of Hv(t) is discussed below). These functions are
free for us to choose, and together with M (r, t) and initial conditions, completely specify the
evolution of the system. As we show later on, these ‘Hubble parameters’ are, in fact, equal to
the covariant Hubble scalar in both the interior and exterior regions. In general, the interior
region need not be compensated and the fluid in both the interior and exterior regions can
support pressure.
From the figure, we may write down an expression for the total mass-energy M (r, t)
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3, r ≤ a(t),
4
3πρi(t)a(t)
3 ≡ M0, a(t) ≤ r ≤ b(t),
4
3πρe(t)r
3 + m(t), r ≥ b(t),
(2.45)
where M0 is a constant and m(t) = M0 − 43πρe(t)b(t)
3 is the mass contained within b(t) at
time t, in excess of that which would be present due to the exterior background alone. For a
compensated interior region, one thus has m(t) ≡ 0. We note that the system considered in
NLH3 corresponds to setting b(t) = a(t), so that there is no vacuum region.
As we will show below, in the general case where the fluid supports pressure, to determine
the dynamical evolution of the system completely one must specify the internal and external
Hubble parameters Hi(t) and He(t), together with the evolution a(t) and b(t) of the two
boundaries (and the density ρ∗ ≡ ρi(t∗) of the interior region at some reference time t = t∗).
Typically, one should take He(t) to correspond to some expanding exterior universe of interest,
but Hi(t), a(t) and b(t) can, in principle, have any form.a This follows both from the presence
of the vacuum region and from allowing the relationship between the fluid pressure and density
to be arbitrary, since then the interplay between pressure and gravity may allow expansion or
contraction of the interior and vacuum regions at any rate. This freedom would disappear,
however, if one imposed an equation of state on the fluid. In particular, in the special case of a
pressureless fluid, a(t) is straightforwardly determined from Hi(t) (and the radius a∗ ≡ a(t∗)
at some reference time t = t∗).
We note that by leaving Hi(t) and He(t) free to choose, we are treating the system as being
composed of a mathematical fluid, that is intended to mimic the kinematical evolution (if not the
physics) of a combination of baryonic gas and darkmatter, having a single effective density and a
single effective pressure required for stability (for more details, see Nandra et al. (2012b)). This
results in an effective ‘equation’ of state which depends on both r and t. Choosing the Hubble
parameters and specifying the mass-energy M (r, t) means that we can solve for p(r, t) using
the generalised Oppenheimer-Volkov equation (1.16). Hence the effective ‘equation of state’
is then determined. Treating the fluid as a single mathematical fluid avoids the complication
of calculating the non-linear evolution of multi-fluid systems, whereby one would separate the
fluid in each region into its baryonic and dark matter components.
aAs shown by NLH3, however, in the case where b(t) = a(t), so that there is no vacuum region, the evolution
a(t) of the single boundary between the two fluid regions cannot be set arbitrarily, but is instead determined by
specifying Hi(t) and He(t) (together with the interior density ρ∗ ≡ ρi(t∗) and the radius a∗ ≡ a(t∗) at some
reference time t = t∗).
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2.4.2 Boundary conditions
Any spatial surface at which the density is discontinuous, and which may in general be moving,
will trace out a 3-dimensional (timelike) hypersurface Σ in spacetime onwhich the solutionmust
satisfy the Israel junction conditions (Israel 1966, 1967). If n̂µ are the covariant components of
the unit (spacelike) normal to Σ , pointing from the inside to the outside, then the Israel junction
conditions require both of the induced metric hµν = gµν + n̂µ n̂µ and the extrinsic curvature
Kαβ = hαµhβν∇µ n̂ν, and the quantity Tµν n̂µ, to agree on Σ .
For the model illustrated in Fig. 2.1, two such hypersurfaces are defined by Σ (t, r) ≡
r − x(t) = 0, where x(t) can equal either a(t) or b(t). As discussed in Nandra et al. (2013), the
components n̂µ are given by
[n̂µ] =
[−∂t x, 1, 0, 0]
| f 21 (∂t x)





where ∂t x ≡ dx(t)/dt; one may readily verify that n̂µ n̂µ = −1, as required. One can show
using this expression that the continuity of Tµν n̂µ across the boundary implies that the fluid
velocity, g2, is continuous and the equation of motion for x(t) is given by ∂t x = g2/ f1.





[−g2/ f1, 1, 0, 0]. (2.47)
After a long but straightforward calculation, one then finds that the only non-zero components




∂r f1, K11 = g1r, K22 = g1r sin2 θ. (2.48)
Thus the continuity of the extrinsic curvature requires that f1, g1 and ∂r f1 are continuous there.
The above junction conditions have consequences for the continuity of other variables of
interest. In particular, from the Lr f1 equation in (1.12), one has G = −(g1/ f1)∂r f1, which
must therefore also be continuous at the boundary. Moreover, the Lr p equation in (1.13) and
the continuity of g1 and G imply that the pressure p is also continuous across the boundary,
although its radial derivative, in general, has a step there.
Finally, we also adopt the boundary condition at large r that all physical quantities tend to
those of the exterior cosmology. For spatially-flat and open universes, this corresponds to the
limit r → ∞, whereas for a closed universe one must instead consider the limit x(t)  r < S(t),
where S(t) is the universal scale factor which also corresponds to the curvature scale for a closed
bThe expression for K00 given here differs from that in Nandra et al. (2013), since the latter is incorrect owing to
a sign error in the original calculation. Nonetheless, both forms lead to the same conclusion regarding the continuity
of ∂r f1 at the boundary.
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universe. In each case, we require the line-element (1.10) to tend at large r to the corresponding
FRW line-element (2.16) with H (t) = He(t). Thus, for large r , one requires





, g2 → rHe(t). (2.49)
2.4.3 Interior and exterior regions
From (2.45), one sees that the forms for M in the interior and exterior regions are the same as
the model considered in NLH3, albeit with a different definition of m(t). Moreover, the same
boundary conditions (2.49) apply at large r . Therefore, many of the equations derived in NLH3
remain valid.
Specifically, in the interior region, the non-zero tetrad components are again given by
f1,i = −














g2,i = rHi(t), (2.52)
where, following NLH3, a prime denotes differentiation with respect to t. In order to evaluate
the above expressions for f1,i and g1,i, one requires forms for ρi(t) and pi. Substituting the above
expression for the fluid velocity g2,i and the enclosed mass M = 4π3 ρi(t)r
3 from (2.45) into
the generalised Oppenheimer–Volkov equation (1.16), and integrating, will yield an (integral)
expression for pi in terms of Hi(t) and ρi(t), after imposing the condition that the pressure
is continuous across the boundary a(t) and hence vanishes there. Thus, it only remains to
determine ρi(t), which is straightforwardly obtained for a given boundary evolution a(t) by
recalling that M0 ≡ 4π3 ρi(t)a
3(t) is a constant. In the special case of a pressureless fluid, it is
worth noting that one immediately has f1,i = 1 and so (2.50) can be integrated to obtain ρi(t),
which then determines a(t).
For the exterior region, the non-zero tetrad elements are given by
f1,e = −
3He(t) (ρe(t) + pe)
ρ′e(t)
, (2.53)

























In order to evaluate the above expressions, one requires forms for pe, ρe(t) and b(t). Substituting
the expressions for M and g2,e into the generalised Oppenheimer–Volkov equation (1.16),
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integrating and imposing the condition that the pressure is continuous across the boundary b(t)
and hence vanishes there, will yield an (integral) expression for pe in terms of ρe(t), He(t), b(t)
and the (in general) time-dependent uniform fluid pressure p∞(t) at large r corresponding to
the external cosmological model. One is free to specify He(t), b(t) and p∞(t), and the function
ρe(t) may be determined from the following equations from NLH3 which remain valid in the
exterior region:









We recognise (2.56) and (2.57) as the standard cosmological fluid evolution equation and the
Friedmann equation, respectively. Moreover, as in NLH3, these can be combined in the usual
manner to yield the dynamical cosmological field equation






3π(ρe(t) + 3p∞(t)), (2.58)
which thus provides an expression for ρe(t) in terms of He(t) and p∞(t).
We are free to choose the boundary evolution b(t), and it is most convenient to do this by
defining the ‘vacuum Hubble parameter’ Hv(t), such that
g2,e(b(t), t) = b(t)Hv(t). (2.59)







This then allows one to write (2.55) in the elegant form
g2,e = rHe(t) −
b3(t)
r2
(He(t) − Hv(t)) . (2.61)
In a similar manner, one may write the expression (2.54) as




















where we have momentarily suppressed t-dependencies for brevity. It is worth noting that, for
the special case of a pressureless fluid, one immediately has pe = 0 and f1,e = 1, so (2.60)
becomes simply b′(t)/b(t) = −Hv(t).
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2.4.4 Hubble scalar and shear in the interior and exterior regions
The fluid velocity covariant derivative can be split into parts with specific symmetry properties
(Hawking & Ellis 1973; Ellis & van Elst 1999). The decomposition is given by (from equation
(4.17) in Hawking & Ellis (1973), adapted to our metric signature)
∇νvµ = ωµν + σµν +
1
3θhµν + v̇µvν, (2.63)
where ωµν is the vorticity tensor, σµν is the shear tensor, hµν is the projection tensor into the
3D subspace orthogonal to the fluid velocity, and the volume expansion scalar, θ, is defined as
θ = ∇µv
µ . (2.64)
Hence, the Hubble scalar is defined as
Hs = 13θ. (2.65)
The shear tensor is defined as the traceless component of the ‘fully projected’ part of the
symmetric piece of ∇νvµ. Specifically we define
θµν = hµρhντ∇(τvρ), (2.66)
such that the shear tensor is given by
σµν = θµν −
1
3 hµνθ. (2.67)
The final quantity of interest is the relativistic 4-acceleration vector
v̇µ = aµ = vν∇νvµ, (2.68)
which represents the degree to which matter moves under forces other than those of gravity (see
for example, Section 2.1 in Ellis & van Elst (1999)).
We now consider the values of these quantities in the interior and exterior regions of our
spherically symmetric solutions.
Since the fluid 4-velocity components, in a (t, r, θ, φ) coordinate system, are given by
vµ = dx
µ
dτ = ( f1, g2, 0, 0) (where g2 is the fluid 3-velocity), the Hubble scalar (2.65) in terms of










In fact, in both the interior and exterior regions, the Hubble scalar simply reduces to the interior
and exterior Hubble parameters respectively, despite the 3-velocity field deviating from the
Hubble flow. That this occurs in the interior region is unsurprising, since equation (2.52) shows
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that the fluid 3-velocity here coincides with a pure Hubble flow, rHi(t). In the exterior region,
one again has Hs (t) = He (t) despite the fluid 3-velocity g2 deviating from a pure Hubble flow,
rHe(t) (see equation (2.61)). This occurs because the deviation is a function of time divided
by r2, for which the contribution to the 4-divergence ∇µvµ vanishes.









, one can find using equation (2.67) that the eigenvalues of the shear tensor are 0 in
the t direction, 2S in the r direction and −S in the θ and φ directions. We note this is traceless
as required for a shear tensor.
This shows a nice complementarity to what we just found for the Hubble scalar, since here




(He(t) − Hv(t)), as given in equation (2.61), gives us the tangential
shear eigenvalue −S. Hence the model studied here, at least in the exterior region, is different
from those studied by Nolan (2017), where the fluid is assumed to be wholly shear-free.
The fact a spherically symmetric fluid can have a Hubble scalar which is everywhere
the same as the Hubble parameter at infinity (where there is just a cosmological flow), but
nevertheless has non-zero shear (tending to zero at infinity), is perhaps worthy of further
comment. Specifically, such a fluid would have to obey the irrotational version of one of the
constraint equations which can be derived from the Ricci identity as applied to the velocity
4-vector. To discuss this briefly, we will use the notation employed in Brechet et al. (2007),
which generalises the 1+3 covariant approach to fluid dynamics of Ellis & van Elst (1999) to
the context of fluids with intrinsic spin, but is convenient here since it uses the same (+,−,−,−)
metric as the present work.
The Ricci identity from Brechet et al. (2007) is
2∇[µ∇ν]vρ = R[µν]ρλvλ, (2.70)
and by taking an antisymmetric trace-free part, employing the Einstein equations and (for
current purposes) setting the spin and vorticity to zero, we can derive the equation
Dλσλµ −
2
3 Dµθ = 0, (2.71)
where Dλ is the fully projected covariant derivative, which in this case would satisfy
Dµθ = hε µ∇ε θ. (2.72)
Evaluating this constraint equation for the shear tensor and volume expansion scalar found





) µ=r ∝ f 21 ∂g1∂t + f1g2 ∂g1∂r + g1g2 ∂ f1∂r . (2.73)
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This looks as though there is a problem, but in fact the RHS here is proportional to the Einstein
tensor entry Gtr , which due to our choice of fluid velocity vector, has to vanish (this can be
confirmed independently via the explicit solutions for these quantities we have given in each
region, including the external one). Thus our results for the shear and expansion factor, and in
particular the fact that the expansion parameter can correspond to what one would have for a
uniform Hubble flow, whilst the fluid still has non-zero shear, are fully consistent with the Ricci
identity constraint on the shear divergence.
Finally, we note that the 4-acceleration aµ = vν∇νvµ simply evaluates to a radial vector
with magnitude G, as already discussed in Section 1.3.
2.4.5 Vacuum region
In the vacuum region, one has ρ = p = 0 and so Lr M = 0 and Lt M = 0, which together
imply M is a constant, which we have denoted by M0. As we found in our discussion of
the Schwarzschild spacetime in Section 2.2.1, in a vacuum region the system of equations
(1.12)–(1.14) reduces just to the relationships (1.12) between the tetrad and spin-connection
components and the definition of M (= M0) in (1.14), from which one finds that the quantity
g21 − g
2




2 ≡ α(r) (2.74)
is a function of r only. No further equations yield new information, and one thus has an under-
determined system of equations that requires additional gauge-fixing to determine an explicit
solution.
This occurs because in a vacuum region one clearly cannot choose the timelike unit Lorentz
frame vector at each point to coincide with the fluid four-velocity at that point. As we did for the
Schwarzschild spacetime, however, one may instead choose the timelike unit frame vector to
coincide with the four-velocity u of some radially-moving test particle (which need not neces-
sarily be in free-fall), so that its components in the tetrad frame are [ûa] = [1, 0, 0, 0] and hence
in the coordinate basis one has [uµ] ≡ [ṫ, ṙ, θ̇, φ̇] = [ f1,v, g2,v, 0, 0], as previously. Moreover, this
ensures that our previous physical interpretations of the tetrad and spin-connection components
still hold.
Unlike in the Schwarzschild spacetime, however, there is no simplest or most natural choice
for the class of radially-moving test particle to use. All one requires is that the boundary
conditions discussed in Section 2.4.2 hold at each boundary a(t) and b(t). It is most convenient
to begin by choosing g2,v = v(r, t), where vmay be an arbitrary function satisfying the boundary
conditions v(a(t), t) = g2,i(a(t), t) = a(t)Hi(t) and v(b(t), t) = g2,e(b(t), t) = b(t)Hv(t). Then
g1,v is easily found from (2.74) and is also continuous at both boundaries. Finally, eliminating
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G between the Lr f1 and Ltg1 equations in (1.12) gives the general relation
∂r ( f1g1) +
f 21
g2
∂tg1 = 0, (2.75)











which may be straightforwardly solved for f1,v. Gathering these results together, in the vacuum
















Let is first consider the general case in which the fluid in the interior and exterior regions
supports pressure. Suppose one specifies the form for v(r, t∗) at some time t∗. One can then
see from (2.76) that one also requires the profile f1,v(r, t∗) in order to evolve v in time. Thus,
both v(r, t∗) and f1,v(r, t∗) need to be specified to determine the system. One should note,
however, that there is no equation determining the time evolution of f1,v; hence f1,v is free to
take any value on any time slice, provided it satisfies the boundary conditions that both f1 and
∂r f1 are continuous at each boundary, as shown in Section 2.4.2. Then the time evolution of v
is determined.
The situation is somewhat simpler for the case in which the fluid in the interior and exterior
regions is pressureless, since one may take f1 = 1 everywhere and at all times. Hence, if one
specifies the form for v(r, t∗) at some time t∗, one can use (2.76) to evolve v in time (Lasenby
et al. 1999). In this case, (2.76) becomes




which may also be derived directly by substituting the definition of M in (1.14) into Lt M = 0.
In either case, with or without pressure, the exact choice of the initial profile v(r, t∗) or
f1,v in the vacuum region has no physical effects on, for instance, the total redshift of a photon
passing through the inhomogeneity (Lasenby et al. 1999), showing that the ambiguity in these
functions is a gauge freedom and hence has no physical consequences.
2.5 Birkhoff’s theorem
One of our motivations for considering the generalised Swiss cheese model is to illustrate
that Birkhoff’s theorem holds in the vacuum region, despite having time-evolving interior and
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exterior regions. Although its usual interpretation has recently been brought into question
for physical systems of this type (Zhang & Yi 2012), we first demonstrate that Birkhoff’s
theorem does indeed hold using a traditional wholly metric-based approach, and then proceed
to show that it also holds directly at the level of the tetrad components by transforming into
Schwarzschild-de-Sitter form. In particular, we note that the considerations in this Section do
not depend on the radial distribution of matter in the interior or exterior regions or its state
of motion, provided spherical symmetry holds. We also clarify the common misconception
that the exterior matter distribution has no gravitational effect on the interior of a spherically
symmetric system.
2.5.1 Metric-based approach
Our aim is to show that one may perform a transformation to new coordinates t̄ and r̄ that brings
the line-element in the vacuum region into the standard Schwarzschild–de-Sitter form
ds2 =
(











) − r̄2dΩ2. (2.79)
It is most instructive to begin by considering the general form (1.10) of the line-element
given in terms of the tetrad components. Since the angular part of (1.10) already has same form
as in (2.79), this suggests that one should consider a coordinate transformation of the form
t = t(t̄, r̄), r = r̄, (2.80)
which is, in some sense, complementary to the coordinate transformation (2.21) considered
previously. By analogy with our earlier discussion, however, although the radial coordinates
coincide, we still label the new one as r̄ , since the partial derivatives ∂/∂r and ∂/∂r̄ will, in
general, be different.













then the line-element (1.10) takes the diagonal form








− r̄2 dΩ2. (2.82)
In order for such a transformation to be possible, however, one requires the derivatives (2.81)
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and using the general relation (2.75), one finds that the derivatives are consistent only in the
case where g21 − g
2
2 is a function of r alone. As shown in (2.74), this requirement is satisfied
in the vacuum region and, moreover, the resulting line-element (2.82) then indeed takes the
Schwarzschild–de-Sitter form (2.79), hence verifying Birkhoff’s theorem.
2.5.2 Tetrad-based approach
When working at the level of the metric, one is insensitive to rotations of the local Lorentz
frames. Indeed, although the coordinate transformation (2.80)–(2.81) brings the line-element
into the Schwarzschild-de-Sitter form (2.79) in the vacuum region, the corresponding tetrad
components are not of the standard ‘diagonal’ form (2.5) (together with the Newtonian gauge
condition f2 = 0 and after the inclusion of obvious additional terms resulting from a non-zero
cosmological constant Λ).
Indeed, since the tetrad components transform as ē µa = (∂ x̄µ/∂xν)eaν under a general











, ḡ1 = g1, ḡ2 = g2, (2.84)
so that the new tetrad components do not even satisfy the Newtonian gauge condition f̄2 = 0.
Nonetheless, the tetrad components can be transformed into the standard diagonal Schwar-
zschild form (2.5) by performing a (temporally- and radially-dependent) rotation of the local
Lorentz frames, which automatically leaves themetric unchanged. Under such a transformation,












coshψ − sinhψ 0 0
− sinhψ coshψ 0 0
0 0 1 0




and ψ denotes the rapidity of the radial boost at each event. Thus, one finds
¯̄f1 = (g1 coshψ + g2 sinhψ)/(g21 − g
2
2 ),
¯̄f2 = (g1 sinhψ + g2 coshψ)/(g21 − g
2
2 ),
¯̄g1 = g1 coshψ + g2 sinhψ,
¯̄g2 = g1 sinhψ + g2 coshψ. (2.86)
Hence, by choosing the rapidity ψ at each event such that g1 sinhψ + g2 coshψ = 0, one
immediately ensures that ¯̄f2 = ¯̄g2 = 0. Since cosh2 ψ − sinh2 ψ = 1, the required rapidity is
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where g21 − g
2
2 is given by (2.74), and thus we recover the standard diagonal form of the tetrad
for the Schwarzschild solution. Finally, it is worth noting that the speed of the boost in the
radial direction is given at each point by tanhψ = −g2/g1.
2.5.3 Comparison with previous work
The validity of Birkhoff’s theorem, or at least its usual interpretation, has recently been brought
into question by Zhang & Yi (2012). To be clear, Birkhoff’s theorem states that there exist
coordinates for which the metric in a vacuum region surrounding any spherically-symmetric
matter distribution takes the standard Schwarzschild (de-Sitter) form with parameter M0 equal
to the enclosed interior mass, even when the vacuum region is itself embedded in an exterior
spherically-symmetric matter distribution. Indeed, we have just verified this in the previous
Section, and shown further that the theorem also holds directly at the level of the tetrad
components. An immediate corollary of Birkhoff’s theorem is that, if the enclosed mass
M0 = 0, there exist coordinates for which the metric in the vacuum region takes the standard
Minkowski (de-Sitter) form.
As pointed out by Zhang & Yi (2012), however, a common misinterpretation of Birkhoff’s
theorem is that the gravitational field anywhere inside a spherically-symmetric matter distribu-
tion is determined only by the enclosed mass. While this is true in Newtonian gravity, it does
not hold in general relativity. This point is illustrated in Zhang & Yi (2012) by considering the
metric corresponding to a static thin spherical shell of mass ms and coordinate radius r = rs
surrounding a spherical central object of mass mi centered on the origin. Since some aspects
of the original calculation are unclear, we briefly re-examine this scenario here, in which the
cosmological constant is assumed to vanish.
Following Zhang & Yi (2012), we begin by assuming a static, diagonal line-element of the
form
ds2 = A(r) dt2 − B(r) dr2 − r2 dΩ2, (2.88)
where the functions A(r) and B(r) are arbitrary (note that our definitions of A and B are
swapped relative to the line-element used in Zhang & Yi (2012)). The thin spherical shell is
modelled by the artifice of first considering a shell of finite thickness with mass density ρ(r),
supporting tangential pressure p(r) but no radial pressure component. Although not discussed
by Zhang & Yi (2012), it is only by assuming the shell is comprised of such a peculiar ‘fluid’,
38 Chapter 2. Spherically-symmetric solutions in general relativity
with zero radial stress but non-zero compressive stress in the tangential directions, that a static
system is possible. In particular, if the radial stress did not vanish, then it would be necessary
to match it to zero at the boundaries with the interior and exterior vacua.
Nonetheless, proceeding with the above model, the components of the energy-momentum



















where M (r) =
∫ r
0 4πr̄
2ρ(r̄) dr̄ is the total mass enclosed within coordinate radius r . In
particular, in vacuum regions, where ρ(r) = 0 and M (r) = constant, the equation (2.89) may








where C is a constant. Thus, coupled with the expression (2.90) for B, one sees that the metric
in vacuum regions is of Schwarzschild form, but with a time coordinate rescaled by a constant
factor
√
C as compared to the proper time of a stationary observer at infinity.
The constant C must be determined by applying the appropriate boundary conditions in the
presence of the thin spherical shell lying between the origin and infinity. In this case, ρ(r) has
a δ-function at r = rs (corresponding to an infinitesimally thin shell). Thus, at this radius, M
has a step and equations (2.89)–(2.91) show that p has a δ-function and B and dA/dr have a
step. The last condition means that A must be continuous at r = rs. Thus, since we require




















) − r2 dΩ2. (2.94)
The form of the line-element, in particular the rate at which clocks run, in the vacuum
region interior to the shell thus depends on both the mass ms and location rs of the shell, i.e.
the gravitational field in this region depends on the matter distribution external to it. This is
unsurprising, of course, since the presence of the shell puts the interior vacuum region into a
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deeper potential well with respect to infinity than would be the case without the shell. Thus,
one would expect clocks to run more slowly in this region with the shell place than without
it. The same is clearly true if one considers a hollow cavity by setting mi = 0, although
the spacetime inside the cavity is then Minkowski rather than Schwarzschild. Clearly, these
considerations do not contradict Birkhoff’s theorem or its corollary, however, since one can
perform a simple constant rescaling of the time coordinate to recover the Schwarzschild line-
element. Nonetheless, as pointed out by Zhang & Yi (2012), it would be incorrect to perform
such a rescaling, or equivalently set C = 1 in the interior vacuum region, while leaving the
line-element outside the shell unchanged, since this would lead to an unphysical discontinuity
the time coordinate, and hence A(r), across the shell. It is unclear, however, whether any of the
works criticised in Zhang & Yi (2012) ever advocate carrying out this erroneous procedure.
A further example of the gravitational field at some radius in a spherically-symmetric
matter distribution being determined by material external to that radius is provided by the
system analysed in Nandra et al. (2013). As mentioned previously, this system corresponds to
setting b(t) = a(t) in the generalised Swiss cheese model discussed in Section 2.4, so that there
is no vacuum region. In Nandra et al. (2013), this system is analysed separately usingNewtonian
gravity and general relativity. The former case, the Newtonian gravitational potential in the
interior region is found to be independent of the properties of the exterior region, whereas the
general-relativistic calculation shows that some of the tetrad components, and hence metric
elements, in the interior do depend on the properties of the exterior region, such as its density
ρe(t) and Hubble parameter He(t).
To conclude, we have verified Birkhoff’s theorem, namely that a vacuum region in a
spherically symmetric system is described by the Schwarzschild spacetime, at both the tetrad
and metric level. However, as pointed out in Zhang & Yi (2012), a common mistake is to
misinterpret the theorem to mean that the gravitational field in the vacuum in a spherically
symmetric distribution is only affected by the interior mass, by analogy to Newtonian gravity.
This subtle point is not often pointed out in literature.
2.6 Discussion and conclusions
We have presented a comparison of our tetrad-based methodology for solving the Einstein
field equations for spherically-symmetric systems with the traditional Lemaître–Tolman–Bondi
(LTB) model. Although the LTB model is widely used, it has a number of limitations. In
particular, in its usual form it is restricted to pressureless systems. Moreover, the LTB model
is typically expressed in comoving coordinates and thus provides a Lagrangian picture of the
fluid evolution that can be difficult to interpret. Perhaps most importantly, however, even in the
40 Chapter 2. Spherically-symmetric solutions in general relativity
absence of vacuum regions the LTB metric contains a residual gauge freedom that necessitates
the imposition of arbitrary initial conditions to determine the system evolution. Hence, we have
for some time adopted a different, tetrad-based method for solving the Einstein field equations
for spherically-symmetric systems. The advantages of the tetrad-based approach are that it can
straightforwardly accommodate pressure, has no gauge ambiguities (except in vacuum regions)
and is expressed in terms of a ‘physical’ (non-comoving) radial coordinate. As a result, unlike
the LTB model, the method has an intuitive physical interpretation, and the gauge choices
employed result in equations that are essentially Newtonian in form.
In comparing our tetrad-based methodology with the LTB model, we have focussed partic-
ularly on the issues of gauge ambiguity and the use of comoving versus ‘physical’ coordinate
systems. We have also clarified the correspondences, where they exist, between the two
approaches. As an illustration, we applied both methods to the classic examples of the Schwar-
zschild and Friedmann–Robertson–Walker (FRW) spacetimes. In the former, we demonstrate
that although the tetrad-based and LTB approaches both employ synchronous time coordinates
and are based on trajectories of radially-infalling particles released from rest at infinity, the
two methods lead to very different results corresponding to the use of Painlevé–Gullstrand and
Lemaître coordinates, respectively. For the FRW spacetime, we find that the LTB approach
leads one to work directly in terms of the scale factor, whereas the tetrad-based method leads
naturally to a description in terms of the Hubble parameter, which is a measurable quant-
ity. Moreover, considerable gauge-fixing was required in the LTB model to obtain a definite
solution, but this was unnecessary in the tetrad-based approach.
We have previously applied our tetrad-based method to modelling the evolution of a finite-
size, compensated, spherically-symmetric object with continuous radial density and velocity
profiles that is embedded in an expanding background universe, assuming zero pressure through-
out (Lasenby et al. 1999; Dabrowski et al. 1998). We have also previously used the approach to
obtain solutions describing a point mass residing in an expanding universe containing a cosmo-
logical fluid with pressure (Nandra et al. 2012a), and later a finite spherical region of uniform
interior density embedded in a background of uniform exterior density, where the pressure may
be non-zero in both regions (Nandra et al. 2013). To illustrate further the use of our tetrad-based
approach, we here extended the analysis in Nandra et al. (2013) to a generalised form of ‘Swiss
cheese’ model, which consists of an interior spherical region surrounded by a spherical shell
of vacuum that is embedded in an exterior background universe. In general, we allow the fluid
in the interior and exterior regions to support pressure, and we do not demand that the interior
region be compensated. We find that much of the analysis in Nandra et al. (2013), including the
specification of boundary conditions, can be applied with little modification, but additional care
is needed in determining the solution in the vacuum region, which requires some gauge-fixing,
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as might be expected.
We paid particular attention to the form of the solution in the vacuum region and verified
the validity of Birkhoff’s theorem, the usual interpretation of which has recently been brought
in question (Zhang & Yi 2012). We also showed that the theorem holds not only at the level
of the metric, but also directly in terms of the tetrad components. We compared our findings
with those in Zhang & Yi (2012) and re-examined their model system of a static, thin spherical
mass surrounding a central point mass positioned at the origin. In particular, we verified that
the form of the line-element in the vacuum region interior to the shell depends on both the
mass and location of the shell, although this is unsurprising given that the shell puts the interior
vacuum region into a deeper potential well with respect to infinity than would be the case in its
absence. As pointed out in Zhang & Yi (2012), Birkhoff’s theorem is often used to support the
common belief that in a vacuum, the gravitational field is only affected by the interior mass.






Rh = ct model
3.1 Introduction
The ΛCDM model serves as the basis for the current standard model of cosmology, which
provides a good fit to a wide range of cosmological observations. As pointed out by Melia
(2003), however, for the best-fit ΛCDM model, the present-day Hubble distance is broadly
consistent with ct0 to within observational uncertainties, where t0 is the current cosmic epoch.
In other words, observations suggest that the universe has expanded by an amount similar to
what would have occurred had the expansion rate been constant or, equivalently, that the average
acceleration of the universe up to the present epoch is consistent with zero; this is despite the
fact that the combination of time-dependent radiation, matter and dark-energy densities ρr(t),
ρm(t) and ρde(t) should have produced periods of deceleration and acceleration. Another way
to describe this finding (Melia 2009) is that, averaged over a Hubble time, the quantity p/ρ,
where ρ = ρr+ ρm+ ρde and p = pr+ pm+ pde, yields 〈p/ρ〉 = −1/3 to within the observational
uncertainties.
In the ΛCDM model, this correspondence is a peculiar coincidence, made all the more
striking by the fact that, for the best-fit model, this situation should occur only once in the
history of the universe. The fact that we observe this correspondence at the present epoch
is therefore most intriguing. Consequently, it was proposed by Melia (2007, 2009); Melia &
Shevchuk (2012) that this correspondence is not coincidental, but should be satisfied at all
cosmic times t. The physical argument originally presented for this viewpoint was based on
applying Birkhoff’s theorem and its corollary to a spherical subregion of a homogeneous and
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isotropic matter distribution, from which it was claimed that one could identify a gravitational
radius Rh = 2GM/c2, given in terms of the Misner–Sharp mass M = (4π/3)R3h (ρ/c
2) (Misner
& Sharp 1964). Moreover, it is easily shown that Rh coincides with the Hubble radius in a
spatially-flat universe containing any single fluid component. In particular, it was claimed that
Weyl’s postulate, which states that the world lines of fluid particles are orthogonal to a family
of spatial hypersurfaces, requires Rh, and hence the Hubble radius, to be a ‘proper’ distance,
i.e. one that is comoving with the cosmological fluid. Imposing this condition on the usual
cosmological field equations for an FRW spacetime picks out a unique solution, for which
Rh(t) = ct at all cosmic times. This is equivalent to vanishing total active mass, ρ + 3p = 0,
at all epochs. The resulting cosmological model, known as the ‘Rh = ct’ model, has received
considerable attention over the last few years, since it has been claimed to be favoured over the
standard ΛCDM (and its variant wCDM with w , −1) by most observational data (Melia &
Maier 2013; Wei et al. 2013, 2014a,b, 2015; Melia et al. 2015).
Recent observational data have, however, led to serious criticisms of the Rh = ct model.
For example, the model requires the deceleration parameter q(z) = 0 at all times, but current
data from supernovae and baryon acoustic oscillations strongly disagrees with q0 = 0 at high
significance (Bilicki & Seikel 2012), and robust model comparison methods strongly disfavour
the Rh = ct model (Shafer 2015). In addition, recent cosmic microwave background (CMB)
data from the Planck satellite rule out the equivalence of the age of the universe to 1/H0 at
greater than 99 per cent confidence, favouring Rh = (1.05 ± 0.02) ct at the current epoch (van
Oirschot et al. 2015), which undermines a major motivation for the Rh = ct model; note that this
result is equivalent to q0 = 0.05 ± 0.02 (van Oirschot et al. 2015). Finally, as we show below,
in the spatially-flat Λ = 0 FRW spacetime assumed in the Rh = ct model, the comoving Hubble
radius is constant in time. This contradicts the basic picture of perturbation generation and
evolution according to inflationary cosmological models, in which the comoving Hubble radius
decreases during inflation and then increases again afterwards. This enables the generation of
‘superhorizon’ modes that later re-enter the Hubble radius coherently as it grows. This leads
in turn to the characteristic acoustic peak structure observed in the power spectrum of CMB
anisotropies and to baryon acoustic oscillations; these well-established phenomena would be
very difficult to explain if the comoving Hubble radius were constant.
In addition to objections based on observations, the validity of the theoretical argument
underlying the Rh = ct model has also been criticised by a number of authors (van Oirschot
et al. 2010; Lewis & van Oirschot 2012; Mitra 2014), and in particular the validity of the
effective equation-of-state parameter w = −1/3 (Lewis 2013). These and other criticisms are
claimed to have been addressed by Bikwa et al. (2012) and Melia (2012) (see also Melia (2015)
and references therein), but the original physical arguments for the model given in Melia (2007,
3.2. Rh = ct cosmology 45
2009); Melia & Shevchuk (2012) are sufficiently imponderable that it is difficult to draw definite
conclusions.
In a recent paper (Melia 2016), however, Melia presents a much more explicit argument for
the zero active mass condition ρ+ 3p = 0, which he claims is a requirement of the symmetries
of the FRW spacetime. In particular, it is claimed that assuming the general, spherically
symmetric (but radially varying) metric, solving the Einstein field equations, and then imposing
homogeneity and isotropy yields an extra condition, namely vanishing active mass, which is lost
if one adopts the usual procedure of first imposing the conditions of homogeneity and isotropy
on the metric and then solving the Einstein equations.
Having examined spherically-symmetric solutions in general relativity in the previous
Chapter, including cosmological solutions, we take the opportunity in this Chapter to re-
evaluate the theoretical arguments originally used to arrive at the Rh = ct model. We discuss
the Rh = ct cosmology in Section 3.2 and describe the generic evolution of a number of
cosmological ‘horizons’ in Section 3.3. This investigation allows us to reconsider critically the
original theoretical arguments underlying the so-called Rh = ct cosmological model (Melia &
Shevchuk 2012), which has recently received considerable attention. These considerations in
turn elucidate the behaviour of a number of ‘horizons’ during the general-relativistic evolution
of a spherically-symmetric self-gravitating matter distribution, which does not appear to have
been widely discussed in the literature. Next, in Sections 3.4 and 3.5, we discuss Melia’s
theoretical argument for the zero active mass condition required by the Rh = ct model.
3.2 Rh = ct cosmology
In Melia (2007, 2009); Melia & Shevchuk (2012), one is first invited to imagine precisely the
system illustrated in Figure 2.1, namely the generalised Swiss cheese model, with an observer
located at the origin and assuming Λ = 0. By appealing to Birkhoff’s theorem and its corollary,
it is then pointed out correctly that the metric in the vacuum region may be written in the
standard Schwarzschild form. It is further claimed, however, that the matter distribution in
the exterior region therefore has no dynamical influence on the region contained within it. As
outlined in Section 2.5.3, this does not necessarily hold in general relativity.
Nonetheless, this issue is not relevant to Melia’s subsequent argument, since it later tran-
spires that his appeal to Birkhoff’s theorem is merely to justify that, in a standard homogeneous
and isotropic cosmological model, one may determine the motion of a fluid particle at some
coordinate radius r relative to an arbitrary origin by ignoring the gravitational effect of the
fluid lying outside that radius, which does hold in this particular case. Thus, the scenario
Melia considers is the standard homogeneous and isotropic cosmological model, and not the
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generalised Swiss cheese model illustrated in Figure 2.1 that we are first invited to imagine.
Indeed, it is clear that the latter is not a viable cosmological model in general. Aside from being
inhomogeneous overall, the requirement that the pressure be continuous across the boundaries
means that, even if one assumes that each non-vacuum region is homogeneous (i.e. with uni-
form density and pressure), they cannot be matched on the vacuum region unless the pressure
vanishes everywhere; thus one could consider only dust models of this type.
Melia’s main proposal begins with the introduction of the ‘gravitational radius’ Rh(t), which




where, as previously, we adopt natural units c = G = 1 and M (r, t) = 43πρ(t)r
3 is the mass-
energy contained with a sphere of physical radius r at time t. Indeed, substituting this form
for M (r, t) into (3.1), one immediately finds that 1/R2h (t) =
8
3πρ(t). The key point in Melia’s
argument is the assertion that, in order to satisfy Weyl’s postulate, the comoving gravitational
radius r̂h(t) ≡ RH(t)/S(t) should be independent of t, where S(t) is the scale factor defined in
Section 2.2.2. In other words, each fluid particle has a fixed value of r̂h.
Then, following Melia’s assumption that k = 0 = Λ, the standard Friedmann equation
(2.13) immediately allows one to make the identification Rh(t) = 1/H (t), which is the Hubble









The requirement that r̂h(t) is constant therefore implies S(t) ∝ t and so Rh(t) = 1/H (t) = t or,
on momentarily abandoning natural units, one obtains the eponymous Rh(t) = ct. It is worth
noting that substituting H (t) = 1/t into the dynamical cosmological field equation (2.14) yields
Melia’s so-called ‘zero active mass’ condition ρ + 3p = 0, which is equivalent to demanding
that the overall cosmological fluid has the equation-of-state parameter w = − 13 at all epochs.
The argument given inMelia & Shevchuk (2012) for supposing that r̂H(t) = constant is that,
according to Weyl’s postulate, any proper distance in an FRW spacetime must be the product
of the scale factor S(t) and some fixed co-moving radial coordinate, and that the definition
of Rh(t) as a gravitational radius in (3.1) implies that it must be a proper distance. No real
justification is given for this latter assertion. Indeed, we show in Section 3.3 below that the
definition (3.1) does not, in fact, imply that Rh(t) is a proper distance and hence one does
not require r̂h(t) = constant. Nonetheless, in trying to understand the motivation for Melia’s
original assertion, it is worth noting that such a conclusion might be reached from the following
erroneous line of reasoning, which, although not articulated as such in Melia & Shevchuk
(2012), has some resonances with the discussion given there.
Table 3.1: Evolution of the comoving radius a(t), its velocity ȧ(t), the mass-energy
M (t) enclosed within a(t), the Schwarzschild radius (or radii) RS(t) defined in (3.3)
and theHubble radius RH(t) ≡ 1/H (t) for a selection of analytical spatially-flat (k = 0)
expanding cosmological models, with cosmological constant Λ and fluid equation-of-
state parameter w, whose evolution is determined by the Hubble parameter H (t). The
values of w considered correspond to dust (w = 0), radiation (w = 13 ) and Melia’s
zero-active-mass condition (w = − 13 ). Note that, for Λ , 0, the two positive solutions
for RS(t) are valid only if 1− 9M2(t)
√
Λ > 0; otherwise there is no positive solution.
Λ = 0 Λ , 0
w = 0 w = 13 w = −
1
3 w = 0 w =
1
3
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In a homogeneous and isotropic model, consider a fluid particle located at a distance Rh(t∗)
from an arbitrary origin at some cosmic time t = t∗. The definition (3.1) implies that Rh(t∗) is
equal to the Schwarzschild radius of themass of fluid contained with the radius Rh(t∗). Invoking
(the corollary of) Birkhoff’s theorem, the fluid external to this radius has no gravitational effect
on the motion of the particle. Thus, as the universe evolves, one might suspect that it is
impossible for the fluid particle to move to a radius larger than Rh(t∗), since to do so would
require it to escape the Schwarzschild horizon. Conversely, if the particle were to move to a
radius smaller than Rh(t∗), then the original mass of fluid would be wholly contained within
its Schwarzschild radius. Invoking (the corollary of) Birkhoff’s theorem once again, one might
suspect that the fluid would therefore inevitably undergo gravitational collapse. To avoid these
two scenarios, one could thus be led to suppose that Rh(t) ∝ S(t) and hence r̂h(t) = constant.
In the next Section, we show that the requirement r̂h(t) = constant does not follow from the
definition (3.1) and that the two scenarios outlined above are not a cause for concern. In doing
so, our investigations below also elucidate the behaviour of a number of ‘horizons’ during the
general-relativistic evolution of a spherically-symmetric self-gravitating matter distribution;
although straightforward and interesting, this behaviour does not appear to have been widely
discussed in the literature.
3.3 Evolution of horizons
In a homogeneous and isotropic cosmological model, let us consider an imaginary spherical
boundary of radius a(t) that is comoving with the fluid and centred on some arbitrary origin.
From the discussion in Section 2.4, the equation of motion for a(t) is Lta(t) = ȧ = H (t)a(t)
(since f1 = 1 in this case), where H (t) is the Hubble parameter characterising the evolution
of the fluid. If M (t) denotes the mass-energy contained within this sphere, we define the






S(t) ≡ 0, (3.3)
which clearly reduces to RS(t) ≡ 2M (t) if Λ = 0. We also define the Hubble radius RH(t) ≡
1/H (t); note that this coincides with Melia’s gravitational radius Rh(t) in the case k = 0 = Λ,
but differs from it in more general cosmological models (although such models were not
considered by Melia).
We now consider the behaviour of a(t), RS(t) and RH(t) for a selection of analytical
spatially-flat (k = 0) expanding cosmological models, with cosmological constant Λ and fluid
equation-of-state parameter w, whose evolution is determined by the Hubble parameter H (t).
We note that, in the spatially-flat (k = 0) case, a(t) is the proper distance from the origin to
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the spherical boundary under consideration, and that ȧ is its rate of change with respect to the
proper time of an observer comoving with the fluid.a The results are presented in Table 3.1.
The values of w considered correspond to dust (w = 0), radiation (w = 13 ) and Melia’s zero-
active-mass condition (w = − 13 ). It is worth noting that it is only in the case w = 0 that the
mass-energy M (t) contained within the comoving radius a(t) is constant; for other values of w
the presence of non-zero pressure means that the fluid does work and hence M (t) changes with
time.
For Λ = 0, the behaviour of the quantities listed in the table is shown in Figure 3.1. For both
the dust and radiation cases, one sees that a(t), RS(t) and RH(t) cross at a single point that we
denote by t = t∗, which coincides with ȧ(t) dropping to 1 (or c in standard units). This behaviour
is quite general and holds for any positive value of the parameter M0 in Table 3.1. Thus, the
comoving radius a(t) initially lies outside the Hubble radius. Indeed, one may consider that
ȧ is allowed to be greater than c during this initial period due to the ‘superhorizon’ (or, more



















Hence we see that when ȧ = 1, a = RH and also a = RS. This is precisely what we see in
Figure 3.1. a(t) enters the Hubble radius RH(t) at precisely the same moment as it exits the
Schwarzschild radius RS(t); it is allowed to do the latter, since the fluid at the boundary ismoving
at speed c at this instant. Thus, one has two ‘horizon crossings’ taking place simultaneously
and in opposite directions, which is not usually pointed out in the literature. Moreover, one
sees that there is no reason for the Hubble radius to be comoving, which contradicts the central
assumption of the Rh = ct model. It is also worth noting that in the case of dust, for which the
pressure vanishes everywhere, one can consistently ‘cut-off’ the fluid at the boundary a(t), and
thereby consider a finite fluid ball surrounded by vacuum; the results for this case are precisely
those given above.
In fact, we can consider the case with a finite, pressureless ball in order to verify that the
physics is correct. Consider a sphere of radius a(t) filled with dust, embedded in a vacuum.
aWe further note that the proper distance is measurable in principle (albeit in a highly impractical manner!),
by arranging for a ‘cosmic conspiracy’ in which comoving observers (who may identify themselves as such by the
absence of a CMB dipole) along a radial line from r = 0 to r = a lay down rulers at the same instant of their proper
time t (which may be determined, for example, by requiring the CMB temperature they measure to have a particular
value). Moreover, by arranging for such a conspiracy to be repeated at a later time t + dt, the ‘velocity’ ȧ can be
determined. Note, however, that when a is bigger than the current particle horizon, it would not be possible to
arrange for such a conspiracy.























































Figure 3.1: Behaviour of quantities listed in Table 3.1 for the case Λ = 0. Top: dust
(w = 0 with M0 = 916 ), middle: radiation (w =
1
3 with M0 = 1), bottom: zero active
mass (w = − 13 with M0 =
1
2 ).
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Its evolution must still follow that described in figure 3.1, such that it expands with time and
eventually crosses RS. Hence it is the time reversed equivalent of a collapsing ball of dust. In
the latter case, the physical event horizon exists only once the boundary of the sphere crosses
the point r = 2M (t) (for the Λ = 0 case). Therefore, we can view the expanding sphere as a
white hole, which has a horizon at RS, where objects are only allowed to move out initially.
Once the boundary of the sphere crosses the horizon, the physical characteristics of the horizon
cease to exist, such that it becomes physically possible for objects to fall in through the horizon.
It is noteworthy that in the case of a collapsing ball of dust, the region interior of the event
horizon is a trapped surface, whereas in the case of a white hole, the region outside the horizon
is an anti-trapped surface where light cones in the exterior region point outwards (d’Inverno
1992). To verify that the crossing of the fluid boundary over RS is possible, we can calculate the
speed at which a hypothetical observer on RS would move as measured by a comoving observer
on the boundary of the sphere, as it crosses RS. One can show that the observed speed is given
by −g2 + dRS (t)dt , which is valid for any Λ and equation of state. As discussed above, when
the crossing occurs, the fluid moves at speed c; hence the comoving observer sees RS move
at the speed of light when he/she crosses it, for the dust case. This is not problematic, as it is
impossible to have an observer hover at RS up until the point in time at which the ball crosses
the horizon. In addition, the horizon vanishes when the edge of the fluid crosses it; hence the
fluid is able to cross the horizon.
Note that when we have non-zero pressure, we can no longer ‘cut-off’ the fluid at the bound-
ary a(t); hence we cannot consider a case where the various lines have physical characteristics.
The bottom panel in Figure 3.1 shows the behaviour for the casew = − 13 , which corresponds
to the zero active mass condition required by the Rh = ct model. Clearly, in this case, the radii
a(t), RS(t) and RH(t) all depend linearly on t. If one chooses M0 = 18 , then one obtains the
special case in which a(t) = RS(t) = RH(t) and ȧ(t) = 1 at all times. When M0 > 18 , one has
ȧ(t) > 1 and a(t) lies inside the Schwarzschild radius and outside the Hubble radius at all times
(this is illustrated in Figure 3.1, for which M0 = 12 ). Conversely, if M0 <
1
8 , one has ȧ(t) < 1
and a(t) lies outside the Schwarzschild radius and inside the Hubble radius for all t.
The behaviour of the quantities listed in Table 3.1 for Λ , 0 are illustrated in Figure 3.2. In
both cases, the values of M0 and Λ have been chosen so that, at least for some values of t, the
condition 1 − 9M2(t)
√
Λ > 0 is satisfied and hence there exist two positive solutions for RS(t),
which correspond to the Schwarzschild radius and the de Sitter radius, respectively.
In the case of dust (top panel), themass-energy M (t) enclosedwithin the spherical boundary
a(t) is constant, as expected, and thus so too are the two solutions for RS(t). One again sees
that each solution for RS(t) intersects with a(t) and RH(t) at a single point, and that at both
these intersections one has ȧ(t) = 1, as we expect from equation (3.5). Thus, as in the case









































Figure 3.2: Behaviour of quantities listed in Table 3.1 for the case Λ , 0. Top: dust
(w = 0), bottom: radiation (w = 13 ); in both cases M0 = 4 and Λ = 0.1.
Λ = 0, the comoving radius a(t) initially lies outside the Hubble radius and enters it at precisely
the same moment as it exits the Schwarzschild radius, at which point the fluid at the boundary
a(t) is moving at speed c. In the presence of non-zero Λ, however, the boundary a(t) later
exits the Hubble radius again, at precisely the same moment that it enters the de Sitter radius,
at which point the fluid at the boundary is again moving with speed c. It is again worth noting
in this dust case that the absence of pressure allows one consistently to ‘cut-off’ the fluid at the
boundary a(t), and thereby consider a finite fluid ball surrounded by vacuum with Λ , 0, and
obtain identical results. In this case we again have a white hole, with a physical horizon at the
Schwarzschild radius inside which objects are swept in, which ceases to exist at the moment in
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time the edge of the fluid crosses it.
The same generic behaviour to that outlined above is also seen for radiation in the bottom
panel of Figure 3.2. In this case, however, the non-zero pressure means that the fluid does
work as it expands and so the mass-energy M (t) contained within a(t) decreases with time.
Consequently, one initially has 1 − 9M2(t)
√
Λ < 0 and hence no positive solution for RS(t).
As M (t) decreases, however, one eventually has 1 − 9M2(t)
√
Λ > 0 and so obtains two
positive solutions for RS(t), which again correspond to the Schwarzschild and de Sitter radii,
respectively.
3.4 FRW metric and zero active mass
We now move on to discuss the arguments that Melia outlines in Melia (2016), where he
presents a much more explicit argument for the zero active mass condition ρ + 3p = 0, which
he claims is a requirement of the symmetries of the FRW spacetime.
Melia starts with the general spherically symmetric metric in a comoving coordinate system,
which we denote by
ds2 = A2dt2 − B2dr2 − R2dΩ2, (3.6)
where A, B and R are in general functions of both r and t, and first considers the general case,
where homogeneity is not assumed. Using the Einstein equations, assuming zero cosmological








(ρ + p), (3.7)










where a dot denotes differentiation with respect to t. Incidentally, in his equation (13), Melia
gives an incorrect form of the continuity equation, ρ̇ = −3 (ρ + p) (Ṙ/R), which is valid only
in the homogeneous case, but this error has no bearing on the rest of his argument.
Melia then imposes homogeneity and finds from equation (3.7) that A is independent of
r , such that A = A(t). Moreover, as usual, one may also write B(r, t) = a(t)/
√
1 − kr2 and
R(r, t) = a(t)r , where a(t) is the scale factor and k is the spatial curvature constant. The
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Melia then writes A(t) in the following form
A2(t) = hȧ2eI (t), (3.12)
where h is a constant and I (t) is a function defined by the above equation. Substituting (3.12)








A2 (ρ + 3p) . (3.13)
The flaw in his logic then lies in the following. He asserts that, in order for A to be a
constant, as it is in the FRW metric, equation (3.12) requires both ȧ2 and eI (t) to be constant in
time. This incorrect assertion then leads one to conclude that dI (t)/dt = 0 at all times, and that
by equation (3.13), ρ + 3p = 0 at all times. He therefore concludes that the FRW metric (for
which A = 1) requires the zero active mass condition to be satisfied. This assumption is clearly
wrong, however, as the RHS of equation (3.12) can be constant without ȧ2 and eI (t) both being
constant.
That equations (3.12) and (3.13) can be satisfied for A = constant and ρ + 3p , 0 is easily
illustrated by a simple example. Let us consider the conventional FRWmetric, for which A = 1,
and specifically the Einstein-de-Sitter (EdS) model (which Melia himself uses as an example
to support his theory), for which a(t) ∝ t2/3, ρ(t) = 1/(6πt2) and p(t) = 0. We can use these
expressions to evaluate the RHS of equation (3.13) and integrate to find that eI (t) ∝ t2/3. Since
ȧ ∝ t−1/3, the powers of t cancel out on the RHS of (3.12), showing that A is a constant, as
required. It is worth noting that in the above analysis, we have not simply imposed A = 1
a priori, as in the usual procedure for deriving the cosmological field equations, but instead
demonstrated that equations (3.12) and (3.13), derived by solving the Einstein equations for
the general spherically-symmetric metric (3.6), admit solutions for which A is constant and
ρ + 3p , 0. This counter-example alone thus disproves Melia’s central claim.
It is worth making a few further points regarding his argument for zero active mass before
moving on to the next part of his argument. First, the expression (3.13) that Melia presents is
strange in that it contains A, which one may eliminate in favour of I (t) using (3.12). In fact,











aȧ(ρ + 3p) dt ′, (3.15)
which make no explicit reference to A. Given forms for ρ and a as functions of t, we can use
either of these equations to compute I (t), and then by using equation (3.12) can find the A(t)
implied. We adopt this route in the example studied in the next Section. Alternatively, one
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could start from a fixed form of A, and work forwards from there. For example, if A = 1, then
(3.9) and (3.10) reduce to the conventional cosmological field equations, and for any solution
of them (i.e. for any standard cosmological model) either of the expressions (3.14) or (3.15)
provides an explicit expression for I (t), which when substituted into (3.12) yields unity on the
LHS. Alternatively, if A is not equal to unity, then the solution for a of (3.11) will differ from
that obtained from the usual cosmological field equations, for which A = 1, but this would
result in a different expression for I (t), sufficient to combine with ȧ2 in (3.12) to recover the
corresponding expression for A on the LHS.
3.5 Comoving and free-fall frames
Having shown above that having A = constant in (3.6) does not require zero active mass, we
now address the second part of Melia’s argument, in which he claims to provide a justification
for requiring A to equal unity; this claim is also incorrect.
In the coordinates defined by (3.6), he first shows that the 4-velocity of an observer comoving
with the fluid is
u0 = 1/A, ui = 0 (i = 1, 2, 3), (3.16)
where the condition ui = 0 shows that r , θ and φ are comoving coordinates. He then points out
correctly that a free-falling observer is comovingwith the fluid, but goes on to suggest incorrectly
that this implies that the proper time of a comoving observer must equal the coordinate time t
and hence that A = 1. He further notes that if A were a function of t (which, according to his
incorrect reasoning addressed above, would be necessary if ρ + 3p , 0), one might attempt to
perform a gauge transformation of the form
dt̃ = Adt, (3.17)
which would reduce the metric back to the FRW form, with gt̃ t̃ = 1, but he claims that this is
not permitted because of the uniqueness of the comoving, free-falling frame.
These claims are easily demonstrated to be false. As we show below, the coordinate time t
is allowed to be any function of the proper time of a comoving observer, τ. Therefore, a gauge
transformation of the form given by (3.17) is allowed, and hence it is possible to have A to be
dependent on t without any problems.
To illustrate this explicitly, let us consider a cosmology for which the evolution of the scale
factor as a function of coordinate time t is that in Melia’s own model, namely a(t) = bt, where
b is a constant. Moreover, again following Melia, we will assume that k = 0 = Λ, but instead
of his assumption concerning p = − 13 ρ, we take the cosmic fluid to have zero pressure, so that
the underlying physical cosmology is the Einstein–de–Sitter (EdS) model.
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where C is a constant. Substituting this form for the density into our equation for eI (t) in (3.14),











which is clearly not constant.
It is straightforward to find the rest of the metric components, which are
B(r, t) = f ′(r)bt, (3.21)
R(r, t) = f (r)a(t) = f (r)bt, (3.22)
where f ′(r) = df /dr and f (r) is some function of r . With these expressions for A, B and R,
we can use the Einstein equations to determine the corresponding stress-energy tensor of the
cosmic fluid. As expected, it yields a fluid of density ρ = C/t3, zero pressure, and 4-velocity
given by




, ui = 0 (i = 1, 2, 3). (3.23)
This shows that we are in a frame comoving with the fluid, but there is no requirement that the
proper time of a comoving observer must coincide with the coordinate time t.















Wemay verify that this relationship is correct by noting that it leads to the appropriate expression





Hence, the coordinate t here is simply proportional to τ2/3. Note that the specific relation
between t and τ2/3 was determined by our choice in a(t); any other choice for a(t) would
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also yield constant spatial components in the 4-velocity, and the frame would be declared
‘comoving’, but the t would not (in general) be the proper time of the comoving observer in
that frame, and this occurs without any inconsistencies or restrictions.
This one counter-example is sufficient to prove that a gauge transformation of the form (3.17)
is allowed, and A does not necessarily have to be constant. When A = 1, we are in the frame
of the comoving/freely-falling observer, with the coordinate t equal to their proper time. When
A = A(t), the spatial coordinates still are those of the comoving/freely-falling observer, but the
coordinate t is simply some function of their proper time, and this function is determined by the
specific form of A(t). In this case, one can simply use the gauge transformation given by (3.17)
to bring us back to the conventional FRW metric with A = 1, in which the time coordinate is
equal to the proper time of the comoving observer.
Finally, we address a related part of Melia’s argument (Melia 2017), in which he claims
that it is inconsistent with basic relativity theory to have A = 1 in a cosmological model with
ä , 0. He bases this claim on the fact that one can always distinguish between accelerated and
inertial frames. In particular, Melia suggests that the accelerated universal expansion should
produce a time dilation that is measurable relative to the passage of proper time in the (inertial)
free-fall frame, and hence A cannot be unity. The flaw in Melia’s argument is that the condition
ä , 0 represents a coordinate acceleration rather than a proper acceleration. Any observer
comoving with the cosmological fluid follows a geodesic and is hence freely-falling and so does
not experience any proper acceleration, and this is perfectly consistent with having ä , 0.
3.6 Conclusions
The above investigations allowed us to re-examine critically the original theoretical arguments
set out in Melia (2007, 2009); Melia & Shevchuk (2012) for the so-called Rh = ct cosmological
model, which has recently received considerable attention. After pointing out a number of
objections to the Rh = ct based on recent observational data, we consider in particular the
central assumption underlying the original theoretical argument for the model, namely that the
comoving Hubble distance should be constant. We demonstrate that this is not required, and so
find no reliable theoretical basis for the Rh = ct model.
These considerations in turn elucidated the behaviour of a number of ‘horizons’ during the
general-relativistic evolution of homogeneous and isotropic cosmological models. In particular,
we considered the evolution of an imaginary spherical boundary of radius a(t) that is comoving
with the fluid and centred on some arbitrary origin. For a selection of analytical spatially-flat
cosmological models, we compared a(t) to the Schwarzschild and Hubble radii. In the case
of vanishing cosmological constant, we find the generic behaviour (both for dust and radiation
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models) that the comoving radius a(t) initially lies outside the Hubble radius, but eventually
enters it at precisely the same moment as it exits the Schwarzschild radius; it is allowed to do
the latter, since the fluid at the boundary is moving at speed c at this instant. Thus, one has
two ‘horizon crossings’ taking place simultaneously and in opposite directions. In the case
Λ , 0, one can obtain two positive solutions for RS(t), which correspond to the Schwarzschild
radius and the de Sitter radius, respectively. One again finds that the comoving radius a(t)
initially lies outside the Hubble radius and enters it at precisely the same moment as it exits
the Schwarzschild radius, at which point the fluid at the boundary a(t) is moving at speed c.
In the presence of non-zero Λ, however, the boundary a(t) later exits the Hubble radius again,
at precisely the same moment that it enters the de Sitter radius, at which point the fluid at the
boundary is again moving with speed c. This interesting behaviour is not usually pointed out
in the literature.
In addition we address the claim in Melia (2016), in which he argues that the FRW
cosmology demands the zero active mass condition. To summarize, Melia’s first claim is that
for A in (3.6) to be a constant, one requires ρ + 3p = 0. We have shown that this is false,
and results simply from a false step in logic, and we have provided an example using the EdS
cosmology that demonstrates this. Secondly, Melia claims that A (and henceΦ using Melia’s
own notation) needs to be constant, by arguing that the free-fall and comoving frames must
coincide. We have shown that the two frames can coincide perfectly well even with A not
constant; in this case, the coordinate time t is no longer the proper time of comoving observers,
but a function of it arising via a simple gauge transformation.
Thus, contrary to the claims presented in Melia (2016), there is no extra information to
be extracted from starting by substituting the general spherically-symmetric metric into the
Einstein equations and then imposing homogeneity and isotropy, as compared to the usual route
of first imposing homogeneity and isotropy on the metric and then employing the Einstein
equations. Hence, the FRW spacetime is perfectly compatible with having ρ + 3p , 0.
We note that the contents of Sections 3.4 and 3.5 were published in a Letter (Kim et al.
2016). This was contested by Melia in Melia (2017), although this response largely just restates
the original argument in Melia (2016) and does not address the specific concerns raised in Kim
et al. (2016). We simply note here that in Sections 2.2.2 and 2.3.2, we have carried out the
process of imposing homogeneity and isotropy on the solutions of the Einstein field equations
for a general, spherically-symmetric system, obtained using our tetrad-based approach and the
LTB model, respectively. In both cases, we arrive at the standard FRW metric and the usual
cosmological field equations, without encountering any requirement for vanishing active mass.
In closing, it is also worth pointing out here that the many claims that the Rh = ct model is
favoured over ΛCDMby observational data should also be treated with caution. As discussed in
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the Introduction, more recent observational data cast doubt on the model’s central assumptions,
but there exists a further issue related to how the Rh = ct and ΛCDM models have previously
been compared. In the ΛCDM model, there is no requirement that ρ + 3p = 0. This condition
is, however, broadly consistent with much of the observational data, as has been known for some
time. Thus, if one merely imposes this additional condition post-hoc on the ΛCDM model, to
arrive at the Rh = ct model, then any model selection approach will naturally favour the latter.
Such analyses have content only if one has a physical reason a priori to impose the zero active
mass condition. As we have shown, the argument presented in Melia (2016) for imposing this






An alternative approach to modelling a
cosmic void and its effect on the cosmic
microwave background
4.1 Introduction
It is of interest in cosmology to model non-linear structures such as clusters and voids (a
cosmological term which refers to underdense regions between filaments that contain few
galaxies), and determine the secondary temperature anisotropies that they induce in the cosmic
microwave background (CMB). Recent attention has focussed in particular on voids, which arise
naturally in ΛCDM cosmologies through the evolution of large scale structure, surrounded by
filaments and clusters in the cosmic web (Colless et al. 2001; Tegmark et al. 2004; Sutter
et al. 2012). Indeed, voids are of particular interest since their distribution is sensitive to the
equation of state of dark energy (Pisani et al. 2015; Lavaux & Wandelt 2012). Moreover, the
presence of our Galaxywithin a large local void has been suggested as an alternative explanation
for observations of the acceleration of the universal expansion, without invoking dark energy
(Célérier 2012a,b; Bolejko & Célérier 2010; Bene & Csapo 2010; Kainulainen & Marra 2009;
Marra et al. 2008, 2007; Alexander et al. 2009) although it is likely that only a small part of
the observed acceleration could be due to such an effect (Geshnizjani et al. 2005; Siegel & Fry
2005; Zibin et al. 2008).
Individual clusters and voids are often modelled as spherically-symmetric, pressureless
systems using the Lemaître–Tolman–Bondi (LTB) metric (Romano & Vallejo 2015; Tokutake
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& Yoo 2016; Finelli et al. 2016; Brouzakis et al. 2007). The LTB model is usually expressed in
comoving coordinates and thus provides a Lagrangian picture of the fluid evolution, as discussed
in Section 2.3. Such models can accommodate an arbitrary, usually continuous, density profile
for the central object, but do have some limitations. For example, the central object is usually
only compensated at infinity, which can complicate the interpretation of observational effects,
since observers comoving with the cosmological fluid are not in a region modelled by a
homogeneous Friedmann–Robertson–Walker (FRW) cosmology. In principle, compensation
at a finite radius can be achieved by an appropriate choice of initial radial density and velocity
profiles, but in so doing care must be taken to avoid subsequent streamline crossing, since the
presence of shock fronts would necessitate the inclusion of pressure to produce a realistic model.
Finally, the LTB metric contains a residual gauge freedom that necessitates the imposition of
arbitrary initial conditions to determine the system evolution.
Hence in this Chapter, we use the tetrad-based method, which has various advantages over
the LTB method as discussed in Chapter 2, for modelling a void. Assuming a pressureless
fluid throughout, the method has already been applied to to modelling the evolution of a finite-
size, spherically-symmetric cluster, with continuous radial density and velocity profiles, that is
embedded in an expanding background universe and compensated so that it does not exert any
gravitational influence on the exterior universe (Lasenby et al. 1999; Dabrowski et al. 1998,
1999). In this approach, one considers an initial velocity profile from which the initial density
profile is determined uniquely by the constraints that there are no decaying modes present and
that the density distribution is compensated. Moreover, this compensation holds at all later
times, and the velocity field evolves in a way that avoids streamline crossing.
In this Chapter, we apply this approach to modelling voids and calculate their effect on the
CMB. As a particular example, we consider the Draco supervoid, for which the present day
density and velocity profiles have been estimated by Finelli et al. (2016) (hereinafter FGKPS)
from a projected underdensity in the WISE-2MASS galaxy survey and a CMB temperature
decrement in the Planck data in the same direction. We consider a number of ways in which
a similar void can be produced in our approach, and determine the resulting temperature
decrements, with particular focus on the influence of the void velocity profile. We also compare
our results with those derived previously using the LTB model.
The structure of this Chapter is as follows. In Section 4.2, we introduce the model we use
for spherical perturbations that are consistent with having evolved from primordial fluctuations
in the early universe. In Section 4.3, we discuss the LTB void model used by Finelli et al.
(2016); Mackenzie et al. (2017); Marcos-Caballero et al. (2016); Zibin (2014); Nadathur et al.
(2014) in their analyses of supervoids. We then compare CMB decrements caused by voids
similar to the LTB model used to represent the Draco supervoid by FGKPS in Sections 4.5 and
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4.6. Lastly we present our conclusions in Section 4.7.
4.2 Tetrad-based methodology and void model
Our tetrad-based approach is summarised in the Introduction. Assuming spherical symmetry
and a pressureless fluid, one may adopt a gauge in which the non-zero tetrad components are
given by e00 = 1, e01 = g2, e11 = g1, e22 = 1/r and e33 = 1/(r sin θ), where g1(r, t) and g2(r, t)
are unknown functions. In this gauge, assuming zero pressure, the metric coefficients derived














dr2 − r2dΩ2. (4.1)
The time coordinate t measures the proper time of observers comoving with the fluid, and the
(non-comoving) radial coordinate r labels spheres of proper area 4πr2. It is straightforward to
show that g2 is the rate of change of the r coordinate of a fluid particle (or comoving observer)
with respect to its proper time, and so can be physically interpreted as the fluid 3-velocity. As
demonstrated below, the physical interpretation of g1 is such that the total energy per unit mass
of a fluid particle is 12 (g
2
1 − 1) (after subtraction of the rest-mass energy).
4.2.1 Field equations
For a fluid with density ρ(r, t), the total mass-energy, M (r, t), contained in a sphere of radius








As mentioned above, the variable g2 may be interpreted physically as the fluid 3-velocity in the




These integral curves are also matter geodesics, since the fluid is pressureless. For functions of










which determines the rate of change of a quantity along a streamline with respect to the proper
time of a comoving fluid element. From equations (4.2) and (4.3), one thus sees that M is
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which prohibits the possibility of streamline crossing.










where we have defined the velocity gradient




which is equivalent to the spin-connection coefficient F (1.12).























This provides the physical interpretation of g1 discussed above. Indeed, by applying the




which demonstrates that g1 is conserved along a streamline.
It is most natural to specify the initial data for the above set of equations in terms of the
density and 3-velocity profiles, ρ(r, ti) and g2(r, ti), at some initial time ti. From these one can
calculate M (r, ti) and g1(r, ti), which are then conserved along the streamlines.
4.2.2 Streamline equations
The equations (4.4) and (4.10) can be solved analytically using elliptic integrals to obtain the
position r at some time t of a fluid particle, given its position ri at some initial time ti. It is often
simpler, however, instead to solve numerically the system of first-order ordinary differential
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where ri is the position of the fluid particle on some streamline at an initial time ti. These
equations can be integrated simultaneously to find the position and velocity of the given fluid
particle at a later time t, using the fact that M (ri) is constant on a given streamline. The
fluid density ρ(r, t) and velocity gradient H (r, t) are obtained by performing the numerical
differentiation in equations (4.2) and (4.8). Hence, given some initial conditions for the density
and velocity distributions, ρ(r, ti) and g2(r, ti), the entire system is determined.
4.2.3 Initial conditions
We demand that the void has grown from primordial fluctuations in the early universe. At such
early epochs, it is valid to linearise the field equations around a homogeneous cosmology, which
yields two solutions: a growing mode and a decaying mode. By demanding that the decaying
mode is absent, and assuming a flat-Λ background cosmology, one finds that the initial velocity




























The photon trajectory can be parameterised using t, such that it is defined by r (t) and φ(t),
where φ(t) is the azimuthal angle in spherical coordinates. Without loss of generality, we may
assume that the trajectory lies in the θ = π/2 plane. The requirement that the trajectory is null
leads to the conditions
dr
dt







where χ is the angle, as measured by observers comoving with the fluid, between the photon
path and centre of the void (which we set to lie at the origin r = 0). The geodesic equations
















These equations are sufficient to calculate the position of the photon along its trajectory, and are
easier to integrate numerically than the usual second-order geodesic equations. The trajectory
is determined by an initial set of data ri, φi and χi. For most calculations, however, the data
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are provided in the form of the observer’s position and an angle on the sky χ, and the equations
are then run backwards in time to take the photon back through the void.
The remaining content of the geodesic equations determines the evolution of the photon











One can show from the above equations that the angular momentum of the photon, L =
−r2ω dφ/dt = −ωr sin χ, is conserved.
To calculate the effect of the void on a CMB photon, we first write
g2(t, r) = rHe (t) + ∆(t, r), (4.19)
where He (t) is the Hubble function in the exterior Universe at time t, and ∆ is thus the difference
between the equivalent fluid velocity in the unperturbed Universe and in the void. One may
then show that the physically measurable CMB temperature decrement due to the void is given
by (Lasenby et al. 1999)
∆T
T
= e−ε − 1 ≈ −ε, (4.20)














This integral is evaluated along the photon path between the time the photon enters the void
(t1) and the time it leaves (t2). The function ε is small, since the contribution to the integral
from near the void centre tends to cancel the contributions from further out. The main effect
producing a non-zero ε is essentially the evolution of ∆ with time.
4.2.5 Void model
Our void model is based on that used to model a cluster in Dabrowski et al. (1998). The nature
of the void is determined by specifying the velocity distribution g2(r, ti) at some initial time
ti in terms of four parameters Hi, Ri, a and m. Here, Hi ≡ He (ti) is the background Hubble
parameter at t = ti, Ri is the initial size of the perturbed region, and a is the velocity gradient at
the origin (which determines the magnitude of the perturbation). For r < Ri, the fluid velocity
is described by a polynomial in r of order 2m+ 1, and the first m radial derivatives are matched
at the boundaries, r = 0 and r = Ri. For r > Ri, the fluid velocity is that of the background
g2(r, ti) = rHi. The initial density profile ρ(r, ti) is then determined using equation (4.15),
such that the density is a polynomial of order 2m. One can show that the resulting initial
density profile is compensated, and hence remains compensated for all time. Consequently,
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in the external region (r > Ri) the fluid evolves as a homogeneous FRW universe. Placing
observers in this region allows for unambiguous calculations of the CMB perturbation caused
by the void. Once the initial velocity and density profiles are defined, the evolution of the fluid
is then completely determined.
A velocity gradient at the origin that is slightly greater than that of the unperturbed universe,
so that a > Hi, leads to the formation of a void (and, conversely, setting a < Hi would lead
to the formation of a cluster). Also, the boundary conditions imply that when the value of m
is greater than unity, the density gradient is zero at the origin, whereas this condition is not
necessarily satisfied for m = 1; hence we choose m ≥ 2 for a sensible density profile.
4.3 LTB model
Having discussed our own methodology for modelling voids, we now turn to an approach based
on the LTB model, and establish the relations between quantities in the two models.
The LTB metric (Lemaître 1933; Tolman 1934; Bondi 1947) describes a spherically-
symmetric pressureless system, and may be written in the form




where r̂ is a comoving radial coordinate and the time coordinate t̂ coincides with the proper
time measured by observers comoving with the fluid. The function R depends, in general, on
both t̂ and r̂ , and the function E(r̂) determines the so-called ‘curvature profile’ of the system,
and may be specified arbitrarily, provided E(r̂) > − 12 .
As discussed in Chapter 2, onemay transform the line-element (4.1) used in our tetrad-based
approach into the LTB line-element (4.22) via the coordinate transformation




where this time f1 = 1 as we assume a pressureless fluid. In so doing one makes the further
identification g21 = 1 + 2E(r̂), which confirms the usual alternative interpretation of E(r̂) as
the energy per unit mass of a fluid particle (after subtracting its rest mass). One may also show





















Since ddt is the convective derivative, the transformation (4.23) is naturally interpreted asmoving
from a Eulerian to a Lagrangian description of the fluid motion.
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In LTB coordinates, one finds ∂t̂ M = 0, so that M = M (r̂), which is interpreted as the mass
contained within the comoving radius r̂ . The remaining Einstein equations become








The latter is the LTB equivalent of the Bernoulli equation (4.10), for which the solution R(r̂, t̂)
can be written in integral form as









where the function t̂B (r̂) is known as the bang-time, which is interpreted as a Big-Bang
singularity surface at which R vanishes, i.e. R(r̂, t̂B (r̂)) = 0, and may be chosen arbitrarily.
In the LTBmodel, one is thus required to specify three arbitrary time-independent functions.
The functions E(r̂) and t̂B (r̂) are usually interpreted as determining the nature of the system,
and the remaining gauge freedom in redefining the radial coordinate is usually removed by
specifying M (r̂). In this case, (4.28) can then be solved for R(r̂, t̂), so that metric (4.22) is fully
determined, and the corresponding density ρ(r̂, t̂) is found from (4.26). A common alternative
gauge-fixing procedure is instead to specify R(r̂, t̂0), where t̂0 denotes the current epoch t̂0. In
this case, (4.28) is then solved at t̂0 for M (r̂), before proceeding as before. It is worth noting
that, in order for no decaying mode to be present, one requires t̂B (r̂) not to be spatially varying,
and one may choose t̂B = 0 without loss of generality (Zibin 2008).
4.4 Modelling the Draco void
We now wish to compare our tetrad-based approach with the LTB model in in the context of
modelling a specific void structure. Ourmain aimwill be to show that in comparing voidmodels
with CMB data, both the underlying density and velocity profiles of the void are important,
and should both be considered. We also wish to demonstrate, however, that the tetrad-based
approach is simpler and more intuitive in some respects than the LTB model, although the
latter does of course remain a valid approach. Indeed, when the issues related to density versus
velocity profile are set aside, the quantitative differences that arise between the two methods in
modelling the cosmic void considered below are only at the few per cent level.
The particular approach we consider is that adopted by Finelli et al. (2016) (hereinafter
FGKPS). They used the LTB metric to model compensated voids and showed that a large void
can lead to a significant temperature decrement in the CMB. Indeed, in the first version of their
paper (Finelli et al. 2014), and following their identification of a projected underdensity in the
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WISE-2MASS all-sky infrared galaxy catalogue aligned with the CMB Cold Spot direction,
they originally stated that a supervoid of size ∼ 400 Mpc and depth (fractional overdensity)
δ ∼ −0.10 can explain the Cold Spot temperature decrement of ∆T ∼ 150µK; they also stated
that this decrement is mostly due to the Rees–Sciama (RS) effect (Finelli et al. 2014), rather
than the linear integrated Sachs-Wolfe (ISW) effect. Nonetheless, it was later shown by Zibin
(2014) and Nadathur et al. (2014), again using the LTB approach, that the ISW effect dominates
and that a void of these proportions is not capable of producing such a large CMB decrement.
In the later version of their paper, FGKPS accept that the Cold Spot decrement is difficult to
explain by the presence of a single supervoid only, but drew attention to another sky area where
a large underdensity in the projected WISE-2MASS galaxy map (which they call the Draco
supervoid) can account for the CMB decrement observed in that direction.
In this Section, we therefore summarise the LTB approach used by FGKPS to describe the
Draco supervoid and then in the following Section compare the results of this model with what
is obtained using our own tetrad-based model.
4.4.1 Modelling the Draco void using an LTB approach
To model the Draco void, FGKPS choose the curvature profile to have the form








FGKPS do not specify their choice for the bang-time t̂B (r̂), but we presume that it is set to
a constant (which one may take to be zero) so that their model contains no decaying mode.
FGKPS also do not specify their gauge choice, but reference is made to an earlier work (Garcia-
Bellido & Haugbølle 2008) in which they fix the gauge by setting R(r̂, t̂0) = r̂ . From (4.26),
this is equivalent to setting M (r̂) = 4π3 r̂
3ρ(r̂, t̂0), where M (r̂) is determined from (4.28).
FGKPS also appear to fix the present-day density contrast, which as pointed out byNadathur
et al. (2014) could over-constrain their model, and we discuss this aspect further below. In
particular, they assume the curvature profile (4.29) to correspond to a perturbation Φ in the
synchronous gauge in a spatially-flat ΛCDM model. Treating the perturbation as linear gives
rise to the present-day metric perturbationΦ(r̂) = Φ0 exp(−r̂2/r̂20 ). Taking the growing mode
and using the Poisson equation, FGKPS obtain the present-day density contrast















where δ(r, t) ≡ δρρ , which is plotted in Fig. 4.1 and ensures that the void is compensated at
infinity.
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Figure 4.1: Present-day density contrast used by Finelli et al. (2016) to model the
Draco supervoid.
This density contrast (projected onto the sky) and the CMB decrement produced by the
RS and ISW effects calculated from the metric perturbationΦ are then used in a simultaneous
χ2 fit to the void in the WISE-2MASS galaxy catalogue and Planck CMB data to estimate the
three parameters, δ0, r0 and z0, where z0 is defined as the redshift at the centre of the void. The
best-fit values and 68 per cent confidence limits were found to be
δ0 = 0.37+0.22−0.12 ,
r0 = 190+39−27 Mpc/h,
z0 = 0.15+0.04−0.05, (4.31)
where h is defined such that the current Hubble parameter is given by H0 = 100h km s−1Mpc−1.
4.4.2 Presence of decaying mode
If FGKPS do indeed specify both the gauge condition R(r̂, t̂0) = r̂ and the present-day density
contrast (4.30), then it will not be possible, in general, to satisfy the constraint (4.28) with
t̂B (r̂) being equal to a constant (usually zero). Consequently, the void model would contain
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some contribution from a decaying mode, and thus be incompatible with the standard picture
of cosmological structure formation (Zibin 2008; Nadathur et al. 2014).














ρ̄(t̂0) (1 + δ(r̂)) , (4.33)
where ρ̄(t̂0) is the present-day background FRW density and the present-day density contrast
δ(r̂) is given by (4.30). If this specification were consistent with the absence of a decaying
mode contribution, then t̂ ′(r̂) should be constant and equal to t̂0, which is 13.5 Gyr for the
assumed background cosmology.
In addition, FGKPS do not specify the value of E0 used to set the amplitude of their
curvature profile in (4.29). We therefore try two different methods to determine the value of
E0. The first is to find the value of E0 which minimises the rms variation of t̂ ′(r̂) over the range
0 < r̂ < 600 Mpc. Using the best-fit values of δ0 and r̂0 for the Draco supervoid given in (4.31),
we find that the rms variation is minimised when E0r̂20 = 5.3 × 10
−4. The second method is
to treat the perturbation as having linearly grown (as outlined in Zibin (2014)). This results in
E0r̂20 = 4.78 × 10
−4. One would expect the nonlinear growth to deviate from this however, as
the density contrast is fairly large.
The corresponding ratio t̂ ′(r̂)/t̂0 is plotted in Fig. 4.2 for each value of E0, and clearly
neither is constant and equal to unity. Indeed, t̂ ′(r̂) exhibits a ∼ 2 per cent variation about a
mean value of ≈ 13.2 Gyr. We may thus conclude that the resulting LTBmodel must have some
contribution from a decaying mode, although the difference between the imposed present-day
density profile and one that contains no decaying mode contribution is only at the level of a few
per cent. This is in agreement with level of inconsistency found by Nadathur et al. (2014), who
instead estimated the value of E0 in the FGKPS model by minimising the difference t̂ ′(r̂)− t̂0 at
the single point r̂ = 0 (Nadathur, private communication). Our findings are also consistent with
those of Zibin (2014), who finds that the present-day density profile imposed by FGKPS differs
from that obtained from (4.26) in a self-consistent LTB model, although again the discrepancy
is small. In the rest of the Chapter choose the value of E0 found by minimising the rms variation
in t̂ ′(r̂), namely E0r̂20 = 5.3 × 10
−4.
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Figure 4.2: Plot of t̂ ′ using different values of E0, using parameters for the Draco
supervoid (4.31). The variation is at its smallest when E0r̂20 = 5.3 × 10
−4. As r̂ → ∞,
t̂ ′ → t̂0 for all values of E0, as expected.
4.5 Reproducing the Draco void
The issues outlined in the previous Section arise, in part, from the subtleties associated with
gauge-fixing in the LTB model, for which the physical interpretation in unintuitive. In this
Section, we therefore insteadmodel the Draco void using the tetrad-based approach described in
Section 4.2, for whichwe believe the physical interpretation is clearer. Rather than simply fitting
our model directly to the WISE-2MASS galaxy survey data and Planck CMB observations,
however, we wish to focus on the different nature of the void characteristics in the LTB and
tetrad-based approaches. Consequently, we will compare our model instead with the LTB
model derived by FGKPS for the Draco void. In particular, we wish to determine the CMB
temperature decrement produced by a void with present-day characteristics similar to those of
the FGKPS void model for Draco, but modelled using our approach.
As mentioned in Section 4.2.5, in our approach the nature of the present-day void is
determined by specifying the velocity distribution g2(r, ti) at some initial time in terms of the
four parameters Hi, Ri, a and m. We choose here to set these conditions at z = 103, since the
perturbations are safely within the linear regime at this epoch. The initial density distribution is
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then determined by the requirement that the decaying mode is absent in the linearised limit, as
discussed in Section 4.2.3. Following FGKPS, we assume a spatially-flat ΛCDM background
cosmology with ΩΛ = 0.7, for which Hi = 1.735 × 106h km s−1Mpc−1. To determine the
appropriate values for the remaining parameters Ri, a and m, one has the choice of attempting
to reproduce the present-day distribution in the FGKPS Draco void model of either: density,
velocity, or both. We consider each of these in turn. As we will see, these options lead to very
different CMB temperature decrements.
4.5.1 Reproducing the density profile
We begin by choosing the initial velocity perturbation parameters Ri, a and m such that the
resulting present-day density profile of the void ρ(r, t0) is as similar as possible to that of the
FGKPS Draco void model, which is plotted in Fig. 4.1.
This is achieved by performing a numerical optimisation in which the values of Ri, a
and m are varied. For each set of parameter values, the resulting present-day density profile
is evaluated at 40 equally-spaced points in the range 0 < r < 500 Mpc and compared with
the corresponding values in the FGKPS Draco void density profile. The optimal values of
the parameters are those that minimise and sum of the squares of the differences in the two
profiles. The resulting optimal present-day density profile is compared with the FGKPS density
profile in Fig. 4.3. Given the very different underlying physical models, there is reasonably
close agreement between the density profiles. In particular, we find that lower values of the
parameter m are preferred, since they result in a smoother density profile in our model; we thus
use m = 2 for the remainder of this Section.
Since our primary interest, however, is in the CMB temperature decrement produced by
our void, it is worth recalling from Section 4.2.4 that the main contribution to this effect is the
evolution of the difference ∆ between the equivalent fluid velocity in the external universe and
in the void, as the CMB photon traverses it. Consequently, it is of interest also to compare the
velocity distribution of our void to that of the FGKPS void.
To determine the velocity distribution of the FGKPS void, we note from (4.23) that the
LHS of (4.27) gives the square of the fluid velocity in the LTB model at any given epoch.
Using the forms for E(r̂) and M (r̂) given in (4.29) and (4.33), respectively, and employing the
gauge condition R(r̂, t̂0) = r̂ , one thus obtains the velocity profile at the current epoch. The
corresponding ∆ profile is plotted Fig. 4.4 for two different values of the parameter E0 that
defines the amplitude of the LTB curvature profile (solid and dotted lines), together with the
∆ profile from our void (crosses). The solid line corresponds to the value of E0 determined in
Section 4.4.2, whereas the dotted lines corresponds to a value of E0 that is a factor of 5 smaller.
Two points are worth noting from this figure. First, the ∆ profile of the LTB void is sensitive to
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Figure 4.3: Void density profile at t = t0 in our model (crosses), resulting from
an initial velocity perturbation at z = 103 with parameters chosen to reproduce the
FGKPS void density profile (dashed line) as closely as possible.
the value of E0, although the maximum difference between the two LTB ∆ profiles is only at
the ∼ 10 per cent level. Second, the velocity profile of our void differs substantially from that
of the LTB void for either value of E0, even though the density profiles of the two voids agree
reasonably well (by construction), as shown in Fig. 4.3.
To determine the CMB temperature decrement produced by our void, we consider an
observer comoving with the cosmic fluid in the external universe. The present-day distance of
the observer from the void is chosen such that the centre of the void lies at a redshift zc = 0.15.
This corresponds to a comoving radial coordinate distance r̂ = 434h−1 Mpc. Since FGKPS
employ the gauge condition R(r̂, t̂0) = r̂ at t0, this corresponds simply to a non-comoving radial
coordinate distance of r = 434h−1 Mpc at the current epoch. The resulting CMB temperature
decrement ∆T (θ) is plotted in Fig. 4.5, and is very similar to that obtained by FGKPS, both
in terms of its angular profile and central value of ∆T ≈ −25 µK. In Fig. 4.6, we also plot
the variation of ∆T/T , as measured by a comoving observer at each point along the path of a
photon that passes through the centre of the void, which nicely demonstrates that the observer
does indeed lie in the external universe, beyond the finite compensation radius of our void.
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Figure 4.4: Difference ∆ ≡ g2 − rHe at t = t0 between the fluid velocity in the void
and in the external universe for our void model (crosses) and the LTB void model of
FGKPS for two different values of E0 (solid and dotted lines).
4.5.2 Reproducing the velocity profile
Since the velocity profile of our void discussed above differs significantly from that of the
FGKPS void, an alternative approach is instead to choose the initial velocity perturbation
parameters Ri, a and m such that the resulting present-day velocity profiles of the two voids
models are as close as possible. This is achieved by performing an analogous numerical
optimisation to that used above.
The resulting present-day density and velocity difference ∆ profiles are plotted in Fig. 4.7,
and are compared to those of the FGKPS void model. In this case, one sees that the ∆ profiles
of the two void models are much closer than what was achieved in the previous subsection,
although this comes at the cost of poorer agreement between the density profiles. In particular,
the spatial extent of the density profile for our void is larger than in the previous case.
The larger spatial extent of our voidmodel in this case requires us to take care in determining
the CMB temperature decrement it produces, since placing the centre of the void at a redshift
zc = 0.15 from the observer is insufficient for the observer to reside in the external universe,
beyond the finite compensation radius of the void. Nonetheless, this may be achieved by placing
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Figure 4.5: CMB temperature decrement for our void model that best reproduces the
present-day density distribution of the FGKPS void. The background CMB temperat-
ure is taken to be 2.725K.
the centre of the void at a redshift of zc = 0.165, which corresponds to the observer lying at a
radial coordinate distance of r = 476h−1 (= 600) Mpc. The corresponding CMB temperature
decrement is plotted in Fig. 4.8. As expected, the angular profile of the decrement is larger than
that shown in Fig. 4.5 for our previous void model. Most notable, however, is the central value
of ∆T ≈ −48 µK, which is almost twice that obtained previously.
4.5.3 Reproducing the density and velocity profiles
The next obvious approach to consider is to choose the initial velocity perturbation parameters
Ri, a and m such that the resulting present-day density and velocity profiles of our void model
match those of the FGKPS void model as closely as possible. As before, this is achieved by
performing a numerical optimisation similar to that used above. In this case, however, we
employ a chi-squared approach in which the uncertainties on the mismatch are taken to be
σδ = 0.01 and σv = 30km s−1 for the density and velocity profiles, respectively, which ensures
that the contribution to the best fit value of χ2 in roughly similar for the density and velocity
profiles. The value of m is fixed to be 2.

































Figure 4.6: As in Fig. 4.5, but for the variation of ∆T/T , as measured by a comoving
observer at each point along the path of a photon that passes through the centre of the
void. The lower panel is identical to the upper panel, but is plotted on an expanded
∆T/T scale to illustrate the final decrement of ∆T/T = −9.16 × 10−6.
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Figure 4.7: Void density profile (top) and velocity difference ∆ profile (bottom) at
t = t0 in our model (crosses), resulting from an initial velocity perturbation at z = 103
with parameters chosen to reproduce the FGKPS void velocity profile (solid line,
bottom panel) as closely as possible.
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Figure 4.8: As in Fig. 4.5, but for our void model that best reproduces the present-day
velocity distribution of the FGKPS void.
The resulting present-day density and velocity difference ∆ profiles are plotted in Fig. 4.9,
and are compared to those of the FGKPS void model. As one might expect, both profiles in our
void agree reasonably well with those in the FGKPS void, but neither agrees as closely as in
the case where the optimisation was performed for that profile alone. In particular, the spatial
extent of the density profile is similar to that found when optimising the velocity profile alone,
and somewhat larger than when optimising for the density profile alone.
As in the previous subsection, the larger spatial extent of our void model requires us to
place the centre of the void at a redshift zc = 0.165 from the observer, in order for the observer
to be in the external universe. The resulting CMB temperature decrement is shown in Fig. 4.10,
which is similar in both angular extent and depth to that plotted in Fig. 4.8.
4.5.4 Consistency with observations
Although we have focussed on comparing the different characteristics of the Draco void models
produced by the LTB and tetrad-based approaches, respectively, it is important to determine
whether the set of void models produced using our alternative methodology is consistent
with observations. In Fig 4.11, we thus compare the projected density profiles and CMB
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Figure 4.9: As in Fig. 4.7, but for an initial velocity perturbation at z = 103 with
parameters chosen to reproduce the FGKPS void density and velocity profile (solid
lines) as closely as possible.
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Figure 4.10: As in Fig. 4.5, but for our voidmodel that best reproduces the present-day
density and velocity distributions of the FGKPS void.
temperature decrements of our three void models considered in subsections 4.5.1–4.5.3 with
the WISE-2MASS galaxy catalogue and the Planck CMB data. The data points are taken
directly from FGKPS. We see that all three void models are consistent with the WISE-2MASS
data. The CMB temperature decrement of our first void model is consistent with the Planck
data on all scales, but our second and third void models are consistent with the Planck data only
on larger scales, and yield too large a decrement on angular scales below ∼ 20◦.
Although the LTB void model of FGKPS and our three void models are each consistent
with the galaxy counts and broadly consistent with CMB observations in the direction of Draco
(at least on angular scales ≥ 20◦), it is clear that there remain considerable differences between
the models, which result from the different parameterisations that they employ. Indeed, the
above investigations show that relatively slight differences in the parameterisation can lead to
large changes in the relationship between density and velocity profiles, and very different CMB
temperature decrements. Moreover, all of the models considered are consistent with having
grown from primordial perturbations in the early universe. One must therefore be careful in
drawing conclusions regarding the physical characteristics of voids from data that constrain just
their project density distribution and CMB temperature decrement.
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Figure 4.11: Void projected density profiles (top) and corresponding CMB temperat-
ure decrements (bottom) for our three models, compared to data from WISE-2MASS
and Planck respectively. Data points are taken from FGKPS.
4.6. De-evolving the Draco void 83
4.6 De-evolving the Draco void
In developing the void models investigated thus far, we have been careful to ensure consistency
with the void having grown from a primordial perturbation in the early universe. This require-
ment is, of course, crucial in producing a physically realistic void model. Nonetheless, in this
Section, we investigate the consequences of neglecting this requirement, with the purpose of
demonstrating how tailoring a void to have given characteristics at the present epoch results, in
general, in a physically unacceptable model.
To this end, we therefore begin by choosing the parameters Ri, a and m in our velocity
perturbation at z = 103 to produce a velocity profile today that is as close as possible to that of
the FGKPS void model. We then choose different values, say aρ and mρ, for these parameters,
again at z = 103, to produce a density profile that mimics that of the FGKPS void as closely as
possible. We keep the value of Ri the same in each case, so that the size of the perturbed region
is consistent. We also use the same value of Hi, which ensures that the density profile remains
compensated.
The resulting density and velocity profiles at the current epoch are shown in Fig. 4.12.
The background Hubble parameter and the spatial extent of the perturbation are taken as Hi =
70 km s−1Mpc−1 and Ri = 479h−1 Mpc, respectively. The remaining parameter values that
best reproduce the FGKPS void density profile are 1 − aρ/Hi = −0.0342 and mρ = 2, whereas
those that best reproduce the FGKPS void velocity profile (bottom) are 1 − a/Hi = −0.0836
and m = 2.
To determine the resulting CMB temperature decrement, the large spatial extent of the void
means that one must again place the centre of the void at a redshift larger than zc = 0.15 from
the observer for the latter to reside in the external universe. We find that this can be achieved
by placing the observer at a radial coordinate distance of 483h−1 Mpc, which corresponds to
zc ∼ 0.167. The resulting CMB temperature decrement is plotted in Fig. 4.13. Interestingly,
the depth of the decrement is much smaller than found for our previous void models, with a
central value of just ∆T ≈ −9.7 µK.
One may demonstrate that this void model is physically unrealistic, however, by considering
the void with the present-day density and velocity profiles plotted in Fig. 4.12 and evolving
it backwards in time. The value of the t parameter corresponding to the current epoch is
13.5 Gyr. The density contrast at a selection of earlier times is shown in Fig. 4.14. One sees
that the density contrast diverges at early epochs. This occurs because the void model contains
a decaying mode, which grows as one moves backwards in time. Consequently, this void model
is not consistent with having grown from a primordial perturbation. This behaviour is, in fact,
quite generic unless one takes care to exclude the decaying mode by choosing the initial density











































mρ = 2, 1 – a/Hi = – 0.0836 , Ri = 479h
– 1
FGKPS void
Figure 4.12: As in Fig. 4.9, but for two initial velocity perturbations at z = 103 chosen
separately to reproduce the FGKPS void density and velocity profile (solid lines),
respectively, as closely as possible, and without requiring the void to be consistent



















Figure 4.13: CMB temperature decrement produced by the void with the present-day
density and velocity profiles plotted in Fig. 4.12.
and velocity profiles in the early universe to obey the condition (4.15).
4.7 Conclusions
We apply our tetrad-based approach for constructing spherically-symmetric solutions in general
relativity to modelling voids and the secondary anisotropies that they induce in the CMB.
We compare our approach to the usual LTB method, and demonstrate that the two methods
represent a Eulerian and Lagrangian description, respectively, of the dynamics of a pressureless
cosmological fluid.
In particular, we use our approach to construct models for the void observed in the direction
of Draco in theWISE-2MASS galaxy survey, and a corresponding CMB temperature decrement
in the Planck data in the same direction, and compare our void models with that produced by
Finelli et al. (2016) using the LTB formalism. We find that the present-day characteristics of
the void, summarised by its current density and velocity profiles, are not well constrained by
the existing data, such that a large range of different void models are broadly consistent with
the observations. In particular, we note that models derived from different parameterisations
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Figure 4.14: The density contrast at a selection of earlier epochs for the void with the
present-day (t = 13.5 Gyr) density and velocity profiles plotted in Fig. 4.12.
of the void typically lead to very different density and/or velocity profiles. CMB temperature
decrements are especially sensitive to the velocity profile; however it is often overlooked in
LTB models of voids.
Finally, we demonstrate the importance of ensuring that void models are consistent with
having evolved from primordial perturbations in the early universe, and hence contain no
contribution from a decaying mode. In particular, we show that constructing a void model
such that it has given density and velocity profiles at the present epoch will, in general, lead to





Effect of pressure on the evolution of
perturbations
5.1 Introduction
In earlier Chapters, we modelled a generalised Swiss Cheese model with non-zero pressure and
uniform density in the interior and exterior regions, and a fluid with a continuous density but
zero pressure. A natural progression is to consider a fluid with continuous density, but with
non-zero pressure, to see the effects that pressure has on a structure with a more realistic density
profile.
Pressure effects are especially relevant when studying the early Universe. In the current
understanding, perturbations created at the end of inflation act as seeds which grow into large
scale structures that we see today. The overdense regions gravitationally attract matter, but
this effect is countered by the outward pressure in the primordial plasma, leading to oscillatory
behaviour that we term baryon acoustic oscillations (BAO) (Sakharov 1966; Eisenstein et al.
2005; Bassett & Hlozek 2010). These acoustic peaks are not only imprinted on the CMB, but
are also seen in the power spectra from galaxy surveys, and serve as a useful ‘standard ruler’ at
various redshifts as galaxies have a preferred scale at which they cluster.
Most analytic treatments of early cosmological perturbations use a planar decomposition,
and use approximations for each scale (Hu & Sugiyama 1995; Hu & Sugiyama 1996; Eisenstein
& Hu 1998; Montanari & Durrer 2011). As photons and baryons are tightly coupled together
before recombination, they are often considered as a single, tightly coupled photon-baryon fluid.
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The evolution equations are then decomposed into Fourier modes, and studied in the limits of
small or large scales (Meszaros 1974; Groth & Peebles 1975; Hu & Sugiyama 1996). More
recently, Slepian & Eisenstein (2016) analytically solve for the growth of a mixture of baryonic
matter and photons for a transfer function that is valid at all scales, by using the approximation
that the density of the mixture of fluids is constant inside the sound horizon.
In this Chapter, instead of having a mixture of fluids with varying equation of state, we
instead focus on a fluid with a fixed equation of state parameter, w. Having w fixed enables
us to find a fully analytic, ‘spherical’ wave solution of a linearised equation for perturbations,
that is valid for all scales, with no approximations other than linearity. We believe that this
approach is novel and of interest especially in considering the initial stages of the formation of
acoustic waves.
We then employ a numerical method to solve the exact field equations and explore the
behaviour in the non-linear regime. This numerical method has the advantage that it can be
extended to any size of perturbation to, for example, study the non-linear evolution of a large
structure, which could be compared with the pressureless approach presented in Chapter 4. In
addition we compare the effects of non-linearity on the evolution of perturbations. Previous
work on non-linearity often disagree on its effects on BAO. For example Cooray&Sheth (2002);
Eisenstein et al. (2007) argue that systematic effects on the acoustic scale due to non-linearity
are small, whereas Guzik et al. (2007); Smith et al. (2007); Angulo et al. (2008); Crocce &
Scoccimarro (2008) show that more significant shifts are seen.
The structure of this Chapter is as follows. In Section 5.2 we derive the equations we
use to propagate the fluid. In Section 5.3, we present the analytic solution in the linear
regime, using radiation, dust and a fluid with w = −2/3 as examples. Next we present the
numerical approach for evolving perturbations in Section 5.4. We compare the differences of
the evolution of perturbations in the non-linear and linear regimes using both the analytic and
numerical approaches in Section 5.5, and also examine the behaviour of perturbations when
pressures are negative.
5.2 Field equations
We now express the equations in terms of physical variables that we can evolve in time. First,
we can use the Lt ρ equation in (1.13) and rearrange to obtain an equation for ∂ρ∂t .
To obtain ∂v∂t , where v refers to the fluid velocity and is equivalent to g2, we use the Lt M
equation in (1.13). Then we can eliminate M (t, r) using equation (1.14), and get rid of the ∂g1∂r
using the Ltg1 equation. Then we can rearrange to obtain an expression for ∂v∂t .
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To fully constrain the fluid, we can either define the density at all t and r , and then find the
respective pressure and velocity profiles, assuming a mixture of baryonic gas and dark matter,
giving rise to an effective equation of state as done in the generalised Swiss Cheese model in
Chapter 2 and in the top-hat density model in Nandra et al. (2013). An alternative method is to
assume that the fluid has some fixed equation of state parameter w, such that
p = wρ. (5.3)
In this Chapter, we choose the latter method, which has the advantage that analytic solutions
can be found for linearised cases, as we shall see in Section 5.3. Then with appropriate initial
conditions, the system is now wholly constrained.
5.3 Analytic approach
In the equations in (5.1) and (5.2), we can substitute for f1, G, and g1 by using (1.13) and (1.14)
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} ∂p
∂r







Nowwe impose the equation of state, p = wρ, in both equations, and replace ρwith M using


























3v (M ′)2 r2(w + 1)2
[
− ΛM ′′r4w + ΛM ′r3(w − 1) + 3v′M ′vr2(1 + w) + 3M ′′v2r2w
− 6v2M ′rw + 3
(
M ′
)2 rw(1 + w) − 6M M ′′rw + 3M ′′r2w + 15M M ′w − 6M ′rw + 3M M ′],
(5.7)
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where we have dropped the t dependencies for brevity, and dot and prime indicate partial
differentiation with respect to t and r respectively.











The factor A(t) can be found by using the boundary condition that as r → ∞, the fluid tends
to the cosmological solution, i.e. that M → 43πρ∞(t)r
3, ddt ρ∞(t) = −3(w + 1)H (t)ρ∞(t) and
v → rH (t). Hence we find that
A(t) = −(4πρ∞)
w
w+1 (w + 1). (5.9)






)−(w+1)−1 (4πρ∞(t)r2)− ww+1 . (5.10)
This can then be plugged back into equation (5.7), to obtain an equation that only has M as a












w+1 M − 13r
2+4w












w+1 wṀ + r−
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Hence equation (5.11) can be solved to find the form for M (t, r) for some fluid with an equation
of state w, and the corresponding velocity profile can be found by using the expression given in
(5.10).
5.3.1 Dust
We now consider the case for dust, where w = 0, with a Λ = 0 cosmology for simplicity.
Consider a small perturbation in the matter distribution, such that
M (t, r) = M0(t, r) (1 + εδM (t, r)) , (5.12)
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where M0 = 4πr
3
3 ρ∞(t) is the matter distribution for a homogeneous universe, and ε  1. Note
that δM (t, r) is different from the density contrast δ ≡ δρρ that we considered earlier. One can











For dust, the background density is given by ρ∞(t) = 16πt2 . We substitute M in equation

















t − 6 δM = 0. (5.14)
Consider dropping the r dependency in δM (t, r). Note that the above equation (5.14)
assumes that as r → ∞, the background density tends to the cosmological value, ρ∞(t) = 16πt2 .
Hence, we consider a finite region in which δM (t, r) is spatially homogeneous, where locally,
δM (t, r) = δM (t) is satisfied, and as r increases, the density tapers off to the background value.
Note that for dust, as pressures are zero, discontinuities in density are allowed hence the it
does not have to vary smoothly to the cosmological value. In this local homogeneous region,







t − 2 δM (t) = 0, (5.15)
such that δM (t) has modes going as t2/3 and t−1, corresponding to growing and decaying modes
for an inhomogeneity with uniform density for pure dust, as expected.
It turns out that equation (5.14) has an exact solution,










for some arbitrary functions F and G.
We can find the corresponding velocity profile by using equation (5.10). By again assuming
a small perturbation in M given by (5.12), and using the form for δM given by (5.16), we find






















ε + O(ε2), (5.17)
where the first term corresponds to the cosmological flow.
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5.3.2 Radiation
Nowwe consider the case for radiation, where w = 1/3, again in a Λ = 0 cosmology. Following
the same procedure as carried out previously for dust, we consider a small perturbation in M
as given by equation (5.12), but with a background density of ρ∞(t) = 332πt2 corresponding to



















t2−6rδM = 0. (5.18)
Consider dropping the r dependency in δM (t, r). Note that the above equation (5.18)
assumes that as r → ∞, the background density tends to the cosmological value, ρ∞(t) =
3
32πt2 . Hence, we consider a finite region in which δM (t, r) is spatially homogeneous, where
locally, δM (t, r) = δM (t) is satisfied, and as r increases, the density tapers off smoothly to the
background value. Note that for radiation, unlike for dust, all variations in density must be
continuous as pressures are non-zero and therefore we require the density to vary smoothly to








− δM (t) = 0, (5.19)
such that δM (t) has modes going as t and t−1/2, corresponding to growing and decaying modes
for an inhomogeneity with uniform density for a pure radiation fluid, as expected.






















the solution to the PDE in equation (5.18) becomes















for some arbitrary functions F and G. Note that this is an exact solution of the linearised PDE
given by (5.18).
We can understand the physical basis for the coordinate transformation as follows. In a
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Hence, up to a multiplicative constant, the coordinates u and v are those of incoming and




3 in conformal space, which makes sense as
this is the speed at which the radiation perturbations should move.
There are several conditions that the functions F and G must satisfy for (5.21) to be
physically valid. Firstly, one can express F and G as a series expansion in u and v, which are
both small at early times near the origin. By plugging this in equation (5.21), we can then
express this in terms of r and t, and expand in small r . It turns out that in order for the solution
to be regular at r = 0, the functions F and G must satisfy
F (x) = G(−x), (5.25)
where we use x to indicate a general argument. Note this implies the even parts in the functions
F and G are equal, and odd parts of F and G are equal but have opposite signs. In addition,
performing a series expansion near the origin shows that if F is even, such that F and G have
the same functional form, then we result in a growing mode, and when F is odd (such that
F (x) = −G(x)), we obtain a decaying mode.
Lastly, one must choose a function G such that G′(v)/v is not singular when v → 0, which
corresponds to when r → 2t√
3
.
We can choose a growing or a decaying mode by choosing the appropriate functions for F
and G. The behaviour of the resulting δM at small r and t then determines whether it behaves
like a ‘growing’ or ‘decaying’ mode. An example of a growing mode is given by choosing
F (u) = Ae−
u2































This is illustrated in figure 5.1. Firstly we can see that it is a growing mode, which we can
indeed verify by performing a series expansion near the origin, which shows that δM behaves
like δM ∼ A36σ6 t e
− 2t
3σ2 + O(r). At later times, the growing mode behaviour is overtaken
by the wavelike nature of the solution, and a Gaussian pulse is seen to spread outwards,
moving at coordinate speed greater than 1 (where we use units such that c = 1). However in
conformal coordinates the wave moves out at a speed of 1√
3
. In fact, by performing coordinate




+ rH (t) =
√
w + rH (t) (5.28)



























Figure 5.1: Growth of a small matter perturbation given by choosing even functions
for F andG, given by (5.26), with parameters A = σ = 1. One can see that the growing
mode behaviour dominates at small t. At later times the wavelike nature dominates and
one can see from above that the perturbation propagates away at a coordinate speed
that is slightly larger than c (which is equal to unity in our units). The absolute units
of r and t are arbitrary.
for a fluid with some equation of state w, as we expect the fluid to propagate at a sound speed
of
√
w in conformal coordinates.
A decaying mode can be found by, for example, choosing



















results in G′(v)/v being singular at v = 0, hence is
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Figure 5.2: Evolution of matter perturbation given by choosing an odd function for
F and G, as given by equation (5.29), with parameters A = σ = 1. At small t the
decaying mode behaviour is dominant. At later times, the wavelike takes over, as seen
in the growing mode.









3σ2 + O(r2). Hence at
small t, it goes as t−1/2 as expected, and one can verify this behaviour from figure 5.2 that it does
indeed start as a singularity at small t which decays away. At later times, the wavelike nature
dominates as seen in the growing mode, and propagates away. For a realistic modelling of a
perturbation, one must make sure that there are no components corresponding to the decaying
mode.
These solutions are very interesting in the context of baryon acoustic oscillations. In the
early universe, the Universe is radiation-dominated and the small perturbations propagate as
waves. This oscillatory behaviour is often illustrated by using plane wave solutions for a specific
wavevector k. The exact spherical waves that we have shown make it easier to envision these
fluctuations that propagate at some speed which falls with time as the universe moves from
ionized to neutral, and then stalls as the equation of state falls to near zero, at a characteristic
radius (Sakharov 1966; Eisenstein et al. 2005; Bassett & Hlozek 2010). Recently Slepian
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& Eisenstein (2016) analytically find the transfer function that encapsulates the growth of a
mixture of baryonic matter and photon, that is valid at all scales. The advantage of this method
is that a mixture of fluids with a varying effective equation of state can be considered, but it
cannot produce an exact spherical solution as considered in this section and is limited to the
approximation that the density of fluids is constant inside the sound horizon.
5.3.3 Negative pressure: w = −2/3 fluid
Here we consider a fluid with negative pressure - specifically, with w = −2/3, again in a Λ = 0

























where we have used the background density for an EdS universe, ρ∞(t) = 16π (w+1)2t2 =
3
2πt2 .
Consider dropping the r dependency in δM (t, r). Note that the above equation (5.31)
assumes that as r → ∞, the background density tends to the cosmological value, ρ∞(t) =
3
32πt2 . Hence, we consider a finite region in which δM (t, r) is spatially homogeneous, where
locally, δM (t, r) = δM (t) is satisfied, and as r increases, the density tapers off smoothly to the
background value. Note that for this fluid, as pressures are non-zero, all variations in density
must be continuous, as was the case for radiation. In this local region where the density is






t + 10δM (t) = 0, (5.32)
such that δM (t) has modes going as t−2 and t−5, such that there are no growing modes.




















gives us the solution














+ 4 (F (u) + G(v))
]
. (5.34)
for some arbitrary functions F and G.
One can note that, as for radiation, the new coordinates u and v satisfy
u ∝ χ +
√
wη, v ∝ χ −
√
wη, (5.35)






3 i in conformal space, where the sound speed here is now imaginary.
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By performing a series expansion in small r , one can show that in order for δM to be regular
at the origin, the functions F and G must satisfy
F (x) = −G(−x) (5.36)
and the even parts of F and G must be wholly imaginary for δM to be real. One can also show
by examining the behaviour at small t and r that it is impossible to choose a stable ‘growing
mode’ i.e. one where δM is small as t → 0, and is well behaved at some finite t, at least for
perturbations at sub-horizon scales which we are considering here. The interesting consequence
of this is discussed further below in Section 5.5.2.
5.4 Numerical approach
In this Section, we examine how we can solve the system exactly (i.e. not using linear
approximations), by using a numerical approach. The motivation for solving the system
numerically is to enable comparisons with behaviour of perturbations in the linear regime. It
is also useful to have a numerical framework for evolving perturbations until later times when
often perturbations become non-linear, to be able to calculate the effect of the inhomogeneity
on a photon, to e.g. quantify the ISW effect, in a system with pressure. In addition, non-linear
effects are normally ignored when studying the imprint of BAOs on late-time matter power
spectrum (Montanari & Durrer 2011), which may account for up to 5% error in the estimation
of the location of peaks in the matter power spectrum (Montanari & Durrer 2011).
Unlike in the case with dust, we cannot reduce the fluid equations (5.1) and (5.2) to a set of
first order differential equations that we can simply evolve with time. Hence, to evolve the PDEs,
we use the finite difference method, over a finite spatial domain. The finite difference scheme is
a method to numerically solve PDEs that involves discretising the spatial and temporal domain
into a finite grid.
We can find M by integrating ρ spatially, using the Lr M equation. However, more accurate
results can be obtained by instead evolving M , alongside ρ and v, by using the Lt M equation
to obtain an expression for ∂M∂t , and replacing ∂M/∂r with ρ using the Lr M equation. Finally
we impose the equation of state to replace p with ρ in all three PDEs. Hence the system of
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4πvr2(w + 1). (5.37)
(5.38)
Once we have the density and velocity profiles at some time t = t∗, we can find ∂ρ∂r and
∂v
∂r
on this time slice using simple differencing.
Next, we can obtain g1 by using equation (1.14). As we know g1, we can then find G using































Hence we have a method for obtaining all the variables needed to evaluate the evolution
equations (5.38) at some time. However, before embarking on solving the system of equations
numerically, we first need to choose the appropriate initial and boundary conditions. The initial
conditions are specified by choosing the density and velocity profiles, ρ(ti, r) and v(ti, r) at the
initial time ti, from which the mass profile, M (ti, r) can be determined. To model a realistic
perturbation, we choose a density profile and the corresponding velocity profile that are given
by those in Section 5.3. For example, to model a radiation fluid, we choose the density profile
for a growing mode, such as one given by equation (5.27), taking care to convert δM to the
density contrast, δ, first.
We now consider the appropriate boundary conditions at either ends of the spatial boundary,
r = 0 and r = rmax. First we found that starting the spatial grid from r = 0 causes instabilities
at the origin which propagate over time. To mitigate this, we shift all cells spatially by half of
a grid width, such that the first cell spans the range of r from ∆r/2 to 3∆r/2, where ∆r is the
width of one cell.
5.4. Numerical approach 99
To impose the correct boundary conditions at the origin, we examine the behaviour of the
quantities at small r . First we perform a power expansion for M . As long as ρ is not singular at
the origin, the dominant behaviour near the origin should be ∝ r3; hence we can express M as
M = f3(t)r3 + f4(t)r4 + f5(t)r5 + f6(t)r6 + f7(t)r7 +O(r8). (5.42)
We can use this expression in equation (5.11) and again expand in r . Each term in r must obey
the equation, and one can easily show that all the terms with even powers of r in (5.42) are zero,
such that
M = f3(t)r3 + f5(t)r5 + f7(t)r7 +O(r9). (5.43)






3 f3(t) + 5 f5(t)r2 + 7 f7(t)r4
)
+O(r6) (5.44)
Similarly, we can then find the behaviour of v at small r by substituting M with (5.42) in
equation (5.10) and expanding in r . It turns out that v must be an odd function around small r .



















We use these conditions to determine an ‘extra’ point at the inner boundary, hence enabling us
to calculate spatial derivatives of the variables at the innermost point accurately.
At the outer boundary, we use the last four cells at the boundary to perform a series expansion
to third order to predict the value of the variables at a grid point that is one step beyond the
boundary, which again we can use to calculate spatial derivatives with sufficient accuracy for
our system of first-order PDEs.
Hence we have three coupled first-order partial differential equations that we evolve in time.
Our initial method for the time evolution was to use Euler’s method, where one evaluates all
of the variables at one time slice in order to find the time derivatives of the variables one is
evolving, and use these to march forward by one time step. Unfortunately we encountered
numerical instabilities with this method. Another option is to use the Lax-Friedrichs method,
which is also of order one but more stable. However this method produced a spurious solution;
hence we employ the 4th order Runge-Kutta integration technique. This involves evaluating
the variables and hence the time derivatives at several points in the time interval to obtain the
most accurate increment over the time step.
Lastly, we note that the finite difference method is subject to the Courant-Friedrichs-Lewy
condition (Courant et al. 1928), namely that it is necessary for the ratio ∆r/∆t to remain higher
than the fluid velocity for convergence. The condition ensures that the scheme has enough
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time for the information from one element to propagate to the next mesh point. We ensure this
condition is met by choosing the spatial and temporal grid sizes such that their ratio ∆r/∆t is
higher than the largest fluid velocity in the system at all time slices.
5.5 Results
5.5.1 Linear and non-linear waves: radiation
In this Section, we examine the behaviour of perturbations in the linear regime and the non-
linear regime, using a pure radiation fluid with Λ = 0 as an example. First, we focus on the
linear regime. We start off with a small perturbation of amplitude δ0 ∼ 0.017, where the initial
density perturbation at ti = 0.02 is given by the pure growing mode in equation (5.27). The
corresponding initial velocity perturbation is found using (5.10). The perturbation is evolved
using the numerical approach and we compare this to the prediction from the linear analytic
solution, in figure 5.3. One can see that when the perturbation is very small, the analytic
solution of the linearised equations and the numerical approach agree very well.
Next we examine the behaviour in the non-linear regime. In this regime, we expect the
analytic approach to be inaccurate, as it is a solution for linearised field equations. We start with
a perturbation of amplitude δ0 ∼ 1.2, with a profile consisting of a purely growing mode, again
given by equation (5.27). Interestingly, one can see from figure 5.4 that the linear approach
greatly underestimates the growth of the perturbation at early times.
Next we examine how the wave speeds change in the non-linear regime. In the linear




w + rH (t) (from equation
(5.28)) in our ‘physical’ coordinates. However we expect this relation to break down when the
oscillations are non-linear.
In fact we find that non-linear radiation waves travel faster than in the linear regime. Figure
5.5 we compare the speed of the non-linear wave compared to the expected speed for a linear
wave. The speed was found by measuring the speed of the peak of the wave, for different
magnitudes of a Gaussian perturbation. The background density was kept the same at the time
of measurement.
It is of interest to compare these with ocean waves, to see if we can see analogous effects.
It is known that waves on shallow water surfaces can be modelled using the Korteweg-de Vries
(KdV) equation (Thorne & Blandford 2017). A soliton is a non-linear solitary wave pulse that
maintains its shape as it travels. The KdV equation can be solved for a soliton and it is found
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Figure 5.3: Evolution of a perturbation of a pure radiation fluid in the linear regime,
using the analytic (orange) and numerical approach (blue). The initial conditions
consist of a purely growing mode given by equation (5.27), with parameters A = 1.0,
σ = 1.0 and ε = 0.3. The two methods agree almost exactly.
where h0 is the depth of the undisturbed water, ξ0 is the wave amplitude and g is the gravitational
acceleration. The first term is the wave speed of a linear wave, and the second term is the non-
linear correction, which is proportional to the wave amplitude. Interestingly, the non-linear
correction in the wave speed of radiation perturbations has a linear relationship with the
amplitude (density contrast), similar to non-linear waves in water.
It would be interesting in the future to extend the results above to examine the effect on the
acoustic signature due to non-linearity.
5.5.2 Fluids with negative pressure
Negative pressure is often under consideration in cosmology. As dark energy causes accelerated
expansion, it is a common practice to model dark energy as a fluid with a constant or varying
equation of state that is allowed to be negative (Chevallier & Polarski 2001; Linder 2003; Jassal
et al. 2005; Feng & Lu 2012), whereby the negative pressure leads to repulsive gravitational
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Figure 5.4: Evolution of a perturbation of a pure radiation fluid in the non-linear
regime, obtained via the analytic approach (orange) and the numerical approach (blue).
In this case, the linearised predictions underestimate the growth of the perturbation at
early times. Used a purely growing mode given by equation (5.27), with parameters
A = 100.0, σ = 1.0 and ε = 0.2.
force. Often a mixture of baryonic matter and dark energy can be represented as a single fluid
with an effective equation of state parameter w < 0. More exotic examples include cosmic
strings and domain walls, which have an effective equation of state p = −1/3ρ and p = −2/3ρ,
respectively. It has been argued that these could support the formation of structure in the
Universe (Vilenkin & Shellard 2000; Fabris & Goncalves 2000).
Therefore in the following subsection, we explore the behaviour of fluids when the equation
of state parameter w < 0. We find that the behaviour varies depending not only on the value of
w but also the scale of the perturbation.
5.5.2.1 Case 1: −1 < w < 0
When w < 0, we have an interesting fluid that has negative pressure. In a fluid, the effect of
pressure is two-fold; firstly, it contributes to the energy density of the fluid and hence to the
gravitational effects along with mass. Secondly, the pressure gradient exerts a force that causes
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Figure 5.5: The difference between speed of non-linear waves and the expected speed
for a linear wave, in units of c, starting from a Gaussian perturbation in density at the
initial time. Linear regression shows a straight line fit with gradient = 0.156 ± 0.008,
intercept = 0.005 ± 0.002.
the motion of a fluid particle to deviate from a geodesic. In a normal fluid with w > 0, such
as radiation, the pressure gradient opposes the effect of a gravitational force. Hence, when the
perturbation is within the horizon, these competing forces result in an oscillation, as we have
seen in radiation. When the perturbation is outside the horizon, pressure effectively no longer
has an effect, as the causal physical processes cannot occur. Therefore the perturbations are
‘frozen in’ and simply grow with time, which is indeed what we see in our set up.
However when w < 0, firstly the negative pressure reduces rather than adds to the gravita-
tional force, and secondly, the pressure gradient enhances the effect due to gravity; therefore we
expect to not see any oscillations. In fact, it is known that when a fluid has negative pressure
such that −1 < w < 0, we expect a large growth of density perturbations at small wavelengths,
as pressure gradient and gravity both act to increase the magnitude of any perturbations (Fabris
& Martin 1997). Fabris & Martin (1997) demonstrate using a linear treatment that when the
wavelength of a perturbation is within the horizon, instead of oscillatory behaviour, it behaves
exponentially, such that it does not grow in a stable manner. We test this behaviour, using an
initial Gaussian perturbation in the density, and simply a cosmological flow for the velocity,
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Figure 5.6: Evolution of a fluidwithw = −1/3, consisting of a small scale perturbation
whose initial conditions are given by a Gaussian perturbation in density (equations
(5.47)), with parameters δ0 = 0.001 and σ = 0.01, from initial time ti = 10. Gravity
and negative pressure effects both lead to rapid growth of any perturbations.
such that




v(ti, r) = rHi, (5.47)




where the sound speed, cs, is given by c2s = |w |. The perturbation indeed displays instabilities,
as shown in figure 5.6, consistent with exponential growth.
However when the wavelength is large such that it greatly exceeds the Jeans length, Fabris
& Martin (1997) show that in the linear regime, when w < 0, the perturbation contains two
modes, which behave as
δ = A1 |η |2 + A2 |η |2
−1+3w
1+3w (5.48)
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Figure 5.7: Evolution of a fluid withw = −1/6, consisting of a large scale perturbation
whose initial conditions are given by a Gaussian perturbation in density (equations
(5.47)), with parameters δ0 = 0.001 and σ = 30, from initial time ti = 10. The
wavelength of the perturbation exceeds the Jeans length, λJ = 26.2.
where B1 and B2 are constants. One can show that when −1/3 < w < 0, the first term is a
growing mode, which behaves in the same way as when w > 0. For example, when w = −1/6,
the two modes above can be expressed as δ = At2/5 + Bt−6/5. One can indeed see the growing
mode behaviour in figure 5.7, where the perturbation grows and is well behaved.
Physically, at large scales the pressure gradient has no time to influence the perturbation.
Hence only the gravitational terms have an influence. To understand this physically, one
can derive the relativistic form of Poisson’s equation, by considering the weak field limit,
gµν ≈ ηµν + hµν, and using the 00−component of Einstein’s equations, to find
∇2Φ = 4π (ρ + 3p) . (5.50)
where Φ is the gravitational potential. Hence, when −1/3 < w < 0, ρ + 3p > 0, and the
negative pressure reduces the magnitude of gravitational force but it is still attractive. Hence
we can conclude that at large scales, gravity ‘wins’ over the pressure, supporting the growth of
the perturbation.
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Figure 5.8: Evolution of a fluid withw = −2/3, consisting of a large scale perturbation
whose initial conditions are given by a Gaussian perturbation in density (equations
(5.47)), with parameters δ0 = 0.002 and σ = 30, from initial time ti = 10. The
wavelength of the perturbation exceeds the Jeans length, λJ = 20.9.
When w < −1/3, the behaviour is different. One can show that both terms in equation
(5.48) become decaying modes for these fluids. Indeed, we can see this behaviour in figure
5.8, where we use a fluid with w = −2/3 as an example. Therefore we conclude that all
perturbations decay away when w < −1/3 and the fluid does not support growth of structure at
large scales. Physically, ρ + 3p < 0 in this case, and as one can see from equation (5.50), the
negative pressure ‘wins’ over the mass, causing an overall repulsive gravitational effect. This
result is also consistent with the fact that one cannot find a well-behaved ‘growing mode’ using
the analytic approach, as discussed in Section 5.3.3.
5.5.2.2 Case 2: w = −1





= −G (ρ + p) = 0 (5.51)
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Hence the LHS must equal zero. As g1 cannot be zero at all space and time, we conclude that
∂p
∂r = 0, and that the fluid cannot support any perturbations in pressure and hence density. We
can interpret this ‘fluid’ with w = −1 as essentially a universe with pure cosmological constant
only, which cannot contain perturbations.
5.5.2.3 Case 3: w < −1
Next we consider the regime where the equation of state parameter w < −1, also known as
‘phantom energy’. Phantom energy is a candidate for dark energy. It is well known that
phantom energy violates the weak energy condition (Carroll et al. 2003). It has been argued
that phantom energy suffers from vacuum instability, as it has negative kinetic energy and hence
negative mass; this implies it is possible for it to decay into a large number of negative and
positive mass particles whilst conserving energy. Nevertheless, it may be possible to have a
phenomenologically viable model of phantom energy if, for example, one considers it as an
effective field theory valid until a certain momentum cut-off (Carroll et al. 2003).
It is noteworthy therefore that current observations do not rule out a phantom dark energy,
especially if w is allowed to vary in time. The present-day value of w for dark energy assuming
a perfect fluid and a flat universe has been found to be w = −1.006 ± 0.045 by Planck in 2015
(Planck Collaboration et al. 2016).
For a universe composed only of a fluid with equation of state parameter w only, the density
is related to the scale factor, a, by
ρ ∝ a−3(1+w) . (5.52)
Hence whenw < −1we have an interesting and counter-intuitive fluid, where the energy density
increases as the universe expands.
In our set-up where we only consider the fluid dynamics of the system, a fluid with w < −1
has the same behaviour as that which has −1 < w < −1/3, such that instabilities occur at small
scales and perturbations are smoothed out at large scales, as seen in figure 5.9. Hence the fluid
cannot support structure growth at all scales.
Note that in an EdS universe with a fluid with equation of state parameter w, one can show









such that when w < −1, one must have t < 0 for an expanding Universe (H (t) > 0). Therefore
we choose t < 0 in figure 5.9.
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Figure 5.9: Evolution of a fluid in the phantom energy regime with w = −4/3, for a
perturbation with λ  λJ (top) and λ  λJ (bottom), where λJ = 8.9. The initial
conditions for both are given by a Gaussian perturbation in density (equations (5.47)),
with parameters δ0 = 0.01.
5.6 Conclusion
We develop both an analytic and a numerical approach for solving the field equations for a fluid
with a fixed equation of state. We find an exact analytic solution for linearised equations, which
we believe is novel. The analytical approach we used yields a relationship between the velocity
and density, which can be used to select the appropriate growing modes that can be used as an
initial condition for evolving clusters and voids. Applying this to radiation as an example, we
find oscillatory behaviour at sub-horizon scales, which helps visualise the initial stages of what
becomes the BAO.
We then develop a numerical method for solving the PDEs, which we use to compare
behaviour of radiation waves in the non-linear and linear regimes. We find that non-linear
oscillations travel faster than linear waves, which is interestingly analogous to non-linear waves
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in ocean waves. We also show that linear approximations underestimate the growth of perturb-
ations in the non-linear regime. In the future this numerical method could be extended to study
a perturbation of any size, such as the evolution of a cluster or a void, as done in Chapter 4 for
a pressureless system.
We also examine fluids with a negative equation of state parameter. We find that at small
scales, when perturbations are inside the horizon, they grow exponentially. At larger scales,
fluids behave differently depending on the value of w. When −1/3 < w < 0, large scale
perturbations can grow in a stable manner. However when w < −1/3, the pressure’s repulsive
gravitational effect ‘wins’ over the attractive gravitational effect of matter, and the fluid cannot
support the growth of structure at large scales. This is supported by the exact analytic solution






Effect of pressure on photon propagation
In our calculations so far in this thesis, we have ignored the effects of pressure on a photon.
Photon geodesics are often considered in cosmology, for example when finding the redshift-
distance relation for a particular cosmology or when calculating the ISW effect due to an
inhomogeneity, but often pressure effects are ignored (Romano & Vallejo 2015; Nadathur et al.
2014). In this Chapter, we explore how pressure can affect the photon path and momentum, by
first carrying out a full analysis including pressure, using the spherical top-hat model used in
Nandra et al. (2013) as an example in Section 6.3. We show that interestingly, pressure can be
found fully analytically in the top-hat model. We finally show in Section 6.5 using an example
that we can indeed ignore the effects of pressure on photon propagation without compromising
accuracy, and present our conclusions in 6.6.
6.1 The model
We consider a spherical massive object of mass M (r, t) with uniform density ρi (t) and radius
a(t), embedded in an expanding universe with uniform exterior density ρe (t). The interior
‘bubble’ and exterior universe have expansion rates characterised by the Hubble parameters
Hi (t) and He (t), respectively. The model is shown in figure 6.1.
The total mass enclosed within a sphere of radius r is defined as M (r, t). From now on,
dependencies on both (r, t) will normally be suppressed, unless they are on r or t alone. Clearly,
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Figure 6.1: Our inhomogeneous model, with a spherical region of uniform density
ρi (t) and radius a(t), embedded in an exterior region with uniform density ρe (t).
The rate of expansion in the interior and exterior are characterized by the Hubble
parameters, Hi (t) and He (t), respectively.






3, r ≤ a(t),
4
3πρe (t)r
3 + m(t), r > a(t),
(6.1)
where m(t) ≡ 43π(ρi (t) − ρe (t))a(t)
3.
The exterior Hubble parameter, He (t), is taken to represent the expanding outer universe.
However, the interior Hubble parameter, Hi (t), can be chosen to be of any value or sign,
to represent an expanding or collapsing inner object. Thus, our model imposes density and
velocity profiles for the interior and exterior regions and the general-relativistic dynamical
equations determine the required pressure profile in each region.
6.2 Summary of results from Nandra, Lasenby & Hobson (2013)
Nandra et al. (2013) derived the metric for the spherical system shown in figure 6.1, using the
tetrad-based formalism. In this Section, we present the results from that paper which are used
in this thesis. From now on, we use v instead of g2, as g2 can be interpreted as the fluid velocity.
The subscripts e and i will be used to indicate the exterior and interior regions, respectively.
Differentiation with respect to cosmic time t with be denoted by a prime.
In NLH3, the equations in (1.13) and (1.12) were solved to find the tetrad components
for interior and exterior regions. One also assumes that f1 and g2 are continuous along the
boundary of the object, and that at large r , the metric tends to the usual FRW cosmology. The
results are summarised below.
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In the exterior region, we have the following expressions:
f1,e = −






























In the interior region, we have
f1,i = −















vi = rHi (t). (6.7)
The time derivatives of densities and a(t) are given by





ρi (t) + pb (t)






ρe (t) + pb (t)
, (6.10)
where pb (t) ≡ p(a(t), t), the pressure at the boundary between the interior and exterior regions,
and p∞(t) is the pressure as r → ∞, which is the pressure of the external cosmological model.
The pressure gradient of a spherically-symmetric system is given by the generalised








) M + 4πr3p − 13Λr3 + r2v∂rv − 4πr4(ρ + p)(∂t M)−1v∂tv
(1 + v2)r − 2M − 13Λr3
. (6.11)
For large r , we expect the external universe to tend to the usual FRW solutions. Thus, for








g2 → rHe (t). (6.12)
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where R(t) is the scale factor for the exterior universe and k = −1, 0, 1 for an open, flat or closed
exterior universe, respectively (Nandra et al. 2013). Imposing these boundary conditions for f1















3π (ρe (t) + 3p∞(t)) , (6.14)
Using the definition of m(t), and equations for ρ′i (t) and a
′(t) given by (6.9) and (6.10), we
can derive an alternative expression for the external fluid velocity.
ve = rHe (t) −
a3(t)
r2
(He (t) − Hi (t)) . (6.15)
Similarly, we can derive the following expression for g1, where we momentarily drop t depend-
encies:



















As noted in NLH3, the system is completely determined by the interior and exterior Hubble
parameters, Hi (t) and He (t), the pressure at infinity, p∞(t), and the radius a∗ ≡ a(t∗) and
density ρ∗ ≡ ρi (t∗) of the interior object at some reference time t∗.
6.3 Expressions for pressure
We now attempt to derive expressions for pressure in this model. In this Section only, we
suppress t dependencies as well as dependencies on both (r, t) for brevity.
First we can find the expression for pi. The general Oppenheimer-Volkov equation (6.11)




(ρi + pi) r
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Recalling that pi = pi (r, t) and ρi is independent of r , we can solve the equation above
analytically to find
pi =
−ρig1,i (b + cpb) + bg1,b (ρi + pb)
g1,i (b + cpb) − cg1,b (ρi + pb)
(6.18)
where g1,i is given by equation (6.6), and we have defined the functions g1,b (t), b(t) and c(t) by












c(t) = 4πρ′i − 3HiH
′
i , (6.19)
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For the exterior region, we can replace M and v in the Oppenheimer-Volkov equation with
(6.1) and (6.4) respectively. Then one can perform the differentials of v and expand, resulting
in an expression which can be integrated right away to yield a solution for the exterior pressure
in terms of an elliptic integral.
First, let us define the following functions which depend on r and t:




















































































where one can see j (r, t) is in the form of an elliptic integral.





j (r, t) + q(t)
) − ρe (t), (6.22)
where q(t) is a ‘constant of integration’. The explicit form of q(t) can be found by applying the
boundary conditions on the external pressure. It can be shown that this solution for pe is valid
for a non-uniform interior density (with uniform exterior density) as well.
Note that for a flat cosmology, the r3 terms in the integrand of j (r, t) cancel out, as
differentiating equation (6.13) implies that





such that j (r, t) is given by
j (r, t) =
9He
4πρ′3e


















j (r, t) +
[
g1,b (t) (pb (t) + ρe (t))
]−1) − ρe (t). (6.25)
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Both the interior and exterior pressures require the explicit form for pb (t). This can be
found by applying the boundary condition at infinity to the exterior pressure equation; i.e.
pe (r → ∞, t) = p∞(t). The resulting expression can be rearranged to find pb (t) in terms of
He (t), Hi (t), a(t), ρe (t), ρi (t), and p∞(t) in the form of an elliptic integral. Having found
pb (t), the interior pressure is now defined via equation (6.18).
He (t), Hi (t) and p∞(t) can be chosen freely. ρe (t) is then easily found using the cosmolo-
gical field equations (6.13) and (6.14). The variables a(t) and ρi (t) are dependent on pb (t), as
shown in equations (6.9) and (6.10). Once we know the density ρ∗ and radius a∗ of the central
object at some time t∗, we know pb (t∗), and we can integrate equations (6.9) and (6.10) through
time, using the form for pb found earlier. This defines the entire system.
6.4 Photon equations
We now derive the equations that define the null geodesic for a radially moving photon, where
pressure is not assumed to be zero. For a radially moving photon, we can easily find from the
metric by setting ds2 = 0 that drdt =
1
f1
(g2±g1). For an incoming photon we take the minus sign;
hence, we can let the 4-momentum of the radially incoming photon in our (t, r, θ, φ) coordinate
system be given by
[pµ] = (ṫ, ṙ, θ̇, φ̇) ∝Φ(λ) ( f1,−(g1 − g2), 0, 0) , (6.26)
where a dot refers to differentiation with respect to λ, an affine parameter along the photon’s





























= −Φ (g1 − g2) (6.29)
Hencewe can integrate the set of first-order ordinary differential equations above simultaneously
to calculate the position and energy of the photon along its trajectory.
6.5 An example










and a time-shifted form for Hi, Hi (t) = He (t − tc). This time-shifted form
for Hi (t) is in fact the expected solution for a pressureless universe, as it also satisfies the
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Table 6.1: Parameters and initial conditions used
Exterior Hubble parameter He (t0) 72 km s−1Mpc−1
Interior Hubble parameter Hi (t0) -111 km s−1Mpc−1
Current time t0 13.1 Gyr
Cosmological constant Λ 1.14 ×10−35 s−2
Collapse time tc 19.6 Gyr
Emission time t∗ 1.6 Gyr
Φ at emission Φ(t∗) 1
r at emission r (t∗) 1400 Mpc
Size of bubble a(t∗) 4 Mpc
Interior density ρi (t∗) 1.05 ×10−27 kg m−3

































and Hi (t) = He (t − tc), for tc > 0.
We can see that when 0 < t < tc , He (t) > 0 and hence the exterior is expanding,
and Hi (t) < 0 i.e. the interior is collapsing. Note that as t approaches tc , the interior
region collapses to a point.
Einstein field equations, albeit with a different constant of integration in time. We expect
deviations from the pressureless equations to be small; hence choosing this form for Hi (t)
enables us to see how pressure affects quantities, such as density and photon energy, from those
expected using the pressureless equations. Changing the value of tc with respect to t controls
the collapse or expansion of the interior, as seen in figure 6.2.
We can see from equations (6.13) and (6.14) that this implies the form for the exterior









for Λ > 0, k = 0 and p∞ = 0. ρi (t) and a(t) were
found numerically by solving the equations for the boundary pressure and integrating their time
derivatives simultaneously.
We apply the model to a collapsing interior, i.e. with tc chosen such that t < tc and hence
Hi (t) < 0. We release the photon at a fixed time t∗ ≈ 1.6 Gyr and distance r (t∗) = 1400 Mpc,
and follow its path as approaches the centre. The initial conditions and parameters used to make
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(b) Evolution of ρi (t)/ρe (t)
Figure 6.3: Pressure profile and ρi (t)/ρe (t) of the system described in Table 6.1
this plot are presented in table 6.1. The pressure profile of the system is shown in figure 6.3(a).
As expected, the pressure goes as 1/r as r → ∞. At earlier times, pressure in the interior is
higher despite the lower density, due to the impact of the exterior cosmology on the boundary
pressure.
To consider the effect of pressure on the photon path, we can compare how Φ and r are
affected by the inclusion of pressure. We calculated how the quantities along the photon path
vary when pressure is excluded from the momentum equations in (6.27) to (6.29). The same
initial conditions of a(t∗), ρi (t∗) and emission time and location were used. The results are
presented in figure 6.4. Figure 6.4(a) shows that pressure has no significant cumulative effect
onΦ up to 10−7. The jumps are due to numerical error; it shows that the effects due to pressure
are so small that they are buried in the numerical error. As this error is much smaller than the
magnitude ofΦ (which is of order 10−1), we can choose to ignore this. As for the r coordinate,
we can see that excluding pressure slightly underestimates the r coordinate of the incoming
photon, but the magnitude is very small. For example, the fractional error in r from neglecting
pressure at t = 8 Gyr is approximately −3 × 10−7.
We have also assumed that p/ρ is small in most places. Figure 6.5(a) shows this assumption
is valid at t0. To verify this is the case for other times, we plot the evolution of this ratio, evaluated
at the boundary, as the value of p/ρ is expected to be highest at this point (see figure 6.5(a)).
We can see the ratio remains small at most times; the assumption p/ρ  1 breaks down at
times earlier than 0.6 Gyr.
Assuming a perfect gas with mean molecular weight of mp/2, we can convert this ratio to





























Figure 6.4: (a)Plot of ∆Φ ≡ Φp=0 −Φ; i.e. the difference in Φ when pressure is
included and excluded, with conditions listed in Table 6.1. Considering thatΦ(t∗) = 1
and Φ(tR) ≈ 0.224, the fractional difference is about 10−6 in magnitude. The jumps
are present because the numerical error is comparable or larger than the difference
introduced due to pressure. (b) Plot of rp=0 − r , the difference in the r coordinate
of the incoming photon, with and without pressure. Excluding pressure introduces a
small cumulative error to the r coordinate.
temperature by using









This is shown on the right hand vertical axis in figure 6.5(a).
We note that we are imposing a particular form for He (t) and Hi (t). This means that at
times far away from the reference point, we may have an unrealistic system. In fact, when we
try to evaluate various quantities at early times, the system breaks down. At early times we are
forcing a collapsing interior into a very rapidly expanding exterior; hence we are imposing an
unrealistic equation of state. We could circumvent this problem by, for example, embedding
a curved interior which expands along with the exterior at early times, and collapses in the
future. However, for the moment, as we are focusing on phenomena around our current epoch,
we leave this for future study.
Lastly, we note that the energy of photon, E ∝ Φ f1, from equation (6.26). From (6.2) and
(6.8), we find




for p∞ = 0. Similarly, from (6.5) and (6.9),
f1,i =
(
1 + pb (t)ρe (t)
) (
1 + piρi (t)
)
1 + pb (t)ρi (t)
(6.32)
Since we expect p/ρ  1, we can see that pressure has a minimal effect on f1, such that E ≈Φ.




























































Figure 6.5: (a) Temperature profile today. The ratio p/ρ is shown on the left hand
axis in natural units, and this is scaled to reflect temperature in Kelvin on the right




dotted line) with time. We can see that the value of p/ρ evaluated just outside the
boundary (i.e. pb (t)ρe (t) ) remains small even at times as early as t ≈ 0.6 Gyr. It increases
significantly as t approaches tc , because of the increase in pb (t). We also plot p/ρ just
inside the boundary. pb (t)ρi (t) is larger at early times and is equal to unity at t ≈ 0.6 Gyr.
The above results demonstrate that within the equations that determine the photon’s path,
we can ignore pressure without a significant bias. Ignoring pressure makes the calculations
much simpler and has no significant effect on the position and energy of the photon, except at
very early times when pressures are very high.
6.6 Conclusion
To conclude, we find explicit expressions for pressure that are valid in the spherical top-hat
model shown in figure 6.1. Using an example consisting of a collapsing spherical inhomogeneity
embedded in an exterior expanding universe, we show that the effect of pressure on the photon






Conclusions and future work
In this dissertation we have shown that spherically-symmetric solutions in relativity have many
applications in cosmology, ranging from small to large scale structures and early to late epochs
of the Universe, using a combination of analytic and numerical techniques at our disposal.
A natural place to startwas to develop a theoretical understanding of the relationship between
the tetrad-based method and the more commonly used LTB approach. Our study revealed that
the LTB approach contains a gauge ambiguity, which does not exist in our choice of ‘physical’
coordinates. The tetrad-based method offers an Eulerian picture of the fluid that makes it easier
to interpret physically. An interesting toy model to consider was the generalised Swiss cheese
model, which then led us verify Birkhoff’s theorem and show that the common analogy to
Gauss’ theorem, namely that the gravitational field in a vacuum in a spherically-symmetric
system is only affected by the mass in the interior, is false in the relativistic case.
We then examined the theoretical basis of the so-called RH = ct cosmological model, whose
theoretical claims start off by considering the very same Swiss cheese model considered in our
previous chapter. We showed that both the theoretical foundation for the RH = ct model and the
zero active mass condition that it requires are based on incorrect reasoning. This naturally led us
to consider the behaviour of various horizons during the relativistic evolution of homogeneous
and isotropic cosmological models.
Having examined the theoretical framework behind the tetrad-based vs. LTB methods, we
then applied our understanding to a specific cosmological context in Chapter 4, in the form
of the Draco void and its effect on the CMB. Our numerical computations enabled us to see
explicitly that varying the velocity profile whilst keeping the density profile relatively similar
121
122 Chapter 7. Conclusions and future work
can have a large effect on the CMB. This exposed clearly some weaknesses in using the LTB
method for fitting a model to the data, that one can circumvent via a careful consideration of
both the density and velocity profiles. For a more rigorous, realistic model of a void, one can
fit to the galaxy survey and the CMB data but we leave this for future work as our aim was to
illustrate the differences in the effects on the CMB from small deviations in the parameterisation
of models.
Having studied the Swiss cheese model in Chapter 2, which contains uniform density in the
interior and exterior regions, and a system with a continuous density but zero pressure in the
study of voids in Chapter 4, a natural progression was to consider a fluid with a more realistic
continuous density profile and non-zero pressure. With pressure included, we showed inChapter
5 that the equations can no longer be reduced to a system of first-order differential equations;
hence this required us to find a way to numerically solve partial differential equations, which
we achieved using the finite difference method and 4th order Runge-Kutta for the evolution over
time. Here we focused on a perfect fluid having a fixed equation of state parameter w, but our
method is not restricted to such fluids. Hence, it would be interesting in the future to apply the
method to model spherically symmetric systems outside the cosmological field, for example
effects in the interstellar medium.
When studying the effects of pressure, we focused on small perturbations in fluids in the
early epoch, and found that in the linear regime, analytic solutions can be found. Comparingwith
the non-linear behaviour obtained via numerical means, we found that non-linear perturbations
have larger growth, and faster propagation speeds. In future work this could be used to calculate
non-linear effects on the BAO. We also took the opportunity to examine fluids with negative
pressure, which revealed interesting insights into the role of scale and the range of w that affects
whether a stable growth of structure is possible. We found that our results are consistent with
previous results from Fabris & Martin (1997).
In our studies we tried to keep our calculations as analytic as possible before using numer-
ical methods. For instance in Chapter 6, we find the analytical expressions for pressure for
the spherical top-hat density profile. Another example is the exact analytical solutions to the
linearised field equations for fluids with fixed equation of state, presented in Chapter 5. Obtain-
ing analytic expressions is instrumental in furthering our intuition in cosmological phenomena.
In the future it would be illuminating to solve for the evolution of linear perturbations for a
general equation of state w, which could be used to aid our understanding of the evolution of
the acoustic oscillations while the Universe undergoes cooling. Our analytic expressions also
enable us to choose the appropriate growing and decaying modes, that one can use to select the
correct mode to evolve into large non-linear structure.
In the final chapter, we use the toy model with a spherical top-hat density to calculate
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the effect of pressure on the propagation of a photon. We show that except for very early
epochs when pressures are exceptionally high, pressure has a negligible effect on the energy
and position of a photon, hence verifying that the common practice of neglecting pressure
effects on photon propagation is indeed valid.
There are many areas within astrophysics and cosmology where our methods can be applied
in the future. One area is the study on the effect of local inhomogeneities on observed
cosmological parameters. As discussed in the Introduction there has been a resurgence of
interest on modelling inhomogeneities, due to the possibility that a local void may explain the
effect of dark energy. It has also been suggested that the apparent discrepancy between the
value of the Hubble constant obtained from the CMB and Type Ia supernovae can be explained
by a local underdensity (Romano & Vallejo 2015; Wu &Huterer 2017). As most of the existing
studies on such effects use the LTB method, it would be of interest to apply our methods to
these problems. Another possible area of research is the effects of dark energy on the Local
Group and the investigation of where the transition to the Hubble flow will occur. This could
in principle then be compared to the data from the Gaia satellite, which will provide accurate
proper motion as well as radial velocity measurements. In addition, spherically symmetric
solutions will also be of increasing importance in tests of modified gravity models, and we
believe that our tetrad-based methods will be useful in this area as well.
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