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Abstract
In order to avoid the curse of dimensionality, frequently encountered in Big Data anal-
ysis, there was a vast development in the field of linear and nonlinear dimension reduction
techniques in recent years. These techniques (sometimes referred to as manifold learning)
assume that the scattered input data is lying on a lower dimensional manifold, thus the
high dimensionality problem can be overcome by learning the lower dimensionality behav-
ior. However, in real life applications, data is often very noisy. In this work, we propose
a method to approximate M a d-dimensional Cm+1 smooth submanifold of Rn (d << n)
based upon noisy scattered data points (i.e., a data cloud). We assume that the data
points are located “near” the lower dimensional manifold and suggest a non-linear mov-
ing least-squares projection on an approximating d-dimensional manifold. Under some
mild assumptions, the resulting approximant is shown to be infinitely smooth and of high
approximation order (i.e., O(hm+1), where h is the fill distance and m is the degree of
the local polynomial approximation). The method presented here assumes no analytic
knowledge of the approximated manifold and the approximation algorithm is linear in the
large dimension n. Furthermore, the approximating manifold can serve as a framework to
perform operations directly on the high dimensional data in a computationally efficient
manner. This way, the preparatory step of dimension reduction, which induces distortions
to the data, can be avoided altogether.
keywords: Manifold learning, Manifold approximation, Moving Least-Squares, Dimension
reduction, Manifold denoising
MSC classification: 65D99
(Numerical analysis - Numerical approximation and computational geometry)
1 Introduction
The digital revolution in which we live has resulted in vast amounts of high dimensional data.
This proliferation of knowledge inspires both the industrial and research communities to explore
the underlying patterns of these information-seas. However, navigating through these resources
encompasses both computational and statistical difficulties. Whereas the computational chal-
lenge is clear when dealing with Big-Data, the statistical issue is a bit more subtle.
Apparently, data lying in very high dimensions is usually sparsely distributed - a phe-
nomenon sometimes referred to by the name the curse of dimensionality. Explicitly, one million
data points, arbitrarily distributed in R100 is too small a data-set for data analysis. Therefore,
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the effectiveness of pattern recognition tools is somewhat questionable, when dealing with high
dimensional data [18, 11, 4]. However, if these million data points are assumed to be situated
near a low dimensional manifold, e.g., up to six dimensions, then, in theory, we have enough
data points for valuable data analysis.
One way to overcome the aforementioned obstacle is to assume that the data points are
situated on a lower dimensional manifold and apply various algorithms to learn the underlying
manifold, prior to applying other analysis. In most manifold learning algorithms, the process
of learning a manifold from a point-cloud is, in fact, the process of embedding the point-cloud
into a lower dimensional Euclidean space. These procedures are sometimes called dimension
reduction, which is a more suitable name.
Perhaps the most well-known dimension reduction technique, presupposing that the data
originates from a linear manifold, is the Principal Component Analysis (PCA)[19]. The PCA
solves the problem of finding a projection on a linear sub-space preserving as much as possible
of the data’s variance. Yet, in case the relationships between the scattered data points are
more complicated than that, there is no clear-cut solution. The methods used in dimension
reduction can range between [25]: linear or non-linear; have a continuous or discrete model;
perform implicit or explicit mappings. Furthermore, the type of criterion each method tries
to optimize may be completely different. For example: multidimensional scaling methods
[39], curvilinear component analysis [10] and Isomap [38] aim at preserving distances (either
Euclidean or geodesic, local or global) between the data points; Kernel PCA methods aim at
linearization of the manifold through using a kernel function in the scalar product [34]; Self
Organizing Maps (SOM) aims at fitting a d-dimensional grid to the scattered data through
minimizing distances to some prototypes [40, 20, 21, 25]; General Topographic Mapping fits a
grid to the scattered data as well, through maximization of likelihood approximation [5, 25];
Local Linear Embedding (LLE) aims at maintaining angles between neighboring points [32, 33];
Laplacian Eigenmaps approximate an underlying manifold through eigenfunctions of the Graph
Laplacian [3]; Diffusion maps use the modeling of diffusion processes and utilize Markov Chain
techniques to find representation of meaningful structures [9]; and Maximum Variance Unfolding
uses semi-definite programming techniques to maximize the variance of non-neighboring points
[41].
It is interesting to note that all of the aforementioned dimension reduction techniques aim
at finding a global embedding of the data into Rd˜ (d˜ > d) in a “nearly” isometric fashion.
Theoretically, a closed manifold M of dimension d can be isometrically embedded by a C1
mapping into R2d due to Nash’s theorem [29]. However, it is not clear how to construct such
an embedding when there are merely discrete samples of the manifold, without any knowledge
regarding the Riemannian metric or coordinate charts.
Furthermore, albeit the proliferation of methods performing dimension reduction, less at-
tention has been aimed at denoising or approximating an underlying manifold from scattered
data. This pre-processing denoising step could be crucial, especially when the dimension reduc-
tion technique being utilized relies upon differential operators (e.g., eigenfunctions of the graph
Laplacian). For clean samples of a manifold, a simplical reconstruction has been suggested as
early as 2002 by Freedman [13]. Another simplical manifold reconstruction is presented in [8],
but the algorithm depends exponentially on the dimension. An elaboration and development of
Freedman’s method, utilizing tangential Delaunay complexes, is presented in [7]. In the latter,
the algorithm is claimed to be linear in the ambient dimension. For the case of noisy samples
of a manifold, there were works aiming at manifold denoising. A statistical approach relying
upon graph-based diffusion process is presented in [16]. Another work dealing with a locally
linear approximation of the manifold is presented in [14].
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In our work, we assume that our high dimensional data (in Rn) lies near (or on) a low
dimensional smooth manifold (or manifolds), of a known dimension d, with no boundary. We
aim at approximating the manifold, handling noisy data, and understanding the local structure
of the manifold. Our approach naturally leads to measuring distances from the manifold and
to approximating functions defined over the manifold [35].
The main tool we use for approximating a Cm+1 smooth manifold is a non-linear Moving
Least-Squares approach, generalizing the surface approximating algorithm presented in [27].
The approximation we derive below, is based upon a local projection procedure which results in
a C∞ smooth d-dimensional manifold (Theorem 4.20) of approximation order O(hm+1), where h
is the fill distance of the data cloud (Theorem 4.21). Furthermore, the suggested implementation
for this projection procedure is of complexity order O(n) (neglecting the dependency upon the
lower dimension d). The general idea behind this projection follows from the definition of a
differentiable manifold using coordinate charts, collected in a mathematical atlas. The proposed
mechanism takes this concept to its fullest extent and involves the construction of a different
local coordinate chart for each point on the manifold.
It is worth noting that throughout the article, we use the term smooth manifold to address a
submanifold in Rn, which is smooth with respect to the smoothness structure of Rn. Explicitly,
if a manifold can be considered locally as a smooth graph of a function, it is said to be smooth.
In Section 2, we start the presentation by reviewing the method of moving least-squares for
multivariate scattered data function approximation [28], and its adaptation to the approxima-
tion of surfaces from a cloud of points[27]. In Section 3 we present the generalization of the
projection method of [27] to the general case of approximating a d-dimensional submanifold
in Rn. In Section 4 we discuss the topological dimension, the smoothness properties as well
as the approximation power of the approximating manifold. We conclude by several numerical
examples in Section 5.
2 Preliminaries
As mentioned above, the Moving Least-Squares (MLS) method was originally designed for
the purpose of smoothing and interpolating scattered data, sampled from some multivariate
function [28, 22, 30]. The general idea was to utilize the Least-Squares mechanism on a local
rather than global level. This way, one can regress and capture the local trends of the data
and better reconstruct a wider set of functions, than those described by mere polynomials.
Later, the MLS mechanism evolved to deal with the more general case of surfaces, which can
be viewed as a function locally rather than globally [27, 26]. Accordingly, in this brief overview
of the topic we shall follow the rationale of [27] and start by presenting the problem of function
approximation, continue with surface approximation and in section 3 we generalize the MLS
projection procedure for a Riemannian submanifold of Rn.
We would like to stress upfront that throughout the article ‖·‖ represents the standard
Euclidean norm.
2.1 MLS for function approximation
Let {xi}Ii=1 be a set of distinct scattered points in Rd and let {f(xi)}Ii=1 be the corresponding
sampled values of some function f : Rd → R. Then, the mth degree moving least-squares
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approximation to f at a point x ∈ Rd is defined as px(x) where:
px = argmin
p∈Πdm
I∑
i=1
(p(xi)− f(xi))2θ(‖x− xi‖), (1)
θ(s) is a non-negative weight function (rapidly decreasing as s → ∞), ‖ · ‖ is the Euclidean
norm and Πdm is the space of polynomials of total degree m in Rd. We then define the MLS
approximation of the function to be
p˜(x)
def
= px(x) ≈ f(x) (2)
Notice, that the rapid decay of θ makes the polynomial approximation fit the data points on
locally, and so px would change in order to fit the local behavior of the data. Furthermore,
if θ(s) is of finite support then the approximation is made local, and if θ(0) = ∞ the MLS
approximation interpolates the data.
We wish to quote here two previous results regarding the approximation, presented in [26].
In section 3 we will prove properties extending these theorems to the general case of a d-
dimensional Riemannian manifold residing in Rn.
Theorem 2.1. Let θ(t) be a weight function such that limt→0 θ(t) = ∞ and θ ∈ C∞ at t 6= 0
(i.e., the scheme is interpolatory), and let the distribution of the data points {xi}Ii=1 be such
that the problem is well conditioned (i.e., the least-squares matrix is invertible). Then the MLS
approximation is a C∞ function interpolating the data points {f(xi)}Ii=1. .
The second result, dealing with the approximation order, necessitates the introduction of
the following definition:
Definition 1. h-ρ-δ sets of fill distance h, density ≤ ρ, and separation ≥ δ. Let Ω be
a domain in Rd, and consider sets of data points in Ω. We say that the set X = {xi}Ii=1 is an
h-ρ-δ set if:
1. h is the fill distance with respect to the domain Ω
h = sup
x∈Ω
min
xi∈X
‖x− xi‖ , (3)
2.
#
{
X ∩Bqh(y)
} ≤ ρ · qd, q ≥ 1, y ∈ Rd. (4)
Here #Y denotes the number of elements in a given set Y , while Br(x) is the closed ball
of radius r around x.
3. ∃δ > 0 such that
‖xi − xj‖ ≥ hδ, 1 ≤ i < j ≤ I (5)
Remark 2.2. Notice that albeit its name the “fill distance” is not a metric nor a distance defined
between objects. This name refers to the maximal gap in the data.
Remark 2.3. In the original paper [26], the fill distance h was defined slightly different. However,
the two definitions are equivalent.
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Theorem 2.4. Let f be a function in Cm+1(Ω) with an h-ρ-δ sample set. Then for fixed ρ and
δ, there exists a fixed k > 0, independent of h, such that the approximant given by equation (1)
is well conditioned (i.e., the least-squares matrix is invertible) for θ with a finite support of size
s = kh. In addition, the approximant yields the following error bound:
‖p˜(x)− f(x)‖Ω,∞ < M · hm+1, (6)
where p˜(x) is as defined in equation (2).
Remark 2.5. Although both Theorem 2.1 and Theorem 2.4 are stated with respect to an inter-
polatory approximation (i.e., the weight function satisfies θ(0) =∞), the proofs articulated in
[26] are still valid taking any compactly supported non-interpolatory weight function. These
proofs are based upon a representation of the solution to the minimization problem of Equation
(2) through a multiplication of smooth matrices. These matrices remain smooth even when the
interpolatory condition is not met.
Remark 2.6. Notice that the weight function θ in the definition of the MLS for function ap-
proximation is applied on the distances in the domain. In what follows, we will apply θ on the
distances between points in Rn as we aim at approximating manifolds rather than functions.
In order for us to be able to utilize Theorems 2.1 and 2.4, the distance in the weight function of
equation (1) should be θ(‖(x, 0)− (xi, f(xi))‖) instead of θ(‖x− xi‖) (see Fig. 1). Neverthe-
less, as stated above, the proofs of both theorems as presented in [26] rely on the representation
of the solution to the minimization problem as a multiplication of smooth matrices. These ma-
trices will still remain smooth after replacing the weight, as the new weighting is still smooth.
Moreover, as explained in [26] the approximation order remains the same even if the weight
function is not compactly supported in case the weight function decays fast enough (e.g., by
taking θ(r)
def
= e−
r2
h2 ).
Figure 1: The effect of remote points when taking θ(‖(x, 0)− (xi, f(xi))‖) instead of θ(‖x− xi‖).
Assuming that the green line represents a given coordinate system around the point x (marked by the
blue ×), by taking the weights θ(‖x− xi‖) the contribution of both the red and blue samples to the
weighted cost function would be O(hm+1). Alternatively, by taking θ(‖(x, 0)− (xi, f(xi))‖) with a fast
decaying weight function the contribution of the red points would be negligible. Thus, the approximation
(in purple) would fit the behavior of the blue points alone.
2.2 The MLS projection for surface approximation
Following the rationale presented in [27] let S be an n − 1 dimensional submanifold in Rn
(i.e., a surface), and let {ri}Ii=1 be points situated near S (e.g., noisy samples of S). Instead
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of looking for a smoothing manifold, we wish to approximate the projection of points near S
onto a surface approximating S. This approximation is done without any prior knowledge or
assumptions regarding S, and it is parametrization free.
Given a point r to be projected on S the projection comprises two steps: (a) finding a local
approximating n-dimensional hyperplane to serve as the local coordinate system; (b) projection
of r using a local MLS approximation of S over the new coordinate system. This procedure is
possible since the surface can be viewed locally as a function.
The MLS projection procedure
Step 1 - The local approximating hyperplane. Find a hyperplane
H = {x|〈a, x〉 −D = 0, x ∈ Rn} , a ∈ Rn , ‖a‖ = 1, and a point q on H (i.e., 〈a, q〉 = D), such
that the following quantity is minimized over all a ∈ Rn, ‖a‖ = 1, a = a(q) :
I(q, a) =
I∑
i=1
(〈a, ri〉 −D)2θ(‖ri − q‖) =
I∑
i=1
d(ri, H)
2θ(‖ri − q‖), (7)
where 〈·, ·〉 is the standard inner product in Rn, and d(ri, H) is the Euclidean distance between
ri and the hyperplane H. Furthermore, a(q) must be in the direction of the line that passes
between q and r, i.e.:
(r − q) || a(q). (8)
Step 2 - The MLS projection Pm let {xi}Ii=1 be the orthogonal projections of the points
{ri}Ii=1 onto the coordinate system defined by H, so that r is projected to the origin. Referring
to H as a local coordinate system we denote the “heights” of the points {ri}Ii=1 by
fi = 〈ri, a〉 − D. We now wish to find a polynomial p0 ∈ Πn−1m minimizing the weighted
least-squares error:
p0 = argmin
p∈Πn−1m
I∑
i=1
(p(xi)− fi)2θ(‖ri − q‖). (9)
The projection of r is then defined as
Pm(r) ≡ q + p0(0)a. (10)
For an illustration of both Step 1 and Step 2 see Figure 2.
a(q)
q
P(r)
r
H
ri
xi
Figure 2: The MLS projection procedure. First, a local reference domain H for the purple point r is
generated. The projection of r onto H defines its origin q (the red point). Then, a local polynomial
approximation p0(x) to the heights fi of points ri over H is computed. In both cases, the weight for
each of the ri is a function of the distance to q (the red point). The projection of r onto p0 (the blue
point) is the result of the MLS projection procedure.
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As shown in [27] the procedure described above is indeed a projection procedure (i.e.,
Pm(Pm(r)) = Pm(r)). Moreover, let S ∈ Cm+1 be the approximated surface and let S˜ be the
approximating surface defined by the projection P, then it is expected that S˜ ∈ C∞ and the
approximation order is O(hm+1), where h is the mesh size (tending to zero). The approximation
order had been proven in [2], however, the C∞ result has not been proved prior to the current
paper. In section 4 we present Theorems 4.20 and 4.21 which shows that the approximation is
indeed a C∞ smooth manifold with approximation order of O(hm+1) for a more general case.
It is worth mentioning that the most challenging part of the algorithm is finding the ap-
proximating hyperplane (i.e., Step 1). The case is so since a depends on q, and the weights
are calculated according to the points’ distance from q which is a parameter to be optimized
as well. It is, therefore, a non-linear problem. For the full implementation details see [2]. An
example of surface approximation performed with the MLS projection is presented in Figures
3.
Figure 3: An example of the projection as appeared in [27]: Upper part - data points and a plane
segment L near it. Lower part - the projection P2(L).
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3 MLS projection for manifolds (MMLS)
The MLS procedure described in the previous section was designed for the case of unorganized
scattered points in Rn lying near a manifold M of dimension n − 1 (i.e., of co-dimension 1).
Here we wish to extend the method to the more general case, where the intrinsic dimension
of the manifold is d (for some d < n). After presenting the generalized projection algorithm,
we propose an implementation, whose complexity is linear in the ambient dimension n, and
conclude with a theoretical discussion.
3.1 The MMLS projection
Let M be a manifold of dimension d lying in Rn, and let the samples of M hold the following
conditions.
Clean Sampling Assumptions
1. M∈ C2 is a closed (i.e., compact and boundaryless) submanifold of Rn.
2. R = {ri}Ii=1 ⊂ M is an h-ρ-δ sample set with respect to the domain M (see Definition
1).
Noisy Sampling Assumptions
1. M∈ C2 is a closed (i.e., compact and boundaryless) submanifold of Rn.
2. R˜ = {r˜i}Ii=1 ⊂ M is an h-ρ-δ sample set with respect to the domain M (see Definition
1).
3. R = {ri}Ii=1 are noisy samples of R; i.e., ri = r˜i + ni.
4. ‖ni‖ < σ
Henceforth, whenever one of these two definition sets is met we shall state that the Clean
Sampling Assumptions or Noisy Sampling Assumptions hold.
Given a point r near M we define the Manifold Moving Least-Squares projection of r
through two sequential steps:
1. Find a local d-dimensional affine space H(r) around an origin q(r) such that H approx-
imates the sampled points. Explicitly, H = q + Span{ek}dk=1, where {ek}dk=1 is some
orthonormal basis of Rd. H will be used as a local coordinate system.
2. Define the projection of r using a local polynomial approximation p : H → Rn ofM over
the new coordinate system. Explicitly, we denote by xi the projections of ri onto H and
then define the samples of a function f by f(xi) = ri. Accordingly, the d-dimensional
polynomial p is an approximation of the vector valued function f .
Remark 3.1. Since M is a differentiable manifold it can be viewed locally as a function from
the tangent space to Rn−d. It is therefore plausible to assume that we can find a coordinate
system H and refer to the manifold M locally as a graph of some function f : H → Rn−d (see
Lemma 4.4 for a formal discussion regarding this matter).
Remark 3.2. We would like the points r to be projected onto a smooth d-dimensional manifold
approximatingM. In order to achieve this H should depend smoothly on r (see Theorem 4.11)
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Remark 3.3. Throughout the paper, whenever we encounter an affine space
L = x+ span{ek}dk=1,
we will denote its Grassmannian counterpart (i.e., the linear space without the shift by x) by
GL = span{ek}dk=1.
Step 1 - The local Coordinates
Find a d-dimensional affine space H, and a point q on H, such that the following constrained
problem is minimized:
J(r; q,H) =
I∑
i=1
d(ri, H)
2θ(‖ri − q‖) (11)
under the constraints
1. r − q ⊥ H
2. q ∈ Bµ(r)
3. # (R ∩Bσ+h(q)) 6= 0 ,
where d(ri, H) is the Euclidean distance between the point ri and the affine subspace H, Bη(x)
is an open ball of radius η around x, h is the fill distance from the h-ρ-δ set in the sampling
assumptions.
Remark 3.4. For a later use, we introduce the notation q = q(r) and H = H(r).
We wish to give some motivation to the definition of the minimization problem portrayed
above. Constraint 2 limits the search space to a neighboring part of the manifold, whereas
constraint 3, narrows it further to the vicinity of the samples, and, thus, voids the possibility of
achieving solutions with zero value of J (caused by the fact that there are no sample points in
the support of θ) for an illustration see Figure 4. The necessity in constraint 1 is less obvious
though. Minimizing J(r; q,H) without this constraint will just yield a local PCA approximation
around an unknown point q (see the Appendix for a detailed explanation about local PCA).
The added constraint links the approximation to the point r, which we aim to project onto
M, as well as generalizes the idea of the Euclidean projection onto a manifold. Explicitly, in
the theoretical case, we know that if we have a point r “close enough” to a given manifold
M there exists a unique projection P (r) of the point r onto M. In addition, we know that
this projection maintains r − P (r) ⊥ TP (r)M, which is echoed in constraint 1 described in the
minimization problem of Equation (11). This concept of a unique projection domain is better
expressed by the definition of reach as introduced in [12] .
Definition 2 (Reach). The reach of a subset A of Rn, is the largest τ (possibly ∞) such that
if x ∈ Rn and the distance, dist(A, x), from x to A is smaller than τ , then A contains a unique
point, PA(x) ∈ A, nearest to x.
From now on, whenever we refer to the reach neighborhood of a manifoldM we mean:
Ureach
def
= {x ∈ Rn | dist(x,M) < rch(M)} (12)
In our context, we refer to manifolds with positive reach, and we denote the reach of a manifold
by rch(M). Accordingly, for a point r in the reach neighborhood Ureach, there exists a unique
9
projection PM(r) onto the manifold M. As we show below in Lemma 4.4, the minimizers
q,H of Equation (11) converge to P (r), TP (r)M respectively as the fill distance h tends to zero
(given some assumptions on the support of θ) for r in some neighborhood U ⊂ Ureach.
Therefore, we wish to generalize the concept of a reach neighborhood (relevant for the limit
case) to a domain where our procedure yields a unique approximation. In contrast to the
Ureach definition, we cannot take a neighborhood of the approximant prior to defining it. Thus,
constraint 2 limits the search space around r, the point we wish to project. This way, we avoid
irrelevant and null solutions to the minimization problem. We wish to stress that the noise level
σ in our sample set does not necessarily bound the environment within which we can solve the
minimization problem. For example in Lemma 4.4 the noise level decays to zero in the order
O(h), but the uniqueness of the MMLS projection procedure is guaranteed in a neighborhood
of a fixed size; explicitly, for points r such that d(r,M) < rch(M)/4.
Assumption 3.5 (Uniqueness Domain). We assume that there exists an -neighborhood of the
manifold
Uunique
def
= {x ∈ Rn | dist(x,M) <  < rch(M)}, (13)
such that for any r ∈ Uunique the minimization problem (11) has a unique local minimum
q(r) ∈ Bµ(r), for some constant µ < rch(M)/2.
Note that in order to achieve a unique solution for a given r and avoid null solutions (i.e.,
points q which has no samples in the support of θ around them) the decay of θ should be bounded
from below, and µ should be large enough such that PM(r) ∈ Bµ(r). Figure 4 illustrates the
reach neighborhood of a section of a circle restricting r such that d(r,M) < rch(M)/4 and
setting µ = rch(M)/2. To some extent, the circle example “bounds” the behaviour of the data
in every 2d section of the manifold, as the reach bounds the sectional curvature. An illustration
of a uniqueness domain for a cleanly sampled curve embedded in R3 can be seen in Figure 5.
Figure 4: An illustration of a uniqueness domain on a circle section where we take r such that
d(r,M) < rch(M)/4 and set µ = rch(M)/2. The black dot above is the center of the circle; the
green region is the reach neighborhood of M; the red region is the noisy region from which we sample
the manifold (i.e., the support of the distribution of sample points); the blue ball is the search region
defined in constraint 2 of Equation (11).
Step 2 - The MLS projection Pm. Let {ek}dk=1 be an orthonormal basis of GH(r), and let xi
be the orthogonal projections of ri onto H(r) (i.e., xi = q(r)+
∑d
k=1〈ri−q(r), ek〉ek). As before,
we note that r is orthogonally projected to the origin q. Now we would like to approximate
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Figure 5: An illustration of a uniqueness domain. Right - a 1-dimensional manifold M embedded in
R3. Left - a uniqueness domain U of M.
f : Rd → Rn, such that fi = f(xi) = ri. The approximation of f is performed by a weighted
least-squares vector valued polynomial function ~g(x) = (g1(x), ..., gn(x))
T where gk(x) ∈ Πdm is
a d-dimensional polynomial of total degree m (for 1 ≤ k ≤ n).
~g = argmin
~p∈Πdm
I∑
i=1
‖~p(xi)− ~fi‖2θ(‖ri − q‖). (14)
The projection Pm(r) is then defined as:
Pm(r) = ~g(0) (15)
Remark 3.6. The weighted least-squares approximation is invariant to the choice of an or-
thonormal basis of Rd.
Remark 3.7. In fact we could have defined the second step as an approximation of a function
f : H ' Rd → H⊥ ' Rn−d. Nevertheless, this would yield the exact same approximating
object and the computational redundancy is negligible in the setting where d n.
Remark 3.8. In fact, considering each coordinate polynomial gk(x) separately we see that for
all 1 ≤ k ≤ n we obtain the same system of least-squares just with different r.h.s. In other
words, there is a need to invert (or factorize) the least-squares matrix only once! This fact is
important for an efficient application of the implementation for high dimension n.
3.2 Implementation
The implementation of Step 2 is straightforward, as this is a standard weighted least-squares
problem. As opposed to that, minimizing (11) is not a trivial task. Since the parameter q
appears inside the weight function θ, the problem is non-linear with respect to q. We, therefore,
propose an iterative procedure in which q is updated at each iteration, and the other parameters
are solved using a d-dimensional QR algorithm combined with a linear system solver.
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Implementation of Step 1 - finding the local coordinates
We find the affine space H by an iterative procedure. Assuming we have qj and Hj at the j
th
iteration, we compute Hj+1 by performing a linear approximation over the coordinate system
Hj. In view of the constraint r − q ⊥ H, we define qj+1 as the orthogonal projection of r onto
Hj+1. We initiate the process by taking q0 = r and solve a spatially weighted PCA around the
point r (for more details see (41) in the Appendix). This first approximation is denoted by H1
and is given by the span of the first d principal components {u1k}dk=1. Thence, we compute:
q1 =
d∑
k=1
〈r − q0, u1k〉u1k + q0 = q0.
Upon obtaining q1, H1 we continue with the iterative procedure as follows:
• Assuming we have Hj, qj and its respective frame {ujk}dk=1 w.r.t the origin qj, we project
our data points ri onto Hj and denote the projections by xi. Then, we find a linear
approximation of the samples f ji = f
j(xi) = ri:
~lj(x) = argmin
~p∈Πd1
I∑
i=1
‖~p(xi)− f ji ‖2θ(‖ri − qj‖). (16)
Note, that this is a standard weighted linear least-squares as qj is fixed!
• Given ~lj(x) we obtain a temporary origin:
q˜j+1 = ~l
j(0).
Then, around this temporary origin we build a basis Bˆ = {vj+1k }dk=1 for Hj+1 with:
vj+1k
def
= ~lj(ujk)− q˜j+1 , k = 1, ..., d
We then use the basis Bˆ in order to create an orthonormal basis B = {uj+1k }dk=1 through
a d-dimensional QR decomposition, which costs O(nd2) flops. Finally we derive
qj+1 =
d∑
k=1
〈r − q˜j+1, uj+1k 〉uj+1k + q˜j+1.
This way we ensure that r − qj+1 ⊥ Hj+1.
See Figure 6 for the approximated local coordinate systems H obtained by Step 1 on noisy
samples of a helix.
Remark 3.9. Note that a possible option for the least square minimization of Equation (16) is
the zero polynomial (i.e., ~p = ~0). Thus, if we reach the theoretical minimum of (11) at some
point the linear approximation step cannot yield a result better than the zero polynomial. So,
the theoretical minimum is in fact a “fixed point” of the procedure.
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Algorithm 1 Finding The Local Coordinate System (H(r), q(r))
1: Input: {ri}Ni=1, r, 
2: Output: q - an n dimensional vector
U - an n× d matrix whose columns are {uj}dj=1
. H = q + Span{uj}dj=1
3: define R to be an n×N matrix whose columns are ri
4: initialize U with the first d principal components of the spatially weighted PCA
5: q ← r
6: repeat
7: qprev = q
8: R˜ = R− repmat(q, 1, N)
9: R˜ = R˜ ·Θ . where Θ = diag(√θ(‖r1 − q‖), . . . ,√θ(‖rN − q‖))
10: XN×d = R˜TU . find the representation of ri in Col(U)
11: define X˜N×(d+1) =
[
(1, ..., 1)T , X
]
12: solve X˜T X˜α = X˜T R˜T for α ∈M(d+1)×n . solving the LS minimization of X˜α ≈ R˜T
13: q˜ = q + α(1, :)T
14: Q, Rˆ = qr(α(2 : end, :)T − repmat(q˜, 1, d)) . where qr denotes the QR decomposition
15: U ← Q
16: q = q˜ + UUT (r − q˜)
17: until ‖q − qprev‖ < 
Algorithm 2 Project r
Input: {ri}Ni=1, r
Output: Pm(r)
Build a coordinate system H around r using {ri}Ni=1 (e.g., via Algorithm 1)
Project each ri ∈ Rn onto H → xi ∈ Rd
Find the polynomial pr ∈ Πdm minimizing Equation (14) using the samples {(xi, ri)}Ni=1.
Pm(r)← pr(0)
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Complexity of the MMLS projection
Since the implementation of Step 2 is straightforward, its complexity is easy to compute. The
solution of the weighted least-squares for an mth total degree d-dimensional scalar valued poly-
nomial, involves solving
(
m+d
d
)
linear equations (since this is the dimension of Πdm), which is
O(dm) equations for small m. Even though we are solving here for an Rn-valued polynomial
the least-squares matrix is the same for all of the dimensions. Thus, the complexity of this step
is merely O(d3m + n · dm). In addition, we need to compute the distances from the relative
origin q which costs O(n · I), where I is the number of points. This can be reduced if we have a
compactly supported weight function. Therefore, the overall complexity of the implementation
of Step 2 is O(n · I˜+d3m +n ·dm), where I˜ is the number of points in the support of the weight
function.
In a similar way, the complexity of each iteration of Step 1 involves O(n · I˜ + d3) flops; from
our experiments with the algorithm 2-3 iterations are sufficient to achieve good approximations
(the entire numerical section was carried out using just 3 iterations). However the initial guess
of Step 1 involves a PCA which classically costs O(n · I˜2). However, as the support should be
determined such that the least-squares matrix is invertible we get that I˜ ∝ O(dm). Thus, we
can use a randomized rank d SVD implementation such as the one detailed in [1] and reduce
the complexity of this step to O(n · I˜) + O˜(n · d2), where O˜ neglects logarithmic factors of d.
Plugging in the estimated size of I˜, we get that the overall complexity of Step 1 amounts to
O(n · dm)
Corollary 3.10. The overall complexity for the projection of a given point r onto the approx-
imating manifold is O(n · dm + d3m). Therefore, the approximation is linear in the ambient
dimension n.
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Figure 6: An approximation of the local coordinates H(r) resulting from Step 1 implementation after
three iterations, performed on several points r near a noisy helix.
4 Theoretical analysis of the approximation
The main goal of the analysis presented in this section is the smoothness and approximation
order theorems mentioned above (i.e., Theorems 4.20 and 4.21). In the course of this analysis,
we have built a theoretical connection between Least-Squares and PCA, discussed in Section
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4.1. This connection is being utilized in Section 4.2.2 as a tool for proving the smooth change
of the coordinate system H. Nevertheless, the results reported in Section 4.1 are of general
interest beyond the scope of this paper and will be discussed in a future publication.
4.1 Iterative least-squares and the approximation of the span of
principal components
As a preparatory step for the proof of the smoothness of the affine sub-spaces H(r) we first
consider the following, simpler, iterative procedure.
Let {ri}Ii=1 be our sample set and let
R =
 | |r1 · · · rI
| |
 .
Then, given an initial d-dimensional coordinate system
U0 =
 | |u01 · · · u0d
| |
 ,
we define the iterative least-squares procedure as:
1. Solve the linear least-squares problem
Ak+1 = argmin
A∈Mn×d
I∑
i=1
∥∥ri − Axki ∥∥2 = argmin
A∈Mn×d
‖R − AXk‖2F ,
where
Xk =
 | |xk1 · · · xkI
| |
 = UTk · R
are the projections of ri onto Col(Uk) the column space of Uk.
2. Apply Gram-Schmidt on the columns of Ak+1 to get a new orthogonal coordinate system.
Namely,
Uk+1
def
= Q(qr(Ak+1)),
where qr(A) is the QR decomposition of the matrix A and Q(qr(A)) is the left matrix of
this decomposition.
In the following, we assume that the points are dense enough so that the least-squares is well
posed at each iteration. Thus, using the aforementioned notation, the following proposition
follows immediately
Proposition 4.1.
Ak+1 = RRTUk(UTk RRTUk)−1.
Hence, we get the following proposition as well
Proposition 4.2.
Col(Ak+1) = Col(RRTUk),
where Col(A) is the column space of the matrix A.
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Furthermore, the columns of the matrix Uk, as defined in the second step of the iterations,
are merely the result of applying the Gram-Schmidt process onto the matrix Ak. Thus, the
columns of Uk are just some orthonormal basis of Col(Ak). As a result, since we are interested
only in the column space of Ak, instead of solving the least-squares problem of the first step at
each iteration, we can take a basis of RRTUk, which spans the exact same space. Explicitly,
we can define the equivalent iterative procedure:
1. Uk+1
def
= Q(qr(RRTUk))
Taking a close look at the newly defined iterations, it is apparent that it coincides with applying
subspace iterations with respect to the matrix RRT [37]. Thus, the limit subspace achieved
by this procedure would be the span of the first d principal components of the matrix R.
Furthermore, if we denote the singular values of R by σ1 ≥ ... ≥ σd > σd+1 ≥ ... ≥ σn we know
that this process converges geometrically with a decay factor of magnitude O
(∣∣∣σd+1σd ∣∣∣).
4.2 Analysis of the MMLS projection
We now define the approximating manifold as
M˜ def= {Pm(x) | x ∈M}, (17)
where Pm(x) is the MMLS projection described in equation (15). In the next subsections we
intend to show that this approximant, is a C∞ d-dimensional manifold, which approximates
the original manifold up to the order of O(hm+1), in case of clean samples. Furthermore, we
show that Pm(r) ∈ M˜ for all r close enough to the sampled manifold M.
For convenience, we restate the problem presented in Step 1 and in Equation (11): given a
point r and scattered data R = {ri}Ii=1, find an affine subspace H of dimension d and an origin
q ∈ H which minimizes
J(r; q,H) =
I∑
i=1
d(ri, H)
2θ(‖ri − q‖),
under the constraints
1. r − q ⊥ H
2. q ∈ Bµ(r)
3. # (R ∩Bσ+h(q)) 6= 0 ,
where h is the fill distance of our sample set with respect to the domain M (see the Sampling
Assumption sets in Section 3.1).
4.2.1 Some approximation results and motivation for Assumption 3.5
We start our inquiry by showing some initial approximation convergence properties for the
minimization problem of Step 1 when the fill distance h → 0, even without assuming the
existence of a uniqueness domain. An immediate result of the convergence would be that in the
limit case (i.e. when h→ 0; or alternatively, when the sample set is the entire manifold) there
exists a uniqueness domain. Explicitly, we look at the given sample set as an instance from a
family of sample sets refining with h. We denote henceforth by q∗h(r) and H
∗
h(r) the solutions
to the minimization problem of Equation (11) with respect to a point r and a sample set with
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a corresponding fill distance h. In order to measure the difference between H∗h(r) and TP (r)M,
where P (r) denotes the projection of r onto M, we use the operator norm. Explicitly, as we
wish to know the difference in principal angles between these two affine spaces, we look at the
difference in operator norm between the projections on their Grassmannian counterparts; i.e.,
if H∗h = q
∗
h + span{ek}dk=1 and TpM = p+ span{e′k}dk=1 then we measure the distance between
the projections onto GH∗h = span{ek}dk=1 and GTpM = span{e′k}dk=1 by the operator norm:
∥∥PH∗h(r) − PTpM∥∥op def= ∥∥PGH∗h(r) − PGTpM∥∥op = maxx∈Rn
∥∥(PGH∗h(r) − PGTpM)x∥∥
‖x‖ , (18)
and this is equivalent to measuring the maximal principal angle between the two affine spaces
[6].
Below, we show that as h tends to zero q∗h(r)→ P (r) and H∗h → TP (r)M (in the sense that∥∥∥PH∗h(r) − PTP (r)M∥∥∥op → 0). This convergence occurs in both the Clean Sampling Assumptions
and Noisy Sampling Assumptions described in Section 3.1 above. However, the proofs deal
only with the noisy case, as it encapsulates the results in the clean case as well. In order to be
able to show these properties we add the demand that the noise bound σ decays to zero as the
fill distance h→ 0.
Proposition 4.3. Let the Noisy Sampling Assumptions of Section 3.1 hold, with the noise
bounded by σ = c1h and let p ∈ M. Then, for c2 ≥ 3
√
1 + c21 and small enough h we have
#(Bc2h(p) ∩R) ≥ 2d. Furthermore, there exists a subset of d points rj ∈ Bc2h(p) ∩R such that
rj − p are linearly independent.
Proof. Without limiting the generality, we set p = 0. In caseM is flat, then it is a d-dimensional
linear subspace of Rn. For convenience, let x ∈ M be written in some coordinate system as
x = (x1, . . . , xd, 0, . . . , 0) ∈ Rn, and let (x)l denote the lth coordinate of a vector x ∈ Rd. We
now look at the 3h
√
1 + c21 size neighborhood of p, that is B3h
√
1+c21
(0). Clearly, the grid points
pj ∈
{
x
∣∣∣∣∣ (x)l = ±2
√
1 + c21√
d
h , for l = 1, . . . , d
}
as well as the discs B√
1+c21h
(pj) for j = 1, . . . , 2
d are contained in B
3h
√
1+c21
(0) (see Figure 7 for
an illustration). Since h is the fill distance, each disc B√
1+c21h
(pj) contains at least one point r˜
of the set R˜ as well as its noisy version r = r˜+n, as ‖n‖ < c1h. Thus, #(B3h√1+c21(0)∩R) ≥ 2
d
and there exists a set of d linearly independent vectors in B
3h
√
1+c21
(0) ∩ R, as required. Now,
going back to the case where the manifold is not flat, since M ∈ C2 the distance between the
tangent at p to its O(h) neighboring samples is O(h2), thus for a small enough h the above
argument holds.
Lemma 4.4 (Convergence to the tangent). Let the Noisy Sampling Assumptions of Section
3.1 hold, and let the noise be bounded by σ = c1h < µ, for some constant c1 and µ of constraint
2 of Equation (11). Let Ureach be the reach neighborhood of M (12), and the function θ(t) of
Equation (11) be monotonically decaying and compactly supported with supp(θ) = c2h, where
c2 is some constant strictly greater than 3
√
1 + c21. Suppose that θ(3h
√
1 + c21) > c3 > 0, for
some constant c3. Then, for r such that d(r,M) < rch(M)/4 and µ = rch(M)/2 (see Figure
4 for an illustration) we get
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Figure 7: An illustration of the proof of Proposition 4.3 in the flat domain.
1. as h→ 0 ∥∥PH∗h(ri)− ri∥∥ = Θ(h), ∀ri ∈ B3h√1+c21(q∗h(r)) ∩R (19)
2. The following limits exist and
lim
h→0
q∗h(r) = P (r); and lim
h→0
∥∥∥PH∗h(r) − PTP (r)M∥∥∥op = 0 (20)
3. If q∗h(r) = P (r) +  (where  ∈ Rn and ‖‖ = ε) then∥∥∥PH∗h(r) − PTP (r)M∥∥∥op ≤ O(h+ ε2) (21)
where q∗h, H
∗
h denote a possible solution to the minimization of Equation (11). (Note that
we only assume the existence of a minimizer and do not demand its uniqueness as portrayed in
Assumption 3.5)
Proof. We first notice that q = P (r) coupled with H = TP (r)M maintain constraints 1-3 of
Equation (11) since the projection onto M keeps the condition
r − P (r) ⊥ TP (r)M,
and constraint 1 is met. By the fact that d(r,M) < rch(M)/4 and the fact that µ = rch(M)/2
we get that constraint 2 is met. In addition, since h is the fill distance and supp(θ) = c2h, there
exists some rj ∈ R such that ‖r˜j − P (r)‖ < h, where r˜j is the clean version of rj as described
in the Noisy Sampling Assumptions. Since
‖rj − P (r)‖ = ‖rj − r˜j + r˜j − P (r)‖ ≤ ‖rj − r˜j‖+ ‖r˜j − P (r)‖ < c1h+ h = σ + h,
we achieve
#R ∩Bσ+h(P (r)) 6= 0,
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and constraint 3 is met as well.
Furthermore, since the tangent space is a first order approximation of a manifoldM∈ C2,
the cost function is compactly supported, and the sampling is a noisy version of an h-ρ-δ set
(see the definition of ρ in Equation (4)), then for all x ∈M (including P (r)) we have
J(r;x, TxM) =
I∑
i=1
d2(ri, TxM)θ(‖ri − x‖) ≤
≤
I∑
i=1
d2(r˜i, TxM)θ(‖ri − x‖) +
I∑
i=1
‖ri − r˜i‖2 θ(‖ri − x‖) = O(h4) +O(h2),
and so
J(r;x, TxM) = O(h2), as h→ 0. (22)
Thus, as h→ 0 we get that the minimum J(r; q∗h(r), H∗h(r)) = O(h2) as well, and
d(ri, H
∗
h) =
∥∥PH∗h(ri)− ri∥∥ = O(h) (23)
for ri ∈ B3h√1+c21(q
∗
h(r)) ∩R, since θ(3h
√
1 + c21) > c3. Hence, we showed that (19) holds.
From constraint 3 of Equation (11) we know that for any given h there must exist a point
rh ∈ R such that ‖rh − q∗h(r)‖ < σ + h = (1 + c1)h. Furthermore, rh = r˜h + nh for some
r˜h ∈ R˜ ⊂M and ‖nh‖ < c1h so for any given h there exists r˜h ∈ R˜ ⊂M such that
‖r˜h − q∗h(r)‖ = ‖r˜h − rh + rh − q∗h(r)‖ ≤ ‖r˜h − rh‖+ ‖rh − q∗h(r)‖ < (2c1 + 1)h.
Thus, since the manifold is closed, we get that there exists an accumulation point p of q∗h(r)
when h → 0 (i.e., r is fixed). Moreover, p must be in M as the distance d(q∗h(r),M) ≤ O(h)
tends to zero as h → 0. Let us look at a sequence hk → 0 such that q∗hk(r) = p + hk , and
hk → 0, where ‖hk‖ = εhk . Thus, for ri ∈ B3h√1+c21(q
∗
h(r)) ∩R we get that∥∥r˜i − PTpM(r˜i)∥∥ = O(ε2hk), (24)
where r˜i are the clean versions of ri.
Then, from the fact that locally the tangent is a linear approximation with a second order
error term, and from Equation (19) we have that∥∥∥PH∗hk (ri)− PTpM(ri)∥∥∥ = ∥∥∥PH∗hk (ri)− ri + ri − PTpM(ri)∥∥∥ ≤ ∥∥∥PH∗hk (ri)− ri∥∥∥+∥∥ri − PTpM(ri)∥∥
= O(hk) +
∥∥ri − r˜i + r˜i − PTpM(ri)∥∥ ≤ O(hk) + ‖ri − r˜i‖+ ∥∥r˜i − PTpM(ri)∥∥
= O(hk) +O(hk) +
∥∥r˜i − PTpM(r˜i) + PTpM(r˜i)− PTpM(ri)∥∥
≤ O(hk) +
∥∥r˜i − PTpM(r˜i)∥∥+ ∥∥PTpM(r˜i)− PTpM(ri)∥∥
≤ O(hk) +O(ε2hk) + ‖r˜i − ri‖ = O(hk + ε2hk)
for points ri ∈ B3hk√1+c21(q
∗
hk
) ∩ R. Note that both projection operators PH∗hk and PTpM
are determined uniquely by d linearly independent data points, as they are projections onto
a d-dimensional affine spaces. By Proposition 4.3, since θ(3hk
√
1 + c21) > c3, we get that
the data in B
3hk
√
1+c21
(p) ∩ R contain d linearly independent points. Thus, the fact that
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∥∥∥PH∗hk (ri)− PTpM(ri)∥∥∥ = O(hk + ε2hk) indicates that ∥∥∥PH∗hk − PTpM∥∥∥op = O(hk + ε2hk) by its
definition in Equation 18.
Let us now show that all accumulation points p, which as explained above must be in M,
must be exactly P (r). If p 6= P (r) then we know that r− p 6⊥ TpM, as r belongs to Ureach, for
which there is a unique projection ontoM. However, for all hk we have r− q∗hk ⊥ H∗hk , i.e., for
all vectors vhk ∈ {x − q∗hk |x ∈ H∗hk} we have 〈r − q∗hk , vhk〉 = 0. Thus for all v ∈ TpM we can
find vhk → v and
〈r − p, v〉 = lim
hk→0
〈r − q∗hk , vhk〉 = 0,
which contradicts the fact that r − p 6⊥ TpM.
As a consequence, we achieve that all accumulation points of q∗h must equal to P (r) and so
q∗h(r) = P (r) + h, (εh
h→0−−→ 0); and
∥∥∥PH∗h(r) − PTP (r)M∥∥∥op = O(h+ ε2h),
as required in Equations (20) and (21).
An immediate result of Lemma 4.4 is that if our sample set is the entire manifold (i.e.,
when the clean samples are the entire manifoldM), there exists a uniqueness domain Uunique def=
{r|d(r,M) < rch(M)/4} for the minimization problem of Equation (11) (up to the fact that
instead of sums we would have integrals). This result gives the motivation behind Assumption
3.5 for the discrete case, as a generalization of the reach neighborhood of the sampled data.
4.2.2 Smoothness of the coordinate system H
In this subsection we aim at showing that the moving coordinate system produced by Step 1 of
the MMLS algorithm is a smooth family with respect to the projected points r. This part will
enable our main results (Theorems 4.20 and 4.21) regarding the MMLS projection in Section
4.2.3.
We set the focus at the beginning of this section to some properties of H∗, the approximating
affine space. Then we show that the entire procedure is indeed a projection as expected. And
finally, we show that the approximating affine spaces H∗(r) and their origins q∗(r) are smooth
families with respect to the projected point r.
The following Lemma shows that if we fix the point q we can define an affine space H ′(r; q)
optimizing the function of Equation (11). Essentially, this affine space is achieved through Prin-
cipal Component Analysis (PCA) of the data centered around q, after removing the direction
of r − q.
Lemma 4.5. Let the Noisy Sampling Assumptions of Section 3.1 hold. Assume q ∈ Rn is fixed,
denote by {w˜i}Ii=1 the projections of {ri−q}Ii=1 onto the orthogonal complement of Span{r−q},
and let R be a matrix whose columns are w˜i ·θ(‖ri − q‖). Furthermore, assume that rank(R) >
d. Then, H ′ minimizing the function J(r; q,H) such that q ∈ H ′ and r− q ⊥ H ′, is determined
uniquely by
H ′(r; q) = q + Span{~uk}dk=1, (25)
where ~uk are the leading principal components of the matrix R. In other words, the minimizing
H can be written as a function of q, i.e. as H ′(r; q).
Proof. Let W be the affine 1-dimensional subspace spanned by r − q. Specifically, we mean
that W = Span{r − q} + q. Without loss of generality, we assume q = ~0 ∈ Rn (otherwise we
can always subtract q and the proof remains the same) and therefore H ′ is now a standard
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linear space around the origin. Accordingly, since r − q = r the constraint mentioned above
can now be rewritten as
r ⊥ H.
So W = Span{r} and we denote the projections of {ri}Ii=1 onto W⊥ as {wi}Ii=1. Now let
{ek}nk=1 be an orthonormal basis of Rn such that {ek}dk=1 is a basis of H and ed+1 = r‖r‖ . Using
this notation the minimization problem can be articulated as
J(r; q,H) =
I∑
i=1
d(ri, H)
2θ(‖ri − q‖) =
I∑
i=1
θ(||ri||)
n∑
k=d+1
|〈ri, ek〉|2 .
Looking closer at the inner product on the right hand side we get
n∑
k=d+1
|〈ri, ek〉|2 = ‖Qri − ri‖2 ,
where Q is an orthogonal projection of ri onto H. Now since H ⊂ W⊥ the first element of this
summation
|〈ri, ed+1〉|2 =
∣∣∣∣〈ri, r‖r‖〉
∣∣∣∣2 ,
is invariant with respect to the choice of H. Thus we can reformulate the minimization problem
as
Jˆ(r; q,H) =
I∑
i=1
θ(||ri||)
n∑
k=d+2
|〈ri, ek〉|2 =
I∑
i=1
||Pwi − wi||2 θ(||ri||),
where P is an orthogonal projection from W⊥ onto H. So in fact we wish to find a projection
P ∗ onto a d-dimensional linear subspace that minimizes the following:
I∑
i=1
||Pwi − wi||2 θ(||ri||).
From the discussion about the geometrically weighted PCA in the Appendix we know that the
solution of the problem is given by taking the span of the first d principal components of the
matrix
R =
 | |w1 ·√θ(‖r1‖) · · · wI ·√θ(‖rI‖)
| |
 ,
to be H ′ - see equation (41). In case q 6= ~0 the matrix R will be:
R =
 | |w˜1 ·√θ(‖r1 − q‖) · · · w˜I ·√θ(‖rI − q‖)
| |
 , (26)
where {w˜i}Ii=1 are the projections of {ri − q}Ii=1 onto W⊥. If we denote the singular value
decomposition ofR byR = UΣV T and ~ui are the columns of the matrix U (i.e., the eigenvectors
of RRT ) then H ′ is given explicitly by:
H ′(r; q) = Span{~ui}di=1.
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Remark 4.6. Notice that the demand that the rank of the matrix R should be at least d is in
fact a demand on the local distribution of points to the tangent directions of M. Proposition
4.3 shows that for small enough h this demand is met for q close enough to the manifold.
This proof gives us intuition regarding the essence of the approximating affine subspace H.
Explicitly, it is the span of the first d principal components of the weighted PCA around the
optimal q with respect to the space W⊥, where W = q+Span{r−q}. Thus, we can reformulate
our minimization problem (11): for r ∈ U , find q which minimizes
J∗(r; q) =
I∑
i=1
d(ri, H
′(q))2θ(‖ri − q‖), (27)
where H ′(q) is the affine space spanned by the first d principal components of the geometrically
weighted PCA around q of the space W⊥. Thus, the minimization problem is now with respect
to q alone. This simplifies the minimization task from the analytic perspective rather than the
practical one, as the computation of PCA is costly when dealing with large dimensions.
We now wish to tackle the question whether the approximant defined here is indeed a
projection operator. In other words, can we say that we project an n dimensional domain
onto a d dimensional one? In order for this to be true, we must demand that for a sufficiently
small neighborhood, elements from H⊥ are projected onto the same point (see Fig 8 for an
illustration). This result is articulated and proved in the following Lemma:
Lemma 4.7. Let the Noisy Sampling Assumptions of Section 3.1 hold. Let r be in the unique-
ness domain Uunique of assumption (3.5) and let q
∗(r) and H∗(r) be the minimizers of J(r; q,H)
as defined above. Then for any point r˜ ∈ Uunique s.t. ‖r˜ − q∗(r)‖ < µ and r˜ − q∗(r) ⊥ H∗(r)
we get q∗(r˜) = q∗(r) and H∗(r˜) ≡ H∗(r)
Proof. Let us rewrite Equation (11) in the form of Lagrange Multipliers to account for con-
straint 2 (the rest of the constraints deal with the neighborhood in which we search for the
local minimum). We first note that by taking some orthonormal basis {ej}dj=1 on GH (the
Grassmannian counterpart of H) we can rephrase the term d2(ri, H) from Equation (11) as
d2(ri, H) = ‖ri − PH(ri)‖2 = ‖ri − q‖2 −
∥∥∥∥∥
d∑
j=1
〈ri − q, ej〉ej
∥∥∥∥∥
2
= ‖ri − q‖2 −
d∑
j=1
|〈ri − q, ej〉|2 .
Thus, by setting {ej}dj=1 to be directions in Rn we can rephrase Equation (11) along with
constraint 2 as
J(r, q, e1, ..., ed,Λ) =
I∑
i=1
(
‖ri − q‖2 −
d∑
j=1
〈ri − q, ej〉2
)
θ(‖ri − q‖)︸ ︷︷ ︸
I
+
∑
1≤j<j′≤d
λjj′〈ej, ej′〉︸ ︷︷ ︸
II
+
d∑
j=1
λjj(〈ej, ej〉 − 1)︸ ︷︷ ︸
III
+
d∑
j=1
λj〈r − q, ej〉2︸ ︷︷ ︸
IV
,
(28)
where Λ = (λ1, . . . , λd, λ11, . . . , λdd). Notice that terms II and III make sure that the min-
imizing directions should be some orthonormal basis; i.e., 〈ej, ej′〉 = δjj′ , where δjj′ is the
Kronecker delta function. And term IV makes sure that constraint 2 is being maintained when
the gradient of J is null.
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Furthermore, the only term in Equation (28) which depends on r is IV and its partial
derivatives ∂J
∂qk
, ∂J
∂ekj
with respect to the coordinates of q and ej respectively, are independent of
r as well. Thus, if (r; q∗(r), e∗1(r), . . . , e
∗
d(r)) is a critical point of J and r˜ is another point such
that r˜ − q∗(r) ⊥ H∗(r), then (r˜; q∗(r), e∗1(r), . . . , e∗d(r)) is a critical point as well. Moreover,
J(r; q∗(r), e∗1(r), . . . , e
∗
d(r)) = J(r˜; q
∗(r), e∗1(r), . . . , e
∗
d(r)) as terms II, III, IV of Equation (28)
are null and term I is independent of r and r˜. Since r˜ ∈ U , we get that q∗(r˜) = q∗(r) and
H∗(r˜) = H∗(r) as well.
q
r
H
Figure 8: An illustration of a neighborhood of q on H⊥. All the points in this neighborhood should be
projected to the same point.
In order to be able to conduct an in-depth discussion regarding the smoothness of the ap-
proximant, and generalize the results quoted in Theorems 2.1 and 2.4, we introduce a definition
of a smooth family of affine spaces.
Definition 3. Let H(r) be a parametric family of d-dimensional affine sub-spaces of Rn centered
at the parameter q(r). Explicitly,
w = q(r) +
d∑
k=1
ckek(r) , ∀w ∈ H(r),
where {ek(r)}dk=1 is a basis of the linear subspace H(r) − q(r). Then we say that the family
(H(r), q(r)) changes smoothly with respect to r if for any vector v ∈ Rn the function
w(r) = q(r) +
d∑
k=1
〈v − q(r), ek(r)〉ek(r),
describing the Euclidean projections of v onto H(r), vary smoothly with respect to r.
Remark 4.8. Note that this is equivalent to the demand that a family of projection operators
Pr varies smoothly in r with respect to the operator norm (see Lemma 4.4, where the operator
norm plays a key role).
Ideally, we would have wanted to use the proof of Lemma 4.5 and state that since the
matrix R is smooth in r and q then there exists a smooth choice of RRT ’s eigenvectors (i.e.,
the basis {uk} of H ′). In the general case of smooth multivariate perturbations of matrices, this
is not always true (e.g., see [31, 17]). Nevertheless, in the following lemma, we are able to show
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that in our case the projections onto H ′(r; q) vary smoothly in both parameters. This is made
possible due to the manifold structure as well as the utilization of the Iterative Least-Squares
mechanism discussed in Section 4.1. As shown there, this algorithm coincides with the famous
subspace iterations, which is known to converge geometrically with a decay factor of
∣∣∣σd+1σd ∣∣∣,
where σk denotes the k
th singular value of the matrix R(q) of Equation (26) (see [37]). Since
the points {ri} are samples of a d-dimensional manifold with additive noise, it is reasonable to
assume that, on a local level, the variance of the data is significantly more dominant in its d
leading principal components than the others. Therefore, we add this demand to the following
Lemma.
Lemma 4.9. Let the Noisy Sampling Assumptions of Section 3.1 hold. Let θ(t) ∈ C∞ be a
compactly supported weight function with a support of size O(h). Let the distribution of the data
points {ri}Ii=1 be such that the minimization problem of J(r; q,H) is well conditioned locally (i.e.,
the local least-squares matrices are invertible), and the the matrix R(q) of Equation (26) has
singular values σd > σd+1 for all (r, q(r)) ∈ U×{x | ‖x− q∗(r)‖ < }, where U is the uniqueness
domain of Assumption 3.5. In addition, let H ′(r; q) be the affine subspace minimizing J(r; q,H)
for a given q as described in Lemma 4.5. Then H ′(r; q) varies smoothly (C∞) with respect to q
and r for (r, q(r)) ∈ U × {x | ‖x− q∗(r)‖ < }
Proof. From Lemma 4.5 we know that
H ′(r; q) = q + Span{ui}di=1,
where ui are the leading principal components of
R(q) =
 | |w1 ·√θ(‖r1 − q‖) · · · wI ·√θ(‖rI − q‖)
| |
 ,
and wi
def
= ProjW⊥(ri − q) = ri − 〈ri − q, r − q〉 · (r − q), where W = Span{r − q}.
We begin with the exploration of smoothness with respect to q in the vicinity of q0, r0. Let
Bδ(q0) = {q ∈ Rn| ‖q − q0‖ < δ} be a ball of radius δ around q0, and let δ be small enough
such that Bδ(q0) ⊂ {x | ‖x− q∗(r)‖ < }. For q0 we have the directions of the leading principal
components of R(q0):
H ′(r0; q0) = q0 + Span{u0i }di=1.
Similarly, the subspace H ′(r0; q) is given by the span of the leading principal components of
R(q). However, in order to show the smoothness of H ′(r0; q) we consider another iterative pro-
cedure to achieve them. We set for all q ∈ Bδ(q0) the initial directions {u0i }di=1 and update them
iteratively using the iterative least-squares algorithm described in Section 4.1, with constant
weights. Namely, we initially set
H˜0(r0; q) = q + Span{u0i }di=1,
and then iterate through the minimization:
Ak(q) = argmin
A∈Mn×d
I∑
i=1
‖ri − Axi‖2 θ(‖ri − q‖),
where xi are the projections of ri onto H˜
k−1(r0; q). Note, that θ(‖ri − q‖) are fixed for any
given q. Following this minimization we define
H˜k(r0; q)
def
= q + Span{col(Ak(q))},
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where {col(Ak(q))} are the columns of the matrix Ak(q).
We now refer the reader to the proof of Theorem 2.1 given in [26] where the MLS approx-
imation of functions is presented as a multiplication of smoothly varying matrices (under the
assumption that θ ∈ C∞). In the case of function approximation, discussed in [26], we have
the same coordinate system for each point x in the domain. Our case differs in this respect
as each iteration can be considered as an MLS approximation (with no constant term), just
with a varying coordinate system. Nevertheless, as the solution is represented as a product of
smoothly varying matrices, a smooth change in the coordinate system will result in a smooth
approximation still. Thus, given that Ak−1(q) changes smoothly with respect to q, we achieve
that Ak(q) varies smoothly as well. Since the initial step H˜0(r0, q) is constant with respect to
q, it follows that H˜k(r0; q) varies smoothly with respect to q for all k.
From the discussion in Section 4.1 we know that the iterative procedure converges in a
geometrical rate with a decay factor of
∣∣∣σd+1σd ∣∣∣, where σk is the kth singular value of the matrix
R(q). From the assumption that for all q ∈ {q | ‖q − q0‖ < } the singular values of the matrix
R(q) maintain σd > σd+1, and the fact that singular values vary continuously (see for example
[24, 36]), we can bound
∣∣∣σd+1σd (q)∣∣∣ < M < 1 for all q ∈ Bδ(q0). Thus, as we have a uniform
bound for all q, we achieve uniform convergence of the iterative procedure. As a result, the
limit of the process H ′(r0; q) is smooth as well.
Let us now refer to the case where q0 is fixed and r belongs to a neighborhood of r0. Then
r − q0 changes smoothly with r and accordingly so does the space W⊥. Thus, the matrix
R changes smoothly with r and we can apply the same iterative least-squares mechanism to
deduce that H ′(r; q) is smooth with respect to r as well.
Note, that the proof of Lemma 4.9 can be reproduced in a more general setting of symmetric
positive definite matrices. As this notion is outside the scope of this paper we just quote the
resulting theorem without any further discussion.
Theorem 4.10. Let A(x) ∈ Mn×n be a symmetric positive definite matrix, which depend
smoothly on the variable x ∈ RN . Let λ1(x) ≥ λ2(x) ≥ ... ≥ λn(x) be the eigenvalues of
A(x), and let λd(x) > λd+1(x). Then, the eigenspace corresponding to the d most dominant
eigenvalues will vary smoothly with respect to x.
Going back to our analysis, we are now ready to show that our moving coordinate system
H∗(r) is as well a smooth family of affine spaces.
Theorem 4.11 (Smoothness of q∗(r), H∗(r)). Let the Noisy Sampling Assumptions of Section
3.1 hold. Let θ(x) ∈ C∞, H be a d-dimensional affine space around an origin q and let U be the
uniqueness domain of Assumption 3.5. Let q∗(r), H∗(r) be the minimizers of the constrained
minimization problem (11) Let J∗(r; q) be the function described in Equation (27). Then for
all r′ ∈ U such that
(
∂2J∗
∂qi∂qj
)
ij
∈Mn×n is invertible at (r′, q∗(r′)) we get:
1. q∗(r) is a smooth (C∞) function in a neighborhood of r′.
2. The affine space H∗(r) changes smoothly (C∞) in a neighborhood of r′.
Proof. First we express the minimization problem under constraint 2 using the Lagrange mul-
tipliers:
J ′(r; q,H) =
I∑
i=1
d(ri, H)
2θ(‖ri − q‖) +
d∑
k=1
λk〈r − q, ek(H)〉,
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where {ek(H)} is an orthonormal basis of H. Since we know from Lemma 4.5 that q∗ is as well
the minimizer of J∗(r; q), which is a function of r and q alone, we can write down:
J∗(r; q) = J(r; q,H ′(r; q)) =
I∑
i=1
d(ri, H
′(r; q))2θ(‖ri − q‖) +
d∑
k=1
λk〈r − q, ek(H ′(r; q))〉,
where H ′(r; q) is the affine space defined in Lemma 4.5. Specifically, we know that r − q ⊥
H ′(r; q), therefore, q∗ is the minimizer of:
J∗(r; q) =
I∑
i=1
d(ri, H
′(r; q))2θ(‖ri − q‖) (29)
In addition, by Lemma 4.9 we know that H ′(r; q) changes smoothly (C∞) with respect to both
r and q for (r, q(r)) ∈ U × {‖q − q∗(r)‖ < }. Accordingly, we get that d(ri, H ′(r; q)) ∈ C∞,
and thus J∗(r; q) ∈ C∞ with respect to r and q in this domain. Let us now denote:
∇qJ∗(r, q) =
(
∂J∗
∂q1
(r, q),
∂J∗
∂q2
(r, q), ...,
∂J∗
∂qn
(r, q)
)T
,
where qi is the i
th coordinate of the vector q ∈ Rn. Stated explicitly ∇qJ∗ is a C∞ function of
2n variables:
∇qJ∗(r, q) : R2n → Rn,
for all (r, q(r)) ∈ U × {‖q − q∗(r)‖ < }. Since q∗ minimizes J∗(r, q) for a given r we get:
∇qJ∗(r, q∗) = 0.
Moreover, from the theorem’s assumption we have that at (r′, q∗(r′)) the matrix(
∂(∇qJ∗)i
∂qj
)
ij
=
(
∂2J∗
∂qi∂qj
)
ij
∈Mn×n
is invertible, thus we can apply the Implicit Function Theorem and express the set of points x
in a neighborhood of q∗(r′) that maintain ∇qJ∗(r, x) = 0 as a smooth function of r, i.e., there
exists a neighborhood of r′ where x = g(r) ∈ C∞ [23]. Since we assume that for all r in our
domain there exists a unique minimizer we conclude that g(r) = q∗(r) ∈ C∞. Moreover, using
Lemma 4.9 it follows that H∗(r) = H ′(q∗(r)) ∈ C∞ as well.
Remark 4.12. Note that (r, q∗(r)) is a local minimum as r belongs to the uniqueness domain.
As a consequence, the function J∗ is locally convex at that point. Thus, the condition that the
Hessian of J∗ at (r, q∗(r)) is invertible implies that at this minimum there is no direction for
which the second derivative vanishes. So, when the condition is not met, there should exist a
sectional curve of J∗ that has vanishing first and second derivatives. When the data is sampled
at random, this seems to be unlikely. In any case, this condition can be verified numerically
and in all of our experiments this condition is met.
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4.2.3 Smoothness and approximation order of the MMLS
After establishing the fact that the coordinate system varies smoothly, we turn to the final phase
of this discussion, which is the smoothness and approximation order arguments regarding the
approximant, resulting from the two-folded minimization problem presented in equations (11)-
(14). Initially, we wish to approve the fact that the local coordinate system (found by the
solution to the minimization problem) is a valid domain for the polynomial approximation
performed in Step 2. Ideally, we would have liked to obtain the tangent space of the original
manifold as our local coordinate system, in order to ensure the validity of our coordinate system.
In Lemma 4.4 above we establish the fact that H∗ approximates the tangent space even without
the uniqueness domain of Assumption 3.5. Thus, our choice of coordinate can be considered as
a feasible choice for a local domain.
Below, we utilize the results articulated in the preliminaries section (i.e., theorems 2.1 and
2.4) to show that we project the points onto a C∞ manifold, and that given clean samples of
M, these projections are O(hm+1) away from the original manifold M.
Prior to asserting the theorems which deal with approximation order and smoothness, we
wish to remind the reader that the approximating manifold is defined as
M˜ = {Pm(x) | x ∈M}, (30)
where Pm(x) is the m
th degree moving least-squares projection described in equations (11)-(14).
The following discussion will result in proving that M˜ is indeed a d-dimensional manifold, which
is C∞ smooth and approximates the sampled manifoldM. We prove that M˜ is a d-dimensional
manifold by showing that Pm : M → M˜ is diffeomorphic almost everywhere (i.e., Lebesgue
measure zero set).
For convenience, in the following Lemmas we want to refer to the affine space H∗ of Equation
(11), as an element in the Grassmannian Grd(Rn). Accordingly, if H∗ = q∗ + span{ek}dk=1 we
denote its counterpart in the Grassmannian by GH∗ def= span{ek}dk=1. Explicitly, we look at the
pairs (q∗,GH∗) as belonging to the product space Rn ×Grd(Rn).
In some of the following Lemmas and Theorems intend to use the same set of conditions
and definitions (inherited from Lemma 4.4). To avoid unnecessary repetitions we wish to state
these upfront and whenever they are utilized we will state that the injectivity conditions hold.
Injectivity Conditions
1. ‖ni‖ < σ = c1h < µ, for some constant c1 and µ from constraint 2 of Equation (11).
2. The function θ(t) of Equation (11) is monotonically decaying and compactly supported
with supp(θ) = c2h, where c2 is some constant greater than 2
√
1 + c21.
3. Suppose that θ(3h
√
1 + c21) > c3 > 0, for some constant c3.
4. Set µ = rch(M)/2 in constraint 2 of Equation (11).
5. Let r be such that d(r,M) < rch(M)/4
Note that in order to have sufficient conditions for the injectivity results we need to limit the
amount of noise below σ to a level of O(h). This does not mean that the injectivity will
necessarily break in a more noisy setting. As a matter of fact, our experiments show that even
in much noisier cases the approximant is still seems as a manifold. Nevertheless, the proofs
below rely on the assumption that the noise decay as the fill distance tends to zero.
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Lemma 4.13 (Injectivity of (q∗, H∗)). Let the Noisy Sampling Assumptions of Section 3.1 as
well as the Injectivity Conditions of Section 4.2.3 hold. Denote by (q∗(p), H∗(p)) ∈ Rn×Grd(Rn)
the minimizers of Equation (11) for p ∈M, with respect to the sample set R˜. Then there exists
h0 such that for all h ≤ h0 the map
(q∗,GH∗) :M→ Rn ×Grd(Rn),
is injective.
Proof. Let p1, p2 ∈ M, we wish to show that if (q∗(p1),GH∗(p1)) = (q∗(p2),GH∗(p2)) =
(q∗,GH∗) it immediately follows that p1 = p2. From Lemma 4.4 we know that
lim
h→0
q∗h = p1; and lim
h→0
q∗h = p2.
Thus, in the limit p1 = p2 must exist. Let h be fixed, then q
∗
h = p1 + 1 and q
∗
h = p2 + 2, and
we denote ε1 = ‖1‖, ε2 = ‖2‖. Without limiting the generality assume ε1 ≤ ε2 =: ε, then
‖p1 − p2‖ = O(ε). (31)
Furthermore, from (21) we know that∥∥PH∗h(r) − PTp1M∥∥op = O(h+ ε2) (32)
So, if we denote an orthonormal basis of GTp1M by {ek}dk=1 then there exists a basis {e′k}dk=1
of GH∗
e′k = ek + δk,
where ‖δk‖ = O(h+ ε2) Furthermore, using Taylor expansion we know that
p2 = p1 +
d∑
k=1
xkek + n,
where n ∈ GTp1M⊥. And, if we denote ~x = (x1, . . . , xd) then
‖n‖ = O(‖~x‖2)
Since p2 − q∗ ⊥ H∗ we get for j = 1, . . . , d
〈p2 − q∗, e′j〉 = 0
〈p1 +
d∑
k=1
xkek + n− q∗, ej + δj〉 = 0
〈p1 − q∗, ej + δj〉+ 〈
d∑
k=1
xkek, ej + δj〉+ 〈n, ej + δj〉 = 0,
〈p1 − q∗, e′j〉+ 〈
d∑
k=1
xkek, ej + δj〉+ 〈n, ej + δj〉 = 0.
Since p1 − q∗ ⊥ H∗ as well we get that
〈
d∑
k=1
xkek, ej + δj〉+ 〈n, ej + δj〉 = 0.
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xj + 〈O(‖~x‖), δj〉+ 〈O(‖~x‖2), δj〉 = 0,
xj +O(‖~x‖)O(h+ ε2) +O(‖~x‖2) · O(h+ ε2) = 0
and so for all j = 1, . . . , d
xj = O(h+ ε2)[O(‖~x‖) +O(‖~x‖2)]. (33)
On the other hand,
xj = 〈p2 − p1, ej〉 = 〈O(ε), ej〉 = O(ε). (34)
Plugging this into (33) we get
xj = O(εh+ ε3).
And we can do this recursively and get that
xj = O(εα) , ∀α ∈ N.
Therefore, for a small enough h0 we get for all h ≤ h0
xj = 0,
and p1 = p2.
We now wish to show that the entire MMLS projection is injective as well. To achieve this
we wish to show that for small enough h the MMLS projection keeps the points inside the
uniqueness domain. As can be seen in Equation (15) the second step of the MMLS procedure
computes a least-squares polynomial and then takes its value at zero to be the projection of
the point. In other words, if we represent the approximating polynomial in the monomial basis
of Πdm - i.e., B = {1, x1, ..., xd, x21, x1x2, ...}
p(x) =
∑
k
akφk(x) , for φk ∈ B,
then the projection is merely the constant term a0. Thus, we first show that as the fill distance
h tends to zero, the constant term in the local polynomial approximation tends to the average
of the approximated points. As a result, we get that for small enough h the MMLS projection
will yield a point in the uniqueness domain. This fact will be the key to showing the injectivity
of the procedure.
Lemma 4.14 (Least-Squares constant term convergence to average). Let {fi}Ii=1 be a set of
samples from a function f : Rd → R taken at locations {xi}Ii=1 ⊂ Rd. Let θi = θ(‖xi‖) be a set
of weights with a compact support of size ch. Let p∗ ∈ Πdm be the minimizer of
p∗ = argmin
p∈Πdm
I∑
i=1
‖fi − p(xi)‖2 θi, (35)
and let a∗0 be the constant term of p
∗ when it is written in the monomial basis B. Assume that
the least-squares problem of Equation (35) is well conditioned (i.e., the least-squares matrix is
invertible). Then, as h→ 0 we have
a∗0 =
I∑
i=1
fiθi +O(h). (36)
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Proof. Let us write the function that we wish to minimize:
J =
I∑
i=1
‖fi − p(xi)‖2 θi =
I∑
i=1
(fi − a0 − a1φ1(xi)− ...− aNφN(xi))2θi,
where φk are monomials in the basis B.
The polynomial p∗(x) =
∑N
k=0 a
∗
kφk(x) minimizing J maintains ∇J(a∗0, ..., a∗N) = 0 and so
0 =
∂J
∂a0
(a∗0, ..., a
∗
N) = −2
I∑
i=1
(fi − a∗0 − a∗1φ1(xi)− ...− a∗NφN(xi))θi
I∑
i=1
(fi − a∗0 +O(h))θi = 0
I∑
i=1
fiθi +O(h) =
I∑
i=1
a∗0θi = a
∗
0
I∑
i=1
θi
Since the least-squares problem portrayed in Equation (35) is exact for the monomial p ≡ 1,
we get that
I∑
i=1
θi = 1,
and so
a∗0 =
I∑
i=1
fiθi +O(h)
as required.
Corollary 4.15. a∗0 of Equation (36) is nearly a weighted average of the samples for a small
enough h.
Notice that pr : Rd → Rn the polynomial minimizing Equation (14) is comprised of a differ-
ent scalar valued polynomial at each coordinate pjr for j = 1, ..., n. Moreover, each polynomial
pjr : Rd → R solves a minimization problem such as the one portrayed in Equation (35). Thus,
each coordinate of the vector pr(0) is nearly a weighted average of the samples projected onto
this coordinate, for a small enough h.
Corollary 4.16. For a small enough h the vector pr(0) is nearly a weighted average the samples
ri ∈ Bc1h(q∗) ∩ R˜ and, thus, it is O(h) away from their convex hull.
Since the samples are taken from a manifold (with an additive noise that decays as h→ 0),
it is O(h) away from some tangent space; i.e., a flat. Therefore, the vector pr(0) will remain in
Uunique the uniqueness domain of Assumption 3.5 for a sufficiently small h, as Uunique ⊂ Ureach
and R˜ ⊂ Uunique for small enough h.
Corollary 4.17. For r in the uniqueness domain Uunique and h small enough we get that
Pm(r) ∈ Uunique as well.
After achieving this we can now turn to proving that the MMLS projection Pm is indeed
injective.
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Theorem 4.18 (MMLS injectivity). Let the Clean Sampling Assumptions as well as the In-
jectivity conditions hold. Then, there exists h0, such that for all h ≤ h0
Pm :M→ M˜, (37)
is injective.
Proof. The mapping Pm :M→ M˜ can be broken into a composition of two mappings. Namely,
r
Step 17→ (q∗r ,GH∗r ) Step 27→ pr(0) = r˜,
where r ∈ M, (q∗r ,GH∗r ) ∈ Rn × Grd(Rn) the minimizers of Equation (11) , and pr(0) ∈ M˜
from Equation (15).
From Lemma 4.13 we get that the first step is injective, thus if we show that the second
step is injective the proof is concluded. Explicitly, we wish to show that if (q∗r1 ,GH∗r1) and
(q∗r2 ,GH∗r2) map to the same r˜, then it follows that (q∗r1 ,GH∗r1) = (q∗r2 ,GH∗r2). Assume that we
have (q∗r1 ,GH∗r1) and (q∗r2 ,GH∗r2) mapping to the same r˜. Thus, PH∗r1 (r˜) = q∗r1 and PH∗r2 (r˜) = q∗r2 .
In other words
r˜ − q∗r1 ⊥ H∗r1 ,
and
r˜ − q∗r2 ⊥ H∗r2 .
However, by Corollary 4.17 r˜ is in the uniqueness domain Uunique, and so, according to Lemma
4.7 we get:
(q∗r1 ,GH∗r1) = (q∗r2 ,GH∗r2),
as required.
Remark 4.19. The demand that θ(x) should be compactly supported can be relaxed to be a fast
decaying weight function. However, working with this condition complicates the argumentation,
hence, we preferred clarity over generality.
Upon obtaining these results, we are now prepared to move on to one of the main results
of this article. Namely, in the following theorem, we show that M˜ is an approximating d-
dimensional manifold, which is C∞ smooth.
Theorem 4.20 (MMLS is a smooth manifold). Let the Noisy Sampling Assumptions of Section
3.1 as well as the Injectivity Conditions of Section 4.2.3 hold. Let the data points be distributed
such that the minimization problem of Equation (11) is well conditioned locally (i.e., the least-
squares matrix is invertible). Let
(
∂2J∗
∂qi∂qj
)
ij
be invertible at (p, q∗(p)) for all p ∈ M (where
J∗(r; q) is the function described in equation (27)). Then the MMLS procedure of degree m
described in equations (11)-(14) projects any r ∈ Uunique onto M˜ an almost everywhere d-
dimensional submanifold of Rn. Furthermore, M˜ is C∞ smooth.
Proof. The proof comprises the following arguments:
1. Pm :M→ Rn is a C∞ function.
2. Pm is almost everywhere diffeomorphism; thus, M˜ is a smooth manifold almost every-
where.
3. ∀r ∈ Uunique, Pm(r) ∈ M˜.
31
Note that by Theorem 4.11 we know that H∗(r) varies smoothly with respect to r. And
H∗(r) are a varying coordinate system for the second minimization step (14), which is merely a
weighted least-squares function approximation. We now refer the reader to the proof of Theorem
2.1 given in [26], where the MLS approximation of functions is presented as a multiplication
of smoothly varying matrices (under the assumption that θ ∈ C∞). In the case of function
approximation, discussed in [26], we have the same coordinate system for each point x in the
domain. Our case differs in the fact that for each point r we have a different coordinate
system. Nevertheless, this coordinate system vary smoothly with respect to r, and thus, this
multiplication of matrices from [26] still vary smoothly. As such, the procedure yields a smooth
approximation and Pm :M→ Rn is a smooth function, and the first claim is proven.
From Theorem 4.18, we know that Pm :M→ M˜ is injective. Since Pm is smooth we can
apply Sard’s Theorem and get that the differential of Pm is non-degenerate almost everywhere.
Thus, we can apply the Inverse Function Theorem and get that Pm is diffeomorphic almost
everywhere. Hence the second claim is achieved.
Finally, let r ∈ Uunique and by Corollary 4.16 we know that q∗(r) ∈ Uunique as well. Then,
there exists a point p ∈M such that p− q∗(r) ⊥ H∗(r), since
∥∥∥PH∗(r) − PTP (r)M∥∥∥
op
= O(h) by
Lemma 4.4. As a result of Lemma 4.7 we get that Pm(r) ∈ M˜.
Lastly, we show that given clean samples of M we achieve that M˜ approximates M up to
the order of O(hm+1).
Theorem 4.21 (MMLS approximation order). Let the Clean Sampling Assumptions of Section
3.1 hold. Assume further that M ∈ Cm+1. Then, for fixed ρ and δ, there exists a fixed k > 0,
independent of h, such that the MMLS approximation for θ with a finite support of size s = kh
yields, for a sufficiently small h, the following error bound:∥∥∥M˜m −M∥∥∥
Hausdorff
< M · hm+1, (38)
where ∥∥∥M˜m −M∥∥∥
Hausdorff
= max{max
s∈M˜m
d(s,M),max
x∈M
d(x,M˜m)}
M˜m is the mth degree MMLS approximation of M and d(p,N ), is the Euclidean distance
between a point p and a manifold N .
Proof. Let r ∈ M, then, from Equation (23) in the proof of Lemma 4.4, H∗(r) approximates
the sample set {ri} up to the order of O(h2) in an O(h) neighborhood of q∗(r). Therefore,
the projections of ri onto H
∗(r) are also an h˜-ρ˜-δ˜, where h˜ = O(h) (and ρ˜ ≈ ρ, δ˜ ≈ δ) for
h small enough. According to Theorem 2.4, as the projection Pm(r) ∈ M˜m is merely a local
polynomial approximation ofM we achieve that Pm(r) is O(hm+1) away from the manifoldM.
Accordingly, for all r ∈ M, d(r,M˜m) ≤ O(hm+1). Furthermore, for each s ∈ M˜m there exists
a point r ∈ M such that s = Pm(r) which is O(hm+1) away from M. Thus, for all s ∈ M˜m,
d(s,M) ≤ O(hm+1) as well, and the theorem follows.
Remark 4.22. Although entire Section 3 was pronounced using the standard Euclidean norm,
all of the definitions, development, and proofs are applicable for the general case of an inner
product norm of the form ‖·‖A =
√
xTAx. Where A is a symmetric positive definite matrix.
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5 Numerical examples
In this section we wish to present some numerical examples which demonstrate the validity
of our method. In all of the following examples we have implemented Step 1 as described in
Section 3.2 using just three iterations. The weight function utilized in all of the examples (and
many others omitted for brevity) is θ(r) = e−
r2
σ2 , where the σ was approximated automatically
using a Monte-Carlo procedure:
1. Choose 100 points from {ri}Ii=1 randomly
2. For each point:
• Calculate the minimal σ such that the least-squares matrix is well conditioned (in
fact we chose 10 times more points than needed).
3. Take the maximal σ from the 100 experiments.
As stated above, although many of our claims rely upon a compactly supported weight
function, the results still hold a weight function that decays fast enough (in our case we used
an exponential decay).
1-dimensional helix experiment
In this experiment we have sampled 400 equally distributed points on the helix (sin(t), cos(t), t)
for t ∈ [−pi, pi] (Fig. 9A) with uniformly distributed (between −0.2 and 0.2) additive noise
(Fig. 9B). In all of the calculations we have used the Mahalanobis norm, which is of the type√
xTAx, instead of the standard Euclidean. Assigning d = 1 (i.e., the manifold’s dimension),
we projected each of the noisy points and the approximation can be seen in Fig. 9C. The
comparison between the approximation and the original as presented in Fig. 9D speaks for
itself.
Ellipses experiment
Here we sampled 144 images of ellipses of size 100×100. The ellipses were centered and we did
not use any rotations. Thus, we have 144 samples of a 2-dimensional submanifold embedded
in R10000. We have added Gaussian noise N (0, 0.05) to each pixel in the original images (e.g.,
see Fig. 10). One of the phenomena apparent in n-dimensional data is that if we have a
very small random noise (i.e., bounded by ) entered at each dimension, the noise level (in
the norm) is augmented approximately by a factor of
√
n. In our case, the noise bound is of
size 100× 0.05 = 5, whereas the typical distance between neighboring images is approximately
2.5 − 3. Therefore, if we use the standard Euclidean norm the localization is hampered. In
order to overcome this obstacle, we have used a 100 dimensional distance. Explicitly, we
have performed a pre-processing randomized SVD and reduced the dimensionality to 50 times
the intrinsic dimension. The reduced vectors were used just for the purposes of distances
computation in the projection procedure process. Several examples of projections can be seen
in Fig. 11. An example of the 2-dimensional mapping of the 144 samples projected onto H is
presented in 12.
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Figure 9: Approximation of 1-dimensional helix. (A) clean samples (green); (B) noisy samples (red),
after adding noise distributed U(−0.2, 0.2); (C) the approximation (blue) overlaying the noisy samples
(red); (D) comparison between the approximation (blue) and the original clean samples (green)
Comparison with PCA
Although the main achievement of the MMLS method lies in the approximation of general
nonlinear manifolds, we conducted a comparison between the MMLS and PCA. This comparison
was carried as a baseline sanity check in order to verify that our methodology compares well
with the most well known technique for linear manifolds. We have examined two test cases.
The first case deals with linear data (with and without noise) and the second deals with the
relative simple nonlinear case of a sphere in R3.
Case 1 – Linear setting
• Choose 3 random axes in R50 (denoted by u1, u2 and u3).
• Take 125 = 53 uniformly distributed samples of a 3d linear subspace embedded in R50
(the samples are denoted {pi}125i=1). Explicitly the u1, u2, u3 coordinates of each pi are
distributed as U(−0.5, 0.5). We denote by U the space spanned by u1, u2, u3.
• Add Gaussian noise i ∈ R50 distributed in each coordinate as ∼ N (µ = 0, σ = 0.3) for
each point. That is, the noisy sample set {ri}125i=1 is defined by ri = pi + i.
• Compute the leading d principal components of the data set (after subtracting the sample
mean). We denote by UPCA the space spanned by these d leading principal components.
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Figure 10: Examples of noisy ellipses. The noise is normally distributed N (0, 0.05) at each pixel.
Figure 11: Projections on the ellipses 2-dimensional manifold. Upper line: vectors that were projected.
Lower line: the projections of the upper line on the ellipses manifold.
• Measure the PCA error by
EPCA =
1
125
125∑
i=1
dist(PPCA(ri), PU(PPCA(ri))),
where PPCA(x), PU(x) denote the projections of a point x onto UPCA and U respectively.
• Compute the 1-degree MMLS approximation of all points (denoted by PMMLS(ri) for all
i = 1, ..., 125).
• Measure the MMLS error by
EMMLS =
1
125
125∑
i=1
dist(PMMLS(ri), PU(PMMLS(ri))).
• In order to obtain statistics, this experiment have been performed 50 times and we cal-
culated the average errors and standard deviations.
The experiment’s results yielded EPCA = 0.59508±0.0391 and EMMLS = 0.57849±0.027. As
can be expected, there is no real difference in the approximation error of the two approaches
and the computation time of PCA (0.00348 sec on the average) was significantly faster than
that of the MMLS (5.263 sec on the average). As a sanity check, we computed the errors and
statistics for the clean case as well (i.e., using {pi} instead of {ri}) and both methods yielded
exact reconstructions.
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Figure 12: Mapping the ellipses 2-dimensional manifold onto the coordinate system H. In the right
upper corner we see the object we wish to project (i.e., r). Marked in × is the local origin q and some
nearby objects from the sampled data alongside their relative weights
Case 2 – Sphere setting
• Sample at random 100 vectors in R3.
• Take their z coordinate and replace it with the absolute value (this way we narrow the
sphere to be a quarter-sphere on the positive part of the space – see Fig. 13).
• Compute the leading d principal components of the data set (after subtracting the sample
mean).
• Measure the PCA mean squared error by
EPCA =
1
100
100∑
i=1
‖PPCA(ri)− ri‖2 (39)
• Compute the 1-degree and 2-degree MMLS approximation of all points (denoted by
PMMLSm(ri) for all i = 1, ..., 100 and m = 1, 2 denote the polynomial degreek).
• Measure the MMLS error by
EMMLSm =
1
100
100∑
i=1
‖PMMLSm(ri)− ri‖2 ,
where m = 1, 2 are the degrees of the local polynomial approximation.
• In order to obtain statistics, this experiment have been performed 50 times and we cal-
culated the average errors and standard deviations.
The experiment’s results yielded EPCA = 0.78598±0.00217, EMMLS1 = 0.00337±0.00079 and
EMMLS2 = 0±0 (up to machine precision). Notice that the PCA reconstruction error is large,
even-though the data was sampled with no noise. This can be attributed to the non-linear
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Figure 13: A specific sample of the semi-sphere after deducing the sample mean, as described in Case
2. The sample is shown from two different angles (left and right images).
nature of the manifold, which is not supposed to be well approximated by PCA. As can be
seen, even the 1-degree MMLS improves significantly upon the PCA. It is not surprising that
the error of the 2-degree MMLS yields zero error, as the sphere can be expressed as a second
degree polynomial, locally. The computation time of PCA (0.00012 sec on the average) was
significantly faster than that of the MMLS (2.42 sec on the average).
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Appendix A - Geometrically Weighted PCA
We wish to present here in our language the concept of geometrically weighted PCA (presented
a bit differently in [15]), as this concept plays an important role in some of the Lemmas proven
in section 4 and even in the algorithm itself.
Given a set of n vectors x1, ..., xI in Rn, we look for a Rank(d) projection P ∈ Rn×n that
minimizes:
I∑
i=1
||Pxi − xi||22
If we denote by A the matrix whose i’th column is xi then this is equivalent to minimizing:
||PA− A||2F ,
as the best possible Rank(d) approximation to the matrix A is the SVD Rank(d) truncation
denoted by Ad, we have:
PA = PUΣV T = Ad = UΣdV
T
P = UΣdV
TV Σ−1UT
P = UΣdΣ
−1UT
P = UIdU
T
P = UdU
T
d
And this projection yields:
Px = UdU
T
d x =
d∑
i=1
〈x, ui〉 · ui, (40)
which is the orthogonal projection of x onto span{ui}di=1. Here ui represents the ith column of
the matrix U .
Remark 5.1. The projection P is identically the projection induced by the PCA algorithm.
The Weighted Projection:
In this case, given a set of n vectors x1, ..., xI in Rn, we look for a Rank(d) projection P ∈ Rn×n
that minimizes:
I∑
i=1
||Pxi − xi||22 θ(||xi − q||2) =
I∑
i=1
||Pxi − xi||22 wi
=
I∑
i=1
||√wiPxi −√wixi||22
=
I∑
i=1
||P√wixi −√wixi||22
=
I∑
i=1
||Pyi − yi||22
So if we define the matrix A˜ such that the i’th column of A˜ is the vector yi =
√
wixi then we
get the projection:
P = U˜dU˜
T
d , (41)
where U˜d is the matrix containing the first d principal components of the matrix A˜.
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