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Headquarters Defence Command Nonvay 
A certain class of composite binary automata with strongly connected 
component automata is studied. Features as equivalence, reduction, and 
minimahty of automata re considered. All quantities are expressed by simple 
properties of the component automata nd the connecting network. This 
gives a powerful method to construct automata or generate binary sequences 
with certain prescribed properties. 
1. INTRODUCTION 
In this paper loop-free compositions of certain finite automata re studied. 
The component automata re strongly connected with binary input/output 
alphabet. Input 0 induces no state transition and output 0. The response 
sequences of a class of composite automata of this type were studied by 
Johnsen and Kjeldsen (1973). This paper will be referred to as JK  through- 
out. The properties of the response sequences were expressed by simple 
properties of the component automata nd the connecting network. Only 
split automata (see Definition 4.1 of this paper) were studied in JK. 
When splitting is no longer required, a much richer class of composite 
binary automata is obtained, giving rise to quite different methods of analysis 
than those used in JK. New theorems are obtained and a deeper under- 
standing of the results in JK  is achieved. 
The results in this paper give very powerful methods to construct automata 
or generate sequences with prescribed properties. This is so, because in 
applications the component automata re thought of as having few states, 
so that it is easy to test whether or not the conditions of the theorems are 
satisfied. 
The paper is organized as follows: In Section 2 the operation rules of 
the system are stated. In Section 3 equivalence between automata is con- 
sidered. The results of Section 3 are utilized in Section 4 to reduce the 
network. Automata without any specified initial states are studied in Section 5. 
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Appropriate restrictions are put on the connecting network and the com- 
ponent automata in order to ensure that the automata re minimal. 
2. THE OPERATION RULES 
We consider composite automata where the composition rules are as 
described by Johnsen and Kjeldsen (1973). Only a brief summary will be 
given. The reader is referred to JK for further details. 
A component automaton of a composite automaton will be a strongly 
connected automaton S (see Booth, 1968, p. 95) with states So, s 1 ..... s~_ 1 
and distinguished initial state s o . The input/output alphabet {0, 1}, and 
the next state function d: {0, 1} × S--~ S maps (0, sj) onto s~-. Without 
loss of generality we may assume that the states are labeled such that 
d(1, s~)= s,+l, the indices are taken modulo n. The output function 
z: {0, 1) × S--~ {0, 1} maps (0, sj) onto 0 and (1, sj) onto a, .  The automaton 
S will usually be represented by the autonomous response sequence 
= (a0, al .... , an-1, a0 ,...). The ruth term of the sequence d will be denoted 
a~ or  (~)~. 
If/~ = (b 0 , b 1 .... ) is any binary input sequence to the automaton S, the 
response sequence g = ~ is easily calculated as 
cj = b~a~(,), where a(0) ~- 0, ~r(j) = E bk mod n if j > 0. 
k<) 
I f  b is periodic, so is g, and a composition between periodic binary sequences, 
to be denoted g = bd, is defined. This composition is studied in detail in JK. 
The type of composite automata considered in this paper will be series- 
parallel inear networks that can be represented by a finite graph G satisfying 
the upper and lower lattice property (see Berge, 1964, p. 13) and a matrix (7'. 
G will frequently be referred to as the connection graph of the composite 
automaton. The component automata re situated on the edges of G, and 
the interconnection logics are modulo 2 adders situated at the nodes. 
Let G be a finite graph with vertices {%, v 1 ,..., v~}, labeled such that 
(v, , v,) is never an edge in G if i >~ j. The matrix O = ((x' i , ))  has as entries 
binary periodic sequences yi~., i , j  ~ {0, 1 .... , t}, representing the component 
automata, such that x,i v a 0 = (0, 0,...) if and only if (vl ,  vj) is an edge in G. 
The operation rules of the composite automaton G are as follows. 
The output sequence from the initial vertex v 0 is T = (1, 1,...). I f  the 
output sequences 2(vi) from all vertices v, for i < j arekn own, the output 
sequence from % is £ (v j ) :  ~i<~ 2(v~)2ij , where summation of binary 
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sequences i  component-wise addition modulo 2. The contribution to g(v~) 
along an edge (v~, vj) is £(v~) ~,, = g(v~, %). 
The autonomous response sequence to the automaton is £(vt), the output 
sequence from the terminal vertex of G. 
The level of a vertex v in G is equal to the length of a longest path in G 
from v 0 to v, and the colevel of v is equal to the length of a shortest path 
in G from v to vt • The level of v~ is called the order of the automaton G. 
The output sequence £(vj) from the vertex vj is then equal to Y~ £(v~) xi;, 
summation over all vertices on level less than the level of vj. 
A path in G is a sequence of edges ((v~0 , v~), (v~, vi),... , (v~:_~, v~,)). 
The graph Gi~ is the subgraph of G consisting of all vertices and edges on 
the paths originating in vi and terminating in vj. G0~ is usually denoted G~. 
I f  G is a composite automaton with connection graph satisfying the upper 
and lower lattice property, then G, (the restriction of G to G,) is also an 
automaton with the same properties. A graph G will be considered to be 
the union of its vertex set and the set of edges. The vertex set of G will be 
denoted G ~, and the edge set will be denoted G *. Hence, G -~ G* ~3 G ~. 
In JK only automata with the property that a~b~ = 0 for all n if d and 6 
are component automata originating in the same vertex of the connection 
graph, were studied. In this paper we shall study a more general class of 
automata, where the constraint mentioned above is no longer imposed. 
This broader class of automata is studied by quite different methods. Some 
of the techniques that go beyond the techniques in JK are illustrated by 
the simple example below. 
EXAMPLE 2.1. Define 
~ d 6 
The response sequence £ of G is dc + b. An element y~ of a sequence 37 
has period p if y~+~ zy~,  h z 0, 1, 2 ..... Now let d = g = (0, 1, 1,...), 
6 = (1, 0, 0,...)be sequences of period 3. Then ~ = (1, 0, I, 1, 1, 0, 1, 1, 1,...) 
is a sequence of period 9. G is a split automaton, and it is proved in JK 
that the 1 in coordinate 0 of ~ of period 3 corresponds to b. The other l's, 
all of period 9, correspond to ~g. I f  we do not require that a~b~ = 0 for 
all n, then ~ can also be generated by d(g + i) + (b + ~). Define 
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G and G' are the only automata with three vertices, edge sequences of 
period 3, generating 2. The automaton (~' can also be obtained from ~. 
This is so because a 1 in coordinate n of period 9 (highest period of the 
elements of 2) corresponds to a~ = 1. Then both ~ + gg and ~ + d(g + 1) 
are sequences of period 3. No other sequences d, ~ of period 3 exist such 
that 2 + d~ has period 3. Looking only on the response sequence, it cannot 
be decided whether G or G' has generated 2. This nonuniqueness of the 
automata generating 2 gives rise to the equivalence relation and related 
topics introduced in this paper. 
DEFINITION 2.1. Let G = ((~.)) be a composite automaton. Let the 
automaton G* have the same vertices as G and define the component automata 
"_ t _ 
X.*~ by x-~*~ = 2i~ i f j  v e t and x-i* = i + ~k=o x~7~ : i + ~k=i+l xi~. 
THEOREM 2.1. The autonomous response sequence 2*(vt) of G* is T + 2(vt), 
where 2(vt) is the autonomous response sequence ofG. 
Proof. It is obvious from the definition of (7* that 2*(vi)= ~(vi) if 
i < t. Accordingly (cf. Lemma 3.1), 
+ = + 
t--I 
$~0 
i=0 \ k=i+l  
t--1 t /c--1 
i=0  k=l  i=0  
t--1 t 
= 2(v,) + ~ 2(v~) @ ~ 2(v~) = 2(Vo) = i .  Q.E.D. 
i=0  lc=l 
3. EQUIVALENT AUTOMATA 
In automata theory it is chiefly the input/output characteristic, i.e., the 
correspondence between the input- and output-sequences of the automaton, 
that is studied. The automaton is considered to be a "black box." 
DEFINITION 3.1. Two automata S and S'  with distinguished initial 
states are equivalent if for every input sequence 2, the response sequence 
of S to 2 is equal to the response sequence of S' to Z (Booth, 1968, p. 89). 
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For the class of automata investigated in this paper it is especially easy 
to decide whether or not two automata re equivalent. It  suffices (Theo- 
rem 3.1) to compare the autonomous response sequences. 
LEMMA 3.1. Let ~, ~j, and ~ be binary sequences. Then 
1. X(y + ~) = (~)  + (-~), 
2. xl = ~, 
3. when ~ is periodic, ~ = 0 if and only if .~ = () or ~2 = (). 
The lemma is proved in JK. 
THEOREM 3.1. Two composite automata G and G' are equivalent if and 
only if the autonomous response sequence ~(v,) of G is equal to the autonomous 
response sequence ~'(v'v) of G'. 
Proof. I f  ~ is the input sequence to G and G', the response sequences 
are ~(%)  and ~' (v 'v)  , respectively. The automata G and G' are equivalent 
if and only if ~(~(%) + ~'(v'v) ) = 0 for all sequences ~ by 1 in Lemma 3.1. 
This equation is satisfied for all sequences ~ if and only if ~(v,) = ~'(v'v) 
by 3 in Lemma 3.1. Q.E.D. 
In Theorem 3 in JK  the composite automaton is reconstructed from the 
response sequence provided the connection graph is proper and all sequences 
{~j}~ form a splitting. In this paper splitting is not required. I f  then an 
attempt to reconstruct he automaton is performed by first splitting off 
the l 's with highest period, etc., it cannot be decided, as indicated in Exam- 
ple 2.1, whether the high period term is 35y or 2(~ + 5). This uncertainty 
will result in a class of automata producing the same autonomous response 
sequence. The equivalence relation introduced in this chapter is closely 
related to the situation described above. For the series connected automata 
discussed in Section 5, the members belonging to the same equivalence 
class are exactly the series connected automata generating the same autono- 
mous response sequence. Generally, however, it is only true that the automata 
belonging to the same equivalence class have the same autonomous response 
sequence and, by Theorem 3.1, are equivalent. Members from more than 
one equivalence class can be equivalent according to Definition 3.1. 
The set of all periodic binary sequences with component-wise addition 
of sequences is a group. Let d be a subgroup of this group containing 1. 
For instance, A can be the space of all recurring sequences atisfying a 
linear recursion, with recurrence polynomial divisible by x q-1 (Zierler, 
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1959). An equivalence relation p will be put on F(A) ,  the set of all composite 
automata wkh a finite graph satisfying the upper and lower lattice property 
as connection graph, component automata in A, and operation rules as 
defined in Section 2. It will be proved that all automata belonging to the 
same equivalence class in _P(A) are equivalent automata ccording to Defini- 
tion 3.1. 
First, however, a partition of the vertices in the connection graph of an 
automaton will be introduced. It will be proved that all vertices in the same 
member of the partition have the same output sequence. 
Let G = ((x i3) )  be an automaton in F(A). A partition H of the vertices 
{Vo, v 1 .... , v~} is defined by: 
1. If v~ and % belong to the same member of H, then the level of vi 
is equal to the level of vj. In particular {%} ~ H and {v~} E H. 
2. I f  the partition of all vertices in G on level less than L is constructed, 
then two vertices vi and v~- on level L are in the same member o f /7  if it is 
possible to select a set V C G --  {%} of vertices on levels less than L marked 
by a~ ~ aTe(i, j) = 1 if v1~ ~ V, aT~ = 0 if v~ q~ V, and for each member ~r 
of H 
£~ + a~l @ ~ ak~,k : 2~j, (3.1) 
where 
a, = ~ ae and 2~j-= ~ x-~j. 
q)k~Tr ~k~r 
All vertices in 7r are on the same level L in G. L is also called the level of rr. 
The level of a vertex v will be denotedL(v),  and the level of ~r will be denoted 
THEOREM 3.2. I f  V~ and vj are in the same member of the partition H,  
then 2(v~) = £(vj). 
Proof. The theorem is true for the vertex on level 0. Suppose the theorem 
is true for all vertices on level less than L, and let v~ and vj be vertices on 
level L belonging to the same member of H. Then, 
k ~E/Sr k~rr ~r ~/2r 
where v~ is any vertex in 7r by the induction hypothesis. 
by (3.1). 
7r ~_r/ k 
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Hence, 
-- ~(~,) + Z a.~(v~) + Z a~ Z ~(v~) ~ 
: ~(~) + E a~(v~) + Z a~(v~) : ~(~), 
since ~7~ aBx(vk)= ~-~En a~(v~) when L(~)< L by the definition of a= 
and the induction hypothesis. Q.E.D. 
For a certain class of composite automata studied in Section 5, a converse 
of Theorem 3.2 is also true. The members of the partitions for those automata 
are exactly the vertices having the same output sequences. 
An equivalence relation on F(A) will now be introduced. It will be proved 
that all automata belonging to the same equivalence class have the same 
autonomous response sequence, and thus, by Theorem 3.1, are equivalent 
automata. 
DEFINITION 3.2. Let G = ((ff,~)) and G '= ((x-~)) be automata in F(A) 
with partitions H and H'  of the vertices in G and G', respectively. G is 
related to G', denoted GpG', if the elements of the partitions H and H'  
can be labeled such that L(%) = L(%')  for all h, and for all q there exists 
t t (G,  %,) ~ ~q × rrq such that 
there exist binary numbers a~,i, with 
aji i" : 0 unless 0 < L(v~) < L(v i )  , such that (*) 
X-~i -~ a'% li''f @ Z a;ii':g~rpJ = X-'~ "i' for all p (3.2) 
i 
where a,~i' = ~2~ a j i i "  . 
LEMMA 3.2. I f  GpG' and (vi, v~,) ~ rrq × %' is a pair of vertices satis- 
fying (*), then for all v~ ~ ~rq , (vs , v'i,) satisfies (*) when s replaces i. 
Proof. Since vs and v~ are in the same member of H, there exist binary 
numbers {b~} such that b~ = 0 unless 0 < L(v~) < L(v~), and 
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for all p by (3.1). Addition of (3.2) and (3.3) gives 
- -  - -  ~t  • . r  x~;~ + (a~d ~, + b~)i - /~  (asi ,, + bj) x~d = ~,  . 
) 
Hence, (*) is also satisfied for (Vs, v'i,) by choosing ajw = aj-¢i' + bj-. Q.E.D. 
THEOREM 3.3. p is an equivalence r lation on F(A). 
Proof. a. The relation p is reflexive on F(A), because with a ja '= 0 
for all (i,j), (*) is satisfied for G = G' and i' = i. 
b. We shall now prove that p is symmetric. Suppose GpG' and let (*') 
and (3.2') be obtained from (*) and (3.2) by interchanging 2 and 2', zr and ~r', 
and replacing a by b. 
INDUCTION HYPOTHESIS. For L(%) < L, all p, (*) implies (*'). 
Assume this, and let L(Trq) = L. Choose (vi, v;,) 6 7rq × ~-q' to fulfil (*). 
Thus, for all p 
~,i + a~Hi + Z aj,,x--.~j = x - ; ,¢ .  
L(v)<L 
By the induction hypothesis this implies 
x-%i @ a,.r#(-l @ ~, a,ii, (x-: ,j, -t- b, ,#'l @ ~ b~,~,2: ,~,) =x-~, ,,, 
L(v)<L L(v~,)<L(v) 
for suitably chosen j'. Thus 
L(vj}<L 
+ 2 ( ~ am'bk'# + 2am')x-; ,~, = x-:~'i', (3.4) 
L(v~,)<L L(v~,)<L(v~)<L SI~, 
where S~, is the set of those j to which k' was associated when using the 
induction hypothesis above. 
Let bk'i~' = 0 unless 0 < L(v'k,) < L, when 
b~'ii" = ~ ajii'bk'# + ~ a~ii'. 
L(v)<L g~S k, 
Then 
v~,ezrlf L(vQ<L v~,ezr~" jeS k, 
Z ajii'br~'D" -~ a~r2fi i" • 
L(v)<L 
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Thus (3.4) is equivalent to 
- r  ,~t - 
go" 
showing that (*') is valid for (v~, v'e). 
(3.5) 
COROLLARY.  I f  GpG' and (vi , v~,) is any element of Trq × rr~', then (vi , v'i, )
satisfies (*). 
Proof. If (%, v;,) ~ % × %' satisfies (*) it follows from Lemma 3.2 
that (vi, v'~,) satisfies (*) for all v~ ~zrq. By symmetry (*) is valid for all 
(vi, v~,) ~ ~rq × wq'. Q.E.D. 
c. We shall now prove that 0 is a transitive relation on/ '(A).  Let G, G', 
and G" be automata in F(A) with partitions 11, H', and H", respectively. 
Suppose that GpG' and G'pG". We shall prove that GpG". By the above 
corollary, (*) is satisfied for all q, all (%, v'i, ) e ~-q × wq'. Further, for all 
(V~,  , t! t it -! ' vl. ) ~ 7rq × Wq, (*) is satisfied with 2' replacing 2, 2" replacing x , 
b replacing a, giving 
X-~'~'i" @ b~' i ' i " i  @ Z bFi%"x-~p'/ = x-~; i"" 
1" 
Substitution of (3.2) for x-~' ,j, in (3.6) gives 
~,~i + a~,,,i + ~ aj,i'e~j + b, "i'~"i 
J 
@ ~ byi,i,, (2~r ~ @ a~pj~,T @ 2 akJ~'2,,~) = x-:;i, 
j" le 
for suitably chosenj. This equation is equivalent to: 
3' 
. 9"EFk j' 
where V~ = {j': k' =j '} .  Hence, 
(3.6) 
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it tt for all (vi, vi,) ~ rrq × ~r~ with 
ci~,~" = a~i" -+- Z b~,~,,,, + Z a~,b~,~,~- . (3.7) 
~'ey i ~, 
Q.E.D. 
COROLLARy. I f  GpG' and {vi~ ~ %.} is a set of distinguished vertices, exactly 
one vertex from each member rr, then (vi , v'i,) satisfies (*) for all p with iq 
substituted for i, aj6 i, = 0 if j ~ {it}. 
Proof. Let the automaton G"= ((x-j'~)) have connection graph with 
vertices {v~ = v~}. The component automata of G" are x-,'~, = x-~,. (It 
might occur that all edge sequences originating or terminating in a vertex 
in G" are zero. The automaton G" is then not an automaton in the sense of 
this paper. However, by allowing x-~"~ = 0 for (v'~., v~) E G", the proof still 
works.) The partition H" of the vertices of G" is of course the trivial partition. 
G"pG because vik ~ rr k , and G"pG' since O is transitive. The pair of vertices 
(v~, v'~,)~r~ × ~rq' satisfies (*) when G" replaces G in Definition 3.2, 
giving binary numbers {ai"k~i, }.The desired result follows by defining 
ai~ d, = a~"~ d, if j ---- i~ and 0 if j ~ {i~}. Q.E.D. 
THEOREM 3.4. Let G and G' be automata in ]'(A) such that GpG'. I f  H 
and 11' are the partitions of the vertices of G and G', respectively, and the 
members of the partitions are labeled such that the requirement of Definition 3.2 
is satisfied, then ~(vi) = 2'(v'i, ) for all (vi , v'i,) ~ rrq × 7r~'. 
Proof. The theorem is trivially true for the vertices on level 0. Suppose 
it is proved that the theorem is true for all vertices on level less than L. 
Let L(~rq) = L, and let (v~, v~,) be an arbitrary element of ~rq × ~ra'. Then, 
by Theorem 3.2, 
x'(v;,) = E ~'(v~,) x-;,,, = E ~'(v;;) x-t;,,, 
L(~rl~')<L 
where v'%, is some vertex in 7r~'. By the induction hypothesis 2(v~) = 2'(v'= ,) 
where v% is any vertex in %.  Hence, 
p ~o 
by (*) in Definition 3.2. 
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Hence, 
P 1) J 
= + Z + Z = e(v,), 
P 3 
since Z%~% a~i~'"~(vs) = a%,i'£(v%). Q.E.D. 
COROLLARY. If GpG', then G and G' are equivalent automata. 
In Section 5 it will be shown that two series-connected q-automata (defined 
in Section 5) belong to the same coset of F(A) modulo p if and only if they 
are equivalent. 
To every automaton G a set of matrices {H = ( (~, ) )}  is associated: Let 
{vi, e 7r} be a set of fixed vertices, exactly one vertex from each member r. 
Put 
YnTr' = XTri. r, @ a~rTr'l -~ Z al¢lr'XTrt~' a,,,  = 2_, a,~., 
and let {ak~. } be arbitrary subject to the condition that a~,= 0 unless 
0 < L(vl~) < L(Tr'). If H is an automaton and HpG, then H has trivial partition 
of the vertices (i.e., each member of the partition consists of exactly one 
vertex from H). E r is an automaton in the same coset modulo p as G if the 
level of v. in H is equal to the level of 7r in G, and the upper and lower 
lattice property is satisfied for H. A necessary and sufficient condition for H 
being an automaton and HoG for all _~r (see Lemma 4.1) is that G is non- 
degenerate as defined below. 
DEFINITION 3.3. An automaton G in 2'(A) with partition H of the 
vertices is called degenerate if 
1. ~ j  c {0, i} for some 7r c H --  {Vo, vt} and all j, or 
2. ~,~- e {0, 1} for some j not on level 1, all ~r on level L(%) -- 1. 
An automaton which is not degenerate is called nondegenerate. 
THEOREM 3.5. I f  G is nondegenerate and G'pG, then G' is also non- 
degenerate. 
Proof. I f  G' is degenerate, then 
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t e , t  1. x-'~,~,  {0, i} for some ~r' ~/7 '  - -  {v0, vt,}, all ] ,  giving ~#~. =
x-;,/ + a, ' r f i  + E~' a~'r~£~,~.' e{0, i} for all]', or 
2. ~#~ = x-;,~, ÷ a~,;,;i e {0, i} for all 7r with L(er) ---- L(v]) --  1. 
In both cases O is degenerate. Q.E.D. 
THZOREM 3.6. I f  O is nondegenerate, then G* is nondegenerate. 
Proof. Note that H*  = H. I f  g~t 6 {0, 1} and L(~r) = L(vt) - -  1, then 
x*t = S~ T + 2~t ~ {0, 1}. I f  rr is an arbitrary member of H and vj is a 
vertex on lowest level such that £~j q~ {0, 1}, then either vj ~ vt in which 
case ~*j ¢ {0, i}, or %. = v~, in which case 2~*~ = &,t ÷ ~ where g e {0, 1}. 
Q.E.D. 
THEOREM 3.7. I f  G is a nondegenerate automaton and GoG' , then G*pG'*. 
Proof. The level of the vertex vt in G* is equal to the level of the vertex 
in G when G is nondegenerate. Without loss of generality we may assume 
that the partit ion/7' of the vertices of G' (or G'*) is trivial. Let the vertex 
v /  in /7' correspond to the member rr~ of the partition H. Further, let 
{vii ~ ~r~.} be a set of distinguished vertices, exactly one vertex from each 
- '*  1 + ~2~ There exist by the last corollary to member ~r~.. Then x~t = x-j' k . 
Theorem 3.3 binary numbers a,k~ such that a~.~ = 0 unless 0 < L(vj) < L(v~) 
in G, j = i s for some s, k = i~, and 
2'j: = 1 @ 2 (2#jk ÷ a,,ik~f + Z aijk~2~,i~) 
to s 
= bj~i + F, bs~e%is (3.8) 
s 
where b~t -= 1 ÷ ~ a i ,~ . Also, 
-* - (3 .9 )  x%, =Zi+Zx%~. 
~r) k 
Addition of (3.8) and (3.9) gives 
~rj lC 8 
= d%tti @ E 4ttx~b~ 
k 
by defining d~tt = 1 ifk 6{i,} and di, tt = 1 + b~t. Hence, G'*pG*. Q.E.D. 
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4. REDUCING THE NETWORK 
As in Section 3, A denotes a vector space of periodic binary sequences 
containing the sequence 1. I f  a composite automaton G with component 
automata in Y/is constructed to generate a specified sequence ~, it is desirable 
that the automaton G has as few component automata nd modulo 2 adders 
as possible, in order to make the cost of the composite automaton the lowest 
possible. The component automata re situated at the edges of the connection 
graph G, and the modulo 2 adders are situated at the nodes. Minimizing 
the cost of the composite automaton, with component automata in A, is 
equivalent to minimizing the number of edges and nodes in the connection 
graph, provided the automata in A --{0} are of equal cost. For instance, 
all component automata re of equal cost if A is the vector space consisting 
of all recurring sequences generated by a specific shift-register with feedback 
polynomial divisible by x q- 1. The implementation f the nonzero component 
automata is then simply the shift-register with some specified initial state. 
In this section an algorithm is derived which, to a nondegenerate composite 
automaton G in ;'(A), gives a new automaton Gzi in the same coset modulo p 
in _f'(d) as G, and at most as many vertices and edges in the connection 
graph Gn of Gn as any automaton i the same equivalence class. The response 
sequence of G is equal to the response sequence of Gn by the corollary to 
Theorem 3.4. The automaton Gn is not uniquely determined. However, 
that is not a serious disadvantage, because two automata,derived from 
by the algorithm have the same number of vertices and equally many com- 
ponent automata terminating in corresponding vertices. Hence, if the com- 
ponent automata have the same cost, so have the automata obtained from G 
by the reduction algorithm. 
LEMMA 4.1. Let G be an automaton i  F(A), and let {vi~ ~ ~r} be a set of 
distinguished vertices, exactly one vertex from each member of 17. Put 
k 03) ffTr 
with {a~,} arbitrary binary numbers ubject to the condition that at~'= 0 
unless 0 < L(ve) < L(r/). The following conditions are equivalent: 
1. H = ((2P~')) is an automaton for all choices of {aT~'}, and HoG; 
2. G is nondegenerate. 
Proof. Assume that a is nondegenerate and H = ((3~,)). 35~%. = 0 for 
all 7r' if L(*/') >/G(r/). By Definition 3.3 2~'  = xGi~, + a~, i  ¢ 0 for at 
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least one 7r wkh L(zr) = L@') - -  1. That is, the level of the vertex v, in H 
is equal to L(zr), and the upper lattice property is satisfied for H. Let 
~r a H-  {v~} be arbitrary and v ja  vertex in G on lowest level such that 
~,~- ~ {0, 1}. Such a vertex exists by Definition 3.3. I f  v ja  7r', then 
y~. = x-~., + a~,i  + ~ a~,e~k 
/c 
L(v!~)<L(Tr') 
for suitably chosen {ck} by (3.1). But 2~{0,  1} if L(vk)<L(~'). Hence 
35~=, =/= 0 and the lower lattice property is satisfied for H. It follows from 
(4.1) that HpG when L(v~) = L(~r) for all ~r. 
Now assume that G is degenerate. 
1. I f  2~j ~ {0, 1} for all j ,  then 
k 
for all 7r' if ak~' is defined by ak~' = 0 if k ~ i~, ai~" = 0 if ~,~-, = 0, and 
ai S = 1 if ~i~, = i .  
For the corresponding Er, y~,  = ~ for all rr', and the lower lattice property 
is not satisfied for H. 
2. I f  Er is an automaton, then the level of v~ in H is at most L(Tr). 
A necessary condition for HoG is that L(v~) = L(rr) for all 7r because H has 
equally many vertices as H has members. 
I f  2~j E {0, 1} for all zr with L(zr) = L(%) - -  1 and vj E ~r', then by (3.1), 
for suitably chosen a~, .  The matrix Er with iP~' = 0 for all 7r with 
L(7r) =L(~r')  - -  1 is either no automaton at all, or v~, has level at most 
L(z/) - -  1, giving that H and G are not in the same coset modulo p. Q.E.D. 
COROLLARY. I f  O is nondegenerate nd H as in Lemma 4.1, then HpG 
and the partition of the vertices of H is trivial. 
Let G' be a nondegenerate automaton in F(A)  with partition H of the 
vertices. The reduced automaton Gn ~ ((x~=')) is constructed as follows: 
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ALGORITHM 4 .1 .  
Step I. The vertices of the connection graph Grz are {v~},~n. 
Step 2. Let {v,~ ff ,r} be a set of fixed vertices, exactly one vertex from 
each member of H. Put x-'~, = x~,  for all % 7r' ~ H. 
Step 3. Let {b,,~,} be any set of binary numbers such that b,~, = 0 
unless 0 < L(~r) < L(C), and for all ~r' ~ H, a maximum number of the 
equations 
x-',< q- b,~,i 47 y, b~,,~,x-;,,,, = 0 (4.2) 
are satisfied. 
Step 4. Put 
~,~, = x~, 4- b,,~,-f 47 ~ b,,,,~;,,, . (4.3) 
~u 
It follows from Corollary to Lemma 4.1 that GrzpG. We shall now prove 
that Giz is independent of the choice of distinguished vertices {vi= ~ rr}. 
Let H n ~ ((y,=,)) be an automaton generated by the algorithm when another 
set of distinguished vertices is chosen in Step 2. Then HnpGzz. Further, 
the vertex v~, in Gn corresponds to the vertex v~ in Hn .  There exist by 
Definition 3.2 binary numbers {a~,} such that a==, = 0 unless 0 < L(Tr) < 
L(C) and 
~,  47 a~,~,l 47 ~ a,,,,,~,~,~, = 3v~,. (4.4) 
rr t, 
Substitution of (4.3) in (4.4) gives 
rr ~ 
= x-L' + c~,T + y~ c.-.'xL,', 
where c~., = a~, + b~, 47 ~, ,  b,,~,a,~,,,,. Hence, Ern is also obtained by 
maximizing the number of solutions of (4.2). Thus, Gn is independent of 
the choice of distinguished vertices {v~= E ~r}. 
If G'pG the number of vertices in G' is at least as great as the number of 
vertices in Gn, because Gn has trivial partition of the vertices. Let 
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/7' ~ {%', 7h',... , ~r~'} be the partition of the vertices of G' labeled such that 
7r~ corresponds to 7r~'. Further, let {v'j e 7r~'} be a set of distinguished vertices, 
exactly one vertex from each 7r'. There exist binary numbers (the last corollary 
to Theorem 3.3) such that 
x-~,~ = x-~ ,j~ + a~,,.j~ T + ~ a~j~x-; ,k. (4.5) 
k 
Hence, maximizing the number of solutions of (4.2) is equivalent to choosing 
the numbers {ak~q@ such that a maximum of the right-hand side of Eqs. (4.5) 
are zero. If  all a~j0% = 0, x-%% = x - '%.  Hence, there are at most as many 
nonzero component automata terminating at the vertex v% in Gu as there 
! r - t  are nonzero component automata terminating at v3~ in G ,  because x~,j~ :/= 
implies by (3.1) that 2~j~ =/: 0 for some vi' ~ r%'. 
The results derived above are summarized in the following theorem. 
THEOREM 4.1. I f  G is nondegenerate, hen an automaton obtained from G 
by Algorithm 4.1 has at most as many modulo 2 adders and component automata 
as any automaton i  the same equivalence class of ]'(A) as G. Furthermore, the 
automata in the same equivalence lass as G, with a minimum number of modulo 2 
adders and component automata, are exactly the automata obtainable by the 
algorithm by various choices of solutions of Step 3. 
The example given below shows that an automaton Gn derived from G 
by Algorithm 4.1 is not uniquely determined. It might also happen that two 
automata resulting from different choices of solutions of Step 3 in the 
algorithm have nonisomorphic connection graphs. 
EXAMPLE 4.1. Let x, y, z, u be sequences in d --  {0} such that 2~ =/= i ,  
G o)) 0yo  0 0 ' 0 0 
2 :/= 1, and g =/= g. 
I f  
then Grz can be any of the four automata (cf. Example 2.1) 
(i xu G' o ~ ' o o ~ ~ ' o 0 0 ~ o o 0 ~ 0 
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The connection graph of the two left-most automata bove, is the left con- 
nection graph in Fig. 4.1. The right connection graph is the connection 
graph of the two right-most automata bove. 
I 
FlavaE 4.1. 
q 
\ 
Let ,x denote the component-wise "and" and v the component-wise "or"  
of binary sequences, i.e., (2 ^ .y),~ --  x,~y,~ and (2 v .9)~ = x~ 4- 3'n 4- x~yn . 
DEFINITION 4.1. A composite automaton G is called a split automaton 
if &~ ^  2,k = 0 for all triples (vi, %-, %) of different vertices. 
The class of split automata was extensively studied in JK. This class is 
a very natural class of automata to study, because almost any split automaton 
(see Theorem 4.2 below) is equal to some G~.  Hence, a split automaton 
has the cheapest network in its coset modulo p of / ' (A) .  
LEMMA 4.2. A split automaton has a trivial partition of the vertices. 
Proof. It is proved in JK  that if the vertices v, ,  vj are not on the same 
path from % to vt ,  then ~(v~) ^  2(v3) = 0. It is also proved that 2(vh) =/= 
for all h. Two vertices % and % on the same level in G are certainly not 
on the same path in G, and therefore 2(v~)^ 2(%)= 0. Accordingly, 
2(%) # 2(%) and by Theorem 3.2 % and % belong to different members 
of/7.  Q.E.D. 
LEMMA 4.3. A split automaton is nondegenerate i f  and only i f  2 d ~ T 
for atl i, j e {1, 2 , . ,  t}. 
643/31/3-4 
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Proof. Trivial. 
There is no loss of generality in assuming that a split automaton is non- 
degenerate. Indeed, if g~k = 1, define a new automaton G' with the same 
vertices as G except that %. is omitted in G' and x-~l ~ = ~,j- + xi~ for i =# j. 
The automaton G' is a split automaton with the same autonomous response 
sequence as G. A nondegenerate split automaton equivalent to G is obtained 
by continuing the procedure until all component automata not originating 
in v o are different from 1. If xol = 1, we can remove v 0 and (Vo, %) from G. 
LEMMA 4.4. Let G be a split automaton with vertices {%, % ..... vt}. 
Then G is uniquely determined by {~7(vl)}; and L(v3 for 0 < i <~ t. 
Proof. We shall prove this by induction on the level of %. The lemma 
is true if L(v~) = 1. Suppose it has been proved for all automata of order 
less than L, and let L(v~) = L. Further, let vi be a vertex on level L --  1. 
I f  k 4= i, then (%-, vi) and (%, %) are not on the same path from v o to v, ,  
giving ~(%.) gj~ ^  g(v~) xk~ = 0 for all j and all k @ i. Hence, 
3,k 
and ~,~ is uniquely determined when L(vi) = L --  1. Similarly, we find 
L(v~l>L(v 3) 
proving that all xjt may be calculated recursively. Finally the component 
automata {xi~}, are determined by applying the induction hypothesis to G~-. 
Q.E.D. 
COROLLARY. If G and G' are split automata nd GpG', then G and G' 
are equal (except for a renumeration of the vertices). 
Split automata re usually equal to some Gri as shown by Theorem 4.2 
below. The simplest split automaton different from all Gn is: 
EXAMPLE 4.2. 
(~  y+i  with z^v=O.  
Z 
0 (i 0 y 0 0 0 0 
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G is in the same equivalence class of/~(A) as the nonsplit automaton 
o o 
0 
having one less component automaton. 
Let C be a nondegenerate split automaton. Let G' be any automaton 
with trivial partition of the vertices such that G'pG. We assume that the 
vertices are labeled such that for all (i, k), 
) 
with a;~ = 0 unless 0 <L(v~.) <L(vT~). This gives at once: If iva 0 and 
(v, , v~) ~ G, then G' above can be chosen with (vi, vT~) ~ G' if and only if 
~ j  £,j = T and L(vk) is strictly largest in {L(v~): (vi, vj) ~ G}. Let Q(h) be 
the set of "edges" (v,, vk), i =/= 0, such that ~ £,~ = 1, L(vj) < L(v~) if 
v~ =/: vk and (vi, vj) ~ G. (Note that we do not claim that (v~, vk) ~ G.) 
Let R be a subset of Q(h). We want to define G' such that all edges in R 
are absent in G'. If (vi, vl~) ~ R, put a,7~ = 1, a~7~ --~ 1 whenever (vi, vj) ~ G 
and j @ k. Let a~q = 0 otherwise. It is clear that £~'k = 0. It might happen 
that not only the edges in R are removed by this definition of {a,q}. Let R ° 
be the largest subset of Q(k) such that R and R ° give rise to the same 
definition of {a~q}. Let IR be the set of edges "introduced" in G', i.e., 
I R = {(v,, v~) ¢ G: a~7~2,, @ 0 for some j). 
It follows from the definitions that the set of "removed" edges not in G is 
equal to the set of "introduced" edges not in G'. Hence, the number of 
edges in G' is card G ° -  card R°+ cardIR,  where card denotes the car- 
dinality. It is clear that defining more a's equal to 1 does not decrease I R . 
It is also obvious that card R ~< card R ° and I R = I~o. Hence, we have: 
THEOREM 4.2. :1 nondegenerate split automaton can be further reduced by 
applying Algorithm 4.1 i f  and only if  for some v~, some R CQ(k), we have 
card R --  card I R > 0. 
COROLLARY. If G is a nondegenerate split automaton such that for all i 
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with ~ 2~ = 1, the set {L(v~): (vi, vk) ~ G} shall attain its maximum for 
more than one value of k, then C = Gn.  
This corollary is also easily proved directly. 
5. MINIMAL AUTOMATA 
The response sequence of a composite automaton G is a binary periodic 
sequence ~. The (Hamming) weight of a sequence of period p is the number 
of appearences of the symbol 1 among p consecutive symbols of the sequence. 
I fp  is a period of 2, the weight of 2 is denoted w(X, p). The weight depends 
upon which period is chosen for the sequence. The frequency of l's in 2, 
~(2) ~ (l/p) w(2, p), is of course independent of the period chosen. 
In this section we shall exclusively consider q-automata. 
DEFINITION 5.1. Let G be a composite automaton, q a positive integer. 
We call G a q-automaton if:
(i) For each edge (vi, %) in G, 2,j has period q (not necessarily east); 
(ii) for each vertex v~ =/-- vt in G, x(vk) ~ X(qL(~I')), the set of sequences 
of period qL(~) such that (w(£, qL(~k)), q) = 1. 
In particular qL(Vk) is the least period of X(vk). 
EXAMPLE 5.1. Let q = 2 k, k ~ N. Let G be an automaton such that all 
2,j have period q, and, for all k ~ {0, t}, 
w(2~, q) ~ 1 (rood 2) 
L(vz)=L(vk)-I 
Then G is a q-automaton. 
This is easily proved by induction. 
DEFINITION 5.2. An automaton S (without specified initial state) is 
minimal if for each pair of states , s' ~ S, there exists an input sequence 
such that the response of S to g is different for the two initial states and s' 
(Booth, 1968, p. 81). 
In JK it was proved (Corollary 4) that all automata belonging to a certain 
class of composite automata, with proper connection graphs, are minimal. 
The result depends upon the periodic structure of the subpatterns of the 
response sequence, characterized by Theorem 2 in JK. This theorem is 
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generally not true unless q is a prime power. What really is proved in JK is 
stated in Theorem 5.1 below. Fortunately this does not defect the results 
in JK, because for all results subsequent to Theorem 2, only the results of 
Theorem 5.1 below are required. Theorem 5.1 is equally useful when 
studying minimal automata. We recall some of the definitions from JK. 
A sequence g is r-irreducible if there exists no nonzero split factor of £ 
of period r. In JK it is proved (property (11)) that: 
I f  2 is a sequence of period qK, there exist unique split factors 2 0 , x 2 ,..., 2~ 
of .~ such that 2i ^ ~' = 0 whenever i :/: j, 2j has period qJ and is q~-l_ 
irreducible, and £ = 2 o -{- 2 2 4- "" 4- 2K. 
In this section all component automata re assumed to be different from 1. 
THEOREM 5.1. Let G be a split q-automaton, q' a divisor of q, and 2~ 
as in JK. Then 2~ = ZL(~)=j 2(%) 2~ is the canonical split factor of 2(vt) 
which has period q:q' and is q~q"-irreducible for all q" dividing q', q" ~ q'. 
COROLLARY. Let G be a split q-automaton with autonomous response 
sequence 2. Further, let 2 = 2 o + 2 2 + .." 4- 2L(v) be the unique decomposition 
of W with 2~ of period q~, qJ-l-irreducible, and such that 2 i ^ 2~ = 0 if i v~ j. 
Then 2, = ZL(v,)=J ~ 2(v~) &t for j = 1, 2 ..... L(vt). 
In the first part of this section we shall generalize the results in JK con- 
cerning minimal automata to split automata with nonproper connection 
graphs. The matrix M(2, p X q), defined below, will be a very useful tool. 
DEFINITION 5.3. Let 2 be a binary sequence with period n =pq.  We 
define a matrix 
M(z,  p × q) = Zq Zq+ 1 
(~2)q Z(p-1)q+l 
• "" zq_2 \ \  
z~q_l / /  
Suppose, in particular, 2 = 29, and that q, p are periods for & y,  respectively. 
Let w(~, q) -= d. Then 
M(z ,  p )< q) = ((mi3))o<i<~_l,O<~:<~a_ 1 
where m,3 = xjyia+~O) . 
I f  (p, d) = 1, then the jth column will be identically zero unless x~ = 1, 
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in which case it will consist of the first p elements of y in some permuted 
order. 
TnEORE~ 5.2. Let G be a split q-automaton. Suppose that for all .r 
(~),~(~I~.qu%b =# (~,~)~w(~(~),qL,0))+, (5.1) 
for at least one n if (vi , vk), (v, , v~) ~ G and L(v~) = L(v,). Then G is uniquely 
determined by 2(v~). 
Pro@ The theorem is obviously true if the order of G is 1. Suppose 
it has been proved for all automata of order less than L, and let G have 
order L. Let {v, , v~ ,..., v i} be the set of vertices in G on level K and 
I 2 ~.~ 
colevel 1. Then xK+l = ~2j=l ~(v~)~j~ is uniquely determined by ~(v~). In 
fact (the corollary to Theorem 5.1), it is the canonical split factor of ~(v,) 
of period qK+l which is q~-irreducible, The matrix M(~K+I, q × qK) has 
column no. m equal to 0 if (~(vi))~ = 0 for all j and equal to the sequence 
with coefficients (xi/)~(~(v,),~K)+~ for some displacement ~- if ~(v~)~ ~- 1. 
Thus, by (5.1) the matrix' M(x-x+l, q × qK) uniquely determines the 
sequences ~(vi), 1 <~j <~ r. ~,~ is uniquely determined by the equation 
2(v~) ^  ~K+~ = ~(v~)~i / .  The desired result follows by applying the 
induction hypothesis to the automata Gi with vi on colevel 1. Q.E.D. 
Let G =- ((2i,)) be an automaton. The initial state of G is identified with 
the matrix G. The state at time instant n can be identified with G(n) = ((z~)) 
where ~ = Co(~,~)~ij. Ce~ is shifting of ~ k steps, i.e., (C~)~ = xe+,. 
~(i, n) ~- 0 if n = 0 and a(i, n) = ~<n (~(v~))~ if n > 0. 
To the automaton G we associate an automaton [G] without any specified 
initial state. The states of [G] are ((Cei2i~)) where 0 ~ k i < p , .  Pi is the 
least common period of the sequences {xi~')J. The operation rules of [G] 
are identical to the operation rules of G: Once specifying an initial 
G' = ((C~,~.~)), [G] is operated as the automaton 0 ' .  It is obvious that [G] 
is a split automaton whenever G is a split automaton. The number of states 
in [G] is I-Ii+,P~. It is obvious that ((Ce ~) )  is a split q-automaton for all 
{Ce,} if G is a split q-automaton, because all components {Z;~.}~ are shifted 
the same number of steps. 
THEOREM 5.3. Let G be an automaton satisfying the conditions of Theo- 
rem 5.2. Then the automaton [G'] is minimal. 
Proof. Different initial states in [G] correspond to different connection 
matrices. By Theorem 5.2, the autonomous response sequence uniquely 
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determines the connection matrix; hence, different initial states in [G] 
generate different autonomous response sequences. So [G] is a minimal 
automaton. (Note that there is no nontrivial permutation of the vertices of G 
which induces a mapping from a state of [G] onto a different state of [G].) 
Q.E.D. 
Let Y(q) be the set of periodic binary sequences except 0 and 1 of period 
(not necessarily least) q. On Y(q) we introduce the equivalence relation: 
Two sequences x, y ~ Y(q) are equivalent, denoted ~ ,-~ 3~, if35 can be obtained 
from ~ by a "proper decimation" followed by a shift. This means that there 
exist d and ~- such that (q, d) = 1 and x~a+, = y~ for all n. The number of 
equivalence classes in Y(q) was determined by Titsworth (1964). The set of 
equivalence classes in Y(q) is denoted Y(q)/~,~. 
THEOREM 5.4. Let G be a split q-automaton. Suppose that x~7 ~and x-~1 ~ 
represent different equivalence classes in Y(q) whenever v~ ~ v j ,  (v, ,  v~), 
(vi , v~) ~ G, and L(vi) = L(vj). Then the automaton [G] is minimal. 
Proof. Immediate from Theorem 5.3 and the definition of Y(q)/~-~. 
Q.E.D. 
In the rest of this section the automata re no longer assumed to be split. 
DEFINITION 5.4. A connection graph G is called proper if for every 
triple of different vertices (vi , v~ , v~) such that (v~, vk), (v~ , vi~) ~ G, 
L(v,) ~ L(vi). 
It is difficult to decide whether or not an automaton is a q-automaton 
unless q is a power of 2. I f  q = 2 ~ and the connection graph of G is proper, 
then G is a q-automaton if and only if (vi , vi) ~ G, j @ t, L(v,) -~ L(%) --  1, 
implies w(£ii , 2 k) is odd; cf. Example 5.1. 
To an automaton G we associate an automaton {G} without any specified 
initial state. The states of{G} are the matrices ((C~,Zi~)) where 0 ~< hii < Pi i .  
P,i is the minimal period of xij- The operation rules of {G} are similar to 
the operation rules of [G]. Once defining an initial state ((C~£~j)) of {G}, 
{G} is operated as  ((Clcs2i,)). The number of states in {G} is Y I i , i P i ,  " 
If  G is a 2k-automaton with proper connection graph, so is ((Ck~ij))  
for each choice of{C~ }. Note that G is also the connection graph of ((Ck, xi,)). 
We shall prove that (under rather mild conditions) (G} is a minimal 
automaton. 
LEMMA 5.1. Let Y~i , "gi' ~ X(q~), 0 <~ i <~ t. Let aji , Yi' be sequences of 
period q. Then 
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1. E~=o £,37~ = Eti=o g,'37,' implies 37, E (fit', 37( @ i}; 
2. gX~=0 g~37~ • = ~2'~=o 2j37, ' and37t6{O, i}, then £t = ~t'. 
Proof. Column no. j in the matrix M(~= o xiy~, q × qt) is 0, 1 if and 
only if (2t)j = 0 or 37t e{~, 1}. Hence, xt is uniquely determined by 
t _ _ 
M(~2,=0 xiyi ,  q × q~) if 37t ¢ {0, 1}. The first column (say no. h) different 
from 0, 1 in the matrix above is 37t or 37t + T decimated by d = w(2t, qt) 
(i.e., picking every dth element), depending on whether (Zti-__~o ~j ; )~ is 0 or 1. 
:ft (or 37t + 1) is then obtained from the matrix by decimating the kth column 
by d -1 modulo q. Q.E.D. 
A sequence 2 is called self-complementary if there exists r such that 
x,+. = x, + 1 for all n. 
THEOREM 5.5. If G is a 2k-automaton with proper connection graph such 
that xi~ is nonself-complementary fo  all (vi , vj) ~ G, then {G} is minimal. 
Proof. The theorem is obviously true if the order of G is 1. Suppose 
it has been proved for all automata of order less than L, and let G have 
orderL. Fix an initial state of{G}, and let G' be the corresponding automaton 
((C7%~j)). Put C~. ~ = 37i~', and let 37(v~.) be the output sequence from 
vj in G'. We shall reconstruct he numbers Ck , and thus the initial state 
of {G} from the autonomous response sequence 37 ----- 37(vt) of G'. Let % be 
the vertex in G on colevel 1 and level L - -  1. Then by Lemma 5.1 37(%) is 
uniquely determined by 37, and 37~ is one of two possible sequences ~ or 
+ 1. As ~ is not self-complementary, y~ = Cn~fl~ is uniquely deter- 
mined. Continuing this process with 37 ~-37(v~)37~, the automaton Cku~i~ 
and y(v~) with v~ on colevel 1, level L - -2  are constructed, etc. Hence, all 
numbers Ck~ can be uniquely reconstructed. The desired result follows 
by applying the induction hypothesis to the automata {Gi} with v~ on colevel 1. 
Q.E.D. 
In some cases it is possible to reconstruct he automaton G from the 
autonomous response sequence when only the connection graph is known, 
and some mild restrictions are put on the component automata. Some 
preliminary results will be needed. 
LEMMA 5.2. The symmetry group of a proper graph is trivial. 
Proof. A symmetry of a graph G is a permutation 50 of the vertices 
{vo, v 1 ..... vt} such that (50(vi), 50(v~)) ~G if and only if (vi, v3) ~ G. It is 
LOOP-FREE COMPOSITE AUTOMATA. II 255  
obvious that symmetries preserve level and colevel of vertices. If  vq,  vz~ ,..., v,,. 
are the vertices on colevel 1 in G, they are all on different levels. Hence, 
9(v,,) = vl, for all j. By induction it is easily proved that ~0(v~-) = v~ for all i. 
Q.E.D. 
LEMMA 5.3. Let G = ((£i,)), Er = ((35i~-)) be 2~-automata with proper 
connection graphs. Suppose w(xii, 2~), w(37~q, 27~) are odd numbers for all 
(vi, %) ~ G, (v~', vq') ~ H. I f  the autonomous response sequences of G and H 
are equal, then G -~ H except for a numeration of the vertices, or G and H 
are nonisomorphic graphs. 
Pro@ Suppose that the connection graphs of G and ~r are isomorphic. 
Let the vertices be labeled such that ~0(vi) = v/where 9~ is the only graph 
isomorphism of G onto H. We shall prove that 2~ = y,j for all i, j. I f  the 
order of G is 1, the lemma is trivially true. Suppose it has been proved for 
all automata of order less than L, and let the order of G be L. 
Suppose that x,t :/: Yit for at least one i. Let %- be a vertex on highest 
level such that x -~y; t .  Repeated application of Lemma 5.1 gives 
2(v~) -~ ~(v~') for all v~ on colevel 1 with L(v~) >~ L(vj). Also x-j~ = 37,t + i. 
Hence, 
y 2 y(v,,)y. 
Llv~)<L(vj) L(v,')<L(v) 
= Z y(v;)(y, + (5.2) 
L(v()<L(v) 
Let vp be a vertex such thatL(%) = L(v;) - -  1 and (%,  v~) ~ G, (%', v,') e H. 
Further let q~ be the set of vertices vr on level L(%) such that (v~, vt) ~ G. 
¢ is either empty or consists of a single member. 
L(v¢)<L(v~) L(v,')<L(v 3) 
~Jr~ 5
w(.y(v~') ..V~., 2~L(v)) ~ 1 modulo 2. 
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This contradicts (5.2). Hence, 2,  = Yit for all i. So 2(v~) = y(vi') for all v~ 
on colevel 1. The desired result follows by applying the induction hypothesis 
to G~, Hi with vi on colevel 1. Q.E.D. 
COROLLARY. ff G is a 27~-automaton with proper connection graph G, 
component automata with w(~i~ , 2 z~) odd if (vi , va) E G, and response sequence ~, 
then G is uniquely determined by G and ~. 
Note in particular that x-ij is never self-complementary when w(gij, 2k), 
h >/1, is odd (cf. Theorem 5.5). 
DEFINITION 5.5. An automaton G with vertices {v 0 , v I . . . . .  ~)t} is called 
series-connected if all vertices are on different levels in G. i.e., (v i , vi+l) ~ G 
for all i, 0 ~< i < t. 
For series-connected q-automata, a converse of Theorem 3.4 and its 
corollary exists. 
THEOREM 5.6. Let G= ((:~i~)) and 11= ((yi~)) be series-connected 
q-automata with the same response sequence ~. Then G and t t  belong to the 
same coset of F(Y(q) k3 {0, 1}) modulo p. 
Pro@ By repeated use of Lemma 5.1.2, it follows that .g(v,)=y(vi )  
for all i. It is sufficient o find binary numbers air such that ao~ = au = O, 
and for all i 
x~t = y ,  + a , i  + ~ al~,Yzk. (5.3) 
k 
The theorem then follows by induction applied to Gt_x, i~t-1 • By recursion 
we find ai~ to satisfy (5.3) for all i. at-l,t can be found by Lemma 5.1.1. 
Suppose we have found (air}, j < i < t, such that (5.3) is valid for each 
i E {j + 1 ..... t}. We shall find a,~ such that (5.3) is also valid for i = j .  This 
will complete the proof. 
We claim that 
J j t -1  
X~(v~)2 ,= ~y(v i ) (y ,+ ~ akty,,,). (5.4) 
4=0 ~=0 k=j+l  
It then follows from Lemma 5.1.1 that x-jr =Yj t  + a~tT + ~,~. akt~JJ~ for 
suitably chosen ajt • We shall now prove (5.4): 
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z=O z=¢+l 
+1 ( ++1 ) 
= 2 + E :f(v+) .Yi+ q- ~ a,+,+.Y+-k.  a , j  
Z=)+l  k=Z--i 
t--1 t--1 7c--1 t--1 
E y(v~)y. + Z a,~, Z Y(~+)y+k  Y a~+y(~) 
i=3+1 1C=3+2 i= j+ l  k=d+l 
d t--1 
= 2Y(v,).Y+t + 2 akt~_Y(vi).Y++ 
+=0 k=j+l  + =0 
( +1) 
= ~oY(Vi Yit @ ~ akty~ • 
k=j+l  
Q.E.D. 
Note that this theorem is valid even if some of the component automata 
except Y~t-l,t, Yt-l,t are 1. 
COROLLARY. Let G be a q-automaton in F(Y(q) u (0, i}). Suppose that 
G i and G 5 are series-connected automata. Then v i and vj belong to the same 
member of I7 i f  and only if 2(vt) = 2(v~). In particular, i f  each G i with v i on 
colevel 1 is series-connected, then vj , v~ ~ G belong to the same member of 17 if  
and only i f  ~(%) = ~(v~). 
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