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Let X be a Banach space; S and T bounded scalar-type operators in X. 
Define A on the space of bounded operators on X by AX = TX - XS if X is a 
bounded operator. We set up a calculus for A which allows us to consider f (A), 
forfa complex-valued bounded Bore1 measurable function on the spectrum of A, 
as an operator in the space of bounded operators whose domain is a subspace of 
operators which we call measure generating. This calculus is used to obtain some 
results on when the kernel of A is a complemented subspace of the space of 
bounded operators on X. 
1 
Let ,1 be a Banach space, S and T operators in X. The operators d -= L1( T, S) 
in the space B(3) of all bounded operators on X is defined as follows: The 
domain of d is the set of all X E B(3E) such that XD(S) C D(T) and such that 
the operator TX - XS of domain equal to the domain of S has a bounded 
extension to all of 3Z. For such an X we define dX to be that bounded extension. 
The properties of this operator have been extensively studied, partially because 
it is interesting in itself, partially in relation to the theory of mathematical 
scattering. Recently, Anderson [l] and Anderson and Foias [2] *studied this 
operator assuming S, T are bounded scalar-type operators on X, their purpose 
being to determine how closely d itself resembles a scalar operator. Our paper 
may perhaps be best described as variations on this topic. We establish a calculus 
for the operator d when S and Tare scalar-type operators on X. The admissible 
algebra is the algebra of all bounded Bore1 measurable functions on the spectrum 
of rl, but it is not quite a calculus sincef(d) X, forf a bounded function, is not 
defined for all X E B(x). We think however that this quasi-calculus has some 
interest and we use it, to get some well-known and some perhaps not so well- 
known results as consequences. 
In the sequel, we use scalar-type operators in the sense of [6] and we refer 
to [4, 61 for the definition of pertinent terms. Following I. E. Segal, we refer to 
an operator as being “on” or “in” a space according to whether it is all the space 
or a subspace of the space. 
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Last, but not least, we wish to express our gratitude to J. M. Freeman for 
his interest and many helpful comments. 
2 
The symbol X will stand for a reflexive, complex Banach space, 11 . 11 denotes 
its norm. We denote by B(X) the algebra of bounded operators on X. 
If M is a Hausdorff space, we denote by Z(M) the u-algebra of Bore1 subsets 
of 1M; by B(M) the algebra of all bounded complex-valued Bore1 measurable 
functions on M. If M is C, the field of complex numbers, we write Z for Z(C). 
R will denote the field of reals. 
If M is a measurable space, by a measurable partition of M we understand a 
finite or countably infinite family of pairwise disjoint measurable subsets of M 
whose union is M. 
Let T be a bounded operator of scalar type on X, E its spectral resolution. Let 
e = sup{l/ E(u)11 1 u E Z>. 
We recall that f(T) is defined for alifE B(C) and f-f(T) is an algebra homo- 
morphism from B(C) to B(X). Furthermore, 
IlfG’Yl G e sup I.041 . 
Recall also that replacing, if necessary, the norm of X by an equivalent norm, 
e = 1 and 
llfP’>ll = SUP If(V 
AWT) 
for allfE B(C) 
(see [3] for details). 
Finally, notice that since we are assuming that X is reflexive, T* is an operator 
of scalar type on X* with spectral resolution E*, where E*(a) = E(a)* for all 
(5 E z. 
We will need the following two results for a scalar operator T E B(X): 
LEMMA 1. Let u ~3, x* E X*. There exists DEB such that If / = 1 and 
ify* =f(T*) x*, then the measure y*(E(.) v) is the total variation measure of the 
measure x*(E(.) u). 
Proof. Let p be the total variation measure of x*(E(*) u). By the Radon- 
Nikodym theorem, there is 4 E L’(p) such that 
x*(E(u) u) = J I) dp 
LT 
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for all u E L’. Obviously, / I/I ( = 1 a.e. b], thus we may assume that j I/ 1 =- 1 
everywhere. The lemma follows with f  = 4. 
Remark. I f  u E 3E and x*, y* E X* are related as in the lemma, we have 
e-1 11 x* jl < /: y” I/ < e il x* 11 . 
In particular, if e = 1, we have 11 x* 11 I= sly* /I . 
LEMMA 2. Let u E X. There exists xx in X* such that the measure x*(E(.) u) 
is nonnegative and such that E(a) ?I = 0 f OY u E .Z if and only ;f x*(E(a) u) = 0. 
Proof. \Ve particularize the proof of Theorem 2, Chapter IV, Section 9 of [5] 
to the vector-valued measure E(.) u. As shown there, there exist elements 
xjn)* E X* of norm <I ; for i = l,..., m, , II = 1, 2 ,..., such that if ,o~,~ is the 
total variation measure of the measure 
x{““(E(. u)), 
then the measure 
A = c 1 2-(79,,, 
71-l i=l 
satisfies: h(a) = 0 implies E(o) u = 0. By Lemma 1, there is yjn)* in x:” of 
norm <e such that 
yi”‘*(E(.) u) = pn,i. 
The lemma follows with 
3 
In this section, we let S and T be scalar-type operators on ;t: and let E and F 
be their respective spectral resolutions. Let 
e = sup II E(o)11 , f = sup II F@l!; cr ranging over Z. 
We define 
A: B(X) + B(X) 
by dX =m T-Y - XS for X E B(X) and denote by N(d), R(d), respectively, 
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the kernel and the range of A. By R(A) we mean the closure of R(A) in the 
uniform operator topology. 
We need the following two measure theoretical lemmas: 
LEMMA 1. Let (M, ‘$I), (N, ‘$I) be measurable spaces; p a function from the 
Cartesian product of 93 and % to C. If p is a measure in each variable separately, 
then the map 
u x T-+P(U,T) 
extends (uniquely) to an additive set function on the algebra in M x N generated by 
the rectangles o x T; o E Z, T E 2:. 
LEMMA 2. Let M, N be Hausdorff; p a function from the Cartesian product 
of Z(M) and Z(N) to C which is a regular Bore1 measure in each variable separately 
If the supremum of 
as h , u2 ,-3, bl, 72 ,.,.} range over all Bore1 measurable partitions of M and N 
respectively, is finite, then the map u x 7 + p(u, T) extends (uniquely) to a regular 
Bore1 measure in M x N. 
The proofs of these lemmas are straightforward, though tedious, and will be 
omitted. 
Let 93 be the algebra in C x C generated by all rectangles u x T; (T, 7 E Z. 
Let X E B(x). I f  u, 7 E Z, we set 
Px(u x T) = E(o) XI+-). 
It is an immediate consequence of Lemma 1 that Px extends to a finitely additive 
operator-valued function, which we also denote by Px , on %. We will say that X 
is measuring generating i f f  for each x* E X*, u E X, the map 
u x 7 + x*(PX(u x T) u); U,TEZ (1) 
extends to a Bore1 measure in C x C. 
If  X E B(x), x* E X*, u E 3E and if the map (1) extends to a Bore1 measure in 
C x C, we will denote the value of this measure at 8 E Z(C x C) by x*(P,(8) u) 
and say .*(Px(.) u) is a Bore1 measure. Thus X is measure generating i f f  
x*(Px(.) u) is a Bore1 measure for all EC* E 3*, u E 3E, in which case we have an 
operator P,(S) E B(x) for all 6 E Z(C x C). 
PROPOSITION 1. Let X E B(I). If X E N(A) or if X is of jnite range, then X 
is measure generating. 
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Proof. Let x* E J*, u E X. Assume first that X E N(d) and set p(o, T) =: 
x*(Px(a x T) u), for o, 7 E Z. Since XF(T) = E(T) X for all T E 2, we have 
p(u, T) = x”(E(c7 f-7 T) Xu) 
and it can be immediately varified that p is a regular Bore1 measure in each 
variable separately. Choose y* E X* such that y*E(.) XU) is the total variation 
measure of x*(E(.) X24). I f  (q , CT* ,... }, (7i , 7:! ,... } are measurable partitions of C, 
we have 
By Lemma 2, the map (1) extends to a Bore1 measure in C x C, hence X is 
measure generating. 
Assume now that X is of finite range. Then we may as well assume that 
X = y*(.) v; y* E X*, v  E X. In this case, if u, P E Z we have 
x*(PJu x T) u) = x*(E(u) v) .y”(F(T) u) 
and the map (1) extends to the product measure x*(E(.) v) x y*(F(.) u). Hence 
X is measure generating, concluding the proof of the proposition. 
Let X E B(X) be measure generating. If  4 E B(C), we define d(d) X E B(X) by 
x*(4(4 x4 = Jcxc4(x - CL) dx*Px(k PL) u) (2) 
for all s* E X*, u E 3Z. 
PROPOSITION 2. Let 4 E B(C) and assume that + vanishes on the spectrum of A. 
Then +(A) X = 0 ,for all measure generating X E B(X). 
Proof. Let X E B(X) be measuring generating. Since u(A) = u(T) - u(S) 
(see [S]), if h, PE and h - p $ a(A), there exist open sets U, V in C, (h, CL) E U x V 
such that at least one of U n a(T), V n u(S) is empty. But then Px(u x T) = 0 
for all o, 7 E Z such that u C U, 7 C I’; since E, F are supported, respectively, 
by cr(T), u(S). Thus, for all x* E 3*, u E X, U x V is a null set for the measure 
x*(Px(.) u), implying that this measure is supported by 
That +(A) X = 0 now follows from the definition (2). 
Because of this proposition, we may still use (2) to define +(A) X, X E B(X) 
measure generating, when + E B(u(A)). 
PROPOSITION 3. Let X E B(X) be measure generating. Then +(A) X is measure 
generating for all 4 E B(C) and zy+, $I E B(C), we have 
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(4 (d + #) (4 x = w x + w x 
(ii) W) (4 x = 444 W) X)9 
(iii) $(A) x = C(O) x if x E N(A). 
Furthermore, ;f$,, = 1 and C$~ is the identity function on u(A), then $,(A) X = X, 
+,(A) X = AX. 
Proof. Let + E B(C). If x* E 3E*, u E 3E; u, T E 2, we have 
x*(W d(A) XFb) 4 = lx, W - t-4 dx*(Px(k P) 4, 
proving that $(A) X is measure generating and that the measure x*(0+(&.) U) 
is absolutely continuous with respect to the measure x*(PJ.) u), with Radon- 
Nikodym derivative $(A - p). Hence, if 4, I+!J E B(C), 
proving (ii). 
If X E N(A), Px(, x T) = E(u n T) X. It follows that P,(8) = P,(8 n D), 
where D is the diagonal of C x C; all 6 E Z(C x C). For x* E X*, u E 3E, 
x*(W) W = I D $0 - P> dx*(Px(h d 4 
= W) x*(pm 4 = d(O) ~*(-w, 
proving (iii). 
That +,(A) X = X is trivial, so is (i). It only remains to prove $,(A) X = AX. 
We will show 
I f (4 A4 dx*V’x(h CL) 4 = x*(f(V -Q(S) 4, cxc (3) 
for x* E 3E*, u E X; f, g E B(C). This is clear if f = x0 , g = x7 are the character- 
istic functions of sets u, 7 E Z. It now follows for f, g E B(C) by the standard 
arguments. 
But P.J.) is supported by u(T) x u(S) (in fact by (u(T) x u(S)) A 
{(A, p) / h - p E U(A))), (3) makes sense and is true for measurable f, g: C -+ C 
which are bounded on u(T), u(S), respectively. Taking first f (A) = A, g(p) = 1; 
then f(h) = 1, g(p) = CL, 
x*(+,(A) Xu) = x*(TXu - XSu) 
follows easily from (3). This concludes the proof of the proposition. 
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4 
In this section we continue with the notation of the previous section. 
Let 7r = (q ,..., a,} be a Bore1 measurable partition of o(T) u c(S). If 
X E B&E), we set 
X(x) = f E(q) XF(q), X(T) = x - X(7-r). 
i=l 
If 77 = {cri ,..., u,}, 7r’ = (q’,..., a,‘} are partitions of u(T) U a(S), we will say 
thatrr<rr’iffu,no;‘#: for 1 <k<m, 1 <j<nimpliesui’Cuk. 
LEMMA 1. Let v = (~1 ,..., u,} be a measurable partition of u(T) u u(S). If 
X E B(x), we have 
II -vol G 41 XII * 
Furthermore, if CL, ,..., OL, are distinct points of C and we define 
T’ = 2 ariE(ui), S’ = =g aiF( 
i=l i=l 
A’X = T’X - X5” for X E C(.%), 
then X(r) E N(A’), x(n) E R(A’), where N(A’), R(A’) are respectively, the kernel 
and the range of the operutor A’ on B(X). 
Proof. Let CL, ..., c+,, E C, ai # CQ if i # j and de$ne T’, S’ as above. Obviously, 
for X E B(x), 
T’X(77) = 5 oliE(Ui) XF(Ui) = x(r) S’, 
i=l 
thus X(n) is in N(A’). Notice that X(r) is the sum of E(u& XF(uj) over all 
(k, j) with k # j. Since 
E(uk) XF(q) = A’(@, - CQ)-’ E(uJ XF(uJ) 
if k # j, X(r) E R(A’) follows. 
To prove the first part of the lemma, let 01~ ,..., “I, be distinct points in R 
and define T’, S’ as above for this choice of ai’s. Let YE B(3E) be such that 
X(n) = A’Y. Then 
exp(itT’) X exp( -its’) = X(v) - i & [exp(itT’) A exp( -its’)]. 
Since I/ exp(isT’)II < e, 11 exp(isS’)jl <f for all s E R, we obtain 
ef 11 X j/ > 11 exp(isT’) X exp(-isS’)jl 
(4 
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for all s E B. Integrating this last inequality from 0 to t with respect to ds and 
using (4) we get 
tefll XI/ > 11 tX(r) - i[exp(itT’) Y exp(--itS’) - Y] I/ 
2 t II X(4ll - (1 + ef> II y  II * 
Dividing by t and letting t -+ co concludes the proof of the lemma. 
COROLLARY. Let rr = ((31 )...) am} be u measurable partition of u(T) u o(S), 
let oil ,..., a, be distinct points of C. Defke T’, S’, A’ as in the statement of Lemma 1. 
If A E N(A’), B E R(A’), then II A + B j/ > (ef )-I /I A jl . 
Proof. Let X = A + B. Then X(W) = A and the corollary follows. 
PROPOSITION 1. Let 
be a sequence of measurable partitions of u(T) u a(S) such that r, < w,,+~ for 
n = 1, 2,... and such that 
E, = max{diam UP' I 1 < k < m,,} 
converges to 0 as n goes to co. 
Let X E B(s), assume X = A + B, with A E N(A), B E R(A). If X, = X(T,), 
&, = z%(n-,J, then 
II Xv, - A II -+ 0, ll-Kz-Bll+0 
as n-+ co. 
Proof. Choose ar’ E up’, 1 < k < m, and set 
T,, = T cpE(uIc”‘), s, = F cpF(u’,n’). 
k=l k=l 
Then )I T - T, 11 < E, , I( S - S, Ij < E,, for n = 1, 2 ,.... By Lemma 1, 
X, E N(A,) and there is Y, E B(3E) such that X, = A,Y, , where 
A,Z = T,Z- ZS, for Z E B(X); n = 1, 2,.... 
Let E > 0 be given and let E E B(3E) be such that jl B - AZ II < c/3. Let n, be 
such that n > n, implies E, < e/(3 I/ Z II). Then, for n > n, , 
II B - 4zIl < II B - WI + II T - Tn II II Zll + II S - &z II II Zll 
< (E/3) + 2% II z II < E. 
(5) 
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On the other hand, 
B - A,2 = (B - 2,) + (xn - 0,Z) 
and 2, - d-2 obviously belongs to R&l.) while B - xn = X, - .I is in 
N(A,). By (5) and the corollary to Lemma 1, we obtain 
if n > n, . This concludes the proof of the proposition. 
Combining this proposition with the corollary to Lemma 1, we obtain 
PROPOSITION 2. If A E N(d), B E R(d), then 
I/ A + B II 3 WY II A II . 
In the terminology of [2], Proposition 2 states that R(d) meets N(d) at angle 8, 
where sin 0 > (e&l. If e =f = 1, then R(d) is othogonal to N(d). This occurs, 
for instance, if T and S are normal operators in a Hilbert space. 
Now let 
(4 (n) “n = {u, 7**.> GJ 
be a sequence of measurable partitions of u( T) u o(S) satisfying all the conditions 
of the statement of Proposition 1. If we set 
6, = “iri (p x ujn)), 
j=l 
we see that S,5 S,+l for n = 1,2,... and fir=‘=, S, = D, where D is the diagonal 
of C x C intersected with o(T) x u(S). 
Thus if X E B(X), x* E X*, u E 3E and if x*(Px(.) U) is a Bore1 measure, then 
x*(P,(D) u) = $+% x*(P&,) u). 
Since P,(S,) = X(rr,), this proves 
LEMMA 2. Let (v,} 6e a sequence of measurable partitions of u(T) u u(S) 
satisfying all the conditions of Proposition 1. If X E B(X), x* E X*, u E X are such 
that x*(PJ.) u) is a Bore1 measure, then 
x*(P,(D) u) = ;i% x*(X(,,) u), 
where D is the diagonal of C x C. In particular, 
I x*(Px(D> u)l < ef II x* I/ II u II i/ Xl! . 
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5 
For the time being, we continue with the notation of the previous sections. 
We investigate here when N(d) is a complemented subspace of B(x). 
LEMMA 1. If each X E B(X) is measure generating, then N(A) is Q comple- 
mented subspace of B(x). 
Proof. In this case, $(A) X is defined by (2) for all X E B(3E) and all 4 E B(C). 
The map 4 --+ +(A) is then an algebra homomorphism from B(C) to B(B(X)). 
Let + be the characteristic function of the set (0). The bounded operator 
+I) is easily seen to be a projection of B(3) onto N(A). The lemma follows. 
The condition of the lemma is not very useful since it seems extremely 
unlikely that one should have all bounded operators measure generating except 
in very particular cases. In fact, this condition is almost contradictory with the 
reflexivity of 3E since it is not probable that, even for fixed measurable partitions 
(q , u2 ,... }, (TV, ~~ ,... } of C, a sum of the type 
will converge for all x* E 3E*, u E 3E, X E B(x), unless at least one of 
converges, respectively, for all x* E 3E* or for all u E fi. But then X* or 3E contains 
a closed subspace isomorphic to P. 
The main case covered by the condition of Lemma 1 is 
LEMMA 2. If a(T) OY U(S) is jinite, then all X E B(3) are measure generating 
and N(A) is a complemented subspace of B(X). 
Proof. Since X is reflexive, it suffices to prove the lemma assuming that 
u(T) is finite, say u(T) = (01~ ,..., a,}. 
By Lemma 2 of Section 3, we will be done if we prove: There exists ME R 
such that if X E B(X), X* E 3Z*, u E X, and {or , ~a ,...} is a measurable partition 
of C, then 
,& I x*V-VWd 4 G M II XII II x* II II u II; (6) 
where Ek = E({a,}). Let Cam be complex numbers of absolute value one such that 
ckix*(E,XF(.rj) u) = I x*(E,XF(TJ u)l , 
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1 < k < m, j = 1, 2 ,.... Define 
V(~C = f C,jF(Tj) U, 1 <k<m. 
j=l 
The sum in (6) reduces to 
f x*(Ekxvk) 
k=l 
which is bounded by 
I/ x* 11 /I x 11 f I/ Ok II < ,,ts? 11 x It 11 x* I/ // u /I > 
k=l 
since vk = fk( T) U, where fk is everywhere of absolute value one. This concludes 
the proof of the lemma. 
A more interesting condition is stated as 
PROPOSITION 1. If @I = {PI, Pz ,*.. } is countable, then N(O) is a comple- 
mented subspace of B(x). 
Proof. Set Fj = F({pj}), j = 1, 2 ,.... If 
h , ‘T2 ,...>, (71 > 72 v-1 
are measurable partitions of C, we have for all X E B(X), x* E 3E*, u E 3E, 
Thus 
x*(E(u,) XF(7j) u) = 1 x*(E(uk) XF,u). 
hIWpETj) 
,f 1 1 X*(E(uk) XF(d @)i < f I X*(E(uk) XF,u:l 
,- 7&p-1 
and by Lemma 2, Section 3, x*(Px(*) ) u is a Bore1 measure if (and only if) the 
supremum of 
,csl 1 X*(E(ukk) XF,u)l 
as 65 , u2 , . ..} ranges over all measurable partitions of C, is finite. In particular, 
the argument used in the proof of Lemma 2 shows that this supremum is finite 
if u E 3E is such that F,,u = 0 for all but a finite number of p’s. Set 
D = {u E X 1 F,u = 0 for all but a finite number of p’s}. 
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Formula (2) makes sense if 4 E B(C), X E B(x), x* E 3E*, and u ED, thus we 
can use it to define, for x E B(X), +(A) X as an operator in 3Z of domain D. 
Let 4 be the characteristic function of the set {O}. For X E B(x), x* E X*, 
u ED, we have 
where D is the diagonal of C x C. By Lemma 2 of Section 4, 
I x*kW -WI G ef II XII II 24 II II x* II (7) 
implying, since D is dense in 3E, that $(A) X extends uniquely to a bounded 
operator QX on 3E. The operator Q: X-t QX on B(X) is bounded, in fact 
11 Q 11 < ef by (7). Since for all o E 2, A, p EC, 
(where x0 is the characteristic function of u), we obtain E(a) QX = (QX)F(u) 
for all X E B(x), u E Z. This follows from (2) plus the fact that 
Thus QX E N(d) for all X E B(X). If X E N(d), then X is measure generating 
and QX = X by Proposition 3, part (iii) of Section 3. This proves that Q is a 
bounded projection of B(3E) onto N(A), concluding the proof of the proposition. 
It seems likely that in most if not in all cases where N(d) is a complemented 
-- 
subspace of B(x), we have B(3E) = N(d) @ R(d) where R(d) denotes the closure 
of R(d) in the strong operator topology of B(X). 
This is fairly easy to establish under the additional assumption 
S = T = f h,E, , Ei = E(ihl), 
i=l 
the sequence {A, , A, ,... } being bounded. In fact, if X E B(x), it follows from 
Lemma 1 of Section 4 (and the reflexivity of 3E) that it makes sense to define 
operators 
Tx = f E,XE, , Bx = X - A = f E,XE,, 
i=l i&=1 
the series converging in the weak operator topology. It also follows that 
1) A, (( < efll X (I . Furthermore, if X E R(d), then so does EiXEi for i = 1,2,.... 
But then EiXEi = 0 and X = B, . That X E N(d) if and only if X = A, is 
clear. Since obviously E,XE, E R(d) for all X E B(3E) if i # j, our assertion 
follows. In fact, this proves 
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PROPOSITION 2. I f  T = CL, XiE({hi}) = S, (An} E PC, then R(d) meets N(A) 
at angle 3 arc sin(ef)-l and 
C(B) = N(d) @ R(d). 
--- 
It should be remarked here that, in general, B(3E) = IL’(A) + R(d) (for 
details, see [7] from where we borrowed the notation R(d)). What may fail is 
N(d) n R(A) = 0. For example, it is not too difficult to show that if S = T and 
T is a self-adjoint operator in a Hilbert space with a nonvanishing absolutely 
continuous part, then the projection of the Hilbert space onto the space of 
absolute continuity of T is in R(d). 
In [2], Anderson and Foias proved that in a Hilbert space H, d is scalar if and 
only if a(T) u o(S) is finite. Perhaps the main part of their proof consists in 
showing that if B(H) = N(A) @ R(d), then any common point of g(T) and 
a(S), is an isolated eigenvalue of finite multiplicity of the other. To prove this, 
they proceed by contradiction and construct an operator X E B(H) orthogonal to 
N(0) @ R(d). A similar operator X’, just X modified by convergence factors, 
would make sense in the Banach space X. We can use our methods to prove that 
,Y’ is measure generating and that the assumption B(x) =: :V(d) @ R(d) forces 
9’ E R(d). Then an application of Proposition 1 of Sectino 4 allows one to 
obtain X’ as the uniform operator topology limit of a sequence of operators of 
finite range, in particular X’ must be compact. The operator X of Anderson 
and Foias reached in the Hilbert space case, where we may assume X’ _- ,Y. 
We hope to be eventually able to explore the Banach to the cited article of 
Anderson and Foias for details. Here we limit ourselves to mentioning that in 
virtue of Lemma 2 of Section 2, if T = S and there exists u E X such that the 
space 
{f(T) u i f E B(C)) 
is dense in 3E (and this can always be assumed in the Hilbert space case), then the 
following approach can be used: Let x* E Xc be such that the measure 
p = x*(E(.) U) is positive, E(a) u = 0 if and only if p(u) = 0. Then for each 
z’ E 3E, there isfv EU(~) such that X*(V) = Jcfv dp. This allows us to identify x 
with a (nonclosed) subspace of Ll(p) and questions such as whether B(x) 
decomposes into the direct sum of N(d) and R(d) seem to depend on how 
“close” 3E is toLl(p). For example, if is a Hilbert space, then X =L2(p) and we 
just have obtained the usual spectral theorem for the normal operator T. 
Similar arguments to those that work in a Hilbert space, go through when 3s is 
isomorphic to a direct sum of spaces of the typeln(p) @ LQ(p), (l/p) + (1 /q) = 1, 
and p ranges over a bounded set of real numbers 31 $ E, E > 0. Since the 
proofs would be just variants of previous arguments and since we do not know 
whether there is any interest in such a situation, we will not develop these argu- 
ments here. 
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