Computational fluid dynamics models based on Reynolds-averaged Navier-Stokes equations with turbulence closures still play important roles in engineering design and analysis. However, the development of turbulence models has been stagnant for decades. With recent advances in machine learning, data-driven turbulence models have become attractive alternatives worth further explorations. However, a major obstacle in the development of data-driven turbulence models is the lack of training data. In this work, we survey currently available public turbulent flow databases and conclude that they are inadequate for developing and validating data-driven models. Rather, we need more benchmark data from systematically and continuously varied flow conditions (e.g., Reynolds number and geometry) with maximum coverage in the parameter space for this purpose.
Introduction
Although turbulence affects natural and engineered systems from sub-meter to planetary scales, fundamental understanding and predictive modeling of turbulence continue to defy and bedevil sci-discusses the bottleneck of training data for data-driven turbulence modeling.
The need for parameterized datasets for data-driven turbulence modeling
Training datasets play pivoting roles in developing algorithms in machine learning and datadriven modeling. For example, in the field of image classification and computer vision, the dataset ImageNet has greatly facilitated the advancement of machine learning algorithms in the past decades [17] . As of now, the ImageNet dataset contains 14 million images hand-annotated with one of the 20,000 labels, which indicates what object is pictured [18] .
Currently available public datasets are inadequate for training and testing data-driven turbulence models for RANS simulations. For example, the JHU database consists of DNS data of simple flows such as homogeneous isotropic turbulence and plane channels flows of friction Reynolds numbers ranging from Re τ = 180 to Re τ = 5200 [19, 20] . Despite the high quality and large amounts of the data, such flows are not the focus of RANS modeling. The AGARD dataset [21] consists of a number of flows of engineering interests, but the data are meant for validating LES. The NASA Langley turbulence modeling portal [22] contains a number of complex flows of interest to the RANS modeling community. This database is unique in that it is intended to serves as verification of user-implemented RANS turbulence models rather than for validation efforts. That is, they provided the solution a particular RANS turbulence model should produce rather than the true physical solution, although the data for the latter are often available as well. All the above-mentioned datasets consist of representative flows that are clearly distinct from one another.
For example, typical flows include attached boundary layers, separated flows, bluff body wakes, and jets. While such dataset are suitable for validating the implementation of traditional models, they are not suitable for developing data-driven models. In summary, existing high-fidelity simulations (DNS and LES) are performed to probe turbulent flow physics, and the simulations are often performed on representative but sufficiently different configurations. As a result, existing benchmark databases [21] [22] [23] [24] [25] are sparsely scattered in the parameter space, as they were generated for understanding flow physics or validating CFD solvers.
There are two noteworthy exceptions. First, Pinelli et al. [26] performed DNS of fully developed turbulent flows in a square duct at Reynolds numbers ranging from 1400 to 2500. The data are well curated and publicly available at their institutional website [27] . This flow is of great interest to the turbulence modeling community, because the in-plane secondary flows (recirculation) induced by the imbalance of Reynolds normal stresses cannot be captured by linear eddy viscosity models (the most commonly used models at present). This feature is challenging to capture even with advanced models such as nonlinear eddy viscosity models and Reynolds stress transport models. A shortcoming of this dataset is that the series of flows differ only in Reynolds numbers and not in geometry. It would be a more challenging test if a model trained on flows in square ducts are used to predict flows in rectangular ducts. The same group has performed DNS of flows in rectangular ducts, but the data are not yet publicly available. Another set of flows that can potentially be used for developing data-driven models is the flows separated from smoothly contoured surfaces.
With benchmark data scatted in the NASA database [22] and the ERCOFTAC database [23] , these include flow in a wavy channel [28] , flow over a curved backward facing step [29] , flow in a converging-diverging channel [30] , and flow over periodic hills [31] . However, even the configurations in such an extensively studied class of flows can differ from each other dramatically in terms of obstacle-height based Reynolds number (ranging from O(10 2 ) to O(10 5 )), periodicity, and flow reattachment.
Similar to other application fields of machine learning, training and testing of data-driven turbulence models require data from systematically and continuously varied flow conditions (e.g., Reynolds number, geometry, angle of attack, and pressure gradient) with a maximum coverage of parameter space. Such a parameter-sweeping database is essential for researchers to test the predictive generality of their data-driven models. For example, while each data-driven turbulence model has its own characteristics and generalization capability, one can reasonably expect a datadriven model trained on one class of flows (or a larger dataset consisting these flows as a subset)
to be able to predict other flows of the same type. For example, a model trained on attached boundary layers of various pressure gradients should be able to predict a flow with a pressure gradient unseen in the training data, possibly even higher or lower than any of the flows, i.e., involving extrapolation. However, it would be demanding if it is used to predict flows with physics absent in the training flows, e.g., flow with massive separations. Unfortunately, despite the two exceptions above, generally speaking one can state that databases tailored for data-driving modeling of turbulent flows are lacking [32] . As a result, developers of data-driven models have relied on their own in-house datasets [10, 12, 13] , making it difficult to compare different methods rigorously due to the different datasets they used. A comprehensive, publicly available database specifically built for data-driven turbulence modeling is essential for the growing community.
Building a parameter-sweeping database for data-driven turbulence modeling
Data-driven turbulence modeling requires datasets of flows at systematically varied flow conditions. As such databases are meant to be used for training and evaluating data-driven turbulence models, it is not of high priority to achieve high Reynolds numbers that are close to practical flows (although it is certainly desirable if resource permits). Nevertheless, as a benchmark database, the quality and reliability of data are still of paramount importance. In light of such unique requirements, we aim to build such a database by using carefully performed Direct Numerical Simulations (DNS). It is expected that small-scale experiments can be leveraged to achieve the same objectives.
On the other hand, large eddy simulations would be less ideal as they involve the modeling of sub-grid scale stresses and thus leads to uncertainties that are difficult to quantify.
We choose separated flows as a starting point to build a database tailed for development and evaluation data-driven turbulence models. Turbulent flows separated from a smoothly contoured surface are ubiquitous in natural and engineered systems from rivers with complex bathymetry to airfoils and gas turbines at off-design conditions (e.g., stall and take-off). Such flows are highly complex and depend on Reynolds number, boundary geometry, the presence of mean pressure gradient and acceleration, among others. In particular, these flows are characterized by strong non-local, non-equilibrium effects, which clearly violates the equilibrium assumption (between turbulence production and dissipation) made in most eddy viscosity models. Currently, no models performs generally well in flows with equilibrium turbulence (e.g., attached boundary layer) and in those with non-equilibrium turbulence (separated flows). A dataset of separating flows of parameterized geometries would be valuable additions to the existing benchmark databases for data-driven turbulence modeling. The design methodology proposed here for generating databases of parameterized flow configurations can be extended to other geometries such as airfoils of parameterized shapes and angles of attack, or wall-mounted objects in flows at various pressure gradients.
The rest of the paper is organized as follows. Section 2 introduces the design of the cases and the methodology used in the direct numerical simulations for generating the data. Section 3 presents an example to illustrate the process of constructing and testing a machine learning based model based on this dataset. Furthermore, selected mean flow features and the output are analyzed to shed light on the working of machine learning based flow prediction. Finally, Section 4 concludes the paper.
Methodology
The flow over periodic hills is widely utilized to evaluate the performance of turbulence models due to the comprehensive experimental and numerical benchmark data at a wide range of Reynolds numbers [31, 33, 34] from Re = 700 to 10595. The geometry of the computational domain is shown in Fig. 1a . Recently, Gloerfelt and Cinnella performed LES for flows in the same geometry [35] at Reynolds numbers 2 up to 37000. However, benchmark data with systematically varied geometry configurations is still lacking. In this work, we performed DNS to build a database of separated flows of the periodic hill geometry [31] with various steepness ratios ( Fig. 1b , c) at Reynolds number Re = 5600, which is based on the crest height H and the bulk velocity U b at the crest. Periodic boundary conditions are applied in the streamwise (x) direction, and non-slip boundary conditions are applied at the walls. The spanwise (z) direction is homogeneous (periodic boundary conditions for the DNS) and thus the mean flow is two-dimensional.
The variation in geometry (as shown in Fig. 1c ) causes incipiently-separated, mildly-separated, and vastly separated flows to occur (see Fig. 2 ). The data have been used in our previous works on developing and evaluating data-driven turbulence model based on physics-informed machine learning [12, 37, 38] . Great caution was exercised in ensuring the quality of the simulations by comparing with the previous benchmark data [31] in both the mean velocities and the Reynolds stresses (detailed in Section 2.3). 
Numerical methods
Direct numerical simulations are performed by solving the forced incompressible Navier-Stokes equations for a fluid with a constant density ρ:
where ⊗ indicates outer-product of vectors; p(x, t) is the pressure field and u(x, t) the velocity field;
x and t are spatial and temporal coordinates, respectively. The forcing field f (x, t) is used to enforce boundary conditions through an immersed boundary method and to ensure a specified mass flux. Note that convective terms are written in the skew-symmetric form, which allows the reduction of aliasing errors while retaining energy conserving for the spatial discretization permitted in the code [39] .
These equations are solved on a Cartesian mesh with the high-order flow solver Incompact3d, which is based on sixth-order compact schemes for spatial discretization and a third-order Adams-Bashforth scheme for time advancement. The code is publicly available on GitHub [40] . To treat the incompressibility condition, a fractional step method is used, which requires to solve a Poisson equation and it is solved fully in the spectral space. The divergence-free condition is ensured up to machine accuracy by utilizing the concept of modified wavenumber. The pressure mesh is staggered from the velocity mesh by half a mesh point to avoid spurious pressure oscillations. The modelling of the hill geometry is performed with a customized immersed boundary method based on a direct forcing approach that ensures a zero-velocity boundary condition at the wall. Following the strategy of [41] , an artificial flow is reconstructed inside the 2D hill in order to avoid any discontinuities at the wall. More details about the present code and its validation can be found in [42] . The can be used with up to one million computational cores [43] .
The solver Incompact3d has been used recently for a variety of projects ranging from the study of the main features of gravity currents [44] [45] [46] , performance analysis of active and passive drag reduction techniques [47] [48] [49] , heat transfer feature of an impinging jet [50, 51] , wake-to-wake interactions in wind farms [52, 53] , and non-equilibrium scalings of turbulent wakes [54] [55] [56] . 
Flow set-up
Following the design of the baseline periodic hill geometry, the coordinates of the hill are represented as piecewise third-order polynomial functions (detailed in Appendix A). The second hill geometry is described by the same equation with a horizontal translation.
When varying the slope of the hills, we keep its height H constant and change its width.
The length of the flat section between the hills, which is 5.142 in the baseline geometry, is kept constant as well. Therefore, total horizontal lengths L x of the computational domain for the varied geometries are thus given by
The parameter α changes the width of the hill by elongating the x-coordinates of the geometry.
The distance between the first hill geometry and the second hill geometry thus changes with α.
The reference case corresponds to α = 1 and a crest-to-crest distance of L x = 9.
The initial condition for the streamwise velocity field is given by An example visualization of the instantaneous flow field is presented in Figure 3 
Mesh sensitivity study and validation to benchmark data
We have performed careful validations with existing simulations of flow over periodic hills. The comparison of normal stress component τ yy also showed a similar good agreement as in Fig. 4b and is omitted here for brevity.
In order to demonstrate the convergence of resolved turbulence stresses in our database, we further performed simulations with either a larger time step ∆t = 2∆t or coarser spatial resolutions.
The results from these simulations are compared with the results of the original simulation in Figs. 5 and 6. It can be seen that the turbulence stresses τ xx and τ xy do not show any noticible changes by coarsening the temporal or spatial resolutions of the original simulation. Therefore, the convergence of resolved turbulence stresses has been achieved with the resolutions of the simulations presented here.
Data Analysis, Machine Learning, and Interpretation
The data generated by performing DNS on the designed cases as described in Section 2 are made available in a public GitHub repository [57] and will also be distributed through the NASA Turbulence Modeling Portal [22] . The data include mean pressure field, mean velocities fields, and second order statistics (Reynolds stress fields). As such, our dataset are primarily valuable for developing RANS-based turbulence models. Based on the current literature, most data-driven turbulence models are constructed from these quantities or those derived therefrom, such as strainrate and rotation-rate (the symmetric and anti-symmetric parts of velocity gradient), pressure gradient, and streamline curvature. We recognize that future models may need high-order statistics (e.g., velocity triple correlation tensor, pressure-strain rate tensor), which will be recorded in future simulations.
From these mean pressure and velocity fields, various other features can be derived. Table 2 shows a set of five hand-crafted mean flow features following that of Ling and Templeton [58] and Wang et al. [11] . In a typical RANS simulation, these quantities would be available, and such mean flow features have been used to predict the reliability of linear eddy viscosity models [58] , the discrepancies of the RANS-modeled Reynolds stresses [11, 59] . They can also be used to predict Reynolds stress itself or the eddy viscosity [60] without relying on any baseline RANS models [13] .
The specific choice of mean flow features (inputs) and the output quantities (Reynolds stress, eddy viscosity, or their discrepancies, or the symbolic form of the Reynolds stress-strain-rate function)
are what differentiate the data-driven models.
Problem formulation
We aim to present a methodology of generating DNS benchmark datasets of systematically varying flow configures for data-driven turbulence modeling. As such, we refrain from advocating any particular data-driven turbulence model. Here we use an example to illustrate the possible usage of our dataset for training and testing data-driven models. To this end, machine learning models are constructed to predict Reynolds stress anisotropy based on the mean flow features q shown in Table 2 , which is a subset of what were used in [11] . The original features that are based on quantities from RANS solvers (e.g., turbulent kinetic energy k and dissipation rate ε) are omitted here as no RANS simulations are performed in this work. Only DNS data are used in this example. The output quantities as the anisotropy of the Reynolds stress tensor defined based on the following eigen-decomposition:
where k is the turbulent kinetic energy; I is the second order identity tensor; V and Λ = diag[λ 1 , λ 2 , λ 3 ] are the eigenvectors and eigenvalues of the Reynolds stress anisotropy tensor. The eigenvalues are further mapped to the Barycentric coordinates (C 1 , C 2 , C 3 ) as follows [61] :
The coordinate of a point ξ ≡ (ξ, η) in the Barycentric triangle can be expressed as that of the three vertices (ξ 1c , ξ 2c , and ξ 3c ), i.e., ξ = C 1 ξ 1c + C 2 ξ 2c + C 3 ξ 3c . The Barycentric triangle and the ξ-η coordinate system are illustrated in Fig. 7 . Our example problem thus consists of (1) learning the functional mapping q → ξ from mean flow features q to a frame-independent quantity ξ of the Reynolds stress from training data and (2) assessing the predictive performance of the learned function on a new flow.
Machine learning models used in this work
We use two machine learning models, random forests [63] and fully-connected neural networks, to build such mappings and to compare their performances in predictions. A brief introduction of the two models are given below for readers who are not familiar with machine learning. in Fig. 8 , with each layer corresponding to a vector (e.g., q (input layer), h (hidden layer), or y (output layer)) and each neuron an element therein. Deep learning utilizes neural networks with many layers. Neural networks with at least one hidden layer are universal approximators, i.e., they can represent any continuous function on a compact domain to arbitrary accuracy, given enough hidden neurons [64] . In this work, the input and output layers have 5 and 2 neurons, respectively, which are dictated by the given problem. We use seven hidden layers with 36 neurons in each layer.
The ReLu activation function is used. In the training we used 1000 epochs with a learning rate of 0.01.
Random forests are an ensemble learning method based on decision-tree regression models.
Decision-tree models stratify the feature space into different non-overlapping regions so as to minimize the in-region variance of the training data. Then they predict the response for a given test input using the mean of the training observations in the region to which that test input belongs.
Regression tree models are simple and useful for interpretation, but their prediction accuracy is generally not competitive compared to, e.g., neural networks. Random forests improve upon simple regression trees by building an ensemble of trees with bootstrap samples (i.e., sampling with replacement) drawn from the training data [65] . Moreover, when building each tree, it utilizes only a subset of randomly chosen features to reduces the correlation among the trees in the ensemble and thus decreases the bias of the ensemble prediction. Random forests have much lower computational costs compared to neural networks and are most robust with only two tuning parameters, i.e., the number N rf of trees in the ensemble and the number M of selected features. In this work we used an ensemble of N rf = 300 trees and a subset of features (i.e., M = 3) in each stratification (splitting) of the feature space. Table 2 : Non-dimensional flow features used as input in the example machine-learning models. The normalized feature q β is obtained by normalizing the corresponding raw features valueq β with normalization factor q * β according to q β =q β /(|q β | + |q * β |). Repeated indices i, j, k, l, imply summation. Notations are as follows: Ui is mean velocity, S is the strain rate tensor, Ω is the rotation rate tensor, Γ is unit tangential velocity vector, D denotes material derivative, and Lc is the characteristic length scale of the mean flow. · and | · | indicate matrix and vector norms, respectively. feature (q β ) description raw feature (q β ) normalization factor (q * β ) q 1 ratio of excess rotation rate to strain rate (Q-criterion)
ratio of pressure normal stresses to shear stresses
non-orthogonality between velocity and its gradient Figure 8 : Architecture of the fully-connected neural network with n layers (of weights) with n = 7 used in this work.
Each hidden layer has 36 neurons.
Predictive performance of machine learning models
We consider two cases (training/prediction scenarios): This is summarized in Table 3 . In both cases, random forest and neural networks are trained on identical datasets for a fair comparison.
The predicted anisotropy as represented by the Barycentric plot trajectories are presented in Fig. 9 for three representative locations: x/H = 2, 5, and 7. In both flows (α = 1.0 and 1.5, which are the predictive target of Case 1 and Case 2, respectively), the three locations correspond to the middle of the separation bubble, near the reattachment point, and after the reattachment, respectively. Overall, the Barycentric plots suggest that both random forest and neural network showed satisfactory agreement as compared to the DNS data for both Case 1 and Case 2. This is further detailed in Table 4 , which shows that the relative prediction errors of both random forest and neural network models are approximately 10% (for ξ) and 5% (for η) in the interpolation case (Case 1). These numbers are 14% and 7% in the extrapolation case (Case 2). Prediction percentage errors have been calculated using Frobenius norm, which for ξ can be defined as:
where the Frobenius norm X F = n i=1 |X i | 2 for a vector X ∈ R n . The percentage error for η is defined similarly. When interpreting the errors rates in Table 4 , the trends are more important than the exact numbers, because these numbers largely depends on the tuning parameters while the trends is valid in general. The similar predictive performances of random forests and neural networks as observed above are noteworthy, because neural networks are much more complex models than random forests. Neural networks have many more tuning parameters and are much more computationally expensive to training than random forests. A benefit that comes with such a complexity is that they general perform better in extrapolations. The counter-intuitive observation here seems to suggest that the data among different training flows do not have clear intrinsic trends that can be extrapolated. In such cases, a simpler model such as random forest is the preferred choice. In general cases where neural networks are preferred, random forest can still be a valuable tool to obtain first predictions which neural networks are expected to outperform.
Another clear trend as seen from Fig. 9 and Table 4 is that the predictive errors in the extrapolation case (Case 2; the flow at α = 1.5 is predicted) is much larger than in the interpolation case (Case 1, where the flow at α = 1.0 is predicted). This is expected because the case at α = 1.5 has a much milder slope and much smaller separation bubble (see Fig. 2b ) than any of the training flows. We have performed a similar extrapolation experiment by training on α = {0.8, 1.0, 1.2, 1.5} and testing on α = 0.5. The predictive performance is comparable to Case 1 (interpolation) above for both random forests and neural networks. This is probably because the massive separation characterizing the flow at α = 0.5 is already present in the training sets, particular in flows with α = 0.8 and 1.0. 
Demystifying machine learning based flow predictions
Given the good agreement between the machine learning predicted Reynolds stress anisotropy and the DNS data, it is important to examine why and how it worked. State-of-the-art machine learning methods are still based on correlations rather than causal relations. This is fundamentally different from traditional, first-principle-based modeling workflow, which typically consists of (1) identifying principles from observations, (2) formulating equations to describe such principles, and The output quantities also show the similar patterns across three flows as is evident from Fig. 12 .
For example, Fig. 12b shows that small values (darker regions) are found in the near-wall regions.
Along with the small ξ values in the same region found from Fig. 12a , this observation suggests that the turbulence states here are closer to two-component state (lower left corner of the Barycentric triangle; see Fig. 7 ). In contrast, the core region downstream of the center of the inlet shows larger values of ξ and η, suggesting more isotropic turbulence states. In summary, machine learning algorithms discover the correlation between the input features and the outputs that stem from the same underlying physics to make flow predictions. The predicted trajectories in the Barycentric triangle as shown in Fig. 9 are in good agreement with the DNS data. This is impressive since a typical linear eddy viscosity model, which belongs to the most widely used turbulence models, are completely incapable of predicting such anisotropy correctly. Rather, it predicts an isotropic state (top vertex, 3C, in Fig. 7) at the wall and moves towards the center of the Barycentric triangle as we trace the turbulence away from the wall. 
Conclusion
Data-driven turbulence modeling has emerged as a promising field in light of the long stagnation of traditional turbulence model development. However, the development of data-driven models is hindered by the lack of datasets specifically tailored for such purposes, because existing databases are sparsely scattered in the flow parameter space and are not suitable for training and testing data-driven models. To alleviate this bottleneck, in this work we advocate the construction of benchmark datasets by systematically varying flow configurations. To this end, we present the design and generation of a dataset consisting of flow over periodic hills of various slopes. It is expected that such a dataset will be valuable for data-driven turbulence model developers to train and evaluate the predictive capabilities of their models on separated flows. We further illustrate example usage of such presented dataset in training a data-driven model that maps mean flow features to Reynolds stress anisotropy.
Appendix A. Description of the Hill Geometry
The coordinates of the first hill geometry consists of six segments of third-order polynomials described by the following equations: 
