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Abstract
Based on the Adaboost algorithm, a modiﬁed boosting method is proposed in this paper for solving classiﬁcation problems. This
method predicts the class label of an example as the weighted majority voting of an ensemble of classiﬁers. Each classiﬁer is obtained
by applying a given weak learner to a subsample (with size smaller than that of the original training set) which is drawn from the
original training set according to the probability distribution maintained over the training set. A parameter is introduced into the
reweighted scheme proposed inAdaboost to update the probabilities assigned to training examples so that the algorithm can be more
accurate than Adaboost. The experimental results on synthetic and several real-world data sets available from the UCI repository
show that the proposed method improves the prediction accuracy, the execution speed as well as the robustness to classiﬁcation noise
of Adaboost. Furthermore, the diversity–accuracy patterns of the ensemble classiﬁers are investigated by kappa–error diagrams.
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1. Introduction
Classiﬁer combinationmethods, generally termed as ensemble or committee classiﬁers [5,26], currently have received
much attention in machine learning community. In a committee classiﬁer, an ensemble of classiﬁers is ﬁrstly generated
by means of applying a weak leaner1 to different distributions of the training data, and then the outputs from each
ensemble member are combined suitably to classify a new example. Two popular approaches for constructing ensemble
classiﬁers are bagging [2,3,19] and boosting [8–10,18,23,24]. The experiments conducted by many researchers (see,
for example, [3,6,13,19,24]) have demonstrated that the ensemble classiﬁers constructed by bagging and boosting are
generally much more accurate than single classiﬁers when adopting an instable learning algorithm as the weak learner.
Here an instable learning algorithm refers to that small permutations in its training data or in construction can lead to
large changes in the constructed predictor [2]. For example, classiﬁcation and regression trees [4] and neural networks
are instable whereas k-nearest neighbor and linear discriminant analysis procedures are stable [2,3].
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1 In terms of PAC (probably approximately correct) learning theory [15], a weak learner is deﬁned as an algorithm that, given  12 −  (> 0)
and > 0, can achieve an error rate  which is at least slightly better than random guessing, with a probability at least 1 − .
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As described in [9], boosting can be used to reduce the prediction error of anyweak learner that consistently generates
classiﬁers only a little better than random guessing. Boosting works by repeatedly running a given weak learner on
various distributions over the training data, and then combining the classiﬁers produced by the weak learner into a
single composite classiﬁer. In each iteration, the distribution of the training data depends on the performance of the
classiﬁer trained in the previous iteration. The method to calculate the distribution of the training data and to combine
the predictions from each classiﬁer is different for various boosting methods [3,10,18,19,23,27].
Boosting method was originally developed for solving binary classiﬁcation problems and up to now there have been
many versions of it. The original boosting approach is boosting by ﬁltering proposed in [23]. However, it requires a
large amount of training data and is not feasible in many cases. This limitation is overcome by another boosting method,
Adaboost [9,10] in several versions. In boosting by resampling, the ﬁxed training sample size and training examples
resampled according to a probability distribution are used in each iteration. In boosting by reweighting, all training
examples with weights assigned to each example are used in each iteration to train the base classiﬁer and this technique
is only useful when the weak learner can handle weighted examples.
Since there is generally some classiﬁcation noise in practical problems, many researchers [6,16,21] are more con-
cerned with how well the ensemble methods will perform in situations where there is a large amount of classiﬁcation
noise. Although Adaboost has become a very popular classiﬁcation method over the past years for its simplicity and
adaptivity, there is increasing evidence to show that it is quite susceptible to noise. One of the most convincing ex-
perimental studies that ﬁnd this phenomenon has been reported in [6]. In his experiments, Dietterich compares the
performance of Adaboost and bagging on some standard learning benchmarks and investigates the dependence of the
performance of these methods on the addition of classiﬁcation noise to the training data. As expected, the prediction
accuracy of both Adaboost and bagging deteriorates as the noisy level increases. However, the increase in the error
is much more signiﬁcant in Adaboost. Dietterich also gives an explanation of this phenomenon: Adaboost tends to
assign much higher weight to noisy examples than other ones and this is more serious in its later iterations. As a
result, hypotheses generated in later iterations overemphasize the noisy examples and cause the performance of the
combined hypothesis to deteriorate. Maclin and Optiz [16] and Rätsch et al. [21] have also found similar phenomenon
forAdaboost. Therefore, some technique needs to be employed to enhance the robustness ofAdaboost to classiﬁcation
noise.
Motivated by the main idea of stochastic gradient boosting developed in [12] for solving regression problems, we
propose in this paper amodiﬁed boostingmethod for solving classiﬁcation problems. Speciﬁcally, based on the boosting
by resampling version ofAdaboost, in each iteration a subsample (with size smaller than that of the original training set)
is drawn from the original training set with replacement according to the probability distribution maintained over the
training set, then a classiﬁer is trained by applying the given weak learning algorithm to the subsample. When updating
the probabilities assigned to training examples, a parameter is introduced into the reweighted scheme used inAdaboost
so that the algorithm can be more accurate than Adaboost. The performance of the proposed method is examined and
compared with that of several other classiﬁcation methods on synthetic and some real-world data sets available from the
UCI repository. The results show that the proposed boosting method improves the prediction accuracy, the execution
speed as well as the robustness to classiﬁcation noise of Adaboost. Furthermore, the diversity–accuracy patterns of the
ensemble classiﬁers are investigated by kappa–error diagrams.
The remainder of this paper is organized as follows. Section 2 describes the modiﬁed boosting method for solving
classiﬁcation problems in detail. In Section 3, we conduct some simulations to examine the performance of the proposed
boosting method and compare it with several other classiﬁcation methods. Some benchmark real-world data sets from
the UCI repository are analyzed by the proposed approach as well as other classiﬁcation methods in Section 4. Section
5 offers the conclusions of this paper.
2. The modiﬁed boosting method
In this paper, we always useL={(xi , yi)}Ni=1 to denote a training data set, where each xi belongs to an instance space
X and each label yi is in a label space Y. Since the multi-class classiﬁcation problems can be generally transformed
into many binary ones to solve (see, for example, [10]), we assume in this paper that the label space Y consists of just
two possible labels, namely, Y = {−1,+1}. The main steps of the modiﬁed boosting method are described in Fig. 1.
Note that if the values of the sample fraction f and the parameter  in the above algorithm are both taken to be 1 then
it reduces to the Adaboost algorithm proposed in [9]. The smaller the fraction f, the more the random samples used in
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Fig. 1. The modiﬁed boosting algorithm.
successive iterations will differ, thereby introducing more overall randomness into the procedure. Using N˜ = f · N
instead of N in each iteration also reduces the computational cost by a factor of f, which is very useful when dealing
with large-scale classiﬁcation tasks. However, making the value of f small reduces the amount of data available to train
the weak classiﬁer in each iteration, which will cause the classiﬁcation error of each individual classiﬁer to increase.
Furthermore, motivated by the role of the annealing parameter playing in the simulation annealing optimization
method [25], a parameter  is introduced into the process for updating the probability distribution maintained over the
training set so that the new method can be more accurate than Adaboost. Recall that one of the main ideas of boosting
methods is to make the correctly classiﬁed examples occur in next iteration less than the misclassiﬁed ones, namely, to
reduce the probabilities assigned to correctly classiﬁed examples whereas to increase those of erroneously classiﬁed
examples. As indicated by previous researchers (see, [6,16,21]), the reason why Adaboost seems to be susceptible to
noise may be that more and more weight is forced to place on noisy examples in later iterations. The role of parameter
 plays in the modiﬁed boosting procedure is to alleviate this problem, that is, to make the decrement (increment) of
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probabilities for accurately (inaccurately) predicted examples to be smaller than that in Adaboost. Note that large 
means that the probabilities assigned to all training examples are almost equal no matter whether they are correctly
or incorrectly predicted. Conversely, if  is small, the difference between the decrement of probabilities for correctly
classiﬁed examples and the increment of probabilities for misclassiﬁed ones is signiﬁcant. However, neither too small
nor too large  is beneﬁcial to the performance of the algorithm. In practice, the value of  should be cautiously selected
and generally it can be determined by some data-driven methods such as the cross-validation procedure.
Apart from the above two parameters f and , the number of iterations T in the modiﬁed boosting algorithm should
also be speciﬁed. However, the choice of the stopping parameter is often neglected and the boosting process is usually
stopped at a usually large, but arbitrarily ﬁxed number of iterations. Therefore, in the simulation studies below, T was
taken to be a ﬁxed value.
3. Simulation studies
Since the performance of a classiﬁcation method depends on the particular problem at hand, it is therefore necessary
to accurately evaluate the performance of the classiﬁcation method in many different situations in order to gauge the
value of it. Therefore, we evaluate the relative merits of the proposed method on a variety of different targets randomly
drawn from a broad “realistic” class of functions.
Because the random function generator introduced in [11] creates prediction targets with various levels of difﬁculties
and spans a broad range of problems, we use it to achieve our aforementioned task. In the simulation studies below, we
always adopt a classiﬁcation tree [4] as the weak learning algorithm, in which the classiﬁcation tree is iteratively built
until one of the following conditions is satisﬁed: (1) there are less than 30 examples in a node; (2) all examples in a
node belong to one class. The following experiments were all conducted using the Stats package in Matlab software
with version 7.1.
3.1. Performance
In this subsection, we conduct some simulations to investigate the inﬂuence of sample fraction f and parameter  to
the performance of the proposed boosting method and compare the results with those of other classiﬁcation methods.
In the experiments, one hundred target functions F ∗(·) were generated according to
yi = sign(F ∗(xi ) − medianx F ∗(x)) and F ∗(x) =
20∑
l=1
algl(zl ), (4)
where the number of input variables was taken to be n=10 and their joint distribution was taken to be standard normal,
namely, x ∼ N(0, I). The coefﬁcients {al}20l=1 in (4) were randomly generated from the uniform distribution on interval
(−1, 1). Each gl(zl ) was a function of a randomly selected subset, of size nl , from the n-dimensional input variable
vector x and nl was a random number determined in another way. The detailed mechanism generating the experimental
data is referred to [11]. For each target function, a set with 750 observations was utilized to construct a classiﬁer whose
performance was then evaluated by the misclassiﬁcation error
e(H) = Ey,xI (y = H(x)) (5)
estimated from an independent test data set with sample size 1000. The function I (·) in (5) indicates the indicator
function which takes 1 or 0 depending on whether the observation (x, y) is misclassiﬁed or not. Fig. 2 depicts the
test error rate averaged over 100 different target functions as a function of the sample fraction f for several values of
. In each situation, the number of iterations T in the proposed boosting algorithm was set to be 100 to construct the
ensemble classiﬁer.
From Fig. 2 we can see that for each considered value of , the algorithm with relatively small sample fraction
f (0.3) can result in a classiﬁer as accurate, or even better than that generated by the algorithm using the sample with
size identical to that of the original training data, whereas the execution speed of the former is several times faster than
that of the latter. For f < 0.3, the accuracy of the algorithm is not very satisfactory. This indicates that in each iteration,
if there is too small amount of data available to train a weak classiﬁer, the error associated with the weak classiﬁer will
be large and boosting cannot signiﬁcantly improve the performance of it. The mean test error computed with > 1 is
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Fig. 2. Performance of the proposed boosting method versus the sample fraction f for several values of .
seen to be generally smaller than that obtained with  = 1, this indicates that the introduction of the parameter  into
the process for updating the probability distribution improves the accuracy of Adaboost which corresponds to the case
f = 1 and = 1 in the modiﬁed boosting algorithm. Because the performance of the proposed algorithm with = 3 is
very similar to the several cases considered in Fig. 2, we have not plotted it here. Furthermore, more experiments we
have conducted but not listed here show that too large value of  cannot work as well as the values that we considered
here to improve the prediction accuracy of Adaboost and the results obtained with  = 4 and 5 can show the typical
property of , that is, the error increases when the value of  changes from 4 to 5. This may be the reason that large 
indicates that the probabilities assigned to all training examples are almost equal no matter whether they are correctly
or incorrectly predicted and this is not beneﬁcial to boosting.
In order to further examine the performance of the proposed boosting method, the error distributions over 100
target functions for several combinations of sample fraction f and parameter  were studied. The distributions of error
relative to the best among the considered situations over 100 targets were also investigated. Because the algorithm
with  = 4 performs satisfactorily according to the previous discussion, the behavior of the proposed method with
f = 0.3, 0.4, 0.6, 0.8, 1 in that case was, respectively, compared with that of Adaboost, namely = 1 and f = 1. With
respect to the six different situations, the error relative to the best is deﬁned as
R(Hik) = e(Hik)
min{e(Hil)}6l=1
, i = 1, 2, . . . , 100, k = 1, 2, . . . , 6, (6)
where e(Hik) denotes the estimated test error for the ith target function in the kth situation. Thus, for each of the 100
target functions, the best method k∗ = argmink{e(Hk)}6k=1 receives the value R(Hk∗) = 1 and the others receive a
larger value {R(Hk)> 1.0}k =k∗ . If a particular method has the smallest error for every target function, its distribution
of (6) over all 100 target functions will be a point mass at the value 1.0. The panels in Fig. 3 shows the boxplots of
the distribution of error (left panel) and that of error relative to the best (right panel) over 100 target functions for each
combination of f and , in which the tick (a, b) labeled on the horizontal axis denotes the sample fraction f = a and
the parameter  = b.
The area in the rectangle of each boxplot indicates the interquartile range and the midline refers to the median of the
corresponding distribution. The upper (lower) bars outside of the rectangle represent the points closest to plus (minus)
1.5 interquartile range units from the upper (lower) quartiles. The isolated plus signs outside of each rectangle denote
the outliers of the corresponding distribution.
From Fig. 3, the results similar to those observed in Fig. 2 can be obtained, that is, the ensemble classiﬁer generated
using smaller sample in each iteration is as accurate, or even better than that created using the sample with size identical
386 C.-X. Zhang et al. / Journal of Computational and Applied Mathematics 214 (2008) 381–392
(0.3,4) (0.4,4) (0.6,4) (0.8,4) (1,4) (1,1)
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
0.24
0.26
Er
ro
r
combinations of f and β
(0.3,4) (0.4,4) (0.6,4) (0.8,4) (1,4) (1,1)
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
Er
ro
r /
 m
in
(er
ror
)
Combinations of f and β
Fig. 3. Distributions of error (left panel) and error relative to the best (right panel) over 100 different target functions for the combinations of sample
fraction f and parameter .
to that of the full training data. Furthermore, we ﬁnd in both panels, especially in the right panel, in Fig. 3 that the
distribution of Adaboost (namely, the last column) is relatively wider than the others, which means that it has greater
variability of the predictions. Under the several considered situations, the distributions are all somewhat wide especially
those of error as shown in the left panel. This demonstrates that there is not a particular case which always performs
the best among 100 different target functions.
In order to comprehensively evaluate the performanceof the proposedmethod, some simulations are further conducted
to investigate its behavior through comparing it with several other classiﬁcation methods—single classiﬁcation tree,
bagging, L2_treeboost (see, [11,12]) and Adaboost. For each of the 100 different target functions used in the previous
discussion, a training set containing 750 observations and an independent test set consisting of 1000 observations were
randomly generated. Then the training set was used to construct the classiﬁer with each method and the test error was
calculated.
For procedures bagging, Adaboost and the new boosting, 100 trees were combined to constitute their ensemble
classiﬁers.The rationale for using these choices of number of combined trees is that asymptotic behavior can be generally
reached within these iterations.Whereas for L2_treeboost, the number of iterations and the shrinkage coefﬁcient were
taken to be 500 and 0.01, respectively, which are similar to those used in [11,12]. In the proposed boosting method, we
took the values of the sample fraction f and the parameter  to be 0.4 and 4, respectively. The resulting distributions of
error and error relative to the best among the compared classiﬁcation methods over 100 target functions are summarized
by boxplots and they are displayed in Fig. 4.
It can be observed in Fig. 4 that the proposed boosting procedure is generally the superior performer. Speciﬁcally,
it has the smallest error for 46 of 100 targets and on average its error rate is 13.76% higher than the best for each
target. Adaboost, L2_treeboost and bagging are, respectively, the best on 23, 17 and 10 of the targets and their error
rates are 22.91%, 31.67% and 49.18% larger than the best on average. Although single tree is the best performer for
four targets, on average it is 105.1% worse than the best. Furthermore, the test error rates of all the methods are seen
to vary substantially over these targets. As seen in the right panel, however, the distribution of the proposed boosting
algorithm is much closer to 1 than the other ones and this indicates that it is generally more accurate.
3.2. Robustness to classiﬁcation noise
Since robustness to classiﬁcation noise is an important issue for a classiﬁcation method, some simulations are
conducted in this subsection to examine the robustness of the proposed boosting procedure to noise and the obtained
results are compared with those of the other classiﬁcation methods.
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Fig. 4. Distributions of error (left panel) and error relative to the best (right panel) over 100 different target functions for the compared classiﬁcation
methods.
Table 1
Averaged test error rates of various classiﬁcation methods on the simulated data with different levels of noise
Noisy level (%) Single tree Bagging L2_treeboost Adaboost Proposed boosting
0 22.90 15.55 13.28 11.49 11.82
5 23.03 17.79 15.31 14.87 13.31
10 23.31 16.83 15.76 18.38 15.60
15 25.41 18.91 17.53 20.81 16.93
20 28.51 20.98 19.52 24.93 19.00
According to the random generator described in Section 3.1, 10 different target functions were considered here. A
training set with 750 observations and another independent test set with 1000 observations were generated for each
of the targets. For each training data set, in order to add classiﬁcation noise at a given rate r, we chose a fraction r of
the data points (randomly, without replacement) and changed their class labels to be incorrect. The noisy level r was,
respectively, taken to be 0%, 5%, 10%, 15% and 20% to explore the robustness of the proposed boosting procedure to
classiﬁcation noise. Then every noisy training set was used to train the classiﬁer with each classiﬁcation method and
the average test error rate over 10 targets was registered. The experimental results are given in Table 1 and the result
with the smallest error is highlighted in bold face to facilitate the comparison.
Since a boosting method generally focuses on noisy examples in later iterations, the classiﬁcation accuracy of it may
be improved by stopping the iteration earlier. In consideration of this, the results ofAdaboost and the proposed boosting
method listed in the last two columns of Table 1 are obtained by doing 50 iterations. The experimental design for other
methods is similar to that used in Section 3.1, that is, 100 trees were combined to construct the bagging ensemble classi-
ﬁer, and the number of iterations and the shrinkage parameter of L2_treeboost were, respectively, set to be 500 and 0.01.
It can be observed in Table 1 that, the proposed boosting method performs the best in most of the considered cases,
especially when the noisy level is high. Furthermore, the performance of Adaboost is obviously inferior to the other
ensemble methods if the data contain some amount of classiﬁcation noise and this indicates that Adaboost is not very
robust to noise.
3.3. Effect of modiﬁcations made to Adaboost
According to the simulation results obtained in the previous two subsections, the modiﬁed boosting algorithm
performs satisfactorily, but how the modiﬁcations affect the performance of Adaboost is still not very clear and this
problem will be investigated subsequently through analyzing the diversity–accuracy patterns of the generated ensemble
classiﬁers.
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As pointed out by many researchers [14,20,22], for an ensemble classiﬁer to achieve better generalization ability than
single classiﬁers, it is critical that the ensemble classiﬁer consists of highly accurate members which at the same time
disagree as much as possible. That is to say, there should be a trade-off between diversity and accuracy of an ensemble
classiﬁer if it has good performance. Margineantu and Dietterich [6,17] suggested a visualization means, kappa–error
diagram, to investigate the diversity–accuracy pattern of the ensemble classiﬁers. For each pair of classiﬁers Ci and Cj
in the ensemble, the accuracy of them is measured by the average of their errors estimated on the testing data set; the
diversity between them is measured by the statistic kappa() [7] which evaluates the level of agreement between two
classiﬁer outputs while correcting for chance. A kappa–error diagram is a scatter plot in which each point corresponds
to a pair of classiﬁers Ci and Cj . On the x-axis of the plot is the diversity value  and on the y-axis of it is the mean
error of Ci and Cj , say, Ei,j = (Ei + Ej)/2.
The statistic  is deﬁned as follows. Suppose that there are c classes {1,2, . . . ,c},  is deﬁned on the c × c
coincidence matrixM of two classiﬁers Ci and Cj (i, j = 1, 2, . . . , T ), where T is the number of classiﬁers in an
ensemble. The entry mk,s ofM is the proportion of the testing data set, in which classiﬁer Ci labels ask and classiﬁer
Cj labels as s . Then the agreement between Ci and Cj can be measured as
i,j =
∑c
k=1mkk − ABC
1 − ABC , (7)
where
∑c
k=1 mkk is the observed agreement between the two classiﬁersCi andCj . “ABC”, the acronym of “agreement-
by-chance”, is deﬁned as
ABC =
c∑
k=1
(
c∑
s=1
mk,s
)(
c∑
s=1
ms,k
)
.
According to the above deﬁnition, i,j = 0 when the agreement of Ci and Cj equals that expected by chance, and
i,j = 1 when Ci and Cj agree on every example. Negative values occur when agreement is weaker than expected
by chance. Since low values of i,j indicate higher diversity and small values of Ei,j show better accuracy, the most
desirable pairs of classiﬁers should lie in the bottom left corner of the scatter plot.
Fig. 5 shows the kappa–error diagrams of the ensemble classiﬁers constructed by bagging,Adaboost and themodiﬁed
boostingmethod at each considered noisy level. Because the generatingmechanismofL2_treeboost is different from that
of the other ensemble methods, it was not taken into consideration here. With respect to each noisy level, we generated
a set with 750 observations to train the ensemble classiﬁer and another set with 1000 observations to calculate the
kappa–error diagram. All ensemble classiﬁers consist of 50 trees, therefore there are 1225 (C250) points in each plot. In
Fig. 5, the three plots given on the right of each noisy level correspond to the kappa-error diagrams of the ensemble
classiﬁers constructed, respectively, by bagging, Adaboost and the proposed boosting method. The number shown
above each plot is the ensemble error estimated on the testing set. The scales of  and Ei,j in the listed plots have been
adjusted to be identical in order to facilitate the comparison.
For each noisy level listed in Fig. 5, we can see that bagging gives a very compact cloud of points. Each point has a
low error rate and a high value for , which indicates that the classiﬁers are accurate but not very diverse.Adaboost and
the modiﬁed boosting method have wide ranges of accuracies and degrees of disagreement, while the latter is slightly
more accurate and diverse than the former. This clearly shows the trade-off between accuracy and diversity: as the
classiﬁers become more diverse, they must become less accurate; conversely as they become more accurate, they must
become less diverse.When more classiﬁcation noise is added, the clouds of points for three methods all shifted upward
somewhat and the diversity of Adaboost and the proposed boosting method is hardly changed at all, whereas that of
bagging is substantially increased resulting from the added noise. Based on this fact, one effect of the modiﬁcations
made to Adaboost may be that a better trade-off between diversity and accuracy is achieved in the modiﬁed boosting
method.
4. Real-world data sets
In this section we investigate the performance of the proposed boosting method and compare it with several other
classiﬁcation methods on some benchmark data sets available from the UCI repository [1]. Some properties of the used
data sets are described as follows.
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Fig. 5. Kappa–error diagrams of the ensemble classiﬁers constructed by Bagging, Adaboost and the proposed boosting algorithm at different noisy
levels.
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Iris: This data set was created and introduced by R.A. Fisher. It contains three classes and 50 examples for each
class which refers to a type of iris plant (“Setosa”, “Versicolour” and “Virginica”). One class is linearly separable from
the other two; the latter are not linearly separable from each other. The four continuous prediction variables are “sepal
length”, “sepal width”, “petal length” and “petal width”. There are no missing values in it.
Ionosphere: These radar data were collected by a system in Goose Bay, Labrador and it consists of 351 instances.
The prediction attributes include 34 continuous variables and two classes should be identiﬁed: “good” and “bad”. No
missing values are included in it.
Hepatitis: There are 155 cases in this set and two classes shall be identiﬁed: “live” and “die”. The attribute information
includes “age”, “sex”, “steroid”, “fatigue”, etc., in which there are 13 discrete and six continuous attributes and some
attribute values are missing.
Glass: This data set has 214 cases, each of which consists of nine continuous chemical measurements on one of
seven types of glass. It contains no missing values.
For each of the above data sets, the classiﬁcation noise of level rwas added using themethod described in Section 3.2,
that is, a fraction r of the data points was randomly selected from the original data without replacement and their class
labels were changed to be incorrect (the changed label for each chosen example was selected uniformly at random from
the incorrect labels). The value of r was taken to be 0%, 5%, 10%, 15% and 20%, respectively, to explore the resistance
of the classiﬁcation methods against noise. For each of the obtained noisy data sets, we used 10-fold cross-validation
method to compute the test error and repeated this process 10 runs then averaged the results over 10 runs (for a total of
100 runs of each algorithm on each data set). In all experiments, the number of iterations of bagging was taken to be
T = 100. Considering the same reason that described in Section 3.2, the performance of Adaboost and the proposed
boosting method was evaluated by doing 50 iterations. The values of the sample fraction f and the parameter  in the
proposed boosting method were taken to be 0.4 and 4, respectively. For L2_treeboost, the number of iterations and the
shrinkage coefﬁcient  were set to be 500 and 0.01, respectively.
We extended our binary-class version of the proposed boosting algorithm using the idea similar to Adaboost.M1
[10] to solve multi-class problems. Because it is not appropriate to employ Lk_treeboost algorithm, parallelling to
L2_treeboost, to estimate the error rates of multi-class data sets iris and glass because the sample size of them are
relatively small, we omitted the corresponding results of them and the other experimental results were reported in
Table 2. The ﬁrst two columns show the noisy level and the names of data sets and the other columns denote the
Table 2
Averaged test error rates of various classiﬁcation methods on the benchmark real-world data sets with different levels of noise
Noisy level (%) Data set Single tree Bagging L2_treeboost Adaboost Proposed boosting
0 Iris 5.47 4.67 – 4.93 5.20
Ionosphere 12.49 8.33 6.72 6.06 6.09
Hepatitis 24.32 22.05 20.57 23.39 21.09
Glass 24.82 24.16 – 24.70 24.10
5 Iris 5.53 5.00 – 10.33 6.67
Ionosphere 18.07 12.77 8.31 7.90 7.41
Hepatitis 23.25 21.72 20.65 22.79 21.14
Glass 15.31 14.83 – 7.03 5.01
10 Iris 8.53 7.80 – 12.47 6.93
Ionosphere 22.97 18.12 9.98 9.89 8.56
Hepatitis 22.99 22.17 20.65 23.14 20.74
Glass 13.64 12.64 – 7.23 6.65
15 Iris 15.47 11.47 – 19.53 9.60
Ionosphere 26.98 21.44 12.39 12.66 9.42
Hepatitis 23.25 21.72 20.65 23.80 22.41
Glass 12.95 12.51 – 12.12 11.22
20 Iris 19.20 12.80 – 21.87 9.53
Ionosphere 33.60 25.86 16.53 16.57 12.02
Hepatitis 25.57 22.64 20.65 26.64 24.16
Glass 13.80 10.56 – 17.01 11.58
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averaged test error rates estimated by the classiﬁcation methods labeled in the ﬁrst row. For each combination of the
data set and the noisy level, the result with the minimum test error is typed in bold face.
As seen in Table 2, for all the considered levels of classiﬁcation noise, the proposed boostingmethod performs always
better than Adaboost. As the amount of classiﬁcation noise increases especially when the noisy level r is large, the
misclassiﬁcation error of each procedure increases. However, the performance of the new boosting method deteriorates
muchmore slowly than that of the other methods, especiallyAdaboost, which is seen to be evenworse than that of single
tree in some cases. This demonstrates that the performance of Adaboost is susceptible to noise, which is consistent
with the results obtained by the previous researchers [6,16].
For data sets iris and ionosphere, the proposed boosting method performs the best for most of the considered noisy
levels. With respect to the data set hepatitis, L2_treeboost behaves better than the other methods for the considered
different noisy levels and its error rate does not change when the noise level varies from 5% to 20%, this is unexpected.
Furthermore, we ﬁnd a surprising phenomenon on the glass data set: the error rates of all methods decline with the
increase of classiﬁcation noise except for the noise level 20%, which is different from the other three real-world data
sets. The reason may be that this classiﬁcation problem belongs to a multi-class one which contains seven classes and
there are relatively few even no examples for some class labels, for example, there are no examples for class label
“4” in the original data. When the data set is not noisy the class boundaries are complex, which results in large error
rates for all considered classiﬁcation methods and as can be seen from the ﬁfth row of Table 2. Nevertheless, the class
boundaries become relatively simple when some noise is added in this data set and this leads to the improvement of
the prediction accuracy.
5. Conclusions
A modiﬁed boosting algorithm is proposed in this paper by introducing two parameters into Adaboost [9,10]: one
is the sample fraction f which is used to increase the overall randomness and to reduce the computational cost of the
algorithm, and the other is the parameter  introduced into the process for updating probabilities assigned to training
examples in each iteration so that the algorithm can be more accurate. The experimental results on synthetic and several
real-world data sets from the UCI repository show that the suggested boosting algorithm performs better than several
other classiﬁcation methods in most of the considered cases. Furthermore, the results on the data sets with different
levels of artiﬁcial classiﬁcation noise show that proposed boosting method is more robust to noise than Adaboost.
One effect of the modiﬁcations found by analyzing the kappa–error diagrams of the ensemble classiﬁers is that the
modiﬁed boostingmethod achieves a better trade-off between diversity and accuracy of its ensemblemembers.Although
this paper is only an empirical study and the theoretical proof of the changes made to Adaboost needs to be further
investigated, the proposed method may be of some practical uses for solving classiﬁcation problems with the support
of the simulation results. In the future work, we will study how the changes affect the properties of boosting method
from the viewpoint of mathematical analysis and explore how well the proposed boosting procedure will behave when
other weak learners such as neural network are taken as the weak learning algorithm.
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