Atingibilidade de sistemas discretos 1D e 2D estruturados by Machado, Carla Sofia Fernandes
Universidade de Aveiro Departamento de Matema´tica,
2013
Carla Sofia Fernandes
Machado
Atingibilidade de sistemas discretos 1D e 2D
estruturados
Universidade de Aveiro Departamento de Matema´tica,
2013
Carla Sofia Fernandes
Machado
Atingibilidade de sistemas discretos 1D e 2D
estruturados
Dissertac¸a˜o apresentada a` Universidade de Aveiro para cumprimento dos
requisitos necessa´rios a` obtenc¸a˜o do grau de Mestre em Matema´tica e
Aplicac¸o˜es, com especializac¸a˜o em Matema´tica Empresarial e Tecnolo´gica,
realizada sob a orientac¸a˜o cient´ıfica do Prof. Doutor Ricardo Jorge Apar´ıcio
Gonc¸alves Pereira e da Prof.a Doutora Rita Isabel Gonc¸alves Simo˜es, Pro-
fessores Auxiliares do Departamento de Matema´tica da Universidade de
Aveiro.
o ju´ri / the jury
presidente / president Doutor Agostinho Miguel Mendes Agra
Professor Auxiliar da Universidade de Aveiro
Doutora Maria Paula Macedo Rocha Malonek
Professora Catedra´tica da Faculdade de Engenharia da Universidade do
Porto
Doutor Ricardo Jorge Apar´ıcio Gonc¸alves Pereira
Professor Auxiliar da Universidade de Aveiro (Orientador)
agradecimentos Ao Doutor Ricardo Pereira que foi mais do que orientador, este trabalho
na˜o teria sido poss´ıvel sem a sua ajuda, empenho, disponibilidade e
trabalho.
A` Doutora Rita Simo˜es como co-orientadora pela ajuda e apoio.
Agradec¸o aos meus pais e irma˜, sem eles nada na minha vida faria
sentido. Sa˜o os meus verdadeiros alicerces.
Palavras-chave sistemas discretos, sistemas estruturados, atingibilidade, grafos
Resumo O presente trabalho estuda sistemas discretos 1D e 2D estruturados,
isto e´, sistemas onde todas as entradas das matrizes do sistema ou sa˜o
paraˆmetros independentes ou sa˜o zeros fixos. A atingibilidade destes
sistemas e´ caracterizada quer algebricamente quer usando a teoria de
grafos.
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Abstract This work studies 1D and 2D structured discret systems, i.e., systems
where all the entries of the system matrices are either independent para-
meters or fixed zeros. The reachability of such systems is characterized
both algebraically and applying graph theory.
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Introduc¸a˜o
Ao longo do tempo, os sistemas lineares teˆm vindo a ser objeto de es-
tudo em diversas a´reas, nomeadamente, em matema´tica, f´ısica, economia,
entre outras. Em particular, os sistemas lineares discretos em espac¸o de es-
tados (sistemas cujos modelos matema´ticos envolvem equac¸o˜es matriciais a`s
diferenc¸as de primeira ordem) surgem frequentemente em situac¸o˜es pra´ticas
onde as observac¸o˜es e as estrate´gias de controlo sa˜o implementadas em ins-
tantes de tempo discretos. Uma ana´lise detalhada deste tipo de sistemas
pode ser encontrada em [8].
Na pra´tica, ao modelar um sistema f´ısico, o sistema pode conter paraˆme-
tros que representam as relac¸o˜es emp´ıricas entre varia´veis, por exemplo, uma
varia´vel de estado ser a derivada de outra varia´vel de estado e, para ale´m
disso, a auseˆncia de relac¸a˜o entre varia´veis da´ origem a entradas nulas fixas
nas matrizes do sistema.
Com o objetivo de obter informac¸a˜o estrutural, em 1974, Lin [9] intro-
duziu o conceito de sistema estruturado para sistemas com uma u´nica en-
trada e essa abordagem foi posteriormente generalizada por outros autores
para sistemas com mu´ltiplas entradas [7, 12, 10].
Num sistema estruturado, todas as entradas das matrizes do sistema ou
sa˜o paraˆmetros independentes ou sa˜o zeros fixos. Neste contexto, um sistema
estruturado representa uma ampla classe de sistemas lineares. Note-se que
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a estrutura basicamente e´ determinada pela localizac¸a˜o dos zeros fixos nas
matrizes. Um compeˆndio sobre sistemas estruturados pode ser encontrado
em [4].
O facto de considerarmos apenas a estrutura do sistema tambe´m tem
inconvenientes pois alguns aspetos que podem influenciar fortemente algumas
propriedades do sistema sa˜o completamente ignorados como, por exemplo, as
entradas fixas na˜o nulas ou, em geral, as relac¸o˜es entre entradas das matrizes.
Para sistemas estruturados, a questa˜o relevante na˜o e´ se uma propriedade
e´ va´lida para alguns valores dos paraˆmetros espec´ıficos, mas sim se e´ uma
propriedade gene´rica, isto e´, se e´ uma propriedade que e´ va´lida para “quase
todos”os valores dos paraˆmetros. Uma propriedade gene´rica dos sistemas
estruturados e´ a atingibilidade [8]; um sistema diz-se ating´ıvel se, partindo
da origem, for poss´ıvel atingir qualquer estado do sistema num determinado
nu´mero de passos, desde que sejam tomadas entradas adequadas. O estudo
da atingibilidade de sistemas estruturados e´ o objetivo principal desta tese.
A um sistema estruturado podemos associar, de forma natural, um grafo
orientado cujos ve´rtices correspondem a`s varia´veis (entradas, estados, sa´ıdas),
e com aresta entre dois ve´rtices se houver um paraˆmetro na˜o nulo que rela-
ciona as varia´veis correspondentes nas equac¸o˜es [9, 10]. Usando a teoria de
grafos, as propriedades gene´ricas de sistema estruturados, nomeadamente a
atingibilidade, teˆm caracterizac¸o˜es elegantes e fa´ceis de verificar.
Os sistemas estruturados foram recentemente estendidos para o caso
2D [11]. Uma das representac¸o˜es mais frequente de sistemas 2D e´ o modelo de
espac¸o de estados Fornasini-Marchesini [5]. Neste modelo faz-se a distinc¸a˜o
entre estados locais, isto e´, os valores do estado num certo ponto (i, j) e esta-
dos globais, que consistem na colec¸a˜o de todos os espac¸os locais ao longo de
um espac¸o de separac¸a˜o. Esta distinc¸a˜o motivou a definic¸a˜o das propriedades
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dos sistemas quer a um n´ıvel local quer a um n´ıvel global. A atingibilidade
global de um sistema 2D estruturado foi introduzida e caracterizada [11],
quer analiticamente quer usando a teoria dos grafos. Tanto quanto sabemos
ainda na˜o foi estabelecida nenhuma caracterizac¸a˜o da atingibilidade local de
sistemas 2D estruturados. Usando a teoria de grafos, em [6], foi caracterizada
a atingibilidade local de sistemas 2D positivos, sistemas esses onde todas as
varia´veis e entradas das matrizes do sistema sa˜o na˜o negativas.
No primeiro cap´ıtulo comec¸amos por introduzir os sistemas discretos em
espac¸o de estados e caracterizamos a atingibilidade deste tipo de sistemas.
A seguir definimos os sistemas estruturados e a sua atingibilidade estrutural,
caracterizando-a algebricamente.
No cap´ıtulo 2 mostramos como os sistemas estruturados podem ser repre-
sentados usando grafos orientados e a atingibilidade estrutural de um sistema
estruturado e´ novamente caracterizada, agora usando a teoria de grafos.
No u´ltimo cap´ıtulo introduzimos os sistemas 2D de acordo com o modelo
Fornasini-Marchesini de espac¸o de estados e caracterizamos a atingibilidade
local e global de tais sistemas. A seguir definimos sistemas 2D estruturados
e usamos a teoria de grafos para estudar a sua atingilidade global. Final-
mente introduzimos os grafos 2D e aplicamos esse conceito para estudar a
atingibilidade local de sistemas 2D positivos.
Todos os resultados apresentados nesta tese teˆm por base as refereˆncias
indicadas.
Cap´ıtulo 1
Sistemas discretos
Neste cap´ıtulo comec¸amos por introduzir os sistemas discretos em espac¸o
de estados e caracterizamos a atingibilidade deste tipo de sistemas. A seguir
definimos os sistemas estruturados, que sera˜o o principal objeto de estudo
desta tese. Finalmente, a propriedade de atingibilidade estrutural de um
sistema estruturado e´ introduzida e caracterizada algebricamente.
1.1 Sistemas discretos em espac¸o de estados
Uma representac¸a˜o em espac¸o de estados e´ um modelo matema´tico com-
posto por um conjunto de varia´veis de entrada, de sa´ıda e de estado rela-
cionadas entre si por meio de equac¸o˜es matriciais diferenciais (no caso cont´ı-
nuo) ou a`s diferenc¸as (no caso discreto) de primeira ordem. A representac¸a˜o
em espac¸o de estados fornece uma maneira pra´tica e compacta para mode-
lar e analisar sistemas com mu´ltiplas entradas e sa´ıdas. Nesta tese iremos
apenas abordar o caso discreto.
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Definic¸a˜o 1.1.1. Um sistema discreto em espac¸o de estados linear e invari-
ante no tempo com m entradas e p sa´ıdas e´ representado pelas equac¸o˜es
matriciais {
x(t+ 1) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
(1.1)
(1.2)
onde A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m e x(·) ∈ Rn e´ o vetor de
estado, u(·) ∈ Rm e´ o vetor das entradas e y(·) ∈ Rp e´ o vetor das sa´ıdas.
Introduzindo o operador deslocamento σ tal que σx(t) = x(t + 1), para
todo t ∈ Z, o sistema anterior pode ser escrito na forma
σx(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
e representado esquematicamente por
B
u(t)
σ−1
x(t+ 1)
C
x(t) + y(t)
A
D
+
Se conhecermos o valor do estado no instante inicial, x(0), podemos cal-
cular x(1) e x(2) da seguinte forma:
x(1) = Ax(0) +Bu(0)
x(2) = Ax(1) +Bu(1)
= A(Ax(0) +Bu(0)) +Bu(1) = A2x(0) + ABu(0) +Bu(1)
Admitindo que, para t > 0,
x(t) = Atx(0) + At−1Bu(0) + At−2Bu(1) + · · ·+ ABu(t− 2) +Bu(t− 1)
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enta˜o, de (1.1), vem que
x(t+ 1) = Ax(t) +Bu(t)
= A(Atx(0) + At−1Bu(0) + At−2Bu(1) + · · ·+Bu(t− 1)) +Bu(t)
= At+1x(0) + AtBu(0) + At−1Bu(1) + · · ·+ ABu(t− 1) +Bu(t),
ficando demonstrado, por induc¸a˜o, que
x(t) = Atx(0) +
t−1∑
i=0
At−1−iBu(i). (1.3)
De (1.2), temos que a sa´ıda do sistema e´ dada por
y(t) = CAtx(0) +
t−1∑
i=0
CAt−1−iBu(i) +Du(t).
Se tivermos um sistema com entradas nulas, isto e´, u ≡ 0, enta˜o o sistema
resume-se a 
x(t+ 1) = Ax(t)
y(t) = Cx(t)
cuja soluc¸a˜o e´
x(t) = Atx(0) e y(t) = CAtx(0).
No que se segue iremos apresentar alguns exemplos de sistemas discretos
em espac¸os de estados.
Exemplo 1.1.2. Para modelar o stock dia´rio de um certo produto existente
numa loja, consideremos y(t) o stock do produto no in´ıcio do dia t, u1(t) as
encomendas efetuadas no dia t que chegam no dia t+ 1 e u2(t) o volume de
vendas do dia t.
O stock do produto no in´ıcio do dia seguinte, isto e´, y(t + 1), e´ obtido
atrave´s da soma do stock atual y(t) com as encomendas feitas no dia anterior,
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u1(t − 1), que chegaram entretanto, subtraindo-lhe as vendas do dia, u2(t).
Ou seja:
y(t+ 1) = y(t) + u1(t− 1)− u2(t).
Definindo x1(t) = y(t) e x2(t) = u1(t− 1), obtemos
x1(t+ 1) = x1(t) + x2(t)− u2(t)
x2(t+ 1) = u1(t)
y(t) = x1(t)
.
Sendo
x(t) =
x1(t)
x2(t)
 e u(t) =
u1(t)
u2(t)

podemos enta˜o escrever o sistema anterior na forma de espac¸os de estados
x(t+ 1) =
1 1
0 0
x(t) +
0 −1
1 0
u(t)
y(t) =
[
1 0
]
x(t)
.

Exemplo 1.1.3. Consideremos uma populac¸a˜o repartida em n classes de
idades de igual amplitude (por exemplo, dois anos: a primeira classe com-
preende os indiv´ıduos cuja idade e´ menor que dois anos, a segunda cujos
indiv´ıduos teˆm idade menor que 4 anos e maior ou igual a dois, etc). As-
sumimos como unidade de tempo a amplitude das classes (2 anos, no nosso
exemplo). A populac¸a˜o e´ descrita como um vetor
x(t) =

x1(t)
x2(t)
...
xn(t)
 ,
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onde a i-e´sima componente xi(t) fornece o nu´mero de indiv´ıduos presentes
no instante t na i-e´sima classe de idades (no nosso exemplo, os indiv´ıduos
com idade compreendida entre 2(i− 1) e 2i anos). As componentes do vetor
x(t+1) e do vetor x(t) devem estar relacionados tendo em conta os seguintes
factos:
• para i > 1, a i-e´sima classe no instante t+ 1 compreende os indiv´ıduos
que, presentes na (i−1)-e´sima classe no instante t, sobreviventes e na˜o
emigrados no intervalo entre t e t+1, mais os indiv´ıduos que imigraram
no mesmo intervalo e que no instante t pertencem a` (i−1)-e´sima classe
de idades.
• os indiv´ıduos presentes na primeira classe no instante t+1 sa˜o os nasci-
dos no intervalo entre t e t+ 1, filhos dos indiv´ıduos que no instante t
se encontram em classes reprodutoras.
A evoluc¸a˜o do vector x(·) pode ser representado por um sistema discreto
linear e invariante no tempo. Iremos introduzir as seguintes simplificac¸o˜es:
• em cada instante coincidem as distribuic¸o˜es da populac¸a˜o masculina e
feminina, de modo a referir o modelo apenas para a populac¸a˜o feminina;
• a taxa de mortalidade mi, com 0 ≤ mi ≤ 1, da i−e´sima classe de idades
e´ invariante ao longo do tempo de modo a que, para cada t > 0
xi(t+1) = xi−1(t)−mi−1xi−1(t)+ui−1(t) = (1−mi−1)xi−1(t)+ui−1(t),
onde ui−1(t) representa o saldo migrato´rio positivo ou negativo, cons-
titu´ıdo pelos indiv´ıduos da (i − 1)-e´sima classe no instante t que en-
traram ou sa´ıram da populac¸a˜o no intervalo entre t e t+ 1;
• a taxa de fertilidade αi da i-e´sima classe de idades e´ invariante no
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tempo e temos que:
x1(t+ 1) = α1x1(t) + α2x2(t) + · · ·+ αnxn(t)
onde αixi(t) representa o nu´mero de nascimentos (do sexo feminino)
gerado pela i-e´sima classe no intervalo entre t e t+ 1.
• a taxa de sobreviveˆncia βi da i-e´sima classe de idades e´ tambe´m invari-
ante no tempo e e´ dada por βi = 1−mi.
Assim, obtemos o seguinte modelo em espac¸os de estados:
x(t+ 1) =

α1 α2 α3 · · · αn−1 αn
β1 0 0 · · · 0 0
0 β2 0 · · · 0 0
...
. . .
...
...
. . .
...
0 0 0 · · · βn−1 0

x(t) +

0 0 · · · 0
1 0 · · · 0
0 1
. . . 0
...
. . .
...
0 0 · · · 1


u1(t)
u2(t)
...
un−1(t)
 .

Exemplo 1.1.4.
O modelo de espac¸o de estados discreto duma massa M em movimento
numa superf´ıcie sem atrito pode, em certas circunstaˆncias, ser descrito pelo
sistema de equac¸o˜es

x1(t+ 1)
x2(t+ 1)
 =
1 1
0 1
x1(t)
x2(t)
+ 1
M
12
1
u(t)
y1(t)
y2(t)
 =
1 0
0 1
x1(t)
x2(t)

.
Neste modelo, y1(t) = x1(t) e´ a posic¸a˜o do corpo, y2(t) = x2(t) e´ a sua
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velocidade e u(t) a forc¸a que lhe e´ aplicada, que se mante´m constante entre
dois instantes consecutivos. Por exemplo, um corpo de massa M = 1000kg
que, no instante t = 0, esta´ na posic¸a˜o nula com uma velocidade de 20m/s
(ou seja, x1(0) = 0 e x2(0) = 20), quando lhe e´ aplicada uma forc¸a constante
de−1000N (ou seja, u(t) = −1000, t > 0), pa´ra ao fim de 20s a uma distaˆncia
de 200m da origem. Se, no entanto, a velocidade no instante t = 0 for de
40m/s (isto e´, x1(0) = 0 e x2(0) = 40), a mesma forc¸a so´ faz parar o corpo
ao fim de 40s e a uma distaˆncia de 800m da origem. 
1.2 Atingibilidade
A atingibilidade e´ uma propriedade fundamental na teoria dos sistemas.
De grosso modo, um sistema diz-se ating´ıvel se, partindo da origem, for
poss´ıvel atingir qualquer estado do sistema num determinado nu´mero de
passos, desde que sejam tomadas entradas adequadas.
De agora em diante iremos apenas considerar sistemas da forma
x(t+ 1) = Ax(t) +Bu(t) (1.4)
onde A ∈ Rn×n e B ∈ Rn×m.
Por (1.3), se x0 = 0, a soluc¸a˜o do sistema (1.4) e´
x(t) = At−1Bu(0) + At−2Bu(1) + · · ·+Bu(t− 1).
Definic¸a˜o 1.2.1. Dado o sistema (1.4), chamamos matriz de atingibilidade
em t passos desse sistema a` matriz n× tm definida por
Rt(A,B) =
[
B AB · · · At−1B
]
.
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Note-se que ImRt(A,B) e´ um subespac¸o de Rn, que consiste nos esta-
dos de (1.4) que podem ser atingidos a partir da origem em t passos, apli-
cando uma sequeˆncia de entradas u(0), u(1), . . . , u(t − 1). A este subespac¸o
chamamos subespac¸o de atingibilidade do sistema (1.4); representamo-lo por
Rt(A,B).
Proposic¸a˜o 1.2.2. [8] Dado o sistema (1.4), enta˜o
(a) Rt−1(A,B) ⊂ Rt(A,B);
(b) Rt+1(A,B) = ImB + ARt(A,B).
Demonstrac¸a˜o.
(a) x ∈ Rt−1(A,B) ⇔ x ∈ Im
[
B AB · · · At−2B
]
⇒ x ∈ Im
[
B AB · · · At−2B At−1B
]
⇒ x ∈ Rt(A,B)
(b) A prova desta al´ınea baseia-se no facto de dadas matrizes M ∈ Rn×p,
N ∈ Rn×p e P ∈ Rn×n,
Im
[
M N
]
= ImM + ImN e Im
[
PM PN
]
= P Im
[
M N
]
.
Assim,
Rt+1(A,B) = Im
[
B AB · · · AtB
]
= ImB + Im
[
AB · · · AtB
]
= ImB + A Im
[
B · · · At−1B
]
= ImB + ARt(A,B).
Definic¸a˜o 1.2.3. O sistema (1.4) diz-se ating´ıvel se Rn(A,B) = Rn.
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No teorema seguinte apresentamos va´rias caracterizac¸o˜es de atingibili-
dade.
Teorema 1.2.4. [8] As seguintes proposic¸o˜es sa˜o equivalentes:
(a) O sistema (1.4) e´ ating´ıvel.
(b) rankRn(A,B) = n.
(c) Se w>B = 0 e w>A = µw>, com µ ∈ C, enta˜o w> = 0.
(d) rank
[
µI − A B
]
= n, para todo µ ∈ C.
Demonstrac¸a˜o.
(a) ⇔ (b) Esta equivaleˆncia e´ o´bvia pois, por definic¸a˜o, o sistema (1.4)
e´ ating´ıvel se e so´ se Rn(A,B) = ImRn(A,B) = Rn, o que por sua vez e´
equivalente a rankRn(A,B) = n.
(b) ⇒ (c) Suponhamos que rankRn(A,B) = n e que w>B = 0 e
w>A = µw>, com µ ∈ C. Enta˜o
w>
[
B AB · · · An−1B
]
=
[
w>B w>AB · · · w>An−1B
]
e, por hipo´tese,
w>B = 0 , w>AB = µw>B = 0 , w>A2B = µ2w>B = 0 , . . .
Consequentemente
w>
[
B AB · · · An−1B
]
= 0
e, como rank
[
B AB · · · An−1B
]
= n, obtemos w> = 0.
(c) ⇒ (b) Vamos provar esta implicac¸a˜o por contra-posic¸a˜o, ou seja, va-
mos mostrar que se rankRn(A,B) < n enta˜o existe w> 6= 0 tal que w>B = 0
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e w>A = µw>, para algum µ ∈ C.
Por hipo´tese, rankRn(A,B) = r < n, para algum r ∈ N, o que implica que
dim
(
ImRn(A,B)
)
= r.
Seja (b1, . . . , br) uma base de ImRn(A,B). Vamos considerar br+1, . . . , bn
tais que (b1, . . . , br, br+1, . . . , bn) seja uma base de Rn.
Nesta nova base, podemos reescrever as matrizes A e B, respetivamente,
da seguinte forma
A =
A11 A12
0 A22
 e B =
B1
0

com A11 ∈ Rr×r, A22 ∈ R(n−r)×(n−r) e B1 ∈ Rr×m.
Seja w> =
[
0 w2
]
, onde w2 um vetor pro´prio de A
>
22 associado ao valor
pro´prio µ. Enta˜o w>B = 0 e
w>A =
[
0 w>2
]A11 A12
0 A22
 = [0 w>2 A22] = [0 µw>2 ] = µw> .
(c) ⇒ (d) Suponhamos que se w>B = 0 e w>A = µw>, com µ ∈ C,
enta˜o w> = 0. Seja µ ∈ C arbitra´rio tal que w>
[
µI − A B
]
= 0, isto e´,[
µw> − w>A w>B
]
= 0. Logo µw>− w>A = 0 e w>B = 0, o que implica,
por hipo´tese, que w> = 0. Portanto rank
[
µI − A B
]
= n.
(d) ⇒ (c) Suponhamos agora que rank
[
µI − A B
]
= n, para todo
µ ∈ C, e w>B = 0 e w>A = µw>, para algum µ ∈ C.
Das u´ltimas equac¸o˜es, obtemos w>
[
µI − A B
]
= 0, e, portanto, w> = 0
pois, por hipo´tese, rank
[
µI − A B
]
= n.
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1.3 Sistemas estruturados
O principal objetivo deste trabalho e´ caracterizar a atingibilidade de um
tipo particular de sistemas, denominados sistemas estruturados, introduzidos
pela primeira vez em 1974 por Lin [9]. Nestes sistemas todas as entradas das
matrizes sa˜o nulas ou sa˜o paraˆmetros independentes.
Definic¸a˜o 1.3.1. Seja M ∈ Rn×m. Dizemos que M e´ uma matriz estru-
turada se as suas entradas forem nulas ou paraˆmetros independentes. Estes
paraˆmetros sera˜o designados por entradas livres. Se M tiver r entradas livres
enta˜o pode ser parametrizada por um vetor de paraˆmetros λ ∈ Rr e deno-
taremos a matriz estruturada por Mλ (ou por M
λ, quando for oportuno).
Observe-se que numa matriz estruturada assume-se que o valor concreto
de cada entrada livre e´ desconhecido, mas pode tomar qualquer valor real,
incluindo o zero.
Definic¸a˜o 1.3.2. Seja Mλ ∈ Rn×m uma matriz estruturada e M∗ ∈ Rn×m.
Dizemos que M∗ e´ uma matriz admiss´ıvel (em relac¸a˜o a Mλ) se se puder obter
a partir Mλ fixando as entradas livres (para alguns valores particulares).
Exemplo 1.3.3. Sejam λi, com i = 1, 2, 3, paraˆmetros independentes. Enta˜o
a matriz
Mλ =
 0 λ1
λ2 λ3

e´ uma matriz estruturada onde λ = (λ1, λ2, λ3) ∈ R3, e considerando, por
exemplo, λ = (1, 2, 0), uma matriz admiss´ıvel em relac¸a˜o a` matriz anterior e´0 1
2 0
 .
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No entanto, nem
λ1 λ2
λ1 0
 nem
λ1 λ2
1 0
 sa˜o matrizes estruturadas,
pois na primeira os paraˆmetros na˜o sa˜o independentes e na segunda existe
uma entrada constante na˜o nula. 
No contexto das matrizes estruturadas e´ muito relevante a noc¸a˜o de
caracter´ıstica apresentada a seguir.
Definic¸a˜o 1.3.4. A caracter´ıstica de uma matriz estruturada Mλ ∈ Rn×m
e´ a caracter´ıstica ma´xima que Mλ atinge como func¸a˜o dos seus paraˆmetros
livres, e denotamos por ρ(Mλ).
Dizemos que Mλ ∈ Rn×m, com n ≤ m, tem caracter´ıstica ma´xima se
ρ(Mλ) = n. Portanto, uma matriz Mλ tem caracter´ıstica ma´xima se e so´ se
existir uma matriz admiss´ıvel M∗ com caracter´ıstica ma´xima.
Definic¸a˜o 1.3.5. Dizemos que o sistema (1.4) e´ um sistema estruturado se
A e B sa˜o duas matrizes estruturadas.
Se no sistema (1.4) assumirmos que as matrizes A e B sa˜o matrizes es-
truturadas que teˆm, em conjunto, p entradas na˜o nulas, o sistema pode ser
parametrizado por meio de um vetor de paraˆmetros λ ∈ Rp.
Nota 1.3.6. Iremos representar os vetores de paraˆmetros das matrizes es-
truturadas A e B pela mesma letra λ, isto e´, λ e´ um vetor de paraˆmetros
que conte´m os paraˆmetros de A e B.
Assim, reescrevemos o sistema (1.4) da seguinte forma:
x(t+ 1) = Aλx(t) +Bλu(t), (1.5)
com λ ∈ Rp. De forma simplificada, representaremos o sistema (1.5) apenas
pelo par (Aλ, Bλ).
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Escolhendo λ, o sistema (1.5) torna-se totalmente conhecido, e pode
ser visto como um sistema na˜o estruturado da forma (1.4). Assim, para
cada valor de λ, as propriedades teo´ricas do sistema podem ser estudadas
de maneira habitual. E´ evidente que estas propriedades podem depender
dos valores dos paraˆmetros e serem va´lidas para alguns desses valores e
na˜o va´lidas para outros. Neste contexto, para sistemas estruturados, a
questa˜o relevante na˜o e´ se uma propriedade e´ va´lida para alguns valores
dos paraˆmetros espec´ıficos, mas sim se e´ uma propriedade gene´rica, isto e´, se
e´ uma propriedade que e´ va´lida para “quase todos”os valores dos paraˆmetros,
ou seja, e´ va´lida para todos os valores dos paraˆmetros exceto para paraˆmetros
que pertencem a um subconjunto de Rp com medida de Lebesgue zero [3].
Assim:
Definic¸a˜o 1.3.7. Dizemos que o sistema estruturado (1.5) tem uma deter-
minada propriedade P se P e´ uma propriedade gene´rica desse sistema.
Nota 1.3.8. A caracter´ıstica de uma matriz estruturada e´ uma propriedade
gene´rica, da´ı ser tambe´m denominada caracter´ıstica gene´rica. Observe-se
que uma matriz estruturada com r paraˆmetros independentes e´ um caso
particular de uma matriz polinomial em p indeterminadas.
Definic¸a˜o 1.3.9. Dizemos que o sistema estruturado (Aλ, Bλ) e´ estrutural-
mente ating´ıvel se existirem matrizes admiss´ıveis A∗ e B∗ tais que o sistema
(A∗, B∗) e´ ating´ıvel.
Note-se que, pelo Teorema 1.2.4, o sistema estruturado (1.5) e´ ating´ıvel
se e so´ se
rankRn(Aλ, Bλ) = rank
[
Bλ AλBλ · · · An−1λ Bλ
]
= n
para “quase todos”os λ ∈ Rp. Mas, observando que Rn(Aλ, Bλ) e´ uma ma-
triz polinomial em p indeterminadas, por definic¸a˜o de propriedade gene´rica,
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isso e´ equivalente a dizer que rankRn(A∗, B∗) = n, para algumas matrizes
admiss´ıveis A∗ e B∗. Isto significa que o sistema estruturado (1.5) e´ atin-
g´ıvel se e so´ se e´ ating´ıvel para uma escolha de λ, ou seja, e´ estrutural-
mente ating´ıvel. No entanto, o estudo da caracter´ıstica da matriz polinomial
Rn(Aλ, Bλ) apenas pode ser feito em testes experimentais, onde um valor de
λ que torna o sistema ating´ıvel tem de ser encontrado por tentativa e erro.
Note-se que, dadas duas matrizes estruturadas Aλ e Bλ, com λ ∈ Rp, a
matriz de atingibilidade Rn(Aλ, Bλ) na˜o e´ necessariamente estruturada, tal
como e´ ilustrado pelo exemplo seguinte.
Exemplo 1.3.10. Sejam λ = (λ1, λ2, λ3, λ4) ∈ R4 e
Aλ =
λ1 λ2
0 λ3
 e Bλ =
λ4
0

duas matrizes estruturadas. Enta˜o
R2(Aλ, Bλ) =
[
Bλ AλBλ
]
=
λ4 λ1λ4
0 0

na˜o e´ uma matriz estruturada pois as suas entradas livres na˜o sa˜o indepen-
dentes. 
Como se pode verificar a seguir, a caracterizac¸a˜o da atingibilidade apre-
sentada no Teorema 1.2.4 (d) tambe´m na˜o se pode aplicar a sistemas estru-
turados.
Definic¸a˜o 1.3.11. Definimos uma matriz polinomial estruturada Mλ(z) como
Mλ(z) = M
λ
k z
k + · · ·+Mλ1 z +Mλ0 ,
para algum inteiro na˜o negativo k, onde
[
Mλ0 · · · Mλk
]
e´ uma matriz es-
truturada.
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De acordo com a definic¸a˜o anterior, a matriz[
zI − Aλ Bλ
]
=
[
I 0
]
z +
[
−Aλ Bλ
]
na˜o e´ uma matriz (polinomial) estruturada.
Assim, se desejarmos fazer o estudo da atingibilidade de um sistema es-
truturado por meio da ana´lise de matrizes estruturadas devemos usar ferra-
mentas diferentes.
No que se segue iremos introduzir dois conceitos muito importantes neste
contexto (ver [4]).
Definic¸a˜o 1.3.12. Sejam Aλ ∈ Rn×n e Bλ ∈ Rn×m matrizes estruturadas.
Dizemos que o par (Aλ, Bλ) esta´ na:
• forma I, ou que e´ redut´ıvel, se existir uma matriz de permutac¸a˜o
P ∈ Rn×n tal que
PAλP
−1 =
Aλ11 0
Aλ21 A
λ
22
 e PBλ =
 0
Bλ2
 ,
onde Aλij ∈ Rni×nj sa˜o matrizes estruturadas para i, j = 1, 2, com
0 < n1 ≤ n e n1+n2 = n, e onde Bλ2 ∈ Rn2×m e´ uma matriz estruturada.
• forma II, ou que na˜o tem caracter´ıstica ma´xima, se a caracter´ıstica da
matriz estruturada
[
Aλ Bλ
]
e´ menor que n.
A seguinte caracterizac¸a˜o alternativa de um par estar na forma II foi
introduzido em [12] e e´ mais simples de verificar.
Teorema 1.3.13. Sejam Aλ ∈ Rn×n e Bλ ∈ Rn×m matrizes estruturadas. O
par (Aλ, Bλ) esta´ na forma II se e so´ se
[
Aλ Bλ
]
tiver uma submatriz nula
do tipo k × l, onde k + l ≥ n+m+ 1.
1.3 Sistemas estruturados 16
Exemplo 1.3.14. Consideremos as seguintes matrizes estruturadas
Aλ =

0 λ1 0
0 0 λ3
0 λ2 0
 e Bλ =

0
λ4
0
 ,
com λ = (λ1, λ2, λ3, λ4) ∈ R4.
Vamos mostrar, usando o teorema anterior, que o par (Aλ, Bλ) esta´ na
forma II. Neste caso tem-se n = 3 e m = 1 e, portanto, n+m+ 1 = 5.
A partir da matriz
[
Aλ Bλ
]
=

0 λ1 0 0
0 0 λ3 λ4
0 λ2 0 0

e´ poss´ıvel construir uma submatriz nula do tipo 2 × 3. Logo, pelo teorema
acima, o par (Aλ, Bλ) esta´ na forma II. 
O principal resultado deste cap´ıtulo e´ o teorema seguinte onde se esta-
belece uma caracterizac¸a˜o da atingibilidade estrutural. Este resultado foi
inicialmente provado em 1974 por Lin [9] para o caso de uma u´nica entrada
e generalizado em 1976 por va´rios autores [7, 12] para o caso de mu´ltiplas
entradas. No que se segue assumimos que Aλ ∈ Rn×m e Bλ ∈ Rn×m sa˜o
matrizes estruturadas.
Teorema 1.3.15. O sistema estruturado (Aλ, Bλ) e´ estruturalmente ating´ıvel
se e so´ se o par (Aλ, Bλ) na˜o estiver nem na forma I nem na forma II (ou
seja, o par (Aλ, Bλ) na˜o e´ redut´ıvel e tem caracter´ıstica (gene´rica) ma´xima).
A demonstrac¸a˜o deste teorema sera´ baseada na apresentada em [7] onde
sa˜o usados os dois lemas auxiliares apresentados a seguir.
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Lema 1.3.16. [7] Se o par (Aλ, Bλ) na˜o estiver na forma I nem na forma II,
isto e´, se na˜o for redut´ıvel e ρ
([
Aλ Bλ
])
= n, enta˜o para qualquer partic¸a˜o
do tipo
Aλ =
Aλ11 Aλ12
Aλ21 A
λ
22
 e Bλ =
Bλ1
Bλ2
 ,
onde Aλ11 ∈ Rq×q, tem-se que o par
(
Aλ11,
[
Aλ12 B
λ
1
])
na˜o esta´ na forma I e
ρ
([
Aλ11 A
λ
12 B
λ
1
])
= q.
Demonstrac¸a˜o. Por reduc¸a˜o ao absurdo suponhamos que o par(
Aλ11,
[
Aλ12 B
λ
1
])
esta´ na forma I, enta˜o existe uma matriz de permutac¸a˜o
P ∈ Rq×q tal que
PAλ11P
−1 =
Aλ1 0
Aλ2 A
λ
3
 , PAλ12 =
 0
Aλ4
 e PBλ1 =
 0
Bλ3
 .
Tomando
P =
P 0
0 I
 ∈ Rn×n
obtemos
PAλP
−1
=

Aλ1 0 0
Aλ2 A
λ
3 A
λ
4
Aλ21P
−1 Aλ22
 e P>Bλ =

0
Bλ2
Bλ3
 .
Logo, o par (Aλ, Bλ) esta´ na forma I, o que e´ absurdo. Ale´m disso,
ρ
(
Aλ11,
[
Aλ12 B
λ
1
])
= q, uma vez que qualquer conjunto de linhas da matriz[
Aλ Bλ
]
e´ genericamente independente1.
O pro´ximo lema fornece um procedimento para fixar os paraˆmetros livres
das matrizes estruturadas de modo a na˜o alterar a atingibilidade.
1Note-se que a independeˆncia linear e´ uma propriedade gene´rica.
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Lema 1.3.17. [7] Seja (Aλ, Bλ) um par tal que ρ
([
Aλ Bλ
])
= n e Bλ 6= 0.
Enta˜o existe uma matriz de permutac¸a˜o P ∈ Rn×n tal que
PAλP
−1 =
Aλ11 Aλ12
Aλ21 A
λ
22
 e PBλ =
Bλ1
Bλ2
 ,
onde Aλ11 ∈ Rq×q com 1 ≤ q ≤ n − 1 e Aλ22 ∈ R(n−q)×(n−q), de tal modo que
se verifica uma das seguintes condic¸o˜es:
i) ρ(Aλ11) = q e as entradas da matriz
[
Aλ22 B
λ
2
]
podem ser fixadas,
obtendo a matriz
[
A∗22 B
∗
2
]
de tal modo que ρ
([
A∗22 B
∗
2
])
= n− q e
A∗22 tem apenas valores pro´prios nulos.
ii) As entradas das matrizes Aλ e Bλ podem ser fixadas de modo que
ρ
0 A∗12 B∗1
0 A∗22 B
∗
2
 = n
e A∗22 tem apenas valores pro´prios nulos.
Demonstrac¸a˜o. Como a matriz
[
Aλ Bλ
]
tem caracter´ıstica (gene´rica) n e
Bλ 6= 0 enta˜o existe um conjunto de paraˆmetros livres em
[
Aλ Bλ
]
dados
por {(1, i1), (2, i2), . . . , (n, in)}, onde (j, ij) corresponde a` entrada (j, ij) de[
Aλ Bλ
]
e ij ∈ {n + 1, . . . , n + m} para pelo menos um j. Fixemos todas
estas entradas com o valor 1 e todas as outras com o valor zero, denotando
a matriz assim obtida por
[
A∗ B∗
]
. Aplicando a matriz de permutac¸a˜o
P1 ∈ Rn×n que coloca as entradas na˜o nulas de B∗ nas linhas finais, obtemos:
P1A
∗P−11 =
A∗1 A∗2
0 0
 e P1B∗ =
 0
B∗2
 ,
onde A∗1 ∈ Rn1×n1 , A∗2 ∈ Rn1×(n−n1) e B∗2 ∈ R(n−n1)×m para algum n1 tal que
n−m ≤ n1 ≤ n− 1. Ale´m disso, ρ
([
A∗1 A
∗
2
])
= n1 e ρ(B
∗
2) = n− n1.
Pode enta˜o ocorrer uma das treˆs situac¸o˜es seguintes:
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1) ρ(A∗1) = n1 e, neste caso, aplicando a mesma permutac¸a˜o a
[
Aλ Bλ
]
e fixando Aλ21 = 0 e A
λ
22 = 0, chegamos a` forma pretendida;
2) A∗1 = 0 e temos a condic¸a˜o ii) diretamente;
3) A∗1 6= 0 e ρ(A∗1) < n1; como ρ
([
A∗1 A
∗
2
])
= n1, podemos aplicar o
procedimento anterior a
[
A∗1 A
∗
2
]
para obter
P2A
∗
1P
−1
2 =
A∗3 A∗4
0 0
 e P2A∗2 =
 0
A∗5
 ,
onde A∗3 ∈ Rn2×n2 , ρ
([
A∗3 A
∗
4
])
= n2 e ρ(A
∗
5) = n1 − n2.
Procedendo desta forma sucessivamente iremos cair nas situac¸o˜es 1) e 2).
De facto, considerando a matriz de permutac¸a˜o P = diag(P1, . . . , Pk), temos
PA∗P−1 =

A∗11 A
∗
12 0 0 0 · · · 0
0 0 A∗23 0 0 · · · 0
0 0 0 A∗34 0 · · · 0
...
...
...
. . . . . . . . .
...
...
...
...
. . . . . . 0
...
...
...
. . . A∗k−1,k
0 0 0 0 0 · · · 0

e PB∗ =

0
0
0
...
B∗k

,
onde
[
A∗11 A
∗
12
]
tem caracter´ıstica (de linha) ma´xima ou enta˜o A∗11 = 0 ou
A∗12 = 0. Portanto, com esta matriz P , o resultado surge imediatamente.
Demonstrac¸a˜o do Teorema 1.3.15. A prova da condic¸a˜o necessa´ria e´ tri-
vial. De facto, se o par (Aλ, Bλ) estiver na forma I, enta˜o a matriz de atingi-
bilidade Rn(Aλ, Bλ) tera´, pelo menos, uma linha nula (para todos os valores
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dos paraˆmetros) e, pelo Teorema 1.2.4 (b), o sistema (Aλ, Bλ) na˜o e´ estru-
turalmente ating´ıvel. Por outro lado, se o par (Aλ, Bλ) estiver na forma II,
e´ imediato, pelo Teorema 1.2.4 (d), que o sistema (Aλ, Bλ) na˜o e´ estrutural-
mente ating´ıvel.
A condic¸a˜o suficiente sera´ provada usando a induc¸a˜o matema´tica. Por hipo´tese
indutiva, suponhamos que o teorema se verifica para sistemas cuja dimensa˜o
do estado e´ menor do que n.
O resultado e´ claramente va´lido para sistemas com n = 1. Assumindo a
hipo´tese indutiva para sistemas cuja dimensa˜o do estado e´ menor do que n
iremos provar o lema seguinte sobre a atingibilidade estrutural de conexa˜o
de sistemas em se´rie/paralelo. Este lema e´ essencial na demonstrac¸a˜o do
teorema.
Lema 1.3.18. [7] Consideremos o par (Aλ, Bλ) dado por
Aλ =
Aλ11 Aλ12
0 Aλ22
 e Bλ =
Bλ1
Bλ2
 ,
onde Aλ11 ∈ Rq×q, Aλ12 ∈ Rq×(n−q), Aλ22 ∈ R(n−q)×(n−q), Bλ1 ∈ Rq×m e
Bλ2 ∈ R(n−q)×m, com 1 ≤ q ≤ n− 1.
Assumindo que (Aλ22, B
λ
2 ) e
(
Aλ11,
[
Aλ12 B
λ
1
])
sa˜o sistemas estruturalmente
ating´ıveis e que ρ(Aλ11) = q, enta˜o o sistema (Aλ, Bλ) e´ estruturalmente
ating´ıvel.
Demonstrac¸a˜o. A demonstrac¸a˜o sera´ dividida em duas partes: a primeira
assume que a matriz Aλ11 na˜o esta´ na forma I e a segunda assume que esta´.
1) Assumindo que Aλ11 na˜o esta´ na forma I enta˜o:
• visto que ρ(Aλ11) = q, os paraˆmetros livres em Aλ11 podem ser esco-
lhidos de tal forma que os valores pro´prios de Aλ11 na˜o pertenc¸am a
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qualquer conjunto finito de pontos no plano complexo pretendido;
(por exemplo, para qualquer concretizac¸a˜o A∗11 tal que ρ(A
∗
11) = q
multiplicar A∗11 por um escalar “suficientemente”grande tal que
o seu valor pro´prio mais pequeno seja maior que a distaˆncia de
todos os pontos do conjunto a evitar).
• uma vez que ρ(Aλ11) = q e Aλ11 na˜o esta´ na forma I, enta˜o o sis-
tema (Aλ11, bλ) (onde bλ e´ um vetor estruturado de dimensa˜o q),
e´ estruturalmente ating´ıvel para qualquer bλ 6= 0 (pela hipo´tese
indutiva do teorema uma vez que q < n).
Por hipo´tese, o sistema
(
Aλ11,
[
Aλ12 B
λ
1
])
e´ estruturalmente ating´ıvel,
enta˜o
ou i)Aλ12 6= 0 ou ii)Bλ1 6= 0 ou iii)
(
Aλ12 6= 0 e Bλ1 6= 0
)
.
Consideremos os casos anteriores separadamente. Comecemos enta˜o por
assumir que Bλ1 6= 0. Assim, pela observac¸a˜o acima, (Aλ11, Bλ1 ) e´ estrutu-
ralmente ating´ıvel e os valores para (Aλ, Bλ) podem ser escolhidos por
forma que (A∗11, B
∗
1) e (A
∗
22, B
∗
2) sejam ating´ıveis e A
∗
11 e A
∗
22 na˜o ten-
ham valores pro´prios comuns. Tomando A∗12 = 0 temos uma conexa˜o
em paralelo de dois sistemas ating´ıveis sem valores pro´prios em co-
mum que tambe´m sera´ ating´ıvel [2]. Assim (Aλ, Bλ) e´ estruturalmente
ating´ıvel.
Suponhamos agora que Bλ1 = 0 e A
λ
12 6= 0. Assumiremos, por reduc¸a˜o
ao absurdo, que (Aλ, Bλ) na˜o e´ estruturalmente ating´ıvel.
Assuma-se que a i-e´sima coluna de Aλ12 e´ na˜o nula, denotando-a por bλ, e
seja e o i-e´simo vetor unita´rio. Pelas observac¸o˜es preliminares (Aλ11, bλ)
e´ estruturalmente ating´ıvel e os paraˆmetros podem ser escolhidos de
1.3 Sistemas estruturados 22
forma que (A∗11, b
∗) e (A∗22, B
∗
2) sa˜o ating´ıveis e A
∗
11 e A
∗
22 na˜o teˆm valores
pro´prios em comum.
Note-se que A∗12 = b
∗e> e´ uma concretizac¸a˜o poss´ıvel para Aλ12.
Visto que (Aλ, Bλ) na˜o e´ estruturalmente ating´ıvel, existe um µ ∈ C e
(x>1 , x
>
2 ) 6= 0 ∈ Rn satisfazendo as seguintes condic¸o˜es (1.6) e (1.7)
(x>1 , x
>
2 )
A∗11 b∗e>
0 A∗22
 = µ(x>1 , x>2 ), (1.6)
(x>1 , x
>
2 )
 0
B∗2
 = 0, (1.7)
isto e´,
x>1 ∗ A∗11 = µx>1 , (1.8)
x>1 b
∗e> + x∗2A
∗
22 = µx
∗
2, (1.9)
x>2 B
∗
2 = 0. (1.10)
Se x1 = 0, como (A
∗
22, B
∗
2) e´ ating´ıvel, (1.9) e (1.10) implicam x2 = 0 o
que e´ uma contradic¸a˜o.
Por isso, assuma-se que x1 6= 0. Enta˜o, por (1.8), x>1 e´ um vetor pro´prio
a` esquerda de A∗11 e µ e´ um valor pro´prio de A
∗
11. Portanto, x
>
1 b
∗ 6= 0
ja´ que (A∗11, b
∗) e´ ating´ıvel.
Ale´m disso (µI − A∗22) e´ na˜o singular, pois A∗11 e A∗22 na˜o teˆm valores
pro´prios em comum. Portanto, de (1.9) e (1.10) resulta que
x>2 = x
>
1 b
∗e>(µI − A∗22)−1
e
x>1 b
∗e>(µI − A∗22)−1B∗2 = 0
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Agora, como x>1 b
∗ 6= 0 e´ um escalar, temos que
e>(µI − A∗22)−1B∗2 = 0. (1.11)
Suponhamos agora que se repete o argumento acima com outra cara-
cterizac¸a˜o para (Aλ11, bλ), de tal forma que o par e´ ating´ıvel e nenhum
dos valores pro´prios de Aλ11 coincide com os valores pro´prios de A
∗
11 ou
de A∗22.
Assim, (1.11) sera´ agora va´lida para outro valor de µ e procedendo desta
forma podemos encontrar n valores distintos de µ que satisfazem (1.11).
Visto que (1.11) e´ equivalente a uma equac¸a˜o polinomial em µ de grau
inferior a n, e e´ satisfeita em n pontos distintos, enta˜o tem que ser
satisfeita para todos os µ que na˜o sa˜o valores pro´prios de A∗22. Isto
implica pelo Teorema 1.2.4 que (A∗22, B
∗
2) na˜o e´ ating´ıvel, o que e´ uma
contradic¸a˜o. Portanto (Aλ, Bλ) e´ estruturalmente ating´ıvel.
2) Agora assuma-se que Aλ11 esta´ na forma I. Enta˜o, por [13], existe uma
matriz de permutac¸a˜o P tal que
PAλP
−1 =

A¯λ11 A¯
λ
12 · · · A¯λ1v A¯λ1,v+1
0 A¯λ22 · · · A¯λ2v A¯λ2,v+1
...
. . . . . .
...
...
0 0 · · · A¯λvv A¯λv,v+1
0 0 · · · 0 Aλ22

e PBλ =

B¯λ1
B¯λ2
...
B¯λv
Bλ2

,
onde A
λ
ii e´ uma matriz quadrada com caracter´ıstica gene´rica ma´xima e na˜o
esta´ na forma I. Visto que
(
Aλ11,
[
Aλ12 B
λ
1
])
e´ assumido como sendo um par
estruturalmente ating´ıvel, os subsistemas∑
i
= (A
λ
ii, (A
λ
i,i+1, . . . , A
λ
i,v+1, B
λ
i ))
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sera˜o estruturalmente ating´ıveis. Portanto, pela parte 1) do lema, o subsis-
tema Aλvv Aλv,v+1
0 A
λ
22
 e
Bλv
Bλ

sera´ estruturalmente ating´ıvel.
Procedendo desta forma podemos incluir os outros blocos de Aλ11 da seguinte
maneira: no i-e´simo passo formamos a conexa˜o em se´rie/paralelo entre o sub-
sistema estruturalmente ating´ıvel atual e o novo sistema,
∑
i, que satisfaz os
requisitos da parte 1) (isto e´, Aλii tem caracter´ıstica gene´rica ma´xima e na˜o
esta´ na forma I e
∑
i e´ estruturalmente ating´ıvel). Por isso, pela parte 1),
o novo subsistema sera´ estruturalmente ating´ıvel e portanto (Aλ, Bλ) sera´
estruturalmente ating´ıvel.
Demonstrac¸a˜o do Teorema 1.3.15 (continuac¸a˜o). Assuma-se que o par
(Aλ, Bλ) na˜o esta´ na forma I nem na forma II. Enta˜o, pelo Lema 1.3.17,
existe uma matriz de permutac¸a˜o P ∈ Rn×n tal que
Aλ = PAλP
−1 =
Aλ11 Aλ12
Aλ21 A
λ
22
 e Bλ = PBλ =
Bλ1
Bλ2
 ,
onde Aλ11 ∈ Rq×q, com 1 ≤ q ≤ n−1, e Aλ22 ∈ R(n−q)×(n−q). Pelo Lema 1.3.17,
temos duas possibilidades:
a) escolham-se os paraˆmetros livres em (Aλ, Bλ) de modo a que o par
de matrizes admiss´ıveis (A∗, B∗) esteja de acordo com a parte ii) do
referido lema. Enta˜o,
ρ
0 A∗12 0
0 A∗22 B
∗
2
 = n
e todos os valores pro´prios de Aλ22 sa˜o zero. Enta˜o o sistema (A
∗, B∗) e´
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ating´ıvel, visto que rank
[
µI − A∗ B∗
]
= n, para todos os µ que sejam
valores pro´prios de A∗. Logo (Aλ, Bλ) e´ estruturalmente ating´ıvel.
b) escolham-se os paraˆmetros livres em (Aλ22, B
λ
2 ) de modo a que o par
de matrizes admiss´ıveis (A∗22, B
∗
2) fique de acordo com a parte ii) do
Lema 1.3.17. Portanto,
ρ
Aλ11 Aλ12 Bλ1
0 A∗22 B
∗
2
 = n
e todos os valores pro´prios de Aλ22 sa˜o zeros e ρ(A
λ
11) = q. O par
(A∗22, B
∗
2) e´ ating´ıvel pois rank
[
µI − A∗22 B∗2
]
= n− q para todos os µ
que sejam os valores pro´prios de Aλ22, isto e´, µ = 0.
Como (Aλ, Bλ) na˜o esta´ na forma I, o par
(
Aλ11,
[
Aλ12 B
λ
1
])
tambe´m
na˜o esta´ na forma I pelo Lema 1.3.16.
Consequentemente, visto que q < n, pela hipo´tese indutiva,(
Aλ11,
[
Aλ12 B
λ
1
])
e´ estruturalmente ating´ıvel e pelo Lema 1.3.18Aλ11 Aλ12
0 Aλ22
 ,
Bλ1
Bλ2

e´ estruturalmente ating´ıvel, logo (Aλ, Bλ) e´ estruturalmente ating´ıvel.
Cap´ıtulo 2
Grafos e Sistemas
Os sistemas estruturados, introduzidos no cap´ıtulo anterior, podem ser
representados usando grafos orientados e as suas propriedades gene´ricas,
nomeadamente a atingibilidade, teˆm caracterizac¸o˜es elegantes e fa´ceis de
verificar usando esta abordagem da teoria de grafos.
2.1 Generalidades sobre grafos
Definic¸a˜o 2.1.1. Um grafo (na˜o) orientado G(V,E) consiste num conjunto
finito e na˜o vazio V de elementos chamados ve´rtices e num conjunto finito
E ⊂ V × V de pares (na˜o) ordenados de elementos de V chamados arestas.
Exemplo 2.1.2. Um grafo na˜o orientado com ve´rtices V = {v1, v2, v3, v4} e
arestas E =
{{v1, v3}, {v1, v4}, {v2, v3}} e´ representado pelo diagrama:
v1
v2 v3
v4

26
2.1 Generalidades sobre grafos 27
Exemplo 2.1.3. O diagrama
v1
v2 v3
v4
representa um grafo orientado com ve´rtices V = {v1, v2, v3, v4} e arestas
E =
{
(v1, v4), (v2, v4), (v4, v2), (v2, v3), (v3, v3)
}
. 
Daqui em diante iremos apenas considerar grafos orientados, pois sera´ este
tipo de grafos que se enquadra no aˆmbito deste trabalho. Assim designaremos
grafo orientado apenas por grafo.
Definic¸a˜o 2.1.4. Um subgrafo de um grafo G(V,E) e´ um grafo G(V ′, E ′)
com V ′ ⊂ V e E ′ ⊂ E ∩ V ′ × V ′.
Definic¸a˜o 2.1.5. Dado um grafo G(V,E), se associarmos a cada aresta aij
um nu´mero cij, chamado peso da aresta, ao grafo G(V,E) chamamos um
grafo com pesos.
As noc¸o˜es cla´ssicas de caminho e ciclo sa˜o apresentadas a seguir.
Definic¸a˜o 2.1.6. Chamamos caminho de um grafo G(V,E), com ve´rtice
inicial v0 e ve´rtice terminal vt, a uma sequeˆncia de arestas (vi−1, vi) ∈ E,
com i = 1, . . . , t, que denotamos por v0 → v1 → · · · → vt. Se os ve´rtices
forem todos distintos, dizemos que o caminho e´ simples.
Definic¸a˜o 2.1.7. Chamamos ciclo a um caminho v0 → v1 → · · · → vt → v0
onde v0 → v1 → · · · → vt e´ um caminho simples. Um lacete e´ um ciclo com
uma u´nica aresta.
Exemplo 2.1.8. No grafo do exemplo 2.1.3, v1 → v4 → v2 e v2 → v4 →
v2 → v3 → v3 sa˜o caminhos, sendo o primeiro simples. Por outro lado,
v2 → v4 → v2 e´ um ciclo e v3 → v3 e´ um lacete. 
2.1 Generalidades sobre grafos 28
Exemplo 2.1.9. No grafo seguinte na˜o existem ciclos
v1
v4 v5
v2
v3

Dada uma matriz quadrada podemos associar-lhe um grafo como se define
a seguir. Este grafo sera´ usado na secc¸a˜o seguinte.
Definic¸a˜o 2.1.10. Seja A = [aij] ∈ Rn×n. O grafo de Coates associado
a` matriz A, denotado por Gc(A), e´ um grafo orientado com pesos onde, se
aij 6= 0 enta˜o existe uma aresta orientada do ve´rtice j para o ve´rtice i com
peso aij, para i, j = 1, 2, . . . , n.
Exemplo 2.1.11. O grafo de Coates associado a` matriz
0 3 0 0
1 4 2 0
5 0 0 4
0 0 1 2

e´ representado por
3
1 2
4
2
3
1
1
4
5
4
2

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2.2 Grafo de um sistema estruturado
Os sistemas estruturados introduzidos no cap´ıtulo anterior podem ser
representados por grafos como se define a seguir.
Definic¸a˜o 2.2.1. Seja (Aλ, Bλ, Cλ, Dλ) um sistema estruturado onde Aλ ∈
Rn×n, Bλ ∈ Rn×m, Cλ ∈ Rp×n e Dλ ∈ Rp×m. O grafo deste sistema estrutu-
rado e´ definido por:
• um conjunto de ve´rtices V = U ∪X ∪ Y , onde
U = {u1, . . . , um} sa˜o as origens,
X = {x1, . . . , xn} sa˜o os ve´rtices de estado,
Y = {y1, . . . , yp} sa˜o as sa´ıdas ;
• um conjunto de arestas E = EA ∪ EB ∪ EC ∪ ED, onde
EA =
{
(xj, xi) : a
λ
ij 6= 0
}
, EB =
{
(uj, xi) : b
λ
ij 6= 0
}
,
EC =
{
(xj, yi) : c
λ
ij 6= 0
}
, ED =
{
(uj, yi) : d
λ
ij 6= 0
}
,
onde (v, v′) representa a aresta orientada do ve´rtice v ∈ V para o
ve´rtice v′ ∈ V e mλij 6= 0 significa que a entrada (i, j) da matriz Mλ e´
um paraˆmetro livre.
Denotaremos o grafo de um sistema estruturado por G(Aλ, Bλ, Cλ, Dλ),
ou simplesmente por G.
Exemplo 2.2.2. Consideremos o sistema estruturado (Aλ, Bλ, Cλ, Dλ) des-
crito pelas seguintes matrizes
Aλ =

0 λ1 0
λ2 λ3 0
λ4 0 0
 , Bλ =

λ5 λ6
0 0
0 λ7
 , Cλ =
 0 λ8 0
λ9 0 0
 e Dλ =
0 0
0 λ10
 .
O grafo G associado a este sistema e´ dado por:
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u1
u2
y1
y2
x1
x2
x3

De forma ana´loga ao que foi feito no cap´ıtulo anterior, daqui em diante
iremos apenas considerar sistemas estruturados (Aλ, Bλ).
Nota 2.2.3. Consideremos o sistema estruturado (Aλ, Bλ), onde Aλ ∈ Rn×n
e Bλ ∈ Rn×m. Dadas duas matrizes A∗ e B∗ admiss´ıveis em relac¸a˜o a Aλ e
Bλ, respetivamente, seja L a matriz de ordem m+ n definida por
L =
A∗ B∗
0 0
 .
Enta˜o o grafo G(Aλ, Bλ) pode ser encarado como o grafo de Coates da matriz
L (mas sem pesos nas arestas).
A noc¸a˜o de ve´rtice acess´ıvel apresentada a seguir e´ essencial no estudo
dos sistemas estruturados usando a teoria de grafos.
Definic¸a˜o 2.2.4. Chamamos caule a um caminho simples cujo ve´rtice inicial
e´ uma origem.
Definic¸a˜o 2.2.5. Dizemos que um ve´rtice e´ acess´ıvel se for o ve´rtice terminal
de um caule. Caso contra´rio, diz-se inacess´ıvel.
Exemplo 2.2.6. No grafo anterior temos, por exemplo, os caules u1 → x1,
u2 → x3 e u1 → x1 → x2. Consequentemente, todos os ve´rtices de estado
sa˜o acess´ıveis. 
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No exemplo seguinte veremos um grafo no qual existem ve´rtices de estado
inacess´ıveis.
Exemplo 2.2.7. Consideremos as seguintes matrizes estruturadas
Aλ =

λ1 λ2 0
λ3 λ4 0
λ5 λ6 λ7
 e Bλ =

0
0
λ8
 .
O grafo associado ao sistema estruturado (Aλ, Bλ) e´ dado por:
u1
x1 x2
x3
Os ve´rtices x1 e x2 sa˜o inacess´ıveis, uma vez que na˜o existe nenhum caule
com ve´rtice terminal x1 ou x2. 
No cap´ıtulo anterior foram introduzidos os conceitos de um par de ma-
trizes estar na forma I ou na forma II. Estes conceitos sera˜o agora carac-
terizados usando a teoria de grafos. No que se segue sejam Aλ ∈ Rn×n e
Bλ ∈ Rn×m matrizes estruturadas.
Lema 2.2.8. [10] O par (Aλ, Bλ) na˜o esta´ na forma I se e so´ se todos
os ve´rtices de estado do grafo associado ao par estruturado (Aλ, Bλ) forem
acess´ıveis.
Demonstrac¸a˜o. Se o par (Aλ, Bλ) estiver na forma I, isto e´, se existir uma
matriz de permutac¸a˜o P ∈ Rn×n tal que
PAλP
−1 =
Aλ11 0
Aλ21 A
λ
22
 e PBλ =
 0
Bλ2
 ,
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onde Aλ22 ∈ Rn2×n2 , com 0 < n2 < n, enta˜o temos que existem pelo menos n2
ve´rtices inacess´ıveis. Por outro lado, sem perda de generalidade, suponha-
mos que os ve´rtices v1, v2, ..., vk sa˜o ve´rtices inacess´ıveis e vk+1, ..., vn sa˜o
acess´ıveis. Enta˜o, na matriz Aλ, todas as entradas aij, com i = 1, 2, ..., k e
j = k + 1, k + 2, ..., n, sa˜o nulas e na matriz Bλ todas as entradas bij, com
i = 1, 2, ..., k e j = 1, 2, ...,m, tambe´m sa˜o nulas e, portanto, o par (Aλ, Bλ)
esta´ na forma I.
Exemplo 2.2.9. O grafo associado ao sistema estruturado (Aλ, Bλ) com
Aλ =

0 λ1 0
λ2 0 0
0 0 0
 e Bλ =

0
λ3
λ4

e´ dado por
u1
x1 x2
x3
Como todos os ve´rtices de estado sa˜o acess´ıveis podemos concluir, pelo Lema
2.2.8, que o par (Aλ, Bλ) na˜o esta´ na forma I. 
Exemplo 2.2.10. No exemplo 2.2.7, o grafo tinha dois ve´rtices inacess´ıveis
e, portanto, pelo lema anterior podemos concluir que o par (Aλ, Bλ) esta´ na
forma I. 
Para obter uma caracterizac¸a˜o, usando a teoria de grafos, sobre um par
estruturado estar ou na˜o na forma II, sera´ necessa´rio introduzir os seguintes
conceitos.
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Definic¸a˜o 2.2.11. Dizemos que dois caminhos sa˜o disjuntos se forem com-
postos por dois conjuntos de ve´rtices disjuntos. A um conjunto (podendo
ser vazio) de caminhos mutualmente disjuntos chamamos uma famı´lia de ca-
minhos. As noc¸o˜es de famı´lia de ciclos e famı´lia de caules sa˜o definidas de
forma ana´loga.
Exemplo 2.2.12. No grafo
u1
u2
x1
x2
x3
temos que os ciclos x2 → x2 e x1 → x3 → x1 formam uma famı´lia de ciclos e
os caules u1 → x2 → x1 e u2 → x3 formam uma famı´lia de caules. 
Definic¸a˜o 2.2.13. Dizemos que um subgrafo H do grafo G gera G se H
conte´m todos os ve´rtices de G.
Definic¸a˜o 2.2.14. A uma famı´lia de ciclos cuja unia˜o de todos os ciclos gera
G chamamos um fator em G.
Sejam G um grafo com pesos e H um subgrafo de G. Denotaremos por
f(H) o produto dos pesos de todas as arestas contidas em H.
Exemplo 2.2.15. No grafo do exemplo 2.1.11, temos o fator F1 representado
por
3
1 2
4
3
1
1
4
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com f(F1) = 12, e o fator F2 representado por
3
1 2
4
2
3
5
2
com f(F2) = 60. 
Definic¸a˜o 2.2.16. A uma unia˜o de uma famı´lia de caules e de uma famı´lia
de ciclos sem ve´rtices em comum chamamos uma conexa˜o fatorial com origem
em U.
Exemplo 2.2.17. No grafo do exemplo 2.2.12, a unia˜o do caule u1 → x2 e
do ciclo x1 → x3 → x1 forma uma conexa˜o fatorial com origem em U . 
O seguinte lema e´ um resultado cla´ssico da teoria de grafos e a sua
demonstrac¸a˜o pode ser encontrada em [2].
Lema 2.2.18. Seja M ∈ Rn×n e seja Gc(M) o seu grafo de Coates. Enta˜o
detM = (−1)n
∑
F
(−1)kFf(F)
onde F e´ um fator em Gc(M) e kF e´ o nu´mero de ciclos em F .
Estamos agora em condic¸o˜es de estabelecer uma caracterizac¸a˜o sobre um
par de matrizes estruturadas estar (ou na˜o) na forma II.
Lema 2.2.19. [10] O par (Aλ, Bλ) na˜o esta´ na forma II se e so´ se existir
em G uma conexa˜o fatorial com origem em U que contenha todos os ve´rtices
de estado.
2.2 Grafo de um sistema estruturado 35
Demonstrac¸a˜o. Suponhamos que o par (Aλ, Bλ) na˜o esta´ na forma II, ou
seja, ρ
([
Aλ Bλ
])
= n. Sem perda de generalidade, suponhamos ainda
que ρ(Bλ) = m. Fixando os paraˆmetros livres, podemos obter as matrizes
admiss´ıveis A∗ e B∗ tais que ρ
([
A∗ B∗
])
= n e ρ(B∗) = m. Escolham-se
as colunas i1, . . . , im de A
∗, com ij ∈ {1, . . . , n} para j ∈ {1, . . . ,m}, tais que
as restantes colunas de A∗ e todas as colunas de B∗ sejam independentes e
construa-se a matriz L∗ do seguinte modo:
L∗ =

A∗ B∗
e>i1 0
...
...
e>im 0
 onde e
>
ij
=
[
0 · · · 0 1︸︷︷︸ 0 · · · 0]
ij-e´sima posic¸a˜o
Seja Gc(L∗) o grafo de Coates de L∗. E´ evidente que detL∗ 6= 0, logo pelo
Lema 2.2.18 podemos concluir que existe um fator F em Gc(L∗). Note-se
que o grafo Gc(L∗) pode ser visto como um grafo obtido a partir de G(Aλ, Bλ)
atribuindo pesos a`s arestas de acordo com os valores fixados em A∗ e B∗ e adi-
cionando arestas de peso 1 do ve´rtice xij para o ve´rtice uj, para
j = 1, 2, . . . ,m. Logo, se apagarmos todas estas arestas de peso 1 de F ,
encontramos uma conexa˜o fatorial com origem em U em G(Aλ, Bλ) que
conte´m todos os ve´rtices de estado.
Suponhamos agora que existe uma conexa˜o fatorial com origem em U em
G(Aλ, Bλ) que conte´m todos os ve´rtices de estado e denotemos essa conexa˜o
por H. Fixemos os paraˆmetros livres a que correspondem as arestas em
H tais que f(H) 6= 0 e fixemos os restantes paraˆmetros livres em Aλ e Bλ
como sendo zero. Sejam A∗ e B∗ as matrizes admiss´ıveis obtidas pela fixac¸a˜o
acima descrita. Seja xij o ve´rtice final do caule cujo ve´rtice inicial e´ uj, para
1 ≤ j ≤ m e construa-se o subgrafo H a partir de H adicionando arestas de
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peso 1 de xij para uj, para 1 ≤ j ≤ m. Enta˜o H e´ o grafo de Coates da
matriz
L∗ =

A∗ B∗
e>i1 0
...
...
e>im 0
 .
Como H e´ o u´nico fator em Gc(L) e f(H) 6= 0, enta˜o det(L∗) 6= 0 pelo
Lema 2.2.18. Portanto, tem-se que ρ
([
A∗ B∗
])
= n e isto implica que
ρ
([
Aλ Bλ
])
= n, isto e´, o par (Aλ, Bλ) na˜o esta´ na forma II.
Exemplo 2.2.20. Consideremos as seguintes matrizes estruturadas
Aλ =

0 λ1 0
0 λ2 0
0 λ3 0
 e Bλ =

λ4
λ5
0
 .
O par (Aλ, Bλ) esta´ na forma II pois
ρ ([Aλ Bλ]) = ρ


0 λ1 0 λ4
0 λ2 0 λ5
0 λ3 0 0

 = 2.
Note-se que o grafo do sistema estruturado (Aλ, Bλ) e´:
u1
x1 x2
x3
2.2 Grafo de um sistema estruturado 37
que na˜o admite uma unia˜o de uma famı´lia de caules e uma famı´lia de ciclos
sem ve´rtices em comum que contenha todos os ve´rtices de estado. De facto,
as u´nicas famı´lias de ciclos neste grafo sa˜o F1 = ∅ e F2 = {x2 → x2}.
Claramente na˜o existe nenhuma famı´lia de caules S satisfazendo
Fi ∩ S = ∅ e X = {x1, x2, x3} ⊆ Fi ∪ S,
para i = 1 ou i = 2. 
Exemplo 2.2.21. Consideremos as matrizes estruturadas
Aλ =

0 λ1 0
0 0 λ2
0 λ3 0
 e Bλ =

λ4
λ5
0
 .
A caracter´ıstica (gene´rica) de
[
Aλ Bλ
]
e´ 3, logo o par (Aλ, Bλ) na˜o esta´
na forma II. O grafo associado e´ o seguinte:
u1
x1 x2
x3
A unia˜o do caule u1 → x1 e do ciclo x2 → x3 → x2 e´ na˜o tem ve´rtices
em comum, constituindo assim uma conexa˜o fatorial com origem em U , e
conte´m todos os ve´rtices de estado. 
Vimos no Teorema 1.3.15 que o sistema estruturado x(t+ 1) = Aλx(t) +
Bλu(t) era ating´ıvel se e so´ se o par (Aλ, Bλ) na˜o estivesse nem na forma I
nem na forma II.
Iremos agora apresentar um resultado ana´logo usando a teoria de grafos.
Para esse efeito e´ necessa´rio introduzir primeiro os seguintes conceitos.
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Definic¸a˜o 2.2.22. Num grafo de um sistema estruturado, chamamos rebento
a um ciclo em X com uma aresta adicional e que termina, mas na˜o comec¸a,
num ve´rtice do ciclo. A` aresta e chamamos aresta distinta do rebento.
Exemplo 2.2.23. No rebento
u1x1
x2
x3
temos que (u1, x1) e´ a sua aresta distinta. 
Exemplo 2.2.24. A aresta distinta do seguinte rebento e´ a aresta (x1, x2)
x1 x2

Definic¸a˜o 2.2.25. Dizemos que um grafo G e´ um cato se existe um caule S0 e
existem rebentos B1, . . . ,Bs, com s ∈ N, tais que G = S0∪B1∪· · ·∪Bs e, para
cada i = 1, . . . , s, o ve´rtice inicial da aresta distinta de Bi na˜o for o ve´rtice
terminal de S0 e for o u´nico ve´rtice que pertence a Bi e a S0 ∪B1 ∪ · · · ∪Bi−1
(onde, para i = 1, S0 ∪ B1 ∪ · · · ∪ Bi−1 e´ substitu´ıdo apenas por S0). A um
conjunto disjunto de catos chamamos cati.
Exemplo 2.2.26. O grafo seguinte e´ um cato com caule S0 : u1 → x2 → x5
e rebentos B1 : u1 → x1 → x1 e B2 : x2 → x3 → x4 → x3.
u1
x1 x2
x3
x4
x5

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Exemplo 2.2.27. Outro exemplo de um cato e´ o seguinte grafo
u1
x1
x2x3 x4
x5
x6
x7 x8
x9
x10
x11
x12
x13
com caule S0 : u1 → x4 → x5 → x8 → x9 e rebentos
B1 : u1 → x1 → x2 → x3 → x1, B2 : x4 → x10 → x11 → x12 → x13 → x10 e
B3 : x5 → x6 → x7 → x6. 
Definic¸a˜o 2.2.28. Seja
[
A b
]
uma matriz n × (n + 1) e seja Gc(A, b)
o seu grafo de Coates cujo conjunto de ve´rtices e´ V = {x1, . . . , xn, u}.
Para cada ve´rtice xi ∈ V , a` conexa˜o fatorial com origem u de Gc(A, b) que
conte´m o caule com ve´rtice inicial u e ve´rtice final xi chamamos conexa˜o
fatorial (u, xi).
Denotamos a submatriz n×n de
[
b A
]
obtida apagando a coluna i de A
por
[
b A
]<i
. O seguinte lema foi apresentado em [14] e e´ uma consequeˆncia
do Lema 2.2.18.
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Lema 2.2.29. Seja
[
A b
]
∈ Rn×(n+1) e seja Gc o grafo de Coates de
[
A b
]
.
Enta˜o
det
[
b A
]<i
=
∑
F∈φ(u,xi)
(−1)kFf(F)(−1)n−i
onde F e´ um fator em Gc, φ(u, xi) e´ o conjunto de todas as conexo˜es fato-
riais (u, xi), f(F) e´ o produto dos pesos de todas as arestas de F e kF e´ o
nu´mero de ciclos em F .
Iremos agora enunciar e demonstrar o principal resultado deste cap´ıtulo
onde se estabelece que um sistema estruturado e´ estruturalmente ating´ıvel
se e so´ se o seu grafo e´ gerado por um cato.
Teorema 2.2.30. [10] As seguintes condic¸o˜es sa˜o equivalentes:
a) O sistema estruturado (Aλ, Bλ) e´ estruturalmente ating´ıvel;
b) O par (Aλ, Bλ) na˜o esta´ nem na forma I nem na forma II;
c) Existe um cato que gera G(Aλ, Bλ).
Demonstrac¸a˜o. a)⇔ b) foi provado no Teorema 1.3.15.
b)⇒ c) Suponhamos que b) e´ satisfeita. Enta˜o, pelo Lema 2.2.19, existe
em G(Aλ, Bλ) uma conexa˜o fatorial com origem em U que conte´m todos os
ve´rtices de estado, denotada por H. Por outro lado, como o par (Aλ, Bλ) na˜o
esta´ na forma I, pelo Lema 2.2.8, todos os ve´rtices de estado de G(Aλ, Bλ)
sa˜o acess´ıveis.
Consideremos um cato Ci e os ciclos F1,F2, . . . ,Fh mutualmente disjuntos
de tal modo que Ci ∪ F1 ∪ · · · ∪ Fh gera G(Aλ, Bλ). Enta˜o, como todos
os ve´rtices de estado de G(Aλ, Bλ) sa˜o acess´ıveis, existe uma aresta e em
G(Aλ, Bλ) cujo ve´rtice inicial esta´ contido em Ci e cujo ve´rtice final esta´
contido num certo ciclo Fs, com s = 1, . . . , h.
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Assim, Fs∪{e} constitui um rebento e e e´ a aresta distinta desse rebento.
Se o ve´rtice inicial de e coincide com o ve´rtice final de algum caule em Ci,
toma-se Ci+1 como sendo o subgrafo Ci ∪ Fs ∪ {e} − {g}, onde g e´ a aresta
de Fs tal que o ve´rtice final de g e e coincidem. Caso contra´rio, seja Ci+1 o
subgrafo Ci ∪ Fs ∪ {e}.
Em ambos os casos e´ evidente que Ci+1 e´ um cato maior do que Ci, que
Ci+1,F1, . . . ,Fs−1,Fs+1, . . . ,Fh sa˜o mutuamente disjuntos e que
Ci+1 ∪ F1 ∪ · · · ∪ Fs−1 ∪ Fs+1 ∪ · · · ∪ Fh gera G(Aλ, Bλ).
Seja S0 a unia˜o de todos os caules e sejam F1, . . . ,Fq os ciclos da conexa˜o
fatorial H com origem em U .
Enta˜o, aplicando iterativamente o procedimento acima, podemos cons-
truir uma sequeˆncia de catos, C0 ⊂ C1 ⊂ · · · ⊂ Cq e, claramente, Cq gera
G(Aλ, Bλ), o que prova b)⇒ c).
c)⇒ a) Para provar esta implicac¸a˜o usaremos a prova apresentada em [14].
Note-se que e´ suficiente provar esta implicac¸a˜o para sistemas de uma u´nica
entrada, uma vez que o caso de mu´ltiplas entradas e´ simplesmente uma unia˜o
de alguns sistemas independentes com uma u´nica entrada. Suponhamos que
o grafo G(Aλ, bλ) e´ gerado por um cato. Fixemos os valores dos paraˆmetros
de
[
Aλ bλ
]
de tal modo que: cada aresta dos caules e as arestas distintas dos
rebentos teˆm peso 1, todos os ciclos do cato teˆm pesos mutuamente distintos
e todas as arestas que na˜o pertencem ao cato teˆm peso 0. Denotemos a matriz
associada por
[
A∗ b∗
]
. Para mostrar que o sistema (A∗, b∗) e´ ating´ıvel iremos
mostrar, pelo Teorema 1.2.4, que
rank
[
µI − A∗ b∗
]
= n, para todo µ ∈ C. (2.1)
Primeiro consideremos o ciclo F0 de G(A∗, b∗) constitu´ıdo pelos ve´rtices
{xs, xs+1, . . . , xt} onde xs e´ o ve´rtice final de uma aresta distinta. Deno-
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taremos por Su,xt o caule de G(A∗, b∗) com ve´rtice inicial u e ve´rtice final xt.
Consideremos G(A∗0, b∗0) como sendo o subgrafo de G(A∗, b∗) gerado por Su,xt
e pelos ciclos que teˆm pelo menos um ve´rtice em comum com Su,xt . Ale´m
disso, seja G(A∗) o subgrafo de G(A∗, b∗) gerado pelos ve´rtices que na˜o sa˜o
ve´rtices de G(A∗0, b∗0).
Enta˜o, rearranjando adequadamente os ı´ndices dos ve´rtices de G(A∗, b∗),
a matriz
[
b∗ µI − A∗
]
pode ser escrita como uma matriz triangular inferior
por blocos onde os blocos da diagonal sa˜o([
b∗0 µI − A∗0
]
,
[
µI − A∗1
]
, . . . ,
[
µI − A∗j
]
,
[
µI − T ∗
])
, (2.2)
onde A∗i , i = 1, 2, . . . , j, sa˜o as matrizes associadas aos ciclos Fi e T ∗ e´ a
matriz associada a` parte do caule Su,xt que esta´ inclu´ıda no grafo G(A∗).
Vamos agora mostrar que (2.1) e´ va´lida. Se µ na˜o for valor pro´prio de A∗
e´ imediato. Caso µ seja valor pro´prio de A∗ temos um dos seguintes casos:
i) µ e´ valor pro´prio de A∗i para algum i = 0, 1, . . . , j;
ii) µ = 0, que e´ valor pro´prio de T ∗.
Caso se verifique i), podemos assumir que este ciclo e´ F0. Note-se que µ e´
soluc¸a˜o de µj(F0) − f(F0) = 0, onde j(F0) representa o nu´mero de arestas
do ciclo F0 e, consequentemente, e´ na˜o nulo. Para ale´m disso, existe apenas
uma conexa˜o fatorial (u, xt) em G(µI−A∗0, b∗0), que consiste em Su,xt e lacetes
de peso −µ associados a cada ve´rtice de G(A∗0, b∗0) que na˜o seja um ve´rtice
de Su,xt .
Enta˜o, pelo Lema 2.2.29, temos
det
[
b∗0 µI − A∗0
]<t
= ±(−µ)kf(Su,xt) 6= 0 (2.3)
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onde k e´ o nu´mero de ve´rtices com lacetes. Como µ e´ um valor pro´prio de
A∗ de multiplicidade alge´brica 1, por (2.2), temos que
det
[
b∗ µI − A∗
]<t
6= 0. (2.4)
Caso se verifique ii), seja xt o ve´rtice final de Su,xt . Enta˜o, provamos a
desigualdade (2.4) exatamente da mesma forma que o caso anterior.
Portanto o sistema (A∗, b∗) e´ ating´ıvel, o que implica por definic¸a˜o que o
sistema estruturado (Aλ, bλ) e´ estruturalmente ating´ıvel.
Exemplo 2.2.31. Consideremos as matrizes estruturadas
Aλ =

0 0 0 0
λ1 0 0 0
λ2 0 0 λ3
λ4 0 λ5 λ6
 e Bλ =

λ7
λ8
0
0
 .
O grafo do sistema estruturado (Aλ, Bλ) e´
u1
x1
x2 x3
x4
e e´ gerado pelo cato
u1
x1
x2 x3
x4
com caule S0 : u1 → x1 → x2 e rebento B1 : x1 → x4 → x3 → x4.
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Pelo Teorema 2.2.30, o sistema estruturado (Aλ, Bλ) e´ estruturalmente
ating´ıvel. Podemos, alternativamente, verificar esse facto atrave´s do ca´lculo
da caracter´ıstica (gene´rica) da matriz de atingibilidade deste sistema:
R4(Aλ, Bλ) =
[
Bλ AλBλ A
2
λBλ A
3
λBλ
]
=

λ7 0 0 0
λ8 λ1λ7 0 0
0 λ2λ7 λ3λ4λ7 (λ2λ5 + λ4λ6)λ3λ7
0 λ4λ7 (λ2λ5+λ4λ6)λ7 (λ3λ4λ5+(λ2λ5+λ4λ6)λ6)λ7
 .
Considerando λ∗ = (1, 1, 1, 1, 1, 1, 1, 0), obtemos a matriz
1 0 0 0
0 1 0 0
0 1 1 2
0 1 2 3

que tem caracter´ıstica 4 e, pelo Teorema 1.2.4, o sistema com esta matriz de
atingibilidade e´ ating´ıvel, o que implica que o sistema estruturado (Aλ, Bλ)
e´ estruturalmente ating´ıvel. 
Exemplo 2.2.32. E´ fa´cil ver que os grafos dos exemplos 2.2.7 e 2.2.20 na˜o
sa˜o gerados por catos e tambe´m que os sistemas estruturados representados
por esses grafos na˜o sa˜o estruturalmente ating´ıveis. 
Cap´ıtulo 3
Sistemas 2D
Neste cap´ıtulo comec¸amos por introduzir sistemas 2D de acordo com o
modelo Fornasini-Marchesini de espac¸o de estados e caracterizamos a atin-
gibilidade local e global de tais sistemas. A seguir definimos sistemas 2D
estruturados e usamos a teoria de grafos para estudar a sua atingilidade
global. Finalmente introduzimos os grafos 2D e aplicamos esse conceito para
estudar a atingibilidade local de sistemas 2D positivos.
3.1 Modelo Fornasini-Marchesini
Uma das mais frequentes representac¸o˜es de sistemas 2D e´ o bem conhecido
modelo Fornasini-Marchesini de espac¸o de estados [5]. Este modelo e´ uma
generalizac¸a˜o para o caso 2D da equac¸a˜o de estados de primeira ordem (1.4)
referida no cap´ıtulo 1 e define-se da seguinte forma.
Definic¸a˜o 3.1.1. Um sistema de espac¸o de estados 2D na forma Fornasini-
-Marchesini e´ descrito pela seguinte equac¸a˜o matricial
x(i+ 1, j + 1) = A1x(i, j + 1) + A2x(i+ 1, j)
+B1u(i, j + 1) +B2u(i+ 1, j)
(3.1)
45
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onde x(·, ·) ∈ Rn sa˜o denominados estados locais, u(·, ·) ∈ Rm sa˜o as entradas,
A1, A2 ∈ Rn×n sa˜o denominadas matrizes de estado e B1, B2 ∈ Rn×m sa˜o
matrizes de entrada. Denotaremos este sistema 2D por (A1, A2, B1, B2).
Introduzindo os operadores de deslocamento definidos por:
σ1x(i, j) = x(i+ 1, j),
σ2x(i, j) = x(i, j + 1),
a equac¸a˜o (3.1) pode ser escrita na forma
σ1x(i, j + 1) = A1x(i, j + 1) + A2σ1σ
−1
2 (i, j + 1)
+B1u(i, j + 1) +B2σ1σ
−1
2 (i, j + 1).
Se definirmos um novo operador σ = σ1σ
−1
2 , enta˜o a equac¸a˜o anterior fica:
σ1x = (A1 + A2σ)x+ (B1 +B2σ)u. (3.2)
Definic¸a˜o 3.1.2. Chamamos espac¸o de separac¸a˜o Ck, com k ∈ Z, ao con-
junto
Ck = {(i, j) ∈ Z2 : i+ j = k}.
Exemplo 3.1.3. Na figura seguinte esta˜o representados dois exemplos de
espac¸os de separac¸a˜o, C0 e Ck para algum k ∈ Z.
6
-
• • • • • • • • • • • • • C0
• • • • • • • • • Ck
(0,k)
(k,0)
As condic¸o˜es iniciais para a equac¸a˜o (3.2) sa˜o atribu´ıdas especificando os
valores do estado sobre o espac¸o de separac¸a˜o C0. Outros tipos de espac¸os
de separac¸a˜o podem ser encontrados em [5].
3.1 Modelo Fornasini-Marchesini 47
Neste tipo de sistemas 2D e´ necessa´rio fazer a distinc¸a˜o entre estados
locais, isto e´, os valores do estado num certo ponto (i, j) e os estados globais,
que consistem na colec¸a˜o de todos os estados locais ao longo de um espac¸o
de separac¸a˜o.
Definic¸a˜o 3.1.4. Definimos o estado global sobre o conjunto de separac¸a˜o Ck
como sendo a colec¸a˜o de estados locais:
Xk(t) =
(
x(k + t,−t))
t∈Z
e analogamente definimos a entrada global sobre o conjunto de separac¸a˜o Ck
como sendo a colec¸a˜o de entradas:
Uk(t) =
(
u(k + t,−t))
t∈Z.
Pela equac¸a˜o (3.2), a evoluc¸a˜o do estado global e´ dada por
Xk+1 = A(σ)Xk +B(σ)Uk, (3.3)
onde A(σ) = A1 + A2σ, B(σ) = B1 + B2σ, e as ac¸o˜es de σ e σ1 em Xk sa˜o
dadas por
σXk(t) =
(
x(k + (t+ 1),−(t+ 1)))
t∈Z = Xk(t+ 1).
e por
σ1Xk(t) =
(
x(k + t+ 1),−t))
t∈Z = Xk+1(t).
Note-se que a ac¸a˜o de σ em Uk e´ ana´loga, ou seja,
σUk(t) = Uk(t+ 1) e σ1Uk(t) = Uk+1(t).
Na secc¸a˜o seguinte iremos usar a transformada Z de uma sequeˆncia. Os
detalhes e propriedades da transformada Z podem ser consultados em [8].
Iremos apenas apresentar a sua definic¸a˜o.
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Denotemos por R
[
[z, z−1]
]
o conjunto das se´ries formais de poteˆncias de
Laurent bilaterais na indeterminada z com coeficientes em R e por (R)Z o
conjunto das sequeˆncias em Z que tomam valores em R.
Definic¸a˜o 3.1.5. A transformada Z, Z: (R)Z → R[ [z, z−1] ], e´ definida por
Z[Wk] =
+∞∑
t=−∞
Wk(t)z−t
e sera´ denotada porWk(z), com k ∈ Z. Para vetores em
(
Rl
)Z
a transformada
Z e´ definida componente a componente.
Enta˜o,
Z[σXk] =
+∞∑
t=−∞
σXk(t)z−t
=
+∞∑
t=−∞
Xk(t+ 1)z−t
= z
+∞∑
t=−∞
Xk(t+ 1)z−(t+1)
= z
+∞∑
t=−∞
Xk(t)z−t
= zXk(z), onde Xk(z) = Z[Xk]
e, por isso, aplicando a transformada Z a` equac¸a˜o (3.3), obtemos
Xk+1(z) = A(z)Xk(z) +B(z)Uk(z), (3.4)
onde A(z) = A1 + A2z, B(z) = B1 +B2z e Uk(z) = Z[Uk].
3.2 Atingibilidade local e global
Ao lidar com sistemas 2D, o conceito de atingibilidade e´ naturalmente in-
troduzido em duas formas diferentes: um “fraco”(local) e outro “forte”(global),
referindo-se, respetivamente, a estados locais individuais e a estados globais.
Estas noc¸o˜es sa˜o definidas a seguir de acordo com [5].
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Definic¸a˜o 3.2.1. O sistema 2D (3.1) e´
• localmente ating´ıvel se, assumindo que X0 ≡ 0, para cada x∗ ∈ Rn
existe (i, j) ∈ Z2, com i + j > 0, e uma sequeˆncia de entradas u(·, ·)
tal que x(i, j) = x∗. Neste caso, dizemos que x∗ e´ ating´ıvel em i + j
passos.
• globalmente ating´ıvel se, assumindo que X0 ≡ 0, para toda a sequeˆn-
cia de estados globais X ∗ com valores em Rn, existe k ∈ Z+ e uma
sequeˆncia de entradas U0,U1, . . . ,Uk−1 de modo que o estado global Xk
coincide com X ∗. Neste caso, dizemos que X ∗ e´ ating´ıvel em k passos.
Analogamente ao que foi estudado no cap´ıtulo 1, a atingibilidade local
de um sistema 2D sera´ caracterizada usando a matriz de atingibilidade em
k passos introduzida a seguir. Nessa definic¸a˜o, aplica-se a noc¸a˜o de produto
de Hurwitz.
Definic¸a˜o 3.2.2. Sejam A e B matrizes de ordem n. O seu produto de
Hurwitz e´ definido por:
1. AijB = 0, se i < 0 ou j < 0
2. Ai0B = Ai, se i ≥ 0
3. A0jB = Bj, se j ≥ 0
4. AijB = A
(
Ai−1jB
)
+B
(
Aij−1B
)
, se i, j > 0.
Exemplo 3.2.3. Sejam A e B matrizes de ordem n. Enta˜o
A21B = A2B + ABA+BA2.

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Definic¸a˜o 3.2.4. Dado o sistema 2D (3.1), definimos a sua matriz de atin-
gibilidade em k passos como sendo a matriz
Rk =
[ (
A1
i−1

jA2
)
B1 +
(
A1
i

j−1A2
)
B2
]
i,j≥0, 0<i+j≤k
Exemplo 3.2.5. A matriz de atingibilidade em 2 passos do sistema (3.1) e´
dada por
R2 =
[
B1 B2 A1B1 A1B2 + A2B1 A2B2
]

No teorema seguinte e´ apresentada uma caracterizac¸a˜o necessa´ria e sufi-
ciente da atingibilidade local de um sistema 2D.
Teorema 3.2.6. [5] Um sistema 2D (A1, A2, B1, B2) e´ localmente ating´ıvel
se e so´ se
rankRn = n.
Claramente, a atingibilidade global implica a atingibilidade local. Vamos
agora focar-nos na propriedade global. Comecemos por definir a matriz da
atingibilidade global.
Definic¸a˜o 3.2.7. A` matriz
Rn(z) =
[
B(z) A(z)B(z) · · · An−1(z)B(z)
]
,
onde n e´ a dimensa˜o do estado local e as matrizes polinomiais A(z) e B(z)
sa˜o definidas como em (3.4), chamamos matriz de atingibilidade global do
sistema 2D (A1, A2, B1, B2).
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Note-se que, se X0 ≡ 0, enta˜o
Xk(z) =
k−1∑
l=0
Ak−1−l(z)B(z)Ul(z)
=
[
B(z) A(z)B(z) · · · Ak−1(z)B(z)
]

Uk−1(z)
Uk−2(z)
...
U0(z)
 .
Portanto, o estado global X ∗ e´ ating´ıvel em k passos se e so´ se
X∗(z) = Z[X ∗] ∈ ImRk(z)
onde Rk(z) =
[
B(z) A(z)B(z) · · · Ak−1(z)B(z)
]
.
No teorema seguinte, a atingibilidade global e´ caracterizada em termos
da matriz de atingibilidade global.
Teorema 3.2.8. [5] O sistema 2D (A1, A2, B1, B2) e´ globalmente ating´ıvel
se e so´ se rankRn(z) = n.
3.3 Sistemas 2D estruturados
Nesta secc¸a˜o consideramos sistemas 2D da forma (3.1), onde as matrizes
A1, A2, B1 e B2 sa˜o estruturadas, i.e., as suas entradas sa˜o zeros fixos ou
paraˆmetros independentes.
Definic¸a˜o 3.3.1. Se as matrizes A1, A2, B1 e B2 forem estruturadas, dizemos
que o sistema 2D descrito por (3.1) e´ um sistema 2D estruturado e representa´-
-lo-emos apenas por (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ).
Note-se que as matrizes polinomiais Aλ(z) = A
λ
1+A
λ
2z e Bλ(z) = B
λ
1 +B
λ
2 z
sa˜o tambe´m matrizes (polinomiais) estruturadas. Para ale´m disso, tomando
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qualquer ν∗ ∈ C, as matrizes Aλ (ν∗) e Bλ (ν∗) sa˜o tambe´m matrizes estru-
turadas.
Analogamente ao que foi feito no primeiro cap´ıtulo, iremos definir quando
um sistema 2D estruturado e´ estruturalmente ating´ıvel.
Definic¸a˜o 3.3.2. O sistema 2D estruturado (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´ (globalmente)
ating´ıvel se e´ estruturalmente (globalmente) ating´ıvel.
Note-se que se o sistema (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´ ating´ıvel para “quase todos”os
valores de λ ∈ Rr, onde r e´ o nu´mero de paraˆmetros existentes nas matrizes
Aλ1 , A
λ
2 , B
λ
1 e B
λ
2 , atendendo a` Definic¸a˜o 3.2.1 e ao Teorema 3.2.8, isto implica
que a matriz de atingibilidade
Rnλ(z) =
[
Bλ(z) Aλ(z)Bλ(z) · · · An−1λ (z)Bλ(z)
]
,
que e´ uma matriz polinomial em λ e z, torna-se uma matriz polinomial
em z de caracter´ıstica n para “quase todos”os valores de λ ∈ Rr. Dev-
ido a`s propriedades das matrizes polinomiais, isto significa que Rnλ∗(z) tem
caracter´ıstica n para, pelo menos, um valor de λ∗ ∈ Rr. De novo, isto e´
equivalente a dizer que (Aλ
∗
1 , A
λ∗
2 , B
λ∗
1 , B
λ∗
2 ) e´ ating´ıvel para, pelo menos, um
λ∗ ∈ Rr.
As noc¸o˜es de pares de matrizes na forma I e na forma II voltam a ter
um papel importante na caracterizac¸a˜o da atingibilidade, agora aplicadas ao
par de matrizes polinomiais (Aλ(z), Bλ(z)).
Definic¸a˜o 3.3.3. Sejam Aλ(z) ∈ Rn×n[z] e Bλ(z) ∈ Rn×m[z] matrizes poli-
nomiais estruturadas. Dizemos que o par (Aλ(z), Bλ(z)) esta´ na:
• forma I, ou que e´ redut´ıvel, se existir uma matriz de permutac¸a˜o
P ∈ Rn×n tal que
PAλ(z)P
−1 =
Aλ11(z) 0
Aλ21(z) A
λ
22(z)
 e PBλ(z) =
 0
Bλ2 (z)

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onde Aλij(z) sa˜o matrizes polinomiais estruturadas do tipo ni×nj, para
i, j = 1, 2 e com 0 < n1 ≤ n e n1 + n2 = n, e onde Bλ2 (z) e´ uma matriz
polinomial estruturada do tipo n2 ×m.
• forma II, ou que na˜o tem caracter´ıstica ma´xima, se a caracter´ıstica da
matriz polinomial estruturada
[
Aλ(z) Bλ(z)
]
e´ menor que n.
Note-se que a caracter´ıstica de
[
Aλ(z) Bλ(z)
]
e´ definida como
max
λ∗∈Rr
(
rank
[
Aλ∗(z) Bλ∗(z)
])
,
onde rank
[
Aλ∗(z) Bλ∗(z)
]
denota a caracter´ıstica desta matriz polinomial
em z.
Para estabelecer uma caracterizac¸a˜o da atingibilidade global usando grafos,
definimos a seguir o grafo associado a um par de matrizes polinomiais estru-
turadas.
Definic¸a˜o 3.3.4. Sejam Aλ(z) = A
λ
1 + A
λ
2z e Bλ(z) = B
λ
1 + B
λ
2 duas ma-
trizes polinomiais estruturadas. O grafo associado ao par (Aλ(z), Bλ(z)) e´
a sobreposic¸a˜o dos grafos associados aos pares (Aλ1 , B
λ
1 ) e (A
λ
2 , B
λ
2 ), elimi-
nando as arestas repetidas que possam aparecer. Denotaremos esse grafo
por G(Aλ(z), Bλ(z)).
Exemplo 3.3.5. Consideremos as seguintes matrizes estruturadas
Aλ1 =
λ1 λ2
0 0
 , Bλ1 =
 0
λ5
 , Aλ2 =
 0 λ3
λ4 0
 e Bλ2 =
λ6
λ7
 .
Os grafos associados aos pares (Aλ1 , B
λ
1 ) e (A
λ
2 , B
λ
2 ) sa˜o, respetivamente,
u1
x1 x2
e
u1
x1 x2
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E, portanto, o grafo associado ao par (Aλ(z), Bλ(z)) e´
u1
x1 x2

O lema seguinte sera´ essencial na caracterizac¸a˜o da atingibilidade global.
Lema 3.3.6. [11] Seja ν∗ ∈ C \ {0}. Enta˜o, o par de matrizes polinomiais
estruturadas (Aλ(z), Bλ(z)) na˜o esta´ nem na forma I nem na forma II se e
so´ se o par de matrizes estruturadas (Aλ (ν
∗) , Bλ (ν∗)) na˜o estiver nem na
forma I nem na forma II, onde Aλ(z) = A
λ
1 + A
λ
2z e Bλ(z) = B
λ
1 +B
λ
2 z.
Demonstrac¸a˜o. Para ν∗ ∈ C\{0}, ambas as implicac¸o˜es sa˜o o´bvias porque
os grafos associados aos pares de matrizes estruturadas (Aλ(z), Bλ(z)) e
(Aλ (ν
∗) , Bλ (ν∗)) sa˜o iguais.
Nota 3.3.7. A condic¸a˜o suficiente do lema anterior tambe´m e´ va´lida para
ν∗ = 0. De facto, se ν∗ = 0 enta˜o Aλ (0) = Aλ1 e Bλ (0) = B
λ
1 . E, por-
tanto, o grafo G(Aλ(0), Bλ(0)) = G(Aλ1 , Bλ1 ) gera G(Aλ(z), Bλ(z)) (e, em
particular, tem os mesmos ve´rtices) . Se o par (Aλ(0), Bλ(0)) na˜o estiver
na forma I nem na forma II, pelo Lema 2.2.8 todos os ve´rtices do grafo
G(Aλ(0), Bλ(0)) sa˜o acess´ıveis e, pelo Lema 2.2.19, existe em G(Aλ(0), Bλ(0))
uma conexa˜o fatorial com origem em U que conte´m todos os ve´rtices de es-
tado. Como G(Aλ(0), Bλ(0)) gera G(Aλ(z), Bλ(z)) o mesmo acontece para
G(Aλ(z), Bλ(z)).
O exemplo seguinte mostra que a condic¸a˜o necessa´ria na˜o se verifica
para ν∗ = 0.
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Exemplo 3.3.8. Sejam
Aλ1 =
λ1 0
0 0
 , Aλ2 =
 0 λ2
λ3 λ4
 , Bλ1 =
0
0
 e Bλ2 =
λ5
λ6
 .
Visto que todas as entradas de (Aλ1 +A
λ
2 , B
λ
1 +B
λ
2 ) sa˜o independentes, este
par na˜o esta´ nem na forma I nem na forma II e, pelo Lema 3.3.6, o mesmo
e´ va´lido para o par (Aλ(z), Bλ(z)). No entanto, e´ claro pela Definic¸a˜o 3.3.3
que o par (Aλ(0), Bλ(0)) = (A
λ
1 , B
λ
1 ) esta´ nas formas I e II. 
Com base no Lema 3.3.6 e nos Teoremas 1.2.4 e 3.2.6 obtemos o resultado
principal desta secc¸a˜o, que caracteriza a atingibilidade global de sistemas 2D
estruturados.
Teorema 3.3.9. [11] Um sistema 2D estruturado (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´ glo-
balmente ating´ıvel se e so´ se o par de matrizes estruturadas (Aλ(z), Bλ(z))
na˜o esta´ nem na forma I nem na forma II, onde Aλ(z) = A
λ
1 + A
λ
2z e
Bλ(z) = B
λ
1 +B
λ
2 z.
Demonstrac¸a˜o. Por definic¸a˜o, o sistema 2D estruturado (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´
globalmente ating´ıvel se existir λ∗ ∈ Rr de tal forma que o sistema 2D
(Aλ
∗
1 , A
λ∗
2 , B
λ∗
1 , B
λ∗
2 ) e´ globalmente ating´ıvel.
Enta˜o, pelo Teorema 3.2.8, rankRnλ∗(z) = n, onde Rnλ∗(z) e´ a matriz de
atingibilidade global do sistema 2D (Aλ
∗
1 , A
λ∗
2 , B
λ∗
1 , B
λ∗
2 ). Note-se que, neste
caso, o conjunto
L = {η ∈ C : rankRnλ∗(η) < rankRnλ∗(z)}
corresponde aos zeros comuns dos menores do tipo n×n da matriz Rnλ∗(z) e,
portanto, e´ um conjunto finito. Assim, rankRnλ∗(z) = n significa que existe
ν∗ ∈ C \ L tal que
rankRnλ∗(ν∗) = n.
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Pelo Teorema 1.2.4, o sistema (Aλ∗ (ν
∗) , Bλ∗ (ν∗)) e´ ating´ıvel, para todo
ν∗ ∈ C\L. Consequentemente, por definic¸a˜o, (Aλ (ν∗) , Bλ (ν∗)) e´ um sistema
estruturado ating´ıvel.
Pelo Teorema 1.3.15, temos que o par de matrizes estruturadas
(Aλ (γ
∗) , Bλ (γ∗)) na˜o esta´ na forma I nem na forma II e, pelo Lema 3.3.6,
(Aλ (z) , Bλ (z)) na˜o esta´ na forma I nem na forma II.
A demonstrac¸a˜o da implicac¸a˜o rec´ıproca e´ ana´loga.
Resulta da demonstrac¸a˜o anterior que um sistema 2D estruturado
(Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´ globalmente ating´ıvel se e so´ se o par de matrizes es-
truturadas (Aλ (ν
∗) , Bλ (ν∗)) na˜o esta´ na forma I nem na forma II, para todo
ν∗ ∈ C\L. Pelo Teorema 2.2.30, isto significa que o grafo G (Aλ(ν∗), Bλ(ν∗)) e´
gerado por um cati. Visto que, para todo ν∗ ∈ C \ {0}, os grafos
G (Aλ(z), Bλ(z)) e G (Aλ(ν∗), Bλ(ν∗)) sa˜o iguais, e´ va´lida a seguinte caracte-
rizac¸a˜o da atingibilidade global baseada na teoria dos grafos.
Corola´rio 3.3.10. Um sistema 2D estruturado (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´ global-
mente ating´ıvel se e so´ se existe um cati que gera o grafo G (Aλ(z), Bλ(z)).
Exemplo 3.3.11. Consideremos as matrizes estruturadas
Aλ1 =

λ1 0 0
0 0 0
0 λ2 0
 , Aλ2 =

0 λ3 0
λ4 0 0
0 λ5 0
 , Bλ1 =

λ6
0
0
 e Bλ2 =

0
0
λ7
 ,
e definam-se as matrizes polinomiais estruturadas
Aλ(z) = A
λ
1 + A
λ
2z =

λ1 λ3z 0
λ4z 0 0
0 λ2 + λ5z 0

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e
Bλ(z) = B
λ
1 +B
λ
2 z =

λ6
0
λ7z
 .
O grafo associado ao par (Aλ(z), Bλ(z)) e´
u1
x1 x2 x3
e e´ fa´cil de verificar que esse grafo e´ gerado pelo cato com caule
S0 : u1 → x3 e rebento B1 : u1 → x1 → x2 → x1 ou, alternativamente,
pelo cato apenas com o caule S0 : u1 → x1 → x2 → x3. Pelo corola´rio ante-
rior, o sistema 2D estruturado (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´ globalmente ating´ıvel. Isso
pode, alternativamente, ser verificado a partir da matriz de atingibilidade
global:
R3λ(z) =
[
Bλ(z) Aλ(z)Bλ(z) A
2
λ(z)Bλ(z)
]
=

λ6 λ1λ6 λ
2
1λ6 + λ3λ4λ6z
2
0 λ4λ6z λ1λ4λ6z
λ7z 0 (λ2 + λ5z)λ4λ6z

Considerando λ∗ = (0, 1, 0, 1, 0, 1, 0), a matriz polinomial
R3λ∗(z) =

1 0 0
0 z 0
0 0 z

tem caracter´ıstica 3 e, portanto, pelo Teorema 3.2.8, o sistema 2D
(Aλ
∗
1 , A
λ∗
2 , B
λ∗
1 , B
λ∗
2 ) e´ globalmente ating´ıvel, o que, por definic¸a˜o, implica
que o sistema 2D estruturado (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´ globalmente ating´ıvel. 
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Tanto quanto sabemos ainda na˜o foi estabelecida nenhuma caracterizac¸a˜o
da atingibilidade local de sistemas 2D estruturados.
3.4 Sistemas 2D Positivos
Nesta secc¸a˜o introduzimos os sistemas 2D positivos e e´ caracterizada a
atingibilidade local destes sistemas quer algebricamente quer usando a teoria
de grafos.
Definic¸a˜o 3.4.1. Um sistema 2D positivo e´ um sistema (A1, A2, B1, B2) onde
os seus estados locais e as suas entradas tomam valores na˜o negativos e as
matrizes A1, A2, B1 e B2 sa˜o na˜o negativas
1.
Uma condic¸a˜o necessa´ria e suficiente sobre atingibilidade local de sistemas
2D positivos e´ apresentada no teorema seguinte. Nesse teorema usamos a
noc¸a˜o de matriz monomial definida a seguir.
Definic¸a˜o 3.4.2. Chamamos matriz monomial a uma matriz onde, em cada
linha e cada coluna, existe uma u´nica entrada na˜o nula. Designaremos por
vetor i-monomial um vetor em que todas as entradas sa˜o nulas exceto na
linha i.
Teorema 3.4.3. [1] O sistema 2D positivo (A1, A2, B1, B2) e´ localmente atin-
g´ıvel se e so´ se existe k ∈ N tal que a matriz de atingibilidade em k passos
possui uma submatriz monomial do tipo n× n.
Mais recentemente foi apresentada a seguinte caracterizac¸a˜o que e´ mais
simples de verificar mas e´ apenas necessa´ria.
1Uma matriz diz-se na˜o negativa se todas as suas entradas forem na˜o negativas
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Lema 3.4.4. [6] Se o sistema 2D positivo (A1, A2, B1, B2) e´ localmente
ating´ıvel, enta˜o a matriz
[
A1 A2 B1 B2
]
possui uma submatriz monomial
do tipo n× n.
Demonstrac¸a˜o. Tendo em conta a estrutura das colunas da matriz de atin-
gibilidade e o teorema anterior, se o sistema e´ localmente ating´ıvel enta˜o
existem n pares na˜o negativos (hi, ki) ∈ Z+ × Z+, com i = 1, 2, . . . , n, e n
ı´ndices j = j(i) ∈ {1, 2, . . . ,m} tais que(
A1
hi−1

kiA2
)
B1ej +
(
A1
hi

ki−1A2
)
B2ej
e´ um vetor i-monomial. Se hi + ki = 1, o vetor i-monomial e´ uma coluna ou
de B1 ou de B2. Se hi + ki > 1, o vetor i-monomial e´ uma coluna ou de A1
ou de A2 (ou, possivelmente, de ambas).
Como num sistema 2D positivo todas as entradas das matrizes sa˜o na˜o
negativas (e portanto nunca ocorre cancelamento subtrativo), do ponto de
vista dos grafos estes sistemas podem ser encarados como sistemas 2D estru-
turados onde cada entrada na˜o nula e´ substitu´ıda por um paraˆmetro livre.
A definic¸a˜o de grafo 2D de sistemas 2D estruturados e´ a seguinte.
Definic¸a˜o 3.4.5. O grafo 2D do sistema 2D estruturado (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´
definido por um conjunto de ve´rtices V = U ∪X, onde
U = {u1, . . . , um} e X = {x1, . . . , xn},
e um conjunto de arestas E = A1 ∪ A2 ∪ B1 ∪ B2, onde
A1 = {(xj, xi) : a1,ij 6= 0}2 , A2 = {(xj, xi) : a2,ij 6= 0},
e
B1 = {(uj, xi) : b1,ij 6= 0} , B2 = {(uj, xi) : b2,ij 6= 0}.
2A notac¸a˜o a1,ij representa a entrada (i, j) da matriz A1
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As arestas dos conjuntos A1 e B1 sera˜o representadas por linhas finas e
as arestas dos conjuntos A2 e B2 por linhas grossas.
Exemplo 3.4.6. Consideremos o sistema 2D estruturado definido pelas ma-
trizes
Aλ1 =

λ1 λ2 0 0
0 0 0 0
λ3 0 0 0
0 0 0 0
 , A
λ
2 =

0 0 0 0
0 0 λ4 0
λ5 0 0 λ6
λ7 0 0 0
 , B
λ
1 =

0
0
0
λ8
 e B
λ
2 =

λ9
0
0
0
 .
O seu grafo 2D e´
u1 x1 x2
x3x4

As seguintes noc¸o˜es sa˜o necessa´rias para caracterizar a atingibilidade local
de sistemas 2D positivos usando a teoria de grafos.
Definic¸a˜o 3.4.7. Um caule com ve´rtice inicial uj sera´ chamado uj-caule.
Denotmos por |p|1 o nu´mero total de arestas dos conjuntos A1 e B1 e por
|p|2 o nu´mero total de arestas dos conjuntos A2 e B2 pertencentes ao caule
p. Enta˜o chamamos composic¸a˜o de p a` matriz
[
|p|1 |p|2
]
.
Teorema 3.4.8. [6] O sistema 2D positivo (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´ localmente
ating´ıvel se e so´ se, para cada i = 1, . . . , n, existir j = j(i) e uma composic¸a˜o[
|p|1 |p|2
]
de tal forma que o ve´rtice xi e´ o ve´rtice terminal de todos os
uj-caules com essa composic¸a˜o.
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Demonstrac¸a˜o. Pelos resultados anteriores, o sistema e´ localmente ating´ıvel
se e so´ se existem n pares na˜o negativos (hi, ki) ∈ Z+×Z+, com i = 1, 2, . . . , n,
e n ı´ndices j = j(i) ∈ {1, 2, . . . ,m} tais que(
A1
hi−1

kiA2
)
B1ej +
(
A1
hi

ki−1A2
)
B2ej
e´ um vetor i-monomial. No entanto, dizer que(
A1
hi−1

kiA2
)
B1ej +
(
A1
hi

ki−1A2
)
B2ej
e´ um vetor i-monomial, significa que o conjunto dos ui-caules com composic¸a˜o[
|p|1 |p|2
]
=
[
hi ki
]
na˜o e´ vazio e cada um desses caules tem ve´rtice ter-
minal xi.
Exemplo 3.4.9. Consideremos o sistema 2D estruturado do exemplo 3.4.6.
A matriz
[
Aλ1 A
λ
2 B
λ
1 B
λ
2
]
inclui a submatriz monomial
λ2 0 0 0
0 λ4 0 0
0 0 λ6 0
0 0 0 λ8

e, portanto, nada se pode concluir do Lema 3.4.4 sobre a atingibilidade local
do sistema.
Por outro lado, u1 → x4 e´ o u´nico caule de composic¸a˜o
[
1 0
]
, u1 → x1
e´ o u´nico caule de composic¸a˜o
[
0 1
]
e u1 → x1 → x4 → x3 → x2 e´ o u´nico
caule de composic¸a˜o
[
0 4
]
. No entanto, na˜o ha´ nenhuma composic¸a˜o tal
que x3 seja o ve´rtice terminal de todos os caules com essa composic¸a˜o. Logo,
pelo Teorema 3.4.8, o sistema (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) na˜o e´ localmente ating´ıvel. 
Se no grafo do exemplo anterior a aresta (x1, x4) fosse removida o sistema
ja´ seria localmente ating´ıvel, como podemos verificar no exemplo seguinte.
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Exemplo 3.4.10. Consideremos o sistema 2D estruturado definido pelas
matrizes
Aλ1 =

λ1 λ2 0 0
0 0 0 0
λ3 0 0 0
0 0 0 0
 , A
λ
2 =

0 0 0 0
0 0 λ4 0
λ5 0 0 λ6
0 0 0 0
 , B
λ
1 =

0
0
0
λ7
 e B
λ
2 =

λ8
0
0
0
 .
O seu grafo 2D e´
u1 x1 x2
x3x4
Analogamente ao exemplo anterior, a matriz
[
Aλ1 A
λ
2 B
λ
1 B
λ
2
]
inclui a
submatriz monomial 
λ2 0 0 0
0 0 λ4 0
0 λ5 0 0
0 0 0 λ7

e, portanto, nada se pode concluir do Lema 3.4.4 sobre a atingibilidade local
do sistema. No entanto, e´ imediato verificar que os caules u1 → x4, u1 → x1,
u1 → x1 → x3 e u1 → x1 → x3 → x2 sa˜o os u´nicos caules de composic¸a˜o,
respetivamente,
[
1 0
]
,
[
0 1
]
,
[
0 2
]
e
[
0 3
]
. Consequentemente, pelo
Teorema 3.4.8, o sistema (Aλ1 , A
λ
2 , B
λ
1 , B
λ
2 ) e´ localmente ating´ıvel. 
Conclusa˜o
Neste trabalho comec¸a´mos por introduzir os sistemas lineares discretos
em espac¸o de estados e, em particular, caracteriza´mos a atingibilidade de
tais sistemas. Definimos depois sistemas estruturados, isto e´, sistemas onde
todas as entradas das matrizes do sistema ou sa˜o paraˆmetros independentes
ou sa˜o zeros fixos. A atingibilidade estrutural deste tipo de sistemas foi
caracterizada algebricamente e usando a teoria de grafos.
Finalmente aborda´mos os sistemas 2D de acordo com o modelo Fornasi-
ni-Marchesini de espac¸o de estados, definimos sistemas 2D estruturados e
caracteriza´mos a sua atingibilidade global, bem como a atingibilidade local
apenas para sistemas 2D positivos.
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