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A b stract
Η παρούσα εργασία  μελετά  τη ν χρήση σ το χ α σ τ ικ ώ ν  δ ιαφορικών εξ ισ ώ σ εω ν  
σε χρηματοοικονομικά μοντέλα. Μ ας ενδ ιαφέρει η μοντελοποίηση της πορείας 
μ ετοχώ ν, με σκοπό τη ν τιμολόγηση τω ν  α ντ ίσ το ιχ ω ν  παρ αγώ γω ν (options) . 
Γ ίνετα ι μια σύντομη ε ισα γω γή  σ τ ις  απαραίτητες έννο ιες  που θα  χρειαστούμε, 
τα M artin ga le s  , τη ν κίνηση Brown και το ολοκλήρωμα Ito ώ σ τε  να  μπορούμε 
να  λύσουμ ε σ το χ α σ τ ικ έ ς  δ ιαφορικές εξ ισ ώ σ ε ις . Στη σ υ νέχ ε ια  κατασκευάζουμ ε 
το μοντέλο του B lack-Scho les και τέλο ς συγκρ ίνουμε τη ν αναλυτική  λύση  με 
αλγόριθμο αριθμ ιτικής επ ίλυσης μεθόδου E u ler-M aruyam a
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1. Martingales
1.1 Υπο συνθή κ η  αναμενόμενη τιμή
Έ σ τω  X μια τυχα ία  μεταβλητή, τότε η αναμενόμενη τιμή της E [X ] μπορεί να  
θεω ρ ηθεί σαν η β έλτ ισ τη  πρόβλεψη γ ια  τη ν X όταν ε ίτε δεν δίδονται πληροφο­
ρίες γ ια  το αποτέλεσμα της δοκιμασίας ε ίτε δίνονται ορ ισμένες αλλά όχι όλες 
οι πληροφορίες [1]. Έ σ τω  X 1,X 2,. . .  τυχα ίες  μεταβλητές που τις  θεω ρούμε 
ω ς χρονοσειρές με τα δεδομένα να  εμφανίζοντα ι ανά ένα  κάθε  φορά και τη ν 
χρονική σ τιγμ ή  n εμφανίζοντα ι όλες οι τιμ ές X i ,  ...,X n . Α ν Y  είναι μια άλλη 
τυχα ία  μεταβλητή, τότε E [Y |X 1, . . . ,X n ] είναι η β έλτ ισ τη  πρόβλεψη της Y  δο- 
θ έ ν τω ν  τω ν  X 1, ...,X n . Θα υπο θέσουμ ε ότι η Y  είναι μια ολοκληρώσιμη τυχα ία  
μεταβλητή που σημαίνει ότι E [|Y |] < χ>. Γ ια συντόμευση  θ α  ορίσουμε με F n 
την πληροφορία που περιέχετα ι σ τ ις  X 1, . . . ,X n και α ντ ίσ το ιχα  με E [Y |Fn ] της 
E [Y |X 1, . . . ,X n ]. ορίζουμε με F0 την μη πληροφορία. Η β έλτ ισ τη  πρόβλεψη θα  
πρεπει να  ικανοποιεί τ ις  ακό λο υθες ιδιότητες.
• Α ν δεν έχουμε πληροφορία, τότε η βέλτιστη  πρόβλεψη είναι η αναμενόμενη 
τιμή, δηλαδή, E [Y |F0] =  E [|Y |].
• Η υπό σ υνθή κη  αναμενόμενη τιμή E [Y |Fn ] θα  πρέπει να  χρησιμοποιεί 
κάθε  φορά μόνο τη ν πληροφορία που είναι διαθέσιμη τη ν χρονική στιγμή 
n . Μ ε άλλα λό γ ια  θ α  πρέπει να  είναι μια συνάρτηση τω ν  X 1 , . . . ,X n , 
δηλαδή,
E [Y  |Fn ] =  F  [X 1 , . . . ,X n ].
Λέμε ότι η E [Y |Fn ] είναι μια Fn -μετρήσιμη.
Ο ρ ι σ μ ό ς  1 .  Η  υπό συνθήκη  αναμενόμενη τ ιμ ή  E [Y |Fn ] είναι η μοναδική  
τυχαία μ εταβλητή  που ικανοποιεί τα παρακάτω [1]:
• E [Y |Fn ] είναι μ ια Fn -μ ε τ ρ ή σ ιμ η .
• yF n -μ ε τρ ή σ ιμ η  στο ενδεχόμενο Α ισχύε ι:
E[E [Y  |Fn ] l A ] =  E [Y  1a ] .
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Θ ε ώ ρ η μ α  1 . 'Εστω X 1,X 2,... μ ια ακολουθία τυχα ίω ν μεταβλητώ ν και F n 
δηλώνει την  πληροφορία την  χ ρ ο ν ικ ή  σ τ ιγμή  n. Η υπό συνθήκη  αναμενόμενη  
τ ιμ ή  E[Y|Fn ] ικανοποιεί τις ακόλουθες ιδιότητες.
• Αν Y είναι μ ια F n -μ ετρή σ ιμ η , τότε E[Y|Fn ] =  Y .
• Αν A είναι ένα ^ -μ ε τ ρ ή σ ιμ ο  ενδεχόμενο, τότε E [E[Y|F„]1a ] =  E [Y  1a ]. 
Ειδικότερα,
E[E [Y  |Fn ]] =  E [Y  ].
•  Έστω X \, ...Xn είναι ανεξάρτητες του Y τότε η F n ] δεν περιέχει χ ρ ή σ ιμ ε ς  
πληροφορίες για τη ν  Y οπότε
E [Y  |Fn ] =  E [Y  ].
•  Γραμμικότητα. Αν Y,Z είναι τυχα ίες μ εταβλητές και a,b είναι σταθερές, 
τότε
E[aY + bZ  |Fn ] =  aE [Y  |Fn ] + bE[Y |Fn ].
•  Προβολή ή T ow er P rop erty . Αν m  < n  τότε
E[E [Y  |Fn ]|Fm ] =  E [Y  |Fm ].
•  Αν Z είναι μια Έ,τ,-μ ε τρ ή σ ιμ η  τυχα ία μεταβλητή , τότε όταν παίρνουμε την  
συνθήκη  ως προς την  F n , η Z συμπεριφέρεται σαν σταθερά.
E [Y Z  |Fn ] =  Z  E [Y  |Fn ].
Ο ρ ισ μ ό ς  2 . Αν X 1}X2,... είναι μ ια ακολουθία τυχα ίω ν μεταβλητών, η σ υ ­
σ χ ε τ ισ μ ένη  δ ιήθηση  (διακριτός χρόνος) είναι η σ υ λλο γή  των F n όπου F n δη­
λώνει τη ν  πληροφορία των X1} . . . ,X n.
1.2 Martingales
Στο πλαίσιο τω ν  χρηματοοικονομ ικών η έννο ια  του M artin ga le s  (που αναφέρο­
ντα ι και ω ς τυχα ίο ι περίπατοι) μπορεί να  κατανοηθεί ω ς ένα  δίκαιο παιχνίδι, μια 
μετοχή όπου η επόμενη τιμή της εξαρτάτα ι μόνο από τη προηγούμενη ανεξαρ­
τή τω ς της ιστορίας της αγοράς, ένα  παιχνίδι κορώνα-γράμματα κ .ο .κ .. Α υτά 
είναι μερικά μόνα από τα άπειρα παραδείγματα που περ ιγράφουν την έννο ια  του 
M artin ga le  . Σ τις παρακάτω σελ ίδ ες θα  ε ισάγουμε ένα  πιο αυστηρό μαθηματι­
κό ορισμό εφόσο ν θ α  μας χρ ειαστεί γ ια  να  ε ισάγουμε μετέπειτα έννο ιες  όπως 
η κ ίνηση Brown .
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Ο ρισμός 3. Μια ακολουθία τυχα ίω ν μεταβλητώ ν ονομάζεται m a rtin ga leso^  
προς μ ια δ ιήθηση  F n αν ισχύε ι:
• Για κάθε n  η μ εταβλητή  Mn είναι μ ια ^ -μ ε τ ρ ή σ ιμ η  τυχα ία μ εταβλητή  
μ ε  φραγμένη αναμενόμενη τ ιμ ή  δηλαδή  E [|M n |] < ro
• Αν ισχύε ι m  < n  τότε
E [Mn Mm  \F m] =  0  ^  E [M n ]F m] —E [M m |Fm] =  0  ^  E [M n ]F m] =  Mm
Έ να  m artin ga le  μπορεί να  είναι π .χ . η τιμή ενό ς τ ίτλο υ  (αν περιοριστούμε 
μόνο σ τ ις  θ ε τ ικ έ ς  τιμ ές) ή τα κέρδη ενό ς παιχνιδ ιού τύχη ς αν το γράψουμε στη 
μορφή δ ιαδοχικών διαφορών
ΔMn =  Mn -  M n -1
όπω ς φα ίνεται στο χαρακτηριστικό παράδειγμα που ακολουθεί
Π α ρ ά δ ε ιγ μ α  1 . Εστω μια ακολουθία μ εταβλητώ ν  M 0, M 1, ... που αποτελούν 
m artin ga le  ως προς την  δ ιήθηση  F n . Για n  > 1 κατασκευάζουμε τις δ ιαδοχικές 
διαφορές ΔMn =  M n — M n -1 . Αποφασίζουμε να παίξουμε ένα παιχνίδι τύχης  
μ ε  σκοπό να εκ τ ιμήσουμε  τις επόμενες τιμές, όπου στο  j -στο  παιχνίδι, θα πο­
ντάρουμε το ποσό B j , οπου επιτρέπουμε να πάρει αρνητικές τ ιμ ές  (αυτό δείχνει 
εκ τ ίμ η ση  πως η επόμενη τ ιμ ή  θα είναι μ ικρότερη απο τη ν  τωρινή). Ονομάζουμε 
τα κέρδη από τα n  συνολ ικά  παιχνίδια που έχουμε παίξει ως Wn . Προφανώς τα 
κέρδη που θα έχουμε θα είναι το άθροισμα
n n
Wn = Σ  B j  M j  — M j - i ]  = Σ  B j  Δ M n
j=1 j=1
'Εστω τώρα ότι
V n3K n < ro  : \Bn \ < K n
και υποθέτουμε ότι πρώτα στιχο ιματίζουμε στο  n -οστο  παιχνίδι και μετά βλέπου­
μ ε  το αποτέλεσμα του, μαθηματικά δηλαδή η μ εταβλητή  B n είναι προσαρμο­
σ μ ένη  σ τη ν  F n -1 . Τότε η Wn είναι m a rtin ga le  ως προς την  Τ,ίι.Αυτο αποδει­
κνύεται εύκολα:
Wn+1 = Wn + B n+1ΔMn+1 ^  E[W n+1|Fn] =  E[W n + B n+1(M n+1 — Mn) \F n]
λόγω  γραμμ ικότητας  του τελεστή αναμενόμενης τ ιμής:
E[W n + 1\Fn ] =  E[W n \Fn ] + E [B n+ 1M n+1 \Fn ] — E [B n + 1M n \Fn ]
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εφόσον η B n+l είναι ^ -μ ε τ ρ ή σ ιμ η ,  β γα ίνε ι έξω από την  υπό σ υνθήκη  αναμε­
νόμενη τ ιμ ή  και
E[W n + l |Fn ] =  E[W n |Fn ] + B n + lE [M n + l  |Fn ] -  B n+lE[Mn |Fn ] 
η Mn είναι m a rtin ga le  όπότε E [M n |Fn ] =  Mn και E [M n + l |Fn ] =  Mn άρα μένει
E[W n + l |Fn ] =  E[W n |Fn ] ^  E[W n + l |Fn ] =  Wn 
εφόσον η Wn είναι π ροσαρμοσμένη  σ τη ν  F n
Μ ε το παραπάνω παράδειγμα δείξαμε ότι δεν μπορεί κανείς  να  μετατρέψει ένα  
m artin ga le  με μια πεπερασμένη στρατηγική  (το στοίχημα το οποίο θέτο υμ ε γ ια  
πεπερασμένες χρονικές σ τ ιγμ ές) σε μια διαδιακασία που να  μην είναι m artin ga le  
(δηλ. σε ένα  άδικο παιχνίδ ι, που προτιμά ένα  ενδεχόμενο ). Δ ύνα τα ι όμως 
κάτι τέτο ιο  σε περίπτωση που επ ιλέξουμε να  στο ιχηματίζουμε επ'άπειρο (t ^  
ro ) (Δ ε ν  παραθέτουμε απόδειξη) Περα απο τα m artin ga le s  , οσον αφορά τους 
τυχα ίο υς περιπάτους, μπορεί να  έχουμε τις  εξής δύο περ ιπτώσεις:
•  E [M n |Fn ] > Mm  Τ ότε η διαδικασία ονομανάζεται sub m artin ga les
•  E [M n |Fn ] < Mm  Τ ότε η διαδικασία ονομανάζεται sup erm artin ga le s
1.3 Τ ετραγω νικά  ολοκληρώ σιμα martingales
Ο ρισμός 4. 'Ενα m a rtin ga le  Mn ονομάζεται τετραγωνικά ολοκληρώ σιμο αν 
Vn, E M  < ro .
Δ ε ν  απαιτούμε να  3 C < ro  : E [M ^  < C, Vn. Οι τυχα ίες  μεταβλητές X ,Y  
είναι ο ρ θο γώ νιες  αν E [X Y ] =  E [X ]E [Y ]. Οι α νεξάρτητες τυχα ίες  μεταβλητές 
είναι ο ρ θο γώ νιες , αλλά οι ο ρ θο γώ νιες  τυχ α ίες  μεταβλητές δεν είναι απαραίτη­
το να  είναι και ανεξάρτητες. Α ν X l , ...,X n . είναι ανά δύο ο ρ θο γώ νιες  τυχα ίες  
μεταβλητές με μέση τιμή 0, τότε E [X j Yk] = 0, V j = k και α ναπτύσσο ντας 
στο τετρ ά γω νο  παίρνουμε E [(X l + ... + X n )2] =  Y n^=l E [X 2]. Α υτό μπορε­
ί να  θεω ρ ηθεί σαν μια γ εν ίκ ευσ η  του Π υθαγόρ ιου θεωρήματος σε ορθογώ νια  
τρ ίγω να . Οι αυξήσεις σε ένα  m artin ga le  δεν είναι απαραίτητα α νεξάρτητες, αλ­
λά  στα  τετρ α γω ν ικά  ολοκληρώσιμα m artin ga le  είναι ο ρ θο γώ νιες  όπω ς δείξαμε 
παραπάνω.
Θ εώ ρημα 2. 'Εστω τετραγωνικά ολοκληρώ σιμο m a rtin ga le  Mn ως προς μια  
δ ιήθηση  Fn . Τότε για m  < n
E [(M n+l -  M n ) (M m+l -  M m )] =  0
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n
E[M 2] = E [M 02] + £  E [(M j  -  M j + i)2]
j = 1
Απόδειξη. Α ν m  <  n , τό τε Mn+1 — Mn είναι F n -μετρήσιμη, οπότε
E [(M n +1 — M n ) (M m+1 — M m )|Fn] =
= (M m+1 — M m )E [(M n +1 — M n )|Fn] =  0.
Ε πομένως
E [(M n+i — M n ) (M m+i — Mm)\ =
E [E [(M n +i — M n ) (M m +1 — M m )|Fn\\ = 0 .
Ε πιπλέον, αν θέσο υμ ε M - 1 = 0, παίρνουμε
n
M 2 = [Mo + £ ( M j  — M j - i ) ] 2 =
j =1 
n
= Mo2 + ^ ( M j  — M j - 1 ) 2 + ^ ( M j  — M j _ 1 ) (Mk — M— ). 
j =1 j =k
Π αίρνοντας αναμενόμενες τιμές δεξιά  και αριστερά της εξ ίσω ση ς καταλήγουμε 
στο δεύτερο συμπέρασμα. □
1.4 Ο λοκληρώματα ως προς τυχαίο  περίπα­
το
Έ σ τω  Sn =  X 1 + ... + X n και με F n δηλώνουμε τη ν διήθηση που παράγεται 
από τα X 1 + ... + X n . Η ακολουθ ία  τω ν  τυχ α ίω ν  μεταβλητών J 1, J 2... καλείτα ι 
αναμενόμενη (προβλέψιμη) (ω ς προς τη ν F n ) αν Vn, J n είναι Χ^ ^ μετρήσιμη. 
Να θυμηθούμε ότι αυτή είναι η σ υνθή κη  που κάνει τη ν J n επιτρεπτά ”b e ts” 
σ τη ν m artin ga le  υπό τη ν έννο ια  του διακριτού σ το χαστ ικο ύ  ολοκληρώματος. 
Α ς υπο θέσουμ ε ότι J 1, J 2... είναι μια προβλέψιμη ακολουθ ία  με E [J n \ < ro , Vn. 
Το ολοκλήρωμα του J n ω ς προς το S n ορίζεται ως
n n
Zn = Σ «  X f) = Σ « -  s . )
j= 1  j=1
Το ολοκλήρωμα ικανοποιεί τρεις σημαντικές ιδιότητες.
και Vn ισχύει:
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•  Ιδιότητα M artin ga le . Το ολοκλήρωμα Zn είναι M artin ga le  ω ς προς F n 
(ακολουθεί ορισμός του M artin ga le  παρακάτω)
•  Γραμμικότητα. Α ν J n , K n είναι ακο λο υθ ίες  προβλέψεω ν και a, b σ ταθερές, 
τότε και οι a J n + bKn είναι επ ίσης ακο λο υθ ίες  προβλέψεω ν και
n n  n
^ ( a J ,  + bK j ) =  a  ^ ( J ,  S j) + b ^ ( K j  S , )
,=1  j=1 j=1
•  Αρχή της δ ιακύμανσης
n n  n
V a r [ £ ( J ; S j )] = E [ ( £  J ,S , ) 2] = s 2 ^ ( E [ J j j .
j= 1  j= 1  j=1
Για να  το δούμε εφαρμόζουμε πρώτα τη ν ορθογω νιό τητα  τω ν  m artin ga le  
αυξή σεω ν και γράφουμε
Ε [ ( Σ  J , S , ) 2] = Σ  E J X , 2].
j=1 j=1
Ε φόσον J ,  είναι F ,_  ^ μετρήσιμη και η X , είναι ανεξάρτητη από τη ν F  ,_1, 
μπορούμε να  δούμε ότι
E [J 2X 2] = E [E [J2X 2|F )-i ] =  E [J?E [X 2 | F ,- i ] =  E [ J 2E [X 2]] = s 2E [J,2].
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2. Κ ίνηση Brown
2.1 Ορισμός
Η κίνηση Brow n δεν είναι τίποτα άλλο από το όριο ενό ς τυχα ίου περιπάτου σε 
σ υνεχή  χρόνο. Π ροφανώς θα  πρέπει να  είμαστε προσεκτο ί στο πώς παίρνουμε 
αυτό το όριο. Θα συμβολίσουμε τη ν κίνηση με B t = B (t) ,  η οποία είναι μια 
στοχαστική  συνάρτηση δηλαδή γ ια  κά θε  χρονική στιγμή t υπάρχει μια τυχα ία  
μεταβλητή B  (t) κα θ ώ ς και σ υσ χ ετ ίσ ε ις  μεταξύ τω ν  B ( t )  γ ια  διάφορες χρονικές 
σ τιγμ ές.
οι προυποθέσεις που θέτο υμ ε γ ια  τις  μεταβλητές B ( t )  είναι:
Ο ρισμός 5. Μια στοχαστ ική  συνάρτηση  B (t)  ονομάζεται B rown  όταν ισχύουν  
οι εξής προϋποθέσεις:
• Σ τάσ ιμα  δ ιαστηματα : Αν s < t τότε η κατανομή των B t — B s είναι η ίδια 
μ ε  αυτή των B t - s  — B 0
• Α νεξάρτητες μεταβολές:Α ν s < t τότε η τυχαία μ εταβλητή  B t — B s είναι 
ανεξάρτητη των τιμώ ν της  B r
• Συνέχεια : Η συναρτηση  B (t)  είναι συνεχής
Π άντα θα  υποθέτουμ ε ότι B (0 ) = 0. Σ τη σ υνέχ ε ια  θ α  δείξουμε ότι μια δια­
δικασία που ικανοποιεί τ ις  παραμέτρους που έχουμε θ έσ ε ι παραπάνω ,αν υπάρχει, 
ακολουθεί κανονική  κατανομή Vt
2 . 1 . 1  Κ α τ α ν ο μ ή  τ η ς  B(t)
Έ σ τω  ότι διαμερίζουμε το χρονικό διάστημα σε n  κομμάτια:
Xj,n Xj/n X (j-l)/n
και κατασκευάζουμ ε τη ν ποσότητα:
Mn = max{|Xj,n| : j  = 1, ...,n}
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Δ ηλαδή το M n είναι η μ έγ ιστη  δυνατή διαφορά που μπορούμε να  έχουμε γ ια  μια 
διαμέριση n  που έχουμε κάνει. Α ρκεί λο ιπόν να  δείξουμε ότι η X 1 έχει κανονική  
κατανομή [1]. Η σ υνέχ ε ια  που έχουμε θ έσ ε ι ω ς προϋπόθεση  σημαίνει ότι το
M n -------> 0
δηλαδή μεταξύ γ ε ιτο ν ικ ώ ν  σημείων της κ ινησης Brown η μ έγ ισ τη  δυνατή διαφο­
ρά κατα απόλυτη τιμή σε οποιαδήποτε t είναι 0 (αρα γ ια  οποιαδήποτε γε ιτο νικά  
σημεία που απέχουν St η διαφορά είναι 0, όπου αυτός είναι ο ορισμός της σ υ ­
νέχ ε ια ς) Πιο τυπ ικά :
θ α  > 0, P [M n < a] ^  1
Ε φόσον έχουμε απαιτήσει τα διαστήματα να  είναι μεταξύ το υς ανεξάρτητα, αυτό 
σημαίνει ότι:
P [Mn < a] = (1 -  P [|Xi / n| > a]}{l -  P [|X2/ n| > a]}...{l -  P [|Xn / n| > a]} =
Π τπ,ην 1 ^  n n n  nP [|X1/ n| > a]Tn ^{1 -  P [|X1/ n| > a]} = { 1 ----------- 1---------} (2 .1)n
εφόσον το όριο του δεξιού κομματιού της 2.1 σ υ γκ λ ίν ε ι στο:
e- n P [|X i /n|<a]
έχουμε ότι γ ια  n  < r o :
{ 1 -  P [|X i/n| >  a ]}n  < e - nP[|X i/n|<“] 
στο όριο λο ιπον όπου n  ^  r o  πρέπει:
P [M n < a] = e - nP[|X i/n|<« ] = i  
οπότε πρέπει η παράσταση μέσα στο εκθ ετ ικό  να  δίνει 0:
lim  ( - n P [|X 1/n | <  a]) =  0
n^ro
υπάρχει λο ιπόν μια μηδενική ακολουθ ία  a n β  0 τέτο ια  ώ στε :
lim  ( - n P [|X i/n| <  a n ]) =  0
n^ro
Οι ροπές της X 1 είναι πεπερασμένες και τ ις  συμβολίζουμε με: 
m  = E [X 1], σ 2 = V a r [X 1], E [X 2] =  m 2 + σ 2 
Κ ατασκευάζουμε επίσης τη ν μεταβλητή X j , n  η οποία ισούτα ι με:
X j ,n  X j , n 1 {| X j , n 1 <  a n }
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και τη μεταβλητή:
n
Zn ^   ^X j,n
Σ υμβολίζουμε τη χαρακτηριστική συνάρτηση της Xj,n με φη . Η χαρακτηριστική 
συνάρτηση μιας μεταβλητής είναι η συνάρτηση  γ ια  τη ν οποία ισχύει: φ χ  (t) = 
E[eitX] οπότε:
φζ  (n) = E [einZ ] = E[ein j ] =
= E [n n=1einX> ] =  n n=1E[einXCj," ] =  φ χ  ( t )n
λό γω  ανεξαρτησ ίας. Η κατανομή της Zn τε ίνε ι σε αυτή της X 1 οπότε αρκεί να  
δείξουμε ότι Vs:
-2-
lim  ^ n (s ) ]n =  eim s-- 2-
Ε φόσον τε ίνε ι σ τη ν κατανομή της X 1, οι ροπές το υς θ α  είναι ίδιες οπότε 
E[Zn] ^  m  και
E[Xi1,n]
m[1 + o(1)] 
n
(2 .2)
Π ροφανώς αφού Var(X 1n) =  E [X 'n] — (E [X 1>n]) , αρα η 2.2 γ ίνετα ι:
E X y  = Var(Xm) + (E ^ f  ^
E [X 2 ] =  σ ' (1 + ο (1 )) . m ' (1 + ο(1))
E iX i ,n i = n  + n2 (2 .3)
οπότε απο τη στιγμή που |X1>n| < a n , αν πολλαπλασιάσουμε δεξιά και αριστερά 
την ανισότητα με X ' n έχουμε μέσω  της 2.3:
E[|X1,n]| < «n E [X i2n ]=  «■
σ 2(1 + o (1 )) m 2(1 + o(1))
+
n n 2
οπότε η χαρακτηριστική γ ια  ένα  σταθερό s είναι:
im s  a 2s  1
φn (s ) =  1 + τ + ο —n 2n n
οπότε στο n  ^  ^  η 2.4 γ ίνετα ι:
(2 .4)
Τ , / 3 , .  γ-ι i m s  a 2s  1 , ,·
lim  φn ( s ) =  lim  [1 +-------------- ------+ ο —] = e
n^ro n ^ ^  n  2n  n
2 2 σ s
2
Κ αταλήξαμε λο ιπόν στο ότι αν μια τέτο ια  διαδικάσια B t υπάρχει, πρέπει να  έχει 
κανονική  κατανομή. Π αρακάτω θα  δείξουμε τη ν ύπαρξη της.
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2.2 Απόδειξη ύπαρξης Brown
Θα κατασκευάσουμε  μια Brow n στο διάστημα 0 < t  < 1,η γ εν ίκ ευσ η  της 
γ ια  0 < t < <^ > είναι τετριμμένη διαδικασία [1]. Έ σ τω  ο χώρος π ιθανότητας 
(Ω, F , P ) ο οποίος περ ιέχει ένα  μετρήσιμο πλήθος κανονικά  κατανεμημένω ν, 
ανεξάρτητω ν μεταξύ το υς , τυχ α ίω ν  μεταβλητών, τ ις  οπο ίες ονομάζουμε Ζ  με 
δείκτη q δηλαδή:
{Zq : q eV }
και D = UnVn η ένω ση  τω ν  σ υνό λω ν :
k
Vn = {^  : k = 0 ,1 , . . . ,  2n}
τα οποία περ ιέχουν το υς δυαδικούς ρητούς με παρονομαστή 2n στο διάστημα 
[0 ,1 ], (οπότε το V  περ ιέχει όλους το υς δυνατούς δυαδικούς ρητούς στο [0 ,1 ]). 
Η λο γ ική  τη ν οποία θ α  ακολουθήσουμε σ τη ν κατασκευή  είναι απλή: Θα ο­
ρίσουμε πρώτα τ ις  δύο ακριανές τιμές της κ ίνησης Brow n Β (0 ) κα ι Β (1 ) και 
στη  σ υ νέχ ε ια  θα  υπολογίσουμε τις  Β ι  και B 3 κ .ο .κ .. Θ έτουμε Β 0 = 0 και 
Β γ = Ζ ι όπου το Ζ ι είναι μια κανονικά  κατανεμημένη μεταβλητή (N (0 ,1 )) . 
Τ ότε ορίζουμε τη μεσαία τιμή (δηλαδή το μεσαίο μεταξύ [0 ,1 ], 2 ω ς τον μέσο 
όρο τω ν  ακραίων τιμ ώ ν σ υ ν  κανονικό  θόρυβο δηλ.:
Α ντίστο ιχα :
Β  ι  
2
Β ο + Β  i Ζ ι Β γ Ζ ι
2
+
2 = 2
+
2
Β  ι
Β  ι + Β 0 Ζ 2 Β  ι Ζ 2
2
+ +
4 2 2 2
Β  ι + Β ι Ζ 3
Β  3
__  2 + - 3
4 2 2
ί αφαίρεση γ ια  την Β  ι  
2
Β γ Ζ γ
Β γ -  Β  ι =
2 2 2
το Β ι  είναι η υπο συνθή κη  αναμενόμενη τιμή αυτής,υπό  την Β γ σ υ ν  ανεξάρτητο 
τυχα ίο  θόρυβο. Οι μεταβλητές Β  ι και Β γ είναι α νεξάρτητες (απο τις  προυπο- 
θ έσ ε ις  που θέσαμε εξαρχης). Σ υνεχ ίζουμ ε τον διαχωρισμό: αν θέσουμ ε
2k + 1 Vn+i
2n+1 Vn
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τότε μπορούμε να  ορίσουμε το
B q — B k 2-n +
B(k+1)2-n — B k2-n
2
+
Zq
2 ^
και εδώ παρατηρούμε οτι οι μεταβλητές
{ B k2-n — B (k+1)2-n : k — ^, ..., 2”Ί
είναι ανεξάρτητες γ ια , δ ιαφορετικά μεταξύ το υς , ν . Σ υνεπ ώ ς οι μεταβλητές 
που έχουμε φ τ ιά ξε ι πληρούν τ ις  προϋποθέσεις που είχαμε θ έσ ε ι αρχικά. Μ ένει 
να  ορίσουμε μεταβλητές και γ ια  τ ις  υπόλο ιπες χρόνικες σ τ ιγμ ές , αυτό θα  γ ίνε ι 
μέσω  σ υνέχ ε ια ς . Για να  το κάνουμε αυτό θα  δείξουμε ότι η κ ίνηση περιορισμένη 
στο D έχει ομοιόμορφα συνεχή  μονοπάτια. Α υτό σημαίνει γ ια  ( s , t  Ε D)
Ve > 0, 3δ > 0 : αν |s — t\ < δ — |B s — B t | < e
ορίζουμε τη ν τυχα ία  μεταβλητή
K n — sup[\Bs — Bt| : s , t  Ε D, |s — t\ < 2- n }
τότε αρκεί να  δείξουμε ότι με π ιθανότητα  1
Kn —— 0, n  ——
Π ρώτα κατα σκευά ζω  τη ν ακολουθ ία
J n — m ax j=1. . ,2n{sup{\Bq — B ( j  — 1)2- n \}} — m ax j=1. . ,2n Y ( j ,  n)
q ED, ( j  — 1)2-n  < q < 2-n
(2 .5)
γ ια  κάθε ν  ισχύει ότι K n < 3 J n από τρ ιγω νική  ανισότητα. Επίσης γ ια  
οποιοδήποτε e > 0 ισχύει:
2η
P{Jn > e} <  ^  P { Y ( j , n )  > e} — 2nP { Y (1 ,n )  > e} 
j= 1
η κατανομή της
Y (1, n ) — sup{\Bq\ : q ED, q  < 2- n}
είναι η ίδια με αυτή της 2-n/2Y  όπου Y  — Y (1 ,0 ) Από εδώ λο ιπόν μπορούμε 
να  δούμε ότι
p { J n > c v n 2 - n/2} < 2nv { Y  > c v n }
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Θα δέιξουμε ότι αν C > \J2log2 τοτε
Σ  2“ p {y  £  c  o n  < οο (2 .6)
n= 1
Το λημμα B ore l-C an te li δείχνει ότι με π ιθανότητα  1,το γεγονός  J n > 2- n/2n 
συμβαίνει μόνο γ ια  πεπερασμένες τιμ ές του n  , σ υγκεκρ ιμ ένα  ισχύει:
lim  2n/2 n - 1 J n = 0
οπότε αμέσως θ α  ισχύει και
lim  2anK n = 0
γ ια  όλα τα a  < 2 , και έ τσ ι θα  έχουμε αποδείξει τη ν ομοιόμορφη συνέχεια . 
Θα χρησιμοποιήσουμε λο ιπόν (αφού το αποδείξουμε πρώτα) το εξής λήμμα:
Λ ήμμα  1. θ α  > 4
P {Y  > α } < 4P {B1 > α } < e -a2/2
Για να  το αποδείξουμε κατασκευάζουμ ε την ακολουθία :
Yn =  m a x {|B q | : q G Dn }
σ υνεπ ώ ς
P {Y  > a }  = lim  P{Yn > a}
οπότε αρκεί να  αποδείξουμε την ανισότηα γ ια  ένα  ν , το οποίο θεω ρούμε σταθερό 
και απίσης θεω ρούμε το γ εγ ο νό ς  A k γ ια  το οποίο ισχύει το εξής:
|Bfc2-n | > a , |Bj2-n | < a , j  =  1, ...,k  — 1
τότε το γ εγ ο νό ς  {Yn > a} μπορεί να  γραφεί ω ς ένω ση  σ υ νό λ ω ν  με μή κοινά 
στο ιχεία  μεταξύ το υς , δηλαδή:
{Y n  >  a }  =  u f = i A fc
Α υτό που α ξ ίζε ι να  σημειώσουμε έιναι ότι αν |B k2-n | >  α  τότε με π ιθανότητα  
το υλάχ ισ το ν 1 θα  έχουμε |B 1| >  α . Το γ εγ ο νό ς  οι μεταβλητές B k2-n και 
B 1 — B k2-n να  έχο υν το ίδιο πρόσημο, συμβαίνει με π ιθανότητα  2 και τότε 
έχουμε τη ν ανισότητα |B 1| > |B k2-n |. Μ πορούμε δηλαδή να  πούμε:
P [A k  n { | B 1 | >  α }] > 2 P ( A k )
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οπότε
2 n
P{|bi| > α }  = Σ P[Afc n (|Bi| > α } ]
k=1
2n
< 2 Σ  P[Ak]
2 k= 1
= 2 P{Y , > α}
εκμεταλλευόμενο ι το γ εγ ο νό ς  ότι τα σ ύνο λα  A k δεν έχ ο υν μεταξύ το υς  κοινά 
στο ιχεία . Ε φόσον η B 1 έχει κανονική  κατανομή (N (0 ,1 ))  ισχύει
P{Yn > a} < 2P{|B1| > α} = 4B^ > α e
α
x2 /2
Κ άνουμε μια εκτίμηση του ολοκληρώματος (από τη σ τιγμ ή  που δεν έχ ει ανα­
λυτ ική  λύση ) γ ια  τιμ ές α  > 4:
4 Γ™ 2 Γ™ , 4  2, 2,
e -x  /2dx < 2 e -ax/2 = - e - a  /2 < e - a  /2 (2 .7)
V2nJ a  Ja α  '
οπότε έτσ ι αποδείξαμε το λήμμα 1 . Α ν σ τη ν ανισότητα  2.7 βάλουμε α  = Cyf n,  
τότε γ ια  μεγάλα  n  καταλήγει:
P {Y  > C -n }  < e -C%n/2 =  2-η β ,β
C 2
2 log 2
Πιο σ υγκεκρ ιμ ένα  αν β  > 1 τότε η 2.6 ισχύει και δίνει την
lim  2anK n = 0n—™
με π ιθανότητα  1. Α φού λο ίπον δείξαμε την ομοιόμορφη σ υνέχ ε ια  της κ ινήσης 
Brown μπορούμε να  τη γ εν ικ εύσ ο υμ ε  γ ια  t Ε [0,1] απλά πηγα ίνοντας το tn στο 
άπειρο δηλαδή:
B t =  lim  B t° . °ntn —— ^ O
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3. Ολοκλήρωμα Ito
3.1 Ο λοκλήρωμα Ito για απλές διαδικασίες
3 . 1 . 1  Ο ρ ισμ ός
Θα ορίσουμε το ολοκλήρωμα Ito γ ια  τις  απλές δ ιαδικασίες και στη  σ υνέχ ε ια  
θα  το επεκτείνουμε σε μια μεγαλύτερη  ομάδα δ ιαδικασιών (όπως και στο ο­
λοκλήρωμα R iem ann  έτσ ι και εδώ  δεν ορ ίζεται ολοκλήρωμα γ ια  οποιαδήποτε 
συνάρτηση , πρέπει να  πληρούντα ι κάπο ιες προϋποθέσεις).
Ο ρισμός 6. Απλές ονομάζονται οι σ τοχαστ ικές δ ιαδικασίες της  μορφής
n— 1
f  (t) =  Σ  η  1itj ,tj+i) 
j=0
δηλαδή η f  (t) είναι ένα άθροισμα ητο πλήθος τυχα ίω ν μεταβλητώ ν για κάθε 
ένα απο τα δ ιαστήματα [tj , t j+ 1) που αποτελούν τη  δ ιαμέρ ιση του πεδίου ορισμού  
της συνάρτησης.
Μ ε λ ίγα  λόγια , η απλή συνάρτηση είναι μια συνάρτηση σκαλοπα τιώ ν (step  
function) όπου το κ α θ ένα  σκαλοπάτι ειναι ορισμένο στο διαστημα [tj , t j+1) ο­
πότε η κάθε  τιμή στο t j  είναι σ υνεχ ή ς πλησ ιάζοντας από τα δεξιά και όριο πλη­
σ ιάζοντας από τα αριστερά. Η ακολουθ ία  τυχα ία  μεταβλητών η  είναι μετρίσημη 
υπο μία διήθηση Ftj γ ια  J  =  0 , 1 , ..., n  — 1.
Ο ρισμός 7. Για τις απλές δ ιαδικασίες ορίζουμε το ολοκλήρωμα Ito  ως
n— 1
I  ( f  ) = Σ  n  (W  (tj+ i) — w  ( tj )) (3 .1)
j=0
δηλαδή πολλαπλασιάζουμε κάθε  σκαλοπάτι τη ς παρούσας χρονικής στιγμ ής 
με τη διαφορά τω ν  τιμ ώ ν μιας κ ίνησης ΒΓΟ -^της επόμενης χρονικής στιγμ ή  
ω ς προς τη ν παρούσα. Π ροφανώς το παραπάνω άθροισμα είναι άθροισμα πε­
περασμένων όρων οπότε εξ ορισμού σ υγκ λ ίνε ι. Πέρα απο τη ν σ υγκ λ ισ η  του
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ολοκληρώματος όμως μας ενδ ιαφέρει και η σ ύγκ λ ισ η  τω ν  μ έσω ν τιμ ώ ν κα ι της 
διασπορά του.
Στη περίπτωση της μέσης (αναμενόμενης) τιμής τα πράματα είναι πολύ απλά. 
Η μέση τιμή του ολοκληρώματος Ito είναι:
n — 1
E [/ ( f ) ] =  e £  η ( W ( ί ί + ι )  -  W ( t j ) ) ]
j= 0
Η αναμενόμενη τιμή είναι γραμμικός τ ελ εσ τή ς  οπότε μπαίνει μέσα στο άθροισμα 
και γ ίνετα ι
n — 1
E [1 ( f )] =  Σ  Ε [η, ( W ( tj+ 1 )  -  W ( t j ) ) ]
j=0
θυμ ίζουμε ότι οι ηί· και W ( i j+ 1 ) ,W ( t j ) είναι ανεξάρτητες οπότε η αναμενομενη 
μέση τιμή σπάει σ ε  δύο κομμάτια:
n— 1
E[1 ( f )] = Σ  E fo j]E [(W (tj+ i) -  W ( t j ))]
j=0
και αφού η μέση τιμή της κ ίνησης Brown είναι μηδέν:
n— 1
E[1 ( f )] = Σ  E [’ ij ]0 = 0
j=0
(3.2)
3 . 1 . 2  Ι σ ο μ ε τ ρ ί α  I t o
Θ ε ώ ρ η μ α  3 . Έστω W  : [0, ro ) χ Ω ^  R  μια δ ιαδικασία B rown  και X  : 
[0, ro ) χ Ω μια σ τοχαστ ική  διεργασία προασαρμοσμένη σ τη ν  δ ιήθηση  της δια­
δ ικασ ίας B rown . Τότε ισχύε ι:
E[ / |f(t)|2dt] = E[|1 (f)| 2]
0
Α π ό δ ε ι ξ η  1 . Αφού βρήκαμε τη μ έση  τ ιμ ή  (3.2) μπορούμε να υπολογ ίσουμε  
τη διασπορά του Ito  :
n— 1
E[|1 ( f )|2] = E[| Σ  η jW (tj+ i)  -  W ( t j )|2]
j=0
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Για να απλοποιήσουμε λ ίγο  το συμβολ ισμ ό  μας θέτουμε  Δ j W = W( t j +i) — 
W (t j ) και Δ t j  =  t j+ i—t j , οπότε κάνοντας τους πολλαπλασιασμούς στο  παραπάνω 
άθροισμα καταλήγουμε (αριθμώντας μ ε  δείκτες i και k τους δύο παράγοντες:
n - i  n - i
E[|1 ( f  )|2] = E[| £  £  njnkΔ j W Δ * W
j=0 k=0
το οποίο άθροισμα μπορούμε να χω ρ ίσουμε  σ ε  δύο κομμάτια: σ ε  ένα που οι 
δείκτες k , j  είναι κο ινο ί και στο υπόλοιπο όπου είναι δ ιαφορετικοί δηλαδή:
n-  i
E[|I (f)| 2] = E [ £  n j ’ + £  η  n  Δj W  Δ* W ] (3 .3)
j=0 k<x
όπως αναφέραμε προηγομένως, nj και Δ jW είναι ανεξάρτητες, η μ έση  τ ιμ ή  
σ τη ν  3.3 δρα στα δύο κομμάτια ξεχωριστά:
n-  i
E[| Ι  ( f  )|2] = e [ £  ^ δ ,2»'] + e [ £  n j n A  w Δ k  w ]
j=0 k<x
εφόσον  E ^ k<x njnkΔ ί· W Δk W ] = 0, μας απομένει:
n-  i
E[|I ( f  )|2] =  E[| £  n j '  |]
j=0
λόγω  γραμμ ικότητας:
n-  i n-  i
e [|i  (f)| 2] = E [ £  nf t i j w  ] = £  E ^ E j ’ ]
j=0 j=0
αφού λοιπόν η διασπορά της κ ίνη ση ς  B rown  είναι ίση  μ ε  E|A2W ] = Δtj , η 
διασπορά του ολοκληρωματος είναι:
n-  i
E[|I (f)| 2] = £  E [n 2 ^ t j  (3 .4)
j=0
το δ εξ ί μ έλος  της 3.4 όμως ισοδυναμεί μ ε  το ολοκλήρωμα της f  (t)|2 δηλαδή:
n-  i n-  i n-  i
| =  £ £ h j hk Mtj  ,ij+ i)( t )1 [ifc ,tfc+i)(t) =  £  hj  Mt j , 
j=0 k=0 j=0
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πολλαπλασιάζουμε μ ε  το άθροισμα των διαδοχικών χρον ικώ ν στιγμώ ν που έχου­
μ ε  κατασκευάσει δηλαδή τα Δ t j  οπότε προκύπτει:
n— 1 n— 1 n— 1 n— 1
If  (t)l2 Σ  Δ t j  = Σ Σ  hj hk 1[tj . tj + 1) (t )1[tk .ifc+ i ) (t ) Σ  Δtj =
j=0 j=0 k=0 j=0
n— 1
= Σ  h 2 l[*j .tj+ l ) ( t ) [( t 1 — t0) + (t2 — t 1) + ... + (tn+1 — tn )] 
j=0
Ο κάθε όρος των διαδοχικών δείκτριω ν συναρτήσεω ν πολλαπλασιάζεται μ ε  μια  
χ ρο ν ικ ή  διαφορά και για κάθε ζεύγος δεικτών (j  + 1 , j ) επιβιώνει μόνο το α- 
ντίσοτιχο χ ρο ν ικ ό  δ ιάστημα (δηλαδή δεν έχουμε ζευγάρια όπως 1[t l ,t0 ) (t2 — t 1) 
κ.ο.κ. Συνεπώς
n — 1 n — 1
If ( t ) i2 Σ  Δ ε  = Σ  I f  « I ^ t j
j= 0  j= 0 0
If  ( t ) |2dt
προφανώς αφού η διαδικασια f  (t) είναι σκαλοπάτι δεν χρ ιάζετα ι να πάρουμε όριο 
n  ^  ώ στε να ορίσουμε το ολοκλήρωμα της. Κ αταλήγουμε στο  ότι
E[ I f (t) l2d t ] =  E[|I ( f  )|2]
0
3 .1 .3  Ιδ ιό τη τες
Γραμμικότητα: Το ολοκλήρωμα Ito είναι ένα ς γραμμικός τελ εσ τή ς  δηλαδή:
I  (aV + bU) = a l  (V ) + b l  (U)
Μ ετρησιμότητα: Το ολοκλήρωμα Ito είναι προσαρμοσμένο στη  διήθηση Ftj 
Σ υνέχ εια : Το ολοκλήρωμα Ito είναι σ υνεχ ή ς  τελεσ τή ς .
3.2 Ο λοκλήρωμα Ito γ ια  σ το χ α σ τ ικ ές  δια­
δ ικασίες
3 .2 .1  Ο ρ ισμ ός
Αποδείξαμε λο ιπόν ότι το ολοκλήρωμα Ito μιας σ το χ α σ τ ική ς  διαδικασίας με 
μορφή βημάτων (ή σκαλοπα τιώ ν) είναι μια τετρ α γω ν ικά  ολοκληρώσιμη τυχα ία  
μεταβλητή. Ο πω ς το ολοκλήρωμα R iem ann  παίρνει μια συνάρτηση κα ι δίνει
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έναν αριθμο στον R  έτσ ι κα ι το ολοκλήρωμα Ito παίρνει μια σ το χα στ ική  συνάρ ­
τηση (προς το παρών το έχουμε ορίσει γ ια  απλές συναρτήσεις , αλλά μπορούμε 
να  επεκτείνουμε τον ορισμό και σε όλες τ ις  τετρ α γω ν ικά  ολοκληρώ σιμες, όπως 
θα  δείξουμε παρακάτω) και δίνει μια τυχα ία  μεταβλητή. Θα επεκτείνουμε τώρα 
το ολοκλήρωμα Ito σε οποιαδήποτε τετρ α γω ν ικά  ολοκληρώσιμη σ το χαστ ική  
διεργασία . Κ ατασκευάζουμε πρώτα το σύνολο  S  το οποίο περ ιέχει όλες τις 
απλές διαδικασίες δηλαδή:
Ρη
S  : i US =  ^  Vj 1 [tj ,tj  +1 ) }  
j= 0
όπου p n  E N, Vj E m  — F tj+1 Vj E L 2 Το σύνολο  αυτό περ ιέχει όλες τις  απλές 
σ το χ α σ τ ικ έ ς  συναρτήσεις που μπορούμε να  κατασκευάσουμε. Το S  είναι πυκνό  
στο Μ ρ (οπου το Μ ή είναι το σύνολο  όλω ν τω ν  τετρ α γω ν ικ ώ ν  σ το χ α σ τ ικ ώ ν  
συναρ τήσεω ν που σταματάνε στον χρόνο Τ ). Α υτό σημαίνει ότι
Vu E Μ ψ ,  3 ( u s,n) E S  : (u s ,n ) -------> un^ <x>
δηλαδή κά θε , απλή, ακολουθ ία  συναρ τήσεω ν του σ υνό λο υ  S  σ υ γκ λ ιν ε ι σε μια 
τετρ α γω ν ικά  ολοκληρώσιμη συνάρτηση η οποία δεν είναι καταάνάγκη  απλή. Μ ε 
τη σ ύγκ λ ισ η  εννοούμε ότι:
Ε[ ί  |us,n — u |2dt] ^  0 
0
Θα δείξουμε ότι γ ια  κάθε  ακολουθ ία  u s,n που σ υ γκ λ ίν ε ι στη  u, το ολοκλήρωμα 
Κ οθα σ υ γκ λ ίν ε ι σ τη ν τυχα ία  μεταβλητή ξ  η οποία θα  είναι και τετρ α γω νικά  
ολοκληρώσιμη (δηλαδή στο ιχείο  του L 2) θ α  ισχύει δηλαδή:
E[ ί  |us,n — ξ|2^ ] ^  0 
0
οπότε πλέον θ α  ορίσουμε το ολοκλήρωμα της u  να  είναι ίσο με ξ  δηλαδή:
I ( u ) :=  ξ
Κ αταρχάς, συμβολίζουμε τη νόρμα του ολοκληρώματος Ito μιας τετρ α γω νικά  
ολοκληρώσιμης στοχαστικής συνάρτησης ως
||i ( u)||l 2 = v m  ( u ) |2]
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Έ σ τω  μία ακολουθ ία  συναρ τή σεω ν από το σύνολο  S. Θα δείξουμε ότι το Ito 
ολοκλήρωμα είναι μια C auchy ακολουθία . Ε φόσον το S  είναι πυκνό  στο Μ ή 
αυτό σημαίνει οτι:
Ve < 0, 3N : ||u -  w„||m 2 < 2  
προφανώς από τον ορισμό της νόρμας ισχύει:
11 u m un11M2 A 11 u  un \\m 2 + 11 u  un \\m 2
και αφού ||u — un ||M2 < ή (προφανώ ς και γ ια  οποιαδήποτε άλλο δείκτη θα  
ισχύει) οπότε α ντ ικα θ ισ τώ ντα ς:
||um — un\\M2 A 2 + 2 + 6
μόλις όμως δείξαμε προηγουμένω ς ότι η νόρμα του ολοκληρώματος Ito μιας σ υ ­
νάρτησης ισούτα ι με τη νόρμα της συνάρτησης σ το ν L 2 δηλαδή σ τη ν περίπτωση 
μας όπου η συνάρτηση που μας ενδ ιαφέρει είναι η ||u m — un||, προκύπτει:
\\λ (um un) \\L2 — ||um un\\M2
εφόσον το ολοκλήρωμα Ito είναι γραμμικός τελεσ τή ς :
111 (um un)\\L2 111 (um) 1 (An^ L2  ^ \\1 (um) 1 (An^ L2 < e
οπότε μια ακολουθ ία  ολοκληρω μάτων Ito είναι C auchy στον L2. Από την 
στιγμή που ο L 2 με την συνήθη  νόρμα είναι χώρος H ilbert είναι πλήρης οπότε 
κά θε  ακολουθ ία  C auchy έχει και ένα  σημείο συσ σ ώ ρ ευσ η ς , δηλαδή
lim  ||ξ  — 1 (un) ||L2 — 0
και το ξ είναι το ολοκλήρωμα Ito μιας συνάρτησης που ανήκει σ το ν L 2.
3 .2 .2  Ιδ ιό τη τες
Π αραθέτουμε μερικές ιδ ιότητες τω ν  ολοκληρωμάτων ω σ τε  να  είναι εύκολα  προ­
σπελάσ ιμες σε περαιτέρω αναφορα:
•  Γραμμικότητα: Το ολοκλήρωμα Ito είναι ένας γραμμικός τ ελ εσ τή ς  δηλα­
δή: 1 (a V  + bU) — a1 (V ) + b1 (U)
•  Μ ετρησιμότητα: Το ολοκλήρωμα Ito είναι προσαρμοσμένο στη  δηιήθηση
F j
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• Συνέχεια: Το ολοκλήρωμα Ito είναι συνεχής τελεστής.
•  Μ εση τιμή: E [ I ( f )] =  0.
•  Δ ιασπορά: E [f~  |f( ί )|2dt ] =  E[|1 (f)|2]
•  Ιδιότητα M artin ga le  : Το ολοκλήρωμα {It (f )}t<T είναι m artin ga le  στον
L 2
Π αράδειγμα  2. θ α  υπολογ ίσουμε το ολολήρωμα της κ ίνη ση ς  B rown  δηλαδή  
την  ποσότητα:
It(W ) =  /  W ( s ) d W (s)
J  0
Όπως κάναμε και σ τη ν  αρχή του κεφαλαίου όπου ορίσαμε το ολοκλήρωμα ως ένα 
άθροισμα πεπερασμένων όρων, το ίδιο θα κάνουμε και σε  αυτή τη περίπτωση, 
δηλαδή θα θεω ρήσουμε α ν τ ί της συνεχής  κ ίνη ση ς  B rown  , διακριτές, j  το 
πλήθος τιμές, μ εταξύ  του δ ιαστήματος  [0 ,T ], θα υπολογ ίσουμε το ολοκλήρωμα 
και η επέκταση του στο συνεχές θα ακολουθεί ακριβώς την  ίδια μεθοδολογία μ ε  
την  ενότητα ... οπότε θα το παραλείψουμε. θεω ρούμε λοιπόν α ν τ ί του It(W ), 
το
I ? ( W ) =  Μ  W tj (W t,+1 -  W tj) (3 .5)
j  <t
Α ναπτύσσουμε το νιοστό κομμάτι της κ ίνη ση ς  B rown  για τη χ ρο ν ικ ή  σ τ ιγμή
t ως εξής
Wtj = 1 [ ( » ' ,,+, + Wtj) -  (W tj+1 -  Wtj)] (3 .6)
Α ντικαθιστώντας την  3.6 σ τη ν  3.5 και κάνοντας τις πράξεις
* (W ) = Σ  2 [(W -  + W ‘< ) -  (W ‘j+i -  W‘j ) l(W ‘j + i -  W ‘j )tj <t
I? ‘ (W ) = Μ  i W ,  + Wtj ) (W i(+ 1 -  Wt, ) -  i ( W ij + i  -  Wtj ) ( » V i
tj <t
Προφανώς το αριστερό μ έλος του αθροίσματος της 3.7 ισούται με:
Μ  V j + i  + W  )(»<.« -  w  ) = 2 Μ  W2+i -  W
tj <t tj <t
W )
(3 .7)
(3 .8)
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και παρατηρούμε ότι στο  άθροισμα 3.8 έχουμε όρους όπως W t2x — W t2 +  W t.  — 
W t.  +  . . . W 2 — W 2 -1 οπότε οι μόνοι όροι που επιβιώνουν από αυτό το άθροισμα  
είναι οι — 1 W t.  +  1 W t2 και αφού έχουμε θέσει ως αρχ ική  συνθήκη  σ τη ν  κ ίνη ση  
B rown το μηδέν, μας μένει από το πρώτο κομμάτι της  3.7 ο όρος .  W t.
Το δεύτερο κομμάτι του I t5 t ( W ) ισούται με:
Σ —> ν · — w  )(w «  — w ) = Σ —1 ( W t , +. — w ) 2tj  <t tj  <t
Αθροίζουμε λοιπόν όλες τις τετραγω νισμένες απειροστές διαφορές της  συνάρ­
τη ση ς  σ ε  όλο το δ ιαμερ ισμένο δ ιάστημα, και προφανώς θα μας προκύψει όλη η 
συνάρτηση  τετραγω ν ισμένη  δηλαδή
Σ  -  2 ( » ν .  — W - )2 1  Wt2 = —1 t2 t 2
όπως δείξαμε προηγουμένως. Κ αταλήξαμε λοιπόν οτι:
I , (W)  = 1  W j  — \t
Η σημαντική διαφορά αυτού του αποτελέσματος από το σ ύ νη θ ες  ολοκλήρωμα 
Riemann (αν δηλαδή στη θέση  της συνάρτησης Brown είχαμε μια ντετερμ ινι- 
σ τ ική  διαδικασία) είναι ό όρος t
Στη συγκεκρ ιμ ένη  περίπτωση εκμεταλλευτήκαμε το γ εγ ο νό ς  ότι ολοκλη­
ρώνουμε μια κ ίνηση Brown με μέτρο ολοκλήρω σης τη ν ίδια τη ν κίνηση , και 
χρησιμοποιήσαμε "τεχνασματα ’ ω σ τε  να  φέρουμε το ολοκλήρωμα σε μια απλο- 
ύστερη  από άποψη υπολογ ισμώ ν, μορφή. Π ροφανώς αυτό δεν είναι εύκολο ή και 
εφ ικτό  σε όλες τ ις  περ ιπτώ σεις, γ ια υτό  κρίνετα ι απαραίτητο να  έχουμε ένα  κα­
νόνα  ολοκλήρω σης (ή ισοδύναμα διαφορισμού) τω ν  εν  προκειμένω  σ το χ α σ τ ικ ώ ν  
συναρ τήσεω ν που θ α  μας επιτρέπει ευκολότερα να  υπολογ ίζουμε ολοκληρώματα 
και να  λύνο υμ ε σ το χ α σ τ ικ έ ς  δ ιαφορικές εξ ισώ σε ις  (όπω ς θα  δούμε παρακάτω). 
Ο κανόνας διαφόρισης ονομάζεται Λήμμα (ή φόρμουλα) Ito .
3.3 Λήμμα Ito
Έ σ τω  μια σ το χ α σ τ ική  συνάρτηση F ( t , W (^ )π ο υ  είναι σ υνεχ ή ς , η οποία έχει 
σαν όρισμα τον χρόνο και μια κ ίνηση Brown . Σ τη περίπτωση μας οι πρώτη και 
η δεύτερη παράγω γος ω ς προς την W (t)  είναι φραγμένες από κάποιο C > 0. 
Θ έλουμε να  βγάλουμε ένα  κανόνα  ολικού διαφορικού αυτού του τύπο υ  τω ν
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συναρ τήσεω ν [1], και γ ια  να  το πετύχουμ ε αυτό θα  ξεικ ινήσουμε από την α­
ντ ισ το ιχ ία  με το θεμ ελ ιώ δες θεωρημα του διαφορικού λογ ισμού δηλαδή, αν το 
διαφορικό της F (t, W (t) )  το ονομάσουμε d F (t, W (t )), τό τε θέλο υμ ε να  ισχύει:
ί  d F (t ,W (t)) =  F ( T ,W ( T )) -  F ( 0 ,W (0))
J  0
Για ευκολ ία  θ α  χρησιμοποιήσουμε το υς συμβολισμούς ΔWj  = W (tj+\) — W (tj ) 
και Δή,· = t j+i — t j  όπω ς και σ τη ν αρχή. Η διαφορά της F ( t ,  W (t) )  μεταξύ 
τω ν  τ ελ ικ ώ ν  και αρχ ικώ ν τ ιμ ώ ν, δηλαδή t = T, W (T ) και t =  0 ,W (0) είναι 
προφανώς
F (T , W (T )) — F (0, W (0))
Τ ην οποία και συμβολίζουμε με F f - i . Μ πορούμε να  γράψουμε αυτή τη διαφορά 
ω ς εξή ς: Δ ιαμερίζουμε το διάστημα [0, T ] σε n  κομμάτια και προσθαφαιρούμε 
τ ις  ενδ ιάμεσες διαφορές δηλαδή τα F ( t 1, W ( t1) — F ( t 1, W ( t1)) + F ( t 2, W ( t2)) — 
F ( t 2, W ( t2)) + ... + F (tj , W (tj )) — F (tj , W (tj ) ) )  οπότε προκύπτει το άθροισμα
j= n -1
F f -  = F (T , W (T )) — F (0, W (0 )) = Σ  F ( t j  + 1, W (t j + 1)) — F ( i j , W ( j )
j =0
προσθαφαιρούμε στη  παραπάνω σχέση  το ^ j= n _1 F ( t j , W (t j + 1 )), οπότε η 
σχέση  γ ίνετα ι:
j= n -1
F f - i  = Σ  F ( t j  + 1, W (t j + 1)) — F ( t j , W ( t j ))+
j=0
j = n - 1 j = n - 1
+ Σ  F ( t j , W (t j  + 1)) — Σ  F ( t j , W (t j  + 1))
j= 0  j= 0
αναδιατάσσουμε το άθροισμα ω ς εξής:
j = n - 1
F f - i  = Σ  F ( t j  + 1, W (t j  + 1)) — F ( t j , W (t j  + 1))+
j= 0  
j = n - 1
+ Σ  F ( t j  ,W ( t j  + 1)) — F ( t j  ,W ( t j ))
j= 0
από το θεώρημα T aylo r , μεταξύ του διαστήματος [tj  , t j +1] υπάρχει t j  τέτοιο 
ώ στε :
F ( t j +1, W (t j )) = F ( t j , W (tj )) + F ,' ( t j , W ( t ) )A t j  + O (Δ t? )
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οπου με 0 ( Α ί2 )  συμβολίζουμε το υς όρους που περ ιέχουν χρονικό διαφορικό με 
εκθ έτη  μ εγαλύτερο  του 1 (στη  συγκεκρ ιμ ένη  περίπτωση ο επόμενος όρος θα  
είχε τετρ ά γω νο ). Η παραπάνω έκφραση α γνο ώ ντα ς  αυοτύς το υς όρους, γ ίνετα ι:
F W (V , W  ( ί ) ) Δ ί ,  = F  (t j +1, W  (t j ))  -  F  (t j , W (t j ))
Α ντίστο ιχα  από T aylo r , μεταξύ του διαστήματος [tj , t j+1 ] υπάρχει W( t j ) τέτοιο 
ώ στε :
F ( t j , W ( t j + 1 ) )  =  F ( t j , W ( t j ) ) + F W ( t j , W ( t j ) ) A W j + 1 F W W ( t j , W f t 0 ) A W j 2 + O ( A W j 3)
θυμ ίζουμε ότι A W j 2 =  Atj  οπότε είναι όρος με χρονικό διαφορικό με εκθ έτη  1, 
άρα πρέπει να  τον κρατήσουμε, και θα  απορρίψουμε όρους με εκθ έτη  στο A W j  
μεγαλύτερο από το 2. Οπότε η παραπάνω σχέση  θ α  γ ίνε ι:
F  ( t j , W  ( t j + i ) )  -  F  ( t j , W  ( t j ) )  =  f ;v ( t j , W  ( t j  ) ) A W j + 1  f ; ,w, ( t j , W A o a i w  2
οπότε μπορούμε πλέον να  α ντικαταστήσουμ ε αυτές τ ις  δύο εκφράσεις σ τη ν κ ε­
ντρ ική  εξ ίσω ση  και να  προκύψει:
F ff - i
j=n-1
ς
j=0
Fw  ( t j , W  ( t ) ) A i j +
j = n - 1 1
+ Σ  Fw (t j  ,W  (t j  ))A W j  + -  F i-  w (t j  ,W  ( t j  ) )A W j 2
j = 0
Σ την παραπάνω έκφραση προσθαφαιρούμε το υς όρους F(^vW( i j , W (t j ) )A W j 2 
και F W^ W (t j , W (t j ) )A t j  ω σ τε  να  προκύψει:
j = n - 1
F f - i  = Σ  F V (t j ,W ( t ) ) A t j +
j=0
j = n - 1 j = n - 1
+ ^ ζ  F "-W (t j ,W ( t j ) )A t j  + Σ F , , (t j ,W ( t j ))A W j +
j= 0 j=0
j = n - 1
2 F wtw (t j , W (t j ) ) ( ^ W/ —^ j ) + 2  ^  [FWf w (t j , W (t j )) —f wf w (t j , W (t j ) ) ]^ W j
j= 0
Θα υπολογίσουμε το κά θε  αθροίσμα ξεχω ρ ιστά
2
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•  E j= n -1 F/(tj ,W  ( t ) )A  t j
Η F/(t, W ) είναι σ υνεχ ή ς  εκ κατασκευής και η W (t)  είναι σχεδόν σ ίγουρα 
συνεχ ή ς (δηλαδή υπάρχει το ενδεχόμενο  να  μην είναι σ υνεχ ή ς , αλλά  έχει 
π ιθανότητα  Ο ,συμβολίζεται με a.s).  Σ υγκεκρ ιμ ένα  υπάρχει M  > 0 τέτοιο 
ώ στε
W (t)  < M V t g [0 ,T ]
Η F( ( t , W ) λο ιπόν είναι ομοιόμορφα συνεχ ή ς στο [0 ,T ] χ [—M , M ] και 
η W (t)  ομοιόμορφα σ υνεχ ή ς  στο [0 ,T ]] οπότε
lim  ( su p i [Ft (tj ,W ( t ) )  -  F[ ( t , W (t)))]
οπότε στο όριο που το n  τε ίνε ι στο άπειρο προκύπτει
lim
j= n -1
Σ  F ? ( t j , W ( t ) )A t j
j=o
T
Ft(t ,  W( t ) ) d t
o
ο ορισμός του ολοκληρώματος R iem ann  δηλαδή.
•  2 E j= n -1 f Ww  (t j ,W  (t j ) )A t j
Χ ρησιμοποιώντας και εδώ τα παραπάνω επιχειρήματα σ υνέχ ε ια ς  που χρη­
σιμοποιήσαμε στο προηγούμενο βήμα γ ια  τ ις  FWW( t , W ) και W (t) , το 
παραπάνω άθροισμα είναι ολοκλήρωμα R iem ann  στο όριο:
1 j =n-1 _  ί· τ
lim  2  Σ /  F W w (tj , W ( t ) )A t j  = FWWdt
j=o J0
• Umn^<x (supi [FW W (tj  ,W (tj  ) ) - FW W (tj  ,W  (tj ))]) Γ ια το υς ίδιους λό γο υς 
με τ ις  δύο παραπάνω περ ιπτώ σεις, χρησιμοποιούμε επιχειρήματα σ υνέχ ε ια ς  
γ ια  να  δείξουμε ότι
iim  sup i [FWWw (tj , W (tj )) — F Ww (tj , W (tj ))] = 0 
οπότε ο όρος μηδενίζεται
• E j E -1 F w (tj , W (tj ) )A W j Α παιτήσαμε η F !w (t, W (t) )  να  έχ ει ένα  φραγ­
μό C >  0 , οπότε ανήκει στο σύνολο  τω ν  τετρ α γω ν ικά  ολοκληρώ σιμω ν 
M artin ga le s  MTp. Η ακολουθία
n -  1
f n = Σ  Fw  (tj  ,W  (tj  )}1|t,,ti+i)
i=o
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π ρ ο σ εγγ ίζε ι τη ν F —(t, W (t)) δηλαδή
lim  \fn — ( t ,W (t ) )| 2
n ^ tt
εφόσον \fn — F -^(t, W (t))\ 2 < C 2 + C 2 < 2 C 2 (τρ ιγω νική  ανισότητα) και 
αν ολοκληρώ σουμε δεξιά αριστερά από 0 εω ς Τ  in tT \fn — F-ψ (t, W (t))\ 2 < 
2TC2, μπορούμε να  χρησιμοποιήσουμε το Θεώρημα κυριαρχημένης σ ύ γ κ λ ι­
σης του Lebesgue και να  πούμε
lim  ί  \fn — F'w ( t ,W(t ) )\2 = 0, a.s. 
n^ tt J  0
και όπω ς δείξαμε προηγουμένω ς από τη ν ισομετρία Ito
lim  E ( /  \fn — F ^ ( t ,W (t))\2Δ W ) = 0. 
n^ tt άο
•  lim n ^ TO 1F 1^  -  ( t j ,W  (tj ) ) ( Δ  W j 2 — Δtj ) εφόσον απαιτήσαμε η η \F(^w \ < 
C  τότε το
n — 1
lim  ^  Fil-w-(t j , W (t j ) ) ^ W j 2 — A i j ) = 0
n ^ t t  '
i=0
στον L 2. Οπότε και αυτός ο όρος μηδενίζεται
Σ υγκ εντρ ώ νο ντα ς  όλους το υς  υπολογισμούς από τις  παραπάνω βο ύλες , μπορο­
ύμε πλέον να  γράψουμε το λήμμα Ito σ τη ν ολοκληρω τική  του μορφή
ί· τ
F(T,  W( T )) — F ( 0 ,W (0)) [F , '( i ,W  (t) )  +
τ
+ r  K , w ( t , W  ( t) )]d t + f ;v ( t , W ( t ) ) dW (t) (3.9)
0
0
κα θ ώ ς και στη  διαφορική του μορφή
dF(T,  W( T )) =  [F ,(t , W (t) )  + 1  F -bw (t, W (t) ) ]d t  + F -ψ(t, W (t) )d W (t)
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4. Σ τοχαστικές διαφορικές 
εξισώ σεις
Θα περιγράφουμε με συντομ ία  τη βασική θεω ρ ία  τω ν  σ το χ α σ τ ικ ώ ν  δ ιαφορ ικών 
εξ ισ ώ σ εω ν  [3] με σκοπό στη  σ υ νέχ ε ια  να  κατασκευάσουμε αλγόριθμο αριθμιτι- 
κής επ ίλυσ ης, ω σ τ ε  να  υπολογίσουμε τιμ ές συμβολα ίων options .
Ο ρισμός 8. 'Εστω B( t )  κ ίνη ση  B rown  . Αν η X (t) είναι μ ια σ τοχαστ ική  
συνάρτηση , τέτοια ώστε, για κάθε t η ποσότητα:
X (t + δ ί) — X (t) — δ t μ ( t , X (t)) — a( t ,  B ( t ) ) [B ( t  + 5t) — B (t ) ]
να είναι σ τοχαστ ική  μ εταβλητή  μ ε  μ έσο  και διασπορά τάξης α(δί )  τότε η:
dX (t) = b ( t ,X ( t ) )dt  + a ( s , X  ( t ) ) dBt
είναι μ ια σ τοχαστ ική  διαφορική εξ ίσω ση για την  X (t)
Π αρακάτω ακο λο υθε ί επ ίλυση  μιας πολύ χαρακτηριστικής διαφορικής
Π αράδειγμα  3. Εστω η διαφορική
dS( t )  = a S  ( t )dt  + a S  ( t ) dW (t) (4 .1)
Θεωρούμε τη  συνάρτηση  F( t , x)  = e atx και μέσω  αυτής κατασκευάζουμε τη 
διαδικασία:
y ( T ) = f  (t, X( t ) )
Θέτουμε ως αρχ ική  συνθήκη  X (0) = xo και από τη φόρμουλα Ito  πολλαπλών 
μεταβλητώ ν (βλέπε Π αράρτημα) η σ χ έσ η  4.1 γίνεται:
dY  (t) = dF  ( t , X (t))
= (F t '( ί ,X (t)) -  aX(t )FX(t ,  X( t ) )  + 1  a 2F ';,( t ,X (t))d t  + aFX(t ,X(t ) ) d W (t)
= ( a e atX (t) — a e atX ( t ) )dt  + a e atdW  (t) = a e atdW  (t)
30
Institutional Repository - Library & Information Centre - University of Thessaly
07/06/2020 16:53:59 EEST - 137.108.70.13
Ο λοκληρώνοντας λοιπόν τη d Y (t) προκύπτει
Y (t) =  x0 + σ  ί  e assW( s )  
J  0
οπότε
X  (t) e atY (t) =  x 0e at + σβ at
t
I e asdW( s )  
0
4.1 Μ οντέλο Black-Scholes
Μ ια πολύ χαρακτηριστική  εξ ίσω ση  με ιδιαίτερο ενδ ιαφέρον στα  χρηματοοικο­
νομικά είναι η εξ ίσω ση  B lack-Scho les [4] η οποία έχει τη μορφή
d v  + 1 σ 2 S  2 + w _
dt  + 2 d S 2 + d S 2
rV =  0
Η εξα γα γω γή  της είναι σ χ ετ ικά  απλή: Π ρώτον θεω ρούμε ότι η τιμή S ( t )  του 
υποκείμ ενου τ ίτλο υ  πάνω  στο οποίο θέλο υμ ε να  δημιουργήσουμε το option 
ακολουθεί μια κίνηση Brown (d W (t)) δηλαδή:
dS( t )  =  μ S  (t )dt  + σ S  (t)d W  (t)
Η απολαβή (V (S , t ) )  ενός option στην χρονική στιγμή ωρίμανσης (T) είναι 
γ νω σ τή  (ά λλω σ τε  αυτό είναι που αγοράζουμε).
Ο ρ ισ μ ό ς  9 . Η αξία, για κάθε χ ρ ο ν ικ ή  σ τ ιγμή  t, ενός op tion  ω ρίμανσης T  
πάνω σε  έναν υποκείμενο τίτλο ST ισούται μ ε
P  (t) =  E ^ ( S T )|Ft]
όπου Φ (^ τ ) η συνάσρ τηση  απολαβής και η δ ιήθηση  F t παράγεται από το σύνολο  
των { S (u ) : u  < t} [2]
Σ ε μ ία αγορά όπου απουσιάζει το a rb itra ge αξία ενός op tion  ισούται μ ε  την  
αναμενόμενη τ ιμ ή  της συνάρτησης  απολαβής ως προς το μ έτρο  που είναι ου­
δέτερο ως προς τον κίνδυνο (r isk -n eu tra l)  δηλαδή:
Pi t )  = Εβ [Φ (5Γ)].
Σ κοπός μας είναι να  υπολογίσουμε και τη ν αξία  του σε προγούμενες χρο­
ν ικ έ ς  σ τ ιγμ ές . Υ πο λο γ ίζο ντα ς το ολικό διαφορικό της συνάρτησης απολαβής 
από το λήμμα Ito πολλαπλώ ν σ το χ α σ τ ικ ώ ν  μεταβλητών, έχουμε
dV  = ( pS
OV
d d +
1 2 S  2 d  2VdV
2 d S 2 dt
)dt  + σ
OV
d S
dW
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Στη σ υ νέχ ε ια  κατασκευάζουμ ε ένα  χαρτοφυλάκιο  στο οποίο έχουμε αγοράσει 
ένα  option πάνω  σε ένα  τ ίτλο  και πουλάμε ένα  ποσό Δ  του υποκείμ ενου τ ίτλου  
(το Δ  μπορεί να  είναι θ ετ ικό  ή αρνητικό , στη  περίπτωση που είναι αρνητικό 
ο υσ ια σ τ ικά  σημαίνει ότι αγοράζουμε). Α υτό το κάνουμε με σκοπό να  ελαχ ι­
στοπο ιήσουμε το ρίσκο ενό ς χαρτοφυλακ ίου , επι παραδείγματι αν έχουμε α­
γοράσει ένα  δικαίωμα πώ λησης ενός τ ίτλο υ  (πχ μετοχής), θέλο υμ ε επίσης να  
αγοράσουμε και απευθεία ς μετοχές γ ια  να  ε ίμαστε πιο ασφαλείς (περίπου σαν 
να  στο ιχ ιματίζουμε και σ τ ις  δύο ομάδες στον τελ ικό  του κ υπ έλλο υ ).Α υτό  που 
ψάχνουμε είναι να  βρούμε πόσο είναι αυτό το Δ  ώ σ τε  το χαρτοφυλάκιο  να  έχει 
μηδενικό ρίσκο Η συνολ ική  αξία αυτού του χαρτοφυλακίου θ α  είναι:
Π (ί) =  V  -  Δ Ξ
αφού περάσει χρόνος δ ί και θεω ρήσουμε ότι μεταξύ δύο χρονικώ ν σ τ ιγμ ώ ν το 
Δ  μένει σταθερό (στη  βιβλιογραφία ένα  τέτο ιο  χαρτοφυλάκιο  αναφέρετα ι ώ ς 
d e lta  n eu tra l) τότε η αξία  του χαρτοφυλακίου αλλάζει ω ς εξής:
άΠ(ί) = dV  — ΔάΞ
και αν σε αυτή την έκφραση αντικαταστήσουμ ε τις  σ χ έσ ε ις  που πολογίσαμε πιο 
πάνω  γ ια  το Δ Ξ  και d V , η μεταβολή της αξίας του χαρτοφυλακίου θα  είναι:
. n0V  1 2η202V 0 V  , m i  n .8 V  Λ, , ΤΙΓ
d n (t )  =  (μΞ —  + 2  σ 2Ξ2 ~ο ί  — ^ S)dt + σΞ  ( —  — Δ ^ ^
στη παραπάνω σχέση  μπορούμε να  επ ιλέξουμ ες το Δ  με τέτο ιο  τρόπο ώ σ τε  να  
μηδενίσουμε τη παρένθεση  που πολλαπλασ ιάζει το dW  και έ τσ ι να  εξα λε ίψ ο υ­
με όλη τη σ το χα στ ικό τη τα  του d n ( t )  (οπότε θα  εξαλείψουμε και το ρ ίσκο). 
Δ ια λέγο ντα ς  Δ  = , προκύπτει:
d n «  = <2 σ 2,Ξ 2 f S )  + f ) dt
Τώρα θα  ε ισάγουμε μια πολύ σημαντική παραδοχή που κάνουμε γ ια  τη ν λειτουρ­
γ ία  τω ν  χρηματαγορών και τω ν  ο ικονομ ιώ ν γεν ικό τερ α : Έ λλε ιψ η  a rb itrage  . 
Α υτό σημαίνει ότι κα νένα ς  επενδυτής δεν μπορεί β γάλει περισσότερο κέρδος 
από μια επένδυση  σε σχέση  με ένα  βέβαιο τ ίτλο  (όπου βέβαιο τ ίτλο  εννοούμε 
μια τραπεζική  κατάθεση  ή ένα  ομόλογο δημοσίο π .χ . αμερικάνικα ομόλογα). Ο 
λό γο ς γ ια  τον οποίο κάνουμε αυτή την παραδοχή είναι ότι σε περίπτωση που 
το κέρδος από μια επένδυση  (η οποία δεν έχει ρ ίσκο) ήταν μεγαλύτερη  από το 
κέρδος ενό ς βέβαιου τ ίτλο υ  (δηλαδή το επιτόκιο μιας κα τά θεσης ή απόδοση ενός 
ομολόγου), τό τε ο επ ενδυτής απλά θ α  επένδυε το κέρδος του βέβαιου τ ίτλου  
στο χαρτοφυλάκιο , και το κέρδος αυτό θα  ξαναεπνευό ταν διαδοχικά δημιουρ­
γώ ντα ς  έτσ ι ένα  φαύλο κύκλο  που θ α  απείρ ιζαν τα πλούτη  ενό ς επενδυτή  και
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κατα σ υνέπ ε ια  όλω ν τω ν  ά λλω ν επ ενδ υτώ ν εφόσο ν θα  αντέγρ αφα ν τη ν στρα ­
τηγ ική  του. Θα δημιουργούσαμε με αυτόν τον τρόπολεφτά  από το π ο υθενά  και 
η ο ικονομνία θα  κατέρεε. Πρέπει λο ιπόν να  εξ ισώ σο υμ ε τη μεταβολή της αξίας 
του σ ίγουρου χαρτο φυλακίου με τη μεταβολή της αξίας ενό ς βέβαιου τ ίτλου :
τΠάί = μ  „υ·  2 d2 V + (2 σ S +
dV
~8t
)d t
όπου τ:η  απόδοση του βέβαιου τ ίτλο υ  και Π το ποσό που έχουμε επ ενδύσε ι στον 
βέβαιο τ ίτλο  (εφόσον όπω ς περιγράψαμε πρέπει r n d t  = d n . Το Π ισούτα ι με 
Π = V  — Δ S  και α ντ ικα θ ισ τώ ντα ς  κα ι το Δ  από τ ις  παραπάνω σχέσ ε ις  έχουμε:
d v  + i  σ2Ξ2 μην + β ν
dt + 2 d S 2 + dS 2
rV  =  0
Σ ημαντικό επ ίσης να  ανφέρουμε είναι το γ εγ ο νό ς  ότι έχουμε θεω ρήσει απουσία 
προμηθειών, δηλαδή κό στο υς γ ια  τη ν πραγματοποίηση μιας σ υνα λλα γή ς. Στη 
περίπτωση ενός Ε υρωπαϊκού option , σ τα  οποία η εξάσκηση  του συμβολαίου 
επιτρέπετα ι μόνο στη  λήξη του, η εξ ίσω ση  έχει αναλύτική  λύση . Τ α συμβόλαια 
τα οποία μπορούν να  εξα σ κη θο ύν οποιαδήποτε χρονική σ τιγμ ή  πριν τη λήξη 
το υς ονομάζοντα ι Α μερικάνικα option . Σ ημειω τέον, δεν το τ ι ε ίδους συμ­
βόλαιο έχουμε κάθε  φορά δεν εξαρτάται από τη γεω γρ α φ ική  θ έσ η  αλλά από τον 
τ ίλτο  τον οποίο ανταλάσουμε (πχ σε κάπο ιους τ ίτλο υς  έχουμε μόνο συμβόλαια 
Ε υρωπαϊκού τύπ ο υ ). Θα δούμε α ναλυτ ικά  τη λύση  ενό ς δ ικαιώματος αγοράς 
και α ντ ίσ το ιχα  προκύπτει και η λύση  γ ια  δικαίωμα πώ λησης. Για απλοποίηση, 
θα  συμβολίσουμε την αξία του συμβολαίου αγοράς με c (S ,t )  Για να  λύσουμ ε 
την εξ ίσω ση  B lack-Scho les (οπως και κά θ ε  άλλη διαφορική) πρέπει να  θέσο υμ ε 
συνορ ιακές σ υ νθ ή κ ες  γ ια  τις  εκά στο τε  μεταβλητές, δ ιαφορετικά βρίσκουμε μια 
απειρία λ ύ σ εω ν . Ε φόσον έχουμε παράγω γο  πρώτης τάξης ω ς προς τον χρόνο 
χρειαζόμαστε μόνο μία αρχική σ υνθή κη , και χρειαζόμαστε δύο συνορ ιακές σ υ ν ­
θή κες  γ ια  το S , εφόσο ν έχουμε παράγω γο δεύτερης τάξης ω ς προς αυτό. Στη 
χρονική σ τιγμ ή  T  η αξία  του συμβολαίου θα  είναι α )σ ε  περίπτωση όπου S > E 
η διαφορά της τιμής της μετοχής ω ς προς τη ν τιμή εξάσκησης (strike  price ) 
του συμβολαίου E , β )σ ε  περίπτωση όπου S  < E  η αξάι του συμβολαίου θ α  είναι 
0 (κα νένα ς ορθολογ ικό ς επενδυτής δεν θ α  πληρώσει prem ium  αγοράσει κάτι 
που μπορεί να  το βρεί φθηνότερα) Μ αθηματικά αυτό γράφετα ι ω ς εξής:
c (S , T ) = m ax{S  — E, 0}
Τ α σύνορα ω ς προς τη τιμή του τ ίτλο υ  είναι δύο: α)Η τιμή της μετοχής να  γ ίνε ι 
0 και β) η τιμή της μετοχής να  γ ίν ε ι άπειρη. α) Σ την περίπτωση όπου S  = 0 ότι 
συμβόλαιο αγοράς και να  έχουμε είναι άχρηστο εφόσον μπορούμε να  πάρουμε
33
Institutional Repository - Library & Information Centre - University of Thessaly
07/06/2020 16:53:59 EEST - 137.108.70.13
δωρεάν όσ ες μ ετοχές θέλο υμ ε, αρα η αξία  ενό ς συμβολαίου αγοράς σε αυτή την 
περίπτωση είναι 0 γ ια  οποιαδήποτε χρονική στιγμή.
c (0 ,t )  =  0
β) όσο η τιμή μιας μετοχής ανεβαίνει , τόσο πιο πολύτιμο θ α  είναι ένα  δικαίωμα 
αγοράς σε μια σ υγκεκρ ιμ ένη  τιμή οπότε η συνορ ιακή είναι
c(S , t) «  S -  E e -r(T -t)
Η λύση  της εξ ίσω ση ς είναι:
c ( S ,T ) = S
ln(S/E) + (r+2 σ2)(Τ — t)21T-t
e - 2s2 d s - E e -r(T -t)
ln(S/E) + (r — σ2)(Τ — t)
- 1 s- ,3 2 ds
σ σ
Α ντίστο ιχα  αν συμβολίσουμε με p (S ,t )  το Ε υρωπαϊκό δικαίωμα πώ λησης, η 
λύση  της B lack-Scholes είναι:
p(S , T ) = E e -r(T -t)
— ln(S/E) — (r— 2 σ2)(Τ — t)
σ /T — t 1 2
e - 2s d s - S
— ln(S/E) — (r+1 σ2)(Τ — t)
ic2
e 2 s ds
σ
Α ν συμβολίσουμε τη ν αθρο ιστική  συνάρτηση της κανονικής κατανομής ω ς N(d) 
έχουμε:
c(S, T ) =  SN (di) -  E e r(T-t)N (d2) (4 .2)
και
p (S , T ) = E e -r(T-t) N (—d2) -  S N  (- d i ) (4 .3)
όπου
di
d2
- ln (S /E ) -  (r + \σ2)(T -  t) 
aVT -  t
—lv (S JE )— {r—j^σσ2){T—j)_ 
a V T  -  t
(4 .4)
4 . 1 . 1  G r e e k s  ( Ε λ λ η ν ι κ ά  Γ ρ ά μ μ α τ α )
Οι μεταβολές τ ις  αξίας τω ν  παρ αγώ γω ν συμβολα ίων (όπω ς εμφανίζοντα ι στη 
εξ ίσω ση  B lack-Scho les ) συμβολίζοντα ι με ελληνικά  γράμματα (Γ ,Δ  γ νω σ τά  και
34
Institutional Repository - Library & Information Centre - University of Thessaly
07/06/2020 16:53:59 EEST - 137.108.70.13
ω ς greeks) Το Δ  εκφράζει τη ν μεταβολή της αξίας του παρ αγώ γου (V (t , S )) 
με τη ν μεταβολή της τιμής της μετοχής (την ίδια χρονική στιγμή) δηλαδή:
Δ
dV
d S
εφόσον έχουμε τη ν αναλυτική  λύση  της B lack-Scho les βρίσκουμε πως:
Δ σ ( t ,S  ) =  N  (d i)
Δ ρ( t ,S ) =  N (d i)  -  1
Η ερμηνεία του Δ  είναι ο υσ ια σ τ ικά  ο αριθμός τω ν  μονάδων της μετοχής που 
πρέπει να  έχει σ τη ν κατοχή του όποιος έχει γράψει (έχ ει πουλήσει) ένα  πα- 
ρ άγω γο  συμβόλαιο έτσ ι ώ σ τε  η σ υνολ ική  του θ έσ η  να  μη έχει κ ίνδυνο .
Το Γ μας δίνει τη ν μεταβολή του Δ  ω ς προς την μεταβολή της τιμής της 
μετοχής (τη ν χρονική στιγμή  που μας ενδ ιαφέρει) δηλαδή:
Γ
d  2V
d S 2
Μ ικρές τιμές του Γ σημαίνει ότι το Δ  θ α  μεταβληθεί λ ίγο  αν μεταβληθεί το Σ 
ενώ  μ εγάλες τιμές του Γ σημαίνει το α ντ ίθετο . Οι σχ έσ ε ις  γ ια  τα pu t και ca ll 
είναι:
Γσ
N '(d i)  
S a ^ T  — t
Γρ = Γσ
όπου
N  '(d i)
1 di—--- 2
Το μοντέλο B lack-Scho les γ ια  τα Ε υρωπαϊκά options προσφέρει μια πολύ 
καλή ευκαιρ ία να  δοκιμάσουμε τη ν αξιοπ ιστία  τω ν  αρ ιθμητικών επ ιλύσ εω ν , δε­
δομένου ότι οι πλειοψηφ ία  τω ν  σ το χ α σ τ ικ ώ ν  δ ιαφορ ικώ ν εξ ισ ώ σ εω ν  δεν έχ ει 
αναλυτική  λύση
4.2 Μ έθοδος Euler-Maruyama
Π ολλές σ το χ α σ τ ικ έ ς  διαφορικές εξ ισώ σε ις  (όπως και ντετερ μ ιν ισ τ ικ ές  α ντ ίσ το ι­
χα) δεν έχο υν αναλυτική  λύση  και δεδομένου ότι τα ρεαλιστικότερα  μοντέλα 
περ ιγράφοντα ι από τέτο ιου είδους δ ιαφορικές, γ ίνετα ι γρήγορα αντιληπτή  η α­
νά γκη  επ ίλυσ ης το υς , έσ τω  και με κάποιο σφάλμα. Σ τις ντετερ μ ιν ισ τ ικ ές  δια­
φορικές, έχουμε πολλές μ εθόδους, η πιο διαδεδομένη από τ ις  οπο ίες είναι η
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R un ge-K u tta . Σ τις σ το χ α σ τ ικ έ ς  όμως, πρέπει να  προσθέσουμε ακόμα ένα  
βήμα, αυτό τ ις  προσομοίωσης πολλώ ν τροχ ιώ ν, από της σ τιγμ ή  που θέλο υμ ε να  
υπολογίσουμε μ έσους όρους. Η προσομοίωση πολλώ ν τροχ ιώ ν μπορεί να  γ ίνε ι 
εύκολα  με μια μέθοδο M onte-C arlo
Σ κοπός μας σε αυτή τη ν ενότητα  είναι να  κατασκευάσουμ ε αλγορ ίθμους που 
να  επ ιλύο υν αριθμητικά τέτο ιες  σ το χ α σ τ ικ έ ς  διαφορικές εξ ισώ σε ις . Η αριθμη­
τική  μέθοδος την οποία θ α  χρησιμοποιήσουμε είναι η E u ler-M aru yam a . Θα 
αναφέρουμε σ υνο π τ ικά  το πω ς λε ιτουργεί: Έ χουμε μια διαφορική της μορφής:
dX t = b(t, Xt)d t + a ( s ,X t)dB t
ορισμένη σε ένα  χρονικό διάστημα t Ε [0 ,T ] Το χρονικό αυτό διάστημα το 
χωρίζουμε σε N κομμάτια, το κ α θ ένα  μήκους Δ t  = T/N . Έ τσ ι η συνάρτηση 
μας γ ίνετα ι μια διακριτή χρονοσειρά με δείκτη i. Η αρχική τιμή της χρονοσειράς 
X i=o = X o ορίζεται από εμάς, και οι υπόλο ιπες ορ ίζονται επαναληπτικά  με τον 
εξής αλγόριθμο:
X i+1 = X i + b(ti , Xi) * X i * dt + a ( t i , X i) * Xi * dB i
όπου το διαφορικό της κ ίνησης Brow n είναι μια τυχα ία  μεταβλητή που κατα- 
νέμετα ι κανονικά  (σε εμάς έχει μέση τιμή τη μέση τιμή του X  (t) και διασπορά τη 
τετρ α γω νική  ρίζα του εκά στο τε  χρονικού διαστήματος στο οποίο βρ ισκόμαστε)
4 . 2 . 1  Α λ γ ό ρ ι θ μ ο ς  E u l e r - M a r u y a m a
Ο αλγόρ ιθμος που κατασκευάσαμε με βάση την E u ler-M aru yam a [5] γ ια  την 
επ ίλυση  της εξ ίσω ση ς B lack-Scho les σε γ λ ώ σ σ α  P y th o n  είναι ο εξής:
i m p o r t  num py a s  np
i m p o r t  m a t p l o t l i b  . p y p l o t  a s  p l t
#  N um ber o f  s i m u l a t i o n s  
n u m _ s i m s  = 1000
#  N um ber o f  p o i n t s  i n  p a r t i t i o n  
N = 7
#  I n i t i a l  v a l u e  
X_0 = 15
Y_0 = X_0
K=12 # T h i s  i s  t h e  s t r i k e  p r i c e  o f  t h e  c a l l  o p t i o n
#  S t a r t i n g  t i m e  
t _ 0  =  0
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# Ending time 
T = 1
#Risk premium rate  
r =0.05
# SDE for GBM: d X t  = r_0 *X t  dt + sigma_0 *X t  dB_t 
r_0 = 0 #This is the d r i f t  of the Brownian motion 
sigma_0 = 2 #This is the var iance  of the Brownian Motion
# Time increments
dt = f lo a t  (T — t_0) / N
# Times
t = np . arange ( t_0 , T, d t )
# Brownian increments  
dB = np . zeros (N)
dB[0] = 0
# Brownian samples 
B = n p . zeros (N)
B [ 0 ] = 0
# Simulated process  
X = np . zeros (N)
X[0] = 1
# Approximated process  
Y = np . z e r o s (N)
Y[0] = Y 0
# Sample means across a l l  s im ulat ions  
SX = np . z e r o s (N)
SY = np . z e r o s (N)
#A=[[0 for i in range (num_sims) ] for j in range (1 ,  t . s i z e ) ]
y = [0 for i in range (num_sims)]
a=[0 for i in range (num_sims)]
m=[0 for i in range (num_sims)]
# I t e r a te
for n in range (num_sims ) :
for i in range ( 1 ,  t . s i z e ) :
# Generate dB_t
dB [ i ] = np . random . normal ( loc = 0 .0 ,  scale = n p . s q r t ( d t ) )
# Generate B_t
B[i]  = np . random . normal ( loc = 0 .0 ,  scale = np . sqrt ( t [ i ]) )
# Simulate (blue)
#X[i] = X 0  * n p . exp ( (r_0 — 0.5 * sigma_0 * sigma_0) * (i * d t )
37
Institutional Repository - Library & Information Centre - University of Thessaly
07/06/2020 16:53:59 EEST - 137.108.70.13
+ ( f l o a t  ( s i g m a _ 0  ) * B [ i ]  ) )  
# S X [ i ]  =  SX [ i ] + X[  i ] / n u m _ s i m s
#  A p p r o x i m a t e  ( g r e e n )
Y [ i ]  =  Y [ i  - 1 ]  + ( r _ 0  * Y [ i  - 1 ] )  * d t  
+ ( s i g m a _ 0  * Y [ i  — 1] )  * dB [ i ]
S Y [  i ] =  S Y [  i ] + Y [  i ] / n u m _ s i m s  
y [ n ] = Y [ T ]
#  P l o t  
# p r i n t  ( y )
f o r  n i n  r a n g e  ( n u m _ s i m s  ) :
a  [ n ] = y [n] —K
m [ n ] = m a x ( a  [ n ]  , 0 )
# p r i n t  ( a )
# p r i n t  (m) 
a v g = n p . a v e r a g e  (m) 
p o w e r= ( r ) *T  
# p r i n t  ( m e a n )
v a l u e = n p . e x p  ( p o w e r ) *  a v g  # T h i s  i s  t h e  v a l u e  o f  t h e  c a l l  o p t i o n  a t  
p r i n t  ( v a l u e ) 
p r i n t  ( n u m _ s i m s )
4.3 Εφαρμογή σε τ ιμ ο λ ό γ η σ η  option
Ε κτός από τη μέθοδο E u ler-M aru yam a υπάρχουν και άλλες μέθοδοι με τ ις  οπο­
ίες μπορούμε να  λύνο υμ ε αριθμητικά σ το χ α σ τ ικ έ ς  δ ιαφορικές εξ ισ ώ σ ε ις  όπως 
π .χ . η μέθοδος M ils te in  . Η ακρίβεια τω ν  υπολογ ισμώ ν, πέρα απο τη χρη­
σιμοποιούμενη μέθοδο, εξαρτάται από το πόσες διαμερίσεις πραγματοποιούμε 
στο χρονικό διάστημα και πόσες προσομοιώσεις εκτελούμε. Θα δώσουμε ένα  
παράδειγμα εφαρμογής της μεθόδου γ ια  κάπο ιες ενδ ε ικ τ ικ ές  τιμές και θ α  μελε­
τήσουμε τ ι συμβαίνει, πάντα συγκρ ίνο ντα ς με τη ν αναλυτική  λύση
Π α ρ ά δ ε ιγ μ α  4 . 'Εστω μ ετοχή  X (t) η οποία ακολουθεί κ ίνη ση  B rown  μ ε  
μ έση  τ ιμ ή  15$ και διασπορά 1. Ξεκινάμε τη  χ ρ ο ν ικ ή  σ τ ιγμή  0 και θέλουμε να 
δούμε την  αξία ενός op tion  αγοράς μ ε  ονομαστική αξία 12$ και λ ή ξη  σε  ένα έτος. 
Αφήνοντας τον αλγόριθμο να τρέξει το αποτέλεσμα (η αξία του συμβολα ίου) 
προκύπτει περίπου 6.3$
Τώρα θα υπολογ ίσουμε αναλυτικά την  τ ιμ ή  του συμβολαίου. Οι συντελεστές  
ά\ και d2 από την  σ χ έσ η  4.4, αντικαθ ιστώ ντας E =  15,S  = 12 ,r =  0 .05 ,t =
t i m e  T
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0 ,T  =  1,σ =  2 ,προκύπτει:
ά\
- l n (H -  (0.05 + 2 
2
1.13655
d2 = άι + 2 = 0.86345 
N  (άι) = 0.7151
N  (ά2) = 0.333
C  = 1 5  * 0.7151 -  12 exp0'05 0.333 = 10.7265 -  4.2 = 6.52
Συνεπώς η αξία του συμβολαίου όπως προκύπτει από την αναλυτική λύση είναι 
6.52$
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5. Παράρτημα
Λήμμα Ito πολλαπλώ ν σ το χ α σ τ ικώ ν  μεταβλητών
m ι m m
d f  (X  ) =  Σ  )dXi + 2  Σ Σ  fik (X )dXtdXk
i= 1 i=1 i=1
κανόνας πολλαπλασιασμού
X dWi dt
dWk pik dt 0
dt 0 0
Ο ρ ισ μ ό ς  1 0 . Δικαίωμα αγοράς (ca ll op tion ) είναι ένα συμβόλαιο που δίνει 
στον κομ ιστή  το δικαίωμα, αλλά όχι την  υποχρέωση, να αγοράσει από τον εκδότη  
ένα υποκείμενο χρεόγραφο σ ε  μ ία σ υ γκ εκ ρ ιμ ένη  τ ιμ ή  εξάσκησης (strik e p r ic e ) ,  
μέχρ ι την  ημερομηνία  λ ή ξη ς  του, μ ε  αντάλλαγμα μία αμοιβή (p rem ium ).
Ο ρ ισ μ ό ς  1 1 . Δικαίωμα πώλησης (put op tion ) είναι ένα συμβόλαιο που δίνει 
στον κομ ιστή  το δικαίωμα, αλλά όχι την  υποχρέωση, να πουλήσει σ τον εκδότη  
ένα υποκείμενο χρεόγραφο σ ε  μ ία συγκ εκ ρ ιμ ένη  τ ιμ ή  εξάσκησης (strik e p r ic e ) , 
μέχρ ι την  ημερομην ία  λ ή ξη ς  του, μ ε  αντάλλαγμα μ ία αμοιβή (p rem ium ).
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