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ABSTRACT
Isolated barred galaxies evolve by redistributing their angular momentum, which,
emitted by material in the inner disc at resonance with the bar, can be absorbed by
resonant material in the outer disc, or in the halo. The amount of angular momen-
tum that can be emitted/absorbed at a given resonance depends on the distribution
function of the emitting/absorbing material. It thus depends not only on the amount
of material on resonant orbits, but also on the velocity dispersion of that material.
As it loses angular momentum, the bar becomes stronger and it also rotates slower.
Thus the strength of the bar and the decrease of its pattern speed with time are set
by the amount of angular momentum exchanged within the galaxy, which, in turn, is
regulated by the mass distribution and the velocity dispersion of the material in the
disc and spheroidal components. Correlations between the pattern speed of the bar,
its strength and the angular momentum absorbed by the spheroid (halo plus bulge)
argue strongly that it is the amount of angular momentum exchanged that determines
the strength and the slowdown rate of the bar. The decrease of the bar pattern speed
with time should not be used to set constraints on the halo-to-disc mass ratio, since
it depends also on the velocity dispersion of the halo and disc material.
Key words: galaxies: structure – galaxies: kinematics and dynamics – barred galaxies
– methods: numerical.
1 INTRODUCTION
Leafing through an atlas of galaxies (e.g. Sandage 1961,
Sandage & Bedke 1988) or looking at images of barred galax-
ies on different web sites one sees that bars come in a vari-
ety of shapes and sizes. From the strong bars, like in NGC
1365, NGC 1300 and NGC 5383, to the small bars confined
to the central parts, like in our own Galaxy, and to the
ovals, like in NGC 1566, all possible lengths and strengths
are covered. Several studies have been devoted to finding
some systematic trends in their properties. Athanassoula &
Martinet (1980) and Martin (1995) found a correlation be-
tween the length of the bar and the size of the bulge com-
ponents, while Elmegreen & Elmegreen (1985) showed that
there is a clear dependence of the bar length on the galaxy
type, in the sense that early type disc galaxies have longer
bars than late types. Similarly, Fourier analysis of the de-
projected light distribution of barred galaxies, shows (Ohta
1996 and references therein) that early types have consider-
ably higher values for their m = 2, 4, 6 and 8 Fourier com-
ponents. These works, and several others, point to the fact
that bars in early type disc galaxies are on average stronger
than those in later types.
Bar pattern speeds are much more difficult to measure.
Observational determinations are either indirect (e.g. from
the location of rings, or from fits of gas flow models to veloc-
ity field data), or with the help of the Tremaine & Weinberg
(1984b) method. The value of the pattern speed at a given
time is a function of its initial value, as well as of its change
during the evolution. The latter of course is not possible
to determine observationally, until observations of far away
galaxies become sufficiently detailed to allow it to be esti-
mated.
So what determines the strength of a bar and the evo-
lution of its pattern speed? In this paper I will use both
analytical calculations and N-body simulations to argue
that it is the angular momentum exchange between differ-
ent parts of a galaxy. The role of the angular momentum
exchange has already been discussed in many papers. First
and foremost, the ground-braking paper of Lynden-Bell &
Kalnajs (1972, hereafter LBK), who argue that angular mo-
mentum exchange is the mechanism that generates spirals.
Mark (1976) discussed wave amplification through processes
that remove angular momentum from galactic discs, while
Kormendy (1979) proposed that the angular momentum ex-
change between the bar and the spheroid could drive secu-
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lar evolution. Sellwood (1980) was the first to measure in
an N-body simulation the angular momentum exchange be-
tween the disc and the halo component. Tagger et al. (1987)
and Sygnet et al. (1988) showed that mode coupling allows
a galaxy to transfer angular momentum over a larger ra-
dial interval than what a single mode would have allowed.
The link between angular momentum and bar slowdown has
been made in many papers (Tremaine & Weinberg 1984a;
Weinberg 1985; Little & Carlberg 1991a, 1991b; Hernquist
& Weinberg 1992, Athanassoula 1996; Debattista & Sell-
wood 1998, 2000; Valenzuela & Klypin 2002), out of which
some calculated, or at least emphasized, the role of resonant
stars (Tremaine & Weinberg 1984a, Weinberg 1985, Little &
Carlberg 1991a, Hernquist & Weinberg 1992). The link be-
tween the angular momentum exchange and the bar strength
has been addressed only recently (Athanassoula 2002a, here-
after A02). Although all these papers show a general quali-
tative agreement, in the sense that bars grow stronger and
slow down as they evolve, quantitatively they disagree. Not
much effort has been put in understanding the reason for
these differences, which were even some times attributed to
inadequacies of either the codes or the models.
In this paper, I will argue that it is the angular momen-
tum exchange within the galaxy that determines the bar
growth and its slowdown. I will seek what influences the an-
gular momentum exchange and therefore the bar strength
and slowdown rate. In section 2, I will present some, mainly
linear, 3D theoretical work, which I will apply to the disc
and to the spheroidal (halo and bulge) components sepa-
rately. This will allow me to determine which parts of the
galaxy gain and which parts lose angular momentum and
also to get some insight about the quantities that can in-
fluence the amount exchanged. In section 3, I will discuss
resonances and their link to the disc orbital structure. Sec-
tion 4 introduces the simulations and section 5 discusses the
angular momentum exchange. Sections 6, 7, and 8 discuss
the effect of the disc-to-halo mass ratio and of the veloc-
ity dispersions. Section 9 presents correlations, based on the
results of a very large number of simulations, that estab-
lish the link between the angular momentum exchange and
the bar strength and pattern speed. Finally, in section 10,
I summarise and present a general discussion, including the
applicability of the simulation results to real galaxies and
the conclusions that can be reached.
2 ANALYTICAL CALCULATIONS
Using linear theory, it is possible to follow the angular mo-
mentum redistribution. For this I will follow the method
already outlined in several papers (LBK, Kato 1971, Wein-
berg & Tremaine 1984a, Weinberg 1985 etc.). I will thus use
Hamilton-Jacobi variables (Ji,wi), where Ji are the canoni-
cal momenta, wi are the angles and i = 1, 2, 3. The equations
of motion of a given particle are then
J˙i = −∂H0
∂wi
= 0, w˙i =
∂H0
∂Ji
≡ Ωi, (1)
where Ωi are the frequencies and H0 is the unperturbed
Hamiltonian. The potential Ψ can be written as a sum of an
axisymmetric component Ψ0 and a perturbation, i.e.
Ψ = Ψ0 + ψe
iωt, (2)
where ω is the wave frequency. Its real part ωR gives the
pattern speed, ωR = Ωp/m, and its imaginary part, ωI , gives
the growth rate. Since the angle variables are periodic in
phase space with period 2π,the potential perturbation can
be expanded in a Fourier series.
ψ(Ji, wi) =
1
8π3
∑
l,m,n
ψlmn(Ji) e
i(lw1+mw2+nw3). (3)
The coefficients ψlmn are given by
ψlmn(Ji) =
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
dw1dw2dw3
× ψ(Ji, wi) e−i(lw1+mw2+nw3). (4)
Similar equations can be written for the perturbation of the
distribution function and of the density.
LBK calculated the change of an orbit due to the poten-
tial perturbation. To first order one can calculate the forces
along the unperturbed orbit. In this case, the changes in the
actions ∆1Ji are periodic in the angle variables wi. There-
fore, for particles distributed uniformly in wi, the average
gain in angular momentum⋆ (obtained by integrating over
wi) is zero, i.e. particles can neither give nor take angular
momentum. Thus the change is of second order and has to
be obtained by calculating the forces along the perturbed
orbit. To obtain the total change in angular momentum one
has to integrate over the unperturbed distribution function
F . Following LBK, I get
L˙z =
1
8π2
ωIe
−2ωI t
∫ ∫ ∫
dJ1dJ2dJ3
×
∑
l,m,n
m
(
l ∂F
∂J1
+m ∂F
∂J2
+ n ∂F
∂J3
)
|lΩ1 +mΩ2 + nΩ3 + ω|2 |ψlmn|
2, (5)
where Lz is the z component of the angular momentum, and
the integration is carried over all the available action space.
If ωI = 0, then the integral on the right side is non-zero only
at the resonances, i.e. where
lΩ1 +mΩ2 + nΩ3 = −ωR = mΩp (6)
On the other hand, in the case of a non-zero ωI , this integral
is non-zero even away from resonances, i.e. angular momen-
tum can be emitted or absorbed even away from resonances.
This contribution, however, will be small if the value of ωI
is not large. For ωI → 0 one can write
L˙z = − 1
8π
∫ ∫ ∫
dJ1dJ2dJ3
×
∑
l,m,n
m
(
l
∂F
∂J1
+m
∂F
∂J2
+ n
∂F
∂J3
)
× |ψlmn|2δ(lΩ1 +mΩ2 + nΩ3 + ω). (7)
⋆ in the following I will often loosely refer to the z component of
the angular momentum as the angular momentum.
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This equation is particularly useful if one wishes to find
which resonances emit angular momentum and which ab-
sorb it, and will be discussed later, separately for the disc
and spheroidal components. Integrating eq. (5) over time I
can find the total change of angular momentum
∆Lz = − 1
16π2
e−2ωIt
∫ ∫ ∫
dJ1dJ2dJ3
×
∑
l,m,n
×
m
(
l ∂F
∂J1
+m ∂F
∂J2
+ n ∂F
∂J3
)
|lΩ1 +mΩ2 + nΩ3 + ω|2 |ψlmn|
2. (8)
Thus linear theory predicts a direct relationship between the
perturbing potential ψ and the change of angular momen-
tum ∆Lz. In the simple case of an external forcing due to a
companion (e.g. Berentzen, Athanassoula, Heller et al. 2003)
or to a rigid bar (e.g. Weinberg 1985, Hernquist and Wein-
berg 1992) on a given target disc, this equation will imply a
correlation between the change in angular momentum and
the amplitude of the external forcing. In the more general
case, however, of the self consistent evolution of different
disc/halo configurations, as those considered in the present
paper, the relation between the bar strength and the change
of angular momentum, although straightforward, is not an
exact correlation, since different cases will have different dis-
tribution functions and different forms of perturbation po-
tentials.
The above equations make no predictions about the pat-
tern speed. This, in the case of modes, is set by the mode
conditions, and, in cases with external forcing, by the pat-
tern speed of the forcing. Thus, to find the relation between
the exchange of angular momentum and the pattern speed,
one should apply nonlinear theory. For the bar component,
considered as a solid body, I can write
Lz,B = I Ωp, (9)
where Lz,B is the bar angular momentum, Ωp is the pattern
speed of the bar and I is its moment of inertia. If most of
the angular momentum lost by the bar was taken by the
spheroid, then I can assume that the angular momentum of
the outer part of the disc does not change with the evolution
and thus I can, for this case, write LD,inner − I Ωp = LS ,
where LD,inner is the angular momentum of the inner disc
initially and LS is the angular momentum taken by the
spheroid, which, if the spheroid was initially non-rotating, is
just the total angular momentum of the halo and bulge com-
ponents at the time under consideration. Thus in such a case
I would expect, at any given time, a simple linear relation
between the bar pattern speed and the angular momentum
taken by the spheroid.
The evolution of the bar angular momentum can be
given as
dLz,B
dt
=
d(I Ωp)
dt
. (10)
The change of angular momentum will thus depend not only
on the change of Ωp, but also on the change of the moment
of inertia. One thus expects the change of the angular mo-
mentum to be directly proportional to the change of the bar
pattern speed only if the momentum of inertia of the bar
does not change, i.e. if the bar is rigid (as e.g. for Weinberg
1985, or Hernquist and Weinberg 1992). This is not true in
a general case where the bar evolves self-consistently, since
both the bar pattern speed and its moment of inertia change
with time.
Eq. (8) can be somewhat simplified if one considers the
disc and halo components separately.
2.1 Disc component
For the disc component one can neglect the z dimension and
obtain eq. (29) of LBK. In the epicyclic approximation
Ω1 = κ, Ω2 = Ω, (11)
J1 =
1
2
κa2, J2 = Lz, (12)
where Ω and κ are the angular and epicyclic frequencies re-
spectively and a is the amplitude of the epicyclic oscillation.
Furthermore, in this approximation
| ∂F
∂J1
| >> | ∂F
∂J2
|, (13)
so that for l different from 0 one may retain in eq. (7) only
the first term of the quantity in parenthesis, i.e. l ∂F
∂J1
. Since
∂F
∂J1
< 0 for any sensible distribution function, the sign of
the product lm will determine whether angular momentum
is gained or lost at the resonance defined by those l and
m. For l = 0 the first term vanishes, so that L˙z will al-
ways be positive. In general, however, the contribution of
this resonance will in general be absolutely smaller than the
corresponding terms for l different than zero, because of in-
equality (13).
By recasting eq. (7), LBK showed that the perturbation
has negative energy and angular momentum within corota-
tion (see also Kalnajs 1971). This means that, if energy or
angular momentum is given to it, it will be damped, while
if is taken from it it will be excited.
If I use the standard form of the disc distribution func-
tion
F0(J1, J2) =
1
(2π)2 < J1 >
Σd(J2) e
−J1/<J1>, (14)
I see that ∂F
∂J1
is equal to −F/ < J1 >, or, using eq. (12), in-
versely proportional to the root mean square of the epicyclic
amplitude. This means that, for the same perturbing poten-
tial, a given resonance will absorb, or emit, considerably
more angular momentum if its stars are cold, rather than
hot.
2.2 Bulge and halo components
Like the particles in the disc component, for a steady forc-
ing, particles in the bulge or the halo can emit/absorb an-
gular momentum only if they are at resonance. In the case
of a growing or decaying perturbation, all particles can
emit/absorb angular momentum, but the amount is small
unless the perturbation is strongly growing or decaying.
A02a showed that the halo component can have a consider-
able amount of resonant and near-resonant orbits, because
of its response to the bar. The distribution functions of the
halo and bulge should be less sharply peaked than that of the
disc because these components are hotter. Therefore one ex-
pects the amount of angular momentum emitted or absorbed
c© 2002 RAS, MNRAS 000, 1–23
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per unit mass at resonance to be smaller for the halo than
for the disc component. But, since the halo is heavier than
the disc, its contribution to the total angular momentum
exchange could be considerable.
The epicyclic approximation can not be applied to the
spheroids. Eq. (7) can, nevertheless, be simplified by assum-
ing that the distribution function depends only on the en-
ergy. Using eq. (1), I get
l
∂F
∂J1
+m
∂F
∂J2
+ n
∂F
∂J3
=
∂F
∂E
(lΩ1 +mΩ2 + nΩ3). (15)
Then, using the resonant condition (6), eq. (7) can be writ-
ten
L˙z = − 1
8π
∫ ∫ ∫
dJ1dJ2dJ3
×
∑
l,m,n
m2Ωp
(
∂F
∂E
)
|ψlmn|2δ(lΩ1 +mΩ2 + nΩ3 + ω). (16)
Note that all terms in the summation have the same sign,
independent of the values of l,m and n. In the physically
reasonable case where the distribution function is a decreas-
ing function of the energy, I get L˙z > 0, which means that,
as long as the distribution function depends only on the en-
ergy, all halo or bulge resonances gain angular momentum.
Similarly eq. (8) simplifies to
∆Lz = − 1
16π2
e−2ωIt
∫ ∫ ∫
dJ1dJ2dJ3
×
∑
l,m,n
m2 Ωp
∂F
∂E
|ψlmn|2
|lΩ1 +mΩ2 + nΩ3 + ω|2 . (17)
This gives the total angular momentum that will be gained
by the spheroid. Since ∂F
∂E
is absolutely larger for colder dis-
tributions, these will be able to absorb more angular mo-
mentum than hotter ones.
3 RESONANCES AND ORBITAL
STRUCTURE IN THE DISC COMPONENT
The previous section underlined the importance of reso-
nances in the evolution of the galaxy. Here I will discuss
the orbital structure at resonances, focusing on the parts
that will be essential in understanding the simulation re-
sults described in the following sections.
3.1 Resonant orbits
The planar resonances occur for n = 0. With this restriction
and using eqs. (11), the resonant condition (6) can be simply
written as
lκ+mΩ = −ωR = mΩp (18)
For l = –1 and m = 2 one has the inner Lindblad resonance
(hereafter ILR), while for l = 1 and m = 2 one has the
outer Lindblad resonance (hereafter OLR). For the former
lm < 0, so that disc particles at this resonance will lose an-
gular momentum, the opposite being true for the OLR. The
same will be true for larger values of m, so that particles at
the (l,m) = (–1, 3), (-1, 4), (-1, 5) etc. resonances will lose
angular momentum and particles at the (l,m) = (1, 3), (1,
4), (1, 5) etc. resonances will gain it. There are also reso-
nances for |l| > 1, but these are higher order and therefore
should be of lesser dynamical importance. For l = 0 one has
the corotation radius (hereafter CR), at which the angular
frequency of the particle is equal to the pattern frequency.
Resonant orbits are easy to visualise. For example orbits
at the ILR will, in the frame of reference of the bar, close
after one revolution around the center and two radial oscil-
lations. Similarly, orbits at the (-1, 4) resonance will close
after one revolution and four radial oscillations etc. Orbits
at the higher order resonances, where |l| > 1, will close after
more than one revolution.
Several papers have focused on the study of periodic or-
bits in barred galaxy potentials (see Contopoulos & Grosbøl
1989, for a review). They discuss in detail the properties of
the x1 and the x1-related orbits, which are the backbone
of all orbital structure (Athanassoula, Bienayme, Martinet
et al. 1983, Skokos, Patsis & Athanassoula 2002). The x1
are periodic orbits that close after one revolution and two
radial oscillations. Therefore all x1 orbits are l = -1 and
m = 2 resonant orbits, i.e. ILR resonant orbits. This sim-
ple fact has not been generally noted so far, and this has
led to a number of misunderstandings, one of which I will
discuss below, since it is linked with the very definition of
the ILR. The x1-related orbits are 3D periodic orbits whose
families bifurcate from the vertical instabilities of the x1
family. Their properties have been described by Skokos et
al. (2002). At higher energies and farther from the center one
finds the (1, 3), (1, 4), (1, 5) etc. families of periodic orbits.
Their orbits close after one revolution and 3, 4, 5, ... oscilla-
tions, respectively. Members of these families are therefore
also resonant orbits with l = -1 and m = 3, 4, 5 etc.. As
m increases we approach corotation, but families with high
m values are crowded together on the characteristic diagram
(e.g. fig. 2 of Athanassoula 1992) and have less extended sta-
ble parts. A similar sequence can be found outside corotation
for l = 1, starting with large m and moving outwards to the
OLR as m decreases. Periodic orbits of both the outer and
the inner sequence of families have been calculated for many
barred potentials (see e.g. Contopoulos & Grosbøl 1989 for a
review). Such orbital studies have also used surfaces of sec-
tion to show that stable members of all these families can
trap around them other orbits, which, in orbital structure
studies, are usually referred to as regular or trapped orbits.
They are in fact near-resonant orbits and can be thought
of as a superposition of a periodic/resonant orbit and an
oscillation around it. It is therefore possible to use all the
results on the structure and stability of periodic orbits ob-
tained in the extensive literature on the subject to the study
of resonances and vice-versa. Unfortunately the terminology
in these two fields is not always in agreement. A clear case
of disagreement concerns the very definition of the ILR and
its orbits, and stems from the fact that the frequencies Ω
and κ of a single particle are equal to those of the galaxy
at that radius only if the galaxy is near-axisymmetric and
cold.
c© 2002 RAS, MNRAS 000, 1–23
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3.2 Definition of the ILR
Let us consider an axisymmetric galaxy with a non-
axisymmetric small perturbation of pattern speed Ωp. Ac-
cording to the standard linear definition, an ILR occurs if
and where
Ω− κ/2 = Ωp. (19)
This may happen at one, two or no radii, which are called the
ILR radii, and one correspondingly says the galaxy has one,
two or no ILRs. Of course this definition is valid only for
galaxies with non-axisymmetric perturbations of very low
amplitude (e.g. Binney and Tremaine 1987). It can not be
applied directly to strongly non-axisymmetric galaxies or
models, since for such cases the potential and forces are a
function of the angle as well as the radius, and thus Ω and
κ can not be strictly defined and used as in the linear case.
It is thus necessary to consider some extension of the linear
definition. More than one is possible, and at least three have
been so far proposed, which may in some cases contradict
each other.
One way of extending the linear definition is by noting
that the angular and epicyclic frequencies are the natural
frequencies of the orbits in a given potential. Then the lin-
ear definition of the ILR is extended to eq. (18). Strictly
speaking, this is the definition of a resonant orbit, not the
definition of the existence of the resonance or of its radius.
But one can extend it to say that a galaxy has an ILR res-
onance if it has ILR resonant orbits.
A different extension was adopted in orbital structure
studies. In the axisymmetric – or near-axisymmetric – cases
the various (l,m) families bifurcate from the x1 at the corre-
sponding resonances. This can be extended to the strongly
nonlinear and non-axisymmetric cases by saying that reso-
nances occur where there are gaps or bifurcations introduc-
ing new (l,m) families. In particular, in the axisymmetric
case the families of l = -1, m = 2 orbits are bifurcated at
the (−1, 2) resonance(s). These families are called x2 and x3
and their orbits are oriented perpendicular to the bar. As
the amplitude of the perturbation increases the bifurcations
are substituted by gaps, but one can still say that an ILR
resonance exists if and only if these x2 and x3 families exist
(e.g. van Albada & Sanders 1982, Athanassoula 1992).
Finally in observational work, and often in the analysis
of N-body simulations, the linear axisymmetric definition
is extended very simply by defining for a given quantity,
e.g. the mass, its axisymmetric equivalent, simply by av-
eraging this quantity over the azimuthal angle. Thus the
linear definition can be applied to strongly nonlinear and
non-axisymmetric cases (e.g. Sanders & Tubbs 1980, Rey-
naud & Downes 1997).
Each of these extensions and corresponding definitions
is reasonable and useful within its own context. They are,
however, not fully compatible, and, in many cases, can lead
to contradictions. For example with the first extension all
barred galaxies have ILRs, since all have x1 orbits, i.e. l =
-1, m = 2 resonant orbits, and the resonant region is very
broad, comparable to the bar size. The same barred galax-
ies, however, may, by the orbital structure definition, not
have ILRs, if their potentials do not allow x2 and x3 fami-
lies. Similarly Athanassoula (1992) showed a few examples
where the orbital structure definition and the observational
definition are in contradiction (although in general there is
agreement). It is beyond the scope of this paper to propose a
solution to this nomenclature problem. I, nevertheless, want
to underline it here, since it has often led to misunderstand-
ings.
3.3 Orbits and bar angular momentum
Viewing the bar as an ensemble of orbits allows considerable
insight. It shows that the bar has several, dynamically con-
nected, ways of losing angular momentum. First, by trapping
particles which were on quasi-circular orbit outside the bar,
into elongated orbits in its outer parts. This way angular mo-
mentum is lost from the disc inner parts, while the bar will
become longer, i.e. stronger. A second alternative is if part,
or all, of the orbits trapped in the bar become more elon-
gated. This way the bar looses angular momentum, while
becoming thinner, i.e. stronger. Finally the bar can slow
down its figure rotation, i.e. decrease its pattern speed, and
again lose angular momentum. In fact these three possibili-
ties should be linked. For example if a bar becomes longer,
then it might have also to slow down in order to push its
CR further out and thus make space for the newly trapped
orbits in its outer parts (which must necessarily lie within
CR). In section 9 I will also show that there is a general
anti-correlation between the strength and the pattern speed
of a bar. This shows that bars use more than one of the
three alternatives at their disposal. Analytical calculations,
however, are not capable of determining the extent to which
each of the three alternatives will be used in a specific case.
The linear theory described in the first part of section 2
clearly predicts that more angular momentum can be emit-
ted or absorbed at a given resonance if there are more ab-
sorbers/emitters and/or if they are colder. The change of
the pattern speed with time enters only via the nonlinear
equations (9) and (10), which relate the angular momentum
of the bar with its strength and pattern speed. The change
of pattern speed effects strongly the equilibrium between
emitters and absorbers, since, to a first approximation, the
two are divided by the CR. Since I here consider isolated
galaxies, the total amount of angular momentum emitted
at any time should be equal to the total amount absorbed.
For lower values of the pattern speed corotation will be fur-
ther out, so that there will be more particles trapped in the
inner, (−1,m), resonances which emit angular momentum.
On the other hand, the resonances which absorb angular
momentum will also be further out, both for the disc and
the halo, and thus in regions of lower density, where less ma-
terial can be marshaled into absorbing angular momentum.
Thus lowering the pattern speed favours emitters and dis-
favours absorbers. There should thus be, for every case, an
optimum radius dividing emitters from absorbers, for which
emission will balance absorption. This optimum radius is
linked to corotation and therefore to the pattern speed.
Pushed further, this line of thought allows us to predict
which configurations will favour faster pattern speed and
which slower ones. Indeed, in cases where the halo can not
absorb much angular momentum – either because it has low
density in the relevant regions, or because it is very hot – the
role of the outer disc is important. Thus CR should not be
too far out, so as to leave sufficient space for disc absorbers.
The opposite can be the case for models, or galaxies, where
c© 2002 RAS, MNRAS 000, 1–23
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the haloes can absorb considerable amounts of angular mo-
mentum. In principle, and provided the halo is sufficiently
receptive, CR could be located in the outermost parts of the
disc.
4 SIMULATIONS AND NUMERICAL
MISCELANEA
N-body simulations are a much easier test bed of the above
theoretical predictions than real galaxies, since they allow us
to ‘observe’ the halo component and also to ‘observe’ time
evolution. In the remaining sections I will use them for this
purpose.
The galaxies I model numerically consist initially of a
disc, a halo, and sometimes a bulge component. The density
distribution in the disc is given by
ρd(R, z) =
Md
4πR2dz0
exp(−R/Rd) sech2(z/z0), (20)
that in the bulge by
ρb(r) =
Mb
2πa2
1
r(1 + r/a)3
, (21)
and that in the halo by
ρh(r) =
Mh
2π3/2
α
rc
exp(−r2/r2c )
r2 + γ2
. (22)
In the above r is the radius, R is the cylindrical radius,
Md, Mb and Mh are the masses of the disc, bulge and halo
respectively, Rd is the disc radial scale length, z0 is the disc
vertical scale thickness, a is the bulge scale length, and γ
and rc are halo scale lengths. The former can be considered
as a core radius, and will hereafter be loosely referred to
as such. The parameter α in the halo density equation is a
normalisation constant defined by
α = [1−√π q exp(q2) (1− erf(q))]−1, (23)
where q = γ/rc (Hernquist 1993). The halo velocity distri-
bution is isotropic. In building the initial conditions I loosely
followed Hernquist (1993) and Athanassoula & Misiriotis
(2002, hereafter AM02). In some cases, as e.g. those de-
scribed in section 8, I need a considerably more extended
halo. I then use for the density the sum of two densities as
in (22), making sure that the two put together give a rea-
sonable total halo. When describing such cases, I will use
the subscript 1 for all quantities referring to the inner halo
component and 2 for those of the outer halo. The functional
forms for the two are identical.
The results presented in this paper are based on 160
simulations. These include mainly (roughly 80%) simula-
tions made with the Marseille Grape-5 computers (for a
description of Grape-5 boards and their performance see
Kawai et al. 2000), using a tree-code specifically adapted
to this hardware, while roughly 20% of the simulations were
run with W. Dehnen’s treecode on PC workstations (Dehnen
2000, 2002). The results from the two codes agree well, as I
could show by running a few simulations with both codes.
In most of the simulations all particles had the same mass,
but in 10 simulations I used particles of different masses.
To make sure that this did not introduce any bias I first
calculated the pericenter of each particle orbit in the ini-
tial configuration and then sorted the particles as a function
of this quantity. The largest masses were then attributed
to particles with the largest pericenters, thus ensuring that
these particles will never reach too near the center. Since the
halo density distribution does not change much with time
(AM02), these particles will not visit the inner regions even
after the model has evolved. Using the pericenter in order
to attribute the particle masses is much safer than using the
distance of the particle from the center at t = 0, since many
particles will be near their apocenters at this time. Such
particles, following their orbits, may visit at later times the
inner parts where the disc with the lighter particles resides.
This may introduce a bias in the evolution.
In previous papers (e.g. AM02, A02 etc.) I called MH
(for Massive Halo) simulations with small cores, i.e. small
γ values, for which the halo dominates in the inner parts.
I called MD (for Massive Disc) simulations with large cores
(γ values), where the disc dominates in the inner parts. This
will carry over in this paper, but since I will here discuss a
very large number of such simulations, I will rather use the
names MH-type and MD-type.
Listing the initial condition parameters for all 160 sim-
ulations would be too lengthy, so I include in Table 1 only
those runs which will be discussed in more detail in this pa-
per. From left to right the columns give the name of the
run, the mass and scale length of the exponential disc, the
value of Q at R = 0.1 and a symbol denoting whether Q is
a function of radius (v), or not (c). Then follow the three
parameters describing the halo, namely its mass and its two
scale lengths. The next three columns give the same param-
eters for the second halo, whenever this exists, and the last
column gives the truncation radius of the mass distribution.
This table lists all masses taken out to infinity.
A reasonable calibration, allowing to convert computer
units to astronomical ones, has been given by AM02. They
have taken the unit of mass equal to 5 × 1010 M⊙, the unit
of length equal to 3.5 kpc and G = 1. This gives that the
unit of velocity is 248 km/sec and the unit of time is 1.4 ×
107 yrs. This calibration is not unique and other ones can
be equally good, depending on the application. I will thus
present here all results in computer units and let the reader
do the conversion according to his/her needs. Care, however,
is necessary if one wants to compare the results of the simu-
lations quantitatively to observations, since the length scale
of the disc evolves with time (Valenzuela & Klypin 2002).
Thus, when comparing with observations, one should not
compare the observed disc scale length with the disc scale
length of the initial conditions. One should instead fix a time
at which the simulations should be compared to the obser-
vations, well after the bar has grown, and then compare the
scale length obtained from that time to the observed one.
Although this warning is in fact just common sense, its ne-
glect has led to a number of errors and misunderstandings.
In most simulations the total number of particles used
was between 1 and 2 million and I used a softening of 0.0625,
or, in some cases, 0.03125. I repeated a few simulations with
double and/or half the number of particles to make sure
that the number used was sufficient. I further assessed the
numerical robustness of my results by repeating some of the
simulations with half and/or double the softening length
and/or time step. Finally the comparison of the results ob-
tained with the Grape-5 treecode, and those obtained with
W. Dehnen’s treecode argue strongly for the reliability of
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Table 1. Initial conditions for some of the models
model Md Rd z0 Q Q(r) Mb a Mh1 γ1 rc1 Mh2 γ2 rc2 rtrunc
MB0 1. 1. 0.1 0.9 c 0.6 0.4 5. 6. 10. 0 – – 15
MQ1 1. 1. 0.2 0.1 c 0 – 5. 0.5 10. 0 – – 15
MQ2 1. 1. 0.2 0.9 c 0 – 5. 0.5 10. 0 – – 15
MQ3 1. 1. 0.2 1.2 c 0 – 5. 0.5 10. 0 – – 15
MQ4 1. 1. 0.2 1.4 c 0 – 5. 0.5 10. 0 – – 15
MQ5 1. 1. 0.2 1.6 c 0 – 5. 0.5 10. 0 – – 15
MQ6 1. 1. 0.2 1.8 c 0 – 5. 0.5 10. 0 – – 15
MQ7 1. 1. 0.2 2.0 c 0 – 5. 0.5 10. 0 – – 15
MQ8 1. 1. 0.2 2.2 c 0 – 5. 0.5 10. 0 – – 15
MQV1 1. 1. 0.2 0.9 v 0 – 5. 0.5 10. 0 – – 15
MQV2 1. 1. 0.2 1. v 0 – 5. 5. 10. 0 – – 15
MDQ 1. 1. 0.2 1. c 0 – 5. 5. 10. 0 – – 15
Mγ1 1. 1. 0.2 1.2 c 0 – 5. 0.01 10. 0 – – 15
Mγ2 1. 1. 0.2 1.2 c 0 – 5. 0.1 10. 0 – – 15
Mγ3 1. 1. 0.2 1.2 c 0 – 5. 0.5 10. 0 – – 15
Mγ4 1. 1. 0.2 1.2 c 0 – 5. 1. 10. 0 – – 15
Mγ5 1. 1. 0.2 1.2 c 0 – 5. 2.5 10. 0 – – 15
Mγ6 1. 1. 0.2 1.2 c 0 – 5. 4. 10. 0 – – 15
Mγ7 1. 1. 0.2 1.2 c 0 – 5. 5. 10. 0 – – 15
MHH1 1. 1. 0.2 0.9 c 0 – 5. 0.5 10. 10 10 15 25
MHH2 1. 1. 0.2 0.9 c 0 – 5. 0.5 10. 10 4 15 25
MHH3 1. 1. 0.2 0.9 c 0 – 5. 0.5 10. 20 10 15 25
MH1 1. 1. 0.2 1.2 c 0 – 2. 0.5 10. 0 – – 15
MH2 1. 1. 0.2 1.2 c 0 – 1. 0.5 10. 0 – – 15
MH3 1. 1. 0.2 0.9 c 0 – 6.25 0.5 10. 0 – – 15
MH4 1. 1. 0.2 0.9 c 0 – 8.333 0.5 10. 0 – – 15
the results. I made an ultimate, very strong test, by run-
ning one case with a direct summation code. Since this is
the code that has the least numerical assumptions, the very
good agreement between those results and those obtained
with a Grape-5 treecode argues strongly for the reliability
of the code.
In simulations like those presented here one has to be
particularly careful that numerical problems do not stop the
resonant particles from gaining/loosing angular momentum.
This would be the case if, for example, the softening was too
small for the adopted number of particles, in which case the
simulation would be noisy. Encounters would be important
and would knock particles off their resonant trajectories and
thus artificially limit the angular momentum that could be
emitted or absorbed by the resonances. Therefore, a simula-
tion with a smaller softening is not necessarily better than
one with a bigger softening. It can in some cases be worse,
if the number of particles in the disc and/or halo is not suf-
ficiently high. The most difficult cases to check are those
with individual softening and/or individual mass. Indeed, it
suffices that the simulation is noise dominated in one region
for the resonant orbits traversing that region to have a high
probability of being artificially scattered.
In this paper I discuss the bar strength and its evolu-
tion, and compare the strength of bars in different simula-
tions. Although the notion of bar strength is clear to every-
one, and it is very often easy, when comparing two bars, to
say which one is strongest, a precise definition is not trivial.
Several possibilities have been put forward so far, ranging
from the bar axial ratio, to some function of the tangential
forcing. Here I wish to stay as near as possible to the theo-
retical work presented in section 2, and so I will use the m =
2 component of the mass or density distribution in the disc.
This has the added advantage that it can also be applied to
observations, thus permitting a direct comparison between
theory, N-body simulations and observations. Thus, follow-
ing the notation of AM02, I quantify the bar strength with
the help of the Fourier components of the face-on density
or mass distribution. For a given m I will use the relative
Fourier amplitudes
√
A2m +B2m/A0, where
Am(r) =
1
π
∫ 2pi
0
Σ(r, θ)cos(mθ)dθ, m = 0, 1, 2, ... (24)
Bm(r) =
1
π
∫ 2pi
0
Σ(r, θ)sin(mθ)dθ, m = 1, 2, ... (25)
and Σ(r, θ) is the projected surface density, or mass. The
above equations define the Fourier components, which are
a function of the radius. To measure the strength of the
bar, however, I want a single quantity, and not a function of
radius. For this I take
SB =
∫ Rmax
0
√
A2m +B2m r dr∫ Rmax
0
A0 r dr
, (26)
It is easy to extend this definition to include higherm values,
but I have refrained from doing so in order to stay as near
the linear theory as possible. I have also used an alterna-
tive definition, without the r factor in the integrands of the
numerator and denominator. The results are qualitatively
similar.
In section 5 I will discuss resonant stars and the angu-
lar momentum they lose or gain. The procedure involved is
a straightforward extension of that outlined in A02. I first
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Figure 1. The upper panels give, for time t = 800, the mass per unit frequency ratio, MR, as a function of that ratio. The lower panels
give ∆J , the angular momentum gained or lost by the particles between times 800 and 500, plotted as a function of their frequency
ratio (Ω−Ωp)/κ, calculated at time t = 800. The left panels correspond to the disc component and the right ones to the spheroid. The
component and the time are written in the upper left corner of each panel. The vertical dot-dashed lines give the positions of the main
resonances.
freeze the potential at a given time in the simulation, al-
lowing only the bar to rotate rigidly with a pattern speed
equal to that in the simulation. I then calculate in this po-
tential the orbits of 100 000 particles taken at random from
the disc population, and 100 000 particles taken at random
from the spheroid population. For each orbit, I calculate the
principal frequencies Ω and κ using spectral analysis. Since
the angular frequency proved more difficult to calculate reli-
ably, I supplemented the spectral analysis with other, more
straightforward methods, based on following the angle as a
function of time. I then binned the particles in bins of width
∆(
Ω−Ωp
κ
) = 0.005, calculated the mass within each bin, and,
dividing the mass in the bin by its width, I obtained the mass
per unit frequency of the bin, MR. This is somewhat differ-
ent from what I did in A02, where I used number, rather
than mass, densities. Number and mass densities are equiv-
alent for A02, since in the simulations discussed there all
particles have the same mass. Since now in a few of my sim-
ulations this is not the case, it was necessary to introduce
this modification. I also calculated the mean angular mo-
mentum of the orbit, where the time average was taken over
40 bar rotations of the frozen potential. One can thus asso-
ciate at any given time a frequency ratio (Ω−Ωp)/κ and an
angular momentum. The error estimates are as discussed in
A02, and the orbits for which the estimates of the frequen-
cies were not considered sufficiently reliable were not used in
any further analysis. This was of the order of, or less than,
15%.
5 ANGULAR MOMENTUM EXCHANGE
I will use the N-body simulations introduced above to test
whether the analytical results developed in section 2 can still
be applied to cases as non-axisymmetric and as non-linear
as strongly barred galaxies. The linear theory predicts that
angular momentum is gained by the resonant particles in the
halo, the bulge and the outer disc and is lost by the resonant
particles in the bar. Since the bar is a strongly non-linear
feature, the agreement should be, at best, qualitative, rather
than quantitative.
In A02 I showed that there are indeed a lot of resonant
and near-resonant particles, both in the disc and the halo.
It is possible to extend this work to test for the angular
momentum lost or gained at various resonances. The results,
for a run listed in Table 1 as Mγ4, are plotted in fig. 1. The
upper panels show, for time t = 800, the mass per unit
frequency ratio MR of particles having a given value of the
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Figure 2. Angular momentum as a function of time for the disc
component (solid line), the halo (dashed) and the bulge (dotted)
of model MB0.
frequency ratio (Ω − Ωp)/κ as a function of this frequency
ratio. As was already shown in A02, there are clear peaks,
indicating the existence of resonances. The highest peak for
the disc component is at the ILR, followed by (−1, 6) and
CR. In all simulations with strong bars the ILR peak is
strong. The CR peak is also always present, but not always
of the same amplitude. For MH-type cases, as the one shown
in fig. 1, it is small, while in MD-types it is very important.
The existence of peaks at other resonances, as well as their
importance, varies from one run to another and also during
the evolution of a given run. For the spheroidal component
the highest peak is at CR, followed by peaks at the ILR and
OLR. The peaks at the OLR are more important, both for
the disc and the spheroid, for MD-type simulations.
The lower panels show the angular momentum ex-
changed. For this I calculated the angular momentum of each
particle at time 800 and time 500, as described in section 4,
and plotted the difference as a function of the frequency ra-
tio of the particle at time 800. It is clear from the figure that
disc particles at ILR lose angular momentum, while those
at CR gain it. The (−1, 6) also loses angular momentum.
There is a also a general, albeit small, loss of angular momen-
tum from particles with frequencies between CR and ILR.
This seems more important for simulations with haloes with
smaller cores, as e.g. Mγ1 and Mγ2. It could be partly due to
particles trapped around secondary resonances, and partly
due to angular momentum taken from particles which are
neither resonant, nor near-resonant, but can still lose a small
amount of angular momentum because the bar is growing,
as was discussed in section 2. The corresponding panel for
the spheroid is, as expected, more noisy, but shows that par-
ticles at all resonances gain angular momentum. The gain at
the OLR is more prominent for MD-type simulations, both
for the disc and the spheroid component. To summarise we
can say that this plot, and similar ones which I did for other
simulations, confirm the results of section 2 and show that
the linear results concerning the angular momentum gain or
loss by resonant particles, qualitatively at least, carry over
to the strongly nonlinear regime.
The evolution of the total angular momentum of the
three components, disc, halo and bulge, for simulation MB0
is given in fig. 2. It shows what one would expect after having
seen fig. 1, namely that the angular momentum of the halo
and bulge components increases steadily with time, while
that of the disc decreases. I made such plots for all my sim-
ulations and found qualitatively similar results. However,
the amount of angular momentum exchanged varied widely
from one simulation to another, varying from just a few per-
cent, to near 35 percent. Linear theory predicts that the
angular momentum exchanged would be highest if the disc
and spheroid components have high density and low veloc-
ity dispersion, at least in the regions of the resonances. In
such cases the bars should be strong and their pattern speed
would decrease strongly with time. Thus the wide possible
range of exchanged angular momentum should be followed
by a wide range of possible bar strengths and possible pat-
tern speed decreases. I will address this prediction in the
following sections.
6 VELOCITY DISPERSION IN THE DISC
COMPONENT
The disc mass and scale length are used here as units of
mass and length. Therefore the only disc property that I
can alter in order to influence the angular momentum ex-
change is its velocity dispersion. The linear theory given in
section 2 predicts that for a given bar strength, the amount
of angular momentum that can be emitted or absorbed at
a disc resonance, depends on the velocity dispersion of the
disc material. Thus a cold disc should emit/absorb consider-
ably more at a given resonance than a hot one. Furthermore,
from eq. (9) one can see that this should influence the pat-
tern speed of the bar.
I made two different types of simulations in order to
assess these effects. In the first class of simulations I used
initial conditions where Qinit is constant with radius (as
in AM02), and compared the results for different values of
Qinit. Preliminary results of these simulations can be found
in Athanassoula (2002b), and I will discuss them further
here.
I ran a sequence of 8 simulations, with Md = 1, Mh =
5, Rd = 1, z0 = 0.2, γ = 0.5 and rc = 10. They differ by
their Qinit value, which was for the coldest 0.1 and for the
hottest 2.2 and are listed in Table 1 as MQ1 to MQ8. This
sequence of simulations shows clearly that the decrease of
the bar pattern speed with time is a function of the velocity
dispersion of the disc particles, in the sense that in colder
discs the bar pattern speed decreases much faster than in
hotter discs. In the limit of a sufficiently high Qinit, there
is hardly any decrease. This is illustrated in Fig. 3, where
I plot the pattern speed as a function of time for the five
hottest simulations in the sequence, with Qinit ranging be-
tween 1.4 and 2.2. During the initial stages of the evolution
the bar is not well developed, so its pattern speed is not well
determined. One should thus not heed the initial abrupt de-
crease. After the bar has fully developed the pattern speed
shows a very strong decline with time for the coldest case
and hardly any decline for the hottest one. All 8 simulations
are compared in Fig. 4, where I plot the slowdown of the
bar between times 500 and 600 as a function of Qinit. It
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confirms the trend seen in Fig. 3, showing a definite depen-
dence of the slowdown rate on Qinit. The coldest simulation,
for Qinit = 0.1, has well over four times the slowdown rate
of the hottest simulation, for Qinit = 2.2. For the latter the
slowdown rate is indeed very small, less than 0.005, i.e. of
the order of three percent in ∆t = 100, or, using the calibra-
tion proposed in section 4, in 1.4 Gyrs. In Fig. 4 I have also
added the least squares fit to the data, which is only meant
to guide the eye.
I have also made two simulations for which Qinit de-
creases exponentially with radius (Hernquist 1993). An MH-
type such simulation is listed in Table 1 as simulation
MQV1. I have taken Qinit(r = 0.1) = 0.9, so that a com-
parison between MQV1 and MQ2 can show the effects of a
hotter outer disc region. The results of the two simulations
differ only little. The difference between the relative Fourier
components is less than 10 per cent of the maximum and
is, after the bar has fully grown, always in the sense that
run MQ2 has the strongest bar. The difference between the
pattern speeds is of the same order, or smaller, in the sense
that for MQV1 the pattern speed decreases less fast than
MQ2. All this is in good agreement with the picture of bar
evolution presented here. Indeed in run MQ2 most of the
absorbing material is in the halo and only a small fraction
is in the disc. Thus, making this small fraction less efficient,
by heating the corresponding part of the disc, does not have
much influence. In the inner disc part, where the emitters
are situated, the difference in the initial Q is not large. Thus
the results of the two runs do not differ much. The small dif-
ference between the two runs is also in the sense that could
have been predicted by the picture of bar evolution pre-
sented here. Indeed MQ2 has the somewhat stronger bar,
whose pattern decreases somewhat faster, which could be
predicted since the outer parts of the disc are hotter.
An MD-type simulation with a variable Qinit is listed
in Table 1 as MQV2. In this case Qinit(r = 0.1) = 1, so
that a comparison between MQV2 and MDQ can show the
effects of a hotter outer disc in MD-type simulations. This
is much larger than in the case of MH-types. Indeed the m
= 2 Fourier component drops by 30 to 40 percent, while
the difference in the slowdown rate is considerably larger.
Again this is in good agreement with the picture of bar evo-
lution presented here. In MD-types the outer parts of the
disc should contribute significantly to the angular momen-
tum absorption. Thus making them hotter should lead to a
considerably weaker bar whose pattern speed decreases con-
siderably less. This is indeed borne out by the comparison
of MQV2 and MDQ.
7 HALO-TO-DISC MASS RATIO
The analysis in section 2 shows that, all other parameters
being the same, the amount of angular momentum that can
be emitted/absorbed at a given resonance is proportional to
the amount of mass at this resonance. In this section I will
test this with the help of N-body simulations with haloes of
different mass, or of different mass distribution.
Figure 3. Bar pattern speed as a function of time, for simulations
MQ4 (Qinit = 1.4, dot-dot-dot-dashed), MQ5 (1.6, dotted), MQ6
(1.8, dot-dashed), MQ7 (2, dashed) and MQ8 (2.2, solid line).
Figure 4. Slowdown of the bar between times 500 and 600 as a
function of Qinit for simulations MQ1 to MQ8.
7.1 Halo density
Some insight can be gained already by comparing MH-
type and MD-type models. Such comparisons, for various
initial condition parameters, can be found in AM02, A02,
or Athanassoula (2002b). These papers show clearly that
stronger bars can grow in more halo dominated models, so
I do not include further figures here. Figures 5 and 6 show
the slowdown of the bar pattern speed as a function of the
halo core size γ for a sequence of six models listed in Table
1 as Mγ2 to Mγ7. As already mentioned, MH-type haloes
correspond to low values of γ and MD-types to high values.
As predicted, MH-type models have pattern speeds that de-
crease faster than those of MD-types and there is a definite
trend between the slowdown rate and γ. This is in agreement
with the results of Debattista & Sellwood (1998, 2000), who
find a strong temporal decrease of the pattern speed for
halo dominated cases and a weak one for disc dominated
cases. Figure 7 plots Fm=2, the maximum of the m = 2
relative Fourier amplitude, as a function of the core radius
γ. It shows a clear trend in the sense that the bars formed
in more concentrated haloes – i.e. in MH-types – are con-
siderably stronger than those in less concentrated haloes –
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Figure 5. Slowdown of the bar pattern speed between times 500
and 600 as a function of the halo central concentration for simu-
lations Mγ1, Mγ2, Mγ3, Mγ4, Mγ5, Mγ6 and Mγ7.
Figure 6. Blow-up of the lower part of the previous figure, show-
ing that the trend with central concentration is clear even for
higher values of γ.
i.e. in MD-types –. The trend is reversed in the innermost
parts. The angular momentum gained by the halo also varies
considerably along this sequence of runs. In fact more an-
gular momentum is exchanged in simulations with lower γ,
and that up to and including γ = 0.5. For this γ value the
angular momentum gained by the halo is about 2.6 times
higher than for γ = 5. For the smallest value of γ the angu-
lar momentum is slightly smaller than for γ = 0.5, i.e. show
a similar behaviour to that of the Fm=2. Thus this sequence
of simulations shows clearly that the strongest bars are asso-
ciated with cases with more angular momentum exchange.
In order to understand better the effect of the halo on
the evolution I will now consider haloes with masses which
are lower than those in the simulations discussed so far. For
this I will use a sequence of three simulations, all with γ =
0.5 and different values of Mh. They are listed in Table 1 as
simulations Mγ3, MH1 and MH2. Some of their basic results
are summarised in Fig. 8. In the initial stages of the simula-
tion the bar grows slower in the more halo dominated envi-
ronment, as expected (e.g. Athanassoula & Sellwood 1986).
Nevertheless, the situation is eventually reversed, so that
Figure 7. Maximum of the relative m = 2 Fourier component,
Fm=2, at time 800 as a function of the initial halo central con-
centration for simulations Mγ1, Mγ2, Mγ3, Mγ4, Mγ5, Mγ6 and
Mγ7.
Figure 9. Slowdown of the bar pattern speed between times 500
and 600 as a function of the halo mass for simulations Mγ3, MH1
and MH2.
at later times the simulation with the most massive halo
has the strongest bar. The other two simulations, with con-
siderably less massive haloes, have also less strong bars. In
particular, model MH2, which has the less massive halo, has
also the weakest bar, and its m = 6 and 8 Fourier compo-
nents do not stand out clearly from the noise, as was the
case for model MD in AM02. The results of the three sim-
ulations differ also when seen edge-on. Model MQ2 shows a
very strong peanut when seen side-on (i.e. with the line of
sight along the bar minor axis), and a bulge-like protuber-
ance out of the equatorial plane when seen end-on (i.e. with
the line of sight along the bar major axis). As explained in
AM02, this is just the bar seen end-on, and not a real bulge.
Models MH1 and MH2 viewed side-on display a considerably
less strong peanut, nearer to a boxy shape. This sequence,
the one shown in Fig. 12 and other similar ones not shown
here, reinforce the result found by AM02, namely that it is
the strongest bars that form the strongest peanuts, or even
‘X’-shapes, while milder bars form boxy shapes. This is in
agreement with observations (Lu¨tticke et al. 2000), although
of course the strength of the bar in edge-on galaxies can only
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Figure 8. Basic information on three simulations with different disc masses, for time t = 600. Left panels correspond to simulation
Mγ3, middle ones to simulation MH1 and right ones to simulation MH2. The two upper rows give the circular velocity curves at time
0 and 600. The dashed and dotted lines give the contributions of the disc and halo respectively, while the thick full lines give the total
circular velocity curves. The third row of panels gives the isocontours of the density of the disc particles projected face-on and the fourth
and fifth row give the side-on and end-on edge-on views, respectively. The side of the box for the face-on views is 10 length units and
the height of the box for the edge-on views is 3.33. The isodensities in the third row of panels have been chosen so as to show best the
features in the bar and in the inner disc. No isodensities for the outer disc have been included, although the disc extends well beyond
the area shown in the figure. The sixth row of panels gives the m = 2, 4, 6, and 8 Fourier components of the mass, as defined in AM02.
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be measured indirectly from the density drops on cuts along
the equatorial plane.
The decrease of the pattern speed with time is shown
for these three models in Fig. 9. There is a clear trend be-
tween the decrease of pattern speed and the halo mass, in
the sense that the heaviest halo mass has the fastest de-
creasing pattern speed. The angular momentum gained by
the halo also increases with the halo mass. Thus the halo
of model Mγ3 gains somewhat more than twice the angular
momentum gained by the halo of model MH1, which in turn
gains somewhat more than twice that gained by MH2. A
plot similar to that of Fig. 1 shows that the height of the
halo resonant peaks decreases drastically as Mh decreases.
Thus this series of simulations confirms beautifully the pre-
dictions of the bar evolution picture presented here.
A similar sequence of simulations, now for γ = 5 (not
listed in Table 1), shows different results (not plotted here).
Indeed now the strength of the bar depends little on Mh,
even though I have considered Mh values ranging from 1 to
5. The reason is that in MD cases, contrary to MH ones, the
outer disc has a considerable contributions to the angular
momentum absorption and is still capable of stepping in and
providing the necessary sinks of angular momentum when
the halo contribution is low.
The above should not give the false impression that by
considering yet more massive haloes we will always get yet
stronger bars, whose pattern speed will decrease yet faster.
There is a limit beyond which the disc self-gravity is so small
that the bar can not grow. Furthermore, by increasing the
halo mass we also increase its velocity dispersion, thus de-
creasing its responsiveness. This effect will be discussed in
detail in section 8.
To check the above I ran a series of six simulations with
Mh between 5 and 10. Three are are listed in Table 1 as
MQ2, MH3 and MH4. The initial growth rate of the bar is
lower in simulations with a higher halo mass, in good agree-
ment with previous results (e.g. Athanassoula & Sellwood
1986). For Md/Mh = 0.2 the bar is very strong, while for
Md/Mh = 0.16 both its strength and length are considerably
smaller. In fact the difference is rather strong, for a decrease
of the disc-to-halo mass ratio of only 20 per cent. A further
20 percent decrease results in a density distribution which
has only a mild non-axisymmetry in the central parts, vis-
ible in the projected isodensities and in the m = 2 Fourier
component.
Fig. 10 shows the bar pattern speed as a function of
time, for two of the simulations discussed above. In simu-
lation MQ2, which has a substantial disc component, the
pattern speed drops considerably with time. On the other
hand, the pattern speed hardly decreases in simulation MH3,
whose disc-to-halo mass ratio is only 20 per cent less mas-
sive. The amount of angular momentum gained by the halo
by time 900 is in MH3 5.7 times less than in MQ2. The differ-
ence is even more extreme for simulation MH4, whose halo
gains only three percent of what was gained by the halo of
MQ2. Thus this series of simulations confirms the prediction
that less angular momentum exchange within the galaxy re-
sults in a weaker bar, whose pattern speed decreases less
fast.
Figure 10. Bar pattern speed as a function of time, for two sim-
ulations with different disc-to-halo mass ratio. Simulation MQ2
(dashed line) has a Md/Mh = 0.2, while simulation MH3 (solid
line) has Md/Mh = 0.16.
Figure 11. Bar pattern speed as a function of time, for a simu-
lation with a bulge (MDB, solid line) and a simulation without
(Mγ7, dashed line).
7.2 Bulge component
I also ran 13 simulations including a bulge component with
a mass between 0.2 and 0.6 and a scale length between 0.2
and 0.6. For MD type simulations the effect of the bulge
is quite pronounced, in the sense that the strongest bars
and peanuts form in models with the heaviest bulges. One
example of such a case can be seen in Figures 1 and 2 of
AM02, where one can compare the bar/peanut formed in
simulations with and without bulge (models MD and MDB
of that paper). The effect of the bulge is not as noticeable
in MH type simulations.
The presence of the bulge also influences the slowdown
rate of the bar, in the sense that the pattern speed of bars
decreases much faster in the presence of a bulge than without
it. The effect, as can be seen from Fig. 11, can be quite
strong.
The effect of bulges, described above, is easily under-
stood in the framework of evolution via angular momentum
exchange by resonant stars. I have analysed the frequency of
the orbits in the spheroids (i.e. bulge and halo together), as
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Figure 13. Rotation curve of the initial halo for model MQ2
(solid line), MHH1 (dashed line), MHH2 (dot-dashed line) and
MHH3 (dotted line).
in A02, and found considerably more particles at resonance
in cases with strong bulges. There is also, in general, more
angular momentum exchange. This can explain why such
models have stronger bars and faster slowdown rates.
Amongst the models I ran I have not encountered cases
where a more massive bulge resulted in a less strong bar,
as was the case for haloes, where, beyond a certain thresh-
old, haloes hindered bar formation. This, however, could be
due to the fact that I did not consider particularly mas-
sive bulges, or did not enhance their central concentration
sufficiently.
8 VELOCITY DISPERSION OF THE HALO
COMPONENT
One of the conclusions of section 2.2 is that, for a given
bar strength, the amount of angular momentum that can be
absorbed by a given halo resonance is larger if the distri-
bution function is colder. Strictly speaking, this was shown
only for haloes whose distribution function depends on the
energy only. It should, however, be possible to extend this
conclusion to a much wider class of reasonable distribution
functions. In this case, and provided the halo is the main re-
ceptacle for the bar angular momentum, colder haloes should
draw more angular momentum from the bars they harbour,
than hot haloes. Since the bar is limited to the region within
corotation, it is a negative angular momentum “perturba-
tion”, and therefore will grow stronger in cases where more
angular momentum will be be taken from it, as I already dis-
cussed in section 2. I thus come to the conclusion that colder
haloes should harbour stronger bars with faster decreasing
pattern speed. I will now test these analytical predictions
with numerical simulations.
The simplest way of increasing or decreasing the veloc-
ity dispersion in the halo component is to stay within the
framework described in section 4, i.e. that of a spherical
and isotropic halo, and increase or decrease the mass of the
halo in its outer parts. Indeed in that case the halo radial
velocity dispersion can be calculated from the collisionless
Boltzmann equation as
〈u2r〉 = 1ρh(r)
∫
∞
r
ρh
GM(r′)
r′2
dr′, (27)
where M(r) is the cumulative mass distribution. It is easy
to see from the above equation that, for the same or similar
ρh, mass distributions which extend to large radii will give
larger values of < u2r >, i.e. hotter haloes.
Let me now compare the results of four simulations,
MQ2, MHH1, MHH2 and MHH3. As given in Table 1, all
four have identical disc mass distributions and Q values.
The halo rotation curves of three of these simulations at the
initial times are given in the upper panels of Fig. 12 for the
inner region (r < 5 disc scale lengths) and for all four in the
left panel of Fig. 13 for distances up to 25 disc scale lengths.
The upper panels of Fig. 12 also give the disc and the total
rotation curves. Within the inner 10 disc scale lengths the
total rotation curve is flat, or, for MHH2, slightly rising, in
all cases compatible with observed rotation curves.
Fig. 12 compares the basic morphological properties of
the bar for three of the simulations, namely MQ2, MHH1
and MHH2. The most striking difference is between the
lengths and strengths of the three bars. The former is clearly
seen from the third row of panels, which shows the isophotes
of the disc component. In the leftmost panel the bar length
is of the order of 3 to 3.6† initial disc scale lengths, while in
the rightmost one it is of the order of 1.5. I have given the
above estimates in terms of the initial disc scale length, so
as to permit direct comparison between the different cases.
Indeed the disc scale length increases with time (Valenzuela
& Klypin 2002) and the rate of increase could well be dif-
ferent for the simulations under comparison. Edge-on views
show that simulations MQ2 and MHH1 have a peanut or
‘X’-shaped profile when viewed edge-on with the bar seen
side-on (i.e. with the line of sight along the bar minor axis).
On the other hand simulation MHH2 does not have any
such shape, showing, at the best, a mild boxiness in the in-
ner parts. The lower panels show that the amplitude of all
m Fourier components decreases with increasing halo veloc-
ity dispersion. Also the location of the maximum moves to
smaller radii as the halo velocity dispersion increases, i.e. as
the bar length decreases.
Fig. 14 compares the three pattern speeds. It is clear
that, although the pattern speed is a fast decreasing func-
tion of time for simulation MQ2, it hardly decreases for sim-
ulation MHH2. This is due to the fact that the halo in MQ2
is cold and thus its resonances can absorb a fair amount of
angular momentum. On the contrary in MHH2 the halo is
hot and thus its resonances can not act as an angular mo-
mentum sink. This again shows the importance of angular
momentum exchange for the bar slowdown rate. It is also in-
teresting to note that MHH2 is an example of a simulation
with a strong halo and a hardly decreasing pattern speed.
Thus it argues against a link between relative halo content
and bar slowdown, and, more generally, against using the
latter to set constraints on the former.
The angular momentum exchange also follows the se-
quence predicted by the analytic theory. Thus the angular
momentum absorbed by the halo of simulation MQ2 is 1.6
† for a summary of the various methods used in measuring the
bar length and the uncertainties involved see section 8 of AM02.
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Figure 12. Basic information on three simulations with different halo components, at time t = 600. The layout is as for figure 8.
c© 2002 RAS, MNRAS 000, 1–23
16 E. Athanassoula
Figure 14. Bar pattern speed as a function of time, for simu-
lations MQ2 (dot-dashed line), MHH1 (dashed line) and MHH2
(solid line).
times that for simulation MHH1, which in turn is 7 times
that of MHH2. Thus this sequence of models behaves as ex-
pected by the analytical results and by the bar formation
picture argued here.
9 CORRELATIONS
Eq. (8) predicts that the strongest the bar, the more the
disc angular momentum will change. However, the angular
momentum change does not only depend on the strength of
the bar, but also on the distribution function at the resonant
region. Similarly eq. (17) shows that the stronger the bar,
the more angular momentum the halo will absorb. Again,
however, the relation depends on the distribution function,
this time of the halo component.
The relation between the angular momenta of the dif-
ferent components and the pattern speed is not as straight-
forward. The bar angular momentum is linked to the pattern
speed via eq. (9), which includes the moment of inertia of
the bar, which in turn depends on the bar strength and does
not stay constant with time. Thus the relation of the angular
momentum change to the pattern speed is more complicated
than its relation to the bar strength.
Checking these relations with the bar angular momen-
tum in the simulations is not straightforward, mainly be-
cause it is not straightforward to define the bar. One can
of course attempt to define the outline of the bar, but sev-
eral particles move in and out of it and thus are not easy to
classify as belonging to the bar or not. The alternative ap-
proach is to define the bar as the total of the particles that
are trapped around the x1, or x1-related orbits. Since these
orbits, or their projections, close after one rotation and two
radial oscillations, this is equivalent to defining the bar as
the sum of the particles that are trapped around the l =
-1 m = 2 resonance. This also, however, is not satisfactory,
since bars contain particles that are trapped at other reso-
nances, as well as chaotic orbits. I will thus avoid discussing
the bar angular momentum and concentrate on the halo an-
gular momentum. Since in the simulations presented here
the halo is initially non-rotating, its total angular momen-
tum at any time will be equal to the angular momentum it
has absorbed up to then. Similarly, since the disc starts as
axisymmetric, the bar strength at any time represents also
the global increase of the strength from the start.
I will start by following the change of the bar strength
and pattern speed and the halo angular within a given run,
and then compare ensembles of runs.
9.1 Individual simulations
The analytical work in section 2 predicts that, during the
evolution, the bar will become stronger and its pattern speed
will decrease, while the halo angular momentumwill increase
and that of the disc decrease. These effects have been quali-
tatively assessed in many simulations so far (e.g. Debattista
& Sellwood 1998, 2000; Athanassoula 1996, 2002a,b, 2003).
Here I will focus on the relations between these quantities
during the evolution. Fig. 15 shows this in a quantitative
way for two simulations with identical initial conditions, ex-
cept for the parameter Qinit, which is constant with radius,
but has a different value in the two cases. Both simulations
have initially Md = 1, Rd = 1, z0 = 0.2, Mh = 5, γ = 0.5
and rc = 10 . Simulation MQ1 has Qinit = 0.1, i.e starts off
very cold, and simulation MQ2 has Qinit = 2.2, i.e. starts off
very hot. They are extreme cases that show best the effect
of Qinit, and have already been discussed in section 6. I have
run a set of 8 simulations with intermediate values of Qinit
and have found intermediate results. I will thus only describe
the two extremes. Note that their evolution is quantitatively
very different.
For the initially cold simulation both the pattern speed
and the bar strength change is a similar way, so that their
relation is simple and could, to a first approximation, be de-
scribed by a single straight line in the (SB ,Ωp) plane. This
is not the case for the initially hot simulation, which has
two distinct evolution phases. For this simulation the bar
strength hardly increases during the first part of the evo-
lution, while, during this time, the pattern speed decreases
drastically‡. Then, very abruptly, the situation changes and
the pattern speed stops decreasing, while the strength of the
bar starts increasing. The relation between the two quanti-
ties and the halo angular momentum is clear in the next
two frames. Again for the initially cold disc the evolution is
more gradual, while for the initially hotter one it is in two
episodes.
9.2 Some global trends
Let me now turn to a more global view of the simulations.
According to what has been said so far, I expect to find a
trend between the strength and pattern speed of the bar and
the angular momentum of the spheroidal component (i.e.
halo plus bulge) of all models. These quantities are plot-
ted in Figs. 16 and 17, while the corresponding correlation
coefficients are given in Table 2. These are only given as in-
dicative, and should not be taken too strictly. Indeed, the
initial conditions of the various simulation were not taken so
as to cover uniformly the available parameter space. Rather,
they were made so as to follow interesting results, and these
‡ Note that during this stage the pattern speed is poorly defined.
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Figure 15. Relations between the bar strength and the pattern speed (left panel), the halo angular momentum and the pattern speed
(middle panel) and the halo angular momentum and the bar strength (right panel). The halo angular momentum is normalised to the
initial disc angular momentum (Lz,d). The times plotted start with time 60, to ensure that the bar has grown somewhat, so that the
pattern speed can be measured, and go to the end of the simulations, at time 900. The last time is marked with a filled circle. The
evolution for the simulation with the initially cold disc (Qinit = 0.1) is given with a full line and crosses. That of the initially hot disc
(Qinit = 2.2) by a dashed line and open circles.
Table 2. Correlation coefficients
(SB ,Ωp) (
∆Lz,s
Lz,d
,Ωp) (
∆Lz,s
Lz,d
, SB)
Ns rcor Ns rcor Ns rcor
All simulations 125 -0.83 116 -0.76 116 0.95
.8 ≤ Qinit ≤ 1.2 54 -0.88 51 -0.89 53 0.97
Qinit < 0.3 13 -0.88 13 -0.83 13 0.99
with bulge 13 -0.96 13 -0.90 13 0.95
γ < 2 49 -0.74 51 -0.89 48 0.84
0.1 ≤ γ ≤ 0.5 40 -0.79 41 -0.94 38 0.88
γ = 0.01 3 -0.87 - - - -
γ ≥ 5 46 -0.74 39 -0.55 39 0.91
γ ≥ 5, cold 40 -0.63 33 -0.42 33 0.88
γ ≥ 5, hot 6 -0.90 6 -0.74 6 0.94
may occur in restricted areas of the parameter space. Never-
theless, seen the large number of available simulations, the
correlation coefficients should definitely give indications of
trends and correlations. In each case, I list first the num-
ber of relevant simulations, Ns, and the the corresponding
correlation coefficient.
The upper row in figures 16 and 17 includes all simu-
lations available by the end of July 2002, except for some
simulations which were run for test purposes, e.g. with a
very low number of particles or a very large softening and a
few for which some data were accidentally lost.
Eq. (17) leads us to expect a very tight relationship
between the spheroidal angular momentum and the bar
strength. This prediction is indeed borne out by the upper
panel of Fig. 16. Table 2 gives for this relation a correlation
coefficient of 0.95. This is a high value, particularly if one
takes into account the fact that the plotted quantities (and
particularly the bar strength) have measurement errors and
that eq. (17) includes e.g. the halo distribution function,
which could differ from one case to another.
Section 2 predicts also trends for the bar pattern speed.
The upper row in Fig. 16 confirms this expectation. There
is an anti-correlation between the bar strength and pattern
speed, albeit less tight than with the spheroid angular mo-
mentum, while the relation between the spheroid angular
momentum and the pattern speed seems to have two dis-
tinct parts. These will be discussed further below.
The remaining panels of Figs. 16 and 17 use only sub-
samples of simulations. Indeed for such subsamples I expect
to have more homogeneity of e.g. the distribution function
which influences the relationships between the three quan-
tities.
The middle row of panels concentrates on simulations
which have Qinit around 1. I have here retained only sim-
ulations with 0.8 ≤ Qinit ≤ 1.2. As can be seen from
the figure and the corresponding coefficients in Table 2, the
correlations and trends have, as expected, tightened consid-
erably. The lower row of panels focuses on simulations with
Qinit < 0.3, i.e. initially very cold. Now the correlation be-
tween the spheroid angular momentum and the bar strength
has reached a correlation coefficient of 0.99.
The upper row of panels of Fig. 17 includes only simu-
lations with bulges. They also form correlations, with the
(SB,Ωp) and (∆Lz,s/Lz,d, SB) ones being rather strong
(correlation coefficient of -0.96 and 0.95, respectively). A
closer look shows that they do not cover exactly the same
area as the simulations without bulges. This is particularly
clear in the (SB,Ωp) case, where they lie above and to the
right of the area covered by the remaining cases. This dis-
placement is particularly strong for simulations with large
bulges.
The middle row of panels includes only simulations with
live haloes with Mh2 = 0, Mh1 = 5 and a small core radius
(γ < 2) i.e. MH-type simulations. They present tight cor-
relations, particularly those including the spheroid angular
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Figure 16. Relations between the bar strength and the pattern speed (left panels), the spheroid angular momentum and the pattern
speed (middle panels) and the spheroid angular momentum and the bar strength (right panels), at times t = 800. The spheroid angular
momentum is normalised by the initial disc angular momentum (Lz,d). The simulations under consideration in each panel are marked
with a filled solid square and the rest by a dot. The upper row includes most simulations, the middle one those with 0.8 ≤ Qinit ≤ 1.2
and the lower one those with Qinit < 0.3.
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Figure 17. Same as the previous figure but for different cases. The upper row includes simulations with bulges, the middle one simulations
with a halo with Mh2 = 0, Mh1 = 5 and γ < 2 and the lower one simulations with a halo with Mh2 = 0, Mh1 = 5 and γ > 2. In the
middle panel simulations with a bulge are marked with a ⊕, simulations with γ = 0.01 with a filled star, simulations with γ ≥ 1 with
a filled triangle and simulations with Qinit ≥ 2 with an open square. In the lower panel simulations with Qinit ≥ 1.4 and z0 ≥ 0.2 are
marked with an ⊕.
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momentum. To examine this further I plot with different
symbols simulations with γ < 0.02 (filled stars), simulations
with γ > 0.9 (filled triangles) and simulations with bulges
(crosses within an open circle). All the remaining simula-
tions have γ = 0.5, except for one which has γ = 0.1. They
show a very tight anti-correlation in the (∆Lz,s/Lz,d,Ωp)
plane (correlation coefficient of -0.94). This is predicted in
the discussion following eq. (9), where a correlation is pre-
dicted between the spheroid angular momentum and the bar
pattern speed, if the main receptacle of angular momentum
is the halo. This should indeed be the case for MH-type simu-
lations. Thus the tight anti-correlation found is yet another
argument in favour of the bar evolution picture proposed
here.
Finally the lower panels correspond to cases with Mh2
= 0, Mh1 = 5 and a large core radius (γ ≥ 5), i.e. to MD-
type cases. Their behaviour is totally different from that of
the MH-type cases. The only correlation worth mentioning
is the one between the spheroid angular momentum and the
bar strength. The striking difference between the cases with
a small core radius (γ < 2, middle panels) and those with
a large core radius (γ ≥ 5, lower panels) could be predicted
from the framework presented here. Indeed in the cases with
a small core radius the halo is the main recipient of angular
momentum, as discussed above, and there should be cor-
relations between the angular momentum it has acquired
and the bar properties. On the other hand for cases with a
large core radius, then the outer disc may also absorb a non-
negligible part of the angular momentum, and thus a corre-
lation with the halo angular momentum only would be less
tight. This is better understood if we consider separately in
the lower panels the cases with hot discs, i.e. Qinit ≥ 1.4 and
z0 ≥ 0.2 (crosses within an open circle), and the colder cases
(filled squares). It is interesting to note that they form sepa-
rate, clear sequences in all three planes, as could be expected
from the scenario I propose here. Indeed if the outer disc is
hot, then the spheroid should be the main angular momen-
tum sink and thus trends or correlations with the spheroid
angular momentum should be expected. On the other hand
if the outer disc is cold, then both it and the spheroid should
be sinks of angular momentum, and a trend or correlation
with the angular momentum absorbed by only one of the
two will not necessarily exist, or will be more loose. All this
is well borne out by the relations in the lower panels.
10 SUMMARY AND DISCUSSION
In this paper I discussed the role of angular momentum ex-
change in determining the length, the strength and the slow-
down rate of bars. In order for the bar to grow, it has to shed
angular momentum, and, for that, there must be resonant
material to receive it. Such material can be found either in
the outer disc, or in the halo. It is this exchange that drives
the bar evolution and determines its strength and length as
well as its slowdown.
The galaxy strives to transfer angular momentum out-
wards (LBK), while keeping an equilibrium between emit-
ters and absorbers. Emitting can be hampered by increasing
the disc velocity dispersion within CR (section 6). There will
then be only little angular momentum exchange – even if the
halo has the possibility of absorbing considerable amounts
– and this will limit the pattern speed decrease and the bar
strength. Absorbing by the outer disc can be hampered if
that part of the disc has low density, or is hot (section 6).
Absorbing by the spheroid is hampered if that component is
hot, or rigid (section 8), or has relatively little mass in the
resonant regions (section 7.1). More angular momentum ex-
change leads to stronger bars, whose pattern speed decreases
faster. To make the role of the angular momentum exchange
yet clearer I presented trends and correlations between the
exchanged angular momentum and the bar strength and pat-
tern speed.
As discussed in section 3, in order to shed angular mo-
mentum the bar can slow down, or become longer, or thin-
ner. The N-body simulations have shown that it chooses to
follow all three alternatives, but to a degree that varies from
one simulation to another and also sometimes during differ-
ent phases of the evolution. More work is needed to explain
this behaviour.
If the galaxy is isolated, there should be as much angu-
lar momentum emitted as there is absorbed, i.e. there should
be an equilibrium between emitters and absorbers. This
equilibrium influences the evolution of the pattern speed.
Indeed, if the pattern speed is lowered, corotation will move
outwards and there will be more emitters and less disc ab-
sorbers. Thus in galaxies in which the halo can not absorb
much angular momentum, either because of its low density
or because of its high velocity dispersion, corotation should
be at a relatively small radius to make space for sufficient ab-
sorbers in the disc component. On the other hand, in galax-
ies with a strong and responding halo component, corota-
tion can be at larger radii. This will maximize the number
of emitters, while the absorption will be assured mainly by
the halo. These predictions are indeed borne out by the sim-
ulations presented here. Indeed MH-type simulations have
longer bars than MD-types. Also the pattern speed of MH-
type bars decreases faster than that of MD-types.
The considerations in this paper argue that it is very
hazardous to set limits to the relative halo mass from the
bar slowdown rate. I have shown here that this slowdown
depends not only on the relative halo mass, but also on the
velocity dispersion of both the disc and the halo (bulge)
component. Indeed, in sections 6, 7,and 8 I gave examples
showing the crucial importance of these parameters. Models
MH3 and MHH2 have a very strong halo. Yet their pattern
speed hardly decreases. A similar comment can be made for
model MQ8. Furthermore, the reason for this is not the same
in all cases. In model MHH2 the halo is too hot to be able
absorb, while in model MQ8 the disc is very hot, thus ham-
pering both emitters and disc absorbers. In all these cases
the pattern speed decrease is of the order of, or less than,
0.005 in a ∆t of 100 computer units. Applying the calibra-
tion proposed in AM02, I find that this corresponds to a
decrease of the pattern speed of the order of, or less than,
0.35 km/sec/kpc in 1.4 Gyrs. This decrease is considerably
less than the observational errors when measuring the pat-
tern speed (see e.g. Gerssen 2002 for a compilation). It thus
can not be excluded that disc galaxies have a high halo-to-
disc mass ratio and at the same time a hardly decreasing
pattern speed. Let me continue this argument further and
assume that all bars were in place at about z = 0.5, i.e.
2 to 3 Gyrs ago. Then, for galaxies ressembling simulations
MHH2 or MQ8, the bar pattern speed would have decreased
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by less than 1 km/sec/kpc since that time, again consider-
ably less than observational errors, while their halo would be
relatively very massive. One should thus not use the pattern
speed slowdown as a way of setting a limit to the halo-to-
disc mass ratio. Several other ways have been put forward
for the case of barred galaxies (Athanassoula 2002b) and
they will be discussed in some detail in a future paper.
Although the picture is now sufficiently clear for N-
body bars, it is not straightforward to apply it to real galax-
ies. Of course, the trends I have found here should carry
over. In other words, both the outer disc and the halo should
be able to absorb more angular momentum if the resonant
regions are more densely populated and/or if the resonant
material is colder. Our knowledge, however, of the halo prop-
erties is rather limited, and does not allow us to go much
further. The halo material could be elementary particles,
or baryonic material of sub-stellar masses, or small black
holes. In these cases the mass of each ‘halo particle’ ranges
from smaller to very much smaller than the mass of the in-
dividual particle used in the present simulations. It should
be sufficiently small to ensure that galactic haloes have low
graininess and are thus far from the noise-dominated regime.
Hence there should be considerable halo material at or near
resonance, able to absorb angular momentum. The angu-
lar momentum exchange should thus be particularly strong,
much more so than in the present simulations, in the case of
a halo made of elementary particles having a relatively cold
distribution function. On the other hand, the sub-clumps
which could well exist in the halo would lower the capacity
of the halo to absorb angular momentum to a level more
comparable to what is found in the present simulations.
The mass and the density distribution of the halo mate-
rial in the regions of interest is not well known, as witnessed
by the fact that the debate between the maximum disc and
the sub-maximum disc proponents is still going strong (see
e.g. Bosma 1999 and 2002, and references therein). Even less
is known about the axial ratio of the halo, about whether it
has figure rotation, about its extent, and about how much,
if at all, the material in it rotates. Finally, it is impossi-
ble to say anything about even basic properties of the halo
distribution function.
Seen our very restricted knowledge about the halo prop-
erties, it might be useful to face the question from the oppo-
site direction, i.e. to see what, if anything, these simulations
can tell us about the halo. Unfortunately no strong conclu-
sions can be obtained, although there are some suggestions
and indications. Namely galaxies with strong bars should
have offered a sufficient sink of angular momentum so that
the bar could grow to its present strength. On the other
hand weak bars must be in surroundings where the angular
momentum exchange was limited. This could be either by a
very extended, or otherwise hot, halo, or then a halo whose
resonance regions are of low density.
The results presented in this paper explain well the ob-
servations discussed in the introduction. Thus bars can come
in a broad range of strengths because the amount of angular
momentum exchanged in their respective galaxies varies con-
siderably from one case to another. In galaxies with weak,
small bars – as e.g. our own Galaxy – little angular mo-
mentum should have been exchanged. The contrary should
be true for galaxies with very strong bars. In this context
it is worth mentioning that Gadotti and de Souza (2003a,
2003b) report on two galaxies with particularly strong bars.
Most of the light in these two galaxies is in the bulge/bar
component and very little in the disc. Making the reason-
able assumption that the mass-to-light ratio of the two have
similar values, I come to the conclusion that the bar has
grown sufficiently in those galaxies to take over most of the
material originally in the disc, and leave a very weak disc
component. These galaxies would then be extreme cases of
MH-type galaxies.
The correlation between bar lengths and bulge sizes, re-
ported by Athanassoula & Martinet (1980) and by Martin
(1995), can also be understood in this framework. Indeed
the bulge is part of the spheroidal component and thus can
help the bar grow by taking from it angular momentum. The
more massive the bulge, the more angular momentum it can
absorb and the longer the bar will grow. Finally, this frame-
work explains why bars are stronger in early type galaxies
than in later types. Indeed these galaxies are known to have
stronger bulges, which will act as angular momentum sinks
and thus simulate bar growth. Whether one can extend this
argument further and deduce that early types should also
have haloes which can act as a better sink of angular mo-
mentum than the haloes of late type galaxies, is not clear
at this point. Detailed modelling of a few barred galaxies
would be necessary to estimate how much angular momen-
tum their bulges can take and thus to see to what extent the
haloes of early type galaxies need to absorb more angular
momentum than their counterparts in late types.
Rings are often observed in disc galaxies (e.g. Buta
1995, 1999) and their location is known to be linked to
resonances (Athanassoula, Bosma, Cre´ze´ et al. 1982; Buta
1995, 1999). If the pattern speed decreases considerably with
time the position of the rings will migrate outwards, while if
the pattern speed hardly changes the ring position will also
not change much. It would thus be interesting to pursue a
detailed modelling, including also gas, star formation and
stellar evolution, in order to see whether there could be ob-
servable signatures from ring migration on the population
of the ring. It would then be possible to set constraints on
the evolution of a disc galaxy from spectral observations of
its ring(s).
Several simulations in the last few years have formed
bars of very different length, strength and slowdown rate.
These differences can now be easily understood in the frame-
work presented here. Debattista & Sellwood (1998, 2000)
reported results from relatively low resolution simulations
(i.e. with a softening length equal to one fifth of the disc
scale length and to twice the disc scale height), which start
off very cold (Qinit = 0.05), while their haloes had a rela-
tively short extent (12.6 disc scale lengths). My results here
show that all their MH-type simulations should result in
strong bars with sharply decreasing pattern speed, and in-
deed this is what their simulations gave. AM02, A02 and
Athanassoula (2002a) presented simulations with a consid-
erably smaller softening (in most cases 0.0625 of the disc
scale length, or, equivalently, less than a third of the disc
scale height; in some cases 0.03125), a wide range of Qinit
and a somewhat more extended halo (15 disc scale lengths).
These results are discussed in detail in this paper, and fit
well the bar evolution picture presented here. Finally Valen-
zuela & Klypin (2002) have three simulations with Qinit
higher than 1, and a very extended halo component (70 to 85
c© 2002 RAS, MNRAS 000, 1–23
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disc scale lengths). Their softening is variable and, at least
in the innermost parts, very small. It is not clear at this
stage whether the number of particles in the disc (200 000)
and the inner halo is sufficiently large to prevent noise from
influencing the evolution with this small a softening. The
general evolution, however, is in good agreement with the
picture presented here. Indeed, they report very little angu-
lar momentum exchange and bar slowdown rate, and their
bars are somewhat shorter than those e.g. of AM02. This
could be expected since their halo particles are too hot to
absorb considerable angular momentum. Thus their results
are to be compared with e.g. model MHH2 of the present
paper.
The picture presented in this paper is rather compli-
cated, since it includes various sinks (the material at res-
onance in the outer parts of the disc, as well as the halo
resonant material) and is influenced by several properties of
the galaxy. Even so, this picture is not complete and includes
several major simplifications. One concerns the distribution
function of the halo. Here I assumed a particularly simple
case. However, since the form of the distribution function
will influence the amount of angular momentum exchanged
and therefore the strength and slowdown of the bar, it is
interesting to examine other distribution functions to find
what range of angular momentum exchanges can be cov-
ered. A second important point to consider is the existence
of a gaseous component. This would be one more partner in
the angular momentum exchange, complicating further the
problem. Indeed, even if the gas mass is only a very small
fraction of the total, it is very cold, considerably colder than
both the disc and the halo. Thus its contribution to the an-
gular momentum exchange process could well not be negli-
gible.
A third effect is the shape of the halo. Although the
flattening of the halo could influence the angular momentum
exchange, in particular via the halo distribution function, I
believe that the strongest effect would come from the pos-
sible non-axisymmetry of the halo. By this I do not mean
the possible elongation of the halo in the inner region in
response to the bar, which is anyway included in the sim-
ulations discussed here, since they are fully self-consistent.
I mean the effect that a non-axisymmetry, present in the
halo at large scale in the initial conditions, could have on
the evolution in general. In such a case the halo and bar
components could interact in a way reminiscent of mode-
mode interaction often discussed in plasma physics, the one
driving the other. Since cosmological simulations show the
existence of strongly triaxial haloes, I will be addressing this
very complicated problem in a future paper. A fourth related
issue is the effect of companions, since galaxies are often not
isolated, and thus a companion could be one more partner
in the angular momentum exchange process. A first attempt
at this problem is made by Berentzen et al. (2003).
A possible objection against the simulations presented
here is that bars probably do not form in as quiet a way as
that described here. Indeed here I assumed, as bar formation
studies always do, that the disc is initially axisymmetric,
with properties near to those of present day disc galaxies. In
other words I assumed implicitly that the disc formed first
and the bar later. This would be a reasonable hypothesis
if bars are rare at high redshift, as argued by Abraham et
al. (1999). If this is not the case and bars start growing
during the disc formation stage, then the detailed properties
of the bar may be considerably different from those of the
bars presented here. Nevertheless, this will not change any
of the physics described here. Again it will be the angular
momentum exchange that will influence the bar growth and
slowdown, although the differences in the properties of the
disc and halo from those assumed here may well change
the amount of angular momentum exchanged, and thus the
detailed bar properties. Since, however, I have studied here
both qualitatively and quantitatively the effect of the disc
and halo properties on the angular momentum exchanged,
it should be possible, when the subject of disc formation
history is more evolved, to apply the results found here to
the proper disc formation scenario.
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