Kilovoltage ͑kV͒ cone beam computed tomography ͑CBCT͒ images suffer from a substantial scatter contribution. In this study, Monte Carlo ͑MC͒ simulations are used to evaluate the scattered radiation present in projection images. These predicted scatter distributions are also used as a scatter correction technique. Images were acquired using a kV CBCT bench top system. The EGSnrc MC code was used to model the flat panel imager, the phantoms, and the x-ray source. The x-ray source model was validated using first and second half-value layers ͑HVL͒ and profile measurements. The HVLs and the profile were found to agree within 3% and 6%, respectively. MC simulated and measured projection images for a cylindrical water phantom and for an anthropomorphic head phantom agreed within 8% and 10%. A modified version of the DOSXYZnrc MC code was used to score phase space files with identified scattered and primary particles behind the phantoms. The cone angle, the source-to-detector distance, the phantom geometry, and the energy were varied to determine their effect on the scattered radiation distribution. A scatter correction technique was developed in which the MC predicted scatter distribution is subtracted from the projections prior to reconstruction. Preliminary testing of the procedure was done with an anthropomorphic head phantom and a contrast phantom. Contrast and profile measurements were obtained for the scatter corrected and noncorrected images. An improvement of 3% for contrast between solid water and a liver insert and 11% between solid water and a Teflon insert were obtained and a significant reduction in cupping and streaking artifacts was observed.
I. INTRODUCTION
In recent years, kilovoltage ͑kV͒ cone beam computed tomographic ͑CBCT͒ has shown potential for image-guided radiotherapy 1 and three-dimensional breast imaging. 2 However, this technology still has some important limitations. kV CBCT images are subject to a substantial contribution from scattered x rays originating in the patient and reaching the detector. This effect is more important in CBCT than in fanbeam CT due to the larger cone angle employed and the lack of post-patient collimation in the 2D detectors used to acquire the images. This scatter contribution degrades the image quality by degrading the contrast, by increasing the noise, and by introducing shading artifacts. 3 Shading artifacts can be divided into ͑1͒ cupping artifacts where attenuation coefficients in the reconstructed image of a uniform water cylinder are nonuniform and reduced forming a "cup" and ͑2͒ streaking artifacts where similar effects occur between two dense objects, forming a "streak". 4 Techniques to reduce the scatter contribution rely on knowing how the scatter varies under different conditions. These techniques include increasing the air gap between the object and the detector and using antiscatter grids. 5, 6 Other correction techniques based on analytical prediction of scatter 7 and empirical methods, 6, 8, 9 such as beam stop array techniques, can be further validated by understanding better the scatter radiation distribution and its dependence on imaging system parameters.
The magnitude and the effects of x-ray scatter in CBCT kV imaging have been studied using empirical techniques such as beam stop arrays 10 and blocks. 3, 11 Analytical models have also been used to study the scatter contribution in diagnostic radiology. 12, 13 However, these models are limited when complex geometries or heterogeneous media are involved.
Monte Carlo ͑MC͒ simulations have previously been used to study the scattered radiation distribution in diagnostic radiology and they have been shown to be the most successful method for the investigation of the production of scattered particles in a medium. MC simulations were used to study how the scatter fraction varies with different imaging parameters 14 and to study the angular, spectral, and spatial distribution of the scattered particles 15 for mono-energetic point sources in the diagnostic energy range. Boone and Seibert 16 used MC techniques to evaluate the point spread function of scattered radiation in diagnostic radiology. Recently Malusek et al. 17 used MC simulations to predict the scattered radiation in CBCT projection images. They used a simplified CT scanner geometry that consisted of a point source emitting mono-energetic photons or a spectrum of photons, different phantoms, and a cylindrical detector array. Ay and Zaidi 18 used the MCNP4C 19 MC code to model fan and cone beam systems. They studied the effect of bow-tie filters, phantom sizes, and grid septa length on the scatter distribution.
Advances in MC simulations and in computer power now allow for more complete models of the x-ray source, the scattering material, and the detector. In this study we fully model a kV CBCT system using the EGSnrc MC code. This model is validated against bench-top measurements and is used to investigate the scatter distribution under various imaging conditions. Preliminary testing shows that MC scatter predictions can be used to correct for scatter in measured CBCT images.
II. MATERIALS AND METHODS

A. Measurements
A CBCT bench-top system 20 was used to acquire all measured images. The bench-top system consists of an x-ray tube and a flat panel detector that can be translated in three dimensions and a rotating platform ͓Fig. 1͑a͔͒. The x-ray tube is a Rad-94 ͑manufacturer Varian͒ with Sapphire housing. It has a 14°tungsten-rhenium-molybdenum-graphite target. To simplify the modeling of the x-ray tube, the mirror and the cross hair were removed and replaced by an equivalent aluminum thickness for both the measurements and the simulations. The total added filtration consists of 3.711 mm aluminum and 0.122 mm copper. The fan and cone-angle collimation is provided by two sets of tungsten shutters ͑ϳ2 mm thick͒. The imaging detector employed is a Paxscan 4030A amorphous silicon ͑aSi͒ digital x-ray detector ͑manu-facturer Varian͒ 21 with an active area of 40ϫ 30 cm 2 . It consists of a carbon fiber sheet overlying a 0.06 cm scintillating layer of CsI: Tl and a 2048ϫ 1536 pixels aSi light sensor photodiode array. In this study, both projection image sets and CBCT image sets were collected. Typical projection images were averaged over 100 images to minimize noise. The CBCT acquisitions for the reconstructions consisted of 320 projections taken at 1.125°intervals. All projections were corrected for variations in gain and offset according to Eq. ͑1͒. The calibrated images were multiplied by a factor of 10 4 . This factor is arbitrary and does not affect image quality or HU accuracy. It is used to stretch detector pixel values reasonably across the digitization range:
ϫ 10 000. ͑1͒
B. Simulations
The BEAMnrc MC code system 22 was used to build a model for the Rad-94 x-ray tube according to the manufacturer's specifications. A schematic diagram of the x-ray tube model is shown in Fig. 1͑b͒ . The model includes the target simplified as tungsten only, the exit window, the added filtration, and the collimation. Various collimation settings and beam energies of 80, 100, and 120 kVp were modeled. The energy of the primary electrons hitting the target was set to the potential across the tube. The photon transport cutoff energy was set to 10 keV while the electron transport cutoff total energy was set to 531 keV in all component modules. A total of 40ϫ 10 9 primary electrons impinged on the target to generate the phase space files, 22 which contain information on the particles energy, position ͑x and y coordinates͒ and direction of motion. The phase space file is scored at a plane just below the added filtration. Particles sampled from the phase space file were each transported once through the different collimated fields and a second phase space file was obtained after the collimators. The number of particles in the phase space files varied from 18 000 to 25 000 particles/ cm 2 for 80 to 120 kVp, respectively. The phase space file particles were transported through different voxelized geometries using a modified version of the DOSXYZnrc program. 23 This modified version tags the particles when they undergo scatter interactions, hence identifying the scattered and primary particles. Phase space files were collected around the phantom, in planes corresponding to the detector position. These phase space files can include all particles, only the scattered particles, or only the primary particles. Electron transport was not simulated given the limited range of the electrons produced at keV energies. The DOSXYZnrc program was used to develop a model of the PaxScan 4030A imaging panel. Veiling glare effects, believed to be negligible, 24 were not included in the MC simulations. The detector response was obtained by scoring the energy absorbed in the CsI layer of the detector since the response of the photodiodes is proportional to the energy deposition in the CsI layer. 25 The CsI layer was modeled as a mixture of cesium and iodine with a 4.51 g / cm 3 density. The MC model of the detector was used to obtain the energy absorbed in the CsI layer for various monoenergetic pencil beams. This information was used to create a look-up table containing various energies and the corresponding energy absorbed in phosphor. In order to reduce the simulation time an analytical program was developed to produce detector images. The program uses the information stored in the phase space file to determine the energy deposited in the phosphor layer. The particle energy is used to obtain the energy deposited in the active layer of the imager by using the abovementioned look-up table. The photon direction is used to scale the energy deposited with the particle path length in the phosphor. Each photon deposits its energy in only one pixel; this was found to be a valid assumption given the thickness of the phosphor. The analytical program was used to obtain all simulated images. The size of the detector pixel can be varied to reduce the noise by binning the pixels; in this case the measured images are binned to match the simulated pixel size. The simulated images were calibrated according to Eq. ͑2͒, where 10 000 is the same arbitrary factor mentioned in Eq. ͑1͒:
ϫ 10 000. ͑2͒
C. Monte Carlo model validation
Various tests were conducted to validate the MC model. The incident electron beam energy as well as the inherent and added filtrations were verified by measuring first and second half-value layer ͑HVL͒ for three beam energies 80, 100, and 120 kVp. The measured HVLs were obtained using a Barracuda kV meter ͑RTI Electronics AB, S/N: BC1-03050023͒ with R100 silicon diode detector ͑S/N: 03114͒. The Barracuda system was placed 155 cm from the source and the collimators were closed to a very small field size, 2 ϫ 2 cm 2 , at 100 cm from the source. The simulated HVLs were obtained under the same conditions. A simulated spectrum was obtained at isocenter for a very small field size and the first and second HVLs were derived from that spectrum. 26 An in-air kerma profile at 100 cm from the source, along the anode-cathode direction, was also measured using the Barracuda system and simulated using the phase space file for the 120 kVp beam.
The imaging detector model and the analytical program were tested by examining the detector response for various field sizes and thicknesses of solid water attenuating the radiation beam. Four field sizes were used ranging from 5 ϫ 5 cm 2 to 40ϫ 40 cm 2 at 100 cm from the source, and solid water slabs ͑0 to 24 cm͒ were placed in the beam, in front of the detector. Regions of interest ͑ROI͒ of 1.56ϫ 1.56 cm 2 were identified at the center of both the measured and simulated images and the signal was averaged over this region.
The complete CBCT geometry model was validated by comparing measured and simulated projection images for two phantoms: a cylindrical water phantom of 20 cm outer radius and 19 cm inner radius with acrylic walls, and the head of an anthropomorphic phantom. A field with the collimators fully open ͑43ϫ 43 cm 2 at 100 cm from the source͒ and a small field size 7 ϫ 7 cm 2 at 100 cm from the source were used with the 120 kVp beam. The measured and simulated signals in the shadow of the collimator for the small field size were compared. This signal is produced by scattered particles, primary particles leaking through the collimator and extra-focal radiation. A comparison of this signal validates the model further by ensuring that the sum of scatter, leakage, and extra-focal radiation is modeled properly. Profiles were obtained through the center of the water phan-FIG. 2. Schematics of the scatter corrected reconstruction process where I n ͑i , j͒, S n ͑i , j͒ and I cn ͑i , j͒ are the n measured noncorrected, scatter simulated, and scatter corrected projection images. R z ͑x , y͒ and R c ͑x , y͒ are the original and scatter corrected 3D reconstructions. tom images; the detector pixels were grouped 32ϫ 32, resulting in a pixel size of 0.62ϫ 0.62 cm 2 in both the measurements and the simulations.
D. Scatter study
The impact of different imaging parameters on the amplitude and spatial distribution of the scattered radiation signal was studied using the MC model of the kV CBCT system. The particles stored in the phase space file scored after the collimators were transported through cylindrical water phantoms. Each particle was used eight times to ensure an uncertainty on the scatter distribution below 15%. In all tests the distance between the source and the center of the phantom was fixed to 100 cm. The fan size ͑field size in the lateral direction͒ was fixed to 40 cm at 100 cm from the source. The cone size was varied from 5 to 40 cm at isocenter and the source-to-detector distance ͑SDD͒ was varied from 112 to 175 cm. Phantom diameters ranging from 5 to 32 cm were considered. The detector was either centered or offset for larger phantoms. Projection images of the scattered radiation were calculated using the analytical program. Lateral and longitudinal profiles through the center of the images were extracted. The detector pixels were grouped 64ϫ 64, for a pixel size of 1.25ϫ 1.25 cm 2 , to reduce the statistical uncertainty in the signal. The scatter-to-primary ratio ͑SPR͒ in a 1.25 ϫ1.25 cm 2 ROI was calculated and plotted against cone size, SDD, and phantom diameter.
E. Scatter correction using Monte Carlo technique
The MC scatter correction technique consists of the following steps described in Fig. 2 . First a set of n ͑n = 320͒ measured kV CBCT projections I n ͑i , j͒ are acquired. These images are reconstructed and a set of reconstructed slices R z ͑x , y͒ is obtained. The reconstructed three-dimensional ͑3D͒ image is transformed into a voxelized phantom for MC calculation by assigning a material and a density to every pixel according to their intensity. The second step consists of simulating the transport of photons through the voxelized phantom using the modified DOSXYZnrc program. The analytical program is used to obtain the scattered particle distribution in the detector for all projections, n. The energy deposited in the phosphor by the scattered particles is transformed to detector signal S n ͑i , j͒ using Eq. ͑2͒. The simulated scatter projections S n ͑i , j͒ are then subtracted from the original measured projections I n ͑i , j͒, to obtain scatter corrected projections I cn ͑i , j͒. These are then reconstructed to obtain the scatter corrected reconstruction R c ͑x , y͒. The 3D images are reconstructed using a Feldkamp filtered backprojection algorithm on a plane with 512ϫ 512 pixels of a 0.05ϫ 0.05 cm 2 size and a 0.08 cm slice thickness. Preliminary testing of the procedure was done using a solid water phantom containing various contrast inserts and an anthropomorphic head phantom. The contrast phantom ͑Fig. 3͒ consists of a 16 cm diameter solid water phantom with 3 cm diameter cylindrical inserts made of simulated adipose tissue, breast tissue, liver tissue, brain tissue, and Teflon mimicking cortical bone. The inserts are in the superior section of the phantom; the inferior section is made of uniform solid water. The contrast materials can be found in Table I .
6 scattered particles in the phase space file scored at the detector. For the contrast phantom, contrast between the different material inserts and the surrounding solid water were computed before and after scatter correction and compared with theoretical values computed from the nominal CT numbers of the inserts. The contrast is defined as the difference in the mean intensity of a 0.8ϫ 0.8 cm 2 ROI for solid water and a given material divided by the mean intensity found for solid water multiplied by 100. Profiles were also extracted from the reconstruction in the region of uniform water to investigate the influence of the correction on scatter-induced shading artifacts. Table II gives the measured and simulated, first and second HVLs for the CBCT bench-top system for the three beam energies examined in this study: 80, 100, and 120 kVp. FIG. 3 . Schematic of the solid water contrast phantom of 16 cm diameter ͑d͒; the materials are identified using their label number in Table I . The measured and simulated first HVLs agree within 2% for all beam energies while the second HVLs agree within 3%. The agreement of the first and second HVLs demonstrates the adequate modeling of the added and inherent filtration and correct incident electron energy. Profiles in the anodecathode direction as well as the local percent difference obtained are found in Fig. 4 ; 90% of the profile points agree within 4%. The points within the field all agree within 4%. The heel effect is predicted correctly by the MC model, which suggests that the target angle and composition are modeled properly. The results of the validation tests for the MC imaging detector model and for the analytical program are presented in Fig. 5 . The statistical uncertainties on the measurements are within 0.5%. The statistical uncertainties on the MC simulations and in the analytical program are within 1%. The measurements and the MC model agree within 2% and 5% for the variation in field size and in solid water thicknesses, respectively. The same agreement is obtained between the measurements and the analytical program.
III. RESULTS AND DISCUSSION
A. Validation of the Monte Carlo model
A comparison of measured and simulated profiles ͑from now on the simulations refer to the images obtained with the analytical program͒ for the projection image of a 20 cm diameter water cylinder is found in Fig. 6 . Simulations and measurements agree within 8% as shown by the profiles comparison. The slight asymmetry in the profile is most likely due to the heel effect. Figures 7͑a͒ and 7͑b͒ show the simulated and measured images of the head of an anthropomorphic phantom. The uncertainties on the measurements are within 0.5% while the statistical uncertainties on the simulations are within 5% for both the water cylinder and the anthropomorphic phantom. Figure 7͑c͒ shows the spatial distribution of the percent difference between measurements and simulations for the anthropomorphic head phantom. The larger discrepancies occur in the phantom where bony anatomy is present. The percent difference distribution is shown in Fig. 7͑d͒ . Over 85% of the simulated and measured image pixels agree within 10%.
Further testing was conducted to ensure that the scattered particle transport and image formation are simulated properly. This was done by comparing the image production un- 2 field, 120 kVp beam at 100 cm from the source and ͑b͒ the local percent difference between the simulated and the measured profiles. The local percent difference is defined as the difference between measurement and simulation divided by the measurement for a given position.
FIG. 5. ͑a͒
Field size response of the detector and ͑c͒ its response for various thicknesses of solid water using a 120 kVp beam and a 155 cm source-todetector distance, detector signal expressed in arbitrary units ͑A.U.͒; the percent difference between the simulations and the measurements for ͑b͒ the field size response and ͑d͒ the solid water attenuation.
der the collimator for a 7 ϫ 7 cm 2 field size with a 20 cm water cylinder. In this case, the particles reaching the detector in the collimator shadow are either scattered particles or particles that leaked through the collimator. Figure 8͑a͒ shows a profile of the signal obtained under the collimator using measurements and simulations. The simulated signal was split into signal due to primary particles and due to scattered particles. Agreement between the measured and the total simulated signal is within 15% for 66% of the pixels. Although this is a large percentage difference it can be explained by the large uncertainties on the measurement and the simulations, which are respectively within 12% and 10% for the detector signal scored under the collimator. The large uncertainty is due to the small number of particles reaching the detector under the collimator. Figure 8͑a͒ also shows that the signal under the collimator is due to leaked, extra-focal radiation and particles scattered by the phantom. The scattered particles contribute to 60% of the signal while 40% of the signal is due to leaked or extra-focal radiation. For a larger phantom ͑32 cm diameter͒ the contribution of scattered radiation increases to 88%. If the field size is increased to 10ϫ 40 cm 2 the contribution is 92%. Hence for a large phantom and large field sizes using the signal under the collimator to estimate the scatter is a good approximation. As the phantom diameter and the field size decrease this approximation becomes less accurate. Figure 9 shows the effect of varying the cone size on the amplitude and the spatial distribution of the simulated scattered radiation. The SDD was fixed to 155 cm and a 20 cm diameter cylindrical water phantom was used. As shown in Figs. 9͑a͒ and 9͑b͒ , the magnitude of the scatter signal does not vary with position in either the fan or the cone directions. These results are similar to the simulations by Malusek et al. 17 and measurements by Siewerdsen and Jaffray.
B. Scatter distribution
3 Figure   FIG . 6. ͑a͒ Measured and simulated profiles of the projection image of a water cylinder ͑diameter= 20.6 cm͒ obtained using a 120 kVp beam and a 40ϫ 40 cm 2 field size at 100 cm from the source and ͑b͒ the local percent difference between the measured and simulated profiles. 9͑c͒ shows the effect of varying the cone size and energy on the SPR. As previous studies have shown using measurements 11 and simulations, 16 varying the energy does not impact on the SPR. However, when looking at the scatter signal only, it was found that the scatter signal increases by 40% for an energy variation of 80 to 120 kVp. The SPR varies linearly with cone size for small cone sizes. A similar relationship was observed by previous investigators. 3, 11, 16, 17 Figure 10͑a͒ shows the effect of the distance between the phantom and the detector on the scattered radiation spatial distribution. This distribution was obtained with a 10 cm cone size, a 120 kVp beam, and a 20 cm diameter water cylinder. As the distance between the phantom and the detector decreases, the scattered radiation profile develops more shape, going from a constant across the detector to a distribution with elevated scatter signal near the central axis. Particles are more likely to scatter when they go through more attenuating material, hence less scattered particles are produced at the sides of the cylindrical phantom. MC simulation tracking of the positions where interactions occur in the phantom showed that 70% of the interactions happen in a 10 cm wide central portion of the beam intersecting a 20 cm diameter cylindrical phantom. These simulations also showed that of the particles that reach the detector and un- dergo a scatter event, 60% have only one interaction and only 20% of the particles have three or more interactions. Particles undergoing many interactions either never reach the detector or are absorbed in the phantom. As shown in Fig.  10͑b͒ , the SPR decreases rapidly with increasing SDD. The SPR was found to decrease from 0.5 to 0.38 when the air gap between the phantom and the detector was increased from 25 to 35 cm. Other investigators have observed 3, 11, 14, 16, 17, 27 and predicted 28 the air gap effect. For example, Kwan et al. 11 showed that for a 14 cm cylindrical breast phantom the SPR goes from 0.49 to 0.42 for air gaps of 27.5 and 37.5 cm. Figures 11͑a͒ and 11͑b͒ show profiles of the scatter distribution for cylindrical water phantoms of different diameters for a 120 kVp beam and a 10 cm cone size. The profiles in Fig. 11͑a͒ were obtained with a large SDD of 155 cm while the profiles in Fig. 11͑b͒ were obtained with a small SDD of 112 cm. Increasing the diameter of the phantom first increases the amount of scatter produced in the phantom; eventually a maximum is reached beyond which point the amount of scatter absorbed by the thick phantom becomes more important and hence the amount of scatter signal decreases. The maximum amount of scatter was found for a phantom diameter of 15 cm. This effect was observed for all energies and for different SDD. It was found that the scattered particle profiles obtained with the large SDD do not reflect the structure of the phantom other than a change in amplitude. On the other hand, when using a smaller SDD, the smaller diameter phantoms have a narrower peaked profile. Previous studies 17, 18 have shown that for large SDD the scatter distribution does not reflect the phantom geometries even when inhomogeneities are present. Figure 11͑c͒ shows the effect of offsetting the detector on the scatter distribution. Instead of being constant across the detector, the amount of scatter now increases as we go toward the portion of the detector covered by the phantom. Figure 11͑d͒ shows that the SPR increases with cylinder size, as observed by previous investigators. 11, 16, 17 The varying air gap is also responsible for the different curves obtained for the 112 cm SDD and the 155 cm SDD. Figure 12 shows the reconstructed central slice of the contrast phantom with and without MC scatter correction as well as profiles through the water portion of the contrast phantom. The noncorrected slice shows a streaking artifact between the two Teflon inserts. Although the streaking artifact is still present when the image is corrected for scatter, it is more subtle. The streaking may also be due to photon starvation or to beam hardening and hence cannot be completely corrected. When looking at the uniform solid water portion of the noncorrected slice ͓Fig. 12͑b͔͒, it is obvious that the gray levels are nonuniform and that the center appears darker. As shown in the profiles, the cupping artifact is less pronounced in the scatter corrected reconstruction. The relative deviations between voxel values in the center of the reconstruction compared to those at the edge were found to be 10% for the noncorrected image and 1% for the corrected image. The contrast is also slightly improved when the scatter correction is applied as shown in Table I , and the contrast values are closer to the theoretical values. FIG. 12 . Central slice of the contrast phantom reconstructed using ͑a͒ no scatter correction and ͑b͒ MC scatter correction. Slice in the uniform solid water portion of the contrast phantom reconstructed using ͑c͒ no scatter correction and ͑d͒ MC scatter correction. ͑e͒ Profile through the uniform water portion of the contrast phantom for the noncorrected and the corrected reconstruction; the profile position is indicated by the dark line in ͑c͒ and ͑d͒. FIG. 13 . Slice of the anthropomorphic head phantom reconstructed using ͑a͒ no scatter correction and ͑b͒ MC scatter correction. Figure 13 shows a reconstructed slice of the anthropomorphic head phantom. In the case of a small phantom such as this one, the SPR is around 30% for a 155 cm SDD and an open field. Hence the scatter contribution to the image is fairly small, however correcting for scatter still leads to image quality improvements. In Fig. 13 , the corrected reconstruction exhibits a more uniform brain tissue portion.
C. Scatter correction using Monte Carlo technique
The simulations for scatter correction were run on a Pentium 4 Xeon processor 2.8 GHz for 430 h. On a 20-computer cluster, which can now be readily available at acceptable cost, the simulation time can be reduced to 21.5 h. This is still a significant amount of time; however, it is possible to reduce the simulation time by a factor of up to 200 by reducing the number of projections that are simulated, by increasing the phantom voxel size, or by reducing the detector resolution at the cost of a lesser image quality. This was recently reported elsewhere.
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IV. CONCLUSION
In this paper MC simulations have been used to investigate the scatter contribution in kV CBCT projection images. Findings from previous studies on the effect of varying the fan size and the source to detector distance on the amplitude of scatter radiation were confirmed. Moreover, it was found that for small distances between the phantom and the detector the scatter distribution is dependent on the phantom geometry; this is not the case for larger distances. Previous studies have shown that when large inhomogeneities are present in a phantom, such as lung in a chest phantom, the scatter distribution is geometry dependent. 30 The scatter distribution will also be affected by the detector position, e.g., if the detector is offset. In such cases, MC simulations become a useful tool to predict the scatter distribution.
The MC scatter predictions were used to correct projection images. Preliminary testing of this procedure included a contrast phantom and an anthropomorphic head phantom. It was found that the scatter correction improves the contrast slightly and reduces significantly the cupping and streaking artifacts. The computation time necessary for this correction procedure is still significant. However, we believe that with further improvements in computer power this technique may eventually be clinically viable. Future testing on larger phantoms where the scatter contribution is more important will be necessary to show a significant improvement in contrast. Future work will also include correction of scatter for kV CBCT patient scans in anatomical regions such as the chest where MC simulations are the most useful. ACKNOWLEDGMENTS G.J. would like to thank the Fonds de la Recherche en Santé du Québec ͑FRSQ͒ for a doctoral training award. F.V. is a research scientist supported by the FRSQ.
