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Lossless error estimates for the stationary phase
method with applications to propagation features for
the Schro¨dinger equation
Felix Ali Mehmeti∗, Florent Dewez†
Abstract
We consider a version of the stationary phase method in one dimension of A.
Erde´lyi, allowing the phase to have stationary points of non-integer order and the
amplitude to have integrable singularities. After having completed the original
proof and improved the error estimate in the case of regular amplitude, we consider
a modification of the method by replacing the smooth cut-off function employed in
the source by a characteristic function, leading to more precise remainder estimates.
We exploit this refinement to study the time-asymptotic behaviour of the solution
of the free Schro¨dinger equation on the line, where the Fourier transform of the
initial data is compactly supported and has a singularity. We obtain asymptotic
expansions with respect to time in certain space-time cones as well as uniform
and optimal estimates in curved regions which are asymptotically larger than any
space-time cone. These results show the influence of the frequency band and of the
singularity on the propagation and on the decay of the wave packets.
Mathematics Subject Classification (2010). Primary 41A80; Secondary 41A60,
35B40, 35B30, 35Q41.
Keywords. Asymptotic expansion, stationary phase method, error estimate, Schro¨dinger
equation, L∞-time decay, singular frequency, space-time cone.
0 Introduction
The asymptotic behaviour of oscillatory integrals with respect to a large parameter,
sometimes used to study long-time asymptotics for solutions of dispersive equations, can
often be described using the stationary phase method. A theorem of A. Erde´lyi [11,
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section 2.8] permits to treat oscillatory integrals with singular amplitudes and furnishes
asymptotic expansions with explicit remainder estimates. The approach is specific for
one integration variable and the results are interesting for applications. Unfortunately
the proof is only sketched in the source [11]. In the present paper, we start by providing a
complete proof and by improving the remainder estimates in the case without amplitude
singularities. Then by applying the above method to a particular example, we exhibit an
inherent blow-up of the expansion occurring when the endpoints of the integration interval
tend to each other. In particular, we remark that the smooth cut-off function, employed
in the original proof, prevents us from controlling explicitly the blow-up, restricting po-
tentially the field of applications. This motivates an improvement of the above stationary
phase method which consists in replacing the smooth cut-off function by a characteristic
function, making the blow-up explicit in the applications. Finally we apply these abstract
results to the solution of the free Schro¨dinger equation on the line for initial conditions
having a singular Fourier transform with support in a compact interval. We calculate
expansions to one term with respect to time in certain space-time cones, exhibiting the
optimal time decay in these regions. Moreover by exploiting the above mentioned re-
finement of the stationary phase method, we provide uniform estimates of the solution
in curved regions which are asymptotically larger than any space-time cone. We prove
that the resulting decay rates are optimal by expanding the solution on the boundaries
of these regions. These results lead to an asymptotic localization of the wave packets and
highlight the influence of the singularity on the time decay rate.
Consider the free Schro¨dinger equation
(S)
{ [
i∂t + ∂
2
x
]
u(t, x) = 0
u(0, x) = u0(x)
,
for t > 0 and x ∈ R. If we suppose u0 ∈ L1(R) then
‖u(t, .)‖L∞(R) 6
‖u0‖L1(R)
2
√
pi
t−
1
2 ,
see for example [17, p.60]. If it is assumed that u0 ∈ L2(R) then we have by Strichartz’
estimate ([19], see also [6]),
‖u(t, .)‖L∞(R) 6 C ‖u0‖L2(R) t−
1
4 ,
where C > 0 is a certain constant.
Now consider the following class of initial data
Condition (C[p1,p2],µ). Let µ ∈ (0, 1) and p1 < p2 be two finite real numbers.
A tempered distribution u0 satisfies Condition (C[p1,p2],µ) if and only if Fu0 is a function
which verifies Fu0 ≡ 0 on R \ [p1, p2) and
∀ p ∈ (p1, p2) Fu0(p) = (p− p1)µ−1 u˜(p) ,
2
where u˜ ∈ C1([p1, p2],C) and u˜(p1) 6= 0.
Here Fu0 refers to the Fourier transform of u0. Under this assumption, u0 is a smooth
function which never belongs to L1(R) and belongs to L2(R) if and only if µ ∈ (1
2
, 1
)
.
The question of the L∞-time decay rate for the above problem when µ ∈ (0, 1
2
)
has been
answered in [10, Theorem 2.5]. There the author furnishes the following L∞-norm of the
solution,
‖u(t, .)‖L∞(R) 6 c(u0) t−
µ
2 ,
the constant c(u0) > 0 is explicitly given in the statement of the theorem. In the present
paper, we exploit a rewriting of the solution as an oscillatory integral in order to apply
the abstract results established in the theorems 1.3, 1.7, 2.2 and 2.4. Thanks to that, we
prove that the above decay rate is optimal since it is attained on a well-chosen space-time
direction. To do so, we use these abstract results to expand the solution on the critical
direction x
t
= 2 p1, where the stationary point and the singularity coincide :
0.1 Theorem. Suppose that u0 satisfies Condition (C[p1,p2],µ). For all t > 0, define
Lµ(t, u0) as follows :
• Lµ(t, u0) := 1
2
Γ
(µ
2
)
e−i
piµ
4 eitp
2
1 u˜(p1) .
Then for all (t, x) ∈ (0,+∞)× R such that x
t
= 2 p1, we have∣∣∣u(t, x)− Lµ(t, u0) t−µ2 ∣∣∣ 6 C(u0) t− 12 .
The constant C(u0) > 0 is given in the proof.
See Theorem 4.6 for a complete statement. Theorem 0.1, coupled with the paper [10],
permits to construct in a natural way examples exhibiting the optimal decay rate t−
µ
2
with µ ∈ (0, 1). In particular for a given decay rate t−α with α ∈ (1
4
, 1
2
)
, we can furnish
an initial data in L2(R) such that the associated solution has an optimal L∞-time decay
rate given by t−α.
In the present paper, we show also that the singular frequency affects the decay rate
not only on the critical direction but also in other space-time regions. Especially, thanks
to the preciseness coming from the refinement of the stationary phase method of Erde´lyi,
we establish a result which suggests that the influence of the singularity seems to be
stronger in space-time regions along the direction p1 :
0.2 Theorem. Suppose that u0 satisfies Condition (C[p1,p2],µ) with µ <
1
2
, and fix ε ∈(
0, 1
2
)
. Then for all (t, x) ∈ (0,+∞) × R satisfying 2 p1 + 2 t−ε 6 xt < 2 p2 and t >
(p2 − p1)− 1ε , we have
∣∣u(t, x)∣∣ 6 C0(u0) t−µ+εµ + 9∑
k=1
Ck(u0) t
−σ
(1)
k
+ες
(1)
k ,
3
where max
k∈{1,...,9}
{
−σ(1)k + ες(1)k
}
< −µ + εµ and the decay rate t−µ+εµ is optimal. The
exponents σ
(1)
k , ς
(1)
k and the constants Ck(u0) > 0 are given in the proof.
The resulting decay rate is optimal because it is attained on the left boundary of the
region (see Theorem 4.8) and the case µ > 1
2
is also studied in the paper (see Theorem
4.7 for a complete statement). This theorem is an application of our abstract results in
a Schro¨dinger-like case (see Corollary 3.2) in which we exploit the explicit control of the
blow-up of the remainder.
Furthermore the results of this paper permit to obtain propagation features for the
wave packets. As for example, we furnish time asymptotic expansions of the solution in
certain space-time cones. We provide leading terms exhibiting the optimal decay rates in
these regions :
0.3 Theorem. Suppose that u0 satisfies Condition (C[p1,p2],µ) with µ >
1
2
, and choose
a real number ε > 0 such that p1 + ε < p2. For all (t, x) ∈ (0,+∞) × R satisfying
2(p1 + ε) <
x
t
< 2 p2, define H(t, x, u0) ∈ C as follows,
• H(t, x, u0) := 1
2
√
pi
e−i
pi
4 ei
x2
4t u˜
( x
2t
)( x
2t
− p1
)µ−1
.
Then for all (t, x) ∈ (0,+∞)× R satisfying 2(p1 + ε) < xt < 2 p2, we have∣∣∣u(t, x)−H(t, x, u0) t− 12 ∣∣∣ 6 9∑
k=1
Ck(u0, ε) t
−σ
(2)
k ,
where max
k∈{1,...,9}
{
−σ(2)k
}
< −1
2
. The exponents σ
(2)
k and the constants Ck(u0, ε) > 0 are
given in the proof.
We furnish also similar results in the case µ 6 1
2
(see Theorem 4.2 for a complete state-
ment). Let us remark that the modulus of the coefficient H(t, x, u0) as well as the remain-
der tend to infinity when x
2t
tends to p1; actually this is a consequence of the limitations
of the stationary phase method and it is not specific to the free Schro¨dinger equation.
Thus in order to describe the transition between the cone and the critical direction, the
uniform estimate of the solution provided in Theorem 0.2 seems to be more appropriate
than the expansion calculated in Theorem 0.3.
Nevertheless the time asymptotic expansion in the cone permits to study precisely
the energy flow of the solution. In the L2-case, we prove that the energy1 tends to be
concentrated in the cone when the time tends to infinity :
0.4 Theorem. Suppose that the hypotheses of Theorem 0.3 are satisfied with µ > 1
2
and
define the interval It as follows,
It :=
(
2 (p1 + ε) t, 2 p2 t
)
.
1For simplicity, we call in this paper energy the L2-norm of the solution on subsets of R, in contrast
to the usual quantum mechanics interpretation as probability of occurrence of the particle in a subset.
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Then we have∣∣∣∣∥∥u(t, .)∥∥L2(It) − 1√2pi ∥∥Fu0∥∥L2(p1+ε,p2)
∣∣∣∣ 6 9∑
k=1
C˜k(u0, ε) t
−σ
(2)
k
+ 1
2 ,
where the constants C˜k(u0, ε) > 0 are given in the proof.
See Corollary 4.5 for a complete statement. The physical principle of group velocity
applied to the free Schro¨dinger equation on the real line says roughly that the energy
associated with a frequency p propagates with the speed given by the stationary phase
method, in this case x
t
= 2p. Theorems 0.3 and 0.4 furnish a precise meaning of this
principle in our case.
In Section 1, we first recall Erde´lyi’s result concerning asymptotic expansions with
remainder estimates of oscillatory integrals of the type∫ p2
p1
U(p) eiωψ(p) dp .
The amplitude U can be singular at p1 and p2; factorizing the singularities, U can be
written as follows,
U(p) = (p− p1)µ1−1 (p2 − p)µ2−1 u˜(p) , (1)
where µ1, µ2 ∈ (0, 1) and u˜ is called the regular part of the amplitude. The phase function
ψ is allowed to have stationary points of real order at the endpoints; more precisely, we
suppose the factorization
ψ′(p) = (p− p1)ρ1−1 (p2 − p)ρ2−1 ψ˜(p) , (2)
where ρ1, ρ2 ∈ R are larger than 1 and ψ˜, which satisfies ψ˜ > 0 on [p1, p2], is called the
non-degenerate part of the phase. We give the proof following the lines of the original
demonstration: we start by splitting the integral employing a cut-off function which sep-
arates the endpoints of the interval. Then we use explicit substitutions to simplify the
phases by exploiting the hypothesis (2). Afterwards integrations by parts create the ex-
pansion of the integral and provide the remainder terms, that we estimate to conclude.
The two last steps are carried out using complex analysis in one variable and using the
factorization (1). Especially the application of Cauchy’s theorem allows to shift the inte-
gration path of the integrals defining the functions created by the integrations by parts
into a region of controllable oscillations of the integrands. This strategy, coupled with the
explicit substitutions, leads to a precise estimate of the error.
Then we treat the case of the absence of amplitude singularities, which will be essential
for certain applications. The previous error estimate furnishes here only the same decay
rate for the highest term of the expansion and the remainder. The remedy proposed by
Erde´lyi [11, p.55] leads to complicated formulas when written down and does not seem
possible in the case of stationary points of non integer order. To refine this analysis,
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we work on the integrals defining the functions created by the integrations by parts and
involved in the remainder. Introducing a new parameter, we obtain estimates of these
integrals permitting a balance between their singular behaviour with respect to the inte-
gration variable of the remainder and their decay with respect to ω. Putting these new
estimates into the remainder, we obtain the above mentioned refinement.
In Section 2, we modify the above stationary phase method by replacing the smooth
cut-off function by a characteristic function. For this purpose, we consider a fixed cutting-
point q ∈ (p1, p2) and then we follow the lines of the original result: we carry out explicit
substitutions and we integrate by parts. Here the characteristic function produces new
terms related to the cutting-point and, due to the different substitutions employed in the
two integrals, these terms are not the same. However by expanding them with respect
to the parameter ω, we observe that the first terms cancel out but not the remainders.
Finally, we estimate these new remainders related to the cutting-point as well as the
remainders related to p1 and p2 to conclude.
As previously, we have to refine the estimate of the remainder related to pj if this point
is a regular point of the amplitude. For this purpose, we follow simply the lines of the
method described in the preceding section. Moreover, we note that the remainder related
to the point q is always negligible as compared with the expansion.
In Section 3, we apply the new method to an oscillatory integral where the phase is
a polynomial function of degree 2 and where the amplitude has a unique singularity at
the left endpoint of the interval, in view of applications to the free Schro¨dinger equation.
Thanks to the explicitness of the phase function and the preciseness of the previous
results, we furnish an asymptotic expansion together with remainder estimates which
depend explicitly on the distance between the stationary point and the singularity. This
explicitness permits to furnish uniform estimates of the remainder in parameter regions
where the stationary point p0 is far from the singularity p1. Moreover we exploit this
explicitness to establish uniform estimates of the integral in parameter regions approaching
p1 along curves parametrized by ω, enlarging the regions in which we control the decay
of the oscillatory integral. We expand the integral on the boundaries of these regions to
show the optimality of the decay rates.
In Section 4, we consider the Fourier solution formula of the free Schro¨dinger equation
on the line with initial conditions in a compact frequency band with a singular frequency
at one of the endpoints. We are interested in the influence of the frequency band and of
the singularity on the dispersion. Thanks to a rewriting of the solution as an oscillatory
integral with respect to time, the results of Section 3 are applicable. Firstly we establish
an explicit remainder estimate for an asymptotic expansion of the solution formula with
respect to time in certain space-time cones related to the frequency band, providing the
optimal decay rates in these cones (see Theorem 0.3 for the case of weak singularities).
The main ideas of the method have been used in [3, Section 3]. In the L2-case, we derive
an estimate of the L2-norm showing that the energy of waves packets in frequency bands
is asymptotically localized in cones generated by the bands and behaves as a laminar flow.
Then we exhibit the slow decay t−
µ
2 , coming from the interaction between the singularity
and the stationary point, on a certain space-time direction. Finally we use the last results
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of the previous section in order to furnish optimal and uniform estimates of the solution
in curved regions which are larger than any space-time cone (see Theorem 0.2 for the case
of strong singularities).
In Section 5, we furnish finally the proofs of intermediate results which have been only
sketched in the book of Erde´lyi [11]. They play a key role in Erde´lyi’s stationary phase
method.
We use essentially Taylor’s theorem to exploit the factorization of the zeros of the deriva-
tive of the phase in view of defining a substitution which is a diffeomorphism. At the
same time, this technique permits to extract the holomorphic part of the amplitude. Then
integrations by parts create integrals of this holomorphic part and their integration path
is shifted to a ray in the complex plane. Technically the completeness of the space of
holomorphic functions is employed in this context. These aspects do not appear clearly
in the original sketch of Erde´lyi’s proof.
This paper has been inspired by [3] and [4], where the authors consider the Klein-
Gordon equation on a star shaped network with a potential which is constant but dif-
ferent on each semi-infinite branch. The authors are interested in the influence of the
coefficients of the potential on the time asymptotic behaviour of the solution. To do so,
they calculate asymptotic expansions to one term with respect to time of the solution
with initial data in frequency bands in [3] and they exploit these expansions to describe
the time asymptotic energy flow of wave packets in [4].
They notice that the asymptotic expansion degenerates when the frequency band ap-
proaches certain critical values coming from potential steps. These critical values play a
similar role as the singularities of the Fourier transform of the initial conditions in the
present paper. Hence our refined version of Erde´lyi’s expansion theorem could help to
improve the comprehension of the problem of the blow-up of the expansion.
Moreover the paper [3] shows the way to obtain this type of results for the Schro¨dinger
equation on domains with canonical geometry and canonical potential permitting suffi-
ciently explicit spectral theoretic solution formulas.
Let us mention the paper [10] in which L∞-norm estimates of solutions of dispersive
equations defined by Fourier multipliers are provided. The initial conditions are supposed
to have singular Fourier transforms which are compactly supported or having a sufficient
decay at infinity, and the symbols of the Fourier multipliers satisfy a convexity-type
hypothesis. In particular the results are applicable to the free Schro¨dinger equation.
To establish these results, the author establishes a generalization of the van der Corput
lemma for oscillatory integrals (see for example [18, p. 332]) allowing the phase to have a
stationary point of non-integer order and the amplitude to have an integrable singularity,
furnishing uniform estimates of the integral with respect to the position of the stationary
point.
Combining [10] with the present paper permits to solve the problem of the optimal L∞-
time decay rate for the free Schro¨dinger equation with initial data in frequency bands and
having singular frequencies. As perspective for future research, let us mention the same
issue for the Klein-Gordon equation on the star shaped network [3].
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We can point out the usefulness of detailed informations on the motion of wave packets
in frequency bands by citing [2]. In this paper, the authors study the time-asymptotic
behaviour of the solution of the Schro¨dinger equation on star-shaped networks with a lo-
calized potential. They establish a perturbation inequality which shows that the evolution
of high frequency signals is close to their evolution without potential.
One can also mention the methods and the results of the papers [8] and [9], in which
the time-decay rate of the free Schro¨dinger equation is considered. In [8], singular initial
conditions are constructed to derive the exact Lp-time decay rates of the solution, which
are slower than the classical results for regular initial conditions. In [9], the authors
construct initial conditions in Sobolev spaces (based on the Gaussian function), and they
show that the related solutions has no definite Lp-time decay rates, nor coefficients, even
though upper estimates for the decay rates are established.
The papers [8] and [9] use special formulas for functions and their Fourier transforms,
which are themselves based on complex analysis. In our results, we furnish slower decay
rates by considering initial conditions with singular Fourier transforms. Here, complex
analysis is directly applied to the solution formula of the equation, which permits to obtain
results for a whole class of functions. Our method seems therefore to be more flexible.
Further one could review other existing results on the Schro¨dinger equation with local-
ized potential, e.g. [13] and [21], and non linear equations, e.g. [20], to check the possible
use of refined estimates of the free equation. An interesting issue could be to find optimal
decay conditions of the potential.
Then let us present for comparison two classical versions of the stationary phase
method coming from the literature. In [12, chapter 4], the author assumes that the
amplitude belongs to C∞c (Rd) (for d > 1) and supposes that the stationary points of the
phase are non-degenerate. Firstly the author employs Morse’s lemma to simplify the
phase function. Then using Fubini’s theorem, he obtains a product of functions, where
each of them is a Fourier transform of a tempered distribution. Finally he computes these
Fourier transforms and estimates them, leading to the result. Nevertheless, the use of
Morse’s lemma implies a loss of precision regarding the estimate of the remainder. In-
deed, Morse’s lemma is based on the implicit function theorem and so the substitution is
not explicit.
In [14, chapter 7], the author provides a stationary phase method which is different
from [12]. It is assumed that the amplitude U and the phase have a certain regularity
on Rd (for d > 1) and that U has a compact support. Asymptotic expansions of the
oscillatory integral are given by using Taylor’s formula of the phase, where the stationary
point is supposed non-degenerate. Morse’s lemma is not needed in this situation. However,
stronger hypothesis concerning the phase are required in order to bound uniformly the
remainder by a constant, which is not explicit.
Finally we mention some papers exploiting results on oscillatory integrals. In [19],
the author furnishes the first Strichartz-type estimates for the Schro¨dinger equation and
the Klein-Gordon equation. Using complex analysis, the author provides estimates of the
L2(S)-norm of Fourier transforms of functions belonging to Lq(Rd), for some q > 1, where
S is a quadratic surface. These considerations lead to the above mentioned estimates.
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One-dimensional Schro¨dinger equations with singular coefficients are studied in [6].
Dispersion inequalities and Strichartz-type estimates are furnished and we observe that
the singularities do not influence the results as compared with the regular case.
In [1], a global (probably not optimal) L∞-time decay estimate for the Klein-Gordon
equation on R with potential steps has been proved using the van der Corput inequality,
spectral theory and the methods of [16].
Note that the idea of considering frequency bands to obtain qualitative informations on
the solution is introduced in [5], in the same setting as in [1].
The article [15] deals with the time decay rates for the system of crystal optics. The
stationary phase method [14] is employed to obtain the decay rates. Observe that a
change of parameters is carried out to obtain a bounded phase in C4, which permits to
apply this stationary phase method, like in [3].
In [7], the authors are interested in the decay of Fourier transforms on singular sur-
faces. They consider phase functions having stationary points of higher integer order,
motivated by Erde´lyi’s result [11].
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1 Erde´lyi’s expansion formula: complete proofs and
slight improvements
Before formulating the results of this section, let us introduce the assumptions related
to the amplitude and to the phase.
Let p1, p2 be two finite real numbers such that p1 < p2.
Assumption (Pρ1,ρ2,N). Let ρ1, ρ2 > 1 and N ∈ N\{0}.
A function ψ : [p1, p2] −→ R satifies Assumption (Pρ1,ρ2,N) if and only if ψ ∈ C1
(
[p1, p2],R
)
and there exists a function ψ˜ : [p1, p2] −→ R such that
∀ p ∈ [p1, p2] ψ′(p) = (p− p1)ρ1−1(p2 − p)ρ2−1ψ˜(p) ,
where ψ˜ ∈ CN([p1, p2],R) is assumed positive.
The points pj (j = 1, 2) are called stationary points of ψ of order ρj − 1, and ψ˜ the
non-degenerate part of ψ.
Assumption (Aµ1,µ2,N). Let µ1, µ2 ∈ (0, 1] and N ∈ N\{0}.
A function U : (p1, p2) −→ C satisfies Assumption (Aµ1,µ2,N) if and only if there exists a
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function u˜ : [p1, p2] −→ C such that
∀ p ∈ (p1, p2) U(p) = (p− p1)µ1−1(p2 − p)µ2−1u˜(p) ,
where u˜ ∈ CN([p1, p2],C), and u˜(pj) 6= 0 if µj 6= 1 (j = 1, 2).
The points pj are called singularities of U , and u˜ the regular part of U .
1.1 Remark. The hypothesis u˜(pj) 6= 0 if µj 6= 1 prevents the function u˜ from affecting
the behaviour of the singularity pj.
Non-vanishing singularities: Erde´lyi’s theorem
The aim of this subsection is to state Erde´lyi’s result [11, section 2.8] and to provide
a complete proof.
Let us define some objects that will be used throughout this section.
1.2 Definition. i) Let η ∈ (0, p2−p1
2
)
. For j = 1, 2, let ϕj : Ij −→ R be the functions
defined by
ϕ1(p) :=
(
ψ(p)− ψ(p1)
) 1
ρ1 , ϕ2(p) :=
(
ψ(p2)− ψ(p)
) 1
ρ2 ,
with I1 := [p1, p2 − η], I2 := [p1 + η, p2] and s1 := ϕ1(p2 − η), s2 := ϕ2(p1 + η).
ii) For j = 1, 2, let kj : (0, sj] −→ C be the functions defined by
kj(s) := U
(
ϕ−1j (s)
)
s1−µj
(
ϕ−1j
)′
(s) ,
which can be extended to [0, sj] (see Proposition 5.2).
iii) Let ν : [p1, p2] −→ R be a smooth function such that

ν = 1 on [p1, p1 + η] ,
ν = 0 on [p2 − η, p2] ,
0 6 ν 6 1 ,
where η is defined above.
For j = 1, 2, let νj : [0, sj] −→ R be the functions defined by
ν1(s) := ν ◦ ϕ−11 (s) , ν2(s) := (1− ν) ◦ ϕ−12 (s) .
iv) For s > 0, let Λ(j)(s) be the complex curve defined by
Λ(j)(s) :=
{
s+ te
(−1)j+1i pi
2ρj
∣∣∣ t > 0} .
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1.3 Theorem. Let N ∈ N\{0}, ρ1, ρ2 > 1 and µ1, µ2 ∈ (0, 1). Suppose that the functions
ψ : [p1, p2] −→ R and U : (p1, p2) −→ C satisfy Assumption (Pρ1,ρ2,N) and Assumption
(Aµ1,µ2,N), respectively.
Then for j = 1, 2 , there are functions A
(j)
N , R
(j)
N : (0,+∞) −→ C such that

∫ p2
p1
U(p) eiωψ(p) dp =
∑
j=1,2
(
A
(j)
N (ω) +R
(j)
N (ω)
)
,
∣∣∣R(j)N (ω)∣∣∣ 6 1(N − 1)! 1ρj Γ
(
N
ρj
)∫ sj
0
sµj−1
∣∣∣∣ dNdsN [νjkj](s)
∣∣∣∣ ds ω−Nρj ,
for all ω > 0, where
• A(j)N (ω) := eiωψ(pj )
N−1∑
n=0
Θ
(j)
n+1(ρj , µj)
dn
dsn
[
kj
]
(0)ω
−
n+µj
ρj ,
• R(j)N (ω) := (−1)N+1+j eiωψ(pj)
∫ sj
0
φ
(j)
N (s, ω, ρj, µj)
dN
dsN
[
νjkj
]
(s) ds ,
and for n = 0, ..., N − 1,
• Θ(j)n+1(ρj, µj) :=
(−1)j+1
n! ρj
Γ
(n + µj
ρj
)
e
(−1)j+1ipi
2
n+µj
ρj ,
• φ(j)n+1(s, ω, ρj, µj) :=
(−1)n+1
n!
∫
Λ(j)(s)
(z − s)nzµj−1e(−1)j+1iωzρj dz .
Proof. For fixed ω > 0, ρj > 1 and µj ∈ (0, 1), we shall note φ(j)n (s, ω) instead of
φ
(j)
n (s, ω, ρj, µj). Now let us divide the proof in five steps.
First step: Splitting of the integral. Using the cut-off function ν, we can write the integral
as follows, ∫ p2
p1
U(p) eiωψ(p) dp = I˜(1)(ω) + I˜(2)(ω) ,
where
I˜(1)(ω) :=
∫ p2−η
p1
ν(p)U(p) eiωψ(p) dp , I˜(2)(ω) :=
∫ p2
p1+η
(
1− ν(p))U(p) eiωψ(p) dp .
Second step: Substitution. Proposition 5.1 affirms that ϕj : Ij −→ [0, sj] is a CN+1-
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diffeomorphism with q1 = p2 − η here. Using the substitution s = ϕ1(p), we obtain
I˜(1)(ω) =
∫ p2−η
p1
ν(p)U(p) eiωψ(p) dp
= eiωψ(p1)
∫ s1
0
ν
(
ϕ−11 (s)
)
U
(
ϕ−11 (s)
)
eiωs
ρ1
(ϕ−11 )
′(s) ds
= eiωψ(p1)
∫ s1
0
ν
(
ϕ−11 (s)
)
U
(
ϕ−11 (s)
)
s1−µ1(ϕ−11 )
′(s) sµ1−1eiωs
ρ1
ds
= eiωψ(p1)
∫ s1
0
ν1(s) k1(s) s
µ1−1eiωs
ρ1
ds ,
where k1 and ν1 are introduced in Definition 1.2. In a similar way, we obtain
I˜(2)(ω) = −eiωψ(p2)
∫ s2
0
ν2(s) k2(s) s
µ2−1e−iωs
ρ2
ds .
Note that the minus sign comes from the decrease of ϕ2.
Third step: Integrations by parts. Corollary 5.6 provides successive primitives of the func-
tion s 7−→ sµj−1e(−1)j+1iωsρj . Moreover Proposition 5.2 ensures that kj ∈ CN
(
[0, sj],C
)
.
Thus by N integrations by parts, we obtain
e−iωψ(p1) I˜(1)(ω) =
∫ s1
0
ν1(s) k1(s) s
µ1−1eiωs
ρ1
ds
=
[
φ
(1)
1 (s, ω)
(
ν1k1
)
(s)
]s1
0
−
∫ s1
0
φ
(1)
1 (s, ω)
d
ds
[
ν1k1
]
(s) ds
= . . .
=
N−1∑
n=0
(−1)n
[
φ
(1)
n+1(s, ω)
dn
dsn
[
ν1k1
]
(s)
]s1
0
+ (−1)N
∫ s1
0
φ
(1)
N (s, ω)
dN
dsN
[
ν1k1
]
(s) ds .
One can simplify the last expression by using the properties of the function ν1: by hy-
pothesis, ν(p1) = 1, ν(p2− η) = 0 and d
n
dpn
[ν](p1) =
dn
dpn
[ν](p2− η) = 0, for n > 1. So the
definition of ν1 implies
ν1(0) = ν(p1) = 1 , ν1(s1) = ν(p2 − η) = 0 ;
and by the product rule applied to ν1k1, it follows
dn
dsn
[
ν1k1
]
(0) =
dn
dsn
[k1](0) ,
dn
dsn
[
ν1k1
]
(s1) = 0 .
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This leads to
I˜(1)(ω) =
N−1∑
n=0
(−1)n+1φ(1)n+1(0, ω)
dn
dsn
[
k1
]
(0) eiωψ(p1)
+ (−1)N eiωψ(p1)
∫ s1
0
φ
(1)
N (s, ω)
dN
dsN
[
ν1k1
]
(s) ds .
By similar computations, we obtain
I˜(2)(ω) =
N−1∑
n=0
(−1)nφ(2)n+1(0, ω)
dn
dsn
[
k2
]
(0) eiωψ(p2)
+ (−1)N+1 eiωψ(p2)
∫ s2
0
φ
(2)
N (s, ω)
dN
dsN
[
ν2k2
]
(s) ds .
Fourth step: Calculation of the main terms. Let us compute the coefficient φ
(j)
n+1(0, ω).
We recall the expression of φ
(j)
n+1(s, ω) from Corollary 5.6,
φ
(j)
n+1(s, ω) =
(−1)n+1
n!
∫
Λ(j)(s)
(z − s)n zµj−1 e(−1)j+1iωzρj dz ,
for all s ∈ [0, sj] and n = 0, ..., N − 1. Choosing j = 1, putting s = 0 and parametrizing
the curve Λ(1)(0) with z = t e
i pi
2ρ1 lead to
φ
(1)
n+1(0, ω) =
(−1)n+1
n!
e
ipi
2
n+µ1
ρ1
∫ +∞
0
tn+µ1−1 e−ωt
ρ1
dt .
Setting y = ω tρ1 in the previous integral gives
φ
(1)
n+1(0, ω) =
(−1)n+1
n!
e
ipi
2
n+µ1
ρ1 (ρ1 ω)
−1
∫ +∞
0
( y
ω
)n+µ1
ρ1
−1
e−y dy
=
(−1)n+1
n!
e
ipi
2
n+µ1
ρ1
1
ρ1
Γ
(
n+ µ1
ρ1
)
ω
−
n+µ1
ρ1 ,
where Γ is the Gamma function defined by
Γ : z ∈ {z ∈ C ∣∣ℜ(z) > 0} 7−→ ∫ +∞
0
tz−1e−t dt ∈ C .
A similar work provides
φ
(2)
n+1(0, ω) =
(−1)n+1
n!
e
−ipi
2
n+µ2
ρ2
1
ρ2
Γ
(
n+ µ2
ρ2
)
ω
−
n+µ2
ρ2 .
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Then we obtain
eiωψ(pj)
N−1∑
n=0
(−1)n+j φ(j)n+1(0, ω)
dn
dsn
[
kj
]
(0) = eiωψ(pj )
N−1∑
n=0
Θ
(j)
n+1(ρj , µj)
dn
dsn
[
kj
]
(0)ω
−
n+µj
ρj ,
where Θ
(j)
n+1(ρj , µj) :=
(−1)j+1
n! ρj
Γ
(
n + µj
ρj
)
e
(−1)j+1 pi
2
n+µj
ρj .
Fifth step: Remainder estimates. The last step consists in estimating the remainders
R
(j)
N (ω). For j = 1, 2, we have for all s ∈ (0, sj] and for all t > 0,
s 6
∣∣∣s+ te(−1)j+1i pi2ρj ∣∣∣ =⇒ sµj−1 > ∣∣∣s+ te(−1)j+1i pi2ρj ∣∣∣µj−1 , (3)
since µj ∈ (0, 1). Now parametrize the integral defining φ(j)N (s, ω) with z = s+te
(−1)j+1i pi
2ρj
and employ the previous inequality (3) to obtain∣∣∣φ(j)N (s, ω)∣∣∣ 6 1(N − 1)!
∫ +∞
0
tN−1
∣∣∣ s+ te(−1)j+1i pi2ρj ∣∣∣µj−1 ∣∣∣∣ e(−1)j+1iω(s+te(−1)j+1i pi2ρj )ρj
∣∣∣∣ dt
6
1
(N − 1)! s
µj−1
∫ +∞
0
tN−1e−ωt
ρj
dt
=
1
(N − 1)! s
µj−1
1
ρj
Γ
(
N
ρj
)
ω
− N
ρj , (4)
where the last equality has been obtained by using the substitution y = ω tρj . Employing
the definition of R
(j)
N (ω) and inequality (4) leads to∣∣∣R(j)N (ω)∣∣∣ 6 ∫ sj
0
∣∣∣φ(j)N (s, ω)∣∣∣
∣∣∣∣ dNdsN [νjkj](s)
∣∣∣∣ ds
6
1
(N − 1)!
1
ρj
Γ
(
N
ρj
)∫ sj
0
sµj−1
∣∣∣∣ dNdsN [νjkj](s)
∣∣∣∣ ds ω− Nρj .
We note that the last integral is well-defined because
dN
dsN
[
νjkj
]
: [0, sj] −→ R is contin-
uous and s 7−→ sµj−1 is locally integrable on [0, sj].
Finally, we remark that the highest term of the expansion A
(j)
N (ω) behaves like ω
−
N−1+µj
ρj
when ω tends to infinity. Moreover R
(j)
N (ω) is estimated by ω
−N
ρj . This implies that the
decay rate of the remainder with respect to ω is higher than the one of the highest term
of the expansion. This ends the proof.
Amplitudes without singularities: refinement of the error esti-
mate
The preceding theorem remains true if we suppose µj = 1, that is to say if the am-
plitude U is regular at the point pj . But in this case, we observe that the decay rates
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of the highest term of the expansion related to pj and of the remainder related to pj are
the same, namely ω
−N
ρj . Hence the aim of this subsection is to refine the estimate of the
remainder in this specific case.
For this purpose, we establish the two following lemmas. In the first one, we provide
two estimates of the function s 7−→ φ(j)N (s, ω, ρj, 1): the first estimate is uniform with
respect to s but the decay with respect to ω is not sufficiently fast; on the other hand,
the second one provides a better decay with respect to ω but is singular with respect to
s. The first estimate is actually established in the proof of Theorem 1.3 and we integrate
by parts to establish the second one.
1.4 Lemma. Let j ∈ {1, 2}, ρj > 1 and N ∈ N\{0}. Then for all s, ω > 0, we have

∣∣∣φ(j)N (s, ω, ρj, 1)∣∣∣ 6 aN,ρj ω− Nρj ,∣∣∣φ(j)N (s, ω, ρj, 1)∣∣∣ 6 bN,ρj ω−
(
1+N−1
ρj
)
s1−ρj + cN,ρj ω
−(1+Nρ ) s−ρj ,
where the constants aN,ρj , bN,ρj , cN,ρj > 0 are given in the proof.
1.5 Remark. Note that we can extend φ
(j)
N (., ω, ρj, 1) : [0, sj] −→ R to [0,+∞), see
Remark 5.7.
Proof of Lemma 1.4. Let us fix s > 0, ω > 0 and for example j = 1. We recall the ex-
pression of φ
(1)
N (s, ω, ρ1, 1) with the parametrization of the path Λ
(1)(s) given in Definition
1.2:
φ
(1)
N (s, ω, ρ1, 1) =
(−1)N
(N − 1)!
∫ +∞
0
tN−1 e
i
pi(N−1)
2ρ1 e
iω
(
s+te
i pi2ρ1
)ρ1
dt e
i pi
2ρ1 .
On the one hand, estimate (4) is still valid for µ1 = 1, namely,∣∣∣φ(1)N (s, ω, ρ1, 1)∣∣∣ 6 1(N − 1)! 1ρ1 Γ
(
N
ρ1
)
ω
− N
ρ1 =: aN,ρ1 ω
− N
ρ1 ,
furnishing the first estimate of the lemma.
On the other hand, we establish the second inequality by using integrations by parts. To
do so, we remark that for all s > 0 the first derivative of the function t ∈ (0,+∞) 7−→
iω
(
s+ te
i pi
2ρ1
)ρ1
does not vanish; therefore we can write
e
iω
(
s+te
i pi2ρ1
)ρ1
= (iωρ1)
−1 e
−i pi
2ρ1
(
s+ te
i pi
2ρ1
)1−ρ1 d
dt
[
e
iω
(
s+te
i pi2ρ1
)ρ1]
.
Moreover Lemma 5.3 implies
∀ s > 0
∣∣∣∣∣eiω
(
s+te
i pi2ρ1
)ρ1 ∣∣∣∣∣ 6 e−ωtρ1 −→ 0 , t −→ +∞ . (5)
Now we distinguish the two following cases:
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• Case N = 1. Thanks to the two previous observations, we can integrate by parts,
providing
φ
(1)
1 (s, ω, ρ1, 1) = −(iωρ1)−1
∫ +∞
0
(
s+ te
i pi
2ρ1
)1−ρ1 d
dt
[
e
iω
(
s+te
i pi2ρ1
)ρ1]
dt
= (iωρ1)
−1s1−ρ1eiωs
ρ1
+
1− ρ1
iωρ1
e
i pi
2ρ1
∫ +∞
0
(
s+ te
i pi
2ρ1
)−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1
dt ,
where the boundary term at infinity is equal to zero according to (5). It follows∣∣∣φ(1)1 (s, ω, ρ1, 1)∣∣∣ 6 (ωρ1)−1 s1−ρ1
+
ρ1 − 1
ωρ1
∫ +∞
0
∣∣∣s+ tei pi2ρ1 ∣∣∣−ρ1
∣∣∣∣∣eiω
(
s+te
i pi2ρ1
)ρ1 ∣∣∣∣∣ ds
6 (ωρ1)
−1 s1−ρ1 +
ρ1 − 1
ωρ1
s−ρ1
∫ +∞
0
e−ωt
ρ1
dt (6)
=
1
ρ1
ω−1 s1−ρ1 +
ρ1 − 1
ρ21
Γ
(
1
ρ1
)
ω
−
(
1+ 1
ρ1
)
s−ρ1 (7)
=: b1,ρ1 ω
−1 s1−ρ1 + c1,ρ1 ω
−
(
1+ 1
ρ1
)
s−ρ1 .
Lemma 5.3 permits to obtain (6) by estimating the exponential and we use the
substitution y = ω tρ1 to get (7).
• Case N > 2. We proceed as above by using an integration by parts :
φ
(1)
N (s, ω, ρ1, 1) =
(−1)N
(N − 1)! e
i
pi(N−1)
2ρ1 (iωρ1)
−1
×
∫ +∞
0
tN−1
(
s+ te
i pi
2ρ1
)1−ρ1 d
dt
[
e
iω
(
s+te
i pi2ρ1
)ρ1]
dt
=
(−1)N+1
(N − 1)! e
i
pi(N−1)
2ρ1 (iωρ1)
−1
×
∫ +∞
0
d
dt
[
tN−1
(
s+ te
i pi
2ρ1
)1−ρ1]
e
iω
(
s+te
i pi2ρ1
)ρ1
dt (8)
=
(−1)N+1
(N − 1)! e
i
pi(N−1)
2ρ1 (iωρ1)
−1
×
(
(N − 1)
∫ +∞
0
tN−2
(
s+ te
i pi
2ρ1
)1−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1
dt
+ (1− ρ1) ei
pi
2ρ1
∫ +∞
0
tN−1
(
s+ te
i pi
2ρ1
)−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1
dt
)
.
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The boundary terms in (8) are zero; indeed we can remark that the term at 0
vanishes and we can use (5) once again to show that the term at infinity is equal to
0. Then by similar arguments to those of the preceding case, we obtain
∣∣∣φ(1)N (s, ω, ρ1, 1)∣∣∣ 6 ω−1ρ1(N − 2)!
∫ +∞
0
tN−2
∣∣∣∣∣
(
s+ te
i pi
2ρ1
)1−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1 ∣∣∣∣∣ dt
+
(ρ1 − 1)ω−1
ρ1(N − 1)!
∫ +∞
0
tN−1
∣∣∣∣∣
(
s+ te
i pi
2ρ1
)−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1 ∣∣∣∣∣ dt
6
1
ρ1(N − 2)! ω
−1 s1−ρ1
∫ +∞
0
tN−2 e−ωt
ρ1
dt
+
(ρ1 − 1)
ρ1(N − 1)! ω
−1 s−ρ1
∫ +∞
0
tN−1 e−ωt
ρ1
dt
=
1
ρ21(N − 2)!
Γ
(
N − 1
ρ1
)
ω
−
(
1+N−1
ρ1
)
s1−ρ1
+
(ρ1 − 1)
ρ21(N − 1)!
Γ
(
N
ρ1
)
ω
−
(
1+ N
ρ1
)
s−ρ1
=: bN,ρ1 ω
−
(
1+N−1
ρ1
)
s1−ρ1 + cN,ρ1 ω
−
(
1+ N
ρ1
)
s−ρ1 ,
concluding this point.
A very similar work for j = 2 provides the conclusion; you replace ρ1 by ρ2 in the
expressions of the constants aN,ρ1 , bN,ρ1 and cN,ρ1 to obtain aN,ρ2 , bN,ρ2 and cN,ρ2.
Given a function satisfying a system of inequalities similar to the one given in Lemma
1.4, we furnish a new estimate which has a sufficiently fast decay with respect to ω and
which is integrable with respect to s. We exploit the balance between blow-up and the
decay to establish this result. Note that a technical argument requires ρ > 2.
1.6 Lemma. Let N ∈ N\{0}, ρ > 2 and f : (0,+∞) × (0,+∞) −→ R be a function
which satisfies the following inequalities:
∀ s, ω > 0


∣∣f(s, ω)∣∣ 6 aω−Nρ ,∣∣f(s, ω)∣∣ 6 b ω−(1+N−1ρ ) s1−ρ + c ω−(1+Nρ ) s−ρ ,
where a, b, c > 0 are three constants.
Fix γ ∈ (0, 1) and define δ := γ +N
ρ
∈
(
N
ρ
,
1 +N
ρ
)
. Then we have
∀ s, ω > 0 ∣∣f(s, ω)∣∣ 6 Lγ,ρ s−γ ω−δ ,
where Lγ,ρ := aK
γ
ρ > 0, with Kρ the unique positive solution of
aKρ − bK − c = 0 .
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Proof. Let g1, g2 : (0,+∞) × (0,+∞) −→ R defined by
g1(s, ω) := aω
−N
ρ , g2(s, ω) := b ω
−(1+N−1ρ ) s1−ρ + c ω−(1+
N
ρ ) s−ρ .
Now we fix ω > 0 and we define the function hω : (0,+∞) −→ R by
hω(s) := s
ρ
(
g1(s, ω)− g2(s, ω)
)
= aω−
N
ρ sρ − b ω−(1+N−1ρ ) s− c ω−(1+Nρ ) .
Then the point sω := Kρ ω
− 1
ρ , where Kρ is the unique positive solution of the equation
aKρ−bK−c = 0, is the unique positive solution of the equation hω(s) = 0. So g1(., ω) and
g2(., ω) intersect each other at the point sω and we have g1(., ω) 6 g2(., ω) for s ∈ (0, sω]
and g1(., ω) > g2(., ω) otherwise. Hence we obtain more precise estimates :
 ∀ s ∈ (0, sω]
∣∣f(s, ω)∣∣ 6 aω−Nρ = g1(s, ω) ,
∀ s ∈ [sω,+∞)
∣∣f(s, ω)∣∣ 6 b ω−(1+N−1ρ ) s1−ρ + c ω−(1+Nρ ) s−ρ = g2(s, ω) .
Now we seek a function g : (0,+∞) × (0,+∞) −→ R which is locally integrable with
respect to the variable s and which satisfies the following inequalities for any ω > 0 :{
∀ s ∈ (0, sω]
∣∣f(s, ω)∣∣ 6 g1(s, ω) 6 g(s, ω) ,
∀ s ∈ [sω,+∞)
∣∣f(s, ω)∣∣ 6 g2(s, ω) 6 g(s, ω) , (9)
Here we choose gγ,δ(s, ω) := Lγ,ρ s
−γω−δ, where Lγ,ρ, δ, γ > 0 must be clarified. To this
end, we require the following condition :
∀ω > 0 gγ,δ(sω, ω) = g1(sω, ω) = g2(sω, ω) ,
leading to
gγ,δ
(
Kρ ω
− 1
ρ , ω
)
= Lγ,ρK
−γ
ρ ω
γ
ρ
−δ = aω−
N
ρ .
Since this equality holds for all ω > 0, we obtain

Lγ,ρ = aK
γ
ρ
γ
ρ
− δ = −N
ρ
=⇒
{
Lγ,ρ = aK
γ
ρ
δ = ρ−1(γ +N)
.
Here we choose γ ∈ (0, 1) so that gγ,δ(., ω) : (0,+∞) −→ R is locally integrable with
respect to s; it follows δ = ρ−1(γ + N) ∈
(
N
ρ
,
1 +N
ρ
)
. To conclude, we have to check
the system of inequalities (9) :
• Case s 6 sω. We have
gγ,δ(s, ω) = aK
γ
ρ ω
−δ s−γ > aω
γ
ρ
−δ = aω−
N
ρ = g1(s, ω) ,
since
γ
ρ
− δ = −N
ρ
.
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• Case s > sω. Here, we want to show that g2(s, ω) 6 gγ,δ(s, ω), that is to say
sρ
(
gγ,δ(s, ω)− g2(s, ω)
)
= aK γρ ω
−δ sρ−γ − b ω−(1+N−1ρ ) s− c ω−(1+Nρ ) > 0 . (10)
We define the function kω : (0,+∞) −→ R by kω(s) := sρ
(
gγ,δ(s, ω)− g2(s, ω)
)
, and
we differentiate it,
(kω)
′(s) = aK γρ (ρ− γ)ω−δ sρ−γ−1 − b ω−(1+
N−1
ρ ) .
Since s > 0 and ρ > 2, (kω)
′ is an increasing function and vanishes at the point
s′ω =
(
b
aK
γ
ρ (ρ− γ)
) 1
ρ−γ−1
ω−
1
ρ .
Now we want to show the inequality : s′ω 6 sω. To this end, we observe that
0 6 bKρ (ρ− γ − 1) + (ρ− γ) c ,
because ρ > 2. Furthermore since Kρ satisfies aK
ρ
ρ − bKρ − c = 0, we obtain
bKρ
ρ− γ 6 bKρ + c = aK
ρ
ρ ⇐⇒
b
aK
γ
ρ (ρ− γ) 6 K
ρ−γ−1
ρ ,
and so
s′ω =
(
b
aK
γ
ρ (ρ− γ)
) 1
ρ−1−γ
ω
− 1
ρ 6 Kρ ω
− 1
ρ = sω .
Hence for all s > sω > s
′
ω, kω is an increasing function and
kω(s) > kω(sω) = s
ρ
ω
(
gγ,δ(sω, ω)− g2(sω, ω)
)
= 0 .
Hence inequality (10) is satisfied and gδ,γ(s, ω)− g2(s, ω) > 0.
Supposing that the amplitude is regular at pj , we derive a more precise estimate of
the remainder term related to pj from the two preceding results.
1.7 Theorem. Let N ∈ N\{0} and assume µj = 1 and ρj > 2 for a certain j ∈ {1, 2}.
Suppose that the functions ψ : [p1, p2] −→ R and U : (p1, p2) −→ C satisfy Assumption
(Pρ1,ρ2,N) and Assumption (Aµ1,µ2,N), respectively. Then the statement of Theorem 1.3 is
still true and, for γ ∈ (0, 1) and
δ :=
γ +N
ρ
∈
(
N
ρj
,
N + 1
ρj
)
,
we have a more precise estimate for the remainder term R
(j)
N (ω), namely,∣∣∣R(j)N (ω)∣∣∣ 6 Lγ,ρj ,N ∫ sj
0
s−γ
∣∣∣∣ dNdsN [νjkj] (s)
∣∣∣∣ ds ω−δ ,
for all ω > 0, where Lγ,ρj ,N > 0 is the constant given by Lemma 1.4 and Lemma 1.6.
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Proof. We have to check only the error estimate since the first four steps of the proof of
Theorem 1.3 remain valid with µj = 1.
Since Lemma 1.4 ensures that φ
(j)
N (., ω, ρj, 1) satisfies the assumptions of Lemma 1.6, we
obtain
∀ s ∈ (0, sj] ∀ω > 0
∣∣∣φ(j)N (s, ω, ρj, 1)∣∣∣ 6 Lγ,ρj ,N s−γ ω−δ ,
where γ, δ > 0 are defined as above and Lγ,ρj ,N > 0 is given in Lemma 1.6. Using the
expression of the remainder term from Theorem 1.3 and the preceding estimate leads to
the conclusion, namely,∣∣∣R(j)N (ω)∣∣∣ 6 ∫ sj
0
∣∣∣φ(j)N (s, ω, ρj, 1)∣∣∣
∣∣∣∣ dNdsN [νjkj](s)
∣∣∣∣ ds
6 Lγ,ρj ,N
∫ sj
0
s−γ
∣∣∣∣ dNdsN [νjkj](s)
∣∣∣∣ ds ω−δ .
And we observe that the decay rate of the remainder term R
(j)
N (ω) with respect to ω is
higher than the one of the highest term of the expansion A
(j)
N (ω).
2 Lossless error estimates
In order to motivate the results of this section, let us consider the following oscillatory
integral
I(ω, p2) =
∫ p2
p1
(p− p1)− 14 e−iω(p−p2)2 dp ,
with ω > 0 and p2 > p1; here p1 is a singularity of the amplitude of order µ1 =
3
4
and p0
a stationary point of order ρ2 = 2. By applying the results of the preceding section, we
obtain an asymptotic expansion of the above oscillatory integral, namely,∫ p2
p1
(p− p1)− 14 e−iω(p−p2)2 dp =
√
pi
2
e−i
pi
4 (p2 − p1)− 14 ω− 12
+
Γ
(
3
4
)
2
1
4
ei
3pi
8 e−iω(p2−p1)
2
(p2 − p1)− 14 ω− 34 +R(1)1 (ω, p2) +R(2)1 (ω, p2) ,
and for δ ∈ (3
4
, 1
)
, we have the following estimates for the remainders :
•
∣∣∣R(1)1 (ω, p2)∣∣∣ 6 ∫ 89 (p2−p1)2
0
s−
1
4
∣∣∣(ν1k1)′(s)∣∣∣ ds ω−1;
•
∣∣∣R(2)1 (ω, p2)∣∣∣ 6 Lγ,2,1 ∫ 23 (p2−p1)
0
s−γ
∣∣∣(ν2k2)′(s)∣∣∣ ds ω−δ.
On one hand, one can remark that I(ω, p2) is bounded by
3
4
(p2 − p1) 34 . On the other
hand, if p2 tends to p1 then the expansion of the integral blows up. This implies that this
20
expansion does not furnish a good approximation of I(ω, p2) for fixed ω > 0 when p2 is
too close to p1.
Moreover since the integral is bounded and the expansion blows up, the remainder tends
also to infinity when p2 tends to p1. Now let us note that the graphs of the smooth
cut-off functions νj compress when p2 tends to p1 implying the fact that the L
∞-norm of
(νj)
′ tends to infinity. This observation leads to the idea that the smooth cut-off function
contributes artificially to the blow-up of the remainder.
Hence the aim of this section is to provide lossless error estimate for the stationary phase
method by replacing the smooth cut-off function by a characteristic function.
We start by modifying slightly the functions ϕj and kj defined in the previous section
by changing only their domains of definition. We shall use the notations of the first section
and these new definitions will be used throughout this section.
Let p1, p2 be two finite real numbers such that p1 < p2, and choose q ∈ (p1, p2).
2.1 Definition. Let ψ : [p1, p2] −→ R and U : (p1, p2) −→ C be two functions satisfying
Assumption (Pρ1,ρ2,1) and Assumption (Aµ1,µ2,1), respectively.
i) For j = 1, 2, let ϕj : Ij −→ R be the functions defined by
ϕ1(p) :=
(
ψ(p)− ψ(p1)
) 1
ρ1 , ϕ2(p) :=
(
ψ(p2)− ψ(p)
) 1
ρ2 ,
with I1 := [p1, q], I2 := [q, p2] and s1 := ϕ1(q), s2 := ϕ2(q).
ii) For j = 1, 2, let kj : (0, sj] −→ C be the functions defined by
kj(s) := U
(
ϕ−1j (s)
)
s1−µj
(
ϕ−1j
)′
(s) ,
which can be extended to [0, sj] (see Proposition 5.2).
Now we state and prove a refinement of the version of the stationary phase method of
Erde´lyi which consists in replacing the smooth cut-off function by a characteristic function.
The hypotheses on the regularity of the phase and of the amplitude are weakened as
compared with Theorem 1.3, because we establish an expansion to one term only which
requires a single integration by parts.
2.2 Theorem. Let ρ1, ρ2 > 1 and µ1, µ2 ∈ (0, 1). Suppose that the functions ψ :
[p1, p2] −→ R and U : (p1, p2) −→ C satisfy Assumption (Pρ1,ρ2,1) and Assumption
(Aµ1,µ2,1), respectively.
Then for j = 1, 2, there are functions A(j), R
(j)
1 (., q), R
(j)
2 (., q) : (0,+∞) −→ C such that

∫ p2
p1
U(p) eiωψ(p) dp =
∑
j=1,2
(
A(j)(ω) +R
(j)
1 (ω, q) +R
(j)
2 (ω, q)
)
,
∣∣∣R(j)1 (ω, q)∣∣∣ 6 1ρj Γ
(
1
ρj
)∫ sj
0
sµj−1
∣∣(kj)′(s)∣∣ ds ω− 1ρj ,∣∣∣R(j)2 (ω, q)∣∣∣ 6 ρj − µjρj Γ
(
1
ρj
) ∣∣∣U(q) (ϕj)′(q)−1∣∣∣ϕj(q)−ρj ω−
(
1+ 1
ρj
)
,
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for all ω > 0 and for a fixed q ∈ (p1, p2), where
• A(j)(ω) := eiωψ(pj ) kj(0)Θ(j)(ρj , µj)ω−
µj
ρj ,
• R(j)1 (ω, q) := (−1)j eiωψ(pj )
∫ sj
0
φ(j)(s, ω, ρj, µj) (kj)
′(s) ds ,
• R(j)2 (ω, q) := (−1)j i
µj − ρj
ρj
eiωψ(pj ) kj(sj)
∫
Λ(j)(sj)
zµj−ρj−1e(−1)
j+1iωz
ρj
dz ω−1 ,
• Θ(j)(ρj, µj) := (−1)
j+1
ρj
Γ
(
µj
ρj
)
e
(−1)j+1ipi
2
µj
ρj ,
• φ(j)(s, ω, ρj, µj) := −
∫
Λ(j)(s)
zµj−1e(−1)
j+1iωz
ρj
dz .
2.3 Remark. Note that the quantities Θ(j)(ρj , µj) and φ
(j)(s, ω, ρj, µj) correspond to
Θ
(j)
1 (ρj , µj) and φ
(j)
1 (s, ω, ρj, µj), respectively, which are defined in Theorem 1.3. We have
removed the subscripts for simplicity.
Proof of Theorem 2.2. This proof follows the steps of the proof of Theorem 1.3. Hence
the steps which are identical will be only sketched and we shall focus on the new argu-
ments coming from the cutting-point q.
As previously, we shall note φ(j)(s, ω) instead of φ(j)(s, ω, ρj, µj) in the proof.
First step: Splitting of the integral. We fix a point q ∈ (p1, p2) and we split the integral
at this point, ∫ p2
p1
U(p) eiωψ(p) dp = I˜(1)(ω, q) + I˜(2)(ω, q) ,
where
I˜(1)(ω, q) :=
∫ q
p1
U(p) eiωψ(p) dp , I˜(2)(ω, q) :=
∫ p2
q
U(p) eiωψ(p) dp .
Second step: Substitution. Since ϕ1 : [p1, q] −→ [0, s1] is a C2-diffeomorphism, we obtain
by setting s = ϕ1(p),
I˜(1)(ω, q) = eiωψ(p1)
∫ s1
0
k1(s) s
µ1−1eiωs
ρ1
ds ,
where k1 is given in Definition 2.1. In a similar way, we obtain
I˜(2)(ω, q) = −eiωψ(p2)
∫ s2
0
k2(s) s
µ2−1e−iωs
ρ2
ds ,
with k2 defined above.
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Third step: Integration by parts. An integration by parts leads to
I˜(1)(ω, q) = φ(1)(s1, ω) k1(s1) e
iωψ(p1) − φ(1)(0, ω) k1(0) eiωψ(p1)
− eiωψ(p1)
∫ s1
0
φ(1)(s, ω) (k1)
′(s) ds ,
and similarly,
I˜(2)(ω, q) = φ(2)(0, ω) k2(0) e
iωψ(p2) − φ(2)(s2, ω) k2(s2) eiωψ(p2)
+ eiωψ(p2)
∫ s2
0
φ(2)(s, ω)(k2)
′(s) ds . (11)
Fourth step: Cancellation. The aim of this step is to simplify the difference:
φ(1)(s1, ω) k1(s1) e
iωψ(p1) − φ(2)(s2, ω) k2(s2) eiωψ(p2) . (12)
Since the two functions s 7−→ φ(j)(s, ω) are given by oscillatory integrals, we can expand
them with respect to ω and we shall show that the first terms cancel out.
Since s1 > 0, we note that the derivative of the function t 7−→
(
s1 + te
i pi
2ρ1
)ρ1
does not
vanish for all t > 0 and one can write
e
iω
(
s1+te
i pi2ρ1
)ρ1
= e
−i pi
2ρ1 (iωρ1)
−1
(
s1 + te
i pi
2ρ1
)1−ρ1 d
dt
[
e
iω
(
s1+te
i pi2ρ1
)ρ1]
.
Putting this equality in the definition of φ(1)(s1, ω) and carrying out an integration by
parts lead to
φ(1)(s1, ω) = −(iωρ1)−1
∫ +∞
0
(
s1 + te
i pi
2ρ1
)µ1−ρ1 d
dt
[
e
iω
(
s1+te
i pi2ρ1
)ρ1]
dt
= (iωρ1)
−1s
µ1−ρ1
1 e
iωs
ρ1
1
+
µ1 − ρ1
iωρ1
e
i pi
2ρ1
∫ +∞
0
(
s1 + te
i pi
2ρ1
)µ1−ρ1−1
e
iω
(
s1+te
i pi2ρ1
)ρ1
dt . (13)
We remark that the boundary term at infinity is 0; indeed, we observe that
s1 6
∣∣∣s1 + tei pi2ρ1 ∣∣∣ =⇒ s µ1−ρ11 > ∣∣∣s1 + tei pi2ρ1 ∣∣∣µ1−ρ1 ,
because µ1 6 ρ1, and by using Lemma 5.3, we obtain
∀ t > 0
∣∣∣∣∣
(
s1 + te
i pi
2ρ1
)µ1−ρ1
e
iω
(
s1+te
i pi2ρ1
)ρ1 ∣∣∣∣∣ 6 s µ1−ρ11 e−ωtρ1 −→ 0 , t→ +∞ .
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In a similar way, we have
φ(2)(s2, ω) = −(iωρ2)−1s µ2−ρ22 e−iωs
ρ2
2
− µ2 − ρ2
iωρ2
e
−i pi
2ρ2
∫ +∞
0
(
s2 + te
−i pi
2ρ2
)µ2−ρ2−1
e
−iω
(
s2+te
−i pi2ρ2
)ρ2
dt .
Furthermore, by the definitions of kj and sj := ϕj(q), we obtain
kj(sj) = U
(
ϕ−1j (sj)
)
s
1−µj
j (ϕ
−1
j )
′(sj) = U(q)ϕj(q)
1−µj (ϕj)
′(q)−1 .
Now we multiply the last expression in the case j = 1 by the expansion of φ(1)(s1, ω) given
by (13),
φ(1) (s1, ω)k1(s1) e
iωψ(p1) = (iωρ1)
−1 eiω(s
ρ1
1 +ψ(p1)) U(q)ϕ1(q)
1−ρ1 (ϕ1)
′(q)−1
− i µ1 − ρ1
ρ1
eiωψ(p1) e
i pi
2ρ1 k1(s1)
∫ +∞
0
(
s1 + te
i pi
2ρ1
)µ1−ρ1−1
e
iω
(
s1+te
i pi2ρ1
)ρ1
dt ω−1 .
(14)
The definition of ϕ1(q) gives ϕ1(q)
ρ1 = ψ(q)− ψ(p1) and by the regularity of ϕ1, one has
ρ1 (ϕ1)
′(q)ϕ1(q)
ρ1−1 =
d
dp
[
(ϕ1)
ρ1
]
(q) = ψ′(q) ,
simplifying the first term in (14); moreover the integral in (14) can be written as an
integral on the curve Λ(1)(s1) in the complex plane. These considerations lead to
φ(1)(s1, ω)k1(s1) e
iωψ(p1) = −iω−1 eiωψ(q) U(q)
ψ′(q)
− i µ1 − ρ1
ρ1
eiωψ(p1) k1(s1)
∫
Λ(1)(s1)
zµ1−ρ1−1eiωz
ρ1
dz ω−1 .
By similar calculations, we obtain
φ(2) (s2, ω)k2(s2) e
iωψ(p2) = −iω−1 eiωψ(q) U(q)
ψ′(q)
− i µ2 − ρ2
ρ2
eiωψ(p2) k2(s2)
∫
Λ(2)(s2)
zµ2−ρ2−1e−iωz
ρ2
dz ω−1 .
Hence we remark that the difference (12) is equal to
2∑
j=1
(−1)j i µj − ρj
ρj
eiωψ(pj ) kj(sj)
∫
Λ(j)(sj)
zµj−ρj−1 e(−1)
j+1iωz
ρj
dz ω−1 .
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Consequently, we are able to write the initial integral as follows,∫ p2
p1
U(p)eiωψ(p)dp = −φ(1)(0, ω) k1(0) eiωψ(p1) − eiωψ(p1)
∫ s1
0
φ(1)(s, ω)(k1)
′(s) ds
− i µ1 − ρ1
ρ1
eiωψ(p1) k1(s1)
∫
Λ(1)(s1)
zµ1−ρ1−1eiωz
ρ1
dz ω−1
+ φ(2)(0, ω) k2(0) e
iωψ(p2) + eiωψ(p2)
∫ s2
0
φ(2)(s, ω)(k2)
′(s) ds
+ i
µ2 − ρ2
ρ2
eiωψ(p2) k2(s2)
∫
Λ(2)(s2)
zµ2−ρ2−1e−iωz
ρ2
dz ω−1
=:
∑
j=1,2
(
A(j)(ω) +R
(j)
1 (ω, q) +R
(j)
2 (ω, q)
)
.
According to the fourth step of the proof of Theorem 1.3, we have
φ(j)(0, ω) = − 1
ρj
Γ
(
µj
ρj
)
e
(−1)j+1ipi
2
µj
ρj ω
−
µj
ρj =: (−1)j Θ(j)(ρj , µj)ω−
µj
ρj .
leading to the definition of A(j)(ω),
A(j)(ω) := (−1)j φ(j)(0, ω) kj(0) eiωψ(pj) = eiωψ(pj) kj(0)Θ(j)(ρj , µj)ω−
µj
ρj .
Fifth step: Remainder estimates. Using the last step of the proof of Theorem 1.3, we
obtain∣∣∣∣eiωψ(pj )
∫ sj
0
φ(j)(s, ω, ρj, µj) (kj)
′(s) ds
∣∣∣∣ 6 1ρj Γ
(
1
ρj
)∫ sj
0
sµj−1
∣∣(k1)′(s)∣∣ ds ω− 1ρj .
Now let us estimate R
(j)
2 (ω, q). We have∣∣∣∣∣i µj − ρjωρj eiωψ(pj) kj(sj) e(−1)
j+1i pi
2ρj
×
∫ +∞
0
(
sj + te
(−1)j+1i pi
2ρj
)µj−ρj−1
e
(−1)j+1iω
(
sj+te
(−1)j+1i pi2ρj
)ρj
dt
∣∣∣∣∣
6
ρj − µj
ρj
∣∣kj(sj)∣∣ω−1 s µj−ρj−1j ∫ +∞
0
∣∣∣∣∣∣e
(−1)j+1iω
(
sj+te
(−1)j+1i pi2ρj
)ρj ∣∣∣∣∣∣ dt (15)
6
ρj − µj
ρj
∣∣∣U(ϕ−1j (sj)) (ϕ−1j )′(sj)∣∣∣ s −ρjj ω−1 ∫ +∞
0
e−ωt
ρj
dt (16)
=
ρj − µj
ρj
Γ
(
1
ρj
) ∣∣U(q) (ϕj)′(q)−1∣∣ϕj(q)−ρj ω−
(
1+ 1
ρj
)
; (17)
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• (15): use the fact sj 6
∣∣∣sj + te(−1)j+1i pi2ρj ∣∣∣ ;
• (16): employ the definition of the function kj and Lemma 5.3 ;
• (17): use the equalities
∫ +∞
0
e−ωt
ρj
dt = Γ
(
1
ρj
)
ω
− 1
ρj and q = ϕ−1j (sj).
We remark finally that the decay rates of A(j)(ω), R
(j)
1 (ω, q) and R
(j)
2 (ω, q) are ω
−
µj
ρj , ω
− 1
ρj
and ω
−
(
1+ 1
ρj
)
, respectively. Thus the decay rates of the remainder related to pj and of
the remainder related to q are higher than the one of the first term related to pj . This
ends the proof.
For fixed q ∈ (p1, p2), we observe that R(j)2 (ω, q) (for j = 1, 2) is always negligible as
compared with A(j)(ω) when ω tends to infinity, even if µj = 1. Neverthless if µj = 1
then the decay rates of R
(j)
1 (ω, q) and A
(j)(ω) with respect to ω are the same. So we shall
use the ideas of the proof of Theorem 1.7 to obtain a better decay rate for R
(j)
1 (ω, q).
2.4 Theorem. Assume µj = 1 and ρj > 2 for a certain j ∈ {1, 2}. Suppose that the
functions ψ : [p1, p2] −→ R and U : (p1, p2) −→ C satisfy Assumption (Pρ1,ρ2,1) and
Assumption (Aµ1,µ2,1), respectively. Then the statement of Theorem 2.2 is still true and,
for γ ∈ (0, 1) and
δ :=
γ + 1
ρ
∈
(
1
ρj
,
2
ρj
)
,
we have a more precise estimate for the remainder term R
(j)
1 (ω, q), namely,
∀ω > 0
∣∣∣R(j)1 (ω, q)∣∣∣ 6 Lγ,ρj ∫ sj
0
s−γ
∣∣(kj)′(s)∣∣ ds ω−δ ,
where Lγ,ρj := Lγ,ρj ,1 > 0 with Lγ,ρj ,1 is given in Theorem 1.7.
Proof. We obtain the above estimate by following the lines of the proof of Theorem
1.7.
3 Approaching stationary points and amplitude sin-
gularities: the first and error term between blow-
up and decay
In this section, we consider a family of oscillatory integrals with respect to a large
parameter ω. In view of applications to the solution formula of the free Schro¨dinger
equation, we suppose that the phase function is a polynomial of degree 2 and has its sta-
tionary point p0 inside (p1, p2), which contains the support of the amplitude. We suppose
in addition that the amplitude has a singularity at p1, the left endpoint of the integration
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interval.
The aim of this section is to furnish remainder estimates with explicit blow-up and to
exploit this in order to find curves in the parameter space on which blow-up and decay
balance out.
In the first result, we split the integral at the stationary point and then we expand
the two new integrals by using the results of the previous section.
3.1 Theorem. Let p1 < p2 be two finite real numbers. Let p0 ∈ (p1, p2) and c ∈ R be two
parameters and define ψ : [p1, p2] −→ R by
ψ(p) := −(p− p0)2 + c .
Define the following integrals for all ω > 0,
I(1)(ω, p0) :=
∫ p0
p1
U(p) eiωψ(p) dp , I(2)(ω, p0) :=
∫ p2
p0
U(p) eiωψ(p) dp ,
where U satisfies Assumption (Aµ,1,1) on [p1, p2] with µ ∈ (0, 1), and U(p2) = 0. Let us
define H˜(ω, ψ, U) and K˜µ(ω, ψ, U) as follows,
H˜(ω, ψ, U) :=
√
pi e−i
pi
4 eiωc u˜(p0) , K˜µ(ω, ψ, U) :=
Γ(µ)
2µ
ei
piµ
2 eiωψ(p1) u˜(p1) .
Then
• we have∣∣∣I(1)(ω, p0) − K˜µ(ω, ψ, U) (p0 − p1)−µ ω−µ− 1
2
H˜(ω, ψ, U) (p0 − p1)µ−1 ω− 12
∣∣∣
6
6∑
k=1
R
(1)
k (U) (p0 − p1)−α
(1)
k ω−β
(1)
k ,
where the constants R
(1)
k (U) > 0 and the exponents α
(1)
k ∈ R, β(1)k > 0 are given in
the proof ;
• we have
∣∣∣I(2)(ω, p0) − 1
2
H˜(ω, ψ, U) (p0 − p1)µ−1 ω− 12
∣∣∣ 6 2∑
k=1
R
(2)
k (U) (p0 − p1)−α
(2)
k ω−β
(2)
k ,
where the constants R
(2)
k (U) > 0 and the exponents α
(2)
k ∈ R, β(2)k > 0 are given in
the proof.
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Proof. Study of I(1)(ω, p0). For all p ∈ [p1, p0], we have
ψ′(p) = 2(p0 − p) .
By setting ψ˜ := 2, we observe that ψ verifies Assumption (P1,2,N) on [p1, p0], for all N > 1.
Then Theorem 2.2 is applicable. Here we choose q := q(p0) = p1 +
p0−p1
2
= p0 − p0−p12 for
simplicity. Then we obtain
I(1)(ω, p0) =
∑
j=1,2
(
A(j)(ω, p0) +R
(j)
1 (ω, p0) +R
(j)
2 (ω, p0)
)
,
with
• A(1)(ω, p0) = eiωψ(p1) k1(0)Θ(1)(1, µ)ω−µ = Γ(µ) ei
piµ
2 eiωψ(p1) k1(0)ω
−µ ,
• A(2)(ω, p0) = eiωψ(p0) k2(0)Θ(2)(2, 1)ω− 12 = −
√
pi
2
e−i
pi
4 eiωψ(p0) k2(0)ω
− 1
2 .
To compute the values of k1(0) and k2(0), let us study the functions (ϕ
−1
1 )
′ and (ϕ−12 )
′.
On the one hand, we obtain by the simple definition of ϕ1,
ϕ1(p) = ψ(p)− ψ(p1) =⇒ (ϕ1)′(p) = ψ′(p) = 2(p0 − p) , (18)
for all p ∈ [p1, q]. On the other hand, by the definition of ϕ2 and the expression of ψ, one
has
ϕ2(p) =
(
ψ(p0)− ψ(p)
) 1
2 = (p0 − p) ,
for every p ∈ [q, p0]. So (ϕ−12 )′(s) = −1 and (ϕ−12 )′′(s) = 0 for all s ∈ [0, s2]. Then
it is possible to compute k1(0) by using the representation of k1 given in the proof of
Proposition 5.2,
k1(s) =
(∫ 1
0
(ϕ−11 )
′(sy) dy
)µ−1
u˜
(
ϕ−11 (s)
)
(ϕ−11 )
′(s) (19)
−→
s−→0+
(ϕ−11 )
′(0)µ u˜
(
ϕ−11 (0)
)
= ψ′(p1)
−µ u˜(p1) =
(
2(p0 − p1)
)−µ
u˜(p1) .
The calculation of k2(0) is easier than above since p0 is a regular point of the amplitude :
k2(s) = U
(
ϕ−12 (s)
)
(ϕ−12 )
′(s) = −U(ϕ−12 (s)) −→
s−→0+
−U(p0) = −(p0 − p1)µ−1 u˜(p0) .
Therefore we obtain
• A(1)(ω, p0) = Γ(µ)
2µ
ei
piµ
2 eiωψ(p1) u˜(p1) (p0 − p1)−µ ω−µ ,
• A(2)(ω, p0) =
√
pi
2
e−i
pi
4 eiωc u˜(p0) (p0 − p1)µ−1 ω− 12 .
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Now let us control precisely the remainder terms. To do so, we have to study the
functions kj and ϕj . Firstly, employing the equalities
1
2
(p0 − p1) = p0 − q = q − p1 and
(18) leads to
(p0 − p1) = 2(p0 − q) 6 (ϕ1)′(p) 6 2(p0 − p1) , (20)
for all p ∈ [p1, q]. It follows
∀ s ∈ [0, s1]
(
2(p0 − p1)
)−1
6 (ϕ−11 )
′(s) 6 (p0 − p1)−1 .
Moreover by the equality (ϕ−11 )
′′(s) = −(ϕ1)′′
(
ϕ−11 (s)
)
(ϕ−11 )
′(s)3, we have
∀ s ∈ [0, s1] (ϕ−11 )′′(s) = 2 (ϕ−11 )′(s)3 6 2 (p0 − p1)−3 .
Then it is possible compute the value of s1 by using its definition,
s1 = ϕ1(q) = ψ(q)− ψ(p0) = 3
4
(p0 − p1)2 6 (p0 − p1)2 . (21)
Concerning s2, we have
s2 = ϕ2(q) = (p0 − q) = 1
2
(p0 − p1) 6 p0 − p1 . (22)
Now we study the functions kj. For this purpose, we shall use the expression of k1 given
in (19). Since ψ satisfies Assumption (P1,2,N) on [p1, p0] for all N > 1, it follows that ϕ1
is a CN+1-diffeomorphism by Proposition 5.1. Thus one has the ability to differentiate
under the integral sign the function s 7−→
∫ 1
0
(ϕ−11 )
′(sy)dy. Hence for all s ∈ [0, s1],
(k1)
′(s) =(µ− 1)
(∫ 1
0
y (ϕ−11 )
′′(sy) dy
)(∫ 1
0
(ϕ−11 )
′(sy) dy
)µ−2
u˜
(
ϕ−11 (s)
)
(ϕ−11 )
′(s)
+
(∫ 1
0
(ϕ−11 )
′(sy) dy
)µ−1
u˜′
(
ϕ−11 (s)
)
(ϕ−11 )
′(s)2
+
(∫ 1
0
(ϕ−11 )
′(sy) dy
)µ−1
u˜
(
ϕ−11 (s)
)
(ϕ−11 )
′′(s) .
In consequence, we obtain the following estimate:
∥∥(k1)′∥∥L∞(0,s1) 6 1− µ2 2 (p0 − p1)−3 (2(p0 − p1))2−µ ‖u˜‖L∞(p1,p2) (p0 − p1)−1
+
(
2(p0 − p1)
)1−µ ‖u˜′‖L∞(p1,p2) (p0 − p1)−2
+
(
2(p0 − p1)
)1−µ‖u˜‖L∞(p1,p2) 2(p0 − p1)−3
6 21−µ ‖u˜‖W 1,∞(p1,p2)
(
2(2− µ)(p0 − p1)−(2+µ) + (p0 − p1)−(1+µ)
)
. (23)
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As above, we study the function k2 by employing its definition. We differentiate k2 by
using the fact that U(p) = (p− p1)µ−1u˜(p),
(k2)
′(s) =
(
(µ− 1)(ϕ−12 (s)− p1)µ−2 u˜(ϕ−12 (s))+ (ϕ−12 (s)− p1)µ−1 u˜′(ϕ−12 (s)))(ϕ−12 )′(s)2 ,
for all s ∈ [0, s2]. We employ the fact that ϕ−12 (s) ∈ [q, p2] for any s ∈ [0, s2] and the
equality (ϕ−12 )
′(s) = −1 to obtain∥∥(k2)′∥∥L∞(0,s2) 6 ((1− µ) 22−µ(p0 − p1)µ−2 ‖u˜‖L∞(p1,p2) + 21−µ(p0 − p1)µ−1‖u˜′‖L∞(p1,p2))
6 21−µ ‖u˜‖W 1,∞(p1,p2)
(
2(1− µ)(p0 − p1)µ−2 + (p0 − p1)µ−1
)
. (24)
These considerations permit to estimate the four remainders.
• Estimate of R(1)1 (ω, p0). Theorem 2.2 furnishes an estimate of R(1)(ω, p0). We com-
bine it with the estimates of (k1)
′ given in (23) and s1 given in (21):∣∣∣R(1)1 (ω, p0)∣∣∣ 6 ∫ s1
0
sµ−1
∣∣(k1)′(s)∣∣ ds ω−1
6
1
µ
s
µ
1
∥∥(k1)′∥∥L∞(0,s1) ω−1
6
21−µ
µ
‖u˜‖W 1,∞(p1,p2)
(
2(2− µ)(p0 − p1)µ−2 + (p0 − p1)µ−1
)
ω−1
=: R
(1)
1 (U) (p0 − p1)−α
(1)
1 ω−β
(1)
1 +R
(1)
2 (U) (p0 − p1)−α
(1)
2 ω−β
(1)
2 , (25)
where
• R(1)1 (U) :=
22−µ
µ
(2− µ) ‖u˜‖W 1,∞(p1,p2) , R(1)2 (U) :=
21−µ
µ
‖u˜‖W 1,∞(p1,p2) ,
• α(1)1 := 2− µ , α(1)2 := 1− µ , β(1)1 = β(1)2 := 1 .
• Estimate of R(1)2 (ω, p0). The estimate of R(1)2 (ω, p0) from Theorem 2.2 provides∣∣∣R(1)2 (ω, p0)∣∣∣ 6 (1− µ) ∣∣U(q) (ϕ1)′(q)−1∣∣ ϕ1(q)−1 ω−2
6
1− µ
2µ−1
‖u˜‖L∞(p1,p2)(p0 − p1)µ−1 (p0 − p1)−1
(
3
4
(p0 − p1)2
)−1
ω−2
= (1− µ) 2
3−µ
3
‖u˜‖L∞(p1,p2) (p0 − p1)µ−4 ω−2
=: R
(1)
3 (U) (p0 − p1)−α
(1)
3 ω−β
(1)
3 , (26)
where the definition of U , inequality (20) and the value of s1 given in (21) were
used. We have defined
• R(1)3 (U) := (1− µ)
23−µ
3
‖u˜‖L∞(p1,p2) ,
• α(1)3 := 4− µ , β(1)3 := 2 .
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• Estimate of R(2)1 (ω, p0). Here µ2 = 1, so we have to employ the estimate ofR(2)1 (ω, p0)
provided by Theorem 2.4,∣∣∣R(2)1 (ω, p0)∣∣∣ 6 Lγ,2 ∫ s2
0
s−γ
∣∣(k2)′(s)∣∣ ds ω−δ
6
Lγ,2
1− γ s
1−γ
2
∥∥(k2)′∥∥L∞(0,s2) ω−δ
6
Lγ,2
1− γ 2
1−µ ‖u˜‖W 1,∞(p1,p2)
(
2(1− µ)(p0 − p1)µ−1−γ + (p0 − p1)µ−γ
)
ω−δ
=: R
(1)
4 (U) (p0 − p1)−α
(1)
4 ω−β
(1)
4 +R
(1)
5 (U) (p0 − p1)−α
(1)
5 ω−β
(1)
5 ,
(27)
where the last inequality was obtained by using (22) and (24). Here the parameter
δ is arbitrarily chosen in
(
1
2
, 1
)
, and the parameter γ ∈ (0, 1) is given by γ = 2δ−1.
We have defined
• R(1)4 (U) :=
Lγ,2
1− γ 2
2−µ (1− µ) ‖u˜‖W 1,∞(p1,p2) , R(1)5 (U) :=
Lγ,2
1− γ 2
1−µ ‖u˜‖W 1,∞(p1,p2) ,
• α(1)4 := −µ+ 1 + γ , α(1)5 := γ − µ , β(1)4 = β(1)5 := δ .
• Estimate of R(2)2 (ω, p0). We employ Theorem 2.2 once again to control R(2)2 (ω, p0).
The definition of U , the relation (ϕ−12 )
′ = −1 and the value of s2 given in (22) lead
to ∣∣∣R(2)2 (ω, p0)∣∣∣ 6 12 Γ
(
1
2
) ∣∣U(q) (ϕ2)′(q)−1∣∣ ϕ2(q)−2 ω− 32
6
√
pi
2µ
‖u˜‖L∞(p1,p2) (p0 − p1)µ−1
(
2−1(p0 − p1)
)−2
ω−
3
2
=
√
pi
2µ−2
‖u˜‖L∞(p1,p2)(p0 − p1)µ−3 ω−
3
2
=: R
(1)
6 (U) (p0 − p1)−α
(1)
6 ω−β
(1)
6 , (28)
where
• R(1)6 (U) :=
√
pi
2µ−2
‖u˜‖L∞(p1,p2) ,
• α(1)6 := 3− µ , β(1)6 :=
3
2
.
Study of I(2)(ω, p0). Firstly we remark that ψ
′ is negative for all p ∈ [p0, p2]. To apply
Theorem 2.2, we make the change of variables p 7→ −p in order to have an increasing
phase. We obtain
I(2)(ω, p0) =
∫ p2
p0
U(p)eiωψ(p) dp =
∫ pˇ0
pˇ2
Uˇ(p)eiωψ˘(p) dp ,
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where we put Uˇ(p) := U(−p), ψˇ(p) := ψ(−p), pˇ0 := −p0 and pˇ2 := −p2.
Thanks to this substitution, ψˇ is now an increasing function that satisfies Assumption
(P1,2,N) on [pˇ2, pˇ0], for all N > 1, and by hypothesis Uˇ verifies (A1,1,1) on [pˇ2, pˇ0]. Further-
more we remark that pˇ2 is not a singularity of the amplitude and not a stationary point.
This observation indicates the non-necessity of a cutting-point. Hence, in the notations
of Theorem 2.2, we employ only the expansion of the integral I˜(2)(ω, p0) with p2 = pˇ0 and
q = pˇ2. So we obtain from (11),
I(2)(ω, p0) = φ
(2)(0, ω, 2, 1) k2(0) e
iωψˇ(pˇ0) − φ(2)(s2, ω, 2, 1) k2(s2) eiωψˇ(pˇ0)
+ eiωψˇ(pˇ0)
∫ s2
0
φ(2)(s, ω, 2, 1)(k2)
′(s) ds .
Let us clarify the first terms by studying the function ϕ2. The definition of ϕ2 and the
expression of ψ yield
ϕ2(p) =
(
ψˇ(pˇ0)− ψˇ(p)
) 1
2 = pˇ0 − p ,
for all p ∈ [pˇ2, pˇ0]. It follows that (ϕ2)′(p) = (ϕ−12 )′(s) = −1, and by the definition of k2,
we obtain
k2(s) = Uˇ
(
ϕ−12 (s)
)
(ϕ−12 )
′(s) = −Uˇ(ϕ−12 (s)) .
Since ϕ2(pˇ0) = 0 and ϕ2(pˇ2) = s2, we have k2(0) = −Uˇ(pˇ0) = −U(p0) and k2(s2) =
−U(p2) = 0, by the hypothesis on U .
Combining this with the expression of Θ(2)(2, 1) coming from Theorem 2.2, we obtain
I(2)(ω, p0) =
√
pi
2
e−i
pi
4 eiωψ(p0) u˜(p0) (p0 − p1)µ−1 ω− 12
+ eiωψ(p0)
∫ s2
0
φ(2)(s, ω, 2, 1)(k2)
′(s) ds .
As in the preceding step, let us estimate the remainder term. Firstly, we bound the
number s2 as follows:
s2 = pˇ0 − pˇ2 = p2 − p0 6 p2 − p1 .
Now we establish an estimate of the first derivative of k2. By the definition of this function
and by the fact that (ϕ−12 )
′ = −1, we have
(k2)
′(s) = (1− µ) (pˇ1 − ϕ−12 (s))µ−2 ˇ˜u (ϕ−12 (s))+ (pˇ1 − ϕ−12 (s))µ−1 (ˇ˜u)′ (ϕ−12 (s)) ,
where pˇ1 := −p1. Since ϕ−12 (s) ∈ [pˇ2, pˇ0], it follows∥∥(k2)′∥∥L∞(0,s2) 6 ((1− µ)(p0 − p1)µ−2 + (p0 − p1)µ−1) ‖u˜‖W 1,∞(p1,p2) .
Combine this inequality with the estimate of the remainder given in Theorem 2.2 to obtain∣∣∣R(2)1 (ω, p0)∣∣∣ 6 Lγ,21− γ (p2 − p1)1−γ ‖u˜‖W 1,∞(p1,p2)
× ((1− µ)(p0 − p1)µ−2 + (p0 − p1)µ−1)ω−δ
=: R
(2)
1 (U) (p0 − p1)−α
(2)
1 ω−β
(2)
1 +R
(2)
2 (U) (p0 − p1)−α
(2)
2 ω−β
(2)
2 , (29)
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where γ and δ are defined above. We have defined
• R(2)1 (U) :=
Lγ,2
1− γ (1− µ) (p2 − p1)
1−γ ‖u˜‖W 1,∞(p1,p2) ,
R
(2)
2 (U) :=
Lγ,2
1− γ (p2 − p1)
1−γ ‖u˜‖W 1,∞(p1,p2) ,
• α(2)1 := 2− µ , α(2)2 := 1− µ , β(2)1 = β(2)2 := δ .
Employing the preceding result, we derive asymptotic expansions of the oscillatory in-
tegral with explicit error estimates. We distinguish three cases depending on the strenght
of the singularity for readability.
3.2 Corollary. Under the assumptions of Theorem 3.1, let us define H˜(ω, ψ, U) and
K˜(ω, ψ, U) as follows,
H˜(ω, ψ, U) :=
√
pi e−i
pi
4 eiωc u˜(p0) , K˜µ(ω, ψ, U) :=
Γ(µ)
2µ
ei
piµ
2 eiωψ(p1) u˜(p1) .
Then we have
• Case µ > 1
2
:∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp− H˜(ω, ψ, U) (p0 − p1)µ−1 ω− 12
∣∣∣∣ 6 9∑
k=1
R˜
(1)
k (U) (p0−p1)−α˜
(1)
k ω−β˜
(1)
k ,
where the constants R˜
(1)
k (U) > 0 and the exponents α˜
(1)
k ∈ R, β˜(1)k > 12 are given in
the proof ;
• Case µ = 1
2
:∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp−
(
H˜(ω, ψ, U) + K˜µ(ω, ψ, U)
)
(p0 − p1)− 12 ω− 12
∣∣∣∣
6
8∑
k=1
R˜
(2)
k (U) (p0 − p1)−α˜
(2)
k ω−β˜
(2)
k ,
where the constants R˜
(2)
k (U) > 0 and the exponents α˜
(2)
k ∈ R, β˜(2)k > 12 are given in
the proof ;
• Case µ < 1
2
:∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp− K˜µ(ω, ψ, U) (p0 − p1)−µ ω−µ
∣∣∣∣ 6 9∑
k=1
R˜
(3)
k (U) (p0−p1)−α˜
(3)
k ω−β˜
(3)
k ,
where the constants R˜
(3)
k (U) > 0 and the exponents α˜
(3)
k ∈ R, β˜(3)k > µ are given in
the proof.
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Proof. This result is a direct consequence of Theorem 3.1. We start by splitting the
integral as follows,∫ p2
p1
U(p) eiωψ(p) dp =
∫ p0
p1
. . . +
∫ p2
p0
. . . =: I(1)(ω, p0) + I
(2)(ω, p0) .
Then we apply Theorem 3.1 by distinguishing the three following cases :
• Case µ > 1
2
:
∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp− H˜(ω, ψ, U) (p0 − p1)µ−1 ω− 12
∣∣∣∣
=
∣∣∣∣
∫ p0
p1
U(p) eiωψ(p) dp− 1
2
H˜(ω, ψ, U) (p0 − p1)µ−1 ω− 12
+
∫ p2
p0
U(p) eiωψ(p) dp− 1
2
H˜(ω, ψ, U) (p0 − p1)µ−1 ω− 12
∣∣∣∣
6
∣∣∣K˜µ(ω, ψ, U) (p0 − p1)−µ ω−µ∣∣∣ + 6∑
k=1
R
(1)
k (U) (p0 − p1)−α
(1)
k ω−β
(1)
k
+
2∑
k=1
R
(2)
k (U) (p0 − p1)−α
(2)
k ω−β
(2)
k
6
Γ(µ)
2µ
‖u˜‖L∞(p1,p2) (p0 − p1)−µ ω−µ +
6∑
k=1
R
(1)
k (U) (p0 − p1)−α
(1)
k ω−β
(1)
k
+
2∑
k=1
R
(2)
k (U) (p0 − p1)−α
(2)
k ω−β
(2)
k
=:
9∑
k=1
R˜
(1)
k (U) (p0 − p1)−α˜
(1)
k ω−β˜
(1)
k ,
where
• R˜(1)1 (U) :=
Γ(µ)
2µ
‖u˜‖L∞(p1,p2) , α˜
(1)
1 := µ , β˜
(1)
1 := µ ;
• R˜(1)k+1(U) := R(1)k (U) , α˜(1)k+1 := α(1)k , β˜(1)k+1 := β(1)k k = 1, . . . , 6 ;
• R˜(1)k+7(U) := R(2)k (U) , α˜(1)k+7 := α(2)k , β˜(1)k+7 := β(2)k k = 1, 2 .
One can check that each β˜
(1)
k is strictly larger than
1
2
, ensuring that the decay rate
of each remainder term is higher than ω−
1
2 .
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• Case µ = 1
2
:
∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp−
(
H˜(ω, ψ, U) + K˜ 1
2
(ω, ψ, U)
)
(p0 − p1)µ−1 ω− 12
∣∣∣∣
=
∣∣∣∣
∫ p0
p1
U(p) eiωψ(p) dp−
(
1
2
H˜(ω, ψ, U) + K˜ 1
2
(ω, ψ, U)
)
(p0 − p1)µ−1 ω− 12
+
∫ p2
p0
U(p) eiωψ(p) dp− 1
2
H˜(ω, ψ, U) (p0 − p1)µ−1 ω− 12
∣∣∣∣
6
6∑
k=1
R
(1)
k (U) (p0 − p1)−α
(1)
k ω−β
(1)
k +
2∑
k=1
R
(2)
k (U) (p0 − p1)−α
(2)
k ω−β
(2)
k
=:
8∑
k=1
R˜
(2)
k (U) (p0 − p1)−α˜
(2)
k ω−β˜
(2)
k ,
where
• R˜(2)k (U) := R(1)k (U) , α˜(2)k := α(1)k , β˜(2)k := β(1)k k = 1, . . . , 6 ;
• R˜(2)k+6(U) := R(2)k (U) , α˜(2)k+6 := α(2)k , β˜(2)k+6 := β(2)k k = 1, 2 .
As above, we have β˜
(2)
k >
1
2
.
• Case µ < 1
2
:
∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp− K˜µ(ω, ψ, U) (p0 − p1)−µ ω−µ
∣∣∣∣
=
∣∣∣∣
∫ p0
p1
U(p) eiωψ(p) dp− K˜µ(ω, ψ, U) (p0 − p1)−µ ω−µ +
∫ p2
p0
U(p) eiωψ(p) dp
∣∣∣∣
6
∣∣∣∣12 H˜(ω, ψ, U)(p0 − p1)µ−1 ω− 12
∣∣∣∣ + 6∑
k=1
R
(1)
k (U) (p0 − p1)−α
(1)
k ω−β
(1)
k
+
∣∣∣∣12 H˜(ω, ψ, U) (p0 − p1)µ−1 ω− 12
∣∣∣∣+ 2∑
k=1
R
(2)
k (U) (p0 − p1)−α
(2)
k ω−β
(2)
k
6
√
pi ‖u˜‖L∞(p1,p2) (p0 − p1)µ−1 ω−
1
2
+
6∑
k=1
R
(1)
k (U) (p0 − p1)−α
(1)
k ω−β
(1)
k +
2∑
k=1
R
(2)
k (U) (p0 − p1)−α
(2)
k ω−β
(2)
k
=:
9∑
k=1
R˜
(3)
k (U) (p0 − p1)−α˜
(3)
k ω−β˜
(3)
k ,
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where
• R˜(3)1 (U) :=
√
pi ‖u˜‖L∞(p1,p2) , α˜
(3)
1 := 1− µ , β˜(3)1 :=
1
2
;
• R˜(3)k+1(U) := R(1)k (U) , α˜(3)k+1 := α(1)k , β˜(3)k+1 := β(1)k k = 1, . . . , 6 ;
• R˜(3)k+7(U) := R(2)k (U) , α˜(3)k+7 := α(2)k , β˜(3)k+7 := β(2)k k = 1, 2 .
Here we note that β˜
(3)
5 = β˜
(3)
6 = δ. So we can choose δ ∈
(
1
2
, 1
)
so that δ > µ and
thanks to that, every β˜
(3)
k are strictly larger than µ.
3.3 Remark. Looking carefully to the value of each α˜
(j)
k , we note that only α˜
(1)
6 = α˜
(2)
5 =
α˜
(3)
6 = α
(1)
5 = γ − µ can be negative. To prevent this situation, we can choose δ ∈
(
1
2
, 1
)
so that γ − µ > 0, namely δ > µ+1
2
. This will be useful to simplify slightly the proof in
Theorems 4.2 and 4.7, and Corollary 4.5.
From the previous corollary, we observe that the blow-up of the asymptotic expansion
comes from the terms (p0−p1)−α˜
(j)
k . This motivates the idea of considering p0 approaching
p1 with a certain convergence speed, described by the parameter ε > 0, when the large
parameter ω tends to infinity, as for example p0 − p1 = ω−ε. This procedure modifies the
decay rates of the asymptotic expansion of the integral. We shall exploit the idea that
below a certain threshold, the convergence speed is sufficiently slow so that the decay
with respect to ω compensates the blow-up. Thus the proof consists in finding the values
of ε > 0 for which the decay rate of the remainder is strictly larger than the one of the
first term. This leads to asymptotic expansions on curves in the space of the parameters.
3.4 Theorem. Let ε ∈ (0, 1
2
)
and suppose that p0 := p1+ω
−ε for ω > (p2−p1)− 1ε . Then
under the assumptions of Theorem 3.1 and with the notations of Corollary 3.2, we have
• Case µ > 1
2
:
∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp− H˜(ω, ψ, U)ω− 12+ε(1−µ)
∣∣∣∣ 6 9∑
k=1
R˜
(1)
k (U)ω
−β˜
(1)
k
+ε α˜
(1)
k ,
where max
k∈{1,...,9}
{
−β˜(1)k + ε α˜(1)k
}
< −1
2
+ ε(1− µ) ;
• Case µ = 1
2
:
∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp−
(
H˜(ω, ψ, U) + K˜µ(ω, ψ, U)
)
ω−
1
2
+ 1
2
ε
∣∣∣∣ 6 8∑
k=1
R˜
(2)
k (U)ω
−β˜
(2)
k
+ε α˜
(2)
k ,
where max
k∈{1,...,8}
{
−β˜(2)k + ε α˜(2)k
}
< −1
2
+
1
2
ε ;
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• Case µ < 1
2
:
∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp− K˜µ(ω, ψ, U)ω−µ+εµ
∣∣∣∣ 6 9∑
k=1
R˜
(3)
k (U)ω
−β˜
(3)
k
+ε α˜
(3)
k ,
where max
k∈{1,...,9}
{
−β˜(3)k + ε α˜(3)k
}
< −µ + εµ .
Proof. First of all, note that I(1)(ω, p0) and I
(2)(ω, p0) are well-defined since the hypothesis
ω > (p2 − p1)− 1ε implies p0 ∈ (p1, p2). Now we replace p0 − p1 by ω−ε in the estimates
of Corollary 3.2 and we compare the decay rates of the expansion with those of the
remainder. In the following, we choose the parameter δ ∈ (1
2
, 1
)
in such way that we have
δ > 1
2
+ ε and δ > µ.
• Case µ > 1
2
: here we have
H˜(ω, ψ, U) (p0 − p1)µ−1 ω− 12 = H˜(ω, ψ, U)ω− 12+ε(1−µ) .
We note that the modulus of the coefficient H˜(ω, p0, U) can be bounded from above
and below by a non-zero constant when ω is sufficiently large, due to the hypothesis
u˜(p1) 6= 0. It follows that this coefficient does not influence the decay and so the
expansion behaves like ω−
1
2
+ε(1−µ) when ω tends to infinity.
To compare the decay rates of the expansion and of the remainder, it is sufficient
to compare the exponents of ω. Putting ω−ε = p0 − p1 in (25), (26), (27), (28) and
(29), we obtain new decay rates for the remainder terms and the exponents have to
be less than −1
2
+ ε(1− µ). This leads to the following system of inequalities :

−1
2
+ ε(1− µ) > −µ + εµ (30a)
−1
2
+ ε(1− µ) > −1 + ε(2− µ) (30b)
−1
2
+ ε(1− µ) > −1 + ε(1− µ) (30c)
−1
2
+ ε(1− µ) > −2 + ε(4− µ) (30d)
−1
2
+ ε(1− µ) > −δ + ε(1 + γ − µ) (30e)
−1
2
+ ε(1− µ) > −δ + ε(γ − µ) (30f)
−1
2
+ ε(1− µ) > −3
2
+ ε(3− µ) (30g)
−1
2
+ ε(1− µ) > −δ + ε(1− µ) (30h)
−1
2
+ ε(1− µ) > −δ + ε(2− µ) (30i)
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– Inequalities (30a), (30b), (30d), (30e), (30g). These inequalities are satisfied
because they are equivalent to ε < 1
2
, which is true by hypothesis. Note that
we used the relation γ = 2δ − 1 to study (30e).
– Inequality (30c). This inequality is equivalent to 1
2
< 1 which is clearly true.
– Inequality (30f). This inequality is equivalent to δ−1
2
> ε(γ−1). By hypothesis,
we have δ > 1
2
, ε > 0 and γ < 1. So (30f) is satisfied.
– Inequality (30h). This inequality is true because δ > 1
2
by hypothesis.
– Inequality (30i). We have supposed that ε < δ− 1
2
, which is equivalent to (30i).
The latter is then satisfied.
• Case µ = 1
2
: in this situation,
(
H˜(ω, ψ, U)+K˜ 1
2
(ω, ψ, U)
)
(p0−p1)− 12 ω− 12 =
(
H˜(ω, p0, U)+K˜ 1
2
(ω, p0, U)
)
ω−
1
2
+ 1
2
ε .
As explained above, the expansion behaves like ω−
1
2
+ 1
2
ε when ω tends to infinity.
Here the decay rates of the remainder have to be faster than ω−
1
2
+ 1
2
ε. So we have
to check the new system of inequalities,

−1
2
+
1
2
ε > −1 + 3
2
ε (31a)
−1
2
+
1
2
ε > −1 + 1
2
ε (31b)
−1
2
+
1
2
ε > −2 + 7
2
ε (31c)
−1
2
+
1
2
ε > −δ +
(
1
2
+ γ
)
ε (31d)
−1
2
+
1
2
ε > −δ +
(
γ − 1
2
)
ε (31e)
−1
2
+
1
2
ε > −3
2
+
5
2
ε (31f)
−1
2
+
1
2
ε > −δ + 1
2
ε (31g)
−1
2
+
1
2
ε > −δ + 3
2
ε (31h)
– Inequalities (31a), (31c), (31d), (31f). These inequalities are satisfied because
they are equivalent to ε < 1
2
. The relation γ = 2δ − 1 is used to study (31d).
– Inequality (31b). This inequality is equivalent to 1
2
< 1 which is clearly true.
– Inequality (31e). Similar to inequality (30f).
– Inequality (31g). True because δ > 1
2
by hypothesis.
– Inequality (31h). Equivalent to ε < δ − 1
2
, which is true.
38
• Case µ < 1
2
: following the steps of the two preceding cases, we obtain
K˜µ(ω, ψ, U) (p0 − p1)−µ ω−µ = Kµ(ω, ψ, U)ω−µ+εµ ,
and in this situation, the system of inequalities is given by

−µ+ εµ > −1
2
+ ε(1− µ) (32a)
−µ+ εµ > −1 + ε(2− µ) (32b)
−µ+ εµ > −1 + ε(1− µ) (32c)
−µ+ εµ > −2 + ε(4− µ) (32d)
−µ+ εµ > −δ + ε(1 + γ − µ) (32e)
−µ+ εµ > −δ + ε(γ − µ) (32f)
−µ+ εµ > −3
2
+ ε(3− µ) (32g)
−µ+ εµ > −δ + ε(1− µ) (32h)
−µ+ εµ > −δ + ε(2− µ) (32i)
– Inequalities (32a), (32b), (32d), (32e), (32g). Equivalent to ε < 1
2
, which is
true by hypothesis. We used once again the relation γ = 2δ − 1 and the fact
that δ > µ to study (32e).
– Inequality (32c). This inequality is equivalent to ε < 1−µ
1−2µ
. But we can show
that 1
2
< 1−µ
1−2µ
and we recall that ε < 1
2
, so (32c) is verified.
– Inequality (32f). This inequality is equivalent to δ − µ > ε(γ − 2µ). Now we
distinguish two cases: if γ − 2µ 6 0 then the inequaliy holds since δ − µ is
positive. In the other case, (32f) is equivalent to ε < δ−µ
γ−2µ
. Hence the latter is
true since ε < 1
2
and we can show 1
2
< δ−µ
γ−2µ
.
– Inequality (32h). It is equivalent to ε < δ−µ
1−2µ
. Since 1
2
< δ−µ
1−2µ
holds and ε < 1
2
,
(32h) is satisfied.
– Inequality (32i). It is equivalent to ε < δ−µ
2−2µ
. We can show that δ − 1
2
< δ−µ
2−2µ
and we recall that ε < δ − 1
2
, which proves that (32i) is true.
4 Application to the free Schro¨dinger equation: prop-
agation of wave packets and anomalous phenomena
In this section, we are interested in the time asymptotic behaviour of the solution
of the free Schro¨dinger equation in one dimension, with initial conditions in a frequency
band [p1, p2] and we suppose that p1 is a singular frequency. We establish time asymptotic
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expansions as well as uniform estimates to explore the influence of the compact frequency
band and of the singularity on the dispersion.
We introduce the free Schro¨dinger equation on the line
(S)
{ [
i∂t + ∂
2
x
]
u(t) = 0
u(0) = u0
,
for t > 0. If u0 ∈ S ′(R) then this initial value problem has a unique solution in the
tempered distribution given by
u(t) = F−1
(
e−itp
2Fu0
)
,
where F : S ′(R) −→ S ′(R) is the Fourier transform.
Throughout this section, we shall suppose that the initial data satisfies the following con-
dition,
Condition (C[p1,p2],µ). Let µ ∈ (0, 1) and p1 < p2 be two finite real numbers.
A tempered distribution u0 satisfies Condition (C[p1,p2],µ) if and only if Fu0 ≡ 0 on
R \ [p1, p2] and Fu0 verifies Assumption (Aµ,1,1) on [p1, p2], with Fu0(p2) = 0.
Under this condition, we note that Fu0 is a function which has a singularity of order µ−1
at p1 whereas the point p2 is regular. For simplicity, we assume Fu0(p2) = 0 but a similar
work can be carried out if Fu0(p2) 6= 0. Moreover in this situation, the solution formula
of the free Schro¨dinger equation defines a smooth function u : (0,+∞)× R −→ C given
by the following integral
u(t, x) =
1
2pi
∫ p2
p1
Fu0(p) e−itp2+ixp dp . (33)
We recall that for v ∈ L1(R), the Fourier transform of v is defined by
Fv(p) =
∫
R
v(x) e−ixp dx .
In this section, we shall need the following definitions of certain space-time regions.
4.1 Definition. Let a < b be two finite real numbers and let ε > 0.
i) We define the space-time cone C(a, b) as follows :
C(a, b) :=
{
(t, x) ∈ (0,+∞)× R
∣∣∣∣ 2 a < xt < 2 b
}
.
ii) We define the space-time curve Gε(a) as follows :
Gε(a) :=
{
(t, x) ∈ (0,+∞)× R
∣∣∣∣ xt = 2 a+ 2 t−ε
}
.
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iii) We define the space-time region Rε(a, b) as follows :
Rε(a, b) =
{
(t, x) ∈ (0,+∞)× R
∣∣∣∣ 2 a+ 2 t−ε 6 xt < 2 b , t > Tε(a, b)
}
,
where Tε(a, b) := (b− a)− 1ε .
In the first result, we furnish uniform remainder estimates for asymptotic expansions
of the solution in the cone C
(
p1+ε, p2
)
. After having rewritten the solution formula as an
oscillatory integral, we can apply the results of the preceding section and we use the fact
that the distance between the stationary point x
2t
and the singularity p1 is bounded from
below by ε to estimate uniformly the remainder. Let us note that the method employed in
the proof furnishes asymptotic expansions of the solution in the entire cone C
(
p1, p2
)
with
explicit blow-up when x
2t
approaches p1. Especially, we see in the proof that restricting
the cone C
(
p1, p2
)
to C
(
p1 + ε, p2
)
is sufficient to obtain uniform estimates.
It is interesting to note that the singularity diminishes the time decay rate in the cone
below the rate of quantum mechanic dispersion t−
1
2 , when leaving the L2-setting.
4.2 Theorem. Suppose that u0 satisfies Condition (C[p1,p2],µ) and choose a real number
ε > 0 such that
p1 + ε < p2 .
For all (t, x) ∈ C(p1 + ε, p2), define H(t, x, u0) ∈ C and Kµ(t, x, u0) ∈ C as follows,
• H(t, x, u0) := 1
2
√
pi
e−i
pi
4 ei
x2
4t u˜
( x
2t
)( x
2t
− p1
)µ−1
,
• Kµ(t, x, u0) := Γ(µ)
2µ+1
ei
piµ
2 e−itp
2
1+ixp1 u˜(p1)
( x
2t
− p1
)−µ
.
Then for all (t, x) ∈ C(p1 + ε, p2), we have
• Case µ > 1
2
:
∣∣∣u(t, x)−H(t, x, u0) t− 12 ∣∣∣ 6 9∑
k=1
C
(1)
k (u0, ε) t
−β˜
(1)
k ,
where max
k∈{1,...,9}
{
−β˜(1)k
}
< −1
2
. The exponents β˜
(1)
k are defined in Corollary 3.2 and
the constants C
(1)
k (u0, ε) > 0 are given in the proof ;
• Case µ = 1
2
:
∣∣∣u(t, x)− (H(t, x, u0) +Kµ(t, x, u0)) t− 12 ∣∣∣ 6 8∑
k=1
C
(2)
k (u0, ε) t
−β˜
(2)
k ,
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where max
k∈{1,...,8}
{
−β˜(2)k
}
< −1
2
. The exponents β˜
(2)
k are defined in Corollary 3.2 and
the constants C
(2)
k (u0, ε) > 0 are given in the proof ;
• Case µ < 1
2
:
∣∣u(t, x)−Kµ(t, x, u0) t−µ∣∣ 6 9∑
k=1
C
(3)
k (u0, ε) t
−β˜
(3)
k ,
where max
k∈{1,...,9}
{
−β˜(3)k
}
< −µ. The exponents β˜(3)k are defined in Corollary 3.2 and
the constants C
(3)
k (u0, ε) > 0are given in the proof.
Proof. We shall prove the result in the case µ > 1
2
; the proofs in the other cases are very
similar.
In the solution formula (33), we factorize the phase function p 7−→ −tp2 + xp by t, which
gives
∀ (t, x) ∈ (0,+∞)× R u(t, x) =
∫ p2
p1
U(p) eitψ(p) dp ,
where 2 

∀ p ∈ (p1, p2] U(p) := 1
2pi
Fu0(p) = 1
2pi
(p− p1)µ−1 u˜(p) ,
∀ p ∈ R ψ(p) := −p2 + x
t
p .
By hypothesis, U verifies Assumption (Aµ,1,1) on [p1, p2] and ψ has the form
ψ(p) = − (p− p0)2 + c ,
where p0 :=
x
2t
and c := p20 =
x2
4t2
. Moreover, we have the following equivalence,
(t, x) ∈ C(p1 + ε, p2) ⇐⇒ p1 + ε < x
2t
= p0 < p2 ,
implying the fact that the stationary point p0 belongs to (p1, p2). Hence Corollary 3.2 is
applicable and we obtain for all (t, x) ∈ C(p1 + ε, p2),
∣∣∣u(t, x)−H(t, x, u0) t− 12 ∣∣∣ 6 9∑
k=1
R˜
(1)
k
(
1
2pi
Fu0
) ( x
2t
− p1
)−α˜(1)
k
t−β˜
(1)
k ,
where the coefficient H(t, x, u0) is given in the statement of the theorem, the constants
R˜
(1)
k
(
1
2pi
Fu0
)
> 0 and the exponents α˜
(1)
k > 0, β˜
(1)
k >
1
2
are provided by Corollary 3.2.
2See Remark 4.3
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Note that we can choose α˜
(1)
k > 0 according to Remark 3.3 and in this case, if (t, x) ∈
C
(
p1 + ε, p2
)
then
ε 6
x
2t
− p1 =⇒
( x
2t
− p1
)−α˜(1)
k
6 ε−α˜
(1)
k .
By defining
∀ k ∈ {1, ..., 9} C(1)k (u0, ε) := R˜(1)k
(
1
2pi
Fu0
)
ε−α˜
(1)
k ,
we obtain the result for the case µ > 1
2
.
We define in a similar way
• ∀ k ∈ {1, ..., 8} C(2)k (u0, ε) := R˜(2)k
(
1
2pi
Fu0
)
ε−α˜
(2)
k ;
• ∀ k ∈ {1, ..., 9} C(3)k (u0, ε) := R˜(3)k
(
1
2pi
Fu0
)
ε−α˜
(3)
k .
4.3 Remark. At this stage, the authors of [3] introduced the large parameter ω :=√
t2 + x2, and replaced t and x by the bounded parameters τ := t
ω
and χ := x
ω
. This
led to a family of phase functions which was globally bounded in C4 with respect to τ
and χ. This was necessary for the application of [14]. In our context, it is sufficient to
control the phase functions in space-time cones. Indeed the explicitness of our remainder
estimates shows that their coefficients depend only on the quotient x
t
, which is bounded
in these cones. It is not necessary to have the global boundedness with respect to t and x
separately. Therefore we can use t as a large parameter instead of ω, which is conceptually
simpler and clearer.
In the second result, we study the solution outside the cone C
(
p1, p2
)
. In this case, the
stationary point is outside the integration interval and so the decay rate is only governed
by the singular frequency. As above, we have to restrict slightly the space-time cones in
which we expand the solution to bound uniformly the remainder.
4.4 Theorem. Suppose that u0 satisfies Condition (C[p1,p2],µ) and choose ε > 0 such that
−ε−1 < p1 − ε and p2 + ε < ε−1 .
Define
• ∀ (t, x) ∈ C (−ε−1 , p1 − ε) K(1)µ (t, x, u0) := Γ(µ)2µ+1pi e−ipiµ2 e−itp 21+ixp1 u˜(p1)
(
p1 − x
2t
)−µ
• ∀ (t, x) ∈ C (p2 + ε , ε−1) K(2)µ (t, x, u0) := Γ(µ)2µ+1pi eipiµ2 e−itp 21+ixp1 u˜(p1)
( x
2t
− p1
)−µ
,
Then
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• for all (t, x) ∈ C(− ε−1 , p1 − ε), we have∣∣u(t, x)−K(1)µ (t, x, u0) t−µ∣∣ 6 C(1)(u0, ε) t−1 .
The constant C(1)(u0, ε) > 0 is given in the proof ;
• for all (t, x) ∈ C(p2 + ε , ε−1), we have∣∣u(t, x)−K(2)µ (t, x, u0) t−µ∣∣ 6 C(2)(u0, ε) t−1 .
The constant C(2)(u0, ε) > 0 is given in the proof.
Proof. The first step of the proof consists in rewritting the solution as an oscillatory
integral, namely,
u(t, x) =
1
2pi
∫ p2
p1
Fu0(p) e−itp2+ixp dp =
∫ p2
p1
U(p) eitψ(p) dp ,
where the functions U and ψ are defined at the beginning of the proof of Theorem 4.2.
Here the hypothesis on (t, x) implies
• (t, x) ∈ C (−ε−1 , p1 − ε) ⇐⇒ −ε−1 < p0 < p1 − ε ,
• (t, x) ∈ C (p2 + ε , ε−1) ⇐⇒ p2 + ε < p0 < ε−1 ,
where p0 :=
x
2t
is the unique stationary point of the phase. Hence the stationary point
does not belong to the integration interval [p1, p2] in both situations. Note that in the cone
C
(− ε−1 , p1 − ε), the phase is decreasing so we can carry out the substitution p 7−→ −p
to make it increasing. It follows that the function U satisfies Assumption (Aµ,1,1) and
ψ verifies Assumption (P1,1,N ) (for N > 1) on [p1, p2] in both cases and so Theorem 2.2
is applicable. Note that it is not necessary to use a cutting-point to split the integral
since only p1 is a singular point. This implies that we are going to use only the expansion
of the integral I˜(1)(ω, q) (see the proof of Theorem 2.2) with ω = t and q = p2 in the
present proof. By applying the estimate of the remainder R
(2)
1 (ω, q) and by using the
inequalities −ε−1 < p0 < p1 − ε in C
( − ε−1 , p1 − ε), and the estimate of R(1)1 (ω, q) and
p2 + ε < p0 < ε
−1 in the other cone, we obtain finally the expressions of the constants
given in the statement of the present theorem :
• C(1)(u0, ε) := 1
4piµ
(
p2 + ε
−1
)
(p2 − p1)µ
∥∥u˜∥∥
W 1,∞(p1,p2)
(
1− µ
2
(
p2 + ε
−1
)
ε−4
+ ε−2 + ε−3
)
,
• C(2)(u0, ε) := 1
4piµ
(
ε−1 − p1
)
(p2 − p1)µ
∥∥u˜∥∥
W 1,∞(p1,p2)
(
1− µ
2
(
ε−1 − p1
)
ε−4
+ ε−2 + ε−3
)
.
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The next result is a consequence of Theorem 4.2. It permits to compute the limit of
the L2-norm of the solution on the spatial cross-section of the cone C
(
p1+ ε, p2
)
when the
time tends to infinity, assuming u0 ∈ L2(R).
4.5 Corollary. Suppose that the hypotheses of Theorem 4.2 are satisfied with µ > 1
2
and
define the interval It as follows,
It :=
(
2 (p1 + ε) t, 2 p2 t
)
.
Then we have∣∣∣∣∥∥u(t, .)∥∥L2(It) − 1√2pi ∥∥Fu0∥∥L2(p1+ε,p2)
∣∣∣∣ 6 9∑
k=1
C˜
(1)
k (u0, ε) t
−β˜
(1)
k
+ 1
2 ,
where max
k∈{1,...9}
{
−β˜(1)k
}
< −1
2
. The exponents β˜
(1)
k are defined in Theorem 4.2 and the
constants C˜
(1)
k (u0, ε) > 0 are given in the proof.
Proof. We start by using the triangle inequality as follows,∣∣∣∣∥∥u(t, .)∥∥L2(It) − ∥∥∥H(t, ., u0) t− 12∥∥∥L2(It)
∣∣∣∣2 6 ∥∥∥u(t, .)−H(t, x, u0) t− 12∥∥∥2
L2(It)
=
∫
It
∣∣∣u(t, x)−H(t, x, u0) t− 12 ∣∣∣2 dx .
Now we employ the estimate provided by Theorem 4.2 in the case µ > 1
2
to control the
last term :
∫
It
∣∣∣u(t, x)−H(t, x, u0) t− 12 ∣∣∣2 dx 6 ∫
It
∣∣∣∣∣
9∑
k=1
C
(1)
k (u0, ε) t
−β˜
(1)
k
∣∣∣∣∣
2
dx
=
9∑
k=1
C
(1)
k (u0, ε)
2 t−2β˜
(1)
k |It| ,
where |It| is the Lebesgue measure of the interval It; in our context, |It| is equal to
2(p2 − p1 − ε) t . By defining
C˜
(1)
k (u0, ε) :=
√
2(p2 − p1 − ε)C(1)k (u0, ε) ,
we obtain ∣∣∣∣∥∥u(t, .)∥∥L2(It) − ∥∥∥H(t, ., u0) t− 12∥∥∥L2(It)
∣∣∣∣ 6 9∑
k=1
C˜
(1)
k (u0, ε) t
−β˜
(1)
k
+ 1
2 .
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To finish, we compute
∥∥∥H(t, ., u0) t− 12∥∥∥
L2(It)
by using the expression of H(t, x, u0) given
in Theorem 4.2,∥∥∥H(t, ., u0) t− 12∥∥∥2
L2(It)
=
1
4pi
∫
It
∣∣∣∣u˜( x2t
)( x
2t
− p1
)µ−1
t−
1
2
∣∣∣∣2 dx
=
t
2pi
∫ p2
p1+ε
∣∣u˜(y)(y − p1)µ−1∣∣2 dy t−1
=
1
2pi
∥∥Fu0∥∥2L2(p1+ε,p2) .
The proof is now complete.
The aim of the next result is to show that the time decay rate is t−
µ
2 on points moving
in space-time with the critical velocity given by the singularity p1. In this case, we do not
have to deal with the uniformity of the constants of the remainder since we establish an
asymptotic expansion on a line.
4.6 Theorem. Suppose that u0 satisfies Condition (C[p1,p2],µ). For all t > 0, define
Lµ(t, u0) as follows :
• Lµ(t, u0) := 1
2
Γ
(µ
2
)
e−i
piµ
4 eitp
2
1 u˜(p1) .
Then for all (t, x) ∈ (0,+∞)× R such that x
t
= 2 p1, we have∣∣∣u(t, x)− Lµ(t, u0) t−µ2 ∣∣∣ 6 C(u0) t− 12 .
The constant C(u0) > 0 is given in the proof.
Proof. In this situation, the stationary point p0 =
x
2t
and the singularity p1 are equal
but the phase is decreasing. So we make the substitution p 7−→ −p and then we apply
Theorem 2.2. Since p1 is the unique singular point inside the integration interval, we can
employ only the expansion of the integral I˜(2)(ω, q) given in the proof of Theorem 2.2.
Let us give the constant C(u0) to conclude the proof,
• C(u0) :=
√
pi
2µ
(p2 − p1)µ
∥∥u˜′∥∥
L∞(p1,p2)
.
Uniform estimates of the solution in the curved region Rε(p1, p2), which is asymptot-
ically larger than any space-time cone contained in C(p1, p2), are provided in the next
theorem. For this purpose, we rewrite the solution as an oscillatory integral that we
estimate by using Corollary 3.2. Here the quantities
(
x
2t
− p1
)−α˜(j)
k , which produce the
blow-up, are bounded by tε α˜
(j)
k furnishing a uniform estimate of the solution with mod-
ified decay rates for sufficiently small ε > 0. Finally we use Theorem 3.4 to give the
preponderant decay rate.
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4.7 Theorem. Suppose that u0 satisfies Condition (C[p1,p2],µ) and fix ε ∈
(
0, 1
2
)
. Then
for all (t, x) ∈ Rε(p1, p2), we have
• Case µ > 1
2
:
∣∣u(t, x)∣∣ 6 C(1)0 (u0) t− 12+ε(1−µ) + 9∑
k=1
C
(1)
k (u0) t
−β˜
(1)
k
+εα˜
(1)
k ,
where max
k∈{1,...,9}
{
−β˜(1)k + εα˜(1)k
}
< −1
2
+ ε(1 − µ) and the decay rate t− 12+ε(1−µ) is
optimal. The exponents α˜
(1)
k , β˜
(1)
k are defined in Corollary 3.2 and the constants
C
(1)
k (u0) > 0 are given in the proof ;
• Case µ = 1
2
:
∣∣u(t, x)∣∣ 6 C(2)0 (u0) t− 12+ ε2 + 8∑
k=1
C
(2)
k (u0) t
−β˜
(2)
k
+εα˜
(2)
k ,
where max
k∈{1,...,8}
{
−β˜(2)k + εα˜(2)k
}
< −1
2
+
ε
2
and the decay rate t−
1
2
+ ε
2 is optimal. The
exponents α˜
(2)
k , β˜
(2)
k are defined in Corollary 3.2 and the constants C
(2)
k (u0) > 0 are
given in the proof ;
• Case µ < 1
2
:
∣∣u(t, x)∣∣ 6 C(3)0 (u0) t−µ+εµ + 9∑
k=1
C
(3)
k (u0) t
−β˜
(3)
k
+εα˜
(3)
k ,
where max
k∈{1,...,9}
{
−β˜(3)k + εα˜(3)k
}
< −µ+εµ and the decay rate t−µ+εµ is optimal. The
exponents α˜
(3)
k , β˜
(3)
k are defined in Corollary 3.2 and the constants C
(3)
k (u0) > 0 are
given in the proof.
Proof. Assuming that the hypotheses of Corollary 3.2 are satisfied, we derive the following
estimate of the oscillatory integral in the case µ > 1
2
,
∣∣∣∣
∫ p2
p1
U(p) eiωψ(p) dp
∣∣∣∣ 6 ∣∣∣H˜(ω, p0, U)∣∣∣ (p0 − p1)µ−1 ω− 12 + 9∑
k=1
R˜
(1)
k (U)(p0 − p1)−α˜
(1)
k ω−β˜
(1)
k
6
√
pi
∥∥u˜∥∥
L∞(p1,p2)
(p0 − p1)µ−1 ω− 12 +
9∑
k=1
R˜
(1)
k (U)(p0 − p1)−α˜
(1)
k ω−β˜
(1)
k .
(34)
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We are going to use this estimate to establish the theorem.
Let us establish the result in the case µ > 1
2
. First we rewrite the solution formula (33)
as an oscillatory integral (see the beginning of the proof of Theorem 4.2). The hypothesis
(t, x) ∈ Rε(p1, p2) implies
x
2t
− p1 > t−ε , (35)
and we can easily see that p0 :=
x
2t
∈ (p1, p2). Hence we observe that the hypotheses of
Corollary 3.2 are satisfied and in particular, estimate (34) is applicable, furnishing
∣∣u(t, x)∣∣ 6 1
2
√
pi
∥∥u˜∥∥
L∞(p1,p2)
( x
2t
− p1
)µ−1
t−
1
2 +
9∑
k=1
R˜
(1)
k
(
1
2pi
Fu0
)( x
2t
− p1
)−α˜(1)
k
t−β˜
(1)
k .
According to Remark 3.3, each α˜
(1)
k is non-negative if the parameter δ ∈
(
1
2
, 1
)
appearing
in the proof of Corollary 3.2 is such that δ > µ+1
2
; so let us suppose that δ > µ+1
2
. Hence
we can put estimate (35) into the last inequality and we obtain
∣∣u(t, x)∣∣ 6 1
2
√
pi
∥∥u˜∥∥
L∞(p1,p2)
t−
1
2
+ε(1−µ) +
9∑
k=1
R˜
(1)
k
(
1
2pi
Fu0
)
t−β˜
(1)
k
+εα˜
(1)
k .
Thanks to Theorem 3.4, we know that each exponent −β˜(1)k +εα˜(1)k is strictly smaller than
−1
2
+ ε(1 − µ) if δ > µ (which is true since δ > µ+1
2
) and if δ > 1
2
+ ε. Defining for all
k ∈ {1, ..., 9},
C
(1)
0 (u0) :=
1
2
√
pi
∥∥u˜∥∥
L∞(p1,p2)
, C
(1)
k (u0) := R˜
(1)
k
(
1
2pi
Fu0
)
,
we obtain the result in the case µ > 1
2
. The optimality is a direct consequence of Theorem
4.8.
We employ the same arguments to establish the estimates in the two other cases, and we
define
• C(2)0 (u0) :=
(
1
2
√
pi
+
Γ(µ)
2µ+1
)∥∥u˜∥∥
L∞(p1,p2)
, C
(2)
k (u0) := R˜
(2)
k
(
1
2pi
Fu0
)
;
• C(3)0 (u0) :=
Γ(µ)
2µ+1
∥∥u˜∥∥
L∞(p1,p2)
, C
(3)
k (u0) := R˜
(3)
k
(
1
2pi
Fu0
)
,
for k > 1.
The last result is devoted to the optimality of the previous uniform estimates. In the
region Rε(p1, p2), we expect that the decay will be slow in parts which are close to the
critical direction given by p1, where the influence of the singularity is the strongest. So
we use Theorem 3.4 to provide asymptotic expansions of the solution on the space-time
curve Gε(p1), the left boundary of the region Rε(p1, p2), and we show that the decay rates
obtained in the preceding result are attained on this curve, proving the optimality.
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4.8 Theorem. Suppose that u0 satisfies Condition (C[p1,p2],µ) and fix ε ∈
(
0, 1
2
)
. For all
t > Tε(p1, p2), define H(t, u0) ∈ C and Kµ(t, u0) ∈ C as follows :
• H(t, u0) := 1
2
√
pi
e−i
pi
4 eit(p1+t
−ε)2 u˜
(
p1 + t
−ε
)
;
• Kµ(t, u0) := Γ(µ)
2µ
ei
piµ
2 e−itp
2
1+ixp1 u˜(p1) .
Then for all (t, x) ∈ Gε(p1) with t > Tε(p1, p2), we have
• Case µ > 1
2
:
∣∣∣u(t, x)−H(t, u0) t− 12+ε(1−µ) ∣∣∣ 6 9∑
k=1
C
(1)
k (u0) t
−β˜
(1)
k
+εα˜
(1)
k ,
where max
k∈{1,...,9}
{
−β˜(1)k + εα˜(1)k
}
< −1
2
+ε(1−µ). The exponents α˜(1)k , β˜(1)k are defined
in Corollary 3.2 and the constants C
(1)
k (u0) > 0 are given in Theorem 4.7 ;
• Case µ = 1
2
:
∣∣∣u(t, x)− (Kµ(t, u0) +H(t, u0)) t− 12+ ε2 ∣∣∣ 6 8∑
k=1
C
(2)
k (u0) t
−β˜
(2)
k
+εα˜
(2)
k ,
where max
k∈{1,...,8}
{
−β˜(2)k + εα˜(2)k
}
< −1
2
+
ε
2
. The exponents α˜
(2)
k , β˜
(2)
k are defined in
Corollary 3.2 and the constants C
(2)
k (u0) > 0 are given in Theorem 4.7 ;
• Case µ < 1
2
:
∣∣∣u(t, x)−Kµ(t, u0) t−µ+εµ ∣∣∣ 6 9∑
k=1
C
(3)
k (u0) t
−β˜
(3)
k
+εα˜
(3)
k ,
where max
k∈{1,...,9}
{
−β˜(3)k + εα˜(3)k
}
< −µ + εµ. The exponents α˜(3)k , β˜(3)k are defined in
Corollary 3.2 and the constants C
(3)
k (u0) > 0 are given in Theorem 4.7.
Proof. The hypothesis (t, x) ∈ Gε(p1) is equivalent to p0−p1 = t−ε where p0 := x2t . Using
the solution formula (33) and the rewritting given in the proof of Theorem 4.2, we can
apply Theorem 3.4 and we obtain the desired estimates.
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5 The core of the method: oscillation control by com-
plex analysis
This final section contains the technical but crucial arguments and calculations to fill
the considerable gaps left in the original sketch of the proof of Erde´lyi. The results will
be presented in the order they appear in the proof of Erde´lyi’s stationary phase method.
Throughout this section, the parameter ω > 0 will be fixed and the integer j will
belong to {1, 2}. We shall prove the propositions in the case j = 1 only; the proofs in the
case j = 2 are very similar.
At the beginning of the proof of Erde´lyi’s theorem, a change of variables is carried
out in order to simplify the phase. The aim of the following proposition is to prove
that this change of variables is admissible. To this end, we prove that the associated
transformation is a diffeomorphism by exploiting substantially the factorization of the
zeros of the derivative of the phase.
5.1 Proposition. Fix q1, q2 ∈ (p1, p2). Let ψ : [p1, p2] −→ R be a function satisfying
Assumption (Pρ1,ρ2,N) and consider the functions ϕ1 : [p1, q1] −→ R and ϕ2 : [q2, p2] −→ R
defined by
j = 1, 2 ϕj(p) =
(
(−1)j+1(ψ(p)− ψ(pj))) 1ρj .
Then ϕ1 (resp. ϕ2) is a CN+1-diffeomorphism between [p1, q1] (resp. [q2, p2]) and
[
0, ϕ1(q1)
]
(resp.
[
0, ϕ2(q2)
]
).
Proof. First of all, we check that ϕ1 ∈ CN+1
(
[p1, q1],R
)
. We recall that
ψ′(p) = (p− p1)ρ1−1ψ˜2(p) ,
where we put ψ˜2(p) := (p2 − p)ρ2−1ψ˜(p), which belongs to CN+1
(
[p1, q1],R
)
. Applying
Taylor’s Theorem with the integral form of the remainder to ψ′, we obtain the following
representation of ϕ1 :
∀ p ∈ [p1, q1] ϕ1(p) = (p− p1)
(∫ 1
0
yρ1−1 ψ˜2
(
y(p− p1) + p1
)
dy
) 1
ρ1
=: (p− p1) J1(p)
1
ρ1 .
We fix k ∈ {1, . . . , N} and we compute formally the kth derivative of the above expression
by using the product rule :
dk
dpk
[
ϕ1
]
(p) = (p− p1) d
k
dpk
[
J
1
ρ1
1
]
(p) + k
dk−1
dpk−1
[
J
1
ρ1
1
]
(p) . (36)
The positivity and the regularity of the function ψ˜2 allow to differentiate k times under
the integral sign the function J1. Hence the k first derivatives of the composite function
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J
1
ρ1
1 exist and are continuous; in particular, the expression (36) is well-defined for all
p ∈ [p1, q1] and dkdpk
[
ϕ1
]
is continuous. Concerning the (N + 1)th derivative, we must
be careful because we have not supposed that ψ˜ ∈ CN+1([p1, p2],R). However we can
formally apply the product rule to ϕ1 once again for k = N + 1 :
dN+1
dpN+1
[
ϕ1
]
(p) = (p− p1) d
N+1
dpN+1
[
J
1
ρ1
1
]
(p)︸ ︷︷ ︸
(i)
+(N + 1)
dN
dpN
[
J
1
ρ1
1
]
(p)︸ ︷︷ ︸
(ii)
.
Note that the term (ii) is well-defined by the previous work. So it remains to study the
term (i). Firstly, let us define the function h1 : s 7−→ s
1
ρ1 . Then we obtain by applying
Faa` di Bruno’s Formula to J
1
ρ1
1 = h1 ◦ J1,
dN+1
dpN+1
[
J
1
ρ1
1
]
(p) =
∑
CN
(
dm1+...+mN+1
dpm1+...+mN+1
[
h1
] ◦ J1)(p)︸ ︷︷ ︸
(iii)
N+1∏
l=1
(
dl
dpl
[
J1
]
(p)
)ml
︸ ︷︷ ︸
(iv)
where the sum is over all the (N +1)-tuples (m1, ..., mN+1) satisfying: 1m1+2m2+3m3+
. . .+ (N + 1)mN+1 = N + 1. We note that the term (iii) is well-defined by the positivity
of J1; moreover by the previous study, the term (iv) is well-defined and continuous for
any l 6= N +1. So we have to study
(
dN+1
dpN+1
[
J1
]
(p)
)mN+1
, where mN+1 6 1 by the above
constraint. Since the case mN+1 = 0 is clear, we suppose that mN+1 = 1. We have
d
dp
[
dN
dpN
[
J1
]]
(p) =
d
dp
[∫ 1
0
yN+ρ1−1
dN
dpN
[
ψ˜2
](
(p− p1)y + p1
)
dy
]
=
d
dp
[
1
(p− p1)ρ1+N
∫ p
p1
(s− p1)ρ1+N−1 d
N
dpN
[
ψ˜2
]
(s) ds
]
=
−(ρ1 +N)
(p− p1)ρ1+N+1
∫ p
p1
(s− p1)ρ1+N−1 d
N
dpN
[
ψ˜2
]
(s) ds
+
1
(p− p1)ρ1+N (p− p1)
N+ρ1−1
dN
dpN
[
ψ˜2
]
(p)
=
−(ρ1 +N)
(p− p1)
∫ 1
0
yρ1+N−1
dN
dpN
[
ψ˜2
](
y(p− p1) + p1
)
dy
+
1
(p− p1)
dN
dpN
[
ψ˜2
]
(p) .
Multiplying this equality by (p − p1), we observe that the function p ∈ [p1, q1] 7−→ (p −
p1)
dN+1
dpN+1
[
J
1
ρ1
1
]
(p) is well-defined and continuous. Then
dN+1
dpN+1
[
ϕ1
]
is continuous on
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[p1, q1], proving that ϕ1 ∈ CN+1
(
[p1, q1],R
)
.
Furthermore, one remarks that

ϕ′1(p) =
1
ρ1
ψ′(p)
(
ψ(p)− ψ(p1)
) 1
ρ1
−1
> 0 ∀ p ∈ (p1, q1] ,
ϕ′1(p1) =
1
ρ
ρ1
1
ψ˜2(p1)
1
ρ1 > 0 ,
,
so by the inverse function theorem, ϕ1 : [p1, q1] −→
[
0, ϕ1(q1)
]
is a CN+1-diffeomorphism.
As a result of this change of variables in the proof of the result of Erde´lyi, the integrand
is factorized into a holomorphic function and a function on a real interval. The aim of
the next result is to prove that this second function is regular.
5.2 Proposition. Let U : (p1, p2) −→ C be a function satisfying Assumption (Aµ1,µ2,N)
and consider the functions kj :
(
0, ϕj(qj)
] −→ C defined by
kj(s) = U
(
ϕ−1j (s)
)
s1−µj
(
ϕ−1j
)′
(s) ,
where the functions ϕj and the points qj are defined in Proposition 5.1.
Then kj can be extended to
[
0, ϕj(qj)
]
and belongs to CN ([0, ϕj(qj)],C).
Proof. We define u˜2(p) := (p2 − p)µ2−1u˜(p) for all p ∈ [p1, p2). Then we have by the
definition of k1,
k1(s) =
(
ϕ−11 (s)− ϕ−11 (0)
)µ1−1
u˜2
(
ϕ−11 (s)
)
s1−µ1
(
ϕ−11
)′
(s)
=
(
ϕ−11 (s)− ϕ−11 (0)
s
)µ1−1
u˜2
(
ϕ−11 (s)
)(
ϕ−11
)′
(s)
=
(∫ 1
0
(
ϕ−11
)′
(sy) dy
)µ1−1
u˜2
(
ϕ−11 (s)
)(
ϕ−11
)′
(s) (37)
for all s ∈ (0, ϕ1(q1)], and k1(0) := u˜2(p1)(ϕ−11 )′(0)µ1 by taking the limit in (37). The
conclusion comes from the regularity of u˜ and Proposition 5.1.
The next step in the proof of Erde´lyi consists in creating the expansion of the integral
by the classical procedure of integrations by parts. Thanks to the above factorization of
the integrand, we differentiate the regular function and we calculate successive primitives
under integral forms of the holomorphic factor. The next task will be to exploit the
holomorphy property and Cauchy’s theorem to shift the integration path of the primitives
in a region where we control the oscillations of the complex exponential in view of precise
estimates of the remainder
In the following lemma, we establish an estimate of the complex exponential on a
well-chosen half-line which will be the integration path of the primitives. This result will
be essential in the proof of Theorem 5.4.
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5.3 Lemma. Let ρj > 1 and s > 0. Then we have
∀ t > 0
∣∣∣∣∣∣ e
(−1)j+1iω
(
s+te
(−1)j+1i pi2ρj
)ρj ∣∣∣∣∣∣ 6 e−ωt
ρj
.
Proof. Let us fix s, t > 0. By a simple calculation, we furnish the following equality,
iρ1ω
∫ s
0
(
ξ + te
i pi
2ρ1
)ρ1−1
dξ = iω
(
s+ te
i pi
2ρ1
)ρ1
+ ωtρ1 . (38)
Moreover one can see that
∀ ξ ∈ [0, s] 0 6 Arg
(
ξ + te
i pi
2ρ1
)
6
pi
2ρ1
;
and since ρ1 > 1, it follows
0 6 Arg
((
ξ + te
i pi
2ρ1
)ρ1−1)
6
pi(ρ1 − 1)
2ρ1
6
pi
2
.
Hence the imaginary part of the complex number
(
ξ + te
i pi
2ρ1
)ρ1−1 is positive and so the
real part of the right-hand side in (38) is negative. Therefore we have
ℜ(iωzρ1 + ωtρ1) 6 0 =⇒ ∣∣ eiωzρ1 ∣∣ eωtρ1 = ∣∣ eiωzρ1+ωtρ1 ∣∣ = eℜ(iωzρ1+ωtρ1 ) 6 1 ,
which yields the result in the case j = 1. To treat the case j = 2, we use the following
equality
−iρ2 ω
∫ s
0
(
ξ + te
−i pi
2ρ2
)ρ2−1
dξ = −iωzρ2 + ωtρ2 ,
and we carry out a similar work. This ends the proof.
Now we compute the limit of a sequence of primitives of a certain function related to
the following one,
s ∈ (0, sj] 7−→ sµj−1e(−1)j+1iωs
ρj ∈ C ,
which is the holomorphic factor appearing after Erde´lyi’s substitution. The sequence is
constructed in such a way that each primitive is given by an integral on a finite path, and
the sequence of these paths tends to the half-line considered in Lemma 5.3, called Λ(j)(s).
Exploiting the completeness of the space of holomorphic functions H(Ω), where Ω ⊂ C
is an non-empty open subset of C, and the continuity of the derivative in this space, we
show that the resulting limit is also a primitive and its integration path is Λ(j)(s).
This result will permit to derive the first primitive of the above holomorphic factor, given
in Corollary 5.6.
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5.4 Theorem. Let sj > 0. Define the parallelogram Dj ⊂ C and the domain U ⊂ C as
follows :
• Dj :=
{
v∗ + tve
(−1)j+1i pi
2ρj ∈ C
∣∣∣∣ v∗ ∈ (0, sj + 1) , |tv| < 1
}
• U := C \
{
z ∈ C
∣∣∣ℜ(z) 6 0 , ℑ(z) = 0}
Fix µj ∈ (0, 1], ρj > 1 and n ∈ N. Let F (j)n,ω(., .) : U × C −→ C be the function defined by
F (j)n,ω(v, w) :=
(−1)n
n!
(v − w)n vµj−1e(−1)j+1iωvρj .
Then for every w ∈ Dj, F (j)n,ω(., w) has a primitive H(j)n,ω(., w) on Dj given by
H(j)n,ω(v, w) := −
∫
Λ(j)(v)
F (j)n,ω(z, w) dz =
(−1)n+1
n!
∫
Λ(j)(v)
(z − w)n zµj−1 e(−1)j+1iωzρj dz ,
where
Λ(j)(v) :=
{
v + te
(−1)j+1i pi
2ρj
∣∣∣ t > 0} (39)
Proof. Let us fix w ∈ D1 and n ∈ N. Firstly, we show that the integral defining H(1)n,ω(v, w)
is well-defined for every v ∈ D1. Since v ∈ D1, we can write v = v∗ + tvei
pi
2ρ1 where
0 < v∗ < s1 + 1 and −1 < tv < 1, and we observe that
−H(1)n,ω(v, w) =
∫
Λ(1)(v)
F (1)n,ω(z, w) dz =
∫
Λ(1)(v,v∗)
. . . +
∫
Λ(1)(v∗)
. . . ,
where Λ(1)(v, v∗) is the segment which starts from the point v and goes to v∗, and Λ(1)(v∗)
is given by (39). Since F
(1)
n,ω(., w) is continuous on the segment Λ(1)(v, v∗), then the integral
on Λ(1)(v, v∗) is well-defined. Concerning the second integral, we give a parametrization
of the integration path Λ(1)(v∗),
∀ t ∈ [0,+∞) λ(1)v∗ (t) := v∗ + tei
pi
2ρ1 ∈ Λ(1)(v∗) .
We obtain
∣∣∣F (1)n,ω(λ(1)v∗ (t), w)∣∣∣ 6 1n!
∣∣∣v∗ + tei pi2ρ1 − w∣∣∣n ∣∣∣v∗ + tei pi2ρ1 ∣∣∣µ1−1
∣∣∣∣∣eiω
(
v∗+te
i pi2ρ1
)ρ1 ∣∣∣∣∣
6
1
n!
n∑
k=0
(
n
k
)
|v∗ − w|n−k (v∗)µ1−1 tk e−ωtρ1 , (40)
where (40) comes from the binomial Theorem, Lemma 5.3 and the geometric observation:∣∣∣v∗ + tei pi2ρ1 ∣∣∣ > v∗ .
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Since the right-hand side of (40) defines an integrable function on [0,+∞), and since∣∣(λ(1)v∗ )′(t)∣∣ = 1, the function F (1)n,ω(., w) is integrable on Λ(1)(v∗) and hence, H(1)n,ω(v, w) is
well-defined for any v ∈ D1.
Secondly, we prove that H
(1)
n,ω(., w) : D1 −→ C is a primitive of F (1)n,ω(., w) on D1. To this
end, we show that F
(1)
n,ω(., w) is a uniform limit on all compact subsets of D1 of a sequence
of functions
(
H
(1)
m,n,ω(., w)
)
m>1
which are primitives of F
(1)
n,ω(., w) on D1. Here we build
this sequence of functions as follows: first of all, fix an arbitrary point v0 > s1 + 1, for
instance v0 := s1 + 1, and define the following sequence of complex numbers :
∀m ∈ N\{0} vm := v0 +mei
pi
2ρ1 .
Let m ∈ N\{0}, let v = v∗ + tvei
pi
2ρ1 ∈ D1 and let Λm(v) be the path which is the
juxtaposition of the segment that starts from the point v and goes to the point v∗+me
i pi
2ρ1
and of the horizontal segment that joins the points v∗+me
i pi
2ρ1 and vm. We can now define
the sequence of functions
(
H
(1)
m,n,ω(., w) : D1 −→ C
)
m>1
as follows :
H(1)m,n,ω(v, w) := −
∫
Λm(v)
F (1)n,ω(z, w) dz .
It is clear that F
(1)
n,ω(., w) is holomorphic on U , which is simply connected, and for any v ∈
D1, Λm(v) is included in U . The Cauchy integral Theorem affirms that each H
(1)
m,n,ω(., w) :
D1 −→ C is a primitive of the function F (1)n,ω(., w).
Now we prove that this sequence converges to H
(1)
n,ω(., w) uniformly on any compact subset
K of D1. Let K ⊂ D1 be a compact and for every v ∈ K, we have
H(1)m,n,ω(v, w)−H(1)n,ω(v, w) =
∫
Λc,1m (v)
F (1)n,ω(z, w) dz +
∫
Λc,2m (v)
F (1)n,ω(z, w) dz ,
where Λc,1m (v) is the horizontal segment which starts from vm and goes to v
∗+me
i pi
2ρ1 , and
Λc,2m (v) is the half-line with angle
pi
2ρ1
that starts from v∗ + me
i pi
2ρ1 and goes to infinity.
Let λc,1m : [0, v0 − v∗] −→ C and λc,2m : [0,+∞) −→ C be parametrizations of Λc,1m (v) and
Λc,2m (v) respectively, and defined by
• ∀ t ∈ [0, v0 − v∗] λc,1m (t) := −t + v0 +mei pi2ρ1 ∈ Λc,1m (v) ,
• ∀ t ∈ [0,+∞) λc,2m (t) := v∗ + (t +m)ei
pi
2ρ1 ∈ Λc,2m (v) .
Then we have the following estimates:
∣∣∣F (1)n,ω(λc,1m (t), w)∣∣∣ 6 1n!
n∑
k=0
(
n
k
)
|v0 − w|n−k
∣∣∣−t +mei pi2ρ1 ∣∣∣k mµ1−1 e−ωmρ1 (41)
6
1
n!
n∑
k=0
(
n
k
)
|v0 − w|n−k
(
C(K) +m
)k
mµ1−1 e−ωm
ρ1
(42)
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• (41): use the binomial Theorem, Lemma 5.3 and ∣∣λc,1m (t)∣∣ > m ;
• (42): employ the compactness of K which leads to 0 6 t 6 v0 − v∗ 6 C(K), for a
certain constant C(K) > 0.
Inequality (42) permits to estimate uniformly the integral on Λc,1m (v),∣∣∣∣
∫
Λc,1m (v)
F (1)n,ω(z, w) dz
∣∣∣∣ 6
∫ |v0−v∗|
0
1
n!
n∑
k=0
(
n
k
)
|v0 − w|n−k
(
C(K) +m
)k
mµ1−1 e−ωm
ρ1
dt
6
1
n!
n∑
k=0
(
n
k
)
|v0 − w|n−k
(
C(K) +m
)k
mµ1−1 e−ωm
ρ1
C(K)
−→ 0 , m −→ +∞ ,
where we used 0 6 v0−v∗ 6 C(K) one more time. Here, the convergence is uniform with
respect to v. Furthermore,
∣∣∣F (1)n,ω(λc,2m (t), w)∣∣∣ 6 1n!
n∑
k=0
(
n
k
)
|v∗ − w|n−k |v∗|µ1−1 (t+m)k e−ω(t+m)ρ1 (43)
6
Cn,w(K)
n!
n∑
k=0
(
n
k
)
(t+m)k e−ω(t+m)
ρ1 (44)
6
Cn,w(K)
n!
n∑
k=0
(
n
k
)
mk e−ωm
ρ1 (1 + t)k e−ωt
ρ1 (45)
6
Cn,w(K)Mk,ω
n!
n∑
k=0
(
n
k
)
(1 + t)k e−ωt
ρ1
(46)
• (43): use the binomial Theorem, Lemma 5.3 and ∣∣λc,2m (t)∣∣ > v∗ ;
• (44): use the compactness of K and the fact that v ∈ K to bound uniformly |v∗−w|
and |v∗| ;
• (45): use the inequalities (m+ t)k 6 mk(1 + t)k and e−ω(t+m)ρ1 6 e−ωmρ1e−ωtρ1 ;
• (46): use the boundedness of the sequences (mke−ωmρ1)
m>1
for k = 0, . . . , n.
We remark that (45) tends to 0 as m tends to infinity for all t > 0 and (46) gives an
integrable function independent on m. So by the dominated convergence Theorem,∣∣∣∣
∫
Λc,2m (v)
F (1)n,ω(z, w) dz
∣∣∣∣ 6
∫ +∞
0
Cn,w(K)
n!
n∑
k=0
(
n
k
)
mk e−ωm
ρ1
(1 + t)k e−ωt
ρ1
dt (47)
−→ 0 , m −→ +∞ ,
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and the convergence is uniform with respect to v since the right-hand side term in (47) is
independent from v. Hence the hypotheses of a theorem of Weierstrass are satisfied and
therefore the function H
(1)
n,ω(., w) : D1 −→ C is holomorphic and its derivative is given by
∀ v ∈ D1 ∂
∂v
[
H(1)n,ω
]
(v, w) = lim
n→+∞
∂
∂v
[
H(1)m,n,ω(v, w)
]
= F (1)n,ω(v, w) ,
and the convergence is uniform on every compact subset.
Since we integrate by parts many times in Erde´lyi’s proof, we need successive primitives
of the holomorphic part of the integrand. For this purpose, we establish this second
intermediate but essential result by employing the preceding theorem as well as complex
analysis in several variables.
The desired primitives will be deduced from the next result in Corollary 5.6.
5.5 Theorem. Let n ∈ N\{0}, define the function h : C −→ C× C by
h(u) := (u, u) ,
and let H
(j)
n,ω(., .) : Dj × Dj −→ C be the function defined in Theorem 5.4. Then the
composite function H
(j)
n,ω(., .) ◦ h is holomorphic on Dj and its derivative is given by
∀ u ∈ Dj d
du
[
H(j)n,ω ◦ h
]
(u) =
(
H
(j)
n−1,ω ◦ h
)
(u) .
Proof. The aim of the proof is to differentiate the composite function. For this purpose,
we must ensure that this function is holomorphic with respect to each variable.
Fix n ∈ N\{0}. We remark that each component of h is holomorphic on C, so is h on
C× C. Moreover for any fixed w ∈ D1, H(1)n,ω(., w) : D1 −→ C is a primitive of F (1)n,ω(., w)
on D1 by Theorem 5.4, so it is holomorphic. Now let us show that H
(1)
n,ω(v, .) : D1 −→ C
belongs to C1(D1) and satisfies the Cauchy-Riemann equations for fixed v ∈ D1. To do so,
we employ the holomorphy of F
(1)
n,ω(v, .) : C −→ C which provides the following relations :
∀w = x+ iy ∈ C ∂
∂w
[
F (1)n,ω
]
(v, w) =
∂
∂x
[
F (1)n,ω
]
(v, w) = −i ∂
∂y
[
F (1)n,ω
]
(v, w) . (48)
And by a quick calculation, we obtain
∂
∂w
[
F (1)n,ω
]
(v, w) =
(−1)n−1
(n− 1)! (v − w)
n−1vµ1−1eiωv
ρ1 = F
(1)
n−1,ω(v, w) . (49)
Furthermore, one can bound F
(1)
n−1,ω(., w) on each path Λ
(1)(v, v∗) and Λ(1)(v∗) by inte-
grable functions independent on w. To do so, one can parametrize each path Λ(1)(v, v∗)
and Λ(1)(v∗) and employ similar arguments to the previous ones as well as the bounded-
ness of D1. So we obtain the ability to differentiate under the integral sign which yields
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the following equalities :
− ∂
∂x
[
H(1)n,ω
]
(v, w) =
∂
∂x
[∫
Λ(1)(v,v∗)
F (1)n,ω(z, w) dz
]
+
∂
∂x
[∫
Λ(1)(v∗)
F (1)n,ω(z, w) dz
]
=
∫
Λ(1)(v,v∗)
∂
∂x
[
F (1)n,ω
]
(z, w) dz +
∫
Λ(1)(v∗)
∂
∂x
[
F (1)n,ω
]
(z, w) dz (50)
=
∫
Λ(1)(v,v∗)
∂
∂w
[
F (1)n,ω
]
(z, w) dz +
∫
Λ(1)(v∗)
∂
∂w
[
F (1)n,ω
]
(z, w) dz (51)
=
∫
Λ(1)(v,v∗)
F
(1)
n−1,ω(z, w) dz +
∫
Λ(1)(v∗)
F
(1)
n−1,ω(z, w) dz (52)
=
∫
Λ(1)(v)
F
(1)
n−1,ω(z, w) dz
= −H(1)n−1,ω(v, w)
• (50): apply of the theorem of differentiation under the integral sign ;
• (51): use equalities (48) coming from the holomorphy of the function F (1)n,ω(v, .) ;
• (52): employ relation (49) .
In a similar way, we obtain
−i ∂
∂y
[
H(1)n,ω
]
(v, w) = H
(1)
n−1,ω(v, w) .
Then the Cauchy-Riemann quations are satisified and
∂
∂x
[
H(1)n,ω
]
(v, .) and
∂
∂y
[
H(1)n,ω
]
(v, .)
are continuous on D1 by the continuity of F
(1)
n−1,ω(z, .) : C −→ C. So H(1)n,ω(v, .) : D1 −→ C
is holomorphic, with
∂
∂w
[
H(1)n,ω
]
(v, w) = H
(1)
n−1,ω(v, w) .
Finally the composite function H
(1)
n,ω ◦ h is holomorphic on D1 × D1 and we have the
formula
d
du
[
H(1)n,ω ◦ h
]
(u) =
(
∂
∂v
[
H(1)n,ω
](
h(u)
) ∂
∂w
[
H(1)n,ω
](
h(u)
))( 1
1
)
=
∂
∂v
[
H(1)n,ω
]
(u, u) +
∂
∂w
[
H(1)n,ω
]
(u, u) ;
And a short computation shows that
∂
∂v
[
H(1)n,ω
]
(u, u) = F (1)n,w(u, u) = 0, so for all u ∈ D1,
d
du
[
H(1)n,ω ◦ h
]
(u) =
(
H
(1)
n−1,ω ◦ h
)
(u) =
(−1)n
(n− 1)!
∫
Λ(1)(u)
(z − u)n−1zµ1−1eiωzρ1dz .
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Finally by restricting the domain of definition of the functions introduced in the two
preceding theorems to the interval (0, sj], we derive formulas for the primitives of the
function s ∈ (0, sj] 7−→ sµj−1 e(−1)j+1iωsρj , the holomorphic part of the integrand.
5.6 Corollary. Fix sj > 0, ρj > 1 and µj ∈ (0, 1]. For any ω > 0, the sequence of
functions
(
φ
(j)
n (., ω, ρj, µj) : (0, sj] −→ C
)
n>1
defined in Theorem 1.3 or in Theorem 2.2
satisfies the recursive relation :
∀ s ∈ (0, sj]


∂
∂s
[
φ
(j)
n+1
]
(s, ω, ρj, µj) = φ
(j)
n (s, ω, ρj, µj) ∀n > 1 ,
∂
∂s
[
φ
(j)
1
]
(s, ω, ρj, µj) = s
µj−1 e(−1)
j+1iωs
ρj
.
Proof. It suffices to note that φ
(j)
n+1(., ω, ρj, µj) is the restriction to (0, sj] ⊂ Dj of the
function H
(j)
n,ω ◦ h. Hence Theorem 5.4 affirms that φ(j)1 (., ω, ρj, µj) : (0, sj] −→ C is
a primitive of s ∈ (0, sj] 7−→ sµj−1e(−1)j+1iωsρj , and use Theorem 5.5 to show that a
primitive of φ
(j)
n (., ω, ρj, µj) : (0, sj] −→ C is given by φ(j)n+1(., ω, ρj, µj) : (0, sj] −→ C, for
n > 1.
5.7 Remark. The function φ
(j)
n+1(., ω, ρj, µj) : (0, sj] −→ C can be extended to [0,+∞).
Indeed, we recall a parametrization of the curve Λ(j)(s) given by
λ(j)s : t ∈ (0,+∞) 7−→ s+ te
(−1)j+1i pi
2ρj ∈ Λ(j)(s) ,
and we consider the following estimate
∀ t > 0
∣∣∣F (j)n,ω(λ(j)s (t), s)∣∣∣ 6 1n! tn+µj−1 e−ωtρj , (53)
which was obtained by noting that
t 6
∣∣∣s+ te(−1)j+1i pi2ρj ∣∣∣ = ∣∣λ(j)s (t)∣∣ =⇒ tµj−1 > ∣∣λ(j)s (t)∣∣µj−1 .
We notice that the right-hand side of (53) is an integrable function with respect to t on
[0,+∞) and independent from s > 0. So φ(j)n+1(s, ω, ρj, µj) is well-defined for all s > 0. In
particular, φ
(j)
n+1(0, ω, ρj, µj) is defined as follows,
φ
(j)
n+1(0, ω, ρj, µj) := lim
s→0+
φ
(j)
n+1(s, ω, ρj, µj)
=
(−1)n+1
n!
∫
Λ(j)(0)
zn+µj−1e(−1)
j+1iωz
ρj
dz .
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