IAB is being considered as a means to reduce the deployment costs of ultra-dense 5G mmWave networks, using wireless backhaul links to relay the access traffic. In this work we describe the most recent standardization activities on IAB, and compare architectures with and without IAB in mmWave deployments. While it is well understood that IAB networks reduce deployment costs by obviating the need to provide wired backhaul to each cellular base station, it is still necessary to validate the IAB performance in realistic scenarios. In this article we demonstrate the cell edge throughput advantage offered by IAB using endto-end system-level simulations. We also highlight some research challenges for IAB that will require further investigations.
IntroductIon
Recently, the 3rd Generation Partnership Project (3GPP) completed the first phase of the standardization of a new radio access technology (RAT), 3GPP NR [1] , which introduces innovations to satisfy the more and more stringent requirements of fifth generation (5G) cellular networks. Together with a flexible frame structure and a revised core network design, NR supports carrier frequencies up to 52.6 GHz. The millimeter-wave (mmWave) frequencies have much larger spectrum availability than the congested bands below 6 GHz, thus offering potentially orders of magnitude higher data rates than in previous network generations, and also improved security and privacy thanks to directional transmissions [2] .
However, operating at mmWave comes with its own challenges, such as severe path and penetration losses [2] . High gain antennas can overcome these limitations by increasing the link budget, but introduce directionality in the communication. Network densification is also used to improve the performance by reducing the inter-site distance. An ultra-dense deployment, however, involves high capital and operational expenditures (CAPEX and OPEX) for network operators [3, 4] , because backhaul connections need to connect more cellular base stations than in networks operating at lower frequencies.
Network disaggregation (i.e., the separation of the layers of the protocol stack into different physical equipment) and virtualization (i.e., the use of software-based protocol stacks) can lower CAPEX and OPEX by reducing the complexity of base stations [5] . Alternatively, with Integrated Access and Backhaul (IAB), only a few next generation node bases (gNBs, the NR term for base stations) need to be connected to traditional fiber infrastructures, while the others wirelessly relay the backhaul traffic, possibly through multiple hops and at mmWave frequencies [6] . The 3GPP has recognized IAB as a cost-effective alternative to wired backhaul. Indeed, it has recently completed a Study Item (SI) for 3GPP NR Release 16 [7] , which studies architectures, radio protocols, and the physical layer for sharing radio resources between access and backhaul links. Although 3GPP Long Term Evolution (LTE) and LTE-Advanced already support base stations with wireless backhaul, the SI on IAB foresees a more advanced and flexible solution, with multihop communications, dynamic resource multiplexing, and a plug-and-play design for low-complexity deployments. Moreover, IAB can exploit a much larger bandwidth at mmWave than in legacy sub-6 GHz systems, and the directionality reduces the interference of concurrent access and backhaul transmissions. However, despite the consensus about IAB's ability to reduce costs, designing a high-performance IAB network is still an open research challenge.
This article reviews 3GPP standardization activities on IAB and provides, for the first time, actual quantitative evidence (through detailed numerical simulation results) of the performance of IAB in realistic deployments. In particular, we consider scenarios in which a fraction of gNBs (i.e., IABnodes) use wireless backhaul connections to other gNBs (i.e., IAB-donors) that have a wired connection to the core network, and compare them against two baseline solutions, that is, a network with only the IAB-donors, and one with a wired connection for all the gNBs. We also show the impact of topology setup strategies on the overall throughput and latency performance. To do so, we conduct end-to-end simulations using ns-3, an open source network simulator that was extended with a detailed 3GPP-like protocol stack implementation of IAB at mmWave [8] Integrated Access and Backhaul in 5G mmWave Networks: Potential and Challenges traditional performance analyses (e.g., [9] [10] [11] ), that focused on physical (PHY) or medium access control (MAC) layers, we also consider the impact of upper layers, thereby providing a more comprehensive system-level analysis. Moreover, we examine full buff er applications, typically considered in wireless network evaluations, and more realistic services, including web browsing and Dynamic Adaptive Streaming over HTTP (DASH). The accuracy of our investigation is also enhanced by realistic antenna radiation and channel models, according to the 3GPP specifi cations for above-6 GHz links [12] , and by following the directions described in [7] for IAB scenarios. Our results show that while wired backhaul implementations deliver improved throughput with saturated traffic, the IAB configuration promotes fairness for the worst user equipments (UEs) by associating with relay nodes (IAB-nodes) the UEs that otherwise would have a poor connection to the wired donor. Moreover, when the network is not particularly stressed (i.e., with HTTP and DASH), IAB performs nearly as well as the completely wired backhaul option. Despite these encouraging features, the real benefits of the IAB architecture under different traffic conditions have not been assessed so far. Accordingly, in this work we study the performance of a typical network with various traffic sources and provide insights on the performance gains and shortcomings in diff erent scenarios.
The remainder of the article is organized as follows. The following section describes the 3GPP IAB activities. Then we discuss the model and the results of the end-to-end performance evaluation. Following that, we identify IAB potential and challenges. The fi nal section concludes the article.
IntegrAted Access And bAckhAul In 3gPP nr
Wireless backhaul in mobile networks has been studied extensively in the last two decades. Current cellular networks, however, do not tightly integrate access and backhaul, with the latter generally deployed through custom solutions. The LTE specifi cations incorporate a relay functionality, but it has not been widely deployed because of its reduced fl exibility (it supports only a single hop, with the relay associated to a fixed parent base station, and a rigid partitioning of the access and backhaul resources).
To overcome these limitations, the 3GPP introduced the SI on IAB [7] , which examined effi cient solutions for integrated access and wireless backhaul over NR. This SI led to a Work Item, which will be integrated in future releases of the 3GPP specifi cations.
The SI considered fixed wireless relays with in-band backhaul (i.e., with the same spectrum for access and backhaul) and out-of-band backhaul (i.e., with separate bands for access and backhaul) with a focus on the former, which makes network design and management more challenging but maximizes the spectrum utilization. IAB is spectrum-agnostic [7] ; thus, it operates in either the sub-6 or above-6 GHz spectrum (exploiting the large bandwidth available at mmWave), and either standalone (SA, connected to the 5G core network) or non-standalone (NSA, connected to the 4G Evolved Packet Core, EPC) modes. The topologies for IAB are a spanning tree, with a single parent for each IAB-node, or a directed acyclic graph (DAG), where IAB-nodes may be connected to multiple upstream nodes.
In the following sections, we review the innovations introduced in [7] for the network architecture, the procedures for network management, and resource multiplexing through scheduling.
ArchItecture
The SI on IAB initially proposed fi ve diff erent confi gurations for the architecture, with various levels of decentralization of the network and backhauling functionalities. Figure 1 shows the logical architecture of the confi guration that was eventually selected for future standardization (i.e., Architecture 1a, according to the 3GPP nomenclature), where multiple IAB-nodes use wireless backhaul, and IAB-donors have fiber connectivity toward the core network. IAB-nodes and IAB-donors can serve UEs and other IAB-nodes. Such a configuration yields the most limited impact on the core network and signaling overhead, and the lowest relay complexity and processing requirements. In this architecture, each IAB-node hosts two NR functions: a mobile termination (MT), for the wireless backhaul connection toward an upstream IAB-node or IAB-donor, and a Distributed Unit (DU), for the access connection to the UEs or the downstream MTs of other IAB-nodes. The DU connects to a Central Unit (CU) in the IAB-donor with the NR F1 interface running over the wireless backhaul link. Therefore, the access stack in IABnodes and donors serves two coexisting interfaces (the F1 and the Uu between the UEs and the DU of the gNB).
This choice implements a functional split of the radio protocol stack, with the control and upper layers in the IAB-donor CU, and the lower layers in the DUs of the IAB-nodes. The split happens at the Radio Link Control (RLC) layer. Therefore, the Radio Resource Control (RRC), Service Data Adaptation Protocol (SDAP) and Packet Data Convergence Protocol (PDCP) layers reside in the CU, while RLC, MAC, and PHY are in the DUs. An additional adaptation layer manages the routing on top of RLC, hence enabling the end-to-end connection between DUs and the CU.
network Procedures And toPology MAnAgeMent
An optimized establishment and management of the network topology is fundamental for efficient IAB operations. Indeed, the end-to-end performance of the overall network strongly depends on the number of hops between the donor and the end relay, on how many relays the donor can support, and on the procedures for network formation, route selection, and resource allocation.
The topology establishment, performed during the IAB-node setup, is a critical step. Upon activation, the IAB-node first selects the upstream node. For this, the MT performs the same initial access procedure as a UE, using the NR synchronization signals transmitted by the available cells to estimate the channel and select the parent. Moreover, although not currently supported by the specifications, we argue that it would be beneficial if the MT could retrieve additional information (e.g., the number of hops to the donor, the cell load) to select the parent cell, using more advanced path selection metrics [13] than just the channel quality, as discussed later. Then the IAB-node configures its DU and establishes the F1 interface toward the CU in the remote IAB-donor, and can then serve UEs and other IAB-nodes. During this initial phase, the IAB-node may signal to the IAB-donor its topological location within the IAB network.
The topology is dynamically adapted for service continuity (e.g., when a backhaul link is degraded or lost) or for load balancing (e.g., to avoid congestion). Besides the signaling for the initial setup, the IAB-nodes may also transmit periodic information about traffic load and backhaul link quality. This allows the CU to be aware of the overall IAB topology and to converge to the optimal configuration by updating the associations between the IAB-nodes.
Greater redundancy and load balancing could be provided by a DAG topology with multi-connectivity toward multiple upstream nodes. In this case, the update of redundant routes is managed by the CU based on the propagation conditions and traffic load of each wireless backhaul link.
schedulIng And resource MultIPlexIng
For in-band IAB operations, [7] prioritizes half-duplex operations to multiplex access and backhaul traffic within the same frequency band, although studies on full-duplex solutions are not excluded. Therefore, the radio resources must be orthogonally partitioned between access and backhaul, either in time (time-division multiplexing, TDM, which is the preferred solution in [7] ), in frequency (frequency-division multiplexing, FDM), or in space (space-division multiplexing, SDM), using centralized or decentralized dynamic scheduling across the IAB-nodes and the IAB-donor.
Despite the half-duplex constraint, the IAB network is required to address the traffic requirements of all the UEs. Consequently, the resources should be allocated fairly, accounting for channel measurements and topology-related information shared by the IAB-nodes. Furthermore, both hopby-hop and end-to-end flow control mechanisms should mitigate the congestion that might arise on intermediate hops with poor propagation conditions.
end-to-end evAluAtIon of IAb
We evaluated the end-to-end performance of an IAB mmWave network using the open source simulator described in [8] , which implements the full stack of a cellular network and the 3GPP channel model for mmWave frequencies, and supports directional transmissions with beamforming. Moreover, the integration with ns-3 makes it possible to study end-to-end scenarios with the TCP/IP stack [14] and realistic applications, such as the 3GPP HTTP model. The acknowledged mode of RLC is used, thus providing additional retransmissions, besides those at the MAC layer. In the Monte Carlo evaluation, the base stations have a height of 10 m and are randomly deployed in each simulation run following a Poisson point process (PPP) with density l BS/km 2 inside a square area with side length 550 m. A fraction 0 ≤ p ≤ 1 of the N base stations have wired backhaul connections (i.e., are IAB-donors), while the others (i.e., the IAB-nodes) are wirelessly connected to the IABdonors, possibly over multiple hops. The network implements in-band backhaul, at 28 GHz. The access and backhaul resources are allocated using a dynamic TDM scheme [8] , where a distributed scheduling process assigns the resources to UEs or downstream IAB-nodes in each subframe. Before this happens, parents inform downstream IAB-nodes of their scheduling decisions for the backhaul link, which are thus performed a number of subframes in advance, as proposed in [8] . We consider uniform rectangular antenna arrays in the base stations and UEs, with 64 and 16 elements, respectively, and the beamforming model described in [12] . Both the base stations and the UEs have transmission power of 30 dBm and a receiver noise figure of 5 dB, and a bandwidth of 1 GHz. The UEs are dropped with a PPP of density l u = 10l UE/km 2 inside the deployment area and have a random height between 1.6 and 1.75 m, although we only evaluate the performance of the subset of UEs connected to a target base station, which is either the fi rst gNB deployed in a baseline scenario where all nodes have a wired connection to the core network, or the first IAB-node that performs the initial access with IAB.
bAckhAul PAth selectIon PolIcIes Figure 2 analyzes the impact of different backhaul path selection policies in an IAB setup. As introduced earlier, IAB-nodes use a path selection procedure to fi nd the route toward an IAB-donor, possibly through multiple hops. In our previous work [10] , we investigated two diff erent policies for backhaul traffi c forwarding: highest-quality-fi rst (HQF), which selects the gNB with the highest signal-to-noise ratio (SNR) as a parent; and wired-first (WF), which chooses a direct link to the IAB-donor with the best signal above a minimum threshold (5 dB), even if an IAB-node with better channel quality is available. HQF facilitates a best-quality wireless backhaul connection in the first hop but increases the number of hops to an IAB-donor. The second approach, while minimizing the number of end-to-end hops, may choose backhaul links with poorer channel quality. The HQF policy may also leverage a function that biases the link selection toward gNBs with wired backhaul to decrease the number of hops to the core network. The bias depends on the number of hops from the IAB-node to the candidate parent to which it is trying to connect [10] . Conservative and aggressive bias functions can be designed (aggressive HQF policies will progressively operate like WF policies).
The performance evaluation of [10] only considered physical layer metrics, which do not necessarily represent the quality of experience of the UE. In Fig. 2 , instead, we report end-toend metrics, that is, the throughput and latency at the application layer as a function of the policies and of different network parameters. These results show that the WF approach is preferable, with lower end-to-end latency and higher total throughput compared to the other policies. This is because it minimizes the number of hops to an IAB-donor: in the simulated scenarios, when p = 0.3, the average number of hops required to connect an IAB-node to a donor is 1.06 for WF, compared to 2.33 for conservative HQF. As a result, both the overhead and the congestion at intermediate nodes are reduced.
We also compare the throughput for the default setup (with directional transmissions) with that for omnidirectional transmissions, represented by the narrow bars in Fig. 2 . As expected, the system achieves lower throughput with respect to the directional case due to reduced overall link budget and increased inter-node interference, thereby pointing out the need to perform beamforming.
IAb dePloyMent scenArIos
We tested three diff erent deployment scenarios. The best case is when all N base stations in the network are equipped with a wired connection to the core network (i.e., the all wired scenario). This represents the most expensive solution in terms of density of fi ber drops, but allocates the whole bandwidth to access traffic. With the IAB-nodes option, pN base stations are IAB-donors, that is, have a wired connection, and (1 -p)N have wireless backhaul. Finally, the baseline is what 3GPP considers for comparisons with IAB solutions, described in [7] , that is, a deployment with only pN wired base stations and no IAB-nodes (the only donors confi guration). In all investigated scenarios, IAB nodes use the WF policy to forward their backhaul traffic to the core network: as demonstrated in the previous paragraph, this approach delivers better end-to-end latency and throughput compared to other path selection techniques.
UDP User Traffic: Figure 3 considers an IAB network where UEs download content from a remote server with a constant bit rate of 220 Mb/s, using UDP as the transport protocol, thus with a full buff er source traffi c model. Each endto-end flow does not self-regulate to the actual network conditions; thus, congestion arises. This experiment tests the performance of an IAB setup in a saturation regime, where the access and backhaul links are constantly used. As expected, the best performance is provided by the all-wired configuration, as it provides the same access point density of the IAB setup, but avoids the multiplexing of resources between access and backhaul. On the other hand, it is possible to identify two advantages and one drawback of the IAB configuration with respect to the only donors one. IAB nodes, in fact, make it possible for the worst UEs and the UEs with the best IAB-donor channel quality to experience higher throughput, as shown in Fig. 3 . In the first case, the fifth percentile throughput plot in Fig.  3a demonstrates that, for p = 0.5 (i.e., with one relay for each IAB-donor on average), IAB has 7.8 times higher fifth percentile throughput than the only donors configuration, and only 13 percent less than the all-wired setup. In the second case, Fig. 3b shows that the usage of IAB-nodes likely offloads the worst UEs from the IAB-donors, which can allocate more resources to UEs with the best IAB-donor channel quality, thereby enabling higher throughput. For all the other UEs, the IAB solution yields worse performance, as they are throttled by the round-robin scheduler at the donors and have a smaller throughput than with the only donors setup. DASH, HTTP User Traffic: We also consider a more common scenario, where the UEs either stream video using DASH [15] or access web pages using HTTP from a remote server. This source traffic is asynchronous and bursty, and in the DASH case, the flow adapts itself to the varying capacity offered by the network. Therefore, the network is not as stressed as in the previous experiment, and in this case the advantage of IAB is more visible, with the performance of IAB closer to that of the all-wired deployment. Indeed, the asynchronous and independent nature of the traffic at each UE provides greater multiplexing gains, and the higher gNB density with respect to the only donors case improves the average channel quality. Figure 4a reports the average duration of a rebuffering event for a DASH stream for all UEs of a target base station. The rebuffering happens when the DASH framework does not adapt fast enough to the network conditions, or if the capacity is not sufficient to sustain even the minimum video quality available in the DASH server. The only donors setup has the worst performance, with a 5 and 2 times higher rebuffering than the all-wired configuration for p = 0.3 and 0.5, respectively. The IAB deployment, instead, degrades the performance of the all-wired one by only 1.4 and 1.3 times, for p = 0.3 and 0.5, respectively. Likewise, Fig. 4b shows the average time it takes to completely download a web page, from the first request of the client to the reception of the last object, and the trend is similar to that of the DASH rebuffering. Finally, for this kind of traffic, the improvement introduced by the densification of IAB-donors (i.e., by increasing p from 0.3 to 0.5) is less marked than with the constant bit rate traffic shown in Fig. 3 .
PotentIAl And chAllenges of IAb
The previous section highlights that IAB presents both benefits and limitations with respect to deployments where the radio resources are used only for the access. These challenges represent promising research directions for self-configuring, easy-to-deploy, and high-performance IAB networks, which provide a cost-effective solution for an initial ultra-dense NR deployment at mmWave.
IAb ArchItecture And APPlIcAtIon
IAB presents lower deployment costs and complexity compared to the all-wired setup. However, splitting the available resources between access and backhaul traffic results in worse network performance in the presence of saturated traffic. With DASH and HTTP, instead, the traffic source is asynchronous and bursty, and consequently, the IAB performance approaches that of the all-wired case. Moreover, the main advantages of IAB when compared to the only donors setup come from an improved channel quality of cell edge users, on average, which consequently improves the area spectral efficiency.
IAb dePloyMent
The interaction of different layers of the protocol stack is a design challenge for IAB. Quality of Service (QoS) should be enforced in single-hop and multihop scenarios, with IAB traffic flows for different end-to-end applications safely coexisting. Additionally, the admittance of new bearers should account for the multiplexing of resources between the access and the backhaul, to avoid overbooking the available resources and introducing congestion. Figure 3b shows that this may indeed result in user experience degradation. Similarly, overloading some IAB-donors or excessively increasing the number of hops should be avoided.
PAth selectIon PolIcIes
The reduction of the number of relay operations (i.e., through the WF approach) limits the overhead and congestion at intermediate IAB-nodes, with improved end-to-end latency and throughput. However, the design of more efficient path selection strategies, robust to network topology changes and end terminals' mobility, is a research challenge deserving further investigation.
AntennA ArchItecture
A large number of antennas enable narrow beams, as well as high received power and throughput. The beamwidth, however, has an inverse relationship with how many directions to scan during the network setup phase, that is, when the IAB-nodes perform initial access to their IAB parents. Narrower beams with analog beamforming and sequential scans can indeed increase the initial access delay. The usage of hybrid or digital beamforming can reduce this latency, and also benefit the data plane, by avoiding time or frequency multiplexing in favor of spatial multiplexing instead.
schedulIng And retrAnsMIssIons
Most system-level challenges are related to the design of ad hoc scheduling procedures at the MAC layer to efficiently split the resources between the access and the backhaul, and to provide interference management. Moreover, cross-layer effects may emerge from retransmissions at multiple layers, so the configuration of RLC and transport layer timers needs to account for the additional delays related to the multihop retransmissions and the packet reordering at the receiver.
econoMIc benefIts
Deploying gNBs without the need for fiber connectivity makes the IAB technology attractive and cost-effective for operators that want to improve QoS through infrastructure densification. Reference [4] shows that the massive deployment of low-cost small cells with wireless backhauling capabilities enables higher capacity and a reduction of the cost per bit. In this context, wireless backhaul is a key element, because it facilitates the site installation, allows the deployment of cells even where fiber may not be available, and is cheaper to maintain. Reference [3] reports that for a single-sector LTE small cell, the CAPEX of wireless backhaul ($2500) is higher with respect to the wireline option ($1000), but the OPEX is 82 percent lower ($1800 vs. $10,000 per year); hence, the additional part of the initial investment can be recovered quickly. Although these results refer to LTE deployments, we expect that a similar trend will hold for 5G deployments, given that the cost of renting fiber will be comparable. Additionally, compared to other relaying solutions, mmWave IAB offers further advantages, including the possibility to multiplex the access and backhaul data within the same frequency band, thereby removing the need for additional hardware and/or spectrum license costs.
conclusIons And future work High-density deployments of 5G mmWave cells require innovative solutions to reduce costs without degrading end-to-end network performance. IAB has been investigated to relay access traffic to the core network wirelessly, thereby removing the need for fiber backhaul in all the gNBs. This article reviews the latest 3GPP NR Release 16 standardization activities on IAB and evaluates the performance of IAB networks for different applications and traffic types. IAB represents a viable solution to efficiently relay cell edge traffic, although the benefits decrease for more congested networks. We also highlight the limitations of IAB and provide guidelines on how to overcome them. IAB standardization is, however, still an ongoing process. As part of our future work, we will validate wireless relays considering recent- ly proposed 3GPP scenarios and investigate the impact of mobility and network reconfiguration on the network performance. 
