Abstract. Intrinsic signal optical imaging reveals a highly modular map of orientation preference in the primary visual cortex (V1) of several species. This orientation map is characterized by domains and pinwheels where local circuitry is either more or less orientation selective, respectively. It has now been repeatedly demonstrated that neurons in pinwheels tend to be more broadly tuned to orientation, likely due to the broad range of orientation preference of the neighboring neurons forming pinwheels. However, certain stimulus conditions, such as a decrease in contrast or an increase in size, significantly sharpen tuning widths of V1 neurons. Here, we find that pinwheel neuron tuning widths are broader than domain neurons only for high contrast, optimally sized stimuli, conditions that maximize excitation through feedforward, and local cortical processing. When contrast was lowered or size increased, orientation tuning width sharpened and became equal. These latter conditions are conducive to less local excitation either through lower feedforward drive or by surround suppression arising from long-range cortical circuits. Tuning width differences between pinwheel and domain neurons likely arise through more local circuitry and are overcome through recruitment of longer-range cortical circuits.
Introduction
The landmark technique of intrinsic signal optical imaging developed by Grinvald et al. 1, 2 has led to a greater understanding of brain organization and function across a diverse array of animal models. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] Particularly important to visual neuroscience was the revealing of orientation preference maps in cat visual cortex. This allowed for highly accurate targeting of orientation columns, referred to as orientation domains, and also revealed the presence of so-called pinwheels. 17, 18 Pinwheels are formed by the convergence of neighboring orientation domains to a single point, around which the entire range of orientation preferences are represented within a very short distance. The discovery of this unique organization enabled comparisons between homogeneous (domains) and heterogeneous (pinwheel) regions with respect to the orientation preference of local populations of neurons. [19] [20] [21] [22] [23] [24] [25] [26] [27] Using this technique, our work and the work of others have shown that pinwheels in the primary visual cortex correlate to poorer orientation selectivity of their component neurons as compared to domain regions. [28] [29] [30] [31] This lower selectivity can occur specifically for optimally sized classical receptive field (CRF) stimuli, where the relatively small stimulus size elicits the maximum response, and where the driving mechanisms are largely feedforward and local cortical circuits. 28, [32] [33] [34] [35] [36] [37] [38] Thus, the broader range of orientation preference of the local inputs likely leads to the broader selectivity of pinwheel cells. 24, 39 Other factors, such as the size and contrast of the visual stimulus, are also known to influence the orientation tuning and selectivity of individual V1 neurons. For example, larger sized stimuli incorporating the extraclassical suppressive surround (ECS) exhibit significantly sharper tuning, 36, 38, 40, 41 through subtractive suppression. 42 This suppressive surround can lead to contrast invariance of orientation tuning of V1 neurons. Conversely, smaller CRF stimuli, which lack the suppressive surround, often yield contrast variant orientation tuning where tuning width is significantly broader at high contrast (HC) compared to low contrast (LC). 36 While orientation tuning can vary by stimulus features, such as size and contrast, and by position in the orientation map, it is not yet known whether or how these two factors interact to affect orientation tuning. One basic prediction is that tuning for all conditions, LC and HC of the CRF and ECS would be broader at pinwheels compared to domains. To test this, we first obtained orientation preference maps and then targeted microelectrodes to pinwheel or domain centers to record responses to CRF and ECS stimuli at LC and HC. We found, unexpectedly, that orientation tuning derived from the LC CRF was indistinguishable for pinwheel and domain neurons. In addition, while both domain and pinwheel neuron tuning broadened as expected at HC, pinwheel neurons broadened significantly more. When including the ECS, we found that tuning width for pinwheel and domain neurons was again indistinguishable and did not broaden with an increase in contrast.
Our results provide new evidence that orientation tuning width differences between pinwheel and domain neurons depend on HC CRF conditions, which maximize excitation through feedforward and local cortical processing, 33, 35, 37, 43 where for pinwheel neurons surrounding local inputs are more broadly tuned compared to domain neurons. 24, 39 Conversely, all other conditions result in less local excitation, either through lower feedforward drive or by engaging longer range cortical circuits involved in surround suppression. 32, 35, 36, 37, [43] [44] [45] [46] [47] [48] Therefore, tuning width differences between pinwheel and domain neurons are likely generated through more local circuits and overcome through recruitment of long-range cortical circuits.
Methods

Animal Preparation
All procedures were approved by the Institutional Animal Care and Use Committee of the University of California, Irvine. The experiments were performed on 10 live adult cats weighing 2 to 5 kg and of both sexes. Animals were initially anesthetized with a mixture of ketamine (21 mg∕kg, intramuscular) and xylazine (3 mg∕kg, intramuscular). Tracheal and venous cannulations were then performed and animal anesthesia maintained with isoflurane (0.2% to 1.0%) in a 67:33 mixture of nitrous oxide and oxygen. Electroencephalogram (EEG), electrocardiogram (EKG), and expired CO 2 were monitored to ensure a proper level of anesthesia throughout the entire experiment. Body temperature was maintained around 37°C through a heating pad and homeothermic monitor (Harvard Apparatus, Holliston, Massachusetts). To prevent eye movements, neuromuscular blockade was induced with a bolus of vecuronium bromide (0.6 mg∕ml, intravenous) and then maintained with 0.15 mg∕ml during the whole experiment at a flow rate of 2.0 ml∕kg∕h mixed with dexamethasone (0.5 mg∕kg∕h, intravenous) to reduce inflammation in a solution of 5% dextrose and lactated Ringer's solution. Air-permeable corrective contact lenses were used to protect corneas, and pupils were dilated and accommodation blocked with 1% atropine sulfate solution, and the nictitating membranes were retracted with 2.5% phenylephrine hydrochloride. Corrective lenses were placed in front of the eyes during optical imaging and single-unit recording experiments, if necessary to focus the eyes on a tangent screen 37 cm away. Artificial pupils 3 mm in diameter were placed in front of the eyes. The locations of the optic disc and area centralis for each eye were plotted daily with a fiber-optic light source. 49 A craniotomy was made above the dorsal surface of area 17 (V1), and a 20-mm diameter recording chamber was fixed to the skull with dental cement. The dura was removed, and the chamber was filled with silicon oil and sealed with glass for optical imaging.
Visual Display Apparatus
Visual stimuli were displayed on a 21-in. View Sonic Graphics Series G225f CRT screen (γcalibrated) with a mean luminance of 50 cd∕m 2 . The monitor refreshed at 100 Hz in a noninterlaced mode with a spatial resolution of 640 × 480 pixels. Stimuli were generated using EXPO software (courtesy of Dr. Peter Lennie) that runs on a G5 Mac with an ATI Radeon 9200 graphics card.
Intrinsic Optical Imaging and Orientation
Preference Maps
Light source and camera
The V1 (area 17) surface of the cortex was illuminated by two adjustable light guides that were powered by a 100-W tungsten halogen lamp driven by a stable DC power supply (Kepco Inc., Flushing, New York), the range of the Kepco power output was kept between 8.0 to 9.0 A and 9.9 to 10.0 V. The light was passed through an interference bandpass filter. The image used for a reference map of the blood vessel pattern on the cortical surface [see Fig. 1 (e)] was obtained by green light at 546 nm. The imaged depth was then focused ∼400 μm below the surface and the intrinsic signals imaged using red light at 605 AE 10 nm. Intrinsic signal optical images were obtained using Grinvald's differential video acquisition system, the Optical Imager 3001 (Optical Imaging Inc., Rehovot, Israel).
Images were captured with a 12-bit video camera (Adimec 1000M/D, The Netherlands; >60 dB signal-to-noise ratio) consisting of a 1004 × 1004 array of pixels equipped with a 50∕50 mm tandem-lens combination for higher magnification. 50 It provided a 5 mm × 7 mm imaging window, though regions of interest were usually smaller and were set prior to imaging. The camera was positioned over the exposed cortex such that the optical axis was perpendicular to the cortical surface.
Visual stimuli for optical imaging and data acquisition
Orientation preference maps 17, 24 were obtained by intrinsic signals that were recorded in response to a binocularly viewed full screen, with eight different oriented full-field (22.5 deg ×180 deg), HC (100%) square-wave gratings (0.2 to 0.3 cycles∕ deg) drifting at 2 Hz. To prevent transitory orientation nonspecific responses, each trial started with a 500-ms static grating, followed by 4-s drifting in one direction, and then 4-s drifting in the opposite direction. Each block of trials consisted of eight orientations and one blank stimulus set to the mean background luminance, presented in a pseudorandom order. An 8-s interstimulus interval was used to separate each trial to prevent neuronal habituation during data acquisition. Each block was repeated 40 to 60 times. Single condition maps [Figs. 1(a)-1(d)] for each orientation were derived by integrating each trial block over its six frames first, and then averaging across the repetitions, after which dividing by the average of the blank trials. Pseudocolored orientation preference maps [i.e., Fig. 1 (f)] were generated through pixel-by-pixel vector summation of the eight single conditions. 17, 24, 51 For each orientation map, masks were created to exclude pixels where the map could not be determined due to bone, major blood vessels, or the convolutions of the cortex.
Recording locations were chosen based on how accurate and reproducible the map locations were. Locations were considered reproducible when no displacement of pinwheel centers occurred between two maps generated from two subsets of four alternate orientations; the first set consisted of orientations 0 deg∕180 deg, 45 deg∕225 deg, 90 deg∕270 deg, and 135 deg∕ 315 deg, whereas the second consisted of orientations 22.5 deg∕ 202.5 deg, 67.5 deg ∕247.5 deg, 112.5 deg ∕292.5 deg, and 157.5 deg ∕337.5 deg. Color maps from the two subsets were compared and only pinwheel sites and domain centers that were congruent between the maps (including the original eight condition maps) were selected for microelectrode recording.
Single-Unit Recording
Single-unit extracellular recordings were made using epoxyinsulated tungsten microelectrodes [3 to 7 MΩ; four-channel amplifier (FHC), Bowdoin, Maine] placed perpendicular to the surface to target either domains or pinwheels. Once inserted below the cortical surface, the brain was covered by a 1.5% agar solution in saline and sealed with physiological wax to reduce brain pulsation. Electrodes were coated in DiI (50 mg∕ml) prior to penetrating the brain in order to confirm the perpendicularity of our penetrations through histology (see Ref. 28 for more details). Action potentials of isolated single neurons were amplified using an Xcell-3 FHC. Evoked action potentials were broadcast over a loudspeaker for subjective analysis and were sorted with an online window discriminator to isolate single units prior to storing digitally using EXPO signal-processing software.
All cells were stimulated through the dominant eye with the nondominant eye occluded. Once isolated, the cell's receptive field center and preferred orientation were estimated with a 6-deg circular square-wave grating patch. The diameter of the patch was then decreased to 1 deg in the preferred orientation to pinpoint the receptive field center by moving the stimulus systematically under mouse control; similar to methods described elsewhere. 28, 43 To identify optimal stimulus parameters, several visual response properties of the cell were tested in detail. First, the preferred orientation was reassessed by drifting sine-wave gratings oriented in 22.5-deg steps, within a 10-deg circular aperture, a spatial frequency of 0.2 cycles∕ deg, and a temporal frequency of 4 Hz at 100% contrast. Next, using the preferred orientation and the parameters listed above, preferred spatial and temporal frequencies were determined. Finally, with these optimal parameters the preferred receptive field size for each cell was determined using apertures ranging from 0.2 deg to 30 deg in 18 steps [see Fig. 2(b) ].
The CRF was defined from the aperture tuning curve as the aperture size resulting in the greatest mean response, and the ECS was defined as the aperture size greater than the CRF resulting in the lowest mean response [ Fig. 2(b) ]. Next, using CRF-sized stimuli, contrast tuning profiles were generated using nine contrasts, ranging from 0% to 100% [see Fig. 2(a) ], optimal spatial and temporal frequencies, and the preferred orientation. If the contrast profile saturated before 100% contrast, the nonsaturating contrast was defined as the HC and the aperture tuning protocol described above was repeated again to obtain the CRF and ECS at the nonsaturating HC. LC was defined as 30% of the maximum response. CRF and ECS sizes were then determined at this LC. Orientation tuning profiles were then obtained under optimal spatial and temporal frequencies with CRF and CRF+ECS stimuli shown at HC and LC. Stimulus sets for each of the four conditions were shown separately, and in different orders for each cell. Stimuli were presented for 2 s and repeated six times. Each stimulus set used an interstimulus time interval of 2 s, and a blank stimulus with the mean luminance was used to determine the spontaneous activity.
Data Analysis
Orientation tuning width
The orientation responses were fitted by the sum of two Gaussians 52 using E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 6 2 7
where O s is the stimulus orientation, R O s is the response to different orientations, R o is the spontaneous response, O p is the preferred orientation, R p and R n are the responses at the preferred and null orientations, respectively, and σ is the tuning width.
Orientation tuning bandwidth of each tuning curve was defined as the half-width at half-height (HWHH), which equals 1.18 Ã σ based on the above equation. Our orientation tuning curves typically had two peaks, one for each direction over 360 deg. For each cell, we chose the higher of the two peaks under the CRF HC condition, which was always the condition yielding the maximum response, and used HWHH for this direction across the other three conditions. Fits were made without subtracting spontaneous activity similar to the procedures of Ref. 53.
Coefficient of determination, R 2
The coefficient of determination was used to evaluate the goodness of our fits E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 3 6 3
where R n is the response to the j'th stimulus, F n is the predicted value, and R 0 is the mean response of the actual data. The mean R 2 for all of our fits is 0.85 AE 0.01.
Homogeneity index
The homogeneity of orientation preference of the local environment for each recording site on the orientation map was calculated as in Refs. 24 and 31. For the orientation preference maps, the homogeneity index (HI) for a cortical location x is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 2 0 5
HIðxÞ
where θ y is the orientation preference at site y and σ determines the spread of the spatial scale. We used a value of σ ¼ 180 μm to match the typical spread of basal dendrites of V1 neurons. 31 An index value of 1 indicates that the local neighborhood of neurons within 180 μm is completely homogenous in their orientation preferences (approximately the domain center), while a value of 0 indicates complete orientation heterogeneity (approximately the pinwheel center). 
Circular variance
In addition to HWHH, orientation selectivity was measured more globally using circular variance (CV), which was calculated by Ref.
54
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 7 0 1 CV
where the angle θ n is the orientation of the n'th stimulus in radians and R n is the mean firing rate at orientation θ. For these calculations, the spontaneous activity was removed. CV values approaching 0 indicate higher selectivity.
Significance Tests
Prior to statistical analysis of groups, we tested whether or not distributions were normal using Lilliefors test. The distribution of HWHH values was not normal; therefore, a Mann-Whitney U test was used when making these comparisons. On the other hand, the distributions of CV values were not statistically different from normal; therefore, t-tests were used for comparisons. The distributions of CRF and ECS sizes calculated at HC and LC were also normal and therefore t-tests were used for comparisons.
Results
To examine how conditions for contrast variance or contrast invariance affect orientation tuning of cells at different positions in the V1 orientation map, we recorded from 140 isolated neurons located in the centers of domains (n ¼ 86) or pinwheels (n ¼ 54). We have previously shown that limiting stimuli to a cell's CRF is conducive to contrast variance; whereas the addition of the ECS is more conducive to contrast invariance. 36 Therefore, for each neuron, orientation tuning profiles were obtained using LC and HC stimuli presented to the CRF alone and the CRF+ECS. Corresponding tuning profiles from each of the four conditions were then fit using a Gaussian model to determine the HWHH [Eq. (1)]. Examples for three domain neurons (top three rows) and three pinwheel neurons (bottom three rows) are given in Fig. 3 . For both neuron types, when the CRF stimulus contrast was increased, tuning width broadened (Fig. 3, columns 1 and  2) , demonstrating contrast variance. For example, the HWHH of the domain neuron in the first row increases from 25.1 deg [ Fig. 3(a) ] to 30.3 deg [ Fig. 3(b) ], and tuning width of the pinwheel neuron in the fifth row increases from 23.2 deg [ Fig. 3(q) ] to 35.7 deg [ Fig. 3(r) ], representing a 21% increase for the domain cell and a 54% increase for the pinwheel neuron. Therefore, both cell types exhibit contrast variance. In these two examples, the pinwheel and domain neuron have similar orientation tuning curves at LC. At HC, tuning width broadens for both cells. However, the pinwheel neuron broadens substantially more, more than double the percent-increase of the domain neuron. The population data closely reflect this pinwheel/domain difference in contrast variance seen in the example cells. The average percent-increase in tuning width for domain neurons was 30%, from 23.3 AE 1.5 deg at LC to 30.3 AE 1.8 deg at HC [p < 0.01; Fig. 4(a), filled circles] . The average increase for pinwheel cells was larger, 41%, from 24.9 AE 1.2 deg at LC and 35.1 AE 1.5 deg at HC [p < 0.001; Fig. 4(a), open circles] . As a result, while domain and pinwheel neurons both show significant contrast variance of orientation tuning, the broadening for pinwheel neurons is greater. This difference is significant as seen through comparisons at HC where the tuning width is We therefore conclude that CRF tuning width differences between domain and pinwheel cells depend on HC.
For larger visual stimuli, including the ECS, smaller changes in the orientation tuning width were generally observed when increasing from LC to HC for both domain and pinwheel neurons. This is shown by the examples in Fig. 3 (columns 3 and 4) . The domain cell in row 1 shows an increase from 24.8 deg [ Fig. 3(c) ] to 27.7 deg [ Fig. 3(d) ] and the pinwheel neuron in row five shows an increase from 19.0 deg [ Fig. 3(s) ] to 23.1 deg [ Fig. 3(t) ]. Overall, no significant difference was found in the population data, where the average tuning widths at LC and HC were nearly identical, 24.5 AE Fig. 4(b) ]. Therefore, orientation tuning is contrast invariant for large stimuli that include the ECS, as previously shown. 36 Furthermore, as evidenced from the HI population distribution, there is also no significant difference in tuning width between domain and pinwheel cells for the CRF+ECS at either contrast To summarize our results up to this point, we find that differences in HWHH between domain and pinwheel neurons are a result of contrast variance induced by HC CRF stimuli, which broaden pinwheel neurons to a greater degree. Conversely, for all other conditions where orientation tuning is sharper for both cell types, either due to lower contrast or inclusion of the ECS, tuning widths are the same for domain and pinwheel neurons.
The HWHH is a better measure of local tuning features as orientations nearest to the preferred have the greatest impact on tuning width. Conversely, CV is a better measure of global tuning as responses at all orientations are factored equally [see Eq. (4)]. Factors such as a uniform increase in firing rate across all orientations can have a profound impact on CV, but little impact on HWHH, and resulting values from the two measures do not always correlate. 54 We previously found that CV (or its inverse, orientation selectivity) was higher for pinwheel cells compared to domains at both HC and LC. 28 These measurements were done only for the CRF. To compare with previous work, we also calculated CV here for CRF+ECS stimuli (see example CV values in Fig. 2) . Consistent with our previous results, 28 we find for the CRF that average CV is significantly higher for pinwheel compared to domain neurons at HC [0. 40 
(h) (g) Fig. 6 Population CV of the pinwheel neurons is generally higher than domain neurons under multiple stimulus conditions. Scatter plots show the relationship between CV (y -axis) and HI (x-axis) for the HC CRF (a) and CRF+ECS (e) and the LC CRF (b) and CRF+ECS (f). Mean HWHH is indicated for domain and pinwheel neurons by black and white filled arrowheads, respectively. To facilitate comparisons, the number of cells at each CV is presented in the bar graph in (c, d and g, h) . The CRF condition results in significantly higher average CV for pinwheel compared to domain neurons at both high (a, c; 0.40 AE 0.02 versus 0.53 AE 0.02; p < 0.001) and low (b, d; 0.41 AE 0.03 versus 0.56 AE 0.03; p < 0.001) contrast. Higher average CV for pinwheel neurons is also found for the CRF+ECS at high (e, g) and low (f, h) contrast, but the difference with domain neurons is not significant (see Sec. 3). 
Discussion
Our results provide new evidence that differences in orientation tuning for V1 neurons at different locations in the orientation preference map, domain versus pinwheel, depend on HC CRF conditions, which elicit the maximum response of a cell. This is the condition where long-range cortical circuits are the least engaged, 32, 33, 36 suggesting that the differences may be mediated primarily through feedforward and/or local cortical processes where for pinwheel neurons the orientation preference of surrounding local inputs cover a much broader range compared to domain neurons. 24, 39 Conversely, all other conditions are thought to have reduced feedforward drive for LC and engage longer range cortical circuits, such as for LC summation that occurs from LC CRF stimuli or for surround suppression typically resulting from the ECS at either contrast. 28, [32] [33] [34] [35] [36] [37] 55, 56 This suggests that tuning width differences between pinwheel and domain neurons are likely generated through more local cortical circuits before they can be equalized by longer range modulatory cortical inputs.
These results tie in with our recent report showing that larger stimuli extending beyond the CRF is key to contrast invariance, 36 where orientation tuning widths at HC and LC do not change. 53, [57] [58] [59] Similarly, here we find that extending beyond the CRF is important for keeping the tuning widths comparable between neurons found at different orientation map locations. In both our previous study 36 and this study, CRF+ECS results in similar orientation tuning widths, that is, no change at different contrasts and no difference between domain and pinwheel neurons. Inclusion of the ECS will typically reduce response amplitude 35, 43, [60] [61] [62] [63] and significantly sharpen tuning widths. 36, 38, 40, 41 This response reduction and sharpening of orientation tuning have been shown to result through a subtractive suppression. 42 This suppression is likely mediated, at least in part, by longrange cortical circuits that synapse onto local inhibitory neurons. 22, [64] [65] [66] [67] Previous studies comparing the tunings of pinwheel and domain neurons have been contradictory. Our results, in which tuning differences are only found using HC CRF, could at least partially explain the discrepancies. For example, Maldonado et al., 23 and Mariño et al., 24 both found pinwheel neurons to be as orientation tuned or selective as domain neurons in cats. However, both studies used HC full-field gratings, which include the ECS (see below for discussion of CV). On the other hand, Nauhaus et al. 31 showed in cats and monkeys that the closer a neuron was to a pinwheel center, the broader it was tuned. In this study, it was not specified how large the HC visual stimuli were, but that the stimuli were large enough to cover the receptive fields of cells distributed over a 4-mm 2 electrode array. Since receptive field center and size do not vary considerably over 4 mm in cats or monkeys, 32, [68] [69] [70] the stimulus size used may have corresponded well with the CRF of a number of cells. In this way, the results compare with what we report for HC CRF.
On the other hand, Ikezoe et al. 29 used HC stimuli large enough to incorporate the full ECS and found higher CV for neurons located closer to pinwheel centers in monkey V1. However, as discussed in Sec. 3, CV is a more global measure of orientation selectivity and does not always correspond to local tuning widths. 54 Furthermore, we also show here in cats that CV, not tuning width, is higher for pinwheel cells using the HC and LC large stimuli (CRF+ECS), but our results comparing 85 neurons or less only approached significance [p ¼ 0.13, Fig. 5(c) ; p ¼ 0.06, Fig. 5(d) ]. Ikezoe et al. 29 used two-photon calcium imaging that allowed for comparison of over 200 neurons in a single-image frame and over 1100 neurons for the study, which generated highly significant differences. Conversely, our lack of a significant difference in CV between domain and pinwheel neurons using CRF+ECS is consistent with the results of Mariño et al., 24 who also compared CV for large full-field stimuli.
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