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ABSTRACT
The recent emergence of detections of the kinetic Sunyaev-Zel’dovich (kSZ) effect through cross-
correlation techniques is encouraging for the prospects of future cosmic microwave background (CMB)
experiments. Extracting information on the large-scale velocity fields and constraining cosmological
parameters from such kSZ measurements requires an understanding of the optical depth to CMB
photons through halos. Using cosmological hydrodynamic simulations we find that there exists a
low-scatter relation between the optical depth and thermal Sunyaev-Zel’dovich (tSZ) signal of halos
within a physical aperture. We propose that such a relation can be used to break the degeneracy
between optical depth and line-of-sight velocity in kSZ measurements. The limiting factors in our
proposal are systematic uncertainties associated with the sub-grid physics models in the simulations,
which we calculate to be less than 10 percent. We discuss future observational measurements that
could potentially be used to mitigate the systematic uncertainties in this scaling relation.
Subject headings: Cosmic Microwave Background — Cosmology: Theory — Galaxies: Clusters: Gen-
eral — Large-Scale Structure of Universe — Methods: Numerical
1. INTRODUCTION
The intracluster medium (ICM) is optically thin to
the CMB radiation. However, a small fraction of CMB
photons are scattered or doppler shifted as they travel
through the Universe by free electrons in the ICM or
the intergalactic medium (IGM). These interactions at-
tenuate or cause secondary anisotropies in the initial
CMB radiation, which are known as the thermal and
kinetic Sunyaev-Zeldovich effects (Sunyaev & Zeldovich
1970, 1972). The tSZ effect is the result of CMB pho-
tons Compton up-scattering off free electrons. This ef-
fect imprints a unique spectral distortion in the CMB
blackbody that is a decrement in thermodynamic tem-
perature at frequencies below 217 GHz and excess at
higher frequencies. The kSZ is the result of CMB pho-
tons Compton-scattering off free electrons that have a
non-zero peculiar velocity with respect to the CMB rest
frame. As a result we observe a small shift in CMB tem-
perature in the direction of those free electrons. The
magnitudes of the tSZ and the kSZ are proportional to
the integrated electron pressure and momentum along
the line-of-sight, respectively. Thus, they both depend
on the optical depth, which is difficult to infer directly
on an object-by-object basis using the CMB(e.g., Hall &
Challinor 2014) or through combining CMB and X-ray
observations (e.g., Sehgal et al. 2005).
If the optical depths of galaxies and galaxy clusters
are sufficiently understood then the kSZ measurements
are potentially powerful observational probes of the pe-
culiar velocities of these systems. Measurements of these
peculiar velocities can provide further constraints on
modified gravity models, the dark energy equation of
state, and the sum of neutrino masses (e.g., DeDeo et al.
2005; Herna´ndez-Monteagudo et al. 2006; Bhattacharya
& Kosowsky 2007, 2008; Keisler & Schmidt 2013; Mueller
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et al. 2015a,b; Alonso et al. 2016). Additionally, the kSZ
signal is an unbiased tracer of all the ionized baryons in
the Universe (Herna´ndez-Monteagudo & Sunyaev 2008;
Herna´ndez-Monteagudo & Ho 2009; Ho et al. 2009; Fer-
raro et al. 2016). Thus, it can be used to conduct a
baryon census at low redshift and probe whether in fact
there are missing baryons (Fukugita et al. 1998; Bregman
2007).
The first detection of the kSZ was by Hand et al.
(2012) using data from the Atacama Cosmology Tele-
scope (ACT; Swetz et al. 2011) and galaxy catalogs from
the Sloan Digital Sky Survey III, Baryon Oscillation
Spectroscopic Survey (Eisenstein et al. 2011). Since this
initial detection several other detections have followed
from multiple CMB experiments, cross-correlating with
other galaxy catalogs using various estimators (Planck
Collaboration et al. 2016; Schaan et al. 2016; Hill et al.
2016; Soergel et al. 2016; De Bernardis et al. 2016), as
well as from one galaxy cluster (Sayers et al. 2013). Fore-
casts for kSZ measurements from high-resolution CMB
experiments such as AdvACT (Henderson et al. 2016),
the South Pole Telescope-3G (SPT-3G; Benson et al.
2014), and the proposed CMB Stage 4 (CMB-S4) ex-
periment show substantial improvements (Flender et al.
2016; Ferraro et al. 2016) over the current measurements.
If kSZ measurements are to fulfill their full cosmologi-
cal constraining power potential then an understanding
of the systematics associated with the optical depth of
galaxies and clusters is paramount.
In this work we propose a method for inferring the op-
tical depth from measurements of the tSZ signal. We
use cosmological hydrodynamic simulations to quantify
the properties of the relations we explored. In Sections
2 and 3 we provide a theoretical basis and describe the
simulations used in this work. Section 4 presents the ob-
servable scaling relations for the optical depth and esti-
mates the systematic uncertainties associated with them.
We discuss in Section 5 possible observational techniques
that could reduce the systematic uncertainties associated
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with the model of sub-grid physics in the simulations and
conclude our findings in Sec. 6. Additionally, in the Ap-
pendix we provide a fitting function for the density profile
of halos.
2. PROJECTED CLUSTER PROPERTIES
The observable amplitudes of the kSZ and tSZ effects
are proportional to the line-of-sight momentum and pres-
sure, respectively. The fractional shift in the CMB tem-
perature from the kSZ is sensitive to the combination of
optical depth and peculiar velocity, vˆp of each halo along
the line-of-sight,
∆T
TCMB
=
σT
c
∫
LOS
e−τnevˆpdl, (1)
where σT is the Thompson cross-section, c is the speed
of light, ne is the electron number density, TCMB is the
CMB temperature, and dl is the integral along the line-
of-sight (LOS). The optical depth, τ , through any given
line-of-sight is defined as
τ = σT
∫
LOS
nedl. (2)
We consider the optical depth as a predictable quantity
that will allow us to find the peculiar velocity field. The
velocity field is the basis of the powerful role kSZ observa-
tions can play in cosmology (e.g., Mueller et al. 2015a,b;
Alonso et al. 2016). Similarly, the spectral distortion
caused by the tSZ in the observed CMB temperature is
a function of frequency ν and the Compton-y parameter:
∆T (ν)
TCMB
= f(ν)y, (3)
where f(ν) = x coth(x/2) − 4, x = hν/(kTCMB), h is
the Planck constant, and k is the Boltzmann constant.
Note that we neglected relativistic corrections to the tSZ
spectral function f(ν) (e.g., Nozawa et al. 2006). The
Compton-y parameter can be defined similarly to Equa-
tion 2,
y=
σT
mec2
∫
LOS
nekTedl,
=
σT
mec2
∫
LOS
Pedl, (4)
where me is the electron mass, Te is the electron tem-
perature, and Pe is the electron pressure. Here we have
ignored TCMB, since Te  TCMB.
We consider that on average halos have spherically
symmetric profiles ne(r) and Pe(r). Fitting formulae for
ne(r) are provided in Appendix A and the equivalent for-
mulae for Pe(r) are provided in Battaglia et al. (2012b).
The observed signals, integrated within an aperture, cor-
responds to cylindrical integrals. We project these ob-
servable cylindrical quantities for Equations 2 and 4 such
that
Tcyl = σT
∫
dθ2
∫
LOS
ne
(√
l2 + d2A(z)|θ|2
)
dl, (5)
and
Ycyl =
σT
mec2
∫
dθ2
∫
LOS
Pe
(√
l2 + d2A(z)|θ|2
)
dl, (6)
here r2 = l2 + d2A(z)|θ|2, θ = |θ| is the angular distance
from the cluster center in the plane of the sky, and dA(z)
is the angular diameter distance to redshift z.
In the limit where the angular aperture is large, i.e.
several viral radii, then the Equations 5 and 6 simplify
to spherically integrated quantities modulo a factor of
1/d2A(z), which we define as T and Y . Working in this
limit we rewrite Equation 5 as
T =σT
∫ R∆
0
ne(r)dV
=σTNe,∆
=σTxeXH(1− f?)fbfc M∆
µmp
, (7)
where xe is the electron fraction defined as xe = (XH +
1)/(2XH), XH is the primordial hydrogen mass fraction
(XH = 0.76), f? is the stellar mass fraction of the halo, fb
is the universal baryon fraction (Ωb/ΩM), fc is the correc-
tion for the baryon depletion in given radial extent, mp is
the proton mass, and µ is the mean molecular weight for
an ionized medium of primordial abundance defined as
µ = 4/(3XH + 1 +XHxe) = 0.588. The quantity Ne,∆ is
the total number of free electrons in a radius R∆, which
is analogous to the the total gas mass within R∆. We
relate Ne,∆ to the total mass, M∆, with the physical
constant above and the variables f? and fc. Similarly,
Equation 6 becomes
Y =
σT
mec2
∫ R∆
0
Pe(r)dV
=
σT
mec2
Ne,∆kTe,∆
=
σT
mec2
xeXH(1− f?)fbfcM∆kTe,∆
µmp
, (8)
here Te,∆ is a characteristic electron temperature of halo,
which can be thought of as a virial temperature. Both
T and Y are related to the average optical depth or
Compton-y parameter in an aperture through 〈x〉Θ =
X/(piΘ2d2A(z)). Here x is τ or y, X is T or Y , and
the 〈x〉Θ refers to the average over an aperture with
radial size Θ. The radius R∆ is related to Θ through
R∆ = ΘdA(z) assuming the small angle approximation.
3. SIMULATIONS
We compute the observable quantities 〈τ〉Θ and 〈y〉Θ
from halos generated in simulations of cosmological boxes
using a modified version of GADGET-2 (Springel 2005),
a smoothed particle hydrodynamics (SPH) code. The
version of GADGET-2 that we used included sub-grid
models for active galactic nuclei (AGN) feedback (for
more details see Battaglia et al. 2010), radiative cooling,
star formation, galactic winds, supernova feedback (for
more details see Springel & Hernquist 2003), and cosmic
ray physics (for more details see Pfrommer et al. 2006;
Enßlin et al. 2007; Jubelgas et al. 2008). We explored
τ of clusters 3
a range of sub-grid models listed in order of increasing
complexity:
• A non-radiative model with only gravitational
heating (hereafter non-radiative) with no star for-
mation.
• A model with radiative cooling, star formation,
galactic winds, supernova feedback, and cosmic ray
physics (hereafter radiative cooling).
• A model with the addition of AGN feedback to the
radiative cooling model (hereafter AGN feedback).
The non-radiative model is an extreme ICM model and
not presented as a viable alternative to the other models.
Furthermore, the non-radiative model has been shown to
be significantly discrepant with cluster observations (e.g.,
Puchwein et al. 2008a), but is still shown in this work
because it is the simplest sub-grid model and its results
are easiest to physically understand. For each model we
ran simulations using 10 different initial conditions. The
physical parameters of these simulations were box sizes of
165 Mpc/h, with a resolution of 2563 gas and dark matter
(DM) particles. These parameters yield mass resolutions
of Mgas = 3.2×109M/h and MDM = 1.54×1010M/h.
The cosmological parameters used for these simulations
were ΩM = ΩDM + Ωb = 0.25, Ωb = 0.043, ΩΛ = 0.75,
H0 = 100h km s
−1 Mpc−1, h = 0.72, ns = 0.96 and
σ8 = 0.8. These are the cosmological parameters as-
sumed throughout this paper.
We identify halos and calculate their properties in the
following way: Halos are initially found using a friends
of friends algorithm (Huchra & Geller 1982); For each
identified halo, a center of mass (COM) is computed
iteratively followed by the spherical overdensity mass
(M∆) and radius (R∆). Here ∆ refers to the multi-
plicative factor applied to the critical density, ρcr(z) ≡
3H20 [ΩM(1 + z)
3 + ΩΛ]/(8piG). These steps are followed
at each redshift slice in the simulations. Then we pro-
jected the quantities τ and y for the 300 most massive
clusters from the entire sample of the simulated volumes.
Each projection is 8×8 Mpc/h comoving centered on the
cluster’s COM and projected down the entire 165 Mpc/h
length of the simulation. Finally, we compute 〈τ〉Θ and
〈y〉Θ by averaging over the given aperture Θ.
4. τ RELATIONS
The optical depth of CMB photons through halos is
not directly observable for an individual halo. With
tSZ and kSZ observations we measure the pressure (Teτ)
and momentum (vˆpτ). X-ray observations of the ICM
also probe ne, since they are proportional to n
2
eΛ(Te).
However, these X-ray ne profiles are subject to 10% or
greater biases in the de-projection algorithms from ei-
ther asphericity (e.g., Vazza et al. 2011; Eckert et al.
2012), clumping (e.g., Simionescu et al. 2011; Morandi
et al. 2013; Pratt et al. 2016), or metal abundance mod-
eling (Avestruz et al. 2014). We explore the possibilities
of inferring an average optical depth (〈τ〉Θ) within an
aperture Θ for a given halo using a power-law scaling
relation
〈lnτ |A〉 = lnτ0 +mln(A/A0) (9)
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Fig. 1.— 〈τ〉 − 〈y〉 scaling relations for different sub-grid physics
models at z = 0.3 for Θ =1.3’. Each point represents a simulated
halo for a given sub-grid physics model and the corresponding solid
lines are the best fit scaling relations. The fractional difference rel-
ative to the best fit AGN feedback parameters are shown in the
bottom panel (excluding the Non-radiaive model). This figure il-
lustrates the tight correlation between 〈τ〉Θ and 〈y〉Θ. For the
range of masses considered we find on average an 8% differences
between radiative cooling and AGN feedback sub-grid physic mod-
els (see Section 4.1), which is the largest difference found. Note
that the values on the x and y axis do not include contributions
along the line-of-sight beyond the simulated box size in this figure
and the subsequent ones.
where A is an observable, m is the power-law slope, τ0
is the intercept for a given normalization of the observ-
able A0. We choose our fiducial aperture size to be 1.3
arcmins, and explore changing the aperture later in this
section. The ideal scaling relation would be independent
of sub-grid physics model, have little-to-no scatter, and
be related to a direct observable.
Measurements of 〈y〉Θ are direct observables for CMB
experiments (e.g., Hand et al. 2012; Planck Collabora-
tion et al. 2013b; Greco et al. 2015; Spacek et al. 2016).
In fact, trivial modifications to certain kSZ estimators
are needed to measure 〈y〉Θ (e.g., Schaan et al. 2016). In
Figure 1 we show the relation between 〈τ〉Θ and 〈y〉Θ for
the three simulated sub-grid models (hereafter, we refer
to this relation as 〈τ〉 − 〈y〉) in a Θ = 1.3′ aperture. The
non-radiative model shows a significant difference from
the other two models, which results from this model not
forming stars. The bottom panel of Figure 1 shows the
relative differences between the best fit AGN feedback
relation and the AGN feedback and radiative cooling sim-
ulations. These are small, which is encouraging for the
viability of the 〈y〉Θ relation. The maximum differences
between the mean 〈τ〉−〈y〉 relations of the radiative cool-
ing and AGN feedback models have ∆ ln τ0 6 0.03 and
∆m 6 0.05 (see Table 1 and caption for percent dif-
ferences). The small differences between the 〈τ〉 − 〈y〉
relations for radiative cooling and AGN feedback models
are non-trivial since they both have different gas fraction
properties (Battaglia et al. 2013) and Y −M scaling re-
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Fig. 2.— 〈τ〉 − 〈y〉 scaling relations for different radial aperture
sizes at z = 0.3 for the AGN feedback sub-grid model simulations.
Each point represents a simulated halo for a given aperture size
and the corresponding solid lines are the best fit scaling relations.
The tight correlation between 〈τ〉Θ and 〈y〉Θ is preserved when
changing the aperture size.
lations (Battaglia et al. 2012a). The scatter about the
〈τ〉 − 〈y〉 relations ranges from σlnτ = 0.079 to 0.096 for
Θ = 1.3′ and the scatter gets larger as we increase the
aperture (see Figure 2) for the redshifts z = 0.5 and
z = 0.7. At z = 0.3 the Θ = 1.3′ aperture samples the
interior of the halos and is subject to larger variance be-
tween halos. The scatter found in these relations are al-
ways smaller than the overall ∆τ/τ over the same sample
of clusters with a mass range of M500 = 10
14 − 1015M.
Using Equations 7 and 8 we have a theoretical under-
standing for this 〈τ〉 − 〈y〉 scaling relation. We find that
T = mec
2
kTe,∆
Y, (10)
and 〈τ |y〉 ∝ 1/(Te,∆). Thus, the 〈τ〉 − 〈y〉 relation and
its scatter reflect the difference in 1/(Te,∆) at fixed total
gas pressure. This low-scatter correlation in the 〈τ〉−〈y〉
relation is not surprising given that the Planck satel-
lite (Planck Collaboration et al. 2011) and the Weighing
the Giants collaboration (Mantz et al. 2016) found tight
correlations between Y and Mgas. Previous X-ray mea-
surements of clusters also showed a strong, low-scatter
correlation between TX and Mgas (e.g., Mohr et al. 1999;
Voevodkin et al. 2002; Kravtsov et al. 2006). While the
〈τ〉−〈y〉 and TX−Mgas relations are not exactly the same,
all these observations further support that at fixed gas
pressure the scatter in the gas-mass weighed temperature
should be small.
An obvious scaling relation to investigate as well is
the 〈τ〉 −M relation (here M is the M500 of the halo).
This relation directly follows from the self-similar model
(Kaiser 1986) where 〈τ〉 should be a function of halo mass
that scales like fgas = (Ωb−Ω?)/Ωm. In the top panel of
Figure 3 we show the relation for various sub-grid physics
models. The mean 〈τ〉 − M relations are shown with
the solid lines. The bottom panel of Figure 3 shows the
relative differences between the best fit AGN feedback
relation and the AGN feedback and radiative cooling sim-
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Fig. 3.— 〈τ〉 −M scaling relations for different sub-grid physics
models at z = 0.3 for Θ =1.3’. Each point represents a simulated
halo for a given sub-grid physics model and the corresponding solid
lines are the best fit scaling relations. The fractional difference
relative to the best fit AGN feedback parameters are shown in the
bottom panel (excluding the Non-radiaive model). In comparison
to the 〈τ〉 − 〈y〉 relation (see Figure 1) the 〈τ〉 −M relation has
larger differences between radiative cooling and AGN feedback sub-
grid physics models and larger scatter.
ulations. Ignoring the non-radiative model, we find that
the 〈τ〉 −M relation parameters are more dependent on
the sub-grid physics model than the 〈τ〉 − 〈y〉 relation.
The fact that the 〈τ〉 −M relation parameters are more
sensitive to sub-grid physics models is analogous to previ-
ous studies on fgas(M) (e.g., Kravtsov et al. 2005; Ettori
et al. 2006; Puchwein et al. 2008b; Fabjan et al. 2010;
McCarthy et al. 2011; Young et al. 2011; Battaglia et al.
2013; Planelles et al. 2013; Sembolini et al. 2013; Pike
et al. 2014; Le Brun et al. 2014; McCarthy et al. 2016;
Truong et al. 2016) and is not surprising.
Equation 7 provides the theoretical basis for under-
standing the 〈τ〉 − M scaling relation. This equation
shows that 〈τ |M〉 ∝ (1 − f?)fc. Thus, the 〈τ〉 −M re-
lation and its scatter reflect the difference in f? and fc
at fixed total mass. We directly compare the probability
distribution function (PDF) of the residuals about the
best fit 〈τ〉 − 〈y〉 and 〈τ〉 −M relations in Figure 4 at
z = 0.3 and Θ = 1.3′. The scatter about these relations
is larger for 〈τ〉−M than for 〈τ〉− 〈y〉 (see Figure 4 and
Table 1). Two clear advantages to using the 〈τ〉 − 〈y〉
relation over the 〈τ〉 −M relation are the quantity 〈y〉Θ
is a direct observable whereas halo mass is not, and the
scatter and dependence on the sub-grid physics model
are much smaller for 〈τ〉 − 〈y〉 than for 〈τ〉 −M .
4.1. Systematic Uncertainties in the τ relations
The best fit 〈τ〉− 〈y〉 and 〈τ〉−M relation parameters
in Table 1 do not have uncertainties quoted with them.
We found errors from the fitting process are insignificant
compared to the differences between the parameters of
the radiative cooling and AGN feedback sub-grid physics
models. These difference are what we choose to quote as
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Fig. 4.— Probability distribution functions of the residuals of
the best fit scaling relations for 〈τ〉 − 〈y〉 (solid lines) and 〈τ〉 −
M (dashed lines) at z = 0.3 for Θ = 1.3’. Here ∆ is defined
as difference between the natural logarithms for individual halo
tau values and the best relations. The residuals from the 〈τ〉 −
〈y〉 relation have a narrow distribution than the 〈τ〉 −M relation
independent of the sub-grid physics model.
systematic uncertainties to the 〈τ〉− 〈y〉 and 〈τ〉−M re-
lation and its parameters. The two sub-grid models used
here do not begin to explore the vast parameter space of
sub-grid models for the ICM. However, they reasonably
bracket two vastly different sub-grid models, with and
without AGN feedback. For this reason, we conserva-
tively chose the largest differences between these models
as the uncertainty. We quote the systematic uncertain-
ties on the parameters at each aperture in Table 1 and
it is these uncertainties that should be used when ex-
trapolating these relations. We find that the system-
atic uncertainties on the parameters get smaller as the
aperture increases, which illustrates that the average gas-
mass weighted temperature of halos at a fixed gas mass
becomes less sensitive to the details of sub-grid modeling
as one probes further outside the halo. The other way
that we estimate the systematic errors on the 〈τ〉 − 〈y〉
and 〈τ〉 −M relations is to calculate the percent differ-
ence on 〈τ〉Θ assuming the AGN feedback relations for the
halos from the radiative cooling simulations. We refer to
these systematic errors as σsys in Table 1. A feature of
this approach is that it is independent of the the choice
for A0 from Equation 9, but it is only valid over the mass
ranges considered in the work. Beyond the masses con-
sidered here one should propagate the systematic errors
on the individual parameters. The trends found for the
individual parameters are the same for σsys.
5. DISCUSSION
There is a systematic error floor in the approach we
present here that results from the uncertainties associ-
ated with the sub-grid models in simulations. Observa-
tional calibrations of the 〈τ〉− 〈y〉 and 〈τ〉−M relations
have the potential to mitigate this systematic floor. An
initial demonstration of such a calibration is shown in
De Bernardis et al. (2016). One possible future obser-
vational method would be to use the statistical estima-
tor from Dvorkin & Smith (2009) to calibrate τ from
galaxy or clusters through cross correlations. This fol-
lows a similar proposal to measure the fluctuations in τ
from reionzation by cross-correlating with measurements
from 21cm experiments (Meerburg et al. 2013). Here the
amplitude of cross spectra proposed are directly propor-
tional to the amplitude of the 〈τ〉 − 〈y〉 and 〈τ〉 −M re-
lations. Thus, a highly significant measurement of these
cross spectra would empirically calibrate the 〈τ〉 − 〈y〉
and 〈τ〉 −M relations and eliminate the systematic un-
certainties from astrophysics that are not captured by
current simulations.
Proposed CMB spectral distortion satellites, like
PIXIE (Kogut et al. 2011), will constraint the total ther-
mal energy of electrons in the observable Universe at the
sub-percent level and measure the sky-averaged relativis-
tic tSZ signal (Hill et al. 2015). Thus, it will allow us to
determine global properties of ionized gas to high pre-
cision and impose an integral constraint on models for
energetic feedback processes and galaxy formation. Fu-
ture X-ray satellites, like eROSITA (Merloni et al. 2012),
have the potential to measure the ionized gas masses for
all the halos above a few ×1013M across the entire sky.
Given such a large sample size, stacking techniques will
alleviate some of the systematic errors associated with
asphericity for future eROSITA measurements, but not
the systematics associated with clumping.
Recently, Sugiyama et al. (2016) proposed to marginal-
ize over the amplitude information in the pairwise mo-
mentum estimator, i.e. over the halo optical depth, and
constrain cosmology from the scale-dependence of the
Legendre expansion of the pairwise momentum. In com-
bination with galaxy clustering, this kSZ shape informa-
tion helps constrain the expansion and growth rate of
structure in the Universe. Our approach is complemen-
tary to theirs, as it instead focuses on the amplitude in-
formation in the signal, through the 〈τ〉−〈y〉 and 〈τ〉−M
relations. This should allow to recover the information
lost when marginalizing over the amplitude of the kSZ
signal.
6. CONCLUSION
The recent kSZ detections via cross-correlations have
renewed the interest in using these measurements as cos-
mological probes. Breaking the degeneracy between the
optical depth and peculiar velocity is paramount as we
approach high-precision kSZ measurements and attempt
to constrain cosmological parameters with such measure-
ments. In this work we proposed to use scaling relations
to infer the optical depth of halos, thus breaking the de-
generacy.
We used cosmological hydrodynamic simulations to ex-
plore two possible scaling relations, 〈τ〉−〈y〉 and 〈τ〉−M .
We found that the 〈τ〉−〈y〉 relation has many advantages
over the 〈τ〉 −M relation:
1. The observable quantity in the 〈τ〉 − 〈y〉 relation
is the tSZ signal within a physical aperture where
as the 〈τ〉−M relation requires halo masses which
are not direct observables and have additional un-
certainties associated with their inference.
2. The 〈τ〉− 〈y〉 relation depends less on the sub-grid
physics model compared to the 〈τ〉 − M relation
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TABLE 1
Best fit scaling relation parameters for the 〈τ〉 − 〈y〉 and 〈τ〉 −M relations.
AGN feedback Radiative Cooling Shock heating
z = 0.3 z = 0.5 z = 0.7 z = 0.3 z = 0.5 z = 0.7 z = 0.3 z = 0.5 z = 0.7
〈τ〉 − 〈y〉 lnτ0 -6.23 -6.34 -6.45 -6.18 -6.29 -6.45 -5.88 -6.06 -6.20
Θ = 1.3’ m 0.48 0.49 0.49 0.44 0.47 0.44 0.48 0.46 0.48
σlnτ 0.096 0.087 0.096 0.089 0.079 0.087 0.096 0.073 0.082
σsys 8% 6% 7% - - - - - -
lnτ0 -6.27 -6.40 -6.53 -6.23 -6.37 -6.55 -5.97 -6.16 -6.33
Θ = 1.8’ m 0.48 0.49 0.48 0.44 0.47 0.44 0.48 0.47 0.47
σlnτ 0.090 0.086 0.10 0.083 0.080 0.095 0.080 0.074 0.093
σsys 6% 5% 6% - - - - - -
lnτ0 -6.32 -6.47 -6.64 -6.30 -6.46 -6.65 -6.07 -6.28 -6.47
Θ = 2.6’ m 0.48 0.49 0.46 0.45 0.48 0.44 0.47 0.49 0.47
σlnτ 0.087 0.093 0.11 0.080 0.089 0.11 0.072 0.087 0.11
σsys 4% 3% 4% - - - - - -
lnτ0 -6.40 -6.57 -6.79 -6.41 -6.55 -6.78 -6.22 -6.41 -6.62
Θ = 3.9’ m 0.48 0.49 0.44 0.45 0.49 0.43 0.47 0.50 0.45
σlnτ 0.091 0.11 0.13 0.087 0.11 0.13 0.081 0.11 0.13
σsys 2% 2% 2% - - - - - -
〈τ〉 −M lnτ0 -6.49 -6.83 -7.08 -6.38 -6.76 -6.98 -5.98 -6.40 -6.66
Θ = 1.3’ m 0.54 0.60 0.56 0.50 0.60 0.48 0.51 0.56 0.53
σlnτ 0.17 0.14 0.15 0.17 0.13 0.12 0.20 0.14 0.12
σsys 12% 12% 11% - - - - - -
The systematic uncertainties for each parameter are estimated by the largest relative differences between the radiative cooling
and AGN feedback sub-grid physics models for each aperture across all redshifts. For Θ = 1.3’ the systematic uncertainty on
lnτ0 is 5% and on m is 8% in the 〈τ〉 − 〈y〉 relation. For Θ = 1.8’ the systematic uncertainty on lnτ0 is 4% and on m is 8% in
the 〈τ〉 − 〈y〉 relation. For Θ = 2.6’ and Θ = 3.9’ 〈τ〉 − 〈y〉 relations the systematic uncertainties on lnτ0 and m are 2% and
6%, respectively. For Θ = 1.3’ 〈τ〉 −M relation the systematic uncertainty on lnτ0 is 12% and on m is 14%.
(See Figures 1 and 3 and Table 1). For example,
the percent differences on the inferred 〈τ〉Θ val-
ues when using the incorrect scaling relation for a
different sub-grid model, σsys, are 50% larger for
〈τ〉 −M compared to 〈τ〉 − 〈y〉. The increase in
systematic uncertainties on scaling relation param-
eters τ0 and m are roughly 2× larger (140% and
75% to be exact, respectively) for 〈τ〉 − M com-
pared to 〈τ〉 − 〈y〉.
3. The intrinsic scatter in the 〈τ〉− 〈y〉 relation is less
than the 〈τ〉 −M relation (See Figure 4 and Table
1). This result is in agreement with X-ray obser-
vations that find a low-scatter correlation between
TX and Mgas.
The scaling relations we present in this work are based
on simulations and they are subject to the systematic
uncertainties associated the sub-grid physics models in
these simulations. We calculated these systematic un-
certainties to be less than 10 percent (See Table 1 for
the exact numbers) and they are always smaller than the
intrinsic scatter. We use the largest differences between
two vastly different sub-grid models, with and without
AGN feedback, to estimates these systematic uncertain-
ties. Note that the sub-grid AGN feedback model we
used has subsequently been found to agree with low and
intermediate redshift measurements of high-mass clus-
ter pressure profiles (Planck Collaboration et al. 2013a;
McDonald et al. 2014) and is consistent with measure-
ments of the stellar and gas content in low-redshift clus-
ters (Battaglia et al. 2013). Therefore, the difference
between our sub-grid models should yield conservative
estimates despite the fact that they do not fully explore
the parameter space of sub-grid models for the ICM.
Future observations could potentially empirically con-
strain the 〈τ〉−〈y〉 relation and eliminate systematic un-
certainties. The observations include cross-correlations
between halos and reconstructed optical depth using the
statistical estimator from Dvorkin & Smith (2009), CMB
spectral distortion measurements, and observations from
future X-ray satellites, like eROSITA. We leave the de-
tailed forecasts of these prospective observations for fu-
ture work.
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APPENDIX
DENSITY PROFILE
Theoretical predictions for the optical depth of clusters and groups can be directly calculated from the gas density
profile (see Section 2). For massive cluster there exist observational gas density profiles measured by X-ray satellites
out to ∼ R500 (e.g., Vikhlinin et al. 2006; Allen et al. 2008; Croston et al. 2008; McDonald et al. 2013; Pratt et al. 2016)
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Fig. 5.— Normalized average gas density profiles and parameterized fits to these profiles from simulations with AGN feedback scaled by
(r/R200)2, in mass bins (left panel) and redshift bins (right panel). Here, we have independently fit each mass and redshift bin. The bands
show the standard deviation of the average cluster in the 9× 1013M < M200 < 1× 1014M bin (left) and lowest redshift bin (right). The
generalized NFW profile with fixed xc and γ fits the average profiles well in the majority of the mass and redshift bins. The upturns at
large radii are due to contributions from nearby clusters and substructure.
with the exception of a couple nearby X-ray bright clusters that have observations beyond R500 (e.g., Simionescu et al.
2011). In cross-correlation the combinations X-ray and tSZ observations have yielded stacked gas density profiles that
go beyond R500 (e.g., Planck Collaboration et al. 2013a; Eckert et al. 2012), for a sub-set of massive clusters. Beyond
R500 there are theoretical gas density profiles from analytic calculations (e.g., Komatsu & Seljak 2001; Ostriker et al.
2005; Patej & Loeb 2015) and predictions from numerical simulations (e.g., Roncarelli et al. 2006; Nagai et al. 2007;
Vazza et al. 2010; Pike et al. 2014), with some of simulations provided a fitting function to their results. Like most
halo profiles simulations show that the gas density profile is close to self-similar, but recently it was shown that at
large radii self-similarity is broken by the mass accretion history of the halo (Lau et al. 2015).
Here we provide a parametric fitting function for the density profile as a function of halo mass and redshift that
is calibrated from simulations. The stacked average profiles ρ¯gas = ρcrit(z)ρ¯fit are fit to a restricted version of the
generalized NFW profile (Zhao 1996).
ρ¯fit = ρ0 (x/xc)
γ
[1 + (x/xc)
α
]
−( β−γα ) , x ≡ r/R∆, (A1)
where the fit parameters are an intermediate slope α, an amplitude ρ0 and a power law index β for the asymptotic fall
off of the profile. There is substantial degeneracy between fit parameters, so we fix the core-scale xc = 0.5 and γ = −0.2.
We find the best-fit parameters using a Markov Chain Monte Carlo (MCMC) algorithm from Foreman-Mackey et al.
(2013) that finds the minimum χ2.
We fit for deviations from the self-similar mass and redshift scaling and treat each parameter as a separable function
of mass and redshift. The fit parameters are constrained to be of the following form: For generic parameter A, we
have
A = A0
(
M∆
1014 M
)αm
(1 + z)
αz . (A2)
We show the average halo gas density profile (scaled by x2) in Figure 5 with the corresponding parameterized fits
to these profiles and a function of mass (left panel) and redshift (right panel). The fitting function from Equations A1
and A2 and parameters in Table 2 provide an accurate fit over all mass and redshift ranges, which are well within the
variance about these relations. At large radii, especially at higher redshift, is where we find the largest deviation from
the fitting function. This deviation happens at location where the contributions of other nearby halos and sub-halos,
the 2-halo term, becomes important and its exact location for each halo will depend on the mass accretion history of
the halo (Lau et al. 2015).
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TABLE 2
Mass and Redshift Fit Parameters for Eqns. (A1) and (A2).
AGN feedback ∆ = 200 Shock heating ∆ = 200
Parameter Am = Az αm αz Am = Az αm αz
ρ0 4.0×103 0.29 -0.66 1.9×104 0.09 -0.95
α 0.88 -0.03 0.19 0.70 -0.017 0.27
β 3.83 0.04 -0.025 4.43 0.005 0.037
The input weights are chosen to be the inverse variances of fit parameter values from the individual gas density fits for each
cluster within the bin.
