Using a unique set of prices from the German EPEX market we take a closer look at the fine structure of intraday markets for electricity with its continuous trading for individual load periods up to 30 minutes before delivery. We apply the least absolute shrinkage and selection operator (LASSO) to gain statistically sound insights on variable selection and provide recommendations for very short-term electricity price forecasting.
Introduction
Since the deregulation of government-controlled power sectors in the 1990s and 2000s and the introduction of competitive markets in many countries worldwide, electricity is traded under market rules as any other commodity (Mayer and Trück, 2018) . In Europe, the workhorse of power trading has been the uniform price auction conducted a day before delivery, and a vast majority of research and applications has concerned day-ahead electricity prices (Weron, 2014) . However, the expansion of renewable generation (mostly wind and solar), power grid modernization (including increase of interconnector capacity) and active demand side management (smart meters, smart appliances) have made the electricity demand/supply and prices more volatile and less predictable than ever before (Hong and Fan, 2016; Kiesel and Kusterman, 2016) . This has amplified the importance of intraday markets, which can be used to balance deviations resulting from positions in day-ahead contracts and the actual demand (Gianfreda et al., 2016; Märkle-Huß et al., 2018; Zaleski and Klimczak, 2015) . As a result, during the last few years we have observed a shifting of volume from the day-ahead to intraday markets across Europe (EPEX, 2018) .
In this article we use a unique set of prices from the German EPEX market and take a closer look at the fine structure of intraday markets with its continuous trading for individual load periods up to 30 minutes before delivery. We apply the least absolute shrinkage and selection operator (LASSO) of Tibshirani (1996) to gain statistically sound insights on variable selection and provide recommendations for very short-term electricity price forecasting (EPF).
1 Given that the literature on forecasting intraday prices in European power markets is very scarce and, to our best knowledge, limited to only two papers dealing with Spanish data (Andrade et al., 2017; Monteiro et al., 2016) , our study is a major step forward towards understanding the intraday price dynamics and developing well performing predictive models for a market that many participants see as the future of electricity trading. The importance of our study is further emphasized by the fact that electricity price forecasts -alongside weather and demand predictions -are nowadays fundamental inputs to energy companies' decision-making mechanisms (Nowotarski and Weron, 2018) .
The remainder of the paper is structured as follows. In Section 2 we review the literature on intraday electricity markets and on variable selection for EPF. In Section 3, we first introduce the EPEX dataset and the rolling window scheme, then discuss variance stabilization and, finally, describe the considered model structures. In Section 4, we first compare the predictive performance in terms of two commonly used error measures and the Diebold and Mariano (1995) test, then take a closer look at the best LASSO-estimated model to identify the most important explanatory variables and thus provide guidelines to structuring better performing models for intraday electricity markets. Finally, in Section 5, we wrap up the results and conclude.
Literature Review

Intraday Markets for Electricity
There is a small, but increasing in numbers literature on intraday electricity markets. Most publications take a fundamental, market behavior or energy policy perspective. For instance, Pape et al. (2016) investigate the explanatory power of a fundamental modeling approach in the German power market, explicitly accounting for must-run operations of combined heat and power plants (CHP) and intraday peculiarities such as a shortened intraday supply stack. González-Aparicio and Zucker (2015) analyze the influence of wind power forecasting errors in the time period between the closure of the day-ahead and the opening of the first intraday session in the Spanish market. Similarly, Ziel (2017) studies the impact of wind and solar generation forecast errors on price formation in the German intraday market. Kiesel and Paraschiv (2017) investigate the bidding behavior in the intraday market by looking at both last prices and continuous bidding, in the context of a reduced-form econometric analysis. They find that intraday prices adjust asymmetrically to both forecasting errors in renewables and to the volume of trades dependent on a threshold variable, which reflects the expected non-renewable generation in the day-ahead market. Aïd et al. (2016) analyze trading in intraday electricity markets and develop an optimal bidding strategy. As a modeling framework they consider a continuous-time stochastic process for the net position of sales and purchases of electricity. Finally, Märkle-Huß et al. (2018) investigate the introduction of 15 minute contracts in the German EPEX market and argue that these products are used to balance the intra-hour volatility of renewable energy sources.
However, when it comes to forecasting of intraday electricity prices in European power markets the literature is very scarce. To our best knowledge, only two studies address this important problem and only in the context of the Iberian electricity market (MIBEL), which features a very specific design with six intraday sessions spanning from 9 to 27 delivery hours. Monteiro et al. (2016) utilize neural networks (multilayer perceptron, one hidden layer) with up to 21 ad-hoc selected input variables: dummies (hour-of-the-day, day-of-the-week), hourly prices on previous days (lags 1 and 7), price values of the daily session, price values of previous intraday sessions, and weather, demand and wind power generation forecasts. They find that the best models for intraday sessions #1 to #5 use only the hourly prices of the daily session, hourly prices of previous intraday sessions and the seasonal dummies, while the best model for intraday session #6 uses only the hourly prices of previous intraday sessions #3-#5 and the seasonal dummies. Andrade et al. (2017) reach similar conclusions utilizing a Linear Quantile Regression (LQR) model, i.e., that high quality point and probabilistic forecasts of intraday prices can be obtained by just exploring the prices from previous sessions (plus deterministic variables to model the daily, weekly and annual seasonalities). And this despite considering a large set of fundamental variables.
Variable Selection for Electricity Price Forecasting
Conclusions from the latter two studies clearly suggest that variable selection is a very important issue in EPF, and because of the vast amounts of available data, it may be even more critical for intraday than for day-ahead markets. In this context high-dimensional statistical modeling techniques that deal with large amounts of data may come in handy.
The earliest known examples of statistically sound variable selection in day-ahead EPF include Karakatsani and Bunn (2008) and Misiorek (2008) who use stepwise regression to eliminate statistically insignificant variables in parsimonious regression-type models and Amjady and Keynia (2009) who introduce a feature selection algorithm based on mutual information. To our best knowledge, Barnes and Balda (2013) were the first to apply regularization in day-ahead EPF. In a study concerning the profitability of battery storage, they utilize ridge regression to compute EPFs for a model with more than 50 regressors. Ludwig et al. (2015) use random forests and the least absolute shrinkage and selection operator (LASSO) to choose which of the 77 available weather stations were relevant, while Keles et al. (2016) combine the k-Nearest-Neighbor algorithm with backward elimination to select the most appropriate inputs out of more than 50 fundamental parameters or lagged versions of these parameters.
A qualitative change came with the papers of Ziel et al. (2015) and Ziel (2016) , who used LASSO to sparsify very large (100+) sets of model parameters, either utilizing B-splines in a univariate setting or, more efficiently, within a multivariate framework. In the first thorough comparative study, Uniejewski et al. (2016) evaluate six automated selection and shrinkage procedures (single-step elimination, forward and backward stepwise regression, ridge regression, LASSO, and elastic nets) applied to a baseline model with 100+ regressors. They conclude that using LASSO and elastic nets can bring significant accuracy gains compared to commonly used EPF models. In a study on the optimal model structure for day-ahead EPF, Ziel and Weron (2018) consider autoregressive models with 200+ potential explanatory variables (but not exogenous) and conclude that both uni-and multivariate LASSO-implied structures significantly outperform autoregressive benchmarks and that combining their forecasts can bring further improvements in predictive accuracy.
Finally, show that using a complex regression model with nearly 400 explanatory variables, a well chosen variance stabilizing transformation (asinh or N-PIT), and a procedure that recalibrates the LASSO regularization parameter once or twice a day leads to significant accuracy gains compared to the typically considered EPF models.
In this study we follow the approach set forth in the latter three articles and consider LASSO models based on hundreds of potential regressors and calibrated to asinh-transformed prices. We do not, however, consider recalibrating the LASSO regularization parameter, as this considerably slows down the forecasting procedure.
Methodology
The Dataset
The main German 'spot' market is operated by EPEX SPOT SE and admits trading of power supply contracts with hourly and quarter hourly delivery. Participants have the option of bidding hourly products in the day-ahead auction conducted at noon on the day before delivery (i.e., d − 1) or trading the hourly and quarter hourly contracts in the continuous intraday market which opens at 16:00 on day d − 1 and closes 30 minutes before the delivery starts (EPEX, 2018) .
The leading reference price for the intraday market is the recently introduced ID3 index for contracts with hourly delivery. It takes into account only the most recent trades, i.e., transactions that took place no earlier than 3 hours before delivery. The exchange publishes the index, however, the covered period is too short for a proper evaluation of our models. Therefore we have reconstructed an ID3-like time-series from the individual transactions. It slightly differs from the actual index, because (i) we have disregarded block contracts which constitute only a small percentage of the volume traded (especially when the length of the block contract vs. occurrence of the trade in the last 3 hours before delivery is taken into consideration), and (ii) we have not excluded the so-called cross-trades, i.e., trades with the same entity buying and selling (the data we have access to is anonymized).
Apart from the ID3 index (actually its approximation), we are also using the day-ahead prices as external regressors. Both time series are of hourly resolution and span 1216 days ranging from 1.01.2015 to 30.04.2018, see Figure 1 . Like the majority of EPF studies, we consider a rolling window scheme; we use a 364-day window. Initially, we fit our models to data from 1.01.2015 hour 1 to 30.12.2015 hour 24, and compute the price forecasts for the first hour of 31.12.2015. Next, the window is rolled forward by 1 hour and the predictions for the second hour of 31.12.2015 are generated. This procedure is repeated until forecasts for the last hour in the 852-day long outof-sample test period (i.e., 30.04.2018 hour 24) are made.
The Forecasting Framework
We denote by P t the intraday and by S t the day-ahead electricity price at time (hour) t = 24d+h, where d is the day and h the hour of the day. For each hour t in our out-of-sample test period we make a prediction at time t − 4 of the closing value of the ID3 index for that hour, i.e., P t . This is illustrated in Figure 2 using actual transaction data for the period from 12.09.2016 16:00 to 13.09.2016 24:00. Observe the 4-hour time lag between the moment the forecast is made and the time the delivery starts. For instance, at 12:00 on 13.09.2016 we are forecasting the price for 16:00 (denoted by: −→). The most recent intraday price (ID3 index value) is for 12:00 (denoted by: * ), i.e., the hourly contract with delivery between 12:00 and 13:00 on 13.09.2016. Following the recommendations set forth in , we do not calibrate our models (except for the three naive benchmarks; see Section 3.3) to raw prices but to transformed, i.e., X t = f (P t ), where f (·) is an appropriately chosen variance stabilizing transformation (VST). The idea underlying a VST is that of reducing the price variation. As argued by Janczura et al. (2013) , lower variation and/or less spiky behavior of the input data usually allows the forecasting model to yield more accurate predictions.
For electricity markets with only positive prices, the logarithm is the most popular choice for a VST. However, since EPEX prices exhibit negative values 2 , the log-transform is not feasible in our case. Instead, we utilize the area hyperbolic sine transformation: (P t − a) are 'normalized' prices, a is the median of P t in the calibration window and b is the sample median absolute deviation (MAD) around the median. The asinh can be used for negative data and its implementation is straightforward. Moreover, it has been found to perform well in a number of EPF studies (Schneider, 2011; Ziel and Weron, 2018) . The inverse transformation is the hyperbolic sine, i.e., p t = sinh(X t ). After computing the forecasts, we apply it to obtain the price predictions:
Note, that we analogously transform the exogenous series: Y t = asinh(s t ), where s t is the normalized day-ahead price S t .
Benchmark Models
The first benchmark, denoted by Naive1, is a very popular reference model in day-ahead EPF (Contreras et al., 2003; Weron, 2014) . It is defined by P t = P t−168 for Monday, Saturday and Sunday, and P t = P t−24 otherwise. The second, denoted by Naive2, also belongs to the class of self-similar techniques (Weron, 2006) . It is defined by P t = P t−4 , i.e., we assume that the last observed intraday price (i.e., P t−4 ; note, that we have a 3 hour lag due to using the ID3 index) is the best estimate of the intraday price at time t. The third, denoted by Naive3, is based on the assumption that day-ahead and intraday markets are driven by similar data generating processes. It is defined by P t = S t , where S t is day-ahead price for the same day and hour (recall, that it is set at noon od day d − 1).
Finally, the fourth benchmark is a parsimonious autoregressive structure inspired by the wellperforming expert DoW,nl model of Ziel and Weron (2018) . Within this model, denoted by ARX, the VST-transformed price at time t is given by:
where X t−24 , X t−48 and X t−168 account for the autoregressive effects of the previous days (the same hour yesterday, two days ago, and one week ago), X t−4 is the last observed intraday price and Y t is the VST-transformed day-ahead price for same day and hour. The seven dummy variables D 1 , . . . , D 7 account for the weekly seasonality, and are defined as D i = 1 for d = i and zero otherwise. Finally, the ε t 's are assumed to be independent and identically distributed normal variables.
LASSO-estimated Models
An advantage of using automatic variable selection is an almost unlimited number of initially considered explanatory variables. In this study we utilize a baseline model with 349 potential regressors: 165 last known prices from the intraday market (i.e., nearly the whole week), 177 prices from the day-ahead market (i.e., one week of past prices plus nine, already known 'future' hourly prices) and seven dummy variables (to account for the weekly seasonality, like in the ARX benchmark):
Note, that the price for each hour is predicted with a 3-hour time lag (hence the first sum in the above formula starts with i = 4) and using the most recent information. Note also, that we do not consider any fundamental regressors in Eqn. (4). However, the results of Andrade et al. (2017) and Monteiro et al. (2016) suggest that fundamentals (historical and predicted demand, generation and weather) do not have much explanatory power when forecasting intraday electricity prices. Perhaps the day-ahead price for the same day and hour already includes this information. In order to explain the LASSO scheme, let us rewrite Eqn. (4) in a more compact form:
where V i t 's are the regressors and β i 's the corresponding coefficients.
The least absolute shrinkage and selection operator (LASSO) of Tibshirani (1996) can be treated as a generalization of linear regression, where instead of minimizing only the residual sum of squares (RSS), the sum of RSS and a linear penalty function of the β's is minimized:
where λ ≥ 0 is a tuning (or regularization) parameter. Note that for λ = 0, we get the standard least squares estimator, for λ → ∞, all β h,i s tend to zero, while for intermediate values of λ, there is a balance between minimizing the RSS and shrinking the coefficients towards zero (and each other) and hence performing variable selection. Selecting a 'good' value for λ is critical. Based on the results of Uniejewski and Weron (2018), we have limited our computations to a log-spaced grid of ten values: λ i = 10 for i = 1, ..., 10. The obtained models are denoted by LASSO(λ i ) or simply by λ i . Because of a relatively short dataset compared to the one used in Uniejewski and Weron (2018), we have not opted for reselecting λ based on model performance in a validation period, instead we have decided to show the results for all 852 days in the out-of-sample test period and all ten λ's.
Empirical Results
Forecast Evaluation
We use the Mean Absolute Error (MAE) and the Root Mean Squared Error (RMSE) for the full out-of-sample test period of D = 852 days (i.e., 31.12.2015 to 30.04.2018, see Figure 1 ) as the main evaluation criteria:
where E t = P t − P t is the prediction error at time (hour) t. Recall, that the RMSE is the optimal measure for least square problems, but is more sensitive to outliers than the MAE. The obtained MAE and RMSE values can be used to provide a ranking of models, but do not allow to draw statistically significant conclusions on the outperformance of the forecasts of one model by those of another. Therefore, we use the Diebold and Mariano (1995) test, which is simply an asymptotic z-test of the hypothesis that the mean of the loss differential series:
is zero, where E Z,t is the prediction error of model Z at time t and i = 1, 2 correspond to the absolute and squared loss, respectively; by 'model Z' we mean here one of the four benchmarks or the ten LASSO-estimated models. For each model pair and each dataset we compute the pvalue of two one-sided tests: (i) a test with the null hypothesis H 0 : E(∆ A,B,t ) ≤ 0, i.e., the outperformance of the forecasts of B by those of A, and (ii) the complementary test with the reverse null H Table 1 . A heat map is used to indicate the range of the p-values -the closer they are to zero (→ dark green), the more significant the difference is between the forecasts of a model on the X-axis (better) and the forecasts of a model on the Y-axis (worse).
In Table 1 , we report the MAE and RMSE errors for the four benchmarks and the ten LASSO models, while in Figure 3 we depict the results of the DM test for these 14 models. We use a heat map to indicate the range of the p-values -the closer they are to zero (→ dark green) the more significant is the difference between the forecasts of a set on the X-axis (better) and the forecasts of a set on the Y-axis (worse). For instance, the first row in both panels of Figure 3 is green, indicating that -irrespective of whether we are considering absolute or squared losses -the forecasts of the Naive1 benchmark are significantly outperformed by those of all other models. On the other hand, the column which corresponds to the LASSO(λ 7 ) model is green in the left panel, meaning thatwhen considering absolute losses -this model leads to significantly better forecasts than all other.
Looking at Table 1 we can clearly see that the Naive1 and Naive2 benchmarks are the worst predictors. While this is not so surprising for the former model, the poor performance of Naive2, which is based on the most recent intraday price P t−4 , may be unexpected. Apparently, the 3-hour lag leads to large errors because of the intraday seasonality. On the other hand, Naive3 works reasonably well and for absolute losses it even significantly outperforms the worst LASSO model, i.e., λ 1 , see the green squares in the left panel of Figure 3 in the Naive3 column. Obviously, the day-ahead price S t is a good predictor of the intraday price P t for the same day and hour. However, we can do better than that.
Indeed, even the reasonably parsimonious ARX model with only 12 regressors, including seven weekday dummies, significantly outperforms the naive benchmarks and the three (for absolute losses) or two (for squared losses) worst LASSO models, i.e., λ 1 , λ 2 and λ 3 . Now, comparing the LASSO-estimated models among themselves, we can see that the best predictions are obtained for λ 7 (according to MAE) or λ 6 (according to RMSE). However, while for absolute losses the λ 7 is a clear winner, for squared losses there are no significant differences in predictive accuracy between λ 6 and λ 7 . The overall picture is consistent with other recent studies that use the LASSO for day-ahead EPF (Uniejewski et al., 2016; Ziel, 2016; Ziel and Weron, 2018) .
Variable Selection
Let us now comment on variable selection by looking at the results of the best performing model, i.e., LASSO(λ 7 ). In Table 2 and 3 we report the mean occurrence (in %) of model parameters across the 852-day out-of-sample test period. A heat map is used to indicate more (→green) and less (→red) commonly selected variables. Several interesting conclusions can be drawn:
• The most important variables are the most recent intraday price (i.e., X t−4 ; see the top row in Table 2 with '100' in all columns), as well as the day-ahead price corresponding to the same (i.e., Y t ; see the row labeled '0' in Table 3 with '100' in nearly all columns) or nearby hours (lags −2, −1 and 1). Note, however, that the most recent intraday price by itself does not yield an accurate prediction -the Naive2 benchmark, i.e., P t = P t−4 , performs rather poorly in Table 1 and Figure 3. • Surprisingly, the impact of the previous day's intraday price for the same hour is hardly visible. Hence, there is no reason to have X t−24 as an explanatory variable in parsimonious expert models for the intraday market. This is in stark contrast to day-ahead EPF models where the previous day's price for the same hour is typically one of the most important regressors (Amjady and Keynia, 2009; Karakatsani and Bunn, 2008; Keles et al., 2016; Uniejewski et al., 2016; Ziel and Weron, 2018) . The 'greener' part of the row for h = 20, ..., 23 can be interpreted as the impact of the late evening hours (see the next point).
• As observed by Maciejowska and Nowotarski (2016) and Ziel (2016) , the price for hour 24, but also the nearby evening hours are important predictors. This can be seen as yellow-green diagonals in Table 2 . Note, that the first full diagonal (lags 4 to 27) corresponds to hour 21 of day d − 1, the second (lags 5 to 28) to hour 20 of day d − 1, etc.
• What also comes as a surprise, the dummies are usually removed by the LASSO (except for three morning hours on Sunday), see the last seven rows in Table 3 . Again, this is in contrast to day-ahead EPF models where the weekday dummies are typically selected (Uniejewski et al., 2016; Ziel and Weron, 2018) . 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 4 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 12 15 0 0 2 0 7 0 10 8 16 3 19 33 0 9 53 7 44 2 0 4 12 20 15 44 0 39 0 4 0 10 10 0 37 6 31 3 22 36 0 3 18 14 52 11 8 9 21 16 41 15 11 14 0 2 1 3 0 22 56 16 17 6 9 76 0 0 11 17 55 0 23 22 39 8 30 42 14 9 0 0 1 13 0 29 44 28 6 6 5 88 0 40 18 23 17 25 16 11 29 0 0 9 2 17 30 0 0 1 0 0 3 1 0 0 0 0 48 0 26 68 26 46 11 13 3 0 3 0 0 9 26 1 3 4 0 6 34 0 0 26 3 0 4 10 Table 3 : Mean occurrence (in %) of model parameters across the 852-day long out-of-sample test period. Columns represent the hours (h = 1, ..., 24) for which the price predictions are made and rows represent the parameters (β 174+ j and β 343+k ) corresponding to the 'future' and past intraday prices (Y t− j , j = −8, ..., 168), and the seven weekday dummies (D k , k = 1, ..., 7) of the LASSO(λ 7 ) model, see Eqn. (4). A heat map is used to indicate more (→ green) and less (→ red) commonly-selected variables. 
