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(V. Lefebvre), s.j.anderson@aston.ac.uk (S.J. Anderson)Following adaptation to an oriented (1-d) signal in central vision, the orientation of subsequently viewed
test signals may appear repelled away from or attracted towards the adapting orientation. Small angular
differences between the adaptor and test yield ‘repulsive’ shifts, while large angular differences yield
‘attractive’ shifts. In peripheral vision, however, both small and large angular differences yield repulsive
shifts. To account for these tilt after-effects (TAEs), a cascaded model of orientation estimation that is
optimized using hierarchical Bayesian methods is proposed. The model accounts for orientation bias
through adaptation-induced losses in information that arise because of signal uncertainties and neural
constraints placed upon the propagation of visual information. Repulsive (direct) TAEs arise at early
stages of visual processing from adaptation of orientation-selective units with peak sensitivity at the ori-
entation of the adaptor ðhÞ. Attractive (indirect) TAEs result from adaptation of second-stage units with
peak sensitivity at h and hþ 90, which arise from an efﬁcient stage of linear compression that pools
across the responses of the ﬁrst-stage orientation-selective units. A spatial orientation vector is estimated
from the transformed oriented unit responses. The change from attractive to repulsive TAEs in peripheral
vision can be explained by the differing harmonic biases resulting from constraints on signal power (in
central vision) versus signal uncertainties in orientation (in peripheral vision). The proposed model is
consistent with recent work by computational neuroscientists in supposing that visual bias reﬂects the
adjustment of a rational system in the light of uncertain signals and system constraints.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
One lesson acquired from the signal processing literature that
may be applied directly to human visual processing is that signal
uncertainty and constraints placed upon the propagation of infor-
mation restricts the transmission and extraction of visual informa-
tion (Bex & Langley, 2007; Diamantaras, Hornik, & Strintzis, 1999;
Franks, 1968; Langley & Anderson, 2007; Laughlin, 1994; Papoulis,
1991; Schwartz, 1987; Shannon, 1948; Srinivisan, Laughlin, &
Dubs, 1982; Weiss, Simoncelli, & Adelson, 2002). How the visual
system processes signals in the light of uncertainty and system
constraints cannot be fully understood without ﬁrst addressing
the important issue of signal representations, whose intentional
design may maximize signal-to-noise ratios in order to extract sali-
ent properties of the visual world (Atick, 1992; Atick, Li, & Redlich,
1993; Wainwright, 1999; Wainwright, Schwartz, & Simoncelli,
2001).
As an example, suppose that the visual system is limited in the
number of discriminable steps that may be resolved by its neuralll rights reserved.
ngley), v.lefebvre@ucl.ac.uk
.processors (Srinivisan et al., 1982). An inability to represent a sig-
nal’s instantaneous value may lead to quantization errors and
modeled as an additive source of signal uncertainty (Schwartz,
1987). Sources of additive signal uncertainty are likely to be no-
ticed by an external observer at low signal power. During the prop-
agation of visual information via neural activity, one might expect
a signal’s uncertainty to obey a Poisson process. For Poisson noise,
the variance of a signal’s uncertainty is proportional to its mean
(e.g. Stocker & Simoncelli, 2006). It leads to a signal-dependent loss
in visual information as determined by signal-to-noise ratios.
Amongst the severest losses are those that lie in proportion with
the variance of the underlying signal, as might arise from uncer-
tainties in the neural weights that modulate signals along neural
pathways. Here, signal-to-noise ratios will be impaired at all signal
levels (Bex & Langley, 2007; Franks, 1968; Langley & Atherton,
2002). A neural constraint placed upon the propagation of visual
information implies that the visual system may be forced to atten-
uate larger signals (gain control) to avoid the possibility of signal
distortion owing to the saturation of neural responses. Effects of
gain control are also likely to be signal-dependent, especially if
changes in the transfer function of the visual system at early stages
of processing are not taken into account at later stages (e.g. Atick
et al., 1993; Langley & Anderson, 2007; Schwartz, Sejnowski, &
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anisms are not, strictly speaking, sources of signal uncertainty,
underlying signal-to-noise ratios are nonetheless reduced. In a sys-
tem that is able to alter its transfer function (adapt), bias may be a
consequence of information loss from constrained estimators,
impairments in signal-to-noise ratios for non-ﬂat prior and/or pos-
terior distributions, and/or the processing of signals whose under-
lying statistics depart from those expected by a signal processing
system (Langley, 2005; Langley & Anderson, 2007; Schwartz
et al., 2007).
In illustrating our ideas on adaptation and after-effects, focus in
this paper is placed upon the estimation of spatial orientation in
central vision when adapting and testing with one-dimensional
signals whose spatial orientation may be different. There are two
effects to take into account. The ﬁrst, termed a direct tilt after-ef-
fect (TAE), is a repulsive shift in spatial orientation between the
adapt and test signal. It is commonly agreed that direct TAEs
may be explained by the attenuation of orientation-selective
mechanisms. This implies a cortical locus for the adapting signal
(Calvert & Harris, 1988; Campbell & Maffei, 1971; Carpenter &
Blakemore, 1973; Clifford, Wenderoth, & Spehar, 2000; Gibson &
Radner, 1937; Kohler & Wallach, 1944; Morant & Harris, 1965;
O’Toole & Wenderoth, 1977; Wilson & Humanski, 1993). The sec-
ond, termed an indirect TAE, is an attractive shift in spatial orien-
tation that may occur between adapt and test signals. Indirect
effects are small (up to a degree of visual angle), observed only
in central vision, and maximal when the test and adapting patterns
differ in spatial orientation by 65–85 (Bednar & Miikkulainen,
2000; Clifford et al., 2000; Gibson & Radner, 1937; Jin, Dragoi,
Sur, & Seung, 2005; Smith & Wenderoth, 1999).
Wenderoth and Johnstone (1988) showed that direct effects
vary with low-level visual cues (relative image contrast, spatial fre-
quency and size of adapting/test patterns) in a manner that is con-
sistent with an early low-level cortical origin. Indirect effects, on
the other hand, were reported to be largely invariant to low-level
visual cues. As such, Wenderoth and Johnstone reasoned that indi-
rect effects are likely to originate from adapting mechanisms at a
higher cortical level than those responsible for direct effects. Our
proposed model is designed to take into the account the intuitions
of Wenderoth and Johnstone, which we achieve by considering a
cascaded model in which adjustments in the transfer function of
the system are allowed to take place at different stages.
1.1. Harmonic biases in perceived orientation
Visual adaptations that may lead to either direct or indirect
TAEs are illustrated in Figs. 1 and 2. In Fig. 1A we depict in the fre-
quency domain a number of orientation and spatial frequency
tuned ﬁlters arranged in a polar conﬁguration. We suppose that
the image signal is vertically oriented, stimulating the channel
most sensitive to vertical image structure (light green ﬁll, Lo).
The arrows indicate the underlying adaptation mechanisms affect-
ing the responses of orientation tuned channels required to pro-
duce both direct and indirect TAEs. Fig. 1B provides a second
illustration of adaptations that can lead to direct TAEs. Each curve
drawn in the ﬁgure represents the sensitivity of a hypothetical
oriented ﬁlter to a one-dimensional oriented stimulus, again in
the frequency domain. Suppose also that spatial orientation is rep-
resented by the weighted sum of all oriented ﬁlter responses, a
population code, present in the polar band. Assuming that adapta-
tion has a maximum attenuating effect when the adapt and test
signals are similar in spatial orientation, the net effect of this
suppression will lead to a direct TAE. This is because an adaptive
suppression of one oriented ﬁlter’s sensitivity function will shift
the orientation at which an adapted and unadapted channel’s sen-
sitivities cross towards the orientation of the adapted channel. Theshift, which distorts estimates for spatial orientation because of the
reduced signal emitted from an adapted channel, is sufﬁcient to
account for direct TAEs as noted by many previous researchers
(Bednar & Miikkulainen, 2000; Clifford et al., 2000; Jin et al.,
2005; Langley, Bradshaw, & Hibbard, 2000; Morant & Harris,
1965; Schwartz et al., 2007; Wilson & Humanski, 1993).
Theoretical accounts for indirect TAEs are few, in part because
of the difﬁculty in modeling adapting mechanisms that may selec-
tively affect the visual system’s response at orientations that are
orthogonal to an adapting signal (see Fig. 1A). Morant and Harris
(1965) and Gibson and Radner (1937) posited that indirect TAEs
may be explained by a normalization process in which the per-
ceived orientation of a test pattern is attracted towards the orien-
tation of an adaptor, which is itself biased towards the principal
axes of vertical and horizontal. Evidence for this idea stem from
observations made by Kohler and Wallach (1944) who noted that
the magnitude of indirect TAEs are reduced if all available vertical
and horizontal cues are hidden from observers during testing pro-
cedures. More recent work, however, suggests that there is nothing
unique about the principal axes when it comes to the tilt after-ef-
fect (Mitchell & Muir, 1976) or its spatial analog, the tilt illusion
(O’Toole & Wenderoth, 1977). This is because both direct and indi-
rect TAEs can be obtained with oblique reference orientations.
From a mechanistic viewpoint, indirect TAEs may be explained
by suppressive mechanisms akin to the ones responsible for direct
TAEs, except that the adaptation effects should preferentially
impact upon orientations that are both parallel and orthogonal to
the adapting signal (see Fig. 1A and C). A difﬁculty arises when try-
ing to explain indirect TAEs by the suppression of simple orienta-
tion tuned channels because each channel’s response is by
deﬁnition only sensitive to a small range of spatial orientations.
In this paper, ﬁlters that are sensitive to signals at orthogonal ori-
entations, and able to account for indirect TAEs by a suppressive
mechanism, arise from a second stage of processing that linearly
collapses the responses of the orientation tuned ﬁlters using a com-
pressive code. By taking advantage of the steering theorems for
directional derivative ﬁlters developed by Freeman and Adelson
(1991) (Appendix B), we explicitly represent this second stage to
aid understanding of the model. The second stage linear ﬁlters are
illustrated in Fig. 1C along the x-axis. Note that the second-stage
ﬁlters yield responses to image signals whose orientations are
orthogonal, albeit with a different sign. Should an adapting signal
preferentially suppress a second stage ﬁlter at one orientation, it
is necessarily the case that signals at orthogonal orientations will
also be suppressed. The predicted bias from the second stage of pro-
cessing is shown in Fig. 1D (green curve). The idea of linearly sum-
ming across the responses of orientation tuned channels is not new.
It was considered by Georgeson (1992) who summed the responses
of even symmetric ﬁlters to obtain an isotropic ﬁlter, a central fea-
ture of David Marr’s (1982) model of edge detection. Our model
extends Georgeson’s idea by pooling across the responses of orien-
tation tuned ﬁlters with several weighting functions that may be
described as a Fourier transformof the even harmonics. Such a pool-
ing yields second stage ﬁlters like the ones shown in Fig. 1C. This
expansion is both efﬁcient and compressive since it is deﬁned by
the eigenvectors (principal components) of the auto-correlation
function for even symmetric ﬁlters (see Appendix A and C).
The summation stage included into our model does, however,
lead to a different model of orientation estimation than the one
obtained from the energy model. With the energy model, the
responses of orientation tuned ﬁlters are ﬁrst squared and then
pooled across spatial orientation (Langley & Atherton, 1991;
Morrone & Burr, 1988; Schwartz, Sejnowski, & Dayan, 2009). A crit-
ical prediction made by our model is that the angular harmonic of
orientation bias resulting from adaptations at this second stage
will necessarily rotate with an angular harmonic frequency of 4h
Fig. 1. (A) Shows a polar band of oriented ﬁlters depicted in the frequency domain. The ellipses represent contours of an individual orientation tuned channel’s sensitivity.
Channel responses to the input signal shown on the left of the ﬁgure are represented by the lightness of the green ﬁll, with brighter hues indicating larger responses. The
arrows indicate the adaptive suppression of channel sensitivities required to explain direct and indirect TAEs. (B) As (A) but showing the adaptation effects as a function of
orientation ðhÞ for orientation-tuned ﬁlters. (C) Shows a second stage of angular harmonic ﬁlters where a suppression akin to the one shown in (B) may lead to indirect TAEs.
In (B) and (C) each curve represents an underlying ﬁlter’s sensitivity function. Adaptive mechanisms responsible for direct and indirect TAEs are represented by reductions in
channel sensitivities. (D) The independent and combined angular shifts of the direct and indirect TAEs as a function of relative orientation difference between the adapt and
test signals.
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was proposed by Morant and Harris (1965) to account for the ori-
entation bias attributed to the adapting mechanism responsible for
indirect TAEs. While Clifford et al. (2000) generalized ideas from
Langley and Clifford (1999) and claimed an explanation for an
angular harmonic of 4h (borrowing ideas of subtractive and divi-
sive gain control), their generalization was never proven. We pres-
ent a theory that is capable of explaining indirect TAEs at an
angular harmonic of 4h in Appendix F. That theory is based upon
the second-stage of ﬁltering just mentioned.
Fig. 2B (green curve) illustrates another possible source of
orientation bias that may explain indirect TAEs. This second bias
differs from the ﬁrst in that its harmonic frequency oscillates in
counter-phase to direct TAEs and at half the angular harmonic
frequency. Coining a phrase from Schwartz et al. (2009), indirect
TAEs at an angular harmonic of 2h can arise by a boosting of sig-
nal around the adapting orientation. Possible boosting mecha-
nisms include: (i) increasing the parameters that represent
signal variance of a Bayes prior about the adapting orientation
combined with a model of spatial orientation derived from ﬁrst-
order gradient constraints (e.g. Stocker & Simoncelli, 2006a);
and (ii) a temporal averaging taken across the adaptor and test
signals (Langley, Anderson, & Bex, 2006; Langley & Clifford,
1999). An illustration of the latter explanation is shown inFig. 2 (see also Appendix E). According to the temporal averaging
hypothesis, the perceived orientation of a test signal is deter-
mined by averaging across the actual orientations of the test
and the adaptor. The core idea shown in Fig. 2 employs a double
angled representation for spatial orientation, which is phase
invariant (Knutsson, 1982). In a double angled representation,
the orientation of 1-d image signals are multiplied by two, such
that a test grating oriented at 45 is represented by 90 (see
Fig. 2A). In supposing that the orientations of a test and an adapt-
ing grating are averaged, the maximum orientation bias will oc-
cur when the adaptor and test are orthogonal in a double angle
representation. In Fig. 2A, the loci of possible biases from tempo-
ral averaging can be traced out by placing the aqua arrow on any
point on the black circle shown in the ﬁgure. The expected orien-
tation bias from a temporal averaging model taken across the test
and adapting stimuli is also shown in Fig. 2B (green curve). The
bias predicted from a temporal averaging model as a function
of the orientation difference between the test and the adaptor
is always ‘attractive’. Its maximum effect occurs when the orien-
tation difference between the test and the adaptor is 45 in the
image domain. The orientation bias for a temporal averaging
model of indirect TAEs differs from the one predicted by an
orthogonal suppression. Bias for the orthogonal suppression mod-
el of indirect TAEs can be described by a mutual repulsion about
(A) (B)
Fig. 2. (A) Shows indirect TAEs from vector averaging using the double angle representation for spatial orientation (Knutsson, 1982). A test pattern oriented at 45 from
vertical is represented by a vector ut oriented in the vertical direction. The adapting pattern is represented by the vector ua whose possible orientations are shown by the
contours of the black circle. In assuming the perceived orientation of a test pattern may be described by a vector average of orientations taken across the test and the adaptor,
with weight proportional to their relative lengths, the perceptual orientation up with perceived bias ð2hbÞ (an indirect effect) is predicted. The perceived orientation bias is
maximum when the relative orientation between the adaptor and test is 90 in the double angle representation or 45 in the image domain (see green curve in (B)). (B) The
individual and combined (pink) shifts in spatial orientation from the adaptation of ﬁrst stage orientation tuned units (cyan) combined with temporal averaging (green). (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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(see Fig. 1D; green curve). The different orientation biases pre-
dicted by the two models of indirect TAEs just discussed can be
used to determine which model best explains the psychophysical
data (see ﬁnal discussion sections).
While previous research has focused on TAEs in central vision,
Muir and Over (1970) reported that indirect TAEs may sign reverse
(become direct TAEs) in peripheral vision. This reversal is likely to
be a robust effect because similar reversals are also found in the tilt
illusion (Over, Broerse, & Crassini, 1972). While the underlying
adapting mechanism responsible for indirect effects in the tilt illu-
sion and the TAE are likely the same (Over et al., 1972), the same
cannot be said for direct effects (see Tolhurst & Thompson,
1975). The possibility for a sign reversal of indirect effects in
peripheral vision has been ignored in recent models of orientation
bias in visual perception (e.g. Bednar & Miikkulainen, 2000; Clif-
ford et al., 2000; Jin et al., 2005; Schwartz et al., 2007; Schwartz
et al., 2009).
Our two-stage computational model is outlined in the next sec-
tion. In subsequent sections, we consider how visual adaptations at
various stages within the cascaded architecture of the model may
explain both direct and indirect TAEs. In addressing plausible adap-
tation mechanisms within our two-stage model, we consider the
possibility that direct TAEs are explained by early gain control
mechanisms whose purpose is to satisfy a neural constraint placed
upon the propagation of visual information. At the next stage of
processing, indirect TAEs, whose harmonic frequency lies at 4h,
are explained by adaptation of the second stage units. In consider-
ing different possible sources of noise (e.g. orientation and power
dependent noise), we demonstrate that our model is capable of
explaining both direct and indirect TAEs in central vision, and
the sign reversal of indirect TAEs in peripheral vision. Finally, we
consider the predictions made by a temporal averaging model in
explaining indirect TAEs. We show that a temporal averaging mod-
el appears inconsistent with existing psychophysical data, thus
supporting the primary model of direct and indirect TAEs illus-
trated in Fig. 1.2. An outline computational model for tilt after-effects
Fig. 3 illustrates how our model may be related to the architec-
ture of the visual system. The ﬁgure shows the transfer of visual
information from the retina to a bank of orientation tuned linear
ﬁlters thought to be located in cortical area V1 (e.g. Carandini &
Ferster, 1997). Consequences of pre-cortical stages of visual pro-
cessing are not considered here. The various blue feedback arrows
shown in Fig. 3 indicate possible neural sites where adaptation
might lead to TAEs. Three possible stages are identiﬁed. In the ﬁrst
stage, and following (Morant & Harris, 1965; Muir & Over, 1970;
Wenderoth & Johnstone, 1988), it is assumed that direct TAEs re-
ﬂect early neural adaptations at the stage of orientation tuned ﬁl-
tering. Here, each oriented ﬁlter’s response is assumed to be
attenuated in order to propagate signals across a communication
channel where transmission bandwidth is constrained. In the sec-
ond stage, the orientation tuned ﬁlter responses are collected and
compressed into an intermediate signal representation from which
a spatial orientation vector may be calculated. In the ﬁnal stage of
the model, a spatial orientation vector is estimated from the trans-
formed oriented ﬁlter responses. Indirect TAEs are posited to arise
from the two later stages in the model: angular harmonic biases of
4h arise at the compressive stage (see Fig. 1C), while angular har-
monics of 2h arise at the ﬁnal stage of orientation estimation by
a simple temporal averaging of spatial orientations taken across
the test and the adapting signals (Fig. 2B).
2.1. Estimating spatial orientation
Neurons in area V1 are thought to posses orientation band-
widths of around 25 (e.g. Blakemore & Campbell, 1969), with a
polar arrangement in the frequency domain that we illustrate in
Fig. 1A. With a polar conﬁguration the primary model for the
estimation of spatial orientation is the energy model. Here, the
responses of orientation tuned ﬁlters are ﬁrst squared and then
combined with a weight from which a spatial orientation vector
is estimated (Adelson & Bergen, 1985; Atherton, 2002; Clifford
R
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Fig. 3. Shows the propagation of spatio-temporal information from the retina through a bank of orientation-selective units in area V1 which incorporates an initial stage of
signal encoding represented by the transformation matrix (E). The transformed signal is propagated to a second stage of signal extraction via the matrix D from which spatial
orientation is estimated. The curved lines imply the possibility for constraints placed upon the variance of the transmitted signal following the stage of signal encoding. The
thick blue arrows represent possible sites where adaptation effects might originate. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article.)
K. Langley et al. / Vision Research 49 (2009) 2453–2474 2457et al., 2000; Knutsson, 1982; Langley & Atherton, 1991; Morrone &
Burr, 1988; Appendix D). Gradient models that employ multiple
orientation constraints can also be used to detect spatial orienta-
tion (Canny, 1986; Johnston, McOwan, & Buxton, 1992; Verri,
Girosi, & Torre, 1990). The model proposed here may be viewed
as a combination of both gradient and energy approaches (see
Appendix B, Eqs. (37) and (44)). A combined approach is made
possible by the application of the Steering Theorems that allow
us to transform from a gradient signal representation, which we
view as an underlying or hidden model, to directional derivatives
via a transformation matrix S (Freeman & Adelson, 1991). This
transformation is shown as the ﬁrst stage of Fig. 4. After the stage
of directional derivative ﬁltering, the model’s computations for the
estimation of spatial orientation are analogous to that of an energy
model (see Appendices B and D).
Our estimator for spatial orientation is derived from second-or-
der gradient constraints. First-order gradient constraints may also
be used (e.g. Canny, 1986), though its computations are potentially
sensitive to spatial phase because a unique orientation vector can
be deﬁned over a full circle (360). With a ﬁrst-order model, the
predicted harmonic bias of indirect TAEs would be the same as
those predicted by vector averaging (see Stocker & Simoncelli,
2006a; Fig. 2). The different predictions for ﬁrst and second-order
gradient constraints arise from the different orientation symme-
tries found for even and odd directional derivative ﬁlter responses
(see Appendix C). One computational goal of this paper is to ac-
count for orientation bias whose angular harmonic rotates at 4h,
as proposed by Morant and Harris (1965) (Fig. 1D). That goal is
reached in this paper from a model of spatial orientation derived
from second-order gradient constraints, the computations for
which are developed next.
The spatial ﬁlters used to process the image signal were fourth-
order directional derivatives of a Gaussian (Franks, 1968; Freeman
& Adelson, 1991; Knutsson, 1982). [That other choices are possible
(e.g. Gabor functions, third-order derivatives) is testament to the
fact that a uniﬁed consensus on the structure of underlying spatial
ﬁlters employed by the visual system remains elusive.] To illus-
trate, consider gradient constraints as they might be applied tothe estimation of one spatial orientation from fourth-order partial
derivatives. They give (Shizawa & Mase, 1991; Appendix B):
½Vt 0Lt4 ¼ 0 ð1Þ
where v t1 ¼ sin ht; v t2 ¼ cos ht represent the unknown spatial orien-
tation whose angle is given by ht , which is embedded within the
vector Vt ¼ ½½v t14; 4½v t13v t2; 6½v t12½v t22; 4v t1½v t23; ½v t240. The vector
Lt4 ¼ ½Ltxxxx; Ltxxxy; Ltxxyy; Ltxyyy; Ltyyyy0 denotes the fourth-order partial
derivatives of the image signal (see Appendix C and Fig. 4 left).
The superscript t is used to denote instances of time. There are
two problems with Eq. (1) insofar as models of visual processing
are concerned: (i) a stage of partial derivative ﬁltering is not
thought to be explicitly represented within the visual system; and
(ii) the image orientation ht is represented by higher-order polyno-
mials of the elements v t1 and v t2. The objective of our computations
is to both transform and linearize Eq. (1). The key steps are given in
Appendix B (see Eq. (45)). This shows how we transform from the
vector Vt , which represents spatial orientation using gradient con-
straints, to a different vector Wt that deﬁnes our representation
for spatial orientation. The linear ﬁltering operations tied with the
transformation are illustrated in Fig. 4. The ﬁgure shows a vector
of partial derivative ﬁlters Lt4 (Fig. 4 left), a vector of directional
derivative ﬁlters Lth (Fig. 4 center), and ﬁnally a vector of angular
harmonic ﬁlters given by LtE (Fig. 4 right). The adjoining arrows in-
Fig. 4 show how we transform across the various ﬁlter representa-
tions. From Fig. 4 (right), observe that the angular harmonic ﬁlters
are linear combinations of the directional derivative ﬁlters (Fig. 4
center) by virtue of the (adaptable) transformation matrix D.
Spatial orientation is represented in the model by the equation:
½Wt 0LtE ¼ 0; Wt ¼ 1 cosð2htÞ sinð2htÞ cosð4htÞ sinð4htÞ
 0
ð2Þ
where the vectors Wt and LtE are truncated in the model to include
only their ﬁrst three elements. The ﬁrst three terms are sufﬁcient to
estimate a spatial orientation vector (Knutsson, 1982). The omission
of the higher-order terms is justiﬁed because the signal variance
Fig. 4. Illustrates the noiseless transformation from fourth-order partial derivatives denoted by the vector Lt4 to a polar representation of directional derivatives via the
transformation matrix S. This transformation is regarded as hidden and thus not explicitly represented by the visual system. The directional derivatives operate upon the
image signal, and their responses are subsequently transformed via the adaptable transformation matrix D to an efﬁcient signal representation denoted by the vector LtE . The
transformation between Lth and L
t
E is, however, noisy and represented by the conditional PDF PðbLthjLtEÞ. Only the ﬁrst three elements of the vector LtE need be retained when
estimating spatial orientation. From Eq. (4) note that the compressive second stage ﬁlters need not be explicitly represented by the visual system. This is because the second
stage ﬁlters are linearly related to the responses of the directional derivative ﬁlters via the (adaptable) transformation matrix given by D. In the event that the transformation
D adapts, so too will the spatial support of the second stage ﬁlters. The second stage ﬁlters are depicted here to help visualize the model’s underlying computations under
unadapted (ﬁxed) conditions.
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dix C), which implies a compressive signal transformation. With
this compressive stage, the underlying orientation computations
are analogous to those derived from second-order (even symmetric)
gradient constraints.
In the absence of system constraints and/or sources of signal
uncertainty, Eqs. (1) and (2) are equivalent (see Eq. (45), Appendix
B). One could, therefore, estimate spatial orientation using either
equation. In this paper, Eq. (2) is used because the transformation
by the matrix D, which allows us to pass from Lth to L
t
E, implies a
linearizing compressive transformation whose noise handling
properties are succinct. The transformation from the vector Vt to
the vector Wt requires the inverse of the transformation from Lt4
to LtE. In simplifying the transformation, we ﬁnd that the vector
Wt is linearized using the double angle representation for spatial
orientation, which is a phase invariant signal representation (Nord-
berg, 1994). The alternative solution (via Eq. (1)) in the noisy case
can lead to non-linear sets of equations that may require iterative
techniques to solve (see Nestares & Fleet, 2003). The reason is be-
cause of signiﬁcant cross-correlations (expected response magni-
tudes) that exist across partial derivative ﬁlter responses with
white noise signal assumptions (see Appendix C, Fig. 8E).
To entertain the desired cascade of signal transformations
illustrated in Fig. 4, a Bayesian approach is taken in which it is as-
sumed that the image signals are locally simple (Nordberg, 1994):
i.e. they can be represented by a single spatial orientation and
spatial phase. Bayesian computations are suited to the study of
cascaded systems because the signal transformations at different
stages in the cascade can be expressed by conditional probabili-
ties via the chain rule (Box & Tiao, 1992; Papoulis, 1991). To
develop the model, we begin with the joint PDF for the problem
at hand, which is given by:
PðWt; L^t ; Lt Þ ¼ PðWt; Lt jL^t ÞPðL^t Þ ¼ PðL^t jLt ;WtÞPðWtjLt ÞPðLt Þ ð3Þh E E h h h E E Eand treated in full detail in Appendix B. To help interpret Eq. (3),
note that the left-hand side denotes the joint PDF of the random
variables considered in the model, and theˆ symbol a noisy observa-
tion. The central terms in Eq. (3) represent the posterior PDF for the
vectors LtE;W
t conditioned on our observations of the directional
derivatives L^th. The far right-hand expression gives the cascades of
conditional probabilities (the likelihood PDFs) that deﬁne the signal
transformations from directional derivatives to the ﬁnal target com-
putations of the system, which is the estimation of spatial orienta-
tion. PðLtEÞ denotes the prior PDF and represents information already
known (or expected) about the transformed directional derivative
ﬁlter responses. Our prior PDF thus injects information about the
probability distribution of the signal vector LtE rather than the spa-
tial orientation vector Wt (e.g. Weiss et al., 2002). Since the vector
LtE is related to the responses of the directional derivative ﬁlters
by the transformation matrix D, our model provides a direct route
by which prior information about the responses of orientationally
selective ﬁlters can be used to generate a prior PDF for spatial
orientation.
The posterior PDF given in Eq. (3) contains many terms which
are beyond what is required to explain the TAEs studied in this
paper. To simplify, we draw upon the ideas of Kontsevich, Chen,
and Tyler (2002) by assuming that the conditional PDF PðL^thjLtEÞ
represents a critical source of signal uncertainty. If so, the
conditional PDF PðWt jLtEÞ can be assumed to have zero variance
and thus modeled by the multi-dimensional Dirac delta function
PðWtjLtEÞ ¼ dð½LtE0WtÞ (see Nestares & Fleet, 2003; Huffel & Lem-
merling, 2002). The encoding matrix E (Fig. 3) that may adaptively
modulate the responses of the directional derivative ﬁlters is set to
the identity matrix here for brevity.
The posterior PDF PðWt ; LtEjL^thÞ from Eq. (3) jointly depends upon
the spatial orientation vector Wt and the intermediate signal
representation LtE, the latter being regarded as a nuisance variable
which in Bayesian computations are marginalized (integrated out).
K. Langley et al. / Vision Research 49 (2009) 2453–2474 2459In following these steps (Appendix B), and assuming that the chan-
nel noise variances r2ch are equal along each directional derivative
ﬁlter’s pathway, we let LtE denote the estimated signal responses at
the stage of angular harmonic ﬁltering to get:
tan2ht ¼ L
t
E1
LtE3
LtE1L
t
E2
¼ 
P
j
bLthjh i PibLthi sinð2hiÞh iP
j
bLthjh i PibLthi cosð2hiÞh i : ð4Þ
which is a novel estimator for spatial orientation. From the far
right-hand side of Eq. (4), note that the linear summation term cor-
responds to the output obtained from the ﬁrst element of LtE shown
in the far right of Fig. 4. The cosine and sine weighted combinations
of the directional derivative ﬁlter responses correspond to the
second and third elements of LtE, respectively. We leave Eq. (4) in
a suitable form from which estimates drawn from independent
observations (e.g. Hilbert transforms of fourth-order directional
derivatives, spatial averaging) can be added. In Appendix C, we
sketch out one method by which the Hilbert transforms of the
fourth-order directional derivatives may be introduced into the
model computations.
Note that the far right-hand side of Eq. (4) is only valid when
the signal-to-noise ratios are high and/or for white noise and white
signal ACF assumptions. This is because the transfer function of the
compressed signal representation LtE depends upon the transfer
function of the signal extractor D, which in turn depends upon
the correlation matrix for the prior PDF PðLtEÞ. As mentioned, the
transformation matrix D is adaptable (see Section 4). This implies
that the second stage ﬁlters shown in Fig. 4 will also change their
transfer functions from those shown (see Fig. 6). By comparing
terms given in Eq. (4) with the energy model (Appendix D, Eq.
(58)), we note that one difference in the equations used to estimate
spatial orientation lies with the omission of the covariance terms
(e.g. bLthibLthj ).
3. Direct tilt after-effects from signal encoding information loss
In explaining direct TAEs we refer to Fig. 3 and the transforma-
tion E that operates immediately following the stage of directional
derivative ﬁltering. The purpose of the encoding transformation is
to satisfy a power constraint, whereby the propagation of a signal
following the stage of direction derivative ﬁltering is assumed to
be held at a premium and thus constrained. The power constraint
is analogous to the limited bandwidth attributed to visual neurons
(Atick et al., 1993; Bex & Langley, 2007; Grzywacz & De Juan, 2003;
Langley & Anderson, 2007; van Hateren, 1993; Wainwright, 1999;
(Appendix A)).
In designing the encoding ﬁlter to satisfy a constraint on infor-
mation transmission, it is necessary to address the goals of the
encoding process: whether the system should optimize the estima-
tion of spatial orientation, or more simply whether the transmis-
sion system should propagate the responses of the ensemble
spatio-temporal channels from one neural location to another.
The latter view is taken here. Following (Atick et al., 1993; Langley
& Anderson, 2007; Appendix A) we also assume that adaptations at
the stage of signal encoding are local such that changes in the
transfer function of the encoding ﬁlter E are not propagated to later
stages. The locality assumption implies a possible loss in transmit-
ted signal information (Diamantaras et al., 1999; Franks, 1968;
Langley & Anderson, 2007).
Local adaptations of the encoder E under the assumptions just
given lead to a divisive gain matrix which is given by (Appendix
A, Eq. (32)):
diagðEÞ ¼ diagð½Iþ K1Þ ¼ 1
1þ k1 ;
1
1þ k2 ; . . . ;
1
1þ kn
 
ð5Þsuch that the response of the ith directional derivative ﬁlter’s re-
sponse is attenuated by the weight given by 11þki, as illustrated in
Fig. 1B. Here ki should be some (unknown) function of the standard
deviation of the signal passed along the ith channel (Atick et al.,
1993; Diamantaras et al., 1999). Eq. (5) is analogous to a gain con-
trol (fatigue) model of contrast adaptation (e.g. Carpenter & Blake-
more, 1973; Wilson & Humanski, 1993) where a directional ﬁlter’s
response is suppressed by a quantity that is a function of the ﬁlter’s
historical response. The magnitude of the adaptation gains ki de-
pend upon the properties channel constraint. The channel con-
straint insofar as models of the visual system are concerned is
unknown (see Section 6). For this reason, values for ki were left as
free parameters when ﬁtting the model to empirical data. Changes
in the transfer function of E via the adaptable gain terms ki lead to
direct TAEs, as already noted by previous researchers (e.g. Bednar &
Miikkulainen, 2000; Carpenter & Blakemore, 1973; Clifford et al.,
2000; Langley et al., 2000; Morant & Harris, 1965; Schwartz et al.,
2007; Schwartz et al., 2009; Wilson & Humanski, 1993).
3.1. Indirect tilt after-effects from late temporal integration
Many models designed to detect spatial orientation ignore the
possibility for temporal cohesion across successive time frames.
In including a temporal component into our spatial orientation
computations we modify the joint PDF given in Eq. (3) to:
PðWt; LtE; Lt1E ; bL thÞ ¼ PðbL thjWtÞPðWt jLtEÞPðLtEjLt1E ÞPðLt1E Þ ð6Þ
where the vector Lt1E denotes the compressed representation for
the directional derivative ﬁlter responses taken from the previous
(t  1) time step. The right-hand side expression gives the cascade
of conditional PDFs that arise from the introduction of the extra
temporal sample of spatial signal. This extended Bayes chain re-
quires that the additional nuisance variable Lt1E is also marginalized
along with LtE. The likelihood PDF PðbL thjWtÞ is assumed to depend
here upon spatial orientation, as shown in Eq. (53). The PDF
PðWtjLtEÞ was again set equal to a multi-dimensional Dirac delta
function. The conditional probability PðLtEjLt1E Þ is deﬁned from a
ﬁrst order Markov model (Gelb, 1974):
LtE ¼ A Lt1E þ ut ; A ¼ diag½a; a; a: ð7Þ
with ut an unknown vector that represents uncertainty in the gra-
dient signals across successive instances in time. It is assumed that
the elements of ut are zero mean Gaussian random variables whose
variances are uncorrelated and given by r2u. The diagonal matrix A
represents the assumed temporal correlation of the spatial gradi-
ents across successive time steps, each given by the scalar a. In mar-
ginalizing the nuisance vectors LtE; L
t1
E from the posterior PDFs we
get:
tan2ht ¼  L
t
E1
LtE3 þ c sin 2h
t1
LtE1L
t
E2
þ c cos 2ht1 ; c ¼
r2na2
a2Pt1 þ r2u
: ð8Þ
where Pt1 refers to the variance of the posterior PDF for the spatial
gradient signals at time t  1, and ¼ E½ut½ut 0 ¼ r2uI. Spatial orienta-
tion is computed as a temporal average taken across the current and
recent history of the observed spatial signals. Spatial orientation, as
given by Eq. (8), lies in the same form as the far right-hand side of
Eq. (61), and from which the predicted bias in spatial orientation
from vector averaging is illustrated in Fig. 2B (green curve). The
model is essentially a Kalman ﬁlter in which there exists a possibil-
ity for temporal averaging across the adaptor and test signals. The
duration of the temporal averaging is controlled by the temporal
correlation parameter 1 6 a 6 1 and the noise-to-unexplained
signal ratios. When this ratio ðrn=ruÞ is large and/or the correlation
parameter a  1, temporal averaging can be signiﬁcant because sig-
nal-to-noise ratios are low and/or spatial signals are expected to be
2460 K. Langley et al. / Vision Research 49 (2009) 2453–2474highly correlated across instances of time (Gelb, 1974). Indirect
TAEs predicted from the model just developed may be regarded
as a temporal analog to the model of indirect effects for the tilt illu-
sion proposed by Schwartz, Hsu, and Dayan (2006, 2007).
3.1.1. Model I
Extended integration times may lead to a bias in estimates for
spatial orientation because of temporal averaging that may take
place across the test and adapting signals whose actual orienta-
tions are different. The predicted bias in perceived orientation from
temporal averaging is shown in Fig. 2B (green curve). Note that
indirect TAEs from this source of bias may be described by an
angular function whose harmonic frequency in spatial orientation
rotates in counter-phase with direct TAEs at a rate of 2 h. By com-
bining temporal averaging with information loss incurred by the
gain matrix E (Eq. (5)), we arrive at a model that is able to explain
both direct and indirect TAEs. Their combined orientation bias is
illustrated in Fig. 2B, which we refer to as model I for the purpose
of the results and discussion sections. Note that the transfer func-
tion of the signal extractor D is ﬁxed insofar as model I is
concerned.4. Tilt after-effects via adaptation of the signal extractor D
Moant and Harris (1965; Clifford et al., 2000; Jin et al., 2005) ex-
plained indirect TAEs by a bias in the computation of spatial orien-
tation that varies with a harmonic frequency of 4h (Fig. 1D – green
curve). The harmonic frequency of this bias is necessarily twice
that obtained from model I (Fig. 2B – green curve). To explain
the harmonic frequency of this ﬁrst bias, we turn to the signal
extractor Dwhose job is to collapse the responses of the directional
derivative ﬁlters (Eq. (63); Appendix F), which we now adapt. The
signal extractor D is given by:
D ¼ ½M0M1M0Rh½Rh þXtot1 ð9Þ
whereXtot refers to the noise ACF whose off diagonal elements were
assumed to be uncorrelated and leading diagonal elements equal in
magnitude. These assumptions are relaxed in this section. The ma-
trix M represents the transformation from the intermediate signal
vector LtE to the directional derivative vector L
t
h. In the noiseless
case, the reverse transformation is given by ½M0M1M0. We let
Rh;RE represent the ACFs for the directional derivative ﬁlters ðLthÞ
and intermediate signal representation ðLtEÞ, respectively. The trans-
fer function of the signal extractor D given in Eq. (9) is a function of
the expected signal-to-noise ratio of signal propagated by the sys-
tem: the noisier signals receiving a greater level of attenuation via
the elements of D than the less noisier ones. The dependency arises
from the Bayesian computations because the signal extractor D re-
tains information about the prior PDF for LtE in its deﬁnition. In our
modeling, the ACFs Rh and hence RE were assumed to be constant:
i.e. remained unchanged for the durations typically used to run psy-
chophysical experiments (see Section 6).
The Bayesian steps taken in our model provide a direct route to
inject prior information about the expected distributions of spatial
orientation by an examination of the ACF for the directional deriv-
ative ﬁlters Rh. This is because D RhD
0 ¼ RE, and RE deﬁnes the var-
iance term used in the prior PDF PðLtEÞ (see Eq. (3)). We estimated
the signal ACF for Rh empirically by convolving 400 natural images
taken from an online database (uk.images.search.yahoo.com) with
fourth-order directional derivatives. The various variance and co-
variance terms were then calculated (and normalized), leading to
our estimate for Rh (see Fig. 5A). The corresponding ACF for RE is
shown in Fig. 5B. In Fig. 5A and B, the calculated magnitudes of
the various terms in the ACFs are shown by the whiteness of the
respective elements in the ﬁgures. Filter type and orientation arealso shown along the left column and top row for each ACF. The
ACF for RE was found to be a predominantly diagonal matrix with
slightly higher correlations found for the second diagonal element
(whitest square in Fig. 5B). This difference suggests that more sig-
nal was found along the principal than the oblique axes (e.g. Dakin,
Mareschal, & Bex, 2005). The difference in oriented structure also
explains the modulation of correlation magnitudes along the lead-
ing diagonal elements for Rh (Fig. 5A). Finally, we note that the
coefﬁcients for the higher-order harmonics (4th and 5th diagonal
elements of RE) were small (dark elements). This supports our
claim that the truncation of the vectorWt may be viewed as a com-
pressive transformation.
In Fig. 5C, the ACF for the second-stage ﬁlters, which we denote
by RE is shown for images comprised of vertical sinusoidal grat-
ings. Sinusoidal gratings are the adaptation stimuli typically used
in psychophysical experiments. In comparing Fig. 5B with C, note
that the latter ﬁgure retains signiﬁcant auto and cross-correlation
coefﬁcients across the ﬁrst and second elements. The respective
signal ACFs for the adaptation stimulus RE thus differs signiﬁcantly
from RE, which is a critical point that we use in explaining orienta-
tion bias in our model via adaptations of the signal extractor D.
The modulation of the leading diagonal elements of the signal
ACF Rh provides an unnecessary complication when illustrating
our model’s predictions. The problem is not helped by the scarcity
of empirical data that has examined the magnitude of TAEs as a
function of absolute spatial orientation. Predictions that might
arise from signal ACFs like the one shown in Fig. 5A are mentioned
in Section 6. To simplify our computations, we assume that Rh is
derived from a white noise image signal where the distribution
of spatial orientation is constant as a function of absolute orienta-
tion (Appendix C). Analysis of this special case insofar as adapta-
tions of the signal extractor D are concerned is given in Appendix
F. Two cases of special interest are discussed next.
4.1. Case 1: Explicit gain control mechanisms
To recap, the transfer function of the signal extractor D in an
adaptive system depends upon the assumed underlying signal-
to-noise ratios. Following the explanation for direct TAEs (Section
3), we ﬁrst consider the possibility that signal power constraints
are responsible for indirect TAEs. Such gain control mechanisms
may be justiﬁed at the later stage of signal extraction by assuming
there may be insufﬁcient resources available to allow the transfor-
mation prescribed by the extractor D to be unabated (Franks,
1968). As mentioned in the Introduction and elaborated upon in
Appendix A (Eq. (33)), explicit gain control mechanisms may be
viewed as noise enhancing. As such, we can refer to an equivalent
signal noise model while considering analytic representations for
signal constraints, which we write:
Xtot ¼ r2ch þ klMREM0 ð10Þ
where r2ch and kl denote the noise variance accumulated from the
stage of oriented ﬁltering and the magnitude of the bias (weight)
attributed to the gain control mechanism, respectively. Eq. (9)
shows that the transfer function of the signal extractor D depends
upon the underlying signal-to-noise assumptions. From Eq. (10)
the assumed signal-to-noise ratios have necessarily changed by vir-
tue of the assumed gain control mechanisms, which is itself con-
trolled by the adapting signal. Critically, the ACF of the adapting
signal differs from the assumed noise and signal ACFs.
4.1.1. Subtractive and divisive adaptations of the signal extractor D
To predict the change in the transfer function of the signal
extractor D, we need only examine the ACF for the adapting
signal, which we consider to be a vertically orientated grating
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Fig. 5. Shows estimates of the signal auto-correlation functions for: (A) Rh and (B) RE and (C) RE . In (A) and (B) the auto-correlation functions were estimated from 400 natural
images with whiteness of the ﬁll indicating the magnitude of the correlation coefﬁcient. In (C) the image was a vertically oriented sinusoidal grating. The ﬁlters used in (A)–
(C) are shown along the left and vertical boundaries of the respective ACFs. By example, the top left white square in (A) represents the estimated variance of a vertically
oriented ﬁlter’s response. (D) Shows the orientation biases as a function of relative orientation that arise from power constraints (Case 1) both with (pink curve) and without
(green curve) signal covariance terms included and from uncertainties in absolute orientation (Case 2, cyan curve). (E) Illustrates the variation of indirect effects as a function
of the absolute orientation of the adaptor predicted over a 90 test interval. In this simulation, the elements of RE are assumed to be uncorrelated, and as such the off diagonal
elements are zero. No indirect TAEs are predicted when adapting at 22.5 (horizontal red line). (For interpretation of the references to color in this ﬁgure legend, the reader is
referred to the web version of this article.)
K. Langley et al. / Vision Research 49 (2009) 2453–2474 2461(see Fig. 5C). For this adapting signal, signiﬁcant correlation and
covariance terms are concentrated in the 2  2 elements in the
top left. Co-variance noise terms are ﬁrst ignored (uncorrelated
noise assumption), but are considered in the next paragraph. The
third diagonal element that corresponds to the correlation along
the oblique axes is zero (dark). Here, an adaptive signal extractor
will divisively suppress the system’s overall sensitivity to both ver-
tical and horizontally oriented structures, leading to indirect TAEs
like the ones illustrated in Fig. 1D (Green curve). The reason is be-
cause of the reduction in the assumed underlying signal-to-noise
ratio. The indirect TAEs will rotate with an angular harmonic of
4h. To see why the adaptation effects rotate at a harmonic fre-
quency of 4h, observe that the second and third elements of the
vector LE are sinusoidal functions f ðej2hÞ with symmetries about
180. Adaptations based upon the variance of f ðÞ will contain har-
monic frequencies of 4h. As shown in Fig. 5E, however, this type of
adaptation predicts that the indirect TAEs will vary as a function of
absolute orientation. The variation in bias is a sinusoidal function
such that no indirect TAEs are predicted when cos2 2hi ¼ sin2 2hi(e.g. ±22.5 from the vertical). The reason is because signal co-vari-
ances are assumed in this model to be zero, so for those spatial ori-
entations where adaptations suppress the elements of LE equally,
no orientation bias will occur.
If, however, we include the co-variance terms present in RE
(correlated noise assumption) into the adaptive computations that
deﬁne the signal extractor D, one can observe that both direct and
indirect TAEs are predicted (Fig. 5D, pink curve). This is because the
co-variance of the ﬁrst with the second or third elements of the
vector LE introduce subtractive orientation biases (direct TAEs)
that vary with an angular harmonic of 2h. Gain control of the type
considered here are therefore able to explain both direct and indi-
rect TAEs (subtractive-versus-divisive) through common adapting
computations (see Appendix F, Eqs. (67) and (68)).
In Fig. 6 we show how adaptive changes in the transfer function
of the signal extractor D lead to changes in the transfer function of
the second-stage ﬁlters LtE, by divisive and subtractive gain control
mechanisms (correlated noise assumption). In the example shown,
it was assumed that the adaptation stimulus was a vertically
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Fig. 6. Shows exaggerated adaptations of the second-stage ﬁlters LtE (far right) to a vertical sinusoidal grating (top). The adaptations are both subtractive and divisive. The
subscripts, u and, a refer to unadapted and adapted conditions, respectively. The responses of ﬁrst-stage directional derivative ﬁlters are each multiplied by a weighting
function deﬁned by the signal extractor D and summed. The weights or individual row elements of D are shown in the ﬁgure by the di ’s. This gives the transfer functions of the
second-stage ﬁlters. The continuous red curves show unadapted settings (at high signal-to-noise ratios). The green and black dashed lines, respectively, show the changes in
the transfer function of the signal extractor D that are attributed to divisive and subtractive changes in gain. Indirect TAEs whose harmonic frequency lies at 4h follow from
the effects of divisive gain control that suppresses the response of the central second-stage ﬁlter via the adapted weights shown in d2 (green dashed curve). Direct TAEs whose
harmonic frequency lies at 2h can also be introduced at this stage of processing in the event that the adaptive noise variance terms derived from the ACF RE contain non-zero
off diagonal elements (black curve). The overall effect of the divisive and subtractive gains given above are shown in Fig. 5D (pink curve). Note also that gain control acting
upon the ﬁrst element of LtE;a predicts an isotropic reduction in signal power or contrast. Also, when adapting to vertical sinusoidal gratings observe that the transfer function
of the third element of LtE;a is unaffected by the adaptation stimulus. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version
of this article.)
2462 K. Langley et al. / Vision Research 49 (2009) 2453–2474oriented sinusoidal grating whose equivalent noise ACF is given by
RE (see Fig. 5C). This adaptation stimulus alters the transfer func-
tion of the isotropic second-stage ﬁlter ðLtE1Þ and the cosine modu-
lated second-stage ﬁlter ðLtE2Þ. In both cases, adaptation effects
arise from both a divisive suppression and by a subtraction of a
proportion of the unadapted ﬁlter’s expected response. For exam-
ple, in Fig. 6 the unadapted isotropic weights are depicted by the
horizontal red line. The divisive (subtractive) adapted weights
are shown by the green (black) dashed line (graph d1). Note that
the subtractive adaptations are modulated by the transfer function
of second element LtE2. The same principal can be used to explain
divisive and subtractive adaptations of the cosine modulated
second-stage ﬁlter LtE2 (see Fig. 6, graph d2). Note that the sine mod-
ulated second-stage ﬁlter’s transfer function does not adapt in the
example given. The net adaptive changes in the transfer function of
the second-stage ﬁlters, which we have exaggerated for illustration
purposes, can be seen by comparing the intensities of the adapted
and unadapted second-stage ﬁlters shown on the far right of Fig. 6.
4.2. Case 2: Uncertainties in absolute orientation
In the second case, we assume there exists a source of signal
uncertainty that arises from a miss-perception in absolute orienta-
tion that is introduced via the transformation matrix M. Such
uncertainties might arise from external sources, for example, an
error in the absolute state of the eye’s cyclo-rotation relative to
the absolute orientation of oriented ﬁlters. The noise variance
propagated by the system with this assumption is given by:Xtot ¼ r2ch þ koM?REM0? ð11Þ
where each row of the matrix M? is orthogonal to the correspond-
ing row of M (see Appendix A, Eq. (35)). Also, ko controls the vari-
ance of the assumed uncertainty. Noting for one-dimensional
image signals that signal power and orientation are orthogonal
quantities, indirect TAEs will lie in reverse (i.e. become repulsive)
to those derived from constraints on signal power (Case 1). The har-
monic frequency of the bias rotates at a rate of 4h but in sign
reversed phase to the bias required to explain indirect TAEs in cen-
tral vision (Fig. 5D, cyan curve). We note again, however, that (Muir
& Over, 1970; Over et al., 1972) have reported a sign reversal of
indirect TAEs in peripheral vision.
4.2.1. Model II
Possible adaptations of the extractor D lead to a number of ori-
entation biases. They include: (i) effects that oscillate at an angular
harmonic frequency of 4h both in-phase (Case 1) and in anti-phase
(Case 2) to indirect TAEs; and (ii) effects that retain both direct and
indirect TAEs in the event that the source of orientation bias re-
tains co-variance terms in the equivalent noise auto-correlation
functions. We deﬁne a second model (model II) that may also ex-
plain direct and indirect TAEs by an early adaptation mechanism
via adjustments of the encoding matrix E to account for direct
TAEs, and in combination with late adaptations from the extractor
D to account for indirect TAEs. With model II, indirect TAEs are pre-
dicted to rotate with a harmonic frequency of 4h (Fig. 1D, green
curve), and vary as a function of absolute orientation (Fig. 5E).
K. Langley et al. / Vision Research 49 (2009) 2453–2474 2463The stage of temporal integration used to explain indirect TAEs in
model I were not included into model II. In the results section, we
compare the different predictions made by models I and II.
5. Results
To demonstrate our computational approach, we have exam-
ined TAE data collected by Clifford et al. (2000, 2001) and Muir
and Over (1970; Over et al., 1972). The data were obtained from
the original manuscripts using Data Thief (Fig. 7A–D). Each curve
represents ﬁts of the computational models developed in this pa-
per. The curves were ﬁtted using the nonlinear regression wizard
developed by SigmaPlot. We did this by allowing the ki’s from
the encoding ﬁlter E; the temporal averaging coefﬁcient c (model
I); the ko and kl used to deﬁne the assumed noise variances that
perturb the transfer function of the decoding matrix D (model II)
and the various noise terms (e.g. rch) to be free parameters of
the system. Models I and II and variants thereof were ﬁtted to
the empirical data independently. The SigmaPlot equation editor
cannot implement convolution operations per se. However, theRelative Orientation
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Fig. 7. (A and B) The magnitude of TAEs for two subjects (green and cyan points) re-
orientation bias (TAE), while the horizontal axes represent the relative orientation betw
model of TAEs that assumes an encoding loss in visual information leading to repulsive e
of the noise variances from the extraction of orientation estimates. (C) Data for TAEs in ce
the matching of the orientation of an adapted oriented stimulus in periphery with a refere
in periphery with reference to the perceived vertical. (D) Data for the tilt-illusion reportransfer function of each orientation tuned ﬁlter to the adapt and
test signals could be expressed analytically because the signals
are sinusoidal gratings. With these details included into the non-
linear regression, we could allow for the possibility that the angu-
lar frequency of indirect TAEs vary as a function of 2h (model I) or
4h (model II).
Fig. 7A and B shows TAE data from Clifford et al. (2001) and
the ﬁts from model I and model II. The magnitude of signal loss
at the stage of encoding needed to explain the direct TAEs was
approximately 15% for both models. Each model ﬁt captured
the main trends apparent in the data; namely, that there are di-
rect (repulsive) shifts in orientation when the angular difference
between adapt and test signals is small, and indirect (attractive)
shifts when the angular difference is large. In comparing models I
and II, there is a small difference in relative orientation at which
the indirect TAEs were minimal. For model I, the minimum was
approximately 2—3 closer to the orientation of the adapting
grating than that found for model II. This small difference, how-
ever, is not sufﬁcient to allow us to distinguish between the two
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plotted from Clifford et al. (2001). The vertical axes represent subjects’ perceived
een an adapting and test sinusoidal grating. The pink curve represents ﬁts from the
ffects, in combination with a re-scaling of the orthogonal axes owing to adjustments
ntral and peripheral vision reported by Muir and Over (1970). PEp conditions refer to
nce stimulus, while PAp conditions measured the perceived tilt of an adapted signal
ted by Over et al. (1972) for both central and peripheral vision.
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and the data of Over et al. (1972) for the tilt illusion (Fig. 7C and D).
Muir and Over (1970) measured TAEs using two different experi-
mental procedures. In one condition (PEp), the orientation bias of
an adapted stimulus in peripheral vision was judged relative to
an oriented stimulus presented on the unadapted side of the visual
ﬁeld. In the other condition (PAv), the orientation bias of the
adapted signal was measured relative to the perceived vertical.
Although slightly different biases were reported across the two
conditions (see Fig. 6C), no overall statistical difference was re-
ported. In the peripheral adaptation conditions, note that the sign
of indirect TAEs reversed. For the tilt illusion, similar effects are
found. Indeed, Over et al. (1972) noted that the magnitude of ori-
entation bias was generally greater for tilt-illusions than TAEs.
They explained the difference by supposing that TAEs are likely
to decay over time because of the different instances in which
the test and the adapting signals are presented.
As noted in model II, it is possible for the sign of TAEs to reverse
in the event that signal uncertainties in absolute orientation dom-
inate. In allowing the sign of the indirect TAEs to reverse, it was
possible to ﬁnd a satisfactory ﬁt to the data of Muir and Over
(1970) and Over et al. (1972) from model II. No satisfactory ﬁt
was found for model I. This was so because model I required adap-
tive reductions in temporal averaging in order to explain the rever-
sal of indirect TAEs in periphery. Such reductions are difﬁcult to
justify. One would expect temporal integration to be controlled
by signal-to-noise ratios. Given an adaptive loss in signal from
the stage of orientation tuned ﬁltering, one could expect temporal
integration in an adaptive system to increase. Evidence that tem-
poral integration times are adaptively increased by the visual sys-
tem has been noted by Langley and Bex (2007).
Could indirect TAEs in peripheral vision be explained by a mod-
el of spatial orientation derived from ﬁrst-order (odd-order direc-
tional derivatives) gradient constraints? Such a model, whose
signal-to-noise assumptions follow along the same line as that
considered here for the second-order model, will introduce orien-
tation biases for indirect effects whose angular harmonic rotates
at 2h rather than 4h. This model explains the TAE data reported
by Muir and Over (1970) in peripheral vision but not the tilt illu-
sion data reported by Over et al. (1972). This is because a ﬁrst-or-
der model would ﬁnd it difﬁcult to capture the minimum in the tilt
illusion around 65 in peripheral vision (see Fig. 7D). A sign-rever-
sal introduced into model II from uncertainties in absolute orienta-
tion is capable of explaining this minimum as shown in Fig. 7D
(pink curve). The comparisons across the different results suggest
that signal extraction model II is better able to explain the reversal
in TAEs between central and peripheral vision than model I. It im-
plies that the indirect TAEs observed in central vision may be ex-
plained by constraints placed upon signal power. In peripheral
vision, however, the observed bias could be explained by uncer-
tainties in absolute orientation.6. Discussion
Each possible combination and permutation of various low-le-
vel parameters, including luminance, spatial frequency, temporal
frequency and contrast, will likely have an impact upon direct TAEs
(e.g. Calvert & Harris, 1988). To slice through this high dimensional
empirical space, we have considered ideas that originate from
Atick et al. ( 1993; Diamantaras et al., 1999; Langley and Anderson,
2007). According to Atick et al. (1993; Atick, 1992; Barlow & Foldi-
ak, 1989; Dong & Atick, 1995), the effects of visual adaptation on
perception may be explained by optimized encoding transforma-
tions whose purpose is to de-correlate visual signals, thus decreas-
ing signal redundancy. By itself, a globally optimized (linear)system need not reveal a bias. There must, therefore, be other fac-
tors that lead to the observed visual after-effects. Those factors are
explained in this paper by assuming that changes in the transfer
function of the visual system at early stages are not propagated
to later stages. The justiﬁcation was made by limitations (con-
straints) placed upon information transmission and adaptive
adjustments in the transfer function of the visual system that take
into account differences in underlying noise assumptions (Wain-
wright, 1999; Wainwright et al., 2001).
6.1. Relationships with existing models of tilt after-effects
Using an energy model for the estimation of spatial orientation,
Clifford et al. (2000) argued that direct TAEs may be explained by a
centering transformation, and indirect TAEs by a scaling transfor-
mation that they thought to be equivalent to the de-correlating
model of adaptation proposed by Atick et al. (1993). A central
theme of Clifford et al’s model is that the orthogonal axes of verti-
cal and horizontal may be treated as opposites. In the orientation
domain, however, this proposed opposition originates from the
double angle representation for spatial orientation which is a
phase invariant signal representation (Knutsson, 1982; Nordberg,
1994). Moreover, with 1-d image signals, spatial phase and spatial
orientation vectors lie in orthogonal directions. Therefore, the
double angle signal representation transforms spatial phase and
spatial orientation vectors to be opposites rather than orientation
per se. We have reasoned that responses of oriented ﬁlters in the
energy model are assumed to be independent (Appendix D) and
therefore already uncorrelated. That further de-correlations were
made possible in our model is because of the assumption of
‘simple-signals’ (i.e. the estimation of a one-dimensional image
structure within a two-dimensional image signal). This assumption
has allowed us to introduce a second stage of linear compression
into our model from which indirect TAEs whose bias rotates with
an angular harmonic of 4h was explained (model II; Appendix F).
In developing our model, we have been guided by linear trans-
formations that pass from a polar representation of directional
derivative ﬁltering to higher levels of processing where the ﬁlter
responses are linearly combined according to the rules speciﬁed
by a second-order gradient model of orientation estimation. The
linear stages employed in the model differ from those employed
by energy models, where the responses of quadrature ﬁlter pairs
are ﬁrst subject to a squaring nonlinearity and then combined
according to the rules speciﬁed by a ﬁrst-order model of orienta-
tion estimation (Knutsson, 1982; Langley & Atherton, 1991; Mor-
rone & Burr, 1988). Using results derived in Appendix D, we have
reasoned that energy models treat the responses of orientation
tuned channels as independent. The point can be made clear by
comparing the likelihood PDFs given by Eq. (60) (our model) and
Eq. (53) (the energy model). In particular one can note from Eq.
(60) that possible cross-correlations across the responses of orien-
tation tuned channels are assumed zero in the energy model. This
observation has a worrying implication for the model of indirect
TAEs proposed by Clifford et al. (2000). This is because the inde-
pendence assumption within the energy model provides no direct
mechanism by which adaptations can be justiﬁed across orthogo-
nal ﬁlter responses. This is a critical point when trying to explain
indirect TAEs by an angular harmonic of 4h. One could examine
high-order statistical properties of image signal representations,
for example, a more elegant use of prior PDFs (Schwartz et al.,
2009) and/or an explicit prior PDF for an energy model of orienta-
tion estimation. With the latter idea, however, a difﬁculty can arise
if the ensuing PDF for energy is determined to be Ricean. The Ri-
cean PDF can be approximated by a Rayleigh distribution for low
signal-to-noise ratios but tends to the normal distribution at high
signal-to-noise ratios (Schwartz, 1987). For this reason, a Bayesian
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likely to be both difﬁcult and computationally demanding – in
any case one would likely require a second-stage of computations
to account for harmonic biases that rotate with an angular har-
monic of 4h.
Bednar and Miikkulainen (2000) accounted for direct and indi-
rect TAEs by adaptively sharpening the orientation tuning of the
ﬁlters at adapting orientations, and by adjusting the strength of
inhibitory connections across a pool of oriented ﬁlters. In the case
of direct TAEs, inhibitory connections were strengthened around
the adapting orientation, which sharpens the transfer function of
the system to the adapting orientation. Indirect TAEs were ex-
plained by a reduction of the inhibitory connections. Bednar and
Miikkulainen (2000) reasoned that the smaller indirect TAEs (in
comparison with the direct TAE) could be explained by a reduction
in the number of connections as a function of orientation differ-
ence within a pool of neurons tuned to different orientations. As
a dynamic model, the explanation offered by Bednar and Miikku-
lainen is difﬁcult to quantify. Examination of their computer sim-
ulations, however, reveals that the magnitude of indirect TAEs
peaked when the orientation difference between test and adaptor
was approximately 60. This value appears low when compared
with existing empirical data (e.g. Clifford et al., 2001; Morant &
Harris, 1965; Over et al., 1972).
A recent model capable of explaining indirect effects in the tilt
illusion has been proposed by Schwartz et al. (2006, 2007, 2009).
Orientation bias for indirect tilt-illusions introduced by this model
rotate at a harmonic frequency of 2h (Dyan, personal communica-
tion). In this model, indirect tilt illusions were explained by an ex-
tended region of spatial integration in which the orientation of a
spatially surrounding inducing pattern impacted upon the estima-
tion of orientation of a centrally placed pattern. Tilt-illusions were
explained through gain control mechanisms that arose from both
segmenting and averaging across spatial orientations as a function
of the orientation difference between the inducing and test pat-
terns. Schwartz et al.’s (2009) ideas on image segmentation for
the tilt illusion could, with somemodiﬁcation, be incorporated into
our model, thus providing a combined account for both tilt-illu-
sions and tilt after-effects. The model of Schwartz et al. (2009)
ingeniously explained both direct and indirect tilt illusions with
adapting mechanisms located at a common stage. The model pro-
posed by Schwartz et al. (2009) did not, however, try to explain
sign reversals of the tilt illusion observed in the periphery (Over
et al., 1972) nor did they consider the possibility that the angular
harmonic of indirect effects lies at 4h.
6.2. Discussions of models I and II
Our explanation for indirect TAEs follows the intuition of
Wenderoth and Johnstone (1988). They argued that direct effects
(in tilt illusion) occur early in the visual pathways, while indirect
effects arise from later cortical processes. Their reasoning followed
from the invariance of indirect effects to low level manipulations of
spatio-temporal frequency, contrast and spatial size. In our model,
direct TAEs are explained by information loss that arises from the
transmission of visual information from an early neural site to a la-
ter stage. Information loss is one possible consequence of transmis-
sion constraints, especially if changes in the transfer function of
neural systems operate at local levels (Atick, 1992; Atick et al.,
1993; Bex & Langley, 2007; Langley & Anderson, 2007; Wain-
wright, 1999). Transmission constraints, if located early in the vi-
sual pathways where signal power is to be held at a premium
(Atick, 1992; Dong & Atick, 1995; Franks, 1968), would likely de-
pend upon low-level signal parameters.
Indirect TAEs are explained in our model by adaptations that
occur at later stages of processing. Both models (I and II) are ableto account for direct and indirect TAEs in central vision, with little
to choose between them. The underlying mechanisms leading to
indirect TAEs across the two models are, however, considerably
different. In model I, indirect TAEs were explained by temporal
averaging across the test and adapting signals. These indirect TAEs
rotated at an angular harmonic frequency of 2h. We note that a
temporal averaging model is unlikely to be able to explain the sign
reversals of indirect TAEs found in peripheral vision.
For model II, indirect TAEs were explained by adaptations of the
extractor D from local estimates of the ACF RE. Our interpretation is
that bias in perceived orientation is driven by adapting signals that
depart from those expected or predicted by the visual system. This
is a strong Bayesian account of adaptation effect (Langley, 2005).
The variation in the ACF Rh as a function of absolute orientation
(Fig. 5A) leads to a related Bayesian prediction, namely, that indi-
rect TAEs should be larger in magnitude when adapting and testing
in the oblique rather than the principal axes. The reason is because
indirect effects are controlled by expected signal-to-noise ratios. If
proportionally smaller signals are expected at oblique orientations,
one could expect greater adaptation effects for the same level of
adapting signal. There is some evidence in support of this (Mitchell
& Muir, 1976).
In the results section, we considered the possibility that altera-
tions in the signal-to-noise ratio for a ﬁrst-order model might be
able to explain the sign reversals for indirect TAEs found in periph-
eral vision (see Stocker & Simoncelli, 2006a). There we noted that a
ﬁrst-order model has some difﬁculty in explaining indirect effects
reported for the tilt illusion (Over et al., 1972). While we are wary
of deciding across models on the basis of effects reported in a sin-
gle study, the data reported by Over et al. (1972) support the idea
that the harmonic frequency of indirect TAEs rotates with an angu-
lar harmonic of 4h. This argument assumes a common adapting
mechanism underpins indirect effects across tilt illusions and TAEs.
While this is likely to be so for indirect effects, Tolhurst and
Thompson (1975) have noted differences as a function of inducing
contrast in the magnitudes of direct effects between the tilt illusion
and TAEs. The differences may be explained by temporal versus
spatial adaptation processes (Schwartz et al., 2007). Tolhurst and
Thompson’s observations point to a possibility for a multiplicity
of adapting mechanisms that lead to direct effects.
Direct TAEs and the tilt-illusion are dependent on the relative
spatial frequency between the test and the adaptor. When adapt-
ing with signals at one spatial frequency but testing with signals
at a different spatial frequency, the magnitude of the direct effect
is reduced (Smith & Wenderoth, 1999) but the magnitude of the
indirect effect stays approximately constant. If the angular har-
monic of the indirect effect in central vision rotates with a har-
monic frequency of 2h, one might predict when testing under
conditions where direct effects are reduced, that the absolute mag-
nitude of the indirect effect could be greater than the magnitude of
the direct effect at their respective peak magnitudes. On the other
hand, if the angular harmonic of the indirect effect rotates at the
angular harmonic of 4h, the magnitude of the direct effect at its
peak (i.e. when the orientation difference between inducer and test
is 15) should always be greater that the magnitude of the peak
indirect effects (i.e. when the orientation difference between indu-
cer and test is 75). Wenderoth and Johnstone (1988) have made
note of this prediction. They observed that the peak magnitude
of the direct effect is generally greater than the peak magnitude
of the indirect effect, which supports the idea that indirect effects
rotate with an angular harmonic of 4h. Langley and Bex (2007)
have observed the presence of orthogonal after-images after adapt-
ing to one-dimensional signals at high rates of temporal ﬂicker
(19.0 Hz). Their observation suggests that the visual system
encodes signals by adaptable mechanisms that are preferentially
sensitive to orthogonal orientations (see also Carandini, Movshon,
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adaptable mechanism responsible for orthogonal after-images is
the same as the one responsible for indirect TAEs.
Model II predicts that power constraints inﬂuence indirect TAEs
in central vision but that uncertainties in absolute orientation af-
fect indirect effects in peripheral vision. Our implementation of
model II also predicts that indirect TAEs vary as a function of abso-
lute orientation. While this prediction has yet to be tested, it is not
critical. The reason is because adaptations of the signal extractor D
may deliver rotationally invariant indirect effects in the event that
cross-correlation terms are included into the noise correlation ma-
trix (see Fig. 5D, pink curve). By including cross-correlation terms,
we have noted that adaptations of the signal extractor Dmay intro-
duce orientation biases that are both direct and indirect (Appendix
F). That direct effects may originate from the adaptation of differ-
ent neural mechanisms, possibly at different neural sites, has been
noted here and by Tolhurst and Thompson (1975).
6.3. Relationships with other models
Georgeson (1992) reported that Marr’s (1982) theory of edge
detection derived from the zero-crossings of a Laplacian ﬁlter
could explain the perceived edge contours of plaids whose individ-
ual sinusoidal components differed in contrast. By adapting to one
of a plaid’s component gratings, Georgeson showed that the per-
ceived edge contours of a test plaid whose component contrasts
were equal appeared similar to an unadapted plaid pattern whose
component contrasts were different. Georgeson concluded that
orientation tuned ﬁltering affects one’s perception of edges, which
is inconsistent with the predictions made by Marr’s model. George-
son was able to revise Marr’s model by noting that a summation of
the responses of symmetric orientation tuned ﬁlters is broadly
equivalent to an isotropic ﬁlter. Georgeson’s idea of linear summa-
tion is represented in our model by the ﬁrst element of the com-
pressed vector LtE (see Fig. 4 top right). Note that an adaptive
suppression of the ﬁrst element of LtE might also explain the isotro-
pic losses in perceived contrast after stages of orientation tuned ﬁl-
tering (Ross & Speed, 1996).
In interpreting Georgeson’s idea of summing across orientation
tuned ﬁlters we refer to Appendix A, where we show that an efﬁ-
cient code may be derived from the eigenvectors of a signal’s
ACF. In Appendix C (Fig. 8D), we show that a summation of the re-
sponses of symmetric directional derivative ﬁlters is broadly
equivalent to the eigenvector tied with the largest eigenvalue of
the ﬁlter’s ACF. A linear summation thus encodes the largest ex-
pected signal variance across the responses of symmetric orienta-
tion tuned ﬁlters. The next highest signal variances are captured by
the ﬁrst even cosine and sine modulated angular harmonics which
collectively deﬁnes our second-stage of ﬁltering. Broadly speaking,
an efﬁcient code is designed by truncating (omitting) the contribu-
tion made by those eigenvectors whose eigenvalues are small (Dia-
mantaras et al., 1999). Such an efﬁcient compression reduces the
number of channels used to encode a signal while maximizing
the encoded signal variance. This principal of efﬁcient signal com-
pression underpins our model for orientation estimation.
6.4. Model extensions
The proposed model was developed using fourth-order direc-
tional derivative ﬁlters whose symmetry lies in-phase with the im-
age signal. The model may be extended to include higher-order
derivatives or quadrature (Hilbert transform) ﬁlters. However,
thought is needed when including ﬁlter types whose orientation
symmetries are different from those considered here. This is be-
cause of a possibility for phase-dependent adaptation effects. The
reason is because in-phase and quadrature ﬁlters have differentACFs that reﬂect their different orientation symmetries. As out-
lined in Appendix C, phase dependent effects need not be problem
if, for example, one were to rectify all ﬁlter combinations deﬁned
by the outer vector product bLth½bL th0 for both even and odd symmet-
ric ﬁlter combinations. The underlying orientation model thus de-
rived could still be estimated from a second-order model.
A second improvement to our modeling would be to specify
more precisely the channel constraint that led to direct TAEs (Eq.
(5)). We have two issues here: (i) the magnitude of direct TAEs
strongly depend upon the temporal frequency of the test stimuli
such that the greatest TAEs are generally observed at the higher
test temporal frequencies (Lefebvre, Langley, & Bex, 2008); and
(ii) the magnitude of the orientation bias attributed to TAEs tends
to saturate at higher adapting contrasts (e.g. Langley, 2002; Smith
& Wenderoth, 1999). Issue (i) is consistent with the idea that the
visual system adaptively reduces the temporal frequency band-
width of its spatio-temporal channels. This would be equivalent
to setting the adapting gains ki in Eq. (5) to be functions of both
spatial and temporal frequency. Issue (ii) is more difﬁcult to ex-
plain because it implies that the adapting gains ki in Eq. (5) are
either saturating functions of contrast or there exist competing
adaptation effects with the visual system that both boost and
attenuate visual signals. For example, there may exist early gain
control mechanisms like those described in our model, but also la-
ter adaptations that are capable of compensating for early gain
control mechanisms. Here we note that the parameters of the
ACF RE were ﬁxed our model. In allowing the parameters of the
ACF to adjust as some function of an adapting signal’s power, the
transfer function of the orientation estimation process would have
at its disposal a compensatory mechanism to boost signal thus
reducing losses in signal-to-noise ratios (and hence bias) from
the earlier gain control mechanisms. These issues we leave as pos-
sibilities for future reﬁnements to our model.
6.5. Summary
A Bayesian explanation for a subset of perceived orientation
biases has been proposed. In developing our model, it has been sug-
gested that two angular functions are able to explain the perceived
orientation bias that leads to indirect TAEs. The ﬁrst arising from a
temporal integration of oriented ﬁlter responses (model I). The sec-
ond from an intermediate signal representationwhose purpose is to
adaptively compress the responses of orientation tuned channels
on route to the estimation of spatial orientation (model II). By an
examination of the predictions made by models I and II in periphe-
ral vision, where indirect TAEs are believed to reverse in sign (Over
et al., 1972), we argue that model II is better able to explain indirect
TAEs than model I. Our account for indirect TAEs in central vision
suggests that constraints on signal power are responsible for this
effect. In peripheral vision, we suggest that uncertainties in spatial
orientation may explain the sign reversal of indirect TAEs. The
proposed model falls in line with recent work by computational
neuroscientists in supposing that visual bias reﬂects the adjust-
ment of a rational system in the light of uncertain signals and
system constraints (e.g. Bex & Langley, 2007; Clifford et al., 2007;
Grzywacz & De Juan, 2003; Langley & Atherton, 2002; Langley &
Anderson, 2007; Schwartz et al., 2006, 2007; Stocker & Simoncelli,
2006a; Wainwright, 1999; Weiss et al., 2002). We await further
empirical data to assess the predictions made here.Appendix A. Joint optimization of E–T–D systems under soft-
constraints
Here we derive an optimal Encoder–Transmission–Decoder
(E–T–D) for a system signal vector Lh that is propagated across a
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Fig. 8. (A) Shows estimates of the ACF for Lh ; ðBÞLh ¼ Lhh; ðCÞLh þ Lh; ðDÞLE and ðEÞL4 for white noise signals. In (A)–(D), the ACFs were estimated using 12 directional
derivative ﬁlters convolved with an image signal comprised of zero mean Gaussian noise. The 12 ﬁlters evenly sampled spatial orientation over a full circle (360). In (E) note
the differences in power along the leading diagonal elements of the ACF and the signiﬁcant power in the off-diagonal elements. (F) shows 1-d slices taken from the 6th row of
each ACF shown in (A)–(C). (G) Shows the ﬁrst ﬁve non-zero eigenvectors from the ACF shown in (C). In (A)–(D), positive correlations are proportional to whiteness. In (D)
note that RE is a diagonal matrix whose ﬁrst three elements (autocorrelations) are greatest (whitest) with the off-diagonal (covariance terms) zero (darkest).
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given by E and recovered by a decoding matrix given by D. We use
the symbol D to denote the decoder in this section to avoid confu-
sion with the signal extractor D in the main paper. The purpose of
this section is to demonstrate that the eigenvectors of a signal’s
ACF lead to an efﬁcient signal representation for E–T–D systems.
Original proofs were worked out by Diamantaras et al. (1999)
but not using Bayesian methods.
Let Lh 2 Rn denote the response vector fromapolar bandof direc-
tional derivativeﬁlterswhoseACFwedenotebyRh 2 Rnn ¼ E½LhL0h,
with E½ as the expectation operator. The vector ch 2 Rn denotes anadditive source of signal uncertainty (channel noise) that perturbs
our observations of the directional derivatives which we denote bybLh. The observation model is given by:
Z ¼ ðEþ nÞLh ð12ÞbLh ¼ Zþ ch ð13Þ
where n denotes an source of uncertainty from the encoder E that
might arise because the actual transfer function of the encoder at
any single instance cannot be evaluated precisely. The posterior
PDF for the problem at hand is given by Bayes rule:
2468 K. Langley et al. / Vision Research 49 (2009) 2453–2474PðLh;E; bLhÞ ¼ PðLhjE; bLhÞPðbLh;EÞ ¼ PðbLhjE; LhÞPðLh;EÞ ð14Þ
PðLhjE; bLhÞ ¼ PðbLhjE; LhÞPðLh;EÞ
PðbLh;EÞ ð15Þ
PðLhjE; bLhÞ / exp 12  ðbLh  E LhÞ0X1tot ðbLh  E LhÞ
 
exp 1
2
 L0hR1h Lh
 
ð16Þ
where:
Xtot ¼ ½Xch þ n0Rhn ð17Þ
and Xch 2 Rnn the channel noise covariance matrix whose leading
diagonal elements are each given by r2ch and off diagonal elements
assumed zero. From Eq. (17) note that the noise correlation matrix
includes a signal dependent term that arises from the uncertainty in
the transfer function of the signal encoder (Langley & Atherton,
2002).
If the encoding transformation E is ﬁxed, the optimal transfor-
mation to recover the MAP estimate of the transmitted signal Lh
and the variance of the posterior PDF ðP2Þ are found by re-arrang-
ing Eq. (16) into normal form to give:
Lh ¼ ½E0X1totEþ R1h 1E0X1tot bLh;P2 ¼ ½E0X1totEþ R1h 1: ð18Þ
The normalizing PDF in Eq. (15) is deﬁned by marginalizing out the
unobserved vector Lh using:
PðbLh;EÞ¼Z PðbLhjE;LhÞPðLh;EÞdLh ð19Þ
PðbLh;EÞ¼ 1
ð2pÞn=2 r2chIþERhE0
 12 exp 12 bL 0h r2chIþERhE0 1bLh
 
ð20Þ
where we have assumed n ¼ 0 for brevity. In differentiating the
negative of the logarithm with respect to Rh and setting the result
to zero we get:
Rh ¼ max diagfE1½bLhbL 0h  r2chE1;0g þ E1½bLhbL 0h
 diagðbLhbL 0hÞE1: ð21Þ
as a simple estimator for the ACF.
We wish to design an efﬁcient encoding matrix E 2 Rnn for the
transmitted signal, subject to signal constraints that exist across a
noisy communication channel. From Eq. (18) the optimal decoder
is given by D ¼ ½E0X1totEþ R1h 1E0X1tot . The optimal encoding ma-
trix E is deﬁned by minimizing the Mean-Squared Error (MSE), as
represented by the trace of the functional G:
G ¼ ½IDERh½IDE0 þDXtotD0 þ K12½ERhE0  P2aIK
1
2 ð22Þ
where the far right-hand term depicts the channel constraint, with
weight controlled by the gain matrix K 2 Rnn (Diamantaras et al.,
1999) and P2aI denotes the maximum variance of the encoded signal
that may be transmitted across the communication channel. The
second right terms represent the system’s Mean-Squared Error
(MSE), given the encoding and decoding matrices. In the event that
the channel constraint is to be soft, which is an assumption made in
the main paper, P2aI can be ignored.
Differentiating the matrix trace of Gwith respect to both the en-
coder and decoder gives:
dTraceðGÞ
dE
¼ 2ðD0DERh D0Rh þ KERhÞ ð23Þ
dTraceðGÞ
dD
¼ 2ðDERhE0  RhE0 þDXchÞ ð24Þ
Setting each derivative to zero, we right-multiply Eq. (23) with E0
and left-multiply Eq. (24) with D0. Subtracting the two equations
gives:r2chD
0D ¼ KE RhE0: ð25Þ
The ACF is a symmetric matrix by deﬁnition. We let Rh ¼ R
1
2
hR
1
2
h as a
square-root matrix deﬁned via the singular value decomposition
with R
1
2
h ¼ UR
1
2U0. The matrices U 2 Rnn and R 2 Rnn contain the
eigenvectors and eigenvalues of the ACF Rh, respectively. Substitut-
ing in the square-root matrix R
1
2
h gives:
D0 ¼ k
rch
 
ER
1
2
h ð26Þ
where kI ¼ K to be substituted into Eqs. (23) and (24). After some
re-arranging we get:
E0E ¼ rch
k
	 

R
1
2
h  r2chR1h
h iþ
;D0D ¼ k
rch
 
R
1
2
h  k2
 þ
: ð27Þ
where + denotes positive part of, so:
E ¼ U rch
k
R
1
2  r2chR1
	 
1
2
;D0 ¼ U k
rch
R
1
2  k2
 1
2
: ð28Þ
demonstrating that the optimal encoding and decoding weights are
deﬁned by weighted combinations of the eigenvectors of Rh
(Diamantaras et al., 1999).
If the decoder D is ﬁxed or known in advance, the optimal
encoder E is found by differentiating the trace of G (Eq. (22)) with
respect to the encoding matrix E only. This gives:
E ¼ ½D0DþK1D0: ð29Þ
which shows that an optimized signal encoder should retain the
transfer function of the decoder in its deﬁnition.
A.1. Adaptations of the gain matrix E
In explaining direct TAEs, and without loss in generality, we as-
sume that the decoder in Eq. (29) equals the identity matrix. If so,
the equation shows that the constrained adaptation of an encoder
requires that each channel be suppressed by the matrix K. Here we
derive the same equation from a different route that lends itself
more easily to the Bayesian computations used in the main paper.
Adaptive changes in the transfer function of an encoding matrix E
we treat as a signal dependent error given by:bL th  Lth ¼ th  ðLth  ELthÞ ð30Þ
where th denotes an additive source of signal uncertainty. ðLth  ELthÞ
represents the signal dependent error from information loss that
arises from adaptations of the encoder that are not propagated to
later stages: i.e. when E–I. Zero mean Gaussian statistics are as-
sumed for all sources of signal uncertainty. Taking expectations of
the right side of Eq. (30) we form the functional G 2 Rnn:
G ¼ ½I ERh½I E0 þXch þ K½P2a  E½RhE0 ð31Þ
that adaptive adjustments of E 2 Rnn should minimize. The con-
stant P2a again represents an upper limit placed on the variance of
the transmitted signal along each channel. The far right part of
the functional G denotes the penalty imposed on the transmission
of high signal variances along the communication channel. The sig-
nal transmission penalty is controlled by the magnitude of the ma-
trix K 2 Rnn. The two central terms from left to right represent the
variance of the expected signal loss across the communication
channel by adaptations of the encoding matrix E and uncertainty
source Xch, respectively. In minimizing the matrix trace of Eq.
(31) with respect to the encoder E we get:
diagðEÞ ¼ diagð½Iþ K1Þ ¼ 1
1þ k1 ;
1
1þ k2 . . . ;
1
1þ kn
 
: ð32Þ
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response of a stimulated oriented channel’s pathway. Eq. (32) de-
ﬁnes the form of the encoder used in the main paper.
A.2. Adaptations of the signal extractor D
A.2.1. Case 1
Adaptations of the signal extractor D are optimized by the min-
imization of the trace of the functional (H):
H ¼ ½I DM REM0½I D0 þ DXchD0 þ klDMREM0D0 ð33Þ
with respect to the signal extractor D. The far right expression de-
notes the constraint placed upon the extractor, which is assumed
to be governed by the adapting signal’s recent history RE. The cen-
tral term ½I DMREM0½I D0 þ DXchD0 refers to the MSE of the sys-
tem, with the encoder E = I, and Rh ¼ MREM0. Adaptations of D do
not, therefore, take into account adaptations from earlier stages.
In minimizing the trace of Eq. (33) with respect to the extractor D
and following the computations that led to direct TAEs, we can
write:
Xtot ¼ Xch þ klMREM0 ð34Þ
where kl denotes the magnitude of the bias (weight) attributed to
the gain control mechanism responsible for indirect TAEs. The
equivalent ‘noise’ analogy given in Eq. (34) follows from the far
right term in Eq. (33) since the power constraint can be seen to
be a similar function of the signal extractor D to the contribution
made by the channel noise variance Xch.
A.3. Case 2
Assume a source of signal noise that arises from uncertainties in
absolute orientation via the transformation matrixM. The observa-
tion model for the signal extractor can be written as:
Lth MLtE ¼ t þ fM?LtE;Xtot ¼ Xch þ koM?REM0?: ð35Þ
with the right-hand expression giving the noise co-variance matrix
for this case. Each row ofM? ¼ ½0; sin 2hi; cos 2hi 2 Rn3 is orthog-
onal to the corresponding row ofM. Also, ko ¼ E½f2 controls the var-
iance of the orientation uncertainty. We have again let RE denote an
estimate of the ACF taken from the recent (adapting) signal history
(Bishop, 2000; [Eq. (21)]).Appendix B. Bayesian computations and gradient constraints
Consider the estimation of spatial orientation from ﬁrst-order
derivatives of the image signal. The gradient model assumes that
the image signal ðItðx; yÞÞ can be represented by:
Itðx; yÞ ¼ z ð36Þ
where z is a constant. A constraint on spatial orientation is formed
taking the total derivative of (36) to give:
dItðx; yÞ ¼ @
@x
dxt þ @
@y
dyt
 
Itðx; yÞ ¼ Itxdxt þ Itydyt ¼ 0 ð37Þ
where spatial orientation is deﬁned by the ratio dy
t
dxt ¼ I
t
x
Ity
. With the
gradient approach it is necessary to pre-process the image signal.
The processed image is denoted by Ltðx; yÞ ¼ Wðx; yÞ  Itðx; yÞ where
the * stands for convolution and Wðx; yÞ is a smoothing kernel.
Superscripts are used to denote instances (samples) in time while
subscripts denote the order of differentiation. First-order con-
straints cannot explain orientation biases whose harmonic fre-
quency rotates at 4h in an obvious way. For this reason, we turn
to fourth-order gradient constraints.B.1. The conditional PDF PðLthjLtEÞ
The steering theorems of Freeman and Adelson (1991) show
how to transform from a fourth-order gradient derivative vector
Lt4 ¼ ½Ltxxxx; Ltxxxy; Ltxxyy; Ltxyyy; Ltyyyy0 to a directional derivative Lthi ori-
ented at the absolute orientation given by hi. The transformation is:
s0hiL
t
4 ¼ Lthi ; SL
t
4 ¼ Lth ð38Þ
where shi = ½cosðhiÞ4;4cosðhiÞ3 sinðhiÞ;6cosðhiÞ2 sinðhiÞ2;4cosðhiÞsinðhiÞ3;
sinðhiÞ40 and S = ½sh1 ; sh2 ; . . . ; shn 0. A collection of Lthi we denote by
the vector Lth. This transformation is illustrated in Fig. 4 and re-
garded as an underlying or hidden model that generates a polar
band of directional derivative ﬁlters that process the image signal.
Again following Freeman and Adelson (1991) the response from
a directional derivative of a fourth-order ﬁlter when processing a
1-d image signal can be expanded as a sum of angular harmonics:
Lthi ¼ ato þ at1 cos 2ðh
t  hiÞ þ at2 cos 4ðht  hiÞ ð39Þ
where ato; a
t
1; a
t
2; h
t are signal-dependent coefﬁcients. A collection of
the constraints given in Eq. (39) is:
Lthi
::
Lthn
264
375¼ 1 cos2hi sin2hi cos4hi sin4hi:: :: :: :: ::
1 cos2hn sin2hn cos4hn sin4hn
264
375
ao
at1 cos2h
t
at1 sin2h
t
at2 cos4h
t
at2 sin4h
t
26666664
37777775 ð40Þ
Lth¼MLtE: ð41Þ
In combining Eqs. (16) and (41), the observation model for the noisy
transformation from the stage directional derivative ﬁltering to the
compressive signal representation is given by:bL th MLtE ¼ h ð42Þ
from which the conditional PDF PðLthjLtEÞ is deﬁned by the v2 variate,
deﬁned by the variance ratio of expectations of the left and right
side of Eq. (42):
PðLthjLtEÞ / exp½ðbL th MLtEÞX1tot ðbL th MLtEÞ0: ð43Þ
where Xtot 2 R33 denotes the noise covariance matrix deﬁned
before.
B.2. The conditional PDF PðWt jLtEÞ
Fourth-order derivatives of an image signal may be combined to
detect up to four local spatial orientations (see Shizawa & Mase,
1991) by cascading the orientation constraint equation as:
Y4
j¼1
@
@x
v t1;j þ
@
@y
v t2;j
 
Ltðx; yÞ ¼ ½Vt 0Lt4 ¼ 0 ð44Þ
where Vt ¼ ½Vt1;Vt2; . . .Vt50 and Ltðx; yÞ represents a Gaussian-
smoothed image signal. Spatial dependencies are again dropped
for brevity. Given that one spatial orientation is to be estimated,
we set v i;j ¼ v i;j for i ¼ 1 : 2; j ¼ 1 : 4. Dropping the jth subscripts
because of the estimation of one spatial orientation we let
Vt ¼ ½½v t14;4½v t13v t2;6½v t12½v t22;4v t1½v t23; ½v t240. In setting ½v t1;v t2 ¼
½cos h; sin h, note that the desired vector Vt could be made equal
to one vector shi of the matrix S deﬁned by Eq. (38). The vector V
t
may thought to interpolate fourth-order gradients to the orienta-
tion of the directional derivative ﬁlter whose response is zero.
From Eqs. (38), (42) and (44) we can write:
½Vt 0½½M0M1M0S1½M0M1M0SLt4 ¼ 0 ð45Þ
or
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 0
ð46Þ
which allows us to deﬁne
PðWtjLtEÞ ¼ dð½Wt 0LtEÞ
since the conditional PDF PðWtjLtEÞ is assumed to possess negligible
variance.
B.3. Comparing Gradient and Angular Harmonic Constraints
It is useful to re-consider Eq. (4) using fourth-order spatial gra-
dient signals:
tan2ht ¼ 2ð
bLtxxxy þ bLtyyyxÞðbLtxxxx þ 2bLtxxyy þ bLtyyyyÞ
ð½bLtxxxx2  ½bLtyyyy2Þ þ 2bLtyyxxðbLtxxxx  bLtyyyyÞ : ð47Þ
and compare this solution with the one drawn from the four inde-
pendent gradient constraints obtainable from fourth-order deriva-
tives (Verri et al., 1990):bLtxxxx bLtxxxybLtxxxy bLtxxyybLtxxyy bLtxyyybLtxyyy bLtyyyy
26666664
37777775
v t1
v t2
 
¼ 0: ð48Þ
which gives:
tan2ht ¼ 2ð
bLtxxxy½bLtxxxx þ bLtxxyy þ bLtxyyy½bLtxxyy þ bLtyyyyÞ
½bLtxxxx2  ½bLtyyyy2 : ð49Þ
In comparing Eqs. (47) and (49) it is interesting to note that the lat-
ter retains an ‘‘oblique effect” as a function of absolute orientation
in terms of signal power but the former does not. The reason for
the oblique effect is because the magnitude of ½bLtxxxx2  ½bLtyyyy2 de-
pends upon the spatial orientation of the image signal.
B.4. The Bayesian chain rule
Here we outline our Bayes computations in more detail. We ﬁrst
note that the likelihood probability density function (PDF) for the
problem at hand (see Eq. (3)) can be written directly as:
PðbL thjLtE;WtÞ / exp ½Wt 0DEbLth½bL th0E0D0Wt2½Wt 0fðI DEÞRhðI DEÞ0 þ DXtotD0gWt
" #
ð50Þ
by calculating the expected signal and noise variances propagated
through the Bayes system. The noise variance terms included
in the denominator of the exponent depict the Mean-Squared Error
(MSE), with Rh 2 Rnn the signal auto-correlation function (ACF)
of the oriented ﬁlter responses. The vector Wt ¼ 1; cos 2ht ;

sin 2ht0 denotes the spatial orientation vector, with ht the actual
estimate. Xtot denotes the noise variance accumulated across the
communication channel and bLth 2 Rn the observed directional
derivative ﬁlter responses. The matrix D 2 Rn3 denotes the
extraction ﬁlter as illustrated in Figs. 2 and 3. For brevity, the
encoding matrix E ¼ I 2 Rnn is set to the identity matrix in this
section.
Eq. (50) does not make explicit the deﬁnitions for the interme-
diate signal representation LtE. For this reason, we exploit the Bayes
chain rule given in the main text (Eq. (3)). Insofar as spatial orien-
tation estimates are concerned, the vector LtE from the posterior
PDF in Eq. (3), denoted by the central expression, can be treated
as a nuisance parameter and marginalized (integrated out) from
the posterior PDF. This is achieved by:PðWt jbL thÞ / Z PðbL thjLtEÞPðWt jLtEÞPðLtEÞdLtE ð51Þ
with PðbL thjLtEÞ ¼ PðbL thjLtE;WtÞ. Eq. (51) can be solved in two steps to
make explicit the underlying computations. In the ﬁrst step, we
introduce the vector LtE as an estimate for L
t
E which is obtained by
factorizing the likelihood PDF PðbLthjLtEÞ and the prior PDF PðLtEÞ into
normal form. We also exploit the multi-dimensional Dirac delta
assumption given in the main text so PðWt jLtEÞ ¼ dð½LtE0WtÞ. With
the Dirac assumption, which greatly simpliﬁes our computations,
the MAP (Maximum A Posterior) estimator for LtE is then given by:
LtE ¼ ½M0½Xtot1Mþ R1E 1M0½Xtot1bLth ¼ DbL th: ð52Þ
and equals the estimator that would be obtained by marginalizing
the vector Wt from posterior PDF of Eq. (3). From Eq. (52) the
extractor D equals ½M0½Xtot1Mþ R1E 1M0½Xtot1. The extractor in
this instance may be regarded as a compressing transformation that
packs the relevant information contained in the polar band of direc-
tional derivatives into a small number of channels from which spa-
tial orientation is estimated (Perona, 1995). The matrices
M 2 R3n; RE 2 R33 denote the transformation from efﬁcient to
directional derivatives and the signal autocorrelation function
(ACF) for the vector LtE, respectively (see Fig. 4). In the second step,
and in assuming that the encoding matrix E is equal to the identity
matrix I, we substitute the deﬁnition for LtE in Eq. (52) into Eq. (50)
which gives:
PðWt jbL thÞ / exp 12 : ½Wt
0D0bL th½bL th0DWt
½Wt 0D0XtotDWt
" #
/ exp 1
2
:
½Wt0LtE½LtE0Wt
K
" #
: ð53Þ
where Xtot denotes a matrix of noise variances (assumed uncorre-
lated). IfD0XtotD
0 is a diagonalmatrixwith the second and third diag-
onal elements equal, then Kmay be held constant (independent of h).
When solving for the unknown vectorWt caution is needed because
the rank of LE½LtE0 is unity for simple (one-dimensional) signals. In
view of this, spatial orientation is estimated by differentiating the
negativeof the logarithmof theposterior PDFPðWtjbLthÞ anddetermin-
ing the vector orthogonal to the dominant eigenvalue. In the event
thatD0XtotD
0 is neither a diagonal nor contains equal second and third
diagonalelements, thesolution toEq. (53) requiresadditional compu-
tations to solvewhat thenbecomes a generalized eigenvalueproblem
(Golub & Van Loan, 1996). Those extra computations offer a possibil-
ity for additional adaptation effects not considered in this paper.Appendix C. The signal auto-correlation function
To examine the ACF for quadrature pairs of directional deriva-
tive ﬁlters, we convolved an extended image signal derived from
Gaussian noise with fourth-order directional derivatives and their
polar Hilbert transforms (Freeman & Adelson, 1991). The variance
and co-variance elements of the ﬁlter responses that constitute the
signal ACF were calculated in the usual way ([Eq. (21)]; Papoulis,
1991). The estimated ACF for 12 fourth-order directional derivative
ﬁlters denoted by Lth is shown in Fig. 8A. The actual ﬁlters em-
ployed are shown along the left column and top row of the ﬁgure.
The magnitude of the ACF coefﬁcients are shown by the whiteness
of the ﬁll in the corresponding locations. Note that the ACF is twice
periodic along each column and row owing to the even (phase)
symmetry of fourth-order directional derivative ﬁlters. Using the
results of Appendix A, we know that the eigenvectors of a signal’s
ACF constitute an efﬁcient compressive code. Moreover, since the
ACF shown in Fig. 7A is a circulant matrix, the eigenvectors of
the ACF may be obtained from a discrete Fourier transform of the
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periodic, it follows that the eigenvectors (Fourier coefﬁcients) de-
rived from the ACF in Fig. 8A contain only even angular harmonics
as a function of orientation. This justiﬁes our claim that the signal
representation LtE is an efﬁcient code.
TheACF for thequadrature signal Lth is shown in Fig. 8B. Thequad-
rature ﬁlters themselves are shown along the left column and top
row of Fig. 8B. The eigenvectors of this ACF contains only odd har-
monicswhich reﬂects the different orientation symmetries attribut-
able to thequadratureﬁlter responses. TheACFs for the in-phase and
quadrature components as a function of orientation are, therefore,
different. A summation of the ACF’s for both the in-phase and quad-
rature ﬁlters is shown in Fig. 8C. The combined ACF is strongly diag-
onal with eigenvectors proportional to the discrete Fourier
transform of the elements in the ﬁrst row of Fig. 8C (see Fig. 8E). If,
however, onewere to rectify the covariance terms for thequadrature
ACF, one can note that the in-phase and quadrature ACFs would be
made equal. This is because the all negative correlations shown in
Fig. 8B and F would be forced to be positive valued. As we elaborate
upon later in this section, such an operation can be viewed as an ori-
entation demodulation of the quadrature ﬁlter’s ACF, which leads to
a phase independent estimator for spatial orientation.
Fig. 8D and E shows the ACFs RE 2 R5 x5 and R4 2 R55, respec-
tively, for the same white noise signal used in Fig. 8A. The structure
of the ACF for RE is a diagonal matrix whose largest terms (white
entries) occupy the ﬁrst three diagonal entries (left to right). The
signal representation LtE de-correlates white noise signals. The
same cannot be said for the ACF derived from the fourth-order par-
tial derivative ﬁlters Lt4ðR4Þ shown in Fig. 8E. Here we note that the
variance obtained from the mixed partial derivative ﬁlters is low
by comparison with the variance obtained from the directional
derivative ﬁlters (the ﬁrst and last diagonal elements). That the
off-diagonal elements in Fig. 8E are signiﬁcantly different from
zero conﬁrms that partial derivative ﬁlters do not de-correlate
white noise signals. Estimates of spatial orientation derived from
partial derivative ﬁlters not only retain a possibility for a bias in
signal power as a function of absolute orientation (as noted in
Appendix B), but may also lead to higher-order polynomials when
solving for spatial orientation as noted by Nestares and Fleet
(2003). Fig. 8F show 1-d slices taken from Fig. 8A–C. From this ﬁg-
ure it can be noted that ﬂipping the sign of the negative correla-
tions in quadrature ﬁlter’s ACF will make the in-phase and
quadrature ACFs equal in their angular harmonic responses (i.e.
functions of 2h). Fig. 8G shows the ﬁve eigenvectors tied with the
ﬁve largest eigenvalues taken from Fig. 8C which contains both
odd and even harmonics reﬂecting the different angular harmonics
of the in-phase and quadrature ﬁlter ACFs.
The model developed in the main part of the paper is restricted
to orientation tuned (even symmetric) ﬁlters. Here we discuss fur-
ther the Hilbert Transform of fourth-order derivatives in order to
demonstrate that the proposed model may be extended to include
quadrature ﬁlter responses as a part of the underlying computa-
tions. Following Nordberg (1994) we deﬁne the analytic signal
for simple image signals by the complex function:Kthi ¼ L
t
hi
þ jjLthi jsign½cosðh
t
p  hiÞ ð54Þwhere Lthi ¼ L
t
hiþp and
Lthi ¼ jLthi jsign½cosðh
t
p  hiÞ ¼ Lthiþp denote the
in-phase and quadrature ﬁlter responses, respectively. hi denotes
the absolute orientation of the directional derivatives with htp the
spatial orientation of the quadrature ﬁlter whose response to the
image signal is maximum. Eq. (54) makes explicit the dependence
of the quadrature ﬁlter’s response as a function of the spatial orien-
tation of odd symmetric image features (e.g. edges). The analytic
signal representation must give by deﬁnition:E½ðLthi Þ
2 ¼ E½ðjLthi jsign½cosðh
t
p  hiÞÞ2 ¼ E½jLthi j
2
where E½: is the expectation operator and sign½x ¼ xjxj. The above
equation states simply that the power from the responses quadra-
ture ﬁlter pairs are equal by expectation from which we can also
conclude that:
jLthi j ¼ Lthisign½cosðh
t
p  hiÞ
because themultiplication of the quadrature ﬁlter’s responses by the
elements of the sign() function given above ﬂips the negative ﬁlter
responses to positive. We view this ‘ﬂipping’ as an orientation
demodulation such that the asymmetric ACF for the quadrature ﬁlter
as a functionof direction (see Fig. 8B) is transformed into a symmetric
matrix structure of the type shown in Fig. 8A. That an orientation
dependent demodulation should be applied to the responses of the
quadrature ACF stems from Knutsson’s (1982) observation that
spatial phase depends upon spatial orientation but orientation does
not depend upon spatial phase. When estimating spatial orientation
independent of spatial phase it is necessary to compensate
(demodulate) for the dependency of spatial phase upon spatial
orientation.
From the right-hand side terms shown in Eq. (54) and again for
simple signals one can verify for the in-phase component that:
E½Lthi L
t
hj
 ¼ E½jLthi L
t
hj
j
by assuming that the local signal orientation hp has a ﬂat distribu-
tion. The ACF for this signal would resemble the one shown in
Fig. 8A where the individual rows and columns are twice periodic
over the range of 2p orientations. Equally by taking expectations
and again assuming that hp has a ﬂat distribution we obtain for
the quadrature signal component:
E½jLthi jjLthj jsign½cosðh
t
p  hiÞsign½cosðhtp  hjÞ
¼ E½jLthiLthj jsign½cosðhi  hjÞ
such that the ACF for the quadrature ﬁlter’s responses retains eigen-
vectors composed of odd harmonics as already mentioned. The
above equation implies that knowledge about the ACF for the in-
phase signal can be used to determine the ACF for the quadrature
component and so:
E½Lthi L
t
hj
 ¼ E½jLthi jjLthj j
from which we reason that the absolute outer vector product of the
quadrature ﬁlter responses will (for simple signals) equate the
orientation symmetries of the in-phase and quadrature ﬁlter re-
sponses, thus enabling common (phase independent) computations
for spatial orientation. We will expand upon the above points in a
future paper.
Appendix D. Transforming from gradient to energy models
Here we derive the energy model for orientation estimation
from a gradient model. Referring to Fig. 9, and using the same nota-
tion as in previous appendices, the observation model derived from
a ﬁrst-order gradient constraint is:bLhi cos hiv1 þ bLhi sin hiv2 ¼ iðcos hiv1 þ sin hiv2Þ ð55Þ
where hi denotes the absolute orientation of the observed direc-
tional derivative ﬁlter’s response. Temporal processing is ignored
for brevity. The energy model assumes that the responses of the
directional derivative ﬁlters are independent and uncorrelated by
virtue of the independent constraints implied by Eq. (55). Also,
the smoothing kernel from which directional derivatives are
derived need not be isotropic. The logarithm of the likelihood PDF
derived from the observation model is given by:
k0 1
k2
θL
θ
θθ L cos
θθ L sin 
Fig. 9. Illustrates in the frequency domain the transformation from gradient to
energy model. The ellipse represents the sensitivity contour of one directional
derivative ﬁlter that we suppose is arranged in a polar band whose bandwidth
along the major and minor axes may be different. A directional derivative ﬁlter’s
response is resolved along the principal axes to which gradient constraints are
applied.
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because the polar band of directional derivatives are arranged so
that
P
i cos hi sin hi ¼ 0 and r2e ¼ E½2i . The numerator of the right
side of Eq. (56) can be re-arranged to give:
X
i
ðcos hibLhiv1 þ sin hibLhiv2Þ2 ¼ 12 X
i
bL2hi ð1 cos 2ð/þ hiÞ
þ sin 2ð/þ hiÞÞ ð57Þ
by assuming that V ¼ ½v1;v20 ¼ ½sin/; cos/0. Differentiating with
respect to /, setting the result to zero and solving gives the maxi-
mum likelihood estimate for spatial orientation as:
tan2/ ¼ 
P
i
bL2hi sin 2hiP
i
bL2hi cos 2hi : ð58Þ
in the double angle representation. Eq. (58) is analogous to the esti-
mates of spatial orientation derived from an energy model (Free-
man & Adelson, 1991; Langley & Atherton, 1991; Schwartz et al.,
2009) but derived from ﬁrst-order ﬁlters rather than the energy re-
sponses taken from quadrature ﬁlter pairs.
Eq. (55) employed a ﬁrst-order constraint, which implies that
the ﬁlter bLhi is asymmetric (imaginary). For energy models, or
where bLhi is symmetric (real), the second-order spatial orientation
constraint derived suggests an observation model given by:
bLhi ðcos2 hiv21 þ sin2 hiv22 þ 2v1v2 cos hi sin hiÞ
¼ iðcos2 hiv21 þ sin2 hiv22 þ 2v1v2 cos hi sin hiÞ ð59Þ
which can be re-arranged to give:
 log½PðbLhjWÞ /W0D0diagðbLhbL 0hÞDW2Nr2eW0W ð60Þ
with W0 ¼ ½1; cos 2/; sin 2/0 as the spatial orientation vector em-
ployed in the main part of the paper and D 2 R3n with rows given
by di ¼ ½1; cos 2hi; sin 2hi.Appendix E. Indirect effects
Referring to Fig. 1B, let ut ¼ ½cos 2/; sin 2/0 denote a unit vector
representing a test signal whose orientation is given by 2/. An
adapting signal’s spatial orientation we denote by
ua ¼ l½cos 2h; sin 2h0, with l the relative length of the adaptor
and 2h its orientation. Perceived orientation ðupÞ deﬁned as the
superposition of adaptor and test is given by:
up ¼ ut þ ua ¼ ½cos 2/þ l cos 2h; sin 2/þ l sin 2h0;Argjupj
¼ tan1 sin 2/þ l sin 2h
cos 2/þ l cos 2h : ð61Þ
Differentiating the orientation difference between up and ut with
respect to h, letting / ¼ p=4 and setting the result to zero gives:
Argjuaj  Argjupj ¼ tan1 l1 l2 ð62Þ
which gives a vector with one internal angle equal to 45, so attrac-
tions by vector averaging are maximum when the orientation dif-
ference between the test and adaptor equals this value. The
spatial orientation bias as predicted by vector averaging is illus-
trated in Fig. 2B (green curve).
Appendix F. Subtractive and divisive gains from the adaptation
of the signal extractor D
By re-arranging the deﬁnition for the signal extractor D in Eq.
(52) and making use of the Woodbury matrix identity:
ðAþ UCVÞ1 ¼ A1  A1UðC1 þ VA1UÞ1VA1
we get:
D ¼ ½M0M1M0Rh½Rh þXch1: ð63Þ
Let URU0 ¼ Rh, with U; R the matrices containing the eigenvectors
and eigenvalues of Rh, respectively. The noise correlation matrix
we denote by Xtot ¼ Xch which is a leading diagonal matrix whose
elements (noise variances) are equal. Re-arranging Eq. (63) then
gives:
D ¼ ðM0MÞ1M0URðRþXchÞ1U0 ð64Þ
To simplify let Rh refer to a correlation matrix where the distribu-
tion of spatial orientations is assumed to constant (see Appendix
C). If so, ðM0MÞ1M0U ¼ I, the identity matrix. The transfer function
of the signal extractor D is considerably simpliﬁed with the ith row
given by:
di ¼ r
2
i
r2i þ r2ch
 u0i ð65Þ
where r2i ;r2ch;ui denotes the ith eigenvalue of Rh, the noise variance
along the ith channel, and the ith eigenvector of Rh, respectively.
The gain of the ith decoding channel is clearly modulated by the
noise-to-signal ratio: the larger the ratio, the smaller the gain. With
the same assumptions, we now consider the case of multiplicative
noise and/or power constraints that attenuate the transfer function
of the signal extractor D (case 1; Eq. (34)). In assuming that RE is a
diagonal matrix we obtain:
di ¼ r
2
i
r2i þ r2ch þ kl r2i
 u0i ð66Þ
such that the ith row of the signal extractor D is suppressed by a
quantity that is proportional to the noise variance which is assumed
to be adapting signal dependent. The overall effect on the transfer
function of D is that of divisive gain control, whose magnitude
may lead to orientation bias if the second and third elements of
K. Langley et al. / Vision Research 49 (2009) 2453–2474 2473RE are unequal. In the event that RE is not diagonal but rather of the
form shown in Fig. 5C, the underlying equations are difﬁcult to ex-
press simply. To help, we ‘Taylor expand’ using the matrix approx-
imation ½Kþ l2L1  K1  l2K1LK1 (Peterson & Pederson,
2008). This gives:
di  r
2
i
r2i þ r2ch
1 rE;ii
r2i þ r2ch
 
u0i 
X
j–i
rE;ij
r2i þ r2ch
u0j
" #
ð67Þ
where rE;ij denotes the elements of the ACF matrix RE. In Eq. (67),
the non-zero cross-correlation terms present on the far right-hand
side lead to ‘subtractive’ effects, while the auto-correlation terms
lead to ‘divisive’ effects on the transfer function of the signal extrac-
tor D. Their combined effect leads to a possibility for both direct and
indirect TAEs.
Eq. (67) is difﬁcult to interpret directly.To simplify the equation
further, we note that the eigenvectors ui are simply the even har-
monic expansions of a discrete Fourier transform. This is because
the autocorrelation function Rh is a circulant matrix which is twice
periodic over 2p radians. Moreover, the signal extractor D is com-
prised of 3 rows and n (the number of oriented channels) columns.
Each row of D in Eq. (67) is a weighted combination of the eigen-
values of Rh, and the assumed noise ACF. Assume that ri 	 rch.
Each second stage ﬁlter’s adapted response can be expressed as a
weighted permutation of the unadapted second-stage ﬁlters re-
sponse, with each weighting being determined by adapted noise-
to-signal ratios. Equating terms in Eq. (67) we write as an example:
LE1;a  d01;aLh  a11LE1;u  b12LE2;u  b13LE3;u ð68Þ
a11  1
rE;11
r21
 
; b12 
rE;12
r21
; b13 
rE;13
r21
:
where the subscripts,a and, u represent adapted and unadapted
conditions, respectively. Eq. (68) shows the ﬁrst element of the
adapted second-stage ﬁlter LtE. Its adapted transfer function is equal
to its unadapted setting multiplied by a gain term (a11) and has sub-
tracted from it weighted combinations of the other unadapted ele-
ments of LtE with weights given by b12 and b13.
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