Abstract. We describe the substitutive structure of Jeandel-Rao aperiodic Wang tilings Ω 0 . We introduce twelve sets of Wang tiles {T i } 1≤i≤12 together with their associated Wang shifts {Ω i } 1≤i≤12 . Using a method proposed in earlier work, we prove the existence of recognizable 2-dimensional morphisms ω i : Ω i+1 → Ω i for every i ∈ {0, 1, 2, 3, 6, 7, 8, 9, 10, 11} that are onto up to a shift. Each ω i maps a tile on a tile or on a domino of two tiles. We also prove the existence of a topological conjugacy η : Ω 6 → Ω 5 which shears Wang tilings by the action of the matrix ( 1 1 0 1 ) and an embedding π : Ω 5 → Ω 4 that is unfortunately not onto. The Wang shift Ω 12 is self-similar, aperiodic and minimal. Thus we give the substitutive structure of a minimal aperiodic Wang subshift X 0 of the Jeandel-Rao tilings Ω 0 . The subshift X 0 Ω 0 is proper due to some horizontal fracture of 0's or 1's in tilings in Ω 0 and we believe that Ω 0 \ X 0 is a null set. Algorithms are provided to find markers, recognizable substitutions and sheering topological conjugacy from a set of Wang tiles.
Introduction
Aperiodic tilings are much studied for their beauty but also for their links with various aspects of science includings dynamical systems [Sol97] , topology [Sad08] , theoretical computer science [Jea17] and crystallography. Chapters 10 and 11 of [GS87] and the more recent book on aperiodic order [BG13] give an excellent overview of what is known on aperiodic tilings. The first examples of aperiodic tilings were tilings of Z 2 by Wang tiles, that is, unit square tiles with colored edges [Ber65, Knu69, Rob71, Kar96, Cul96, Oll08] . A tiling by Wang tiles is valid if every contiguous edges have the same color. The set of all valid tilings using a finite set T of Wang tiles is called the Wang shift of T and denoted Ω T . It is a 2-dimensional subshift as it is invariant under translations and closed under taking limits. A nonempty Wang shift Ω T is said to be aperiodic if none of its tilings have a nontrivial period. 2  4  2  1  2  2  2  0  1  1  3  1  1  2  3  2  3  1  3  3  0  1  3  1  0  0  0  1  3  1  0  2  0  2  1  2  1  2  1  4  3  3 Jeandel and Rao [JR15] proved that the set of Wang tiles shown in Figure 1 is the smallest possible set of Wang tiles that is aperiodic. Indeed, based on computer explorations, they proved that every Wang tile set of cardinality ≤ 10 either admits a periodic tiling of the plane or does not tile the plane at all. Thus there is no aperiodic Wang tile set of cardinality less than or equal to 10. In the same work, they found this interesting candidate of cardinality 11 and they proved that it is aperiodic. Their proof is based on the description of a sequence of transducers describing larger and larger infinite horizontal strips by iteratively taking product of themselves. Their example is also minimal for the number of colors. Indeed it is known that three colors are not enough to allow an aperiodic tile set [CHLL12] and Jeandel and Rao mentionned in their preprint that while they used 5 colors for the edges {0, 1, 2, 3, 4}, colors 0 and 4 can be merged without losing the aperiodic property 1 . One way to prove that a Wang shift is aperiodic is to use the unique composition property [Sol98] also known as composition-decomposition method [BG13] . If a Wang shift is self-similar and generated by a recognizable substitution, then it is aperiodic (see Proposition 5). The problem is that not all Wang shifts are self-similar. One way to get around this is to prove that a Wang shift is similar to another one which is known to be aperiodic (see Lemma 6). This idea can be used in sequence, like it was done in [BSTY17] to study the recognizability for sequences of morphisms in the theory of S-adic systems on Z [BD14] . Applying a sequence of recognizable substitutions in the context of hierarchical tilings of R d was also considered in [FS14, Fra17] . In this work, we describe the substitutive structure of the Wang tilings Ω 0 made with the tiles from Jeandel-Rao tile set T 0 (see Figure 2 ). We introduce twelve sets of Wang tiles {T i } 1≤i≤12 together with their associated Wang shifts {Ω i } 1≤i≤12 . Using the method proposed in [Lab18b] , we prove the existence of recognizable 2-dimensional morphisms ω i : Ω i+1 → Ω i for every i ∈ {0, 1, 2, 3, 6, 7, 8, 9, 10, 11} that are onto up to a shift. Each ω i is of the form → , → or of the form → , → mapping each tile on a tile or on a domino of two tiles. The Wang shift Ω 12 was studied in [Lab18b] where it was proved to be self-similar, aperiodic and minimal as there exists an expansive and primitive morphism ω 12 : Ω 12 → Ω 12 that is recognizable and onto up to a shift. We also prove the existence of a topological conjugacy η : Ω 6 → Ω 5 which shears Wang tilings by the action of the matrix ( 1 1 0 1 ) and a one-to-one and continuous map π : Ω 5 → Ω 4 . Our main result is that we give the substitutive structure of a minimal aperiodic Wang subshift X 0 of the Jeandel-Rao tilings Ω 0 . In the statement of the theorem, we let ω 4 = π : Ω 5 → Ω 4 and ω 5 = η : Ω 6 → Ω 5 to ease the notations.
Theorem 1. Let T i be the set of Wang tiles
, Ω i = Ω T i be its associated Wang shift for every 0 ≤ i ≤ 12 and ω i : Ω i+1 → Ω i be the 2-dimensional morphism for every 0 ≤ i ≤ 11 as defined in Table 2 . Let X 12 = Ω 12 and X i = ω i (X i+1 ) σ for every i with 0 ≤ i ≤ 11. The following holds:
(i) X 12 = Ω 12 is self-similar, aperiodic and minimal, (ii) X i = Ω i and Ω i is aperiodic and minimal for every i with 5 ≤ i ≤ 11, (iii) X i Ω i is an aperiodic and minimal proper subshift of Ω i for every i with 0 ≤ i ≤ 4.
Any tiling in X 0 = ω 0 ω 1 ω 2 ω 3 π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (Ω 12 ) σ can be decomposed into 19 distinct patches consisting of either 45, 70, 72 or 112 Jeandel-Rao tiles (see Figure 3 ). The morphism ω 0 ω 1 ω 2 ω 3 : Ω 4 → Ω 0 is shown in Figure 4 . The morphism η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 : Ω 12 → Ω 4 is shown in Figure 5 . Their product Ω 12 → Ω 0 is shown in Figure 6 . The Wang shifts Ω 0 , Ω 1 , Ω 2 , Ω 3 and Ω 4 are essentially homeomorphic, i.e., the morphism ω 0 , ω 1 , ω 2 , ω 3 are recognizable and onto up to a shift. Similarly the Wang shifts Ω 5 , Ω 6 , Ω 7 , Ω 8 , Ω 9 , Ω 10 , Ω 11 and Ω 12 are essentially homeomorphic. Finally Ω 5 is homeomorphic to its image π(Ω 5 ) ⊂ Ω 4 but not to Ω 4 . We show that the map π : Ω 5 → Ω 4 is not onto. The problem comes from the existence of tilings in Ω 0 , Ω 1 , Ω 2 , Ω 3 and Ω 4 that have horizontal fractures of 0's or 1's. The tilings in Ω 4 obtained by sliding along the fracture line can not be obtained as the image under the application of π of a tiling in Ω 5 . But we believe that π is onto up to a set of measure 0. Thus if this conjecture holds, we give a complete characterization of the substitutive structure of tilings Ω 0 made with Jeandel-Rao's tiles.
The article is structured as follows. In Section 2, we present the necessary definitions and notations on Wang tiles including self-similarity, recognizability and aperiodicity. In Section 3, we recall the definition of markers, the desubstitution of Wang shifts and we propose algorithms to compute them. In Section 4, we desubstitute tilings from Ω 0 to Ω 4 . In Section 5, we show we can remove two tiles from T 4 to get T 4 ⊂ T 4 . In Section 6, we construct the tile set T 5 by adding decorations to tiles T 4 to avoid fracture lines in tilings of Ω 4 and we prove that π : Ω 5 → Ω 4 is an embedding. In Section 7, we construct the shearing topological conjugacy η : Ω 6 → Ω 5 . In Section 8, we desubstitute tilings from Ω 6 to Ω 12 . In Section 9, we prove the main results. In Section 10 we contruct eight tilings in Ω 12 that are fixed by the square of ω 12 . In Section 11, we show that Ω 4 \ X 4 is nonempty. In Section 12, we list in a table the tile sets T i , markers M i ⊂ T i and morphisms Ω i+1 → Ω i for every i with 0 ≤ i ≤ 12. 0 1 Figure 4 . The morphism ω 0 ω 1 ω 2 ω 3 : Ω 4 → Ω 0 is recognizable and onto up to a shift.
Preliminaries on Wang tilings and d-dimensional words
In this section, we introduce subshifts, shifts of finite type, Wang tiles, fusion of Wang tiles, the transducer representation of Wang tiles, d-dimensional words, morphisms and languages. It is mostly the same as the preliminary section of [Lab18b] .
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Subshifts and shifts of finite type.
We follow the notations of [Sch01] . Let A be a finite set, d ≥ 1, and let A Z d be the set of all maps x : Z d → A, furnished with the compact product topology. We write a typical point
, where x m ∈ A denotes the value of x at m. The topology A Z d is compatible with the metric δ defined for all colorings
X for the restriction of the shift-action (1) to X. If X ⊂ A Z d is a subshift it will sometimes be helpful to specify the shift-action of Z d explicitly and to write (X, σ) instead of X. A subshift (X, σ) is called minimal if X does not contain any nonempty, proper, closed shift-invariant subset.
For any subset
In this case, we write X = SFT(F). In this contribution, we consider tilings of Z × Z, that is, the
We adapt the definition of conjugacy of dynamical systems from [LM95, p. 185] to subshifts.
is called an embedding if it is one-to-one, a factor map if it is onto, and a topological conjugacy if it is both one-to-one and onto and its inverse map is continuous. Two subshifts are topologically conjugate if there is a topological conjugacy between them. 
Wang tiles. A Wang tile τ =
for every n ∈ Z 2 . We denote by Ω T ⊂ T Z 2 the set of all Wang tilings of Z 2 by T and we call it the Wang shift of T . It is a SFT of the form (2).
A set of Wang tiles T tiles the plane if Ω T = ∅ and does not tile the plane if Ω T = ∅. A tiling x ∈ Ω T is periodic if there is a nonzero period n ∈ Z 2 \ {(0, 0)} such that x = σ n (x) and otherwise it is said nonperiodic. A set of Wang tiles T is periodic if there is a tiling x ∈ Ω T which is periodic. A Wang tile set T is aperiodic if Ω T = ∅ and every tiling x ∈ Ω T is nonperiodic. As explained in the first page of [Rob71] (see also [BG13, Prop. 5 .9]), if T is periodic, then there is a tiling x by T with two linearly independent translation vectors (in particular a tiling x with vertical and horizontal translation vectors).
We say that two Wang tile sets T and S are equivalent if there exist two bijections i :
T is a set of Wang tiles, then we define the dual tile set T * as its image under a reflection through the positive diagonal, i.e., 
If i = 1 and Y = W or if i = 2 and B = C, we say that u i v is not well-defined. If u i v is well-defined for some i ∈ {1, 2}, it means that u and v can appear at position n and n + e i in a tiling for some n ∈ Z d . When appropriate, we also use the following more visual notation for denoting u i v:
For each i ∈ {1, 2}, one can define a new tile set from two Wang tile sets T and S as
The fusion operation together with taking the dual of a tile set satisfy the following equations:
Transducer representation of Wang tiles.
A transducer M is a labeled directed graph whose nodes are called states and edges are called transitions. The transitions are labeled by pairs a|b of letters. The first letter a is the input symbol and the second letter b is the output symbol. There is no initial nor final state. A transducer M computes a relation ρ(M ) between bi-infinite sequences of letters. As observed in [Kar96] and extensively used in [JR15] , any finite set of Wang tiles may be interpreted as a transducer. To a given tile set T , the states of the corresponding transducer M T are the colors of the vertical edges. The colors of horizontal edges are the input and output symbols. There is a transition from state s to state t with label a|b if and only if there is a tile (t, b, s, a) ∈ T whose left, right, bottom and top edges are colored by s, t, a and b, respectively:
The Jeandel-Rao Wang tile set defined in Figure 1 can be seen as a transducer with 4 states and 11 transitions consisting of two connected components T 0 and T 1 (see Figure 7) . Sequences x and y are in the relation ρ(M T ) if and only if there exists a row of tiles, with matching vertical edges, whose bottom edges form sequence x and top edges sequence y. For example, consider the 6 × 1 rectangle tiled with Jeandel-Rao tiles: 0  2  3  1  3  3  1  2  3  2  3  3  1  2  1  1  3  1  0  2 The sequence of bottom colors is 232212. Starting in state 0 and reading that word as input in the transducer M T 0 we follow the transitions:
We finish in state 0 and we get 112312 as output which corresponds to the sequence of top colors of the same row. In general, there is a one-to-one correspondence between valid tilings of the plane, and the iterated execution of the transducer.
Notice that the result of the usual composition of transducers corresponds to the transducer of T 2 S:
As done in [JR15] , the result of the composition can be filtered by recursively removing any source or sink state from the transducer reducing the size of the tile set. This is very helpful for doing computations.
d-dimensional word.
In this section, we recall the definition of d-dimensional word that appeared in [CKR10] and we keep the notation u i v they proposed for the concatenation. If i ≤ j are integers, then i, j denotes the interval of integers {i, i + 1, . . . , j}. Let n = (n 1 , . . . , n d ) ∈ N d and A be an alphabet. We denote by A n the set of functions 
Let n, m ∈ N d and u ∈ A n and v ∈ A m . If there exists an index i such that the shapes n and m are equal except at index i, then the concatenation of u and v in the direction e i is well-defined:
If the shapes n and m are not equal except at index i, we say that the concatenation of u ∈ A n and v ∈ A m in the direction e i is not well-defined. Let n, m ∈ N d and u ∈ A n and v ∈ A m . We say that u occurs in v at position
If u occurs in v at some position, then we say that u is a d-dimensional subword or factor of v.
d-dimensional morphisms.
In this section, we generalize the definition of d-dimensional morphisms [CKR10] to the case where the domain and codomain are different as for S-adic systems.
Let A and B be two alphabets.
The next lemma can be deduced from the definition. It says that when d ≥ 2 every d-dimensional morphism defined on the whole space X = A * d is uniform in the sense that it maps every letter to a d-dimensional word of the same shape. These are called block-substitutions in [Fra17] .
Therefore, to consider non-uniform d-dimensional morphism when d ≥ 2, we need to restrict the domain to a strict subset X A * d . For example, let d = 2 and A = {a, b, x, y}. The map ω : A → A * 2 defined by ω : a → aaa, b → bbb, x → xx, y → yy is not a well-defined 2-dimensional morphism A * 2 → A * 2 , but it is a well-defined 2-dimensional morphism X → A * 2 , for the strict subset X A * 2 such that every column of every w ∈ X is over {a, b} or {x, y}. For instance, we have ω : 
where n = (n 1 , . . . , n d 
All languages considered in this contribution are factorial.
Given a tiling
The language of a subshift
We say that a word u ∈ A n , with n = (n 1 , . 
The fact that a subshift is the image of another subshift under a d-dimensional morphism can be restated equivalently in terms of their languages. The next lemma is well-accepted and its proof with the same notations can be found in [Lab18b] .
σ is a minimal subshift.
Proof. Let ∅ = Z ⊆ ω(X) σ be a closed shift-invariant subset. We want to show that ω(X) σ ⊆ Z.
Since Z is closed and shift-invariant, it follows that u ∈ Z.
2.8. Self-similar subshifts. In this section we consider languages and subshifts defined from substitutions leading to self-similar structures.
Self-similar languages and subshifts can be constructed by iterative application of the morphism ω starting with the letters. The language L ω defined by an expansive
for some a ∈ A and n ∈ N}.
It satisfies L ω = ω(L ω ) F act and thus is self-similar. The substitutive shift X ω = X Lω defined from the language of ω is a self-similar subshift. If ω is primitive then X ω is the smallest nonempty subshift 
where σ is the d-dimensional shift map, we say that (k, x) is a ω-representation of y. We say that it is centered if y 0 lies inside of the image of x 0 , i.e., if 0 ≤ k < shape(ω(x 0 )) coordinate-wise. We say that ω is recognizable in
has at most one centered ω-representation (k, x) with x ∈ X. The next proposition is well-known [Sol98, Mos92] who showed that recognizability and aperiodicity are equivalent for primitive substitutive sequences. We state only one direction (the easy one) of the equivalence. Its proof with the same notations can be found in [Lab18b] .
The next lemma is very important for the current contribution.
Suppose by contradiction that y has a nontrivial period
Since ω is recognizable, this representation is not centered. Therefore there exists q ∈ Z d \ 0 such that y 0 lies in the image of x q = (σ q x) 0 . Therefore there exists k ∈ Z d such that (k , σ q x) is a centered ω-representation of y. Since ω is recognizable, we conclude that k = k and x = σ q x. Then x ∈ X is periodic which is a contradiction. 
Markers and desubstitution of Wang shifts
In this section, we recall from [Lab18b] the notion of markers and the result on the existence of a 2-dimensional morphism between two Wang shifts that is recognizable and onto up to a shift. More precisely, if a Wang tile set T has a subset of marker tiles, then there exists another set S of Wang tiles and a nontrivial recognizable 2-dimensional morphism Ω S → Ω T that is onto up to a shift. Thus, every Wang tiling by T is up to a shift the image under a nontrivial 2-dimensional morphism ω of a unique Wang tiling in Ω S .
We also propose algorithms to find markers and desubstitutions of Wang shifts.
Definition 8. Let T be a Wang tile set and let Ω T be its Wang shift. A nonempty proper subset M ⊂ T is called markers in the direction
The markers in the direction e 1 (resp. e 2 ) appear as nonadjacent columns (resp. rows) of tiles in a tiling (see Figure 8 ). Figure 8. This is a copy without colors the Jeandel-Rao tiling shown in Figure 3 . The tiles M = {(2, 4, 2, 1), (2, 2, 2, 0)} ⊂ T 0 are markers in the direction e 2 and are shown with a gray background. They form complete nonadjacent rows of tiles in any tilings in Ω 0 .
The existence of markers allows to desubstitute tilings uniquely by some 2-dimensional morphism that is essentially 1-dimensional. If a Wang tile set T has a subset of markers in the direction e i then there exists a radius r ∈ N such that FindMarkers(T , i, r) from Algorithm 1 outputs it.
We can now state a small generalization of Theorem 10 from [Lab18b] .
Theorem 9. Let T be a Wang tile set and let Ω T be its Wang shift. If there exists a subset M ⊂ T
of markers in the direction e i ∈ {e 1 , e 2 }, then Algorithm 1 Find markers. If no markers are found, one should try increasing the radius r.
Precondition:
T is a Wang tile set; i ∈ {1, 2} is a direction e i ; r ∈ N is some radius.
1: function FindMarkers(T , i, r)
2:
Union(u, v) Merge u and v in the data structure U 7:
The output contains zero, one or more subsets of markers in the direction i.
(i) there exists a Wang tile set S R and a
2-dimensional morphism ω R : Ω S R → Ω T such that ω R (S R ) ⊆ (T \ M ) ∪ (T \ M ) i M
which is recognizable and onto up to a shift and (ii) there exists a Wang tile set S L and a
which recognizable and onto up to a shift. There exists a surrounding radius r ∈ N such that ω R and ω L are computed using Algorithm 2. 
By taking the reversal of ω, we get the desired ω L and S L .
In the definition of ω, given two Wang tiles u and v such that u i v is well-defined for i ∈ {1, 2}, the map
can be seen as a decomposition of Wang tiles:
whether i = 1 or i = 2.
Remark 10. In Algorithm 2, the tile set S can be computed with the help of transducers since the fusion operation i on Wang tiles can be seen as the composition of transitions (see Equation (3)).

Algorithm 2 Find a recognizable desubstitution of Ω T from markers
Precondition: T is a Wang tile set; M ⊂ T is a subset of markers; i ∈ {1, 2} is a direction e i ; r ∈ N is some radius; s ∈ {left, right} is a side where to put the markers.
if s = left then 4:
Postcondition: S is a Wang tile set; ω : Ω S → Ω T is recognizable and onto up to a shift.
Desubstitution from
When Algorithm 1 returns a nonempty list of sets of markers, then we may use Algorithm 2 to find the substitution from the markers found. This allows to desubstitute uniquely tiilngs in Ω 0 into tilings in Ω 4 . Table 2 and Ω i be its respective Wang shift for each i ∈ {0, 1, 2, 3}. Let T 4 be the Wang tile set defined in Table 2 and Ω 4 be its respective Wang shift. There exists a sequence of recognizable 2-dimensional morphisms:
Proposition 11. Let T i be the Wang tile set defined in
Proof. The proof is done by executing the function DesubstituteJeandelRao0to4() from Algorithm 3. Each time the function FindMarkers() finds exactly one set of markers using a surrounding of radius at most 3 in the computations. Therefore from Theorem 9 and function FindSubstitution() we may find a desubstitution of tilings. The markers M i ⊂ T i and morphisms ω i are in Table 2 for each i ∈ {0, 1, 2, 3}.
The tile set T 4 contains 30 tiles. We show in the next section that it contains 2 useless tiles so that we can remove those two tiles from T 4 .
Removing two useless tiles from T
In this section, we state some observations on what can not be done with the Jeandel-Rao tile set. This allows to gain some initial local intuitions on what is allowed and what is forbidden in Jeandel-Rao tilings but also to illustrate that not everything can be decided by using only a small neighborhood. 
Some forbidden patterns in
L ← FindMarkers(T 1 , i = 2, r = 1)
Using M 1 = {8, 9, 10, 11, 12} 7:
Using M 2 = {8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19} 10:
13: Proof. There is no way to find three tiles to put above (resp. below) of the first (resp. second) pattern. Indeed, the two on the side are imposed, but no tile can fit in the middle: The only way to put three tiles above the third pattern is to use the first pattern which we just have shown is forbidden: The only way to put four tiles to the left and to the right of the fourth pattern is shown below and we remark the third forbidden pattern appears on the top row: There is a unique way to tile the 1 × 4 rectangle to the left of the fifth considered pattern: We observe that the below 3 × 1 row is forbidden.
5.2. Removing two tiles from T 4 . In [JR15] , they observed that the strongly connected components of the product of transducers Jeandel and Rao proved aperiodicity of T 0 by proving that the sequence of horizontal strips of height 5 and of height 4 coded respectively by the transducers T a and T b is exactly the set of factors of the Fibonacci word, i.e., the fixed point of the morphism a → ab, b → a (see also Proposition 21).
In this section we show that only 28 of the 31 transitions shown in Figure 10 are necessary. The patterns in Ω 0 and Ω 4 associated to the three transitions that can be removed are shown in Figure 11 . The proof that the transition 2030 0|0 − → 2310 is useless is easy and follows from Table 2 ). The first proof of this result was provided by Michaël Rao using the transducer approach during a visit of him at LaBRI, Bordeaux France (personnal communication, November 2017). We provide here an independent proof also done by computer exploration with Sage [Sag18] and Gurobi [GO18] . We reduce the problem of tiling a rectangle by Wang tiles to a mixed integer linear program (MILP). For each tile t and each position (i, j) in the rectangle we create a boolean variable x t,i,j ∈ {0, 1} taking value 1 if and only if the tile t is at position (i, j). For each position (i, j) we create the constraint t x t,i,j = 1 coding the fact that one and only one tile is at position (i, j).
For each position (i, j) we create the constraint t e(t)x t,i,j = t w(t)x t,i+1,j and the constraint t n(t)x t,i,j = t s(t)x t,i,j+1 where e(t), w(t), n(t), s(t)
∈ N represent respectively the east, west north and south color of the tile t. The last two constraints are coding the matching rules between adjacent Wang tiles.
This reduction is done in Sage [Sag18] with the optional package slabbe [Lab18a] developped by the author and its code can be double checked as it is open source: https://github.com/ seblabbe/slabbe. The linear program is shown to have no solution using Gurobi solver [GO18] in less than 2 minutes on a normal 2018 desktop computer with 8 available cpus. Below is the code to reproduce the computation which completes the proof. Both T 4 and ι : Ω 4 → Ω 4 are shown in Table 2 . The next natural step would be to find markers M ⊂ T 4 but we face a problem: T 4 has no markers. Even worse: there are two problems. Each of these two distinct reasons is dealt in the next two sections.
Adding decorations : Ω
As mentionned, the tile set T 4 has no markers. The first reason is that there are tilings in Ω 4 that have a horizontal biifinite word of 0's or 1's on consecutive horizontal edges on the same line (see Figure 3) . We call fractures such line of constant color. The upper half-plane above a fracture can be translated left or right keeping the validity of adjacent edges. The validity of this sliding operation prevent the existence of markers in the direction e 1 as it naturally break the column-structure imposed by marker tiles.
This kind of fractures happens also with Robinson tilings and this is the reason why the Robinson tilings are not minimal. In [GJS12] , the authors add decorations on Robinson tiles to avoid fractures and they described the unique minimal subshift of Robinson tilings.
In this section, to avoid fractures in Ω 4 , we add decorations on the bottom and top edges of tiles of T 4 . We replace some 0's by 6's and some 1's by 5's. More precisely, we define a new set T 5 of 29 Wang tiles as 
together with its Wang shift Ω 5 = Ω T 5 . We define the following projection of colors:
When π is applied to the bottom and top colors of tiles of T 5 , we obtain another map (that we also denote by π) π :
which maps the tiles T 5 onto the tiles T 4 . The map π is not one-to-one on the tiles of T 5 as two distinct tiles are mapped to the same: But π defines a one-to-one 2-dimensional morphism on tilings of Ω 5 .
Proposition 15. The 2-dimensional morphism π : Ω 5 → Ω 4 is an embedding.
Proof. First we prove that the map π : Ω 5 → Ω 4 is well-defined. Indeed, we check that for each tile u ∈ T 5 , we have π(u) ∈ T 4 . Moreover, if tiles u, v ∈ T 5 can be adjacent in a tiling in Ω 5 , then
∈ Ω 4 which proves that the map π : Ω 5 → Ω 4 is well-defined. Now we prove that the map π : Ω 5 → Ω 4 is one-to-one. Suppose that x, y ∈ Ω 5 are such that π(x) = π(y). Let z ∈ Ω 4 be the tiling such that z = π(x) = π(y). Let P ⊂ Z 2 be the positions of tiles in z that have more than one preimage under π. Notice that the only two tiles of T 5 that are mapped to the same tile in T 4 are the ones given at Equation (4). So we have:
By definition, we have x p = y p for every p ∈ Z 2 \ P . Let p ∈ P and suppose by contradiction that x p = y p . From Equation (4), this means that the bottom colors of x p and y p are distinct:
This also means that the top colors of the tile just below are:
Therefore we have that p − e 2 / ∈ P or otherwise {top(x p−e 2 ), top(y p−e 2 )} = {0}. This means that x p−e 2 = y p−e 2 . Therefore the top colors of x p−e 2 = y p−e 2 are the same which implies that the bottom colors of x p and y p are the same
which is a contradiction. This proves that π : Ω 5 → Ω 4 is one-to-one.
We prove that π is continuous. If
Thus if (x n ) n∈N is a sequence of tilings x n ∈ Ω 5 such that x = lim n→∞ x n exists, then π(x) = lim n→∞ π(x n ) and π is continuous.
The map π : Ω 5 → Ω 4 is not onto but we believe it is µ-almost the case where µ is any shift invariant probability measure on Ω 4 . In Section 11 we provide an example of a tiling x ∈ Ω 4 \ X 4 and we explain why we believe that Ω 4 \ X 4 has measure 0. 7. A shearing topological conjugacy:
With the definition of markers that we have chosen, there is no markers M ⊂ T 5 . But the tilings in Ω 5 have a particular property illustrated in Figure 13 . On each line of slope 1 in a tiling in Ω 5 , we see tiles from a subset M ⊂ T 5 . To deal with this case, we need to adapt the approach.
One possibility is to generalize the notion of markers to directions other than e 1 and e 2 . But a bad consequence of this option is that we need to adapt all subsequent steps including Theorem 9, Algorithm 2. Their modification is possible but the resulting new algorithms will be more complicated as they need to compute diagonal dominoes of 2 × 2 square of tiles with their surroundings. If possible, we want to avoid to do that. Instead, we change bijectively the tile set T 5 so that the tilings with the new tiles T 6 are the image under the application of a sheer matrix on the tilings with the original tiles.
In this section, we introduce an operation on any set of Wang tiles which has the effect of the application of a sheer matrix ( 1 1 0 1 ) on the associated tilings. Let T be a Wang tile set and be the set of not forbidden adjacent tiles in the direction i ∈ {1, 2}. We define the map θ as the fusion of some hidden flat tile that appears on top of two adjacent tiles (see Figure 14) :
where S = θ(Dominoes 1 (T )) is the image of θ. The map θ extends to tilings θ : Ω T → Ω S as follows. For any x ∈ Ω T ,
where M = ( 1 1 0 1 ). Lemma 16. The map θ : Ω T → Ω S is a topological conjugacy.
Proof. First we show that θ is well-defined. Let x ∈ Ω T and y = θ(x). Let p ∈ Z 2 . We prove that colors on vertical edges match:
We prove that colors on horizontal edges match:
We prove that θ is one-to-one. Suppose that x, x ∈ Ω T are two tilings such that x = x . Then there exists p ∈ Z 2 such that x p = x p . Let y = θ(x) and y = θ(x ). Since θ : (Dominoes 1 (T )) → S is one-to-one on the first coordinate, we have
We prove that θ is onto. Let y ∈ Ω S . We construct the map
The map η extends to tilings η : Ω S → Ω T as follows. For any y ∈ Ω S ,
where M = ( 1 1 0 1 ). The map η : Ω S → Ω T is well-defined. We prove that colors on vertical edges match. Let y ∈ Ω S , x = η(y) and p ∈ Z 2 . We have
from which we deduce left(x p ) = right(x p−e 1 ) and top(x p ) = bottom(x p+e 2 ).
We prove that θ and η are continuous. If x, x ∈ Ω T and y, y ∈ Ω S , then
Thus if (x n ) n∈N is a sequence of tilings x n ∈ Ω T such that x = lim n→∞ x n exists, then θ(x) = lim n→∞ θ(x n ) and θ is continuous. Similarly, η is continuous.
Corollary 17. The map η : Ω S → Ω T is a topological conjugacy.
S. LABBÉ
Of course, as a consequence, the map η : Ω S → Ω T is also recognizable and onto up to a shift. The algorithm to compute the Wang tile set S and the topological conjugacy η : Ω S → Ω T that shears tiling by the matrix ( 1 1 0 1 ) is in Algorithm 4.
Algorithm 4 Shear Wang tilings by the matrix ( 1 1 0 1 ). Precondition: T is a Wang tile set; r ∈ N is some radius.
1: function Shear(T , r) 2:
S ← S ∪ {u 1 w} 7:
Postcondition: S is a Wang tile set; η : Ω S → Ω T is a topological conjugacy.
Let T 6 = θ(Dominoes i (T 5 )) and η : Ω 6 → Ω 5 be defined as in Equation (5) where Ω 6 = Ω T 6 and Ω 5 = Ω T 5 . The map η : Ω 6 → Ω 5 and the Wang tile set T 6 are in Table 2. 8. Desubstitution from Ω 6 to Ω 12 : Ω 6 Table 2 and Ω i be its respective Wang shift for each i ∈ {6, 7, 8, 9, 10, 11, 12}. There exists a sequence of recognizable 2-dimensional morphisms: Proof. The proof is done by executing the function DesubstituteJeandelRao6to12() from Algorithm 5. Each time the function FindMarkers() finds one or more sets of markers using a surrounding of radius at most 2 in the computations. Therefore from Theorem 9 and function FindSubstitution() we may find a desubstitution of tilings. The markers M i ⊂ T i and morphisms ω i are in Table 2 for each i ∈ {6, 7, 8, 9, 10, 11}.
Proposition 18. Let T i be the Wang tile set defined in
Ω 6 ω 6 ← − Ω 7 ω 7 ← − Ω 8 ω 8 ← − Ω 9 ω 9 ← − Ω 10
Proofs of main results
In [Lab18b] the Wang tile set U reproduced in Figure 15 was introduced. It was proved to be self-similar, aperiodic and minimal. The desubstitution process we have done starting from Ω 0 leads to the self-similar tile set U. L ← FindMarkers(T 6 , i = 1, r = 1) 
L ← FindMarkers(T 7 , i = 1, r = 1)
Using M 7 = {0, 1, 2, 9, 10, 11, 12}
7:
Using M 8 = {0, 1, 2, 3, 4, 5, 6, 7}
10:
L ← FindMarkers(T 9 , i = 1, r = 1)
12:
M 9 ← Pop(L) Using M 9 = {0, 1, 2, 3, 9, 10, 11, 12, 13}
13:
L ← FindMarkers(T 10 , i = 2, r = 2)
15:
M 10 ← Pop(L) Using M 10 = {0, 1, 2, 3, 4, 5}
16:
L ← FindMarkers(T 11 , i = 1, r = 1)
18:
M 11 ← Pop(L) Using M 11 = {0, 1, 2, 9, 10, 11}
19:
Proof. The following correspondence between colors of T 12 and colors of U
provides the bijection between T 12 and U. It is also provided in Table 2 .
Proof of Theorem 1. (i) From Proposition 19, the Wang tile sets T 12 and U are equivalent. It was proved in [Lab18b] that Ω U is self-similar, aperiodic and minimal.
(ii) From Proposition 18, we have
and ω i is recognizable for every i ∈ {6, 7, 8, 9, 10, 11}. In particular, we have X i = Ω i for every i ∈ {6, 7, 8, 9, 10, 11}. From (i), Ω 12 is aperiodic and minimal. From Lemma 4 and Lemma 6, we conclude that Ω 11 , Ω 10 , Ω 9 , Ω 8 , Ω 7 and Ω 6 are aperiodic and minimal. From Corollary 17, the map ω 5 = η : Ω 6 → Ω 5 is a topological conjugacy. In particular, it is one-to-one, onto and recognizable. Therefore,
From Lemma 4 and
Lemma 6, we conclude that Ω 5 is aperiodic and minimal.
(iii) From Proposition 15, the map π : T 5 → T 4 defines an embedding ω 4 = π : Ω 5 → Ω 4 . In particular, the map π is recognizable. From Lemma 4 and Lemma 6, we conclude that X 4 = π(Ω 5 ) σ is an aperiodic and minimal subshift of Ω 4 .
From Proposition 11 and Corollary 14, we have that ω i : Ω i+1 → Ω i is recognizable for every i ∈ {0, 1, 2, 3}. From Lemma 4 and Lemma 6, we conclude that
σ is an aperiodic and minimal subshift of Ω i for every i ∈ {0, 1, 2, 3}. The proof of nonemptyness of Ω i \X i for every i ∈ {0, 1, 2, 3} is postponed to Proposition 27.
Proposition 20. Each tile of the Wang tile set T i appear with positive frequency in tilings in X i for every i ∈ {0, 1, . . . , 12}.
Proof. Let v be the positive right eigenvector of the incidence matrix of the primitive substitution ω 12 . It can be checked that the incidence matrix of We now obtain independantly the link between Jeandel-Rao aperiodic tilings and the Fibonacci word. This link was used by Jeandel and Rao to prove aperiodicity of their Wang tile set [JR15] . 
a if t ∈ {12, 13, 14, 15, 16, 17, 18}, b if t ∈ {2, 3, 4, 5, 6, 7}, c if t ∈ {8, 9, 10, 11}, d if t ∈ {0, 1}.
There exists a unique 2-dimensional morphism τ : ψ(Ω 12 ) → ψ(Ω 12 ) which commute with the projection ψ that is ψ • τ = ω 12 • ψ. The morphism τ is given by the rule
Vertically, the Fibonacci morphism a → ab, b → a gives the structure of the language of horizontal strips. Then from Figure 5 , we see that tiles of T 12 with index from 0 to 7 maps to horizontal strips of height 5 + 4 and that those with index from 8 to 18 maps to horizontal strips of height 5 + 4 + 5. The image of the language of the Fibonacci morphism a → ab, b → a by the map a → 545, b → 54 is exactly the language of the Fibonacci morphism 5 → 54, 4 → 5.
The minimal subshift X 0 is not equal to Ω 0 . Still we believe that X 0 is the only minimal subshift of Ω 0 and that Ω 0 \ X 0 is a null set for any probability shift-invariant measure on Ω 0 . The goal of the next two sections is to cover these questions.
10. Eight tilings in Ω 12 fixed by the square of ω 12
To understand Ω 0 we need to understand Ω 12 . It was proved in [Lab18b] that the Wang shift Ω 12 is minimal, aperiodic and self-similar and that ω 12 : Ω 12 → Ω 12 provided in Table 2 is an expansive recognizable morphism that is onto up to a shift. The subshift Ω 12 is the hidden internal self-similar structure of Ω 0 . In this section, we describe the fixed points of ω 12 which are helpful to define the tilings of Ω 0 that we can not describe by the image of morphisms.
The first two images of ( 17 13 6 5 ) under the 2-dimensional morphism ω 12 are: Finally we illustrate in Figure 17 the language of horizontal dominoes in Ω 12 as a Rauzy graph.
11.
Understanding Ω 4 \ X 4
Recall that X 4 = π(Ω 5 ) σ = π(Ω 5 ) as π(Ω 5 ) is shift-invariant since π is a tile-to-tile morphism.
The goal of this section is to show that Ω 4 \ X 4 is nonempty and give a conjecture on its structure. Informally, we believe that all tilings in Ω 4 \ X 4 are obtained by sliding particular tilings in X 4 along a horizontal fracture of 0's or 1's. The morphism η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 : Ω 12 → Ω 5 is illustrated in Figure 5 . Recall that the application of the map π : Ω 5 → Ω 4 replaces horizontal colors 5 and 6 by 1 and 0 respectively. Thus it can be seen on the figure that horizontal fractures of 0's are present in the image of tiles numbered 1, 5 and 6 and horizontal fractures of 1's are present in the images of tiles numbered 8, 15 and 16. In the next lemma, we formalize this observation.
Let K ⊆ Z be an interval of integers. A Wang tiling t : Z × K → T has a horizontal fracture of color a if there exists k ∈ K such that bottom(t(m, k)) = a for all m ∈ Z.
Lemma 24. Let u : Z → T 12 be a infinite horizontal row of some tiling in Ω 12 .
(i) π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (u) contains a horizontal fracture of 0's if and only if u ∈ {1, 5, 6} Z . (ii) π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (u) contains a horizontal fracture of 1's if and only if u ∈ {8, 15, 16} Z .
Proof. (i) If u ∈ {1, 5, 6} Z , then π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (u) contains a horizontal fracture of 0's. If π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (u) contains a horizontal fracture of 0's, then we see from Figure 5 that u ∈ {0, 1, 4, 5, 6, 9, 10}
Z . In the horizontal language of Ω 12 (see Figure 17) , the tile 10 is preceded by 18 which has no fracture of 0's and the tile 9 is followed by 14 which has no fracture of 0's. Moreover, the tiles 0 and 4 are preceded by tile 2 which has no fracture of 0's. We conclude that u ∈ {1, 5, 6}
Z .
(ii) If u ∈ {8, 15, 16} Z , then π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (u) contains a horizontal fracture of 1's. If π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (u) contains a horizontal fracture of 1's, then we see from Figure 5 that u ∈ {8, 13, 15, 16}
Z . In the language of Ω 12 (see Figure 17) , the tile 13 is always followed by 9 which has no fracture of 1's. We conclude that u ∈ {8, 15, 16}
We can now use the result of the previous section on the fixed points of ω 12 to construct tilings in Ω 4 with horizontal fractures.
Lemma 25. Let a ∈ {( 9 14 8 16 ) , ( 9 14 1 6 ) , ( 17 13 16 15 ) , ( 17 13 6 5 )} and z = lim n→∞ (ω 12 ) 2n (a) ∈ Ω 12 be the fixed point of ω 12 with a at origin. Let y = π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (z) ∈ Ω 4 .
If a ∈ {( 9 14 1 6 ) , ( ∈ X 4 . Indeed, in any tiling in X 4 is the image under π • η of some tiling in Ω 6 . The image of the marker tiles in M 6 must appear on diagonal lines of slope 1 in the tiling x (recall Figure 13) . The fact that the upper half-tiling y + is shifted by one horizontal unit breaks the property of diagonal line of markers in x (see Figure 18) . Therefore x / ∈ X 4 .
We can construct an uncountable number of tiling in Ω 4 \ X 4 . For i ∈ {0, 1}, let Y where y 0 and y 1 are defined above and y 2 = π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (z 2 ) ∈ Ω 4 with z 2 = lim n→∞ (ω 12 ) 2n ( 17 13 16 15 ) ∈ Ω 12 and y 3 = π η ω 6 ω 7 ω 8 ω 9 ω 10 ω 11 (z 3 ) ∈ Ω 4 with z 3 = lim n→∞ (ω 12 ) 2n ( 17 13 6 5 ) ∈ Ω 12 . To prove that conjecture, we need to prove that the transducer associated to the Wang tile set T 8 (with each occurence of 5 and 6 in horizontal colors replaced by 1 and 0 respectively) is synchronized for some definition of synchronization. Informally, if a word v = v 0 v 1 . . . v then k = k and v i = v i for every i with 1 ≤ i ≤ k, then we say that the transducer is synchronized on the word v. We need to show that the only arbitrarily large words for which the transducer T 8 is not synchronized are those of the form 00000 . . . or 111111 . . . . Some partial results were found in that direction but they were unsufficient to prove the conjecture. 
