Magnetized Riemann Surface of Higher Genus and Eta Quotients of
  Semiprime Level by Honda, Masaki
ar
X
iv
:2
00
8.
11
46
1v
1 
 [h
ep
-th
]  
26
 A
ug
 20
20
WU-HEP-20-08
Magnetized Riemann Surface of Higher
Genus and Eta Quotients of Semiprime
Level
Masaki Honda
1,∗
1 Department of Physics, Waseda University, Tokyo 169-8555, Japan
Abstract
We study the zero mode solutions of a Dirac operator on a magnetized Riemann surface
of higher genus. In this paper, we define a Riemann surface of higher genus as a quotient
manifold of the Poincare´ upper half-plane by a congruence subgroup, especially Γ0(N).
We present a method to construct basis of cusp forms since the zero mode solutions should
be cusp forms. To confirm our method, we select a congruence subgroup of semiprime
level and show the demonstration to some lower weights. In addition, we discuss Yukawa
couplings and matrix regularization as applications.
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1 Introduction
The standard model (SM) is a successful model to explain the results of high energy
experiments. However, there are several problems to be solved, e.g., the origin of the
generations and the chiral structure. Combining recent cosmological observations, they
imply the existence of a new theory beyond the SM.
Superstring theory is a candidate of a unified theory of all forces in nature. This theory
requires a ten dimensional (10D) space-time because of theoretical consistency. Although
1
there are several works for 10D space-time, we focus on extra dimensional models and
matrix models in this paper.
In extra dimensional models, we attempt to the problems of the SM from geometry
and analysis of an extra dimensional space. Typical method is spectral decomposition,
e.g., Kaluza-Klein dimensional reduction. In four dimensional (4D) effective theories, the
eigenvalues contribute to mass parameters and the eigenfunctions can induce the gen-
erations and the chiral structure. In addition, overlap integrals, which is a integral of
products of the eigenfunctions over the extra dimensional space, contribute some parame-
ters like Yukawa couplings. From the phenomenological point of view, a Dirac operator is
selected as a target of the spectral decomposition. The zero mode solutions of the Dirac
equation are important since fermions in the SM are massless before the spontaneous
symmetry breaking,
On the other hand, superstring theory is established at only perturbative level. Ac-
cordingly, it has a lot of perturbatively stable vacua. Therefore, it implies the necessity
of a fundamental theory. Matrix models are proposed as nonperturbative formulations of
superstring theory. In matrix models, the space-time does not exist a priori since infor-
mation of the space-time is embedded into matrices and the matrices follow dynamics.
Therefore, the dynamics of the matrices determines the space-time including an extra di-
mensional space. In matrix models, a fundamental process is matrix regularization. The
matrix regularization is an approximation of a Poisson algebra by a matrix algebra. The
original Poisson algebra recovers in the limit of infinite matrix size. One of the methods
is to use the zero mode solutions of a Dirac operator [1–3]. The zero mode solutions of
a Dirac operator in a U(1) gauge background are known to have a graded ring structure
whose grade is characterized by the value of the magnetic flux. Based on this fact, the
authors of Ref. [4] showed the matrix regularization for sphere and torus.
In both cases, the problem is how to derive the zero mode system (degeneracy, chiral-
ity and functional form) of a Dirac operator in a U(1) gauge background. Fortunately,
degeneracy and chirality can be derived from the index theorem. However, there are few
examples in which functional forms are specifically derived. There are only magnetized1
sphere [5] and magnetized torus [6] for closed oriented two dimensional manifold. There-
fore, the question of whether a zero mode system can be constructed for Riemann surfaces
1We use “magnetized” to describe that something is in a U(1) gauge background
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of higher genus (genus 2 or more) naturally arises.
In Ref. [4], Riemann surfaces of higher genus are realized as quotient manifolds of the
Poincare´ Disk by some discrete groups. The authors showed that zero mode solutions on a
magnetized Riemann surface of higher genus are automorphic forms. A set of automorphic
forms becomes a vector space. This leads us to construct the basis of such a vector space.
The purpose of this paper is explicit construction of such a vector space by selecting
a discrete group.
The characteristics of automorphic form do not change even in the Poincare´ upper half-
plane, which is conformally equivalent with the the Poincare´ Disk. In addition, Riemann
surfaces of higher genus is also realized as quotient manifolds of the Poincare´ upper half-
plane by some discrete groups. Moreover, we can apply useful formulae. Therefore, in
the following, we consider the Poincare´ upper half-plane and its quotient manifolds.
In this paper, we adopt eta quotients to construct basis of zero mode solutions. Eta
quotients are defined by products of the Dedekind eta function. In Ref. [7,8], eta quotients
are used to describe the basis of automorphic forms and elliptic curves, respectively. We
apply their method to describe the basis of cusp forms, which are automorphic forms
satisfying an additional condition. Moreover, to confirm our method, we demonstrate for
cusp forms of weight 2,4 and 6 by selecting the discrete subgroup is Γ0(35).
The organization of this paper is as follows. In Section 2, we briefly review the Poincare´
upper half-plane, automorphic forms, cusp forms and eta quotients. In Section 3, we
construct a Dirac operator on a magnetized Riemann surface of higher genus based on
Ref. [4] with some modifications. Additionally, we consider conditions for the convergence
and the chirality of zero mode solutions. In section 4, we construct zero mode solutions
from eta quotients. We will show a demonstration for cusp forms of weight 2,4 and 6
by selecting the discrete subgroup is Γ0(35). In section 5, we apply our result to extra
dimensional models and matrix regularization. We will discuss Yukawa couplings and
matrix regularization of Riemann surfaces of higher genus. Section 6 contains conclusions
and discussion.
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2 Preliminaries
2.1 Poincare´ upper half-plane
The Poincare´ upper half-plane
H := {z = x+ iy | x, y ∈ R, y > 0}
is a Riemann manifold with the metric
ds2 = y−2(dx2 + dy2). (1)
To describe Riemann surface of higher genus, we consider well-known properties of
the Mo¨bius transformations as group actions of SL(2,R)
γ =
(
a b
c d
)
∈ SL(2,R), z 7→ γ(z) := az + b
cz + d
. (2)
A discrete subgroup Γ of SL(2,R) is called first kind Fuchsian group if every point
on ∂H = R is a limit of the orbit Γz for some z ∈ H. For a first kind Fuchsian group Γ,
γ ∈ Γ is called parabolic if γ 6= ±1 and the eigenvalues are 1 only or −1 only. For an
parabolic element γ ∈ Γ, a point z ∈ R∪{∞} satisfying γ(z) = z is uniquely determined,
and such a point is called cusp.
Two points z, z′ ∈ H are equivalent if z′ ∈ Γz. This is an equivalent relation and
naturally leads to consider a quotient Γ\H. In general, the quotient Γ\H is not compact.
To obtain a compact manifold, we consider the extended upper half-plane H˜ := H ∪
Q ∪ {∞}. By restricting ourselves to SL(2,Z) and its discrete subgroups, the Mo¨bius
transformations (2) can be extended to H˜, and a quotient Γ\H˜ (this is equivalent to Γ\H
with cusps) is compact. From this fact and the result of Poincare´-Koebe’s uniformization
theorem, any Riemann surface can be written as Γ\H˜ for some Fuchsian group Γ and
hence inherits a hyperbolic metric (with singularities if Γ has fixed points).
In the following, we select a congruence subgroup Γ0(N) as a Fuchsian group Γ. A
congruence subgroup of level N , Γ0(N), is defined by
Γ0(N) :=
{
γ ∈ SL(2,Z) | γ =
(
a b
c d
)
≡
(∗ ∗
0 ∗
)
(mod N)
}
where N is a positive integer and ∗ means no condition, except mod N , on this element.
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2.2 Automorphic forms and cusp forms
The Mo¨bius transformations (2) induce the action of SL(2,R) and its subgroups on func-
tions on H˜.
Definition 2.1. Let γ =
(
a b
c d
)
∈ Γ0(N), k be a positive integer and f : H → C. The
function f is an automorphic form of weight k with respect to Γ0(N) if f satisfies the
following conditions.
(i) f is holomorphic on H,
(ii) f is holomorphic on cusps of Γ0(N),
(iii) f (γ(z)) = (cz + d)kf(z), ∀γ ∈ Γ0(N).
If a function f is an automorphic form and f = 0 at all cusps of Γ0(N), the function f is
called cusp form.
We note that there are some extensions: the weight can be an half integer, and the
transformation law (iii) can have some character v(γ) such that |v(γ)| = 1.
Let Mk (Γ0(N)) and Sk (Γ0(N)) be sets of automorphic forms and cusp forms, respec-
tively. From the definition 2.1 and Γ\H˜ is compact, they are finite dimensional vector
spaces on C. We can calculate their dimensions based on Riemann-Roch theorem.
Theorem 2.2. If k ≥ 2 is even, the dimensions of Mk (Γ0(N)) and Sk (Γ0(N)) are given
by
dimMk(Γ0(N), v) = (k − 1)(g − 1) + k
2
v∞ +
[
k
4
]
v2 +
[
k
3
]
v3,
dimSk(Γ0(N), v) = dimMk(Γ0(N), v)− v∞ + δk,2, (3)
where [·] is the floor function, g is the genus of Γ0(N)\H˜, v∞ is the number of inequivalent
cusps of Γ0(N), v2 and v3 are the number of inequivalent fixed points of Γ0(N) of order
2 and 3, and δk,2 = 1 if k = 2 and otherwise 0.
To calculate the dimensions of Mk (Γ0(N)) and Sk (Γ0(N)) explicitly, we have to cal-
culate g, v∞, v2 and v3. There are formulae to calculate them:
5
g = 1 +
1
12
I − 1
4
v2 − 1
3
v3 − 1
2
v∞
v∞ =
∑
{d|N}
φ
(
gcd
(
d,
N
d
))
,
v2 = ǫ
(
N
4
) ∏
{p|N}
(
1 +
(−4
p
)
L
)
,
v3 = ǫ
(
N
9
) ∏
{p|N}
(
1 +
(−3
p
)
L
)
,
where φ is the Euler function, ǫ(x) = 1 − δZ = 1 if x /∈ Z, ( ··)L is the Legendre symbol
and I is the index of Γ0(N) in SL(2,Z). Moreover, {d|N} is a set of divisors of N and
{p|N} is a set of prime divisors of N .
2.3 Dedekind η-function and eta quotients
In the subsection 2.2, we defined automorphic forms and cusp forms of weight k with
respect to Γ0(N). In this subsection, we introduce the Dedekind η-function and eta
quotients as examples.
The Dedekind η-function is defined by
η(z) = q
1
24
∏
n≥1
(1− qn) ,
where q = e2piiz .
If γ =
(
a b
c d
)
∈ SL(2,Z), the Dedekind η-function satisfies (c.f., [9])
η (γ(z)) = v(γ)(cz + d)1/2η(z), (4)
where
v(γ) =


(
d
|c|
)
KL
exp
(
pii
12
((a+ d− 3)c− bd(c2 − 1))) if 2 ∤ c,(
c
|d|
)
KL
exp
(
pii
12
((a− 2d)c− bd(c2 − 1) + 3d− 3)) ǫ(c, d) if 2 | c,
where
(
·
·
)
KL
is the Kronecker-Legendre symbol and ǫ(c, d) = −1 if c ≤ 0 and d < 0 and
ǫ(c, d) = 1 for otherwise.
Since Γ0(N) ⊂ SL(2,Z), the transformation law (4) is valid if γ ∈ Γ0(N). This means
that the Dedekind η-function is a automorphic form of weight 1
2
with the character v with
respect to Γ0(N).
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Actually, automorphic forms or cusp forms of integer weight will be necessary. Accord-
ing to Shimura correspondence [10], such a form can be constructed from automorphic
forms of half integer weight like the Dedekind η-function.
Eta quotients are defined by
f(z) =
∏
{d|N}
ηrd(dz),
where N is a positive integer and rd ∈ Z.
The functions f(z) =
∏
{d|N} η
rd(dz) are likely to become automorphic forms of weight
1
2
∑
{d|N} rd, but in fact, there are some requirements.
Theorem 2.3. (c.f., [11–14]) Let f(z) =
∏
{d|N} η
rd(dz) and k = 1
2
∑
{d|N} rd. The func-
tion f is a automorphic form of weight k with character χ with respect to Γ0(N) if and
only if
∑
{d|N}
drd ≡ 0 (mod 24), (5)
∑
{d|N}
N
d
rd ≡ 0 (mod 24), (6)
P =
∏
{d|N}
drd is a rational square,
where the character χ(γ) =
(
(−1)kP
d
)
L
for γ =
(
a b
c d
)
∈ Γ0(N). In the following, we
denote [r1, . . . , rN ]k =
∏
{d|N} η
rd(dz).
If the level N is fixed, the conditions (5) and (6) are Diophantine equations. Numerical
calculation support us to systematically construct eta quotients, and we will consider in
section 4.
3 Dirac operator on Γ\H˜ in gauge background
We interested in the zero mode solutions of a Dirac operator on a magnetized Riemann
surface of higher genus. Such a Dirac operator D is given by
D = iσaθa
µ
(
∂µ +
1
4
Ωµbcσ
bσc − iMAµ
)
, (7)
where σa (a = 1, 2) are Pauli matrices, Ωµab (µ = 1, 2) are Spin connection, θa
µ are
the inverse of the zweibein for the metric, and M is the charge of a field that the Dirac
7
operator acts on. Moreover, we use the Roman character for the index of a flat space and
the Greek character for that of a curved space2.
To obtain a Dirac operator (7), in the following, we calculate the spin connection and
select a U(1) gauge background.
3.1 Zweibein and spin connection
Let us start from H and the metric (1). Since the metric (1) is invariant under the Mo¨bius
transformations, we can adopt the metric (1) of Γ\H. The zweibein eαi are defined by
gαβ = eα
aeβ
bηab, ηab = diag(+1,+1).
From the metric (1), the zweibein and its inverse are
e1
1 = e2
2 =
1
y
, θ1
1 = θ2
2 = y, otherwise = 0. (8)
The spin connection (in the case of torsionfree) Ωµab is determined by
dea + Ωab ∧ eb = 0.
By solving this equation, the spin connection is
Ω1
12 = −Ω121 = −1
y
, otherwise = 0. (9)
3.2 Selection of gauge background
In this paper, we select the symplectic gauge potential as a U(1) gauge background. The
symplectic gauge potential is defined by the symplectic form. In the local coordinate, we
can write the symplectic form w as
w = igzz¯dz ∧ dz¯.
From the metric (1), the symplectic form is
w =
1
y2
dx ∧ dy.
Then, the symplectic gauge potential A is defined by
2We denote x1 = x, x2 = y and z = x+ iy.
8
w =
V
π
dA.
where V is the volume of the base manifold and the prefactor is for convenience. In this
paper, the base manifold is Γ0(N)\H˜ and its volume is given by V
(
Γ0(N)\H˜
)
= pi
3
I,
where I is the index of Γ0(N) in SL(2,Z). Explicitly, the symplectic gauge potential is
given by
A =
iQ
2
dz + dz¯
z − z¯ , Q :=
2π
V
. (10)
we have to consider gauge transformations and a boundary condition. In the following,
we select the twisted boundary condition. The twisted boundary condition represent the
consistency between gauge transformations and the identification for the base manifold,
e.g., gauge transformations and the shift operations to define a torus (c.f., Ref. [6]). In
this paper, we have to consider the gauge transformations under Γ0(N).
Actually, the Mo¨bius transformations (2) induce the gauge transformations of the
symplectic gauge potential (10)
A→ A+ dλ, λ = iQ
2
log
(
cz¯ + d
cz + d
)
.
Accordingly, if we consider a charged scalar field φ(z, z¯) with the charge M , the gauge
transformations of such a field are
φ(z, z¯)→ φ (γ(z), γ(z¯)) =
(
cz + d
cz¯ + d
)MQ/2
φ(z, z¯).
The twisted boundary condition is defined by restricting SL(2,R) to Γ0(N).
3.3 Dirac operator
Based on the subsections 3.1 and 3.2, we can obtain the Dirac operator in the U(1) gauge
background. By substituting Eqs. (8), (9) and (10) to Eq. (7), the Dirac operator for a
charged fermion with the charge M is given by
D =
(
0 (z − z¯)∂z + 12(MQ − 1)
(z − z¯)∂z¯ + 12(MQ + 1)
)
.
If we label the components of a fermion by the eigenvalue of the chirality matrix σ3, i.e.,
ψ =
(
ψ+1
ψ−1
)
,
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the zero mode equations can be written as[
(z − z¯)(∂x + is∂y) + 1
2
(NQ + s)
]
ψs = 0 (s = ±1). (11)
Since the spin connection plays a role like the symplectic gauge potential, the twisted
boundary condition for a zero mode solution ψs is written as
ψs(γ(z), γ(z¯)) =
(
cz + d
cz¯ + d
)(MQ+s)/2
ψs(z, z¯),
∀γ ∈ Γ0(N). (12)
The following ansatz can satisfy the zero mode equations (11):
ψ+(z, z¯) = (z − z¯)(1+MQ)/2h+(z), ψ−(z, z¯) = (z − z¯)(1−MQ)/2h−(z¯),
where h+(z) and h−(z¯) are arbitrary holomorphic and anti-holomorphic functions, re-
spectively. Because of the gauge transformations (12), we can show that h+(z) and h−(z¯)
must satisfy
h+ (γ(z)) = (cz + d)
1+MQh+(z), h− (γ(z¯)) = (cz¯ + d)
1−MQh−(z¯),
∀γ ∈ Γ0(N). (13)
The condition (13) requires that h+(z) is an automorphic form of weight 1 +MQ with
respect to Γ0(N) (h−(z¯) must be an anti-holomorphic version of the automorpohic form
of weight 1−MQ). In addition, we have to consider following conditions.
• Convergence
In this case, the normalization condition (the inner product) is given by, e.g.,
||ψ+||2 := 21+MQ
∫
Γ0(N)\H˜
|h+(x+ iy)|2y1+MQ 1
y2
dxdy <∞. (14)
This inner product is the Petersson inner product except for the overall factor. The
convergence of the Petersson inner product is guaranteed for the cusp forms. Therefore,
h+(z) ∈ S1+MQ (Γ0(N)) (Similarly, for h−(z¯)).
• The behavior on the origin
The zero mode ψs should be extended to the cusps of Γ0(N) lying z − z¯ = 0. Therefore,
MQ ≥ −1 and 1 ≥MQ for ψ+ and ψ−, respectively.
• Selection of congruence subgroups
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In this paper, we select Γ0(N) as a congruence subgroup. In general, Γ0(N) includes −1.
This fact restricts the weight of the automorphic forms must be a even integer since
f ∈ Mk(Γ0(N))→ f (−1(z)) = f(z) = (−1)kf(z).
Therefore, {
1 +MQ ∈ 2Z≥0 ≥ 0 for ψ+,
1−MQ ∈ 2Z≥0 ≥ 0 for ψ−.
We can find that MQ = 0 is excluded in the both cases. In addition, MQ = −1 for ψ+
and MQ = 1 for ψ− are also excluded since dimS0 (Γ0(N)) = 0.
The result of the above three conditions implies that h+(z) (h−(z¯)) is a cusp form and{
MQ ∈ 2Z≥0 + 1 for ψ+,
−MQ ∈ 2Z≥0 + 1 for ψ−.
Moreover, the chiral fermions can be realized since the requirement for MQ separates
completely. On the other hand, the number of the generations is given by the dimension
formula (3) since the degree of freedom of the zero mode solutions is the selection of h+(z)
or h−(z¯).
4 Construction of zero mode solutions
In the section 3, we constructed the Dirac operator in the U(1) gauge background on
a magnetized Riemann manifold with higher genus, and the zero mode solutions are
characterized by the cusp forms. It is sufficient to construct basis of Sk(Γ0(N)) since
Sk(Γ0(N)) is a vector space on C. To obtain the basis, we apply the method with eta
quotients [7, 8].
4.1 Construction
To show that an arbitrary base f(z) can be written in eta quotients, we need to show e.g.,
f(z)−∑i αi[r1,i, . . . , rN,i] = 0, where αi ∈ C. Therefore, we apply following theorems to
guarantee the equality.
Theorem 4.1. (Theorem 1.65. in Ref. [15]) Let c, d and N be positive integers with d|N
and gcd(c, d) = 1. If f(z) is an eta quotient satisfying the conditions of Theorem 2.3 for
11
N , then the order of vanishing of f(z) at the cusp c
d
, which is denoted by v c
d
, is
v c
d
=
N
24
∑
{δ|N}
gcd2(d, δ)rδ
gcd
(
d, N
d
)
dδ
.
The order v c
d
relates to the other order inv d
c
that is the invariant order of vanishing at c
d
.
Actually, v c
d
satisfies v c
d
= h · inv d
c
, where h is the width of the cusp c
d
.
Theorem 4.2. (Sturm’s bound: Theorem 6.4.7. in Ref. [16]) Let Γ be a congruence
subgroup, which includes ±1 and f ∈ Mk(Γ). Let c1, . . . , ct be the Γ-inequivalent cusps
of Γ. If
t∑
i=1
invci(f) >
k
12
[SL(2,Z) : Γ],
then f = 0, where [SL(2,Z) : Γ] is the index of Γ in SL(2,Z).
Theorem 4.3. (Theorem 4.2. and Remark 4.3. in Ref. [8]) Let N = p1 · · · pt, a product
of distinct primes with pi ≥ 5, and let f(z) be a eta quotient satisfying the conditions of
the theorem 2.3. Then,
∑
{d|N}
v 1
d
=
k
12
∏
{p|N}
(p+ 1).
From the theorem 4.2, two automorphic form f, g ∈ Mk (Γ) are equal by consider-
ing their q-expansions if their q-expansions agree to a power of q beyond the bound in
theorem 4.2. The above theorems are valid for Γ = Γ0(N) and f, g ∈ Sk (Γ0(N)). In
the method for constructing the basis of Sk (Γ0(N)), the Sturm’s bound will be used to
confirm an equality.
In the following, we select the level N = pq, where p and q are distinct primes to apply
the method mentioned in Ref [8]. The cusps of Γ0 (N = pq) are {0, 1p , 1q ,∞}. In addition,
the order v 1
d
, where d ∈ {d|N}, is positive integer [8].
From the above, we can construct basis of Sk(Γ0(N = pq)) by the following steps:
1). Fix a semiprime N = pq, where p and q are distinct primes.
2). Based on the theorem 4.3, obtain a list of all partitions of k
12
(p+1)(q+1) into four
positive integers, i.e.,
v0 + v 1
p
+ v 1
q
+ v∞ =
k
12
(p+ 1)(q + 1), v0, v 1
p
, v 1
q
, v∞ ≥ 1.
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3). For each (v0, v 1
p
, v 1
q
, v∞), solve the equations
24v0 = Nr1 + qrp + prq + rN ,
24vp = qr1 +Nrp + rq + prN ,
24vq = pr1 + rp +Nrq + qrN ,
24v∞ = r1 + prp + qrq +NrN .
for unique solution (r1, rp, rq, rN) ∈ Q4, and exclude (r1, rp, rq, rN) if (r1, rp, rq, rN) /∈
Z4.
4). For each (r1, rp, rq, rN), define a eta quotient, i.e.,
f(z) = η(z)r1η(pz)rpη(qz)rqη(Nz)rN = [r1, rp, rq, rN ]k,
and confirm that (r1, rp, rq, rN) satisfies the conditions of the theorem 2.3. Moreover,
exclude (r1, rp, rq, rN) if [r1, rp, rq, rN ]k is not a cusp form (the starting order of the
q-expansion is O(q0)).
5). Construct a maximally linear independent set, denoted by (eta quotients)k, of the
eta quotients from the step 4.
6). Compare dim(eta quotients)k =: EN,k and dimSk (Γ0(N)) =: DN,k. If EN,k = DN,k,
the eta quotients of (eta quotients)k are the basis of Sk (Γ0(N)). If EN,k < DN,k
3,
go to next step.
7). Repeat steps 2-6 for higher weight k′ > k until Sk′ (Γ0(N)) has the basis of eta
quotients, and Sk′−k (Γ0(N)) contains an eta quotient [r1, rp, rq, rN ]k′−k
8). Generated missing basis of Sk (Γ0(N)) numerically, e.g., SageMath [17].
9). Let g(z) be a missing base of Sk (Γ0(N)). Write g(z)[r1, rp, rq, rN ]k′−k as a linear com-
bination of the basis of Sk′ (Γ0(N)) with Sturm’s bound since g(z)[r1, rp, rq, rN ]k′−k
must be in Sk′ (Γ0(N)). Divide by [r1, rp, rq, rN ]k′−k and obtain the missing base
g(z).
3In this paper, we search eta quotients that are cusp forms, i.e., [r1, rp, rq, rN ]k ∈ Sk (Γ0(N)). There-
fore, (eta quotients)k ⊂ Sk (Γ0(N)), i.e., EN,k ≤ DN,k.
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4.2 Demonstration
In the subsection 4.1, we proposed the systematic construction for the basis of Sk (Γ0(N)).
In this subsection, we demonstrate for a concrete case to confirm the validity of our
construction. In the following, we select Γ0(35) as a congruence subgroup. The guiding
principles for the selection of the level N are the followings:
• N = pq, where p and q are distinct primes more than 5.
• dimSk (Γ0(N)) > 0,
• Genus g ≥ 2,
• ∃k such that dimSk (Γ0(N)) = 3
N = 35 is the minimum level satisfying the above principles since 35 = 5× 7, g = 3, and
dimSk (Γ0(N)) = 4k − 6 + δk,2. The first two are necessary for our method to be valid.
The third is because we are interested. The fourth is for phenomenological applications.
In the following, we consider S2 (Γ0(35)) , S4 (Γ0(35)) and S6 (Γ0(35)) as a demonstra-
tion. The highest Sturm’s bound is O(q24) for S6 (Γ0(35)). Therefore, we will show the
q-expansions up to O(q25) for convenience.
• S2 (Γ0(35))
Let us start from S2 (Γ0(35)). From the dimension formula (3), dimS2 (Γ0(35)) = 3. On
the other hand, from the method, there are 3 eta quotients
[0, 2, 2, 0]2, [1, 1, 1, 1]2, [2, 0, 0, 2]2.
We show their q-expansions in the Appendix A, and they are linearly independent
each other since the starting orders are different. Therefore, we can select them as the
basis of S2 (Γ0(35)).
• S4 (Γ0(35))
From the dimension formula (3), dimS4 (Γ0(35)) = 10. However, there are 9 eta quotients,
and 8 of them are linearly independent4:
4The eta quotient [0, 0, 4, 4]4 can be written by the other eta quotients.
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[−1, 5, 5,−1]4, [0, 4, 4, 0]4, [1, 3, 3, 1]4, [2, 2, 2, 2]4,
[3, 1, 1, 3]4, [4, 0, 0, 4]4, [4, 4, 0, 0]4, [5,−1,−1, 5]4.
We show their q-expansions in the Appendix A. Since there are the eta quotients whose
stating order are O(q1) ∼ O(q7) and [4, 4, 0, 0] and [−1, 5, 5,−1] do not have O(q8), we
need to prepare the basis of the starting order are O(q8) and O(q9) or O(q10) numerically.
By SageMath [17], the basis stating from O(q8) and O(q10) are obtained as
f1 = q
8 − 2q11 − 2q12 + 2q13 + q15 + 2q16 + 2q17 − 5q18
− 2q19 + 2q20 + 2q21 + q22 − 2q23 + 2q24 − 7q25 +O(q26),
f2 = q
10 − 2q11 − q12 + 3q14 + 2q15 − 2q16 + 3q17 − 8q18
+ q19 + 5q20 + q21 + 2q22 − 8q23 + 9q24 − 8q25 +O(q26).
The 8 eta quotients, f1 and f2 are linearly independent. However, f1 and f2 are not linear
combinations of the eta quotients belonging to S4 (Γ0(35)).
• S6 (Γ0(35))
From the dimension formula (3), dimS4 (Γ0(35)) = 18. In this case, there are 39 eta
quotients, and 18 of them are linearly independent5:
[−2, 12, 2, 0]6, [0, 10, 0, 2]6, [1, 5, 5, 1]6, [2, 4, 4, 2]6, [3, 3, 3, 3]6,
[3, 7, 3,−1]6, [4, 6, 2, 0]6, [5, 5, 1, 1]6, [6, 0, 6, 0]6, [6, 4, 0, 2]6,
[7,−1,−1, 7]6, [7,−1,−1, 7]6, [7,−1, 5, 1]6, [7, 3,−1, 3]6, [8,−2,−2, 8]6,
[10, 0, 2, 0]6, [11,−1, 1, 1]6, [12,−2, 0, 2]6.
We show their q-expansions in the Appendix A.
By considering the product of f1 or f2 and [0, 2, 2, 0]2, [1, 1, 1, 1]2 or [2, 0, 0, 2]2, we can
obtain f1 and f2 as the combinations of the eta quotients:
5The eta quotients [0, 2, 0, 10]6, [−1, 3, 7, 3]6, [−1, 7, 1, 5]6, [−2, 8, 8,−2]6, [1, 1,−1, 11]6, [0, 2, 6, 4]6,
[0, 6, 0, 6]6, [−1, 7, 7,−1]6, [2, 0,−2, 12]6, [1, 1, 5, 5]6, [0, 2, 12,−2]6, [1, 5,−1, 7]6, [0, 6, 6, 0]6, [2, 0, 4, 6]6,
[1, 1, 11,−1]6, [3,−1, 3, 7]6, [2, 0, 10, 0]6, [4, 2, 2, 4]6, [5, 1, 1, 5]6, [6, 0, 0, 6]6, [5, 1, 7,−1]6 can be written by
the other eta quotients.
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f1 =
1
[0, 2, 2, 0]2
18∑
i=1
α1,i[r1,i, r5,i, r7,i, r35,i]6
=
1
[1, 1, 1, 1]2
18∑
i=1
α2,i[r1,i, r5,i, r7,i, r35,i]6
=
1
[2, 0, 0, 2]2
18∑
i=1
α3,i[r1,i, r5,i, r7,i, r35,i]6,
f2 =
1
[0, 2, 2, 0]2
18∑
i=1
β1,i[r1,i, r5,i, r7,i, r35,i]6
=
1
[1, 1, 1, 1]2
18∑
i=1
β2,i[r1,i, r5,i, r7,i, r35,i]6
=
1
[2, 0, 0, 2]2
18∑
i=1
β3,i[r1,i, r5,i, r7,i, r35,i]6.
The coefficients αk,i, βk,i (k = 1 ∼ 3, i = 1 ∼ 18)6 are uniquely determined. They are
listed in the table 1 in the Appendix A.
From the above, The validity of our method is confirmed by the demonstration. We
note that the basis by the eta quotients are not orthogonal to each other. To obtain the
orthonormal basis, we have to apply the GramSchmidt orthonormalization. Therefore,
in principle, the orthonormal basis can be constructed. In the Gram-Schmidt orthono-
malization, we have to calculate the Petersson inner products (14). We may calculate
them by the Nelson’s formula [18]. However, it is actually difficult to calculate the inner
product.
5 Applications
We constructed the zero mode solutions of the Dirac operator on a magnetized Riemann
surface of higher genus, Γ0(N)\H˜. In this section, we discuss applications of the result,
especially for extra dimensional models and matrix regularization.
6The index i is assigned in the order of the eta quotients which the q-expansion are shown, e.g.,
i = 1→ [−2, 12, 2, 0]6, i = 2→ [−1, 11, 1, 1]6.
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5.1 Extra dimensional models
As we mentioned in the section 1, the zero mode solutions contribute some parameters
like Yukawa couplings in 4D effective theory. For Yukawa couplings, we have to consider
bosonic fields and their Kaluza-Klein expansion with respect to a suitable Laplacian. In
the following, we focus on scalar eigenfunctions since scalar eigenfunctions of the Laplace
operator can generate vector eigenfunctions [5]. On dimensional reduction, the scalar
eigenfunctions φ with the charge M ′ and the eigenvalue m2 satify
−gαβDαDβφ = m2φ,
where Dα = ∂α− iM ′Aα is the U(1) gauge covariant derivative. From the selection of the
gauge background (10), when we consider a scalar field φ with the charge M ′,
−gαβDαDβφ = −2gzz¯Dz¯Dzφ− gz¯z [Dz, Dz¯]φ
= −2gzz¯Dz¯Dzφ− M
′Q
2
φ
=
[
−y2 (∂2x + ∂2y)+ iM ′Qy∂x + (M ′Q)24
]
φ
=
[
∆M ′Q +
(M ′Q)2
4
]
φ, (15)
where ∆M ′Q := −y2
(
∂2x + ∂
2
y
)
+iM ′Qy∂x is the hyperbolic Laplacian of weightM
′Q. The
lowest mode has the tachyonic mass coming from the negative curvature of a Riemann
surface of higher genus. Actually, the lowest eigenvalue of ∆M ′Q is
M ′Q
2
(1 − M ′Q
2
) (c.f.,
Ref. [19]). Such a mode can be obtained by solving Dzφ = 0 since the second line of
eq. (15) and −2gzz¯Dz¯Dz is positive semi-definite. Based on our discussion for fermions,
the solution of Dzφ = 0 is in SM ′Q (Γ0(N)), and we have already constructed. Therefore,
Yukawa couplings and more general n-point couplings can be calculated by the overlap
integrals (c.f., [20]) that are described by the Petersson inner product of some combinations
of eta quotients. The formula by Ichino [21] may be useful, and the author of Ref. [22]
attempted to calculate the Ichino’s formula from a numerical approach. However, it is
still difficult to obtain explicit values.
5.2 Matrix regularization
Let f be a function on a Riemann surface of higher genus, Γ0(N)\H˜. The matrix regu-
larization of f into a n× n matrix Tn(f) is defined by
17
Tn(f)IJ =
∫
Γ0(N)\H˜
wψ†J · fψI ,
where · describes the contraction of spinor indices, w is the volume form (same with the
symplectic form since we consider a two dimensional manifold) and {ψI | I = 1, 2, . . . , n}
is an orthonomal basis of the zero mode solutions of a Dirac operator in a U(1) gauge
background. From our result, such basis can be generated by the eta quotients and
their GramSchmidt orthonormalization. As a target of matrix regularization, we are
interested in the basis of function space on Γ0(N)\H˜. They are obtained by the spectral
decomposition of L2
(
Γ0(N)\H˜
)
with respect to the hyperbolic Laplacian of weight 0,
∆0, since typical target functions of matrix regularization are scalar fields with charge 0.
The eigenfunctions of ∆0 are called Maass forms, which transform like automorphic forms
but not holomorphic functions. Since
(
1 1
0 1
)
∈ Γ0(N), the Maass forms fM should be
fM =
∞∑
n=1
an
√
yKiR(2πny)e
2piinx,
whereKα(·) is the second modified Bessel function with the parameter α and R is the spec-
tral parameter characterizing the eigenvalue of ∆0 as
1
4
+R2. From the above, we expect
that the target functions are e2piix and
√
yKiR(2πy) if we refer the matrix regularization
on T 2 (c.f., Ref. [4]). The spectral parameter R may play a role of a quantum number,
c.f., the orbit angular momentum for spherical harmonics for matrix regularization on S2.
6 Conclusion and discussion
In this paper, we have studied the zero mode system of a Dirac operator on a magnetized
Riemann surface of higher genus as the quotient Γ0(N)\H˜. In section 3, we mentioned the
realization of chiral fermions. In addition, we note that the zero mode solutions should
be cusp forms Sk (Γ0(N)). In section 4, we presented a method to construct the basis
of Sk (Γ0(N)) by eta quotients and restricting the level N . To confirm the method, we
demonstrated for S2 (Γ0(35)) , S4 (Γ0(35)) and S6 (Γ0(35)) in subsection 4.2. In section 5,
we discussed extra dimensional models and matrix regularization as applications of our
result.
We mentioned Yukawa couplings in section 5.1. On the other hand, in the context
of Modular flavor symmetry (e.g., Ref. [23]), Yukawa couplings are described by linear
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combinations of the Dedekind η-function and its derivative. Therefore, our method and
result may be compatible with such a context.
In this paper, we selected Γ0(35) as an example. In fact, it is important to be able
to generate enough eta quotients. In that sense, it may be possible to relax the guiding
principles in the subsection 4.2. For example, Γ0(30)
7 satisfies the guiding principles,
except the first one. We may extend the scope of our method since there are several
works for such a direction (e.g., Ref. [7]).
On the other hand, quotient manifolds Γ0(N)\H˜ include surfaces with genus 0 and
1. Our method can be extended to such cases if enough eta quotients can be gener-
ated. Zero mode solutions for magnetized sphere and magnetized torus have been already
known [5,6]. Especially in the case of magnetized torus, there are several phenomenologi-
cal discussions (e.g., Ref. [24]). We are also interested in the difference between them and
our model.
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Appendix
A Explicit q-expansions and coefficients
In the following, we show the q-expansions of the linear independent eta quotients in
S2 (Γ0(35)) , S4 (Γ0(35)).
• S2 (Γ0(35))
[0, 2, 2, 0]2
= q − 2q6 − 2q8 − q11 + 4q13 − q15 + 2q16
+ 2q18 + 2q20 + q21 + 2q22 − 4q23 + q25 +O (q26) ,
[1, 1, 1, 1]2
= q2 − q3 − q4 + q8 + q9 + q10 + q11 − 2q12 + q13 − q14 − q15 − 3q16
− q17 + q18 + 2q19 − q20 + q21 − 2q23 + 4q24 +O (q26) ,
7Γ0(30)\H˜ has the same genus, g = 3, with Γ0(35)\H˜.
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[2, 0, 0, 2]2
= q3 − 2q4 − q5 + 2q6 + q7 + 2q8 − 2q9 − 2q11 − 2q12 + q13 + 2q16
+ 3q17 − 2q18 + 2q19 − 2q22 − 2q23 +O (q26) .
• S4 (Γ0(35))
[−1, 5, 5,−1]4
= q + q2 + 2q3 + 3q4 + 5q5 + 2q6 + 6q7 + 2q9 − 5q10 − 3q11 − 19q12 + 2q13 − 24q14
− 10q15 − 19q16 + q17 − 38q18 + 15q19 − 35q20 + 12q21 − 3q22 + 12q23
− 25q24 + 80q25 +O (q26) ,
[0, 4, 4, 0]4
= q2 − 4q7 − 4q9 + 2q12 + 16q14 + 2q16 + 8q17 − 8q19 − 8q21 − 5q22 + 8q23 − 32q24 +O (q26) ,
[1, 3, 3, 1]4
= q3 − q4 − q5 − 2q8 + 3q9 + q10 + 3q11 + 3q12 − 3q13 + 2q15 − 9q16 − 12q17 + 4q18
− 5q19 + 7q20 + 12q22 + 8q23 + 5q24 − 11q25 +O (q26) ,
[2, 2, 2, 2]4
= q4 − 2q5 − q6 + 2q7 + q8 + 2q10 − 2q12 − 2q13 − 8q14 + 4q15 + q16 + q18 + 10q19
+ 9q20 + 4q21 − 11q22 − 6q23 − 4q24 − 22q25 +O (q26) ,
[3, 1, 1, 3]4
= q5 − 3q6 + 5q8 − q10 − 4q11 − q12 − 2q13 + 3q15 + 10q16 + q17 − q18 − q19 − 12q20
+ 7q21 − 13q22 − 10q23 + q24 + 11q25 +O (q26) ,
[4, 0, 0, 4]4
= q6 − 4q7 + 2q8 + 8q9 − 5q10 − 4q11 − 10q12 + 8q13 + 9q14 + 14q16 − 16q17 − 10q18
− 4q19 − 8q21 + 14q22 + 20q23 + 2q24 +O (q26) ,
[4, 4, 0, 0]4
= q − 4q2 + 2q3 + 8q4 − 5q5 − 8q6 + 6q7 − 23q9 + 20q10 + 32q11 + 16q12 − 38q13
− 24q14 − 10q15 − 64q16 + 26q17 + 92q18 + 100q19 − 40q20 + 12q21 − 128q22
− 78q23 + 25q25 +O (q26) ,
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[5,−1,−1, 5]4
= q7 − 5q8 + 5q9 + 10q10 − 15q11 − 5q12 − 10q13 + 31q14 + 20q15 − 30q16 + 15q17 − 75q18
+ 25q19 + 50q20 + 2q21 + 25q22 − 80q23 + 105q24 − 55q25 +O (q26) .
• S6 (Γ0(35))
[−2, 12, 2, 0]6
= q3 + 2q4 + 5q5 + 10q6 + 20q7 + 24q8 + 41q9 + 48q10 + 61q11 + 50q12 + 83q13
+ 40q14 + 67q15 + 8q16 + 44q17 − 92q18 + 7q19 − 226q20 − 80q21 − 304q22 − 144q23
− 510q24 − 36q25 +O (q26) ,
[−1, 11, 1, 1]6
= q4 + q5 + 2q6 + 3q7 + 5q8 − 4q9 − 8q11 − 12q12 − 27q13 + 6q14 − 26q15 + 4q16 − 9q17
+ 31q18 − 23q19 + 67q20 − 12q21 + 93q22 + 54q23 + 53q24 − 18q25 +O (q26) ,
[0, 10, 0, 2]6
= q5 − 10q10 + 35q15 − 30q20 − 105q25 +O (q26) ,
[1, 5, 5, 1]6
= q4 − q5 − q6 − 4q9 + 5q10 + q11 + 5q12 + 5q13 − 5q15 + 9q16 − 25q17 − 25q18 + 9q19
− 15q20 + 25q22 + 35q23 + 25q24 + 55q25 +O (q26) ,
[2, 4, 4, 2]6
= q5 − 2q6 − q7 + 2q8 + q9 − 2q10 + 6q11 − 2q13 − 2q14 − 13q15 + 6q17 − 10q18 − q19
+ 42q20 + 4q21 + 16q22 − 10q23 − 6q24 − 25q25 +O (q26) ,
[3, 3, 3, 3]6
= q6 − 3q7 + 5q9 − 3q11 + 2q12 − 3q13 − 6q14 − 6q16 + 21q17 + 9q18 − 6q19 + 12q21
− 15q22 − 27q23 − 38q24 +O (q26) ,
21
[3, 7, 3,−1]6
= q − 3q2 + 5q4 − 7q6 + 14q7 − 3q8 − 26q9 + 8q11 + 7q12 + 21q13 + 28q14 + 38q16
− 119q17 − 69q18 + 14q19 − 56q21 + 116q22 + 186q23 + 112q24 + 25q25 +O (q26) ,
[4, 6, 2, 0]6
= q2 − 4q3 + 2q4 + 8q5 − 5q6 − 10q7 + 14q8 − 6q9 − 31q10 + 26q11 + 31q12 + 18q13
− 20q14 − 14q15 − 38q16 − 36q17 − 82q18 + 70q19 + 176q20 + 40q21 + 51q22 − 92q23
+ 45q24 − 200q25 + O (q26) ,
[5, 5, 1, 1]6
= q3 − 5q4 + 5q5 + 10q6 − 15q7 − 11q8 + 20q9 − q10 − 30q11 + 50q12 + 34q13 − 30q14
− 94q15 − 20q16 + 44q17 − 15q18 + 105q19 + 166q20 + 60q21 − 269q22 − 130q23
− 265q24 + 90q25 + O (q26) ,
[6, 0, 6, 0]6
= q2 − 6q3 + 9q4 + 10q5 − 30q6 + 11q8 + 36q9 + 36q10 − 124q11 − 42q12 + 126q13
+ 49q14 + 24q15 − 243q16 − 76q17 + 441q18 − 18q19 − 56q20 − 294q21
− 360q22 + 568q23 − 6q24 − 180q25 +O (q26) ,
[6, 4, 0, 2]6
= q4 − 6q5 + 9q6 + 10q7 − 30q8 − 4q9 + 35q10 + 6q11 − 40q12 + 50q13 + 20q14
− 110q15 − 101q16 + 110q17 + 220q18 − 86q19 + 130q20 − 40q21 − 390q22
− 380q23 + 200q24 + 430q25 +O (q26) ,
[7,−1,−1, 7]6
= q10 − 7q11 + 14q12 + 7q13 − 49q14 + 22q15 + 28q16 + 56q17 − 49q18 − 168q19 + 128q20
− 49q21 + 217q22 + 105q23 − 350q24 − 18q25 +O (q26) ,
22
[7,−1, 5, 1]6
= q3 − 7q4 + 14q5 + 7q6 − 49q7 + 22q8 + 28q9 + 50q10 − 7q11 − 252q12 + 86q13
+ 245q14 + 85q15 − 63q16 − 677q17 + 213q18 + 882q19 − 180q20 − 245q21 − 1307q22
+ 173q23 + 2320q24 − 305q25 +O (q26) ,
[7, 3,−1, 3]6
= q5 − 7q6 + 14q7 + 7q8 − 49q9 + 18q10 + 56q11 − 77q13 + 28q14 + 42q15 − 175q16
+ 21q17 + 315q18 + 224q19 − 478q20 − 56q21 − 119q22 − 560q23 + 469q24 + 1050q25 +O (q26) ,
[8,−2,−2, 8]6
= q11 − 8q12 + 20q13 − 70q15 + 66q16 + 40q17 + 42q18 − 141q19 − 260q20 + 441q21
− 68q22 + 342q23 − 170q24 − 1105q25 +O (q26) ,
[10, 0, 2, 0]6
= q − 10q2 + 35q3 − 30q4 − 105q5 + 238q6 − 262q8 − 145q9 + 70q10 + 1114q11 − 560q12
− 1071q13 − 196q15 + 2502q16 + 140q17 − 2078q18 − 735q19 − 868q20 + 2401q21
+ 1012q22 − 2684q23 + 2100q24 + 501q25 − 1638 +O (q26) ,
[11,−1, 1, 1]6
= q2 − 11q3 + 44q4 − 55q5 − 110q6 + 375q7 − 154q8 − 419q9 + 11q10 + 341q11 + 1718q12
− 2124q13 − 1651q14 + 1309q15 + 417q16 + 5844q17 − 4324q18 − 5733q19 − 76q20
+ 901q21 + 15185q22 − 7372q23 − 10091q24 + 3510q25 +O (q26) ,
[12,−2, 0, 2]6
= q3 − 12q4 + 54q5 − 88q6 − 99q7 + 542q8 − 442q9 − 540q10 + 418q11 + 638q12
+ 2141q13 − 5000q14 − 1235q15 + 4852q16 + 583q17 + 9078q18 − 16898q19 − 7870q20
+ 10000q21 + 7018q22 + 36438q23 − 50000q24 − 21295q25 +O (q26) .
23
α1,i α2,i α3,i β1,i β2,i β3,i
i=1 0 0 0 0 0 0
2 5
343
0 0 − 10
2401
0 0
3 0 5
343
0 100
2401
− 10
2401
0
4 − 16
175
0 1
175
− 43
1225
4
245
− 2
1225
5 22
175
− 16
175
− 2
175
66
1225
− 83
1225
24
1225
6 7
25
22
175
− 19
175
157
1225
6
1225
− 11
175
7 94
8575
1
175
16
8575
292
60025
37
60025
18
60025
8 − 27
1125
− 151
8575
− 51
8575
− 61
8575
− 293
60025
− 13
60025
9 − 468
8575
− 27
1225
− 117
8575
− 2049
60025
253
60025
− 361
60025
10 1156
8575
303
4900
183
4900
15987
240100
16
8575
439
34300
11 −311
490
−1691
4900
− 43
140
−1831
6860
− 2799
17150
13
6860
12 − 169
2450
− 194
6125
− 1
70
− 577
17150
− 289
85750
− 31
8575
13 − 377
2450
− 1391
17150
− 104
1225
− 3956
60025
− 3973
120050
− 449
17150
14 − 377
2450
− 199
2450
− 104
1225
− 568
8575
− 81
2450
− 449
17150
15 1083
12250
1489
24500
1119
24500
7813
171500
243
12250
2097
171500
16 − 94
8575
− 1
175
− 16
8575
− 292
60025
− 37
60025
− 18
60025
17 1
70
398
42875
123
17150
23
3430
2363
600250
104
60025
18 212
42875
71
24500
457
171500
2739
1200500
324
300125
941
1200500
Table 1: The coefficients of linear combinations with respect to the eta quotients
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