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Abstract
The purpose of this project is to detect the fraudulent transactions made by credit cards
by the use of machine learning techniques, to stop fraudsters from the unauthorized
usage of customers’ accounts. The increase of credit card fraud is growing rapidly
worldwide, which is the reason actions should be taken to stop fraudsters. Putting a limit
for those actions would have a positive impact on the customers as their money would be
recovered and retrieved back into their accounts and they won’t be charged for items or
services that were not purchased by them which is the main goal of the project. Detection
of the fraudulent transactions will be made by using three machine learning techniques
KNN, SVM and Logistic Regression, those models will be used on a credit card
transaction dataset.
Keywords: Credit Card Fraud Detection, Fraud Detection, Fraudulent Transactions, KNearest Neighbors, Support Vector Machine, Logistic Regression, NaïveBayes
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Chapter 1
1.1 Introduction
With the increase of people using credit cards in their daily lives, credit card companies
should take special care in the security and safety of the customers. According to (Credit
card statistics 2021) the number of people using credit cards around the world was 2.8
billion in 2019, in addition 70% of those users own a single card at least.
Reports of Credit card fraud in the US rose by 44.7% from 271,927 in 2019 to 393,207
reports in 2020. There are two kinds of credit card fraud, the first one is by having a credit
card account opened under your name by an identity thief, reports of this fraudulent
behavior increased 48% from 2019 to 2020. The second type is by an identity thief uses
an existing account that you created, and it’s usually done by stealing the information of
the credit card, reports on this type of fraud increased 9% from 2019 to 2020 (Daly, 2021).
Those statistics caught my attention as the numbers are increasing drastically and rapidly
throughout the years, which gave me the motive to try to resolve the issue analytically by
using different machine learning methods to detect the credit card fraudulent transactions
within numerous transactions.

1.2 Project goals
The main aim of this project is the detection of credit card fraudulent transactions, as it’s
important to figure out the fraudulent transactions so that customers don’t get charged for
the purchase of products that they didn’t buy. The detection of the credit card fraudulent
transactions will be performed with multiple ML techniques then a comparison will be
made between the outcomes and results of each technique to find the best and most
suited model in the detection of the credit card transaction that are fraudulent, graphs and
numbers will be provided as well. In addition, exploring previous literatures and different
techniques used to distinguish the fraud within a dataset.
Research question: What is the most suited machine learning model in the detection of
fraudulent credit card transactions?
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1.3 Research Methodology
1.4.1 CRISP-DM
I believe that taking the route of CRISP-DM will ease obtaining efficient and elite results,
as it takes the project into the whole journey, starting by understanding the business and
data, preparing the data then modeling it and finally evaluate the model to make sure it’s
performing well.

Phase 1: Business Understanding
As stated before credit card fraud is increasing drastically every year, many people are
facing the problem of having their credits breached by those fraudulent people, which is
impacting their daily lives, as payments using a credit card is similar to taking a loan. If
the problem is not solved many people will have large amounts of loans that they cannot
pay back which will make them face a hard life, and they won’t be able to afford necessary
products, in the long run not being able to pay back the amount might lead to them going
to jail. Basically, the problem proposed is the detection of the credit card fraudulent
transactions made by fraudsters to stop those breaches and to ensure customers
security.
Business Objective: Identification of fraudulent transaction to prohibit deduction from
effected customers’ accounts.
Phase 2: Data Understanding
In the Data understanding phase, it was critical to obtain a high-quality dataset as the
model is based on it, the dataset was explored by taking a closer look into it which gave
the knowledge needed to confirm the quality of the dataset, additionally to reading the
description of the whole dataset and each attribute. It’s also important to have a dataset
that contains several mixed transaction types “Fraudulent and real” and a class to clarify
the type of transaction, finally, identifiers to clarify the reason behind the classification of

2

the transaction type. I made sure to follow all of those points during the search for the
most suited dataset.
Phase 3: Data Preparation
After choosing the most suited dataset the preparation phase begins, the preparation of
the dataset includes selecting the wanted attributes or variables, cleaning it by excluding
Null rows, deleting duplicated variables, treating outlier if necessary, in addition to
transforming data types to the wanted type, data merging can be performed as well where
two or more attributes get merged. All those alterations lead to the wanted result which is
to make the data ready to be modeled.
The dataset chosen for this project didn’t need to go through all of the alterations
mentioned earlier, as there were no missing nor duplicated variables, there was no
merging needed as well. But there was some changing in the types of the data to be able
to create graphs, in addition to using the application Sublime Text to be able to insert the
data into Weka and perform analysis, as it needed to be altered.

Phase 4: Modeling
Four machine learning models were created in the modeling phase, KNN, SVM, Logistic
Regression and Naïve Bayes. A comparison of the results will be presented later in the
paper to know which technique is most suited in the credit card fraudulent transactions
detection. The dataset is sectioned into a ratio of 70:30, the training set will be the 70%
and remaining set will be the testing set which is the 30%. The four models were created
using Weka and only two in R, KNN and Naïve Bayes. Visualizations will be provided
from both tools.

Phase 5: Evaluation and Deployment
The final phase will show evaluations of the models by presenting their efficiency, the
accuracies of the models will be presented in addition to any comment observed, to find
the best and most suited model for detecting the fraud transactions made by credit card.
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Chapter 2: Literature Review
2.1 Introduction
It is essential for credit card companies to establish credit card transactions that
fraudulent from transactions that are non-fraudulent, so that their customers’ accounts
won’t get affected and charged for products that the customers didn’t buy (Maniraj et al.,
2019). There are many financial Companies and institutions that lose massive amounts
of money because of fraud and fraudsters that are seeking different approaches
continuously to violate the rules and commit illegal actions; therefore, systems of fraud
detection are essential for all banks that issue credit cards to decrease their losses
(Zareapoor et al., 2012). There are multiple methods used to detect fraudulent behaviors
such as Neural Network (NN), Decision Trees, K-Nearest Neighbor algorithms, and
Support Vector Machines (SVM). Those ML methods can either be applied independently
or can be used collectively with the addition of ensemble or meta-learning techniques to
develop classifiers (Zareapoor et al., 2012).

2.2 Literature Review
Zareapoor and his research team used multiple techniques to determine the best
performing model in detecting fraudulent transactions, which was established using the
accuracy of the model, the speed in detecting and the cost. The models used were Neural
Network, Bayesian Network, SVM, KNN and more. The comparison table provided in the
research paper showed that Bayesian Network was very fast in finding the transactions
that are fraudulent, with high accuracy. The NN performed well as well as the detection
was fast, with a medium accuracy. KNN’s speed was good with a medium accuracy, and
finally SVM scored one of the lower scores, as the speed was low, and the accuracy was
medium. As for the cost All models built were expansive (Zareapoor et al., 2012).
The model used by Alenzi and Aljehane to detect fraud in credit cards was Logistic
Regression, their model scored 97.2% in accuracy, 97% sensitivity and 2.8% Error Rate.
A comparison was performed between their model and two other classifier which are
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Voting Classifier and KNN. VC scored 90% in accuracy, 88% sensitivity and 10% error
rate, as for KNN where k = 1:10, the accuracy of the model was 93%, the sensitivity 94%
and 7% for the error rate (Alenzi & Aljehane, 2020).
Manirajs team built a model that can recognize if any new transaction is fraud or nonfraud, their goal was to get 100% in the detection of fraudulent transactions in addition to
trying to minimize the incorrectly classified fraud instances. Their model has performed
well as they were able to get 99.7% of the fraudulent transactions (Maniraj et al., 2019).
The classification approach used by Dheepa and Dhanapal was the behavior-based
classification approach, by using Support Vector Machine, where the behavioral patterns
of the customers were analyzed to distinguish credit card fraud, such as the amount, date,
time, place, and frequency of card usage. The accuracy achieved by their approach was
more than 80% (Dheepa & Dhanapal, 2012).
Mailini and Pushpa proposed using KNN and Outlier detection in identifying credit card
fraud, the authors found after performing their model over sampled data, that the most
suited method in detecting and determining target instance anomaly is KNN which
showed that its most suited in the detection of fraud with the memory limitation. As for
Outlier detection the computation and memory required for the credit card fraud detection
is much less in addition to its working faster and better in online large datasets. But their
work and results showed that KNN was more accurate and efficient (Malini & Pushpa,
2017).
Maes and his team proposed using Bayesian and Neural Network in the credit card fraud
detection. Their results showed that Bayesian performance is 8% more effective in
detecting fraud than ANN, which means that in some cases BBN detects 8% more of the
fraudulent transactions. In addition to the Learning times, ANN can go up to several hours
whereas BBN takes only 20 minutes (Maes et al., 2002).
The team of Awoyemi compared the usage of three ML techniques in the detection of
credit card fraud, the first is KNN, the second is Naïve Bayes and the third is Logistic
Regression. They sampled different distributions to view the various outcomes. The top
Accuracy of the 10:90 distribution is Naïve Bayes with 97.5%, then KNN with 97.1%,
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Logistic regression performed poorly as the accuracy is 36.4%. Another distribution that
was viewed is 34:66, KNN topped the chart with a slight increase in the accuracy 97.9%,
then Naïve Bayes with 97.6%, Logistic Regression performed better in this distribution
as the accuracy raised to 54.8% (Awoyemi et al., 2017).
Jain’s team used several ML techniques to distinguish credit card fraud, three of them are
SVM, ANN and KNN. Then to compare the outcome of each model, they calculated the
true positive (TP), false negative (FN), false positive (FP), and true negative (TN)
generated. ANN scored 99.71% accuracy, 99.68% precision, and 0.12% false alarm rate.
SVM accuracy is 94.65%, 85.45% for the precision, and 5.2% false alarm rate. and finally,
the accuracy of KNN is 97.15%, precision is 96.84% and the false alarm rate is 2.88%
(Jain et al., 2019).
Gupta’s team worked on implementing an automated model that uses various ML
techniques to detect fraudulent instances that are related economically to users but is
specializing more in credit card transactions, according to Gupta and his team Out of all
the techniques that they used Naïve Bayes had an outstanding performance in
distinguishing fraudulent transactions as the accuracy of it was 80.4% and the area under
the curve is 96.3% (Gupta et al., 2021).
Adepoju and his team used all of the ML methods that are used in this paper, Logistic
Regression , (SVM) Support Vector Machine, Naive Bayes, and (KNN) K-Nearest
Neighbor, those methods were used on distorted credit card fraud data. The accuracies
scored by all the models were 99.07% for Logistic Regression, Naïve Bayes scored
95.98%, 96.91% for K-nearest neighbor, and the last model (SVM) Support Vector
Machine scored 97.53% (Adepoju et al., 2019).
Safa and Ganga investigated how well Logistic Regression, (KNN) K-nearest neighbor,
and Naïve Bayes work on exceptionally distorted credit card dataset, they implanted their
work on Python where the best method was selected using evaluation. The accuracies
result of their model for Naïve Bayes is 83%, 97.69% for Logistic regression and in last
place K-nearest neighbor with 54.86% (Safa & Ganga, 2019).
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The team of Varmedja used multiple machine learning algorithms in their paper such as
Logistic Regression, Multilayer Perception, Random Forest, and Naïve Bayes. As the
dataset was quite very unbalanced Varmedja and his team SMOTE technique to
oversample, feature selection, in addition to sectioning the data into a training section and
a testing data section. The best scoring model during the experiment is Random Forest
with 99.96%, with not many difference the model in second place is Multilayer Perceptron
with 99.93%, in third place is Naïve bayes with 99.23% and in last place is Logistic
regression with 97.46% (Varmedja et al., 2019).
The system to detect credit card fraud that was introduced by Sailusha and his team to
detect fraudulent activities. The algorithms used in their model is adaboost and Random
Forest, which scored the accuracy 93.99% and the accuracy of adaboost is 99.90% which
shows that it did better than Random Forest in term of accuracy (Sailusha et al.).
The paper of Kiran and his team presents Naïve Bayes (NB) improved (KNN) K-Nearest
Neighbor method for Fraud Detection of Credit Card which is (NBKNN) in short format.
The outcome of the experiment illustrates the difference in the process of each classifier
on the same dataset. Naïve bayes performed better than K-nearest neighbor as it scored
an accuracy of 95% while KNN scored 90% (Kiran et al., 2018).
Najdat and his team’s approach in detecting fraudulent transactions is (BiLSTM) BiLSTMMaxPooling-BiGRU- MaxPooling, this approach is established upon bidirectional Long
short-term memory in addition to (BiGRU) bidirectional Gated recurrent unit. In addition,
the group decided to go for six ML classifiers, which are Voting, Adaboost, Random
Forest, Decision Tree, Naïve bayes, and Logistic Regression. K-nearest neighbor scored
an accuracy of 99.13%, and logistic regression scored 96.27%, Decision tree scored
96.40% and Naïve bayes scored 96.98% (Najadat et al., 2020).
The paper of Saheed and his group focuses on detection of Credit Card Fraud with the
use of (GA) Genetic Algorithm as a feature selection technique. In feature selection the
data is splitted in two parts first priority features and second priority features, and the ML
techniques that the group used are The Naïve Bayes (NB), Random Forest (RF) and
(SVM) Support Vector Machine. Naïve bayes scored 94.3%, SVM scored 96.3%, and
Random Forest scored 96.40% which is the highest accuracy (Saheed et al., 2020).
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The work of Itoo and his group uses three different ML methods the first is logistic
regression, the second is Naïve bayes and the last one is K-nearest neighbors. Itoo and
his group recorded the work and comparative analysis, their work is implemented on
python. Logistic regression accuracy is 91.2%, Naïve bayes accuracy is 85.4% and Knearest neighbor is last with an accuracy of 66.9% (Itoo et al., 2020).
The team of Tanouz proposed working on various ML based classification algorithms, like
Naïve Bayes, Logistic Regression, Random Forest, and Decision Tree in handling
datasets that are strongly imbalanced, in addition their research will have the calculations
of five measures the first is accuracy, the second is precision, the third is recall, the fourth
is confusion matrix, and the last one is Roc-auc score. 95.16% is the score of both Logistic
Regression and Naïve Bayes, 96.77% is the score for random forest, for the last model
Decision Tree scored 91.12% (Tanouz et al., 2021).
Dighe and his team used KNN, Naïve Bayes, Logistic Regression and Neural Network,
Multi-Layers Perceptron and Decision Tree in their work, then evaluated the results in
terms of numerous accuracy metrics. Out of all the models created the best performing
one is KNN which scored 99.13%, then in second place Naïve Bayes which scored
96.98%, the third best performing model 96.40% and in last place is logistic regression
with 96.27% (Dighe et al., 2018).
The paper of Bhanusri and his team implemented multiple ML techniques on an
unbalanced dataset. The ML methods used are logistic regression, naïve bayes, and
random forest to explain the relation of fraud and credit card. Their conclusion of the
project presents the best classifier by training and testing supervised techniques in term
of their work. The logistic regression model scored 99.8% accuracy, random forest scored
100% and 90.8% is scored by naïve bayes.
Sahin and Duman used four Support Vector Machine methods in detecting credit card
fraud. SVM) Support Vector Machine with RBF, Polynomial, Sigmoid, and Linear Kernel,
all models scored 99.87% in the training model and 83.02% in the testing part of the
model (Sahin & Duman, 2011).
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2.3 Literature Review Conclusion
Throughout the search I found that there were many models created by other researchers
which have proven that people have been trying to solve the credit card fraud problem. I
found that Najdat Team used an approach that is established upon bidirectional
long/short-term memory in building their model, other researchers have tried different
data splitting ratios to generate different accuracies. The team of Sahin and Duman used
different Support Vector Machine methods which are (SVM) Support Vector Machine with
RBF, Polynomial, Sigmoid, and Linear Kernel.
The lowest accuracy of the four models that will be studied in this research, is 54.86% for
KNN and 36.40% for logistic Regression which were scored by Awoyemi and his team,
as for Naïve Bayes the lowest accuracy was scored by Gupta and his team which is
80.4% and finally, SVM the lowest score was 94.65% and it was scored by Jain’s team.
To determine the best model out of the four models that will be studied through the
research, the average of the best three accuracies of each model will be calculated, the
average of the accuracy of KNN is 98.72%, the average of logistic regression is 98.11%,
98.85% for Naïve bayes and 96.16% for Support Vector Machine. So, for the best
performing credit card fraud detecting model within the Literature review is the Logistic
Regression model.
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Chapter 3: Project Description
3.1 Introduction
In order to accomplish the objective and goal of the project which is to find the most
suited model to detect credit card fraud several steps need to be taken. Finding the most
suited data and preparing/preprocessing are the first and second steps, after making sure
that the data is ready the modeling phase starts, where 4 models are created, K-Nearest
Neighbor (KNN) , Naïve Bayes, SVM and the last one is Logistic Regression. In the KNN
model two Ks were chosen K=3 and K=7. All models were created in both R and Weka
programs expect SVM which was created in Weka only, in addition all visualizations are
taken from both applications.

3.2 Data Source
The dataset was retrieved from an open-source website, Kaggle.com. it contains data of
transactions that were made in 2013 by credit card users in Europe, in two days only. The
dataset consists of 31 attributes, 284,808 rows. 28 attributes are numeric variables that
due to confidentiality and privacy of the customers have been transformed using PCA
transformation, the three remaining attributes are “Time” which contains the elapsed
seconds between the first and other transactions of each attribute, “Amount” is the
amount of each transaction, and the final attribute “Class” which contains binary variables
where “1” is a case of fraudulent transaction, and “0” is not as case of fraudulent
transaction.

Dataset Link: https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud
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Chapter 4: Data Analysis
4.1 Data Preparation
The first figure bellow shows the structure of the dataset where all attributes are shown,
with their type, in addition to glimpse of the variables within each attribute, as shown at
the end of the figure the Class type is integer which I needed to change to factor and
identify the 0 as Not Fraud and the 1 as Fraud to ease the process of creating the model
and obtain visualizations

Figure 1 - Dataset Structure
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The second figure shows the distribution of the class, the red bar which contains 284,315
variables represents the non-fraudulent transactions, and the blue bar with 492 variables
represents the fraudulent transactions.

Figure 2 - Class Distribution

4.1.1 Correlation between attributes “Image from R”
The correlations between all the of the attributes within the dataset are presented in the
figure below.

Figure 3 - Correlations
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4.1.2 Attribute with the most fraud
Figure 4 below shows attribute 18 the attribute with the most credit card fraudulent
transactions, the blue line represents the variable 1 which is the fraudulent transactions.

Figure 4 – Variable 18

4.1.3 Attribute with the less fraud
The figure below shows the variable that have the lowest number of fraudulent transactions,
as mentioned earlier the blue line represents the fraudulent instances within the dataset.

Figure 5 - Variable 28
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4.2 Data Preprocessing
As there are no NAs nor duplicated variables, the preparation of the dataset was simple
the first alteration that was made to be able to open the dataset on Weka program is
changing the type of the class attribute from Numeric to Class and identify the class as
{1,0} using the program Sublime Text. Another alteration was made on the type as well
on the R program to be able to create the model and the visualization.

4.3 Data Modeling
After making sure that the data is ready to get modeled the four models were created
using both Weka and R. the model SVM was created using Weka only, as for KNN,
Logistic Regression and NaïveBayes they were created using R and Weka.

4.3.1 KNN
The K-Nearest Neighbor algorithm (KNN) is a supervised ML technique that can be
applied in both scenario instances, classification instances along with regression
instances (Mahesh, 2020).To figure the best KNN model two Ks where used K=3 and
K=7, both are presented with figures from both Weka and R.

14

•

K=3

During the making of the KNN model, I decided to create two models where K=3 and K=7.
Figure 5 shows the model created in R, the model scored an accuracy of 99.83% and
managed to correctly identify 91,719 transactions and missed 155. As for the Weka
program the model scored 99.94% for the accuracy and miss-classified 52 transactions.
As there are different accuracies the average of the accuracies is 99.89%.

Figure 6 - Weka K=3

Figure 7 - RStudio K=3
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•

K=7

There was a slight decrease in the accuracy in the model created in R (Figure 6) as it
scored 99.82% when K is 7, and the model miss classified 166 fraudulent transactions as
nonfraudulent. As for Weka (Figure 7) the accuracy is the same as K=3 99.94% with 52
misclassified transactions, the only difference is within the classifications. The average of
the accuracies is 99.88%

Figure 8 - RStudio K=7

Figure 9 - Weka K=7
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4.3.2 Naïve Bayes
Naïve Bayes is a classification algorithm that consider the being of a certain trait within a
class is unrelated to the being of any different feature, the main use of it is for clustering
and classifications, depending on the conditional probability of happening (Mahesh,
2020).
The second model created by R is Naïve Bayes, figure 9 shows the performance of the
model, it scored an accuracy of 97.77% and misclassified a total of 2,051 transactions,
33 fraudulent as nonfraudulent and 2018 nonfraudulent as fraudulent. There is a slight
difference in the accuracy of the Naïve bayes model created within Weka as its 97.73%
and the misclassification instances are 1,938.

Figure 10 - Weka Naïve Bayes

Figure 11 - RStudio Naïve Bayes
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4.3.3 Logistic Regression
Logistic Regression model is statical model where evaluations are formed of the
connection among dependent qualitative variable (binary or binomial logistic regression)
or variable with three values or higher (multinomial logistic regression) and one
independent explanatory variable or higher whether qualitative or quantitative
(Domínguez-Almendros et al., 2011).
The last model created using both R and Weka is Logistic Regression, the model
managed to score and accuracy of 99.92% in R (figure 11) with 70 misclassified
instances, while it scored 99.91% in Weka with 77 misclassified instances as presented
in figure 10.

Figure 12 - Weka Logistic Regression

Figure 13 - RStudio Logistic
Regression
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4.3.4 Support Vector Machine
Support Vector machine is a supervised ML technique with connected learning algorithms
which inspect data used for both classification and regression analyses, it also performs
linear classification, additionally to non-linear classification by creating margins between
the classes, which are created in such a fashion that the space between the margin and
the classes is maximum which minimizes the error of the classification (Mahesh, 2020).
Finally, the model Support Vector Machine as show in figure 12 managed to score
99.94% for the accuracy and misclassified 51 instances.

Figure 14 - Support Vector Machine
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4.4 Evaluation and Deployment
The last stage of the CRISP-DM model is the evaluation and deployment stage, as
presented in table 2 below all models are being compared to each other to figure the best
model in identifying fraudulent credit card transactions.
Accuracy is the overall number of instances that are predicted correctly, accuracies are
represented by confusion matrix where it showed the True Positive (TP), True Negative
(TN), False Positive (FP) and False Negative (FN). True Positive represents the
transactions that are fraudulent and was correctly classified by the model as fraudulent.
True Negative represents the not fraudulent transactions that were correctly predicted by
the model as Not fraudulent. The third rating is False positive which represents the
transaction that are fraudulent but was misclassified as not fraudulent. And finally False
Negative which are the not fraudulent transactions that were identified as fraudulent,
table 1 below shows the confusion matrix.

Actual/Predicted

Positive

Negative

Positive

TP

FN

Negative

FP

TN

Table 1 - Confusion Matrix

The table above shows all the components to calculate an accuracy of a model which is
displayed in the below equation.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
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Model

Accuracy
K=3
K=3

KNN

99.89%

K=7
K=7

99.88%

Naïve Bayes
Naïve Bayes
Naïve Bayes

97.76%

Logistic Regression
Logistic Regression
Logistic Regression
Support Vector Machine

SVM

99.92%
99.94%

Table 2 - Table of Accuracies

Table 2 shows all of the accuracies of all the models that were created in the project, all
models performed well in detecting fraudulent transactions and managed to score high
accuracies. Out of all the models the model that scored the best is Support Vector
Machine as its accuracy is 99.94%, the second best is Logistic Regression, then in third
place is KNN as both Ks scored similar accuracies, and the model that scored the lowest
accuracy out of all models is Naïve Bayes with a score of 97.76%.
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Chapter 5: Conclusion
5.1 Conclusion
In conclusion, the main objective of this project was to find the most suited model in credit
card fraud detection in terms of the machine learning techniques chosen for the project,
and it was met by building the four models and finding the accuracies of them all, the best
model in terms of accuracies is Support Vector Machine which scored 99.94% with only
51 misclassified instances. I believe that using the model will help in decreasing the
amount of credit card fraud and increase the customers satisfaction as it will provide them
with better experience in addition to feeling secure.

5.2 Recommendations
There are many ways to improve the model, such as using it on different datasets with
various sizes, different data types or by changing the data splitting ratio, in addition to
viewing it from different algorithm perspective. An example can be merging telecom data
to calculate the location of people to have better knowledge of the location of the card
owner while his/her credit card is being used, this will ease the detection because if the
card owner is in Dubai and a transaction of his card was made in Abu Dhabi it will easily
be detected as fraud.
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