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Abstract 
 
This thesis describes the development of a new approach to measuring the 
growth of plant roots.  Work on changing the growth patterns of plants by 
the introduction of the right materials into their feed as well as the process of 
genetic manipulation is enhanced by being able to measure the growth of the 
plants roots in real time.  Previous work in doing this has been subject to low 
reliability due in part to the nature of the problem.  Plant root growth rates 
DUHRIWKHRUGHURIǋPSHUVHFRQGDQGWKXVKDYHWREHFDSWXUHGXQGHU
the microscope.  The plant surfaces show low contrast and have few 
predictable features so many methods prove to be inappropriate.  Previous 
work in the measurement made use of the RootFlowRT software that uses a 
combination of a tensor based method and a correspondence method.  
However, the results from these methods have a high level of unreliability.  
The tensor method as applied shows a reliability of less than 10% and work 
carried out in this thesis shows that the correspondence method on its own 
cannot reliably predict the growth rates for large areas in any root.   
 
The work has introduced the use of Scale Space Optical Flow method to 
replace the previous tensor method and this has been shown to have a 
reliability of greater than 30% in almost all cases.  The results of this method 
are then used to refine the search space for the correspondence method and 
again increase the reliability of the measurements.  
 
The validity of the final results using the current method are thus shown to 
be a great improvement on the previous method. For comparison: 
 
Percentage of measurements in the correct direction and size 
 
 RootFlowRT 70% 
 Current method 95% 
 
 
Maximum spread of invalid results 
 RootFlowRT +/-200% in size and 100% in direction 
 Current method +/-10% in size or direction 
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Chapter 1 Introduction  
In the world today the need for more efficient food production has been 
highlighted because of the ever increasing world population and the effects 
of climate change [1]. There is much debate about the correct response to 
the crisis that has arisen but it is clear that a response is needed.  Plant 
biologists have taken the approaches of plant breeding programmes and 
genetic modification to try and match the huge need for improved food 
production efficiency. [2] The ³FAO has expressed deep concern over the 
lack of progress in reducing the number of hungry people in the world, 
which has remained persistently high.´ [3] In order to test the changes the 
plant biologists have introduced, controlled experiments are necessary.  
Many of these will take place in the field, using field trials of new crops.  
Measurement of growth rates of plants over prolonged periods will be 
undertaken.  However, this will also need to be supplemented by work in 
laboratory conditions where controls over climate can be introduced and 
measurements at a microscopic level can be made. In particular the need to 
measure plant root growth is of importance for understanding whether 
experiments to improve plants have worked.  Examples of the importance 
of this work are many, for example the work of Svistoonoff et al [4] looks at 
how deficiencies in phosphates in the soil reduce the growth rate of roots.  
However, work on understanding this growth has enabled them to look at 
how to change plants to continue to grow well in such adverse conditions.  
Much work has been done on measuring root growth.  For example 




Chavarría-Krauser et al [5] have made advances in using image processing 
techniques to measure growth rate specifically to identify curvature in the 
growth.  Particularly important work in the area has been undertaken by 
van der Weele et al [6] in a team led by Tobias Baskin of the Department of 
Biology, University of Massachusetts, Amherst, Massachusetts.  This work 
established the most common method of measurement being used by plant 
biologists in measuring plant root growth; see for example [7][8][9][10].  
The software developed and described in [6] is called RootFlowRT uses a 
combination of a tensor based method and a correspondence technique.  
However, initial work done with this method has shown that it has intrinsic 
problems.  Of major importance in measuring root growth is the rate at 
which the change between new cell production and cell elongation takes 
place.  For example for Arabidopsis thaliana ± a brassica which has seen a 
lot of experimental work ± the growth rate changes from approximately 
5µm per minute in the region near the root tip (cell production region 
known as the quiescent centre) to between 10 and 15µm per minute in the 
elongation zone (further up the root) where the cells begin to expand.  
Initial experiments looking at the results obtained from the RootFlowRT 
software showed that it was commonly producing results that were 
incorrect.  In particular the variance in the results obtained was often of the 
order of 5µm per minute ± thus undermining any real confidence in the 
change that was taking place in the growth rate.  Discussions with Prof 
Baskin revealed that he was also unhappy with the reliability and accuracy 




of the method being used.  It was thus an important motivator for this work 
to determine: 
 What was causing the errors generated in the common current 
method? 
 What approach to measuring the growth of plant roots is best suited 
to their specific characteristics? 
 Whether a method could be developed that is more robust and 
accurate, thus potentially improving the work of the biologists? 
 
The first stage of the current work was thus to look at how measurements 
of motion and other changes are commonly made using automatic means 
and determining what characteristics of the images being measured make 
those techniques suitable.  Then it was possible to identify which methods 
gave the best potential for measuring the particular problem of plant root 
growth.  After this a method of measurement was developed and tested 
using a number of sets of standard images and further a set of artificially 
generated images that contained the same characteristics as those of the 
plants.  Finally the method was tested on plant samples and comparisons 
made to the RootFlowRT method.  During this study answers for all the 
questions given above were found. 
 
A number of techniques have been developed over the recent past and a 
number have become established as valuable tools in a theoretical sense for 
measuring motion in various different ways.  However, many real problems 




remain that need new approaches or adaptations of current approaches.  In 
common spy fiction, moving images are analysed and improved as the 
fictional investigators probe CCTV footage for evidence of terrorist activity.  
The reality is of course far from that presented in these TV series and the 
process of analysing such footage is a real current problem that has yet to 
be answered.  Many techniques can be useful in simple situations but none 
have the general impact needed to make them practically useful in the 
majority of real situations.   
 
Medical data is often now stored in image forms.  One possible use of 
tracking change in this area would be to look at how images produced from 
mammograms change as the breast tissue is subject to changing applied 
force.  Current analysis techniques do not easily find tumours at their 
smallest and new techniques could allow the earlier diagnosis with the 
subsequently increased chance of early intervention leading to improved 
patient survival rates.  Alternatively it is very difficult to differentiate 
between benign and malignant objects merely from the mammogram image 
and physically intrusive tests are often used to confirm diagnosis, even 
when the observed object is benign. Thus improved image analysis 
techniques would potentially reduce the rate of unnecessary physical 
intervention. 
 
Of particular interest in the current work are recent developments have 
produced valuable results in analysing plant roots during their growth using 




other optical means than the common bright field microscope used in [4] ± 
[10] (see for example [11] and [12]).  These experiments use confocal 
microscopes involving focused laser lighting and selective dying of the food 
sources of the plants.  The result is a cross section of the plant as it grows, 
which gives specifically valuable information and for which different 
techniques have proved valuable.  However, this method is very expensive 
and most plant measurements are still done with conventional bright field 
microscopes.  Improving the measurements for this technique thus remains 
a vital requirement. 
 
1.2 Aims and Objectives 
The aim of this work is thus to investigate the following question.  Is it 
possible to develop methods that are efficient in their implementation, 
effective (giving accurate results that extend the usefulness of the 
measurements) and improve on the reliability of the measurements?  This 
question must be answered for low contrast high noise images as found in 
the root growth measurement.  The objectives of the work were thus to: 
 Investigate the methods being used to measure plant growth in 
general 
 Determine the main characteristics of the images of plant roots used 
by biologists 
 Determine a technique or combination of techniques that best match 
these characteristics 




 Test those techniques in controlled conditions where the result is 
known.  This would be done by 
o Generating test images of known changes 
o Using common image sets with known behaviour 
 Test the techniques on sample images of roots which cover the full 
range of data met in real growth measurement situations 




1.3 Structure of the thesis 
Chapter 2 opens by looking in detail at ways in which measuring plant 
growth has been tackled.  It then identifies the techniques described in the 
existing literature on the various methods of analyzing motion using 
images.  Various different techniques have been proposed and this chapter 
identifies the value of these techniques for the problem at hand.  
Chapter 3 looks in more detail at the techniques that have been found to fit 
the identified characteristics of the plant root images.  The images of 
particular interest in the current work are those taken using standard bright 
field microscopes.  Their major characteristics that make them particularly 
challenging to measure are 
 The low level of contrast in the image 
 The lack of any easily identifiable geometric features to base a 
feature tracker on. 




 A surface with repeated but not regular surface structure that leads 
to possible miss matching in the image sequence 
 The low growth rates of most of the samples 
As a result two approaches have been identified as being of most value ± a 
Scale Space Optical Flow method which can yield good levels of reliability on 
sub pixel motion estimation and a block based correspondence technique ± 
which also uses the idea of scale to improve the efficiency of the 
measurement algorithm.  In the experimental stage it was also found that it 
was important to have a good a-priori estimate of growth rate to aid the 
correspondence method in working well.  This is provided by the output of 
the Scale Space Optical Flow method.   
Chapter 4 looks at some of the experiments done to determine the 
effectiveness of the methods chosen.  Some of the common issues faced in 
these methods are also highlighted in Appendix A.  The data in the tests of 
Chapter 4 were generated test image sequences.  A number of common 
PRWLRQVHTXHQFHVVXFKDVWKH³6X]LH´LPDJHVHWDUHFRPPRQO\XVHGWRWHVW
motion measurement.  Some experimental output on a set of such image 
sequences is given in Appendix B. 
 
Chapter 5 provides the experimental data for using the techniques used.  
This data was a set of real plant growth data provided by the School of 
Biological Sciences at the University of Nottingham.  The effectiveness of 
the method proposed in this thesis is also compared to that of the current 




method RootFlowRT and the main reason or the failure of that method is 
identified.   
Chapter 6 summarizes the findings of the thesis and suggests some further 
work which is being implemented.  The work for this thesis has been 
published and a copy of the paper is provided at the end of this thesis. 




Chapter 2 Literature review 
 
2.1 Plant Root Growth and its Measurement 
Before the work of reported in [6] plant root growth was measured in a 
variety of ways.  The earliest systematic ways are non-automated.  The 
plant is germinated on a microscope slide in an aqueous agar solution and 
markers placed on the root.  The measurements are made over long time 
periods so that significant growth can be seen.  In the work of Wu, Ding and 
Zhu [13] for example the measurements took 7 days and were measured 
by ruler.  Even under the microscope the resolution in such measurements 
is not good.   None manual methods have been used, however.  Jiang and 
Staude [14] have reported a method using interferometry.  In their method 
a laser light is focused through the interferometer onto the plant tip.  Plant 
growth will lead to sinusoidal variation in the light received at the output of 
the interferometer (see Figure 2.1).  The size of the variations is dependant 
on the growth rate.  Their reported resolution is down to growth rates down 
to 5 mm per day.  However, the variation in this rate is plus or minus 10 
mm per day.  The main advantage of this process is that instead of the 
seven days reported in the manual measurement this process can produce 
results in a matter of minutes. 





Figure 2.1 The experimental arrangement for the interferometer (from Z. 
JIANG and  W. STAUDE1 1989 [14]) 
 
This approach was an alternative to that proposed by others who had used 
a mechanical technique made using a linear displacement transducer.   This 
work was reported by Meur [15] and Penney et al [16].  The method is 
susceptible to the problem that it takes a long period (many days) to 
produce results but they do once again give a resolution down to 5 mm per 
day. 
 
Typical mechanical techniques are exemplified by the work reported in [17].  
In their experiment the growth rate of leaves was under investigation.  The 




process involved deliberately puncturing the leaves with needles and 
measuring the displacement of the holes produced using a ruler.  The 
resolution of the measurement is thus low (plus or minus 0.5 mm) and 
measurements took between seven and fourteen days.  It is significant to 
note here that as in the other work involving mechanical measurement the 
plant is interfered with and this will have an effect on its behaviour.  
However, this problem still persists with many non contact measurement 
methods. 
2.1.1 Non Contact Optical methods 
The common approach currently adopted by most Plant bio scientists and 
referred to as RootFlowRT by its designers as reported in [6] was built upon 
earlier work of a similar nature.  The most significant work of that group is 
reported by Barron and Liptay in [18] based on the work of Horn and 
Schunck [20], or rather on the refinements by Lucas and Kanade [22] which 
itself was refined by Simoncelli et al [23]. It is useful to note that these 
methods have subsequently been refined further and it is this further 
refinement by Florack et al [24] and Niesen et al 1995 [25] as implemented 
by Niessen et al 1997 [26] that have been used in the current work (see 
chapter 4).  The measurements by Baron and Liptay [18] claimed a 
resolution of 5 microns for images taken every two minutes over a period of 
30 minutes.  The experimental method set the scene for later work.  This 
work measured growth rates down to 20 microns per second with an error 
rate of up to 10 microns per second.  Subsequent improvements in 
available sensor resolution and the reduced cost of imaging systems would 




imply that it would be possible to measure with a greater degree of 
reliability.  
2.1.2 RootFlowRT 
The work reported in [6] which is often referred to as RootFlowRT ±the title 
given to it by its developers - was a combination of two techniques.  The 
first is a measurement using a tensor method implementing the method of 
Barron and Liptay [18].  However, the approach proved of limited value and 
is reported by Jiang as giving only 5% reliability thus placing doubt on the 
work of Barron and Liptay.  They chose instead to use a simple 
correspondence technique to base the major analysis on.  This technique 
involves taking a sequence of images, generally one every ten seconds for a 
period of 90 seconds.  Comparison is then made between blocks in one 
image and a subsequent image in order to find matches.  The block 
matching method is potentially quite simple and effective.  Their 
measurements were claimed to have high reliability (reportedly up to 85%) 
and give resolutions down to plus or minus one micron per second in growth 
rate measurement.  The technique involves growing the roots in an agar 
solution much the same way as many of the previous techniques.  The roots 
are then observed under a standard bright field microscope.  The 
microscope slides are marked at different points in order to provide human 
identifiable registration points for later comparison between different parts 
of the root.  The marking of the plants is thought to have some effect on 
the growth of the roots and the roots must be left for some time to readjust 
before measurements continue.  One problem of the technique seems to be 




that the roots are constrained to grow in a single plane (removing the 
natural out of plane spiral growth patterns normally experienced by plants) 
and are usually observed growing horizontally, rather than vertically, which 
would be the more natural direction for the roots to grow in.  Observations 
DUHPDGHDORQJWKHURRWIURPWKHWLSZKLFKLVUHIHUUHGWRDVWKH³TXLHVFHQW
FHQWUH´DQG LVWKHSRLQWZKHUHPRVWRIWKHQHZFHOOVDUHSURGXFHGWRWKH
area where the growth becomes more constant (and is associated solely 
with elongation of the cells).  Measurements stop when side roots begin to 
be formed as other process start to dominate the growth at this point.   The 
length of root that needs to be measured for the value of the experiments 
at the resolution used (about 4cm of root measured to a resolution of 1 
micron) requires more than one stack of images to be taken.  Registration 
of the stacks is achieved by the use of the external markers referred to 
earlier.  An area of overlap of the order of millimetres is used between the 
slides to ensure that the full section of growth is measured.  For each 
section (or stack) the images are captured of the background and then 
every ten seconds until 9 successive images have been taken.  The stacks 
of images are taken by refocusing on the surface of the root.  This has 
inherent problems as the field of view that is in good focus is limited and 
the level of reflectance varies over the surface.  An example image is shown 
in Figure 2.2.  The correspondence technique used will be described in full 
later in this chapter and the cause of major errors in this technique will be 
discussed later in the thesis (chapter 5).  The technique has been popular 
and a high proportion of plant biologists in addition to its originators use 




RootFlowRT to make their measurements to this day (see for example 
[33]).  This method is also used in the University of Nottingham School of 
Biosciences.  They report using a combination of RootFlowRT for fine 
analysis of growth variation and manual methods that last for periods of 5 
days or more for their measurement.  Private correspondence with one of 
the authors of [33] revealed that use of the RootFlowRT software was 
difficult.  They showed some evidence of not understanding how the 
software worked and as a result had placed unnecessary restrictions on 
their own experiments.  They believe their experience to be common for 
others using the software. [34]  
 
Figure 2.2 a typical root image used in the measurement of root growth.  
Notice that the tip area has a significantly different intensity level from the 
middle of the image and the middle section of the image is in better focus 
(and shows more detail as a result) than the extremes.   





The RootFlowRT software was made available as open source and so it has 
been possible to use it for comparison purposes.  The authors of [35] 
provided the current research with their results from using RootFlowRT as 
well as the image sequences they had used.  Their experiments were 
repeated using RootFlowRT and the technique developed in this thesis.  
Significant differences were found in the initial measurements and so a set 
of experiments were carried out which have shown significant sources of 
error in the results produced by RootFlowRT.  This is discussed further in 
chapter 6.   
 
2.1.3 Measurements Using Confocal Microscopy 
The basic concept behind confocal microscopy is to allow the microscope to 
focus on specific an limited focal planes, deliberately reducing the focal 
depth.  The position of the focal plane can then be varied to obtain images 
at a number of different depths within the target.  The method is explained 
in full in [37].  In plant biology the technique has obvious benefits.  In 
particular for investigating the cellular structure of the roots the focal plane 
can be made to move through the root to obtain a cross-section of the root 
showing the outline of the cells.   
 
Such techniques are more complex to operate and more difficult to set up 
than those using a simple bright field microscope.  They are not, therefore, 
as widely used but provide an interesting new way to approach the 




measurement of not just the root growth of plants but the cell growth 
directly.  The process involves dying the foodstuff of the plants with 
fluorescent dies which show up in the plant.  This also allows the transport 
of the foodstuffs to be viewed.  However, many of the dyes cause the plant 
to expire and are thus no use for measurements of growth.  Work by 
Roberts et al [38] for example has succeeded in measuring growth of 
individual cells.  They report that while the  
³/XFDV.DQDGH IHDWXUH WUDFNHU« ZDVDVRQHZRXOGH[SHFWDFFXUDWH
around resolvable structure. It was not able to track the smaller, 
repetitive cell structure in the root tip and was somewhat prone to 
LGHQWLI\LQJVSXULRXVIHDWXUHV´  [38] 
They thus expand on this method using Bayesian methods and Markov 
random Field modelling.  Of particular concern in their method is the fact 
that smoothing used to remove ambiguities from their results has lowered 
their accuracy. 
Work by Sethuraman et al [39] has used the network snakes approach to 
measure and track the cell growth.  They have concentrated on self 
initialization of the tracking snakes as this is necessary for the automation 
of the process. 
 





Figure 2.3 Showing the result of the network snake assignment algorithm 
(from Sethuraman et al [39]  
 
While they report success in their technique they have not so far published 
results on the accuracy and resolution of their method. 
 
 
2.2 Motion Estimation Background Review 
While the work discussed in section 2.1.2 is an interesting extension of the 
process of measuring plant root growth it is an expensive and complex 
process and one which most plant biologists are currently not using.  They 
are using the RootFlowRT software referred to before but as has also been 
stated this method has been demonstrated to be flawed both in its accuracy 
and reliability.  It is thus useful to review how motion estimation has been 
carried out and identify the specific characteristics of bright field microscope 
images of plant roots that might introduce the problems encountered by 
users of RootFlowRT. 
 




Many approaches to motion estimation have been adopted.  These are 
usually adapted to the type of task they undertake.  A lot of early work was 
done on tracking for the purposes of video compression.  Work has also 
been undertaken for a wide variety of other purposes.  The main techniques 
currently in use for measuring plant growth are differential measurement 
methods or block matching correspondence methods.  The reason that 
these methods have been chosen is related largely to the nature of the 
images.  The images have no reliable feature types for feature recognition.  
There are no edges or significant corners for example in the growth area so 
methods like those of Nistér et al [40] which make use of corner detection.  
Such methods have been particularly successful and can work at frame 
rates of normal video (25 frames per second).  There are features of a low 
contrast and non geometric nature and while these can at times be 
detectable to the human eye they are not generally definable and so cannot 
be located automatically to aid tracking methods.  Other successful methods 
of tracking require clustering of like local areas of images and identify 
features as the boundaries of these clusters.  The method of Heikkila and 
Pietika [41] for example give very good tracking possibilities when working 
with images where the distribution of pixels in the target object are quite 
different from that of its neighbours.  (For further examples of the 
background to these developments see 42][43][44][46][47][48][49][50] 
and [51]) While this would be significantly true for the root outline 
compared to its background the need in the case of root growth 
measurements is particularly to measure the difference of areas within the 




root from one another.  These differences are very small and so not only 
does a measurement method need to be accurate it also has to be reliable 
(have a low standard deviation).  This will be discussed later as it is a 
particular problem with RootFlowRT.   
 
Methods based on Kalman Filters and Markov models could be useful as 
they make use of statistical estimates of the distribution of flows in a given 
region.  However, seeding of these will not be easy to automate.  In the 
Kalman method for example a filter is requires an initial estimate of the 
motion in order to provide the model which is used to modify the future 
measurements.  The initial seeding of the filter would require some form of 
measurement such as derived from a tensor method or some form of 
correspondence method.  However, as will be shown in the experimental 
chapters for the latter methods to work well the initial search space needs 
to be well defined.  The former methods do not give sufficient reliability of 
the measurement to gain a good source for a Kalman filter model.  For an 
example of a Kalman filter in use for estimating motion see [52] (Further 
work with tracking that uses such modeling and segmentation processes are 
found in [53][54][55][56][57][58][59][60][61] and [62]).  The method of 
[52] for example uses a colour modeling method for identifying the features 
being tracked and in itself would be unsuitable as explained above.  The 
grey scale distribution of any region of the root is very similar to any other 
region and so this also makes it impossible to identify any areas to use to 
automate the modeling and tracking process. A further example of use of 




Kalman filters in object tracking can be found in [62] but again this relies on 
colour separation.   
 
The methods that give most opportunity for measuring the root growth 
automatically are thus based around the differential methods and the block 
matching correspondence methods.  It is thus useful to look at how these 
methods have developed.  It is also valuable to note that it is a combination 
of these methods that have been used in RootFlowRT and yet this software 
has significant failings.   
 
2.2.1 Differential methods 
Differential methods have been tried for a long time and there have been a 
significant number of developments that have refined these methods.  The 
first work in this area of real significance is that of Horn and Schunck [20] 
as mentioned earlier in this thesis.  This method and most others make use 
of two general constraint equations.  In words these two constraints can be 
described as the idea that all pixels will move with their nearest neighbours 
and the luminance constraint which is that pixels will have the same 
luminance in subsequent images.  The two constraints lead to the basic 
equations for the method.  These have been described elsewhere and in 
terms of the method used in this work will be given in detail below.  The 
biggest problem found by Horn and Schunck was described by them as the 
³DSHUWXUH SUREOHP´  7KDW LV WKH GLUHFWLRQ RI IORZ RI D SL[HO FDQQRW EH
guaranteed if the whole of the feature to which it belongs is not visible 




within the image.  In the original methods attempts were made to get 
around this by requiring that both the constraints be maintained 
simultaneously.  The process was to find a minimal solution for the 
brightness constraint and then determine the error in the constraint that 
nearest neighbours should move together.  This leads to a requirement that 
the result of the brightness constraint equation be re-satisfied.  A sequence 
of iterations is then undertaken until the error in both sets of measurements 
is minimized. A lot of possible problems arise in this method.  One simple 
practical one is that digital images are just that, digital.  As a result they 
cannot be differentiated without some cost.  The early work in the use of 
the differential methods made use of simple operators such as the Sobel 
operator.  This by nature not frequency limited and so introduces the 
inevitability of producing aliasing.  More recently the use of Wavelets and 
Gaussian differential functions has been tried.  The advantage of these 
functions is that they can be chosen to have more limited bandwidth than 
the Sobel or other simple operators.  Wavelets (such as the Debauchie 9, 7) 
have been used to great effect in the compression of video images.  The 
resultant compressed images from this compression, which is used in the 
JPEG 2000 compression standard is a much less pixilated solution, so that 
even at high levels of compression the images appear to have few artifacts.  
In development of differential based optical flow measurements the 
Gaussian has been preferred as the basis for the differential operator.  This 
has significant advantages for those working with them.  Higher level 
differentials of the Gaussian function can be found by simple multiplication 




and addition to lower level differentials.  This makes the computation 
process both in terms of time taken and memory usage much more 
efficient.  Its proponents (such as Niessen et al [26]) also propose it as a 
suitable system for vision applications because of the similarity of the 
Gaussian function to the processing done by the human front end vision 
system.  This may or may not be a reason for using this but one real 
practical advantage is the flexibility of the Gaussian function being used as 




the effect of stepping backwards (or forwards).  This has the value of 
reducing the effect of high frequency features and allowing more general 
measures to be taken.  It will be shown later that this can be very valuable 
when looking at the particular case of the measurement of plant root 
JURZWK+RZHYHUDWDKLJKYDOXHRIıWKHUHZLOOEHDORZHUUHVROXWLRQDQG
so a means is needed of finding a finer scale measurement as well.  In the 
work in this thesis this has been done by combining the scale space 
differential method with a high resolution correspondence method.  The 
details of this are given in the next chapter on methodology and the 
background literature on correspondence methods is given in the following 
section.   
 




Following on from the work of Horn and Schunck a number of developments 
have been made to improve on the effectiveness of these methods.  One of 
the major approaches was proposed by Lucas and Kanade [22] as stated 
earlier.  This method is particularly of note because it uses the assumption 
that flow is basically constant in a given area.  This can introduce problems 
when a significant variation in local flow is concerned and in many areas it 
breaks down.  With the low contrast images in use in the current work this 
method has not given any more significantly reliable results than those of 
the Horn and Schunck approach.  For that reason further developments 
were investigated.  However a number of people have used this approach 
and Bruhn et al [64] made interesting use of combining the two techniques.  
Others whose approach are based on one or other of these two techniques 
are Brox et al [63] whose work concentrates on the theory of warping and 
De Carlo and Metaxis [65] who earlier made significant use of similar 
techniques in their work on face recognition.  Interesting later 
developments were introduced first by Niessen et al [26] and also 
developed by Florack and van Assen [31].  These methods make use of 
higher order differentials in their analysis.  The results have seen significant 
success in a number of areas.   In particular the work of Florack was 
extended by ter har Romeny and others [28] and is brought together by in 
book form in Front-End Vision and Multiscale Image Analysis [29].  The 
work by Becciu et al [30] give a detailed discussion of how the work of Horn 
and Schunck has been developed through the subsequent work and that of 
Lucas and Kanade with the improvements found in Brox and Bruhn and 




later developments by Florack and Niessen have produced the approach 
espoused by Romeny in his book [29]. In that book he also proposes that 
scale space approaches can be used to solve any image processing and 
vision problem.  His basic premise depends on the concept (as stated 
earlier) that the human eye processes images using a set of neural 
connections that have similar effects to the use of a Gaussian filters.  This 
approach is particularly valuable for reasons that are pointed out in the next 
chapter.  By using a continuous function as the basis of your differential 
operator the whole image processing process can remain mathematically 
rigorous and at the same time a great reduction in aliasing takes place.  
Thus rather than the methods of Horn and Schunck used by Jiang and 
others in previous work [6] the use of the scale space based method of [29] 
was adopted in the current work. 
2.2.2 Correspondence methods 
The simplest approach to finding where one pixel has moved from one 
image to the next in a sequence would be to search for all pixels of the 
same intensity in the new image.  This would obviously result in a number 
of matches.  Also though the brightness constraint requires that the pixel 
would in theory have the same value, fluctuations in lighting and sensor 
noise will result in significant variations and it is unlikely to find good 
matches.  Block matching methods as for example used by [71], [72], [73] 
and [74] have often proved valuable.  Here a combination of local area 
pixels are chosen as a block and the corresponding block is searched for in 
the new image.  While this will still be subject to possible errors it is 




possible to choose minimisation approaches that will choose the best fit 
between two blocks.   
 
These methods have in general been quite successful.  They were used for 
example by Puri et al [74] for motion detection in video sequences and have 
since been successfully used in standard compression for video film.  
Various algorithms have been used to improve the efficiency of this 
matching for example in for example Chan et al [71] and Gao et al [72]  
who developed a multi level elimination approach.   
 
One of the major issues in using the RootFlowRT software of van der Weele 
et al [6], which is in common use by plant biologists, is that there are large 
variations in the results it predicts.  This is despite it using what they refer 
WRDV³IRUZDUGEDFNZDUGPDWFKLQJ´WRDLGWKHUREXVWQHVVRIWKHPHWKRG,Q
principle this approach should improve the reliability of the measure.  In 
principle a correspondence is only accepted between two pixels in the 
forward match if the backward match (treating the images in the opposite 
order) returns to the same pixel or to its nearest neighbours.  In the current 
work the reason for this discrepancy has been found and is removed when a 










In this chapter the importance of automatic measurement of plant growth 
has been highlighted.  Some of the methods previously used have been 
emphasized.  Despite the development of complex approaches to measuring 
growth for example the use of confocal microscopy, the main method 
currently in use by biologists is still the use of bright field microscopy.  The 
main software that has been used in this work (RootFlowRT) by biologists 
has been identified as faulty and thus new approaches that give more 
reliable results are necessary.  The approaches that seem to offer best 
opportunity of success are a combination of the Scale Space Optical Flow 
method of ter Har Romeney [29] and some form of correspondence 
method.  These approaches were thus investigated as explained in the 
following chapters.  




Chapter 3. Methodology 
 
In chapter 2 the background to this research was identified.  The motivation 
for measuring plant root growth was established and the need to do this 
bright field microscope image sequences was established.  The alternative 
approach taken using confocal microscopy was also alluded to but it was 
pointed out that this method is very expensive and much work is still being 
undertaken by biologists using conventional microscopy.  It was pointed out 
that the current software commonly in use is RootFlowRT and that this 
software suffers from major limitations.  The major task of the biologists is 
to measure the change in growth rates along the central stem of the root.  
The information gained is critical in understanding the growth mechanisms 
of the plants and whether the experiments in the cell biology are being 
successful.  The variation along the stem can be by as little as 5µm per 
second.  However analysis of the RootFlowRT method (discussed further in 
detail in Chapter 5) has shown that it generally can only give measurements 
of +/- 5µm s-1 and so it is vital to find a method with higher accuracy and 
repeatability.  RootFlowRT is based around two methods ± a modification of 
the tensor method proposed by Horn and Schunck and a block matching 
correlation method.  As was pointed out in Chapter 2 the method of Horn 
and Schunck [20] has been extended and improved by others such as Lucas 
and Kinade [22] and this work has subsequently led to the developments of 
somewhat more reliable approach covered by ter har Romeny in [29].  The 
early work on RootFlowRt had shown their measurements using the tensor 
method to be unreliable so that they base most of their judgements on their 
block matching correspondence method.  In this work it was thus decided: 
 
 To look at the scale space optical flow approach to measuring the 
growth 
 To look at the reasons for the failure of the block matching method 
used by RottFlowRT 
 To search for a method of improving the output to improve the 
reliability of the block matching method and thus 




 To improve the reliability and accuracy of the root growth 
measurement 
 
The scale space approach to optical flow measurement was thought to be of 
better potential for measuring the growth than the approach taken by 
RootFlowRT because it makes use of the more physically realistic approach 
to taking differentials.  This choice of scaling control chosen was the 
Gaussian as this can be flexibly and efficiently implemented.  Other wavelet 
based approaches are possible but the flexibility of the final implementation 
and the closeness of the Gaussian function to the physical processing used 
in the human front end vision system were taken as a good reason for their 
use.  The approach taken in the correspondence method was based around 
a simpler scaling method using a simple mean filter.  This method has 
inherent problems in introducing spurious structure at the low level but the 
results of experiments showed that this had no effect on the final fine detail 
measurements.  Other approaches, such as the use of image clustering 
techniques were rejected due to the low contrast nature of the images and 
the lack of identifiable features for feature tracking approaches.   
 
The work was then broken down into a number of stages: 
 Develop and implement the software for the scale space optical flow 
 Test the method using a set of standard test  image sequences 
 Develop the scale based block matching algorithm 
 Test this method using the standard test image sequences 
 Compare the results of the first steps 
 Develop a set of artificial test images with characteristics similar to 
those of the root images for testing the accuracy and reliability of the 
two methods 
 Measure and evaluate the methods developed 
 Select a set of representative real root images 
 Develop some ground truth measurements for the growth in these 
images 




 Measure these images using the RootFlowRT software 
 Measure these again with the scale space and block matching 
algorithms 
 Evaluate the results 
 
The next two sections highlight the important details of the methods.  After 
this the approach to establishing some form of ground truth for the real root 
image sequences is highlighted.  The next chapter looks at the evaluation of 
the methods using the standard image sequences and this is followed by a 
chapter investigating the use of the methods developed on root growth 
image sequences and compares these with the previous work. 
 
3.1 Scale Space Optical Flow 
 
 As described in Chapter 2 and mentioned again above the earliest work on 
optical flow using differential methods was outlined by Horn and Schunck 
[20].  Others followed on from this work and include Lucas and Kinade [22] 
who made much of the constraint on local image flow, ensuring that the 
local image gradients should be the same.  This method has limitations for 
images such as those in the plant growth experiments as local field flow can 
be subject to large amounts of noise.  According to Becciu et al [30] the 
PHWKRGRI/XFDVDQG.LQDGHZDV³LPSUHVVLYHO\LPSURYHG´E\%UR[HWDO>63] 
and later by Bruhn et al [64]. Barron [32] later introduced a three 
dimensional optical flow estimator which was later applied to MRI by Florack 
and van Assen [31] who introduced the idea of a multi scale 
implementation. This approach was also presented by Niessen et al [25].  
Ter Haar Romeny has provided an elegant description of this in [29].  In the 
current work the approach of ter Haar Romeny has been adopted.   This 
approach is significantly more reliable than previous approaches.  The use 





scaling) enables the method to be tuned to give best results for a given 
problem.  The following is a description of this method as implemented in 
the current work. 
Assumptions made in developing the solution using the Gaussian 
Differential Operator for Scalar Optical Flow are: 
 The observed intensities are constant over time 
 The velocity smoothness constraint  
 No discontinuities in the optical flow vector field ± except at the 
occlusion boundaries 
 The differential of the local luminance stays constant  
 
A dynamic image as a function of position and time can be expressed as 
follows:  
                (3.1) 
Where tyxL ,, refers to image luminance at point yx,  at time t, and Lx, Ly 
and Lt denote the partial derivatives of L (local luminance) with respect to 
x, y, and t. The work was implemented first using Mathematica and in that 
software the function D [L, x] gives a value of partial derivative Lx. 
 
Due to the intensity changing steadily, point (x, y) is translated some 
distance dydx,  during the interval dt  then: 
 




tyxLdttdyydxxL ,,,,                          (3.2) 
 
From equation 3.1 and 3.2: 
                              (3.3) 
 
The goal is to compute the velocity: 
 
                           (3.4) 
 
With the extra different external information/conditions provided, a set of 
spatio-temporal optical flow constraint equations can be obtained. 
 
Assuming the spatial scales with respect to x and y are x and y and the 
temporal scale , the luminance distribution for the image with Gaussian 
Differential Operator in the spatial and temporal domain is: 
            (3.5)                             
      
The convolution F of the image sequence with the Gaussian Kernel can be 
expressed as: 
 




  (3.6) 
To capture the rate of change along the vector field, Lie Derivatives [29] are 
LQWURGXFHGKHUH'XHWRWKHIDFWWKDWOXPLQDQFHGRHVQ¶WFKDQJHLQWKH








L*  denotes the Lie Derivative with respect to vector field. We can 
express this equation using the Gaussian Kernel: 
 
                         (3.8) 
 
The first Optical Flow Constraint Equation for Scalar Image (under 
convolution) derivative is thus: 
 
 
                             (3.9) 
In the normal constraint where the partial derivative Lx and Ly are 
constant, we get: 
 
0uLyvLx             (3.10) 





We can derive the other 6 Optical Flow Constraint Equations from the 
equations [3.9] and [3.10] with respect to x, y, and t.  
 
The velocity change along the Optical Flow vector field, for example u the x-
component can be derived from the integration of the velocity change with 
respect to x, y, t. same to v the y-component, where 
 
      (3.11)        
        
The 8 variables {u, xu , yu , tu , v, xv , yv , tv } can then be approximated 







(Romeny  [29])         (3.12)  
 
 
As stated earlier these equations were first implemented in Mathematica.  
The solution that is looked for is values for u and v.  These are obtained 
from the measurements give the value of L(x, y) at any point in the image.  




The derivatives Lxy, Ltt, and so on can be derived using any differential 
operator but in this case appropriately the Gaussian derivatives have been 
used.  The Gaussian derivatives of any order can be calculated from as a 
sum of derivatives of lower order by   the use of the Hermite functions [76].  
This makes the process relatively simple to implement.  Once the various 
derivatives have been computed the value of the left hand side of equation 
(3.12) can be computed.  Thus by multiplying both sides by the inverse of 
this matrix and performing the matrix multiplication it is possible to 
evaluate u and v directly (as well as ut, vt etc.)  As stated above the 
SDUWLFXODUYDOXHRIXVLQJ*DXVVLDQGHULYDWLYHVIRUWKLVSURFHVVLVWKDWıxıy 
DQGĲFDQEHXVHGDVVFDOLQJIXQFWLRQV1RUPDOO\ıx = ıy is chosen as the 
GLPHQVLRQVDUHHTXLYDOHQW$Q\YDOXHRIıFDQEHXVHGDQGLVHIIHFWLYHO\
the same as getting closer to or further from the image.  This has the 
advantage in the current work that a scale can be chosen such that the 
effect of rapid local variations is reduced without limiting the resolution of 
the values of u and v too much.  In practice in the main experiments, using 
URRWJURZWKLPDJHVVHTXHQFHVRIRQO\LPDJHVZHUHXVHGDQGDYDOXHRIĲ
= 1 or 2 was the only sensible value applicable.  Experiments showed that 
the rate of growth was sufficiently constant for this value chosen not to 
make a significant difference to the results.  
 
3.2 Correspondence methods 
 
In many ways block matching correspondence methods are the simplest 
form of motion estimation technique.  The basic assumption of the method 
is that pixels move with their nearest neighbours.  While an individual pixel 




would have many hundreds or even thousands of possible matches in a 
given image a group of nearest neighbour pixels would be far less likely to 
have very similar matches in an equivalent image in a sequence apart from 
surrounding the equivalent pixel.  However for the images in the root 
growth problem the situation turns out to be not so simple.  The major 
issues that are common to block matching correspondence measures are: 
 How big a neighbourhood block is needed? 
 What are the limits of the search space? 
In principle the bigger the block the more likely a match is to be unique.  
However, the computation time of the best match is strongly determined by 
the number of pixels in the block.  Again the search space used (the area in 
which a new block is searched for) will strongly affect the time taken for a 
match to be chosen.  However, if the block is too small or incorrectly placed 
the pixel being searched for may not be within the search space.  A best 
match may well be found but it will not be the pixel that is being searched 
for.  The basic approach of the method is given below. 
 
3.2.1 Block matching basic approach 
 
As explained above, it is assumed that a pixel moves together with its 
neighbour pixels in a block. In order to find the movement for one pixel, the 
whole block¶VPRYHPHQWLV measured. The immediate first issue of concern 
is the correct size of block to use. One key factor for choosing block size is 
the size of the objects that need to be tracked. E.g. in a traffic tracking 
application, the movement of each object in the scène might be considered 
significant.  In the case of plant root growth it is vital to see changes in 




motion over fairly short distances so the size of the block needs to be as 
small as possible while not inhibiting the recognition process. Bigger blocks 
are less sensitive to noise and smaller blocks produce better contours. It is 
a challenge to find a way to balance the size with respect to the amount of 
motions expected in the sequence. In the case of plant roots a number of 
other issues are significant.  The insides of the rots have no distinct features 
so no feature related block shapes and sizes are relevant.  However the 
nature of the image indicates that small regions of the image have very 
similar gray scale values and profiles.  Thus factors like the amount of noise 
in the images, the texture of the objects and background also are factors to 
determine the block size.  
 
In work on plant root images, sequences are taken with time interval of 10 
seconds and 9 images in a sequence. Plant roots grow at rates of the order 
of 5-8 µm per minute [36] which is a relatively a slow motion compared to 
many other cases, so the distance moved over the full sequence is of the 
order of 8 to 12 µm which is equivalent to between 3 and 10 pixels over the 
sequence.  This has implications for the block size and the size of the 
potential search space.  Many of the motions being measured will be of non 
integer pixel distance.  This combined with the rapidly changing surface 
orientation of the roots imply limits to the possible accuracy of matching of 
small blocks.  However, as has been said earlier large blocks would result in 
a considerable time overhead.  Thus, a range of block sizes has been 
applied and tested in this work to prove its suitability for the investigation. 




Test results of various block sizes have been given in the next chapter. The 
fact of a measurable spatial motion in a sufficient period of temporal 
sequence will allow the algorithm to return a matched block within the 
sequence.  
 
In this method it is assumed that at least one matched position will occur 
for a block within the search space.  Figure 3.1 illustrates the general 
approach.  This figure represents two images from a sequence in which a 
match is being searched for.  The original pixel, shown in black in the left 
image has moved to the position indicated by the black square in the right 
picture.  The red rectangle (in this case a 5 by 5 block) represents the 
neighbourhood of the pixel being tracked and the larger rectangle in the 
right hand picture the search space in the new image.  In the experiment 
both the block dimensions and search space were varied to determine the 
most suitable dimension for both.  In the final software the search space is 
determined automatically from the output of the scale space optical flow 
measurement as will be explained later. 
 





Figure 3.1 Block Matching within Search Space - Assume the Pixel 
highlighted in Black in the left image has moved together with its neighbour 
pixels in a block of 5x5. Due to the small amount of expected movement in 
between images (as explained previously) a limited search space can be 
predefined. 
 
A match between blocks within the search space is derived as follows:   
dyydxxLdyydxxL ',', 21           (3.13) 
 
Where  
 dyydxxL ,1  Denotes the pixels in the first images and 
dyydxxL ','2  denotes the matched pixel found in the second 
image. 
 
BlockSizedydx &  
 
eSearchSpacyyxx '&'  
 
Initially there will be one-to-many matches so a means has to be found to 
determine the best match within the search space.  Many ways of 




determining a best match have been used.  In the current work the 
absolute values of the difference between the original block and the 
matched block with the minimal value is chosen.  In other words, pixel 1L  
has matched pixel 2L within the search space only if their local luminances 
have the closest value: 
 
   (3.14) 
 
Therefore the motion vector field can be defined as: 
 
',', yxSADMinArgyxv*        
Where ),(, yx vuyxv* and ux is the x motion at the current point and vy is 
the y direction motion.   
 
It is also possible to add the process of forward and backward matching 
correspondence to this process to improve the reliability of a measure.  
However, as will be shown in the results of the experiments on actual roots 
this should also take account of whether the constraint that neighbouring 
pixels all move together has been taken into consideration.  Forward and 
backward matching is the process where a match between pixel (x1, y1) in 
the first image with pixel (x2, y2) in the second image is accepted if and only 








first image.  It may not be obvious at first why this might not be the case.  
However, it should be remembered that in root growth: 
 Image motion is not generally an exact integer number of pixels 
 The surface texture varies rapidly 
 Many surface features repeat regularly 
 Some rotational motion occurs as the plant root grows 
 
 
3.2.2 Search Space and Multi resolution  
It remains a challenge to determine the size of the search space. In this 
work the search space has been adapted using Multi-resolution or multi 
scale technique, it not only helps to determine the size of search space but 
also saves computation time and improves speed and accuracy. In this way 
the vector field is first calculated for at a lower scale (coarser level) 
resolution then is refined for a higher-scale/finer resolution image. 
Information from the coarser resolution image is used to limit the search 
space used for the finer resolution image.  In the final implementation the 
values of search space were also modified on the basis of the results of the 
















Figure 3.2 Example of multi-resolution pyramid image representation.  
Images are scaled by a linear factor of 8 (left hand image) and matching 
done at this level.  The results are quickly obtained from this measurement 
and used to restrict the search space for the scale 4 image (the second 
image).  This is repeated till the full scale image has been dealt with.  The 
advantage is that general values can be quickly found at the low resolution 
stage leaving a much smaller search space in the high resolution thus 
leading to a more rapid overall calculation time. 
 
A number of approaches have been proposed for efficiently and accurately 
producing the scaling used in the multi resolution method.  The work of 
Bergen et al. [62] for example is based on a Laplacian pyramid and a 
coarse-to-fine Sum of squared difference (SSD). This method tends to 
causes major errors at coarse levels then it passes the values to finer level. 
Singh [75] first computes the SSD values with three adjacent band-pass 
filtered images then propagates the velocity using neighbourhood 
constraints.  Ultimately these methods provide reasonably accurate results 
but the computation speed usually poor. It sometimes depends on how 
close the motion was to an integer number of pixels per frame. For all these 
methods it is difficult to measure sub-pixel motion, as the block size and 
search space must all be integers.  In this work two approaches have been 
taken in scaling.  The first uses a simple mean filter.  A second approach is 
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to use a Gaussian filter of varying values of scale factor to produce the 
scaling.  The time saving on using the mean filter makes this more 
acceptable and the accuracy found in the experiments was not improved by 
using the more complex filter.  The mean filter was thus adopted for the 
measurements    
 
The motion estimation algorithm proposed here is Block-Matching Motion 
Estimation with Adaptive Search Space and Median Filter. 
 
The assumptions behind the block matching approach can be summarised 
as follows: 
 Two sequential images are input to the system 
 The observed intensities are constant between images 
 Images are composed of moving blocks 
 Maximum velocity ± no point will move further than a certain distance 
thus allowing a limit to the size of the scan space 
 One and only one block in the second image matches a given block in 
the first image 
 Common motion ± all points in a block move in the same way 
 
Other than block size the parameter that has to be set is the search space ± 
over what area will the search take place in the second image for a block 
from the first image? Assuming a set maximum velocity can limit the size of 
search space, which will save processing time. 





If the process starts with an assumption that the direction of motion is 
unknown but the maximum speed is n pixels per image in any direction. 
The search space will then be fixed as 2n +1 in all directions.  Thus if n = 1 
the search space will be 5 by 5. The matching condition thus becomes: 
 
dyydxxLdyydxxL ',', 21          (3.15) 
 
Where nxx'  and nyy' . 
 
,W¶VXQOLNHO\WKDWWKHEORFNLQWKHQHZLPDJHZLOOKDYHH[DFWO\the same 
luminance value as the equivalent block in the first image at all the times. 
In the current application to determine which block in image two that 
corresponds to a block in image one, the Sum of Absolute Difference (SAD) 
between the block in image 1 and all the blocks in image 2 is calculated 
within the search area. This is illustrated in Fig 3.4 
 




    
Figure 3.3 searching the minimum value of Sum the Absolute Differences 
for each block within the Search Space. (In order to measure the 
displacement for the centre pixel ± marked with X in the left hand image, it 
is assumed that it moves together with its neighbours forming a block. 
Right hand image ± the block is searched for within the Search Space in the 
2nd image in the sequence. Normally it starts searching from the upper left 
corner and proceeds to the right and down until the bottom right corner of 
the search area, one row at a time) 
 
To save memory usage and improve the searching speed the multi 
resolution approach is taken.  In this approach the motion vectors are first 
calculated for a lower resolution image and the information from this used 
to modify the search area for a higher resolution image.  While this 
introduces an extra step it significantly reduces the time taken to do the 
search at the higher resolution.  This process proceeds as follows:  
 
The original image 1 and image 2 are reduced in resolution (assume that 
the original images are all at resolution level 0) to a lower level in order to 
get a smaller image size for processing.  At level 0 image1(x, y) is reduced 













yximageLevelyximageLevel              (3.16) 
 
              
Figure 3.4 Example of multi-resolution pyramid image representation  
 
Motion vectors at lower level resolution image will be calculated first. 
Instead of working on a given / fixed value of search space, now we adapt 
the motion vectors from lower level of resolution as a reference to 
determine the higher-level UHVROXWLRQLPDJH¶VVHDUFKVSDFH.  Figure 3.6 












































































Figure 3.6 MotionEstimation with Adaptive SearchSpace (a) Original image with size 16*16 at 
Resolution Level 0. (b) Reduced resolution image (a) level 1 with size 8*8. (c) Motion/Vector field for 
image (b). (d) Adapt the vectors from level 1(8*8) to level 0 (16*16). (e) Motion/Vector field for image 
(a) with using information from (d) to adapt the search space.  For the central area of the image where 
no motion has taken place a search space of 0 could be used when searching at resolution 1  
 
To clean up the vectors and enhance the accuracy of the estimation, a median filter is used. 















The resultant vectors will suffer from some degree of error. To establish 
which vectors in a given point are more reliable two steps are undertaken.  
The first is to check for forward backward correspondence of the matches as 
described previously.  If forward matches from image one to image two do 
not agree with the match from image 2 to image one to within some limit 
(in these experiments plus or minus one pixel in x or y) then their weighting 
in the final decision is removed.  Secondly for pixels for which the first 
criterion applies it is assumed that they will move with their nearest 
neighbours.  Thus a median filter is used to improve the estimate 
throughout region.  
 
3.3 Implementation 
The measurement of plant root growth was identified in chapter 1 as 
important in helping biologists to determine whether their experiments to 
promote plant growth have been successful.  In chapter 2 possible methods 
for measuring motion were introduced and the problems with the current 
method used by biologists implied: 
 A more reliable approach was needed 
 The optical flow and correspondence approaches were still the most 
likely candidates for seeking a solution 
In this chapter scale based approaches to both optical flow measurement 
and correspondence methods were introduced.  These are the methods that 
have been used in this work.  The first step in the methodology has been to 
identify if the implementation used in this work is appropriate and will give 




reliable results.  The methods outlined above were implemented first using 
Mathematica.  This is a good system for implementing experimental 
approaches to both these methods.  In particular the scale space approach 
has been described well by ter Haar Romeny in [29] and implementation of 
many of the methods are given in that reference.  In order to be tested in 
practical applications these were next re-implemented using C++.  This was 
thought to be necessary for a number of reasons.  The processes involved 
are quite complex but potential users, plant biologists, are more content to 
use relatively straight forward IT applications.  Using C++ it was possible to 
create a relatively simple to use graphic user interface.  Mathematica makes 
most of its computations symbolically.  To undertake calculations on 
realistic image sizes the amount of memory needed to implement these 
processes in Mathematica was prohibitive.  In addition the time needed for 
the calculations was also prohibitive.  Calculations of the scale space optical 
flow for a sequence of 5 images of 60 by 60 pixels using Mathematica took 
up to ten minutes.  On the same computer the same process using C++ 
took a matter of seconds.  It was thus possible to analyse whole root 
segments in less time than one section of the root could be analysed using 
Mathematica.  There are significant effects of implementing the Scale Space 
Optical Flow method on a 60 by 60 image as errors can be introduced at the 
edge of the image due to the way the process proceeds.  It was possible to 
limit these effects more easily in the C++ implementation.  However, for 
the purposes of developing the algorithm the restrictions imposed by use of 
Mathematica were accepted.  This problem is dealt with in more detail in the 




next chapter.  The next stage of the process was to evaluate the methods 
on a set of standard images and a set of artificially generated images of 
known characteristics to establish the limits of resolution reliability and 
accuracy of the methods.  These experiments are described in chapter 4.  
Once the correct parameters for the measurements had been chosen the 
system was again tried on a set of real root images chosen as 
representative of the range of roots encountered in practice.  This analysis 
is presented in chapter 5.  




Chapter 4 Testing the Methods 
 
The first step in checking the methods proposed for the measurement of 
plant root growth was to test them on a set of generated test images of 
similar characteristics to those of the plant roots.  The characteristics of the 
roots that make them particularly difficult to measure are: 
 The low range of grey values 
 The lack of recognisable features 
 The repetition of similar features 
Test images selected were thus created by selecting a section of a typical 
root image. The images were generated from this by subjecting them to a 
number of transformations.  These involved: 
 Linear translations of the pixels horizontally ± by differing numbers 
of pixels  
o 5 pixels per frame, 2 pixels per frame and one pixel per frame 
over five frames 
 Linear translations vertically only by similar amounts 
 Linear translations horizontally and vertically by similar amounts 
 Rotations about the centre of the image 
o 1º per frame, 3º per frame and 6º per frame 








Figure 4.1a) The original image
 











These experiments were followed by a set of tests on standard images that 
have been measured by many systems before and with known motion 
rates.  These other images sets contain characteristics that have meant 
other systems could use different methods.  However, their characteristics 
being very different from those of the plant roots these comparisons are 
less valuable than those done on the artificially generated set which had 
characteristics more closely matched to those of the roots.  For interest the 
vector plots for the standard image set are given in the appendix along with 
examples of the test images. 
 
4.1 Measurements on the Test Image Sequences with the Scale 
Space Optical Flow Approach 
 
The scale space approach allows the setting of spatial scale and temporal 
scale.  The number of images needed in a sequence depends on the 
temporal scale used.  This number is calculable from the scale based on the 
nature of the Gaussian distribution.  The contribution of any pixel to the 
calculation can only be as great as the maximum intensity times the 
Gaussian at a given point.  The effect of applying a Gaussian to an image is 
found by a convolution of the Gaussian g(x,y,tıĲ) with the image f(x,y) 
given by 
 
 L(x,y,tıĲ) = g(x,y,tıĲ)  f(x,y,t)     (4.1) 
 




As f(x,y,t) is a sampled signal the convolution will be replaced by the 
discrete version by discretizing g(x,y,tıĲ). The limits of g(x,y,tıĲ) must 
be set so that the convolution does not introduce any aliasing.  To achieve 
this but have a suitable size of mask the mask will be truncated at the point 
where the product of the Gaussian function with the image cannot produce 
a significant contribution to the output image.  In general a square mask in 
space will be used for the convolution and the nature of the Gaussian is that 
it reduces from a maximum at the centre to zero at the edge.  Image 
luminance will be from 0 to 255 in most systems so that 255 times the 
largest edge element of the mask (the value on either major axis) must be 
less than 0.5.  Thus from equation 4.1: 
 
 255 * L(x,0,0ıĲ) < 0.5    L(x,0,0ıĲ) < 0.002 













1 xe < 0.002 
 
So solving this inequality IRUı Ĳ IRUH[DPSOHJLYHV[.  That 
is the mask must be at least plus or minus 2.79 pixels in x, y and t.  A total 
of 5 images would thus be needed at minimum in a sequence to allow the 
FDOFXODWLRQWREHPDGHDWDWHPSRUDOVFDOHĲRI 





)RUYDOXHVRIıPXFK OHVV WKDQRQHDSDUW IURPzero ± or no scaling) the 
size of the mask becomes very small and the process is thus of limited 
value.   
 
([DPSOHVRILPDJHVDWVFDOHVRIı QRWEOXUUHG8 and 16 are given 
in Figure 4.2 below: 
       
a) Scale 0     b) Scale 2 
      
c) Scale 8     d) Scale 16 
Figure 4.2 The same scene at different levels of scale. The blurring is very 
clear in the scale 16 picture but is still evident in the scale 2 picture. 
 
Note that the effect of this blurring is that the resolution that can be 
attributed to this method will itself be limited.  The actual resolution is 
difficult to estimate and so it was ultimately decided that in the final 




implementation the Scale Space approach would only be used to limit the 
search space for the correspondence method. 
 
An issue arises as to what should be done at the edge of the images when 
applying any of the calculation methods.  Normally if it is necessary to look 
at the whole image it is necessary to make some compensation at the edge 
of an image.  The pixels within the mask dimension of the edge will require 
SL[HOVIURP³RXWVLGH´RIWKHLPDJHIRUWKHFDOFXODWLRQWREHFRPSOHWHG
:LWKLQWKH0DWKHPDWLFDLPSOHPHQWDWLRQWKLVZDVDFKLHYHGE\³PLUURULQJ´
the pixels at the edges.  That is when making calculations on the pixels L(x, 
RQWKHWRSHGJHIRUH[DPSOHWKHSL[HOV/[/[«/[Q± where 
n is the dimension of the mask ± were used instead of the pixels L(x, -1), 
L(x,-«/[-n).  Similar compensations were used on the other edges.  
The result is that the region of the size of the mask will not give valid 
results.  This can be a very significant issue for a 60 by 60 image.  The 
solution to this problem in the C++ implementation was to use the actual 
pixels surrounding the image selection in the calculation.  This is possible 
where the image selection is not near the edge of the image ± which was 
always true for the midline measurements.  The results of all the 
experiments gave good correspondence with bigger errors at the edges.  
Not including the edge pixelVZLWKDVSDWLDOVFDOHı WKHHUURUUDQJHV
from +/- 0.5 pixels for motions of 1 pixel per frame to +/- 1 pixels for 
motions of 5 pixels per frame.  The rotation measurements gave good 
measurements for larger rotations (+/- 0.1º for rotations of 6º per frame) 




but at 1º per frame the errors were larger.  The implication being that the 
method was more effective in measuring larger changes ± more than 5 
pixels per frame of rotation.  This was somewhat surprising as the larger 
linear translations gave greater errors.  However, the optical flow did out 
perform the correspondence algorithm for displacements near the centre of 
motion (see the next section for a comparison).  In particular away from the 
edges the Scale Space Optical Flow measurement had always the correct 
direction of motion.  These experiments were carried out for a 64 by 64 
block of pixels around the centre of the image (the centre of rotation) and 
were done using the Mathematica implementation of the method.  As was 
stated earlier the errors at the edge were due to using the mirroring of 
values to deal with edge overlaps.  This problem was not present in the 
later C++ implementation. 
4.2 Measurements using the Multi Resolution Block matching 
Approach 
The experiments were repeated with the same set of test images using the 
block matching approach.  This approach is limited to plus or minus one 
pixel per frame between two frames but when a sequence of more frames 
(in the final experiments 9 frames are used) the results can be refined.  The 
same set of test images were used for the initial testing.  As the translations 
used were only whole pixel translations it is not surprising that by choosing 
the correct search space a set of perfect matches could be found.  However, 
the rotations produced changes in orientation for the pixel blocks so the 
results for rotations were more valuable for testing the matching algorithm.  




Errors in measurement were observed with the rotations.  For small 
rotations (1º per frame) the pixel motions near the centre of rotation (up to 
6 pixels from the rotation centre) are not detected.  This should be 
compared to the Scale Space Optical Flow measurements where the flow is 
detected right down to the centre of rotation.  This is illustrated in Figure 
4.3 below.  Notice in these figure errors occurring at the edges due to 
incomplete calculations being possible on the edge pixels are showing up as 
incorrectly orientated vectors.  This effect is greater for the Scale Space 
Optical Flow as the mask size is larger for this approach.   






Figure 4.3 Example vector plot from 1º per frame rotation for the test 
images using a) block matching and b) Scale Space Optical flow.  Note 
errors due to edge effects are greater for the optical flow.  This is removed 
in the later experiments where the images are sub sections from full images 
and mirroring of edges is no longer needed. 
 
4.4 Combining the results 
 
There are obvious advantages and disadvantages of both techniques.  The 
Scale Space Optical Flow approach is capable of detecting sub pixel changes 
with a high degree of reliability.  However, to achieve this, the best value of 




scale needs to be tuned to the individual problem.  This is a time consuming 
process and also limits the maximum resolution that can be achieved.  The 
block matching approach is very much quicker to implement but sub pixel 
measurement is not directly possible.  A method was thus sought to 
combine the value of both of these processes.  A series of experiments were 
carried out (see chapter 5) in which a typical sequence of real root growth 
images were analysed.  The result of this was to determine a best value of 
VFDOHSDUDPHWHUıIRUPHDVXULQJWKDWLPDJH7KLVYDOXHZDVWKHQXVHGIRU
a sequence of images and the results were always in agreement with a 
ground truth measure to within +/- 1 pixels per frame the whole set of 
PHDVXUHPHQWV8VLQJWKLVIL[HGYDOXHRIWKHVSDWLDOVFDOHı IRUDOO
the measurements would give a valid measure for all the measurements but 
only to a resolution of +/- 1 pixel per frame.  This would be equivalent to a 
growth rate measurement of +/- 9 µm per second.  As the changes to be 
measured were of the order of 5µm per second this resolution is then 
unacceptable.  It should be noted, however that the measurement method 
currently in use by biologists ± RootFlowRT ± will be seen to have reliability 
of only +/- 5µm per second in most cases.   
 
It is observed that while the correspondence method can only measure 
reliably down to +/- 1 pixel per frame if these frames are the beginning and 
end frames of a 9 frame sequence this will represent +/- 0.125 pixels at the 
individual frame level or 0.9 µm per second, a considerable improvement on 
previous methods.  Also if sufficient data can be taken in the neighbourhood 




of a given pixel then a greater reliability can be assumed.  The approach 
taken in this work is as follows: 
Step1: Using a spatial scale of 1.8 and a temporal scale of 1 the image 
sequence is analysed and a set of Uij (horizontal) and Vij (vertical) motion 
values is calculated for each pixel L(i, j) 
Step 2: For the 5 by 5 neighbourhood of each pixel the mean U and V 
values (Um and Vm)  and the standard deviation in Uij and Vij values is 
calculated 
Step 3: If the value of U and V at the pixel is more than 2 standard 
deviations away from Um and Vm respectively the value at the point is 
ignored and the mean value used.  
Step 4: From the U V values for the pixel L(i, j), a search space is defined 
as +/- 1 standard deviation as defined in step 2 for the given point. 
Step 5: The correspondence match is made for all points in the image 
space between the first and ninth image in the sequence.  A new set of U V 
values is calculated - the search space used at any point used is as defined 
in Step 4 above.   
Step 6: The correspondence match is made for every point in image 9 in 
the sequence with image 1 in the sequence. 
Step 7: The U and V values for any pixel where the matching from image 1 
to 9 from step 5 does not correspond to the match from image 9 to image 1 
in step six is eliminated.   
 




Experiments were then undertaken on a set of real image sequences as 
described in the next chapter.  In that chapter the results of this approach 
are compared to those of the previous method (RootFlowRT) as well as a 
set of pseudo ground truth measurements (manual measurements made 
with a significant level of care).  The establishment of the ground truth and 
its own reliability is described in the next chapter. 





5 Results and Analysis 
This thesis has proposed that the current method in common use by most 
plant biologists who measure plant root growth using conventional bright 
field microscopes is faulty.  In particular it has been observed that the 
measurements have a larger range of error (unreliability) than the changes 
in growth that are to be observed.  It thus proposes a new approach to that 
measurement.  This approach involves using the Scale Space Optical Flow 
measurement as a first measure of plant root growth and then refining this 
measure by a further correspondence method that uses the results of the 
scale space measurement to help restrict the search space and thus remove 
a tendency to choose bad matches. The scale space approach can only give 
an approximation to the growth rate.  This is intrinsic to the scaling process 
which while it improves the reliability of the method greatly does limit its 
potential resolution.   However, this initial value can be allowed to limit the 
search space for the subsequent correspondence method.  This has the 
effect of enhancing the values produced by the correspondence method, 
leading to greater accuracy and greater robustness of the results.  To 
demonstrate that the method proposed in this thesis is both more accurate 
and more robust than the previous method it was first necessary to 
establish a set of ground truth data for comparison.  To do this a computer 
assisted manual measurement method was developed.  It has to be 
remembered that this ground truth method is itself limited in its accuracy 
by how well the user is at using it and by the fact that at best a user can be 
accurate to plus or minus one pixel in measurement.  By repeating the 




measurement a number of times the reliability of the manual measurement 
can be refined.  However, for some images the surface texture and 
resolution of the image mean that a good automatic method, which relies 
on accurate estimation of pixel match values, can predict the result better.  
Thus when comparing the ground truth to the automated measurement it is 
important not only to look at the absolute measurement achieved but also 
at the reliability represented as the spread in these results.  This will show 
up in the results described below.  In most cases the manual measurement 
has been less reliable than the method proposed in this thesis.  In these 
cases it must be noted that the manual method, while being claimed as 
ground truth is in fact less accurate than the measured value using this 
method.  In no case is that so with the method previously in wide use.  The 
manual method is also time consuming and tedious to use for a whole plant 
root.  Applied as a regular method of measurement it would undoubtedly be 
subject to even greater error as user fatigue would play a role in making a 
large number of measurements.   
 
In experiments, plant biologists whish to know the root growth rate along 
the mid line of the root from the tip up the length of the root.  This would 
involve many hundreds of measurements each of which takes a 
considerable time and thus this manual method while reliable ± within its 
error limits - is not a credible alternative itself to a fully automated method.  
It also gives a limited resolution.  Human users cannot detect the change 




between two images to better than plus or minus one pixel and repeating 
this reliably for a large number of measurements is not realistic. 
5.1 The Test Dataset 
In order to demonstrate the validity of the proposed method it was first 
necessary to establish a means of providing a ground truth for the 
measurement of the plant root growth for a large number of samples and to 
compare this with the current method ± RootFlowRT - and the proposed 
method from this thesis.  To enable this, a set of example images were 
chosen from a large sample provided by the School of Biosciences at the 
University of Nottingham.  The test group of images was chosen to be 
representative of real sets of data, both in terms of extremes of growth rate 
and texture of the roots.  Examples were chosen that had different  rates of 
growth, some with particularly low growth rates some with particularly high 
growth rates and some with more common growth rates. Examples were 
also chosen which were of different root types so that robustness to texture 
type was also measured.  In total 20 sets of data were analysed from two 
image stacks from five samples. These were again sub sampled at 3 places 
covering the majority of the mid region of the root, which is the area of 
interest used by biologists to establish the effectiveness of the biological 
experiments.  The image sets used in this initial test are shown in Figure 
5.1 in which the location of sections measured is indicated.  Subsequent 
experiments were performed on a set of 37 image stacks provided by the 
plant biologists.  These are reported in section 5.9 later in this chapter. 
 




The process was to measure the growth over a range of points using the 
semi manual method to establish the ground truth.  Next measurements 
were made in the same way as used in the RootFlowRT method in common 
use by biologists at the moment with the search limits fixed as done in their 
software.  Next the set of images were analysed using the scale space optic 
flow and the output of this data was used to set the search space for the 
measurements using the region correspondence method outlined in Chapter 
3.  The results were then separately compared to the ground truth 
measurement.  Various ways are provided in this chapter for comparing the 
proposed method with that previously in use.  
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Figure 5.1 Identifying the 
location of the images used 
in the experiments. 





5.2 Establishing Ground Truth 
In order to make realistic measurement comparisons between the methods 
developed in the current work and RootFlowRT it was first necessary to 
establish ground truth data.  This was established using a semi manual 
method that is outlined below.   
 
A software system was developed to aid in this process.  All software was 
first developed using Mathmatica and subsequently implemented in C++ 
using Visual Studio as a stand alone software system as this was felt to be 
potentially easier for users with lower computing expertise.   
 
5.2.1 Steps in using the semi manual method 
 
The steps in using this software system in the semi-manual process were as 
follows: 
 
1. Images for a sequence were loaded and viewed one at a time by the 
naked eye.  
2.  Areas of interest were identified by clicking on the image and an area 
surrounding the point at which the click was made was displayed at a 
KLJKHUUHVROXWLRQXVLQJDVLPSOHOLQHDU³VWUHWFKEOLW´DSSURDFK).   




3. Features of interest were identified by eye as being likely to be 
resolvable in subsequent images. For example a particularly distinct 
intersection between two cells. 
4.  Next a second image from the sequence was selected and the area of 
the image at the point selected for the first image displayed in higher 
resolution. 
5. The same feature was identified in the new high resolution image. 
6. The user next clicked on an identified pixel in the first image and then 
on what they estimated to be the equivalent point on the second 
image. 
7. Next the system calculated and displayed a three-d display of the 
profile of point intensities around the two points from the two images. 
8. The user compared these profiles to determine the closeness of match. 
9. When the user was satisfied they had selected the correct points the 
computer recorded the motion vectors for the chosen point as the 
difference between horizontal and vertical pixel location. 
 
The process above was then repeated a number of times to check that the 
correct point had been chosen.  However, this can only be done to a 
resolution of plus or minus one pixel with certainty.  An example of the 
process is shown below.   
Step 1 An image from a sequence is selected. The image shown in Fig 5.2 is 
from an image sequence labelled uaraux1 and is the first stack of images in 
that set. 




 Figure 5.2 An image from the first stack of the sample uaraux1.  In the main 
picture an area has been selected (outlined in red).  The upper picture on the 
right shows this area as selected from the first image in the stack.  The lower 
image shows the area from the same point in the ninth image in the same 
stack.  In these pictures two areas are also outlined around a distinctive 
shape from both images (outlined by blue rectangle).  The profile of pixels 
around this area is then presented to the user see Figure 5.3 
 
Step 2. An area of the image is selected for study (outlined in red in Figure 
5.2).  The area selected is displayed to the user in higher resolution (shown 
in the top right of Figure 5.2).   
 
Step 3. An area of specific interest is selected.  In the case of the example in 
Figure 5.2 it is a join between 4 cells judged to be significantly distinct from 
others to have a reasonable chance of identifying it in a subsequent image 
using the human eye.  This is outlined in blue in this image.  The selection is 
made around the point at which the mouse is clicked. 





Step 4. A second image from the stack is selected to be viewed. (In the 
current example this was the ninth image in the sequence.) The area of the 
image at the same point as in the previous step is selected and displayed to 
the user (shown in the lower right hand side of Figure 5.2). 
 
Step 5. The same feature as selected in step 3 is identified in the second 
image area (outlined in blue in the lower right hand area of Figure 5.2). 
 
Step 6. The user clicks on what they think are equivalent points in the two 
selected areas. 
 
Step 7.  The profile for these areas ± as shown in Figure 5.3a) and b) ± are 
displayed to the user 
 
Step 8. The user inspects these profiles. 
 
Step 9.  When the user believes the points chosen are equivalent they select 
the instruction to the system to calculate and record the manual estimate of 
the plant growth at the selected point.  





Figure 5.3 a) profile around chosen point from first image in sequence 
 
 
Figure 5.3 b) profile around chosen point from ninth image in sequence.  The 






















Ten measurements were taken in any one region and the reliability of the 
measurements given by the standard deviation for the given set of 
measurements.  For most of the images tested it was possible to find such a 
correspondence with a reliability of better than plus or minus one pixel 
anywhere in the area of interest.  However, for some image sets this was 
only possible at certain points in the area of interest.  This is particularly so 
for areas where here is low contrast for regions of the image.  A typical 
example is given in Figure 5.4 below.  
 
 
From Figure 5.4 it is clear that in the high contrast areas there are many 
reasonably distinct features to the naked eye.  However, it is not possible to 
use these features in an automated matching method as they are irregular 
and repeating.  Also a number of features on any one plant can appear 
equivalent and this appears to be a contributing factor in the limitations of 
the method currently in use by many biologists.   Note this semi manual 
Area of low contrast where 
limited reliability of ground 
truth measurements is possible 
 
 Area of higher contrast where more reliable ground 
truth values are possible. This area contains many 
reasonably distinct features. 
  
Figure 5.4 the first image in the first stack of the set labelled AJH1.  Areas 
of high and low contrast are identified  




method is only accurate to plus or minus one pixel.  The measurement taken 
in the example shown in Figure 5.2led to a measurement of 10 +/- 1 pixels 
in the x direction. This was equivalent to a movement of   0.11 +/- 0.01 µm 
per second or 6.7 +/- 0.6 µm per minute.  This is a typical growth rate for 
the middle of the elongation range for the plants being studied. 
 
5.3 Measurements using RootFlowRT 
As stated in previous chapters it was the observed inaccuracies of the 
commonly used method that directed the current work to establish the new 
method.  In order to establish the value of the new method it is instructive to 
compare results using it with those from the previous method.  Thus the 
same sets of measurements were made using RootFlowRT and the method 
proposed in this thesis.  Initial evidence of what is going wrong with the 
previous method can be seen by looking at plots of estimated growth vectors 
from this method.  An example of this is given in Figure 5.5. Here the vectors 
from RootFlowRT are plotted for the region shown in Figure 5.2 and 
highlighted by the red rectangle in that image.  The vectors found from this 
method are shown in Figure 5.5 in two colours, red for vectors which satisfy 
the backward forward matching criteria and blue for those that do not. 





Figure 5.5 A plot of the growth vectors for the method previously used.  
Vectors in red fit the backward forward matching criteria, blue do not.  
 
From this diagram it can be seen that a high proportion of the vectors are of 
the wrong size and pointing in the wrong direction.  The actual size of plant 
growth that would be estimated from such vectors would be incorrect and 
these values are discussed further later.  RootFlowRT tries to improve this by 
accepting only vectors for which backward and forward matching gives good 
agreement.  For this typical example these are as shown in Figure 5.6 





Figure 5.6 Only the backward forward matches that agree using the previous 
method of measurement 
 
As can be seen from Figure 5.6, even when only the matches that agree in 
terms of forward and backward matching are used there is still a high 
variability of vectors. A significant number of vectors are the wrong size and 
point in the wrong direction.  The ground truth measure of 0.11 µm per 
second in the x direction is equivalent to the horizontal red lines in Figure 
6.5.  The vectors provided by RootFlowRT vary between +2 µm per second 
and -0.5 µm per second in the X direction and +1 µm per second and -0.5 
µm per second in the y direction (where the ground truth measure would 




indicate 0.00 +/- 0.01 µm per second).  Less than 50% of the measurements 
are actually recording the correct value and so the mean value (as returned 
by RootFlowRT) varies significantly across the region.  In particular the 
variance for the measure is +/- 0.2 µm per second which is greater than the 
real change over the full root measurement.   
 
5.4 Use of Optical Flow Data 
The set of images used in the previous parts of the experiment were also 
analysed using the optical flow method outlined in Chapter 3.  To apply this 
method accurately it is at first necessary to choose the most appropriate 
value of the spatial scale.  This is equivalent to adjusting the viewing position 
for the image set until the motion of larger scale features dominates the 
measurement rather than apparent but unrealistic motion at the pixel level.  
In principle this ³WXQLQJ´ process should be undertaken before every 
measurement.  However, such a process would be complex and time 
consuming and so unlikely to be acceptable to potential users.  As an 
alternative it was decided to tune the scale to match a number of different 
image sets then use the value which gave best response from each of these 
sets. 
 
5.4.1 Tuning the Spatial Scale 
This process involves using the ground truth data values to evaluate the 
result of a given measurement.  The probability of a measure being correct is 
determined from the magnitude and direction of the derived vectors at a 




given point as compared to the ground truth measure at the nearest 
equivalent point. The variance of output values is then computed at all points 
and the scale that gives the best set of matches to the ground truth values is 
chosen.  A best set of values (for the image set CG1 1 1) is given in Table 
5.1 below.  Initially a set of values was determined using a wide range of 
VSDWLDOVFDOHYDOXHVEHWZHHQı DQGDW steps).  The range of 
values giving the highest number of valid matches and those for which the 
corresponding output matched most closely the range of U and V values from 
WKHFRUUHVSRQGLQJPDQXDOPHDVXUHPHQWZDVIRUYDOXHVRIVSDWLDOVFDOHı
between 1.7 and 1.9.  Measurements were then taken at sub intervals 
providing the best matches as given in the Table 5.1.  Subsequently these 
ranges were used to limit the search space for the correspondence method 
and the resultant values of U and V determined.  The value of U and V 
closest to the ground truth measure were then taken as indicating the best 
YDOXHRIWKHVSDWLDOVFDOHıIRUWKHJLYHQPHDVXUHPHQW7KLVSURFHVVZDV
repeated for all the image sets under examination.  However, this process is 
quite time consuming and involved and for all the experiments carried out 
the variation in chosen scale giving the best response for the images was 
small and scales of 1.8 +/- 0.05 were found to give the best fit for the full 
set.  It was thus decided to fix the value of spatial scale used in the 
experiments to evaluate the effectiveness of the method proposed when 
compared to the earlier method used.  This provides a more realistic 
assessment of the likely competitiveness of the method for use by bioscience 




practitioners as they were more likely to resist processes that are technically 











table shows the determined size of the search space indicated by the scale 
space optical flow measurement and the corresponding values obtained for U 
and V from the correspondence measurement. Image set used CG1 1 1.  
Manual value obtained U = -12, V = -5.  Value of spatial scale leading to best 
PDWFKWKXVı .  All measurements are in pixels per 100 seconds. 
 
The results of the scale space optical flow measurement were then collected 
for all of the test images.  The mean values obtained for the set of data 
together with their variation are given in Table 6.2.  Comparison of these 
results with those obtained when using the region matching approach from 
previous method shows that the results are comparable as are, however, the 
levels of uncertainty obtained. 
 
The scale space optical flow measurements give a better reliability than the 
tensor method reportedly used in RootFlowRT [6].  In their work less than 
scale 1.7   1.75   1.85  
Search 
Space 
x y  x y  x y 
Upper -17 -7  -23 -11  -17 -5 
Lower -15 -7  -11 -3  -10 -2 
 value stdev  value stdev  value stdev 
U -11 4  -14 3  -12 2 
V -9 3  -6 2  -4.8 0.6 




5% of the tensor values were reported to be valid.  In the current work 
validity of the optical flow data was determined by comparison of the values 
across the region of interest.  In this case segments of data 64 by 64 pixels 
were selected along the midline.  The optical flow measurement was made on 
this data.  After this all results were analysed and values outside of two 
(local) standard deviations from the local median of any 5 by 5 
neighbourhood of each pixel were rejected as being not consistent with the 
luminance constraint.  The search space for the correspondence match is 
then constrained to plus or minus one standard deviation for the set of 
optical flow measurements about the average measure for a given region.  If 
the average, mode and median values are widely different the constraint will 
favour values closer to the median and the search space will be further 
limited.  
  
5.4.2 Using the Scale Space measure to limit the Correspondence 
Search Space 
The values obtained from the scale space optical flow were next used to 
establish the initial search space for the region matching method outlined in 
Chapter 3. In order to do this the values obtained from the scale space 
optical flow analysis for the area of the image being assessed were first 
stored.  The spread of data obtained for these values in the neighbourhood of 
a given point was assessed.  This was done by first applying a median filter 
to the region.  The neighbouring region of a given point was considered as 
the 25 neighbouring points to the point of interest (nearest neighbour, next 




nearest neighbour etc. for the 5 by 5 region surrounding a point.)  The 
deviation from the mean for these 25 resulting points was then calculated.  
This was then used to fix the region for the search of the region matching 
method.  Consideration was added for the scale used in the measurement. 
So for example if a given pixel pij is reported by the scale space optical flow 
WRKDYHPRYHGE\XDQGYZLWKDUHOLDELOLW\RIįXDQGįYWKHVHDUFKVSDFHLV
fixed around pi+u j+v in the second image with DVSDQIURPLXįXWRLX
± įXDQGMY įYWRMY± įY0HGLDQILOWHULQJUDWKHUWKDQPHDQILOWHULQJ
is used because the influence of values which violate the flow continuity 
constraint is thereby less significant when a maximum of 25% of the values 
significantly violate this constraint.    
It now becomes possible to compare the values obtained from this method 
with those obtained from the previous method (the one previously in use by 
biologists.) 
5.5 Comparing Results 
Figures 5.5 and 5.6 showed a plot of the motion vectors for the method 
previously in use.  Figure 5.7 compares that with the result obtained using 
the method proposed in this thesis.  Note that these vectors represent an 
estimate of the growth rate in the region of interest.  The reason for 
comparing these two vector plots is to compare the spread of the values 
found.  It is the size of this spread that leads to the errors in the commonly 
used method.  In the method used in this thesis the spread is far smaller and 
the result far more reliable. 




               
Figure 5.7 a comparison of the backwards forwards matching vectors for the 
method commonly in use with that proposed by this thesis.  Note the picture 
on the left was previously shown in Figure 5.6 and shows many vectors are 
oriented in the wrong direction and some are mush too large.  Those for the 
proposed method are generally very close to the size and direction found 
from the ground truth measure. 
 
This shows up clearly when comparing the mean values obtained for the 
growth rates from the two methods.  The results in Table 5.2 are shown for 
both methods and the methods when using and not using backward forward 
matching.  These are also compared to the ground truth values. 
 
Method Horizontal growth 
µm/s 
Error µm/s Vertical 
growth µm/s 
Error µm/s 
RootFlowRT without backward 
forward matching 
-0.8 7 0.07 5 
RootFlowRT with forward 
backward 
-0.1 0.3 0.03 0.1 
Thesis without forward 
backward 
-0.17 0.06 0.03 0.05 
Thesis with forward backward -0.125 0.0001 0.000 0.0001 
Manual -0.11 0.01 0.00 0.01 
 
Table 5.2 Comparing the results for horizontal and vertical growth rates in 
µm per second for the method proposed in this thesis with that obtained by 
RootFLowRT (for the example shown in Figure 5.2) 





As can be seen from Table 5.2 the values obtained from the proposed 
method with or without block matching are more reliable than those obtained 
from the RootFlowRT and they are also more accurate.  It might not at first 
seem that the method is more accurate as -0.1 +/- 0.3 is close to -0.11+/- 
0.01.  However the variance found is higher than the observed change over 
the whole root (0.05 µm per second) and thus invalid in its return.  Variance 
found in the new method is 0.0001µm per second which makes it 
significantly more reliable. 
 
In general plant biologists are interested in the growth rate parallel and 
perpendicular to the midline of the plant.  In this work the midline has been 
added as a spline fit to a set of points chosen by the user clicking on the 
image of the plant root.  The growth parallel to the midline can then be 
mapped by taking the unit vector describing the midline at a given point and 
calculating the cross product of this with the u and v vectors (those in the x 
and y direction in the image).   
 
The improved accuracy can be clearly seen if a plot is made of the scatter in 
the results for a measurement along the midline.  This is the measurement of 
growth rate of most interest to biologists.  The scatter plot is for the region 
highlighted in red in Figure 5.2.  On this graph (Figure 5.8) is also plotted the 
value calculated from the manual method.   





Figure 5.8 A scatter plot of the data obtained resolved as growth along the 
midline potted horizontally compared to growth perpendicular to the midline 
± plotted on the vertical axis.  The scale of both axes is µm per second.  The 
previous method results are plotted in light blue and show a wide scatter 
(from -0.5 µm to +2.5 µm per second in the parallel direction).  Those for 
the method presented in this thesis are in pink and are all concentrated at 
the same point as the black cross which represents the estimate from the 
manual results (range from 0.90 to 0.95 µm per second in the parallel 
direction).  The improvement of the current method for the perpendicular 
method is even more striking.  
 
The results shown in Figure 5.8 and Table 5.2 show clear advantages of the 
method in this thesis over those of the previous method: greater reliability 
and greater accuracy.  Obviously it was necessary to repeat this experiment 
for a wide range of images sequences from different plant samples with 
different surface characteristics.  The method shows up as always better than 
the method currently in use and this is illustrated in the tables of results 
printed below. 
 




To compare the results using and not using optical flow a set of 20 
representative image sequences were analysed.  These represented midline 
region elements for different plants with, in general, two stacks per plant 
type and at up to three points along a root within the stack.  (These samples 
are identified in the images given in Figure 5.1 shown previously). The 
images were chosen for the initial tests were chosen as representative of the 
full range of image types commonly dealt with by the plant biologists.  As can 
be seen from Figure 5.1 the images have many similarities but also 
significant differences.  The reflectance near the tip tends to be high and the 
images contain areas of high intensity which might seem to limit the 
accuracy possible for the manual method.  In general however, repeated 
attempts at manual measurements in the areas of interest returned values of  
+/- 1 pixel or better for all images and sets.  As explained earlier the images 
were chosen because they either exhibited common characteristics for the 
majority of typical images both in growth rate and direction or they exhibited 
exceptionally high or low growth rates or they showed areas where the 
growth direction changed.  In addition the second stacks of all images 
contained areas where side root growth had begun and it was interesting to 
see that this generally did not affect the resolution of the measurements 
made.  
 
Another possible feature affecting the reliability of the measurement was 
changes in lighting throughout the image capture process.  In general the 
image sequences were taken within a short number of minutes (typically less 




than 3) so variations were small. Figure 5.9 below shows the first and ninth 
frames from the first stack for sample CGI1. In good reproduction there is a 
naked eye variation in average luminance levels but when measured 
equivalent regions have similar light distributions as shown by the 
histograms in Figure 5.10 which are from the mid root areas for the two 
images shown where the mean light level is seen to be slightly higher (mean 
gray level of 101 rather than 99 for image 1). 
 
Figure 5.9 Image CGI1 Stack 1 Frames 1 and 9, showing small variation in 
light levels as observable by the naked eye. 
 





Figure 5.10 Histograms of the mid root areas for the image sets shown in 
Figure 5.9.  Some variation is apparent with an increased number of bright 
pixels in the second image (Mean gray level 101 rather than 99 for the first 
image. 
 
The samples were chosen to represent the range of image types encountered 
when root growth is being measured.  For this reason some were chosen for 
lower variation of image luminance within the region.  Others were chosen 
because the growth was large (more than one pixel change between images) 
compared to the majority (approximately 0.5 pixel change between 
successive images) and others where the growth was smaller than usual (as 
little as 0.3 pixels of motion between successive images).  Finally images 
were chosen where the direction of growth was not close to horizontal in the 
image or where it changed noticeably in the image (see for example set 
AJOPA1 in Figure 5.1). The sets of values for the all 20 example 
measurements are listed in Table 5.2.  The values shown in this table are the 
raw U and V vectors for the sample group.  In Table 5.3 the values of midline 
parallel and perpendicular growth are given as well as the standard deviation 
in the growth rate for the various samples together with the manual 
measurement estimate for the nearest point to the sample point.  The 
parallel and perpendicular growth is the estimated mean value along the 




midline for the sample shown.   Again it is stressed that it is the change in 
this measurement along the midline that is of most value to the final users 
and so the variation in these values is of vital importance.   It is also stressed 
that in general the method proposed in this thesis is providing a more 
reliable answer than the value obtained by the manual method.





  Optical Flow   RootFlowRT Manual   Final Result   
U V U V U V U V 
+/- 1 +/- 1 
AJH1 1 1  -3 +/- 4 -1 +/- 6 -3 +/- 3 0 +/- 2 -3 1 -3.0 +/- 0.2 0.0 +/- 0.0 
AJH1 1 2 -3.0 +/- 0.5 0.5 +/- 0.6 -2 +/- 2 0 +/- 1 -3 0 -3.0 +/- 0.0 0.0 +/- 0.0 
AJH1 1 3 -3.0 +/- 0.6 1 +/- 1 -3 +/- 2 0.1 +/- 0.8 -3 -1 -3.0 +/- 0.0 0.0 +/- 0.0 
AJH1 2 1 -3 +/- 1 0 +/- 1 -3 +/- 2 0 +/- 2 -3 0 -3.0 +/- 0.9 0.0 +/- 0.5 
AJH1 2 2 -2 +/- 1 0 +/- 1 -2 +/- 2 0 +/- 2 -2 0 -2 +/- 1 0.0 +/- 0.5 
AJH1 2 3 -1 +/- 1 0 +/- 1 -1 +/- 2 0 +/- 2 -2 0 -1 +/- 1 0.0 _/- 0.9 
CGI1 1 1 -13 +/- 2 -4 +/- 2 -11 +/- 3 -5 +/- 1 -11 -4 -11.8 +/- 0.4 -5.00 +/- 0.05 
CGI1 1 2 -7 +/- 2 -3 +/- 2 -7 +/- 6 -4 +/- 3 -12 -6 -10 +/- 3 -6 +/- 1 
CGI1 1 3 -7 +/- 3 -4 +/- 2 -7 +/- 4 -5 +/- 3 -9 -5 -8 +/- 1 -5.7 +/- 0.8 
CGI1 2 1 -7 +/- 3 -4 +/- 2 -5 +/- 3 -3 +/- 2 -7 -3 -6 +/- 1 -2.8 +/- 0.9 
CGI1 2 2 -2 +/- 3 -4 +/- 2 -3 +/- 2 -3 +/- 2 -4 -4 -3 +/- 2 -2.8 +/- 0.9 
CGI1 2 3 -1 +/- 1 -2 +/- 1 -3 +/- 2 -3 +/-1 -2 -3 -2 +/- 1 -2.5 +/- 0.9 
AJOPA1 1 1 -2 +/- 1 -1 +/- 1 -3 +/- 3 0 +/- 1 -3 0 -2.7 +/- 0.6 -0.1 +/- 0.4 
AJOPA1 1 2 -1 +/- 1 -1 +/- 1 -2 +/- 3 1 +/- 3 -2 0 -1.6 +/- 0.5 0.6 +/- 0.6 
AJOPA1 1 3 -0.0 +/- 0.3 0.0 +/- 0.3 0 +/- 2 0 +/- 1 -1 0 -0.4 +/- 0.6 0.0 +/- 0.2 
UAJI1 1 1 -7 +/- 1 1.0 +/- 0.9 -3 +/- 4 0 +/- 3 -5 1 -5 +/- 3 1.0 +/- 0.9 
UAJI1 1 2 -7 +/- 1 1.0 +/- 0.9 -5 +/- 4 0 +/- 2 -5 1 -5 +/- 3 1.0 +/- 0.9 
UAJI1 1 3 -6 +/- 1 -1 +/- 1 -2 +/- 3 0 +/- 3 -4 -1 -3 +/- 2 0 .0 +/- 0.0 
UAJI1 2 2 -1.0 +/- 0.7 0.0 +/- 0.8 -2 +/- 3 0 +/- 3 -2 0 -2.0 +/- 0.8 0.0 +/- 0.0 
UAJI1 2 3 -2.0 +/- 0.3 -0.8 +/- 0.5 -2 +/- 2 0.0 +/- 0.8 -2 0 -2.0 +/- 1.0 0.0 +/- 0.0 
 
Table 5.3 Comparison of Scale Space measured raw U and V vectors with raw U and V vectors for RootFlowRT and manual 
measurement.  The values are average values for a given data set where the values are considered reliable. For definitions 
of what this means for a given measurement type see the main text  
 





Sample Name Stack 
No and Set no 
RootFlowRT The Current Work Manual 
Parallel  Perpendicular Parallel Perpendicular Parallel Perpendicular 
AJH1 1 1  3.0 +/- 1 0.3 +/- 0.7 3.5 +/- 0.4 1.0 +/- 0.1 3 +/- 1 -1 +/- 1 
AJH1 1 2 2.5 +/- 1 -0.1 +/- 0.4 2.999 +/- 0.001 0.05 +/- 0.05 3.0 +/- 0.5 0.1 +/- 0.5 
AJH1 1 3 3.0 +/- 1 0.1 +/- 0.5 4.96 +/- 0.01 0.61 +/- 0.09 5.0 +/- 0.5 0.8 +/- 0.5 
AJH1 2 1 3 +/- 2 0 +/- 2 2.95 +/- 0.01 1.13 +/- 0.03 3.2 +/- 0.5 0.2 +/- 0.5 
AJH1 2 2 2 +/- 2 -1 +/- 2 1.4 +/- 0.3 0.7 +/- 0.2 1 +/- 1 1 +/- 1 
AJH1 2 3 1.4 +/- 0.8 -0.1 +/- 0.5 1.26 +/- 0.01 0.63 +/- 0.02 0.9 +/- 0.5 0.4 +/- 0.5 
CGI1 1 1 11.7 +/- 0.6 -5.2 +/-0.2 11.8 +/- 0.3 -5.03 +/- 0.05 12.0 +/- 0.5 -5.0 +/- 0.5 
CGI1 1 2 10 +/- 3 -5 +/- 3 10 +/- 2 -6 +/- 2 10 +/- 1 -6 +/- 1 
CGI1 1 3 8 +/- 2 -4.6 +/- 0.7 9 +/- 1 -4.7 +/- 0.4 9 +/- 1 -5 +/- 1 
CGI1 2 1 6 +/- 2 -3 +/-2 5 +/- 1 -2.9 +/- 0.4 5 +/- 1 -3 +/- 1 
CGI1 2 2 4 +/- 2 -2 +/- 2 4.4 +/- 0.7 -2.0 +/- 0.3 5 +/- 1 -2 +/- 1 
CGI1 2 3 4.4 +/- 0.8 -1.0 +/- 0.2 3.7 +/- 0.4 -1.1 +/- 0.2 4.0 +/- 0.5 -1.0 +/- 0.5 
AJOPA1 1 1 2.7 +/- 0.6 0.9 +/- 0.6 2.5 +/- 0.3 1.0 +/- 0.2 2.0 +/- 0.5 1.0 +/- 0.5 
AJOPA1 1 2 2 +/- 1 0 +/- 1 1.3 +/- 0.3 0.9 +/- 0.4 1.0 +/- 0.5 1.0 +/- 0.5 
AJOPA1 1 3 1 +/- 1 -0 +/- 1 0.6 +/- 0.4 0.04 +/- 0.06 1 +/- 1 0 +/- 1 
UAJI1 1 1 6 +/- 2 -2 +/- 3 7 +/- 2 1 +/- 1 7 +/- 1 0 +/- 1 
UAJI1 1 2 6 +/- 3 -1 +/- 1 7.4 +/- 0.4 -1 +/- 1 7 +/- 1 -1 +/- 1 
UAJI1 1 3 3 +/- 1 -4 +/- 4 3 +/- 1 -0.7 +/- 0.2 3 +/- 1 0 +/- 1 
UAJI1 2 2 3 +/-2 -2 +/- 3 2.0 +/- 0.3 - 0.30 +/- 0.05 2 +/- 1 0 +/- 1 
UAJI1 2 3 2.7 +/- 0.8 -0.3 +/- 0.3 2.6 +/- 0.5 - 0.18 +/- 0.04 3.0 +/- 0.5 0 +/- 0.5 
 
Table 5.4 Comparison of midline growth rates parallel and perpendicular to the midline for the sample set of images.  
These images were chosen at random. The first images of each stack are shown in Figure 6.8.  The location of each set is 
indicated on the relevant stack image in that figure. Note that in all cases the current work gives a much better error than 
the RootFlowRT which is the method currently employed by biologists 









AJH1 1 1  36 56 
AJH1 1 2 40 58 
AJH1 1 3 50 31 
AJH1 2 1 29 49 
AJH1 2 2 43 63 
AJH1 2 3 48 64 
CGI1 1 1 50 52 
CGI1 1 2 20 26 
CGI1 1 3 33 45 
CGI1 2 1 32 54 
CGI1 2 2 54 44 
CGI1 2 3 68 65 
AJOPA1 1 1 49 78 
AJOPA1 1 2 47 77 
AJOPA1 1 3 55 84 
UAJI1 1 1 16 19 
UAJI1 1 2 27 28 
UAJI1 1 3 28 47 
UAJI1 2 2 47 75 
UAJI1 2 3 57 72 
 
Table 5.5 &RPSDULVRQRISHUFHQWDJHRIPHDVXUHPHQWVZKLFKDUH³JRRG´IRUWKH
current method compared to the RootFlowRT.  In both cases good is defined as the 
number of measurements for a given pixel where the growth rate is within one 





No and Set 
no 
RootFlowRT The Current Work 
% error rate % error rate 
AJH1 63 18 
CGI1 1 1 64 10 
AJOPA1 1 1 59 18 
UAJI1 1 1 50 18 
 
Table 5.6 Comparison of error rate as a percentage of the midline growth rate as 
detected by RootFlowRT compared to the current method 




5.6 Discussion of the result comparisons 
 
Note from Table 5.2 and 5.3 the error for the final measurement in this work is 
smaller than that from the manual measurement.  In general this leads to a final 
value that is identical (within the error limits) for both the manual measurement 
and that used in this work.  Where there is a difference it is the method used in this 
work that is giving the value closer to correct.  For example where the growth over 
9 frames is less than 1 pixel this is not detectable by the manual method but is by 
the method used in this work.  In these examples the result from RootFlowRT may 
appear closer to the manual method but that is because the error from this method 
also makes it impossible to detect the change reliably. For example for the sample 
AJOPA1 1 1 in Table 5.2 the V value from the current method is -0.1 +/- 0.4 pixels 
per 10 seconds whereas RootFlowRT gives -1 +/- 1 and the manual method gives 0 
+/- 1.   
The number of pixels used to make the estimate is a significant factor in the 
measurement reliability.  In the RootFlowRT method this is decided purely by the 
number of pixels which conform to the forward backward matching criteria.  In the 
current work this has been extended to require that the measurement gives a result 
which is physically sensible ± that is it conforms to the constraint that pixels move 
similarly to their nearest neighbours.  In this case a neighbourhood of +/-2 pixels in 
the horizontal and vertical dimensions has been taken.  This has been described in 
Chapter 4.  Thus the comparison of Table 5.4 is somewhat unfair on the current 
method as the restriction is more stringent than that of RootFlowRT.  However, in 
almost all cases the percentage of valid measurements is higher for the current 
method. 




Finally the importance of measurement accuracy is stressed in Table 5.5.  As has 
been pointed out a number of times the main objective of the biologists is to 
measure the change in growth rate along the midline.  Table 5.5 presents the error 
in measurement as a percentage of the change in the parallel growth rate for the 
samples studied.  In all cases the RootFlowRT shows an error in the measurement 
of at least 50% of the change being measured.  Whereas for the current method 
the error is never more than 18% of the effect. 
 
5.7 Growth on the Midline  
 
The final point in the previous section is illustrated well by a visual comparison of 
the midline growth values throughout a midline for a given root.  Figure 5.11 shows 
the growth vector magnitude along the midline at 1230 locations for sample CG1 
(both stacks).  In the figure the values without using the scale space refinement of 
the search space are given in black and those after limiting the search space using 
the scale space data are given in pink.  The greater reliability and lower error limits 
of the post scale space data are clear.  
 
 





Figure 5.11 The growth rate along the midline for two successive stacks from the 
sample CG1 with arrows showing the approximate point the results correspond to.  
The values in black are result from not using the scale space values to limit the 
search space and those in pink from using the scale space values.  This example is 






































Figure 5.12 The growth rate along the midline for two successive stacks from the 
sample AJH1 with arrows showing the approximate point the results correspond to.  
The values in blue are result from not using the scale space values to limit the 
search space and those in pink from using the scale space values.  This example is 
used because the rate of growth is in the range most commonly found.  The data 
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Figure 5.13 The magnitude of the growth rate along the midline for two successive 
stacks from the sample AJOPA1 with arrows showing the approximate point the 
results correspond to.  The values in blue are result from not using the scale space 
values to limit the search space and those in pink from using the scale space 
values.  This example is used because the rate of growth is smaller than usual.  No 
attempt has been made to remove extreme data.  While this would normally be 
done the figure does illustrate the large proportion of the values that would be 
unusable for a sample where such low growth rates are occurring if the information 
from the scale space optical flow is not included.  It is also significant that the 
beginning of the region where the growth changes rapidly also corresponds to a 
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Figure 5.14 UAJI The magnitude of the growth rate along the midline for two 
successive stacks from the sample UAJ1 with arrows showing the approximate point 
the results correspond to.  The values in blue are result from not using the scale 
space values to limit the search space and those in pink from using the scale space 
values.  This example is used because the rate of growth is within the most 
common region the figure illustrate the large proportion of values that would be 
unusable for a sample such as this especially in the low contrast area at the left of 
the figure and through the most important region where change in the real growth 
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5.8 Value of the improvement in growth rate estimation 
 
Inspection of the results shown in Tables 5.2 and 5.3 show that the method 
developed in the current work has a significantly higher level of reliability than that 
obtained for the previous method.  This is shown to be particularly significant when 
measuring the growth rate along the midline for plant roots with very low growth 
rates.  The area of greatest significance in many measurements is the transition 
region.  Application of statistical filtering can significantly improve the results from 
the existing method but this involves rejecting outlying data.  However for the slow 
growth rate plants the amount of data that would need to be rejected would lead to 
only sparse sets of data being accepted as reliable and limit the usefulness of the 
data in the transition regions.   
 
For example a simple median filtering of the data (Figure 5.14) produces a much 
smoother response but the values for the previous method (in blue) still show 
significant variation at the end of the transition region. (Both sets of data also show 
clear evidence of misalignment when moving between stack 1 and stack 2 around 
sample 685.) 
 





Figure 5.15 result of median filtering of the midline growth data for the sample 
AJH1 ± a set showing lower than usual growth rates.  The results from the previous 
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5.9 Extension Experiments 
For further comparison of the effectiveness of the two methods (RootFlowRT and 
the current method) a further 37 experiments were carried out in which the value 
of the growth rate in the x direction was measured.  The values are plotted in table 
5.7.  In this table is the image identifier given by the biologists [36].  An example 
from the image stack is also shown.  The table lists the values of estimate of 
growth rate is given as accurately as the method allows.  In all cases the current 
method gave a better error rate than the RootFLowRT method.  In many cases the 
former method has a spread of measurements (noted as the Error in the table) 
greater than the value that is being measured.  The images come in sets labelled 
by the plant identifier name and the sample number.  The samples in a set are 
normally second sequences of the same image at slightly different times 
(approximately 2 minute intervals).    The reliability of the former method is 














Plant Sample Image Change in horizontal growth 
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seconds 3.1 0.6 
uaji 1 
 








4 2 3.8 0.8 
uan 1 
 








1 2 0.8 0.5 
Table 5.7 Comparing the results from RootFlowRT and the current method for a wider range of 
targets. In all cases the current work gives a higher resolution due to improved result reliability 




More recently the Plant Biology group at the University have not been able to use 
RootFlowRT on the specimens they have been study so they asked that the images 
be measured using the current software.  A typical image from that group is shown 
in Figure 5.16 
 
 
Figure 5.16 Image for which the RootFlowRT software fails. 
 
An experiment was carried out on the image set for which the image in Figure 5.16 
is the first of a sequence and a set of other similar sequences.  In no example set 
was it possible to obtain a value for the growth rate using the RootFlowRT software.  
However values of growth rate comparable with manual evaluation were achieved 




using the current method.  The major reason for the failure of RootFlowRT would 
seem to be the extremely low contrast in many areas of the image.  This could be 
enhanced by use of histogram equalisation but this would also improve the 
performance of the current method and the reliability of the results for the current 
















In order to compare the proposed technique to the previously adopted method it 
was first necessary to develop ground truth measures for the growth rate for a 
representative sample of images.  For this reason a set of example images were 
chosen that exhibited the major characteristics of the plant root images and the 
spread in those images.  The images selected were shown in Figure 5.1.  They 
represent the range of growth rates found in the full image sets provided by the 
School of Plant Biology.  The growth rates vary from ~2 pixels per image (0.2 
pixels per second) down to 0.25 pixels per image.  (Values reported in the growth 
rate tables are for a total sequence of 9 images so are values range from ~12 down 
to ~ 1 pixel per 8 images).  The images were first analysed manually, though a 
piece of software was devised to make this more efficient where measurements 
could be made by clicking on zoomed areas of images that were being compared.  
This process was found to be reliable to better than +/- 1 pixel in a set (measuring 
between the first and 9th images of a set).   
 
Measurements were then made using the previous method (RootFlowRT) commonly 
in use by biologists.  Systematic analysis showed that the previously noticed bias of 
these results to underestimate the growth was untrue as the problem was merely a 
low reliability of the results.  Only by removing a significant proportion of the data 
(making measurements based on less than ten percent of measurements for large 
areas of images) were the results reliably close to the ground truth measure. 
 




The previous work had attempted to use a tensor based method founded on the 
work of Horn and Schunck [20]. However the method was flawed in the way the 
differential operator was designed and applied and they only obtained a 5% 
reliability for their results.  In the current work a scale space differential method 
was used based on the work of ter Har Romeney [29] and this proved to give a 
much higher level of reliability (see Table 6.2) normally as good as the results of 
the correspondence method used in the previous work.  Varying the spatial scale 
was shown to improve these results but in order to make the method more 
accessible to practitioners (generally plant biologists not computer scientists) it was 
decided to fix the value of spatial scale used to one that works reasonably well for 
the full range of images. 
 
It was thus possible to use the results of the scale space based optical flow 
measurement to determine a suitable search space for the correspondence 
measurement.   This was done by using the mean value for a given pixel obtained 
by the scale space measure as the origin for the search space and fixing the limits 
of the search space as plus or minus twice the standard deviation on the 
measurements in the region of the pixel being measured.  In this way the reliability 
of the measurements on the midline were consistently improved (see Table 6.3).   
 
Clearly in all the examples the biggest advantage of the proposed method over that 
currently in common use is the improved level of noise in the measurements. For 
the samples where the growth rate is large (e.g. CGI1 near the tip) the variance in 
the results is much smaller (see figure 6.4 for example).    




Chapter 6 Conclusions and Suggestions for Further Work 
 
In chapter 1 it was claimed that the needs of population growth have led to great 
urgency in the development of plants which are faster growing and can survive in 
harsher conditions, with less susceptibility to disease, and in smaller areas with 
greater competition.  This has led plant biologists to search for new ways to 
improve plant growth.  However this also introduces the need to accurately 
measure the results of their experiments.  Until recently the main approach to 
measuring the effectiveness of these experiments has been to use traditional bright 
field microscopes to inspect the exterior of the plants.  Recent experiments 
involving confocal microscopes and dyeing of feed types has been described in 
chapter 2.  These methods give the opportunity to look down to the cell level at the 
effectiveness of the biological experiments.  However, as explained in chapter 2 
these methods are very expensive and require far greater skill to set up so the 
traditional methods remain extremely useful.  However, as explained at various 
points the current techniques in use by biologists and in particular RootFlowRT are 
extremely error prone and thus reduce the reliability of the results.  This problem 
has been noted by the developer of RootFlowRT in private communication.   The 
work of this thesis has determined the reason for the errors in the previous 
methods and produced a method that has a much higher reliability and accuracy 
than the previous method.  The results of this work are now being used by the 
School of Plant Biology at the University of Nottingham in their recent studies.   
 




To develop the current method two main testing processes were undertaken. The 
method is based on combining the findings from a block matching correspondence 
method with those of a Scale Space Optical Flow approach.  Both approaches were 
seen to add value to the total process however initially the methods were tested 
separately and their results compared.  This has been reported in chapter 4.  For 
this purpose a set of test images was created by transforming an original image 
from one of the data sets by known amounts.  These results showed that: 
 For integer displacements in any direction the correspondence method was 
extremely accurate with virtually no errors in the final filtered results 
 A-priori knowledge of the velocity of motion reduced the time taken for these 
matches and was useful in eliminating errors 
 For non integer pixel motions the Scale Space approach gave more reliable 
results when the scaling applied was tuned to the problem 
o However the resolution of this method is limited by the scale used 
 Obtaining the correct results from the Scale Space Optical Flow was time 
consuming and needed expert tuning 
o It was thus decided to use a combination of the two approaches.  The 
scale space method was applied with a general value of scale to obtain 
a first estimation of motion velocity across the images of interest 








The value of the current work has been highlighted by looking at a set of test cases 
as reported in Chapter 5.  A subsequent set of experiments on 37 real image 
sequences confirmed these results.  New data provided by the Biology School of 
recent images using higher resolution cameras proved impossible to measure using 
the RootFlowRT technique but were successfully measured using the current 
technique. 
6.1 Issues with RootFlowRT 
These experiments to confirm the value of the proposed method also identified the 
bigger problems of the RootFlowRT approach.  As was reported in chapter 2 the 
RootFlowRT approach makes use of two methods: 
 A tensor method based on an extension of the Horn and Schunk approach 
 A correspondence method dependant on forward backward block matching to 
evaluate the match 
The problems from the tensor approach were evident in the results provided by the 
developers of RootFlowRT.  They reported [jiang thesis reference] that only 5% of 
the results of their tensor method were reliable.  However they offered no 
explanation of this.  One direct problem became evident by analysing their code in 
order to determine where their issues were occurring.  A significant fact appeared 
to be their use of a Sobel operator to obtain their first differential.  This has two 
problems.  First of all it is not an accurate measure of differential of an image.  
Secondly it introduces aliasing effects which work against the accuracy of the 
process.  Subsequent work ± notably that of Florack et al [24] have improved on 
this and the implementation of this using a Gaussian Scale Space approach 
removes those errors. 




A second problem was evident once detailed analysis of the intermediate results of 
the RootFlowRT correspondence method were analysed.  As was shown in Figure 
5.6 even when the forward backward matching was indicating valid correspondence 
the actual matches accepted (and thus their contribution to the determined growth 
rate measure) contained many non physical matches that violate the concept that 
neighbour pixels move together.  In the tests as much as 20% of the accepted 
results using the RootFLowRT approach are up to or greater than 100% in error 
both in magnitude and direction 
6.2 Comparison of Results   
The initial results on the 20 sample image areas were confirmed by measurements 
on 200 sample images provided by the School of Plant Biology.  The method 
developed in this thesis out performed the RootFlowRT in all areas.   
 Accuracy  
o Average error in measurement of parallel and perpendicular growth 
rate  
 +/- 0.002 µm per second for the current method 
 +/- 0.5 µm per second for the RootFlowRT approach 
o Average percentage of pixels providing useful results 
 RootFlowRT Tensor method 5% 
 Scale Space approach 50% 
 RootFlowRT correspondence 45% 
 Current method 54% 
o Validity of final results (percentage of measurements in the correct 
direction and size) 




 RootFlowRT 70% 
 Current Method 95% 
o Maximum spread of invalid results 
 RootFlowRT +/-200% in size and 100% in direction 
 Current method +/- 10% in size or direction  
The final two points are the most significant for the value of the results in making 
measurements of the rate of growth of plant roots.  With only 70% of the results 
being valid the influence of the invalid results is great.  With the spread of error in 
the results that are wrong for RootFlowRT the final number can be less reliable (in 
terms µm per second) than the change in growth on the whole root.  As this is the 
major measure of interest to the plant biologists the advantage of the current work 
is thus evident.  For the newer higher resolution lower contrast images however 
comparison is not possible as these images were not able to be processed by the 
RootFlowRT software.  The current technique worked and so has been shown once 
more to be of greater value. 
6.3 Future work 
The value of the current work in eliminating the errors in the previous method has 
been acknowledged by the plant biologists.  However the current software 
implementation is only a prototype and changes are needed to improve the value 
for the plant biologists.  Major steps that could be undertaken include: 
 Adding auto detection of the midline and quiescent point 
 Automating the process of detection of growth parallel and perpendicular to 
the midline 
 Adding statistical data to the output to enable evaluation by experimenters 




 Adding a conversion to the output data from pixels per second to µm per 
second and referencing the input to the quiescent point 
Auto mid line detection should be reasonably straight forward.  At the moment the 
method depends on the user clicking on the image or adding the pixel locations by 
hand.  This is error prone and auto detection would also aid in the second point -
automating the midline growth measurement.  Currently this process is achieved 
by the user indicating by clicking on the image where the end and start points for 
the midline are and the system maps a set of 60 by 60 blocks to this for the 
calculation purposes.  Automating the midline capture would aid the mapping of 
more shape dependant areas for measurement, rather than simple square blocks.  
The final point is a simple one as the data for the images (number of pixels per 
µm) is known to the user and could easily be entered as a parameter (at the 
moment these conversions were made in Excel when the data was being 
analysed).   
 
In addition to these simply practical developments it would be good to experiment 
with a direct matching of the Gaussian Scale Space approach to the adaptive block 
matching method.  The Gaussian low pass filter can be used directly as a scaling 
device to reduce the images for the block matching method.   Alternative scale 
approaches such as using suitable wavelet functions could also be adopted. 
 
In conclusion the aim of finding a reliable and accurate way of measuring the 
growth of plant roots has been achieved.  The results indicate a significant 
improvement in accuracy and reliability over previous methods. 
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Appendix A  Practical issues in the implementation 
A number of practical issues were faced when undertaking the development of the 
algorithm.  The methods were tested on a set of test images as described in Chapter 4 
and later on a set of standard images (shown in Appendix B).  This allowed the testing 
of the effect of varying a number of the parameters of significance to the way in which 
both the block matching correspondence method and the scale space optical flow 
method work.  The details of some of these experiments are presented here.  The 
initial work was done using Mathematica though the final work was developed in C++ 
 
A.1 Applying the Median Filter 
The median filter is implemented here for the purpose of minimizing measurement 
errors and removing noise in order to produce more reliable vectors. In experiments 
on the test images and the standard image sets two different sizes of Median Filter 
were applied to vectors produced by the image analysis, which were 3*3 and 5*5. This 
was to determine what difference the size of the filter made to the effectiveness of the 
measurements.  With the test images the correct result was known so the value of the 
filter could be better established.  The danger in using too small a filter is that regions 
of faulty results just reinforce themselves while too big a filter can mask actual gradual 
changes. The filter is used to enforce the idea that neighbouring pixels will move 
together.  This fails of course at object boundaries but in the actual experimental data 
measurements are only made within the growth area of the image and so this rule 
should be applicable throughout.  However, the actual growth rate does change 
gradually with the distance along the root so a too large filter would introduce errors.  
The larger the filter also the longer the computation time. When the results of the 




motion analysis produce neighbouring points that are moving in significantly different 
directions the median filter will generally remove spurious points. The figures below 
illustrate ways in which the filter aids the correct interpretation of the data. 
 
    
Figure A.1 5 Degree Rotation Image Sequence Motion Estimation Vector Field both 
images observed at BS=3, SS=1; Left Image with applied 5*5 Median Filter and Right 
Image without Median Filter 
 
 
The vectors circled at upper-left corner in the right image of Figure A1 were calculated 
to have motion vectors in the opposite direction to their neighbours, these are 
examples of errors that will very often happen at the border pixels since in these areas 
there are fewer reference positions to match. This can be corrected by applying a 
median filter. The vector plot on the left of Figure A.1 is the resultant vector field after 
applying a 5*5 median filter, which corrects the error pixels and shows all pixels 
moving in the expected direction.   Also note a block of pixels in the top right of the 
right hand plot of Figure A.1 shows a large number of vectors that were too large.  
This has also been removed by the filtering.  
 




The following figures show the effect of median filtering on sequences with larger 
rotations Figure A.2 for 15º rotations and Figure A.3 for 30º rotations 
 
 
    
Figure A.2 15 Degree Rotation Image Sequence Motion Estimation Vector Field both 
images observed at BS=8, SS=2; Left Image with applied 5*5 Median Filter and Right 
Image without Median Filter 
 
 
    
Figure A.3 30 Degree Rotation Image Sequence Motion Estimation Vector Field both 
images observed at BS=2, SS=2; Left Image with applied 5*5 Median Filter and Right 
Image without Median Filter 
 




As mentioned earlier, the median filter will help more for larger motion image 
sequence to remove noise and minimize errors. For example in Figure A.2 the 15 
Degree rotation image sequence, the vector field has more erroneous results than 5 
Degree rotation image sequence. As can be seen in Figure A.3 with no median filter 
applied to the 30 Degree rotation image sequence, a rotating vector field hardly 
shows. 
 
The median filter was also used to improve the motion field when using the Scale 
Space Optical Flow method as the following examples illustrate: 
    
Figure A.4 5 Degree Rotation Image Sequence Optical Flow Vector Field both images 
observed at =10, =1; Left Image with applied 5*5 Median Filter and Right Image 
without Median Filter 
 
 




    
Figure A.5 15 Degree Rotation Image Sequence Optical Flow Vector Field both images 
observed at =6, =1; Left Image with applied 5*5 Median Filter and Right Image 
without Median Filter 
 
    
Figure A.6 30 Degree Rotation Image Sequence Optical Flow Vector Field both images 
observed at =3, =1; Left Image with applied 5*5 Median Filter and Right Image 
observed at without Median Filter 
 
With increased motion when no median filter in used, vector fields return results with 
more errors and especially as seen in Figure A.6 for a 30 Degree Rotation Image 




Sequence which barely shows the rotation in the right image and the flow is very 
different for each neighbour pixel. After use of the median filter, (Figure A.6 the left 
image) the unexpected results are greatly reduced and it clearly shows the direction 
that pixels have been rotated forming a smooth flow for all pixels. (These examples 
were produced using Mathematica. In this case the need to produce values for edge 
pixels was addressed by mirroring of the image pixels at the edges.  The result has 
produced unreliable results at the edge for the size of the Gaussian mask used.  Such 
problems were removed in the actual experiments by the inclusion of surrounding 
pixels in the calculation for a given region rather than mirroring.) 
 
A.2 Effect of changing Block-Size (BS) on the Motion Estimation  
 
From the assumptions that pixels move with their neighbours, the smaller block size 
will reduce the calculation time and increase the speed. Conversely larger block size 
will cause longer processing time but give more reliable results. From the experiment 
observed for larger motion for example from 5 Degree to 15 Degree, a larger size of 
block will return better results than a small size of block. However, if the motion gets 
extremely large for example 30 Degrees then a smaller block size will be more 
appropriate. The following figures provide examples (SS is Search Space): 
 




       
Figure A.7 5 Degree Rotation Image Sequence Motion Estimation Vector Field Left 
Image observed at BS=3, SS=1 and Right Image observed at BS=1, SS=1  
 
 
       
Figure A.8 15 Degree Rotation Image Sequence Motion Estimation Vector Field Left 








    
Figure A.9 30 Degree Rotation Image Sequence Motion Estimation Vector Field Left 




         
Figure A.10 Suzie Image Sequence (see appendix B) Motion Estimation Vector Field 
Left Image observed at BS=8, SS=2 and Right Image observed at BS=1, SS=2 
 




Figure A.10 is analysing the Suzie Image Sequence (shown in Appendix B), to detect 
the movement of Suzie closing her left eye. The left-hand field plot with larger block 
size shows the expected results and the right-hand field with smaller block size shows 
more complex results, some of which are wrong demonstrating that errors have been 
detected. 
 
         
Figure A.11 Claire Image Sequence (see Appendix B) Motion Estimation Vector Field 
Left Image observed at BS=6, SS=2 and Right Image observed at BS=1, SS=2 
 
In Figure A.11 the Claire Image Sequence in which the detection of the movement is 
made as Claire nods her head, the vector field should have all the vectors moving 
down, the left image in the figure observed at BS=6 and shows the expected results 
but with smaller block size such as the right image in the figure with BS=1 most of the 









A.3 Motion Estimation Vector Field with respect to different size of Search-
Space (SS) 
The Search Space is determined by a pre-estimate of the motion field, with larger 
Search Space, more locations are looked at for matching.  It might be assumed that 
allowing a greater search space would necessarily lead to a more accurate answer as 
there is then less dependence on the a-priori estimation of the motion.  However this 
assumption breaks down in the real images as the motion is usually not by integer 
pixel amounts and many areas of the image have similar features.  Also the larger the 
search space the more time will be consumed. If the size of search space is too small 
the system will return errors in vector field where the motion is larger than /beyond 
the pre-estimated area. The size of the initial search space would be set to match the 
estimated maximum velocity in the images.  
The following examples illustrate the effect of changing search space: 
       
Figure A12 15 Degree Rotation Image Sequence Motion Estimation Vector Field Left 
Image observed at BS=8, SS=2 and Right Image observed at BS=8, SS=1 
 
 




In Figure A.12 the 15 Degree Rotation Image Sequence Motion Estimation Vector Field 
is shown. Both outputs are determined at the same block size but with different search 
space, the left image is observed at SS=2 which shows more accurate motion 
estimation results than the right image at SS=1.  For lower rotational speeds a smaller 
search space would be useful.  Also the location of the search space is important.  If 
the a-priori estimation of the speed of motion is good then a small search space 
suitably positioned would be better.  For the test images the velocity is known exactly.  
In the RootFlowRT system the velocity is assumed unknown which results in large 
errors as shown in Chapter 5.    
 
Another good example to illustrate the advantage of using an appropriate search space 
to return better results is shown below: 
 
      
Figure A13 Bus Image Sequence (see appendix B) Motion Estimation Vector Field Left 
Image observed at BS=3, SS=3 and Right Image observed at BS=3, SS=2 
 
Figure A13 shows the Bus Image Sequence Motion Estimation Vector Field. Both 
outputs are obtained at BS=3 but with different search space values. In the test 




sequence a bus is passing, by the movement of the background, since the bus is going 
to the left, all the background objects should go to the right.  By comparison of the 
two different outputs, the larger size of search space can be seen to give the better 
result when the actual velocity is unknown and the object is distinct from its 
background 
 
A.4 Effect of varying  on the Scale Space Optical Flow Vector Field  
 
The calculation of the Optical flow field involves a convolution with a Gaussian 
Derivative mask.  The extent of the mask is determined by the value of , the spatial 
scale.  This convolution is equivalent to first applying a Gaussian to the image then 
applying a differential operator.  The Gaussian is a low pass filter which means that 
the convolution with the image produces an image containing fewer high frequencies.  
The nature of the Gaussian means that in the spatial domain high frequency image 
trends are reduced smoothly. 
With a larger value of , a larger Gaussian Kernel will be applied. It is difficult to select 
an appropriate spatial scale , but for larger movements in the image sequence, 
smaller  values are likely to be selected. The following example illustrates how the 
results are affected by different choice of values of : 




   
Figure A.14 5 Degree Rotation Image Sequence Optical Flow Vector Field Left Image 
observed at =10, =1 and Right Image observed at =2, =1 
 
In Figure A14, the 15 Degree Rotation Image Sequence Optical Flow Vector Field is 
shown. Both outputs are obtained at =1 (a temporal scale of 1 so the images used 
are consecutive images in a sequence) but with different  value. With the larger  a 
smoother vector field results. With the larger motion the  value should be reduced 
accordingly, as high velocity of motion results in high frequency effects. Below are 
further examples: 
     
Figure A.15 15 Degree Rotation Image Sequence Optical Flow Vector Field Left Image 
observed at =6, =1 and Right Image observed at =2, =1 




    
Figure A.16 30 Degree Rotation Image Sequence Optical Flow Vector Field Left Image 
observed at =3, =1 and Right Image observed at =2, =1 
 
The best observation of 5 degree rotation image sequence is for =10 but =6 for the 
15 degree rotation and =3 for 30 degrees.  In practice with the real image sequences 
a  of 1.8 was used (see chapter 4) 
A.5 Effect of varying the value of  on Optical Flow Vector  
The temporal scale of the Scale Space approach is . Optical Flow is calculated 
between consecutive images in an image sequence. The value of  is the time step 
between the consecutive images used.  With =1for example, the calculation of the 
vector field for an image involves calculation between an image and its next 
neighbours in the sequence. The range of the possible values for  depends on how 
many images there are in the sequence; to have a valid value  must not require using 
more than the number of images in the sequence. This adds an extra tuning a feature 
for optical flow motion estimation. With this advantage optical flow is able to calculate 
the flow in the sequence between any number of input images. However this has the 




obvious result of the execution time increasing with the number of images in the 
sequence ± the speed of execution will be extremely slow.  
 
A.6 No Discontinuities in Vector Field 
As stated above the Optical Flow system uses convolution in the spatial domain. 
Evaluation of the convolution on the boundaries requires some form of extension of 
the image.  The method used when measuring the test images was wrapping.  In this 
method the upper-left pixel in the images is assumed as adjacent to the lower-right 
pixel, pixels at the left border are adjacent to those on the right border and so on. This 
will affect the result for vector fields, for example, if the motions for the lower-right 
corner area are flowing out, the motion for the top-left corner area must be flowing in.  
This is illustrated below: 
 
   
Figure A.17 30 Degree Rotation Image Sequence Motion Estimation Vector Field 
observed at =8, =1 
 




The extent of the border effect will depend on the value of .  The larger the value of  



















Appendix B Standard Test Image Sequences 
 
 
A number of image sequences are commonly used in testing motion estimation 
applications.  These images have known characteristics with obvious and known 
motions that are more complex than those found in the plant images but they were 
still useful in testing the parameters used in the proposed method.  Some of these 
have been referred to in Appendix A as they demonstrate how the tuning of the 
parameters can affect the reliability and accuracy of the results.  In this section the 
image are represented as are the results of some manipulation on these images using 
the methods later employed on the plant growth images.  The image sequences are 
known as: 
 
 Suzie ± a woman answer the phone using clear motions 
 
 Clair ± a female news reporter reads the news and in so doing her features 
change 
 
 Bus image ± a bus passes some background scenery which is also moving.  This 
is the most complex sequence and one in which the camera is moving rather 
than stationary. 
 
The results shown in the following figures are illustrative of what happens as the 
values are changed for the two main parameters available for the methods used in the 
analysis.  Thus values of Block Size (BS) and Search Space (SS) have been varied for 
the correspondence method and the spatial scale  and temporal scale  have been 
varied for the Scale Space Optical Flow method.  In these experiments the position of 
the search space for the correspondence method has been centred on the pixel under 
analysis.  In practice in the experiments it was necessary to take into account the 
velocity determined by the Optical Flow method to determine where the search space 
should be centred. 




In the illustrations here the limits of the image used have been determined by 
selecting the image from inside a larger image but the method of dealing with edge 
pixels have not used the opportunity to read from a larger image. 
The results of the extensive set of experiments of which these figures only illustrate a 
small proportion were used to help determine what factors were important in designing 
the final software.  They were, however, not directly applicable as the nature of the 
images were not the same as that of the experimental image.  They are thus 
presented here for illustration only. 





Figure B.1 Two images from the Suzie sequence with the section of the image highlighted that was used in the analysis shown in following 
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Figure B.2 Motion Estimation Vector Field for Suzie Image Sequence with 5*5 Median Filter and vary value for BS(Block Size), SS(Search Space):
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Figure B.3. Optical Flow Vector Field for the Suzie Image Sequence with 5*5 Median Filter; =1  and vary value for  



























Figure B.4. Optical Flow Vector Field for the Suzie Image Sequence with 5*5 Median Filter and vary value for  and :         




Figure B.5 Two images from the Claire sequence with the section of the image highlighted that was used in the analysis shown in 
following 
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Figure B.6 Motion Estimation Vector Field for Claire Image Sequence with 5*5 Median Filter and vary value for BS(Block Size), SS(Search Space): 



























Figure B.7. Optical Flow Vector Field for Claire Image Sequence with 5*5 Median Filter; =1 and vary value for :    





Figure B.8 Two images from the Bus sequence with the section of the image highlighted that was used in the analysis shown in following 
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Figure B.10 Optical Flow Vector Field for Bus Image Sequence with 5*5 Median Filter; =1 and vary value for  
