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摘 要: 介绍集值信息系统和区间值信息系统,并提出了同时具有这两种系统特点的区间集值信息系统.依据属性
值的语义关系,将区间集值信息系统分为两类: 析取 ( I型)和合取 ( II型)系统,并对其分别提出了基于优势关系的粗
糙集模型,讨论了相关性质. 最后用实例分析验证了所提出系统的有效性.
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Abstract：This paper respectively introduces set-valued information systems and interval-valued information systems, and
presents interval and set-valued information systems which have common features of above two systems. According to
the semantic relation of attribute values, interval and set-valued information systems can be classified into two categories,
disjunctive( type I ) and conjunctive( type II ) systems. Then, a dominance-based rough set model is presented for these
two types of interval and set-valued information systems, and some related properties are discussed. Finally, the results of
practical examples show the effectiveness of the proposed system.

























划的环境风险进行评估, 其中环境风险分为 {1, 2, 3,

















定义 1 [13] 称S = (U,AT, F )为集值信息系统,
若U = {x1, x2, · · · , xn}为对象集,每个xi(i6n)称为
一个对象; AT = (a1, a2, · · · , am)为属性集, 每个 aj(j
6 m)称为一个属性; F = {fl|l 6 m}为对象属性值

















定义 2 [15] 设S是一个合取集值序值信息系统,
∀A ⊆ AT,定义优势关系为
R∧>A =
{(y, x) ∈ U × U |f(y, a) ⊇ f(x, a)(∀a ∈ A1)
∧
f(y, a) ⊆ f(x, a)(∀a ∈ A2)}.
其中: A1
⋃




定义 3 [15] 设S是一个析取集值序值信息系统,
∀A ⊆ AT,定义优势关系为
R∨>A ={(y, x) ∈ U × U |max f(y, a) >
min f(x, a)(∀a ∈ A)}.
2.2 区间值信息系统





Va且Va为属性 a的值域, f : U→V 为对
象属性值映射,且Va是个区间值.
针对区间值信息系统,对象x在属性 a的取值表
示为 f(x, a) = [aL(x), aU (x)]. 其中: aL(x), aU (x)∈R.




值信息系统. 针对区间值序值信息系统, 文献 [17]构
建了如下优势关系:
定义 5 [17] 设S是一个区间值序值信息系统,
∀A ⊆ AT,则定义优势关系为
R>A ={(y, x) ∈ U × U |aL(y) > aL(x), aV (y) >



































































的取值为集合{英语}, {英语,法语}, {英语,德语}, {英







例 1 某企业风险投资的 I型区间集值信息系
统如表 1所示. 其中: U = {x1, x2, x3, x4, x5}表示 5个
企业, AT={a1, a2, a3, a4, a5, a6}={市场风险,技术风
险,经营风险,环境风险,产品风险,金融风险}.
表 1 一个企业风险投资的 I型区间集值信息系统


































































在表 1中, a5(x3) = V
{4,5}
{3} 表示企业x3的产品风
险最低为 3级, 最高为 4级或者 5级, 所以在 I型区间
集值信息系统中,集合中元素之间是“或”关系.针对
I型区间集值信息系统,定义优势关系如下:
定义 8 设S是一个 I型区间集值信息系统,
∀A⊆AT,定义优势关系为
RIA ={(y, x) ∈ U × U |min y+a > minx+a
∧







定理 1 设S是一个 I型区间集值信息系统,
∀A ⊆ AT,有:








max x−a >max x−a ,即
xR IAx成立,故R
I
A满足自反性. ∀x, y∈U ,若
min y+a > minx+a
∧
max y−a > max x−a ,
则minx+a > min y+a
∧
max x−a >max y−a 不成立, 故
R IA不满足对称性. ∀x, y, z∈U ,若 ∀x, y∈U ,有
min y+a > minx+a
∧
max y−a > max x−a ,
min z+a > min y+a
∧
max z−a > max y−a ,
则min z+a > minx+a
∧
max z−a >max x−a 肯定成立, 故
R IA满足传递性. 2
定理 2 设S是一个 I型区间集值信息系统,
∀A,B ⊆ AT,有:
①若B ⊆ A ⊆ AT,则R IB ⊇ R IA ⊇ R IAT;
②若B ⊆ A ⊆ AT,则 [xi] IB ⊇ [xi] IA ⊇ [xi] IAT;
③ 若xj ∈ [xi] IA, 则 [xj ] IA ⊆ [xi] IA, 且[xi] IA =
⋃
{[xj ] IA|xj ∈ [xi] IA}.
定理 2的证明可参考文献 [15]中定理 3.3的证
明,此略.
定义 9 设S是一个 I型区间集值信息系统,
∀A ⊆ AT, x基于优势关系R IA的特征类表示为 [x] IA
={y∈U |(y, x)∈R IA}.
例 2 对表 1所示的 I型区间集值信息系统,有
[x1] IAT = {x1, x3}, [x2] IAT = {x1, x2, x3, x4, x5},
[x3] IAT = {x3}, [x4] IAT = {x1, x3, x4},




例 3 一个关于个人语言表达能力的 II型区间
集值信息系统如表 2所示. 其中: U = {x1, x2, x3, x4,
x5, x6, x7}表示 7个人, AT = {a1, a2, a3, a4} ={听力,
口语,阅读,书写},且V = {英语,法语,德语}. 为表述
方便,分别用E, F, G代表英语,法语,德语.
表 2 一个关于个人语言表达能力的 II型区间集值信息系统






































































定义 10 设S是一个 II型区间集值信息系统,
∀A ⊆ AT,定义优势关系为
R IIA ={(y, x) ∈ U × U ||x−a | 6 |y−a |
∧
|x+a | 6
|y+a |(∀a ∈ A)},
其中 | · |表示集合的基数.
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不能说英语肯定好于法语或者劣于法语, 所以
可根据掌握语言数量的多少来定义优势.于是,优势





定理 3 设S是一个 II型区间集值信息系统,
∀A ⊆ AT,有:




② R IIA 满足自反性和传递性,但不满足对称性.
定理 3的证明与定理 1的类似,此略.
定义 11 设S是一个 II型区间集值信息系统,
∀A ⊆ AT, x基于优势关系R IIA 的特征类表示为 [x] IIA
={y∈U |(y, x)∈R IIA }.
例 4 对表 2所示的 II型区间集值信息系统,有
[x1] IIAT = {x1, x2, x3, x7}, [x2] IIAT = {x2, x7},
[x3] IIAT = {x2, x3, x7}, [x4] IIAT = {x2, x3, x4, x7},
[x5] IIAT = {x2, x3, x4, x5, x7},
[x6] IIAT = {x2, x3, x6, x7}, [x7] IIAT = {x2, x7}.
4 知识约简
区间集值信息系统S = (U,AT, V, f)的优势关
系R IA或R
II






定义 12 设S = (U,AT, V, f)是一个 I型区间
集值信息系统, ∀A ⊆ AT, A是 I型区间集值信息系统
的一个约简,当且仅当R IA =R
I
AT且∀B⊂A, R IB 6=R IA.




{ai ∈ AT : (x, y) 6∈ R Iai} : (x, y) 6∈ R IAT;
φ :其他.











例 5 表 3给出了表 1所示 I型区间集值信息系
统基于优势关系R IA的辨识矩阵.
表 3 表 1所示的 I型区间集值信息系统
基于优势关系R IA的辨识矩阵
xi/xj x1 x2 x3 x4 x5
x1 a1a2a3a4a6 a1a3a4a6 a1a2a3a4a6
x2
x3 a3a5 AT a1a3a4a5a6 AT
x4 a1a2a3a4a6 a1a2a3a4a6
x5 a6





R IIA 的约简为 {a1, a2, a4}. 可以看出,当一个人同时具
有听力能力, 口语能力和书写能力时, 则他肯定具有
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