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Efficiency analysis of reaction rate calculation methods using analytical models I: The
2D sharp barrier
Titus S. van Erp
Centrum voor Oppervlaktechemie en Katalyse, K.U. Leuven,
Kasteelpark Arenberg 23, B-3001 Leuven, Belgium
We analyze the efficiency of different methods for the calculation of reaction rates in the case of a
simple 2D analytical benchmark system. Two classes of methods are considered: the first are based
on the free energy calculation along a reaction coordinate and the calculation of the transmission
coefficient, the second on the sampling of dynamical pathways. We give scaling rules for how this
efficiency depends on barrier height and width, and we hand out simple optimization rules for the
method-specific parameters. We show that the path sampling methods, using the transition interface
sampling technique, become exceedingly more efficient than the others when the reaction coordinate
is not the optimal one.
PACS numbers:
I. INTRODUCTION
As Molecular dynamics (MD) is limited to microscopic
systems and time scales, most chemical or biological re-
actions can not be simulated using straightforward MD.
One can literally wait ages before detecting a single event
in a typical computer simulation. In the early 1930s,
Wigner and Eyring made the first attempts to overcome
this problem by introducing the concept of the Transi-
tion state (TS) and the so-called TS Theory (TST) ap-
proximation1,2. Later on, Keck3 demonstrated how to
calculate the dynamical correction, the transmission co-
efficient. This work has later been extended by Ben-
nett4, Chandler5 and others6,7, resulting in a two-step
approach. First the free energy as function of a reac-
tion coordinate (RC) is determined. This can be done
by e.g. Umbrella Sampling (US)8 or Thermodynamic In-
tegration (TI)9. Then, the maximum of this free energy
profile defines the approximate TS dividing surface and
the transmission coefficient can be calculated by releasing
dynamical trajectories from the top. This approach is,
in principle, exact and independent of the choice of RC.
However, the method becomes inefficient when the trans-
mission coefficient is small. A proper choice of the RC
can maximize the transmission coefficient and is hence
crucial for the efficiency of the method.
There exist different formalisms for the transmission
coefficient formula which differ in the way trajectories
are counted. We discuss the standard Bennett-Chandler
(BC)5, the history dependent BC (BC2)5, and the effec-
tive positive flux (EPF)10,11 formalism. We show that the
latter should always be preferred due to a lower average
pathlength and a faster convergence. However, whenever
a lot of correlated recrossings occur, the transmission co-
efficient will be very low and all these methods become
inefficient. In high dimensional complex systems it can
be a very difficult task to find a proper RC. Moreover,
whenever the dynamics is diffusive, even an optimal RC
can result in a very low transmission and hence a poor
efficiency.
A new approach came with Transition Path Sampling
(TPS)12 that is not based on the free energy barrier as
starting point. TPS is rather an importance sampling
of dynamical trajectories. Hence, it is a Monte Carlo
(MC) sampling in path space rather than phase space.
The TPS method has been advocated as a method that
does not need a RC and is akin to ’throwing ropes in
the dark’13. This might be true if one wants to sample
a set of reactive trajectories, but it is not for the calcu-
lation of reaction rates. In fact, the original approach
to calculate reaction rates within the framework of TPS
required the definition of an order parameter and the cal-
culation of the reversible work when the endpoint of the
path is dragged along this parameter. For the sampling
of reactive pathways, the order parameter needs only to
distinguish between the two stable states. However, in
the algorithmic procedure to calculate reaction rates with
TPS, the order parameter becomes very similar to a RC.
Still, it has been speculated that this approach is less
sensitive to the problems related to an improper RC (or
order parameter). Indeed, in this article we prove for the
first time that this is true using the approach of Transi-
tion Interface Sampling (TIS)14. TIS increases the effi-
ciency of the original TPS rate calculation considerably
by allowing the pathlength to vary and by counting only
positive effective crossings. The overall reaction rate in
TIS is obtained from an importance sampling technique
that uses a discrete set of interfaces between the sta-
ble states. Hence, TIS could be considered a dynamical
analogue of US in path space. For diffusive systems the
partial path TIS (PPTIS) was invented that uses the as-
sumption of memory loss15. In this article we discuss the
case of sharp barriers. Here recrossings occur mainly due
to the wrong choice of RC. In a follow-up article we will
treat the diffusive case.
Up to now, it is not clear how these methods compare
in efficiency and the need for benchmark systems has
been put forward several times. It is not always easy to
perform comparative calculations since it is not simple to
know if each method is equally optimized for a specific
system. Therefore, in this paper we analyze a system
2for which the efficiency of the methods can be calculated
analytically with only a few approximations. This does
not only give a transparent comparison of the efficiency of
the different methods, but also allows to obtain scaling
laws for how this efficiency changes as function of the
barrier height and width. Moreover, we give some rules
for how the methods can be optimized, for instance, by
choosing the proper width of the US windows and the
position of interfaces in TIS. These rules are important
for the simulation community, as they can be used as a
rule of thumb in daily practice, when any method needs
to be optimized.
The principal component to measure the efficiency of
the methods will be the CPU efficiency time τeff which is
the lowest computational cost needed to obtain an overall
statistical error equal to one. We give a detailed analysis
of how τeff can be calculated for some very general cases
in the appendix sections A and B. It also gives the im-
portant result of how one should divide a total fixed sim-
ulation time over a set of different simulations to obtain
the best overall efficiency. In Sec. II, we outline the first
class of methods, the reactive flux (RF) methods, and
present their principal formulas. In Sec. III, we do the
same for the second class of methods, the path sampling
methods. Sec. IV introduces the 2D benchmark system
where the angle θ indicates how far the chosen RC is de-
viated from the optimal one. Sec. V is the main section
of our paper in which we apply the different methods
of Sec. II and III to the analytical benchmark system
of Sec. IV. Finally, we discuss the important point of
hysteresis for the two types of methods and show that
this is less likely to occur for the path sampling methods.
We summarize the results in Sec. VII. Moreover, to sup-
port the readability of this paper we have added a list of
symbols and abbreviations in App. E and F.
II. FIRST CLASS OF METHODS: REACTIVE
FLUX METHODS
A. General formalism for RF methods
In all combined free energy and transmission coefficient
based methods, the rate equation follows from k = k˜(t′)
where the reaction rate k is expressed as a quasi-plateau
value at a time t′ of a time dependent reaction rate func-
tion k˜(t). This function is given by the corrected flux
through an hypersurface {x|λ(x) = λ∗}, that is is a col-
lection of phase points x, defined by the reaction coor-
dinate λ(x) and transition state (TS) value λ∗. The TS
value λ∗ is standardly taken as the maximum in the free
energy profile along λ. Both TST, BC, BC2 and EPF
can be expressed as
k˜(t) =
〈λ˙(x0)δ(λ(x0)− λ∗)χ[X, t]〉
〈θ(λ∗ − λ(x0))〉 , (1)
where δ(·) is the Dirac delta function, θ(·) the Heaviside
step function, xt is the phase point at a time t, and X
is a trajectory that includes x0. Ensemble averages 〈. . .〉
in phase and path space are defined in App. A 1. Eq. (1)
measures the flux contributed by pathways leaving the
surface λ∗ at t = 0 under the influence of a correction
functional χ[X, t]. The functional χ has different forms
for TST, BC, BC2, and EPF. The rate equation (1) can
be rewritten as a product of two factors: the probability
to be on top of the barrier times the transmission function
R˜(t):
k˜(t) = PA(λ
∗)R˜(t) (2)
with
PA(λ
∗) ≡ 〈δ(λ(x0)− λ
∗)〉
〈θ(λ∗ − λ(x0))〉 . (3)
and
R˜(t) ≡ 〈λ˙(x0)χ[X, t]〉δ(λ(x0)−λ∗). (4)
Here, 〈. . .〉δ(λ(x0)−λ∗) implies that the ensemble {x0} is
constrained at the surface {x0|λ(x0) = λ∗}. Substitution
of Eqs. (4,3) in Eq. (2) using Eq. (A5) gives back Eq. (1).
Eqs. (2-3) show the two-step procedure. The proba-
bility PA(λ
∗) and the time dependent transmission func-
tion R˜(t) are calculated in two separate simulations. As
for the rate k, the unnormalized transmission coefficient
R follows from a plateau in this time dependent func-
tion: R = R˜(t′). This factor corrects for the corre-
lated recrossings. In II B, we discuss the methods to
compute PA(λ
∗) or, equivalently, the free energy bar-
rier ∆F = −kBT lnPA(λ∗). Then, in II C we discuss the
methods to determine the transmission coefficient R.
B. Free energy methods
1. US using rectangular windows
Define the following 2M + 2 box functions:
wi(x) = θ[λ(x) − λR − iΓ]θ[λR + iΓ + γ − λ(x)],
wM (x) = θ[λ(x) + dλ− λ∗]θ[λ∗ − λ(x)],
W0(x) = θ[λ
∗ − λ(x)], (5)
Wj(x) = θ[λ(x) − λR − (j − 1)Γ]θ[λR + jΓ + γ − λ(x)],
with 0 ≤ i < M and 0 < j ≤M . Here λ∗ is the TS, λR is
a value in the reactant well and dλ is a small length scale.
γ and Γ represent the dimensions of the US windows;
Γ + γ is the width of the window and γ is the overlap
such that MΓ + dλ = λ∗ − λR (See Fig. 1). Neglecting
higher orders terms in dλ, we can write
PA(λ
∗) =
1
dλ
〈wM 〉
〈θ(λ∗ − λ)〉 =
1
dλ
〈wM 〉W0 . (6)
To calculate Eq. (6), we can simply run an MD simula-
tion and count the number of times that the transition
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FIG. 1: Illustration of US using rectangular windows for the
case M = 3. λR is a surface in the reactant well, λ
∗ is the
TS. The binary functions wi and Wi are depicted below the
free energy plot where the gray areas indicate where wi,Wi
equal unity.
state region interval is visited. The weight function W0
in the ensemble acts like an infinite wall at λ = λ∗ and
prevents the unnecessary exploration of the product re-
gion. However, as 〈wM 〉W0 is vanishingly small for high
barriers, this straight-forward method will usually fail.
Using Eq. (A5) and the relations wsWs = ws,
ws−1Ws = ws−1 for all s we can rewrite Eq. (6) as
PA(λ
∗) =
1
dλ
〈w0〉W0
M∏
s=1
〈ws〉Ws
〈w(s−1)〉Ws
. (7)
The final property is now calculated from a series of sim-
ulations in which each pair 〈ws〉Ws , 〈ws−1〉Ws ≫ 〈wM 〉W0
so that they can be determined accurately. The im-
plementation of US using rectangular windows via MC
is straightforward. The standard MC sampling is per-
formed starting from a point inside the window. As
soon as the MC procedure generates a point outside this
window, this point is automatically rejected and the old
point is kept. If the procedure is performed by means of
MD, the window boundaries simply act as infinitely hard
walls. However, due to practical problems related to a
discontinuous force profile, MD simulations are usually
performed with parabolic windows instead of rectangu-
lar ones.
2. US using a single biasing potential
Instead of performing several simulations using rectan-
gular windows, one can also use a single biasing function
Ω(x):
PA(λ
∗) =
1
dλ
〈wMΩ−1〉ΩW0
〈Ω−1〉ΩW0
. (8)
Again, the equivalence between Eq. (6) and Eq. (8) is
easy to prove via Eq. (A5). The advantage of Eq. (8) is
that the error does not propagate as in the case of several
windows. On the other hand, one needs to have already
a good idea about the shape of the barrier to construct a
good bias Ω. The series of rectangular windows is a more
robust way to explore the barrier region when no knowl-
edge is available. The algorithmic procedure to sample
points in the biased ensemble 〈. . .〉ΩW0 is explained in
Sec. A 1.
3. Other free energy methods
Many other methods exist for the calculation of free
energy surfaces. TI is of equally importance and is based
on the constrained sampling at surfaces from which the
free energy’s derivative can be obtained at a given value
of λ. Integration of these derivatives results in the re-
quested free energy profile. In addition, many variations
of US have been devised, such as Wang-Landau sam-
pling16, meta dynamics17, and flooding18, where the op-
timal biasing potential is created on the fly.
C. Transmission coefficient calculation
1. TST approximation
In TST, all pathways leading towards the product site
B are assumed to stay in B for a very long time. The
TST approximation uses Eq. (4) with
χTST[X, t] = θ(λ˙(x0)). (9)
If the barrier is sharp and a proper RC is taken, TST is
a very good approximation or can even be exact. The
calculation of R, in TST, requires a simple numerical or
analytical calculation. For instance, suppose that λ is a
simple Cartesian coordinate with massm, then λ˙(x0) = v
and
R =
∫∞
0
dv ve−β
1
2mv
2∫∞
−∞ dv e
−β 12mv2
=
1/βm√
2pi/βm
=
1√
2piβm
. (10)
Therefore, the free energy profile is sufficient to obtain k
whenever TST is valid.
2. BC formalism
The BC equation is obtained using
χBC[X, t] = θ[λ(xt)− λ∗] (11)
in Eq. (4). The evaluation of R˜(t) in Eq. (4) consists
of releasing many trajectories that start from the top of
the barrier. These trajectories only make a contribution
different from zero if they end up at the product side of
the barrier. It is important to note that a trajectory with
4λ˙(x0) < 0 that leaves the surface heading to the reactant
state A but finally ends up at the product state B at
a time t, gives a negative contribution. The final value,
which has to be positive per definition, results from a
cancellation of positive and negative terms.
3. BC2 formalism
The BC2 equation uses
χBC2[X, t] = θ[λ(xt)− λ∗]θ[λ∗ − λ(x−t)]. (12)
Here, besides ending in the product state, the trajecto-
ries integrated backward in time also have to end in the
reactant state to give a nonzero contribution to Eq. (4).
However, here as well, the contribution of some trajecto-
ries are negative. This happens when the systems starts
with a negative λ˙(x0), but the forward and backward tra-
jectories end up in the product B and reactant state A,
respectively. These so-called S-curves (trajectories that
cross the TS surface more than 2 times within a short
time) are less likely to occur for sharp barriers.
4. EPF formalism
The EPF equation arises when we take χ[X, t] =
χEPF[X, t] in Eq. (4) with
χEPF[X, t] =


0, if λ˙(x0) < 0,
or if λt′ > λ
∗ for any t′ ∈ [−t : 0],
or if λ(xt) < λ
∗,
1, otherwise.
(13)
Despite the apparent mathematical more complicated
form of Eq. (13) compared to Eqs. (11) and (12), the
relation is quite is natural. The approach counts only
the first crossings and only when they are in the posi-
tive direction (See Fig. 2). In the effective flux formal-
ism (13), all contributions are either zero or positive. In
Ref. [11], we presented a similar transmission coefficient
formula. However, in this approach the pathway was
stopped whenever the stable state regions A and B were
reached. For a formal mathematical proof of the equiva-
lence between BC- and EPF-type equations see Ref. [19].
5. Other transmission coefficient methods
Some other relations for the transmission different from
Eq. (11-13) have been proposed. For instance, Hummer20
proposed a relation that uses all the crossing velocities,
in case of correlated recrossings, instead of just λ˙(x0).
Ruiz-Montero et al.21 devised a transition zone method
for diffusive barrier crossings. This will be treated in
more detail in the follow up article that will discuss the
diffusive barrier case.
*λ
t=t’t=−t’ t=0
FIG. 2: Explanation of the transmission coefficient
method (11-13). The dot on the surface λ∗ indicates the point
of release at t = 0. The arrow indicates the direction of λ˙(x0).
Trajectories are integrated forward up to t = t′ and backward
in time up to t = −t′. From top to bottom, λ˙(x0)χ using BC
Eq. (11) results in (v, 0, v, v, v, 0,−v,−v), the BC2 Eq. (12)
gives (v, 0, 0, v, v, 0, 0,−v), and the EPF expression Eq. (13)
gives (v, 0, 0, 0, v, 0, 0, 0) with v = |λ˙(x0)| the absolute velocity
at the initial point.
III. SECOND CLASS OF METHODS : PATH
SAMPLING METHODS
A. General formalism of TIS methods
Suppose λA and λB > λA are such that any x with
λ(x) < λA is at the reactant side A and any x with λ(x) >
λB is at the product side B of the unknown optimal TS
dividing surface. It is important to note that λ(x) does
not have to be a proper RC to fulfill this criterion, but
only has to distinguish between the two stable states.
The TIS expression is now given by
kAB =
〈φA〉
〈hA〉PA(λB |λA). (14)
Here φA gives the flux through interface λA and hA is a
history dependent function describing whether the sys-
tem was more recently in A or in B: hA = 1, for a phase
point x and its corresponding trajectory, if the system
was more recently in A than in B and hA = 0 other-
wise. In practice, the whole factor 〈φA〉〈hA〉 is calculated by
counting the number of crossings in a straight-forward
MD simulation, divided by the number of cycles with
hA = 1, divided by the time step ∆t. The calculation of
this factor is very cheap as interface λA is very close to
the basin of attraction of state A. On the other hand,
the crossing probability PA(λB|λA) is a very small num-
ber and can not be accurately determined by straight-
forward MD. This is the probability that whenever the
5system crosses interface λA, it will cross interface λB be-
fore crossing interface λA again. As interface λB is an
interface at the other side of the barrier, this probability
is very small. The TIS method overcomes this by defin-
ing M − 1 interfaces between λA = λ0 and λB = λM .
Then, the total crossing probability can be expressed in
a formula that contains conditional short-distance cross-
ing probabilities14
PA(λB |λA) = PA(λM |λ0) =
M−1∏
s=0
PA(λs+1|λs). (15)
Here, PA(λs+1|λs) is a generalization of the previously
described overall crossing probability and denotes the
conditional probability that, whenever the system leaves
state A by crossing λA and crosses λs in turn, it will
also cross λs+1 before returning to A. If the dis-
tances λs+1 − λs are sufficiently small, the probabilities
PA(λs+1|λs) will be large enough so that they can be
computed using a shooting algorithm22. The shooting
algorithm takes a random time slice from the old exist-
ing path and makes a slight randomized modification of
this phase point (usually only the momenta are changed).
Then, this new phase point is used to propagate forward
and backward in time yielding a new trajectory. In TIS,
this propagation of the trajectory is stopped whenever
the system enters A or B or, equivalently, whenever λ0
or λM are crossed. The pathway is accepted only if the
backward trajectory ends in A and the total trajectory
has at least one crossing with λs. The fraction of these
paths that cross λs+1 as well, determines PA(λs+1|λs).
Although the form of Eq. (15) deceptively resembles a
Markovian factorization, no assumption has been made.
As PA(λs+1|λs) are not simple hopping probabilities, but
incorporate the full history-dependence from λA to λs,
the relation is actually non-Markovian and exact23.
B. TIS biasing on λmax
In analogy with US, instead of using a discrete set of
interfaces, we could also bias the trajectory in a contin-
uous way using a bias on λmax
14. First we can write
PA(λM |λ0) = 〈θ(λmax[X ]− λB)〉. (16)
Here λmax = max{λ(xt)|xt ∈ X} where the path X is
terminated when it leaves A and enters region A or B.
Then, as in Eq. (8) we can write
PA(λM |λ0) = 〈θ(λmax[X ]− λB)Ω
−1(λmax)〉Ω
〈Ω−1(λmax)〉Ω . (17)
The algorithmic procedure would be the same as TIS
without the interface crossing constraint. Instead, the
acceptance-rejection criterion is adjusted as explained in
Sec. A 1. A continuous bias has been applied within the
original TPS scheme. In Ref. [24] a bias on the end point
of the path was used. Alternatively, one can also bias the
direction of the momenta change at the shooting point
as was done in Ref. [25].
C. Other path sampling methods
The original TPS rate calculation algorithm was in-
troduced in Refs. [12,22,26]. It first creates ensemble of
reactive trajectories of a fixed length. These trajectories
should constitute a time interval that is longer than t′
where k˜(t) reach its plateau. Then, a second series of
simulations is required that combines the MC of path-
ways with a US technique. Also these simulations use a
fixed pathlength, but these can be shorter using a rescal-
ing approach26. In the end, the final rate constant can be
constructed from the results of these two types of simu-
lations. Moroni showed that this algorithm is always less
efficient than the TIS technique and that the computa-
tional advancement of TIS is at least a factor two23. The
TIS improvement is partly due to the flexible pathlength
so that each individual path can be limited to its strictly
necessary minimum. Moreover, TIS has abandoned the
shifting moves and has a stronger convergence (no can-
cellation positive and negative terms). Depending on the
system and the required accuracy, the TIS approach can
easily become more than an order of magnitude faster
than the original approach.
The PPTIS method reduces the average pathlength
even further as compared to TIS using the assumption
of memory-loss15. In this method, the trajectories do
not have to start at λA. Instead, an ensemble of tra-
jectories is generated that start and end at either λs+1
or λs−1, but must have at least one crossing with the
middle interface λs. From this, four crossing probabil-
ities can be constructed that still inhibit some history
dependence. Once these are known for each s, the fi-
nal overall crossing probability can be constructed via a
recursive relation15. The Milestoning method27 is very
similar to PPTIS, but relies on a stronger Markovian
assumption that the system remains in an equilibrium
distribution at each interface. On the other hand, Mile-
stoning uses time-dependent hopping probabilities which
supplies a very general way to coarse-grain a dynamical
system. The two aspects of PPTIS and Milestoning could
be combined as was suggested in Ref. [28].
Finally, we mention Forward Flux Sampling
(FFS)29,30. FFS uses the same rate equation (15)
as TIS, but the sampling is different. In FFS29,30, the
crossing points at the next interface of the ’successful
pathways’ are stored. The next simulation uses this
set of points to initiate new pathways. The advantage
is that FFS does not require any knowledge on the
distribution ρ(x). This allows to treat non-equilibrium
systems as well. Moreover, FFS creates effectively more
pathways than TIS with the same amount of MD steps
and does not rely on a Markovian assumption as in
PPTIS. However, the correlation between the different
pathways is much stronger than in TIS or PPTIS.
Therefore, FFS can only be applied when the process is
sufficiently stochastic.
6IV. ANALYTICAL 2D BENCHMARK SYSTEM
We consider the following 2D potential:
V (λx, λy) =
{
∞, if |λx − λ∗x| > Rx,
Vbar(λ⊥) otherwise
(18)
with
λ⊥(λx, λy) = (λx − λ∗x) cos θ − (λy − λ∗y) sin θ (19)
and
Vbar(λ) =
{
0, if |λ| > 12W,(
1− 2|λ|W
)
H if |λ| < 12W.
(20)
Here, H is the height of our barrier, W is the barrier
width and Rx, Ry are the dimensions of the reactant re-
gion (See Fig. 3). The chosen RC is λx, while λy repre-
λy
λx
Rx
Ry
*λx
*λy
θ
W
H
FIG. 3: The two-dimensional potential given by Eq. (18). H
and W are the barrier height and width. Rx and Ry are
the dimensions of the reactant (and product) well. λx is the
assumed RC, while λy is another important degree of freedom.
λ∗x and λ
∗
y are the maxima of the free energy functions for
these coordinates. θ is the angle between the chosen reaction
coordinate λx and the optimal one λ⊥(λx, λy) of Eq. (19).
sents another important degrees of freedom. λ⊥(λx, λy)
is the unknown optimal RC as its direction is orthogonal
to the barrier ridge, the exact TS dividing surface. The
angle θ is, hence, a measure of the quality of the chosen
RC.
To facilitate the analytics we assume a simplified dy-
namics: The particles propagate without dissipation and
move only along the λx direction. Once they collide
with the walls, they obtain a new random λy coordi-
nate ∈ [λ∗y −Ry, λ∗y +Ry] and velocities λ˙x taken from a
Maxwellian distribution. This type of dynamics satisfies
ergodicity and ensures that the reaction rate is well de-
fined for high barriers. Although the low dimensionality
and this dynamics might seem artificial, this minimal-
istic model already illustrates clearly the problems that
occur in complex systems when no adequate RC can be
found as we will see in the forth-coming sections. More-
over, the potential can be viewed as a projection of a
high-dimensional complex system. In that case, Eq. (18)
represents a free energy in which λx and (the unknown
but important coordinate) λy can be any non-linear func-
tion of all Cartesian coordinates. For instance, λx could
be the simple distance between two atoms to describe the
formation or breaking of a bond, while λy represents a
complex solvent rearrangement.
The surface potential energy at the barrier λ∗x equals
V (λ∗x, λy) = Vbar(|λy − λ∗y| sin θ) = H(1− 2|λy − λ∗y| sin θ/W )
(21)
and, hence,
PA(λ
∗) =
1
2RxRy
∫ λ∗y+Ry
λ∗y−Ry
dλy e
−βV (λ∗x,λy)
=
e−βH
(
e2βHRy sin θ/W − 1
)
2βHRxRy sin θ/W
. (22)
Here, we assumed that Rx ≫ W . The transmission
coefficient can be obtained using Eq. (4) and χBC2 =
χEPF of Eqs. (12,13). The two equations are identical
since there are no trajectories that can cross the surface
{x|λx(x) = λ∗x} more than two times before colliding
with the outer walls. Eqs. (12,13) have only non-zero
contributions whenever the backward and forward tra-
jectory end, respectively, at the left and right side of the
barrier after a short time t′, which is deterministically
determined by λ˙x(x0). Hence, χ[X, t
′] = χ(λ˙x, λy)|t=0 =
θ[λ˙x −
√
2(H − V (λ∗x, λy))/m], which gives
R =
∫
dλyR′(λy)e−βV (λ∗x,λy)∫
dλy e−βV (λ
∗
x,λy)
(23)
with
R′(λy) =
∫∞√
2(H−V )/m dv ve
−β 12mv2∫∞
−∞ dv e
−β 12mv2
=
e−β(H−V (λ
∗
x,λy))√
2piβm
.
(24)
Hence,
R = 2βHRy sin θ/W√
2pimβ
(
e2βHRy sin θ/W − 1
)−1
(25)
which yields by Eq. (2)
k =
1√
2piβm
e−βH
Rx
. (26)
The reaction rate is, thus, independent of the angle θ.
V. EFFICIENCY SCALING
To quantify the efficiency of the different methods, we
will calculate the CPU efficiency time, τeff , that is de-
fined as the minimal computational cost to obtain an
7overall relative error equal to one. The efficiency is some-
times defined as the inverse τ−1eff of this quantity
31,32. In
App. B, we show how this quantity can be computed for
some very generic cases. As the force calculations are the
predominant steps in any ab initio or large scale classical
simulations, all CPU values will be expressed as an in-
teger representing the number of required MD steps. In
this way, we obtain a measure that is independent of the
computational resources.
In the following, we make two assumptions:
• The correlation number is assumed to be the same
for each simulation s in the simulation series:
1 + 2naac (s) = 1 + n
ab
c (s) + n
ba
c (s) ≡ NC for each s.
(27)
• The mean cycle length τ (s)cyc of the path-simulations
and transmission coefficient calculations are pro-
portional to the average pathlength τ
(s)
path of the ac-
cepted paths:
τ (s)cyc =
{
1, for MD or MC,
ξτ
(s)
path for path sampling and transmission calc.
(28)
where naac , n
ab
c , n
ba
c , τcyc are given in App. A and B and
τpath is the average number of MD steps of the accepted
trajectories. Hence, we neglect the fact that NC(s) and
ξ(s) can differ for each simulation s in a simulation se-
ries. In fact, the equations that we will derive for TIS
are true even if a softer assumption is valid, i.e. that
NC × ξ is constant for each s. In general, ξ is smaller
than 1 as rejected pathways are usually shorter than the
accepted ones. Some rejections are even immediate11,14
and do not require any force calculations. The trans-
mission coefficient calculation has ξ = 1 as each point
on the TS, obtained from the first free energy calcula-
tion, with randomized Maxwellian distributed velocities
is automatically accepted. Still, the pathlengths τpath
can differ.
A. RF methods: The free energy calculation for
the θ = 0 case
As explained in Sec. II, the RF methods consist of two
independent types of calculations: the free energy and
the transmission coefficient calculation. Moreover, there
exist several techniques to determine these two quanti-
ties. As the TST approximation (10) is exact for the
θ = 0 case (which basically reduces the problem to one-
dimension), the only computational cost follows from the
free energy calculation. Contrary, when θ is significantly
larger than zero we can expect that the transmission coef-
ficient calculation is the dominant computational factor
even though the free energy calculation becomes prob-
lematic as well (see Sec. VI). Focusing on the most dom-
inant contributions we will therefore assume θ = 0 for
the free energy and θ > 0 for the transmission coefficient
calculations.
1. US using rectangular windows
First, to compare the enhanced efficiency of US tech-
niques we need to know the CPU efficiency time τeff of
straightforward MD. Examination of Eq. (6) reveals that
it simply corresponds to the calculation of the ensemble
average of a binary function as in Eq. (B3) with a =
〈wM 〉W0 . Henceforth, using our assumptions (27,28) we
have τeff =
(
1−〈wM 〉W0
〈wM 〉W0
)
NC ≈ NC〈wM 〉W0 = NCRx e
+βH . It
is clear that the exponentially dependence on βH make
straightforward MD prohibitive for any high barrier or
low temperature system.
To obtain the overall efficiency for US using rectan-
gular windows as expressed in Eq. (7), we first need the
efficiency time τ
(s)
eff for a single window. The principal
result of this simulation s equals 〈ws〉Ws/〈ws−1〉Ws . The
general approach to calculate the efficiency time for a
composite of two averages that are obtained simultane-
ously within the same simulation is explained in Sec. B 2.
In the App. C, Eqs. (C1-C5), we derive that the efficiency
time for this single window is given by
τ
(s)
eff =
{
(1+e−αΓ)(eαΓ−e−αγ)
1−e−αγ NC if Γ > γ,
(eαΓ−e−αγ)(1+e−αγ )(1−e−αΓ)
(1−e−αγ )2 NC if Γ < γ,
(29)
where α = 2βH/W . Here, α is a system-specific param-
eter, NC is an intrinsic of the simulation, and γ and Γ
have to be optimized. If we assume that M is very large,
we can neglect the difference of the first W0 and last wM
windows. Following Eq. (B21), the overall efficiency time
is given byM2τ
(s)
eff and asM ≈W/(2Γ) is not dependent
on γ, we can minimize τ
(s)
eff as function of γ to obtain
also the lowest overall efficiency time. This optimum is
achieved for half infinite windows γ →∞ where
τ
(s)
eff = (e
αΓ − 1)NC (30)
for all s. As a result, the overall efficiency time equals
τeff =
(W
2Γ
)2
(eαΓ − 1)NC . (31)
Eq. (31) has a minimum for Γ = 1.6α−1 = 0.8W/βH
which gives
τeff = 1.54(βH)
2NC . (32)
The efficiency time is quadratically dependent on the bar-
rier height H and the inverse temperature β. Compared
to straightforward MD this is an enormous improvement.
The optimal window boundaries imply that the fraction
of phase points that is sampled in the right part of the
window is given by 〈ws〉Ws = 0.20. Hence, Γ should be
adjusted to have approximately one fifth of the sampled
points in the most right up-hill part of the window.
82. US using Single bias window
In appendix C, Eqs. (C6,C7), we derive the efficiency
time for an ensemble average a = 〈aˆ(x)〉 when it is ob-
tained via a different ensemble using a weight function
Ω: a = 〈aˆΩ−1〉Ω/〈Ω−1〉Ω. Then, τeff is given by:
τeff =
{(〈aˆ2Ω−1〉〈Ω〉
a2
− 1
)[
1 + 2nbbc
]
+
(
〈Ω−1〉〈Ω〉 − 1
)[
1 + 2nccc
]
− 2
(〈aˆΩ−1〉〈Ω〉
a
− 1
)[
1 + nbcc + n
cb
c
]}
τcyc (33)
with bˆ = aˆΩ−1 and cˆ = Ω−1. Note that the correlation
functions nc (and τcyc for path sampling) can depend
in principle on Ω as well. As Eq. (33) does not change
whenever Ω is multiplied by a single factor, we apply the
normalization 〈Ω〉 = 1. Assuming that Eqs. (27,28) are
also valid in the biased ensemble, we write
τeff =
{ 〈aˆ2Ω−1〉
a2
+ 〈Ω−1〉 − 2 〈aˆΩ
−1〉
a
}
NC . (34)
If we assume that NC has only a weak dependency on
Ω, we can minimize Eq. (34) by taking the functional
derivative δτeff/δΩ = 0 which gives (See Eqs. (C8-C11))
Ω(x) ∼ |1− aˆ
a
| (35)
as optimal weight function.
Coming back to Eq. (8) using aˆ = wM , the optimal
bias follows directly from Eq. (35) and is given by
Ω(λ) =
1
2
×
{
1
PA(λ∗)dλ
if λ∗ − dλ < λ < λ∗,
1 otherwise,
(36)
where we used Eq. (6) and 〈wM 〉W0 = dλPA(λ∗) ≪ 1.
Substitution of Eq. (36) and aˆ = aˆ2 = wM in Eq. (34)
and using that 〈wMΩ−1〉 ≈ 2[dλPA(λ∗)]2 and 〈Ω−1〉 ≈ 2
gives
τeff ≈ 4NC . (37)
Hence, a scaling behavior independent of the barrier
height or system size can be achieved. We have assumed
here that NC is independent of the biasing function Ω
which is only true for certain types of MC such as those
in which each cycle can be generated really independently
( hence NC = 1). In general, MC sampling is a diffusive
type of motion and the bias (35,36) should also aid the
exploration from the top to the reactant well and back.
Therefore optimal bias function should result in a more
or less uniform sampling distribution, which is achieved
when Ω = e+βV . Taking this into account, the efficiency
time is a bit larger τeff ∝ Rx/dλ, but still independent of
βH .
B. RF methods: The transmission coefficient
calculation for the θ > 0 case
For the reasons explained in Sec. VA, here we will
study the case θ > 0 and, in particular, we assume that
βH sin θ ≫ 1. Substituting aˆ[X ] = χ[X ] in Eq. (B1) and
using Eqs. (A6,4,25,27,28), we can write a general for-
mula for the CPU efficiency time τeff for the RF method:
τeff =
〈λ˙x(x0)2χ2〉δ(λx(x0)−λ∗x) −R2
R2 NCτcyc
≈ 2pimβ
α2
e2αNCτpath〈λ˙x(x0)2χ2〉δ(λx(x0)−λ∗x) (38)
where we used α ≡ 2βHRy sin θ/W ≫ 1. We remind you
that ξ = 1 for the transmission algorithm as all generated
phase points on the surface λ∗x are accepted and used to
generate trajectories. In VB1 and VB2, we will use
formula (38) to calculate the efficiency of the BC, BC2
and EPF method.
1. BC
In the BC algorithm the pathways are propagated only
forward in time. Say ∆tτesc is the longest time that the
system takes to leave the barrier when released some-
where at the surface λ∗x. Hence, to have a guaranteed
plateau in the R˜(t) and k˜(t) functions we simply have to
integrate τesc timesteps so that τpath = τesc. The second
unknown factor in Eq. (38) is 〈λ˙2χ2〉δ(λ(x0)−λ∗). For the
simplified dynamics we are considering Eq. (11) can be
reduced to
χBC =


1 if λy > λ
∗
y and v >
√
2∆E/m,
if λy < λ
∗
y and v > −
√
2∆E/m,
0 otherwise
(39)
with v = λ˙x(x0) and ∆E(λy) = H−V (λ∗x, λy). Following
the same lines as in Eqs. (23-25) gives
〈λ˙x(x0)2χ2〉δ(λx(x0)−λ∗x) =
∫ λ∗y+Ry
λ∗y
dλyχ
′(λy)e−βV (λ
∗
x,λy)
2
∫ λ∗y+Ry
λ∗y
dλye−βV (λ
∗
x,λy)
(40)
with
χ′(λy) =
∫
dv v2e−β
1
2mv
2
[
θ(v −
√
2∆E
m ) + θ(v +
√
2∆E
m )
]
∫
dve−β
1
2mv
2
.
(41)
In Eqs. (40,41) we made use of the mirror symmetry along
λ∗y. As the Gaussian integral (41) has a symmetry as well
along the v = 0 axis, we can rewrite Eq. (41) as follows
χ′(λy) =
∫
dv v2e−β
1
2mv
2∫
dv e−β
1
2mv
2
=
√
2pi/β3m3√
2pi/βm
=
1
βm
. (42)
9Substitution of Eq. (42) in Eq. (40) reduces Eq. (38) to
τeff =
piτescNC
α2
e2α =
piτescNC
(2βHRy sin θ/W )2
e4βHRy sin θ/W .
(43)
For large barriers, the exponential dependence on
4Hβ sin θRy/W makes the method already prohibitive
for relatively small angles θ.
2. BC2 and EPF
In BC2 the trajectories have to be followed until both
forward and backward trajectories are no longer on the
barrier. In EPF, the generated point on the surface head-
ing toward reactant state are accepted, but assigned zero
without further integration. Points on the surface with a
positive velocity are first integrated backward and, then,
integrated forward in time. This gives the advantage that
whenever the backward trajectory recrosses the surface
λ∗x within a short period, this trajectory’s contribution is
assigned zero as well and the forward trajectory can be
omitted. Hence, we have τBC2path = 2τesc and τ
EPF
path . τesc
Moreover, as S-curves are absent in this system the two
path-functionals are identical: χBC[X ] = χEPF[X ] for all
X . A non-zero contribution of χ occurs only when both
the backward trajectory ends in the reactant state and
the forward trajectory ends in the product state. This
implies that the velocity v should be positive with kinetic
energy higher than ∆E ≡ H − V (λ∗x, λy). Hence,
χBC2/EPF = θ(v −
√
2∆E
m
). (44)
Therefore, we can write the same equations as (40,41)
with 2θ(v−
√
2∆E
m ) instead of θ(v−
√
2∆E
m )+θ(v+
√
2∆E
m )
in Eq. (41), which gives
χ′(λy) =
1
βm
[
2
√
β∆E
pi
e−β∆E + erfc[
√
β∆E
]
(45)
We can neglect the erfc-term by invoking Eq. (D2) and
omitting the terms of order O([β∆E]−1/2). Substitution
of this in Eq. (40) gives
〈λ˙(x0)2χ2〉δ(λ(x0)−λ∗) =
1
m
e−βH√
βpi
∫ λ∗y+Ry
λ∗y
dλy
√
∆E(λy)∫ λ∗y+Ry
λ∗y
dλye−βV (λ
∗
x,λy)
=
2Ry
3βme
−βH√α
pi
Rye−βHeα/α
=
2
3βm
e−α
√
α3
pi
(46)
and, hence, Eq. (38) yields
τEPFeff .
1
2
τBC2eff =
4τescNC
3
√
pi
α
eα. (47)
Although, the efficiency of Eq. (47) has been quadrat-
ically improved compared to Eq. (43), the exponential
dependence of α = 2βHRy sin θ/W makes this method
prohibitive as well when θ is significantly different from
zero.
C. TIS: the θ = 0 case
As for the RF methods, the TIS methods consist also
of two types of simulations: the initial flux through λ0
and the crossing probability. However, contrary to the
RF methods, in TIS we might expect that the crossing
probability is always the computational bottleneck. As
λ0 is placed in the low potential energy region at the foot
of the barrier, this flux is easy to compute for all values of
θ. We will henceforth concentrate on the crossing prob-
ability for the two cases θ = 0 and θ > 0.
1. standard TIS
Say a(s) = PA(λs+1|λs), λ0 = λ∗−W/2, and λM = λ∗.
For the pathlength we write τ
(s)
path ≈ G(λs − λ0)g where
the constants G and g will be determined later on. As
a(s) is basically an average of a binary function, that is
1 for the successful trajectories and 0 otherwise, we can
invoke Eq. (B3) and use Eqs. (27,28):
τ
(s)
eff =
1− a(s)
a(s)
NCξG(λs − λ0)g. (48)
PA(λs+1|λs) is the flux through λs that reaches λs+1
divided by the total flux through λs
11 for trajectories
that come from λ0. Hence,
a(s) = PA(λs+1|λs) =
〈λ˙x(x0)δ(λx(x0)− λs)hb0,shfs+1,0〉
〈λ˙xδ(λx(x0)− λs)hb0,s〉
(49)
where h
b/f
i,j equals 1 only if the backward (forward) tra-
jectory crosses i before j11. Otherwise it is 0. For the
case λs < λs+1 < λ
∗
x, we can write h
b
0,s = θ(λ˙(x0)) and
hfs+1,0 = θ(λ˙(x0) −
√
2∆E/m) with ∆E = 2H(λs+1 −
λs)/W the difference in potential energy of the two sur-
faces. Hence,
PA(λs+1|λs) =
∫∞√
2∆E/m
dv ve−β
1
2mv
2
∫∞
0 dv ve
−β 12mv2
= e−β∆E. (50)
We take an equidistant interface separation such that
λs+1 − λs = W2M ≡ ∆λ and λs − λ0 = s∆λ. Moreover,
[a(s)]M = PA(λM |λ0) = e−βH or, equivalently, M =
βH/| ln a(s)|. This allows to rewrite Eq. (48) as
τ
(s)
eff =
1− a(s)
a(s)
| lna(s)|g
( W
2βH
)g
sgNCξG. (51)
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Since we know the efficiency times for each simulation
s, we can calculate the total efficiency time of the whole
simulation series. It is, however, important to note that
τ
(s)
eff is not a constant as in Eq. (29,30), but depends on
s. This raises an additional question of how one should
divide a given total simulation time among the differ-
ent simulations. A logical choice would be to use the
same simulation time for each s or to adjust the sim-
ulation times to obtain the same relative error in each
part. We denote the total efficiency times using these
two strategies τ ′eff and τ
′′
eff . Surprisingly, for this case the
two approaches are equally efficient and given by
τ ′eff = τ
′′
eff =
1− a(s)
a(s)
( βH
| ln a(s)|
)2(W
2
)gNCξG
g + 1
(52)
where we used Eqs. (B19,B20) and
∑M
s s
g ≈Mg+1/(g+
1). As we show in App. B 3, these two approaches do
not yield the optimum efficiency, This would be attained
when we assign each part s a simulation time propor-
tional to ∝
√
τ
(s)
eff which yields
τeff =
1− a(s)
a(s)
( βH
| ln a(s)|
)2(W
2
)g 4NCξG
(g + 2)2
. (53)
Minimizing Eqs. (53) with respect to a(s) shows that τeff
reaches a minimum for a(s) ≈ 0.2. Hence, the TIS pro-
cedure is optimized when approximately one out of five
trajectories are successful. See the correspondence with
US sampling VA 1 where one fifth was also the optimum
for fraction of sampling point in the right uphill part of
the window. Using a(s) = 0.2 in Eq. (53) gives
τeff = 6.18
(W
2
)g (βH)2
(g + 2)2
GξNC (54)
and τ ′eff = τ
′′
eff =
(g+2)2
4(g+1) τeff . In practice, we have found a
linear dependence (g = 1) of the pathlength on a steep
barrier14 and quadratically dependence (g = 2) on a dif-
fusive barrier15. Hence, τeff is about 12 % and 33 %
lower than τ ′eff and τ
′′
eff . Note that Eq. (54) has the
same quadratically dependence on βH as US (32). One
should realize that normally NCMD/MC ≫ NCTIS and
that NCMD/MC usually has a strong W dependence ex-
cept for exceptional cases where MC cycles can be gener-
ated really independently. Hence, the efficiency scaling of
TIS is comparable with that of US sampling using rect-
angular windows. As US has more flexibility to reduce
NC than TIS to reduce τpath, US is probably a bit more
efficient than TIS by a single prefactor.
In this specific system, the H dependence of the TIS
efficiency is even a bit favorable than g = 1. In the
App. D, Eqs. (D1-D2) we derive that
G ≈ 2
∆t
√
Wm
H
, g ≈ 1
2
(55)
yielding
τeff =
1.40
∆t
W
√
mβ2H
3
2 ξNC . (56)
Due to a decreasing average pathlength, TIS seems to
have a slightly better scaling as function of H than US
using rectangular windows (32). Assuming a lower pref-
actor for US, this will imply that the TIS efficiency ap-
proaches the US efficiency Eq. (32) at increasing bar-
rier heights. However, Eqs. (55,56) break down for very
high barriers as the average TIS pathlength τpath can, of
course, in practice never decrease below one MD step.
2. TIS biasing on λmax
We can exactly follow the same lines as Eqs. (33,37)
which gives for the ideal biasing function
Ω(λmax) =
1
2
×
{
1
PA(λB |λA) if λmax > λB,
1 otherwise
(57)
and the overall efficiency
τeff = 4NCξτpath. (58)
Hence, the ideal bias function (57) allows to obtain a scal-
ing independent of βH as in Eq. (37). Note once more
that generallyNCMD/MC ≫ NCTIS. As for US, if we take
into account the diffusive behavior of the sampling, NC
is likely very large when the bias (57) is used. This bias
favors only trajectories that reach state B, but does not
aid the system to climb the barrier in successive cycles.
Therefore, a bias that generates a more uniform distribu-
tion is more advantageous than Eq. (57). However, this
does not affect the scaling dependency on βH .
3. other path sampling methods
The estimation of the optimal interface separation on a
straight slope is a bit difficult for path sampling methods
like PPTIS, Milestoning, and FFS (Note that the PPTIS
memory-loss assumption is satisfied on the strictly in-
creasing barrier even if the system is not diffusive15). An
efficiency analysis of FFS31 using the approximation (B8)
revealed that τeff is constantly decreasing as function of
the number of interfaces. The same result would be valid
for PPTIS. However, as correctly stated in Ref. [31], the
apparent conclusion, that the computational cost can be
made vanishingly small using an infinite set of infinitesi-
mal spaced interfaces, is purely artifical. If one takes into
account that there is a minimum path length (of at least
1 MD step), also the PPTIS and FFS show a quadratic
dependence on βH . Considering the lower path length,
the efficiency is likely to be very close to US using rect-
angular windows.
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D. TIS: the θ > 0 case
We take λ0 = λ
∗
x −W/(2 cos θ) − Ry tan θ and λM =
λ∗x + Ry tan θ (See Fig. 4). With these outer-interface
λx
* λMλs’λ0
λx
λy λy
*
Rx
Ry
θ
W
FIG. 4: Top view of the two-dimensional barrier and the po-
sition of the interfaces λ0, λs′ , λ
∗, and λM .
λx < λ0 ensures that the system is at the flat left side
of the barrier and λx > λM ensures that the system has
crossed the barrier ridge. As in Eq. (25) we can write
PA(λs+1|λs) =
∫
dλy P
′
A(λs+1|λs;λy)e−βV (λs,λy)∫
dλy e−βV (λs,λy)
(59)
with P ′A(λs+1|λs;λy) the crossing probability along the
line λy. Now, the optimization of the full TIS algorithm
would yield an extended and tedious calculation. There-
fore, we derive an upper bound of the CPU efficiency
time instead which is relatively easy. As in Eq. (50), we
can write for P ′A(λs+1|λs;λy):
P ′A(λs+1|λs;λy) = min[1, e−β[V (λs+1,λy)−V (λs,λy)]]. (60)
The additional min-term compared to Eq. (50) is because
the potential energy can decrease from λs to λs+1 along
some coordinate λy . Using equidistant interfaces with
spacing ∆λ = (λM − λ0)/M , we have V (λs+1, λy) −
V (λs, λy) ≤ 2∆λ cos θ/W . Hence, P ′A(λs+1|λs;λy) ≥
e−2β∆λH cos θ/W and
PA(λs+1|λs) > e−2∆λH cos θ/W (61)
We remind you that the higher a(s) = PA(λs+1|λs) the
lower τ
(s)
eff due to Eq. (B3). The equal sign in Eq. (61)
for all s, would correspond to the θ = 0 case with barrier
height H ′ = 2M∆λH cos θ/W = H(1 + 4Ry sin θ/W )
and barrier width W ′ =W/ cos θ+4Ry tan θ. Therefore,
we can simply invoke Eq. (54) and write
τeff < 6.18
(W ′
2
)g (βH ′)2
(g + 2)2
GξNC (62)
which has only a quadratic dependence on βH ′ ∼
βHRy sin θ/W . This is far superior to exponential scal-
ing of Eqs. (43,47). As a result, for high barriers and
non-vanishing angles θ, the TIS method becomes orders
of magnitude more efficient than the reactive flux meth-
ods.
Of course, one might object that the reactive flux
methods for this 2D system improve dramatically if we
would chose λ⊥ instead of λx as RC. The Reactive Flux
efficiency is then again identical to the θ = 0 case. How-
ever, this is exactly the crucial point. It is quite simple
to find a proper RC in a low dimensional system, but in
high dimensional complex systems this is certainly not
the case. Some methods have been devised that sys-
tematically search for RCs, but they have their limita-
tions. The optimal hyperplane method33,34,35 and the
string method36 rely on harmonic approximations and
on the assumptions that these hyperplanes can be de-
scribed as a linear combination of Cartesian coordinates.
Complex reaction mechanism, notably chemical reactions
in solution, require a highly nonlinear function as RC.
The inclusion of important solvent degrees of freedom is
not an easy task. Some success has been made using
the coordination number as RC37,38. However, the influ-
ence of the solvent can be more subtle. In Ref. [39], we
found that electric contributions due to nearby sponta-
neous formations of tetrahedral ordered water molecules
can be crucial to give a last push over the potential en-
ergy barrier. To incorporate such an effect in a one-
dimensional RC would be an enormous task and can not
be made without a priori insight in the mechanism. Auto-
mated multidimensional US sampling approaches17 allow
to explore the free energy surface efficiently in a prede-
termined set of order parameters. From the reduced free
energy potential the most optimal one-dimensional RC
could be estimated40. However, as the predetermined
order-parameter space is still limited to e.g. 6 coordi-
nates, it is still likely that important coordinates such as
solvent degrees of freedom can be missed.
VI. HYSTERESIS
Up to now, we have given expressions for the efficiency
times while treating the effective correlation NC as a
simple constant factor. The calculation of this factor
is difficult as it depend on the intrinsic diffusive behav-
ior of the MC/MD sampling itself. Fact is that NC can
be significant larger 1 and usually has a scaling depen-
dence on some system parameters (like Rx, Ry, W , and
θ). Especially, the θ-dependence can be severe and will
be discussed in this section.
US sampling and TI constrain the system in a small
window or on a surface that drags the system over the
barrier. We have assumed that the time consuming step
in the rate calculation for the 2D barrier is the trans-
mission coefficient calculation. In fact, the calculation of
the free energy barrier can also be very hard due to an
improper RC. This problem is known as the hysteresis
problem which basically results in a diverging NC . Evi-
dently, one could ask whether this problem occurs in TIS
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as well. If this would be the case, the TIS efficiency would
be much less advantageous as suggested by Eq. (62).
We will show that sampling of paths instead of phase
points alleviates or even eliminates the hysteresis prob-
lem entirely. The hysteresis problem does not occur in
the 2D system we are considering, but can still persist, al-
though still less than in free energy methods, for systems
that have multiple reaction channels.
Consider the potential defined by Eq. (18) and the hy-
persurfaces λs′ , λ
∗
x and λM as depicted in Fig. 4. Suppose
that we apply TI or US using small windows located at
these surfaces. The distribution at these surfaces along
the λy direction is then given by
P
TI/US
λs
(λy) =
〈δ(λy)δ(λ(x) − λs)〉
〈δ(λ(x) − λs)〉 (63)
where λs can be either λs′ , λ
∗
x and λM . In TIS, we could
look at the distribution of first crossing points with the
λs interface. This distribution is given by (v = λ˙x(x0))
PTISλs (λy) =
〈δ(λy)vδ(λ(x) − λs)hb0,s〉
〈vδ(λ(x) − λs)hb0,s〉
. (64)
The additional v-term in the nominator and denominator
of Eq. (64) compared to Eq. (63) is due to the fact that
TIS looks at crossing points while the free energy distri-
bution looks at points on the surface. A crossing point
is a point that can cross the surface in a single timestep
and because lim∆t→0 1∆tθ(λs − λ(x0))θ(λ(x∆t) − λs) =
δ(λ(x0)−λs)λ˙(x0)41 the additional v-term appears. The
other term hb0,s in Eq. (64) that is missing in Eq. (63)
ensures that not all velocities are considered. Starting
from x going backward in time, λ0 should be hit before
λs. This implies that we can write h
b
0,i = θ(v) if λ⊥ < 0
and hb0,i = θ(v−
√
2(H − V (λs, λy))/2) for λ⊥ > 0. Sub-
stituting this in Eq. (64) yields
P
TI/US
λs
(λy) =
e−βV (λs,λy)∫
dλ e−βV (λs,λ)
, PTISλs (λy) =
e−βV
′(λs,λy)∫
dλ e−βV ′(λs,λ)
(65)
with V ′(λx, λy) = V (λx, λy)θ(−λ⊥) + Hθ(λ⊥). Fig. 5
shows the distributions of Eqs. (65) for three interfaces
for the case θ = 33.7, Ry = 1.5,W = 3.6 and βH = 9.
At the first interface in Fig. 5, the two sampling distribu-
tions of Eqs. (65) are exactly the same. The distribution
is maximized at the left side of λ∗y. However, at the in-
terface λ∗x the two distributions are very different. The
TI/US distribution has now two maxima at either side of
λ∗y. As MD and most MC schemes generate a new phase
points by making small displacements from the previous
point, the low probability region in the middle needs to
be crossed to sample the distribution at either side. How-
ever, as crossing this low probability region is a rare event
on itself, the system might not cross this region during
whole simulation period. On the other hand, once the
TI surface or US window is dragged over the barrier,
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FIG. 5: (Color online) Distributions along the λy coordinate
for three surfaces and the TI/US and TIS methods.
the distribution is peaked at the right side of λ∗y as can
been seen from the shape of the distribution at λM . If
we move the surface back from λM to λ
∗
x, the system
would be stuck again, but now at the right side of λ∗y,
which illustrates the hysteresis problem. Only when the
sampling is done extensively long, both maxima at the
surface λ∗x can be sampled in a single simulation. How-
ever, all measurements between two crossing events are
correlated and basically contribute as a single uncorre-
lated measurement. Hence, NTI/USC becomes exceedingly
large.
TIS does not have this problem. The distribution at
λ∗x has still only one maxima. The distribution becomes
uniform at λM . The divergence of NTISC is, hence, not
to be expected. Only when there are distinctive different
reaction channels, ergodic sampling becomes difficult as
for any method. Still the sampling of multiple reaction
channels is likely more effective using path sampling than
TI or US due to the non-locality of the shooting move42.
These findings and the results of VD actually prove the
relative insensitivity of TIS to the RC as compared to
the RF methods. This quality has been assigned to path
sampling methods before, but to our knowledge, this is
the first time that this is rigorously proven for reaction
rate calculation methods. This points out a significant
advantage of TIS for systems for which a proper RC can
not easily be derived.
It is important to note that other path sampling ap-
proaches such as PPTIS (or Milestoning) and FFS do not
have this advantage. The PPTIS approximation fails for
θ > 0 except when the interfaces are very far apart. For
instance, consider the interfaces λs−1 < λs < λs+1 with
λs = λ
∗
x. The PPTIS memory-loss assumption reveals
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that the trajectories that start at λs−1 and cross λs have
on average the same probability to reach λs+1 as the tra-
jectories that start at λ0 and cross λs. This can only
be valid if λs−1 ≤ λs′ (See Fig. 4). If λs−1 is set closer
to λs, many trajectories that cross λs−1 along a lines
λy < λ
∗
y will not come from λ0 if they are followed back-
ward in time and the PPTIS approximation results in an
overestimation of the reaction rate. In turn, the large in-
terface distances results that some of the PPTIS crossing
probabilities are very small and can only be determined
efficiently using TIS.
FFS, although in principle exact, also has a problem
for non-zero angles θ. As FFS only propagates forward in
time using the successful paths from the previous simula-
tion, all the simulations become correlated. This implies
that whenever the simulation at the first interface is in er-
ror, all other simulation results will be erroneous as well
even if these simulations are performed infinitely long.
This is a direct effect of the non-validity of Eq. (B8) for
FFS. Coming back to Fig. 5, the flat distribution at λM
can only be reproduced using FFS when at the previous
interfaces (as λ∗x and λs′ ) a significant number of path-
ways is sampled in low-populated right tail of the path
distribution which requires the sampling of an extremely
large number of pathways.
VII. CONCLUSIONS
We have derived analytical expressions to determine
the efficiency of different computational methods for the
calculation of reaction rates. The efficiency has been ex-
pressed as the computational cost to obtain an overall
relative error of 1 when all algorithmic parameters are
optimized. We have called this property the CPU effi-
ciency time τeff . In App. B, we have derived the CPU
efficiency for very general cases. This also reveals an im-
portant generic result of how one should divide a fixed
total simulation time among a set of independent simula-
tions to get the lowest overall error. After a first round of
simulations, reasonable estimates of τ
(s)
eff can be obtained.
Then, the minimal additional simulation time, needed in
each simulation, to obtain the overall best performance
can be calculated and used for a second round of simula-
tions. This approach can be very profitable and it is not
restricted to rate calculations.
We have applied these rules to determine the efficiency
of a simple 2D benchmark system that allows an analyti-
cal approach. This offers a way to compare the efficiency
of the different methods in a very transparent way. The
two classes of methods that we compared are the RF
methods and the path sampling methods. The RF meth-
ods consists of the calculation of the free energy barrier
and the calculation of the transmission coefficient. Both
for the free energy as for the transmission coefficient cal-
culation different methods exist. For the free energy cal-
culation we compared two approaches of US. One using
a series of rectangular windows and one using a single
optimal biasing potential. For the path sampling meth-
ods, we have concentrated on the TIS technique which
is an improvement upon the original TPS algorithm to
calculate rates. The PPTIS approach reduces the compu-
tational cost even more but relies on the approximation
of ’memory loss’. As for US, we suggest that a single bias
potential based on λmax[X ] could replace the discrete set
of interfaces.
The θ = 0 case corresponds to the situation where the
chosen RC is optimal. The TST approximation is then
exact so that the free energy calculation is sufficient for
the RF methods. We found an efficiency scaling equal to
(βH)2 for US using rectangular windows. We obtained
the same scaling rules for standard TIS. Using a single
continuous bias potential, the US and TIS efficiency can,
in the optimal case, become independent of the barrier
height and temperature. However, knowing the optimal
bias basically implies that one already knows the answer.
US using several windows and standard TIS are more ro-
bust approaches if no a-priori knowledge of the system
is available. This shows that TIS and US compare very
well in efficiency for all barrier heights and temperatures
and that the difference can only rely in a single prefac-
tor. It is likely that US is a bit better than TIS that
has to be faithful to the natural dynamics of the system.
US has more flexibility to optimize the method such as
choosing the best MC moves that minimizes the number
of correlations.
When θ > 0, the chosen RC, λx, is no longer opti-
mal. In contrast to the θ = 0 case, the principal compu-
tational effort of the RF method lies in the calculation
of the dynamical correction. We showed that the BC
method scales as ∼ exp(4βH sin θRy/W ), while the BC2
and EPF methods are quadratically more efficient. The
EPF method is, however, a bit more than a factor 2 more
faster than the BC2 method. The exponential depen-
dence on βH sin θ indicates that a small deviation from
the optimal RC can have dramatic consequences for the
efficiency of the RF methods if they are applied to high
barrier or low temperature systems. In contrast, the TIS
efficiency scaling is only ∼ (βH sin θRy/W )2. We also
discuss the potential problem of hysteresis in US and TI
when a non-optimal RC is chosen and why this problem
does not occur for TIS for the 2D barrier. This gives an-
other evidence that the TIS method is less sensitive the
choice of RC.
The advantage that path sampling does not require a
RC has been advocated many times. However, although
this statement is quite evident if the main object is to
sample a representative set of reactive trajectories, it
is not so evident for the calculation of reaction rates.
The calculation of the reaction rate still requires a RC
(the only exception we know of is the method proposed
in Ref. [11] using the pathlength as transition parame-
ter). However, we are now the first to prove that a path
sampling-based reaction rate calculation method, using
TIS, is potentially orders of magnitude faster than the
RF-based methods whenever the right RC can not be
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determined. The reason is because TIS uses an impor-
tance sampling technique to calculate the dynamical fac-
tor. The importance sampling of the RF methods only
concentrates on the free energy. Therefore, whenever
the dynamical factor is low (e.g. due to a wrong choice
of RC), these methods automatically run into problems.
The main question remains whether it is more profitable
to search for a good RC and use the RF methods, or take
a simple order parameter (non-optimal RC) and use the
TIS method. This question has not an easy answer and
depends on the complexity of the system.
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grateful to Rosalind Allen who made useful suggestions
to improve the first version of this paper. This work
was support by a Marie Curie Intra-European Fellow-
ships (MEIF-CT-2003-501976) within the 6th European
Community Framework Programme.
APPENDIX A: GENERAL DEFINITIONS
1. Ensembles averages in phase and path space
We denote with x a phase space point {r, p} where r
are the Cartesian coordinates and p the momenta. The
examples presented here consider only 1 particle in a two-
dimensional potential, but x, r, p are in general multidi-
mensional vectors. The distribution of x is given by the
probability density ρ(x). In case of Boltzmann statistics
ρ(x) ∝ e−βE(x) with E(x) the total energy at phase point
x and β = 1/(kBT ) with T the temperature and kB the
Boltzmann constant. Suppose a is the value of a quan-
tity we want to compute. In many cases such a quantity
equals the expectation value of a certain observable. We
denote this observable with aˆ(x) which is a function of
x. Then the expectation value or population mean 〈aˆ〉 is
given by
〈aˆ(x)〉 =
∫
dx aˆ(x)ρ(x)∫
dx ρ(x)
(A1)
and a = 〈aˆ〉 for this specific case. Path sampling
simulations require a more extensive formulation espe-
cially when stochastic dynamics is applied. The dis-
crete representation of a path is the most convenient,
where a path X is defined as a set of τb + τf +
1 successive phase points that determine the system
at intervals of ∆t along a certain trajectory: X =
{x−τb∆t, x(1−τb)∆t, . . . , x−∆t;x0;x∆t, . . . , x+τf∆t, }. In
TIS, the backward τb and forward τf time indices are not
fixed, but depend on when a certain interface is crossed.
The weight of the path is given by the initial distribution
at time t = 0 and the probability densities corresponding
to the history and future of the path:
P [X ] = ρ(x0)
τb∏
i=1
pn(x(1−i)∆t ← x−i∆t)
×
τf∏
i=1
pn(x(i−1)∆t → xi∆t) (A2)
where pn(x → y) is the probability that the natural dy-
namics of the system brings you from x to y given you
are in x, and pn(x← y) is the probability that if you are
in x you came from y in the past. As shown in Ref. [14],
whenever the system is in a steady state, Eq. (A2) is
identical to
P [X ] = ρ(x−τb∆t)
τb+τf∏
i=1
pn(x(i−τb−1)∆t → x(i−τb)∆t)
(A3)
which corresponds to the path weight as expressed in the
original TPS papers43 with the only difference that the
starting index is −τb instead of 0. Now, if aˆ[X ] is a
function defined in path space, the population mean is
given by
〈aˆ[X ]〉 =
∫ DX aˆ[X ]P [X ]∫ DX P [X ] , (A4)
with DX =∏τfi=−τb dxi∆t and P [X ] given by Eq.(A2).
In the following, we use q as a point that is defined in
either phase or path space, i.e. q can either represent x or
X . Besides the simple ensemble averages (A1) and (A4),
we can also define the biased ensemble average 〈aˆ〉Ω using
a weight function Ω(q). This biased ensemble is defined
as
〈aˆ(q)〉Ω ≡ 〈aˆ(q)Ω(q)〉〈Ω(q)〉 . (A5)
In practice, sampling the biased ensemble 〈. . .〉Ω
by means of MD simply requires the addition of a
term −(lnΩ)/β to the potential of the system. In
MC, this is achieved by a change of the acceptance-
rejection criterion from min[1, ρ(x(n))/ρ(x(o))] to
min[1, ρ(x(n))Ω(x(n))/(ρ(x(o))Ω(x(o)))] with x(n) and
x(o) the new and old generated MC points44.
Ensemble averages in path space 〈a[X ]〉 can depend on
the type of dynamics (hence, on the hopping probabili-
ties pn). To specify this dependency, explicitly, we use
〈. . .〉;pn , which allows to generalize these path ensemble
averages to arbitrary dynamics. The hopping probabil-
ities of a simulation method ps(x → y) can be of any
type, for instance Monte Carlo, and do not need to be
related to the natural dynamics of the system. There-
fore, these ensemble averages are annotated by 〈. . .〉;ps .
When ; p is not specified, we assume that the natural
dynamics is applied or that the property is independent
of the hopping probability p. Hence, in our notation
〈a[X ]〉 = 〈a[X ]〉1 = 〈a[X ]〉;pn = 〈a[X ]〉1;pn .
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2. Standard deviation, variance, covariance, and
correlation
The standard deviation of aˆ is defined as
σaˆ =
√
〈(aˆ− 〈aˆ〉)2〉 =
√
〈aˆ2〉 − 〈aˆ〉2
=
√
〈(aˆ− a)2〉 =
√
〈aˆ2〉 − a2. (A6)
Related to the standard deviation is the variance of aˆ
Var(aˆ) ≡ 〈(aˆ− 〈aˆ〉)2〉 = σ2aˆ (A7)
and the covariance of two functions aˆ and bˆ
Cov(aˆ, bˆ) ≡ 〈(aˆ− 〈aˆ〉)(bˆ − 〈bˆ〉)〉
= 〈aˆbˆ〉 − ab (A8)
with Cov(aˆ, aˆ) = Var(aˆ). A simulation s, which can ei-
ther be MC, MD, or TPS/TIS generates a set of points
{q0, q1, q2, . . . , qn} in either phase or path space. Each
point qi is simulated with a certain probability ρs(qi) and
the chance that after qi another point qi+1 is sampled is
given by ps(qi → qi+1). We denote ai = aˆ(qi). Now, the
sample mean a¯(n) for a simulation of length n is given
by
a¯(n) ≡ 1
n
n∑
i=1
ai. (A9)
Eq. (A9) converges to the exact value, a¯(n) = a, in the
limit n→∞. The standard deviation in the mean σa¯(n)
is defined as the standard deviation in the set of points
{a¯(1)(n), a¯(2)(n), a¯(3)(n), a¯(4)(n), . . .} that is obtained af-
ter performing a large number of independent simula-
tions, s = 1, 2, 3, . . ., each of length n and with result
a¯(s)(n). Hence, we can write
σ2a¯(n) = 〈(a¯(n)− a)2〉;ps =
1
n2
n∑
i=1
n∑
j=1
〈(ai − a)(aj − a)〉;ps
=
1
n2
{ n∑
i=1
〈(ai − a)2〉;ps + 2
n−1∑
i=1
n∑
j=i+1
〈(ai − a)(aj − a)〉;ps
}
.
(A10)
Using time translation invariance, we can show that
〈(ai − a)2〉;ps = 〈(a0 − a)2〉;ps = 〈(aˆ − a)2〉 and 〈(ai −
a)(aj − a)〉;ps = 〈(a0 − a)(aj−i − a)〉;ps . Now, we assume
an exponentially decay in correlation for large l ≡ j − i
which yields for large n:
σ2a¯(n) ≈
1
n
{
〈(aˆ− a)2〉+ 2
∞∑
l=1
〈(a0 − a)(al − a)〉;ps
}
=
1
n
{
σ2aˆ
[
1 + 2
∞∑
l=1
〈(a0 − a)(al − a)〉;ps
〈(aˆ− a)2〉
]}
(A11)
which gives
σa¯(n) =
σaˆ√
n
√
1 + 2naac . (A12)
In Eq. (A12), naac is the correlation number or the inte-
grated auto-correlation function, which is a special case
of nabc , defined as
nabc ≡
∞∑
l=1
Cab(l) (A13)
with
Cab(l) ≡ 〈(a0 − a)(bl − b)〉;ps〈(aˆ− a)(bˆ− b)〉 . (A14)
If two functions aˆ and bˆ are uncorrelated, 〈aˆbˆ〉 = 〈aˆ〉〈bˆ〉 =
ab. Hence, if the simulation data are not correlated
ps(qi → qi+1) = ρs(qi+1) and 〈(ai − a)(ai+l − a)〉 =
〈(ai − a)〉〈(ai+l − a)〉 = 0 and naac = 0.
3. Statistical errors and propagation rules
Let ∆a be the absolute error of a quantity a and let
δa ≡ ∆a/a be the relative error. For a sequence of mea-
surements {a0, a1, . . . , an}, the absolute error in the av-
erage a¯(n) is defined as the standard deviation in the
mean:
∆a(n) ≡ σa¯(n). (A15)
Using Eq. (A12), the absolute and relative errors are
∆a(n) = σaˆ
√
1 + 2naac
n
, δa(n) =
σaˆ
a
√
1 + 2naac
n
.
(A16)
This shows that it is of eminent importance for the effi-
ciency of the method that the trajectories generated by
the computer algorithm minimize the correlation num-
ber nc as much as possible. In MC, this gives rise to
conflicting strategies. In general MC algorithms select
a new phase point by making a random displacement
from a previous point, which is then accepted or rejected.
When the displacement is small, the new point resembles
strongly to the old one which can be a source of correla-
tions. On the other hand, if the randomized displacement
is too large, it is likely rejected after which the old phase
point is counted again. Therefore, a high rejection prob-
ability also introduces correlations. The optimum max-
imum displacement is a compromise between these two
effects. The creation of a single step in path sampling
is much more expensive than standard MC or MD, but,
on the other hand, the correlation number nc is usually
much lower.
Suppose a quantity a is not equal to the expectation
value of a single operator, but, for instance, depends on
two other quantities b and c via a function f : a = f(b, c).
The error in a can then be determined using the error
propagation rules. Say b¯(m) and c¯(n) are the approxima-
tions of b and c after m and n simulation cycles respec-
tively. The resulting error ∆a(m,n) can then be derived
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as follows. As (b¯(m) − b) and (c¯(n) − c) are small for
large values of m and n, we can invoke following Taylor
expansion:
a¯(m,n) ≡ f(b¯(m), c¯(n))
≈ f(b, c) + ∂f
∂b
(b¯(m)− b) + ∂f
∂c
(c¯(n)− c).
(A17)
As in Eq. (A15) the error ∆a(m,n) equals the standard
deviation of the mean a¯(m,n). Hence,
∆a2(m,n) ≡ 〈(a¯(m,n)− a)2〉;ps =
(∂f
∂b
)2
〈(b¯(m)− b)2〉;ps
+
(∂f
∂c
)2
〈(c¯(n)− c)2〉;ps + 2
∂f
∂b
∂f
∂c
〈(b¯(m)− b)(c¯(n)− c)〉;ps .
(A18)
Substitution of Eq. (A8), (A15) and (A12) yields
∆a2(m,n) =
(∂f
∂b
)2
∆b2(m) +
(∂f
∂c
)2
∆c2(n)
+ 2
∂f
∂b
∂f
∂c
Cov
(
b¯(m), c¯(n)
)
. (A19)
Then, from ∆a = f(b, c)δa, ∆b = bδb, ∆c = cδc we get
the propagation rule for the relative error
δa2(m,n) =
[
b
∂f
∂b
/f
]2
δb2(m) +
[
c
∂f
∂c
/f
]2
δc2(n)
+ 2
[∂f
∂b
∂f
∂c
/f2
]
Cov(b¯(m), c¯(n)). (A20)
Eqs. (A19) and (A20) are the most general rules for the
propagation of errors when a depends on two quantities
b and c. It can straightforwardly be generalized to more
arguments such that a = f(b, c, d, . . .).
APPENDIX B: CPU EFFICIENCY TIMES
1. CPU efficiency time for a single ensemble
average
Let us define τcyc as the average CPU time to perform
a single MC, MD or path sampling cycle. Moreover, we
denote τsim = nτcyc as the total CPU simulation time
after n cycles. We introduce now the CPU efficiency time
τeff(a) to obtain a relative error δa equal to one. Putting
δa = 1 in Eq. (A16) and using n = τsim/τcyc = τeff/τcyc
gives
τeff(a) =
(σaˆ
a
)2
(1 + 2naac )τcyc. (B1)
This is the general CPU efficiency time to obtain a rela-
tive error of 1 in a single simulation average. This CPU
efficiency time is a characteristic property of the quan-
tity a (actually of the whole function aˆ) and the simula-
tion method (via the ps hopping probabilities and τcyc).
Whenever τeff(a) is known the absolute and relative er-
rors after a simulation period τsim are directly given by:
∆a = a
√
τeff(a)/τsim, δa =
√
τeff(a)/τsim. (B2)
If aˆ is a binary operator such that aˆ(q) is either 1 or 0,
then aˆ2 = aˆ in Eq. (A6) and Eq. (B1) equals
τeff(a) =
1− a
a
(1 + 2naac )τcyc. (B3)
Therefore, the τeff(a) becomes very large for small values
of a and, hence, an accurate evaluation becomes prob-
lematic.
2. CPU efficiency time for a composite quantity
The CPU efficiency time for a composite value a =
f(b, c), where b = 〈bˆ〉 and c = 〈cˆ〉 are determined simul-
taneously in a single simulation, can be derived following
the the same lines as in Eq. (A11) for the covariance
Cov(b¯(n), c¯(n)) =
1
n2
{ n∑
i=1
〈(bi − b)(ci − c)〉;ps
+
n∑
i=1
n∑
j=i+1
[〈(bi − b)(cj − c)〉;ps + 〈(ci − c)(bj − b)〉;ps ]
}
≈ 1
n
{
〈(bˆ − b)(cˆ− c)〉 ×
[
1+
∞∑
l=1
〈(b0 − b)(cl − c)〉;ps + 〈(c0 − c)(bl − b)〉;ps
〈(bˆ− b)(cˆ− c)〉
]}
=
1
n
Cov(bˆ, cˆ)
[
1 + nbcc + n
cb
c
]
. (B4)
Here, we inserted Eq. (A8) and (A14) in the last line.
Substitution of Eqs.(B2) and (B4) into Eq. (A20) and
using n = τsim/τcyc gives
δa2 =
[
b
∂f
∂b
/f
]2 τeff(b)
τsim
+
[
c
∂f
∂c
/f
]2 τeff(c)
τsim
+ 2
[∂f
∂b
∂f
∂c
/f2
]
Cov(bˆ, cˆ)
{
1 + nbcc + n
cb
c
} τcyc
τsim
. (B5)
Taking δa2 = 1 and τsim = τeff(a) directly results in
τeff(a) ≡
[
b
∂f
∂b
/f
]2
τeff(b) +
[
c
∂f
∂c
/f
]2
τeff(c) (B6)
+ 2
[∂f
∂b
∂f
∂c
/f2
]
Cov(bˆ, cˆ)
{
1 + nbcc + n
cb
c
}
τcyc
where τeff(b) and τeff(c) are given by Eq. (B1). For ex-
ample, if a = bicj , the efficiency time of a equals
τeff(a) = i
2τeff(b) + j
2τeff(c)
+ 2
ij
bc
Cov(bˆ, cˆ)
{
1 + nbcc + n
cb
c
}
τcyc. (B7)
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3. CPU efficiency time for a series of simulations
Suppose a = f(b, c) and b¯(m) and c¯(n) are obtained
via two different simulations. Hence, n and m are not
necessarily the same. In the following we assume that the
different simulations are uncorrelated. Thus, we assume
that for two different simulations (1) and (2) the following
holds
Cov(b¯(m), c¯(n)) = 〈(b¯(n)− b)(c¯(m)− c)〉;ps(1,2) = 0.
(B8)
Here, the subscript ; ps(1,2) indicates that the ensemble
average can depend on how the two simulations are con-
nected. Assumption (B8) is, for instance, true for US
when two independent simulations are performed using
two overlapping windows. It also holds for TIS where
the outcome of an interface sampling simulation at a cer-
tain interface is independent of the result of the previous
interface simulation results. Eq. (B8) does not hold for
the most common implementation of the reactive flux
method. In this approach, the importance sampling to
determine the free energy barrier is simultaneously used
to obtain a representative set of configuration points at
the TS dividing surface. These configurations with ran-
domized Gaussian distributed velocities initiate the dy-
namical trajectories that determine the transmission co-
efficient44,45. Moreover, at variance with TIS, Eq. (B8) is
not true for the Forward Flux Sampling (FFS) method,
that was devised by Allen et al.29,30. Here, the result of
the interface sampling at one interface depends on the
results of all the previous interfaces. The importance of
Eq. (B8) is further discussed in Sec. VI.
If the total simulation time τsim(a) = τsim(b) +
τsim(c) = mτcyc(b) + nτcyc(c) is fixed, we still have some
freedom in choosing n and m or, equivalently, choosing
τsim(b) and τsim(c). First, by substitution of Eqs. (B2)
and (B8) into Eq. (A20) we obtain
δa2 =
[
b
∂f
∂b
/f
]2 τeff(b)
τsim(b)
+
[
c
∂f
∂c
/f
]2 τeff(c)
τsim(c)
. (B9)
A logical approach, although not the optimum, is to give
each simulation the same simulation time. We will denote
the efficiency time that results from this strategy τ ′eff(a).
Taking τsim(b) = τsim(c) =
1
2τsim(a) for τ
′
eff(a) = τsim(a)
and δa2 = 1 gives
τ ′eff(a) = 2
[[
b
∂f
∂b
/f
]2
τeff(b) +
[
c
∂f
∂c
/f
]2
τeff(c)
]
. (B10)
Alternatively, we could try to obtain the same error in
each simulation. The corresponding efficiency time will
be annotated as τ ′′eff . Then, we need to use simulation
times proportional to ∝ τeff(b), τeff(c). Hence, we take
τsim(b) = τsim(a)τeff(b)/[τeff(b) + τeff(c)] and τsim(c) =
τsim(a)τeff(c)/[τeff(b) + τeff(c)] in Eq. (B9) which results
in
τ ′′eff(a) =
(
τeff(b) + τeff(c)
)[[
b
∂f
∂b
/f
]2
+
[
c
∂f
∂c
/f
]2]
.
(B11)
In order to determine the lowest τeff , we add Lagrange-
multipliers constrains to Eq. (B9) in order to fix the total
simulation time τsim(a)
δa2[τsim(b), τsim(c), η] ≡
[
b
∂f
∂b
/f
]2 τeff(b)
τsim(b)
+
[
c
∂f
∂c
/f
]2 τeff(c)
τsim(c)
− η2{τsim(a)− τsim(b)− τsim(c)}
(B12)
and minimize Eq. (B12) with respect to all its arguments.
Taking the derivative to τsim(b) gives
−[b∂f
∂b
/f
]2 τeff(b)(
τsim(b)
)2 + η2 = 0. (B13)
Therefore,
τsim(b) =
∣∣∣[b∂f
∂b
/f
]√τeff(b)
η
∣∣∣. (B14)
We have put the absolute signs |·| as the simulation times
needs to be positive. The same relation holds for τsim(c).
τsim(c) =
∣∣∣[c∂f
∂c
/f
]√τeff(c)
η
∣∣∣. (B15)
We can sum up Eqs. (B14) and (B15) and use τsim(a) =
τsim(b) + τsim(c) which gives the solution for η
η =
1
τsim(a)
(∣∣∣[b∂f
∂b
/f
]√
τeff(b)
∣∣∣+ ∣∣∣[c∂f
∂c
/f
]√
τeff(c)
∣∣∣).
(B16)
Then, substitution of Eq. (B16) in Eqs. (B14,B15) com-
pletes the equations for τsim(b) and τsim(c). Substitution
of these two equations in Eq. (B9) results in
τeff(a) =
(∣∣∣[b∂f
∂b
/f
]∣∣∣√τeff(b) + ∣∣∣[c∂f
∂c
/f
]∣∣∣√τeff(c))2.
(B17)
The efficiency time τeff(a) of Eq (B17) is always strictly
less than or equal to τ ′eff(a) and τ
′′
eff(a) of Eqs. (B10,B11).
These CPU efficiency times are straightforwardly gen-
eralized to simulation series of any number. Suppose
that the final desired value a is obtained by a =
f(a(1), a(2), . . . , a(M)), where a(s) refers to the exact value
that should be produced by simulation s andM is the to-
tal number of independent simulations that are needed to
determine a. Then, the CPU efficiency times Eqs (B10-
B17) yield
τ ′eff(a) =M
[ M∑
s=1
[
a(s)
∂f
∂a(s)
/f
]2
τ
(s)
eff
]
,
τ ′′eff(a) =
( M∑
s=1
τ
(s)
eff
)[ M∑
s=1
[
a(s)
∂f
∂a(s)
/f
]2]
,
τeff(a) =
( M∑
s=1
∣∣∣[a(s) ∂f
∂a(s)
/f
]∣∣∣√τ (s)eff )2, (B18)
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where τ
(s)
eff = τeff(a
(s)) is the efficiency time of simulation
s. For example, in many methods, the final value a is
given by a product of simulation results: a =
∏M
s=1 a
(s).
Then, |[a(s) ∂f
∂a(s)
/f
]| = 1 for any s after which Eqs. (B18)
become
τ ′eff(a) = τ
′′
eff(a) = M
( M∑
s=1
τ
(s)
eff
)
(B19)
and
τeff(a) =
( M∑
s=1
√
τ
(s)
eff
)2
. (B20)
The same Eqs. (B19,B20) are valid for the case a =∏J
s=1 a
(s)/
∏M
s′=J+1 a
(s′) with any J ∈ [0,M ].
Whenever τ
(s)
eff is the same for all s, Eq. (B19) and
(B20) become identical and equal to
τeff(a) = τ
′
eff(a) = τ
′′
eff(a) =M
2τ
(s)
eff . (B21)
APPENDIX C: EFFICIENCY OF US
TECHNIQUES
We will derive the efficiency time τ
(s)
eff of a sin-
gle window in US as depicted in Fig. 1. The factor
that needs to be computed in simulation s is a(s) ≡
〈ws〉Ws/〈ws−1〉Ws = b/c. Here, b = 〈bˆ〉Ws , bˆ = ws,
c = 〈cˆ〉Ws , and cˆ = ws−1. Then, we can use Eq. (B7)
with i = 1 and j = −1
τ
(s)
eff = τeff(b) + τeff(c)−
2
bc
Cov(bˆ, cˆ)(1 + nbcc + n
cb
c )τcyc
(C1)
and applying the assumptions Eqs. (27,28) gives
τ
(s)
eff = τeff(b) + τeff(c)−
2
bc
Cov(bˆ, cˆ)NC . (C2)
Via Eq. (A8), Eq. (B3), and Eqs. (27,28) we get
τeff(b) =
1− b
b
NC , τeff(c) = 1− c
c
NC ,
Cov(bˆ, cˆ) = 〈ws−1ws〉Ws − bc. (C3)
Then using Eq. (5) and (18) and writing λR = λ
∗ − 12W
and α ≡ β2H/W we arrive at
b = 〈ws〉Ws =
∫ sΓ+γ
sΓ dλ e
−αλ∫ sΓ+γ
(s−1)Γ dλ e
−αλ
=
1− e−αγ
eαΓ − e−αγ ,
c = 〈ws−1〉Ws =
∫ (s−1)Γ+γ
(s−1)Γ dλ e
−αλ∫ sΓ+γ
(s−1)Γ dλ e
−αλ
=
eαΓ(1− e−αγ)
eαΓ − e−αγ .
(C4)
Moreover, 〈ws−1ws〉Ws is only nonzero in case γ > Γ.
Hence,
〈ws−1ws〉Ws = θ(γ − Γ)
∫ (s−1)Γ+γ
sΓ
dλ e−αλ∫ sΓ+γ
(s−1)Γ dλ e
−αλ
= θ(γ − Γ)1− e
−α(γ−Γ)
eαΓ − e−αγ . (C5)
Substitution of Eqs (C4,C5) in Eqs. (C3) and, after that,
substitution of Eqs. (C3) in Eq. (C2) yields Eq. (29).
In order to derive the efficiency time for an ensemble
average a = 〈aˆ(x)〉 when it is obtained by a weighted
ensemble via a = 〈aˆΩ−1〉Ω/〈Ω−1〉Ω, we write again a =
b/c with b = 〈bˆ〉Ω, bˆ = aˆΩ−1, c = 〈cˆ〉Ω, and cˆ = Ω−1.
Applying Eq. (A5) gives b = a〈Ω〉 and c =
1
〈Ω〉 . Then
applying Eqs. (A6), (A8) using the ensemble 〈. . .〉Ω gives:
σ2
bˆ
= 〈bˆ2〉Ω − 〈b〉2Ω =
〈aˆ2Ω−1〉
〈Ω〉 −
( a
〈Ω〉
)2
,
σ2cˆ = 〈cˆ2〉Ω − 〈c〉2Ω =
〈Ω−1〉
〈Ω〉 −
( 1
〈Ω〉
)2
,
Cov(bˆ, cˆ) = 〈bˆcˆ〉Ω − 〈bˆ〉Ω〈cˆ〉Ω = 〈aΩ
−1〉
〈Ω〉 −
a
〈Ω〉2 . (C6)
Substitution of Eqs. (C6) in Eq. (B1) yields
τeff(b) =
( 〈aˆ2Ω−1〉〈Ω〉
a2
− 1
)[
1 + 2nbbc
]
τcyc,
τeff(c) =
(
〈Ω−1〉〈Ω〉 − 1
)[
1 + 2nccc
]
τcyc. (C7)
Substitution of Eqs. (C6,C7) in Eq. (C1) yields Eq. (33).
To obtain the optimal biasing function, we add a La-
grange multiplier to Eq. (34) to fulfill the normalization
constraint
τeff(a) =
{ 〈aˆ2Ω−1〉
〈a〉2 + 〈Ω
−1〉 − 2 〈aˆΩ
−1〉
〈a〉
}
NC
+ η2
{
〈Ω〉 − 1
}
. (C8)
The functional derivative of 〈aˆf(Ω)〉 to Ω for any opera-
tor aˆ and function f is given by
δ〈af(Ω)〉
δΩ
=
a(x)f ′(Ω)e−βE(x)∫
e−βE(x)
= a(x)f ′(Ω)P (x) (C9)
with P (x) = exp(−βE(x))/ ∫ dx exp(−βE(x)). Hence
taking δτeff/δΩ = 0 in Eq. (C8) results in{[
− 1
a2
aˆ2
Ω2(x)
− 1
Ω2(x)
+ 2
1
a
aˆ(x)
Ω2(x)
]
NC + η2
}
P (x) = 0
(C10)
which has as solution
Ω2(x) =
NC
η2
[ aˆ2(x)
a2
+ 1− 2 aˆ(x)
a
]
=
NC
η2
(
1− aˆ(x)
a
)2
.
(C11)
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η2 can be obtained, if necessary, via the normalization
requirement 〈Ω〉 = 1. Moreover, from Eq. (C11) follows
directly Eq. (35) as Ω should also obey Ω(x) > 0 for
each x.
APPENDIX D: TIS PATHLENGTH
The TIS pathlength (55) can be obtained as follows.
Say v is the velocity at the foot of the barrier (λ0) at a
time t = 0. The ’returning time’ is obtained by solving
following equation λ(xt) = λ0 + vt +
F
2m t
2 = λ0 + vt −
H
mW t
2 = λ0, which has a solution for t =
Wmv
H ≡ L(v).
Within the path ensemble s all trajectories should cross
λs. Hence, at the foot of the barrier the kinetic energy
1
2mv
2 must be larger than E ≡ 2H(λs − λ0)/W . There-
fore, for the average pathlength we can write
τpath =
1
∆t
∫∞√
2E/m L(v)ve
−βv2∫∞√
2E/m ve
−βv2 =
Wm
∆tH
∫∞√
2E/m v
2e−β
1
2mv
2
∫∞√
2E/m
ve−β
1
2mv
2
=
Wm
∆tH
2
√
βE +
√
pieβE erfc(
√
βE)√
2βm
≈ Wm
∆tH
√
2
(√
E +
√
pi
β(4+βEpi)
)
√
m
≈ W
∆tH
√
2Em.
(D1)
with ∆t the MD timestep that is required to express τpath
as an integer representing the average number of discrete
timesteps. In Eq. (D1), we have first used the approxi-
mation46
erfc(x) ≈ 2√
pi
e−x
2
x+
√
x2 + 4/pi
(D2)
and, then, neglected the O(E−1/2) terms. Using E =
2H(λs − λ0)/W and τpath = G(λs − λ0)g results in
Eq. (55).
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APPENDIX E: LIST OF SYMBOLS
T temperature
β = 1/T inverse temperature
kB Boltzmann constant
r configuration point
p momentum point
x = (r, p) phase point
m particle mass
V (r) potential energy of r
E(x) = V (r) + p2/2m total energy of x
ρ(x) equilibrium distribution, ρ(x) = e−βE(x) for Boltzmann statistics
xt phase point at time t
∆t MD timestep
X path consisting of discrete timeslices: {x−τb∆t, . . . ;x0; . . . , xτf∆t}
τb[X ], τf [X ] the start and end time index of path X
pn(x→ y) the probability density to go to y from x in one timestep by MD
pn(x← y) the chance that when you are in x, you came from y one timestep before
ps(x→ y), ps(x← y) same hopping rates for two consecutive simulation cycles using MD/MC
P [X ] weight of the path X
q point in either phase or path space
qi phase/path point generated after the i-th simulation cycle
〈. . .〉 ensemble average
〈. . .〉Ω weighted ensemble average using weight function Ω(x)
a exact value of an observable
aˆ(q) generic operator that determines a
ai = aˆ(qi) function value of the i-th simulation cycle
a¯(n) average function value over n simulation cycles
∆a(n) absolute error in a after n cycles
δa(n) relative error in a after n cycles
σa standard deviation of the distribution {ai}
σa¯(n) standard deviation of the distribution {a¯(n)}
Var(aˆ) variance of aˆ
Cov(aˆ, bˆ) covariance of aˆ and bˆ
Ca,b(l) correlation function
na,b correlation number
NC effective total correlation
s index of a simulation in a simulation series
a(s) exact value of an observable obtained from simulation s
τcyc average duration of a simulation cycle
τsim total simulation time
τpath average path length in a path sampling simulation
τesc maximum time needed to leave the barrier region
τeff(a) lowest computational cost needed to determine a with a relative error equal to one
ξ average ratio τcyc/τpath
k reaction rate
R unnormalized transmission coefficient
k˜, R˜ time-dependent rate and transmission functions
χ[X ] recrossing correction functional
λ(x) reaction coordinate
P (λ′) probability density to be on the surface {x|λ(x) = λ′}
PA(λ
′) probability density to be on the surface {x|λ(x) = λ′} given you are in A
21
F (λ) = − ln(P (λ))/β free energy profile along λ
λ∗ transition state value or the maximum in F (λ)
λs value defining interface s: {x|λ(x) = λs}
λA = λ0 interface defining stable state A
λB = λM interface defining stable state B
M total number of simulations used in a simulation series
PA(λ|λ′) crossing probability from interface λ′ to λ
Rx, Ry dimensions of the reactant well
W width of the barrier
H height of the barrier
λx assumed reaction coordinate in the 2D system
λy important other degrees of freedom in the 2D system
λ⊥ unknown ideal reaction coordinate
θ angle between λx and λ⊥ giving the deviation from the optimal RC
Γ, γ dimensions of rectangular windows used in US
ws(x),Ws(x) block functions defined by Eq. (5)
P
TI/US
λs
(λy) sampling distribution along λy at the surface λs when using TI or US
PTISλs (λy) sampling distribution along λy of first crossing points with surface λs when using TIS
g,G exponent and pre-exponential factor the assumed behavior of τ
(s)
path
hA(x) history dependent function that measures whether x was more recently in A than in B
hbi,j(x) history dependent function that measures whether x has crossed λi more recent than λj
hfi,j(x) future dependent function that measures whether x will cross λi before λj
φA flux function through λA equal to δ(λ(x) − λA)λ˙θ(λ˙)
APPENDIX F: LIST OF ABBREVIATIONS
BC Bennett-Chandler formalism
BC2 history dependent BC
EPF the effective positive flux
FFS forward flux sampling
MD molecular dynamics
MC Monte Carlo
RF reactive flux method
RC reaction coordinate
TI thermodynamic integration
TIS transition interface sampling
TPS transition path sampling
TS transition state
TST transition state theory
US umbrella sampling
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