To develop methodologies to maximize the information content of Lagrangian data subject to position errors, synthetic trajectories produced by both a large-eddy simulation (LES) of an idealized submesoscale flow field and a high-resolution Hybrid Coordinate Ocean Model simulation of the North Atlantic circulation are analyzed. Scale-dependent Lagrangian measures of two-particle dispersion, mainly the finitescale Lyapunov exponent [FSLE; l(d)], are used as metrics to determine the effects of position uncertainty on the observed dispersion regimes. It is found that the cumulative effect of position uncertainty on l(d) may extend to scales 20-60 times larger than the position uncertainty. The range of separation scales affected by a given level of position uncertainty depends upon the slope of the true FSLE distribution at the scale of the uncertainty. Low-pass filtering or temporal subsampling of the trajectories reduces the effective noise amplitudes at the smallest spatial scales at the expense of limiting the maximum computable value of l. An adaptive time-filtering approach is proposed as a means of extracting the true FSLE signal from data with uncertain position measurements. Application of this filtering process to the drifters with the Argos positioning system released during the LatMix: Studies of Submesoscale Stirring and Mixing (2011) indicates that the measurement noise dominates the dispersion regime in l for separation scales d , 3 km. An expression is provided to estimate position errors that can be afforded depending on the expected maximum l in the submesoscale regime.
Introduction
Understanding the dispersive properties of velocity fluctuations at the ocean's submesoscales is essential for accurately predicting the initial evolution of spatially confined pollutant sources such as oil spills. Because of the small spatial and temporal scales characterizing submesoscale motions (100 m to 10 km, few hours), quantification of dispersion from Lagrangian observations is likely to be sensitive to both position measurement errors and position sampling frequency. The objective of this study is to investigate how observational uncertainty affects scale-dependent relative dispersion in the submesoscale range and how to improve the separation of the signal from inherent measurement errors.
Many coastal and oceanic transport problems-such as the dispersal of fish larvae; the spreading of solid materials, pollutants, and oil spills-require answers to basic questions involving either where the substance comes from, or where it gets transported, or how fast a tracer patch is expanding. Such studies are most naturally carried out within a Lagrangian framework, involving the solution of dr dt 5 v(t) 5 u(x, t) ,
where r is the position vector, v(t) is the temporal evolution of the Lagrangian velocity vector of a particle along its trajectory, and u(x, t) is the corresponding Eulerian velocity field. The dispersive characteristics of a flow field usually require a statistical analysis with a high number of particle trajectories. More specifically, relative dispersion, defined as D 2 (t) 5 h(r 2 (t) 2 r 1 (t)) 2 i ,
is used to quantify the velocity differences between locations, including the net effect of turbulent fluctuations in the underlying flow field and horizontal shear on the separation distance between two particles (denoted by the subscripts). The angle brackets, hi, in (2) indicate averaging over the available number of particle pairs. Another metric also based on two-particle statistics is the scale-dependent finite-scale Lyapunov exponent (FSLE; Artale et al. 1997; Aurell et al. 1997) , defined as
where hti is the averaged time taken by all particle pairs to separate from distance d to distance ad. The ''doubling'' scale a is typically in the range of 1 , a , 2 (Haza et al. 2008) . Unlike the relative dispersion, which averages pair separation distances at a given time, the FSLE metric computes averages of separation times at a given separation distance and has the advantage of isolating differences in dispersion rates due to velocity fluctuations at given spatial scales. There are various considerations that must be addressed in the computation and interpretation of both D 2 (t) and l(d). These involve the number of drifters (Lacorata et al. 2001; Özgökmen et al. 2011) , initial separation scales and sampling strategies (Özgökmen and Fischer 2012) , the use of chance versus original pairs, and sensitivities to the details of the averaging procedure in the FSLE computation (Haza et al. 2008) . While random errors in positions of drifters have been highlighted as a potential important error source for velocity gradients on the basis of kinematic flow fields (Kirwan and Chang 1979) , as well as from experience in field experiments (Ohlmann et al. 2005) , the impact of position and/or velocity errors on two-point dispersion estimates, especially at submesoscale separations, has not been analyzed in much detail.
Drifter position errors require a detailed study because they may adversely impact observations of scaledependent Lagrangian dispersion metrics providing direct insight into the multiscale interactions in the ocean (Özgökmen et al. 2012) . Of particular interest is understanding the nature, location, and dispersive properties of submesoscale fluctuations. The submesoscales are broadly defined as flows immediately below those of the mesoscale, namely, spatial scales from 100 m to 10 km and evolution time scales of hours to days (Thomas et al. 2008) . Such flows are typically concentrated within the upper-ocean mixed layer, in the form of frontal instabilities (Boccaletti et al. 2007; Fox-Kemper et al. 2008) or filaments arising from frontogenesis (Capet et al. 2008; Badin et al. 2011; Zhong et al. 2012; Mensa et al. 2013) . Dynamically, the controlling effects of geostrophy and strong stratification are no longer entirely dominant at the submesoscales and as such, these spatial and temporal scales are the resolution limit of current operational ocean models.
In the Eulerian frame, active submesoscale motions provide a means for downscale energy cascade from 2D, quasigeostrophically balanced mesoscale eddies to fully 3D motions extending to viscous dissipative scales. As such, they potentially play a significant role in the ocean's energy budget (Müller et al. 2005; McWilliams 2008 ). In the Lagrangian frame, submesoscale flows may significantly impact the vertical biogechemical transport (Mahadevan and Tandon 2006; Klein and Lapeyre 2009) and may enhance lateral dispersion in the near-surface ocean (Shcherbina et al. 2013) .
A main question is the nature of the interaction between, and relative importance of, mesoscale and submesoscale fluctuations on ocean dispersion. Our main interest is differentiating between two hypotheses (Özgökmen et al. 2012 ): Hypothesis I is that the submesoscale field consists of weak perturbations superimposed on the mesoscale field. Submesoscale eddies are short lasting and transported by the underlying, long-lasting mesoscale eddies, thereby having no major influence on the transport of tracers (e.g., pollutants, oil spills). This nonlocal regime (Bennett 1984 ) is equivalent to a steep kinetic energy wavenumber spectrum, KE ; k 2b , with b $ 3, so that for particle pair separation distance smaller than the mesoscale deformation radius, d , R d , the dispersion rate is scale independent, l(d) ; l 0 , at submesoscale separations. The constant time scale is controlled by the stretching and folding of mesoscale eddies at significantly larger scale. Hypothesis II is defined as when submesoscale processes are energetically important enough to enhance spectral slope (b , 3; e.g., Capet et al. 2008) , and they exert control on relative dispersion at their own scale (local regime), leading to a scale-dependent relative dispersion behavior. The practical implication of hypothesis I is that while the current generation of ocean models' assimilating, and accurately modeling, mesoscale features can adequately address transport problems occurring over the submesoscales. On the other hand, hypothesis II implies that large surface dispersion errors are to be expected in models' resolving processes only at the scale R d . Therefore, hypothesis II, where and when applicable, indicates that improvements would be needed in both model resolution and observational capabilities to address submesoscale transport problems. The scaling laws for relative dispersion have been well-established (Batchelor 1952; Babiano et al. 1990; LaCasce 2008 ) and how they relate to the underlying (Eulerian) processes have been studied (Bennett 1984; Poje et al. 2010) . The scaling behavior is typically classified as the Richardson (Richardson 1926 , and the diffusive regime is given by l(d) ; d
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. Scale-dependent Lagrangian measures have been used to explore the net dispersive effect of highly turbulent motions in a number of ocean models (Haza et al. 2008; Poje et al. 2010) . In particular, these measures have been put forward as one of the most suitable methods to detect rapidly evolving submesoscale flows Özgökmen and Fischer 2012; Özgökmen et al. 2012) . Oceanic experiments with an increasing number of drifter pairs over the submesoscale regime have been conducted in the Gulf of Mexico (Ohlmann et al. 2005; LaCasce and Ohlmann 2003) , the Gulf Stream region (Lumpkin and Elipot 2010) , Nordic seas (Koszalka et al. 2009 ), southern Atlantic (Berti et al. 2011) , and the Mediterranean Sea (Schroeder et al. 2011 (Schroeder et al. , 2012 . These experiments have revealed that it is a major challenge to differentiate between hypothesis I and hypothesis II, mainly because of the number of drifters needed in closely spaced clusters. Mixed results have been reported between nonlocal and local dispersion regimes. The practical implications of improving our understanding of multiscale interactions in the ocean have fueled the largest synoptic upper-ocean drifter deployment to date, the Grand Lagrangian Deployment (GLAD) in the Gulf of Mexico, in which approximately 300 surface drifters initially sampling separation scales between 100 m to 10 km were deployed over 10 days in the summer of 2012 (Olascoaga et al. 2013; Carrier et al. 2014; Poje et al. 2014) .
As large-scale Lagrangian observations focus on rapidly evolving processes at smaller spatial scales, the effects of both inherent uncertainty in drifter position measurements and operational limitations on sampling frequency become increasingly important. The accuracy of position fixes by the Argos system used for most Surface Velocity Program (SVP) drifters (1250 simultaneously in the World Ocean) is estimated to be between 500 and 1000 m (Lumpkin and Pazos 2007) . Since these errors are close to the dynamical scales of interest for submesoscale dispersion, a detailed study of their impact is warranted. Higher position accuracies, 5-10 m, can be attained with GPS tracking (Ohlmann et al. 2005) and are becoming widely used for Lagrangian observations beyond the surfzone. Near the coast, it is possible to reduce position errors down to 0.1 m by using the differential GPS, which relies on land-based reference stations to estimate the difference between their fixed positions and the GPS measurements. Recent modeling-based ) and analytical (Piterbarg 2012 ) studies have increased awareness of the significant effect of stochasticity produced by position uncertainty on relative dispersion estimates. Position uncertainty estimates and data transmission costs typically set the maximum frequency at which positions are sampled. LaCasce (2008) found that l(d) estimates from the Surface Current and Lagrangian Drift Program (SCULP) drifter dataset in the Gulf of Mexico were strongly affected by the sampling frequency, with a tendency toward higher estimates at submesoscales when the trajectories were interpolated from daily to hourly values.
Investigating these observational considerations can be done only if we have a prior knowledge of the real signal. For this reason, the most convenient approach is to rely on numerical models as proxy for the surface ocean velocity fields while being aware of the fact that models do not reproduce all the processes occurring in the real ocean. Synthetic trajectories obtained from coastal and ocean models are assumed to be error free, and they are corrupted by using noise to mimic the error in measurements.
The specific questions that we aim to address are as follows:
1) How does the position error affect relative dispersion metrics over the submesoscales? 2) Is it possible to distinguish the noise from the actual submesoscale signal in relative dispersion, so that much of the original dispersion signal is recovered?
3) Since the removal of noise is likely to involve some type of filtering, what is the impact of trajectory filtering on the scale-dependent FSLE?
In this study, we use synthetic trajectories from two models to study these issues. The first set of synthetic trajectories are generated using flow fields from a 1 /488 horizontal-resolution Hybrid Coordinate Ocean Model (HYCOM; Chassignet et al. 2006 ) configured in the North Atlantic (Fig. 1) . The model is subject to realistic forcing and boundary conditions in the North Atlantic, focusing on the Gulf Stream extension and recirculation area. We have studied this flow field in order to develop Lagrangian parameterizations of submesoscale dispersion and to investigate the seasonality of submesoscales (Mensa et al. 2013) . The second set of trajectories is obtained from a flow field generated by large-eddy simulations (LES) of two interacting baroclinic instabilities, namely, submesoscale mixed layer eddies modulated by deeper mesoscale disturbances. The disparate scales of coherent structures arising from these two instabilities are captured in the corresponding l(d) (Özgökmen et al. 2012) .
The rationale behind the choice of the two models is centered on the dynamics resolved by these simulations with respect to the position error, which can be as high as 1 km. Because of the coarse resolution and parameterized mixed layer dynamics, the HYCOM simulation resolves only part of the submesoscale spectrum, namely, scales larger than 1 /248. As such, separating position noise on the order of 1 km is relatively straightforward. With highorder numerics and mesh spacings going down 17 m in the horizontal, the multiscale LES explicitly captures submesoscale eddies on the scales of 200 m (Özgökmen et al. 2012) . Therefore, it is a harder problem to separate signal from noise in this case.
In addition to introducing random position uncertainty in the model-generated synthetic trajectories, we also consider the use of a random walk model. This is because in the oceanographic situation, the corrupted positions constitute the original data. In this case, one cannot use a simple position uncertainty model, since the observations are already uncertain. Instead, we use the random walk model to ask when (at what separation scale) the observed trajectories produce FSLE curves that look like random walk curves. Therefore, in the first part of the paper, we show that random walk and position uncertainty (when the ''true'' positions are known) models have similar FSLE signatures. In the subsequent part of the paper, we use the random walk model to assess FSLE curves in the situation where the true positions are not known.
The insight developed from these models is then applied to drifter trajectories from a recent Lateral Mixing (LatMix) experiment conducted south of the Gulf Stream in the summer of 2011 in order to distinguish between noise and submesoscale dispersion signal from these trajectories.
The paper is organized as follows: The models and datasets are described in section 2; the methodologies for adding uncertainty to datasets are discussed on section 3. The results are provided in section 4. Finally, a summary and discussions follow in section 5.
Trajectory datasets
a. Submesoscale-permitting ocean general circulation model HYCOM 1 /488 simulation is centered on the Gulf Stream and nested within a larger-scale 1 /128 North Atlantic simulation (Fig. 1) . The simulation is performed subject to atmospheric forcing based on monthly values from the 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis, superimposed with 6-hourly anomalies from perpetual-year wind stress and wind speed data from the Navy Operational Global Atmospheric Prediction System (NOGAPS). Details on the model configuration and results can be found in and Mensa et al. (2013) . The horizontal grid spacing of approximately 2 km permits submesoscale features as small as 4 km to be represented.
A total of 5067 surface particles are launched over the whole domain in a triplet configuration composed of pairs separated by a distance of 100 m. These original pairs are used for the computation of the relative dispersion metrics, that is, D 2 (t) and l (d). These synthetic particles are advected offline using a 2-h time step for a total duration of 3 months. The scale-dependent FSLE computed from these trajectories is shown in Fig. 2 (top panel). The FSLE curve shows a plateau for d , 5 km. This is expected given that over the subgrid-scale range, the particles experience advection by smooth velocity fields. 
b. LES of multiscale baroclinic instability
This computational study, involving no particle position or velocity uncertainty, was described in Özgökmen et al. (2012) ; as such we provide a short description here. The flow field is intended to simulate the interaction of a weak and shallow (20 m deep) mixed layer front with a deep baroclinic instability as an idealized choice for one of the ubiquitous multiscale interactions in the ocean. LES with a high-order (13th order in space) spectral element model is conducted. No external (wind or buoyancy) forcing is applied, and the solution corresponds to adjustment starting from an initial state. The particles are released at different levels in the model in triplets that are 20 m apart from one another during a time period when the turbulent features arising from the interaction of both instabilities are most pronounced. A total of 2601 triplets are released at three levels and advected in 3D online (with model time step and using a high-order spatial discretization). Here, we analyze only the surface trajectories from 2601 particles.
Since the model has a rigid lid, these particles stay at the surface and move in 2D only.
In this study, the nondimensional results of Özgökmen et al. (2012) 
c. LatMix drifters
The LatMix drifter data comprises 3-week trajectories of 20 near-surface SVP drifters released in pairs southeast of the Gulf Stream in June 2011 (Fig. 1, bottom panel) . The primary objective of this experiment was to probe the existence and to explore the dynamics of submesoscale features in the summer period. The SVP drifter characteristics are described in Lumpkin and Pazos (2007) , and the positioning system carries an uncertainty in range of 500 m to 1 km. The position measurements have an irregular sampling frequency with a median of 1.7 h and a standard deviation of 48 min. The data are interpolated to a regular 15-min interval.
The scale-dependent FSLE from LatMix data is shown in Fig. 2c in comparison to that from HYCOM. We had to rely on chance pairs to compute statistically relevant estimates, as the number of original pairs within a relative distance of 1 km does not exceed 9 in the LatMix data. For scales d . 10 km, the regime is the same as the numerical model, such as the transition from the value l ; 0. The values are significantly higher than those tabulated from previous observational and modeling studies (e.g., Table 1 in Özgökmen et al. (2012)), thereby implying the possibility of a spurious regime created by position uncertainty errors.
Uncertainty models for trajectories a. Addition of position uncertainty
In the following, the assumption is made that the model trajectories are the real in situ drifter trajectories: after each integration time step, the new position of a particle advected by the model velocity field is considered the true position. We indicate as x i true the true position at discrete time i of a particle trajectory moving in a flow with velocity u. To simplify the problem, let us assume a simple forward numerical scheme. The position can be written as
where Dt is the integration time step, and the particle position at time i is function of the model velocity at its previous position corresponding to the time index i 2 1. In the following applications, the velocity u is provided by HYCOM and LES. We assume that the position x i true is measured at each sampling time i with an uncertainty given by random noise, and we indicate the uncertain ''corrupted'' position as x i Cpt , defined as
where dW is a Gaussian random number drawn from a distribution with zero mean and a standard deviation of 1. Term L K is the prescribed level of position uncertainty given by the standard deviation of the position measurement error. In the case of the large-scale HYCOM simulation, values for L K were chosen to match the range of uncertainty typically cited for SVP drifters (Lumpkin and Pazos 2007) . In the smaller-scale LES mixed layer simulation, L K is in the 1-5-m range, which falls in between the expected values of GPS and differential GPS tracking. In addition to simply adding noise to the particle positions, we also introduce a random walk (rw) model, used for comparison and reference. The reason for considering the random walk is that it provides a model to which one can compare real trajectories. Random walk gives a model with l(d) ; d 21 for some range of d determined by both the uncertainty and the actual velocity. This is essentially the same behavior as one gets when one actually has the true positions and then corrupts this true position with a given level L K of uncertainty. Although it is different from position uncertainty, we will show in the next sections that it has an identical impact on the FSLE at the scales smaller than L K , despite the fact that it generates relative dispersion cumulating in time.
Because of this fundamental difference, the random walk alone or combined with the model velocities is a crucial tool in the following analysis, in particular for the implementation of an adaptive time sampling procedure to reduce uncertainties. The random walk trajectory in one direction and at time i can be written as
and it represents the motion of a particle in a random flow, subject to a random displacement at every Dt. The standard deviation of the displacement L K is linked in this case to the standard deviation of the turbulent velocity s rw , by L K ' s rw Dt. When the random walk is added to the flow velocity u, a ''random walk corrupted'' trajectory x Crw is obtained,
where the particle's new position at time index i depends on its previous location, which is function of the model velocity and the random displacement at time index i 2 1. The x Crw trajectories are inherently different from the x Cpt trajectories. The random walk modifies the integration of the trajectories by adding a random displacement at each time step that cumulates in time, while in x Cpt the noise only affects the measure of the trajectory at each given time. This difference is illustrated in Fig. 3 , and it is highlighted in the following expressions. If we assume that the trajectories start from a given position x 0 , we obtain for the true trajectory x the following:
while for the trajectory measured with uncertainty, one gets
and for the random walk affected trajectory, one gets
b. Temporal sampling and filtering
In the oceanographic community, trajectory observations are often low-pass filtered in time, typically to remove the effects of inertial oscillations or to prepare the data for assimilation (Carrier et al. 2014) . The common assumption is that this procedure does not have a serious impact on the postanalysis, even though subinertial motions are clearly filtered out. As interest (and modeling capabilities) move increasingly toward characterizing processes at smaller space and time scales, the effects of temporal filtering are less easily ignored (LaCasce 2008) . While more sophisticated filtering processes exist (Hansen and Poulain 1996) , the low-pass filter in this study consists of a simple moving nonweighted average along the trajectory with time windows chosen to match the spatial scales of interest (1/3-1.5 days for HYCOM, 1-3 h for LES).
For each observation x at time index i, the time length N 1 1 of the temporal moving average is
For uncertain positions x Cpt [Eq. (5)], the averaging is equivalent to low-pass filtering true trajectory data and the noise contribution separately. Considering only the zonal position,
Since the position uncertainty is assumed Gaussian,
for moderate values of N. In this case, low-pass filtering the uncertain observations is equivalent to adding noise to the filtered original signal with increments defined by g dW, a new Gaussian increment with zero mean and a standard deviation, s 2 5 L Subsampling in time is a very simple form of a low-pass filter, acting mostly on noise. As such it will be investigated here and compared with the low-pass filtering results. Also, subsampling will be explored as a way to evaluate the impact of the temporal resolution of drifter positions on submesoscale relative dispersion. It is known that the FSLE can be prone to aliasing issues based on the temporal resolution of drifter positions. This leads to a requirement on the ratio a, which has to be as small as possible to capture all scales of motion, yet higher than a critical value below which l can exhibit a spurious exponential regime (Lacorata et al. 2001 ). According to Haza et al. (2008) , the value of a needs to be larger than a min 5 1 1 DtDv/d 0 , where Dt is the temporal resolution and Dv is the velocity difference of particle pairs at the smallest separation scale considered, d 0 .
Our assumption is that, while not all scales of motions may be resolved by a given position sampling frequency, the cumulative impact of all these motions on drifter pair separations over time is felt at the next sampling time. Note that this is a distinct problem from drifter position errors, since it emerges even if there are no position errors. Yet it is an important consideration for practical applications, since the ocean is full of processes acting at different scales of motion and there are limitations to gathering data; in particular, the satellite data transmission can be a significant part of the total cost, as it is prohibitively expensive to recover drifters in many open ocean applications. The impact of time subsampling on the estimation of relative dispersion is explored by simply subsampling the raw synthetic trajectories, sampled at a given Dt 0 , at larger time intervals ranging from 6 to 36 h in HYCOM and from 1 to 3 h in the LES.
c. On the effect of position uncertainty on dispersion
We look first at the random walk FSLE, as the final expression is more straightforward. The behavior of l (d) for a pure random walk has been explored in Piterbarg (2012) and . The relative velocity of particle pairs V rw of a pure random walk is constant at scales d # L K , independent of the separation scale and proportional to the standard deviation of the imposed velocity fluctuations,
If t(d, a) is the average time of a particle pair ensemble to separate from d to ad, then we also have
It follows that
indicating that the random walk contribution to the separation rate for d # L K decays both with increasing separation distance, l ( In the case of position uncertainty x Cpt , similar assumptions can be made for DV when the separation of particle pairs is negligible in comparison to the noise contribution. Such a situation is insured at separation scales
and the average separation rate scales as l (d) ; d
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, as in the random walk. The scale-dependent FSLE of both x Cpt and x Crw are therefore identical at scales d # L K .
On the other hand, their relative dispersions are dramatically different. The effects of position uncertainties, x Cpt , on the behavior of observed time-dependent relative dispersion are readily estimated. If X 1 (t) 5 (x 1 , y 1 ) and X 2 (t) 5 (x 2 , y 2 ) are vector positions of a pair of particles at time t, then the relative dispersion D 2 (t) defined in Eq. (2) is the time evolution of the averaged relative distance of all particle pairs.
For uncertain positions,
since hdW
In the case of random-walk-affected trajectories X Crw [cf. Eqs. (7) and (10)], the random terms are correlated with the velocity through the positions, and the overall effect of the noise cannot be linearized. In fact,
at large times, where D 2 rw (t) ; 2Kt and K 5 L 2 K /2Dt being the diffusivity of the random walk process.
Relative dispersion averages separation distances at a given time. Unlike that of a particle pair with simple position uncertainty imposed at discrete times, the separation distance of a particle pair undergoing a random walk at a given time is the cumulative sum over all increments of the walk up to that time. In contrast, the finite-scale Lyapunov exponent averages separation times at a given separation distance. The average time to separate at a given distance is directly related to the average velocity difference at a given scale. While the separation distance in a random-walk representation is cumulative, the velocity differences at a given time are not. Therefore, FSLE curves for both models behave similarly.
Results

a. Impact of position uncertainty
FSLE curves produced by HYCOM trajectories with position uncertainties, x Cpt , and with random walk, x Crw , for L K 5 500 m and 1000 m are shown in Fig. 4a . These values of position uncertainty produce significant changes in relative separation rates for scales up to d ' 30 km, close to the mesoscale radius of deformation. The noise results in an increase of l by a factor of 10 around d 5 1 km and a factor of 100 at d 5 100 m. As expected from Eqs. (12) and (15), both Gaussian position uncertainty and random walk models result in a noiseinduced, scale-dependent (local) regime with l ; d 21 behavior for d , 2L K and time scales near the prescribed sampling period Dt 0 5 2 h.
As explained above and indicated by Eqs. (16) and (17), the relative dispersion metric provides a means of directly distinguishing between the effects of position uncertainty and random walk. The evolution of the relative dispersion D 2 (t) for the HYCOM data is shown in Fig. 4b . The black line shows the dispersion for the original data, D true , for comparison. The trajectories with uncertainty x Cpt show a plateau at small scales of order L K , while they converge to D true at larger scales, as expected. The trajectories with random walk x Crw , instead, show the expected cumulative effect of velocity correlations in the random walk model. The random walk process effectively adds relative dispersion incrementally, which contributes to a dramatic enhancement of the relative dispersion after a few days, while position uncertainties never contribute more than 2L 2 K to D 2 (t). This is an important result, because any physical force acting on a pair of drifters will generate time-cumulative dispersion, and as such the impact of position uncertainty constitutes a lower bound (equal to zero), hence a means to distinguish noise from real signal. The results also imply that drifters have to be designed very carefully to avoid accumulation of position errors, such as those that can result from windage or slip with respect to water parcels, due to inertial effects.
In the HYCOM simulation with a well-defined exponential, the nonlocal dispersion regime at scales below 10 km, the FSLE results imply that position errors may affect dispersion metrics at scales considerably larger than the uncertainty scale, and that they can easily be confused with local, scale-dependent dispersion produced by submesoscale processes. Even for the lower uncertainty estimate, L K 5 500 m, the observed FSLE curve erroneously indicates local dispersion at all scales, and the true dispersion rate is only recovered for d . 10 km, or at d ; 20L k , coinciding with separation scales where resolved mesoscale structures in the model produce a true local dispersion regime. The effects of position noise on observed separation rates for the LES mixed layer model are shown in Fig. 5 . In contrast to HYCOM, which produces an extended FSLE plateau across the submesoscales, the LES model shows more complex scale dependence including local dispersion for 100 m , d , 2 km due to energetic, smallscale mixed layer instabilities; a local plateau (2 km , d , 5 km); and a second local dispersion regime for d . 5 km produced by the larger, mesoscale motions in the model. In this case, the position uncertainty scales were taken to be L K 5 1 and 5 m with time sampling at 1.5 min. Comparison to those from HYCOM results shown in Fig. 4a shows that there are distinct differences in the observed FSLE curves for the submesoscale flow when the position uncertainty increases from 1 to 5 m. Term L K 5 5 m completely swamps the contribution of the small-scale instabilities, eliminating the small-scale plateau and overpredicting dispersion rates at all scales below ;300 m, nearly 60 times the uncertainty scale. For L K 5 1 m, the local dispersion regime produced by the small scales is accurately captured for d . 50 m.
For the FSLE metric, the range of scales adversely effected by position uncertainties of given amplitude depends on the shape of the true FSLE curve and the level of uncertainty. A direct comparison of the results for HYCOM and LES model is shown in Given the increasing interest in quantifying dispersion and transport at the submesoscales via Lagrangian-based observations, a method to best extract dispersion metrics from inherently uncertain position measurements, sampled with necessarily limited frequency, is needed. This problem is explored with data subsampling.
b. Time subsampling, filtering, and interpolation Equation (15) explains both the identical l (d) signatures at small scales observed in trajectories with position uncertainties and with random walk, as well as the role played by the sampling frequency in setting the amplitude of the noise-induced dispersion error. For fixed measurement error with a standard deviation of L K , the dispersion rate error increases with increased sampling frequency (reduced Dt). Therefore, even relatively small position uncertainties of a few meters instead of kilometers may yield erroneously high FSLE estimates for Dt 2 h. This dependence is especially relevant for the high-frequency sampling of GPStracked drifters used to observe evolving small-scale, submesoscale ocean features.
Since the range of the noise-dominated portion of l depends in part on the sampling frequency, we first examine the effects of simple subsampling on FSLE observations produced by the original HYCOM trajectories. As illustrated in Fig. 7 , coarsening the temporal resolution of trajectories leads to aliasing errors in the computation of the FSLE at the highest separation rates, typically occurring at the smallest separation scales. The degree of aliasing increases as the value of a decreases and/or the true separation rate increases. Aliasing due to inadequate sampling frequency or subcritical values of a necessarily biases the observed values of l (d) downward. For fixed values of Dt, the schematic indicates that estimates of l (d) can be improved by simply linearly interpolating in time the relative distances of each particle pair.
Results are shown in Fig. 8 (left panel) for the HYCOM trajectories x true . The solid curves show the results for trajectories subsampled at 6-, 12-, and 24-h intervals corresponding to subsampling the original trajectories at 3, 6, and 12 times the original Dt 5 2 h period. When the actual average separation time of particle pairs approaches the imposed trajectory sampling period, the Linear interpolation clearly allows significant improvements in the ability to estimate l(d) at scales where position sampling rates approach the average pair separation rate. The effect of sampling frequency on FSLE curves, using linear interpolation, is shown for the mixed layer instability (MLI)-LES data in the right panel of Fig. 8 . While estimates from temporally subsampled trajectories, regardless of interpolation, will necessarily provide only lower bounds on the actual separation rates, results for both models indicate that linear interpolation provides an appreciable decrease in the dependence of l(d) on the data subsampling interval. The impact of filtering/subsampling the trajectories differs between HYCOM and the MLI-LES experiment, as it depends also on the spatial scale. The time scales governing the relative dispersion at the submesoscales are controlled by the smallest resolved features setting the rate of pair separation. In HYCOM, the smallest features have a length scale of about 5 km (twice the grid spacing) and time scales of more than a day, that is, slightly above the range of the filtering periods. As the time window is increased from 12 to 36 h, the FSLE plateau is only moderately reduced by subsampling at the scales below 5-10 km, where l max asymptotes to a threshold of 0.5 day 21 . In the MLI-LES experiment, the 20-100-m scales are affected the most, while the 100-1000-m scales (from the mixed layer instabilities) are less affected with the increasing scale. It is consistent with small circulation features having shorter time scales than bigger features, hence being more altered by coarser time sampling. The effects of position uncertainty for the HYCOM trajectories is now investigated with a L K 5 1000 m noise. The x Cpt trajectories are low-pass filtered by either subsampling (Fig. 9 , top panel) with a Dt 5 6, 12, and 24 h, or by a moving time average (Fig. 9 , bottom panel) with a period T LPt 5 12, 24, and 36 h. In all experiments, the FSLE curves display substantially lower values, indicating a reduction of the noise contribution. As the filtering period (i.e., Dt or T LPt ) increases, bigger portions of the original FSLE are recovered, albeit their filtered counterparts. For example, a 12-h subsampling removed the noise contribution at the scales 4 km # d # 40 km, while the 12-h time-average removes it at 5 km # d # 40 km. For a 24-h filtering, the FSLE of the 1-day filtered trajectories is recovered down to d ' 1-2 km. One can see that the rapid variance reduction produced by temporal subsampling (or equivalently, low-pass filtering) has a far more pronounced effect on the noiseinduced FSLE errors produced by inherent position uncertainties. This behavior discrepancy is what allows for differentiating the real signal from the corrupted part. In all cases, the noise-dominated signal still displays a d 21 regime at the scales # L K . For the subsampling, the reason is pretty straightforward: at these scales, the averaged relative velocity DV Cpt is proportional to the measurement sampling frequency 1/Dt [cf. Eq. (15)]. Therefore, coarsening the time sampling reduces DV Cpt independently of d, resulting also in a d 21 regime.
For the time-average filter, let us assume that the zonal velocity along a trajectory at time index i is
Then for a time average of T LPt 5 (N 1 1)Dt, the new zonal velocity becomes
leading to
Equation (21) indicates that the time average affects the Lagrangian velocities in a way that is very similar to subsampling. Therefore, the zonal velocity of filtered corrupted trajectories is
resulting in
for the averaged relative velocity of the position uncertainty with T LPt 5 (N 1 1)Dt.
In agreement with Eqs. (15) and (23), low-pass filtering the uncertain trajectories and rescaling l by the inverse of either the sampling interval (subsampling) or the inverse of the time window (time averaging) leads to a collapse of the curves at the scales where the position uncertainty dominates the signal. Figure 10 
c. Adaptive filter to recover signal An adaptive filtering technique can be developed based on two factors: first, the knowledge of the position uncertainty contribution in the FSLE, which can be estimated from an uncorrelated random walk with the same parameters (L K , Dt); second, and due to the generation of cumulative dispersion by the flow features at all scales, the FSLE of the real trajectories is less affected by low-pass filters than the noise. As a result, filtering drifter trajectories by either subsampling or using a simple time average with increasing time intervals/ periods can reduce the noise contribution down to negligible levels with respect to the FSLE of the measured filtered trajectories.
The method is as follows: the measured FSLE of the drifter trajectories is compared to the FSLE of a pure random walk with the given (assumed known) value of L K and Dt equal to the sampling frequency of the Lagrangian observations. Similarities of the position uncertainty and random walk FSLEs are presented in the appendix. The range of scales affected by the noise corresponds to the spatial scales where the noise-induced FSLE signal is equal to or higher than the measured signal. We then proceed to subsample the trajectories with increasing time intervals (or increasing time windows if using low-pass filtering) and to compare the resulting signal to the FSLE of a random walk with the same sampling frequency as the filter. Once the noise-induced FSLE has decreased to levels substantially lower than the FSLE of the filtered trajectories, it is no longer affecting the real signal. The optimal recovered signal is therefore the FSLE of the filtered trajectories with the smallest Dt or averaging period T LPt necessary to distinguish the noise from the FSLE of the filtered trajectories.
Examples of the effectiveness of this approach are presented in Fig. 11 for both the HYCOM and MLI-LES data. For random position errors of L k 5 1 km and raw sampling period Dt 0 5 2 h in the HYCOM experiment, subsampling the trajectories up to Dt 5 1 day results in recovery of the original 1-day subsampled curve for separation scales d . 3 km. The smaller scales are still corrupted by the position uncertainty, as evidenced by the equally high values of the filtered measured signal and the pure random walk model with L k 5 1 km with a 1-day sampling period.
The LES-MLI simulation, shown in the bottom panel of Fig. 11 , presents a more challenging problem. Unlike HYCOM with an extended range of constant, scale-independent dispersion rates, the active submesoscale motions in the mixed layer simulation produce scale-dependent dispersion across all observable separation scales. In the mesoscale-dominated OGCM, it is a relatively simple task to filter out the scaledependent, noise-induced component from the true, scale-independent signal. The LES-MLI flow requires separating the scale-dependent signal produced by Fig. 11 . While the collapse of the extracted signal to the pure noise signal is slower than that seen in the HYCOM data, similar scaling for the two curves is observed for d ) 50 m and the signal from the filtered, uncertain observations accurately predicts the true signal for all d . 200 m.
d. LatMix drifters
Following the methodology of the previous sections, the LatMix trajectories are subject to low-pass filtering from a time moving average, with windows of 6, 12, and 24 h. The corresponding l and pair numbers are plotted in the top panel of Fig. 12 . One can see that the trajectory filtering affected the signal for d , 20 km, while the larger scales are robust to the low-pass filter. In particular, the 6-h time average reduces l dramatically at the submesoscales, down by a factor of 5 at d 5 100 m. At the junction corresponding to the 7-20-km scale range, a bump in the curve emerges from the 6-h filtering and remains unaffected by the other time averages.
Note that the low-pass filter tends to reduce substantially the number of pairs at the small scales, from more than 200 to around 50 for the 6-h time average. As the filtering strength increases, the pair availability goes down to the critical 10, below which the FSLE curve would be statistically irrelevant. For this reason we chose to plot l for a minimum of 10 pairs. A minimum of 20 pairs would already remove parts of the curves below 1 km for the 12-and 24-h low-passed trajectories. This issue is aggravated by the already limited dataset of only 20 drifters, which is why an experiment tailored for scale-dependent relative dispersion would benefit from at least 100 drifters.
Term l is then rescaled by the inverse of the time window T LPt to check on the noise impact. The bottom panel of Fig. 12 displays the collapse of all the curves for 100 m , d , 1000 m. The FSLE over this scale range is therefore dominated by the noise from position errors. The raw trajectory curve is also added to the figure and the collapse occurs for a T LPt 5 1 h. It indicates that the effective time interval dominating l is Dt 5 1 h, even if the averaged sampling interval of the data is 1.7 h. This result is consistent with other tests (not shown), leading to the conclusion that a higher sampling frequency will impose statistically the noise specifics in the computation of the FSLE. For the LatMix experiment, the frequencies higher than the mean (and/or median) have contributed to a stronger noise than predicted by the averaged sampling frequency.
We now proceed to recover the original signal via the adaptive filtering technique. As illustrated in Fig. 13 , the random walk FSLE with the drifter uncertainty standard deviation L K and sampling frequency Dt 5 T LPt is superimposed on the FSLE of the filtered LatMix trajectories. For the raw data, the portion of the curve significantly larger than the noise signal occurs at d # 40 km. For the 6-h low-passed trajectories, l is recovered for d # 8 km. For the 12-and 24-h filtering, the lower bound is extended to d ' 5 km and d ' 3 km, respectively. One can see that the adaptive filtering has allowed for a substantial noise extraction and produced an estimate of the drifter-only scale-dependent relative dispersion in the 3-40-km range, although it is a measure of the filtered trajectories. Since the portion of the curve in the transition 7-20 km is robust to the filtering strengths picked in this experiment, we can assume that the features controlling the dispersion at those scales have time scales of at least 1 day and generate substantial cumulative dispersion. For the same reason, they are unlikely related to diurnal oscillations. Term l (3-10 km) of the filtered trajectories are or the order of 1 day 21 and about twice the FSLE in the 20-100-km range. The 24-h lowpass filter points to an FSLE plateau at these scales, which would imply an exponential regime set by hyperbolic regions between 5-and 10-km flow features. Note also that the FSLE estimates are similar to HYCOM in winter and fall, which can resolve circulation features up to 4 km. At smaller scales, d , 3 km, stronger low-pass filters are needed to remove the position uncertainty, but we are limited by the low pair numbers.
Discussion and summary
As today's oceanic research focuses on small-scale, rapidly evolving flows, Lagrangian observations in the submesoscale range are more prone to aliasing from drifter position uncertainty and sampling frequency. In particular, scale-dependent relative dispersion measurements, which provide information on mixing separately for each spatial scale, require accurate estimates of drifter pair separation velocities. In this study, two sets of synthetic trajectories, one from a high-resolution HYCOM simulation of the North Atlantic circulation and one from a large-eddy simulation of an idealized submesoscale flow field, are used to assess the extent of the noise contribution by corrupting their position with random displacements and to develop a method to recover most of the original signal.
It is found that at scales below the position error standard deviation (L K ), the noise generates a mean relative velocity hVi ; L K /Dt, where Dt is the time interval between two measurements. This results in a d 21 power-law or spurious ballistic regime, with very high rates of dispersion if either the position uncertainty or the sampling frequency (or both) are significant. For L K ' 1 km and Dt ' 1 h (i.e., SVP drifters), the changes in the rates of dispersion can reach scales up to the radius of deformation, while for L K ' 5 m and Dt ' 1 min (i.e., GPS tracking devices), the increase in l can extend to O(100 m). Depending on the slope and magnitude of the true FSLE contribution, position errors can impact a range of scales 20-50 times larger than L K . Thus, for a given position uncertainty, a trade-off is required on the sampling frequency to limit the noise signal at the smallest measured scales.
The position error is also found to have a very similar impact as the random walk on the mean relative velocity, while their relative dispersions D with the position uncertainty generating zero cumulative dispersion. This result implies that the scale-dependent FSLE is more sensitive to pair separation speeds, while D 2 (t) is a measure of the time-cumulative dispersion. Next, the corrupted trajectories are low-pass filtered by either subsampling or a simple time average to reduce the noise contribution. For a noise-dominated signal at d , L K , the increase in filter strength is equivalent to an increase in Dt, which leads to a reduction in the FSLE, since l is linearly dependent on the sampling frequency. On the other hand, the true trajectories contribute to a cumulation of relative dispersion in time and are therefore less sensitive to the low-pass filters. Note that computing hti after linearly interpolating the particle positions suppresses the critical a constraint and allows for the use of low sampling frequencies while preserving most of l(d). For the HYCOM 1 /488 trajectories, the exponential regime is controlled by flow features with time scales of about 1-2 days. Therefore, filtering strengths of less than a 1 day do not affect significantly the exponential regime. For the LES trajectories, the smallest features have time scales of 1-2 h only, such that a 6-h low-pass filter decreases substantially the maximum Lyapunov exponent, including l at the scales of mixed layer instabilities. The degree to which filtered trajectories change l(d) appears to be dependent partly on the time scales of the flow features at a given d with respect to the filtering time scale Dt and partly on their impact on the cumulative relative dispersion. For instance, inertial oscillations will generate less cumulative dispersion than the hyperbolic region between features of the same scales. Based on their differing response to low-pass filters, one can recover part of the original signal by gradually increasing the strength of the low-pass filter until the noise contribution becomes negligible with respect to the FSLE of the filtered trajectories. For d # L K , the position uncertainty FSLE is the same as for a spatially uncorrelated random walk with a turbulent displacement standard deviation of L K and advection time step Dt. It remains also quite similar to the random walk FSLE at d . L K . It is then possible to use the random walk as reference for the position uncertainty by setting Dt to the subsampling time interval or averaging time window. Application of this technique to the synthetic trajectories leads to a recovery of l at scales d . 3 km for the 1-day filtered HYCOM trajectories and at scales d . 200 m for the 30-min filtered LES trajectories. It is possible to further increase the filter strength until the noise is removed at all measured scales. However, it will be done at the expense of the real signal and its information content.
Finally, the adaptive filtering technique is applied to the LatMix drifter dataset. The 20 near-surface SVP drifters were released in pairs in the Gulf Stream in June 2011 to study submesoscale dynamics in summer, and their position uncertainty is of the order of 0.5-1 km. Because of the limited dataset, the scale-dependent relative dispersion is computed from chance pairs and produces a very strong local regime in the submesoscales with values above 10 day 21 at scales below 1 km. The drifter trajectories are then low-pass filtered with different time averages T LPt of 6-24 h, and the collapse of l rescaled by 1/T LPt shows that the FSLE is altered by FIG. 13. Term l(d) from the raw and low-passed LatMix trajectories with time windows T LPt 5 6, 12, and 24 h. Solid line marks the 95% confidence intervals. The random walk FSLE of (L K 5 1 km, Dt 5 T LPt ) is plotted in blue to illustrate the noise contribution as part of the adaptive filtering. Here Dt 5 1 h for the measured signal. The portion of the recovered signal (i.e., without uncertainty bias) is illustrated by the color-filled circles.
position uncertainties at scales up to 40 km and dominated by noise at the scales d , 1 km. The signal is recovered in the 8-40-km range for a 6-h filtering, and in the 3-40-km range for a 1-day filtering (the reduction of available pairs by the low-pass filter at the small scales prevented filtering with a longer time window). Overall, the FSLE estimate of the LatMix drifters appears to have many similarities with the HYCOM 1 /488 trajectories, even though the latter ones correspond to the winter season when submesoscales are more prevalent. A jump in the FSLE in the 7-20-km scale range and robustness to the 6-24-h filters indicates time scales of at least 1 day and/or substantial cumulative dispersion. The FSLE of the 1-day filtered trajectories displayed what appears to be a plateau in the 3-10-km range, which would indicate an exponential regime set by 5-km flow features.
Even though a high-resolution OGCM and LES have been used in this study, there needs to be awareness that these models capture only a small range of submesoscale processes, namely, only the mixed layer instability and frontogenesis while relying on various parameterizations and/or simplifications. The ocean is presumably full of submesoscale processes that are not represented here, such as diurnal convection by buoyancy forcing, near-surface shear due to Ekman spiral and near-inertial waves forced by wind, Langmuir turbulence, and Stokes's drift. These processes span a wide range of spatiotemporal scales and their dispersive effects can be recorded by surface drifters. Therefore, we anticipate the demands on the drifter position accuracy to become progressively higher.
In conclusion, the finite-scale Lyapunov exponent is found to be very sensitive to position uncertainty and can be affected in a range of scales extending far beyond the amplitude of the position error. However, the noise signature can be estimated from the standard deviation of the position error measuring device and the sampling frequency, and identified in the FSLE metric. An adaptive filtering technique is developed to remove errors from position uncertainties by taking into account their higher dependence to low-pass filtering. This method allows for recovering much of the information masked by the noise. It also yields valuable information on the time scale of the small-scale features controlling the rate of dispersion, thus providing a more comprehensive picture of the relative dispersion spectrum. grants from the Office of Naval Research and BP/The Gulf of Mexico Research Initiative. The authors would also like to thank two anonymous reviewers for their helpful comments.
APPENDIX
FSLE Signal of Position Uncertainty versus Random Walk
The similarities and discrepancies in l for position uncertainty versus random walk are presented in the appendix and illustrated in Fig. A1 .
The scale-dependent FSLE of the position uncertainty l Cpt at scales d , L K can be approximated by the expression defined in Eq. (14) and is the same as for a pure random walk. At scales L K , d , 3 L K , l Cpt displays a ''bump'' characteristic of the noise amplitude L K . It is visible in both sets of synthetic trajectories and remains unaffected by subsampling.
The bump corresponds also to the maximum scale d ' 2 L K for which l Cpt can be computed directly from particle pairs at a fixed location with a position uncertainty of (L K , Dt). Beyond this scale, l Cpt can only be estimated empirically from different experiments of the synthetic HYCOM and LatMix LES trajectories. For L K , d , 10 L K , l Cpt is slightly underestimated by l RW , partly due to the presence of the bump. In the range d . 2L K , extracting the noise contribution from the real signal requires the use of excessively high L K s and sampling frequencies, which is not realistic. In a normal ocean setting, there is more likely a combination of noise and real relative dispersion speeds, so that the noise FSLE depicted in Fig. A1 is only a guess. For this reason, it is preferable to use the FSLE of the pure random walk (l RW ) as a reference for the noise contribution at all spatial scales below 30 L K .
