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Abstract
The two-dimensional variable sized bin packing problem (2DVSBPP) is the problem of packing a set of rectangular items
into a set of rectangular bins. The bins have different sizes and different costs, and the objective is to minimize the overall
cost of bins used for packing the rectangles. We present an integer-linear formulation of the 2DVSBPP and introduce several
lower bounds for the problem. By using Dantzig–Wolfe decomposition we are able to obtain lower bounds of very good quality.
The LP-relaxation of the decomposed problem is solved through delayed column generation, and an exact algorithm based on
branch-and-price is developed. The paper is concluded with a computational study, comparing the tightness of the various lower
bounds, as well as the performance of the exact algorithm for instances with up to 100 items.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
During the last four decades the bin packing problem (BPP) has received a great deal of attention and it is today one of the
most well-studied problems within the ﬁeld of combinatorial optimization. The reason for this popularity is partly due to the
simplicity of the formulation and partly due to the wide number of applications. In its simplest form, the BPP may be formulated
as: given n items with sizes wi ∈ [0, 1], i={1, . . . , n}, and an inﬁnite number of bins of size 1, ﬁnd the smallest number of bins
needed to pack all items.
The problem may not seem very practical at ﬁrst glance, but surprisingly many problems can either be reduced to the
BPP or contains the BPP as a subproblem. This includes applications within the ﬁelds of packing, cutting, scheduling and
communications.
The problem has been solved with a variety of algorithms. Especially, a huge amount of work has been done on on-line and
off-line approximation algorithms. See Coffmann et al. [10] for a survey on approximation algorithms and Csirik andWoeginger
[11] for an overview of on-line algorithms.Also, a number of exact algorithms have been developed, using the branch-and-bound
technique where lower bounds have been derived either using geometric arguments or using Dantzig–Wolfe decomposition [24].
The two-dimensional bin packing (2DBPP) has been intensively studied in the literature. See e.g. Lodi et al. [22] for a survey
andBelov [3] for a comprehensive overview ofmodels and algorithms. Exact algorithms and various lower bounds for the 2DBPP
have been presented in [6,7,12,13,25]. The latter two papers allow the rectangles to be rotated by 90 degrees. Higher-dimensional
generalizations have also received some attention (e.g. [9,23]).
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The basic BPP only allows bins of the same size. A natural generalization is the variable-sized BPP (VSBPP) where various
bin sizes are allowed. This problem is also known as the cutting stock problem with multiple stock sizes, considered in [4,17].
Friesen and Langston [15] presents three approximation algorithms for the 1DVSBPP and Monaci [26] presents lower bounds
and an exact algorithm.
In this paper we address the exact solution of the 2DVSBPP. The bin types may have variable costs, i.e. costs which are
not proportional to the size of the bin, and the objective is to minimize the cost of the bins used. Such problems have several
applications in industry, e.g. in cutting of wood where small pieces of wood may be relatively cheaper than larger pieces or
in cutting of metal plates, where some standard-sized plates may be relatively cheaper than non-standard-sized plates. A more
formal deﬁnition of the variable cost 2DVSBPP is presented in Section 2.
Hopper and Turton [18] consider a variant of the 2DVSBPP where there is a bounded number of each bin type, and uniform
bin costs are used. The 1DVSBPP where bin costs equal the bin sizes is considered in [26], while Chen et al. [9] consider the
3D version of the same problem.
In Section 3, we present several lower bounds for the 2DVSBPP, and evaluate their performance. The performance of a lower
bound algorithm L is given by the worst-case performance ratio
RL = inf
I∈P
{
L(I)
OPT(I )
}
, (1)
where P is the set of all instances, L(I) is the objective value returned by algorithm L on instance I, andOPT (I) is the optimal
objective value for I. We generalize two lower bounds originating from ordinary 1D and 2D bin packing in Section 3 and
introduce a new lower bound based on integer programming in Section 3.1. In Section 3.2, we present a lower bound based
on Dantzig–Wolfe decomposition of the 2DVSBPP. This lower bound is used in a branch-and-price algorithm which solves
the 2DVSBPP to optimality. The branch-and-price algorithm is adapted from the algorithm recently proposed by Pisinger and
Sigurd [30] for solving the normal 2DBPP. The algorithm is brieﬂy outlined in Section 4.
We conclude the paper in Section 5 by presenting a set of new benchmark tests for the 2DVSBPP with variable costs along
with our computational results. The experimental quality of the lower bounds presented is reported along with running times for
our exact algorithm.
2. Problem formulation
Assume that a setR={1, . . . , n} of rectangular items are given, item i havingwidthwi and height hi . Moreover,m rectangular
bin types are available, bin type k = 1, . . . , m having widthWk , height Hk and cost ck . It is assumed that an inﬁnite amount of
each bin type is available.
The 2DVSBPP with variable costs, asks to pack all the items into appropriate bins so that no two rectangles intersect and so
that the overall cost of the bins used is minimized. In the integer-valued version of the 2DVSBPP we assume that all coefﬁcients
are positive integers. Only non-negativity constraints are present in the real-valued version.
We assume that all items ﬁt into at least one bin type, as otherwise no solution to the problem exists. If no items ﬁt into a bin
type, then the given bin type may be deleted from the problem. Finally, one may remove dominated bin types. If bin types k1
and k2 satisfy
ck2ck1 and Wk2Wk1 and Hk2Hk1
we may remove bin type k2, since we can always ﬁnd an optimal solution which does not make use of the dominated bin
type k2.
Although we assume that an unbounded amount of bins is available of each bin type, it is obvious that we cannot use more than
n bins of any type. Hence, we can transform the problem to a binary version where we havem′ := mn separate bins, and each bin
can only be used once. As the two formulations of 2DVSBPP are equivalent, we will use the binary version where appropriate,
shortly stating that we are looking at the binary model. Note that in the binary model it is easy to handle upper bounds on the
availability of each bin, since we simply only introduce as many copies of each bin type as stated by the corresponding upper
bound.
To formulate the variable cost 2DVSBPP in binary form as an IP model we use the modeling technique proposed by Onodera
et al. [28] and Chen et al. [9]. The following decision variables are used: the binary variable ij is 1 iff item i is located left to
j, and similarly bij is 1 iff item i is located below j. The binary variable fik attains the value 1 iff item i is located in bin k. The
variable zk is 1 iff bin k is used. Finally, (xi , yi) are the lower left coordinates of item i.
To ensure that no two items overlap, the following inequality must hold:
ij + ji + bij + bji + (1− fik)+ (1− fjk)1, i, j ∈ R, i < j, k ∈ {1, . . . , m′}. (2)
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If i is located left to j, i.e. ij = 1 then we have that xi + wixj . In general, we have the constraints
ij = 1 ⇒ xi + wixj ,
bij = 1 ⇒ yi + hiyj . (3)
No part of the items may exceed the bin, hence if i is placed in bin k then 0xiWk−wi and 0yiHk−hi . Moreover, every
item i has to be placed in some bin so
∑m′
k=1 fik1. Bin k is used if at least one item is placed in k so
∑
i∈Rfik > 0 ⇒ zk = 1.
Let W = maxk∈{1,...,m′}{Wk} and H = maxk∈{1,...,m′}{Hk}, be the maximum bin width and bin height. Using standard
modeling techniques for IP models [32], the 2DVSBPP problem in binary form can now be formulated as the following MIP
problem
minimum
m′∑
k=1
ckzk
subject to ij + ji + bij + bji + (1− fik)+ (1− fjk)1, i, j ∈ R, i < j, k ∈ {1, . . . , m′},
xi − xj +Wij W − wi, i, j ∈ R,
yi − yj +Hbij H − hi, i, j ∈ R,
xiWk − wi + (1− fik)W, i ∈ R, k ∈ {1, . . . , m′},
yiHk − hi + (1− fik)H, i ∈ R, k ∈ {1, . . . , m′},
m′∑
k=1
fik1, i ∈ R,
fikzk, i ∈ R, k ∈ {1, . . . , m′},
ij , bij ∈ {0, 1}, i, j ∈ R,
fik ∈ {0, 1}, i ∈ R, k ∈ {1, . . . , m′},
xi , yi0, i ∈ R,
zk ∈ {0, 1}, k ∈ {1, . . . , m′}.
(4)
The model contains O(mn2) binary variables, O(n) continuous variables and O(mn3) constraints. Computational studies
have shown that the model is very difﬁcult to solve by standard MIP-solvers. This motivates the development of specialized
algorithms, in particular searching for tight lower bounds that can be used in various enumerative algorithms.
3. Lower bounds
In this section we present several lower bounds for the 2DVSBPP.We will make use of a cost-dependent ceiling function ·c.
ac := min{ckxk | ckxka, xk ∈ {0, 1}, k = 1, . . . , m′}. (5)
The problem (5) can be recognized as a subset-sum problem in minimization form which can be solved in pseudo-polynomial
time if all coefﬁcients are integers. The ceiling function allows us to round up lower bounds to the nearest achievable cost-sum.
If the number of distinct solutions to (5) as function of a is moderate, one may precompute all solutions through dynamic
programming and store them in a table. This means that a branch-and-bound function can compute the ceiling by a table lookup.
Monaci [26] presents several lower bounds for the special case of the 1DVSBPP where costs equal bin sizes. Furthermore,
several lower bounds for the normal 2DBPP have been presented during the last decade. Martello and Vigo [25] derived lower
bounds for the 2DBPP based on geometric properties of bins and items, while Fekete and Schepers [13] presented lower bounds
for the 2DBPP based on dual feasible functions and a graph theoretic representation of bin packings.
Neither the lower bounds for the 1DVSBPP nor the lower bounds for the 2DBPP are valid for the 2DVSBPP. The techniques
used by Martello and Vigo and by Fekete and Schepers for the 2DBPP are heavily dependent on the fact that all bins have the
same size. Thus, it is not possible to generalize these lower bounds for multiple bin sizes.
We can, however, adapt the lower bounds from the 1DVSBPP by relaxing some of the constraints in the model for the
2DVSBPP. In the 1DVSBPP we are given n items with sizes wi , i = 1, . . . , n, and m bin types with sizes Wk and costs ck ,
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k = 1, . . . , m. The 1DVSBPP with arbitrary costs can be formulated in binary form by the following model:
minimize
m′∑
k=1
ckyk
subject to
m′∑
k=1
xik = 1, i = 1, . . . , n,
n∑
i=1
wixikWkyk, k = 1, . . . , m′,
xik ∈ {0, 1}, i = 1, . . . , n, k = 1, . . . , m′
yk ∈ {0, 1}, k = 1, . . . , m′,
(6)
wherem′ := mn is an upper bound on the total number of bins used, xik is a binary variable taking the value 1 if item i is placed
in bin k, and yk is a binary variable taking the value 1 if bin k is used.
Monaci [26] presents several lower bounds for the special case of the 1DVSBPP where the bin costs equal the bin sizes. These
lower bounds can easily be extended to the general case where arbitrary bin costs are allowed. Since all items have to be placed
in some bin, our solution must contain a bin that can hold the biggest item, i.e. a valid lower bound is
Lw :=
⌈
min
k=1,...,m{ck : Wkwi, i = 1, . . . , n}
⌉
c
.
In the 2D case we do not have a complete ordering of the bin sizes. Hence, we cannot determine a cheapest bin that has room
for all items—in fact such a bin may not exist. Instead we look at the sets Bi , i = 1, . . . , n, which are the set of bin types that
can hold item i, i.e.
Bi := {k ∈ {1, . . . , m} : Wkwi ∧Hkhi}. (7)
Any feasible solution must contain at least one bin from each of the sets Bi . Let cki := mink∈Bi ck be the cost of the cheapest
bin in Bi . Then
L2w :=
⌈
max
i=1,...,n cki
⌉
c
is a lower bound on the solution value, and it can be evaluated in polynomial time O(nm). The worst-case performance ratio (1)
of L2w is 1/n. The performance ratio is achieved using the following instance I0: we have n items of size 1× 1, one bin type of
size 1× 1 and cost 1. For this instance L2w(I0)= 1 and OPT(I0)= n. On the other hand, the L2w lower bound is never worse
than 1/n since the bin chosen in L2w is the most expensive bin type needed in the solution. Thus, we can construct a feasible
packing using n bins, which are all cheaper than L2w , yielding a total cost of at most n · L2w .
As demonstrated by the worst-case instance I0, the problem with the L2w lower bound is that it only depends on the most
expensive item to pack. The continuous lower bound Lc accommodates this problem. In the 1D case with bin costs equal to bin
sizes the bound Lec=
∑n
i=1wi is obviously a lower bound on the optimal value. For the 2D case we consider the item areas, thus
if bin costs equal bin sizes, then Le2c =
∑n
i=1wihi is a lower bound on the optimal value. For the general case with arbitrary bin
costs the continuous lower bound is
L2c :=


ck0
Wk0Hk0
n∑
i=1
wihi


c
,
where k0 is the bin type with cheapest cost/area ratio. For the instance I0 proving the worst-case performance of bound L2w , the
continuous lower bound equals the optimal solution value. However, L2c can perform arbitrarily bad, as the following instance
I1 shows: we have two items of dimensions (w1, h1) = (1, 2) and (w2, h2) = (2, 1). Moreover, we have two bin types of the
same dimensions (W1, H1)= (1, 2) and (W2, H2)= (2, 1), having associated costs c1 =  and c2 = 1. Since bin type k = 1 has
the cheapest cost/area ratio we get L2c(I1)=2. The optimal value for I1 isOPT(I1)=1+ , hence the worst-case performance
ratio is RL2c = 2/(1+ ) which can be made arbitrarily small independent of n and m.
The worst-case example exploits the fact that L2c bounds by the cheapest bin cost. However, possibly not all items ﬁt into
the cheapest bin. We can achieve a better bound by modifying the continuous lower bound, so that the cost of packing each item
is a fraction of the cost of a bin in which the item ﬁts. Let li ∈ Bi be the bin with the cheapest cost/area ratio cli /(WliHli ) in
which item i ﬁts. The modiﬁed continuous lower bound is thus
L′2c :=
n∑
i=1
wihicli
WliHli
, (8)
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where we may tighten the lower bound to L′2cc. The bound may be evaluated in O(nm). The L′2c lower bound equals the
optimal solution value on both of the above instances I0 and I1. But the worst-case performance ratio of the L′2c lower bound
is still arbitrarily bad, as the following instance I2 shows: we are given an item of size 1× 1, an item of size 1× 2, a bin type of
size 1× 1 with cost 1 and a bin type of sizeM ×M with cost M. On this instance
L′2c(I2)c =
⌈
M
M2
+ 2M
M2
⌉
c
= 1
but the optimal value is M, which means that the worst-case performance ratio is RL′2c = 1/M which can be arbitrarily small
independent of n and m.
Naturally, the maximum of L2w and L′2c is also a valid lower bound,
L2wc :=
⌈
max
{
L2w,L
′
2c
}⌉
c
=

max


n∑
i=1
wihicli
WliHli
, ck1 , . . . , ckn




c
,
which yields the optimal solution for the above two instances. Since the L2w bound has a worst-case performance of 1/n, the
L2wc will have a worst-case performance which is no worse than 1/n. The following instance I3 yields a performance of 1/n,
thus we can conclude that the bound is tight: we are given two bin types of sizes (W1, H1)= (10n, 10n) and (W2, H2)= (1, 1)
and with costs c1 = 10n, c2 = 1. We have n items of size 1× 1. On this instance
L2wc =max

1,
n∑
i=1
10n
100n2
1

=max
{
1,
1
10
}
= 1,
while the optimal solution value is n.
However, for the following restricted class of problem instances, L2wc has a worst-case performance ratio of 14 .
Proposition 1. Consider the restricted class of 2DVSBPP instances in which the cost/area ratios are the same for all bin types
and in which the bins sizes are totally ordered, i.e.W1W2 · · · Wn and H1H2 · · · Hn. The L2wc lower bound has
a worst-case performance ratio of 14 on this class of instances.
Proof. Assume L2wL′2c: since we have a total ordering of the bin sizes, there must be a smallest bin q where all items ﬁt. Bin
q will also be the cheapest bin where all items ﬁt since the cost/area ratio is the same for all bins. According to our assumption
L′2cL2w = cq which means that the sum of the item areas is less or equal to the area of bin q. Theorem 1 from Martello and
Vigo [25] tells us that we can pack all items in 4 bins of type q.
Now, assume L2w <L′2c: let bin q be the smallest (and cheapest) bin in which all items ﬁt. According to Theorem 1 from
Martello and Vigo [25] we can pack all items using no more that 4L′2c bins of type q. 
3.1. An IP area cover lower bound
The continuous lower bound L′2c can be formulated as a linear program as follows: let Bi be the set of bins that can hold item
i as deﬁned in (7). For each item i and bin type k ∈ Bi we are given a decision variable xik which tells us how big a fraction of
bin type k is used to cover item i. The following linear program is equivalent to the L′2c lower bound
L′2c := minimize
n∑
i=1
∑
k∈Bi
ckx
i
k
subject to ∑
k∈Bi
WkHkx
i
k
wihi, i = 1, . . . , n,
0xi
k
1, i = 1, . . . , n, k ∈ Bi.
(9)
If there is a unique bin type ki ∈ Bi with lowest cost/area ratio for each item, only xiki will be positive at value xki =
(wihi)/(WkiHki ) for each item i in the optimal solution.
In the solution to the 2DVSBPP it is not allowed to use bins fractionally. Thus, we can tighten model (9) by demanding that
each bin type is used an integer number of times. We do this by introducing a variable yk for each bin type k= 1, . . . , m. The yk
variable equals the sum of bins of type k which is used in the solution to (9), and we demand that the yk variables are integer.
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A tighter lower bound LIP is thus given by the following mixed integer program:
LIP := minimize
n∑
i=1
∑
k∈Bi
ckx
i
k
subject to ∑
k∈Bi
WkHkx
i
k
wihi, i = 1, . . . , n,
yk −
∑
{i|k∈Bi }
xi
k
= 0, k = 1, . . . , m,
0xi
k
1, i = 1, . . . , n, k ∈ Bi,
yk ∈ N0, k = 1, . . . , m.
(10)
Since L′2c is a relaxation of LIP , obviously L′2cLIP . As we shall see in the results section, the inequality is strict for most
of the considered problem instances, although the improvement is not large: it is well-known that imposing integrality on a
variable larger than one does not tighten the bound very much. Since (10) is a mixed integer program, ﬁnding LIP isNP-hard.
In practice (10) can easily be solved with standard integer programming solvers like CPLEX [19], since the model is quite small
and the number of integer variables is moderate.
3.2. Dantzig–Wolfe decomposition
Gilmore and Gomory [16] showed how Dantzig–Wolfe decomposition may be used for the ordinary BPP. The technique is
easily generalized to 2DVSBPP. Assume that Pk is the set of all feasible packings of a single bin of type k = 1, . . . , m and
let P=⋃mk=1Pk be the set of all feasible packings. For every feasible packing pk ∈ Pk , we use the binary decision variable
xpk to model whether packing pk is chosen in the solution of the decomposed model. Let the constants 
pk
i
equal 1 iff packing
pk ∈ P contains item i ∈ R and 0 otherwise. Using the above variables the decomposed formulation of the 2DVSBPP is
minimize
m∑
k=1
∑
pk∈Pk
ckxpk (11a)
subject to
m∑
k=1
∑
pk∈Pk
pk
i
xpk 1, i ∈ R, (11b)
xpk ∈ {0, 1}, k = 1, . . . , m, pk ∈ Pk . (11c)
The objective function minimizes the total cost of the bins used in the solution while constraints (11b) state that every item must
be included in some bin.
The LP-relaxation of the decomposed model yields a lower bound LDW for the 2DVSBPP
LDW =minimize
m∑
k=1
∑
pk∈Pk
ckxpk (12a)
subject to
m∑
k=1
∑
pk∈Pk
pk
i
xpk 1, i ∈ R, (12b)
0xpk 1, k = 1, . . . , m, pk ∈ Pk , (12c)
where we may tighten the lower bound to LDW c. In the case of the 2DBPP with equal bin sizes, the LP-relaxation gives a
fairly tight lower bound on the IP solution as shown by Pisinger and Sigurd [30]. Our results show that this is also true for the
variable sized 2DBPP.
However, the decomposed model contains a variable for every feasible packing of a single bin. In general there exists an
exponential number of feasible single bin packings, and even for a small number of items, model (12) would be too big to
solve. Fortunately, by using delayed column generation [16] we can solve the linear program without considering a majority
of the variables explicitly. In Section 5 we show, that this lower bound performs very well in practice. We use the lower bound
in a branch-and-bound algorithm for solving the 2DVSBPP to optimality. For a recent survey of delayed column generation
combined with branch and bound, see [1].
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4. A branch-and-price algorithm
In Pisinger and Sigurd [30] we showed how the 2DBPP can be solved by a branch-and-price algorithm using constraint
programming to solve the pricing problem. It turns out, that this algorithm can be generalized to handle the 2DVSBPP.We refer
to Pisinger and Sigurd [30] for a detailed description of the branch-and-price algorithm to solve the 2DBPP. In the present paper,
we only describe the algorithm brieﬂy and we emphasize on the differences between the 2DBPP algorithm and the generalized
2DVSBPP algorithm.
4.1. Delayed column generation
In delayed column generation we solve the linear problem (12) for a subset P′ of the feasible packings P, gradually adding
new packings p ∈ P\P′ based on the Dantzig rule for solving the linear problem. The restricted master problem (RMP) is
minimize
m∑
k=1
∑
pk∈P′k
ckxpk (13a)
subject to
m∑
k=1
∑
pk∈P′k
pk
i
xpk 1, i ∈ R, (13b)
0xpk 1, k = 1, . . . , m, pk ∈ P′k . (13c)
HereP′ =⋃mk=1P′k ⊆ P is chosen such that a feasible solution exists for RMP. Initially we letP′ be the packings of a feasible
solution found by a heuristic algorithm. Since we do not remove columns from the RMP in the following iterations, the linear
program will always have a feasible solution.
In every iteration of the column generation we solve the RMP. Let i , i ∈ R, be the dual variables of the optimal dual solution
to the RMP. The dual linear program of (12) is given by
maximize
∑
i∈R
i (14a)
subject to
∑
i∈R
i
pk
i
ck, k = 1, . . . , m, pk ∈ Pk , (14b)
i0, i ∈ R. (14c)
The reduced cost of packing pk with respect to the dual variables i is
cpk = ck −
∑
i∈R
pk
i
i .
In every iteration of the column generation procedure we ﬁnd a feasible packing p ∈ P with smallest reduced cost cp . If cp0
the LP problem corresponding to (11) has been solved to optimality. Otherwise we add the packing p to the RMP and re-optimize.
Finding a packing with smallest reduced cost is known as the pricing problem of the column generation procedure. We use the
constraint programming algorithm and the heuristic ﬁlling algorithms described in Pisinger and Sigurd [30] to solve the pricing
problem. All algorithms are implemented in C++. Since the algorithms ﬁnd a packing for a ﬁxed bin size, we need to run the
algorithms separately for every bin type.
4.2. Solving the pricing problem
The pricing problem is the problem of ﬁnding a feasible packing pk of a single bin with minimum reduced cost cpk . If we
deﬁne the proﬁt si of every item i ∈ R as si := −i then the pricing problem consists of m 2D knapsack problems (2DKP)
deﬁned on proﬁts si , item sizeswi and hi and the knapsack sizeWk andHk . The best solution of the 2DKP among them bins is a
solution to our pricing problem. Recent algorithms for the 2DKP include Caprara and Monaci [8], Fekete and Schepers [14] and
Pisinger and Sigurd [30]. We have chosen to use the latter framework for solving the pricing problem of the 2DVSBPP since the
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solution approach is very ﬂexible for handling additional constraints, like: guillotine cutting constraints, ﬁxed positions, border
position constraints, relative position constraints, irregularities in the bins, etc.
4.2.1. Using constraint satisfaction and branch-and-cut
Given a bin type k ∈ {1, . . . , m}, proﬁts si , and item sizeswi ×hi , the 2DKP can be decomposed into a 1D knapsack problem
(1DKP) and a 2D constraint satisfaction problem in the following way:
1. Solve the 1DKP
maximize
n∑
i=1
sixi
subject to
n∑
i=1
wihixiWkHk,
xi ∈ {0, 1}, i = 1, . . . , n,
(15)
using a generalization of the EXPKNAP branch-and-bound algorithm by Pisinger [29].
2. Since the 1DKP is a relaxation of the 2DKP, the solution z=∑ni=1sixi is an upper bound on the solution of the 2DKP. Now,
solve a 2D constraint satisfaction problem for the solution x of the 1DKPP to determine if items I ={i|xi = 1} can be packed
in a bin of type k.
(a) If a feasible packing of I is found, then this is a solution to the 2DKP.
(b) Otherwise, we determine a minimum subset of items I ′ ⊆ I , which do not ﬁt in a bin of type k. We add the following
valid inequality to the 1DKP in step 1:
∑
i∈I ′
xi |I ′| − 1 (16)
This cardinality inequality eliminates the solution x from the 1DKP in step 1.
We repeat the process of solving the 1DKP and the constraint satisfaction problem until either the solution of the 1DKP has
nonnegative reduced cost or x is a feasible packing.
The inequalities found in step 2b are globally valid, which means that all the inequalities are available for the solution of the
pricing problem in the following iterations—also when branching has occurred. However, in general, every inequality is only
valid for the bin type for which the 2D constraint satisfaction problem was solved and for smaller bins, i.e. bins where both the
widths and heights are smaller than the width and height of the current bin.
4.2.2. A heuristic pricing algorithm
The 2DKP described in the previous section isNP-hard, hence to speed up the column generation the pricing problem is
solved heuristically whenever possible. We use a heuristic algorithm in every iteration of the column generation procedure, and
only when it fails to ﬁnd a single bin packing with negative reduced cost, we apply the exact 2D knapsack algorithm from Section
4.2.1.
The heuristic pricing algorithm is identical to the greedy algorithm in Pisinger and Sigurd [30]. It starts out with an empty
bin of type k and greedily places items in the bin until no more items can be placed. Two greedy strategies for choosing the next
item to place and two greedy strategies for choosing the place to put the item have been implemented. The two strategies for
choosing an item also exist in randomized version, where the probability for choosing an particular item is proportional to its
greedy score. See Pisinger and Sigurd [30] for more details.
Combining the strategies for choosing an item and a free space we obtain eight variants of the heuristic pricing algorithm. In
every step of the column generation procedure, we successively run one of the eight variants until a bin packing with negative
reduced cost is found, or 50 runs of the randomized heuristic have been performed.
4.3. The primal bound
The column generation procedure provides fairly tight lower bounds for the optimal solution to the 2DVSBPP. To bound the
optimal solution from above we start out by running a heuristic algorithm which ﬁnds a feasible solution, feeding the column-
generation with a set of columns corresponding to this solution. For this purpose a simple heuristic was constructed based on a
greedy approach. The algorithm repeatedly solves a maximum proﬁt 2DKP until all items have been packed. Initially the proﬁt
of an item is set to the area. In the following iterations the items in the last bin get their proﬁt increased by 10% to make them
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Item type 1 wr uniformly random in 23W W ,,
,
,
hr uniformly random in 1 12H
Item type 2 wr uniformly random in 1 12W , hr uniformly random in
2
3H H
Item type 3 wr uniformly random in 12W W ,
,
,
,
,hr uniformly random in 12H H
Item type 4 wr uniformly random in 1 12W , hr uniformly random in 1
1
2H
Class I wr and hr uniformly random in 1 10 ,
,
, W H 10
Class II wr and hr uniformly random in 1 10 ,
,
W H 30
Class III wr and hr uniformly random in 1 35 ,
,
W H 40
Class IV wr and hr uniformly random in 1 35 ,
,
W H 100
Class V wr and hr uniformly random in 1 100 ,W H 100
Class VI wr and hr uniformly random in 1 100 ,, W H 300
Class VII item type 1 with probability 70%, type 2, 3, 4 with probability 10% each.W H 100
Class VIII item type 2 with probability 70%, type 1, 3, 4 with probability 10% each.W H 100
Class IX item type 3 with probability 70%, type 1, 2, 4 with probability 10% each.W H 100
Class X item type 4 with probability 70%, type 1, 2, 3 with probability 10% each.W H 100
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Fig. 1. Instance classes considered.
more attractive. The algorithm is repeated 50 times, using an upper limit of 100 000 branch-and-bound nodes for solving the
2DKP.
The heuristic is motivated by the fact that the 2DKP will prefer to use the small items in the ﬁrst bins in order to get a good
ﬁlling ratio. Increasing the proﬁts of the last (large) items motivates the 2DKP algorithm to pack the difﬁcult rectangles early in
the process. A similar approach named sequential value correction has been used by Mukhacheva and Zalgaller [27], Belov [3],
and Kupke [20].
We also improve the primal bound during the branch-and-price algorithm by solving the IP variant of the restricted master
problem (13) to optimality by CPLEX every 50 iterations of the column generation. No time limit was used for solving the
problem as it generally is easy to solve.
4.4. Branching
The LP-solutions to (12) found by column generation are not necessarily integral. In order to obtain optimal integral solutions
we apply a branching rule which excludes fractional solutions. In Pisinger and Sigurd [30] we described a branching strategy
for the 2DBPP. This strategy can be applied to the 2DVSBPP as well.
We use the following branching rule: choose two items ij and il , j = l. We divide the solution space into two subsets. On
one branch we demand that items ij and il may not be in the same bin. On the other branch we demand that ij and il have to be
in the same bin. This branching scheme changes the pricing problem, since we must disallow packings violating the branching
constraints enforced. This can be handled effectively as described in [30].
5. Computational results
We have implemented the lower bounds presented in Section 3 and a branch-and-price algorithm for solving 2DVSBPP as
described in the previous sections. For this purpose we usedABACUS (“A Branch-And-CUt System”) [31] which is a collection
of C++ classes that signiﬁcantly reduces the work of implementing branch-and-bound-like algorithms. ABACUS provides an
interface to CPLEX 7.0 [19] which we have used to solve the linear programs resulting from the column generation. CPLEX 7.0
has also been used to solve the integer programs of the IP area covering lower bound of Section 3.1. All tests have been carried
out on an Intel Pentium III-933 with 1GB of memory.
5.1. Test instances for the 2DVSBPP
To the best of our knowledge the only instances published (see OR-library, [2]) for the 2DVSBPP are those by Hopper and
Turton [18]. However, these instances have an upper bound on the use of each bin type, and the bin costs are uniform. Hence, we
propose a new set of test instances based on generalizations of the normal 2DBPP. The characteristics of the instances proposed
by Berkey and Wang [5] and Lodi et al. [21] are summarized in Fig. 1.
Based on these test instances we have created a new set of instances with 5 bin types in each instance. The bin sizes have been
picked uniformly at random from [W/2,W ] × [H/2, H ], whereW,H are the bin width and height from the original problem.
D. Pisinger, M. Sigurd /Discrete Optimization 2 (2005) 154–167 163
The costs ck are a function of the bin areasWkHk as follows:
ck =
⌈
10 · 1.2 ·WkHk − 0.2 ·WH
WH
⌉
.
This cost function impose a relatively cheaper cost on smaller bins. For every problem class, we have created 10 problems with
20, 40, 60, 80 and 100 items.
5.2. Results
In Table 1, we have shown the results of our exact algorithm on the above test instances. Each row in the table is an average
of 10 instances. Columns 3–6 show the average percentage gap between the lower bounds L2w , L′2c, LIP , LDW and the best
known upper bound U. The gaps are calculated as (U − L)/U . Column 7 reports how many instances of 10 that were solved
to optimality within the time limit of 3600 s. Column 8 reports the overall CPU-time used, while column 9 reports the average
number of pricing problems solved in (13). A zero in this column means that the algorithm failed to solve the ﬁrst pricing
problem. Column 10 reports the number of cuts (16) added to the knapsack problem (15), while column 11 reports the number
of nodes in the main branch-and-price algorithm.
In Tables 2 and 3 we have summarized the results grouped by test instance classes and instance sizes.
The results show that the 2DVSBPP in general is harder to solve than the normal 2DBPP. We are not able to solve as many
2DVSBPP instances to optimality as was the case for the 2DBPP in Pisinger and Sigurd [30]. As expected, Table 3 shows us that
the larger problems are much harder to solve than the smaller ones. However, there is a big difference in difﬁculty between the
instance classes as seen in Table 2.We are able to solve all instances from class IX to optimality, since this class have many large
items, so each bin will only contain a few items. This means that the number of different packings of a single bin is relatively
small, which implies that our master problem will also be quite small, making it easier to solve to IP optimality. In the other end
of the scale, we are able to solve very few of the instances in classes II, IV and VI which all contain many small items.
The quality of the lower bounds, in terms of the average gap between the lower bound and the best known solution value,
appears to be independent of the instance sizes. But, there is some variation in the quality of the bounds between the instance
classes.
In general, the L2w lower bound performs bad, which could be expected, since it only considers the most expensive item
to cover, disregarding that we need to cover all items. The L′2c and LIP lower bound performs much better, LIP being only
slightly better than L′2c. These lower bounds could possibly be useful in a branch-and-bound algorithm for solving the exact
2DVSBPP. Since L′2c can be computed in O(nm) time whereas ﬁnding LIP isNP-hard, using L′2c seems most promising of
the two. However, the lower bound obtained by Dantzig–Wolfe decomposition and LP-relaxation performs better. In the root
node, this lower bound is 3.89% on average from the best known optimal solution. Since, we have only proven optimality for
about one-third of the instances, the quality of the lower bound may be even better.
6. Conclusions
We have introduced the variable sized 2DBPP with variable costs. The problem is a natural generalization of the variable sized
1DBPP and the normal 2DBPP. We have presented the ﬁrst lower bounds and the ﬁrst exact algorithm for the problem, along
with a set of test instances to evaluate lower bounds and algorithms.
Our results show that the 2DVSBPP is hard to solve even for small instances. As shown, the polynomial time computable
bounds from 1DVSBPP and normal 2DBPP do not generalize well to the 2DVSBPP. In lack of good polynomial bounds, the
Dantzig–Wolfe decomposition in connection with delayed column generation has proved to be a strong tool for deriving lower
bounds of good quality. The branch-and-price algorithm, using this bound, has been able to solve a few instances with up to 100
items.
Since the pricing algorithm is based on constraint programming, the algorithm is easily extended to handle various additional
constraints as discussed in Pisinger and Sigurd [30]. This includes guillotine cutting constraints, various requirements to the
relative position of the items, irregularities in the bins, etc.As the addition of further constraints decreases the size of the solution
space, we can hope that the pricing problem will be easier to solve. The lower bounds presented in Section 3 are all valid for the
extended problems, although it is not obvious how to modify the bounds to make use of the additional constraints.
In order to solve larger instances of the 2DVSBPP a number of directions can be followed. The pricing algorithm is called
numerous times in the branch-and-price algorithm, and hence any improvement in time complexity of this algorithm is of great
importance. Tighter, polynomial bounds could be used in a pure branch-and-bound algorithm.Also, reduction techniques which
a-priori may ﬁx some decision variables at their optimal value, could be considered.
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Table 1
Results for problem classes I–X
Class Items Avg. gap
L2w (%)
Avg. gap
L′2c (%)
Avg. gap LIP
(%)
Avg. gapLDW
(%)
# Solved
optimally
Avg. CPU
(seconds)
Avg. cols.
generated
Avg. cuts
added
Avg. B&B
nodes
I 20 84.00 12.80 11.52 0.48 10 21 206 256 75
I 40 91.54 7.78 6.85 0.51 7 1196 5658 3243 5951
I 60 94.51 8.18 7.69 0.60 1 3256 3717 12 838 7260
I 80 96.03 7.02 6.66 0.52 4 2679 1344 16 147 2378
I 100 96.70 7.40 7.03 1.42 2 3267 640 21 368 821
II 20 49.32 5.48 5.48 5.48 1 3242 498 66 3
II 40 72.00 12.80 8.80 3.20 1 3246 17 254 61 2
II 60 81.25 10.80 6.25 6.82 0 3600 8751 1849 2
II 80 87.34 8.86 5.91 8.02 2 2934 2899 909 3
II 100 88.61 12.03 9.81 11.39 0 3600 4619 642 3
III 20 77.80 16.95 14.56 0.24 10 26 99 310 32
III 40 87.91 15.87 14.29 1.10 5 1862 1343 2957 1131
III 60 92.35 14.06 13.37 1.47 2 3265 1013 13 540 1542
III 80 94.75 14.65 14.09 2.63 3 2982 662 18 431 34
III 100 95.30 12.54 12.31 3.10 2 3086 943 23 653 5
IV 20 47.14 18.57 17.14 14.29 2 2883 877 57 3
IV 40 71.21 18.18 14.39 6.06 0 3600 16 035 1283 2
IV 60 82.39 11.93 9.66 7.95 1 3290 8045 262 2
IV 80 86.11 11.90 10.32 9.52 0 3600 3541 585 3
IV 100 86.14 18.37 15.36 15.36 0 3600 4716 306 3
V 20 82.30 19.47 17.52 0.71 10 16 82 241 37
V 40 90.79 15.10 14.27 0.64 6 1539 3698 2194 3855
V 60 93.99 13.65 12.99 0.72 4 2353 760 11 745 834
V 80 95.61 12.47 12.29 0.83 4 2473 602 17 665 161
V 100 96.36 13.12 12.76 2.59 0 3600 827 27 773 68
VI 20 48.44 18.75 15.63 12.50 3 2525 211 29 2
VI 40 70.00 17.27 10.91 5.45 0 3600 17 059 72 2
VI 60 79.75 13.92 8.23 6.33 0 3600 10 368 80 2
VI 80 84.96 16.81 14.60 11.95 0 3600 0 6 1
VI 100 87.73 16.25 14.44 16.97 0 3600 0 5 1
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VII 20 79.84 17.28 14.81 2.47 9 512 8824 796 8517
VII 40 90.07 12.71 12.12 1.89 1 3473 2894 11 811 2668
VII 60 93.03 10.39 9.69 1.88 0 3600 347 19 779 3
VII 80 95.25 13.30 12.73 1.99 0 3600 410 23 490 3
VII 100 96.05 11.02 10.75 2.21 0 3600 707 28 261 3
VIII 20 80.47 17.16 14.60 1.97 9 807 12 888 938 6734
VIII 40 90.08 13.39 12.60 1.19 6 2313 2048 7984 2056
VIII 60 93.26 12.33 11.66 1.82 0 3600 290 20 633 5
VIII 80 95.20 11.94 11.51 2.35 0 3600 478 21 262 3
VIII 100 96.09 11.51 11.08 2.00 0 3600 558 27 543 3
IX 20 91.42 25.56 24.44 0.00 10 2 7 294 1
IX 40 95.69 25.85 25.55 0.04 10 20 12 894 1
IX 60 97.24 27.17 27.01 0.00 10 59 14 2156 1
IX 80 97.91 25.06 24.87 0.00 10 177 24 3562 2
IX 100 98.24 23.75 23.57 0.00 10 369 52 5680 2
X 20 74.93 17.41 13.72 1.58 7 1112 121 336 8
X 40 85.32 13.07 11.60 1.91 2 2935 513 5919 40
X 60 89.65 12.22 11.59 4.24 0 3600 947 22 522 8
X 80 91.82 13.18 12.36 4.01 0 3600 1082 27 328 3
X 100 93.46 11.18 10.52 4.05 0 3600 1803 29 607 3
Avg. 86.35 14.57 13.04 3.89 164 2526.40 3009.72 8787.36 885.64
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Table 2
Summarized results grouped by test instance classes
Class Avg. gap
L2w (%)
Avg. gap
L′2c (%)
Avg. gap
LIP (%)
Avg. gap
LDW (%)
# Solved
optimally
Avg. CPU
(seconds)
Avg. cols.
generated
Avg. cuts
added
Avg. B&B
nodes
I 94.55 7.87 7.34 0.83 24 2083.8 2313 10 770.4 3297
II 81.55 10.57 7.66 8.09 4 3324.4 6804.2 705.4 2.6
III 92.48 14.14 13.41 2.20 22 2244.2 812 11 778.2 548.8
IV 80.56 15.49 12.99 11.12 3 3394.6 6642.8 498.6 2.6
V 94.00 13.74 13.20 1.36 24 1996.2 1193.8 11 923.6 991
VI 80.12 16.29 12.93 11.74 3 3385 5527.6 38.4 1.6
VII 93.42 12.16 11.54 2.06 10 2957 2636.4 16 827.4 2238.8
VIII 93.47 12.41 11.74 1.95 15 2784 3252.4 15 672 1760.2
IX 97.15 25.21 24.95 0.01 50 125.4 21.8 2517.2 1.4
X 89.64 12.66 11.62 3.58 9 2969.4 893.2 17 142.4 12.4
Table 3
Summarized results grouped by test instance sizes
Items Avg. gap
L2w (%)
Avg. gap
L′2c (%)
Avg. gap
LIP (%)
Avg. gap
LDW (%)
# Solved
optimally
Avg. CPU
(seconds)
Avg. cols.
generated
Avg. cuts
added
Avg. B&B
nodes
20 81.81 18.95 17.02 1.33 71 1114.6 2381.3 332.3 1541.2
40 90.50 16.49 15.54 1.00 38 2378.4 6651.4 3641.8 1570.8
60 93.79 16.06 15.41 1.35 18 3022.3 3425.2 10540.4 965.9
80 95.47 15.43 14.98 1.65 23 2924.5 1104.2 12938.5 259.1
100 96.14 14.62 14.21 2.29 14 3192.2 1486.5 16483.8 91.2
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