Abstract. We describe an efficient method for the incremental validation of XML documents after composite updates. We introduce the class of Bounded-Edit (BE) DTDs and XML Schemas, and give a simple incremental revalidation algorithm that yields optimal performance for them, in the sense that its time complexity is linear in the number of operations in the update. We give extensive experimental results showing that our algorithm exhibits excellent scalability. Finally, we provide a statistical analysis of over 250 DTDs and XML Schema specifications found on the Web, showing that over 99% of them are in fact in BE.
Introduction
Although originally designed for large-scale Web content publishing, XML has become the preferred format for representing and exchanging semistructured data [1] , and is gaining popularity as an encoding format in standard office applications, such as text editors [7, 13] . XML documents often refer to a document schema, usually a Document Type Definition (DTD) [8] or an XML Schema specification (XSD) [20] , that defines the legal ways of arranging the markup tags. A document is said to be valid with respect to a schema if its markup is consistent with the specifications in that schema. Validity is an important property, as it specifies that the document is syntactically and structurally correct; thus, validity must be preserved whenever the document is updated.
Checking whether a document is valid from scratch (i.e., static validation) requires reading the entire document once [19] . However, in applications where the XML document is too large (e.g., Web databases 1 ) or where updates are frequent (e.g., users editing office documents), scanning the entire document after every update becomes prohibitively slow. The incremental validation of a valid document consists of checking whether an update results in another valid document before the changes are made [3, 4, 6, 11, 16] . In essence, incremental validation consists of recording all steps during the static validation, and, whenever possible, modifying these steps in response to updates.
In previous work [4] , we discussed efficient methods for the incremental validation of XML documents after atomic updates. In particular, we described a large class of document schemas, called 1,2-conflict free, that accounts for most schemas used in practice and admits an incremental validation algorithm that runs in O(log n) time, where n is the size of the document. In this paper we discuss a generalization of that class in which incremental validation of a composite update with k atomic operations can be done in O(k log n) time. Moreover, we give a statistical analysis of over 26,000 content models, from over 250 DTDs and XSDs found on the Web, showing that our methods are applicable to over 99% of these content models.
Outline. The remainder of this paper is organized as follows. We discuss related work in Section 2, and introduce the background and notation used in the paper in Section 3. We present our incremental validation algorithm and the class of bounded-edit document schemas in Section 4. In Section 5, we provide a statistical analysis of over 250 DTDs and XSDs found on the Web, while in Section 6 we present an experimental analysis of our algorithm on XMark documents of varying sizes. Finally, we conclude in Section 7.
Related Work
The traditional model for incremental re-computation is to maintain some auxiliary information besides the data [17] ; in this model, the complexity per-update is the complexity of recomputing both the result and the auxiliary data from the input, the update, the old result and auxiliary data. The space complexity is measured by the size of the auxiliary information only.
In the following, we assume that elements in the document are accessed through an indexed store kept on secondary memory, and that reading/writing individual elements takes logarithmic time (in the size of the document).
Papakonstantinou and Vianu [16] propose an incremental validation method that uses complex data structures and algorithms closely related to those in [4, 17] . In that work, a separate balanced tree is used for storing the children of each element in the document. The space complexity of their method is O(ns 2 ) for DTDs and O(ns 4 ) for Specialized DTDs [15] , where n is the size of the document and s is the size of its DTD/schema. (Specialized DTDs are an abstraction of XML Schema allowing instances of different specializations of the same type to occur in the content of the same element). Using these data structures, the per-update complexity of their incremental validation algorithms after a composite update with k operations is O(k log 2 n) for (fixed) DTDs, and O(k log 3 n) for Specialized DTDs.
We take a different approach, in that we use simple data structures that incur substantially smaller storage overhead, thus being more attractive from a system implementation point of view. Also, we focus on characterizing the classes of DTDs and schemas for which incremental validation can be done efficiently using those data structures. We use a single tree for storing the entire document, and the storage costs for auxiliary information in our approach are as follows. For DTDs, the space requirements are O(n log s) in general, and constant for Conflict-Free DTDs [4] ; for Specialized DTDs, the space requirements are increased by a factor of O(t 2 log t), where t is the number of distinct element types in the schema. Finally, our incremental validation algorithms for composite updates require O(n log n) time in the worst case and O(k log n) time for bounded-edit (Section 4.2) DTDs and schemas.
Definitions
For the moment, we consider the problems of validation and incremental validation with respect to DTDs, we will discuss handling XSDs later. A DTD consists of sets of rules for specifying the types of elements and their attributes. An element specification rule assigns a content model to elements of a given label. Element specification rules constrain the structure of the document, by specifying the valid ways of nesting the elements in the document.
Let Σ be a set of element labels. Content models are given as 1-unambiguous regular expressions [9] of the form
, where: ε is the empty string, a ∈ Σ, #PCDATA represents textual content, E|E is the union operator, E, E is the concatenation operator, E * is the usual Kleene star operator, and E+ and E? are variations of the Kleene star that restrict the number of occurrences to at-least-one, and zero-or-one, respectively. That is, E+ = E, E * and E? = (E | ε).
Informally, a regular expression is 1-unambiguous if one can uniquely match an occurrence of a symbol in the regular expression to a character in the input string without looking beyond that character. That is, 1-unambiguous regular expressions require a lookahead of one symbol only.
We model DTDs as follows: One can test whether a regular expression E is 1-unambiguous by checking whether its corresponding Glushkov automaton [22] is deterministic [9] . First, we mark the symbols in E with subscripts to distinguish among different occurrences of the same symbol. For instance, a marking of the regular expression
). E denotes the marked version of E; each symbol in E (subscripted or not) is called a position of E, denoted pos (E). The subscripting is such that if F | G or F, G are regular expressions, then pos(F ) and pos(G) are disjoint. A marked regular expression E is a regular expression over the alphabet pos (E), such that each subscripted symbol occurs at most once in E . Moreover, for each word w matched by a 1-unambiguous regular expression E, there is exactly one marked word w in L(E ) that corresponds to w; also, w can be constructed incrementally by examining the next symbol of w [9] . Notice that, by construction, in the Glushkov automaton of a regular expression E, states correspond to positions of E and transitions connect those positions that can be consecutive in a word in L(E ) [22] . We will exploit this property later for characterizing different kinds of XML content models. Figure 1 shows the transition diagram of the Glushkov automaton for the 1-unambiguous regular expression E = a, ((b, c, d * ) | d+), e.
Element and Document Validity
An element e is said to be valid if its content (i.e., the sequence of elements and text nodes that are children of e) conforms with the content model associated with its type. More precisely, let D be a document, e be an element in D, and D = Σ, r , R be a DTD. The content string of e is formed by the concatenation of the labels of all nodes in its content, ignoring attributes (text nodes are labeled PCDATA). We say e is valid with respect to D if its content string w is a word matched by the content model associated with its label in R. Also, we say that
, if all its elements are valid with respect to D and the label of its root element is r.
Notice that every symbol in the content string of an element e corresponds to a single element or text node forming e's content. Thus we will use the terms element content and content string interchangeably from now on.
Incremental Validation. We refer to static validation as the process of determining whether a document is valid with respect to its DTD. In a dynamic scenario where updates are applied, it is necessary to prevent updates to a valid document that result in invalid ones. The incremental validation problem is defined as: given D ∈ L(D), and an update U , is it the case that U (D) ∈ L(D)?
XML Updates
In this work, we consider a minimal set of low-level update primitives that could be used for implementing update expressions given in a high-level update language (e.g., see [10] ), or used directly by an XML editor.
Each primitive consists of an atomic operation, informally defined as follows. We also allow composite update operations, which consist of an ordered sequence of one or more of the primitive operations above. Without loss of generality, we assume that each composite update modifies the content of a single element in the document. Also, we assume that in a composite update all InsertBefore(·, ·) and Delete(·) operations precede all Append (·, ·) operations. Finally, we assume that if an InsertBefore(x 1 , y) precedes a Delete(x 2 ) then either x 1 = x 2 or the element pointed to by x 1 precedes the element pointed to by x 2 in the document. In other words, the primitive operations in a composite update are sorted according to the relative position of the elements they modify. We will come back to this assumption later on.
Notice that one can construct any XML document with these three primitives, and more complex operations (e.g., copying elements) can be rewritten as sequences of them.
Storage Data Structures
We use the data structures described in Figure 2 for storing the XML documents in our approach. For simplicity, we ignore XML attributes (see [4] for a discussion of how to handle the incremental validation of attribute constraints in our work). The Edge file materializes the parent-child relationship among elements and also between elements and text nodes. The textual (PCDATA) content of element nodes is kept in the Content file. The LS (for left-sibling) and RS (resp. rightsibling) files materialize the predecessor and successor relations among sibling elements, respectively; the FLC file keeps track of the first and last children of every non-empty element in the document. Finally, the Transition file stores the transition functions of all content models in the DTD; different content models are identified by the parent type component of the search key for that file.
In this work, we assume that the access and update cost for each file above to be logarithmic in the size of the document.
Efficient Incremental Validation
In this section we give a general algorithm for the incremental validation of XML documents w.r.t. DTDs after composite updates (Section 4.1), describe a class
while [q = state(y) and x has a right sibling and x = y] return (q , y)
Fig. 3. Helper procedures for the incremental validation algorithm
of DTDs for which this algorithm has a much better worst-case time complexity than full revalidation from scratch (Section 4.2), and discuss ways of actually effecting the updates (Section 4.3).
The setting is as follows. Let e be an element, w = w 1 . . . w n be its content string, E be the 1-unambiguous regular expression defining the content model of e, G = (Q, Σ, δ, q I , F ) be the Glushkov automaton of E, and U = u 1 , . . . , u k be a composite update with k primitive operations. Initially e is valid; i.e., w ∈ L(G). We want to determine whether U (w) ∈ L(G), using an auxiliary data structure containing the path of w through G (i.e., the sequencew = q I q 1 . . . q n , where each q i ∈ Q, i > 0 is the state in G we reach after reading w i ). We assume that k n. (Recall n is the size of the document.)
Algorithm
For the sake of readability, we introduce the following notation. We will denote by eid (u) the element id specified by an update operation u; that is, if u = InsertBefore(x, ·) then eid (u) = x, and if u = Delete(x), then eid (u) = x. We denote by rightSibling(x) the element id of the immediate right sibling of the element pointed to by x. We will use label (x) to denote the label of an element with id x already in the document. If u is an InsertBefore(·, y) or Append (·, y) operation, we denote by label (u) the the label of the element y. Finally, we denote by state(x) the DFA state associated with element x during the static validation. Figure 3 shows some procedures which are used in the main algorithm, given in Figure 4 . The algorithm works in two separate phases: first we deal with all InsertBefore(·, ·) and Delete(·) operations (lines 2-22); then we deal with Append (·, ·) operations (lines 23-27). We discuss each separately next. the algorithm of Figure 4 , from keeps the current state during the revalidation process, and u i refers to the current atomic operation being executed. Notice that from is initialized by the function findStartingState(·) (see Figure 3) as follows. If the current operation u i refers to the first child of e (the element being updated), from is set to the initial state q I . On the other hand, if eid (u i ) is not the first child of e, we start revalidating from the state of its immediate left sibling, which is kept in the auxiliary data structure.
Insertions and
The revalidation after the deletion of one or more consecutive elements consists of simply "skipping" all symbols in w that correspond to elements being deleted (lines 5-6 in Figure 4 ) and simulating the DFA from the from state, reading the remaining symbols in w (line 10). This revalidation continues until one of these conditions is met: (a) we simulate one step in the DFA and arrive at the same state inw for the corresponding element; (b) we reach an element that will be affected by the next update operation; or (c) we reach the end of w, in which case we reject the update if the current state is not an accepting one. In cases (a) and (b) we continue the revalidation by jumping to the next update operation; the difference between the two cases is that in (b) we have to find a new value for the from variable.
The revalidation after two consecutive deletions is illustrated by Figure 5 (a). In the figure, w = abcdde (w = q a q b q c q d1 q d1 q e ) and the update consists of deleting the substring "bc"; in this case, we must find a transition from q a labeled with d, as indicated by the arrow. Because δ(q a , d) = q d2 , which is different than the state previously associated with that symbol inw, we continue revalidating w (until we reach the last symbol e, in this case).
The revalidation of insertion operations is very similar to that of deletion operations. The only difference is that instead of "skipping" the labels of elements being deleted we simulate the DFA using the labels of those elements being inserted at the same position in w (lines [16] [17] . Once all new element labels are "consumed", we continue the revalidation using the elements already in the document, as illustrated by Figure 5(b) . The same conditions for stopping the revalidation as in the deletion case apply here. Figure 4 ) is straightforward. All that needs to be done is finding the state of the last child of the element being updated (line 24), and simulating the DFA using the labels of the elements being appended. We accept only if we reach an accepting state after consuming all symbols being appended.
Appends. Handling the Append (·, ·) operations (lines 23-27 in
Putting it all Together. In summary, the revalidation of an arbitrary composite update u 1 , . . . , u k consists of simultaneously scanning the list of updates and the element being modified, alternating between deletions and insertions as outlined above, and applying all appends at the very end. Next, we will discuss the complexity of this algorithm for arbitrary DTDs, and characterize one class of DTDs for which the algorithm is guaranteed to perform well in practice.
Analysis of the Algorithm. We now discuss the correctness and the computational complexity of our algorithm. The following is easy to verify: Figure 4 accepts on input u 1 , . . . , u k .
Proposition 1. If s is the content string resulting from applying the composite update defined by u 1 , . . . , u k over the content of a valid element e, then s ∈ L(G) if and only if the algorithm in
The complexity of our algorithm is as follows. The loop for insertions and deletions (lines 2-22) runs O(k) times, inserting or deleting elements. Revalidation after a single insertion or deletion may require revalidating all of the original content string in the worst case. However, notice that because of the way the operations are sorted and the fact that the algorithm never uses an element that is to the left of the one being considered, the loop of lines 2-22 never scans the same element twice. Similarly, the loop for handling appends (lines 23-27) runs in O(k) time. Notice also that all document operations in the algorithm consist of finding the right sibling, the parent or the ids of the first and last children of an element, all of which require O(log n) time using our data structures. Thus, the incremental validation of a composite update can be done
The only auxiliary information used by the algorithm is the pathw of the content string w through the Glushkov automaton, computed during the static validation of the document. Storing such data requires O(n log d) space, where d = O(|D|) and D is the DTD used for validating the document.
As we can see, the worst case complexity of the incremental validation algorithm above, as expected, matches that of full revalidation from scratch. The reason for this is, as in the case of processing each atomic update at a time [4] , we might have to revalidate the entire content string.
Ordering Atomic Updates. We now revisit our initial assumption that the atomic operations in a composite update are sorted according to the relative position of the elements they refer to (recall Section 3.2), which is central to the efficiency of our algorithm. Notice that this causes no problem in the setting of an XML editor, in which case the XML document being edited is already in memory, thus allowing the editor to keep track of the relative ordering of elements. A more challenging scenario is that of an XML database being updated by means of a declarative language. In this setting, one would use predicates (e.g., XPath expressions) for selecting the nodes defining the positions in the content string that are affected by the update. Thus, we need a way of ordering two nodes e 1 and e 2 (i.e., knowing which comes before the other) given just their ids . One way of accomplishing this is to materialize the transitive closure of the successor relation among siblings (recall Section 3.3), and maintain it after updates-which can be done efficiently [12] .
While the previous approach is viable, a simpler method that would suffice here is to keep the position of every element relative to its siblings, and a counter that indicates the age of that element. Notice that the relative ordering of nodes e 1 and e 2 is not affected by deletions of other nodes; also, the relative ordering can be easily maintained after appends (because we can always find the ordering of the last element); thus, the only concern is the InsertBefore(·, ·) operation. Let e be an element whose relative ordering is o, and whose age is a; when we insert y 1 , . . . , y k before e, for each y i , we define its ordering as o − 1 + i, and its age a + 1. Thus, it follows that e 1 precedes e 2 if either e 1 's ordering is less than that of e 2 or e 1 is newer than e 2 . Notice that using this simple scheme does not change the time complexity of our algorithm.
Type Specialization. Throughout the paper our discussion centered around DTDs only. As mentioned earlier, our method also applies to some aspects of XML Schema, namely type specialization, which allows different content models to be assigned to elements with the same label, depending on the context in which they appear [20] . As discussed in detail in [4] , this can be accomplished by adding another column to the search key of the Transition file (recall Section 3.3) for keeping track of the element context. Because of the way XML Schema defines type specialization, every element type defines a new context.
Bounded-Edit DTDs
We now define a class of DTDs that admit much more efficient incremental validation for composite updates. To motivate the discussion, consider again the content model E = a, ((b, c, d * ) | d+) , e, whose Glushkov automaton is given in Figure 1 , and the string w = abcdd · · · de, where all d symbols match position d 1 . A composite update that deletes "bc" from w causes all d elements to match d 2 instead of d 1 as before. That is, the incremental validation of this update requires O(n) (n = |w|) steps (and changes tow as well), which is undesirable.
Intuitively, we want DTDs in which the amount of work required for the incremental validation of an element is independent of the length of its content string (and thus, is independent of the document size). That is, the amount of revalidation work for such DTDs is bounded by inherent properties of the content models in them.
Recall that the edit distance between two strings is the minimum number of character insertions and/or deletions that make the two strings identical [2] . We define the following:
Definition 2 (Bounded-Edit DTDs). E is a bounded-edit regular expression if E is 1-unambiguous and there exists l > 0 that depends on E and such that for every composite update u 1 , . . . , u k and w ∈ L(E) we have that if s = U (w) and s ∈ L(E) then the edit distance between the marked versions of w and s is at most k + l.
A DTD D = Σ, r , R is bounded-edit (BE) if all regular expressions defining content models in R are bounded-edit.
Notice that the number of steps needed by the algorithm in Figure 4 to determine whether s = U (w) ∈ L(E) is bounded by the edit distance between w and s . Thus, the following is immediate: We now give a characterization of BE regular expressions (and thus DTDs) based on structural properties of their Glushkov automata. x 1 , . . . , x m and y 1 , . . . , y m such that: x 1 and y 1 are reachable from q I ; x i and y i , 1 ≤ i ≤ m, correspond to positions of the same unmarked symbol; and both x 1 , x 2 , . . . , x m , x 1 and y 1 , y 2 , . . . , y m , y 1 spell cycles through G.
Proposition 2. Let E be a regular expression and G its Glushkov automaton. E is bounded-edit if and only if G does not have two disjoint sets of states
, e is not BE because {q d1 } and {q d2 } satisfy all the conditions specified in Proposition 2.
Effecting the Updates
The algorithm in Figure 4 deals with checking whether the composite update is permissible. We now consider effecting the changes after an update is deemed permissible.
Updating both the content string w and its path through G (w) requires (asymptotically) the same time as determining whether the update is permissible, since our algorithms visit only those symbols in w andw that must be visited for the incremental validation. Three basic strategies are possible for effecting the changes: (1) buffering the results of the incremental validation first, and effecting them if the update is deemed permissible; (2) making a second pass over the string for effecting the changes if the update is deemed permissible; or (3) effecting the changes during the revalidation, undoing them if the update is deemed not permissible. For simplicity, we use the latter approach, which can be easily implemented using transactions.
Statistical Analysis of Document Schemas
In this section, we present a statistical analysis of the content models found in several document schemas on the Web. We analyzed a sample consisting of 264 document schemas, containing both DTDs and XSDs. Among those, 92 DTDs and 59 XSDs in our sample were used in a previous statistical study of document schemas on the Web (Bex et al. [5] ). The remaining schemas were collected from the xml.org repository. Collectively, these schemas account for 26604 content models; a very small number of those (14) were not 1-unambiguous, and thus were discarded.
We classify the content models in our sample according to the following categories: simple models define regular expressions of the form r = r 1 , . . . , r j where each r i = a | a * | a+ | a?, a is an element label, and each label appears at most once in r; CF models allow arbitrary regular expressions in which each element label appears at most once [4] ; 1,2-CF models allow regular expressions in which there may be many occurrences of the same element label, provided they are not too close to each other [4] ; BE is as defined in Section 4.2; 1-UNAM models allow any 1-unambiguous regular expressions. Notice that
Testing whether a content model belongs to one of the classes above is done by a graph-traversal algorithm that checks whether the corresponding Glushkov [5] 72.7% 25.5% 0.24% 0.72% 0.84% 100% XSDs from [5] 92.4% 7.4% 0.03% 0.20% 0% 100%
automaton satisfies the structural restrictions associated with each such class. Since XSDs are not defined directly in terms of regular expressions, we use the method of Bex et al. [5] for extracting the corresponding content models. Table 1 shows the number of content models in each class above. The top half of the table shows absolute counts of content models in each class, while the bottom half shows the respective fractions relative to the total number of content models in the collection. For easier reading, we count each content model in the most restrictive class it belongs to. As one can see, the vast majority of content models in our sample are either CF (98% or more of them) or BE (99% or more). It should be noted that CF content models allow the same incremental validation algorithms to be implemented without the need for auxiliary space [4] .
Experimental Evaluation
To evaluate the efficiency of our proposed incremental validation algorithm, we conducted two experiments on several synthetic XML documents generated according to the XMark benchmark specification [21] . The sizes of these documents were 512 KB, 4 MB, 32 MB, 256 MB, and 2 GB. Because the XMark DTD does not allow for composite updates involving more than one element type, we introduced two minor modifications to the content model of the item elements for the purposes of our tests; Figure 6 depicts these changes. We note that the modified XMark DTD is a bounded-edit schema. We implemented the algorithm using Berkeley DB to store the various data structures associated with our approach. While we conducted experiments with varying buffer sizes for the Berkeley DB engine, due to the lack of space we discuss here only those experiments in which the buffer size was capped at 128 KB. All experiments were executed on an desktop-class machine: Intel Pentium4 3.4 GHz processor, with 1 GB of RAM and running Linux 2.6.9. Finally, each plot in the graphs below represents the average over a number of trials (20 in the case of the 512 KB document, 50 for the remaining four documents), with outliers removed.
The first experiment was designed to simulate a localized editing operation; in order to do this, we pick an item element in the North America region at random, and proceed as follows. In the first phase of the experiment, we applied a composite update operation that replaced the location of that item by a sequence consisting of a number, street, zip and a country element. Figure 7 (a) shows the average times for revalidating the document, updating the document, and managing the transaction. The second phase consisted of essentially undoing the changes made in the first phase: the previously-inserted number, street, zip and country child elements of item were deleted and a location child element was inserted. (Due to the lack of space, we omit the graph for the second phase; the results provide a similar analysis to that of phase 1.) As one can see, update and revalidation times both exhibit excellent scalability with respect to document size, while the transaction overhead remains constant and negligible. Notice that the revalidation costs are virtually identical for the 512KB and 4MB documents; this is due to buffering done by Berkeley DB. The second experiment measured the revalidation costs as a function of the length of the composite update (i.e., the number of atomic operations in it). For this experiment, we used the 32 MB XML document; each run of the experiment applied a composite update operation consisting of the deletion of the payment, description, and shipping child elements of a randomly-selected item in the North America region, followed by the insertion of a parameterized number of delivery elements as children of the item element. Figure 7(b) shows the results of this experiment using composite update operations in which 15, 75, 135, 195 , and 255 delivery elements were inserted. Notice that, as expected, the revalidation time, which dominates the cost, increases linearly with the length of the update. The low (and almost constant) cost of updating the document is explained by the fact that not all update operations incur the creation of new pages on disk.
Conclusion
We presented a simple algorithm for the incremental validation of XML documents after composite updates. We characterized the BE class of document schemas for which the algorithm yields optimal performance, and showed that BE accounts for over 99% of a large sample of DTDs and XSDs found on the Web. We showed an experimental analysis of our algorithm, indicating that it scales well with document size, and exhibits promising performance with documents ranging in size from 512 KB to 2 GB. Moreover, our algorithm relies on simple data structures, which makes it attractive from an implementation point of view.
In terms of future work, we are currently working on supporting queries over our XML store. We have added support for path indexes, and are currently investigating the use of the transitive closure of the parent-child relation for computing ancestor-descendant queries efficiently. We believe that our data structures, coupled with indexes, can be used by a native XML store to provide efficient query and update processing. We also believe that, as the problems related to updating XML receive increased attention, a new generation of XML benchmarks will be needed.
