Summary. We consider an initial-boundary value problem for a fourth order degenerate parabolic equation. Under some assumptions on the initial value, we establish the existence of weak solutions by the discrete-time method. The asymptotic behavior and the finite speed of propagation of perturbations of solutions are also discussed.
1. Introduction. This paper is concerned with a fourth order degenerate parabolic equation of the form The equation (1.1) is a typical higher order equation, which has a rich theoretical connotation. In the past years, there have been many contributions devoted to the p-biharmonic equation. Jiří Benedikt [1] studied the p-biharmonic equation
where λ ∈ R and p, q > 1. He proved existence and uniqueness of a solution of the initial value problem. He also considered the equation with general Robin-type boundary conditions [2] , and showed that every positive eigenvalue λ is simple. Pavel Drábek and MitsuharuÔtani [6] considered the equation (1.4) ∆(|∆u| p−2 ∆u) = λ|u| p−2 u and proved that (1.4), (1.2) has a principal positive eigenvalue λ 1 which is simple and isolated. Our equation resembles the p-Laplacian equation, but many methods used for the latter, like those based on the maximum principle, are no longer valid for this equation. Because of the degeneracy, the problem (1.1)-(1.3) does not admit classical solutions in general. So, we introduce weak solutions in the sense of the following Definition. A function u is said to be a weak solution of the problem (1.1)-(1.3) if the following conditions are satisfied:
(Ω)), where p ′ is the conjugate exponent of p. 2) For any ϕ ∈ C ∞ 0 (Q T ), where Q T = Ω × (0, T ), the following integral equality holds:
This paper is organized as follows. We first discuss the existence of weak solutions in Section 2. Our method is based on the discrete-time method to construct approximate solutions. By means of uniform estimates on solutions of the time-difference equations, we prove the existence of weak solutions of the problem (1.1)-(1.3). Using energy techniques, the Poincaré inequality and Hardy inequality, we also prove the asymptotic behavior and finite speed of propagation of perturbations. We first consider the following discrete-time problem:
where h = T /N , u 0 is the initial value.
Proof. Consider the following functionals on the space W 2,p 0 (Ω):
where f ∈ L 2 (Ω) is a known function. By the Young inequality, we see that for C 1 > 0,
We need to check that H[u] satisfies the coercivity condition. For this purpose, we notice that since u| ∂Ω = 0 and using the L p theory for elliptic equations (see [5] 
Choosing f = (1/h)u k , we get the conclusion of the lemma. The proof is complete. Now, we construct an approximate solution u h of the problem (1.1)-(1.3) by defining
The desired solution of the problem (1.1)-(1.3) will be obtained as the limit of some subsequence of {u h }. For this purpose, we need some uniform estimates on u h .
Lemma 2.2. For the weak solution u k of the problem (2.1)-(2.2), the following estimates hold :
where C is a constant independent of h, k.
Proof. (i) We take ϕ = u k+1 in the integral equality (2.3) (we can easily prove that for ϕ ∈ W 2,p 0 (Ω), (2.3) also holds) and obtain
Then by the Young inequality, we have 1
Summing up these inequalities for k from 0 to N − 1, we have
So, (2.4) holds.
(ii) We choose ϕ = u k+1 −u k in the integral equality (2.3) and integrating by parts, we have
Since the first term on the left hand side of the above equality is nonnegative, it follows that
which implies that
For any m with 1 ≤ m ≤ N − 1, summing up the above inequality for k from 0 to m − 1, we have
Hence (2.5) holds.
Lemma 2.3. Let u k+1 be the weak solution of the problem (2.1)-(2.2). Then the following estimate holds:
where C is a constant independent of h.
Proof. To prove the first inequality, we choose ϕ = u k in (2.3), and integrating by parts and using the boundary condition, we obtain
Applying the Hölder inequality and the estimate (2.5), we have 1
By (2.6) again, we have
The proof is complete.
Proof of Theorem 2.1. First, we define the operator
From the discrete equation (2.1) and (2.4) in Lemma 2.2, we see that
By (2.3), (2.5), (2.8) and using compactness results (see [8] ), we see that there exists a subsequence of {u h } (which we denote as the original sequence) such that
where p ′ is the conjugate exponent of p. Then from (2.3), we see that, for any ϕ ∈ C ∞ 0 (Q T ),
Letting h → 0 yields (2.9) ∂u ∂t + ∆w + λ|u| p−2 u = 0 in the sense of distributions.
It remains to prove that w = |∆u| p−2 ∆u a.e. in Q T . Set
where kh < t ≤ (k + 1)h, k = 0, 1, . . . , N − 1. By (2.7), we have
and
According to the Ascoli-Arzelà theorem, there exists a function
Using (2.7), we have
It follows from (2.6) that
Letting h → 0 in the above inequality and using (2.10), we have
is convex and δG[u]/δu = u. Thus, we have
where ·, · denotes the inner product. From (2.9), we have
Again since δF [u]/δu = ∆(|∆u| p−2 ∆u)) and by the convexity of
By (2.11) and the fact that F (u) is weakly lower semicontinuous, letting h → 0 in the above equality, we have 1
Replacing g by εg + u, we see that
Letting ε → 0 implies that
Due to the arbitrariness of g, we also get the opposite inequality to the above inequality. Therefore
The strong convergence of u h in C(0, T ; L 2 (Ω)) and the fact that u h (x, 0) = u 0 (x) imply that u satisfies the initial condition. The proof is complete.
3. Asymptotic behavior. We first show Theorem 3.1. The weak solution u obtained in Theorem 2.1 satisfies, for any 0 ≤ ̺ ∈ C 2 (Ω),
where Q t = Ω × (0, t).
Proof. In the proof of Theorem 2.1, we have
Similarly, we can also easily prove that for any 0 ≤ ̺ ∈ C 2 (Ω),
Consider the functional
It is easy to see that it is a convex functional on L 2 (Ω). For any τ ∈ (0, T ) and h > 0, we have
Since δΦ ̺ [v]/δv = ̺(x)v, for any fixed t 1 , t 2 ∈ [0, T ], t 1 < t 2 , integrating the above inequality with respect to τ over (t 1 , t 2 ), we have
Similarly, we have
and hence
Taking t 1 = 0, t 2 = t, from the definition of solutions we get
Theorem 3.2. Let u be the weak solution of the problem
Proof. Taking ̺(x) = 1 in the equality (3.1), we have
Since u ∈ W 2,p 0 (Ω) and using the Poincaré inequality, we see that
, that is, f (t) ≤ C|f ′ (t)| 2/p . Again since f ′ (t) ≤ 0, we have f ′ (t) ≤ −Cf (t) p/2 , and hence
The proof is complete. where C is constant depending on p, n, b; σ n (t) = sup{z : x ∈ supp u(·, t)}, z = x n ; α > 0, β > 0, b > 0 are constants independent of t.
Finite speed of propagation of solutions
To prove Theorem 4.1, we need the following lemma.
Using (4.4) we obtain
From the above inequality we obtain ∆u = 0 a.e. for z 0 > b and 0 < τ < t. By (4.4), we know that u = 0 a.e. on the same set. By Lemma 4.1, we obtain Theorem 4.1. The proof is complete.
