Purpose: Impaired naming is one of the most common symptoms in aphasia, often treated with cued picture naming paradigms. It has been argued that semantic cues facilitate the reliable categorisation of the picture, and phonological cues facilitate the retrieval of target phonology.
Introduction
Impaired naming is the most common symptom of word production difficulties for people with aphasia (PWA). Cueing is a ubiquitous technique used both in assessment and therapy to ameliorate naming impairments (Laine & Martin, 2006) . A cue is a piece of relevant linguistic information presented once, prior to the individual attempting to name the target or after a failed production attempt. Typical cues are phonological (the first sound, e.g.
"k" for cup) or semantic (a related word, e.g. "purr" for cat) (Heath et al., 2012; Nickels, 2002; Li & Williams, 1990) . If the cue is effective, it will facilitate word production and result in more accurate naming (Nickels & Best, 1996) . In assessment, cueing has been used to establish the nature of the naming impairments and when applied systematically over a long period of time and often as a hierarchy (e.g. first sound, first syllable, whole word), cueing becomes a therapeutic intervention (Nickels & Best, 1996) . Numerous therapies for naming utilize cues in the context of picture naming (e.g., Best, Greenwood, Grassly, Herbert, Hickin & Howard, 2013; Kiran & Bassetto, 2008; Leonard, Rochon & Laird, 2008; Van Hees, Angwin, McMohan & Copland, 2013) .Despite the long history of use, there is no clear understanding of how, specifically, cues improve naming performance for PWA (Heath et al., 2012; Lorenz & Nickels, 2007; Pellet Cheneval, Bonnans, & Laganaro, 2017) .
Irrespective of theoretical models, it is widely accepted that naming an object involves at least two stages: a) retrieval of the semantic information, and b) attaching form to the selected word 1 (Schwartz, 2013) . A simple hypothesis is that phonological and semantic cues support the retrieval of phonological and semantic information for a target word,
1 Beyond this basic framework there are many differences amongst the current models, with disagreements regarding the specifics within semantic and phonological levels, as well as discreteness and interactivity between these stages (Foygel & Dell, 2000; Levelt, Roelofs, & Meyer, 1999; Rapp & Goldrick, 2000) . For example, whilst Dell and colleagues (Dell et al., 1997) generally refer to lexical units as word units, the term is often used interchangeably with the 'lemma' of Levelt and colleagues' model (Levelt et al., 1999) . There is also debate concerning the existence of intermediary representation between semantics and phonology (e.g. Caramazza, 1997) . Within this class of models, some propose the discreetness of the stages (Levelt et al., 1999) , whilst others postulate an interactive flow of information between them (Foygel & Dell, 2000; Rapp & Goldrick, 2000) .
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respectively (e.g., Cuetos, Aguado, & Caramazza, 2000; Howard & Gatehouse, 2006; Jefferies & Lambon Ralph, 2006) . Similarly, a linked hypothesis is that phonological cues should remediate phonological impairments and semantic cues should remediate semantic impairments (e.g., Hickin, . Although it has been shown that individuals who experience successful facilitation with cueing during assessment also respond to cue based therapy (Hickin et al., 2002) , there are few reliable correlations between individual patient profiles and response to cueing therapy (Lorenz & Ziegler, 2009; Wisenburn & Mahoney, 2009 ). This may be due to a combination of heterogeneous aphasic profiles and small neuropsychological sample sizes. To mitigate these difficulties, a few studies have used within-subject designs (e.g., Davis & Pring, 1991; Lorenz & Ziegler, 2009; Van Hees et al., 2013) .
The provision of cues during picture naming has been compared to repetition priming (Martin & Laine, 2000) . That is, cues provide a short-term benefit from repeated presentations with a specific target item and the association this creates in a particular task (Logan, 1990) . Beyond immediate facilitation, cues can lead to improved naming of target items at longer lags, e.g., more than 6 intervening items, 10 minutes (Heath et al., 2012; . There is now a consensus that phonological and semantic therapies are equally effective (Lorenz & Ziegler, 2009) ; the difference between them is often 'overstated' (Davis & Pring, 1991) . This is likely because word phonology is activated in semantic tasks and semantics is activated in phonological tasks, especially in picture naming where the picture stimulus activates conceptual and semantic information (e.g., Howard, Hickin, Redmond, Clark & Best, 2006) .
There was early evidence that phonological cues help to specify a semantic target for the picture, which in turn aids the selection of a specific phonological form (Stimely & Noll, 1991; Li & Williams, 1991) . In healthy adults, the presence of linguistic information (e.g., a 6 verbal label) improves categorization and learning of visual stimuli (Lupyan, 2008) . Thus, in both healthy and impaired language processing, exposure to target related phonology improves categorization of target stimuli such as pictures. In the few studies that have directly compared phonological and semantic cues (i.e. within-subjects), some common patterns emerge. Whilst both phonological and semantic cues can be effective (sometimes equally across a group, Stimely & Noll, 1991) , phonological cues tend to be effective for more individuals Lorenz & Ziegler, 2009; Li & Williams, 1991 ). It appears likely that phonological cues facilitate both the visual categorization of the picture as well as priming output phonology, making them more useful in picture naming than semantic cues. For semantic cues, pre-exposure to the picture alongside a semantic task (i.e., propertypicture verification such as verbal presentation "Does it purr?" with a picture of a cat)
provided both short and long-term facilitation of picture naming (Heath et al., 2012; .
Under this description, perceptual and/or lexico-semantic processing of the picture is made more efficient by pre-exposure, and this improves naming.
To recap, naming a picture means to establish a reliable categorization of the picture (i.e. stable semantic information) and produce the associated target specific output phonology. Evidence suggests that semantic as well as phonological cues improve picture naming. However, the precise mechanism remains unclear. Yet the literature points towards an explanation where cues make the form-meaning mapping more reliable, rather than selectively improving a phonological or semantic stage of processing. For example, cutting across classical aphasia categories, it has been shown that individuals with better semantic processing and worse output phonology benefit from naming therapy (Best et al., 2013; . These are precisely the individuals that can make use of cue information to improve the mapping from form to meaning and (re)learn target phonology.
Our attempts to improve word production can be substantially improved by understanding why and how cues facilitate naming in aphasia. A fruitful way to address this question may be to use variation in the lexical properties of items. For example, words differ along a of range properties (e.g., word frequency, imageability, length) as do pictures (e.g., visual complexity, name agreement). A large body of psycho-and neuro-linguistic have shown the effect of specific lexical and image properties on word production (e.g., Indefrey, 2011) . In healthy adults as well as in PWA, the general findings in the literature is that items are named more quickly and accurately when they are shorter, more frequent, more imageable and have high name agreement (e.g., Bose & Schafer, 2017; Alario et al., 2004; Bonin, Peereman, Malardier, Méot, & Chalard, 2003; Kittredge, Dell, Verkuilen & Schwartz, 2008; Nickels & Howard, 1995; Middleton & Schwartz, 2010; Vitevitch & Sommers, 2003) .
In addition, a retrospective analysis of items from three therapy studies found that highly imeagable words were named more accurately and required less cueing (Conroy, Snell, Sage & Lambon Ralph, 2012) .
To the best of our knowledge no study has explored the interaction between cue type (phonological or semantic) and target characteristics for PWA. Therefore, the aim of this study was to investigate the effect of cue condition (phonological vs. semantic) on the picture naming accuracy for a large set of items (175 pictures) for a mixed group of ten PWA. For additional experimental control and to aid interpretation, the study also included a neutral cue condition, to allow the effect of phonological and semantic cues to be properly compared and evaluated (Stimely & Noll, 1991) . The study also explored how cues interact with characteristics of the target words. Mixed model analysis allowed us to consider multiple predictor variables (condition, cue, and lexical variables) and account for variation in participant performance across conditions. Our research questions were: 8 1. Are phonological and semantic cues equally effective in improving naming accuracy?
2. Is there an interaction between the cue type (phonological / semantic) and the lexical and image properties of the word?
If there is a simple mapping between cue type (phonological / semantic) and target properties, we should see the following: 2a. Semantic cues should facilitate the retrieval of conceptual and semantic information. We should see an interaction between semantic cues and imageability (i.e. words with lower imageability should benefit more from a semantic cue) and with name agreement (i.e. words with lower name agreement should benefit more from a semantic cue, e.g. Bose & Schafer, 2017) . 2b. Semantic and phonological cues should facilitate the retrieval of lexical information. We should see an interaction of semantic and phonological cues with frequency (i.e. words with lower frequency should benefit from both semantic and phonological cues). 2c. Phonological cues should facilitate the retrieval of phonological information. We should see an interaction between phonological cues and length (i.e. words that are longer should benefit from phonological cues).
Method

Participant sample and Background Test Battery
We recruited a mixed group of ten participants with aphasia (PWA, 6 male, 4 female). Roach, Schwartz, Martin, Grewal, & Brecher, 1996) . This battery measured overall picture naming abilities, input and output phonological abilities, and conceptual and lexico-semantic processing. Table 1 presents demographic information, aphasia type, severity and results of the background assessments for each of the PWA.
Written informed consent procedures in accordance to the University Research Ethics Board were followed for all participants.
The group included four individuals with Broca's aphasia, two with transcortical motor aphasia, one with mixed aphasia, two with anomic aphasia, and one with Werincke's aphasia.
BDAE aphasia severity ratings ranged from 1 to 3.5 (M=1.75, SD=0.89; 1 as most severe and 5 the least severe). They showed a wide range in picture naming abilities (PNT scores ranged from 20% to 87%, Mean= 49.8, SD= 23.6). As a group they showed variable impairments both for input and output phonology but with better preserved conceptual and lexical semantics (PPT scores ranged from 83% to 98%, Mean = 91.7, SD = 5.0). See Table 1 . 13
Experimental manipulation
A four-session computerized picture naming experiment was developed using the 175-item PNT (Roach et al., 1996) . Four testing sessions manipulated cue condition (semantic vs. phonological) and cue type (valid phonological cue vs. control tone; valid semantically related cue vs. non-associated control). The sessions were blocked by condition (semantic and phonological): two sessions presented semantic cues and two sessions presented phonological cues. For each condition, testing was conducted over two sessions such that the items that were preceded by valid cues in one session were preceded by the control cues in the other session and vice versa. For the phonological cueing sessions, the auditory cue was either the first sound of the name of the picture (e.g., /ball/ "b") in the valid condition or 1KHz pure-tone in the control condition. For semantic cueing, the valid auditory cue was a semantically related word (e.g., /candle/"wick") or a semantically nonassociated word in the control condition (e.g., /candle/"chop"). Experimental and therapeutic studies have used wide range of semantic cues (e.g., semantic attributes, concept properties, word associates, category memberships, etc). To generate our semantic cues, we used the first associates of the target items in the University of South Florida Word Association Norms (Nelson, McEvoy, & Schreiber, 1998) . This allowed a quantified measure for the semantic relationship, rather than subjective or intuited methods of generating semantic cues. Associated cues have also been shown to affect picture naming responses. If the first associate had the same phoneme onset with the target, we choose the next associate to ensure that there was no phoneme overlap with the cue and the target. Therefore, none of the semantic cues (associated or non-associated controls) had the same initial phoneme as the target. The non-associated control semantic cues were also matched to the related cues for word frequency, syllable length, and familiarity, and the non-associated semantic cues did not appear in the possible words in the association norms for that target word. The verbal cues 14 were generated by a native English-speaking female and recorded in a sound-attenuated room. The pure tone was computer generated. The stimuli items are freely available on the Moss Aphasia Psycholinguistic Project Database (http://www.mappd.org/). Appendix A provides the stimuli with their lexical properties and the cues used in this experiment. A copy of the experiment software is available upon request.
A trial consisted of the presentation of the recorded auditory cue, followed by 750ms of silence and then the target picture, which remained on the computer screen until a response was made or a maximum of 10 seconds had lapsed. A delay of 750ms between cue and target was selected on the basis of a review of the aphasia picture naming literature. This literature shows delays ranging from 350 ms to 1400ms (Baum, 1997; Hagoort, 1997) . Facilitation from cueing in picture naming has been observed for both positive and negative stimulus onset asynchronies (i.e. when the cue is presented both before or after the picture). However, a greater number of experimental studies have chosen a positive stimulus onset asynchrony (e.g., Indefrey, 2011) and demonstrated facilitation in picture naming from the cue being presented before the picture (e.g. Bose & Buchanan, 2007) . For that reason, we selected a duration of 750ms that would allow sufficient time the cue to be processed but would not unnecessarily lengthen each trial (as participants were already completing four sessions of 175 naming trials). Other than occasional encouragement during the session, no other feedback was provided to the participants. The stimuli presentation was randomized within sessions, and validness and cue condition were counterbalanced across sessions. Therefore, for each participant there were a total of 700 picture naming trials [175 items X 2 cue condition (semantic and phonological) X 2 cue types (valid vs. control)]. There was a gap of at least one week between each of the four sessions. These sessions were recorded with a high quality digital audio recorder and later transcribed for analysis.
Scoring and reliability
We followed Roach et al. (1996) criteria to score the naming responses. The first complete non-fragmented naming attempt was scored as correct or incorrect. Criteria for identifying the first complete response were: ignoring instances of single phonemes or consonant + schwa and filler items (e.g. um, uh) altogether, incomplete items are judged on the basis of auditory cues (e.g. segment duration, a lack of downward or questioning intonation, no pause separating an item from the following attempt) which indicate selfinterruption. Responses were scored as correct if they replicated the target name. Addition or deletion of plural morphemes was accepted, as was the addition of modifiers such as "wishing well" for "well". All scoring was performed by the second author and a trained research assistant performed reliability checks for 35% of the sessions. The point-by-point inter-rater agreement was 96% (Cohen's kappa, κ = 0.92), and disagreements were resolved by reviewing the scoring definitions and the transcripts (4% of the data, 98 trials).
Influence of word properties
We selected target properties known to be influential in picture-naming: length (in phonemes), frequency (lemma), imageability, name agreement and visual complexity. Values for five target properties were obtained for each of the 175 PNT items (Table 2) . Length (number of phonemes) is provided with the PNT materials. Log-transformed word frequency (lemma, per million) was retrieved from the CELEX lexical databases (Baayen, Piepenbrock, & van Rijn, 1993) . A full set of imageability ratings for the PNT stimuli were not available, properties were mean centered and scaled as z-scores to reduce collinearity. 
Analysis
Generalised linear mixed effects models were used to model the data, implemented in R (R Core team, 2013) using the package lme4 (Bates, Maechler, Bolker & Walker, 2014) , lmerTest (Kuznetsova, Brockhoff & Christensen, 2016) and effects (Fox, 2003) . Accuracy was the dependent variable (binomial link function), giving log odds of producing a correct response as the model outcome. Random effects were used to model the experiment structure.
Confidence intervals (95% CI) were calculated using the Wald method. We fit random intercepts and correlated slopes for cue type varying across participants and items. Intercepts and slopes for items were perfectly correlated and slopes did not improve model fit relative to intercepts only (X 2 = 0.3661, df = 2, p = 0.83); thus we retained only random intercepts for items. Fixed effects for session and trial were not significant and did not improve model fit 
Results
Are phonological and semantic cues equally effective in improving naming accuracy?
We evaluated whether cue type improved naming performance. Cue type was entered as a fixed effect with four levels: phonological cue, tone, semantic cue and non-associated control word. This significantly improved model fit over the null model (vs. random effects only; LogLik with Cue = -3231, X 2 (3) = 54.5, p<.001). The phonological cue condition significantly improved naming accuracy when compared against all other cues (all estimates >1.6; all 95% CIs between 0.37 -3.00, see Table 3 for multiple comparisons and Figure 1 ), no other cue types affected naming performance.
Is there an interaction between the cue type and the item properties of the word?
The Table 4 provides a summary of the final model. Items that were longer were named less accurately (slope estimate = -0.39, 95% CI = -0.54 --0.25), items that were higher in imageability (estimate = 0.26, 95% CI = 0.11 -0.41) and name agreement (estimate = 0.15, 95% CI = 0.04 -0.26) were named more accurately (see Table 4 and Figure 2 ). was not present, there was no effect of visual complexity (estimate = -0.11, 95% CI = -0.25 -0.02). Figure 2 shows that items with higher visual complexity were named with similar accuracy whether a phonological cue was present or not. For items of lower visual complexity, the phonological cue causes these items to be named more accurately. Table 5 provides a summary of the odds ratios for each participant for each predictor in the model. These odds ratios show us the likelihood of a correct response without the influence of any predictors (the odds ratio for the intercept), and the odds ratios for each 2 Following reviewer comments, we added a more complex random effects structure, entering random intercepts and correlated slopes for each item property varying over participants. This should better control for false positives in the model (Barr et al., 2013) . When random intercepts and slopes were included the model showed signs of over-fitting, with perfect correlations between the intercept and slope variances for all item properties. This model also did not converge when random intercepts and correlated slopes were fit for imageability. We simplified by removing the intercepts (i.e. fitting slopes only) and testing against the maximal model (see Appendix C), until we achieved a simpler model that did not differ from the maximal model for goodness of fit. We also removed the random slope for Name Agreement as it had a variance of zero (i.e. did not explain any variance in the data); this model did not differ from the more complex random effects model (X 2 (9) = 13.768, p=0.13). We report the results from this model in Table 4 , and results from the more complex random effects model in Appendix C (note that the significance of fixed effect predictors do not differ between the models). To check this model fit to the data, we refit the model after removing data points for which standardized residuals were greater than +/-2.5 (38 data points). The results for the model were the same, except that the main effect of Frequency was significant. This model is reported in Appendix B.
predictor then tell us what increase or decrease in the odds of a correct naming response are present when we include specific predictors (e.g. a unit increase in length of the word, the presence of a phonological cue). Looking at the intercept values in Table 5 , we see the variation in the naming ability for each participant (e.g. low odds of a correct response for participants AM, MH and FF; high odds of a correct response for participants CB, JV and EW). Turning to the predictors, across participants the presence of a phonological cue almost doubles the likelihood of getting a correct naming response (1.92). An increase in length (i.e. one more phoneme) reduces the likelihood of a correct naming response by around a third (~ -0.4). An increase in one unit of imageability increases the likelihood of a correct response by around a quarter (~0.25). For the interaction of visual complexity and the phonological cue, when a phonological cue is present an increase in visual complexity reduces the likelihood of a correct response by around a quarter (~ -0.25). As we saw in Figure 2 , this is because items with low visual complexity benefit from a phonological cue whereas items with high visual complexity do not. The odds ratio for the value of the intercept is the odds of a "success" (i.e. the odds of accurate naming) when x = 0 (i.e. 0 values for the other predictors in the model, in this case target properties). The odds ratios for coefficients are the increase (or decrease) in the likelihood / odds of successful naming above the value of the intercept when you add one whole x value (i.e. unit increase in length; presence of phonological cue).
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Discussion
In a controlled experiment using within-subject comparison, phonological cues were found to be more effective both in comparison to a control cue and in comparison to semantic cues. This highlights that when task structure, cue provision and response demands were controlled, phonological cues were most effective. The literature shows varying results for which cue (phonological or semantic) is most effective in improving picture naming. Results range from no benefit, to cue to equivalent benefits, to phonological cues to be more effective (e.g., Drew & Thompson, 1999; Lorenz & Ziegler, 2009; Pellet Cheneval et al., 2013; Van Hees et al., 2013) . Many therapy studies have demonstrated that phonological cues are not just effective in individuals with phonological processes impairments but also for individuals with semantic impairments. For example, Raymer et al. (1993) showed that four participants with semantic and lexical access impairment improved in naming therapy following phonological cueing. The findings of the current study corroborate recent data showing that phonological cues were more effective in improving picture naming than semantic cues (Lorenz & Ziegler, 2009; Van Hees et al., 2013) . Across participants, the presences of a phonological cue made a correct response almost twice as likely.
We also found that semantic cues were not effective when compared against control cue conditions. This is in contrast to a large body of therapy research which had shown semantic cues to be effective ways to improve picture naming, with some earlier studies claiming semantic approaches to be more effective than phonological cues (e.g., Boyle, 2004 ). This could stem from the type of semantic cue and the manner in which the cues were provided in our experiment. We provided word associate as semantic cues, whilst in semantic therapies cues that are provided could range from yes/no judgement about categorical and attributive information, descriptions, use of an object, and often for a single word a combination of cues are provided (Kiran & Bassetto, 2008) . Thus, the multiple sources of 26 semantic information provided for semantic cues in a therapy context is in contrast to a single cue (i.e., word associate) delivered in our experiment. In addition, the word associates were presented auditorily prior to the picture without any opportunity to consider them actively. It is well established that cueing benefits are more effective when PWA engage with them more actively and deeply, be it semantic or phonological cues (e.g., Bose 2013; Hickin et al., 2002; Leonard et al., 2008) . Future research testing within participants' comparison of types of semantic cues would shed further light into the differential benefits of various types of cues.
Based on the literature on the effect of lexical properties on picture naming, we anticipated that certain words (short, more frequent, highly imageable, high name agreement)
would have greater partial activation and would need less cueing to generate accurate naming. We found positive effects for a number of variables -words that were shorter, more imageable and pictures with higher name agreement were all named more accurately. This is in line with previous literature (e.g., Bose & Schafer, 2017; Kittredge et al., 2008; Middleton & Schwartz, 2010) confirming the important role of both picture and word properties on accurate naming in aphasia. Critically however, the findings support the idea that properties affecting early stages of picture identification and lexical retrieval, such as name agreement and visual complexity, are influential in predicting accuracy in picture naming (e.g., Alario et al., 2004; Bose & Schafer, 2017; Ellis & Morrison, 1998; Vitkovitch & Tyrrell, 1995) . As images are essential materials for assessments and rehabilitation in aphasia, it is important to determine how image properties affect naming responses. An individual with aphasia may show poor naming performance because the pictures are poor, falsely inflating the measure of their impairment.
We found no interactions between the phonological cue and the majority of target variables, despite finding clear and stable main effects (any effect of frequency was likely unreliable, see Appendix C). Thus, predictions 2a-2c were not supported. This was surprising 27 to us. We predicted that phonological cues would interact with length, since items that are longer are harder to retrieve (as reflected the in the main effect of length) and a phonological cue should directly support retrieval of target phonology. It may be that if phonological cues were provided following picture presentation or after a retrieval failure we may have seen the (in our mind) straightforward mapping between phonological cues and word length.
Visual complexity was the only variable that interacted with phonological cues.
Specifically, when a phonological cue was present, items with lower visual complexity were named more accurately than items with high visual complexity. When a phonological cue was not present, there was no effect of visual complexity. Facilitative effects of low visual complexity on picture naming reaction times have been found in healthy individuals (Ellis & Morrison, 1998; Vitkovitch & Tyrrell, 1995) , whilst other studies failed to find any effects of visual complexity (e.g., Bates et al., 2003; Bonin et al., 2003) . In the healthy literature, longer reaction times to more complex pictures has been attributed to the added detail causing longer picture recognition processes (Ellis & Morrison, 1998) . Previous work with PWA has generally either failed to find any effect of visual complexity on output (Nickels & Howard, 1995) or found an effect in the opposite direction, that is, more visually complex items were more likely to be produced correctly (Cuetos, Aguado, Izura & Ellis, 2002) . Cuetos et al. (2002) suggest that more detail assisted the recognition of the picture in their patients due to 'activation of more visual semantic material' (p. 363) aiding subsequent lexical retrieval. Our findings support this interpretation, since pictures with high visual complexity were named equally accurately whether a phonological cue was present or not. We found that items with less visual information (i.e. lower visual complexity) benefitted from a phonological cue.
Thus, pictures of this kind may be hindering naming, as the visual input is sparse and provides less information for easy identification (in line with Cuetos et al, 2002) .
Phonological cues did not interact with other lexical variables (e.g. length in phonemes, 28 frequency) which could suggest that phonological cues do not affect lexical or output phonology during picture naming -if phonological cues were facilitating the production of phonological information that is partially available, we predicted an interaction of phonological cues with length (i.e. phonological cues aiding the retrieval of longer words) or frequency (i.e. phonological cues aiding the retrieval of items of lower frequency). The finding for visual complexity could be attributed cues being presented prior to the picture.
That is, the individual may not be sure that they are seeing an apple, a ball or a balloon, but the provision of the phonological information "ba" beforehand rules out apple. Results may have been different if cues were presented after the picture had appeared, or only following a retrieval failure (as in standard assessments of picture naming). However, our data supports literature showing that phonological cues facilitate the mapping from picture concept to word form. In a recent study, Heath et al. (2013) suggested that phonological cues work to effect object recognition in the short term, and strengthen the links from semantics to phonology.
During picture naming, we are asking people to recognize a picture and retrieve an appropriate name for that picture. If individuals cannot retrieve a name, provision of a phonological cue helps to constrain the 'search space' that the person is using when they look at the picture Bose & Buchanan, 2007) . In this way, the phonological information is fed back to the early stages of picture recognition, facilitating word retrieval by improving the specificity of conceptual information that is retrieved. This then feedsforward to lexical and word form retrieval and increases the likelihood of a correct naming response. This interpretation is in line with models of word production that allow for nonlinear, cascading of information between different levels of production (i.e. from phonology back to object recognition; see also Griffin & Bock, 1998) .
As pointed out by a reviewer, picture recognition errors are typically rare for individuals with aphasia -suggesting that picture recognition processes could be intact and the word retrieval difficulties are driven primarily by problems with accessing lexical information (i.e., lexico-semantic or phonological representations). However, the majority of the literature on picture naming in aphasia has focused on these lexical aspects of naming, rather than consideration of the picture and image properties. Bose & Schafer (2017) showed that pictures with low name agreement resulted in higher error rates for a group of individuals with aphasia. Name agreement arguably involves early processes linked to picture recognition and the flow of information from visual/conceptual semantics to lexical retrieval.
Our data shows that phonological cues support naming for pictures which have sparser visual information (i.e. low visual complexity). Whilst it may be the case that picture and object recognition is broadly intact for the majority of individuals with aphasia, if we assume a system that is highly interactive (see above) then lexical retrieval will be more sensitive to variations in the quality of information provided from the image. In other words, an individual can recognize the picture but if the visual information is sparse, noisy or degraded then lexical retrieval will be affected.
In summarize, our data reveals that phonological cues were more effective than semantic cues in improving naming accuracy across individuals. Phonological cues interacted with properties of the picture itself (i.e., visual complexity). The findings challenge the notion of a straightforward mapping from phonological cues to phonological processes. Instead, we see that phonological cues can support naming by feeding back to early picture recognition processes. The data help to explain why patterns of cueing are not consistent in aphasia, i.e., it is not the case that phonological impairments always benefit from phonological cues and semantic impairments form semantic cues. Phonological cues may be more broadly beneficial because they can support the conceptual and semantic information that is retrieved during picture recognition.
APPENDIX A
This appendix provides the Philadelphia Naming Test (Roach et al., 1996) stimulus list with the lexical properties used in this study namely: length (in phonemes), frequency (lemma, per million), imageability, name agreement and visual complexity. We also provide the words used for semantically related cue and non-associated control cue. This Appendix provides details of additional models we ran following the recommendation of the reviewers with random intercepts and correlated random slopes (reported below). These models do not change the key findings, with the only difference being that the main effect for Frequency was no longer significant. Note the perfect correlations between intercepts and slopes, indicating that the addition of slopes are not explaining additional variance in the model. No intercept was included for imageability as models including both intercepts and slopes for imageability did not converge.
Model refit with data points excluded that had residuals >2. Following Baayen & Milin (2010) , we looked at the number of data points for which standardised residuals were greater than 2.5 or less than -2.5; there were 38 such data points. The advice in Baayen & Milin is to refit a model after removing data points for there are large residuals (>2.5). If the model parameters and coefficients are the similar following refitting, we can argue that findings in the original model were not overly influenced by outliers or data points leveraging model estimates. 
