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alternative method commonly used in ruin theory, which consists in
deriving inequalities that can be used to obtain upper bounds for the
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1 Introduction
We consider an insurance risk/reserve process which can be controlled by
reinsurance and investment in the financial market, and we study the ruin
probability problem in the finite horizon case. Although controlling a risk/reserve
process is a very active area of research (see Chen, Gerber and Shiu (2000),
Wang, Yang and Wang (2004), Schmidli (2008), Huang, Zhao and Tang
(2009) and references therein), obtaining explicit optimal solutions minimiz-
ing the ruin probability is a difficult task in a general setting even for the
classical risk process. Thus, an alternative method commonly used in ruin
theory is to derive inequalities for ruin probabilities. The inequalities can be
used to obtain upper bounds for the ruin probabilities (see Willmot and Lin
(2001), Grandell (2001), Schmidli (2002)), and this is the approach followed
in the present paper.
Control problems for risk/reserve processes are commonly formulated in
continuous time. Scha¨l (2004) introduces a formulation of the problem where
events (arrivals of claims and asset price changes) occur at discrete points in
time that may be deterministic or random, but their total number is fixed.
Diasparra and Romera (2009) consider a similar formulation in discrete time.
Having a fixed total number of events implies that in the case of random time
points the horizon is random as well. Edoli and Runggaldier (2010) claim that
a more natural way to formulate the problem in case of random time points is
to consider a given fixed time horizon so that also the number of event times
becomes random and this makes the problem nonstandard. Accordingly it
is reasonable to assume that also the control decisions (level of reinsurance
and amount invested) correspond to these random time points. Notice that
this formulation can be seen equivalently in discrete or continuous time.
The rest of the paper is organized as follows. In Section 2 the risk model is
formulated. In Section 3 some notation and basic definitions concerning the
ruin probabilities are introduced. In Section 4 we present our main results
on bounds for the ruin probability and on optimizing the bounds. Finally,
in Section 5 we specialize our results to the case of exponentially distributed
claims.
2
2 The model
We consider a finite time horizon T > 0. The stochastic elements that
affect the evolution of the risk/reserve process are the timing and size of
the claims as well as the evolution of the prices of the assets in which the
insurer is investing. We allow for two possibilities to drive the evolution of
the risk/reserve process: reinsurance and investment.
Claims occur at random points in time and also their sizes are random,
while asset price evolutions are usually modeled as continuous time processes.
On small time scales, prices actually change at discrete random time points
and vary by tick size. In the proposed model we let also asset prices change
only at discrete random time points with their sizes being random as well.
This will allow us to consider the timing of the events to be triggered by
a continuous-time semi-Markov process, i.e. a stochastic process where the
embedded jump chain (the discrete process registering what values the pro-
cess takes) is a Markov Chain, and where the holding times (time between
jumps) are random variables, whose distribution function may depend on the
two states between which the move is made. Since between event times the
situation for the insurer does not change, we shall consider controls only at
event times.
More precisely, to model the timing of the events (arrival of claims and as-
set price changes), inspired by Scha¨l (2004) we introduce the process {Kt}t>0
for t ≤ T , a continuous time semi-Markov process (SMP) on {0, 1}, where
Kt = 0 holds for the arrival of a claim, and Kt = 1 for a change in the
asset price. The embedded Markov chain, i.e.,the jump chain associated
to the SMP {Kt}t>0, evolves according to a transition probability matrix
P = ‖pij‖i,j∈{0,1} that is supposed to be given, and the holding times (time
between jumps) are random variables whose probability distribution function
may depend on the two states between which the move is made. We come
back to this point in the next subsection 2.1.
Let Tn be the random time of the n−th event, n ≥ 1, and let the counting
process Nt denote the number of events having occurred up to time t, defined
as follows
Nt =
∞∑
j=1
1{Tj≤t}(1{KTj=0} + 1{KTj=1}) (1)
and so
Tn = inf{t ≥ 0 |Nt = n}. (2)
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2.1 Risk process
In this section we introduce the dynamics of the controlled risk process Xt
for t ∈ [0, T ] with T a given fixed horizon. For this purpose let Yn be the
n− th (n ≥ 1) claim payment represented by a sequence of independent and
identically distributed (i.i.d.) random variables with common probability
distribution function (p.d.f.) F (y). Let Zn be the random variable denoting
the time between the occurrence of the n− 1st and nth (n ≥ 1) jumps of the
SMP {Kt}t>0. We assume that {Zn} is a sequence of i.i.d. random variables
with p.d.f. G(z). From this we may consider that the transition probabilities
of the SMP {Kt}t>0 are
P{KTn+1 = j, Zn+1 ≤ s | KTn = i} = pijG(s)
The risk process is controlled by reinsurance and investment. In general this
means that we may choose adaptively at the event times TNt (they correspond
to the jump times of Nt) the retention level (or proportionality factor or risk
exposure) bNt of a reinsurance contract as well as the amount δNt to be
invested in the risky asset, namely in SNt with St denoting discounted prices.
For the values b that the various bNt may take we assume that b ∈ [bmin, 1] ⊂
[0, 1], where bmin will be introduced below and for the values of δ of the
various δNt we assume δ ∈ [δ, δ¯] with δ and δ¯ exogenously given. Notice that
this condition allows also for negative values of δ meaning that, see also Scha¨l
(2004), short selling of stocks is allowed.
Assume that prices change only according to
SNt+1 − SNt
SNt
=
(
eWNt+1 − 1) KTNt+1 , (3)
where Wn is an i.i.d. sequence taking values in [w, w¯] with w < 0 < w¯
(it may also be all of R) and with p.d.f. H(w). For simplicity and without
loss of generality we consider only one asset to invest in. An immediate
generalization would be to allow for investment also in the money market
account.
Let c be the premium rate (income) paid by the customer to the company,
fixed in the contract. Since the insurer pays to the reinsurer a premium rate,
which depends on the retention level bNt chosen at the various event times
TNt , we denote by C(bNt) the net income rate of the insurer at time t ∈ [0, T ].
For b ∈ [bmin, 1] we let h(b, Y ) represent the part of the generic claim Y paid
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by the insurer and in what follows we take the function h(b, Y ) to be of the
form h(b, Y ) = b · Y (proportional reinsurance). According to the expected
value principle with safety loading θ of the reinsurer, the function C(b) can
be chosen as follows:
C(b) := c− (1 + θ)E{Y1 − h(b, Y1)}
E{Z1 ∧ T} , 0 < t < T (4)
We use Z1 and Y1 in the above formula since, by our independence assump-
tion, the various Zn and Yn are all independent copies of Z1 and Y1. Notice
also that, in order to keep formula (4) simple and possibly similar to stan-
dard usage, in the denominator of the right hand side we have considered
the random time Z1 between to successive events, while more correctly we
should have taken the random time between two successive claims, which is
larger. For this we can however play with the safety loading factor. In fact,
if we denote by Z¯ the average time between successive claims before T and,
for a given θ put θ¯ = (1+ θ) Z¯
E{Z1∧T} − 1 we have that
(1+θ)
E{Z1∧T} =
(1+θ¯)
Z¯
. Since
in this way 1 + θ¯ = (1 + θ) Z¯
E{Z1∧T} and Z¯ > E{Z1 ∧ T}, we are assured that
(1+θ¯) > 1. We can now define bmin as bmin := min{b ∈ [0, 1] | c ≥ C(b) ≥ c∗},
where c∗ > 0 denotes the minimal value of the premium considered by the
insurer. We make the
Assumption 1 Assume
i) The process {KTNt}t∈[0,T ] and the random variables (Zn, Yn,Wn)n≥1 are all
mutually independent.
ii) E
{
erY1
}
< +∞ for r ∈ (0, r¯) with r¯ ∈ (0,∞)
iii) c− (1 + θ) E{Y1}
E{Z1∧T} ≥ 0.
Remark 2 Notice that
i) Since b ≤ 1, point ii) in Assumption 1 implies that also E {erbY1} < +∞
for r ∈ (0, r¯) and all b ∈ [bmin, 1].
ii) For h(b, Y ) = bY point iii) in Assumption 1 implies that c > C(b) > c∗ >
0, ∀ b ∈ [bmin, 1] and that, furthermore, c > 0.
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Following the arguments in Remark 1 in Diasparra and Romera (2010)
on the asymptotic optimality achieved by constant policies, in this paper
we shall consider stationary constant policies pi = (bNt , δNt) ≡ (b, δ), for
0 < t < T, in which case C(bNt) = C(b) for 0 < t < T and the optimization
problem reduces then to a static optimization problem over the admissible
values of (b, δ).
In the given setting we obtain now for the insurance risk process (surplus)
X the following one-step transition dynamics between the generic random
time Tn and Tn+1 when at Tn a control action pi = (b, δ) is taken for a certain
b ∈ [bmin, 1] ⊂ [0, 1], and δ ∈ [δ, δ¯],
XTn+1 = XTn + C(b)Zn+1 − (1−KTn+1)h(b, Yn+1) +KTn+1δ(eWn+1 − 1) (5)
We want now to express the one-step dynamics in (5) when starting from a
generic time instant t < T with a capital x. For this purpose note that if,
for a given t < T one has Nt = n, the time TNt is the random time of the
n− th event and Tn ≤ t ≤ Tn+1. Since, when standing at time t, we observe
the time that has elapsed from the last event in TNt , it is not restrictive to
assume that t = TNt (see the comment below after (6)). Furthermore, since
Zn, Yn,Wn are i.i.d., in the one-step random dynamics for the risk process
Xt we may replace the generic (Zn+1, Yn+1,Wn+1) by (Z1, Y1,W1). We may
thus write
XNt+1 = x+ C(b)Z1 − (1−KTNt+1)h(b, Y1) +KTNt+1δ(eW1 − 1) (6)
for 0 < t < T, T > 0 and with Xt = x ≥ 0 (recall that we assumed t = TNt).
Notice that, if we had t 6= TNt and therefore t > TNt , the second term on
the right in (6) would become C(b)[Z1 − (t − TNt)] and (6) could then be
rewritten as
XNt+1 = [x−C(b)(t−TNt)]+C(b)Z1−(1−KTNt+1)h(b, Y1)+KTNt+1δ(eW1−1)
with the quantity [x−C(b)(t− TNt)], which is known at time t, replacing x.
This is the sense in which above we mentioned that it is not restrictive to
assume that t = TNt . In what follows we shall work with the risk process Xt,
(or XNt) as defined by (6).
Following Schmidli (2008) we shall also introduce an absorbing (cemetery)
state κ, such that if XNt < 0 or XNt = κ, then XNt+1 = κ, ∀t ≤ T. The
state space is denoted by X = R ∪ {κ}.
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3 Recursions
We start this section by specifying some notation and introducing the basic
definitions concerning our ruin probabilities.
3.1 Notation and Definitions
Given pi = (b, δ), we consider the following functions
upi(y, z, w, k) : = (1− k)by − C(b)z − kδ(ew − 1)
τpi(y, w, k, x) : =
(1− k)by − k(ew − 1)− x
C(b)
(7)
so that upi(y, z, w, k) < x ⇐⇒ z > τpi(y, w, k, x), as well as the disjoint sets
A+x,pi := {(y, z, w, k)|upi(y, z, w, k) < x} = {(y, z, w, k)|τpi(y, w, k, x) < z},
A−x,pi := {(y, z, w, k)|upi(y, z, w, k) ≥ x} = {(y, z, w, k)|τpi(y, w, k, x) ≥ z}.
The ruin probability over one intra-event period (namely the period be-
tween to successive event times) when using the stationary policy pi = (b, δ)
is, for a given initial surplus x at time t ∈ (0, T ) and initial event KTNt = k0,
ψpi1 (t, x; k0) :=
1∑
k1=0
pk0k1
∫ w¯
w
∫ ∞
0
G(τpi(y, w, k1, x))dF (y)dH(w). (8)
We want to obtain a recursive relation for
ψpin(t, x; k0) : = P
pi

(Nt+n)∧NT⋃
k=Nt+1
{Xk < 0} |XNt = x,KTNt = k0

: = P pix,k0

(Nt+n)∧NT⋃
k=Nt+1
{Xk < 0}
 (9)
namely for the ruin probability when at most n events are considered in the
interval [t, T ] and a stationary policy pi = (b, δ) is adopted.
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3.2 Recursive relations
In view of obtaining a recursive relation for ψpin(t, x, k0), in addition to the
sets A+x,pi, A
−
x,pi define, for a given t < T , the events
B := {XNt+1 < 0} ; C :=
(Nt+n)∧NT⋃
h=Nt+2
{Xh < 0} (10)
and notice that B ∩C = ∅ and C ∩ {NT −Nt ≤ 1} = ∅. Furthermore, given
(x, k), the event B is equivalent to an event happening in the set A−x,pi.
The main result of this section is the recursive relation in the following
Proposition 3 For an initial surplus x at a given time t ∈ [0, T ], as well as
an initial event KTNt = k0 and a given stationary policy pi = (b, δ), one has
ψpin(t, x, k0)
= P{NT −Nt > 0}
∑1
k1=0
pk0k1
∫ w¯
w
∫∞
0
G(τpi(y, w, k1, x))dF (y)dH(w)+
+P{NT −Nt > 1}
∑1
k1=0
pk0k1·
· ∫ w¯
w
∫∞
0
∫ T−t
τpi(y,w,k1,x)
ψpin−1(t+ z, x− upi(y, z, w, k1), k1)dG(z)dF (y)dH(w)
(11)
from which it immediately also follows that
ψpi1 (t, x, k0) = P{NT−Nt = 1}
1∑
k1=0
pk0k1
∫ w¯
w
∫ ∞
0
G(τpi(y, w, k1, x))dF (y)dH(w)
(12)
since in the case of at most one jump one has that P{NT − Nt > 0} =
P{NT −Nt = 1}.
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Proof: With the definitions in (10) we can write
ψpin(t, x, k0) = P
pi
x,k0
{B ∪ C} = P pix,k0{B}+ P pix,k0{C} =
= P pix,k0{A−x,pi ∩ {NT −Nt > 0}}+ P pix,k0{C ∩ A+x,pi ∩ {NT −Nt > 1}} =
= P{NT −Nt > 0}P pix,k0{τpi(Y1,W1, KTNt+1 , x) ≥ Z1 with t+ Z1 ≤ T}+
+P{NT −Nt > 1}·
·P pix,k0
{{
(τpi, (Y1,W1, KTNt+1 , x) < Z1 < T − t)
} ∩ (⋃(Nt+n)∧NTh=Nt+2 {Xh < 0})} =
= P{NT −Nt > 0}
∑1
k1=0
pk0k1
∫ w¯
w
∫∞
0
∫ τpi(y,w,k1,x)∧(T−t)
0
dG(z)dF (y)dH(w)+
+P{NT −Nt > 1}
∑1
k1=0
pk0k1·
· ∫ w¯
w
∫∞
0
∫ T−t
τpi(y,w,k1,x)
ψpin−1(t+ z, x− upi(y, z, w, k1), k1)dG(z)dF (y)dH(w) =
= P{NT −Nt > 0}
∑1
k1=0
pk0k1
∫ w¯
w
∫∞
0
G(τpi(y, w, k1, x))dF (y)dH(w)+
+P{NT −Nt > 1}
∑1
k1=0
pk0k1·
· ∫ w¯
w
∫∞
0
∫ T−t
τpi(y,w,k1,x)
ψpin−1(t+ z, x− upi(y, z, w, k1), k1)dG(z)dF (y)dH(w)
4 Bounds
We first derive bounds on the ruin probability in a general setting that we
then specialize to particular distributions of the random variables that are
involved as well as to the asymptotic case when T ↑ ∞ that will be used for
comparisons with the classical Lundberg bound.
4.1 General results
In this section we base ourselves on results in Diasparra and Romera (2009,
2010) that are here extended to the general setup of the present paper.
Given pi = (b, δ) and defining (see (6)) for t ∈ [0, T ] the random variable
V pit := C(b)Z11{Z1<T−t} − (1−KTNt+1)bY1 +KTNt+1δ
(
eW1 − 1) (13)
we make the following additional assumption
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Assumption 4 The distributions of Z, Y,W are such that there exists at
least one stationary policy pi for which
i) P{V pit < 0} > 0 for all t ∈ [0, T ]
ii) E{V pit } > 0 for all t ∈ [0, T ]
Notice that, if Y has a negative exponential distribution, point i) in Assump-
tion 4 can easily be seen to be satisfied. We give now the following
Definition 5 A stationary strategy pi = (b, δ) will be called admissible if it
satisfies Assumption 4. The set of stationary admissible strategies will be
denoted by A.
For given t ∈ [0, T ], a given initial event k0 ∈ {0, 1} at time t = TNt and
a given stationary policy pi = (b, δ), let, for r ∈ (0, r¯),
`pik0(r) := E
{
e−r V
pi
t | k0
}− 1 (14)
Proposition 6 Under Assumption 4 we have
i) As a function of r, the `pik0(r) is convex with a negative slope at r = 0;
ii) the equation `pik0(r) = 0 has a unique positive root R
pi(k0) that we simply
denote by Rpi0 , so that the defining relation for R
pi
0 is
`pik0(R
pi
0 ) = 0 (15)
Proof: Differentiating under the expectation sign leads to(
`pik0
)′
(0) =
= E
{− [C(b)Z11{Z1<T−t} − (1−KTNt+1)bY1 +KTNt+1δ (eW1 − 1)] | k0} < 0(
`pik0
) ′′(r) = E{[C(b)Z11{Z1<T−t} − (1−KTNt+1)bY1 +KTNt+1δ (eW1 − 1)]2 ·
·e−r
h
C(b)Z11{Z1<T−t}−(1−KTNt+1 )bY1+KTNt+1δ(e
W1−1)
i
| k0
}
> 0
(16)
from which statement i) follows immediately. In view of ii) notice that (see
also Lemma 4.1 in Scha¨l (2005) from point i) in Assumption 4 one obtains
limr↑r¯ `pik0(r) = +∞. This fact, combined with i) leads to ii).
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Inspired by Diasparra and Romera (2009, 2010), define next
Gpi(θ) :=
(∫ θ
0
e−R
pi
0C(b)zdG(z)
e−Rpi0C(b)θG(θ)
)−1
· eRpi0C(b)θ
∫ θ
0
e−R
pi
0C(b)zdG(z) (17)
Since, uniformly in pi and θ,∫ θ
0
e−R
pi
0C(b)zdG(z)
e−Rpi0C(b)θG(θ)
≥
∫ θ
0
e−R
pi
0C(b)θdG(z)
e−Rpi0C(b)θG(θ)
=
e−R
pi
0C(b)θG(θ)
e−Rpi0C(b)θG(θ)
= 1
it follows that, uniformly in pi,
Gpi(θ) ≤ eRpi0C(b)θ
∫ θ
0
e−R
pi
0C(b)zdG(z) ≤ eRpi0C(b)θEpi {e−Rpi0C(b)Z} (18)
In view of the main result of this section, Theorem 10 below, we first
prove
Lemma 7 Given a surplus x at a given initial time t ∈ [0, T ] and an initial
event k0, we have
ψpi1 (t, x, k0) ≤ e−R
pi
0 x (19)
uniformly in pi with Rpi0 the unique positive root of (15).
Proof: Noticing that, whenever an event in A−x,pi occurs, then
P{NT − Nt > 0} = P{NT − Nt = 1}, using (18) and the definition of
τpi(·) in (7), from (12) we have
ψpi1 (t, x, k0)
= P{NT −Nt = 1}
∑1
k1=0
pk0,k1
∫ w¯
w
∫∞
0
G(τpi(y, w, k1, x))dF (y)dH(w)
≤ P{NT −Nt = 1}
∑1
k1=0
pk0,k1E
pi
{
e−R
pi
0C(b)Z
}
· ∫ w¯
w
∫∞
0
exp
[
Rpi0C(b)
C(b)
((1− k1)by − k1δ (ew − 1)− x)
]
dF (y)dH(w)
= P{NT −Nt = 1}
e−R
pi
0 xEpi
{
e−R
pi
0C(b)Z1
}
E
{
e
Rpi0
h
(1−KTNt+1 )bY1−KTNt+1δ(e
W1−1)
i
| k0
}
≤ P{NT −Nt = 1}e−Rpi0 x
where in the next-to-last relation we have used the fact that `pik0(R
pi
0 ) = 0.
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Lemma 8 For given (t, x) we have
ψpin(t, x, k0) ≤ γne−R
pix (20)
uniformly in n ∈ N, pi, and k0 ∈ {0, 1}, where
Rpi := min{Rpi0 , Rpi1} (21)
with Rpik , (k = 0, 1) the unique positive solution of `
pi
k(R
pi
k) = 0 (see (15)) and
γn defined recursively by{
γ1 = 1
γn = γn−1P{NT −Nt > 1}+ P{NT −Nt = 1} (22)
Remark 9 Due to the defining relations (22) it follows immediately that
γn ≤ 1 for all n ∈ N. In fact, using forward induction, we see that the
inequality is true for n = 1 and, assuming it true for n− 1, we have
γn = γn−1P{NT −Nt > 1}+P{NT −Nt = 1} ≤ P{NT −Nt > 0} ≤ 1 (23)
Proof: Before proving (20) let us recall that, for given t, a given k0 = KTNt ∈{0, 1} and with V pit as in (13),
E
{
e−r V
pi
t | k0
}
= `pik0(r) + 1 (24)
On the other hand, `pik0(r) has (see Proposition 6) a negative slope in r = 0
and is convex so that, being `pik0(R
pi
0 ) = 0, for r ∈ [0, Rpi0 ] one has `pik0(r) < 0.
Given that Rpi := min[Rpi0 , R
pi
1 ], it follows that
if Rpi = Rpi0 then `
pi
k0
(Rpi0 ) + 1 = 1
if Rpi = Rpi1 < R
pi
0 then `
pi
k0
(Rpi) + 1 < 1
Concluding we have that
E
{
e−R
pi V pit | k0
} ≤ 1 (25)
The proof of (20) now proceeds by induction. By Lemma 7 the statement
is true for n = 1 and notice that, by the definition of Rpi, e−R
pi
0 x ≤ e−Rpix.
Assume it holds true for n − 1. From Proposition 3, whereby for the first
term on the right hand side of (11) one uses Lemma 7 (see also its proof),
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noticing also that on the event z ≤ τpi(y, w, k, x) one has P{NT −Nt > 0} =
P{NT −Nt = 1} and that e−Rpi0 x ≤ e−Rpix, it follows that
ψpin(t, x, k0) =
= P{NT −Nt = 1}e−Rpi0 x+
+P{NT −Nt > 1}
∑1
k1=0
pk0,k1·
· ∫ w¯
w
∫∞
0
∫ T−t
τpi(y,w,k1,x)
ψpin−1(t+ z, x− upi(y, z, w, k1), k1)dG(z)dF (y)dH(w)
≤ P{NT −Nt = 1}e−Rpix
+P{NT −Nt > 1}γn−1∑1
k1=0
pk0,k1
∫ w¯
w
∫∞
0
∫ T−t
0
e−R
pi [x−upi(y,z,w,k1)]dG(z)dF (y)dH(w)
≤ P{NT −Nt = 1}e−Rpix
+P{NT −Nt > 1}γn−1
e−R
pixE
{
e
−Rpi
h
C(b)Z11{Z1<T−t}−(1−KTNt+1 )bY1+KTNt+1δ(e
W1−1)
i
| k0
}
≤ (P{NT −Nt = 1}+ P{NT −Nt > 1}γn−1)e−Rpix ≤ e−Rpix
where in the next-to-last two expression we have used (25).
We come now to our main result in this section, namely Theorem 10
whose proof follows immediately from Lemma 8 noticing that, see Remark
9, one has γn ≤ 1.
Theorem 10 Given an initial surplus x at a given time t ∈ [0, T ], we have,
for all n ∈ N and any initial event k0 ∈ {0, 1} and uniformly in the control
pi
ψpin(t, x, k0) ≤ e−R
pix
where Rpi := min[Rpi0 , R
pi
1 ].
4.2 Optimizing the bounds
Given the one-step random dynamics for the risk process Xt as specified in
(6) for given t = TNt < T and admissible control action pi = (b, δ), consider
the random variable (see (13))
V pit := C(b)Z11{Z1<T−t} − (1−KTNt+1)bY1 +KTNt+1δ(eW1 − 1) (26)
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The arguments in Remark 1 in Diasparra and Romera (2010) that, see Section
2.1, led us consider stationary constant policies pi = (bNt , δNt) ≡ (b, δ), for
0 < t < T, are based on a stationarity property of the underlying processes
that motivate us to make the following additional
Assumption 11 For T ↑ ∞ the semi-Markov process {KT} achieves a sta-
tionary regime. More specifically, there exists Q0 such that
Pr{K∞ = 0} = Q0 ; Pr{K∞ = 1} = Q1 := 1−Q0
It is intuitively clear that the ruin probability, and consequently also the
bound on the ruin probability, will decrease if one increases the quantity in
(26). Given the stationarity assumption for the strategy of reinsurance and
investment, as well as the i.i.d. property of the sequences Zn, Yn,Wn and
Assumption 11, our static optimization problem becomes the following
Problem: Determine a stationary admissible strategy strategy pi = (b, δ)
that, for a given initial time t maximizes E{V pit } i.e.
Determine argmaxpi∈AE{V pit }
Remark 12 The remark concerns the following:
R.1 Notice that, from the stationarity of the strategy, the proportional rein-
surance assumption, and from the i.i.d. property of Zn and Yn, from
(4) we have
C(b) := c− (1 + θ)(1− b)E{Y1}
E{Z1 ∧ T}
From (26) and Assumption 11 we then obtain
E{V pit } = c− (1 + θ) (1−b)E{Y1}E{Z1∧T} · E{Z1 ∧ T}
− Q0bE{Y1}+Q1δ
(
E{eW1} − 1)
= c− (1 + θ)E{Y1}
+ bE{Y1} [(1 + θ)−Q0]
+ δ Q1
(
E{eW1} − 1)
(27)
R.2 Recall from (16) in the proof of Proposition 6 that for the derivative
˙`pi
k0
(0) at r = 0 we have
˙`pi
k0
(0) = E{−V pit } < 0
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where the negativity follows from Assumption 4 ii) for an admissible
stationary pi ∈ A. Notice also that, if A is nonempty, by maximizing
E{V pit }, we always obtain a negative value for ˙`pik0(0). Recall then from
Proposition 6 i) that `pik0(r) is convex with a negative slope at r = 0. By
maximizing E{V pit } we achieve thus the steepest negative slope of `pik0(r)
at r = 0 which would imply the largest possible value Rpi0 for the solution
of (15) and thus the sharpest bound in Theorem 10, provided that by
maximizing E{V pit } one would not increase the convexity of `pik0(r). To
this effect notice that from the second relation in (16) we obtain that
¨`pi
k0
(r) = E[(V pit )
2e−rV
pi
t |k0]
which expresses the sharpness of the curvature of the convex function
`pik0(r). It is now easily seen that for large values of V
pi
t , which will
result from maximizing E{V pit }, this curvature is small so that indeed,
by maximizing E{V pit }, one gets the largest possible value Rpi0 for the
solution of (15) and thus the sharpest bound in Theorem 10.
From the rightmost expression in (27), which is linear in δ and, due to
the proportional reinsurance assumption, linear also in b, we get that the
optimal stationary strategy, maximizing E{V pit } and thus the bound on the
ruin probability in Theorem 10, takes on extreme values. Since furthermore
Q0 < 1 + θ, we immediately obtain the following
Proposition 13 In the context and under the assumptions of the paper, the
optimal stationary strategy that minimizes the bound on the ruin probability
in Theorem 10 is given by
b∗ = bmax = 1 i.e. no reinsurance
δ∗ =
{
δ if E{eW1} < 1 i.e. if prices tend to decrease
δ¯ if E{eW1} > 1 i.e. if prices tend to increase
(28)
Remark 14 Notice that
R.1 The extreme reinvestment decision b∗ = 1 resulted only from the fact
that, for simplicity of exposition, we had assumed proportional reinsur-
ance. For more general reinsurance schemes, namely for more general
functions h(b, Y ) one may obtain also optimal values that coincide nei-
ther with bmin nor with 1 and this is consistent with known results.
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R.2 Based on arguments in Remark 1 in Diasparra and Romera (2010) we
had restricted ourselves to stationary strategies. By relaxing this re-
striction, one would then, instead of maximizing E{V pit }, choose adap-
tively at each event time Tn the strategy pin = (bn, δn) to maximize
E{V pin | KTn} = C(bn)E{Z11{Z1<T−Tn}}
−(1− E{KTn+1 | KTn})bnE{Y1}+ E{KTn+1 | KTn}δn(E{eW1} − 1)
(29)
which results from the fact that (Zn, Yn,Wn) were supposed i.i.d. in-
dependent of the strategy pi and the transition probability matrix P =
‖pij‖i,j∈{0,1} is independent of the strategy as well. This allows us in
fact to maximize E{V pit } with an adapted strategy pi (the only adapta-
tion is to the currently observed values of KTn) by maximizing with a
forward procedure the right hand side in (29). The remaining impli-
cations are the same as those implied above by the stationary optimal
strategy except that the bound might be improved given that the station-
ary strategies are a subclass of the adapted strategies. Given that the
two optimization problems are very similar (differ only by the adapta-
tion to KTn), the bounds will not differ by too much, especially under
the stationarity Assumption 11.
5 Exponential claims
The crucial step to obtain the bounds in Theorem 10 is to obtain a solution to
equation (15). We investigate now this equation in the special, but relevant
case when Z, Y and W are independent random variables, whereby Z is
distributed negative-exponential with parameter 1/λ > 0 and Y negative-
exponential with parameter 1/η > 0, i.e.
Z ∼ fλ(z) =
1
λ
e−
z
λ , z ≥ 0,
Y ∼ fη(y) =
1
η
e−
y
η , y ≥ 0
For W we only assume that its support, which (see the description after (3))
we consider given by the interval [w, w¯], includes both positive and negative
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values (prices may go up or down); we also allow for its distribution to have
a positive mass at zero implying that, even if we are at a jump time for
the price, the price may actually not move (in this context see also Edoli
and Runggaldier (2010)). Our main purpose here is to compare our bounds
according to Theorem 10 with the classical Lundberg bound that, in fact,
concerns the case of exponential claims.
5.1 Specific form for Equation (15)
We proceed along two steps: first assuming, as we do in the rest of the paper,
a finite horizon T > 0; second, investigating the solution to (15) in the limit
when T ↑ ∞. This solution will then be a basis for the comparison with the
Lundberg bound in the next subsection 5.2.
5.1.1 Equation (15) for finite horizon T > 0
We have the following
Proposition 15 Assume that Z and Y are exponentially distributed with
parameters 1
λ
and 1
η
respectively and W ∈ [w, w¯] a given random variable.
For a fixed t ∈ [0, T ], pi = (b, δ), a given k0 = KTNt and for 0 < r < r¯ := 1bη
the function `pik0(r) in (14) admits the representation
`pik0(r) =
(
1
λrC(b) + 1
[
1− e−(T−t)(rC(b)+ 1λ )
]
− e−T−tλ
)
.
(
pk00
1
1− rbη + pk01
)
.
(
pk00 + pk01 e
rδMeW (−rδ)
)− 1 (30)
The proof of the Proposition is given in the Appendix. Notice also that (see
the proof of the Proposition) the factor 1
1−rbη in (30) results from the moment
generating function E
{
erbY1
}
and this is the reason for the restriction 0 <
r < r¯ := 1
bη
.
As can be seen from (30), even for the given standard distributions, equa-
tion (15) results in a rather complicated expression, for which it is difficult
to obtain an explicit solution. In the absence of an explicit expression for
Rpi0 to be used to obtain the bound in Theorem 10, it appears reasonable to
compare, as we shall do in the next subsection 5.2, the bound obtained in
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this paper with the classical Lundberg bound in the exponential case and for
large values of T , i.e. in the limit when T ↑ ∞.
5.1.2 Asymptotic expression for equation (15) when T ↑ ∞
A more convenient asymptotic expression for equation (15) can be obtained
on the basis of Assumption 11. Under this assumption there is in fact no
more statistical dependence of KTn on K0 = k0 and we have 1{Z1<T−t} = 1
a.s.
From (30) in Proposition 15 we immediately obtain
Corollary 16 For Z and Y exponentially distributed with parameters 1
λ
and
1
η
respectively and W ∈ [w, w¯] a given random variable, under Assumption
11 we have
lim
T→∞
(`pik0(r)+1) =
1
1 + rC(b)λ
[Q0
1
1− rbη+Q1][Q0+Q1.e
rδMeW (−rδ)]. (31)
uniformly in r ∈ (0, 1
bη
).
In the next section 5.2 we discuss a sufficient condition for which, in
the exponential case and asymptotically for T ↑ ∞, our bound according
to Theorem 10 is stronger than the Lundberg bound. Since, according to
Assumption 11 and the ensuing Corollary 16, the function `pik0(r) in (14) does
not anymore depend on k0, we rewrite equation (15) in the form
`pi(Rpi) = 0 (32)
and consider its solution Rpi as the value to be used in the asymptotic bound
in Theorem 10.
5.2 Comparison with the Lundberg bound
(exponential case and asymptotically for T ↑ ∞)
Assume in the standard risk model that Y is a negative-exponential random
variable with parameter 1/η and moment-generating function MY (r). Given
an initial wealth x, the classical Lundberg bound on the ruin probability is
given by e−RLx, where RL is the solution of
MY (r)− 1 = c
1/η
r
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namely of
1
1− rη − 1 =
cr
1/η
, r < 1/η
where c is the premium rate which, according to iii) in Assumption 1 (see
also point ii) in the ensuing Remark 2), satisfies c ≥ 1.
The value RL with
1
η
> RL = (1/η)(1− 1/c) > 0 (33)
is thus the Lundberg adjustment coefficient that refers to the classical risk
model without reinsurance and investment in the financial market (see e.g.
Asmussen (2000)). This bound is evaluated for the case when the insurer
pays the total amount of the claim, i.e. b = 1, but in fact b ∈ [bmin, 1]
and the so the actual amount paid by the insurer comes from a negative-
exponential distribution with parameter 1
bη
. We thus have to consider this
fact in the Lundberg adjustment coefficient so that it can be considered to
satisfy, instead of (33), the following
1
bη
> RL = (1/bη)(1− 1/c) > 0. (34)
Our purpose is now to compare, in the exponential case and for T →∞,
the Lundberg bound eRLx with the bound eR
pix that we obtain according to
Theorem 10. We shall in fact discuss sufficient conditions for which our bound
is sharper, namely RL < R
pi. These conditions involve also the stationary
strategy pi = (b, δ), in particular the investment δ in the financial market, .
To this effect recall from Proposition 6 that the function `pik0(·) is convex
with a negative slope at the origin and it has a unique positive root in Rpi0 .
The same holds evidently true also for `pi(·) in (32) and its root Rpi. Checking
for RL < R
pi becomes then equivalent to verifying whether `pi(RL) < 0. We
shall actually verify this latter condition in the equivalent form
`pi(RL) + 1 < 1 (35)
where, we recall, 0 < 1
bη
(
1− 1
c
)
= RL <
1
bη
.
From (31) in Corollary 16 we now have that, asymptotically for T →∞,
`pi(RL) + 1) + 1
=
[
1
1+RLC(b)λ
]
[Q0
1
1−RLbη +Q1][Q0 +Q1.e
RLδMeW (−RLδ)].
(36)
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5.2.1 No investment in the financial market
We first consider the case of no investment in the financial market, i.e. δ = 0,
for which the third factor on the right hand side in (36) is equal to 1 so that
condition (35) reduces to verifying whether the product of the first two factors
in (36) is less than 1. We have
Proposition 17 Assuming δ = 0, the following holds
i) If λ (c−1)
η c
< 1 then one can choose c∗ such that bmin ≤ λ (c−1)η c . For all
reinsurance levels for which
bmin ≤ b ≤ λ (c− 1)
η c
(37)
one then has that property (35) holds and, furthermore, these values of
b satisfy bη − λ < 0.
ii) If bminη − λ > 0 then condition (35) cannot be assured as long as δ = 0.
Proof: For δ = 0 and recalling that RLbη < 1, λ > 0, Q0 + Q1 = 1, c
∗ ≤
C(b) ≤ c, equation (36) becomes
`pi(RL) + 1 =
1
1 +RLC(b)λ
(Q0
1
1−RLbη +Q1)
=
Q0 +Q1(1−RLbη)
(1 +RLC(b)λ)(1−RLbη)
=
1−Q1 +Q1(1− 1bη (1− 1c )bη)
(1 + 1
bη
(1− 1
c
)C(b)λ)(1− 1
bη
(1− 1
c
)bη)
=
1−Q1(1− 1c )
(1 + 1
bη
(1− 1
c
)C(b)λ)(1− (1− 1
c
))
=
1−Q1(1− 1c )
(1 + 1
bη
(1− 1
c
)C(b)λ)1
c
≤ c(1−Q1(1−
1
c
))
(1 + 1
bη
(1− 1
c∗ )c
∗λ)
=
c(1−Q1) +Q1
(1 + 1
bη
(1− 1
c∗ )c
∗λ)
≤ c+Q1
1 + λ
bη
(c∗ − 1) (38)
To obtain property (35) it thus suffices that
c ≤ Q0 + λ
bη
(c∗ − 1) (39)
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This condition (39) has to be made compatible with 0 < c∗ ≤ c where c > 1.
For this it suffices that c, b, η, λ are such that
c ≤ Q0 + λ
bη
(c∗ − 1) ≤ Q0 + λ
bη
(c− 1) (40)
A sufficient condition for (40) to hold, namely that there exists c∗ with 0 <
c∗ ≤ c satisfying that condition is
c (bη − λ) < Q0bη − λ (41)
Notice that condition (40) implies λ
bη
> 1 or bη − λ < 0 (thereby showing
the last statement in point i) of the Proposition) and so from (41) we also
obtain, as it should c > λ−bη
λ−Q0bη ≥ 1.
Under the condition in point i) of the Proposition we now see that if we
choose b according to (37) (recall that C(b) is monotonically increasing in b
with C(bmin) = c
∗ > 0 and C(1) = c > 1), then c (bη−λ) ≤ λ(c−1)−cλ = −λ
and so, a fortiori, we have (41) and with it the required property (35).
On the other hand, under the condition ii) of the Proposition we have
bη − λ > 0 for all b ∈ [bmin, 1]. In this case, since c > 1 and Q0 < 1, the
sufficient condition (41) does not hold and we are unable to state whether
condition (35) holds unless we involve also the third factor in equation (36),
i.e. we invest in the financial market.
5.2.2 Investment in the financial market
Assume now that the product of the first two terms on the right side in (36)
cannot be guaranteed to be less than 1 and let us assume that it is equal to a
value 1
Γ
> 1. We now show that, if the financial market situation is favorable
then by investing appropriately according to a δ > 0, we can make the third
factor on the right in (36) less than Γ < 1 so that (35) holds. To simplify the
technical aspects we assume that W is a discrete random variable taking the
three values W ∈ {w, 0, w¯} with probabilities p1, p2, p3 respectively (more
generally we could have a continuous random variable with a point mass of
p2 at 0 and with P{W ∈ [w, 0)} = p1, P{W ∈ (0, w¯] = p3). We have
21
Proposition 18 Assume that the market situation is favorable in the sense
that for the probability of a price increase we have
p3 ≥
exp
[
− 1
η
(
1− 1
c
)
δ (ew − 1)
]
− Γ
exp
[
− 1
η
(
1− 1
c
)
δ (ew − 1)
]
− exp
[
− 1
η
(
1− 1
c
)
δ (ew¯ − 1)
] (42)
then by choosing the amount δ to be invested in the financial market such
that
δ > − log Γ
1
η
(
1− 1
c
)
(ew¯ − 1) (43)
which makes the right hand side of (42) less than 1, we have that the third
factor in (36) is less than Γ (we assume implicitly that the upper bound δ¯ is
chosen to be larger than the expression on the right side in (43).)
Proof: Written in explicit form, the requirement for the third factor in (36)
to be less than Γ becomes
eRLδMeW (−RLδ) =
= p1e
−RLδ(ew−1) + p2 + p3e−RLδ(e
w¯−1)
= (1− p2 − p3) e−RLδ(ew−1) + p2 + p3e−RLδ(ew¯−1) ≤ Γ < 1
(44)
namely that
p3
[
e−RLδ(e
w¯−1) − e−RLδ(ew−1)]+ p2 [1− e−RLδ(ew−1)]
≤ Γ− e−RLδ(ew−1)
(45)
a condition that, as can easily be seen, cannot be satisfied for δ = 0. It is
also easily seen that, for (45) to be satisfied, it suffices that
p3
[
e−RLδ(e
w−1) − e−RLδ(ew¯−1)
]
≥ e−RLδ(ew−1) − Γ (46)
and for this we have to require that
p3 ≥ e
−RLδ(ew−1) − Γ
e−RLδ(ew−1) − e−RLδ(ew¯−1) (47)
which, recalling that RL =
1
η
(
1− 1
c
)
, becomes (42). It remains to make sure
that the right hand side in (47) is less than 1, which can easily be seen to be
the case if e−RLδ(e
w¯−1) < Γ, a condition that reduces to (43) when replacing
RL with its explicit expression.
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6 Appendix: Proof of Proposition 15
By (13) we have, for t ∈ [0, T ] given, that (14) is equivalent to
`pik0(r) + 1 = E{e−rV
pi
t |k0}
= E{exp(−rC(b)Z11{Z1<T−t})|k0}.E{exp(r(1−KTNt+1)bY1)|k0}
·E{exp(−rKTNt+1δ(eW1 − 1))|k0}
= I · II · III (48)
We now consider I, II and III separately.
• Factor I : Note that the random variable {Z11{Z1<T−t}} is independent
of the event K0 = k0.
I = E{exp(−rC(b)Z11{Z1<T−t})|k0} =
∫ ∞
0
e−rC(b)z1{z<T−t}
1
λ
e−
z
λdz
=
∫ T−t
0
e−rC(b)z
1
λ
e−
z
λdz +
∫ ∞
T−t
1
λ
e−
z
λdz
=
1
λ
∫ T−t
0
e−z(rC(b)+
1
λ
)dz +
∫ ∞
T−t
λ
e−wdw
=
1
λ(rC(b) + 1
λ
)
∫ (T−t)(rC(b)+ 1
λ
)
0
e−sds+
∫ ∞
T−t
λ
e−wdw
=
1
λrC(b) + 1
[
1− e−(T−t)(rC(b)+ 1λ )
]
− e−T−tλ . (49)
• Factor II : Note that in this case, we do not have independence of
the random variable {(1 − KTNt+1)bY1} from the event K0 = k0.We
make use of the moment-generating function of a negative-exponential
random variable with parameter 1
η
, i.e
MY (s) = E{esY } = (1− sη)−1, for s < 1/η.
Thus, we have
II = E{er(1−KTNt+1 )bY1|k0} = E{E{e(1−KTNt+1 )rbY1 |KTNt+1 , k0}|k0} =
= Pr{KTNt+1 = 0/k0}E{erbY1}+ Pr{KTNt+1 = 1/k0} =
= pk00
1
1− rbη + pk01, being 0 < r < 1/bη. (50)
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• Factor III : Note that in this case, we do not have independence of the
random variable {KTNt+1δ(eW1 − 1)} from the event K0 = k0.
III = E{exp(−rKTNt+1δ(eW1 − 1))|k0} = E{E{e
(−rKTNt+1δ(e
W1−1))|KTNt+1 , k0}|k0}
= Pr{KTNt+1 = 0/k0}+ Pr{KTNt+1 = 1/k0}E{e−rδ(e
W1−1)}
= pk00 + pk01 e
rδMeW (−rδ), (51)
The statement now follows.
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