can address these issues and also improve the search quality [6] . Using a similarity measure is a quantitative way to define two documents as near-duplicates [7] . For a collection of text documents, an appropriate document representation model is required, such as Vector Space Model (VSM) [9] . According to VSM, each document is represented as an M-dimensional vector in which each dimension corresponds to a vocabulary term or a feature. The exact ordering of terms in the document is also discarded (the Bag-of-Words Model [3] ). The vocabulary includes all terms that appear in the document collection. A term or feature can be a single word, multiple words, a phrase 1 or other indexing units [9, 10] . The weight of a term represents the importance of it in the relevant document and is assigned by a term weighting scheme [11] . Term frequency (tf ) [3] , inverse document frequency (idf ) [12] , or multiplication of tf and idf (tf-idf ) [13] [14] [15] are commonly used term weighting schemes. In large-scale text document collections, using VSM results sparse vectors, i.e., most of the term weights in a document vector are zero [16, 17] . High dimensionality can be a problem for computing the similarity between two documents. Using VSM, there are numerous measures to calculate pairwise document similarity. For instance, Euclidean distance is a geometric measure used to measure the distance between two vectors [18, 19] . Cosine similarity compares two documents with respect to the angle between their vectors [11] . Similar to two previous measures, Manhattan distance is also a geometric measure [20, 21] . For two 0-1 vectors, 2 the Hamming distance [17] is the number of positions at which the stored term weights are different. The Chebyshev distance [16] between two vectors is the greatest of absolute differences along any dimension. A similarity measure for text processing (SMTP) [17] is used for comparing two text documents. SMTP can also be extended to measure the similarity between two document collections. Heidarian and Dinneen [18] proposed a novel geometric measure to determine the similarity level between two documents. An Information-Theoretic measure for document Similarity (IT-Sim) is a similarity measure based on information theory [22] . Based on the Suffix Tree Document (STD) model, Chim and Deng [23] proposed a phrase-based measure to compute the similarity between two documents. Sohangir and Wang [16] proposed a new document similarity measure, named Improved Sqrt-Cosine (ISC) similarity. Jaccard coefficient [24] calculates the ratio of the number of terms used in both documents to the number of terms used in at least one of them. In context of document classification and clustering, there have been numerous researches on the effectiveness of different similarity measures. For instance, Subhashini et al. [25] evaluated the clustering performance of different measures on three web document collections. The results of their experiment showed that Cosine similarity performs better than Euclidean distance and Jaccard coefficient. Hammouda and Kamel [9] proposed a system for web document clustering. In their system, a phrase-based similarity measure was used to calculate the similarity between two documents. D'hondt et al. [11] proposed a novel dissimilarity measure for document clustering, called pairwise-adaptive. This Cosine-based measure selects the K most important terms of each document based on their weights and reduces the dimensionality to the document's most important terms. Thus, pairwise-adaptive has lower computational burden and is applicable in high dimensional document collections. Lin et al. [17] used SMTP for text clustering and classification. Moreover, the effect of various similarity measures on the performance of near-duplicates detection has been investigated in recent researches. For instance, Rezaeian and Novikova [8] used Hamming distance to discover plagiarism in Russian texts. Xiao et al. [7] proposed a new algorithm, which is useful in detecting near-duplicate documents. They adopted their proposed algorithm to commonly used similarity measures, such as Jaccard coefficient, Cosine similarity, and Hamming distance. Hajishirzi et al. [26] proposed a new vector representation for documents. Using their method, Jaccard coefficient and Cosine similarity provide higher near-duplicates detection accuracy.
As explained in more detail in "Proposed similarity measure" section, most of the similarity measures judge the closeness of two documents to each other based on the term weights. Although, term weights provide important information about the similarity between two documents, sometimes similarity judgment based on the term weights alone is not sufficient. The motivation behind the work in this paper is that we believe that pairwise document similarity should be based not only on the term weights but on the number of terms appeared in at least one of the two documents, as well. In this paper, we propose a new measure to compute the similarity between two text documents. In this symmetric measure, the similarity increases as the number of terms used in both documents, present terms, and the information content associated with these terms increases. Furthermore, the terms used in only one of the two documents, presence-absence terms, contribute to the similarity measurement.
We conduct a comprehensive experiment to evaluate the effectiveness of our proposed measure on the performance of several text mining applications, including near-duplicates detection, single-label classification, and K-means like clustering. The obtained results show that our proposed similarity measure improves the efficiency of these algorithms. The rest of this paper is organized as follows: "Related work" presents the background of similarity measures. "Proposed similarity measure" section introduces the proposed similarity measure. "Methods" and "Results and discussion" sections discuss experiment details and experimental results, respectively. Finally, the conclusion and the discussion about future work are given in the last section.
Related work
In this paper, the VSM is selected as the document representation model; d is the vector of document d. Furthermore, M and N indicate the size of vocabulary and the number of documents in the document collection, respectively. Some of the measures have been briefly reported in the previous section, but this section covers some popular measures for computing the similarity between two text documents.
Cosine similarity [16] computes the Cosine of the angle between
where d is the Euclidean norm of the vector d and
Using positive term weights, Cosine similarity ranges from 0 to 1.
(1) Euclidean distance [27] between two documents is defined as follows (w ji is the ith term weight in document j):
Manhattan distance or "sum-norm" [28] computes the sum of absolute differences between the respective coordinates of two document vectors:
Chebyshev distance or "max-norm" [19] is the greatest of absolute differences along any coordinate of two document vectors:
Jaccard coefficient [29] measures the overlap between two documents each represented by a set:
Using real-valued features, Extended Jaccard coefficient (EJ) [24] is a length-dependent similarity measure:
Lin [28] proposed an information-theoretic definition of similarity. According to his definition, the similarity between two objects is the ratio of information which two objects share in common to the information describing both objects. IT-Sim [22] was proposed with respect to Lin's definition of similarity:
where p d,t is the normalized occurrence of term t in document d and π(t) is the fraction of the collection documents containing term t.
SMTP [17] calculates the similarity between two documents and considers a constant penalty, λ, for any presence-absence term:
The presence or absence of a term is more important than the difference between two non-zero weights of a present term. 2. The similarity degree between two documents should decrease when the difference between two non-zero weights of a present term increases. 3. The similarity degree should decrease when the number of presence-absence terms between two documents increases. 4. Two documents are least similar to each other, if there is no present term between them. 5. The similarity measure should be symmetric:
6. The distribution of term weights in the document collection should contribute to the similarity measurement.
According to these properties, the measures described in "Related work" section have one or more deficiencies. For example, Cosine similarity does not satisfy Properties 3 and 6, and Euclidean distance does not meet Properties 1, 3, 4, and 6 [17] .
Although SMTP was proposed based on these properties, some drawbacks influence its performance and accuracy: First, SMTP cannot calculate similarity when the standard deviation of a particular term is (or tends to) zero. Nagwani [30] proposed an improvement to cover this imperfection and added a supplementary condition to (10) . A new version of N * (d 1i , d 2i ) is given in (12) and the equations for Second, λ is determined according to the properties of document collection, therefore all presence-absence terms have identical importance; that is, the weight of presenceabsence terms has no contribution to the similarity measurement and also the weight distribution is only taken into consideration for the present terms.
Careful examination of similar documents in different instances showed that two documents with the highest similarity degree use almost identical term sets. In other words, the more terms two documents have in common, the more similar they are. In such cases, some of the well-known measures cannot recognize the most similar documents. The following example clarifies the case. Suppose three documents d 1 , d 2 , and d 3 with four terms and tf as term weighting scheme. Further, the terms are not shared by all the documents of the collection. Our goal is to find the most similar document to d 1 .
Example 1
Using Manhattan distance, the distance between 
Example 2
In another example, suppose we have three documents as follows: It is obvious that both documents d 1 and d 2 talk about one types of garden, which contains only vegetables. But the third document talks about types of vegetables which are beneficial for your health. Although, the second document is the most similar one to the first document, EJ and Euclidean distance select d 3 as the most similar document to d 1 :
As can be seen from previous examples, the measures described in "Related work" section, such as EJ, Euclidean, Manhattan, and Cosine, are insufficient to determine the most similar documents, because they judge the similarity between two documents based on the term weights alone. Based on these observations, we conclude that an appropriate similarity measure should take the number of present terms into account to achieve more accurate similarity value.
However, the number of present terms offers efficient benefits to the similarity calculation between two documents, but it alone is not sufficient. Third example clarifies this case (we have the same assumption mentioned in Example 1).
Example 3
In this example, if we want to find the most similar document to d 1 , the number of present terms alone cannot help, because d 2 The third example shows that the number of present terms alone cannot capture all the similarity information between documents and the term weights are still required. But in cases like Examples 1 and 2, the number of present terms can help to find documents with the highest similarity degree.
. Pairwise document similarity measure
In this section, we introduce the proposed similarity measure. As explained earlier, the number of present terms and their weights play an important role in accurately judging the similarity between the documents and help find the most similar ones. The idea is that the shared information content created by more number of present terms is more informative than that created by fewer present terms. In other words, if two documents use similar term sets, they tend to have more similar content and theme. Based on this idea, we add a new property to the preferable properties mentioned earlier for a similarity measure:
7. Similarity degree should increase when the number of present terms increases.
We also suggest ignoring 6th property, which is related to the weight distribution of terms in the document collection. According to 6th property, the importance of a term in the document collection (discrimination power [3] ) is essential and the term with higher idf is more informative. But this property can be involved in the term weighting scheme rather than the similarity measure. This makes the process of assessment easier and we can also check the effect of different term weighting schemes on the performance of similarity measures. For example, if we use tf-idf as the term weighting scheme, the importance of rare terms, which have higher idf, is considered in similarity measurement. Table 1 shows the lack of preferable properties in the similarity measures mentioned in "Related work" section.
Based on the modified version of preferable properties for a similarity measure, we propose a new similarity measure, called PDSM (pairwise document similarity measure). PDSM is defined in (13):
Where intersection and union of two documents are calculated as follows (w ji > 0 is the ith term weight in document j):
Min(w 1i , w 2i ) d 2 ) are the number of present terms and the number of absent terms, respectively. To avoid Divide-by-Zero error, 1 is added to numerator and denominator. Like most of the similarity measures, such as Cosine similarity and Euclidean distance, the time complexity of PDSM is linear to the dimensionality of the document vector (i.e. O(M)). We assess PDSM based on the modified version of preferable properties for the similarity measure in the following. 
Max(w 1i , w 2i ). 
Methods
In order to test the effectiveness of our proposed similarity measure, we apply PDSM in several text mining applications, including the shingling algorithm for near-duplicate documents detection [3] , k Nearest Neighbors (kNN) for single-label classification [3] , and K-means clustering [31, 32] . In this experiment, the VSM is selected as the document representation model. Further, the programming languages used are C and Python. The experiment is performed on the machine which its properties are represented in Table 2 .
In the context of kNN and K-means, we compare the performance of PDSM with that of other four measures, Euclidean distance, Cosine similarity, EJ, and Manhattan. Moreover, to see the effect of different term weighting schemes on the performance of PDSM, we employ some popular weighting schemes, including tf and tf-idf. We also apply the Cosine normalization factor (16) [33] to tf and tf-idf (tf-normal and tf-idf-normal).
In the shingling algorithm, we use PDSM and Jaccard coefficient as the similarity measure. 
Applications
This section gives a brief description for three applications used in this experiment. [31] is one of the mostly used clustering algorithms. It is generally very fast and simple. Using K-means, the document collection is clustered as follows (the number of clusters, K, is specified in advance):
K-means clustering

K-means
1. K documents are selected randomly as initial cluster centers or seed-points. 2. Each document d in the document collection is assigned to one of the K clusters whose center is closest to d. The closeness between the cluster centers and d is calculated by a similarity measure or distance metric. 3. For each cluster, c i , its center is set to the mean of the documents in c i . 4. Steps 2 and 3 are repeated until a stopping criterion is met (e.g. until all cluster centers converge or a fixed number of iterations has been completed).
kNN classification
When each document in the document collection belongs to only one category, kNN [3] is one of the well-known classification algorithms. Generally, in the context of classification, documents of the collection are partitioned into two separate sets: a training set, which is used to learn a classifier, and a test set, which is used to evaluate the performance of the learned classifier. Using kNN classification, the category (class) of a given document d is obtained as follows (the parameter k is specified in advance):
1. Using a similarity measure or distance metric, the closeness between d and all the documents in the training set is calculated. 2. The class of d is assigned to the majority class of its k nearest neighbors.
The shingling algorithm
Shingling [6] is a well-known solution to the problem of detecting near-duplicate documents. In the shingling algorithm, each document is converted to a set of all consecutive sequences of k terms, called k-shingles, where k is a parameter. Two documents are nearduplicate, if their k-shingles are nearly the same. In this algorithm, a similarity measure is used to measure the degree of overlap between k-shingles. Jaccard coefficient is the commonly used similarity measure in the shingling algorithm. If the similarity of two documents is more than a given threshold, the algorithm regards them as near-duplicates otherwise original ones. 
Document collections
In this experiment, we use two document collections, named Reuters-8 (R8) [34, 35] and WebKB [34, 35] , respectively. WebKB and R8 are publicly available in [35] . Table 3 shows the properties of R8 and WebKB. The ModApte split of Reuters-21,578 collection contains documents appeared in Reuters newswire in 1987. This collection is manually collected and labeled. R8 [34] is one of the subsets of Reuters-21,578 and contains only single-labeled documents. R8 contains 8 of the 10 most frequent classes containing at least one training and one test document. Category (class) distribution for the R8 collection is presented in Table 4 .
The WebKB collection contains web pages collected by the World Wide Knowledge Base (Web→KB) project of the CMU 3 text learning group in 1997. These documents belong to the computer science departments of various universities and are manually classified into 7 categories. In the version used in this experiment, three categories were ignored, because they only contained a few pages from each university or the differences among the documents of each category were high [34] . In the WebKB collection, documents are randomly split into training and test sets. Category (class) distribution for the WebKB collection is presented in Table 5 . Porter stemmer [36] has been applied to both collections and stop words [37] and words with less than three characters are also removed.
To investigate the performance of PDSM in detecting near-duplicate documents, we have prepared two various document sets (Table 6 ), WebKB_NDD [38] (WebKB_near duplicate detection) and R8_NDD [38] (R8_near duplicate detection), which are subsets of WebKB and R8, 4 respectively. Each set contains 1000 documents selected randomly. Moreover, we manually changed the content of some documents to create near-duplicates.
Evaluation metrics
In order to investigate the quality of clusters created by K-means with different similarity measures, ACcuracy (AC) (17) and Entropy (En) (18) [17] are adopted. AC tells us how many documents with the identical label are assigned to the same cluster. The higher the AC, the better the cluster is. On the other hand, En gauges the homogeneity of the cluster [9] . The higher the entropy of a cluster, the more inferior the cluster is.
(17 In the ith cluster, n i is the cluster size, max i is the majority number of documents with the identical label, and n j i is the number of documents with label j. To evaluate the kNN classifier's quality, we use ACcuracy [17] (AC) (19) . AC compares predicted label of each document, c' i , with its target label, c i .
where N' is the size of the test set. For the ith document, if c' i = c i , then E c i , c ′ i = 1, otherwise 0.
The performance of the shingling algorithm is evaluated by precision (20) and recall (21) [6, 8] : tp is the number of near-duplicates detected correctly, fp is the number of completely different documents detected as near-duplicates, and fn is the number of near-duplicates that are not recognized. As a more complete criterion, F-measure (22) [3, 6, 8] is the weighted harmonic mean of recall and precision. This measure trades off precision versus recall.
Results and discussion
In this section, we provide the results of our experiments and compare the performance of PDSM with that of other similarity measures used in kNN, K-means, and the shingling algorithm.
Classification results
In this section, kNN classification results are presented. For WebKB and R8, we trained the kNN classifier on the training set and evaluated it on the test set, using AC defined in Eq. (19) . Figure 1 shows the classification accuracies obtained by kNN with different measures using different values of k (k = 1 -15) on the test set of WebKB and R8, respectively, in tf weighting scheme. The results show that PDSM outperforms the other measures in all cases. Further, the performance of Cosine is very close to that of EJ in both WebKB and R8. Tables 7 and 8 show the classification accuracies obtained by kNN with different measures using different values of k (k = 1-15) on the test set of WebKB and R8, respectively, in tf-idf weighting scheme. Again, PDSM performs better than the others in all cases, regardless of the values of k. Figure 2 presents the average accuracies obtained by kNN with different measures on the test set of WebKB and R8, respectively, in tf and tf-idf weighting schemes. The results show that PDSM offers the best performance in AC for both document collections. In this experiment, Manhattan distance has the worst performance in all cases. Figure 3 shows the effect of different term weighting schemes and also Cosine normalization factor on the average accuracy of kNN with PDSM on the test set of WebKB and R8, respectively. As shown in this figure, tf and tf-normal offer the best performance in WebKB and R8, respectively; however, they are less informative than tf-idf or tf-idfnormal and do not carry any information about the discrimination power of terms.
Clustering results
The results of K-means clustering are presented in this section. In this experiment, we performed K-means on the combination of the test set and the training set and the quality of the clustering was evaluated by AC and En (Eqs. (17) and (18), respectively). Because seed-points are selected randomly, K-means was executed 10 times. Thus, we ( 5:52 are confident that results are not obtained by chance. We also applied different values of K to K-means. Therefore, the results are not biased by any values of K. Figure 4 shows the clustering accuracies obtained by K-means with different measures using different K values on WebKB and R8, respectively, in tf weighting scheme. From this figure, Cosine results in a higher AC value and PDSM works well. Figure 5 shows the En values obtained by K-means with different measures on WebKB and R8, respectively, in tf-idf weighting scheme. Similarly, Cosine results in a higher AC value and PDSM works well. For example, for K = 5, Cosine achieves the best performance in AC for WebKB and PDSM is the runner-up. Table 9 shows the AC values obtained by K-means with different values of K (K = 5-30) on WebKB in tf-normal weighting scheme. As shown in this table, PDSM offers the best performance in AC for WebKB when K is 5 and 10. The overall results show that Manhattan distance achieves the worst performance in AC and En. Tables 10, 11 , and 12 shows the category distribution in clusters generated by 5-means with PDSM, Euclidean, and Cosine, respectively, on WebKB in tf-normal weighting scheme. Based on these tables, PDSM performs better than the others and is more successful in putting together documents with the same labels in the same cluster. Tables 13 and 14 show the category distribution in clusters produced by 8-means with PDSM and Cosine, respectively, on R8 in tf-idf weighting scheme. From Tables 13 and 14 and Fig. 5b , the overall clustering results show that Cosine achieves the best performance in En for R8, although PDSM is more successful than Cosine in putting together documents with the same label in the same cluster. For instance, PDSM puts together 73.72% of documents with label Earn in the same cluster, which is 36.09% more than Cosine. As another example, PDSM puts together 75.77% of documents with label Money-fx in the same cluster, which is 24.57% more than Cosine. Figure 6 shows the effect of different term weighting schemes and also Cosine normalization technique on the En values obtained by K-means with PDSM on WebKB and R8, respectively. tf-idf-normal offers the best entropy for both WebKB and R8.
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Near-duplicates detection results
In this section, the results of PDSM performance in detecting near-duplicate documents are given. To evaluate the quality of results, we used precision, recall, and F-measure (Eqs. (20) , (21) , and (22), respectively). We performed the shingling algorithm with PDSM and Jaccard coefficient on WebKB_NDD and R8_NDD. We also considered different values of shingle size to see the effect of k on the performance of similarity measures. Furthermore, the threshold of similarity was 0.5. The number of occurrences of shingle, s, in document, d, was considered as the weighting scheme. Tables 15 and 16 show precision, recall, and F-measure obtained by the shingling algorithm with PDSM and Jaccard coefficient, respectively, on WebKB_NDD. From these tables, PDSM offers the best performance in precision, recall, and F-measure. Jaccard coefficient is runner-up; however, it performs as well as PDSM for k = 4 and k = 5. Tables 17 and 18 show precision, recall, and F-measure obtained by the shingling algorithm with PDSM and Jaccard coefficient, respectively, on R8_NDD. As can be seen from these tables, PDSM outperforms Jaccard coefficient, regardless of k values. Jaccard also performs as well as PDSM in terms of recall. 
Conclusion and future research
We have presented a novel similarity measure between two text documents. For each pairwise comparison between two documents, the term weights and the number of present terms contribute to the similarity between both related vectors. Moreover, the proposed measure satisfies preferable properties for a similarity measure. For example, the larger the number of presence-absence terms, the more dissimilar the two documents are. We also added a new property to these preferable properties: the similarity degree should increase when the number of present terms increases. This property is also satisfied by our proposed measure. To investigate the effectiveness of our proposed measure, we applied it in kNN classification, K-means clustering, and the shingling algorithm for near-duplicates detection on two real-world document collections. We also used the new similarity measure in different term weighting schemes. Our proposed measure yields better results than other popular measures of similarity. Although the proposed similarity measure is aimed at comparing two text document vectors, it could be easily adapted to any vector type, such as vector representations of terms based on the contexts in which they appear in a collection [39] . Also, the experimental results have shown that the performance of the proposed measure could depend on the type of application, the document collection, and the term weighting scheme. It would be a very interesting topic to investigate the performance of our measure in other ML applications that use similarity measures, such as hierarchical agglomerative Authors' contributions MO was the major contributor in conception and design, and also implemented and performed the algorithms. MZ helped for the interpretation of the results of this experiment and was involved in the preparation of the manuscript and also critically revised it. The manuscript was written by MO. Both authors read and approved the final manuscript.
