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Abstract This paper investigates the exact number of limit cycles given by the
averaging theory of first order for the piecewise smooth integrable non-Hamiltonian
system
(x˙, y˙) =


(−y(x+ a)2 + εf+(x, y), x(x+ a)2 + εg+(x, y)), x ≥ 0,
(−y(x+ b)2 + εf−(x, y), x(x+ b)2 + εg−(x, y)), x < 0,
where ab 6= 0, 0 < |ε| ≪ 1, and f±(x, y) and g±(x, y) are polynomials of degree n.
It is proved that the exact number of limit cycles emerging from the period annulus
surrounding the origin is linear depending on n and it is at least twice the associated
estimation of smooth systems.
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1 Introduction and the main results
In recent years the studying of discontinuous differential systems has become one
of the frontiers between mathematics, physics and engineering. This interest has
been stimulated by discontinuous phenomena in mechanics, electrical engineering,
biology, and the theory of automatic control(see, for instance, [1],[9],[16], [27] and
the references therein).
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As in the smooth differential systems, one of the main problem is to determine
the number of limit cycles and their distributions. Therefore, the studying of pe-
riodic solutions of discontinuous differential systems can be seen as an extension
of the Hilbert’s 16th problem. For the study of Hilbert’s 16th problem, we refer
[4],[12],[15],[17],[18] and the references therein.
The piecewise differential systems with two zones separated by a straight line is
the simplest case, and they can be expressed as follows:
(x˙, y˙) =


(p+(x, y), q+(x, y)), x > 0,
(p−(x, y), q−(x, y)), x < 0,
(1.1)
where p± and q± are C∞ functions. We call system (1.1) to be a linear(resp.quadratic
or cubic) piecewise smooth differential system if each of its sub-systems is lin-
ear(resp.quadratic or cubic).
For the general piecewise smooth differential systems (1.1), Coll et al. [5] ob-
tained the expressions for the first three Lyapunov constants. In [7], [8] and [14], the
authors investigated the number of limit cycles for linear piecewise smooth differen-
tial systems. In [3], [23] and [25] the authors studied the number of limit cycles or
the bounded solutions for quadratic piecewise smooth differential systems. In [13],
[20-21] and [28-29], the authors discussed the number of limit cycles bifurcating from
the the period annulus, or near the origin, or near the generalized polycycles of the
piecewise smooth Hamiltonian systems.
In [23], Llibre and Mereu studied the maximum number of limit cycles given by
the averaging theory of first order for discontinuous differential systems, which can
bifurcate from the periodic orbits of the quadratic isochronous centers
x˙ = −y + x2, y˙ = x+ xy
and
x˙ = −y + x2 − y2, y˙ = x+ 2xy (1.2)
when they are perturbed insider the class of all discontinuous quadratic polynomial
differential systems with the straight line of discontinuity y = 0.
In [19], Li and Liu studied the following piecewise smooth perturbed integrable
differential system
(x˙, y˙) =


(−y(ax+ 1) + εf+(x, y), x(ax+ 1)) + εg+(x, y), x ≥ 0,
(−y(bx+ 1) + εf−(x, y), x(bx + 1)) + εg−(x, y), x < 0,
(1.3)
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where a, b ∈ R, 0 < |ε| ≪ 1, and f± and g± are arbitrary polynomials of degree n.
In [10], using the averaging method, Gine´ and Llibre studied the maximum
number of limit cycles that can bifurcate from the period annulus surrounding the
origin of the following cubic system
x˙ = −yh(x, y), y˙ = xh(x, y) (1.4)
under the perturbations of arbitrary cubic polynomials, where h(x, y) = 0 is a conic
such that h(0, 0) 6= 0. The conics in R2 are classified as ellipses, complex ellipses,
hyperbolas, two complex straight lines intersecting in real point, two intersecting real
straight lines, parabolas, two real parallel straight lines, two complex parallel straight
lines and one double real straight line. More precisely, a conic h = h(x, y) = 0 is
given by one of the following nine cases:
(E) Ellipse h = (x+ α)2 + (y + β)2 − 1 = 0 with α2 + β2 6= 1.
(CE) Complex ellipse h = (x+ α)2 + (y + β)2 + 1 = 0.
(H) Hyperbola h = (x+ α)2 − y2 − 1 = 0 with α2 6= 1.
(CL) Two complex straight lines intersecting in a real point h = (x+α)2 + (y+
β)2 = 0 with αβ 6= 0.
(RL) Two real straight lines intersecting in a point (Lotka-Volterra systems)
h = (x+ α)(y + β) = 0 with αβ 6= 0.
(P) Parabola h = x− α− y2 with α 6= 0.
(RPL) Two real parallel straight lines h = (x+ α)2 − 1 = 0 with α2 6= 1.
(CPL) Two complex parallel straight lines h = (x+ α)2 + 1 = 0.
(DL) One double invariant real straight line h = (x+ α)2 = 0 with α 6= 0.
Motivated by [23], [19] and [10], in this paper, we intend to study the number
of limit cycles that can bifurcate from the period annulus surrounding the origin of
the following cubic system
(x˙, y˙) =


(−y(x+ a)2, x(x+ a)2, x ≥ 0,
(−y(x+ b)2, x(x+ b)2, x < 0,
(1.5)
under the perturbations of all discontinuous polynomial of degree n with the straight
line of discontinuity y = 0. More precisely, we will consider the number of limit
cycles given by the averaging theory of first order for the following piecewise smooth
integrable differential system
(x˙, y˙) =


(−y(x+ a)2 + εf+(x, y), x(x+ a)2 + εg+(x, y)), x ≥ 0,
(−y(x+ b)2 + εf−(x, y), x(x+ b)2 + εg−(x, y)), x < 0,
(1.6)
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where ab 6= 0, 0 < |ε| ≪ 1, and
f±(x, y) =
n∑
i+j=0
a±i,jx
iyj, g±(x, y) =
n∑
i+j=0
b±i,jx
iyj. (1.7)
System (1.5) has the first integral H±(x, y) = x2 + y2 with respect to x ≥ 0
and x < 0, and it is a piecewise smooth integrable non-Hamiltonian system with a
generalized center (0, 0). It has one double invariant straight line (x+a)2 = 0 (resp.
(x+ b)2 = 0) for the case a < 0 (resp. b > 0). Let
r1 :=


−a, a < 0,
+∞, a > 0,
r2 :=


b, b > 0,
+∞, b < 0;
r0 := min{r1, r2}, (1.8)
and denote by H(n) the maximum number of limit cycles of system (1.6) bifurcating
from the period annulus
⋃
0<h<r0
Lh for all possible f
±(x, y) and g±(x, y) satisfying
(1.7) up to the first order averaging method. Our main result is the following
theorem.
Theorem 1.1. Consider system (1.6). Suppose that ab 6= 0. Then, for any n ≥ 1,
we have
H(n) =


4[n+1
2
] + 3
2
(1 + (−1)n), if a 6= −b;
3[n+1
2
] + (−1)n, if a = −b.
(1.9)
Theorem 1.2. System (1.4) with h(x, y) = (x + a)2(a 6= 0) has exactly n limit
cycles under the perturbations of arbitrary polynomials with degree n up to first order
averaging function in ε bifurcating from the period annuli surrounding the origin.
Remark 1.1. (i) It is easy to see that system (1.5) corresponds to the case of (DL)
defined in [10] if a = b.
(ii) It was proved in [10] that system (1.4) with h(x, y) = (x + a)2(a 6= 0) has
at most 4 limit cycles under the perturbations of arbitrary cubic polynomials up to
first order averaging function in ε.
(iii) Suppose that a = b together with a+ij = a
−
ij and b
+
ij = b
−
ij in (1.7), then
system (1.6) is smooth for all (x, y) ∈ R2. By Theorems 1.1 and 1.2, we know
that the piecewise smooth differential systems (1.6) can bifurcate at least twice the
number of limit cycles than the corresponding smooth systems.
This paper is organized as follows. In section 2, we will give some preliminaries.
In section 3, we will obtain the expression of averaged function and the lower bound
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of limit cycles for system (1.6). In section 4, we will obtain the upper bound of limit
cycles for system (1.6) by Argument Principle. In section 5, we will prove Theorem
1.2.
2 Preliminaries
We first summarize some results on the first order averaging method for discon-
tinuous differential systems. For a general introduction to the averaging method,
we recommend the readers the references [2],[22],[24] and [26].
Lemma 2.1. ([22]) Consider the following discontinuous differential equation
dr
dθ
= εF 0(θ, r) + ε2R0(θ, r, ε), (2.1)
with
F 0(θ, r) = F1(θ, r) + sign(µ(θ, r))F2(θ, r),
R0(θ, r, ε) = R1(θ, r, ε) + sign(µ(θ, r))R2(θ, r, ε),
where F1, F2 : R × D → R, R1, R2 : R × D × (−ε0, ε0) → R, µ : R × D → R are
continuous functions, T-periodic in the variable θ and D is an open interval of R.
Let sign(·) be the sign function. We also suppose that µ is a C1 function having 0 as
a regular value. Denote byM = µ−1(0), by Σ = {0}×D ⊂M, by Σ0 = Σ\M 6= ∅,
and its elements by z := (0, z) /∈M.
Define the averaged function f 0 : D → R as
f 0(r) =
∫ T
0
F 0(θ, r)dθ. (2.2)
We assume the following three conditions:
(i) F1, F2, R1, R2 and µ are locally Lipschitz with respect to r.
(ii) For a ∈ Σ0 with f 0(a) = 0, there exist a neighborhood V of a such that
f 0(z) 6= 0 for all z ∈ V \ {a} and the Brouwer degree function dB(f 0, V, 0) 6= 0.
(iii) If ∂µ/∂θ 6= 0, then for all (θ, r) ∈ M we have that (∂µ/∂θ)(θ, r) 6= 0; and
if ∂µ/∂θ ≡ 0, then 〈∇rµ, F1〉2 − 〈∇rµ, F2〉2 > 0 for all (θ, z) ∈ [0, T ] ×M, where
∇rµ denotes the gradient of the function µ restricted to variable r.
Then for |ε| > 0 sufficiently small, there exists a T-periodic solution r(θ, ε) of
system (2.1) such that r(0, ε)→ 0 (in the sense of Hausdorff distance) as ε→ 0.
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In order to verify the hypothesis (ii) of Lemma 2.1, we have the following remark,
see for instance [2].
Remark 2.1. Let f 0 : D → R be a C1 function with f 0(a) = 0, where D is an
open interval of R and a ∈ D. Whenever the Jacobian of Jf0(a) 6= 0, there exists a
neighborhood V of a such that f 0(r) 6= 0 for all r ∈ V \ {a}. Then dB(f 0, V, 0) 6= 0.
Lemma 2.2. [6]. Consider p + 1 linearly independent analytical functions fi :
U → R, i = 1, 2, · · · , p, where U ∈ R is an interval. Suppose that there exists
j ∈ {0, 1, · · · , p} such that fj has constant sign. Then there exists p + 1 constants
δi, i = 0, 1, · · · , p, such that f(x) =
p∑
i=0
δifi(x) has at least p simple zeros in U .
3 The expression of averaged function and the
lower bounds
Let x = r cos θ, y = r sin θ. For x > 0, system (1.6) can be written as


r˙ = ε
(
f+(r, θ) cos θ + g+(r, θ) sin θ
)
,
θ˙ = h1(r, θ) +
ε
r
(
g+(r, θ) cos θ − f+(r, θ) sin θ),
where h1(r, θ) = (r cos θ + a)
2. Then, we obtain
dr
dθ
= εX+(r, θ) + ε2Y +(r, θ, ε), cos θ > 0; (3.1)
where
X+(r, θ) = [f+(r, θ) cos θ + g+(r, θ) sin θ]/h1(r, θ),
Y +(r, θ, ε) = − [f
+(r, θ) cos θ + g+(r, θ) sin θ][g+(r, θ) cos θ − f+(r, θ) sin θ]
h1(r, θ)[rh1(r, θ) + ε(g+(r, θ) cos θ − f+(r, θ) sin θ)] .
Similarly, we have
dr
dθ
= εX−(r, θ) + ε2Y −(r, θ, ε), cos θ < 0, (3.2)
where
X−(r, θ) = [f−(r, θ) cos θ + g−(r, θ) sin θ]/h2(r, θ),
Y −(r, θ, ε) = − [f
−(r, θ) cos θ + g−(r, θ) sin θ][g−(r, θ) cos θ − f−(r, θ) sin θ]
h2(r, θ)[rh2(r, θ) + ε(g−(r, θ) cos θ − f−(r, θ) sin θ)] ,
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and h2(r, θ) = (r cos θ + b)
2. It is known that X± are well defined in (0, r0) (where
r0 is defined by (1.8)). Hence, system (1.6) is equivalent to
dr
dθ
= εF 0(θ, r) + ε2R0(θ, r, ε),
with
F 0(θ, r) = F1(θ, r) + sign(cos θ)F2(θ, r),
R0(θ, r, ε) = R1(θ, r, ε) + sign(cos θ)R2(θ, r, ε),
where
F1(r, θ) =
1
2
[
X+(r, θ) +X−(r, θ)
]
,
F2(r, θ) =
1
2
[
X+(r, θ)−X−(r, θ)],
R1(θ, r, ε) =
1
2
[
Y +(θ, r, ε) + Y −(θ, r, ε)
]
,
R2(θ, r, ε) =
1
2
[
Y +(θ, r, ε)− Y −(θ, r, ε)].
It is obvious that Fi(θ, r), Ri(θ, r, ε), i = 1, 2 and µ(θ, r) = cos θ are locally Lip-
schitz with respect r. Since M = {(r, θ)|r ∈ (0, r0), θ = pi/2, 3pi/2}, the function
∂µ(θ, r)/∂θ = − sin θ 6= 0 when (r, θ) ∈ M. According to Lemma 2.1 and (2.2), we
need only to compute the number of simple zeros of the averaged function
f 0(r) =
∫ 2pi
0
F 0(θ, r)dθ
=
∫ pi
2
−pi
2
X+(θ, r)dθ +
∫ 3pi
2
pi
2
X−(θ, r)dθ
=
n+1∑
i+j=1
σi,jr
i+j−1
∫ pi
2
−pi
2
cosi θ sinj θ
(r cos θ + a)2
dθ +
n+1∑
i+j=1
τi,jr
i+j−1
∫ 3pi
2
pi
2
cosi θ sinj θ
(r cos θ + b)2
dθ,
(3.3)
where
σi,j = a
+
i−1,j + b
+
i,j−1, τi,j = a
−
i−1,j + b
−
i,j−1, (3.4)
here we assume that a+−1,j = b
+
i,−1 = a
−
−1,j = b
−
i,−1 = 0. Since the coefficients a
±
i,j and
b±i,j are arbitrary for i + j ≥ 0, σi,j and τi,j are also arbitrary. Also we note that
the zeros of the function f 0(r) coincide with the zeros of F(r) = rf 0(r) in (0, r0).
Hence, we consider the function F(r) instead of f 0(r) in order to simplify further
computations. For i, j, k ∈ N ∪ {0}, let
m(k) =
∫ pi
2
−pi
2
cosk θdθ, (3.5)
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Ii,j(r) =
∫ pi
2
−pi
2
cosi θ sinj θ
r cos θ + a
dθ, Ji,j(r) =
∫ 3pi
2
pi
2
cosi θ sinj θ
r cos θ + b
dθ,
Ai,j(r) =
∫ pi
2
−pi
2
cosi θ sinj θ
(r cos θ + a)2
dθ, Bi,j(r) =
∫ 3pi
2
pi
2
cosi θ sinj θ
(r cos θ + b)2
dθ.
(3.6)
Lemma 3.1. The following equalities hold:
rAi+1,j(r) = Ii,j(r)− aAi,j(r), rBi+1,j(r) = Ji,j(r)− bBi,j(r); (3.7)


Ai,2j+1(r) = Bi,2j+1(r) = 0,
Ai,2l(r) =
l∑
k=0
(−1)kCkl Ai+2k,0(r),
Bi,2l(r) =
l∑
k=0
(−1)kCkl Bi+2k,0(r);
(3.8)


riAi,0(r) = (−a)iA0,0(r) + i(−a)i−1I0,0(r)
+
i−2∑
k=0
(k + 1)(−a)km(i− k − 2)ri−k−2,
riBi,0(r) = (−b)iB0,0(r) + i(−b)i−1J0,0(r)
+(−1)i
i−2∑
k=0
(k + 1)bkm(i− k − 2)ri−k−2,
(3.9)
where i, j, k ∈ N ∪ {0}.
Proof. The formula (3.7) follows easily from the direct computations. Noting that
the integrands of Ai,j and Bi,j in (3.6) are odd functions of θ and the formula
sin2i θ =
i∑
s=0
Csi (−1)s cos2s θ, we can get (3.8).
Now we begin to prove the first equality in (3.9) by induction on i. For i, j, k ∈
N ∪ {0}, it follows from [19] that


rIi,0(r) = m(i− 1)− aIi−1,0(r),
rJi,0(r) = (−1)i−1m(i− 1)− bJi−1,0(r),
riIi,0(r) = (−a)iI0,0(r) +
i−1∑
k=0
(−a)i−k−1rkm(k),
riJi,0(r) = (−b)iJ0,0(r) + (−1)i−1
i−1∑
k=0
bi−k−1rkm(k).
(3.10)
The Eqn.(3.8) and the first equality in Eqn.(3.10) imply that the first equality in
Eqn.(3.9) holds for i = 1, 2. Suppose that it holds for i = l. Then for i = l + 1,
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noting that Eqn.(3.10) we have
rl+1Al+1,0(r) =r
l[Il,0(r)− aAl,0(r)]
=(−a)lI0,0(r) +
l−1∑
k=0
(−a)l−k−1rkm(k) + (−a)l+1A0,0(r)
+ l(−a)lI0,0(r) +
l−2∑
k=0
(k + 1)(−a)k+1m(l − k − 2)rl−k−2
=(−a)l+1A0,0(r) + (l + 1)(−a)lI0,0(r) +
l−1∑
k=0
(k + 1)(−a)km(l − k − 1)rl−k−1,
which implies that the first equality in Eqn.(3.9) holds for i = l + 1. The second
formula in (3.9) can be proved similarly. This ends the proof. ♦
By (3.8), we have
F(r) =
n+1∑
i+j=1
ri+jσi,jAi,j(r) +
n+1∑
i+j=1
ri+jτi,jBi,j(r)
=
n+1∑
i=1
ri
i∑
j=0
σi−j,jAi−j,j(r) +
n+1∑
i=1
ri
i∑
j=0
τi−j,jBi−j,j(r)
=
n+1∑
i=1
ri
[ i
2
]∑
j=0
σi−2j,2jAi−2j,2j(r) +
n+1∑
i=1
ri
[ i
2
]∑
j=0
τi−2j,2jBi−2j,2j(r)
=
n+1∑
i=0
[n+1−i
2
]∑
j=0
Si,jr
i+2jAi,0(r) +
n+1∑
i=0
[n+1−i
2
]∑
j=0
Ti,jr
i+2jBi,0(r),
where
Si,j =
[ i
2
]∑
k=0
(−1)kCkj+kσi−2k,2j+2k, Ti,j =
[ i
2
]∑
k=0
(−1)kCkj+kτi−2k,2j+2k. (3.11)
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By (3.9), we have
F(r) =
n+1∑
i=0
[n+1−i
2
]∑
j=0
Si,jr
2j[(−a)iA0,0(r) + i(−a)i−1I0,0(r)
+
i−2∑
k=0
(k + 1)(−a)km(i− k − 2)ri−k−2]
+
n+1∑
i=0
[n+1−i
2
]∑
j=0
Ti,jr
2j [(−b)iB0,0(r) + i(−b)i−1J0,0(r)
+ (−1)i
i−2∑
k=0
(k + 1)bkm(i− k − 2)ri−k−2].
Hence,
F(r) =
[n+1
2
]∑
i=0
n+1−2i∑
j=0
Sj,i(−a)jr2iA0,0(r) +
[n+1
2
]∑
i=0
n+1−2i∑
j=1
jSj,i(−a)j−1r2iI0,0(r)
+
n−1∑
i=0
[ i
2
]∑
j=0
n−1−i∑
k=0
Si+k−2j+2,j(k + 1)(−a)km(i− 2j)ri
+
[n+1
2
]∑
i=0
n+1−2i∑
j=0
Tj,i(−b)jr2iB0,0(r) +
[n+1
2
]∑
i=0
n+1−2i∑
j=1
jTj,i(−b)j−1r2iJ0,0(r)
+
n−1∑
i=0
[ i
2
]∑
j=0
n−1−i∑
k=0
(−1)iTi+k−2j+2,j(k + 1)bkm(i− 2j)ri.
Using the formula
∫
1
(r cos θ + a)2
dθ =
r sin θ
(r2 − a2)(r cos θ + a) −
a
r2 − a2
∫
1
r cos θ + a
dθ,
we have
I0,0(r) =
2
a2
r + aA0,0(r)− 1
a
r2A0,0(r),
J0,0(r) = − 2
b2
r + bB0,0(r)− 1
b
r2B0,0(r).
Thus, we have proved
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Lemma 3.2. F(r) can be expressed as
F(r) =
[n+1
2
]+1∑
i=0
air
2iA0,0(r) +
2[n+1
2
]+1∑
i=0
bir
i +
[n+1
2
]+1∑
i=0
cir
2iB0,0(r) +
2[n+1
2
]+1∑
i=0
dir
i, (3.12)
where

a0 =
n+1∑
j=1
(−a)jSj,0 −
n+1∑
j=1
j(−a)jSj,0 = −
n−1∑
j=0
(j + 1)(−a)j+2Sj+2,0,
ai =
n+1−2i∑
j=0
(−a)jSj,i −
n+1−2i∑
j=1
j(−a)jSj,i +
n+3−2i∑
j=1
j(−a)j−2Sj,i−1, 1 ≤ i ≤ [n+12 ],
a[n+1
2
]+1 = −
n+1−2[n+1
2
]∑
j=1
j(−a)j−2Sj,[n+1
2
];


b0 =
n−1∑
k=0
(k + 1)(−a)kSk+2,0m(0),
bi =


[ i
2
]∑
j=0
n−1−i∑
k=0
(k + 1)(−a)km(i− 2j)Si+k−2j+2,j +
n+2−i∑
k=1
2k(−a)k−3Sk,[ i−1
2
], if n is odd,
[ i
2
]∑
j=0
n−1−i∑
k=0
(k + 1)(−a)km(i− 2j)Si+k−2j+2,j, if n is even,
1 ≤ i ≤ 2[n+1
2
]− 1,
b2[n+1
2
] = 0, b2[n+1
2
]+1 =
n+1−2[n+1
2
]∑
j=1
2j(−a)j−3Sj,[n+1
2
];


c0 =
n+1∑
j=1
(−b)jTj,0 −
n+1∑
j=1
j(−b)jTj,0 = −
n−1∑
j=0
(j + 1)(−b)j+2Tj+2,0,
ci =
n+1−2i∑
j=0
(−b)jTj,i −
n+1−2i∑
j=1
j(−b)jTj,i +
n+3−2i∑
j=1
j(−b)j−2Tj,i−1, 1 ≤ i ≤ [n+12 ],
c[n+1
2
]+1 = −
n+1−2[n+1
2
]∑
j=1
j(−b)j−2Tj,[n+1
2
];


d0 =
n−1∑
k=0
(k + 1)(−b)kTk+2,0m(0),
di =


[ i
2
]∑
j=0
n−1−i∑
k=0
(−1)i(k + 1)(−b)km(i− 2i)Ti+k−2j+2,j −
n+2−i∑
k=1
2k(−b)k−3Tk,[ i−1
2
], if n is odd,
[ i
2
]∑
j=0
n−1−i∑
k=0
(−1)i(k + 1)(−b)km(i− 2j)Ti+k−2j+2,j, if n is even,
1 ≤ i ≤ 2[n+1
2
]− 1,
d2[n+1
2
] = 0, d2[n+1
2
]+1 =
n+1−2[n+1
2
]∑
j=1
2j(−b)j−3Tj,[n+1
2
].
11
Remark 3.1. (i) It is easy to see that
a0 = −a
2
pi
b0, c0 = −b
2
pi
d0. (3.13)
(ii) Since σi,j and τi,j are arbitrary, (3.11) implies that Si,j and Ti,j are also
arbitrary.
Lemma 3.3. (i) If n is odd, then the coefficients ai, bk, ci and dk in (3.12) are
arbitrary for i = 0, 1, · · · , [n+1
2
] and k = 1, 2, · · · , 2[n+1
2
]− 1.
(ii) If n is even, then the coefficients ai, bk, ci and dk in (3.12) are arbitrary for
i = 0, 1, · · · , [n+1
2
] + 1 and k = 1, 2, · · · , 2[n+1
2
]− 1, 2[n+1
2
] + 1.
Proof. Suppose that n is odd. We have
A =
∂(a1, · · · , a[n+1
2
], a0, b1, b2, b3, b4, · · · , b2[n+1
2
]−2, b2[n+1
2
]−1)
∂(S0,1, · · · , S0,[n+1
2
], S1,0, S2,0, S3,0, S5,0, S6,0, · · · , S2[n+1
2
],0, S1,[n+1
2
]−1)
=


1 · · · 0 1
a
−2 3a 5a3 · · · −2[n+1
2
]a2[
n+1
2
]−2 0
...
...
...
...
...
...
...
...
...
...
0 · · · 1 0 0 0 0 · · · 0 1
a
0 · · · 0 0 −a2 2a3 4a5 · · · −(2[n+1
2
]− 1)a2[n+12 ] 0
0 · · · 0 2
a2
− 4
a
λ1 λ2 · · · λ3
0 · · · 0 2
a2
− 4
a
6 λ4 · · · λ5 0
0 · · · 0 0 0 0 m(3) · · · λ6 0
...
...
...
...
...
...
...
...
...
...
0 · · · 0 0 0 0 0 · · · m(2[n+1
2
]− 2) 0
0 · · · 0 0 0 0 0 · · · 0 2
a2


,
where
λ1 = 6 +m(1), λ2 = 10a
2 + 3a2m(1),
λ3 = −
(
2[
n + 1
2
]− 2)m(1)a2[n+12 ]−3,
λ4 = 10a
2 − 2am(2),
λ5 =
(
2[
n+ 1
2
]− 3)m(2)a2[n+12 ]−4,
λ6 = −
(
2[
n + 1
2
]− 4)m(3)a2[n+12 ]−5,
which implies that detA = − 8
a2
2[n+1
2
]−2∏
k=3
m(k) 6= 0. Since Si,j are arbitrary by Remark
3.1(ii), ai (i = 0, 1, · · · , [n+12 ]) and bk (k = 1, 2, · · · , 2[n+12 ] − 1) can be chosen
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arbitrarily. In a similar way, we can prove that ci (i = 0, 1, · · · , [n+12 ]), dk (k =
1, 2, · · · , 2[n+1
2
]− 1) are also arbitrary.
Following the same argument, we can prove the conclusion for n even. This ends
the proof. ♦
In what follows, we intend to obtain the lower bounds of the number of zeros
of F(r) by Lemma 2.2. To this end, we will suppose that r and F(r) are complex
from now on.
Lemma 3.4. (i) If a > 0, then A0,0(r) can be analytically extended to the complex
domain D1 = C \ {r ∈ R|r ≤ −a}.
(ii) If b > 0, then B0,0(r) can be analytically extended to the complex domain
D2 = C \ {r ∈ R|r ≥ b}.
Proof. If a > 0, then for θ ∈ [−pi
2
, pi
2
], 1
(r cos θ+a)2
is analytic for r ∈ (−a,+∞).
Of course, A0,0(r) =
∫ pi
2
−pi
2
1
(r cos θ+a)2
dθ is analytic for r ∈ (−a,+∞). By directly
computations, we obtain
A0,0(r) =


2r
a(r2−a2) − 4a(a2−r2)√a2−r2 arctan
√
a−r
a+r
, a < 0, r ∈ (0,−a) ∪ (a, 0),
∞, a < 0, r = −a,
2r
a(r2−a2) − 2a(r2−a2)√r2−a2 ln r+
√
r2−a2
−a , a < 0, r ∈ (−a,+∞) ∪ (−∞, a),
2r
a(r2−a2) +
4a
(a2−r2)
√
a2−r2 arctan
√
a−r
a+r
, a > 0, r ∈ (0, a) ∪ (−a, 0),
4
3a2
, a > 0, r = a,
2r
a(r2−a2) − 2a(r2−a2)√r2−a2 ln r+
√
r2−a2
a
, a > 0. r ∈ (a,+∞) ∪ (−∞,−a).
(3.14)
So A0,0(r) satisfies the equation
a(a2 − r2)A′0,0(r) = 3arA0,0(r)− 4. (3.15)
Solving the above equation, we get
A0,0(r) =
1
(a2 − r2)√a2 − r2
(
pi − 2a
∫ r
0
1√
a2 − z2dz
)
− 2r
a(a2 − r2) .
Noting that 1√
a2−r2 and
1
a2−r2 is analytic in the domain C \ {r ∈ R|r2 ≥ a2}, we
obtain that A0,0(r) is analytic in the domain C \ {r ∈ R|r2 ≥ a2}. Hence, A0,0(r)
is analytic in the domain C \ {r ∈ R|r ≤ −a}. The result about B00 can be proved
similarly. ♦
For r < −a, denote A±0,0(r) by the analytic continuation of A0,0(r) along an arc
such that Im(r) > 0 (resp. Im(r) < 0). For r > b, denote B±0,0(r) by the analytic
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continuation of B0,0(r) along an arc such that Im(r) > 0 (resp. Im(r) < 0). For
other functions, we will use similar notations.
Lemma 3.5. If a > 0, then A0,0(r) ∼
pi√
2a(r+a)
3
2
when r → −a, and A0,0(r) ∼ 2ar
when r →∞. If b > 0, then B0,0(r) ∼ pi√
2b(r−b) 32
when r → b, and B0,0(r) ∼ 2br when
r →∞.
Proof. For a > 0, from (3.14) we have that A0,0(r) ∼
pi√
2a(a+r)
3
2
when r → −a+,
and A0,0(r) ∼
2
ar
when r → +∞. It follows from (3.15) that
(a2 − r2)A′′0,0(r)− 5rA′0,0(r)− 3A0,0(r) = 0. (3.16)
It is easy to check that −a and∞ are singularity points of Fuchs type, so the solution
A0,0(r) is regular at these two points. Hence, A0,0(r) ∼
pi√
2a(a+r)
3
2
when r → −a,
and A0,0(r) ∼
2
ar
when r → ∞. The proof for the function B0,0(r) is similar, thus
we omit it. ♦
Lemma 3.6. If a > 0, r ∈ (−∞,−a), then the function A±0,0(r) satisfy
A+0,0(r)−A−0,0(r) =
c1i
(a2 − r2) 32 ; (3.17)
If b > 0, r ∈ (b,+∞), then the function B±0,0(r) satisfy
B+0,0(r)−B−0,0(r) =
c2i
(b2 − r2) 32 , (3.18)
where c1 and c2 are non-zero real constant and i
2 = −1.
Proof. From (3.15) and noting that A±0,0(r) are both analytic continuation of
A0,0(r), we have
a(a2 − r2)(A±0,0(r))′ = 3arA±0,0(r)− 4,
which implies
(a2 − r2)(A+0,0(r)−A−0,0(r))′ = 3r(A+0,0(r)−A−0,0(r)).
Solving the above equation we obtain
A+0,0(r)−A−0,0(r) =
c
(a2 − r2) 32
,
where c ∈ C is a constant. Since A+0,0(r) and A−0,0(r) conjugate each other, A+0,0(r)−
A−0,0(r) is a pure imaginary number, and we can suppose c = c1i (c1 ∈ R). We claim
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that c1 is nonzero. Otherwise, A0,0(r) is global single-valued, and A0,0(r) will be
analytic at r = −a or −a is a pole of A0,0(r), which is a contradiction with the fact
A0,0(r) ∼
pi√
2a(a+r)
3
2
when r → −a. The conclusion (ii) can be shown similarly. ♦
Lemma 3.7. The generating functions of F(r) are the the following linearly inde-
pendent functions.
(i) For a 6= −b and n = 2k + 1:
{
ri
}
1≤i≤2k+1, A0,0(r)−
pi
a2
,
{
r2iA0,0(r)
}
1≤i≤k+1, B0,0(r)−
pi
b2
,
{
r2iB0,0(r)
}
1≤i≤k+1.
(ii) For a 6= −b and n = 2k :
r, r2, r3, · · · , r2k−1, r2k+1,
A0,0(r)− pi
a2
,
{
r2iA0,0(r)
}
1≤i≤k+1, B0,0(r)−
pi
b2
,
{
r2iB0,0(r)
}
1≤i≤k+1,
(iii) For a = −b and n = 2k + 1:
{
ri
}
1≤i≤2k+1, A0,0(r)−
pi
a2
,
{
r2iA0,0(r)
}
1≤i≤k+1.
(iv) For a = −b and n = 2k :
r, r2, r3, · · · , r2k−1, r2k+1, A0,0(r)− pi
a2
,
{
r2iA0,0(r)
}
1≤i≤k+1.
Proof. (i) Suppose that
Φ(r) :=α0
(
A0,0(r)− pi
a2
)
+
k+1∑
i=1
αir
2iA0,0(r) +
2k+1∑
i=1
βir
i
+ γ0
(
B0,0(r)− pi
a2
)
+
k+1∑
i=1
γir
2iB0,0(r) ≡ 0, r ∈ (0, r0).
We need to prove αi = γi = 0 (i = 0, 1, · · · , k+ 1) and βi = 0 (i = 1, 2, · · · , 2k+ 1).
If a > 0, b > 0, then Φ(r) can be analytically extended to the domain D =
D1 ∩D2. When r ∈ (−∞,−a), (3.17) implies
Φ+(r)− Φ−(r) =
k+1∑
i=0
αir
2i
(
A+0,0(r)− A−0,0(r)
)
=
c1i
(a2 − r2) 32
k+1∑
i=0
αir
2i.
From Φ(r) = 0, we have
k+1∑
i=0
αir
2i = 0, which implies that αi = 0 (i = 0, 1, · · · , k+1).
When r ∈ (b,+∞), we obtain that γi = 0 (i = 0, 1, · · · , k + 1) similarly. Hence,
2k+1∑
i=1
βir
i = 0, which implies βi = 0 (i = 1, 2, · · · , 2k + 1).
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The other cases, such as a > 0 and b < 0, a < 0 and b > 0, and a < 0 and b < 0
can be proved similarly. Following the same argument, we can prove (ii)-(iv). ♦
Remark 3.2 By Lemma 2.2 and Lemma 3.7 we can obtain the lower bounds of
H(n) given by (1.9) in Theorem 1.1.
4 The upper bounds
In the following we will prove the upper bounds of H(n) given in Theorem 1.1
by using the Argument Principle. Suppose that a > 0, b > 0 and n is odd.
From now on we will denote by R a positive real number large enough and ε a
positive real number small enough. Let CR be the circle centered at the origin and
radius R and consider the points A,A′, B, B′ ∈ CR where A = (xA, ε), A′ = (xA,−ε),
B = (xB, ε) and B
′ = (xB,−ε). Let CR,ε be the curve obtained by removing the arcs
AA′ and BB′ of the circle CR, and let C+ε be the arc CC
′ of the circle with center
at (b, 0) and radius ε and let C−ε be the arc DD
′ of the circle with center at (−a, 0)
and radius ε, where C = (b, ε), C ′ = (b,−ε), D = (−a, ε) and D′ = (−a,−ε). The
segment jointing A and C (resp. A′ and C ′) is denoted by L+b (resp. L
−
b ), and the
segment jointing B and D (resp. B′ and D′) is denoted by L+a (resp. L
−
a ). We
define the closed curve
G := CR,ε ∪ C+ε ∪ L±b ∪ C−ε ∪ L±a
on the complex plane and denote by Ω its interior. Consider the counterclockwise
orientation on G, see Fig. 1. Let us use the notation ρ(F(r))Γ to indicate the number
of the complete turns of the vector F(r) around the path Γ in the counterclockwise
direction.
On C−ε , Lemmas 3.2 and 3.5 we know that F(r) ∼ 1
(a+r)
3
2
. here we neglect the
coefficient of 1
(a+r)
3
2
and in this section we will always do like this. So ρ(F(r))C−ε ≤ 32
and noting that the number of the complete turns are integer. Hence ρ(F(r))C−ε ≤ 1.
Similarly, we have ρ(F(r))C+ε ≤ 1.
On L+a ∪L−a , from Lemma 3.6 we have that F(r) is real if and only if ImF(r)=0,
that is,
F+(r)− F−(r) = c1i
(a2 − r2) 32
[n+1
2
]∑
i=0
air
2i = 0.
So ρ(F(r))C
L
+
a ∪L
−
a
≤ [n+1
2
]. Similarly, we have ρ(F(r))C
L
+
b
∪L
−
b
≤ [n+1
2
].
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On CR,ε, from Lemma 3.5 we have r
2[n+1
2
]A0,0(r), r
2[n+1
2
]B0,0(r) ∼ r
2[n+1
2
]−1, which
implies that ρ(F(r))CR,ε ≤ 2[n+12 ]− 1.
Combining the above cases, we have
ρ(F(r))G ≤ 4[n+ 1
2
] + 1.
By the Argument Principle, we obtain that F(r) has at most 4[n+1
2
] + 1 zeros in Ω.
Noting that F(0) = 0, we have
H(n) ≤ 4[n + 1
2
].
We can prove results for other cases similarly. This ends the proof of Theorem 1.1.
5 Proof of the Theorem 1.2
For the sake of clearness, we list the perturbed smooth integrable differential
system as following


x˙ = −y(x+ a)2 + εf(x, y),
y˙ = x(x+ a)2 + εg(x, y),
where a 6= 0, 0 < |ε| ≪ 1,
f(x, y) =
n∑
i+j=0
ai,jx
iyj, g(x, y) =
n∑
i+j=0
bi,jx
iyj.
Similar to (3.5) and (3.6), we define
Ui,j(r) =
∫ 2pi
0
cosi θ sinj θ
r cos θ + a
dθ, Vi,j(r) =
∫ 2pi
0
cosi θ sinj θ
(r cos θ + a)2
dθ,
p(k) =
∫ 2pi
0
cosk θdθ.
(5.1)
It is easy to check that
p(k) =


2pi, if k = 0,
2pi (k−1)!!
k!!
, if k is even and k ≥ 2 ,
0, otherwise,
(5.2)
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where k!! =
[ k
2
]−1∏
i=0
(k − 2i), 0!! = 1!! = 1. Using the similar arguments as in the proof
of Lemma 3.1, we obtain the following equalities

rVi+1,j(r) = Ui,j(r)− aVi,j(r),
Vi,2j+1(r) = 0,
Vi,2l(r) =
l∑
k=0
(−1)kCkl Vi+2k,0(r),
riVi,0(r) = (−a)iV0,0(r) + i(−a)i−1U0,0(r)
+
i−2∑
k=0
(k + 1)(−a)kp(i− k − 2)ri−k−2,
(5.3)
where i, j, k ∈ N ∪ {0}.
From (5.1)-(5.3) and noting that
U0,0(r) = aV0,0(r)− r
2
a
V0,0(r),
we have
F(r) =
[n+1
2
]+1∑
i=0
αir
2iV0,0(r) +
[n−1
2
]∑
i=0
β2ir
2i,
where

α0 = −
n−1∑
j=0
(j + 1)(−a)j+2Qj+2,0,
αi =
n+1−2i∑
j=0
(−a)jQj,i −
n+1−2i∑
j=1
j(−a)jQj,i +
n+3−2i∑
j=1
j(−a)j−2Qj,i−1, 1 ≤ i ≤ [n+12 ],
α[n+1
2
]+1 = −
n+1−2[n+1
2
]∑
j=1
j(−a)j−2Qj,[n+1
2
],
β0 =
n−1∑
k=0
(k + 1)(−a)kQk+2,0p(0),
β2i =
i∑
j=0
n−1−2i∑
k=0
(k + 1)(−a)kp(2i− 2j)Q2i+k−2j+2,j, 1 ≤ i ≤ [n−12 ],
and
Qi,j =
[ i
2
]∑
k=0
(−1)kCkj+kλi−2k,2j+2k, λi,j = ai−1,j + bi,j−1, a−1,j = bi,−1 = 0.
Just following the idea in the proof of Lemma 3.7, we can obtain the following
lemma.
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Lemma 5.1. The generating functions of F(r) are the the following linearly inde-
pendent functions.
(i) For n = 2k + 1:
{
r2i
}
1≤i≤k, V0,0(r)−
2pi
a2
,
{
r2iV0,0(r)
}
1≤i≤k+1.
(ii) For n = 2k :
{
r2i
}
1≤i≤k, V0,0(r)−
2pi
a2
,
{
r2iV0,0(r)
}
1≤i≤k+1.
Hence, by Lemma 2.2 and Argument Principle, we can prove Theorem 1.2. This
ends the proof.
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