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Spin-transfer-torque random access memory (STT-RAM) is a promising candidate for the next-generation of random-access-memory 
due to improved scalability, read-write speeds and endurance.  However, the write pulse duration must be long enough to ensure a low 
write error rate (WER), the probability that a bit will remain unswitched after the write pulse is turned off, in the presence of stochastic 
thermal effects.  WERs on the scale of 10−9 or lower are desired.  Within a macrospin approximation, WERs can be calculated analytically 
using the Fokker-Planck method to this point and beyond. However, dynamic micromagnetic effects within the bit can affect and lead 
to faster switching. Such micromagnetic effects can be addressed via numerical solution of the stochastic Landau-Lifshitz-Gilbert-
Slonczewski (LLGS) equation.  However, determining WERs approaching 10−9 would require well over 109 such independent 
simulations, which is infeasible.  In this work, we explore calculation of WER using “rare event enhancement” (REE), an approach that 
has been used for Monte Carlo simulation of other systems where rare events nevertheless remain important. Using a prototype REE 
approach tailored to the STT-RAM switching physics, we demonstrate reliable calculation of a WER to 10−9 with sets of only 
approximately 103 ongoing stochastic LLGS simulations, and the apparent ability to go further. 
 
Index Terms—spin-transfer-torque, write error rate, micromagnetic, rare event enhancement.  
 
I. INTRODUCTION 
PIN-TRANSFER-TORQUE RANDOM ACCESS MEMORY  (STT-
RAM) is a promising candidate as a “universal memory” 
owing to the potential for better scalability to smaller 
technology nodes, faster access and lower power consumption. 
The write process in an STT-RAM bit is inherently stochastic 
due to thermal fluctuations, which give rise to a distribution of 
the magnetization of the free layer both before and during 
switching. As a result, the time taken by the bit to switch has a 
wide distribution [1], [2]. Therefore, there will be a non-zero 
probability that when a finite duration write pulse is turned off 
the bit still will not have been written and a so-called write error 
will have taken place [1]. The probability that a write error takes 
place for a given applied current pulse of a given length is called 
the write error rate (WER). For correct operation of the STT-
RAM array, the WER needs to be less than 10-9 if there is an 
error correction circuit (ECC) in the chip. If there is no ECC the 
WER needs to be less than 10-19 [1]. As a result, accurate 
modeling of the low probability tail of the WER is critical. 
 WER of STTRAM bits can be modeled precisely within 
the macrospin approximation using the Fokker-Planck (FP) 
method [3]. Landau-Lifshitz-Gilbert-Slonczewski (LLGS) 
simulations within the macrospin limit with a stochastic thermal 
field added also have been performed with up to ~105 
independent switching trials to model switching time 
distributions for in-plane bits [4]. However, experimentally 
observed effects such as sub-volume excitations [5] and the 
branching of the WER plots and associated higher than 
otherwise expected WER [6], presumably due to higher order 
spin wave modes [7], cannot be captured within the macrospin 
approximation. For an in-depth understanding and accurate 
prediction of the low probability tails of WER, micromagnetic 
effects must be taken into account.  . Previously WER, 
calculation including micromagnetic effects have been carried 
out using 64 and 103 independent stochastic simulations in Ref. 
[8] and Ref. [9] respectively. However, the extreme tails of 
WERs cannot be captured in this way for micromagnetic or 
even macrospin simulations.     
In this work, we explore calculation of WERs using 
stochastic LLGS with “rare event enhancement” (REE). REE 
long has been used for Monte Carlo simulation of other systems 
where rare events nevertheless remain important [10], [11].  It 
artificially enhances the rate of occurrence of low-probability 
events while proportionately reducing their weights.  In Section 
II we describe a still prototype REE method tailored to the STT-
RAM switching physics and illustrate it with macrospin 
calculations, which allows comparison to reference Fokker-
Planck results. In Section III we provide results for full 
micromagnetic stochastic LLGS simulations, demonstrating the 
ability to reliably predict WER to 10−9 and likely beyond for 
sets of only ~103 ongoing LLGS simulations, with  switching 
currents consistent with practical usage [2], [12].  Nevertheless, 
we emphasize that this prototype represents a first, proof-of-
concept approach; we expect that there remains significant 
room for improvement.              
II. RARE EVENT ENHANCEMENT FOR WERS AND 
COMPARISON TO FOKKER-PLANK RESULTS WITHIN 
THE MACROSPIN LIMIT  
A. Basic Method  
We employ a REE method known as “Importance splitting” 
[13]–[16]. The core idea is that for many stochastic systems, 
before the system reaches some state of extremely low level of 
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probability LN, it traverses multiple intermediate higher levels 
of probability with more limited relative separation between 
each subsequent level [16]. Thus, extremely rare events can be 
reached with high probability by from time to time splitting 
“parent” trajectories that are more likely to lead to rare events 
into multiple “offspring” trajectories, but each of corresponding 
lower weight than the parents to conserve the norm. Each 
offspring trajectory then follows its own stochastically 
independent trajectory. Beyond this point, there is both much 
generality and detail to importance splitting methods and their 
optimization, which is beyond the scope of this work. Our goal 
here is only to demonstrate a specific, relatively simple, 
prototype adaptation to stochastic LLGS simulation of STT-
RAM switching as a proof-of-concept and starting point.    
 
FIG. 1. Enhancement of rare stochastic LLGS magnetization 
trajectories of the (normalized) mz (divided by the magnitude of the 
total magnetization of the bit) at discrete times = 𝑡1, 𝑡2, 𝑡3 … . (These 
specific trajectories are for a bit of circular cross-section with 
perpendicular magnetic anisotropy (PMA) in the macrospin 
approximation, but at least for this prototype proof-of-concept 
approach our basic method is the same for micromagnetic 
simulations.)  STT switching is initiated at t = 0 ns from a thermalized 
distribution with mz close to unity. Starting with mz near but not at 1 
due to the stochastic thermal field, the bit magnetization trajectories 
are pushed toward mz = −1 due to STT but still subject to the stochastic 
thermal field, as the time progresses. At each enhancement time 
(vertical lines, blue online), “parent” trajectories with mz above a 
predetermined threshold value of mz (horizontal line, red online) are 
split into two “offspring” of weight equal to half the weight of the 
parent trajectories; trajectories with mz below the threshold but above 
zero are continued as they are (1 offspring); and trajectories that have 
reached mz = 0 or below are not continued (no offspring).  
 
The first critical order of business is to choose a predictor 
of which trajectories are more likely to lead to rare events than 
others. For this STT-RAM, the state of the bit can be 
characterized reasonably by the surface-normal component of 
the magnetization normalized to the magnitude of the total 
magnetization, mz such that 1 ≥ mz ≥ −1. At any time t, the 
greater mz(t), the smaller the in-plane component of the 
(normalized) magnetization m(t), the smaller the STT on the 
bit, and the slower the bit is being accelerated toward mz = −1, 
and, thus, the longer switching is likely to take from that time 
forward. Moreover, the closer mz(t) is to unity, the greater the 
relative importance of the continuing stochastic thermal field as 
compared to the STT, and, thus, the less deterministic at least 
near future trajectories m(t)  will be, where splitting completely 
deterministic trajectories serves no purpose even if that 
trajectory is likely to lead to a rare event.  Thus, we chose mz as 
our measure of the likelihood that a magnetization trajectory 
m(t) will ultimately lead to a rare non-switching event, as well 
as the potential usefulness of importance splitting of the 
trajectory. 
The prototype REE procedure used here is illustrated in 
Figure 1. This figure and the chosen trajectories are optimized 
for conceptual clarity and not results. These trajectories also are 
for a bit of circular cross-section with perpendicular magnetic 
anisotropy (PMA) in the macrospin approximation, but for this 
prototype method the approach is the same for micromagnetic 
simulations. The simulation of switching is subdivided into 
time intervals of variable length τl = tl+1 – tl. These time intervals 
are adjusted on the fly such that, for a substantial set of 
trajectories m(t) considered simultaneously, the time interval is 
terminated when the number of trajectories for which mz has 
fallen below zero at the end of the time interval is 
approximately equal the number of trial for which mz is closer 
to unity than a chosen mz threshold value mz,th (the choice of 
which will be returned to below). Then, at the beginning of each 
new time interval beyond the first, the “parent” trajectories m(t) 
with mz > mz,th are subdivided into two “offspring” trajectories, 
each weighted by one-half the weight of the parent trajectory, 
which then continue along their own stochastically independent 
subsequent trajectories; trajectories with  mz,th > mz > 0 are 
continued as they are with the same weighting; and trajectories 
with  mz < 0 are considered switched and are discontinued.  
(Trajectories with mz < 0 are considered beyond the point of no 
return if the pulse were to continue. That some trajectories with 
mz < 0 might not end up switched if the write pulse were turned 
off at this point or, conversely, that some trajectories with mz > 
0 would nevertheless end up switched if the write pulse were 
turned off at this point should not noticeably effect the WER 
within the resolution of interest here.) In principle, the total 
number of ongoing trajectories would be conserved precisely at 
all times in this way if we could terminate time intervals when 
the number of trajectories with mz < 0 and the number with mz 
> mth were precisely equal. In practice, however, we have to 
stop and restart all of the stochastic LLGS simulations to check 
these numbers, which so far we have done at fixed small but 
nonzero time intervals. As a result we have allowed for a limited 
inequality, and the total number of ongoing trajectories can 
differ somewhat from the original through time. However, we 
also adjust the inequality window about the equality through 
time to bias the number of ongoing trajectories back toward the 
original value, so that the number of trajectories m(t) and—the 
associated computational effort solving the stochastic LLGS 
simulations—remains effectively conserved through simulation 
time. However, the enhancement of rare trajectories at the 
expense of more common trajectories during each time interval 
leads to an ultimately strong artificial skewing of the 
magnetization trajectories towards the rare events of interest, 
with the possibility of a given individual trajectory remaining 
into the lth time interval τl having been enhanced by up to 2l in 
the limit. 
  
 For Fig. 1, specifically, a small illustrative sample of 
magnetization dynamics trajectories has been plotted vs time 
along with a relatively low (far from unity) threshold mz,th = 0.8 
used for visual clarity. Trial trajectories 1 and 2 have mz(t) > 
mz,th at the beginning of the first enhancement t1—a time 
determined considering many more trajectories not shown—
and, hence, each of them are split into 2 offspring trajectories, 
each with their weights reduced from unity to 0.5. Trial 
trajectories 3 and 4 have 0 < mz < mz,th, and hence advance as 
they are without any enhancement. Trial trajectory 5 has 
reached a negative value of mz at t1 (not shown) and is 
discontinued. At time t2 both offspring trajectories of Trial 
trajectory 1 are again split in two offspring trajectories each, 
and each with a weight now reduced to 0.25, while Trial 
trajectory 4 is discontinued. This procedure continues at t3 and 
beyond.     
 Like the choice of the predictor of low probability 
events, the choice of the threshold value of the predictor also is 
important. It also is non-trivial. To this end we now turn to a 
study of WER for macrospins calculated with our REE method. 
These macrospin simulations are, of course, computationally 
less demanding than micromagnetic simulations and, thus, 
allows for more simulations and larger data sets. They also 
allow for comparison to reference Fokker-Planck results. 
B. Choosing mz,th and illustration of REE of macrospin 
simulations  
For all the simulations in this work, macrospin or 
micromagnetic, a thermal fluctuation field [17] was added to 
the effective field term in the LLGS equation. The scheme of 
Heun [18] was used for integrating the stochastic LLGS 
equation with an integration time step of 1 fs for these 
macrospin simulations. The simulation temperature was set to 
T = 300 K. Initial (t = 0) equilibrium thermal distributions of 
m(t) were obtained by starting with a value of mz = 0 at t = −5 
ns and performing the stochastic LLGS simulation up to t = 0 
ns with no STT and no REE.      
For the macrospin bit free layer, a saturation magnetization 
Ms = 1.1×106 A/m, a uniaxial anisotropy energy Ku = 8×105 
J/m3 with axis along the perpendicular direction, and a Gilbert 
damping constant α = 0.01 were used. The diameter and 
thickness of the bit were taken to be 56 nm and 1 nm, 
respectively. Assuming a rectangular prism [19], the 
demagnetization factors are found to be Nxx = Nyy = 0.027 and 
Nzz = 0.946. The thermal stability factor Δ of the PMA bit is 
given by Δ = 
𝑉
𝑘B𝑇
[𝐾𝑢 −
1
2
𝜇0𝑀𝑠
2(𝑁𝑧𝑧 − 𝑁𝑥𝑥)], where V is the 
volume of the bit, 𝑘B is the Boltzmann’s constant, 𝜇0 is the 
vacuum permeability. With the above material parameter 
values and dimensions, Δ of the simulated PMA bit becomes 
60. The fixed layer was considered only as a source of spin-
polarized current that flows perpendicular to the plane of the 
free layer. (Essentially, we assumed use of synthetic 
antiferromagnet stack for the fixed layer to minimize the dipolar 
interactions between the fixed and free layer). The critical 
switching current 𝐼𝑐0 for STT switching can be written in terms 
of ∆ as, 𝐼𝑐0 = (4𝛼𝑞∆𝑘B𝑇)/𝜂ℏ, with η being the spin torque 
efficiency factor (spin polarization factor) from the fixed layer. 
Taking η = 0.4 gives Ic0 = 37.7 µA.   
Figure 2 shows the simulated probabilities as a function of 
time of not having switched Pns—essentially the write error rate 
if switching current were turned off at that time as discussed in 
Subsection A—for the PMA bit obtained with REE for three 
different values of mz,th as shown, as well as without REE for 
reference. The switching current is 2Ic0. Each of the, here, 100 
simulation sets consist of 103 independent trials.  Here a “trial” 
corresponds to a single initial trajectory, which subsequently 
may or may not give rise to one or more offspring trajectories. 
As the total weighting including continuing and switched 
(terminated) trajectories is conserved for each trial, the total 
weighting for all trajectories springing from all trials in a set is 
103 at all times. Therefore, Pns for each set of trials can be 
written,  
   
𝑃𝑛𝑠 =
∑  𝑊𝑒𝑖𝑔ℎ𝑡𝑛𝑜𝑡−𝑠𝑤𝑖𝑡𝑐𝑒𝑑 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠
∑ 𝑊𝑒𝑖𝑔ℎ𝑡𝑎𝑙𝑙 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠 
=
∑  𝑊𝑒𝑖𝑔ℎ𝑡𝑛𝑜𝑡−𝑠𝑤𝑖𝑡𝑐𝑒𝑑 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠
103
 
 
 
FIG. 2 Effect of selection of threshold mz,th used for REE on the 
calculated WER for a macrospin with an applied current of twice the 
critical current, Ic0, (thin lines, grey online) with the Fokker-Planck 
solution provided for reference (thick lines, blue online).  The results 
of each figure represent 100 sets (each represented by its own grey 
line) of 103 independent trials. (a) Results without REE for reference. 
Intrinsically, the lowest non-zero value of WER for each set is 10−3 as 
seen.  (b), (c) and (d) Results with REE with thresholds, mz,th = 0.7, 
0.95 and 0.99, respectively.  All choices of mz,th provide vastly 
improved estimations of WER as compared to simulations without 
REE, but mz,th = 0.95 clearly provides the best of the three.   
 
As can be seen in Fig. 2, use of REE with any of the choices 
of mz,th provides vastly improved estimations of WER. 
However mz,th = 0.95 clearly provides the least variability 
among these choices. Consistent with the discussion of 
Subsection A, if mz,th is too low (further from unity), then, we 
waste REEs on too many trajectories that are already largely 
deterministic. If mz,th is too high (closer to unity), we miss REEs 
for too many trajectories that remain largely stochastic. 
Indicative of this latter limit is the quasi-step like behavior for 
many of the trial sets, noticeable at fairly large WERs but 
  
increasing in scale as WER decreases, as seen in Fig. 2(d), 
partially reminiscent of the behavior for the REE free result of 
Fig. 2(a) if at much smaller WERs. 
Toward identifying the optimum threshold a priori, a 
significant sample of individual trials—103 again for our 
simulations—of m(t) were simulated without REE. For each of 
these trials a “transit” time was identified as a function of mz,th, 
which is defined as the time required for m(t) to fall from mz = 
mz,th to mz = 0 (and, similarly, an “incubation” time is identified 
as the time for m(t) to reach mz,th from t =0) consistent with prior 
simulation work [20]–[22]. We then considered the standard 
deviation in the transit time among all trials. We found that the 
inflection point in this curve, as shown in Fig. 3, provides a 
reasonably optimal value of mz,th as the inflection signifies a 
transition between more stochastic paths with thus large 
variability in transit times, and more deterministic paths with 
thus similar transit times. In particular, the 0.95 value for 2Ic0 
that was predicted in this ways is consistent with the results of 
Fig. 2. Moreover, as can be seen, the optimum value of mz,th 
increased toward unity with increased applied current. The 
greater the current, the greater the STT for a given value of mz, 
the less deviation of mz from unity that is required for the STT 
to overcome the thermal fluctuation field on average.  
Figure 4 shows the WER for 100 sets of 103 trials each 
obtained with REE using the optimum thresholds found from 
Figure 3 for applied currents of I = 2Ic0, 3Ic0 and 4Ic0, 
respectively, along with error bars representing a plus or minus 
two standard deviations ±2σ (95%) confidence interval for the 
individual trial sets based on the variation among them. The ±2σ 
confidence interval for the average result of all 100 sets of trials 
is an order of magnitude smaller still. This later average of the 
predicted Pns from the all REE enhanced stochastic LLGS trials 
follows the exact Fokker-Planck solution quite well.  
  
 
FIG. 3: Variation of transit time as a function of the threshold. The 
definition of the transit time for a given threshold mz,th is illustrated in 
the inset for one trial trajectory (highlighted in red online). The 
optimum threshold for each current is marked as a (red online) circle 
on the corresponding curves. 
 
 
 
FIG. 4: REE simulation of WER using a current dependent optimized 
mz,th threshold for a switching current of (a) 2Ic0 with mz,th = 0.95, (b) 
3Ic0 with mz,th = 0.97 (c) 4Ic0 with mz,th = 0.98.  Error bars (red online) 
represent plus or minus two standard deviations among the samples. 
Fokker-Planck results are provided for comparison.    
 
  
 
FIG.  5. WER obtained from micromagnetic simulations with REE. (a) 
WER calculated using REE for I = 2Ic0 using a threshold of 0.95 for 
both micromagnetic and macrospin calculations. For the 
micromagnetic WER calculation, 10 independent REE runs are shown 
along with the average of 10 such runs. (b) 10 independent REE runs 
with micromagnetic simulations for I = 2Ic0 (mz,th = 0.95) again and I = 
3Ic0 (mz,th = 0.95). Fokker-Plank solutions for the same bit are also 
plotted. (The Fokker-Planck solution for I = 3Ic0 is not shown after 10 
ns for visual clarity.)  The horizontal bars in (a) and (b) to the left and 
right of the WER data points indicate plus or minus two times expected 
standard deviation among the sets of 103 trials in the time taken to 
reach the corresponding WER, calculated using 10 runs (100 runs) for 
the micromagnetic (macrospin) calculations. 
III. MICROMAGNETIC STOCHASTIC LLGS WITH RARE 
EVENT ENHANCEMENT 
A. Method 
The GPU-based micromagnetic simulator MUMAX3 [23] was 
used to carry out the micromagnetic simulation of STT 
switching of a PMA bit. The diameter and thickness of a 
circular free layer were taken to be to be 60 nm and 1 nm 
respectively, just slightly larger in diameter than that for the 
preceding macrospin simulations. The grid size was taken to be 
1.88 nm in the plane of the free layer and 1 nm perpendicular to 
the plane of the free layer. Grids were coupled through an 
exchange constant Aex of 20 pJ/m. (An infinite Aex represents a 
macrospin.)  Otherwise, the parameters of the free magnet were 
taken as the same as for the macrospin simulations. With these 
parameters, the thermal stability factor Δ of the bit is ~67 in the 
limit of coherent rotation as for the macrospin. The 
corresponding macrospin critical switching current Ic0 
calculated as before is 42.1 µA. These calculated values of 
thermal stability and the critical current may well be 
overestimates of the true values for the micromagnetic system, 
but still can be used as a reference. The temperature again was 
set to be 300 K. A 10 fs integration step size was used for all 
the micromagnetic simulations. As for the macrospin trials, the 
initial population of trial trajectories was thermalized by 
simulating magnetization dynamics for 5 ns under the influence 
of thermal fluctuations before the switching current was applied 
at t = 0. For these micromagnetic REE simulations, as a simple 
extension of the approach used for the macrospin simulations, 
the predictor of which trajectories are more likely to lead to rare 
events than others was taken as 〈𝑚𝑧(𝑥, 𝑦, 𝑡)〉, the spatial 
average of 𝑚𝑧(𝑥, 𝑦, 𝑡) normalized to the magnitude of 
〈𝐦(𝑥, 𝑦, 𝑡)〉. Then, also as for the macrospin simulations, a 
threshold value of 〈𝑚𝑧(𝑥, 𝑦, 𝑡)〉, mz,th, was used to identify the 
rare, slow switching trials. 
B. Results 
Figure 5(a) shows the WER calculated for I = 2Ic0 for mz,th = 
0.95, which again represents the pre-calculated inflection point 
in the standard deviation of the previously defined transit time. 
Each of the 10 individual lines represents a set of 103 
independent REE simulation trials. Also plotted in Figure 5(a) 
is the predicted WER from 100 sets of 103 REE macrospin trials 
the same system otherwise, with accuracy again verified by 
comparison to the Fokker-Planck result. First, of course, we 
note that a macrospin analysis quantitatively overestimates the 
required switching time for a given switching current 
substantially. In terms of the subject at hand, we note that 
WERs can be predicted using REE down to 10−9 and likely 
beyond with sets of only 103 independent REE trials, with good 
reliability as evidenced by the ±2σ (95%) confidence interval 
for the individual trial sets based on the variation among them. 
Again, the ±2σ confidence interval for the average result of all 
sets of trials is smaller, by a factor of 3 here. In absolute terms, 
the ±2σ confidence interval in time to achieve a given WER for 
the macrospin results is much the same as for the 
micromagnetic results, although the error in the micromagnetic 
simulations relative to the average is significantly larger. Also 
the REE runs with a threshold of 0.95 show some step-like 
artifacts similar to the ones shown in Figure 2(d), suggesting 
that the employed value of mz,th = 0.95 may be a bit too close to 
unity. However, lowering mz,th to 0.9 creates a larger variation 
(not shown) between the predicted results, qualitatively similar 
to the results of Fig 2(b) as compared to those of Fig. 2(c). 
The results of the REE micromagnetic simulations with I = 
3Ic0 and, for reference, I = 2Ic0 again are shown in Fig. 5(b).  The 
Fokker-Planck results for each value of switching current I also 
are shown for reference. The value of mz,th used for the shown I 
= 3Ic0 results is 0.95 which seems to be near optimal, already 
showing a bit of the step like behavior, while an mz,th = 0.97 
value is suggested by the standard deviation of the transit time.  
Again lowering mz,tb to 0.9 produces more variation.  Moreover, 
it becomes increasing evident that, as the switching current 
  
increases, the Pns decay becomes super-exponential (super-
linear on these log-linear plots) qualitatively deviating from 
macrospin behavior.   
For practical applications 3Ic0 already may be considered a 
large switching current [2], [12], particularly given that the 
employed Ic0 obtained in the macrospin limit may well be a 
significant overestimate of the true Ic0 as previously noted. 
Nevertheless, it is informative from a modeling perspective to 
consider what happens as we follow the switching current 
higher (not shown). As currently simulated, for I = 4Ic0, we were 
unable to reliably predict WER below ~10−6, and for I = 6Ic0 
below ~ 10−5. Some of the trial sets, each with initially 103 
samples, became null, i.e. none of the trajectories remained 
unswitched. With the increasingly quick reduction in the WERs 
with increasing current and simulated time, combined with 
nonzero periods for sampling the subsets of trajectories with mz 
> mz,th, mz,th > mz > 0 and 0 > mz, it became increasingly difficult 
maintain fixed trial set size. Thus, increasing the resolution in 
the time for checking these subset of trajectories, by brute force 
or refined technique, should improve results in the high-current 
limit substantially. Moreover, it may also be that that our 
predictor of which trajectories are more likely to lead to rare 
events than others, the normalized average value of mz, 
〈𝑚𝑧(𝑥, 𝑦, 𝑡)〉, becomes less efficient at higher current densities. 
Indeed, when going from the macrospin to micromagnetic 
simulations we noticed some softening of the inflection in the 
standard deviation of the transit times by which mz,th is chosen 
(not shown), consistent with the greater relative error for the 
micromagnetic simulations. That result should perhaps not be 
surprising given that we already were mapping a three 
dimensional quantity, m(t), to one dimensional predictor, mz, 
for the macrospin simulation. For the micromagnetic simulation 
with N semi-independent magnetic cells, we now are mapping 
a 3N dimensional quantity, 𝐦(𝑥, 𝑦, 𝑡), to a still only one 
dimensional predictor, 〈𝑚𝑧(𝑥, 𝑦, 𝑡)〉. It might be possible to 
obtain still more reliable results by more carefully considering, 
e.g., the quasi-independent contributions of perhaps the lowest 
few “odd” eigenmodes (l) of the magnetization 𝐦𝒍(𝑥, 𝑦) (those 
for which the average magnetization does not vanish). Also, as 
previously noted, the REE method used here is basic; use of 
more sophisticated REE methods may also lead to still more 
reliable prediction for a given computation effort. In other 
words, even with the already great advantage of REE for 
simulation of WERs for practical micromagnetic systems 
demonstrated with the simple approach used here, there remains 
room to further improve the REE-based calculation of WER in 
the future. 
IV. CONCLUSION 
We have developed and demonstrated a relatively simple, 
prototype REE method tailored to calculation of WER in 
micromagnetic STT-RAM systems, and have demonstrated 
statistically reliable prediction of WER down to ~10−9 with 
sample sets of only 103 stochastic LLGS-based switching trials.  
Moreover, the total number of ongoing stochastic LLGS 
simulations, the computational burden, is effectively conserved 
through simulation time.  In addition, nothing in our simulated 
results suggests that the use of REE in micromagnetic 
simulation cannot allow still lower WERs to be calculated for 
common switching currents, even with the basic method 
described. Moreover, using more refined REE methods and 
development of improved predictors of rare magnetization 
trajectories offers the opportunity for still more reliable 
prediction of WERs, to lower WERs, and under more extreme 
switching conditions.    
ACKNOWLEDGMENT 
U. R. thanks David L. Kencke, Angik Sarkar and Charles C. 
Kuo for the useful discussions on WER during her internship at 
Intel Corp. in the summer of 2014. The authors acknowledge 
the Texas Advanced Computing Center (TACC) at The 
University of Texas at Austin for providing high performance 
computing resources that have contributed substantially to the 
research results reported within this paper. This work was 
supported in part by the NRI SWAN and the NSF NASCENT 
ERC. 
REFERENCES 
[1] A. V. Khvalkovskiy, D. Apalkov, S. Watts, R. 
Chepulskii, R. S. Beach, A. Ong, X. Tang, A. Driskill-
Smith, W. H. Butler, P. B. Visscher, D. Lottis, E. Chen, 
V. Nikitin, and M. Krounbi, “Basic principles of STT-
MRAM cell operation in memory arrays,” J. Phys. D: 
Appl. Phys., vol. 46, no. 7, p. 074001, 2013. 
[2] Z. Diao, Z. Li, S. Wang, Y. Ding, A. Panchula, E. Chen, 
L.-C. Wang, and Yiming Huai, “Spin-transfer torque 
switching in magnetic tunnel junctions and spin-transfer 
torque random access memory,” J. Phys.: Condens. 
Matter, vol. 19, no. 16, p. 165209, 2007. 
[3] W. H. Butler, T. Mewes, C. K. A. Mewes, P. B. Visscher, 
W. H. Rippard, S. E. Russek, and R. Heindl, “Switching 
Distributions for Perpendicular Spin-Torque Devices 
Within the Macrospin Approximation,” IEEE 
Transactions on Magnetics, vol. 48, no. 12, pp. 4684–
4700, Dec. 2012. 
[4] R. Heindl, W. H. Rippard, S. E. Russek, and A. B. Kos, 
“Physical limitations to efficient high-speed spin-torque 
switching in magnetic tunnel junctions,” Phys. Rev. B, 
vol. 83, no. 5, p. 054430, Feb. 2011. 
[5] J. Z. Sun, R. P. Robertazzi, J. Nowak, P. L. Trouilloud, 
G. Hu, D. W. Abraham, M. C. Gaidis, S. L. Brown, E. J. 
O’Sullivan, W. J. Gallagher, and D. C. Worledge, “Effect 
of subvolume excitation and spin-torque efficiency on 
magnetic switching,” Phys. Rev. B, vol. 84, no. 6, p. 
064413, Aug. 2011. 
[6] T. Min, Q. Chen, R. Beach, G. Jan, C. Horng, W. Kula, 
T. Torng, R. Tong, T. Zhong, D. Tang, P. Wang, M. m 
Chen, J. Z. Sun, J. K. Debrosse, D. C. Worledge, T. M. 
Maffitt, and W. J. Gallagher, “A Study of Write Margin 
of Spin Torque Transfer Magnetic Random Access 
Memory Technology,” IEEE Transactions on Magnetics, 
vol. 46, no. 6, pp. 2322–2327, Jun. 2010. 
[7] E. R. Evarts, R. Heindl, W. H. Rippard, and M. R. Pufall, 
“Correlation of anomalous write error rates and 
ferromagnetic resonance spectrum in spin-transfer-
torque-magnetic-random-access-memory devices 
  
containing in-plane free layers,” Applied Physics Letters, 
vol. 104, no. 21, p. 212402, May 2014. 
[8] K. Kawabata, M. Tanizawa, K. Ishikawa, and Y. Inoue, 
“Micro magnetic simulation of write error probability in 
STT-MRAM,” in International Conference on 
Simulation of Semiconductor Processes and Devices 
(SISPAD), 2008, 2008, pp. 53–56. 
[9] U. Roy, D. L. Kencke, T. Pramanik, L. F. Register, and 
S. K. Banerjee, “Write error rate in spin-transfer-torque 
random access memory including micromagnetic 
effects,” in Device Research Conference (DRC), 2015 
73rd Annual, 2015, pp. 147–148. 
[10] E. Sangiorgi, B. Ricco, and F. Venturi, “MOS2: an 
efficient MOnte Carlo Simulator for MOS devices,” 
IEEE Transactions on Computer-Aided Design of 
Integrated Circuits and Systems, vol. 7, no. 2, pp. 259–
271, Feb. 1988. 
[11] D. Querlioz, J. Saint-Martin, K. Huet, A. Bournel, V. 
Aubry-Fortuna, C. Chassat, S. Galdin-Retailleau, and P. 
Dollfus, “On the Ability of the Particle Monte Carlo 
Technique to Include Quantum Effects in Nano-
MOSFET Simulation,” IEEE Transactions on Electron 
Devices, vol. 54, no. 9, pp. 2232–2242, Sep. 2007. 
[12] A. F. Vincent, N. Locatelli, J. O. Klein, W. S. Zhao, S. 
Galdin-Retailleau, and D. Querlioz, “Analytical 
Macrospin Modeling of the Stochastic Switching Time 
of Spin-Transfer Torque Devices,” IEEE Transactions 
on Electron Devices, vol. 62, no. 1, pp. 164–170, Jan. 
2015. 
[13] M. J. J. Garvels, “The splitting method in rare event 
simulation,” Doctoral Thesis, Universiteit Twente, 
Enschede, 2000. 
[14] M. J. J. Garvels and D. P. Kroese, “A comparison of 
RESTART implementations,” in Simulation Conference 
Proceedings, 1998. Winter, 1998, vol. 1, pp. 601–608 
vol.1. 
[15] P. Glasserman, P. Heidelberger, P. Shahabuddin, and T. 
Zajic, “Multilevel Splitting for Estimating Rare Event 
Probabilities,” Oper. Res., vol. 47, no. 4, pp. 585–600, 
Apr. 1999. 
[16] G. Rubino and B. Tuffin, Rare Event Simulation Using 
Monte Carlo Methods. Wiley Publishing, 2009. 
[17] W. F. Brown, “Thermal Fluctuations of a Single-Domain 
Particle,” Phys. Rev., vol. 130, no. 5, pp. 1677–1686, Jun. 
1963. 
[18] W. Scholz, T. Schrefl, and J. Fidler, “Micromagnetic 
simulation of thermally activated switching in fine 
particles,” Journal of Magnetism and Magnetic 
Materials, vol. 233, no. 3, pp. 296–304, Aug. 2001. 
[19] A. Aharoni, “Demagnetizing factors for rectangular 
ferromagnetic prisms,” Journal of Applied Physics, vol. 
83, no. 6, pp. 3432–3434, Mar. 1998. 
[20] F. Iga, Y. Yoshida, S. Ikeda, T. Hanyu, H. Ohno, and T. 
Endoh, “Time-Resolved Switching Characteristic in 
Magnetic Tunnel Junction with Spin Transfer Torque 
Write Scheme,” Japanese Journal of Applied Physics, 
vol. 51, no. 2, p. 02BM02, Feb. 2012. 
[21] K. Ito, S. Ohuchida, and T. Endoh, “Dependence of Sub-
Volume Excitation on Structural and Material Parameters 
in Precessional Regime of Spin Transfer Torque 
Magnetization Reversal,” IEEE Transactions on 
Magnetics, vol. 50, no. 11, pp. 1–4, Nov. 2014. 
[22] S. Ohuchida, K. Ito, and T. Endoh, “Impact of sub-
volume excitation on improving overdrive delay product 
of sub-40 nm perpendicular magnetic tunnel junctions in 
adiabatic regime and its beyond,” Japanese Journal of 
Applied Physics, vol. 54, no. 4S, p. 04DD05, Apr. 2015. 
[23] A. Vansteenkiste, J. Leliaert, M. Dvornik, M. Helsen, F. 
Garcia-Sanchez, and B. V. Waeyenberge, “The design 
and verification of MuMax3,” AIP Advances, vol. 4, no. 
10, p. 107133, Oct. 2014. 
 
 
 
