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1. 序論
近年の科学技術の発展と共に，人間には作業の困難
な遠隔地において，環境調査等の活動を半自律で行う
知能型遠隔移動ロボットが大きな成果を上げている．こ
れらのような遠隔移動ロボットは，環境調査や試料採
取等の高度なミッションを安定して遂行することが求
められる [1]．そのためにロボットシステムは多くの機
能で構成され，システムは大規模複雑化する傾向にあ
る．従って，全体を統括する遠隔移動ロボットのシス
テムには効率性及び拡張性が強く求められている．
本研究では，ロボットシステムの運用効率化に関す
る問題を解決するための負荷分散及び通信トラフィッ
クの低減を目的とする．そのために，ロボットの内部
システムにおけるモジュール間接続の重み係数最適化
による，階層構造配置の最適化手法について提案する．
また，シミュレーション及び実装実験によりその有効
性を評価する．
2. 3層構造型アーキテクチャ
一般的に，遠隔ロボットは人間が容易に活動できな
い極限環境下で運用される．これらは基本的に未知環
境である為，必ずしもパラメータやアルゴリズムが想
定内となるとは限らない．また，極限環境である為に
高確率でハードウェアのトラブルが生じる恐れがある．
これらの理由により，遠隔ロボットのシステムは物理
的制限なしでソフトウェアによる変更が可能であるこ
とが求められる．また通信回線やリソースが限られて
いるため，最低限の通信でのシステム変更や，既存の
機能を再利用できることが望ましい．さらに，安全な
運用の為にはその状態を常に把握できることが重要と
なる．
本研究室において，これまでにこれらの要件を満た
すアーキテクチャが提案されてきた．提案アーキテク
チャはRT-Middleware[2]により実装されており，各ソ
フトウェア機能がモジュール化されネットワークを介
して接続される．さらに，ユーザによる直感的なタス
クフローの生成とシステムによる効率的なモジュール
の管理を両立する為，ソフトウェア層が二層に分かれ
ている（Fig.1）．
21 論理層
論理層は，遠隔操作システムのコンセプト（柔軟性・
可変性・再利用性）を実現する層である．ユーザは，意
図するタスクフローに応じて必要なモジュールを収集
し，それらを接続する．また様々な可能性を考慮し，あ
Fig.1 Proposed Architecture
らかじめタスク（動作ロジック）をいくつか登録して
おくことで，状況の変化や障害発生時に柔軟で迅速な
タスクの切り替えが可能となる．さらに，各タスクを
構成するモジュール群は自由に追加・削除・入れ替え・
切り替えができ，これによりソフトウェアの再利用性
を高め，想定外の状況にも柔軟に対応する．
22 接続層
接続層は，論理層で定義されたフローを実接続を変
更することなく実現する層である．モジュール間接続
の切り替えを頻繁に行う事は，現実的に考えると非効
率である．そのため，論理層での接続を仮想的なものと
し，実際には各機能モジュールはデータベースノード
モジュール（Database Node Module，以下 DNM)に
接続される．この DNMがデータのフロー制御を行う
事により，柔軟なタスクの変更を実現する．また，モ
ジュール間データ通信は DNMによって提供される共
有メモリにより高速に行われる．さらに，DNMにア
クセスすることで内部データの全てを得ることができ，
システムの透過性が確保されている．
しかし，システムが大規模になりモジュール数が増
加すると，DNMへの負荷や通信トラフィックの増加に
よりオーバヘッドが増大してしまう．そのため，この
接続層では DNMを階層配置することでこの問題の解
決を図っている．
23 物理層
遠隔操縦ロボットには，システムを動かすためのCPU
はもちろんのこと，モータなどのハードウェアを動か
すために複数の CPUが使用される．このようなシス
テムにおいてはその接続方法が上層の仕様に大きな影
響を与えるため，この議論が非常に重要になる．また，
遠隔地で活動するシステムを運用するためには，常に
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システムの状況を把握する必要がある．特に，変更を
要する不具合が発生した場合，その原因特定や危険回
避及び機能変更のため，ハードウェア，ソフトウェア
を問わず，全てのシステムの状況の把握とアクセスが
欠かせない．このため，ハードウェア的な透過性の確
保も重要な課題となる．
以上より，この層においては各ハードウェア接続を
スター型ネットワークとして，物理的拘束を受けずに
ソフトウェア的な接続変更を容易にし，加えてシステ
ムの透過性を確保している．
24 提案アーキテクチャの課題
技術的課題として，接続層での DNMへのモジュー
ル配置手法が挙げられる，遠隔移動ロボットは限られ
たリソースの中での効率的な運用が期待されているが，
本アーキテクチャの接続層における配置の仕方によっ
ては著しくパフォーマンスが低下する恐れがある．そ
のため，最適配置問題は重要な課題である．
従って，次章よりこれらの問題を解決するための階
層構造最適化手法について述べる．
3. クラスタリングによる階層構造最適化手法
31 提案アーキテクチャにおける構造最適化の目的
遠隔移動ロボットは幅広い技術分野を持ち, 様々な機
能が複雑に絡み合って動作している. そのため, 多数の
機能モジュールが一つのデータベースにアクセスする
ことになり, 負荷が集中することでスループットが低下
してしまう．以上の観点から，DNMは可能な限り分散
させるべきである．
また，タスクを構築するモジュールが複数の DNM
に分散されている場合には，DNM間でのデータ転送
が必要となる．本アーキテクチャの DNM間でのデー
タ転送は複数CPU管理を実現するため分散オブジェク
ト通信を採用しており，その通信遅延が大きいことが
問題となる．さらに，階層構造化の際には複数のDNM
にデータを経由させるため，遅延はより増える傾向に
ある．従って，効率的な運用のためにはデータ量が大
きく通信を頻繁に行うモジュール同士を近くへ配置す
ることが望ましい．
以上より，負荷分散のためのモジュールの可能な限
りの分割，及び効率的運用のための密接なモジュール
同士の近くへの配置を両立するモジュール配置の実現
が，階層構造最適化の目的である．
32 タスク依存関係解析による最適化手法
システム効率化のためにモジュールの最適配置を実
現するため，論理層により生成されたタスクの依存関
係に基づいてモジュールネットワークをグラフ化し，組
合せ最適化問題を解くためにネットワークを対象とし
たクラスタリングを行う．クラスタとして分類されたモ
ジュール群は自動マッピングする際のシステム構成情
報とし，クラスタ単位でDNMへの配置を行う (Fig.2)．
ネットワーク化されたモジュール群で構成されるロ
ボットシステムにおけるクラスタリングでは，最適な
システムを構成するため高凝集・低結合な部分構造を
抽出し，モジュール群を高い精度で分類することが重
要となる．しかし，高精度なアルゴリズムは一般的に
Fig.2 Clustering and Mapping Processes
計算コスト問題を抱えている [3]．ここで，種々あるク
ラスタリングアルゴリズムにおいて精度と計算量を両
立しているのが，階層的凝集型アルゴリズムに分類さ
れる Newman法 [4]である．従って，本手法における
クラスタリングにはNewman法の適用が有効であると
考えられる．
Newman法は，以下に示すQが最大となるコミュ
ニティの組合せを結合することによりクラスタリング
を行うアルゴリズムである．
Q = 2(eij   aiaj) (1)
eij =
クラスタ i; j 間のエッジ数
全エッジ数
(2)
ai =
クラスタ i内のエッジ数
全エッジ数
(3)
しかし，Newman法では密な部分構造を誤って分割
してしまうという問題がある．そのため，ネットワー
クを構成する各エッジに重みを付けることを検討する．
エッジへの重み付けを行うことで，クラスタリングの
初期の段階においてもつながりの強いクラスタが優先
的にクラスタリングされやすくなると考えられる．
33 重み付きNewman法の評価及び課題
重み付きNewman法を用いたクラスタリングによる
構造最適化に関し，その有効性と重みの精度がパフォー
マンスに及ぼす影響を検証するために，重み無し，通
信遅延による重み，通信遅延及び DNM負荷による重
みの 3種を評価した．
Fig.3(a)では，遅延が大きいがクラスタ数が多いため
一つの DNMにかかる負荷値は三者の最小値をとって
いる．また Fig.3(b)では遅延は最小値となったが，ク
ラスタ数が少ないため負荷値が大きい．Fig.3(c)では，
遅延及び負荷を総合した評価値が最小となっている．
以上より，重み付きNewman法は有効である．また
重みの設定により配置結果が大きく変動するため，本
アーキテクチャにおける重みの精度は極めて重要である．
Table 1 Comparison of each weighted clustering method
Number of Latency Load Evaluation
Cluster Value Value Value
without
10 23.50 9.401 32.90Weight
Considering
2 2.687 29.91 32.60Latency
Considering
4 3.135 24.63 27.77Latency and Load
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(a) without Weight (b) Considering Latency (c) Considering Latency and Load
Fig.3 Clustering result of each weight
ここで，Fig.3(c)では遅延の値に対し負荷値が大き
く，重みの精度向上によりさらなる最適化が望めると
思われる．従って，モジュール階層構造の最適性を向
上させるための重み係数の導出手法を提案する．
4. エッジの重みを考慮した階層構造配置の最適化手法
41 重み係数の導出に関する検討及び提案
本アーキテクチャにおける最適化の目的は通信遅延
の削減及び負荷分散である．そのため，ノード i，j 間
のエッジが持つパラメータベクトルを x,その調整のた
めの重みベクトルをwとおき，本手法における重みを
次式のように定義する．
W (diag(w)xij) = wsSijwcCijwbBij +
wdDij
wcCijwbBij
(4)
ここで，Sij は i，j 間エッジの通信容量，Cij は通信
回数，Bij は i，j間に跨るDNM数，Dij は i及び jと
同一の DNMに属する全モジュールの通信回数の総和
である．式 (4)において，第一項は通信遅延，第二項
は DNM負荷の逆数を表し，各項の値が高いほどその
i; j間の重み．すなわち i; j間の密接度が高いことにな
る．以上より，式 (4)における wを求めることによっ
て，モジュール階層配置を最適とするW が導出される．
しかし，ここでwの導出法が問題となる．システム
パフォーマンスはハードウェアへの依存が大きく，ま
た通信遅延及び負荷はトレードオフ関係にある．さら
にモジュールネットワークは時系列的に耐えず変化す
るため，xij における各パラメータが通信遅延及び負荷
にどの程度影響を与えるかは不確定である．以上より，
wの最適値の導出は大きな技術的課題となる．
従って，この問題をシステムパフォーマンス最適化
問題としてモデル化し，それを解くという最適な重み
の導出法を提案する．モデル化のため，エッジ数 nの
モジュールネットワークにおけるパラメータ行列をX，
パフォーマンス評価関数をE，実測値をM とおき，目
的関数 J を次のように定義する．
J (X;w) = E(X;w) M (5)
E(X;w) =
X
i
X
j
W (diag(w)xij) (6)
重みの最適化，すなわちシステムパフォーマンスの
最適化のためには，パラメータ行列Xを解析し，どの
パラメータがパフォーマンスにどれだけの影響を及ぼ
すかを予測することが目的となる．従って，本手法にお
けるシステムパフォーマンス最適化問題は，パフォー
マンス評価関数 E が実測値M と等しくなるようなw
を求めること，すなわち J を最小とするwを探索する
ことに帰着できる．
42 機械学習による重み係数最適化手法
前節にて述べた最適化問題を解くにあたり，時系列
的に変化していく大規模なモジュールネットワークに
おいては，解の空間があまりにも高次元すぎ，その最
小解を求めるのは極めて高コストであることが問題と
なる．従って，wの最適値の導出のために，機械学習
を用いたwの探索手法を提案する．
機械学習とは，既知データ及びそのデータに対する
応答より，未知データに対して適切な予測を可能とす
る予測モデルを構築することである [5]．従って，本シ
ステムにおいては，過去の配置結果におけるパラメー
タ行列Xに対する通信遅延及び負荷の応答を教師信号
とし，Xと応答のセットを学習データとして，現在の
Xに対する応答を正確に予測するような重みベクトル
w を探索する．これにより“最適な重みW の導出方
法”を学習することが本手法における機械学習の目的
である．
モデルの構築にあたり，機械学習における目的関数
J を次のように定義する．
J (X0;    ;XN ;w) =
XN
i
fE(Xi;w) Mig2 (7)
ここで．N は学習データ数である．式 (7)に対し，こ
の J を最小にする重みベクトル wを，J を wで偏微
分し最急降下法を用いて求める．最急降下法とは，関
数の傾き（一階微分）により関数の最小値を探索する
勾配法のアルゴリズムの一つである．
以上より，本手法を用いることでより精度の高いW
の導出が期待できる．
43 提案手法の評価
シミュレーションにて 37個のモジュールからなる 12
種のタスクを動かし，提案手法の有効性を評価した．評
価にあたっては，Newman法，重み付き Newman法，
及び機械学習により最適化された重み付きNewman法
による配置の 3種について，各配置法におけるパフォー
マンス評価値の比較を行った．
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(a) Newman Method (b) Weighted Newman Method (c) Weighted Newman Method with Learning
Fig.4 System performance by each placement method
(a) Initial module network (b) Optimized module network
Fig.5 Module network in Micro6
Fig.6 Micro6 system performance without
optimization
Fig.7 Optimized Micro6 system performance
Table.2より，提案手法による配置では遅延，負荷と
もに各々の最小値に準ずる値となっており，最適化の
目的である遅延の削減及び負荷分散の両立が達成でき
ている．以上より，提案手法の有効性が確認された．
5. 実装実験及び評価
提案手法の実機による評価のため，本研究室にて研
究開発されているMicro6 Roverに本システムを実装し
た．評価にあたっては，Micro6がWayPointに到達す
る毎に配置の最適化を行い，その際のシステムパフォー
マンスをサブシステム毎に分割した手動配置によるも
のと比較した．この際のMicro6システム内におけるモ
ジュール数は 24個，また動作タスク数は 3種類である．
Table.3より，最適化を行わない場合 (Fig.5(a))と比
較して，本手法ではシステムパフォーマンス評価値を
およそ 19%削減できた．以上より，ロボットシステム
の遅延削減及び負荷分散における本手法の有効性が示
せた．
6. まとめ
本論文では，階層構造最適化問題を解決するために，
モジュール間接続の重み係数最適化によるモジュール
ネットワークのクラスタリング手法を提案し，シミュ
レーションによる評価を行った．また提案システムを
構築し，実際にロボットへ実装することで実機におけ
る提案システムの挙動を確認し，その有効性を示した．
従って，本研究は今後更に需要が高まる遠隔ロボッ
トの運用に関し，大きく貢献することが期待できる．
Table 2 Evaluation of system performance by each
placement method
Number of Latency Load Evaluation
Cluster Value Value Value
Newman
10 23.50 9.401 32.90Method
Weighted
4 3.135 24.63 27.77Newman Method
Proposal
5 2.806 9.660 11.75Method
Table 3 Evaluation of system performance in Micro6
Number of Latency Load Evaluation
Cluster Value Value Value
without
3 23.50 2.785 26.29Optimizing
Proposal
3 18.37 2.898 21.27Method
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