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Introduction
Actuality
Distribution of many characteristics of different combinatorial structures can
be very well approximated by the distribution of some variables defined on
the symmetric group Sn. One example of such approximation is the distribu-
tion of the degree of the splitting field of a random polynomial with integer
coefficients. The degree of the splitting field of a polynomial is an impor-
tant characteristic which allows us to estimate how many steps it would take
to decompose the polynomial into the product of prime polynomials. Thus
the information about the distribution of the degree of the splitting field of
a random polynomial would allow us to estimate how much time would it
take to decompose a randomly chosen polynomial into the product of prime
polynomials.
Aims and problems
The aim of this work is to obtain the estimates for the remainder term in
the Erdo˝s Tura´n law and also to prove analogous result for distribution of
the logarithm of the order of a random permutation on some subsets S
(k)
n
of the symmetric group. To obtain these aims we also prove some estimates
for the mean values of multiplicative functions on Sn and S
(k)
n , which are of
independent interest, and which allow us to estimate the convergence rate to
normal law of additive functions on Sn.
We also study the distribution of the degree of the splitting field of a
random polynomial and obtain sharp estimates for the convergence rate of
it to normal law.
5
6Methods
In research we apply both probabilistic and analytic methods. Some analytic
methods used here have their origins in the probabilistic number theory, and
some have their roots in the theory of summation of divergent series. We also
prove some tauberian theorem for Voronoi summability of divergent series.
Novelty
All obtained results are new. They generalize and improve the earlier results
of Erdo˝s and Tura´n, Manstavicˇius, Nicolas, Pavlov, Barbour and Tavare´.
Results
Let Sn be the symmetric group. Each σ ∈ Sn can be represented as a product
of independent cycles
σ = κ1κ2 . . . κω(σ). (1)
This representation is unique up to the order of cycles.
On Sn we can define a uniform probability measure Pn by assigning to
each subset A ⊂ Sn probability
Pn(A) =
|A|
|Sn| =
|A|
n!
,
here |A| is the number of elements of the set A. Let us denote by αj(σ)
the number of cycles in the decomposition of σ into product of independent
cycles (1) whose length is equal to j. Then, obviously
α1(σ) + 2α2(σ) + · · ·+ nαn(σ) = n. (2)
And ω(σ) – the number of independent cycles in the decomposition of σ in
(1) can be expressed as
ω(σ) = α1(σ) + α2(σ) + · · ·+ αn(σ).
In 1942 V. L. Goncharov [7] proved that
Pn
(
ω(σ)− logn√
logn
< x
)
→ Φ(x), as n→∞
here Φ(x) is the standard normal distribution. He also proved that the dis-
tribution of αj(σ) when j is fixed is asymptotically distributed as poissonian
random variable with parameter 1/j.
7The uniform probability measure is not the only probability measure with
respect to which one can study the distribution of random variables on Sn.
Let θ > 0 be fixed parameter. By putting
Pn,θ(σ) =
θω(σ)
θ(θ + 1) . . . (θ + n− 1) (3)
we define the Ewense probability measure Pn,θ.
As in [10] we will call a function f : Sn → C multiplicative if for σ ∈ Sn
having representation (1),
f(σ) = f(κ1)f(κ2) . . . f(κω)
and f(κ) depends on cycle length |κ| only. For any multiplicative function
f on Sn we will denote by fˆ(j) – the value of f on the cycles whose length
is equal to j, 1 6 j 6 n. That means that f(κ) = fˆ(|κ|), where |κ| is the
length of cycle κ.
Suppose d(σ) is a non-negative multiplicative function, d(σ) 6≡ 0. Then
we can define a probabilistic measure νn,d on Sn by the formula
νn,d({σ}) = d(σ)∑
w∈Sn d(w)
. (4)
If dˆ(j) = 1, we obtain the uniform probability measure, and for dˆ(j) ≡
θ > 0 we obtain Ewens probability measure.
Let us denote by Mdn(f) the weighted mean of a multiplicative function
f : Sn → C with respect to the measure νn,d(σ):
Mdn(f) =
∑
σ∈Sn
f(σ)νn,d(σ) =
∑
σ∈Sn f(σ)d(σ)∑
σ∈Sn d(σ)
.
In 2002 E. Manstavicˇius proved the following result.
Theorem A ([12]). Let f : Sn → C be a multiplicative function, such that
|f(σ)| 6 1, satisfying the conditions:
∑
j6n
1−ℜfˆ(j)
j
6 D (5)
and
1
n
n∑
j=1
|fˆ(j)− 1| 6 µn = o(1),
8for some positive constant D and some sequence µn.
Suppose that the measure defining multiplicative function d(σ) satisfies
the condition 0 < d− 6 d(κ) 6 d+ on cycles κ ∈ Sn for some fixed positive
constants d− and d+, then there exist positive constants c1 = c1(d−, d+) and
c2 = c2(d
−, d+) such that
Mdn(f) = exp
{∑
j6n
dj
fˆ(j)− 1
j
}
+O
(
µc1n +
1
nc2
)
,
where dj = dˆ(j) is the value of d on the cycles of length j.
We prove the following result.
Theorem 1. Let f : Sn → C be a multiplicative function satisfying the
condition |f(σ)| 6 1 for all σ ∈ Sn. Suppose that the measure defining
multiplicative function d(σ) is such that 0 < d− 6 dj 6 d+, where dj is the
value of d(σ) on cycles of length j. Then we have
∆n :=
∣∣∣∣∣Mdn(f)− exp
{
n∑
k=1
dk
fˆ(k)− 1
k
}∣∣∣∣∣
6 c
(( n∑
j=0
pj
)−1 n∑
k=1
|fˆ(k)− 1|pn−k + 1
nd−
n∑
k=1
|fˆ(k)− 1|kd−−1
+
1
n
n∑
k=1
|fˆ(k)− 1|
)
for d− < 1 and
∆n 6 c
(( n∑
j=0
pj
)−1 n∑
k=1
|fˆ(k)− 1|pn−k + 1
n
n∑
k=1
|fˆ(k)− 1|
(
1 + log
n
k
))
for d− > 1, where c = c(d−, d+) is a positive constant which depends on d−
and d+ only, and
pn =
1
n!
∑
σ∈Sn
d(σ)
Thus Theorem 1 shows that condition (5) in Theorem A is superfluous.
Our result yields more accurate estimates of the remainder term than The-
orem A. The proof of theorem 1 is different from that of Theorem A of
Manstavicˇius. It is based on some properties of Voronoi means of diver-
gent series. In chapter 1 we establish a tauberian type theorem for Voronoi
summability which is of independent interest.
9As in [10], we will call a function h : Sn → R additive if for σ ∈ Sn having
decomposition (1) we have
h(σ) = h(κ1) + h(κ2) + · · ·+ h(κω)
and we assume that the value of h on cycles κ depend on the length of cycles
only. This means that there exist n real numbers hˆ(1), hˆ(2), . . . , hˆ(n) such
that h(κ) = hˆ(|κ|) for all cycles κ ∈ Sn.
In 1998 E. Manstavicˇius proved the following result.
Theorem B ([10]). Let dj ≡ 1. Suppose h˜n(k) satisfy the condition
n∑
k=1
h˜2n(k)
k
= 1. (6)
Then
sup
x∈R
∣∣∣∣νn(x)− Φ(x)− Dnx2√2πe−x2/2
∣∣∣∣≪ Ln,
where νn(x) := νn,1(h(σ)− a(n) < x),
Dn =
∑
16k,l≤n
k+l>n
h˜n(k)h˜n(k)
kl
, Ln =
n∑
k=1
|h˜n(k)|3
k
, a(n) =
n∑
k=1
h˜n(k)
k
.
Corollary A ([10]). We have
Rn := sup
x∈R
|νn,1(x)− Φ(x)| ≪ L2/3n .
There exists a sequence of constants hˆn(k), satisfying the normalizing condi-
tion (6), such that Ln = o(1) and
Rn ≫ L2/3n .
This result has been generalized for dˆ(j) ≡ θ > 0 in our paper [21].
We now generalize this result for the case when the probabilistic measure
on the symmetric group is νn,d.
Let us denote
A(n) =
n∑
k=1
dk
h˜n(k)
k
, Cn =
n∑
j=1
dj
h˜n(j)
j
(
pn−j
pn
− 1
)
,
and
Ln,p =
n∑
k=1
|h˜n(k)|p
k
, L′n,2 =
n∑
j=1
h˜2n(j)
j
∣∣∣∣pn−jpn − 1
∣∣∣∣ .
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Henceforth assume that h˜n(k) satisfies the normalizing condition
n∑
k=1
dk
h˜2n(k)
k
= 1. (7)
Theorem 2. Suppose 0 < d− 6 dj 6 d+, and p is a fixed number such that
∞ > p > max {2, 1/d−}. Suppose
Fn(x) = νn,d (h(σ)−A(n) < x) ,
where h(σ) is a additive function satisfying condition (7). Then we have
sup
x∈R
∣∣∣∣Fn(x)− Φ(x) + 1√2πe−x2/2Cn
∣∣∣∣≪ Ln,3 + L2/pn,p + L′n,2,
here we assume that
L1/∞n,∞ = lim
p→∞
L1/pn,p = max
16j6n
|hˆ(j)|
for p =∞.
The condition Ln,3 = o(1) is not necessary to ensure the convergence of
an additive function to the normal law. In [2] it was presented the example of
an additive function for which Ln,3 ≫ 1 and whose distribution nevertheless
converges to the normal law. In section 1.3 we investigate the convergence
rate for this special additive function. Surprisingly the rate is essentially
fasten than could be obtain from Theorem 2.
Let a = (a1, a2, ..., an) be a vector with nonnegative integer components.
Following [3], we denote
On(a) = l. c. m. {i : 1 6 i 6 n, ai > 0} and Pn(a) =
n∏
i=1
iai .
One can easily see that On(a) 6 Pn(a).
Let us denote α = α(σ) = (α1(σ), α2(σ), . . . , αn(σ)). Then On(α(σ)) is
equal to the order of the permutation σ, i. e.
On(α(σ)) = min{m > 0|σm = e},
where e – unit of the group Sn.
Erdo˝s and Tura´n [5] proved that if Pn is the uniform probability measure
on Sn, then
Pn
(
logO(α(σ))− 1
2
log2 n
1√
3
log3/2 n
)
→ Φ(x) as n→∞
11
the distribution of logOn(α) converges to the standard normal law. Their
proof consisted of two steps. First they proved that the distributions of
logO(α(σ)) and logP (α(σ)) are close enough to allow to replace investigation
of logO(α(σ)) by that of logP (α(σ)). And then they proved that logP (α(σ))
in asymptotically normally distributed. logPn(α(σ)) =
∑n
j=1 αj(σ) log j be-
ing an additive function, its distribution is much easier to investigate.
Nicolas [16] obtained the estimate O
(
log−1/2 n log log log n
)
for the con-
vergence rate in their theorem. He has also conjectured that the iterated
logarithm in his estimate is superfluous. Barbour and Tavare´ [3] proved that
sup
x∈R
∣∣∣∣νn,θ
{
logOn(α(σ))− (θ/2) log2 n+ θ log n log log n
(θ/
√
3) log3/2 n
< x
}
− Φ(x)
∣∣∣∣
≪ 1√
log n
, (8)
where νn,θ is the Ewens probability measure.
In chapter 3 we prove the following theorems.
Theorem 3.
sup
x∈R
∣∣∣∣νn,1
{
logOn(α)−M logOn(α)
(1/
√
3) log3/2 n
< x
}
− Φ(x) − 3
3/2
24
√
2π
(1− x2)e−x2/2√
log n
∣∣∣∣∣
≪
(
log log n
logn
)2/3
. (9)
Theorem 4.
M logOn(α) =
1
2
log2 n− log n(log logn− 1)
+
∑
ρ
(log n)ρΓ(−ρ) + O((log logn)2),
where
∑
ρ is the sum over all nontrivial zeros of the Riemann zeta-function.
Let Fq be a finite field with q elements. We denote by En the set of
normed polynomials of degree n with coefficients in Fq. Then each element
P ∈ En can be decomposed into a product of prime (over Fq) and normed
polynomials. This decomposition is unique up to the order of multiplicands.
We denote by ξk = ξk(P ) the number of prime polynomials of degree k in the
canonical decomposition of a polynomial P . On En, we define the uniform
probability measure
νn(. . .) =
1
qn
|{P ∈ En : . . .}|.
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Then On(ξ), where ξ := ξ(P ) = (ξ1(P ), ξ2(P ), . . . , ξn(P )), is equal to the
degree of the splitting field of P . Nicolas [15] has proved that
sup
x∈R
∣∣∣∣∣νn
{
logOn(ξ)− 12 log2 n
1√
3
log3/2 n
< x
}
− Φ(x)
∣∣∣∣∣≪ (log logn)
4
√
logn
. (10)
The investigation of ξ(P ) on En has much in common with that of the
random vector α(σ) = (α1(σ), α2(σ), . . . , αn(σ)) defined on the symmetric
group Sn with the uniform probability measure. In fact theorems 3 and 4
will be just simple consequences of the following theorems.
Theorem 5.
sup
x∈R
∣∣∣∣∣νn
{
logOn(ξ)−M logOn(ξ)
(1/
√
3) log3/2 n
< x
}
− Φ(x)− 3
3/2
24
√
2π
(1− x2)e−x2/2√
log n
∣∣∣∣∣
≪
(
log logn
logn
)2/3
. (11)
Theorem 6.
M logOn(ξ) =
1
2
log2 n− logn(log log n− 1)
+
∑
ρ
(logn)ρΓ(−ρ) + O((log logn)2),
where
∑
ρ denotes the sum over all nontrivial zeros of the Riemann zeta-
function.
Assuming that the Riemann hypothesis is true, the sum over the non-
trivial zeros of the Riemann zeta-function in Theorems 6 and 4 can be es-
timated as O(
√
log n). Using the well-known fact that ζ(σ + it) 6= 0 for
σ > 1 − c
log(2+|t|) , one can estimate those sums over the nontrivial zeros of
ζ(s) as O(logn exp{−c log logn
log log logn
}).
From theorems 5 and 3 it follows that, for θ = 1, the convergence rate in
(8) cannot be improved in the sense of order.
The proof of (8) of Barbour and Tavare is based on approximating the
distribution of the random vector α = (α1(σ), α2(σ), . . . , αn(σ)) by the dis-
tribution of a random vector Z = (Z1, Z2, . . . , Zn), where Zj are independent
Poisson random variables with parameters 1/j. The distributions of On(α)
and On(Z) are approximated by the distributions of On(Z) and Pn(Z), re-
spectively. In the proof of Theorem 3 below, we directly approximate the
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variable On(ξ(P )) by Pn(ξ(P )), without using any auxiliary independent ran-
dom variables.
Let us denote by S
(k)
n = {σ = xk|x ∈ Sn} the subset of Sn, which consists
of all permutations σ ∈ Sn, from which one can extract root of degree k.
On the subset S
(k)
n we can define the uniform probability measure ν
(k)
n by
means of formula
ν(k)n (A) =
|A|
|S(k)n |
for any A ⊂ S(k)n .
In Chapter 3 we investigate the distribution additive and multiplicative
functions with respect to measure ν
(k)
n (σ), establishing the analog of Theorem
1 for the mean values of multiplicative functions on S
(k)
n , thus generalizing
earlier results of Pavlov [17].
Pavlov [17] proved that logOn(α(σ))−Mn logOn(α(σ))q
φ(k)
3k
log3/2 n
is asymptotically nor-
mally distributed on S
(k)
n when n → ∞. Here φ(k) – Euler’s function. In
chapter 3 we estimate the convergence rate.
Theorem 7. For fixed k we have
sup
x∈R
∣∣∣∣ν(k)n
{
logOn(α(σ))−Mn logOn(α(σ))√
φ(k)
3k
log3/2 n
< x
}
− Φ(x)− rk(x) e
−x2/2
√
log n
∣∣∣∣
≪
(
log logn
log n
)2/3
,
where rk(x) =
√
3
γ0
(1−8C0−x2)
8
√
2π
and
C0 = γ0
∫ 1
0
(1− y)γ0−1 − 1
y
dy,
here γ0 =
φ(k)
k
.
Theorem 8.
Mn logO(α) =
γ0
2
log2 n− γ0 log n(log logn + C(k))
+
∑
ρ
Γ(−ρ)(γ0 logn)ρ +O((log logn)2),
where
C(k) = log γ0 − 1−
∫ 1
0
(1− y)γ0−1 − 1
y
dy −
∑
p|k
log p
p− 1 ,
and
∑
ρ is the sum over the non-trivial zeroes of the Riemann Zeta function.
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Chapter 1
Additive and multiplicative
functions on Sn
1.1 Voronoi sums
Let αk(σ) be the number of cycles in σ whose length is equal to k. Then
α1(σ) + 2α2(σ) + · · ·+ nαn(σ) = n and we have the following representation
for multiplicative function
f(σ) = fˆ(1)α1(σ)fˆ(2)α2(σ) . . . fˆ(n)αn(σ),
where as before fˆ(j) are the values of multiplicative function f(σ) on cycles
of length j. We assume that 00 = 1 in the above relationship.
Since the quantity of σ ∈ Sn such that αk(σ) = sk for 1 6 k 6 n is equal
to
n!
n∏
j=1
1
sj!jsj
,
when s1 + 2s2 + · · ·+ nsn = n, we have for any multiplicative function f(σ)
∑
σ∈Sn
f(σ) = n!
∑
k1+2k2+···+nkn=n
n∏
j=1
(
fˆ(j)
j
)kj
1
kj!
.
One can easily see that if Nm =
1
m!
∑
σ∈Sm f(σ) then
∞∑
j=0
Njz
j = exp
{ ∞∑
j=1
fˆ(j)
j
zj
}
(1.1)
Here we assume that N0 = 1. Therefore
Mdn(f) =
∑
σ∈Sn f(σ)d(σ)∑
σ∈Sn d(σ)
=
Mn
pn
,
15
16CHAPTER 1. ADDITIVE ANDMULTIPLICATIVE FUNCTIONS ON SN
where Mj and pj are defined by relationships
∞∑
j=0
Mjz
j = exp
{ ∞∑
j=1
dj
fˆ(j)
j
zj
}
and p(z) =
∞∑
j=0
pjz
j = exp
{ ∞∑
j=1
dj
j
zj
}
.
We have
F (z) = exp
{ ∞∑
j=1
dj
fˆ(j)
j
zj
}
=
∞∑
j=0
Mjz
j = exp{L(z)}p(z), (1.2)
here L(z) =
∑∞
j=1 dj
fˆ(j)−1
j
zj . Let us denote exp{L(z)} =∑∞j=0mjzj , then
Mdn(f) =
Mn
pn
=
1
pn
n∑
j=0
mjpn−j.
The proof of the theorem 1 will be based on the following theorem.
Theorem 9. Suppose f(z) =
∑∞
n=0 anz
n, when |z| < 1, and 0 < d− < dj <
d+. Then for n ≥ 1 we have∣∣∣∣∣ 1pn
n∑
k=0
akpn−k − f(e−1/n)− S(f ;n)
npn
∣∣∣∣∣
6 c
(
1
nθ
n∑
j=1
|S(f ; j)|
p(e−1/j)
jθ−1 +
1
p(e−1/n)
∑
j>n
|S(f ; j)|
j
e−j/n
)
,
where S(f ;m) =
∑m
k=1 akkpm−k, θ = min{d−, 1} and c = c(d+, d−) is a
constant which depends on d+ and d− only.
Hence we obtain
Theorem 10. Let f(z) and p(z) be the same as in theorem 9. Then the
relation
lim
n→∞
1
pn
n∑
k=0
akpn−k = A ∈ C,
holds if and only if the following two conditions are satisfied:
1) limx↑1 f(x) = A
2) S(f ;n) =
∑n
k=1 akkpn−k = o(npn) as n→∞.
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Theorem 10 can be reformulated in terms of Voronoi summation theory
(see [8]). Suppose
∑∞
j=0 ak is a formal series and rj is a sequence of non-
negative real numbers. If
lim
n→∞
r0sn + r1sn−1 + · · ·+ rns0
r0 + r1 + · · ·+ rn = s ∈ R,
where sk = a0+a1+ · · ·+ak, then we say that series
∑∞
j=0 ak can be summed
in the sense of Voronoi and its Voronoi sum is equal to s. In such case we
write
(W, rn)
∞∑
j=0
ak = s.
Theorem 10 yields the necessary and sufficient conditions for a series to have
a Voronoi sum when rn are defined by formula
∞∑
m=0
rmz
m = exp
{ ∞∑
j=1
λj
j
zj
}
,
where −1 < λ− 6 λj 6 λ+ <∞. For such rj we have that
(W, rn)
∞∑
j=0
ak = A
if and only if
lim
x↑1
∞∑
j=0
ajx
j = A ∈ C
and
r0Dn + r1Dn−1 + · · ·+ rnD0
r0 + r1 + · · ·+ rn = o(n) as n→∞,
where Dn = 1a1 + 2a2 + · · ·+ nan. When λj ≡ 0, this condition takes form
Dn = o(n) and we obtain the classical theorem of Tauber.
Note that in such case rn can be negative, though condition −1 < λ− 6 λj
ensures that r0 + r1 + · · ·+ rm >
(
m+λ−
m
)
> 0 for m > 1.
Let us now find the generating function of the characteristic function
of the distribution of hn(σ). Since for additive function we have h(σ) =
hˆ(1)α1(σ) + hˆ(2)α2(σ) + · · ·+ hˆ(n)αn(σ) and
νn,d(α1(σ) = s1, . . . , αn(σ) = sn) =
1
pn
n∏
j=1
(
dj
j
)sj 1
sj !
,
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therefore
gn(t) =
∑
σ∈Sn
exp {ithn(σ)}νn,d(σ) = 1
pn
∑
m1+2m2+···+nmn=n
n∏
j=1
(
dj
fˆ(j)
j
)mj
1
mj!
,
where fˆ(k) = exp{ith˜n(k)}. Thus the characteristic function of the random
variable h˜n(k) is the weighted mean of a multiplicative function.
Let p(z) be denoted as before. In what follows we assume that 0 < d− 6
dk 6 d
+, and θ = min{1, d−}, where d−, d+ are fixed positive numbers. We
also denote d˜k = dk − θ and
p˜(z) = exp
{ ∞∑
k=1
d˜k
k
zk
}
=
∞∑
n=0
p˜nz
n.
One can easily see that
p˜(z) = p(z)(1− z)θ.
Lemma 1. If m > n > 1, then
(m
n
)d−
e−d
−/n
6
p(e−1/m)
p(e−1/n)
6
(m
n
)d+
ed
+/m,
and (m
n
)d˜−
e−d˜
−/n
6
p˜(e−1/m)
p˜(e−1/n)
6
(m
n
)d˜+
ed˜
+/m,
where d˜+k = d
+
k − θ, d˜−k = d−k − θ and d˜+ = d+ − θ.
Proof. We have
p(e−1/m)
p(e−1/n)
= exp
{ ∞∑
k=1
dk
k
(e−k/m − e−k/n)
}
6 exp
{
d+
∞∑
k=1
e−k/m − e−k/n
k
}
= exp
{
d+ log
1− e−1/n
1− e−1/m
}
=
(
1− e−1/n
1− e−1/m
)d+
6
(m
n
)d+
ed
+/m.
here we have used the inequalities e−xx 6 1− e−x 6 x for x > 0.
In the same way we obtain the lower bound estimate.
The proof of the second inequality is analogous.
The lemma is proved.
Further we will often use the inequality
a0 + a1 + · · ·+ an 6 eg(e−1/n),
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where g(x) =
∑∞
j=0 akx
k and ak > 0, k > 0. Differentiating p(z) and p˜(z) we
obtain
zp′(z) = p(z)
∞∑
k=1
dkz
k and zp˜′(z) = p˜(z)
∞∑
k=1
d˜kz
k,
hence we have for n > 1
pn =
1
n
n∑
k=1
dkpn−k and p˜n =
1
n
n∑
k=1
d˜kp˜n−k. (1.3)
Hence we have
pn 6
d+e
n
p(e−1/n) and p˜n 6
d+e
n
p˜(e−1/n). (1.4)
It has been proved in [12] that there is a positive constant c(d+) such that
pn > d
−c(d+)
p(e−1/n)
n
. (1.5)
For the sake of completeness we will give here another proof of this estimate
based on the following theorem which is of interest in itself.
Theorem 11. Suppose f(x) =
∑∞
k=0 akx
k, where ak > 0 and
f ′(x)
f(x)
6
c
1− x
when 0 6 x < 1. Then there exists such a positive constant K = K(c) that
N∑
j=0
ak > K(c)f(e
−1/N )
when N > 2c.
Proof. If 0 6 x < 1, we have
f(x) 6
N∑
k=0
akx
k +
1
N
∞∑
k=0
kakx
k
6
N∑
k=0
ak +
xf ′(x)
N
6
N∑
k=0
ak + f(x)
x
N
f ′(x)
f(x)
6
N∑
k=0
ak + f(x)
cx
N(1− x) .
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Inserting here x = e−1/n with n =
[
N
2c
]
, we obtain
f(e−1/n) 6
N∑
k=0
ak +
cn
N
f(e−1/n) 6
N∑
k=0
ak +
1
2
f(e−1/n),
therefore
1
2
f(e−1/n) 6
N∑
k=0
ak.
If c 6 1/2, then N 6 [N
2c
] = n and
1
2
f(e−1/N) 6
1
2
f(e−1/n) 6
N∑
k=0
ak,
therefore in such a case the theorem will be true with K(c) = 1
2
.
Suppose now that c > 1
2
, then N > [N
2c
] = n and we have
f(e−1/n)
f(e−1/N )
= exp
{
log f(e−1/n)− log f(e−1/N )} = exp
{
−
∫ e−1/N
e−1/n
f ′(x)
f(x)
dx
}
> exp
{
−c
∫ e−1/N
e−1/n
dx
(1− x)
}
=
(
1− e−1/N
1− e−1/n
)c
> e−c/N
( n
N
)c
= e−c/N
(
1
N
[
N
2c
])c
> K(c) > 0,
where K(c) = infm>2c e
−c/m( 1
m
[
m
2c
])c
.
The theorem is proved.
The application of this theorem for f(z) = p(z) together with (1.3) yields
the proof of estimate (1.5).
Lemma 2. If 0 6 s 6 n/2, then
|pn+s − pn| ≪ p(e
−1/n)
n
( s
n
)θ
≪ pn
( s
n
)θ
,
where θ = min{d−, 1}.
Proof. Since p(z) = p˜(z)
(1−z)θ , then we have
pn =
n∑
k=0
p˜k
(
n− k + θ − 1
n− k
)
,
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therefore
pn+s − pn =
n∑
k=0
p˜k
((
n + s− k + θ − 1
n+ s− k
)
−
(
n− k + θ − 1
n− k
))
+
∑
n+s>k>n
p˜k
(
n+ s− k + θ − 1
n+ s− k
)
=: S1 + S2.
If s = 0, then the estimate of the theorem is trivial, therefore we assume that
s > 0. Applying here the estimate (1.4) together with Lemma 1 we have
S2 6
s∑
l=0
(
l + θ − 1
l
)
max
n+s>k>n
p˜k 6
(
s+ θ
s
)
p˜(e−1/n)ed+ max
n+s>k>n
p˜(e−1/k)
p˜(e−1/n)
1
k
≪ sθ p˜(e
−1/n)
n
= sθ
p(e−1/n)(1− e−1/n)θ
n
6
( s
n
)θ p(e−1/n)
n
.
If θ = 1, then S1 = 0, therefore estimating S1 we may assume that θ < 1.
It is well-known that
(
n−k+θ−1
n−k
)
= n
θ−1
Γ(θ)
(
1 +O
(
1
n
))
(see e. g. [6]). Once
again applying Lemma 1 and the estimate (1.4) we have
S1 ≪
n−s∑
k=0
p˜k
(
n− k + θ − 1
n− k
) ∣∣∣∣∣
(
n+s−k+θ−1
n+s−k
)
(
n−k+θ−1
n−k
) − 1
∣∣∣∣∣
+
∑
n−s<k6n
p˜k(s
θ−1 + (n− k + 1)θ−1)
≪
n−s∑
k=0
p˜k
(
n− k + θ − 1
n− k
)
s
n− k +
p˜(e−1/n)
n
sθ
≪
∑
k6n/2
p˜k
s
n
nθ−1 +
∑
n/2<k6n−s
p˜ks(n− k)θ−2 + p(e
−1/n)
n
( s
n
)θ
≪ p˜(e−1/n) s
n
nθ−1 +
p˜(e−1/n)
n
s
∑
l>s
lθ−2 +
p(e−1/n)
n
( s
n
)θ
≪ p(e
−1/n)
n
s
n
+
p(e−1/n)
n
( s
n
)θ
≪ p(e
−1/n)
n
( s
n
)θ
.
The lemma is proved.
For 0 6 x 6 1 we denote
Gx(z) =
p(z)
p(zx)
=
∞∑
k=0
gk,xz
k and G˜x(z) =
p˜(z)
p˜(zx)
=
∞∑
k=0
g˜k,xz
k,
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and
Cx(z) =
(
1− zx
1− z
)θ
=
∞∑
k=0
ck,xz
k.
Since p˜(z) = p(z)(1− z)θ, we have
Gx(z) = G˜x(z)
(
1− zx
1− z
)θ
.
Differentiating Cx(z) and Gx(z) with respect to z we have
zC ′x(z) = Cx(z)θ
∞∑
k=1
zk(1− xk) and zG′x(z) = Gx(z)
∞∑
k=1
dkz
k(1− xk).
Whence we obtain that
cn,x =
θ
n
n∑
k=1
cn−k,x(1− xk) and gn,x = 1
n
n∑
k=1
gn−k,xdk(1− xk),
for n > 1 and c0,x = g0,x = 1. Hence we deduce that cn,x, gn,x > 0 and
therefore
n∑
m=0
cm,x 6 eCx(e
−1/n) and
n∑
m=0
gm,x 6 eGx(e
−1/n).
It follows hence
cn,x 6
eθCx(e
−1/n)
n
and gn,x 6
ed+Gx(e
−1/n)
n
.
Lemma 3. Suppose 0 < x < 1 and s 6 m/2, then we have
|cm,x − cm−s,x| ≪ smθ−2(1− x)θ + s
m2
,
for m > 1.
Proof. Suppose Lǫ is a contour Lǫ = L1 ∪ L2 ∪ L3 ∪ L4, where
L1 = {z|z = 2eit, π > |t| > ǫ}, L2 =
{
z|z = 1 + e
it
m
, π > |t| > ǫ
}
,
L3 =
{
z|z = t
(
1 +
eiǫ
m
)
+ (1− t)2eiǫ, 0 6 t 6 1
}
,
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L4 =
{
z|z = t
(
1 +
e−iǫ
m
)
+ (1− t)2e−iǫ, 0 6 t 6 1
}
.
Applying Cauchy formula we have
|cm,x − cm−1,x| =
∣∣∣∣ 12πi
∫
Lǫ
Cx(z)
(1 − z)
zm+1
dz
∣∣∣∣ 6 12π
∫
Lǫ
|1− xz|θ|1− z|1−θ
|z|m+1 |dz|
6
1
2π
∫
Lǫ
(|1− z|+ |z||1− x|)θ|1− z|1−θ
|z|m+1 |dz|
≪
∫
Lǫ
|1− z|+ |1− z|1−θ|1− x|θ
|z|m+1 |dz|
Allowing now ǫ→ 0, we have
|cm,x − cm−1,x| ≪ 1
2m
+
∫ 2
1+ 1
m
(y − 1) + (y − 1)1−θ|1− x|θ
ym+1
dy
+
∫
|z−1|= 1
m
|1− z| + |1− z|1−θ|1− x|θ
|z|m+1 |dz|
≪ (1− x)
θ
m
∫ 2m
m log(1+ 1m)
(eu/m − 1)1−θ
eu
du+
1
m2
+mθ−2(1− x)θ
≪ (1− x)θmθ−2
∫ 2m
m log(1+ 1m)
uθe−u du+
1
m2
+mθ−2(1− x)θ
≪ mθ−2(1− x)θ + 1
m2
.
Now we have for s 6 m/2
|cm,x − cm−s,x| 6 |cm,x − cm−1,x|+ |cm−1,x − cm−2,x|+ · · ·+ |cm−s+1,x − cm−s,x|
≪ smθ−2(1− x)θ + s
m2
.
The lemma is proved.
Lemma 4. For 0 6 x 6 e−1/n and k 6 n/8, we have
gn,x − gn−k,x ≪ p(e
−1/n)
np(x)
((
k
n
)θ
+
1
(n(1− x))θ
)
.
Proof. Since Gx(z) = G˜x(z)Cx(z), we obtain
gn,x − gn−k,x =
n∑
s=0
g˜s,xcn−s,x −
n−k∑
s=0
g˜s,xcn−k−s,x =
n−2k∑
s=0
g˜s,x(cn−s,x − cn−k−s,x)
+
∑
n−2k<s6n
g˜s,xcn−s,x −
∑
n−2k<s6n−k
g˜s,xcn−k−s,x =: S1 + S2 + S3.
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If θ = 1 then cj = 1−x, for j > 1, it follows hence that in this case S1 = 0.
Therefore, while estimating S1, we may assume that θ < 1. Applying Lemma
3 we have
S1 ≪
∑
06s6n−2k
g˜s,x
(
k(n− s)θ−2(1− x)θ + k
(n− s)2
)
≪ knθ−2(1− x)θ
∑
06s6n/2
g˜s,x
+
∑
n/26s6n−2k
g˜s
(
k(n− s)θ−2(1− x)θ + k
(n− s)2
)
≪ knθ−2(1− x)θG˜x(e−1/n)
+ k
G˜x(e
−1/n)
n
∑
n/26s6n−2k
(
(n− s)θ−2(1− x)θ + 1
(n− s)2
)
≪ knθ−2(1− x)θGx(e−1/n)
(
1− e−1/n
1− xe−1/n
)θ
+ k
Gx(e
−1/n)
n
(
1− e−1/n
1− xe−1/n
)θ (
kθ−1(1− x)θ + 1
k
)
.
Since 1− xe−1/n > 1− x, we have
S1 ≪ k
n2
p(e−1/n)
p(xe−1/n)
+
1
n
p(e−1/n)
p(xe−1/n)
((
k
n
)θ
+
1
(n(1− x))θ
)
.
In a similar way we obtain
S2 + S3 ≪ 1
n
G˜x(e
−1/n)
∑
06l62k
cx,l
≪ 1
n
p(e−1/n)
p(xe−1/n)
(
1− e−1/n
1− xe−1/n
)θ (
1− xe−1/2k
1− e−1/2k
)θ
≪ 1
n
p(e−1/n)
p(xe−1/n)
(
1− x+ x(1− e−1/2k)
1− x
)θ (
k
n
)θ
≪ 1
n
p(e−1/n)
p(xe−1/n)
(
1 +
1
k(1− x)
)θ (
k
n
)θ
≪ 1
n
p(e−1/n)
p(xe−1/n)
((
k
n
)θ
+
1
(n(1− x))θ
)
.
Since p(xe−1/n)≫ p(x) if 0 6 x 6 e−1/n, the proof of the lemma follows.
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Lemma 5. Suppose u(x) = exp
{∑∞
k=1
uk
k
xk
}
and 0 6 uk 6 A, then the
following estimates hold:
1)
∫ 1
0
xj−1
u(x)
dx≪ 1
ju(e−1/j) if j > 1;
2)
∫ e−1/n
0
xj−1
u(x)
dx≪ e−j/n
ju(e−1/n) if j > n.
Proof. 1) For j > 1 we have
∫ 1
0
xj−1
u(x)
dx =
∫ e−1/j
0
xj−1
u(x)
dx+
∫ 1
e−1/j
xj−1
u(x)
dx
6
1
u(e−1/j)
∫ e−1/j
0
u(e−1/j)
u(x)
xj−1 dx+
1− e−1/j
u(e−1/j)
6
1
u(e−1/j)
∫ e−1/j
0
xj−1 exp
{ ∞∑
k=1
uk
k
(e−k/j − xk)
}
dx+
1
ju(e−1/j)
6
1
u(e−1/j)
∫ e−1/j
0
xj−1
(
1− x
1− e−1/j
)A
dx+
1
ju(e−1/j)
6
eA/jjA
u(e−1/j)
∫ e−1/j
0
xj−1(1− x)A dx+ 1
ju(e−1/j)
=
eA/jjA
u(e−1/j)
∫ ∞
0
(1− e−y)Ae−jy dx+ 1
ju(e−1/j)
6
eA/jjA
u(e−1/j)
∫ e−1/j
0
yAe−jy dx+
1
ju(e−1/j)
=
eA/jΓ(A + 1) + 1
ju(e−1/j)
,
here we have used the inequalities e−yy 6 1− e−y 6 y, for y > 0.
2) Suppose now that j > n, then∫ e−1/n
0
xj−1
u(x)
dx 6
1
u(e−1/n)
∫ e−1/n
0
xj−1
(
1− x
1− e−1/n
)A
dx
6
eA/nnA
u(e−1/n)
∫ e−1/n
0
xj−1(1− x)A dx
=
eA/nnA
u(e−1/n)
∫ ∞
1/n
(1− e−y)Ae−jy dy
6
eA/nnA
u(e−1/n)
∫ ∞
1/n
yAe−jy dy
=
eA/nnA
u(e−1/n)
1
jA+1
∫ ∞
j/n
yAe−y dy ≪ e
−j/n
ju(e−1/n)
,
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since
∫∞
w
yAe−y dy ≪ wAe−w, as w →∞.
The lemma is proved.
Lemma 6.
∫ e−1/n
0
∣∣∣∣gx,n − pnp(x)
∣∣∣∣xj−1 dx≪ p(e−1/n)n
(
jθ−1
nθ
)
1
p(e−1/j)
,
when 1 6 j 6 n.
Proof. Since p(z) = p(xz) p(z)
p(xz)
= p(xz)Gx(z), therefore pn =
∑n
k=0 pkx
kgn−k,x
and
∣∣∣∣gx,n − pnp(x)
∣∣∣∣ = 1p(x)
∣∣∣∣∣p(x)gn,x −
n∑
k=0
pkx
kgn−k,x
∣∣∣∣∣
6
1
p(x)
∣∣∣∣∣
n∑
k=0
pkx
k (gn,x − gn−k,x)
∣∣∣∣∣+ gn,xp(x)
∑
k>n
pkx
k
6
1
p(x)
∑
k6n/8
pkx
k |gn,x − gn−k,x|+ gn,x
p(x)
∑
k>n/8
pkx
k
+
1
p(x)
∑
n/8<k6n
pkx
kgn−k,x,
Suppose 0 6 x 6 e−1/n. Applying here Lemma 4 we have
∣∣∣∣gx,n − pnp(x)
∣∣∣∣≪ p(e−1/n)np(x)2
∑
k6n/8
pkx
k
((
k
n
)θ
+
1
(n(1 − x))θ
)
+
Gx(e
−1/n)
np(x)
∑
k>n/8
pkx
k +
p(e−1/n)
n
xn/8
p(x)
Gx(e
−1/n)
=: S1(x) + S2(x) + S3(x).
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Applying Lemma 5 with u(x) = p(x)2 and u(x) = p(x)2(1− x)θ, we have
∫ e−1/n
0
S1(x)x
j−1 dx
=
p(e−1/n)
n
∑
k6n/8
pk
((
k
n
)θ ∫ e−1/n
0
xk+j
p(x)2
dx+
1
nθ
∫ e−1/n
0
xk+jdx
p(x)2(1− x)θ
)
≪ p(e
−1/n)
n
∑
k6n/8
pk
((
k
n
)θ
1
(k + j)p(e−1/(k+j))2
+
1
nθ
1
(k + j)p(e−1/(k+j))2(1− e−1/(k+j))θ
)
≪ p(e
−1/n)
n
∑
k6n/8
pk
(k + j)p(e−1/(k+j))2
((
k
n
)θ
+
(k + j)θ
nθ
)
≪ p(e
−1/n)
n
(
1
j
(
j
n
)θ
1
p(e−1/j)2
∑
k6j
pk +
∑
k>j
pk
k
(
k
n
)θ
1
p(e−1/k)2
)
.
Applying here inequality
∑
k6j pk 6 ep(e
−1/j) in the first sum and the esti-
mate (1.4) in the second one we have
∫ e−1/n
0
S1(x)x
j−1 dx
≪ p(e
−1/n)
n
(
1
j
(
j
n
)θ
1
p(e−1/j)
+
1
p(e−1/j)
∑
k>j
1
k2
(
k
n
)θ
p(e−1/j)
p(e−1/k)
)
.
Lemma 1 yields the estimate p(e
−1/j)
p(e−1/k) 6
(
j
k
)d−
ed
−/j, therefore
∫ e−1/n
0
S1(x)x
j−1 dx
≪ p(e
−1/n)
n
(
1
j
(
j
n
)θ
1
p(e−1/j)
+
1
p(e−1/j)
∑
k>j
1
k2
(
k
n
)θ (
j
k
)d−)
≪ p(e
−1/n)
n
(
jθ−1
nθ
)
1
p(e−1/j)
.
Let us now estimate S2(x)
S2(x)≪ p(e
−1/n)
np(x)2
∑
k>n/8
pkx
k
6
p(e−1/n)xn/16
np(x)2
p(
√
x)≪ p(e
−1/n)xn/16
np(x)
,
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since p(y) ≪ p(y2) uniformly for 0 6 y < 1. Hence, applying Lemma 5 we
have ∫ e−1/n
0
S2(x)x
j−1 dx≪ p(e
−1/n)
n
∫ e−1/n
0
xn/16
p(x)
dx≪ 1
n2
.
In a similar way we obtain the estimate
∫ e−1/n
0
S3(x)x
j−1 dx≪ p(e
−1/n)2
n
∫ e−1/n
0
xn/8
p(x)2
dx≪ 1
n2
.
Collecting the obtained estimates and noticing that
p(e−1/n)
n
(
jθ−1
nθ
)
1
p(e−1/j)
≫ 1
nj
>
1
n2
,
for 1 6 j 6 n, we obtain the proof of the lemma.
Let us define
Fj(z) = p(z)
∫ 1
0
xj−1
p(zx)
dx =
∞∑
m=0
fm,jz
m.
Denoting
q(z) =
1
p(z)
=
∞∑
m=0
qmz
m
we can easily see that
Fj(z) = p(z)
∫ 1
0
xj−1q(zx) dx =
∞∑
m=0
pmz
m
∞∑
s=0
qs
s+ j
zs =
∞∑
m=0
fm,jz
m,
thus
fm,j =
m∑
s=0
pm−sqs
s+ j
.
On the other hand,
Fj(z) =
∫ 1
0
xj−1Gx(z) dx =
∞∑
m=0
zm
∫ 1
0
gm,xx
j−1 dx =
∞∑
m=0
fm,jz
m,
therefore
fm,j =
∫ 1
0
gm,xx
j−1 dx > 0.
Then the following lemma holds
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Lemma 7. We have
fm,j ≪ 1
j2
when j > m > 1
and f0,j =
1
j
.
Proof. Differentiating Fj(z) we can easily obtain, that
zF ′j(z) = Fj(z)
∞∑
k=1
dkz
k + 1− jFj(z).
Putting here z = 0, we have f0,j = 1/j.
For m > 1, we have for j > m
fm,j =
1
m+ j
m∑
k=1
dkfm−k,j 6
d+eFj(e
−1/m)
m+ j
=
d+e
m+ j
p(e−1/m)
∫ 1
0
xj−1dx
p(xe−1/m)
=
d+e
m+ j
p(e−1/m)ej/m
∫ e−1/m
0
xj−1dx
p(x)
≪ 1
j2
,
here we have applied Lemma 5.
The lemma is proved.
Proof of Theorem 9. One can easily see, that
∞∑
m=1
S(f ;m)zm = zf ′(z)p(z),
therefore
mam =
m∑
k=1
S(f ; k)qm−k,
where
q(z) =
1
p(z)
=
∞∑
m=0
qmz
m.
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Therefore we have
n∑
k=0
akpn−k − pnf(e−1/n)
=
n∑
k=1
pn−k
1
k
k∑
j=1
S(f ; j)qk−j − pn
∞∑
k=1
e−k/n
k
k∑
j=1
S(f ; j)qk−j
=
n∑
j=1
S(f ; j)
n∑
k=j
pn−kqk−j
k
− pn
∞∑
j=1
S(f ; j)
∞∑
k=j
e−k/n
k
qk−j
=
S(f ;n)
n
+
n−1∑
j=1
S(f ; j)
n−j∑
s=0
pn−j−sqs
s+ j
− pn
∞∑
j=1
S(f ; j)
∞∑
k=j
e−k/j
k
qk−j,
recalling that
fm,j =
m∑
s=0
pm−sqs
s+ j
=
∫ 1
0
gm,xx
j−1 dx
we have
n∑
k=0
akpn−k − pnf(e−1/n)− S(f ;n)
n
=
n−1∑
j=1
S(f ; j)
(
fn−j,j − pn
∫ e−1/n
0
xj−1
p(x)
dx
)
+ pn
∞∑
j=n
S(f ; j)
∫ e−1/n
0
xj−1
p(x)
dx.
Let us denote
Rn =
n∑
k=0
akpn−k − pnf(e−1/n)− S(f ;n)
n
,
then we have
|Rn| 6
∑
16j6n/2
|S(f ; j)|
∣∣∣∣∣
∫ 1
0
xj−1gn−j,x dx− pn−j
∫ e−1/n
0
xj−1
p(x)
dx
∣∣∣∣∣
+
∑
16j6n/2
|S(f ; j)||pn − pn−j|
∫ e−1/n
0
xj−1
p(x)
dx
+
∑
n/26j6n−1
|S(f ; j)|fn−j,j + pn
∑
j>n
|S(f ; j)|
∫ e−1/n
0
xj−1
p(x)
dx.
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Since gm,x 6 ed
+Gj(e
−1/m)
m
= ed
+
m
p(e−1/m)
p(e−1/mx) , therefore we have
∫ 1
e−1/n
xj−1gn−j,x dx 6
ep(e−1/(n−j))
n− j
∫ 1
e−1/n
dx
p(xe−1/(n−j))
≪ p(e
−1/n)
n2
1
p(e−1/n)
=
1
n2
,
when j 6 n/2.
Applying here Lemma 5, Lemma 6 and Lemma 7, we have
|Rn| ≪
∑
16j6n/2
|S(f ; j)|p(e
−1/(n−j))
n− j
(
jθ−1
(n− j)θ
)
1
p(e−1/j)
+
∑
16j6n/2
|S(f ; j)|pn
(
j
n
)θ
1
jp(e−1/j)
+
1
n2
∑
n/26j6n−1
|S(f ; j)|
+ pn
∑
j>n/2
|S(f ; j)| e
−j/n
jp(e−1/n)
≪ pn
(
1
nθ
n∑
j=1
|S(f ; j)|
p(e−1/j)
jθ−1 +
1
p(e−1/n)
∑
j>n
|S(f ; j)|
j
e−j/n
)
.
The theorem is proved.
Proof of theorem 10. 1) Sufficiency. Applying Theorem 9 one can easily see
that condition 2 of Theorem 10 implies that
1
pn
n∑
k=0
akpn−k = f(e−1/n) + o(1).
Condition 1 finally proves the sufficiency of conditions 1 and 2 of Theorem
10.
2) Necessity. Suppose now that
lim
n→∞
1
pn
n∑
k=0
akpn−k = A.
Let us denote
wn =
n∑
k=0
akpn−k.
Under our assumption we have wn = Apn(1+ ǫn), where ǫn →∞ as n→∞.
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We have
∞∑
m=1
S(f ;m)zm = zf ′(z)p(z) = z(p(z)f(z))′ − zp′(z)f(z)
= z(p(z)f(z))′ − p(z)f(z)
∞∑
k=1
dkz
k
=
∞∑
n=1
nwnz
n −
∞∑
n=1
wnz
n
∞∑
k=1
dkz
k.
Hence we obtain
S(f ;n) = nwn −
n∑
k=1
dkwn−k
= Anpn −A
n∑
k=1
dkpn−k + Anpnǫn − A
n∑
k=1
dkpn−kǫn−k
= Anpnǫn − A
n∑
k=1
dkpn−kǫn−k = o(npn),
since npn =
∑n
k=1 dkpn−k and npn ≫ p(e−1/n)→∞ as n→∞.
The necessity of condition 2) is proved.
The necessity of condition 1) is well known, see e. g. [8]. It is obtained
by noticing that
f(x) =
f(x)p(x)
p(x)
=
w0 + w2x+ · · ·+ wnxn + · · ·
p0 + p2x+ · · ·+ pnxn + · · · .
Putting here estimate wn = Apn(1+ o(1)) and using the fact that p(x)→∞
as xր 1 we finally obtain
f(x)→ A for xր 1.
The theorem is proved.
1.2 Mean value theorems
Proof of Theorem 1. Let Mj be defined by
F (z) = exp
{ ∞∑
k=0
dk
fˆ(k)
k
zk
}
=
∞∑
n=0
Mnz
n,
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where fˆ(k) ∈ C, |fˆ(k)| 6 1.
One can easily see that
F (z) = p(z)m(z),
where
m(z) = exp
{ ∞∑
k=1
dk(fˆ(k)− 1)
k
zk
}
=
∞∑
j=1
mjz
j ,
then
Mn =
n∑
k=0
pkmn−k.
In the notations of Theorem 9 we have
∞∑
j=1
S(m; j)zj = zm′(z)p(z) = m(z)p(z)
∞∑
k=1
zkdk(fˆ(k)− 1)
= F (z)
∞∑
k=1
zkdk(fˆ(k)− 1)
hence we have
S(m; j) =
j∑
k=1
dk
(
fˆ(k)− 1)Mj−k.
Since |fˆ(k)| 6 1 implies |Mj | 6 pj , therefore
|S(m; j)| 6 d+
j∑
k=1
|fˆ(k)− 1|pj−k.
Since fˆ(k) for k > n do not influence Mn we assume that fˆ(k) = 1 for k > n.
Applying here Theorem 9 with f(z) = m(z) we have
∣∣∣∣Mnpn −m(e−1/n)
∣∣∣∣ =
∣∣∣∣∣Mnpn − exp
{
n∑
k=1
dk(fˆ(k)− 1)
k
e−k/n
}∣∣∣∣∣
6 c
(
1
npn
n∑
k=1
|fˆ(k)− 1|pn−k + 1
nθ
n∑
j=1
jθ−1
p(e−1/j)
j∑
k=1
|fˆ(k)− 1|pj−k
+
1
p(e−1/n)
∑
j>n
e−j/n
j
j∑
k=1
|fˆ(k)− 1|pj−k
)
,
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here θ = min{1, d−} and c = c(d+, d−). We have
1
nθ
n∑
j=1
jθ−1
p(e−1/j)
j∑
k=1
|fˆ(k)− 1|pj−k = 1
nθ
n∑
k=1
|fˆ(k)− 1|
∑
n>j>k
jθ−1
p(e−1/j)
pj−k
≪ 1
nθ
n∑
k=1
|fˆ(k)− 1|
∑
n>j>2k
jθ−1
p(e−1/j)
p(e−1/(j−k))
j − k
+
1
nθ
n∑
k=1
|fˆ(k)− 1|kθ−1
∑
2k>j>k
pj−k
p(e−1/j)
≪ 1
nθ
n∑
k=1
|fˆ(k)− 1|
∑
n>j>2k
jθ−2 +
1
nθ
n∑
k=1
|fˆ(k)− 1|kθ−1 1
p(e−1/k)
k∑
s=0
ps
≪ 1
nθ
n∑
k=1
|fˆ(k)− 1|
(
kθ−1 +
∫ n
k
xθ−2 dx
)
and
1
p(e−1/n)
∑
j>n
e−j/n
j
n∑
k=1
|fˆ(k)−1|pj−k = 1
p(e−1/n)
n∑
k=1
|fˆ(k)−1|
∑
j>n
e−j/n
j
pj−k
6
1
n
n∑
k=1
|fˆ(k)− 1| e
−k/n
p(e−1/n)
∑
j>n
e−(j−k)/npj−k 6
1
n
n∑
k=1
|fˆ(k)− 1|.
The theorem is proved.
Let us define
Ln(z) =
n∑
j=1
dj
fˆ(j)− 1
j
zj and ρ(p) =
(
n∑
k=1
|fˆ(j)− 1|p
j
)1/p
,
moreover we assume that
ρ(∞) = lim
p→∞
ρ(p) = max
16k6n
|fˆ(k)− 1|.
Lemma 8. For m,n > 1 and 1/p+ 1/q = 1 with ∞ > p > 1, we have
|Ln(1)− Lm(1)| 6 d+ρ(p)
∣∣∣log n
m
∣∣∣1/q.
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Proof. Suppose n > m and p < ∞ then applying Cauchy’s inequality with
parameters p, q we have
|Ln(1)− Lm(1)| 6 d+
∑
m<j6n
|fˆ(j)− 1|
j
6 d+
( ∑
m<j6n
|fˆ(j)− 1|p
j
) 1
p
( ∑
m<j6n
1
j
) 1
q
6 d+
( ∑
16j6N
|fˆ(j)− 1|p
j
) 1
p(∫ n
m
dx
x
) 1
q
6 d+ρ(p)
∣∣∣log n
m
∣∣∣1/q.
Allowing p→∞ we see that this inequality is true for p =∞ also.
The lemma is proved.
Lemma 9. For n > 1 and q(d− − 1) > −1, we have
n∑
j=1
1
j
∣∣∣∣pn−jpn − 1
∣∣∣∣
q
≪ 1.
Proof. We have
n∑
j=1
1
j
∣∣∣∣pn−jpn − 1
∣∣∣∣
q
≪
∑
16j6n/4
1
j
∣∣∣∣pn−j − pnpn
∣∣∣∣
q
+
1
n
∑
n/4<j6n
∣∣∣∣pn−jpn
∣∣∣∣
q
+ 1,
applying Lemma 2 and Lemma 1 together with (1.4) and (1.5) we have
n∑
j=1
1
j
∣∣∣∣pn−jpn − 1
∣∣∣∣
q
≪
∑
16j6n/4
1
j
∣∣∣∣ jn
∣∣∣∣
qθ
+
1
n
∑
16s63n/4
∣∣∣∣ p(e−1/s)p(e−1/n) ns
∣∣∣∣
q
+ 1,
≪ 1 + 1
n
∑
s6n/4
∣∣∣∣( sn
)d− n
s
∣∣∣∣
q
≪ 1 + 1
n
∑
16s63n/4
∣∣∣ s
n
∣∣∣q(d−−1) ≪ 1.
The lemma is proved.
The following theorem has been proved for dj ≡ 1 by E. Manstavicˇius
[13], later generalized for dj ≡ θ > 0 in [21].
Theorem 12. For any fixed ∞ > p > max {1, 1/d−}, there exists such a
positive δ = δ(d−, d+, p) that, if ρ 6 δ, then
MN
pN
= exp{LN(1)}
(
1 +
N∑
j=1
dj
fˆ(j)− 1
j
(
pN−j
pN
− 1
)
+O(ρ2)
)
. (1.6)
36CHAPTER 1. ADDITIVE ANDMULTIPLICATIVE FUNCTIONS ON SN
Proof. We will assume during this proof that fˆ(j) = 1, if j > N and as
before Mj will be defined by (1.1). We will suppose that Rm are complex
numbers satisfying the relation
Mm
pm
= exp{Lm(1)}
(
1 +
m∑
j=1
dj
fˆ(j)− 1
j
(
pm−j
pm
− 1
)
+Rm
)
. (1.7)
We set
R := sup
m>0
|Rm|.
One can easily see that R is finite since Lk(z) = LN (z) if k > N and |Mm| 6
pm.
Suppose
hn(z) = exp{LN (z)} − exp{Ln(1)}LN(z),
where n > 1. It is easy to see that the generating function of S(hn; j) is
∞∑
j=1
S(hn; j)z
j = zh′n(z)p(z) = FN(z)zL
′
N (z)− exp{Ln(1)}zL′N (z)p(z),
therefore
S(hn;m) =
m∑
k=1
dk
(
fˆ(k)− 1) (Mm−k − pm−k exp{Ln(1)}) .
Inserting here expression (1.7) of Mn, we get
|S(hn;m)| 6
m∑
k=1
dk
∣∣fˆ(k)− 1∣∣∣∣exp{Lm−k(1)} − exp{Ln(1)}∣∣pm−k
+ d+ρ
m−1∑
k=1
dk|fˆ(k)− 1|| exp{Lm−k(1)}|
(
m−k∑
j=1
1
j
∣∣∣∣pm−k−jpm−k − 1
∣∣∣∣
q
)1/q
pm−k
+R
m−1∑
k=1
dk|fˆ(k)− 1|| exp{Lm−k(1)}|pm−k.
Here we have applied Cauchy’s inequality with parameters 1/p+1/q = 1 and
used the fact that R0 = 0.
Applying once more Cauchy inequality, we have
|S(hn;m)| ≪ ρm1/p
(
m−1∑
k=0
| exp{Lk(1)} − exp{Ln(1)}|qpkq
)1/q
+
+ (ρ+R)ρm1/p
(
m−1∑
k=1
| exp{Lk(1)}|qpkq
)1/q
.
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Applying here lemma 8 we have
|S(hn;m)| ≪ (ρ2 + ρR)m1/p| exp{Ln(1)}|
(
exp{qδd+|logn|1/q}
+
m−1∑
k=1
(
1 +
∣∣∣log n
k
∣∣∣) exp{qδd+∣∣∣log n
k
∣∣∣1/q} pqk
)1/q
.
Here and further the constant in symbol ≪ will depend on θ and p only. As
q(d− − 1) > −1 so we can chose such a positive ǫ = ǫ(p, d−, d+) < θ, that
q(d− − 1)− ǫ > −1. When θ = 1 we might take, for example, ǫ = 1
2
and for
d− < 1 we might take ǫ = min
{
1+q(d−−1)
2
, θ
2
}
. It is easy to see that there
exists such a positive constant Cǫ, that inequality
(1 + |log x|) exp {ǫ/2| log x|1/q} 6 Cǫ
(
xǫ +
1
xǫ
)
,
holds for x > 0. Supposing that ρ < δ 6 ǫ
2qd+
and applying this inequality
we get
|S(hn;m)| ≪ (ρ2 + ρR)m1/p| exp{Ln(1)}|
(
1 +
m−1∑
k=1
((n
k
)ǫ
+
(
k
n
)ǫ)
pqk
)1/q
≪ (ρ2+ρR)m1/p| exp{Ln(1)}|
(
1 + p(e−1/m)q
m−1∑
k=1
((n
k
)ǫ
+
(
k
n
)ǫ)(
p(e−1/k)
kp(e−1/m)
)q)1/q
≪ (ρ2+ρR)m1/p| exp{Ln(1)}|
(
1 + p(e−1/m)q
m−1∑
k=1
((n
k
)ǫ
+
(
k
n
)ǫ)
1
kq
(
k
m
)qd−)1/q
here we have estimated pk by means of (1.4) and have applied Lemma 1.
Estimating the sums occurring in this estimate we have
|S(hn;m)| ≪ | exp{Ln(1)}|ρ(ρ+R)p(e−1/m)
(( n
m
)ǫ/q
+
(m
n
)ǫ/q)
, (1.8)
Applying Theorem 9 with f(z) = hn(z) and using the estimate (1.8) we
have
Mn
pn
− exp{Ln(1)}
n∑
j=1
dj
fˆ(j)− 1
j
pn−j
pn
−
− (exp{LN (e−1/n)} − exp{Ln(1)}LN(e−1/n))
≪ ρ(ρ+R)| exp{Ln(1)}|.
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Inserting here estimates
exp{LN(e−1/n)} = exp{Ln(e−1/n)}
(
1 +
(
LN (e
−1/n)− Ln(e−1/n)
)
+O(ρ2)
)
and
exp{Ln(e−1/n)} = exp{Ln(1)}
(
1 +
(
Ln(e
−1/n)− Ln(1)
)
+O(ρ2)
)
,
we obtain
Mn
pn
− exp{Ln(1)}
(
1 +
n∑
j=1
dj
fˆ(j)− 1
j
(
pn−j
pn
− 1
))
≪ | exp{Ln(1)}|ρ(ρ+R).
Recalling the definition of Rn, we see that there exists such a constant A =
A(d−, d+, p), that
| exp{Ln(1)}||Rn| 6 A(d−, d+, p)| exp{Ln(1)}|ρ(ρ+R).
Dividing each part of this inequality by exp{Ln(1)} and taking the supremum
by n we obtain
R 6 A(d−, d+, p)(ρ2 + ρR).
Supposing now that δ = min
{
1
2A(d−,d+,p) ,
ǫ
2qd−
}
, we have
R 6 2A(d−, d+, p)ρ2.
The theorem is proved.
For u > 0 we define
E(u) := exp

2
n∑
k=1
|fˆ(k)−1|>u
|fˆ(k)− 1|
k

 .
Theorem 13. There exists such a constant η = η(d−, d+) that for any u 6 η
we have ∣∣Mnpn−1∣∣≪ |exp {Ln(1)}| (E(u))d+ ,
Proof. Let us denote for u > 0
fˆu(j) =
{
1, if |fˆ(j)− 1| > u;
fˆ(j), if |fˆ(j)− 1| 6 u,
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and
Fu(z) := exp
{ ∞∑
j=1
dj
fˆu(j)
j
zj
}
= exp{L(u)n (z)}p(z) =
∞∑
k=0
M
(u)
k z
k
here
L(u)n (z) =
n∑
j=1
dj
fˆu(j)− 1
j
zj =
∑
j6n
|fˆ(j)−1|6u
dj
fˆ(j)− 1
j
zj .
Then
F (z) = Fu(z) exp


∑
|fˆ(j)−1|>u
dj
fˆ(j)− 1
j
zj

 .
Therefore
Mn =
n∑
k=0
M
(u)
k m
(u)
n−k,
where m
(u)
k are defined by
m(u)(z) =
∞∑
j=0
m
(u)
j z
j = exp


∑
|fˆ(j)−1|>u
dj
fˆ(j)− 1
j
zj

 .
Differentiating m(u)(z) one can easily see that mk satisfy the recurrent rela-
tionship
m
(u)
j =
1
j
∑
16k6j
|fˆ(j)−1|>u
dj(fˆ(j)− 1)m(u)j−k,
for j > 1. From which we have
|m(u)j | =
∣∣∣∣∣∣∣∣
1
j
∑
16k6j
|fˆ(j)−1|>u
dj(fˆ(j)− 1)m(u)j−k
∣∣∣∣∣∣∣∣
6
2d+
j
∞∑
k=0
|m(u)k | =
2d+
j
∞∑
j=0
|m(u)j |
6
2d+
j
exp

d+
∑
|fˆ(j)−1|>u
|fˆ(j)− 1|
j

 = 2d
+
j
Ed
+/2(u).
Suppose that η 6 δ(d−, d+,∞), then Theorem 12 implies that M (u)k =
pk exp{L(u)k (1)}(1 +O(η)) and we have
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|Mn| =
n∑
k=0
|M (u)k m(u)n−k|
≪ Ed+/2(u)
∑
k6n/2
pk
n− k | exp{L
(u)
k (1)}|+ | exp{L(u)n (1)}|pn
( ∞∑
k=0
|m(u)k |
)
≪ Ed+/2(u)| exp{L(u)n (1)}|

1
n
∑
k6n/2
p(e−1/k)
k
(n
k
)ud+
+ 1


≪ p(e
−1/n)
n
| exp{L(u)n (1)}|Ed
+/2(u)

∑
k6n/2
1
k
(n
k
)ud+−d−
+ 1

 ,
here we have used the estimate | exp{(L(u)k (1) − L(u)n (1))}| 6
(
n
k
)ud+
for
k 6 n and Lemma 1. Assuming that η fixed such that u 6 η < d
−
d+
, we obtain
|Mn| ≪ pn| exp{L(u)n (1)}|Ed
+/2(u) 6 pn| exp{Ln(1)}|Ed+(u).
Thus we have that the theorem holds with η = min{δ(d−, d+,∞), d+/(2d−)}.
Proof of theorem 2. Putting fˆ(k) = eithn(k) in Theorem 12, for |t| ≤ δL−1/pn,p
we have
φn(t) :=
∫ ∞
−∞
eitx dFn(x)
= e−itA(n) exp{Ln(1)}
(
1 +
n∑
j=1
dj
f(j)− 1
j
(
pn−j
pn
− 1
)
+O(ρ2)
)
= e−t
2/2+O(|t|3L3,n)
(
1 + Cnit +O
(
|t|2
n∑
j=1
dj
a2nk
j
∣∣∣∣pn−jpn − 1
∣∣∣∣
)
+O
(|t|2L2/pn,p)
)
= e−t
2/2
(
1 + Cnit+O
(|t|2(1 + |t|3)(L2/pn,p + Ln,3 + L′n,2))) .
(1.9)
As in [10], from Theorem 13 we deduce the existence of some sufficiently
small c = c(d−, d+), that if |t| ≤ cL−1n,3 =: T then
|φ(t)| ≪ e−c1t2 , (1.10)
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here c1 = c1(d
−, d+) is some fixed positive constant. Applying the gener-
alized Eseen inequality (see for example [18]), we obtain
sup
x∈R
∣∣∣∣Fn(x)− Φ(x) + 1√2πe−x2/2Cn
∣∣∣∣≪
∫ T
−T
∣∣∣φn(t)− e−t2/2 (1 + Cnit)∣∣∣
|t| dt+
1
T
.
Representing the integral on the right hand side of this inequality as a sum
of integrals over the intervals |t| ≤ δL−1/pn,p and δL−1/pn,p < |t| ≤ T and apply-
ing estimates (1.9) and (1.10) in those intervals we obtain the proof of the
theorem.
The theorem is proved.
1.3 Example of a special function
Let us consider now the uniform probability measure νn,1 on Sn.
As noted in [10], the Cauchy inequality yields that Ln ≫ 1√logn for any se-
quence hˆn(k) satisfying the normalizing condition (6). Thus, the convergence
rate is at most of the logarithmic order.
In the work [2] G. J. Babu and E. Manstavicˇius investigated the additive
function hn(σ) with hˆn(j) = d(j) (j/n)
1/2, where
d(j) =
{
Φ−1({j√2}), if |Φ−1({j√2})| 6 log j,
0, in other cases.
Here Φ(x) is the standard normal distribution and {x} is the fractional part
of a real number x. They showed that, although for this function Ln ≫ 1,
distribution converges to the normal law. Now the summands corresponding
to the long cycles are not negligible for the asymptotic distribution. The in
this section we will estimate the convergence rate of the distribution Fn(x) =
νn(hn(σ) < x) of this special additive function.
Theorem 14. There exists a positive constant c > 0 such that
sup
x∈R
|Fn(x)− Φ(x)| ≪ 1
nc
.
The proof allows to obtain some numerical estimate of c.
Lemma 10. Suppose F (z) =
∑∞
k=0 akz
k is analytic for |z| < 1. Then we
have for T > 2
n∑
k=0
ak =
1
2πi
∫ 1+iT
1−iT
esF (e−s/n)
s
ds+O
( ∞∑
k=0
|ak|e−k/n
1 + T
∣∣ k
n
− 1∣∣
)
.
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Proof. The proof of this result is the same as that of Peron’s formula for
Dirichlet series (see e. g. [19]).
Applying the well known estimates
1
2πi
∫ 1+iT
1−iT
exs
s
ds =


1 +O
(
ex
T |x|
)
if x > 0,
O
(
ex
T |x|
)
if x < 0
(1.11)
and noticing that
1
2πi
∫ 1+iT
1−iT
exs
s
ds =
ex
2π
∫
|t|<T
dt
1 + it
+
ex
2π
∫
|t|<T
eixt − 1
1 + it
dt
≪ ex(1 + |x|T ), (1.12)
we have
1
2πi
∫ 1+iT
1−iT
esF (e−s/n)
s
ds =
∞∑
k=0
ak
1
2πi
∫ 1+iT
1−iT
es(1−k/n)
s
ds
=
∑
(1−k/n)T>1
ak
1
2πi
∫ 1+iT
1−iT
es(1−k/n)
s
ds
+
∑
|1−k/n|T61
ak
1
2πi
∫ 1+iT
1−iT
es(1−k/n)
s
ds
+
∑
(1−k/n)T<−1
ak
1
2πi
∫ 1+iT
1−iT
es(1−k/n)
s
ds = I1 + I2 + I3.
Estimating I1 and I3 we use (1.11). Estimating I2 by means of (1.12), we
finally obtain the desired result.
The lemma is proved.
Suppose kj(σ) is the number of cycles in the σ whose length is equal
to j. Then obviously
∑n
j=1 jkj(σ) = n, and any additive function can be
represented as hn(σ) =
∑n
j=1 hˆn(j)kj(σ). Therefore
φn(t) =Mne
ith(σ) =
1
n!
∑
σ∈Sn
eithn(σ) =
∑
s1+2s2+···+nsn=n
n∏
j=1
(
eithˆn(j)
j
)sj
1
sj !
,
here we have used the well known fact that
ν(k1(σ) = s1, k2(σ) = s2, . . . , kn(σ) = sn) =
n∏
j=1
1
jsjsj!
,
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for s1 + 2s2 + · · ·+ nsn = n. Hence
1 +
∞∑
n=1
φn(t)z
n = exp
{ ∞∑
j=1
eithˆn(j)
j
zj
}
.
Suppose
F (z) = exp
{ ∞∑
k=1
fˆ(k)
k
zk
}
=
1
1− z exp
{ ∞∑
k=1
fˆ(k)− 1
k
zk
}
=
∞∑
k=0
Mkz
k.
Let us define mj by relationship
m(z) = exp
{ ∞∑
k=1
fˆ(k)− 1
k
zk
}
=
∞∑
k=0
mkz
k.
Hence we have Mn = m0 +m1 + · · ·+mn.
Lemma 11. Suppose 2 6 T 6 n and |fˆ(j)| 6 1, then
Mn =
1
2πi
∫ 1+iT
1−iT
es
s
exp
{
n∑
k=1
fˆ(k)− 1
k
e−sk/n
}
ds+O
(
log T
T
exp
{
n∑
k=1
|fˆ(k)− 1|
k
})
.
Proof. Since fˆ(j) for j > n do not influence the value of Mn we may assume
that fˆ(j) = 1 for j > n. One can easily see that
∞∑
k=0
|mk|e−k/n 6 exp
{
n∑
k=1
|fˆ(k)− 1|
k
e−k/n
}
. (1.13)
Differentiating m(z) one can easily verify that mj satisfy the recurrence
relationship
mN =
1
N
N∑
k=1
(fˆ(j)− 1)mN−k,
for N > 1. Hence, recalling that |fˆ(j)| 6 1, we have
|mN | 6 2
N
N∑
k=1
|mN−k| 6 2
N
exp
{
n∑
k=1
|fˆ(k)− 1|
k
}
. (1.14)
These estimates yield
∞∑
k=0
|mk|e−k/n
1 + T
∣∣ k
n
− 1∣∣ ≪
∑
n/2<k<3n/2
|mk|e−k/n
1 + T
∣∣ k
n
− 1∣∣ + 1T
∞∑
k=0
|mk|e−k/n
≪ exp
{
n∑
k=1
|fˆ(k)− 1|
k
}(
log T
T
+
1
T
)
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here we have applied (1.13) to estimate the sum over k such that |n−k| > n/2
and used (1.14) to estimate the sum over k such that n/2 < k < 3n/2.
Applying now lemma 10 with an = mn together with the last estimate
we complete the proof of the lemma.
The lemma is proved.
Proof of Theorem 14 . In the work [2] it has been shown that
1
n
∑
16j6n
d(j)<x
1 = Φ(x)+O(n−1/2) and
1
n
n∑
j=1
|d(j)| =
∫ ∞
−∞
|x| dΦ(x)+O
(
log2 n√
n
)
.
Let us denote fˆ(j) = exp
{
itd(j)
(
j
n
)1/2}
for 1 6 j 6 n. Then we have for
1 < |t| 6 √n
n∑
j=1
|fˆ(j)− 1|
j
6 |t|
∑
16j< n|t2|
|d(j)|
j
(
j
n
)1/2
+ 2
∑
n
|t2|6j6n
1
j
6 4 log |t|+O(1).
For |t| 6 1, we have ∑nj=1 |fˆ(j)−1|j = O(|t|).
Using these estimates together with lemma 11 we have
Mn =
1
2πi
∫ 1+iT
1−iT
ez
z
exp
{
Sn(t, z)
}
dz +O
(
log T
T
(1 + |t|4)
)
, (1.15)
here, as in [2], we denote Sn(t, z) =
∑n
j=1
exp
{
itd(j)(j/n)1/2
}
−1
j
e−zj/n where
z = 1 + iu, and u ∈ R. Further we assume that p is a natural number such
that p < n and we put H = n/p. We have
Sn(t, z) =
p−1∑
k=1
∑
Hk<j6H(k+1)
exp
{
itd(j)(j/n)1/2
}− 1
j
e−zj/n +O
( |t|
p1/2
)
.
=
p−1∑
k=1
∑
Hk<j6H(k+1)
exp
{
itd(j)(Hk/n)1/2
}− 1
Hk
e−zHk/n
+Rn + O
( |t|
p1/2
)
,
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where
Rn ≪
p−1∑
k=1
∑
Hk<j6H(k+1)
∣∣∣∣∣exp
{
itd(j)(j/n)1/2
}− 1
j
∣∣∣∣∣ |e−zj/n − e−zHk/n|
+
p−1∑
k=1
∑
Hk<j6H(k+1)
∣∣∣∣∣exp
{
itd(j)(j/n)1/2
}− 1
j
− exp
{
itd(j)(Hk/n)1/2
}− 1
Hk
∣∣∣∣∣
=: Rn1 +Rn2.
Now
Rn1 ≪
p−1∑
k=1
∑
Hk<j6H(k+1)
|z|
j
j −Hk
n
≪ |z|
n
p−1∑
k=1
1
Hk
∑
Hk<j6H(k+1)
|j −Hk|
≪ |z|
n
H log p = |z| log p
p
.
In a similar way we obtain
Rn2 ≪
p−1∑
k=1
∑
Hk<j6H(k+1)
∣∣exp{itd(j)(j/n)1/2}− exp{itd(j)(Hk/n)1/2}∣∣
j
+
p−1∑
k=1
∑
Hk<j6H(k+1)
∣∣exp{itd(j)(Hk/n)1/2}− 1∣∣ ∣∣∣∣1j − 1Hk
∣∣∣∣ =: R′n2 +R′′n2
We have
R′n2 ≪ |t|
p−1∑
k=1
(
Hk
n
)1/2 ∑
Hk<j6H(k+1)
|d(j)|
j
∣∣∣∣∣
(
j
Hk
)1/2
− 1
∣∣∣∣∣
≪ |t|
p−1∑
k=1
(
Hk
n
)1/2
1
Hk
1
k
∑
Hk<j6H(k+1)
|d(j)|
≪ |t| logn
(
H
n
)1/2
= |t| logn
p1/2
,
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since |d(j)| 6 log j. Using similar considerations we obtain
R′′n2 ≪ |t|
p−1∑
k=1
∑
Hk<j6H(k+1)
(
Hk
n
)1/2
|d(j)|
∣∣∣∣1j − 1Hk
∣∣∣∣
≪ |t| logn
p−1∑
k=1
(
Hk
n
)1/2
1
(Hk)2
∑
Hk<j6H(k+1)
|j −Hk|
≪ |t| logn
p−1∑
k=1
(
H
n
)1/2
1
k3/2
≪ |t| logn
p1/2
.
Therefore
Rn ≪ |z| log p
p
+ |t| logn
p1/2
.
One can see that
Vk(x) :=
1
H
∑
Hk<j6H(k+1)
d(j)<x
1 = Φ(x) + αk(x),
where |αk(x)| = O(H−1/2), because
1
H
∑
Hk<j6H(k+1)
{j√2}<x
1 =
1
H
∑
0<s6H
{[Hk]√2+{s√2}}<x
1 +O
(
1
H
)
= x+O
(
1
H1/2
)
,
for 0 < x < 1. Now we can estimate
1
H
∑
Hk<j6H(k+1)
(
exp
{
itd(j)(Hk/n)1/2
}− 1)
=
∫ logn
− logn
(
exp
{
it(Hk/n)1/2x
}− 1) dVk(x)
=
∫ logn
− logn
(
exp
{
it(Hk/n)1/2x
}− 1) dΦ(x)
+
∫ logn
− logn
(
exp
{
it(Hk/n)1/2x
}− 1) dαk(x)
=
∫ ∞
−∞
(
exp
{
it(Hk/n)1/2x
}− 1) dΦ(x)
+O
(
1
n
)
+O(H−1/2) +O
(
|t|
(
Hk
n
)1/2
logn
H1/2
)
.
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Hence recalling that H = n/p and |z| > 1, we have
S(t, z) =
p∑
k=1
e−zk/p
k
∫ ∞
−∞
(
exp
{
it(k/p)1/2x
}− 1) dΦ(x)
+O
(
|z| log p
p
+ |t| logn
p1/2
+ (1 + |t|) logn
H1/2
)
.
Now we will apply the well-known formula
b∑
n=a
f(n) = f(a) +
∫ b
a
f(x) dx+
∫ b
a
{x}f ′(x) dx,
where a, b ∈ Z. Putting here
f(y) =
e−zy/p
y
∫ ∞
−∞
(
exp
{
it(y/p)1/2x
}− 1) dΦ(x),
we have
p∑
k=1
e−zk/p
k
∫ ∞
−∞
(
exp
{
it(k/p)1/2x
}− 1) dΦ(x)
=
∫ p
1
e−zy/p
y
∫ ∞
−∞
(
exp
{
it(y/p)1/2x
}− 1) dΦ(x) dy
+O
(∫ p
1
|f ′(y)| dy
)
+O
( |t|
p1/2
)
=
∫ 1
0
e−zy
y
∫ ∞
−∞
(
exp
{
ity1/2x
}− 1) dΦ(x) dy +O(|t| |z|
p
+
|t|
p1/2
)
,
since |f ′(y)| ≪ |t||z|
p3/2y1/2
+ |t|
y3/2p1/2
.
As noted in [2]∫ 1
0
e−zy
y
∫ ∞
−∞
(
exp
{
ity1/2x
}− 1) dΦ(x) dy = log z
z + t2/2
−
∫ z
z+t2/2
e−w
w
dw,
therefore, inserting the obtained estimates into (1.15) and taking p = n1/2
and T = n1/4, we have for |t| < n1/4
logn
Mn =
1
2πi
∫ 1+iT
1−iT
ez
z + t
2
2
exp
{
−
∫ z
z+ t
2
2
e−w
w
dw
}
dz
+O
(
(1 + |t|) log
2 n
n1/4
+ (1 + |t|4) logn
n1/4
)
.
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Since as shown in [2]
1
2πi
∫ 1+in1/4
1−in1/4
ez
z + t
2
2
exp
{
−
∫ z
z+ t
2
2
e−w
w
dw
}
dz = e−t
2/2 +
(
logn
n1/4
)
,
we finally have the following estimate for Mn
Mn = e
−t2/2 +O
(
(1 + |t|) log
2 n
n1/4
+ (1 + |t|4) log n
n1/4
)
. (1.16)
We will also need some crude estimate of gn(t) =Mn for small |t| ≤ 1.
|Mn − 1| 6
∞∑
k=1
|mk| 6 exp
{
n∑
k=1
|fˆ(k)− 1|
k
}
− 1≪ |t|. (1.17)
The Berry-Eseen inequality (see e. g. [18]) gives
sup
x∈R
|Fn(x)− Φ(x)| ≪
∫ U
−U
|gn(t)− e−t2/2|
|t| dt+
1
U
.
Putting here U = n1/17, we split the integration contour into two parts |t| 6 1
n
and 1
n
6 |t| 6 U and applying in each of these interval correspondingly the
estimates (1.17) and (1.16) we complete the proof of the theorem.
The theorem is proved.
Chapter 2
Erdo˝s Tura´n law
2.1 Proofs
Let f : (Z+)n → C be a function of the form
f((a1, a2, . . . , an)) =
n∏
j=1
fˆ(j)aj ,
where fˆ(j) ∈ C, and we set 00 = 1. Then we have the identity
∞∑
n=0
Mnf(ξ)z
n =
∞∏
j=0
(
1 +
∞∑
n=1
(
z
q
)nj
fˆ(j)n
)Ij
=
∏
j>1
(
1− fˆ(j)
(
z
q
)j)−Ij
,
(2.1)
where
Mnf(ξ) =
1
qn
∑
P∈En
f(ξ(P )), n > 1,
and M0f(ξ) = 1; here ξ = ξ(P ) = (ξ1(P ), ξ2(P ), . . . , ξn(P )), ξk(P ) denotes
the number of normed prime polynomials of degree k in the canonical decom-
position of P , and In is the number of prime polynomials in En. Relation
(2.1) can be obtained by calculating the coefficient at zn in the Taylor ex-
pansion of the infinite product on the right-hand side of (2.1) Putting here
fˆ(j) ≡ 1, we obtain the well-known relation (see, e.g., [15])
∏
n>1
(
1−
(
z
q
)n)−In
=
1
1− z , (2.2)
from which it follows, in particular, that
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In =
qn
n
+ An
qn/2
n
, (2.3)
where −2 6 An 6 0. Putting, in (2.1),
fˆ(j) =
{
eit, if j = k,
1, if j 6= k,
and using (2.2), we obtain
∞∑
n=0
znMne
itξk =
(
1−
(
z
q
)k
eit
)−Ik ∏
n>0, n 6=k
(
1−
(
z
q
)n)−In
=
1
1− z
(
1−
(
z
q
)k)Ik
(
1−
(
z
q
)k
eit
)Ik .
Differentiating the obtained formula with respect to t and putting t = 0,
we obtain
∞∑
n=1
znMnξk =
zk
(1− z)
(
1−
(
z
q
)k) Ikqk . (2.4)
Hence, it follows that, for k 6 n, we have
Mnξk =
Ik
qk
∑
j : 16kj6n
1
qk(j−1)
=
1
k
+O
(
1
qk/2
)
. (2.5)
Similarly, we obtain
∑
m>1
zmMmξ
2
k =
1
(1− z)

 zk(
1−
(
z
q
)k) Ikqk + z
2k(
1−
(
z
q
)k) Ikqk Ik + 1qk


and, for k 6 n,
Mnξ
2
k =
1
k
+O
(
1
k2
)
. (2.6)
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Estimating the closeness of logPn(ξ) to logOn(ξ) we will use, as in [3],
the formula
logPn(a)− logOn(a) =
∑
p
∑
s>1
(Dnps − 1)+ log p, (2.7)
where the sum is taken over all prime numbers, a ∈ (Z+)n, (d − 1)+ =
d− 1 + I[d = 0], and
Dnk = Dnk(a) =
∑
j6n : k|j
aj ,
MnDnk(ξ) =
∑
j6n : k|j
Mnξj =
∑
j6n : k|j
(
1
j
+O
(
1
qj/2
))
=
1
k
[n/k]∑
j=1
1
j
+O
(
1
qk/2
)
. (2.8)
Let us find the generating function of νn(Dnk = 0). Taking, in (2.1),
fˆ(j) =
{
0, if k|j,
1, if k ∤ j,
and using (2.2), we get
∞∑
n=1
νn(Dnk = 0)z
n =
∏
n : k 6|n
(
1−
(
z
q
)n)−In
=
1
(1− z)
∏
n : k|n
(
1−
(
z
q
)n)In
=
1
(1− z) exp

−
∑
n : k|n
zn
n
+
∑
n : k|n
In
[
log
(
1−
(
z
q
)n)
+
(
z
q
)n]
−
∑
n : k|n
An
nqn/2
zn

 = (1− z
k)
1
k
1− z exp{Fk(z)},
(2.9)
where
Fk(z) =
∑
n : k|n
In
[
log
(
1−
(
z
q
)n)
+
(
z
q
)n]
−
∑
n : k|n
An
nqn/2
zn.
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We further use the following notation: if f(z) =
∑∞
n=0 anz
n, then we
denote [f(z)](n) = an. We shall often use the following elementary property
of this notation. Let f1(z), f2(z), g1(z), and g2(z) be analytic functions in a
neighborhood of zero. If |[fi(z)](s)| 6 [gi(z)](s) for s > 0 and i = 1, 2, then∣∣[f1(z)f2(z)](s)∣∣ 6 [g1(z)g2(z)](s) for s > 0.
The notation of the form u(. . .) ≪ v(. . .) means that u(n, q, t . . .) =
O(v(n, q, t . . .)). The constants in the symbols O(. . .) and ≪ are always
assumed to be absolute and independent of q.
Lemma 12. If k > 2, then
∣∣[exp{Fk(z)}](s)∣∣ 6


(
1−
(
z√
2
)k)−1
(s)
, s > 0. (i)
[
(1− zk)1/k exp{Fk(z)}
]
(m)
≪
[
1 +
∞∑
n=1
zkn
kn
]
(m)
, m > 0. (ii)
Proof. Using estimate (2.3), we obtain
Fk(z) = −
∑
n : k|n
In
∞∑
j=2
1
j
(
z
q
)nj
−
∑
n : k|n
An
nqn/2
zn
= −
∞∑
m=1
(
z√
q
)km
1
km
(
1
qkm/2
∑
l>1,j>2, lj=m
kmIkl
j
+ Akm
)
.
Since 0 < In 6
qn
n
and −2 6 Aj 6 0, we have∣∣∣∣∣ 1qkm/2
∑
l>1,j>2, lj=m
kmIkl
j
+ Akm
∣∣∣∣∣ 6 2,
whence, for s > 0, we have
∣∣[Fk(z)](s)∣∣ 6
[
2
k
∞∑
m=1
1
m
(
z√
q
)km]
(s)
6
[ ∞∑
m=1
1
m
(
z√
2
)km]
(s)
=

log
(
1−
(
z√
2
)k)−1
(s)
.
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Hence, for s > 0, we obtain
∣∣[exp{Fk(z)}](s)∣∣ =
∣∣∣∣∣
∞∑
j=0
[Fk(z)
j ](s)
j!
∣∣∣∣∣
6
∞∑
j=0
1
j!



log
(
1−
(
z√
2
)k)−1
j

(s)
=

(1− ( z√
2
)k)−1
(s)
.
In the proof of estimate (ii), we shall use estimate (i). Since
∣∣[(1− z)1/k](j)∣∣ = 1
k
j∏
l=2
(
1− 1 + 1/k
l
)
6
1
k
j∏
l=2
(
1− 1
l
)
=
1
kj
for j > 1, we have that
∣∣[(1− zk)1/k](j)∣∣ 6
[
1 +
∞∑
s=1
zks
ks
]
(j)
for j > 0. Using this estimate and (i), we obtain
∣∣∣[(1− zk)1/k exp{Fk(z)}](m)
∣∣∣ 6
[(
1 +
∞∑
s=1
zks
ks
)( ∞∑
s=0
zks
2ks/2
)]
(m)
=
[
1 +
∞∑
n=1
zkn
(
1
2kn/2
+
1
k
n∑
s=1
1
s2k(n−s)/2
)]
(m)
≪
[
1 +
∞∑
n=1
zkn
kn
]
(m)
,
and the lemma is proved.
Lemma 13. If k > 2, then
νn(Dnk(ξ) = 0) = exp

−1k
[n/k]∑
j=1
1
j

+O
(
1
k2
)
.
Proof. In [4], an exact expression has been obtained for
[
(1− zk)1/k
1− z
]
(n)
=
∑
j6n
[
(1− zk)1/k
]
(j)
=
∑
j : jk6n
[
(1− z)1/k
]
(j)
=
[
(1− z)1/k
1− z
]
([n/k])
=
[n/k]∏
j=1
(
1− 1
jk
)
= exp

−1k
[n/k]∑
j=1
1
j


(
1 + O
(
1
k2
))
.
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Hence, using (2.9) and Lemma 12, we obtain
νn(Dnk(ξ) = 0) =
[
(1− zk)1/k
1− z exp{Fk(z)}
]
(n)
=
[
(1− zk)1/k
1− z
]
(n)
+
n∑
m=1
[
(1− zk)1/k
1− z
]
(n−m)
[exp{Fk(z)}](m)
=
[
(1− zk)1/k
1− z
]
(n)
+O
(
1
2k/2
)
= exp

−1k
[n/k]∑
j=1
1
j

+O
(
1
k2
)
.
The lemma is proved.
Proof of theorem 6. From (2.6) and Lemma 13 it follows that
µn :=Mn
(
logPn(ξ)−logOn(ξ)
)
=
∑
p
∑
s>0
(
MnDnps−1+νn(Dnps = 0)
)
log p,
µn =
∑
m6n
Λ(m)

[n/m]∑
j=1
1
jm
−
(
1− e−
P[n/m]
j=1
1
jm
)+O(1)
=
∑
m6n
Λ(m)
[
log n
m
+ γ +O
(
m
n
)
m
−
(
1− e− log
n
m
m
(
1− γ
m
+O
(
1
m2
+
1
n
)))]
+O(1)
=
∑
m6n
Λ(m)
[
log n
m
m
−
(
1− exp
{
− log
n
m
m
})]
+γ
∑
m6n
Λ(m)
1− exp
{
− log nm
m
}
m
+O(1),
where γ is the Euler constant, and Λ(m) is the Mangoldt function. We
further denote by B bounded constants (not necessarily the same in different
places). Since
∑
m6n
Λ(m)
1− exp
{
− log nm
m
}
m
=
∑
m6logn
Λ(m)
1− exp
{
− log nm
m
}
m
+B
∑
m>log n
Λ(m)
m2
logn +O(1) = O(log logn),
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we have
µn =
∑
m6n
Λ(m)
[
log n
m
m
−
(
1− exp
{
− log
n
m
m
})]
+O(log logn)
=
∑
m6n
Λ(m)
[
log n
m
− logm
m
−
(
1− exp
{
− log n
m
}
×
(
1 +
logm
m
+O
(
logm
m
)2))]
+O(log log n)
=
∑
m6n
Λ(m)
[
log n
m
−
(
1− exp
{
− log n
m
})]
+B
∑
m6n
Λ(m)
logm
m
(
1− exp
{
− log n
m
})
+O(log logn)
= S(x) + O
(
(log x)2
)
,
where
S(x) =
∞∑
m=1
Λ(m)φ
(m
x
)
,
φ(y) = e−
1
y − 1 + 1
y
, and x = logn. As in the proof of one formula of Linnik
(see, e.g., [9], p. 83, Problem 6), we represent S(x) by a sum over nontrivial
zeros of ζ(s). Calculating the Mellin transform of the function φ(y), we
obtain ∞∫
0
φ(x)xs−1dx = Γ(−s)
for 1 < ℜs < 2; here Γ(s) is the Euler Gamma function. Then we have
1
2πi
σ+i∞∫
σ−i∞
(
−ζ
′(s)
ζ(s)
)
Γ(−s)xsds =
∞∑
m=1
Λ(m)
1
2πi
σ+i∞∫
σ−i∞
Γ(−s)
(m
x
)−s
ds = S(x)
for 1 < σ < 2. Let us change the integration line ℜs = σ in the above integral
by the line ℜs = −1
2
in the following way. Let us consider the integral over
the rectangle with vertices −1
2
+ iT , −1
2
− iT , σ + iT , and σ − iT with T
chosen so that the distance from the closest zeros of ζ(s) is ≫ 1
log T
. Letting
now T to infinity and applying the well-known estimates of ζ
′(s)
ζ(s)
in the critical
strip, we see that the integrals over [−1
2
+ iT, σ + iT ] and [−1
2
− iT, σ − iT ]
tend to zero as T →∞. Applying now the residue theorem, we obtain
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S(x) =
1
2πi
σ+i∞∫
σ−i∞
(
−ζ
′(s)
ζ(s)
)
Γ(−s)xsds = 1
2πi
− 1
2
+i∞∫
− 1
2
−i∞
(
−ζ
′(s)
ζ(s)
)
Γ(−s)xsds
+
∑
ρ
ress=ρ
(
−ζ
′(s)
ζ(s)
)
Γ(−s)xs + (ress=0 + ress=1)
(
−ζ
′(s)
ζ(s)
)
Γ(−s)xs
= x(log x− 1) + ζ
′(0)
ζ(0)
−
∑
ρ
Γ(−ρ)xρ +O
(
1√
x
)
,
where
∑
ρ is the sum over nontrivial zeros of the Riemann zeta-function.
Now using estimate (2.4), we calculate
Mn logPn(ξ(P )) =
n∑
j=1
Mnξj log j =
n∑
j=1
log j
j
+O(1) =
1
2
log2 n +O(1).
The theorem is proved.
We now estimate the sum over the nontrivial zeros of the Riemann zeta-
function. Since ℜρ 6 1 − c
log T
for |ℑρ| 6 T (see [9] or [19]) and |Γ(−(σ +
it))| ≪ e−π2 |t||t|−1/2 uniformly in 0 6 σ 6 1, putting T = log log n, we get
Rn :=
∣∣∣∣∣
∑
ρ
Γ(−ρ)(log n)ρ
∣∣∣∣∣≪ (logn)1− clogT
∣∣∣∣∣∣
∑
|ℑρ|6T
Γ(−ρ)
∣∣∣∣∣∣ + logn
∑
|ℑρ|>T
|Γ(−ρ)|
≪ log n
(
(logn)−
c
log T + e−T
)
≪ (logn)e−c log log nlog log log n ;
here we used the well-known fact that
∑
n<|ℑρ|6n+1 1≪ log n.
To estimate the covariances of (Dnk−1)+ the following elementary lemma
will be useful.
Lemma 14. Let f(z) and g(z) be analytic functions. Then[
f(z)g(z)
1− z
]
(n)
−
[
f(z)
1− z
]
(n)
[
g(z)
1− z
]
(n)
= −
∑
16i,j6n
i+j>n
[f(z)](i)[g(z)](j).
In the following two lemmas, we prove the same estimates for the covari-
ances of (Dnk(ξ(P ))−1)+ as those obtained in [1] for (Dnk(Z)−1)+, where Z
is a vector with components that are independent random Poisson variables
with parameters θ/j.
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Lemma 15. For (k, l) = 1, k, l > 2, we have the estimate
cov
(
(Dnk(ξ)− 1)+, (Dnl(ξ)− 1)+
)≪ log n
kl
.
Proof. Since (d− 1)+ = d− 1 + I(d = 0), we have
cov((Dnk − 1)+, (Dnl − 1)+) = cov(Dnk, Dnl) + cov(Dnk, I[Dnl = 0])
+ cov(I[Dnk = 0], Dnl = 0) + cov(I[Dnk = 0], I[Dnl = 0]).
Putting, in (2.1),
fˆ(m) =
{
0, if k|m or l|m,
1, otherwise,
and using (2.1), we get
Uk,l(z) :=
∞∑
n=0
νn
(
Dnk(ξ) = 0, Dnl(ξ) = 0
)
zn =
1
1− z
∏
n>1: k|n∨l|n
(
1−
(
z
q
)n)In
=
1
1− z
∏
n>1: k|n
(
1−
(
z
q
)n)In∏
n>1: l|n
(
1−
(
z
q
)n)In
∏
n>1: kl|n
(
1−
(
z
q
)n)In
=
1
1− z
(1− zk)1/k(1− zl)1/l
(1− zkl)1/kl exp{Fk(z) + Fl(z)− Fkl(z)}.
Hence, we have
νn
(
Dnk(ξ) = 0, Dnl(ξ) = 0
)
=
[
(1− zk)1/k(1− zl)1/l
(1− z) exp
{
Fk(z) + Fl(z)
}]
(n)
+
[
Uk,l(z)
(
1− exp{Fkl(z)}
)]
(n)
+
[
Uk,l(z) exp{Fkl(z)}
(
1− (1− zkl)1/kl)]
(n)
= [S1(z) + S2(z) + S3(z)](n).
Since 0 6 [Uk,l(z)](j) 6 [
1
1−z ](j) and, by Lemma 12, |[1−exp{Fkl(z)}](j)| 6
[(1− (z/√2)kl)−1 − 1](j) for j > 0, we have
∣∣[S2(z)](n)∣∣ 6

 1
1− z

(1−( z√
2
)k)−1
− 1




(n)
=
[
1
1− z
(∑
j>1
(
z√
2
)klj)]
(n)
≪ 1
2kl/2
.
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Similarly, since |[(1− zkl) 1kl − 1](j)| 6 [
∑∞
s=1
zkls
kls
](j) for j > 0, we have
∣∣[S3(z)](n)∣∣ 6

 1
1− z
(
1−
(
z√
2
)k)−1(∑
j>1
zklj
klj
)

(n)
≪ log n
kl
.
Applying the estimates obtained and using (2.8), we get
cov
(
I[Dnk(ξ) = 0], I[Dnl(ξ) = 0]
)
=
[
(1− zk)1/k exp{Fk(z)}(1− zl)1/l exp{Fl(z)}
1− z
]
(n)
−
[
(1− zk)1/k exp{Fk(z)}
1− z
]
(n)
[
(1− zl)1/l exp{Fl(z)}
1− z
]
(n)
+O
(
log n
kl
)
.
Applying estimate (ii) of Lemma 12 and Lemma 14, we obtain
cov
(
I[Dnk(ξ) = 0], I[Dnl(ξ) = 0]
)
= −
∑
i+j>n
16i,j6n
[
(1− zk)1/k exp{Fk(z)}
]
(i)
[
(1− zl)1/l exp{Fl(z)}
]
(j)
+O
(
log n
kl
)
≪
∑
i+j>n
16i,j6n
[(
1 +
∞∑
s=1
zks
ks
)]
(i)
[(
1 +
∞∑
s=1
zls
ls
)]
(j)
+
log n
kl
=
∑
i,j : ik+jl>n
16ik,jl6n
[(
1 +
∞∑
s=1
zs
ks
)]
(i)
[(
1 +
∞∑
s=1
zs
ls
)]
(j)
+
logn
kl
.
Therefore, we have
cov
(
I[Dnk(ξ) = 0], I[Dnl(ξ) = 0]
)≪ log n
kl
+
∑
i,j : ik+jl>n
16ik,jl6n
1
kilj
.
Since
1
kl
∑
ik+jl>n
16ik,jl6n
1
ij
=
1
kl
[n/k]∑
i=1
1
i
∑
n−ki
l
<j6n
l
1
j
=
1
kl
∑
16i6 n
2k
1
i
∑
n−ki
l
<j6n
l
1
j
+
1
kl
∑
n
2k
6i6n
k
1
i
∑
n−ki
l
<j6n
l
1
j
≪ 1
kl
∑
16i6 n
2k
1
i
+
1
kl
∑
n
2k
6i6n
k
logn
i
≪ log n
kl
,
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we finally have
cov
(
I[Dnk(ξ) = 0], I[Dnl(ξ) = 0]
)≪ logn
kl
. (2.10)
To estimate cov(I[Dnk(ξ) = 0], ξj) we consider two cases: k ∤ j and k|j.
1) If k ∤ j, then
cov
(
I[Dnk(ξ) = 0], ξj
)
=Mn
(
ξjI[Dnk(ξ) = 0]
)−Mnξjνn(Dnk(ξ) = 0).
Putting, in (2.1),
fˆ(s) =


eit, for s = j,
0, if k|s,
1, for remaining s
we obtain
∑
n>0
Mn
(
eitξjI[Dnk(ξ) = 0]
)
zn =
(1− zk) 1k
1− z exp{Fk(z)}
(
1−
(
z
q
)j)Ij
(
1−
(
z
q
)j
eit
)Ij .
Differentiating the obtained equality with respect to t and putting t = 0, we
have
∑
n>0
Mn
(
ξjI[Dnk(ξ) = 0]
)
zn =
(1− zk) 1k
1− z exp{Fk(z)}
zj
1−
(
z
q
)j Ijqj . (2.11)
Hence, applying Lemma 14 and (2.4), (2.9), and (2.11), we have
cov
(
I[Dnk(ξ) = 0], ξj
)
=

(1− zk) 1k
1− z exp{Fk(z)}
zj
1−
(
z
q
)j Ijqj


(n)
−

 1
1− z
zj
1−
(
z
q
)j Ijqj


(n)
[
(1− zk) 1k
1− z exp{Fk(z)}
]
(n)
= −
∑
r+s>n
16r,s6n

 zj
1−
(
z
q
)j Ijqj


(r)
[
(1− zk) 1k exp{Fk(z)}
]
(s)
60 CHAPTER 2. ERDO˝S TURA´N LAW
≪
∑
s,r : rj+sk>n
16rj,sk6n
1
j

 z(
1− z
qj
)


(r)
[(
1 +
1
k
∞∑
m=1
zm
m
)]
(s)
=
1
jk
∑
s,r : rj+sk>n
16rj,sk6n
1
qj(r−1)s
=
1
jk
∑
n−j
k
<s6n
k
1
s
+
1
jk
∑
rj+sk>n
16rj,sk6n,r>2
1
qj(r−1)s
≪ 1
jk
(
1 + log
n
n− j + 1
)
+
log n
jqjk
. (2.12)
2) Now suppose that k|j. Since I[Dnk(ξ) = 0]ξj ≡ 0, in this case, we have
cov
(
I[Dnk(ξ) = 0]ξj
)
= −νn(Dnk(ξ) = 0)Mnξj ≪ 1
j
. (2.13)
Now we can estimate cov(I[Dnk(ξ) = 0], Dnl(ξ)):
cov
(
I[Dnk(ξ) = 0], Dnl(ξ)
)
=
∑
j6n : l|j,k|j
cov
(
I[Dnk(ξ) = 0], ξj
)
+
∑
j6n : l|j,k 6|j
cov
(
I[Dnk(ξ) = 0], ξj
)
≪
∑
j6n : kl|j
1
j
+
∑
j6n : l|j
(
1
jk
(
1 + log
n
n− j + 1
)
+
logn
jqjk
)
≪ log n
kl
+
∑
j6n : l|j
1
kj
log
n
n− j + 1
≪ log n
kl
+
∑
j6n/2: l|j
1
kj
j
n
+
∑
n/2<j6n : l|j
1
kn
log n≪ log n
kl
;
here we used estimates (2.12) and (2.13).
Let i 6= j. Then, as before, putting, in (2.1), fˆ(i) = eit1 , fˆ(j) = eit2 ,
and fˆ(m) = 1 for the remaining m, we obtain the generating function of
Mne
it1ξi+it2ξj . Differentiating the obtained formula with respect to t1 and t2
and putting t1 = t2 = 0, we get
∞∑
n=1
Mnξiξjz
n =
Ii
qi
Ij
qj
1
1− z
zi+j(
1−
(
z
q
)i)(
1−
(
z
q
)j) .
From this and from (2.4), applying Lemma 14, we have
cov(ξi, ξj) =

Ii
qi
Ij
qj
1
1− z
zi
1−
(
z
q
)i zj
1−
(
z
q
)j


(n)
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−

Ii
qi
1
1− z
zi
1−
(
z
q
)i


(n)

Ij
qj
1
1− z
zj
1−
(
z
q
)j


(n)
= −Ii
qi
Ij
qj
∑
is+jr>n
16is,rj6n
1
qi(s−1)qj(r−1)
.
Hence, it follows that, for i 6= j, we have
cov(ξi, ξj)≪
{
1
ij
1
qmin{i,j} , if i+ j 6 n,
1
ij
, if i+ j > n.
(2.14)
For i = j, by (2.6) we have cov(ξi, ξi) = Dξi ≪ 1/i.
Applying the estimates obtained, we have
cov
(
Dnk(ξ), Dnl(ξ)
)
=
∑
16i,j6n
i+j6n
k|i,l|j,i 6=j
cov(ξi, ξj) +
∑
16i,j6n
i+j>n
k|i,l|j,i 6=j
cov(ξi, ξj) +
∑
kl|j
16j6n
cov(ξi, ξj)
≪
∑
ki+lj6n
1
kilj
1
qmin{ki,lj}
+
∑
ki+lj>n
16ki,lj6n
1
kilj
+
[n/kl]∑
j=1
1
jkl
≪ log n
kl
.(2.15)
Using estimates (2.10), (2.12), (2.13), and (2.15), we obtain the required
estimate
cov
(
(Dnk(ξ)− 1)+, (Dnl(ξ)− 1)+
)≪ log n
kl
.
The lemma is proved.
Lemma 16. Let p be a prime number, and let 1 6 s 6 t. Then we have
cov
(
(Dnps(ξ)− 1)+, (Dnpt(ξ)− 1)+
)≪ log n
pt
.
Proof. Applying Lemma 13, we have
cov
(
I[Dnps(ξ) = 0], I[Dnpt(ξ) = 0]
)
= νn
(
Dnps(ξ) = 0
)− νn(Dnps(ξ) = 0)νn(Dnpt(ξ) = 0)
= νn
(
Dnps(ξ) = 0
)(
1− νn(Dnpt(ξ) = 0)
)
≪ 1− exp

− 1pt
[n/pt]∑
j=1
1
j

+ 1p2t ≪ log npt ;
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here we have used the inequality 1− e−x 6 x for x > 0.
Since, for s 6 t, from pt|j it follows that I[Dnps(ξ) = 0]ξj = 0, we have
cov
(
I[Dnps(ξ) = 0], Dnpt(ξ)
)
= −
∑
j6n : pt|j
νn(Dnps = 0)Mnξj ≪ log n
pt
.
Applying estimates (2.12) and (2.13), we have
cov
(
I[Dnpt(ξ) = 0], Dnps(ξ)
)
=
∑
j6n : ps|j
cov
(
I[Dnpt(ξ) = 0], ξj
)
≪
∑
j6n : pt|j
1
j
+
log n
pt
+
∑
j6n : ps|j
1
jpt
log
n
n+ 1− j ≪
logn
pt
.
Applying estimates (2.14), we have
cov
(
Dnps(ξ), Dnpt(ξ)
)
=
∑
16i,j6n
ps|i,pt|j
cov(ξi, ξj) =
∑
j6n : pt|j
cov(ξj, ξj)
+
∑
16i,j6n
ps|i,pt|j
i 6=j
cov(ξi, ξj)≪ log n
pt
+
∑
ps|i,pt|j
16i,j6n
i 6=j
1
ij
1
qmin{i,j}
+
∑
ps|i,pt|j
i+j>n
16i,j6n
1
ij
≪ logn
pt
.
From the estimates obtained it follows that
cov
(
(Dnps − 1)+, (Dnpt − 1)+
)≪ log n
pt
.
The lemma is proved.
The following proposition, which is completely similar to Proposition
2.3 of [3], gives the desired estimate of closeness of the random variables
logOn(ξ(P )) and logPn(ξ(P )).
Proposition 1. For every fixed K > 0, we have
νn
(
| logPn(ξ)− logOn(ξ)− µn|
log3/2 n
> K
(
log log n
logn
)2/3)
≪
(
log log n
logn
)2/3
,
where µn =M(logPn(ξ)− logOn(ξ)).
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Proof. In the proof of this proposition, we repeat the arguments of Barbour
and Tavare in the proof of the corresponding result. We have
logPn(ξ)− logOn(ξ) =

 ∑
p6log2 n
+
∑
p>log2 n

 (Dnp(ξ)− 1)+ log p
+
∑
p
∑
s>2
(Dnps(ξ)− 1)+ log p = V1 + V2 + V3.
Applying Lemmas 15 and 16, we have
DV1 ≪
∑
p6log2 n
logn
p
log2 p+
∑
p 6=q
p,q6log2 n
log n
pq
log p log q ≪ log n(log logn)2.
From Lemma 13 it follows that
M(Dnk − 1)+ ≪ min
{(
log n
k
)
,
(
log n
k
)2}
.
Therefore,
MV2 ≪
∑
p>log2 n
log2 n
p2
log p≪ 1.
We estimate
DV3 ≪
∑
p
log2 p
∑
s,t>2
log n
pmax{s,t}
+
∑
p 6=q
log p log q
∑
s,t>2
log n
psqt
≪ logn.
Applying the Chebyshev inequality, we get
νn
(
|V1 −MV1|
log3/2 n
>
1
3
K
(
log logn
log n
)2/3)
≪
(
log logn
log n
)2/3
,
νn
(
|V2 −MV2|
log3/2 n
>
1
3
K
(
log logn
log n
)2/3)
≪ 1
(log log n)2/3 log5/6 n
,
νn
(
|V3 −MV3|
log3/2 n
>
1
3
K
(
log logn
log n
)2/3)
≪ 1
(log log n)4/3 log2/3 n
.
Hence, we obtain the proof of the proposition.
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The proved proposition enables us to replace the investigation of closeness
of logOn(ξ(P )) to the normal law by the investigation of the simpler quantity
logPn(ξ(P )) =
n∑
i=1
ξi(P ) log i,
which is a linear combination of the variables ξi(P ).
Further we use the same notation Mn to denote the mean values of f(α)
and f(ξ) on Sn and En, respectively.
We denote by φn,α(t) and φn,ξ(t) the characteristic functions of the ran-
dom variables
logPn(α(σ))− 12 log2 n
(1/
√
3) log3/2 n
and
logPn(ξ(P ))− 12 log2 n
(1/
√
3) log3/2 n
,
respectively.
To estimate φn,α(t) we apply Theorem 12 with dj ≡ 1 and p =∞. Putting
in (1.6)
fˆ(k) = exp
{
it log k
(1
3
log3 n)
1/2
}
, p =∞,
we get
ρ = ρ(∞)≪ |t|
log1/2 n
For |t| 6 ε log1/2 n, where ε is a sufficiently small fixed number, we have
ρ 6 δ and
Mn exp
{
it
logPn(α(σ))
(1/
√
3) log3/2 n
}
= exp
{
Sn
(
t
(1/
√
3) log3/2 n
)}(
1 + O
( |t|2
log n
))
;
here
Sn(t) =
n∑
m=1
eit logm − 1
m
.
Let us estimate the quantity exp{Sn(t)}. We have
Sn(t) =
n∑
m=1
eit logm − 1
m
=
n∑
m=1
1
m1−it
− log n− γ +O
(
1
n
)
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= ζ(1− it) + n
it
it
− log n− γ +O
(
1
n
)
for |t| 6 1. Here we have used the formula
ζ(s) =
∑
m6n
1
ms
+
n1−s
s− 1 + O
( |s|
σ
1
nσ
)
for ℜs = σ > 0 (see, e.g., [9]).
Since ζ(1 − it) = − 1
it
+ ω(t), where ω(t) is an analytic function and
ω(0) = γ, for |t| 6 1, we have
Sn(t) =
nit − 1
it
− log n+O
(
1
n
+ |t|
)
. (2.16)
Applying the Taylor expansion for |t| 6 1, we have
Sn(t) =
1
it
(
4∑
k=1
(it log n)k
k!
+ O(|t|5 log5 n))
)
− logn+O
(
1
n
+ |t|
)
. (2.17)
Let
Dn(t) = Sn
(
t
(1/
√
3) log3/2 n
)
− it
√
3
2
log1/2 n.
Then, for |t| 6 log3/2 n, we have
Dn(t) = −t
2
2
+ (it)3
33/2
4!
1
log1/2 n
+ O
(
1
n
+
|t|4
logn
+
|t|
log3/2 n
)
.
If |t| 6 log1/6 n, then
φα,n(t) = exp{Dn(t)}
(
1 + O
( |t|2
log n
))
= e−
t2
2
(
1 + (it)3
33/2
4!
1
log1/2 n
+ O
(
1
nc
+
|t|4 + |t|6
log n
+
|t|
log3/2 n
+
|t|2
log n
))
. (2.18)
From (2.16) we have, for ε1 > 0,∣∣∣∣exp
{
Sn
(
t
(1/
√
3) log3/2 n
)}∣∣∣∣
= exp



sin
(
t
√
3
log1/2 n
)
t
√
3
log1/2 n
− 1

 log n+O(1)

≪ 1nλ (2.19)
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for ε1 log
1/2 n 6 t 6 log3/2 n; here λ = λ(ε1) = 1− supu>ε1√3 sinuu .
Theorem 5 gives an estimate of the characteristic function of φn,α(t) for
|t| 6 log1/6 n. We further estimate φn,α(t) for |t| 6 log3/2 n. The general
Theorem A of Manstavicˇius [10] gives the desired estimate for |t| 6 log1/2 n
but its application becomes difficult in the region log1/2 n 6 |t| 6 log3/2 n,
since, for |t| > log1/2 n, its remainder term has an increasing multiplier.
Theorem 15.
φn,α(t)≪ e− t
2
4 for |t| 6 δ1 log1/2 n, (2.20)
φn,α(t)≪ 1
nu
for δ1 log
1/2 n < |t| 6 log3/2 n, (2.21)
where u and δ1 are some fixed positive constants.
Proof. From (2.16) and (2.22) for |t| 6 δ√logn we have
|φα,n(t)| ≪ | exp{Dn(t)}| =
∣∣∣∣exp
{
Sn
(
t
(1/
√
3) log3/2 n
)}∣∣∣∣
= exp



sin
(
t
√
3
log1/2 n
)
t
√
3
log1/2 n
− 1

 logn +O(1)


(2.22)
Applying here the inequality sinu
u
6 1− u2
9
, which is true for |u| 6 2, we have
|φα,n(t)| ≪ e−t2/3,
for |t| 6 δ√log n.
The estimate (2.20) is proven.
In the proof of estimate (2.21), we use some ideas of [10] and [13]. Let
∑
n>0
Nn(t)z
n = exp
{
n∑
k=1
eit log k
k
zk
}
.
Differentiating this identity with respect to z, we can easily note that Nn
satisfy the recurrent relation
Nn(t) =
1
n
n∑
k=1
eit log kNn−k(t).
Applying the Cauchy inequality and the Parseval identity, we have
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|Nn(t)| 6
(
1
n
∞∑
k=1
|Nk(t)|2
)1/2
6

 1
2πn
π∫
−π
∣∣∣∣∣exp
{
n∑
k=1
eit log k
k
eixk
}∣∣∣∣∣
2
dx


1/2
.
(2.23)
Integrating by parts for π > |x| > 1
n
and t ∈ R, we have
n∑
k=1
1
k1−it
eixk =
n∫
1/π
1
y1−it
d
(∑
k<y
eixk
)
= (1− it)
n∫
1/π
eix
1− eix[y]
1− eix
1
y2−it
dy+O(1)
=
1− it
1− eix e
ix
1/|x|∫
1/π
1− eix[y]
y2−it
dy +O

 |1− it||eix − 1|
n∫
1/|x|
dy
y2


=
1− it
1− eix e
ix
1/|x|∫
1/π
1− eixy
y2−it
dy +O

 |1− it||1− eix|
1/|x|∫
1/π
|1− eix{y}|
|y2| dy

+O(|1− it|)
= − 1− it
1 − eix e
ix
1/|x|∫
1/π
ixy
y2−it
dy +
1− it
1− eix e
ix
1/|x|∫
1/π
1− eixy + ixy
y2−it
dy +O(|1− it|)
=
1− it
eix − 1e
ix
1/|x|∫
1/π
ixy
y2−it
dy +O

 |1− it||x|
1/|x|∫
1/π
|xy|2
y2
dy

+O(|1− it|)
=
1− it
eix − 1e
ixix
1/|x|∫
1/π
dy
y1−it
+O(|1− it|) = 1− it
eix − 1e
ixix
|x|−it − 1
it
+O(|1− it|)
=
e
it log 1|x| − 1
it
+O(|1− it|). (2.24)
Hence, it follows that
∣∣∣∣∣exp
{
n∑
k=1
eit log k
k
eixk
}∣∣∣∣∣≪ exp


sin
(
t log 1|x|
)
t

 (2.25)
for |t| 6 1 and |x| > 1
n
.
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Since ∣∣φn,α(t)∣∣ =
∣∣∣∣Nn
(
t(
1
3
log3 n
)1/2
)∣∣∣∣,
putting
t′ =
t(
1
3
log3 n
)1/2 for log3/2 n > |t| > δ1 log1/2 n,
from (2.23) and (2.25) we get
|φn,α(t)|2 ≪ 1
n


∫
π>|x|> 1√
n
+
1
n
∫
1√
n
>|x|>1
n
+
1
n
∫
|x|< 1
n


×
∣∣∣∣∣exp
{
n∑
k=1
eit
′ log k
k
eixk
}∣∣∣∣∣
2
dx = I1 + I2 + I3.
Since sin(t log (1/|x|))
t
6 log (1/|x|), we have
I1 6
1
n
∫
π>|x|> 1√
n
exp
{
2 log
1
|x|
}
dx≪ 1√
n
.
I2 ≪ 1
n
∫
1√
n
>|x|>1
n
exp

2 log 1|x|

sin
(
t′ log 1|x|
)
t′ log 1|x|



 dx
6
1
n
∫
1√
n
>|x|>1
n
exp
{
2 log
1
|x|(1− ε)
}
dx 6
1
n
∫
1>|x|> 1
n
dx
|x|2(1−ε) ≪
1
n2ε
,
where 1− ε := maxu>(δ1/2)√3 sinuu .
Finally, since exp{∑nk=1 eit′ log kk eixk} = n exp {Sn(t′) + O(1)} for |x| 6 1n ,
applying (2.19) with ε1 = δ1, we have
I3 ≪ exp{2ℜSn(t′)} ≪ 1
nλ(δ1)
.
The theorem is proved.
Theorem 16. Let a1, a2, . . . , an be real numbers. We denote
fSn(t) =Mne
it
Pn
k=1 akαk(σ) and fEn(t) =Mne
it
Pn
k=1 akξk(P ).
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If max16k6n |ak|/qk/4 6 βn, then, for |t| 6 1βn , we have |fSn(t) − fEn(t)| ≪
βn|t|.
Proof. Let ak = 0 for k > n. Taking f(k) = e
itak in (2.1), we have
FEn(z) =
∞∑
m=0
fEm(t)z
n =
∞∏
k=1
(
1−
(
z
q
)k
eitak
)−Ik
,
FSn(z) =
∞∑
m=0
fSm(t)z
m = exp
{ ∞∑
k=1
eitak
k
zk
}
,
FEn(z) = exp
{ ∞∑
k=1
eitak
k
zk +H(z, t)
}
= FSn(z) exp{H(z, t)}, (2.26)
where
H(z, t) = −
∞∑
k=1
qk
k
[
log
(
1−
(
z
q
)k
eitak
)
+
(
z
q
)k
eitak
]
+
∞∑
k=1
Ak
qk/2
k
log
(
1−
(
z
q
)k
eitak
)
;
here Ak are the same numbers as in (2.3). For t = 0, we have
1
1− z =
∞∏
k=1
(
1−
(
z
q
)k)−Ik
=
exp{H(z, 0)}
1− z ,
and, therefore, H(z, 0) = 0. Using this identity, from (2.26) we have
FEn(z) = FSn(z) exp{H(z, t)−H(z, 0)}
= FSn(z) exp
{ ∞∑
k=1
qk
k
∞∑
j=2
(
z
q
)jk
(eitjak − 1)
j
+
n∑
k=1
qk/2
k
Ak
∞∑
j=1
(
z
q
)jk
(eitjak − 1)
j
}
= FSn(z) exp
{
|t|
∞∑
k=1
qk
k
∞∑
j=2
(
z
q
)jk
akbkj(t)
+|t|
∞∑
k=1
qk/2
k
Ak
∞∑
j=1
(
z
q
)jk
akbkj(t)
}
,
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where |bkj| 6 1. Therefore, we have
FEn(z) = FSn(z) exp
{
βn|t|
∞∑
m=1
γm(t)z
m
}
,
where |γm(t)| 6 Aqm/4 with an absolute constant A. Recalling that βn|t| 6 1
for s > 1, we get
[
exp
{
βn|t|
∞∑
m=1
γm(t)z
m
}]
(s)
6

1 + ∞∑
k=1
1
k!
(
βn|t|
∞∑
m=1
γm(t)z
m
)k
(s)
6

1 + βn|t| ∞∑
k=1
1
k!
( ∞∑
m=1
A
qm/4
zm
)k
(s)
=
[
βn|t| exp
{ ∞∑
m=1
A
qm/4
zm
}]
(s)
≪ βn|t|
qs/8
.
Since [FSn(z)](k) 6 1, using the inequality obtained before, we have
fEn(t) = [FEn(z)](n) =
[
FSn(z) exp
{
βn|t|
∞∑
m=1
γm(t)z
m
}]
(n)
= fSn(t) + O
(
βn|t|
n∑
k=1
1
qk/8
)
= fSn(t) + O(βn|t|).
The theorem is proved.
Applying Theorem 16 with ak =
log k
(1/
√
3) log3/2 n
, we have
∣∣φn,α(t)− φn,ξ(t)∣∣≪ |t|
log3/2 n
(2.27)
for |t| 6 log3/2 n.
Let
Gn(x) = Φ(x) +
33/2
24
√
2π
(1− x2)e−x2/2√
log n
.
Then we have
+∞∫
−∞
eitx dGn(x) = e
− t2
2
(
1 + (it)3
33/2
4!
1
log1/2 n
)
=: gn(t).
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Let us also denote
Fn(x) = νn
(
logPn(ξ)− 12 log2 n(
1
3
log3 n
)1/2 < x
)
.
Applying the generalized Esseen inequality (see e. g. [18]), we have
sup
x∈R
∣∣Gn(x)− Fn(x)∣∣≪
log3/4 n∫
− log3/4 n
|φn,ξ(t)− gn(t)|
|t| dt+
1
log3/4 n
6
log3/4 n∫
− log3/4 n
|φn,α(t)− gn(t)|
|t| dt +
log3/4 n∫
− log3/4 n
|φn,α(t)− φn,ξ(t)|
|t| dt+
1
log3/4 n
.
Using (2.27), we can estimate the second integral in this equality by O(log−3/4 n).
We estimate the first integral using, in the interval |t| 6 1
log2 n
, the estimate
∣∣φn,α(t)− 1∣∣ 6 ∣∣φn,α(t)− φn,ξ(t)∣∣ + ∣∣1− φn,ξ(t)∣∣
≪ |t|
(
1
log3/2 n
+Mn
∣∣∣∣ logPn(ξ(P ))− (1/2) log2 n(1/√3) log3/2 n
∣∣∣∣
)
≪ |t| log1/2 n
and, in the intervals 1
log2 n
< |t| 6 log1/6 n, log1/6 n 6 |t| < δ1 log1/2 n, and
δ1 log
1/2 n < |t| < log2/3 n, estimates (2.22), (2.20), and (2.21), respectively.
Finally, we have
sup
x∈R
|Gn(x)− Fn(x)| ≪ 1
log3/4 n
. (2.28)
To estimate the closeness between the distribution functions of logOn(ξ)
and logPn(ξ), we use the following lemma, which is a generalization of
Lemma 2.5 of [3].
Lemma 17. Let U and X be random variables. Suppose that supx∈R |P (U <
x)−G(x)| 6 η, where G(x) is a differentiable function satisfying the condition
|G′(x)| 6 C. Then, for each ε > 0, we have
sup
x∈R
|P (U +X < x)−G(x)| ≪ η + ε+ P (|X| > ε),
where the constant in the symbol ≪ depends on C only.
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Proof of theorem 5. Putting, in Lemma 17,
X = − logPn(ξ)− logOn(ξ)− µn
(1/
√
3) log3/2 n
and U =
logPn(ξ)−Mn logPn(ξ)
(1/
√
3) log3/2 n
,
ε = ((log log n)/ logn)2/3, η = 1/log3/4 n and then applying (2.28) and Propo-
sition 1, we obtain the proof of the theorem.
Proof of theorems 3 and 4 . In order to prove that the results of this paper
hold in the case of the group Sn, one can either repeat the proofs given above
in a simplified way, or pass to the limit as q → ∞ for fixed n and using the
facts that (ξ1(P ), . . . , ξn(P )) → (α1(σ), . . . , αn(σ)) weakly as q → ∞ and
that the constants in the symbols O and ≪ do not depend on q in all the
proofs given above.
Chapter 3
Functions on S
(k)
n
3.1 Means of multiplicative functions on S
(k)
n
As before we denote
S(k)n = {σ = xk|x ∈ Sn}.
In [14] Mineev and Pavlov proved the following criterion to determine whether
σ belongs to the set S
(k)
n .
Theorem C. Suppose k has the following decomposition into the product of
prime numbers k = p
lk(p1)
1 p
lk(p2)
2 . . . p
lk(ps)
s . Let us define the function
qk(j) =
∏
p|(k,j)
plk(p).
Then σ ∈ S(k)n if and only if
qk(j)|αj(σ)
for all 1 6 j 6 n.
We have
M(k)
n
f =
1
|S(k)n |
∑
σ∈S(k)n
f(σ) =
1
|S(k)n |
∑
s1+2s2+···+nsn=n
qk(l)|sl
n∏
j=1
fˆ(j)sjn!
n∏
j=1
1
jsjsj!
=
n!
|S(k)n |
∑
s1+2s2+···+nsn=n
qk(l)|sl
n∏
j=1
(
fˆ(j)
j
)sj
1
sj!
.
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Here we have used the well known fact that the quantity of σ ∈ Sn such that
αj(σ) = sj for 1 6 j 6 n, equals
n!
n∏
j=1
1
sj!jsj
,
when s1 + 2s2 + · · ·+ nsn = n. Hence one can easily see that the following
identity holds
∞∑
n=0
|S(k)n |
n!
M(k)
n
fzn =
∞∏
j=1

1 + ∑
j>1
qk(j)|s
(
fˆ(j)zj
j
)s
1
s!


= exp
{ ∑
j>1
(j,k)=1
fˆ(j)
j
zj
} ∏
(j,k)>1

1 + ∑
s>1
qk(j)|s
(
fˆ(j)zj
j
)s
1
s!


= exp
{ ∑
j>1
(j,k)=1
fˆ(j)
j
zj
}
Hk(f ; z).
Further we will assume that |fˆ(j)| 6 1. We will denote by Mn(f) =
M
(k)
n (f) the mean value of f(σ) on the subset S
(k)
n . Let us define
µn(p) =
(
1
n
∑
16j6n
(j,k)=1
|fˆ(j)− 1|p
)1/p
.
In the works [10], [13] and [23] there have been obtained the estimates of the
mean values of the multiplicative functions on whole group Sn.
The following theorem establishes analogous estimate for M
(k)
n f .
Theorem 17. Suppose |fˆ(j)| 6 1. Then
M(k)
n
f = exp
{ ∑
16j6n
(j,k)=1
fˆ(j)− 1
j
} ∏
j6n
(j,k)>1


1 +
∑
s>1:qk(j)|s
fˆ(j)s
jss!
1 +
∑
s>1:qk(j)|s
1
jss!

+O
(
µn(p) +
1
nβ
)
,
for p > 1
β
. Here β = φ(k)
k
, if k is prime, and
β = min
d:d|k,d>1
φ(k)
k

1− µ(d)∏
p|d
1
p− 1

 ,
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if k is composite, where µ(d) – Moebius function, φ(k) – Euler function.
The next theorem is the analog of the well known Halsz - Wirsing result
for the multiplicative functions on natural numbers. Analogous result for
multiplicative functions on permutations has been obtained in [13].
Theorem 18. Supose we have a fixed sequence of complex numbers fˆ(j) such
that |fˆ(j)| 6 1. Then there are two possible cases concerning the asymptotic
behavior of the corresponding sequence of means M
(k)
n f .
1. If the series ∑
j>1
(j,k)=1
1−ℜ(fˆ(j)e−ixj)
j
(3.1)
diverges for every x ∈ [−π, π] then
lim
n→∞
M(k)
n
f = 0
2. If ∑
j>1
(j,k)=1
1− ℜ(fˆ(j)e−ix0j)
j
<∞,
for some x0 ∈ [−π, π], then
M(k)
n
f = eix0n exp
{ ∑
16j6n
(j,k)=1
fˆ(j)e−ix0j − 1
j
} ∏
j6n
(j,k)>1


1 +
∑
s>1:qk(j)|s
(fˆ(j)e−ix0j)s
jss!
1 +
∑
s>1:qk(j)|s
1
jss!

+o(1).
In what follows we assume that k is a fixed natural number, therefore we
will often omit the index k in the notation of the mean value Mnf =M
(k)
n f
and measure νn = ν
(k)
n .
Further we will denote k0 =
∏
p|k p. Putting in (3.1) fˆ(j) ≡ 1, we obtain
F (z) =
∞∑
n=0
|S(k)n |
n!
zn = p(z)Hk(1; z)
where
p(z) =
∞∑
j=0
pjz
j = exp
{ ∑
j>1
(j,k)=1
zj
j
}
=
∏
m|k
1
(1− zm)µ(m)m
=
k0−1∏
j=0
1(
1− ze−2πi jk0 )γj ,
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and γj =
φ(k)
k
µ(lj)
∏
p|lj
1
p−1 , where lj =
k0
(j,k0)
for 1 6 j < k0, γ0 =
φ(k)
k
. In
the work of Mineev and Pavlov it has been proved that γj < γ0 =
φ(k)
k
, if
j 6= 0. One can easily see also that |γj| 6 γ0, moreover, |γj| = γ0 if and only
if lj = 2, that is when
j
k0
= 1
2
.
Further we will denote by ǫ some positive, fixed number, not necessarily
the same in different places.
Suppose f(z) =
∑∞
j=0 ajz
j , we will the following notation for the n-th
coefficient in the Taylor expansion of f : [f(z)](n) = an. Further we will often
use some simple properties of this notation, which we formulate in a form of
the lemma.
Lemma 18. Suppose u(z), v(z), U(z), V (z), ψ(z) are analytic in the vicin-
ity of zero and such that |[u(z)](n)| 6 [U(z)](n), |[v(z)](n)| 6 [V (z)](n) and
[ψ(z)](n) > 0 for n > 0. Then for n > 0 the following inequalities hold:
1. ∣∣[u(z)v(z)](n)∣∣ 6 [U(z)V (z)](n),
2. ∣∣[eu(z)](n)∣∣ 6 [eU(z)](n),
3. ∣∣[eǫu(z) − 1](n)∣∣6 ǫ[eU(z) − 1](n), for 0 6 ǫ 6 1,
4.
[U(z)](n) 6 [U(z)(1 + V (z))](n),
5.
0 6
1
2
[
ψ(z)(eψ(z) − 1)]
(n)
6
[
1 + eψ(z)ψ(z)− eψ(z)]
(n)
6
[
ψ(z)(eψ(z) − 1)]
(n)
.
The estimates which are similar to those of the lemmas 19, 25 and 26,
have been obtained in the work of Pavlov. For the sake of completeness we
give here somewhat more elementary their proofs. We will estimate the n-th
Taylor coefficient of the function Hk(f ; z).
Lemma 19. For n > 1 and |fˆ(j)| 6 1 we have
[Hk(f ; z)](n) = O
(
1
n2
)
.
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Proof. Applying lemma 18 one can easily see that for n > 0 and |fˆ(j)| 6 1
|[Hk(f ; z)](n)| 6

 ∏
j>1
(j,k)>1

1 + ∑
qk(j)|s
(
zj
j
)s
1
s!




(n)
6

 ∏
j>1
(j,k)>1
(
1 +
∞∑
l=1
(
zj
j
)lqk(j) 1
l!
)
(n)
=

exp
{ ∑
j>1
(j,k)>1
zjqk(j)
jqk(j)
}
(n)
6

exp
{ ∑
j>1
(j,k)>1
zjqk(j)
j2
}
(n)
6
[
exp
{
k2
∞∑
j=1
zj
j2
}]
(n)
;
here we have used the fact that 2 6 qk(j) 6 k for (j, k) > 1. Therefore
|[Hk(f ; z)](n)| 6 gn, where
g(z) =
∞∑
n=0
gnz
n = exp
{
k2
∞∑
j=1
zj
j2
}
.
One can easily see that g′′(x)≪ 1
1−x for 0 6 x 6 1. Therefore
∞∑
j=1
j2gjx
j ≪ 1
1− x.
Putting here x = e−1/n, we obtain
∑
n6j62n
gj ≪ 1
n
.
Since zg′(z) = k2g(z)
∑∞
m=1
zm
m
, then
ngn = k
2
n−1∑
j=0
gj
n− j 6
2k2
n
∑
j6n/2
gj + k
2
∑
n/2<j6n
gj ,
therefore gn = O
(
1
n2
)
, whence it follows that[Hk(f ; z)](n) = O
(
1
n2
)
.
The lemma is proved.
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The Lemma 19 shows that the main contribution to the value of M
(k)
n f
is done by the coefficients of the function
F (z) =
∞∑
m=0
Mmz
m = exp
{ ∑
(j,k)=1
fˆ(j)
j
zj
}
This generating function may be regarded as a special case of more general
generating function (1.2) of Chapter 1 if we put
dj =
{
1, if (j, k) = 1
0, if (j, k) > 1
. (3.2)
Unfortunately, Theorem 1 is not directly applicable here, as in our case the
parameters dj are not bounded from bellow by a positive constant. The proof
of Theorem 1 was based on estimate of Theorem 9, in the proof of which we
used the condition dj > d
− > 0. In a general case this condition can hardly be
removed, because the behavior of corresponding pj might become irregular.
Let us take for example in
p(z) = exp
{ ∞∑
j=1
dj
zj
j
}
dj =
{
1, if 2|j
0, if 2 6 |j ,
we will have then p(z) =
∑∞
j=0 pj =
1
(1−z2)1/2 which gives p2j+1 = 0 for j > 0.
However, in our case when dj are defined by (3.2) the function p(z) has
a good analytic continuation beyond the unit disc and good behavior of its
special points which enables us to establish the analog of Theorem 9.
As in Chapter 1 we define gj,x by means of relation
Gx(z) =
p(z)
p(zx)
=
∞∑
j=0
gj,xz
j .
Lemma 20. For 0 6 x 6 e−1/n we have
gn,x =
pn
p(x)
+O
(
nγ
′−1(1− x)γ′ + nγ−2(1− x)γ−1 + 1
n
)
,
where γ′ = maxj 6=0
(
max {γj, 0}
)
.
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Proof. Applying Cauchy formula we have
gn,x =
1
2πi
∫
Cφ,R
p(z)
p(zx)
dz
zn+1
=
k−1∑
j=0
1
2πi
∫
Cφ,R,j
p(z)
p(zx)
dz
zn+1
+O
(
1
Rn
)
.
The integration contour in this formula is Cφ,R = CR ∪ ∪k0−1j=0 Cφ,R,j. Here
for γj > 0, Cφ,R,j consists of the intervals on the complex plain, connecting
the points e2πij/k and Re2πij/k. For γj < 0, Cφ,R,j consists of the intervals
{z = e2πij/k(1+ reiφ)} and {z = e2πij/k(1+ re−iφ)}, where 1 6 r 6 r0, and r0
corresponds to the point of intersection with the circle |z| = R, 0 < φ < π
2
–
fixed, sufficiently small angle.
Here 2 6 R 6 6 is chosen in such a way that |1−Rx| > 1/2.
Let γj > 0, then
1
2πi
∫
Cφ,R,j
p(z)
p(zx)
dz
zn+1
≪
∫ R
1
∣∣∣∣1− xy1− y
∣∣∣∣
γj dy
yn+1
=
1
n
∫ Rn
0
∣∣∣∣1− xe−u/n1− e−u/n
∣∣∣∣
γj
e−u du
≪ 1
n
∫ Rn
0
(n
u
)γj |1− x+ x(1− e−u/n)|γje−u du
≪ nγj−1(1− x)γj + 1
n
and for γj < 0
1
2πi
∫
Cφ,R,j
p(z)
p(zx)
dz
zn+1
≪
∫
Cφ,R,j
∣∣∣∣ 1− z1− xz
∣∣∣∣
(−γj ) dz
zn+1
≪
∫ R
0
∣∣∣∣ r1− x(1 + reiφ)
∣∣∣∣
(−γj) dr
|1 + reiφ|n+1
≪
∫ R
0
dr
(1 + r cosφ)n+1
≪ 1
n
,
because
|1− x(1 + reiφ)| = |(1− x)e−iφ/2 − rxeiφ/2| >
∣∣∣∣sin φ2
∣∣∣∣ ∣∣(1− x) + rx∣∣
and |1 + reiφ| > 1 + r cosφ.
Hence
gn,x =
1
2πi
∫
Cǫ,R,0
p(z)
p(zx)
dz
zn+1
+O

∑
γj>0
nγj−1(1− x)γj + 1
n

 .
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Denoting Vx(z) =
∏k−1
l=1
(
1−xze−2πil/k
1−ze−2πil/k
)γj
, we obtain p(z)
p(zx)
= Vx(z)
(
1−xz
1−z
)γ0 .
From the above estimate we have
1
2πi
∫
Cǫ,R,0
p(z)
p(zx)
dz
zn+1
=
Vx(1)
2πi
∫
Cǫ,R,0
(
1− xz
1− z
)γ0 dz
zn+1
+
1
2πi
∫
Cǫ,R,0
(Vx(z)− Vx(1))
(
1− xz
1− z
)γ0 dz
zn+1
= I1 + I2.
Let us estimate I1.
I1 =
Vx(1)(1− x)γ0
2πi
∫
Cǫ,R,0
dz
(1− z)γ0zn+1
+
Vx(1)
2πi
∫
Cǫ,R,0
(1− x)γ0
(1− z)γ0
((
1 +
x(1− z)
1− x
)γ0
− 1
)
dz
zn+1
= Vx(1)(1− x)γ0
(
n+ γ0 − 1
n
)
+O(n−1)
+O
(
|Vx(1)|
2πi
∫
Cǫ,R,0
(1− x)γ0
|1− z|γ0
∣∣∣∣x(1− z)1− x
∣∣∣∣ dzzn+1
)
= Vx(1)(1− x)γ0
(
n+ γ0 − 1
n
)
+O(n−1) +O((1− x)γ0−1nγ0−2).
Because V ′x(z)≪ 1 in the vicinity of the point z = 1, we have
I2 ≪
∫
Cǫ,R,0
|1− z|
∣∣∣∣1− xz1− z
∣∣∣∣
γ0 dz
|z|n+1 ≪
∫
Cǫ,R,0
|1− z|1−γ0 dz|z|n+1 ≪ n
γ0−2.
We have
Vx(1) = lim
z→1
p(z)
p(zx)
(
1− z
1− xz
)γ0
=
Ak
p(x)(1 − x)γ0 ,
where Ak = limz→1(1− z)γ0p(z).
Applying the earlier obtained estimates we have
gn,x =
Ak
p(x)
(
n+ γ0 − 1
n
)
+O
(
1
n
+ (1− x)γ0−1nγ0−2 + nγ′−1(1− x)γ′
)
.
Putting here x = 0 and noting that gn,0 = pn we have
pn = Ak
(
n+ γ0 − 1
n
)
+O(nγ
′−1). (3.3)
Inserting this estimate into the previous estimate we obtain the proof of
the lemma.
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The following result has been proved in the work [17].
Theorem D ([17]). For n > 1 we have
cn =
|S(k)n |
n!
=
nγ0−1
Γ(γ0)
AkHk(1; 1)
(
1 +O(n−β)
)
= pnHk(1; 1)
(
1 +O(n−β)
)
,
where Ak = limx→1 p(x)(1−x)γ0 , β = γ0− γ′ and γ′ = maxj 6=0
(
max {γj, 0}
)
.
In formulation of this theorem in [17] the constant β has not been written
explicitly as β = γ0−γ′, although this formula could be easily obtained from
the proof of the theorem there. Therefore, and also in order to make our
exposition self-contained we present the proof of this theorem here.
Proof of theorem D . As
∑∞
n=0
|S(k)n |
n!
= p(z)Hk(f, z) therefore applying Lemma
19 and estimate (3.3) we have
|S(k)n |
n!
=
n∑
j=0
pn−j[Hk(f, z)](j) =
∑
j6n/2
Ak
(
n− j + γ0 − 1
n− j
)
[Hk(f, z)](j)
+O(nγ
′−1) +O

 1
n2
∑
j6n/2
pj


= Ak
(
n+ γ0 − 1
n
) ∑
j6n/2
[Hk(f, z)](j) +O
(
nγ0−2 logn
)
+O(nγ
′−1)
+O
(
p(e−1/n)
n2
)
=
Akn
γ0−1
Γ(γ0)
Hk(1, 1) +O
(
nγ0−2 log n
)
+O(nγ
′−1).
The theorem is proved.
Theorem 19. Let f(z) =
∑∞
n=0 anz
n for |z| < 1. Then for n > 1 we have
∣∣∣∣∣ 1pn
n∑
k=0
akpn−k − f(e−1/n)− S(f ;n)
npn
∣∣∣∣∣
6 C
(
1
nβ
n∑
j=1
|S(f ; j)|
p(e−1/j)
jβ−1 +
1
p(e−1/n)
∑
j>n
|S(f ; j)|
j
e−j/n
)
,
where S(f ;m) =
∑m
k=1 akkpm−k, β = γ0 − γ′, and C = C(k) – constant
which depends on k only, and γ′ = maxj 6=0
(
max {γj, 0}
)
.
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Proof. The proof of this lemma is absolutely analogous to that of the theorem
9. Therefore we will repeat only the main steps.
From the proof of theorem 9 we have
Rn =
n∑
k=0
akpn−k − pnf(e−1/n)− S(f ;n)
n
=
n−1∑
j=1
S(f ; j)
(
fn−j,j − pn
∫ e−1/n
0
xj−1
p(x)
dx
)
+ pn
∞∑
j=n
S(f ; j)
∫ e−1/n
0
xj−1
p(x)
dx,
where
fm,j =
∫ 1
0
gm,xx
j−1 dx > 0.
Therefore
|Rn| 6
∑
16j6n/2
|S(f ; j)|
∣∣∣∣∣
∫ 1
0
xj−1gn−j,x dx− pn−j
∫ e−1/n
0
xj−1
p(x)
dx
∣∣∣∣∣
+
∑
16j6n/2
|S(f ; j)||pn − pn−j|
∫ e−1/n
0
xj−1
p(x)
dx
+
∑
n/26j6n−1
|S(f ; j)|fn−j,j dx+ pn
∑
j>n
|S(f ; j)|
∫ e−1/n
0
xj−1
p(x)
dx.
In the proof of the Lemma 7 we did not use the condition dj > d
− > 0
therefore its estimate fm,j ≪ 1j2 for j > m > 1 remains valid in the present
case also.
The proof of Theorem 9 gives∫ 1
e−1/n
xj−1gn−j,x dx≪ 1
n2
,
for j 6 n/2.
Applying these estimates together with the Lemma 20 and Theorem 3.3
we obtain the proof of the theorem.
Let us denote
Ln(z) =
∑
16j6n
(j,k)=1
fˆ(j)− 1
j
zk and ρ(p) =

 ∑
16j6n
(j,k)=1
|fˆ(j)− 1|p
j


1/p
;
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we will also assume that
ρ(∞) = lim
p→∞
max
16j6n
(j,k)=1
|fˆ(j)− 1|.
Lemma 21. For any fixed ∞ > p > 1
β
we have
Mn
pn
= exp
{ ∑
16j6n
(j,k)=1
fˆ(j)− 1
j
}
+O(µn(p)).
Proof. We will suppose that fˆ(j) = 1 for j > n. We have
F (z) =
∞∑
m=0
Mmz
m = exp
{ ∑
(j,k)=1
fˆ(j)
j
zj
}
= p(z) exp{Ln(z)} = p(z)h(z),
where h(z) =
∑∞
j=0 hjz
j = exp{Ln(z)}. Therefore
Mn
pn
=
1
pn
n∑
j=0
hjpn−j.
Applying theorem 19 with aj = hj , we have
S(m; h) = [zp(z)h′(z)](m) = [zp(z)h(z)L
′
n(z)](m) = [zF (z)L
′
n(z)](m)
=
∑
16j6m
(j,k)=1
(fˆ(j)− 1)Mm−j .
Taking into account that |Mm| 6 pm = AkΓ(γ0)mγ0−1(1 + o(1)), and applying
Cauchy inequality with parameters 1
p
+ 1
q
= 1, we obtain
|S(m; h)| 6
( ∑
16j6m
(j,k)=1
|fˆ(j)− 1|p
)1/p( m∑
j=0
pqj
)1/q
≪ µn(p)n1/p
(
1 +
m∑
j=1
j(γ0−1)q
)1/q
≪ µn(p)n1/pm
(γ0−1)q+1
q ≪ µn(p)
( n
m
)1/p
mγ0 .
Inserting this estimate into the inequality of theorem 19, we have∣∣∣∣Mnpn − h(e−1/n)
∣∣∣∣≪ µn(p).
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Since
h(e1/n) = h(1)
(
1 +O(µn(p))
)
and
h(1) = exp{Ln(1)} = exp
{ ∑
16j6n
(j,k)=1
fˆ(j)− 1
j
}
,
hence we obtain the proof of the lemma.
Proof of theorem 17. Because
|S(k)n |
n!
Mn(f) =
n∑
j=0
Mn−j [Hk(f ; j)](j),
and [Hk(f ; z)](j) 6 [Hk(z)](j) = O(j
−2), |Mm| 6 pm = O(mγ0−1), then
|S(k)n |
n!
Mn(f) =
∑
j6n/2
Mn−j [Hk(f ; z)](j) +O
(
nγ0−2
)
.
Applying here the asymptotic Mn−j = pn−j
(
exp{Ln−j(1)} + µn−j(p)
)
, we
obtain the proof of the theorem.
The proof of the next theorem is obtained by applying theorem 19 to
function hn(z) = exp {LN (z)} − exp {Ln(1)}LN(z) and using the estimates
of Lemma 19. The calculations are absolutely analogous to those of the proof
of Theorem 12, therefore we will not repeat them here
Theorem 20. For any fixed∞ > p > 1
β
there exists such positive δ = δ(k, p)
that if ρ 6 δ then
Mnf =
H(f ; 1)
H(1, 1)
exp{LN (1)}

1 + ∑
16j6N
(j,k)=1
fˆ(j)− 1
j
(
pN−j
pN
− 1
)
+O
(
ρ2 +
1
nǫ
) ,
where ǫ > 0 – fixed sufficiently small number.
Let us define Mm by means of relation
M(z) = exp
{ ∑
j6n
(j,k)=1
fˆ(j)
j
zj
}
= exp{Un(z)} =
∞∑
m=0
Mmz
m,
where |fˆ(j)| 6 1; then |Mm| 6 pm for m > 0.
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Lemma 22. For any multiplicative function f such that |fˆ(j)| 6 1, we have
Mnf ≪
(
1
n2γ0+1
∫ π
−π
|M(eix)|2|U ′n(eix)|2 dx
) γ0
2(γ0+1)
+
1
nγ0
.
Proof. Further we assume that fˆ(j) = 0 for j > n, since fˆ(j) for j > n do
not influence the value ofMn. DifferentiatingM(z) by z one can easily check
that Mn satisfy the recurrence relation
Mm =
1
m
∑
(j,k)=1
16j6m
fˆ(j)Mm−j
for m > 1. Therefore for 1 6 T 6 n and n/2 6 m 6 n we have
|Mm| 6 2
n
n−1∑
j=0
|Mj| 6 2
n
∑
06j6T
|Mj |+ 2
nT
∑
T<j6n
j|Mj|
6 2e
p(e−1/T )
n
+ 2
√
n
nT
( ∞∑
j=1
|jMj|2
)1/2
.
Putting here T = [ǫn] with 1/n 6 ǫ 6 1, for n/2 6 m 6 n we obtain
|Mm|
nγ0−1
≪
(
T
n
)γ0
+
1
nγ0−
1
2T
(∫ π
−π
|M ′(eix)|2 dx
)1/2
≪ ǫγ0 + 1
ǫ
(
1
n2γ0+1
∫ π
−π
|M(eix)|2|U ′n(eix)|2 dx
)1/2
.
≪
(
1
n2γ0+1
∫ π
−π
|M(eix)|2|U ′n(eix)|2 dx
) γ0
2(γ0+1)
+
1
nγ0
;
here we have taken the minimum by 1/n 6 ǫ 6 1.
Lemma 19 gives [H(f ; z)](m) = O(m
−2), and also |Mm| 6 pm = O(mγ0−1),
therefore
|Sn|
n!
Mnf =
n∑
m=0
Mm[H(f ; z)](n−m)
≪ nγ0−1
(
1
n2γ0+1
∫ π
−π
|M(eix)|2|U ′n(eix)|2 dx
) γ0
2(γ0+1)
+
1
n
+
1
n2
∑
m6n/2
pm
≪ nγ0−1
(
1
n2γ0+1
∫ π
−π
|M(eix)|2|U ′n(eix)|2 dx
) γ0
2(γ0+1)
+
1
n
+ nγ0−2.
The lemma is proved.
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Corollary 1. Suppose fˆ(j) ∈ C and |fˆ(j)| 6 1 for 1 6 j 6 n. Let us denote
J(n) := min
x∈[−π,π]
∑
16j6n
(j,k)=1
1− ℜ(fˆ(j)e−ix)
j
Then for the mean value of the corresponding multiplicative function f we
have
Mnf ≪ exp
{
− γ0
γ0 + 1
J(n)
}
+
1
nγ0
Proof. Applying Lemma 22 and noticing that
max
x∈[−π,π]
|M(eix)| ≪ nγ0 exp {−J(n)} ,
we have
Mnf ≪ exp
{
− γ0
γ0 + 1
J(n)
}(
1
n
∫ π
−π
|U ′n(eix)|2 dx
) γ0
2(γ0+1)
+
1
nγ0
≪ exp
{
− γ0
γ0 + 1
J(n)
}
+
1
nγ0
,
because by means Parseval identity have∫ π
−π
|U ′n(eix)|2dx = 2π
∑
16j6n
(j,k)=1
|fˆ(j)|2 ≪ n.
Hence we obtain the estimate of the corollary.
Proof of theorem 18. 1) Divergence of series (3.1) at every point x ∈ [−π, π]
implies that J(n)→∞, whence by Corollary 1 we have
lim
n→∞
M(k)
n
f = 0.
2) If series (3.1) converges at some point x0 ∈ [−π, π] then
1
n
∑
16j6n
(j,k)=1
|fˆ(j)e−ix0j − 1|2 →∞ as n→∞.
Application of Theorem 17 to fˆ(j)→ fˆ(j)e−itx0 gives the desired estimate.
The theorem is proved.
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3.2 Distribution of logPn(α) on S
(k)
n
We now apply the results of the previous section to study the distribution of
the additive function
logPn(α(σ)) =
n∑
j=1
αj(σ) log j
on S
(k)
n .
Let us introduce the notation
un(t) =Mn exp
{
it
logPn(α)√
φ(k)
3k
log3/2 n
}
.
Further we will denote
t′ =
t√
φ(k)
3k
log3/2 n
.
Lemma 23.
un(t)≪ 1
nǫ
,
for δ log1/2 n 6 t 6 log3/2 n. Here δ – some fixed positive number.
Proof. Putting in lemma 22 fˆ(j) = eit
′ log j , we obtain
un(t)≪
(
1
n2γ0+1
∫ 1
0
| exp{Un(e2πix)}|2|U ′n(e2πix)|2dx
) γ0
2(γ0+1)
+
1
nγ0
.
We have
Un(e
ix) =
∑
16j6n
(j,k)=1
eixj
j1−it′
=
n∑
j=1
eixj
j1−it′
∑
d|(j,k)
µ(d) =
∑
d|k
µ(d)
∑
16j6n
d|j
eixj
j1−it′
=
∑
d|k
µ(d)
d1−it′
[n/d]∑
s=1
eixds
s1−it′
=
∑
d|k
µ(d)
d1−it′
n∑
s=1
eixds
s1−it′
+O(1)
=
∑
d|k
µ(d)
d1−it′
St′,n(2πdx) +O(1),
where
St,n(x) =
n∑
s=1
e2πixs
s1−it
.
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It is clare that St,n(x) is periodic with period 1: St,n(x + 1) = St,n(x). It
follows from (2.24) that for 1
n
6 |x| 6 1
2
we have
St,n(x) =
n∑
s=1
e2πixs
s1−it
=
|2πx|−it − 1
it
+O(1 + |t|).
It follows hence
|St,n(x)| = Oη(1),
for x 6∈ ∪m∈Z(m− η,m+ η), if η – fixed such that 0 < η < 12 and |t| 6 1.
Let us put η := 1
4k0
and
Vη = [0, 1] ∩
k0⋃
j=0
(
j
k0
− η, j
k0
+ η
)
.
If x ∈ [0, 1], then from dx ∈ ∪m∈Z(m− η,m+ η), for d|k0 it follows that
x ∈ Vη. Conversely, if x 6∈ Vη, then dx 6∈ ∪m∈Z(m − η,m + η) for any d|k0.
Therefore for x 6∈ Vη we have
Un(e
2πix) =
∑
d|k
µ(d)
d1−it′
St′(dx) +Oη(1) = Oη(1).
It follows hence that
1
n2γ0+1
∫
x∈[1,0]\Vη
| exp{Un(e2πix)}|2|U ′n(e2πix)|2dx
≪ 1
n2γ0+1
∫
x∈[1,0]
|U ′n(e2πix)|2dx≪
1
n2γ0
,
the last inequality follows from the Parseval identity.
Let us estimate the integral over x ∈ Vη. Let x = s0d0 + u, |u| 6 η, where
(s0, d0) = 1 and d0|k0 . If dx ∈ ∪m∈Z(m− η,m+ η), then there exists such s,
1 6 s < k0 that
∣∣x− s
d
∣∣ < η
d
6 η. Since the intervals
(
j
k0
− η, j
k0
+ η
)
do not
intersect, then s
d
= s0
d0
, therefore in view of the fact that s0 and d0 are coprime
we have s0|s and d0|d. Therefore if d0 ∤ d|k0, then dx 6∈ ∪m∈Z(m− η,m+ η)
and St(dx) = O(1).
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Therefore for 1
n
< |u| < η we have
Un(e
2πix) =
∑
d:d0|d|k0
µ(d)
d1−it′
St,n(dx) +O(1)
=
∑
d:d0|d|k0
µ(d)
d1−it′
St,n
(
d
(
x− s0
d0
)
+
d
d0
s0
)
+O(1)
=
∑
s| k0
d0
µ(sd0)
(sd0)1−it
′ St,n(sd0u) +O(1)
=
∑
s| k0
d0
µ(sd0)
sd0
( |u|−it′ − |sd0|it′
it′
)
+O(1)
=
|u|−it′ − 1
it′
µ(d0)
d0
∑
s| k0
d0
µ(s)
s
+O(1)
=
|u|−it′ − 1
it′
µ(d0)
d0
∏
p| k0
d0
(
1− 1
p
)
+O(1)
= γ0
|u|−it′ − 1
it′
µ(d0)
∏
p|d0
1
p− 1 +O(1).
If |u| 6 1
n
similarly we have
Un(e
2πix) = St′(0)γ0µ(d0)
∏
p|d0
1
p− 1 +O(1).
Therefore if x ∈
[
s0
d0
− η, s0
d0
+ η
]
, (s0, d0) = 1 and d0 6= 2, then
|Un(e2πix)| 6 γ0
2
logn +O(1).
Therefore
|un(t)|
2(γ0+1)
γ0 ≪ 1
n2γ0+1
∫
[−η,η]∪I1/2
| exp{Un(e2πix)}|2|U ′n(e2πix)|2 dx+O
(
1
nγ0
)
,
here
I1/2 =
{
∅, if 2 ∤ k[
1
2
− η, 1
2
+ η
]
, if 2|k .
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Since for |t′| 6 n we have ζ(1 − it′) = ∑ns=1 1s1−it′ − nit′it′ + O(n−1) (see. [9])
and ζ(z) = 1
z−1 +O(1) for |z − 1| 6 1, then for |t| 6 1 we have
St(0) =
n∑
s=1
1
s1−it′
=
nit
′ − 1
it′
+O (1) .
Now we have when 2 ∤ k we have I1/2 = ∅ and applying the same considera-
tions as in Theorem 15 we have
|un(t)|
2(γ0+1)
γ0 ≪ 1
n2γ0+1
∫ η
−η
| exp{Un(e2πix)}|2|U ′n(e2πix)|2 dx+
1
nγ0
≪ 1
n2γ0+1
∫
1
n
6|t|6η
exp

2γ0 log 1|x|

sin
(
t′ log 1|x|
)
t′ log 1|x|



 |U ′n(e2πix)|2 dx
+
1
n2γ0
exp
{
2γ0 log n
sin(t′ logn)
t′ logn
}
+
1
nγ0
≪ 1
nc
.
In a similar way we estimate the integral over the interval I1/2 =
[
1
2
− η, 1
2
+ η
]
when 2|k.
The lemma is proved.
Theorem 21.
sup
x∈R
∣∣∣∣ν(k)n
{
logPn(σ)−Mn logPn(σ)√
φ(k)
3k
log3/2 n
< x
}
− Φ(x)− rk(x) e
−x2/2
√
logn
∣∣∣∣≪ 1logn,
where rk(x) – the same polynomial as in theorem 7.
Proof. Applying theorem 20 with p = ∞ and fˆ(j) = exp
{
it log jq
φ(k)
3k
log3/2 n
}
we obtain
un(t) =Mn exp
{
it
logPn(α)√
φ(k)
3k
log3/2 n
}
=
H(f ; 1)
H(1, 1)
exp{L(1)}

1 + it√
φ(k)
3k
log3/2 n
∑
16j6n
(j,k)=1
log j
j
((
1− j
n
)γ0−1
− 1
)
+ O
( |t|2 + |t|
log n
+
1
nǫ
))
,
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for |t| 6 δ√log n. Putting as before t′ = tq
φ(k)
3k
log3/2 n
we have
L(1) =
∑
16m6n
(m,k)=1
mit
′ − 1
m
=
∑
d|k
µ(d)
d
∑
16l6n/d
(ld)it
′ − 1
l
=
∑
d|k
µ(d)
d

dit′ ∑
16m6n/d
1
m1−it′
− log n
d
− c+O
(
1
n
)
=
∑
d|k
µ(d)
d
(
dit
′
(
ζ(1− it′) + (n/d)
it′
it′
)
− log n
d
− c+O
(
1
n
))
,
where c – Euler’s constant. Here we have used the well known estimate of
the Riemann Zeta function ζ(s) =
∑
m6x
1
ms
+ x
1−s
s−1 +O(x
−ℜs) which is true
for 0 < σ0 < ℜs < 2 and x > |ℑs|π (see [9]). As for |s − 1| 6 1 we have
ζ(s) = 1
s−1 + c+O(|s− 1|), therefore
L(1) =
∑
d|k
µ(d)
d
(
nit
′ − dit′
it′
− log n
d
)
+O
(
|t′|+ 1
n
)
= γ0
nit
′ − 1− it′ log n
it′
+O
(
|t′|+ 1
n
)
= γ0
(
it′
2!
log2 n+
(it′)2
3!
log3 n+
(it′)3
4!
log4 n
)
+O
(
|t′|+ 1
n
+ |t′|4 log5 n
)
=
itγ0
2
log2 n√
γ0
3
log3/2 n
− t
2
2
+
33/2(it)3
4!
√
γ0
1
log1/2 n
+O
( |t|
log3/2 n
+
1
n
+
|t|4
log n
)
.
Since H(f ;1)
H(1;1)
= 1 +O
(
|t|
log3/2 n
)
then finally we have
un(t)e
−it
q
3γ0
4
logn = e−t
2/2
(
1 +
1√
logn
√
3
γ0
(
1
8
(it)3 + C0it
)
+O
(
1
nǫ
+
|t|+ |t|8
log n
))
for |t| 6 log1/6 n. If |t| 6 δ0
√
log n, where δ0 – fixed sufficiently small number
then by means of similar calculations we have
un(t)≪ e−t2/2.
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For small t we will use crude estimate
|un(t)− 1| 6 |t|Mn logPn(α)√
φ(k)
3k
log3/2 n
≪ |t|
√
logn.
We have
qn(t) = e
−t2/2
(
1 +
1√
log n
√
3
γ0
(
1
8
(it)3 + C0it
))
=
∫ ∞
−∞
eitxdQn(x),
where
Qn(x) = Φ(x) +
1√
logn
√
3
γ0
(
(1− 8C0 − x2)
8
√
2π
e−x
2/2
)
.
Applying the generalized inequality of Eseen [18] we have
sup
x∈C
|Fn(x)−Qn(x)| ≪
∫ T
−T
|un(t)e−it
q
3γ0
4
logn − qn(t)|
|t| +O
(
1
T
)
with T = logn and using the earlier obtained estimates together with lemma
23, we obtain the proof of the theorem.
3.3 Distribution of logOn(α) on S
(k)
n
While estimating the closeness of logPn(α) and logOn(α) we, as before, will
use the formula
logPn(a)− logOn(a) =
∑
p
∑
s>1
(Dn,ps − 1)+ log p,
where the sum is taken over the all prime numbers, a ∈ (Z+)n, (d − 1)+ =
d− 1 + I[d = 0] and
Dn,d = Dn,d(a) =
∑
j6n:d|j
aj .
Since (d− 1)+ = d− 1 + I[d = 0] > 0, therefore
∆nd :=Mn(Dn,d(α)− 1)+ = νn(Dn,d = 0) +MnDn,d − 1 > 0.
Putting in formula (3.1) fˆ(j) = 1 for d 6 |j and fˆ(j) = 0 for d|j, we obtain
∞∑
n=0
|S(k)n |
n!
νn(Dn,d = 0)z
n =
∏
d∤j

1 + ∑
s>1
qk(j)|s
(
zj
j
)s
1
s!

 .
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In a similar way, putting fˆ(j) = eit, for d|j and fˆ(j) = 1 in other cases, we
have
∞∑
n=0
|S(k)n |
n!
Mne
itDn,dzn
=
∏
j>1:d∤j

1 + ∑
s>1:qk(j)|s
(
zj
j
)s
1
s!

 ∏
j>1:d|j

1 + ∑
s>1:qk(j)|s
(
eitzj
j
)s
1
s!

 .
Differentiating this inequality by t and putting t = 0, we obtain
∞∑
n=0
|S(k)n |
n!
MnDn,dz
n
=
∞∏
j=1

1 + ∑
s>1:qk(j)|s
(
zj
j
)s
1
s!

 ∑
j>1:d|j
∑
s>1:qk(j)|s
(
zj
j
)s
1
(s− 1)!
1 +
∑
s>1:qk(j)|s
(
zj
j
)s
1
s!
.
We have
Dn,d = D
′
n,d +D
′′
n,d,
where
D′n,d =
∑
j6n
(j,k)=1
aj and D
′′
n,d =
∑
j6n
(j,k)>1
aj .
Later we will often use the estimate of the following lemma
Lemma 24. Let as before cn =
|S(k)n |
n!
then we have∑
j6n:d|j
cn−j ≪ cn−[n/d]d + n
d
cn,
for d 6 n.
Proof. Let r = n− [n/d]d then applying Theorem D we have
∑
j6n:d|j
cn−j =
[n/d]∑
s=0
cr+sd ≪ cr +
[n/d]∑
s=1
(r + sd)γ0−1 ≪ cr +
[n/d]∑
s=1
(sd)γ0−1
≪ cr + dγ0−1
(n
d
)γ0 ≪ cr + nγ0
d
≪ cn−[n/d]d + n
d
cn.
The lemma is proved.
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Lemma 25. For 1 6 j 6 n and (d, k) = 1 we have
MnD
′
n,d =
γ0
d
log
n
d
+O
(
1
d
+
cn−d[n/d]
ncn
)
;
for any 1 6 d 6 n we have
MnD
′′
n,d ≪
1
d2
+
cn−d[n/d]
n2cn
.
Proof. Suppose (d, k) = 1. Since
|S(k)n |
n!
MnD
′
n,d
=


∞∏
j=1

1 + ∑
s>1:qk(j)|s
(
zj
j
)s
1
s!

 ∑
j>1:d|j
(k,j)=1
zj
j


(n)
=

F (z) ∑
j>1:d|j
(k,j)=1
zj
j


(n)
,
where F (z) =
∑∞
j=0 cjz
j and cm =
|S(k)m |
m!
= cmγ0−1 (1 +O(m−ǫ)), therefore
cnMnD
′
n,d =
∑
j6n:d|j
(j,k)=1
cn−j
j
=
1
d
∑
s6 n
2d
(j,k)=1
cn−sd
s
+O

 1
n
∑
n
2d
6s6n
d
cn−sd


=
cn
d
∑
s6 n
2d
(s,k)=1
1
s
+O

1
d
∑
s6 n
2d
|cn−sd − cn|
s

+O (cn−d[n/d]
n
+
cn
d
)
.
Since ∑
s6x
(s,k)=1
1
s
= γ0 log x+O (1) ,
then
cnMnD
′
n,d = γ0
cn
d
log
n
d
+O
(cn
d
)
+O
(
cn
d
+
1
d
nγ0−1−ǫ log n
)
+O
(cn−d[n/d]
n
+
cn
d
)
.
Dividing each side of this equation by cn, we obtain the first assertion of the
lemma.
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Let us prove the second estimate. We have
|S(k)n |
n!
MnD
′′
n,d 6

F (z) ∑
j>1:d|j
(k,j)>1
∑
s>1:qk(j)|s
zsj
js
1
(s− 1)!


(n)
.
As here s > 2 and (s− 1)!≫ s4, then
|S(k)n |
n!
MnD
′′
n,d ≪

F (z) ∑
j>1:d|j
∑
s>1
zsj
j2
1
s4


(n)
=

F (z) ∑
m>1:d|m
zm
∑
j>1:js=m
d|j
1
j2s4


(n)
=

F (z) ∑
m>1:d|m
zm
m2
∑
j>1:js=m
d|j
1
s2


(n)
6

F (z) ∑
m>1:d|m
zm
m2


(n)
≪ cn
d2
+
cn−d[n/d]
n2
.
The lemma is proved.
Lemma 26. For d > log n and (d, k) = 1 we have
0 6 Mn(Dn,d(α)− 1)+ = νn(Dn,d = 0) +MnDn,d − 1
≪
(
logn
d
)2
+
log n
nd
cn−d[n/d]
cn
.
If (d, k) > 1, then
0 6Mn(Dn,d(α)− 1)+ 6MnDn,d ≪ 1
d2
+
cn−d[n/d]
n2cn
.
Proof. Suppose (d, k) = 1. Let us denote Hk(z) = Hk(1; z). Applying the
96 CHAPTER 3. FUNCTIONS ON S
(K)
N
formulas which were obtained above together with lemma 18, we have
|S(k)n |
n!
νn(Dn,d = 0) =

∏
j>1
d∤j

1 + ∑
s>1
qk(j)|s
(
zj
j
)s
1
s!




(n)
=

 p(z)p(zd)1/d
∏
j>1:d∤j
(k,j)>1

1 + ∑
s>1
qk(j)|s
(
zj
j
)s
1
s!




(n)
6

 p(z)p(zd)1/d
∏
j>1
(k,j)>1

1 + ∑
s>1
qk(j)|s
(
zj
j
)s
1
s!




(n)
=
[
p(z)
p(zd)1/d
Hk(z)
]
(n)
.
In a similar way we have
|S(k)n |
n!
MnDn,d =
|S(k)n |
n!
MnD
′
n,d +
|S(k)n |
n!
MnD
′′
n,d
=

p(z)Hk(z) ∑
j>1:d|j
(k,j)=1
zj
j


(n)
+
|S(k)n |
n!
MnD
′′
n,d
Hence we have
0 6
|S(k)n |
n!
∆n,d 6

 p(z)p(zd)1/dHk(z)

1 + p(zd)1/d ∑
j>1:d|j
(k,j)>1
zj
j
− p(zd)1/d




(n)
+
|S(k)n |
n!
MnD
′′
n,d =: S1 + S2.
Since the coefficients in the Taylor expansion of the functions p(z)
p(zd)1/d
and
Hk(z) are positive, therefore
[
p(z)
p(zd)1/d
Hk(z)
]
(m)
> 0 for m > 0. Putting
ψ(z) =
∑
j>1:d|j
(k,j)>1
zj
j
, we have eψ(z) = p(zd)1/d. Applying here the estimate 4)
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of lemma 18, we obtain
S1 6
[
p(z)
p(zd)1/d
Hk(z)ψ(z)
(
eψ(z) − 1)]
(n)
.
Since [ψ(z)](s) 6
[
1
d
log 1
1−zd
]
(s)
and
[
p(z)
p(zd)1/d
]
(s)
6 [p(z)](s) for s > 0, then
applying here the estimates 1) and 3) of the lemma 18, we have
S1 6
[
p(z)Hk(z)
1
d
log
1
1− zd
(
1
(1− zd)1/d − 1
)]
(n)
≪
[
p(z)Hk(z)
1
d2
log2
1
1− zd
]
(n)
for d > logn. Here we have used the fact that for 0 < v < 1[
1
(1− z)v
]
(m)
=
v(v + 1) · · · (v +m− 1)
m!
=
v
m
m−1∏
j=1
(
1 +
v
j
)
6 ve2
[
log
1
1− z
]
(m)
,
if 1 6 m 6 n and n is such that v log n 6 1.
Since p(z)Hk(z) = F (z) =
∑∞
j=0 cjz
j with cm =
|Skm|
m!
, then finally we
obtain
S1 ≪ 1
d2
∑
16j6n
d
log j
j
cn−jd ≪ cn
d2
∑
16j6 n
2d
log j
j
+
1
d2
∑
n
2d
6j6n
d
−1
log j
j
cn−jd
+
log n
nd
cn−d[n/d] ≪ cn
(
logn
d
)2
+
log n
nd
cn−d[n/d].
Lemma 25 yields the estimate of S2: S2 ≪ cnd2 +
cn−d[n/d]
n2
.
Suppose now (d, k) > 1. Then Dn,d = D
′′
n,d and the desired estimate
follows from the lemma 25.
The lemma is proved.
Lemma 27. There exists such a positive constant ǫ, that[
p(z)
p(zd)
1
d
]
(n)
=
dγ0/dA
1−1/d
k
Γ
(
γ0
(
1− 1
d
))nγ0(1− 1d)−1(1 +O(n−ǫ)),
if C < d 6 logD n. Here D – is an arbitrary fixed positive constant and S –
sufficiently big positive number.
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Proof. Let us denote by Kd = C2 ∪ ∪dk0j=0Lj the integration contour, here Lj
denotes the sides of the intervals on the complex plain, connecting the points
e
2πij
dk0 and 2e
2πij
dk0 . C2 is the circle |z| = 2. As 1|p(zd)| 1d ≪
1
(|z|d−1)
γ0
d
≪ 1
(|z|−1)
γ0
d
for 1 6 |z| 6 2 and p(z) ≪ dγ0 for z ∈ Lj , k0 ∤ j then applying the formula
of Cauchy, we have
[
p(z)
p(zd)
1
d
]
(n)
=
1
2πi
∫
Kd
p(z)
p(zd)
1
d
dz
zn+1
=
dk0−1∑
j=0
1
2πi
∫
Lj
p(z)
p(zd)
1
d
dz
zn+1
=
1
2πi
∫
L0
p(z)
p(zd)
1
d
dz
zn+1
+O

 ∑
0<j<dk0
d∤j
dγ0
∫ 2
1
dr
(r − 1) γ0d rn+1
+
k0−1∑
s=1
∫ 2
1
dr
(r − 1) γ0d +γsrn+1
)
+O(2−n)
= I +O
(
dγ0+1n
γ0
d
−1 +
k0−1∑
s=1
nγs+
γ0
d
−1
)
= I +O
(
dγ0+1n
γ0
d
−1 + nγ
′+ γ0
d
−1
)
,
where γ′ = maxj 6=0 γj < γ0 and
I =
1
2πi
∫
L(1,1+ 1
2d
)
p(z)
p(zd)
1
d
dz
zn+1
+O
(∫ 2
1+ 1
2d
1
(r − 1)γ0
dr
rn+1
)
=
1
2πi
∫
L(1,1+ 1
2d
)
p(z)
p(zd)
1
d
dz
zn+1
+O
(
dγ0e−
n
2d+1
)
,
(3.4)
and L(1, 1+ 1
2d
) is the part of L0, which lies inside of disc |z− 1| < 12d . Here
we have used the fact that |zd| > c > 1 for |z| > 1 + 1
2d
and |p(w)| → 1, if
|w| → ∞.
Suppose S = {z ∈ C : | arg(z)| < 1/(2k0)}. Then for z ∈ S we have
p(z) =
k0−1∏
j=0
1
(1− ze−2πij/k)γj =
u(z)
(1− z)γ0 ,
here u(z) – analytic function in the sector S. If z is such, that | arg(z)| <
1/(4dk0), then z ∈ S and zd ∈ S. The previous formula yields
p(z)
p(zd)
1
d
=
(1− zd) γ0d
(1− z)γ0
u(z)
u(zd)1/d
=
1
(1− z)γ0(1−1/d)
(
1− zd
1− z
)γ0
d u(z)
u(zd)1/d
.
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With the same restrictions on z we have(
1− zd
1− z
) γ0
d
− d γ0d = (1 + z + · · ·+ zd−1) γ0d − d γ0d
= d
γ0
d
((
1 + z + · · ·+ zd−1
d
)γ0
d
− 1
)
.
Since |z| 6 1 + |z − 1| 6 e|z−1|, then
|zj − 1| = |z − 1||1 + z + · · ·+ zj−1| 6 j|z − 1|ej|z−1|,
therefore for |z − 1| 6 1/(2d) we have∣∣∣∣(z − 1) + (z2 − 1) + · · ·+ (zd−1 − 1)d
∣∣∣∣
6 e
|z − 1|+ 2|z − 1|+ · · ·+ (d− 1)|z − 1|
d
=
ed
2
|z − 1| 6 e
4
.
Applying this inequality together with the estimate (1 + z)θ = 1 + O(θ|z|)
for z such that | arg(z)| 6 1/(4k0d) and |1− z| 6 14d , we obtain∣∣∣∣∣
(
1− zd
1− z
) γ0
d
− d γ0d
∣∣∣∣∣≪ |1− z|. (3.5)
In a similar way, having the same restrictions on z we obtain∣∣∣∣∣ u(z)u(zd) 1d −
u(1)
u(1)
1
d
∣∣∣∣∣ =
∣∣∣∣∣u(z)− u(1)u(zd) 1d + u(1)
(
1
u(zd)
1
d
− 1
u(1)
1
d
)∣∣∣∣∣
≪ |z − 1|+
∣∣∣∣∣
(
u(zd)
u(1)
) 1
d
− 1
∣∣∣∣∣≪ |z − 1|.
Finally we obtain that for | arg(z)| < 1/(4dk0) and |1 − z| 6 14d holds the
estimate
p(z)
p(zd)
1
d
=
dγ0/du(1)1−1/d +O(|1− z|)
(1− z)γ0(1−1/d) .
Putting this estimate in (3.4) and recalling that u(1) = Ak, we obtain
I =
1
2πi
∫
L(1,1+ 1
2d
)
dγ0/dAk
1−1/d +O(|1− z|)
(1− z)γ0(1−1/d)zn+1 dz +O
(
dγ0e−
n
2d+1
)
=
1
2πi
∫
L(1,1+ 1
2d
)
dγ0/dAk
1−1/d
(1− z)γ0(1−1/d)zn+1dz +O
(
nγ0(1−1/d)−2 + dγ0e−
n
2d+1
)
=
dγ0/dA
1−1/d
k
Γ
(
γ0
(
1− 1
d
))nγ0(1− 1d)−1(1 +O( 1
n
))
+O
(
nγ0(1−1/d)−2 + dγ0e−
n
2d+1
)
,
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because for v > 0
1
2πi
∫
L(1,1+ 1
2d
)
dz
(1− z)vzn+1 =
1
2πi
∫
L0∪C2
dz
(1− z)vzn+1 +O
(
2−n + dve−
n
2d+1
)
=
(
n+ v − 1
n
)
+O
(
dve−
n
2d+1
)
=
nv−1
Γ(v)
(
1 +O
(
1
n
))
+O
(
dve−
n
2d+1
)
,
the last estimate was proved in [6].
The proof of the next lemma is analogous.
Lemma 28. There exists such a positive constant ǫ, that for C < l, r 6
logD n and (l, k) = 1, (r, k) = 1, we have
[
p(z)p(zrl)
1
rl
p(zr)
1
r p(zl)
1
l
]
(n)
=
lγ0/lrγ0/rA
1− 1
l
− 1
r
+ 1
rl
k
(lr)
γ0
lr Γ
(
γ0
(
1− 1
l
− 1
r
+ 1
lr
))nγ0(1− 1l− 1r+ 1lr )−1(1+O(n−ǫ)).
Proof. As in proof of lemma 27 we denote Krl = C2∪∪rlk0j=0Lj the integration
contour, here Lj denotes the sides of the intervals on the complex plain,
connecting the points e
2πij
lrk0 and 2e
2πij
lrk0 . C2, as before, is the circle |z| = 2.
[
p(z)p(zrl)
1
rl
p(zr)
1
r p(zl)
1
l
]
(n)
=
1
2πi
∫
Krl
p(z)p(zrl)
1
rl
p(zr)
1
r p(zl)
1
l
dz
zn+1
=
1
2πi
∫
L0
p(z)p(zrl)
1
rl
p(zr)
1
r p(zl)
1
l
dz
zn+1
+O

 ∑
0<j<lrk0
d∤j
(lr)γ0
∫ 2
1
dr
(r − 1)γ0( 1l+ 1r+ 1lr )rn+1
+
k0−1∑
s=1
∫ 2
1
dr
(r − 1)γ0( 1l+ 1r+ 1lr)+γsrn+1
)
+O(2−n)
=
1
2πi
∫
L0
p(z)p(zrl)
1
rl
p(zr)
1
r p(zl)
1
l
dz
zn+1
+O
(
(rl)γ0+1nγ0(
1
l
+ 1
r
+ 1
lr)−1 + nγ0(
1
l
+ 1
r
+ 1
lr )+γ
′−1
)
,
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where γ′ = maxj 6=0 γj < γ0. Applying estimate (3.5) with d = rl we obtain
p(z)p(zrl)
1
rl
p(zr)
1
r p(zl)
1
l
=
1
(1− z)γ0(1− 1l− 1r+ 1lr )
(
1− zl
1− z
)γ0
l
(
1− zr
1− z
)γ0
r
(
1− z
1− zrl
)γ0
rl u(z)u(zlr)
1
lr
u(zl)
1
l u(zr)
1
r
=
rγ0/rlγ0/lu(1)γ0(1−
1
l
− 1
r
+ 1
lr ) +O(|z − 1|)
(rl)γ0/rl(1− z)γ0(1− 1l− 1r+ 1lr)
,
when |z−1| 6 1
4k0rl
. Denoting as before by L(1, 1+ 1
4lr
) the part of L0, which
lies inside of disc |z − 1| < 1
4rl
, we have
1
2πi
∫
L0
p(z)p(zrl)
1
rl
p(zr)
1
r p(zl)
1
l
dz
zn+1
=
1
2πi
∫
L(1,1+ 1
4lr
)
p(z)p(zrl)
1
rl
p(zr)
1
r p(zl)
1
l
dz
zn+1
+O
(∫ 2
1+ 1
4lr
dy
(y − 1)γ0(1+ 1l+ 1r+ 1lr )yn+1
)
=
1
2πi
∫
L(1,1+ 1
4lr
)
rγ0/rlγ0/lu(1)γ0(1−
1
l
− 1
r
+ 1
lr ) +O(|z − 1|)
(rl)γ0/rl(1− z)γ0(1− 1l− 1r+ 1lr)zn+1
+O
(
(lr)γ0e−
n
4lr+1
)
=
rγ0/rlγ0/lu(1)γ0(1−
1
l
− 1
r
+ 1
lr )
(rl)γ0/rl2πi
∫
L(1,1+ 1
4lr
)
dz
(1− z)γ0(1− 1l− 1r+ 1lr )zn+1
+O
(
nγ0(1−
1
l
− 1
r
+ 1
lr)−2
)
+O
(
(lr)γ0e−
n
4lr+1
)
.
Applying here (3.3) with d = 2rl we complete the proof of the lemma.
Let us denote
H
(d)
k (z) =
∏
j>1:d|j

1 + ∑
s>1:qk(j)|s
(
zj
j
)s
1
s!

 .
Lemma 29. For (k, d) = 1 and C < d 6 logD n we have
νn(Dnd = 0) =
Γ(γ0)d
γ0/dA
−1/d
k
Γ
(
γ0
(
1− 1
d
))
H
(d)
k (1)
n−
γ0
d
(
1 +O(n−ǫ)
)
.
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Proof. Since
[
Hk(z)
H
(d)
k (z)
]
(m)
6 [Hk(z)](m) = O(m
−2) form > 1, then for (k, d) = 1
|S(k)n |
n!
νn(Dn,d = 0) =
[
p(z)
p(zd)
1
d
Hk(z)
H
(d)
k (z)
]
(n)
=
n∑
j=0
[
p(z)
p(zd)
1
d
]
(j)
[
Hk(z)
H
(d)
k (z)
]
(n−j)
=
∑
n/2<j6n
[
p(z)
p(zd)
1
d
]
(j)
[
Hk(z)
H
(d)
k (z)
]
(n−j)
+O

 1
n2
∑
j6n/2
[
p(z)
p(zd)
1
d
]
(j)


=
∑
s6n/2
[
p(z)
p(zd)
1
d
]
(n−s)
[
Hk(z)
H
(d)
k (z)
]
(s)
+O
(
1
n2
p(e−1/n)
p(ed/n)
1
d
)
=
∑
s6n/2
(
dγ0/dA
1−1/d
k
Γ
(
γ0
(
1− 1
d
))(n− s)γ0(1− 1d)−1(1 +O(n−ǫ))
)[
Hk(z)
H
(d)
k (z)
]
(s)
+O
(
nγ0(1−
1
d
)−2
)
=
dγ0/dA
1−1/d
k
Γ
(
γ0
(
1− 1
d
))nγ0(1− 1d)−1 Hk(1)
H
(d)
k (1)
+O
(
nγ0(1−
1
d
)−1−ǫ
)
.
As |S
(k)
n |
n!
= Akn
γ0−1
Γ(γ0)
(1 +O(n−ǫ), we obtain the proof of the lemma.
Lemma 30. If (k, l) = 1, (k, r) = 1 and C < l, r 6 logD n, then
νn(Dn,l = 0, Dn,r = 0)
=
H
(lr)
k (1)
H
(l)
k (1)H
(r)
k (1)
Γ(γ0)l
γ0
l r
γ0
r A
− 1
l
− 1
r
+ 1
rl
k
(lr)
γ0
lr Γ
(
γ0
(
1− 1
l
− 1
r
+ 1
lr
))nγ0(− 1l− 1r+ 1lr)(1 +O(n−ǫ)).
Proof. For (k, l) = 1, (k, r) = 1 we have
∞∑
n=0
|S(k)n |
n!
νn(Dn,r = 0, Dn,l = 0)z
n =
p(z)p(zlr)
1
lr
p(zl)
1
l p(zr)
1
r
Hk(z)H
(lr)
k (z)
H
(l)
k (z)H
(r)
k (z)
.
Applying the same considerations as in lemma 29, we complete the proof of
the lemma.
Lemma 31. Suppose f ∈ C2[−ǫ, ǫ] and f(0) = 1, then
f(x+ y)− f(x)f(y)≪ |xy|,
for |x| 6 ǫ
2
and |y| 6 ǫ
2
.
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Proof. We have
f(x+ y)− f(x)f(y) =
∫ 1
0
d
dt
(
f(xt + yt)− f(xt)f(yt))dt
= x
∫ 1
0
(
f ′(xt + yt)− f ′(xt)f(yt))dt
+ y
∫ 1
0
(
f ′(xt + yt)− f(xt)f ′(yt))dt.
Putting here f(yt) = 1+O(t|y|) in the first integral, and f(xt) = 1+O(t|x|)
in the second, we have
f(x+ y)− f(x)f(y) = x
∫ 1
0
(
f ′(xt + yt)− f ′(xt))dt
+ y
∫ 1
0
(
f ′(xt + yt)− f ′(yt))dt+O(|xy|)≪ |xy|.
The lemma is proved.
The proof of theorem 8. Since for (j, k) > 1
|S(k)n |
n!
Mnαj ≪
[
F (z)
∑
s>1
zsj
j2
1
s4
]
(n)
,
then
Mnαj ≪ 1
j2
+
1
nγ0+1
for (j, k) > 1. For (k, j) = 1 we have Mnαj =
cn−j
jcn
. Hence we obtain
MnPn(α(σ)) =
∑
j6n
log jMnαj =
∑
j6n,(j,k)=1
cn−j log j
jcn
+O(1).
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Applying here the estimate cm = cm
γ0−1 (1 +O(m−ǫ)) we obtain
Mn logPn(α(σ)) =
∑
j6n−1
(j,k)=1
log j
j
(
1− j
n
)γ0−1
+O(1)
=
∑
j6n−1
(j,k)=1
log j
j
+ logn
∑
j6n−1
(j,k)=1
1
j
((
1− j
n
)γ0−1
− 1
)
− 1
n
∑
j6n−1
(j,k)=1
log n
j
j/n
((
1− j
n
)γ0−1
− 1
)
+O(1)
=
γ0
2
log2 n+ C0 logn +O(1),
where C0 = γ0
∫ 1
0
(1−y)γ0−1−1
y
dy.
Application of lemma 26 gives
µn =Mn(logPn(α)− logO(α)) =
∑
m6log2 n
(m,k)=1
Λ(m)Mn(Dn,m − 1)+ +O(1).
From lemmas 29 and 26 we have
Mn(Dn,m − 1)+ = νn(Dn,m = 0) +MnDn,m − 1 = λ
(m
x
)
+O
(
logm
m
)
,
for m 6 log2 n and (m, k) = 1 where λ(y) = e
1
y − 1 + 1
y
and x = γ0 logn.
Therefore
µn =
∞∑
m=1
(m,k)=1
Λ(m)λ
(m
x
)
+O((log log n)2) = S(x)−K(x) +O((log logn)2),
where
S(x) =
∞∑
m=1
Λ(m)λ
(m
x
)
and K(x) =
∞∑
m=1
(m,k)>1
Λ(m)λ
(m
x
)
.
Since ∫ ∞
0
λ(x)xs−1dx = Γ(−s),
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for 1 < ℜs < 2, then applying Mellin’s inversion formula we have
K(x) =
∞∑
m=1
(m,k)>1
Λ(m)
1
2πi
∫ σ+i∞
σ−i∞
Γ(−s)
(m
x
)−s
ds
=
1
2πi
∫ σ+i∞
σ−i∞
(∑
p|k
log p
ps − 1
)
Γ(−s)xsds,
for 1 < σ < 2. Changing the integration contour in the above integral from
the line ℜs = σ to ℜs = −1
2
and calculating the residuals, we obtain
K(x) = x

∑
p|k
log p
p− 1

+O(log x).
By means of similar considerations it has been proved in [10] that
S(x) = x(log x− 1) + ζ
′(0)
ζ(0)
−
∑
ρ
Γ(−ρ)xρ +O
(
1√
x
)
,
where
∑
ρ denotes the sum over the non-trivial zeroes of the Rienmann Zeta
function. Therefore
Mn logO(α) =
γ0
2
log2 n+ C0 logn− S(γ0 logn) +K(γ0 log n) +O((log log n)2)
=
γ0
2
log2 n+ C0 logn− γ0 log n(log(γ0 log n)− 1)
+
∑
ρ
Γ(−ρ)(γ0 log n)ρ + C1γ0 log n+O((log log n)2),
here C1 =
∑
p|k
log p
p−1 .
Theorem 8 is proved.
Lemma 32. For 1 6 r, l, d 6 nǫ and (r, l) = 1 we have
1) cov(D′n,r, D
′
n,r)≪
log n
rl
,
2) MnD
′
n,rD
′′
n,l ≪
logn
rl2
,
3) MnD
′′
n,rD
′′
n,l ≪
1
r2l2
,
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4) DnDn,d ≪ logn
d
.
Here ǫ is a sufficiently small fixed number.
Proof. During the proof of the assertion 1) we will assume that (rl, k) = 1,
since otherwise whether D′n,r = 0, or D
′
n,l = 0. Then for j1 + j2 6 n, j1 6= j2
and (j1j2, k) = 1 we have
Mnαj1αj2 =
cn−j1−j2
cnj1j2
.
Therefore
cov(D′n,r, D
′
n,r) =MnD
′
n,rD
′
n,l −MnD′n,rMnD′n,l
=
∑
j1 6=j2,j1,j26n/4
r|j1,l|j2,(j1j2,k)=1
cncn−j1−j2 − cn−j1cn−j2
c2nj1j2
+
∑
j1 6=j2,j2+j26n
j1>n/4∨j2>n/4
r|j1,l|j2,(j1j2,k)=1
cn−j1−j2
cnj1j2
−
∑
j1 6=j2,j2,j26n
j1>n/4∨j2>n/4
r|j1,l|j2,(j1j2,k)=1
cn−j1cn−j2
c2nj1j2
+
∑
j6n:rl|j
(j,k)=1
Dnαj = S1 + S2 + S3 + S4.
Since cm =
|S(k)m |
m!
= cmγ0−1 (1 +O(m−ǫ)) then one can easily obtain that
S1 ≪
∑
j1,j26n/4
r|j1,l|j2
∣∣∣(1− j1+j2n )γ0−1 − (1− j1n )γ0−1 (1− j2n )γ0−1∣∣∣
j1j2
+
n−ǫ log2 n
rl
≪ 1
rl
.
As for any d > 1 and m > 1 we have∑
j6m:d|j
cm−j ≪ 1 + m
γ0
d
,
therefore
S2 ≪ 1
n
∑
j1+j26n
r|j1,l|j2
cn−j1−j2
cn
(
1
j1
+
1
j2
)
=
1
ncn
∑
j16n
r|j1
1
j1
∑
j26n−j1
l|j2
cn−j1−j2
+
1
ncn
∑
j26n
l|j2
1
j2
∑
j16n−j2
r|j1
cn−j2−j1 ≪
log n
nγ0r
+
log n
nγ0 l
+
log n
rl
≪ logn
rl
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for r, l 6 nγ0 .
In a similar way we obtain that for r, l 6 nγ0
S3 ≪ 1
n
∑
j1,j26n
r|j1,l|j2
cn−j1cn−j2
c2n
(
1
j1
+
1
j2
)
≪ log n
rl
.
Since for (j, k) = 1 we have Dnαj 6Mnα
2
j =
1
j
cn−j
cn
+ 1
j2
cn−2j
cn
(here we assume
that cm = 0 for m < 0), then
S4 ≪ log n
rl
+
1
nγ0
≪ log n
rl
for r, l 6 nγ0/2.
Assertion 1) is proved.
Applying the same considerations we obtain
cnMnD
′
n,rD
′′
n,l ≪

F (z)∑
r|j
zj
j
∑
l|m
zm
m2


(n)
=
∑
j+m6n
r|j,l|m
cn−j−m
jm2
6
∑
j,m6n/4
r|j,l|m
cn−j−m
jm2
+
∑
j+m6n,j>n/4
r|j,l|m
cn−j−m
jm2
+
∑
j+m6n,m>n/4
r|j,l|m
cn−j−m
jm2
≪ cn log n
rl2
for r, l 6 nγ0 .
In a similar way we prove 3).
One can easily see that
DnDn,d 6 2DnD
′
n,d + 2DnD
′′
n,d.
Slightly changing the proof of assertion 1), one can check thatDnD
′
n,d ≪ lognd
for d 6 nγ0 . In a similar way DnD
′′
n,d 6 MnD
2
n,d ≪ 1d2 . Hence follows the
proof of the estimate 4).
The lemma is proved.
Lemma 33. If (r, l) = 1, C < l and r 6 logD n, then
cov(I[Dn,l = 0], I[Dn,r = 0])≪ log n
lr
.
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Proof. Let us suppose at first that (k, l) = 1, (k, r) = 1, then
cov(I[Dn,l = 0], I[Dn,r = 0])
= νn(Dn,l = 0, Dn,r = 0)− νn(Dn,l = 0)νn(Dn,r = 0).
Inserting here the estimates of the lemmas 29 and 30 and applying the lemma
31 to function f(x) = Γ(γ0)
Γ(γ0(1+x))
with x = 1/l and y = 1/r, we obtain the
desired estimate.
Suppose now (k, r) > 1. Then Dn,r = D
′′
n,r.
Since 1 − I[Dn,d = 0] = I[Dn,d > 0] 6 Dn,d, therefore, applying the
lemmas 10 and 3, we obtain
|cov(I[Dn,l = 0], I[Dn,r = 0])| = |cov(I[Dn,l > 0], I[Dn,r > 0])|
6MnDn,lD
′′
n,r +MnDn,lMnD
′′
n,r
=MnD
′
n,lD
′′
n,r +MnD
′
n,lMnD
′′
n,r +MnD
′′
n,lD
′′
n,r
+MnD
′′
n,lMnD
′′
n,r ≪
logn
lr2
,
for r, l 6 logD n.
The lemma is proved.
Lemma 34. If 1 6 d 6 nǫ, then
Dn(Dn,d − 1)+ 6 DnI[Dn,d = 0] +DnDn,d ≪ logn
d
.
Proof. Since (Dn,d − 1)+ = I[Dn,d = 0] +Dn,d − 1, then
Dn(Dn,d − 1)+ = DnI[Dn,d = 0] +DnDn,d + 2cov(I[Dn,d = 0], Dn,d)
6 DnI[Dn,d = 0] +DnDn,d,
as cov(I[Dn,d = 0], Dn,d) = −MnI[Dn,d = 0]MnDn,d 6 0.
Applying the inequality νn(Dn,d > 0) 6MnDn,d we obtain
Dn(I[Dn,d = 0]) = νn(Dn,d = 0)− νn(Dn,d = 0)2
6 νn(Dn,d > 0) 6MnDn,d ≪ log n
d
;
the last inequality follows from the lemma 25. Hence and from the estimate
4) of lemma 32 we obtain the proof of the lemma.
3.3. DISTRIBUTION OF LOGON(α) ON S
(K)
N 109
Proposition 2. For any fixed K > 0 we have
νn
(
| logPn(α)− logOn(α)− µn|
log3/2 n
> K
(
log logn
log n
)2/3)
≪
(
log logn
log n
)2/3
,
where µn =Mn
(
logPn(α)− logOn(α)
)
.
Proof. The proof of this proposition uses the considerations of A. D. Barbour
and S. Tavare` of the work [3]
logPn(α)− logOn(α) =
∑
m6C
Λ(m)(Dn,m(α)− 1)+
+
∑
C<ps6log2 n
(Dn,ps(α)− 1)+ log p
+
∑
m>log2 n
Λ(m)(Dn,m(α)− 1)+ = V1 + V2 + V3.
Applying lemma 26 we obtain
MnV3 ≪ 1.
Applying the recently proved lemma we have
DnV1 6 log
2CDn
(∑
m6C
(Dn,m(α)− 1)+
)
6 C log2C
∑
m6C
Dn(Dn,m(α)− 1)+ 6 C log3C log n.
Since (Dn,m(α)− 1)+ = I[Dn,m(α) = 0] +Dn,m(α)− 1 then denoting V (1)2 =∑
C<ps6log2 n I[Dn,ps = 0] log p and V
(2)
2 =
∑
C<ps6log2 nDn,ps log p we have
DnV
(1)
2 =
∑
C<psql6log2 n
cov(I[Dn,ps = 0], I[Dn,ql = 0]) log p log q
≪
∑
C<psql6log2 n
p 6=q
log n
psql
log p log q +
∑
C<ps6log2 n
log2 pDnI[Dn,ql = 0]
+
∑
C<p6log2 n
∑
s>l>1
(DnI[Dn,ps = 0])
1/2(DnI[Dn,pl = 0])
1/2 log2 p
≪ log n(log log n)2 + logn
∑
C<p6log2 n
∑
s>l>1
log2 p
p
s+l
2
≪ log n(log logn)2.
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Applying the same calculations we have
DnV
(2)
2 ≪ logn(log log n)2.
Therefore
DnV2 6 2DnV
(1)
2 + 2DV
(2)
2 ≪ log n(log logn)2.
Applying the Chebyshev inequality we have
νn
(
|V1 −MnV1|
log3/2 n
>
1
3
K
(
log log n
logn
)2/3)
≪ 1
(log logn)4/3 log2/3 n
,
νn
(
|V2 −MnV2|
log3/2 n
>
1
3
K
(
log log n
logn
)2/3)
≪
(
log log n
logn
)2/3
,
νn
(
|V3 −MnV3|
log3/2 n
>
1
3
K
(
log log n
logn
)2/3)
≪ 1
(log logn)2/3 log5/6 n
.
Hence follows the proof of the proposition.
Proof of theorem 7. Putting in lemma 17 U = logPn(σ)−Mn logPn(σ)q
φ(k)
3k
log3/2 n
and X =
logPn(σ)−logOn(σ)−µnq
φ(k)
3k
log3/2 n
and applying the proposition 1, we obtain the proof of
the theorem.
Conclusions
The asymptotic expansions proved in Chapters 2 and 3 show that the best
possible estimate for the convergence rate of the distribution function of the
logarithm of the order of a random permutation on Sn and S
(k)
n is
1√
logn
.
The similar conclusion is true for the distribution of the logarithm of the
degree of the splitting field of a random polynomial.
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