Abstract: This paper proposes a set of observers for attitude estimation based on multiple general time-varying reference vectors, in inertial coordinates, and corresponding vectors, in body-fixed coordinates, in addition to angular velocity readings. The observer error dynamics are globally exponentially stable (GES) and problems such as singularities, unwinding phenomena, or topological limitations for achieving global asymptotic stability are absent. Although the observer estimates do not evolve on the Special Orthogonal Group SO(3), a final solution is provided, on SO(3), whose error is shown to converge to zero for all initial conditions. The proposed solutions are computationally efficient and simulation results are shown that illustrate the achievable performance.
INTRODUCTION
In the past decades there has been much interest on the topic of attitude estimation, as evidenced by the large number of publications on the subject, see e.g. Metni et al. (2006) ; Sanyal et al. (2008) ; Vasconcelos et al. (2010) ; Tayebi et al. (2007) ; Rehbinder and Ghosh (2003) ; Batista et al. (2009) ; Mahony et al. (2008) ; Thienel and Sanner (2003) and references therein. The reader is referred to Crassidis et al. (2007) for a survey on the topic. It turns out that only recently have time-varying reference vectors been considered and, in particular, single vector observations, see Kinsey and Whitcomb (2007) , Lee et al. (2007) and Mahony et al. (2009) . This paper presents a novel theoretical attitude estimation framework based on multiple time-varying vector observations. Single vectors are addressed in the companion paper Batista et al. (2011) .
The main contribution of this paper is the development of a novel set of attitude observers with globally exponentially stable error dynamics. Unlike prior contributions that resort to local coordinates, the unit quaternion approach, or Lie group techniques, this paper uses the embedding of SO(3) into R 9 and considers the problem in an unconstrained fashion. As such, issues such as singularities associated with local coordinates, double covering and unwinding phenomena associated with unit quaternions, and topological limitations for achieving global stabilization using smooth feedback on SO(3) are absent. The exact angular motion kinematics are employed and the design and analysis build on well-established Lyapunov results and linear systems theory. The proposed solutions are computationally efficient and require only persistent non-collinearity of the reference vectors, allowing for norm changes of the vector observations, including null norms for some time. In comparison with the solution of the Wahba's problem, which is strictly algebraic and does not filter vector measurements incorporating angular velocity readings, the present approach has the advantage of allowing for null or collinear vectors for some time, in addition to the inclusion of the angular velocity in the system dynamics. Finally, an explicit solution on SO(3) is also provided resorting to a projection operator, an approach that has been previously employed in the design of interpolation methods on SE(3), see Belta and Kumar (2002) . The error of the solution on SO(3) is shown to converge to zero for all initial conditions. The paper is organized as follows. The attitude kinematics and preliminary definitions are given in Section 2, while the problem addressed in the paper is described in Section 3. Section 4 details the observer design and stability analysis, while simulation results are presented in Section 5. Finally, Section 6 summarizes the main contributions and conclusions of the paper.
Notation
Throughout the paper the symbol 0 denotes a matrix (or vector) of zeros and I an identity matrix, both of appropriate dimensions. A block diagonal matrix is represented as diag(A 1 , . . . , A n ). For x, y ∈ R 3 , x × y represents the cross product.
PRELIMINARIES
Let {I} be an inertial reference frame, {B} a body-fixed reference frame, and R(t) ∈ SO(3) the rotation matrix from {B} to {I}. The attitude kinematics are given bẏ R(t) = R(t)S [ω(t)] , where ω(t) ∈ R 3 is the angular velocity of {B}, expressed in {B}, and S (.) is the skewsymmetric matrix such that S (x) × y = x × y for x, y ∈ R 3 . The angular velocity is assumed to be a continuous bounded signal, available for observer design purposes.
The following definitions are useful in the sequel. Definition 1. A set of N continuous bounded vectors A = a i (t) ∈ R 3 , i = 1, . . . , N is called persistently noncollinear if there exist at least two vectors a l (t) and a m (t), l, m ∈ {1, . . . , N }, such that
. . , N is called persistently nonplanar if there exist at least three distinct vectors a l (t), a m (t), and a n (t), l, m, n ∈ {1, . . . , N }, such that
0 r 12 (t) 0 0 r 13 (t) 0 0 0 r 11 (t) 0 0 r 12 (t) 0 0 r 13 (t) 0 0 0 r 11 (t) 0 0 r 12 (t) 0 0 r 13 (t) .
Consider the attitude observer given bẏ
where Q = Q T ∈ R 3N ×3N is a positive definite matrix, and define the error variablex(t) := x(t) −x(t). Then, the observer error dynamics are given bẏ
where
The following theorem is the main result of this section. Theorem 1. Suppose that the set of vectors R is persistently non-planar and consider the attitude observer (2), where Q ≻ 0 is a design parameter. Then, the origin of the observer error dynamics (3) is a globally exponentially stable equilibrium point.
Proof. Let V (t) := 1 2
x(t) 2 be a Lyapunov candidate function. As S 3 (.) is skew-symmetric, it follows thaṫ
If, in addition, the pair (A A A(t), C C C(t)) is uniformly completely observable, then the origin of the linear time-varying system (3) is a globally exponentially stable equilibrium point, see (Khalil, 2001, Example 8.11 ). The remainder of the proof amounts to show that this is the case. For any piecewise continuous, bounded matrix K(t), of compatible dimensions, uniform complete observability of the pair (A A A(t), C C C(t)) is equivalent to uniform complete observability of the pair (A(t), C C C(t)), with A(t) := A A A(t) − K(t)C C C(t), see (Ioannou and Sun, 1995, Lemma 4.8.1) . Now, notice that, with
. Therefore, it remains to show that there exist positive constants ǫ 1 , ǫ 2 , and δ such that
for all t ≥ t 0 , where W (t 0 , t f ) is the observability Gramian associated with the pair (A(t), C C C(t)) on [t 0 , t f ]. Since the entries of both A(t) and C C C(t) are continuous and bounded, it is trivial to show that, for any positive δ, there always exists a positive ǫ 2 , depending on δ, such that the right side of (4) is verified. Therefore, it remains to show that there exist positive constants δ and ǫ 1 such that the left side of (4) holds. It is straightforward to show that the transition matrix associated with A(t) is given by
(5) for all t ≥ t 0 and δ > 0. As Q is positive definite, it follows, using the Rayleigh-Ritz inequality, that
where c 1 is the minimum eigenvalue of Q, which is strictly positive. Substituting (6) in (5) gives
It is straightforward to show that
and therefore it is possible to rewrite (7) as
As the set of vectors R is assumed persistently non-planar, it follows, from Lemma 1 (see the Appendix), that there exist positive constants c 2 and δ such that
for all t ≥ t 0 . Thus, it follows that d T W (t, t + δ) d ≥ α for all t ≥ t 0 and all d = 1, with α := c 1 c 2 . Therefore, the pair (A(t), C C C(t)) is uniformly completely observable, which concludes the proof. 2
Persistently non-collinear reference vectors
This section presents an attitude observer for a persistently non-collinear set of reference vectors. First, the following proposition is introduced. Proposition 1. Let R = r i (t) ∈ R 3 , i = 1, . . . , N be a persistently non-collinear set of vectors, where ∃ α>0 δ>0
for some l, m ∈ {1, . . . , N }. Then, the augmented set of vectors R a := R ∪ {r l (t) × r m (t)} is persistently nonplanar.
Proof. The proof follows by establishing that
from which immediately follows, from Definition 2, that the augmented set of vectors R a is persistently non-planar. Suppose that (9) is not true. Then,
Applying simple norm inequalities in (10) gives
for all α > 0 and δ > 0. Now, let d ⊥1 be a unit vector orthogonal to d, define
, and decompose r l (t) and r m (t) as
which is always possible as d, d ⊥1 , and d ⊥2 span R 3 . Substituting (12) in (11) immediately yields
for all α > 0 and δ > 0. Now, notice that
Applying simple norm inequalities in (14) gives
Using the fact that d, d ⊥1 , and d ⊥2 are unit vectors allows to conclude, from (15), that Then, it can be concluded, from (16), that
Integrating both sides of (17) gives
for all δ > 0. Substituting (13) in (18) gives
for all α > 0 and δ > 0. Then, it is clear that
just choose t = t ′ , δ = δ ′ , and α = α ′ / (1 + 4c 1 ) in (18). This concludes the proof, as if (19) is not true or, equivalently, if (8) holds, then it follows that (9) is true, which implies that the augmented set of vectors R a is persistently non-planar. 2
Consider now a persistently non-collinear set of N vectors R and define an augmented set of N + 1 reference vectors R a , as in Proposition 1, such that R a is persistently nonplanar, where
and define
and C a (t) ∈ R 3(N +1)×9 as
is a positive definite matrix. Then, the observer error dynamics are given bẏ
The following theorem is the main result of this section.
Theorem 2. Suppose that the set of vectors R is persistently non-collinear and that the set R a is persistently non-planar. Consider the attitude observer (20), where Q a ≻ 0 is a design parameter. Then, the origin of the observer error dynamics (21) is a globally exponentially stable equilibrium point.
Proof. First, notice that the definition of the additional vector in body-fixed coordinates, v a (t), is coherent with the definition of the augmented reference vector, as
Moreover, by construction, the augmented set of reference vectors R a is persistently non-planar. Therefore, straightforward application of Theorem 1 gives the desired result. 2
Solution on SO(3)
The attitude observers previously proposed yield estimates of the rotation matrix R(t) given bŷ
However, the estimate of the rotation matrix,R(t), is not necessarily a rotation matrix as there is nothing in the observer structure imposing the restrictionR(t) ∈ SO(3). In fact, if this restriction is imposed, it is actually impossible to achieve global asymptotic stabilization due to topological limitations, see Bhat and Bernstein (2000) . Nevertheless, the estimation error of the proposed observer converges globally exponentially fast to zero and therefore the corresponding rotation matrix restrictions are verified asymptotically. When the observer error is sufficiently small, one orthogonalization cycle suffices, as given bŷ
, to obtain an estimate sufficiently close to an element of SO(3), see Bar-Itzhack and Meyer (1976) . Nevertheless, an alternate and explicit solution on SO (3) is established in the following theorem. Theorem 3. Consider the estimateR(t) obtained from the attitude observers (2) or (20) under the conditions of Theorem 1 and 2, respectively, with GES error dynamics. Further suppose that the initial estimate satisfiesR (t 0 ) ∈ SO(3) and define a new attitude estimateR f (t) of the rotation matrix R(t) as
where ǫ > 0. Then,
(2) there exists t s such that R T (t)R(t) − I ≤ ǫ for all t ≥ t s and thereforeR f (t) corresponds to the projection on SO(3) ofR(t) for all t ≥ t s ; and (3) the error R(t) −R f (t) is bounded and
Proof. ThatR f (t) ∈ SO(3) follows immediately from its definition, which in turn allows to conclude that R(t) −R f (t) is bounded as
DefineR(t) := R(t) −R(t). As x(t) andx(t) are column representations of R(t) andR(t), respectively, and asx(t) converges globally exponentially fast to zero, it follows that
or, equivalently,
As R(t) −R(t) = R T (t)R(t) − I it follows from (24) that
Now, notice that
and, using simple norm inequalities in (26) allows to write Then, using (24) and (25) in (27) immediately allows to conclude the second part of the theorem. To show that the error R(t) −R f (t) converges to zero notice that, for all t ≥ t s ,R f (t) corresponds to the projection on SO(3) of R(t) and therefore, for all t ≥ t s and X(t) ∈ SO(3), it is true that R f (t) −R(t) ≤ X(t) −R(t) . In particular, with X(t) = R(t) it follows that
for all t ≥ t s . Using (23) in (28) gives
Using simple norm inequalities allows to write
Using (23) and (29) in (30) immediately gives (22), which concludes the proof. 2 Remark 1. A projection on SO(3) ofR(t) is well known and it is readily obtained from the Singular Value Decomposition (SVD) ofR(t), see e.g. Belta and Kumar (2002) . Although computationally more expensive then the orthogonalization steps, the SVD is, at the same time, one of the most robust numerical algorithms. Remark 2. Notice that Theorem 3 does not violate any of the results presented in Bhat and Bernstein (2000) for global asymptotic stabilization on SO(3) as the solution provided by Theorem 3 is not guaranteed to be continuous for t ≤ t s .
SIMULATION RESULTS
In order to evaluate the performance of the proposed solutions, simulations were carried out in a realistic setup environment. Two persistently non-collinear reference vectors were considered, whose evolution is depicted in Fig.  1 , while the evolution of the angular velocity is shown in Fig. 2 was considered on the angular velocity readings and on the body-fixed vector observations. In particular, additive, zero-mean, white Gaussian noise was considered, with standard deviation of 1°/s for the angular velocity and 0.01 for the body-fixed vector observations. Notice that the specification for the angular velocity corresponds to a very low-grade sensor, while for the body-fixed vectors it corresponds to a standard deviation of 0.5% of the range. It should be emphasized that, when the norms of the bodyfixed vectors are small, e.g. on the time interval [20, 40] s for v 1 (t) or [40, 80] s for v 2 (t), the noise of the vector observations is relatively very large. In fact, the present specifications correspond to a very low-grade sensor suite. The filter parameter was chosen as Q a = 0.1I, while the initial rotation matrix estimate was set toR(0) = diag (−1, −1, 1).
The evolution of the Lyapunov function V (t) is depicted in Fig. 3 , where a logarithmic scale was employed for the yaxis. The error quickly decreases and enters steady-state, remaining confined to a tight interval around zero. The evolution of the orthogonality error is not shown here due to the lack of space. Nevertheless, after the initial transients fade out, the effect of the orthogonalization cycle is visible, which translates into orthogonality errors around 10 −5 in steady-state, which is very good considering the noisy setup. Additional orthogonality steps would further decrease the orthogonality error. Nevertheless, the alternative solution provided in Theorem 3 completely eliminates the orthogonality error, providing a solution on SO(3). 
CONCLUSIONS
This paper presented a set of attitude observers based on multiple time-varying reference vectors with globally exponentially stable error dynamics under appropriate persistent excitation conditions, which are directly related to the evolution of the reference vectors in inertial coordinates. As the estimates of the observer converge only asymptotically to SO(3), an explicit solution on SO(3) was derived, whose error also converges to zero for all initial conditions. The proposed solutions are computationally efficient and they do not have singularities, unwinding phenomena, or topological limitations for achieving global asymptotic stability. Finally, simulation results were shown that illustrate excellent performance of the resulting attitude estimation solutions even with very low-grade sensor specifications.
