Introduction
Linking data from multiple sources enables more sophisticated analysis and data mining by improving the quality of data through the identification and resolution of conflicting data values, the enrichment of data, and the imputation of missing values [30] . The analysis of integrated data can, for example, facilitate the detection of adverse drug reactions in particular patient groups, or enable the identification of terrorism suspects [4, 21] .
The process of matching and integrating records that relate to the same entity from one or more datasets is known as 'record linkage', 'data matching', or 'entity resolution' [21, 30] . In computer science and statistics, a long line of research has been conducted in record linkage, based on the theoretical foundation provided by Fellegi and Sunter in 1969 [22] . Today, record linkage not only faces computational and operational challenges due to the increasing size of datasets, but also privacy and confidentiality challenges due to growing privacy concerns. Generally, record linkage is a challenging task because unique entity identifiers are not available in all the databases that are linked. Therefore, the common attributes available which are sufficiently well correlated with entities, known as quasi-identifiers (QIDs) [13] , need to be used for the linkage. For databases that contain personal information about people, these common QID attributes generally include names, addresses, dates of birth, and other personal details. Using such information often leads to privacy and confidentiality concerns. The three key challenges that are associated with the record linkage problem are:
1. Scalability: The first challenge of record linkage is the scalability to large databases which is generally dependent on the complexity of the process. Assume two databases that are to be linked, D
A and D B , contain n A = |D A | and n B = |D B | records, respectively. In order to classify the record pairs (a, b) from these two databases (a ∈ D A and b ∈ D B ) into matches (i.e., pairs of records that refer to the same entity) and nonmatches (i.e., pairs of records that refer to different entities), in a naïve approach the number of comparisons required is the product of the size of the two databases (n A ×n B ) which is the bottleneck of the whole linkage process [6, 8] . This quadratic complexity makes naïve linkage not scalable to large databases. Blocking or indexing techniques can be used to overcome this problem [5] and will be discussed further below.
Linkage quality:
Record linkage aims to classify the records compared across different databases into matches and non-matches based on the matching/comparison results [8] . It is commonly accepted that real-world data are 'dirty' [28] , which means they contain errors, variations, values can be missing, or values can be out-of-date. Therefore, even when records that correspond to the same real-world entity are being compared using the values of their personal identifying details (QIDs), the variations and errors in these values will lead to ambiguous matches [5] . The exact comparison of QID values is therefore not sufficient to achieve accurate linkage results. Approximate matching as well as accurate classification techniques are needed to achieve high linkage quality [5] .
Privacy:
When personal information about people (contained in QIDs) is used for the linking of databases across organizations, then the privacy of this information needs to be carefully protected. Individual databases can contain information that is already highly sensitive, such as medical or financial details of individuals, or confidential business data. When linked, detailed information about individuals that is even more revealing might become available, such as for people who have certain chronic diseases and who also have financial problems; or confidential business information like the amount a company owes to all its suppliers. It is therefore paramount that the privacy of data used for record linkage across organizations, as well as the sensitive details of the matching results of such a linkage, are preserved throughout the linkage process [55] .
Data privacy in data mining tasks (including record linkage) has gained significant attention in the research community [55] . The privacy challenge in linking different databases has led to an evolving research line in privacy-preserving record linkage (PPRL) [55] . PPRL attempts to identify records that refer to the same real-world entities from different databases without compromising the privacy of the entities represented by these records. contained in the QIDs is often not allowed to be shared or exchanged between different organizations due to privacy concerns or legal requirements. Therefore, the linkage has to be conducted on an encoded and/or perturbed version of the QIDs to preserve the privacy of entities. Encoding and/or perturbation is also known as 'masking', i.e., the original data is transformed in such a way that there exists a specific functional relationship between the original data and the masked data [24] . At the end of the linkage process, the database owners agree to reveal some of the selected attributes (only) of the record pairs that were classified as matches.
We consider the general pipeline of the PPRL process of two data sources D A and D B , as outlined in Figure 1 . The steps of this process and their challenges in a privacypreserving setting are detailed in a recent survey [55] . The scalability challenge of PPRL can be addressed by using two-step algorithms, where in the first step (Step 1 in Figure 1 ) a private blocking or indexing technique is applied to reduce the number of candidate record pairs that need to be compared. For example, in a standard blocking approach [22] records are grouped into b blocks according to some criteria (known as blocking key), and candidate record pairs are generated from records in the same block (resulting in (n A × n B )/b candidate pairs). Private blocking for PPRL requires the identification of candidate record pairs in two databases without revealing the actual record values. Private blocking techniques that have been proposed for PPRL are surveyed in [55] . These candidate record pairs are then compared and classified into matches and nonmatches in the second step (Step 2 in Figure 1 ) using private approximate comparison and effective classification techniques, addressing the linkage quality challenge [6] . A variety of private comparison and classification techniques has been used for PPRL, as surveyed in [55] . The complexity of PPRL also depends on the techniques employed in the linkage. Complex techniques for linkage, such as secure multi-party computation techniques [27, 39] or advanced classification techniques including machine learning or graph-based approaches [2, 29] , generally have higher computational complexity (while providing high linkage quality and/or privacy), and therefore might not be scalable to large databases.
While various solutions have been developed to achieve PPRL, an evaluation scheme to compare and assess the viability of these solutions (the final step in the pipeline shown in Figure 1 ) with respect to the three main challenges (or properties) of PPRL, which are scalability, quality of linkage, and privacy, has so far not been studied in the literature [55] . In this paper, we present an extensive evaluation framework for PPRL that models the scalability, linkage quality, and privacy based on an attack using an external global dataset, of PPRL solutions to provide an overall numerical score that can be used to evaluate and compare different solutions.
The remainder of this paper is structured as follows. We next provide an overview of PPRL and review privacy attacks and vulnerabilities of PPRL. In Section 3 we describe the evaluation model adopted to evaluate privacy in our framework. Section 4 presents the evaluation measures defined for each of the three properties of PPRL. Section 5 summarizes the PPRL techniques we will empirically evaluate and compare on realworld datasets in Section 6 by using the proposed framework. Finally, in Section 7 we summarize our findings and discuss future research directions.
Background
Over the years, various solutions for PPRL have been proposed as reviewed in [56, 55] . Privacy is addressed in these solutions using two different types of general approaches: (1) secure multi-party computation (SMC) techniques [27, 39] and (2) data perturbation (or masking) techniques [34, 57] . The former approach is generally more expensive with regard to the computation and communication complexity though it provides strong privacy guarantees, while the latter uses efficient techniques and, as opposed to SMC techniques, in many cases reveals a certain amount of information without compromising the privacy of sensitive data. However, due to the presence of partially revealed information, such perturbation techniques can be vulnerable to various types of attack.
The objective of PPRL is different from that of privacy-preserving data publishing or of statistical data disclosure [16] . Privacy-preserving data publishing masks a dataset in such a way that no identifying information about individuals can be inferred from the published dataset, while PPRL aims to identify matching records in two or more datasets without disclosing any sensitive information that can be used to identify individual records (and thus the entities they refer to) in the datasets. Therefore in data publishing, sensitive attributes which may contain some (masked) sensitive values (e.g., medical details) that are possibly disclosed with the (masked) QIDs that contain personal identifying information such as names and addresses. In PPRL on the other hand, only the (masked) QIDs are disclosed (only to the parties involved in the process) to allow the identification of matching records. We formally define PPRL as follows [55] :
Assume O 1 , . . . , O m are the m owners of the databases D 1 , . . . , D m , respectively. They wish to determine which of their records values of some selected attributes of the record pairs that are in class M for purposes such as statistical analysis.
We only address the problem of PPRL for two data sources in this paper. Assume Alice and Bob are two database owners with their respective databases D A and D B (generally referred as D), who participate in a PPRL protocol to identify matching records in their databases that correspond to the same real-world entities under the privacy-preserving setting. Existing PPRL techniques can be categorized based on their need (or not) of a third party for performing record linkage [4, 55] . General settings of three-party and two-party protocols are illustrated in Figure 2 . In three-party protocols, a third party, Carol, is involved in conducting the linkage, while in two-party protocols only the two database owners participate in the PPRL process. Three-party protocols are often not sufficient in real-world applications due to the absence of a trusted third party, since there is a risk of collusion between one of the database owners and the third party with the aim to learn the other database owner's sensitive data. Two-party protocols do not rely on a third party but they generally require more complex techniques to ensure that the two database owners cannot infer any sensitive information from each other during the linkage process [55] .
The internal adversaries in a PPRL protocol are the parties involved in the process (Alice, Bob, and/or Carol). We assume that the parties involved follow the honest but curious behavior (HBC) [27, 39] , in that they try to find out as much as possible about the data of the other parties while following the protocol. So far most developed PPRL techniques adopt the HBC model, as surveyed in [55] . It is important to note that the HBC model does not prevent collusion between parties [39] . There have been few PPRL techniques proposed for the malicious threat model [39] as well, where adversaries may behave arbitrarily. Proving privacy under the malicious model is more difficult because there exist several and potentially unpredictable ways for malicious parties to deviate from the protocol [55] .
Two different general philosophies are adopted to preserve privacy and confidentiality of person-level data, which are restricted access and restricted data [16, 24] . To obtain effective results of privacy-preserving tasks, it is often preferred to have uncontrolled access to restricted data rather than restricted access to data [24] . Generally, restricted data is achieved in PPRL by first decoupling personal QID attributes from sensitive attributes [36] and then by transforming the database (D) into a masked version (D M ), in order to protect the actual sensitive values in the database while preserving certain information to perform effective linkage.
Various privacy models have been used for data publishing, and different attacks have been studied in privacy preserving data publishing, including minimality attacks [58] , deFinetti's theorem [35] , and composition attacks [25] . However, most of these attacks are not applicable to PPRL since they use information from the (masked) sensitive attributes as well. Without sensitive attribute values disclosure, such attacks would not be possible. Several attack methods have been developed to investigate the privacy guarantees of perturbation-based PPRL solutions. The main attacks and vulnerabilities of PPRL defined in the literature include:
1. Dictionary attack: In dictionary attacks, it is assumed that the adversary knows the masking function (e.g., one-way hash function such as SHA and MD5 [55] ) and potentially also the values of parameters used in a PPRL protocol, so that the adversary can mask a large list of common (global) values using the same masking function and parameter values as used in the PPRL protocol until a matching masked value is found. A keyed masking approach (such as HMAC) can overcome this problem by using a secret key for masking [55] .
Frequency attack:
Frequency attacks are still possible on the keyed masking approach (without knowing the secret key), where the frequency distribution of a set of masked values matches the distribution of known global values [40] .
3. Cryptanalysis attack: Generally, Bloom filter-based PPRL techniques [18, 47, 51] are also susceptible to cryptanalysis attacks [37] , where the bit distribution in a Bloom filter allows an adversary to learn the characteristics of hash functions that are used to map record values (e.g., q-grams) into a Bloom filter. This is similar to a frequency attack on bits and on the values or q-grams that are mapped to those bit positions.
Composition attack:
Given auxiliary information (also called background knowledge [25] ) about the individual datasets that are linked and/or certain records in the datasets, a composition attack can be successful by combining knowledge from more than one independent masked dataset to learn sensitive values of certain records [25] .
Collusion:
Another vulnerability associated with three-party and multi-party solutions is the collusion between some of the parties involved in the protocol (a sub-set of database owners and the third party) with the aim to learn the other database owner's data. Different types of scenarios might occur with regard to collusion, as will be discussed in Section 3.
Linkage attacks defined in the statistical disclosure community [16] are general terms for attack methods, that link a masked dataset to an external global dataset with known values using any subset of the previously discussed attacks in order to re-identify records and/or attribute values in the masked dataset. Based on such re-identification attacks, PPRL solutions can be evaluated for privacy guarantees. However, most of the PPRL solutions developed so far have not been properly evaluated in terms of the privacy aspect [55] . Some PPRL solutions provide theoretical proofs of the privacy techniques A general framework with a set of standard and numerical measures is therefore required to conduct such practical evaluation and comparison of PPRL solutions with respect to the three main properties of PPRL: scalability, quality, and privacy. we therefore propose a comprehensive evaluation framework that includes a wide range of measures for empirical evaluation of all three properties, and that enables quantifying and interpreting the performances of different PPRL solutions on the same scale.
Evaluation Model
Privacy evaluation requires assessing the risk of disclosure by calculating the probability that an adversary can correctly identify a value in a released dataset [16] . Such reidentification studies can be done through a linkage attack, as described in Section 2, using an available dataset, for example a publicly available global dataset such as a telephone book or an electoral roll. In this paper we assume the adversary is using a linkage attack for evaluating the privacy of PPRL solutions.
We assume that the adversary has access to a global dataset G that contains N = |G| unique values or combinations of values (for example, combinations of surname and first name values) of the population P from which the databases D A and D B are also drawn. This is reasonable because generally personal identifying attributes, such as names and addresses, are used for linkage and in many countries this background information is partially available in public resources (e.g., North Carolina (NC) voter registration data [7] ). The individual databases that are used for the linkage (D A and D B ) can be considered as horizontal partitions of G (i.e., records overlap), while G can be a vertical partition of the linkage databases (attributes overlap). An overview of the overlaps of records and attributes in the datasets G, D A , and D B is illustrated in Figure 3 .
In this paper we only consider insider attacks (which involve the internal adversaries who are the database owners and/or the third party, as was discussed in Section 2) for privacy evaluation. We deem insider attacks to be the worst case because an insider adversary can be assumed to have more information than any external adversary, including knowledge about the PPRL protocol used, masking methods, and parameter values of the linkage techniques and algorithms used. It is important to note that a frequency attack might still be possible by an external adversary without this information. The possible scenarios for insider attacks in three-party and two-party protocols are:
Three-party protocols
In the first scenario, we assume that Alice, Bob, and Carol do not collude with each other. This case is much harder to attack because Carol does not know the encoding key and/or the parameter values used in the protocol, and Alice and Bob do not have access to the actual or masked values in each other's database. In this case, only a frequency attack might be possible by Carol depending on the PPRL protocol used.
In the second scenario, one of the database owners (Alice or Bob) gets the other database owner's data (Bob's or Alice's, respectively) by colluding with the third party Carol. This is a worst case assumption because if two parties collude in such a way, then the privacy of the party that is not involved in the collusion cannot be assured. However, many three-party protocols assume a trusted third party (as reviewed in [55] ) to reduce this risk of collusion. An alternative is to re-design a three-party protocol into a two-party protocol [51, 53, 59 ]. Similar to the above scenario, Carol colludes with Alice or Bob in order to get the (secret) encoding key in the third scenario. Thereby it can conduct a dictionary attack using the key, and so can decode both Alice's and Bob's data. Instead of one of the database owners, the third party gets both database owners' data in this type of collusion. However, the colluding database owner in many cases would not like to reveal the (secret) encoding key because that would compromise the privacy of its own data as well.
The first scenario, where no collusion between parties happens, is the best possible assumption. However, collusion can still happen in a HBC protocol [39] . The second and third scenarios are the worst case assumptions and they may be too unrealistic. Therefore, in this fourth scenario we assume that Carol knows only the masking function(s) and the parameter values used (and not the encoding key), either by colluding with Alice or Bob, or assuming or estimating parameter values with some background knowledge. Carol can perform an attack depending on the protocol, for example a cryptanalysis attack [37] , with this knowledge to infer Bob's or Alice's values.
Two-party protocols
No collusion is obviously possible in two-party protocols. However, similar to the fourth scenario in three-party protocols described above, Alice and Bob know the masking function(s) and the parameter values used in the protocol, and as a result they can perform attacks on the exchanged (masked) data between them to infer actual values from each other's data.
In the remainder of this paper, we assume that Carol knows the masking function(s) used in a PPRL protocol and knows or predicts the parameter values used in the protocol (fourth scenario for three-party protocols) to evaluate privacy of three-party protocols, similar to any two-party protocols. This assumption of an adversary's background knowledge (or partial knowledge) has been used in many attack methods that have been proposed in the literature [25, 35, 37, 58] .
Evaluation Measures
The evaluation of a PPRL technique needs to be conducted in terms of the three properties of privacy, quality, and scalability. Quality and scalability correspond to the effectiveness and efficiency of a linkage process and can be assessed based on available standard measures (such as precision, recall, reduction ratio, pairs completeness, etc.) that will be discussed in Sections 4.2 and 4.3, respectively. However, the privacy protection provided by a PPRL technique is comparatively more difficult to assess. In the following Section 4.1, we present evaluation measures that can be used to evaluate the privacy aspect of PPRL. While the privacy measures based on information gain (see Section 4.1) have previously been used in PPRL [18, 33] , the statistical disclosure risk measures based on probability of suspicion are novel. All the discussed measures will be experimentally evaluated in Section 6.
Privacy Measures
Privacy is normally measured as the risk of disclosure of information to the parties involved in a PPRL protocol (as will be described below in Section 4.1 in detail). As defined in statistical disclosure control [16] , if an entity's confidential information can be identified in the disclosed (masked) data with an unacceptably narrow estimation, or if it can be exactly identified with a high level of confidence, then this raises a privacy risk of disclosure. A practical way of assessing disclosure risk is to conduct re-identification studies by linking values from a masked dataset to an external global dataset G [16] .
We categorize the types of disclosure into record-level or identity disclosure, and attributelevel disclosure [17, 24] . Identity disclosure occurs when a record with multiple attribute values from the masked dataset D M can be linked to an entity with the same attribute values in G, which allows re-identification of the entity. It is important to note that a rare value (that only occurs in one or a small number of entities) for a single attribute could also lead to re-identification of the entity represented by that value by spontaneous recognition [17] . On the other hand, attribute-level disclosure allows an attribute value (characteristics) of an entity from D M to be accurately re-identified.
Our method to evaluate privacy is to simulate attacks (as described in Section 2) on protected data in the masked dataset : Degrees of privacy (adopted from [46] ), ranging from absolute privacy, where the adversary cannot re-identify the actual value from the masked data, to provably exposed, where the adversary can provably re-identify the actual value.
of the known unprotected data in G [41] . A disclosure risk (DR) measurement that boils down to a numerical value to quantify the privacy protection of a PPRL technique based on such a simulation attack allows us to compare the privacy guarantees of several PPRL techniques.
The resulting DR measures are numerical values that are normalized between 0.0 and 1.0, where DR = 0.0 means no disclosure at all and DR = 1.0 means a provable disclosure (i.e., unique correct re-identification). These normalized values can also be specified as degrees of privacy as illustrated in Figure 4 , following the work on degrees of connectivity or routing anonymity proposed by Reiter et al. [46] . In the following, we first consider DR of linkage using a single attribute in defining the privacy evaluation model, and then extend the model to include multiple attributes.
Disclosure Risk of Linkage Using a Single Attribute
If an attribute value a M of a record R M in a masked dataset (R M ∈ D M ) matches with exactly one value for the same attribute in G M , then there is a provably exposed risk of disclosure of a M , because the masked value a M can be identified with this one-to-one match. A value a M that matches with a small number of values in G M has a risk of suspicion with a high probability, while a value a M that matches with possibly many values in G M has a disclosure risk with a low probability. Absolute privacy is attained with values a M that match with either no values in G M (i.e., no background information is available), or with all the values in G M , or with a user-specified acceptable number of values k (as discussed below).
Given n g is the number of global values in G M that are matched with an attribute value a M in the masked dataset D M , the probability of suspicion of a M is calculated as 1/n g . We then normalize this probability into the 0.0 to 1.0 interval, where 1.0 indicates provably exposed risk and 0.0 represents absolute privacy, as defined in Equation 1 (with N = |G M |). As a running example, Table 1 
Maximum risk (DR M ax ):
This measure allows us to define the maximum risk of disclosure of the masked dataset. It corresponds to the maximum value for the probability of suspicion P s of attribute values a M in the masked dataset, as explained in Equation 2.
In the example given in Table 1 , the DR M ax is calculated as DR M ax = 1.0. This explains that the masked dataset has a maximum risk of 1.0 of any sensitive value being disclosed, i.e., there exists at least one attribute value in D M that matches to a single value in G M .
Marketer risk (DR M ark ):
It is important to know how many values in a masked dataset can be exactly re-identified. This risk is known as marketer risk and it evaluates the risk of disclosure from the perspective of a marketer adversary who wishes to re-identify as many values as possible in the disclosed dataset [14] . Marketer risk is measured as the proportion of values in D M that have provably exposed risk of disclosure (P s = 1.0) with one-to-one mapping in G M . DR M ark for the running example in Table 1 is 5/50 = 0.1, calculated using Equation 3 (as there are five of the fifty values having P s = 1.0).
where P s (a M ) is the probability of suspicion of a value a M in D M and n = |D M |.
Mean risk (DR
The mean risk calculates the average of probability of suspicion values to evaluate the average disclosure risk. DR M ean is calculated using Equation 4 . A value in the example masked dataset illustrated in Table 1 has an average probability of 0.28 of being re-identified, i.e., in average a value in D M can be matched to around four values in G M . 
5. User acceptance (UA) mean risk (DR U AM ): If the users/data respondents of the linkage accept that the data will not be at a disclosure risk if a value a M in their masked dataset matches with more than a certain number of values (k unique values) in the global dataset, then we can eliminate the risk of disclosing those masked values that are below the respective probability of suspicion, as the probabilities of suspicion of those values would be in the low confidence level, as shown in Figure 4 . This approach is based on the concept of (k, 1)-anonymization mapping [26] , where any value in a masked dataset is consistent with at least k original values and thus provides (k, 1)-anonymization privacy constraints. Ramachandran et al. [45] and Ferro et al. [23] proposed similar approaches to identify vulnerable records in a dataset that match with at most k global records in public data.
The mean disclosure risk calculation can then be applied using Equation 4 after removing or setting to 0.0 the probabilities of suspicions that are acceptable by the users. For our running example, if the acceptable minimum number of global values that match with a single value in the masked dataset is set to k = 4 (P s = 0.25), then in Table 1 we can set the probability of suspicion for the last 27 values (those with P s < 0.25) to P s = 0.0, and DR U AM would then be calculated as DR U AM = 0.24 using Equation 4.
We illustrate the distribution of P s values in the example dataset shown in Table 1 and the calculated statistical disclosure risk measures in Figure 5 . In Figure 6 , we also present the distribution of P s values in a real North Carolina (NC) voter dataset [7] and the disclosure risk measures calculated for a simple dictionary attack on hash encoded first name values using the same original NC voter dataset as the global dataset. As can be seen from these two figures, this set of statistical disclosure risk measures provide numerical and statistical information (maximum, mean, median, marketer, and UA mean) on the risk of disclosing a masked dataset. Table 1 and the calculated statistical disclosure risk measures from Section 4.1. The acceptable minimum number of global values that match with a single value is set to k = 4 (Ps = 0.25) for DRUAM . [7] and the calculated disclosure risk measures for a simple dictionary attack on hash encoded values using the same dataset as the global dataset. We set k = 50 for DRUAM .
Information theory measures:
The standard information theory measures, such as information gain (IG) and relative information gain (RIG) [18, 33] , can also be used as DR measures based on a simulation attack on the masked dataset using the original dataset as the global dataset. IG assesses the possibility of inferring values in the original dataset D, given its masked version D M . These information theory measures have been used for privacy evaluation in PPRL before [18, 33] . However, there are some limitations of these measures.
The first limitation is that the global dataset can only be assumed to be the same as the original linkage dataset (G ≡ D), while our statistical DR measures are independent of the choice of the global datasets. The second is that the IG measures provide only the overall total information gain from the masked dataset while our DR measures provide statistical summary information of the disclosure risk. We use a small example dataset shown in Table 2 to illustrate the calculation of IG and RIG.
Following the notation used by Durham [18] and Karaksidis et al. [33] , the entropy H(D) of a dataset D is defined as:
where n g denotes the number of global values in G that match with a value a in D, and N is the total number of values in G. H(D) is calculated for the example dataset with three made-up values (shown in Table 2 ) to 1.48, as explained in the left three columns in the table. Table 2 : Disclosure risk calculation of a small example dataset using IG and RIG. The global dataset is the same as the original dataset (G ≡ D) and the total number of global values in G is N = n = 100. 
The conditional entropy of a dataset
, is [18, 33] :
where n 
The running example results in IG = 1.48 − 0.48 = 1.0. The lower the value for IG is, the more difficult it is for an adversary to infer the original dataset from a masked dataset. The relative IG (RIG) measure normalizes the scale of IG (0.0 ≤ RIG(D|D M ) ≤ 1.0) with regard to the entropy of the original dataset D [33] , and is defined as RIG(
. This is calculated as RIG = 1.0/1.48 = 0.67 for the running example dataset. Since RIG values are normalized between 0.0 and 1.0, they provide a marginal scale for comparison and evaluation.
Disclosure Risk of Linkage Using Multiple Attributes
Record-level (or identity) disclosure is possible when multiple attributes are used for linking, as it is generally the case. Disclosure risk calculation for linking on multiple attributes can be done in three ways depending on the information available in the global dataset G.
The first case is if the global dataset contains combinations of individual values for all attributes (m attributes) used in the linkage and/or blocking, and each combination refers to one single entity, then the disclosure risk calculation is similar to the single attribute disclosure calculation. For each record R M in the masked dataset D M , the number of global records n g that have the matching values in the same attributes of R M is calculated and the probability of suspicion of R M then is P s (R M ) = 1/n g . An example Figure 7 : Distribution of probability of suspicion (Ps) of (a) first name and city, (b) first name and last name, (c) first name, last name, and city, and (d) first name, last name, city, and zipcode attribute values in the hash encoded NC voter dataset [7] and the calculated disclosure risk measures for a simple dictionary attack on hash encoded values using the same dataset as the global dataset. We set k = 50 for DRUAM calculation.
would be if a combination of masked values of 'amilia' for the first name attribute and 'smith' for the last name attribute of a record R M in D M matches with n g = 2 combinations/records in G M that have the same masked values in the corresponding two attributes; then the probability of suspicion of R M is calculated as P s (R M ) = 1/2 = 0.5. This disclosure risk is higher than when only a single attribute is used in linkage, since multiple attributes (more information) of a record are compared with the entities in G that also have the same combination of attribute values (which could likely allow for an identity disclosure).
The distributions of probability of suspicion values in a real NC voter dataset [7] and the calculated disclosure risk measures for a dictionary attack on hash encoding of multiple attributes are shown in Figure 7 . As the figure illustrates, when multiple attributes are used in linkage the disclosure risk becomes higher compared to the risk when only a single attribute is used, as was shown in Figure 6 . The probability of suspicion and the disclosure risk values become higher with more attributes used. The number of unique combinations of attribute values of first name and city is smaller than the number of unique combinations of first name and last name which results in lower disclosure risk values for the former, as can be seen in Figures 7(a) and 7(b) , respectively. The probability of suspicion of the four attributes first name, last name, city, and zipcode provide a marketer risk of DR M ark = 0.84, as shown in Figure 7(d) . This is similar to the results by Sweeney [49] who showed that around 90% of the population of the USA have a unique combined value zipcode, gender, and date of birth. 
Linkage Quality Measures
PPRL has to deal with the trade-off between privacy protection and the quality of linkage. Achieving more privacy generally means losing more data quality due to information lost in the protected/masked data as compared to the original data, and thus losing more quality of the linkage results. In practice, measuring the linkage quality is often difficult, because no truth data with known match status are available in many real-world applications [8] . However, the linkage quality can be assessed in a pilot study using synthetic data (representing real data characteristics) with known match status [10] , or using the manual classification results obtained by clerical review in a record linkage process [5] .
The quality of linkage in PPRL depends on both the quality of blocking as well as the quality of comparison and classification steps. The measures that are commonly used in information retrieval and data mining, such as precision, recall, and f-measure [44] , can be used to assess the quality of private comparison and classification results. The quality of blocking can be measured using the pairs completeness and pairs quality measures [5] . Based on the classification of the number of true matches (TM), false matches (FM), false non-matches (FN), true non-matches (TN), true matches included in the candidate record pairs generated by blocking (BM), and true non-matches included in the candidate record pairs (BN), the linkage quality measures are defined as given below.
1. Precision: the fraction of record pairs classified as matches by a decision model that are true matches:
2. Recall: the fraction of true matches that are correctly classified as matches by a decision model:
3. F-measure: the harmonic mean of Precision and Recall, calculated as F -measure = 2 × (P recision × Recall)/(P recision + Recall).
Pairs completeness (P C): measures the effectiveness of a blocking technique (similar to Recall). P C = BM/(T M + F N ).
5. Pairs quality (P Q): measures the efficiency of a blocking technique and is similar to Precision: P Q = BM/(BM + BN ).
Scalability Measures
The third aspect of PPRL that makes the linkage process scalable to large real-world databases is dependent on the complexity of the protocol. The number of record pairs that are compared and classified using a PPRL technique determines the complexity of the protocol. A naïve pair-wise comparison of two databases is of quadratic complexity in the size of the databases [6] . Private blocking techniques [18, 32, 38, 52, 54] are used in the first step of PPRL to reduce this large number of comparisons by removing pairs that are unlikely to refer to matches without comparing them in detail in the next step.
The efficiency of a blocking technique can be measured using reduction ratio (RR) [5] , which provides a value that indicates by how much a blocking technique is able to reduce the number of candidate record pairs that are being generated compared to all possible record pairs. Reduction ratio is calculated as RR = 1.0
The complexity of techniques (or algorithms) used in PPRL has also an impact on the scalability of the protocol. Generally the complexity of algorithms is measured using the big-O notation [43] and practically evaluated in terms of efficiency using measures that are dependent on the computing platform and the networking infrastructure used, such as the total runtime, the memory space required to perform the linkage, and the size of messages or data communicated between parties in the protocol. The challenge with these platform dependent measures is how to normalize them into the 0.0 to 1.0 interval, to allow comparison of several PPRL solutions. A possible way to evaluate runtime, for example, is to calculate the average time required for a candidate record pair to be compared and classified using the most computationally intensive PPRL technique, and then multiply this value by the total number of candidate record pairs (n A × n B , if no blocking is applied). This would give an upper bound for expected runtime. Then we can run all the PPRL solutions that need to be evaluated on the same computing platform, and measure their runtime. Using the upper bound calculated, the resulting runtime values can then be normalized between 0.0 and 1.0.
Overall Evaluation Score
A generic score can be calculated to evaluate PPRL techniques in terms of the three properties using the measures discussed in the above sections. For example, given the measures for disclosure risk (DR), linkage quality (LQ), and scalability (S), the overall evaluation score can be computed by using the weighted average of the three measures.
Different weights for the three properties can be used depending on the importance of the properties with respect to application or user preferences. This final numerical score indicates the viability of a specific PPRL solution in terms of privacy, linkage quality, and scalability. A graphical representation of the three properties of PPRL provides more insights into the analysis and comparison of different PPRL techniques. Threedimensional plots can be used to define the three properties along the three axes of the graphs to compare PPRL solutions, as will be shown in Section 6.
PPRL Techniques
In this section, we summarize some of the PPRL techniques proposed in the literature which we will empirically evaluate and compare in Section 6 using our proposed evaluation framework. We also describe the methods for linkage attacks on those techniques using an external global dataset. Linkage attacks for randomized masking [24] with error bounds are out of the scope of this paper.
As explained by Duncan et al. [16] , a drawback of using external datasets for risk calculation in disclosure control, is that the results are dependent on the choice of global datasets. Conducting linkage studies using a very large external dataset as the global dataset would require longer runtime and more computational resources which might not be practical for empirical evaluation. In addition, an external global dataset might not be available for privacy evaluation. In the worst case scenario, the global dataset G can be considered to be equivalent to the linked database D (i.e., G ≡ D). Conducting linkage studies of attacks such as frequency attacks, cryptanalysis attacks, and collusion using the masked dataset (D M ) and the original dataset D as the global dataset would provide the highest disclosure risk in this worst case scenario. If a specific privacy technique provides sufficient privacy guarantees under such a worst case assumption, then the privacy technique would provide sufficient privacy in a real-world setting as well, because the global dataset available to an adversary is highly likely to be different from the original dataset. If G is larger than D, then there would possibly be many global values in G M that match a masked value in D M , which therefore result in lower disclosure risk. On the other hand, if G is smaller than D, there might be masked values in D M that do not match with any global values in G M , again resulting in lower disclosure risk.
We consider the worst case assumption of G ≡ D in this paper for privacy evaluation and comparison of several PPRL techniques in Section 6. However, the proposed framework can be used with any choice of global dataset (as long as all the techniques are compared for privacy against attacks using the same global dataset). First, in Section 5.1, we present the solutions proposed for private blocking (step 1 of the PPRL pipeline shown in Figure 1 ) and linkage attacks that can be applied on them, and then in Section 5.2 we present the solutions and linkage attacks for private comparison and classification (step 2 of the PPRL pipeline).
Private Blocking
Several techniques for private blocking have been proposed, and in this paper we choose the following state-of-the-art techniques to be empirically evaluated and compared using the evaluation framework. k-NN: Karakasidis et al. [32] proposed a three-party private blocking based on knearest neighbor clustering and reference values. Initially, clusters are created for the set of reference values that are shared and known by both database owners using knearest neighbor clustering such that each cluster consists of at least k elements in the reference set to provide a k-anonymous privacy guarantee (i.e., each masked record is indistinguishable from k reference values by the adversary). Each database owner then assigns the blocking key values (BKVs) of their records to the respective clusters according to the Dice-coefficient similarity of q-grams [5] between the BKVs and the reference values. These clusters are sent to a third party that matches the corresponding clusters to generate candidate record pairs. A main drawback of this approach is that it requires calculation of similarities between each record and all the reference values.
HLSH: Durham [18] investigated how locality sensitive hashing (LSH) can be applied in Bloom filter-based PPRL to reduce the number of record pair comparisons. LSH allows hashing of values in such a way that the likelihood that two similar values are hashed into the same block can be specified through the use of certain hash functions. A Bloom filter is a bit array data structure where hash functions are used to map a set of elements (q-grams extracted from attribute values) into the bit array. For private blocking, an iterative approach was employed, where random bits are sampled in each iteration from the Bloom filters and sent to a third party. The third party then uses Hamming-based LSH functions to compute the Hamming distance (since the Jaccard distance-based LSH functions require longer runtime than the Hamming distance [18] ), which allows efficient generation of candidate record pairs. It is difficult to tune this approach as it requires several highly sensitive and data dependent parameters that have to be set with an acceptable trade-off among them [18] .
SNC-3PSim and SNC-3PSize: The sorted neighborhood-based blocking [15, 28] used in traditional record linkage sorts database tables according to a 'sorting key' (an attribute or combination of attributes used to sort the records) over which a sliding window of size w is moved and candidate record pairs are generated from the records that are within the current window. This approach is very efficient compared to other blocking techniques in that its resulting number of candidate record pairs is O((n A + n B )w), while with many other blocking techniques the number is O((n A × n B )/b) [6] . Due to its efficiency, the sorted neighborhood blocking has recently been considered for private blocking. Vatsalan et al. [52] proposed a three-party private blocking approach based on sorted neighborhood clustering (SNC) [15] and using a combination of the privacy technique k-mapping [26] and reference values. In this approach, the private database records are first inserted into the sorted list of public reference values according to their SKVs. This results in blocks containing one reference value and several SKVs that are sorted near the reference value. These blocks are then merged to generate k-anonymous blocks that contain at least k masked SKVs and one or more reference values. Two versions of k-mapping are proposed to generate k-anonymous blocks. The first is based on similarity between reference values (which we call SNC-3PSim) and the second on the size of blocks (SNC-3PSize). These k-anonymous blocks are sent to a third party that merges the corresponding blocks from the two database owners depending on the common reference values in the blocks to generate candidate record pairs.
Generally, in three-party private blocking techniques (the above described kNN, HLSH, SNC-3PSim, and SNC-3PSize), only the number of blocks (n B ) and the size of each block (t i = |b i |, 1 ≤ i ≤ n B ) are revealed to the third party that participates in the protocol. In the masked (blocked) dataset D M , a record r is consistent or similar with t i − 1 other records in the same block b i where r resides. If r is consistent with t i records (including r) in the local database then there would be at least t i global matching values (n g ≥ t i ) in G. Therefore the probability of suspicion of a record r in private blocking is P s = 1/t i (≥ 1/n g ) under the worst case assumption (G ≡ D). The general attack method and DR calculation for three-party private blocking solutions are illustrated in Figure 8 with two small example blocks b 1 of size t 1 = 4 and b 2 of t 2 = 3.
HCLUST: Another privacy technique used in private blocking is differential privacy [20] . Recently Kuzu et al. [38] used differential privacy to add noise into the blocks generated using hierarchical clustering. A third party is not needed for blocking (two-party private blocking). Initially global clusters are generated for a set of reference values using hierarchical clustering. Then each database owner assigns their records into these global clusters based on their similarity. Differential privacy is used by adding noise drawn from a Laplace distribution to ensure privacy against inference due to clusters being revealed to the third party. Noise is added in the form of random new BKVs.
A three-party SMC-based approach is then used in step 2 of the PPRL pipeline to compare and classify the candidate pairs generated in the blocking step [38] . This approach is computationally expensive in terms of the number of similarity calculations.
Random noise increases privacy by reducing the probability of suspicion. If r random values are added into a block b i of size t i , these t i records will have the probability of suspicion P s = 1/(t i + r), where originally it was P s = 1/t i . However, when adding extra records there is generally a trade-off between linkage quality (due to false matches of randomly added values), scalability, and privacy [33] . False matches of random values can also affect the privacy of the matched real values, since the privacy of a matched real value might be compromised due to a false match with a random value.
SNC-2P:
Vatsalan et al. [54] recently converted the three-party SNC-based blocking [52] (described above) into a two-party private blocking approach. The two database owners use different sets of reference values for k-mapping to generate the k-anonymous blocks. Then they exchange certain reference values from each block over which a sorted neighborhood approach using a sliding window is conducted to determine candidate blocks from both databases.
A private blocking protocol that reveals more than the size (t i ) and number of blocks (n B ) during the protocol will provide more information on the distribution of blocks and their values. For example, the SNC-2P [54] protocol reveals reference values from each block, and the more reference values are exchanged from a block between the database owners the more information is disclosed about that block. Assume a block and 'myler'= 4, then this reveals that there are 2t 1 /9 = 2 records sorted near 'melar', 3t 1 /9 = 3 near 'millar', and 4t 1 /9 = 4 near 'myler'. The minimum n g now becomes 2 with the two records sorted near 'melar' and the maximum probability of suspicion P s therefore increases to 1/2.
Private Comparison and Classification
A variety of privacy techniques has been used for private comparison and classification in PPRL [55] . We evaluate the following private comparison and classification solutions proposed in the literature which are based on two types of privacy techniques: reference values and Bloom filters.
2P-Bin:
Pang et al. [42] introduced a three-party solution based on a set of reference values that are shared by both database owners. The database owners compute the distance based on the similarity between the reference values and their private attribute values, and they send the similarity values to a third party that classifies the pairs of values based on the triangular property of distance metrics. This approach was recently converted into a two-party setting by Vatsalan et al. [53] . In their approach, the similarity values calculated with the reference values are binned into intervals and instead of exchanging the actual similarity values the bins of similarity are exchanged between the database owners. Classification is conducted from the exchanged bin valuesbased on the reverse triangular property of distance metrics.
A frequency linkage attack method for reference values-based private comparison and classification solutions is explained in Figure 9 . An adversary having access to a global dataset G can compute the number of matching values n g in G M that have the same similarity or bin of similarity with the same set of reference values to calculate the probability of suspicion P s . DR measures can then be calculated using the P s values for each value in D M . As illustrated in Figure 9 , the exchange of bins of similarity reduces the probability of suspicion and thus increases the privacy guarantees compared to revealing the actual similarity values to a third party, as proposed in the three-party solution [42] (assuming the third party might collude and/or it might have information about the reference values used). In addition, the number of bins used in the two-party solution determines the privacy of this approach. If the number of bins is large then the similarity range of each bin becomes smaller, and this results in a smaller number of global values n g in G M that match with a specific bin value. Therefore, the larger the number of bins the lower the privacy of the solution but the higher the quality of linkage.
2P-BF:
Bloom filters are another promising privacy technique that has recently been used in several privacy-preserving solutions. Schnell et al. [47, 48] proposed a threeparty Bloom filter-based private comparison and classification solution. The database owners map q-grams of attribute values of a record into a Bloom filter of length l using k hash functions by setting the corresponding bit positions to 1, and then send these Bloom filters to a third party that can calculate the similarity between the Bloom filters using a set based similarity function such as the Dice-coefficient in order to classify the pairs. This method of encoding is known as cryptographic longterm key (CLK) [48] .
Durham [18] studied this approach in detail by using record-level Bloom filter encoding (RBF) to overcome the problem of cryptanalysis attack [37] associated with attribute (or field)-level encoding. The attribute values (q-grams) are hash-mapped into different Bloom filters, and then bits are selected from each of the attribute's Bloom filters according to their weights calculated based on Fellegi and Sunter's agreement and disagreement weights [22] (more bits are selected from attributes with higher weights) and frequencies (bits with certain frequencies are not included to improve privacy) in order to compose the RBF.
In a hybrid encoding we can combine both CLK and RBF (which we call CLKRBF) to select different numbers of hash functions k for different attributes according to their weights and map them into the same Bloom filter of length l. Having different numbers of hash functions for different attributes based on weights provides more accuracy as with RBF [18] , and mapping them into the same Bloom filter improves privacy due to collision between bits as with CLK [48] .
Bloom filter encoding is studied in a two-party context by Vatsalan et al. [51] by using an iterative classification method. In this approach, the database owners generate Bloom filter encodings and then iteratively exchange a certain number of bit positions from each of their Bloom filters. The minimum similarity is calculated from the bits revealed in order to classify the pairs of Bloom filters into matches, non-matches, and possible matches. The pairs that are classified as possible matches are taken to the next iteration where another set of bit positions is revealed to classify the remaining pairs. The number of bits to be revealed in each iteration is calculated in such a way that the non-matches are removed before revealing more bits [51] .
We evaluate this 2P-BF approach in Section 6 using the CLK, RBF, and CLKRBF encodings. A simple example of the attack method and the calculation of DR measures for Bloom filter-based private comparison and classification is presented in Figure 10 . The main idea of a cryptanalysis attack [37] is that if a bit position is set to 0 in a Bloom filter, then all the possible matches (members or substrings of the string which As the membership theory states [37] , all the bit positions that are set to 0 in the Bloom filter of record r1 must also be set to 0 in the Bloom filters in G M that are possible matches to r1. Hence, in the shown example two of four global values' Bloom filters ('smitth' and 'smitthe') in G M match with the Bloom filter of r1 and therefore Ps = 1/2. In the iterative classification approach, the probability of suspicion increases with more bits revealed.
is mapped to this Bloom filter) must not independently set the specific bit position to 1, as proven in [37] . In 2P-BF, the probability of suspicion increases with the number of bits revealed, as shown in Figure 10 .
Experimental Evaluation
We used two real datasets to empirically evaluate and compare the solutions described in Section 5 by using our proposed evaluation framework.
OZ:
The first database is an Australian telephone directory (OZ) that contains 6,917,514 records. We extracted four attributes commonly used for record linkage: given name (with 78,336 unique values), surname (404,651 unique values), suburb (town) name (13,109 unique values), and postcode (2,632 unique values). To generate datasets of different sizes, we sampled 0.1%, 1%, 10%, and 100% of records in the full database each for Alice and Bob, and stored them into pairs of files such that 50% of records appeared in both files. The record pairs that occur in both datasets are exact matches. These datasets are labeled as 'No-mod' for no modification.
To investigate the performance of PPRL solutions in the context of 'dirty data' (where attribute values contain errors and variations), we generated another series of datasets where we modified each attribute value by applying a randomly selected character edit operation (insert, delete, substitute, or transposition) [9] . These datasets are labeled as 'Mod' for modification. This leads to a much reduced number of exact matching record pairs and allows us to evaluate the quality of solutions in terms of the accuracy of approximate matching.
NC:
The second database that we used is a large real-world voter registration database from North Carolina (NC) in the US [7] , containing records of several million voters. We downloaded this dataset every two months since October 2011 to build a longitudinal dataset. As detailed in [7] , we have done extensive data cleaning and 
Private Blocking Techniques
We compared and evaluated the scalability, quality, and privacy of the six private blocking approaches described in Section 5, which are labeled as SNC-2P [54] , SNC3PSim [52] , SNC-3PSize [52] , HCLUST [38] , k-NN [32] , and HLSH [18] . We used parameter settings for these techniques in a similar range as used by the authors of these techniques.
For k-NN, k is set to 3 and the minimum similarity threshold is set as s t = 0.6. In the HLSH method, the number of iterations is set to µ = 40, the number of hash functions is k = 30, the length of Bloom filters is l = 1, 000 bits, and the number of bits to be sampled from the Bloom filters at each iteration is φ = 45. In the HCLUST method, the number of clusters is set to 1/10 of the number of records in the dataset, the differential privacy parameter = 0.3, and the fake records tolerance parameter w n is set as the number of records in the datasets to be linked. The parameters for the SNC approaches are set as minimum block size k = 100, minimum similarity threshold s t = 0.8, and window size w = 2. Figure 11 shows the scalability of blocking approaches to different sizes of the OZ datasets measured by total blocking time (averaged over the results of all parties over all variations of each dataset). As can be seen from the figure, the SNC-based approaches (SNC-2P, SNC-3PSim and SNC-3PSize) require less time than other approaches and are scalable to large databases. k-NN and HCLUST take significantly higher blocking time than HLSH and the SNC-based approaches.
The efficiency of blocking (scalability) measured by RR and the effectiveness of blocking (quality) measured by PC of the six private blocking approaches are compared on the OZ-172,938 Mod and NC datasets in Figure 12 . SNC-2P achieves the highest PC at the cost of some reduction in RR, while the other approaches comparatively have lower PC with RR being almost 1.0. HLSH performs better by achieving high values for both RR and PC. The scalability and quality values for the blocking approaches on the NC dataset are mapped into a RR and PC plot, shown in Figure 13 , to compare the trade-off of scalability and quality of blocking.
Finally, the privacy protection of the solutions are evaluated using the disclosure risk measures presented in Section 4.1. Due to time and memory constraints, we use the original dataset as the global dataset (G ≡ D) for privacy evaluation under the worst case assumption. The sizes of blocks generated by the six private blocking approaches are compared on the OZ-172,938 Mod and NC datasets in a box-and-whisker plot in Figure 14 . The SNC-based approaches and HCLUST have lower variances between the block sizes which make a frequency attack using block sizes more difficult. The HLSH approach generates overlapping blocks of smaller sizes and the variance between block sizes is comparatively very high. It is important to note that if the third party (in three-party solutions) does not have any information regarding the parameters used and/or if it does not collude with any of the database owners, then trying to mount a frequency attack even with variant block sizes is non-trivial. Figure 15 shows the distributions of probability of suspicion (P s ) values (similar to the examples illustrated in Figures 5, 6 , and 7) in the NC dataset blocked by the six private blocking approaches. The median of the distribution (which is used to calculate DR M ed ) is marked by a vertical dotted line in the figures. SNC-2P generates the lowest probability of suspicion curve on both datasets. However, its maximum P s goes higher compared to SNC-3PSim, SNC-3PSize, and HCLUST approaches.
The trade-off between privacy (measured by DR M ax , DR M ean , DR M ed , and RIG) and quality (measured by PC) of private blocking solutions is illustrated in Figure 16 for all six approaches on the OZ-172,938 Mod and NC datasets. SNC-2P provides the highest PC with reasonably lower DR. Next follow the SNC-3PSim, SNC-3PSize, and HCLUST approaches, which perform better compared to the k-NN and HLSH ones by achieving higher PC with lower values for DR measures. [18, 51] , and 2P-BF CLKRBF [51] . For the 2P-Bin [53] solution, the number of bins used is in the range of k = [4, 6, 8, 10, 12] and the minimum similarity threshold is set to s t = 0.8. As in previous work [47, 48, 51] , the default parameters for the 2P-BF [51]-based solutions are set to the number of hash functions k = 30, length of Bloom filters l = 1, 000, q = 2, and the minimum similarity threshold s t = 0.8. Weights, l of each attribute for the RBF method, and k of each attribute for the CLKRBF method on the NC dataset are given in Table 4 . because the number of global matches becomes smaller with modified (by data errors and variations) values. Interestingly, in the modified dataset the mean disclosure risk decreases with k. This is because with modified datasets, the number of global matches n g in G M with the same bin values as the bin values in D M for the linkage attributes becomes zero with more bins, and thus all the N global values in G M can be considered as possible matches, which decreases the disclosure risk. Small variations in the linkage attribute values would make a frequency linkage attack more difficult.
We then compared the Bloom filter-based approaches with the three encodings. As Figure 18 illustrates, the RBF encoding requires more iterations to converge but achieves a higher recall of matches compared to the CLK method that completes the task in a smaller number of iterations. The hybrid CLKRBF method achieves a higher recall in a smaller number of iterations. The minimum similarity value of record pairs that remain unclassified shows that the CLK and CLKRBF encoding methods have a minimum similarity of 0.5 (i.e., non-matches with less than 0.5 similarity are removed) when half of the iterations are completed, while the RBF encoding requires three quarter of iterations to classify pairs so that the remaining pairs have a minimum 0.5 similarity value. Hence, the CLKRBF encoding method outperforms the other two encodings in the 2P-BF solution by achieving higher linkage quality, and better privacy in terms of bit distribution and pruning of non-matches.
The experiments described above assumed the worst case setting of global dataset. Since we used the original dataset as the global dataset in this worst case (G ≡ D), the number of global values n g in G M that match a certain masked value in D M is very small, which results in high disclosure risk values. Ideally, a global dataset would not necessarily be equivalent to the original dataset and would have many combinations of different attribute values resulting in lower disclosure risk values, as was discussed in Section 5. Testing the privacy of the 2P-BF technique and several private blocking techniques such as SNC-3PSim, SNC-3PSize, and k-NN on the OZ-17,294 dataset using a global dataset that is the full Australian telephone database (containing around 6.9 million records) provides much lower (2.5 magnitudes) disclosure risk results compared to the results in the worst case setting of G ≡ D, as shown in Figure 19 . Figure 20 shows the scalability to different sizes of datasets (calculated by total linkage time) of the four private comparison and classification techniques (2P-Bin, 2P-BF CLK, 2P-BF RBF, 2P-BF CLKRBF) on the OZ datasets. Bin size is used as k = 6 for the binning-based approach (2P-Bin) and all four attributes in the OZ datasets are used as linkage attributes for all four techniques. The 2P-Bin approach requires less linkage time and is more efficient than the 2P-BF-based approaches (2P-BF CLK, 2P-BF RBF, 2P-BF CLKRBF). However, the disclosure risk is higher and the linkage quality is lower for the 2P-Bin approach compared to the 2P-BF-based approaches, as will be compared in Figure 21 . All three variations of the 2P-BF-based approaches require similar linkage time. The CLKRBF encoding method is faster than the CLK and RBF encoding methods as it requires a smaller number of iterations to converge compared to the other two encoding methods (which we discussed in Figure 18 ).
A comparison of disclosure risk measures (DR M ax , DR M ark , DR M ean , DR M ed ) against linkage quality (calculated by F-measure) of the four private comparison and classification techniques on the OZ-17,294 Mod dataset is given in Figure 21 . The 2P-Bin solution leads to higher disclosure risk values (i.e., lower privacy) and lower linkage quality than the 2P-BF-based approaches. In 2P-BF approaches, as can be seen from Figures 20 and 21 , the CLKRBF encoding method performs better by achieving high F-measure, providing low disclosure risk, and requiring less linkage time than the other two encoding methods.
Discussion
The presented evaluation of several private blocking and private comparison and classification solutions using the proposed evaluation framework provides a comprehensive view of the performances of these solutions with regard to the three main properties of PPRL: scalability, linkage quality, and privacy.
The empirical results of private blocking solutions on the NC dataset and private comparison and classification solutions on the OZ-17,294 Mod dataset are summarized in Tables 5 and 6 , respectively, in terms of the three properties: scalability, linkage quality, and privacy. We calculated overall scores (using Equation 9 with α = 0.33 and β = 0.33, i.e., equal weights) to compare the viability of PPRL solutions with respect to all three properties. Scores with different weights would provide a ranking of solutions in the preferred context depending upon application and/ or user requirements. However, determining appropriate weights for each aspect is a cumbersome task that requires domain and application knowledge. Different scores are calculated with different combinations of measures for the three properties, as presented in Tables 5 and 6 . For private blocking solutions we calculated the following four scores: score 1 is an average of RR, PC, and DR M ax , score 2 is an average of RR, PC, and DR M ean , score 3 is an average of RR, PC, and RIG, and score 4 is an average of time, PC, and DR M ean . The scores calculated for the private comparison and classification solutions are: score 1 is an average of time, F-measure, and DR M ax , score 2 is an average of time, F-measure, and DR M ark , and score 3 is an average of time, F-measure, and DR M ean .
The comparison results of the six private blocking solutions presented in Table 5 show that SNC-2P outperforms the other solutions in terms of all the measures except DR M ax (and thus except score 1). HLSH is faster and achieves higher RR and PC compared to the other four approaches, however the DR and RIG measures are higher (i.e., lower privacy). SNC-3PSim and SNC-3PSize are faster as well with lower values for DR and RIG and achieve moderately higher RR and PC values. The k-NN and HCLUST approaches are slower though the other aspects provide moderate results.
Among the four private comparison and classification solutions compared in Table 6 , the 2P-BF-based approaches provide higher linkage quality results than the binningbased approach (2P-Bin), while the DR measures are also lower (which means privacy is higher compared to the 2P-Bin approach). However, the 2P-Bin solution is efficient and requires much shorter runtime compared to others. The 2P-BF with the CLKRBF encoding method outperforms in terms of overall scores. Finally, we have studied how a private blocking solution (we chose the SNC-2P as it provides higher scores compared to others- Table 5 ) combined with the 2P-BF CLKRBF private comparison and classification solution determines the three properties of scalability, quality, and privacy. We combined the 2P-BF solution with no blocking, Soundex [3] -based phonetic blocking (a standard blocking approach that has been used in non-PPRL, where records with the same phonetic encodings for the BKVs are grouped into the same block), and the SNC-based two-party private blocking (SNC-2P) solution. Table 7 presents the total time required for blocking and linkage, linkage quality results, and the DR measures in the worst case setting (G ≡ D) of the 2P-BF solution with these three blocking scenarios. As the results show, when no blocking is applied the DR values are very low. However, no blocking requires significantly higher linkage time compared to when a blocking technique is applied. Phonetic-based blocking is faster than the SNC-2P private blocking, though privacy and linkage quality results are comparatively better with the SNC-2P approach. 
Conclusion and Future Work
In this paper, we have presented a comprehensive evaluation framework for privacypreserving record linkage (PPRL) solutions that enables assessment and comparison of different solutions in terms of the three main properties of PPRL, which are scalability, linkage quality, and privacy. Scalability and quality of PPRL solutions can be assessed using the standard measures that have been used in the literature. However, numerical measures to quantify the privacy guarantees provided by a solution need to be defined.
We have defined five different disclosure risk measures that can be used to measure the privacy of PPRL solutions by simulating linkage attacks on those solutions using an external global dataset. We used the framework to experimentally evaluate six private blocking, and four private comparison and classification solutions using realworld databases. The results validate that our framework allows extensive evaluation, analysis, and comparison of different PPRL solutions with respect to all three properties of PPRL.
Future work includes extending the framework to address the problem of PPRL of multiple sources and to consider different adversary models such as the covert model [1] or accountable computing [31] . Scoring the solutions with appropriate weights for different measures is an important problem to be solved. Additional work is required on large scale empirical evaluation [11] on other real datasets or realistic synthetic datasets generated using our GeCo (personal data Generator and Corruptor) tool [10, 50] . Investigating efficient and interactive linkage attacks, and approximation with frequency error bounds would be another direction for future research.
