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Chapter 3
Uniqueness in 3PCA and CP
3.1 Introduction
A well-known property of PCA is the indeterminacy of its decomposition. We can
replace the principal components by nonsingular linear combinations of them, as long
as we compensate this transformation in the loading matrix. No information is lost
after rotating the principal components.
A similar phenomenon occurs in 3PCA. There is freedom to rotate each of the
component matrices, as long as a counter-operation is applied to the core array G.
This will be explained in the second section of this Chapter.
In the CP model the situation is not the same. The specificity of the superdiagonal
core array I withdraws most of the indeterminacy that existed in the 3PCA model.
Under mild conditions it can be shown that a CP solution is, in fact, essentially
unique. What is meant by “essentially unique” and which are these “mild conditions”
is to be discussed in the third part of the Chapter. Operations that can be applied to
a CP decomposition while preserving the uniqueness property will also be discussed.
The issue of uniqueness is specially important in this dissertation when we reach
Chapter 7. As will be discussed in that Chapter, the analysis of the eigenstructure of
the second-order derivatives of the loss functions for the CP and INDSCAL models
can be affected by the presence of (non-)unique decompositions. Therefore, at this
point it is important to understand what uniqueness is and how it can be dealt with.
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3.2 Non-uniqueness in 3PCA
Since 3PCA was presented it has been clear that a solution can always be transformed
without loss of fit, Tucker [114]. To see this, we recover the matricized formulation of
the model,
Xa = AGa(C
′ ⊗B′) + Ea. (3.1)
If we consider nonsingular matrices S (P × P ), T (Q × Q) and U (R × R), we can
rewrite the fitted part in the last expression as
AGa(C
′ ⊗B′) = A(S′)−1S′Ga(U⊗T)(U−1 ⊗T−1)(C′ ⊗B′)
= A(S′)−1︸ ︷︷ ︸S′Ga(U⊗T)(U−1C′︸ ︷︷ ︸⊗T−1B′︸ ︷︷ ︸). (3.2)
This shows how we can change the component matrices from A, B, C to A(S′)−1,
B(T′)−1, C(U′)−1, respectively, and maintain the fit. We just need to change the
core array accordingly, from Ga = [G1| · · · |GR] to S′Ga(U⊗T). Other useful ways
to present the transformed core array are in vec- and vec∗-form: (T′⊗S′)GvecU and
(S′ ⊗ T′)Gvec∗U, respectively. These transformations of 3PCA solutions are known
as Tucker transformations, Tucker [114].
As mentioned before, postmultiplying the component matrices of a 3PCA decom-
position by invertible transformation matrices can always be counter-balanced with
an appropriate compensation in the core array. This means that the component ma-
trices can be transformed without changing the slices of the original array. Such a
transformation can therefore be regarded as array-preserving. The process can also
be inversely considered: It is possible to transform the core array in any of the three
directions possible, as long as a compensating operation is applied to the component
matrices in the corresponding directions.
In practical applications we assume P  I, Q  J , R  K. More specifically,
Tucker [114] explains how Tucker transformations can be used to transform all com-
ponent matrices into full column-rank matrices, if needed. For instance, suppose that
A has linearly dependent columns. Then it is possible to find an invertible matrix S
such that A(S′)−1 has one or more columns containing all zero entries. These zero
columns of the transformed A can be discarded along with the corresponding rows
of the transformed core array, thus reducing the column order of A and row order of
Ga (Tucker [114], p. 288). Since we can proceed this way for all component matrices,
we conclude that it can be always assumed that A, B, C have full column ranks.
The previous reasoning has a direct consequence: there is no point in considering
3PCA solutions with P × Q × R core arrays where P > QR (Q > PR, R > PQ),
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which is known as overfactoring. To see this, suppose P > QR. Then Ga has linearly
dependent rows, so it is possible to find an invertible S such that S′Ga has one or
more zero rows. These rows may be discarded, as well as the corresponding columns
of A(S′)−1. So we conclude that we need only consider 3PCA solutions with core
arrays such that P 6 QR.
We can still impose an extra condition on the component matrices to be found
by a Tucker transformation, namely, that they are to be columnwise orthonormal.
In fact, it suffices to find the appropriate S, T, U such that A(S′)−1, B(T′)−1,
C(U′)−1 are orthonormal. We illustrate how to do this for component matrix A.
Define S = KΛ1/2, where A′A = KΛK′ is an eigendecomposition. Then A(S′)−1 is
columnwise orthonormal, because
(A(S′)−1)′(A(S′)−1) = Λ−1/2K−1A′A(K′)−1Λ−1/2 = IP . (3.3)
The same applies to B and C.
Alternatively, one can use the freedom of rotation in 3PCA to find specific form
representations of the core array, while the component matrices are counter-transfor-
med. For instance, the core array can be made orthogonal in the three directions.
More precisely, if Ga, Gb and Gc are full row rank then they can be jointly trans-






c are proportional to
an identity matrix, Ten Berge et al. [105]. To see this (following Weesie and Houwelin-
gen [116]), suppose we perform an orthogonal rotation in one mode, say
∼
Ga = TGa,
for an orthonormal matrix T. This is equivalent to transforming Gb and Gc into
∼
Gb = Gb(T
′ ⊗ IR) and
∼









G′c = GcG′c, which shows that an orthogonal transformation in one mode
does not affect the inner products for the other modes. Therefore, all we need is
to rotate Ga, Gb and Gc to orthogonality, one at a time. This can be achieved by
premultiplying Ga by K
′



























Weesie and Houwelingen [116] noted that, when TUCKALS-3 is run with compo-
nent matrices constrained by orthonormality, then the resulting core array is already
orthogonal in the three directions. Hence, the transformation described in the previ-
ous paragraph is not needed in this situation.
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3.2.1 (Non-)triviality of three-way models
As we have just discussed (see also Section 2.5), the freedom to transform a 3PCA
decomposition must be taken into account. This is specially clear when defining new
models, in which specific constraints are chosen. The researcher must make clear that
the constraints are active, thus bringing new and meaningful properties to the model.
A constrained core array that can be achieved almost surely by means of Tucker
transformations does not represent a real model. It is just a mathematical artifact with
little statistical meaning. Therefore, researchers interested in constructing constrained
3PCA models should aim at non-trivial core array models, that is, models with active
constraints.
This (non)triviality of 3PCA models is an important issue to address. In Chap-
ters 5 and 6 we will discuss some possible approaches to help avoiding problems related
to triviality of models.
3.3 Uniqueness in CP
Under conditions called “mild” (e.g. Ten Berge [98], p. 17), CP has the property of
essential uniqueness. This means that the only transformations we are allowed to
perform on A, B and C are joint permutations and rescaling of their columns. An
advantage of uniqueness is the unambiguity inherent to the decomposition. That is,
the researcher does not need to decide which is the best solution possible, since there
is only one possibility (assuming that the model underlies the structure of the data).
This property of CP is, in fact, in the very genesis of the method. When Harsh-
man [24] proposed CP for the first time, he explained that one of the reasons that
guided him was the “Principle of Parallel Proportional Profiles” or “Simultaneous
Simple Structure” discussed by Cattell [13]. According to this principle, the factors
underlying two similar sets of variables on similar population samples should be the
same, being that the loadings of each factor may change proportionally. Although this
principle concerns the rotation problem of two-way factor analysis, Harshman had the
insight to apply it to three-way arrays. He realized that it was possible to decompose
an array using “parallel proportional profiles”, which would lead to unique decom-
positions. In other words, if there exists a true factor structure underlying the data,
then more than being able to represent points in a reduced dimensional space, the
orientation of the fitting axes of that space is uniquely defined. This is useful in the
sense that it eliminates the need to rotate the fitting solution after its computation.
The location of the axes is, therefore, an intrinsic feature of the factor decomposition
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itself. Many applications of the CP model in practice are based on this property, see
Smilde et al. [80, Chapter 10] for some examples in chemometrics.
In the first part of this Section we will formally define uniqueness in the CP model.
We will prove that joint permutations and rescaling of columns of the component
matrices are always possible in a CP decomposition. This kind of operations will
be considered to be trivial for that reason. In the second part of this Section we
will present operations that can be applied to a CP decomposition while preserving
the uniqueness property. These operations are specially important for us since they
provide a link between the uniqueness and simplicity properties (Chapters 5 and 6).
In the third and fourth parts of this Section we will discuss sufficient and necessary
conditions for uniqueness to hold.
3.3.1 Definition of uniqueness
Given the array X of order I×J×K, consider a CP decomposition withR components:
Xk = ACkB
′ + Ek, (3.4)
for k = 1, . . . ,K. This decomposition is said to be (essentially) unique if, for any
other alternative CP solution with R components and equal residuals Ek
Xk = GDkH
′ + Ek (3.5)
we have
G = AΠΛ1, H = BΠΛ2, D = CΠΛ3, (3.6)
for some permutation matrix Π and diagonal matrices Λ1, Λ2 and Λ3 with Λ1Λ2Λ3 =
IR.
Expression (3.6) means that the corresponding component matrices of both CP
solutions are essentially the same, i.e., component matrices may only differ in the
order of the components (due to the column permutation matrix Π) and the scaling
of the components (due to matrices Λi). The permutation of the components is
the same for the three pairs of component matrices, and the scaling factors for all
correspondent components multiply to unity so that the overall value of the product
of the components is not affected. Notice that ΠΛi has only one nonzero element per
row and per column.
Two CP solutions that are equal up to column joint permutation and scaling
are considered the same solution. This indeterminacy can not be avoided: from the
rank-one decomposition
∑R
r=1(ar ◦ br ◦ cr) we notice that joint column permutation
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is just a rearrangement of the order of the summation, whereas the scaling reflects
the equality
ar ◦ br ◦ cr = (Λ1(r, r)ar) ◦ (Λ2(r, r)br) ◦ (Λ3(r, r)cr) (3.7)
with Λ1(r, r)Λ2(r, r)Λ3(r, r) = 1. We can reconfirm this fact via (2.16):




3.3.2 Operations that preserve uniqueness
Consider an I × J ×K array X with a CP solution Xk =
∼
Xk + Ek = ACkB
′ + Ek,
for k = 1, . . . ,K. We will write (A,B,C) to denote this specific CP solution. As ob-
served before, in case of uniqueness, there is a one-to-one correspondence between the
component matrices A, B, C and the fitted part of X (up to scaling and permutation
of the columns of the component matrices). However, in non-uniqueness situations
there is more than one triple of component matrices corresponding to
∼
Xk.
We are interested in identifying algebraic operations that can be performed on
∼
X, or to its CP decomposition accordingly, such that the uniqueness property is
preserved. This means that, after the operations are applied, the transformed array
shares the (non-)uniqueness property with
∼
X. A useful application of these operations
is to transform
∼
X into a “simpler” array (possibly even smaller), in the sense that
the inspection of the uniqueness property is easier. Notice that the operations we
seek will change the slices of
∼
X, that is, these operations are not array-preserving.
Although such transformations will destroy the original array entries, they may allow
finding simpler arrays which are equivalent to
∼
X in terms of the uniqueness property.
This contrasts with Tucker transformations of 3PCA solutions, which transform the
component matrices while preserving the array under decomposition.
We will start by considering slice mixing operations. Recall that slice mixing an
array in the depth direction, for example, consists of replacing the frontal slices by
an invertible set of linear combinations of them. This can be done by premultiply-
ing the component matrix C by an invertible matrix. The same idea is valid for
mixing horizontal and lateral slices, now applied to component matrices A and B,
respectively.
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We have observed in Section 1.8.1 that slice mixing is an array rank preserving
operation. Indeed, it is clear that transforming the component matrices does not add
components (the number of columns of the component matrices remain equal). Since
we only deal with invertible transformations, it is ensured that no component is lost
with the transformation, because the process can be reversed.
Next we present our proof for the fact that slice mixing, besides preserving the
rank, also preserve uniqueness (see also Ten Berge and Sidiropoulos [107], p. 401):
Lemma 1
Let X be an array with CP solution Xk = ACkB
′, k = 1, . . . ,K. Let S, T, and U be
nonsingular transformations yielding an array Y with solution (SA,TB,UC). Then
(A,B,C) is a unique solution for X if and only if (SA,TB,UC) is a unique solution
for Y.
Proof Let (A,B,C) be a unique solution for X. Then every other solution
(G,H,D) that satisfies Xk = ACkB
′ = GDkH′ for k = 1, . . . ,K is related to
(A,B,C) by G = AΠΛ1, H = BΠΛ2 and D = CΠΛ3. Now consider a transfor-
mation, first by S only, yielding transformed slices SXk = SACkB
′, k = 1, . . . ,K.
Suppose (SA,B,C) is not a unique solution for this transformed array. Then there
exists another solution (M,L,E) such that at least one of these conditions is violated:
1. M is essentially equal to SA,
2. L is essentially equal to B,
3. E is essentially equal to C.
However, from SXk = SACkB
′ = MEkL′ we have Xk = ACkB′ = S−1MEkL′,
k = 1, . . . ,K. Because M is essentially equal to SA if and only if S−1M is essentially
equal to A, it can be seen that (S−1M,L,E) is an alternative solution for X, with
violation of at least one of the three essential equality conditions. So we have arrived at
a contradiction. Therefore, uniqueness of (A,B,C) for X is equivalent to uniqueness
of (SA,B,C) for the transformed array that has slices SACkB
′, k = 1, . . . ,K.
Using the symmetry of the CP decomposition to apply the same principle to B
and C, we can then say that when (A, B, C) is an essentially unique CP solution
then (SA, TB, UC) is an essentially unique CP solution, for arbitrary nonsingular
matrices S, T and U. The converse statement follows immediately by supposing that
(SA, TB, UC) is unique and then mixing the slices of the array using the inverses
of S, T and U.
44 Chapter 3
In addition, both the rank and k-rank of the component matrices are also preserved
(because premultiplying a matrix by an invertible matrix preserves its rank and the
linear (in)dependence of columns). So, we may use this freedom of manipulation to
change the component matrices in useful ways, being assured that the rank and the
uniqueness property will be preserved in the newly computed array.
We can use this property to define a new useful operation (the idea for this proof
can be found in Ten Berge and Sidiropoulos [107], p. 401):
Lemma 2
Let X be an array with CP solution Xk = ACkB
′, k = 1, . . . ,K. Transforming A
and/or B and/or C to reduced versions of full row rank leads to a (smaller) new array
whose transformed CP solution preserves the uniqueness property.
Proof We will do the proof for A (the argument also applies to B and C by
symmetry).
Write the SVD A = PDQ′, with P′P = PP′ = II , Q′Q = IrA (rA denotes the
rank of A) and D (general) diagonal I × rA with the singular values of A in the
diagonal (in decreasing order). Making S = P′ we have that SA = DQ′ has all rows
zero except the first rA. Because of Lemma 1 we know that (SA,B,C) preserves
uniqueness. Finally, eliminating the I − rA last rows of A does not affect uniqueness.
It is important to underline the power of what has been proved so far. Using
Lemma 2, one can now simplify the component matrices by reducing the number of
rows of A, B, C from I, J,K to rA, rB, rC, and still maintain rank and uniqueness
properties concerning the related CP solutions. This, in fact, means that one can
simplify a given I × J ×K array to a rank- and uniqueness-equivalent rA × rB × rC
array. After this transformation, each component matrix has full row rank.
Now, using the fact that component matrices have full row rank (A, B, C of order
rA × R, rB × R, rC × R respectively), we can still simplify the component matrices
in special cases. For instance consider, without loss of generality, that the first rA
columns of A are linearly independent. Taking the nonsingular rA × rA submatrix
of A using its first rA columns (A = [A1|A2]), and premultiplying A by the inverse
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Every full row rank matrix A can be transformed into the form [IrA | · · · ] while pre-
serving uniqueness (and rank). The transformation may require a permutation of
columns (if the first rA × rA submatrix is not invertible).
The same applies to B and C.
3.3.3 Sufficient conditions for uniqueness
The question of whether a CP solution is unique or not was raised alongside with CP
itself (Harshman [24]). Since then, several efforts have been made to develop criteria
to assess this property. In this Section we will make a summary of the main results
available in the literature.
Harshman [24] presents a result attributed to R. I. Jennrich as being the pioneer
in this topic.
Theorem 1 (Jennrich 1970)
If matrices A, B, C have full column rank, then the CP solution (A, B, C) is
essentially unique.
Note: we will refer to the condition that “A, B, C have full column rank” as condition
(J).
What this theorem states is that we may look for uniqueness in a solution with R
factors if each mode of the array has at least order R (due to the full column-rank
conditions of A, B, C). Harshman ([24], p. 61) argued that this condition appeared
to be a stronger requirement for uniqueness than was found necessary in the empirical
experiments.
Harshman [25] succeeded in relaxing Jennrich’s assumption on matrix C. We now
introduce this result, as well as a proof due to Ten Berge and Tendeiro [112], which
is more compact than the original proof by Harshman.
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Theorem 2 (Harshman 1972)
Suppose A and B have full column rank, and suppose that there exist C1,C2 (inver-
tible diagonal matrices with rows of C in the diagonal) such that C1C
−1
2 has distinct
diagonal elements. Then the CP solution (A, B, C) is essentially unique.
Proof Suppose we have two possible solutions
Xk = ACkB
′ = GDkH′, k = 1, . . . ,K. (3.10)
Notice that A and G span the same column space, as well as B and H. Since both
have full column rank, there exists a nonsingular R×R matrix S such that G = AS.
Similarly, there exists a nonsingular matrix T such that H = BT. Then from (3.10)
we can write ACkB
′ = ASDkT′B′. We can eliminate A and B′ in this equation
(they admit left inverses since they have full column rank), so we get Ck = SDkT
′,
k = 1, . . . ,K.












2 are diagonal. This shows that S holds the eigenvec-
tors of C1C
−1
2 , which holds distinct diagonal entries by hypothesis. This implies that
we can write S = ΠAΛA, where ΠA is a permutation matrix and ΛA is a diagonal ma-
trix (S has only one nonzero element per column and per row). A similar conclusion
applies to T (since Ci is symmetric we have Ck = TDkS
′, so C1C−12 T = TD1D
−1
2 ),
so T = ΠBΛB (ΠB permutation matrix, ΛB diagonal matrix).
Replacing S and T in Ck = SDkT
′ gives Ck = ΠA(ΛADkΛB)Π′B . The symmetry
of Ck implies that ΠA = ΠB , so Ck = Π(ΛADkΛB)Π
′. This equation leads to
Π′CkΠ = DkΛAΛB , which is equivalent to CΠ = DΛAΛB , so D = CΠΛ−1A Λ
−1
B .




B completes the proof.
Matrix C can be premultiplied by any nonsingular matrix without affecting essen-
tial uniqueness (see Lemma 1, p. 43). So, instead of supposing that C has two rows
such that C1,C2 are invertible and C1C
−1
2 has distinct diagonal elements, we can
impose the condition “the row space of C contains a pair of vectors such that CiC
−1
j
has distinct diagonal elements, for some 1 6 i < j 6 K”. This condition is, in fact,
equivalent to supposing that kC > 2, where kC denotes the k-rank of C, (Section 1.2):
Lemma 4
The row space of C holds two vectors such that CiC
−1
j has distinct diagonal elements,
for some 1 6 i < j 6 K, if and only if kC > 2.
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Therefore, Harshman’s result can be enhanced by relaxing the condition on C, as
follows:
Theorem 3
Suppose A and B have full column rank and kC > 2. Then the CP solution (A, B,
C) is essentially unique.
Proof (Lemma 4 and Theorem 3) See Leurgans, Ross and Abel [56] for a proof of
Theorem 3. Ten Berge and Tendeiro [112] present an alternative proof for the same
result.
Note: we will refer to this relaxed sufficient condition as condition (Hr).
It is easy to see that condition (J) implies condition (Hr), but we may have situa-
tions where Harshman’s condition is met but Jennrich’s is not (example: R = 3, A






). So condition (Hr) can be considered more
general than (J).
In short, if A and B have full column rank, then we should look at C; if kC > 2,
then essential uniqueness is fulfilled. If any of the previous conditions fail then (Hr)
does not apply.
The next major development for assessing uniqueness was given by Kruskal [49],
who proposed a sufficient condition for uniqueness which relies on the concept of
k-rank. Kruskal’s (sufficient) condition is the following:
Theorem 4 (Kruskal 1977)
A CP solution (A, B, C) is essentially unique if
kA + kB + kC > 2R+ 2. (3.11)
Note: we will refer to Kruskal’s sufficient condition as condition (K).
The proof given by Kruskal is quite inaccessible. Stegeman and Sidiropoulos [89] and
Rhodes [75] devised simpler and more intuitive proofs. Here we decide to omit any
proof; the reader may refer to any of these references.
We can relate Harshman’s and Kruskal’s conditions. When R > 2 it is straightfor-
ward that (Hr) implies (K). The reverse implication is true for R = 2, 3 (trivial) but
false otherwise (for example, when R = 4 we may have kA = 4, kB = 3, kC = 3, thus
(K) is met but (Hr) is not). This implies that (3.11) is a stronger sufficient condition
for R > 3. When R = 1, (K) does not apply but (Hr) does.
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The overall conclusion is that Kruskal’s sufficient condition is the preferred when
R > 2.
There is a result due to Sidiropoulos and Bro [79] that generalizes Kruskal’s con-
dition to N -way arrays, N > 3. It states that there is essential uniqueness if the sum
of the k-ranks of all the component matrices is equal to or exceeds 2R+ (N − 1).
More recently, Jiang and Sidiropoulos [33] proved two equivalent sufficient (and
necessary) conditions for what they called “restricted CP models”, that is, CP solu-
tions with a full column rank component matrix, say C. Notice that the assumption
that C is full column rank is typically not restrictive in applications, so both condi-
tions can be useful in practical analysis.
De Lathauwer [16, p. 652] proved a sufficient uniqueness condition which is similar
to one of the conditions presented by Jiang and Sidiropoulos [33]. De Lathauwer [16]
also proposed a sufficient condition for uniqueness of restricted CP models. Stegeman
et al. [91] made a link between Jiang and Sidiropoulos [33] and De Lathauwer [16].
3.3.4 Necessary conditions for uniqueness
So far we have only dealt with sufficient conditions. Now our concern will turn to
properties that essentially unique solutions must have.
Leurgans et al. [56] discussed the next result.
Result 1
It is necessary for uniqueness that neither A, nor B, nor C has a pair of proportional
columns. In other words, it is necessary to have kA > 2, kB > 2, kC > 2.
Proof Assume, without loss of generality, that the first two columns in C are
proportional. We can write A = [A(1)|A(2)], B = [B(1)|B(2)], C = [C(1)|C(2)], where
in each case the first block comprises the first two columns and the second block the
remaining R− 2 columns. So CP formula may be put as
Xk = ACkB
′ = A(1)C(1)k (B
(1))′ + A(2)C(2)k (B
(2))′. (3.12)
Since the first two columns of C are proportional, there is a K-vector c and a 2-vector
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for any nonsingular 2× 2 matrix T. This shows that the first two columns in A and
B are determined up to a nonsingular transformation, hence the first two components
are not unique.
The reasoning used is symmetric in A, B and C.
About the previous proof, Krijnen [44, p. 29] observes that the non-uniqueness
only occurs in the first two columns of A and B. This implies that, when R > 2,
proportional columns in C lead to rotational freedom only for the corresponding
columns in A and B. Therefore, we can find CP solutions that are not essentially
unique, but some of its components are. This is a situation of partial uniqueness.
Another necessary condition is due to Liu and Sidiropoulos [58]:
Result 2 (Liu and Sidiropoulos)
It is necessary for uniqueness that B A (and C A and C  B) has full column
rank.
Proof (as given by Ten Berge and Sidiropoulos [107, p. 400])
Suppose BA does not have full column rank. Then there exists a nonzero vector n
orthogonal to the rows of BA. Adding n to any column of C′ preserves the product
(B A)C′, but changes C by more than column permutation and/or rescaling. So
there is no uniqueness.
Another candidate for a necessary condition for uniqueness was, for many years,
Kruskal’s condition (3.11) when R > 1. For R = 2 it is, in fact, necessary (it follows
readily from Result 1). Kruskal had the belief that (3.11) was necessary for R > 2, but
there was neither a proof nor a counterexample until Ten Berge and Sidiropoulos [107]
settled the issue. They proved that the condition is, indeed, necessary for R = 2, 3 but
not necessary for R > 3. It is interesting to note that the proof given by Ten Berge
and Sidiropoulos starts by using operations that transform an array while preserving
the uniqueness property, which we previously discussed in Section 3.3.2.
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Ten Berge and Sidiropoulos [107] proved that Kruskal’s condition is necessary
when the ranks of the component matrices equal their k-ranks when R = 4. They
conjectured that Kruskal’s condition would be necessary for all cases of rank 4 and
higher where ranks and k-ranks coincide. Stegeman and Ten Berge [90] refuted this
conjecture.
3.4 Discussion
Uniqueness is a property that limits the possibilities of transforming the component
matrices of the decompositon of an array (and the core array in the case of 3PCA),
while the reconstruction of the array remains unaffected.
We have seen that 3PCA is characterized by freedom to rotate columnwise any of
the component matrices. The compensation is given by transforming the core array
in accordance. The CP model, on the other hand, essentially has much less freedom
of rotation. Under mild conditions, only joint column permutation and rescaling are
allowed.
It was also seen how some algebraic manipulations to arrays and CP decomposi-
tions do not affect their uniqueness feature. Specifically, slice mixing and reduction of
the component matrices to full row rank preserve uniqueness. This way, dealing with
uniqueness issues may be greatly simplified. For example, Ten Berge and Sidiropou-
los [107] used these transformations to prove that Kruskal’s condition is necessary for
R = 2, 3 but not necessary for R > 3.
The freedom available in 3PCA can be used to our advantage. Since we are given
the chance to transform the component matrices and/or the core, one might think
of special useful ways to do so. In particular, transformations that “simplify” the
components or the core array are relevant. Chapters 5 and 6 will deal, precisely, with
this topic.
