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Cancer cell metastasis has been responsible for the vast majority of cancer-related deaths in the 
United States. The processes involved in cancer cell metastasis, such as extravasation and 
intravasation, are driven by cell motility. The conventional method of characterizing cell motility 
typically involved imaging live cells under a microscope for several hours and tracking cells’ 
trajectories manually with the help of computer software, and this method is highly inefficient 
and time-consuming for obtaining cell motility information. This dissertation aims to develop a 
new method to quantitatively characterize cell motility based on the spatial distribution of cells 
in clones at a specific time point. A simulation study was first performed to evaluate the 
correlation between cell spatial distribution in the clones and cell motility. Clonal distributions of 
cells were generated at the 72 hr time point from computer-simulated cell trajectories based on 
the PRW model for clone sizes of 4, 16, 32, 64, and 128 cells and effective diffusivities. Then, 
the spatial distribution of cells were characterized using several parameters including the mean 
squared displacement from the center of the clone, distances to the center of the clone, and 
minimum pairwise distances of each cell. The correlation between these parameters and 
diffusivity was used to identify the parameters that best predict cell motility, and the results 
showed that the mean distances to the center of the clone best predicted cell motility, with a 
Pearson’s correlation coefficient of 0.969 and an average accuracy of 37.56% across all clone 
sizes. This accuracy was comparable to that from the PRW model, which had an accuracy of 
40.15% over 8 hrs and 28.70% over 16 hrs. Finally, this model was used to analyze an image of 
MDA-MB-231 cells, which had a diffusivity value of 2.65 ± 1.43 µm2/min. This was in range 
with the experimentally obtained diffusivity values ranging from 0.35 to 9.49 µm
2
/min. The data 
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showed that analyzing clonal distributions of cells can be effective in characterizing cell motility 
without needing to manually track cells. 
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Historically, cancer has been among the leading causes of death in the United States. It is largely 
attributed to the metastasis of cancer cells, which refers to the migration of cancer cells from a 
primary tumor site to a secondary tumor site. This is a complex, multistep process that is 












Figure 1.1. A schematic of the cancer cell metastasis process [1]. 
 
The cancer cell will vascularize and form blood vessels in the primary tumor site, and then the 
cell will detach from the primary tumor site, penetrate through the surrounding tissues and blood 
vessels via intravasation, and circulate inside the blood vessels. Then, the cancer cells will 
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undergo adhesion to the blood vessel wall, penetrate out of the blood vessels through the 
extravasation process and into the local tissue, and form a tumor at the secondary tumor site. In 
both the extravasation and intravasation process, the cancer cells will undergo deformations 
before penetrating the blood vessels [1]. The processes involved in the metastasis of the cancer 
cells, such as detachment from the primary tumor cells, intravasation and extravasation, are 
driven by cell migration [2].  
 This work explores a novel approach towards characterizing cell motility. So far, existing 
methods to characterize cell motility are inefficient and time-consuming, and this paper aims to 
show a potentially quicker and more efficient approach to characterizing cell motility with 
accuracy similar to that obtained from conventional methods. 
 This document is organized as follows. The first chapter (Ch. 1) will focus on the current 
status of the existing methods used to characterize cell motility and the key theoretical ideas 
necessary to understand the work. Three chapters (Ch. 2, 3, 4) will focus on the building of the 
model used to characterize two-dimensional cell migration, the comparison of the results from 
the model with results obtained from conventional experimental methods, and the ability of the 
model to quantitatively characterize cell motility of an experimentally obtained image of cells. 
The last chapter will serve to conclude the dissertation. The appendix will include additional 








1.1 Rationale for using diffusivity 
In this dissertation, diffusivity was used to quantitatively characterize cell motility. As it pertains 
to cancer cells, diffusivity is a quantitative measurement of the rate in which cancer cells spread 
in the human body. Typically, cells migrate in a random pattern, and two-dimensional cell 
motility has been characterized by a persistent random walk (PRW) model [3]. Thus, cell 
migration is a stochastic process [2], and therefore diffusivity was chosen to quantitatively 
characterize cell motility. 
 
1.2 Introduction to the PRW model 
The PRW model describes a cell’s trajectory as a succession of uncorrelated movements [2]. In 
this model, two-dimensional cell motility is characterized with two parameters: cell speed and 
persistence time [3]. Persistence time refers to the time between changes in the direction of a 
cell’s movement [4]. This characterization comes from the fitting of the cells’ mean squared 
displacements with the PRW model [3]. 
 Using the cell’s speed (in μm2/min) and persistence time (in min), the diffusivity value is 




            
  




In Equation (1), as shown above, D refers to the diffusivity value from the PRW model, P refers 
to the persistence time (in min), and S refers to the cell’s speed (in μm2/min). 
 
 
(1)  [2] 
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1.3 Current status 
Previously, the experimental method used to characterize two-dimensional cell motility of cells 
involved imaging live cells under a microscope for several hours. During the imaging process, 
images of cells were taken every two minutes for several hours at a time [2]. An example of 
images of cells obtained from the live cell imaging process is shown below. 
 
 
Figure 1.2. Images of intestinal primary tumor cells taken at various time points (0hrs, 4hrs, 8hrs) 
for 8 hrs [5]. 
 
As shown in the above images, the intestinal primary tumor cells were imaged under a 
microscope for several hours at a time. In this case, the imaging process took 8 hours, and 
images of the cells were taken periodically during this time. 
 After the imaging of live cells was complete, the tracking of cells was usually done with 
the assistance of computer software. Past experiments have used Metamorph to help track the 
cells’ trajectories following the live cell imaging process [2].  
 The main drawback to using the live cell imaging microscopy method to characterize cell 
motility is that the process of imaging the live cells under a microscope is time-consuming. 
Generally, the imaging process takes several hours, and in past experiments, the cells were 
imaged for 8-16 hours, with images taken every two minutes [2]. This paper aims to examine the 
effectiveness of our new approach towards quantitatively characterizing cell motility compared 
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to conventional methods. The next chapter (Ch. 2) will focus on the building of a new model and 
























New Method to Characterize Cell Motility 
In this chapter, a new method to characterize two-dimensional cell motility will be proposed. 
This method required only one snapshot of cells at a fixed time point to quantitatively infer the 
diffusivity values and characterize cell motility. It was hypothesized that using one snapshot of 
cells at a fixed time point will be a more efficient and quicker way to characterize cell motility 
compared to conventional imaging analysis methods. The following sections will detail the 
experimental methods that will be utilized to characterize cell motility via the new approach. 
 
2.1   Obtaining snapshots of cell clonal distributions 
The first part involved obtaining snapshots of cell clonal distributions. In this part, 100 
computer-simulated PRW cell trajectories were obtained for various persistence times and 
speeds, with a time step of 2 minutes for each of the simulated PRW cell trajectories. 128 
repeated simulations were used for each individual PRW cell trajectory [3]. The following table 
summarizes the persistence time (min), cell speeds (µm
2









(# of cells) 
1, 5, 10, 20, 
30, 40 
1,   ,   , 
2, 5, 10 
4, 16, 32, 
64, 128 
Table 2.1. Persistence times, cell speeds, and clone sizes used in this experiment. 
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Afterwards, computer-simulated cell division trajectories were obtained under varying 











Figure 2.1. Computer-simulated cell trajectory obtained at persistence time 10 mins, cell speed 2 
µm
2
/min for 128 cells. 
 
As shown above, this cell division trajectory example was obtained for 128 cells. The computer-
simulated cell division trajectories were obtained for varying clone sizes, as shown in Table 2.1. 
The cell trajectories were obtained under different persistence time, cell speed, and clone size 
conditions in order to assess the effects of cell motility from each parameter.  
 From the cell trajectories obtained, snapshots of cell clonal distributions at a fixed time 













Figure 2.2. A snapshot of the cell clonal distributions obtained at 72 hrs time point, with a 
persistence time of 10 mins and cell speed of 2 µm
2
/min for 128 cells. 
 
These snapshots were obtained at the 72 hours time point. Typically, the human cell division 
process takes 24 hours [6], however, cell division times vary between different cell types. 
Therefore, multiple cell divisions were needed to obtain snapshots of clonal distributions with 
varying clone sizes. It was hypothesized that using snapshots of cell clonal distributions at a 









2.2   Parameters used to determine best method of characterizing 
cell motility 
In this section, the snapshots of cell clonal distributions obtained at the 72 hours time point were 
quantitatively analyzed using various parameters, and a correlation analysis of these parameters 
with diffusivity values obtained from the PRW model in Equation (1) was performed. The 
purpose of this analysis was to determine the parameters that best characterized cell motility 
given a single snapshot obtained at the 72 hours time point. The following subsections will detail 
the steps used to determine the best parameter for characterizing cell motility. 
 
Mean square displacement and distances to the center of the clone 
Two parameters that were used to quantitatively analyze the snapshots of cell clonal distributions 
obtained at the 72 hours time point were mean square displacement from the center of the clone 
and distances to the center of the clone. To locate the center of the clone of cells, the minimum 
and maximum values for the x and y coordinates of cells in each snapshot were first obtained. 
Then, the midpoint of the minimum and maximum values for the x and y coordinates was found. 


















Figure 2.3. A snapshot of the cell clonal distributions at 72 hours time point with center of the 
clone.  
 
As shown in the snapshot above, the steps used to find the center of the clone of cells were used. 
The blue dot represents the center of the clone, while the red dots in the snapshot represent the 
cells in the clonal distribution. Once the clone center was found, the mean square displacement 
from the center of the clone (MSD) and the distances to the center of clone (DCC) were 
calculated using the following equations. 
                 
              
  
    
 
        
             
              
        
    
After obtaining the mean square displacements and the distances to the center of the clone, the 
mean, median, standard deviation, interquartile range, and range of the distances to the center of 
the clone were obtained. These values were used for the correlation analysis with diffusivity 






Another parameter that was used to quantitatively analyze the snapshots obtained at the 72 hours 
time point was the pairwise distance. Pairwise distances refer to the distances between a 
particular cell and its neighboring cells [7], as shown in the figure below.  
 
 
Figure 2.4. An illustration of pairwise distances for four cells. 
 
The figure above shows an example of how pairwise distances were obtained. In this case, 
pairwise distances were obtained between the red cell (cell 1) and the orange, green, and blue 
cells (cell 2, 4, and 3, respectively). This procedure was repeated for each cell in the clone. Then, 
for each cell in the clone, the minimum value of the pairwise distances was obtained using 
Matlab, and the mean, median, mode and range of minimum pairwise distances were obtained 
for each clone. These values, along with the mean, median, standard deviation, range and 
interquartile range of the distances to the center of the clone and the mean square displacement 
from the center of the clone, were used for the correlation analysis with diffusivity values 
obtained from the PRW model using Equation (1). 
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2.3   Correlation analysis 
The next step in determining the best method to quantitatively characterize cell motility from a 
snapshot at a fixed time point was to perform a correlation analysis of all of the parameters 
obtained. Using Matlab, these parameters were analyzed to see how well each of them correlated 
with the diffusivity values from the PRW model. The following table summarizes the results of 
the correlation analysis. 







DCC Mean 0.969 
Median 0.969 
Interquartile Range 0.902 
Range 0.841 
Standard Deviation 0.911 
MSD  0.968 
Table 2.2. Results of the correlation analysis of various parameters with diffusivity values 




Based on the results of the correlation analysis shown in Table 2.2, it was determined that the 
mean and median distances to the center of the clone, along with the mean square displacement 
from the center of the clone, correlated best with the diffusivity values. Thus, it is predicted that 
these parameters were able to quantitatively characterize cell motility well. The plots of the 























2.4   Calculating diffusivity values 
Using the mean DCC, median DCC, and MSD from the center of the clone, the next step was to 
obtain the models needed to calculate diffusivity values. To do this, these values were fitted with 
the diffusivity values obtained from the PRW model in Equation (1) using Matlab. The following 
table shows the linear models used to calculate the diffusivity values from these parameters. 
Observation Linear Model Used 
Mean DCC ln(Ď)=1.88ln(mean DCC)-8.32 
Median DCC ln(Ď)=1.89ln(median DCC)-8.32 
MSD ln(Ď)=0.94ln(MSD)-8.44 
MSD (theoretical) ln(Ď)=ln(MSD)-9.76 
Table 2.3. Linear models used to calculate diffusivity values from MSD from clone center, mean 
DCC, and median DCC. 
 
As shown in the table above, the fitting of the parameters was done in log-log in order to address 
the issue of skewness towards large values [8]. In this experiment, the diffusivity values ranged 
from as low as 0.5 to as high as 2000 µm
2
/min, and this was attributed to the skewness towards 
large values when the fitting of the parameters was done. For log-log fitting, the natural 
logarithm values were obtained for each of the parameters, fitted with the natural logarithm of 
the diffusivity values obtained from the PRW model, and analyzed. The following table 
compares the R
2









Mean DCC 0.94 0.832 
Median DCC 0.94 0.825 
MSD 0.937 0.819 
Table 2.4. Comparison of R
2
 values between log-log fitting and non-log-log fitting. 
 
As shown above, the linear models obtained from log-log fitting had higher R
2
 values than the 
linear models obtained from non-log-log fitting. This indicates a better fit of linear models 
obtained from log-log fitting.  
 The linear models obtained from log-log fitting, shown in Table 2.3, were used to 
calculate diffusivity values. The theoretical linear model used to calculate diffusivity values from 
the mean square displacement from the center of the clone comes from the natural logarithm 
version of the formula MSD = 4 × Ď × time. Then, the accuracy of the results was obtained by 
comparing the diffusivity values obtained from the linear models with the diffusivity values 


















Table 2.5. Accuracy of calculated diffusivity from the linear models. 
 
As shown above, mean DCC had the lowest mean percent error in calculating diffusivity, but it 
was slightly lower than the other methods. Mean DCC also had a higher range of percent error 
compared to that from the theoretical linear model used to calculate diffusivity values from the 
MSD. This is attributed to the fact that cell migration is a stochastic process [2], and that cell 










% Error of Calculated Diffusivity 
Mean Minimum Maximum Range 
Mean DCC 37.56% 0.01% 479.29% 479.27% 
Median DCC 38.36% 0.001% 573.20% 573.20% 
MSD 38.43% 0.02% 418.41% 418.39% 
MSD 
(theoretical) 
38.36% 0% 211.34% 211.34% 
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2.5   Random selection of clones 
In this section, the goal is to determine the number of clones needed to calculate diffusivity 
values and quantitatively characterize cell motility from the snapshots with reasonable accuracy. 
The table below summarizes the number of clones used in this section. 
# Clones Used for 
Random Picking (N)  
10, 20, 30, 50, 100, 200, 
300, 400, 500, 600, 1000  
Table 2.6. Number of clones used for the random picking analysis. 
 
10 clones were initially chosen for this analysis, and then the mean DCC was obtained for each 
of these 10 randomly chosen clones. Afterwards, the diffusivity values were obtained using the 
linear model in Table 2.3. Then, the average values of the diffusivity values obtained from the 
PRW model in Equation (1) and of the diffusivity values obtained from the linear model in Table 
2.3 using mean DCC were taken over the 10 randomly selected clones, and the accuracy of the 
diffusivity values was obtained. This procedure was repeated over 100 trials, and the average 
accuracy was obtained over 100 trials. These steps were then repeated for higher numbers of 
clones, as shown in Table 2.6. Afterwards, the confidence intervals were taken for the mean 
percent error values obtained over 100 trials for each number of randomly selected clones, at the 











Avg % Error of 
Calculated Diffusivity 




10 19.70 6.27 
20 14.90 4.49 
30 13.58 3.87 
50 11.25 3.95 
100 10.92 2.56 
200 8.80 2.11 
300 8.55 1.66 
400 8.42 1.48 
500 8.74 1.38 
600 8.21 1.33 
1000 8.94 0.98 
Table 2.7. Mean percent error of calculated diffusivity and 95% confidence interval for each 





Given the above results, 200 clones were necessary to calculate diffusivity values and 
characterize cell motility with a reasonable accuracy. The plots below illustrate these results. 
 
Figure 2.6. Accuracy of diffusivity values from mean DCC by number of randomly chosen 
clones, in non-log-log (left) and log-log (right). 
 
The accuracy of calculated diffusivity from mean DCC, as shown above, exponentially 
decreased from 10 clones to 200 clones, and did not change much when more than 200 clones 
were randomly selected. The next chapter (Ch. 3) will show how the results obtained from the 










 Chapter 3 
Comparing the New Method with Conventional 
Methods 
In this chapter, the results from the new method will be compared to the results from 
conventional methods to assess whether the new method quantitatively characterized cell 
motility more quickly and efficiently. The following sections will detail the procedures carried 
out to compare these results. 
 
3.1   Obtaining PRW cell trajectories 
The first step was to obtain the PRW cell trajectories. 100 computer-simulated PRW cell 
trajectories were obtained for each persistence time and cell speed [3], and the persistence times 
and cell speeds combinations used are shown in Table 2.1.  
This procedure was carried out over 8 hrs and 16 hrs time period, with a time step size of 
2 mins, and cell trajectories were obtained from each of these conditions. An example of a PRW 

















Figure 3.1. PRW cell trajectory obtained over 16 hrs time period, persistence time 10 mins and 
cell speed 2 µm/min. 
 
3.2   Diffusivity calculations 
After the PRW cell trajectories were obtained, MSDs from the cell trajectories were fitted with 
the PRW model to obtain the fitted persistence times and speeds according to the following 
equation below. 
MSD(τ) = 2S2P(τ − P(1 − e−τ/P) + 4σ2  
After obtaining the fitted persistence times and speeds, these values were used to obtain the 
diffusivity from the PRW model using Equation (1). Then, these diffusivity values were 
compared with the general diffusivity values obtained from the PRW model using the same 
persistence times and speeds (see Table 2.1) that were used to obtain computer-simulated PRW 




following table summarizes the comparison of the results obtained from mean DCC versus the 




Mean % Error 
Calculated 
Diffusivity 
Mean DCC 37.56% 
PRW 16 hr 28.70% 
PRW 8 hr 40.15% 
Table 3.1. Comparison of accuracy of calculated diffusivity between mean DCC and PRW 
model methods. 
 
As shown above, using the mean DCC to calculate diffusivity and characterize cell motility was 
quicker and more efficient than the PRW model method. The accuracy of calculated diffusivity 
obtained from the mean DCC was similar to that obtained from the PRW model methods. The 









Figure 3.2. Heat maps of accuracy of calculated diffusivity for various persistence times and cell 
speeds, obtained from clone size of 32 cells and 128 cells (top) and from PRW model at 8 hrs 
and 16 hrs (bottom). 
 
According to the heat map above, results from the PRW model showed lower percent error of 
calculated diffusivity values at lower persistence times. On the other hand, results from the 
method of using mean DCC to calculate diffusivity from a snapshot of a clone of cells at a fixed 
time point showed lower percent error of calculated diffusivity values at higher persistence times 
and cell speeds. The next chapter (Ch. 4) will focus on applying the new method to analyzing 









Using the new method to analyze images of cells 
In this chapter, the new method will be used to analyze the images of cells obtained from the lab. 
The expectation is that the new method could obtain reasonably accurate diffusivity values of the 
cells from the image more quickly and efficiently compared to that obtained from conventional 
methods. The following sections will detail the steps used to analyze the images of cells. 
 
4.1   Finding the cell locations from the image 
In this analysis, one experimentally obtained image of MDA-MB-231 cells from the lab was 
used. This image was stained using DAPI (4’,6-diamino-2-phenylindole), which is a blue-
fluorescent DNA stain that binds to the adenine-thymine region and fluoresces. Although DAPI 
is typically used as a DNA stain, it can also be used for live cells at a higher concentration [9]. 








Figure 4.1. DAPI stained image of MDA-MB-231 cells obtained from the Wirtz lab. 
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Using the image obtained in Figure 4.1, the coordinates of the cells were located using ImageJ-
Fiji’s Cell Counter feature, where the cells were counted and the locations of the cells were 
found. Then, the locations of these cells in the image were saved and exported into a Microsoft 
Office Excel 2007 spreadsheet, in XLS file format. Afterwards, this file was loaded into Matlab, 
and the image of MDA-MB-231 cells was produced using the x and y coordinates of the cells’ 











Figure 4.2. Image of MDA-MB-231 cells’ locations obtained from the Matlab software. 
 
Using the image in Figure 4.2, the next step was to obtain the clones of cells that were used to 
quantitatively characterize cell motility from this image. The methods used to obtain the clones 





4.2   Obtaining clones of cells from the image 
In this section, the clones of cells were obtained from the image. The method used to obtain the 
clones of cells from the image was the Gaussian mixture model, which is a mixture of different 












Figure 4.3. Illustration of the Gaussian mixture model [10]. 
 
The Gaussian mixture model consists of individual Gaussian distributions, and the mixture 
model represents a combination of all of the individual Gaussian distribution components. This 
model was used to obtain clones that were fitted using estimated Gaussian means and random 
initialization of Gaussians, using Matlab code written by Ashley Kiemen, a PhD student in 




4.3   Factors that affected the fitting of clones of cells 
There are several factors that affect the fitting of the clones of cells, which affects the grouping 
of cells into different clones. These factors will be discussed below. 
 
Covariance matrix 
The covariance matrix is one important factor that affected how the cells were grouped into 
different clones. The type of covariance matrix, as well as whether it is shared or not, affects the 
direction, length, and size of the contours. In a full covariance matrix, the contours adopt a shape 
independently. However, in a diagonal covariance matrix, the contours are oriented along the 
axes of the plot [11]. These factors affect the grouping of the cells into different clones, and these 
differences are illustrated in the plots below. 
 
Figure 4.4. Cell clusters obtained using a shared full covariance matrix (left) and a shared 





Additionally, whether or not the components used the same covariance matrix affects the 
size and orientation of the contours. In general, the contours are of the same shape and size when 
the components of the Gaussian mixture model share a covariance matrix. On the other hand, the 
contours have different shapes and sizes when the components do not share a covariance matrix 
[12]. These factors affect the clustering of the cells into different clones.  
 
Algorithms in the Gaussian mixture model 
Another important factor that affects how the clones are fitted in the image has to do with the 
algorithms used in the Gaussian mixture model. The differences between these algorithms also 
contribute to differences in the way the cells were grouped into clones in the image. Two 
methods were used to obtain the fitting of clones in the image of cells. In the estimated Gaussian 
means method, the locations of the Gaussian mean peaks were located, and the cells’ distances 
from each of the Gaussian mean peaks were calculated. The cells were then grouped into clones 
based on their proximities to the Gaussian mean peaks. 
 Another method used to obtain the fitting of clones was the k-means++ method. In this 
method, a heuristic was used to find the initial seeds that would be used for the k-means 
clustering method. The k-means clustering method was then used to cluster the cells in the image 
into a specific number of clones defined by the initial seeds that were found prior to the 
implementation of k-means clustering. These differences affect the grouping of the cells into 






Figure 4.5. Cell clusters obtained using k-means++ method (left) and estimated Gaussian means 
method (right). 
 
The next step was to find out which plot best fitted with the clones obtained using the Gaussian 
mixture model. This will be discussed in the next section. 
 
4.4   Finding the best fit plot 
In this section, the steps used to analyze the plots and to find the plot that best fitted with the 
clones obtained will be outlined. Two values were used to find the best fit plot: the Akaike 
information criterion (AIC) and the Bayes information criterion (BIC). The AIC is based on in-
sample fits to estimate the likelihood of a model to predict future values, whereas the BIC 
measures the trade-off between model fit and model complexity [13]. Ideally, the best fit plot has 
the lowest AIC and BIC values. 
 In the earlier sections, three plots of clones fitted with the Gaussian mixture model were 
obtained. Two of the three plots used the estimated Gaussian means method to fit the clones. In 
these two plots, one had the shared full covariance matrix while the other had the shared 
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diagonal covariance matrix. The third plot also had the shared diagonal covariance matrix, 
however, the algorithm used to obtain the fitted clones was k-means++. These plots were 
analyzed, and goodness of fit was considered. Using the Matlab software, the AIC and BIC 
values for each plot were obtained, and the plot with the lowest AIC and BIC values was 
identified as the best plot that fitted with the clones obtained for the cells in the image. The 
following table summarizes the results. 
Table 4.1. AIC and BIC values of plots of fitted clones obtained from the Gaussian mixture 
model. 
 
As shown above, the plot obtained using the estimated Gaussian means, with a shared full 
covariance matrix, had the lowest AIC and BIC values. This indicates that this plot best fitted 
with the clones obtained from the Gaussian mixture model. Therefore, this plot was used to 
obtain the diffusivity values and characterize the cell motility in the image of MDA-MB-231 






Algorithm used Covariance matrix AIC value BIC value # clusters 
Estimated Gaussian means Shared full 112310 116110 182 
Estimated Gaussian means Shared diagonal 112340 116140 182 
k-means++ Shared diagonal 114250 118105 143 
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4.5   Calculating the diffusivity values 
Using the best fit plot identified in the previous section, the diffusivity values of each clone were 
calculated. For each clone, the center of the clone was located by obtaining the minimum and 
maximum values of the x coordinates and of the y coordinates. Then, the midpoint of the 
minimum and maximum values of the x coordinates and of the y coordinates was found. An 










Figure 4.6. Locations of cells for cluster #10 in sample image, with center of clone in red. 
 
Afterwards, the distances of the cells (in blue) to the center of the clone (in red) were calculated, 
and the mean DCC was obtained for each clone in the image (see Figure 4.6 for an example). 
Since the mean DCC was obtained in pixels, this value was converted to µm using the 1 pixel = 
6.4 µm conversion rate. The diffusivity values for each clone were then obtained from the linear 
model in Table 2.3 using the mean DCC. Afterwards, the mean diffusivity value was obtained 
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over 182 clones. The following table compares the results obtained from mean DCC with the 
results obtained from conventional experiments. 
Method of Diffusivity Calculation Condition Diffusivity (μm
2
/min) 
Mean DCC  2.65 ± 1.43 
2D PRW model (HT1080)  6.61 ± 5.02 
3D PRW model (HT1080) 2 mg/ml 2.02 ± 3.23 
2 mg/ml, Latruculin B, 100 nM 0.39 ± 0.64 
2 mg/ml, blebbistatin, 15 µM 1.00 ± 2.04 
2D PRW model (MDA-MB-231)  9.49 ± 13.41 
3D PRW model (MDA-MB-231) 2 mg/ml 0.35 ± 0.51 
 Table 4.2. Comparison of diffusivity results using mean DCC over experimental results [3]. 
 
As shown above, the diffusivity values obtained from mean DCC for the image were within 
range. This indicated that using the mean DCC to characterize cell motility from one snapshot at 
a fixed time point produced similarly accurate results compared to results obtained from 










This chapter concludes the thesis. The results obtained from the experiments will be summarized 
and discussed. Lastly, some potential ideas for future studies will be provided. 
 
5.1   On the results 
From this experiment, it was concluded that the mean distance to the center of the clone (DCC) 
had the lowest mean percent error in calculating diffusivity values and characterizing cell 
motility for a snapshot of a clone of cells obtained at a fixed time point, as shown in Table 2.5. 
But, the mean percent error of diffusivity values obtained using mean DCC was slightly lower 
than that obtained using median DCC and MSD. The diffusivity results obtained using mean 
DCC also had a large range of percent error values. This could be attributed to the fact that cell 
migration occurred in a random pattern [3], which could lead to differences between the 
observed diffusivity value and the diffusivity value obtained from the PRW model at the single-
cell level. 
 Mean DCC quantitatively characterized cell motility with reasonable accuracy when 
compared to that obtained from conventional experimental methods. Past experiments used live 
cell imaging microscopy techniques. On the other hand, the mean DCC method simply used one 
snapshot at a fixed time point to calculate diffusivity of cells. This showed that mean DCC can 
quantitatively characterize cell motility more efficiently and quickly compared to that of 
conventional experimental methods. Additionally, the mean DCC method calculated diffusivity 
values that were in range with diffusivity values obtained from past experiments [3]. However, 
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this did not take into account the biological conditions that took place during the experimental 
process, which could explain the differences between the diffusivity values obtained from the 
past experiments and the diffusivity values obtained using the mean DCC method from the 
image of MDA-MB-231 cells. Diffusivity values obtained using the mean DCC method 
represent values that would be obtained under ideal conditions. But, the state of the laboratory 
conditions and of the biological conditions of the cells could impact diffusivity values obtained 
from the cells in the actual experiments. 
 Lastly, 200 clones were needed to calculate diffusivity values and characterize cell 
motility with reasonable accuracy. There was a big difference in the accuracy of calculated 
diffusivity values between 10 and 200 randomly selected clones. However, when more than 200 
clones were randomly chosen, the accuracy of calculated diffusivity values did not change much. 
 
5.2   Future studies 
One idea for future studies would include applying the model to images of other types of cells 
that were experimentally obtained from the lab. This would give a better sense of whether or not 
the model could obtain similarly accurate results in a quicker and more efficient way.
 Additionally, applying the model to images of cells obtained under different biological 
conditions could potentially provide a better comparison of the diffusivity values obtained from 









The confidence interval is very useful in determining the range of values that one is certain the 
true value lied in [14]. The confidence intervals were calculated for the accuracy of calculated 
diffusivity given a specific number of randomly selected clones, and the following section will 
outline the specifics of the process. 
 
A.1   Calculation of the confidence interval 
In calculating the confidence interval, 100 trials of the accuracy of calculated diffusivity of a 
given number of randomly selected clones, which was obtained by comparing the mean 
diffusivity value obtained from the PRW model using Equation (1) with the mean diffusivity 
value obtained from the mean DCC value using the linear model over a specific number of 
randomly selected clones from Table 2.3, were performed. Then, the confidence interval was 
calculated using the following formula. 
                    
       
         
  
The standard deviation of the percent error of calculated diffusivity, obtained from 100 trials for 
a specific number of clones, was calculated. Then, it was divided by the square root of the 
number of trials obtained. Afterwards, this value was then multiplied by the z-value for the 95% 
confidence level. The 95% confidence level is most commonly used in health-related 




 To calculate the length of the confidence interval, the error value obtained using Equation 
(4) was doubled, since the confidence interval spans from values below the true mean to the 
values above the true mean. These values are shown in Table 2.7. 
 Following this, the confidence intervals were fitted to the log-log plot. To accomplish this, 
the confidence intervals were fitted using the following equation. 




The length of the confidence interval was divided by 2 to obtain the δy value. Then, this value 
was divided by the mean percent error of calculated diffusivity in Table 2.7. The results of this 






















10 0.16 0.32 
20 0.15 0.30 
30 0.14 0.28 
50 0.18 0.36 
100 0.12 0.24 
200 0.12 0.24 
300 0.10 0.20 
400 0.09 0.18 
500 0.08 0.16 
600 0.08 0.16 
1000 0.05 0.10 
Table A.1. Confidence interval lengths by number of clones, fitted for log-log plot. 
 
Using the data above, the confidence intervals were then fitted in log-log plot and the resulting 








A.2   Worked example 
For a sample of 10 randomly selected clones, the standard deviation of the accuracy of calculated 
diffusivity was 15.99%. It was obtained from the Matlab software. Then, the standard deviation 
was divided by the square root of 100 trials, since 100 different values of the accuracy of 
calculated diffusivity were obtained for the 10 randomly selected clones, as shown below.  
                             
      
           
  
Afterwards, this value was then multiplied by 1.96, which is the z-value at the 95% confidence 
level, as shown below. 
                   
      
           
   
To obtain the confidence interval length, this calculated value was doubled. The result was 
6.27%, as shown in Table 2.7. 
 For the confidence interval length in the log-log plot, the confidence interval length was 
divided by 2. Afterwards, Equation (5) was applied, as shown below.  
         
     
      
  
Next, the δz value, which is the error value, was doubled to obtain the confidence interval length 
in the log-log plot, as shown in Table A.1. Here, the confidence interval length, when plotted in 










Accuracy of Calculated Diffusivity by Clone Size 
In this section, the accuracy of calculated diffusivity will be examined by clone size to assess its 
relationship. The following section details the methods used to assess this relationship. 
 
B.1   Calculating diffusivity by clone size 
From a given snapshot of the cells’ clonal distribution at a fixed time point, the center of the 
clone of cells was located, and the distances to the center of the clone were calculated using 
Equation (2). Then, the mean distance to the center of the clone (DCC) was obtained, and 
diffusivity values were obtained from the linear model in Table 2.3 using mean DCC. 
 The diffusivity values were grouped by clone size using the Matlab software. The percent 
error of these diffusivity values was calculated by comparing them to the diffusivity values 
obtained from the PRW model in Equation (1), and the mean percent error was obtained for each 
clone size. The following table summarizes the results of this analysis. 






Table B.1. Accuracy of calculated diffusivity by clone size. 
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The results were plotted below to analyze the relationship between accuracy of calculated 












Figure B.1. Plot of accuracy of diffusivity by clone size. 
 
The results show that accuracy of diffusivity decreased by clone size. However, there was a 
slight rebound from 64 clones to 128 clones. There was a large standard deviation of the 
accuracy of calculated diffusivity for each clone size, which could be attributed to the stochastic 








Centroid of the Clone of Cells 
This section aims to compare the accuracy of calculated diffusivity values obtained from the 
linear model using the mean and median distances to the centroid of the clone, as well as the 
mean square displacement from the centroid of the clone. The following sections will outline the 
procedures used for this analysis. 
 
C.1   Finding the centroid of the clone 
From a given snapshot of a clonal distribution of cells at a specific time point (72 hours in this 
case), the centroid of the clone was located by taking the mean value of all of the x and y 
coordinates of the cells in the clonal distribution. The mean x and y coordinates of all cells in the 













As shown, the centroid of the clone, defined as the mean x and y coordinates of all cells in the 
clonal distribution, is shown as a blue dot, while the cells are shown as red dots.  
 Using the centroid of the clone, the mean square displacement (MSD) and the distances 
to the centroid of the clone (DCdC) were calculated using the following equations. 
                   
                
  
    
 
        
               
                
        
    
Then, the mean and median distance to the centroid of the clone (DCdC) were obtained for each 
clone of cells. 
 
C.2   Calculating diffusivity values 
The MSD and the mean and median distance DCdC values for each clone of cells were fitted 
with the diffusivity values that were obtained from the PRW model via Equation (1), and the 
linear models were obtained. The fitting was done in log-log to address the skewness towards 












Observation Linear Model Used 
Mean DCdC ln(Ď)=1.88ln(mean DCdC)-8.21 
Median DCdC ln(Ď)=1.87ln(median DCdC)-8.07 
MSD ln(Ď)=0.94ln(MSD)-8.39 
MSD (theoretical) ln(Ď)=ln(MSD)-9.76 
Table C.1. Linear models used for calculating diffusivity from mean DCdC, median DCdC, and 
MSD from centroid. 
 
Using the above linear models, the diffusivity values were calculated, and the mean percent error 
of calculated diffusivity from each method was obtained. The following table summarizes these 
results. 
Method of Diffusivity Calculation Mean % Error Calculated Diffusivity 
Mean DCdC 38.03% 
Median DCdC 40.57% 
MSD 38.05% 
MSD (theoretical) 41.52% 
Table C.2. Accuracy of calculated diffusivity using MSD from centroid, mean DCdC, and 
median DCdC. 
 
The above results show a small difference in the accuracy of calculated diffusivity when the 





Results of Calculated Diffusivity by Clone Size 
This appendix provides the remaining heat maps that pertain to the results of calculated 
















Figure D.1. Heat maps of accuracy of calculated diffusivity, obtained from clone size of 4 cells 
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