Introduction
Let l ∞ and c be the Banach spaces of bounded and convergent sequences x = (x k ) respectively with the usual norm ||x|| = sup 
..).
A sequence x ∈ l ∞ is said to be almost convergent to the value L if all of its Banach limits equal to L (see [3] ). We denote the set of all almost convergent sequences by f , i.e.
we call f ∞ the set of all almost bounded sequences.
Bullet and Cakar [2] have defined a sequence space l(p, s) and characterized the matrix classes (l(p, s), l ∞ )and (l(p, s), c).
In this paper we characterize the matrix classes (l(p, u), l ∞ ) and (l(p, u), f ), where l(p, u) is more general than l(p, s).
Let p = (p k ) be a sequence of real numbers with p k > 0. The space l(p, s) is defined as (see [2] )
Let u = (u k ) be a sequence of real numbers such that
The space l(p, u) is defined as (see [5] )
If we take u = (u k ) defined by
Let X and Y be two sequence spaces and A = (a nk ) ∞ n,k=1 be an infinite matrix of real or complex numbers. We write
Ax ∈ Y , then we say that A defines a matrix transformation from X into Y . By (X, Y ) we denote the class of matrices A such that Ax ∈ Y for x ∈ X.
Main Results
Throughout the text, we use the following notation :
For all integers n, m ≥ 1,
Proof. Sufficiency. Let (2.1.1) hold and that x ∈ l(p, u) using the following inequality (see [4] )
for C > 0 and a, b two complex numbers (q −1 + p −1 = 1) , we have
where q −1
Taking the supremum over m, n on both sides and using (2.1.1), we get Ax ∈ f ∞ for x ∈ l(p, u), i.e. A ∈ (l(p, u), f ∞ ). l(p, u) . Now by the Banach-Steinhaus theorem, there is constant M such that
Now define a sequence x = (x k ) by
where 0 < δ < 1 and
Then it is easy to see that x ∈ l(p, u) and g(x) ≤ δ. Applying this sequence to (2.1.2) we get the condition (2.1.1). Proof. Sufficiency. Let (i) and (ii) hold and x ∈ l(p, u).
Consequently reasoning as in the proof of the sufficiency of Theorem 2.1, the series 
where H = sup p k . Codition (ii) implies that there exists m 0 such that Necessity. Let A ∈ (l(p, u), f ). Since f ⊂ f ∞ (see [6] ), condition (i) follows by Theorem 2.1. Since e k = (0, 0, ...1(k-th place), 0, 0, ...) ∈ l(p, u) , condition (ii) follows immediately by (2.2.3).
