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SCALING LIMITS FOR CONDITIONAL DIFFUSION EXIT
PROBLEMS, DOOB’S h-TRANSFORM, AND
ASYMPTOTICS FOR NONLINEAR ELLIPTIC
EQUATIONS.
YURI BAKHTIN AND ANDRZEJ S´WIE֒CH
Abstract. The goal of this paper is to supplement the large deviation
principle of the Freidlin–Wentzell theory on exit problems for diffusion
processes with results of classical central limit theorem kind. We de-
scribe a class of situations where conditioning on exit through unlikely
locations leads to a Gaussian scaling limit for the exit distribution. Our
results are based on Doob’s h-transform and new asymptotic conver-
gence gradient estimates for elliptic nonlinear equations that allow to
reduce the problem to the Levinson case. We devote a separate section
to a rigorous and general discussion of h-transform.
1. Introduction
The studies of dynamical systems under small white noise perturbations
have a long history. Although the limiting behavior of the resulting sto-
chastic dynamics as the noise intensity vanishes depends very much on the
character of the system, in many cases the key features can be described in
terms of the celebrated Freidlin–Wentzell theory (FW), see [FW84].
Exit problems associated with these diffusions provide important infor-
mation that can be used to study transitions of the system between various
regions in the phase space. FW theory provides the asymptotic description
of the exit distributions at the level of large deviations estimates. In several
important situations besides finding the points where the exit distribution
concentrates as the noise intensity vanishes, it also produces exact expo-
nential concentration rates. A key notion in FW is that of quasi-potential,
a rate of unlikelihood or cost of diffusing from one point to another. One
2000 Mathematics Subject Classification. 60J60, 35J15, 35F21.
Key words and phrases. diffusion, exit problems, scaling limit, small noise, Doob’s h-
transform, Hamilton–Jacobi–Bellman equation, elliptic PDE, viscosity solution, region of
strong regularity.
Yuri Bakhtin was partially supported by the NSF CAREER Award DMS-0742424.
Andrzej S´wie֒ch was partially supported by the NSF grant DMS-0856485.
1
2 YURI BAKHTIN AND ANDRZEJ S´WIE֒CH
can often say that the exit distribution concentrates near minima of quasi-
potential in the small noise limit, although concrete results require more
careful statements.
The goal of this paper is to supplement the large deviation principle results
of FW with a result of classical central limit theorem type, i.e., a Gaussian
scaling limit.
Although the idea of obtaining such result is not new — a possibility of
such result in the large deviation framework was hinted at in the original
book [FW84] — no rigorous results are known to us. However, such re-
sults may have important consequences. For example, in [Bak10, Bak11,
AMB11a], the scaling limits for exit distribution played the crucial role in
the analysis of small noise limit for noisy heteroclinic networks. In that
context, in the exit problem near a saddle point of the drift vector field, the
quasi-potential approach does not produce enough detail. At the same time
the corresponding scaling limits capture the difference between asymptoti-
cally symmetric and asymmetric exit distributions responsible for Markov
or non-Markov behavior of the limiting process jumping between saddles
along heteroclinic connections.
FW theory mainly concerns the situation where for any finite time horizon
the exit from a domain O gets extremely unlikely as the noise intensity ε
tends to zero. Such situations arise if the unperturbed dynamical system
has an attractor or several attractors in O. Then the system spends a long
time in a small neighborhood of an attractor and rarely makes excursions
away from it as the drift brings it back since the noise is small. After
a long time and multiple escape attempts, a larger fluctuation inevitably
occurs and makes one of these attempts succeed, so the system either exits
the domain or approaches one of the other attractors and the same scenario
repeats there. The arising phenomenon of noise induced rare jumps between
attractors is often called metastability.
In this setting, the reactive trajectories or transition paths usually travel
through a small neighborhood of a saddle critical point of the drift, and
the location of the exit from that neighborhood may critically impact the
remainder of the transition path by influencing the choice of the next at-
tractor visited by the system. So, obtaining distributional scaling limits for
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such situations would be highly desirable as it may lead to non-Markovian
effects of asymmetrical decisions analogous to [Bak10, Bak11, AMB11a].
We are not ready to make any mathematical claims concerning this im-
portant case. Instead we consider a simpler situation. Although transition
or exit without immediate return to the neighborhood of the attractor is a
rare event, one can study the system conditioned on this rare event. The
goal of this paper is to describe a class of situations where conditioning on
exit through unlikely locations leads to a Gaussian scaling limit for the exit
distribution.
Let us briefly describe our program.
The first step is to use Doob’s h-transform that allows to claim that
a diffusion conditioned on an exit event is again a diffusion process with
the original diffusion coefficient and a new drift that is obtained from the
original drift by a nonlinear correction that depends on ε. The h-transform
is a well-known tool, see, e.g., a recent work [LN13] that uses h-transform
to support the theory of transition paths [EVE06],[MSVE06],[EVE10]. A
general, rigorous, and detailed discussion of h-transform is given in Section 6
playing the role of an appendix.
The second step is to establish sufficiently fast convergence of the cor-
rected drift as ε→ 0 to a limiting vector field. The idea is that the conver-
gence in question can often be studied with the help of asymptotic analysis
of stationary Hamilton–Jacobi–Bellman (HJB) equation with positive vis-
cosity ε.
In fact, a large part of this paper is a discussion of a class of such situations
where solutions of viscous HJB equations and their gradients converge in
domains of regularity, as ε → 0, to viscosity solutions of the inviscid HJB
equations and, moreover, an expansion for the solution with the leading
correction term of the order of ε2 holds true in C1 norm. Such expansions
are known in C1 for evolutionary HJB equations, see [Fle71], and in C0 for
stationary ones with zero boundary condition, see [FS86]. No results on C1
expansions in the stationary case with our boundary condition are known
to us, and our result seems to be the first one in this direction. We have to
impose certain restrictions on the problem, namely, we assume that the noise
is additive and the boundary is flat. Our analysis is based on PDE methods
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and involves elements of stochastic control. It is worth mentioning that it
is the infinite time horizon in the corresponding stochastic control problems
that makes the analysis of stationary HJB equations harder than that of
evolutionary ones, where the time horizon is finite. Let us also mention the
connection between the FW quasi-potential, the rate function in the large
deviation principle for the conditional exit point, and the viscosity solution
of the stationary HJB equation (see [Fle78] for a more PDE and stochastic
control viewpoint than [FW84]).
The third step in our program is to check that the limiting drift satisfies
the Levinson conditions. If it does, then the CLT for conditioned diffu-
sion follows from the exit CLT for diffusions in the Levinson case obtained
in [AMB11b].
We will describe the setting, explain our program in more detail, and
formulate the main results in Section 2. In Section 3 we show a very simple
example where our program can be carried out by explicit computations. In
Section 4 we explain the connection with HJB equations and state relevant
results on asymptotics of solutions of HJB equations guaranteeing the CLT
of Section 2. Proofs of these results are given in Section 5. The auxiliary
Section 6 is devoted to Doob’s h-transform.
2. Main results
Let us now be more precise. We begin with the deterministic dynamics
in Rn, n ∈ N, defined by a C2 vector field b(x) = (b1(x), . . . , bn(x)), x ∈ Rn:
X˙(t) = b(X(t)).
For ε > 0, we consider an elliptic stochastic perturbation of this system
given by the following Itoˆ equation:
(1) dXε(t) = b(Xε(t))dt+ εσ(Xε(t))dW (t).
Here W = (W 1, . . . ,Wm), m ∈ N, is a standard m-dimensional Wiener
process defined on a filtered probability space (Ω,F , (Ft)t≥0,P) satisfying
the usual conditions, and σ(x)=(σij(x)) is a C
2 n×mmatrix-valued diffusion
coefficient function such that the C2 n × n matrix-valued function a(x) =
σ(x)σ∗(x) is nondegenerate for all x.
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Let us assume for simplicity (although one can work without this as-
sumption) that solutions of SDE (1) are non-explosive, i.e., for any initial
condition Xε(0) = x0, the solution process Xε(t) is defined for all times
t ≥ 0 with probability 1. These solutions can be described as continuous
Markov processes with generator Aε whose action on smooth functions f
with compact support is given by
Aεf(x) = 〈b(x),Df(x)〉 + ε
2
2
Tr(a(x)D2f(x))
=
n∑
i=1
bi(x)∂if(x) +
ε2
2
n∑
i,k=1
aik(x)∂ikf(x), x ∈ Rn.
where Df(x) = (∂1f(x), . . . , ∂nf(x)), D
2f(x) = (∂ikf(x))
n
i,k=1, and the an-
gular brackets denote the standard inner product in Rn. The distribution
of process Xε started at time 0 at a point x will be denoted by Pε,x.
We will observe the process Xε only while it evolves within a domain O ⊂
R
n. In this section, it does not have to be bounded, and its boundary ∂O
is not required to be smooth, except that it is required to contain a C2
hypersurface M such that O ∪M is a path-connected set.
If Xε(0) = x ∈ O, we define τε = inf{t ≥ 0 : Xε(t) ∈ ∂O} ∈ (0,∞]. We
are interested in the distribution of the exit point Xε(τε) conditioned on the
event CΓ = {τε <∞,Xε(τε) ∈ Γ}, where Γ is a subset of ∂O containing M .
The assumptions that we have made guarantee that for any ε > 0 and any
x ∈ O, under Pε,x the diffusion Xε conditioned on CΓ and stopped at ∂O is
also a diffusion process. The generator AΓ,ε of the conditioned diffusion is
well-defined on every f ∈ C20 (O) (which we understand to be defined on the
whole Rn) and is given by
(2) AΓ,εf(x) = Lf(x) +
ε2
hε(x)
n∑
i,j=1
aij(x)∂jh
ε(x)∂if(x), x ∈ O,
where hε defined by
hε(x) = Pε,x(CΓ), x ∈ O¯,
is C2 and strictly positive in O for all ε > 0. In other words, the conditioned
diffusion has the diffusion coefficients of the original unconditioned diffusion,
but the drift coefficient b¯ε of the conditioned diffusion is given by
(3) b¯ε(x) = b(x) + ε
2a(x)
Dhε(x)
hε(x)
, x ∈ O.
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Formulas (2) and (3) can be viewed as specific cases of Doob’s h-transform.
Although they are well-known and valid under very mild assumptions, no
rigorous and complete exposition of Doob’s h-transform for conditioned dif-
fusions is known to us. Section 6 aims to be such an exposition containing
some relevant results that are rigorous and general. Specifically, Lemma 6.3
implies that hε is differentiable (so (2) and (3) make sense), and Theorem 6.6
implies the rest of the claims made in the last paragraph.
Let us now study the effect of some natural assumptions on the limiting
behavior of the drift b¯ε of the conditioned diffusion introduced in (3).
Let us suppose that there is an open set G, a point x0 ∈ O ∩ G and a
vector field b¯0 ∈ C2(G) satisfying the following properties:
(A1) Let (St)t≥0 denote the flow generated by b¯0. We assume that there
are T > 0 and z ∈M ∩G such that
(i) Stx ∈ O ∩G for all t ∈ [0, T );
(ii) z = STx0;
(iii) b¯0 is transversal to M at z, i.e., b¯0(z) does not belong to the
tangent hyperplane TzM .
(A2) We assume that b¯ε admits a C
2 continuation onto G and there are
positive constants C and α such that for ε ∈ (0, 1),∣∣b¯ε(x)− b¯0(x)∣∣ ≤ Cε1+α, x ∈ G.
The first of these properties is called the Levinson condition. It describes
the mutual geometry of the vector field b¯0 and the domain O. The second
property also involves b¯ε and states that it converges to b¯0 uniformly and
sufficiently fast.
Assumptions (A1) and (A2) are imposed so that we can directly apply
the main result of [AMB11b] that states that if in the Levinson case the
deterministic perturbation of the drift converges to zero faster than the sto-
chastic perturbation and the perturbation of the initial condition (the latter
is identically zero in our situation, although one can easily consider nonzero
perturbations of initial conditions as well), then, under appropriate rescal-
ing, the exit location has asymptotically Gaussian distribution. Moreover,
an explicit expression for the latter is available, so let us introduce the rel-
evant notation and state one of our main results.
SCALING LIMITS FOR CONDITIONAL EXIT PROBLEMS 7
Let I be the n × n identity matrix. Let Φ(t) be the linearization of the
flow S along the orbit of x0:
Φ˙(t) = Db¯0(S
tx0)Φ(t), Φ(0) = I.
Also, for any vector v ∈ Rn we uniquely decompose it into
v = pib · b¯0(z) + piMv,
where pibv ∈ R and piMv ∈ TzM .
The following is a direct consequence of Theorem 6.6 on h-transform and
the main result of [AMB11b].
Theorem 2.1. Under assumptions (A1) and (A2), the conditional distri-
bution of ε−1(τε−T,Xε(τε)− z) given CΓ converges weakly (as ε→ 0), to a
nondegenerate n-dimensional Gaussian distribution given by (−pibφ, piMφ),
where
φ = Φ(T )
∫ T
0
Φ−1(s)σ(Stx0)dW (t).
Although this is our central result, it would be useless unless we explain
why assumptions (A1) and (A2) hold true in a large class of cases. Of
course, if hε ≡ 1, then the conditioning is trivial and if the original vector
field satisfies the Levinson condition, then Theorem 2.1 applies. We are
interested though in conditioning on unlikely events, and we begin with a
simple guiding example.
3. Example
In this short section we consider a simple guiding example where all cal-
culations can be done explicitly. In this example, O = {x = (x1, x2) ∈ R2 :
x1 > 0}, b(x) ≡ (b1, b2), where b1 > 0 and b2 is any constant, and a(x) is
the identity matrix for all x. In other words, this is Brownian motion in half
plane, with drift directed away from the boundary of the half-plane and can
be described by the following stochastic equation with additive noise:
dX1ε (t) = b
1dt+ εdW 1(t),
dX2ε (t) = b
2dt+ εdW 2(t).
For any initial condition x ∈ O, the process Xε reaches ∂O = {(x1, x2) ∈
R
2 : x1 = 0} with positive probability hε(x1, x2). Due to the translational
invariance of the system along the x2-axis, this probability depends only
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on x1, h
ε(x1, x2) = h
ε(x1), and this function of one variable is C
2 and
satisfies
b1∂1h
ε(x1) +
ε2
2
∂11h
ε(x1) = 0, x1 > 0,
hε(0) = 1,
hε(x1)→ 0, x1 →∞.
Solving this linear ODE, we obtain
hε(x1, x2) = e
−
2b1x1
ε2 , x1 ≥ 0.
Applying Doob’s h-transform (Theorem 6.6) we obtain that the process Xε
conditioned to hit ∂O is a diffusion with the same diagonal diffusion matrix
and drift given by
b¯1ε(x) =b
1 + ε2
−2b1
ε2
e−
2b1x1
ε2
e−
2b1x1
ε2
= −b1,
b¯2ε(x) =b
2, x ∈ O.
Therefore, b¯ε ≡ (−b1, b2) for all ε. The conditioned diffusion is thus also
Brownian motion with drift (−b1, b2). This drift is directed towards the
boundary and does not depend on ε, so conditions (A1) and (A2) follow
and Theorem 2.1 applies. The Gaussian vector φ of Theorem 2.1 can also
be easily computed explicitly since b¯0 ≡ (−b1, b2), Db¯0 = 0, and Φ(t) = I
for all t.
In general, when the drift b is not constant and boundaries are curved,
we do not expect the conditional drift do be independent of ε. However, in
that case one can use PDE methods to check that conditions (A1) and (A2)
still hold.
4. PDE approach to checking conditions of Theorem 2.1
From now on, besides the assumptions on O and Γ we have made earlier,
we assume that the domain O is bounded and Γ is open in the relative
topology of ∂O, although some of our arguments can be modified to fit
other situations as well.
According to Lemma 6.4, the function hε satisfies
(4)
n∑
i=1
bi(x)∂ih
ε(x) +
ε2
2
n∑
i,j=1
aij(x)∂ijh
ε(x) = 0, x ∈ O.
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We also know that on the boundary
hε(x) =
{
1, x ∈ Γ,
0, x ∈ ∂O \ Γ,
but continuity of hε at a boundary point x depends on whether x is regular,
i.e., whether for all ε, t > 0
lim
O∋y→x
Pε,x{τε > t} = 0.
In fact (see, e.g., implication (i)⇒(ii) of Theorem 2.3.3 in [Pin95])
(5) lim
O∋y→x
hε(y) =
{
1, regular x ∈ Γ,
0, regular x ∈ ∂O \ Γ¯,
so let us make an assumption that all boundary points are regular. This con-
dition is implied by the following external cone condition: for every boundary
point x there are a cone K with base x and a neighborhood U of x such
that K ∩ U ∩O = ∅, see, e.g., [Pin95, Section 2.3].
Since 0 < hε(x) ≤ 1 for x ∈ O ∪ Γ, we can make a Hopf–Cole type
logarithmic change of variables:
vε(x) = −ε2 log hε(x), x ∈ O ∪ Γ,
so that 0 ≤ vε(x) <∞ for x ∈ O ∪Γ. The reason for using this transforma-
tion is that now b¯ε can be represented as
(6) b¯ε(x) = b(x)− a(x)Dvε(x), x ∈ O,
and one may hope to study the behavior of b¯ε via the analysis of Dv
ε.
Plugging hε = exp{−vε/ε2} into (4) and (5), we obtain
(7) − ε
2
2
n∑
i,j=1
aij∂ijv
ε −
n∑
i=1
bi∂iv
ε +
1
2
n∑
i,j=1
aij∂iv
ε∂jv
ε = 0 in O,
and
(8) lim
O∋y→x
vε(y) =
{
0, x ∈ Γ,
+∞, x ∈ ∂O \ Γ¯.
Equation (7) is a stationary HJB equation with positive viscosity and, since
the boundary condition (8) does not depend on ε one should expect that
solutions of such equations converge as ε→ 0 to a solution v0 of the inviscid
HJB equation
(9) −
n∑
i=1
bi∂iv
0 +
n∑
i,j=1
aij∂iv
0∂jv
0 = 0,
10 YURI BAKHTIN AND ANDRZEJ S´WIE֒CH
equipped with boundary conditions
(10) v0(x) =
{
0, x ∈ Γ,
+∞, x ∈ ∂O \ Γ¯.
Therefore, a natural candidate for the vector field b¯0 of Conditions (A1)
and (A2) is b − aDv0. However, several difficulties arise. First of all, clas-
sical smooth solutions of (9)–(10) often do not exist in the entire domain,
and one has to deal with generalized solutions. Viscosity solutions (see,
e.g., [Lio82, CIL92, FS06]) form a natural class of solutions, however even
then the boundary condition (10) cannot be satisfied on the entire boundary
and must be understood in a generalized sense. Still, one can prove con-
vergence vε → v0, where v0 is the value function for a variational problem
associated with the HJB equation (9)–(10) and is a viscosity solution of this
equation (see [Fle78], [EI85]). For singular perturbation problems one can
establish estimates on convergence rates (see, e.g., [Lio82, Chapter 6]) and
even establish uniform asymptotic expansions of the form
vε = v0 + ε2v1 + ε
4v2 + . . . ε
2kvk + o(ε
2k)
in regions of strong regularity of the solution v0, where it is smooth and
coincides with the classical solution obtained by the method of character-
istics, see [Fle71, FS86]. However, we need estimates of this kind not just
for vε, but also for Dvε. Such estimates have been obtained in [Fle71] for
evolutionary problems with continuous boundary values. Our case is more
delicate and no appropriate results seem to exist in the literature. Major
difficulties come from the nature of the boundary condition and the fact
that on the level of stochastic control our problem corresponds to an infinite
horizon one.
In the remainder of this section we will provide sufficient conditions for
estimate
(11) Dvε = Dv0 + ε2Dv1 + o(ε
2)
to hold uniformly in regions of strong regularity.
From now on we will restrict ourselves to the case of isotropic additive
noise and assume that a(x) is the identity matrix, i.e., aij(x) ≡ δij (although
the choice of σ(x) guaranteeing this is not unique, the distribution of the
resulting diffusion process does not depend on that choice, so for definiteness
SCALING LIMITS FOR CONDITIONAL EXIT PROBLEMS 11
one may choose σ(x) to be the n× n identity matrix). We will also assume
that b is smooth (i.e. b ∈ C∞(O¯)), and that O is a bounded domain with
smooth boundary ∂O. These will be our standing assumptions that will not
be repeated in the rest of the paper. The smoothness assumptions may not
be necessary. However, we impose them for simplicity and to be able to
cite explicitly results from papers where they were used. We remark that,
requiring less regularity for the region of strong regularity, to carry out the
program of our paper it would be enough to assume that b ∈ C4(O¯).
Equation (7) now becomes
(12) − ε
2
2
∆vε − 〈b,Dvε〉+ 1
2
|Dvε|2 = 0,
where ∆ is the Laplace operator: ∆f = ∂11f + . . . + ∂nnf , and | · | is the
Euclidean norm. Equation (9) becomes
(13) − 〈b,Dv〉 + 1
2
|Dv|2 = 0.
It is well-known that natural candidates for viscosity solutions of HJB
equations are value functions of the associated control/variational problems.
Let us make it precise for equation (13). To that end we make the following
additional assumptions on b:
(B1) There are a constant λ > 0 and a relatively open set U ⊂ O¯ such
that Γ¯ ⊂ U and
(14) 〈b(x), ν(x)〉 ≤ −λ < 0, x ∈ U ∩ ∂O,
where for a point x ∈ ∂O, ν(x) denotes the outward unit normal
vector to ∂O at x.
(B2) For any absolutely continuous path γ(·) : [0,+∞)→ O¯,∫ +∞
0
|γ˙(t)− b(γ(t))|2dt = +∞.
The assumption (B2) was introduced in [Fle78] and was also used in [EI85].
For a curve γ ∈ H1loc([0,+∞);Rn) we set
τγ = inf{t ≥ 0 : γ(t) ∈ ∂O},
τ¯γ = inf{t ≥ 0 : γ(t) ∈ Rn \ O¯},
and for T > 0 and a curve γ ∈ H1([0, T ]; O¯) we define the action functional
(15) A0,T (γ) =
1
2
∫ T
0
|γ˙(t)− b(γ(t))|2dt,
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and the value function v0 : O¯ → R for variational problem associated with
the HJB equation
(16) v0(x) = inf
{
A0,τ¯γ (γ) : γ ∈ H1loc([0,+∞);Rn), γ(0) = x, γ(τ¯γ) ∈ Γ
}
.
Lemma 4.1. Under assumptions (B1) and (B2), there is a relatively open
subset N of O ∪ Γ satisfying the following conditions:
(a) N¯ ⊂ (O ∪ Γ) ∩ U .
(b) For every x ∈ N , there is a minimizing curve providing minimum
in (16). If γ1x, γ
1
x are two minimizing curves then τγ1x = τ¯γ1x = τγ2x = τ¯γ2x
and γ1x(t) = γ
1
x(t), t ∈ [0, τγ1x ]. In this sense the minimizing curve is
unique and we will denote it by γx.
(c) For every x ∈ N and all t ∈ [0, τγx ], γx(t) ∈ N .
(d) The function v0 ∈ C∞(N).
(e) For every x ∈ N ,
γ˙x(t) = −b0(γx(t)), t ∈ [0, τγx ],
where
(17) b0(y) = −b(y) +Dv0(y), y ∈ N,
and b0(γx(τγx)) is transversal to Γ. The curve ϕx(t) := γx(τγx − t), t ∈
[0, τγx ], is the characteristic curve passing through x and it solves the
equation ϕ˙x(t) = b0(ϕx(t)).
(f) For every characteristic curve ϕ(t), 0 ≤ t ≤ s, in N there exists an open
set B ⊂ Rn−1 and a local smooth parametrization ψ : B → Γ such that
ψ(y0) = ϕ(0) for some y0 ∈ B and if x(t, y) denotes the characteristic
curve such that x(0, y) = ψ(y) (in particular, ϕ(t) = x(t, y0)), then
x(t, y) is a smooth diffeomorphism of [0, s]×B onto its image.
Any region N satisfying the conditions (a)–(f) of Lemma 4.1 will be called
a region of strong regularity. Our definition of a region of strong regularity is
designed specifically for our case and just lists all the properties such a region
should possess. In the literature, the term “region of strong regularity” may
refer to a slightly different and more general object, see [Fle71, FS86]. We
prove Lemma 4.1 stating the existence of regions of strong regularity in
Section 5.1. Although the method employed there gives only existence in
principle, in reality regions of strong regularity may be quite large.
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Part (e) of Lemma 4.1 implies that condition (A1) holds true for any x0
in a region of strong regularity. Let us now address condition (A2) and
introduce our last assumption.
(C) The set Γ is flat, i.e., it is contained in a hyperplane, and the entire
domain O lies entirely on one side of that hyperplane.
Theorem 4.2. Suppose assumptions (B1), (B2), and (C) hold. Let N be
a region of strong regularity. Then there is a function v1 ∈ C∞(N) such
that (11) holds uniformly on compact subsets of N .
Section 5 is devoted to the proof of Theorem 4.2. This is the most tech-
nical part of this paper. Our multi-stage hard-analysis proof is based on the
approach developed in [Fle71] and [FS86], and involves PDE and stochastic
methods.
The following is a simple corollary of Lemma 4.1 and Theorem 4.2.
Theorem 4.3. Suppose assumptions (B1), (B2), and (C) hold. We recall
that b¯ε = b−Dvε, see (6). Also, let b¯0 = −b0, where b0 is defined in (17).
Then conditions (A1) and (A2) hold for any point x0 belonging to a region
of strong regularity and vector fields b¯ε and b¯0. In particular, the CLT for
conditioned exit distributions stated in Theorem 2.1 applies.
While assumptions (B1) and (B2) define the setting, the technical as-
sumption (C) does not seem to be necessary, and we believe that one can
obtain similar results without it. However, our current approach depends on
the additive noise character of equation (12) and does not work for curved
boundaries since flattening transformations do not preserve its additive noise
structure.
5. Asymptotics for the elliptic HJB equation
The goal of this section is to prove Lemma 4.1 and Theorem 4.2.
5.1. Regions of strong regularity. Proof of Lemma 4.1. We recall
the following results from [EI85, Fle78].
Theorem 5.1. Let (B2) be satisfied. Then:
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(i) For every region O′ such that O¯′ ⊂ O ∪ Γ there exists a constant
C(O′) independent of ε such that
(18) sup
x∈O′
(|vε(x)|+ |Dvε(x)|) ≤ C(O′).
(ii) The function v0 defined by (16) is Lipschitz on O¯ and
v0(x) = inf
{
A0,τγ (γ) : γ ∈ H1loc([0,+∞);Rn), γ(0) = x, γ(τγ) ∈ Γ
}
,
on O ∪ Γ. It is a viscosity solution of
(19)
{
−〈b,Dv0〉+ 12 |Dv0|2 = 0 in O,
v0 = 0 on Γ.
(iii) Uniformly on compact subsets of O ∪ Γ,
lim
ε→0
vε = v0.
Part (i) is proved in Lemma 2.2 of [EI85] and part (ii) in Lemmas 2.3 and
2.4 of [EI85]. Part (iii) was first proved in [Fle78] and later a more PDE
proof was given in Theorem 2.1 of [EI85]. Condition (B1) is not needed in
Theorem 5.1.
We denote the Euclidean distance in Rn and the induced Hausdorff dis-
tance on subsets of Rn by dist(·, ·). We denote
Oδ = {x ∈ O : dist(x, ∂O) < δ}, d(x) = dist(x, ∂O).
We recall that d ∈ C1(Oδ) for some δ > 0, and Dd(x) = −ν(x) on ∂O. Thus
there exist c, α, δ > 0 such that the function d˜(x) = cd(x) satisfies
(20) − 〈b(x),Dd˜(x)〉+ 1
2
|Dd˜(x)|2 ≤ −α < 0, x ∈ U ∩Oδ.
The proof of Lemma 4.1 is based on the method of characteristics. We re-
fer the reader to [Eva10, Chapter 3], [Car65], [Gar98], [Mau76], and Appen-
dices in [FS86] and [Fle71] for the overview of the method of characteristics.
We sketch the proof below.
Let ψ : B → Γ be a local smooth parametrization of Γ, where B ⊂ Rn−1
is an open set, and let x0 = ψ(y0) ∈ ψ(B). It is easy to see that any
solution of (13) must satisfy Du(ψ(y))) = 2〈b(ψ(y)), ν(ψ(y))〉ν(ψ(y)) 6= 0.
The characteristic system for (13) is the following (see [Eva10, Chapter 3]).
Functions
x(t) := x(t, y), z(t) := z(t, y), p(t) := p(t, y)
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satisfy
(21)


p˙(t) = 〈(Db(x(t))∗, p(t)〉,
z˙(t) = 〈−b(x(t)) + p(t), p(t)〉,
x˙(t) = −b(x(t)) + p(t),
with initial conditions
x(0) = ψ(y), z(0) = 0, p(0) = 2〈b(ψ(y)), ν(ψ(y))〉ν(ψ(y)).
The curve x(t) is called the characteristic starting at ψ(y). Since the right
hand side of (21) is a smooth function of x, z, p, the system has a unique
local solution for any initial conditions which is smooth with respect to t
and the initial conditions. Since b and ψ are smooth, we thus get that
x(t, y), z(t, y), p(t, y) are smooth functions of t, y in some neighborhood of
(0, y0). Since
〈x˙(0, y), ν(ψ(y))〉 = 〈b(ψ(y)), ν(ψ(y))〉 6= 0,
x˙(0, y) is transversal to Γ at every point ψ(y) (the so called non-characteristic
condition), and thus det(Dx(0, y0)) 6= 0, which implies that x(t, y) is a local
smooth diffeomorphism, and hence the inverse functions t(x), y(x) exist and
are smooth. Therefore u(x) := z(t(x), y(x)) is a smooth function in some
relatively open set containing x0. One then proves (see [Eva10, Chapter 3])
that Du(x) = p(t(x), y(x)) and u satisfies (13) in this set. Thus for every
x0 ∈ Γ, u is C∞ in some relatively open region CB˜,ψ,τ = {x(t, y) : y ∈ B˜, 0 ≤
t < τ} for some τ > 0 and an open set B˜ ⊂ Rn−1. The union of such sets for
x0 ∈ Γ will give us a relatively open region N˜ of O¯ such that N˜ ∩ ∂O = Γ,
and u ∈ C∞(N˜) and satisfies (13). We now claim that
u(x) = min
U
x,N˜
A0,τγ (γ),
where
Ux,N˜ = {γ(·) ∈ H1loc([0,+∞);Rn) :
γ(0) = x, γ(τγ) ∈ Γ, τγ < +∞, γ(s) ∈ N˜ , 0 ≤ s ≤ τγ},
and the minimizing curve is unique in Ux,N˜ . We will use that for p ∈ Rn,
1
2
|p|2 = sup
y∈Rn
{〈y, p〉 − 1
2
|y|2}
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with equality if and only if y = p. Let γ(·) ∈ Ux,N˜ . Then
u(x) = u(x)− u(γ(τγ)) = −
∫ τγ
0
〈Du(γ(t)), γ˙(t)〉dt
=
∫ τγ
0
(
−〈b(γ(t)),Du(γ(t))〉 + 〈Du(γ(t)), b(γ(t)) − γ˙(t)〉 − 1
2
|b(γ(t))− γ˙(t)|2
)
dt
+
∫ τγ
0
1
2
|b(γ(t)) − γ˙(t)|2dt ≤
∫ τγ
0
1
2
|b(γ(t)) − γ˙(t)|2dt
with equality if and only if b(γ(t))− γ˙(t) = Du(γ(t)). Thus the minimizing
curve exists and is unique and thus conditions (c)–(f) are satisfied if v0 there
is replaced by u and N = N˜ . Moreover, we can assume that N˜ ⊂ U ∩Oδ.
We now define
Ux = {γ(·) ∈ H1loc([0,+∞);Rn) : γ(0) = x, γ(τγ) ∈ Γ, τx < +∞}.
We will show that u = v0 in a subset of N˜ .
Lemma 5.2. For every σ > 0 there is δ(σ) > 0 such that u = v0 in
Nσ = {x ∈ N˜ ∩Oδ(σ) : dist(x, ∂N˜ \ ∂O) > σ}.
Proof: Let x ∈ Nσ. It is enough to show that if γ(·) ∈ Ux \ Ux,N˜ , then
(22)
1
2
∫ τγ
0
|γ˙(s)− b(γ(s))|2ds > u˜(x).
Let t ∈ (0, τγ) be the smallest t such that γ(t) ∈ O \ N˜ . Then, using (20),
d˜(γ(t)) − d˜(x) =
∫ t
0
〈Dd˜(γ(s)), γ˙(s)〉ds
=
∫ t
0
[〈Dd˜(γ(s)), γ˙(s)− b(γ(s))〉 + 1
2
|γ˙(s)− b(γ(s))|2
+ 〈Dd˜(γ(s)), b(γ(s))〉 − 1
2
|γ˙(s)− b(γ(s))|2]ds
≥
∫ t
0
[〈Dd˜(γ(s)), b(γ(s))〉 − 1
2
|Dd˜(γ(s))|2]ds− 1
2
∫ t
0
|γ˙(s)− b(γ(s))|2ds
≥ αt− 1
2
∫ t
0
|γ˙(s)− b(γ(s))|2ds.
Since d˜(x) ≥ 0, we obtain
(23)
1
2
∫ t
0
|γ˙(s)− b(γ(s))|2ds ≥ αt− d˜(γ(t)).
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On the other hand,
σ ≤ |γ(t) − x| =
∣∣∣∣
∫ t
0
γ˙(s)ds
∣∣∣∣ ≤
∫ t
0
|γ˙(s)− b(γ(s))|ds +
∫ t
0
|b(γ(s))|ds
≤ √t
(∫ t
0
|γ˙(s)− b(γ(s))|2ds
) 1
2
+ Ct,
where C > 0 is a constant. Thus
1
2
∫ t
0
|γ˙(s)− b(γ(s))|2ds ≥ (σ − Ct)+
2
2t
,
where for a ∈ R, a+ = max(a, 0). Since there is a constant C1 > 0 such that
(24) u˜(x) ≤ C1δ, x ∈ N˜ ∩Oδ,
we conclude that there are t0(σ) > 0 and δ0 > 0 such that δ < δ0 and
t < t0(σ) imply (independently of x) inequality (22). Hence from now on
we can assume that δ < δ0 and t0(σ) ≤ t < τγ .
Let us denote η = d˜(γ(t)). Let now t1 ∈ [t, τγ) be such that γ(t1) ∈
∂(Oη ∩ U) \ ∂O, and γ(s) ∈ Oη ∩ U for t1 < s ≤ τγ . Arguing as in the
derivation of(23), we obtain
(25)
1
2
∫ τγ
t1
|γ˙(s)− b(γ(s))|2ds ≥ d˜(γ(t1)) + α(τγ − t1).
Denote r = dist(∂U,Γ). If d˜(γ(t1)) = η = d˜(γ(t)), then, combining (23)
and (25) we obtain
1
2
∫ τγ
0
|γ˙(s)− b(γ(s))|2ds ≥ α(t0(σ) + τγ − t1),
and, due to (24), there is δ1(σ) > 0 such that (22) holds true for δ < δ1(σ).
If d˜(γ(t1)) 6= η, we must have γ(t1) ∈ ∂U , and then
1
2
∫ τγ
t1
|γ˙(s)− b(γ(s))|2ds ≥ (r − C(τγ − t1))+
2
2(τγ − t1) ,
which together with (24) implies that there is δ2 > 0 such that if δ < δ2,
then (22) holds unless (τγ − t1) ≥ t˜0 > 0 for some t˜0 = t˜0(r). In this
case, Combining (23),(25), and the fact that η ≤ δ, we obtain that there is
δ3(r) > 0 such that for δ < δ3(r),
1
2
∫ τγ
0
|γ˙(s)− b(γ(s))|2ds ≥ α(t0(σ) + t˜0(r))− η > αt0(σ).
Using (24) once again we conclude that there is δ4(σ, r) > 0 such that in
this case (22) holds for δ < δ4(σ, r). The lemma now follows with δ(σ) =
min{δi, i = 0, . . . , 4}. 
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The region Nσ itself may not be a region of strong regularity since it may
not satisfy condition (f). However we can now take N to be the union over
all x0 ∈ Γ of sets of the form CB˜,ψ,τ ⊂ Nσ described before.
5.2. Convergence of derivatives. The main goal of this section is to prove
Lemma 5.8 stating uniform convergence of Dvε to Dv0 as ε→ 0. Since b and
∂O are smooth it is well known that in this case the function hε ∈ C2(Ω),
it is continuous at every point of Γ, 0 < hε < 1 in O and, moreover (see,
e.g., [GT01, Section 6.5], hε is smooth in every relatively open region O′
such that O¯′ ⊂ O ∪ Γ. Therefore vε is also smooth in every relatively open
region O′ such that O¯′ ⊂ O ∪ Γ.
Without further loss of generality we suppose that Γ ⊂ {xn = 0} and
N ⊂ {xn ≥ 0}. Under this assumption, (14) implies that −〈b, en〉 ≤ −λ < 0
in a relative neighborhood of Γ in ∂O, where en = (0, ..., 0, 1) is the standard
basis vector.
For r > 0, we denote
Nr =
{
x = (x′, xn) ∈ N : dist((x′, 0), ∂N \ Γ) > 2r, xn < r
}
.
Lemma 5.3. For every r > 0 there are positive numbers L,C, ε0 such that
for ε < ε0,
(26) vε(x) ≤ (1 + Lε2)v0(x) + Cx2n, x ∈ Nr.
Proof: For y ∈ Nr, we denoteWr(y) = {x = (x′, xn) : |x′−y′| < r, xn < r}.
Let us define
ψεy(x) = (1 + Lε
2)v0(x) +Cx2n + C1xn|x′ − y′|2, x, y ∈ Nr.
and show that there is a choice of constants L,C,C1 such that
vε(x) ≤ ψεy(x), y ∈ Nr, x ∈Wr(y),
This will obviously imply (26) since for any x ∈ Nr one can choose y = x.
To simplify notation, without loss of generality we will assume that y′ = 0
and use ψε for ψε0.
Directly from (13) we know that
(27) Dv0(x) = 2〈b, en〉en, x ∈ Γ.
Therefore, we can choose r such that for some c0 > 0,
(28) |Dv0(x)| ≥ c0, 〈−b(x) +Dv0(x), en〉 ≥ c0, x ∈Wr(y),
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and from this point on we write W for Wr(0). Due to (18), inequality
vε(x) ≤ C1r2xn on {x ∈ ∂W : |x′| = r},
holds with C1 = C(N)/r
2. Since vε converges uniformly to v0 in N , the
estimate
vε(x) ≤ v0(x) + Cr2 ≤ ψε(x) on {x ∈ ∂W : xn = r}
holds true if we choose, say, C ≥ 1 in the definition of ψε and let ε be small
enough. We have
Dψε(x) = (1 + Lε2)Dv0(x) + (2Cxn + C1|x′|2)en + 2C1xn(x′, 0).
If Lε2 ≤ 1 then, due to the smoothness of v0, there is a numberM(C,C1) > 0
such that for all ε,
(29) |Dψε(x)|, ‖D2ψε(x)‖ ≤M(C,C1), x ∈W.
Here, for an n× n matrix A, ‖A‖ = maxi,j=1,...,n |Aij |.
Using (28) and (29), we obtain
− ε
2
2
∆ψε(x)− 〈b(x),Dψε(x)〉+ 1
2
|Dψε(x)|2 ≥ −ε
2nM
2
+ (1 + Lε2)
(
−〈b(x),Dv0(x)〉 + 1
2
|Dv0(x)|2
)
+
Lε2(1 + Lε2)
2
|Dv0(x)|2
+ 〈−b(x) +Dv0(x), en〉(2Cxn + C1|x′|2) + Lε2〈Dv0(x), en〉(2Cxn + C1|x′|2)
− 2C1xn〈b(x), (x′, 0)〉+ 2C1(1 + Lε2)xn〈Dv0(x), (x′, 0)〉
+
1
2
∣∣(2Cxn + C1|x′|2)en + 2C1xn(x′, 0)∣∣2
≥ −ε
2nM
2
+ c0(2Cxn + C1|x′|2) + Lε
2c20
2
− C2xn|x′|,
where C2 depends only on C1 and the bounds on |b|, |Dv0|. It is now clear
that the last line of the above inequality can be made nonnegative on W by
taking L and C large enough. Therefore ψε is a supersolution of (12) in W
and vε ≤ ψε on ∂W by (12) and (13). Therefore, by comparison principle
(see for instance [GT01, Theorem 17.1]) we obtain vε ≤ ψε in W . 
Corollary 5.4. For every r > 0 there exist L1, ε0 > 0 such that for ε < ε0,
(30) ∂nv
ε(x) ≤ (1 + Lε2)∂nv0(x) ≤ ∂nv0(x) + L1ε2, x ∈ N(r) ∩ Γ.
20 YURI BAKHTIN AND ANDRZEJ S´WIE֒CH
Corollary 5.5. Let ε0 be as in Corollary 5.4. Then there is a constant
L2 > 0 such that for ε < ε0,
(31) ∂nnv
ε(x) ≤ L2, x ∈ N(r) ∩ Γ.
Proof: Let x ∈ N(r) ∩ Γ. Then
∂nnv
ε(x) = ∆vε(x) =
2
ε2
(
−〈b(x),Dvε(x)〉+ 1
2
|Dvε(x)|2
)
.
Since vε ≡ 0 on Γ, we have Dvε(x) = t(x)en for some t(x) ≥ 0. Combining
this with Corollary 5.5 and (27), we obtain t(x) ≤ 2〈b(x), en〉+L1ε2. Hence
∂nnv
ε(x) =
2
ε2
(
−〈b(x), en〉t+ 1
2
t2
)
≤ 2
ε2
(
〈b(x), en〉L1ε2 + 2
2
L2ε4
)
,
which implies our claim. 
Remark 5.6. A version of Lemma 5.3 could be obtained without the as-
sumption that Γ is flat. Corollaries 5.4 and 5.5 are also true in this case if
∂nv
0, ∂nv
ε, and ∂nnv
ε are replaced by the respective derivatives along the
inward normal vector. Lemma 5.7 below is the only place where we have to
assume that Γ is flat.
The following lemma and its proof is a standard semiconcavity result
from [Lio82] which was also used in [FS86]. The difference between it and
Lemma 3.1 of [FS86] is that we prove the semiconcavity up to the bound-
ary Γ, although only along coordinate directions. This is made possible by
Corollary 5.5. On compact subsets of O a semiconcavity estimate (32) holds
along every direction but we do not need it here. We include the proof of
the lemma for completeness.
Lemma 5.7. If N ′ is a relatively compact subset of O ∪ Γ, then there is a
constant C(N ′) > 0 such that
(32) ∂iiv
ε(x) ≤ C(N ′), x ∈ N ′, i = 1, ..., n.
Proof: Since dist(N ′, ∂O \ Γ) > 0, there exists a function ξ ∈ C20 (O ∪ Γ)
such that 0 ≤ ξ ≤ 1 for all x, ξ = 1 on N ′, and
|Dξ|2
ξ
≤ C1 on the support of ξ
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for some C1. To simplify notation, for a function f with real or vector values,
we will write fi and fii for ∂if and ∂iif . Differentiating (12) with respect
to xi we have
−ε
2
2
∆vεi − 〈bi,Dvε〉 − 〈b,Dvεi 〉+ 〈Dvε,Dvεi 〉 = 0,
−ε
2
2
∆vεii − 〈bii,Dvε〉 − 2〈bi,Dvεi 〉 − 〈b,Dvεii〉+ |Dvεi |2 + 〈Dvε,Dvεii〉 = 0.
Therefore, setting w = ξvεii, we have
− ε
2
2
∆w + ε2tr
(
Dξ
ξ
⊗Dw
)
= −ε
2
2
ξ∆vεii −
ε2
2
vεii∆ξ + ε
2 |Dξ|2
ξ
vεii
= ξ〈bii,Dvε〉+ 2ξ〈bi,Dvεi 〉+ ξ〈b,Dvεii〉 − ξ|Dvεi |2 − ξ〈Dvε,Dvεii〉
− ε
2
2
(
∆ξ − 2 |Dξ|
2
ξ
)
vεii = ξ〈bii,Dvε〉+ 2ξ〈bi,Dvεi 〉 − ξ|Dvεi |2
+ 〈b−Dvε,Dw〉 − 〈b−Dvε,Dξ〉vεii −
ε2
2
(
∆ξ − 2 |Dξ|
2
ξ
)
vεii.
(33)
The value of w on ∂O is equal to 0 if i = 1, ..., n − 1, and it is bounded by
Corollary 5.5 if i = n. If w has a positive maximum at a point x ∈ O, then
Dw(x) = 0 and ∆w(x) ≤ 0. Since |Dvε| are bounded on the support of ξ,
we thus obtain from (33) that for some numbers C2, C3, C4 depending on ξ
but not on ε,
(ξ(x))2(|Dvεi (x)|2 − C2|Dvεi (x)|) ≤ C3 + C4w(x).
Applying the standard inequality ab < (a2/c + cb2)/2 to C2|Dvεi (x)|, we
obtain that there are numbers C5, C6 > 0 independent of ε such that
|Dvεi (x)|2 − C2|Dvεi (x)| ≥ C5|Dvεi (x)| − C6.
Since ξ2 is bounded by 1, we obtain
(w(x))2 ≤ ξ(x)2|Dvεi (x)|2 ≤ (C6 + C3 + C4w(x))/C5,
and the resulting uniform upper bound on w implies (32). 
The following lemma is now a consequence of Corollary 5.4 and Lemma 5.7
(see the proof of Theorem 3.2 of [FS86] for a similar argument).
Lemma 5.8. Dvε converges to Dv0 uniformly on every compact subset
of N .
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Proof: Let N ′ be a compact subset of N . Since Dv0 is continuous in N ,
it is enough to show for all i = 1, ..., n that if for all m ∈ N, x(m) ∈ N ′,
and x(m) → x ∈ N ′, εm → 0 as m → ∞, then it is possible to extract a
subsequence of (∂iv
εm(x(m))) convergent to ∂iv
0(x).
For h ∈ R such that x(m) + hei ∈ N ′, (31) implies
(34) vεm(x(m) + hei) ≤ vεm(x(m)) + ∂ivεm(x(m))h+ L2
2
h2.
Since ∂iv
εm(x(m)) is bounded, taking a subsequence if necessary, we have
∂iv
εm(x(m))→ p for some p. Since vεm → v0 uniformly on N , (34) implies
(35) v0(x+ hei) ≤ v0(x) + ph+ L2
2
h2
for sufficiently small |h| if x /∈ Γ and for sufficiently small h > 0 if x ∈ Γ. If
i = 1, ..., n − 1, (35) clearly implies p = ∂iv0(x). If i = n and x 6∈ Γ, we also
have p = ∂nv
0(x). If x = (x′, 0) ∈ Γ, let x(m) = (x(m)′, am), i.e., am = x(m)n .
Then am ≥ 0, am → 0 as m→∞. Using (31), we get
∂nv
εm(x(m)
′
, am)− ∂nvεm(x(m)′, 0) =
∫ 1
0
d
dt
[
∂nv
εm(x(m)
′
, tam)
]
dt
= am
∫ 1
0
∂nnv
εm(x(m)
′
, tam)dt ≤ amL2.
Therefore, by (30),
∂nv
εm(x(m)) ≤ ∂nvεm(x(m)′, 0) + amL2 ≤ ∂nv0(x(m)′, 0) + ε2mL1 + amL2.
This implies p ≤ ∂nv0(x). Combining this with (35), we obtain p = ∂nv0(x).

5.3. Asymptotics of vε. We follow the method of [FS86]. We recall that
any characteristic γ of (13) satisfies γ˙ = b0(γ), where b0(x) = −b(x) +
Dv0(x).
By the construction in [FS86], page 439, for every x¯ ∈ N there exists a rel-
atively open in N subregion of regularity Nγ which is a neighborhood of the
characteristic curve γ connecting x¯ with ∂O (and consisting of characteristic
curves), and smooth functions F,G on Nγ such that
F > 0 in Nγ , F = 0 on ∂Nγ \ ∂O,
G > 0 in Nγ \ ∂O, G = 0 on Nγ ∩ ∂O,
−〈b0,DF 〉 = 1 in Nγ ,
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〈b0,DG〉 = 1 in Nγ .
The following lemma was proved in [FS86].
Lemma 5.9 ([FS86, Lemma 4.1]). Let βε → b0 uniformly on compact sub-
sets of N as ε→ 0. Suppose, for each ε > 0, functions wε, Aε and numbers
Cε, aε satisfy

−ε
2
2
∆wε(x) + 〈βε(x),Dwε(x)〉 = Aε(x), x ∈ Nγ ,
wε(x) = 0, x ∈ Nγ ∩ ∂O,
|wε(x)| ≤ Cε, x ∈ ∂Nγ \ ∂O,
and |Aε(x)| ≤ aε for all x ∈ Nγ. Then there exists ε0 > 0 such that for all
ε < ε0,
|wε(x)| ≤ Cεe− 2F (x)ε2 + 4aεG(x), x ∈ Nγ .
Theorem 5.10. As ε→ 0,
vε = v0 + ε2v1 + o(ε
2)
uniformly on compact subsets of N . Here, the function v1 ∈ C∞(N) is a
unique solution of
(36)
{
〈b0(x),Dv1(x)〉 = 12∆v0(x), x ∈ N,
v1(x) = 0, x ∈ N ∩ ∂O.
Proof: First we recall that since the characteristic curves for (36) are the
same as for (13) in N , v1 is obtained by the method of characteristics in N
and is in C∞(N).
Let N ′ be a compact subset of N . It can be covered by a finite number
of sets N δiγi = {x ∈ Nγi : dist(x, ∂Nγi \ ∂O) > δi}, i = 1, ...,m. Let us define
vε1 =
vε − v0
ε2
.
We will show that vε1 → v1 uniformly on every N δiγi . On N we have
−ε
2
2
∆vε − 〈b,Dvε〉+ 1
2
|Dvε|2 = 0
and
−ε
2
2
∆v0 − 〈b,Dv0〉+ 1
2
|Dv0|2 = −ε
2
2
∆v0.
Therefore,
−ε
2
2
∆(vε − v0)− 〈b,D(vε − v0)〉+ 1
2
〈Dvε +Dv0,D(vε − v0)〉 = ε
2
2
∆v0,
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which gives
−ε
2
2
∆vε1 + 〈βε,Dvε1〉 =
1
2
∆v0,
where βε(x) = −b(x) + (Dvε(x) + Dv0(x))/2. Lemma 5.8 implies that
βε → b0 uniformly on compact subsets of N . It follows from (36) that
−ε
2
2
∆v1 + 〈βε,Dv1〉 = 1
2
∆v0 − ε
2
2
∆v1 + 〈βε − b0,Dv1〉.
Therefore, the function wε = vε1 − v1 satisfies
−ε
2
2
∆wε + 〈βε,Dwε〉 = ε
2
2
∆v1 − 〈βε − b0,Dv1〉 in Nγi
and wε = 0 on Nγi ∩ ∂O. Moreover, there is a constant C, such that
|wε| ≤ C
ε2
on ∂Nγi \ ∂O, i = 1, ...,m,
and if Aε(x) = ε
2
2 ∆v1(x)− 〈βε(x)− b0(x),Dv1(x)〉, then
|Aε(x)| ≤ aε → 0 on
m⋃
i=1
Nγi .
By Lemma 5.9 we thus obtain that for any i = 1, ...,m,
|wε(x)| ≤ C
ε2
e−
2Fi(x)
ε2 + 4aεGi(x), x ∈ Nγi .
This implies that wε → 0 as ε→ 0 uniformly on N δiγi for any i = 1, ...,m. 
5.4. Asymptotics of Dvε. We use the strategy from [Fle71] where the
asymptotics of derivatives was proved for parabolic problems with zero
boundary value on the parabolic boundary. However we use simpler PDE
arguments whenever possible.
Lemma 5.11. Dvε1 → Dv1 uniformly on compact subsets of N ∩ ∂O.
Proof: Let A be a compact subset of N ∩ ∂O. Since vε1 = v1 = 0 on
N ∩∂O, we only need to show ∂nvε1 → ∂nv1 on A. Let x0 = (x′0, 0) ∈ A. We
have
∂nv
ε
1(x0)− ∂nv1(x0) = lim
xn→0
vε1(x
′
0, xn)− v1(x′0, xn)
xn
= ∂nv
0(x0) lim
xn→0
vε1(x
′
0, xn)− v1(x′0, xn)
v0(x′0, xn)
.
(37)
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Let 0 <
√
2r < dist(A, ∂N ∩O) and Wr(x0) = Br(x′0)× [0, r), where Br(x′0)
stands for the Euclidean ball of radius r centered at x′0. We also require
that r is small enough so that there is a constant c1 > 0 such that
(38) |Dv0(x)| ≥ c1, x ∈Wr(x0),
for every x0 ∈ A. The functions wε = ±(vε1 − v1) satisfy
−ε
2
2
∆wε(x) + 〈βε(x),Dwε(x)〉 = ±Aε(x), x ∈Wr(x0),
where Aε(x) = ε
2
2 ∆v1(x) − 〈βε(x) − b0(x),Dv1(x)〉. Also, wε(x) = 0 for
x ∈W ∩ ∂O, and there are numbers aε, cε → 0 independent of x0 ∈ A such
that |A(x)| ≤ aε for x ∈Wr(x0) and |wε(x)| ≤ cε for x ∈ ∂Wr(x0) \ ∂O. We
also recall that βε → b0 uniformly on compact subsets of N .
Since
〈b0(x),Dv0(x)〉 = 1
2
|Dv0(x)|2 ≥ c
2
1
2
, x ∈Wr(x0),
it follows that for sufficiently small ε,
〈βε(x),Dv0(x)〉 ≥ c
2
1
4
, x ∈Wr(x0).
Let η > 0. We set
ψ(x) = ηv0(x) +
cε
r2
|x′ − x′0|2.
Then for ε small enough (but independent of x0), ψ ≥ cε on ∂Wr(x0) \ ∂O,
and thus ψ ≥ |wε| on ∂Wr(x0). Moreover, for some constants c2, c3
−ε
2
2
∆ψ(x) + 〈βε(x),Dψ(x)〉 ≥ −εc2 + ηc
2
1
4
− cεc3 ≥ ηc
2
1
8
≥ aε.
if ε is small enough. Therefore, by comparison we obtain |wε| = max(±wε) ≤
ψ in Wr(x0). Hence ∣∣∣∣vε1(x′0, xn)− v1(x′0, xn)v0(x′0, xn)
∣∣∣∣ ≤ η
if 0 < xn < r, and the claim follows since η is arbitrary. 
Proof of Theorem 4.2: Our arguments follow those of the proof of
Theorem 6.4 of [Fle71].
It is sufficient to show that the convergence is uniform on every relatively
open subregion of strong regularity N1 ⊂ N such that N¯1 ⊂ N . Let N2 be
a relatively open subset of N such that N¯1 ⊂ N¯2 ⊂ N . Let us introduce
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bε(x) = −b(x)+Dvε(x) so that b¯ε(x) = −bε(x), see (3). We extend b0 and bε
outside N2 to be Lipschitz functions on R
n such that
(39) sup
Rn
|bε − b0| = cε → 0 as ε→ 0.
We will denote by L the Lipschitz constant of b0. For x ∈ N1, let X0 be the
solution of
(40)
{
X˙0(t) = −b0(X0(t)),
X0(0) = x,
and Xε be the strong solution of the Itoˆ equation
(41)
{
dXε(t) = −bε(Xε(t)) + εdW (t),
Xε(0) = x,
where W is a standard n-dimensional Wiener process defined on a proba-
bility space (Ω,F ,P). We denote by τ0x , τ εx to be respectively the first exit
times of X0 and Xε from N2. We recall that X0(t) is the characteristic
of (13) and (36) passing through x with its time parametrization reversed.
Let T1 be such that τ
0
x ≤ T1 for all x ∈ N1 and let T = T1 + 1. Since
〈b0(x), en〉 > c0 > 0 for some c0 and all x ∈ N1 sufficiently close to ∂O,
there are c1, s0 > 0 such that
(42) dist(X0(τ
0
x + s), ∂O) ≥ c1|s| for all x ∈ N1 and |s| ≤ s0.
Let us introduce Aε := {ω ∈ Ω :
√
ε sup0≤t≤T |W (t)(ω)| ≤ 1}. Notice that
the sets form a monotone family: Aε1 ⊃ Aε2 if ε1 ≤ ε2. Also, P(
⋃
ε>0Aε) =
1. A standard maximal inequality for W implies that for some C, γ > 0,
(43) P(Acε) ≤ Ce−
γ
ε .
It follows from (39), (40), and (41) that
|Xε(t)−X0(t)| ≤ L
∫ t
0
|Xε(s)−X0(s)|ds + cεt+ ε|W (t)|.
Therefore, for all x ∈ N1, ω ∈ Aε,
|Xε(t)−X0(t)| ≤ L
∫ t
0
|Xε(s)−X0(s)|ds + cεt+
√
ε,
and, by Gronwall’s inequality,
(44) sup
0≤t≤T
|Xε(t)−X0(t)| ≤ kε,
where kε = (cεT +
√
ε)eTL → 0, as ε→ 0. Since X0(t) ∈ N1 for 0 ≤ t ≤ τ0x ,
this implies Xε(t) ∈ N2 for 0 ≤ t ≤ τ0x ∧ τ εx for ω ∈ Aε if ε < ε0 for some ε0
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independent of x and only depending on dist(N1, O \ N2). Therefore, (42)
and (44) imply that if ε < ε0, x ∈ N1, and ω ∈ Aε, then
(45) |τ εx − τ0x | ≤
kε
c1
and Xε(τ
ε
x) ∈ Γ.
Differentiating equations (12) and (13) with respect to xi, i = 1, ..., n, we
obtain
−ε
2
2
∆∂iv
ε + 〈Dvε − b,D∂ivε〉 − 〈∂ib,Dvε〉 = 0
and
−ε
2
2
∆∂iv
0 − 〈b,D∂iv0〉 − 〈∂ib,Dv0〉+ 〈Dv0,D∂iv0〉 = −ε
2
2
∆∂iv
0.
Subtracting the above equations and dividing by ε2 yields
− ε
2
2
∆∂iv
ε
1 + 〈Dvε − b,D∂ivε1〉+
1
ε2
〈Dvε,D∂iv0〉
− 〈∂ib,Dvε1〉 −
1
ε2
〈Dv0,D∂iv0〉 = 1
2
∆∂iv
0.
Using
1
ε2
〈Dvε,D∂iv0〉 − 1
ε2
〈Dv0(x),D∂iv0〉 = 〈D∂iv0,Dvε1〉,
and ∂ib0 = −∂ib+D∂iv0, we thus obtain
−ε
2
2
∆∂iv
ε
1 + 〈bε,D∂ivε1〉+ 〈∂ib0,Dvε1〉 =
1
2
∆∂iv
0, i = 1, . . . , n.
We can combine these n identities into one:
(46) − ε
2
2
∆(Dvε1) +D(Dv
ε
1)bε + (Db0)
∗Dvε1 =
1
2
∆(Dv0).
For ε ≥ 0, we define the fundamental matrices Y ε to be the solutions of{
Y˙ ε(t) = −Y ε(t)(Db0)∗(Xε(t)),
Y ε(0) = I.
Let us denote τ˜ εx = τ
ε
x ∧ T . Using Itoˆ’s formula and (46) we obtain
E[Y ε(τ˜ εx)Dv
ε
1(Xε(τ˜
ε
x))]
= Dvε1(x) + E
[ ∫ τ˜εx
0
(
− Y ε(t)(Db0)∗(Xε(t))Dvε1(Xε(t))
− Y ε(t)D(Dvε1)(Xε(t))bε(Xε(t)) +
ε2
2
Y ε(t)∆(Dvε1)(Xε(t))
)
dt
]
= Dvε1(x)−
1
2
E
[ ∫ τ˜εx
0
Y ε(t)∆(Dv0)(Xε(t))dt
]
,
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which yields
(47) Dvε1(x) =
1
2
E
[∫ τ˜εx
0
Y ε(t)D(∆v0)(Xε(t))dt
]
+ E[Y ε(τ˜ εx)Dv
ε
1(Xε(τ˜
ε
x))].
We will show that the right hand side of (47) converges to
(48) V (x) :=
1
2
∫ τ0x
0
Y 0(t)D(∆v0)(X0(t))dt+ Y
0(τ0x)Dv1(X0(τ
0
x))
uniformly on N1. To that end, we need to estimate the difference between
the corresponding terms of (47) and (48).
We begin with the non-integral terms. We notice that there is a number
C(T ) > 0 such that for every ω, ε and x ∈ N1
(49) sup
0≤t≤τ˜εx
‖Y ε(t)‖ ≤ C(T ).
Next, there is ε0 > 0 such that if ε ∈ [0, ε0), ω ∈ Aε, and x ∈ N1, then
(i) τ˜ εx = τ
ε
x and (ii) Xε(τ˜
ε
x) ∈ Γ. Property (i) along with (44) and standard
ODE theory implies that there are positive numbers (kε1)ε∈(0,ε0) such that
kε1 → 0 as ε→ 0, and
(50) sup
0≤t≤τ˜εx
‖Y ε(t)− Y 0(t)‖ ≤ kε1, ω ∈ Aε, x ∈ N1.
Property (ii) allows us to apply Lemma 5.11. So, along with (44), (45),
(49), and (50), it implies that there are positive numbers (kε2)ε∈(0,ε0) such
that kε2 → 0 as ε→ 0, and
(51) |Y ε(τ˜ εx)Dvε1(Xε(τ˜ εx))− Y 0(τ0x)Dv1(X0(τ0x))| ≤ kε2, ω ∈ Aε, x ∈ N1.
Finally, we observe that there is a constant C1, such that for all ε,
(52) |Dvε1(x)| ≤
C1
ε2
, x ∈ N2.
The difference between the second terms of (47) and (48) can be esti-
mated, due to (49),(51),(52) as∣∣E[Y ε(τ˜ εx)Dvε1(Xε(τ˜ εx))]− Y 0(τ0x)Dv1(X0(τ0x))∣∣ ≤ kε2 + C2(1 + ε−2)P(Acε)
for some constant C2, and by (43) converges to 0 as ε→ 0.
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To estimate the difference between the integral terms of (47) and (48),
we write∣∣∣∣∣E
∫ τ˜εx
0
Y ε(t)D(∆v0)(Xε(t))dt −
∫ τ0x
0
Y 0(t)D(∆v0)(X0(t))dt
∣∣∣∣∣
≤ E
[
1Aε
∫ τεx∧τ0x
0
∣∣Y ε(t)D(∆v0)(Xε(t))− Y 0(t)D(∆v0)(X0(t))∣∣ dt
]
+ E
[
1Aε
(∫ τεx
τεx∧τ
0
x
∣∣Y ε(t)D(∆v0)(Xε(t))∣∣ dt+
∫ τ0x
τεx∧τ
0
x
∣∣Y 0(t)D(∆v0)(X0(t))∣∣ dt
)]
+ E
[
1Acε
(∫ τεx
0
∣∣Y ε(t)D(∆v0)(Xε(t))∣∣ dt+
∫ τ0x
0
∣∣Y 0(t)D(∆v0)(X0(t))∣∣ dt
)]
.
Each of the terms on the r.h.s. uniformly converges to 0 in N1. For the first
term, this follows from (44),(49), and (50), for the second one — from (45)
and (49), and for the third one — from (43) and (49).
Thus our claim of uniform convergence of Dvε1 to V follows. It remains
to notice, differentiating (36), that Dv1 satisfies in N the system
〈b0,D∂iv1〉+ 〈∂ib0,Dv1(x)〉 = 1
2
∆∂iv
0, i = 1, ..., n,
for which the method of characteristics implies that Dv1(x) = V (x) in N1.

6. Doob’s h-transform for conditioned diffusions
Here we provide a general and rigorous introduction to Doob’s h-transform
computing the conditional distribution for diffusions conditioned on exit
events. The material of this section is not highly original: connections of
h-transform to conditioning, to the potential theory of elliptic PDEs, and to
Martin boundaries are well-known, see, e.g., [Doo84, Pin95]. However, no
rigorous and complete exposition of the main result of this section, Theo-
rem 6.6, is known to us, and we decided to include this section, hoping that
it will serve as a useful reference point for future research. Our exposition
is based on [Blo10] and [Wen81, Chapter 13]. We use minimal informa-
tion from the PDE theory. Other useful sources on Markov processes and
diffusions are [SV79], [EK86], [IW89], [KS91].
Let us first introduce an abstract generalization of a diffusion process in
a domain with absorption at the boundary of the domain. We will always
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work with homogeneous Markov processes, i.e., processes with transition
mechanisms that do not depend on initial time.
Let O be a domain in Rn. Let us equip the space C = C([0,∞), O¯) of
continuous paths (X(t))t≥0 with B = B(C), the Borel σ-algebra with respect
to locally uniform topology.
Suppose that Pt(x, dy) is a Markov transition kernel on O¯. It means that
(i) for all t ≥ 0 and all x ∈ O¯, Pt(x, ·) is a Borel probability measure on O¯;
(ii) for any t ≥ 0 and any Borel set A, Pt(·, A) is a Borel measurable function;
(iii) P0(x, dy) = δx(dy); (iv) the Chapman–Kolmogorov equations hold, i.e.,
for any s, t ≥ 0 and any Borel set A,
P
t+s(x,A) =
∫
O¯
P
t(x, dy)Ps(y,A).
Let us make the following additional assumptions:
(1) There is a family of measures (Px)x∈O¯ on paths (C,B) such that for
each x ∈ O¯, Px{X(0) = x} = 1 and under Px the process X is a
Markov process with a homogeneous transition probability Pt(x, dy).
(2) For all x ∈ ∂O and all t ≥ 0, Pt(x, dy) = δx(dy).
Processes associated with such transition kernels or semigroups will be
called continuous Markov processes on O with absorption at ∂O. We denote
by Ex the expectation with respect to Px. The semigroup (P
t) is defined by
P
tf(x) =
∫
O¯
P
t(x, dy)f(y), t ≥ 0, x ∈ O¯, f ∈ B(O¯),
where f ∈ B(O¯) is the space of bounded measurable functions on O¯.
For any X ∈ C, we denote by τ(X) the first exit on the boundary:
τ = inf{t ≥ 0 : X(t) ∈ ∂O}.
Let Γ be a measurable subset of ∂O. We introduce a trajectory set
CΓ = {X ∈ C : τ(X) <∞, X(τ(X)) ∈ Γ}
and a measurable bounded function
(53) h(x) = hΓ(x) = Px(CΓ) = lim
n→∞
Pn(x,Γ), x ∈ O¯.
Let us assume that
(54) h(x) > 0, x ∈ O.
Our goal is then to describe the conditional measures PΓ,x defined by
PΓ,x(A) = Px(A|CΓ), x ∈ O ∪ Γ, A ∈ B.
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We will denote expectation with respect to PΓ,x by EΓ,x.
Denoting by Ft the natural filtration of the process X, we obtain for any
Ft-measurable random variable ξ:
(55) EΓ,xξ = Ex
[
ξ
1CΓ
h(x)
]
= Ex
[
ξEx
[
1CΓ
h(x)
∣∣∣Ft
]]
= Ex
[
ξ
h(Xt)
h(x)
]
.
Lemma 6.1. If x ∈ O ∪ Γ, then PΓ,x defines a continuous Markov process
on O ∪ Γ with transition probability
(56) PtΓ(x, dy) =
h(y)
h(x)
P
t(x, dy).
Proof: The continuity is inherited from the original process, so it is suf-
ficient to show that for any bounded measurable function f on O ∪ Γ, and
any s, t ≥ 0, x ∈ O ∪ Γ,
EΓ,x[f(X(s + t))|Fs] = Ex
[
f(X(s + t))
h(X(s + t))
h(X(s))
∣∣∣ X(s)] .
The right-hand side is Fs-measurable, so we need to check that integrals of
both sides over any event A ∈ Fs coincide. By (55), the integral identity to
check is
Ex
[
Ex
[
f(X(s+ t))
h(X(s + t))
h(X(s))
∣∣∣ X(s)] 1Ah(X(s))
h(x)
]
= Ex
[
f(X(s + t))1A
h(X(s + t))
h(x)
]
.
To prove this identity we cancel the two instances of h(X(s)) on the left-
hand side and, using Markov property of X under Px, replace conditioning
with respect to X(s) by conditioning with respect to Fs. 
If x ∈ ∂O \ Γ, then the above construction does not make sense, and we
simply set PtΓ(x, dy) = δx(dy) for all t ≥ 0. Combining this with (56) we see
that thus defined process is also a continuous Markov process in O absorbed
at ∂O, and the action of the semigroup associated with transition kernels PtΓ
can be written as
P
t
Γf(x) =
Exf(X(t))h(X(t))
h(x)
1x∈O + f(x)1x∈∂O(57)
=
P
t(hf)(x)
h(x)
1x∈O + f(x)1x∈∂O, t ≥ 0, x ∈ O¯, f ∈ B(O¯).
Let us say that a semigroup (Pt) defines a diffusion process in O absorbed
at ∂O if in addition to properties 1 and 2 the following holds: for each point
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x ∈ O¯ there is a positive semi-definite symmetric n × n matrix a(x) and
an n-dimensional vector b(x) such that a and b are Borel functions on O¯,
bounded on every compact subset of O, and for every function f ∈ C20 (O)
(i.e., f ∈ C2(O) ∩ C0(O¯) and supp f ⊂ O), the generator
Af = lim
t→0
P
tf − f
t
is well defined in the space B(O¯) equipped with sup-norm (i.e., the conver-
gence in the right-hand side is uniform) and
(58) Af(x) = Lf(x), x ∈ O,
where we denote
(59) Lf(x) =
n∑
i=1
bi(x)∂if(x) +
1
2
n∑
i,j=1
aij(x)∂ijf(x),
whenever the derivatives involved are well-defined.
Notice that we require (58) to hold for x ∈ O, although it is often conve-
nient to have coefficients a and b defined on O¯.
The identification of diffusion processes with solutions of stochastic equa-
tions and martingale problems is well-known, see, e.g., [SV79], [EK86],
[KS91]. The following theorem claims that diffusion processes with absorp-
tion can also be viewed as solutions of Itoˆ stochastic equations stopped upon
reaching the boundary.
Theorem 6.2. Suppose the semigroup (Pt) defines a diffusion process on a
domain O with absorption at ∂O and coefficients a, b. Let σ be a Borel mea-
surable n×n matrix-valued function on O such that σσ∗ ≡ a and such that σ
is bounded on any compact subset of O. Then for any x ∈ O there is an
extension (C˜, B˜, P˜x) of the original probability space (C,B,Px), a filtration
(F˜t)t≥0 on B˜ satisfying the usual conditions, and an n-dimensional Wiener
process W w.r.t. (F˜t), such that the coordinate process X is (F˜t)-adapted
and, with probability one, X(0) = x and
dX(t) = b(X(t))1{X(t)∈O}dt+ σ(X(t))1{X(t)∈O}dW (t), t ≥ 0.
If a(x) is nondegenerate for all x ∈ O, then (C˜, B˜, P˜x) may be taken to
coincide with (C,B,Px).
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Sketch of proof: We only indicate the changes one needs in adapting
the proof of the same statement for the usual diffusion processes, see Propo-
sition 5.4.6 of [KS91]. Let us consider a sequence (Um)m∈N of open sets such
thatKm = U¯m is a compact subset ofO for everym ∈ N, and
⋃
m∈N Um = O.
For every m ∈ N, we can find a nonnegative bounded function gm ∈ C20 (O)
such that gm ≡ 1 on Km. Then functions fm,i(x) = xigm(x) and fm,i,j(x) =
xixjgm(x) belong to the domain of A, and (58) holds for f = fm,i and
f = fm,i,j. Therefore, if X is the coordinate process under Px, then,
for f = fm,i and f = fm,i,j, the process f(X(t)) −
∫ t
0 Lf(X(s))ds is a
bounded martingale under Px (see, e.g., [EK86, Proposition 4.1.7]). As in
the proof of Proposition 5.4.6 in [KS91], we can use this to derive that if
τm = inf{t ≥ 0 : X(t) /∈ Um}, then
M im(t) = X
i(t ∧ τm)− xi0 −
∫ t∧τm
0
bi(X(s))ds
is a martingale with
〈M im,M jm〉 =
∫ t∧τm
0
aij(X(s))ds.
We can then follow the proof of Proposition 5.4.6 in [KS91] and use the multi-
dimensional version of Doob’s representation for continuous martingales
(see [KS91, Theorem 3.4.2 and Remark 3.4.3]) to represent Mm = (M
i
m)
n
i=1
as
Mm(t) =
∫ t∧τm
0
σ(X(s))dWm(s)
for a Wiener process Wm on a filtered extension (C˜m, B˜m, (F˜m,t)t≥0, P˜x,m)
of the original probability space. In fact, one can choose the extended prob-
ability space and the Wiener processW =Wm to be independent of m, thus
obtaining
X(t ∧ τ) = x0 +
∫ t∧τ
0
b(X(s))ds +
∫ t∧τ
0
σ(X(s))dW (s), s ≥ 0,
where τ = limm→∞ τm ∈ (0,∞] and we used the continuity of trajectories
of X. 
Theorem 6.2 uses the existence of a Markov process with given coeffi-
cients of drift and diffusion as an assumption. In general, verifying this
assumption may be a nontrivial issue. We will not give rigorous general
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results, but let us mention that such results will be parallel to existence re-
sults for the usual diffusion processes and sketch several approaches without
implementing them rigorously.
The first approach is to construct the semigroup directly, using general
existence results and the properties of the generator of diffusion with absorp-
tion, see, e.g., Theorem 8.1.4 in [EK86] for the case of a bounded smooth
domain and Ho¨lder coefficients.
Another approach is to construct the diffusion process (X(t))t≥0 in R
n,
introduce a stopping time τ as the hitting time for Oc or ∂O, and prove
that the stopped process (X(t ∧ τ))t≥0 is a Markov process with all the
required properties. Although this procedure corresponds precisely to the
intuition on diffusions stopped upon reaching a closed set, the limitation of
this method is that it requires smooth continuation of a and b through ∂O,
which may not be possible for irregular boundaries if the coefficients are
given only inside O.
One more approach is to mimic the proof of Theorem 6.2 and use exis-
tence results for SDEs by sequentially constructing solutions on expanding
compact domains. We omit the details of this procedure and notice only that
without imposing some restrictions on the coefficients, such as global Lips-
chitzness of a and b or existence of an appropriately understood Lyapunov
function, one cannot exclude finite time explosion of solutions.
To derive the conditioned diffusion generator on C20 (O), we will need to
check that formula (58) holds true for f = h. The Markov property implies
that h is harmonic for (Pt), i.e.,
P
th(x) = h(x), x ∈ O¯, t > 0,
Therefore, Ah is well defined and identically equal to 0 on O¯. However,
h /∈ C20 (O), and a priori it is not even clear if h ∈ C2(O). To claim the
latter one needs to make certain assumptions.
Lemma 6.3. Let the coefficients a, b of a diffusion process in O stopped
at ∂O satisfy a, b ∈ C1(O¯) and det a(x) 6= 0 for all x ∈ O¯. Then h ∈ C2(O).
We postpone the proof of this lemma to the end of this section.
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Lemma 6.4. Let conditions of Lemma 6.3 hold. Then
(60) Ah(x) = Lh(x) = 0, x ∈ O.
Proof: We cannot apply (58) directly since h /∈ C20 (O). Let us take r > 0
such that the ball Br(x) is contained in O. Then a and b are uniformly
bounded in Br(x). Using Theorem 6.2 to represent the process as a solution
of an SDE and noticing that the behavior of the process until the first exit
fromBr(x) is entirely determined by the behavior of the coefficients in Br(x),
one can derive from standard maximal inequalities for martingales that
Px
{
sup
s∈[0,t]
|X(s)− x| ≥ r
}
= o(t).
In particular, Pt(x,Br(x)
c) = o(t). Let us now find f ∈ C20 (O) such that
0 ≤ f(y) ≤ 1 for all y ∈ O¯ and f(y) = h(y) for all y ∈ Br(x). Then∣∣∣∣Pth(x)− h(x)t − P
tf(x)− f(x)
t
∣∣∣∣ =
∣∣∣∣
∫
O¯
(h(y) − f(y))Pt(x, dy)
t
∣∣∣∣
≤ 2P
t(x,Br(x)
c)
t
→ 0, t→ 0.
Therefore, 0 = Ah(x) = Af(x) and since the partial derivatives of h and f
coincide at x, formula (60) is implied by (58) 
Lemma 6.5. Let conditions of Lemma 6.3 hold and assume that there is a
point x0 ∈ O such that h(x0) > 0. Then (54) holds.
Proof: The lemma is a direct consequence of Lemma 6.4 and the strong
maximum principle, see [Eva10, Theorem 3, page 349] (or Harnack inequal-
ity, see [GT01, Corollary 9.25]). One can also give a more probabilistic
argument: Lemma 6.3 implies that h is positive in some neighborhood U
of x0. For any starting point x ∈ O there is a continuous path γ : [0, 1]→ O
connecting x to x0, which implies that P
1(x,U) > 0. Now h(x) > 0 follows
from the Markov property. 
Theorem 6.6. Let Pt define a diffusion process X in a domain O, with
coefficients a, b ∈ C1(O¯) such that det a(x) 6= 0 for all x ∈ O¯. Let a mea-
surable set Γ ⊂ ∂O be such that h(x0) > 0 for some x0 ∈ O, where h is
defined by (53). Then the process X conditioned on exit from O through Γ
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is a diffusion process in O with coefficients aΓ, bΓ, where aΓ ≡ a and
bΓ(x) = b(x) + a(x)
Dh(x)
h(x)
, x ∈ O.
Remark 6.7. Under the conditions on a and b imposed by Theorem 6.6,
the condition h(x0) > 0 is effectively a restriction on the “size” of Γ. The
domain O itself is not required to be bounded, and ∂O can be arbitrarily
irregular. One natural situation where this condition holds true is where Γ
contains a smooth hypersurface Γ′ such that Γ′∪O is path-connected. Also,
one can often make sense of h-transform for semigroups and their generators
even for conditioning on events of zero probability.
Proof of Theorem 6.6: Lemma 6.3 and condition (54) imply that if
f ∈ C20 (O), then hf ∈ C20 (O), and h(x) is bounded away from zero on
the support of f . So, the generator AΓ of the semigroup (P
t
Γ) is, by (57),
well-defined on C20 (O) and given by
AΓf = lim
t→0
h−1Pt(hf)− f
t
= lim
t→0
P
t(hf)− hf
th
=
A(fh)
h
, f ∈ C20 (O),
and a straightforward computation using Lemma 6.4 produces
AΓf(x) =
n∑
i=1

bi(x) + 1
h(x)
n∑
j=1
aij(x)∂jh(x)

 ∂if(x) + 1
2
n∑
i,j=1
aij(x)∂ijf(x)
= Lf(x) +
1
h(x)
n∑
i,j=1
aij(x)∂jh(x)∂if(x), x ∈ O,
which completes the proof. 
Proof of Lemma 6.3: Let us first summarize the necessary information
from the theory of Green functions of elliptic PDE’s in bounded smooth
domains (see, e.g., [Mir55, Sections 10, 16, 21, 36]).
Theorem 6.8. Let B and B′ be two balls in Rn and B¯ ⊂ B′. Let a, b ∈
C1(B′) for some ball B ⊂ B′ and let a(x) be nondegenerate for all x ∈ B′.
Then there is a function KB ∈ C(B × ∂B) such that for any φ ∈ C(∂B)
there is a unique solution solution v ∈ C(B¯) ∩ C2(B) of{
Lv(x) = 0, x ∈ B,
v(x) = φ(x), x ∈ ∂B,
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(where L is defined in (59)) can be represented as
(61) v(x) =
∫
∂B
KB(x, y)φ(y)µB(dy), x ∈ B
where µB(dy) denotes the surface area on the sphere ∂B. If φ ∈ C3(∂B),
then v ∈ C2(B¯) and it can be extended to a function v ∈ C20 (O).
Let us now recall the connection with diffusions.
Consider transition probabilities (Pt) and the associated Markov family
(Ptx) of diffusion processes with generator A satisfying the conditions of
Theorem 6.6. Let B be a ball such that B¯ ⊂ O and let x ∈ B. Under Px, we
define τB = inf{t ≥ 0 : X(t) ∈ ∂B}. Under the assumptions of Theorem 6.6,
Px{τB <∞} = 1, see, e.g., [Bas98, Proposition 8.2].
For any φ ∈ C3(∂B) and the associated function v given by Theorem 6.8
and extended to a function in C20 (O) belongs to the domain of the gen-
erator A, and so v(X(t)) − ∫ t0 Av(X(s))ds is a bounded martingale un-
der Px (see, e.g., [EK86, Proposition 4.1.7]). Since v ∈ C20 (O), we have
Av(X(t))1t≤τB = Lv(X(t))1t≤τB = 0, and Doob’s optional sampling theo-
rem [EK86, Theorem 2.2.13] implies
v(x) = Exφ(X(τB)), x ∈ B.
Comparing this to (61), we conclude that for any ball B ⊂ O and any
starting point x ∈ O, KB(x, ·) is the density of the distribution of X(τB)
with respect to the surface area on ∂B, so that for any bounded measurable
function f : ∂B → R,
(62) Exf(X(τB)) =
∫
∂B
f(y)KB(x, y)µB(dy).
Under the conditions of Theorem 6.6 the Feller property holds true (see,
e.g., [EK86, Theorem 8.1.4]) and hence due to the continuity of trajectories,
so does strong Markov property (see, e.g., [EK86, Theorem 4.2.7]). The
latter implies h(x) = Exh(X(τB)) for any ball B ⊂ O and any x ∈ B. This,
along with (62), implies
h(x) =
∫
∂B
h(y)KB(x, y)µB(dy), x ∈ B.
In the right-hand side, h is bounded and, for any open set U compactly
contained in B, the function KB is uniformly continuous on U×∂B. There-
fore, h ∈ C(B). Let us take another ball B′ such that ∂B′ ⊂ B. Then
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h ∈ C(∂B′) and, for τ ′ = inf{t ≥ 0 : X(t) ∈ ∂B′}
h(x) = Exh(X(τ
′)) =
∫
∂B′
h(y)KB′ (x, y)µB′(dy), x ∈ B′.
Theorem 6.8 implies h ∈ C2(B′). Since one can choose balls B and B′ to
contain any given point in O, we conclude that h ∈ C2(O). 
Alternative proof of Lemma 6.3: The proof of Lemma 6.3 was based
on existence of Green’s function. We want to present an alternative approach
based on strong Feller property of diffusions (which heuristically means that
transition probabilities have nice densities). Let us recall, see, e.g., [SV79,
Theorem 7.2.4], that if coefficients a and b are bounded on Rn, a ∈ C(Rn),
and det a > c0 for some c0 > 0, then the corresponding diffusion process is
strong Feller, i.e., for any bounded measurable function f : Rn → R and any
time t > 0, the function Ptf defined by Ptf(x) =
∫
Rn
P
t(x, dy)f(y) is con-
tinuous. (Another proof of strong Feller property when the coefficients are
Lipschitz continuous can be deduced from the results of [Fri75, Chapter 5,
Sections 4 and 5].) So, for any open balls B1 and B2 such that B¯1 ⊂ B¯2 and
B¯2 ⊂ O, we can find bounded coefficients a˜, b˜ ∈ C1(Rn) such that
(63) a(x) = a˜(x), b(x) = b˜(x), x ∈ B¯2,
and the diffusion associated with a˜, b˜ is strong Feller on Rn. Let us also
extend the function h to a bounded measurable function defined on Rn. For
any x ∈ B¯1, we can use Theorem 6.2 to realize the diffusion corresponding
to coefficients a, b with absorption at ∂O as a solution to an SDE driven by a
Wiener process. We can now construct a strong solution of the SDE driven
by the same Wiener process, with coefficients a˜, b˜ and starting point x on
the same probability space. Let us keep Px and Ex as the notation for the
respective probability and expectation on this probability space and denote
the diffusion processes by X(t) and X˜(t). These processes coincide at least
up to a random time ν = inf{t ≥ 0 : X(t) ∈ ∂B2}.
We know that the measurable function h satisfies
h(x) = Exh(X(τ˜ ))
for every stopping time τ˜ < τ . We need to show that h is continuous in O.
Denote νt := t ∧ ν. Due to (63), for any t ≥ 0,
(64) h(x) = Exh(X(νt)) = αt(x) + βt(x), x ∈ B1,
SCALING LIMITS FOR CONDITIONAL EXIT PROBLEMS 39
where αt(x) = Exh(X˜(t)) and βt(x) = Exh(X(νt))1{ν<t}−Exh(X˜(t))1{ν<t}.
The strong Feller property for X˜ implies that αt(·) is continuous on B1. For
the second term we have
|βt(x)| ≤ 2Px{ν < t},
and the standard maximal inequalities imply that, as t→ 0, βt(·) converges
to 0 uniformly in B1. Therefore, due to (64), h is continuous on B1 being a
uniform limit of continuous functions. Since the choice of B1 was arbitrary,
h is continuous on O.
Once we know that h is continuous in O, for every open ball B such that
B¯ ⊂ O, the problem {
Lv(x) = 0, x ∈ B,
v(x) = h(x), x ∈ ∂B,
has a unique solution v ∈ C2(B)∩C(B¯) (see e.g. [GT01, Theorem 6.13]). For
any x ∈ B, we can use the Itoˆ formula along with the martingale property
to see
h(x) = Exh(X(τB)) = Exv(X(τB)) = v(x) + Ex
[∫ τB
0
Lv(X(t))dt
]
= v(x),
where τB = inf{t ≥ 0 : X(t) ∈ ∂B}. So, h coincides with v in B. Therefore,
h ∈ C2(B). Since the choice of B is arbitrary, the lemma follows. 
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