Abstract-Using relayers in wireless networks enables higher throughput, increased reliability or reduced delay. However, when building networks using commercially available hardware, concurrent transmissions by multiple relayers are generally not possible. Instead one specific relayer needs to be assigned for each transmission instant. If the decision regarding which relayer to assign, i.e., which relayer that has the best opportunity to successfully deliver the packet, can be taken online, just before the transmission is to take place, much can be gained. This is particularly the case in mobile networks, as a frequently changing network topology considerably affects the choice of a suitable relayer. To this end, this paper addresses the problem of online relay assignment by developing a low-complexity algorithm highly likely to find the optimal combination of relaying nodes that minimizes the resulting error probability at the targeted receiver(s) using a mix of simulated annealing and ant colony algorithms, such that relay assignments can be made online also in large networks. The algorithm differs from existing works in that it considers both unicast as well as broadcast and assumes that all nodes can overhear each other, as opposed to separating source nodes, relay nodes and destination nodes into three disjoint sets, which is generally not the case in most wireless networks.
I. INTRODUCTION
Cooperative diversity in the form of relay nodes in wireless networks can be used to enable higher throughput, increased reliability, longer range or reduced delay, depending on applications needs [1] - [3] . In many modern systems, signals from multiple relay nodes are available for each packet, through multiple antennas or concurrently transmitting nodes. The problem of appropriate relay selection then emerges. The cooperative protocol proposed in [4] reveals that by opportunistically selecting relayers, all nodes in the network can improve their stable throughput. However, when building networks using commercially available hardware, concurrent transmissions by multiple relay nodes is generally not possible. Instead one specific relay node needs to be assigned before each transmission instant. The problem then changes from relay selection into relay assignment, i.e., determining which relay node that has the best opportunity to successfully deliver This work is funded by the Knowledge Foundation (KKS) through the ACDC and READY projects and by the ELLIIT network. The research leading to these results has also partly been performed in the SafeCOP-project, that received funding from the ECSEL Joint Undertaking under grant agreements n 692529, and from National funding. the packet at a particular time-instance -and this decision needs to be made before the transmission actually takes place.
Existing research on the relay assignment problem has mainly considered achievable data rate as the sole performance measure [5] - [9] and very few publications consider relaying for delay-sensitive applications. Deadline dependent communications are of particular interest for many emerging distributed control applications found in areas such as industrial automation, robotics or intelligent transport systems. In [10] , however, a time-slotted scheduling problem is introduced, in which relay nodes overhear each other and are assigned to minimize the average number of packets missing their deadlines. However, the main focus of existing works has been on unicast traffic, not on broadcast. In [9] , the problem of many to one is addressed and the authors consider a relay assignment policy that can be shared by many senderreceiver pairs. However, broadcast is not considered. More importantly, most existing works on relay assignment policies aim to separate source nodes, relay nodes and destination nodes into three disjoint sets, which is not necessarily the case in ad hoc networks. In [11] , [12] we have addressed the problem of relay assignment for both unicast and broadcast by deriving a message dissemination scheme which minimizes the probability of error at the intended receiver(s) before a given deadline. Note that we assume that all nodes can overhear each other, i.e. the requirement on disjoint sets is no longer needed. The assumption that all nodes may overhear each other with a certain probability implies that Shannon's channel capacity is not directly applicable and also that the algorithm is quite complex for large networks.
In mobile networks, where the frequently changing network topology considerably affects the choice of suitable relay nodes, much can be gained if the relay assignment can be made online, just before the transmission is to take place. To this end, this paper addresses the problem of online relay assignment by developing a low complexity algorithm highly able to select the set of relay nodes that is best suited to forward the message such that the reliability is maximized at the intended receiver(s) before the deadline. This paper thereby complements the proposed scheme introduced in [12] . We assume that each message is allocated a set of timeslots determined by the message delivery deadline. The aim is to maximize the reliability of delay-constrained messages given its set of available time-slots. The main contribution of this paper is a low-complexity algorithm very likely to find the optimal combination of relaying nodes such that they can be assigned to appropriate time-slots online. The search algorithm inherits the idea of ant-colony optimization and simulated annealing, and can efficiently find the optimal or close to optimal solution with a reduced computational cost compared to [12] . The numerical results demonstrate that the solutions derived from our proposed algorithm match the results of exhaustive search, which can be used as a benchmark only when the number of time-slots is small. Thereby it is possible to assign a close to optimal set of relay nodes that maximizes the reliability at the targeted receiver(s) before a given deadline, and this relay assignment can be made online also in large networks.
II. SYSTEM MODEL
In this work, we consider an intermittent fully connected network consisting of nodes as shown in Fig. 1 , where the nodes can communicate with each other through the direct links or with the help of intermediate relay nodes. The channel coefficient between any pair of nodes ( , ) is independent but not identical distributed (i.n.i.d.), characterized by its probability density function ( ). Every node transmits a power of , while the noise power level is 0 at each node. Define ℎ as the correct decoding threshold, the probability that a message sent directly from node cannot be successfully decoded at node is derived as [13] :
Note that ≈ 1 when there is no direct link between node and node . Although the channel coefficient and the additive noise processes are assumed to be stationary for the whole time-slot, they may vary from time-slot to time-slot.
The time division multiple access (TDMA) approach is employed to avoid mutual interference, i.e., time is slotted and one time-slot is adequate to convey one packet. Each node is assumed to be equipped with a single antenna, and operate in half-duplex mode, thus it is only able to either transmit or receive one packet at a time. Suppose that a source node wants to send to a destination node a single packet.
time-slots are allocated for this packet, i.e., denotes the number of times the packet is transmitted/possibly retransmitted in the network. The value of depends on the application requirements on delay and reliability for that particular type of message.
Before transmitting its packet, the source node uses our proposed relay assignment algorithm to find the possible optimal combination of relay nodes. We denote [ ], = 1, . . . , as the indexes of time-slots which are allocated to transmit this packet. In time-slot [ ] the relay node [ ] is assigned to transmit. If [ ] cannot decode the packet successfully, it will keep silent. Otherwise, it transmits the successfully decoded packet. The proposed relaying scheme can be demonstrated by an example as shown in Fig. 2 . Here 17 = 3 and the sequence of relayers is {1, 4, 2}. Using the same relaying sequence, a traditional multihop scheme would ignore the transmissions between node 1 and node 2, between node 1 and node 7, and between node 4 and node 7. Similarly, a conventional relay assignment scheme would ignore the transmissions between node 4 and node 2. In contrast, our relaying scheme takes into account all possible transmissions between all nodes and fully exploit the broadcast nature of wireless communications to attain higher reliability. Note that for higher reliability, the relay nodes can be reused. For instance, in the example in Fig. 2 , if 17 > 3, node 1, 4 and 2 can be reused.
We denote the event that takes place after transmission attempts as , where [12] , the probability that the event takes place, given that all previous events are known, can be represented by a simplified expression as follows:
where I { = } is the indicator function for the event = , i.e.,
Therefore, the event = 0, i.e., the destination cannot receive a correct copy of the packet after transmission attempts, has the probability
Eq. (3) can be used to determine the optimal schedule of relayers, both for unicast and broadcast, either using exhaustive search or in conjunction with a relevant searching algorithm. For unicast scenarios, we aim to minimize the resulting error probability at the destination node given transmission attempts. For broadcasting, we maximize the probability that all nodes successfully receive the broadcast message, noting that:
III. PROPOSED STRATEGY
In this section, we describe a low-complexity algorithm which is highly likely to find the optimal combination of relaying nodes, in order to minimize the overall probability of error at the receiver(s). The proposed algorithm is a mix of simulated annealing and ant colony algorithms, as shown in the pseudocode in Algorithm 1. The searching procedure is performed by parallel agents and divided into two phases: exploration and exploitation. The Cost function is calculated by using the succinct eqs. (3) and (4).
In the first phase or the exploring phase, < , it is set up as 0 ≪ 
Function NewExplore( , Total, Counter, ):
Create Rand with the frequency of appearance defined by ⃗ Δ; else Randomly choose one neighbor Rand around ; return Rand moves. Each of the agents starts searching at the same initial random candidate and tries to explore widely around its own search space. The width of a new move, |Rand − |, gradually narrows down over time, with the rate depending on inf , sup , , Ψ as explained in [14] . → ∞ when is small and slowly decreases when the searching converges to the optimal solution.
One key issue in designing the heuristic algorithm is how to select appropriate neighbors Rand in the exploiting phase. Due to the structure of the network of relayers, at the beginning of the phase, we choose two or three random elements and replace them by their respective contiguous nodes. Later, we randomly choose between the following strategies: (i) choose a random element and replace by one of its contiguous nodes, (ii) swap two random adjacent elements. When the number of given time-slots increases, we can define a Tabu List to restrict the randomness in the chosen elements.
Note that the proposed algorithm does not depend on the topology of the network but on the channel characteristics related to the Cost function, thus it is applicable for a wide range of wireless settings. It consists of a triple nested for-loop, in which , Ψ and are independent parameters. As a result, the statements in the innermost loop are executed Ψ times. Through the numerical examples below, the algorithm is able to find the optimal solution with the number of inner moves Ψ = 2 and the number of agents = 10, whereas the number of outer moves can be as large as 1000. In comparison, the complexity of exhaustive search is ( −1 ) and is thus too complex for a large number of nodes , or a large number of time-slots, .
IV. NUMERICAL EXAMPLES
In this section, we exemplify by several numerical examples to illustrate the performance of the proposed strategy. We use the parameter settings suggested by the empirical results in [15] , i.e. = 1 mW, 0 = −99 dBm, and ℎ = 11 dB for QPSK modultion and code rate 3/4, while the pathloss exponent is 3. For any pair of nodes ( , ), we assume a channel with Nakagami-fading, together with additive white Gaussian noise (AWGN). The channel coefficient is characterized by an i.n.i.d Nakagami-distribution, which has the probability density function
where = { 2 } and Γ( ) is the Gamma function. Note that this distribution can also represent a wide range of multipath fading channels, e.g., the Rayleigh distribution by setting = 1. The Nakagami-distribution fits well with land-mobile and indoor-mobile multipath propagation, as well as ionospheric radio links [13] . In Fig. 4 , we investigate various situations in a regular line network of 11 nodes, by varying parameter in the Nakagami-distribution and the distance (in meters) between two adjacent nodes, as illustrated in Fig. 3 . Messages are originating from node 1 and target node 11, their destination node. Using the exhaustive search (ES) strategy for − 1 relayers given time-slots, ( −1) −1 calculations of eq. (3) are needed, and thus we can only apply ES for ≤ 7 when = 11. Note that when and are small, the complexity of ES is not necessarily worse than the searching heuristic. On the other hand, to verify our suggested algorithm (SA) and its search space, we execute it ten times in a row. The results from these ten consecutive implementations are all the same. For the sake of simplicity, several parameters can therefore be fixed: inf = 10 −2 , sup = 10, Ψ = 2, = 10, whereas , and vary from situation to situation. As shown in Fig. 4 , all results from the proposed algorithm match with the respective ones from ES. Although the structure of the regular line network remains the same, different and require different sequences of optimal relayers. For example, given seven timeslots, the optimal sequences of relayers are {1, 1, 3, 6, 8, 9, 10} for = 2, = 100m; {1, 1, 3, 7, 8, 9, 10} for = 0.5, = 100m; and {1, 1, 3, 7, 9, 10, 10} for = 0.5, = 50m. It is also noteworthy that the direct link between node 1 and node 11 when = 2, = 100m is worse than when = 0.5, = 50m; however, when increasing the amount of relaying time-slots, the reliability of a scenario in which = 2, = 100m improves faster than when = 0.5, = 50m. Next, we consider a grid network of 55 nodes with 11 nodes in each row and = 0.5, ∀ , , as shown in Fig. 5 . For this case, exhaustive search is not tractable. The distances (in meters) from one node to its contiguous nodes are horizontally and vertically. In the unicast scenario, to compare with the respective line network of 11 nodes, node (0, 0) is chosen to be the source node and the destination node is node (0, 10). The grid network performs better due to its larger space diversity. Moreover, one property of the optimal strategy is that the node closest to the destination node should be used in the last timeslot. For example, given 9 time-slots, the resulting sequences 
∈{0,1}
Since
is minimum. In Fig. 7 , we consider the broadcast scenario in a regular line network of 9 nodes in which = 0.5 and = 100m. To better illustrate the results, 1 − is considered instead of . We can see from the figure that for < 5 time-slots, node 5 is the best broadcaster as its 1 − is minimum. However, when > 6, the preferable position to broadcast a message to the whole network is node 2. Furthermore, when the given relaying time-slots is increased, choosing a different broadcaster does not yield much better performance. In a grid of 45 nodes with 9 nodes in each row, = 0.5, = 100m and = 50m, the results in Fig. 8 suggest similar remarks as in Fig. 7 . For < 5 time-slots, the best broadcaster is node (0, 4), the central node. Yet for > 6, node (0, 1) is in the better position to broadcast a message to the whole network while (0, 4), the node at the center of the network, is among the worst broadcasters. For example, with 10 time-slots, the resulting sequence to broadcast to the whole network is {(0,1), (0,1), (0,1), (0,1), (0,2), (0,6), (2,7), (-1,7), (0,7), (1,7)}, starting from node (0,1), whose position is near the edge of one side of the network, rebroadcasts in a few time-slots at first and the later time-slots are used by distinct relay nodes on the other side of the network. On the other hand, if node (0, 4) wants to broadcast given 10 timeslots, the resulting option is {(0,4), (0,4), (0,2), (0,6), (-1,7), (1,7), (0,7), (1,1), (-1,1), (0,1)}, node (0, 4) repeats for one more time-slot and the sequence keeps going back and forth to both sides of the network.
V. CONCLUSIONS In this paper, we have proposed and evaluated a lowcomplexity heuristic algorithm for online relay assignment, which is highly likely to minimize the probability of error at the targeted receiver(s) for unicast as well as broadcast. Numerical examples show that our algorithm yields solutions matching exhaustive search but using less complexity, such that relay assignments can be made online also in large networks. The algorithm works for unicast as well as broadcast, and differs from existing work in that it does not separate source nodes, relay nodes and destination nodes into three disjoint sets, but assumes that all nodes can overhear each other. This makes the results more generally applicable for all types of wireless networks.
