Abstract. We study the stability of the dynamics of a deterministic model of Transmission Control Protocol (TCP) traffic in a multiple flow, multiple router data network. In this model, flow rates increase continuously until network congestion causes them to decrease discontinuously. In computer simulations of small networks, trajectories appear to approach periodic orbits for most but not all parameter values. We prove that if all the data flows are coupled, periodic orbits must be exponentially attracting and thus persist under parameter changes, regardless of network size. Furthermore, we describe the model as a discontinuous but piecewise affine map and show that trajectories must either approach a periodic orbit or come arbitrarily close to map discontinuities.
such pairs that follow a single path through the network. Let the flow rate of flow s at time t be x s (t), where s ∈ S = {1, 2, . . . , N}. Then the state of the system at time t is x(t) = (x 1 (t), x 2 (t), . . . , x N (t)). Let the network have M routers, and let each flow s travel through a set of routers R s ⊂ R = {1, 2, . . . , M}. Let S r = {s ∈ S | r ∈ R s } be the set of flows that travel through router r. The amount of data being transmitted through router r at any given time t is X r (t) = s∈Sr x s (t). Let each router have a capacity c r , which is the maximum allowed value for X r (t) (X r (t) ≤ c r for all t). We say the router reaches congestion when X r (T ) = c r . We refer to such a time T as a congestion event.
In the model, each flow s travels through at least one router. Its flow rate x s (t) increases at a constant rate, denoted byẋ s > 0, except when one of the routers that flow s passes through reaches congestion. Letẋ = (ẋ 1 ,ẋ 2 , . . . ,ẋ N ). When a router r reaches congestion, all flows that travel through router r are signaled, and each instantaneously and discontinuously decreases its flow rate by some factor α, where α ∈ (0, 1) and is the same for all routers and flows. In an actual TCP network with RED, during a congestion event a router will drop packets only from some (randomly chosen) sender-receiver pairs. The senders that have a packet dropped reduce their transmission rate by a factor of 1 2 , while the other senders do not. In this case, α is considered in [BH03] to represent the average proportional drop in the transmission rates of all sender-receiver pairs in a flow after a congestion event. In a network with ECN, routers instruct all senders to reduce their transmission rates after a congestion event, causing the network to behave more deterministically.
We make the convention that if x s (t) has a discontinuity at time T , then x s (t) is continuous from the left and discontinuous from the right; that is, lim t T x s (t) = x s (T ) and lim t T x s (t) = αx s (T ). As we will see, for almost every initial state there is an infinite sequence of congestion events T n (where T n < T n+1 ), and T n converges to infinity as n goes to infinity.
Discrete time dynamics.
We define Z = {x = (x 1 , . . . , x N ) : no router exceeds its capacity and all x s ≥ 0} and E = {x ∈ Z : at least one router is at its capacity}.
Let E 1 ⊂ E be the set of states where exactly one router is at its capacity, i.e., experiencing congestion. Furthermore, define E r 1 to be the subset of E 1 where router r is the router experiencing congestion. Let E 2 = E\E 1 . For a state x ∈ Z, there is a unique point Up(x) ∈ E that is the state at which the next congestion event occurs. Define τ (x) ≥ 0 to be the time until the next congestion event. That is, τ (x) is the unique number for which x + τ (x)ẋ ∈ E and Up(x) = x + τ (x)ẋ. Note that τ (x) = 0 for all x ∈ E and that τ (x) and Up(x) are locally affine functions for all x such that x + τ (x)ẋ ∈ E 1 .
When Up(x) causes congestion at precisely one router r, we write r = Router(x) to denote the router experiencing congestion. Thus, if x is a state at which a unique router will be the next to experience congestion, then Router(x) denotes that router. Notice that r = Router(x) if and only if Up(x) ∈ E r 1 . For each x ∈ E r 1 , define the state Drop r (x) coordinatewise by Drop r (x) s = αx s for s ∈ S r and Drop r (x) s = x s otherwise. Then define Drop(x) = Drop Router(x) (x) and
Next is a piecewise affine mapping from E 1 to E. Given an initial state x 0 ∈ E 1 , define x n = Next(x n−1 ) for each n ∈ N, as long as x n−1 ∈ E 1 . If x n ∈ E 1 for all n ∈ N, we call (x n ) ∞ n=0 the trajectory generated by x 0 . We denote the composition of the Next(x) map with itself k times as Next(x, k). Thus x n = Next(x 0 , n). Finally, let r n = Router(x n ).
Geometric representation of the model. The piecewise linear path x(t) is confined to the region Z, which is defined by the router configuration. Specifically, each router r ∈ R defines the router constraint, s∈Sr x s ≤ c r . Z is then precisely the subset of R N that satisfies the set of router constraints and the additional nonnegativity constraints, x s ≥ 0 for each s ∈ S. E may be defined as the subset of Z where at least one router constraint holds at equality, and E 1 is then the subset of E where exactly one router constraint holds at equality. The subset of E 1 where the router constraint defined by router r holds at equality is the facet E r 1 . The model dictates that the path x(t) continues in the directionẋ at constant speed until the path strikes one of the facets in E 1 , at which point Drop(x) is applied and the path has a discontinuity.
Consider the network in Figure 1 . It is important to note that in this example the capacity of router c is less than the sum of the capacities of routers a and b. Notice that if c c > 4, router c would never experience congestion. Assume that α = 1 2 . Depending on the initial state, two different asymptotic behaviors of the model exist. We classify the asymptotic dynamics of the system by considering the points in E 1 . Since all infinite trajectories intersect E 1 , this comprehensively classifies the dynamics of the system. 2 ) is fixed by Next in this system, producing a periodic orbit with period 1. Furthermore, every initial state in L 1 will never cause congestion at any router other than c. Thus the sequence (x n ) asymptotically approaches the periodic orbit generated by ( Coupling. Notice in the previous example that while all initial states in L 1 asymptotically approach a single stable periodic orbit in L 1 , each initial state in L 2 lies on a distinct periodic orbit. We will show that the key difference that causes an initial state in L 1 to produce the same asymptotic behavior as nearby initial states is that the trajectory generated by an initial state in L 1 is coupled in the sense described below, while the trajectory generated by an initial state in L 2 is not.
Define a set R of routers to be coupled if for each proper nonempty subset S ⊂ S there is a router r ∈ R , a flow s ∈ S , and a flow s ∈ S\S such that s, s ∈ S r . Define a router r to be a bottleneck router of a trajectory (x n ) if router r appears infinitely many times in the router sequence (r n ). Define a trajectory to be coupled if the set of bottleneck routers of the trajectory is coupled.
In the example above, a trajectory that starts in L 1 has bottleneck router c and therefore is coupled because both flows are in S c . The bottleneck routers for a trajectory that starts in L 2 are a and b, which do not form a coupled set because neither S a nor S b contains both flows. When a trajectory is not coupled, it is possible to decompose its flows and bottleneck routers into two or more coupled subsystems, where the trajectory evolves independently on each coupled subsystem. Such is the case in the previous example for the dynamics on L 2 . In this case the set of flows {1, 2} and the uncoupled set {a, b} of bottleneck routers can be broken down into coupled subsystems {a, 1} and {b, 2} where the dynamics on each evolve independently. The different initial states in L 2 do not asymptotically approach the same periodic orbit because each initial state induces a different phase shift for the two coupled subsystems.
While coupling is a hypothesis of our main results (Theorems 3.1 and 3.6), in order to prove directly that a trajectory is exponentially attracting (Proposition 3.4), we use a slightly stronger hypothesis. For K ≥ 1 we say that a trajectory (x n ) ∞ n=0 is K-coupled if the corresponding sequence of routers (r n ) has the property that the set {r n , . . . , r n+K−1 } is coupled for each n ≥ 0. The definition strengthens the definition of coupling by assuming that a K-coupled trajectory experiences coupling with some regularity. For a chaotic system, this would be a restrictive assumption, but as shown in [BH03] , the model in this paper is (piecewise) nonexpansive in an appropriate metric. We believe that for this model coupled trajectories are typically K-coupled for some K.
While the K in the definition above refers to a number of iterations of the map Next in discrete time, the following proposition demonstrates that it also suffices to assume that each bottleneck router of a trajectory experiences congestion with some known frequency in continuous time. This latter approach was taken in [BH03] when the authors made the assumption that each router r in the model has some flow s that travels only through that router. This guarantees that there are at most cṙ x s units of continuous time between consecutive congestion events at router r.
Proposition 2.1. Suppose that, given an initial state x 0 , there is a maximum amount of continuous time Λ r between consecutive congestion events at each bottleneck router r of the trajectory x 0 . Furthermore assume that the set of bottleneck routers of the trajectory generated by x 0 is coupled. Then there exists a K such that the trajectory generated by x 0 is K-coupled.
Proof. Let R x 0 be the set of bottleneck routers of the trajectory generated by x 0 , and let Λ = max r∈Rx 0 Λ r . By construction, there is a minimum amount of continuous time l r between consecutive congestion events at router r. Then every bottleneck router must experience congestion at least once during any time period of length Λ. Furthermore, bottleneck router r may not experience congestion more than Λ lr times during any period of length Λ. Let K = r∈R Λ lr . K is an upper bound for the number of congestion events that may occur during any time period of length Λ. Since each router r must experience congestion in any time period of length Λ, every bottleneck router r of the trajectory will experience congestion at least once during any K iterations of the map Next. Consequently, the trajectory generated by x 0 is K-coupled.
3. Dynamics of the model. In most of our simulations, we have observed that (x n ) asymptotically approaches a periodic orbit (provided x n ∈ E 1 for all n), though it appears that the periodic orbit can have an arbitrarily large period. For certain special parameter choices, trajectories approach a set which includes points in E 2 , where the process is not defined. Consider the router configuration from the previous example, except let c c = 1 and set c b > c c . Figure 2(a) shows the router constraints for this model. Since router b will never experience congestion for these parameters, we can eliminate it from the model. In Figure 2 , we study the period of the single periodic orbit that the trajectory generated by the initial state x 0 = (0, 0) approaches for values of c a in the interval (0, 0.65). |ẋ|ẋ } is the unique periodic orbit of the system. In this case, the period is 1, and all trajectories approach it asymptotically. When c a decreases to 0.5, this attracting period 1 orbit approaches the point of intersection of the two router constraints, (c a , 1−c a ). As c a increases to 0.5, the period of the asymptotic orbit appears to go to infinity. The change in behavior as c a decreases through 0.5 is caused by the attracting periodic orbit colliding with E 2 .
When parameters are fixed, we have found that, assuming a few basic hypotheses, periodic orbits will always be exponential attractors. Specifically, we prove the following theorem. The projection hyperplane. Given an initial state x 0 , the path x(t) starts at x 0 and proceeds in the directionẋ until constraint r 1 is hit at time T 1 and location x 1 . The instantaneous, multiplicative decrease then causes a discontinuous change of the system state to Drop(x 1 ). Notice that, regardless of the value of s∈Sr 1 x s 0 , we have s∈Sr 1
x s 1 = c r 1 . Furthermore, given a second initial state x 0 such that x 0 − x 0 = κẋ, the two paths generated by these different initial states hit the constraint in the same location x 1 . Consequently, the dynamics generated by the initial state x 0 are the same as the dynamics generated by x 0 with time shifted by κ (x n = x n , r n = r n , and T n = T n + κ for all n).
Studying the discrete time dynamics of the system eliminates the flow directionẋ. To facilitate our analysis, as in [BH03] we project the discrete time dynamics alongẋ from E 1 into a hyperplane P. Let 1 be a vector with a 1 in each entry. Let P (x) be a linear projection such that P (x) = x + tẋ, where t is chosen so (x + tẋ) · 1 = 0. Define x n = P (x n ). To formally define the dynamics in the projection hyperplane P = {x | x·1 = 0} (see Figure 3) we first extend the definition of τ (x) to R N . Let τ (x) be the unique number such that x + τ (x)ẋ satisfies the router constraint s∈sr x s ≤ c r for each r ∈ R and holds in at least one router constraint, i.e., where r = Router(x). This extends the map Up(x) = x + τ (x)ẋ to be well defined on all of R N . Furthermore, P (Up(x)) = x for all x ∈ P and Up(P (x)) = x for all x ∈ E. We will continue to use an overline to refer to items in the projection hyperplane for the remainder of this paper. Thus we define E = P (E) and
. Then for all x ∈ E r 1 ,
Thus for all x ∈ E r 1 , Next r is independent of the router that will next experience congestion after r (i.e., Router(Next(x))). Since Next r is an affine map, one may write
where A r is a linear map on E r 1 that may be extended uniquely to all of P and b r is a constant vector.
Let e i be the ith standard unit vector and e i = P (e i ). The vectors e 1 , e 2 , . . . , e N span P but are linearly dependent; indeed, s∈Sẋ s e s = P (ẋ) = 0. Thus each vector in P can be represented as s∈S a s e s in more than one way. Given a router r, we can make this representation unique by imposing the constraint s∈Sr a s = 0 (this is possible because s∈Srẋ s = 0). We will use this representation of vectors in P below. Choose two initial states x 0 , x 0 ∈ E r 1 . Then 
Furthermore, since P is a linear map, = 0 for all s ∈ S r . Thus A r z = z. The previous lemma demonstrates that each iteration of Next contracts and translates a subspace of E 1 . The next proposition uses this result to show that if the trajectory is K-coupled, then for a suitably chosen large C, Next(x, C) contracts a neighborhood U of an initial state x 0 by a factor a < 1. To prove this result, given an initial state x 0 ∈ E 1 , we define a simplex-shaped neighborhood of x 0 ∈ E 1 . We then show using the previous lemma that each iteration of Next(x 0 ) contracts a face of the simplex. Finally, we use coupling to show that the dynamics contract the image of the simplex under a proper number of iterations. However, we stop short of showing uniform contraction for all coupled trajectories since our contraction estimate depends on K.
Proposition 3.4 (contraction proposition). There is a neighborhood T of 0 in P with the following property. For each K > 0, there exists an a ∈ (0, 1) such that, for each
Remark 3.5. As will be seen in the proof, needs only depend on the distance from the points {x 0 , x 1 , . . . ,
Proof. Let Choose > 0 so that (
Equivalently, U 0 may be written as
Then T is an (N −1)-simplex containing the origin, and U 0 is an (N −1)-simplex with vertices x 0 + e 1 , x 0 + e 2 , . . . , x 0 + e N (see Figure 4) . Notice that this choice of ensures that, for every
, F i may be written as
Claim 1. For all r ∈ R, A r T 0 ⊂ T 0 and consequently for 0
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The vertices of T 0 are given by the set { e s : s ∈ S}, and T 0 is formed by all convex combinations of these vertices. So for each x ∈ T 0 we can write x = s∈S λ s e s with s∈S λ s = and λ s ≥ 0 for all s ∈ S. Let
Notice that s∈Sr (λ s − ρ r (x)ẋ s ) = 0. Since P (ẋ) = 0, or equivalently s∈Sẋ s e s = 0, by Lemma 3.3 we may write
Adding ρ r (x) s∈Sẋ s e s = 0 to the right-hand side, we have
where ρ r (x) is given by (3.1). Since 
Claim 2. Suppose that y 0 is a point on the boundary of T 0 . Define 
A metric on E. Since our results so far are proved in a homeomorphic image of E in the projection hyperplane, we define a metric on the projection hyperplane and then lift that metric onto E. For any two points x, y ∈ E, we define
Although we here use the L 2 metric in P , the results below will hold for any chosen metric.
Proof of Theorem 3.1. Assume that the periodic orbit generated by x 0 is coupled. Since x 0 generates a periodic orbit in E 1 , x 0 generates a periodic orbit in P. Since the metric on E is a lift of the metric on P, it suffices to show that the periodic orbit generated by x 0 in P is exponentially attracting. Since the periodic orbit generated by x 0 is coupled, by Proposition 3.4, there exists a neighborhood T of 0 and an > 0 such that
Proposition 3.4 implies that since
for every n, d n < a n d 0 . Thus d n goes to 0 as n goes to infinity, and the periodic orbit is exponentially attracting. Conversely assume that the periodic orbit generated by x 0 is not coupled. Then there exist proper subsets S ⊂ S and R ⊂ R such that for each r ∈ R either S r ⊂ S or S r ⊂ S\S . LetR = {r ∈ R : S r ⊂ S }, and assume without loss of generality that r 0 ∈R . Let v = s∈S\S ẋ s e s . The since x 0 ∈ E r 0 1 and E r 0 1 depends only on the coordinates x s with s ∈ S r 0 ⊂ S , it follows that x 0 + v ∈ E r 0 1 for sufficiently small. Then for sufficiently small, the trajectory generated by x 0 + v will have congestion events at the same routers as the trajectory generated by x 0 . In continuous time the kth congestion event will happen at the same time if r k ∈R , or time earlier if r k / ∈R . In particular, x 0 + v also generates a periodic orbit. Therefore, the periodic orbit generated by x 0 is not exponentially attracting.
Limiting to periodic orbits. The previous results state that periodic orbits are exponentially attracting, but they do not describe which trajectories will approach these period orbits. In fact, as the following theorem demonstrates, all K-coupled trajectories approach a periodic orbit as long as they are bounded away from E 2 .
Theorem 3.6. Assume that an initial state x 0 ∈ E 1 generates a coupled trajectory that is bounded away from E 2 . Then the trajectory generated by x 0 exponentially approaches a periodic orbit.
Proof. Choose δ > 0 such that the trajectory generated by x 0 stays δ away from E 2 in the d E metric. Let T be the neighborhood of 0 from Proposition 3.4 and let > 0 be small enough that diam( T ) < δ. This ensures that is small enough for Proposition 3.4 to apply not only to x 0 but to x n for all n ≥ 0; see Remark 3.5. Without loss of generality assume that r 0 is a bottleneck router. Let n 0 = 0, and recursively define n k to be the first iterate after iterate n k−1 when the trajectory generated by x 0 returns to E r 0 1 and the set of routers {r n k−1 , . . . , r n k −1 } is coupled. Since r 0 is a bottleneck router, n k exists for all k. Because E r 0 1 is bounded, for every γ > 0 there exist two indices k and k such that x n k and x n k are within γ of each other. Consequently, choosing γ sufficiently small, there exist two indices k and k , with k < k , such that x n k ∈ x n k + T . Let K = n k − n k . Then since x n k +K ∈ x n k + T , it follows by Proposition 3.4 that x n k +K+j ∈ x n k +j + T for 0 ≤ j ≤ K, and hence by induction, x n k +nK ∈ E r 0 1 for all n ≥ 0. Furthermore the set {r n k +(n−1)K , . . . , r n k +nK−1 } = {r n k , . . . , r n k −1 } for all n ≥ 0 and is coupled. Thus the trajectory {x n k , x n k +1 , x n k +2 , . . .} is K-coupled. By Proposition 3.4 it follows that x n k +K(N −1) ∈ x n k + a T , that x n k +2K(N −1) ∈ x n k +K(N −1) + a 2 T , and so on. Define U 0 = Up(x n k + T ), and for each i > 0 define U i = Next(U i−1 , K (N − 1) ). Then define y 0 = x n k and y i = Next(x n k , iK(N − 1)). Then (y i ) is a subsequence of the trajectory (x n ) in E r 0 1 with y i , y i+1 ∈ U i . Thus by Proposition 3.4,
Thus the sequence (y i ) is Cauchy and converges to a point p 0 ∈ E r 1 that is a fixed point of the map Next(·, K(N − 1)). The orbit generated by p 0 then must be a periodic orbit. Consequently, (x n ) exponentially approaches this periodic orbit.
Conclusion.
We have studied the dynamics of a multiple flow multiple router model of TCP defined by a piecewise affine map Next repeatedly applied to a polygonal surface E. Most computer simulations of this model of our own and in [BH03] have trajectories asymptotically approaching periodic orbits, though exceptional cases exist when the trajectory asymptotically approaches E 2 , a measure zero subset of E where the dynamics are undefined. Of course, these simulations explore only networks of limited size. We have demonstrated in Theorem 3.1 that, regardless of network size, all coupled periodic orbits are exponentially attracting and thus are stable attractors. This implies that coupled periodic orbits persist on an open set of parameter values. We demonstrated in Theorem 3.6 that every coupled trajectory that is bounded away from E 2 will exponentially approach a periodic orbit. When a trajectory that is bounded away from E 2 is not coupled, the model coordinates can be partitioned into coupled subsets that evolve independently in a neighborhood of the trajectory, and Theorems 3.1 and 3.6 apply to the dynamics of each subset. Though simulations suggest that some parameter values yield trajectories that are not bounded away from E 2 , these parameter values appear to form a Cantor set [BH03] , which we conjecture to have measure 0. While our results are for a particular model of data network traffic, similar dynamics may occur in other network flow models where flows are coupled via bottleneck nodes. A key feature of the model is that the initial state can determine which nodes are bottlenecks and thus determine the nature of the coupling. Our results and techniques apply to a situation where the uncoupled dynamics are neutrally stable and coupling provides intermittent discontinuous contraction among some of the state variables.
