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本田 　大
概 要
　近年、CPU処理速度と主記憶からのデータ転送速度との間の格差が顕著になってきているため、
キャッシュメモリの重要性が高まってきている。よって、キャッシュメモリを有効活用するための
最適化は、性能向上に欠かすことができず、盛んに研究されている。しかし、ポインタを利用した
非線形なアクセスが多いプログラムや RDBMSなどでは、キャッシュミスが頻発し、メモリアクセ
ス遅延が隠蔽できない。キャッシュミスが頻発するような場合、キャッシュメモリによる速度向上
は期待できないという問題がある。
この問題の解決策としてキャッシュにデータを事前にのせるための「PreExecution」が研究さ
れている。しかし、いずれの PreExecutionの提案においても、実行環境が専用ハードウェアを想
定した、シミュレーションレベルでの実行に限定されており、実機上での投機的 PreExecution手
法の実用性は示されていない。また、従来の研究ではセマフォを使用した ProducerConsumer方
式によって、毎イタレーションMain Threadと Helper Thread間で同期を取っている。このため、
スレッド間の同期にかかるオーバヘッドが実行速度に大きく影響を与えるという問題がある。
こうした問題に対し、本論文では一般の CPU上での投機的 PreExecutionを実現するととも
に、スレッド間での同期オーバヘッドの削減を目指す。具体的には、ハイパースレッディング環境
における、投機的スレッドを利用したソフトウェアレベルでのキャッシュ効率化手法を提案する。
また、静的に設定したイタレーション間の距離 Thread Distanceによって、Helper Threadの待
機・起動する手法を提案する。本手法によって、従来の毎イタレーション同期を取っていた手法に
比べ、Main Threadと Helper Thread間の同期回数を削減することができる。
Intel Xeonプロセッサでの実機上で、SPEC INT 	mcf、
	twolf、Oldenベンチマー
クの health において、スレッド間の同期をとる手法と非同期による手法で性能評価を行った。結
果、既存のハードウェア構成を変えず、ソフトウェアによる並列化によって、平均 	の 次
キャッシュミスを削減し、	mcfで 
	、healthで 	
の処理性能高速化を達成できた。本
実験による結果によって、従来の毎イタレーション同期を取る手法に比べ、	％の性能向上を確
認することができた。実機による性能向上はアーキテクチャの分野において、有益な結果である。
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第 章 はじめに
　近年、CPU処理速度と主記憶からのデータ転送速度との間の格差が顕著になってきてい
ることから、キャッシュメモリの重要性が高まってきている。キャッシュメモリとは、CPU
内部に設けられた高速な記憶装置のことである。キャッシュメモリに使用頻度の高いデータ
を蓄積しておくことにより、低速なメインメモリへのアクセスを減らすことができ、処理
を高速化することができる。しかし、配列への非線形アクセスなどによって、キャッシュ・
ミスが頻発するような場合、キャッシュによる速度向上は期待できない。
この問題の解決策として、プログラムで必要となる当該データを投機的に Loadし、事前
にキャッシュに載せることで、キャッシュ・ミスを低減する「Prefetch」や「Pre	Execution」
が研究されている。
Prefetchとは、使用する可能性の高いデータが必要となる前にデータをメモリ階層の下
層から上層へ取ってくる技術である。Prefetchにはソフトウェアによるアプローチ 
と、ハードウェアによるアプローチ がある。ソフトウェアによるアプローチでは、プ
ログラマ、あるいはコンパイラがコード中に明示的なプリフェッチ命令を挿入し、ロード
するアドレスを指定することで Prefetchを実現する。ハードウェアによるアプローチで
は、動的にデータストリームを解析し、プリフェッチ命令を挿入することで Prefetchを実
現する。
Pre	Executionとは、キャッシュミスを起こす可能性が高いロード命令および、分岐予測
ミスを起こす可能性が高い分岐命令を、余剰な CPU資源を利用して、単数あるいは複数
の Helper Threadを実行することで、ロードすべきアドレスを計算し、Helper Threadに
よるPrefetchをする技術である。Pre	Executionにもソフトウェアによるアプローチ  
と、ハードウェアによるアプローチ がある。ソフトウェアによるアプローチでは、プ
ログラマ、あるいはコンパイラがプログラムコード中に、明示的な Pre	Execution専用

の命令 Helper thread生成・待機・起動を挿入することで Pre	executionを実現する。
ハードウェアによるアプローチでは、データフローおよび、制御フローを実行時に解析
し、動的に Helper threadが実行する命令群を決定し、Helper threadを実行することで
Pre	Executionを実現する。しかし、いずれの提案においても、シミュレーションレベル
での実行に限定されており、実機上での投機的 Pre	Execution手法は提案されていない。
また、従来の研究ではセマフォを使用したProducer	Consumer方式によって、毎イタレー
ション Main Threadと Helper Thread間で同期を取っている。このため、スレッド間の
同期にかかるオーバヘッドが実行速度に大きく影響を与えるという問題がある。
これらの問題に対し、本論文では一般の CPU上での投機的 Pre	Executionを実現する
とともに、スレッド間での同期オーバヘッドの削減を目指す。具体的には、ハイパースレッ
ディング環境における、投機的スレッドを利用したソフトウェアレベルでのキャッシュ効
率化手法を提案する。ハイパースレッディングとは、つの物理CPUに  つの論理CPU
が搭載されているように見せる技術である。各論理 CPUがキャッシュを共有することか
ら、１つの論理CPUが使用したキャッシュメモリのデータを、もう一つの論理CPUが参
照可能である。本実験では、ハイパースレッディング環境を実装している Intel Xeonプロ
セッサ上において、提案手法によるキャッシュ効率化を検証した。必要とするデータを効
率よくキャッシュに載せることで、キャッシュ・ミスによる性能低下を緩和し、全体の実行
時間を短縮させることが目標である。また、Helper threadの起動と待機を、Main thread
が実行したイタレーション数と Helper threadが実行したイタレーションの数の差を計算
すること Thread Distanceで決定し、従来の毎イタレーション同期をとる手法に比べ、
同期回数を削減する手法を検証した。本手法によって、同期にかかるオーバヘッドを削減
し、性能向上を見込むことができる。
本論文は全５章からなる。第２章では、キャッシュ機構の説明と関連研究について紹介
し、第３章では、本研究の提案手法を説明する。第４章では本研究での実験結果を示し、
考察を行う。第５章では、本研究での今後の課題を説明し、今後の方向を述べる。
 
第章 関連研究
　本章では、メモリ値の参照命令の性能への影響について説明する。次にキャッシュ機構
と、キャッシュのヒット率について述べ、キャッシュ・ミスによる性能低下の軽減方法と、
その関連研究について述べる。
  メモリ値の参照命令の性能への影響
メモリ値の参照命令は、加算などの一般的な整数系演算命令に比べ、実行に時間がかか
ることが知られている。その原因としてデータ・キャッシュ・ミスによる遅延を挙げるこ
とができる。この遅延が生じる原因は、キャッシュへのアクセスよりもメインメモリへの
アクセス速度が遅いからである。キャッシュ・ミスによるペナルティは大きく、性能に与
える影響が大きい。ペナルティの大きさはメモリ・システムに依存する。
例えば、本論文で実験に用いる Intel Xeonプロセッサの記憶システムは L キャッシュ
まで備えている。Xeonの L、L キャッシュ、メインメモリへのアクセスにかかるレイテ
ンシを表  に示す。表  に示しているメモリアクセスレイテンシは Cache Burst   
によって、計測した。
表   Xeonプロセッサにおけるメモリアクセスレイテンシ
Lキャッシュへのアクセスレイテンシ clock
L キャッシュへのアクセスレイテンシ 
clock
メインメモリへのアクセスレイテンシ  clock
よって、メインメモリへのアクセスを減らし、必要なデータを L、L キャッシュへと
データ供給するためのキャッシュ最適化が重要である。例えば、必要なデータを L キャッ

シュに載せることができれば、メインメモリアクセスに比較しアクセスレイテンシを約  

にすることができる。
   キャッシュメモリ機構
キャッシュメモリは、メモリウォール問題の解決を目的として開発された機構である。
メモリウォール問題とは、プロセッサの高速化に対し、主記憶の高速化が追いつかず、プ
ロセッサから見たメモリアクセスの速度が相対的に遅くなり、システムのパフォーマンス
が低下するという問題である。
メモリアクセスには、一度参照されたデータは、近い将来にもう一度参照される可能性
が高いという時間的局所性と、あるデータが参照されると、その近くにあるデータも、す
ぐに参照される可能性が高いという空間的局所性が存在する。キャッシュメモリは、これ
らの性質を利用して、プロセッサに近い場所に配置される、主記憶よりも高速な記憶装置
のことである。頻繁に利用するデータをキャッシュメモリに格納しておくことで、プロセッ
サによる高速なメモリアクセスを可能にする。
主記憶の大容量化とプロセッサの高速化を両立させるために、主記憶の動作速度の何倍
もの周波数で駆動するキャッシュメモリ機構は、近年の計算機アーキテクチャにおいて、
必要不可欠な機構である。
  キャッシュのヒット率
効率的なメモリアクセスを可能にするために、キャッシュのヒット率の向上を図る必要があ
る。プログラムの実行中にキャッシュ・ミスが起きる要因は、CompulsoryCapacityConict
の３つに分類することができる  。
Compulsoryミス
　　実行を開始してから、最初に必要になったブロックをアクセスする際に起きるミスで
　　ある。初期ミス initial missあるいは、コールドスタートミス cold start missとも

　　呼ばれる。Compulsoryミスは、ラインサイズを大きくするか、prefetch をすること
　　により、ある程度軽減することができる。
 Capacityミス
　　キャッシュ容量が有限であるため、いったんキャッシュから主記憶に追い出したライ
　　ンを、再びアクセスする際に起きるミスである。Capacityミスは、キャッシュの容量
　　を増やせば改善できるが、分岐予測機構やプロセッサダイ面積等等のトレードオフの
　　関係にある。
Conictミス
　　セットアソシアティブマッピング方式キャッシュメモリにおいて、セットと主記憶ア
　　ドレスとの対応関係が決まっているため、同一セットで競合したブロックが追い出さ
　　れ、再びアクセスされることにより生じるミスである。Conictミスは、セットアソ
　　シアティブの連想度を上げることによって改善できるが、実装上の制限がある。
  データ・キャッシュ・ミスによる性能低下の軽減方法
データ・キャッシュ・ミスのペナルティによる性能低下を軽減するためには、次の２つ
の方法がある。
　　　　　　　　　　　　ペナルティが性能に与える影響を小さくする。
　　　　　　　　　　　　　 キャッシュ・ミス率を下げる。
のペナルティが性能に与える影響を小さくする技術として、次の手法がある。
　　　　　　　　　　　　out	of	order実行
　　　　　　　　　　　　　 non	blocking cache の導入
out	of	order実行とは、命令がフェッチされる順序と異なる順序で、命令を実行できる
機能である。キャッシュ・ミスで実行が待ち合わせている間に、他の命令を out	of	order実

行することで、キャッシュ・ミス・ペナルティが性能に与える影響を少なくすることがで
きる。
non	blocking cacheとは、キャッシュ・ミス時にも、他の命令のキャッシュ・アクセスに
応答することができるキャッシュで、lock	up free cacheとも呼ばれる。non	blocking
cache は資源競合を低減し、ILPInstruction Level parallelismにより、ペナルティを隠
蔽することができる。
out	of	order 実行と non	blocking cacheを利用することで、キャッシュ・ミスに対する
耐性を向上させることができる。しかし、キャッシュ・ミスを起こした命令が、クリティ
カル・パス上にある場合、キャッシュ・ミスのペナルティを隠蔽することができない。し
たがって、キャッシュ・ミスのペナルティ、あるいはキャッシュ・ミス率そのものを下げる
技術が必要である。
 のキャッシュ・ミスを下げる技術として、次の手法がある。
　　　　　　　　　　　　　Victim Cache
　　　　　　　　　　　　　　 Prefetch
　　　　　　　　　　　　　　Pre	Execution
以下で、各々について詳細を説明する。
  Victim Cache
の Victim Cacheは、キャッシュライン入れ換えの際に、追い出されるラインを一時
的に蓄えておくバッファである 。図  に Victim Cacheの概略図を示す。
図  において、Lデータキャッシュが追い出されたラインは、Victim Cacheに一時
的に保存される。その後、キャッシュ・アクセスがあった場合、CPUは Lデータキャッ
シュを参照するとともに、Victim Cache を参照する。Lデータキャッシュに目的のデー
タがなく、Victim Cache にデータがある場合、Victim Cacheからデータを取り出す。取
り出されたデータは、再び Lキャッシュに保存される。Victim Cacheは以上のように動
作する機構である。

図   Victim Cache
Victim Cacheは本来プログラム中に存在するメモリ参照の局所性を、キャッシュの容量
によって利用できない場合を減らす技術である。
   Prefetch
 の Prefetchとは、使用する可能性の高いデータが必要となる前に、データをメモリ
階層の下層から上層へ取ってくる技術である。図   に Prefetchの概略図を示す。
図    Prefetch
図   において、Prefetchを行うことにより、メインメモリからデータを Lデータキャッ
シュに持ってくることができる。Prefetchが成功すれば、真にデータが必要となったとき
に、キャッシュに必要なデータを供給することができるため、メインメモリへのアクセス
による遅延を防ぐことができる。Prefetchにはソフトウェアによるアプローチ と、
ハードウェアによるアプローチ がある。

  PreExecution
の Pre	Executionとは、キャッシュミスを起こす可能性が高いロード命令および、分
岐予測ミスを起こす可能性が高い分岐命令を、余剰なCPU資源を利用して、単数あるいは
複数のHelper Threadを実行することで、ロ ドーすべきアドレスを計算し、Helper Thread
による Prefetchをする技術である。図  に Pre	executionの概略図を示す。
図   Pre	execution
図  において、Pre	executionとは、２つのスレッド（プログラムの実行のこと）を並
行または並列に実行する手法である。Main threadはプログラム本体を実行し、Helperは
上記プログラムのコピーまたは抜粋を実行する。また、Helperを Main threadよりも先
に投機的に実行させる。Pre	executionは、従来の分岐予測や、Prefechでも分岐予測ミス
やデータキャッシュミスが起こる可能性が高い命令 図  における problem instruction
に対して適用される。つまり、Pre	executionとは、データ・プリフェッチ効果および、分
岐予測や値予測の精度を向上させる技術である。Pre	Executionにはソフトウェアによる
アプローチ  と、ハードウェアによるアプローチ がある。
次節からは本研究に関連する、Prefetchおよび Pre	executionの研究を紹介する。
  Software Prefetch
本節では、Prefetchのソフトウェアによるアプローチを説明する。Prefetchとは、使用
する可能性の高いデータが必要となる前に、データをメモリ階層の下層から上層へ取って


くる技術である。ソフトウェアによるアプローチでは、プログラマ、あるいはコンパイラ
がコード中に明示的なプリフェッチ命令を挿入し、アドレスを指定することで Prefetchを
実現する。Prefetchが成功すれば、真にデータが必要となったときに、キャッシュに必要
なデータを供給することができるため、メインメモリへのアクセスによる遅延を防ぐこと
ができる。
  Greedy Prefetch	

年にカナダの Toronto大学の、Todd CMowry、Chi	Keung Lukらが提案した、
Greedy Prefetchingは、ポインタの移動先をすべてプリフェッチし、キャッシュに載せよ
うとする prefetchの方法である。Greedy Prefetchingではコンパイラがデータフローを解
析し、将来にデータが参照される前にコード中に明示的なプリフェッチ命令を挿入する。
具体例として、リスト構造に適用する場合のコード例と概略図を図  に、２分木に適用
する場合のコード例と概略図を図  に示す。
図   リスト構造に適用したとき 
図  の、リスト構造のデータをプリフェッチする場合の説明を行う。図  bのA、B、
C、は図  aのコ ドー例における、リスト構造の概略図を表している。Greedy Prefetching
は、リスト構造へのポインタが Aであるときには、ポインタ Bをプリフェッチする。同様
に、ポインタ Bである場合は、ポインタCをプリフェッチする。次に、図  の２分木の
データをプリフェッチする場合の説明を行う。図  bの  は図  aのコード例
の２分木 tの概略図を表している。Greedy Prefetchingは、２分木へのポインタが１に位

図   ２分木に適用したとき 
置していれば、データの２，３をプリフェッチする。その後、データ２にポインタが遷移
したときには、データ４、５をプリフェッチする。Greedy Prefetchigは以上の動作によっ
てプリフェッチを行う。
の実験環境はMIPS Rのスーパスカラプロセッサに擬似したシミュレータであ
る。コンパイラによってPrefetch命令を挿入し、メモリアクセスレイテンシの軽減による性
能向上を目的としている。Greedy Prefetchを適用することによって、Olden benchmark に
おいて、	～ の性能向上が見られたと報告している。
Greedy Prefetchingにおける利点は、ポインタを移動させるためのオーバーヘッドが少
ないこと、データのアクセス方法やデータ構造の更新を考慮せずに適用できること、およ
びコンパイラに直接実装させることができることである。
Greedy Prefetchingにおける問題点は、静的なデータ解析によってのみプリフェッチを
行うので、挿入したプリフェッチ命令の効果がない場合、動的に対処できないことである。
   Prefetch Array

 年にスウェーデンのChalmers大学の、Magnus Karlsson、Per Stenstronらが提案
した Prefetch Array は、Greedy Prefetchingを拡張し、prefetchするデータの範囲を
増やした手法である。Prefetch命令を挿入する場合として、リスト構造に適用する場合の
 
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
コード例と概略図を図  に、２分木に適用する場合のコード例と概略図を図  に示す。
図   リスト構造に適用したとき 
図   ２分木に適用したとき 
図  の、リスト構造のデータをプリフェッチする場合の説明を行う。図  において、
bのA、B、C、Dは aコ ドー例のリスト構造 listの概略図を表している。Prefetch Array
は、リスト構造へのポインタが Aであるときには、データ Bだけでなく、データ C、D
もプリフェッチする。次に、図  の２分木のデータをプリフェッチする場合の説明を行
う。図  において、bの  は aのコード例の２分木 ptrの概略図を表している。
Prefetch Arrayは、２分木へのポインタが１に位置していれば、データの２，３をプリ
フェッチするだけでなく、データ４，５，６，７に対してもプリフェッチする。Prefetch
Arrayは以上の動作によってプリフェッチを行う。
の実験環境は SPARC v
アーキテクチャをモデルとしたシミュレータである。の

手法によって挿入された Prefetch命令に対し、Prefetchするアドレスを増やすことによっ
て、メモリアクセスレイテンシを軽減し、性能向上させることを目的としている。Prefetch
Arrayを適用することで、Olden benchmarkにおいて、 ～ の性能向上が見られ
たと報告している。
ただし、Prefetch Arrayの方式を実現するためには、greedy prefetchingに比べ、メ
インメモリへのアクセスによる遅延、Prefetch Array命令実行ためのオーバーヘッドや
キャッシュの汚染を考慮しなければうまく機能しないという問題がある。よって、追加し
た Prefetch命令のアドレスの範囲と実行性能との関係を判断し、最も良いパフォーマンス
を得るアルゴリズムを考案する必要がある。
  Hardware Prefetch
本節では、Prefetchのハードウェアによるアプローチを説明する。Prefetchとは、使用
する可能性の高いデータが必要となる前に、データをメモリ階層の下層から上層へ取って
くる技術である。ハードウェアによるアプローチでは、動的にデータストリームを解析し、
プリフェッチ命令を挿入することで Prefetchを実現する。Prefetch が成功すれば、真に
データが必要となったときに、キャッシュに必要なデータを供給することができるため、
メインメモリへのアクセスによる遅延を防ぐことができる。
  Linked List Structure Prefetch


年にWisconsin Madison大学の Amir RothGurindar SSohiらが提案した、De	
pendence Based Prefetching （以下DBP）は、構造体の連結リストへのアクセスに際
し、将来アクセスする構造体へのアドレスを先行計算する方法である。図  
にコード例
と DBPの概略図を示す。
DBPは、プロセッサと別に Prefetch Engineというアドレス計算のためのハードウェ
ア実行環境を備え、将来アクセスする構造体へのアドレスを先行計算した結果を保存する
Prefetch BuerPBを備える。図  
において、連結リスト構造へのポインタ fの命令が

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図  
 Dependence	based prefetching
参照されたときに、Prefetch Engineは次の要素 f	nextへのアドレスを計算する。こ
の結果を PBに保存するとともに、さらに次の要素のアドレス f	next	nextを計算す
る。プロセッサは通常のキャッシュと、PBの両方を参照することによって、キャッシュ・
ミスを減らす。
ここで、Prefetch Engineを詳細に描いた図を図  に示す。
図   Prefetching Engine の詳細
図  の aでは Prefetch Engineの具体的な機構を表し、bでは DPGのプリフェッチ
の流れを表している。まず、aの Prefetch Engineの具体的な機構を説明する。Prefetch

EngineはPotential Producer WindowPPW、Correlation TableCT、Prefetch Request
QuePRQを備える。PPWは、今までに参照した連結リスト構造のアドレスを保存する
機構である。CTは、リスト構造のアドレス幅を保存する機構である。PRQは、PPWと
CTの和を計算した結果を保存し、そのアドレスを Prefetch BuerPBに保存する機構
である。PBは PRQで計算されたアドレスおよび、そのアドレスのデータを保存する。
次に、bの DPGのプリフェッチの流れを説明する。連結リスト構造へのポインタが
参照された場合、PPWには連結リスト構造のアドレス f	nextが入っており、CTには
アドレス幅 strideが入っているので、これらの和をとったアドレスを PRQに保存する。
PRQの結果判明した連結リストの次の要素 f	next	nextへのアドレス、およびデー
タを PBに保存する。プロセッサは通常のキャッシュと、PBの両方を参照することによっ
て、キャッシュ・ミスを減らす。
では、スーパスカラプロセッサに、PPW、CT、PRQ、PBのPrefetch Engineを追加
した実験環境でシミュレーションしている。DBPを適用することで、Olden benchmarkに
おいて、	 ～  の性能向上が見られたと報告している。
DBPの問題点は、Prefech Buer やキャッシュメモリに多数のアクセスポートを設けな
ければならないことである。つまり、多数のアクセスポートを設けることは、キャッシュ
と Prefetch Burerへのアクセス制御を複雑にし、大規模にするという問題を引き起こし
てしまう。
  Software Pre	Execution
本節では、Pre	Executionのソフトウェアによるアプローチを説明する。ソフトウェア
によるアプローチでは、プログラマ、あるいはコンパイラがプログラムコード中に、明
示的な Pre	Execution専用の命令 Helper thread生成・待機・起動を挿入することで
Pre	executionを実現する。

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  Speculative PreComputation 

California大学の、Dean MTullsenIntelの Joh PShenらが  年に提案した、Spec	
ulative Precomputation（以下 SP） はマルチスレッドプロセッサ上で、余剰のスレッ
ドを使って、必要となるデータを早い段階で Prefetchする方法である。ハイパースレッ
ディングテクノロジによって、シングル・スレッド・アプリケーションの、レイテンシを
改善する。ハイパースレッディングとは、１つのプロセッサで複数のスレッドを処理し、
プロセッサの実行資源を有効に利用して並列実行性を高め、性能の向上を図る技術のこと
である。SPの動作概要は次のとおりとなる。
　キャッシュ・ミス・ペナルティによる、パフォーマンスの低下が大きいごく一部 　
　　のロード命令 以下 delinquent loadのみを、SPの実行対象とする。
　　  それぞれの delinquent loadごとに、依存関係のある命令のみで構成される命令群
　　　以下 p	sliceを特定する。
　　 ハードウェアに idle状態のスレッドがあったときに、動的に p	sliceを生成して、
　　　ロードアドレスの先行計算を投機的に行い、データを prefetchする。
以上の動作により、キャッシュ・ミスの大部分は命令実行でアドレス計算できるため、
元のプログラムにおけるクリティカル・パスからメモリ・レイテンシを隠蔽することが
できる。つまり、SPとは、本来スレッドレベルの並列化 Thread level ParallelismTLP
のために用意されている実行資源を活用して、メモリ・レベルの並列化 Memory level
ParallelismMLPを高める技術である。
 では、Simultaneous Multithreadingでのシミュレータによる実験で評価を行ってい
る。また、スレッドごとにレジスタと Lキャッシュを割り当て、L キャッシュやメインメモ
リは共有している状態で実験を行っている。SPを適用することによって、SPEC fp、
SPEC int
、Olden Benchmarkにおいて、
つのスレッドを用いたときに	～ の
性能向上が見られたと報告している。
SPの問題点は、Helper ThreadとMain Thread間の同期は毎イタレーションとってい

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るため、同期にかかるオーバヘッドが大きいことである。
 
 Hardware Pre	Execution
本節では、Pre	Executionのハードウェアによるアプローチを説明する。ハードウェア
によるPre	Executionとは、データフローおよび、制御フローを実行時に解析し、動的に
Helper threadが実行する命令群を決定し、Helper threadを実行することでPre	Execution
を実現する手法である。
  分岐に対するPreExecution


年にフランスのVersailles大学の Alexandre FarcyOlivier Temamと、スペインの
Catalunya大学の Roger EspasaToni Juanらが提案した方法は、分岐の先行計算を行う
方法である。条件式の内容が数式や、配列の線形的な参照による条件分岐判定である場合、
アルゴリズムが単純であるので、真偽を判定しやすい。この具体例として、図  に具体
的な分岐対象のコード例を示す。
図   コード例
図  に、において分岐命令の Pre	Execution対象のコード例を示す。図  の
は、条件式の真偽を決める要因が数式である例である。ループの条件式を判定するた
めの要因である rはループ Bodyでは更新されない。したがって、分岐の真偽判定には r
の計算のみを行うことで条件式の判定ができる。同様に、 では、条件式の真偽を決め
る要因が配列の参照である例である。ループの条件式を判定するための配列の要素の値お
よび valueの値はループ Bodyで更新されない。したがって、配列の線形的なアクセスを

行うことで分岐の真偽を判定することができる。この方式を適用した例 を図  に
示す。
図   の概略図
ここで、通常のプログラムの処理を program owと定義し、通常のプログラムの処理か
ら抽出した命令群 図  の ldabnecmpultを branch owと定義する。また、program
owを実行する機構を Program Windowと呼び、branch owを実行する機構を Branch
Windowと呼ぶ。Program Windowと Branch Windowは同一のレジスタと Processor
UnitPUを共有するが、Branch Windowの方がレジスタや PUに優先してアクセスする
ことができる。また、Branch Windowが先行計算した結果を保存しておく Anticipation
Tableを備える。よって、この手法は条件式を先行計算し、分岐先を確定することで条件
分岐ミスを減らす手法である。
図  において、Program Windowではループ内のすべての命令を計算する。Branch
Windowでは、ループの条件式に関する命令 ldaおよび、分岐命令 bne、条件判定の命
令 cmpultのみを計算し、分岐先のアドレスを Anticipation Tableに保存する。そして、
Program Windowが Anticipationに保存されている先行計算された結果を参照すること
で、分岐予測ミスを減らすことができるのである。

では、SPEC において、対象とした条件式のみの分岐予測ミスのレイテンシを
平均で 減らしたと報告している。
この手法の問題点は、図  のような条件式の分岐の決定要因が数式や、配列の参照の
ときのみである。したがって、非線形な分岐の決定要因の場合には適用しておらず、応用
範囲が狭いという問題がある。
   章のまとめ
本節では、第  章で紹介した関連研究のまとめを表  に示す
表    第  章で紹介した関連研究のまとめ
手法 アプローチ 提案者 アルゴリズム 特徴 問題点
　　　　　
　　　　　
　　　　　
Software
　 　 　 　
C	K
Luk
 
Greedy
Prefetching
ポインタの移動先のデータをすべて
Prefetch する手法。アルゴリズムが簡単
で実装しやすい。
静的なデータ解析によってのみ Prefetch
を行い、挿入したプリフェッチ命令の効果
がない場合、動的に対処できないことであ
る。
　　　　　　　
　　　　　　　
　Prefetch
M
Karlsson

Prefetch 　 　
array 
連結リスト構造に対し、データのアドレス
幅をもとに Prefetchを行う。
Prefetch Array命令実行ためのオーバー
ヘッドや、キャッシュの汚染を考慮する必
要がある。
　　　　　
　 　 　 　
Hardware
　 　 　 　
A
Roth
 
　　　　　　　
　　　　　　　
　DGP  
連結リスト構造に対し、データのアドレス
幅をもとに Prefetchを行う。
Prefech Buerやキャッシュメモリに多数
のアクセスポートを設けなければならな
いことである。これによって、キャッシュ
と Prefetch Burerへのアクセス制御を
複雑にしてしまう。
　　　　　
Software
J
Collins
 
　　　　　　　
　SP 
SMT 環境における、Helper スレッドを
用いた Prefetch 手法。
Helper Threadと Main Thread 間の同
期は毎イタレーションとっているため、同
期に必要なオーバヘッドが大きい。
Pre	Execution 　 　 　
Hardware
　 　 　
Toni Juan
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ループの条件式に対して Pre	Execution
する手法。
条件式の分岐の決定要因が数式や、配列の
参照のときのみで、非線形な分岐の決定要
因の場合には適用しておらず、応用範囲が
狭いという問題がある。
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第２章でのいずれの提案においても、実行環境が専用ハ ドーウェアを想定したシミュレー
ションレベルでの実行に制限されており、実機上での投機的Pre	Execution手法の実用性
は示されていない。また、 では、毎イタレーション Helper ThreadとMain Thread間
で同期をとっているため、同期にかかるオーバヘッドが大きいという問題がある。
本論文では、ハイパースレッディング環境における、実機上での投機的スレッドを利用
したソフトウェアレベルでのキャッシュ効率化手法の実用性を示す。また、静的に設定し
たイタレーション間の距離 Thread Distanceによって、Helper Threadの待機・起動す
る手法を提案する。本手法を適用することによって、従来の毎イタレーション同期を取っ
ていた手法に比べ、Main Threadと Helper Thread間の同期回数を削減し、性能向上を
見込むことができる。

第章 提案手法
本章では、ハイパースレッディング環境における、投機的スレッドを利用したソフトウェ
アレベルでのキャッシュ効率化手法を提案する。また、静的に設定したイタレーション間
の距離 Thread Distanceによって、Helper Threadの待機・起動する手法を提案する。
本手法を適用することによって、従来の毎イタレーション同期を取っていた手法に比べ、
Main Threadと Helper Thread間の同期回数を削減し、性能向上を見込むことができる。
 対象アーキテクチャ
本提案手法は、オンチップマルチプロセッサで、複数の CPUがキャッシュを共有して
いるアーキテクチャを対象とする。本論文では、その中でも特に Intelの CPUを対象と
した。Intelの SMTSimultaneous Multi	Threading アーキテクチャ対応プロセッサは、
Hyper	Threadingを実装している。Hyper	Threadingに対応したCPUでは、メインスレッ
ドとHelperスレッド間で、Lキャッシュ、L キャッシュ等の実行資源を共有できる。この
ように、論理CPUが  つあると仮定できるので、本のMain Threadと、本の Helper
Thread、つまり合計  本のスレッドによる実行を仮定した。
  プログラムのモデル化
Hyper	Threading技術を利用し、Helper ThreadをMain Threadに先行して実行させ
る。Helper ThreadはMain Threadの処理中に、後で必要となるデータを prefetchするこ
とによって、Main Threadのキャッシュミスに起因するストールを隠蔽する。本手法のモ
デル図を図 に示す。プログラムの流れどおりの処理をするスレッドを「Main thread」
と定義し、プログラムの一部の関数を処理するスレッドを「Helper thread」と定義する。
 
図  実行の流れ
Main threadに対し、Pre	Execution用のHelper threadを１本作成する。Helper thread
はデータをキャッシュに載せるためだけに使用する。そのため、Helper threadでは、メイ
ンスレッドに影響を与えるストア命令を発行しない。これにより、Main threadにおける
実行の正確性を保証し、かつ、Helper threadにおける命令数を削減できる。
本手法の実行モデルによる実行の流れを以下に記す。
 　CPUにMain threadを割り当てる。Main threadが実行するのは図 における 　
　　fを実行する。
  　CPU に Helper threadを割り当てる。Helper threadはMain Threadが将来実行 　
　　するコード（図 における f）を実行する。
この実行モデルによって、L キャッシュは下記のとおりに機能すると考えられる。
 　fで使うデータが L キャッシュに載る。
  　CPUが、CPU  で使われた L キャッシュのデータを参照する。
 　アクセスレイテンシの軽減による速度向上が見込める。
 
   プログラムの実行フロー
本手法では、PreExecutionの適用対象をプログラムの最内ループとする。Main thread
が PreExecutionの適用対象ループに入るまでは、シングルスレッドのみで実行する。Pre
Execution対象ループに入った直後、Helper threadを作成し、スレッドによる並列処理
を開始する。アプリケーションの動作を図 に示す。
図  アプリケーションの実行フロー
  Helper threadの生成
Helper threadの作成には、WINAPIの CreateThreadを用いて実装した。Helper
threadが実行する命令は、delinquentロードと依存関係がある命令のみで構成する。

  スレッド間の同期モデル
Helper threadの実行が Main threadの実行より、先行しすぎないために、スレッド間
で同期をとる必要がある。なぜなら、Main threadが必要とするデータを使用する前に、
Helper threadによって、prefetchしなければならないからである。本手法の同期モデル
を図 に示す。
図  スレッド間の同期手法
図 における Thread Distance（以下 TD）とは、Helper threadと Main threadと
のイタレーションの距離である。ここでいうイタレーションの距離とは、同一ループ内に
おけるMain threadが実行中のイタレーションより、Helper threadが何イタレーション
先行しているかを示す。TD
MAX
とは、Helper threadが Main threadに比較して先行し
すぎないようにするために静的に設定した TDの値である。また、TD
MIN
とは Helper
threadを待機状態から復帰させるために静的に設定した値である。つまり、Helper thread
は、TDが TD
MAX
以上になった際に実行を停止し、待機状態に入る。その後、待機状態
で TDを計算し、TDが TD
MIN
以下になった際に再び Helper threadの実行を開始させ
る。次キャッシュに載る最適な TD
MAX
で実装することで、PreExecution適用範囲を
拡大し、prefetchの量を増加による、速度向上が見込める。

図 	 本提案手法における Helperスレッドの待機と起動
　図 	に TD
MAX

と TD
MIN

の場合での、本提案手法におけるHelper threadの
待機と起動させるタイミングを示す。最初は TDが になるまで、Helper threadとMain
threadは並列に実行し続ける。TDが TD
MAX
である 以上になった場合、Helper thread
は PreExecutionしすぎないようにするために待機する。Helper threadが次に起動するの
は、Main threadが PreExecution対象ループのイタレーションを実行し続けた後に TD
の値が TD
MIN
である 以下になった場合である。後は、TDが になるまで、Helper
threadと Main threadを並列に実行させ続ける。この手法によって、従来の毎イタレー
ション同期を取る手法に比べ、同期オーバヘッド、すなわち待機と起動の回数を削減する
ことができ、速度向上が見込める。ただし、TD
MAX
の値を大きくしすぎると、Lキャッ
シュに prefetchしたデータが収まらなくなるために、逆に性能低下が発生すると考えら
れる。
	
本手法では、同期をとるためにMain threadでの実行済みイタレーション数を、グロー
バル変数としてインプリメントした。Main threadは、グローバル変数に現在まで実行
したイタレーションの数を書き込む。このグローバル変数の値と Helperスレッドの実行
済みイタレーション数の差が、静的に設定した値 TD
MAX
以上になると、Helper thread
は PreExecutionを停止し待機する。次に、Helper threadは、グローバル変数と Helper
threadが実行済みであるイタレーション数の差が、静的に設定した TD
MIN
の値以下に
なると、待機状態から復帰する。この手法が有効である理由は、Helper threadの命令数
がMain threadに比べ短く、Helper threadが常に先行して実行できるためである。なお、
スレッドの待機はスピンロックで実装している。

第 章 実験結果
　本章では、第 章で説明した手法の有効性を検証するための評価環境と実験結果を示
す。アプリケーションをシングルスレッドで実行した場合、次キャッシュミスが頻発す
るアプリケーションを評価対象とした。この評価対象アプリケーションに対し、シングル
スレッドで実行した場合と、本手法を適用した場合の 次キャッシュミス数を計測し評価
を行った。また、対象アプリケーションをシングルスレッドで実行した場合と本手法を適
用した場合とのプログラム全体の実行時間を求め、速度向上率を算出することによって評
価を行った。

 評価環境
実行環境を表 	に示す。次キャッシュミスを測定するツールとして、VTune Perfor
mance Analyzer を使用した。実行時間の計測には、timeGetTime関数を使用した。
表 	 実行環境
CPU Intel Xeon 	GHz
L Data Cache KB	wayset associative  byte Line
L Data Cache KBwayset associative 	 byte Line
Main Memory GB
OS Windows XP Professional SP
Compiler Intel C Compiler 	
Compile Option Zi Zd QaxN O
Link Library winmmlib
実行環境における、キャッシュミスにおけるアクセスレイテンシを表 	に示す。この
評価には、Cache Burstを用い、回の平均をとることで求めた。
表 	 キャッシュミスレイテンシ
L Cache Access  Cycle
L Cache Access  Cycle
Main Memory Access  Cycle
Lキャッシュへのアクセスレイテンシと比較して、メインメモリへのアクセスは、レイ
テンシが約 倍となっている。そこで、メインメモリへのアクセスを減らすことで計算
機の速度向上を図る。

 評価対象
　表 	に本手法で評価したプログラムを示す。
表 	 実験対象アプリケーション
ベンチマーク アプリケーション 入力セット
SPEC INT mcf ref
twolf ref
Olden health  Level 	 Node
今回の実験の評価プログラムとして、SPECから、mcf、twolfを選択した。
また、Oldenベンチマークから healthを選択した。VTuneによる解析結果から、これら
のプログラムは、シングルスレッドで実行した際に、次キャッシュミスが多く発生する
アプリケーションであることが判っている。次キャッシュミス数の大部分は、一部の命
令に起因している。mcfの場合、キャッシュミスが頻繁に発生する命令は、双方向リ
ストにおけるポインタの参照先アドレスを対象としたロード命令である。mcfにおけ
る、delinquentロ ドーの例を図 	に示す。図 	では、SPEC mcfでの最も 次
キャッシュミス数が多い関数を例としてとりあげた。
図 	 delinquentロード位置

  評価結果
本節では、第 	章第 節で示した評価方法でプログラムを実行し、本提案手法での実験
結果と考察を述べる。本実験では、PreExecutionの実装は、次キャッシュミス数が最
も多い関数中の最内ループに対して適用した。本実験で最も効果が得られた TD
MAX
と
TD
MIN
の組み合わせ時における 次キャッシュミス数と削減率を表 		に示す。表 		
に示すように、すべての関数において、次キャッシュミス数を削減できている。なお、
TD
MAX
と TD
MIN
が のときは、スレッド間で同期をしない、非同期実行を意味してい
る。
表 		 本手法の実験結果
ベ ン チ
マーク
関数名 TD
MAX
TD
MIN
提案手法適用前の 次
キャッシュミス数
提案手法適用後の 次
キャッシュミス数
 次キャッシュ
ミス削減数
SPEC price out impl 	 	 
mcf compute red cost 	  	 		 	
twolf new box a   			  
Olden
health check patient waiting   		 		 

  SPEC INT mcf
図 	 速度向上率 図 	 性能向上率
図 	、図 	に S PEC mcfに本手法を適用した結果を示す。図 	は Pre
Executionを適用しない場合を基準としたときの、本手法を適用した場合の速度向上率を
示している。図 	は従来の毎イタレーション同期をとる手法を基準にしたときの本手法
を適用した場合の性能向上率を示している。
図 	に示すように、TD
MAX

	、TD
MIN

のとき、最も高い速度向上率が得られた。
また、図 	に示すように、TD
MAX
と TD
MIN
との差が適切な場合、従来手法に比べ、
性能が向上しているのがわかる。
mcfでは、Helper threadの方が Main threadに比べ、実行コードが短いので、図
	に示すように、提案手法が有効に機能していることがわかる。TD
MAX
と TD
MIN
の
差が大きい場合、Helper threadが prefetchしたデータが 次キャッシュからはずれ、Pre
Executionの効果が低減したと考えられる。

  SPEC INT twolf
図 		 速度向上率 図 	 性能向上率
図 		、図 	に SPEC twolfに本手法を適用した結果を、図 	、図 	にOlden
healthに本手法を適用した結果を示す。図 		図 	は PreExecutionを適用しない場合
を基準としたときの、本手法を適用した場合の速度向上率を示している。図 	図 	は
従来の毎イタレーション同期をとる手法を基準にしたときの本手法を適用した場合の性能
向上率を示している。
しかし、twolfや healthに本手法を適用した場合、約 ～ 速度が低下した。図
	図 	に示すように、毎イタレーション同期をとる手法より、性能が向上しているの
がわかる。
twolfでは、PreExecution対象関数での最内ループのイタレーション回数が数回し
かなく、スレッドの起動にかかるオーバヘッドが大きかったため速度低下が生じたと考え
られる。また、healthで速度低下が生じた原因として、PreExecution対象関数でのMain
threadの実行コード数が非常に少ないため、Helper threadの起動・停止にかかるオーバ
ヘッドが相対的に大きくなったためであると考えられる。

  Olden health
図 	 速度向上率 図 	 性能向上率
つまり、Helper threadが Main threadに追いつかれたため PreExecutionの効果が得
られず、同期にかかるオーバヘッド分だけ速度低下が生じたと考えられる。よって、Olden
healthにおいて非同期で PreExecutionを実行したところ、本手法を適用しない場合と
比較して、の速度向上率が得られた。ここで、非同期での実行とは、TD
MAX

、
TD
MIN

で実行することである。

第章 おわりに
　近年、CPU処理速度と主記憶からのデータ転送速度との間の格差が顕著になってきて
いることから、キャッシュの重要性がより高まってきている。しかし、配列への非線形ア
クセスなどによって、キャッシュミスが頻発するような場合、キャッシュによる速度向上
は期待できない。
本論文では、ハイパースレッディング環境における、投機的スレッドを利用したソフト
ウェアレベルでのキャッシュ効率化手法を提案した。また、Main threadとHelper thread間
の同期手法に関する提案と実装を行い、PreExecution適用範囲を拡大したPreExecution
手法を Intel Xeonプロセッサ上で検証した。結果、次キャッシュミス数を平均 削
減し、実行時間を最大 短縮することができた。
今後もCPU速度とメモリ速度の差を埋めるための、キャッシュミスを減らす研究は性能
向上のために必要不可欠である。また、スレッド間のオーバヘッドを軽減するためにも、
新しい同期法の考案が必要だと考える。特に、同期あるいは非同期に Helper threadを起
動させるかを自動的に判別するようなコンパイラが必要とされる。さらに、現在の Hyper
Threading技術を拡張し、論理 CPUを増やすことで、割り当てる Helper threadの数も
CPU台数に対応させ、PreExecutionの効果をより高めていきたい。

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付 録A 各ベンチマークにおける実行時間
A SPEC INT mcf
表Aに 	項で評価した実際の実行時間を示す。
表 A SPEC INT mcfの実行時間 sec
シングルスレッドでの実行時間 
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A SPEC INT  twolf
表Aに 	項で評価した実際の実行時間を示す。
表 A SPEC INT twolfの実行時間 sec
シングルスレッドでの実行時間 		
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非同期での実行時間 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A  Olden health
表Aに 	項で評価した実際の実行時間を示す。
表 A Olden healthの実行時間 sec
シングルスレッドでの実行時間 
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付 録B 各ベンチマークにおける性能向上率
B SPEC INT mcf
表 Bに 	項で評価した実際の性能向上率を示す。
表 B SPEC INT mcfの性能向上率 
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B SPEC INT  twolf
表 Bに 	項で評価した実際の性能向上率を示す。
表 B SPEC INT twolfの性能向上率 
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B  Olden health
表 Bに 	項で評価した実際の性能向上率を示す。
表 B Olden healthの性能向上率 
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