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Abstract
The research presented in this thesis concerns the use of eye tracking to both enhance and understand
avatar-mediated communication (AMC) performed by users of immersive collaborative virtual environ-
ment (ICVE) systems. AMC, in which users are embodied by graphical humanoids within a shared
virtual environment (VE), is rapidly emerging as a prevalent and popular form of remote interaction.
However, compared with video-mediated communication (VMC), which transmits interactants’ actual
appearance and behaviour, AMC fails to capture, transmit, and display many channels of nonverbal com-
munication (NVC). This is a significant hindrance to the medium’s ability to support rich interpersonal
telecommunication. In particular, oculesics (the communicative properties of the eyes), including gaze,
blinking, and pupil dilation, are central nonverbal cues during unmediated social interaction. This re-
search explores the interactive and analytical application of eye tracking to drive the oculesic animation
of avatars during real-time communication, and as the primary method of experimental data collection
and analysis, respectively.
Three distinct but interrelated questions are addressed. First, the thesis considers the degree to
which quality of communication may be improved through the use of eye tracking, to increase the non-
verbal, oculesic, information transmitted during AMC. Second, the research asks whether users engaged
in AMC behave and respond in a socially realistic manner in comparison with VMC. Finally, the degree
to which behavioural simulations of oculesics can both enhance the realism of virtual humanoids, and
complement tracked behaviour in AMC, is considered.
These research questions were investigated over a series of telecommunication experiments inves-
tigating scenarios common to computer supported cooperative work (CSCW), and a further series of
experiments investigating behavioural modelling for virtual humanoids. The first, exploratory, telecom-
munication experiment compared AMC with VMC in a three-party conversational scenario. Results
indicated that users employ gaze similarly when faced with avatar and video representations of fellow
interactants, and demonstrated how interaction is influenced by the technical characteristics and lim-
itations of a medium. The second telecommunication experiment investigated the impact of varying
methods of avatar gaze control on quality of communication during object-focused multiparty AMC.
The main finding of the experiment was that quality of communication is reduced when avatars demon-
strate misleading gaze behaviour. The final telecommunication study investigated truthful and deceptive
dyadic interaction in AMC and VMC over two closely-related experiments. Results from the first exper-
iment indicated that users demonstrate similar oculesic behaviour and response in both AMC and VMC,
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but that psychological arousal is greater following video-based interaction. Results from the second
experiment found that the use of eye tracking to drive the oculesic behaviour of avatars during AMC
increased the richness of NVC to the extent that more accurate estimation of embodied users’ states
of veracity was enabled. Rather than directly investigating AMC, the second series of experiments ad-
dressed behavioural modelling of oculesics for virtual humanoids. Results from the these experiments
indicated that oculesic characteristics are highly influential to the perceived realism of virtual humanoids,
and that behavioural models are able to complement the use of eye tracking in AMC.
The research presented in this thesis explores AMC and eye tracking over a range of collaborative
and perceptual studies. The overall conclusion is that eye tracking is able to enhance AMC towards a
richer medium for interpersonal telecommunication, and that users’ behaviour in AMC is no less socially
‘real’ than that demonstrated in VMC. However, there are distinct differences between the two commu-
nication mediums, and the importance of matching the characteristics of a planned communication with
those of the medium itself is critical.
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“Mr. Watson, come here, I want to see you.”
These were the words, spoken by Alexander Graham Bell, and heard by Thomas A. Watson, on
March 10th 1876, that comprised the first telephone communication. Since then, audio telecommunica-
tion between geographically-remote people has become a ubiquitous part of life throughout the world.
More recently, the rapid advancement of computing performance and computer networks has allowed
real-time video-mediated communication (VMC) to enjoy a similar status. Thus, when AT&T intro-
duced the Picturephone in 1964 [Mol69], Bell’s wish to see Watson, as well as speak to him, may have
been granted.
Interpersonal communication is a continuous process, in which both verbal and nonverbal infor-
mation is imparted by a sender, and subsequently decoded and responded to by a receiver. Nonverbal
communication (NVC) relies on the sending and receiving of signals via wordless expressive channels,
and hence, mediating these signals is the primary goal of visual telecommunication systems. VMC por-
trays users’ actual visual appearance, so is optimally-suited to the task of capturing many channels of
NVC, particularly the subtle nature of facial expression. However, the three-dimensional (3D) nature
of social interaction in reality ensures that many nonverbal cues, such as movement, gesture, and gaze
direction are inherently spatial. It is in this regard that Bell’s intermediate request, for Watson to “come
here”, is still some way from being achieved convincingly with VMC, being as it provides a ‘window’
into a user’s surroundings, rather than creating the illusion of a shared space.
To this end, avatar-mediated communication (AMC) in immersive collaborative virtual environ-
ments (ICVEs) has recently, and rapidly, emerged as an alternative mode of visual telecommunication.
Spatiality is a central feature of such immersive virtual interaction, and users populate a shared virtual en-
vironment (VE) with humanoid graphical embodiments, known as avatars. The idea of being immersed
in a VE, generated by computer displays, dates back to Ivan Sutherland’s work during the 1960s [Sut68].
Sutherland’s system comprised a formidable structure suspending a head-mounted display (HMD), capa-
ble of generating simple wire-frame graphics. It was the advent of multi-user virtual reality (VR, a term
credited to Jaron Lanier in the early 1980s) systems which introduced the paradigm of user embodiment
within a VE, implying that users “puppeteer” their avatars via natural bodily movement. Thus, based on
natural sensory input and proprioception, ICVE users are able both to transmit and observe nonverbal
signals in a shared and spatial setting.
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The term “avatar” finds its origins in the religious tradition of Hinduism, in which the term refers
to an Immortal Being’s descent and incarnation, or embodiment, into mortal realms. In the domain of
computer science, the semantics of the term are similar, but the embodiment that takes place is between
people, in reality, and graphical humanoids, in VR. Released in 1986, Lucasfilm’s online role-playing
game, Habitat [GL86], provides perhaps the first example of the term as it is now used in today’s online
culture. Habitat may also be seen as a forerunner to the online virtual worlds of today, which enable
millions of remote users to engage in AMC, catering to both small-group and large-scale social interac-
tion. Currently, the vast majority of users enjoying this emerging form of mediated interaction are doing
so via non-immersive computing hardware, comprised of standard displays and input devices. However,
driven by the video games and film industries, immersive hardware devices, such as motion tracking
interfaces and large field-of-view stereoscopic displays, are emerging for both home and commercial
use. Historically, such hardware has been the domain of VR labs, in which much of the research and
development into AMC continues to be carried out. However, as consumer technology evolves and is
adopted, it is certain that over the coming years, forms of AMC which are technically comparable to that
which is investigated by the research presented in this thesis will become commonplace.
1.1 Research Problem
A major hindrance to high-quality interpersonal AMC is the fact that many channels of users’ nonverbal
expression are not transmitted by the medium. Unlike VMC, which transmits a user’s actual visual
appearance, AMC generally relies upon specialist tracking devices to capture and replicate a user’s
expressive behaviour in their embodied avatar. Hence, an avatar’s capacity for nonverbal replication is
dependent on the tracking devices available to the system operating the ICVE. Studies into small-group
interaction in ICVE systems typically employ minimal bodily tracking devices to drive avatar animation,
generally consisting of head tracking to update position, gross posture, and head orientation, and a single
hand tracker to infer arm gesture [BBH+90, BBF+97, SSA+01, RWOS03]. Thus, while AMC in ICVEs
may offer a spatial and immersive context for interaction, the relative lack of nonverbal information
exchange is clearly lacking compared to VMC. A significant challenge to the maturation of AMC is
the capture of critical channels of users’ natural NVC, which may then be used to drive the expressive
behaviour of an embodied avatar in real-time, thereby developing avatars that more faithfully exhibit
their embodied user’s actual nonverbal behaviour.
The complexity of human behaviour ensures that holistic reproduction of users’ behaviour in AMC
is not a realisable goal at the present stage of maturity in the research area. Indeed, Schroeder suggests
that AMC will never provide completely realistic ways of interacting or communicating with others
because a number of features of face-to-face interaction will always be lacking [Sch02]. However, the
bidirectional flow of nonverbal information is considered to be a critical requirement in order to support
avatar-mediated interactions that are more similar to those which take place in reality, between humans
[Sch02, SRSH05]. This argument is derived from the importance of the visual, nonverbal, element of
collocated communication, where people draw impressions of one another regarding intention, mood,
and emotional state [AT79]. It is important, then, to focus on critical behavioural cues, which, unless
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they are tracked and replicated, are likely to be a hindrance to communication.
Oculesics, or the use of the eyes during communication, are of central importance to social be-
haviour and NVC, and the eyes are considered to be the most intense social signallers on the human face
[Arg88]. Gaze is perhaps the most salient oculesic cue, providing a bidirectional signal used both to
monitor and indicate focus of attention, as well as a resource to manage the unfolding interaction. More
subtle, but providing rich insight into an individual’s emotional and cognitive states, are pupil dilation
and blinking. The capture of oculesics may be achieved using eye tracking.
The research presented in this thesis investigates the use of eye tracking, with the parallel aims of
enhancing and understanding AMC in ICVE systems. The first challenge, to enhance AMC, aims to
enable oculesics as a nonverbal resource during the virtual social interaction, similar to how oculesics
are both transmitted and observed in face-to-face meetings. This implies that the interactive capability
of eye tracking must be exploited to capture users’ oculesic cues, and replicate them in their embodied
avatars, in real-time. The second challenge, to understand AMC, aims to make use of the analytical
capability of eye tracking, to gather data describing users’ behaviour and response during the mediated
interactions.
1.2 Research Questions
The overarching goal of the research presented in this thesis has been to investigate how eye tracking may
be used to both enhance and understand AMC. The research extends earlier studies in the VE literature,
by conducting a series of controlled experiments designed to observe social interaction performed by
users engaged in AMC. The main experimental research, presented in Chapters 4–6, investigates small-
group interaction between users of state-of-art visual telecommunication systems. The three chapters are
each concerned with a specific collaborative scenario, and document the associated experiments. Chapter
4 investigates a three-party conversation scenario in both AMC and VMC, Chapter 5 investigates three-
party object-focused interaction in AMC, and Chapter 6 investigates truthful and deceptive interaction
in both AMC and VMC. In addition to these telecommunication studies, three experiments investigating
behavioural simulations of oculesics are presented, in Chapter 7. These studies investigate factors in-
fluential to AMC, rather than AMC itself. Section 7.1 presents a preliminary experiment assessing how
behavioural fidelity is seen to impact observers judgements of an avatar. Section 7.2 presents and in-
vestigates parametric models of eyelid motion, which generate realistic blinks and lid saccades. Finally,
Section 7.3 presents and investigates a gaze model, which aims to generate realistic and meaningful gaze
behaviour by computing the saliency of the objects within a VE.
The experimental work was guided by, and addressed, the following overall questions:
1. Can eye tracking be used to increase the nonverbal information transmitted during AMC, and does
this improve quality of communication between users?
2. Measured by eye tracking, do users engaged in AMC behave and respond in a socially realistic
manner compared to users engaged in VMC?
These two questions are addressed by the telecommunication experiments presented in Chapters
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4–6. The work addresses the central premise of whether eye tracking may be applied both in-
teractively, to enhance the nonverbal richness of AMC (Question 1), and analytically, to further
understand peoples’ social behaviour and response during AMC (Question 2). In Chapters 4 and 6
VMC provides the base class of visual telecommunication with which AMC is compared, whereas
in Chapter 5, only AMC is investigated.
3. Can simulations of oculesic behaviour have a positive impact on observers’ perceptions of virtual
humanoids, and can such models be used to complement tracked behaviour in AMC?
The final question (Question 3) is addressed by the behavioural simulation work presented in
Chapter 7. The work is secondary to the central focus of the research, and presents models of
oculesics, together with associated experimental evaluations, which assess the models’ ability to
generate realistic oculesic animation for avatars and agents. The combined use of tracking and
modelling to drive embodied avatars is also investigated.
1.3 Contributions
The main contribution of this thesis is the evaluation of the use of eye tracking to enhance and understand
AMC in ICVE systems. While the work’s driving motivation lies in the aspiration to enhance AMC,
insight into the understanding of how people behave and respond when engaged in AMC is a no less
fundamental goal. The research covers multiple collaborative scenarios, comparisons with state-of-art
VMC, methods for representing gaze, blinks and pupil dilation data in AMC, models of gaze and eyelid
movement, networked VE system design and development, and analytical techniques. The contributions
of this thesis can be classified as methodological and substantive:
1.3.1 Methodological Contributions
1. Methods of processing the tracked oculesic cues of gaze, blinks, and pupil size, and mapping them
onto an embodied avatar for real-time display of replication of behaviour in AMC (Chapter 3).
2. A method for collecting multimodal interaction data in a single log-file (Chapter 3). Data com-
prises of oculesics, head movement, hand movement, verbal signals, and additional experimental
markup information.
3. Experimental task designs for use in studies on interpersonal and object-focused AMC (Chapters
4–6), and experimental frameworks for studying perceptual aspects of virtual humanoids (Chapter
7).
1.3.2 Substantive Contributions
1. A review of the problematic use of simulation, as opposed to tracking, to control avatar behaviour
during AMC (Chapter 2). Focusing on gaze, the review argues that, due to the unpredictable, inter-
personal, and idiosyncratic nature of human social interaction, it is not feasible to simulate a user’s
nonverbal behaviour without distorting the semantic content of the human communication. Hence,
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for faithful telecommunication mediated by avatars, tracking and replication must be implemented
wherever possible.
2. Research findings that address the impact of the interactive and analytical use of eye tracking in
AMC (Chapters 4–6). These findings have implications for the design of future AMC systems.
3. Oculesic models which generate realistic animation of eyelid kinematics and gaze behaviour for
use in real-time AMC (Chapter 7).
1.4 Scope of Thesis
This thesis is concerned with the operation and evaluation of eye tracking in AMC that takes place
between users of ICVE systems. The focus of the research is therefore not on the technology itself,
but rather on the use of the technology to support both interpersonal and object-focused collaboration.
However, the software platforms used throughout are bespoke, and have been developed with the exper-
imental evaluations in mind. Where appropriate, key phases of development, and system overviews are
provided.
The three telecommunication experiments are concerned with small-group collaboration performed
by users of highly immersive state-of-art VR technologies such as CAVETM systems [CNSD93]. Chapters
4 and 5 investigate three-party collaboration between three networked CAVE systems in conversational
and object-focused scenarios, while Chapter 6 investigates truth and deception between dyads perform-
ing between a CAVE system and a semi-immersive VR system, the WALL. Thus, the research presented
in this thesis does not consider HMDs, which hinder natural proprioception, or non-immersive systems,
such as desktop displays or mobile devices.
There is little work in the VE literature investigating avatars featuring a non-humanoid form
[FSS07], and the research documented here is no exception. Reeves and Nass proposed that if an agent
or avatar looks or behaves like a human, observers will have an automatic social response to it, similar to
how they would respond to another person [RN96]. Findings in the VE literature unambiguously support
this theory, which is detailed Chapter 2. Thus, the avatars appearing in this work exhibit high levels of
anthropomorphism, and cartoon-like or semi-realistic avatars are not investigated. This is reflected in the
behavioural simulation work, which presents physiologically-accurate models of eyelid movement, and
simulation of human gaze behaviour.
Finally, as covered in Chapter 2, there are several potential applications of eye tracking in VEs, some
of which could be used or adapted to benefit collaboration in ICVEs. However, this work is explicitly
concerned with real-time AMC, and the use of eye tracking to enhance NVC through replication of
oculesics, including gaze, eyelid movements, and pupil dilation. In accordance to the realistic appearance
of the avatars embodying each user, this research is concerned only with faithful replication of behaviour
to achieve high-quality AMC, as opposed to “transformed” social interaction, as studied by Bailenson et
al. [BBL+05]. From an analytical standpoint, eye tracking is used as the primary data source to describe
the captured interactions, but questionnaire and performance metrics, as commonly used in VE studies,
are also applied throughout.
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1.5 Structure
Chapters 2 and 3 are introductory and cover relevant research and methods. Chapters 4–6 present the
design and findings of three studies investigating eye tracking in AMC. Chapter 7 presents simulations
of oculesics and associated experiments. Chapter 8 draws conclusions from the findings and propose
directions for continuing research.
Chapter 2 contextualises the research by expanding upon the motivation, the central problem ad-
dressed, and the general approach taken. Although ICVEs are able to support spatial and fully-immersive
interaction, a significant deficiency of the medium, as a form of interpersonal telecommunication, is the
limited expressivity of users’ avatar embodiments. The communicative properties of the eyes, their
relevance to visually-mediated interaction, and previous work on avatar oculesics inform the general
approach taken in this research. Finally, the theoretical arguments surrounding issues related to repro-
ducing users’ gaze with eye tracking, versus simulating eye movement through gaze modelling, are
awarded detailed discussion.
Chapter 3 covers both technical and methodological aspects of the research. Firstly, the design
and key features of EyeCVE are presented. EyeCVE is the ICVE system which was developed (in
collaboration) throughout the course of this research, and was used as the primary platform supporting
the experimental AMC. The eye tracking and avatar subsystems are presented in detail, followed by a
performance evaluation of an early version of the system. A multimodal data collection system that
is closely coupled to EyeCVE is then presented. During an EyeCVE session, a user performance is
captured using several tracking devices, each monitoring a separate channel of natural communication.
These data input streams include eye tracking, head tracking, hand tracking, and microphones which
detect verbal communication. The data collection system is able to collate the synchronous data streams
in an holistic manner, thereby preserving the temporal characteristics of the multimodal action. Together
with the traditional approaches to measuring user experience and quality of communication in VEs, this
data collection system is used to analyse the experimental interactions presented in Chapters 4–6.
Chapter 4 presents the first of the three telecommunication experiments which form the main em-
pirical research contribution of this thesis. The first experiment investigates three party conversation
in tracked gaze AMC and gaze aware VMC. In the VMC setting, gaze awareness is realised by care-
ful alignment of video displays and camera positions, while the AMC setting uses an early version of
EyeCVE, networking three CAVEs, to drive avatar gaze. Eye tracking is combined with conversation
analysis as the primary means of evaluation and analysis of the interactions.
Chapter 5 presents the second telecommunication experiment, again performed between three
CAVEs, networked with EyeCVE. The experiment investigates the impact of varying methods of avatar
gaze control on quality of communication during object-focused multiparty AMC in ICVE systems. An
experimental puzzle scenario was devised to emphasise the operational importance of gaze during the
collaborative interactions. The experiment compared three forms of AMC: tracked gaze using eye track-
ing, static gaze featuring no eye movement, and a simple gaze model. Eye tracking data, performance
timing, and questionnaires were used to assess the interactions in terms of task performance, subjective
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user experience, and interaction analysis.
Chapter 6 presents the final telecommunication study, consisting of two closely related experiments
investigating truthful and deceptive interaction in AMC and VMC. The first experiment in the chap-
ter aims to compare participants’ behaviour during truthful and deceptive conversation between dyads.
Alongside gaze, blinking and pupil size are also captured for real-time representation in AMC, and also
for post-experimental analysis. Following the interactions, a questionnaire collects data describing par-
ticipants’ psychological arousal and mood state. The second, follow on, experiment aims to assess the
impact of bestowing avatars with faithful reproduction of their embodied users’ tracked oculesic be-
haviours of gaze, blinks, and pupil dilation. The AMC recorded from the first experiment are replayed
to a new set of participants, who assess the original participants in terms of veracity and engagement,
together with confidence levels relating to the two judgements. These ratings are performed over three
stimuli conditions: avatars exhibiting oculesics, avatars featuring no oculesics, and audio-only.
Chapter 7 presents models of oculesics and associated experiments. The first of three sections in
the chapter investigates the impact of varying the fidelity of an avatar’s oculesic behaviour on observers’
ability to identify its direction of gaze, together with subjective perceptions of realism. The second sec-
tion presents two parametric models, based on physiological data, that generate lid saccades and blink
animation. The models are detailed algorithmically, before being validated against motion captured
data, and then being assessed in terms of general impact on realism. The third section focuses on gaze
modelling. The gaze model computes the saliency of objects in the VE, and animates avatar gaze accord-
ingly. The model is assessed in terms of realism against tracked gaze, the basic gaze model presented in
Chapter 5, and static gaze.




Driven by the potentials and demands of an increasing global market, and fed by advances in information
and communication technology, one of the trends in the modern workplace is for more distributed team
working. Within the domain of computer supported cooperative work (CSCW), telecommunication
systems that enable synchronous interaction amongst geographically-separated users are referred to as
remote interaction systems [Joh88]. Visual telecommunication systems comprise that subset of remote
interaction systems which aim to transmit visual information, usually alongside the aural component
of an unfolding communication. State-of-art VMC systems remain the most favoured form of visual
telecommunication in terms of supporting NVC between users. This thesis focuses on AMC performed
by users of ICVE systems as a maturing form of visual telecommunication, but one which has superlative
potential for fostering the perceptual illusion of being collocated with others in a shared space [Sch06].
This chapter aims to contextualise the research presented in this thesis, by discussing the literature
that has shaped its motivation, the problem it aims to address, and the approach it takes. The chap-
ter is comprised of four main sections, which narrow down the focal area of research in a top-down
manner. The first section explores natural human nonverbal communication in collocated (face-to-face)
small-group interaction, with a particular focus on the communicative properties of the eyes, known
as oculesics. The second section discusses visual telecommunication systems, and covers the relevant
literature in small-group CSCW, with a particular focus on VMC and AMC. The issues of gaze communi-
cation, termed gaze awareness, in VMC systems is covered in detail, together with topics of immersion,
place illusion (PI, also known as presence) and spatiality in ICVEs. The third section explores the re-
search’s central topic of AMC. The importance, and methods, of expressing nonverbal behaviour are
presented. Current failings of these methods, which limit the ability of avatars to act as the visual media-
tors for interpersonal telecommunication, are presented. The theories of social presence, media richness,
and avatar fidelity are introduced. A review of oculesic animation, including gaze, eyelid dynamics, and
pupil dilation is then presented. The fourth section motivates the research problem by discussing the
problematic implications which arising from the use of behavioural simulation to drive avatar animation
during AMC, as opposed to tracking and replicating users’ actual behaviour. By reviewing analyses of
social interaction, this section identifies common gaze practices that add information that is critical to
those engaged in an unfolding communication, but which cannot be predicted or determined by a be-
havioural simulation, nor indeed by the participants themselves in the unfolding interaction. Hence, the
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motivation for the use of eye tracking to capture users’ oculesics for real-time replication by embodied
avatars is developed, drawing into the focal area of the research.
2.1 Communication and the Eyes
Communication in general occurs in order for some number of parties to perform in four different task
contexts [WPKD02]: cooperation to perform a task together, coaction to exist in the same vicinity,
competition to perform a task at the expense of another, and conversation to entertain or pass on infor-
mation. The act of communication is a continuous process in which discrete packages of information
are imparted by a sender, and subsequently decoded and responded to by a receiver. This bidirectional
feedback loop must be supported by at least one channel or medium, and hence requires both semantic
and syntactic commonality between all parties. In collocated communication, the process of decoding
messages is a part of intrapersonal communication, or internal and private cognition [Lan03], while the
sending and receiving of messages is a process of interpersonal communication, in which participants
have access to the full gamut of sensory channels [Bor04]. Collocated interaction is classified as un-
mediated communication, as it involves direct exchange of information between interactants, with no
intervening agents or technologies.
Mediated communication relies on a process by which messages are transmitted via some form, or
medium, external to direct face-to-face interaction [PM04]. Parties involved in mediated communication
may still be collocated, and have partial access to unmediated expressive cues. For instance, the task of
linguistic translators is to decode, recode and send verbal messages between parties sharing a common
language barrier, but the nonverbal channels such as body language, touch, and eye contact may generally
still be observed directly [OA02]. In the case of translation, a by-product of the mediation is that the
two major components, visual nonverbal and aural verbal, of a communication are separated by some
temporal measure throughout the exchange. Thus, the verbal signal reaches the receiver at an offset delay
from the time of the original utterance by the sender, and with that delay, any concomitant nonverbal
signalling has already occurred.
Generation of verbal and nonverbal cues are highly interrelated, both temporally and semantically
[AT79], so alteration of these characteristics has the potential to influence a communication from a sub-
tle to drastic manner. Unless a telecommunication system is “perfect”, transmitting and displaying all
communicative channels and spatial context in a timely manner, alterations arising from mediation are
always present. This situation holds true for all forms of mediated communication, whether human or
technological. Thus, mediated communication may be viewed as applying a filter to direct, unmedi-
ated, collocated interaction. Transmitting high quality and synchronous verbal and nonverbal signals is
the central goal of visual telecommunication systems. Bodily movement and expression is the primary
source of the visual component of human interaction, and is briefly reviewed in the following section. In
accordance to the aims of this research, the subset of NVC related to the communicative and physiologi-
cal properties of the eyes is then explored in detail. The behaviours of gaze, eyelid movement, and pupil
dilation in common social interaction scenarios are discussed, followed by a review of how oculesics are
influenced by deceptive situations.
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2.1.1 Nonverbal Communication: an overview
Nonverbal communication (NVC) is a subset of human communication which relies on the sending and
receiving of signals via wordless expressive channels. NVC can give tone, accent, and sometimes even
override verbal messages [AT79]. Channels of NVC include, but are not restricted to, gaze facial ex-
pression, gesture, bodily movement, posture and contact, physical proximity and appearance [Arg88].
NVC provides information regarding beliefs, desires, and intentions of an individual, and also provides
indicators regarding various psychological states, including cognitive, emotional, physical, intentional,
attentional, perceptual, interactional and social [Duc86]. The corresponding verbal component of com-
munication is similar in that every message contains insight into the psychological state of the individual
and the relationship between the individuals in the conversation [WBJ+67]. Nonverbal signals are able
to manipulate the verbal component of face-to-face communication, and even though verbal and nonver-
bal content might not always indicate the same message, what they convey is almost always compatible
[GRA+02].
Kinesics is the study of the visual aspects of nonverbal communicational behaviour related to move-
ment: either of any part of the body, or the body as a whole [Bir60]. Burgoon et al. consider kinesics
to be one of the richest nonverbal codes [BBW96], providing people engaged in collocated interaction
with a wealth of information. This is due, in part, to the range of kinesic cues, which includes posture,
gesture, and facial expression. Argyle classifies three main human postures: standing, sitting (including
squatting and kneeling), and lying down [Arg88]. Each of these has further variations corresponding
to different positions of the arms and legs, and different angles of the body. In any given culture, there
are a finite number of postures commonly used, and the ways in which attitudes and emotions are ex-
pressed vary accordingly. Observation of interactants’ posture during collocated communication is able
to provide insight, both with regards to how they may feel about one another, and information of their
emotional state [Meh07].
Gestures, while not exclusively related to emotional expression, are a ubiquitous part of human
communication. Gestures are voluntary bodily movements, usually made by the head or hands, which are
intended to independently communicate, or correlate with, some verbal utterance [Arg88]. Ekman and
Friesen classify the structural elements of gesture as emblems, illustrators, affect displays, regulators, and
adaptors [EF69]: emblems have a direct verbal translation, and are most often used with concious intent
to transmit a message, such as lifted shoulders and upturned palms to indicate “I don’t know”; illustrators
aid in the description of what is being said; affect displays are used to display emotion; regulators aid in
the turn-taking of conversations; and adaptors are those behaviours which are essentially private reactions
to stimuli, such as fidgeting when nervous, and are generally thought of as being involuntary [Mas96].
Facial expressions displaying the basic emotions of anger, disgust, fear, joy, sadness, and surprise,
take specific forms that are universal across human cultures [Ekm92]. The answer to why this is the case
can be traced back to Darwin, who argued that facial expressions are primarily vestiges of behaviours
that, previously in our evolutionary history, had specific and direct biological function [Dar04]. As
exemplified by Krauss et al. [AS96], for a species that attacked by biting, baring the teeth was a necessary
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prelude to an assault, and wrinkling the nose reduced the inhalation of foul odours. The reason that these
formally functional behaviours have persisted as facial expressions (people bare their teeth when they
are angry, and wrinkle their noses in disgust despite absence of an unpleasant odour) is because they
have acquired communicative value: they provide observers with external evidence of an individual’s
internal state [Hin72].
Before the literature regarding oculesics is presented, the communicative modalities of proxemics
and chronemics, related to space and time respectively, are detailed. Management of the exocentric
environment, in particular with regards to the physical proximity of the communicating parties, is funda-
mental practice during collocated communication. Hall defines proxemics as the study of how humans
unconsciously structure microspace in terms of the interpersonal distance during daily transactions, and
extends the theory to the organisation of space in buildings, and ultimately, the layout of towns [Hal63].
Table 2.1 shows Hall’s four concentric, but not necessarily circular, ranges. The study of proxemics is
particularly useful when determining interpersonal relationships and current purpose of the communica-
tion. Embracing, touching or whispering is generally reserved for intimate distance, interactions among
good friends generally occurs in the personal range, interactions among acquaintances is performed at
social distance, and public distance is used for public speaking.
Zone Phase Range
Intimate Close phase < 15 cm
Far phase 15 - 45 cm
Personal Close phase 45 - 75 cm
Far phase 75 - 120 cm
Social Close phase 1.2 - 2.1 m
Far phase 2.1 - 3.6 m
Public Close phase 3.6 - 7.5 m
Far phase ≥ 7.5 m
Table 2.1: Proxemic zones, phases and ranges [Hal63].
Chronemics refers to how people perceive, structure, and react to time, and the messages that may
be interpreted from such usage [Bru80]. Chronemics is studied on two scales: those related to social and
cultural organisation, and those that are managed on a micro-level during interpersonal communication.
There is growing interest in chronemics in the CSCW literature [Tid95, KR05]. The use of time as a
communicative channel can be a powerful, if subtle, force in collocated interaction, where it is used
for regulation, expression, and affect management [Bru80]. Regulation refers to managing the orderly
transition of conversational turn-taking. For instance, when the current speaker “opens the floor” for a
response, they will pause, or when no response is desired, they may talk at a faster pace with minimal
pauses [Cap85]. Expression refers to changes of chronemic behaviour depending on relationship type.
For instance, people who are part of an intimate relationship will often maintain mutual eye contact
for a length of time beyond what would be the norm in a non-intimate relationships [Pat90]. Affect
management is related to the onset of powerful emotions which may cause a stronger affect, such as joy,
sorrow, or embarrassment. Some of the behaviours associated with negative affects include decreased
time of gaze and awkwardly long pauses during conversations. When this happens, it is common for the
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individuals to try and decrease any negative affects and subsequently strengthen positive affects [EI87].
2.1.2 Oculesics
The eyes have been characterised as the most significant area of the body for communicating messages
[RM95], and the most intense social signallers in the human face [Arg88]. As Heron states, “The most
fundamental primary mode of interpersonal encounter is the interaction between two pairs of eyes and
what is mediated by this interaction. For it is mainly here, throughout the wide ranges of social encounter,
that people actually meet (in the strictest sense)” [Her70].
As was documented in the preceding kinesics literature regarding facial expression, Darwin argued
that an intimate relationship exists between almost all human emotions and their outward manifestations
[Dar04]. Subsequently, Ekman and Friesen have demonstrated universal recognition of basic emotions
[EF71, EF75]. This is a clear indication that symptoms of a cognitive mental state are observable in the
face. Extending emotional communication by facial expression, Baron-Cohen et al. have shown that a
range of mental states beyond these basic emotions can be read from facial expressions, and particularly
from the eyes [BCWJ97]. This theory is aided by normal adults’ ability to consistently interpret both
basic and complex mental states in the face. Baron-Cohen et al. suggest that, regarding complex mental
states, the eyes convey as much information as the whole face, and significantly more information than
the mouth. This nonverbal communicative channel of the eyes is what Baron-Cohen terms the “language
of the eyes” [BC95]. More commonly, it is termed oculesics, and in this thesis, the term is employed to
refer to the communicative properties of the eye, including gaze, pupil dilation, and eyelid movement.
Gaze
Human capacity for information processing is limited, so inspection of a visual scene is performed by
paying particular attention to selected stimuli of interest. In natural scenes, attentional selections are
influenced by complex interactions between top-down goal driven control, and bottom-up stimuli driven
control [IKN98]. Understanding how visual targets compete for attention is critical in understanding how
gaze is allocated to targets within a visual scene. While attention has been shown to be influenced heavily
by top-down components, referring to visual inspection with a task in mind (e.g., looking for John Doe
in a crowd), it has also been shown to be strongly influenced by the bottom-up approach guided by the
contents of the visual input [Yar67].
Gaze is of central importance in social behaviour, where it acts both as a nonverbal signal, showing,
for example, direction of attention, while also opening a channel so that another person’s nonverbal
signals, and particularly their facial expression, can be received [AF67]. Hence, gaze is both signal
for the person being looked at, and a channel for the person doing the looking. We use our eyes to
study the behaviour and appearance of others, and we look particularly in the region of the eyes. For
instance, when looking at a photograph or painting of a person, we will typically spend 60% of the time
looking at the eyes, and 15% at the mouth [PW96]. Mutual gaze, or eye contact, refers to when two
people are looking at each other’s eyes at the same time, and is used as a bond-forming social signal
very early in life: mutual gaze between mother and child first occurs at the age of three or four weeks
[BB01]. Several types of gaze behaviour in human communication have emerged, and Cranach offers the
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following definitions as presented in Table 2.2 [Cra71]. While some of Cranach’s definitions may appear
ambiguous or unnecessary, it is nevertheless an attempt to clarify the inconsistent use of gaze terms in
the psychology literature; the semantics of which are often only possible to decode within the context
of a particular study’s methodology [HWM78]. This thesis, consistent with the modern literature, uses
‘gaze’ similarly to ‘look’ [Rut84], and uses explicit phrases such as ‘gaze at the face’, as opposed to
‘face gaze’ as defined by Cranach.
Term Definition
Onesided look Gaze by one person in direction of another’s face.
Face gaze Directing of one person’s gaze at another’s face.
Eye gaze Directing one person’s gaze at another’s eyes.
Mutual look Two persons gaze at each other’s face.
Eye contact Two persons look into each other’s eyes and are aware of each other’s eye gaze.
Gaze avoidance Avoidance of another’s eye gaze.
Gaze omission Failure to look at another without intention to avoid eye contact.
Table 2.2: Definitions of gaze behaviour by Cranach [Cra71].
Argyle et al. specify six different functions of gaze in social interaction: information seeking, sig-
nalling, regulating conversation flow, initiating intimacy, avoidance, and limiting distraction [AIAM73].
Information seeking may be used to obtain feedback of others’ reactions by observing their nonverbal be-
haviour. Signalling is used to express interpersonal attitudes and emotions. For example, people tend to
gaze more at those we like than those we dislike [EW65], competitors may gaze intently at one another
[EGS65], and couples in love spend more time engaged in mutual gaze [Rub74]. Regulating conver-
sation flow aims to control and synchronise speech, and depends on sending and receiving gaze-shift
signals. Kendon found that shifts of gaze are systematically coordinated with the timing of speech, and
for instance, if a speaker does not establish mutual gaze at the end of an utterance, there is a longer pause
before the other replies [Ken67]. The initiation of intimacy employs mutual gaze as a main cue, and
this increased with close proxemic range, which is itself another cue for intimacy [AIAM73]. Avoidance
involves inhibition of gaze to avoid situations of undue intimacy, revealing one’s inner feelings, or per-
ceiving negative feedback. Similarly to initiating intimacy, the influence of gaze avoidance decreases as
interpersonal distance increases [AI72]. Limiting distraction is used by speakers to avoid excess input
of information when they wish to maintain focus. In particular, a speaker will look away from listeners
during the initial planning phase of an utterance when cognitive demand is high [Ken67].
These functions of gaze behaviour operate, during an interpersonal encounter, to determine an equi-
librium level of intimacy, what Argyle and Dean term ‘equilibrium theory’ [AD65]. The theory states
that, as one behaviour increases to disturb the equilibrium level of intimacy, another may decrease to
restore that equilibrium. Testing the theory, they compared the proximity from various stimuli that par-
ticipants chose to position themselves. Participants positioned themselves closest to a photograph of
Argyle with his eyes closed, next closest to a similar photograph but with his eyes open, next closest to
Argyle himself with his eyes closed, and furthest from Argyle himself but with his eyes open. This is a
simple demonstration of the increased intimacy caused by gaze, and the compensatory response to signal
avoidance via increased interpersonal proximity. This result has been reproduced using immersive VR,
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featuring avatars exhibiting various gaze behaviours [BBBL01]. This study, and others, are documented
in Section 2.3.
There has been much work regarding the gaze behaviour of dyads engaged in conversation. A
common metric used for evaluation involves measuring the time people look at and look away from their
partner when speaking and when listening. This approach to gaze behaviour analysis enables interaction
to be classified into discrete blocks. Consequently, this structure is often adopted, algorithmically, by
avatar gaze models [PLBB02], which is further documented in Section 2.3.6. When two people are
talking, they look at each other between 25% and 75% of the time [AF67]. Critically, they look nearly
twice as much when listening compared to when speaking. Individual glances generally last for anything
up to seven seconds, and mutual gazes are rather shorter. Relating to the gaze behaviour of limiting
distraction, if the conversational topic is cognitively difficult, people tend to look at each other less in
order to avoid distractions which, if present, will draw gaze and may become a focal point especially
if relevant to the conversation [AG77]. Table 2.3 presents mean gaze duration proportions from an
experiment by Argyle and Ingham, investigating dyads talking on an emotionally neutral topic at a
distance of 1.8 metres (close phase of social distance as defined by proxemics grammar [Hal63]) [AI72].
Individual gaze refers to one conversational partner looking at the other’s eyes, and mutual gaze indicates
that this condition is true for both partners.




Length of Glance 2.95 seconds
Mutual Gaze 31%
Length of Mutual Gaze 1.18 seconds
Table 2.3: Gaze distribution during dyadic conversation at social distance [AI72].
There is significantly less existing work that investigates gaze behaviour during group interactions
consisting of three people or more. The structure of multiparty conversation is more complicated than
that between dyads, and the complexity of gaze behaviour increases accordingly. When a third par-
ticipant is introduced, the next turn is no longer guaranteed to be the initial speaker, and when the
number of parties rises beyond three, it becomes possible to have side-conversations between subgroups
[VSvdVN01]. Exline studied gaze distribution during conversation between same-sex triads, the re-
sults of which are presented in Table 2.4 [Exl63]. The values demonstrate less individual gaze in triads
compared to Argyle and Ingham’s study on dyads, previously discussed in Table 2.3, and proportion of
mutual gaze is also low in comparison.
Vertegaal studied the synchronization between auditory and articulatory attention during four-
person conversations by measuring gaze directed at partners’ faces when speaking and listening [Ver99].
Results suggest that when someone is listening to an individual, there is a high probability (88%) that
the person they look at is the person they are listening to. Likewise, when someone is speaking, the
probability is 77% that the person they look at is the person they are speaking to. The authors also found
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Type of Gaze MMM FFF
Individual Gaze 23.3% 37.3%
While Listening 29.8% 42.4%
While Speaking 25.6% 36.9%
Mutual Gaze 3% 7.5%
Table 2.4: Gaze distribution during male (MMM) and female (FFF) triads [Exl63].
that when a person starts speaking to all three listeners, they will typically distribute gaze over all parties.
In this condition, the total percentage of mutual gaze for the speaker rises to 59%. Hence, similarly to
dyadic conversation, gaze is an excellent predictor of conversational attention in multiparty discourse,
where it also provides a central resource for turn management, and heightens the influence of shifts in
gaze in relation to speech. A common practice employed by speakers in dyadic conversation is to give a
lengthy glance to their partner at the completion of an utterance or thought unit, thereby yielding a speak-
ing turn to the listener, which persists until the speaking role is assumed. In multiparty scenarios, gaze
becomes a primary communicative resource to maintain and regulate turn-allocation. The range of such
communicative signals and their associated common gaze signals are presented in Table 2.5 [GB06].
State Signals Gaze Behaviour
Speaker Turn yielding Look toward listener
Turn-claiming suppression signal Avert gaze contact from audience
Within turn signal Look toward audience
No turn signal Look away
Audience Back channel signal Look toward speaker
Turn-claiming signal Seek gaze contact from speaker
Turn-suppression signal Avert gaze contact from speaker
Turn-claiming suppression signal Looking toward to suppress speaking
No response Random
Table 2.5: Turn-taking and associated gaze practices [GB06].
The work in this thesis performs analysis of gaze behaviour during AMC and VMC. Therefore, it is
essential to understand how gaze is utilised in the types of social scenarios that the experimental work,
presented in Chapters 4–6, aim to capture. To summarise, some of the uses of gaze which are particularly
relevant to this research are: indicating focus of attention, and likewise, determining the direction of the
visual attention of others [AG77]; determining actions according to the gaze direction of those listening
to you [Goo00]; addressing and prompting another speaker [Ler03]; when handling objects [Str96]; and
proposing courses of action [Rae01]. The following section outlines the physiological properties of eye
movement, before the two other major oculesic cues of eyelid movement and pupil dilation are presented.
Physiological Properties of Eye Movement
Each eye has six muscles that control its movements: the lateral rectus, the medial rectus, the inferior
rectus, the superior rectus, the inferior oblique, and the superior oblique. This structure is illustrated in
Figure 2.1. When the muscles exert different tensions, a torque is exerted on the eyeball, causing an
almost pure rotation, with only about one millimetre of translation [Car88]. In addition, it is generally
accepted that, under the influence of vestibular impulses, the eyes can rotate around the sagittal axis,
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Figure 2.1: External eye muscles illustration from Gray’s Anatomy [Gra18].
causing a compensatory “vestibulokinetic” reflex, with the purpose of stabilising the visual target on the
retina during movements and changes of head posture [CEH75].
The major eye movement that the human eye performs are saccades. Saccades are rapid movements
of the eyes from one fixational point to another, with velocities as high as 500◦ per second [Ray98a].
During saccadic motion, the eyes are moving so quickly across the stable visual stimulus that only a
blur is perceived [US68]. There is still much debate as to whether cognitive processing activities are
suspended during a saccade, but certainly, sensitivity to visual input is reduced: a phenomenon termed
saccadic suppression [Mat74]. Between saccades, the eyes remain relatively still for durations of about
200-300 milliseconds (ms). These periods of reduced motion are termed fixations. Fixations stabilise the
fovea (responsible for sharp central vision) over a stationary object of interest, and this is when virtually
all visual input occurs [Mat74]. During fixations, miniature movements of no more than 5◦ occur. Such
movements include microsaccades, ocular drifts and microtremors [Car88]. By continuously stimulating
neurons, these movements serve to maintain visibility during vision.
A secondary form of voluntary eye movement is smooth pursuit, which serves to keep the image
of a moving target centred on the fovea by matching the velocity of the eye’s rotation with the target’s
velocity [KSJ00]. Smooth pursuits are a conjunctive eye motion, but only one eye needs to be focused
on the target. However, in order to per perform a smooth pursuit, a target must exist, otherwise a series
of small saccades will be generated [Kra04]. A sub-class of smooth pursuit motion is vergence, which
refers to movement of the eyes in opposite directions toward a central, focal, point [Toa74]. Hence, as
a target is brought near, the eyes turn inwards and as it is taken away they rotate outwards, but no more
than parallel, in order to remain directed at the target.
In summary, humans use a combination of saccades and smooth pursuits, in addition to micro
movements, to stabilise the retinal image of selected objects within the high-acuity region near the fovea
[Kra04]. When determining the current gaze target, also referred to as point-of-regard (POR), visual
attention as informed by the visual stimulus acts in combination with a contextual cognitive process
describing voluntary intent to focus on a particular point [Duc03]. Thus, taking visual stimuli and cog-
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nition as input, the eyes will scan from the most important point to the least in repeated cycles when
confronted with a scene, representation, object or human [PW96]. Finally, eye movement should also
be considered in the broader context of bodily movement, and in particular, head movement. Horizontal
gaze shifts greater than 25◦ and vertical shifts greater than 10◦ typically produce combined head and eye
movement, and naturally occurring saccades rarely have a magnitude greater than 15◦ [KB01].
Pupil Dilation
Atropa belladonna, commonly known as deadly night-shade, is a perennial herb that has been valued
for its medicinal properties for over five centuries. One of the first widespread uses of the herb was
purely cosmetic, and sixteenth-century Italian women reportedly applied belladonna solutions to their
eyes to dilate their pupils and achieve a dreamy, and supposedly more desirable appearance [Lee07].
Stass and Willis experimentally confirmed the efficacy of the beautification technique, measuring both
male and female responses to photographs of people with and without artificially-dilated pupils [SW67].
Atropine, an alkaloid of belladonna that blocks the muscarinic receptors in the muscles of the eye, is still
used by some ophthalmologists today to dilate the pupils for eye exams. Figure 2.2 illustrates dilated
and constricted pupils.
Hess and Polt were among the first researchers to study the effect of visual stimuli on the size of
people’s pupils [HP60]. During the experiments, participants were shown erotic photographs of both
males and females. Both males’ and females’ pupils dilated to images of the opposite sex. The authors
concluded that pupil dilation was a reliable index of positive emotional arousal and interest, and also
that pupil constriction was a sign of emotional aversion. While the former finding is undisputed and
supported by subsequent work, the latter theory has been shown to be false, with evidence countering
the idea that the pupils constrict with aversive stimuli: Partala and Surakka demonstrated that pupil size
is significantly larger during both emotionally positive and negative stimuli than during neutral stimuli
[PS03].
The communicative connotations of pupil size are substantial. Stass and Willis performed an exper-
iment in which participants were asked to converse with two confederates, one of which had artificially-
dilated pupils, and choose one of them to be their partner [SW67]. They found that the confederate
with dilated pupils was chosen significantly more often. In a variation of Milgram’s seminal obedience
studies [Mil63], Kidd asked participants to administer shocks to a confederate [Kid75]. The experimen-
tal conditions varied oculesic behaviour of the confederate, with directed or averted gaze, and who had
artificially-dilated or constricted pupils. The number of shocks given to the confederate was unaffected
Figure 2.2: Patient suffering from tonic pupil. Dilated right pupil (left of image) displays minimal
reaction to light, while normally-constricted left pupil according to ambient light level [oO10].
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by gaze, but participants witnessing confederates with dilated pupils administered fewer shocks and also
gazed more at them during the experiment.
During vision, the size of our pupils is in constant flux. Along with emotional arousal, there are
two other main effectors of pupil size: light and cognitive load. The light reflex occurs when the eye is
exposed to light: the pupil constricts in order to regulate the amount of light admitted, and the brighter
the light, the smaller the pupil becomes [LF42]. Although varying between individuals and decreasing
with age [WWEP94], pupil diameter under extreme constriction is around 2 mm, and 8 mm when fully
dilated [AC76]. Pupil constriction velocity is approximately three times faster than dilation velocity
[Ell81]. Cognitive load, such as problem solving and memory tasks [KB66], and verbally answering
questions [BO69] has been demonstrated to increase pupil size. In the latter study, pupil dilation was
observed to be greatest just before individuals responded to a question, and pupil size increased linearly
with question difficulty, indicating increased cognition.
In summary, pupil dilation is a subtle yet powerful signal in communication that is a reliable indi-
cator of both psychological arousal and cognitive state of an individual. Observers are seen to respond
appropriately and empathetically to variations in pupil size. A final effector of pupil size is eyelid clo-
sure, and in particular, blinking motion, which produces short constriction and redilation, assuming no
other influencing factors, according to the ambient light.
Eyelid Kinematics
During vision, the human eyelids are in near-continuous motion, exhibiting what Evinger et al. term lid
saccades [EMS91] and blinks. Lid saccades are bilateral shifts of the eyelids initiated by changes in the
vertical rotation of the eyes, so that the eyelids follow the direction of gaze to ensure they do not obscure
the pupils [Hal36]. Blinking is the act of extremely brief closure of the eyelids, and may be voluntary
or involuntary [Gor51]. Physiologically, the eyelids serve to protect the eye from debris and rays of
harmful intensity [Hal36], and also to regularly spread the tears and other secretion on the eye surface to
keep it continually moist [Bri89]. Hence, while subtle to an observer, eyelid kinematics are a ubiquitous
element of human behaviour. Figure 2.3 illustrates the anatomy of the human eyelid muscles.
Lid saccades describe the rising and falling of the eyelids with an associated upward or down-
ward saccadic gaze motion [BF88]. Lid movements exhibit characteristic trajectories and amplitude-
maximum velocity relationships. Upward lid saccades follow a smooth trajectory to final lid position,
and the maximum velocity increases linearly with lid saccade amplitude (generally measured in degrees
◦). During downward lid saccades, the maximum lid velocity is best described by a power function
showing a soft saturation with increasing amplitude [EMS91]. On average, lid saccades start some 5
ms later than the concomitant eye saccades, but reach peak velocity at about the same time as the eye
saccade [BF88]. Concurrent lid and eye saccades in the downward direction have similar amplitudes
and velocities, but lid saccades in the upward direction are often smaller, and usually slower, than the
concomitant eye saccades. However, the reverse appears to be true at large amplitudes. On average,
downward saccadic lid movements have a shorter duration than upward lid movements at all amplitudes
[EMS91].
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Figure 2.3: External eyelid muscles illustration from Gray’s Anatomy [Gra18].
Downward lid saccades can exhibit an overshoot that takes the eyelid transiently lower than final
lid position [KG64]. Overshoots occur more frequently at larger target amplitudes, but there appears to
be no consistent relationship between the target amplitude and the magnitude of the transient overshoot
or its appearance [WVdBS+95]. The eyes are also observed to overshoot during saccadic movement
[VGRG81], but they are considerably less frequent than those in the lids, and transient overshoots of lid
and eye saccades occur independently of one another [WVdBS+95]. Similar to the eyes, which often
exhibit microsaccades during fixations, the eyelids also undergo small idiosyncratic movements of up to
5◦ when the eyes are stationary [BF88]. As lid saccades are coupled with vertical shifts of eye rotation,
they also serve to highlight the communicative behaviour of gaze.
A blink is defined as the extremely brief closing and opening of the eyelids, and can be initiated
by voluntary or involuntary stimuli [Gor51]. Involuntary reflex blinks are solely for the protection and
efficient action of the eyes themselves [Hal45], whereas the onset of voluntary blinks may be caused by
a number of factors such as current activity, psychological state, communicative intent, and personality
[VBR+03]. However, regardless of their origin, all blinks exhibit a similar pattern: 10-12 ms after the
onset of orbicularis oculi activity (the facial muscle that closes the upper eyelid), the lid rapidly lowers
to close the eye. The superior tarsal muscle muscle then raises the upper eyelid more slowly to nearly
its starting position. The maximum velocity observed during the down-phase and up-phase of a blink
is a linear function of blink amplitude [EMS91]. This is defined by the current opened position of the
eyelids, which amongst other factors, is due to the characteristics of the recent lid saccade.
Similarly to both gaze and pupil dilation, blinking behaviour is indicative of an individual’s psy-
chological state: including emotional mood and cognitive load. Bentivoglio et al. studied changes in
how often people blink, termed blink rate, depending on their current activity. The authors established
17 blinks per minute as the average blink rate for a person at rest, an increased blink rate of 26 blinks per
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minute when engaged in conversation, and a dramatically decreased blink rate of 4.5 blinks per minute
when reading [BBC+97]. Increased blinking during conversation correlates with communicative stimuli
including speech, and response to others in an unfolding interaction, and is thus used as a nonverbal
communicative signal. The reduced blink rate observed when reading is a strategy aiming to maintain
the open-state of the visual input channel during reception of visual information [PK27]. Blinking has
been shown to be influenced by cognition, with blink rate decreasing as cognitive demand increases,
followed by a flurry of blinks after cognitive demand drops [HT72]. Regarding emotional state, Harris
et al. found that blinks occur particularly during states of anxiety or tension, and decreased rate dur-
ing concentrated thinking [HTS66]. As well as being an indicative of an individual’s current activity
and psychological state, eyelid kinematics are also revealing to more general conditions, such as slower
blinks as an indicator of fatigue [SBS94].
2.1.3 Communication of Deception
The final section in the review of oculesics details deception, which is an ever-present element in human
social interaction. Oculesic cues to deception are detailed, followed by an overview of how people detect
deception in others. This section aims to provide the relevant background for the final telecommunication
experiment in this thesis, presented in Chapter 6, which investigates truth telling and deception in AMC
and VMC.
Deception, or lying, is a deliberate attempt to mislead others, and can be defined as an act intended
to foster in another person a belief or understanding which the deceiver considers false [ZDR81]. Lying
is a fact of everyday life, and it is estimated that people tell an average of one or two lies a day [DK98].
People’s motivation for lying is varied, but the rewards that liars seek are typically psychological: to
make themselves appear more sophisticated, to protect themselves from disapproval, and from getting
their feelings hurt [DLM+03]. As DePaulo et al. state, the realm of lying is one in which identities are
claimed and impressions are managed, and is not a world apart from non-deceptive discourse, where
truth tellers edit their self-presentations, often in pursuit of similar goals [DLM+03]. Most lies are
unremarkable, but some, such as betrayals of intimacy or trust or those told in influential situations
such as a job interview, can have serious implications. For instance, estimates of costs due to applicant
dishonesty and employee misconduct range from $6 billion to as much as $200 billion annually in the
United States of America alone [BTG03].
Amongst the first investigations of gaze behaviour in deceptive situations was by Exline et al., who
aimed to explore Machiavellianism (the employment of cunning and duplicity) [ETHG70]. Experimental
participants initially worked with a confederate on a decision-making task. Part-way through the session,
the confederate cheated by looking up the answers while the experimenter was out of the room, thus
implicating the participant in deception. Later, the participant was interviewed by the experimenter and
confronted with what had happened. The experimenter gazed continuously at the participant, and at the
start of the interview, both low and high Machiavellian participants gazed back around 30% of the time.
However, at the point when the accusation was made, both groups responded by looking much less,
and this was especially true for the low Machiavellian participants. Even by the end of the interview,
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participant gaze had still not recovered to the original state, although high Machiavellian participants
were now almost looking at the confederate as much as in the beginning.
Despite Exline et al.’s positive correlation between gaze and deceptive state, it still remains con-
troversial as to whether gaze is a direct correlate of lying. In their meta-analysis collating results of
previous studies, DePaulo et al. present a comprehensive catalogue of the extent to which 158 nonverbal
and verbal cues occur during deceptive communication [DLM+03]. Perhaps the main finding of the
work was that very few cues are specifically related to deception; pupil size is among the few. However,
the review did demonstrate that certain psychological responses, including emotional arousal and high
cognitive demand, are commonly generated by deceptive situations. The current work is concerned with
oculesic cues of gaze, blinks, and pupil size that can be captured by eye tracking, and all of which have
been revealed, in the prior section, to be influenced by an individual’s psychological state. Of these cues,
pupil size is perhaps the most revealing, at it generally acts as an automatic response to mental stimuli
(and environmental luminance). In contrast gaze and blinking may be regulated to a greater degree,
thereby potentially concealing a subject’s psychological state [DeP92]. Both cognitive load [DGHP01],
and emotional response to both positive and negative stimuli [PS03] are correlated with pupil dilation. A
person’s pupils dilate when they communicate deceptive messages [Hei76], and the amount of dilation
has been shown to increase linearly with deceptions of greater magnitude [WSC06]. Gaze behaviour
is not classified so clearly, and is highly dependent on the social scenario, idiosyncrasies, and culture.
Indeed, studies have shown liars to gaze at their conversational partner both for less [KHD74] and more
[BK76] time than truth tellers. Regarding blinks, Leal and Vrij demonstrated blink rate as an indicator
of high cognitive load in a deceptive scenario in which participants were told to lie and tell the truth over
a series of stages. Participants’ blink rate decreased when lying, followed by a compensatory effect in
the form of increased blinking directly after the lie was told and cognitive demand dropped [LV08].
Spence et al. demonstrated that lying is generally a more cognitively-demanding process than truth
telling [SFH+01]. The Activation-Decision-Construction Model (ADCM) of lying developed by Wal-
czyk et al. [WSC+05] proposes that people go through three cognitive stages when lying: activation
(concerning the encoding of a question and retrieval of episodic and semantic memories), decision (the
process whereby the person chooses to answer deceptively), and construction (the generation of a plau-
sible lie). Using this model, response time has been shown to differ significantly between lying and
truth telling. The final telecommunication experiment presented in Chapter 6 borrows the experimental
question-answer framework described in by Walczyk et al. [WSC+05] to place participants in states of
relatively high (lying) and low (truth telling) cognitive demand.
Detection of Deception
In many situations, people question the credibility or accuracy of statements that another person makes.
The field of deception detection still harbours an active research community, as the process of detection
relies on a complex set of interactions and cues. However, the general consensus among deception schol-
ars is that people’s ability to distinguish truths from lies tends to be around 57%, which is significantly,
but only slightly, better than chance levels [DeP80]. An explanation for this poor performance is that
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‘detectives’ seem to focus on the wrong behaviours when trying to distinguish lies from truths [ZKD81].
It has been shown that providing people with knowledge about cues to deception can improve detection
accuracy [Vri94]. Also, the theory of truth bias or the “veracity effect”, referring to peoples’ tendency
to judge more messages as truths than lies is an influential factor [LPM99].
In visual telecommunication, the richness of a medium defines its ability to transmit nonverbal and
verbal cues, and in turn, defines both the potential for users to detect the veracity of fellow interactants,
and to manage their own cues to deception. Hence, media communicating fewer channels becomes
preferable for the deceiver [CGB+04]. For instance, high-quality VMC allows rich exchange of verbal
and nonverbal cues, including facial expression, oculesics, and upper-body language, and it has been
shown that peoples’ ability to detect deception is statistically identical when assessing subjects via video
or in reality [FUS97, HGSV04]. The degree of social presence engendered by a system is also key
to the elicitation of behavioural cues in the first instance. Hence when interacting via VMC, it is a
reasonable prediction that interacting via video will be more arousing and socially ‘real’ than interacting
via virtual avatars [GSBS01]. Hence, cues to deception may not be elicited as prominently during the
latter. However, while user representation is still crude compared to VMC, an AMC system that is
able to faithfully represent users’ oculesic behaviours, including gaze, blinking and pupil dilation has
the potential to foster a high degree of social presence, and also to communicate behavioural cues that
are influential in detection of deception. Such factors of visual telecommunication are explored in the
forthcoming experimental chapters. The following section in this literature review contextualises the
technical aspects of the research, detailing state-of-art in AMC and VMC systems.
2.2 Visual Telecommunication
The fact that face-to-face, collocated, contact is almost always the most satisfactory form of communica-
tion has been a fundamental constraint on society. Meier’s theory argues that cities evolved primarily as
a means of facilitating interpersonal communication [Mei62]. While this may be something of an over-
simplification, there is wide agreement that the physical and social environments of modern man have
been conditioned to a very large extent by his apparent need to travel to acquire information [SWC76].
A result of today’s ecologically- and financially-conscious global society is an increasing reliance
on telecommunication systems. A goal of such systems is to enable remote users to naturally interact to
such a degree that, for certain situations, their use may be considered an alternative to actual travel. Com-
puter Supported Cooperative Work (CSCW) is concerned with supporting multiple individuals working
together with computer systems [Gre88]. It can be considered an umbrella-term incorporating applica-
tion domains which have cooperative work at their core. This includes videoconferencing, public wikis
employing collaborative authorship, and multi-user virtual reality applications. CSCW is born out of the
need to address the following specific requirements of cooperative work: articulating cooperative work,
sharing an information space, and adapting the technology to the organisation [SB92].
Johansen introduced the CSCW Matrix, which has become a popular tool in the community to cat-
egorise groupware systems according to degree of physical proximity of the group members and the de-
gree of synchronicity [Joh88]. The definition of synchronous communication varies with context: Noel
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Figure 2.4: Johansen’s CSCW Matrix as represented in [SMIRM07].
uses the term to denote concurrent access [NR04], while for Ellis, the term implies real-time interaction
[EGR91]. The latter definition is appropriate when discussing visual telecommunication systems, which
aim to support real-time interaction between two or more remote users. (In this context, asynchronous
communication refers to users contributing to a collaborative task at different times.) Groupware repre-
sents a subset of CSCW systems, and is label for tools explicitly designed to support groups of people
working together [IKA94]. The term may be used analogously to ‘collaborative’ software and its related
hardware. A representation of the the CSCW matrix as it appeared in [SMIRM07] is illustrated in Figure
2.4.
While over twenty years old, and despite problems such as exponents belonging in multiple cat-
egories due to the strict categorisation, the CSCW matrix remains a useful tool for classification and
indicating the types of systems within the groupware domain. The category that this thesis is primarily
concerned with is remote interactions, which are both synchronous and remote. This category includes
ICVEs (a subset of “virtual worlds” as denoted in the matrix) that support AMC, VMC (denoted “video
conferencing”) and hybrid solutions including shared screens. These systems are similar in that the me-
diated communication they support features a visual component displaying real-time representations of
fellow, remote, interactants. These representations are critical in order to support natural communica-
tion of nonverbal behaviour between remote users, and their form adopts specific paradigms depending
on the medium. The following sections detail VMC and ICVEs, which are the two mediums of visual
telecommunication that the work in this thesis is concerned.
2.2.1 Video-Mediated Communication
VMC is the most accessible and established form of audio-visual remote interaction for dyadic and
small-group communication. It has been shown to improve (over audio-only communication), users’
ability to show understanding, forecast responses, give nonverbal information, enhance verbal descrip-
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tions and manage pauses and express attitudes [IT94]. The first video communication system, developed
by Bell Laboratories, demonstrated the use of closed-circuit television to transmit video between New
York and Washington in 1927 [Ive27]. Through subsequent research and development, several techno-
logical tiers of VMC systems have emerged, from common webcam chat and video-calling on mobile
devices, through to high-end commercial “telepresence” solutions (e.g. Cisco, LifeSize, Polycom, Telris,
BrightCom, Telanetix) supporting high-definition (HD) video and audio streams.
The word “telepresence” has taken on a multitude of meanings, which are often adapted to a par-
ticular system or application. The term originates from Minsky who, in 1980, introduced the concept of
telepresence to describe the feelings that a human operator might experience when interacting through
a teleoperator system in which the operator sees through the eyes of the remote machine, and uses their
own limbs to manipulate its effectors [Min80]. As elucidated in the following section on ICVEs, this idea
seems closer to VEs, in which a sense of being in a different place might develop, and the user’s tracked
natural body movements having an immediate impact within the system. This state is also considered to
be conducive to effective task performance in the remote environment. Hence, to use “telepresence” to
describe devices which are ostensibly state-of-art video conferencing systems may seem a rather curious
misuse of the term. Figure 2.5 presents a depiction of Cisco’s TelePresence system in use.
Such commercial systems are able to provide a richer collaborative experience than common desk-
top videoconferencing. Such capabilities include a wide field of view of remote users’ environments,
life-sized video representations of users, and critically, gaze awareness, which this section will now fo-
cus on. Faithful representation of user gaze has long been recognised as a requirement to enable natural
communication in visual remote collaboration and conferencing systems [AL87]. Comparing small-
group communication in VMC systems supporting gaze awareness with those that do not support it,
Isaacs and Tang observed that people using the latter needed to address each other through explicit use
of each other’s names, and control the turn-taking process by this means in the latter [IT94]. Contrast-
ingly, in collocated and gaze aware interaction, they observed many instances when people used gaze to
indicate whom they were addressing and to suggest a next speaker. It was frequently observed that when
more than one person started speaking at the same time, the next speaker was determined by the gaze of
Figure 2.5: Cisco’s TelePresence system, supporting gaze awareness, and life-size representations of
users in a visually-seamless workspace [Sys10b].
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Figure 2.6: Aligning cameras and video displays to users natural line of sight in VMC to achieve gaze
awareness.
the previous speaker without the need for conventions or explicit verbal intervention. Gaze awareness
implies that direction of gaze is preserved, so users can signal and observe eye movement in a natural
manner, thus enabling the channel to be used similarly to collocated interaction. Hence, the cameras
and displays of a gaze aware VMC system must be positioned so that users can rely on natural sight
cues to facilitate gaze interactions with remote users [CDO+00a]. An illustration of this technique in a
three-party VMC interaction is illustrated in Figure 2.6.
Developed by Okada et al., the design of the MAJIC system defines the standard method for sup-
porting communicational gaze over VMC, in which relative position, head orientation, and gaze are all
preserved during multiparty meetings [OMIM94]. In MAJIC, the cameras are placed behind a thin half-
transparent curved screen, on which life-size videos of participants are seamlessly projected to simulate
a round-table meeting. Gaze awareness is achieved by positioning cameras behind the screen at the loca-
tion of each participant’s head. Hence, when two remote users gaze at each other’s video representation,
they both perceive mutual gaze to have been established. Recalling Argyle’s conviction that gaze is of
central importance in social behaviour and NVC [AC76], the importance of gaze awareness is a natu-
ral extension, enabling the bidirectional channel to be used to monitor, initiate, maintain, and terminate
messages. Correspondingly, collaborative problem solving performed via gaze aware VMC systems has
been shown to improve both performance and sense of collocation over VMC not supporting the cue
[IKG93].
It has only been relatively recently, in 2002, that the camera-to-display offset-angle threshold in
order to achieve gaze awareness in VMC was established [Che02]. Chen’s initial experiment, measuring
how accurately people perceive mutual gaze, determined that sensitivity to direction of gaze is asym-
metric. Results indicate that people are an order of magnitude less sensitive to perceiving mutual gaze
when the person being observed is gazing at a location below the eyes of the observer compared with
gazing to the left, right, or above their eyes [Che02]. Figure 2.7 presents the experimental results. For the
up, left and right cases, the camera-to-display offset threshold is only 1◦ away from the camera before
perception of eye contact is lost, while for the down case, observers are much less sensitive to POR, with
2.2. Visual Telecommunication 46
Figure 2.7: Sensitivity to gaze direction as presented by Chen [Che02]. The contour curves mark how
far away, in degrees of visual angle, the looker could look above, below, to the left, and to the right
of the camera without losing perception of eye contact. The three curves indicate where eye contact
was maintained more than 10%, 50%, and 90% of the time. The percentiles are the average of sixteen
observers. The camera is at the graph origin.
90% of participants still perceiving mutual gaze at an offset of 8◦.
Chen suggests that the anatomical characteristics of human eyelids may explain why prediction
of gaze direction is asymmetric: when people rotate their eyes to the left or right, their eyeballs rotate
within the socket, causing a noticeable change in the position of the iris within the sclera (the whites of
the eyes). This is also the case for when people look up, as the upper eyelid performs lid saccades, thus
rising accordingly to maintaining the iris’ position relative to the eyelid, while the lower eyelids remain
approximately stationary. However, when people look down, the upper eyelids perform downward lid
saccades, increasing the closed state of the eye. Thus, there is not a very noticeable change to the position
of the iris with respect to the sclera, which is also less visible. Deriving from the results, Chen offers
the snap to contact theory, suggesting that, when people cannot judge gaze direction accurately, they
will bias their perception toward mutual gaze unless they are certain that it is not the case [Che02]. In
VMC, when people look below the camera, the resulting change in their appearance to a remote user is
less pronounced than if they look in other directions (horizontal or upwards), and therefore, more mutual
gaze will be perceived in the down direction. Finally, Chen also notes that the limited resolution of
VMC displays serve to make gaze direction estimation more difficult, which increases the bias toward
assuming eye contact. In summary, Chen’s work is critical to the design of state-of-art VMC systems,
providing physical parameters on which to base design specifications. Chapter 7 details an experiment
which measures peoples’ ability to estimate the POR of a virtual humanoid, uncovering similar results
to Chen [Che02].
While enabling the nonverbal channel of gaze is clearly beneficial to the quality of communication
in visual remote interaction, there are varying degrees of the fidelity of gaze awareness preservation
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which must be considered. This notion was introduced by Ishii and Kobayahi with their ClearBoard-2
system, for which the key metaphor “talking through and drawing on a transparent glass window” was
devised [IK92]. Full, high-fidelity gaze awareness implies that users know what their partner is looking
at, including their face or anything else on the shared workspace. This preservation of gaze allows the
channel to be used similarly to collocated communication, and supports awareness of mutual gaze and
intuitive identification of objects in the workspace. Incorporating full gaze awareness into VMC systems
for collaborative problem solving has been shown to improve performance, as success depends heavily
on the perspectives of the users, and thus was deemed highly advantageous for others to be aware of
their partner’s gaze [IKG93]. Depending on the technical setup, some VMC systems may only support
partial gaze awareness, which is defined as the ability to determine the general direction someone is
looking, for instance, up or down, left or right [MG02]. Low fidelities of gaze awareness may preclude
the ability to distinguish gaze directed at objects in a scene, and allow mutual gaze to be established
with specific users only. Hence, the properties and requirements of a specific interaction are significant
when determining the operating fidelity of gaze awareness. For instance, while the video tunnel system,
presented by Buxton and Moran [BM90], provides the ability to maintain mutual gaze in two-party
conversations, when the scenario is complicated by a third user or another feed for a shared document,
gaze awareness is only partially supported. Hence, the intended usage of a VMC system must act as a
parameter towards determining that system’s support for gaze awareness.
Limitations of Video-Mediated Communication
VMC can provide a rich mode of visual remote interaction, in which users can see and hear each other
in real-time, and communicate using both verbal and nonverbal cues such as speech, gaze and facial
expression. However, an inherent disadvantage of VMC is the compressed representation of 3D space,
which constrains rich cues available in collocated collaboration such as depth, resolution, and field of
view, thereby limiting awareness and ability to look and point at users and the environment [HRBC06].
In the regard of spatiality, VMC has proven to be more similar to audio-only conferencing than to un-
mediated face-to-face collaboration [Wil77]. A major drawback even of state-of-art VMC systems is the
inability for users to move in their environment, or significantly shift posture in their chairs, and still re-
main in-frame and thus visible to remote users. Gaze awareness is also not robust, and parallax between
the camera position and video display of a user, due to a posture shift for instance, may result in the loss
of meaningful gaze information. Despite technical advances and novel system design, these limitations
have remained an element of VMC.
There have been some notable examples of novel VMC systems which attempt to lessen the
medium’s spatial limitations. Such systems often involve elaborate arrangements including movable
cameras ([NMK09]), arrays of separate displays ([SBA92]), and hybrid VMC-VE systems operating
in immersive ([GWN+03]) and desktop ([VWSC03]) displays. Gross et al.’s immersive Blue-C sys-
tem will be addressed in the following section reviewing ICVEs. A system that is of particular interest
here is Vertegaal et al.’s second iteration of the GAZE Groupware system [Ver99], GAZE-2 [VWSC03].
GAZE-2 takes a hybrid VMC-VE approach to support collaborative scenarios in which gaze, together
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with some sense of spatiality, is preserved. The system uses desk-mounted eye tracking to control three
(centre, left and right) mounted cameras, thus providing parallax-free gaze awareness in group conver-
sations [VWSC03]. Multiple cameras are placed in video tunnels behind the on-screen video displays of
users, similarly to the MAJIC system. Based on gaze direction captured by the eye tracker at each site,
the system automatically alternates the currently active camera, streaming this data to the other sites.
Video displays of users are rendered on billboards in a shared VE. The billboards then rotate towards or
away from other users’ billboards, depending on where each user is looking, thereby conveying atten-
tion. Despite angular shifts caused by camera alternation in the transmitted video, the system is able to
both preserve a high-fidelity of gaze awareness, and positions users in a shared, albeit non-immersive,
space.
Using GAZE-2’s novel approach, VMC-based systems may overcome some of common spatial lim-
itations of the medium. However, users must still interact via flat two-dimensional (2D) ‘windows’ into
each other’s environment, rather than sharing a perceptually unified 3D space. Restriction of movement
and NVC that relies on spatiality remains the critical limitation of VMC, and is contrary to collocated in-
teraction in the real world, in which the surrounding environment, and the use of its space, is a ubiquitous
feature. The growing interest in preserving spatiality in telecommunication systems is represented in the
CSCW research community, and has led to increased development of immersive VR systems [BBH+90],
which are by definition, able to circumvent this limitation of VMC.
2.2.2 Immersive Collaborative Virtual Environments
ICVEs provide a platform in which to conduct AMC, connecting remote or collocated users of immer-
sive projection technology systems such as the CAVE within a spatial, social and informational context,
with the aim of supporting high-quality interaction [RWOS03]. A typical ICVE system will rely on a
combination of specialist hardware and software to deliver a real-time graphical simulation, which is re-
sponsive to users’ tracked body movement and behaviour, and operates simultaneously and consistently
at multiple sites via a distributed database. The key concept behind ICVEs is that they are shared virtual
worlds: computer generated spaces whose occupants are represented to one another in graphical form,
and can control their own viewpoints and can interact with each other and with various representations of
data and computer programs [BBRG96]. User embodiment and avatars will be discussed in the Section
2.3. The current section presents an overview of key features of ICVEs.
Immersion
Barfield and Furness define a VE as a representation of a computer model or database which can be
interactively experienced and manipulated by the users [BFI95]. This definition is broad, and could be
used to describe everything from a home video game through to a multi-user CAVE-based VR appli-
cation. The critical difference between these two examples is each system’s level of immersion, which
defined as the degree to which a user’s sensory input channels to all modalities are stimulated by the VE
interface [DKU98]. Thus, the distinction between an immersive and non-immersive VE depends on the
capabilities of the operating hardware, particularly regarding displays and input devices.
Steed notes that the key differences between immersive and non-immersive VEs are questions of
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both interaction style and user embodiment within the environment [Ste96]. In an immersive system, the
perspective of the graphical display is coupled to the user’s head, through use of head tracking, so that
the rendered displays match as closely as possible the changes that would be expected in reality when the
same motions are made. Correspondingly, the movement and behaviour of a user’s embodiment in an
immersive system may be coupled to bodily tracking devices, forming a natural interaction metaphor that
maintains the user’s sense of proprioception in the surrounding environment. As discussed in the follow-
ing section, this control metaphor becomes critical in a multi-user scenario, as user representation acts
directly as a communication mediator [CWS99]. In contrast, the lack of tracking and non-surrounding
displays in a non-immersive system means that neither the rendering viewpoint or the behaviour of a
user’s embodiment are coupled to the user’s motion, but rather are controlled indirectly through standard
input devices. Slater summarises the difference between an immersive and a non-immersive system by
stating that, in an immersive system, it is possible in principle to fully simulate what it is like to use a
non-immersive system, but not vice versa [Sla09].
A VR system is defined by Cruz-Neira et al. as one which provides real-time viewer-centred head-
tracking perspective with a large angle of view, interactive control, and binocular (stereoscopic) graphics
[CNSD93]. This positions the CAVE at the apex of what constitutes a VR system, while a standard
desktop computer would not be encompassed by the definition, despite its likely ability to run the same
VE software. A critical point here is that both hardware and software components must be considered
when ‘ICVE systems’ are discussed, and that the two components are may only be loosely-coupled. This
implies that two remote users (one located in a CAVE, and one using a mobile device) can conceivably
be connected via the same VE software, but interact according to the individual characteristics of their
hardware device: full-body tracking may feature in the CAVE and a touch-screen input metaphor may
operate on the mobile device. Such an interaction would be therefore be asymmetric: the CAVE user
would class the system as an ICVE, while the mobile user would perceive the communication to be
taking place using a CVE. Chapter 3 presents the platform developed and used throughout the research
in this thesis, EyeCVE, which operates on a variety of technologies, including fully immersive, semi-
immersive, and standard desktop hardware. Figure 2.8 shows two users engaged in AMC supported
by EyeCVE operating between a semi-immersive VR system, the WALL, and a fully immersive CAVE
system.
The impact of such asymmetric interaction has been investigated in Schroeder et al.’s [SSA+01]
and Roberts et al.’s [RWOS03] work on object-focused collaboration. Object-focused tasks in multi-
user VEs involve the manipulation of virtual objects, for example to solve a logic puzzle or organise the
virtual elements into a certain arrangement [HFH+00]. This process is analogous to product engineering
design in the real world, but also provides a paradigm for visual programming techniques [OAS+02] and
construction of new VEs [Ste96]. In an experimental scenario, the collaborative elements of the task are
emphasised, so that progress toward the goal-state is either dependent on, or significantly aided by, the
participants working together. Schroeder et al. [SSA+01] compared pairs of participants collaborating
between networked CAVE systems (symmetric) with collaboration between a CAVE and a desktop com-
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Figure 2.8: EyeCVE users engaged in AMC. The local user is located in the semi-immersive WALL
system, featuring perspective rendering on a single projection wall. The cointeractant, represented as
an avatar, is located in a fully immersive CAVE system featuring perspective stereo rendering within four
surrounding display walls.
Figure 2.9: Screen captures provided courtesy of Ralph Schroeder and Dave Roberts. Left: Two partic-
ipants collaborating to solve a simplified Rubik’s cube puzzle as presented in [SSA+01]. Right: Three
participants working together to build a virtual gazebo as documented in [RWOS03].
puter (asymmetric), and also with the same task performed in the real world. Taking puzzle-completion
time as the primary metric of task performance, participants took longer in the CAVE-to-desktop con-
dition than the CAVE-to-CAVE and collocated conditions, between which no significant difference was
found. These results are echoed in Roberts et al.’s work on constructing a virtual gazebo, where partic-
ipants working together in CAVE systems were able to complete the task in significantly less time than
those who performed the task between asymmetric systems, or using non-immersive systems [RWOS03].
Figure 2.9 shows screen captures depicting the collaborative interaction scenarios investigated in
two experiments, reported in [SSA+01] and [RWOS03]. Both studies revealed interesting findings re-
garding collaboration and group dynamics. When asked, post-collaboration, to judge their contribution
to the task, desktop users evaluated their share as less than that of CAVE users. In the Roberts et al.
study, users of immersive systems were considered by all (themselves and desktop users) to contribute
2.2. Visual Telecommunication 51
more than desktop users. Furthermore, where a team comprised of two immersed and one desktop user,
the latter was left out of most of the activity. Similar results are observed in [SSUS00] and [WAS+00], in
which users reported that they contributed unequally (favouring immersed users) despite being unaware
of what type of system their partner was using. Another implication of a system’s level of immersion
is on leadership, which is seen to be dynamically, and automatically, assigned to the more immersed
user during a collaborative session [SSS+99, SSUS00]. Thus, similarly to the different forms of VMC
systems, which support varying quality of communication, there also exist several technological tiers of
multi-user VE systems, of which, degree of immersion is the primary variable.
Presence
The central feature of users’ response to VR is presence, which may also referred to as place illusion
(PI) [Sla09]. Immersion describes a system’s hardware, and also provides the boundaries within which
presence can occur. Presence is best defined as a user’s psychological response to patterns of sensory
stimuli, resulting in the user having the impression of “being there”, in a computer-generated space
[SUS94]. Slater explains that immersive VR systems can be characterised by the sensorimotor contin-
gencies (SCs) that they support, referring to the actions that a user can carry out in order to perceive the
VE [Sla09]. For example, moving one’s head and eyes to change gaze direction, or bending down in
order to see underneath something are SCs of a typical immersive VR system. The set of SCs supported
by a system are analogous to the system’s level of immersion, and define the set of valid actions that
are meaningful in terms of perception within the VE. When immersed within a VE, sense of presence
maintained through SCs that provide synchronous correlations between the act of moving and the con-
comitant changes in the images that form perception. For instance, Pan describes an experiment in which
a virtual representation of a woman interacts with participants through verbal and nonverbal behavioural
cues [PS07]. Due to the head tracking that featured in the CAVE system in which participants performed
the experiment, when participants moved, the image of the virtual woman in their visual field updated
as it would be expected in reality. This is an example of a SC. During those experimental sessions, all
participants found themselves automatically responding to this illusory woman, by talking and behaving
comparably to as they would be likely to in reality. When immersed in a VE, such personal and plausible
feedback is critical in maintaining the illusion of reality. Anecdotal evidence from post-experimental
interviews strengthen evidence of this automatic response of presence: “The idea of cheating on my
partner with this virtual woman caused a real physical and emotional response; this was the strongest
and most surprising aspect of the experience” [PS07].
There is no single method for measuring a user’s sense of presence. Perhaps the most common
approach is to use questionnaires which aim to elicit subjective responses regarding the VE experience.
This was first demonstrated in [SU93], and a refined questionnaire later appeared in [SW97]. The ques-
tionnaires generally feature ordinal Likert scales that anchor responses between two extremes, and have
been shown to be effective in eliciting meaningful responses in many cases. However, there are a num-
ber of criticisms to questionnaire-based measurement of presence: they been shown to be unstable, in
that prior information can influence the results [FAPI99], they may be unable to discriminate between
2.2. Visual Telecommunication 52
presence in a VE and physical reality [UCAS00], and they may be prone to methodological circularity
(asking questions about PI may foster the very phenomenon that the questionnaire is supposed to be
measuring) [Sla04].
More robust and compelling measures of presence involve analysis of behavioural response to the
VE stimuli. If participants in a VE behave as if they are in an equivalent real environment, this is a sign
that they are experiencing presence. For example, the pit room is a classic VE which has evolved through
several iterations to assess aspects of presence [UAW+99, Ins01, MIWBJ02]. The experiment recalls
Walk and Gibson’s classic studies investigating responses to a ‘visual cliff’ [GW60]. The visual cliff
consists of a narrow platform supported by vertical sides that drop a few inches to a large plate of glass.
Both human infants, and rats [WGT57] have been shown to demonstrate avoidance behaviour when
confronted with the visual cliff. The VE that forms the stimuli for the presence experiments consists
of two adjacent rooms: the starting room is unremarkable, populated with a few chairs and blocks, and
has the purpose of familiarising the user with the use of the VR system and learning procedures for
interaction and navigation. Upon walking into the second room, the user is confronted with a three-
metre drop surrounded by a narrow walkway. When given the task of navigating to the opposite side
of this room, almost all individuals do so by carefully edging themselves around the ledge of the room,
even though they know that there is no real danger. In an experimental scenario, a participants reactions
to the pit have been quantified through physiological measurements such as heart rate, respiratory rate,
and galvanic skin response. When compared to the baseline level of the first room, people experience
significantly heightened physiological response. Meehan and Razzaque investigated the influence of
passive haptics on response to the pit, in which real (but small) ledges were aligned to their virtual
counterparts [MIWBJ02]. This added to the effect of standing over a real pit, and significantly increased
the heart rate of participants compared with when the ledge was absent. Thus, if the normal physiological
response of a person to a particular situation is observed in a VE, this is a sign that the user is experiencing
a high level of presence. The obvious drawback of such measurement methods is that they are limited to
situations in which there is a significant physiological response in reality, so are less useful in mundane
situations [SVS05].
The issue of social presence, also referred to as copresence arises when discussing multi-user VEs.
Copresence is highly relevant to user representation and embodiment, and therefore is discussed in the
following section on avatars. Spatiality, a feature of ICVEs that renders them particularly germane to
natural remote social interaction forms the final discussed in the current section.
Spatiality
In an early evaluation of teamworking in AMC supported by non-immersive CVEs, Hindmarsh et al.
suggested that some of the limitations to natural collaboration that had been observed in such non-
immersive systems could be alleviated by their immersive counterparts [HFH+98]. A subsequent study
by the same authors confirmed the predicted benefit of intuitive bodily tracking (head and hand) and
surrounding nature of the displays, that provided users with a field-of-view similar to that which is
available in natural perception in reality, to enable more natural interaction [HFH+00]. Investigating
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Figure 2.10: Comparison between visual telecommunication systems in terms of Benford et al.’s three
dimensions of spatiality [BBRG96]. Note that to ensure consistent polarity of the axes, artificiality
has been positively renamed as reality. System types include desktop VMC, “telepresence” VMC (e.g.
MAJIC, telepresence systems), non-immersive CVEs, semi-immersive CVEs, and ICVEs. Face-to-face
collocated interaction is also included.
various collaborative tasks with the same participants over extended periods of time (a situation that is
closer to the practice of actual collaborative work), Steed et al. conclude that interaction in ICVEs is
intuitive, and particularly suited to highly spatial and interactive tasks [SSH+03].
Benford et al. suggest that the increased interest in spatial approaches to CSCW might be viewed as
a shift of focus towards supporting the context within which work takes place, rather than the process of
the work itself [BBRG96]. The authors suggest two dimensions representing the fundamental properties
of spatiality by which visual telecommunication systems may be classified: transportation is analogous
to presence, and is concerned with the extent to which users perceive that they have left behind their local
space and have entered into some new remote space, while artificiality concerns the extent to which the
space is either synthetic or is based on the physical world [BBRG96]. In addition, the authors state that
spatiality is the primary dimension on which system types may also positioned, and is the degree to
which a system supports key spatial properties such as containment, topology, distance, movement, and
a shared frame of reference. Figure 2.10 positions desktop VMC, “telepresence” VMC, non-immersive
CVEs, semi-immersive CVEs, and ICVEs along Benford et al.’s [BBRG96] spatial dimensions.
As indicated by the high dimension of reality in Figure 2.10, VMC systems are likely to remain
superior in terms of presenting the truthful appearance of fellow interactants in their remote environ-
ments. However, even state-of-art VMC struggles to provide high levels of immersion and presence, as
denoted by the low transportation dimension, in a perceptually shared space, denoted by the slow spa-
tiality dimension. High dimensions of spatiality and transportation are inherent to highly-immersive VR
systems, enclosing users in wholly synthetic environments at the price of faithful replication of reality.
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This implies that, rather than observing others via flat 2D windows, ICVE users are able to share views
of a unified and shared workspace, consisting of the same objects and artefacts, and populated with other
users’ avatar embodiments. These embodiments grant access both to other users and to their actions
and orientations in the shared VE. Therefore, unlike VMC, ICVE users are visibly ‘embodied in’, and
‘connected to’, the common environment and objects within it [HFH+98].
Garau exchanged Benford et al.’s dimension of artificiality with the synonym of fidelity, arguing
that, in the context of interaction in ICVEs, realism hinges on a system’s capacity to portray a con-
vincing context and process for collaboration [Gar03]. This definition is instructive with regards to
the technological evolution of ICVEs, implying that operational practicality should be the focus of the
medium’s development, with the goal of maximising quality of communication. Thus, ICVEs are not
restricted along the dimension of fidelity as VMC is along the dimension of spatiality. The fidelity of
user appearance and behaviour has been the focus of much research in the AMC literature. This focus
is a logical induction from the importance of our own bodies in collocated social interaction, where the
full gamut of communicational cues by which to exchange knowledge is available. The correlate of our
own bodies in the virtual domain is an avatar, with which the research in this thesis, and the following
section, is concerned.
2.3 Avatars
Before the central topic of avatars is explored, the import of the two previous sections covering human
nonverbal communication and visual telecommunication systems on the current work will be stated.
Section 2.1 covered a range of nonverbal cues that are used during collocated social interaction.
These cues include facial expression, gesture, posture, proxemics, and chronemics. Oculesic cues, in-
cluding gaze, eyelid movements, and pupil dilation were focused on in particular, as the impact of their
transmission in AMC is the focus of this research.
Focusing on VMC and ICVEs, Section 2.2 detailed approaches to CSCW that aim to support syn-
chronous visual telecommunication between remote users. Despite development of highly sophisticated
systems, there is no substitute for the richness afforded by collocated meetings in reality. Benford et
al. suggest the three dimensions of transportation, artificiality, and spatiality to define characteristics
of telecommunication systems [BBRG96]. Illustrating the relative strengths and weaknesses of various
system types along these dimensions, Figure 2.10 exposed deficiencies in VMC with regards to repre-
sentation of 3D space which limit the ability for interactants to be aware and make use of the shared
environment.
ICVEs present an alternative paradigm to VMC, in which users are transported to a perceptually-
unified shared virtual space, and represented by graphical avatar embodiments. Schroeder considers
immersive technology, as an “end state”, in the sense that synthetic and multi-user environments that
are displayed to users senses cannot be developed further than fully immersive systems [Sch06]. ICVEs
are able to overcome some of the limitations of VMC and non-immersive CVEs with regards to framing
interaction in a navigable and 3D environment. However, in comparison with a VMC, which transmits a
users’ actual appearance and behaviour, avatars exhibit more primitive fidelity: particularly with regard
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to faithful replication of users’ nonverbal behaviour. This lack of capture and display of many NVC
channels is considered a critical hindrance to the support of high-quality interpersonal AMC in ICVEs
[Gar03]. In particular, gaze is identified as an important cue not captured or represented faithfully by the
medium [HSS+05].
Studying collocated interaction, Kendon established that shifts of gaze are systematically coordi-
nated with the timing of speech [Ken67]. Subsequently, Argyle et al. found that managing and syn-
chronising verbal negotiation was made more difficult if the interactants’ eyes were concealed by dark
glasses [ALC68]. Analogous observation in AMC was reported by Steed et al., in which participants
found negotiation tasks difficult due to the absence of avatar eye movement, which hindered the ability
to comprehend the intentions and activities of others [SSH+03]. Hence, in order to support collabo-
rative interaction in ICVEs that is more similar to non-mediated, collocated scenarios, the capture and
representation of nonverbal behaviour is considered to be essential [SRSH05].
The work in this thesis investigates immersive AMC in which oculesics are captured and transmit-
ted. The following section defines the state-of-art in AMC, framing the central research problem. The
theory of social agency is firstly introduced, followed by approaches to user embodiment and tracking
in ICVEs. The theories of social presence (often termed copresence in the VE literature [Gar03]) and
media richness are then detailed. Work defining aspects of avatar fidelity, and the impact of nonverbal
behaviour exhibited by virtual humans in VEs is discussed, introducing the concept of ‘transformed so-
cial interaction’ that arises in AMC. Finally, the current paradigms of animating the oculesic behaviour
of avatars is detailed, including a review of gaze modelling (the predominant method of gaze control),
and methods of animating eyelid kinematics and pupil dilation.
2.3.1 Social Agency
In their meta-review of social responses to computers, Nass and Moon state: “individuals mindlessly
apply social rules and expectations to computers” [NM00]. People generally require minimal encour-
agement to view computer systems and applications as social agents, reading far more understanding
than is warranted from symbols and graphical displays [Hof95]. This was unexpectedly observed, and
first documented, by Weizenbaum, when performing user studies with ELIZA: a computer program for
the study of natural language communication between man and machine [Wei66]. During the purely
text-based interactions between participants and the system, ELIZA simulated a Rogerian psychother-
apist, by rephrasing input statements from the user, and returning them as questions. Weizenbaum ob-
served many examples of people becoming emotionally engaged when “communicating” with ELIZA,
and some even asked to be left alone with the system. ELIZA and contemporary conversational-agents,
often referred to as chatterbots, take advantage of the tendency for humans to unconsciously equate pro-
grammed computer behaviour as analogous to conscious human behaviour: despite conscious knowledge
to the contrary. This phenomenon has become known as the ELIZA effect [Bod97], and may be consid-
ered a precursor to many observations of immersion and presence reported in the VE literature covered
in Section 2.2.2.
In the specific context of software-based virtual humanoids, agency describes their method of con-
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trol or interaction, with avatars and agents occupying either end of the agency-spectrum [NB03]. The
actions of an agent are dictated entirely by software, while an avatar’s actions are controlled by a human
in real-time. Definitions that acknowledge the subjective nature of the VE experience are provided by
Blascovich [Bla02] and Schroeder [Sch02], who similarly state that agency is the extent to which a vir-
tual human is perceived by individuals to be a representation of other individuals in the physical world.
Agency can be conceived as a continuum, with agents perceived to be entirely autonomous at one end,
and avatars perceived to be completely controlled by human means at the other end. Hybrid control
schemes in which an avatar is perceived as being partially autonomous and partially user-controlled lie
between these ends.
In the VE literature, it is common to find examples of virtual humans which are avatar-agent hybrids.
For instance, Garau et al.’s study on gaze modelling used participants’ tracked body movement and
posture to drive their embodiments, while gaze behaviour was controlled by a simulation [GSBS01,
VGSS04]. Similarly, Bailenson et al.’s work on “augmented gaze” altered the attentional cues of head
orientation and gaze in order to influence perceived direction of interest [BBL+05]. Experimental work
in this thesis primarily concerns virtual humans that approach pure avatars on the agency scale, and
follows Bailenson and Blascovich’s use of the term “avatar” to refer to a virtual human that is controlled
partially or entirely by a user, and “agent” to refer to a virtual human that behaves entirely by simulated
autonomous means [BB04], for instance as demonstrated in [VSS05]. Section 2.4 argues that, for the
application of telecommunication, behavioural simulation is inappropriate, and has the potential to alter
an unfolding communication. However, modelling may be cautiously considered when tracking of a
kinesic cue is impractical, or may not deliver significant benefit. This is explored in Section 7.2, which
investigates the modelling of eyelid kinematics.
2.3.2 User Embodiment and Tracking
In shared VEs, users’ avatar embodiments act as the fundamental mediators of the visual component of
an interaction [CWS99]. Hence, avatars function both to identify users and to communicate nonverbal
behaviour including position, identification, focus of attention, gesture and action [Tha99]. Avatars
generally exhibit generic humanoid form, which reflects their status as a representation of a human user,
and critically, enables a natural mapping between a user’s bodily movement and the corresponding virtual
behaviour. Avatars that exhibit humanoid form and behaviour have been shown to evoke a richer sense
of copresence in observers [CB01].
An ‘ideal’ ICVE system would precisely track a user’s full range of nonverbal behaviour, synthe-
sising them in real-time on a personalised avatar to be observed at other users’ sites. Aural, haptic, and
olfactory signals would also be spatially reproduced. The complexity of human behaviour and state of
real-time tracking and graphics ensures that such holistic reproduction of users’ behaviour in AMC is
not a realisable goal at the present stage of maturity in the research area. Indeed, Schroeder suggests
that AMC will never provide completely realistic ways of interacting or communicating with others, as
a number of features of collocated interaction will always be lacking [Sch02]. Even personalised and
high-fidelity avatars are unable to exactly depict either the behavioural or the representational idiosyn-
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Figure 2.11: Images of the blue-c system. Left:Close-up view of the real user’s body. Right: Corre-
sponding view of the synthesised 3D video display (courtesy of Gross et al.) [GWN+03].
crasies of its controlling user. Hence, rather than complete and individualised behavioural reproduction,
avatar embodiments should be likened to a ‘marionette’ featuring a series of strings which the user is
continuously ‘pulling’ as smoothly as possible [BBF+97].
Holistic and intricate replication of behaviour is clearly an advantage of video-based technology,
and the realisation of this orthogonal paradigm of 3D video reconstruction of remote users and environ-
ments is foreseeable in the future. Currently, the only example of this new generation of fully-immersive
video-based telecommunication systems is blue-c, which is capable of operating between CAVE-like
systems, and computes 3D video representations (using 3D irregular point samples as video primitives)
of users from multiple cameras positioned around the displays [GWN+03]. However, several technical
and performance issues limit the system as a practical telecommunication platform: at 15,000 point re-
construction the system operates at 9 frames-per-second (FPS), and round trip latency (i.e. the time taken
between a user’s motion and display at a remote site) is 330–560 ms, while at 25,000 point reconstruction
frame-rate is 9 FPS and delay is between 600–1000 ms. These values do not satisfy the threshold of a
200 ms round trip delay in order to support high quality voice telecommunication that was established
during the late 1960s by Brady [Bra71]. Brady also found that delays up to 600 ms were tolerable, but
communication was adversely affected. The author is unaware of any similar investigations into latency
tolerance in VMC, but one can reasonably assume that the highly temporal nature of the nonverbal com-
ponent of communication will exacerbate communicational difficulties given a similar round trip delay.
Finally, the blue-c cameras are also low-resolution, capturing content at a resolution of 640×480 pixels.
Figure 2.11 illustrates the display fidelity of the blue-c system as it appeared in [GWN+03].
Schroeder distinguishes the two approaches of avatar and video representation respectively as
‘computer-generated 3D environments’ and ‘video 3D environments’ [Sch06]. Both are considered as
end-states, supporting remote people completely immersed in mediated communication environments
and interacting with each other. However, the two have quite different capabilities. Video 3D envi-
ronments aim to capture the appearance of real users and real places, while computer generated 3D
environments generate user embodiments (avatars) and virtual places. The two technologies also grant
different activities: video environments are realistic and are constrained by this realism, while virtual en-
vironments allow manipulation of (virtual) objects and scenes. While the two approaches may be mixed,
such as rendering video-based users in a VE as demonstrated in [GWN+03], they represent two quite
different end-states toward the realisation of immersive ‘copresent’ communication.
During AMC in ICVEs, the capture, synthesis, and display of users’ nonverbal behaviour from
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Figure 2.12: Sensor placement and support polygon required to approximate a human user’s standing
pose as specified by Badler et al. [BHG93]
reality to virtual reality is an approximation rather than precise replication. Cues that are captured are
driven using tracking devices worn by the user [BBF+95]. Various types of tracking exist, including
magnetic, ultra-sonic, and optical, and all variants aim to capture particular components of NVC with
minimal latency in order to animate an avatar. Badler et al. demonstrated that four six-degree-of-freedom
(DOF, three position, three orientation) sensors are required to create a good approximation of a human
user’s standing position and posture, and that this arrangement may be used to drive an articulated avatar
in a VE [BHG93]. The positioning of the sensors is illustrated in Figure 2.12. The unsensed joints are
positioned by an inverse kinematics (IK) algorithm, while a support polygon is compared against the
sensor-computed centre of mass to activate stepping motions to balance the avatar.
While full-body articulation is attainable using optical tracking [Wor10], the most common tracking
arrangement in academic ICVE research is the simplified solution of a head tracker and one hand tracker
[GB95, SSA+01, SSH+03, GSV+03, RWOS03, SKMY09]. This two-tracker arrangement is identical
to that used in single-user VE applications, where head tracking is used for perspective rendering, and
the hand tracker is used for input. This two-tracker setup allows general kinesics to be approximated
by avatars, but fails to capture more subtle nonverbal cues. In terms of tracking, the novel aspect of the
research contained in this thesis is the introduction of mobile eye trackers, which are used both interac-
tively for real-time oculesic replication, and analytically for data collection and subsequent analysis.
2.3.3 Copresence (Social Presence)
The theory of social presence in telecommunication systems was introduced by Short et al. as the
degree of salience of another person taking part in the interaction, with a particular emphasis on how
the transmission of nonverbal cues is supported by the medium [SWC76]. Similar to presence, social
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presence is subjective, and concerns a medium’s perceived capacity to transmit the cues available in
collocated communication. In the VE literature, the terms social presence and copresence are often used
interchangeably, but as Garau summarises, what all definitions aim to capture is the sense of being in the
company of another person during the course of mediated interaction [Gar03].
The idea of copresence in the field of ICVEs, may be defined as the extent to which the system
interface becomes transparent and there is a sense of being present with other people in the environment
specified by the displays, and there is a direct working with the other people [SHS+00]. The term
is parallel to the established usage of presence that entails the sense of being present in a simulated
virtual environment [Zha03]. ICVEs often combine a high degrees of presence and copresence, because
the sense of being in another place and of being there with other people reinforce each other [Sch02].
Measurement of copresence can be performed by questionnaires [CB01], and also through physiological
measurement as discussed in Section 2.2.2. That section revealed that a user’s bodily movement relates
to the degree of presence that they may be experiencing in a single-user VE. It follows that, during AMC
between users of ICVE systems, the higher a user’s sense of both presence and copresence, the more
natural the behaviour of an avatar will be as observed by fellow users [FAM+00]. Hence, the degree of
copresence, experienced by all interactants, is influential to the quality of the AMC.
The assumption in social psychology that humans do not need to experience the actual physical
presence of others in order to influence or be influenced provides a firm basis for assuming that social
influence can occur within a VE [Bla02]. Fostering a high degree of copresence during AMC is essen-
tial, and it has been suggested that an embodied user’s level of social influence increases as a positive
function of copresence [BLB+02]. The capability for an individual to experience copresence with fellow
users of an ICVE system rests on their willingness to perceive avatars as representations of real persons
[Bla02]. There have been several studies suggesting that, similarly to presence, people’s response to vir-
tual representations of humans is automatic, and leads to copresence. Jeremy Bailenson and colleagues
working at the Virtual Human Interaction Lab at Stanford University have been pioneers of such work.
In an observational study of Second Life [Res10b], a large-scale online community, Yee et al. ex-
plored whether social norms of gender, proxemics, and gaze transfer into (non-immersive) CVEs, despite
others being represented by avatars [YBU+07]. Results suggest that the established norms of proxemic
and gaze behaviour are indeed preserved into VEs: male-male dyads maintain greater interpersonal dis-
tance than female-female dyads, male-male dyads maintain less eye contact than female-female dyads,
and decreases in interpersonal distance are compensated with gaze avoidance, echoing Argyle et al.’s
equilibrium theory specifying an inverse relationship between mutual gaze and interpersonal distance
[AD65]. Six years earlier, Bailenson et al. established that people also behave according to social sci-
ence theory in immersive VEs, by investigating interpersonal distance participants kept when faced with
a humanoid agent compared with a similarly shaped and sized non-humanoid object [BBBL01]. All par-
ticipants maintained more space around agents than they did around the objects, and female participants
positioned themselves further from agents that engaged them in mutual gaze than from agents who did
not.
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Yee and Bailenson demonstrated that people infer their own expected behaviours and attitudes from
observing their avatars appearance: a phenomenon termed the Proteus Effect [YB07]. For example,
participants in attractive avatars were found to become friendlier and to increase self-disclosure to con-
federate strangers than participants in unattractive avatars, and users given taller avatars negotiated more
aggressively than users given shorter avatars [YB07]. Applying the effect to avatars featuring photo-
graphic facial textures of their embodied participants, Fox and Bailenson found that the appearance of
participants’ avatars influenced the amount of exercise participants performed following the experiment
[FB09]. When viewing an avatar who gained or lost weight in accordance with their own physical exer-
cise, participants performed significantly more exercise in a voluntary phase than those viewing avatars
exhibiting no appearance change, or no avatar at all. Subsequently, participants were asked to run on a
treadmill while viewing an avatar in one of three states: running and featuring their own facial appear-
ance; loitering and featuring their own facial appearance; or running but not displaying a visual likeness.
Follow-up surveys performed 24-hours after the experiment revealed that participants in the likeness
and running condition demonstrated significantly higher levels of exercise in the intervening period than
those in other conditions. The Proteus Effect suggests that neither the virtual nor the physical self can
ever truly be liberated from the other. While avatars are entities that are created and directed in VEs, this
process can also occur in the opposite direction: avatars are able to recreate and direct people, influenc-
ing behaviour and interactions with others in the real-world long after the virtual experience has ended
[YB09].
As the visual and behavioural properties of fellow users’ avatars directly influence the experience of
presence and social presence during AMC, the VR system’s interface characteristics are critical. Imagine
two ICVE users, John and Sue, each physically located in remote CAVE systems, but interacting via
avatar embodiments in a shared VE. Now imagine that John sees Sue’s avatar and decides to wave to her.
John’s hand is tracked, so he is able to perform this action in an identical manner to as he would if he
was waving in the real world. Sue sees John’s avatar performing the characteristic greeting gesture, and
waves back by similar means. They approach each other and begin conversation. This is an example of
a successful unit of nonverbal communication common to small-group interaction in ICVEs. It matters
little if John’s waving motion is not exactly replicated by his avatar’s corresponding animation. Rather,
the critical measure of success for a unit of communication is that the semantic properties of the original
signal are preserved with high enough fidelity to be recognised by an observer. Following the exchange
of waves, both users are convinced that they are interacting with another person in a shared environment.
2.3.4 Media Richness
A closely-related theory, which owes its origins to social presence, is Daft and Lengel’s media richness
theory [DL84]. Media richness theory describes the ability of a medium to transmit and reproduce
information about the individuals who are communicating, with particular focus on transmission and
display of users’ natural nonverbal behaviour. The theory proposes that task performance will improve
when the task needs are matched to a medium’s ability to convey information. Hence, media capable
of sending “rich” information, such as collocated interaction or visual telecommunication, are better
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Figure 2.13: Low-, medium- and high-fidelity avatars respectively from left to right. Left: Avatars used
by Schroeder and colleagues in 2001 (courtesy of Ralph Schroeder) [SSA+01]. Middle: Avatars used in
experiments covered in Chapters 4 and 5. Right: Avatar used in experiments covered in Chapter 6.
suited to equivocal tasks where there may exist multiple interpretations of the available information,
while media that are less rich, such as text-based chat, are best suited to tasks of uncertainty where there
is framework for interpreting the information [DV99]. In the VE literature, media richness has been
measured by the ability to communicate with and interpret others [GSBS01].
2.3.5 Fidelity
The fidelity of an avatar describes its sophistication. Vinayagamoorthy argued that the fidelity of avatars
can vary along three dimensions: anthropomorphism (exhibiting humanoid form), photorealism (detailed
texturing), and truthfulness (resemblance to controlling user) [Vin06]. While Bailenson and colleagues’
work on truthfulness in VEs has been covered above, this section concentrates on the former pair of
anthropomorphism and photorealism. These two aspects relate generally to avatar design and devel-
opment, and are concerned with technical characteristics which give rise to the ability of an avatar to
display nonverbal elements of human behaviour.
The classification of a “high-fidelity” avatar is a moving target that evolves with state-of-art real-
time computer graphics, and expectations are influenced by exposure to media such as video games,
online social worlds, and computer-generated films and artwork. Suggested characteristics of the current
state-of-art of high-fidelity avatars are: facial expression capable of conveying emotion and some of the
subtleties of NVC; freely-rotating eyeball geometry and mechanics to animate the eyelids to support
blinking and lid saccades; phoneme-based lip-synchronisation; photo-realistic texturing; and a skeletal
structure approaching that of humans. Avatars exhibiting characteristics of higher levels of visual and
behavioural fidelity can potentially communicate subtleties of nonverbal communication more success-
fully than those of lower realism, and thereby enhance the quality of AMC [VSS05, Gar06]. A consistent
interaction effect between visual and behavioural realism has been found, indicating that the effect of
identical behavioural traits change in relation to the avatar’s appearance: higher visual fidelity benefits
from consistently realistic behaviour, while same rule applies for lower fidelities [Gar03]. Figure 2.13
aims to clarify this relationship.
Figure 2.13 shows three avatar models that may be considered low, medium and high fidelity. The
leftmost avatars were used in Schroeder et al.’s Rubik’s cube study circa 2001, the middle avatars are
used in experiments covered in Chapters 4 and 5, and the rightmost avatars represent avatars used in
experiments covered in Chapter 6. Taking the example cue of gaze, these three avatars demonstrate
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the interrelated nature of behavioural and representational fidelity: it is clear that the geometric (visual)
fidelity of the leftmost avatars fundamentally preclude the ability to display gaze (behavioural), as the
eyes are simply two black squares. According to the theory of consistency between components of
fidelity, observers are unlikely to expect animated gaze in this case [NB03]. However, the middle and
the right avatars exhibit higher levels of anthropomorphism and photorealism, and accordingly, observers
are likely to expect more human-like behaviour to be exhibited, including gaze [Sch02]. In the absence
of such expected behaviour, the avatars are likely to be perceived as lifeless [TBS+98].
Investigating the impact of the behavioural fidelity of eye movement on how avatars of various vi-
sual fidelities are perceived, Garau et al. argued that more realistic gaze behaviour had a positive impact
on the perception of more visually-realistic avatars, but in the case of a lower visually realistic avatar,
the more complex gaze model had a negative effect on participant response [Gar03]. A further iteration
of this principle may be expected when the middle and rightmost avatars in Figure 2.13 are considered:
while the geometry of the middle avatar does not allow for eyelid animation, the increased anthropomor-
phic fidelity of the rightmost avatar is likely to give rise to the expectancy for this behaviour. Hence, a
failure of the rightmost avatar to display blinks is likely to bestow it with a quality of lifelessness.
As avatars increase in anthropomorphic realism, able to more successfully communicate nonverbal
behaviour and thereby increasing the richness of AMC, a tension regarding control and agency arises.
The increased expectancy for avatars to exhibit a complete and natural human behaviour relies on more
complex methods of behavioural control, which is ideally achieved through tracking. However, tracking
in ICVEs is technically challenging, as the VR systems in which they operate allow users to move freely,
and feature low ambient light levels. This is a driving force behind the emergence of hybrid avatar-
agents featuring a combination of tracking and model-based behaviour. Gaze is a particular cue that has
warranted much interest in the VE literature. A review of gaze modelling is presented in the following
section, and have the general aim of generating plausible eye movements during an unfolding interaction.
2.3.6 Avatar Oculesics
The work presented in this thesis investigates the addition of eye tracking to the gamut of bodily track-
ing devices used in ICVEs. The primary interactive use of eye tracking is to enhance the behavioural
fidelity of avatars with faithful reproduction of their embodied users’ oculesic cues during AMC. Gaze
is investigated throughout the main experimental work presented in Chapters 4–6, and an avatar that
features gaze behaviour that is replicated from their embodied user may be referred to as a tracked gaze
avatar. Eyelid movement and pupil dilation are also investigated in Chapter 6, and an avatar featuring the
three oculesic cues of gaze, eyelid movement, and pupil dilation may be referred to as an oculesic avatar.
Tracked gaze and oculesic AMC has the potential to support superior gaze awareness than that possible
in VMC, as the spatial context of ICVEs allows users to move freely within a perceptually-unified shared
environment. Avatars generally exhibit the attentional cue of head orientation, driven by the prerequisite
head tracking. Head orientation is a significant contributor to how observers estimate an individual’s
attention, but provides lower fidelity than the combination of both head orientation and gaze direction
channels.
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Figure 2.14: Sequences of immersive AMC illustrating the changing focus of attention inferred from
direction of gaze (represented by the green circle) despite similar head orientation during greeting (top
sequence) and a puzzle task (bottom sequence). The addition of tracked gaze enables communicational
gaze rather than just attentional head orientation.
Figure 2.14 presents two sequences of interaction, taken from the experiment documented in Chap-
ter 5. The two sequences are displayed horizontally and aim to illustrate the operational difference be-
tween the use of tracked gaze avatars, and avatars featuring just head movement. The two sequences each
show three images captured from the perspective of a participant engaged in three-party object-focused
AMC. Each avatar’s eye movement is driven by an eye tracker worn a user, and similarly, each avatar’s
head is updated based on user movement from head tracking. While both sequences of images show
similar views of the virtual scene, and corresponding head orientation can be used as a general indicator
of attention, the user’s direction of gaze indicated by the green circle varies dramatically throughout the
interaction. Thus, in a VE populated with objects and avatars, the benefit of tracked gaze avatars is likely
to become apparent.
In summary, the richness of attentional signalling and observation during AMC between users of
ICVE systems corresponds to tracking capability. Due to the shared virtual space provided by ICVE
systems, tracked gaze AMC allows gaze to be used similarly to collocated interaction, thereby overcom-
ing VMC’s restriction on gross movement and indicating objects with eye direction. Work prior to that
presented in or associated (such as [MRS+07]) with this thesis, avatar and agent gaze has been driven
by simulation, or appeared static. The following sections review work in the agent and avatar literature,
together with studies found in the general computer graphics and animation literature, to present the
current state-of-art in oculesic behaviour of virtual humans. Corresponding to the prior review of human
oculesics, presented in Section 2.1, gaze, eyelid kinematics, and pupil dilation are covered.
Gaze Models
As the complexity of VEs and avatar behaviour increases, so does the difficulty in maintaining a direct
correlation between the user’s wishes and the avatar’s actions [PSS+01]. Control of the full range of
human nonverbal cues via tracking is impractical, and also too complex and temporal to be directed
by means of manual input. Consequently, models directing various behavioural channels have emerged
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[GB04]. Gaze models aim to generate naturalistic eye movement for a given interactional state and
scenario in order to enhance the realism of a virtual humanoid. Other than VEs, application areas of
gaze models include video games, computer-generated films, and general models of attention or gaze
prediction.
Gaze models typically exhibit several types of characteristic behaviours which are often inferred
by the current state of an unfolding interaction. In the case of conversation, this has included who is
speaking and who is listening [PLBB02]. Further input to such analytical models often include parame-
ters corresponding to behavioural components of gaze such as fixation time, angular velocity and saccade
magnitude. These values implement statistical generalisations about human gaze behaviour derived from
empirical studies of saccades [GB06] and/or statistical models of eye tracking data [PLBB02]. Manip-
ulation of such parameters can dramatically influence how an avatar’s psychological state is perceived,
including being excited or sleepy [DLN05], and dominant or submissive [KG08]. Critically for AMC,
results from associated user studies indicate that avatars exhibiting gaze behaviour that is directly related
to the current interactional state are able to significantly improve subjective quality of communication
compared to static gaze (no eye movement) or random gaze (eye movement is not inferred from any
interactional state) [GSBS01, GSV+03, DLN05]. Such findings support Vilhjalmsson et al.’s assertion
that, in order for avatars to meaningfully contribute to communication, their animation needs to reflect
some aspect of the interaction that is taking place [VC98].
Lee et al.’s Eyes Alive model is based on both empirical studies of saccades and statistical models
derived from empirical eye tracking data captured from dyadic conversation [PLBB02]. Eye trajectory
kinematics were extracted from the eye tracking data, which was further segmented according to whether
the wearer was speaking or listening. The model takes into account the dynamic characteristics of eye
movement, including saccade magnitude, direction, duration, velocity, and inter-saccadic interval. An
autonomous virtual agent head was used to exhibit various methods of gaze control: static, random,
and model-based. On a standard display, experimental participants were then asked to give feedback
relating to the perceived naturalness of the agent’s gaze. Results indicated that model-generated gaze
was perceived as more natural, friendly and outgoing, while stationary gaze was perceived as lifeless,
and random gaze gave an unstable element to the agent.
Garau et al. [GSBS01] presented a parametric gaze model which took timings from the classic
social science research on collocated dyadic conversations including Argyle and Cook [AC76], Argyle
and Ingham [AIAM73], and Kendon and Cook [KC69]. Similarly to Lee et al.’s Eyes Alive model,
gaze animations varied between speaking and listening states. For the speaking state, mean saccade
fixation was 1.8 seconds when looking towards the conversational partner, and 2.1 seconds when look-
ing somewhere else in the visual field. A mean frequency of 14 “at partner” glances per minute was
programmed. For the listening state, mean saccade fixation was 2.5 seconds when looking at the con-
versational partner, and 1.6 seconds when looking away. A mean frequency of 17 “at partner” glances
per minute was programmed. When looking at the conversational partner in both speaking and listening
states, the avatar’s eyes focused directly ahead, assuming that this was the partner’s location. Values
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for vertical and horizontal angles of “away” gaze were chosen randomly from a uniformly distributed
range between 0–15◦. The associated experiment investigated impact of gaze on perceived quality of
communication by comparing different gaze behaviour. Pairs of participants were asked to conduct a
conversational role-playing task over a non-immersive video-tunnel link, on which an virtual humanoid
representing the partner was displayed. The avatar exhibited either modelled or random gaze. Results
indicated that an avatar whose gaze behaviour was directly related to the conversation consistently and
significantly improved the quality of communication compared to random gaze.
Vinayagamoorthy et al. later combined the statistical elements of the Eyes Alive model with the
timing data implemented in Garau et al.’s model [VGSS04]. Consequently, the model presented an ap-
proach to generating natural gaze motion which took theoretical information from social psychology
studies to infer the gross gaze behaviour, and augmented this with the spatio-temporal eye trajectories
derived from eye tracking data. Led by Garau, the user study extended those associated with the inform-
ing models [GSV+03]. While the same role-playing task in [GSBS01] was used, AMC was performed
in an ICVE between pairs of participants using either a CAVE system or wearing an HMD. As well as
gaze behaviour (a component of behavioural fidelity), the experiment also investigated representational
fidelity of avatars, embodying users either with ‘cartoonish’, or photo-real avatar representations. These
full-body avatars appeared life-size to participants, and exhibited either random or model-based gaze be-
haviour. Speaking and listening states were both divided into sub-states of “at partner” and “away”, de-
termined by head-orientation derived from head tracking data. Findings relating to the photo-real avatars
concurred with the previous studies, showing that gaze models inferred from interactional states can sim-
ulate behaviour that significantly enhanced the perceived quality of communication. However responses
to the lower-realism avatars were adversely affected by the more realistic inferred gaze, supporting the
theory of a significant interaction effect between appearance and behaviour as subsequently addressed
in [Gar06]. It was also noted that experimental participants stood facing each other and maintained ap-
propriate personal space in accordance to Hall’s social proxemics classifications [Hal68]. Subsequently,
Yee and Bailenson’s work into the Proteus Effect observed this phenomenon in non-immersive AMC
[YB07].
Gaze behaviour is a significant indicator of level of engagement, and gaze models have also been
implemented as modules in broader simulations of human attention for agents, illustrating an alternate
paradigm for simulating eye movement. Gu and Badler’s model [GB06] aims to provide agents with
human-like responses to environmental stimuli by modelling aspects of human vision, memory and at-
tention. The model implements low-level motor control of saccades and smooth pursuits, together with
high-level gaze patterns that consider multi-party turn taking practices that include next speaker selec-
tion, engagement, cognitive workload, and distractions. The model views cognitive resources of agents
as a finite resource. Thus, as an agent is assigned more demanding tasks or conversational situations,
their mental workload increases and more attention is devoted to the most salient feature in a scene,
consequently increasing the likelihood of missing an unexpected event or environmental distraction.
Similarly, Peters and O’Sullivan introduced a gaze model as part of a broad agent animation system
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that infers interest from other agents in a scene, based on gaze, head orientation, body posture, and
locomotion [PPB+05]. Subsequently, the observing agent makes the decision to continue speaking or
take another action. The model takes into account external occurrences in the environment for both the
speaker and the listener, and generates appropriate gaze to adjust engagement levels accordingly.
While the Gu and Badler [GB06] and Peters et al. [PPB+05] models do not have associated user
studies, and are presented in rather theoretical manners, their approach to gaze modelling highlights the
complexity and unpredictability of human social interaction that models based purely on statistical and
empirical observations are unable to consider. Previous work on visual attention modelling on static
images and dynamic video scenes provides a saliency-based approach to gaze modelling that, combined
with statistical properties of eye movement, is investigated in Chapter 7. The remainder of this section
covers work related to development of the model.
The aim of modelling visual attention is to focus computational resources on a specific, salient
region within a scene. Koch and Ullmans framework for simulating human visual attention focuses on
the idea that the control structure underlying visual attention needs to represent such locations within
a topographic saliency map [KU85]. Multiple image features such as colour, orientation, and intensity
may be combined, forming a saliency map that reflects areas of attention. Similarly, the intrinsic saliency
of an object within a scene can be derived from parameters such as proximity, eccentricity, orientation,
and velocity [FW99]. Computation of this intrinsic saliency can then be used to determine the spatial
coding of gaze fixations in the virtual scene.
The extrinsic saliency of an object determines the duration of fixations [PLN02], and is concerned
with coherent fixation distributions during inspection of a scene. Henderson and Hollingworth [HH99]
review this area of high-level scene perception research further, which concerns the role of eye move-
ments in scene perception, focusing on the influence of ongoing cognitive processing on the position
and duration of fixations in a scene. Their review speculates whether ongoing perceptual and semantic
processing accounts for the variability of fixation durations, which range from less than 50 ms to more
than 1000 ms in a skewed-distribution with a mode of 230 ms. The average fixation duration during
scene viewing is also stated to be 330 ms, with a significant variability around this mean. The review
suggests that the fixation positions are not random, rather that they cluster on both visually and semanti-
cally informative regions. Spatial distribution of the first few fixations in a scene seems to be controlled
by both the visual features in the scene and global semantic characteristics. As viewing progresses and
local regions are fixated and semantically analysed, positions of later fixations come to be controlled by
both the visual and semantic characteristics of local regions. The length of time the eyes remain in a
given region is immediately affected by both characteristics.
Henderson and Hollingworth’s research [HH99] leads to the hypothesis that the eye will be attracted
to regions of a virtual scene that convey the most important information for scene interpretation. The
intrinsic saliency of an object in a scene determines the spatial distribution of fixations, inferred from
continuous interaction within the virtual scene. The extrinsic saliency drives the temporal coding of
fixations, determining their duration. The gaze model presented in Chapter 7 takes head tracking as
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input, which defines a user’s current view of a virtual scene. The extrinsic saliency of objects and other
avatars is then calculated, and gaze is distributed accordingly. The approach also implements a plausible
linear interpolation algorithm for the dynamics of the human eyeball.
2.3.7 Animating the Eyelids
When compared to eye gaze, animation of the eyelids has been largely overlooked in the computer graph-
ics literature. Although subtle and deceptively simple, the kinematic behaviour of eyelids is non-trivial.
As covered in Section 2.1, the eyelids have two major motion components: lid saccades that follow the
saccadic motion the eyes, and blinking. Section 2.1 also established the role of eyelid movement, both
in regard to providing information as to where people are looking and as indicators of an individual’s
psychological state.
As eyelid motion is a critical component of human facial expression, facial animation engines have
often incorporated some form of eyelid dynamics in order to enable richer expressivity during human-
agent interactions in VEs [VC98, BBP01]. The overall success of these systems depends on their ability
to communicate recognisable emotion to observers rather than to generate accurate eyelid kinematics.
Hence, quantification of physiologically accurate human eyelid motion is generally not an explicit con-
cern. Optical marker-based facial performance capture techniques have been successful in recording the
subtleties of an actor’s facial movements [Wil90, CET+01]. This performance data can then be compos-
ited or learned to subsequently animate a character’s eyelids. Similar methods have also been successful
when used in combination with gaze motion data, building on the high correlation of movement between
the two [BB09, DLN05]. However, such data is often closely coupled to a particular character rig, and
thus is not easily parametrized to create a reusable procedural model. Also bypassing accurate dynamics,
Tateno et al. implement “enhanced” (exaggerated more than double) eyelid deformation based upon an
artist’s sketches of the eyes [TTO05].
There has been some work investigating the impact of the frequency of blinking, or blink rate.
Takashima et al. [TOY+08] presented a study investigating the effect on observers’ subjective impres-
sions of agents. The stimuli included humanoids of both sexes with generic reality, cartoon-style hu-
manoids, animals and unidentified life-forms. Animations of agents performing blinks at various rates
(9, 12, 18, 24 and 36 per minute) were judged on a seven-point Likert scale. Results revealed that agents’
frequency of blinking has a dramatic impact on how they are perceived by observers. A rate of about 18
blinks per minute was seen to give a friendly impression, while a higher rate reduced the potency of the
avatar, and a lower blink rate gave a more intelligent impression. Finally, the impact of varying blink
rate was greater with the humanoid representations than the cartoon-style avatars [TOY+08].
Itti et al. [IDP03] incorporated blinks into their engine for animating avatar eye and head motions
using a simple heuristic to determine frequency of blink rate. Blinks lasted for a fixed period of 150 ms,
and no further details regarding dynamics are provided. Bitouk and Nayar implement a similar method,
taking 200 ms for blink duration [BN08]. Although they are not specific about lid saccades, the gaze
model presented by Peters and O’Sullivan [PO03] implements blinking correlated with gaze shifts by
parametrising the vertical angle of gaze (presumably inferring a starting position of the eyelids) as an
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Figure 2.15: Examples of technical methods to achieve facial animation, and in particular, eyelid move-
ment. The models are used at various throughout the research presented in this thesis. Top: character
with bone rig. The ‘skeleton’ of the character is mapped the geometry, so when the bones rotate, the
weighted vertices deform accordingly. Bottom: character with morph target sub-meshes. Sub-meshes
are blended between by the animation system to achieve facial expression.
input to the magnitude of a blink. While this last study may hint at the complexity of eyelid movements,
details of kinematic behaviour have so far been left undefined.
The computer graphics literature on virtual character animation has not presented physiologically-
based models of human lid saccades or blinks. This is certainly not to say that current real-time and
pre-rendered virtual characters have static eyelids, but rather that the problem of eyelid animation has
generally been solved in an ad hoc way, using motion captured data or unrealistic linear motion. While
animation generated from motion captured data can generally be considered physiologically-accurate,
the process of capture and encoding is expensive, and often performed for specific implementations and
character rigs. Thus, whilst a character’s eyelid animation may be sophisticated, often based on blend
shapes or linear blend skinning as illustrated in Figure 2.15, the characteristics of human eyelid kinemat-
ics have not been presented in the literature. This is addressed in Chapter 7, which presents models for
lid saccades and blinks based on the eyelid dynamics of normal human subjects. A preliminary experi-
ment, also presented in Chapter 7, demonstrates that the inclusion of lid saccades is a significant factor
in enhancing the perception of realism of virtual humanoids.
2.3.8 Pupil Dilation
Even more-so than eyelid animation, it has only been relatively recently that VE and graphics researchers
have begun to address the issue of pupil dilation in virtual characters. The temporal progression repre-
senting the synthesis, into graphical animation, of the gamut of visual human behaviour can be seen to
follow a cost-benefit analysis that is coupled to the gradual advances of graphics and display technolo-
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gies. Hence, critical elements of character animation, such as skeletal motion, facial expression, and gaze
are generally well-researched, while the more subtle cues such as pupil dilation, tears, and wrinkles have
only recently been considered. The evolution of real-time computer graphics is approaching a stage in
which it is both technically-feasible to depict subtle characteristics of human physiology and behaviour,
and, with the proliferation of high-definition displays, these subtleties are able to be represented and
observed with clarity.
To date, there is only a single study in the VE literature that includes pupil dilation in the range
of nonverbal expression exhibited an agent. Addressing the difficultly of robust gesture-recognition as
an input modality to VE applications, Kotranza et al. [KJC+09] present a method in which a a single
hand-held and tracked interaction device acts as a surrogate for multiple virtual tools including the user’s
hand, tools, and other objects. The authors evaluate the method in a medical education scenario, training
users to conduct a neurological exam of a virtual human agent. An eye exam is among the tests that
participants were asked to perform on the virtual patient, and this includes asking the agent to follow
a moving object, asking the agent to blink or wink its eyes, and testing pupillary reflex to light. In the
‘healthy’ agents, changes in pupil size were animated according to the presence or absence of light.
However, the animation dynamics were not defined, and so are unlikely to be based on physiological
characteristics of pupillary response to light.
Pamplona et al. introduce a physiologically-based model for pupil light reflex and an image-based
model for iridal pattern deformation [POB09]. The light reflex model expresses pupil diameter as a func-
tion of the environmental lighting, and is described by a delay-differential equation, naturally adapting
the pupil diameter even to abrupt changes in lighting conditions. Derived from measured data, the reflex
model correctly simulates the actual behaviour of the human pupil, producing high-fidelity appearance
effects, and can be used to produce real-time predictive animations of the pupil and iris under variable
lighting conditions. Images of Kotranza et al.’s and Pamplona et al.’s work on pupil dilation are presented
in Figure 2.16.
While these studies are concerned with pupillary responses to light, work presented in this thesis
is concerned rather with pupil dilation as an indicator of the psychological state of users engaged in
immersive ACM. Similar to the other oculesic cues of gaze and blinking, the data is employed both
for real-time animation of avatars and for analytical use. While the current literature has not directly
approached this problem, there has been some interesting work with regards to using pupil dilation as
an input to VE applications. Ekman et al. present an eyes-only computer game, Invisible Eni, which
uses gaze, blinking and pupil size to affect game state [EPM08]. Pupil size can be indirectly con-
trolled by physical activation, strong emotional experiences, and cognitive effort, and Invisible Eni maps
users’ pupil size variations to the game mechanics, allowing players to control game objects by use of
“willpower” (manipulating their own cognitive and emotional effort). Specifically, the game uses pupil
size to model magic, allowing the player to open flowers by staring at them with dilated pupils. Thus, the
study implements a fantastical means of visualising a user’s pupil size together with a novel interaction
technique.
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Figure 2.16: Top: Virtual eye exam as presented in [KJC+09]. By shining the light of the virtual oph-
thalmoscope into the virtual patient’s eyes, the right eye constricts, while the damaged left eye remains
dilated. Bottom: Simulated results of pupillary reflex to light as presented in [POB09].
2.4 Tracking versus Simulation
As examined over this chapter’s previous sections, VMC is generally restricted by spatial orientation be-
cause users have a flat window onto each other’s space rather than sharing perceptually unified environ-
ment. The spatial characteristics afforded by ICVE systems, in which remote participants are embodied
as avatars, avoids this limitation, but introduces the challenge of transmitting users’ nonverbal behaviour.
Prioritising gaze as a critical nonverbal cue in social interaction, prior research in AMC has often relied
on automated simulations that aim to generate eye motion that is relevant to the current state of unfold-
ing interaction. Simulating gaze is an attractive solution for avatar gaze control, able to both enhance
the realism of avatars and avoid the technical challenges associated with integrating eye tracking into an
ICVE system.
This following section reviews analyses of collocated social interaction and identifies common gaze
practices that cannot be determined or predicted by any practical means, including by the interactants
themselves. The extent to which such practices constrain the prospects for faithful simulation of user
gaze in AMC is discussed. It is argued that displaying unfaithful gaze modifies the communicational
properties the AMC, thereby potentially changing the communication itself. This argument motivates the
central problem of the research contained in this thesis, suggesting that tracked gaze AMC has potential
to enable superior quality of communication. Finally, methods for better designing avatars and agents
that inspire subsequent work presented in this thesis are discussed.
2.4.1 Limitations of Gaze Models
Gaze models have been shown to be capable of generating autonomous eye movement that achieves
certain levels of perceived realism and task-relevant interactional cues. Associated user studies have
demonstrated that modelled gaze is able to enhance copresence and believability beyond that achieved
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by static or random gaze avatars [CCD00, PLBB02, FOM+02, VGSS04, DLN05, KG08, MD09]. How-
ever, in the context of real-time AMC, there are a number of limitations and implications of modelling,
as opposed to tracking, gaze. The empirical or statistical data on which gaze models are based has,
overwhelmingly, been informed from dyadic collocated interaction. Accordingly, evaluation of the mod-
els has largely taken place using standard non-immersive displays and dyadic conversational scenarios.
Consequently, it is unclear how well they can operate in multiparty or task-based interactions in ICVEs
that feature a wide field-of-view and a high degree of spatial awareness. While models, such as Gu
and Badler [GB06] and Peters et al. [PPB+05], aim to support richer, multiparty interaction between
autonomous agents, it remains to be seen how they may be adapted for use in real-time immersive AMC.
A general issue hindering the use of behavioural modelling in AMC is that aspects of users’ NVC
are likely to vary: both across different moments in the interaction, and also across individuals and com-
binations of interacting individuals. Therefore, while inferred models may generate more interactionally-
relevant behaviour than models generating random behaviour, action displayed by a model-driven avatar
does not necessarily match the action performed by the user it represents. Thus behavioural models alter
the semantic properties of the nonverbal component of communication between users engaged in AMC.
An avatar which displays behaviour that contrasts to that of the user it claims to embody should be re-
garded as a subtle example of transformed social interaction. Thus, in the case of modelled gaze AMC,
users’ actual eye movements are not transmitted, and are instead replaced with autonomous behaviour.
Throughout an avatar-mediated interaction there is likely to be a certain proportion overlap, in terms of
gaze direction at specific moments in time, between gaze generated by a model and the actual gaze per-
formed by a user. However, this is due to statistical probability rather than communicational similarity,
and holistically, the nonverbal information available to interactants is altered significantly. In contrast,
tracked gaze AMC, in which avatars reproduce their controlling user’s actual gaze, enables the real-time
communicational practices afforded by the cue, including signalling and observing others.
Gaze models infer the behaviour they generate from other actions and events. Therefore, a par-
ticular problem for such models is posed by interactional practices that are accomplished through the
deployment and observation of gaze itself, rather than via other resources, such as talk or gesture. The
following section reviews research into such practices. Findings emerging from conversation analysis
(CA) are presented, which aim to provide detailed technical analyses of the resources out of which par-
ticipants build social interaction. CA is an inductive process for analysing how human interaction is
organised into sequences of action or systematic practices [Sac95]. CA is also employed as an analysis
technique in the experimental work presented in Chapters 4 and 5.
2.4.2 Gaze Practices in Collocated Social Interaction
Underlying the implementation of behavioural modelling for avatars and agents is the aim of making
their behaviour realistic, perceived in terms of similarity to experience of collocated interaction. Conse-
quently, simulation requires knowledge of human practices such that they can be modelled. This section
draws on CA research, demonstrating that in social interaction, humans habitually use gaze practices
which are consequential for the interactions in which they occur, yet which cannot be predicted or in-
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ferred from any other observable behavioural state, including talk. These practices are significant, as
many gaze models are based upon such classifiable, explicit, states. There are several practices accom-
plished with the deployment and observation of gaze that challenge the suitability of using behavioural
simulation during AMC. These are addressed in turn.
Speaker Selection in Multiparty Interaction
One important use of gaze that poses serious difficulties for simulation is its deployment for speaker
selection. In a multiparty setting featuring three or more interactants, a speaker may sometimes address
all those present, and sometimes address just one person. There are number of resources that speakers
can use to accomplish such unique addressing. One resource is to include a unique identification term
such as the addressee’s name. However, gaze appears to be an important and widely used practice to this
end [Dun74]. Commonly, a speaker will gaze at the party whom they are addressing, and in particular,
bring their gaze to them as their turn reaches its end. Often, talk will include the pronoun “you”, thereby
indicating that someone is being addressed, but whom that someone is may only be revealed by the
speaker’s gaze [Ler03].
The CA fragment presented in Figure 2.17 details an example of this phenomenon. Four friends
are talking and having dinner when one participant (Vivian) asks a question: “Have you been watching
it [referring to the film Rocky 3] a lot?” (Line 12). Evidently, there is no vocal clue about who is being
addressed by “you”, and following this utterance, the listeners’ monitor Vivian’s gaze to determine who
is being questioned and selected as next speaker. This occurs firstly on Line 13, annotated by Nv and Mv,
indicating that ‘Nancy gazes at Vivian’ and ‘Michael gazes at Vivian’ respectively. However, as indicated
by Vs on Line 13, it is apparent that Vivian is in fact gazing toward Shane during the production of her
question. It is only after 1.2 seconds, indicated on Line 14, that Shane finishes chewing his food and
looks towards Vivian, on Line 15, that he recognises that the question is directed at him, and begins to
produce a response, at Line 16.
In this case, the utterance of “you” in the question is used to address a single person, thus selecting
that person to speak next. However, all those listening to Vivian could assume that they were possibly
being addressed. It is only through the use of gaze, when Nancy and Michael look up at a point when
a response may soon be due, that they can determine from Vivian’s gaze direction that the question is
being visibly directed to Shane, and neither responds during the 1.2 seconds before Shane speaks at Line
16.
This human social practice has two important implications for the experiments investigating tracked
gaze AMC presented in Chapters 4–6. Firstly, it demonstrates the importance of gaze during natural
collocated communication, and hence suggests the benefit of capturing and representing gaze in a faithful
and meaningful form during visual telecommunication. Secondly, it reveals an important limitation of
gaze simulation. Given that there is nothing in the speaker’s talk that listeners can use to determine
who is being addressed, the listeners must monitor the speaker’s gaze, which allocates the next speaker.
Accordingly, there is no information embedded in the speaker’s talk or kinesic behaviour that a gaze
model could use to infer where the speaker is in fact gazing. Hence, if the interaction scenario described
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Figure 2.17: Extract from Lerner [Ler03]
.
in Figure 2.17 were to be performed in AMC, the communication is likely to be significantly altered if
gaze is modelled rather than reproduced faithfully.
Promoting Sequence Expansion
In collocated interaction, gaze is often employed in particular sequential positions, such as following a
response (such as an answer) to an initiating action (such as a question) in order to pursue further talk.
For example, Rossano [Ros05] shows that, following an answer to a question, a questioner may maintain
their gaze at the answerer, indicating that they do not consider the provided answer as sufficient for the
sequence to be complete. More generally, interactants display to one another that they take a sequence
to be possibly (and actually) closed at that point by withdrawing from mutual gaze. By maintaining their
gaze, people can show themselves not to be treating a sequence as being finished, so the sequence is
often extended as their gaze behaviour pursues further talk from an interlocutor. Moreover, people can
withdraw gaze from an interlocutor at a point of possible sequence-completion, and then look up to see
if their interlocutor has also withdrawn their gaze, indicating whether the potential sequence-completion
has indeed been treated as actual completion or not [Sch07]. This careful monitoring of participants’
gaze in interaction is only understood in terms of talk as the place in which a sequence reaches its
possible completion, but what is treated as actual completion is only decided locally by the interactants,
and is accomplished by gaze signalling and observation. Again, this communicational exchange would
presumably fail in a majority of instances in a simulated gaze scenario in AMC, as gaze itself is the
conductor of the interaction.
Characterising a Suspension of Talk
The examples of speaker selection and sequence expansion presented above show how interactants can
engage in ‘meaningful’ gaze practices that can only be understood from gaze itself, and not from talk
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or other interactional elements that it is associated or coincident with. There are more communicational
practices that can be achieved by gaze (in conjunction with other factors) that cannot be easily inferred
just by the talk or other kinesic action during a conversation. The practices examined below involve
interruptions to talk with different gaze practices that are deployed to achieve very different actions.
Kidwell shows how very young children understand the importance of different looks produced by
their caregivers, distinguishing between ‘mere looks’ and ‘the look’ which can be used for sanctioning a
child [Kid05]. An interruption to talk associated with fixed and relatively long gaze at a child produces
sanctioning of some kind of bad behaviour, and is often successful in stopping the child’s activity. For
example, in Figure 2.18, a caregiver (CG) reads a story book to two children. At the beginning of the
exert, the caregiver looks towards the children while she reads from the book. During this ‘mere look’,
one child pulls the shirt of the other child, Heather (H), who cries out as the caregiver’s gaze returns to
the book at the utterance of “hop”. On reaching the end of her sentence, the caregiver’s gaze then returns
to the children, this time interrupting the process of reading the story until the child being sanctioned
lets go of Heather’s shirt: this is ‘the look’. The children are shown by Kidwell to be both attentive and
responsive to both whether they are being looked at and how they are looked at.
Figure 2.18: Extract from Kidwell [Kid05].
Not every interruption to talk is, however, a sanctioning activity. Goodwin and Goodwin show
that when engaging in word-searches (thinking about the correct word to use), and thereby interrupting
the progression of their talk, a speaker will look away from the listeners of their talk [GG86]. Such
interruption of talk can be understood in those cases as being performed as the course of activity of
finding the right term, name or word in order to then progress with the activity that was in course. Other
interruptions and restarts while the speaker looks at their interlocutor can be used when speakers seek
to attract gaze toward them [Ros05]. It can be seen from such cases that similar vocal practices, such
as silences and the interruption of talk, can be associated with different actions. As Kidwell states,
“the import of a gaze is a locally contingent, interactionally achieved matter” [Kid05]. Another relevant
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import from the examples shown above is the fact that some activities are, in effect, implemented with
the use of gaze rather than via other verbal or nonverbal means. This practice has been demonstrated
above with regards to speaker selection, to pursue an action, and to sanction bad behaviour. Another
example of an activity featuring sequences of interaction which cannot be inferred by the talk amongst
interactants, and is instead achieved by nonverbal resources, are those involving objects.
Projecting Involvement with a Different Activity
As shown by Rae [Rae01], participants can project an involvement with some other activity and/or
object (for example a telephone and the action of ringing someone) via nonverbal resources. The extract
presented in Figure 2.19 makes evident that although a participant does not make any verbal reference
to phoning someone, their nonverbal signalling implies entry into a phone call.
Figure 2.19: Extract from Rae [Rae01].
Two particular body movements are especially relevant here. First, during his talk, and well before
he picks up the receiver, Anthony (A) turns his head toward the phone. This redirection of gaze involves
a head turn of about 90◦, and subsequent rotation of the chair toward the phone. These nonverbal actions,
together with talk, clearly project involvement in phoning. In this fragment, the speaker’s head-turn can
be seen as the initial movement in a trajectory that leads to making contact with the telephone [Rae01].
Then, by picking up the receiver while his talk is still in progress, the speaker further projects that the
relevant action on the cessation of his talk will be making a phone call. Again, the employment of
gaze in this fragment cannot be inferred from talk, but rather from the specific use of meaningful head
orientation and gaze direction.
Another important issue to be raised is the role of head orientation in understanding gaze direction
and participants’ attention. As shown in the extract above, the listener does not have to see the eyes of
the speaker in order to understand that a head-turn towards the phone, and a subsequent repositioning
of seating arrangement towards the phone, means ‘looking at the phone’ and projects the making of a
phone call. Participants and analysts, often do infer what/who is being looked at by their interlocutor’s
head orientation. It should be pointed out that in general, research in human interaction using CA, the
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methodological approach to data analysis considered here, focuses on naturally occurring, spontaneous
social interaction and uses video recording to capture it. Therefore, it does not use eye tracking in the
analysis of gaze in social interaction, and consequently the focus of participants’ gaze sometimes must
be inferred from head orientation.
2.4.3 Discussion
The human practices associated with gaze reviewed over the previous sections have shown the impor-
tance of the cue in natural collocated interaction and, consequently, demonstrate the need to capture
and represent gaze in visual telecommunication systems. Gaze is “part of the interactional machinery
by which participants sustain and regulate their conjoined activities” [Rae01]. Consequently, there are
profound problems in attempting to simulate the gaze of embodied avatars during real-time interaction,
as gaze itself, rather than talk or other nonverbal signals, is most commonly used to accomplish certain
interactional practices including speaker selection, to pursue an action, to sanction a bad behaviour, and
to project an involvement with a different activity.
The representation of users’ gaze behaviour poses particular challenges to AMC in ICVEs. Whilst
certain aspects of human behaviour, such as talk, can easily be captured and transmitted, gaze is tech-
nically challenging, particularly in immersive VR systems where users are granted free movement and
ambient light levels are low. Clearly, in case of technical failures and other shortcomings, there are
practical benefits to at least some degree of simulation of avatar gaze. Simulation of remote users’
gaze at each local site appears an attractive strategy, as it would circumvent the need for the network
transmission of gaze information, and also adapts to failures at remote sites and asymmetric hardware
configurations. In addition, when remote users’ gaze has been tracked, transmitted and represented,
smoothing or filtering may be required due to eye tracker noise or losses in data transmission. Neverthe-
less, with the exception perhaps of certain degrees of low-level filtering, simulation requires knowledge
of human gaze practices. However, based on CA research presented in this section, there are certain
classes of gaze behaviour where the interactional work is done by gaze itself. This review identified four
cases: selecting next speaker in multiparty interactions, showing that a sequence has not yet reached
completion, sanctioning, and proposing a course of action. These behaviours cannot be inferred from
any verbal or nonverbal behaviour but gaze.
The distinction between head orientation and gaze has been discussed in Section 2.4.2. When a
person’s gaze displays what they are doing, it is possible that head orientation may be sufficient to com-
municate the relevant information. Indeed, it was noted that sometimes when carrying out interactional
analysis without eye tracking, that gaze is inferred from head orientation. Whilst it appears to be the
speaker’s gaze that is the critical point of this issue, there is still the possibility that head orientation
might be enough of a clue to infer gaze direction. However this seems unlikely: as documented by
Lerner, although gaze is an explicit form of addressing, the success of this practice depends upon the
separate gazing practices of co-participants [Ler03]. So, the addressed participant must recognise that
they are being addressed, and other participants must understand they are not being addressed. This
demonstrates that gaze placement is carefully used and monitored by participants. Moreover, when ob-
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serving agents in semi-immersive VR systems, gaze has been shown to be of vital importance for the
correct identification of gaze direction [MRS+07].
The case of speaker selection is particularly interesting as it has received attention both within the
VMC literature [VSvdVN01] and within CA literature [Sch07]. In collocated interaction, the success
of speaker selection through gaze depends on the careful attention of listeners as to the speakers’ gaze
behaviour. As such, it seems likely that mutual gaze is relevant at this juncture because it enables a
speaker who is allocating the floor to another interactant through gaze to see that this party has indeed
seen their gaze. Likewise, it also puts the allocated party in the position of seeing that this is the case.
Such junctures are sometimes referred to as “eye contact”, however this is misleading for two reasons.
Firstly, when concerned with a participant seeing that they have been allocated a turn at talk, the issue
is whether or not they can see that they are being gazed at. Consequently, the term “eye contact”, with
its connotations of “holding” each other’s gaze, introduces extraneous ideas. Secondly, in collocated
interaction, the use of gaze as a resource for speaker selection is not just a matter of the selected party
seeing that they have been addressed: it is also a matter of other parties seeing they have not been
selected, and subsequently using their gaze to identify who has been selected. So, it is not enough to
know when gaze is directed at oneself; it is also crucial for interactants to see who else the speaker is
gazing at.
Therefore, whilst speaker selection is clearly important activity during visual telecommunication, it
should be remembered that there is also the more general requirement for all participants to be able to be
aware of, and to be able to determine, the gaze of others. Sometimes, addressing is done not by gazing
at the addressee but by gazing at certain objects. For instance, “Can you pass that?” is a common phrase
heard in a collocated multiparty setting, where gaze shows what “that” refers to and “you” can then be
inferred by proximity to the object. Incidentally, in some cases, it seems very plausible that hand gesture
would be implicated.
A major aim of work involving virtual avatars and agents is providing behavioural and representa-
tional realism such that observers feel that they are collocated with other humans, who may be embodied
by an avatar. In Chapter 7, simulation of human gaze behaviour with a model developed from captured
eye tracking data is investigated. The potential to model gaze presents itself as a solution to various
challenges that arise in using AMC as a form of remote interaction. However, work on avatar realism is
partially orthogonal to accurate display of users’ nonverbal behaviour. A particular problem is that in-
ferred gaze may be rated as “realistic” [PLBB02, VGSS04], yet fail to replicate crucial communicational
gaze behaviour. Therefore, a gaze model may receive high ratings for perceived realism or authenticity,
yet not actually be faithful to the behaviour of the embodied user. In the context of autonomous agents,
the aim is to present gaze behaviour that is perceived to be realistic. However, in the case of real-time
AMC, there are actually human participants communicating, whose gaze behaviour could be quite dif-
ferent from that displayed by a gaze model. Indeed, in some contexts, ethical issues might arise if a
participant does not know how their behaviour is being represented.
Finally, it should be noted that an avatar exhibiting modelled behaviours it is no longer a pure
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avatar measured on the dimension of agency detailed in Section 2.3.1. Such avatar-agent hybridisation is
perhaps evident in Vinayagamoorthy and colleagues remark: “By embodying an avatar with behaviour,
emotion or personality skills, we provide the participant with a virtual character in the full sense of the
word” [VGSS04]. Although some problems of using models to represent human behaviour in AMC have
been emphasised here, this does not remove from the fact that such studies have their value as empirical
demonstrations of how certain aspects of avatar behaviour are perceived. Avatars and agents have strong
potential in educational and entertainment applications, where they may be used to display manipulable
behavioural traits and interactional styles that may differ from the actual behaviour of a controlling user
[BBL+03].
2.5 Chapter Summary
This chapter has been divided into four main sections. The first section presented an overview of human
NVC, covering kinesics, gesture, facial expression, proxemics, chronemics, and oculesics. Oculesics
were covered in particular detail, identifying the importance of gaze, eyelid kinematics, and pupil di-
lation in social interaction, along with the physiological properties of the cues. The particular sce-
nario of deceptive communication was introduced, demonstrating the importance of oculesics during the
psychologically- and cognitively-arousing interaction of communicating and detecting deception.
The second section focused on visual telecommunication systems, establishing the importance of
gaze awareness, and positioning state-of-art VMC systems as the optimal form of high-quality interper-
sonal remote interaction. VMC’s inherent problems with regards to representation of 3D space, along
with novel but imperfect approaches aiming to alleviate this problem were then detailed. AMC in ICVEs
were then presented as a maturing medium, able to overcome the spatial limitations of VMC, locating
users in a navigable and interactive shared graphical environment populated with objects and avatars
embodying users. The topics of immersion and presence, central to VE systems, were also covered.
The third section introduced avatars as the primary mediator of the visual component of telecom-
munication in ICVEs. The influence of social agency, user embodiment and control, copresence, and
fidelity were established as critical factors influential to the success of AMC. However, the primitive
nature of avatar fidelity, particularly with regards to faithful replication of nonverbal behaviour, was es-
tablished as a critical hindrance to the support of high-quality interpersonal AMC. Reflecting the review
of human oculesics, work regarding avatar gaze, eyelid dynamics, and pupil dilation was then presented,
with a particular focus on gaze models: a predominant method of avatar gaze control.
The fourth and final section constructed the argument that gaze modelling has profound problems
for use in real-time AMC, and that gaze must be tracked in order to preserve the semantic properties
of communication. CA and social interaction research was reviewed, exposing four classes of gaze
behaviour (selecting next speaker in multiparty interactions, showing that a sequence has not reached
completion, sanctioning, and proposing a course of action) where interactional work is performed by
gaze itself. Therefore, while simulations of gaze may be able to generate observably believable be-
haviour, they are incapable of inferring the actual eye movements of users from any verbal or nonverbal
cue but gaze itself.
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The major experimental research presented in this thesis investigates the use of eye tracking in
AMC. The experiment presented in Chapter 4 is preliminary, and compares tracked gaze AMC and gaze
aware VMC in a multiparty conversational scenario. Analysis is performed using eye tracking data in
combination with CA. Chapter 5 investigates the influence of varying methods of avatar gaze control
during collaboration in a multiparty object-focused scenario. Objective measures of performance are
combined with eye tracking analysis and subjective questionnaires. Resuming the interest in truth and
deception, the final telecommunication experiment, presented in Chapter 6, compares ‘full’ oculesic
AMC (featuring gaze, blinking, and pupil dilation) with VMC. Eye tracking data and questionnaires
are used to perform analysis of the interactions, and a follow-up experiment determines the impact of
bestowing avatars with full oculesic behaviour on the ability of observers to detect truth-telling and
lying. Chapter 7 presents work involving behavioural modelling: a preliminary experiment investigating
the impact of varying oculesic properties of an agent on how they are perceived by observers; two
models describing the kinematic properties of eyelid motion for blinks and lid saccades, with associated
experimental evaluations; and a saliency-based gaze model with an associated experimental evaluation.
The following methodology chapter is divided into two sections. Firstly, the ICVE platform, Eye-
CVE, which is developed and used throughout the following experimental work is presented. Secondly,
a method for multimodal data collection and interaction analysis is presented. This method is employed
in the experimental work in Chapters 4–6, and enables collection of oculesic behaviour (including gaze,
blinking, and pupil dilation), head and hand motion, and vocal signals into a single log-file.
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Chapter 3
Technical and Analytical Methods
This chapter details technical and analytical methods used to address the research questions in the forth-
coming experimental work. Section 3.1 documents the architecture and performance of EyeCVE, which
acts as the primary ICVE platform supporting the experimental AMC investigated over the following
chapters. A particular focus on the technical integration of eye tracking, and on the avatar subsystem
are presented. As the research questions presented in Chapter 1 suggest, one aim of the experimental
work is to compare state-of-art AMC and VMC systems. Explication of the VMC system setups, which
require only minor technical implementation effort when compared to that involved with EyeCVE, are
presented in the relevant experimental chapters (Chapters 4 and 6) rather than here. Section 3.2 focuses
on methods of data collection and analysis. Throughout the forthcoming experimental work, a variety
of approaches to both data collection and analysis are employed, some, such as presence questionnaires
and CA, have been documented in Chapter 2’s literature review. The section focuses on a novel approach
to multimodal data collection and analysis. The technical architecture of the method is detailed, which
operates alongside EyeCVE to capture multiple components of a user’s action in a single output file, thus
preserving the temporal and interrelated nature of the multiple tracking streams. Finally, the chapter is
summarised with a reading guide to the forthcoming experimental work.
3.1 EyeCVE System Overview
This section reports on key technical aspects of the ICVE application, EyeCVE, which was developed
and investigated throughout the experiments in this thesis. The development of the system was a collab-
orative effort. The initial system design and implementation was mainly performed by Robin Wolff at
University of Salford, but also included Alessio Murgia at University of Reading, and Oyewole Oyekoya
at UCL, together with the author. The advanced avatar and eye tracking subsystems were implemented
solely by the author.
EyeCVE is the first ICVE system to support AMC in which the oculesic behaviour of avatars is
driven in real-time using eye tracking technology. These oculesic cues include gaze, blinking, and pupil
dilation. This replication of users’ oculesic behaviour augments the standard tracking modes of head and
hand movement, which are standard to ICVE systems [SSA+01, RWOS03]. Hence, EyeCVE allows
people in different physical locations to not only see what each other are doing, but also to follow each
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other’s gaze, even when physically moving around the space provided by a CAVE system. Projected into
each users’ display is a VE populated with avatar embodiments of remote users, providing a spatially-
and temporally-aligned shared workspace.
The temporal challenge of the system is to reproduce users’ gaze for observation on remote displays
both quick enough and often enough to preserve context and meaning during multiparty interaction. Gaze
is the primary oculesic behaviour captured by the system, and hence is the primary focus of this section.
However, the same requirement stands for the other nonverbal signals of blinks, pupil dilation, and head
and hand movement. Additionally, the verbal component of communication must also be transferred
with minimal delay. The spatial challenge of the system is to maintain these channels of nonverbal
communication while granting users free movement within the shared VE.
Derived from properties of human gaze behaviour, the minimum performance requirements of a
tracked gaze AMC system are firstly presented. The distribution architecture of EyeCVE’s approach
is then presented, with a particular focus on ensuring concurrency of nonverbal messages. The two
commercial eye tracking systems used to integrate oculesic communication into EyeCVE are then cov-
ered, together with calibration details. EyeCVE’s avatar subsystem is then documented. Two distinct
avatar types, basic and advanced, with varying capabilities for nonverbal expression, are used throughout
the experimental work. Their relative components of behavioural animation, which visually synthesise
users’ tracked oculesic and bodily movement, and also verbal signals, are introduced. An evaluation of
an early version of EyeCVE in a two-CAVE link over the Internet is then presented, establishing the
system’s ability to support tracked gaze AMC within the specified temporal and spatial requirements.
3.1.1 Requirements
Mediating gaze, and other nonverbal cues, across a distance using a computer graphics approach to vi-
sual telecommunication involves stages of acquisition (tracking), interpretation, simulation, distribution,
and representation. Each stage introduces a delay and, perhaps, loss of information. Linking remote sites
across public switched networks such as the Internet is particularly prone to delay, jitter, disorder and loss
of packets. In such Human-in-the-Loop (HITL) systems, a common misconception is that networks are
responsible for the majority of delay during the remote interaction. However, computation usually causes
as much, and sometimes, more. The distributed architecture must include consistency management to
balance between responsiveness, synchronisation, and causality in the face of network and computa-
tional delay. Responsiveness to viewpoint updates is a key requirement for immersive graphics that, if
insufficient, may reduce the sense of presence [MR03] and result in motion sickness [CNSD93]. Respon-
siveness of objects and avatars during interactions does not need to be as high, but low response levels
can impact on the interpretation of NVC, and are likely to hinder both conversational and object-focused
interaction. While the responsiveness of viewpoint updates may be increased through a loosely-coupled
replicated database approach, this may reduce synchronisation of observed events, especially when they
originate from distinct sites. For example, a loss of temporal synchronisation between a user’s head and
eye movements as represented by an avatar may change the semantic intention of the original communi-
cation, and at the least, present a less faithful replication of user behaviour.
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While humans read, visually search, or perceive a scene, our eyes move on average every 200–
350 ms to rotate the fovea to an area of interest in order to process it in greater detail [LZ99]. Fixation
duration is task dependent: when reading it is about 225–250 ms before the eyes jump over 8–9 characters
to the next fixation point [Ray98b]; when viewing web pages, mean fixation duration is around 350 ms
[PHG+04]; and when playing first-person shooter video games, mean fixation duration lies between
350–750 ms [KKD+05]. The work presented in this thesis investigates communicating eye gaze in
multiparty conversations and collaborative tasks around shared objects. These tasks are likely to induce
eye movements with fixations falling on the objects under discussion, areas of interest, and mutual gaze
between interactants. For these scenarios, relatively long fixation durations are expected, such as 1000
ms up to a few seconds [PLBB02]. This implies that in order to support the attentional properties of gaze
in a visual telecommunication system, an update rate of at least 2 Hz (500 ms) is required. Moreover, in
order to distinguish fixations from saccades, this requires an update rate of at least 10 Hz. In terms of
latency, a global requirement for high-quality telecommunication is 200 ms or less [Bra71].
3.1.2 Distribution Architecture
In a distributed VE system aiming to support real-time telecommunication, the combined delay from
acquisition, computation, communication, and display are perceptible, and can impact the interpretation
of nonverbal cues. EyeCVE adopts the replicated database approach, which is common to distributed
and real-time simulation and visualisation, and allows responsive user feedback. The architecture of
EyeCVE, showing a simplified unidirectional view of information flow, is presented in Figure 3.1.
Based on input from dedicated tracking nodes, each client simulates the current state of the local
user’s avatar, and sends updates to peers via a server. Upon receiving such updates, remote clients then
render avatar behaviour within the VE. Each client holds a replication of two tightly-coupled databases:
the simulation object model, which describes the behaviour of the virtual world; and the scene graph,
which describes its appearance. For example, head and eye movement are updated in the simulation
object model which, on remote sites, ties to respective parts of the scene graph, which visualises the
database. The scene graph hierarchy follows that of the simulation object model, but adds specific data
defining object appearance such as texture maps and geometric models. Rendering of the virtual scene is
performed using OpenSG [RVB02], which supports a wide range of immersive display types including
tiled, panoramic, L-shaped, and cubic. Audio communication between users interacting via EyeCVE is
handled externally by Google Talk [Goo10b], which maintains low-latency Voice over Internet Protocol
(VoIP) communication.
Time management is necessary to balance local responsiveness with consistency across client repli-
cations, both in terms of synchronisation and causality. Like many HITL simulations, the majority of
update messages in EyeCVE describe discreet absolute movement as opposed to the difference from the
previous state. This implies that the system can recover from a lost update as soon as a subsequent update
for the same object arrives. It also means that preceding updates become obsolete and will not be further
processed. Due to the temporal nature of real-time communication, it is preferable to transmit, process,
and display updates as quickly as possible rather than to ensure that every update is received. However,
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Figure 3.1: Distribution architecture of EyeCVE. Two sites are shown. Site A tracks a CAVE user’s
gaze, head, and hand motion, and distributes updates via the client software to Site B, where the tracked
motion is mapped onto an avatar. The relay server facilitates login and message passing across a group
of distributed users.
this must be balanced with the need to ensure both the delivery and sufficient causal ordering of critical
events such as a user picking up an object and passing it to another user, or clients joining and leaving.
These vital events are expected to occur far less than non-vital events, so overhead from bandwidth and
ordering of reliable transmissions is minimal. EyeCVE’s network layer was implemented using RakNet
[Sof10a], which uses the User Datagram Protocol (UDP) for transmission, but employs additional mech-
anisms to assure reliable transmission of vital update messages. Ordering is applied to vital events in a
separate ordering channel so as to maintain their causal sequence and to avoid discarding updates which
have yet to be applied. Hence, EyeCVE transmits critical events using a reliable and ordered channel
and all non-critical events, such as the majority of body and eye tracking updates, unreliably.
To ensure concurrency of nonverbal signals such as eye, head and hand movement, EyeCVE bundles
all updates into a single packet. Assembly and disassembly is done after and before the simulation cycle
at the sending and receiving site respectively. Figure 3.2 illustrates how discrete eye, head, and hand
tracking data is combined before transmission over the network, and applied to a remotely-rendered
avatar. The data packet contains 8 floats for each head and hand tracking node describing 3D (x, y, and
z) position, quaternion rotation (x, y, z, and w) and scale; two floats for the tracked vertical and horizontal
eye angle; and 4 bytes overhead from the network layer for sequencing. Using floats with 64-bit precision
(8 bytes), this leads to a payload of 148 bytes for a single avatar update message. With a typical maximum
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Figure 3.2: Bundling discrete eye and head and hand tracker data in one network message.
transmission unit (MTU) of 1500 bytes for the Internet, this fits easily into a single Ethernet packet, and
critically, minimises the likelihood of delays caused by fragmentation and reassembly from intermediate
underlying protocols. To reduce network traffic and thus the impact of buffer overload and computation
on latency, EyeCVE only sends an update when a configurable spatial-temporal threshold has been
reached. The use of spatial thresholds alone, such as typically used in dead reckoning, have been shown
to induce potentially uncapped inconsistency [RMM+05].
Motion tracking is acquired and processed on two dedicated PC’s at each site: one for head and
hand tracking, and another for eye tracking. This follows a common approach that decouples acquisition
rate from render and simulation load, and provides the ability to filter unnecessary and outlying data from
the client. For instance, as described in the following subsection, the initial eye tracker produced jitter
and many erroneous outliers, which necessitated the use of a low pass filter. Therefore, the decoupled
approach allows filtered data, rather than the original noisy data delivered from the eye tracker, to be
transmitted across the local area network at a configurable update rate to the local client. Body tracking
was performed using a VRCO TrackdTM server coupled with InterSense IS-900 [Int10] head and hand
sensor devices. The hand tracking device also enables navigation of the VE using a joystick and offers
other interactions such as grasping virtual objects and triggering the eye tracker calibration procedure.
The client reads and combines the latest tracking data from both PCs every simulation cycle.
In summary, EyeCVE’s system requirements of persistence and robustness as sites join and leave,
server-side logging, sender side scalability, and ease of firewall maintenance have led to the use of a
central server that relays updates and maintains a local replication of the object model. A problem with
this approach which is ignored in favour of performance, is that updates are not synchronised across
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remote sites due to varying network characteristics. For example, updates for animating the head, hand,
and eyes of an avatar that were sent out by site A may arrive marginally earlier at site B than at site
C. Thus, users at sites B and C may perceive slightly different stimuli at a specific time. However, the
approach to message bundling, which combines all body tracking data into a single update, ensures that
users at sites B and C will view identical stimuli, albeit at approximately, rather than precisely, the same
time. In any case, this is unlikely to have an operational impact on communication.
An alternative approach to synchronisation of temporal characteristics across all participating sites
involves common reference to a centralised ‘time server’, with a programmed delay that is long enough
to assure timely delivery on each site. However, due to the coupling of avatar head position and viewpoint
rendering, this reduces responsiveness of the local system, as viewpoint updates from local head tracking
can only be applied after they have been distributed to remote sites. Additionally, this approach cannot
ignore the impact of differing delay induced by varying computation and projection technology between
sites.
3.1.3 Eye Tracking
Throughout the course of the forthcoming experimental work, two different eye tracking systems were
used. During initial development, the evaluation presented later in this chapter, and the experiment
presented in Chapter 4, the MobileEye eye tracker from Applied Science Laboratories (ASL) [Lab10]
was used. The MobileEye eye tracker is head-mounted and features two cameras: one monitoring the
right eye (eye camera) and one recording the scene as viewed from the perspective of the wearer (scene
camera). Video feeds from both cameras are interleaved and recorded using a battery-operated digital
video camera recorder (DVCR). The tapes have a typical recording duration of 60 minutes. Together
with recording the video streams, DVCR also outputs gaze tracking data, in real-time, in machine-
readable form on an IEEE 1394 (FireWire) cable connected to the capture PC. The MobileEye eye
tracker operates with the dark-pupil principle based on the corneal-reflection of three infrared light-
emitting diodes (LEDs) mounted alongside the eye camera. Image analysis determining positions of
the pupil and the reflections produced by the LEDs on the pupil/corneal boundary are used to determine
eyeball rotation. This eye-in-head direction is mapped to x/y coordinates with respect to the scene camera
video, on which the coordinate is also superimposed, thus indicating where the wearer is looking. The
coordinates are also made available on a serial port for external processing. The MobileEye eye tracker
outputs data at a rate of 30 Hz (33 ms). The system was mounted on the CAVE’s shutter glasses, as
illustrated in Figure 3.3.
During the early stages of this research, several technical and practical issues with the MobileEye
eye tracker, when operating in combination (‘through’) the CAVE’s shutter glasses as shown in Figure
3.3, were observed: the low-level of ambient lighting typical in CAVE systems severely limited tracking
ability; the eye tracker failed to robustly track people with light (blue or green) irises; contact lenses
caused distortion in the corneal reflection points as viewed by eye camera; and the always-connected
DVCR hindered the wearer’s physical movement.
Further research into the head-mounted eye tracker market led to the purchase of the ViewPoint
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Figure 3.3: ASL MobileEye eye tracker, and also head tracker, mounted on CAVE’s shutter glasses
to combine head and eye tracking. The MobileEye system is used in the initial evaluation of EyeCVE
appearing in this section, and in the conversational experiment presented in Chapter 4.
Figure 3.4: Arrington Research ViewPoint EyeTracker eye tracker mounted on the CAVE’s shutter
glasses (left) and the WALL’s empty frame (right). The CAVE setup is used in the object-focused ex-
periment in Chapter 5, and for data capture in the gaze and eyelid simulation work in Chapter 7. The
WALL setup is used in the truth and deception experiment in Chapter 6.
EyeTracker system by Arrington Research [Res10a]. The ViewPoint eye tracker provided a more robust
and lightweight solution than the MobileEye eye tracker, and also provided a greater update rate of
60 Hz (16 ms). Rather than using corneal reflection to track the eyes, the ViewPoint eye tracker uses
infrared LEDs to illuminate the eye. The ViewPoint software then processes the eye camera’s video-
stream to identify the location of the pupil. The pupil’s position is used to calculate x/y gaze position
based on prior calibration data, and this gaze position is superimposed onto the output from the scene
camera, which is streamed directly to the connected PC rather than recorded on a DVCR. Upon request,
Arrington Research provided 160◦ wide-angle lenses for the scene cameras. This FOV approaches that of
humans, which is considered to be around 180◦ [Cos95]. A critical feature of the ViewPoint eye tracker
is its ability to output a detailed range of oculesic data including saccade velocity, fixation duration,
pupil aspect ratio, and pupil size. This facilitated further integration of oculesic behaviour beyond just
gaze, including blinks and pupil dilation. The ViewPoint eye tracker was used in all of the forthcoming
experiments presented in this thesis, apart from those stated above. The system, mounted on the CAVE’s
shutter glasses, and also mounted on the WALL’s lenses-free frame is illustrated in Figure 3.4.
The following three subsections detail the calibration procedures that are required before a user
enters the shared VE of EyeCVE. The gaze calibration procedure is common to both the MobileEye and
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ViewPoint eye trackers, while the latter calibration pair of blink and pupil dilation are only relevant to
the ViewPoint system.
Gaze Calibration
In order to determine precisely what a user is looking at, some prior calibration procedure is required.
During this process, the wearer looks at a series of points while the eye tracker records the value that
corresponds to each eye position. An accurate and reliable calibration is essential for obtaining valid and
repeatable eye movement data. Before calibration in the ViewPoint system, the pupil, as viewed by the
eye camera, must be isolated with appropriate threshold settings. In the MobileEye system, the corneal
reflections, in addition to the pupil, must be isolated. Both trackers start up in a coarsely-calibrated
state that provides precise timing of raw eye movements. This is sufficient for many applications that
utilise relative eye movements, such as quadrant-wise “preference of looking” tasks. However, EyeCVE
requires more precise gaze information in order to map to avatar gaze in a meaningful way, so further
calibration is required. Raw pupil and corneal reflection locations, captured by the eye camera, do not
indicate where the wearer is looking in reality, as viewed by the scene camera. Hence, the purpose of
calibration is to provide a mapping between the raw data and the gaze direction in the scene.
Figure 3.5 illustrates the graphical user interface (GUI) for the ViewPoint eye tracker. During
calibration in both the MobileEye and ViewPoint systems, a number of points are sequentially presented
to the user, who is instructed to foveate each point in turn and keeping their head still for the duration.
The software then determines appropriate coefficients for the mapping. Completing the initial gaze
calibration, the accuracy of a calibration should be tested by asking the user to look at particular locations
in space, and verifying that the location superimposed on the scene camera video matches. The final
stage of calibration is then performed in the 3D VE of EyeCVE. This process is presented in Section
3.1.4 covering the avatar subsystem, and provides a further mapping to enable avatar gaze replication.
Gaze was tracked, displayed, and analysed in all three telecommunication experiments presented in
Chapters 4, 5, and 6.
Blink Calibration
The ViewPoint eye tracker is capable of outputting a range of oculesic data. This includes pupil aspect
ratio: a dimensionless value, with 1.0 indicating a perfect circle. When humans blink, the eyelid descends
to cover the eye before rising again to approximately its original position. Correspondingly, as viewed by
the eye tracker’s eye camera, the elliptical fit to the pupil becomes increasingly flat before it disappears
for a brief time, and subsequently reappears and returns to its circular outline following the blink. This
characteristic change in the aspect ratio of the elliptical fit to the pupil can be used to detect blinks, which
can be classified as the pupil aspect ratio crossing below a particular threshold. Rather than dynamically
monitor eyelid position during a blink, which would involve significant image processing analysis, the
pupil aspect ratio signal is then used to initiate a simulation of human blink dynamics, which is the focus
of Section 7.2. Figure 3.6 shows views captured from the eye camera as the pupil aspect ratio crosses
below the threshold specifying a blink. Experience with the system established that a threshold of around
0.6 provides robust blink detection in the majority of wearers. Blinking was tracked, represented, and
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Figure 3.5: ViewPoint GUI. The calibration procedure maps the eye position as observed by the eye
camera to the gaze direction superimposed on the scene camera view.
Figure 3.6: Views captured from the ViewPoint eye camera during the down-phase of a blink. From left
to right, the tracked pupil aspect ratio gradually flattens until a threshold is met, signalling a blink.
analysed in the truth and deception experiments presented in Chapter 6.
Pupil Dilation Calibration
The primary input to gaze calculation is the position of the pupil within the eye camera’s stationary
view. Along with position, for gaze, and aspect ratio, for blinks, pupil size is also monitored by the
ViewPoint eye tracker. The ViewPoint eye tracker delivers x and y values, normalized with respect to
the eye camera’s video dimensions which have a 4:3 aspect ratio, to represent pupil size. Thus, the x-
and y-values are anisotropic, and the y-value must be are initially rescaled by 0.75 (due to the difference
in aspect ratio) before computing the area of the pupil ellipse using the formula: area = piXY.
The above calculation defines a user’s current pupil size, but does not provide information revealing
the extent of constriction or dilation with regards to a particular individual’s natural pupil size range. In
order to position the measured pupil size in this meaningful context, a wearer’s natural range, between
extreme constriction and extreme dilation, must first be established. These responses are elicited by
triggering the pupillary light reflex. First, the wearer is placed in a high-luminance environment to trig-
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Figure 3.7: Views captured from the ViewPoint eye camera during pupil size calibration. Left: extreme
constriction in high luminance lighting. Right: extreme dilation in darkness.
Figure 3.8: Basic avatar model. Avatar is used in the conversation and object-focused experiments in
Chapters 4 and 5.
ger constriction. This is followed by placing the wearer in dark surroundings, triggering full dilation.
During this calibration procedure, wearers are instructed to maintain a forward gaze direction, and to
keep blinking to a minimum. During exposure to both light and dark surroundings, the wearer’s pupil
size is monitored for 30 seconds. The minimum (in light) and maximum (in darkness) pupil sizes are
used to establish the individual’s range. Hence, following this calibration procedure, practical minimum,
maximum, and current pupil sizes are known. These measures may be used to determine the current
dilated state of a wearer’s pupil, which acts as the primary input to the avatar pupil animation system,
detailed in the following section. Figure 3.7 shows views captured from the eye camera during pupil di-
lation calibration. Pupil size is tracked, represented, and analysed in the truth and deception experiments
presented in Chapter 6.
3.1.4 Avatar Subsystem
In EyeCVE, each user occupies a distinct VR system which are all connected across the Internet, and
in which, avatars of remote users are displayed. In the conversation and object-focused experiments
presented in Chapters 4 and 5, three CAVE systems are connected, while in the truth and deception
experiment presented in Chapter 6, a CAVE system is connected to a WALL system. These technologies
immerse users in a VE while allowing them to see and move their own bodies, thereby maintaining
natural proprioception. In contrast to looking into an environment in which users see themselves as an
avatar from either a first- or third-person perspective, this reduces motion sickness [HR92] and increases
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Figure 3.9: Male and female advanced avatars. Avatars are used in the truth and deception experiment
presented in Chapter 6 and the simulation work presented in Chapter 7.
sense of presence. Furthermore, social use of gaze is largely irrelevant to anything but an embodied
first-person perspective. For these reasons, EyeCVE does not render a user’s own avatar locally, but
rather, tracks the user’s head, hand, eyes, and voice to drive a simulation of their activity and attention
in an avatar that is displayed at fellow interactants’ sites. There are two distinct classes of avatars that
have been developed and utilised throughout the reported work. The classes are termed basic avatars
and advanced avatars, and they are separated by their capacity for nonverbal expression.
Basic avatars are capable only of gaze behaviour, while advanced avatars have additional facial
animation capability to simulate eyelid dynamics, pupil dilation, and mouth movement. Figure 3.8
illustrates the basic avatar. The geometric model is implemented as polygonal 3D mesh resembling a
human male and is mapped with photographic textures. The eyes are separate sphere objects, which
allows for independent rotation. The eyes also feature a high-contrast texture map to increase visibility
of gaze direction at a distance.
The advanced avatars include both male and female versions, and are illustrated in Figure 3.9. These
avatars are capable of eyelid animation, mouth movement, and pupil dilation. The facial animation is
achieved using blend shapes (also known as morph targets) as illustrated in Figure 3.10. The animation
system linearly interpolates between the available meshes by translating vertices in order to provide
accurate temporal control of expression. This is critical in particular for rapid eyelid motion.
The following five sections detail EyeCVE’s avatar animation system. The first three sections echo
the previously-documented eye tracking calibration procedures, detailing how tracked gaze, blinking,
and pupil dilation data is processed to animate avatars in real-time. Avatar head and hand kinematics,
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Figure 3.10: Examples of blend shapes for male and female advanced avatars. Eyelid motion, pupil
dilation, and mouth movement is animated by passing tracking data to the avatar animation system,
which blends between poses to approximate users’ nonverbal behaviour.
driven by tracking, is then outlined, followed by mouth movement which is synchronised with a user’s
vocal signals. Gaze, head, and hand components of avatar animation are relevant to both the basic and
the advanced avatars, while animation of the eyelids, pupil dilation, and mouth movement are relevant
only to the advanced avatars.
Avatar Gaze
Following initial eye tracker calibration, detailed in Section 3.1.3, the rotation of the tracked eye, relative
to the position and rotation of the head, is recorded. The eye tracker outputs 2D, x and y, gaze direction
at a specified refresh rate to a client running EyeCVE. In order to be represented correctly during an
EyeCVE session, in this 2D gaze data must be mapped to corresponding angles of avatar eye rotation.
Thus, while users are granted free movement, the position of the head and eye trackers must remain
stationary, relative to one another, in order to provide meaningful data. This is achieved by mounting
both trackers on the user’s head as illustrated in Figures 3.3 and 3.4. The geometric offset between the
position of the origins of the avatar’s eye and head models in the VE, relative to the position of the
tracked user’s eye and head must also be known. This information is specified in a configuration file
when executing EyeCVE.
The calibration procedure within the 3D VE of EyeCVE is similar to the initial eye tracker calibra-
tion. A plane, featuring a 5 × 4 array of 20 calibration points, as illustrated in Figure 3.11, is presented,
and the user must foveate each point in turn. However, unlike the initial gaze calibration, the user is
not required to keep their head stationary during this procedure, as the calibration plane is ‘attached’ in
front of the user’s tracked head position, and moves with their head. The user gazes at each point as it
is highlighted, and the x and y angles are used to rotate the avatar’s eye geometry accordingly. As only
single eye, usually the right, is tracked, vergence of the non-tracked eye is performed by casting an inter-
section ray from the origin of the tracked eye into the VE to establish the virtual hit-point. Subsequently,
the horizontal rotation angle required for the non-tracked eye to focus on the same position in space is
calculated. The hit-point delivered by the intersection ray is also used for post-interactional analysis of
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Figure 3.11: Calibration plane in EyeCVE which maps the initial eye tracking calibration to the avatar
eye movement in the VE, including vergence.
gaze in the forthcoming experimental chapters.
Avatar Eyelid Kinematics
Chapter 7 details parametric models of lid saccades and blinks, and presents two associated user studies
designed to validate and assess the impact of bestowing avatars with physiologically-accurate eyelid
dynamics. While the blink and lid saccade models treat these two characteristic motions of the eyelids
separately to an extent, the high interrelation between the two behaviours, and critically, the fact that
they both control identical components of an avatar, stipulate that they must act concurrently and with
knowledge of one another. A state-diagram of the combined models as implemented in EyeCVE is
presented in Figure 3.12. Data may be streamed from an eye tracker or, as the diagram suggests, from a
potential variety of sources, acts as primary input to the two eyelid models.
In the absence of a blink signal, the lid saccade model remains in operation, animating the eyelids
according to vertical shifts in gaze. At each iteration of the lid saccade mode, the input source is checked
for the presence of a blink signal, indicated by the specified pupil aspect ratio threshold as discussed
in Section 3.1.3. When a blink is detected, the current state of the lid saccade model is saved, and the
blink model takes control of eyelid animation. Following completion of the blink, the state of the lid
saccade model is restored before resuming control. Blink motions are informed by the open-angle of the
eyelids when a blink is initiated, which, in turn is dependent on the final position of the most recent lid
saccade motion. Hence, while the blink and lid saccade models are independent, they must also act with
knowledge of one another to provide realistic combined behaviour. Figure 3.13 presents a sequence of
images taken during a sample modelled blink motion.
Avatar Pupil Dilation
As documented in Section 3.1.3, during initial eye tracker calibration, the pupillary light reflex is used to
establish the natural range of an individual’s pupil size: from constriction due to bright light to extreme
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Figure 3.12: Sample implementation of combined lid saccade and blink models using multimodal detec-
tion methods. The blink and lid saccade models operate with the advanced avatars, and are studied in
Chapter 7.
Figure 3.13: Images taken during a model-generated blink animation displayed by the female advanced
avatar.
dilation in darkness. These two extremes are mapped to two avatar eye geometry models representing
constriction and dilation, as illustrated by the female advanced avatar in Figure 3.14. During an Eye-
CVE session, the size of each user’s pupil is continually tracked. This size will lie within the recorded
range, and acts as input to the avatar animation system, which blends accordingly between the models
to represent the current dilated-state of a user’s pupils. In general, some intermediary size between the
two extremes will be displayed. Pupil dilation is investigated in the truth and deception experiments
presented in Chapter 7.
Avatar Head and Hand Movement
In the CAVE systems used in the majority of the experimental work, head and hand tracking was per-
formed using InterSense IS-900 [Int10] sensor devices and VRCOs Trackd library. Typical update rates
of the devices is around 100 Hz (10 ms). In the WALL system, a Polhemus Fastrak [Pol10] magnetic
tracking system coupled with the Virtual Reality Peripheral Network (VRPN) library [TRH+01], was
used. The Fastrak device has similar update rates to the InterSense IS-900.
The approach, popularised by Badler et al. [BHG93], of estimating the orientation of an avatar’s
body and arm positions, from those of the tracked head and hand positions was adopted. A user’s head
position and orientation is mapped directly to the motion of their avatar’s head, while body rotation is
performed once a defined heading threshold is met. Similarly, a user’s hand position and orientation
has a direct mapping to their avatar’s hand, while an inverse kinematics (IK) algorithm is used to ar-
ticulate appropriate upper- and lower-arm positions and orientations. Example synthesised arm poses,
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Figure 3.14: Extremes of pupil constriction (left) and dilation (right) as displayed by the female ad-
vanced avatar. An individual’s current pupil size acts as input to the avatar animation system which
blends accordingly between the two extremes.
Figure 3.15: Arm poses generated by an IK algorithm, which uses hand tracker position and orientation
as input.
represented by the female advanced avatar are presented in Figure 3.15.
Avatar Mouth Movement
Mouth movement, synchronised with a user’s vocal signals, is an additional feature of the advanced
avatars animation. To ensure high performance for real-time display, simple generic mouth motion was
used. A more computationally-complex alternative would be to generate mouth movement based on a
mapping between phonemes, a unit of audible speech, to visemes, the visual positions of the mouth. Vo-
cal utterances of users are detected by wireless microphone headsets. A volume-thresholding algorithm,
implemented using OpenAL [Spe10], is used to filter audio signals that are unlikely to be intentional vo-
cal utterances emitted from local users. The animation system then generates avatar mouth movement by
manipulating blend shapes as illustrated in Figure 3.10. Experience with the system established the most
visually-natural duration of a mouth open/close cycle to be around 0.2 seconds, which approximately
mapped to syllabic utterances from users. Figure 3.16 shows screen captures of the male advanced
avatar’s mouth during mouth animation.
3.1.5 Evaluation
Detailed measurements and results of EyeCVE’s performance in a two-CAVE link are now presented.
The data provides insight into the resulting system performance from a minimum-load setup. It should
be noted that this evaluation was performed with an early version of EyeCVE, and that the initial (lower
refresh rate) MobileEye eye trackers were used rather than the high-performance ViewPoint eye trackers.
Additionally, the test was performed using basic avatars rather than advanced avatars featuring facial ex-
pression. Subsequent development of EyeCVE’s rendering and network components have significantly
increased performance: particularly regarding the number of updates in avatar animation frames per
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Figure 3.16: Opening phase of mouth movement performed by male advanced avatar upon detection of
audio input from microphones worn by users. Closing phase reverses the sequence at a faster rate.
Figure 3.17: Processing pipeline from sending to receiving site. R1 – R5 represent the various simulation
cycle rates at each stage.
second between remote sites. Nevertheless, the following evaluation of the system is still relevant, pro-
viding a baseline performance measure that satisfies the temporal and spatial requirements of a tracked
gaze AMC system specified in Section 3.1.1.
This evaluation is particularly concerned with the time taken to process and distribute gaze data,
as well as characteristics of loss and discontinuity of the synthesised information. To analyse the data,
avatar update traffic was logged at various stages within the processing pipeline when sending avatar
updates from one site to another. Figure 3.17 illustrates the processing pipeline of the system. Gaze data
is firstly acquired by the eye trackers and sent over the local area network to the local client. The data is
then applied to the local object simulation, calculating the local avatar’s eye angles, including vergence,
with respect to head orientation. The resulting angles are sent as an update message over the Internet and
passed via the relay server to the receiving client’s object simulation. The message is then applied to the
respective avatar, before rendering at the receiving site’s display.
3.1. EyeCVE System Overview 96
Acquisition and simulation processes run on separate machines, and thus may run at different
speeds. The filtered eye tracking acquisition rate, R1, is variable, and for this evaluation, was set to
the following rates over a series of sessions: 5 Hz (200 ms), 10 Hz (100 ms), 20 Hz (50 ms), and 50
Hz (20 ms). The MobileEye eye tracker supports a maximum update rate of 30 Hz, so in the case of
50 Hz, the effects of driving the device above its specification are investigated. R2 represents the object
simulation rate of the sending client, and R4 represents that of the receiving client. The actual display is
refreshed at rate R5, independent of the object simulation cycle. In this evaluation, both clients operate
on very similar machines, so only minor performance differences are expected. Hence, no investigation
into varying object simulation and display rates is performed. R3 was also left constant.
The procedure of each of the five test sessions was as follows:
1. Configure the specified update rate on eye tracker driver;
2. Connect the two EyeCVE clients and calibrate gaze;
3. Users asked to walk around and look at a set of virtual objects laid out on a virtual table;
4. Users take turns looking and pointing towards specific objects while partner who follows direction
of gaze;
5. Log all incoming and outgoing updates locally at each site.
Occurrences of avatar updates at time of acquisition, sending simulation, and receiving simulation
were logged. Each log entry included a time-stamp, object ID, and current position coordinates. In
order to identify individual updates within the log files, each entry was tagged with an incrementing
frame number. During the tests, threshold filtering was activated, which discarded tracking updates
featuring less than 3 cm or 1◦ difference from the last transmitted update. The ordering mechanism
discarded obsolete updates, as described in Section 3.1.2. This implies that packets may be discarded
due to redundancy filtering or ordering, making the measurements dependent on the specific task and
activity of the interactants. However, these preliminary results are sufficient to demonstrate typical
system characteristics.
The hardware environment consisted of two CAVE systems with dimensions of 3m3. The stereo
projection screens have a resolution of 1024×786 and a refresh rate of 96 Hz. Computation was provided
by an SGI Prism system at each site. The eye trackers were connected to Intel Pentium D or Core Duo
PCs, equipped with 1Gbit/s Ethernet cards. The relay server hosting the EyeCVE sessions ran on the SGI
Prism at one site. The test VE consisted of a single room with nine objects arranged in three rows over a
table. The objects were positioned approximately 1.5 metres from the CAVE floor (i.e. at approximately
eye height of both users and their avatars). The complexity of the entire scene was approximately 24000
polygons.
Results
Four sessions were conducted, each with a specific update rates set on the MobileEye eye tracker driver.
The duration of each session, from connection to disconnection varied between 3–5 minutes due to
differences in time taken for setting up and calibrating the eye tracker in EyeCVE. The measurements
presented in this section refer to values collected over a 100 second period during each session in which
the gaze task was ongoing.

























Figure 3.18: Frequency (occurrences) of updates that passed through the system at various stages.
Figure 3.18 shows the frequency of updates that passed through the processing pipeline at acquisi-
tion, distribution and representation with varying R1. The graph also shows the frequency of occurrences
where updates that were lost in transit over a network, or discarded due to redundancy or ordering during
object simulation, at either the sending or the receiving site. The figure demonstrates how new updates
were generated at the selected acquisition rates. However rate of updates that were actually sent and
applied did not increase beyond 8 Hz. An acquisition rate that is higher than the simulation rate results
in updates being queued, and subsequently superseded and discarded. An acquisition rate close to that
of the simulation rate yields a throughput of 80% of gaze updates, while approximately 15% were lost or
discarded after acquisition, and 5% were lost during, or discarded after, transmission over the Internet.
Almost every update message that was sent from the sending client was received in the correct order at
the receiving client.
Figure 3.19 shows an example of latency measurements taken during the session in which R1 was
set to 20 Hz. It shows how the resulting end-to-end latency of the system is composed of the delays
induced by the individual modules within the processing pipeline. The measured times are as follows:
T1 is the time it takes to deliver a message containing new eye tracker data from the MobileEye to the
sending client over the local intranet, including the time for sending and the time that new data resides
in the receiving buffer before it is read by a simulation call; T2 is the time it takes the simulation process
on the sending site to calculate gaze, plus other minor management tasks; T3 is the latency for sending
update messages over Internet; T4 is the time it takes the object simulation on the receiving site to read
new updates from the receiving buffer, apply the update to the avatar object, and update the scene graph
just before the renderer is called. It is evident from Figure 3.19 that the time taken to acquiring eye
tracker data and apply the simulated data to the avatar on the receiving site comprises a smaller part of
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Figure 3.19: Extract of latency measurements in condition R1 = 20 Hz. End-to-end latency (from
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Figure 3.20: Mean latency caused by stages of the processing pipeline.
the total latency than computation of gaze and distributing it over the Internet.
Figure 3.20 shows the mean latency occurring throughout the processing pipeline. Computation
during simulation on the sending site appears to increase slightly with higher acquisition rates, and thus,
with higher data load. In contrast, average latency for transmitting data over a network, both in the local
network during acquisition, and across the Internet when distributing to remote sites, reduces slightly
with increasing acquisition rate. This stage appears to have the greatest effect on the resulting total
end-to-end latency, which ranged between 136–150 ms.
3.1.6 Summary
From a technical perspective, a key benefit of AMC in ICVEs as a telecommunications platform is the
ability to transmit the visual and nonverbal, component of communication with very low bandwidth
requirements in comparison to video-based systems. The implementation of EyeCVE demonstrates
that the communication of users’ natural kinesic behaviour, such as gesture and gaze, requires only the
continuous transmission of various tracked coordinates: a fraction of the data required for live streaming
video or dynamic point-based video reconstruction such as the blue-c system [GWN+03].
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Another aspect of managing bandwidth is related to locating computation strategically. EyeCVE
adopts the approach of computing the gaze of each local avatar at the local site, and transmitting updates
describing eye rotation to remote sites. An alternative approach would be to transmit the raw eye tracker
data to remote clients in order for the resulting avatar eye angles to be calculated at each receiving site.
However, in a multiparty collaborative session, this method could conceivably become a limitation which
drastically increases computational demand at all sites. Hence, the approach described in this section
locates the computationally-intensive gaze and hit-point calculation at each sending site, distributing
only key values and thereby minimising overall computation and network load.
The advanced avatars introduced in this section are able to express the major human oculesic be-
haviours, including gaze, pupil dilation, and eyelid dynamics, together with mouth movement based on
vocal input. The animation computation of the advanced avatars is designated to the sites displaying a
particular avatar, rather than the locally-controlling site, which is responsible only for transmitting sig-
nals which may initiate a particular animation such as a blink, lid saccade, or mouth movement. This
decision was made due to the nature of the parametric animation models, which demand rapid response
in order for the motions to be displayed correctly (for instance, the duration of human blink is around 200
ms [PK27]). Therefore, to ensure correct performance of the animation models, following an initiating
signal from a sending site, the computation involved with actually displaying the animation animation is
performed exclusively at the displaying site.
EyeCVE satisfies the spatial aim of enabling communicational gaze while allowing free movement
of participants within a shared immersive VE. This was achieved by integrating a head-mounted eye
tracker with the existing head tracking and shutter glass technology. The quality of free movement is
particularly investigated in the object-focused experiment presented in Chapter 5. The temporal require-
ment of EyeCVE was to reproduce eye movements quick enough (<200 ms) and often enough (>10
Hz) in order for users to be able to both signal with their own gaze, and interpret the focus of others’
gaze, along with communicating other verbal and nonverbal cues. EyeCVE’s object simulation rate was
measured at 10–15 Hz. However, the changes in eye movement above the level of filtering did not exceed
8 Hz. An end-to-end latency around 140 ms was achieved.
Once again, it should be noted that this evaluation was performed with an early version of Eye-
CVE. Subsequently, the integration of the ViewPoint eye trackers, featuring high refresh rates of 60 Hz,
and improvements to both the rendering and object simulation model, has significantly increased per-
formance at all processing stages. While a thorough investigation of performance has not been repeated
with the mature version of EyeCVE, a conservative estimate of gaze update rate, made during the truth
and deception experiment presented in Chapter 6, is 20 Hz. In the current evaluation, synchronisation of
concurrent nonverbal signals for each avatar was achieved by bundling all movement information into a
single packet during each object simulation cycle: whenever any movement exceeded the threshold of
3 cm or 1◦. Subsequently, with the improved performance of the object simulation rate (now around 30
Hz), this movement sensitivity has been increased dramatically to 0.1 cm and 0.1◦ respectively. Exten-
sive use of the system with these highly responsive tracking thresholds has produced no ill effects with
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regards to network congestion or overall system performance.
The following section addresses the capture of interactional data, describing a users’ natural non-
verbal and verbal behaviour during interaction in EyeCVE.
3.2 Multimodal Data Collection and Analysis
When engaged in collocated social interaction, people use a wide gamut of nonverbal behavioural cues to
express themselves, respond to others, and emphasise the verbal component of communication. Originat-
ing in the fields of anthropology and sociology, interaction analysis is a powerful tool in the investigation
of human activities, including verbal and nonverbal interaction, and the use of artefacts and technologies.
Interaction analysis aims to identify routine practices and problems and the resources for their solution
[JH95]. Typically, interaction analysis is performed through review of video recordings, allowing for
general and, depending on video fidelity and camera position, detailed observation of nonverbal cues.
It may be argued, however, that this ‘observer’s perspective’ method of data collection fails to record
interactants’ behaviour in a quantifiable manner, thereby limiting the ability for analysts to measure and
explain the unfolding interaction. This method of data collection in unlikely to change when investi-
gating collocated interaction in the real-world, as the capture of peoples’ natural behavioural channels
require specialised wearable equipment that would be considered intrusive and impractical. However,
when engaged in AMC in ICVE systems such as EyeCVE, devices used to track users’ natural behaviour
are a prerequisite of system usage. Tracking devices used in immersive VR systems are generally used
for real-time input, such as head tracking to inform both perspective-correct stereo rendering [CNSD93]
and avatar position [BBF+95], and hand tracking to interact with the VE [BH97] and drive avatar gesture
[BHG93]. However, an orthogonal application of user tracking, which is central to the development of
both single- and multi-user VEs as a medium, is precise data collection, which may be subsequently
used to analyse users’ behaviour, response, and performance during AMC.
Experimental analysis of user behaviour in VEs is well-represented in the literature, much of which
has been detailed in Chapter 2. A typical study will employ one or more means of data collection:
questionnaires assessing users’ subjective sense of presence [SU93] and experience of a VE [RWOS03];
observation of characteristic behaviour, which is indicative of a user’s level of involvement in a VE, and
includes body posture [PS07], verbal signals [PSB02], proxemics [YBU+07], and in the forthcoming
experimental work, gaze and blink rate; performance measures which aim to provide objective data
describing interaction in VEs, and are particularly suited to assessing the success of collaborative tasks
[SSA+01, SRSH05]; and physiological measurement of response to stimuli in the VE, which include
heart rate [MIWBJ02], galvanic skin conductance [HEHR+08], and in the forthcoming experimental
work, pupil dilation. Over the course of the experimental work in this thesis, metrics from each of these
categories are employed at various stages.
While the objective methods (behaviour, performance, and physiological response) described above
are able to elucidate particular elements of the use of VEs, they are often collected and analysed inde-
pendently of one another, with imprecise or no temporal alignment. Conversely, human behaviour, and
particularly social interaction, is an intricate and multimodal activity, in which a range of highly interre-
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lated verbal and nonverbal communicative signals are produced and responded to in both temporal and
spatial dimensions.
In this section, the problem of multimodal data capture describing a user’s natural nonverbal and
verbal behaviour during interaction in ICVE systems is addressed. In EyeCVE, a user’s performance
is captured using several tracking devices, each monitoring a separate nonverbal or verbal cue. These
data input streams include eye tracking to measure oculesics, including gaze, blinks and pupil size;
head and hand tracking which measure gross body movement including head orientation, gesture, and
interaction with objects; audio input detecting vocal signals; and additional arbitrary markup data critical
to an experimenter in an experimental scenario. The central challenge of capturing such multimodal
behaviour so as to be meaningful for analysis is collating the data in a manner which preserves the
temporal characteristics of the synchronous input streams. To this end, the approach described in this
section considers eye tracking to be critical, and is used both as a central component of the interactional
data, and as a device able to record precise tracking and timing data in a readable format. Consequently,
the method capitalises on the logging ability of eye tracker software, by directing all data output streams
from other tracking devices to the eye tracker logging process, which collates the data in a single log file
at a high update rate. In this way, multiple components of users’ natural nonverbal and verbal behaviour
during AMC in EyeCVE are able to be recorded, in a manner which preserves the intricate temporal
characteristics of original action.
This section follows with a brief discussion of the predominant video-based approach to interaction
analysis, which leads to requirement specification of the proposed approach to multimodal data capture
in EyeCVE. The process and technical architecture, supporting collation of an individual’s natural be-
havioural channels through EyeCVE, are then described. Two data extracts, recorded from the truth and
deception and object-focused experiments, presented in Chapters 6 and 5 respectively, are then explored.
These analyses emphasise the interrelation between the various components of captured interaction, and
demonstrate how, through combined, multimodal analysis of these behavioural components, additional
explication of human activity may be revealed.
3.2.1 Requirements
Goodwin and Heritage consider social interaction as the primordial means through which the business
of the social world is transacted, the identities of its participants are affirmed or denied, and its cul-
tures are transmitted, renewed, and modified [GH90]. Shared meaning, mutual understanding, and the
coordination of human conduct are achieved through processes of social interaction. Face-to-face col-
located interaction is recognised both as the central form of social interaction, and as a strategic site for
the analysis of human action, as interactants have at their disposal a full range of verbal and nonverbal
resources. The general domain of interaction analysis is defined by Jordan and Henderson as an interdis-
ciplinary method for the empirical investigation of the interaction of human beings with each other and
with objects in their environment [JH95]. Interaction analysis examines human activities, such as talk
and nonverbal behaviour, in an attempt to describe routine practices, structure, and sequential patterns
throughout a unfolding interaction.
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Only electronic recording produces the kind of data corpus that allows close interrogation required
to perform the process of interaction analysis [JH95]. Hence, development of video technology has been
instrumental to the evolution of a field which depends on audiovisual recording for its primary records,
and on playback capability for analysis. It is rare to find examples, even in the contemporary literature,
in which the analysis of collocated interaction has been performed with any other technology apart from
video: Vertegaal et al. report on gaze behaviour recorded by eye tracking in round-table conversation
[VSvdVN01], and Keysar et al. analyse people’s tracked eye and head movements when following a
confederate’s instructions to manipulate objects [KBBB00]. Compared to these approaches of tracking
communicational channels with specialist devices, there are several drawbacks to the traditional video-
based methods of recording and analysing interaction. Firstly, interpreting video is an intensely manual
process which must generally be performed in real-time (as the video plays), and incorporating frequent
pauses and replay of action. This process results in analysis which is clearly imprecise in both temporal
and objective terms: recording and playback devices are prone to minor timing errors, while observation
and comprehension of action is difficult to quantify. Furthermore, a critical drawback of video-based
approaches is the generally static positioning of the camera amidst the highly dynamic and spatial nature
of human interaction [JH95]. Although this issue may be alleviated somewhat by the use of additional
cameras, this has the compounding effect of escalating the amount of data required to be analysed by
this highly manual process.
While video recording must take an exocentric perspective of interactants and their behaviour in
order to preserve the context of the social interaction, wearable tracking devices common to VR systems
able to record components of human behaviour in a quantitative and egocentric manner. Cues that such
devices are able to record include bodily movement (either partially, using a single sensor, or in full,
using multiple sensors or motion capture), oculesic behaviour (through eye tracking), vocal signals (using
audio microphones), and physiological response (including heart rate and galvanic skin response). In a
scenario in which an individual’s multiple behavioural channels are recorded synchronously and from
several sources, the central requirement of multimodal data collection is the processing and collation of
the data streams in a manner which preserves the temporal and interrelated nature of the action.
A typical ICVE system distributes computation and tracking interfaces over multiple computers
and locations. Hence, a central process that is accessible to remote machines over a network, that is
responsible for both collation and output of all data streams is required in order to support such dis-
tributed architecture. To be conducive to subsequent processing and analysis, this output log file must
also be human readable, preferably with data elements appearing with consistent formatting, using rows
and columns. In this way, an individual’s natural behaviour in an ICVE system can be preserved with
high-fidelity and temporal consistency to enable multimodal interaction analysis.
3.2.2 Capture Architecture
Figure 3.21 presents an overview of the approach to the collation of multiple data streams, and will be
the focus of this explanatory section. The diagram features six interrelated columns, each representing a
stage of the information processing pipeline. This pipeline progresses from left to right, and accordingly,









































Figure 3.21: Multimodal data collection pipeline. The six columns describe the flow of information,
from left to right. Initial expression of Human behaviour is captured by Mediation devices. These
signals are synthesised and Processed by software running on machines local to each device. Input
channels relevant to EyeCVE’s real-time avatar animation system are passed to EyeCVE for Simulation
and display at remote sites. The specific simulated data streams (green icons) of gaze, head, and hand
movement are then transferred across a network to the logging system running on the machine local
to the eye tracker. This data is Collated, along with raw gaze coordinates, blinks, pupil size, verbal
signals, and additional markup data. These raw data streams all have inherent meaning outside of the
3D context of EyeCVE’s VE, so do not require simulation. Finally, all data is Output in human-readable
form, together with timing information, to a single line of a log file, at a rate of 60 Hz (16 ms).
from initial communication performed by a human user, to the final collated output. Each stage of the
pipeline will now be discussed in turn.
The act of communication is a continuous process in which discrete packages of information are
imparted by a sender, and subsequently decoded and responded to by a receiver [WPKD02]. Hence,
whether collocated or visually mediated, the initial form of human communication is always expressed
through natural verbal or nonverbal channels. Telecommunication in EyeCVE is both visual and aural.
Hence, data collection must reflect these synchronous modes. The first column, headed Human, of
Figure 3.21 illustrates the particular cues able to be tracked available to EyeCVE. These include oculesic
behaviour of gaze, blinks, and pupil dilation, head and hand movement, and vocal signals. Additionally,
in an experimental scenario, it is often critical for an experimenter to be able to input markup data
alongside the tracking streams in order to delineate, for example, experimental stages and timing, or
add miscellaneous notes. Figure 3.21 indicates this divide between data recorded from an experimental
participant using EyeCVE, and that input by an experimenter.
The second column illustrated in Figure 3.21 is concerned with Mediation, which is the initial
capture and conversion of natural human behaviour to electronic signals ready for processing. Head-
mounted eye tracking is used to monitor oculesic behaviour including gaze, blinks, and pupil size. Head
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and hand movement is inferred from tracking sensors attached to a user’s head and hand respectively. In
an immersive VE, head tracking has the primary function of updating graphical rendering perspective,
and hand tracking is generally used as an input device. While EyeCVE does employ the devices for that
purpose, the data is also recorded, measuring head and hand movement, posture, and interaction input
during system use. Alongside these nonverbal elements, a wearable wireless microphone monitors the
verbal component of the social and collaborative interactions supported by the system. Finally, input of
additional markup data by an experimenter is performed using a standard keyboard.
When discussing the third column in Figure 3.21, entitled Processing, it should be noted that each
of the illustrated software processes may be distributed over various machines that are connected on
the same local network. This design is important in order to distribute the significant computation that
arises from the synchronous processing of the mediated tracking streams which may result performance
bottlenecks should they all be collocated. In the approach described here, the eye tracker software
is critical to both processing of oculesic data, and system-wide data collation and logging. This is
indicated by the direct (i.e. non-networked) link from processing to collation stages. The ViewPoint eye
trackers feature exceptional tracking, logging, and API capabilities. Calibrated for each individual prior
to system use as documented in Section 3.1, the eye tracker software outputs 2D direction of gaze, blink
signals, and pupil size at a rate of 60 Hz. Trackd is used to track both head and hand sensors, filtering
and processing the streams into human-readable format, featuring six-DOF (three position and three
rotation) output at a rate of 96 Hz. Voice detection is implemented using OpenAL [Spe10]. Rather than
the actual speech, a binary value indicating the presence of speech is recorded. (As noted in the summary
of this section, the original aural component of the interaction is also recorded, which embeds timing
data consistent with the multimodal log file. However, this process is not central to the data collection
method currently under discussion. The audio detector software has a cycle rate of 100 Hz, and uses
a simple volume-based threshold to filter verbal signals which are likely to have been emitted from the
monitored individual, from those likely to have been emitted from other sources. Finally, a keystroke
detector operating on a machine accessible to the experimenter is used to input additional markup data.
Individual key presses may be assigned to specific text strings, which are transmitted to the data logger
at a rate of 100 Hz. For example, at the start of an experiment, the experimenter may input ‘s’, which is
processed by the keystroke detector, and output in the log file as “START”.
The 3D spatial and synthetic environment in which interaction takes place in ICVE systems implies
that, in order to preserve the context in which an immersed user performs a specific action, the processed
tracking data must be transposed in some way before logging takes place. This stage is the concern
of the ICVE system itself, and is indicated by the fourth column in Figure 3.21, which is dedicated
to Simulation. As the diagram illustrates, all six user-tracked signals (gaze, blinks, pupil size, head
movement, hand movement, and voice) are transferred over a network, and simulated by the EyeCVE
process, locating the actions semantically within the context of the VE. These simulated versions of the
data are represented by altered green-coloured icons. The primary use of the simulated data streams is
to animate avatars in real-time: gaze is simulated and replicated in an avatar’s gaze, and, when operating
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with advanced avatars, is also used as input to the lid saccade model; blink signals instigate the blink
model when using the advanced avatars; changes in pupil size are approximated by an advanced avatar’s
pupils; head movement is replicated by an avatar, and is also used to update body movement and posture;
hand and arm movement is simulated in an avatar using an IK algorithm; and vocal signals cause the
avatar’s mouth to move.
When considering the analytical use of user tracking, it is essential to record data in a manner which
preserves the semantic context of the original action. When determining whether an input stream requires
simulation to provide this context before the data is logged, the answer depends on the dimensionality of
the signal. Data featuring more than one dimension must generally be simulated prior to logging, while
data that can be represented on a single dimension generally does not require simulation. Consider, for
example, pupil size and gaze. Figure 3.21 indicates that, while both pupil size and gaze are simulated
(for avatar animation), only the simulated gaze data is output to the data logger, while the simulated pupil
size is not. The reason for this lies in the dimensionality of the signals. Pupil size may be represented
by a single scalar value: for instance as a percentage, with 0% representing full constriction and 100%
indicating full dilation. Similarly to blinks and vocal input, which can be further simplified by binary
values (i.e. blinking or not blinking, and speaking or not speaking), this scalar value has sufficient
intrinsic meaning that is present at the processing stage of the data collection pipeline, which occurs
prior to the simulation stage. Hence, pupil size requires neither the context of, or calibration in, the 3D
spatial environment of EyeCVE in which interaction takes place. The same may partially be said for
gaze. It is correct to state that, to some degree, gaze does have intrinsic meaning at the processing stage
of the pipeline, defining a user’s 2D direction of gaze relative to the viewpoint of the eye tracker’s scene
camera. However, while useful for general gaze analysis, these 2D coordinates do not relate explicitly to
the immediate visual stimuli being looked at in the VE. In the case of gaze, the simulation phase consists
of casting an intersection ray from the position and orientation of a user’s tracked eye, into the VE. The
ray hits the virtual geometry (for instance another user’s avatar or an object) that is currently being looked
at, and returns the object name, along with its 3D location in the VE. Analytically, this data is clearly
more meaningful than 2D gaze coordinates, which, as the user is able to physically move in the VR
system, are recorded from a varying positions and viewing perspectives. Similar simulation is performed
with head tracking data, which returns the hit-object from the position and orientation of a user’s head,
which is useful as an indicator of attention. Hand tracking simulation records the names of the virtual
objects and avatars with which a user interacts. Thus, through simulation in EyeCVE, multidimensional
tracking data may be recorded and enriched, semantically, beyond the prior stage’s processed tracking
data, thereby enhancing subsequent analysis. In contrast, scalar data streams for which no simulation is
required, including additional markup data, may be sent directly to the logging process. As a side-note,
such data is not possible to be recorded in during collocated action, as information describing properties
of objects and people within a scene generally do not exist.
The penultimate stage of the data collection pipeline concerns Collation, and is represented in the
fifth column of Figure 3.21. This stage is responsible for combining all separate data streams prior to
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final output. As the diagram indicates from the unbroken connection from the Eye Tracker Software at
the processing stage to the Logger at the collation stage, this computation is performed by the computer
local to the eye tracker. All other data streams originate from other processes operating on different
computers, and are streamed over a network to the logger process. While the network architecture
potentially allows for any process to collate and log data in from multiple sources, the decision to locate
the task at the computer running the eye tracker is well-founded. Fundamentally, the Viewpoint software
is designed to output a multitude of oculesic and timing data to a single human-readable log file at a high
rate of 60 Hz (16 ms). Additionally, the ViewPoint API allows external data to be streamed from multiple
network connections, and output on the subsequent write-cycle to specific tab-separated columns in the
log file. The final reasoning behind tasking logging to the eye tracker computer is one of latency. While
the cycle-rate of eye tracking data acquisition (60 Hz) may be less than other tracking processes, the
natural speed and frequency of human oculesics ensures that the amount of discreet and consequential
data that is recorded by eye tracking exceeds all other tracking sources combined. Also due to their
speed and frequency, oculesics are likely to be more sensitive to temporal misalignment than other less
rapid channels of tracked behaviour. While gaze, blink signals, and pupil size data is sent for simulation
in EyeCVE, this data is also streamed directly to the local logger. Of these streams, only simulated gaze
is logged, while simulated blink and simulated pupil size is not logged.
Finally, as indicated in the sixth column of Figure 3.21, the collated data is Output to a single line
of a tab-separated log file. As all computers streaming data to the logger process are connected via the
same reliable local network, and due to the highly temporal nature of human behaviour, logger process
outputs data as fast as possible, leading to a maximum of delay of 16 ms from the time that data is
received until it is written to the log file. It should be acknowledged that the varying cycle rates and data
transfer throughout the mediation, processing, and simulation stages of the pipeline are likely to result
in some temporal variability between the different modes of input as measured from the initial stage of
human action to the final stage of log file output. However, this delay is in the order of milliseconds,
and is both unavoidable, and in practice, negligible to the intended application of interaction analysis.
In summary, the data collection pipeline has been designed to operate alongside EyeCVE’s distributed
system architecture, strategically locating computation to enables collation and output of rich multimodal
data describing a user’s actions when engaged in AMC.
3.2.3 Multimodal Interaction Analysis
Two sequences of interaction, performed in EyeCVE and captured using the multimodal data collection
method detailed above are now presented. The sequences are extracted from data-sets collected dur-
ing the forthcoming experimental work. The first analysis presents a dyadic conversational scenario,
and features data extracted from the truth and deception experiment detailed in Chapter 6. The second
analysis examines an object-focused task featuring three users, and is extracted from the data collected
from the experiment presented in Chapter 5. The two examples are typical to the type of collabora-
tive interaction performed in EyeCVE. The segments are analysed similarly to traditional interaction
analysis: by identifying significant moments of interaction, looking for causal relationships between ob-
3.2. Multimodal Data Collection and Analysis 107
served behaviour, and, through verifiable observation, making judgements of how the interaction may
have occurred [JH95]. For clarity, each analysis only considers metrics that are insightful with regards
to describing the unfolding interaction. These metrics vary accordingly between the conversational and
object-focused cases.
Conversational Scenario
Table 3.1 shows a sequence of interaction drawn from Chapter 6’s truth and deception experiment data.
Six lines from the collated log file are included in the table, each one pertaining to a significant moment
during the short interaction. Each line’s time of occurrence is stated in the leftmost column, which, for
ease of reading, has been reset to 0 at the first line, and finishing 7.33 seconds later at the sixth. The
remaining columns refer to: markup data (input by the experimenter as the action unfolds); head direction
(the object in the VE directly in front of the participant’s head); gaze (the object in the VE at which the
participant is looking); pupil size (ranging between 0 indicating full constriction, and 1 indicating full
dilation); whether the participant is currently blinking or not (1 indicates blink, 0 indicates no blink);
and whether the participant is currently speaking or not (1 indicates that they are talking, 0 indicates that
they silent).
Table 3.1: Selected data from an interaction sequence taken from the truth and deception experiment
documented in Chapter 6. Particular lines taken from the log file have been chosen to highlight signif-
icant moments during the interaction. In this sequence, the participant is required to lie to questions
issued by a partner. In this case, they are asked “What is your first name?”
Time Markup Head Gaze Pupil Size Blink Voice
0.00 General/Lie/Q01 Partner-Body Grid-E2 0.08 0 0
1.81 Question issued Partner-Face Partner-Face 0.27 1 0
2.65 Answer start Grid-D4 Grid-B4 0.39 0 1
5.17 Answer end Partner-Body Partner-Face 0.20 0 1
5.65 - Partner-Body Partner-Arm-R 0.31 0 0
7.33 General/Lie/Q02 Partner-Face Partner-Face 0.13 1 0
The sequence begins at T=0.00. The “General/Lie/Q01” markup data indicates the experimental
stage, in which the participant is about to be asked the first of a series of general questions, to which they
must respond to deceptively, by lying. At this time, the participant is gazing a little away from their part-
ner (the questioner), but their head direction indicates that general attention is focused on the questioner.
The participant’s pupil size is close to normal given the environmental luminance levels, indicating that
they are relaxed, and neither cognitively or emotionally aroused. The participant is not talking at this
time. At T=1.81, the markup data indicates that a question has been issued to the participant (in this case
the question is “What is your first name?”). Both head and gaze direction indicate focus of attention on
the questioner’s face, and a slight increase in pupil size may indicate arousal. At this time, the participant
also begins to blink. At T=2.65, the participant begins to answer the question, directing both gaze and
head direction away from the questioner. The participant’s pupils dilate significantly as the talk begins,
suggesting cognitive load. At T=5.17, the participant finishes delivering the verbal answer, and returns
head direction and gaze to the questioner. The participant’s pupils are now less dilated. Shortly after,
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at T=5.65, the participant again averts gaze from the questioner’s face, fixating downwards on the right
arm. Tellingly, pupil size increases again, suggesting that the prior eye contact following the lie-telling
evoked the participant’s arousal, possibly negatively, due to social discomfort. Finally, at T=7.33, the
markup data indicates that the current question is over, and the next is soon to be issued. The partici-
pant’s pupil size has almost returned to normal, indicating a more relaxed state. A blink occurs, and gaze
indicates that the participant’s attention is again focused on the questioner.
Object-Focused Scenario
Table 3.2 shows a sequence of three-party object-focused interaction drawn from the experiment doc-
umented in Chapter 5. The task revolves around constructing a cube from eight smaller cubes, so that
each face of the finished cube consists of a single colour. In an experimental scenario, the collabora-
tive interaction generally consists of working together to find specifically-coloured cubes, picking up the
cube, and positioning the cube in its correct position. Seven lines from the log file are presented, each
one pertaining to a significant stage during the interaction. Each line’s time of occurrence is indicated in
the leftmost column, reset to 0 at the first line, and finishing 9.32 seconds later at the seventh. The key
difference between this and the above analysis segment is the inclusion of hand tracking data, used to
signify the name of any currently-grabbed object, while pupil size and blink data are omitted.
Table 3.2: Selected data from an interaction sequence taken from the object-focused experiment doc-
umented in Chapter 5. In this sequence, the tracked participant is solving a simplified Rubik’s Cube
puzzle with two partners.
Time Markup Head Gaze Hand Voice
0.00 Search Wall-01 Cube-04 - 0
2.17 Grab and Query Cube-04 Partner-Body Cube-04 1
4.81 Search Wall-03 Cube-02 - 0
5.65 Search Cube-02 Cube-05 - 0
6.17 Query Cube-05 Partner-Face - 1
7.48 Grab Cube-05 Cube-05 Cube-05 0
9.32 Position Cube-05 Cube-05 - 1
At T=0.00, the participant is searching for a particular cube, and appears to be examining “Cube-
04”. Soon after, at T=2.17, the participant has grabbed “Cube-04”. The participant’s head is oriented
toward the grabbed object, but gaze is directed at their partner’s body. Voice data indicates that the
participant is speaking. In the context of the experiment, this is likely to be querying the correctness of
the currently-grabbed cube for the intended placement position in the puzzle. This initial choice appears
to have been incorrect as, at T=4.81, the participant has released “Cube-04”, and is again searching the
VE, presumably for the correct cube. At T=5.65, the participant’s gaze falls on “Cube-05”, and this time,
caution is exerted before grabbing as, at T=6.17, gaze is directed to their partner’s face, and another vocal
query is uttered. At T=7.48, following what appears to have been an affirmative response, “Cube-05” is
grabbed, and subsequently positioned at T=9.32 where the segment ends.
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3.2.4 Summary
In summary, this section presented an approach to multimodal data collection, and presented two sample
analyses from conversational and object-focused experimental scenarios. During analysis of the con-
versation segment, the participant’s state of arousal and cognitive load was inferred from behavioural
data, particularly from pupil size in combination with gaze. The collation of several data streams in a
single log file preserves the temporal interrelationships between components of recorded behaviour, and
is critical in preserving the context of interaction. In this case, the behaviour of establishing mutual gaze,
and the response of increased pupil dilation to the, perhaps uncomfortable, situation of lying to another,
is observable in the data. Analysis of the object-focused task centred on hand action in combination with
both verbal and gaze behaviour to uncover the logistic process of the task. In this case, the benefit of
being able to reference tightly-synchronised elements of both the visual and aural telecommunication is
evident when attempting to explicate sequences of interaction. For instance, the verbal and hand tracking
data can elucidate how, following an initial grabbing error, the participant learns not to grab a cube until
the correctness of that action is confirmed, thus deploying a successful repair strategy in order to remedy
a prior mistake.
A limitation of the documented approach to data collation for interaction analysis is that a log file
relates only to a single user. Thus, data collation must be generated on a per-user basis at each local site.
There is certainly scope for remote users to be represented in a site’s log file, but the included data must
be processed wisely, taking into account latency and subsequent synchronisation with the local user’s
recorded data. For instance, a low-cost and high-benefit addition to the recorded interaction would be
the binary state of mutual gaze between two interactants. In contrast, it would be unwise to stream full
gaze data from a remote user for logging.
It must be noted that the logging process writes 60 lines per second to the output file. Hence, in
order to distil an interaction as presented in the two examples above, a significant amount of processing
must be performed prior to interaction analysis. However, due to the consistent format of the log file, the
majority of this computation may be automated. Additionally, in order to be certain of the context by
which a recorded interaction took place, it is often necessary for the log file to be referenced against an
audio or visual replay of the performance. To this end, two solutions are available when using EyeCVE.
Firstly, the aural component of interaction is recorded in the Ogg Vorbis [Mof01] bitstream format, which
supports multiplexing of a number of separate codecs including audio and text. Alongside the multiparty
audio communication, a textual time-stamp, matching that of the main collated log file, is embedded.
Secondly, the suite of applications related to EyeCVE does include a log file player, which is able to
reconstruct and replay the virtual action recorded in a log file. The log file player allows a session to be
replayed, paused, and randomly accessed, and is also capable of visualising additional data, including
gaze targets as the interaction proceeds. Finally, the player application operates on standard desktop
displays, and also in immersive CAVE systems, the latter enabling a free first-person viewpoint and
perspective rendering in the spatial VE in which the original interaction took place. In this way, an
analyst can be a bystander to a pre-recorded interaction similarly to a video replay, but with the critical
advantage of an adjustable camera viewpoint.
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Throughout the forthcoming experimental research, a variety of analytical methods, with varying
aims, are employed. The multimodal approach as documented in this section provides precise timing
of a range of data sources, preserving the holistic temporal characteristics and emphasising the causal
interrelationships between the various tracking streams. More so perhaps than other methods of analysis,
an objective understanding of users’ intent and state of arousal may be gained, giving a broad picture of
how the interaction unfolded. More generally, through this kind of analysis, communicational failures
related to the medium of AMC in ICVEs may emerge. Whether arising from technical or human-centred
factors, critical bottlenecks restricting high quality virtual telecommunication may then be addressed.
3.3 Chapter Summary
The research presented in this thesis consists of three telecommunication experiments, and a collection of
smaller-scale investigations relating to behavioural modelling and associated experiments. The telecom-
munication experiments investigate the impact of eye tracking, both to replicate and analyse oculesic
behaviour in AMC, while the behavioural modelling work is focused on simulations of oculesics.
The first part of this chapter detailed the ICVE system, EyeCVE, which acts as the primary exper-
imental platform for the forthcoming work. Alongside the standard head and hand tracking common to
ICVE systems, EyeCVE integrates head-mounted eye tracking capable of capturing a wearer’s oculesic
behaviour, including gaze, blinks, and pupil size. The evaluation of EyeCVE demonstrated its ability to
support tracked gaze AMC while allowing physical movement within an immersive VR system such as
the CAVE. The second part of this chapter documented an approach to multimodal data collection in a
single log file. Using all available tracking devices in EyeCVE, the logging ability of the Viewpoint eye
tracking system employed in order to collate an array input streams in a temporally accurate format that
is both human-readable and conducive to post-processing and analysis. Demonstrating the technique,
interaction analysis relating to two sequences of AMC recorded in EyeCVE were then presented. Anal-
ysis emphasised the ability of collated input streams to elucidate interrelationships between components
of captured behaviour, providing insight into an individual’s state of attention and arousal, together with
logistic elements of interaction and repair strategy.
3.3.1 Reading Guide to Experimental Chapters
Table 3.3 is designed as a reading guide to the upcoming experimental chapters. The three telecom-
munication experiments are presented, together with two oculesic model experiments. The chapter in
which each may be found is shown in the rightmost column. The System column refers to the VR sys-
tem (CAVE or WALL) used in the experiment, and the presence of a VMC comparison condition. The
number listed in this column indicates the number of interactants in an experimental session. For in-
stance, in the truth and deception experiment, two-party AMC between a user located in the CAVE, and
a user in the WALL is investigated, together with a VMC comparison condition. The column headed
EyeCVE indicates the degree of maturity of the system in terms of performance, eye tracking ability,
and avatar subsystem in accordance to Section 3.1. Performance of Basic maturity is comparable to the
evaluation documented in this chapter, while the system’s core performance is significantly improved in
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Mature and Mature++ levels. In particular, Mature++ transmits avatar update messages at significantly
higher frequency and sensitivity. This maturity is also reflected in the following two columns entitled
Eye Tracker and Avatar, which refer to the eye tracking device and avatar type employed during the ex-
periment respectively. Implications of these components of the EyeCVE system have been documented
in this chapter. Finally, the Analysis column refers to the methods of data analysis performed in each
experiment. A variety of approaches are used, including pre- and post-experimental questionnaires, eye
tracking data alone (i.e. not multimodal), task performance, conversation analysis, subjective ratings of
visual stimuli, and multimodal analysis as documented in this chapter.
In summary, the three telecommunication experiments are reported in chronological order, with
increasing capability with regards to both performance of EyeCVE as a telecommunications medium,
and to data analysis methods. An initial experiment on three-party conversation is presented in Chapter
4, followed by a three-party object-focused experiment in Chapter 5, and finally a highly interpersonal
scenario studying truth and deception in Chapter 6. The behavioural modelling work and associated ex-
periments are presented in Chapter 7, and represent work that was carried out, chronologically, between
the object-focused and truth and deception experiments.
Table 3.3: Overview of experimental chapters. Information includes VR system in use, maturity of
EyeCVE, eye tracker in use, avatar type in use, and analysis methods.
FOCUS & CHAPTER SYSTEM EYECVE EYE TRACKER AVATAR ANALYSIS
EyeCVE Evaluation CAVE Basic MobileEye Basic - System
Section 3.1 CAVE performance
Conversation CAVE / VMC Basic MobileEye Basic - CA
Chapter 4 CAVE / VMC - Eye tracking
CAVE / VMC
Object-Focused CAVE Mature ViewPoint Basic - Performance
Chapter 5 CAVE - Questionnaires
CAVE - Multimodal
Truth & Deception WALL / VMC Mature++ ViewPoint Advanced - Multimodal
Chapter 6 CAVE / VMC - Questionnaires
- Subjective rating
Oculesic Behaviours HD display N/A N/A Advanced - Performance
Section 7.1 - Subjective rating
Eyelid Model CAVE Mature++ ViewPoint Advanced - Subjective rating
Section 7.2





The overarching goal of the telecommunication experiments documented over the following three chap-
ters is to investigate the use of eye tracking in AMC for both interactive and analytical applications. Each
chapter addresses a particular scenario that represents a common usage of, or issue central to, remote
work and collaboration. The current chapter investigates multiparty conversation, Chapter 5 examines
object-focused interaction, and Chapter 6 explores truth and deception.
The experiment presented in this chapter investigates three-party conversation in tracked gaze AMC
and gaze aware VMC. In the VMC setting, gaze awareness was realised by careful alignment of video
displays with respect to camera position, while the AMC setting used an early version of EyeCVE to
replicate users’ gaze, head, and hand movements in their avatar embodiments. The goal of the exper-
iment was to compare how people are observed to interact and behave when using these two visual
telecommunication mediums. Gaze data, recorded from eye trackers worn by participants interacting
with confederates in both systems, acts as the primary data source for evaluation and analysis. CA is
coupled with the eye tracking data to assess participants’ ability to employ strategies commonly ob-
served in collocated interaction, in order to successfully manage the mediated multiparty conversation.
The theme of social agency is also addressed, assessing the extent to which participants engaged in AMC
are observed to distribute their own gaze, and monitor others’ gaze, in a manner that is similar to when
they are confronted with actual video representations of fellow interactants.
4.1 Experimental Aims and Expectations
The aim of this experiment was to investigate tracked gaze AMC and gaze aware VMC, in terms of
how participants’ behave and use the capabilities of the systems in a multiparty conversational scenario.
Of particular interest was the investigation of the role, and importance, of gaze as a communicational
resource during both information exchange and management of the interaction. This included the ability
to interpret attention from observing others’ gaze, signalling with gaze to select the next speaker, and
establishing mutual gaze at critical moments of interaction. The basic hypothesis was that triads engaged
in both AMC and VMC will be able to conduct conversation successfully, and will utilise gaze, measured
by eye tracking, similarly in both mediums for purposes of both nonverbal expression and management
of the unfolding interaction. Also, behaviour observed during the mediated communication is expected
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to follow established social norms observed in collocated interaction.
4.2 Experimental Design
A between-groups one-way design was employed, with the main two-level factor being the classes of
AMC and VMC. Ten male participants were recruited from the student and staff population at University
College London (UCL). Experimental sessions involved mediated interactions between one participant
and two male confederates. Five of the interactions were performed in the AMC condition, and five in
the VMC condition. One confederate was located at University of Reading (UoR), and the other at Uni-
versity of Salford (UoS). The same confederates performed all ten experimental sessions in both AMC
and VMC conditions. The main part of the experiment involved the group engaging in a conversational
scenario, in which the confederates subjected the participant to an informal interview. Participants were
asked a total of nine questions, which the two confederates took turns in issuing. The questions related
to academic background, and were designed to stimulate conversation amongst the group, rather than to
simply be answered. In both AMC and VMC conditions, the visual and aural interactions were recorded
from the perspective of the eye tracker’s scene camera, mounted on the participant’s head. Gaze direc-
tion is also embedded in the video. The following sections detail the experimental design. For additional
materials, see Appendix C.
4.2.1 Independent Variables
Two conditions of mediated telecommunication were investigated:
1. AMC: Interactants engaged in the triadic communication were represented by avatars in a shared
VE. Each avatar embodiment replicated their controlling user’s tracked head, hand, and gaze mo-
tion in real-time. Audio communication allowed users to converse with each other.
2. VMC: Triadic gaze aware video-conferencing enabled interactants to communicate both visually
and aurally. The large-format displays granted head-and-shoulders displays of each user, thereby
allowing both signalling and observation of gaze and head movement.
4.2.2 Apparatus
A total of six laboratories, one for the AMC condition and one for the VMC condition at each of the three
sites, were set up prior to the experiment. AMC was supported by EyeCVE, which operated between
three CAVE systems, while VMC was supported by Access Grid [CDO+00b]. In both mediums, ASL
MobileEye eye trackers were used to record the gaze of participants and confederates, and also to control
avatar gaze in EyeCVE. The following sections present the arrangement of the technical apparatus.
EyeCVE Setup
The CAVE systems located at each site were networked over the Internet though EyeCVE. At all sites,
ReaCTor CAVE-like systems, originally made by Trimension, were used. The displays consisted of
three rear-projected 3×2.2 m walls (3×3 m at UoS) and a front-projected 3×3 m floor. The operating
resolution of all projectors was 1024×768 pixels, with a refresh rate of 96 Hz in active stereo. SGI Prism
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Figure 4.1: A user located in a CAVE system, prepared for three-party AMC supported by EyeCVE. The
user is fitted with eye, head, and hand tracking devices.
computers ran EyeCVE at each site. Head and hand tracking was achieved at UCL using an InterSense
IS900 [Int10] acoustic tracking system, at UoS using VICON [Gro10] optical tracking, and at UoR using
Ascension MotionStar [Cor10a] magnetic tracking. Eye tracking at each site was achieved using ASL
MobileEye units. As illustrated in Figure 4.1, confederates and participants sat on chairs placed in the
centre of each VR system, wore shutter glasses with mounted head and eye tracking, and held a hand
tracker in their right hand. Wireless microphones were worn by all interactants, and a Skype [Sky10]
conference call supported audio communication, which was output through speakers located in each
CAVE.
The VE in which the AMC took place consisted of a basic room with the same volume (3m3)
as the physical space enclosed by the CAVE systems. In order to maximise the tracking ability of
the MobileEye eye trackers, the ambient luminance level was increased by colouring the walls of the
VE white. In order to minimize distractions, which may have influenced gaze behaviour during the
conversational task, the only objects in the room, together with the avatars, was a round table and three
virtual chairs. The real chairs on which the interactants sat were aligned to their virtual counterparts,
while no real tables were installed. The VE is illustrated in Figure 4.2.
Avatars’ gaze, head, and right arm were animated based on users’ tracked physical movement. The
basic avatars, as described in Chapter 3 were used in the experiment. While EyeCVE allows free physical
movement within the CAVE, this was informally restricted by the seated positioning of interactants
around the virtual table. This restriction acknowledged the inherent limitation of movement in the VMC
condition, and aimed to promote the use of upper-body kinesics during use of both mediums. The
round-table scenario aimed to simulate a three-party meeting arrangement that commonly takes place in
the real-world. Figure 4.3 shows the EyeCVE setup and positioning of interactants in the virtual meeting
room.
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Figure 4.2: The VE in which the experimental interactions took place, consisting of a white 3×3 m room
with a round meeting table in the centre surrounded by three chairs.
Figure 4.3: AMC in progress.
Gaze Aware Access Grid Setup
The Access Grid (AG) project, led by Argonne National Laboratory, is an ensemble of resources includ-
ing large-format displays, presentation, and interactive environments aiming to support room oriented
group-to-group collaboration [CDO+00a]. The vision of the AG project is to provide a mixed-media
visual and aural telecommunication environment with ambient video and audio, large-scale displays and
with software to enable the relatively transparent sharing of ideas, thoughts, experiments, applications
and conversation. The system aims to support both formal and informal interaction between remote
groups and individuals.
In the current experiment, VMC was achieved by linking AG nodes, located at each site, to enable
high-quality video and audio communication. The AG nodes at each site consisted of 2×1.3 m rear-
projected displays operating at a resolution of 1024×768 pixels and at a rate of 60Hz. Audio was
captured by microphones, either installed in the ceiling or placed in front of the local user, and played
back at remote sites through speakers aligned to appropriate displays of remote users. Interactants were
fitted with MobileEye eye trackers, which recorded the unfolding interaction from the perspective of
each scene camera, with overlaid gaze direction.
The displays and cameras at each AG node were aligned as optimally as possible to achieve gaze
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Figure 4.4: Arrangement of Access Grid displays, cameras, and speakers to achieve gaze aware VMC
at UCL. Note the head and shoulders views of fellow interactants.
awareness with regards to Chen’s angular offset threshold of 5◦ vertical and 1◦ horizontal [Che02].
Ideally, a camera would be located behind the display of each remote user, but this was not an option
at any of the sites. Hence, the video displays were centred either at a vertical or horizontal offset to
the appropriate camera. Figure 4.4 presents the arrangement at UCL, with annotated video display
position, audio output, and camera direction. In this setup, interactants are able to perceive the general
gaze direction of others, including at who they are looking, together with mutual gaze. Despite the
physical differences in size between the VMC and AMC labs, the AG arrangement at each site intended
to resemble the round-table meeting room as more easily established, due to the surrounding shared
environment, in the EyeCVE setup. Depending on the physical characteristics of the AG room at each
site, the distance from the local seated user to the displays was defined so that the viewing angles between
video displays of the two remote users was between 30–40◦ from centre, similar to the AMC setup. The
video displays at each site were separated horizontally so that the local user could see the head and
shoulders of both remote others, peripherally, at once. However, redirection of gaze and head orientation
was required in order to focus on either one. Interactants sat at a table facing the displays, with one
video display and one camera required for each connection between each of the remote sites. Thus, each
site had two video displays recorded from two cameras, with one streaming to and displayed at remote
site A, while the other sent to remote site B. This specification, supporting natural line-of-sight between
remote interactants is visualised in Figure 4.5, which also illustrates the equivalent setup in the AMC
between CAVE systems.
Eye Tracking
During both AMC and VMC experimental sessions, the MobileEye eye trackers record the gaze of
participants and confederates. In the AMC condition, gaze data was also used to drive the gaze of avatars.
The eye tracker requires calibration for every wearer in order to process gaze. The video recorded by the
scene camera is output to a DV tape, together with audio and embedded gaze point, relative to the scene.
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Figure 4.5: Visualisations of gaze awareness in VMC supported by display and camera alignment in AG
(left) and tracked gaze AMC achieved in EyeCVE using mobile eye tracking (right).
Figure 4.6: Frame captured by eye tracker scene camera. Gaze direction overlay marked by red
crosshair.
An example frame recorded from the scene camera is shown in Figure 4.6.
During the VMC experiments, the eye trackers were mounted on lightweight frames which aimed
to minimise obscuring the wearer’s eyes to those observing via the AG video streams as shown in Figure
4.4. In the AMC experiments, eye tracking was made possible by mounting the MobileEye on the
CAVEs’ CrystalEyes 3 [Rea10] shutter glasses as shown in Figure 3.3. The attenuation of the infrared
LED beams was measured to be about 70% every time the beams traversed the shutter glass lens. Hence,
the total attenuation of the bidirectional path was about 50%. However, this still allowed a sufficiently
clear image of the LED reflections to be captured by the tracker’s infrared camera for reasonable tracking
ability. When using both types of frame, the eye tracker software’s pupil contour detection algorithm
was found to be more robust when tracking dark irises than on lighter, blue or green, eyes. This effect
was emphasized when the tracker was mounted on the shutter glasses. Thus, to ensure high-quality data,
only participants with dark eyes were recruited.
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4.2.3 Population
Ten participants with normal or corrected-to-normal vision and no previous experience of VR were
recruited from UCL’s campus through an advertising poster campaign. They were paid £5 for the hour-
long study. In order to minimise possible effects of gender, and as both confederates were male, only
male participants were recruited. The ten participants were divided equally over the VMC and AMC
conditions, with five taking part in each.
4.2.4 Procedure
UCL was established as the main experimentation site. One experimenter was responsible for organising
and running the experiments as well as local technical setup and participant organisation. The two
confederates located at UoS and UoR maintained their local site’s technical setup, and played the roles
of interviewers during the experimental interactions. Experimental sessions performed using the two
mediums were interspersed over the ten participants, aiming to balance the impact of confederates’
habituation to the procedure across the two conditions. The experimental procedure was similar for both
AMC and VMC sessions, and consisted of four phases: briefing upon participant arrival, technical setup,
eye tracker calibration, and finally the experimental interaction itself.
Phase 1: Briefing
During recruitment, participants were assigned either to the AMC or VMC condition, and were instructed
to arrive at the location of either the CAVE or AG lab. Upon arrival, participants were welcomed in a
reception area at each lab, and were given an information sheet and ethical consent form. The information
sheet explained the general experimental scenario, setting the scene for the forthcoming interview in the
triadic interaction. Participants were left in private to fill out the forms, and were informed that they may
ask any questions not directly relating to the forthcoming experimental procedure or technical setup.
Phase 2: Technical Setup
While the participant read and completed the forms provided to them in the briefing stage, the telecom-
munication system was initialised. In the AG labs, this involved establishing a three-party video and
audio conference using UoR’s shared AG room, with UCL and UoS connecting to the room. The dis-
plays and cameras were aligned at each site to optimise gaze awareness, and audio input and output
levels were set appropriately. The established VMC at each site was checked to ensure both correctness
of the physical arrangement, and performance of the streaming video and audio between sites. Finally,
the eye trackers at each site were prepared for use, and a new DV tape was inserted into each DVCR.
The technical setup in the CAVE labs involved initialisation of EyeCVE. Firstly, a Skype [Sky10]
conference call was established between the three sites. Wireless microphones were initialised, and talk
from remote users was output from speakers positioned in each CAVE. The MobileEye eye trackers at
each site were initialised, with a new DV tape inserted into each DVCR. UoS ran the EyeCVE server,
which loaded the meeting room VE as displayed in Figure 4.2. Each site then connected EyeCVE clients
to different ports at the IP address of the listening EyeCVE server. Once the local client completed load-
ing, the confederates at UoS and UoR and the experimenter at UCL navigated their rendering perspective
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in the VE (which in turn repositioned the local avatar as displayed at remote sites) to the appropriate chair
around the shared virtual table, which was aligned to the physical chair positioned in the local CAVE.
Phase 3: Eye Tracker Calibration
When performing the VMC condition, the confederates at UoR and UoS donned the empty frame with
mounted eye tracker and completed the single-phase gaze calibration procedure using the MobileEye
software. This completed the pre-experimental VMC setup. In the AMC condition, confederates wore
the CAVE shutter glasses with mounted eye and head tracking. In addition to calibration in the Mobile-
Eye software, calibration within the VE was performed, mapping raw 2D gaze to the appropriate 3D
rotation of the embodied avatar’s eyes (see Section 3.1.4), thus enabling tracked gaze avatars. In the
AMC condition, the confederates held the hand tracker in their right hand, and ensured correct position-
ing of their wireless microphone.
Following confederate calibration, the participant entered the lab at UCL and was seated. The eye
tracker was fitted to the participant, whose gaze was then calibrated using the same one- or two-phase
procedure. The experimenter checked the accuracy of the calibration and made adjustments if required.
In the AMC condition, the wireless microphone was attached to the participant, who also held the hand
tracker in their right hand.
Finally, completing the pre-experimental phase, the experimenter at UCL issued a verbal signal to
the confederates to commence data collection. The experimenter then left the lab for the duration of the
experimental interaction.
Phase 4: Experimental Interaction
The AMC or VMC began with the confederates greeting and introducing themselves to the participant.
The confederates briefly outlined the informal interview scenario, and explained that they would alternate
the issuing of questions between them, and that the participant should answer as they wished. The
confederates commenced to issue the nine questions is presented in Table 4.1. The questions were often
followed up or expanded on naturally, engaging all interactants in multi-way conversation, rather than a
strict question-answer protocol. Following the question period, which lasted for a duration of around 15
minutes, the confederates thanked the participant for their time, concluding the experimental session.
Table 4.1: Questions issued to participants during the mediated interviews.
Question Issued by
Tell me briefly about your academic background. UoR
Do you consider yourself successful and why? UoS
Are you a team player? Give me an example. UoR
What is your philosophy towards work? UoS
What irritates you about co-workers? UoR
What is your greatest strength? UoS
What kind of person would you refuse to work with? UoR
What would your supervisor say your strongest point is? UoS
Describe your work ethic. UoR
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4.3 Analysis
The following sections present analyses of participants’ behaviour during the experimental interactions,
comparing AMC and VMC. Qualitatively, CA, combined with eye tracking data, is the primary method
of analysis used, and aims to identifying systematic practices used during the social interaction. Each line
of the CA extracts shows a reference number, an abbreviation identifying the speaker, and the transcribed
talk. Various symbols and spellings are used to capture aspects of the sound of the talk as introduced
by Atkinson and Heritage [KF73, AH84]. The participant’s direction of gaze is indicated as a labelled
line below the transcribed talk, parallel to the talk to which it relates, and gaze transitions are shown
by a row of dots. Quantitatively, eye tracking data is used to assess gaze distribution. The analysis
focuses on explication of participant behaviour, rather than that of the confederates. However, due to
the social context that the data describes, it is necessary, at times, to consider all parties. Informational
exchange and participants’ involvement, including their ability to interpret attention from gaze and to
establish mutual gaze with confederates, during the experimental interactions is considered. The analysis
is divided into three subsections: support of gaze practices, management of speaker transition, and gaze
distribution. For additional materials, see Appendix C.
4.3.1 Supporting Gaze Practices
Certain gaze practices commonly employed in collocated interaction may also be observed in the
recorded AMC and VMC. In collocated conversation, a common gaze practice is for a listener to look
directly at a speakers’s facial region, particularly at the eyes, while being questioned. Once the question
has been issued, response formation and delivery begins with the respondent looking away from the
questioner, which signals a hold of the conversational floor, and ends by redirecting gaze back to the
questioner as the answer reaches completion, returning control of the floor [Dun74]. This “at-away-at”
behavioural sequence was frequently observed during remote interactions in both VMC and AMC, and
examples of which are transcribed in Figure 4.7 and Figure 4.8 respectively.
Figure 4.7 presents a CA extract from a VMC interaction featuring a confederate, Rob, issuing a
question, and the subsequent answer from the participant, Wal. At lines 06–07 of the transcript, Rob
Figure 4.7: VMC: simplified CA transcript illustrating “at-away-at” gaze behaviour of the participant
when being asked, and when responding to, a question. Names have been changed to ensure anonymity.
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Figure 4.8: AMC: simplified CA transcript illustrating “at-away-at” gaze behaviour of the participant
when being asked, and when responding to, a question. Names have been changed to ensure anonymity.
asks Wal to tell them (the confederates) about his professional or academic background. As indicated
by the solid underlining of the text, during delivery of the question, Wal is gazing directly at Rob. As
Rob finishes issuing the question with “please”, Wal shifts his gaze to the centre of the AG display, away
from his two interviewers as illustrated in Figure 4.4. Wal begins his vocal reply at line 08, maintaining
his gaze direction between the location of the confederate video displays until he reaches the semantic
point, “student”, of his answer at line 09. This utterance coincides with his return of gaze direction back
to the questioner, Rob.
The CA extract from an AMC interaction presented in Figure 4.8 describes similar “at-away-at”
gaze behaviour employed by a participant, Ric, during a question issued by confederate, Rob. The
non-questioning confederate is Paul. Over lines 04–05, Rob asks Ric to explain the characteristics of
someone that they would refuse to work with. Ric gazes toward Rob, before a brief glance at Paul as the
question comes to an end. There is a brief silence, marked by (.), at line 06, and Ric’s gaze is directed at
the central space between the confederate avatars. This away-gaze strategy continues on line 07 while
Ric utters “Er”, signalling that he is still formulating a verbal response. Following another brief pause,
Ric starts to talk, returning his gaze first to the questioner, Rob, and then to Paul at line 08, and finally
back to Rob as his response ends. The (2.0) at line 08 indicates a significant pause of two seconds before
any further action takes place, during which Ric maintains his gaze on Rob, signalling the end of his
talk.
4.3.2 Management of Speaker Transition
The semi-formal structure of the conversation, which involved scripted questions issued between two
interviewers to a single interviewee who answered all questions, has clear interactional constraints with
respect to ownership of the conversational floor. However, speaker transition is less constrained im-
mediately following a participant’s answer, at which point, the two confederates must decide, often
nonverbally, whether to issue a follow-up response to the answer just produced, or to simply advance to
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Figure 4.9: VMC: simplified CA transcript demonstrating the deployment of gaze for conversation man-
agement. Gaze is used to signal speaker transition between confederates, which is subsequently observed
and recognised by the participant.
the next question. In the former case, the answer is likely to have been deemed inadequate, possibly due
to brevity, or a misunderstanding by either or both confederates, who may subsequently produce further
talk. In case of simple advancing to the next question, this decision is likely to be indicated through a
familiar nonverbal signal such as mutual eye contact coinciding with a nod of the head between confed-
erates. Thus, between questions in both conditions, there is a turn-allocation situation that requires local
management. This management of speaker transition, including general awareness of conversational
state was sub-optimal in both forms of mediated communication.
VMC
In those moments in which turn-allocation had to be locally managed by the interactants, the faithful
representation of users provided video seemed to support more effective nonverbal signalling than AMC.
Particularly during decisive moments following a participant’s answer to a question, the confederates at
UoS and UoR (who were also personal friends) were able to employ and recognise gaze, head movement,
and characteristic facial expression to ease transition. The import of gaze is illustrated in the CA extract
presented in Figure 4.9. At line 03 of the extract, the participant, Mac, finishes his vocal answer to a prior
question issued by Rob, who he then continues to gaze at. At line 04, there is a silence of 0.8 seconds,
during which Rob directs his gaze at the next questioner, Paul. This redirection of gaze is recognised by
Mac as a turn-taking strategy, who follows Rob’s gaze to also fixate on Paul. Mac maintains his gaze on
Paul, the identified next speaker, during a brief pause at line 05 before Paul begins the next question at
line 06.
Despite the VMC system’s effectiveness of gaze as a management technique, the spatial fragmenta-
tion of the visual displays, as illustrated in Figure 4.4, led to difficulties in conversational management.
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Figure 4.10: VMC: simplified CA transcript highlighting difficulties in conversational management due
to fragmentation of the shared workspace.
For example, the transition between questions sometimes involved a relatively long period of silence, in-
dicated by gaze performed by the participant following completion of an answer. During these silences,
the participant often alternated gaze between the confederates, monitoring the unfolding of the speaker
transition. This process was often concluded with the confederate who issued the prior question shifting
his gaze away from the participant and toward his fellow confederate. Due to the fragmentation of the
displays showing the remote confederates as viewed by the participant, gaze awareness is only able to
provide general information regarding attention, as opposed to precise direction of gaze. Figure 4.10
shows how, following his answer, a participant, Jon, witnesses the unfolding of speaker transition over
a long period of 4.2 seconds of silence, at line 09. Jon uses gaze to monitor which confederate is likely
to speak next. Initially he looks at Paul, expecting the next question. However, in the absence any talk
from Paul, Jon moves his gaze to the centre, between Rob and Paul. After three 3 seconds, John directs
his gaze at Rob, who subsequently looks at Paul (indicated by R->P), prompting for the next question.
Finally, Jon again looks at Paul at the end of the silence, sustaining his gaze while Paul issues the next
question at line 10. The high degree of fragmentation is contextualised in Figure 4.11, showing the
physical separation of confederate video displays.
AMC
Deficiencies of the current version of EyeCVE’s avatar behaviour and animation system created specific
challenges to participants during AMC. The basic avatars used in this experiment did not feature mouth
movement corresponding with embodied users’ vocal utterances. Combined with the lack of spatialised
audio output, participants were often confused about which confederate was currently talking. In an
attempt to elucidate who was speaking, the confederates adopted a system of naming and pointing to
the next questioner, in order to explicitly allocate the conversational floor. This gestural approach to
turn-taking was combined with gaze and head movement, which generally provided participants with
sufficient transition management information. This strategy is elucidated in Figure 4.12, which shows
how, after completion of his answer at line 02, the participant, Sim, alternates his gaze between the
two confederates at line 03 in an attempt to monitor who is going to speak next. The transition of the
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Figure 4.11: Participant view during VMC, illustrating the fragmentation of the shared workspace.
questioner at line 04 is performed by Rob’s arm gesture towards Paul, eliciting a shift in Sim’s gaze from
Rob to Paul. Sim’s gaze at Paul is maintained, as Paul performs a corresponding ‘receive’ arm gesture
and begins to issue the next question at line 06. This gestural sequence to management of turn-taking is
illustrated from the participant’s perspective in Figure 4.13.
Although such gestures are somewhat artificial in comparison to how turn-allocation is performed
in collocated interaction [SSJ74], their success highlights the importance of the shared and perceptually
unified space provided by EyeCVE. In contrast to most VMC systems, the surrounding nature of the
CAVE displays allows full-body representations of users, thus allowing gesture to be used as a commu-
nicational resource, and attention to be naturally signalled and observed by this means.
4.3.3 Gaze Distribution
To support the CA, a quantitative measure of gaze distribution was performed using eye tracking gaze
data as recorded from the scene camera mounted on the CAVE and AG frames worn by participants.
Six academics from departments of psychology and computer science located at UCL, UoR, UoS, and
Roehampton University were asked to classify participants’ direction of gaze for each period of time
during which a question was being issued by a confederate. During the experimental interactions, the
ability for confederates to ask follow-up questions in order to elicit further information from participants
resulted in a varying number of questions that were available to be rated over the two conditions, with
56 over the AMC sessions and 52 in the VMC sessions over all ten participants.
An application, which embedded videos and recorded user ratings, was developed, and is pre-
sented in Figure 4.14. The video panel positioned to the right of the GUI plays a clip captured from the
experimental interactions, and allows for pausing and re-watching. The panel to the left of the video en-
ables raters to classify gaze direction into four categories: at the questioner (Speaker), at the bystanding
confederate (Other), away from both confederates (Neither), and gaze deemed ambiguous, and hence
difficult to classify (N/A).
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Figure 4.12: AMC: simplified CA transcript highlighting gestural strategies to conversation manage-
ment. Figure 4.13 shows the corresponding view from the participant’s viewpoint.
To ensure inter-rater reliability, Fleiss’ kappa coefficient was calculated to be 0.67, constituting
substantial agreement between the six response sets. Subsequently, judgements recorded from the six
raters were then classified according to a majority vote, with a threshold of ≥5 agreeing votes ensuring
the according classification, and <5 identical responses being classified as ambiguous. For instance, a
clip in which five out of the six raters judged the participant’s gaze to be directed at the questioning
confederate would be classified as such. However, a clip judged identically by only four raters would
be deemed unsuitable for confident categorisation, resulting in an ‘ambiguous’ classification. Table 4.2
presents participants’ gaze distribution over all questions in both AMC and VMC conditions. Participant
gaze At Speaker is less during AMC compared to VMC. There are two explanations for this: firstly,
recalling the confusion caused due to lack of avatar mouth movement synchronised with talk, participants
occasionally had problems identifying which confederate was talking, thus accounting for increased
proportions of At Other and Away gaze; secondly, eye tracking was less robust when operating in the
low-luminance environment of the CAVE and through the tinted shutter glass lenses. This is likely to
contribute to the increased Ambiguous ratings, referring to cases in which gaze was deemed too erratic
for broad categorisation.
Table 4.2: Participant gaze direction while being asked questions in AMC and VMC conditions
Condition At Speaker At Other Away Ambiguous
AMC 66.7% 5.6% 16.6% 11.1%
VMC 80.2% 2.9% 10.4% 6.5%
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Figure 4.13: Gestural management of conversation corresponding to Figure 4.12. Left: Rob extends
arm to Paul, thereby ‘giving’ him the conversational floor (line 04 in Figure 4.12). Right: Paul gestures
to ‘receive’ the floor, prompting his speaking turn (line 05 in Figure 4.12).
Figure 4.14: Gaze distribution analysis application. Participants’ gaze while being asked a question
was classified into four groups: at speaker, at non-speaking confederate, away from both confederates,
and ambiguous.
4.4 Discussion
In both AMC and VMC conditions, interactants were able to signal using their own gaze and observe
others’ gaze. Gaze was also recorded to act as the primary data source for analysis. Analysis of the
experimental interactions concerned three broad behavioural categories: support of gaze practices, man-
agement of speaker transition, and gaze distribution. The following section discusses the results, ex-
ploring behavioural differences observed between users of the two telecommunication systems. Varying
characteristics of spatiality, user representation, and emergent gaze behaviour provide particular focus
for discussion.
4.4.1 Spatiality
In the three-party conversational scenario, participants were free to choose how to distribute gaze be-
tween the two confederates when responding to questions, issued by one party. CA presented in Figure
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4.7 detailed the common tendency in VMC for participants to direct gaze more exclusively towards the
questioning confederate when answering a question. In contrast, Figure 4.8 presented practice more
common to AMC, detailing how participants alternated their gaze between both the questioner and the
bystanding confederate when responding to a question. This characteristic difference in gaze behaviour
is likely to arise from the way in which the two technologies present the shared workspace.
Studying a non-immersive CVE, Hindmarsh et al. [HFH+98] observed that fragmentation, due to
the narrow field of vision provided by the displays, of content in the shared workspace led to problematic
interaction. In particular, the authors noted that users found it difficult to re-assemble the relation be-
tween another user’s avatar and where it was indicating, thereby undermining the ability to assemble the
coherence of the scene. In the current experiment, the particular VMC setup significantly separated the
video displays of remote confederates, which limited participants’ to only be able to direct attention to a
single party at any one time. Accordingly, participants’ ability to observe both confederates simultane-
ously, by means of peripheral vision, was hindered due to the high degree of separation of the displays.
This limitation was demonstrated during the experimental interactions by sequences of problematic con-
versational management. As presented in Figure 4.10, such situations were particularly prone to occur
following the end of a participant’s response to a question that one or both confederates deemed to be
ambiguous as to whether it should indeed be treated as the end. In contrast, the AMC supported by Eye-
CVE was performed in a shared and seamless workspace that did not limit positioning of users’ avatar
embodiments. This allowed the three parties engaged in the AMC to adopt a spatial formation that was
perceptually similar to a round-table meeting that may take place in reality. As a result, participants were
able to attend to, and observe, both confederates more efficiently, with minimal shifts in head orienta-
tion. This allowed, for instance, head orientation to be directed toward one confederate, while directing
gaze towards the other. This unified shared workspace, together with full-body representation of users
that allowed for observation of gross gesture, suggest the potential of ICVEs as a platform that is highly
conducive to the support of multiparty conversation and gaze practices.
4.4.2 User Representation
The spatial advantages of the immersive AMC over the fragmented display characteristics of the VMC
were somewhat diminished, however, by the primitive nature of the visual and behavioural fidelity of
the avatar embodiments compared to live video. VMC presents users actual appearance, enabling rich
signalling and observation of facial expression, oculesics, and mouth movement according to vocal ut-
terances. In contrast, AMC embodied users as generic virtual humanoids featuring faithful replication
of gaze behaviour as the single dynamic characteristic of facial expression. Hence, whilst the tracking
of single arm allowed for both gross and subtle gesture, and head tracking enabled posture shifts while
maintaining communicational gaze, much of the richness of users’ expressive facial behaviour, including
mouth movement, was not captured or transmitted during AMC. The impact of this disparity in fidelity
between VMC and AMC surfaced in the experimental interactions in the form of problematic sequences
of conversational management during AMC. In particular, confusion arose from the lack of avatar mouth
movement, resulting in moments of participants being uncertain with regards to which confederate was
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Figure 4.15: Participant engaged in AMC deploying gaze, marked by crosshair, generally toward con-
federate avatars in early stages of interaction (left: after 10 seconds), to explicit targeting of confederate
avatars’ eyes, seeking to establish mutual gaze or seek information regarding attention and action in
later stages (middle and right: after 52 seconds and 1:43 minutes respectively).
currently talking. As described in Section 4.3.2, confederates compensated for this deficiency with ex-
aggerated use of arm gesture to both pass control of the conversational floor, and to hold the floor.
Confederates often employed such gesture in combination with the additional compensatory technique
of talk, intending to make turn-taking explicit, and to guide participant gaze. While these techniques
were generally successful as means to substitute action and visual conduct that are recurrently implicit
in collocated conversation, they reveal deficiencies in the avatars’ display of nonverbal cues.
4.4.3 Emergent Gaze Behaviour
In both the AMC and VMC, participant gaze behaviour was similar, and comparable to collocated in-
teraction. Participants did not solely look away from confederates, nor gaze fixedly at them, and gaze
was dependent on the current state of the ongoing interaction. However, a particular longitudinal phe-
nomenon was observed in the AMC sessions with regards to how participants utilised gaze as the ex-
periment progressed. During the early minutes of interaction, it was observed that two of the five AMC
participants directed their gaze generally towards the confederate avatars, as opposed to focusing on the
face or attempting to establish mutual gaze. However, as the interview progressed, these participants
began to consistently target confederate avatars’ eyes. This emergent behaviour is illustrated in Fig-
ure 4.15, and may be explained by participant’s initial inexperience of system, which, as it increased,
led to the realisation of the relevance of other avatars’ gaze behaviour, and subsequently elicited more
natural gaze behaviour from the participant themselves. Participants had no previous experience of im-
mersive VR, and hence, the novelty of the scenario of interacting with remote people via life-size avatar
embodiments was likely to elicit different attentional and gaze behaviour during acclimatisation to the
medium. From analysis of eye tracking videos of the two participants who displayed the emergent gaze
behaviour, the change from general targeting of confederate avatars to specific gaze directed at the eyes
and face occurred towards the end of the first minute of the interview, as marked in Figure 4.15. This,
more socially normal gaze behaviour, particularly of attempting to establish mutual gaze, remained in
practice for the remainder of the interactions, and was comparable to the other three AMC participants,
who demonstrated such gaze strategy throughout.
As discussed in Section 4.2.2, the VMC setup allowed only head and shoulders views of confed-
erates. Hence, when looking towards confederates, the potential for participants to look anywhere apart
from their faces was limited in comparison to the full-body and unified environment presented during
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AMC. Hence, while direct comparison of longitudinal trends in gaze behaviour between AMC and VMC
would not be valid, all VMC participants sought to establish mutual gaze with confederates, throughout
the entire course of the interactions. This was implied quantitatively in the gaze distribution analysis
in Section 4.3.3, which demonstrated significantly higher proportion of gaze directed at the questioning
confederate during VMC than during AMC. Combined with observations of emergent gaze behaviour in
AMC, this suggests that participants fostered a higher degree of social presence when confederates were
represented by live video than by avatar embodiments. The limitations of the basic avatars used in this
experiment are likely to have influenced participant gaze behaviour during AMC. In particular, a lack
of mouth movement, facial expression, and eyelid movement were likely to be detrimental to the social
realism of the embodied virtual humanoids.
4.5 Chapter Summary
The experiment presented in this chapter aimed to compare the behaviour of participants engaged in
a triadic conversational scenario performed using tracked gaze AMC and gaze aware VMC. An early
version of EyeCVE supported the AMC, while AG nodes at the three interacting sites were setup as
optimally as possible to enable gaze awareness between interactants. A semi-structured role-play was
formulated, featuring two confederates interviewing a single participant. Qualitative CA combined with
eye tracking indicated that interaction in both mediums is influenced by technical characteristics of the
system, particularly with regard to workspace fragmentation and user representation. However, interac-
tants were seen to adopt strategies to successfully manage conversational turn-taking in both mediation
types: in VMC, confederates generally employed gaze and facial expression to signal transfer of the
conversational floor, while in AMC, this was usually handled through hand gesture combined with gaze
and head orientation.
The findings support the hypotheses that multi-party conversation is able to be conducted ade-
quately, and that gaze behaviour will be employed similarly during both AMC and VMC for purposes
of both nonverbal expression and management of the unfolding interaction. Gaze behaviour in both
telecommunication mediums approximately followed established social norms observed in collocated in-
teraction. This experiment was purposefully less formal, in terms of both design and analysis, and more
exploratory, in terms of the general issues regarding gaze-enabled telecommunication systems, than the
experiments detailed in the forthcoming two chapters. Discussion made both general and specific ob-
servations regarding the advantages and deficiencies of the two mediums. In particular, limitations of
EyeCVE’s avatar system were uncovered, and are subsequently developed and explored over the follow-
ing chapters. Regarding data analysis, a critical limiting factor in this experiment was the MobileEye
eye tracker’s low tracking robustness and the lack of detailed logging ability. The units are replaced by




This chapter presents an experiment designed to evaluate the impact of varying methods of avatar gaze
control in a three-party object-focused collaborative task. The experimental design takes Schroeder et
al.’s [SSA+01] simplified Rubik’s cube study as a primary influence. In that experiment, performance
and subjective experience was compared over varying technologies (reality, immersive AMC, and desk-
top AMC) in a collaborative task performed by two naı¨ve participants. The participants worked together
to solve the 3D puzzle, and no structure was imposed on the interaction, which progressed based upon
the action of, and communication between, the two participants. Accordingly, in their post-experimental
analysis of the AMC, Schroeder and colleagues sought to explore their paper’s titular question: is col-
laboration in ICVEs as good as being there together?
In contrast, the experiment presented in this chapter imposes a structure on the experimental AMC,
defining a sequence of interactional subtasks performed between two confederates and single participant.
Informed by initial piloting of an object-focused scenario, the structured interaction was designed to
emphasise the communicative importance of gaze as an interactional resource in AMC, and also to
enable rich analysis of the recorded data. Hence, while Schroeder and colleagues were concerned with
how varying technologies may influence collaboration, the current experiment focuses on the impact of
varying methods of avatar gaze control on quality of communication in immersive AMC. The goal of the
experiment was to compare tracked gaze, a simple gaze model, and no eye movement during an object-
focused task. The methods of analysis are extended from those employed in Chapter 4, and include task
performance, subjective user experience, and interaction analysis using CA coupled with eye tracking
data.
5.1 Experimental Aims and Expectations
The aim of this experiment was to assess the benefit of tracked gaze AMC in a multiparty task that
required physical movement and object manipulation. Gaze aware VMC systems preclude users’ abil-
ity to move freely within their local environment while maintaining meaningful communicational gaze
with remote others. Hence, in contrast to the experiments presented in the preceding and subsequent
chapters, the current experiment does not investigate VMC, and instead focuses on varying conditions
of avatar gaze control in immersive AMC. The ability to both manipulate and share virtual objects in a
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Figure 5.1: Views of the completed ‘Rubik’s cube’ puzzle, formed by arranging eight small cubes to
form one large cube in which each side displays exactly one colour.
unified shared workspace is a feature unique to ICVEs, and forms an integral part of the experimental
interactions. The overall goal of this experiment was to investigate differences between varying methods
of avatar gaze control, as measures of task performance, subjective user experience, and interactional
behaviour.
The primary hypothesis was that tracked gaze AMC would be able to support a higher quality of
communication, measured by task performance, subjective user experience, and interaction analysis,
than both static and modelled gaze AMC. Specifically, when all interactants are embodied by tracked
gaze avatars, this form of AMC is expected to outperform the two other classes of avatar gaze control in
the following ways: action will be performed faster and with fewer errors; participants will rate overall
communication as more natural, and instructions issued by interactional partners as less ambiguous; dur-
ing interaction, participants will demonstrate gaze practices that are more comparable to those observed
during collaboration in the real-world; and finally, when a mistake is made during the collaborative task,
participants will be able to more effectively employ repair strategies to remedy the situation.
5.2 Experimental Design
A within-groups repeated measures design was used, with twelve participants performing three consec-
utive experimental sessions in each of the three avatar gaze conditions of tracked gaze, simulated gaze,
and static gaze. Similarly to the previous conversation experiment, participants took part in three-party
interactions comprising of themselves and two confederates: one located at the University of Reading
(UoR) and the other at the University of Salford (UoS). The same two male confederates performed
interactions with all twelve male participants. The main component of interaction involves the two con-
federates alternately issuing instructions to the participant, who performs the requested action. Once the
instruction has been completed successfully, the next instruction may be issued. This process continues
until the entire sequence of instructions has been issued, and the goal state of the puzzle is achieved;
at which point the current experimental interaction concludes. Figure 5.1 shows the puzzle’s goal state,
rendered from various angles, illustrating the arrangement of eight smaller cubes to form a single, larger
cube, with each side displaying exactly one colour.
The core of the collaboration is the interactional sequence of confederates issuing instructions to a
participant, and the participant performing the requested action. Each experimental session comprises
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a total of ten instructions toward achieving the goal state of the puzzle. These ten instructions are
logically paired, resulting in five pairs per experimental session. Each instruction pair comprises one
grab instruction, and a follow-on position instruction, both of which are issued by the same confederate.
Grab instructions request the participant to take action to identify and pick up a specific cube being
indicated by the instructing confederate. Subsequently, position instructions require the participant to
identify and place the grabbed cube in the specific position, as indicated by the instructing confederate,
within the cube puzzle. Following the participant’s successful grab and position action, the bystanding
confederate (i.e. the confederate who did not issue the previous instruction) assumes control of the floor,
and issues the next instruction pair. This process continues until all five instruction pairs have been
issued, and the goal state of the puzzle is achieved.
In summary, this study does not present a symmetrical collaborative task as seen in Schroeder et
al.’s experimental design [SSA+01]. Rather, the use and importance of gaze as a bidirectional resource
in AMC, for both indication and observation of attention and action, are investigated over three varying
methods of avatar gaze control. The following sections detail the experimental design. For additional
materials, see Appendix D.
5.2.1 Independent Variables
The three methods of avatar gaze control are listed below in ascending order of their expected contribu-
tion to quality of communication. Participants performed a total of three experimental sessions (one in
each condition), in which both confederate avatars and their own avatar’s gaze was controlled by identi-
cal methods described by the conditions. Hence, the following independent variables are termed static
gaze AMC, modelled gaze AMC, and tracked gaze AMC. The order of conditions were resequenced over
the twelve participants to negate the effect of learning and experience. Additionally, three VEs with
different starting configurations were also built, and presented to all participants in the same order. The
VE design is described in Section 5.2.3.
1. Static gaze AMC: In this condition, avatars’ eyes are centred and do not exhibit any movement.
This is the most basic form of AMC investigated in the experiment, and aims to provide a baseline
from which the latter two conditions may be judged. When operating with static gaze, the attention
of others must be inferred from alternative, tracked, nonverbal cues such as head orientation and
gesture.
2. Modelled gaze AMC: In this condition, a basic simulation of gaze behaviour controls avatars’ eye
movement. The characteristics of the model are described in Section 5.2.3. A central feature of
modelled gaze avatars is that they display gaze behaviour that is different to their embodied user’s
actual eye movement.
3. Tracked gaze AMC: In this form of AMC, avatars’ gaze mimics that of their controlling users.
Thus, users engaged in tracked gaze AMC will be able to both signal using their own gaze, and
observe others’ gaze behaviour. The head-mounted eye tracking setup used to achieve this high-
fidelity form of AMC is outlined in Section 5.2.3.
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5.2.2 Piloting
Prior to running the experiment as it is documented in this chapter, the experimental design was refined
over several iterations. The experiment aimed to assess the benefit of tracked gaze AMC in a multi-
party task requiring physical movement and object manipulation. Initially, pilot sessions involving a
three-party version of Schroeder et al.’s [SSA+01] symmetrical collaborative task, were carried out, in-
vestigating the same independent variables of gaze control described above in Section 5.2.1. However,
while thorough interaction analysis would have likely uncovered subtle differences in communicative
behaviour, it quickly transpired that task performance as a whole seemed relatively unaffected by avatar
gaze condition when users were engaged in such unstructured interaction. Two main reasons may ex-
plain this finding: the puzzle task is extremely involving, and while the three participants often verbally
communicated, the success of the object-centric action did not necessarily require those involved to pay
close attention to the visual presence of their fellow collaborators. This was compounded by the approx-
imately hip-level height of the puzzle base (see Figure 5.1) displayed in the CAVE systems, leading to
participants generally adopting a downward-gazing posture. Secondly, three collaborators appeared to
be one too many for the particular task, and one or two members generally emerged as dominant, thus
reducing the cooperative nature of the task. A subsequent version of the experiment was also trialled,
with two confederates acting as aides to a single participant, suggesting and helping them toward solving
the puzzle. This design also suffered from the aforementioned problems.
Experience with pilot experiments suggested that, in order to investigate the operational benefit
of using tracked gaze avatars in object-focused scenarios, the experimental task must emphasise the
communicational importance of gaze during the collaborative interactions. Preliminary analysis of pilot
experiments also suggested that some form of structure should be imposed on the interactions in an
attempt to minimise the intervening variable of participant ability and approach, and also to enable data
collection of specific and repeated sequences of action. The paradigm of an instructional scenario was
developed, transforming the initial symmetrical and open-ended collaborative puzzle solving into a series
of sub-tasks acting as components of a whole, and which featured the same eventual goal state. Pilot
studies involving a single participant being instructed by two confederates were conducted successfully,
and evolved into the final experimental design as described in Section 5.2.5. The role of confederates was
established as a key element of interaction, serving multiple purposes: the communicative importance
of fellow users’ visual presence was emphasised; participant behaviour was controlled and constrained
by a defined sequence of instructions; and the time taken from beginning to goal state of the puzzle
was significantly reduced by the instructional design and expertise of confederates. From the practical
perspective of experimental duration, which dictated the amount of time participants would be required
to spend within the CAVE, the redesigned task enabled a within-subjects design in which participants
performed experimental sessions in each of the three avatar gaze conditions. Finally, and as explained
in Section 5.2.3, the difficulty of the task was increased by the addition of several “dummy” cubes,
alongside the “puzzle” cubes, into the VEs. The dummy cubes acted as decoys for the participant when
carrying out grab instructions issued by confederates.
5.2. Experimental Design 134
5.2.3 Apparatus
EyeCVE supported the object-focused AMC between the three CAVE laboratories located at UCL, UoR,
and UoS. At all sites, ViewPoint eye trackers were fitted to the local user, recording gaze. The following
sections present the arrangement of the technical apparatus.
EyeCVE Setup
The EyeCVE setup for this experiment was similar to that described in Section 4.2.2. A more mature
version of EyeCVE was used, featuring improved network performance, and, due to the integration of
the ViewPoint eye trackers, more frequent gaze updates to the avatar subsystem when tracked gaze AMC
was in operation. The basic avatars documented in Section 3.1.4 were used, capable of displaying the
oculesic behaviour of gaze, but not supporting eyelid kinematics or changes in pupil size. Similar to the
previous conversation experiment, EyeCVE ran on SGI PrismTM computers at UoS and UoR. However,
UCL migrated to a Microsoft Windows R©XP cluster, which operated with identical display properties:
1024×768 pixels per wall, projected at 96-120 Hz in active stereo. Head and hand tracking remained
identical at all sites to that described in Section 4.2.2. UoS ran the centralised server, which maintained
the state of the shared VE and distributed changes to all clients. Wireless microphones were worn by all
interactants, and audio communication was achieved using a Skype [Sky10] conference call, and output
through speakers located in each CAVE.
Three VEs featuring different starting configurations for the three experimental sessions were built.
As the independent variables were resequenced over the twelve participants, the presentation order of the
VEs remained static in order to negate the impact of any variation in difficulty of starting configuration.
The spatial volume of the VEs was approximately equal to that of the CAVE systems (3×x3×2.2 m),
allowing participants and confederates to navigate to any position within the VE naturally, through phys-
ical movement, as opposed to requiring the use of an additional input device. Each VE was populated
with a configuration of eight puzzle cubes and five dummy cubes. The puzzle cubes were coloured in
order to have specific positions within the overall 2×2×2 goal state, while the dummy cubes appeared
to be similarly coloured, but would not fit correctly into the finished puzzle. The purpose of the dummy
cubes was to increase the difficulty of the grab instructions, by presenting participants with a greater
number of potential choices. The quantity of five dummy cubes was informed by the piloting work de-
scribed in Section 5.2.2. Critically, the dummy cubes appeared differently in the participant display at
UCL compared to in the confederate displays at UoR and UoS: to participants, dummy cubes appeared
coloured, and thus indistinguishable from the puzzle cubes; however, to confederates, dummy cubes ap-
peared black on all sides. This intended to aid confederates when issuing grab instructions, by reducing
the number of possible cubes (i.e. non-black) they may indicate, towards completing the puzzle.
Each VE starting configuration featured three of the puzzle cubes positioned correctly to form the
base of the solution, while the remaining five puzzle cubes were scattered around the VE. The five
additional dummy cubes were also scattered around the VE close to the puzzle cubes. Views of the three
starting VEs, from perspectives of both the participant and the confederates, are shown in Figure 5.2.
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Figure 5.2: Renders of the three starting configuration VEs. The top row of images are marked P,
and show the VEs as they appeared in the participant display. The bottom row of images are marked
C, and show the VEs as they appeared in the confederate displays. In the former, dummy cubes are
indistinguishable from puzzle cubes, while in the latter, dummy cubes are displayed black on all sides.
Eye Tracking
ViewPoint eye trackers were mounted on the CAVEs’ CrystalEyes 3 [Rea10] shutter glasses as illustrated
in Figure 3.4. The eye trackers provided robust data capture in varying lighting conditions with all wear-
ers, including when they physically walked and moved within the CAVE. Scene cameras recorded action
with a wide 150◦ FOV, granting peripheral view of the scene close to the 180◦ of humans [Cos95]. The
wearer’s foveal fixation point is overlaid on the scene camera video, allowing for real-time observation
and post-analysis of gaze behaviour once synchronised with the separately recorded audio.
Gaze Model
Given the widespread use of gaze models for avatars and agents alike, it was important to integrate an
autonomous simulation of eye motion into the conditions of gaze control in the current experiment. The
gaze model developed for this experiment is basic, and aims to provide a baseline performance measure
for future work into gaze modelling, covered in Chapter 7.
For a gaze model to generate eye movement which has potential to be interactionally-relevant, the
particular application and scenario of the VE must be considered. The current scenario features triadic
object-focused collaboration, including object manipulation, conversation, and free movement. Hence,
users’ action is highly dynamic and varied, precluding the option for an approach simply based on
interactants’ talking and listening state. Rather, in the scenario presented in the current experiment, a
user’s current FOV of the virtual scene, and positions of objects contained within, is a more appropriate
form of input to gaze generation. The approach of the current gaze model firstly calculates a user’s
current FOV, determined by head tracking, and the considers objects and avatars lying within that region,
to which gaze is distributed. Figure 5.3 illustrates top- and side-views of the gaze model’s input frustum,
the origin of which lies at the centre of the avatar’s eyes.
Boff and Lincoln specify the human eye’s maximum ideal horizontal and vertical foveal rotation to
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Figure 5.3: Gaze model input frustum. Left: Top view. Right: Side view. A user’s current head position
and orientation is used to calculate a FOV frustum (blue shaded area) specified at 70◦ vertical and
horizontal. Objects and other avatars lying within the frustum are targets for gaze distribution, which
the algorithm chooses at random.
a fixation point at 35◦ [BL88]. The frustum approximates this general limit of eye rotation, defining a
FOV of 70◦ both horizontally and vertically from the head-centric vector, leading to a maximum avatar
eye rotation of 35◦ on each axis. Algorithm 1 details the operational behaviour of the gaze model.
During action in EyeCVE, saccades and fixations are randomly distributed between targets (cubes and
other users’ avatars) within the current FOV. The position and orientation of the FOV is dynamic, and
is inferred from head tracking data. Thus, potential targets enter and exit the FOV, and saccades and
fixations are generated. The duration of fixations are determined by a random-sampling method which
varies with head motion. The temporal coding of fixations is therefore dependent on timing and velocity
of head movement: reduced activity generates fewer saccades with longer fixations, while rapid motion
results in greater numbers of saccades and shorter fixations. A uniformly distributed random number was
generated every second, which determined which target in the current FOV was foveated. In summary,
the gaze model takes a user’s current FOV, inferred from head position and orientation, as input, and
distributes gaze randomly to objects located within. The model is naı¨ve with regards to how gaze is
distributed between objects, and does so randomly. The performance of the model is addressed in the
forthcoming experimental analysis, in Section 5.3.
5.2.4 Population
Twelve participants with normal or corrected-to-normal vision and no previous experience of VR were
recruited from UCL’s campus through an advertising poster and email campaign. They were paid £10
to perform the study, the duration of which was between one and two hours depending on the partic-
ipant’s ability. Similar to the prior conversation experiment, both confederates were male, so in order
to minimise possible effects of gender, only male participants were recruited. The twelve participants
performed three experimental sessions: once in each avatar gaze condition. As depicted in Table 5.1,
exposure was resequenced over the twelve participants to negate learning bias in the within-subjects
design. In each session, all avatars exhibited the same method of gaze control. Confederates were not
informed of their own avatar’s gaze condition, nor were they informed of others’, and were also told that
each avatar in the interaction may feature a different gaze condition. In reality, all avatars operated with
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Algorithm 1 Random gaze model computes target object (ox,oy,oz)
Require: scene database of objects {O1,O2,O3, ...On}
Require: field of view, f ov = 70◦ (i.e. eccentricity, θ ≤ 35◦)
1: for each frame do
2: seed random to 1 second {determines fixation duration}
3: compute avatar’s eye location in world coordinates
4: for each object in the scene database do
5: determine object’s location in world coordinates
6: compute eccentricity, θ {equation 7.1}
7: compute vertical angle, θv {equation 7.2}
8: if (θ < 35◦) and (−35◦ < θv < 35◦) then
9: add to list of objects within field of view
10: end if
11: end for
12: pick randomly from objects within field of view
13: aim avatar’s eyes at centre of selected target object
14: end for
Table 5.1: Order of independent variables presented to the twelve participants.
Order
Participant Number
1 & 7 2 & 8 3 & 9 4 & 10 5 & 11 6 & 12
1st Static Static Model Model Tracked Tracked
2nd Model Tracked Static Tracked Static Model
3rd Tracked Model Tracked Static Model Static
the same gaze condition during an experimental session. These measures aimed to minimise differences
in confederate behaviour due to knowledge of their own avatar’s gaze capability. Participants were not
informed of the significance (or insignificance) of other avatars’ eye movements, nor the ability (or in-
ability) to communicate using their own gaze. Finally, the setup procedure preceding each of the three
sessions was identical, aiming to keep the participant’s experience prior to each session consistent, and
also so confederates would have no information with regards to participant gaze condition.
5.2.5 Procedure
The experimenter at UCL was responsible for organising and running the experiments as well as local
technical setup. The two confederates at UoS and UoR maintained their local site’s technical setup,
and took part in the object-focused interactions supported by the EyeCVE. The experimental procedure
consisted of seven major phases: briefing upon participant arrival; technical setup; eye tracker calibra-
tion; the three experimental sessions, each followed by a questionnaire; and finally a post-experimental
interview.
Phase 1: Briefing
Upon arrival at the CAVE lab, participants were welcomed in a reception area, and were given an infor-
mation sheet and ethical consent form. The information set the scene for the forthcoming object-focused
tele-collaboration scenario. The participant was left in private to fill out the forms, and was informed
that they may ask any questions not directly relating to the experimental procedure or technical setup.
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Phase 2: Technical Setup
While the participant read and completed the forms, EyeCVE was set up between the three sites. A
conference-call hosted using Skype [Sky10] was established, wireless microphones were initialised, and
talk from remote partners was output from speakers positioned in each lab. The ViewPoint eye trackers
at each site were initialised. UoS ran the EyeCVE server, specifying the first VE starting configuration as
illustrated in Figure 5.2. Each site connected EyeCVE clients to the server, which loaded the graphical
scene and positioned all avatars appropriately in the VE.
Phase 3: Eye Tracker Calibration
Confederates entered their local CAVE, wearing the shutter glasses with mounted eye and head tracker.
Initial gaze calibration in the ViewPoint software, and subsequently in EyeCVE, was performed. De-
pending on the preconfigured script, which was unknown to confederates, avatars would exhibit static,
modelled, or tracked gaze. Confederates held the hand tracker in their right hand, and ensured correct
positioning of their wireless microphone.
The CAVE displays and audio communication were muted in the UCL lab in order to eliminate
visual distraction and overhearing any talk between confederates. The participant entered the lab and
was fitted with the shutter glasses with mounted eye and head tracker. The two-phase gaze calibration
procedure was performed, and the participant avatar’s gaze control method was set according to the
experimental script. The experimenter checked the accuracy of the calibration and made adjustments if
required. The wireless microphone was attached to the participant, who also held the hand tracker in
their right hand. Finally, completing the pre-experimental phase, the experimenter at UCL re-enabled
the audiovisual displays, and issued a verbal signal to the confederates. The experimenter at UCL then
left the lab and started the data logging processes.
Phase 4a: Experimental Interaction 1
As the first experimental session began, participants were greeted by the confederates within the VE.
Confederates performed a brief training session, teaching the participant how they may naturally move
within the virtual space, and how to grab, move, and rotate cubes using the hand tracker. Once the par-
ticipant was comfortable with system use, the confederates introduced the experimental task, explaining
that they needed help from the participant to finish the semi-completed puzzle. The puzzle’s goal state
was defined as forming a larger cube from eight smaller cubes so that each side, including the bottom,
consisted of a single colour, in a similar manner to the classic Rubik’s cube. It was then made clear to
the participant that they were not required to solve the puzzle themselves; rather, they would be guided
by the confederates over a series of instructions, which, if followed correctly, would result in the correct
solution to the puzzle. Therefore, the success of the interactions depended on the participant’s ability to
efficiently follow instructions, rather than to solve the puzzle themselves.
Confederates commenced to issue a defined sequence of instructions (which varied between each of
the three VE starting configurations). Instructions were defined as a pair, comprising one grab instruction
and one position instruction, for each of the five missing cubes. Grab instructions required the participant
to identify and pick up a specific cube from within the assortment of puzzle cubes and dummy cubes
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scattered around the VE. Position instructions then required the participant to place the correctly grabbed
cube into a specific position in the puzzle. Confederates took turns in issuing instructions, with the
confederate at UoR starting the sequence, and hence issuing three instructions per session, while the
confederate at UoS issued two.
During the instructional period of the interaction, both the verbal and nonverbal communicational
behaviour of the confederates was restricted. In periods between issuing instructions, confederates were
allowed to move freely. However, when issuing instructions, their movement was restricted to just head
and eye movement, thereby limiting gesticulation to the channels of NVC under experimental investiga-
tion. Confederates were not allowed to point at or grab cubes. Verbally, no information describing the
colour or specific location of cubes was allowed, thereby eliminating information likely to influence the
recorded metrics. Hence, the verbal component of grab instructions involved variations on the generic
phrase, “pick up this cube”. Accordingly, the verbal component of position instructions were issued
with a term similar to “place the cube here”. In summary, both the verbal and nonverbal behaviour of
confederates was tightly controlled during the instructional phase of the experiment in order to empha-
sise the use of gaze direction and head orientation. Confederates were free to answer questions that did
not reveal the indicated cube or position, and participants willingly took to their role, becoming highly
engaged in the task.
During a typical instruction, a confederate would issue a grab instruction with a verbal utterance
as described above, while indicating the intended cube with gaze and head orientation. The participant
would use this information, and take action to grab a cube. If the participant identifies an incorrect cube,
the confederate would inform him, and continue to indicate the intended cube as before, with gaze and
head direction. Once the correct cube had been identified and grabbed, the same confederate would then
issue a position instruction with a verbal utterance, together with gaze and head orientation, to indicate
the cube’s correct placement within the puzzle. If the participant’s response to the placement instruction
incorrectly identifies the cube’s intended position, the confederate would inform him, and continue to
indicate the correct position with the defined cues. Once the cube had been correctly positioned, the
current instruction came to an end, and the bystanding confederate began the next in the sequence. This
process would continue until all five instruction pairs had been completed successfully, and the puzzle’s
goal state had been achieved. Figure 5.4 shows three typical interactional states during an experimental
session.
Phase 4b: Questionnaire 1
Following the completion of the first experimental interaction, data logging from both EyeCVE and
the eye trackers were stopped. The experimenter at UCL paused the local audiovisual displays, and
entered the CAVE to stand opposite the participant. The participant’s comfort was checked, and the
experimenter proceeded to verbally issue a questionnaire. Due to the lengthy setup and eye tracker
calibration procedure, and in order to maintain their position within the CAVE, participants did not
remove the shutter glasses. The questionnaire was performed orally, as the participant’s ability to read
and write was hindered by the shutter glasses. The questionnaire is presented in Section 5.2.6 and took
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Figure 5.4: Screen captures of an experimental session. Top: The confederates (wearing UoS and UoR
shirts) greet the participant (wearing a UCL shirt) before commencing the task. The initial puzzle base
is located between two groups of loose dummy and puzzle cubes. Users may navigate in the VE with
natural physical movement. Middle: The participant responds to a grab instruction by reaching for an
indicated cube. Bottom: The participant responds to the final position instruction by positioning the
cube to complete the puzzle.
approximately two minutes to complete. During this time, the confederate at UoS loaded the second VE
starting configuration on the EyeCVE server, and the experimental script altered avatar gaze condition
accordingly. The experimenter at UCL then left the lab and data logging was resumed.
Phase 5a: Experimental Interaction 2
The second experimental interaction, featuring a different avatar gaze control method, and located in the
second VE starting configuration began. Action followed identical to as described in Phase 4a, but the
initial training was naturally not performed.
Phase 5b: Questionnaire 2
When the second experimental interaction had concluded, the same questionnaire and accompanying
technical procedure described in Phase 4b was performed. The third VE starting configuration was
loaded, ready for the final session.
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Phase 6a: Experimental Interaction 3
The third and final experimental interaction, featuring the remaining avatar gaze control method, and
located in the third VE starting configuration was performed. Action followed identical to as described
in Phase 4a.
Phase 6b: Questionnaire 3
The questionnaire was issued by the experimenter at UCL. All data collection was stopped, and devices
worn by the participant were removed.
Phase 7: Interview
The experimenter at UCL performed an informal interview with the participant. Initial discussion re-
volved around the general experience of the AMC, which gradually addressed specific details of other
avatars’ behaviour and any observed differences between the three experimental sessions.
5.2.6 Data Collection
With ethical clearance, the following data was recorded at all sites in all sessions:
• Eye Tracking: Video and audio streams, recorded from the three eye tracker scene cameras. The
wearer’s gaze direction is overlaid on the video. Eye tracker log files, recording gaze behaviour
were also recorded.
• EyeCVE: Log files recording changes to the EyeCVE scene graph, including avatar movement and
object interaction, were recorded at each site. These log files allow both for offline analysis and
replay of sessions using the tool mentioned in Section 3.2.4. The replayer application operates
in the CAVE, and provides identical visualisation to the original captured EyeCVE sessions, free
camera movement, and additional data such as gaze heat-maps.
• Gaze Model: Gaze generated by the gaze model was recorded. This log file is similar to the main
EyeCVE log, but explicitly records data regarding the behaviour of the simulated gaze.
Following each experimental session, the questionnaire presented in Table 5.2 was issued. The
questions were designed to elicit responses regarding subjective experience, copresence, and self-
performance ratings. Responses were recorded on a 1..7 Likert scale.
5.3 Analysis
Analysis of experimental data was approached from three perspectives, each aiming to explore compo-
nents of the object-focused AMC under the varying gaze conditions. Task performance aimed to classify
the success of the collaborative interactions objectively, exploring metrics related to timing and errors
during the experimental task. Interaction analysis explored differences and trends in participants’ be-
haviour, focusing particularly on gaze patterns, bodily movement, and repair strategies. Finally, user
experience considered questionnaire responses and interviews, aiming to elucidate subjective percep-
tions of the AMC. This analysis focuses on the action of the participant. However, the multiparty nature
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Table 5.2: Questionnaire issued to participants following completion of each of the three experimental
sessions. Responses were scored on 1..7 Likert scale.
# Question
1 I could readily tell when my partners were concentrating on what I was doing.
2 I felt that my partners and I were in a shared space.
3 This felt like a natural interaction.
4 I was often confused about which cube my partners were indicating.
5 I was often confused about where my partners wanted me to position a cube.
6 The way my partners addressed me appeared natural.
7 It was as if I had people in front of me.
8 My partners and I frequently made eye contact.
9 I had a sense of being in the company of my partners.
10 I had a real impression of personal contact with my partners.
11 My partners seemed to be responsive to where I was indicating.
12 My partners were very expressive.
13 I was able to follow instructions efficiently.
14 The way my partners managed the task between each other appeared natural.
of the interactions ensure that confederate behaviour must also be addressed when appropriate. For
additional materials, see Appendix D.
5.3.1 Task Performance
The core of the experiment’s collaborative task was subdivided into a total of five paired grab and po-
sition instructions. The following analysis of task performance capitalises on this structure, separately
addressing the two instruction types. The dataset from all twelve participants was analysed, and the
repeated measures within-groups design resulted in twelve experimental sessions for each of the three
avatar gaze conditions. The metrics of number of errors and time taken were used to assess task per-
formance. Regarding grab instructions, an error is defined as a participant identifying and taking (or
indicating) action to grab a different cube to that indicated by the instructing confederate. The time
taken for a grab instruction is defined by the elapsed period from when the instruction is issued by a
confederate, until when the correct cube is identified or grabbed by the participant. Regarding position
instructions, an error is defined as a participant identifying and taking (or indicating) action to position
a currently-grabbed cube into a different location to that being indicated by the instructing confederate.
The time taken for a position instruction is defined by the elapsed period between when the instruction is
issued by a confederate, until when the participant either identifies or places the currently-grabbed cube
into the correct position in the puzzle. Overall puzzle completion time, defined as the elapsed period
between the issue of the first grab instruction until the completion of the fifth position instruction, is also
analysed, together with the impact of learning as participants become more experienced at the task.
Errors
Two-factor (3×5) repeated measures analysis of variance (ANOVA) calculations were performed on the
number of errors per grab instruction and per position instruction. Input factors to the calculations were
the three avatar gaze conditions, and the five grab or position instructions. Regarding grab instruction
errors, a main effect of gaze condition (F(2,4) = 5.30; p < 0.01) was found. Post-hoc Tukey tests deter-
mined that significant differences lay between the gaze model condition and the other two conditions of
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Figure 5.5: Mean number of errors (with standard deviation) per session while performing grab and
position instructions in each of the avatar gaze conditions.
static gaze (F(1,4) = 7.36; p < 0.01) and tracked gaze (F(1,4) = 6.84; p = 0.01). A significant difference
between the number of errors made during each of the five grab instructions, as an experimental task
progressed, was also found (F(2,4) = 4.91; p < 0.001). No interaction effect was found between gaze
condition and grab instruction.
Regarding position instruction errors, no main effect was found between avatar gaze condition
(F(2,4) = 0.64; P = 0.53). However, a significant difference in the number of errors made during each of
the five position instructions as an experimental task progressed was found (F(2,4) = 5.03; p < 0.0001).
Similarly to grab instruction errors, no interaction effect was found between gaze condition and position
instruction. The graph shown in Figure 5.5 illustrates the mean number, and standard deviation, of
grab and position errors made by participants per experimental session in each of the three avatar gaze
conditions. Values are presented in Table 5.4.
Time Taken
Two two-factor (3×5) repeated measures ANOVA were performed on the time taken per grab instruction
and per position instruction, with the three avatar gaze conditions and the five grab or position instruc-
tions as input factors. Regarding grab instruction timing, a main effect of gaze condition (F(2,4) = 3.67;
p < 0.05) was found. Post-hoc Tukey tests determined significant differences to lie between the gaze
model condition and the other two classes of static gaze (F(1,4) = 4.35; p < 0.05) and tracked gaze
(F(1,4) = 4.5; p < 0.05). A significant difference between the time taken for each of the five grab in-
structions, as an experimental task progressed, was also found (F(2,4) = 5.0; p < 0.001). No interaction
effect was found between gaze condition and instruction.
Regarding position instruction timing, no main effect was found between avatar gaze condition
(F(2,3) = 0.91; p = 0.4). However, a significant difference in the time taken to perform each of the five
position instructions as an experimental task progressed was found (F(2,3)=3.94;P<.0.01). No interac-
tion effect was found between gaze condition and position instruction. The graph shown in Figure 5.6
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Figure 5.6: Mean time taken in seconds (with standard deviation) per session to perform all grab and
position instructions in each of the avatar gaze conditions.
Table 5.3: Mean time taken in seconds (with standard deviation) of each experimental session, grouped
by session order.
Order 1st 2nd 3rd
Total Time 370 (101.8) 304.3 (102) 207.9 (75.1)
illustrates the mean time taken in seconds, and standard deviation, for all grab and position instructions
in an experimental task over the three avatar gaze conditions. Values are presented in Table 5.4.
A one-way ANOVA was calculated to investigate differences in total puzzle completion time over
the three gaze conditions. However, no main effect was found (F(2,33) = 0.41; p = 0.67). Actual
values are shown in Table 5.4, and are graphically illustrated in Figure 5.7. A subsequent one-way
ANOVA was performed to investigate how completion time varied with participant experience over
the three experimental sessions, using session order number (first, second, and third) as factors. A
significant difference between session order numbers (F(2,33) = 9.06; p < 0.001) was found. The mean
completion times in seconds, and standard deviation, for the first, second, and third experimental sessions
are presented in Table 5.3, and illustrated, along with overall timing, in Figure 5.7.
5.3.2 Gaze Model Performance
Figure 5.8 aims to explicate the poor task performance observed during modelled gaze AMC. The graph
compares components of participant behaviour: gaze direction (eye target, ET), the forward vector of
head orientation (head target, HT), and direction of gaze generated by the model (model target, MT).
Specifically, the equality of these elements is shown over all participants and sessions. For instance,
“HT=ET” indicates that participants looked straight ahead (gaze direction was equal to head orientation)
for a mean of 33.34% (with an 7.78% standard deviation) of the total time period of the experimental
sessions. The low equalities shown for the model target comparisons (“ET=MT” and “HT=MT”) demon-
strate the low likelihood of the model-generated gaze target being the same as a participant’s actual gaze
direction (mean 9.2%, SD 2.8%), or their head orientation (mean 13.56%, SD 2.32%). While the primary
input to the gaze model was FOV determined by head orientation, the gaze generated by the model was
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Figure 5.7: Left: Mean total puzzle completion time in seconds (with standard deviation) in each of
the avatar gaze conditions. Right: Mean total puzzle completion time, plotted by order of experimental
session.
Figure 5.8: Percentage equality of eye target (ET), head target (HT) and model target (MT) in all
experimental sessions and participants. Small points denote individual participants. Square is mean.
Range is standard deviation.
generally different to both the actual gaze direction and also the head direction of the participant. Hence,
the gaze model produced eye movements that were highly unfaithful to the users’ actual gaze. Analysis
of errors and timing demonstrated that this misleading gaze information was significantly detrimental to
these metrics of task performance. Figure 5.8 also illustrates the wide variation of gaze behaviour over
the twelve participants, who are each represented by a particular coloured point.
The frequency plots in Figure 5.9 show the combined frequencies of five gaze behaviours (proxim-
ity, saccade magnitude, saccade velocity, fixation duration and the eccentricity) from all twelve partic-
ipants. A comparison of tracked and modelled gaze show a clear difference between the plots for each
gaze parameter. The spread of the eccentricity for the model demonstrates the randomness of the targets
chosen, as compared to the peakedness of actual gaze target eccentricity. The fixation duration plot also


























































Figure 5.9: Comparisons of gaze parameters ( — tracked, — random ).
Table 5.4: Mean task performance per session measured by number of errors and time in seconds, with
standard deviation, for each condition.
Condition Static Model Tracked
Grab Errors 1.67 (1.44) 3.42 (1.78) 1.67 (1.37)
Position Errors 0.75 (0.87) 0.50 (0.90) 0.47 (0.67)
Grab Time 48.0 (22.3) 68.1 (34.2) 47.6 (20.6)
Position Time 24.2 (18.5) 26.6 (14.3) 20.9 (9.7)
Total Time 270.1 (67.2) 301.9 (133.4) 310.3 (132.8)
the tracked gaze.
Task Performance Summary
Regarding grab instructions, both tracked and static gaze AMC enabled participants to perform the ex-
perimental task both more accurately and in less time than modelled gaze AMC. However, no significant
differences of these measures were found between the conditions of tracked and static gaze. Analysis
of position instruction measures failed to expose any significant differences in number of errors or time
taken between the three gaze conditions. Overall puzzle completion time was not significantly influenced
by avatar gaze condition, but the order of the experimental sessions was significant, with participants re-
quiring shorter periods of time to complete successive sessions. Table 5.4 presents an overview of the
task performance analysis.
5.3.3 Subjective User Experience
Questionnaires after each of the three experimental sessions sought to elicit participants’ judgement
regarding user experience, self-performance ratings, and copresence. Repeated measures two-factor
ANOVA, taking the three gaze conditions and the fourteen questions as factors, exposed no significant
difference between conditions (F(2,13) = 0.24; p = 0.79). This finding is discussed in Section 5.4.
5.3.4 Interaction Analysis
The following analysis identifies specific behavioural practices and resources, including repair strate-
gies, that participants were seen to employ during interaction. CA combined with gaze data forms the
foundation of the analysis, and extracts describing participants’ behaviour during both correct and incor-
rect responses to grab instructions are presented. Participants’ use of movement and gaze as resources
during the experimental task is then explored. Finally, post-hoc analysis of eye tracking data to explore
the specific gaze practice of ‘glancing’ is presented. Glancing was used extensively by all participants
as a repair strategy. This analysis is primarily concerned with interaction related to grab instructions,
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Figure 5.10: CA transcript of tracked gaze AMC. Confederate, “Rob”, issues a grab instruction to
participant, “Tim”, who responds by grabbing the correct cube.
rather than position instructions. As suggested by the task performance analysis, responses to position
instructions were not as revealing as those to grab instructions. This is further discussed in Section 5.4.
Responses to Grab Instructions
Participants responded to grab instructions either by correctly or incorrectly identifying the cube indi-
cated by the confederate issuing the question. Figure 5.10 shows how an example case of correct and
unproblematic cube identification and grabbing unfolds between a participant, “Tim”, and the currently
questioning participant, “Rob”. At line 01, Tim is gazing toward the puzzle base. Rob summons Tim’s
attention by calling his name and subsequently eliciting his gaze as indicated at the beginning of line 02.
Rob produces a pre-instruction, also at line 02, which Tim acknowledges both vocally and with gaze at
line 03. At line 04, Rob issues the instruction, during which Tim continues to gaze toward him. As he
produces the deictic term “this”, at line 04, Rob turns and shifts his gaze to the designated cube. After
a moment, and as Rob utters “now” at line 05, Tim follows Rob’s direction of gaze, shifting his own
to focus on the correct cube. Tim points towards the cube at line 06, and requests confirmation that his
decision is correct. Tim performs this request verbally, with “Is that this one”, followed by a return of
gaze to Rob. At line 07, following Rob’s affirmative response, Tim focuses his gaze back on the cube,
and grabs it.
In contrast, Figure 5.11 shows a case of problematic interaction during a grab instruction. In this
extract, a participant, “Owen”, firstly requests clarification as to which confederate is currently talking,
and subsequently selects an incorrect cube. At line 01, Rob issues an instruction as Owen gazes at
various cubes in the VE and then at the bystanding confederate, “Paul”. During the 3.2 seconds of
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Figure 5.11: CA transcript of model gaze AMC highlighting problematic interaction and subsequent
repair during a grab instruction. Confederates are “Rob” and “Paul”. Participant is “Owen”.
silence that follows during line 02, Owen alternates his gaze between the two confederates. Realising
that Owen is unsure of which confederate just issued the question, Rob establishes that it was he, at line
03. At line 04, Owen vocally acknowledges this, as does Paul, who also points towards Rob. At line
05, as Owen clarifies Rob’s instruction, he shifts his gaze from Rob to a group of potential cubes. Rob
confirms this action at line 06, and after 1.3 seconds of deliberation, Owen grabs an incorrect cube at
line 07. Responding to this error, Rob states that the choice is incorrect, and Owen returns his gaze to
Rob at line 08. Owen apologises at line 09, and returns the incorrect cube to its original position. At
line 10, Owen states that he will try again, and moves very close to Rob’s avatar in order to examine its
direction of gaze. At line 11, Owen identifies and grabs another cube, and asks Rob for confirmation
that his choice is correct. Rob confirms that Owen has grabbed the correct cube at line 12, completing
the grab instruction.
The above cases of successful and problematic interaction demonstrate how varying responses to
instructions have the potential to significantly reduce task performance, in terms of both number of
errors and time taken. The two cases also illustrate participants’ strategic use of confederate avatars’
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gaze in order to inform their own action. This is particularly clear in the case of problematic interaction,
in which, following an incorrect response to a grab instruction, the participant closely examines the
instructing confederate’s gaze in an attempt to repair the progress of interaction.
Movement as a Resource
When deciding which cube to grab, participants used confederates’ proximity to cubes as a central cue.
Correspondingly, confederates made extensive use of the ability to move freely within the VE, position-
ing themselves at an appropriate distance and angle (both vertically and horizontally) to the intended
cube, thereby aiming to provide the participant with less ambiguous information. As the CA extract
in Figure 5.11 illustrates at line 10, participants often moved very close to the instructing confederate’s
avatar, in an attempt to more clearly determine their direction of gaze. This is one category of a number
forms of locomotion that participants engaged in. In a small number of cases, participants were observed
to take up an opposite position to the instructing confederate, so that potential cubes lay between the pair,
in order to identify the target cube. However, a more common strategy adopted by participants was taking
a position similar to that of the instructing avatar, by standing beside them, looking over their shoulder,
or even standing “inside” them as allowed by the ICVE system. By adopting a common perspective,
participants were able to share the confederate’s view of the virtual scene. In this way, participants made
use of the spatial characteristics of the ICVE system, employing movement strategically in an attempt to
perform the task more effectively.
Gaze as a Resource
Gaze was employed as a general nonverbal resource during the multiparty interactions, and participants
distributed their own gaze naturally between confederate avatars and cubes during periods of instruction,
conversation, and silence. Participants were frequently observed to base their action on the direction
they perceived the instructing confederate to be gazing. During both grab and position instructions,
participants attempted to determine which cube or location was being indicated by focusing on, and
following the instructing confederate’s gaze. As exposed by task performance analysis, the gaze model
condition in particular caused difficulties during interaction due to the unfaithful display of confederate
gaze. The impact of this incorrect nonverbal information frequently surfaced during interaction with
explicit participant vocalisation types including questions (“Are you looking at it now?”), complaints
(“You’re looking up! Not down.”) or accounts (“It’s a little difficult for me because your eyes keep
moving about.”).
These moments of problematic interaction, caused by confederate avatars displaying unfaithful
gaze behaviour, highlight the operational importance of gaze as a communicative resource that is highly
informative to subsequent action. Participants perceived the gaze of confederate avatars to reflect that of
their embodied user, and thus, instinctively attempted to use the cue as a bidirectional resource, similarly
to its role in collocated interaction.
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Table 5.5: Mean number (and standard deviation) of glances to and from the instructing avatar and
target cubes per grab instruction.
Condition Static Model Tracked
# of Glances 2.42 (1.5) 3.58 (2.74) 2.25 (1.57)
Glances Per Grab Instruction
Following a grab instruction being issued be a confederate, a strategy adopted by all participants was
to alternate gaze between the instructing confederate’s eyes and the potential cubes. Over all twelve
participants and experimental sessions, a total of 180 grab instructions were issued, and this strategy of
glancing between confederates and cubes was employed in 176 (98.9%) of cases. By gathering infor-
mation from confederates’ gaze, participants were able to develop their judgement as to which cube was
being indicated before taking action. The method was also employed extensively as a repair strategy
following an incorrect grab. The number of glances per grab instruction was analysed with a repeated
measures two-way ANOVA calculation, with the three gaze conditions and the five grab instructions
as factors. A significant difference between conditions (F(2,4) = 8.23; p < 0.0005) and also between
instructions (F(2,4) = 4.54; p < 0.002) was found. Similar to analysis of grab instruction errors and
timings, post-hoc Tukey tests determined that the differences lay between the gaze model and the other
two classes of static gaze (F(1,4) = 8.81; p < 0.005) and tracked gaze (F(1,4) = 10.95; p < 0.001). No
interaction effect was found between condition and grab instruction.
Table 5.5 shows the mean number of glances performed per grab instruction under each gaze condi-
tion. These values are representative of a gaze control method’s ability to clearly and efficiently commu-
nicate attentional information to an observer, with sufficient fidelity upon which to base critical action.
Hence, when engaged in tracked and static gaze AMC, participants needed to performed fewer glances
before responding to grab instructions than when engaged in modelled gaze AMC. This is likely to be
an influential factor to the increased task performance (reducing the time taken and number of errors)
observed in the tracked and static gaze conditions. Although the questionnaire did not expose significant
differences of between gaze conditions, the user experience is also likely to be improved, with more effi-
cient interactional flow, and reduced need to employ repair strategies. Although not statistically superior
to static gaze, tracked gaze is identified as the highest-performing method of gaze control by this metric.
5.4 Discussion
Analysis aimed to measure quality of communication in terms of task performance, user experience,
and interactional behaviour. In the categories of task performance and interaction analysis, tracked and
static gaze AMC were seen to significantly outperform the gaze model condition. The poor performance
of the model was explored in Section 5.3.2. This demonstrated how the simulated gaze behaviour was
in contrast to the actual tracked gaze behaviour of participants, particularly in terms of eccentricity,
saccade magnitude, and fixation duration. However, analysis of both task performance and interaction
analysis failed to expose statistically significant differences between tracked and static gaze. Therefore,
the initial hypothesis that tracked gaze avatars would enhance quality of communication during object-
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focused collaboration is not supported. Both intuitively, and when considering the enhanced throughput
of nonverbal information delivered by tracked gaze, it is somewhat surprising that this was found to be
the case. The following discussion explores influential factors toward this result, focusing particularly
on the impact of gaze on the experimental interactions, and the technical properties of the ICVE setup.
The lack of a significant result in subjective user experience is also discussed.
5.4.1 Gaze as a Determinant of Action
Participant population and experimental design are core determinants of data recorded during an applied
experiment. When studying social interaction, mediated or otherwise, in which participants are able to
act and communicate as desired, this impact is particularly prominent. The current experimental pop-
ulation consisted of inexperienced users of ICVE systems, who were positioned at the focal role of a
three-party avatar-mediated puzzle scenario. Over the course of the three experimental interactions, par-
ticipants were required to communicate both verbally and nonverbally with confederates, navigate the
VE, make judgements, manipulate virtual objects, and conduct questionnaires. In this demanding situ-
ation, it is safe to state that many factors were influential to participants’ action and perception during
the AMC. For instance, as shown in Table 5.7, the order of the three experimental sessions was highly
influential to overall puzzle completion time, which decreased with experience. The aim of this exper-
iment was to assess the benefit of tracked gaze AMC in a multiparty task requiring physical movement
and object manipulation. However, before specific benefits, if any, of tracked gaze can be explored, the
fundamental question of whether avatar gaze itself was influential to the experimental interactions must
be addressed.
Piloting and refinement of the experimental task design, detailed in Sections 5.2.2 and 5.2.5, aimed
to establish a multiparty object-focused scenario which magnified the operational importance of avatar
gaze during the collaborative interactions. The success of this aim, and of the influence of avatar gaze,
may be confirmed by the significantly reduced quality of communication, measured by task performance
and interaction analysis, observed when avatars’ eye movement was controlled by the gaze model.
Specifically, modelled gaze AMC resulted in: participants making more errors and taking more time
when responding to confederates’ instructions; higher degrees of ambiguity and confusion, as revealed
by participants’ verbal and nonverbal behaviour; and participants requiring to perform a higher number
of glances between an instructing confederate’s avatar and the potential cubes before responding to a
grab instruction. Therefore, the poor performance of the modelled gaze AMC establishes eye movement
as a practical nonverbal cue that is both trusted and acted upon when determining critical action during
the object-focused task.
The three avatar gaze control methods may be positioned on a dimension of truthfulness to the
actual gaze performed by embodied users. On this dimension, tracked gaze features a high degree of
truthfulness, modelled gaze a low degree, and static gaze a neutral degree due to the absence of eye
movement. Results of task performance and interaction analysis confirm that a low degree of truthful-
ness of avatar gaze, demonstrated by the gaze model, can be highly detrimental to participant action.
However, data gathered between neutral and truthful gaze behaviour did not mirror this finding, and
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quality of communication supported by static gaze and tracked gaze was statistically identical. There are
several explanations for this finding. The foremost reason is that avatars’ head position and orientation,
which was tracked and replicated regardless of gaze condition, provided participants with sufficient non-
verbal information in order to perform the experimental task effectively. Human head orientation and
gaze direction are closely coupled [ADRB91], and horizontal gaze shifts greater than 25◦ and vertical
shifts greater than 10◦ typically produce combined eye and head movement to face a target [KB01].
Therefore, while tracked gaze does provide richer information of focus of attention, in the particular
task, which featured relatively large (0.3m3) target objects, this more accurate signalling was not practi-
cally required. In addition, the ability for users to move freely in the ICVE system allowed for strategic
positioning and refinement of viewing perspective. Participants used this ability extensively as a tool
to determine confederates’ directional attention and signalling behaviour. This suggests that static gaze
AMC, utilising just head and hand tracking, was able to support sufficiently rich NVC when engaged in
this particular object-focused task. Finally, it should be noted that, while not statistically significant over
static gaze, the superiority of tracked gaze is reflected in the results of task performance and interaction
analysis: grab instruction time was less (grab instruction errors were equal); position instruction time
and number of errors were less; and number of glances per grab instruction was less.
5.4.2 Technical Factors
During AMC in an ICVE system, the properties of the visual representation of fellow interactants’ avatars
is critical. These properties are defined by the technical characteristics of the ICVE system, both in terms
of hardware and software. Regarding hardware, the brightness and resolution of the projection displays
are central determinants, while for software, the fidelity of the geometric and articulated humanoid mod-
els, together with graphical rendering quality, are the major impact factors. The combination of these
features form the core of the visual stimuli on which the mediated social interaction unfolds. Hence, a
low-luminance projection system, or a particular contour to the shape of an avatar’s head, are param-
eters informing how a user experiences the AMC. This experience is critical to the ability and manner
in which users may perform specific action. Although no absolute measures were taken, the CAVE’s
projection system at UCL used by the experimental participants is relatively low-luminance compared
to the system at UoR and UoS. As the central focus of this experiment was the investigation of varying
methods of avatar gaze control, it should be noted that the visibility of the graphical representation of
fellow avatars’ eyes, which appeared life-size (a small number of physical pixels depending on rendering
perspective) was not optimal. Thus, it is conceivable that the nature of the CAVE display system used
by the participant during the experimental interactions was detrimental to observation and subsequent
utilisation of the visually-subtle nonverbal channel of gaze.
Similarly to the prior conversation experiment, and as discussed in Section 4.4, the same basic
avatar model was used in the current experiment to represent all three participants (albeit displaying
differently coloured shirts). While the model does feature photographic texturing, its geometric fidelity
is relatively basic in comparison to the detail of a human face. Also likely to be a significant factor to an
observer’s perception of the avatar was the lack of eyelid movement and blinking, causing the sclera of
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the eye to appear prominent and unnatural. These graphical characteristics should again be considered
non-optimal and, recalling Garau’s suggestion of there existing an interaction effect between visual and
behavioural fidelity [Gar06], detrimental to the potential benefit of the faithful tracked gaze behaviour.
Additionally, as exposed in the interaction analysis presented in Figure 5.11, the lack of avatar mouth
movement led to difficulties regarding interaction and conversation management.
The overall implication of these findings promote AMC in ICVEs as a platform able to support high-
quality object-focused interaction. This is reinforced by the subjective judgements of the experimental
experience gathered by the questionnaire and interview data. Ratings both of ease of collaboration and
of involvement in the task were rated highly, for all gaze conditions, on the 1..7 Likert scale. As a final
indicator of the intuitive nature of telecommunication able to be supported by ICVEs, it should be noted
that, despite the use of naı¨ve participants and the complexity of the task, no critical failures of interaction
occurred, and no outliers with regards to overall time taken were found.
5.5 Chapter Summary
The experiment reported in this chapter sought to investigate the impact of varying methods of avatar
gaze control on quality of communication during object-focused multiparty AMC in ICVE systems.
Through piloting, the experimental task, based on instructions issued by two confederates, and performed
by a single participant, aimed to emphasise the operational importance of gaze during the collaborative
interactions. The experiment compared three forms of AMC: tracked gaze, static gaze, and a simple
gaze model. Data was collected from multiple sources, including eye tracking log files and videos, Eye-
CVE log files, gaze model log files, and subjective questionnaires. This data was analysed as metrics of
task performance, subjective user experience, and interaction analysis. Analysis of task performance and
interaction analysis revealed that tracked and static gaze AMC is able to support superior quality of com-
munication than modelled gaze AMC. However, measures of subjective user experience did not show
a significant difference between the gaze conditions. While the original hypothesis that tracked gaze
AMC would support a higher quality of communication than both static and modelled gaze AMC is not
fully supported, participants’ action was significantly hindered in the modelled gaze condition, demon-
strating the influence of misleading eye movement during object-focused AMC. Discussion focused on
both experimental and technical characteristics of the studied AMC. Several factors, including display
properties, avatar representation, naı¨vity of participants, and task design, were suggested as likely de-
tractors from participants’ ability and need to utilise, in practical terms, the richer nonverbal information
supported by tracked gaze AMC.
The final telecommunication experiment presented in this thesis builds on lessons learned from
Chapter 4’s conversation experiment, and particularly, from the object-focused study documented in this
chapter. Specifically, EyeCVE’s avatar subsystem is improved, increasing the visual and behavioural
fidelity of user embodiments, and a bespoke semi-immersive VR system, featuring a high luminance and
high resolution projection display, is utilised to both enhance visual clarity and to ensure robust tracking
of additional oculesic cues of blinks and pupil dilation.
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Chapter 6
Experiment: Truth and Deception
This chapter presents two closely related experiments investigating truthful and deceptive interaction in
AMC. Similarly to the experiments presented in the previous two chapters, eye tracking is used both
interactively and analytically. However, while the previous experiments only investigated gaze, the ex-
periments in this chapter also investigate blinking and pupil size, which are captured, represented in
avatars, and analysed. Thus, interactively, avatars reproduced their embodied user’s fuller oculesic be-
haviour of gaze, blinking, and pupil size during AMC, and analytically, all three cues are examined. To
the author’s knowledge, this is the first combined analysis of gaze, blinking and pupil dilation during
social interaction in any field. The experiments are positioned in the social domain of interpersonal trust
and deception, which presents a compelling array of issues by which to investigate interaction in visual
telecommunication systems. Section 2.1.3 discussed how humans exhibit verbal and, critically, nonver-
bal behavioural cues correlated with lying and truth telling, and how oculesic cues of gaze, blinking,
and pupil size are influenced accordingly. Detection of deception was also covered, demonstrating that
people estimate the veracity of a communicative message by observing others, so media transmitting
fewer nonverbal channels becomes preferable for the deceiver [CGB+04].
The first experiment (E1) in this chapter explores truthful and deceptive discourse between dyads
in state-of-art AMC and VMC systems. The experimental task design was inspired by Walczyk et al.’s
question-answer framework for manipulating cognitive load when lying and truth telling [WSC+05].
During E1’s experimental interactions, a confederate issued questions to participants, who respond ei-
ther truthfully or deceptively. Eye tracking was used to capture participants’ oculesic behaviour of gaze,
blinks, and pupil size during both AMC and VMC for post-experimental analysis. Following the inter-
actions, a questionnaire collected data describing participants’ psychological arousal and mood state.
The second experiment (E2) in this chapter investigates the impact of bestowing avatars with the
oculesic cues of gaze, blinks, and pupil dilation, which are reproduced in real-time using eye trackers
worn by embodied users. E2 follows on from E1, and invited a different set of participants to view
audiovisual replays of E1’s experimental interactions. E2’s participants assessed E1’s participants’ de-
grees of veracity and engagement, together with confidence levels relating to the two judgements. These
ratings were performed over three stimuli conditions: avatars exhibiting oculesics, avatars featuring no
oculesics, and audio-only replays.
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6.1 Experimental Aims and Expectations
The overall aim of the two experiments presented in this chapter was to investigate both behaviour (E1)
and observation (E2) of truthful and deceptive discourse in AMC. The primary question E1 sought to
answer is whether users’ behaviour and response during social interaction in AMC and VMC is sim-
ilar. More specifically, when engaged in audio-visual telecommunication, if the visual component of
the communication is depicted by the virtual, graphical, stimuli of AMC, will users exhibit nonverbal
behaviour and psychological response that is similar to face-to-face interaction simulated by VMC? This
aim appears similar to that of the experiment presented in Chapter 4, which investigated behaviour in
a multiparty conversational scenario in tracked gaze AMC and gaze aware VMC. However, that exper-
iment was exploratory in nature, and rigorous analysis of oculesics was hindered by the ability of the
MobileEye eye tracker. In contrast, E1 focuses on a specific social scenario (truth and deception) that
is critical to practical usage of telecommunication systems, and considers a full range of oculesic be-
haviour coupled with rich interaction analysis as presented in Section 3.2. The comparison of AMC
to the dominant form of visual telecommunication, VMC, aimed to provide a benchmark by which to
measure users’ behaviour and response during interaction mediated by virtual embodiments.
E2 aimed to investigate avatar fidelity, and how the increased nonverbal richness afforded by
oculesic reproduction of user behaviour may influence how judgements of AMC may be formed. Specif-
ically, E2 sought to investigate whether observers of AMC are able to detect truth and deception more
accurately when an avatar’s oculesic behaviour replicates the embodied user’s.
The experimental hypotheses (noted Hn) were as follows:
• E1H1: During AMC and VMC, participants will exhibit similar patterns of the oculesic cues of
gaze, blink rate, and pupil dilation. However, psychological arousal, measured by questionnaire
data, will be greater following VMC.
• E1H2: When communicating deceptive messages in both mediums: participants’ proportion of
gaze directed at their partner will contrast to that measured when truth telling; participants’ blink
rate will decrease, followed by compensatory blinks after speech has ended; participants’ pupils
will dilate to a larger size than when truth telling.
• E2H1: When assessing the veracity of E1’s participants, judgements will be more accurate and
more confident when observing avatars featuring reproduction of oculesic behaviour than judge-
ments of avatars displaying no oculesic expression, or audio-only stimuli. Similarly, higher ratings
of engagement, and confidence in this rating, will be elicited when observing avatars featuring
oculesic behaviour.
6.2 Experiment 1: Interactions
E1 compared the behaviour of participants when engaged in truthful and deceptive discourse in dyadic
conversational interaction performed in AMC and VMC. The experiment employed a between-groups
design with regards to mediation type, but a within-groups repeated measures design with regards to
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veracity of response. Hence, each single participant performed either AMC or VMC, but both told the
truth and lied over the course of the experimental interaction.
Located at UCL, the experimental interactions took place between a participant using the WALL
system outlined in Section 6.2.3, and a confederate using the CAVE. The experimental task design was
inspired by Walczyk et al.’s question-answer framework for manipulating cognitive load [WSC+05].
Walczyk et al.’s study aimed to correlate the time it took an individual to respond to questions with
the veracity of the individual. The experimental interaction consisted of five stages of questions that
were issued by a confederate and answered by a participant. Each stage consisted of both open and
closed (yes/no) questions regarding a single topic. Topics included general personal information, recent
personal events, and remote personal events. For a given stage, participants were instructed either to
respond with lies to all questions or to answer truthfully to all questions.
Borrowing Walczyk et al.’s framework, E1 presents a total of six stages each containing between
9–12 unique questions. The topics of the stages included two general personal information, two recent
personal events, and two remote personal events. Thus, participants lied to three stages (one general, one
recent, one remote), and responded truthfully to the remaining three. Unlike Walczyk et al., the current
experiment did not aim to investigate behavioural differences between stage types relating to memory
recall and cognitive load. Rather, the design is adopted as an effective framework for eliciting thoughtful
responses to questions that may feasibly be answered truthfully and deceptively. For additional materials,
see Appendix E.
6.2.1 Independent Variables
The independent variables were mediation type and veracity. Participants performed the experimental
interactions either in VMC or in AMC. All participants answered the same six stages of questions, three
of which they were instructed to respond to truthfully, and three deceptively. Stage order and veracity
condition were resequenced over participants, so all stages in both mediation types were responded to
both with lies and truths.
Mediation Type:
1. AMC: Participant and confederate were represented by avatars. Each user’s natural head and hand
movement, together with oculesic behaviours of gaze, blinks, and pupil size, were tracked and
displayed by their avatar in real-time. Audio communication allowed the dyads to converse.
2. VMC: Two-way gaze aware video-conferencing enabled interactants to communicate both visually
and aurally. The large-format and HD displays presented views of the top-half of interactants’
bodies, allowing signalling and observation of gaze, head movement, and arm gesture.
Veracity:
1. Truth: Participants responded truthfully to all questions issued by the confederate in a particular
stage.
2. Deception: Participants responded with lies to all questions issued by the confederate in a partic-
ular stage.
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6.2.2 Piloting
Section 5.2.2 emphasised the importance of iterative prototyping before finalising an experimental de-
sign. Similarly, the current experiment evolved over several stages. Initially, the design considered AMC
only, and was inspired by Leal and Vrij’s [LV08] work investigating blinking during and after lying, and
Lubow and Fein’s [LF96] work investigating pupillary size response to the “visual guilty knowledge”
test. The original experimental protocol featured two conversational stages and one intermediary object-
focused action, in which the participant performed tasks independently and out of the confederate’s
sight. The first conversational stage involved the confederate providing training and information about
the VR system. The critical object-focused period followed, during which participants either obeyed
or disobeyed the confederate’s prior orders based on instructions provided by the experimenter. Fol-
lowing this action, the second conversational stage began, which was also the critical period of data
collection. During this stage, the participant was asked to recall the training information provided in
the first conversational stage, and also their actions during the independent object-focused task, which
was performed either truthfully or deceptively depending on their condition of obedience. Additionally,
the visual guiltily knowledge test was performed, with the confederate showing various objects to the
participant: some of which the participant would not have seen had they obeyed instructions during the
object-focused stage. During this period of data collection, participants gaze, blinks, and pupil dilation
was monitored for later analysis.
This experimental design, while incorporating physical movement in object-focused and conversa-
tional interaction, proved problematic in terms of data collection. Regarding pupil size, the low ambient
luminance of the CAVE caused participants’ pupils to remain in a dilated state, leading to limited varia-
tion of pupil size response during the interactions. Also, blink detection was not robust, as the CAVE’s
shutter glass frame forced the eye tracker’s viewing angle to be off-centre, thus leading to a permanently
low pupil aspect ratio. The elements of free movement and object-focused action also precluded the
possibility of comparison between AMC and VMC. Following the more exploratory nature of Chapter
4’s conversational experiment, further investigation into comparing AMC and VMC was deemed nec-
essary for a full investigation into the issues raised when performing interaction mediated by virtual
embodiments versus live video representations. Finally, the original design appeared to be too complex
to investigate differences in truth telling and deception in AMC, and many participants expressed con-
fusion during the experiment regarding their correct action. Therefore, E1’s final focused interpersonal
experimental task was designed, piloted, and refined.
6.2.3 Apparatus
The experimental AMC and VMC was performed between two immersive display systems at UCL: the
CAVE and the WALL. The two labs were located physically in adjacent rooms, allowing for collocated
communication between the main experimenter and the confederate. For reasons relating to blink and
pupil size tracking outlined in Section 6.2.2, participants used the WALL, and the confederate used the
CAVE. ViewPoint eye trackers were used in both AMC and VMC to capture gaze, blinks, and pupil size
data.
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Figure 6.1: EyeCVE supporting AMC between users of the WALL (left) and CAVE (right) immersive
projection systems.
EyeCVE Setup
EyeCVE supported the AMC. Chapters 4 and 5 demonstrated the use of eye tracking to drive avatar gaze.
The current study introduces blinking and pupil size as two additional tracked oculesic cues that are rep-
resented by the advanced avatars. Implementation details and screen captures are presented in Sections
3.1.3 and 3.1.4. In the CAVE, EyeCVE operated as described in Section 5.2.3, albeit a more mature ver-
sion. The centralised EyeCVE server, maintaining the state of the virtual world and distributing changes
to both clients, ran on the same machine driving the EyeCVE cluster displays. In the WALL, EyeCVE’s
VE was projected on a single full HD (1920×1080 pixels) display wall with perspective-correct mono-
scopic rendering. Head and hand tracking was achieved using a Polhemus Fastrak [Pol10], with sensors
attached to a cap worn by participants as illustrated in Figure 6.5. Audio communication between users
of the CAVE and the WALL was established externally to EyeCVE using Google Talk [Goo10b]. The
confederate wore a wireless microphone, while a desk-mounted microphone detected participant vocali-
sation, aiming to reduce the number of devices required to be worn by the participant. Audio was output
through speakers located in each lab. Figure 6.1 shows users engaged in AMC between both display
systems.
The VE consisted of a meeting room populated with a rectangular table and two chairs. The absence
of additional objects intended to eliminate the influence of distractions on participants’ gaze behaviour.
The VE is presented in Figure 6.2. Post-experimental analysis of gaze intended to investigate the propor-
tion of time participants’ gaze was directed at the confederate, and the time spent looking away from the
confederate. To aid this classification, a virtual grid, that was not rendered by EyeCVE, was positioned
behind the confederate avatar as shown in Figure 6.3. Section 3.2.3 presented a sample interaction anal-
ysis performed on data captured in the current experiment. The grid aided classification of at/away gaze,
together with direction of away-gaze according to logical reference by column and row.
Video Conferencing System
VMC was hosted between the CAVE’s front-wall and WALL displays. Bidirectional gaze awareness
was achieved by aligning cameras and displays of remote users within Chen’s threshold [Che02]. Video
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Figure 6.2: The VE in which the experimental AMC took place. The VE depicted a simple meeting room,
with two chairs separated by a table. Before interaction, the virtual furniture was aligned to their real
counterparts as illustrated in Figure 6.1.
Figure 6.3: Grid (not rendered by EyeCVE) positioned behind confederate avatar to aid classification
of participants’ at and away gaze.
was streamed at full HD resolution in the WALL, and 1280×720 pixels in the CAVE using direct HDMI
links between the camera located in one system and the projector display in the other. Users appeared
life-size on both displays, and a plain black background behind the confederate intended to eliminate
the influence of distractions on participants’ gaze behaviour. Audio communication was supported by
Google Talk [Goo10b]. Figure 6.4 shows VMC as it appeared for the participant using the WALL.
Eye Tracking and Data Collection
Similar to Chapter 5’s object-focused experiment, eye tracking was achieved using the head-mounted
ViewPoint EyeTracker from Arrington Research. Eye trackers were mounted on two frames as shown in
Figure 6.5 for use in either the WALL or CAVE. An additional reason for participants using the WALL
was so that no stereo glasses, that may affect pupil size due to dark lenses, had to be worn. Hence, the
eye tracker was mounted on an empty frame. In the CAVE, an eye tracker was mounted identically to as
described in Section 5.2.3. Both frames featured a camera which recorded the scene from the wearer’s
perspective at a 150◦ FOV. The wearer’s foveal fixation point was overlaid on the scene video, allowing
for post-session analysis of action once synchronized with the separate audio stream. As documented in
Section 3.2, the eye tracker’s logging facility also served as the primary method for experimental data
collection, with the tracked behaviour of users being streamed to the process, and output to a log file
at 60 Hz. Data included gaze (2D X/Y coordinate, 3D hit-point in the VE, and fixation and saccade
timings), blink signals, pupil size, speech signals, head and hand tracking, and markup data input by the
experimenter.
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Figure 6.4: Users engaged in VMC.
Figure 6.5: Eye tracker mounted on the WALL’s lens-free frame (left), and on the CAVE’s CrystalEyes 3
[Rea10] shutter glasses (right).
6.2.4 Population
A total of 24 participants with normal or corrected vision and no previous experience of telepresence
systems were recruited from UCL’s campus through an advertising poster campaign. Participants were
paid £10 to perform the study, which lasted for around one hour. Ages ranged from 19–62, with Eu-
ropean, Asian and African origins were represented. While the effects of gender were not measured,
both male and female participants took part, with 12 of each sex. Half of the participants performed
the experimental interactions in AMC, and the remaining half in VMC. The two groups were balanced
according to personality characteristics using the NEO Five-Factor Inventory questionnaire [CJM08],
which was performed during the technical setup prior to the experimental interactions.
The experimental interactions consisted of six stages of questions, to which participants were in-
structed to respond to with lies or with truths. Stages of questions (but not questions within a stage)
and instructed response veracity were resequenced over participants to negate inter-experimental effects.
The same male confederate questioned all participants in all AMC and VMC sessions, and was blind
to participants’ current state of veracity. This aimed to minimise differences in confederate behaviour
due to knowledge of how participants may be answering. Participants were aware of this, which in-
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Table 6.1: Question stage and veracity condition presented to participants for each mediation type.
Stages were divided into General 1 (G1), General 2 (G2), Recent 1 (Rc1), Recent 2 (Rc2), Remote 1
(Rm1), and Remote 2 (Rm2). Note that stages are resequenced by type (General, Recent, Remote), but
not within stage class (i.e. G1 always precedes G2). Participants were instructed to tell the truth (T) or
lie (L) during specific stages as shown.
Participant
Question Stage and Veracity
1st T/L 2nd T/L 3rd T/L 4th T/L 5th T/L 6st T/L
1 G1 T G2 L Rc1 T Rc2 L Rm1 T Rm2 L
2 G1 L G2 T Rc1 L Rc2 T Rm1 L Rm2 T
3 G1 T G2 L Rm1 T Rm2 L Rc1 T Rc2 L
4 G1 L G2 T Rm1 L Rm2 T Rc1 L Rc2 T
5 Rc1 T Rc2 L G1 T G2 L Rm1 T Rm2 L
6 Rc1 L Rc2 T G1 L G2 T Rm1 L Rm2 L
7 Rc1 T Rc2 L Rm1 T Rm2 L G1 T G2 L
8 Rc1 L Rc2 T Rm1 L Rm2 T G1 L G2 T
9 Rm1 T Rm2 L G1 T G2 L Rc1 T Rc2 L
10 Rm1 L Rm2 T G1 L G2 T Rc1 L Rc2 T
11 Rm1 T Rm2 L Rc1 T Rc2 L G1 T G2 L
12 Rm1 L Rm2 T Rc1 L Rc2 T G1 L G2 T
tended to motivate them to lie plausibly and also to negate any inter-experimental effects in this regard.
Participants were not informed of the significance of their oculesic behaviour. Finally, as described in
Section 6.2.5, setup procedures preceding the AMC and VMC were almost identical, aiming to provide
a consistent experience to all participants prior to the experimental interaction. The condition sequences
for all participants are presented in Table 6.1.
6.2.5 Procedure
The experimenter at UCL was responsible for organising and running the experiments as well as local
technical setup. The confederate using the CAVE was familiar with the technical architecture of the
system, and was able to calibrate his body tracking devices independently. The experimental procedure
consisted of seven major phases: briefing upon participant arrival; NEO Five-Factor Inventory question-
naire; technical setup; eye tracker calibration; experimental interaction; Profile of Mood States (POMS)
questionnaire [MLD92]; and finally a post-experimental interview.
Phase 1: Briefing
Upon arrival at the lab, participants were welcomed in a reception area, and were given an information
sheet and ethical consent form. The information sheet set the scene for the forthcoming experiment
involving a question-answer scenario, performed in AMC or VMC, with defined periods of truthful and
deceptive response. Participants were left in private to fill out the forms, and were informed that they
may ask any questions not directly relating to the experimental procedure or technical setup.
Phase 2: NEO Five-Factor Inventory
Following initial briefing, the participant was issued with the NEO Five-Factor Inventory questionnaire
[CJM08]. The questionnaire is designed to measure an individual’s psychological personality using a 60-
item measure of the five factor model [Dig90]. The five-factor model rates extroversion, agreeableness,
conscientiousness, neuroticism, and openness to experience. The questionnaire took around ten minutes
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for the participant to complete, and aimed to provide sufficient time for the experimenter to perform the
necessary technical setup, and also in order to balance AMC and VMC groups according to personality
score. The questionnaire responses were input using Google Documents [Goo10a], and automatically
uploaded and processed, and an overall score determined. Participants were then assigned either to AMC
or VMC, while keeping the cumulative scores for each mediation type similar between AMC and VMC
as the 24 sessions progressed.
Phase 3: Technical Setup
While the participant completed the NEO Five-Factor Inventory, EyeCVE was set up between the CAVE
and the WALL. Setup of AMC involved running an EyeCVE client for display in the WALL, and one
for display in the CAVE, networked via an EyeCVE server. The clients loaded the shared VE shown in
Figure 6.2, together with the remote user’s avatar embodiment (male model for confederate, and male or
female model for participant). The technical setup procedures preceding both AMC and VMC sessions
were almost identical despite differences in the mediation type. The key difference was that, following
setup of EyeCVE in the VMC condition, the WALL’s projector input was switched to the video stream
originating from the camera located in the CAVE and facing the confederate. Hence, EyeCVE operated
in the ‘background’ during the VMC sessions for the following reasons: collection of body tracking data
was managed by EyeCVE, and required filtering and processing before being sent for log file output (see
Section 3.2.2); and to enable the interactions, visualized as AMC, to be captured in order to act as stimuli
in E2. Audio communication was hosted by Google Talk [Goo10b].
Phase 4: Calibration
The participant was seated, and fitted with the head, hand, and eye tracking devices. Gaze, pupil aspect
ratio for blinks, and pupil size range were calibrated. A further calibration step mapping 2D gaze to the
correct avatar eye rotation in the VE was performed in EyeCVE. The experimenter checked the accuracy
of the calibration and made adjustments if required. The confederate calibrated himself in the CAVE
similarly. Microphones were positioned to ensure clear verbal communication for the forthcoming ex-
perimental interaction. Following setup, the experimenter left the WALL lab to observe the interactions
and provide markup data for the logging process.
Phase 5: Experimental Interaction
The experimental interactions began with the confederate and participant greeting each other’s avatar
or video representation. The confederate ensured that the participant was clear with regards to their
instructions, and proceeded to issue the first of the six stages of questions. Over the stages, the participant
answered with lies or truths as per initial instructions, which were also provided on a sheet of paper in
the WALL lab. Following the end of the participant’s response to each question, the confederate paused
for approximately two seconds before issuing the next question. Following the sixth stage of questions,
the experimental interaction concluded, and the confederate bid farewell to the participant.
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Phase 6: POMS Questionnaire
Immediately following the interaction, participants completed the POMS questionnaire. The question-
naire measures an individual’s current mood state over six psychological traits: tension, anger, depres-
sion, fatigue, confusion, and vigour [MLD92].
Phase 7: Interview
Finally, the experimenter conducted an informal interview with the participant. Discussion revolved
around the participant’s general experience of the AMC or VMC, how they felt when lying and when
telling the truth, and whether they followed instructions of veracity exactly.
6.2.6 Analysis
The majority of this analysis is based on eye tracking log files recorded from participants. Data col-
lected during AMC and VMC were treated separately, and were divided according to stage. Stages were
then grouped according to veracity of participant response, resulting in four data classes: AMC/truth,
AMC/lies, VMC/truth, VMC/lies. Repeated measures two-way ANOVA was generally employed when
determining statistical differences between the classes, with post-hoc Tukey tests performed where ap-
propriate.
Gaze
Participants’ gaze was categorized as at (looking towards the confederate’s avatar or video representa-
tion) and away (looking elsewhere in the visual field). The grid positioned behind the confederate as
illustrated in Figure 6.3 aided in this categorization. Table 6.2 and Figure 6.6 show the mean percent-
age and standard deviation of time that participants gazed at the confederate in each of the four data
classes, together with combined truth and lie conditions for both AMC and VMC. The proportion of
gaze directed at the confederate is greater during AMC than VMC in both conditions of veracity. Gaze
at the confederate is also greater when telling lies than when telling truths in both AMC and VMC. The
consistent trends in gaze behaviour between mediation types and veracity supports the validity of the
experimental method and data collection. However, differences were not great enough to expose a main
effect of gaze behaviour between AMC and VMC, or between truth telling and lying, when examined on
this holistic scale. This result is to be expected, as analysis on this scale considered gaze behaviour over
entire stages, which had a mean duration of 1.5 minutes.
Gaze behaviour during critical moments of question response was then explicitly targeted by
analysing gaze during lying and truth telling when answering two individual open questions that were
selected at random: “Tell me more about the last book you read” appearing in the General 1 stage, and
“What did you do last Saturday evening?” from the Recent 2 stage. The period of time, starting when the
Table 6.2: Mean percentage (and standard deviation) of gaze directed at the confederate in AMC and
VMC during truth and lie stages, and combined.
Mediation Truth Deception Combined
AMC 80.8% (32.2) 85.6% (22.5) 83.6% (27.7)
VMC 75.9% (23.3) 83.7% (18.0) 79.7% (20.5)
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Figure 6.6: Mean percentage and standard deviation of gaze directed at the confederate in AMC and
VMC during truth and lie stages, and combined.
Figure 6.7: Mean percentage of gaze directed at the confederate when answering two randomly-selected
questions in AMC and VMC when telling truths and lies. Questions were “Tell me more about the last
book you read” (from General 1 stage), and “What did you do last Saturday evening?” (from Recent 2
stage).
confederate reached the semantic point of the question (i.e. following utterance of “book” and “evening”
respectively), and ending two seconds following the end of participants’ response speech was analysed.
Considering both questions, mean results from all AMC participants revealed that, when telling the
truth, gaze was directed at the confederate 68.5% of the time, but when lying, this figure rose to 94.2%.
This difference is highly significant (p<.01). VMC participants demonstrated similar behaviour when
answering the two questions, directing gaze at the confederate 62.8% of the time when responding truth-
fully, and 89.4% of the time when lying. Again, a main effect was found between conditions of veracity
(p<.01). Finally, no significant difference in gaze behaviour was found between classes of AMC/truth
and VMC/truth, or between classes of AMC/lies and VMC/lies. Figure 6.7 shows mean percentage of
gaze directed at the confederate when answering the two questions truthfully and deceptively in AMC
and VMC.
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Table 6.3: Mean number (and standard deviation) of blinks performed per question in AMC and VMC
when answering truthfully, deceptively, and combined.
Mediation Truth Deception Combined
AMC 5.80 (4.36) 5.72 (4.30) 5.76 (4.33)
VMC 4.78 (4.42) 5.23 (4.58) 4.78 (4.25)
Figure 6.8: Mean number and standard deviation of blinks performed per question in AMC and VMC
when answering truthfully, deceptively, and combined.
Blinking
Table 6.3 and Figure 6.8 show the mean number and standard deviation of blinks that participants per-
formed per question in each of the four data classes, together with combined truth and lie conditions for
both AMC and VMC. The values indicate that participants engaged in AMC blinked more regularly than
those in VMC, but no significant differences between mediation type or veracity condition were found.
Post-hoc tests focusing on specific questions also failed to expose reliable trends. The high standard
deviation in blink rate demonstrates the influence of the unpredictable and idiosyncratic human element
of the interactions, resulting in unfruitful attempts to generalise blink patterns over multiple participants.
Pupil Dilation
Table 6.4 and Figure 6.9 show participants’ mean and standard deviation of pupil size in each of the four
data classes, together with combined truth and lie conditions for both AMC and VMC. This measurement
is normalized to 1: 0 representing participants natural state of constriction given the ambient luminance
level when using the WALL; and 1 representing extreme dilation adjusted to darkness during calibration.
Hence, when emotionally aroused or under cognitive load, pupil size is expected to be greater than
the relaxed state of 0, but is not expected to approach extreme dilation of 1. Table 6.4 illustrates that
mean pupil size is larger when lying than when telling the truth during both AMC and VMC, and that
participants’ pupils are more dilated during VMC than AMC. However, ANOVA calculations performed
at this macro scale of stages failed to expose a main effect in pupil size between mediation type or
veracity.
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Table 6.4: Mean pupil size (and standard deviation) in AMC and VMC during truth and lie stages, and
combined. Values are normalized to 1: 0 represents natural pupil size given the ambient luminance level,
and 1 represents extreme dilation in darkness.
Mediation Truth Deception Combined
AMC 0.17 (0.09) 0.21 (0.11) 0.19 (0.10)
VMC 0.21 (0.13) 0.26 (0.14) 0.23 (0.13)
Figure 6.9: Mean pupil size and standard deviation in AMC and VMC during truth and lie stages, and
combined.
Similarly to gaze analysis, participant pupil size during the critical moments of interaction were
analysed by measuring the change in pupil size during response to two individual open questions that
were selected at random: “What’s your first name?” appearing in the General 2 stage, and “What’s the
name of the school you attended?” from the Remote 1 stage. This analysis was performed by computing
the difference between each participant’s largest and smallest pupil size during the period starting two
seconds prior to each question’s semantic point (i.e. “name” and “school” respectively) and ending two
seconds after the end of participants’ vocal response. Considering both questions, the mean change in
the pupil size of participants engaged in AMC when telling the truth was 0.07, but when lying, this
change increased dramatically to 0.32, indicating increased dilation, and exposing a highly significant
difference (p<.01). VMC participants’ mean pupil size change demonstrated similar behaviour, with
a change of 0.11 for truth tellers and a change of 0.38 for liars, again exposing a main effect between
response veracity (p<.01). Finally, no significant difference in pupil size change was found between
classes of AMC/truth and VMC/truth, or between classes of AMC/lies and VMC/lies.
Profile of Mood States
The experimental interactions were designed to be moderately stressful for participants, who were re-
quired to lie or tell the truth over a series of semi-personal questions issued by a stranger (the confederate)
in AMC or VMC. The POMS questionnaire, completed immediately following the interactions aimed
to capture participants’ current psychological mood state. Table 6.5 and Figure 6.11 show the mean and
standard deviation of the self-reported scores elicited by the questionnaire in AMC and VMC. Results
indicate higher levels of arousal following VMC, with all six mood-factors of tension, anger, depression,
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Figure 6.10: Mean change in pupil size when answering two randomly-selected questions in AMC and
VMC when telling truths and lies. Questions were “What’s your first name?” (from General 2 stage),
and “‘What’s the name of the school you attended?” (from Remote 1 stage).
Table 6.5: Mean (and standard deviation) mood-factor scores elicited by the POMS questionnaire fol-
lowing AMC and VMC.
Mood State AMC VMC
Tense/Anxious 1.56 (0.81) 2.22 (1.22)
Angry/Resentful 1.22 (0.53) 1.50 (1.00)
Depressed 1.26 (0.65) 1.69 (1.14)
Fatigued/Tired 1.58 (0.74) 2.22 (1.17)
Confused 1.63 (0.90) 2.00 (1.04)
Vigorous 2.96 (0.97) 3.44 (1.18)
fatigue, confusion, and vigour (a positive state) eliciting higher scores than AMC. Repeated measures
two-way ANOVA, taking mediation condition and the six mood-factors as factors uncovered a main
effect (p<.01) between AMC and VMC, and post-hoc Tukey tests revealed that significant differences
existed between all mood-factors (p<.05) excluding anger.
6.2.7 Discussion
Analysis approached the experimental interactions from two perspectives: comparison of AMC and
VMC measured by eye tracking and psychological affect, and variance in behaviour between truthful and
deceptive discourse between the two mediation types of AMC and VMC measured by eye tracking. Both
experimental hypotheses, E1H1 and E1H2, are supported by the results. Regarding E1H1, participants
engaged in AMC exhibited comparable oculesic behaviour to those engaged in VMC. As discussed
below, both gaze behaviour and pupil size response tentatively suggest that participants engaged in VMC
experienced a higher degree of psychological arousal than those who performed AMC. This conjecture
is supported by the striking difference between affective states uncovered by the POMS questionnaire
following the experimental interactions. Regarding E1H2, gaze behaviour was found to differ between
states of veracity, with deception eliciting greater proportions of gaze directed at the confederate in
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Figure 6.11: Mean and standard deviation mood-factor scores elicited by the POMS questionnaire
following AMC and VMC.
both AMC and VMC. Participant pupil dilation was also greater during deception in both AMC and
VMC. The following section discusses the results and experimental observations, focusing similarly on
mediation type and state of veracity.
AMC and VMC
Comparing AMC and VMC, participants’ oculesic cues of gaze, blinking, and pupil size were found to
be similar in both forms of visual telecommunication. Analysis categorised participants’ gaze distribu-
tion as that directed at the confederate, and away from the confederate. When considering the macro
scale of question stages, AMC participants gazed at the confederate an average of 83.6% of the time.
In VMC, this proportion was found to be slightly, but insignificantly, less at 79.7%. This relationship
held true also when considering the micro scale of individual questions. Due to the structured nature
of the experimental interactions, these values cannot be directly compared to classic studies of dyadic
conversation (for instance, Argyle and Ingham suggested that people direct gaze at their conversational
partners for 61% of the time [AI72]). However, it is informative to discuss factors influential to the cur-
rent experiment’s inflated proportion of gaze directed at the conversational partner with reference to such
studies. Firstly, the experimental interactions were highly engaging for participants, who were required
to respond either truthfully or deceptively over several stages of questions. This required a high level
of concentration on the instructing confederate’s verbal and nonverbal information, which was likely to
elicit a high proportion of directed gaze. In addition, the immersive nature of the visual telecommunica-
tion systems investigated in this experiment, and indeed over the three telecommunication experiments
presented in this thesis, implies that participants’ FOV was consumed by the visual component of the
mediation. As described in Sections 6.2.3 and 6.2.3, both AMC and VMC setups displayed the confeder-
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ate avatar or video against a featureless background, thus eliminating visual distractions. This presented
the confederate as the single salient object within the visual scene, and may have contributed to the
increased proportion of gaze directed at the confederate compared to Argyle and Ingham [AI72].
While differences in gaze behaviour between AMC and VMC were not statistically significant, it
is worthy to discuss the observation that AMC participants gazed at the virtual embodiment of the con-
federate more than VMC participants gazed at the live video of the confederate, during both macro and
micro scales of analysis, and also when both lying and telling the truth. Two reasons for this are pro-
posed. Firstly, for the experiment’s inexperienced participants, the medium of interacting with another
human who is embodied by a life-size avatar is likely to draw high levels of gaze. However, this novelty
factor is likely to diminish after a short period of time, similarly to as discussed in Section 4.4.3. Hence,
a more prominent reason is likely to be participants’ knowledge that while their interactional partner
can hear their voice and see various bodily movements in graphical form, their actual visual appearance
is hidden and replaced by a digital puppet. In contrast, VMC participants were aware that a live video
stream displaying their actual likeness at high resolution was being observed by the confederate. Ad-
ditionally, the confederate was confronted with a live video of the participant as opposed to a generic
digital avatar. Therefore, the intensity of the interpersonal interaction, and possible social awkwardness
due to close-range eye contact with a stranger [AC76], were arguably heightened in the VMC sessions,
thereby altering gaze behaviour. This argument is reinforced by the results of the POMS questionnaire
shown in Section 6.2.6, which revealed that significantly higher degrees of both positive and negative
psychological arousal were found in participants following VMC than following AMC.
Similarly to gaze behaviour, no main effect of mediation type was found when analysing pupil
size on the macro scale of stage, or micro scale of individual questions. However, results reported in
Section 6.2.6 indicated that, on both scales, VMC participants’ pupils were slightly more dilated than the
pupils of participants engaged in AMC. Pupil dilation indicates that an individual is in a state of either
positive of negative emotional arousal [PS03]. Hence, the increased pupil dilation observed in VMC
participants is consistent with results of both gaze analysis and the POMS questionnaire. Discussion
of possible reasons for this have been presented above, and to which, pupil dilation results add further
evidence. Finally, blink rate was similar between mediation types, with participants blinking slightly, but
insignificantly, more frequently when engaged in AMC than when engaged in VMC. This indicates that
blinking behaviour was not influenced by the visual stimuli of the varying telecommunication mediums.
Truth and Deception
Analysis of oculesics between conditions of truthful and deceptive response revealed significant differ-
ences in both gaze behaviour and pupil size. Initial analysis explored entire question stages, showing that
lying participants in both mediation types gazed at the confederate for a consistently, but insignificantly,
higher proportion of time than when telling the truth. However, a main effect of gaze behaviour was
not exposed until the micro scale of individual questions was considered. This demonstrates that, during
critical sequences of interaction, participants’ state of veracity is highly influential to the gaze behaviour
they exhibit. Previous studies in the deception literature have observed different gaze behaviours when
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lying and truth telling. For instance, Knapp et al. [KHD74] found that liars avoided directing gaze
toward their conversational partner, resulting in significantly altered gaze behaviour than truth tellers.
Conversely, a study by Burns and Kintz [BK76] found that liars employed a strategy of increasing the
proportion of gaze directed at their conversational partner, which again resulted in a significant differ-
ence when compared to the gaze distribution of truth tellers. Explicating such contrasting findings, the
detail of the specific experimental design and procedure provides the most logical rationale, and this was
reflected by hypothesis E1H1, which predicted a contrast, rather than specifying a particular polarity.
Results of the current experiment concurred with the latter finding, and participants were observed to
direct significantly more gaze at the confederate when lying to them than when telling them the truth, as
shown in Figure 6.7.
Pupil size was also affected by veracity, with participants exhibiting greater pupil dilation when
telling lies than when telling truths. Again, analysis of key interactional segments revealed significantly
higher levels of arousal, measured by increased pupil size, when engaged in deception compared to
when engaged in truthful discourse. Blink rate again failed to reveal any consistent behavioural trends,
suggesting that blinking behaviour was not impacted by state of veracity. Finally, strengthening the argu-
ment that participants behaved similarly in AMC and VMC, no significant differences in oculesics were
found when comparing the two forms of visual telecommunication in truthful and deceptive scenarios:
when telling the truth in AMC and VMC, similar oculesic patterns were found; and likewise, when lying
in AMC and VMC, oculesic cues were similar.
6.3 Experiment 2: Detecting Deception
E2 aimed to assess the impact of avatars’ oculesic behaviour on the extent to which observers are able
to detect truthful and deceptive messages in AMC. E2 followed on from E1, inviting a different set of
participants to view replays of the interactions performed in E1. Participants assessed the interactions
in terms of veracity, rated on a scale of truthful or deceptive behaviour, and engagement, indicating
how interested in the interaction the embodied users appear to be. Associated confidence levels for
judgements of veracity and engagement were also collected.
6.3.1 Technical Preparation
Audiovisual captures of E1’s interactions provided the experimental stimuli. During E1, two EyeCVE
‘spectator’ clients captured the unfolding AMC, regardless of whether the mediation, as presented to
the participant and confederate, was being performed via video or avatar. Phase 3 of Section 6.2.5
explained how, for purposes of logging and keeping the pre-experimental procedure identical between
both forms of telecommunication, EyeCVE operated in the background during the VMC condition. The
intentions of E2 were also a motivation for this, doubling the amount of AMC footage for use as stimuli.
The first spectator client processed participants’ eye tracking data, thus capturing the AMC with full
reproduction of oculesic cues. The second spectator client ignored eye tracking data, thereby capturing
the AMC with no oculesic expression. In both cases, avatars’ head and hand movement was driven by
tracking, and mouth movement was synchronised with vocal input. Both spectator clients observed the
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Figure 6.12: E2’s clip viewer interface.
participant avatar from a perspective approximating the confederate’s viewpoint during the experimental
interactions. Beepa’s Fraps [Pty10] was used to capture video at a resolution of 1200×720 pixels and 50
FPS and audio streams of both confederate and participant talk on the two spectator clients. The videos
were then divided by question stages, resulting in a total of 132 clips over the 22 participants. A viewer
application illustrated in Figure 6.12 was developed using Adobe Flash [Sys10a]. In terms of quality and
perspective, the resulting audiovisual stimuli aimed to approximate that which was originally observed
by the confederate during the AMC. Thus, E2 intended to gather many observers’ perceptions of stimuli
typically observed during conversational AMC, with the aim of collecting approximate judgements that
may have formed had the observer been taking part in the actual AMC.
6.3.2 Experimental Design
A total of 27 participants (13 male) with normal or corrected vision and no knowledge of E1 were paid
£5 to perform the experiment. Participants’ ages ranged from 18–55, and European, Asian, and African
origins were represented. Participants were divided into three groups (A, B, and C) of nine, with four or
five males in each group. The clips representing E1’s AMC were displayed in three conditions: video
and audio with avatars exhibiting oculesic behaviour driven by eye tracking (ET); video and audio with
avatars featuring no eye oculesic behaviour (-ET); and the audio-only component of the interactions
(AO). Each group viewed a total of 24 clips, with an average duration of 1.5 minutes each. All 27
participants independently assessed each clip on a 1..7 Likert scale in terms of: veracity (1 = always
lying, 7 = always telling the truth); engagement (1 = not at all engaged, 7 = completely engaged); and
confidence corresponding to metrics of veracity and engagement (1 = very unsure, 7 = very sure). Each
clip presented one question stage from E1 in which a participant responded by always lying or always
telling the truth. Therefore, E2’s Likert scale deliberately intended to mislead raters to believe that
veracity varied over each clip. This was to preclude cases in which clearly true or false responses to
individual questions could be used to decide the veracity rating of an entire stage, and also to encode
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Figure 6.13: Photograph of E2’s setup, conducted in a lecture theatre at UCL.
judgements in a richer manner than binary classification.
Each group rated the same clips in different conditions. For instance, if Group A viewed a particular
clip in condition ET, then Group B would view the same clip in condition -ET or AO, and Group C in
the remaining condition. Clip and condition orders were resequenced between the three groups so that
all question stages and both response veracities were observed by each group. The experiment was
performed in a lecture theatre at UCL, with the clips projected in their native resolution of 1200×720
pixels, and physically around 3×2 m, as shown in Figure 6.13. Prior to analysis, the Likert scores were
encoded using a linear progression scale. Regarding a truthful clip, a participant who judged veracity
with a rating of ‘1’ would score 0% accuracy, ‘2’ would equate to 16.7%, and so on until ‘7’ resulting in
100% accuracy. Naturally, this scale was reversed for ratings of deceptive clips.
6.3.3 Procedure
Three experimental sessions were performed, with nine participants taking part in each. The experimen-
tal procedure consisted of three major phases: technical setup; briefing upon arrival of all participants;
and the experimental rating task. The technical setup involved the experimenter initialising the projec-
tion and audio systems in the lecture theatre. Loud speakers were positioned to the sides of the projection
screen. Following arrival of all participants, instruction sheets and ethics forms were provided. An an-
swer booklet was also given to each participant in which to enter their responses. The Likert scale used
for response was clarified, and any questions were answered. The experimental task began with the ex-
perimenter playing the first of the sequence of 24 clips, selected using the clip viewer shown in Figure
6.12. During the audio-only condition, the projector was simply turned off while the verbal component
of the interactions were heard through the loud speakers. Following half of the 24 clips, the experimenter
issued a five minute break before completing the second half of clips. Upon completion of all clips, par-
ticipants were free to discuss the experiment before leaving. For additional materials, see Appendix
E.
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Table 6.6: Percentages of veracity accuracy and confidence, and engagement and confidence between
clip conditions when judging truth and lie question stages. ET: oculesic avatars, -ET non-oculesic
avatars, AO: audio-only.
Veracity Metric ET -ET AO
Truth
Veracity Accuracy 88% 70% 68%
Confidence 78% 69% 72%
Engagement 76% 58% 70%
Confidence 85% 79% 82%
Deception
Veracity Accuracy 48% 39% 34%
Confidence 74% 69% 73%
Engagement 78% 54% 72%
Confidence 83% 76% 80%
Figure 6.14: Percentages of veracity accuracy and confidence between clip conditions when judging
truth and lie question stages. ET: oculesic avatars, -ET non-oculesic avatars, AO: audio-only.
6.3.4 Results
Table 6.6 shows all participants’ mean scores of veracity accuracy, engagement, and confidence between
the three experimental conditions, normalised to 1 and converted to percentages. Figures 6.14 and 6.16
clarify the data to display veracity accuracy and engagement individually. ET enables more accurate
and confident assessment of the veracity of users engaged in both truthful and deceptive AMC than -ET
or AO. Hence, an avatar displaying faithful replication of their embodied user’s oculesic behaviour is
able to inform more accurate judgement of their embodied user’s state of truth telling and deception
than an avatar featuring no oculesic behaviour (-ET), or audio-only stimuli (AO). The large difference
in accuracy between judgements of truths and lies exposes the influence of the veracity effect [LPM99],
with participants generally biasing responses toward truth. Additionally, ET elicited higher ratings of
perceived engagement in the interaction than -ET and AO, and raters were again more confident in this
decision.
Figure 6.15 illustrates where the main effects lie between the three stimuli conditions and for each
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Figure 6.15: Significances of post-hoc Tukey tests for all questions and truth/lie data sets. Conditions
jointly underlined are statistically similar. ET: oculesic avatars, -ET non-oculesic avatars, AO: audio-
only.
Figure 6.16: Percentages of engagement and confidence between clip conditions when judging truth
and lie question stages. ET: oculesic avatars, -ET non-oculesic avatars, AO: audio-only.
response when rating both truths and lies. Conditions that are underlined by the same line may be consid-
ered statistically identical given a threshold of (p<.05). For instance, the line joining -ET and AO in the
Truths/Accuracy block indicates that no significant difference was found between these two conditions
when rating veracity of AMC in which the observed embodied user was telling the truth. However, as
indicated by ET, which stands alone in the Truths/Accuracy block, a significant, and positive, difference
in accuracy was found between ET and both -ET and AO when estimating the veracity of truth tellers.
This finding of accuracy veracity is also observed for ratings of embodied users who are being decep-
tive, as indicated in the Lies/Accuracy block of Figure 6.15. Significantly more accurate judgements of
the veracity of lying individuals are enabled when they are represented by oculesic avatars rather than
non-oculesic avatars or the audio-only component of conversation. With regards to engagement, -ET
performs significantly poorer than ET and AO when observing both truthful and deceptive AMC. ET
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elicits greatest confidence in all judgements, but this difference is only significant when judging truthful
discourse.
6.3.5 Discussion
The stimuli presented during this experiment aimed to approximate that which was observed by the
confederate during E1’s experimental AMC, albeit in a non-immersive display. The motivation behind
gathering a large number of subjective ratings of avatars operating with and without oculesics was to as-
sess the extent to which faithful reproduction of oculesic cues is seen to enrich the nonverbal information
transferred during AMC. These findings have implications for social interaction between users engaged
in AMC, particularly relating to issues of interpersonal trust, including how the expressive characteristics
of an avatar may influence observers’ perceptions of the trustworthiness of interactional partners. The
inclusion of an audio-only condition intended to provide a base class by which to compare the impact of
the varying graphical stimuli.
Results of the subjective ratings support hypothesis E2H1: avatars featuring oculesic behaviour
driven by eye tracking enable more accurate estimation of the veracity of an embodied user compared
with assessment of avatars featuring no oculesics or audio-only stimuli. The addition of oculesic be-
haviour was also seen to raise the confidence of veracity judgements, but this was only significant when
judging truthful discourse. With regards to engagement, oculesic avatars were rated similarly to audio-
only stimuli, and significantly higher than avatars with no oculesic expression. The following discussion
firstly addresses differences found between treatments, before focusing on the overall ability of observers
to distinguish between truth and deception during AMC.
Judgements of veracity were more accurate when observing oculesic avatars, when their embodied
users were both lying and telling the truth, than the other conditions of non-oculesic avatars and audio-
only stimuli. As covered in Section 2.1.3, humans exhibit verbal and, critically, nonverbal behavioural
cues correlated with lying and truth telling [DLM+03]. Correspondingly, people detect deception by
observing others, so media transmitting fewer nonverbal channels becomes preferable for the deceiver
[CGB+04]. The added nonverbal information that is captured and transmitted by oculesic avatars, result-
ing in more accurate estimation of veracity, demonstrates this phenomenon. Confidence in judgements
of veracity was also seen to increase when avatars demonstrated oculesic cues. This is likely to be due
to the added consistency between the aural and visual components of avatars’ verbal and nonverbal be-
haviour. Differences between the non-oculesic avatars and audio-only stimuli were not significant when
judging truths and lies. In this case, while the avatars did demonstrate head and mouth movement, the
relative paucity of their expressive capacity resulted in ratings of veracity more similar to when judging
the audio-only component of the interaction. However, it should be noted that, when judging both truths
and lies, ratings of the non-oculesic avatars were slightly, but insignificantly, more accurate than the
audio-only ratings. With regards to engagement, oculesic avatars and audio-only stimuli were rated sig-
nificantly higher than non-oculesic avatars. This finding suggests that, when presented with a relatively
inexpressive visual representation of an individual, ratings of liveliness are diminished in comparison
with assessment of both solely aural information, and a depiction of the individual that demonstrates
6.4. Chapter Summary 176
richer nonverbal expression.
Results revealed higher accuracy when judging truths than lies, with a mean accuracy of 75.3%
over the three treatments for the former, and 40.3% for the latter. Two reasons for this disparity are
suggested. Firstly, the veracity effect [LPM99], referring to peoples’ natural tendency to judge more
messages as truths than lies, is a factor often observed in experiments studying deception detection
[AAD99]. Secondly, E1’s experimental framework allowed participants to respond with deception in a
manner open to interpretation. This may be further explained by post-experimental interviews following
E1, revealing that many “lies” told by participants were in fact half-truths: deceptive statements that
include some element of truth [Jam07]. For instance, when asked about what their activities “last” Satur-
day, post-experimental interviews revealed that some participants responded with information regarding
some other Saturday. While such answers are still classified as lies in response to the specific question,
they often resulted in credible responses, delivered with confidence, and perceptually inconspicuous in
terms of cues to deception. Other questions, particularly those which followed on from one another,
were more difficult to respond to with half-truths. For instance, in E1’s General 2 phase, participants
were asked “Where was the last foreign country you visited?”, which was then followed-up with the
confederate asking them to “Tell [him] some more about the trip”. These issues demonstrate the com-
plex nature of studying social interaction, with particular regard to scenarios involving deception and
its detection. It should be noted that reported accuracies of deception detection are seen to vary greatly
between studies and experimental design. Hence, a discussion of these results in relation to other studies,
while interesting, is more suitable to a meta-analysis of deception detection studies as offered by Bond
and DePaulo [BJD06], rather than specific experimental details as presented in this section.
6.4 Chapter Summary
The two experiments reported on in this chapter aimed to investigate a number of factors related to
user behaviour, social presence, and media richness during truthful and deceptive discourse in visual
telecommunication systems. E1 demonstrated that systematic differences in users’ gaze and pupil size,
correlated with telling truths and lies, are observed in both AMC and VMC. This suggests that users
behave similarly when engaged in interpersonal communication when faced with video or avatar repre-
sentations of interactional partners. However, the POMS questionnaire revealed psychological arousal to
be greater following VMC than following AMC. E1’s primary source of data collection and analysis was
multimodal log files, which collated multiple streams from body tracking devices worn my participants.
This process is detailed in Section 3.2. The NEO Five-Factor Inventory pre-experimental questionnaire
was used to balance participant groups between the two conditions of AMC and VMC, and the POMS
post-experimental questionnaire was used to gather subjective response.
E1’s interactions were recorded and used as stimuli for E2, which involved another set of partici-
pants observing and rating clips of AMC. Results from E2 demonstrated the interactive benefit of eye
tracking to bestow avatars with representations of their embodied users’ oculesic cues of gaze, blinks,
and pupil size, enabling observers to more accurately detect truth and deception. Thus, all experimen-
tal hypotheses were supported, but variations of blinking behaviour were not uncovered. Analysis of
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gaze and pupil dilation emphasised the importance of isolating critical periods of interaction due to the
temporally-transient nature of a potential characteristic response following a given stimuli.
This chapter completes the telecommunication experiments presented in this thesis. The following
chapter presents three further experiments which, similarly to E2, aim to gather subjective ratings of
avatars and their oculesic behaviour over varying control methods and fidelities.
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Chapter 7
Models of Oculesic Behaviour and
Experiments
This chapter presents simulations of the oculesic behaviours of eyelid kinematics and gaze, together with
associated experiments. The work does not investigate AMC directly, but rather assesses characteristics
of avatars that may be influential to AMC. This work is motivated by the advance of real-time computer
graphics, which enable the use of highly realistic virtual humanoids in ICVE systems. Thus, varying
levels of representational and behavioural fidelity, likely to be influential to how virtual humanoids are
perceived during AMC are investigated. The work appearing in this chapter was performed in parallel
to the telecommunication experiments presented in Chapters 4–6. Sections 7.1 and 7.2 are concerned
with eyelid animation, and hence are relevant to EyeCVE’s advanced avatars which were utilised in
Chapter 6’s truth and deception experiments. As explained in Section 6.2.3, participants engaged in
truthful and deceptive AMC were embodied by avatars featuring eyelid kinematics driven by the models
presented in Section 7.2 of this chapter. Hence, chronologically, the eyelid models were developed and
investigated before the truth and deception experiment. Section 7.3 is concerned with gaze simulation,
and so is relevant to all types of virtual humanoids, regardless of facial animation capability. The gaze
model was developed in response to the poor performance of the basic random gaze model presented
and investigated in Chapter 5, and analysis of eye tracking gaze data captured during that object-focused
experiment forms the basis of the model.
This chapter is divided into three sections. The first section details an experiment investigating
the impact of varying the fidelity of an autonomous agent’s oculesic behaviour on observers’ ability to
identify direction of gaze, and on subjective perceptions of realism. The second section documents two
models generating the components of human eyelid movement. Simulations of blinking and lid sac-
cades are presented algorithmically before they are validated against motion captured movements. An
associated experiment, assessing the impact of the models on observers’ perception of realism and be-
lievability of an avatar is then presented. Finally, the third section presents a gaze model developed using
data collected from Chapter 5’s object-focused experiment. The model is first presented algorithmically,
followed by an experiment investigating how observers’ subjective ratings of realism and believability
are influenced by an avatar’s method of gaze control.
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7.1 Oculesic Behaviour Experiment
The following experiment explores the influence of varying oculesic characteristics of a virtual humanoid
agent by measuring how accurately observers are able to identify the agent’s direction of gaze, together
with subjective assessments of realism and believability. Two elements of oculesic behaviour were stud-
ied: eyelid animation and vergence. Based on preliminary observation tests, these oculesic character-
istics were expected to have a significant impact on both accuracy of determining gaze direction and
perceived realism of the agent. Eyelid animation denotes that the agent’s eyelids performed blinks and
lid saccades. Models generating physiologically accurate animation of these two major components of
human eyelid motion are presented in Section 7.2, while this experiment does not define dynamics. Ver-
gence indicates that the agent’s eyes rotate inwards to focus on a precise point in space, rather than the
eyes gazing parallel to a focal point with the same rotation value for both eyes.
The two oculesic characteristics formed the experiment’s independent variables, and were investi-
gated over the following four stimuli conditions: no eyelid animation, no vergence; no eyelid animation,
vergence; eyelid animation, no vergence; and eyelid animation and vergence. The main hypotheses were
that, by more closely mimicking natural human behaviour, the inclusion of eyelid animation and ver-
gence would lead to higher accuracy of gaze direction identification, and also to elicit higher subjective
ratings of realism.
7.1.1 Technical Preparation
A virtual humanoid agent acted as the main experimental stimulus. The agent was developed using
Smith Micro Poser 7 [Sof10b] and Autodesk 3DS Max 8 [Aut10]. The agent’s eyes were comprised of
separate geometry to the head, allowing for eye rotation. Eyelid animation was implemented using blend
shapes, which linearly interpolate between target geometry models, each specifying an ‘extreme’ pose
of facial expression. Controllers attached to the geometry of the eyes, allowing fine control of rotation
were also implemented. The agent setup, in 3DS Max 8, is shown in Figure 7.1.
A simple VE was also designed in 3DS Max, consisting of an analogue clock face positioned
directly in front of the agent’s head at a distance of 0.5 m. Three virtual cameras were positioned directly
in front of the agent and symmetrically to its front-left and front-right. The cameras intended to provide
Figure 7.1: Agent development in 3DS Max 8 [Aut10]. Image shows close view of agent’s eye area.
Note controllers extruding from the eyes to allow fine control of eye rotation.
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Figure 7.2: Experiment setup from above. The virtual cameras are positioned at a distance of 1.0 m
to the agent. This separation between bodies is in the far-phase of personal distance [Hal68], and
aims to both promote affinity between participant and agent and maintain visual clarity for the task.
Side-cameras were offset to +/-40◦ from the 0◦ central camera, remaining consistent with common con-
versational situations.
viewpoints common to dyadic and multiparty AMC scenarios as demonstrated in the telecommunication
experiments in Chapters 4–6. The experimental scene is illustrated in Figure 7.2.
Twelve video clips (one for each number around the clock face) were generated in each of the four
combinations of eyelid animation and vergence, resulting 48 clips rendered from each camera angle, and
144 over the three cameras and twelve gaze positions. The duration of each clip was eight seconds, and
the clips followed the sequence illustrated in Figure 7.3: the agent looks straight ahead; looks towards
a specific number on the clock face for two seconds; returns gaze to the straight-ahead position for one
second; returns gaze to the same number on the clock face for another two seconds; and finally returns
gaze to the initial straight-ahead position. Each shift of gaze was performed in a single saccade. Hence,
the stimuli presented an agent gazing at targets, which varied gaze direction horizontally, vertically,
and to a lesser extent in depth. In order to isolate results to describe the impact of the varying oculesic
behaviours, the eyes (and eyelids in the two eyelid animation conditions) were the sole animated elements
of the agent. An experimental application illustrated in Figure 7.4 was developed using Adobe Flash
[Sys10a].
7.1.2 Experimental Design
A within-subjects, repeated measures design was conducted over the four conditions to determine the
impact of eyelid animation and vergence on participants’ ability to identify the agent’s gaze direction
and on how the agent is perceived in terms of realism. At total of 48 (24 male) participants with normal
or corrected vision were recruited from UCL’s campus through an advertising poster campaign and paid
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Figure 7.3: Sequence of agent behaviour performed in each clip from left to right: agent begins looking
straight ahead, gazes at a specific number on the clock face, returns gaze to the straight-ahead position,
gazes at the number again, and finally returns gaze to the straight-ahead position.
Figure 7.4: Experimental interface for gaze direction identification task. Agent is being viewed from
the left camera, and exhibiting eyelid animation, no vergence behaviour. In order to eliminate the use
of markers, such as the mouse pointer, during POR identification, an input panel to the left of the main
window was used rather than clicking on the clock face itself.
£3 to perform the experiment, which lasted for approximately 20 minutes. Ages ranged from 18–30, and
European, Asian, and African origins were represented. Participants viewed all 144 clips in blocks of 36.
Each block consisted of clips featuring the agent performing in one of the four conditions, looking at the
twelve numbers around the clock face from the three angles. The order of presentation of the conditions
were resequenced over participants to eliminate inter-experimental effects. Two metrics were collected:
estimation of gaze direction for each clip; and overall ratings of realism for each block of 36 clips,
corresponding to a single experimental condition. Input was integrated into the experimental viewer,
with input of gaze direction estimation performed using a side-panel of buttons as shown in Figure 7.4,
and input of subjective ratings performed using a questionnaire following the last clip of each condition
as shown in Figure 7.5. The subjective ratings were collected on a 1..7 Likert scale. Questions related
to perception of the realism and authenticity of the agent’s behaviour and appearance, together with
self-performance ratings of the gaze direction identification task. For additional materials, see Appendix
F.
7.1.3 Procedure
The experiment was performed on a 42" HD LCD screen which displayed the agent’s head approxi-
mately life-size. Participants were seated 1.0 m from the screen at the agent’s eye-level. The experi-
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Figure 7.5: Experimental interface when performing subjective questionnaire following a block of 36
gaze direction clips in which the agent exhibited a single oculesic condition. Ratings were input on a
1..7 Likert scale.
mental procedure consisted of three major phases: briefing; experimental task; and post-experimental
interview. Following arrival of the participant, instruction sheets and ethics forms were provided. The
Likert scale used to gather subjective response was clarified, and any questions were answered. The
experimental task began when the experimenter left the lab, and the participant initiated the first clip
using the viewer application. The clips advanced automatically following the participant’s input of es-
timated gaze direction, with the viewing camera alternating in a repeating sequence (centre, left, right),
and the agent looking at a different number. Following the 36 clips, the application presented the ques-
tionnaire for the participant to complete. The application then proceeded with the next set of clips and
questionnaire. This process repeated for all four conditions. In summary, for each of the four vary-
ing conditions of the agent’s oculesic behaviour, participants’ ability to identify direction of gaze, and
subjective responses regarding realism were recorded.
7.1.4 Results
Results relating to gaze direction identification and subjective ratings were analysed independently.
Gaze Direction Identification
A repeated measures two-way ANOVA was performed on the gaze direction identification data, with
the four oculesic conditions and the twelve gaze angles (numbers on clock face) as factors. This overall
measure combined data from all three cameras, and indicated a main effect of both oculesic behaviour
(F(3,11)=4.19;P<0.01), and gaze angle (F(3,11)=11.26; P<.001). Post-hoc Tukey tests determined that
the eyelid animation and vergence condition performed significantly poorer than the classes of: eyelid
animation, no vergence (F(1,11)=11.73;P<.001) and no eyelid animation, no vergence (F(1,11)=4.03;
P<.005). An interaction effect was found between oculesic condition and gaze angle during the latter
comparison (F(1,11)=2.02;P<.05). The column entitled ’All Cameras’ in Table 7.1 shows this overall
decrease in accuracy of identification of gaze direction as the behavioural fidelity of the agent increases.
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Table 7.1: Mean (and standard deviation) gaze direction identification accuracy for conditions and
cameras.
Condition All Cameras Centre Camera Side Cameras
No Eyelid Animation, No Vergence 80.7% (0.72) 89.2% (0.53) 76.5% (0.79)
No Eyelid Animation, Vergence 79.4% (0.73) 92.2% (0.43) 73.0% (0.83)
Eyelid Animation, No Vergence 78.9% (0.58) 93.8% (0.24) 71.4% (0.67)
Eyelid Animation, Vergence 73.0% (0.64) 89.8% (0.54) 64.7% (0.67)
The most basic oculesic behaviour is seen to perform best, but the difference is only significant compared
to the eyelid animation and vergence condition. This corresponds to the above ANOVA calculations,
suggesting that, when analysed on this macro scale considering ratings from all three cameras, the in-
clusion, and in particular the combination, of the two oculesic cues of eyelid animation and vergence are
detrimental to observers’ ability to accurately judge gaze direction, thereby opposing part of the stated
hypothesis.
The influence of camera angle on the accuracy of gaze direction identification was then explored.
As shown in Table 7.1, the centre camera formed one group, and the two symmetrical side cameras were
evaluated together. Starting with the centre camera, a repeated measures two-way ANOVA was per-
formed with the four oculesic conditions and the twelve gaze angles as factors. A main effect was found
between the oculesic conditions (F(3,11)=3.26; P<.05), and an interaction effect was found between
factors (F(3,11)=1.73; P<.01). Post-hoc Tukey tests exposed that the differences lay between the eyelid
animation, no vergence condition and two other classes: eyelid animation and vergence (F(1,11)=7.64;
P<.01) and no eyelid animation, no vergence (F(1,11)=6.99; P<.01). The same tests were then per-
formed on the data for the two side cameras, again finding a significant difference between oculesic
conditions (F(3,11)=4.02; P<.01). Similar to the overall camera analysis, differences were found be-
tween the class of eyelid animation and vergence and the two other classes of eyelid animation, no
vergence (F(1,11)=6.92; P<.01) and no eyelid animation, no vergence (F(1,11)=11.83; P<.001). An
interaction effect was found during the latter comparison (F(1,11)=1.98; P<.05). Table 7.1 highlights
consistently high accuracy from the centre camera over the four conditions, and lower, more variable
accuracy, when judging from the side cameras.
The above analysis shows that accuracy of gaze direction identification is influenced by the agent’s
actual gaze direction, in combination with the observing camera angle. Therefore, analysis between
symmetrical gaze angle ‘pairs’ was performed in order to isolate scenarios and expose specific combi-
nations of gaze direction and camera angle with high impact. The experimental design of a clock face
with one central and two symmetrical side cameras granted identical states for opposite gaze angles ac-
cording to the side camera considered. For instance, a one o’clock gaze viewed from the right camera
is equivalent to an 11 o’clock gaze from the left camera. Accordingly, 2 left = 10 right, 3 left = 9 right,
4 left = 8 right, 5 left = 7 right. Gaze angles 6 and 12 were treated independently, as the pair is not
equivalent. These logical pairings of symmetrical gaze angles allowed direction of observed gaze to be
classified more generally as toward and away: terms more meaningful to interaction in AMC as demon-
strated during gaze analysis in the telecommunication experiments documented in Chapters 4–6. In this
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Figure 7.6: Overall combined condition gaze identification accuracy from centre (C), toward (T), and
away (A) cameras for symmetrical gaze angle pairs. Note that the 0◦/180◦ vertical pair (6 and 12)
remain separate, as the agent eye representation differs greatly.
context, toward gaze indicated that the agent was looking in the hemisphere in which the observer lies,
and away gaze indicated that direction of gaze was in the opposite direction of the perspective of the ob-
server. Prior to this analysis, the validity of the pairings was confirmed by performing repeated measures
two-way ANOVA on the data for the two gaze angles within each pair, and no significant differences
were found. Overall accuracy levels for gaze angle pairs are shown in Figure 7.6 for centre, toward,
and away perspectives. Certain combinations of gaze angle and camera angle show a significant and
negative impact. In particular, 30◦ offset from vertical (pairs 1/11, 5/7) when observers are positioned in
the toward-hemisphere, and the 60◦ offset from vertical (pairs 2/10, 4/8) when observers are positioned
in the away-hemisphere.
Subjective Rating
The questionnaire sought to elicit judgements regarding the agent’s realism and participants’ ratings of
self-performance during the gaze direction identification task for each condition. Question 1 (“The be-
haviour of the avatar’s eyes appeared natural”) and Question 4 (“The general appearance of the avatar
was realistic”) directly addressed perception of realism. A critical requirement of the experimental de-
sign was to isolate animation to the eyes and surrounding areas. Thus any variation in reported levels
of perceived realism could be related solely to changes in oculesic representation. A one-way ANOVA
evaluation of combined data from Questions 1 and 4 exposed a highly significant difference between
conditions (P<.001). Post-hoc Tukey tests exposed differences to lie between the two classes featuring
eyelid animation, and the two that did not, (P<.001). Table 7.2 presents the Likert scale responses,
showing how the inclusion of eyelid animation is able to enhance perceived realism, while vergence was
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Table 7.2: Mean response and (standard deviation) for Questions 1, 4 and 5 on the 1..7 (nega-
tive..positive) Likert scale questionnaire.
Condition Question 1 Question 4 Question 5
No eyelid animation, no vergence 3.75 (1.48) 4.29 (1.32) 4.87 (1.24)
No eyelid animation, vergence 3.52 (1.53) 4.35 (1.38) 4.53 (1.36)
Eyelid animation, no vergence 5.69 (1.06) 5.98 (1.13) 5.42 (0.82)
Eyelid animation, vergence 5.33 (1.17) 5.85 (1.14) 5.16 (1.10)
Figure 7.7: Detailed screen captures of the agent’s eyes when looking at number 5 (150◦ offset from
vertical gaze angle 12) from the toward (right) camera. Top: no eyelid animation, no vergence. Bottom:
eyelid animation and vergence.
not a determining factor. Responses to Question 4 also demonstrate the influence of eyelid animation on
the agent’s holistic realism. There was no significant difference found between the two classes featuring
eyelid animation (P=.14), adding to the evidence that vergence was not a factor affecting the agent’s
realism. Hence, the subjective component of the original hypothesis is supported by findings related to
the impact of eyelid animation, but not supported by findings related to vergence.
One-way ANOVA evaluations of responses to Questions 2 and 3 (“I could easily tell where the
avatar was looking from the centre view / side views”) did not expose significant differences between
conditions despite significant differences in accuracy found during analysis of gaze direction identifica-
tion data. However, a significant difference was found between conditions for Question 5 (“How well
do you think you completed the identification task?”) (P<.05), with eyelid animation conditions earning
superior ratings. This suggests that confidence in identifying the agent’s direction of gaze was raised
by the enhanced realism afforded by the addition of eyelid animation, despite actual gaze identification
accuracy not always corresponding to this perception. An example rendering of the agent’s eyes in the
eyelid animation, vergence condition and the no eyelid animation, no vergence condition is presented in
Figure 7.7.
7.1.5 Discussion
The experiment presented in this section explored how varying conditions of an autonomous agent’s
oculesic behaviour is seen to influence both accuracy of gaze direction identification and perceived real-
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ism. Results from the gaze direction identification task showed that accuracy varied depending on three
factors: the agent’s condition of oculesic behaviour; the agent’s current gaze direction; and the angle
from which the agent was being observed. In particular, accuracy of gaze direction identification was
hindered when the agent exhibited eyelid animation and was viewed from side cameras. A particular
example is demonstrated by the gaze angle pair 5/7 (30◦ vertical offset) shown in Figure 7.6. In this
case, accuracy was seen to drop to 40.6% when viewed from the ‘toward’ camera. Conversely, when
this same gaze angle pair was viewed from both centre and far cameras, accuracy increased to over 70%.
Observations of human physiology elucidate this phenomenon: when operating with eyelid animation,
the agent’s eyelids are relatively closed in order to remain approximately aligned with the top of the
cornea as the eyes depress to a low gaze angle. Thus, the agent’s eyes are partially obscured depending
on the angle of observation, but particularly in the toward hemisphere. Hence, when viewing from this
angle, the visible area of the sclera is reduced, making the horizontal rotation of the agent’s eyes more
difficult to distinguish. The higher accuracy of gaze direction identification when viewing from both
centre and away cameras reflects the fact that the horizontal offset of the agent’s eyes was more clearly
distinguishable. Finally, it is noteworthy to state that, in the example of the 5/7 pair, 99.2% of the total of
58.9% incorrect responses identified the agent’s gaze direction as the vertical number 6. This observation
applied to other situations where the agent’s direction of gaze was unclear, and participants appeared to
choose ‘safe’ or ‘default’ gaze directions of exactly vertical (numbers 6 and 12) or horizontal (numbers
3 and 9).
Judgement of the agent’s realism, both as a whole and when considering just the eyes, was signif-
icantly enhanced by eyelid animation, while vergence was not a significant factor. The primary reason
for the low-impact of vergence was likely to be the limited variation in depth of gaze targets due to the
experiment’s clock face design, together with static viewpoints restricting observation of the depth cue.
Participants’ self-performance assessments of the gaze direction identification task were significantly
higher when judging eyelid animation conditions despite an overall performance reduction during the
task. This implies that the increased visual and behavioural realism of the agent fostered higher levels of
confidence when judging gaze direction, contradictory to actual identification accuracy performance.
Chronologically, this experiment was performed first all those detailed in this thesis. The exper-
imental results informed development of EyeCVE’s avatar subsystem, and also have implications on
the more general design of virtual humanoids. The dynamics of lid saccades and blinking, which were
approximated in this experiment, are subsequently formalised as parametric models, aiming to generate
physiologically accurate eyelid kinematics. These models are presented and investigated in the following
section of this chapter.
7.2 Eyelid Kinematics Models and Experiments
Section 7.1 demonstrated that animation of a virtual humanoid’s eyelids plays an important part both
in clearly conveying direction of gaze and in improving visual and behavioural realism. However, the
dynamics of the agent’s eyelid animation, featuring blinks and lid saccades, were not formalised. In the
wider computer graphics and VE literature, eyelid kinematics for virtual humanoids is still a relatively
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unexplored area.
The human eyelids have two major motion components: lid saccades that follow the saccadic mo-
tion of the eyes, and blinking. Derived from literature in ophthalmology and psychology, the work
presented in this section documents parametric models for both motion types, and emphasises their dy-
namic temporal behaviour. Firstly, the dynamics of lid saccades and blinks are parametrised in order
to act as inputs to the models. The models are then presented algorithmically. Experimental validation
follows, comparing animation generated by the models with the alternative methods of expensive mo-
tion captured data and simple linearly interpolated animation. Finally, an experiment investigating the
general impact of the models on an avatar’s overall realism is presented. The models are demonstrated to
be suitable both for offline and real-time application: the former implementation provides stimuli during
model validation, while the latter is implemented in EyeCVE during the general realism experiment.
7.2.1 Parametrisation
The equations presented in tables 7.3 and 7.4 are taken from empirical studies of eyelid movements in
normal subjects presented by Evinger et al. [EMS91]. The metrics are based on data recorded from
a comprehensive study measuring upper eyelid movements in normal human subjects. It should be
noted that, while the lower eyelids also exhibit motion during blinks and lid saccades, their dynamics
have never been measured without large intersubject variability [MeCM+05]. Compared to the upper
eyelid, lower eyelid movements are relatively minor, with amplitudes of just a quarter of a correspond-
ing upper eyelid movement [HD82]. They are also entirely passive, resulting from the transmission of
forces of other muscles such as the levator, which contracts or relaxes to initiate upper eyelid movement
[MeCM+05]. Consequently, the models do not consider lower eyelid movement explicitly. However,
the virtual humanoids appearing in this section were developed so that slight lower eyelid movement is
coupled to the movements of the upper eyelids, thereby exhibiting motion in the order of one quarter to
that performed by the upper eyelid.
Regarding blinks, and promoting the suitability of modelling eyelid kinematics parametrically,
Evinger et al. note the small amount of intersubject variability across a wide range of blink ampli-
tudes and conditions [EMS91]. Thus, whether a blink originates from reflex, voluntary, or spontaneous
cause, over 95% of more than 400 blinks obtained from nine subjects fell within a narrow window of
velocities that the following equations describe. Likewise, when defining the characteristics of lid sac-
cades, a similar relationship to blink dynamics between amplitude and maximum velocity also exists
[EMS91]. Common to lid saccades and blinks are the up- and down- phases of movement. In the case
of blinks, the down-phase refers to the initial downward movement of the eyelids (Equations 1 and 3),
and the up-phase refers to the subsequent upward movement (Equations 2 and 4) to return the lids to
their resting position based upon vertical eye rotation. In contrast, lid saccades exhibit only one phase
of movement, which depends on the vertical direction of the eye saccade: an upward shift in eye gaze
initiates a corresponding upward motion of the eyelids defined with up-phase properties (Equations 5
and 7), while a downward gaze shift initiates movements exhibiting down-phase dynamics (Equations 6
and 8).
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Lid Saccade Model Parameters
E1 defines the duration (D) of the down-phase of a lid saccade, given an amplitude of lid movement as
measured in degrees (A). E2 defines the duration (D) of the up-phase of a lid saccade, given an amplitude
of lid movement (A). E3 defines the maximum velocity V for the down-phase of a lid saccade, given an
amplitude of lid movement (A). E4 defines the maximum velocity V for the up-phase of a lid saccade,
given an amplitude of lid movement (A).
Blink Model Parameters
E5 defines the duration (D) of the down-phase of a blink, given an amplitude of lid movement (A). E6
defines the duration (D) of the up-phase of a blink, given an amplitude of lid movement (A). E7 defines
the maximum velocity V for the down-phase of a blink, given an amplitude of lid movement (A). E8
defines the maximum velocity V for the up-phase of a blink, given an amplitude of lid movement (A).
7.2.2 Eyelid Saccade Model
Figure 7.8 presents a state diagram detailing the mechanics of the lid saccade model:
1. The initial input to the lid saccade model is gaze data. This will typically be generated by a gaze
model or eye tracker. Given a gaze motion, the vertical amplitude shift is calculated by comparing
the current vertical rotation of the eye with the new input angle.
2. This positive or negative (indicating an upward or downward shift) angle is then thresholded,
possibly along with a signal sent from the source of gaze input to determine if the gaze motion is
indeed a saccade or a minor or smooth pursuit movement.
3. Before the output from this classification is utilised, the final eyelid position is calculated by taking
into account an overshoot probability function, and critically, the properties of the virtual character
itself under control: this final position may depend on bone rotations if a skinning approach has
been implemented, or blend shape weightings if linear geometry blending is the method of facial
animation.
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Figure 7.8: State diagram detailing the lid saccade model.
4. The controlling thread then splits depending on the classification of the input gaze motion: ab-
sence of a saccade classifies the movement as minor (for instance associated with a microsaccade
or smooth pursuit) and sets the eyelids in their final position in a single frame before quitting.
Execution continues if a saccade is detected.
5. If a saccade has been detected, vertical amplitude shift acts as input to Equation 1 (in the case of
a downward saccade) or Equation 2 (for an upward shift) in order to determine the duration of the
lid saccade.
6. The number of frames is then calculated, based on graphical frame rate, using the equation N=DF,
where N is number of frames, D is duration of lid saccade, and F is FPS.
7. Either Equation 3 (downward saccade) or Equation 4 (upward saccade) is then used to calculate
the mean velocity of each frame of the lid saccade.
8. The eyelid values for the particular virtual character are then determined for each frame using a
variation of distance=speed×time: Af=Vf((D/N)Nf), where Af is the amplitude for a given frame,
Vf is mean velocity of the frame, D is the total duration of the lid saccade, N is number of frames
and Nf is current frame being calculated.
9. Finally, for each of the calculated frames, the character’s eyelid is set appropriately, animating the
lid saccade.
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Figure 7.9: State diagram detailing the blink model.
7.2.3 Blink Model
Figure 7.9 presents the state diagram detailing the mechanics of the blink model:
1. Upon receiving a blink signal (for instance, from an eye tracker or gaze model), the current position
of the character’s eyelids are stored in order for the model to return to that position following
completion of the blink.
2. Based upon the current state and the ‘eyelid fully closed’ state of the specific virtual character’s
eyelids, the angular amplitude of the blink motion is calculated.
3. Amplitude then acts as input to Equation 5 when calculating the down-phase of the blink and
Equation 6 for the up-phase of the blink in order to determine the duration of the two blink phases.
4. The number of frames is then calculated, based on graphical frame rate, using the equation N=DF,
where N is number of frames, D is duration of the blink, and F is FPS.
5. Equation 7 (down-phase) and Equation 8 (up-phase) are then used to calculate the mean velocity
of each frame of the blink motion for both phases.
6. The eyelid values for the specific character are then calculated for each frame using the equation
Af=Vf((D/N)Nf), where Af is the amplitude for a given frame, Vf is mean velocity of the frame, D
is the total duration of the down or up phase of the blink, N is number of frames and Nf is current
frame being calculated.
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Figure 7.10: Motion capture encoding onto two different avatars using 3DS Max 2010 [Aut10] (left)
and Poser 7 [Sof10b] (right).
7. The calculated frames are then iterated, animating the blink.
8. Finally, virtual character’s initial eyelid state is restored, and control returns to the lid saccade
model if it is operating.
7.2.4 Model Validation Experiment
The following experiment aimed to validate the models by comparing model-generated animation with
two alternative and common methods of eyelid animation: motion capture and a linear interpolation. As
covered in Section 2.3.7, motion capture can replicate an individual’s behaviour with high-fidelity, and
thus can be considered physiologically accurate. Linearly interpolated animation implies that a particular
motion progresses over a defined number of frames, and that the change in motion is consistent between
frames. Therefore, when applied to eyelid animation, linear interpolation does not consider the temporal
dynamics of the actual human behaviour being simulated.
Participants rated the three methods of eyelid animation in terms of realism and similarity to a
source video of an individual performing a lid saccade or blink. The similarity to source ratings served
to verify that the encoded motion captured animations were valid. This source video also provided
the data from which the motion captured animations were generated. The primary hypothesis was that
model-generated animation would be judged similarly, in terms of realism, to that encoded from motion
captured data, and significantly more realistic than linearly interpolated motion. In terms of similarity to
the source video, the motion captured animations were expected to be rated most highly, followed by the
model-generated animations. For additional materials, see Appendix F.
Technical Preparation
A series of blinks and lid saccades were captured from a normal human subject using a Casio R©EXILIM
Pro EX-F1 digital camera capable of taking 60 still photographs, at 1920×1080 pixels, per second.
During each second of burst-shooting, images of the subject’s eyes were captured at 16.7 ms intervals,
thus capturing the current state of the eyelids during a blink or saccade at a consistent temporal rate.
Sequences of photographs depicting blinks and lid saccades acted as the basis to encode the motion
captured eyelid animations in two humanoid avatars. Images of this process, using 3DS Max 2010
[Aut10] and Poser 7 [Sof10b], are illustrated in Figure 7.10.
Three blinks and three lid saccades were encoded and rendered to video at a resolution of 800×600
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Figure 7.11: Experimental interfaces for eyelid model validation. Left: Participants ranked the three
animation classes in terms of realism. Right: Participants ranked the three animation classes in terms
of similarity to the source video, positioned in the top-left of the interface.
pixels at 60 FPS. Likewise, the source image sequences of the real human subject performing the motions
were cropped, as illustrated in Figure 7.10, to the same resolution and encoded to video also at 60 FPS.
For each of the three blink clips, the vertical angle of the subject’s eyes acted as the input parameter
to the blink model in order to generate the simulated animations. Similarly, for each of the three lid
saccade clips, the vertical shift in eye angle performed by the subject acted as the parametric input to
the lid saccade model. The resulting six model-generated animations were rendered to video again at
a resolution of 800×600 pixels and 60 FPS. Finally, simple linear animation was also generated for
each blink and lid saccade motion using the same starting parameters of vertical angle and gaze shift
respectively. Each linear motion was defined to match the number of frames present in the motion
captured versions of the animation, but the change in eyelid position was consist between each frame.
The linear animations were rendered to video at the same resolution and FPS as the other classes of
animation. In summary, a series of videos of blinks and lid saccades were generated which were animated
using three different methods: motion capture, the models as described in the Sections 7.2.2 and 7.2.3,
and simple linear interpolation.
Following generation of the videos, an experimental interface was developed as shown in Figure
7.11. The interface featured two basic display layouts: one of which was used to record responses of
realism, and the other to record responses of similarity to source. The realism display, shown in the left
image of Figure 7.11, featured three synchronised videos, one representing each animation condition.
The display when judging similarity to source, shown in the right image of Figure 7.11, featured four
videos, one from each animation condition, together with the original human video which remained in the
top-left of the interface. For each of the three blinks and lid saccade motions, a total of six experimental
interface displays were generated, each with different positions of the three animation conditions. This
was to negate the influence of placement on the experimental responses, and hence, each motion was
viewed and ranked six times.
Experimental Design
The three conditions of eyelid animation were assessed using a within-subject, repeated measures rank-
ing design. Ten members of the Computer Graphics and Virtual Environments group at UCL were
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Figure 7.12: Results of realism and similarity to source rankings of each animation type normalised to
1.
recruited to perform the study which lasted for approximately ten minutes. All participants were ex-
perienced in 3D animation and visualisation. Participants ranked the animations over two stages. The
first stage addressed the perceived realism of the eyelid motion, requiring participants to rank animations
in order of what they perceived to be the most human-like movement. The second stage of evaluation
required the same participants to rank the videos in terms of similarity to the source video of a human
performing a blink or lid saccade motion, positioned in the top-left of the interface. Each of the six
motions were viewed and ranked six times, so all three animation conditions appeared in all positions
on the interface. The similarity to source task was performed after the realism task in order to avoid
confounding the results of the latter (i.e. rating realism based on what was remembered from similarity
to the source). Participants performed the ranking task on the same standard 19" display in the lab, with
identical environmental luminance conditions.
Results
The validity of the two models, and also of the motion capture encoding, is strongly supported by the re-
sults. Figure 7.12 shows combined blink and lid saccade results from the realism and similarity rankings
(normalised to 1).
When ranking similarity to the source video, the motion captured animations scored 97.9% of the
maximum potential score aggregated from all ten participants. Repeated measures two-way ANOVA
calculations revealed high consistency between participants (p=.94), and also that participants were con-
sistent in their own ratings (p=.47). In addition to these rankings, several versions of the animations
were presented to various other members of the Computer Graphics and Virtual Environments group
during the encoding process for comment and modification. Thus, the faithfulness of the motion capture
encoding to the original human movements can be affirmed with some confidence. In comparison, and
as expected, the model-generated animations were ranked significantly less similar to the source video
than the motion captured versions, at 68.4% similarity to the source. The linear animations were ranked
lowest, at 36.5% similarity to the source. Repeated measures two-way ANOVA calculations revealed a
statistically significant difference between the three animation classes (p<.01), and post-hoc Tukey tests
revealed these differences to lie between all pairs (p<.01).
In terms of realism, the animation generated using the models received 88.7% of the total votes
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Figure 7.13: Average blink profile of each animation method. Y=1 indicates full eyelid closure.
scored by the motion captured animations, while the linear animation score was low, at 47% of the
motion capture class. Repeated measures two-way ANOVA calculations revealed a highly significant
difference between the realism of the animation types (p<.01). Post-hoc Tukey tests showed that the sig-
nificant differences lay between the linear animation and both other animation classes of model (p<.01)
and motion capture (p<.01). There was no significant difference found between the model-generated
animations and those encoded from the motion capture data, promoting the ability of the models to gen-
erate realistic motion. Again, a high consistency between participants (p=.89) was found, strengthening
the subjective votes.
Finally, figure 7.13 presents the dynamics of each animation class during blink motion (averaged
from the three captured blinks). The y-axis represents the upper eyelid position, with a value of 1 being
completely closed, while the x-axis represents time in frames. It is important to note that, while the
graph suggests potential for optimisation of the model, it is not critical for the model’s profile to exactly
match the motion capture curve. The intention of the models is to present a generalised simulation of
the kinematic behaviour of the eyelids, whereas Figure 7.13 (and this analysis) is based on just three
blinks captured from a single subject. Hence, while the parametric input to the models may be modified
to achieve a more precise fit in this particular instance, the aim of this analysis is to provide general
validation of the models compared to alternative methods of animation.
7.2.5 General Impact Experiment
The following experiment aims to evaluate the impact of the two eyelid models on the general realism
of an avatar. The models are assessed independently, and also when operating in conjunction, resulting
in four comparison conditions: no eyelid animation (N); lid saccade model only (LS); blink model only
(B); lid saccade and blink models (LSB). The main hypothesis was that, due to the inclusion of both
major components of generic human eyelid behaviour, observers would judge an avatar operating in the
combined lid saccade and blink (LSB) condition as more realistic than the other behaviour conditions.
Regarding the comparison of the independent operation of the lid saccade model (LS) and the blink
model (B), it was expected that they would both bestow an avatar with similar degrees of realism, as
each model generated a component of human-like behaviour. The realism of avatars exhibiting no eyelid
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movement (N) was expected to be considered significantly lower than all other conditions.
Technical Preparation
The experimental stimuli comprised videos of an EyeCVE user’s embodied avatar performing in two
VEs. The capture session was performed in the CAVE lab at UCL. The subject was fitted with head
and hand tracking and gaze was driven by the ViewPoint eye tracker. Performance was captured in two
VEs: the object-focused puzzle scene investigated in Chapter 5, and a virtual living room furnished
with various items. The subject was an experienced user of immersive VR systems, and no training
was required prior to capture. During the capture session, the subject navigated and observed their
surrounding environment naturally, and in the puzzle task, manipulated objects to solve the puzzle. The
behaviour of the subject’s embodied avatar was driven by the tracking devices, and included head, hand,
and gaze motion. The eyelid models acted similarly to the sample implementation documented in Section
3.1.4, taking gaze as recorded by the eye tracker as input to the lid saccade model. In order to maintain
consistent behaviour for evaluative purposes, blinks were generated at a consistent rate of 3.5 seconds
(17 per minute), rather than detected and generated by the eye tracker. Bentivoglio et al. define 17
blinks per minute as the average blink rate for a person at rest, which is less than the average rate when
engaged in conversation (26 per minute) and more than the average rate when reading (4.5 per minute)
[BBC+97].
During the subject’s performance, videos of the avatar was captured using ‘spectator’ clients, sim-
ilar to as described in Section 6.3.1. The viewpoints of the spectator clients were set to pan and rotate
around the avatar’s face as the subject performed in the VEs. Fraps [Pty10] was used to record the action
at a resolution of 592×384 pixels and 60 FPS in all eyelid animation conditions. Hence, four videos of
the avatar, each featuring one of the eyelid animation conditions were captured in both VEs. The result-
ing videos were then divided into a series of shorter, 15-second clips, which formed the experimental
evaluation stimuli. 12 clips in each condition were created. An experimental interface, shown in Figure
7.14, was developed using Adobe Flash [Sys10a].
Experimental Design
A balanced design paired comparison test was conducted to collect ratings of realism of the four eyelid
behaviour conditions. The participants were 30 volunteers, who were offered a prize draw incentive to
take part in the experiment. The experiment was performed online, and each participant used their own
computer, and completed the experiment in their own time. As stated, conditions were N (no eyelid
movement), LS (lid saccade model), B (blink model), and LSB (lid saccade and blink model). This
resulted in six unique comparison pairs, and 12 when performed in the two VEs (puzzle and observation).
The experimental interface shown in Figure 7.14 positions two video clips on the display. Hence, in order
to negate any effect of vertical placement, the 12 comparison pairs were doubled to 24, with swapped
placement and different video clips of the same condition presented. Participants were instructed to
evaluate each of the 24 pairs by choosing the ‘perceptually better’ one by answering three questions
focusing on different aspects of the realism of the avatar’s behaviour. As shown on the interface presented
in Figure 7.14, the questions were as follows:
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Figure 7.14: Experimental interface for eyelid model general impact experiment. Top and bottom videos
presented the avatar performing in different eyelid conditions. The virtual camera panned and rotated
closely around the avatar’s face, providing a varying but clear perspective.
• Question 1: Overall - In which video is the avatar more perceptually believable in terms of overall
behaviour?
• Question 2: Eyes - In which video is the avatar more realistic based on its eye movements?
• Question 3: Eyelids - In which video is the avatar more realistic based on its eyelid movements?
Question 3 explicitly concerns eyelid animation, while Questions 1 and 2 pertain to overall realism
and eye realism respectively. A prediction informed by the results the experiment presented in Section
7.1 was that the improved fidelity of the avatar’s eyelid animation would also lead to enhanced ratings of
overall realism, and also of the eyes. For each question, the participant used the experimental interface
to select Top if they judged the upper avatar’s behaviour favourably, Bottom if they preferred the lower
avatar, and Equal if they considered both to be similar. For additional materials, see Appendix F.
Analysis
Table 7.5 shows the computed preference matrix based on the voting results of the 30 participants. The
number in each cell denotes the frequency-count of a specific method chosen as the perceptually better
one for each of the three questions. 1 point was given for a clear Top or Bottom choice, while 0.5 was
given to each condition in the case of an Equal decision. For instance, “89” in the first cell of the final row
indicates that LSB was selected as the perceptually better condition, in terms of eyelid realism answered
in Question 3, a total of 89 times when compared with N. Correspondingly, the fourth cell on the third
row indicates that N was chosen a total of 31 times when compared with LSB for the same question.
Prior to performing vote comparisons for the four experimental conditions, two statistical tests
were performed. Kendall and Smith’s coefficient of consistency [KS40] for each participant in order to
determine whether there was any intransitive vote, and an overall agreement test determining whether the
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Table 7.5: Computed preference matrix of all data for both VEs. One point was given for a clear
preference, while 0.5 was given to each condition in the case of an equal rating. Q# refers to Question
1, 2, or 3.
Q# N LS B LSB Total
N
1 - 48 38 38 124
2 - 54.5 47.5 41 143
3 - 37 33.5 31 101.5
LS
1 72 - 66 52 190
2 65.5 - 59.5 49 174
3 83 - 53.5 45 181.5
B
1 82 54 - 39 175
2 72.5 60.5 - 51 184
3 86.5 66.5 - 40.5 193.5
LSB
1 82 68 81 - 231
2 79 71 69 - 219
3 89 75 79.5 - 243.5
Table 7.6: Comparisons of consistency (ζ ) and agreement (µ) test statistics. Chi square (χ2) and related
p values given 6df and condition ranks for each question.
Q# ζ µ χ2 p, 6 d.f. 1st 2nd3rd4th
1 0.02 0.07 55.10 <.01 LSB LS B N
2 0.05 0.02 19.07 <.01 LSB B LS N
3 0.21 0.11 84.73 <.01 LSB B LS N
participants voted for all pairs similarly. Table 7.6 shows the averaged coefficient of consistency (ζ ) for
all participants, coefficient of agreement (µ) and corresponding chi square (χ2) values with significance
calculations (p) given the six degrees of freedom.
The significance values indicate that a statistically high variation was found between the conditions,
but fails to identify where these significances lie. Figure 7.15 presents results from multiple comparison
score tests between the six conditional pairs for the three combined questions. Conditions are ranked
from lowest to highest (left to right) as established in Table 7.6. Any conditions that are underlined
by the same line may be considered statistically identical given a threshold of (p=.05). In this case,
conditions LS and B are underlined by the same line, echoing their similar ratings presented in Tables
7.5 and 7.6. Hence, there was a significant difference found between all other paired conditions.
Figure 7.16 presents a radial plot graph, pairing all conditions in order to highlight their relative
differences. The graph is normalised to 1. The three questions are presented independently and also as a
combined plot. The superiority of the combined lid saccade and blink model (LSB) condition is apparent,
as well as the insignificant differences between between the independently-operating lid saccade (LS)
and blink (B) models. No eyelid animation (N) is seen to consistently perform poorest.
7.2.6 Discussion
Previous work animating the eyelids of virtual humanoids has failed to formalise the define the kine-
matic behaviour of lid saccades and blinks, typically solving the problem through use of facial motion
capture or crude approximation. The current section presented parametric models of lid saccades and
blinks based on physiological data. The models are suitable for implementation in both real-time and
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Figure 7.15: Eyelid models general impact experiment multiple comparison scores. Conditions under-
lined by the same line are statistically similar.
Figure 7.16: Eyelid model general impact experiment radial plot comparing the six pairs of conditions.
Each question and combined questions with relative ratings are normalised to 1. Note that the bold line
around the axis indicates 0.
offline animation systems. Animation generated by the models was experimentally validated against
motion captured data and linear interpolation. Results supported the original hypothesis, indicating that
the models performed statistically similar to motion captured animation in terms of realism. The valid-
ity of the motion captured animation was confirmed by the significantly higher ratings of similarity to
the original source videos from which the motion capture data was encoded. In comparison, linearly
interpolated animation performed poorly in both measures.
A subsequent experiment was then performed, assessing the general impact of the models on the
overall realism of an avatar. The results supported the experimental hypothesis, indicating that the com-
bined operation of the lid saccade and blink models can enhance the perceived realism of an avatar
significantly above that attained when using either model independently. Also, independent operation of
either model was rated as significantly more realistic than no eyelid animation. Comparing the indepen-
dent operation of the two models, the avatar operating with the blink model only was rated slightly, but
insignificantly, higher than the same avatar operating with the lid saccade model only. This difference
is likely to be due to observers’ expectancy for humans to blink regularly, and that a lack of blinking is
perhaps more conspicuous than an absence of lid saccades, which, depending on gaze behaviour, may
be subtle. The final section of this chapter presents a saliency-based approach to gaze modelling.
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7.3 Saliency-Based Gaze Model
When immersed in a VE, salient stimuli such as the changing location and orientation of objects and
other avatars attract the visual attention of users. This provides a method of driving the gaze behaviour
of avatars, and is explored in this section. Content appearing in a VE has intrinsic saliency in terms
of characteristics such as proximity, eccentricity, orientation and velocity. Proximity relates to the Eu-
clidean distance between the position of an embodied user’s viewpoint and an object, allocating more
attention to near objects than those further away. Eccentricity is based on the angular distance of objects
from the centrer of the a user’s FOV (the head-centric vector), thus allocating more attention to object
closer to the centre of the FOV than those in the periphery. Velocity is based on an object’s speed across
a user’s visual field, allocating more attention to fast-moving objects than to slow-moving or still objects.
Orientation is based on objects’ rotation behaviour, with more attention being allocated to objects with
high rotation speed. Extrinsic saliency may also be bestowed on an object by another user’s interest in
that object, which may be signalled by gazing or interacting with it.
This section presents a model for automatic gaze generation based on the saliency of objects that
lie within an embodied user’s FOV when performing in a VE. As documented in Section 2.3.6, previous
algorithms generating gaze for use with virtual characters have typically been based upon observations
in the social science literature and on eye tracking data collected during performance of the specific ap-
plication scenario intended for the gaze model [PLBB02]. It may be argued that such gaze models suffer
from three drawbacks: assumptions are made about gaze patterns that relate to certain social signals and
cognitive states with limited understanding of how they fit into a temporal dimension; detecting cognitive
state adds another layer of input which is not readily available in VE systems; and the focus of these gaze
models has been on general realism of gaze, while target relevancy has been largely ignored. In contrast,
the approach to gaze modelling presented in this section takes a user’s head position and orientation as
input to gaze calculation, and distributes gaze between targets based on their saliency. The model is
based on data captured from the object-focused experiment presented in Chapter 5, but aims to generate
gaze that is not specific to a particular social or task-based scenario. Firstly, this section presents the
gaze model algorithmically. An experiment follows, comparing animation generated by the model with
alternative methods of gaze control: tracked gaze, the random model used in Chapter 5’s object-focused
experiment, and static gaze, featuring still centred eyes.
7.3.1 Gaze Model
The saliency model is designed to adapt to complex interaction unfolding within a virtual scene. It
considers both the varying behaviour of the controlling user, and properties of objects within the scene.
Saliency computation is based on the functions generated in the analysis of the random gaze model
presented in Section 5.3.2. The distribution of saliency values and objects of interest are often spatially
biased towards the centre of an observer’s viewpoint [MK01]. In order to decrease the high probability
of centre bias in the saliency model, the random model takes control of gaze 25% of the time, while the
saliency model computes the target object 75% of the times. To implement this, a uniformly distributed
random integer between 0 and 3 is generated and the random model takes control whenever the number
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Algorithm 2 saliency model computes target object (ox,oy,oz)
Require: scene database of objects {O1,O2,O3, ...On}
Require: FOV, f ov = 70◦ (i.e. eccentricity, θ ≤ 35◦)
1: for each frame do
2: include phantom object for head-centric vector in scene database
3: compute elapsed time since previous frame ∆t
4: seed random to 1 second {determines saliency state and fixation duration}
5: compute avatar’s eye location in world coordinates (ex,ey,ez)
6: for each object in the scene database do
7: determine object’s location and orientation in world coordinates
8: compute eccentricity, θ {equation 7.2}
9: compute vertical angle, θv
10: if (θ < 35◦) and (−25◦ < θv < 25◦) then
11: compute saliency scores for:
12: - change in orientation, ∆q {equation 7.4}
13: - object’s velocity v {equation 7.3}
14: - proximity p {equation 7.1}
15: - eccentricity θ {equation 7.2}
16: compute total saliency score and store in list A
17: add to list of objects within field of view, list B
18: end if
19: end for
20: if (∆tc < 300ms) and (current target object is still within FOV) then
21: return current target object’s location
22: end if
23: if saliency state = true then
24: determine object with highest saliency from list A
25: else {considers less salient objects (in the periphery)}
26: pick randomly from objects within field of view from list B
27: end if
28: aim avatar’s eyes at centre of selected target object
29: if previous target 6= selected target then
30: compute elapsed time since last target changed, ∆tc
31: compute eyeball interpolation {Wquation 7.6}
32: end if
33: end for
3 is generated (i.e. when saliency state equals false as described on line 23–27 of Algorithm 2. The
probability that the saliency algorithm is used is thus given by: P(salience) = 3/4.
Spatial and Temporal Distribution of Fixations
The main input to the model is the scene database, which stores all the objects within the scene. Algo-
rithm 2 determines the target object by examining the intrinsic saliences of objects within the current
FOV, defined as (35◦ from the head-centric vector).
Intrinsic Saliency Criteria
The saliency gaze model generates gaze target based on four intrinsic saliency of the objects:
1. Given the user’s eye, E = (ex,ey,ez), and the object, Oi = (ox,oy,oz), the proximity, p is computed
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where u = (ux,uy,uz) is the head-centric vector and v = (vx,vy,vz) is the direction vector of the
eye to the object, (ex,ey,ez)− (ox,oy,oz).





where ∆Oi is the Euclidean distance between an object’s location at time t1 and its location at
time t2, and ∆t is the time interval of the frame duration. The normalised saliency score, Sv of the
object’s velocity is given by v/20 (i.e. a reasonable maximum speed of six metres per second).
4. Orientation, ∆q, defined as the change in object’s angular position over time and is computed as:
∆q = 2 arccos(q1−1.q2) (7.4)
where quaternions q1 and q2 represent two orientations at time t1 and t2 respectively. The nor-
malised saliency score, S∆q of the object’s orientation is given by ∆q/180 (i.e. a reasonable maxi-
mum change in orientation of 180◦).
Saliency Scoring and Fixation Duration
The saliency of each object within the field of view is computed from a summation of the normalised
saliency scores and is used to guide attention.
SO = Sθ +Sp+Sv+S∆q, (7.5)
The object with the highest combined saliency score is determined as the target. The computation
of these scores relies on appropriate normalisation and summation steps in a competitive manner to
determine most likely target object to be allocated fixations. The fixation duration is limited to 300 ms
as long as the target object remains within the FOV. This duration is informed by Henderson’s average
fixation duration during scene viewing [HH99].
7.3.2 Eyeball Dynamics
The eyeball is interpolated over six frames by fitting to an exponential velocity curve as presented in Lee
et al. [PLBB02], and subsequently, Vinayagamoorthy et al. [VGSS04]:
y = 14e[−pi/4(x−3)
2], (7.6)
where x = f rame{1,2,3,4,5,6}. The eye is moved to the intermediate positions within each frame to
produce smooth movement during saccadic gaze shifts.
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Figure 7.17: VEs used for the gaze model experiment: object-focused puzzle (left), conversation with
another user (center), and navigating through a large town environment.
7.3.3 Experiment
The following experiment aims to compare the gaze model with three other methods of gaze control. The
experimental method was identical to that employed in Section 7.2.5, and assessed perceived realism of
an avatar across the following four gaze control conditions: no gaze movement (N), random gaze model
(R), saliency gaze model (S), and tracked gaze (T). The main hypothesis was that observers would judge
an avatar operating with tracked gaze as more realistic than all other gaze conditions. However, the
saliency gaze model was expected to approach ratings of tracked gaze. The other classes of random and
static gaze were expected to perform poorest.
Technical Preparation
The technical preparation followed the procedure adopted in the eyelid model experiment presented in
Section 7.2.5. The performance of an expert user in EyeCVE was captured in UCL’s CAVE system.
In order to assess the ability of the saliency model to generate natural and meaningful gaze, it was
important to measure performance in varying VE scenarios. Performance of a subject in three situations
relevant to AMC were captured: the object-focused puzzle scene investigated in Chapter 5, a two-party
conversation taking place in a virtual living room furnished with various items, and navigating through
a large-scale town scene. The VEs are shown in Figure 7.17. During the object-focused puzzle scenario
and the navigation scene, the system operated in single-user mode, while the subject conversed with
another expert user located in the WALL display at UCL during the conversational scenario. The subject
performed each scene under the four gaze control conditions, and engaged in the puzzle, conversation,
or navigation in a relaxed and natural manner. The behaviour of the avatar embodiment was driven
by head and hand tracking devices. Gaze was controlled by the ViewPoint eye tracker in the tracked
gaze condition, was simulated by the random model or saliency model in the two model conditions, and
remained static in the final condition. In the conversational VE, mouth-movement of both avatars was
animated by a speech detector as detailed in Section 3.1.4. Finally, in all conditions, the eyelid models
presented in the previous section in this chapter were used to generate blinks (17 per minute) and lid
saccades based on gaze movement.
EyeCVE spectator clients were used to capture the subject’s performance in the four gaze conditions
from a close-up rotating viewpoint around the avatar’s face. Fraps [Pty10] was used to record the action
at a resolution of 592×384 pixels and at 60 FPS. Hence, four videos of the avatar, each featuring one of
the gaze behaviour conditions, were captured in the three VEs. The resulting videos were then divided
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Figure 7.18: Gaze model experimental interface. Top and bottom videos presented the avatar perform-
ing in different gaze conditions. The virtual camera panned and rotated closely around the avatar’s face,
providing a varying but clear perspective.
into a series of shorter, 15-second clips, which would form the experimental evaluation stimuli. 18 clips
in each condition were created. The experimental interface developed for the eyelid model was adapted
for the current experiment, and is shown in Figure 7.18.
Experimental Design
Similarly to the eyelid model experiment in Section sec:eyelidgenexp, a balanced design paired com-
parison test was conducted to collect ratings of realism of the four gaze behaviour conditions. The
participants were 70 volunteers, who were offered a prize draw incentive to take part in the experiment.
The experiment was performed online, and each participant used their own computer, and completed the
experiment in their own time. As stated, conditions were N (non-moving static eyes), R (random gaze
model), S (saliency gaze model), and T (tracked gaze). This resulted in six unique comparison pairs,
and 18 over the three VEs. To negate any effect of vertical placement, the 18 comparison pairs were
doubled to 36 with swapped placement and different video clips of the same condition. Participants
were instructed to evaluate each of the 36 pairs by choosing the ‘perceptually better’ one by answering
three questions focusing on different aspects of the realism of the avatar’s behaviour. As shown on the
interface, the questions were as follows:
• Question 1: Engagement - In which video does the avatar appear to be more (engaged in the puzzle
/ engaged in the conversation / interested in its surroundings)?
• Question 2: Eyes - In which video is the avatar more realistic based on its eye movements?
• Question 3: Overall - In which video is the avatar more perceptually believable in terms of overall
behaviour?
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The three questions were designed accordingly to extract information regarding how involved in
the particular scenario (object-focused puzzle, conversation, or navigation) the avatar appeared to be,
the natural quality of eye motion, and the overall realism of the avatar. It was important to design the
experiment to generate data for analysis which maintained the context of the three VE scenarios. There-
fore, while always eliciting metrics of engagement, Question 1’s phrasing varied slightly between three
versions according to the VE scenario currently under inspection. This framing of Question 1 also served
to contextualise the following two questions, which focused on the realism of the eye motion, and the
overall perception of the avatar’s believability. For each question, the participant used the experimental
interface to select Top if they judged the upper avatar’s behaviour favourably, or Bottom if they preferred
the lower avatar. For additional materials, see Appendix F.
7.3.4 Analysis
A preference matrices for each VE scenario are shown in Tables 7.7(a), relating to the puzzle scene,
7.7(b) for conversation scene, and 7.7(c) for navigation scene. The number in each cell denotes the
selection frequency of a specific method when answering one of the three questions, with 1 point given
for a Top or Bottom choice. For instance, in Table 7.7(a), ‘110’ in the first cell of the final row indicates
that condition T was selected as the perceptually better condition a total of 110 times when compared
with condition N and when answering Question 3. Correspondingly, the fourth cell on the first row
indicates that condition N was selected as the perceptually better condition a total of 30 times when
comparing the same conditions and when answering the same question. Note that the totals for each
such corresponding condition pair sum to 140 (70 participants and two ratings with reversed vertical
position).
Prior to performing vote comparisons for the four experimental conditions, Kendall and Smith’s
coefficient of consistency [KS40] for each participant was performed, together with an overall agreement
test determining whether the participants voted for all pairs similarly. Table 7.8 shows the averaged
coefficient of consistency (ζ ) for all participants, coefficient of agreement (µ), and corresponding chi
square (χ2) values with significance values (p) given the six degrees of freedom.
A main effect (p<0.001) was found between gaze conditions. However, this does not determine
between which conditions the significances lie. Figure 7.19 presents results from multiple comparison
score tests between the six conditional pairs for the three combined questions. Conditions are ranked
from lowest to highest (left to right) as established in Table 7.8. Any two conditions that are underlined
by the same line may be considered statistically identical given a threshold of (p=.05). For instance,
the line connecting S and T in Q3 of the conversation scene indicates that there were no significant
differences in terms of overall believability between the saliency model and tracked gaze.
Figure 7.20 presents a radial plot graph, pairing all conditions in order to highlight their relative
differences. The graph is normalised to 1. The three questions are presented independently and also as a
combined plot.
Gaze data comparing tracked gaze, the saliency gaze model, and the random model is plotted in
Figure 7.21, enabling correlation between conditions. The plots show the frequencies of five gaze param-
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Table 7.7: Computed preference matrix for:
(a) object-focused puzzle VE.
Q# N R S T Total
N
1 - 53 43 35 131
2 - 44 48 31 123
3 - 58 51 30 139
R
1 87 - 58 59 204
2 96 - 30 39 165
3 82 - 35 34 151
S
1 97 82 - 67 246
2 92 110 - 54 256
3 89 105 - 56 250
T
1 105 81 73 - 259
2 109 101 86 - 296
3 110 106 84 - 300
(b) conversation VE.
Q# N R S T Total
N
1 - 63 57 45 165
2 - 58 46 32 136
3 - 59 47 39 145
R
1 82 - 47 66 195
2 87 - 46 58 191
3 86 - 44 55 185
S
1 88 98 - 75 261
2 99 99 - 63 261
3 99 101 - 67 267
T
1 99 79 70 - 248
2 112 87 83 - 282
3 105 90 79 - 274
(c) navigation VE.
Q# N R S T Total
N
1 - 24 21 19 64
2 - 41 39 23 103
3 - 39 36 26 101
R
1 116 - 54 75 245
2 99 - 60 29 188
3 101 - 57 34 192
S
1 119 86 - 84 289
2 101 80 - 29 210
3 104 83 - 30 217
T
1 121 65 56 - 242
2 117 111 111 - 339
3 114 106 110 - 330
eters (proximity, saccade magnitude, saccade velocity, fixation duration and the eccentricity) generated
in each gaze condition during the data capture. Generally, the saliency model produces plots that are
reasonably correlated with those of tracked gaze, while plots for the random model differed greatly to
tracked gaze.
7.3.5 Discussion
The saliency model presented in the current section takes a novel approach to gaze computation by
estimating interactions between dynamic objects, rather than attempting to develop a model for specific
environments and tasks. While this approach does not consider explicit interactional states (such as
speaking and listening) it has the virtue of a straightforward implementation that can be applied to most
VE systems comprising a scene database. The experimental results support the hypothesis, which stated
that avatars operating with tracked gaze would be rated as superior those exhibiting to other conditions
of gaze control. Additionally, the saliency gaze model was expected to generate gaze that would be
rated significantly better than both static and random model gaze. Average rankings across scenes and
questions indicate the superiority of tracked gaze, followed next by the saliency model, then the random
model, and lastly by static gaze. These results are supportive of the saliency model’s approach to scene
analysis towards realistic gaze generation.
Overall, the plots shown in Figure 7.21 demonstrate reasonable correlation between the actual
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Table 7.8: Comparisons of consistency (ζ ) and agreement (µ) test statistics. Chi square (χ2) and related
p values given 6df. Ranking of conditions for each question and scene also shown.
S#,Q# ζ µ χ2 p, 6 d.f. 1st 2nd 3rd 4th
1,1 0.380 0.079 71.9 <0.001 T S R N
1,2 0.393 0.181 157.1 <0.001 T S R N
1,3 0.384 0.158 137.8 <0.001 T S R N
2,1 0.320 0.123 108.8 <0.001 S T R N
2,2 0.386 0.186 161.4 <0.001 T S R N
2,3 0.393 0.174 151.3 <0.001 T S R N
3,1 0.493 0.253 217.0 <0.001 S R T N
3,2 0.520 0.249 213.5 <0.001 T S R N


















































































Figure 7.19: Multiple comparison score for all data. Any conditions whose scores are underlined are
considered statistically similar.
tracked gaze and that generated by the saliency model. In particular, properties of velocity and mag-
nitude have a ρT,S value ranging between 0.987 to 0.999. However, the plots for view proximity indicate
that the random model generated gaze more similar to tracked gaze in this regard. The saliency model
performed particularly poorly in the navigation scene, generating erratic and unrealistic gaze behaviour.
This particular scene featured a large number objects dispersed over a wide area, indicating that the
model would benefit from adapting input parameters based on pre-processing the properties of a given
scene.
Finally, the author’s position, as detailed in Section 2.4, arguing that behavioural simulation in AMC
is problematic should be restated. An individual’s gaze behaviour cannot be determined or predicted by
any practical means, including by the individual themselves in the unfolding interaction. Therefore, gaze
models (and other algorithms generating autonomous behaviour) should not aspire or claim to faithfully
replicate an individual’s behaviour. Rather, their purpose is to act both as general indicators of an em-
bodied user’s attention, and to bestow an avatar with general characteristics of liveliness; particularly
when tracking may be unavailable.
7.4 Chapter Summary
This chapter presented three sections investigating the impact of varying oculesic behaviours of avatars
and agents, together with associated experiments. The first section explored the influence that eyelid
animation and vergence of an autonomous agent had on accuracy of gaze direction identification and
7.4. Chapter Summary 207
Figure 7.20: Radial plot comparing the six pairs of conditions with relative ratings normalized to 1 for
















































































































































Figure 7.21: Comparisons of gaze observed in tracked, saliency model, and random model conditions
for each scene.
perceived realism. Eyelid animation was found to significantly increase the realism of the agent, but in
some situations, hindered accuracy of gaze direction identification. This was contradictory to partici-
pants’ self-performance judgements, which were higher when assessing the agent operating with eyelid
animation. Vergence was not found to be a significant factor influencing accuracy of gaze direction
identification or realism in the particular experimental setup. However, it should be noted that the exper-
iment featured an agent gazing at targets which varied only slightly in depth, and viewed was from static
camera angles on a non-immersive display.
The second section formalised the eyelid animation featured in the first experiment, presenting
two parametric models generating physiologically-accurate movement of the two major components of
human eyelid kinematics. The lid saccade model generates realistic motion based on vertical shifts in
a given gaze gaze signal, while the blink model animates realistic blink motion given a current eyelid
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position. The quality of the models was validated by comparing against motion captured data, and
observers judged the realism of the simulated and captured animations as statistically identical. The
general impact of the models on the overall realism of an avatar was then assessed. Data was recorded
in EyeCVE, using the ViewPoint eye tracker to capture gaze. This gaze stream acted as input to the lid
saccade model, which was interrupted as blink signals were generated. Participants judged animations
of an avatar exhibiting varying eyelid animation conditions, with results promoting the combined use of
the blink and lid saccade models to enhance the avatar’s realism.
The third section focused on gaze modelling, approaching the problem of generating realistic and
meaningful gaze behaviour by assigning saliency to objects within a user’s current FOV and distributing
gaze accordingly. The design and development of the model sought to determine characteristics of ob-
jects which attract attention in VEs, and how they could be weighted to drive an avatar’s gaze. Properties
of proximity, eccentricity, orientation, and velocity were used to calculate the saliency of each object in
a user’s FOV. A model of eyeball dynamics was also implemented. The ability of the saliency model
to generate realistic gaze was then assessed in an experiment which compared tracked, random, static,
and saliency model gaze. Experimental results and graphical analysis of gaze behaviour demonstrated
a promising gaze model that is able to generate realistic and relevant gaze in varying tasks, and does
not require prior knowledge of the VE’s content or scenario. However, tracked gaze was ranked as the




Telecommunication is increasingly being carried out in multi-user VEs, in which users are embodied
by avatars. Millions of people work, play, and socialise for large amounts of time in online virtual
worlds such as Linden Lab’s Second Life [Res10b] and massively multiplayer online games such as
Blizzard Entertainment’s World of Warcraft [Ent10a]. World of Warcraft alone boasts over 12 million
paying subscribers [Ent10b]. Currently, the vast majority of users enjoying this emerging form of visual
remote interaction, are interfacing via consumer hardware, with standard displays and input devices. In
comparison with the technical apparatus employed in the experimental work presented in this thesis,
the experience offered by this mode of AMC is primitive: both in terms of degree of immersion, and
capture and transmission of nonverbal behaviour. These two characteristics have been identified in the
VE literature as critical requirements for the support of high-quality AMC, increasing presence [Sla09],
and copresence [Gar03] respectively. However, along with the proliferation of AMC, such technology
for home and commercial use is also undergoing rapid development, with a variety of motion tracking
interfaces and stereoscopic displays on the horizon. For instance, Microsoft’s Kinect (formerly Project
Natal) [Cor10b] is a natural user interface device which promises to enable real-time skeletal mapping,
gesture recognition, facial tracking, and voice recognition. Coupled with a high definition, large-format,
stereoscopic display, it is certain that such technologies will enable sophisticated avatar communication
systems to be built and deployed over the coming years.
The work in this thesis explored how AMC in state-of-art ICVE systems may be enhanced and
understood by the use of eye tracking. As argued in Section 2.4, humans habitually use gaze practices
which are consequential for the interactions in which they occur, yet which cannot be predicted or in-
ferred from any other observable behavioural state, including talk. Thus, if AMC aspires to support such
natural interactions, the possibility of simulating avatar gaze is precluded. Consequently, tracking and
replication of oculesic cues was established as the option best suited to preserving the original commu-
nicative intent of the interactants. Chapter 3 documented development and evaluation of EyeCVE. The
system uses eye tracking to drive avatar oculesics, including gaze, blinking, and pupil dilation, which
are transmitted and displayed to fellow interactants in real-time.
Chapters 4–6 presented a series of telecommunication experiments. Each chapter focused on a
common and specific collaborative scenario. Chapter 4 explored conversation, Chapter 5 investigated
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object-focused interaction, and Chapter 6 examined truth and deception. The overarching goal of this ex-
perimental work was to explore how eye tracking may be applied in AMC, both interactively to enhance
quality of communication by enriching avatars’ nonverbal expressiveness, and analytically to explore
how users behave and respond in AMC, with particular regard to social presence in comparison with
VMC. Finally, Chapter 7 presented models of oculesic behaviour, together with associated experiments.
This work investigated behavioural and representational characteristics of virtual humanoids likely to
influence AMC. Over the course of the experimental work presented in this thesis, eye tracking was
used as the primary method of data collection. However, other methods of subjective and objective data
collection were also employed, including head and hand tracking, speech tracking, performance metrics,
questionnaires, and interviews.
This closing chapter summarises the work presented in this thesis. Firstly, the findings of each
experiment are recounted, followed by the holistic conclusions, relating back to the research questions
and contributions established in Chapter 1. Finally, potential directions for future work are established.
8.1 Conversation Experiment
Figure 8.1: Revisiting the conversational experiment in AMC (left and centre) and VMC (right).
The first telecommunication experiment, investigating triadic conversation in tracked gaze AMC
and gaze aware VMC, was reported in Chapter 4. In the VMC system, gaze awareness was realised
by careful alignment of video displays and camera positions, while AMC was supported by an early
version of EyeCVE, driving avatar gaze. The goal of the experiment was to compare users’ behaviour
in the two visual communication mediums, with a particular focus on the operational importance of
gaze. A semi-structured interview scenario was formulated, featuring two confederates interviewing
a single participant. In both mediums, gaze data recorded from eye tracking was combined with CA
as the primary means of evaluation and analysis of the interactions. To support this qualitative analysis,
participants’ gaze behaviour during the critical time periods in which confederates were issuing questions
was also measured in both AMC and VMC.
Findings indicated that multiparty conversation in both AMC and VMC was able to be conducted,
and that gaze behaviour was similar in both mediums. CA demonstrated that interaction in both sys-
tems was influenced by the technical characteristics and limitations of each medium. In particular, the
fragmented workspace presented by VMC, and the relative paucity of avatar expression during AMC,
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presented problems with regards to turn-taking and conversation management. However, these issues
were not critical, and gaze behaviour in both AMC and VMC followed established social norms ob-
served in collocated interaction. This experiment was less formal, both in design and analysis, and more
exploratory in terms of the general issues regarding gaze-enabled telecommunication systems than the
experiments presented in the subsequent chapters. In particular, the lack of a condition in which other
users’ gaze information was made unavailable precluded the ability to explore the interactive benefit of
eye tracking in AMC.
8.2 Object-Focused Experiment
Figure 8.2: Revisiting the object-focused experiment, investigating varying methods of avatar gaze
control. View of the puzzle task from the eye tracker scene camera (left), and corresponding virtual
capture (right).
The second telecommunication experiment, reported in Chapter 5, sought to investigate the impact
of varying methods of avatar gaze control on quality of communication during object-focused multiparty
AMC in ICVE systems. An experimental puzzle scenario was devised to emphasise the operational
importance of gaze during the collaborative interactions. The task was based on instructions, that were
issued by two confederates, and performed by a single participant, towards the puzzle’s eventual goal
state. The experiment compared three forms of AMC: tracked gaze, static gaze, and a randomised gaze
model. Data was collected from multiple sources, including eye tracker videos and log files, EyeCVE
log files, gaze model log files, and subjective questionnaires. This data was analysed as metrics of task
performance, subjective user experience, and interaction analysis.
The main finding of the experiment was that quality of communication, measured by task per-
formance and interaction analysis, was reduced by avatars demonstrating misleading gaze behaviour.
When compared to both tracked and static gaze AMC, modelled gaze AMC resulted in more mistakes
and slower action during the object-focused collaboration. Measures of subjective user experience were
generally high, and did not show a significant difference between gaze conditions, thus promoting AMC
in ICVEs as a platform able to support high-quality spatial interaction.
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8.3 Truth and Deception Experiments
Figure 8.3: Revisiting the truth and deception experiments. The first experiment investigated AMC (left)
and VMC (centre), and the second experiment measured accuracy of detection of deception (right).
Chapter 6 presented the final telecommunication study, consisting of two closely related experi-
ments investigating truthful and deceptive interaction in AMC and VMC. The experiments were posi-
tioned within the social domain of interpersonal trust and deception, which presents a compelling array
of issues by which to investigate social interaction in visual telecommunication systems.
The first experiment in the chapter explored truthful and deceptive discourse between dyads in state-
of-art AMC and VMC systems. The experimental task involved a question-answer framework in which a
confederate issued questions to a participant, who responded either truthfully or deceptively. Alongside
gaze, the oculesic cues of blinking and pupil size were also tracked, both for real-time representation
during AMC, and for post-experimental analysis. Following the interactions, a questionnaire collected
data describing participants’ psychological arousal and mood state. The second experiment investigated
the impact of bestowing avatars with their embodied users’ oculesic cues of gaze, blinks, and pupil dila-
tion. A different set of participants viewed audiovisual replays of the experimental interactions collected
during the first experiment. Ratings of veracity and engagement were collected, together with confi-
dence levels relating to the two judgements. These ratings were performed over three stimuli conditions:
avatars exhibiting oculesics, avatars featuring no oculesics, and audio-only replays.
The main finding of the first experiment was that similar oculesic behaviour and response was
demonstrated during both AMC and VMC, but that psychological arousal was greater in following the
video-based interactions. This supports the finding of the conversation experiment that people respond
similarly to embodied avatars as they do to live video, but also reveals that a higher degree of social
presence may be fostered by VMC. The first experiment also revealed that lying and telling the truth
elicited systematic differences in users’ gaze and pupil size during both AMC and VMC. The temporally
transient nature of oculesic cues following a given stimuli was also demonstrated, implying that isolation
of specific interactional time periods was essential when performing analysis of eye tracking data. The
second experiment found that avatars exhibiting oculesic behaviour, driven by eye tracking, increased
the richness of NVC transmitted during AMC to the extent that observers were able to detect truth and
deception more accurately. It was also found that users embodied by oculesic avatars were perceived to
be more engaged in interaction than when embodied by less expressive non-oculesic avatars. Finally,
the increased consistency between the nonverbal and verbal components of communication, exhibited
by oculesic avatars, was found to increase confidence when rating of veracity and engagement.
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8.4 Oculesic Models and Experiments
Figure 8.4: Revisiting the oculesic models and associated experiments. Left: Experiment investigating
varying characteristics of a virtual humanoid’s oculesic behaviour on POR identification and realism.
Centre: Kinematic models of human eyelid motion, with associated validation and general impact ex-
periments. Right: Saliency-based gaze model, with associated experiment comparing to tracked gaze.
Rather than directly studying telecommunication, the three sections presented in Chapter 7 sought
to model and investigate oculesic characteristics of virtual humanoids. The first section detailed an
experiment investigating the impact of varying fidelity of an autonomous agent’s oculesic behaviour on
observers’ ability to identify its direction of gaze, and also on subjective perceptions of realism. The
main finding was that eyelid animation is able to significantly increase the realism of an agent, but in
some situations, may hinder accuracy of gaze direction identification. This negative impact on accuracy
was contradictory to participants’ self-performance judgements, which were higher when assessing the
agent operating with eyelid animation.
The eyelid motion that appeared in the first experiment was simple, and not based on human physi-
ology or motion captured data. This was subsequently addressed in the chapter’s second section, which
presented two parametric models generating physiologically-accurate movement of lid saccades and
blinks, the two major components of human eyelid kinematics. The models were detailed algorithmi-
cally, before being validated against motion captured data, and finally assessed in terms of general impact
on the realism of an avatar. The main finding of the validation experiment was that the model-generated
animation was rated similar to motion captured data in terms of realism. The general impact experiment
found that combined use of the two eyelid models was able to enhance the overall realism of an avatar.
The third and final section in Chapter 7 focused on gaze modelling. The approach taken aimed to
generate realistic and meaningful gaze behaviour by computing the saliency of objects within an embod-
ied user’s FOV, and animating their avatar’s eye movement accordingly. The parameters of proximity,
eccentricity, orientation, and velocity acted as input to the saliency calculation, while an eyeball dynam-
ics simulation was also implemented to control the saccadic motion of the eyes. An experiment collected
subjective ratings of an avatar’s realism when operating with varying methods of gaze control. The main
finding of the experiment was that tracked gaze was rated as most realistic, followed by the saliency
model, which was rated higher than both random gaze and static gaze.
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8.5 Contributions
The overarching goal of the research was to investigate how AMC between users of ICVE systems can
be both enhanced and understood through the use of eye tracking. Chapter 1 introduced three central
research questions that are components of this goal:
1. Can eye tracking be used to increase the nonverbal information transmitted during AMC, and does
this improve quality of communication between users?
2. Measured by eye tracking, do users engaged in AMC behave and respond in a socially realistic
manner compared to users engaged in VMC?
3. Can simulations of oculesic behaviour have a positive impact on observers’ perceptions of virtual
humanoids, and can such models be used to complement tracked behaviour in AMC?
The first two questions are concerned with theories of media richness and social presence respec-
tively. They address the central premise of whether eye tracking may be applied both interactively, to
enhance the richness of AMC (Question 1), and analytically, to further understand peoples’ social be-
haviour and response during AMC (Question 2). The final question (Question 3) is secondary to the
focus of the overall research, and addresses how simulated behaviour may be used to complement a
user’s actual, tracked, movement in AMC. This thesis made both substantive and methodological con-
tributions. The substantive contributions consist of empirical findings concerning the interactive and
analytical application of eye tracking in AMC. The methodological contributions concern the theory of
user embodiment in ICVEs, and technical approaches to achieve tracked oculesics in AMC.
8.5.1 Methodological Contributions
Presented in the following section, the substantive contributions made by the experimental research
concern the interactive application of eye tracking to replicate users’ oculesic cues in embodied avatars
during real-time AMC. However, in order to facilitate the work from which these contributions are
derived, development of a technical platform was required. This development work included an ICVE
system supporting tracked oculesics, and a method of multimodal data collection.
Chapter 3 presented the technical details of EyeCVE, the ICVE system that was developed over the
course of this research. EyeCVE enables AMC between users of various immersive and semi-immersive
VR display technologies, such as CAVE and WALL systems. Other ICVE systems, such as DIVE
[CH93] and MASSIVE [GB95], also support this application. However, the unique feature of EyeCVE
is the integration of mobile eye tracking, which interfaces with the avatar subsystem to achieve tracked
oculesic avatars. Chapter 3 detailed methods of processing the oculesic cues of gaze, blinks, and pupil
size, and how to map them onto an embodied avatar for real-time oculesic animation during AMC.
A range of data collection and analysis techniques were employed over the course of the experi-
mental work. Some methods were inspired by existing studies in the fields of social science (for instance
CA), and VEs (for instance presence questionnaires). However, in a system such as EyeCVE, a user’s
performance is captured from multiple tracking sources, each monitoring a separate channel of natural
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communication. These channels include oculesics, body motion, and verbal utterances. Chapter 3 doc-
umented a solution to the problem of collating such multimodal behaviour, in addition to markup data
critical in an experimental procedure, in a manner that preserves the temporal relationships between mul-
tiple, synchronous, input streams. The method was used in the object-focused and truth and deception
experiments presented in Chapters 5 and 6.
Additional methodological contributions include the experimental task designs, which may be used
and adapted for studies on interpersonal and object-focused AMC (Chapters 4–6), and experimental
frameworks for studying perceptual aspects of virtual humanoids (Chapter 7).
8.5.2 Substantive Contributions
The substantive contributions of the experimental work, documented throughout Chapters 4–7, directly
address the three central research questions posed at the beginning of the thesis. The first question
asked whether eye tracking could be applied to enrich the nonverbal information transmitted during
AMC, and consequently, does this improve quality of communication. Work aiming to address this
question is concerned with the theory of media richness, which describes the ability of a medium to
transmit and reproduce information about the individuals who are communicating, with particular focus
on transmission and display of users’ natural nonverbal behaviour [DL84]. The goal of AMC is to
support high-quality nonverbal and verbal interpersonal communication between remote users. Hence, a
crucial barrier towards achieving this goal is the relative paucity of avatar expressivity compared with live
video. This is due to the lack of comprehensive capture (and subsequent transmission and display) of the
gamut of human nonverbal cues, which limits the richness of AMC. A central hypothesis of this research
is that, by increasing capture, transmission, and display of nonverbal cues, AMC may be enriched, and
medium will be more able to support collaborative interactions that are more similar to those that take
place in the real world. This view is shared by researchers in the field [Sch02, SRSH05, GSBS01].
Findings from the experiment on object-focused collaboration, presented in Chapter 5, and from the
deception detection experiment, presented in Section 6.3 of Chapter 6, form the main contributions to this
topic. Findings from the object-focused collaborative task did not position tracked gaze AMC as superior
to static gaze AMC. In contrast, the detection deception experiment clearly demonstrated the practical
implications of bestowing avatars with the tracked oculesic cues of gaze, blinks, and pupil dilation. In
this case, the enhanced richness of the visual, nonverbal, component of communication enabled the
veracity of embodied users to be identified more accurately in comparison with less expressive avatars.
These two contrasting findings may be reconciled through examination of the key differences be-
tween the communicative scenarios and experimental designs in question. In the object-focused collab-
oration, the primary role of gaze was to act as an indicator of attention. However, the addition of tracked
gaze did not enhance the attentional information provided by tracked head orientation. The highly in-
terpersonal scenario presented by deception detection experiment added the additional tracked oculesic
cues of blinks and pupil dilation to the established cue of gaze. In this case, the primary role of tracked
oculesics was not solely for attentional means, but also served to provide expressive insight into the
psychological and cognitive state of embodied users. The roles of oculesic cues, in terms of expressing
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and observing deception, were established in Chapter 2 as salient and influential in the context of the
experimental interactions. Additionally, and unlike head orientation in the object-focused scenario, no
surrogates or approximations for these expressive channels of oculesics exist. This is true for both avatar-
mediated and non-mediated discourse. Hence, this positions oculesics as critical and unique expressive
cues, with operational relevance to specific scenarios such as detection of deception. Therefore, the first
research question may be answered affirmatively, with a caveat stressing the importance of matching the
technical capability of an ICVE system with the characteristics of an intended communicational scenario.
The second question asked whether users engaged in AMC behave and respond in a socially real-
istic manner, with particular reference to behaviour during VMC. Similarly to the preceding question,
which is concerned with the theory of media richness, this question is related to another theory grounded
in the domain of CSCW. The theory of social presence is defined as the degree of salience of a conver-
sational partner in a one-to-one interaction [SWC76], and is also referred to as copresence in the VE
literature [Gar03]. Findings from the conversational study, presented in Chapter 3, and from the truthful
and deceptive interaction study, presented in Section 6.2 of Chapter 6, form the main contributions to
this topic. Both experiments compared behaviour and response during interpersonal scenarios performed
using AMC and VMC. The comparison condition of VMC acknowledges its status as the optimal form
of visual telecommunication with regards to nonverbal exchange. Findings from the conversation ex-
periment positioned the two mediums similarly in terms of degree of copresence, and in both forms of
mediated communication, interactants were able to signal using their own gaze and observe others’ gaze,
similarly to collocated communication. These claims are given further support from the findings of the
truth and deception interaction study, which, together with gaze, considered the additional oculesic cues
of blinking and pupil dilation. The study found that users exhibited similar oculesic behaviours during
interaction in both AMC and VMC. This is consistent with Reeves and Nass’ theory of the medium as
social actor, which hypothesises that people will tend to anthropomorphise media to an extent that they
treat them as social entities. However, it was also found that psychological arousal was greater following
VMC than following AMC, suggesting that live video increases the interpersonal experience of the me-
diated interaction. Hence, the second question may be answered affirmatively, but, similarly to the first
question, the relationship between the telecommunication medium and its intended application should
be carefully considered.
The third question asked whether simulations of oculesic behaviour could have a positive impact on
observers’ perceptions of avatars, and also, can such simulations be used to complement a user’s tracked
behaviour in AMC. Findings from the oculesic models and experiments presented in Chapter 7 form the
main contributions to this topic, and support an affirmative answer to the question. Findings from the
eyelid models’ general impact experiment, presented in Section 7.2.5, indicated that the perceived real-
ism of an avatar is increased by the combination of tracked gaze with simulated eyelid kinematics. The
work presented in Section 7.3.3 found that avatars exhibiting gaze generated by the saliency model were
rated as more realistic than those exhibiting random or static gaze. Hence, in the absence of eye tracking
apparatus, the gaze model could be coupled with head tracking, thereby bestowing avatars with relevant
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gaze behaviour. This is also related to another contribution of the thesis, which reviewed the problematic
use of behavioural modelling in AMC (Chapter 2). Focusing on gaze, the review argued that, due to
the unpredictable, interpersonal, and idiosyncratic nature of human social interaction, it is not feasible
to simulate a user’s nonverbal behaviour without distorting the semantic content of the original action.
Hence, for real-time AMC, tracking and replication must be implemented wherever possible. However,
the review did not focused on use of modelling and tracking in combination. The gaze and eyelid models
present an interesting combination for such hybrid form of avatar control, which is primarily driven by
tracking, but includes elements of automated control. For instance, the initial input to the blink model
may be a user’s actual blink, detected by eye tracking. However, the resulting animation of this behaviour
is not tracked, and rather is generated by the blink model’s algorithm. Similarly, the main input to the
gaze model is a user’s tracked head movement, which is used to calculate current FOV and subsequently
to calculate the saliency of objects lying within, to which gaze is distributed accordingly.
8.6 Directions for Future Work
The mediated communication captured during the three telecommunication studies were guided by ex-
perimental frameworks designed to engage participants in a particular social and collaborative scenario.
In order to control data collection, and focus on the aims of each experiment, it was critical to impose a
degree of control on the unfolding interactions. Thus, while participants were free to act as they wished
within each particular framework, it may be argued that the captured AMC is removed somewhat from
how such systems may be used for daily work and leisure. This criticism may be levelled at much work in
the field of VEs, and relatively few studies (an exception being [SSH+03]) have investigated AMC over
long time periods and with expert users. Such investigation of tracked oculesic AMC between friends
and strangers, and between naı¨ve and experienced users, is a potentially revealing avenue of research.
Throughout the experimental work, collaboration around the object-focused puzzle, detailed in Chapter
5, arguably placed the highest demands on participants, in terms of task difficulty and cognitive load.
However, this study also revealed the significant impact of learning effects, which resulted in increased
performance with experience. Hence, further benefit of an AMC system featuring tracked oculesics may
be revealed through more organic collaboration between expert users.
The framework imposed during the truthful and deceptive interactions detailed in Chapter 6 was
also likely to have implications on the captured communication. The experimental task was designed
to manipulate participants’ cognitive load and psychological arousal by asking them to tell truths and
lies during a structured question-answer scenario. While this structure enabled analysis of explicit in-
teractional states, it did, however, present an artificial social scenario in which participants’ oculesic
behaviours were measured when they were being told to lie as opposed to choosing to be deceptive.
Hence, the measured cues of oculesics may conceivably differ in more natural and unstructured interac-
tion common to how CSCW systems are used in daily life. The scenario of truth and deception suggests
a compelling application of tracking an individual’s natural action. The study demonstrated that people
exhibit systematic differences in oculesic behaviour between truth telling and lying. This finding may be
more generally applicable to classifying an individual’s mental state. For example, alongside veracity,
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information regarding current cognitive load or emotional arousal may also be inferred directly from eye
tracking data. This may find diverse applications in the real-world, such as for lie detection, competency
tests, and medical use.
The eyelid kinematics models were designed to generate generic motion based on normal human
physiology. However, due to their parametric implementation, several opportunities are presented for
alternative expressive forms of motion. For instance, simply by reducing the velocity of the down-phase
of a blink, observers are likely to perceive a virtual humanoid as fatigued [SBS94]. Results from the
saliency gaze model were promising, and while the author does not consider behavioural modelling as
an alternative to tracking in AMC, the development of effective and reusable gaze models present a
compelling array of problems and opportunities. The gaze model may be extended to more rigorously
analyse objects within a user’s FOV in order to enable allocation of gaze to surfaces of objects instead of
simply their centre, as is currently implemented. To achieve this, further investigation into how attention
is allocated during object scrutiny would be required. Secondly, extending the gaze model to also drive
an agent’s head direction would be an interesting challenge. Indeed, automated full-body animation may
also be considered, including pointing and locomotion. Finally, the allotment of attention, based on the
saliency of objects within, may be a useful resource for VE designers regarding construction of scenes.
To further enhance AMC’s ability to support rich interpersonal telecommunication, additional chan-
nels of natural nonverbal expression must be tracked and reproduced in real-time. To this end, facial
expression and accurate lip synchronisation should be considered as high priorities. However, alongside
this gradual progression towards incorporating the gamut of human nonverbal behaviour, the operational
benefit of each should be a central consideration. It is possible that capture and display of some be-
havioural cues may provide only minor benefits to communication, or, due to additional worn devices,
may cause discomfort to users. A particular consideration should be the coupling of an intended com-
munication with a telecommunication medium’s characteristics of social presence and media richness.
AMC may be particularly suited to applications in which a high degree of social presence and media
richness is desirable, in combination with a preference for anonymity and a less affecting level of psy-
chological arousal. This may include communication interfaces for virtual tutoring, people with social
anxiety, or online socialising. However, it should be acknowledged that critical and highly interpersonal
telecommunication is likely to always be more suited to the faithful representation of fellow interactants
as provided by VMC. In this sense, mediated telecommunication systems can be regarded as filters for
behavioural cues, losing the fidelity of some, while making others more salient. This is particularly the
case in AMC, as each expressive channel of nonverbal communication can be tightly controlled; from
complete neglect to faithful reproduction. This ability for may be exploited to suit the characteristics of a
collaborative task or intentions of an individual, thereby having far-reaching implications on how future
telecommunication mediated by avatars will unfold.
This thesis has aimed to investigate the use of eye tracking to both enhance and understand AMC.
Research covered multiple collaborative scenarios, comparisons with state-of-art VMC, methods for
representing the oculesic cues of gaze, blinks, and pupil dilation in AMC, models of gaze and eyelid
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movement, networked VE system design and development, data collection methods, and analytical tech-
niques. The findings suggest that eye tracking is able to enhance AMC towards a richer medium for
interpersonal telecommunication in which interactants are able to transmit and recognise subtle nonver-
bal signals relating to underlying communicative intent. Also, the degree of social presence experienced
in AMC was found to be less acute than that fostered by VMC, but that users’ social behaviour in AMC
was similar to that demonstrated in VMC. The importance of matching the properties of a communica-
tion with those of the communication medium was stressed. Future work will build on these findings by
exploring natural interaction scenarios, which both objectively and subjectively assess the use of AMC
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INFORMATION SHEET FOR PARTICIPANTS 
Thank you for participating in our study. This is one of a long series of studies into 
understanding the responses of people within virtual environments. This study has been 
approved by University College London’s Committee on the Ethics of Non-NHS Human 
Research. Please read through this information sheet and feel free to ask any questions. The 
experimenters will answer any general questions; however the specific aspects regarding this 
study cannot be discussed with you until the end of the session. The whole study will take 
about one hour. 
 
You will be using the CAVE-like system called the ReaCTor. See figure below. The 
ReaCTor is a VR system made up of 3 walls measuring roughly 3m x 3m x 3m. You will wear 
VR glasses and a tracker. The virtual reality viewing equipment can be worn over eyeglasses. 
You may be asked to take off your shoes in order to protect the virtual reality equipment. In 
addition to the tracking equipment used to navigate the system, you will also be fitted with 
physiological equipment designed to measure your heart rate, respiration and galvanic skin 




In this particular study you will be going into a party by yourself and there are a few 
other people there. Some of them may talk to you, and you can talk with them if you 






PLEASE TURN OVER 
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Please ask any questions that come to mind. Read and sign the Consent Form. 
 
Information that we collect will never be reported in a way that specific individuals can be 
identified. Information will be reported in a statistical and aggregated manner, and any verbal 




When people use virtual reality systems, some people sometimes experience some 
degree of nausea. If at any time you wish to stop taking part in the study due to this or 
any other reason, please just say so and we will stop. 
 
There has been some research, which suggests that people using head-mounted 
displays might experience some disturbances in vision afterwards. No long term 
studies are known to us, but the studies which have been carried out do testing after 
about 30 minutes, and find the effect is still sometimes there. 
 
There have been various reported side effects of using virtual reality equipment, such 
as 'flashbacks'.  
 
With any type of video equipment there is a possibility that an epileptic episode may be 
generated. This, for example, has been reported for computer video games. 
 
PROCEDURES 
 You will be asked to read, understand and sign a Consent Form. If you sign it the study 
will continue with your participation. Note that you can withdraw at any time without 
giving any reasons. 
 You will be asked to complete a number of questions on paper, so that we can try to 
understand your responses during the study. 
 You will be fitted with sensors to measure your heart rate, respiration and galvanic skin 
responses. 
 You may be asked to remove your shoes and switch off mobile phones before using the 
VR equipment.  
 You will have a training period standing in the CAVE for us to collect your physical data 
as a baseline. You will then go into the environment as mentioned above and stay there 
for a few minutes during which you will be videotaped. 
 After the visit to the environment you will complete a questionnaire about your 
experience, and a questionnaire which is similar to the one you did before coming. 
 Finally there will be a small discussion with the experimenters about your experiences. 
During this time, you might be audio or video taped. 
 Thank you for your participation. Please do not discuss this study with others for about 
three months, since the study is continuing. 
 Any other questions? 
 
William Steptoe 
Department of Computer Science 
University College London 
Gower Street 
London WC1E 6BT 
 
+44 (0) 20 7679 3672 Tel 
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University College London 
Gower Street 










PROJECT: EYE CATCHING 
Investigators: William Steptoe, Anthony Steed 
 
To be completed by volunteers: 
We would like you to read the following questions carefully. 
 
Have you read the information sheet about this study?    YES/NO 
Have you had an opportunity to ask questions and discuss this study?  YES/NO 
Have you received satisfactory answers to all your questions?   YES/NO 
Have you received enough information about this study?    YES/NO 
Which investigator have you spoken to about this study?    ………… 
Do you understand that you are free to withdraw from this study?   
• At any time        YES/NO 
• Without giving a reason for withdrawing     YES/NO 
 
Do you understand and accept the risks associated with the use of virtual reality equipment?
          YES/NO 
Do you agree to take part in this study?      YES/NO 
Do you agree to be audio taped?      YES/NO 
Do you agree to have your head and eye motion tracked ?   YES/NO 
Do you agree for the above motion to be mapped to a virtual character along with your audio 
recording for other confidential experimental participants to view?  YES/NO 
 
I certify that I do not have epilepsy.  
 
I certify that I will not be driving a car, motorcycle, bicycle, or use other types of complex 









In case you have any enquiries regarding this study in the future, please contact: 
 
William Steptoe 
Department of Computer Science 
University College London 
Gower Street 
London WC1E 6BT 
 
+44 (0) 20 7679 7215 Tel 
+44 (0) 20 7387 1397 Fax 
 
W.Steptoe@cs.ucl.ac.uk 
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C.3 Personal Information Form
ID 
 
Your Age  
How fluent is your English? Basic □     Proficient □     Fluent □ 
Occupational status (If other, please specify and also your area of 
interest) 
□ Undergraduate Student 
□ Masters Student 
□ PhD Student 
□ Research Assistant/Fellow 
□ Staff - systems, technical 
□ Faculty 
□ Administrative Staff 
□ Other 
Please state your level of computer literacy on a scale of (1...7)  
 
(novice) 1             2             3             4             5             6             7 (expert) 
Please rate your level of experience with computer programming 
 
(novice) 1             2             3             4             5             6             7 (expert) 
Have you ever experienced 'virtual reality' before?  
 
           (no experience) 1             2             3             4             5             6             7 (extensive experience) 
How many times did you play video games (at home, work, school, or 
arcades) in the last year?  
Never  □  
1 - 5  □ 
6 - 10  □ 
11 - 15  □ 
16 - 20  □ 
21 - 25  □ 
> 25  □  
How many hours per week do you spend playing video games?  
0  □ 
< 1  □  
1 - 3  □  
3 - 5  □  
5 - 7  □  
7 - 9  □  
> 9  □   
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C.4 Extended Conversation Analysis
ANALYSIS 
 
In order to examine participants’ interactional behaviour we have used conversation 
analysis, which is geared to identifying systematic practices used by people in social 
interaction.  The present analysis is limited to reporting on aspects of the 
interviewees’ gaze practices, although it will be necessary to comment briefly on 
some of the interviewers’ behaviour.  The transcripts presented below to support our 
observations show the talk of a given speaker (and/or moments of silence) in the 
numbered lines and a line below the numbered line shows where the interviewee was 
gazing at that moment.  All the participants were given pseudonyms in transcripts. 
The interviewers were called: Robert (Rob), Peter (Pet) and Paul (Pau) and the 
interviewees were given different names.  In order to show where the speakers were 
gazing at we used the following initials: R (Rob); P (Peter or Paul, for Access Grid 
and CAVE respectively) – always in capitals for Access Grid and in capital letters for 
the CAVE when showing gaze directed at centre and/or face of the avatar, but in 
lower caps for their hands and arms; C (centre); A (away from speakers and from the 
centre); T (table, in the CAVE).  
 
1) Supporting Eye-Gaze Practices 
 
The two environments support certain eye-gaze practices that are observed in co-
present interaction.  As in co-present interactions (Kendon, 1973; Stivers and 
Rossano, date), in the two studied environments participants tend to (a) look at a 
speaker (when being asked a question);  (b) they look away when starting answering 
the question but (c) bring gaze back to the questioner as the turn construction units  - 
out of which answers are built  - reach completion.   
 
1.1 Access Grid 
#1. AG#04-Interviewee View 
 
05  Wal:    (huh)[(huh) 
06  Rob:         [Can you tell us briefly about your 
    (W): a→ (R)____________________________________ 
 
07          professional academic background ◦please◦. 
    (W): a→(R)___________________________________.. 
 
08  Wal:    Er:m >sure< em I'm a PhDv  
    (W): b→ (C)______________________ 
 
09          student at (names institution)(.) 




#2. CAVE#06-Interviewee View 
 
04  Rob:     Okay thanks er a what kind of per son: 
         a→ R_____________________________________ 
 
05           (.) would you refuse to work with  
         a→ R___________________________ P___ 
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06           (.)  
         b→ C__ 
 
07  Ric:     Er:: (.) someone stubborn (.) that doesn't 
         b→ C___________ R_______ P___________________ 
                         ↑ 
                         c 
 
08           listen to others 
         c→ P____________ R_ 
 
09           (2.0) 
             R___ 
 
 
One feature of participant’s eye-gaze is that in Access Grid when they gaze at an 
interviewer their gaze is directed at the interviewer’s face (see fig. x).  In the CAVE, 
some participants, at the start of the interview, did not gaze at the avatar’s face region  
(figure y) but started doing so as the interview developed (figure w, z), this provides 














2) Management of speaker transition 
The interaction, an interview with clear roles of interviewers – who ask scripted 
questions in a pre-allocated order – and interviewee – who answers questions posed 
by the interviewers – ran smoothly in the two environments.  The question-answer 
format had clear constraints regarding the selection of next speaker and the kind of 
talk that was relevant after a question.  Speakers transition was only a matter of 
concern after a question was answered by the interviewee and the questioners had to 
self-select to (1) produce a receipt of the answer (as having answered the question), or 
(2) produce a next question.   
 
2.1 Access Grid 
In the video-conferencing environment, in those moments in which turn allocation 
had to be locally (and collaboratively) managed by the participants, eye-gaze was an 
important element in turn-taking.  The data extract presented below shows one of 
those instances of speakers transition and the role of eye-gaze in turn taking as line 05 
shows the prior questioner (Rob) bringing his gaze to next questioner (Pet) and this 
being followed by the participant’s gaze, which is then brought to the next questioner, 
who subsequently (line 06) starts asking his next question. 
 
#3. AG#03-Interviewee View  
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01  Cha:    uh: .hh and I am working as a: uh: research 
    (C):    _..(C)__________.(R)________.(A)___.(R)_____ 
 
02          fellow here at (Place)¿=.h Uh in computer 
    (C):    _________________________________________ 
 
03          science¿.hhh Primarily character animation¿ 
    (C):    _________________________________________ 
 
04          (0.8) 
    (C):    _____ 
 
             (Rob brings gaze to Pet and Charles follows) 
              / 
05         (0.3) 
    (C):    __.. 
 
06  Pet:    But do::: do you c- consider yourself 
    (C):    (P)_________________________________ 
 
07          successful. 
    (C):    __________ 
 
The spatial fragmentation of this environment created, in some instances, some 
difficulties for this local management of turn-taking.  Fragment (4), presented below, 
shows how the participant witnesses the unfolding of speaker transition in a long 
period of silence (4.2 seconds, line 09).  The participant uses gaze to monitor who is 
speaking next: he gazes at ‘P’ as the next questioner, but in the absence any talk from 
Peter he moves his gaze to the centre, back to Pete and then to Rob, where he sees 
Rob shifting his gaze towards Pete and then gazes back again at Pete and sustains this 
gaze as Pete asks his question.    
 
#4. AG#03-Interviewee View 
 
01  Cha:    But maybe sort of I wouldn’t .hh uh:: 
    (C):    ____________________________________ 
 
02          youknow it’s not so good sort of .h 
    (C):    __________________________________ 
 
03          working with somebody who’s: t- too 
    (C):    .(P)_________.(A)_____________..(R) 
 
04          rigid in their way of doing things that 
    (C):    ____________________________________ 
 
05          won’t listen and I suppose that’s sort  
    (C):    _________________.(A)________________ 
 
06          of something that is difficult¿=but .hh 
    (C):    ___.(P)_____.(A)___.(P)_______.(A)____ 
 
07          (oi) is something I could be accused of 
    (C):    __________________.(R)_________________ 
 
08          sometimes so: .hh youkno:w huh huh  
    (C):    ______________________________..(P)  
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                            (Rob gazes at Pet) 
                                      / 
09   →     (- - - - - - - - - - - - - - - - - - - - -)  
    (C):    ______..(C)_..(P)__..(C)__..(R)_...(P)____       
 
10  Pet:    And my last question is uh:m what would 




Some limitations of the CAVE environment, such as the lack of lip movement from 
the avatars and its non spatialised sound created further challenges to participants in 
terms of ‘recognizing’ which avatar was speaking.  In order to make clear to the 
participants who was speaking, the interviewers adopted a system of naming and 
pointing to a next speaker to mark the turn allocation of next speakers in their 
interviewing role.  This limitation made turn-taking on the CAVE a bit artificial in 
comparison to ordinary conversation (Sacks, Schegloff and Jefferson, 1974).   
 
Extract 5 (below) shows, similarly to the extract presented above, that after 
completion of his own turn, the participant gazes at the interviewers at the end of his 
turn (line 02) and then uses gaze (line 03) to monitor who is going to speak next.  
Differently from the AG environment and due to the limitations described above, the 
transition of speakers is aided by pointing (lines 04-05) and figures (a-b). 
 
 
#5. CAVE#03-Interviewee View 
 
01  Sim:    Uh:m: (.) before coming to (name of place).= 
    (S):    _______________________.(P)_______________ 
 
02          =To:: run the (Name) la:b. 
    (S):    _______..(R)__.(R)____. 
 
03          ( -  -  - - ) 
    (S):    (P)_.(r).(R) 
                           
                   (R extends arm to P) 
                          / 
04  Rob:    O:ka:y (0.2) So: to yo:u¿ 
    (S):    ______________.(r)______ 
 
              (P extends arm too) 
               / 
05          (.) 
    (S):    (p) 
 
06  Pau:    Oka:y=uh:: do you consider yourself up till 
    (S):    _____.(P)_________________________________ 
 
07          no::w: (.) successful¿=And why:. 
    (S):    ______________________.(p)_____ 
 
 





This communicational feature, although somewhat artificial in comparison to co-
present speaker transitions, makes evident another important feature of  the CAVE 
environment: that its shared space makes it possible for gesture to be used as a 
communicational resource. 
 
3) Gaze Distribution 
 
Another feature observed in those intreractions was that in the Access Grid, 
participants often looked at the questioner when answering a posed question, wheres 
in the CAVE it was more common for participants lo gaze at the two interviewers 
when responding to a question, which can be seen as greater feeling of multi-party 
conversation in the shared space of the CAVE in comparison with the Access Grid. 
 
#6. AG#03-Interviewee View 
 
15  Rob:    Okay can you tell us u:h a bit (0.2) about  
    (C):    (R)________________________________________ 
 
16          your professional academic background please. 
    (C):    .(R)_____________.__________________.._____.. 
 
17  Cha:    Uh::m: we:ll I am a computer sci:entis:t.  
    (C):    (C)_______________.(R)__________________ 
 
18          Uh:: I’ve got a .hhh m- degree in computer 
    (C):    _.(C)__________________.(R)___________ __ 
 
19          science and a PhD in computer graphics and 
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    (C):    __________________________________________ 
01          animation¿ uh: .hh and I am working as a: 
    (C):    ____________..(C)__________.(R)________.(A) 
 
02          uh: research fellow here at (Place)¿=.h Uh in  
    (C):    ___.(R)______________________________________ 
 
03          computer science¿.hhh Primarily character 
    (C):    _________________________________________ 
 
04          animation¿ 




#7. CAVE#06-Interviewee View 
 
01  Rob:     So I'm gonna ask the first question (.) 
             P___________ R_________________________ 
 
02           Okay (.)  
             R_______ 
 
03           Can you tell us about your 
             R_________________________ 
 
04           academic and professional background 
             R___________________________________ 
 
05           ºplease.º 
             P_______ 
 
06  Ric:     Err Academic er I did a bachelors in  
             P ..C__________________ R___________ 
 
07           computer science. 
             R________________ 
 
08           (.)and I'm doing a PhD in bio  
             C_____ R_____________________ 
  
09           informatics: now. (.) at the moment 
             R     P      R________________  P__ 
 
10           ºh professional background  
             P               R__ P_____ 
 
11           pwpwt! nothing. 
             P .R_____________ 
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C.5 Extract of Mobile Eye Log File
Avi TimeSta Frame Spot x Spot y Pupil x Pupil y Pupil r Scene x Scene y
  -------- 321807 398.36 406.14 -2000 -2000 -2000 -55.95 -298.32
  -------- 321808 409.21 398.33 -2000 -2000 -2000 -14.09 -276.26
  -------- 321809 417.36 393.67 -2000 -2000 -2000 16.42 -264.22
  -------- 321810 404.34 394.12 -2000 -2000 -2000 -26.89 -257.09
  -------- 321811 411 389 -2000 -2000 -2000 -0.95 -242.32
  -------- 321812 414.77 385.64 -2000 -2000 -2000 14.11 -232.21
  -------- 321813 417.23 383.77 -2000 -2000 -2000 23.67 -226.85
  -------- 321814 419.5 381.91 -2000 -2000 -2000 32.6 -221.38
  -------- 321815 421 379.25 -2000 -2000 -2000 39.61 -212.38
  -------- 321816 425.83 381.33 419.76 423.66 73.72 319.29 -37.07
  -------- 321817 424.82 382.86 -2000 -2000 -2000 314.77 -42.12
  -------- 321818 -2000 -2000 -2000 -2000 -2000 -2000 -2000
  -------- 321819 -2000 -2000 -2000 -2000 -2000 -2000 -2000
  -------- 321820 -2000 -2000 -2000 -2000 -2000 -2000 -2000
  -------- 321821 -2000 -2000 -2000 -2000 -2000 -2000 -2000
  -------- 321822 -2000 -2000 -2000 -2000 -2000 -2000 -2000
  -------- 321823 -2000 -2000 -2000 -2000 -2000 -2000 -2000
  -------- 321824 398 442.6 -2000 -2000 -2000 179.93 -248.96
  -------- 321825 400.26 428.36 -2000 -2000 -2000 198.43 -196.84
  -------- 321826 403.09 417.18 -2000 -2000 -2000 216.44 -156.65
  -------- 321827 407.13 406.75 381.94 480.16 66.69 343.98 -7.01
  -------- 321828 409.13 401.21 383.61 471.57 68.01 343.03 0.52
  -------- 321829 397.54 408.93 365.68 487.21 64.47 304.72 -25.89
  -------- 321830 401.79 403 -2000 -2000 -2000 323.36 -6.49
  -------- 321831 404.77 396.23 -2000 -2000 -2000 338.41 16.91
  -------- 321832 407.08 389.63 -2000 -2000 -2000 351.12 40.05
  -------- 321833 409 384.23 389.62 445.98 70.65 368.72 36.58
  -------- 321834 -2000 -2000 -2000 -2000 -2000 -2000 -2000
  -------- 321835 384.17 395.33 -2000 -2000 -2000 278.17 11.73
  -------- 321836 379.11 384.94 337.3 450.7 71.22 277.62 33.46
  -------- 321837 384.21 377 341.42 435.73 70.68 289.93 55.49
  -------- 321838 389.71 370.79 -2000 -2000 -2000 312.86 74.94
  -------- 321839 389 366.56 -2000 -2000 -2000 313.79 91.28
  -------- 321840 355.42 366.83 289.58 424.97 73.17 195.48 89
  -------- 321841 360.87 360.33 299.8 414.08 75.49 217.45 92.11
  -------- 321842 366 357.92 306.49 407.51 73.66 229.41 101.13
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Appendix D
Materials for the Object-Focused Experiment
D.1 Consent Form for Participants
 
        UCL DEPARTMENT OF COMPUTER SCIENCE 
 
     
 
 
Project: Eyecatching 2007-2008 
Investigators: Anthony Steed, William Steptoe, Wole Oyekoya (UCL) 
                         David Roberts, Norman Murray, Robin Wolff (University of Salford) 
                         Paul Sharkey, Alessio Murgia (University of Reading) 
                         John Rae, Paul Dickerson, Estefania Guimaraes (Roehampton University)            
 
To be completed by volunteers: 
We would like you to read the following questions carefully. 
 
Have you read the information sheet about this study?      YES/NO 
Have you had an opportunity to ask questions and discuss this study?    YES/NO 
Have you received satisfactory answers to all your questions?     YES/NO 
Have you received enough information about this study?      YES/NO 
Which investigator have you spoken to about this study?     ………… 
 
Do you understand that you are free to withdraw from this study?   
 At any time          YES/NO 
 Without giving a reason for withdrawing       YES/NO 
 
You received an information sheet which outline the potential risks of using virtual reality equipment, 
including (1) the risk of driving a car, motorcycle, bicycle and/or using complex machinery; (2) the risk of 
getting flashbacks and/or nausea from taking part in the experiment; and (3) the potential discomfort of VR 
glasses.  
 
Do you understand and accept the risks associated with the use of   
virtual reality equipment?         YES/NO 
Do you agree to take part in this study?        YES/NO 
Do you agree to the data being stored and used in the researcher’s ongoing research?  YES/NO 
Do you agree to the data being stored indefinitely?      YES/NO 
Do you agree to be video taped?        
 YES/NO 
Do you agree to be audio taped?        YES/NO 
Do you agree to let us make transcripts of your interactions and present them in printed publications? 
            YES/NO 
Do you agree to let us make transcripts of your interactions and present them in presentations? YES/NO 
Do you agree to let us use video frames or photo stills of you or your avatar in printed publications? 
            YES/NO 
Do you agree to let us use the video or photo stills of you or your avatar in presentations? YES/NO 
Do you agree to have your body movements tracked while in the virtual reality system?   YES/NO 
Do you agree to have your eye movements tracked while in the virtual reality system?   YES/NO 
Do you agree to let us use video recordings showing what your eye is tracking in presentations? YES/NO 
Do you agree to let us use video recordings showing what your eye is tracking in printed publications? 
            YES/NO 
Do you agree to the audio, video and other data being shared with academic collaborators  on the project  
at University of Salford, Roehampton University and University of Reading?    YES/NO 
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Do you agree to completing a personality questionnaire?      YES/NO 
I certify that I do not have epilepsy.  
 
I certify that I will not be driving a car, motorcycle, bicycle, or use other types of complex machinery that 












In case you have any enquiries regarding this study in the future, please contact: 
 
Anthony Steed 
Department of Computer Science 
University College London 
Gower Street 
London WC1E 6BT 
+44 (0) 20 7679 4435 Tel 
Email: A.Steed@cs.ucl.ac.uk 
 
Prof. Paul Sharkey  
Department of Cybernetics  
University of Reading 
Reading RG6 6AY 
Ph: (+44) 118 378 6704    
Email: p.m.sharkey@reading.ac.uk  
 
David Roberts 
The Centre for Virtual Environments, 
Business House, 
University Road, 
University of Salford, 
Salford, Greater Manchester,  
M5 4WT 
+44 161 29 52926 
Email:D.J.Roberts@salford.ac.uk 
 







020 8392 3612 
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RESEARCH PARTICIPANT CONSENT FORM 
 
Title and brief description of Research Project: 
 
Eye catching: Supporting tele-communicational Eye-gaze in Collaborative Virtual Environments – 
copresent tasks with tracked eye-gaze 
 
Thank-you for your considering taking in this research project. We are collecting experimental video film 
data of people undertaking collaborative activities. Some of these involve the manipulation of physical 
objects (e.g. assembling flat pack furniture or repairing an object that appears to be broken), others involve 
thinking towards a collaborative solution (e.g. undertaking a negotiation task), and others might just involve 
some kind of talk (e.g. an interview). The research is interested in how we engage in social interaction – 
from studying these interactions it is hoped that we can get a better understanding regarding the use of talk, 
gesture, gaze and such in interaction. This is one of a series of studies that aims to contribute our 
understanding of how people interact in “virtual environments”.   
 
Please read through this information sheet and feel free to ask any questions. The investigators will answer 
any general questions, however the specific aspects regarding this study cannot be discussed with you until 
the end of the session. 
 
In particular, the experiment you are taking part involves moving cubes around to complete a puzzle under 
the direction of two other people. Once you have completed filming you will be invited to delete or identify 
for deletion any parts of the film that you wish (you can delete the entire film if you would like to). The film 
will be analyzed to explore features of the interaction so as to provide a better understanding about how 
people interact. Thus we might look at how gestures are used, how we co-ordinate gaze and talk, how 
movement is integrated into activity sequences or how intonation shapes are used and responded to – 
anything which helps deepen our understanding about how we interact with one another. 
 
You will be asked to wear eye-tracking glasses.  The wearing of such glasses can cause discomfort to some 
participants, especially if used for a prolonged time. In this study you will use eye-tracking glasses for 
periods of no more than about one hour, but you should let us know if you get any discomfort from using 





• You will be asked to read, understand and sign a Consent Form. If you sign it, the study will continue 
with your participation. Note that you can withdraw at any time without giving any reasons. 
• You will be asked to complete a number of questions online and/or on paper, so that we can try to 
understand your responses during the study. 
• After the task, we may ask you complete a questionnaire about your experience. 
• Finally there will be a short discussion with the experimenters about your experiences. During this time, 
you might be audio or video taped. 
 
Please note, you can withdraw from the study or delete any part of the film which you appear at any moment.  
If you have any remaining questions concerning the research that you have been involved in please contact 
either Dr Paul Dickerson, Dr John Rae or Estefania Guimaraes using the contact details below.   
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Name and status of Investigators: 
 
Dr Paul Dickerson (p.dickerson@roehampton.ac.uk  020 8392 3613) 
 
Dr John Rae (j.rae@roehampton.ac.uk 020 8392 3612)  
 
Estefania Guimaraes E.Guimaraes@roehampton.ac.uk (020 8392 3000 ext 4515) 
 
Please read the consent form and feel free to decline entirely or only agree to those aspects that you are 
completely happy with. 
 
 
PART 1. CONSENT FOR YOU TO BE FILMED FOR RESEARCH PURPOSES. 
 
The study involves a video recording being made of you. Some of the data recorded may involve interactions 
with the researcher(s).  You can leave the scene of the recording or request that the filming stops at any 
stage.  
 
You may withdraw your consent at any time before, during or after the filming.  You can request the deletion 
of any part of the film in which you appear.  
 
We would like to make transcripts of the talk and actions that happen in the video and store them for 
research purposes.  They are likely to be of research value long into the future.  
 
Are you happy to be filmed as part of this project?  
 
yes / no (if "yes" please sign)  ________________________ 
 
Are you happy to be fitted with eye-tracking equipment in order to record your gaze responses?  Are you 
happy to have your eye movements tracked while taking part in the study?     
       




I agree to take part in this research, and am aware that I am free to withdraw at any point. I understand that 
the information I provide will be treated in confidence by the investigator although I understand that if a risk 
of serious harm arises that the researchers may need to take appropriate action.  I understand that my identity 
will be protected in the publication of any findings unless I unless I specifically choose for my the recording, 
or stills from it, to be seen by other people in part 2 or part 3 below. 
 
 
yes / no (if "yes" please sign)  ________________________ 
 
 
Name:    ________________________ 
 
 
Please note: if you have a concern about any aspect of your participation, please raise this with the 
investigator, or with the Dean of School who is 
 
Name:   Mr Michael Barham   
Contact Address: School of Human and Life Sciences; Roehampton University,  
   Whitelands College, Holybourne Avenue, LONDON, SW15 4JD 
Direct Phone No: 020 8392 3620  Email:  m.barham@roehampton.ac.uk 
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PART 2. CONSENT FOR FILM AND SOUNDTRACK TO BE USED FOR RESEARCH 
PURPOSES. 
 
Transcripts of your talk and actions 
 
1. Do you give permission for written transcripts of your talk and actions to be to be presented at conference 
& workshop presentations? 
 
yes / no (if "yes" please sign) ___________________ 
 
2. Do you give permission for written transcripts of you talk and actions appear in academic and professional 
publications (such as journals, including electronic and paper versions)?      
 
yes / no (if "yes" please sign) ___________________ 
 
 
Photo stills of you 
 
3. Do you give permission for still photographs of you to be presented in conference & workshop 
presentations? 
yes / no (if "yes" please sign) ___________________ 
 
4. Do you give permission for still photographs of you to be presented in research and educational 
publications?  




5. Do you give permission for audio fragments involving you to be presented in conference & workshop 
presentations? 
yes / no (if "yes" please sign) ___________________ 
 
6. Do you give permission for audio fragments involving you to be presented in research and educational 
publications? 




7. Do you give permission for video fragments involving you to be presented in conference & workshop 
presentations? 
yes / no (if "yes" please sign) ___________________ 
 
8. Do you give permission for video fragments involving you to be presented in research and educational 
publications? 
yes / no (if "yes" please sign) ___________________ 
 
 
9. Do you give permission for video recordings showing what your eye is tracking  to be presented in 
conference & workshop presentations? 
yes / no (if "yes" please sign) ____________________ 
 
10. Do you give permission for video recordings showing what your eye is tracking to be presented in 
research and educational publications? 
yes / no (if "yes" please sign) ____________________ 
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PART 3.  DATA TO BE SHARED WITH OTHER RESEARCHERS 
 
1 .Do you give permission for transcripts involving you to be shared with other researchers? 
 
yes / no (if "yes" please sign) ____________________ 
 
2. Do you give permission for audio recordings involving you to be shared with other researchers? 
 
yes / no (if "yes" please sign) ____________________ 
 
3. Do you give permission for photo stills involving you to be shared with other researchers? 
 
yes / no (if "yes" please sign) ____________________ 
 
4. Do you give permission for video recordings involving you to be shared with other researchers? 
 
yes / no (if "yes" please sign) ____________________ 
 
5. Do you give permission for video recordings showing what your eye is tracking to be shared with other 
researchers? 
 
yes / no (if "yes" please sign) ____________________ 
 
 
6. Do you give permission for your data to be used by computer scientists in the design of computer 
programmes that simulate general, non-personalised human behaviour? 
 







PART 4.  OTHER QUESTIONNAIRES 
 
In addition to taking part in a video-recorded task, we would also be interest in  
You completing a personality questionnaire before the study and then completing a questionnaire about your 
experience after the interaction.  We are also interested in discussing your experience in a short interview, 
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D.3 Extended Conversation Analysis
IA3 [02a.Static] Participant “Martin” 
 
1 R: >ºcan you can youº< pick up 
  [R               ][In front of R]   
 
2  the cube I am looking at 
  [R                     ] 
 
3 M: err:::: (.) which errmm (.) 
   [S             ][Cube near S]  
 
4  is that this one (- - - - - - - -) 
  [R              ][cube near S][R ] 
 
5 S: err no (.) er no 
     [S ][R ] [other cubes] 
 
6 M: where are you looking 
  [scanning cubes][S  ] 
 
7  (.) oh across the room 
  [at cubes across the room]   
 
8  (- - - - - - - -) 
  [at cubes across room] 
 
9 M: err:::: this one 
  [Scans cubes][fixes on one cube] 
 
10  (- - - -) 
  [moves to R] 
 
11 S: err (.) no 
  [R       ] 
 
12  (- - - - -) 
[Walks behind R’s avatar] 
              [S - back of R’s avatar] 
 
13 M: hang on (- - - - - - - -) 
  [Back of R] [S      ] 
 
14    Oh (- - - -) 
  [at specific cube] 
 
15  this one up here 
            [Cube] 
 
16  (- - - - - - - - - 1.0 -) 
            [Cube                   ] 
 
17  S: yeah should be (the other)one 
  [Cube                  ] 
 
18  yeh the one yeah that’s it 
   [Cube 
                   [moves cube       ]                  
 
19  >got it< 
  [Cube  ]  
  [moving cube] 
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In extract IA3 M makes three attempts to identify the correct cube 
(lines 4, 9 and 15). In attempt one (line 4) both Stephen and Robert 
have been gazed at prior to the participant, Martin, producing a 
candidate response regarding the correct box. In the second attempt 
Robert and Stephen are looked at (albeit briefly) before the boxes 
are scanned and a second box identified. Following these two failed 
attempts Martin now makes a somewhat more dramatic move – he moves 
towards and behind Robert’s avatar and looks from that visual 
perspective towards the cubes at the other side of the CAVE. After 
gazing briefly at Stephen, Martin gazes at a box and subsequently 
manipulates the correctly identified box as required.  
 
For the current analysis it is worth noting three things about 
extract IA3. First, the participant (Martin) appears to take into 
account where others are gazing. That is, guesses are produced after 
gazing at the facial region of co-present others who are involved in 
selecting the box to be manipulated. Second, in IA3 both co-present 
others (Robert and Stephen) were gazed at prior to Martin making a 
box choice. Third, and perhaps most important Martin walks behind 
Robert’s avatar and gazes at the boxes from the (body) position of 
Robert’s avatar (lines 12 and 13). In this way the participant has 
made use of not just one source but several available sources of 
information regarding the identity of the designated cube. In the 
course of this the participant has made full use of the avatars’ 
spatial position and perspectives in seeking to identify the correct 
box.   





Figure {IA} [02.b.Tracked] Participant: “Tim” 
 
 
01  S:   [(Timothy)       ] 
         [ assembled cubes] 
 
02  S:   [So [(.) m- m:y ] [turn 
         [S  [ S, cubes, ] [S 
 
03  T:   [Okay= 
         [S  
 
                           [turns and looks at cube 
04  S:   =[Can you pick up [this cube where  
          [S  
 
05       [I’m looking at [now 
         [S              [designated cube 
 
06  T:   [Is that this [one      ((puts cursor on cube)) 
         [cube         [S   
  
07  S:   [Yes.                   ((T moves cube)) 






Figure {IA2} [01.b.Model] Participant: “Owen” 
 
01  R:   [Okay how about er you the pick cube I’m looking][at now] 
         [  Gaze at source cubes and assembled cubes     ][  S   ] 
 
02       ([- - -] - -[ - - - - ]- 1 - -[ - - - ]- - [- - - 2]) 
          [  S  ]    [R        ]       [  S    ]    [  R    ] 
         
         ((looks from one avatar to the other))   
 
03  R:   [Er: It’s Robert here speaking] 
         [             R               ]  
  
04  O:   [Yeah      ] 
    S:   [Blue guy  ] 
         [   R      ] 
 
05  O:   [Pickup the one you’re] lookin’ [at okay     ] 
         [   R                 ]         [source cubes] 
 
06  R:   Yeah 
 
07       (---------1)           ((moves a cube)) 
 
08  R:   er No not that one 
 
09  O:   Oh Okay sorry          ((moving cube back)) 
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10       (---------1)           ((replaces cube)) 
 
11  O:   [Let me try again] ((moves v. close to R) 
         [     R          ]  
 
12  O:   This one? 
 
13       (------)               ((picks and moves cube)) 
 
14  R:   Yeah 
+++++++++++++++++++++++++++++++++++++++ 
 
This section aims to complement the quantitative behavioural analysis 
through identifying specific practices and resources that the 
confederates and participants employ. Figure {ia1} shows an example 
of how a case of a correct and unproblematic cube identification 
unfolds interactionally. Here Stephen summons the participant’s 
attention (line 1), eliciting his gaze (in line 2), and produces a 
pre-instruction (line 2) which receives a go-head for the participant 
(line3).  When Stephen gives his instruction (line 4) Tim is gazing 
at him, he turns and looks at the designated cube as he produces the 
deictic term “this” (line4). Timothy follows Stephen’s gaze and looks 
straight at the correct cube and places the cursor on it (line 6).  
At the same time he asks for confirmation, briefly returning his gaze 
to Stephen at turn completion. Stephen gives confirmation and Timothy 
starts to move the correct cube.  By contrast, Figure {ia2} shows an 
example of a case where the participant selects the wrong cube, in 
addition it provides an example of repair-work to establish which 
avatar is providing instructions.  Robert issues an instruction (line 
1) but during the 2 second silence that follows,  Owen looks from 
Robert to Stephen and back. Robert establishes that he is speaking  
(line 3) and reissues his instruction.  As he does this, Owen is at 
first looking at him and then looks to the source cubes  (line 5).  
Owen picks and moves a cube (line 7) but gets feedback from Robert 
that his choice is incorrect (line 8).  So although Owen has been 
gazing at Robert throughout lines 3 -5 he was unable to identity the 
cube that Robert was looking at. Owen moves close to Robert to 
examine his gaze in line 11 gets the correct cube on a second 
attempt. 
 
Based on the examination of such details the following observations 
can be made about the way in which the participants and confederates 
interact. 
 
Movement as a resource for designation. Proximity to cubes seems to 
be very helpful in determining the cube being looked at correctly. 
The confederates made extensive use of the possibility of being able 
to move and get very near to the cubes being looked at or positioned 
themselves in front of the cubes being designated.   
Participant’s use of movement. In fig ia2 we noted that the 
participant moves close to Roberts face. This is one category of a 
number forms of locomotion that participants engage in. In a small 
number of cases participants look at the avatar’s face and then take 
up an opposite position behind the cubes  3b, 5a (tracked), 5 b 
(static)  -- * 5 b (1st cube) in order to see what the avatar is 
gazing at.  However a more common strategy was taking a position 
similar to the one of the avatar – standing beside them (or even 
inside them), presumably to see the avatar’s point of view. In one 
case (2a, static) the participant first tries to figure out where 
Robert is looking at, but as he fails twice he goes behind Robert’s 
avatar. <might offer transcript of this> 
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Reports of Problems with following avatar’s gaze Difficulties in the 
identification of the cube being looked at frequently came to the 
surface of the interaction with participants vocalizations consists 
such as questions (e.g. “Are you looking at it now?” - 1b); 
complaints (“You are looking up! Not down.” – 10a) or accounts (“It 
is a little difficult for me because your eyes are moving” – 6b).  
There were very much more common in interactions involved modelled 
gaze. 
 
Overall, participants frequently – but not always – sought 
information about the cube being designated by gazing at the avatar’s 
face.  Confederates, frequently made use of the possibility of 
locomotion with the cave as a resource for designating a cube.  On 
the occasions when participants moved, they engaged in an unexpected 
behaviour: moving alongside the avatar in order to examine the scene 




Materials for the Truth and Deception
Experiments






University College London 
Gower Street 










PROJECT: EYE CATCHING 
Investigators: William Steptoe, Anthony Steed 
 
To be completed by volunteers: 
We would like you to read the following questions carefully. 
 
Have you read the information sheet about this study?    YES/NO 
Have you had an opportunity to ask questions and discuss this study?  YES/NO 
Have you received satisfactory answers to all your questions?   YES/NO 
Have you received enough information about this study?    YES/NO 
Which investigator have you spoken to about this study?    ………… 
Do you understand that you are free to withdraw from this study?   
• At any time        YES/NO 
• Without giving a reason for withdrawing     YES/NO 
 
Do you understand and accept the risks associated with the use of virtual reality equipment?
          YES/NO 
Do you agree to take part in this study?      YES/NO 
Do you agree to be audio taped?      YES/NO 
Do you agree to have your head and eye motion tracked ?   YES/NO 
Do you agree for the above motion to be mapped to a virtual character along with your audio 
recording for other confidential experimental participants to view?  YES/NO 
 
I certify that I do not have epilepsy.  
 
I certify that I will not be driving a car, motorcycle, bicycle, or use other types of complex 









In case you have any enquiries regarding this study in the future, please contact: 
 
William Steptoe 
Department of Computer Science 
University College London 
Gower Street 
London WC1E 6BT 
 
+44 (0) 20 7679 7215 Tel 
+44 (0) 20 7387 1397 Fax 
 
W.Steptoe@cs.ucl.ac.uk 
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Professors: Anthony Finkelstein (Head of Department), 
Simon R Arridge, Bernard F Buxton, Ingemar Cox, Mark Handley, David T Jones, 
 Peter T Kirstein, Mel Slater, Harold Thimbleby, Philip C Treleaven, Steve R Wilbur, M Angela Sasse                   
Readers: Wolfgang Emmerich, Ann Blandford 
University College London 
Gower Street 

















Thank you for participating in our study. This is one of a long series of studies into 
understanding the responses of people within virtual environments. Please read through this 
information sheet and feel free to ask any questions. The experimenters will answer any 
general questions, however the specific aspects regarding this study cannot be discussed 




In this particular study you will be taking part in a two-way interaction with another person 
(confederate). During the interaction, the confederate will ask you a series of questions. The 
questions are divided into six groups, with around ten questions in each group, and therefore 
around 60 in total. Some questions can be answered with a “yes/no” response, while others 
are more open-ended. 
 
You will be given an additional sheet which tells you how you must answer for each of the six 
question groups. For each group, you will be instructed either to answer truthfully to ALL 
questions in the group, or to lie plausibly when answering ALL questions in the group. The 
confederate will be unaware of your truth or lie instructions, and so will not know if you are 
telling the truth or lying, and you must not tell him. 
 




The interaction will be performed using one of the following three methods: 
 
1. Virtual reality (VR) system. 
If you are selected for the VR system, the confederate will appear on your display as 
a virtual character or ‘avatar’. Likewise, the confederate will see you as an avatar. 
The avatars’ behavior is mapped to your real movements, so for instance, as you 
nod, your avatar will nod, and as you look down, so will your avatar. 
 
2. Video-conferencing system. 
If you are selected for the video-conferencing system, the confederate will appear as 




Finally, if you are selected for the face-to-face scenario, you will simply be seated 
opposite the confederate in the same room. 
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Eye Tracking 
 
Before the experiment begins, you will be fitted with an eye tracker. The eye tracker will 
monitor the movements of your eyes. You will be seated during the experiment. You will be 
free to move your head as you would do in a normal conversation with someone. The eye 
tracker is designed to be as light and comfortable as possible to enable you to act as you 




This study has been approved by the UCL ethics committee under project ID number 
0432/001. 
 
Please ask any questions that come to mind. Read and sign the Consent Form. 
 
Information that we collect will never be reported in a way that specific individuals can be 
identified. Information will be reported in a statistical and aggregated way, and any verbal 
comments that you make, if written about in subsequent papers, will be presented 
anonymously. 
 
When people use virtual reality systems, some people sometimes experience some 
degree of nausea. If at any time you wish to stop taking part in the study due to this or 
any other reason, please just say so and we will stop. 
 
With any type of video equipment there is a possibility that an epileptic episode may be 
generated. This, for example, has been reported for computer video games. 
 
PROCEDURES 
• You will be asked to read, understand and sign a Consent Form. If you sign it the study 
will continue with your participation. Note that you can withdraw at any time without 
giving any reasons. 
• You will be asked to complete an online questionnaire so that we can try to understand 
your responses during the study. 
• You are asked to switch off mobile phones before the experiment. 
• After the experiment you will complete an online questionnaire about your experience. 
• Finally there will be a small discussion with the experimenters about your experiences. 
During this time, you may be audio taped. 
 
• Thank you for your participation. Please do not discuss this study with others for about 
three months, since the study is continuing. 
• Any other questions? 
 
The whole study will take about one hour. 
 
In case you have any enquiries regarding this study in the future, please contact: 
 
William Steptoe 
Department of Computer Science 
University College London 
Gower Street 
London WC1E 6BT 
 
+44 (0) 20 7679 7215 Tel 
+44 (0) 20 7387 1397 Fax 
 
W.Steptoe@cs.ucl.ac.uk 
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E.4 NEO Five-Factor Inventory Questionnaire (Experiment 1)
NEO Five-Factor Inventory 
Instructions: 
  
Please read the intructions carefully before beginning. This questionnaire contains 60 statements. 
Read each statement carefully. For each statement choose the option with the response that best 
represents your opinion.  
  
Choose "Strongly Disagree" if you stronly disagree or the statement is definitely false. 
  
Choose "Disagree" if you stronly disagree or the statement is mostly false. 
  
Choose "Neutral" if you are neutral on the statement, you cannot decide, or the statement is about 
equally true and false. 
  
Choose "Agree" if you agree or the statement is mostly true. 
  
Choose "Strongly Agree" if you strongly agree or the statement is definitely true. 
   
  





I am not a worrier. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
2 I like to have a lot of people around me. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
3 I don’t like to waste my time daydreaming. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
4 I try to be courteous to everyone I meet. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
5 I keep my belongings clean and neat. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
E.4. NEO Five-Factor Inventory Questionnaire (Experiment 1) 256
6 I often feel inferior to others. 
  
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
7 I laugh easily. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
8 Once I find the right way to do something, I stick to it. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
9 I often get into arguments with my family and co-workers. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
10 I’m pretty good about pacing myself so as to get things done on time. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
11 When I’m under a great deal of stress, sometimes I feel like I’m going to pieces. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
12 I don’t consider myself especially “light-hearted”. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
13 I am intrigued by the patterns I find in art and nature. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
14 Some people think I’m selfish and egotistical. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
15 I am not a very methodical person. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
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16 I rarely feel lonely or blue. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
17 I really enjoy talking to people. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
18 I believe letting students hear controversial speakers can only confuse and 
mislead them. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
19 I would rather cooperate with others than compete with them. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
20 I try to perform all the tasks assigned to me conscientiously. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
21 I often feel tense and jittery. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
22 I like to be where the action is. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
23 Poetry has little or no effect on me. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
24 I tend to be cynical and sceptical of other’s intentions. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
25 I have a clear set of goals and work toward them in an orderly fashion. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
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26 Sometimes I feel completely worthless. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
27 I usually prefer to do things alone. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
28 I often try new and foreign foods. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
29 I believe that most people will take advantage of you if you let them. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
30 I waste a lot of time before settling down to work. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
31 I rarely feel fearful or anxious. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
32 I often feel as if I’m bursting with energy. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
33 I seldom notice the moods or feelings that different environments produce. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
34 Most people I know like me. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
35 I work hard to accomplish my goals. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
36 I often get angry at the way people treat me. 
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Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
37 I am a cheerful, high-spirited person. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
38 I believe we should look to our religious authorities for decisions on moral 
issues. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
39 Some people think of me as cold and calculating. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
40 When I make a commitment, I can always be counted on to follow through. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
41 Too often, when things go wrong, I get discouraged and feel like giving up. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
42 I am not a cheerful optimist. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
43 Sometimes when I am reading poetry or looking at a work of art, I feel a chill 
or wave of excitement. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
44 I’m hard-headed and tough-minded in my attitude. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
45 Sometimes I’m not as dependable or reliable as I should be. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
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46 I am seldom sad or depressed. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
47 My life is fast-paced. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
48 I have little interest in speculating on the nature of the universe or the human 
condition. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
49 I generally try to be thoughtful and considerate. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
50 I am a productive person who always gets the job done. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
51 I often feel helpless and want someone else to solve my problems. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
52 I am very active person. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
53 I have a lot of intellectual curiosity. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
54 If I don’t like people, I let them know it.  
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
55 I never seem to be able to get organised. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
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56 At times I have been so ashamed I just wanted to hide. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
57 I would rather go my own way than be a leader of others. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
58 I often enjoy playing with theories or abstract ideas. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
59 If necessary, I am willing to manipulate people to get what I want. 
  
Strongly Disagree       Disagree       Neutral       Agree       Strongly Agree    
  
60 I strive for excellence in everything I do. 
  






E.5. POMS Questionnaire (Experiment 1) 262
E.5 POMS Questionnaire (Experiment 1)
Profile of mood states  
 
Below is a list of words that describe feelings people have. Please read each one carefully, 
then circle the number which best describes the extent to which you have this feeling now. 
 
  Not at all A little Moderately Quite a lot Extremely 
  1. Tense 0 1 2 3 4 
  2. Worn out 0 1 2 3 4 
  3. Angry 0 1 2 3 4 
  4. Lively 0 1 2 3 4 
  5. Confused 0 1 2 3 4 
  6. Shaky 0 1 2 3 4 
  7. Sad 0 1 2 3 4 
  8. Grouchy 0 1 2 3 4 
  9. Active 0 1 2 3 4 
10. On edge 0 1 2 3 4 
11. Annoyed 0 1 2 3 4 
12. Energetic 0 1 2 3 4 
13. Hopeless 0 1 2 3 4 
14. Relaxed 0 1 2 3 4 
15. Resentful 0 1 2 3 4 
16. Unworthy 0 1 2 3 4 
17. Uneasy 0 1 2 3 4 
18. Can’t concentrate 0 1 2 3 4 
19. Fatigued 0 1 2 3 4 
20. Listless 0 1 2 3 4 
21. Nervous 0 1 2 3 4 
22. Lonely 0 1 2 3 4 
23.  Muddled 0 1 2 3 4 
24. Furious 0 1 2 3 4 
E.5. POMS Questionnaire (Experiment 1) 263
  Not at all A little Moderately Quite a lot Extremely 
25. Cheerful 0 1 2 3 4 
26. Exhausted 0 1 2 3 4 
27. Gloomy 0 1 2 3 4 
28. Sluggish 0 1 2 3 4 
29. Weary 0 1 2 3 4 
30. Bewildered 0 1 2 3 4 
31. Alert 0 1 2 3 4 
32. Bitter 0 1 2 3 4 
33. Efficient 0 1 2 3 4 
34. Forgetful 0 1 2 3 4 
35. Guilty 0 1 2 3 4 
36. Vigorous 0 1 2 3 4 
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E.6 Experiment 1 Questions (Experiment 1)
 
 
General Questions 1  You are now to be asked the first of two sets of general information questions. Be sure to answer questions the way you are instructed on the information sheet. Please let me know when you are ready.   1.  What is your first name?  2.  What is your mother’s first name?  3.  Are you a member of any societies?  4.  Do you smoke?  5.  Have you ever been arrested?  6.  What is the most important quality you look for in a mate?  7.  Have you ever cheated on an exam?  8. What was the title of the last book you read?  9.  Tell me more about the book.   OK, that’s the end of this stage of questions. Please look at your instructions for the next stage of questions and let me know when you are ready.   
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General Questions 2  You are now to be asked the second of two sets of general information questions. Be sure to answer questions the way you are instructed on the information sheet. Please let me know when you are ready.   1.  What is your age?  2.  Do you have any birthmarks?  3.  What year were you born? 
 4.  Do you have siblings?  5. How old is the oldest child in your family?  6. Do you have any pets?  7.  What is your natural eye colour?  8.  Have you ever visited Spain? 
 9. Where was the last foreign country you visited?  10. Tell me some more about the trip.   OK, that’s the end of this stage of questions. Please look at your instructions for the next stage of questions and let me know when you are ready.   
E.6. Experiment 1 Questions (Experiment 1) 266
 
 
Last Sunday You are now to be asked a set of questions about the previous Sunday. Think about what you did this past Sunday. Take as much time as you need, and let me know when you feel ready to answer questions about this. Be sure to answer questions the way you are instructed on the information sheet.  1.  About what time did you awaken?  2.  Did you go to church on Sunday?  3.  About what time did the service begin?  4.  What was the sermon about?  5. What did you eat for your main meal?  6. Who was the cook?  7. Did you do any work or study?    8. How many hours did you do?   9. What did you do in the evening?  10. What time did you go to bed?  
 OK, that’s the end of this stage of questions. Please look at your instructions for the next stage of questions and let me know when you are ready.    
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Last Saturday You are now to be asked a set of questions about the previous Saturday evening. Think about what you did this past Saturday evening. Take as much time as you need, and let me know when you feel ready to answer questions about this. Be sure to answer questions the way you are instructed on the information sheet. 
 
1.  Around 9 PM Saturday night, where were you? 
 
2.  What were you doing? 
 
3.  Were you with others? 
 
4.  How many people were you with? 
 
5.  Were you with someone you are attracted to romantically? 
 
6. Were you drinking alcohol? 
 
7.  At the time, were you drunk? 
 
8.  Did you enjoy what you were doing? 
 
9. What was the last thing you ate that evening? 
 
10. What time did you go to bed? 
 
 OK, that’s the end of this stage of questions. Please look at your instructions for the next stage of questions and let me know when you are ready. 
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High-School Senior Year 
 You are now to be asked a set of questions about your final year of high-school. Think back to your final year in high school. Think about who your 
teachers were, who your friends were, and so on. Think also about how good a 
student you were. Take as much time as you need, and let me know when you 
feel ready to answer questions about this. Be sure to answer questions the way you are instructed on the information sheet. 
 
 
1. What’s the name of the school you attended? 
 
2. Which subjects were you studying? 
  
3.  What was the name of your <subject> teacher? 
 
4. Approximately how old was this teacher? 
 
5. As a senior, did you have a best friend? 
 
6. Was your best friend a male? 
 
7. What was your best friend’s first name? 
 
8. Were you well-behaved as a student? 
 
9. Were you disappointed with your final grades? 
 
10.  During your senior year, did you fail any classes? 
 
 11. Which classes did you fail? 
 
12. Do you still keep in contact with anyone from school? 
 








 You are now to be asked a set of questions about your university and employment history. Think about your employment history or university 
history. Also, if you are currently employed or studying, think about the main 
position you have. Let me know when you feel ready to answer questions 
about these. Be sure to answer questions the way you were told to outside 
and answer as quickly as you can. 
 
 
1.  Are you currently employed or are you studying? 
 
2.  What do you do? 
 
3. When did this position start? 
 
4.  Have you ever lied on a job application? 
 
5.  What did you lie about? 
 
6.  Do you consider yourself a good <employee/student>? 
 
7.  What job have you had that you enjoyed the most? 
 
8.  When you have finished studying, what do you want to do 
professionally? 
  
9. Why does this attract you? 
 
10.  Do you think your degree major relates to your professional interests? 
 
 OK, that’s the end of this stage of questions. Please look at your instructions for the next stage of questions and let me know when you are ready. 
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E.7 Veracity Orders (Experiment 1)
Question Stage You must:
General 1 Tell the Truth
General 2 Lie
Last Sunday Tell the Truth
Last Saturday Evening Lie
High-School Tell the Truth
Employment/University History Lie
When answering each stage of questions, you must either tell the truth 
OR lie as convincingly as possible as instructed below.
You will be asked a total of six stages of questions ordered as shown in 
the table below. Each stage is around 10 questions.
TRUTH / DECEPTION EXPERIMENT
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Question Stage You must:
General 1 Lie
General 2 Tell the Truth
High-School Lie
Employment/University History Tell the Truth
Last Sunday Lie
Last Saturday Evening Tell the Truth
When answering each stage of questions, you must either tell the truth 
OR lie as convincingly as possible as instructed below.
TRUTH / DECEPTION EXPERIMENT
You will be asked a total of six stages of questions ordered as shown in 
the table below. Each stage is around 10 questions.
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Question Stage You must:
Last Sunday Tell the Truth
Last Saturday Evening Lie
General 1 Tell the Truth
General 2 Lie
High-School Tell the Truth
Employment/University History Lie
TRUTH / DECEPTION EXPERIMENT
You will be asked a total of six stages of questions ordered as shown in 
the table below. Each stage is around 10 questions.
When answering each stage of questions, you must either tell the truth 
OR lie as convincingly as possible as instructed below.
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Question Stage You must:
Last Sunday Lie
Last Saturday Evening Tell the Truth
High-School Lie
Employment/University History Tell the Truth
General 1 Lie
General 2 Tell the Truth
TRUTH / DECEPTION EXPERIMENT
You will be asked a total of six stages of questions ordered as shown in 
the table below. Each stage is around 10 questions.
When answering each stage of questions, you must either tell the truth 
OR lie as convincingly as possible as instructed below.
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Question Stage You must:
High-School Tell the Truth
Employment/University History Lie
General 1 Tell the Truth
General 2 Lie
Last Sunday Tell the Truth
Last Saturday Evening Lie
TRUTH / DECEPTION EXPERIMENT
You will be asked a total of six stages of questions ordered as shown in 
the table below. Each stage is around 10 questions.
When answering each stage of questions, you must either tell the truth 
OR lie as convincingly as possible as instructed below.
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Question Stage You must:
High-School Lie
Employment/University History Tell the Truth
Last Sunday Lie
Last Saturday Evening Tell the Truth
General 1 Lie
General 2 Tell the Truth
When answering each stage of questions, you must either tell the truth 
OR lie as convincingly as possible as instructed below.
TRUTH / DECEPTION EXPERIMENT
You will be asked a total of six stages of questions ordered as shown in 
the table below. Each stage is around 10 questions.
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Stage StageName T/F Time X-Gaze Y-Gaze ROI Head Hand Pupil Size Blinks Talk Hit Point
4 General 2 T 317.6061 1.6363 0.3127 44 0.0228 0.0228 0.634433 BLINK don_body-FACES100
4 General 2 T 317.6227 1.697 0.1638 44 0.0225 0.0225 0.634433 don_body-FACES100
4 General 2 T 317.6394 1.7238 0.0656 44 0.0326 0.0212 0.634433 don_body-FACES100
4 General 2 T 317.6561 1.7238 0.0656 44 0.0706 0.0244 0.634433 TALK don_body-FACES100
4 General 2 T 317.6727 1.4403 0.6962 44 0.0581 0.035 0.634433 don_body-FACES100
4 General 2 T 317.6894 1.4293 0.7335 44 0.056 0.035 0.634433 don_body-FACES100
4 General 2 T 317.7061 1.6444 0.3136 46 0.0512 0.0325 0.634433 don_body-FACES100
4 General 2 T 317.7227 1.6444 0.3136 46 0.0871 0.0451 0.634433 don_body-FACES100
4 General 2 T 317.7394 1.6444 0.3136 46 0.0853 0.0407 0.634433 TALK don_body-FACES100
4 General 2 T 317.756 0.8523 1.4074 46 0.0237 0.0229 0.634433 don_body-FACES100
4 General 2 T 317.7727 0.8523 1.4074 46 0.0811 0.0397 0.634433 don_body-FACES100
4 General 2 T 317.7893 0.8523 1.4074 46 0.1632 0.0745 0.634433 don_body-FACES100
4 General 2 T 317.806 0.8523 1.4074 44 0.1773 0.0708 0.634433 don_body-FACES100
4 General 2 T 317.8227 0.8523 1.4074 44 0.1071 0.0574 0.634433 don_body-FACES100
4 General 2 T 317.8394 0.8523 1.4074 44 0.1347 0.0798 0.634433 don_body-FACES100
4 General 2 T 317.856 0.8523 1.4074 44 0.0851 0.0444 0.634433 TALK don_body-FACES100
4 General 2 T 317.8727 0.8523 1.4074 44 0.1508 0.0667 0.634433 don_body-FACES100
4 General 2 T 317.8893 0.7497 0.1719 44 0.1723 0.1076 0.634433 don_body-FACES100
4 General 2 T 317.906 0.7522 0.1362 46 0.1671 0.131 0.724425 TALK don_body-FACES100
4 General 2 T 317.9226 0.7428 0.1706 46 0.1683 0.1218 0.724425 don_body-FACES100
4 General 2 T 317.9393 0.742 0.1793 46 0.1689 0.1237 0.758975 don_body-FACES100
4 General 2 T 317.9559 0.739 0.1876 46 0.1686 0.1245 0.758975 don_body-FACES100
4 General 2 T 317.9726 0.7371 0.2027 46 0.1689 0.1226 0.758975 don_body-FACES100
4 General 2 T 317.9893 0.7397 0.2049 25 0.1682 0.1233 0.758975 chair02-FACES
4 General 2 T 318.0068 0.7359 0.2176 25 0.1687 0.1254 0.758975 chair02-FACES
4 General 2 T 318.0226 0.7359 0.2176 25 0.1632 0.0745 0.758975 chair02-FACES
4 General 2 T 318.0393 0.7408 0.2378 25 0.1667 0.1291 0.758975 BLINK chair02-FACES
4 General 2 T 318.0559 0.736 0.2475 46 0.1699 0.1304 0.737407 don_body-FACES100
4 General 2 T 318.0726 0.7326 0.2549 46 0.1684 0.1304 0.7154 don_body-FACES100
4 General 2 T 318.0892 0.7332 0.2551 46 0.1689 0.1304 0.7154 don_body-FACES100
4 General 2 T 318.1059 0.7324 0.2618 21 0.1688 0.1324 0.7154 B6-FACES
4 General 2 T 318.1225 0.727 0.2749 21 0.1694 0.1327 0.7154 B6-FACES
4 General 2 T 318.1396 0.7278 0.2827 21 0.1693 0.1355 0.704777 B6-FACES
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University College London 
Gower Street 










PROJECT: EYE CATCHING 
Investigators: William Steptoe, Anthony Steed 
 
To be completed by volunteers: 
We would like you to read the following questions carefully. 
 
Have you read the information sheet about this study?    YES/NO 
Have you had an opportunity to ask questions and discuss this study?  YES/NO 
Have you received satisfactory answers to all your questions?   YES/NO 
Have you received enough information about this study?    YES/NO 
Which investigator have you spoken to about this study?    ………… 
Do you understand that you are free to withdraw from this study?   
• At any time        YES/NO 
• Without giving a reason for withdrawing     YES/NO 
Do you agree to take part in this study?      YES/NO 
 








In case you have any enquiries regarding this study in the future, please contact: 
 
William Steptoe 
Department of Computer Science 
University College London 
Gower Street 
London WC1E 6BT 
 
+44 (0) 20 7679 7215 Tel 
+44 (0) 20 7387 1397 Fax 
 
W.Steptoe@cs.ucl.ac.uk 
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Professors: Anthony Finkelstein (Head of Department), 
Simon R Arridge, Bernard F Buxton, Ingemar Cox, Mark Handley, David T Jones, 
 Peter T Kirstein, Mel Slater, Harold Thimbleby, Philip C Treleaven, Steve R Wilbur, M Angela Sasse                   
Readers: Wolfgang Emmerich, Ann Blandford 
University College London 
Gower Street 











TRUTH/DECEPTION EXPERIMENT 2 






Thank you for participating in our study. Please read through this information sheet and feel 
free to ask any questions. The experimenters will answer any general questions, however the 






In this particular study you will be viewing a series of video-clips of computer-generated 
characters (avatars). In each video, the avatar will be seen to answer a series of questions, 
and the avatar will move and talk. These videos were captured during a previous experiment 
in which people were put in an ‘interview’ scenario and asked a number of questions. Certain 
movement and speech of these people was recorded and ‘mapped’ onto an avatar. So for 
example, if one of the people shakes their head and says “no”, the avatar will be seen to do 
the same. 
 
Your task today is to make judgments for each of the clips. You will be asked whether you 
think the person is telling the truth or lying, and how confident you are about this rating. You 
will also be asked how interested in the interaction you think the person is and again how 
confident you are in your answer.  
 
Toady you will be shown a total of 24 clips. 16 of them will feature video and audio, and on 8 
of them, the video will be turned off and you will only hear the audio. 
 





This study has been approved by the UCL ethics committee under project ID number 
0432/001. 
 
Please ask any questions that come to mind. Read and sign the Consent Form. 
 
Information that we collect will never be reported in a way that specific individuals can be 
identified. Information will be reported in a statistical and aggregated way, and any verbal 
comments that you make, if written about in subsequent papers, will be presented 
anonymously. 
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PROCEDURES 
• You will be asked to read, understand and sign a Consent Form. If you sign it the study 
will continue with your participation. Note that you can withdraw at any time without 
giving any reasons. 
• You are asked to switch off mobile phones before the experiment. 
• Thank you for your participation. Please do not discuss this study with others for about 
three months, since the study is continuing. 
• Any other questions? 
 
In case you have any enquiries regarding this study in the future, please contact: 
 
William Steptoe 
Department of Computer Science 
University College London 
Gower Street 
London WC1E 6BT 
 
+44 (0) 20 7679 7215 Tel 
+44 (0) 20 7387 1397 Fax 
 
W.Steptoe@cs.ucl.ac.uk 
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E.12 Participant Response Sheet (Experiment 2)
Always Lying Always Telling 
the Truth 
Very Unsure Very Sure 










Do you think the person is telling the truth or lying? 
1 2 3 4 5 6 7 
 






How engaged in the interaction does the person appear to be? 
 
 




1 2 3 4 5 6 7 
1 2 3 4 5 6 7 
1 2 3 4 5 6 7 
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Appendix F
Materials for the Oculesic Models Experiments
F.1 Images from the Oculesic Behaviour Experiment
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F.3 Images from the Eyelid Models General Impact Experiment
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F.4. Images from the Gaze Model Experiment 289
F.4 Images from the Gaze Model Experiment
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