This paper presents a laser-based auto-stereoscopic 3D display technique and a prototype utilizing a dual projector light engine. The solution described is able to form dynamic exit pupils under the control of a multi-user head-tracker. A prototype completed recently is able to provide a glasses-free solution for a single user at a fixed position. At the end of the prototyping phase it is expected to enable a multiple user interface with an integration of the pupil tracker and the spatial light modulator.
INTRODUCTION

T HE HELIUM3D display is under development in a European
Union -funded project that includes eight partners from Europe, Turkey and China. The main contribution will be as follows: enabling of a glasses-free stereoscopic display technique, more efficient usage of light sources via sophisticated optical set-up and enhancement of picture quality with the use of laser light sources. Until now, there have been several publications reviewing the concept and updating its status, [1] , [2] , [3] , [4] , [5] and [6] . The interest of the market in 3D display technologies has increased in the past years. Currently most of the display manufacturers provide 3D displays with shutter glasses.
In its initial prototype form full resolution images are obtained by producing images at 120 Hz so that a stereo image pair is presented without any loss of resolution. This has an advantage over parallax barrier or lenticular [8] multi-view displays where there is a trade-off between the number of views and the resolution seen by the viewers. Multi-view displays also have a limited depth of field unless a large number of views are displayed.
Integral imaging displays were an early technique and first proposed by Gabriel Lippmann in 1908, [8] . An array of small lenses is used to produce a series of elemental images in their focal plan. If the lens array is two-dimensional flys eye lens then motion parallax in both the horizontal and vertical is provided. A fundamental problem with this technique is the production of images with reversed depth known as pseudoscopic images. The effect is unnatural and normal orthroscopic images are required; there have been methods 978-1-61284-162-5/11/$26.00 c 2011 IEEE devised to overcome this problem [9] without degradation of the images. NHK in Japan has carried out research into integral imaging for several years including one approach using projection [10] . Hitachi has demonstrated a 10 inch "Full Parallax 3D display"; that has a resolution of 640 x 480. This uses 16 projectors in conjunction with a lens array sheet [11] and provides both vertical and horizontal parallax.
DESCRIPTION OF THE SYSTEM
As illustrated in Figure 1 , whole system consists of three principal parts, these are: the light engine, the transfer screen and the head tracker. These are described in detail in the various papers cited. The light engine consists of the light source, the beam shaping optics, a scanner mirror and two Liquid-Crystal-on-Silicon (LCoS) projectors. Red, green and blue (RGB) lasers are used as light sources. The three laser sources are combined via an X-Cube prism that is taken out of a conventional projector. Combined light is sent into the beam shaping optics. The aim is to create a uniform white line at the LCoS planes. This line is scanned on to LCoS unit using a scanning mirror that is fed by a 60 Hz saw-tooth drive signal. The pupil tracker unit is capable of tracking and locating a user's head and eye position in real-time as (x,y) coordinates. Information coming from the pupil tracker is fed into the Spatial Light Modulator (SLM). The transfer screen is discussed in the next section.
TRACKING
A pair of cameras mounted above the display provide a non-contact non-intrusive video based system that gives a near to real-time highprecision four-person head tracker. The fully automated tracker employs an appearance-based method for initial head detection (requiring no calibration) and a modified adaptive block-matching technique for head and eye location measurements after head location. The adaptive block-matching approach compares the current image with eye patterns of various sizes that are stored during initialization.
The tracker is not incorporated into the current prototype as the SLM used cannot control the lateral position of the emergent light. The next iteration of the display incorporates a 256-element linear array in the light path where a transmitting region for each user moves in accordance with the user's position under the control of the pupil tracker.
TRANSFER SCREEN
The prototype shown in Figure 6 is a simplified version of the final prototype where the principal difference is the use of shutter glasses to provide the function of the SLM. The shutter glasses shown in Figure 2 produce fixed exit pupils; these are regions in the viewing field where a left or a right image is seen by the viewer. The purpose of the transfer screen is to enable the directions of the rays exiting the viewing screen to be controlled so that exit pupils are directed to preferred locations. Figure 3 shows the way in which exit pupils are formed with the use of a spherical Fresnel lens and a vertical diffuser. If the screen consisted of a lens only, small exit pupils that are real images of the shutter glass filters would be formed. In order to give viewers vertical movement these images are expanded into the regions shown in the right side of the figure with the use of a lenticular screen acting as a vertical only diffuser. Stereo is presented by displaying an image in the right projection engine and allowing the shutter glass filter corresponding to the right eye to transmit light with the left filter off. During the following frame an image is displayed on the left projector and the left shutter glass filter transmits with the right filter off. In this way left and right images are presented sequentially at the left and right exit pupils. As the scanner directs illumination to the left and right projectors alternately in a single scan the shutter glasses must run in synchronization; this is achieved by controlling the shutter glasses with an infra red LED that runs from the same function generator as the scanner. The object of the HELIUM3D display is to provide more than one pair of exit pupils so that several viewers can be accommodated and exit pupil movement in both the X and Z directions and viewers are able to move around over a large area. The performance of this prototype is limited and to address this, the final version will incorporate the following:
• Replace the Fresnel lens with a Gabor super lens to give a wider viewing field.
• Use a linear SLM with comprising 256 elements instead of the shutter glasses. This enables several exit pupil pairs to be produced that can be steered in the X and Z directions under the control of a multi-user head position tracker.
CURRENT PROTOTYPE
Currently the existing prototype has some deviations from the designed system that was introduced in Section 2. As discussed in Section 2, RGB laser light sources are used. Two different sets of laser sources are used as light sources in experiments. The first set consists of controllable low power single-emitter laser light sources (100 ∼ 200 mW). The second set consists of controllable high power multi-emitter (2×24) laser light sources from Arasor (3000 ∼ 4000 mW). but the current prototype uses the first set but in the near future experiments of the whole system with second set will be made; this is expected to have a brighter and more uniform image at the user plane. Fig. 4 . ZEMAX design of the light engine of the prototype.
Unlike Figure 4 , the existing prototype combines three light sources using dichroic mirrors instead of an X-Cube. The prototype consists of two LCoS units, but rest of the used optics are the same. Taken from conventional projectors the 60 Hz projection engines are used to provide 120 Hz frame rate by displaying their outputs alternately in 16.7 ms period. The scanned beam inputs both projectors in single sweep. Figure 5 shows how three colors are combined and fed into dual LCoS units. It should be noted that there is a group of mirrors at the entrance of the LCoS units; these are used to separate the two input paths during the sweep. After existing the LCoS units the light enters the transfer screen section. One major difference between the existing prototype ant the final system is the SLM; currently, a pair of NVIDIA 3D Vision's shutter glasses is in used as the SLM. The drive signals of mirrorscanner and the shutter glasses are provided from the same function generator, so that, both signals are synchronized. Beside this hardware implementation of the synchronization, software has been developed to control the shutter glasses without generating the drive signal externally, see [12] . Synchronization is necessary to decrease the ghosting effect to a negligible level and during experiments this has not been noticeable. Figure 6 shows a photograph of the existing prototype operating for a single user. Fig. 6 . A photograph of the whole system operating for a single user. The current prototype is able to provide 3D for a single user. At normal ambient indoor illumination conditions Figure 7 is an early result that shows what a single user sees when the user sits in front of the screen. A change in lens settings enabled a latest result from the bench that is far more promising then Figure 7 . In addition to static images the current system can also demonstrate stereo video content. It was observed that playing a movie image gives more immunity against imperfections in the set-up such as imperfect color balance or other image artifacts.
RECENT RESULTS
In addition to the existing prototype, experiments with high power lasers are continuing. The goal is to replace the first set of lasers with the high power versions. Another set-up has been developed to examine the performance of the system before the lasers are replaced. Figure 8 shows the set-up with second high power set where RGB laser sources are combined via a dichroic mirrors. The combined white light is coupled to a fibre whose output illuminates the beam shaping optics consisting of micro-lens arrays. As shown in Figure 9a , the distribution of the light after the fibre coupling at LCoS plane has a homogeneous light density distribution. It was observed that the system without the fibre coupling resulted with a strong variation in light density at LCoS plane and can be observed with the naked eye. The variation without the fibre coupling is caused by a varying pattern of periodic brighter and darker lines at the LCoS plane due to diffraction artifacts. Therefore, the result with the fibre coupling can be concluded as an important milestone for the project as this gives improved image quality and the brightness at the user plane. Figure 10 shows the light density distribution of the Figure 9b . The intensity variations in Figure 10 can be improved further by adjusting the micro-lens arrays configuration.
CONCLUSION
The most recent results from the experiment bench has been presented. It is shown that the prototype is capable of 3D display for a single user. Effective light source usage enables the prototype to operate in well-illuminated environments such as homes and offices so that the one of the project's goals is reached. At this time it has been demonstrated that the current prototype is close to providing a good auto-stereoscopic 3D display system. There are still some parts to be integrated in order to finalize the prototype and evaluate this. The final prototype will incorporate a high power RGB, laser set with fibre coupled beam shaping optics, an SLM and pupil tracker unit and improved transfer screen. The most challenging component is the SLM which must be fast with a response time of around 160µs and comprise 256 elements in a linear array. This is currently under development and is expected to be incorporated into the prototype in the near future.
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