Abstract. This paper establishes a general semigroup framework for solving quadratic control problems with infinite dimensional state space and unbounded input and output operators.
1. Introduction. The object of this paper is to present a general semigroup theoretic framework for solving the linear quadratic control problem (LQCP) for systems with an infinite dimensional state space and unbounded input and output operators.
The LQCP has been one of the central research problems in the area of mathematical systems, theory for more than twenty years. This is partly due to its beautiful mathematical structure. Furthermore, the LQCP provides a link between the area of optimal control and structure theory for linear control systems, and last, but not least, the infinite time quadratic cost problem leads to a numerically stable procedure for stabilizing a linear system by feedback.
For finite dimensional systems the LQCP is now well understood (see e.g. Willems [28] , Wonham [29] ) and a more or less complete generalization ofthe finite dimensional theory has been developed for infinite dimensional systems with bounded input and output operators (see e.g. Datko [6] , Curtain and Pritchard [4] , Lions [19] , Gibson [10] , Bensoussan, Delfour and Mitter [2] , Zabczyk [30] ).
In many dynamical systems, the control and observation processes are severely limited. For example there may be delays in the control actuators and measurement devices. Also for systems described by partial differential equations (PDE) it may not be possible to influence or sense the state at each point of the spatial domain. Instead controls and sensors are restricted to a few points or parts of the boundary. Modelling such limitations results in unbounded input and output operators. For infinite dimensional systems with unbounded input and output operators the LQCP has recently been studied by various authors. One of the first papers in this direction was by Lukes and Russell [20] and involved spectral operators. The classical reference for parabolic systems is of course the book of Lions [19] . His results have only recently been generalized to parabolic systems with a larger degree of unboundedness in the input and output operators (Pollock and Pritchard [22] , Balakrishnan [1], Flandoli [9] , Lasiecka and Triggiani [16] , Sorine [26] , [27] ). The LQCP for first order hyperbolic PDE's has been studied by Russell [23] . Lasiecka and Triggiani [18] consider the higher dimensional wave equation with Dirichlet boundary control. In their paper the resulting optimal feedback operator is unbounded. For retarded systems with input delays we refer to Ichikawa 12] and Delfour [8] and for neutral systems with output delays to Datko [7] and Ito and Tam [14] .
All of these papers deal with very specific classes of infinite dimensional systems--so far, no attempt has apparently been made to develop a general semigroup theoretic approach for the infinite dimensional LQCP with unbounded input and output operators which applies both to parabolic and hyperbolic PDE's as well as to retarded and neutral functional ditterential equations (FDE) . In the present paper we fill this gap. An essential feature in our approach is that the semigroup S(t) which describes the dynamics of the homogeneous equation is not assumed to have any smoothing properties. This is possible by means of the theory developed in Salamon [25, Chap. 1.3] and provides the basis for our approach to .the LQCP.
In 2 we solve the finite quadratic control problem in the general semigroup theoretic framework. In particul.ar, we derive the existence of a unique-nonnegative solution P(t) of the operator differential Riccati equation and we show that the unique optimal control is given by a time-varying feedback law involving this operator P(t). We point out that the solution operator P(t) of the Riccati equation has smoothing properties and that the associated feedback operator is bounded.
Section 3 is devoted to the infinite time problem and the solution is described in terms of the operator algebraic Riccati Using the condition (H2') and its dual, we can define a strongly continuous operator PF( t) ( V, V*), by PF(t)x=C*F(tl, t)GCF(tl, t)X+ (I)*(% t)C*CCF(" t)xdz (2.12) + c*F(,, t)F*(,)RF(,)CF(-, t)xd, for to -< -< and x V. Then the cost of the feedback control (2.5) 
where x( t), to <-l, is given by (2.3).
oo We sketch only the main steps of the proof for the case Xo Let x(t)
be the mild solution of (2.1) given by (2.3) and define V( t) u( t) F( t)x( t), 
holds for to<=t<=tl and x W. Applying Lemma 2.6 to F(t)=-R-IB*Pk_I(t) and Uk(t)=--R-B*Pk(t)x(t), we obtain (Xo, Pk+,( to)Xo) J( Uk) (Xo, Pk( to)Xo) Let us define the sequence Pk (t) 0( V, V*) recursively through so that
for k e and to<-t<-tl, where PF(I) is given by (2.12). Let us also define (s,t)=(s,t),
the canonical isomorphism (Remark 2.3), we obtain the strong convergence of this sequence to a nonnegative limit operator on V. Hence the operators Pk(to) ( V, V*) converge strongly to a nonnegative self adjoint operator P(to) ( V, V*). The same conclusion is valid for every to, t] since to <-tl can be chosen arbitrarily.
Moreover, (2.20) shows that the operators Pk(t)(V, V*), to<= t<= tl, kt are uniformly bounded. Hence the limit operator P(t) ( V, V*) is strongly measurable and uniformly bounded on the interval to, t]. Therefore we can introduce a strongly continuous evolution operator (s, t) F(S, t) (V) f'l (W) which is defined by (2.6) with F( t) -R-1B*P( t). 
and apply Gronwall's lemma. Then the desired convergence of k(s, t)x follows from the pointwise strong convergence of Pk(') to P(') together with the dominated convergence theorem.
As a consequence of this convergence result we obtain that qk(s, t) converges to ,(s, t) both in (V) and in (W) (2.16) . In order to prove the uniqueness for the solution of (2.16) together with the statements on the optimal control, let us assume that P(t) ( V, V*) is any strongly continuous, nonnegative solution of (2.16). Moreover, let Xo V, u(.) LE(to, tl; U) be given, let x(t) V be the corresponding solution of (2.1) which is given by (2.3) and define v(t) u(t)+ R-1B*P(t)x(t) for to -< t_-< tl. Then it follows from Lemma 2.6 that (2.21) J(u)=(Xo, P(to)Xo)+ (v(t), Rv(t)) at. -(Cz, Cx)+(z, P(t)BR-'B*P(t)x).
This implies (, P(t)X)z,z. , Gx + [A*P(s)x + P(s)Ax P(s)BR-B*P(s)x + C*Cx] dS)z,z and hence (2.24a). Thus we have proved that (iii) implies (iv).
Conversely, let us assume that P(t) satisfies (2.24) . Then the following equation holds for every x e Z and every e to, h]
where the integral has to be understood in the Hilbe space Z* and P(t) is the strong derivative of P(t), to t t regarded as an operator in (Z, Z*). 
Px=S*p(t)PS(t)x+ S*p(s)[C*C+PBR-'B*P]Sp(s)xds. (3.7)
(ii) For every x W and every >-0 Px=S*(t)PS(t)x+ S*(s)C*CS(s)xds.
(iii) For every x W and every >-0 (3.8)
Px= S*(t)PS(t)x+ S*(s)[C*C-PBR-1B*P]S(s)xds. (i) The hypothesis (H4) is satisfied if and only if there exists a nonnegative self adjoint solution P ( V, V*) of (3.9) .
(ii) If (H4) is satisfied, then there exists a unique optimal control Up(. L2(0, oo; U) which is given by the feedback law. (3.10) Up(t)=-R-1B*Px(t), t>-O, where P (V, V*) is the (unique) minimal solution of (3.9) . Moreover, the optimal cost is given by (3.11) J( up) (Xo, Pxo).
(iii) If (H4) is satisfied, then the minimal solution P L( V, V*) of (3.9) is strong limit of PT(0) ( V, V*) as T goes to infinity where Pr( t) is defined by (3.4).
Proof. First recall that the optimal control of the finite time problem on the interval [0, T] is given by ur(t) -R-1B*Pr(t)x(t), 0 <-<-T, and the optimal cost by Jr(ur) (Xo, Pr(O)xo) (Theorem 2.7). So (H4) implies that (Xo, P(O)xo r,(u,) -< r(u,,o) _-< r(U,,o) < oo and thus there exists a limit of the increasing function (Xo, Pr(0)Xo), T= > 0, for every Xo V. Hence there exists a nonnegative, self adjoint operator P ( V, V*) which is the strong limit of P-(0) (Kato 15 
S*(s)[C*C-Pr(s)BR-1B*Pr(s)]S(s)xds lira S*()S*(s-t)[C*C-Pr(s)BR-B*Pr(s)]S(s-t)S(t)xds + lira S*(s)[C*C-Pr(s)BR-B*Pr(s)]S(s)xds lim S*(t)Pr(t)S(t)x+ S*(s)[C*C-PBR-B*P]S(s)xds T =S*(t)PS(t)x+ S*(s)[C*C-PBR-B*P]S(s)xds
and hence P e ( V, g*) is a solution of (3.6), (3.7), (3.8) and (3.9).
Conversely, let Q e ( g*) be any nonnegative solution of (3.9) and let uo(t) -R-B*Qx(t) be the corresponding feedback control law with the associated closed loop semigroup So(t) e (V) (W). Then the following inequality holds for every Xoe g Xo Qxo) i ((So(t) Xo QS 0 (t)Xo) + (So(s)xo, [C'C+ QBR-B*Q]So(s)xo} ds (3.13) and hence (H4) is satisfied. Moreover, the operator P e (g, g*) defined by (3.12) satisfies the inequality (3.6) . Finally, taking Q= P, we conclude that the unique optimal control is given by (3.10) with cost (3.11) . [ Proof If P(V, V*) is a positive semidefinite solution of (3.9) , then the inequality (3.13) with Q= P shows that the closed loop control up(t)=-R-1B*Px(t) has a finite cost for every initial state Xo V. By hypothesis (H5) this means that IIs,( t)Xoll dt < oo for every Xo V. Hence it follows from a result of Datko [5] that the semigroup Sp(t) (V) is exponentially stable (see Curtain and Pritchard [4] ). The stability of Sp(t) shows that we have equality in (3.13) and hence (Xo, Pxo). >-(Xo, Qxo) holds for every Xo 6 V. Interchanging the roles of P and Q, we conclude that P Q. v1 FinalLy, let us briefly discuss the hypotheses (H4) and (HS) which are chosen in a general sense but are difficult to check in concrete examples. In most cases it might be desirable to replace them by stronger assumptions which are easier to check.
Remarks 3.5. Let (H1) and (H2) be satisfied.
(i) Suppose that system (2.1) is stabilizable in the sense that there exists a feedback operator F (V, U) such that the closed loop semigroup Sv(t) (V) defined by Moreover, we will assume at some places that M:Cg-> R" is of the special form , x L2(-h, 0; "). Moreover it has been shown in [3] , [25] that the evolution of the state (ii) It has been proved in Burns, Herdman and Stech [3] and Salamon [25] that system (4.1) satisfies the hypotheses (H1) and (H2) sup Ret'det I-A_e-h =0 <0. j=l These facts have been established by Henry [11] for S(t) .(W). They extend to S(t) (M2) because of the similarity of these two semigroups through the transformation/xI-A" W--> M 2 with/x tr(A). [14] and Datko [7] (4.12) A* r / 7rA / C* C 7rBB* rr 0 (this equation must be understood in the space -( W, W*)). Moreover the optimal cost is given by (4.13) J(u) (dp, rdp)M2.
SF(t)x=S(t)x+ S(t-s)BFS(s)xds
(ii) If (4.9) is satisfied, then there exists at most one nonnegative self adjoint solution 7r(M2) of (4.12) . Moreover if zr is such a solution, the closed loop semigroup S,(t) (M2) generated by A-BB* zr is exponentially stable. : Ax + Bu, y Cx where A is a self adjoint operator on a real Hilbert space H. We assume that A has a compact resolvent operator and that the spectrum of A consists of a strictly decreasing sequence An, n e , of real eigenvalues with associated eigenvector bn H, I111 1.
Then A generates the strongly continuous semigroup S(t) on H given by S( t)x E ea"'(x, ok,)4,,. (ii) We can assume without loss of generality that W c H V, i.e. the sequences /3, and yl are bounded. This can always be achieved by redefining b,, c,,/3, and 3',. (iii) It is well known that system (4.14) is stabilizable in the space V if and only if b, # 0 for n 1,..., no (Curtain and Pritchard [4] ).
The system is detectable through the unbounded output operator C:W Y if and only if c, # 0 for n 1,..., no. This follows from an obvious generalization of the standard result for bounded output operators using a perturbation result in Salamon [25] .
We are now in the position to apply the Theorems 3.3 and 3.4 to the Cauchy problem (4.14) with the performance index (4.10 [22] , Flandoli [9] and Sorine [26] , [27] under weaker hypothesis. The assumptions in these papers are, roughly speaking, that A is a self adjoint nonpositive operator on H and that W= V*= ((-A)l/2).
In [9] and [22] it is assumed that the function IlCS(t)Bll.(u,v)is integrable on [0, T], whereas our results are only applicable if this function is square integrable. However, in [9] and [22] the Riccati operator P(t) will only be in (V, H)f'I(H, V*) and correspondingly the optimal feedback operator F( t) -B*P( t) will only be in (H, U) as opposed to ( V, U). [13] and Russell [24] We are now in the position to apply Theorem 2.7 to the Cauchy problem (4.25) with the performance index Furthermore, the optimal control is given by the feedback law (4.31) u(t)= -*(t)x(t). [18] for the higher dimensional wave equation. In their paper the output operator is the identity on the displacement component of the state in L2x H-. This case cannot be treated within our framework. However, the results in [18] are weaker than ours. The uniqueness for the solution of the Riccati equation has not been established in [18] . Furthermore, the Riccati operator in [18] is in (/') and does not have smoothing properties with respect to off.. Consequently the feedback operator becomes unbounded with respect to this space. It seems that for hyperbolic PDE's our assumptions are close to the weakest possible in order to derive a bounded feedback operator.
