To improve the reliability and accuracy of tests used to measure emissions of volatile organic compounds (VOCs) from samples of interior building products, the National Institute of Standards and Technology (NIST) and Virginia Tech (VT) have created a program to develop reference materials with independently predictable emission rates. A diffusive reference material and associated mechanistic model have been developed and are undergoing extensive evaluation. As part of this process, a pilot inter-laboratory study (ILS) was conducted with four laboratories using a polymer material loaded with toluene as the reference source. Results showed the prototype material to be a relatively stable, homogeneous source with consistent emissions both within and between production batches. A comparison of toluene emission rates determined by the laboratories showed relative standard deviations as low as 9%, which are significantly lower than inter-laboratory variations for most previous ILS exercises with VOC sources. At a sample time of 48 h, the mean measured toluene emission rate for all four laboratories was within 1% of the model predicted value. The success of this pilot ILS is a key step toward being able to provide a VOC reference material for independent validation of VOC emission tests conducted in small chambers.
Introduction
The market for interior building products with low emission rates of volatile organic compounds (VOCs) continues to grow with an increased demand for products that are compliant with a range of acceptance criteria. The most common procedure used to determine compliance is to test representative product samples in environmental chambers according to standard methods. A typical chamber test involves placing a prepared specimen in an inert chamber operated at standard conditions of airflow rate, temperature and humidity that are selected to be representative of typical indoor conditions (e.g., an air change rate of 1.0 h À1 , temperature ¼ 23 C, relative humidity ¼ 50%). Concentrations of VOCs of interest are measured in chamber exhaust air at specified times. Using a mass balance on the air within the chamber, and assuming quasi-steady state conditions, the specimen's emission rate in units of mass per area per time is then calculated. The measured emission rate is dependent on multiple factors affecting chamber operation, air sampling and analysis that vary among laboratories. To date, it has not been possible to independently verify the performance of these environmental chamber measurements. The primary method available to assess laboratory performance is via an inter-laboratory study. Such studies can be expensive, time-consuming, and lead to inconclusive results, especially because there is no way to identify which laboratory's results are correct.
The first extensive inter-laboratory studies for product emissions testing were conducted in the 1990s [1, 2] . These early studies showed significant variation among laboratories with relative standard deviations of individual VOC emission rates often around 50% and as high as 240% [3] . Lessons learned from these first studies included the need to use more homogeneous emission sources, increase standardization of test procedures, and independently check portions of the procedure (e.g., sampling methods and analytical performance). Recent studies have benefited from these lessons and have shown significant improvement in the variability among laboratories (less than 20% RSD for several compounds) [4, 5] . However, achieving these improved results required the coordination of more than 30 laboratories over many months. In the end, it still is only possible to characterize laboratory performance based on a measured mean value and standard deviation, not a "true" reference value.
There is a need for a building-like material that has a reference, or known, VOC emission rate that can be used to independently verify a laboratory's performance. The National Institute of Standards and Technology (NIST) is working with Virginia Tech (VT) to develop a homogeneous material that mimics a real building material and has a known emission rate. As described by Cox et al. [6] , a polymer film was selected as a substrate that can be loaded with a representative VOC through a diffusion process. The loaded polymer has an emission profile similar to a typical "dry" building material (e.g., sheet flooring) that can be measured in small chambers commonly used for emissions testing. The advantage of this polymer film reference material is the capability to independently predict the emission rate by first measuring key material properties (i.e., material-phase concentration and diffusion and partition coefficients) and then using a mechanistic emission model.
The development of this reference material has followed a multiple phase approach. In Phase I, proof of concept tests were conducted with results showing acceptable agreement between measured concentrations of toluene in the chamber and emission model predictions [6] . Phase II, a pilot inter-laboratory study (ILS) and the focus of this paper, was conducted with four laboratories to assess the prototype material's potential as a reference source and to evaluate scaled-up production of the material. The four participating laboratories were: Air Quality Sciences, Inc. (Atlanta, GA), Berkeley Analytical (Berkeley, CA), National Institute of Standards and Technology (Gaithersburg, MD), and National Research Council of Canada (Ottawa, Canada). Each laboratory was sent four reference material films that included two films from two different production batches. Specific study goals were to: 1) assess the variability of chamber test results within a single reference material production batch; 2) assess the variability of chamber test results between different production batches; 3) assess the variability of chamber test results among different laboratories; 4) evaluate the ability of the mechanistic model to predict the emission rate of the reference material in different test chambers; and 5) gain experience for a larger study involving more laboratories.
Material and methods

Loading reference materials for ILS
The first steps included loading the polymer films at VT and distributing them to the participating laboratories. To load the polymer films with a specific amount of toluene, a gas calibrator with a mass flow controller was used to generate a continuous air stream with a constant toluene concentration. The toluene-laden air was passed through two 7-L stainless steel vessels connected in series, each holding several polymer films. The effluent air from the second vessel was passed through a high-resolution (0.1 mg) dynamic microbalance and then exhausted to a fume hood. As shown in Fig. 1 , four polymer films (6 cm AE 0.01 cm Â 6 cm AE 0.01 cm) were held in each vessel by aluminum screen fixtures so that they were fully exposed to the toluene in the air. One extra film (3.6 cm AE 0.01 cm Â 3.6 cm AE 0.01 cm) was suspended in the microbalance and its mass was monitored throughout the loading process. All film samples were cut from a single, 0.0254-cm thick (as measured by the manufacturer), polymer (polymethyl pentene) sheet using a desktop rotary paper trimmer. During the loading process, toluene molecules were absorbed into the films until sorption equilibrium was reached between the material-phase and air-phase. Simultaneously, the film on the microbalance underwent the same mass transfer process and was representative of all of the film samples. Therefore, the mass change data recorded by the microbalance was used to assess the loading process and determine when sorption equilibrium was reached. The total mass increase of the film at the end of the loading process was divided by its volume to determine the material-phase concentration of toluene, which was assumed to be equal to the material-phase concentration of the films in the two loading vessels.
Two separate batches of eight films were loaded, resulting in the production of 16 samples in total. Each laboratory received two samples from each batch. Reproducibility between production batches was achieved by maintaining the same toluene concentration in the supply air. The mass change profiles recorded on the microbalance were nearly the same for each batch (Fig. 2) . The total mass increase at the end of each loading process and consequently, the material-phase concentration of the loaded films in two batches had a relative difference of less than 3%. When the microbalance data indicated that sorption equilibrium was reached, the films were considered loaded. The films were removed from a loading vessel one at a time for packaging, minimizing exposure to ambient air by limiting the time the vessel was opened. A random number generator was used to determine which samples were sent to each laboratory. Each laboratory received one sample from Loading Vessel #1 and a second sample from Loading Vessel #2 (see Fig. 1 ). The packaging procedure included wrapping each film in heavy-duty aluminum foil and placing it in a small sealable plastic bag, carefully evacuating air at each step. The bags were coded, placed in coolers with dry ice, and sent by overnight delivery to the laboratories.
Each laboratory received two aluminum specimen holders for use in their chambers. The polymer film was curved such that it would not lay flat naturally (Fig. 3a) . The holder was designed to provide a level platform and a wire mesh cover to press the film flat against the platform (Fig. 3b ). While this approach increased the film's contact area, it was discovered that an air gap still existed between portions of the sample film and the platform. As a result, variability was potentially introduced, as the exposed emission surface of each film likely was not consistent.
Chamber test method
NIST developed a test method and data entry spreadsheet for each participant. Several chamber set points were specified ( Table 1) . The laboratories were able to comply with the set point within 5% with the exception of the chamber airflow rate set point of 0.065 m 3 / h. This value was selected based on the range of laboratory chamber volumes and a reference sample size of 36 cm 2 to achieve an area specific flow rate of 18.1 m/h. However, not all laboratories operated their chambers at this set point ( Table 2) . As a result, it is not possible to compare "steady-state" chamber air concentrations among laboratories.
NIST asked each laboratory to follow specific procedures for sample preparation, sample loading, air sample collection and chemical analysis. Sample preparation instructions included removing the sample from the freezer, keeping the sample in the sealed bag for 5 min at room temperature, unwrapping the sample and placing it on the sample holder in the center bottom of the chamber with the film's shiny side (convex orientation) down, and finally sealing the chamber. Each lab was asked to record the time it took to complete each step. The experimental time zero was the time the sample was unwrapped.
Laboratories were asked to collect chamber air samples at: 0.5 h, 1 h, 2 h, 4 h, 7 h, 24 h, 27 h, 30 h, 48 h, 51 h, and 54 h, with a minimum of 3 duplicate air samples. Two laboratories collected air samples at additional time points to those that were specified. NIST additionally distributed a liquid standard (100 ng/mL toluene in methanol) to each laboratory for internal assessment of analytical performance. Several parts of the test procedure were left to the discretion of each laboratory. For example, the sample age at the start of each test varied between laboratories from 2 days to 14 days after sample production (samples were stored in a freezer until tested). Three laboratories ran two reference samples simultaneously in two different chambers, whereas the fourth laboratory used a single chamber for all four tests. Laboratories collected and analyzed chamber air samples in the manner of their choice.
Although not specified, all samples were collected on sorbent tubes and analyzed by thermal desorption gas chromatography/mass spectrometry (GC/MS). One laboratory used 1-bromo-4-fluorobenzene as an internal standard for analysis. Individual laboratory sampling and analytical performance was not assessed prior to the reference material testing. As a result, the laboratory results for this study reflect all potential sources of variability.
Emission profile prediction
The emission rate of toluene from the source can be predicted using a mechanistic mass transfer model. The mass transfer mechanisms and the corresponding model that predicts toluene emissions from the loaded films have been presented elsewhere [6] . The model and method used to obtain the model parameters are briefly summarized here.
The emission of a VOC from a homogeneous dry material to a well-mixed chamber includes internal diffusion within the material, characterized by diffusion coefficient D, and partitioning between the material-phase and air-phase at the material/air interface, characterized by partition coefficient K. Assuming a uniform initial VOC concentration in the material, C 0 , the material-phase concentration can be calculated [6, 7] as a function of the distance from the bottom of the material and time. Other parameters required for the model are A, the exposed material surface area, L the material thickness, Q the volumetric airflow rate, and V, the well-mixed chamber volume. If the VOC material-phase concentration at the surface of the material is known, then the chamber air concentration, y, which is in equilibrium with the material-phase concentration at the material surface, can be calculated using K, the partition coefficient.
The model parameters therefore include D, K, C 0 and other directly measurable parameters such as A, L, V and Q. C 0 is calculated from the total mass increase of the single film monitored by the microbalance during loading. D and K are determined via independent microbalance sorption and desorption tests [8] . By fitting a Fickian diffusion model to the sorption and desorption data, D of toluene in the polymer material was found to be 3.6 Â 10 À14 m 2 /s AE 0.7 Â 10 À14 m 2 /s [6] . Using the known gas-phase toluene concentration and the total toluene mass absorbed by the volume of polymer sample at gas-phase/material-phase equilibrium, K of toluene between the polymer material and air was (500 AE 30) (mg toluene/m 3 material)/(mg toluene/m 3 air). The deviations between K obtained in the present paper and that in previous work [6] is due to a recent modification on the microbalance system used to determine K, which is expected to improve accuracy substantially.
Results
ILS results
All 16 samples prepared for the ILS were successfully used by the four laboratories allowing for analysis of within batch variation of samples, between batch variation of samples, and emission rate variation among laboratories.
Within batch variation
Each laboratory received two samples from the same batch of reference films. The initial concentration of toluene (C 0 ) is presumed to be the same for each sample in a batch. Laboratories A, C and D ran the within batch samples simultaneously in two similar chambers, whereas Laboratory B ran the samples sequentially 7 days apart. Chamber air concentrations of toluene measured for each of the 8 samples in the first batch are shown in Fig. 4 . Due to differences in chamber airflow rates, air concentrations cannot be compared directly between laboratories.
Uncertainties associated with each data point in Fig. 4 were calculated based on propagation of errors associated with the air sample volume and analytical calibration parameters required to determine the chamber concentration of toluene. The resulting expanded uncertainties (using a coverage factor of 2) for each measured concentration ranged from 3.3% to 16% across all laboratories.
Most paired concentrations were within each other's estimated error, and the agreement tended to improve at later sampling times. For example, percent differences between concentrations ranged from 3.2% to 22% for samples collected at 2 h, 3.8%e14% for samples collected at 24 h, and 1.3%e12% for samples collected at 48 h. Variations in sample handling prior to starting a test and/or incomplete mixing in the first few hours of a test are possible reasons for higher early discrepancy. It should be noted that the earliest sample time for most test methods is 24 h after the specimen is loaded in the chamber, and is often not until 72 h [9, 10] .
Between batch variation
Each laboratory received two samples from two different batches of reference films. Samples from the same loading position (see Fig. 1 ) in each batch were sent to the same laboratory (e.g., Laboratory A received samples 2 and 7 from Batch 1 and Batch 2). A subset of between batch results is provided in Table 3 . Relative standard deviations for the four samples across both batches within each laboratory ranged from 7.1% to 19% for samples collected at 2 h, 6.1%e17% for samples collected at 24 h, and 5.0%e11% for samples collected at 48 h. Again, there was a trend of improving consistency among measured concentrations with time. Although differences in chamber air concentrations between batches were small, there was a general trend of higher chamber concentrations for Batch 2. This result is consistent with a small difference in loaded toluene mass between batches. The initial concentration (C 0 ) was 7.86 Â 10 5 mg/m 3 AE 300 mg/m 3 for the first batch and 8.03 Â 10 5 mg/m 3 AE 300 mg/m 3 for the second batch. Although it is possible to adjust a sample's reference emission value for a different C 0 , additional work is planned to reduce the variations among production batches.
Batch variation summary
The data were further assessed using an analysis of variance model that accounted for non-linear effects associated with the change in concentration over time (details of the model are available upon request). The statistical analysis revealed that the samples performed consistently within and between batches when differences in experimental conditions were taken into account. Specifically, there were no significant within batch effects for the three laboratories that ran both within batch samples simultaneously in two similar chambers. However, a slight within batch effect was detected for the fourth laboratory (Lab B), which ran the two samples in the same chamber on separate days (approximately 7 days apart).
In contrast, a slight between batch effect was detected for the three laboratories that ran batch samples simultaneously. For these laboratories the first batch of samples was run approximately 7 days later relative to sample production than the second batch.
No between batch effect was found for the fourth laboratory (Lab B), which ran the samples on the same post production days for each batch.
Based on these observed differences it appears that sample age (i.e., the older the sample the lower the measured chamber air concentrations) may be a more important variable than differences between the batches or among samples with a batch. However, as sample age is confounded with other differences in experimental conditions, further tests are required to determine the significance of this observation. What these results do show is that when Fig. 4 . Measured chamber concentrations of toluene for eight reference samples produced in first batch. Expanded uncertainties shown with a coverage factor of 2. samples were run under the same conditions, no observed batch or sample effects were detected.
Among laboratory variation
Since the chamber airflow rates were not identical, it was necessary to calculate toluene emission rates in order to compare results among laboratories. A pseudo-steady-state emission rate was estimated at a given time point (t), using a simple mass balance model:
where, E ss,t ¼ approximate emission rate at time t (mg/(m 2 h)); Q ¼ chamber airflow rate (m 3 /h); C t ¼ chamber toluene concentration at time t (mg/m 3 ); A ¼ surface area of the sample (m 2 ) The calculated emission rates across all labs for all 16 samples are shown in Fig. 5 . The relative standard deviations of toluene emission rates for all 16 samples were 17% at 2 h, 15% at 24 h, and 9.4% at 48 h. While there are apparent differences among laboratories (e.g., possible bias due to analytical performance), the overall results are relatively consistent, especially at the later sampling points.
Model predictions
Two model predictions of toluene chamber concentration are provided for each laboratory in Figs. 6e9. The intended procedure was to expose just one-side of the sample with the other side pressed flat against the platform. However, the results for the first sample batch for all laboratories showed chamber concentrations higher than the values predicted by the one-side model. It was then hypothesized (and later confirmed) that the samples were not laying flat on the sample holder, and that a portion of the second side of the film was exposed. Thus, the model prediction was re-run assuming both sides of the sample were exposed.
The uncertainty of the model prediction (shaded band) was estimated using a Monte Carlo method [6] . In summary, C 0 , K and D were all assumed to follow normal distributions, whose means and standard deviations were estimated from replicate measurements of the parameters. 10000 repeated model predictions were performed for each chamber test, with C 0 , K and D randomly sampled from their distributions, and other parameters (L, A, Q, and V) fixed for each test. The results of all the 10000 predictions were then pooled to assess the expected variation in gas-phase chamber concentration as a function of time.
As shown in Figs. 6e9, the measured concentrations for all four laboratories were closer to the predictions from the two-side model, especially at the later time points. Despite the unknown surface area exposed, about half of the measured concentrations agreed with the two-side predicted values, within the measurement error for a given sampling time point.
Additional NIST test results
Additional tests were conducted at NIST to verify the two-side results. For these tests, the sample holder was modified to expose both sides of the polymer film. The first test was run as a replicate of the ILS tests with the only difference being the change in the sample holder. The second test additionally employed a mixing fan to potentially improve mixing during the initial time periods. The films for each test came from different production batches to allow the same sample age of one day.
The two-side model prediction matched the measured concentrations very well (Fig. 10) . Measured concentrations are within the model's error bounds between 4 h and 54 h for both tests. The results from the test with the fan agreed with the model predictions as early as 2 h. Nevertheless, the measured chamber concentrations from the tests with and without the fan were within about 8% of each other at 2 h and 3% at 24 h, 48 h and 72 h, well within the expanded uncertainty for each sample point. Based on these results, the mixing fan may provide a more uniform concentration in the earliest sampling time periods, but it is not a significant factor beyond 24 h of testing time. Also, the small differences between the measured concentrations in each test further support the finding of low variability among production batches.
Discussion/conclusions
The results of the pilot ILS proved valuable from many perspectives. Firstly, the results demonstrated that the process used to create the reference material resulted in consistent loading of toluene within and between production batches. The results also showed that the loaded polymer film is a relatively stable, homogeneous emissions source for at least two weeks after production. Additional tests are being planned to investigate the impact of specific production variables (e.g., loading temperature, film thickness, and shelf-life), but no major changes to the production process are required.
Secondly, the measurement results produced by four laboratories at the later time points (24 he57 h) were in good agreement both among laboratories and with the model predictions assuming both sides of the source were effectively exposed. Based on the ILS results alone, it is possible to define a reference emission rate value for the material. For example, the mean emission rate for all four laboratories at 48 h was 620 mg/(m 2 h) AE 59 mg/(m The discrepancies between measured and modeled results at the earlier time period observed for all four laboratories are of interest both with respect to the performance of the model and to chamber operation and require further investigation. The most likely cause of the discrepancy is the difference between the surface area used by the model (2 sides) and the actual surface area exposed (somewhere between 1 and 2 sides due to the sample not being completely flat). Another possible reason for the early scatter is incomplete mixing of the chamber air. Mixing may have varied among the laboratories due to differences in chamber design. Incomplete mixing is suggested as a contributing factor by one test conducted at NIST using a mixing fan which resulted in higher initial concentrations and a better fit to the mass transfer model predictions.
Based on the lessons learned during this study, several modifications to the procedures are envisioned. The sample holder needs to be redesigned to fully expose both sides of the film in the chamber. The ability to provide a range of exposed surface areas is needed to accommodate different chamber sizes and inlet flow rates. The time between production of the source and the start of chamber measurements should be more tightly controlled and duplicate tests should be required to run simultaneously. The sampling schedule may be modified to focus on the time points of most interest with respect to determining diffusion-controlled emission from dry product specimens, i.e., 24 h, 48 h, and 72 h.
Finally, several steps have been identified for moving closer to the production of a viable reference material for validation of VOC emission tests conducted in small-scale chambers. Most importantly, the material, the model and the procedures need to be evaluated for a larger set of laboratories and chambers. The source requires additional characterization, and measurements are being conducted by NIST and VT as described above. Possible modifications to the reference material include improving the packaging for distribution and adding a second VOC.
The primary advantage of this reference material is that it should allow laboratories to independently check their small-scale chamber measurements without the need for an organized ILS. If significant deviations are encountered between the measured and modeled results, the fact that the source is standardized and wellcharacterized by the mechanistic model, should facilitate the identification and resolution of problems in a laboratory's equipment and procedures.
