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In this paper we present an alternative algorithm for computing
Poincaré–Lyapunov constants of simple monodromic singularities
of planar analytic vector ﬁelds based on the concept of inverse
integrating factor. Simple monodromic singular points are those for
which after performing the ﬁrst (generalized) polar blow-up, there
appear no singular points. In other words, the associated Poincaré
return map is analytic. An improvement of the method determines
a priori the minimum number of Poincaré–Lyapunov constants
which must cancel to ensure that the monodromic singularity is
in fact a center when the explicit Laurent series of an inverse
integrating factor is known in (generalized) polar coordinates.
Several examples show the usefulness of the method.
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1. Introduction and statement of the results
One of the classical problems in the qualitative theory of planar analytic differential systems
x˙ = f (x), with x = (x, y) ∈ U ⊆ R2, is to characterize the local phase portrait near an isolated sin-
gular point x0 ∈ U satisfying f (x0) = 0. By using the blow-up technique, see [5], this problem can be
solved except when the singularity is monodromic, that is, the solutions of the differential equation
turn around the singular point. I’lyashenko in [15] and Écalle in [6] prove that a monodromic point
of an analytic system must be either a center or a focus. A center is a singular point having a neigh-
borhood ﬁlled of periodic orbits and a focus is a singular point having a neighborhood where all the
orbits spiral in forward or in backward time to the singular point.
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This is usually solved by the blow-up procedure. The second step consists in giving algorithms to
know the stability of the monodromic singularity, that is, to solve the problem of distinguishing be-
tween a center or a focus. This is called the center problem and it is a diﬃcult problem in general.
The simplest monodromic case corresponds to the case in which the differential matrix Df (x0)
of the vector ﬁeld f at the singular point x0 has non-vanishing pure imaginary eigenvalues. Under
this assumption, the (nondegenerate) center problem was already solved by Poincaré and Lyapunov
by searching an appropriate Lyapunov function. The nilpotent case appears when the eigenvalues of
Df (x0) are zero but Df (x0) = 0. For nilpotent singular points, the monodromy problem was solved by
Andreev in [2] and the center problem by Moussu [19]. The most degenerated monodromic case can
appear when Df (x0) = 0 and it is much more diﬃcult to solve. The main diﬃculty in this case is that
the Poincaré return map associated to the degenerate monodromic singular point is no more differ-
entiable. Some partial results in the study of the monodromy and the stability of these degenerated
singularities can be found in [12,13,18]. See also [11] for a different approach.
We recall that if, after performing the ﬁrst (generalized) polar blow-up, there appear no singular
points, then the theory of Poincaré and Lyapunov can be reproduced. In this paper we only will
consider such a kind of singularities and we call them simple monodromic singularities.
It is well known since Poincaré and Lyapunov that near a nondegenerate center there is always
a local analytic ﬁrst integral H(x, y) in Cartesian coordinates. This fact is no longer true for either
nilpotent or degenerate centers. In this work we prove that for a simple center, after a (generalized)
polar blow-up (x, y) → (r, θ) where the center blows up into {r = 0}, there is an analytic ﬁrst integral
H(r, θ) around r = 0.
Although for simple monodromic singularities there are several algorithms to compute the so-
called Poincaré–Lyapunov constants (the annulment of which is needed for having a center), given
a particular system or family of systems, one does not know how to determine if a large enough
number of Poincaré–Lyapunov constants have been computed to guarantee that the system possesses
a center. There is not known algorithmic approach to answer this question and usually the suﬃcient
center condition relies on a geometric or analytic property of the system such as a symmetry or
the existence of a smooth ﬁrst integral near the monodromic singularity. In this work, we shall use
the concept of inverse integrating factor in order to get a new algorithm for computing Poincaré–
Lyapunov constants and to determine a priori the minimum number of Poincaré–Lyapunov constants
which must cancel to ensure that the simple monodromic singularity is in fact a center. We recall
here that Giné in [14] obtains center conditions via inverse integrating factors for the special case of
vector ﬁelds with nondegenerate singularity having homogeneous nonlinear terms.
Let us consider a planar real analytic differential system with a simple monodromic singular point
at the origin, that is, we consider the system
x˙ = P (x, y), y˙ = Q (x, y), (1)
where P (x, y) and Q (x, y) are real analytic functions in a neighborhood U of the origin such that
P (0,0) = Q (0,0) = 0. In particular, the origin is an isolated singular point. We only will consider
systems of the form (1) where the origin is a monodromic singular point of the following three
types: without characteristic directions, nilpotent or of type (p,q) (the deﬁnitions are stated below).
In short, these kind of monodromic singularities share the common feature that, after performing a
(generalized) polar blow-up, system (1) can be transformed into a differential equation deﬁned over
a cylinder blowing up the origin into a periodic orbit. Therefore, all these types of singularities are
simple. More precisely, we will consider a (generalized) polar blow-up which embeds the neighbor-
hood U of the origin into a cylinder C = {(r, θ) ∈ R × S1: |r| < δ} for a certain suﬃciently small
value of δ > 0. This change to polar coordinates is a diffeomorphism in U\{(0,0)} and transforms the
origin of coordinates to the circle of equation r = 0. In fact, the neighborhood U is transformed into
the half-cylinder in which r  0, but we can consider the extension to the values in which r < 0 by
using several symmetries of the considered (generalized) polar coordinates. In these new coordinates,
system (1) can be seen as a differential equation over the cylinder C of the form:
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dθ
= F(r, θ), (2)
where F(r, θ) is an analytic function in C . The circle r = 0 needs to be a particular periodic solution
of Eq. (2) and, therefore, F(0, θ) ≡ 0 for all θ ∈ S1. Thus, considering the circle S1 = R/[0, T ] we can
write the Taylor series
F(r, θ) =
∑
i1
Fi(θ)ri , (3)
where Fi(θ) are T -periodic functions.
One of our hypotheses is that the origin of system (1) is a simple monodromic singularity. Thus,
when the origin of (1) is a focus, the circle r = 0 is an isolated periodic orbit (i.e. a limit cycle) of
Eq. (2) and it is a nonisolated periodic orbit when the origin of (1) becomes a center.
Let Ψ (θ; r0) =∑i1 Ψi(θ)ri0 be the ﬂow associated to Eq. (2) such that Ψ (0; r0) = r0. We recall that
the Poincaré map Π : Σ ⊆ R → R is deﬁned as Π(r0) = Ψ (T ; r0) =∑i1 ciri0 where the ci := Ψi(T )
are called Poincaré–Lyapunov constants. We have that Π is an analytic diffeomorphism deﬁned in a
neighborhood Σ of r0 = 0 whose ﬁxed points correspond to periodic orbits of Eq. (2). The values of
the Poincaré–Lyapunov constants ci can be determined in a recursive way, although many computa-
tions are involved. The standard Bautin’s method consists in imposing that Ψ (θ; r0) is a solution of
(2) and next equating the same powers of r0. In this way, we get a set of recursive linear differential
equations for each Ψi(θ) whose coeﬃcients involve F j(θ) with j  i and Ψ(θ) with  i−1. Finally,
each of the functions Ψi(θ) are uniquely determined from the initial condition Ψ (0; r0) = r0 which
implies that Ψ1(0) = 1 and Ψi(0) = 0 for i  2. Doing this recursion, the ﬁrst terms in the sequence
{Ψi(θ)}i∈Z+ are given by
Ψ1(θ) = exp
( θ∫
0
F1(σ )dσ
)
,
Ψ2(θ) = Ψ1(θ)
[ θ∫
0
Ψ1(σ )F2(σ )dσ
]
,
Ψ3(θ) = Ψ1(θ)
[( θ∫
0
Ψ1(σ )F2(σ )dσ
)2
+
θ∫
0
Ψ 21 (σ )F3(σ )dσ
]
.
If c1 = 1 and all the Poincaré–Lyapunov constants ci with i  2 are zero, then the origin of system
(1) is a center. Therefore, in the center case the Poincaré map Π(r0) = r0 is the identity map.
Let R ⊂ R[λ] be the ring of real polynomials whose variables are the coeﬃcients λ ∈ Rp of some
polynomial differential family (1) or, more generally, an analytic family (1) depending on ﬁnitely many
parameters λ. Assuming that c1 = 1, S. Yakovenko in [20] deﬁned the Bautin ideal J = (c2, c3, . . .) to
be the ideal of R generated by all the Poincaré–Lyapunov constants. Using Hilbert’s basis theorem, it
follows that J is ﬁnitely generated. Thus, there are {B1, B2, . . . , Br} ⊂ J such that J = (B1, B2, . . . , Br).
Such a set of generators is called a basis of J when r is the minimum number of the ideal generators.
In this case, we say that r = dimJ. For the concrete family of polynomial systems (1) of ﬁxed degree n,
an open problem nowadays is the determination of the function r(n) for n  3, or in its default an
upper bound of it. The fact that r(2) = 3 was proved by Bautin in [4].
Along the paper, we consider an inverse integrating factor V (r, θ) of Eq. (2). We recall that an
inverse integrating factor of Eq. (2) is a function V : C → R of class C1(C), which is non-locally null
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∂V (r, θ)
∂θ
+ ∂V (r, θ)
∂r
F(r, θ) = ∂F(r, θ)
∂r
V (r, θ). (4)
We remark that since V (r, θ) is a function deﬁned over the cylinder C it needs to be T -periodic in θ ,
where T is the minimal positive period of the variable θ , that is, S1 = R/[0, T ]. The function V (r, θ)
can be chosen to be smooth (C∞) and non-ﬂat in r in a neighborhood of r = 0. The existence of an
inverse integrating factor V (r, θ) with this regularity is proved in [7].
We will assume along this work that V (r, θ) is either smooth (C∞) and non-ﬂat in a neighborhood
of r = 0 or has a ﬁnite order pole at r = 0. In short, we will suppose that function V (r, θ) has a
Laurent series representation
V (r, θ) =
∑
im
vi(θ)r
i, (5)
with vm(θ) ≡ 0 and m ∈ Z.
The existence, uniqueness and regularity of the inverse integrating factor V (r, θ) of (2) around
r = 0 is stated in the following theorem. We include its statement (a) for the sake of completeness.
The existential part of (a) is proved in [7] while the uniqueness part is showed in [9], see also [10].
Our ﬁrst main contribution is the part (b).
Theorem1. Let the origin be a simplemonodromic singular point of the analytic system (1). Then, the following
statements hold.
(a) (Focus) If the origin is a focus, then there exists an inverse integrating factor V (r, θ) of (2)which is smooth
and non-ﬂat in r in a neighborhood of r = 0. Indeed, V (0, θ) = 0 for all θ ∈ [0, T ) and V (r, θ) is unique,
up to a nonzero multiplicative constant.
(b) (Center) If the origin is a center, then there exists an inverse integrating factor V (r, θ) of (2) which is
analytic in a neighborhood of r = 0 and such that V (0, θ) = 0 for all θ ∈ [0, T ). In particular, there is an
analytic ﬁrst integral H(r, θ) of (2) near r = 0.
The next theorem is our second contribution. Statement (i) is proved in [10] and we state it here
for completeness.
Theorem 2. We assume that the origin of system (1) is a simple monodromic singularity. Let V (r, θ) be an
inverse integrating factor of the corresponding equation (2) which has a Laurent expansion in a neighborhood
of r = 0 of the form (5). We consider the function G(r) = ∫ T0 F(r,θ)V (r,θ) dθ .
(i) If m 0 then the origin of system (1) is a center.
(ii) Let m 1. If the ﬁrst m Poincaré–Lyapunov constants satisfy c1 = 1 and ci = 0 for i = 2, . . . ,m, then the
origin of system (1) is a center.
(iii) If the origin of system (1) is a center, then the function G(r) is identically zero for all r > 0 suﬃciently
small.
(iv) If G(0) = 0 then the origin of system (1) is a center.
Remark 3. We notice that, since F(0, θ) ≡ 0, the case (i) with m  0 of Theorem 2 is included into
case (iv). Observe that this claim is true because vm(θ) = 0 for all θ , see Lemma 14.
We deﬁne   1 as the order of F(r, θ) at r = 0, that is, we have the Taylor series F(r, θ) =∑
i Fi(θ)ri , with F(θ) ≡ 0. We obtain the next simple consequence of statement (iv) of Theorem 2.
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origin of system (1) is a center.
We emphasize that statements (iii) and (iv) of Theorem 2 can be used as an alternative algorithm
to detect center conditions in families of vector ﬁelds when an inverse integrating factor is known for
the whole family. The method works as follows.
Corollary 5. Let the origin be a simple monodromic singular point of the analytic system (1). Let V (r, θ) =∑
im vi(θ)r
i withm ∈ Z+ be a smooth inverse integrating factor of the corresponding equation (2). Therefore,
the function G(r) of Theorem 2 has at r = 0 the Laurent expansion G(r) = r1−m∑ j0 g jr j . In addition,
the necessary and suﬃcient conditions to have a center at the origin in system (1) are given by g j = 0 for
j = 0,1, . . . ,m − 1.
Let us assume that c1 = 1 (or equivalently that g0 = 0, see Remark 7). In summary, Corollary 5
proves that the Bautin ideal J = (c2, c3, . . .) generated by all the Poincaré–Lyapunov constants has the
next ﬁnite set of generators
J = (c2, . . . , cm) = (g1, . . . , gm−1),
provided m is the vanishing multiplicity of V (r, θ) at r = 0. In particular, dimJm − 1.
Remark 6. The ﬁrst two coeﬃcients g j of Corollary 5 are given by
g0 =
T∫
0
F1(θ)
vm(θ)
dθ, g1 =
T∫
0
F2(θ)vm(θ) − F1(θ)vm+1(θ)
v2m(θ)
dθ.
In general, to compute the constants g j when p = q = 1, one has to perform the integral of a rational
trigonometrical function R j(cos θ, sin θ). We remember that using the complex transformation z =
exp(iθ), then
g j =
2π∫
0
R j(cos θ, sin θ) dθ =
∫
|z|=1
1
iz
R j
(
z2 + 1
2z
,
z2 − 1
2iz
)
dz,
where the last complex rational integral can be studied by using Cauchy’s Residues Theorem.
Remark 7. Notice that, introducing these expressions of F(r, θ) and V (r, θ) into the partial differential
equation (4) and equating the coeﬃcients of the order rm , we obtain that v ′m(θ) = (1−m)F1(θ)vm(θ)
where the prime indicates derivative with respect to θ . In particular, we get
T∫
0
v ′m(θ)
v2m(θ)
dθ = (1−m)
T∫
0
F1(θ)
vm(θ)
dθ.
The former integrals are well deﬁned since vm(θ) = 0 for all θ ∈ [0, T ), see Lemma 14. In addition,∫ T
0 v
′
m(θ)/v
2
m(θ)dθ = [−1/vm(θ)]T0 = 0 because of the T -periodicity of vm(θ). In short, we have 0 =
(1−m)g0. Therefore, m = 1 or g0 = 0. This is the analogue to m = 1 or c1 = 1.
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analytic system (1) using Theorem 1. This is an alternative method to the classical Bautin procedure
described previously. We emphasize that in this method it is not assumed the knowledge of the
explicit expression of an inverse integrating factor. The algorithm works as follows. Propose a formal
power series V (r, θ) =∑i0 vi(θ)ri with v0(θ) = 0 for all θ ∈ [0, T ) for the inverse integrating factor
of (2). Impose that V (r, θ) satisﬁes the partial differential equation (4) and equate the coeﬃcients of
the same powers of r. This procedure gives that each function vk(θ) with k 0 satisﬁes certain linear
differential equation. Then, the obstructions for the T -periodicity of vk(θ) for all k  0 are just the
obstructions for having a center at the origin in (1). More precisely, we have the following result.
Theorem 8. Let the origin be a simple monodromic singular point of the analytic system (1). Consider the
corresponding equation (2). The necessary and suﬃcient conditions for the origin to be a center of system (1)
are given by
T∫
0
bk(θ)exp
[
(k − 1)
θ∫
0
F1(σ )dσ
]
dθ = 0 for all k 0,
where b0(θ) = 0, bk(θ) = ∑k+1i=2 (2i − 1 − k)Fi(θ)vk+1−i(θ) for all k > 0 and the vk(θ) satisfy the linear
differential equations v ′k(θ) = (1− k)F1(θ)vk(θ) + bk(θ) with v0(0) = 0.
The paper is organized as follows. In Section 2 we introduce some preliminary results such as
the generalized polar blow-up, the precise description of simple monodromic singularities and some
properties of inverse integrating factors. Section 3 is devoted to the proofs of the main results of the
work and, ﬁnally in Section 4 we present several examples.
2. Preliminary results
2.1. The generalized polar blow-up
The generalized trigonometric functions deﬁned by Lyapunov [17] are the unique solution x(θ) = Cs θ
and y(θ) = Sn θ of the following Cauchy problem
dx
dθ
= −y2p−1, dy
dθ
= x2q−1, x(0) = 1
2q
√
p
, y(0) = 0. (6)
We observe that, in the particular case p = q = 1, the previous deﬁnition gives the classical trigono-
metric functions, that is, Cs θ = cos θ and Sn θ = sin θ .
We summarize in the following proposition some properties of the generalized trigonometric func-
tions. The proof of each of its statements can be found in [17].
Proposition 9. (See [17].) We ﬁx two positive integers p and q and we consider (Cs θ,Sn θ) the solution of the
Cauchy problem (6). The following statements hold.
(a) Cs θ and Sn θ are T -periodic functions with T (p,q) = 2p −12q q −12p (
1
2p )(
1
2q )
( 12p + 12q )
, where (·) denotes the Euler
Gamma function.
(b) p Cs2q θ + q Sn2p θ = 1 (the fundamental relation).
(c) Euler Theorem: if R(x, y) is a (p,q)-quasihomogeneous function of weighted degree r, that is,
R(λpx, λq y) = λr R(x, y) for all (x, y, λ) ∈ R3 , then
px
∂R(x, y)
∂x
+ qy ∂R(x, y)
∂ y
= rR(x, y).
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coordinates, (x, y) → (r, θ), deﬁned by
x = rp Cs θ, y = rq Sn θ. (7)
2.2. Singularities without characteristic directions
We consider an analytic system (1) of the form
x˙ = P (x, y) = Pd(x, y) + P˜ (x, y), y˙ = Q (x, y) = Qd(x, y) + Q˜ (x, y), (8)
where d 1 is an odd number, Pd(x, y) and Qd(x, y) are homogeneous polynomials of degree d and
P˜ (x, y), Q˜ (x, y) ∈ O(‖(x, y)‖d+1). We assume that P2d (x, y) + Q 2d (x, y) ≡ 0.
Deﬁnition 10. System (8) does not possess characteristic directions at the origin if the homogeneous
polynomial xQd(x, y) − yPd(x, y) has no linear factor in R[x, y].
If there are no characteristic directions, then the origin is a monodromic singular point of sys-
tem (8).
We will consider the polar blow-up x = r cos θ , y = r sin θ , which transforms the origin of coordi-
nates to the circle of equation r = 0. In these new coordinates, system (8) becomes
r˙ = R(r, θ) = rdR(r, θ) = rd(Rd(θ) + O(r)),
θ˙ = Θ(r, θ) = rd−1F (r, θ) = rd−1(Fd(θ) + O(r)), (9)
where
Rd(θ) = Pd(cos θ, sin θ) cos θ + Qd(cos θ, sin θ) sin θ,
Fd(θ) = Qd(cos θ, sin θ) cos θ − Pd(cos θ, sin θ) sin θ
are homogeneous trigonometric polynomials of degree d + 1. The hypothesis that there are no char-
acteristic directions is equivalent to say that Fd(θ) = 0 for θ ∈ [0,2π). We can, therefore, consider
the ordinary differential equation associated to the orbits of system (9), that is, the differential equa-
tion (2) over the cylinder C with T = 2π of the form
dr
dθ
= F(r, θ) = R(r, θ)
Θ(r, θ)
= rR(r, θ)
F (r, θ)
. (10)
2.3. Nilpotent singularities
We say that the origin of system (1) is a nilpotent singular point if it is a degenerate singularity that
can be written as
x˙ = P (x, y) = y + P˜ (x, y), y˙ = Q (x, y) = Q˜ (x, y), (11)
with P˜ (x, y) and Q˜ (x, y) analytic functions near the origin without constant nor linear terms. The
following theorem is due to Andreev [2] and it solves the monodromy problem for the origin of
system (11), that is, it determines when the origin is a monodromic singular point.
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functions f (x) = Q˜ (x, F (x)) = axα + · · · with a = 0 and α  2 and φ(x) = (∂ P˜/∂x+ ∂ Q˜ /∂ y)(x, F (x)). We
have that either φ(x) = bxβ + · · · with b = 0 and β  1 or φ(x) ≡ 0. Then, the origin of (11) is monodromic
if, and only if, a < 0, α = 2n − 1 is an odd integer and one of the following conditions holds:
(i) β > n − 1;
(ii) β = n − 1 and b2 + 4an < 0;
(iii) φ(x) ≡ 0.
Given a system of the form (11) with the origin as a monodromic singular point, we deﬁne its
Andreev number n 2 as the corresponding integer value given in Theorem 11.
We consider system (11) and we assume that the origin is a nilpotent monodromic singular point
with Andreev number n. Then, the change of variables
(x, y) → (x, y − F (x)), (12)
where F (x) is deﬁned in Theorem 11, and the scaling
(x, y) → (ξx,−ξ y), (13)
with ξ = (−1/a)1/(2−2n) , brings system (11) into the following analytic form for monodromic nilpotent
singularities
x˙ = y(−1+ X1(x, y)), y˙ = f (x) + yφ(x) + y2Y0(x, y), (14)
where X1(0,0) = 0, f (x) = x2n−1 + · · · with n  2 and either φ(x) ≡ 0 or φ(x) = bxβ + · · · with β 
n− 1. We remark that we have relabelled the functions f (x), φ(x) and the constant b with respect to
the ones corresponding to system (11). We recall, cf. Theorem 11, that when β = n − 1 we also have
that b2 − 4n < 0.
We assume that the origin of system (14) is a nilpotent monodromic singular point with Andreev
number n. Then, the generalized polar blow-up (7) with (p,q) = (1,n) brings system (14) to an ordi-
nary differential equation (2) over a cylinder. See for instance [1,10]. In particular, since
r˙ = x
2n−1x˙+ y y˙
r2n−1
, θ˙ = xy˙ − nyx˙
rn+1
,
system (14) adopts the form
r˙ = R(r, θ) = p˜(θ)rn+1 + O (rn+2), θ˙ = Θ(r, θ) = rn−1 + O (rn), (15)
when β > n − 1 or φ(x) ≡ 0, and
r˙ = R(r, θ) = Csn−1 θ Sn2 θrn + O (rn+1),
θ˙ = Θ(r, θ) = (1+ b Csn θ Sn θ)rn−1 + O (rn), (16)
when β = n−1. We also observe that in the latter case (β = n−1) we have the following decomposi-
tion 1+bCsn θ Sn θ = (Csn θ + b2 Sn θ)2+ 14 (4n−b2)Sn2 θ , where we have used that Cs2n θ +n Sn2 θ = 1.
Since 4n − b2 > 0 in this case, due to Andreev’s conditions for monodromy, we deduce that
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(15) or (16) writes as
dr
dθ
= R(r, θ)
Θ(r, θ)
:= F(r, θ) =
⎧⎨
⎩
O (r2)
1+O (r) if β > n − 1 or φ(x) ≡ 0,
O (r)
1+b Csn θ Sn θ+O (r) if β = n − 1.
2.4. Monodromic singularities of type (p,q)
Given (p,q, r) ∈ N3, a polynomial Pr(x, y) is called (p,q)-quasihomogeneous of weighted degree r
if P (λpx, λq y) = λr P (x, y) for all (x, y, λ) ∈ R3. We remark that given any analytic function P (x, y)
in a neighborhood of the origin and any pair of positive integer numbers (p,q), we can always
develop P (x, y) as a series of (p,q)-quasihomogeneous polynomials. That is, we can always deﬁne
(p,q)-quasihomogeneous polynomials Pi(x, y) of weighted degree i such that the following identity
is satisﬁed P (x, y) =∑i0 Pi(x, y).
We consider an analytic system (1) near the origin of the form
x˙ = P (x, y) =
∑
ia
P i(x, y), y˙ = Q (x, y) =
∑
ia
Q i(x, y), (17)
where Pi(x, y) and Q i(x, y) are (p,q)-quasihomogeneous polynomials of weighted degree i, Pa(x, y),
Qb(x, y) are not identically null and a and b are positive integers.
Deﬁnition 12. We say that the origin of (17) is a monodromic singularity of type (p,q) if a − p =
b − q 0 and
p Cs θQb(Cs θ,Sn θ) − q Sn θ Pa(Cs θ,Sn θ) = 0 (18)
for all θ ∈ [0, T ) with T = T (p,q) the period given in Proposition 9.
Notice that monodromic singularities of type (1,1) are just monodromic singularities without char-
acteristic directions.
Doing to system (17) the generalized polar blow-up (x, y) → (r, θ) deﬁned in (7) gives
r˙ = R(r, θ) = x
2q−1P (x, y) + y2p−1Q (x, y)
r2pq−1
= r1−p Cs2q−1 θ
∑
ia
ri P˜ i(θ) + r1−q Sn2p−1 θ
∑
ib
ri Q˜ i(θ),
θ˙ = Θ(r, θ) = pxQ (x, y) − qyP (x, y)
rp+q
= pr−q Cs θ
∑
ib
ri Q˜ i(θ) − qr−p Sn θ
∑
ia
ri P˜ i(θ), (19)
where P˜ i(θ) := Pi(Cs θ,Sn θ), Q˜ i(θ) := Q i(Cs θ,Sn θ). When a p and b q, this system is analytic at
r = 0. Moreover, we get that
θ˙ =
⎧⎨
⎩
−q Sn θ P˜a(θ)ra−p + · · · if a − p > b − q,
p Cs θ Q˜ b(θ)rb−q + · · · if a − p < b − q,
˜ ˜ a−p(p Cs θ Qb(θ) − q Sn θ Pa(θ))r + · · · if a − p = b − q,
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we have that θ˙ is different from zero for all |r| small enough. Therefore, we obtain a differential
equation (2) over the cylinder C with T = T (p,q) of the form
dr
dθ
= R(r, θ)
Θ(r, θ)
:= F(r, θ). (20)
2.5. About inverse integrating factors
The existence of V (r, θ) gives the existence of an inverse integrating factor V0(x, y) for system (1)
by undoing the change to (generalized) polar coordinates. We recall that V0 : U → R is said to be an
inverse integrating factor of system (1) if it is of class C1(U), it is not locally null and it satisﬁes the
following partial differential equation
P (x, y)
∂V0(x, y)
∂x
+ Q (x, y) ∂V0(x, y)
∂ y
=
(
∂ P (x, y)
∂x
+ ∂Q (x, y)
∂ y
)
V0(x, y).
The function V0(x, y), obtained from V (r, θ) by undoing the change to polar coordinates, does not
need to be smooth at the origin since the change to (generalized) polar coordinates is a diffeomor-
phism except in the origin. The relationship between V0(x, y) and V (r, θ) is showed in the next
elementary lemma.
Lemma 13. Assume that system (1) with a simple monodromic singularity at the origin has an inverse in-
tegrating factor V0(x, y) deﬁned in a neighborhood of it. Then, the associated equation (2) has an inverse
integrating factor V (r, θ) in r = 0. More precisely, we have:
(i) If V0(x, y) is an inverse integrating factor of system (8) deﬁned in a neighborhood of the origin without
characteristic directions, then
V (r, θ) = V0(r cos θ, r sin θ)
rΘ(r, θ)
,
where Θ(r, θ) is deﬁned in (9).
(ii) If V0(x, y) is an inverse integrating factor of system (14) deﬁned in a neighborhood of the nilpotent mon-
odromic singularity at the origin with Andreev number n, then
V (r, θ) = V0(r Cs θ, r
n Sn θ)
rnΘ(r, θ)
,
where Θ(r, θ) is the function deﬁned in (15) or (16) when either (β > n − 1 or φ(x) ≡ 0) or β = n − 1,
respectively.
(iii) If V0(x, y) is an inverse integrating factor of system (17) deﬁned in a neighborhood of the monodromic
singularity at the origin of type (p,q), then
V (r, θ) = V0(r
p Cs θ, rq Sn θ)
rp+q−1Θ(r, θ)
,
where Θ(r, θ) is the function deﬁned in (19).
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changes of variables and rescaling of time. Recall that the Jacobian J of the change to generalized
polar coordinates (x, y) → (r, θ) given by (7) is
J (r, θ) = ∂(x, y)
∂(r, θ)
= rp+q−1,
taking into account that p Cs2q θ + q Sn2p θ = 1. 
The following lemma is already stated and proved in [9] (see also [10]) in the case that V (r, θ)
be smooth and non-ﬂat at r = 0. Since the function V (r, θ) of Lemma 13 does not need to be well
deﬁned at r = 0, we improve here its statement in case of having V (r, θ) a ﬁnite order pole at r = 0.
We will need this generalization for the proof of Theorem 2.
Lemma 14. (See [9].) Assume that V (r, θ) is an inverse integrating factor of (2) having a Laurent series repre-
sentation in a neighborhood of r = 0 given by (5). Then, vm(θ) = 0 for θ ∈ [0, T ).
Proof. We repeat verbatim the proof given in [10] where now m ∈ Z is allowed. By hypothesis
F(0, θ) ≡ 0. Therefore, F(r, θ) = F1(θ)r + O(r2). We note that F1(θ) may be identically null. We
have that V (r, θ) satisﬁes the partial differential equation (4). Hence, introducing the Laurent series
(5) into (4) and equating the coeﬃcients of the order rm , we get that v ′m(θ) = (1 − m)F1(θ)vm(θ).
Since vm(θ) ≡ 0, let θ0 ∈ [0, T ) be such that vm(θ0) = 0. We deduce that
vm(θ) = vm(θ0)exp
{
(1−m)
θ∫
θ0
F1(σ )dσ
}
. (21)
Therefore, we conclude that vm(θ) = 0 for θ ∈ [0, T ). 
We emphasize that the integral
∫ T
0 F1(σ )dσ is the characteristic exponent of the periodic orbit
r = 0 in Eq. (2). In particular, due to (21), if m = 1 then ∫ T0 F1(σ )dσ = 0, that is, c1 = Ψ1(T ) = 1.
3. Proofs of the results
Proof of Theorem 1. We only will prove statement (b) following the ideas of [7], that is, using an
embedding ﬂow argument to the analytic Poincaré return map. Let X = ∂θ + F(r, θ)∂r be the asso-
ciated vector ﬁeld to Eq. (2) deﬁned on the cylinder C . Assume the origin is a center of the analytic
system (1). This means that the Poincaré return map Φ(r0) of (2) near r0 = 0 is the identity. Recall
that Φ(r0) is the time-T ﬂow of the analytic vector ﬁeld X . Since Π is analytic and it is also the
time-T ﬂow of the analytic vector ﬁeld X˜ = ∂θ deﬁned on C , it follows by a standard argument (see
for instance Lemma 8 of [16]) that X˜ and X are analytically equivalent. Hence, there is an analytic
diffeomorphism ξ on C such that X = ξ∗X˜ . Since V˜ (r, θ) = f (r) is an analytic inverse integrating fac-
tor of X˜ for any analytic function f , we get that V = J−1ξ V˜ ◦ ξ is an analytic inverse integrating factor
of X in C , where Jξ denotes the Jacobian determinant of ξ . Taking f in such a way that f (0) = 0 we
obtain the corresponding V such that V (0, θ) = 0 for all θ ∈ [0, T ).
We recall that a function H(r, θ) on the cylinder C non-locally constant and of class C1 is a ﬁrst
integral of Eq. (2) if it satisﬁes that
∂H(r, θ)
∂θ
+ ∂H(r, θ)
∂r
F(r, θ) = 0.
Thus, H(r, θ) is constant on each orbit of Eq. (2). To prove the existence of an analytic ﬁrst integral
of (2) we note ﬁrst that differential 1-form ω/V is closed (the exterior differential d(ω/V ) = 0) and
374 I.A. García, S. Maza / J. Differential Equations 248 (2010) 363–380analytic on C , where ω = dr − F(r, θ)dθ and V (r, θ) is an analytic inverse integrating factor of (2)
satisfying V (0, θ) = 0. Let us consider now any non-contractible (not homotopic to a point) cycle
γ ⊂ C . By virtue of De Rham’s Theorem (see for example [8]) and due to the topology of the cylinder,
we have that ω/V is exact in C if, and only if, the value of the line integral
∫
γ ω/V is zero. Using
γ = {r = 0} we have ∫{r=0} ω/V = 0 because ω|{r=0} ≡ 0. Hence, ω/V = dH for a certain analytic ﬁrst
integral H(r, θ) of Eq. (2) deﬁned in C . 
Proof of Theorem 2. To prove statement (ii) let us assume that the origin of (1) be a focus with
associated Poincaré return map Π(r0) = r0 + ckrk0 + O (rk+10 ) for certain integer number k  2 and
ck = 0. As it is proved in [10], the existence of V (r, θ) implies that the limit cycle r = 0 of (2) has
multiplicity m. Therefore, m = k. But this is a contradiction with the fact that cm = 0. Thus, the origin
of (1) must be a center.
To prove statement (iii), we ﬁrst deﬁne ω = dr − F(r, θ)dθ as the differential 1-form associated to
differential equation (2). Contrary to what happened in the last paragraph of the proof of Theorem 1,
now the inverse integrating factor V (r, θ) can vanish at r = 0 and even can be not well deﬁned
because of a pole at r = 0. Anyway, the closed form ω/V is well deﬁned in the half-cylinders Cˆ =
C\{r = 0} because V (r, θ) = 0 for (r, θ) ∈ Cˆ if we choose δ small enough. Therefore, since the origin of
system (8) is a center, taking any periodic orbit γ ⊂ Cˆ of the 1-form ω as a non-contractible cycle we
get
∫
γ ω/V = 0 because ω|γ ≡ 0. Hence, by virtue of De Rham’s Theorem, we have that ω/V = dH
for a certain C2 function H(r, θ) in Cˆ , which turns out to be a ﬁrst integral of Eq. (2).
Let r0 > 0 suﬃciently small and Ψ (θ; r0) the solution of Eq. (2) with initial condition Ψ (0; r0) = r0.
It is clear that the associated orbit (Ψ (θ; r0), θ) does not cut the circle r = 0. Hence, deﬁning M =
min0θT {Ψ (θ; r0)}, we take any r∗ with 0 < r∗ < M  r0 and we deﬁne on Cˆ the family of loops
γr∗ = ⋃4i=1 i through the following arcs: 1 = {(r∗, θ) ∈ Cˆ : 0  θ  T }, 2 = {(r, T ) ∈ Cˆ : r∗  r 
Π(r0)}, 3 = {(Ψ (θ; r0), θ) ∈ Cˆ : 0 θ  T } and 4 = {(r,0) ∈ Cˆ : r∗  r  r0}. It is clear that
∫
3
ω/V =
0 since 3 is part of the orbit of (2) through r0. We get
∮
γr∗
ω
V
=
4∑
i=1
∫
i
ω
V
=
T∫
0
−F(r∗, θ)
V (r∗, θ)
dθ +
Π(r0)∫
r∗
dr
V (r, T )
+
r∗∫
r0
dr
V (r,0)
.
Taking into account that V (r, T ) = V (r,0) and assuming that the origin of system (1) is a center, i.e.,
Π(r0) = r0 and
∮
γr∗ ω/V = 0, we obtain
T∫
0
F(r∗, θ)
V (r∗, θ)
dθ = 0
for all r∗ > 0 suﬃciently small. Thus, the proof of statement (iii) is ﬁnished.
The fourth part (iv) is proved as follows. Suppose that the origin of system (1) is not a center. Thus,
it is a focus by monodromy. Let X = P (x, y)∂x + Q (x, y)∂y be the vector ﬁeld associated to system (1)
and V0(x, y) the inverse integrating factor of system (8) obtained from V (r, θ) via Lemma 13. Recall
that the (generalized) polar change (x, y) → (r, θ) is a diffeomorphism in the deleted neighborhood
U∗ = U − {(0,0)} of the origin. This implies that V0(x, y) is of class C1(U∗). We take a ring-shaped
domain D ⊂ U∗ deﬁned as follows. The outer boundary of D consists of an arc of a ﬁxed spiraling
orbit Γ of system (1) joined to a line segment s of the x-axis. The inner boundary of D is an oval c
deﬁned by
c = {(x, y) ∈ U∗: px2q + qy2p = rˆ2pq}
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X /V0(x, y) with associated differential 1-form Ω = (Q dx− P dy)/V0 in the domain D:
0 =
∫ ∫
D
(
∂ P/V0
∂x
+ ∂Q /V0
∂ y
)
dxdy =
∫
Γ
Ω +
∫
s
Ω −
∫
c
Ω. (22)
Notice that the spiral Γ can be chosen in such a way that V0 never vanishes on it. Since Γ is an
orbit of Ω , that is, Ω|Γ ≡ 0, we get that
∫
Γ
Ω = 0. On the other hand,
∫
s
Ω =
∫
s
Q (x,0)
V0(x,0)
dx = 0
if we take U∗ small enough. This is because s can be chosen as small and as close to the origin as we
like. Therefore, V0(x,0) = 0 and Q (x,0) = 0 for all x ∈ s. The ﬁrst inequality follows because (0,0)
must be an isolated zero of V0(x, y). The second inequality is a consequence of the special kind of
simple monodromicity at the origin. More precisely, we have that θ˙ is of deﬁnite sign for any (r, θ)
with |r| suﬃciently small. Thus, the segment s is transversal to the ﬂow of system (1).
Moreover, if we take rˆ > 0 the variable “radius” of the topological circle c whose expression in
generalized polar coordinates is r = rˆ, we get
∫
c
Ω = −
T∫
0
rˆ p Sn2p−1 θQ (rˆ p Cs θ, rˆq Sn θ) + rˆq Cs2q−1 θ P (rˆ p Cs θ, rˆq Sn θ)
V0(rˆ p Cs θ, rˆq Sn θ)
dθ
= −
T∫
0
rˆ p+q−1R(rˆ, θ)
V0(rˆ p Cs θ, rˆq Sn θ)
dθ = −
T∫
0
F(rˆ, θ)
V (rˆ, θ)
dθ = −G(rˆ).
In short, Eq. (22) reads for
G(rˆ) = −
∫
s
Q (x,0)
V0(x,0)
dx = 0
for all rˆ > 0 small enough. We emphasize that while rˆ varies, s remains constant. Therefore, G(rˆ) is
a non-vanishing constant function for all rˆ > 0 suﬃciently small. The assumption G(0) = 0 leads to a
contradiction with the continuity of G(r) at r = 0 which completes the proof. Recall that the condition
G(0) = 0 implies in particular that G(r) must be smooth at r = 0. 
Remark 15. We note that, depending on the parity of some integer numbers involved in the statement
of Theorem 2, the center case is also achieved. More precisely, the origin of system (1) is a center in
the following cases according with the nature of the monodromic simple singularity:
(a) p = q = 1 and m is even;
(b) p = 1, q = n 2 and m + n is odd.
Statements (a) and (b) are proved in [10].
Proof of Corollary 5. The Laurent expansion of G(r) = ∫ T0 F(r,θ)V (r,θ) dθ comes from the expressions of
V (r, θ) and F(r, θ) =∑i1 Fi(θ)ri . Thus, statements (iii) and (iv) of Theorem 2 together imply that
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for the values j = 0,1, . . . ,m − 1. 
Proof of Theorem 8. From statements (b) and (i) of Theorems 1 and 2 respectively, the origin of
system (1) is a center if and only if there is an analytic inverse integrating factor V (r, θ) of (2) with
V (0, θ) = 0 for all θ ∈ [0, T ).
Introducing the formal power series V (r, θ) =∑i0 vi(θ)ri with v0(θ) = 0 for all θ ∈ [0, T ) into
the partial differential equation (4) and equating the coeﬃcients of the same powers of r gives that
the functions vk(θ) satisfy the linear differential equation
v ′k(θ) = Ak(θ)vk(θ) + bk(θ), (23)
where the prime indicates derivative with respect to θ and
Ak(θ) = (1− k)F1(θ) for k 0,
b0(θ) = 0,
bk(θ) =
k+1∑
i=2
(2i − 1− k)Fi(θ)vk+1−i(θ) for k > 0.
Let Φk(θ) = exp(
∫ θ
0 Ak(σ )dσ). Then, by the variation of constants formula, one has
vk(T ) = Φk(T )vk(0) + Φk(T )
T∫
0
Φ−1k (θ)bk(θ)dθ.
Therefore, the periodicity condition vk(T ) = vk(0) holds if and only if the initial condition vk(0) is a
solution of the algebraic linear system
(
1− Φk(T )
)
vk(0) = Φk(T )
T∫
0
Φ−1k (θ)bk(θ)dθ. (24)
Since v0(θ) = 0, we know that
∫ T
0 F1(θ)dθ = 0, that is, Φk(T ) = 1 for all k. Then, from (24), either
all the solutions of Eq. (23) or none are T -periodic according to whether Λk :=
∫ T
0 Φ
−1
k (θ)bk(θ)dθ is
zero or not, respectively. Of course, the center case corresponds to Λk = 0 for all k. 
4. Examples
Example 16 (Homogeneous vector ﬁelds). We consider a homogeneous system:
x˙ = pd(x, y), y˙ = qd(x, y), (25)
where pd(x, y) and qd(x, y) are homogeneous polynomials of degree d with d  1. Using Eu-
ler’s Theorem for homogeneous polynomials, it is easy to prove that the homogeneous polynomial
V0(x, y) = ypd(x, y) − xqd(x, y) is an inverse integrating factor of system (25). The origin is a singu-
larity of (25). In particular, if the origin is monodromic, it has no characteristic directions because any
linear real factor of V0(x, y) gives an invariant straight line of system (25) through the origin. The
nonexistence of linear real factor of V0(x, y) implies that d must be odd. In polar coordinates system
(25) becomes r˙ = rdRd(θ), θ˙ = rd−1Fd(θ), where Rd(θ) = pd(cos θ, sin θ) cos θ + qd(cos θ, sin θ) sin θ
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is equivalent to Fd(θ) = 0 for θ ∈ [0,2π).
Indeed V (r, θ) = r is an inverse integrating factor for the corresponding differential equation on
the cylinder dr/dθ = F(r, θ) = rRd(θ)/Fd(θ). We get that the function
G(r) =
2π∫
0
F(r, θ)
V (r, θ)
dθ =
2π∫
0
Rd(θ)
Fd(θ)
dθ.
Hence, the origin of system (25) is a center if, and only if,
2π∫
0
Rd(θ)
Fd(θ)
dθ = 0.
Example 17 (Degenerate inﬁnity system). Let k, s be integers such that s  2k  0 and consider the
following differential system:
x˙ = −y(x2 + y2)k + xRs(x, y), y˙ = x(x2 + y2)k + yRs(x, y), (26)
where Rs(x, y) is a homogeneous polynomial of degree s. The name degenerate inﬁnity comes from
the fact that when system (26) is embedded into a compact space (either by the Poincaré compacti-
ﬁcation into a sphere or when it is embedded in the complex projective plane) the line at inﬁnity is
ﬁlled with singular points.
The origin of this system is a monodromic singular point since there are no characteristic direc-
tions. Taking polar coordinates system (26) reads for r˙ = rs+1Rs(cos θ, sin θ), θ˙ = r2k . Easy computa-
tions show that V0(x, y) = (x2 + y2)s/2+1 is an inverse integrating factor for system (26) and that
V (r, θ) = rs+1−2k is an inverse integrating factor of the ordinary differential equation on a cylinder
dr/dθ = F(r, θ) = rs+1−2kRs(cos θ, sin θ). Hence, we get that the function
G(r) =
2π∫
0
F(r, θ)
V (r, θ)
dθ =
2π∫
0
Rs(cos θ, sin θ)dθ.
Hence, we show that the origin of system (26) is a center if, and only if,
2π∫
0
Rs(cos θ, sin θ)dθ = 0.
Example 18 (Non-algebraically solvable center). The following system
x˙ = −y((2μ + 1)x2 + y2)+ x3(λ1x2 + λ2(x2 + y2)),
y˙ = x(x2 + (1− 2μ)y2)+ x2 y(λ1x2 + λ2(x2 + y2)), (27)
where μ, λ1 and λ2 are real parameters, appears in [21], where it is shown that the origin is a focus
for a non-semi-algebraic set of values of (μ,λ1, λ2) and it is a center otherwise.
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because it has no characteristic directions as xq3(x, y) − yp3(x, y) = (x2 + y2)2. Easy computations
show that the function
V0(x, y) = e
−2μx2
x2+y2
(
x2 + y2)3
is an inverse integrating factor of system (27) that is not an analytic function in a neighborhood of
the origin unless μ = 0. Using polar coordinates we obtain the ordinary differential equation on a
cylinder
dr
dθ
= F(r, θ) = −μ sin(2θ)r +
1
2 A(θ) cos
4 θr3 + 12 A(θ) cos3 θ sin2 θr4
1− 12 A(θ) cos3 θ sin θr2 + 12 A(θ) cos4 θ sin θr3
,
where A(θ) := λ1(1+ cos(2θ)) + 2λ2. This equation possesses the inverse integrating factor V (r, θ) =
e−2μ cos2 θ r3. In [10] it is proved that when the origin of system (27) is a focus, there are no analytic
inverse integrating factors V¯0(x, y) deﬁned in a neighborhood of the origin. In [21] it is shown that
there exist values of (μ,λ1, λ2) for which the origin of system (27) is a center.
Expanding in Laurent series at r = 0 the function G(r) = ∫ 2π0 F(r, θ)/V (r, θ)dθ we obtain G(r) =
r−2
∑
j0 g jr
j , where the ﬁrst coeﬃcients g j are given by
g0 = −2μ
2π∫
0
cos θ sin θ exp
(
2μ cos2 θ
)
dθ = 0,
g1 = 0,
g2 = 1
2
2π∫
0
A(θ) cos4 θ
(
1− μ + μ cos(2θ))exp(2μ cos2 θ)dθ.
Doing the quadrature involved in the expression of g2 we have
g2 = π exp(μ)
4μ2
Ω(μ,λ1, λ2),
where Ω(μ,λ1, λ2) = 2μ[λ1+ (λ1+λ2)μ]I0(μ)+[2λ2μ(1+μ)+λ1(−4+μ+2μ2)]I1(μ). Here, In(z)
denotes the modiﬁed Bessel function of the ﬁrst kind which is a solution of the differential equation
z2 y′′ + zy′ − (z2 + n2)y = 0 and has the integral representation In(z) = 1π
∫ π
0 cos(nθ)exp(z cos θ)dθ ,
see for instance [3]. Using Theorem 2, we get that the origin of (27) is a center if, and only if,
Ω(μ,λ1, λ2) = 0. This example shows that the center problem is not algebraically solvable.
Example 19 (Nilpotent center). Let n  2 be a ﬁxed integer number and consider the following 2-
parameter family
x˙ = y − axn, y˙ = −x2n−1 + bxn−1 y, (28)
with the additional restriction that ab − 1< 0 and (b + na)2 − 4n < 0. It is easy to see (use Andreev’s
Theorem 11) that the origin is a nilpotent monodromic singular point of (28) with Andreev number n.
The change to generalized polar coordinates (7) with (p,q) = (1,n) transforms system (28) into
dr = F(r, θ) = r Cs
n−1 θ(aCs2n θ − b Sn2 θ)
n . (29)dθ 1− (b + an)Cs θ Sn θ
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ing statement (ii) of Lemma 13 we deduce that V (r, θ) = r is an inverse integrating factor of Eq. (29).
The function
G(r) =
T∫
0
F(r, θ)
V (r, θ)
dθ =
T∫
0
Csn−1 θ(aCs2n θ − b Sn2 θ)
1− (b + an)Csn θ Sn θ dθ, (30)
where T = T (1,n) is the period deﬁned in statement (a) of Proposition 9. Therefore, from Corollary 5,
the origin of system (28) is a center if, and only if, the integral (30) vanishes. Indeed, computing the
former integral one shows that the origin of system (28) is a center if, and only if, b = na. See the
detailed computation in [10].
Example 20 (Degenerate center of type (p,q)). Let p, q and m be any positive integers. We consider the
following system:
x˙ = y2p−1 + pxR(x, y), y˙ = −x2q−1 + qyR(x, y), (31)
where R(x, y) is a (p,q)-quasihomogeneous polynomial of weighted degree m + 2pq − p − q − 1.
The origin of system (31) is a monodromic singularity of type (p,q). The change to generalized polar
coordinates (7) brings the system to the form:
r˙ = rm+2pq−p−qR(Cs θ,Sn θ), θ˙ = −r2pq−p−q,
where we have used the fundamental relation (b) of Proposition 9. From here, we deduce that the
unique condition for the origin of system (31) to be a center is that
∫ T
0 R(Cs θ,Sn θ)dθ = 0, where
T = T (p,q) is the period deﬁned in (a) of Proposition 9. The symmetry properties of the generalized
trigonometric functions Cs θ , Sn θ imply that the latter integral vanishes in case m is even. This is
because R is a (p,q)-quasihomogeneous polynomial of odd weighted degree when m is even and∫ T
0 Cs
i θ Sn j θ dθ = 0 when i or j are odd.
Easy computations show that
V0(x, y) =
(
px2q + qy2p)m−12pq +1
is an inverse integrating factor for system (31), where we have used Euler Theorem stated in part (c)
of Proposition 9. It is clear that for arbitrary p, q and m, the function V0(x, y) does not need to be
analytic in a neighborhood of the origin. We observe that V0(x, y) is analytic in a neighborhood of
the origin if, and only if, there exists an integer k 0 such that m = 2kpq+1, which is an odd integer.
The function V (r, θ) = rm is the corresponding inverse integrating factor for the associated equa-
tion on the cylinder. Thus, another way to see that the origin of system (31) is always a center in case
that m be even is by using statement (i) of Theorem 2.
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