Dynamic Materialized View Algorithm Based on  Rough Set Clustering by 冯少荣 & 肖文俊
 —185—
      
                                       
           
基于粗糙集聚类的物化视图动态调整算法 
冯少荣 1, 2，肖文俊 1 





Dynamic Materialized View Algorithm Based on          
Rough Set Clustering 
FENG Shao-rong1,2, XIAO Wen-jun1 
 (1. School of Computer Science and Engineering, South China University of Technology, Guangzhou 510640;                
2. College of Information Science and Technology, Xiamen University, Xiamen 361005) 
【 Abstract】 Because of user’s various inquires, a new algorithm, named rough set clustering-based dynamic materialized view
algorithm(RSCDMV) is presented. Based on rough set clustering on materialized view, the algorithm can execute dynamic adjustment which both
satisfies the variety of the queries and take the hierarchy of dimension into consideration. Experimental results show, as the queries set increase,
RSCDMV will show more advantages as inquires change.  
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2  基于粗糙集的物化视图聚类 
文献[8]提出了一种概括的基于粗糙集的层次聚类算法，
本文根据物化视图的特殊性，提出了基于粗糙集的物化视图
聚类算法  (rough set-based clustering on materialized view, 
RSCMV)。为此，下面给出如下相关概念： 
定义 1 (知识表示系统) 称 ( , ,{ }, )aS U A V f= 为知识表示系
统，其中，U为非空有限集，称属性集合； aV 为属性 a A∈ 的
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例 1 若多维数据集 Sale_Fact 包含 4 个维属性(time, 
product, supplier, customer)及 1 个度量属性(sales)，并且设
Time维有 4个层次(年、季度、月、日)；Product维含有 2个
层次(产品类、产品名称)；Customer 维和 Supplier 维仅有 1




视图没有包含该维。由表 1 可知，物化视图 1 描述每月向每
个客户所销售的每种产品的销售总量。 
表 1  物化视图的表格表示 
物化视图编号 Time Product Customer Supplier
1 3 1 1 0 
2 2 2 0 1 
3 4 0 1 1 
4 4 2 0 0 
5 2 2 1 0 
定义 2 (上近似和下近似) 假设给定知识库 K=(U,R), 对
每个子集 X∈U，定义两个 U 的子集： { }X Y U Y X= ∈ ⊆∪ 和
X= {∪ Y∈U|Y∩X≠φ}分别称为上近似和下近似。 
X是对于知识 R、U中所有一定能归入 X的元素的集合，
而 X 是可能归入 X的元素的集合；bnR(X)是对于知识 R既不
能归入 X也不能归入－X 的元素的集合，称为 X的边界域。
把 ( ) XRpos X = 称为 X 的 R 正域，把 ( ) XRneg X U= − 称为 X
的 R负域。 
定义 3 (近似精度) 在知识库 ( , )K U R= 中， X U⊆ 为一
非空个体集，X的近似精度定义为 
( ) (X) (X)X card cardθ =  
其中，card( )表示集合 X的基数；近似精度 ( )Xθ 用来反映解
集合 X 的知识的完全程度。对于每一个 R 且 X U⊆ ，有
0 ( ) 1Xθ≤ ≤ ；当 ( ) 1Xθ = ，X的边界域为空，集合 X为 R可
定义的；当 ( ) 1Xθ < ，则集合 X 有非空边界域，该集合为 R
不可定义的。 
定义 4 (不精确集合) 设 1 2{ , , , }mU x x x= ，不精确集合 I
定义为 
( ) { | ( , ) }i j i jI x x d x x β= ≤  
其中， β 为给定的阈值； ( , )i jd x x 为 ix 和 jx 之间的相异度，





定义 5 (局部不可分辨关系) 设 ix U∈ ， jx 对应的局部不
可分辨关系 iR 则为以下等价类集合确定： { ( ), ( )}i iI x U I x− ，
即 iR 将 U分成两个互不相交的子集。对于 ,j kx x U∀ ∈ ，它们
或者属于同一子集，或者属于不同的子集。论域 U 中如有 n
个个体，则有 n个局部不可分辨关系。 
定义 6 (局部不可分辨度) jx 和 kx 在 iR 中的局部不可分
辨度定义为 
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= ∑  
定义 8 (类的不可分辨度) 设论域 U中的 n个个体经过聚
类后得到 1 2, , , rC C C 共 r 个互不相交的类，类 pC 和类 qC 之
间的不可分辨度可定义为 
,
1 ( , )
| | | | j P k q
pq j k















ζ ζ ζ= +  
其中， rC 为 pC 和 qC 的并，其样本个数 r p qC C C= + 。 
定义 9 (综合近似精度) 设聚类结果 1 2{ , , }rC C C C= ，
这 r 个类中的每个类都对应一个近似精度，则 r 个类的综合
近似精度定义为 
1




C C Cα θ θ
=
= ∑  
本文采用的是凝聚的层次聚类算法，其中，在定义 4中，
很难预先确定 β 值，所以，需要自动调整 β 值以获得更优的
解。在本算法中，采用 β值为 0.005～0.2，步长为 0.001。不
同的 β值对应不同的不精确函数，从而得到不同的聚类结果。
在下面描述的算法中，采用综合近似精度评价聚类结果的好
坏。假定，满足 max( ( ))Cα 的聚类结果为较优解，对应的 β
值就是最终解。RSCMV算法描述如下： 
输入 N个物化视图样本 X={x1,x2,⋯,xn} 
输出 被标记聚类类别的 N个物化视图样本 
(1)初始化： max 1; 0.005;α β= − =  
(2)for i=1 to N-1 
        for j=i to N 
           根据欧氏距离公式计算 d(xi, xj); 
(3)for i=1 to N  
        计算 I(xi)和 Ri\; 
(4)for i=1 to N 
        for j=1 to N-1 
           for k=j+1 to N  
                计算 ri(xj, xk); 
(5)for j=1 to N-1 
       for k=j+1 to N 
           计算 λ(xj, xk); 
(6)将 N个物化视图样本各归成一类，即 Ci={xi}, i=1, 2,⋯,n; 
(7)for i=1 to N-1 
       for j=i+1 to N 






(11)计算此次得到聚类结果 C的综合近似精度 a(C); 
如果 a(C)>max a则 max a=a(C); 
(12) β=β+0.001; 
(13)如果 β≤0.2，则跳转至(2); 






杂度为 O(n3)，空间复杂度为 O(n2)。 
3  基于粗糙集聚类的物化视图动态调整算法 
基于粗糙集聚类的物化视图的动态调整算法(rough set 
clustering-based dynamic materialized view algorithm, 
RSCDMV)具体实现如下: 
输入 被标记聚类类别的物化视图集合 M0；用户查询集
Q所对应的视图集合 M1；可用空间 space； 
输出 调整后的物化视图集合 M0 
(1)初始化: Madd=Φ; Mremove =Φ; M′=M1-M0; 
(2)将 M′中各个视图样本看成单独类，并根据定义 8 中的公式计
算它们与其他类的不可分辨度; 
(3)while  M′≠Φ{ 
在 M′中找到 B(Ci, M0 {∪ Ci})/|Ci|最大的 iC ; 
if  space≥|Ci| then{ 
 Madd= Madd {∪ Ci}; 
       space=space-|Ci|; 
找出与 Ci之间的不可分辨度最大的类，并将 Ci 标记成该
类;} 
else{ 
找出 Ci与其他类的最大不可分辨度 ζmax, 
if ζmax＜ηthen  
      找当前物化视图集合中找出 B(Cj,M0)/|Cj|最小的物化视
图 Cj; 
     else 
找出该类中 B(Cj,M0)/|Cj|最小的物化视图 Cj; 
  if B(Ci,M0 {∪ Ci})/|Ci|≥B(Cj,M0)/|Cj| then 
           if space+|Cj|≥|Ci| then{ 
             Mremove=Mremove {∪ Cj}; 
             M0=M0-{Cj}; 
             Madd=Madd {∪ Ci}; 
             M0=M0 {∪ Ci}; 
               ifζmax <ηthen  
                   将 Ci单独标记成一类; 
                 else 
  将 Ci标记成在 Ci与其他类的最大不可分辨度 ζmax所对应的类; 
                space=space+|Cj|-|Ci|; 
                M′=M′-{Ci}；} 
             else{ 
             Mremove=Mremove-{Cj}; 
M0=M0-{Cj}; 
           space=space+|Cj|；} } 
(4)for  Mremove中每个物化视图 Ck  
删除物化视图 Ck 



























4  实验结果 
测试环境中的硬件平台为 DELL OPTIPLEX GX270(P4 
2.40GHz CPU， 512MB RAM)，运行的操作系统平台是
Windows 2003 Server，数据库平台是 Orcacle 9i，算法由 Visual 




ProKey    4bytes
Name       55bytes
Brand      25bytes
Type        25bytes
Subtype   25bytes
200 000  rows
Customer
CustKey   4bytes
Name       25bytes
Age          4bytes
Edu         8bytes
Income    4bytes
Address   40bytes
Gender    2bytes
250 000  rows
Supplier
SuppKey   4bytes
Name        25bytes
Country    25bytes
Provin      25bytes
City          25bytes
Phone       25bytes
Manager  25bytes
10 000  rows
Sales
ProKey    4bytes
Suppkey  4bytes
Custkey   4bytes
Timekey  4bytes
Cost         8bytes




TimeKey   4bytes
Year          4bytes
Month      4bytes
Week       4bytes
Day          4bytes
200 000  rows
 
图 1   数据仓库的表结构 
在文献[9]中提到，当空间限制 30%时，总代价会达到最





















































图 4  总代价的变化情况 
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其中，图 5 中被圈中的是不满足集群条件的人工鱼。图 6 中
被圈中的是捕食者——鲨鱼。 
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