The form boundedness criterion for the Laplacian operator  by Gala, Sadek
J. Math. Anal. Appl. 323 (2006) 1253–1263
www.elsevier.com/locate/jmaa
The form boundedness criterion for the Laplacian
operator
Sadek Gala
Université d’Evry Val d’Essonne, Département de mathématiques, Bd F. Mitterrand, 91025 Evry cedex, France
Received 12 May 2005
Available online 30 January 2006
Submitted by C. Rogers
Abstract
In this paper, we characterize the class of measurable functions (or, more generally, real- or complex-
valued distributions) f such that the commutator operator
Cf = [f,Δ]
acting from H˙ 1(Rd) to H˙−1(Rd). In other words, we give a complete solution to the problem for the
boundedness of the Laplacian −Δ, which is fundamental to quantum mechanics.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout the paper, we assume that d  3 and Ω will denote an open, nonempty subset
of Rd . We wish to study linear elliptic differential operator −Δ in divergence form defined on
C2 functions by
Δf (x) = 1
2
d∑
i,j=1
∂i(∂jf )(x).
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matical physics in relation to quantum mechanics problems [6,10,14], and elliptic PDE theory
[2,5,13].
Our motivation is to give a criterion for the boundedness of the operator Cf = [f,Δ] where f
is real- or complex-valued distributions with respect to the Laplacian Δ on L2(Rd). This ensures,
in view of the so-called KLMN theorem (see [14, Theorem X.17]).
We start with some prerequisites for our main results. LetD(Rd) = C∞0 (Rd) be the class of all
infinitely differentiable, compactly supported complex-valued functions, and let D′(Rd) denote
the corresponding space of (complex-valued) distributions.
For ϕ ∈D′(Rd), consider the multiplication operator on D(Rd) defined by
〈ϕu,v〉 = 〈ϕ,uv〉, u, v ∈D(Rd), (1.1)
where 〈.,.〉 represents the usual pairing between D(Rd) and D′(Rd). If the sesquilinear form
〈ϕ.,.〉 is bounded on H˙ 1(Rd) × H˙ 1(Rd):∣∣〈ϕu,v〉∣∣ c‖∇u‖L2(Rd )‖∇v‖L2(Rd ), u, v ∈D(Rd), (1.2)
where the constant c is independent of u,v, then ϕu ∈ H˙−1(Rd) where H˙−1(Rd) = (H˙ 1(Rd))∗
is a dual Sobolev space, and the multiplication operator can be extended by continuity to all of
the space H˙ 1(Rd). Here, the space H˙ 1(Rd) is defined as the completion of (complex-valued)
D(Rd) functions with respect to the norm ‖u‖H˙ 1(Rd ) = ‖∇u‖L2(Rd ). As usual, this extension is
also denoted by ϕ.
We denote the class of multipliers ϕ such that the corresponding operator from H˙ 1(Rd) to
H˙−1(Rd) is bounded by
M(H˙ 1 → H˙−1).
Note that the least constant c in (1.2) is equal to the multiplier norm
‖ϕ‖M(H˙ 1→H˙−1) = sup
{‖ϕu‖H˙−1(Rd ): ‖u‖H˙ 1(Rd )  1, u ∈D(Rd)}.
For ϕ ∈M(H˙ 1 → H˙−1), we will extend the form 〈ϕ,uv〉 defined by the right-hand side of
(1.1) to the case where both u and v are in H˙ 1(Rd). This can be done by letting
〈ϕu,v〉 = lim
k→∞〈ϕuk, vk〉,
where u = limk→∞ uk and v = limk→∞ vk in H˙ 1(Rd). It is known that this extension is inde-
pendent of the choice of uk and vk.
By the polarization identity, (1.2) is equivalent to the boundedness of the corresponding
quadratic form∣∣〈ϕu,u〉∣∣= ∣∣〈ϕ, |u|2〉∣∣ c‖∇u‖2
L2(Rd ), u ∈D
(
R
d
)
, (1.3)
where the constant c is independent of u. If ϕ is a (complex-valued) Borel measure on Rd , then
(1.3) can be recast in the form∫
Rd
∣∣u(x)∣∣2 dϕ(x) c‖u‖2
H˙ 1
, u ∈D(Rd)
and has been studied in a comprehensive way. We refer to [4,6,7,11], where different analytic
conditions for the so-called trace inequalities of this type can be found.
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tees the boundedness of the sesquilinear form associated with (−Δ):∣∣〈[f,Δ]u,v〉∣∣ C‖u‖H˙ 1(Rd )‖v‖H˙ 1(Rd ),
where the constant C does not depend on u,v ∈ C∞0 (Rd).
Equivalently, we characterize f such that
Cf = [f,Δ] : H˙ 1
(
R
d
)→ H˙−1(Rd)
is a bounded operator.
The idea of considering Cf as a bounded operator acting from H˙ 1(Rd) to its dual goes back
at least to E. Nelson’s way to prove that densely defined closed quadratic forms bounded from
below on a Hilbert spaceH are uniquely associated with a self-adjoint operator onH [12, pp. 98–
101]. Moreover, Nelson also used this technique to prove the existence of the Friedrichs extension
for densely defined, symmetric operators bounded from below [12, pp. 101–102].
2. Definitions and statements of theorems
Before stating our result, we introduce some function spaces.
2.1. The multipliers spaces X˙1
In this section, we give a description of the multiplier space X˙1 introduced recently by
P.G. Lemarié-Rieusset in his work [8]. The space X˙1 of pointwise multipliers which map L2
into H˙−1 is defined in the following way:
Definition 1 (Multipliers spaces X˙1). We define the homogeneous space X˙1 by
X˙1 =
{
f ∈ L2loc: ∀g ∈ H˙ 1, fg ∈ L2
}
,
where we denote by H˙ 1(Rd) the completion of the space D(Rd) with respect to the norm
‖u‖H˙ 1 = ‖∇u‖L2 .
The norm of X˙1 is given by the operator norm of pointwise multiplication:
‖f ‖X˙1 = sup‖g‖
H˙11
‖fg‖L2 .
We have the homogeneity properties: (∀x0 ∈ Rd)∥∥f (x + x0)∥∥X˙1 = ‖f ‖X˙1,∥∥f (λx)∥∥
X˙1
 1
λ
‖f ‖X˙1, λ > 0.
We recall the definition of Morrey spaces.
Definition 2 (Morrey spaces). For 1 < p < ∞, the Morrey space Lpuloc of uniformly locally Lp
functions is defined by f ∈ Lpuloc if and only if f is locally Lp on Rd and
‖f ‖Lpuloc = sup
x∈Rd
( ∫
|x−y|1
∣∣f (y)∣∣p dy) 1p .
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As a matter of fact, we have a more precise result on pointwise multiplications:
Lemma 1. Let X˙1 be a multiplier space. Then, the elements of X˙1 are local measures (i.e., are
distributions of order 0). More precisely, they belong to the Morrey space L1uloc of uniformly
locally finite measures.
Proof. It is obvious. If f ∈ X˙1 and if K is a compact subset of Rd , then we consider a function
φK ∈ D(Rd) which is equal to 1 on K , and we write for all ω ∈ D(Rd) with support included
in K : ∣∣〈f,ω〉∣∣= ∣∣〈fω,φK 〉∣∣ ‖f ‖X1‖φK‖N1‖ω‖L∞,
where N1 is the predual of X˙1 (see [9]). Thus, f is a local measure dμ. Moreover, taking K =
x0 + [−1,1]d and
φK = φ[−1,1]d (x − x0),
we find that
sup
x0∈Rd
|μ|(K) < ‖f ‖X˙1‖φ[−1,1]d‖N1,
and thus f ∈ L1uloc. 
Recall the divergence theorem. Suppose Ω is a nice region, F is a smooth vector field, ν(x) is
the outward normal vector at x ∈ ∂Ω , and σ is surface measure on ∂Ω . The divergence theorem
then says that∫
∂Ω
F(y).ν(y)σ (dy) =
∫
Ω
divF(x)dx.
A twice continuously differentiable, complex-valued function v defined on Ω is harmonic on
Ω if
Δv = 0.
We will need the following proposition.
Proposition 1. Let g be a C∞ function with compact support and f a bounded C∞ function.
Then ∫
Rd
g(x)Δf (x)dx = −1
2
∫
Rd
(
d∑
i,j=1
∂ig(x)∂jf (x)
)
dx.
The integrand on the right could be written ∇g.∇f.
Proof. We apply the divergence theorem. Let B be a ball large enough to contain the support of
g and let F(x) be the vector field whose ith component is
1
2
g(x)
d∑
∂jf (x).j=1
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divF(x) = 1
2
d∑
i=1
∂i
(
g(x)
d∑
j=1
∂jf (x)
)
= 1
2
d∑
i,j=1
∂ig(x)∂jf (x) + g(x)Δf (x).
This completes the proof of the proposition. 
Proposition 2. Suppose v is positive and harmonic in Q(4). There exists c1 independent of v
such that if w = logv, then∫
Q
∣∣∇w(x)∣∣2dx  c1hd−2
for all cubes Q of side length h contained in Q(2).
Proof. Let Q∗ be the cube with the same center as Q but side length twice as long. Note
Q∗ ⊂ Q(4). Let ϕ be C∞ with values in [0,1], equal to 1 on Q, supported in Q∗, and such
that ‖∇ϕ‖∞  c2h−1. Since
∇w = ∇v
v
and v is harmonic in Q(4),
0 = 2
∫
ϕ2
v
Δv = −
∫
∇
(
ϕ2
v
)
.∇v = −
∫
2
ϕ∇ϕ
v
.∇v +
∫
ϕ2
v2
∇v.∇v
= −2
∫
ϕ∇ϕ.∇w +
∫
ϕ2∇w.∇w.
So by the Cauchy–Schwarz inequality and Proposition 1,∫
Q∗
ϕ2|∇w|2 dx  c3
∫
Q∗
ϕ2∇w.∇w = c4
∫
Q∗
∇ϕ.ϕ∇w
 c5
( ∫
Q∗
|∇ϕ|2 dx
) 1
2
( ∫
Q∗
ϕ2|∇w|2dx
) 1
2
.
Dividing by the second factor on the right, squaring and using the bound on |∇ϕ|,∫
Q
∣∣∇w(x)∣∣2 dx  ( ∫
Q∗
ϕ2|∇w|2dx
)
 c25
∣∣Q∗∣∣c22h−2,
which implies our result. 
Now we need to distinguish the class of vector fields −→F such that the commutator inequality∣∣∣∣
∫
d
F .(u∇v − v∇u)dx
∣∣∣∣ C‖u‖H˙ 1‖v‖H˙ 1 (2.1)R
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preceding inequality is equivalent to the boundedness of the commutator
Cf = [f,Δ]
acting from H˙ 1(Rd) to H˙−1(Rd). A complete characterization of those −→F which obey (2.1) is
obtained below using the idea of the gauge transformation [10, Section 7.19]:
∇ → e−iw∇eiw,
where the gauge w is a real-valued function which lies in H˙ 1loc(R
d).
The problem of choosing an appropriate gauge is known to be highly nontrivial. In this present
paper, w is picked in a very specific form:
w = log(Pμ),
where Pμ = (−Δ)−1μ is the Newtonian potential of the equilibrium measure μ associated with
an arbitrary compact set e (see [1]). We will verify that, with this choice of w, the homogeneous
Sobolev space H˙ 1(Rd) is gauge invariant, and the irrotational part −→G = ∇(Δ−1 div −→F ) of −→F
obeys∫
Rd
∣∣−→G(x)∣∣2∣∣u(x)∣∣2 dx  C‖u‖2
H˙ 1
(2.2)
for all u ∈D(Rd), where the constant C does not depend on u ∈D(Rd) which is equivalent to−→
G(x) ∈ X˙1(Rd) (see Theorem 1).
Notice that (2.2) is equivalent to the boundedness of the nonlinear quadratic form 〈|−→G.∇u|, u〉
on H˙ 1(Rd) × H˙ 1(Rd).
Another useful point in the sequel is the symmetry of the Laplace operator,
〈Δϕ,ψ〉 = −〈Dϕ,Dψ〉 = 〈ϕ,Δψ〉
for all ϕ, ψ ∈D(Rd).
We will need a series of lemmas.
Lemma 2. For any twice continuously differentiable functions u :A → R and v :A → R, where
A ⊂ Rd , we have
div(u∇v − v∇u) = uΔv − vΔu.
Proof. It is easy to check. 
Lemma 3. Let f ∈D′(Rd). Then for all u,v ∈D(Rd), we have
∣∣〈Cf u,v〉∣∣=
∣∣∣∣
∫
Rd
−→
F .(u∇v − v∇u)dx
∣∣∣∣.
Proof. Let u,v ∈D(Rd). We observe that
〈Cf u,v〉 =
〈[f,Δ]u,v〉= 〈fΔu − Δ(f u), v〉
= 〈fΔu,v〉 − 〈Δ(f u), v〉= 〈f, vΔu〉 − 〈f u,Δv〉
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= 〈f,div(v∇u − u∇v)〉= −〈∇f, v∇u − u∇v〉
= −〈−→F ,v∇u − u∇v〉.
Therefore,∣∣〈Cf u,v〉∣∣=
∣∣∣∣
∫
Rd
−→
F .(u∇v − v∇u)dx
∣∣∣∣. 
We denote by μ = μe ∈M+(Rd) the equilibrium measure associated with a compact set
e ⊂ Rd . By P(x) = Pe(x) denote the equilibrium potential on e [1] of a positive measure μ
defined by [1]:
Pμ(x) = P(x) = C(d)
∫
Rd
dμ(y)
|x − y|d−2 , x ∈ R
d, d  3.
It is well known that P is the Newtonian potential which gives a solution to several variational
problems. The proof of our main result is based in the following lemma:
Lemma 4. Let μ be a positive Borel measure on Rd such that P(x) = I2μ(x) = ∞. Then the
following inequality holds:∫
Rd
u2(x)
|∇P(x)|2
P 2(x)
dx  4‖∇u‖2
L2, u ∈D
(
R
d
)
. (2.3)
Proof. Suppose u ∈D(Rd). Then K = Suppu is a compact set, and obviously infx∈K P (x) > 0.
Without loss of generality, we may assume that ∇P ∈ L2loc(Rd), and hence the left-hand side of
(2.3) is finite.
Using integration by parts together with the properties −ΔP = μ (understood in the distribu-
tional sense) and applying the Schwarz inequality, we get
2
∫
Rd
∇u(x).∇P(x) u(x)
P (x)
dx =
∫
Rd
u2(x)
|∇P(x)|2
P 2(x)
dx +
∫
Rd
u2(x)
dμ(x)
P (x)
dx
 2
( ∫
Rd
u2(x)
|∇P(x)|2
P 2(x)
dx
) 1
2
( ∫
Rd
∣∣∇u(x)∣∣2dx) 12 ,
for all u ∈D(Rd). Using this inequality, we have∫
Rd
u2(x)
|∇P(x)|2
P 2(x)
dx  2
( ∫
Rd
u2(x)
|∇P(x)|2
P 2(x)
dx
) 1
2
( ∫
Rd
∣∣∇u(x)∣∣2dx) 12 .
Consequently, we obtain∫
Rd
u2(x)
|∇P(x)|2
P 2(x)
dx  4
∫
Rd
∣∣∇u(x)∣∣2dx.
This completes the proof of Lemma 4. 
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u → u˜ = eiwu, v → v˜ = eiwv,
‖u‖H˙ 1  ‖u˜‖H˙ 1, ‖v‖H˙ 1  ‖v˜‖H˙ 1
Proof. We set
w = logPμ, v = Pμ.
We observe that v ∈ H˙ 1(Rd) by [11, Proposition 2.5]. Clearly,
∇(eiwu)= (iu∇w + ∇u)eiw.
Consequently, for every u ∈ H˙ 1(Rd),
‖u˜‖H˙ 1  ‖u∇w‖L2 + ‖∇u‖L2 .
Note that
∇w = ∇P
P
.
Hence, by Lemma 4,
‖u∇w‖L2  2‖u‖H˙ 1 .
From this, it follows
‖u˜‖H˙ 1  3‖u‖H˙ 1 .
Using similar estimates for u˜ → u = e−iwu˜, we deduce
1
3
‖u‖H˙ 1  ‖u˜‖H˙ 1 .
This completes the proof of the lemma. 
We now state our main result for arbitrary (complex-valued) distributions −→F whose proof
makes use of the idea of the magnetic gauge invariance. By L2loc(R
d) = L2loc(Rd) ⊗ Cd , we
denote the space of vector functions −→G = (G1, . . . ,Gd) such that Gk ∈ L2loc(Rd), k = 1, . . . , d .
Theorem 1. Let −→F ∈D′(Rd), d  3. Suppose that, for all u,v ∈D(Rd),∣∣〈−→F ,v∇u − u∇v〉∣∣ C‖u‖H˙ 1‖v‖H˙ 1 . (2.4)
Then there is a vector field −→G ∈ L2loc(Rd) such that
−→
G = ∇(Δ−1 div −→F ) and∫
Rd
∣∣−→G(x)∣∣2∣∣u(x)∣∣2dx  C‖u‖2
H˙ 1
for all u ∈D(Rd), where the constant C does not depend on u ∈D(Rd).
Proof. Suppose that∣∣〈−→F ,v∇u − u∇v〉∣∣ C‖u‖H˙ 1‖v‖H˙ 1
S. Gala / J. Math. Anal. Appl. 323 (2006) 1253–1263 1261holds. Then by continuity the bilinear form on the left-hand side can be extended to all
u,v ∈ H˙ 1(Rd). Let v be a nonnegative function such that w = logv has the property (by the
Proposition 1)
∇w = ∇v
v
∈ L2loc
(
R
d
)
.
Moreover, we need w to be chosen so that the homogeneous Sobolev space H˙ 1(Rd) be invariant
under the transformation:
u˜ = eiwu, v˜ = eiwv.
Applying Lemma 5 and (2.4), with u˜ and v˜ respectively in place of u and v, we get∣∣〈−→F , v˜∇u˜ − u˜∇v˜〉∣∣C‖u˜‖H˙ 1‖v˜‖H˙ 1  9C‖u‖H˙ 1‖v‖H˙ 1 .
Notice that
v˜∇ ¯˜u − ¯˜u∇v˜ = v∇u − u∇v − 2iuv∇w.
Combining the preceding estimates, we obtain
2
∣∣〈−→F ,uv∇w〉∣∣ ∣∣〈−→F ,v∇u − u∇v〉∣∣+ ∣∣〈−→F , v˜∇u˜ − u˜∇v˜〉∣∣ 10C‖u‖H˙ 1‖v‖H˙ 1 .
Observe that v∇w = ∇v. Thus, we arrive at the inequality∣∣〈−→F ,u∇v〉∣∣ C′‖u‖H˙ 1‖v‖H˙ 1 .
From the preceding estimate and (2.4), we deduce∣∣〈−→F ,∇(uv)〉∣∣= ∣∣〈−→F ,v∇u + u∇v〉∣∣ ∣∣〈−→F ,v∇u〉∣∣+ ∣∣〈−→F ,u∇v〉∣∣ C′′‖u‖H˙ 1‖v‖H˙ 1 .
This yields∣∣〈(div −→F )u, v〉∣∣ C′′‖u‖H˙ 1‖v‖H˙ 1,
where u ∈ H˙ 1(Rd) and v = Pμ. By [11, Theorem 2.2], we get
div −→F ∈M(H˙ 1 → H˙−1).
Hence, there is a vector-field −→G ∈ L2loc(Rd) such that
−→
G = ∇(Δ−1 div −→F )= ∇f ∈M(H˙ 1 → L2). 
Corollary 1. Under the assumptions of Theorem 1, it follows that if∣∣〈−→F ,v∇u − u∇v〉∣∣C‖u‖H˙ 1‖v‖H˙ 1,
then
Δf ∈M(H˙ 1 → H˙−1).
Remark 1. The Calderon–Zygmund operator ∇(Δ−1 div) is bounded onM(H˙ 1 → L2) and∥∥∇(Δ−1 div −→F )∥∥M(H˙ 1→L2)  C‖−→F ‖M(H˙ 1→L2).
1262 S. Gala / J. Math. Anal. Appl. 323 (2006) 1253–1263Theorem 2. Let f ∈D′(Rd). Then the inequality∣∣〈[f,Δ]u,v〉∣∣ C‖u‖H˙ 1‖v‖H˙ 1
holds for all u,v ∈D(Rd) if and only if there is a vector-field −→G ∈ L2loc(Rd) such that
−→
G = ∇f
and ∫
Rd
∣∣−→G(x)∣∣2∣∣u(x)∣∣2dx  C‖u‖2
H˙ 1
,
for all u ∈D(Rd).
Proof. We need only to prove the “if ” part since the “only if ” part follows from Theorem 1.
Suppose that −→G = ∇(Δ−1 div −→F ) and∫
Rd
∣∣−→G(x)∣∣2∣∣u(x)∣∣2 dx  C‖u‖2
H˙ 1
.
Then −→G.∇ is form bounded, since by Schwarz’s inequality, we have∣∣〈−→G.∇u,v〉∣∣ ‖u−→G‖L2(Rd )‖∇v‖L2(Rd ) C‖u‖H˙ 1‖v‖H˙ 1 .
Hence, this inequality obviously yields∣∣〈−→F ,v∇u − u∇v〉∣∣ ∣∣〈−→F ,v∇u〉∣∣+ ∣∣〈−→F ,u∇v〉∣∣C‖u‖H˙ 1‖v‖H˙ 1 .
This proves the “if ” part of Theorem 2 and completes the proof of Theorem 2. 
Notice that by Theorem 1, it follows that one can set d = 3 and −→F = curl −→H , where −→H ∈
BMO(R3)3∣∣〈−→F ,v∇u − u∇v〉∣∣= 2∣∣〈−→H,∇u × ∇v〉∣∣
 C‖−→H‖BMO(R3)3‖∇u × ∇v‖H1(R3)3
 C‖−→H‖BMO(R3)3‖∇u‖L2‖∇v‖L2 .
for every u,v ∈ D(Rd). The last inequality is based on a standard compensated compactness
argument using commutators with Riesz transforms [3]. We deduce that
Corollary 2. Let f ∈ D′(R3). If f ∈ BMO, then the commutator Cf = [f,Δ] is bounded from
H˙ 1 into H˙−1.
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