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AVERAGE NUMBER OF ZEROS AND MIXED
SYMPLECTIC VOLUME OF FINSLER SETS
DMITRI AKHIEZER AND BORIS KAZARNOVSKII
Abstract. LetX be an n-dimensional manifold and V1, . . . , Vn ⊂
C∞(X,R) finite-dimensional vector spaces with Euclidean metric.
We assign to each Vi a Finsler ellipsoid, i.e., a family of ellipsoids in
the fibers of the cotangent bundle to X . We prove that the average
number of isolated common zeros of f1 ∈ V1, . . . , fn ∈ Vn is equal
to the mixed symplectic volume of these Finsler ellipsoids. If X is
a homogeneous space of a compact Lie group and all vector spaces
Vi together with their Euclidean metrics are invariant, then the
average numbers of zeros satisfy the inequalities, similar to Hodge
inequalities for intersection numbers of divisors on a projective
variety. This is applied to the eigenspaces of Laplace operator
of an invariant Riemannian metric. The proofs are based on a
construction of the ring of normal densities on X , an analogue of
the ring of differential forms. In particular, this construction is
used to carry over the Crofton formula to the product of spheres.
1. Introduction
Let X be a differentiable manifold of dimension n. We assume that
X is connected and has countable base of topology. Let V ⊂ C∞(X,R)
be a finite-dimensional vector space with Euclidean metric, such that
(1.1) ∀x ∈ X ∃f ∈ V : f(x) 6= 0.
By a Finsler set or an F -set we mean a continuous family E = {E(x)}
of compact convex sets E(x) ⊂ T ∗x . For a given V we construct the
F -set E = {E(x)}, in which all E(x) are ellipsoids in the corresponding
cotangent spaces. It turns out that the average number of isolated com-
mon zeros of f1, . . . , fn ∈ V , defined below in 2.1, equals the symplectic
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volume of the domain
(1.2)
⋃
x∈X
E(x) ⊂ T ∗X,
multiplied by a constant depending on n.
This is easily understood in the special case of a submanifold X of
the unit sphere SN−1 ⊂ RN , provided X is not contained in a proper
vector subspace and V consists of linear functionals on RN . Namely,
give X a Riemannian metric induced by the Euclidean metric of RN .
Then Crofton formula for the sphere tells us that the average number of
zeros is proportional to the volume of X . More precisely, this number
is equal to 2
σn
vol(X), where σn is the volume of the n-dimensional unit
sphere, see e.g. [25]. On the other hand, the Riemannian metric on X
allows us to identify T ∗x and Tx. If the ellipsoid E(x) ⊂ T ∗x is defined as
the unit ball in this metric then the symplectic volume of the domain
(1.2) differs from vol(X) by a coefficient depending only on n.
It is not hard to prove the result on the isolated common zeros of
f1, . . . , fn ∈ V even if X is not embedded in SN−1. The main diffi-
culty appears in the case of n Euclidean vector spaces V1, . . . , Vn ⊂
C∞(X,R). Then we have n F -sets, namely, F -ellipsoids E1, . . . , En
corresponding to V1, . . . , Vn. We define the mixed volume of F -sets
and prove Theorem 1, showing that the average number of isolated
zeros of f1 ∈ V1, . . . , fn ∈ Vn equals the mixed volume of E1, . . . , En.
Theorem 1 can be viewed as a real geometric counterpart of Bernstein-
Kouchnirenko theorem, relating the number of zeros of certain algebraic
equations with the mixed volume of attached convex polytopes, see [10].
The mixed volumes of convex polytopes satisfy Alexandrov-Fenchel in-
equalities, which yield Hodge inequalities for intersection indices on
some algebraic varieties, e.g., in the toric case [23]; see also [20] for
generalizations. In a special situation, we prove inequalities of this
type, which we again call Hodge inequalities, for the average numbers
of isolated zeros. Namely, we prove them for homogeneous spaces of
compact Lie groups and invariant Euclidean spaces Vi, see Theorem 3.
Here too they are a consequence of Alexandrov-Fenchel inequalities.
The proof of Theorem 1 is based on two facts. One of them is
Theorem 8, carrying over Crofton formula to the product of spheres.
The other one is Theorem 2, calculating the product of some special 1-
densities onX . Recall that a k-density on a vector space is a continuous
function δ on the cone of decomposable k-vectors, such that δ(tξ) =
|t|δ(ξ). A k-density on a manifold X is a k-density δx on each tangent
space Tx, such that the assignment x 7→ δx is continuous. The main
property of k-densities lies in the fact that they can be integrated along
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arbitrary, not necessarily oriented, submanifolds of dimension k. We
refer the reader to [15], [3] for other properties and applications of
densities.
If X is equipped with a non-negative quadratic form g then for
any k ≤ n we have a k-density volk,g. The value of volk,g on a k-
vector ξ1 ∧ . . . ∧ ξk is the g-volume of the parallelotope with edges ξi.
An arbitrary k-density assigns to such a parallelotope its “δ-volume”
δ(ξ1 ∧ . . . ∧ ξk). In Section 3 we define a graded subspace n(X) in the
space of all densities. The elements of n(X) are called normal den-
sities. For normal densities we define the product making n(X) into
a commutative graded ring. Any smooth 1-density is normal. As an
example, we have the formula volk1,g = c(n, k)volk,g.
”Crofton formula for the product of spheres” is obtained following
the pattern of complex projective spaces [21], [22]. In that case Vi
are Hermitian vector spaces of holomorphic functions on a complex
manifold X . Let θi : X → V ∗i be the mapping assigning to x ∈ X
the functional θi(x)(f) = f(x), f ∈ Vi. Then the average number of
isolated common zeros of fi ∈ Vi in a domain U ⊂ X equals
∫
U
ω1 ∧
. . . ∧ ωn, where ωi is the pull-back of the Fubini-Study form on P(V ∗i )
under the mapping X
θi−→V ∗i → P(V ∗i ).
For a real manifold X we prove that the average number of isolated
common zeros of fi ∈ Vi in U ⊂ X is obtained by integrating over U a
certain n-density Ω. Namely, if all Vi are subject to (1.1) then we have
a similar mapping θi from X to the sphere in the dual space V
∗
i and we
can define gi as the pull-back of the metric form on that sphere. Then
Ω = 1
πn
vol1,g1 · . . .·vol1,gn, where vol1,gi is the 1-density corresponding to
the non-negative quadratic form gi. Thus the product of Ka¨hler forms
is replaced by the product of 1-densities of the corresponding metrics.
For the proof of Crofton formula we use the standard technique of
double fibrations and write Ω as the pull-back and push-forward of the
volume form on the space of systems of equations, see [15], [22], [3],
[27]. The main part of the proof is the presentation of n-density Ω as
the product of the abovementioned 1-densities, see Theorem 8.
The deduction of Theorem 1 from Crofton formula relies on the fol-
lowing theorem from convex geometry (Theorem 7). Given k compact
convex sets A1, . . . , Ak ⊂ Rn, define a k-density dk(A1, . . . , Ak) on Rn
by
dk(A, . . . , Ak)(ξ1 ∧ . . . ∧ ξk) = Vk(πHA1, . . . , πHAk) · volkΠξ,
where ξi are linearly independent vectors generating parallelotope Πξ,
πH is the orthogonal projection map onto H = Rξ1+ . . .+Rξk and Vk
is the k-dimensional mixed volume. Then for a wide class of centrally
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symmetric convex sets, including smooth convex bodies and zonoids
(see 2.2), one has
(1.3) d1(A1) · . . . · d1(Ak) = k! dk(A1, . . . , Ak).
Given a compact convex body in Rn, its k-th brightness function
is the function on Gr(k,Rn) equal to the k-volume of the orthogonal
projection of A on a given k-dimensional subspace H . For k = 1
this function is called the width function. Determination of A by its
brightness functions and relations between these functions are studied
in geometric tomography, see [14],[17],[18]. The k-density dk(A) evalu-
ated on a unit k-vector ξ1 ∧ . . . ∧ ξk, where ξi ∈ H , is the k-brightness
of A at H ∈ Gr(k,Rn). Therefore (1.3) is an assertion from geometric
tomography. In particular, for a centrally symmetric smooth convex
body A one has dk1(A) = k!dk(A).
The space of normal densities on Rn can be identified with a subspace
of translation invariant valuations on compact convex sets. Under this
identification, the product of smooth normal densities coincides with
Alesker product of smooth valuations, see [5]. Therefore (1.3) can be
regarded as an identity from the valuation theory, see 3.3.
Theorem 1 and the product theorem for 1-densities related to F -
sets (Theorem 2) are stated in Section 2. Also in this section, we
give applications of Theorem 1 to homogeneous spaces of compact Lie
groups. Namely, we deduce Hodge inequalities for average numbers of
isolated common zeros and consider these numbers in some detail for
eigenfunctions of the Laplace operator of an invariant Riemann metric.
In Section 3 we construct the ring of normal desities on a vector space
and, after that, on a differentiable manifold. Proofs of Theorems 1 and
2 are given in Section 4.
The authors are grateful to Semyon Alesker for useful discussions.
2. Main results
2.1. Average number of zeros. LetX be an n-dimensional manifold
and let V1, . . . , Vn be finite dimensional vector subspaces in C
∞(X,R).
Assume that each Vi has a fixed scalar product 〈., .〉i, let Si ⊂ Vi be the
sphere of radius 1 with center 0 and let σ be the product of volumes of
Si. For a system of functions (s1, . . . , sn) ∈ S1× . . .×Sn we denote by
N(s1, . . . , sn) the number of isolated common zeros of si, i = 1, . . . , n.
We will see later that the following integral exists. We call
MX(V1, . . . , Vn) =
1
σ
∫
S1×...×Sn
N(s1, . . . , sn) ds1 · . . . · dsn
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the average number of common zeros of n functions si. For any point
x ∈ X define the functional ϕi(x) ∈ V ∗i by ϕi(x)(f) = f(x). Assuming
(1.1) for each Vi we have ϕi(x) 6= 0. Equip V ∗i with the dual scalar
product 〈., .〉∗i , denote by S∗i the unit sphere in V ∗i and consider the
mapping θi : X → S∗i defined by
θi(x) =
ϕi(x)√〈ϕi(x), ϕi(x)〉∗i .
The pull-back of the Euclidean metric on S∗i ⊂ V ∗i under θi is a non-
negative quadratic form gi on the tangent bundle of X .
Our first theorem computes MX(V1, . . . , Vn) in terms of gi. Namely,
let gi,x be the quadratic form on the tangent space Tx corresponding
to gi. Note that
√
gi,x is a convex function and consider the convex set
Ei(x) ⊂ T ∗x with support function √gi,x. In other words,
max
ξ∗∈Ei(x)
ξ∗(ξ) =
√
gi,x(ξ) .
Then Ei(x) is a centrally symmetric convex body in the orthogonal
complement to the kernel of gi,x. We call Ei(x) the ellipsoid associated
with gi at x ∈ X .
Suppose that for every x ∈ X we are given a compact convex set
E(x) ⊂ T ∗x depending continuously on x ∈ X . We call the collection
E = {E(x) | x ∈ X} a Finsler set or an F -set in X . A Finsler set is
said to be centrally symmetric if each E(x) is centrally symmetric. In
particular, the F -set Ei = {Ei(x)} is centrally symmetric. This F -set
is called the F -ellipsoid associated to gi.
The volume of an F -set E is defined as the volume of ∪x∈XE(x) ⊂
T ∗X with respect to the standard symplectic structure on the cotan-
gent bundle. More precisely, if the symplectic form is ω then the volume
form is ωn/n!. Using Minkowski sum and homotheties, we consider
linear combinations of convex sets with non-negative coefficients. The
linear combination of F -sets is defined by
(
∑
i
λiEi)(x) =
∑
i
λiEi(x).
The symplectic volume of the F -set λ1E1+ . . .+λnEn is a homogeneous
polynomial of degree n in λ1, . . . , λn. Its coeficient at λ1 · . . .·λn divided
by n! is called the mixed volume of F -sets E1, . . . , En and is denoted by
VFn (E1, . . . , En).
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Theorem 1. Assume that all spaces Vi are subject to (1.1) and let Ei
be the F -ellipsoid associated to gi, i = 1, . . . , n. Then
MX(V1, . . . , Vn) =
n!
(2π)n
· VFn (E1, . . . , En)
The proof will be given in 4.4.
Introduce a Riemannian metric h on X . Let hx be the corresponding
metric on Tx and h
∗
x the dual metric on T
∗
x . For F -sets Ei denote
by VE1,...,En(x) the mixed volume of the convex sets E1(x), . . . , En(x)
measured with the help of h∗x. Define the mixed n-density of F -sets by
Dn(E1, . . . , En) = VE1,...En · dx,
where dx is the Riemannian n-density on X , and note that this defini-
tion does not depend on h. The mixed volume is related to the mixed
density by
(2.1) VFn (E1, . . . , En) =
∫
X
Dn(E1, . . . , En).
2.2. Products of mixed densities. We want to define a mixed k-
density Dk(E1, . . . , Ek), generalizing the above definition of a mixed
n-density. This will lead us to Theorem 2 about the product of mixed
densities, which will be used later in the proof of Theorem 1.
For arbitrary tangent vectors ξ1, . . . , ξk ∈ Tx let H ⊂ Tx be the sub-
space generated by ξi and let H
⊥ ⊂ T ∗x be the orthogonal complement
to H . Given an F -set E in X , denote by Eξ1,...,ξk(x) the image of E(x)
under the projection map T ∗x → T ∗x/H⊥. Then ξ1 ∧ . . . ∧ ξk can be
considered as a volume form on T ∗x/H
⊥, the dual space to H . Put
Dk(E)(ξ1 ∧ . . . ∧ ξk) =
∣∣∣
∫
Eξ1,...,ξk (x)
ξ1 ∧ . . . ∧ ξk
∣∣∣.
Then, by definition, Dk(E) is a k-density on X . For a linear combina-
tion of F -sets
∑
λiEi the expression Dk(λ1E1+ . . .+λkEk) is a homoge-
neous polynomial of degree k in λi. Its coefficient at λ1 · . . . ·λk, divided
by k!, is denoted by Dk(E1, . . . , Ek). We call Dk(E) the k-density of an
F -set E and Dk(E1, . . . , Ek) the mixed k-density of E1, . . . , Ek.
If X is equipped with a Riemannian metric then T ∗x is identified with
Tx, T
∗
x/H
⊥ with H , and Eξ1,...,ξk(x) with the orthogonal projection of
E(x) onto H . The value Dk(E)(ξ1 ∧ . . . ∧ ξk) is the volume of this
projection multiplied by the length of ξ1 ∧ . . . ∧ ξk.
In what follows, 1-densities play a special role. It is easy to see that
they can be computed in terms of support functions as follows. The
6
function on the tangent bundle, defined by
hE(x, ξ) = maxη∈E(x) η(ξ),
is called the support function of E . The corresponding 1-density is
given by D1(E)(ξ) = hE(x, ξ) + hE(x,−ξ).
In Secton 3 we introduce the notion of a normal density on an affine
space and define the product of normal densities. We also define the
ring n(X) of normal densities on X with pointwise product, see Theo-
rem 6.
Recall that a zonoid is a compact convex body that can be approxi-
mated, in Hausdorff metric, by a Minkowski sum of segments [26]. In
this paper, we use the following notion. A smooth convex body in Rn
is a compact convex set whose support function is of class C∞ on the
unit sphere. A smooth convex body is always n-dimensional.
Theorem 2. Let E1, . . . , Ek be centrally symmetric F -sets in X. As-
sume that for every x ∈ X each Ei(x) ⊂ T ∗xX is the Minkowski sum of
a smooth convex body and a zonoid (one of the two summands can be
absent). Then the densities Dk(Ei) are in n(X) and
D1(E1) · . . . ·D1(Ek) = k!Dk(E1, . . . , Ek).
The proof will be given in 4.2.
Corollary 2.1. Let p+ q = k ≤ n. Then
Dp(E1, . . . , Ep) ·Dq(Ep+1, . . . , Ek) = k!
p!q!
·Dk(E1, . . . , Ek).
Proof. It suffices to apply Theorem 2 and to write mixed densities as
products of 1-densities. 
2.3. Hodge inequalities. As a corollary from Theorem 1, we show
here that, for a homogeneous space X of a compact Lie group, the
average numbers of zeros are subject to certain inequalities. We call
them Hodge inequalities because they are similar to the well-known
inequalities for intersection indices in algebraic geometry.
Theorem 3. Let X be a homogeneous space of a compact Lie group.
Assume that the vector spaces Vi and their scalar products 〈., .〉i are
invariant under the given transitive action. Then one has the following
Hodge inequalities:
M
2
X(V1, . . . , Vn−1, Vn) ≥MX(V1, . . . , Vn−1, Vn−1) ·MX(V1, . . . , Vn, Vn) .
Proof. By Theorem 1 it is enough to prove the inequality
(2.2) VFn (E1, . . . , En)2 ≥ VFn (E1, . . . , En−1, En−1) · VFn (E1, . . . , En, En).
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In our situation, the quadratic forms gi and the ellipsoids Ei are in-
variant. Choose an invariant Riemannian metric on X . Then the
mixed density Dn(E1, . . . , En) is also invariant and the mixed volume
VE1,...,En(x) does not depend on x. Furthermore,
VFn (E1, . . . , En) = VE1,...,En(x) · vol(X)
for any x ∈ X by (2.1). Fix a point x ∈ X and let Ai = Ei(x). Then
(2.2) turns into
V2n(A1, . . . , An) ≥ Vn(A1, . . . , An−1, An−1) · Vn(A1, . . . , An, An),
where Vn is the mixed volume of compact convex sets. The latter
inequalities follow from Alexandrov-Fenchel inequalities, see [4]. 
Corollary 2.2. In the setting of Theorem 3 one has
M
n
X(V1, . . . , Vn) ≥MX(V1) · . . . ·MX(Vn).
Proof. The proof for mixed volumes from [4] applies. 
Recall that a Riemannian homogeneous space X = K/L is called
isotropy irreducible if the representation of L in the tangent space at
the origin is irreducible, see [13]. Remark that all symmetric spaces of
simple compact Lie groups, e.g., the sphere with the special orthogonal
group, are isotropy irreducible.
Corollary 2.3. If X is isotropy irreducible then we have equalities in
Theorem 3 and Corollary 2.2.
Proof. The ellipsoids Ai are balls and their mixed volume is the volume
of the unit ball multiplied by the product of radii. 
2.4. Zeros of Laplacian eigenfunctions. In 2003, V.I.Arnold pro-
posed to apply topological invariants to the study of the zero set of
k ≤ n eigenfunctions of the Laplace operator, see [8], Problem 2003–
10, p.174. He suggested that suitable invariants can be estimated, as
in the classical Courant’s theorem [11], in terms of the numbers of the
corresponding eigenvalues.
Let ∆ be the Laplace operator on a compact Riemannian manifold
X and
H(λ) = {f ∈ C∞(X,R) | ∆(f) + λf = 0}
the eigenspace of ∆ with eigenvalue λ, considered with L2 metric. Put
M(λ1, . . . , λn) = MX(H(λ1), . . . , H(λn)), M(λ) = M(λ, . . . , λ).
If X is a homogeneous space of a compact Lie group and the metric is
invariant then
(2.3) M(λ) ≤ 2
σnnn/2
λn/2vol (X),
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where σn is the volume of the n-dimensional sphere of radius 1, see [2].
In this case we have only one F -ellipsoid whose shape with respect to
the Riemannian metric does not vary with x ∈ X . Its semi-axes βi
satisfy
∑
β2i = λ, see [2]. Using this fact, one can easily deduce (2.3)
from Theorem 1. Furthermore, for isotropy irreducible homogeneous
spaces Theorem 1 shows that (2.3) turns into equality obtained in [1],
[16].
The right hand side in (2.3) coincides, up to a coefficient depending
only on n, with the leading term of the asymptotics for the number of λ
in the celebrated Weyl’s law, see [19]. Therefore (2.3) can be considered
as a step in the direction of Arnold’s problem.
We also have the following inequalities of another type.
Theorem 4. If X is a homogeneous space of a compact Lie group with
an invariant Riemannian metric then
M(λ1, . . . , λn)
2 ≥M(λ1, . . . , λn−1, λn−1) ·M(λ1, . . . , λn, λn)
and
M(λ1, . . . , λn) ≥ (M(λ1) · . . . ·M(λn)) 1n .
Proof. The first inequality follows from Theorem 3, the second one from
Corollary 2.2. 
As an application of our results, we obtain another proof of the fol-
lowing theorem due to V.M.Gichev, see [16], Thm. 2, where one has to
take X = M, l = r and ti = 0 in (31).
Theorem 5. If X is an isotropy irreducible homogeneous space of a
compact Lie group then
M(λ1, . . . , λn) =
2
σnnn/2
√
λ1 · . . . · λn vol (X).
Proof. By Corollary 2.3
M(λ1, . . . , λn)
n = M(λ1) · . . . ·M(λn).
Also, as we pointed out above, one has the equality in (2.3). This
completes the proof. 
3. Ring of normal densities
3.1. Normal densities and normal measures. Let V be a finite-
dimensional real vector space. In considerations involving metric pro-
perties, we tacitly assume that V has a Euclidean structure and any
vector subspace U ⊂ V carries the induced metric. We will consider
translation invariant k-densities on V . Any of them can be viewed as
an even positively homogeneous function of degree 1 on the cone of
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decomposable k-vectors of V . A density of highest degree coinsides,
up to a scalar factor, with the Lebesgue measure on V . Therefore a k-
density δ on a vector subspace U ⊂ V of dimension k is the Lebesgue
measure on U multiplied by some constant c. Since δ is translation
invariant, we can push it to any shift v0 + U . Given a compact set
B ⊂ v0 + U , we will write δ(B) for the Lebesgue measure of B − v0
multiplied by c.
We denote by Gra(k, V ) the Grassmanian of affine subspaces of codi-
mension k in V and identify the affine space Gra(0, V ) with the given
vector space V . The Grassmanian of vector subspaces of dimension k
is denoted by Gr(k, V ).
Definiton 3.1. A translation invariant Borel measure on Gra(k, V ), fi-
nite on compact sets, is called a normal measure.
Remark. Normal measures are Crofton measures as defined in [12]. The
pull-back operation for normal measures introduced below coincides
with the corresponding operation for Crofton measures considered by
D.Faifman and T.Wannerer, see Appendix B in [12].
For D ⊂ V we put
(3.1) Jk,D = {H ∈ Gra(k, V ) | H ∩D 6= ∅}
Let µk be a normal measure on Gra(k, V ) and let Πξ ⊂ V be a k-
dimensional parallelotope generated by ξ1, . . . , ξk ∈ V . Define a func-
tion on decomposable k-vectors by
χk(µk)(ξ1 ∧ . . . ∧ ξk) = µk(Jk,Πξ).
Proposition 3.1. χk(µk) is a translation invariant k-density on the
affine space V .
Proof. For a k-dimensional vector subspace U ⊂ V the function µk(Jk,D)
on k-dimensional domains D ⊂ U gives rise to a countably addi-
tive and translation invariant measure. This measure coincides with
the Lebesgue measure of U up to a factor depending continuously on
U . Thus, for any linear operator L : U → U one has µk(Jk,L·D) =
|det(L)|µk(Jk,D). In particular, for a linear operator in the subspace
generated by ξi and for D = Πξ we get χk(µk)(L · ξ1 ∧ . . . ∧ L · ξk) =
|det(L)|χk(µk)(ξ1 ∧ . . . ∧ ξk). 
Definiton 3.2. A linear combination of densities of the form χk(µk) is
called a normal k-density on V . The space of normal k-densities is
denoted by nk.
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Given a linear map F : U → V of real vector spaces and a normal
measure µk on Gra(k, V ) we want to define the pull-back F
∗µk on
Gra(k, U). Let K = KerF and let
Gra(k, U ;K) = {H ∈ Gra(k, U) | H ⊃ u+K for some u ∈ U}.
The condition defining Gra(k, U ;K) means that the vector subspace
associated toH containsK. Clearly, Gra(k, U ;K) is closed in Gra(k, U)
and translation invariant. For T ∈ Gra(k, U ;K) and T ⊂ Gra(k, U ;K)
put
F∗(T ) = {G ∈ Gra(k, V )|F (T ) = G ∩ F (U)}, F∗(T ) = ∪T∈T F∗(T ).
Proposition 3.2. The function T 7→ µk(F∗(T )) is a normal measure
on Gra(k, U) supported on Gra(k, U ;K).
Proof. Write F as the composition
U
F ′→ U/K →֒ V.
Then F ′∗(T ) = {F ′(T )}, and so we get the diffeomorphism
Gra(k, U ;K) −→ Gra(k, U/K), T 7→ F ′∗(T ).
Thus our statement is reduced to the case of embedding. We may
assume that U is a vector subspace in V , F is the identity map, and
T ∈ Gra(k, U). Then F∗(T ) = {G ∈ Gra(k, V ) | G ∩ U = T}.
The closure cl{F∗(T )} of F∗(T ) in Gra(k, V ) consists of all affine
subspaces G of codimension k, such that G ∩ U ⊃ T . This closure
is obviously compact. Now, if Gj ∈ Gra(k, V ), Tj ∈ Gra(k, U) and
Gj ∩ U ⊃ Tj , then the convergence of {Tj} implies that {Gj} has a
convergent subsequence. Moreover, if Gj ∩ U 6= Tj for all j, then a
limit point G of {Gj} satisfies codimU G ∩ U > k. This shows that
cl{F∗(T )} and cl{F∗(T )} − F∗(T ) are compact if T is compact. On
the other hand, the correspondence T 7→ F∗(T ), where T is any subset
of Gra(k, U), is an injective homomorphism of σ-algebras. Since the
image of a compact set in Gra(k, U) is the difference of two compact sets
in Gra(k, V ), it follows that the function T 7→ µk(F∗(T )) is a correctly
defined Borel measure. The translation invariance is obvious. 
Definiton 3.3. The measure defined in Proposition 3.2 is called the pull-
back of µk and is denoted by F
∗µk. For T ⊂ Gra(k, U ;K) one has
(F ∗µk)(T ) = µk(F∗(T )).
Let F : Y → Z be a differentiable map. Recall that the pull-back of a
k-density ν on Z is a k-density F ∗ν on Y defined by F ∗ν(ξ1∧. . .∧ξk) =
ν(dFp(ξ1) ∧ . . . ∧ dFp(ξk)) for any p ∈ Y and ξ1, . . . , ξk ∈ TpY .
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Proposition 3.3. For a linear map F : U → V and a normal measure
µk on Gra(k, V ) one has χk(F
∗µk) = F
∗(χk(µk)).
Proof. Let ξ1, . . . , ξk ∈ U and Π = Πξ. Then
χk(F
∗µk)(ξ1 ∧ . . . ∧ ξk) = F ∗µk(Jk,Π) = µk(F∗(Jk,Π))
by Definition 3.3. On the other hand,
F ∗(χk(µk))(ξ1 ∧ . . . ∧ ξk)) = χk(µk)(Fξ1 ∧ . . . ∧ Fξk) = µk(Jk,F ·Π)
by the definition of pull-back of a density. It follows from the definition
of F∗ that F∗(Jk,Π) ⊂ Jk,F ·Π. We have to prove that the value of µk on
these two sets is the same. If dimF ·Π = k then the difference Jk,F ·Π−
F∗(Jk,Π) is formed by subspaces which intersect F ·Π non-transversally.
A small shift of such a subspace is another subspace, whose intersection
with F ·Π is also non-transversal and disjoint from the initial one. Since
µk is translation invariant, it follows from countable additivity of µk
that µk(Jk,F ·Π − F∗(Jk,Π)) = 0. The same argument shows that
µk({G ∈ Gra(k, V ) |G ⊃W}) = 0
for an affine subspace W ⊂ V of arbitrary dimension and, finally, that
µk(Jk,F.Π) = 0 if dimF ·Π < k. 
Let mk be the vector space, whose elements are differences of normal
measures on Gra(k, V ), where k ≤ n = dimV . We will define a product
of normal measures µp on Gra(p, V ) and µq on Gra(q, V ) as a certain
normal measure on Gra(p + q, V ). This extends to the product mp ×
mq → mp+q, where we put µpµq = 0 if p + q > n, giving the structure
of a ring to the graded space
m = m0 ⊕m1 ⊕ . . .⊕mn.
Let p + q ≤ n, G ∈ Gra(p, V ), H ∈ Gra(q, V ). The pair (G,H) is
called degenerate if codim (G∩H) 6= p+q. The set of degenerate pairs is
denoted by Dp,q. For a non-degenerate pair (G,H) write Pp,q(G,H) =
G ∩H . Thus we have the map
Pp,q : (Gra(p, V )×Gra(q, V )) \ Dp,q → Gra(p+ q, V ).
Remark that translations of V , acting simultaneously on both factors,
leave Dp,q stable and commute with Pp,q. For an affine subspace H ⊂ V
let d(H) be the distance from the origin to H with respect to some
Euclidean metric. A subset D ⊂ Gra(p, V ) is said to be bounded if
d(H) < R for some R > 0 and for all H ∈ D. Clearly, the notion of
boundedness does not depend on the choices of origin and metric. In
fact, D is bounded if and only if D is relatively compact.
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Lemma 3.1. If D ⊂ Gra(p + q, V ) is bounded then the images of D
under the projection mappings of P−1p,q (D) onto Gra(p, V ) and Gra(q, V )
are also bounded.
Proof. Let L ∈ D and d(L) < R. Assume that L = G ∩ H , where
G ∈ Gra(p, V ), H ∈ Gra(q, V ). Then d(G) < R and d(H) < R. 
For a bounded domain D ⊂ Gra(p + q, V ) put
(µpµq)(D) = (µp × µq)(P−1p,q (D))
and note that this is finite by Lemma 3.1. If {Di} is a decreasing
sequence of bounded domains then the sequence {P−1p,q (Di)} is also
decreasing. Moreover, if ∩iUi = ∅ then ∩iP−1p,q (Di) = ∅. Since µp, µq are
countably additive, µpµq is also countably additive. Thus µpµq extends
to a Borel measure, which is translation invariant by construction. The
resulting normal measure on Gra(p+ q, V ) is again denoted by µpµq.
Lemma 3.2. Suppose p1 + . . . + pk ≤ n and let µi be a normal mea-
sure on Gra(pi, V ), i = 1, . . . , n. Denote by Dp1,...,pk the subset of
Gra(p1, V )× . . .×Gra(pk, V ) formed by all k-tuples (G1, . . . , Gk), such
that codim (G1 ∩ . . . ∩Gk) < p1 + . . .+ pk. Then
(µ1 × . . .× µk)(Dp1,...,pk) = 0.
Proof. For k = 1 the assertion is trivial. Let k ≥ 2, q = p1+ . . .+ pk−1.
For G ∈ Gra(q, V ) put
DG = {H ∈ Gra(pk, V ) | codim (H ∩G) < pk + q}.
Assume by induction that (µ1 × . . . × µk−1)(Dp1,...,pk−1) = 0. Then,
by Fubini’s theorem, it suffices to prove that µk(DG) = 0. Now, µk
is translation invariant, so we have µk(Dǫ+G) = µk(DG) for any ǫ ∈
V . Assume first that q = 1. Then DG consists of all those H ∈
Gra(pk, V ) which are contained in G. For a generic sequence ǫi the
non-transversality condition implies Dǫi+G ∩ Dǫj+G = ∅. Choose ǫi so
that the series
∑
ǫi is normally convergent. Then ∪Dǫi+G is relatively
compact. Since µk is countably additive, we conclude that µk(DG) =
0. Assume now that q > 1. Choose ǫ so that ǫ + G 6= G and put
ǫi = tiǫ, where ti 6= tj and
∑ |ti| < ∞. Then Dǫi+G ∩ Dǫj+G ⊂
DRǫ+G, hence µk(Dǫi+G ∩Dǫj+G) = 0 by induction on q. Also, ∪iDǫi+G
is relatively compact. Applying countable additivity of the measure
to the increasing sequence of finite unions ∪i≤jDǫi+G, we obtain our
assertion. 
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Corollary 3.1. Let D ⊂ Gra(p1 + . . . + pk, V ) be a bounded domain
and let
TD = {(G1, . . . , Gk) ∈
∏
i
Gra(pi, V ) | D ∩G1 ∩ . . . ∩Gk 6= ∅}.
The product of normal measures is associative and
(µ1 · . . . · µk)(D) = (µ1 × . . .× µk)(TD).
Lemma 3.3. The subspace I = Ker(χ0)⊕ . . .⊕Ker(χn) is a homoge-
neous ideal of the ring m.
Proof. If µp ∈ mp, χp(µp) = 0 and µq ∈ mq then Fubini’s theorem
implies (µpµq)(Tp+q,Π) = 0 for any (p+ q)-dimensional parallelotope Π.
Therefore χp+q(µpµq) = 0. 
Let n = n0⊕n1⊕ . . .⊕nn denote the graded space of normal densities.
Consider the linear map χ = ⊕χi : m→ n of graded spaces.
Corollary 3.2. There is a unique structure of a graded ring on n, such
that χ is a ring homomorphism. In the notations of Proposition 3.3
the pull-back operations on measures and densities are ring homomor-
phisms.
Given a manifoldX , the graded ring of normal densities nx is defined for
every tangent space Tx. A density δ on X is called normal if δx ∈ nx
for every x ∈ X . The set of normal densities on X is denoted by
n(X). With respect to pointwise multiplication, n(X) is a commutative
graded algebra over C(X).
Theorem 6. For any differentiable map F : X → Y the pull-back
operation δ 7→ F ∗δ, (F ∗δ)x = (dFx)∗δF (x), defines a homomorphism
n(Y ) → n(X). The assignment X → n(X) is a contravariant functor
from the category of differentiable manifolds to the category of com-
mutative graded rings. For any δ ∈ n(Y ) and f ∈ C(Y ) one has
F ∗(fδ) = (f ◦ F ) · F ∗δ.
Proof. The pull-back of a normal density is normal by Proposition 3.3.
The fact that above map n(Y )→ n(X) is a ring homomorphism follows
from Corollary 3.2. 
3.2. Normal densities and the cosine transform. For a Euclidean
structure on V let volk denote the corresponding Riemannian k-density,
i.e., the translation invariant k-density, whose value on the k-vector ξ1∧
. . .∧ξk equals the k-dimensional volume of the parallelotope generated
by ξ1, . . . , ξk. Starting with a continuous real function φ on Gr(k, V ),
we will define a translation invariant k-density δk,φ on V and a normal
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measure µk,φ ∈ mk. The function φ will be called the gauge function of
δk,φ and µk,φ.
The density δk,φ is defined by
(3.2) δk,φ(ξ1 ∧ . . . ∧ ξk) = φ(H) · volk(ξ1 ∧ . . . ∧ ξk),
where H is the subspace generated by linearly independent vectors
ξ1, . . . ξk. Note that any translation invariant k-density can be written
in this form. A translation invariant k-density is said to be of class C∞
if the associated gauge function φ : Gr(k, V )→ R is of class C∞.
In the special case of normal densities, we attach the gauge function
to a density and identify nk with a (non-closed) vector subspace of
C(Gr(k, V )) considered with the topology of uniform convergence. We
will sometimes indicate the ambient space and write Jp,C,V in place of
Jp,C (see (3.1)).
Lemma 3.4. Assume that the normal measure µp ∈ mp is non-negative.
If C ⊂ V is a cube in some coordinate system then
µp(Jp,C) ≤ a(C) ·m,
where m is the maximum of the gauge function of χp(µp) and the con-
stant a(C) does not depend on µp.
Proof. If p = n = dimV then µp is a Lebesgue measure and the es-
timate holds true with a(C) being the volume of C. In particular,
the assertion of the lemma is obvious if n = 1. Suppose n > 1. Let
W1, . . . ,Wn ⊂ V be the coordinate subspaces of codimension 1 and let
C1, . . . , C2n be the (n−1)-dimensional faces of C. We can assume that
the numbering is chosen so that Ci ⊂Wi for all i = 1, . . . , n. Clearly,
Jp,C,V =
2n⋃
i=1
Jp,Ci,V .
On the other hand, denote by µ
(i)
p the pull-back of µp under the em-
bedding Wi → V . By Definition 3.3 we have
µp(Jp,Ci,V ) = µ(i)p (Jp,Ci,Wi), i = 1, . . . , n.
By Proposition 3.3 the gauge functions of χp(µ
(i)
p ) do not exceed m.
Thus
µp(Jp,C,V ) ≤
2n∑
i=1
µp(Jp,Ci,V ) = 2
n∑
i=1
µ(i)p (Jp,Ci,Wi) ≤ 2n ·max a(Ci) ·m
by induction. 
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The following property of the product np× nq → np+q will be useful.
Let δ = χp(µp) and δ
′ = χq(µq) be a normal p-density and a normal
q-density, respectively.
Proposition 3.4. Suppose {δi} ⊂ np and {δ′i} ⊂ nq are two sequences
of normal densities converging to δ and δ′, respectively. Assume that
δ′i = χq(µq,i), where all normal measures µq,i are non-negative. Then
δiδ
′
i tends to δδ
′.
Proof. Let A be a compact convex (p + q)-dimensional set in V , G an
arbitrary point in Gra(q, V ) and AG = A ∩G. Then
(δδ′)(A) =
∫
G∈Gra(q,V )
δ(AG)dµq(G)
by the definition of the product of normal densities and by Fubini’s
theorem. Suppose now that {δi} ⊂ np and {δ′i} ⊂ nq are two sequences
of normal densities converging to δ and δ′, respectively. Then δi(AG)
tends to δ(AG) uniformly in G with AG non-empty, hence δiδ
′ → δδ′
and, similarly, δδ′i → δδ′. Finally, write δiδ′i = (δi− δ)δ′i+ δδ′i. We have
to show that the first summand tends to 0. Since the sequence of gauge
functions of χq(µq,i) is convergent, Lemma 3.4 shows that the measures
µq,i({G ∈ Gra(q, V )|AG 6= ∅}) are bounded by the same constant. This
completes the proof. 
An affine subspace G ∈ Gra(k, V ) has a unique presentation as the
sum G = h +H⊥, where H ∈ Gr(k, V ), H⊥ is the orthogonal comple-
ment to H and h ∈ H . The metric on V induces a metric on H and the
associated Lebesgue measure on H is denoted by dh. The measure µk,φ
is given by integration against compactly supported functions. Namely,
if ψ is such function on Gra(k, V ) then
(3.3)
∫
Gra(k,V )
ψ · dµk,φ =
∫
Gr(k,V )
φ(H)
(∫
H
ψ(h+H⊥) · dh
)
· dH,
where dH is the Haar measure on the Grassmanian.
Recall the definition of the cosine transform. Given E ∈ Gr(k, V ), F ∈
Gr(l, V ), where k ≤ l , let A ⊂ E be any subset of non-zero vol-
ume. The cosine of the angle between E and F is the ratio of the
k-dimensional volume of the orthogonal projecion of A onto F to the
k-dimensional volume of A. The ratio is denoted here by cos(E, F )
(some authors write |cos(E, F )| in a more classical way). The cosine
transform Tk : C(Gr(k, V ))→ C(Gr(k, V )) is the integral operator
Tk(f)(G) =
∫
Gr(k,V )
f(H) cos(H,G) dH.
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Proposition 3.5. Let Φ = Tk(φ). Then δk,Φ = χk(µk,φ), i.e., the
functions from the image of Tk are gauge functions of normal densities
and the diagram
C(Gr(k, V ))
Tk−→ ImTk ⊂ C(Gr(k, V ))
↓ ↓
mk
χk−→ nk
commutes, where the mappings denoted by vertical arrows attach the
measure and, respectively, the density to a gauge function.
Proof. Let ψ denote the characteristic function of Tk,Πξ and let Gξ be
the vector subspace generated by ξ1, . . . , ξk. Then
χk(µk,φ)(Πξ) =
∫
G∈Gr(k,V )
φ(G)
(∫
G
ψ(g +G⊥)dg
)
dG =
=
∫
Gr(k,V )
φ(G)volk(Πξ) cos(G,Gξ)dG = Φ(Gξ)volk(Πξ) = δk,φ(Πξ).

One can mimic the definition (3.3) of µk,φ replacing the function φ
by a Borel measure ν on Gr(k, V ). Namely, define the normal measure
µk,ν by∫
Gra(k,V )
ψ · dµk,ν =
∫
Gr(k,V )
(∫
H
ψ(h+H⊥) · dh
)
· dν(H).
Proposition 3.6. Let
Tk(ν)(G) =
∫
Gr(k,V )
cos(H,G) · dν(H).
If Φ = Tk(ν) then δk,Φ = χk(µk,ν).
Proof. It suffices to replace φ(G)dG by dν(G) in the proof of Proposi-
tion 3.5. 
Proposition 3.7. Every C∞ translation invariant 1-density is normal.
Proof. By Proposition 3.5 a density of the form δ1,T1(φ) is normal. On
the other hand, the restriction of the cosine transform to C∞ functions
is an automorphism
T1 : C
∞(Gr(1, V ))→ C∞(Gr(1, V )).
In particuar, any C∞ function on Gr(1, V ) is in the image of the cosine
transform, see [7]. 
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We will need the notion of push-forward for densities. Let F : Y → Z
be a fibration with l-dimensional fiber Yz, z ∈ Z, and let µ be a k-
density on Y . Given e1 ∧ . . .∧ ek−l ∈
∧k−l TzZ, choose tangent vectors
h1, . . . , hk−l ∈ TyY , such that dFy(hi) = ei. Then the l-density on the
fiber Fz, given by
ih1∧...∧hk−lµ : v1 ∧ . . . ∧ vl 7→ µ(h1 ∧ . . . ∧ hk−l ∧ v1 ∧ . . . ∧ vl),
is independent of the choice of hi. The push-forward of µ is defined as
the (k − l)-density
F∗µ(e1 ∧ . . . ∧ ek−l) =
∫
Fz
ih1∧...∧hk−lν,
provided the integral is finite.
Let U ⊂ V be a vector subspace of dimension k. Define the mapping
ν : Gr(1, V ) \Gr(1, U⊥)→ Gr(1, U)
by ν(H) = (H + U⊥) ∩ U . The ν is a fibration with the fiber
ν−1(L) = Gr(1, L+ U⊥) \Gr(1, U⊥).
Let dH be the normalized density of highest degree on Gr(1, V ), i.e.,
the density of the Haar measure on the projective space. The push-
forward of a continuous real function g on Gr(1, V ) is defined by the
equality
ν∗(g · dH) = (ν∗g) · dL,
where dL is the normalized density of highest degree on Gr(1, U). Note
that if φ : Gr(1, V ) → R is constant on the fibers of ν then ν∗(φg) =
φ · ν∗g.
For future use we prove the following proposition.
Proposition 3.8. Let f ∈ C∞(Gr(1, V ))), fU the restriction of f to
Gr(1, U), and g(H) = T−11 f(H) · cos(H,U). Then
T−11,UfU = ν∗g,
where T1,U is the cosine transform on Gr(1, U).
Proof. For L ∈ Gr(1, U) one has cos(H,L) = cos(H,U) cos(ν(H), L),
hence
fU(L) =
∫
Gr(1,V )
{T−11 f(H)}cos(H,L) dH =
∫
Gr(1,V )
g(H)cos(ν(H), L)dH.
From the defintion of ν∗g, it follows that
fU(L) =
∫
Gr(1,U)
(ν∗g)(K)cos(K,L)dK = T1,U(ν∗g)(L).

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3.3. Normal densities and valuations of convex bodies. This
small subsection contains a number of remarks that are neither proved,
nor used in the rest of the paper. Let v be a function on the set of
compact convex bodies in Rn. Then v is called a valuation if v(A∩B)+
v(A∪B) = v(A)+ v(B) for any two compact convex bodies A,B, such
that A ∪ B is also convex. For the theory of valuations the reader is
referred to [5] and references therein. We assume that v is continuous
in Hausdorff metric, translation invariant and even, i.e., v(−A) = v(A).
The valuation v is called k-homogeneous if v(tA) = |t|kv(A). A normal
k-density δ, as a function on k-dimensional parallelotopes, extends to
a k-homogeneous valuation vδ. Indeed, following Definition 3.2, we
may assume that δ = χk(µk), where µk is a normal measure. Then we
put vδ(A) = µk(Jk,A), where Jk,A is defined by (3.1). In other words,
normal densities are contained in the image of Klain map, see [24].
Remark 1. If a normal k-density δ is smooth (of class C∞) then the
valuation vδ is also smooth in the sense of [5]. The assignment δ 7→ vδ
defines a one-to-one correspondence between the sets of smooth normal
k-densities and smooth k-homogeneous valuations.
Remark 2. The product of smooth normal densities agrees with
Alesker product of smooth valuations. Therefore the equality
dp(A1, . . . , Ap) · dq(Ap+1, . . . , Ap+q) = (p+ q)!
p!q!
dp+q(A1, . . . , Ap+q),
following from Theorem 7 in Section 4, can be regarded as a computa-
tion of the product of valuations related to smooth centrally symmetric
bodies Ai.
Remark 3. The product of measures on affine Grassmanians and its
connection with Alesker product of valuations is considered in [9].
Remark 4. The pull-back operation on valuations of convex bodies
is defined in [6]. This operation agrees with our pull-back operation
for normal measures.
4. Proofs of main resuts
4.1. Some facts from convex geometry. Let V = Rn be a Eu-
clidean space, Sn−1 ⊂ V the unit sphere. For a vector subspaceM ⊂ V
we denote byM⊥ its orthogonal complement and by πM the projection
map V →M . For x ∈ Sn−1 we write x⊥ instead of (R · x)⊥.
Let A ⊂ V be a compact convex set of dimension k, Vk(A) its k-
dimensional volume and hA the support function. Later on, it will
be also convenient to define the width function of A on the projective
19
space Gr(1, V ) by
sA(H) = hA(x) + hA(−x) = V1(πHA),
where H ∈ Gr(1, V ) and x is a unit vector in H . The cosine transform
on the unit sphere
f 7→ (Tf)(x) =
∫
Sn−1
f(s)|(x, s)|ds
will be considered as a linear operator on even functions which are
identified with functions on Gr(1, V ). Then T is invertible on the space
of even C∞ functions, see [7]. Furthermore, if A is centrally symmetric
with center 0 and hA is smooth, then hA is contained in the image of
T . The proof of the following result is due to S.Alesker.
Lemma 4.1. For a smooth centrally symmetric body A with center 0
one has ∫
Sn−1
T−1hA(x) Vn−1(πx⊥A)dx =
n
2
Vn(A).
Proof. We may assume that the Gaussian curvature K of ∂A does not
vanish. Indeed, one can approximate A by a convex cenrally symmetric
smooth body having this property and then use the continuity of T−1
in C∞-topology. Recall that Vn(A) =
1
n
∫
Sn−1
hA(x)K(x)
−1dx. Since
T is a self-adjoint operator in L2(Sn−1, dx), we have
nVn(A) =
∫
Sn−1
hA(x)K
−1(x)dx =
∫
Sn−1
T−1hA(x) TK
−1(x)dx =
= 2
∫
Sn−1
T−1hA(x) Vn−1(πx⊥A)dx,
where we used the identity TK−1(x) = 2Vn−1(πx⊥A). 
We now want to restate the assertion of Lemma 4.1 in terms of the
Haar measure dH on the projective space Gr(1, V ). Note that for A
symmetric sA(H) = 2hA(x), where x is a unit vector in H .
Corollary 4.1. Let T1 be the cosine transform on Gr(1, V ). Under the
above assumptions∫
Gr(1,V )
T−11 sA(H) Vn−1(πH⊥A)dH = nVn(A).
The next proposition deals with a vector subspace D ⊂ V . For D = V
we retrieve Corollary 4.1.
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Proposition 4.1. Let D ⊂ V be a k-dimensional vector subspace.
Then under the above asumptions∫
Gr(1,V )
T−11 sA(H) cos(H,D)Vk−1(πH⊥∩DA)dH = kVk(πDA).
Proof. For H ∈ Gr(1, V ) \ Gr(1, D⊥) put ν(H) = (H +D⊥) ∩ D. By
Proposition 3.8 we obtain T−11,D(sA)D = ν∗g, where
g(H) = T−11 sA(H) cos(H,D).
Let φ(H) = Vk−1(πH⊥∩DA) = Vk−1(πL⊥
H
πDA), where L
⊥
H is the ortho-
gonal complement to LH = ν(H) in D. Since φ is constant along the
fibers of ν, we have ν∗(φg) = φν∗(g). It follows that the integral on the
left hand side equals∫
Gr(1,D)
(
T−11,D(sA)D
)
(L) Vk−1(πL⊥πDA) dL.
Applying Corollary 4.1 to the convex body πDA ⊂ D, we get the
desired equality. 
4.2. Densities dk(A1, . . . ,Ak). Suppose we are given k compact con-
vex sets B1, . . . , Bk in a k-dimensional vector subspace of V = R
n.
Then their mixed volume is denoted by Vk(B1, . . . , Bk). For any com-
pact convex sets A1, . . . , Ak ⊂ V we have the associated translation in-
variant k-density dk(A1, . . . , Ak), defined as follows. Let ξ1, . . . , ξk ∈ V
and let H be the vector subspace generated by ξ1, . . . , ξk. Then
dk(A1, . . . , Ak)(ξ1 ∧ . . .∧ ξk) = Vk(πHA1, . . . , πHAk) · volk(ξ1 ∧ . . .∧ ξk)
if dimH = k and dk(A1, . . . , Ak) = 0 if dimH < k. We also use the
notation dk(A) = dk(A, . . . , A), where A appears k times on the right
hand side.
Recall that a translation invariant k-density can be evaluated on
compact subsets contained in a shift of a k-dimensional vector sub-
space, see 3.1. Recall also that normal densities can be multiplied, see
Corollary 3.2.
Proposition 4.2. Let A be a smooth convex body. Then the density
d1(A) is normal.
Proof. Let ξ ∈ V, ξ 6= 0, and H = Rξ. Then
d1(A)(ξ) = V1(πHA) · vol1(ξ) = sA(H) · vol1(ξ) = δ1,sA(ξ)
by (3.2). Since sA is a smooth function, we can put φ = T
−1
1 (sA). Then
d1(A) = δ1,sA = χ1(µ1,φ)
by Proposition 3.5, showing that d1(A) is normal. 
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Proposition 4.3. Let A be as in Proposition 4.2 and centrally sym-
metric. If B ⊂ V is a compact convex set of dimension k, contained
in a shift of a k-dimensional vector subspace D ⊂ V , then
(d1(A))
k(B) = k! dk(A)(B).
Proof. We will prove our statement by induction. For k = 1 there is
nothing to prove, so let k > 1. By the definition of the product of
normal densities δp = χp(µp), δq = χq(µq) and by Fubini’s theorem
δpδq(B) = (µp × µq){(I, J) ∈ Gra(p, V )×Gra(q, V )|I ∩ J ∩ B 6= ∅} =
=
∫
I∈Gra(p,V )
µq{J ∈ Gra(q, V ) | I ∩ J ∩B 6= ∅}dµp,
where B is a compact convex set of dimension p + q. Take p = 1, q =
k−1, δ1 = d1(A), δk−1 = d1(A)k−1 and apply the induction hypothesis.
We get
(d1(A))
k(B) =
∫
I∈Gra(1,V )
d1(A)
k−1(B ∩ I) dµ1,φ =
= (k − 1)!
∫
I∈Gra(1,V )
Vk−1(B ∩ I) Vk−1(πDIA) dµ1,φ,
where DI is the intersection of D with the hyperplane through the
origin parallel to I. Using (3.3) rewrite this as
(d1(A))
k(B) =
= (k−1)!
∫
H∈Gr(1,V )
φ(H)Vk−1(πH⊥∩DA)
(∫
H
Vk−1((h+H
⊥)∩B)dh
)
dH.
Now notice that∫
H
Vk−1((h+H
⊥) ∩B)dh = Vk(B) cos(H,D),
hence
(d1(A))
k(B) =
= (k − 1)!Vk(B)
∫
H∈Gr(1,V )
T−11 sA(H)Vk−1(πH⊥∩DA)cos(H,D)dH.
A parallel shift of A does not change the density d1(A). Therefore we
may assume that the center of symmetry of A is 0. Then Proposition
4.1 applies and our assertion follows. 
22
By definition, a zonotope is a Minkowski sum of finitely many seg-
ments and a zonoid is a convex body that can be approximated, in
Hausdorff metric, by a sequence of zonotopes. Zonoids are known to
have a center of symmetry. The zonoids with center 0 are character-
ized by the fact that their support functions are obtained via cosine
transform from non-negative even measures on the sphere, see [26].
Lemma 4.2. A zonoid can be approximated by a sequence of smooth
zonoids.
Proof. The support function of the Minkowski sum of finitely many
convex bodies is the sum of support functions of the summands. Thus,
if all bodies are smooth then their Minkowski sum is also smooth.
Therefore it suffices to prove the lemma for a segment. Consider any
plane containing the segment [a, b] and take the ellipse with focuses a, b
in that plane. The segment can be approximated by ellipsoids obtained
by rotating the ellipse around the axis through a and b. It remains
to show that any ellipsoid is a zonoid. This is clear for the sphere
with center 0 because its support function is the cosine transform of
a constant function. Since zonoids form an affine-invariant class of
convex bodies, all ellipsoids are zonoids. 
Lemma 4.3. If a compact convex body A is a zonoid then the density
d1(A) is normal.
Proof. We may assume that A has center 0. Let ν be the even measure
on the sphere, i.e., the measure on Gr(1, V ), such that T1(ν) = sA.
Then
d1(A) = δ1,sA = χ1(µ1,ν)
by Proposition 3.6. 
Theorem 7. Let A1, . . . , Ak be centrally symmetric compact convex
sets in V . Assume that each Ai is either smooth, or is a zonoid, or
else is the Minkowski sum of the bodies of those two types. Then
d1(A1) · . . . · d1(Ak) = k! dk(A1, . . . , Ak).
Proof. Note that d1(A+B) = d1(A)+d1(B), so all densities d1(Ai) are
normal by Proposition 4.2 and Lemma 4.3. Thus the multiplication of
d1(Ai) makes sense. Assume first that all Ai are smooth convex bodies.
The expression (d1(λ1A1+ . . .+ λkAk))
k is a homogeneous polynomial
of degree k in λi. The polarization formula for this polynomial reduces
the theorem to Proposition 4.3.
More generally, assume that each convex body is of the form Ai+Zi,
where Zi is a zonoid. Using Lemma 4.2, we can approximate Zi by
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smooth zonoids Zij. Then
d1(A1 + Z1j) · . . . · d1(Ak + Zkj) = k! dk(A1 + Z1j, . . . , Ak + Zkj)
for any j. As j →∞, we have d1(Ai+Zij)→ d1(Ai+Zi) and dk(A1+
Z1j, . . . , Ak+Zkj)→ dk(A1+Z1, . . . , Ak+Zk). Moreover, the measures
defining the densities d1(Zij) are non-negative. Thus the assumptions
of Proposition 3.4 are fulfilled for all sequences {d1(Zij)}, where i =
1, . . . , k. It follows that the product on the left hand side tends to
d1(A1 + Z1) · . . . · d1(Ak + Zk). 
Proof of Theorem 2. Using an arbitrary Euclidean metric in the tangent
space TxX , identify TxX with its dual T
∗
xX . Let H be the subspace
generated by ξ1, . . . , ξk ∈ TxX . The definition of Dk(E) in 2.2 implies
Dk(E)(ξ1 ∧ . . . ∧ ξk) = Vk(πHE(x)) · volk(ξ1 ∧ . . . ∧ ξk).
This shows that the densityDk(E) and the mixed densityDk(E1, . . . , Ek)
on TxX coincide with dk(E(x)) and dk(E1(x), . . . , Ek(x)), respectively.
Therefore the required assertion follows from Theorem 7. 
4.3. Crofton formula. For i = 1, . . . , n, let Ei be a finite-dimensional
real vector space with scalar product 〈., .〉i and let E∗i be the dual
Euclidean space. We denote by Si and S
∗
i the unit spheres in Ei and
E∗i , respectively. Put E = E1 × . . . × En, E∗ = E∗1 × . . . × E∗n, S =
S1 × . . . × Sn, and S∗ = S∗1 × . . . × S∗n. We consider a point s∗i ∈ S∗i
as a linear function on Ei and, also, as a linear function on E obtained
by an obvious lifting using the projection E → Ei. Thus, the n-tuple
s∗ = (s∗1, . . . , s
∗
n) ∈ S∗ is a system of functions on E. Let dsi and ds∗i be
the Euclidean volume densities on Si and S
∗
i , respectively. We denote
by ds and ds∗ their normalized products, i.e., the densities on S and
S∗ equal to
ds =
1
σ
∏
i
dsi, ds
∗ =
1
σ
∏
i
ds∗i ,
where σ is the product of volumes of the unit spheres Si (or S
∗
i ).
Let X ⊂ S be an embedded submanifold of dimension n. The num-
ber of isolated common zeros of the system of functions s∗ on X is
denoted by NX(s
∗). By definition, the average number of isolated com-
mon zeros of all such systems is the integral
MX =
∫
S∗
NX(s
∗) ds∗.
We now state a theorem showing that the intergral exists and comput-
ing its value. For x = (x1, . . . , xn) ∈ S consider the tangent spaces
Ti = Txi(Si) = {ξi ∈ Ei |〈ξi, xi〉i = 0} ⊂ Ei. For ξ = (ξ1, . . . , ξn) ∈
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T = T1⊕ . . .⊕ Tn, write gi(ξi) = 〈ξi, ξi〉i and vol1,i(ξ) =
√
gi(ξi). Then
vol1,i are 1-densities on S. We recall that the product of 1-densities is
defined in 3.1 and use the notations introduced there.
Theorem 8. (Crofton formula for the product of spheres).
MX =
1
πn
∫
X
vol1,1 · . . . · vol1,n.
In what follows, we use some standard notations. Namely, σp denotes
the volume of the p-dimensional unit sphere and vq the volume of the
q-dimensional unit ball.
Example 4.1. Let Ci ⊂ Si, i = 1, . . . , n, be a circle with center 0 and let
X = C1× . . .×Cn ⊂ S1× . . .×Sn be the n-dimensional torus. For x =
(x1, . . . , xn) ∈ X and ξ = (ξ1, . . . , ξn) ∈ TxX we have vol1,i(ξ) = |ξi|.
Observe that for n pairwise orthogonal segments A1, . . . , An of length
1 in Rn one has V(A1, . . . , An) = 1/n!, hence d1(A1) · . . . · d1(An) is
the Euclidean volume density by Theorem 7. Apply this to Rn = TxX
and take Ai tangent to Ci, so that d1(Ai)(ξ) = |ξi|. It follows that the
restriction of the n-density vol1,i · . . . · vol1,n to X is the Riemannian
volume density. Therefore Theorem 8 implies
MX =
1
πn
∫
X
vol1,1 · . . . · vol1,n = 2n.
Example 4.2. (Crofton formula for the sphere). Let g be the Euclidean
metric on E = RN , B the unit ball in E, S = ∂B. The k-density
on S defined by the induced metric is denoted by volk,g. Put E1 =
. . . = En = E and consider a manifold X ⊂ S, dimX = n, embedded
diagonally in the product of n spheres S×. . .×S. The classical Crofton
formula for the sphere
MX =
2
σn
∫
X
voln,g
follows from Theorem 8. Indeed, restricting all densities to X we get
vol1,i = vol1,g =
1
2
d1(B) for all i, where d1(B) is a 1-density in E.
Hence, from Theorem 7 we obtain
1
πn
(vol1,1 · . . . · vol1,n) = d1(B)
n
(2π)n
=
n!dn(B)
(2π)n
=
n!vn
(2π)n
voln,g =
2
σn
voln,g,
where the last equality follows from the relations
vnσn =
πn/2
Γ(n
2
+ 1)
· (n+ 1) π
n+1
2
Γ(n+1
2
+ 1)
=
2(2π)n
n!
.
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The proof of Theorem 8 requires some preparations. In integral geome-
try, there is a standard technique producing an n-density Ω on S, such
that
MX =
∫
X
Ω
for any X ⊂ S. Namely, Ω is obtained from ds∗ by the pull-back and
push-forward operations in a certain double fibration
Γ
π1 ւ ցπ2
S S∗,
see [3], [15], [22], [27].
Let Γ ⊂ S×S∗ be the submanifold defined by the equations x∗i (xi) =
0, i = 1, . . . , n, where x = (x1, . . . , xn) ∈ S, x∗ = (x∗1, . . . , x∗n) ∈ S∗.
The projection mappings S × S∗ → S and S × S∗ → S∗, restricted to
Γ, are denoted by π1 and π2, respectively. With these notations, one
has the following proposition.
Proposition 4.4. Let Ω = π1∗π
∗
2(ds
∗). Then
MX =
∫
X
Ω.
Proof. See [3], [15]. 
From now on we identify Ei with E
∗
i using given scalar products 〈., .〉i.
As a consequence, Si is identified with S
∗
i , E with E
∗ and S with S∗,
respectively. Furthermore,
Γ = {(x, x∗) ∈ S × S | 〈xi, x∗i 〉i = 0, i = 1, . . . , n}.
Let ξi, ηi ∈ Ei be the components of ξ, η ∈ E, respectively.
Lemma 4.4. If ξi ∈ Ti and ηi = −〈ξi, x∗i 〉ixi for all i, i = 1, . . . , n,
then (ξ, η) ∈ T(x,x∗)Γ.
Proof. By the definition of Γ, the subspace T(x,x∗)Γ ⊂ E ⊕ E is given
by the equations
〈ξi, x∗i 〉i + 〈xi, ηi〉i = 〈ξi, xi〉i = 〈ηi, x∗i 〉i = 0
for all i, i = 1, . . . , n. If ξi ∈ Ti and ηi = −〈ξi, x∗i 〉ixi for all i, then
these equations hold true. 
The vector space T = TxS = T1 ⊕ . . .⊕ Tn is equipped with the scalar
product 〈. , .〉1 + . . . + 〈. , .〉n. For each i denote by Wi the unit sphere
with center 0 in Ti, put W = W1 × . . . ×Wn and take a point w =
(w1, . . . , wn) ∈ W . Let w˜i be an element of unit length in the highest
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component of the exterior algebra of TwiWi, i.e., the dual to a volume
form of Wi.
Lemma 4.5. ix1∧...∧xnds
∗ is the density of Riemannian volume of W
divided by vol(S).
Proof. Note that ds∗i (xi ∧ w˜i) = 1. Therefore, by the definition of ds∗,
we have ds∗(x1 ∧ . . . ∧ xn ∧ w˜1 . . . ∧ w˜n) = 1/vol(S). 
In the following proposition, we compute the value of density Ω on the
wedge product θ1 ∧ . . . ∧ θn, where θ1, . . . , θn ∈ V . As a warning, we
remark that θi are not necessarily contained in Ti.
Proposition 4.5. Let Πθ be the parallelotope generated by θi. Take the
image of Πθ under the projection map πw : T → Rw1 + . . .+ Rwn and
denote by volwΠθ the volume of πw(Πθ). Then
Ω(θ1 ∧ . . . ∧ θn) = 1
vol(S)
∫
W
volw(Πθ) · dw1 · . . . · dwn,
where dwi is the Euclidean volume form on the sphere Wi.
Proof. Let θi = (θi1, . . . , θin), where θij ∈ Tj and put
ηx,w,θi = −
n∑
j=1
〈θij, wj〉j · xj .
Then
hi = (θi, ηx,w,θi) ∈ T(x,w)Γ
by Lemma 4.4. Recall that Ω = π1∗π
∗
2(ds
∗). Since π−11 (x) = {x} ×W ,
we have
Ω(θ1 ∧ . . . ∧ θn) =
∫
{x}×W
ih1∧...∧hnπ
∗
2(ds
∗)
by the definition of push-forward. The projection map π2 sends hi to
ηx,w,θi and defines a diffeomorphism between π
−1
1 (x) and W . From the
previous equality it follows that
Ω(θ1 ∧ . . . ∧ θn) =
∫
W
iηx,w,θ1∧...∧ηx,w,θn ds
∗.
Let A be the matrix with entries aij = 〈θij , wj〉j. The definition of
ηx,w,θi shows that
ηx,w,θ1 ∧ . . .∧ ηx,w,θn = ± det(A) x1∧ . . .∧xn = ± volw(Πθ) x1∧ . . .∧xn.
The density ds∗ is non-negative, so the above formula for Ω(θ1∧. . .∧θn)
yields
Ω(θ1 ∧ . . . ∧ θn) =
∫
W
volw(Πθ) · ix1∧...∧xnds∗.
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Together with Lemma 4.5 this completes the proof. 
Proof of Theorem 8. Let D ⊂ T be a compact convex set of dimension
n. Proposition 4.5 gives an expression for the value of Ω on D. If
mi = dim Ti then
(4.1) Ω(D) =
1∏
i σmi
·
∫
W1×...×Wn
volw(D) · dw1 · . . . · dwn.
We have to prove that
(4.2) Ω(D) =
1
πn
(vol1,1 · . . . · vol1,n)(D).
The density vol1,i is the pull-back of the Riemannian 1-density vol1,gi
on Ti under the projection map πi : T → Ti. According to (3.2), the
gauge function φ on Gr(1, Ti), associated with vol1,gi, equals 1. If Φ is
the preimage of φ under the cosine transform then
Φ =
σmi−1
2vmi−1
by a direct calculation. Applying Proposition 3.5, we get vol1,gi =
χ1(µgi) for the normal measure µgi = µ1,Φ on Gra(1, Ti) defined by
(3.3). Namely, for a subset A ⊂ Gra(1, Ti) and for H ∈ Gr(1, Ti) put
HA = {h ∈ H | h+H⊥ ∈ A}. Then
(4.3) µgi(A) =
σmi−1
2vmi−1
∫
Gr(1,Ti)
λi(HA) dH,
where λi is the Lebesgue measure corresponding to gi on the line H .
Assume first that n = 1, so that vol1,1 = vol1,g1 . If A ⊂ Gra(1, T ) is
formed by affine hypersurfaces intersecting D, then
Ω(D) =
1
σm1
∫
W1
volw(D) dw =
σm1−1
σm1
∫
Gr(1,T1)
λ1(HA) dH =
=
σm1−1
σm1
· 2vm1−1
σm1−1
· µg1(A) =
µg1(A)
π
=
vol1,1(D)
π
.
For n = 1 the theorem is proved.
Assume now that n > 1 and let µi = π
∗
i (µgi). By Proposition 3.3 we
have vol1,i = χ1(µi). Hence
vol1,1 · . . . · vol1,n = χn(µ1 · . . . · µn)
by the definition of the product of normal densities. Therefore
(vol1,1 · . . . · vol1,n)(D) = (µ1 · . . . · µn)(Jn(D)),
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where
Jn(D) = {(H1, . . . , Hn) ∈ (Gra(1, T ))n | D ∩H1 ∩ . . . ∩Hn 6= ∅}.
The support of µi is the set Gi of affine hyperplanes containing affine
shifts of ⊕j 6=iTj . For any set A ⊂ Gi its measure µi(A) is equal to
the value of µgi on the projection of A onto Gra(1, Ti). The product
measure µ1 · . . . · µn is supported on the surface G ⊂ Gra(n, T ) formed
by affine subspaces G1 ∩ . . . ∩ Gn, where Gi ∈ Gi. For G ∈ Gra(1, Tn)
put G¯ = π−1n (G). Let
I(D ∩ G¯) = {(G1, . . . Gn−1) | Gi ∈ Gi, D ∩ G¯ ∩G1 ∩ . . . ∩Gn−1 6= ∅}.
Then
(µ1 · . . . · µn)(Jn(D)) =
∫
G∈Gra(1,Tn)
(µ1 · . . . · µn−1)(I(D ∩ G¯)) dµgn
by Fubini’s theorem. Let U = T1 + . . . + Tn−1 and let πU : T → U be
the projection map. We use the same notation µ1 · . . . · µn−1 for the
product of measures µi on Gra(n−1, U) and for its pull-back under πU
on Gra(n− 1, T ). Keeping this in mind, we get
(µ1 · . . . · µn−1)(I(D ∩ G¯)) = (µ1 · . . . · µn−1)(Jn−1(πU (D ∩ G¯))).
Applying the definition of Ω to U , we get an (n − 1)-density, to be
denoted by ΩU . For H ∈ Gr(1, Tn) we denote by H⊥ the orthogonal
complement to H in T . By induction and by (4.3) for i = n we have
(vol1,1·. . .·vol1,n)(D) =
∫
G∈Gra(1,Tn)
(vol1,1·. . .·vol1,n−1)(πU(D∩G¯)) dµgn =
= πn−1
∫
G∈Gra(1,Tn)
ΩU (πU(D ∩ G¯)) dµgn.
Finally, using the expression (4.3) for µgn, we obtain
(4.4) (vol1,1 · . . . · vol1,n)(D) =
=
σmn−1π
n−1
2vmn−1
∫
H∈Gr(1,Tn)
∫
h∈H
ΩU(πU(D ∩ (h+H⊥)) dh dH.
On the other hand, by Fubini’s theorem we can write (4.1) in the form
Ω(D) =
1∏n
i=1 σmi
·
∫
Wn
F (wn) dwn,
where
F (wn) =
∫
W1×...×Wn−1
volw(D) dw1 · . . . · wn−1.
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Let ω and ω′ be the subspaces generated by w1, . . . , wn−1, wn and
w1, . . . , wn−1, respectively. Denote by H the line generated by wn.
Then
volw(D) =
∫
H
Vn−1(πω(D) ∩ (h+H⊥)) dh.
Plug this in the integral F (wn) and observe that
πω(D)∩ (h+H⊥) = h+πω′(D∩ (h+H⊥)) = h+πω′πU(D∩ (h+H⊥)).
As a result, we get
F (wn) =
∫
H
∫
W1×...×Wn−1
Vn−1(πω′πU(D ∩ (h +H⊥))) =
=
n−1∏
i=1
σmi ·
∫
H
ΩU(πU(D ∩ (h+H⊥)) dh
by the definition of ΩU . Therefore
Ω(D) =
1
σmn
∫
Wn
∫
H
ΩU (πU(D ∩ (h+H⊥)) dh dwn.
Passing from the sphere to the projective space, we obtain
Ω(D) =
σmn−1
σmn
∫
Gr(1,Tn)
∫
H
ΩU(πU(D ∩ (h+H⊥)) dh dH.
Since σmn = 2π · vmn−1 , equality (4.2) follows from (4.4). 
4.4. Proof of Theorem 1. We use the notations introduced in 4.3
with Ek = V
∗
k . Then Sk ⊂ V ∗k , S∗k ⊂ Vk, and gk is the pull-back of the
metric form on Vi under θk : X → S∗k ⊂ Vk. For s∗ = (s∗1, . . . , s∗n) ∈
S∗ = S∗1 × . . .×S∗n we denote by NU(s∗1, . . . , s∗n) the number of isolated
common zeros of s∗1, . . . , s
∗
n in an open set U ⊂ X . We want to prove
that NX(s
∗
1, . . . , s
∗
n) is integrable and compute the integral whose value
divided by σ is denoted by MX(V1, . . . , Vn), see 2.1. Theorem 1 is a
consequence of the equality
(4.5) MX(V1, . . . , Vn) =
1
πn
∫
X
vol1,g1 · . . . · vol1,gn.
Indeed, if Ei is the ellipsoid corresponding to gi then for all x ∈ X, ξ ∈
Tx(X) one has
vol1,gi(ξ) =
d1(Ei(x))(ξ)
2
,
where d1(Ei(x)) is considered as a translation invariant 1-density. By
Theorem 7 we have
1
πn
vol1,g1 · . . . · vol1,gn =
n!
(2π)n
dn(E1(x), . . . , En(x)).
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By the definition of dn it follows that
1
πn
(vol1,g1·. . .·vol1,gn)(ξ1∧. . .∧ξn) =
n!
(2π)n
Vn(E1(x), . . . , En(x))voln(Πξ),
where voln is taken with respect to g on Tx(X) and the mixed volume
Vn with respect to g
∗ on T ∗x (X). Combining this equality with (2.1),
we get Theorem 1 from (4.5).
Now, if the mapping θ = θ1 × . . . × θn is an embedding of X into
S∗1 × . . . × S∗n then (4.5) is a direct consequence of Crofton formula
(Theorem 8) and equality (2.1). In the general case, it is enough to
prove (4.5) for an arbitrary relatively compact domain U ⊂ X . In fact,
X is the union of an increasing sequence of such domains Ui. Thus, if
(4.6) MU(V1, . . . , Vn) =
1
πn
∫
U
vol1,g1 · . . . · vol1,gn
for each U then we get two increasing sequences on the both sides of
(4.6) for U = Ui and (4.5) is obtained by passing to the limit. We
will now prove (4.6). Let D be the set of critical points of θ in the
closure U¯ of a relatively compact domain U ⊂ X . If D 6= ∅ then take a
decreasing sequence of relatively compact neighborhoods Di of D, such
that ∩Di = D.
To finish the proof, we need three lemmas.
Lemma 4.6. If θ has no critical points in U then (4.6) holds true.
Proof. Assume first that D = ∅. Then there is a finite covering {Ui}
of U such that θ|Ui is a closed embedding for every i. We know that
(4.6) is valid for all intersections Ui1 ∩ . . . ∩ Uik . Since the both parts
are additive functions of a domain, (4.6) for the union of Ui follows
by inclusion-exclusion principle. In case D 6= ∅ one can apply (4.6) to
U \Di and get the required assertion as i→∞. 
Lemma 4.7. One has
limi→∞
∫
Di
vol1,g1 · . . . · vol1,gn = 0.
Proof. Choosing a Riemannian metric g on X we can write
(vol1,g1 · . . . · vol1,gn)(ξ1 ∧ . . . ∧ ξn) = f(x) · voln,g(ξ1 ∧ . . . ∧ ξn),
where ξi ∈ Tx. Then f(x) is a non-negative continuous function and
maxx∈D¯if(x)→ 0 as i→∞, hence the assertion. 
For an arbitrary subset Ak ⊂ Sk denote by A∗k ⊂ S∗k the set of linear
functions with a zero in Ak. Consider s
∗ = (s∗1, . . . , s
∗
n) ∈ S∗ as an
n-tuple of functions on S. For A ⊂ S put A∗ = {s∗ ∈ S∗ | ∃x ∈ A :
∀i s∗i (x) = 0}. Note that if A = A1× . . .×An then A∗ = A∗1× . . .×A∗n.
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Lemma 4.8. Let D ⊂ S be the set of critical values of θ on U¯ . Then
D∗ ⊂ S∗ has measure 0.
Proof. By Sard’s lemma the n-dimensional Hausdorff measure of D is
0. Consider a covering of D by open sets Bi = Bi,1 × . . .×Bi,n, where
Bi,k ⊂ Sk are open balls of the same radius r(Bi) for any given i. For
ǫ > 0 small enough there exists such a covering with r(Bi) < ǫ and∑
i r
n(Bi) arbitrarily small. Let D∗(ǫ) = ∪iB∗i for such a covering.
Then B∗i = B
∗
i,1 × . . .×B∗i,n by construction, hence
volS∗(B
∗
i ) =
n∏
k=1
volS∗
k
B∗i,k < Cr
n(Bi).
By the definition of Hausdorff measure
∑
rn(Bi)→ 0 as ǫ→ 0. There-
fore vol(D∗(ǫ))→ 0. 
End of the proof. Let U be a relatively compact domain in X . Then
NU(s
∗
1, . . . , s
∗
n) = NU\D(s
∗
1, . . . , s
∗
n) almost everywhere on S
∗ by Lemma
4.8. But NU\D is integrable by Lemma 4.6. Thus NU is also integrable
and the integrals of NU and NU\D are equal. Finally, by Lemma 4.7
one can replace the integration domain U on the right hand side of
(4.6) by U \D. 
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