Let G be a simple algebraic group over an algebraically closed field of characteristic zero or positive odd, good characteristic. Let B be a Borel subgroup of G. We show that the spherical conjugacy classes of G intersect only the double cosets of B in G corresponding to involutions in the Weyl group of G. This result is used in order to prove that for a spherical conjugacy class O with dense B-orbit v 0 ⊂ BwB there holds ℓ(w) + rk(1 − w) = dim O extending a characterization of spherical conjugacy classes obtained by Cantarini, Costantini and the author to the case of groups over fields of odd, good characteristic.
Introduction
If an algebraic group acts with finitely many orbits, a natural way to understand the action is given by the combinatorics of the Zariski closures of such orbits. In [18] , [22] , the study of the combinatorics of the closures of orbits for a Borel subgroup B in a symmetric space G/K is developed. The description is given in terms of an action, on the set of these orbits, of a monoid M (W ) related to the Weyl group W of G. This action is best understood considering the dense Borbit inside the orbit of a minimal parabolic subgroup. Through this construction, several invariants of the B-orbits can be determined, including their dimension. To each B-orbit it is possible to associate a Weyl group element and the Weyl group element corresponding to the (unique) dense B-orbit in the symmetric space can be described in combinatorial terms. The dimension of each B-orbit is provided in terms of its associated Weyl group element and the sequence of elements in the monoid that are necessary to reach it from a closed B-orbit. When the symmetric space corresponds to an inner involution, then the symmetric space corresponds to a conjugacy class in G and the attached Weyl group element is just the element corresponding to the Bruhat cell containing the B-orbit.
The monoid action can be carried over to homogeneous spaces of algebraic groups for which the action of the Borel subgroup has finitely many orbits, i.e., the spherical homogeneous spaces ( [21] ) and it can be used to define representations of the Hecke algebra ( [15] ). A more geometric approach to a Bruhat order on spherical varieties has been addressed in [6] . Besides, a genuine Weyl group action on the set of B-orbits on a spherical homogeneous space was defined in [14] .
The action of M (W ) on a spherical homogeneous space does not preserve all nice properties that it had in the case of symmetric varieties (see [7] for a few key counterexamples) so it is natural to ask which properties still hold for spherical conjugacy classes. One of the main differences between the geneal spherical case and the symmetric case is that there are B-orbits that do not lie in the orbit of a closed one when acting by M (W ). However, every B-orbit can be reached from a closed B-orbit through a sequence of moves involving either the M (W )-action or the W -action ( [21] ).
A natural question is whether we can provide formulas for the dimension of each B-orbits in a spherical conjugacy class in terms of the actions of M (W ) and W . Although not all results in [18] hold at this level of generality, there are properties that hold true in general. For instance, the dimension of the dense B-orbit in a spherical conjugacy class is governed by a formula analogous to the formula for the dimension of a B-orbit in a symmetric space. This result was achieved in [8] , leading to a characterization of spherical conjugacy classes in simple algebraic groups. The interest in this formula lied in the verification of De Concini-Kac-Procesi conjecture on the dimension of irreducible representations of quantum groups at the roots of unity ( [9] ) in the case of spherical conjugacy classes. For this reason, the analysis was restriced to the case of an algebraic group over an algebraically closed field of characteristic zero. In order to obtain the characterization, a classification of all spherical conjugacy classes in a simple algebraic group was needed, and part of the results were obtained through a case-by-case analysis involving this classification.
In the present paper we apply the combinatorics of B-orbit closures for spherical conjugacy classes in simple algebraic groups to retrieve the formula in [8] . This will show that the characterization of spherical conjugacy classes can be achieved without making use of their classification and without drastic restrictions on the characteristic of the base field.
A first question to be answered concerns which Weyl group elements may correspond to a B-orbit in a spherical conjugacy class. In the case of a symmetric conjugacy class it is immediate that such Weyl group elements are necessarily involutions. An analysis of the actions of M (W ) and W allows us to generalize this result to all spherical conjugacy classes.
Theorem 1 All B-orbits in a spherical conjugacy class lie in Bruhat cells corresponding to involutions in the Weyl group.
In order to understand the Weyl group elements associated with the dense Borbit wee analyze the variation of the Weyl group element with respect to the action of the monoid M (W ). This analysis leads to a description of the stationary points, i.e., of those B-orbits for which the associated Weyl group element does not change under the action of all elements in M (W ). Stationary point different from the dense B-orbit cannot exist in symmetric conjugacy classes but they exist, for instance, in spherical unipotent conjugacy classes.
The results in [22] allow us to describe the Weyl group element corresponding to a stationary point, and more precisely, the one associated with the dense B-orbit.
Combining the analysis of representatives of the dense B-orbit with results in [7] and [15] yields a new proof of a result in [8] , that holds now in almost all characteristcs and does not require the classification of spherical conjugacy classes: Theorem 2 Let O be a spherical conjugacy class in a simple algebraic group G, let v 0 be its dense B-orbit and let BwB be the Bruhat double coset containing v 0 . Then dim O = ℓ(w) + rk (1 − w) .
It is proved in [8] with a characteristic-free argument that if a conjugacy class O intersects some BwB with ℓ(w) + rk(1 − w) = dim O then O is spherical, hence the results in the present paper provide a characteristic-free proof of the characterization of spherical conjugacy class given in [8] .
We shall use the numbering of the simple roots in [3, Planches I-IX]. The usual inner product between the roots α and β will be denoted by (α, β). If the root system is simply laced we will consider all its roots as long roots. An element of T corresponding to the co-root α ∨ will be indicated by α ∨ (h).
By Π we shall always denote a subset of ∆ and Φ(Π) will indicate the corresponding root subsystem.
We shall denote by W be the Weyl group associated with G, by s α the reflection corresponding to the root α. By ℓ(w) we shall denote the length of the element w ∈ W and by rk(1 − w) we shall mean the rank of 1 − w in the standard representation of the Weyl group. By w 0 we shall denote the longest element in W and by ϑ we shall denote the automorphism of Φ given by −w 0 . If Π ⊂ ∆ we shall denote by W Π the parabolic subgroup of W generated by the simple reflections in Π. If N (T ) is the normalizer of T in G then W = N (T )/T ; given an element w ∈ W we shall denote a representative of w in N byẇ. For any root α of Φ we shall denote by x α (t) the elements of the corresponding root subgroup X α of G. We shall choose the representativesṡ α ∈ N of the reflection s α ∈ W as in [20, Theorem 8.1.4] .
We assume that we have fixed an ordering of the positive roots so that every u ∈ U is written uniquely as an ordered product of element of the form x α (t), for t ∈ k and α ∈ Φ + . Given an element u ∈ U (respectively U − ), by abuse of language we will say that a root γ ∈ Φ + (respectively −Φ + ) occurs in u if for the expression of u as an ordered product of x α (t α )'s we have t γ = 0.
If α ∈ ∆ we shall indicate by P α the minimal non solvable parabolic subgroup containing X −α and by P u α its unipotent radical. For w ∈ W , we shall denote by U w (respectively, U w ) the subgroup generated by the root subgroups X α corresponding to those α ∈ Φ + for which w −1 (α) ∈ −Φ + (respectively, Φ + ). We shall denote by T w the subgroup of the torus that is centralized by any representativeẇ of w.
Given an element x ∈ G we shall denote by O x the conjugacy class of x in G and by G x (resp. B x , resp. T x ) the centralizer of x in G (resp. B, resp. U , resp. T ). For a homogeneous space G/H we shall denote by V the set of B-orbits in G/H. Definition 1.1 Let K be a connected algebraic group over k and let H be a closed subgroup of K. The homogeneous space K/H is called spherical if there exists a Borel subgroup of K with a dense orbit.
It is well-known ( [5] , [24] in characteristic 0, [10] , [14] in positive characteristic) that, if G/H is a spherical homogeneous space the set V of B-orbits in G/H is finite.
B-orbits and Bruhat decomposition
Let O be a conjugacy class of G and let V be the set of B-orbits in O. There is a natural map φ : V → W associating to each B-orbit v the element w in the Weyl group of G for which v ⊂ BwB. The set V carries a partial order given by:
When O is spherical the minimal B-orbits are the closed ones and there is a unique maximal orbit, namely the dense B-orbit v 0 in O.
The monoid M (W ) is generated by the elements m(s) corresponding to simple reflections, subject to the braid relations and to the relation m(s) 2 = m(s). In [18] an action of the monoid M (W ) on the set of B-orbits of a symmetric space G/K is defined. This action can be generalized to an action of M (W ) on the set V of Borbits of a spherical homogeneous space (see, for instance, [21, §3.6] ). The action of m(s), for a simple reflection s = s α is given as follows. If P α is the minimal parabolic subgroup corresponding to α and v ∈ V then m(s).v is the dense B-orbit in P α v. This action is analyzed in [7] , [14] ,[15, §4.1], [18] . We provide an account of the information we will need.
Given v ∈ V , choose y ∈ v with stabilizer (P α ) y in P α . Then (P α ) y acts on P α /B ∼ = P 1 with finitely many orbits. Let ψ : (P α ) y → P GL 2 (k) be the corresponding group morphism. The kernel of ψ is Ker(α)P u α . The image H of (P α ) y in P GL 2 (k) is either: P GL 2 (k); or solvable and contains a nontrivial unipotent subgroup; or a torus; or the normalizer of a torus. The following possibilities may occur:
In this case we may choose y ∈ v for which ψ(X α ) ⊂ H ⊂ ψ(B).
In this case we may choose y ∈ v for which ψ(X −α ) ⊂ H ⊂ ψ(B − ).
In this case we may choose y ∈ v for which H = ψ(N (ṡ α Tṡ −1 α )).
Based on the structure of H, cases II, III, and IV are also called type U , type T and type N , respectively. Based on this analysis a W -action on V can be defined ( [14] , [15, §4.2.5, Remark]) as follows: in case II the two B-orbits are interchanged; in case III the two non-dense orbits are interchanged, in all other cases the B-orbits are fixed.
We recall (
All B-orbits in a symmetric homogeneous space admit a reduced decomposition ( [18, §7] ). This is no longer the case for B-orbits different from the dense B-orbit in spherical homogeneous spaces, the reader can refer to [7] for a series of counterexamples. We will use a weaker notion of decomposition that exists for
and such that for 1 ≤ i ≤ r only one of the following alternatives occurs:
The element v ′ (r) is called the final term of the subexpression. Even though some B-orbits in a spherical homogeneous space might not have a reduced decomposition, every v ∈ V is the final term of a subexpression of a reduced decomposition of the dense B-orbit v 0 . This is to be found in [21, §3.6 Proposition 2] and it holds also in positive odd characteristic.
Lemma 2.6
Let O be a spherical conjugacy class, let v ∈ V and let s be a simple reflection. Proof. We first consider a spherical semisimple conjugacy class. Let v ∈ V and let x be a subexpression of a reduced decomposition of the dense B-orbit v 0 with initial term a closed B-orbit v(0) and final term v. We proceed by induction on dim v. If v has minimal dimension then it is closed, otherwise it would contain in its closure a B-orbit of strictly smaller dimension. It follows from Lemma 2.2 that φ(v) = 1.
Let v = v(r) not be closed so that dim v(r) > dim v(0). If v(r) = v(r − 1) we may shorten the subexpression replacing r by r − 1. Hence we may assume that v(r) = m(s)v(r − 1) or v(r) = s.v(r − 1) for some simple reflection s.
If v(r) = m(s)v(r − 1) we may use Lemma 2.6. If v(r) = s.v(r − 1), then dim(v(r − 1)) = dim v(r). If we proceed downwards along the terms of the subexpression we might have a sequence of steps in which either the B-orbit does not change or it changes through the W -action, but we will eventually reach a step at which v(j) = m(s ′ )(v(j − 1)) with dim(v(j)) > dim v(j − 1), where we can apply Lemma 2.6. Hence there is a B-orbit v ′ in the sequence with dim v ′ = dim v, and φ(v ′ ) is an involution w. Therefore we may reduce to the case in which v ′ = v(r − 1) and v = v(r) = s.v(r − 1). The analysis of the cases shows that we are in case IIIa. Then v ∈ Bsv ′ sB ⊂ BsBwBsB.
If ℓ(sws) = ℓ + 2 then v ∈ BswsB. If sw > w and ℓ(sws) = ℓ(w) then sw = ws and v ∈ BswB ∪ BswsB so φ(v) is an involution. If sw < w and ℓ(w) = ℓ(sws) then sw = ws and v ∈ BwB ∪ BswB and φ(v) is an involution. Let us assume that ℓ(sws) = ℓ(w) − 2 with s = s α . It follows from the proof 
Remark 2.9
The reader is referred to [8, §1.4, Remark 4] for a different proof, in characteristic zero, that the image through φ of the dense B-orbit v 0 , denoted by z(O), is an involution. In the same paper, the image of φ(w 0 ) of all spherical conjugacy classes of a simple algebraic group over C is explicitely computed.
Stationary points
In this Section we shall analyze those elements in
We say that v is a stationary point if it is a stationary point with respect to all simple roots.
Stationary points different from the dense B-orbit do not exist in symmetric conjugacy classes by the results in [18] but they do exist in unipotent spherical conjugacy classes:
The following lemma's describe stationary points with respect to a simple root.
If sw = ws the statement follows because ws < w and sws = w. Otherwise it follows because sw, ws, sws < w.
Then v is a stationary point with respect to α if and only if the following conditions hold:
3. X α commutes withẇ ∈ N (T ).
Proof.
Let v ∈ V be a stationary point with respect to α ∈ ∆, let x ∈ v with unique decomposition x = uẇv and let s α w > w. By Theorem 2.8 w is an involution. If s α w > w then have either s α ws α > s α w or s α ws α = w. If the first case were possible,ṡ α xṡ −1 α ∈ Bs α ws α B so v would not be a stationary point. Hence 1 holds, wα = α and α does not occur in u.
Let us consider y =ṡ α xṡ −1 α . The element Let then x ∈ v and l ∈ k \ {0} and
Let x satisfy 1, 2, and 3. Then 
is the sequence given by the highest root, the highest root of the root system orthogonal to β 1 , and so further.
The example above shows that, for any stationary point, Π has to be invariant with respect to −w 0 . Besides, the restriction of w 0 to Φ(Π) always coincides with w Π .
If w = φ(v) for some stationary point v ∈ V , the involution w may be written as a product of reflections with respect to mutually orthogonal roots γ 1 , . . . , γ m so U w (notation as in Section 1) is the subgroup generated by the root subgroups X γ with (γ, γ j ) = 0 for every j. In other words, U w is the subgroup generated by X γ for γ ∈ Φ(Π) and U w is normalized by U w .
By normality of U w and uniqueness of the decomposition we have
Lemma 3.8 Let O be a spherical conjugacy class in G and let
Proof. Let P α v = v for α with wα ∈ Φ + and let us assume that we are in case III or IV.
In these cases there
Since we are assuming that we are in case III or IV, X α ⊂ U x and X α ⊂ U y and ψ((P α ) x and ψ((P α ) y ) do not contain a unipotent subgroup. Thus,
The same argument replacing x and y gives dim v = dim v ′ , a contradiction. Thus we are necessarily in case II.
The dense B-orbit
We shall turn our attention to a special case of stationary points, namely those corresponding to the dense B-orbit v 0 . We will first analyze the possible Π for which φ(v 0 ) = w 0 w Π . We already know that they are subsets of ∆ for which the restriction of w 0 to Φ(Π) coincides with the longest element of the parabolic subgroup W Π of W . Next step will be to show which connected components of Π may not consist of isolated roots. 
. Then there is no connected component in Π consisting of an isolated root α ∈ ∆ such that there is β ∈ ∆ with the following properties:
• β has the same length as α;
Proof. Let us choose a representative of v 0 of the form x =ẇv and let us assume that there are simple roots α and β with the above properties. The element w is the product of w 0 s α with the longest element w Π ′ of the parabolic subgroup W Π ′ of W associated with the complement Π ′ of α in Π. We claim that v ∈ P u β . Conversely, given a representativeṡ β of s β in N (T ), we consider y =ṡ βẇ vṡ −1 β . Then, as s β commutes with w 0 and w Π ′ by assumption, we would have, for some l ∈ k \ {0}: 
Here we have used that w 0 (α) = −α because α is an isolated root in Π.
Corollary 4.2 Let
O be a noncentral spherical conjugacy class, let v 0 be its dense B-orbit and let w = w 0 w Π = φ(v 0 ). Then Π is either empty or it is one of the following subsets of ∆:
Proof. Most of the restrictions are due to the fact that w Π = w 0 | Φ(Π) . The isolated roots occurring as connected components of Π are necessarily alternating, or differ by a node, or their length is different from the length of all adjacent roots, as in type C n .
Remark 4.3
All the above diagrams do actually occur when k = C (cfr. [8] ) and they are are strictly more than the Araki-Satake diagrams for symmetric conjugacy classes (see [1] , [11] , [19, Table 1] ).
Theorem 4.4
Let O be a spherical conjugacy class, let v 0 be its dense B-orbit
Proof. We have divided the proof into a sequence of lemmas. Let us recall that a standard parabolic subgroup can be naturally attached 
Proof. If for every r ∈ k there exists u r ∈ P u α such that g r = x α (r)u r ∈ (P α ) x this would hold for every choice of x ∈ v 0 so by Lemma 3.7 we have α ∈ Π. Besides, the analysis of the B-orbits in P α v 0 shows that we are either in case I or in case IIa because the subgroup H = ψ((P α ) x ) would contain ψ(X α ). Since v 0 is the dense B-orbit, we cannot be in case IIa so P α v 0 = v 0 and α ∈ ∆(v 0 ).
Let us recall that the depth dp(β) of β ∈ Φ + is the minimal length of a σ ∈ W for which σ(β) ∈ −Φ + ( [4] ). Then dp(β) − 1 is the minimal length of a σ ′ ∈ W for which σ ′ (β) ∈ ∆. 2. x has decomposition x =ẇv ∈ U w wB;
3. no root in Φ + (Π) occurs in the expression of v. Lemma 3.4 imply that u 1 ,ẇ and v 1 are centralized by X ±α , hence replacing x 1 by its B-conjugate u −1 1 xu 1 = x =ẇv yields the first and the second statement. Let us assume that for a fixed ordering of the positive roots the root γ ∈ Φ(Π) occurs in the expression of v and let us assume that γ is of minimal depth in Φ(Π) with this property. By Lemma 3.4 the root γ is not simple. Then, there exists σ = s i 1 · · · s ir ∈ W Π such that σ(γ) = α ∈ Π. Minimality of depth implies that for every other root γ ′ ∈ Φ(Π) occurring in v and every j ≥ 2, we have s i j s i j+1 · · · s ir (γ ′ ) ∈ Φ + . Then for every representativeσ ∈ N (T ) we would have, for some t ∈ T ,
so the B-orbit represented by x ′ would be stationary withσvσ −1 ∈ P u α contradicting Lemma 3.4.
Lemma 4.9
. We shall assume throughout the proof that Π = ∅, ∆.
Let x =ẇv be as in Lemma 4.8. If Π is strictly larger than ∆(v 0 ) by Lemma 4.7 then there exists α ∈ Π \ ∆(v 0 ) such that X α is not contained in the centralizer of x. Since The basic idea of the proof is to show that if the above happens then there exists v ∈ V such that φ(v) is not an involution, contradicting Theorem 2.8. The proof consists in the construction of an element σ = s it · · · s i 1 ∈ W such that:
The existence of a σ satisfying conditions 1 and 2 guarantees that for any representativeσ of σ in N (T ) we have:
Condition 3 guarantees that σw 0 w Π σ −1 < σww Π σ −1 s it and s it does not commute with σw 0 w Π σ −1 . Then φ(B.σxσ −1 ) = σw 0 w Π σ −1 s it that is not an involution.
We will deal with the different possibilities for Π separately.
Let γ be a root of this form occurring in v and of minimal height. If γ = µ t we consider σ = i−1 j=t s j . Then σ(γ) = −α t so condition 1 is satisfied. If for some r with t < r ≤ i − 1 the root γ r = ( r−1 j=i−1 s j )α r would occur in v we would contradict minimality of the height of γ so condition 2 is satisfied. Besides, if we put ϑ = −w 0 we have:
so σ satisfies condition 3. The case γ = ν t is treated similarly.
Let Φ be of type B n . Then Π is either Π 1 = {α l , . . . , α n } with l ≤ n of type B n−l+1 or A 1 ; or it is the union of Π 1 with |Π 1 | of the same parity as n and alternating isolated simple roots. The element w Π is either w Π 1 or the product of the reflections corresponding to those isolated simple roots with w Π 1 .
Let us assume that there is
It follows from Lemma 4.8 that γ is either µ j = i−1 p=j α p for some j < l or ν j = i p=j α p + 2 n q=i+1 α q for some j < l. Let us consider a µ j with j maximal (that is, µ j is of minimal height of this form). Then we can rule it out by using σ j = i p=j s p . Condition 2 follows from minimality of the heigth of µ j and Lemma 4.8, and condition 3 is checked observing that the coefficient of α n in the expression of σ j w Π (γ) is always positive. Let us then consider ν j occurring in v with j maximal. Then we may rule it out by using τ j = ( n p=j s p )( i+1 q=n−1 s q ). Condition 2 and 3 follow from maximality of j and Lemma 4.8 and from the fact that the coefficient of α n in the expression of σ j w Π (γ) is always positive. Thus
Let us now assume that Π is the union of Π 1 and alternating isolated simple roots. Suppose that α i , for 1 ≤ i < n is an isolated root in Π \ ∆(v 0 ). Then there occurs in v a γ that is either µ j as above, with j < i − 1; µ ′ j = j p=i+1 α p for i + 1 < j ≤ n; ν j as above, with j < i; or ν ′ j = j−1 p=i+1 α p + 2 n q=j α q for j ≥ i + 2. The first set of roots is ruled out as in the case in which α i ∈ Π 1 ; the second set of roots is ruled out by using σ ′ j = i+1 p=j s p and minimality of the height; the third set of roots is ruled out by τ j as for α i ∈ Π. Here, for condition 2 the non-occurrence in v of the previous sets of roots is needed. Let ν ′ j occur in v with j maximal. Then we consider τ ′ j = ( n−1 q=j−1 s q )( i+1 p=n s p ). Condition 2 is ensured by the maximality of j and by the non-occurrence of the roots previously excluded. Condition 3 holds because the coefficient of α i in τ ′ j w Π (ν ′ j ) is positive. Thus, all long roots in Π lie in ∆(v 0 ).
Let Φ be of type C n . Then Π is Π 1 = {α l , . . . , α n } with l ≤ n of type C n−l+1 or A 1 , or the union of Π 1 with alternating isolated simple short roots. If α n ∈ Π 1 \ ∆(v 0 ) then there would occur in v a root γ of the form µ j = n−1 p=j α p with j < l. We rule this out by using σ j = n−1 p=j s p , hence α n ∈ ∆(v 0 ). Let Φ be of type D n . Then Π is either Π 1 = {α l , . . . , α n−1 , α n } for 1 ≤ l ≤ n − 1, with l odd, the union of Π 1 with alternating isolated simple roots, the set of all α j with j odd, or the set of all α j with j odd and j ≤ n − 3 or j = n.
If α i ∈ Π 1 \ ∆(v 0 ) for i < n − 1 there would occur in v a root among the following: γ j = i−1 p=j α j for j ≤ l − 1; or δ j = i p=j α p + 2 n−2 q=i+1 α q + α n−1 + α n for j ≤ l − 1. Let us consider γ j of minimal height among the γ t 's occurirng in v. Then σ j = i−1 p=j s p satisfies the necessary conditions for γ j for every choice of Π ⊃ Π 1 so there occurs no root of type γ j in v. Let us the consider the root of type δ j of minimal height occurring in v. Then the Weyl group element ( n p=j s p )( i+1 q=n−2 s q ) satisfies the necessary conditions in order to rule out δ j . Therefore α i ∈ ∆(v 0 ) for every l ≤ i ≤ n − 2. If α n−1 ∈ Π \ ∆(v 0 ) there would occur in v a root among the following: γ j = n−2 p=j α j for j ≤ l − 1; or δ ′ j = n−2 p=j α p + α n for j < l. The roots of type γ j are ruled out as for α i for i < n−1. In order to rule out the roots of type δ ′ j we consider the minimal occurring in v and we apply τ j = ( n−2 p=j s p )s n , where condition 3 is ensured when Π 1 ⊂ Π because j < l and when Π is a set of alternating roots because the coefficient of α n−2 in ( n−2 p=j s p )s n w Π (δ ′ j ) is always positive. Thus, α n−1 ∈ ∆(v 0 ) and α n ∈ ∆(v 0 ) by symmetry.
Let α i be an isolated root in Π \ ∆(v 0 ) for i ≤ n − 2. Then there would occur in v a root of type γ j for j < i, µ j = j p=i+1 α p for i + 1 ≤ j ≤ n − 1, µ n = n−2 p=i+1 α p +α n , µ ′ n = s n µ n−1 , ν j = j−1 p=i+1 α p +2 n−2 q=j α q +α n−1 +α n for j ≥ i + 2, or δ j for j < i. These roots are handled making use, in this order, of: σ j for γ j ; ω j = i+1 p=j s p for µ j for j ≤ n − 1; ω n = s n ( i+1 p=n−2 s p ) for µ n ; ω ′ n = s n ω n−1 for µ ′ n ; ( n p=j s p )( i+1 q=n−2 s q ) for ν j ; τ j for δ j . In all cases the required conditions are easily verified. In particular, condition 3 holds, for every choice of Π for which α i is an isolated root, because either α i , α i−1 or α i+1 will occur in σw Π γ with positive coefficient, for σ any of the above Weyl group elements.
Let Φ be of type E 6 , so that Π is either Π 1 = {α 1 , α 3 , α 4 , α 5 , α 6 } or Π 2 = {α 3 , α 4 , α 5 }. For both cases the analysis in type A n shows that if Π = ∆(v 0 ) then the roots γ occurring in v for which γ + α ∈ Φ for some α ∈ Π may not lie in the root subsystem of type A 5 generated by Π 1 .
Let Π = Π 1 and let us assume that α 6 ∈ Π. Then there occurs γ in v where γ is one of the following roots: µ 1 = α 2 +α 4 +α 5 , µ 2 = s 3 µ 1 , µ 3 = s 4 µ 2 , µ 4 = s 1 µ 2 , µ 5 = s 4 µ 4 , µ 6 = s 3 µ 5 . All these roots can be ruled out by using, respectively:
Condition 3 is always satisfied because α 6 occurs in the expression of σ i w Π (µ i ) with positive coefficient for every i. Therefore, α 6 (and, symmetrically α 1 ) lie in ∆(v 0 ) and all roots occurring in v are orthogonal to them because [L(v 0 ), L(v 0 )] centralizes x.
Let us assume that α 4 ∈ ∆(v 0 ). The only positive roots γ that do not lie in Φ(Π), are orthogonal to α 1 and α 6 and are such that γ + α 4 ∈ Φ are α 2 and α 1 + α 2 + 2α 3 + 2α 4 + 2α 5 + α 6 . The first can be ruled out with σ = s 2 while for the second we may use τ = s 2 s 4 s 3 s 5 s 1 s 3 s 6 s 5 . Since there are no positive roots γ orthogonal to α 1 , α 4 and α 6 , that do not lie in Φ(Π) for which γ + α 3 or γ + α 5 ∈ Φ we conclude that Π = ∆(v 0 ) and we have the statement for Π = Π 1 .
Let Π = Π 2 and let us assume that α 3 ∈ ∆(v 0 ). Then there would occur in v a root γ among the following roots:
They can be ruled out by using σ 1 = s 2 s 4 , σ 2 = σ 1 s 5 , σ 3 = σ 2 s 6 , σ 4 = σ 2 s 3 s 4 s 1 , σ 5 = σ 4 s 6 and σ 6 = σ 5 s 5 , respectively. Here condition 3 follows because the coefficient of α 5 in σ i w Π µ i is positive. Thus α 3 and, by symmetry, α 5 lie in ∆(v 0 ) and all roots occurring in v are orthogonal to them. If α 4 would not lie in ∆(v 0 ) there would occur in v either α 2 or 6 j=1 α j . The first root is ruled out through s 2 while the second is ruled out through s 2 s 3 s 4 s 5 s 1 s 6 and we have the statement in type E 6 .
Let Φ be of type E 7 . Then Π corresponds either to a subdiagram Π 1 of type D 6 (containing all simple roots but α 1 ), a subdiagram Π 2 of type D 4 (containing α 2 , α 3 , α 4 , α 5 ), the union of Π 2 and α 7 , or Π 3 = {α 2 , α 5 , α 7 } .
Let Π = Π 1 and let us assume that α 3 ∈ ∆(v 0 ). Then there would occur in v one of the following roots: α 1 ; γ 1 = α 4 + 5 i=1 α i ; γ 2 = s 6 γ 1 ; γ 3 = s 5 γ 2 ; γ 4 = s 7 γ 2 ; γ 5 = s 5 γ 4 ; γ 6 = s 6 γ 5 ; γ 7 = α 1 + 2α 2 + 2α 3 + 4α 4 + 3α 5 + 2α 6 + α 7 . None of these roots may actually occur, as it can be shown through s 1 ; σ 1 = s 1 s 3 s 4 s 2 s 5 s 4 ; σ 2 = σ 1 s 6 ; σ 3 = σ 2 s 5 ; σ 4 = σ 2 s 7 ; σ 5 = σ 4 s 5 ; σ 6 = σ 5 s 6 and σ 7 = σ 1 s 3 ( 4 j=6 s j )s 2 ( 4 p=7 s p ), respectively. Condition 2 holds because all simple reflections except from the first one in the decomposition of σ j lie in W Π . Condition 3 holds for all σ j because the coefficient of α 7 is positive in σ j w Π γ j . Therefore α 3 ∈ ∆(v 0 ) and all roots in v are orthogonal to it. If α 2 would not lie in ∆(v 0 ) there would occur in v one of the following roots: δ 1 = α 1 + α 3 + α 4 ; δ 2 = s 5 δ 1 ; δ 3 = s 6 δ 2 ; δ 4 = s 7 δ 3 ; δ 5 = α 1 + α 2 + 2α 3 + 3α 4 + 2α 5 + α 6 ; δ 6 = s 7 δ 5 ; δ 7 = s 6 δ 6 ; δ 8 = s 5 δ 7 . None of them may occur, as it is shown through τ 1 = s 1 s 3 s 4 ; τ 2 = τ 1 s 5 ; τ 3 = τ 2 s 6 ; τ 4 = τ 3 s 7 ; τ 5 = τ 1 s 2 ( 3 j=5 s j )( 4 p=6 s p ). It follows that α 2 ∈ ∆(v 0 ). Since the only positive root that is orthogonal to α 2 and α 3 and lies is Φ \ Φ(Π 1 ) is the highest root in Φ(E 7 ), we have the statement for
Let Π be either Π 2 or the union of Π 2 and α 7 . The discussion concerning type D 6 shows that the sum of a root in Φ(Π 1 ) occurring in v with a root in Π 2 is never a root. If α 3 ∈ ∆(v 0 ) there would occur in v some of the γ i 's that have been discussed for Π = Π 1 . The Weyl group elements s 1 ; σ i for i = 1, 2 still satisfy the necessary conditions. In order to rule out γ 3 we may use s 1 s 3 σ 3 ; for γ 4 we may use σ ′ 4 = ( 3 j=4 s j )( 4 p=5 s p )( 4 j=6 s j )( 5 p=7 s p )s 2 s 1 s 4 ; for γ 5 we may use σ ′ 5 = s 3 s 1 s 4 s 2 ( 4 j=5 s j )( 5 p=6 s p )( 6 j=7 s j )s 4 s 5 ; for γ 6 we may use σ ′ 6 = σ ′ 5 s 5 s 4 ; for γ 7 we may use σ ′ 7 = σ 1 s 3 s 1 ( 4 j=6 s j )s 2 ( 4 p=7 s p ). The necessary conditions hold for both choices of Π. Thus, α 3 ∈ ∆(v 0 ). If α 2 ∈ ∆(v 0 ) there would occur in v one of the δ j 's we mentioned when discussing Π = Π 1 . We may use τ i for i = 1, 2, 3 to exclude the first three roots; for τ 4 condition 2 is no longer satisfied and we use τ ′ 4 = ( 3 j=7 s j )s 1 ; for δ j for j = 5, 6 we may use τ ′ j = s 2 s 4 s 3 s 1 ( 3 p=j s p )( 4 q=j+1 s q ); for δ 7 we use τ ′ 7 = s 2 s 4 s 3 s 1 s 5 s 4 ( 3 p=6 s p )( 4 q=7 s q ). Therefore, α 2 ∈ ∆(v 0 ). Arguing as we did for Π = Π 1 we conclude that all X α for α ∈ Π commute withẇv.
Let Π = {α 2 , α 5 , α 7 }. It follows from the discussion concerning D 6 that all roots γ occurring in v and such that γ + α ∈ Φ for some α ∈ Π may not lie in the root subsystem Φ(Π 1 ). Let us assume that α 7 ∈ ∆(v 0 ). Then there would occur in v one of the following roots: µ 1 = α 1 + 6 j=3 α j , µ 2 = s 2 µ 1 , µ 3 = s 4 µ 2 , µ 4 = s 3 µ 3 , µ 5 = s 5 µ 3 , µ 6 = s 3 µ 5 , µ 7 = s 4 µ 6 , µ 8 = s 2 µ 7 . None of these roots may occur since we may use, respectively: Let Φ be of type E 8 . Then Π corresponds either to a subdiagram Π 0 of type E 7 (all simple roots but α 8 ), to a subdiagram Π 1 of type D 6 (all simple roots but α 1 , α 8 ), a subdiagram Π 2 of type D 4 (consisting of α 2 , α 3 , α 4 , α 5 ).
If Π = Π 0 and α 3 ∈ Π 0 then there would occur in v one of the following roots:
We exclude γ 1 and γ 2 through σ 1 = 4 j=8 s j and σ 2 = σ 1 s 2 ; γ 3 through σ 3 = ( 1 p=8 s p )s 4 s 5 s 3 s 4 s 2 ( 3 p=6 s p )( 4 j=7 s j )s 1 and γ 4 through σ 4 = σ 3 s 2 . We rule out µ j for 1 ≤ j ≤ 4 through τ 1 = σ 2 s 3 s 1 s 4 ; τ 2 = τ 1 s 5 ; τ 3 = τ 2 s 6 ; τ 4 = τ 3 s 7 . We exclude µ j for j = 5, 6, 7, 8 through τ 5 = ( 1 p=7 s p )s 8 s 7 s 4 s 3 s 5 s 4 s 2 ( 4 q=6 s q ), τ 6 = τ 5 s 7 , τ 7 = τ 6 s 6 and τ 8 = τ 7 s 5 . In order to verify condition 2 we use Lemma 4.8 and the non-occurrence of the previously excluded roots. Therefore α 3 ∈ ∆(v 0 ) and all roots occurring in v are orthogonal to it. If α 2 ∈ ∆(v 0 ) there would occur in v one of the following roots: The roots γ that might occur in v for which α 7 +γ ∈ Φ are α 8 , that is ruled out by s 8 , and 2α 1 +2α 2 +3α 3 +4α 4 +3α 5 + 2α 6 + α 7 + α 8 which is ruled out by σs 7 . Thus α j ∈ ∆(v 0 ) for j = 2, 3, 5, 6, 7. The only positive root that does not lie in Φ(E 7 ) and that is orthogonal to these simple roots is the highest root in Φ, whence the statement.
Let us assume that Π = Π 1 . As a consequence of the discussion concerning type E 7 if γ + α ∈ Φ with α ∈ Π then γ may not lie in the root subsystem corresponding to Π 0 . Let us assume that α 3 ∈ Π so that a root among the γ j , 1 ≤ j ≤ 4 and µ p for 1 ≤ p ≤ 8 introduced when dealing with Π = Π 0 would occur in v. The Weyl group elements σ 1 and σ 2 exclude γ 1 and γ 2 . In order to exclude γ 3 and γ 4 we use, respectively, σ ′ 3 = s 8 s 7 σ 3 and σ ′ 4 = σ ′ 3 s 2 . Here, in order to verify condition 2 we use the non-occurrence of γ 1 , γ 2 . The roots µ j for 1 ≤ j ≤ 8 are excluded by the same Weyl group elements as for Π = Π 0 , therefore α 3 ∈ ∆(v 0 ) and all roots occurring in v are orthogonal to it. If α 2 ∈ ∆(v 0 ) there would occur in v one of the β j 's that were introduced in the discussion of Π = Π 0 . The roots β j for 1 ≤ j ≤ 8 are excluded by the same Weyl group elements as for Π = Π 0 . If α 5 ∈ ∆(v 0 ) there would occur in v one of the ν i for i = 1, 2, 3, 4. The first two roots are excluded by the same Weyl group elements r 1 and r 2 as in case Π = Π 0 , where we use for condition 2 that all roots occurring in v are orthogonal to α 2 and α 3 . In order to exclude ν 3 and ν 4 we use r ′ 3 = s 8 s 7 r 3 and r ′ 4 = s 8 s 7 r 4 , respectively. If α 6 ∈ ∆(v 0 ) then the possible roots occurring in v that added to α 6 provide a root are ruled out by s 8 s 7 , and σ ′ = s 8 s 7 σ, with notation as for Π = Π 0 . Then the roots γ for which α 7 + γ ∈ Φ are those indicated for Π = Π 0 and are ruled out by s 8 and σs 7 . As there are no roots γ in Φ \ Φ(Π 0 ) that are orthogonal to α 2 , α 3 , α 5 , α 6 and for which α 4 + γ ∈ Φ we have the statement for Π = Π 1 .
Let Π = Π 2 . It follows from the discussion concerning Φ of type E 7 that if γ occurs in v and γ + α ∈ Φ for some α ∈ Π then γ may not lie in the root subsystem corresponding to Π 0 . If α 3 ∈ ∆(v 0 ) there would occur in v a root among the γ j 's and the µ j 's that we have previously discussed. Then γ 1 and γ 2 are excluded by σ 1 and σ 2 ; γ 3 is excluded by σ ′ 3 . We rule out µ j for j = 1, 2, 3 with the same Weyl group elements τ j that we used for Π = Π 0 . Then µ 4 is excluded by τ ′ 4 = ( 3 p=7 s p s p+1 )s 2 ( 7 q=4 s p s p−1 )s 1 and we can rule out γ 4 by there would occur in v one of the β j 's previously introduced. We exclude the β j for 1 ≤ j ≤ 3 and j = 7 by the same Weyl group elements ω j as for Π = Π 0 and Π = Π 1 . Then we may exclude β j for j = 4, 5, 6 making use of ω ′ 4 = ( 8 p=3 s p )s 2 s 4 s 3 s 1 ( 7 q=5 s q s q−1 )s 3 s 4 ; ω ′ 5 = ω ′ 4 s 5 and ω ′ 6 = ω ′ 5 s 6 . Finally, we exclude β 8 with the same Weyl group element ω 8 that we used when Π = Π 0 . The order in which we exclude roots allows the control on condition 2. Thus, α 2 and α 3 ∈ ∆(v 0 ) and if γ ∈ Φ occurs in v and γ + α 5 ∈ Φ then γ = ν i for some i, with notation as for Π = Π 0 . The first three roots are ruled out by the Weyl group elements r 1 , r 2 , r ′ 3 that we introduced in the previous cases.The root ν 4 is ruled out by r ′′ 4 = s 2 s 4 s 3 s 5 s 4 s 1 s 3 ( 2 p=6 s p )s 4 s 7 s 8 ( 3 q=6 s q )s 1 ( 2 p=7 s p )s 4 . Thus, all roots occurring in v are orthogonal to α 5 , α 2 , α 3 and there does not lie in Φ \ Φ(Π 0 ) a root γ for which α 4 + γ ∈ Φ satisfying these conditions, whence the statement in type E 8 .
Let Φ be of type F 4 . Then Π is either of type B 3 , C 3 , or B 2 . It follows from the discussion in types B n and C n that all roots γ occurring in v and for which α + γ ∈ Φ for some long root α ∈ Π may not lie in any root subsystem of type C 3 or B 3 containing Π.
We rule them out with σ 1 = s 4 s 3 s 2 , σ 2 = σ 1 s 3 , σ 3 = s 2 s 3 s 2 σ 1 so α 1 ∈ ∆(v 0 ) and all roots occurring in v are orthogonal to it. If α 2 ∈ ∆(v 0 ), there occurs in v either α 3 + α 4 or α 1 + 2α 2 + 4α 3 + 2α 2 . We rule them out through s 4 s 3 and s 2 s 3 s 4 s 1 s 1 s 2 s 3 , respectively. Hence, all long roots in Π lie in ∆(v 0 ).
If Π = {α 2 , α 3 , α 4 } and α 2 ∈ ∆(v 0 ) there would occur in v one of the following roots: Let Φ be of type G 2 . Then Π consists of a simple root. If Π = {α 1 } there is nothing to prove. If Π = {α 2 } and ∆(v 0 ) = ∅ there occurs in v a root γ with γ ∈ {α 1 , 3α 1 + α 2 }. We may then use σ = s 1 ; s 2 s 1 , respectively, to rule out these possibilites.
The last statement follows from the fact that there is x ∈ v 0 that is centralized by [L(Π), L(Π)], so that U ∩ G x is the unipotent subgroup generated by the root subgroups corresponding to roots in Π.
We have shown so far that Π \ ∆(v 0 ) consists at least of all long roots in Π. The method used in the proof of Lemma 4.9 might fail for those short roots α ∈ Π, for which the α-string through some positive root γ is of length at least 3. When its length is 3, that is, in the doubly-laced case, the root γ might be orthogonal to Π so condition 3 might fail. In type G 2 condition 2 might fail for all σ ∈ W . Next Lemma will deal with these cases. 
Proof. Let x =ẇv ∈ v 0 and let α be a short root in Π. We will show that all positive roots ν with ν + α ∈ Φ may not occur in the expression of v. For those roots ν with ν − α ∈ Φ we will argue as in Lemma 4.9. We will rule out the remaining roots using the following argument.
If 
In other words, for every d ∈ k there is u ∈ P u α such that ux α (d) ∈ B z . It follows from Lemmas 3.7 and 4.8 that z ∈ṡ αẇṡ −1 α U and ux α (d) ⊂ T w U w . Then u ∈ U w ∩ P u α and, asṡ α normalizes U w and P u α we have u ′ =ṡ −1 α uṡ α ∈ U w ∩ P u α . We can conclude that there exists h ∈ k such that for every
We shall deal with the different root systems separately and we will use the terminology and notation introduced in Lemma 4.9.
Let Φ be of type B n . The only short root in Π is α = α n . Let us assume that α n ∈ ∆(v 0 ). The root subgroups that do not commute with X αn correspond to the roots γ j = n−1 p=j α p and δ j = γ j + α n for j < l. The roots γ j are ruled out by using σ j = n−1 p=i s p and the usual minimality argument. If Π is the union of Π 1 and alternating isolated long roots then for every j there exists α ∈ ∆(v 0 ) that is not orthogonal to δ j , so none of them may occur in v. Therefore if α n ∈ ∆(v 0 ) we have Π = Π 1 and some root δ j occurs in v. Let us consider the root δ j of minimal height occurring in v. We may conjugate x by an element x α (a) in X α in order to ensure that δ j + α does not occur in v ′ , where x ′ =ẇv ′ is the new representative of v 0 . This will not modify the minimality of the height of a δ j occurring in v ′ .
There exists some h ∈ k such that for every
. Given an expression of v ′ as an ordered product v ′ = ( n−1 i=j v i x δ i (c i ))v n with v i ∈ U commuting with X α and c j = 0 then z =ẇ( n−1 i=j v i x δ i (c i )x δ i +α (±2c i h)v n and conjugation by x −α (d) yields a term x δ j (±2c j hd) that can be canceled with conjugation by u ∈ U w only if h = 0. Indeed, if cancelation of δ j for j < l could come from a commutator, the root δ j could be written as a sum of roots in Φ(Π) and roots occurring in v ′ . If this were the case there would occur in v ′ , hence in v, some root of the form m p=j α p with l < m ≤ n − 1 and we have already shown that this cannot happen. Then h = 0 and conjugation of z by x −α (d) yields a term x δ j −α (±2c j d) that cannot be canceled with conjugation by u ∈ U w . Indeed, if cancelation of δ j − α for j < l could come from a commutator, the root δ j − α could be written as a sum of roots in Φ(Π) with roots occurring in v ′ . If this were the case there would occur in v ′ , hence in v, some root of the form m p=j α p with l < m ≤ n − 1 and we have already shown that this cannot happen. Hence, c j = 0 so δ j does not occur in v and α n ∈ ∆(v 0 ).
Let Φ be of type C n and let Π 1 = {α l , . . . , α n } with l ≤ n. If α i ∈ Π 1 \∆(v 0 ) then i < n and there occurs γ in v among the roots: µ j = i−1 p=j α p with j < l and ν j = i p=j α p + 2 n−1 q=i+1 α q + α n for j < l. The first set of roots is ruled through σ j = i−1 p=j s p while the second set of roots is ruled out through
. Let Π be the union of Π 1 and alternating isolated simple roots and let us assume that one of these, say α i , does not lie in ∆(v 0 ). Then there occurs γ in v among the roots: µ j as before, for j < l; µ ′ j = j p=i+1 α p for j ≥ i + 2; δ j = j−1 p=i+1 α p + 2 n−1 q=i α q + α n for j ≥ i + 2; ν j as before for j ≤ i; ν i − α i . The roots of type µ j are ruled out as when α i ∈ Π 1 ; the roots of type µ ′ j are ruled out by using σ ′ j = i+1 p=j s p ; the roots of type δ j are ruled out through ω j = ( n−1 p=j−1 s p )( i+1 q=n s q ) where, for condition 2, we use the non-occurrence of any µ ′ j in v. Then, the roots of type ν j for j < i are ruled out as when α i ∈ Π 1 . Here, in order to verify condition 2 we use the non-occurrence in v of the previous sets of roots. We see that the root ν i − α i may not occur in v by using i+1 p=n s p . Hence, α i ∈ ∆(v 0 ) if and only if ν i occurs in v. We may write v as an ordered product v = ( 1 j=l−2 v j x ν j (c j ))v l−1 where the v j commute with all simple roots in Π and j is odd. Since α i is isolated, conjugation by x α i (a) does not effect the centralizer of x, hence we may assume that if ν j is the root of minimal height among those occurring in v for an isolated α = α j ∈ Π, the root ν j + α j does not occur in v.
The argument above shows that there is h ∈ k such that for every
Conjugation of v ′ by x −α (d) yields a term x ν j (±2c j hd) that cannot be canceled by conjugation by u ∈ U w ∩ P u α , hence h = 0. Then conjugation of v ′ by x −α (d) yields a term x ν j −α (±c j d) that cannot be canceled by terms coming from commutators involving u because it cannot be written as a sum of roots in Φ(Π) and roots occurring in v. Thus, c j = 0 and ν j cannot occur in v so α j ∈ ∆(v 0 ).
Let Φ be of type F 4 and let us assume that Π = {α 1 , α 2 , α 3 } and that α 3 ∈ ∆(v 0 ). The roots occurring in v have to be orthogonal to α 1 and α 2 so there would occur in v one of the following roots: α 4 and ν = α 1 + 2α 2 + 3α 3 + 2α 4 . The first root is ruled out by s 4 . If ν occurs in v, we first conjugate x by x α (a) in order to make sure that for the new representative
yields a factor of the form x ν (±chd) that cannot be canceled by conjugation with u because ν cannot be written as a sum of roots that may occur in v with roots in Φ(Π). Hence, as before, h = 0 and, arguing as in the previous cases we see that also c = 0. Thus, ∆(v 0 ) = {α 1 , α 2 , α 3 }.
Let us assume that Π = {α 2 , α 3 } and that α 3 ∈ ∆(v 0 ). The roots occurring in v have to be orthogonal to α 2 so there would occur in v one of the following roots: 
If c = 0 we can argue as before and we may assume that µ + α 3 does not occur in v. Then, as µ and µ − α 3 may not be written as a sum of roots in Φ(Π) with roots occurring in v, we conclude that c = 0. Arguing as before we see that also f = 0 so ∆(v 0 ) = Π.
Let us assume that Π = {α 2 , α 3 , α 4 } and that α 3 ∈ ∆(v 0 ). The roots occurring in v have to be orthogonal to α 2 and may not lie in Φ(Π) so there would occur in v one of the following roots: α 1 + α 2 + α 3 + α 4 ; µ or ν as in the previous case. The first root is ruled out by s 3 s 2 s 1 s 4 . Arguing as before we see that µ may not occur in v. If we could prove that ν − α 4 may not occur in v then ν may not be written as a sum of roots in Φ(Π) and roots occurring in v. In this case, arguing as before we would see that α 3 also lies in ∆(v 0 ). The root ν − α 4 is ruled out by ( 4 p=2 s p )s 3 ( 3 q=1 s q ). As there are no other roots γ in Φ \ Φ(Π) that are orthogonal to α 2 for which α 4 + γ ∈ Φ we may conclude that Π = ∆(v 0 ).
Let Φ be of type
The first two roots are ruled out through σ = s 2 ; s 1 s 2 , respectively. Hence α 1 ∈ Π if and only if 2α 1 + α 2 occurs in v. On the other hand, as U w ∩ P u α 1 = 1 we would have X −α 1 ⊂ B z for some z = x α 1 (h)xx α 1 (−h) and this may happen only if 2α 1 + α 2 does not occur in v because the structure coefficients c α 1 ,2α 1 +α 2 and c −α 1 ,2α 1 +α 2 ,1,1 are nonzero by [20, Proposition 9.2.5].
Remark 4.11
The equality Π = ∆(v 0 ) implies that Bw 0 w Π B ∩ O = v 0 . Indeed, if φ(v ′ ) = w 0 w Π and v ′ = v 0 then there is a sequence of simple reflections s i 1 , . . . , s ir such that m(s ir ) · · · m(s i 1 )v ′ = v 0 and the image through φ of v j = m(s i j ) · · · m(s i 1 )v ′ for every 1 ≤ j ≤ r is w 0 w Π , hence the sequence consists of stationary points. By Lemma 3.8 the decomposition into B-orbits of P α ir v r−1 = v 0 corresponds to case IIa. Thus, X α ir ⊂ P u α ir (P α ir ) y for some, hence for every, y ∈ v r . It follows from Lemma 3.7 that α ir ∈ Π. On the other hand P α ir v 0 = v 0 implies α ir ∈ Π leading to a contradiction. We recover [8, Corollary 26 ].
Lemma 4.12
Let G be a simple algebraic group and suppose that the longest element w 0 ∈ W acts as −1 in its standard representation. Let O be a spherical conjugacy class, let v 0 be its dense B-orbit and let w = w 0 w Π = φ(v 0 ). Then there is x ∈ v 0 for which U ∩ G x = U w and (T x ) • = (T w ) • so that dim T.x = rk(1 − w). where the rank of 1 − w is the minimal number of reflections needed in the decomposition of w = w 0 w Π , that is, the dimension of the eigenspace corresponding to −1.
Besides, if α is a simple root for which s α w > w and x is as in Lemma 4.8 then X α , X −α ⊂ G x so α is orthogonal to Γ(O). Thus, Γ(O) ⊂ span(Π) ⊥ and (4.2) r(O) ≤ n − |Π| If w 0 = −1 then the restriction of w Π to Φ(Π) is also −1. Then the −1 eigenspace of w Π has dimension at least |Π| so the dimension of the −1 eigenspace of w = w 0 w Π is at most n − |Π|. This is indeed the exact dimension, for if the dimension of the 1-eigenspace would be greater than |Π|, there would be χ in span{α 1 , . . . , α n }, χ ∈ span(Π) such that We may write w Π as a product of reflections with respect to orthogonal roots belonging to Φ(Π) so that w Π (β) ∈ β + span(Π). If w 0 w Π (v) = v then we have Proof. Let x =ẇv be as in Lemma 4.8. Since it is centralized by [L(v 0 ), L(v 0 )] we see that α ∨ (h) ∈ T x for every α ∈ Π. Let ϑ be the non-trivial automorphism of Φ that is equal to −w 0 . Then (T w ) • is generated by α ∨ (h) for α ∈ Π and α ∨ (h)(ϑα) ∨ (h −1 ) for α ∈ ∆ \ Π. If (T w ) • ⊂ T x there would be a γ occurring in v with (γ, α) = (γ, ϑα) for some α ∈ ∆ \ Π. We will use the same argument as in the proof of Lemma 4.9 to show that this cannot be the case. Let Φ be of type A n . Then Π = {α i , . . . , α n−i+1 } and by Lemma 4.9 we have γ ± α ∈ Φ for every α ∈ Π. It follows that γ = α j + · · · + α t with t = n − j + 1 and either j ≤ i − 1 and t ≥ n − i + 1; or j < t ≤ i − 2; or n − i + 3 ≤ j < t. Let γ be the root of minimal height of the first type. If t > n − j + 1 we consider σ = s j s j+1 · · · s t . Condition 1 is satisfied by construction. If s l · · · s t γ ′ = α l−1 for l − 1 > j then γ ′ = α l−1 + · · · α t with n − t + 1 < j < l so minimality of the height of γ forces condition 2 to hold. Condition 3 is satisfied because α n−t+1 appears in the expression of σw 0 w Π (γ) with positive coefficient. If t < n − j + 1 we shall use σ −1 . If j < t ≤ i − 2 or n − i + 3 ≤ j < t the same argument for γ minimal applies with σ = s j s j+1 · · · s t and the conditions are easier to verify. The argument holds also if Π = ∅.
Let Φ be of type D 2m+1 . If Π 1 = ∅ (notation as in Lemma 4.9) then any positive root with (γ, α) = (γ, ϑα) is of the form γ = p = j n−2 α p + α l for l = 2m, 2m + 1 and none of these roots is orthogonal to Π 1 ⊂ Π.
If Π 1 = ∅ we consider γ of minimal height among the roots γ described above occurring in v and σ = s j · · · s n−2 s l . Then conditions 1 and 2 are satisfied by construction and minimality of height and condition 3 follows because α l occurs with positive coefficient in σw 0 w Π γ.
Let Φ be of type E 6 . If γ is a positive root for which (γ, α 1 ) = (γ, α 6 ) then either γ or ϑ(γ) lies in {α 1 , α 3 , α 1 + α 3 , α 3 + α 4 , α 2 + α 3 + α 4 , α 1 + α 3 + α 4 , α 1 + α 2 + α 3 + α 4 , α 2 + α 3 + 2α 4 + 2α 5 + α 6 , α 1 + α 2 + α 3 + 2α 4 + 2α 5 + α 6 } We shall rule out these roots, their image through ϑ can be handled symmetrically. The roots α i with i = 1, 3 may not occur either because α i ∈ Π, or because α i ⊥ Π, or because they are ruled out using s i . In all other cases, if γ ⊥ Π then it may not occur, so we assume that γ ⊥ Π, hence also ϑγ ⊥ Π because Π is ϑ-stable. In this setting we may take σ = s 3 s 1 ,s 4 s 3 , s 2 s 4 s 3 , s 4 s 3 s 1 , s 2 s 4 s 3 s 1 , s 3 s 4 s 2 s 5 s 4 s 6 s 5 , s 3 s 4 s 2 s 5 s 4 s 6 s 5 s 1 and the conditions are easily verified. Let us observe that some roots need only be handled when Π = ∅, that is, when w = w 0 . Thus if a positive root γ is such that (γ, α) = (γ, ϑα) for some α ∈ ∆ then necessarily α = α 3 or ϑ(α 3 ) and either γ or ϑ(γ) lies in {γ 1 = α 1 + α 3 + α 4 + α 5 , γ 2 = α 1 + α 2 + α 3 + α 4 + α 5 , γ 3 = α 2 + α 3 + 2α 4 + α 5 + α 6 }. As before we shall rule out these roots since their image through ϑ can be handled symmetrically. These roots can only occur for Π = ∅ and in this case we may use, respectively, σ 1 = s 5 s 4 s 3 s 1 ; σ 2 = s 2 s 4 s 3 s 1 s 5 and σ 3 = s 5 s 4 s 2 s 3 s 4 s 5 s 6 . By symmetry we deduce that no root with γ = ϑγ may occur in v. This concludes the proof of the Lemma and of Theorem 4.4 when w 0 = −1.
