Quantum field theory in a magnetic field: From quantum chromodynamics to
  graphene and Dirac semimetals by Miransky, Vladimir A. & Shovkovy, Igor A.
ar
X
iv
:1
50
3.
00
73
2v
2 
 [h
ep
-p
h]
  1
0 A
pr
 20
15
Quantum field theory in a magnetic field:
From quantum chromodynamics to graphene and Dirac semimetals
Vladimir A. Miranskya, Igor A. Shovkovyb,∗
aDepartment of Applied Mathematics, Western University, London, Ontario N6A 5B7, Canada
bCollege of Letters and Sciences, Arizona State University, Mesa, Arizona 85212, USA
Abstract
A range of quantum field theoretical phenomena driven by external magnetic fields and their applications in relativistic
systems and quasirelativistic condensed matter ones, such as graphene and Dirac/Weyl semimetals, are reviewed. We
start by introducing the underlying physics of the magnetic catalysis. The dimensional reduction of the low-energy
dynamics of relativistic fermions in an external magnetic field is explained and its role in catalyzing spontaneous sym-
metry breaking is emphasized. The general theoretical consideration is supplemented by the analysis of the magnetic
catalysis in quantum electrodynamics, chromodynamics and quasirelativistic models relevant for condensed matter
physics. By generalizing the ideas of the magnetic catalysis to the case of nonzero density and temperature, we argue
that other interesting phenomena take place. The chiral magnetic and chiral separation effects are perhaps the most
interesting among them. In addition to the general discussion of the physics underlying chiral magnetic and separation
effects, we also review their possible phenomenological implications in heavy-ion collisions and compact stars. We
also discuss the application of the magnetic catalysis ideas for the description of the quantum Hall effect in monolayer
and bilayer graphene, and conclude that the generalized magnetic catalysis, including both the magnetic catalysis
condensates and the quantum Hall ferromagnetic ones, lies at the basis of this phenomenon. We also consider how
an external magnetic field affects the underlying physics in a class of three-dimensional quasirelativistic condensed
matter systems, Dirac semimetals. While at sufficiently low temperatures and zero density of charge carriers, such
semimetals are expected to reveal the regime of the magnetic catalysis, the regime of Weyl semimetals with chiral
asymmetry is realized at nonzero density. Finally, we discuss the interplay between relativistic quantum field theories
(including quantum electrodynamics and quantum chromodynamics) in a magnetic field and noncommutative field
theories, which leads to a new type of the latter, nonlocal noncommutative field theories.
Keywords: magnetic catalysis, spontaneous symmetry breaking, relativistic matter, chiral asymmetry, graphene,
Dirac semimetals
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1. Introduction
The gravitational and electromagnetic forces are the only known long-range interactions in Nature. Because of
this property, they lead to numerous easily observed macroscopic phenomena and become an integral part of our
everyday life. This is also the main reason why these two forces were discovered long time ago. Systematic studies of
the gravitational forces with the use of modern scientific methods started in the 16th-17th centuries (with the works
of Galileo Galilei, Isaac Newton and others), and the studies of electromagnetism began in the 19th century (with
the works of Alessandro Volta, Hans Christian Oersted, Andre-Marie Ampere, Michael Faraday, and James Clerk
Maxwell, and many others). The other two known fundamental interactions of nature, responsible for the strong and
weak forces, are short range and can be detected only under very special laboratory conditions. They were discovered
much later, in the middle of the 20th century.
It is not surprising, therefore, that the first two classical field theories were the theory of electromagnetism (the
Maxwell’s theory) and the theory of gravity (the Newton’s law of universal gravitation and later the Einstein’s theory
of general relativity). The Maxwell’s theory led to remarkable discoveries, one of which was the understanding of the
electromagnetic nature of light.
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The electromagnetic interactions became even more important in the quantum epoch, when the quantum nature of
numerous phenomena was revealed. The paramagnetism of metals was described by the Pauli theory [1, 2], the dia-
magnetism was described by the Landau theory [3], and the ferromagnetism found the explanation in the Heisenberg
theory [4]. New effects, such as the Meissner effect in superconductivity [5], Shubnikov-de Haas effect (oscillations)
[6–8] in metals and semimetals, quantum Hall effect [9–11] in semiconductors, to name few, were discovered.
With the development of quantum field theory, a whole range of other quantum phenomena was discovered and
explained theoretically. Of particular importance among them was the Bardeen-Cooper-Schrieffer (BCS) theory of
low-temperature superconductivity [12, 13]. In addition to being of great value on its own, it inspired numerous
applications of spontaneous (dynamical) symmetry breaking mechanisms to various subfields of physics. In particle
physics, for example, the mechanism of symmetry breaking helped to understand the puzzling low-energy spectrum
of QCD, allowed a natural unification of the electromagnetic and weak interactions, and gave a real hope for the
ultimate unification of all forces in Nature. The success of the corresponding ideas also shaped our understanding
of cosmology. In particular, they implied that symmetry breaking phase transitions should have occurred during the
evolution of the early Universe. Considering the likely existence of very strong magnetic fields at that epoch [14–19],
it is natural to ask how the underlying dynamics and the phase transition were affected by such fields. Can one utilize
the longtime experience from low-temperature superconductivity to answer the question? In general, the answer is
“No”.
As is well known, in low-temperature superconductors, an external magnetic field has a tendency to break su-
perconductivity by interfering with Cooper pairing. At the microscopic level, this can be understood as the result of
interaction of the electrons’ magnetic moments with the field. The seemingly favorable alignment of the magnetic
moments with the direction of the magnetic field comes in a direct conflict with the antiparallel alignment inside
Cooper pairs. However, this example alone does not help to shed light on the underlying dynamics in relativistic
systems undergoing other types of phase transitions, associated with spontaneous (dynamical) symmetry breaking. In
fact, as we discuss in this review, there exist (quasi-)relativistic systems, in which external magnetic fields not only
enhance, but even induce symmetry breaking.
Here it may be appropriate to emphasize that magnetic fields indeed play an important role in the dynamics
of many relativistic and quasirelativistic systems. These range from the already mentioned evolution of the early
Universe to the fireballs of quark-gluon plasma created in heavy-ion collisions, from compact stars to numerous
condensed matter systems. The latter, in particular, include a growing number of quasirelativistic systems, such as
2-dimensional graphene and a number of 3-dimensional Dirac (semi-)metals. It is also hoped that, by making use
of certain topological properties of materials and crystal symmetries, other types of quasirelativistic materials will be
possible to engineer in the future. One of such exotic possibilities is Weyl semimetals.
The origin of the magnetic field may differ from one system to another. In some cases, one may simply apply
external (electro-)magnetic fields in order to either probe its physical properties, or to better understand the underlying
physics. In other cases, the production of the magnetic field is the native property of the system. In heavy-ion
collisions, for example, very strong magnetic fields are generated during the early stages of the collisions as the result
of the electric currents from the colliding positively charges ions [20–25]. Because of the high electric conductivity of
the medium, the corresponding fields may survive for as long as the lifetime of the quark-gluon plasma itself and, thus,
have a profound effect on its dynamics. In the case of the early Universe, several competing mechanisms responsible
for the generation of very strong magnetic fields were proposed [14–19]. Despite the differences in the details, the
consensus is that rather strong fields should have been generated. This is required by the present day observations of
weak, but nonvanishing intergalactic magnetic fields. In the case of compact stars, the existence of strong magnetic
fields is inferred from the observational data [26–28], even though the exact nature of the underlying mechanism
[29, 30] responsible for generation of such fields may still be debated. It is clear, however, that such fields exist and
play a profound role in the stellar physics.
With the discovery of quasirelativistic condensed matter systems such as graphene [31], it became clear that a
whole new realm of interesting quantum phenomena induced by a magnetic field can be realized in simple table-top
experiments. In fact, the experimental proof that the low-energy excitations in graphene are Dirac quasiparticles was
obtained by analyzing the observational features of the quantum Hall effect in a weak field [32, 33]. In a strong
magnetic field, on the other hand, a number of additional quantum Hall states were observed. It can be argued that
such states are the consequence of a series of symmetry breaking quantum phase transitions, induced by the external
field.
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In this review, we will describe in detail the role of the magnetic field in a number of (quasi-)relativistic systems,
using the results derived by analytic quantum field theoretical methods. In particular, we will try to place the emphasis
on the underlying physics. When possible, the theoretical results will be compared with lattice simulations of the
magnetic field induced dynamics in quantum chromodynamics and in graphene. In the case of graphene, we will also
make a comparison of theoretical predictions with the experimental data.
We will start the review by introducing the underlying physics of the magnetic catalysis phenomenon [34–36].
We will discuss in detail the origin of the dimensional reduction in low-energy theories describing the interactions
of charged relativistic fermions in an external magnetic field, the implication of such dimensional reduction for the
particle-antiparticle pairing dynamics and the spontaneous (dynamical) symmetry breaking associated with it. Finally,
we will make the case about the universality of the underlying mechanism. The general theoretical considerations will
be followed by the discussion of applications of the magnetic catalysis in quantum electrodynamics (QED), quantum
chromodynamics (QCD), and other relativistic models. We will also discuss the magnetic catalysis phenomenon in a
class of quasirelativistic systems, such as highly oriented pyrolytic graphite, monolayer and bilayer graphene.
By generalizing the ideas of the magnetic catalysis to the case of nonzero density and temperature, we will
show that other interesting phenomena are realized in various types of relativistic matter. The chiral magnetic ef-
fect [21, 37, 38] and the chiral separation effect [14, 39, 40] are the two important examples of such phenomena
that take place at nonzero density. We will present recent theoretical ideas about these two effects and their possible
phenomenological implications in heavy-ion collisions and in compact stars. We will also discuss condensed matter
analogues of these phenomena. In particular, we will argue about an interesting possibility of dynamical transfor-
mation of Dirac semimetals into Weyl ones, and suggest possible experimental signatures associated with such a
transformation.
It is worth noting that the studies of relativistic quantum field theories in magnetic fields have a long history
starting from the classic papers by Heisenberg and Euler [41], and Schwinger [42] (for an excellent historical review
of these papers, see Ref. [43]). A lot of theoretical progress in this area has been achieved since then, especially in
connection to theories with spontaneous symmetry breaking, in which external fields may play a profound role in
the underlying dynamics. Currently, however, there exist no comprehensive reviews on the topic. We hope that this
review will fill the gap at least partly.
2. Magnetic catalysis
The fact that an external magnetic field enhances the generation of a fermion mass in 3 + 1 dimensions was first
established in the framework of the Nambu–Jona-Lasinio (NJL) model in Refs. [44, 45]. Also, in the context of the (2+
1)-dimensional Gross-Neveu model, which was expected to give a simple effective description for certain condensed
matter planar systems, the authors of Refs. [46–49] showed that the dynamical generation of a nonzero fermion mass
takes place in a magnetic field as soon as there is an attractive interaction between fermions and antifermions. It will
be fair to say, however, that the underlying mechanism in these early studies remained mysterious.
Most of the early model calculations did not address the underlying reason for the puzzling role of an external
magnetic field as a trigger of symmetry breaking. To put this in perspective, one should recall that, at the time,
the standard source of physics intuition for many nuclear and particle physics models with dynamical symmetry
breaking was the BCS theory of superconductivity. By all accounts, however, the results of the NJL model revealed
a drastically different role of the magnetic field. It helped to break, rather than restore symmetry. Also, there was no
perfect diamagnetism and no Meissner effect associated with the broken phase.
Perhaps one exception from the general rule was the review of the NJL model by Klevansky [50], which indeed
offered a general qualitative explanation why an electric field tends to restore chiral symmetry and the magnetic field
tends to break it. The reasoning went as follows: “the electric field destroys the condensate by pulling the pairs
apart, while the magnetic field aids in antialigning the helicities which are bound by the NJL interaction.” Also,
there it was clarified that the “surprising” response to the magnetic field was so different from that in the theory of
superconductivity because the pairing in the NJL model was between particles and antiparticles that carry opposite
charges. This is in contrast to the usual Cooper pairing, which involves particles of the same charge.
While later it was found that there is much more to it, such an explanation was the first step in establishing
the underlying physics of the magnetic catalysis. Also, as we will demonstrate in this section, despite the obvious
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differences pointed above, there are in fact profound, although more subtle, similarities between the dynamics of the
magnetic catalysis and superconductivity.
Without a solid understanding of the underlying physics, it is hard to appreciate how important or how general
is the mechanism, found in the models with local four-fermion interaction. Will it also work in more realistic gauge
models with long-range interaction? What are the similarities and differences between models in various space-time
dimensions? Answering these and other related questions is the main goal of this section.
This mystery was resolved and the theoretical basis for the magnetic catalysis in both 2+1 and 3+1 dimensions was
built in Refs. [34–36]. It was revealed that the origin of the magnetic catalysis is the dimensional reduction D → D−2
(i.e., 2 + 1 → 0 + 1 and 3 + 1 → 1 + 1) in the infrared dynamics of the fermion pairing in a magnetic field. As is
well known, in a lower dimension the infrared dynamics become stronger. A classical example of this phenomenon is
provided by the Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity [12, 13]. The physical reason of this
reduction is the fact that the motion of charged particles is restricted in those directions that are perpendicular to the
magnetic field. This is in turn connected with the point that, at weak coupling between fermions, the fermion pairing,
leading to the chiral (in general case, flavor) condensate, is mostly provided by fermions from the lowest Landau level
(LLL) whose dynamics is (D − 2)-dimensional. The effect was called the magnetic catalysis [34].
Thus, a constant magnetic field in 2 + 1 and 3 + 1 dimensions is a strong catalyst of dynamical chiral symmetry
breaking, leading to the generation of a dynamical fermion mass even at the weakest attractive interaction between
fermions and antifermions. It is crucial that the magnetic catalysis effect is universal and takes place for any fermion-
antifermion attractive interaction.
The model-independent nature of magnetic catalysis was tested in numerous (2 + 1)- and (3 + 1)-dimensional
models with local four-fermion interactions [34–36, 51–73], as well in d > 3 spatial dimensions [74] and in models
with additional gauge interactions [56] and Polyakov loop effects [75–82],N = 1 supersymmetric models [83], quark-
meson models [84–89], models in curved space [90–93]. The realization of magnetic catalysis was investigated in
chiral perturbation theory [94–100] and in models with the Yukawa interaction [101–104]. The mechanism of the
magnetic catalysis is supported by the arguments of the renormalization group [81, 105–111].
By now, the magnetic catalysis has been extensively studied not only in the NJL model but also in realistic theories,
such as quantum electrodynamics (QED) and quantum chromodynamics (QCD) by using both analytic quantum-
field theoretical approaches [112–135], holographic models [136–156], lattice simulations of (2 + 1)-dimensional
QED [157–161] and QCD-like gauge theories [162–175]. It is also noticeable that the magnetic catalysis is a basic
mechanism in the dynamics of the quantum Hall effect in graphene [176–182] (see Section 4). Ideas inspired by the
magnetic catalysis were even extended to solid state systems such as high-temperature superconductors [183–188]
and highly oriented pyrolytic graphite [189–191]. Finally, the generalization of magnetic catalysis was also made to
non-Abelian chromomagnetic fields [192–198], where the dynamics is dimensionally reduced by one unit of space,
D → D − 1.
In this section, we will start from the description of the simplest realization of the magnetic catalysis phenomenon
in the NJL models with a large number of fermion colors N. We will discuss models in 2 + 1 and 3 + 1 space-time
dimensions, and emphasize the role of the number of dimensions. (The magnetic catalysis effect in gauge theories,
including QED and QCD, will be considered in Section 3.) The rest of the section is organized as follows. In
Section 2.1, general remarks concerning the magnetic catalysis effect in 2 + 1 dimensions are made. In Sections 2.2
and 2.3, we consider the problem of free relativistic fermions in a magnetic field in 2+1 dimensions. We show that the
roots of the fact that a magnetic field is a strong catalyst of dynamical flavor symmetry breaking are already present
in this problem. In Section 2.4, we study the NJL model in a magnetic field in 2 + 1 dimensions. We derive the
low-energy effective action and determine the spectrum of long wavelength collective excitations in the NJL model.
We also study the thermodynamic properties of the NJL model in a magnetic field in 2 + 1 dimensions. In particular,
the phase transitions with respect to temperature and the fermion chemical potential are described. The discussion of
the (3 + 1)-dimensional free fermions in a magnetic field is presented in Section 2.5, and the analysis of the magnetic
catalysis in the NJL model in 3+1 dimensions is given in Section 2.6. In Section 2.7, the Bethe-Salpeter equations for
the Nambu-Goldstone bosons in the NJL model in a magnetic field in both 2 + 1 and 3 + 1 dimensions are analyzed.
The role on magnetic translations is discussed in Section 2.8. In Section 2.9, we summarize the main results in 2 + 1
and 3 + 1 dimensions.
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2.1. Opening remarks
During the past three decades, there has been a considerable interest in studying relativistic field models in 2 + 1
dimensions. Not only the rich and sophisticated dynamics in 2 + 1 dimensions is interesting from a theoretical
viewpoint, the corresponding models also serve as effective theories for the description of long wavelength excitations
in a class of planar condensed matter systems. In particular, as will be discussed at length in Section 4, they play an
important role for the description of the dynamics in graphene.
In this section, we will show that a constant magnetic field acts as a strong catalyst of dynamical flavor symmetry
breaking leading to the generation of fermion masses in 2 + 1 dimensions. We will in particular show that there is a
striking similarity between the role of the magnetic field in (2+1)-dimensional models and the role of the Fermi surface
in the Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity [12, 13]: both of them enhance the interactions
of fermions in the infrared region (at low energies) and, therefore, are responsible for a dynamical generation of a
fermion mass (an energy gap in the spectrum) even at the weakest attractive interaction between fermions.
We note that, in absence of a magnetic field, supercritical dynamics (with an effective coupling constant g being
larger than a critical value gc) is a common prerequisite for generating a dynamical fermion mass in 3 + 1 and 2 + 1
dimensions (for reviews, see Refs. [199–201]). As will be shown below, in 2+ 1 dimensions, a magnetic field reduces
the value of the critical coupling to zero. In other words, in a magnetic field, the generation of a fermion mass happens
even at the weakest attractive interaction between fermions and antifermions. The essence of this effect is that in a
magnetic field, in 2 + 1 dimensions, the dynamics of fermion pairing (relating essentially to fermions in the lowest
Landau level) is one-dimensional, see Section 2.3.
We stress that this effect is universal (i.e., model independent) in 2 + 1 dimensions. This point, in particular, will
be important in connection with the use of the magnetic catalysis phenomenon for the description of the quantum
Hall effect in graphene, see Section 4. As a soluble example, in this section we will consider the NJL model in a
magnetic field, in the leading order in 1/N expansion, where N is the number of fermion “colors”. Another type of
the (2+ 1)-dimensional model, which is more relevant for the description of condensed matter systems (in, particular,
graphene), will be considered in Section 3.2. It is the reduced QED [189, 202, 203], in which fermions are restricted
to a plane and the (electromagnetic) gauge fields propagate in a three-dimensional bulk.
2.2. Free fermions in a magnetic field in 2 + 1 dimensions
Before starting a detailed analysis of the dynamics underlying the phenomenon of magnetic catalysis, it is instruc-
tive to review the problem of free relativistic fermions in a magnetic field in 2 + 1 dimensions. By first introducing a
nonzero fermion mass m as an infrared regulator in such a theory, and then taking the limit m → 0, we will show that
the roots of magnetic catalyst of flavor symmetry breaking are already present in the free theory. Indeed, as we will
show in Section 2.3.2, the structure of the corresponding ground state bares some resemblance to superfluidity in an
almost ideal Bose gas [204].
2.2.1. Two-component spinor representation
In 2 + 1 dimensions, the Lagrangian density in the problem of a relativistic fermion in a constant magnetic field B
takes the following form:
L = 1
2
[
¯Ψ(u), (iγ˜µDµ − m)Ψ(u)
]
, (1)
where the space-time position four-vector is denoted by uµ = (t, r) and r = (x, y). According to our convention, the
Lorentz indices are denoted by Greek letters (µ, ν, λ, etc.) and run over 0, 1, 2 or t, x, y. (In 3 + 1 dimensions,
another spatial direction, denoted by either 3 or z, will be added.) The spatial indices are denoted by Latin letters
from the middle of the alphabet (i, j, k, etc.) and run over 1, 2 or x, y. The Minkowski metric tensor is given by
ηµν = diag(1,−1,−1), and the spatial vectors are identified with the contravariant components of four-vectors. The
covariant derivative is defined as usual,
Dµ = ∂µ + ieAµ, (2)
where e is the charge of the fermion (e.g., in the case of the electron e < 0). We will assume that the external magnetic
field is described by the vector potential in the Landau gauge,
Ak = −Byδk1 (Landau gauge) (3)
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or in the vector notation, A = (−By, 0). As is easy to check, the corresponding field strength tensor is given by
Fµν = ∂µAν − ∂νAµ = −ǫ0µνB, where ǫ012 = 1. We note that the magnetic field B is a pseudoscalar in 2+ 1 dimensions.
The Dirac gamma matrices γ˜µ obey the Clifford-Dirac algebra Cl1,2(C) in 2+1 dimensions, i.e., γ˜µγ˜ν+γ˜µγ˜ν = 2ηµν.
This algebra has two inequivalent matrix representations, which can be chosen, for example, as follows:
Representation I: γ˜0 = σ3, γ˜1 = iσ1, γ˜2 = iσ2, (4)
Representation II: γ˜0 = −σ3, γ˜1 = −iσ1, γ˜2 = −iσ2, (5)
where σi are the Pauli matrices.
Let us begin by considering the representation in Eq. (4) and determine the corresponding energy spectrum in
the model described by Eq. (1). In the Landau gauge (3), it is convenient to write the general solution in the form
Ψ(u) = e−iEt+ikxψ(ξ), where ξ = y/l + kl sign(eB) is a new dimensionless coordinate replacing y, and l = 1/√|eB| is
the magnetic length. Then, the equation of motion for the two-component spinor ψ(ξ) takes the following form: E − m il
[
d
dξ − ξ sign(eB)
]
− il
[
d
dξ + ξ sign(eB)
]
−E − m
ψ(ξ) = 0. (6)
For concreteness, let us first assume that eB > 0 and m ≥ 0. Then, by solving the eigenvalue problem, we obtain the
following energy spectrum [35]:
E0 = ω0 = m, (7)
En = ±ωn = ±
√
m2 + 2|eB|n, n = 1, 2, . . . . (8)
This energy spectrum describes the Landau levels labeled by a nonnegative integer index n. The corresponding
eigenstates are given by [205]
u0k(u) = 1(lLx)1/2
(
w0(ξ)
0
)
e−iω0t+ikx, (9)
unk(u) = 1(lLx)1/2
1√
2ωn
( √
ωn + m wn(ξ)
−i√ωn − m wn−1(ξ)
)
e−iωnt+ikx, n ≥ 1, (10)
vnk(u) = 1(lLx)1/2
1√
2ωn
( √
ωn − m wn(ξ)
i
√
ωn + m wn−1(ξ)
)
eiωnt+ikx, n ≥ 1, (11)
where we introduced the following harmonic oscillator wave functions:
wn(ξ) = e
− ξ22√
2nn!
√
π
Hn(ξ), (12)
which are given in terms of the Hermite polynomials Hn(ξ) [206]. Note that functions wn(ξ) satisfy the following
“ladder” identities:
aˆ wn(ξ) =
√
n wn−1(ξ), (13)
aˆ†wn(ξ) =
√
n + 1 wn+1(ξ), (14)
where
aˆ =
1√
2
(
ξ +
d
dξ
)
, (15)
aˆ† =
1√
2
(
ξ − ddξ
)
(16)
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are the annihilation and creation operators, respectively. They satisfy the canonical commutation relation [aˆ, aˆ†] = 1.
By making use of these operators, in fact, the spectral problem in Eq. (6) can be solved in a symbolic form without
the need to explicitly solve any differential equations.
From the above solutions, we see that the Landau levels are highly (infinitely) degenerate. Indeed, their energies
depend only on the integer index n, but have no dependence on the quantum number k. In the Landau gauge used,
the latter can be formally interpreted as the momentum associated with the spatial direction x. An alternative dual
interpretation of k, as the center of the fermion orbit in coordinate space, follows from the fact that the corresponding
wave functions are localized around ξ = 0, or equivalently around ycenter = −kl2sign(eB) in the spatial direction y.
In order to determine the density of states in the Landau levels, we can use the following simple arguments. First,
we assume that the system has a finite size, Lx and Ly, in the spatial directions x and y, respectively. By enforcing
the periodic boundary conditions in the x direction, we will find that the values of the corresponding momentum are
quantized: k = 2πp/Lx where p = 0,±1,±2, . . .. Then, by taking into account that the same momentum k = 2πp/Lx
also determines the y position around which the wave function is localized, we have to require that −Ly/2 . ycenter .
Ly/2. In terms of the integer quantum number p, the constraint takes the following form: −LxLy|eB|/(4π2) . p .
LxLy|eB|/(4π2). Therefore, the total number of degenerate states in each Landau level is LxLy|eB|/(2π2), and the
density of states per unit area is |eB|/(2π2) [205].
The general solution for the spinor field is given by
Ψ(u) =
∞∑
n=0
∑
p
anpunp(u) +
∞∑
n=1
∑
p
b+npvnp(u), (17)
where anp and b+np are operator-valued coefficients, which can be interpreted as particle annihilation and antiparticle
creation operators, respectively.
As is obvious from the general solution, the lowest Landau level with n = 0 is special. It contains only positive
energy states (particles) with E0 = m. This is in contrast to all higher Landau levels with n ≥ 1, which include
solutions with both positive energies En = ωn, describing particle states, and negative energies En = −ωn, describing
antiparticle states.
The spectral asymmetry of the lowest Landau level is sensitive to the sign of eB. To show this, let us write down
the general solution for the fermion field in the case of eB < 0. Instead of solving the spectral equation in Eq. (6)
directly, we could use the fact that the two sets of solutions (i.e., for eB > 0 and eB < 0) are related by the charge
conjugation symmetry,Ψ→ ΨC = γ˜2 ¯ΨT . Therefore, the general solution for the spinor field at eB < 0 can be written
in the following form:
Ψ(u) =
∞∑
n=1
∑
p
anpv
C
np(u) +
∞∑
n=0
∑
p
b+npuCnp(u), (18)
where the charge conjugate spinors are defined as follows: vCnp = γ˜2v¯Tnp and uCnp = γ˜2u¯Tnp. Note that v¯np and u¯np are
the Dirac conjugate of the eigenfunctions vnp and unp in Eqs. (9) – (11). In this solution, the lowest Landau level with
n = 0 describes negative energy states (antiparticles) with E0 = −m.
It is straightforward to check that, if we use the second representation of the Dirac matrices, given in Eq. (5), the
general solution will be given again by an expression like that in Eq. (17), but with the eigenstates unp(u) and vnp(u)
replaced by (−1)nvnp(−u) and (−1)nunp(−u), respectively, i.e.,
Ψ(u) =
∞∑
n=1
∑
p
(−1)ncnpvnp(−u) +
∞∑
n=0
∑
p
(−1)nd†npunp(−u). (19)
[The factor (−1)n is introduced here for convenience.] In this representation, the LLL solutions correspond to antipar-
ticle states with E = −m when eB > 0 and particle states with E = m when eB < 0.
2.2.2. Four-component spinor representation
We note that the mass term in the Lagrangian density (1) violates parity defined by the following transformation
of the fermion field:
P : Ψ(t, x, y) → σ1Ψ(t,−x, y). (20)
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In order to construct a (2+1)-dimensional theory of massive Dirac fermions that preserves this discrete symmetry, it is
convenient to use the language of four-component fermions [207, 208], connected with a (reducible) four-dimensional
representation of the Dirac matrices,
γ0 =
(
σ3 0
0 −σ3
)
, γ1 =
(
iσ1 0
0 −iσ1
)
, γ2 =
(
iσ2 0
0 −iσ2
)
. (21)
Then, the mass term in the corresponding Lagrangian density
L = 1
2
[
¯Ψ,
(
iγµDµ − m
)
Ψ
]
(22)
will indeed preserve parity defined by
P : Ψ(t, x, y) → −iγ3γ1Ψ(t,−x, y), (23)
where the additional Dirac matrix γ3 is given by
γ3 = i
(
0 I
I 0
)
. (24)
In the massless limit (m = 0), the Lagrangian density (22) is invariant under the global (flavor) U(2) symmetry. The
corresponding transformations are determined by the following generators:
T0 = I, T1 = γ5, T2 = −iγ3, T3 = γ3γ5, (25)
where
γ5 = iγ0γ1γ2γ3 = i
(
0 I
−I 0
)
. (26)
The mass term breaks this symmetry down to the U(1) × U(1) with the generators T0 and T3.
In the case of the four-component fermions, the energy spectrum is given by
E0 = ±ω0 = ±m, (27)
En = ±ωn = ±
√
m2 + 2|eB|n, n ≥ 1. (28)
[Compare with Eqs. (7) and (8).] The density of the lowest Landau level (n = 0) states with the energies E0 = ±m is
|eB|/2π, and it is |eB|/π for higher Landau level states (n ≥ 1).
We note that the four-component fermions naturally appear in low-energy effective actions describing planar
condensed matter systems with two sublattices, see Section 4. Moreover, usually they appear in the actions without a
mass term, and the important problem is to establish a criterion of dynamical flavor symmetry breaking, which may
occur as a result of interaction between fermions [201, 209–214]. As was already indicated in Section 2.3, dynamical
flavor symmetry breaking in 2 + 1 dimensions usually takes place only at a rather strong effective coupling between
fermions.
2.3. Symmetry breaking for free fermions in a magnetic field in 2 + 1 dimensions
Let us now show that at m = 0 and B , 0, the dynamical breakdown of the U(2) flavor symmetry takes place
already in the theory (22), even without any additional interaction between fermions. In order to prove this, we will
show that in the limit m → 0, there is a nonzero symmetry breaking flavor condensate, 〈0| ¯ΨΨ|0〉 = −|eB|/2π.
2.3.1. Nonzero flavor condensate
The condensate 〈0| ¯ΨΨ|0〉 can be expressed in terms of the fermion propagator S (u, u′) = 〈0|TΨ(u) ¯Ψ(u′)|0〉 as
follows:
〈0| ¯ΨΨ|0〉 = − lim
u→u′
tr
[
S (u, u′)] . (29)
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The explicit form of the fermion propagator in an external magnetic field, S (u, u′), is given in Eq. (A.4) in Appendix A
in the Schwinger proper-time representation [42]. The result has the form of a product of the Schwinger phase, eiΦ(r,r′),
and a translation invariant function ¯S (u−u′). In Eq. (A.6) in the same Appendix, we also present the Fourier transform
¯S (k) =
∫
d3xeiku ¯S (u) of the translation invariant part of the propagator. In Euclidean space (k0 → ik3, s → −is), the
latter takes the following form:
¯S E(k) = −i
∫ ∞
0
ds exp
[
−s
(
m2 + k23 + k
2 tanh(eBs)
eBs
)] (
−kµγEµ + m + i(k2γE1 − k1γE2 ) tanh(eBs)
) (
1 + iγE1 γ
E
2 tanh(eBs)
)
.
(30)
Here γE3 ≡ −iγ0, γE1 ≡ γ1 and γE2 ≡ γ2 are antihermitian matrices. [In Euclidean space, the metric tensor coincides
with the unit matrix and, therefore, there is no difference between the covariant and contravariant components of
vectors.]
In the limit r → r′, the Schwinger phase Φ(r, r′) vanishes and, thus, plays no role in the calculation of the
condensate defined by Eq. (29). Then, by making use of the translation invariant part of the propagator in Eq. (30),
we derive the following result:
〈0| ¯ΨΨ|0〉(2+1) = − 4m(2π)3
∫
dk3d2k
∫ ∞
1/Λ2
ds exp
[
−s
(
m2 + k23 + k
2 tanh(eBs)
eBs
)]
, (31)
where the Gaussian integration over momenta can be performed exactly. In the limit m → 0, in particular, the result
reads
〈0| ¯ΨΨ|0〉(2+1) = − lim
Λ→∞
lim
m→0
m
2π3/2
∫ ∞
1/Λ2
ds√
s
e−sm
2
eB coth(eBs)
= − lim
Λ→∞
lim
m→0
m
2π3/2
[
2Λ +
√
π
|eB|
|m| + O
(
m,
√
|eB|, m
2
Λ
)]
= −|eB|
2π
sign(m), (32)
where an ultraviolet cutoffΛ was used as a regulator at intermediate steps of the calculation. Note that the limit m → 0
is taken before the limit Λ→ ∞.
The result in Eq. (32) indicates that, in the presence of a constant magnetic field, spontaneous breakdown of the fla-
vor U(2) symmetry takes place even in the free massless theory! This is exclusively a (2+1)-dimensional phenomenon.
Indeed, as we will see later, the corresponding result in 3+ 1 dimensions is very different: 〈0| ¯ΨΨ|0〉(3+1) ∼ |eB|m ln m,
which goes to zero as m → 0 [see Eq. (109)].
What is the physical origin of this phenomenon? In order to answer this question, we note that the singular 1/m
behavior of the integral in Eq. (32) comes from the infrared region at large values of the proper-time coordinate,
s → ∞. Moreover, one can see from Eq. (32) that the presence of a nonzero magnetic field is responsible for such a
behavior. At large values of the proper time, s → ∞, the function eB coth(eBs) in the integrand approaches a constant
value |eB|, which is in contrast to eB coth(eBs) → 1/s in the case of B → 0. From the physics viewpoint, this reflects
the fact that the magnetic field removes the two perpendicular space dimensions in the low-energy dynamics, making
it effectively one-dimensional (in Euclidean space) and, thus, much more singular in infrared.
It can be also argued that the spontaneous breakdown of the flavor U(2) symmetry in 2+1 dimensions is intimately
connected with the form of the energy spectrum of fermions in a constant magnetic field. As we see from Eq. (27),
in the limit m → 0, the energies of all lowest Landau states go to zero and the vacuum becomes infinitely degenerate.
It is not coincidental that the value of the condensate (32) is determined by the density of the LLL states per unit
area of the system. Also, the effective one-dimensional dynamics behind the flavor symmetry breaking mechanism,
mentioned above, finds a simple explanation in the one-dimensional character of the LLL, which is described by a
single continuous variable k3 = −ik0.
This observation suggests that the effect of the magnetic field in the present problem is similar to that of the Fermi
surface in the BCS theory of superconductivity [12, 13]. However, as we discuss in Section 2.4.1, there are important
differences between them. In particular, the magnetic catalysis effect in 2 + 1 dimensions is much stronger than in the
BCS theory. [At the same time, as we will see in Section 2.5, there is indeed a close similarity between the dynamics
in the BCS theory and the magnetic catalysis in 3 + 1 dimensions.]
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To make this statement more rigorous mathematically, let us rewrite the fermion propagator in a form of an
expansion over Landau levels. The desired form of the propagator can be obtained from Eq. (30) by making use of
the following identity tanh(x) = 1 − 2 exp(−2x)/[1 + exp(−2x)] and the relation [206]
(1 − z)−(α+1) exp
(
xz
z − 1
)
=
∞∑
n=0
Lαn (x)zn, (33)
where Lαn (x) are the generalized Laguerre polynomials. The resulting alternative representation of the propagator
¯S E(k) reads [215]
¯S E(k) = −i exp
(
− k
2
|eB|
) ∞∑
n=0
(−1)n Dn(eB, k)
k23 + m2 + 2|eB|n
, (34)
where
Dn(eB, k) = (m − k3γE3 )
[(
1 + iγE1 γ
E
2 sign(eB)
)
Ln
(
2 k
2
|eB|
)
−
(
1 − iγE1 γE2 sign(eB)
)
Ln−1
(
2 k
2
|eB|
)]
+4
(
k1γE1 + k2γE2
)
L1n−1
(
2 k
2
|eB|
)
. (35)
Here Ln(x) ≡ L0n(x) and Lα−1(x) = 0 by definition. The expansion over Landau levels in Eq. (34) makes it easy to see
that, in the limit m → 0, the chiral condensate (32) comes exclusively from the lowest Landau level:
〈0| ¯ΨΨ|0〉(2+1) ≃ − m2π3
∫
dk3d2k
exp
(
−k2/|eB|
)
k23 + m2
= −|eB|
2π
sign(m). (36)
Last but not least, this chiral condensate is equal (up to an overall sign) to the density of the LLL states per unit area
in the xy-plane. Due to the Atiyah-Singer index theorem [216], the latter is a topological invariant. Beyond the zero
mass limit, the chiral condensate will also receive contributions from the higher Landau levels and, therefore, will not
be topologically protected.
In the next subsection, we will discuss aspects of spontaneous flavor symmetry breaking for (2 + 1)-dimensional
fermions in a magnetic field in more detail.
2.3.2. Haag criteria of spontaneous symmetry breaking
As was shown in the preceding section, the flavor condensate 〈0| ¯ΨΨ|0〉 is nonzero as the fermion mass m goes to
zero. Although usually such a nonvanishing condensate is considered as a firm signature of spontaneous flavor (chiral)
symmetry breaking, the following questions may arise in this case:
(i) Unlike the conventional spontaneous flavor (chiral) symmetry breaking, the dynamical mass of fermions is
vanishing in this problem. Therefore, one may wonder whether there is real symmetry breaking in this case.
(ii) The vacuum |0〉 was defined as limm→0 |0〉m from the vacuum |0〉m in the theory with m , 0. Such a vacuum
corresponds to a particular filling of the lowest Landau level. Indeed, in the vacuum |0〉m at m , 0, the particle
states with E0 = m > 0 are empty and the antiparticle states with E0 = −m are filled. Thus, the vacuum
|0〉 = limm→0 |0〉m is annihilated by all the operators a0p, d0p and anp, bnp, cnp, dnp (n ≥ 1). On the other hand, at
m = 0, there is an infinite degeneracy of the vacua, connected with different fillings of the lowest Landau level.
Why should one choose the filling leading to the vacuum |0〉? Also, is there a filling of the lowest Landau level
leading to the ground state which is invariant under the flavor U(2)? One might think that the latter possibility
would imply that spontaneous flavor symmetry breaking can be avoided.
In this section we will show that there is a genuine realization of spontaneous breaking of the flavor symmetry in
the present problem. More precisely, we will show that this phenomenon satisfies the Haag criteria of spontaneous
symmetry breaking [217]. We will also discuss the status of the Nambu–Goldstone (NG) modes and the induced
quantum numbers [218, 219] in the problem at hand.
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Let us begin by constructing the charge operators Qi = 1/2
∫
d2r [Ψ†(t, r), TiΨ(t, r)] of the flavor U(2) group with
the generators Ti defined in Eq. (25). By making use of the fermion fields in Eqs. (17) and (19), we derive
Q0 =
∑
p
(
a
†
0pa0p − d†0−pd0−p
)
+
∞∑
n=1
∑
p
(
a†npanp − b†npbnp + c†npcnp − d†npdnp
)
, (37)
Q1 = i
∑
p
(
a
†
0pd
†
0−p − d0−pa0p
)
+ i
∞∑
n=1
∑
p
(
a†npcnp − c†npanp + b†npdnp − d†npbnp
)
, (38)
Q2 =
∑
p
(
a
†
0pd
†
0−p + d0−pa0p
)
+
∞∑
n=1
∑
p
(
a†npcnp + c
†
npanp + b†npdnp + d†npbnp
)
, (39)
Q3 = |eB|2π S +
∑
p
(
a
†
0pa0p + d
†
0−pd0−p
)
+
∞∑
n=1
∑
p
(
a†npanp − b†npbnp − c†npcnp + d†npdnp
)
, (40)
where anp, cnp, (bnp, dnp) are annihilation operators of fermions (antifermions) from the nth Landau level and S = LxLy
is the two-dimensional volume. Now we can construct an infinite set of degenerate vacua
|θ1, θ2〉 = exp (iQ1θ1 + iQ2θ2) |0〉 (41)
where the vacuum |0〉 = limm→0 |0〉m is annihilated by all the operators anp, bnp, cnp, and dnp. As one can see from
Eqs. (38) and (39), the crucial point for the existence of the continuum of degenerate vacua is the first sum, over the
states in the lowest Landau level, in the definitions of the charges Q1 and Q2.
The presence of such a set of degenerate vacua is a signal of the spontaneous breakdown of flavor symmetry,
U(2) → U(1) × U(1). Note that the vacua |θ1, θ2〉 can be also constructed by replacing the mass term m ¯ΨΨ with
m ¯Ψθ1,θ2Ψθ1,θ2 , where Ψθ1,θ2 = exp (iQ1θ1 + iQ2θ2)Ψ, and then taking the limit m → 0. Again, this is a standard way of
constructing degenerate vacua in the case of spontaneous symmetry breaking.
One can check that different vacua |θ1, θ2〉 become orthogonal when the system size in the x-direction, Lx, goes to
infinity. For example, ∣∣∣〈0, θ2|0, θ′2〉∣∣∣ =∏
p
| cos θ| = exp
(
Lx
∫
dk ln | cos θ|
)
, (42)
where θ = θ′2 − θ2. This goes to zero as Lx → ∞ for all values of θ , 0. Here we took into account that |0, θ2 + π〉 =
−|0, θ2〉, implying that all nonequivalent vacua are spanned by the values of θ2 in the range from 0 to π. The matrix
element in Eq. (42) also goes to zero when the maximum momentum (i.e., the ultraviolet cutoff) |kmax| = Λ goes to
infinity. As usual, this point reflects the fact that spontaneous symmetry breaking occurs only in a system with an
infinite number of degrees of freedom. One can check that in this case all states (and not just vacua) from different
Fock spaces F{θ1θ2}, defined by different vacua |θ1, θ2〉, are orthogonal. In other words, different vacua |θ1, θ2〉 define
nonequivalent representations of canonical commutation relations.
On the other hand, taking the ground state
|Ω〉 = C
∫
dµ(θ1, θ2, θ3)|θ1, θ2〉, (43)
where dµ is the invariant measure of SU(2) and C is a normalization constant, we are led to the vacuum |Ω〉 which
is a singlet with respect to the flavor U(2). In fact, the set of the vacua {|θ1, θ2〉} can be decomposed into irreducible
representations of SU(2):
{|θ1, θ2〉} = {|Ω(i)〉} (44)
Why should we consider the vacua |θ1, θ2〉 instead of the vacua |Ω(i)〉?
To answer to this question, we consider, following Haag [217], the clusterization property of Green’s functions.
To start with, let us consider a Green’s function of the following type:
G(n+k) = 〈0|T
n∏
i=1
Ai(ui)
k∏
j=1
B j(u′j)|0〉, (45)
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where Ai(ui), B j(u′j) are some local operators. The clusterization property implies that, at r2i j = (ri − r′j)2 → ∞ for all
i and j, the Green’s function factorizes as follows:
G(n+k) → 〈0|T
n∏
i=1
Ai(ui)|0〉〈0|T
k∏
j=1
B j(u′j)|0〉. (46)
The physical meaning of this property is clear: it reflects the absence of instantaneous long-range correlations in the
system, so that the dynamics in two distant spatially-separated regions are independent.
The clusterization property takes place for all vacua |θ1, θ2〉. The simplest way to show this is to note that the
vacuum |θ1, θ2〉 appears in the limit m → 0 from the vacuum in the system with the mass term m ¯Ψθ1θ2Ψθ1θ2 . Since
the vacuum is unique at m , 0, the clusterization is valid for every value of m , 0. Therefore, it is also valid in
the limit m → 0, provided the Green’s functions exist in this limit. In connection with that, we would like to note
that, in thermodynamic limit Lx, Ly → ∞, the vacuum |θ1, θ2〉 is the only normalizable and translation invariant state
in the Fock space Fθ1θ2 . To show this, let us introduce the operators an(k) = (Lx/2π)1/2anp, bn(k) = (Lx/2π)1/2bnp,
cn(k) = (Lx/2π)1/2cnp, dn(k) = (Lx/2π)1/2dnp, where k = 2πp/Lx. They satisfy the conventional commutation relations
[an(k), a†n′(k′)] = δnn′δ(k − k′), etc. Therefore, despite the fact that the states of the form
∏
i a
†
0(ki)
∏
j d†0(k j)|θ1, θ2〉
have zero energy, they are not normalizable and, at ∑i ki +∑ j k j , 0, are not translation invariant.
In contrast, the clusterization property is not valid for all Green’s functions in the vacua |Ω(i)〉. As an example, let
us consider the Green’s function
G(4) = 〈Ω|T
(
¯Ψ(u1)Ψ(u2)
) (
¯Ψ(u′1)Ψ(u′2)
)
|Ω〉, (47)
where |Ω〉 is the vacuum singlet (43). Since the bilocal operator ¯Ψ(u1)Ψ(u2) is assigned to the triplet of SU(2), the
clusterization property would imply that
G(4) → 〈Ω|T
(
¯Ψ(u1)Ψ(u2)
)
|Ω〉〈Ω|
(
¯Ψ(u′1)Ψ(u′2)
)
|Ω〉 → 0 (48)
when r2i j = (ri − r′j)2 → ∞. However, since
〈Ω|T
(
¯Ψ(u1)Ψ(u2)
)
|Ω(3)〉 , 0, (49)
〈Ω(3)|T
(
¯Ψ(u′1)Ψ(u′2)
)
|Ω〉 , 0, (50)
where |Ω(3)〉 is a state from the vacuum triplet, we see that G(4) does not vanish at r2i j → ∞. Thus, the clusterization
property does not take place for the |Ω(i)〉-vacua.
This is a common feature of the systems with spontaneous breaking of continuous symmetries [201, 217]: an
orthogonal set of vacua can either be labeled by the continuous parameters {θi}, connected with the generators Qi of
the broken symmetry, or it can be decomposed in irreducible representations of the initial group. However, the latter
vacua do not satisfy the clusterization property.
All Fock spaces F{θ1θ2} yield physically equivalent descriptions of the dynamics: in the space F{θ1θ2}, the SU(2)
spontaneously breaks down to U{θ1θ2}(1), where the U{θ1θ2}(1) symmetry is connected with the generator Q{θ1θ2}3 =
exp(iQ1θ1 + iQ2θ2)Q3 exp(−iQ1θ1 − iQ2θ2). It is natural to ask whether there are any NG modes associated with the
symmetry breaking.
To answer to the question about the NG modes, let us consider the thermodynamic limit Lx, Ly → ∞. One can see
that, in every Fock space F{θ1θ2} with the vacuum |θ1, θ2〉, there are a lot of “excitations” with nonzero momentum k and
zero energy E created by the operators a†0(k) and d†0(k). However, there are no genuine NG modes with a nontrivial
dispersion law because the energies of all states in the lowest Landau level are vanishing, E ≡ 0. Since the Lorentz
symmetry is broken by a magnetic field, this point does not contradict to the Goldstone theorem [220]. This of course
does not imply that the existence of NG modes is incompatible with a magnetic field: the situation is more subtle. As
will be shown in Section 2.4, even the weakest attractive interaction in the problem of (2 + 1)-dimensional fermions
in a magnetic field is enough to “resurrect” the genuine NG modes. The key point for their existence is that the flavor
condensate 〈0| ¯ΨΨ|0〉 and the NG modes are neutral, and the translation symmetry in neutral channels is not violated
by a magnetic field, see Section 2.8.
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We will also see that the excitations from the lowest Landau level (with quantum numbers of the NG modes) in the
problem of free fermions in a magnetic field can be interpreted as “remnants” of the genuine NG modes in the limit
when the interaction between fermions is switched off, see Section 2.4.2. Moreover, as we will see in Section 2.4.1,
the vacua |θ1, θ2〉 constructed above yield a good approximation for the vacua of systems with weakly interacting
fermions in a magnetic field. In fact, it appears that the vacua |θ1, θ2〉 play the same role as the θ-vacua of the ideal
Bose gas in the description of an almost ideal Bose gas in the theory of superfluidity [204].
Before concluding this section, let us also discuss the phenomenon of induced quantum numbers [218, 219] in
the problem at hand. As follows from Eq. (40), the vacuum |θ1, θ2〉 is an eigenstate of the density operator ρ{θ1θ2}3 =
limS→∞ Q{θ1θ2}3 /S with a nonzero value
ρ{θ1θ2}3 |θ1, θ2〉 =
|eB|
2π
|θ1, θ2〉. (51)
The nonzero density is an induced quantum number in the |θ1θ2〉-vacuum, which is intimately connected with the
phenomenon of spontaneous flavor symmetry breaking in the presence of a magnetic field. Indeed, since Q{θ1θ2}3 is
one of the generators of the non-Abelian SU(2) symmetry, its vacuum eigenvalue would be zero if the symmetry were
exact and the vacuum were assigned to the singlet (trivial) representation of SU(2). This is in contrast to the less
restrictive case of Abelian U(1) symmetries because U(1) has an infinite number of one-dimensional representations
and, as a result, the vacuum can be an eigenstate of the charge density ρ = limS→∞ Q/S with an arbitrary eigenvalue.
Note that, since the SU(2) is spontaneously broken here, it is appropriate to redefine the generator of the exact
U{θ1θ2}(1) symmetry as ˜Q{θ1θ2}3 = Q{θ1θ2}3 − |eB|S/2π.
2.4. The NJL model in a magnetic field in 2 + 1 dimensions
In this section, we will consider the NJL model in 2 + 1 dimensions. This model gives a clear illustration of the
general fact that a constant magnetic field is a strong catalyst of a dynamical mass generation for fermions in 2 + 1
dimensions.
Let us consider the following NJL model invariant under the U(2) flavor transformations:
L = 1
2
[
¯Ψ, iγµDµΨ
]
+
G
2
[(
¯ΨΨ
)2
+
(
¯Ψiγ5Ψ
)2
+
(
¯Ψγ3Ψ
)2]
, (52)
where Dµ is the covariant derivative (2) and fermion fields carry an additional, “color” index α = 1, 2, . . . , N. By
making use of the Hubbard-Stratonovich transformation [221, 222], this theory becomes equivalent to a theory with
the Lagrangian density
L = 1
2
[
¯Ψ, iγµDµΨ
]
− ¯Ψ
(
σ + γ3τ + iγ5π
)
Ψ − 1
2G
(
σ2 + π2 + τ2
)
. (53)
The Euler-Lagrange equations for the auxiliary fields σ, τ and π take the form of constraints:
σ = −G
(
¯ΨΨ
)
, τ = −G
(
¯Ψγ3Ψ
)
, π = −G
(
¯Ψiγ5Ψ
)
. (54)
The Lagrangian density (53) reproduces Eq. (52) upon application of the constraints in Eq. (54).
The effective action for the composite fields is expressed through the path integral over the fermion fields, i.e.,
Γ(σ, τ, π) = − 1
2G
∫
d3u
(
σ2 + τ2 + π2
)
+ ˜Γ(σ, τ, π), (55)
where
exp
(
i ˜Γ
)
=
∫
[dΨ][d ¯Ψ] exp
{
i
2
∫
d3u
[
¯Ψ(u),
(
iγµDµ − (σ + γ3τ + iγ5π)
)
Ψ(u)
]}
. (56)
After performing the Gaussian integration, we obtain
˜Γ(σ, τ, π) = −i Tr Ln
[
iγµDµ − (σ + γ3τ + iγ5π)
]
. (57)
As N → ∞, the path integral over the composite (auxiliary) fields is dominated by the stationary points of the action,
determined by the classical equations of motion, i.e., δΓ/δσ = δΓ/δτ = δΓ/δπ = 0. We will analyze the dynamics in
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this limit by using the expansion of the action Γ(σ, τ, π) up to second order in powers of derivatives of the composite
fields.
It might be natural to ask whether the 1/N expansion could be reliable in this problem. Indeed, as was emphasized
in Section 2, the external magnetic field reduces the dimension of the fermion pairing dynamics by two units. If such
a reduction took place for the whole dynamics and not just for the fermion pairing, the 1/N perturbative expansion
would be problematic. In particular, the contribution of the NG modes to the gap equation in the next-to-leading order
in 1/N would lead to infrared divergences. As is well know, this is exactly what happens in the (1 + 1)-dimensional
Gross-Neveu model with a continuous chiral symmetry [223, 224]. The corresponding infrared divergences reflect
the well known fact that a spontaneous breakdown of continuous symmetries in space dimensions lower than two are
forbidden by the Mermin-Wagner-Coleman theorem [225, 226].
Fortunately, this is not the case in the present problem because of the neutrality of the condensate 〈0| ¯ΨΨ|0〉 and the
NG modes. Most importantly, the NG modes are not subject to the dimensional reduction in infrared. The argument
is intimately connected with the status of the spatial translation symmetry in a constant magnetic field, see Section 2.8
for details. As we know, in the presence of a magnetic field, the usual translation symmetry is broken. This is seen,
for example, from the fact that the fermion propagator is not translation invariant. This is also reflected in the fact
that the transverse momenta are not good quantum numbers to characterize the fermionic states. Instead, one has a
Landau level spectrum and the low-energy fermionic dynamics is dimensionally reduced.
The situation is drastically different for NG modes because they are neutral. For such states, the transverse com-
ponents of the momentum of the center of mass, kx and ky, are conserved quantum numbers [227, 228], see also
Section 2.8. This is also confirmed by direct calculations in Section 2.4.2 and Appendix B, where we find that the
structure of the propagator of the NG modes has a genuine (2+ 1)-dimensional structure. As a result, the contribution
of the NG modes to the dynamics does not lead to infrared divergences, and the 1/N expansion is reliable. [Note,
however, that the dispersion relations of the NG modes may still be highly nonisotropic in the presence of an external
magnetic field. This is the result of their composite nature: they are made of charged particles.]
2.4.1. The effective potential and gap equation
As mentioned earlier, we want to calculate the low-energy effective action Γ(σ, τ, π) by making use of the derivative
expansion. We will start from calculating the effective potential V(σ, τ, π) in this subsection, and than proceed to the
derivation of the kinetic part of the action in the next subsection.
Since V(σ, τ, π) depends only on the SU(2)-invariant ρ2 = σ2 + τ2 + π2, it is sufficient to consider a configuration
with τ = π = 0 and a nonzero σ-field independent of space-time coordinates. By also taking into account that
Γ(σ) ≡ −
∫
d3uV(σ) and by using the definition in Eq. (55), we obtain
V(σ) = σ
2
2G
+
i
V Tr Ln
(
i ˆD − σ
)
=
σ2
2G
+
i
V Ln Det
(
i ˆD − σ
)
, (58)
where ˆD ≡ γµDµ and V ≡
∫
d3u is the space-time volume. By making use of the following identity:
Det
(
i ˆD − σ
)
= Det
(
γ5(i ˆD − σ)γ5
)
= Det
(
−i ˆD − σ
)
, (59)
we see that the one-loop part of the effective potential, which we will denote as ˜V(σ), can be rewritten more conve-
niently as follows:
˜V(σ) = i
2VTr
[
Ln(i ˆD − σ) + Ln(−i ˆD − σ)
]
=
i
2VTr Ln
(
ˆD2 + σ2
)
. (60)
By making use of the proper-time representation, the effective potential ˜V(σ) can be expressed as follows:
˜V(σ) = − i
2
∫ ∞
0
ds
s
tr〈u|e−is( ˆD2+σ2)|u〉, (61)
where
ˆD2 = DµDµ +
ie
2 γ
µγνFµν = DµDµ − iγ1γ2eB. (62)
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The matrix element 〈u|e−is( ˆD2+σ2)|u′〉 can be calculated by using the Schwinger’s proper-time method [42]. The corre-
sponding result reads
〈u|e−is( ˆD2+σ2)|u′〉 = e−isσ2〈u|e−isDµDµ |u′〉
[
cos(eBs) − γ1γ2 sin(eBs)
]
=
e−i
π
4
8(πs)3/2 e
−i(sσ2−S cl)
[
eBs cot(eBs) − γ1γ2eBs
]
, (63)
where the “classical” part of the action is given by
S cl = −e
∫ u
u′
Aλdzλ − 14s (u − u
′)ν
(
gνµ +
(F2)νµ
B2
[1 − eBs cot(eBs)]
)
(u − u′)µ. (64)
By definition, the line integral
∫ u
u′ Aλdz
λ in the last expression is calculated along the straight line between the space-
time points (u′)µ and uµ.
By substituting the matrix element (63) into Eq. (61), we obtain the following result for the one-loop part of the
effective potential:
˜V(σ) = − iNe
−i π4
4π3/2
∫ ∞
0
ds
s3/2
e−isσ
2
eB cot(eBs). (65)
Therefore, the complete expression for the effective potential is given by
V(σ) = σ
2
2G
+ ˜V(σ) = σ
2
2G
+
N
4π3/2
∫ ∞
1/Λ2
ds
s3/2
e−sσ
2
eB coth(eBs)
≃ σ
2
2G
+
N
4π3/2
∫ ∞
1/Λ2
ds
s5/2
e−sσ
2
+
N
4π3/2
∫ ∞
1/Λ2
ds
s3/2
e−sσ
2
[
eB coth(eBs) − 1
s
]
, (66)
where we changed the integration variable to the imaginary proper time, s → e−iπ/2 s, and introduced explicitly the
ultraviolet cutoff Λ. Taking into account that the last integral is finite in the limit Λ → ∞, it is justified to replace its
lower limit with 0. Then, by using the integral representation for the generalized Riemann zeta function ζ [206],∫ ∞
0
dssµ−1e−βs coth s = Γ(µ)
[
21−µζ
(
µ,
β
2
)
− β−µ
]
= Γ(µ)
[
21−µζ
(
µ, 1 + β
2
)
+ β−µ
]
, (67)
which is valid for µ > 1, and analytically continuing this representation to µ = − 12 , we can rewrite Eq. (66) as
V(σ) = N
π
[
Λ
2
(
1
g
− 1√
π
)
σ2 −
√
2
l3
ζ
(
−1
2
,
(σl)2
2
+ 1
)
− σ
2l2
]
+ O
(
1
Λ
)
, (68)
where we introduced the dimensionless coupling constant
g ≡ NGΛ
π
. (69)
Let us now analyze the gap equation dV/dσ = 0. In the integral form, it reads
Λσ
πg
=
σ
2π3/2
∫ ∞
1/Λ2
ds
s3/2
e−sσ
2
eBs coth(eBs). (70)
This can be also rewritten as
2Λl
(
1
g
− 1√
π
)
σ =
1
l +
√
2σζ
(
1
2
, 1 +
σ2l2
2
)
+ O
(
1
Λ
)
. (71)
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In the limit of the vanishing magnetic field, B → 0, we recover the known gap equation [229]:
σ2 = σΛ
(
1
gc
− 1
g
)
, (72)
where gc ≡
√
π is the critical value of coupling. This equation admits a nontrivial solution σ = m(0)dyn ≡ (g−gc)Λ/(ggc)
only if the coupling constant g is supercritical, i.e., g > gc. [As is clear from Eq. (53), a solution to the gap equation,
σ = σ¯, coincides with the fermion dynamical mass, σ¯ = mdyn.] Let us now show that the magnetic field changes the
situation dramatically, allowing a nontrivial solution to exist at all g > 0. The reason for this is the enhancement of
the interaction in the infrared region (or at large s), which is formally seen from the fact that, at B , 0, the integral in
Eq. (70) becomes proportional to 1/σ as σ→ 0.
Let us first consider the case of subcritical coupling, g < gc, which in turn can be subdivided into two cases: (i)
g . gc (weak coupling) and (ii) g → gc − 0 (nearcritical region). As we will see below, the solution in the weak
coupling case will be such that |σ¯l| ≪ 1. In the nearcritical region, on the other hand, we will find that |σ¯l| ≃ 1.
Assuming that |σ¯l| ≪ 1 in the weak coupling region, from Eq. (71) we find the following approximate solution:
mdyn ≡ σ¯ ≃ ggc|eB|2(gc − g)Λ , (weak coupling). (73)
The form of the solution implies that the condition |σ¯l| ≪ 1 is satisfied when gc − g ≫
√|eB|/Λ. Taking into account
the natural model assumption that the magnetic field scale is much smaller than the ultraviolet cutoff Λ, we conclude
that the relation (73) is actually valid in a large window of subcritical couplings, excluding only the nearcritical region.
Several comment are in order about the solution (73) in the weakly coupled regime. From the first constraint in
Eq. (54), we see that the dynamical mass is related to the condensate as follows: mdyn = 〈0|σ|0〉 = −πg〈0| ¯ΨΨ|0〉/(NΛ).
By comparing this relation with the solution in Eq. (73), we conclude that the corresponding weak-coupling result for
the condensate should read 〈0| ¯ΨΨ|0〉 = −N|eB|/(2π). The latter coincides with the value of the condensate calculated
in the problem of free fermions in a magnetic field, see Eq. (32). The agreement between the two results is a clear
indication that the |θ1, θ2〉-vacua constructed in Section 2.3.2 are good trial states for the vacua in the problem of
weakly interacting fermions. In turn, this also explains why the dynamical mass mdyn in Eq. (73) is an analytic
function of the coupling at g → 0. In essence, the dynamical mass is a result of a small perturbation in the theory
of free fermions. This argument justifies our earlier claim that the magnetic catalysis effect in 2 + 1 dimensions is
much stronger than the Cooper pairing in the BCS theory, where the energy gap is exponentially suppressed at small
coupling [12, 13].
Let us now turn to the analysis of the gap equation in the nearcritical region, g → gc − 0. In this case, is it
convenient to introduce the following mass scale: m∗ = (gc − g)Λ/(ggc). Then, the gap equation (71) can be rewritten
in an equivalent form,
2m∗l = 1|σ|l +
√
2ζ
(
1
2
,
(σl)2
2
+ 1
)
. (74)
In the nearcritical region g → gc, where the additional condition m∗l ≪ 1 is satisfied, the dynamical mass is approxi-
mately given by
mdyn = σ¯ ≃ 0.446
√
|eB|, (scaling region). (75)
As we see, in the scaling region when m∗l → 0 (or equivalently gc − g ≪
√|eB|/Λ), the cutoff dependence disappears
from the expression for the dynamical mass mdyn. This agrees with the well-known fact that the critical value gc =
√
π
is an ultraviolet stable fixed point at leading order in 1/N [229]. The relation (75) can be considered as a scaling law
in the nearcritical region.
In the supercritical region, g > gc, the analytic expression for mdyn can be obtained in the limit of a weak magnetic
field, satisfying the condition
√|eB| ≪ m(0)dyn where m(0)dyn is the solution of the gap equation (72) at B = 0. From
Eq. (71), we derive the following solution:
mdyn = σ¯ ≃ m(0)dyn
1 + (eB)
2
12
(
m
(0)
dyn
)4
 , (strong coupling, weak field). (76)
19
Figure 1: (Color online) The dynamical mass as a function of the coupling constant and magnetic field.
In the derivation of this result, we made use of the following asymptotic expansion for the zeta-function [230–232]:
ζ(s, q) ≃ 1(s − 1)qs−1 +
1
2qs
+
∞∑
n=1
B2n Γ(s + 2n − 1)
(2n)! Γ(s) q2n+s−1 , for q → ∞, (77)
where B2n are the Bernoulli numbers. The numerical values of the first few nontrivial Bernoulli numbers are B0 = 1,
B1 = − 12 , B2 = 16 , B4 = − 130 , B6 = 142 , B8 = − 130 , B10 = 566 , etc.
The weak-field expression (76) shows that the dynamical mass increases with B. The same is also true beyond the
weak-field approximation. In the general case, the numerical solution to the gap equation (71) is shown in Fig. 1. The
results indeed reveals that the dynamical mass increases with B at all values of g and B.
A striking property of the gap equation at B , 0, which is not shared by the gap equation (72) in the absence of the
magnetic field, is that it does not have the trivial solutionσ = 0. Indeed, Eq. (66) implies that dV/dσ|σ=0 = d ˜V/dσ|σ=0,
and then we find from Eqs. (53) and (56) that
d ˜V
dσ
∣∣∣∣∣∣
σ=0
= 〈0| ¯ΨΨ|0〉(2+1)
∣∣∣
g=0 = −N
|eB|
2π
, 0 (78)
[compare with Eq. (32)]. Thus, despite the spontaneous breaking of the U(2) flavor symmetry, no trivial solution
(stable or unstable) exists at any values of g when the magnetic field is nonzero.
2.4.2. The spectrum of the collective excitations
Let us now consider the kinetic term Lk in the effective action (55). The U(2) symmetry implies that Lk should
have the general form
Lk = N
Fµν1
2
(
∂µρ j∂νρ j
)
+ N
Fµν2
ρ2
(
ρ j∂µρ j
)
(ρi∂νρi) , (79)
where ρ = (σ, τ, π) and Fµν1 , Fµν2 are functions of ρ2 = σ2 + τ2 + π2. In the literature, there exist different methods to
calculate the kinetic terms of the action. We will use the method of Refs. [233–235]. The details of the derivation of
functions Fµν1 and F
µν
2 are given in Appendix B. Here we will present only the final results.
The off-diagonal components (with µ , ν) of both tensor functions Fµν1 and Fµν2 vanish. The diagonal components
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are given by the following expressions:
F001 =
l
8π
[
1√
2
ζ
(
3
2
,
(ρl)2
2
+ 1
)
+ (ρl)−3
]
, (80)
F111 = F
22
1 =
1
4πρ
, (81)
F002 = −
l
16π
[ (ρl)2
2
√
2
ζ
(
5
2
,
(ρl)2
2
+ 1
)
+ (ρl)−3
]
, (82)
F112 = F
22
2 =
l
8π
[ (ρl)4√
2
ζ
(
3
2
,
(ρl)2
2
+ 1
)
+
√
2(ρl)2ζ
(
1
2
,
(ρl)2
2
+ 1
)
+ 2ρl − (ρl)−1
]
. (83)
By making use of the effective potential and the kinetic term, now we can determine the low-energy spectrum (dis-
persion relations) of the collective excitations τ, π, and σ.
In order to calculate the mass (energy gap) Mσ of the σ-mode, we also need the explicit expression for the second
derivative of the effective potential at its minimum, σ = σ¯. The corresponding result is given by
V ′′(σ¯) = N σ¯
2l
π3/2
∫ ∞
0
ds
√
se−(σ¯l)
2 s coth s = N σ¯
2l
2π
[
1√
2
ζ
(
3
2
,
(σ¯l)2
2
+ 1
)
+ (σ¯l)−3
]
. (84)
This can be easily derived either from Eq. (66) or from Eq. (68) after taking into account that σ¯ satisfies the gap
equation, V ′(σ¯) = 0. By making use of the above expression for V ′′(σ¯) together with the kinetic term Lk in Eq. (79),
we readily determine the long-wavelength dispersion relations for the two degenerate NG bosons (π and τ), as well as
for the massive σ-mode. The corresponding relations take the form
Eπ,τ = vπ,τ
√
k2, (85)
Eσ =
√
M2σ + v2σk2, (86)
where the expressions for the two velocity parameters and the σ-mass are determined by
v2π,τ =
F111
F001
=
4(σ¯l)2
2 +
√
2(σ¯l)3ζ
(
3
2 ,
(σ¯l)2
2 + 1
) , (87)
v2σ =
F111 + 2F
11
2
F001 + 2F
00
2
=
4σ¯l
[
2
√
2 + 2σ¯lζ
(
1
2 ,
(σ¯l)2
2 + 1
)
+ (σ¯l)3ζ
(
3
2 ,
(σ¯l)2
2 + 1
)]
2ζ
(
3
2 ,
(σ¯l)2
2 + 1
)
− (σ¯l)2ζ
(
5
2 ,
(σ¯l)2
2 + 1
) , (88)
M2σ =
V ′′(σ¯)
N(F001 + 2F002 )
=
8
[√
2 + (σ¯l)3ζ
(
3
2 ,
(σ¯l)2
2 + 1
)]
σ¯l
[
2ζ
(
3
2 ,
(σ¯l)2
2 + 1
)
− (σ¯l)2ζ
(
5
2 ,
(σ¯l)2
2 + 1
)] . (89)
We would like to emphasize that the propagator of the NG modes in leading order in 1/N has a genuine (2 + 1)-
dimensional form, see Appendix B and a brief discussion at the end of this section. This fact is also crucial for
providing the reliability of the 1/N expansion in the problem at hand.
At weak coupling, when gc − g ≫
√|eB|/Λ is satisfied, the solution to the gap equation (73) implies that |σ¯l| ≪ 1.
In this case, the approximate expressions for the parameters vπ,τ, vσ and Mσ read
v2π,τ ≃ 2(σ¯l)2 =
(ggc)2|eB|
2(gc − g)2Λ2 , (90)
v2σ ≃
4
√
2σ¯l
ζ
(
3
2
) = 2
√
2ggc
√|eB|
ζ
(
3
2
)
(gc − g)Λ
, (91)
M2σ ≃
4
√
2
ζ
(
3
2
)
σ¯l3
=
8
√
2(gc − g)Λ
√|eB|
ζ
(
3
2
)
ggc
. (92)
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We see that, as the interaction is switched off, g → 0, the velocity of the π and τ NG (gapless) modes becomes zero.
(The velocity parameter vσ also vanishes, but it is of little importance for the heavy σ-mode.) In addition, the mass
of the σ-mode goes to infinity, implying that the corresponding massive collective excitation decouples from the low-
energy spectrum. Therefore, by taking the limit g → 0, we return to the dynamics with spontaneous flavor symmetry
breaking, but without genuine NG modes. This is in agreement with the earlier discussion in Section 2.3.2.
The above analysis of the dynamics in the problem of a relativistic fermion in an external magnetic field shows that,
as expected, there are no propagating low-energy bosonic modes when the interaction between fermions is turned off.
However, adding even an arbitrarily weak attractive (g > 0) interaction “resurrects” the NG modes and they acquire a
small, but nonzero velocity v proportional to the coupling constant g.
Let us now consider the nearcritical region with gc − g ≪
√|eB|/Λ. From the general expressions in Eqs. (87),
(88) and (89), we find that
vπ,τ ≃ 0.587, (93)
vσ ≃ 0.791, (94)
Mσ ≃ 2.509
√
|eB|, (95)
where we used the solution to the gap equation in the nearcritical (scaling) region, σ¯ ≃ 0.446|eB|1/2, see Eq. (75). As
expected, the cutoff Λ disappears from all the observables in this scaling region.
Let us now turn to the supercritical region with g > gc. The analytic expressions for Eτ,π and M2σ can be obtained
for small magnetic fields satisfying the condition
√|eB| ≪ m(0)dyn, where m(0)dyn is the solution of the gap equation (72)
at B = 0. In this case, from Eqs. (87), (88) and (89), we obtain:
v2τ,π =
1 − (eB)
2
4
(
m
(0)
dyn
)4
 , (96)
v2σ =
1 − (eB)
2
4
(
m
(0)
dyn
)4
 , (97)
M2σ = 6
(
m
(0)
dyn
)2 1 + 2(eB)
2
3
(
m
(0)
dyn
)4
 . (98)
Here we used the solution for the gap equation in Eq. (76), as well as the asymptotic expansion (77) for the ζ-functions
at large values of the argument. The above results show that the velocity of the NG modes (which is always less than
1 in units of the speed of light) decreases and the mass of the σ-mode increases as functions of the magnetic field.
[In the original paper [35], the results at strong coupling and weak magnetic field had several mistakes, which were
corrected in Eqs. (96) – (98).]
In the general case, the numerical results for the velocities vτ,π and vσ, and the mass Mσ of the σ-mode are shown
in Fig. 2. The results are plotted as functions of mdynl ≡ mdyn/
√|eB|, where mdyn is the dynamical mass that satisfies
the gap equation (71). In Fig. 2, the weak coupling (large B) limit corresponds to mdynl ≪ 1, and the weak magnetic
field (strong coupling) limit corresponds to mdynl ≫ 1. In the scaling region, mdynl ≈ 0.446, see Eq. (75).
We emphasize once again that, unlike the low-energy charged fermions, the neutral (π and τ) NG modes are
genuinely (2 + 1)-dimensional. The (2 + 1)-dimensional character is clear from the fact that the velocity in Eq. (87)
is nonzero in general. Only in the extreme case when the interaction is completely switched off (g → 0), does the
velocity of the NG bosons vanish. This is evident from the weakly-coupling result in Eq. (90) where the velocity vπ,τ
decreases with σ¯ (g) and becomes zero when σ¯ → 0 (g → 0). The reason for this should be clear: since at g = 0 the
energy of the neutral system which is made up of a free fermion and a free antifermion from the lowest Landau level
is identically zero, its velocity should be zero too. Of course, this is also related to the fact that the motion of charged
fermions is restricted in the xy plane by the magnetic field. On the other hand, at g > 0, there are genuine neutral NG
bound states (with the binding energy Eb ≡ −2mdyn). Since the motion of the center of the mass of neutral bound
states is not restricted by a magnetic field, their dynamics is (2 + 1)-dimensional.
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Figure 2: (Color online) The velocities of the NG modes (π and τ) and the massive σ-mode (left panel), as well as the mass of the σ-mode (right
panel) as functions of the mdynl. The weak coupling (large B) limit corresponds to mdynl ≪ 1 and the weak magnetic field (strong coupling) limit
corresponds to mdynl ≫ 1. In the scaling region, mdynl ≈ 0.446.
Let us now discuss the continuum limit Λ → ∞ in more detail. As is known, at B = 0, in this model, an
interacting continuum theory appears only at the critical value g = gc (the continuum theory is trivial at g < gc)
[201, 229, 236, 237]. Therefore, since at g < gc, in the continuum limit, there is no attractive interaction between
fermions, it is not surprising that at g < gc, the dynamical mass mdyn ∼ g|eB|/Λ disappears as Λ→ ∞.
Without the magnetic field (B = 0), the continuum theory is in the symmetric phase at g → gc − 0 and in the
broken phase at g → gc + 0. On the other hand, in a magnetic field, it is in the broken phase for both g → gc − 0 and
g → gc + 0 (although the dispersion relations for the fermions and collective excitations π, τ and σ are different at
g → gc − 0 and g → gc + 0).
Up to now we have considered four-component fermions. In the case of two-component fermions, the effective
potential, V2 is V2(σ) = V(σ)/2 where V(σ) is defined in Eqs. (66) and (68). However, the essential new point is
that there is no continuous U(2) symmetry (and therefore NG modes) in this case. As in the case of four-component
fermions, in an external magnetic field, the dynamical fermion mass (now breaking parity) is generated at any positive
value of the coupling constant g.
The above analysis of the NJL model illustrates the general phenomenon in 2+1 dimensions: in the infrared region,
an external magnetic field reduces the dynamics of fermion pairing to a (0+1)-dimensional dynamics (associated with
the lowest Landau level) and, thus, catalyzes the generation of a dynamical mass for fermions.
2.4.3. Thermodynamic properties
In this section, we discuss the thermodynamic properties of the NJL model in a magnetic field. In particular, we
will show that there is a symmetry restoring phase transition at high temperature or large chemical potential.
The derivation of the thermodynamic potential at nonzero temperature and chemical potential to the leading order
in 1/N is given in Appendix C (see also Refs. [35, 238–243]). The method uses the imaginary time formalism [244].
Here we present only the final result for the potential,
Vβ,µ(σ) = V(σ) + ˜Vβ,µ(σ) = N
π
Λ2
(
1
g
− 1√
π
)
σ2 −
√
2
l3
ζ
(
− 1
2
,
(σl)2
2
+ 1
)
− σ
2l2
 −
− N |eB|
2πβ
ln(1 + e−β(σ−µ)) + 2 ∞∑
k=1
ln
(
1 + e−β(
√
σ2+ 2k
l2
−µ)
)
+ (µ→ −µ)
 . (99)
where we also used the explicit form of the effective potential in Eq. (68), obtained at T = µ = 0.
Let us first consider the case of nonzero temperature, but vanishing chemical potential. This models a system with
equal densities of thermally excited fermions and antifermions, but with the vanishing net fermion number density. In
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Figure 3: (Color online) The thermodynamic potential Vβ(σ) in 2 + 1 dimensions for several values of temperature and two fixed values of the
coupling constant: g = 0.9gc (left panel) and g = 1.1gc (right panel).
this case, the thermodynamic potential Vβ(σ) ≡ Vβ,µ=0(σ) is given by
Vβ(σ) = N
π
[
Λ
2
(
1
g
− 1√
π
)
σ2 −
√
2
l3
ζ
(
− 1
2
,
(σl)2
2
+1
)
− σ
2l2
]
−N |eB|
πβ
ln(1 + e−βσ) + 2 ∞∑
k=1
ln
(
1 + e−β
√
σ2+ 2k
l2
) . (100)
At sufficiently low temperatures, this potential has a nontrivial minimum at σ¯ , 0, while at high temperatures the
only minimum of the potential is at σ¯ = 0. This is illustrated in Fig. 3 for several values of the temperature and two
fixed values of the coupling constant. The left panel shows the results for a coupling constant smaller than gc (i.e.,
the critical value of coupling in absence of the magnetic field), while the right panel shows the results for a coupling
larger than gc. We observe a similar qualitative behavior of the effective potentials in both cases. This should not be
surprising because the magnetic field drastically changed the dynamics in the subcritical regime (g < gc) by effectively
turning it into a supercritical one.
By studying how the minimum of the effective potential evolves with the temperature, we determine the temper-
ature dependence of the dynamically generated fermion mass, i.e., mdyn(T ) = σ¯(T ). Formally, the minimum of the
potential can be located by solving the following gap equation:
dVβ(σ)
dσ = 0. (101)
The numerical solution to this equation reveals that the dynamical mass gradually decreases with the temperature T
and turns to zero at T ≥ Tc. This is in agreement with the qualitative behavior of the effective potentials in Fig. 3.
Such a temperature dependence implies that a symmetry restoring phase transition occurs at T = Tc. Taking into
account that the dynamical mass is a continuous function of the temperature at T = Tc, the corresponding transition
is a second order one.
The compilation of the numerical results for the critical temperature Tc as a function of the coupling constant and
magnetic field is shown in the left panel of Fig. 4. It may be instructive to compare these results with those for the
dynamical mass at zero temperature, shown in Fig. 1. The qualitative resemblance between the two is obvious and can
be easily understood. The larger is the value of the dynamical mass mdyn at T = 0, the stronger thermal fluctuations are
needed to destroy it. A more careful comparison shows that the approximate relation between the critical temperature
and the zero-temperature mass is Tc ≈ mdyn/2, i.e., the ratio of the two is about 1/2. This is supported by the numerical
results in the right panel of Fig. 4, which shows the ratio Tc/mdyn as a function of the coupling constant for several
fixed values of the magnetic field. As we see, the above approximate relation indeed holds at weak coupling. As the
coupling increases towards gc, however, some deviations become evident. At exactly g = gc, the ratio of the critical
temperature to the zero-temperature dynamical mass approaches Tc/mdyn ≈ 0.541, which is about 8% larger than the
result at weak coupling (g → 0). The ratio departs from 1/2 even more when g > gc. It is important to emphasize that
the ratio Tc/mdyn ≈ 0.541 at g = gc (scaling region) is independent of the magnetic field. In the corresponding critical
(scaling) region, there is only one independent scale in the problem and it is associated with the external magnetic
24
ÈeBÈ=0.01L2
ÈeBÈ=0.11L2
ÈeBÈ=0.21L2
ÈeBÈ=0.31L2
ÈeBÈ=0.41L2
0.0 0.2 0.4 0.6 0.8 1.0
0.50
0.51
0.52
0.53
0.54
0.55
0.56
ggc
T c
m
dy
n
Figure 4: (Color online) Left panel: Critical temperature as a function of the coupling constant g/gc and the magnetic field in the NJL model in
2+ 1 dimensions (cf. with the dynamical mass in Fig. 1). Right panel: The ratio of the critical temperature to the zero-temperature dynamical mass
for several fixed values of the magnetic field.
field. Therefore, at g = gc, all dimensionfull dynamical parameters scale as appropriate powers of the magnetic scale,
while all dimensionless quantities (e.g., such as Tc/mdyn) must be independent of the field.
Here it may be appropriate to recall that, in accordance with the Mermin-Wagner-Coleman theorem [225, 226], a
continuous symmetry cannot be spontaneously broken at nonzero temperature in 2 + 1 dimensions. This is because
the dynamics of zero modes in (2 + 1)-dimensional field theories is two dimensional at nonzero temperature. As a
result, strong fluctuations of the would-be-NG modes destroy the order parameter, which means that the corresponding
continuous symmetry is not broken.
In the NJL model at finite temperature (in both cases with and without the magnetic field), the Mermin-Wagner-
Coleman theorem manifests itself only beyond the leading order in 1/N. One plausible possibility of what happens at
T , 0 beyond the leading order in 1/N is the following. The dynamics of the zero mode in this model is essentially
equivalent to that of the SU(2) σ-model in two-dimensional Euclidean space. As is known, the SU(2) symmetry is
exact in the latter model and, as a result, the would-be-NG bosons become massive excitations [245]. Therefore, it
seems plausible that, in the (2 + 1)-dimensional NJL model in a magnetic field, the SU(2) symmetry will be restored
at any finite temperature, and the dynamically generated mass mdyn of fermions will disappear. The question whether
this, or another, scenario is realized at finite temperature in this model deserves further study. One of the possibilities
has been recently discussed in Ref. [246], where the authors argued that the finite temperature phase transition in this
model should be of the Berezinski-Kosterlitz-Thouless type [247, 248].
Before concluding this section, let us also address the effect of a nonzero chemical potential on the dynamical
generation of fermion mass. The corresponding effective potential can be easily obtained from the general expression
in Eq. (99) by taking the limit β → ∞ (i.e., T → 0). The explicit form of the resulting potential Vµ(σ) ≡ Vβ=∞,µ(σ)
reads
Vµ(σ) = N
π
 Λ2√π
( √
π
g
− 1
)
σ2 −
√
2
l3
ζ
(
− 1
2
,
(σl)2
2
+ 1
)
− σ
2l2
 −
− N |eB|
2π
(|µ| − σ)θ(|µ| − σ) + 2 ∞∑
k=1
|µ| −
√
σ2 +
2k
l2
 θ
|µ| −
√
σ2 +
2k
l2

 . (102)
The graphical representation of this effective potential at a moderately strong magnetic field, |eB| = 0.1Λ2, is shown in
Fig. 5 for several values of the chemical potential and two fixed values of the coupling constant. As we see, a nonzero
chemical potential µ affects the behavior of the potential only at σ < |µ|. By recalling that the variational parameter σ
plays the role of a dynamical fermion mass, this feature should not be surprising at all in the limit of zero temperature.
When |µ| is smaller than the fermion mass σ, the chemical potential cannot affect the corresponding variational state
simply because it lies in the energy gap between the occupied (negative energy) states in the Dirac see and the empty
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Figure 5: (Color online) The thermodynamic potential Vµ(σ) in 2 + 1 dimensions for several values of the chemical potential and two fixed values
of the coupling constant: g = 0.9gc (left panel) and g = 1.1gc (right panel).
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Figure 6: (Color online) Left panel: Critical chemical potential at T = 0 as functions of the coupling constant g/gc and the magnetic field |eB|/Λ2
in the NJL model in 2 + 1 dimensions. Right panel: The rich structure of the phase diagram in the regime of weak magnetic field with the model
assumption that the chiral condensate is the only possible order parameter.
states with positive energies.
The compilation of the numerical results for the critical chemical potential µc as a function of the coupling constant
and magnetic field is shown in the left panel of Fig. 6. It may be instructive to compare these results with those for the
dynamical mass at zero temperature in Fig. 1 and the critical temperature in Fig. 4. In most regions of the parameter
space, there is a clear qualitative similarity. One exception is the region of sufficiently small magnetic fields and
g > gc, where the behavior of the critical chemical potential appears to be counterintuitive: there µc decreases with
the field. Moreover, upon a closer examination of the effective potential in the regime of weak fields, we find that the
dynamics is even more complicated than the simplified 3D phase diagram in the left panel of Fig. 6 reveals. In fact,
the corresponding phase diagram shows only one of the branches of the critical chemical potential.
Because of the highly oscillatory behavior of the effective potential, associated with a large number of nearly
degenerate Landau levels, the model at hand formally experiences an infinite number of quantum phase transitions. A
representative snapshot of the detailed phase diagram at a fixed value of coupling is shown in the right panel of Fig. 6.
The thick (thin) solid lines represent first (second) order phase transitions. The dotted lines separate the regions of the
symmetric phase with different number of Landau levels filled, but do not formally correspond to phase transitions in
the conventional sense. While there is only one symmetric phase, there appear to be an infinite number of symmetry
broken states (χSBi where i = 0, 1, 2, . . .). The latter differ by the value of the Dirac mass and the number of filled
Landau levels. They are generically separated from one another by first order phase transitions.
Before concluding this section, let us mention that the phase diagram in Fig. 6 should not be taken too seriously. In
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the analysis that lead to this diagram, we made a very strong assumption that the chiral condensate is the only possible
order parameter. This may be justifiable in the vacuum state at zero density, as well as at nonzero temperature. The
inclusion of a nonzero chemical potential, on the other hand, may bring in new features that cannot be captured by the
simplest variational ansatz with the Dirac mass alone. For example, a fractional filling of Landau levels may cause
the dynamical generation of other order parameters, associated with the Mott-type metal-insulator phase transitions.
In fact, we will discuss a very important example of such dynamics in more details in Section 4 when studying the
quantum Hall effect in graphene.
2.5. Free fermions in a magnetic field in 3 + 1 dimensions
In this section, we will consider the phenomenon of magnetic catalysis in 3 + 1 dimensions within the framework
of the NJL model. Although its realization is similar to that in 2+1 dimensions, we will show that there are important
differences between the two cases. In particular, we will argue that the underlying dynamics of the magnetic catalysis
in 3 + 1 dimensions is much closer to the BCS dynamics [12, 13] than the magnetic catalysis dynamics in 2 + 1
dimensions.
Let us start from the analysis of the spectrum of (3 + 1)-dimensional Dirac fermions in a constant magnetic field
B. Without loss of generality, we assume that the field points in the z-direction. The Lagrangian density reads
L = 1
2
[
¯Ψ, (iγµDµ − m)Ψ
]
, (103)
where the covariant derivative Dµ has the same form as in Eq. (2). Also, the same Landau gauge (3) is used for the
vector potential. In the vector notation, A = (−By, 0, 0). The energy spectrum is well known and is given by [205]
En(kz) = ±
√
m2 + 2|eB|n + k2z , (104)
where index n = 0, 1, 2, . . . labels the Landau levels. As in 2 + 1 dimensions, each Landau level is highly degenerate:
for a fixed value of the longitudinal momentum kz, the number of states is equal to |eB|2π S xy at n = 0 and
|eB|
π
S xy at n > 0,
where S xy is the area occupied by the system in the xy-plane. In the Landau gauge used, this degeneracy is connected
with the momentum kx, which also determines the y-coordinate of the center of a fermion orbit [205]. This is very
similar to the (2 + 1)-dimensional case, discussed in detail in Section 2.2.
As the fermion mass m goes to zero, there is no energy gap between the vacuum and the lowest Landau level with
n = 0. In this case, the density of states at zero energy is
ν0 =
1
V
dN0
dE0
∣∣∣∣∣
E0=0
=
1
S xyLz
dN0
dE0
∣∣∣∣∣
E0=0
=
|eB|
4π2
, (105)
where E0 = |kz| and dN0 = S xyLz |eB|2π dkz2π and Lz is the system size in z-direction. We will see that the dynamics of the
LLL plays the crucial role in catalyzing spontaneous chiral symmetry breaking. In particular, the density of states ν0
plays the same role here as the density of states on the Fermi surface νF in the theory of superconductivity [12, 13].
The important feature of the dynamics in the analysis below will be associated with the (1+1)-dimensional nature
of the LLL, which dominates at low energies. It is described by two continuous variables, i.e., the momentum kz and
the energy E. Recall that the momentum ky is replaced by the discrete quantum number n and the dynamics does not
depend on the momentum kx. Just like in 2+ 1 dimensions, the LLL dynamics is subject to the dimensional reduction
D → D − 2.
In order to see the implications of the dimensional reduction in 3 + 1 dimensions, let us calculate the chi-
ral condensate 〈0| ¯ΨΨ|0〉 in this problem. The condensate is expressed through the fermion propagator S (u, u′) =
〈0|TΨ(u) ¯Ψ(u′)|0〉:
〈0| ¯ΨΨ|0〉 = − lim
u→u′
tr
[
S (u, u′)] . (106)
The propagator in a magnetic field was calculated by Schwinger [42] and is quoted in Appendix A.1. It has the form
of a product of the Schwinger phase factor exp
(
−ie
∫ u
u′ Aλdz
λ
)
, where the line integral is calculated along the straight
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line, and a translation invariant function ¯S (u − u′). The Fourier transform of ¯S (u) in Euclidean space (with k0 → ik4,
s → −is) is given by
¯S E(k) = −i
∫ ∞
0
ds exp
[
−s
(
m2 + k24 + k
2
3 + k
2
⊥
tanh(eBs)
eBs
)]
×
[
m − kµγµ + i(k2γ1 − k1γ2) tanh(eBs)
] [
1 + iγ1γ2 tanh(eBs)] , (107)
where k⊥ = (k1, k2). Note that matrices γ4 = −iγ0 and γi ≡ γi (i = 1, 2, 3) in the Euclidean space are antihermitian.
From Eqs. (106) and (107) we obtain the following expression for the condensate:
〈0| ¯ΨΨ|0〉(3+1) = − 4m(2π)4
∫
d4k
∫ ∞
1/Λ2
ds exp
[
−s
(
m2 + k24 + k
2
3 + k
2
⊥
tanh(eBs)
eBs
)]
= −meB
4π2
∫ ∞
1/Λ2
ds
s
e−sm
2
coth(eBs), (108)
where Λ is an ultraviolet cutoff. In the limit m → 0, this gives
〈0| ¯ΨΨ|0〉(3+1) ≃ − lim
Λ→∞
lim
m→0
m
4π2
[
Λ2 + |eB| ln |eB|
πm2
− m2 ln Λ
2
2|eB| + O
(
m4
|eB|
)]
= 0, (109)
This result implies that there is no spontaneous chiral symmetry breaking for the system of free fermions in a magnetic
field in 3 + 1 dimensions. This is very different from the (2 + 1)-dimensional case.
We can trace the most singular contribution, proportional to m|eB| ln(m) at m → 0, in the condensate in Eq. (109)
to the integration at large values of the proper-time coordinate, s → ∞. The corresponding singularity is directly
connected with the effective dimensional reduction in the infrared dynamics, D → D − 2, produced by the magnetic
field. When the field is switched off (B → 0), the integrand in Eq. (108) is proportional to 1/s2 and the proper-time
integration is convergent in infrared (s → ∞). In contrast, at nonzero B, the integrand behaves as 1/s and produces the
mentioned logarithmic singularity. The corresponding 1/s asymptote of the proper-time function is characteristic for a
(1+ 1)-dimensional model without external fields. From the physics viewpoint, the dimensional reduction D → D− 2
can be also interpreted as the restriction of the fermion motion in the two directions perpendicular to the magnetic
field.
Let us show that the logarithmic singularity is due to the LLL dynamics. Instead of using the propagator in
Eq. (107), for this purpose, it is more convenient to utilize the Landau level representation of the propagator. It can be
obtained in the same way as in 2 + 1 dimensions from Eq. (107) by making use of the identity (33). Alternatively, it
can be derived by using the method in Appendix A.2. The final result reads
¯S E(k) = −i exp
(
− k
2
⊥
|eB|
) ∞∑
n=0
(−1)n Dn(eB, k)
k24 + k23 + m2 + 2eBn
(110)
where
Dn(eB, k) = (m − k4γ4 − k3γ3)
{[
1 + iγ1γ2sign(eB)] Ln
(
2
k2⊥
|eB|
)
− [1 − iγ1γ2sign(eB)] Ln−1
(
2
k2⊥
|eB|
)}
,
+4(k1γ1 + k2γ2)L1n−1
(
2
k2⊥
|eB|
)
. (111)
By definition, Ln(x) ≡ L0n(x) and Lα−1(x) = 0.
In the lowest Landau level approximation, the propagator ¯S E(k) becomes
¯S 0(3+1)(k) = −i exp
(
− k
2
⊥
|eB|
)
m − k4γ4 − k3γ3
k24 + k
2
3 + m
2
[
1 + iγ1γ2sign(eB)] , (112)
where the projection operator [1 + iγ1γ2sign(eB)] /2 on the right hand side reflects the spin polarized nature of the
LLL states. The orientation of the spin is parallel (antiparallel) to the magnetic field in the case of a positive (negative)
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electric charge of the fermions. The propagator in Eq. (112) explicitly demonstrates the (1+ 1)-dimensional character
of the LLL dynamics, which is described by two continuous variables k3 and k4. The corresponding approximate
expression for the condensate is given by
〈0| ¯ΨΨ|0〉(3+1) = − lim
Λ→∞
lim
m→0
4m
(2π)4
∫
d4k exp
(
− k
2
⊥
|eB|
)
1
k24 + k23 + m2
≃ − lim
Λ→∞
lim
m→0
m|eB|
(2π)2 ln
Λ2
m2
= 0. (113)
This result reconfirms that the logarithmic singularity m|eB| ln(m) originates from the LLL.
The analysis in both 2 + 1 and 3 + 1 dimensions suggests that there is a universal mechanism of the enhancement
of the generation of fermion masses in a magnetic field. The fermion pairing is dominated by fermions in the LLL,
which is subject to the dimensional reduction D → D − 2. Because of such a reduction, the pairing in the presence of
a magnetic field is effectively much stronger than without the field. As a consequences, the spontaneous chiral (flavor)
symmetry breaking takes place even at the weakest attractive interaction between fermions.
2.6. The NJL model in a magnetic field in 3 + 1 dimensions
Let us consider the Nambu–Jona-Lasinio (NJL) model with the UL(1) × UR(1) chiral symmetry:
L = 1
2
[
¯Ψ, (iγµDµ)Ψ
]
+
G
2
[(
¯ΨΨ
)2
+
(
¯Ψiγ5Ψ
)2]
, (114)
where Dµ is the covariant derivative (3) and fermion fields carry an additional, “color”, index α = 1, 2, . . . , N. The
theory is equivalent to the theory with the Lagrangian density
L = 1
2
[
¯Ψ,
(
iγµDµ
)
Ψ
]
− ¯Ψ
(
σ + iγ5π
)
Ψ − 1
2G
(
σ2 + π2
)
, (115)
where σ = −G ¯ΨΨ and π = −G ¯Ψiγ5Ψ. The effective action for the composite fields σ and π is
Γ(σ, π) = − 1
2G
∫
d4u
(
σ2 + π2
)
+ ˜Γ(σ, π), (116)
where
˜Γ(σ, π) = −iTr Ln
[
iγµDµ − (σ + iγ5π)
]
. (117)
As N → ∞, the path integral over the composite fields is dominated by stationary points of their action: δΓ/δσ =
δΓ/δπ = 0. We will analyze the dynamics in this limit by using the expansion of the action Γ in powers of derivatives
of the composite fields.
2.6.1. The effective potential and gap equation
We begin by calculating the effective potential V . Since V depends only on the UL(1) × UR(1)-invariant ρ2 =
σ2+π2, it is sufficient to consider a configuration with π = 0 and σ independent of the space-time coordinate u. Then,
by rewriting the expression in Eq. (117) with the help of proper-time method [42], we derive the following potential:
V(ρ) = ρ
2
2G
+ ˜V(ρ) = ρ
2
2G
+
N
8π2
∫ ∞
1/Λ2
ds
s2
e−sρ
2 1
l2
coth
(
s
l2
)
=
ρ2
2G
+
N
8π2
[
Λ4
2
+
1
3l4
ln(Λl)2 + 1 − γ − ln 2
3l4
− (ρΛ)2 + ρ
4
2
ln(Λl)2 + ρ
4
2
(1 − γ − ln 2)
+
ρ2
l2
ln ρ
2l2
2
− 4
l4
ζ′
(
−1, ρ
2l2
2
+ 1
) ]
, (118)
where the magnetic length l ≡ |eB|−1/2, ζ′(−1, x) = ddνζ(ν, x)|ν=−1, ζ(ν, x) is the generalized Riemann ζ-function [206],
and γ ≈ 0.577 is the Euler constant. The gap equation dV/dρ = 0 is
Λ2
(
1
g
− 1
)
= −ρ2 ln (Λl)
2
2
+ γρ2 +
1
l2
ln (ρl)
2
4π
+
2
l2
ln Γ
(
ρ2l2
2
)
+ O
(
1
Λ
)
, (119)
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Figure 7: (Color online) The dynamical mass as a function of |eB| for several fixed values of the coupling constant.
where the dimensionless coupling constant g = NGΛ2/(4π2). In the derivation of this equation, we used the relations
[206]
d
dxζ(ν, x) = −νζ(ν + 1, x), (120)
d
dνζ(ν, x)
∣∣∣∣
ν=0
= ln Γ(x) − 1
2
ln 2π, (121)
ζ(0, x) = 1
2
− x. (122)
As B → 0 (l → ∞), we recover the known gap equation in the NJL model (for a review see the book [201]):
Λ2
(
1
g
− 1
)
= −ρ2 ln Λ
2
ρ2
. (123)
This equation admits a nontrivial solution only if g is supercritical, g > gc = 1. As Eq. (115) implies, a solution to
Eq. (123), ρ = σ¯, coincides with the fermion dynamical mass, σ¯ = mdyn, and the dispersion relation for fermions is
given by Eq. (104) with m replaced by σ¯. We will show that the magnetic field changes the situation dramatically: at
B , 0, a nontrivial solution exists at all g > 0. We will first consider the case of subcritical g, g < gc = 1, which in
turn can be divided into two subcases: (i) g ≪ gc and (ii) g → gc − 0 (nearcritical g). Since at g < gc = 1 the left-hand
side in Eq. (119) is positive and the first term on the right-hand side in this equation is negative, we conclude that a
nontrivial solution to this equation may exist only at ρ2 lnΛ2l2 ≪ l−2 ln(ρl)−2. Then, at g ≪ 1, we find the solution:
m2dyn ≡ σ¯2 ≃
1
πl2
exp
(
−1 − g
g
Λ2l2
)
=
eB
π
exp
(
Λ2
|eB|
)
exp
(
− 4π
2
|eB|NG
)
. (124)
The numerical solutions for the dynamical mass as a function of |eB| for several fixed values of the coupling constant
are shown in Fig. 7. We checked that the numerical results agree quite well with the approximate analytical expression
in Eq. (124).
It is instructive to compare this result with that in (2 + 1)-dimensional NJL model in a magnetic field and with the
BCS relation for the energy gap in the theory of superconductivity [12, 13]. While the expression for m2dyn in Eq. (124)
has an essential singularity at g = 0, in (2 + 1)-dimensional NJL model m2dyn is analytic at g = 0: m2dyn ∼ |eB|2g2/Λ2
[see Eq. (73)]. The latter is connected with the fact that the condensate 〈0| ¯ΨΨ|0〉(2+1) in 2 + 1 dimensions is nonzero
even for free fermions in a magnetic field, see Section 2.3. As a result, the dynamical mass is analytic in g in that case,
as was shown in Section 2.4.1. This is in turn connected with the point that, because of the dimensional reduction
D → D − 2 in a magnetic field, the LLL dynamics of the fermion pairing in a magnetic field in 2 + 1 dimensions is
effectively (0 + 1)-dimensional. In fact, as will be shown in Section 2.7, it can be described by the one-dimensional
Schro¨dinger equation in quantum mechanics.
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On the other hand, the dynamics of the fermion pairing in a magnetic field in 3 + 1 dimensions is (1 + 1)-
dimensional. We recall that, because of the Fermi surface, the dynamics of the electron pairing in BCS theory is also
(1 + 1)-dimensional. This analogy is rather deep. In particular, the expression (124) for mdyn can be rewritten in a
form similar to that for the energy gap ∆ in the BCS theory: while ∆ ∼ ωD exp (−const/GS νF ), where ωD is the Debye
frequency, GS is a coupling constant and νF is the density of states on the Fermi surface. Similarly, the expression for
the mass mdyn can be rewritten as mdyn ∼
√
eB exp (−1/2NGν0), where ν0 is the density of LLL states on the energy
surface E = 0 given in Eq. (105). As we see, the energy surface E = 0 plays the role analogous of the Fermi surface.
Let us now consider the nearcritical g with Λ2(1 − g)/gρ2 ≪ lnΛ2l2. Looking for a solution with ρ2l2 ≪ 1, we
come to the following equation:
1
ρ2l2
ln 1
πρ2l2
≃ lnΛ2l2, (125)
that gives the solution
m2dyn = σ¯
2 ≃ |eB|
ln
[
(lnΛ2l2)/π
]
lnΛ2l2
. (126)
In order to reveal the physical meaning of this solution, let us recall that, at g = gc, the NJL model is equivalent to
the (renormalizable) Yukawa model [201]. To the leading order in 1/N expansion, the renormalized Yukawa coupling
α
(l)
Y = (g(l)Y )2/(4π), related to the energy scale µ ≃ l−1, is given by α(l)Y ≃ π/ lnΛ2l2 [201]. Therefore, the dynamical
mass (126) can be equivalently rewritten as
m2dyn ≃ |eB|
α
(l)
Y
π
ln
1
α(l)Y
. (127)
Thus, as expected in a renormalizable theory, the ultraviolet cutoff Λ is removed from the observable mdyn through the
renormalization of parameters (the coupling constant in the case at hand).
At g > gc, an analytic expression for mdyn can be obtained at a weak magnetic field, satisfying the condition
|eB|1/2/m(0)dyn ≪ 1, where m(0)dyn is the solution to the gap equation (123) at B = 0. Then, from Eq. (119), we find
m2dyn ≃
(
m
(0)
dyn
)2 1 + |eB|23(m(0)dyn)4 ln(Λ/m(0)dyn)2
 , (128)
i.e., mdyn increases with |eB|. In the nearcritical region, with g − gc ≪ 1, this expression for m2dyn can be rewritten as
m2dyn ≃
(
m
(0)
dyn
)2 1 + 13πα(mdyn)Y |eB|
2
(m(0)dyn)4
 , (129)
where, in leading order in 1/N, α(mdyn)Y ≃ π/ ln(Λ/m(0)dyn)2 is the renormalized Yukawa coupling related to the scale
µ = m(0)dyn.
2.6.2. The spectrum of the collective excitations
Let us now turn to the kinetic term. The chiral UL(1) × UR(1) symmetry implies that the general form of the
kinetic term is
Lk =
Fµν1
2
(∂µρ j∂νρ j) +
Fµν2
ρ2
(ρ j∂µρ j)(ρi∂νρi), (130)
where ρ = (σ, π) and Fµν1 , Fµν2 are functions of ρ2. These functions can be obtained by using the same method that
was used in Section 2.4.2 in the study of the NJL model in 2 + 1 dimensions (see also Appendix B.1). We find that
31
the diagonal components of Fµν1 and F
µν
2 are the only nonzero functions, i.e.,
F001 = F
33
1 =
N
8π2
[
ln Λ
2l2
2
− ψ
(
ρ2l2
2
+ 1
)
+
1
ρ2l2
− γ + 13
]
, (131)
F111 = F
22
1 =
N
8π2
[
ln Λ
2
ρ2
− γ + 13
]
, (132)
F002 = F
33
2 = −
N
24π2
[
ρ2l2
2
ζ
(
2, ρ
2l2
2
+ 1
)
+
1
ρ2l2
]
, (133)
F112 = F
22
2 =
N
8π2
[
ρ4l4ψ
(
ρ2l2
2
+ 1
)
− 2ρ2l2 ln Γ
(
ρ2l2
2
)
− ρ2l2 ln ρ
2l2
4π
− ρ4l4 − ρ2l2 + 1
]
, (134)
where ψ(x) = d [ln Γ(x)] /dx.
By making use of the kinetic term for the bosonic fields in the long-wavelength approximation (130) and the
explicit form of the effective potential (118), we formally obtain the following spectrum for the σ and π excitations:
Eπ =
√
v2π,⊥k2⊥ + k23, (135)
Eσ =
√
M2σ + v2σ,⊥k2⊥ + k23. (136)
The π-mode is a gapless NG boson, associated with the spontaneous symmetry breaking of the chiral symmetry. The
general expressions for the two velocity parameters and the mass of the σ-mode are given by
v2π,⊥ =
F111
F001
, (137)
v2σ,⊥ =
F111 + 2F
11
2
F001 + 2F
00
2
, (138)
M2σ =
V ′′(σ¯)
N(F001 + 2F002 )
. (139)
Note that the longitudinal velocity parameters coincide with the speed of light, i.e., vπ,‖ = vσ,‖ = 1. This is consistent
with the fact that the magnetic field in 3+1 dimensions does not completely break the SO(1, 3) Lorentz group of space-
time transformations, but leaves the SO(1, 1) subgroup of the Lorentz boosts in the direction of the field unbroken.
Let us start with the discussion of the dispersion relations of the composite π- and σ-modes in subcritical region,
g < gc. As in the case of the (2 + 1)-dimensional NJL model, it is instructive to analyze the weak coupling and
nearcritical regimes separately.
By making use of the expansion in small mdynl at weak coupling, g ≪ gc = 1, we obtain the following relations:
Eπ ≃
( (mdynl)2(Λl)2
g
k2⊥ + k23
)1/2
, (140)
Eσ ≃
(
12m2dyn +
3(mdynl)2(Λl)2
g
k2⊥ + k23
)1/2
. (141)
By taking into account the explicit expression for the dynamical mass in Eq. (124), we find that the transverse velocity
vπ,⊥ of the gapless π-mode is less then 1.
Similarly, in the nearcritical region, we derive
Eπ ≃

1 − 1ln π/α(l)Y
k2⊥ + k23

1/2
, (142)
Eσ ≃
4m2dyn
1 + 23 ln π/α(l)Y
 +
1 − 13 ln π/α(l)Y
k2⊥ + k23

1/2
, (143)
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where we used the dynamical mass in Eq. (127). We see that, as expected in the case of a renormalizable theory, the
cutoff Λ dropped out from observables Eσ and Eπ.
Now, we proceed to the supercritical regime at large coupling, g > gc = 1. In this case, the analytical expression
for the dispersion relations of the composite bosonic fields can be easily derived in the weak magnetic field limit
(l → ∞). The results read
Eπ ≃

1 − (eB)23m4dyn ln(Λ/mdyn)2
k2⊥ + k23

1/2
, (144)
Eσ ≃
[
4m2dyn
1 + 13 ln(Λ/mdyn)2 +
4(eB)2
9m4dyn ln(Λ/mdyn)2
 +
1 − 11(eB)245m4dyn ln(Λ/mdyn)2
k2⊥ + k23
]1/2
, (145)
with mdyn is given in Eq. (128). One can see that the magnetic field reduces the transverse velocity vπ,⊥ of π in this
case as well. In the nearcritical region with g − gc ≪ 1, the last expression can be rewritten in terms of the renor-
malized Yukawa coupling α(mdyn)Y , related to the scale µ = mdyn. Indeed, by taking into account that the corresponding
renormalized coupling is given by α(mdyn)Y ≃ π/ ln(Λ/mdyn)2 to leading order in 1/N, we find the following dispersion
relations in the nearcritical region with g − gc ≪ 1:
Eπ ≃

1 − α(mdyn)Y (eB)23πm4dyn
k2⊥ + k23

1/2
, (146)
Eσ ≃
[
4m2dyn
1 + α(mdyn)Y
 13π + 4(eB)
2
9πm4dyn

 +
1 − α(mdyn)Y 11(eB)245πm4dyn
k2⊥ + k23
]1/2
. (147)
The present model illustrates the general phenomenon in 3 + 1 dimensions. In the infrared region, an external
magnetic field reduces the dynamics of fermion pairing to (1 + 1)-dimensional dynamics (in the lowest Landau level)
thus generating a dynamical mass for fermions even at the weakest attractive interactions. A concrete realization of
dynamical symmetry breaking is of course different in different models. The detailed analysis of magnetic catalysis in
(3+1)-dimensional gauge theories, both quantum electrodynamics and quantum chromodynamics, will be considered
in Section 3. The applications of the magnetic catalysis for the description of the dynamics in Dirac/Weyl semimetals
will be discussed in Section 6.
2.6.3. Thermodynamic properties
Let us now briefly discuss the thermodynamic properties of the (3 + 1)-dimensional NJL model in a magnetic
field. As expected, just like in 2+ 1 dimensions, the symmetry will be restored at sufficiently high temperature and/or
sufficiently large chemical potential.
The leading order approximation for the thermodynamic (effective) potential in the (3 + 1)-dimensional NJL
model in the 1/N expansion can be easily derived in the general case of nonzero temperature T and chemical potential
µ [240–242], see also Appendix C.2. The corresponding explicit expression reads
V (3+1)β,µ (ρ) = V (3+1)(ρ) −
N
2βπ2l2
∫ ∞
0
dk3
ln
[
1 + e−β
(√
ρ2+k23−µ
)]
+ 2
∞∑
n=1
ln
[
1 + e−β
(√
ρ2+k23+2n/l2−µ
)]
+ (µ→ −µ)
 .
(148)
where β = 1/T and V (3+1)(ρ) is the effective potential at T = µ = 0 given in Eq. (118). The thermodynamic potential
in Eq. (148) can be studied in the most general case by using numerical methods. This is not the goal here. Instead,
we would like to show only that the main effect of both temperature and chemical potential is to help restoring the
chiral symmetry in the NJL model.
First let us concentrate on the temperature effects and set µ = 0. The representative behavior of the thermodynamic
potential at several fixed values of temperature are shown in Fig. 8. The corresponding numerical results were calcu-
lated for a moderately strong magnetic field, |eB| = 0.1Λ2, and two fixed values of the coupling constant: g = 0.9gc
in the left panel and g = 1.1gc in the right panel. We see that the value of the dynamical mass mdyn(T ) = σ¯(T ), where
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Figure 8: (Color online) The thermodynamic potential Vβ(σ) in 3 + 1 dimensions for several values of temperature and two fixed values of the
coupling constant: g = 0.9gc (left panel) and g = 1.1gc (right panel).
σ¯(T ) is the location of the minimum of the potential, decreases with increasing temperature and vanishes altogether
for T ≥ Tc. While the chiral symmetry is broken for T < Tc, it is restored for T ≥ Tc. By noting that mdyn(T ) is
a continuous function at T = Tc, the corresponding phase transition is a second order type. The value of the critical
temperature Tc depends on the coupling constant g. For the two cases shown in Fig. 8, we obtain Tc ≈ 0.06Λ (at
g = 0.9gc) and Tc ≈ 0.14Λ (at g = 1.1gc). It is not surprising that the critical temperature Tc grows with increasing
coupling.
At zero temperature (or β→ ∞), but nonzero chemical potential the effective potential takes the following simple
form [243]:
V (3+1)µ (ρ) = V (3+1)(ρ) −
N
4π2l2
|µ|√µ2 − ρ2 − ρ2 ln |µ| +
√
µ2 − ρ2
ρ
 θ (|µ| − |ρ|)
− N
2π2l2
∞∑
n=1
|µ|√µ2 − ρ2 − 2n/l2 − (ρ2 + 2n/l2) ln |µ| +
√
µ2 − ρ2 − 2n/l2√
ρ + 2n/l2
 θ
(
|µ| −
√
ρ + 2n/l2
)
.
(149)
The latter was studied in detail in Refs. [53, 57, 58, 66, 72]. Here we will discuss only the characteristic behavior
of the zero temperature effective potential V (3+1)µ (ρ) in order to support the claim that the chemical potential tends to
restore the chiral symmetry. The potential is shown in Fig. 9 for a moderately strong magnetic field, |eB| = 0.1Λ2 and
several values of the chemical potential. In the two plots, we show the numerical results for different values of the
coupling constant: g = 0.9gc in the left panel and g = 1.1gc in the right panel. As expected at T = 0, the chemical
potential µ affects the behavior of the effective potential only in the region with σ < |µ|. The chemical potential has
no effect on the vacuum in the opposite case, σ > |µ|, because µ lies in the energy gap (from E = −σ to E = σ) that
separates the occupied states in the Dirac see and the unoccupied positive energy states.
Unlike the temperature, the chemical potential generically leads to a first order phase transition at the critical point.
Indeed, as we see from Fig. 9, the dynamical mass changes discontinuously from mdyn(µc − 0) , 0 to mdyn(µc + 0) = 0
at µ = µc. The value of the critical chemical potential µc is a function of the coupling constant g. While µc has a
general tendency to grow with g, the actual dependence for small variations of coupling may be more complicated
because of an oscillatory behavior of the potential, especially at not very large values of the magnetic field. For the
two cases shown in Fig. 9, we find that µc ≈ 0.07Λ (at g = 0.9gc) and µc ≈ 0.166Λ (at g = 1.1gc).
2.7. Bethe-Salpeter equation for Nambu-Goldstone bosons in NJL model
In this subsection, we look at the dynamics of magnetic catalysis in the NJL from a slightly different perspective.
We study the problem of bound states with the quantum numbers of the Nambu–Goldstone (NG) bosons, using the
method of a homogeneous Bethe-Salpeter equation (for a review, see Ref. [201]). Because of the Goldstone theorem
[220, 249, 250], spontaneous breaking of a continuous global symmetry causes the appearance of gapless NG bosons
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Figure 9: (Color online) The thermodynamic potential Vµ(σ) in 3 + 1 dimensions for several values of the chemical potential and two fixed values
of the coupling constant: g = 0.9gc (left panel) and g = 1.1gc (right panel).
in the low-energy spectrum of the theory. The total number of such bosons and their quantum numbers are determined
by the broken symmetry generators.
Let us start our analysis in 3 + 1 dimensions. We will assume that the fermions are weakly interacting and use
the ladder approximation, which will be justified in this case. The explicit form of the homogeneous Bethe-Salpeter
equation for the NG bound state π is given by [201]:
χAB(u, u′; P) = −i
∫
d4u1d4u′1d4u2d4u′2GAA1 (u, u1)KA1 B1;A2 B2(u1u′1, u2u′2)χA2B2(u2, u′2; P)GB1B(u′1, u′) , (150)
where the Bethe-Salpeter wave functionχAB(u, u′; P) = 〈0|TψA(u) ¯ψB(u′)|P; π〉 and the fermion propagatorGAB(u, u′) =
〈0|TψA(u) ¯ψB(u′)|0〉; the indices A = (nα) and B = (mβ) include both Dirac (n,m) and color (α, β) indices. Notice that
despite the presence of an external field Aµ breaking the conventional translation invariance, the total momentum P
is a good, conserved, quantum number for neutral bound states such as the gapless π mode (see Section 2.8). In this
problem, it will be convenient to use the symmetric gauge for an external vector potential,
Ak = −B
2
yδk1 +
B
2
xδk2 (symmetric gauge). (151)
To leading order in 1/N, the Bethe-Salpeter kernel in the NJL model is given by [201]:
KA1 B1;A2 B2(u1u′1, u2u′2) = G
[
δA1B1δB2A2 + δα1β1δβ2α2 (iγ5)n1m1 (iγ5)m2n2 − δA1A2δB2B1 − δα1α2δβ2β1(iγ5)n1n2 (iγ5)m2m1
]
× δ4(u1 − u′1)δ4(u1 − u2)δ4(u1 − u′2) . (152)
Also, in the ladder approximation, the full-fermion propagator coincides with the propagator S (u, u′) of a free fermion
(with m = mdyn) in a magnetic field.
Let us now factorize the Schwinger phase factor in the Bethe-Salpeter wave function:
χAB(R, r; P) = δαβ exp
[
−irµeAµ(R)
]
e−iPRχ˜nm(R, r; P) , (153)
where we introduced the relative coordinate, r = u − u′, and the center of mass coordinate, R = (u + u′)/2. Then,
Eq. (150) can be rewritten as follows:
χ˜nm(R, r; P) = −iNG
∫
d4R1 ¯S nn1
(
r
2
+ R − R1
) [
δn1m1 tr
[
χ˜(R1, 0; P)] − (γ5)n1m1 tr [γ5χ˜(R1, 0; P)]
− 1
N
χ˜n1m1 (R1, 0; P) +
1
N
(γ5)n1n2 χ˜n2m2 (R1, 0; P)(γ5)m2m1
]
× ¯S m1m
(
r
2
− R + R1
)
exp
[
irµeAµ(R − R1)
]
exp [iP(R − R1)] . (154)
35
Let us remind that the effect of translation symmetry breaking by the magnetic field in the system of charged fermions
is captured by the Schwinger phase factor in Eq. (153). The Bethe-Salpeter equation (154), however, admits a trans-
lation invariant solution: χ˜nm(R, r; P) = χ˜nm(r, P). This feature is intimately connected with the fact that the corre-
sponding bound states are neutral. By rewriting the equation in momentum space, we obtain
χ˜nm(p; P) = −iNG
∫ d2q⊥d2R⊥d2k⊥d2k‖
(2π)6 exp
[
i(P⊥ − q⊥)r⊥] ¯S nn1
(
p‖ +
P‖
2
, p⊥ − eA(r⊥) + q⊥2
)
×
[
δn1m1 tr
[
χ˜(k; P)] − (γ5)n1m1 tr [γ5χ˜(x; P)] − 1N χ˜n1m1 (k; P) + 1N (γ5)n1n2 χ˜n2m2 (k; P)(γ5)m2m1
]
× ¯S m1m
(
p‖ −
P‖
2
, p⊥ − eA(r⊥) − q⊥2
)
, (155)
where p‖ = (p0, p3) and p⊥ = (p1, p2). Henceforth, we will consider the equation with the total momentum Pµ → 0,
corresponding to gapless NG bosons.
We will consider the case of weakly interacting fermions, when the LLL approximation for the fermion propagator
is justified. Henceforth, for concreteness, we will consider the case eB < 0 (taking into account that the electron charge
is negative, e < 0). Then,
¯S (p) ≃ i exp
(
−l2p2⊥
) pˆ‖ + mdyn
p2‖ − m2dyn
(
1 − iγ1γ2
)
(156)
(see Section 2.5), where pˆ‖ = p0γ0 − p3γ3, and Eq. (155) transforms into the following one:
ρ(p‖, p⊥) = iNGl
2
(2π)5 e
−l2p2⊥
∫
d2A⊥d2k⊥d2k‖e−l
2A2⊥
(
1 − iγ1γ2
)
ˆF
[
ρ(k‖, k⊥)
] (
1 − iγ1γ2
)
, (157)
where
ρ(p‖, p⊥) = ( pˆ‖ − mdyn)χ˜(p‖, p⊥)( pˆ‖ − mdyn) (158)
with χ(p‖, p⊥) ≡ χ(p‖, p⊥; P)
∣∣∣
P=0, and the operator symbol ˆF[ρ] means:
ˆF
[
ρ(k‖, k⊥)
]
= tr
(
ˆk‖ + mdyn
k2‖ − m2dyn
ρ(k‖, k⊥)
ˆk‖ + mdyn
k2‖ − m2dyn
)
− γ5tr
(
γ5
ˆk‖ + mdyn
k2‖ − mdyn
ρ(k‖, k⊥)
ˆk‖ + mdyn
k2‖ − m2dyn
)
− 1
N
ˆk‖ + mdyn
k2‖ − m2dyn
ρ(k‖, k⊥)
ˆk‖ + mdyn
k2‖ − m2dyn
+
1
N
γ5
ˆk‖ + mdyn
k2‖ − m2dyn
ρ(k‖, k⊥)
ˆk‖ + mdyn
k2‖ − m2dyn
γ5 . (159)
By making use of the representation in Eq. (158), we find that the dependence on the parallel and perpendicular
components of the momenta is factorized, i.e., ρ(p‖, p⊥) = exp(−l2p2⊥)ϕ(p‖), where ϕ(p‖) satisfies the equation:
ϕ(p‖) = iNG32π3l2
∫
d2k‖
(
1 − iγ1γ2
)
ˆF
[
ϕ(k‖)
] (
1 − iγ1γ2
)
. (160)
Thus, the Bethe-Salpeter equation has been reduced to a two-dimensional integral equation. Of course, this fact
reflects the two-dimensional character of the dynamics of the LLL, that can be explicitly read off from Eq. (156).
Henceforth, we will use Euclidean space with k4 = −ik0. In order to define the matrix structure of the wavefunction
ϕ(p‖) of the gapless π mode, note that, in the magnetic field described by the symmetric gauge (151), there remains
an unbroken symmetry SO(2) × SO(2) × P, where the SO(2) × SO(2) is connected with rotations in the xy and zx4
planes (x4 = it) and P is the inversion transformation z → −z, under which a fermion field transforms as ψ→ iγ5γ3ψ.
This symmetry implies that the function ϕ(p‖) takes the form:
ϕ(p‖) = γ5(A + iγ1γ2B + pˆ‖C + iγ1γ2 pˆ‖D) (161)
where pˆ‖ = p3γ3 + p4γ4 and A, B, C and D are functions of p2‖ (recall that γµ are antihermitian in Euclidean space).
Substituting expansion (161) into Eq. (160), we find that B = −A, C = D = 0, i.e., ϕ(p‖) = Aγ5 (1 − iγ1γ2). The
function A satisfies the equation
A(p) = NG
4π3l2
∫
d2k A(k)
k2 + m2dyn
. (162)
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The solution to this equation is A(p) = const. Thus, by introducing an ultraviolet cutoff Λ, we obtain the gap equation
for the dynamical mass
1 = NG
4π2l2
∫ Λ2
0
d(k2)
k2 + m2dyn
. (163)
which leads to the following solution:
m2dyn = Λ
2 exp
(
− 4π
2
NG|eB|
)
(D = 3 + 1). (164)
We check that this result agrees with the leading asymptote for the dynamical mass in the weak coupling limit derived
in Section 2.5, see Eq. (124). Because of using a less rigorous LLL approximation, however, the subheading pre-
exponential factor in Eq. (164) differs from that in Eq. (124).
Let us now show that integral equation (162) can be also rewritten in the form of a Schro¨dinger equation. By
introducing the wave function
Ψ(r) =
∫ d2k
(2π)2
e−ik·r
k2 + m2dyn
A(k) (165)
and making use of Eq. (162), we find that Ψ(r) indeed satisfies a Schro¨dinger equation in a 2-dimensional Euclidean
space, (
−∆r + m2dyn + V(r)
)
Ψ(r) = 0, (166)
with the potential given by
V(r) = −NG
πl2 δ
2
Λ(r), (167)
where
δ2Λ(r) =
∫
Λ
d2k
(2π)2 e
−ik·r (168)
is a regularized representation of the δ-function. In the Schro¨dinger equation (166), ∆r is the Laplace operator in the
2-dimensional Euclidean space,
∆r =
∂2
∂x23
+
∂2
∂x24
, (D = 3 + 1). (169)
where the two coordinates of the Euclidean space are the spatial longitudinal direction x3 = z and the imaginary time
x4 = it.
By repeating the same derivations in the case of (2 + 1)-dimensional NJL model, one finds that the gap equation
for the dynamical mass reduces down to
A(p) = NG
2π2l2
∫ Λ
−Λ
dk A(k)
k2 + m2dyn
, (170)
[compare with Eq. (162)]. In the limit Λ → ∞, this yields exactly the same expression for m2dyn as the result at weak
coupling in Eq. (171), i.e.,
m2dyn =
N2G2|eB|2
4π2
, (D = 2 + 1). (171)
In 2 + 1 dimensions, we can also introduce a wave function analogous to that in Eq. (165). It will satisfy a 1-
dimensional Schro¨dinger equation with the potential
V(x3) = −NG
π2
δΛ(x3), (172)
where δΛ(x3) =
∫ Λ
−Λ
dk
2πe
−ikx3 is a regularized form of the δ-function and x3 = it is the imaginary time coordinate.
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In general, as we see from the NJL model studies, the dimensional reduction D → D − 2 plays a crucial role in
the structure of the homogeneous Bethe-Salpeter equation. The latter reduces to a Schro¨dinger equation in a (D − 2)-
dimensional Euclidean space. As will become clear in Section 3, this is a general feature. Even in gauge theories
at weak coupling (see Section 3.1), when the ladder approximation for the Bethe-Salpeter equation is justified, the
infrared dynamics of magnetic catalysis reduces to a Schro¨dinger problem in D − 2 dimensions, but with a different
attractive potential V(r). Unlike in the NJL model, the corresponding potentials in gauge theories are generically
long-ranged.
By noting that −m2dyn plays the role of the energy E in the Schro¨dinger equation (166), the problem of dynamical
mass generation is reduced to finding the spectrum of bound states (with E = −m2dyn < 0) in the Schro¨dinger problem
with an attractive potential V(r). Moreover, by taking into account that only the solution with the largest possible
value of m2dyn defines the stable vacuum [201], the problem is reduced to finding the lowest energy eigenvalue. In
this connection, it is useful to mention some known results regarding the properties of the Schro¨dinger equation in
low-dimensional spaces [251, 252]. For our purposes, the most important is the following property: the Schro¨dinger
equation with an attractive potential in both one-dimensional (d = 1) and two-dimensional (d = 2) spaces always has
at least one bound state with a negative energy. The energy of the lowest energy bound state E has the form
E(G) = −m2dyn(G) = −|eB| f (G) , (173)
where G is a coupling constant. In addition, while the function f (G) is an analytic function of the coupling constant
at G → 0 for d = 1, it is non-analytic at G → 0 for d = 2 [251].
We see that the general result in Eq. (173) agrees with our results for the dynamical masses in the (2 + 1)- and
(3+ 1)-dimensional NJL models. More importantly, however, the knowledge of general properties of the Schro¨dinger
equation provides an additional model-independent insight into the dynamics of chiral symmetry breaking in the
system of charged fermions in a magnetic field. For example, we can now claim that, at B , 0, the dynamical
symmetry breaking will be broken in both D = 3 + 1 and D = 2 + 1 as soon as there is an attractive interaction in the
particle-antiparticle channel. This statement is a direct consequence of the fact that there is always at least one bound
state for the one-dimensional (d = 1) and two-dimensional (d = 2) Schro¨dinger equation with an attractive potential
[251]. In addition, by taking into account that the energy E(G) of the lowest energy bound state is an analytic function
of the coupling constant at G → 0 for d = 1 and a non-analytic function for d = 2 [251], we can make the same
rather general statement about the dependence of the dynamical mass squared, m2dyn(G), on the coupling strength, see
Eq. (173). In the special case of short-range potentials, one can even give the form of the functional dependence on G
as G → 0. In the case of a (3 + 1)-dimensional model (i.e., d = 2), for example, the energy at weak coupling has the
form E(G) ≡ −m2dyn(G) ∝ − exp (−a/G), where a is a positive constant [251].
2.8. The group of magnetic translations
While discussing the magnetic catalysis, we argued that the effective dimensional reduction D → D − 2 in in-
frared dynamics plays a profound role in the fermion-antifermion pairing responsible for the chiral (flavor) symmetry
breaking. In this context, it is appropriate to ask whether the dimensional reduction is consistent with spontaneous
symmetry breaking. According to the Mermin-Wagner-Coleman theorem [225, 226], no spontaneous breakdown of
continuous symmetries are possible in dimensions d = 1 + 1 or less.
In the problem at hand, however, the Mermin-Wagner-Coleman theorem is not applicable. The arguments of the
theorem are based on the fact that gapless NG bosons cannot exist in dimensions d = 1 + 1 or less. In the problem of
magnetic catalysis, the reduction D → D − 2 takes place only for charged particles, but not for the NG bosons, which
are neutral. In fact, unlike the propagator of fermions, the propagator of the NG bosons has a genuine D-dimensional
form, i.e., there is no obstacle for the realization of spontaneous chiral symmetry breaking in a magnetic field.
The arguments above appear to be intimately connected with the status of the spatial translation symmetry in a
constant magnetic field B. At B , 0, instead of dealing with the usual translations, it is more convenient to introduce
a generalized group of magnetic translations [227, 228]. Here we present the key details about such group.
The form of the generators of magnetic translations depends on the gauge choice for the background field. The
algebra relations are gauge invariant. In order to show this, we will use interchangeably both the Landau gauge (3)
and the symmetric gauge (151). In the Landau gauge (3), the usual translation symmetry along the y-direction (but
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not along the x-direction) appears to be broken. In the symmetric gauge (151), on the other hand, the translations in
both x and y directions are broken.
The generators of the group of magnetic translations are introduced as follows:
ˆPx = −i ∂
∂x
, ˆPy = −i ∂
∂y
+ ˆQBx , ˆPz = −i ∂
∂z
, (Landau gauge) (174)
in the Landau gauge, and
ˆPx = −i ∂
∂x
−
ˆQ
2
By , ˆPy = −i ∂
∂y
+
ˆQ
2
Bx , ˆPz = −i ∂
∂z
, (symmetric gauge) (175)
in the symmetric gauge. Here ˆQ is the charge operator. One can easily check that these operators commute with the
Hamiltonian of the Dirac equation in a constant magnetic field. Also, we get the following commutation relations:[
ˆPx, ˆPy
]
= −i ˆQB ,
[
ˆPx, ˆPz
]
=
[
ˆPy, ˆPz
]
= 0 . (176)
For charged states, the perpendicular momenta cannot be defined simultaneously. If one chooses a basis of quantum
states with well defined eigenvalues of the operator Px, they cannot be eigenvalues of Py, and vice versa. This is
exactly what we found by solving the Dirac equation in the Landau gauge (3).
Now, the situation is qualitatively different for the neutral states. That is because the charge operator ˆQ gives zero
when acting on the corresponding states. Therefore, all commutators of the magnetic translation group vanish, and
the momentum P = (Px, Py, Pz) can be used to describe the dynamics of the center of mass of neutral states.
Note that, in 2 + 1 dimensions, the magnetic translation group consists of only ˆPx and ˆPy. Because, these two
generators were the only ones with a nontrivial commutation relation, i.e.,
[
ˆPx, ˆPy
]
= −i ˆQB, essentially the same
arguments apply in (2 + 1)-dimensional models.
2.9. General remarks on magnetic catalysis
The main conclusion of this section is that a constant magnetic field in 2 + 1 and 3 + 1 dimensions is a strong
catalyst of dynamical symmetry breaking. It leads to the generation of a fermion mass (energy gap) even at the weakest
attractive interaction between fermions and antifermions. While the ideas were supported by the analysis in the NJL
model, it should be clear that the underlying physics of the magnetic catalysis is universal and should take place also
in other models with attractive interactions between fermions and antifermions. (This will be also confirmed by the
detailed analysis of magnetic catalysis in QED and QCD in Section 3.)
As we showed, the underlying reason for the model independent nature of the magnetic catalysis phenomenon is
directly related to the dynamical reduction D → D− 2 in infrared fermion-antifermion pairing dynamics in a constant
magnetic. Such a pairing is dominated by the lowest Landau level.
Here we consider the dynamics in the presence of a constant magnetic field only. However, it may be also
interesting to extend the analysis to the case of inhomogeneous electromagnetic fields. In connection with that,
we note that the present effect in 2 + 1 dimensions is intimately connected with the fact that the massless Dirac
equation in a constant magnetic field admits an infinite number of normalized solutions with E = 0 (zero modes). The
condition for the existence of a nonzero chiral condensate in the case of massless fermions in a general external gauge
configuration Aµ(x) was established long time ago [253]. It states that the spectral density ρ(λ) of an Euclidean Dirac
massless operator D[Aµ(x)] must be nonzero as λ → 0 (the Banks-Casher criterion). The physics of this criterion
is intimately connected with the existence of massless excitations in the spectrum of such an operator. (For a clear
exposition of this and relating issues, see the review [254].) It would be interesting to find examples of inhomogeneous
magnetic field configurations that satisfy this criterion.
The (3 + 1)-dimensional case is different. As was shown in Section 2.5, the chiral condensate vanishes for free
fermions in a homogeneous magnetic field for D = 3+1. The reason is clear: there are no normalized zero modes at the
LLL in that case, although at m = 0 there is a continuous spectrum of eigenvalues with the dispersion relation E = ±|kz|
coinciding with that for massless fermions in 1 + 1 dimensions. The presence of an attractive fermion-antifermion
interaction is now necessary for chiral symmetry breaking, although it could be even infinitesimally weak.
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It may be interesting to ask whether there is magnetic catalysis in higher dimensions, D = d + 1 with d > 3.
The NJL model in a magnetic field in higher dimensions was originally studied in Ref. [74]. There it was shown that
an analog of the magnetic catalysis indeed exists in constant magnetic field configurations with the maximal number
N = [d/2] of nonzero components of the strength tensor Fab, where a, b = 1, 2, . . . , d (here [d/2] is the integer part of
d/2). We will briefly discuss this problem in Section 7.1.4.
3. Magnetic catalysis in gauge theories
In this section, we will describe the magnetic catalysis effect in QED and QCD. These are the gauge theories
that play an important role in the Standard Model. Because both of them include electromagnetically neutral gauge
fields (the photon and gluon fields, respectively) that mediate long-range interactions, the realization of the magnetic
catalysis is subtler and more interesting than in the NJL model. We will start with the analysis in QED in Section 3.1.
In Section 3.2 we will consider reduced QED in a magnetic field [189, 202, 203]. Finally, we will discuss the
realization of the magnetic catalysis and some subtleties of the low-energy dynamics in QCD in Section 3.3.
3.1. Magnetic catalysis in massless QED
The magnetic catalysis effect in QED was established in Ref. [112] by analyzing the Bethe-Salpeter equation
in a magnetic field in the ladder approximation. This result was confirmed in Ref. [255], where the Schwinger-
Dyson equation in a magnetic field in the rainbow approximation was considered. Because of a smallness of the
QED coupling in infrared, it looked as if these approximations are justified. However, as was revealed in Ref. [113],
this is not the case. Since the magnetic field is the largest scale in this problem, there are rather large, of order
α|eB|, contributions in the photon polarization operator leading to a strong screening of the interactions. In fact, this
screening is a magnetic analog of the Debye screening at nonzero electron density in metals. A consistent description
of the magnetic catalysis effect in QED was done in Refs. [119, 121]. In this section, following the same strategy as in
Section 2.9, we will analyze the Bethe-Salpeter equation for the NG modes in QED in a magnetic field in the ladder
and improved ladder approximations.
The Lagrangian density of massless QED in a magnetic field is
L = −1
4
FµνFµν +
1
2
[
¯ψ, (iγµDµ)ψ
]
, (177)
where the covariant derivative Dµ is
Dµ = ∂µ + ie(Aµ + aµ). (178)
We will use the symmetric gauge (151) for the external field Aµ. The quantum part of the gauge field is denoted by
aµ. Besides the Dirac index (n), the fermion field carries an additional flavor index a = 1, 2, . . . , N f . The Lagrangian
density (177) is invariant under the chiral group SU(N f )L×SU(N f )R×U(1)L+R. (Here we will not discuss the dynamics
related to the anomalous singlet axial current J5µ.) Since we consider the weak coupling phase of QED, there is no
spontaneous chiral symmetry breaking at B = 0 [199–201]. We will show that the magnetic field changes the situation
dramatically: at B , 0 the chiral symmetry SUL(N f ) × SUR(N f ) breaks down to SUV (N f ) ≡ SUL+R(N f ). As a result,
the dynamical mass mdyn is generated, and N2f − 1 gapless bosons, composed of fermions and antifermions, appear.
The homogeneous Bethe-Salpeter equation for the N2f − 1 NG bound states takes the form [201]:
χ
β
AB(u, u′; P) = −i
∫
d4u1d4u′1d4u2d4u′2GAA1 (u, u1)KA1 B1;A2 B2(u1u′1, u2u′2)χβA2B2(u2, u′2; P)GB1B(u′2, u′) , (179)
where the Bethe-Salpeter wave function χβAB = 〈0|TψA(u) ¯ψB(u′)|P; β〉, with β = 1, . . . , N2f − 1, and the fermion
propagator GAB(u, u′) = 〈0|TψA(u) ¯ψB(u′)|0〉. The indices A = (na) and B = (mb) include both Dirac (n,m) and flavor
(a, b) indices.
As will be shown below, the NG bosons are formed in the infrared region, where the QED coupling is weak.
This seems to suggest that the Bethe-Salpeter kernel in leading order in α should provide a reliable approximation.
However, because of the (1 + 1)-dimensional form of the fermion propagator in the infrared region, there may also
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be relevant higher order contributions. We will return to this problem in Section 3.3, but first, we will analyze the
Bethe-Salpeter equation with the kernel in leading order in α.
The Bethe-Salpeter kernel in leading order in α is [201]:
KA1 B1;A2 B2(u1u′1, u2, u′2) = −4πiαδa1a2δb2b1γµn1n2γνm2m1Dµν(u′2 − u2)δ(u1 − u2)δ(u′1 − u′2)
+4πiαδa1b1δb2a2γ
µ
n1m1γ
ν
m2n2
Dµν(u1 − u2)δ(u1 − u′1)δ(u2 − u′2) , (180)
where Dµν(u − u′) is the photon propagator.
3.1.1. Magnetic catalysis in QED in the ladder approximation
In the ladder approximation, the photon propagator is given by
Dµν(u − u′) = −i(2π)4
∫
d4k eik(u−u′)
(
gµν − λ
kµkν
k2
)
1
k2
(181)
where λ is a gauge parameter. The first (Fock) term on the right-hand side of Eq. (180) corresponds to the ladder
approximation. The second (Hartree, or annihilation) term does not contribute to the Bethe-Salpeter equation for NG
bosons. This follows from the fact that, due to the Ward identities for axial currents, the Bethe-Salpeter equation for
NG bosons can be reduced to the Schwinger-Dyson equation for the fermion propagator, where there is no contribution
of the Hartree term [201]. For this reason, we will omit this term in the following. Then, the Bethe-Salpeter equation
takes the form:
χ
β
AB(u, u′; P) = −4πα
∫
d4u1d4u′1S AA1 (u, u1)δa1a2γµn1n2χβA2 B2(u1, u
′
1; P)δb2b1γνm2m1 S B1B(u′1, u′)Dµν(u′1 − u1) , (182)
where the full fermion propagator GAB(u, u′) was replaced by the free fermion propagator S (u, u′) with the mass m =
mdyn, see Eqs. (A.4) and (A.5) in Appendix A.1. This is consistent with the leading order in α (ladder) approximation
assumed here.
Using the new variables, the center of mass coordinate R = (u + u′)/2, and the relative coordinate r = u − u′,
Eq. (182) can be rewritten as
χ˜nm(R, r; P) = −4πα
∫
d4R1d4r1 ¯S nn1
(
R − R1 + r − r12
)
γ
µ
n1n2 χ˜n2m2 (R1, r1; P)γνm2m1 ¯S m1m
(
r − r1
2
− R + R1
)
× Dµν(−r1) exp
[
ie(r + r1)µAµ(R − R1)
]
exp [iP(R − R1)] . (183)
Here ¯S (u − u′) is the translation invariant part of the propagator and the function χ˜nm(R, r; P) is defined from the
equation
χ
β
AB(u, u′; P) ≡ 〈0|TψA(x) ¯ψB(y)|P, β〉 = λβabe−iPR exp
[
−ierµAextµ (R)
]
χ˜nm(R, r; P) (184)
where λβ are N2f − 1 flavor matrices [tr(λβλγ) = 2δβγ, with β, γ ≡ 1, . . . , N2f − 1]. The important fact is that, like
in the case of the Bethe-Salpeter equation for the gapless π mode in the NJL model considered in Section 2.7, the
effect of translation symmetry breaking by the magnetic field is factorized in the Schwinger phase factor in Eq. (184),
and Eq. (183) admits a translation invariant solution, χ˜nm(R, r; P) = χ˜(r; P). Then, transforming this equation into
momentum space, we get
χ˜nm(p; P) = −4πα
∫ d2q⊥d2R⊥d2k⊥d2k‖
(2π)6 exp
[
i(P⊥ − q⊥)r⊥] ¯S nn1
(
p‖ +
P‖
2
, p⊥ − eA(r⊥) + q⊥2
)
× γµn1n2 χ˜n2m2 (k, P)γνm2m1 ¯S m1m
(
p‖ −
P‖
2
, p⊥ − eA(r⊥) − q⊥2
)
Dµν (k‖ − p‖, k⊥ − p⊥ + 2eA(r⊥))
(185)
[here p‖ ≡ (p0, p4) and p⊥ ≡ (p1, p2)]. Henceforth, we will consider the equation with the total momentum Pµ → 0,
corresponding to NG bosons.
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The crucial point for further analysis will be the assumption that mdyn ≪
√|eB| and that the infrared region with
k . mdyn ≪
√|eB| is mostly responsible for generating the mass. This will allow us to use the LLL approximation
(156) for the propagator ¯S nm(p‖, p⊥). As we will see, this assumption is self-consistent [see Eq. (196)]. After making
use of the LLL approximation and assuming that eB < 0, we rewrite Eq. (185) in the following form:
ρ(p‖, p⊥) = 2αl
2
(2π)4 e
−l2p2⊥
∫
d2q⊥d2k⊥d2k‖e−l
2q2⊥
(
1 − iγ1γ2
)
γµ
×
ˆk‖ + mdyn
k2‖ − m2dyn
ρ(k‖, k⊥)
ˆk‖ + mdyn
k2‖ − m2dyn
γν
(
1 − iγ1γ2
)
Dµν(k‖ − p‖, k⊥ − q⊥) , (186)
where ρ(p‖, p⊥) = ( pˆ‖ −mdyn)χ˜(p)( pˆ‖−mdyn). The form of Eq. (186) implies that ρ(p‖, p⊥) = exp(−l2p2⊥)ϕ(p‖), where
ϕ(p‖) satisfies the equation
ϕ(p‖) = πα(2π)4
∫
d2k‖
(
1 − iγ1γ2
)
γµ
ˆk‖ + mdyn
k2‖ − m2dyn
ϕ(k‖) =
ˆk‖ + mdyn
k2‖ − m2dyn
γν
(
1 − iγ1γ2
)
D‖µν(k‖ − p‖) . (187)
Here, we introduced the following “longitudinal” form of the photon propagator relevant for the LLL states:
D‖µν(k‖ − p‖) =
∫
d2k⊥ exp
(
− l
2k2⊥
2
)
Dµν(k‖ − p‖, k⊥) . (188)
Thus, as in the NJL model in Section 2.7, the Bethe-Salpeter equation has been reduced to a 2-dimensional integral
equation.
Henceforth, we will use Euclidean space with k4 = −ik0. Then, because of the symmetry SO(2) × SO(2) × P in a
magnetic field, we arrive at the matrix structure (161) for ϕ(p‖):
ϕ(p‖) = γ5(A + iγ1γ2B + pˆ‖C + iγ1γ2 pˆ‖D) (189)
where A, B,C and D are functions of p2‖ .
We begin the analysis of Eq. (187) by choosing the Feynman gauge (the general covariant gauge will be considered
below). Then,
D‖µν(k‖ − p‖) = iπδµν
∫ ∞
0
dx exp(−l2x/2)
(k‖ − p‖)2 + x , (190)
and substituting the expression (189) for ϕ(p‖) into Eq. (187), we find that B = −A, C = D = 0, i.e.,
ϕ(p‖) = Aγ5 (1 − iγ1γ2) , (191)
and the function A satisfies the following equation:
A(p) = α
2π2
∫ d2kA(k)
k2 + m2dyn
∫ ∞
0
dx exp(−l2x/2)
(k − p)2 + x (192)
(Henceforth, we will omit the symbol ‖). By making use of the Feynman gauge and performing the angular integration,
this integral equation can be rewritten in the form of a slightly simpler equation for function A(p2),
A(p2) = α
2π
∫ ∞
0
dk2A(k2)
k2 + m2dyn
K(p2, k2) (193)
where the explicit expression for the kernel is given by
K(p2, k2) =
∫ ∞
0
dz exp(−zl2/2)√
(k2 + p2 + z)2 − 4k2 p2
. (194)
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The numerical solution of this equation was obtained in Ref. [113]. The corresponding numerical result for the
dynamical mass is fitted well by the following analytical expression:
mdyn ≃
√
2|eB| exp
[
−π
2
(
π
2α
)1/2
a + b
]
, (195)
where a ≈ 1.000059 and b ≈ −0.283847 are two fitting parameters. One can also find an approximate analytical
solution to the integral equation (193) in the Feynman gauge. The details of the analysis are presented in Appendix D.
Here we will quote only the final result for the dynamical mass,
mdyn = C
√
|eB| exp
[
−π
2
(
π
2α
)1/2]
, (196)
where the constant C = O(1). This agrees quite well with the numerical solution fitted by Eq. (195).
A few words are in order about the case of the general covariant gauge in Eq. (181). As is known, the ladder
approximation is not necessarily gauge invariant. However, in the case of the magnetic catalysis dynamics, which
is due to the weakly coupled infrared dynamics in QED, the leading order result for ln(m2dynl2) is the same in all
covariant gauges and is given by −π√π/2α. This is indeed supported by the analysis in the general covariant gauge.
The corresponding details of deriving an approximate analytical solution are also given in Appendix D.
We can see from integral equation (192) that the dynamical generation of a nonzero mass is indeed primarily due
to the infrared dynamics in QED. Because of the exponent exp(−l2x/2) on the right hand side of the equation, the
natural cutoff in the problem is |eB|. [The same property is also shared by the integral equations in a general covariant
gauge, see (D.24) and (D.25) in Appendix D.] The fact that the nonperturbative infrared dynamics decouples from the
ultraviolet dynamics is reflected also in the asymptotic behavior of function A(p2) ∼ 1/p2 [as well as function C(p2)
in the general covariant gauge], which rapidly decreases at p2 → ∞. Combining this with the fact that the magnetic
field does not affect the behavior of the running coupling in QED at p2 ≫ |eB| [256], we conclude that the running
coupling constant α in the integral equation (192), as well as the generalization in Eqs. (D.24) and (D.25), has to be
interpreted as the value of the running coupling related to the scale µ2 ∼ |eB|.
Let us now show that integral equation (192) can be also rewritten in the form of a two-dimensional Schro¨dinger
equation with a long-range potential. By introducing the wave function
Ψ(r) =
∫ d2k
(2π)2
A(k)
k2 + m2dyn
eik·r , (197)
and applying the Laplace operator ∆r, we find that this function indeed satisfies the following Schro¨dinger equation:(
−∆r + m2dyn + V(r)
)
Ψ(r) = 0 , (198)
where the potential V(r) is given by
V(r) = − α
2π2
∫
d2 peip·r
∫ ∞
0
dx exp(−x/2)
l2 p2 + x
= − α
πl2
∫ ∞
0
dxe−x/2K0
(
r
l
√
x
)
=
α
πl2
exp
(
r2
2l2
)
Ei
(
− r
2
2l2
)
, (199)
Here K0(x) is the Bessel function and Ei(x) is the exponential integral function [257]. The essential feature of the
potential (199), which is profoundly different from the δ-like potential (168) in the NJL model, is its long-range
nature. Indeed, by using the asymptotic behavior of Ei(x) [257], we find
V(r) ≃ −2α
π
1
r2
, r → ∞ , (200)
V(r) ≃ − α
πl2
(
γ + ln 2l
2
r2
)
, r → 0 , (201)
where γ ≃ 0.577 is the Euler constant.
Let us recall that, for the Schro¨dinger equation with a short-range potential in two dimensions, the ground state
energy depends on the coupling constant α at sufficiently weak coupling (α → 0) as follows: E(α) ∝ − exp(−a/α)
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where a > 0 is a model dependent constant [251]. This was indeed the case in the NJL model, see Eq. (164), but this
is not the case in QED, where the asymptote in Eq. (200) clearly demonstrates the long-range nature of the potential.
In fact, the result for the dynamical mass in Eq. (196) agrees with the formal analysis of the Schro¨dinger equation
in Ref. [258], where the analytic properties of the energy eigenvalue E(α) were studied for the long-range potentials
with the asymptotic behavior V(r) → const/r2 at r → ∞. Such a long-range character of the potential leads to a strong
enhancement of the dynamical mass. At weak coupling, the result in Eq. (196) behaves as ∝ exp
(
−a′/√α
)
where
a′ > 0 is a constant. Compared to the behavior ∝ exp (−a/α), characteristic for the short-range potentials [251], the
QED result is much larger at weak coupling α. (As we will see in the next subsection, however, a nonperturbative
resummation of all relevant diagrams in QED will make the dynamics more similar to the short-range models.)
This concludes the description of spontaneous chiral symmetry breaking by a magnetic field in ladder QED. In
the next subsection, it will be shown that the inclusion of screening effects in QED interactions essentially changes
the final result for the dynamical mass mdyn.
3.1.2. Magnetic catalysis in QED beyond ladder approximation
The simplest improvement of the ladder approximation is to replace the free photon propagator (181) with the
one-loop resummed expression. The corresponding analysis in the so-called improved rainbow approximation was
performed in Ref. [113] and revealed that the result for the dynamical mass in all covariant gauges is given by an
expression similar to that in Eq. (196), but with α → α/2 replacement. Such a drastic change in the result indicates
that, despite the smallness of α, the corresponding diagrammatic expansion of the Bethe-Salpeter equation in powers
of α is broken in the infrared region. This posed a challenge of defining the complete class of diagrams that are
relevant for the calculation of the dynamical mass in the weakly coupled QED in a magnetic field. The problem was
resolved in Refs. [119, 121] using the framework of the Schwinger-Dyson equations. We review the corresponding
analysis in this section.
The Schwinger-Dyson equations in QED in external fields were derived by Schwinger and Fradkin (for a review,
see Ref. [259]). The equations for the fermion propagator G(u, u′) are
G−1(u, u′) = S −1(u, u′) + Σ(u, u′), (202)
Σ(u, u′) = 4παγµ
∫
G(u, v)Γν(v, u′, v′)Dνµ(v′, u)d4vd4v′. (203)
Here S (u, u′) is the free fermion propagator in the external field Aµ, Σ(u, u′) is the fermion mass operator, and
Dµν(u, u′), Γν(u, u′, v) are the full photon propagator and the full amputated vertex.
The full photon propagator satisfies the equations
D−1µν (u, u′) = D−1µν (u − u′) + Πµν(u, u′), (204)
Πµν(u, u′) = −4πα
∫
d4vd4v′tr
[
γµG(u, v)Γν(v, v′, u′)G(v′, u)
]
, (205)
where Dµν(u − u′) is the free photon propagator and Πµν(u, u′) is the polarization tensor.
Before proceeding to the main analysis, let us discuss the general structure of the key Green functions used in the
Schwinger-Dyson equation. As we know, the free fermion propagator in the presence of a magnetic field is given in
the form of a product of the Schwinger phase and a translationally invariant part [42], i.e.,
S (u, u′) = exp [iΦ(r⊥, r′⊥)] ¯S (u − u′). (206)
For the other Green functions, it is not difficult to show directly from the Schwinger-Dyson equations that
G(u, u′) = exp [iΦ(r⊥, r′⊥)] ¯G(u − u′), (207)
Γ(u, u′, v) = exp [iΦ(r⊥, r′⊥)] ¯Γ(u − v, u′ − v), (208)
Dµν(u, u′) = ¯Dµν(u − u′), (209)
Πµν(u, u′) = ˜Πµν(u − u′). (210)
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In other words, in a constant magnetic field, the Schwinger phase is universal for Green functions containing one
fermion field, one antifermion field, and any number of photon fields, and the full photon propagator is translation
invariant.
Let us show that there exists a gauge in which the bare vertex,
Γµ(u, u′, v) = γµδ(u − u′)δ(u − v), (211)
is reliable for the description of spontaneous chiral symmetry breaking in a magnetic field in QED.
The following analysis will be reliable in the weak-coupling limit of the gauge theory, when the lowest Landau
level dominates the dynamics of fermion pairing. In the corresponding regime, the higher Landau levels decouple
from the infrared dynamics because they are separated by the Landau gap of order
√|eB|, which is larger than the
dynamical fermion mass mdyn.
The free fermion propagator in the LLL approximation is given by
¯S LLL(p) = 2ie−p2⊥l2
pˆ‖ + m
p2‖ − m2
P+, (212)
where l = |eB|−1/2 is the magnetic length, p⊥ = (p1, p2), p‖ = (p0, p3), and pˆ‖ = p0γ0 − p3γ3. The operator P+ ≡[
1 + iγ1γ2sign(eB)
]
/2 is the projection operator on the fermion states with the spin polarized along the magnetic field.
The presence of this projection operator implies that the “effective” bare vertex for fermions in the LLL is P+γµP+ =
P+γµ‖ . As a result, the LLL fermions couple only to the longitudinal 0- and 3-components of the photon field. In
application to the polarization tensor, this implies that Πµν(q) ≃
(
qµ‖q
ν
‖ − q2‖g
µν
‖
)
Π(q2⊥, q2‖ ) in the LLL approximation.
In the one-loop approximation, with fermions from the LLL, the photon propagator takes the following form in
covariant gauges [256, 260–264]:
Dµν(q) = −i
 1q2 g⊥µν + q
‖
µq
‖
ν
q2q2‖
+
1
q2 + q2‖Π(q2⊥, q2‖ )
g‖µν − q‖µq‖νq2‖
 − λq2 qµqνq2
 , (213)
where the symbols ⊥ and ‖ in gµν are related to the (1, 2) and (0, 3) components, respectively, and λ is a gauge
parameter. The explicit expression for Π(q2⊥, q2‖ ) = exp[−(q⊥l)2/2]Π(q2‖) is given in Refs. [256, 260–264]. For our
purposes, it is sufficient to know its asymptotes in the strong field limit,
Π(q2‖ ) ≃
α¯
3π
|eB|
m2dyn
, as |q2‖ | ≪ m2dyn, (214)
Π(q2‖ ) ≃ −
2α¯
π
|eB|
q2‖
as |q2‖ | ≫ m2dyn, (215)
where α¯ = N fα. (For recent calculations of the polarization tensor beyond the LLL approximation, see Refs. [265–
268].) Notice that the polarization effects are absent in the transverse components of Dµν(q). This is because the LLL
fermions couple only to the longitudinal components of the photon field.
The screening effects in the longitudinal components are rather strong. Indeed, as follows from Eq. (215),
1
q2 + q2‖Π(q2⊥, q2‖ )
≃ 1
q2 − M2γ
, (216)
with
M2γ =
2α¯
π
|eB| (217)
valid for m2 ≪ |q2‖ | ≪ |eB| and |q2⊥| ≪ |eB|. This is reminiscent of the pseudo-Higgs effect in the (1 + 1)-dimensional
massive QED (massive Schwinger model [269, 270]). It is not the genuine Higgs effect because there is no complete
screening of the color charge in the infrared region with |k2‖ | ≪ m2q. This can be seen clearly from Eq. (214). Neverthe-
less, the pseudo-Higgs effect is manifested in creating a massive resonance and this resonance provides the dominant
forces leading to chiral symmetry breaking.
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We emphasize that the infrared dynamics in this problem is very different from that in the Schwinger model.
This is because the photon is neutral and, thus, not subject to a dimensional reduction in a magnetic field. Accord-
ingly, we see that the complete four-dimensional momentum squared, q2 = q2‖ − q2⊥, enters the photon propagator
in Eq. (216). However, the tensor and the spinor structure of QED in the LLL approximation are exactly the same
as in the Schwinger model. Indeed, the LLL fermion propagator (212) and the vertex P+γµP+ = P+γµ‖ are two-
dimensional, and only the longitudinal (0, 3) components of a photon field are relevant here. This point will be crucial
for finding a gauge in which the improved rainbow approximation with the bare vertex (211) is reliable.
We reiterate that despite the smallness of α, the expansion in α is broken in covariant gauges in massless QED in
an external magnetic field [113]. The root of the problem is the smallness of mdyn in Eq. (196) as compared to the scale
of
√|eB| that causes large logarithmic contributions, or mass singularities of the type ln(|eB|/m2dyn) ∼ α−1/2 ≫ 1 in
infrared dynamics. The corresponding one-loop corrections to the vertex were discussed in Appendix A of Ref. [121].
It was found that there are contributions of order α ln2(|eB|/m2dyn) ∼ O(1) when external momenta are of order mdyn or
less. They come from the term q‖µq‖ν/q2q2‖ in Dµν(q) in Eq. (213).
It is natural to ask whether the problem of magnetic catalysis can be solved reliably in massless QED if there is
no way to avoid large logarithmic corrections in any covariant gauge. A resolution of the problem is suggested by the
Schwinger model. It is known that there is a gauge in which the full vertex is just the bare one [271]. It is the gauge
with a bare photon propagator
Dαβ(k) = −i 1k2
(
gαβ −
kαkβ
k2
)
− id(k2) kαkβ(k2)2 (218)
in the (nonlocal) gauge, defined by the specific choice of function d = 1/(1 + Π). In the Schwinger model, the
polarization function is Π(k2) = −e2/πk2. Then, the full propagator is proportional to gαβ,
Dαβ(k) = Dαβ(k) + i
(
gαβ −
kαkβ
k2
)
Π(k2)
k2 [1 + Π(k2)] = −i gαβk2 [1 + Π(k2)] . (219)
[Here α, β = 0, 1.] The point is that since now Dαβ(k) ∼ gαβ and since the fermion mass m = 0 in the Schwinger
model, all loop contributions to the vertex are proportional to
P2n+1 ≡ γαγλ1 . . . γλ2n+1γα = 0 (220)
in the chosen gauge and, therefore, vanish. Note that P2n+1 = 0 results from the following identities for the two-
dimensional Dirac matrices: γαγλγα = 0 and γλiγλi+1 = gλiλi+1 + ελiλi+1γ5 (here γ5 = γ0γ1, εαβ = −εβα, and ε01 = 1).
Let us return to the problem of magnetic catalysis in massless QED. As emphasized above, the tensor and the
spinor structure of the LLL dynamics is (1 + 1)-dimensional. Let us take the bare propagator
Dµν(q) = −i 1q2
(
gµν −
qµqν
q2
)
− id(q2⊥, q2‖ )
q‖µq
‖
ν
q2q2‖
(221)
in the (nonlocal) gauge with d = −q2‖Π/[q2 + q2‖Π] + q2‖/q2. Then, the full propagator will be given by
Dµν(q) = Dµν(q) + i
g‖µν − q‖µq‖νq2‖
 q
2
‖Π(q2⊥, q2‖ )
q2[q2 + q2‖Π(q2⊥, q2‖ )]
= −i g
‖
µν
q2 + q2‖Π(q2⊥, q2‖ )
− i
g⊥µν
q2
+ i
q⊥µ q⊥ν + q⊥µ q
‖
ν + q
‖
µq⊥ν
(q2)2 . (222)
The crucial point is that, as was pointed out above, the transverse degrees of freedom decouple from the LLL dynam-
ics. Therefore, only the first term in Dµν(q), proportional to g‖µν, is relevant.
Notice now that dangerous mass singularities in loop corrections to the vertex might potentially occur only in the
terms containing qˆ‖i = q
0
i γ
0 − q3i γ3 from a numerator (qˆ‖i + mdyn) of each fermion propagator in a diagram (all other
terms contain positive powers of mdyn, coming from at least some of the numerators and, therefore, are harmless).
However, because of the same reasons as in the gauge (219) in the Schwinger model, all those potentially dangerous
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terms disappear in the gauge (222). Therefore, all the loop corrections to the vertex are suppressed by positive powers
of α in this special gauge. This in turn implies that those loop corrections may result only in a change of the overall
constant in the expression for the dynamical mass C ∼ O(1) → ˜C′ ∼ O(1). In other words, in gauge (222) there
exists a consistent truncation of the Schwinger-Dyson equations and the problem is essentially soluble in that gauge.
We should also add that, as is shown in Ref. [121], the gauge (222) is unique. In other gauges, there is an infinite set
of diagrams giving relevant contributions to the vertex. Therefore, in other gauges, one needs to sum up an infinite
set of diagrams to recover the same result for the fermion mass. (This implies, in particular, that the approach of
Refs. [129, 130], where the improved rainbow approximation was used in the covariant gauges, is not self consistent.)
It may be appropriate to mention that the dynamical mass is a gauge invariant quantity in QED in a magnetic field
because there is no confinement of fermions. Therefore, any gauge can be used for the calculations of the mass if
either the calculations provide the exact result or a good approximation is used, i.e., one can show that corrections to
the obtained result are small. Below we will find such a gauge in weakly coupled massless QED.
Although the above consideration of the mass singularities in the loop corrections is general, it is somewhat
heuristic. In practice, one has to define more rigorously the perturbative expansion for the Schwinger-Dyson equations
which is used in this problem. It is the loop expansion based on the Cornwall-Jackiw-Tomboulis effective action
Γ(G,Dµν) for composite operators [272] (for a review see Ref. [201]). The conditions for extrema of Γ yield the
Schwinger-Dyson equations,
δΓ
δG(u, u′) = 0,
δΓ
δDµν(u, u′) = 0. (223)
In the loop expansion for Γ, the full photon and fermion propagators are used in two-particle irreducible diagrams for
Γ. In QED, the problem is essentially reduced to the loop expansion (with the full photon and fermion propagators)
for the vertex.
The full photon propagator is given by Eq. (222), and the full propagator for fermions from the LLL has the form
¯G(p) = 2ie−(p⊥l)2
A(p2‖ ) pˆ‖ + B(p2‖ )
A2(p2‖ )p2‖ − B2(p2‖ )
P+ (224)
[compare with Eq. (212) and see below]. Here B(p2‖) is a dynamical mass function of fermions.
The Schwinger-Dyson equations for the fermion propagator in the one-loop and two-loop approximations were
derived in Ref. [121]. It was also shown that the improved rainbow (one-loop) approximation is reliable in gauge
(222) (but not in covariant gauges) and all higher-loop corrections are suppressed by positive powers of α. Therefore,
here we will restrict our presentation to the one-loop approximation.
From Eqs. (202) and (203) one derives the following equation for the fermion propagator:
G(u, u′) = S (u, u′) − 4πα
∫
d4u1d4u′1S (u, u1)γµG(u1, u′1)γνG(u′1, u′)Dµν(u1 − u′1). (225)
Here S (u, u′) is the free fermion propagator of massless fermions (m = 0) in a magnetic field. After extracting the
Schwinger phase factors in the full and free fermion propagators [see Eq. (207)], the equation for the translationally
invariant part reads
¯G(u) = ¯S (u) − 4πα
∫
d4u′d4u′′e−ieuA(u′)−ieu′A(u′′) ¯S (u − u′)γµ ¯G(u′ − u′′)γν ¯G(u′′)Dµν(u′ − u′′), (226)
where Aµ is given in Eq. (151) and the shorthand notation uA(u′) stands for uµAµ(u′).
First, let us show that the solution to the above equation, ¯G(u), allows the factorization of the dependence on the
“parallel” u‖ = (t, z) and perpendicular r⊥ = (x, y) coordinates,
¯G(u) = i
2πl2
exp
(
− r
2
⊥
4l2
)
g
(
u‖
)P+. (227)
Notice that this form for ¯G(u) is suggested by a similar expression for the free propagator,
¯S (u) = i
2πl2
exp
(
− r
2
⊥
4l2
)
s
(
u‖
)P+, (228)
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with
s
(
u‖
)
=
∫ d2k‖
(2π)2 e
−ik‖u‖
ˆk‖ + m
k2‖ − m2
(229)
[see Eq. (212); in the chiral limit, as in the present problem, the bare mass m = 0]. In order to perform the integrations
over the perpendicular components of u1 and u′1 in Eq. (226), it is convenient to make use of the photon propagator in
the momentum representation,
Dµν(u) =
∫ d2q‖d2q⊥
(2π)4 e
−iq‖u‖+iq⊥ ·r⊥Dµν (q‖, q⊥) . (230)
After substituting this representation along with those in Eqs. (227) and (228) into the Schwinger-Dyson equation
(226) and performing the straightforward, though tedious, integrations over r′⊥ and r′′⊥, we arrive at
g
(
u‖
)
= s
(
u‖
)
+4πα
∫ d4q
(2π)4 d
2u′‖d
2u′′‖ exp
(
− (q⊥l)
2
2
− iq‖(u′‖ − u′′‖ )
)
s(u‖−u′‖)γµ‖ g(u′‖−u′′‖ )γν‖g(u′′‖ )Dµν
(
q‖, q⊥
)
, (231)
Since no dependence on u⊥ is left in the equation, we conclude that the form of ¯G(u) in Eq. (227) is indeed consistent
with the structure of the Schwinger-Dyson equation.
Regarding this equation, it is necessary to emphasize that the “perpendicular” components of the γ-matrices are
absent in it. Indeed, because of the identity P+γµ⊥P+ = 0, all those components are killed by the projection operators
coming from the fermion propagators.
Substituting now the photon propagator in the Feynman-like (non-covariant) gauge (222) into the Schwinger-
Dyson equation, we see that only the first term in Eq. (222), proportional to g‖µν, leads to a nonvanishing contribution.
In other words, the photon propagator is effectively proportional to g‖µν (justifying the name of the gauge).
By switching to the momentum space, we obtain
g−1
(
p‖
)
= s−1
(
p‖
) − 4πα∫ d4q(2π)4 exp
(
− (q⊥l)
2
2
)
γ
µ
‖ g(p‖ − q‖)γν‖Dµν
(
q‖, q⊥
)
. (232)
The general solution to this equation is given by the ansatz,
g
(
p‖
)
=
Ap pˆ‖ + Bp
A2p p2‖ − B2p
, (233)
where Ap = A(p2‖ ) and Bp = B(p2‖). By making use of this general structure, as well as of the explicit form of the
photon propagator in gauge (222), we find that Ap = 1 and function Bp satisfies the following equation:
Bp = −i α2π3
∫ d2q‖Bp−q(
p‖ − q‖)2 − B2p−q
∫ d2q⊥ exp (−(q⊥l)2/2)
q2 + q2‖Π
(
q2⊥, q2‖
) . (234)
This equation was solved numerically in Refs. [119, 121]. For small α (0.001 ≤ α ≤ 0.1) and different N (1 ≤ N ≤ 7)
the best fit was found to be given by the following expression:
mdyn =
√
2|eB| (Nα)1/3 exp
(
− π
α ln (C1/Nα)
)
, (235)
where C1 ≃ 1.82± 0.06. The dynamical mass, described by this fit to the numerical solution, is shown in Fig. 10. For
comparison, we also show there the fit to the numerical solution in the ladder and improved ladder approximations.
The numerical solution [119, 121] reveals that the function B(p2‖) is essentially a constant for p2‖ ≪ |eB|, B(p2‖ ) =
mdyn, and rapidly decreases for p2‖ ≫ |eB| [121]. Therefore, this approximation is self-consistent: the Ward-Takahashi
identity for the vertex is satisfied in the relevant kinematic region of momenta, and the pole of the fermion propagator
appears at p2‖ = m
2
dyn.
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Figure 10: (Color online) The dynamical mass as a function of the coupling constant in QED in various approximations.
It is instructive to review the approximate analytical solution to the gap equation (234). In Euclidean space, it
takes the form
B(p) = α
2π2
∫ d2kB(k)
k2 + B2(k)
∞∫
0
dze−zl2/2
z + (k − p)2 + Π(z) , (236)
where Π(z) = M2γe−zl
2/2 and M2γ = 2α¯|eB|/π. Note that we shifted the integration variable and omitted the subscript ‖
in the notation of the longitudinal momentum.
First of all, let us show that the leading singularity, 1/α lnα, in ln(m2dyn) in Eq. (235) is induced in the kinematic
region with m2dyn ≪ |q2‖ | ≪ |eB| and m2dyn ≪ M2γ . q2⊥ ≪ |eB| (in that region, fermions can be treated as massless).
As follows from the numerical analysis, the approximation with B(p2‖ ) = mdyn for p2‖ < 2|eB| and B(p2‖) rapidly
decreasing for p2‖ > 2|eB| is reliable in this problem. Then, taking p2‖ = 0 in Eq. (234), we arrive at the equation
1 =
α
2π2
∫ 2|eB| d2q‖
q2‖ + m
2
dyn
∫ ∞
0
dx exp
(
−xl2/2
)
x + q2‖ + q
2
‖ΠE(x, q2‖ )
≃ α
2π2
∫ 2|eB| d2q‖
q2‖ + m
2
dyn
∫ 2|eB|
0
dx
x + q2‖ + q
2
‖ΠE(x, q2‖ )
. (237)
Matching now the asymptotes in Eqs. (214) and (215) at q2‖ = 6mdyn in Euclidean space, we get
1 ≃ α
2π
∫ 2|eB|
0
dx

∫ 6m2dyn
0
dy
(y + m2dyn)
(
x + y(1 + M2γ6m2dyn )
) + ∫ 2|eB|
6m2dyn
dy
(y + m2dyn)
(
x + y + M2γe−xl
2/2
)
 . (238)
It is clear that, because of m2dyn in (y+m2dyn), the first term in the square bracket on the right hand side of this equation
is of order O(1) and can be neglected: it cannot give a contribution of order 1/α lnα to m2dyn. Then, we arrive at the
estimate,
1 ≃ α
2π
∫ 2|eB|
6m2dyn
dy
y + m2dyn
∫ 2|eB|
0
dx
x + y + M2γe−xl
2/2 . (239)
The double logarithmic contribution comes from the region 2|eB| ≫ y = q2‖ ≫ m2dyn, 2|eB| ≫ x = q2⊥ & y + M2γ ≥ M2γ ,
where M2γ = 2α¯/πl2. Therefore, one can write
1 ≃ α
2π
∫ 2|eB|
6m2dyn
dy
y
∫ 2|eB|
y+M2γ
dx
x
=
α
2π
∫ 2|eB|
6m2dyn
dy
y
ln 2|eB|
y + M2γ
. (240)
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To calculate the last integral with double logarithmic accuracy, we write
1 ≃ α
2π
ln 2eBM2γ
∫ M2γ
6m2dyn
dy
y
+
∫ 2|eB|
M2γ
dy
y
ln
2|eB|
y

≃ α
2π
ln 2eBM2γ ln
M2γ
m2dyn
+
1
2
ln2 2eB
M2γ
 = α4π ln 2eBM2γ ln
2|eB|M2γ
m4dyn
 . (241)
This equation implies that
mdyn ∼
√
|eB|
(Nα
π
)1/4
exp
(
− π
α ln(π/Nα)
)
. (242)
Comparing this expression with Eq. (235), one can see that this estimate is quite reasonable. The origin of that is a
rather simple form of the fermion mass function B(p2‖): B(p2‖ ) ≃ mdyn for p2‖ . 2|eB| and B(p2‖) rapidly decreases for
p2‖ & 2|eB|.
Therefore, the dominant contribution to the Schwinger-Dyson equation (234) comes from the region with m2dyn ≪
|q2‖ | ≪ |eB| and m2dyn ≪ M2γ . q2⊥ ≪ |eB|, where fermions can be treated as massless. This in turn justifies the
approximation with the polarization function ΠE = 2α¯|eB|/πq2‖.
A more rigorous solution to Eq. (236) is presented in Appendix D.2. The corresponding final result reads
mdyn ≃
√
2|eB|
(Nα
π
)1/3
exp
(
− π
α ln(π/Nα)
)
. (243)
This expression for the dynamical mass is close both to the estimate in Eq. (242) and to the numerical solution (235).
The ratio of the values of C1 in the analytical solution and in the numerical one is C(analyt)1 /C
(numer)
1 ≃ 1.7. This rather
mild discrepancy reflects the approximations made in the kernel of the integral equation when it is reduced to the
differential equation.
3.2. Magnetic catalysis in reduced QED
It had been recognized rather long ago that relativistic field models can serve as effective theories for the de-
scription of long wavelength excitations in condensed matter systems (for a review, see Ref. [273]). In particular,
they can be applied to a wide class of (quasi-) planar systems. In this case, the corresponding relativistic theories
are (2 + 1)-dimensional, i.e., they are formulated in (2 + 1)-dimensional Minkowski space with two space like and
one time like coordinates. It is important that amongst these condensed matter systems are such as high-Tc su-
perconductors and carbon-based materials (for a list of papers using relativistic field approach to these systems see
Refs. [183, 185, 186, 189–191, 274–287]. Here, we review studies of the dynamics in graphite and graphene using the
framework of the so-called reduced (3+1)-dimensional gauge theories [189, 202, 203, 288, 289]. These theories share
the following common feature. Their gauge fields (e.g., the electromagnetic field) responsible for interparticle interac-
tion can propagate in a 3-dimensional bulk, while fermion fields (e.g., describing electron and hole type quasiparticles)
are localized on a 2-dimensional plane. Such a model mimics quite well the dynamics in graphene and even, to some
extend, in high quality pyrolytic graphite. The underlying reason for this is the well known fact that the quasiparticles
in such systems are approximately described by 2-dimensional massless Dirac fermions [274, 290, 291].
The Lagrangian density of quasiparticles on a 2-dimensional plane reads
L0 = ¯Ψ(t, r)
[
iγ0(∂t + iµ) − ivF
(
γ1Dx + γ2Dy
)]
Ψ(t, r), (244)
where Ψ(t, r) is a 4-component spinor, ¯Ψ = Ψ†γ0 is the Dirac conjugate spinor, r = (u, u′) is the position vector in the
2-dimensional plane, and the 4 × 4 Dirac γ-matrices furnish a reducible representation of the Clifford (Dirac) algebra
in 2 + 1 dimensions [207, 208, 292–294]. In order to describe the situation with a finite “residual” density of carriers,
here the chemical potential µ, connected with the electric charge, was introduced. Also, by anticipating the potential
application of this model to quasirelativistic systems such as graphene, we introduced a Fermi velocity vF instead of
the speed of light c.
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We will consider the case when the fermion fields carry an additional “flavor” index i = 1, 2, . . . , N f (in the
example of graphite, N f = 2, see Refs. [191, 280]). Following the same types of arguments as in Section 2.3, we can
show that the symmetry of the Lagrangian (244) is U(2N f ).
The three 4 × 4 γ-matrices in Eq. (244) can be chosen in the same form as in Eq. (21). Then, for each four-
component spinor, there is a global U(2) symmetry with the generators in Eq. (25). Taking into account that there are
N f fermion flavors, the full symmetry of the action (244) is U(2N f ) with the generators
λα
2
,
λα
2i
γ3,
λα
2
γ5, and λ
α
2
1
2
[γ3, γ5], (245)
which are obtained by the direct product of the four Dirac generators in Eq. (25) and the N2f generators of the flavor
U(N f ) symmetry, i.e., λα/2, with α = 0, 1, . . . , N2f − 1. Adding a mass (gap) term m0 ¯ψψ into the action (244) would
reduce the U(2N f ) symmetry down to U(N f ) × U(N f ) with the generators
λα
2
,
λα
2
1
2
[γ3, γ5], (246)
with α = 0, 1, . . . , N2f − 1. This implies that the dynamical generation of the fermion gap leads to the spontaneous
breakdown of the U(2N f ) symmetry down to U(N f ) × U(N f ).
The Coulomb interaction between quasiparticles is provided by gauge fields which, unlike the quasiparticles them-
selves, are 3-dimensional in nature. Taking into account that, in realistic condensed matter systems, the Fermi velocity
of gapless fermions vF is much less than than the speed of light c, one finds that the static Coulomb forces provide the
dominant interactions between fermions. The corresponding term in the action takes the following form:
S qp =
∫
dt
∫
dt′
∫
d2r
∫
d2r′ ¯Ψ(t, r)γ0Ψ(t, r)U(t − t′, |r − r′|) ¯Ψ(t′, r′)γ0Ψ(t′, r′), (247)
In general, the potential U(t, |r|) contains the polarization effects. In the simplest case when the polarization effects
due to quasiparticles are neglected, the Coulomb potential takes the following form:
U0(t, |r|) = e
2δ(t)
ε0
∫ d2k
(2π)2 exp(ik · r)
2π
|k| =
e2δ(t)
ε0|r| , (248)
where ε0 is a dielectric constant. Note, however, that in many cases of interest (e.g., in the case of a finite temperature
and/or a finite density and/or a nonzero magnetic field), the polarization effects may considerably modify this bare
Coulomb potential. Thus, the interaction should rather be given by
U(t, |r|) = e
2
ε0
∫ dω
2π
∫ d2k
2π
exp(−iωt + ik · r)
|k| + Π(ω, |k|) , (249)
where the polarization function Π(ω, |k|) is proportional (with a factor of 2π/ε0) to the time component of the photon
polarization tensor. In the presence of a strong magnetic field, the polarization effects were calculated in Ref. [295].
After taking them into account, we arrive at the following modified interaction:
U(t, r) = δ(t) e
2
ε0
∫ d2k
2π
exp(ik · r)
|k|(1 + a|k|) =
e2πδ(t)
2ε0a
[
H0
( |r|
a
)
− N0
( |r|
a
)]
, (250)
where
a = 2πν0
e2N f
ε0vF
√
c
|eB| , (251)
and the constant ν0 is given by
ν0 ≡ 14π√π
∫ ∞
0
dz√
z
(
coth(z)
z
− 1
sinh2(z)
)
= −3ζ(−0.5)√
2π
≈ 0.14. (252)
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Here we used the following notation: ζ(z) is the Riemann ζ-function, H0(z) is the Struve function, and N0(z) is
the Bessel function of the second kind. Let us emphasize that the instantaneous approximation for the polarization
function is justified in this case: the frequency dependence is suppressed by factors of order ω/√vF |eB| (which are
small in the case of the LLL dominance). This can be shown directly from the expression for the polarization function
in Ref. [295].
Now, the gap equation for the quasiparticle propagator will be the same as in the relativistic models of Refs. [112,
113, 119, 121]. In the nonrelativistic case at hand, however, it is justified to neglect the retardation effects in the
interaction potential.
In the case of a subcritical coupling constant g ≤ gc, we will distinguish two different dynamical regimes. The first
regime corresponds to the situation with a weak coupling g, when it is outside the scaling region near the critical value
gc. In this case the LLL dominates and the value of the dynamical gap mdyn is much less than the gap ǫB ≡
√
2v2F |eB|/c
between the Landau levels. The latter guarantees that the higher Landau levels decouple from the pairing dynamics
and the LLL dominates indeed.
The second, strong coupling, regime is that with a near-critical, although subcritical, value of g. In that case, all
Landau levels are relevant for the pairing dynamics and the value of the dynamical gap mdyn is of the order of the
Landau gap ǫB.
Let us begin by considering the weak coupled regime. Then, the low-energy dynamics is dominated by the LLL,
and the quasiparticle propagator could be approximated as follows:
¯G(t, r) = i|eB|
4πc
exp
(
−|r|
2|eB|
4c
)
g(t)
[
1 + iγ1γ2sign(eB)
]
, (253)
where g(t) is unknown matrix-valued function which should be determined by solving the Schwinger-Dyson equation.
By making use of the LLL ansatz (253), we derive the following gap equation for the Fourier transform of g(t):
g−1(ω) = g−10 (ω) − ie2
∫ dω′
2π
γ0g(ω − ω′)γ0
∫ d2k
(2π)2 exp
(
− c|k|
2
2|eB|
)
U(k). (254)
The general structure of the function g(ω) is suggested by the first (LLL) term in the well-known Schwinger prop-
agator, in which the bare gap m0 is replaced by the dynamical gap function ∆ω and additionally the wave function
renormalization Aω is introduced. Thus, we have
g(ω) = Aωγ
0ω + ∆ω
A2ωω2 − ∆2ω
. (255)
The free propagator g0(ω) has a similar structure, but the value of the bare gap is assumed to be zero.
It is easy to check that the integral on the right hand side of Eq. (254) is independent of ω. This implies that
Aω = 1 and the gap ∆ω is independent of ω. By taking this into account, we straightforwardly derive the solution:
mdyn ≡ ∆0 = g√
2
√
v2F |eB|
c
∫ ∞
0
dk exp(−k2)
1 + kχ0
, (256)
where χ0 = 2
√
2πν0gN f . In the two limiting cases, χ0 ≪ 1 and χ0 ≫ 1, we get the following asymptotes:
mdyn ≡ ∆0 ≃ g
√
π
2
√
2
√
v2F |eB|
c
1 − χ0√
π
+
χ20
2
+ · · ·
 , (257)
(for weak coupling and small N f ) and
mdyn ≡ ∆0 ≃ g√
2
√
v2F |eB|
c
lnχ0
χ0
≡ vF
4πν0N f
√
|eB|
c
lnχ0, (258)
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(for large N f ). In accordance with the general conclusion of Refs. [112, 113], in a magnetic field the gap is generated
for any nonzero coupling constant g = e2/ε0vF .
One can see that for a sufficiently small g = e2/ε0vF in expression (257) and for a sufficiently large N f in (258),
the LLL approximation is indeed self-consistent. In both cases, the gap ∆0 can be made much less than the Landau
gap (scale) ǫB. We emphasize that the second solution (258), obtained also in Ref. [191], corresponds to the regime
with a large N f and not to the strong coupling regime with a large g and N f of order one. Indeed, taking g to be large
enough in expression (258), one gets the gap ∆0 exceeding the Landau scale ǫB, i.e., for large g the self-consistency
of the LLL dominance approximation is lost. We will discuss the strong coupling regime below.
What is the energy scale the coupling constant g relates to in this problem? It is the Landau scale ǫB. The argument
supporting this goes as follows. There are two, dynamically very different, scale regions in this problem. One is the
region with the energy scale above the Landau scale ǫB and below the ultraviolet cutoff Λ, defined by the lattice size.
In that region, the dynamics is essentially the same as in the theory without magnetic field. In particular, the running
coupling decreases logarithmically with the energy scale there [280]. Another is the region below the Landau scale
ǫB. In that region, the magnetic field dramatically changes the dynamics, in particular, the behavior of the running
coupling constant. As the analysis of this section shows, because of the magnetic field, the pairing dynamics (in the
particle-hole channel) is dominated by the infrared region where ω . mdyn. Therefore, the scale region above the
Landau scale ǫB completely decouples from the pairing dynamics in this case. This manifests itself in expression
(256) for the gap: the only relevant scale is the Landau scale ǫB there. Since the effect of the running of the coupling is
taken into account by the polarization function in the gap equation, we conclude that the coupling g indeed relates to
the Landau scale in this problem. Notice that it can be somewhat smaller than the bare coupling constant g(Λ) related
to the scale Λ. Taking Λ = 2.4 eV in graphite (the width of its energy band) and using the equation for the running
coupling from Ref. [280], one gets that it is smaller by the factors 1.2 and 1.4 than g(Λ) for the values of the magnetic
field B = 10 T and B = 0.1 T, respectively.
Now let us turn to the second dynamical regime at strong coupling. In reduced QED, the gap equation in this
regime includes the contributions of all Landau levels and becomes very formidable. Still, one can estimate the value
of the gap in the strong coupling regime: since there are no small parameters in this regime for moderate values of N f ,
the gap should be of the order of the Landau scale ǫB. This conclusion is supported by studying the scaling regime in a
simpler model, a (2+1)-dimensional Nambu-Jona-Lasinio model [112, 113], considered in Section 2.4. In the critical
regime, the result for the gap is given by Eq. (75), which can be rewritten as mdyn ≃ 0.315ǫB, where the Landau scale
in the relativistic model (with vF = c) is ǫB =
√
2c|eB|.
3.3. QCD in a strong magnetic field
Studies of QCD in external electromagnetic fields had started long time ago [44, 45, 296] by using the Nambu-
Jona-Lasinio (NJL) model as a low-energy effective theory of QCD. Based on these studies, it was concluded that a
magnetic field always enhances the chiral condensate in QCD. Somewhat later, based on the property of the asymptotic
freedom in QCD, it was suggested in Ref. [126] that the dynamics in QCD in a magnetic field is weakly coupled at
sufficiently large magnetic fields. This point is similar to those well known facts that the dynamics in both hot QCD
[297] and QCD with a large baryon charge [298–300] are weakly coupled.
In Ref. [127], the magnetic catalysis in QCD was studied rigorously, from first principles. In fact, it was shown
that, at sufficiently strong magnetic fields, |eB| ≫ Λ2QCD, there exists a consistent truncation of the Schwinger-Dyson
(gap) equation which leads to a reliable asymptotic expression for the quark mass mq [see Eq. (263)], where q is
the electric charge of the q-th quark. As we discuss below, because of the running of the QCD coupling αs, the
dynamical mass mq grows very slowly with increasing the value of the background magnetic field. Moreover, there
may exist an intermediate region of fields where the mass decreases with increasing the magnetic field. Another,
rather unexpected, consequence is that a strong external magnetic field can suppress the chiral vacuum fluctuations
leading to the generation of the usual dynamical mass of quarks m(0)dyn ≃ 300 MeV in QCD without a magnetic field.
In fact, in a wide range of strong magnetic fields Λ2 . B . (10TeV)2, where Λ is the characteristic gap in QCD
without the magnetic field (it can be estimated to be a few times larger than ΛQCD), the dynamical mass in a magnetic
field remains smaller than m(0)dyn. As it will be shown below, this point is intimately connected with another one: in a
strong magnetic field, the confinement scale, λQCD, is much less than the confinement scale ΛQCD in QCD without a
magnetic field.
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This picture is very different from that in QED in a magnetic field, which is not surprising: the QCD and QED
dynamics are very different. On the other hand, like in QED in a magnetic field, one of the central dynamical issues
underlying the magnetic catalysis in QCD is the effect of screening of the gluon interactions in a magnetic field in
the region of momenta relevant for the chiral symmetry breaking dynamics, m2q ≪ |k2| ≪ |eB|. In this region, gluons
acquire a mass Mg of order
√
N fαs|eqB|. This allows us to separate the dynamics of the magnetic catalysis from that
of confinement. More rigorously, Mg is the mass of a quark-antiquark composite state coupled to the gluon field. As
in QED in a magnetic field, the appearance of such mass resembles the pseudo-Higgs effect in the (1+1)-dimensional
massive QED (massive Schwinger model [270, 301]) (see below).
The flavor symmetries in magnetic QCD and magnetic QED are also very different. Since the background mag-
netic field breaks explicitly the global chiral symmetry that interchanges the up and down quark flavors, the chiral
symmetry in the case of QCD is SU(Nu)L × SU(Nu)R × SU(Nd)L × SU(Nd)R × U(−)(1)A. The U(−)(1)A is connected
with the current which is an anomaly free linear combination of the U(d)(1)A and U(u)(1)A currents. [The U(−)(1)A
symmetry is of course absent if either Nd or Nu is equal to zero]. The generation of quark masses breaks this symme-
try spontaneously down to SU(Nu)V × SU(Nd)V and, as a result, N2u + N2d − 1 gapless Nambu-Goldstone (NG) bosons
appear in the spectrum. In Section 3.3.2, we derive the effective action for the NG bosons and calculate their decay
constants and velocities.
The two main characteristics of the QCD dynamics are of course the properties of asymptotic freedom and con-
finement. In connection with that, our second major result is the derivation of the low-energy effective action for
gluons in QCD in a strong magnetic field [see Eq. (276) in Section 3.3.3]. The characteristic feature of this action is
its anisotropic dynamics. In particular, the strength of static (Coulomb like) forces along the direction parallel to the
magnetic field is much larger than that in the transverse directions. Also, the confinement scale in this theory is much
less than that in QCD without a magnetic field. These features imply a rich and unusual spectrum of light glueballs in
this theory.
A special and interesting case is QCD with a large number of colors, in particular, with Nc → ∞ (the ’t Hooft limit).
In this limit, the mass of gluons goes to zero and the expression for the dynamical quark mass becomes essentially
different [see Eq. (283) in Section 3.3.4]. In fact, it will be shown that, for any value of an external magnetic field,
there exists a threshold value Nthrc , rapidly growing with |eB| [e.g., Nthrc & 100 for |eB| & (1 GeV)2]. For Nc of the
order Nthrc or larger, the gluon mass becomes small and irrelevant for the dynamics of the generation of a quark mass.
As a result, expression (283) for mq takes place for such large Nc. The confinement scale in this case is close to
ΛQCD. Still, as is shown in Section 3.3.4, the dynamics of chiral symmetry breaking is under control in this limit if
the magnetic field is sufficiently strong.
It is important that, unlike the case of QCD with a nonzero baryon density, there are no principal obstacles for
checking all these results and predictions in lattice computer simulations of QCD in a magnetic field. We will discuss
the main results of such lattice simulations below in Section 3.4.
3.3.1. Magnetic catalysis
We begin the analysis by considering the Schwinger-Dyson (gap) equation for the quark propagator. It has the
following form:
G−1(u, u′) = S −1(u, u′) + 4παsγµ
∫
G(u, v)Γν(v, u′, v′)Dνµ(v′, u)d4vd4v′, (259)
where S (u, u′) and G(u, u′) are the bare and full fermion propagators in an external magnetic field,Dνµ(u, u′) is the full
gluon propagator and Γν(u, u′, v) is the full amputated vertex function. Since the coupling αs related to the scale |eB|
is small, one might think that the rainbow (ladder) approximation is reliable in this problem. However, this is not the
case. Because of the (1+ 1)-dimensional form of the fermion propagator in the LLL approximation, there are relevant
higher order contributions [119, 121]. Fortunately one can solve this problem. First of all, an important feature of the
quark-antiquark pairing dynamics in QCD in a strong magnetic field is that this dynamics is essentially Abelian. This
feature is provided by the form of the polarization operator of gluons in this theory. The point is that the dynamics
of the quark-antiquark pairing is mainly induced in the region of momenta k much less than
√|eB|. This implies that
the magnetic field yields a dynamical ultraviolet cutoff in this problem. On the other hand, while the contribution of
(electrically neutral) gluons and ghosts in the polarization operator is proportional to k2, the fermion contribution is
proportional to |eqB| [119, 121]. As a result, the fermion contribution dominates in the relevant region with k2 ≪ |eB|.
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This observation implies that there are three, dynamically very different, scale regions in this problem. The first
one is the region with the energy scale above the magnetic scale
√|eB|. In that region, the dynamics is essentially the
same as in QCD without a magnetic field. In particular, the running coupling decreases logarithmically with increasing
the energy scale there. The second region is that with the energy scale below the magnetic scale but much larger than
the mass (gap) mq. In this region, the dynamics is Abelian-like and, therefore, the dynamics of the magnetic catalysis
is similar to that in QED in a magnetic field. At last, the third region is the region with the energy scale less than the
gap. In this region, quarks decouple and an anisotropic confinement dynamics for gluons is realized.
Let us first consider the intermediate region relevant for the magnetic catalysis. As was indicated above, the
important ingredient of this dynamics is a large contribution of fermions to the polarization operator. It is large
because of an (essentially) (1 + 1)-dimensional form of the fermion propagator in a strong magnetic field. Its explicit
form can be obtained by modifying appropriately the expression for the polarization operator in QED in a magnetic
field [256, 260–264]:
PAB,µν ≃ αs6πδ
AB
(
kµ‖ k
ν
‖ − k2‖gµν‖
) N f∑
q=1
|eqB|
m2q
, for |k2‖ | ≪ m2q, (260)
PAB,µν ≃ −αs
π
δAB
(
kµ‖ k
ν
‖ − k2‖gµν‖
) N f∑
q=1
|eqB|
k2‖
, for m2q ≪ |k2‖ | ≪ |eB|. (261)
[Compare with Eqs. (214) and (215).] Here gµν‖ ≡ diag(1, 0, 0,−1) is the projector onto the longitudinal subspace, and
kµ‖ ≡ g
µν
‖ kν (the magnetic field is in the z direction). Similarly, we introduce the orthogonal projector gµν⊥ ≡ gµν − gµν‖ =
diag(0,−1,−1, 0) and kµ⊥ ≡ gµν⊥ kν that we will use below. Notice that quarks in a strong magnetic field do not couple
to the transverse subspace spanned by gµν⊥ and k
µ
⊥. This is because in a strong magnetic field only the quark from the
LLL matter and they couple only to the longitudinal components of the gluon field. The latter property follows from
the fact that spins of the LLL quarks are polarized along the magnetic field [112, 113].
The expressions (260) and (261) coincide with those for the polarization operator in the massive Schwinger model
if the parameter αs|eqB|/2 here is replaced by the dimensional coupling α1 of QED1+1. As in the Schwinger model,
Eq. (215) implies that there is a massive resonance in the kµ‖ kν‖ − k2‖g
µν
‖ component of the gluon propagator. Its mass is
M2g =
N f∑
q=1
αs
π
|eqB| = (2Nu + Nd)αs3π |eB|. (262)
This is reminiscent of the pseudo-Higgs effect in the (1 + 1)-dimensional massive QED. It is not the genuine Higgs
effect because there is no complete screening of the color charge in the infrared region with |k2‖ | ≪ m2q. This can be
seen clearly from Eq. (260). Nevertheless, the pseudo-Higgs effect is manifested in creating a massive resonance and
this resonance provides the dominant forces leading to chiral symmetry breaking.
Now, after the Abelian-like structure of the dynamics in this problem is established, we can use the results of
the analysis in QED in a magnetic field [119, 121] by introducing appropriate modifications. The main points of the
analysis are: (i) the so called improved rainbow approximation is reliable in this problem provided a special nonlocal
gauge is used in the analysis, and (ii) for a small coupling αs the relevant region of momenta in this problem is m2q ≪
|k2| ≪ |eB|. We recall that in the improved rainbow approximation the vertex Γν(u, u′, z) is taken to be bare and the
gluon propagator is taken in the one-loop approximation. Moreover, as we argued above, in this intermediate region
of momenta, only the contribution of quarks to the gluon polarization tensor (215) matters. It may be appropriate to
call this approximation the “strong-magnetic-field-loop” improved rainbow approximation. As to the modifications,
they are purely kinematic: the overall coupling constant in the gap equation α and the dimensionless combination
M2γ/|eB| in QED have to be replaced by αs(N2c − 1)/2Nc and M2g/|eqB|, respectively. This leads us to the expression
for the dynamical mass (gap),
m2q ≃ 2C1|eqB|
(
cqαs
)2/3
exp
[
− 4Ncπ
αs(N2c − 1) ln(C2/cqαs)
]
, (263)
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Figure 11: (Color online) The dynamical masses of the u-quarks (red color) and d-quarks (green color) as functions of the magnetic field for Nc = 3
and two different choices of the number of flavors: (i) Nu = 1 and Nd = 2 (solid lines), and (ii) Nu = 2 and Nd = 2 (dashed lines). The result may
not be reliable in the weak magnetic field region (shaded) where the running coupling constant becomes strong (αs & 0.1). The values of masses
are given in units of ΛQCD = 250 MeV.
where eq is the electric charge of the q-th quark and Nc is the number of colors. The numerical factors C1 and C2
equal 1 in the leading approximation that we use. Their value, however, can change beyond this approximation and
we can only say that they are of order 1. The constant cq is defined as follows:
cq =
1
6π (2Nu + Nd)
∣∣∣∣∣∣ eeq
∣∣∣∣∣∣ , (264)
where Nu and Nd are the numbers of up and down quark flavors, respectively. The total number of quark flavors is
N f = Nu + Nd. The strong coupling αs in the last equation is related to the scale
√|eB|, i.e.,
1
αs
≃ b ln |eB|
Λ2QCD
, where b =
11Nc − 2N f
12π
. (265)
We should note that in the leading approximation the energy scale
√|eB| in Eq. (265) is fixed only up to a factor of
order 1.
After expressing the magnetic field in terms of the running coupling, the result for the dynamical mass takes the
following convenient form:
m2q ≃ 2C1
∣∣∣∣∣eqe
∣∣∣∣∣Λ2QCD (cqαs)2/3 exp
[
1
bαs
− 4Ncπ
αs(N2c − 1) ln(C2/cqαs)
]
. (266)
As is easy to check, the dynamical mass of the u-quark is considerably larger than that of the d-quark. It is also
noticeable that the values of the u-quark dynamical mass becomes comparable to the vacuum value m(0)dyn ≃ 300 MeV
only when the coupling constant gets as small as 0.05.
Now, by trading the coupling constant for the magnetic field scale |eB| using Eq. (266), we get the dependence
of the dynamical mass on the value of the external field. The numerical results are presented in Fig. 11 [we used
C1 = C2 = 1 in Eq. (266)].
As one can see in Fig. 11, the value of the quark mass in a wide window of strong magnetic fields, Λ2QCD ≪ |eB| .
(10 TeV)2, remains smaller than the dynamical mass of quarks m(0)dyn ≃ 300 MeV in QCD without a magnetic field. In
other words, the chiral condensate is partially suppressed for those values of a magnetic field. The explanation of this,
rather unexpected, result is actually simple. The magnetic field leads to the mass Mg (262) for gluons. In a strong
enough magnetic field, this mass becomes larger than the characteristic gap Λ in QCD without a magnetic field (Λ,
playing the role of a gluon mass, can be estimated as a few times larger than ΛQCD). This, along with the property of
the asymptotic freedom (i.e., the fact that αs decreases with increasing the magnetic field), leads to the suppression of
the chiral condensate.
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This point also explains why our result for the gap is so different from that in the NJL model in a magnetic field
[44, 45]. Recall that, in the NJL model, the gap logarithmically (i.e., much faster than in the present case) grows with
a magnetic field. This is the related to the assumption that both the dimensional coupling constant G = g/Λ2 (with
Λ playing a role similar to that of the gluon mass in QCD), as well as the scale Λ do not dependent on the value of
the magnetic field. Therefore, in that model, in a strong enough magnetic field, the value of the chiral condensate is
overestimated.
The picture which emerges from this discussion is the following. For values of a magnetic field |eB| . Λ2 the
dynamics in QCD should be qualitatively similar to that in the NJL model. For strong values of the field, however, it
is essentially different, as was described above. This in turn suggests that there should exist an intermediate region of
fields where the dynamical masses of quarks decrease with increasing the background magnetic field.
3.3.2. Effective action of NG bosons
The presence of the background magnetic field breaks explicitly the global chiral symmetry that interchanges the
up and down quark flavors. This is related to the fact that the electric charges of the two sets of quarks are different.
However, the magnetic field does not break the global chiral symmetry of the action completely. In particular, in the
model with the Nu up quark flavors and the Nd down quark flavors, the action is invariant under the chiral symmetry
SU(Nu)L×SU(Nu)R×SU(Nd)L×SU(Nd)R×U(−)(1)A. The U(−)(1)A is connected with the current which is an anomaly
free linear combination of the U(d)(1)A and U(u)(1)A currents. [The U(−)(1)A symmetry is of course absent if either Nd
or Nu is equal to zero].
The global chiral symmetry of the action is broken spontaneously down to the diagonal subgroup SU(Nu)V ×
SU(Nd)V when dynamical masses of quarks are generated. In agreement with the Goldstone theorem, this leads to
the appearance of N2u + N2d − 1 number of the NG gapless excitations in the low-energy spectrum of QCD in a strong
magnetic field. Notice that there is also a pseudo-NG boson connected with the conventional (anomalous) U(1)A
symmetry which can be rather light in a sufficiently strong magnetic field.
Now, in the chiral limit, the general structure of the low-energy action for the NG bosons could be easily es-
tablished from the symmetry arguments alone. First of all, such an action should be invariant with respect to the
space-time symmetry SO(1, 1) × SO(2) which is left unbroken by the background magnetic field [here the SO(1, 1)
and the SO(2) are connected with Lorentz boosts in the t-z hyperplane and rotations in the x-y plane, respectively].
Besides that, the low-energy action should respect the original chiral symmetry SU(Nu)L × SU(Nu)R × SU(Nd)L ×
SU(Nd)R × U(−)(1)A. These requirements lead to the following general form of the action:
LNG ≃
f 2u
4
tr
(
gµν‖ ∂µΣu∂νΣ
†
u + v
2
ug
µν
⊥ ∂µΣu∂νΣ
†
u
)
+
f 2d
4
tr
(
gµν‖ ∂µΣd∂νΣ
†
d + v
2
dg
µν
⊥ ∂µΣd∂νΣ
†
d
)
+
˜f 2
4
(
gµν‖ ∂µ ˜Σ∂ν ˜Σ
† + v˜2gµν⊥ ∂µ ˜Σ∂ν ˜Σ
†) . (267)
The unitary matrix fields Σu ≡ exp
(
i
∑N2u−1
A=1 λ
AπAu/ fu
)
, Σd ≡ exp
(
i
∑N2d−1
A=1 λ
AπAd/ fd
)
, and ˜Σ ≡ exp
(
i
√
2π˜/ ˜f
)
describe the
NG bosons in the up, down, and U(−)(1)A sectors of the original theory. The decay constants fu, fd, ˜f and transverse
velocities vu, vd, v˜ can be calculated by using the standard field theory formalism (for a review, see for example the
book [201]). Let us first consider the N2u + N2d − 2 NG bosons in the up and down sectors, assigned to the adjoint
representation of the SU(Nu)V × SU(Nd)V symmetry. The basic relation is
δABPµq fq = −i
∫ d4k
(2π)4 tr
(
γµγ5
λA
2
χBq (k, P)
)
, (268)
where Pµq =
(
P0, v2q P⊥, P3
)
and χAq (k, P) is the Bethe-Salpeter wave function of the NG bosons (P is the momentum
of their center of mass). In the weakly coupled dynamics at hand, one could use an analogue of the Pagels-Stokar
approximation [201, 302]. In this approximation, the Bethe-Salpeter wave function is determined from the Ward iden-
tities for axial currents. In fact, the calculation of the decay constants and velocities of NG bosons resembles closely
the calculation in the case of a color superconducting dense quark matter [303, 304]. In the LLL approximation, the
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final result in Euclidean space is
f 2q = 4Nc
∫ d2k⊥d2k‖
(2π)4 exp
(
− k
2
⊥
|eqB|
)
m2q
(k2‖ + m2q)2
, vq = 0. (269)
The evaluation of this integral is straightforward. As a result, we get
f 2u =
Nc
6π2
|eB|, (270)
f 2d =
Nc
12π2
|eB|. (271)
The remarkable fact is that the decay constants are nonzero even in the limit when the dynamical masses of quarks
approach zero. The reason of that is the (1+1)-dimensional character of this dynamics: as one can see from expression
(269), in the limit mq → 0, the infrared singularity in the integral cancels the mass mq in the numerator. A similar
situation takes place in color superconductivity [303–308]: in that case the (1 + 1)-dimensional character of the
dynamics is provided by the Fermi surface.
Notice that the transverse velocities of the NG bosons are equal to zero. This is also a consequence of the (1 + 1)-
dimensional structure of the quark propagator in the LLL approximation. The point is that quarks can move in the
transverse directions only by hopping to higher Landau levels. Taking into account higher Landau levels would lead
to nonzero velocities suppressed by powers of |mq|2/|eB|. In fact, the explicit form of the velocities was derived in the
weakly coupled NJL model in an external magnetic field [see Eq. (140) in Section 2.6]. It is
v2u,d ∼
|mu,d|2
|eB| ln
|eB|
|mu,d|2 ≪ 1. (272)
A similar expression should take place also for the transverse velocities of the NG bosons in QCD.
Now, let us turn to the NG boson connected with the spontaneous breakdown of the U(−)(1)A. It is a SU(Nu)V ×
SU(Nd)V singlet. Neglecting the anomaly, we would actually get two NG singlets, connected with the up and down
sectors, respectively. Their decay constants and velocities would be given by expression (268) in which λA has to be
replaced by λ0. The latter is proportional to the unit matrix and normalized as the λA matrices: tr[(λ0)2] = 2. It is
clear that their decay constants and velocities would be the same as for the NG bosons from the adjoint representation.
Now, taking the anomaly into account, we find that the anomaly free U(−)(1)A current is connected with the traceless
matrix ˜λ0/2 ≡ (√Nd/N fλ0u − √Nu/N fλ0d)/2. Therefore, the genuine NG singlet |1〉 is expressed through those two
singlets, |1, d〉 and |1, u〉, as |1〉 = √Nd/N f |1, u〉 − √Nu/N f |1, d〉. This implies that its decay constant is
˜f 2 = (Nd fu + Nu fd)
2
N2f
=
(√2Nd + Nu)2Nc
12π2N2f
|eB|. (273)
Its transverse velocity is of course zero in the LLL approximation.
3.3.3. Low-energy gluodynamics and anisotropic confinement
Let us now turn to the infrared region with |k| . md, where all quarks decouple (notice that we take here the
smaller mass of d quarks). In that region, a pure gluodynamics is realized. However, its dynamics is quite unusual.
The point is that although gluons are electrically neutral, their dynamics is strongly influenced by an external magnetic
field, as one can see from expression (260) for their polarization operator. In a more formal language, while quarks
decouple and do not contribute into the equations of the renormalization group in that infrared region, their dynamics
strongly influence the boundary (matching) conditions for those equations at k ∼ md.
A conventional way to describe this dynamics is the method of the low-energy effective action. By taking into
account the polarization effects due to the background magnetic field, we arrive at the following quadratic part of the
low-energy effective action for gluons:
L(2)glue,eff = −
1
2
N2c−1∑
A=1
AAµ (−k)
[
gµνk2 − kµkν + κ
(
gµν‖ k
2
‖ − kµ‖ kν‖
)]
AAν (k), (274)
58
where
κ =
αs
6π
N f∑
q=1
|eqB|
m2q
=
1
12C1π
N f∑
q=1
αs
c2q
1/3 exp
(
4Ncπ
αs(N2c − 1) ln(C2/cqαs)
)
≫ 1. (275)
By making use of the quadratic part of the action, as well as the requirement of the gauge invariance, we could easily
restore the whole low-energy effective action (including self-interactions) as follows:
Lglue,eff ≃ 12
N2c−1∑
A=1
(
EA⊥ · EA⊥ + ǫEA3 EA3 − BA⊥ · BA⊥ − BA3 BA3
)
, (276)
where the (chromo-) dielectric constant ǫ ≡ 1 + κ was introduced. Also, we introduced the notation for the chromo-
electric and chromo-magnetic fields as follows:
EAi = ∂0A
A
i − ∂iAA0 + g f ABCAB0 ACi , (277)
BAi =
1
2
εi jk
(
∂ jAAk − ∂kAAj + g f ABCABj ACk
)
. (278)
This low-energy effective action is relevant for momenta |k| . md. Notice the following important feature of the
action: the coupling g, playing here the role of the “bare” coupling constant related to the scale md, coincides with
the value of the vacuum QCD coupling related to the scale √|eB| (and not to the scale md). This is because g is
determined from the matching condition at |k| ∼ md, the lower border of the intermediate region md . |k| .
√|eB|,
where, because of the pseudo-Higgs effect, the running of the coupling is essentially frozen. Therefore, the “bare”
coupling g indeed coincides with the value of the vacuum QCD coupling related to the scale √|eB|: g = gs. Since
this value is much less that that of the vacuum QCD coupling related to the scale md, this implies that the confinement
scale λQCD of the action (276) should be much less than ΛQCD in QCD without a magnetic field.
Actually, this consideration somewhat simplifies the real situation. Since the LLL quarks couple to the longitudinal
components of the polarization operator, only the effective coupling connected with longitudinal gluons is frozen.
For transverse gluons, there should be a logarithmic running of their effective coupling. It is clear, however, that this
running should be quite different from that in the vacuum QCD. The point is that the time-like gluons are now massive
and their contribution in the running in the intermediate region is severely reduced. On the other hand, because of
their negative norm, just the time like gluons are the major players in producing the antiscreening running in QCD
(at least in covariant gauges). Since now they effectively decouple, the running of the effective coupling for the
transverse gluons should slow down. It is even not inconceivable that the antiscreening running can be transformed
into a screening one. In any case, one should expect that the value of the transverse coupling related to the matching
scale md will be also essentially reduced in comparison with that in the vacuum QCD. Since the consideration in this
section is rather qualitative, we adopt the simplest scenario with the value of the transverse coupling at the matching
scale md also coinciding with gs.
In order to determine the new confinement scale λQCD, one should consider the contribution of gluon loops in
the perturbative loop expansion connected with the anisotropic action (276), a hard problem that could be perhaps
solved in the future. [It is interesting to note that the problem of anisotropic gluodynamics and the dependence of the
confinement scale on the anisotropy could be also studied using lattice simulations.] Here we will get an estimate of
λQCD, without studying the loop expansion in detail. Let us start from calculating the interaction potential between
two static quarks in this theory. It reads
V(x, y, z) ≃ g
2
s
4π
√
z2 + ǫ(x2 + y2)
(279)
(compare with Problem 2 on p. 56 in Ref. [309]). Because of the dielectric constant, this Coulomb like interaction
is anisotropic in space: it is suppressed by a factor of
√
ǫ in the transverse directions compared to the interaction in
the direction of the magnetic field. The potential (279) corresponds to the classical (tree) approximation which is
good only in the region of distances much smaller than the confinement radius rQCD ∼ λ−1QCD. Deviations from this
interaction are described by loop corrections. Let us estimate the value of a fine structure constant connected with the
perturbative loop expansion.
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First of all, because of the form of the potential (279), the effective coupling constants connected with the parallel
and transverse directions are different: while the former is equal to g‖
eff
= gs, the latter is g⊥eff = gs/ǫ
1/4
. On the other
hand, the loop expansion parameter (fine structure constant) is g2
eff
/4πvg, where vg is the velocity of gluon quanta.
Now, as one can notice from Eq. (274), while the velocity of gluons in the parallel direction is equal to the speed of
light c = 1, there are gluon quanta with the velocity v⊥g = 1/
√
ǫ in the transverse directions. This seems to suggest
that the fine structure constants may remain the same, or nearly the same, despite the anisotropy: the factor
√
ǫ in
(g⊥
eff
)2 will be canceled by the same factor in v⊥g . Therefore, the fine structure constant can be estimated as αs = g2s/4π
(although, as follows from Eq. (274), there are quanta with the velocity v⊥g = 1, their contribution in the perturbative
expansion is suppressed by the factor 1/
√
ǫ).
This consideration is of course far from being quantitative. Introducing the magnetic field breaks the Lorentz
group SO(3, 1) down to SO(1, 1)×SO(2), and it should be somehow manifested in the perturbative expansion. Still, we
believe, this consideration suggests that the structure of the perturbative expansion in this theory can be qualitatively
similar to that in the vacuum QCD, modulo the important variation: while in the vacuum QCD αs is related to the
scale |eB|, it is now related to much smaller scale md.
By making use of this observation, we will approximate the running in the low-energy region by a vacuum-like
running:
1
α′s(µ)
=
1
αs
+ b0 ln
µ2
m2d
, where b0 =
11Nc
12π
, (280)
where the following condition was imposed: α′s(md) = αs. From this running law, we estimate the new confinement
scale,
λQCD ≃ md
(
ΛQCD√|eB|
)b/b0
. (281)
We emphasize again that expression (281) is just an estimate of the new confinement scale. In particular, both the
exponent, taken here to be equal to b/b0, and the overall factor in this expression, taken here to be equal 1, should be
considered as being fixed only up to a factor of order one.
The hierarchy λQCD ≪ ΛQCD is intimately connected with a somewhat puzzling point that the pairing dynamics
decouples from the confinement dynamics despite it produces quark masses of orderΛQCD or less [for a magnetic field
all the way up to the order of (10 TeV)2]. The point is that these masses are heavy in units of the new confinement
scale λQCD and the pairing dynamics is indeed weakly coupled.
Before concluding this section, let us note that recently the authors of Ref. [310] were able to extract results for
the quark-antiquark potential by making use of lattice QCD simulations in the background of constant magnetic field.
They found that both the effective string tension and the Coulomb part of the potential are anisotropic. The value
of the string tension becomes larger in the transverse direction and smaller in the longitudinal direction [310]. The
absolute value of the Coulomb coupling shows the opposite behavior [310] and that is consistent with the strong field
limit prediction in Eq. (279).
3.3.4. Magnetic catalysis in QCD with large number of colors
In this section, we will discuss the dynamics in QCD in a magnetic field when the number of colors is large, in
particular, we will consider the (’t Hooft) limit Nc → ∞. Just a look at expression (262) for the gluon mass is enough
to recognize that the dynamics in this limit is very different from that considered in the previous sections. Indeed, as
is well known, the strong coupling constant αs is proportional to 1/Nc in this limit. More precisely, it rescales as
αs =
α˜s
Nc
, (282)
where the new coupling constant α˜s remains finite as Nc → ∞. Then, expression (262) implies that the gluon mass
goes to zero in this limit. This in turn implies that the appropriate approximation in this limit is not the improved
rainbow approximation but the rainbow approximation itself, when both the vertex and the gluon propagator in the
Schwinger-Dyson equation (259) are taken to be bare.
In order to get the expression for the quark propagator in this case, we can use the results of the analysis of the
Schwinger-Dyson equation in the rainbow approximation in QED in a magnetic field in Section 3.1.2, with the same
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simple modifications as in Section 3.3.1. The result is
m2q = C|eqB| exp
−π
(
πNc
(N2c − 1)αs
)1/2 , (283)
where the constant C is of order one. As Nc → ∞, one gets
m2q,Nc→∞ = C|eqB| exp
−π
(
π
α˜s
)1/2 . (284)
It is natural to ask how large Nc should be before the expression (283) becomes reliable. From our discussion above,
it is clear that the rainbow approximation may be reliable only when the gluon mass is small, i.e., it is of the order of
the quark mass mq or less. Equating expressions (262) and (283), we derive an estimate for the threshold value of Nc:
Nthrc ∼
2Nu + Nd
ln |eB|/Λ2QCD
exp
 π2√3
(
11 ln |eB|
ΛQCD
)1/2 . (285)
Expression (283) for the quark mass is reliable for the values of Nc of the order of Nthrc or larger. Decreasing Nc below
Nthrc , one comes to expression (263).
It is quite remarkable that one can get a rather close estimate for Nthrc by equating expressions (263) and (262):
Nthrc ∼
2Nu + Nd
ln |eB|/Λ2QCD
exp

(
11 ln |eB|
ΛQCD
)1/2 (286)
[notice that the ratio of the exponents (285) and (286) is equal to 0.91]. The similarity of estimates (285) and (286)
implies that, crossing the threshold Nthrc , expression (283) for mq smoothly transfers into expression (263).
These estimates show that the value of Nthrc rapidly grows with the magnetic field. For example, taking ΛQCD =
250 MeV and Nu = 1, Nd = 2, we find from Eq. (285) that Nthrc ∼ 102, 103, and 104 for |eB| ∼ (1 GeV)2, (10 GeV)2,
and (100 GeV)2, respectively.
As was shown in Section 3.3.3, in the regime with the number of colors Nc ≪ Nthrc , the confinement scale λQCD
in QCD in a strong magnetic field is essentially smaller than ΛQCD. What is the value of λQCD in the regime with Nc
being of the order of Nthrc or larger? It is not difficult to see that λQCD ≃ ΛQCD in this case. Indeed, now the gluon
mass and, therefore, the contribution of quarks in the polarization operator are small (the latter is suppressed by the
factor 1/Nc with respect to the contribution of gluons). As a result, the β-function in this theory is close to that in
QCD without a magnetic field, i.e., λQCD ≃ ΛQCD.
Expression (283) implies that, for a sufficiently strong magnetic fields, the dynamical mass mq is much larger than
the confinement scale ΛQCD. Indeed, expressing the magnetic field in terms of the running coupling, one gets
m2q ≃
∣∣∣∣∣eqe
∣∣∣∣∣Λ2QCD exp
 1bαs − π
(
πNc
(N2c − 1)αs
)1/2 , (287)
and for small values of bαs ∼ Ncαs ≡ α˜s (i.e., for large values of |eB|) the mass mq is indeed much larger than ΛQCD.
This point is important for proving the reliability of the rainbow approximation in this problem. Indeed, the relevant
region of momenta in this problem is m2q ≪ |k2| ≪ |eB| [112, 113] where, because of the condition m2q ≫ Λ2QCD
in a strong enough field, the running coupling is small. Therefore, the rainbow approximation is indeed reliable for
sufficiently strong magnetic fields in this case.
3.3.5. Additional remarks about QCD dynamics in a magnetic field
QCD in a strong magnetic field yields an example of a rich, sophisticated and (that is very important) controllable
dynamics. Because of the property of asymptotic freedom, the pairing dynamics, responsible for chiral symmetry
breaking in a strong magnetic field, is weakly interacting. The key point why this weakly interacting dynamics
manages to produce spontaneous chiral symmetry breaking is the fact that it is essentially (1 + 1)-dimensional: in the
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plane orthogonal to the external field the motion of charged quarks is restricted to a region of a typical size of the order
of the magnetic length, l = 1/
√|eqB|. Moreover, such a dynamics almost completely decouples from the dynamics of
confinement which develops at very low energy scales in the presence of a strong magnetic field.
Here we presented the analysis in the LLL approximation, which is expected to be valid in very strong magnetic
fields. Beyond such an approximation, the role of higher Landau levels in the dynamics of magnetic catalysis was
recently studied in Ref. [135]. It was found that while their contribution lead to quantitative differences in observables,
the qualitative picture remains similar to that in the LLL approximation.
While the pairing dynamics decouples from the dynamics of confinement, the latter is strongly modified by the
polarization effects due to quarks that have an effective (1 + 1)-dimensional dynamics in the lowest Landau level. As
a result, the confinement scale in QCD in a strong magnetic field λQCD is much less than the confinement scale ΛQCD
in the vacuum QCD. This implies a rich spectrum of light glueballs in this theory.
This picture changes drastically for QCD with a large number of colors (Nc & 100 for |eB| & 1 GeV2). In that
case a conventional confinement dynamics, with the confinement scale λQCD ∼ ΛQCD, is realized.
The dynamics of chiral symmetry breaking in QCD in a magnetic field has both similarities and important differ-
ences with respect to the dynamics of color superconductivity in QCD with a large baryon density [311, 312]. Both
dynamics are essentially (1+ 1)-dimensional. However, while the former is anisotropic [the rotational SO(3) symme-
try is explicitly broken by a magnetic field], the rotational symmetry is preserved in the latter. This fact is connected,
in particular, with the following fact: while in dense QCD quarks interact via the exchange of both chromo-electric
and chromo-magnetic gluons [313–318], in the present theory they interact only via the exchange of the longitudinal
components of chromo-electric gluons. This in turn leads to very different expressions for the dynamical masses of
quarks in these two theories.
Another important difference is that while the pseudo-Higgs effect takes place in QCD in a magnetic field, the
genuine Higgs effect is realized in color superconducting dense quark matter. Because of the Higgs effect, the color
interactions connected with broken generators are completely screened in infrared in the case of color superconduc-
tivity. In particular, in the color-flavor locked phase of dense QCD with three quark flavors, the color symmetry
is completely broken and, therefore, the infrared dynamics is under control in that case [319]. As for dense QCD
with two quark flavors, the color symmetry is only partially broken down to SU(2)c, and there exists an analog of
the pseudo-Higgs effect for the electric modes of gluons connected with the unbroken SU(2)c. As a result, the con-
finement scale of the gluodynamics of the remaining SU(2)c group is much less than ΛQCD [320], lresembling the
present case of QCD in a magnetic field. The essential difference, however, is that, unlike QCD in a magnetic field,
the infrared dynamics of a color superconductor is isotropic.
Last but not least, unlike the case of QCD with a nonzero baryon density, there are no principal obstacles for
examining all these results and predictions in lattice computer simulations of QCD in a magnetic field.
3.4. Lattice studies of QCD in a magnetic field
In the previous several subsections, we discussed the possibility of magnetic catalysis in gauge theories, such as
QED and QCD. In the case of QED, the corresponding underlying dynamics is weakly coupled and, thus, almost com-
pletely under theoretical control. As we saw, the only subtle complication in the corresponding dynamics originates
from the long-range nature of the QED interaction. Because of this, in a general gauge, there is no suppression of
higher-order diagrams and the conventional loop expansion leads to a quantitatively unreliable result for the dynami-
cally generated fermion mass. This fact alone could not, however, invalidate the qualitative features and consequences
of the magnetic catalysis, whose nature is truly universal in the weakly coupled regime.
At the same time, it should be emphasized that while the general features of the magnetic catalysis are well
understood in the weakly interacting regime of quantum field theoretical models, numerous questions may arise
at strong coupling. This general problem is encountered, in particular, in low-energy QCD, in which the strong
interaction is responsible for the confinement and other nonperturbative phenomena. To circumvent the problem in
the analytical studies, in Section 3.3 we had to assume that the background magnetic field is asymptotically strong. In
such a limit the Landau energy scale
√|eB| is much larger than ΛQCD and the dynamics responsible for the magnetic
catalysis becomes effectively weakly interacting.
The insight into the dynamics at asymptotically strong magnetic fields, however, does not help to fully understand
the role of moderately strong magnetic fields,
√|eB| ∼ ΛQCD in QCD, when a nontrivial competition between the
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Figure 12: (Color online) The change of the average light-quark chiral condensate due to the magnetic field (left panel) and the temperature
dependence of the condensate (right panel). The plot in the left panel is taken from Ref. [169]. The temperature dependence in the right panel was
plotted using the lattice data of Ref. [169].
chiral symmetry breaking and confinement is expected. In the corresponding strongly-coupled regime of QCD without
background fields, the use of lattice simulations proved to be invaluable to understand the underlying dynamics at zero
and finite temperatures. The same techniques have now also been applied to QCD-like gauge theories in the presence
of a background magnetic field [162–175]. In this connection, it should be noted that, unlike a baryon chemical
potential or electric fields, the magnetic field poses no conceptual difficulties in lattice computations.
3.4.1. Overview of lattice results: catalysis, inverse catalysis and beyond
At zero temperature, numerous lattice studies in QCD have confirmed that the chiral condensate increases with
the strength of the magnetic field [162–175]. The corresponding computations were performed within several variants
of gauge models with different values of the pion mass and for magnetic fields up to about 1 GeV2. The universal
conclusion is that the background magnetic field aids chiral symmetry breaking in the vacuum.
The representative lattice results for the temperature and magnetic field dependence of the average light-quark
chiral condensate are shown in Fig. 12. In the left panel, the change of the average condensate due to the magnetic
field is shown at zero, as well as at several nonzero values of temperature. This plot is taken from Ref. [169]. In
qualitative agreement with the scenario of the magnetic catalysis, the condensate increases with the magnetic field
when the temperature is zero, or sufficiently low. Because of the strongly-coupled dynamics and confinement, this
finding is still very nontrivial.
In contrast and rather surprisingly, the behavior of the condensate drastically changes when the temperature is in
the near-critical region [167–170, 174, 175]. It appears that the magnetic field helps to restore rather than break chiral
symmetry. In order to understand this better, it is instructive to review the temperature dependence of the condensate
in some detail.
The fact that the zero temperature chiral condensate increases with the magnetic field may suggest that the critical
temperature for the chiral symmetry restoration phase transition should also increase with the field strength. In the
first lattice studies [165, 171], it was indeed found that the critical temperature rises very slightly as a function of
the magnetic field (up to about |eB| ≃ 0.75 GeV2). The corresponding exploratory study was not describing the
real QCD, however, because the pion mass (200–480 MeV) was considerably larger than the physical value. Later,
the study of QCD with the physical pion mass mπ = 135 MeV, extrapolated to the continuum limit, has revealed
that the transition temperature decreases with the external magnetic field [167–170, 174, 175]. This surprising and
unexpected property was dubbed inverse magnetic catalysis. (Note that the term “inverse magnetic catalysis” is also
used by some authors in the context of the chiral symmetry restoration phase transition driven by a nonzero chemical
potential [149, 150, 152].)
The temperature dependence of the condensate for several fixed values of the magnetic field are shown in the right
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Figure 13: (Color online) Left panel: the lattice QCD phase diagram in the magnetic field-temperature plane from Ref. [167]. Right panel: the
QCD phase diagram obtained by plotting the model parameters Tc (central value) and ∆T (the vertical range) that fit the data of Ref. [169] by the
functional dependence in Eq. (288).
panel of Fig. 12. In additional to the lattice data points of Ref. [169], in the same plot we also show simple fitting
functions (solid lines) for the condensate. The fits are described quite well by the following 3-parameter function:
Σavr ≡ 12 (Σu + Σd) =
Σ0
exp [(T − Tc)/∆T ] + 1 , (288)
where the fit parameters Σ0, Tc, and ∆T can be interpreted as the approximate values of the zero-temperature conden-
sate, the critical temperature and the temperature range of the crossover type transition, respectively. All of them may
depend on the magnetic field.
As we see from Fig. 12, the normal magnetic catalysis hierarchy of the condensates is preserved all the way up to
the near-critical temperatures, T . 140 MeV. However, a reverse hierarchy sets in above T & 140 MeV. One of the
immediate implications of this result is the decreasing critical temperature for the chiral symmetry restoration with
the increasing magnetic field. This is explicitly demonstrated by the lattice phase diagram in the left panel of Fig. 13,
which is taken from Ref. [167]. As one can see from the right panel in Fig. 13, a qualitatively similar phase diagram is
also obtained if one plots the fitting parameter Tc, used in Eq. (288), as a function of the magnetic field. Considering
that the temperature range of the crossover transition is mimicked by the value of ∆T in the fitting function (288), in
the right panel of Fig. 13 we also showed ∆T as the size of the vertical bar around the central value of Tc.
The counterintuitive dependence of the critical temperature on the magnetic field revealed in lattice simulations
indicates [167–170, 174, 175], most likely, an important property QCD. This is further supported by the fact that
no phenomenological models predicted anything like it beforehand. A potentially significant piece of information
about the observed inverse magnetic catalysis is that it appears to occur only in the regime of rather small current
quark masses. Indeed, the lattice studies at sufficiently large quark masses [165, 171] show the normal behavior of the
critical temperature consistent with the catalysis. [See however the recent study in Ref. [321], which uses chiral lattice
fermions and suggests that the inverse magnetic catalysis may extend also to the models with larger pion masses.]
An additional insight into the nearcritical dynamics of chiral symmetry restoration (and deconfinement) in QCD
in a magnetic field was offered in Refs. [174, 175], in which the two competing effects were identified from the lattice
simulation. The authors separated the effects of “valence” and “sea” quark contributions in the underlying dynamics.
By definition, the valence contribution to the condensate is directly connected with the enhancement of the spectral
density of the Dirac operator in a magnetic field around zero energy. The back-reaction of the quarks on the gauge
field is not included in the valence part, however. It is accounted in the sea contribution, which comes from a sampling
of the gauge fields modified by the quark determinant.
With such a separation of the two effects, it is not surprising that the valence contribution always helps to enhance
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the condensate and drive the magnetic catalysis. The situation with the other contribution is more subtle [174, 175]:
while the sea also enhances the condensate at small temperatures, it leads to a rather strong suppression in the near-
critical region, T & 140 MeV, and thus drives the inverse catalysis. It is natural to ask what is the physical meaning of
this lattice result. One possible explanation was offered in the same lattice study [174], where it was found that strong
magnetic fields favor large values of the Polyakov loop, known to be related to the deconfinement. Large Polyakov
loops tend to suppress the chiral condensate and the corresponding effect appears to dominate in the transition region.
The temperature dependence of the sea contribution, which appears to be responsible for the inverse magnetic
catalysis, can be also viewed from a different perspective. It can be interpreted as the screening effects of the strong
interaction. Indeed, as we discussed in Section 3.3.1, an external magnetic field has a rather strong effect on the
gluon interaction in QCD even at zero temperature. For the purposes of the pairing dynamics, the gluons behave
almost like massive resonances with a mass proportional to the field. This has a strong suppressing effect on the chiral
symmetry breaking and generation of the dynamical mass, but not enough to kill the magnetic catalysis at T = 0.
It is quite natural to assume that a nonzero temperature will lead to even more screening. Then, the resulting large
suppression of the coupling constant in the pairing dynamics may become dominant and lead to the inverse catalysis
in the nearcritical region when T ≃ ΛQCD.
The corresponding effects can be incorporated very easily in the effective models, by choosing coupling constant(s)
that depend on the magnetic field strength and temperature [79, 80, 322–325]. The analysis confirms that such models
can qualitatively reproduce the lattice results for the inverse magnetic catalysis. In all fairness, though, such an
approach has a limited power to provide a deep insight into the subtleties of underlying dynamics.
There are also a number of effective model studies that take into account the effects of the Polyakov loop on the
dynamics of chiral symmetry breaking in a magnetic field background [75–82]. There was also an attempt to explain
the inverse magnetic catalysis using a bag model [326]. While some trends might be captured by such models, the
comparison of their predictions with the lattice results is still far from perfect. Other model studies try to connect the
inverse magnetic catalysis to possible condensate suppressing effects due to certain topological fluctuations [327, 328].
These may indeed suggest some new avenues to explore in more details. The existing studies are still heuristic at best
and, for now, lack a rigorous support from the microscopic studies and/or a more direct confirmation from the lattice
studies. For a recent review of the model studies of the phase diagram of QCD in a magnetic field, see Ref. [329].
Additional clues to the puzzle of the inverse magnetic catalysis might be provided by the observation of the so-
called gluonic catalysis and inverse catalysis on the lattice in Ref. [330]. In essence, instead of the chiral condensate
the authors consider the gluonic contribution to the interaction measure (trace anomaly) and find that its dependence
on the external magnetic field resembles that of the chiral condensate. It is enhanced by the magnetic field at small
temperatures and is suppressed at high temperatures (near and above the transition temperature). This seem to be
related to another observation in same study [330]: the chromo-magnetic field parallel to the external field is enhanced,
while the chromo-electric field in the same direction is suppressed, suggesting that the corresponding “condensates” of
color gauge fields can be induced spontaneously. Such a possibility is also supported by the analysis of a Heisenberg-
Euler type effective action that includes not only electromagnetic, but also color gauge fields [330, 331]. In the
context of the inverse magnetic catalysis, one may speculate that induced chromomagnetic background interferes
with the dynamics responsible for symmetry breaking.
Here it might be also appropriate to mention the scenario of the “magnetic inhibition” that was proposed in
Ref. [332] in an attempt to explain the inverse magnetic catalysis. The idea is that the symmetry restoration effects
are driven by strong fluctuations of the composite neutral pions, which have highly nonisotropic dispersion relation
in the strong field limit (or weak coupling regime when the LLL approximation is reliable). Indeed, as we found
in Section 2.6.2, the transverse velocity of NG bosons can be much smaller than the longitudinal one for certain
choices of the parameters, e.g., see the weak coupling results in Eqs. (140) and (141). The problem is that the relevant
regime of QCD cannot be well approximated by the corresponding weak coupling results. At strong coupling, on the
other hand, the effecting model studies do not show any large anisotropy in the spectrum of composite NG bosons.
The “magnetic inhibition” mechanism [332] also appears to be at odds with the studies based on the functional
renormalization group approach [107, 109].
The authors of Refs. [333, 334] tried to address the strong coupling nonperturbative regime of QCD in a magnetic
field in a qualitative manner. They correctly observe that the usual weak coupled analysis, which may well be justified
in extremely strong fields, cannot be directly applied to the regime probed on the lattice. Instead they speculate
that pairing dynamics responsible for the chiral symmetry breaking is affected a lot by the confinement. In the
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model proposed, the chiral condensate grows linearly with the magnetic field, but the dynamical mass stays nearly
independent of the magnetic field. While the results for the condensate are in qualitative agreement with the lattice
findings, it remains to be understood whether the critical temperature of a crossover type transition can be identified
with the zero temperature dynamical mass, which is not gauge invariant in QCD.
3.4.2. Toward the complete phase diagram of QCD in a magnetic field
In conclusion of this section, let us express our own understanding of the underlying dynamics of the magnetic
catalysis in QCD. While the case of moderately strong magnetic field |eB| ∼ Λ2QCD is indeed complicated by the
various nonperturbative effects and confinement, we claim that the regime of inverse magnetic catalysis should be
replaced by the standard magnetic catalysis at sufficiently strong magnetic fields, |eB| ≫ Λ2QCD. In fact, an indication
of this might have already been seen in the lattice study of Ref. [172], albeit in a model of chromodynamics with only
two colors.
The strong argument in support of the normal magnetic catalysis in QCD at sufficiently strong magnetic fields
comes from the analytical studied at B → ∞. Even if such a regime cannot be realized in nature or happens to be too
hard to reproduce in the lattice simulations because of a large hierarchy of scales, |eB|/Λ2QCD ≫ 1, this statement is
of principle theoretical importance. As we explained in Section 3.3.1 in detail, in the limit B → ∞, while the pairing
dynamics responsible for the chiral symmetry breaking is nonperturbative, it is weakly coupled and under theoretical
control.
As follows from the analysis in Section 3.3.1, at B → ∞ and zero temperature, the magnetic catalysis should be
present and the dynamical quarks (or, rather, colorless baryons made out of them) are heavy and decouple from the
infrared dynamics. The spectrum of the corresponding low-energy theory contains massless (light) neutral NG bosons,
as well as light glueballs, associated with the low-energy confined anisotropic gluodynamics. The confinement scale
of the latter is a function of the magnetic field, λQCD(B), and is suppressed compared to usual ΛQCD in vacuum at
B = 0, see Section 3.3.3 for details.
When the temperature is nonzero, the corresponding theory undergoes a deconfinement phase transition at T ∗c (B) ∼
λQCD(B) [335], but remains in the chiral symmetry broken phase in the range of temperatures, T ∗c (B) < T < T (χ)c (B),
where T (χ)c (B) is the critical temperature of the chiral symmetry restoration phase transition. It is expected that the
deconfinement transition at T ∗c (B) is first order [335], just like in the conventional three-color gluodynamics with
the exact Z3 center symmetry [336]. In their reasoning, the authors of Ref. [335] made a natural assumption that
the anisotropy should not affect the existence of the phase transition itself and should not change its type. It will
be interesting to see, however, if the lattice simulations of the anisotropic gluodynamics described by the action in
Eq. (276) can reconfirm this claim. Also, it will be interesting to know how the anisotropy parameter ǫ (chromo-
dielectric constant) affects the critical temperature, the interaction potential between static color charges, the spectrum
of glueballs, the thermodynamic properties, etc. (For a few existing lattice studies of thermodynamic properties of
QCD in a magnetic field, see Refs. [330, 337, 338].)
4. Quantum Hall effect in graphene
4.1. Generalized magnetic catalysis in graphene
As is well known, the low-energy dynamics of electrons in graphene [31] is described by the Dirac equation in
(2+1) dimensions [274] (for a review, see Ref. [339]). Perhaps the most direct confirmation of the pseudorelativistic
character of electron motion in graphene is given by the experimental observation [32, 33] of the anomalous quantum
Hall (QH) effect theoretically predicted in Refs. [340–343]. The anomalous QH plateaus in the Hall conductivity are
observed at the filling factors ν = ±4(n + 1/2), where n = 0, 1, 2, . . . is the Landau level (LL) index. The factor 4
in the filling factor is due to a fourfold (spin and sublattice-valley) degeneracy of each QH state in graphene. The
presence of the anomalous (from the viewpoint of more standard condensed matter systems) term 1/2 in the filling
factor unmistakably reveals the relativistic-like character of electron motion in graphene [189–191, 274, 344, 345].
Recall that each plateau in a Hall conductivity corresponds to a gap in the quasiparticle energy spectrum. The later
experiments in strong magnetic fields (B & 20 T) [346, 347] observed new QH plateaus, with integer filling factors
ν = 0,±1, and ±4. The more recent experiments [348, 349] discovered additional plateaus, with ν = ±3 and ν = ±1/3.
While the latter corresponds to the fractional QH effect, the plateaus with ν = 0,±1,±4, and ν = ±3 are intimately
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connected with a (quasi-)spontaneous breakdown of the U(4) symmetry of the low-energy effective quasiparticle
Hamiltonian in graphene (connected with the spin and sublattice-valley degeneracy mentioned above) [189]. It is
a quasi-spontaneous (and not spontaneous) breakdown because due to the Zeeman effect the U(4) is reduced to a
U↑(2) × U↓(2), with U(2)s being the sublattice-valley symmetry at a fixed spin (s =↑ or s =↓). However, taking
into account that the Zeeman interaction is rather weak for realistic magnetic fields, the U(4) is a good approximate
symmetry guaranteeing that at weak magnetic fields only the QH plateaus with the filling factors ν = ±4(n + 1/2)
appear. The observed new QH plateaus ν = 0,±1,±4, and ν = ±3 occur clearly due to the electron-electron interaction
leading to (quasi-)spontaneous U(4) symmetry breaking that removes the degeneracy of either n = 0 (ν = 0,±1) or
n = 1 (ν = ±3,±4) LLs.
For the description of the new QH plateaus, the following two theoretical scenarios were suggested. One of them
is the QH ferromagnetism (QHF) [350–354], whose order parameters are the spin and valley charge densities (the
dynamics of a Zeeman spin splitting enhancement considered in Refs. [355, 356] is intimately connected with the
QHF).
The underlying physics of the QHF is connected with the exchange interaction in a many-body system with
Coulomb repulsion which tends to lift the spin and/or valley degeneracy at half filling [357]. This is similar to the
physics behind the Hund’s rule in atomic physics, in which case the Coulomb energy of the system is lowered by
anti-symmetrizing the coordinate part of the many-body wave function. Because of the Fermi statistics of the charge
carriers, the corresponding lowest energy state must be symmetric in the spin-valley degrees of freedom. In other
words, the ground state is spin and/or valley polarized.
The second scenario is the magnetic catalysis (MC) scenario, whose order parameters are excitonic condensates
responsible for the generation of the Dirac masses of charge carriers [179, 358–363]. The essence of the MC effect,
discussed in Section 2, is connected with the effective dimensional reduction in the dynamics of charged fermions in
an external magnetic field. It was first applied for a single layer of graphite in a magnetic field in Refs. [189–191].
One may think that the QH ferromagnetism and magnetic catalysis order parameters should compete with each
other. However, the analysis in an effective model with the local four-fermion interaction performed in Refs. [176, 177]
showed that these two sets of the order parameters necessarily coexist (this feature has been recently discussed also in
Ref. [182]). This fact strongly indicates that these two sets of the order parameters have a common dynamical origin,
i.e., they are two sides of the same coin. For this reason, it is appropriately to call this phenomenon a generalized
magnetic catalysis.
4.2. Quantum Hall effect in model of graphene with short-range interaction
In this section, we discuss the key features of the dynamics responsible for lifting the degeneracy of the Landau
levels in graphene in the regime of the quantum Hall effect in strong magnetic fields. We will use a low-energy model
of graphene similar to that in Section 3.2. The quasiparticles are described by Dirac fermions and their interaction is
point-like. The analysis is done for graphene in the clean limit, neglecting all types of possible disorder [364–368].
Such a toy model is sufficient to capture the essence of the dynamics associated with magnetic catalysis and quantum
Hall ferromagnetism. Also, by taking into account a considerable improvement in the quality of suspended graphene
samples [369, 370], it may be expected that even such a toy model in the clean limit provides a reasonable qualitative
description of some real devices.
The quasiparticles in graphene are described by a four-component Dirac spinor fieldΨTs = (ψKAs, ψKBs, ψK′Bs,−ψK′As)
which combines the Bloch states with spin indices s = ± on the two different sublattices (A, B) of the hexagonal
graphene lattice and with momenta near the two inequivalent valley points (K, K′) of the two-dimensional Brillouin
zone, see Fig. 14. The free quasiparticle Hamiltonian can be recast in a relativistic-like form with the Fermi velocity
vF ≈ 106 m/s playing the role of the speed of light:
H0 = vF
∫
d2rΨ
(
γ1πx + γ
2πy
)
Ψ, (289)
where r = (x, y) is the position vector in the plane of graphene and Ψ = Ψ†γ0 is the Dirac conjugated spinor. In
Eq. (289), γν with ν = 0, 1, 2 are 4 × 4 gamma matrices belonging to a reducible representation of the Dirac algebra,
namely, γν = τ˜3 ⊗ (τ3, iτ2,−iτ1), where the Pauli matrices τ˜i and τi, with i = 1, 2, 3, act in the subspaces of the valleys
(K, K′) and sublattices (A, B), respectively. The matrices satisfy the usual anticommutation relations {γµ, γν} = 2gµν,
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Figure 14: (Color online) Left panel: graphene lattice in coordinate space. Right panel: graphene lattice in reciprocal space.
where gµν = diag (1,−1,−1) and µ, ν = 0, 1, 2. The canonical momentum pi ≡ (πx, πy) = −i~∇ − eA/c includes the
vector potential A corresponding to a magnetic field B⊥, which is the component of the external magnetic field B
orthogonal to the xy-plane of graphene.
The interaction term has the form
HC =
1
2
∫
d2rd2r′Ψ†(r)Ψ(r)UC(r − r′)Ψ†(r′)Ψ(r′), (290)
where instead of the actual Coulomb potential we use the contact interaction of the following type: Gintδ2(r), where
Gint is a dimensionful coupling constant. The Hamiltonian H = H0 + HC possesses a global U(4) symmetry with
the generators similar to those in Eq. (245), except that the flavor generators λα/2 are replaced by the spin SU(2)
generators. The latter are given by the Pauli matrices σα, where α = 0, 1, 2, 3 and σ0 is the 2 × 2 unit matrix in the
spinor space. In this section, we use the representation of Dirac matrices with γ3 and γ5 ≡ iγ0γ1γ2γ3 given by
γ3 ≡ iτ˜1 ⊗ τ0 = i
(
0 I
I 0
)
, γ5 ≡ −τ˜2 ⊗ τ0 = i
(
0 I
−I 0
)
, (291)
where I is the 2 × 2 unit matrix. Note that while the Dirac matrices γ0 and γ = (γ1, γ2) anticommute with γ3 and γ5,
they commute with the diagonal matrix γ3γ5 = −γ5γ3,
γ3γ5 =
(
I 0
0 −I
)
. (292)
In the context of the low-energy model at hand, the matrix γ3γ5 has the meaning of the pseudospin operator.
The electron chemical potential µ0 is introduced by adding the term −µ0Ψ†Ψ to the Hamiltonian density (289).
This term also preserves the U(4) symmetry. The Zeeman interaction is included by adding the term µBBΨ†σ3Ψ,
where B ≡ |B| and µB = |e|~/(2mc) is the Bohr magneton. Here we took into account that the Lande factor for
graphene is gL ≃ 2. The spin matrix σ3 has eigenvalue +1 (−1) for the states with the spin directed along (against) the
magnetic field B. Such states will be called spin up (down) states. Because of the Zeeman term, the symmetry of the
total Hamiltonian
Htot ≡ H +
∫
d2r
(
µBBΨ†σ3Ψ − µ0Ψ†Ψ
)
(293)
is broken down to a symmetry U(2)+ × U(2)−, where the subscript ± corresponds to spin up and spin down states,
respectively. The generators of the U(2)s, with s = ±, are I4 ⊗ Ps, −iγ3 ⊗ Ps, γ5 ⊗ Ps, and γ3γ5 ⊗ Ps, where
P± = (1 ± σ3)/2 are the projectors on spin up and down states.
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It may be appropriate to note that, in addition to the density-density interaction in Eq. (290), preserving the
U(4) flavor symmetry, there are numerous short-range interactions that break the symmetry in the complete theory
[371]. Despite being rather small, the corresponding interactions could play an important role in determining the
energetically most stable ground state. The reason for this is the renormalization of the short-range interactions that
greatly enhances the bare values of coupling constants and makes such interactions even more important than the
Zeeman term [372]. In fact, as was argued in Ref. [372], the result of such dynamics could result in a ground state
with almost any symmetry-breaking pattern.
In order to get an insight into the problem of quantum Hall states in graphene, we will use the simplest model with
a short-range density-density interaction that preserves the U(4) flavor symmetry. Such an interaction will mimic the
long-range Coulomb interaction (290). Except for the Zeeman energy, no additional symmetry-breaking short-range
interactions will be included. The use of such a simplified framework will affect our ability to reliably compare the
energies of various states, but will be still rather instructive. It will allow us to reveal the underlying structure of
most (although not all) candidates for the ground states of graphene at various filling factors. The power of such
an approach lies in the fact that the dynamics in the real material is largely dominated by the long-range Coulomb
interaction (290). The small symmetry-breaking terms that help to choose preferred directions of the ground state
alignment will be considered in Section 4.4.
The dynamics will be treated in the Hartree-Fock (mean-field) approximation, which is conventional and appro-
priate in this case [179, 189–191, 350–352]. The corresponding gap equation takes the following form:
G−1(u, u′) = S −1(u, u′) + i~Gintγ0G(u, u)γ0δ3(u − u′) − i~Gintγ0 tr[γ0G(u, u)]δ3(u − u′), (294)
where u ≡ (t, r), t is the time coordinate, G(u, u′) = ~−1〈0|TΨ(u) ¯Ψ(u′)|0〉 is the full quasiparticle propagator, and
iS −1(u, u′) =
[
(i~∂t + µ0 − µBBσ3)γ0 − vF(pi · γ)
]
δ3(u − u′) (295)
is the inverse bare quasiparticle propagator. Note that while the second term on the right hand side of Eq. (294)
describes the exchange interaction, the third one is the Hartree term describing the direct interaction.
It is convenient to introduce the following dimensionless coupling constant λ = GintΛ/(4π3/2~2v2F) instead of Gint.
Note that Λ is the energy cutoff parameter which is required when a contact interaction is used. The natural choice
for the cutoff Λ in the problem at hand is the Landau energy scale,
ǫB ≡
√
2~|eB⊥|v2F/c ≃ 424
√
|B⊥[T]| K (296)
which is in fact the only relevant energy scale in the dynamics with the Coulomb interaction. With the choice Λ ∼ ǫB,
the dimensionful coupling constant Gint becomes Gint ∼ 4π3/2~2v2Fλ/ǫB.
The goal here is to find all solutions of Eq. (294) both with intact and spontaneously broken SU(2)s symmetry,
where SU(2)s is the largest non-Abelian subgroup of the U(2)s. The Dirac mass term ˜∆s ¯ΨPsΨ ≡ ˜∆sΨ†γ0PsΨ, where
˜∆s is a Dirac gap (mass),1 is assigned to the triplet representation of the SU(2)s, and the generation of such a mass
would lead to a spontaneous breakdown of the flavor SU(2)s symmetry down to the ˜U(1)s with the generator γ3γ5⊗Ps
[179, 189–191]. There is also a Dirac mass term of the form ∆s ¯Ψγ3γ5PsΨ that is a singlet with respect to SU(2)s, and
therefore its generation would not break this symmetry. On the other hand, while the triplet mass term is even under
time reversal T , the singlet mass term is T -odd (for a review of the transformation properties of different mass terms
in graphene, see Ref. [373]). Note that the possibility of a singlet Dirac mass like ∆ in 2D graphite was first discussed
long time ago [344].
The masses ∆s and ˜∆s are related to the MC order parameters 〈 ¯Ψγ3γ5PsΨ〉 and 〈 ¯ΨPsΨ〉. In terms of the Bloch
components of the spinors, the corresponding operators take the following forms:
∆s : ¯Ψγ
3γ5PsΨ = ψ†KAsψKAs − ψ†K′AsψK′As − ψ†KBsψKBs + ψ†K′BsψK′Bs, (297)
˜∆s : ¯ΨPsΨ = ψ†KAsψKAs + ψ
†
K′AsψK′As − ψ†KBsψKBs − ψ†K′BsψK′Bs. (298)
1The energy gap ˜∆s is expressed through the corresponding Dirac mass m˜s as ˜∆s = m˜sv2F . In what follows, we will ignore this difference
between them and use the term “Dirac mass.”
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The expressions on the right hand side further clarify the physical meaning of the Dirac mass parameters as the
Lagrange multipliers that control various density imbalances of electrons at the two valleys and the two sublattices.
In particular, the order parameter (298), connected with the triplet Dirac mass, describes a charge density imbalance
between the two sublattices, i.e., a charge density wave [179, 190, 191].
For quasiparticles of a fixed spin, the full inverse propagator takes the following general form [compare with
Eq. (295)]:
iG−1s (u, u′) =
[
(i~∂t + µs + µ˜sγ3γ5)γ0 − vF(pi · γ) − ˜∆s + ∆sγ3γ5
]
δ3(u − u′), (299)
where the parameters µs, µ˜s, ∆s, and ˜∆s are determined from gap equation (294). Note that the full electron chemical
potentials µ± include the Zeeman energy ∓ǫZ , which is rather small in magnitude,
ǫZ = µBB = 0.67B[T] K. (300)
The chemical potential µ˜s is related to the density of the conserved pseudospin chargeΨ†γ3γ5PsΨ, which is assigned
to the triplet representation of the SU(2)s. Therefore, unlike the masses ∆s and ˜∆s, the chemical potentials µ3 ≡
(µ+−µ−)/2 and µ˜s are related to the conventional QHF order parameters: the spin density 〈Ψ†σ3Ψ〉 and the pseudospin
density 〈Ψ†γ3γ5PsΨ〉, respectively. In terms of the Bloch components, the corresponding operators take the following
forms:
µ3 : Ψ
†σ3Ψ =
1
2
∑
κ=K,K′
∑
a=A,B
(
ψ†κa+ψκa+ − ψ†κa−ψκa−
)
, (301)
µ˜s : Ψ
†γ3γ5PsΨ = ψ†KAsψKAs − ψ†K′AsψK′As + ψ†KBsψKBs − ψ†K′BsψK′Bs. (302)
By comparing the last expression with Eq. (298), we see that while the triplet MC order parameter related to ˜∆s
describes the charge density imbalance between the two graphene sublattices, the pseudospin density (related to µ˜s)
describes the charge density imbalance between the two valley points in the Brillouin zone. On the other hand, as
seen from Eq. (301), µ3 is related to the conventional ferromagnetic order parameter 〈Ψ†σ3Ψ〉 .
The following remark is in order. Because of the relation γ5 = iγ0γ1γ2γ3, the operator in Eq. (302) can be
rewritten as i ¯Ψγ1γ2PsΨ. The latter has the same form as the anomalous magnetic moment operator in Quantum
Electrodynamics (QED). However, unlike QED, in graphene, it describes not the polarization of the spin degrees of
freedom but that of the pseudospin ones, related to the valleys and sublattices. Because of that, this operator can be
called the anomalous magnetic pseudomoment operator.
Let us describe the breakdown of the U(4) symmetry down to the U(2)+ ×U(2)− flavor symmetry, responsible for
a spin gap, in more detail. Because of the Zeeman term, this breakdown is not spontaneous but explicit. The point
however is that, as was shown in Ref. [355, 356], a magnetic field leads to a strong enhancement of the spin gap in
graphene. Such an enhancement is reflected in a large chemical potential µ3 = (µ+−µ−)/2 ≫ ǫZ and the corresponding
QHF order parameter 〈Ψ†σ3Ψ〉. But it is not all. There is also a large contribution to the spin gap connected with the
flavor singlet Dirac mass ∆3 ≡ (∆+ − ∆−)/2 and the corresponding MC order parameter 〈 ¯Ψγ3γ5σ3Ψ〉.
The U(2)+ × U(2)− is an exact symmetry of the total Hamiltonian Htot (293) of the continuum effective theory.
However, as was pointed out in Ref. [353] (see also Refs. [358–360, 371, 374]), it is not exact for the Hamiltonian on
the graphene lattice. In fact there are small on-site repulsion interaction terms which break the U(2)+×U(2)− symmetry
down to a U(1)+×Z2+ ×U(1)− ×Z2− subgroup, where the elements of the discrete group Z2s are γ5 ⊗Ps + I4 ⊗P−s and
the unit matrix. Unlike a spontaneous breakdown of continuous symmetries, a spontaneous breakdown of the discrete
symmetry Z2±, with the order parameters 〈 ¯ΨP±Ψ〉 and 〈Ψ†γ3γ5P±Ψ〉, is not forbidden by the Mermin-Wagner theorem
at finite temperatures in a planar system [225]. This observation is of relevance for the description of the ground state
responsible for the ν = ±1 plateaus.
Thus, there are six order parameters describing the breakdown of the U(4) symmetry: the two singlet order
parameters connected with µ3 and ∆3 and the four triplet ones connected with µ˜± and ˜∆±.
By extracting the location of the poles in the full propagator G(u, u′), given in Eq. (A27) in Appendix A in
Ref. [177], it is straightforward to derive the dispersion relations for the quasiparticles in graphene. The dispersion
relations for LLs with n ≥ 1 are
ω(σ)ns = −µs + σµ˜s ±
√
nǫ2B + ( ˜∆s + σ∆s)2 , (303)
70
where σ = ±1 and the two signs in front of the square root correspond to the energy levels above and below the Dirac
point. In the case of the LLL, which is special, the corresponding dispersion relations read
ω(σ)s = −µs + σ
(
µ˜s sign(eB⊥) + ˜∆s
)
+ ∆s sign(eB⊥). (304)
As shown in Appendix A in Ref. [177], the parameter σ in Eqs. (303) and (304) is connected with the eigenvalues of
the diagonal pseudospin matrix γ3γ5 in Eq. (292). For the LLs with n ≥ 1, the value σ = ±1 in (303) corresponds to
the eigenvalues∓1 of γ3γ5. On the other hand, for the LLL, the valueσ = ±1 in (304) corresponds to sign(eB⊥)× (∓1),
with ∓1 being the eigenvalues of γ3γ5.
One can see from Eqs. (303) and (304) that at a fixed spin, the terms with σ are responsible for splitting of LLs.
4.2.1. Gap equation: coexistence of QHF and MC parameters
The equations for the Dirac masses ∆s and ˜∆s and the chemical potentials µs and µ˜s follow from the matrix form
of the gap equation in Eq. (294) and expression (299). Their derivation, while straightforward, is rather tedious. It is
considered in Appendix A in Ref. [177] in detail. At zero temperature, the equations are
˜∆s =
A
2
{
−
[
sign(µs − µ˜s)θ(|µs − µ˜s| − E+0s) − sign(µs + µ˜s)θ(|µs + µ˜s | − E−0s)
]
sign(eB⊥)
+
∞∑
n=0
[ ( ˜∆s + ∆s)θ(E+ns − |µs − µ˜s|)
E+ns
+
( ˜∆s − ∆s)θ(E−ns − |µs + µ˜s|)
E−ns
]
[1 + θ(n − 1)]
}
, (305)
∆s =
A
2
{
−
[
sign(µs − µ˜s)θ(|µs − µ˜s| − E+0s) + sign(µs + µ˜s)θ(|µs + µ˜s | − E−0s)
]
sign(eB⊥)
+
∞∑
n=0
[ ( ˜∆s + ∆s)θ(E+ns − |µs − µ˜s|)
E+ns
− (
˜∆s − ∆s)θ(E−ns − |µs + µ˜s|)
E−ns
]
[1 + θ(n − 1)]
}
, (306)
µ˜s =
A
2
{  ( ˜∆s + ∆s)θ(E+0s − |µs − µ˜s|)E+0s +
( ˜∆s − ∆s)θ(E−0s − |µs + µ˜s|)
E−0s
 sign(eB⊥)
+
∞∑
n=0
[−sign(µs − µ˜s)θ(|µs − µ˜s| − E+ns) + sign(µs + µ˜s)θ(|µs + µ˜s| − E−ns)] [1 + θ(n − 1)]
}
, (307)
µs = µ¯s + X +
A
2
{
−
 ( ˜∆s + ∆s)θ(E+0s − |µs − µ˜s|)E+0s −
( ˜∆s − ∆s)θ(E−0s − |µs + µ˜s|)
E−0s
 sign(eB⊥)
+
∞∑
n=0
[
sign(µs − µ˜s)θ(|µs − µ˜s| − E+ns) + sign(µs + µ˜s)θ(|µs + µ˜s| − E−ns)
] [1 + θ(n − 1)]}, (308)
where the step function is defined by θ(x) = 1 for x ≥ 0 and θ(x) = 0 for x < 0. Regarding the other notation,
µ¯± ≡ µ0 ∓ ǫZ is the bare electron chemical potential which includes the Zeeman energy ǫZ = µBB, and E±ns =√
nǫ2B + ( ˜∆s ± ∆s)2 are quasiparticle energies. In these equations, we introduced a new energy scale, A, that plays an
important role throughout the analysis. It is determined by the value of the magnetic field and the coupling constant
strength,
A ≡ Gint|eB⊥|8π~c =
√
πλǫ2B
4Λ
. (309)
The second term on the right hand side in Eq. (308) is defined as follows:
X =
∑
s=±
Xs, (310)
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where
Xs = −2A
{
−
 ( ˜∆s + ∆s)θ(E+0s − |µs − µ˜s|)E+0s −
( ˜∆s − ∆s)θ(E−0s − |µs + µ˜s|)
E−0s
 sign(eB⊥)
+
∞∑
n=0
[
sign(µs − µ˜s)θ(|µs − µ˜s| − E+ns) + sign(µs + µ˜s)θ(|µs + µ˜s | − E−ns)
] [1 + θ(n − 1)]}. (311)
The following comment is in order here. Because of the Hartree term in the gap equation (294), the equations for
the spin up and spin down parameters do not decouple: they are mixed via the X term in Eq. (308). Fortunately, it
is the only place affected by the Hartree term. This fact strongly simplifies the analysis of the system of equations
(305) – (308). This point also clearly reflects the essential difference between the roles played by the exchange and
Hartree interactions in the quasiparticle dynamics of graphene. While the former dominates in producing the QHF
and MC order parameters, the latter participates only in the renormalization of the electron chemical potential, which
is relevant for the filling of LLs.
Since the step functions in the above set of equations depend on µs ± µ˜s and ˜∆s ± ∆s, it is more convenient to
rewrite the gap equations for the following set of parameters
∆(±)s = ∆s ± ˜∆s , µ(±)s = µs ± µ˜s. (312)
In the numerical analysis, we always consider a nonzero temperature. This is implemented by utilizing the Matsubara
formalism. One can check that the prescription for modifying Eqs. (305) – (308) at T , 0 is to replace
sign(µ(±)s )θ(|µ(±)s | − E∓ns) →
sinh µ
(±)
s
T
cosh E
∓
ns
T + cosh
µ
(±)
s
T
, (313)
θ(E±ns − |µ(∓)s |) →
sinh E
±
ns
T
cosh E
±
ns
T + cosh
µ
(∓)
s
T
. (314)
This leads to the following set of equations:
∆(±)s = A f1
(
∆(±)s , µ
(∓)
s
)
, (315)
µ(±)s = µ¯s + A f2
(
∆(∓)s , µ
(±)
s
)
+ 2A f2
(
∆(±)s , µ
(∓)
s
)
+ 2A f2
(
∆
(±)
−s , µ
(∓)
−s
)
+ 2A f2
(
∆
(∓)
−s , µ
(±)
−s
)
, (316)
where ∆(±)s and µ(±)s are given in Eq. (312), and
f1
(
∆(±)s , µ
(∓)
s
)
=
sinh
(
∆
(±)
s
T
)
− s⊥ sinh
(
µ(∓)s
T
)
cosh
(
∆
(±)
s
T
)
+ cosh
(
µ
(∓)
s
T
) + ∞∑
n=1
2∆(±)s sinh
(E±ns
T
)
E±ns
[
cosh
(E±ns
T
)
+ cosh
(
µ
(∓)
s
T
)] , (317)
f2
(
∆(±)s , µ
(∓)
s
)
=
s⊥ sinh
(
∆
(±)
s
T
)
− sinh
(
µ
(∓)
s
T
)
cosh
(
∆
(±)
s
T
)
+ cosh
(
µ
(∓)
s
T
) − ∞∑
n=1
2 sinh
(
µ
(∓)
s
T
)
cosh
( E±ns
T
)
+ cosh
(
µ
(∓)
s
T
) , (318)
with s⊥ ≡ sign(eB⊥) and E±ns =
√
nǫ2B +
(
∆
(±)
s
)2
.
Let us now show that the QHF and MC order parameters should always coexist in this dynamics. Suppose that
Eqs. (315) and (316) have a solution with some of the chemical potentials µ∓s being nonzero but the Dirac masses
being zero, ∆(±)s = 0. Then, the left hand side of Eq. (315) is equal to zero. On the other hand, taking into account
expression (317) for the function f1, we find that for ∆(±)s = 0 the right hand side of this equation takes the form
A f1
(
0, µ(∓)s
)
= A
−s⊥ sinh
(
µ(∓)s
T
)
1 + cosh
(
µ
(∓)
s
T
) = −As⊥ tanh
µ(∓)s2T
 , (319)
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and it could be zero only if all chemical potentials µ(∓)s disappear, in contradiction with our assumption. Therefore,
we conclude that the QHF and MC order parameters in this dynamics necessarily coexist indeed. This is perhaps one
of the central observations in this analysis.
Which factors underlie this feature of the graphene dynamics in a magnetic field? It is the relativistic nature of the
free Hamiltonian H0 in Eq. (289) and the special features of the LLs associated with it. To see this, note that while the
triplet Dirac mass ˜∆s multiplies the unit Dirac matrix I4, the triplet chemical potential µ˜s comes with the matrix γ3γ5γ0
in the inverse propagator G−1s in Eq. (299). Let us trace how these two structures are connected with each other. The
point is that there are terms with iγ1γ2sign(eB⊥) matrix in the expansion of the propagator Gs over LLs. Taking into
account the definition γ5 = iγ0γ1γ2γ3, we have iγ1γ2 = γ3γ5γ0. Then, through the exchange term ∼ γ0Gsγ0 in gap
equation (294), the ˜∆s term in the inverse propagator G−1s necessarily induces the term with the chemical potential µ˜s.
In the same way, the singlet Dirac mass ∆s in G−1s is connected with the singlet chemical potential µs.
These arguments are based on the kinematic structure of gap equation (294), which is the same as that for equation
(259) with the Coulomb interaction. Taking into account the universality of the MC phenomenon, we conclude that
the coexistence of the QHF and MC order parameters is a robust feature of the QH dynamics in graphene.
The necessity of the coexistence of the QHF and MC order parameters can be clearly seen in the case of the
dynamics on the LLL. As one can check from the structure of the LLL propagator, it contains only the combinations
−µs + ∆ssign(eB⊥) and µ˜ssign(eB⊥) + ˜∆s. Therefore, in this case, the QHF and MC parameters not only coexist
but they are not independent, which in turn reflects the fact that the sublattice and valley degrees of freedom are not
independent on the LLL. In particular, by using Eqs. (297), (298), (301), and (302), one can easily check that, because
of the projectorP+ = [1+iγ1γ2sign(eB⊥)]/2 in the LLL propagator, the operatorsΨ†PsΨ and ¯Ψγ3γ5PsΨ (Ψ†γ3γ5PsΨ
and ¯ΨPsΨ), determining the order parameters related to µs and ∆s (µ˜s and ˜∆s), coincide up to a sign factor sign(eB⊥).
For example, in the case with sign(eB⊥) < 0, one has
Ψ†PsΨ
∣∣∣
LLL =
¯Ψγ3γ5PsΨ
∣∣∣
LLL = ψ
†
KAsψKAs + ψ
†
K′BsψK′Bs, (320)
Ψ†γ3γ5PsΨ
∣∣∣
LLL =
¯ΨPsΨ
∣∣∣
LLL = ψ
†
KAsψKAs − ψ†K′BsψK′Bs. (321)
Similarly, when sign(eB⊥) > 0, the relations are
Ψ†PsΨ
∣∣∣
LLL = − ¯Ψγ3γ5PsΨ
∣∣∣
LLL = ψ
†
K′AsψK′As + ψ
†
KBsψKBs, (322)
Ψ†γ3γ5PsΨ
∣∣∣
LLL = − ¯ΨPsΨ
∣∣∣
LLL = −ψ
†
K′AsψK′As + ψ
†
KBsψKBs. (323)
This fact in particular implies that in order to determine all the order parameters, it is necessary to analyze the gap
equation beyond the LLL approximation.
4.2.2. Quantum Hall states with LLL filling factors, |ν| ≤ 2
As was already discussed in Section 4.1 , at magnetic fields B . 10 T, the plateaus with the filling factors
ν = ±4(n + 1/2) are observed in the QH effect in graphene [32, 33]. At stronger magnetic fields, new plateaus, with
ν = 0 and ν = ±1 occur: while the former arises at B & 10 T, the latter appear at B & 20 T [346, 347]. In this
section, we will describe the dynamics underlying these new plateaus, and the plateaus ν = ±2 corresponding to the
gap between the LLL and the n = 1 LL, by using the solutions of the gap equation presented in the next subsection.
We will consider positive ν and µ0 (the dynamics with negative ν and µ0 is related by electron-hole symmetry and
will not be discussed separately). As will be shown below, there is a large number of the solutions corresponding to
the same µ0. In order to find the most stable of them, we compare the free energy density Ω for the solutions. The
derivation of the expression forΩ is presented in Appendix E.2. (For more details, see also Appendix C in Ref. [177].)
The ν = 0, ν = ±1 and ν = ±2 plateaus are connected with a process of doping of the LLL, which is described
by varying the electron chemical potential µ0. Therefore, we start our analysis by reviewing the solutions to the gap
equations in the case when µ0 is much less than the Landau energy scale, i.e., µ0 ≪ ǫB. At zero temperature the
corresponding gap equations are analyzed analytically in Appendix B in Ref. [177]. It was concluded there that only
the following three stable solutions are realized:
(i) The solution with singlet Dirac masses for both spin up and spin down quasiparticles,
˜∆+ = µ˜+ = 0, µ+ = µ¯+ − A, ∆+ = s⊥M,
˜∆− = µ˜− = 0, µ− = µ¯− + A, ∆− = −s⊥M.
(324)
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Figure 15: (Color online) Free energy density versus the electron chemical potential µ0 for several different solutions in a range of µ0 relevant to
the dynamics in the lowest Landau level. The numerical results are shown for a nonzero but small temperature, T = 1 K.
[By definition, M ≡ A/(1 − λ) and λ ≡ 4AΛ/(√πǫ2B)]. This solution is energetically most favorable for 0 ≤ µ0 <
2A + ǫZ .2 It is one of several solutions with nonvanishing singlet Dirac masses and we call it the S 1 solution (here S
stands for singlet). Because of the opposite signs of both the masses ∆+ and ∆− and the chemical potentials µ+ and
µ−, the explicit breakdown of the U(4) symmetry down to U(2)+ × U(2)− by the Zeeman term is strongly enhanced
by the dynamics. Since all triplet order parameters vanish, the flavor U(2)+ × U(2)− symmetry is intact in the state
described by this solution. As will be shown below, the S 1 solution corresponds to the ν = 0 plateau.
(ii) The hybrid solution with a triplet Dirac mass for spin up and a singlet Dirac mass for spin down quasiparticles,
˜∆+ = M, µ˜+ = As⊥, µ+ = µ¯+ − 4A, ∆+ = 0,
˜∆− = 0, µ˜− = 0, µ− = µ¯− − 3A, ∆− = −s⊥M.
(325)
It is most favorable for 2A + ǫZ ≤ µ0 < 6A + ǫZ . We call it the H1 solution (here H stands for hybrid, meaning that
the solution is a mixture of the singlet and triplet parameters). In this case, while the SU(2)+ ⊂ U(2)+ symmetry
connected with spin up is spontaneously broken down to U(1)+ (whose generator is γ3γ5 ⊗ P+), the SU(2)− ⊂ U(2)−
symmetry connected with spin down remains intact. As will be shown below, the H1 solution corresponds to the ν = 1
plateau.
(iii) The solution with equal singlet Dirac masses for both spin up and spin down quasiparticles
˜∆+ = µ˜+ = 0, µ+ = µ¯+ − 7A, ∆+ = −s⊥M,
˜∆− = µ˜− = 0, µ− = µ¯− − 7A, ∆− = −s⊥M.
(326)
It is most favorable for µ0 > 6A + ǫZ . We call it the S 2 solution. (Note that the dynamics in the n = 1 LL will set
an upper limit for the range where the S 2 solution is the ground state, see Section 4.2.3.) In the state given by the S 2
solution, the U(4) symmetry is broken down to U(2)+ × U(2)− only by the Zeeman term. Indeed, the singlet masses
and the dynamical contributions to the chemical potentials are of the same sign for both spin orientations and thus
have no effect on breaking any symmetry. As will be shown below, the S 2 solution corresponds to the ν = 2 plateau
connected with the gap between the filled LLL and the empty n = 1 LL.
The free energy densities for the above three solutions are given by the following expressions (see Appendix E.2
2In dynamics in a magnetic field at zero temperature, there is no one-to-one correspondence between electron density and chemical potential.
As a result, different values of the latter may correspond to the same physics, as it takes place for this solution.
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at the end of this review, as well as Appendices B and C in Ref. [177]):
Ω = −|eB⊥|
2π~c
(M + A + 2ǫZ + h) , for 0 < µ0 < 2A + ǫZ , (327)
Ω = −|eB⊥|
2π~c
(M − A + ǫZ + h + µ0) , for 2A + ǫZ < µ0 < 6A + ǫZ , (328)
Ω = −|eB⊥|
2π~c
(M − 7A + h + 2µ0) , for 6A + ǫZ < µ0, (329)
where h is the higher LLs contribution [177]:
h ≡
∞∑
n=1
2M4√
nǫ2B + M2
(√
nǫ2B + M2 +
√
n ǫB
)2 ≃ M42ǫ3B
ζ
(
3
2
)
− ζ
(
5
2
)
M2
ǫ2B
+ O
M4
ǫ4B

 . (330)
Here ζ(x) is the Riemann zeta function. We note that although the parameters of the solutions jump abruptly at the
transition points, µ0 = 2A + ǫZ and µ0 = 6A + ǫZ , their free energy densities match exactly. We conclude, therefore,
that first order phase transitions take place at these values of the electron chemical potential µ0.
The free energy densities in Eqs. (327) – (329) are shown as functions of the chemical potential µ0 in Fig. 15. In
order to plot the results, we took M = 4.84 × 10−2ǫB and A = 3.90 × 10−2ǫB which coincide with the values of the
corresponding dynamical parameters in the numerical analysis. The values of the electron chemical potential are given
in units of the Landau energy scale ǫB, and the free energy densities are given in units of ǫB/l2, where l =
√
~c/|eB⊥|
is the magnetic length.
As is clear from the numerical results in Fig. 15, the singlet-type numerical solution, given by the solid line, spans
both the S 1 and S 2 solutions, as well as the intermediate (metastable) branch connecting them. In addition to the S 1,
H1, and S 2 solutions, numerical results for several other (metastable) solutions are shown. The metastable solutions
will be discussed later.
Let us discuss the key details about the numerical analysis reviewed here. The default choice of the magnetic field
in the numerical calculations is B = 35 T. The corresponding Landau energy scale is ǫB|B=35 T ≈ 2510 K. In order to
do the numerical calculations in the model at hand, we use a simple regularization method that renders the formally
defined divergent sum in Eq. (317) finite. In particular, we redefine the corresponding function as follows:
f1
(
∆(±)s , µ
(∓)
s
)
=
sinh
(
∆
(±)
s
T
)
− s⊥ sinh
(
µ
(∓)
s
T
)
cosh
(
∆
(±)
s
T
)
+ cosh
(
µ
(∓)
s
T
) + ∞∑
n=1
2∆(±)s sinh
(E±ns
T
)
κ(√n ǫB,Λ)
E±ns
[
cosh
(
E±ns
T
)
+ cosh
(
µ
(∓)
s
T
)] , (331)
where κ(x,Λ) is a smooth cutoff function defined by
κ(x,Λ) = sinh (Λ/δΛ)
cosh (x/δΛ) + cosh (Λ/δΛ) (332)
with Λ = 5000 K and δΛ = Λ/20 = 250 K. The value of Λ corresponds to an approximate point of the high-energy
cut-off, and the value of δΛ gives the extent of the smearing region in either direction from Λ. (Note that the energy
scale Λ is about the same as the energy of the n = 4 Landau level at B = 35 T.)
One should emphasize that the specific choice of the cutoff energy scale Λ has little effect on the qualitative as
well as quantitative results of our analysis, provided the dynamical energy scales A and M = A/(1 − λ) are kept fixed
(see the discussion in the end of this subsection). Here we assume that the value of the cutoff is sufficiently large to
avoid the reduction of the phase space relevant for the quasiparticle dynamics at the n = 0 and n = 1 LLs.
Because of the cutoff function κ(x,Λ) the sum over n on the right hand side of Eq. (331) is rapidly convergent.
In the numerical calculations, therefore, a sufficiently good accuracy may be achieved by keeping a finite number of
terms in the sum. The optimum choice for the maximum value of index n is nmax =
[
14Λ2/ǫ2B
]
, where the square
brackets mean the integer number nearest to the result in the brackets. This choice is large enough to insure a high
precision and, at the same time, it is small enough to make the calculation fast.
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While the f2-function in Eq. (318) is finite, for consistency we redefine it in the same way as function f1 by
smoothly cutting off the contributions of large-n LLs,
f2
(
∆(±)s , µ
(∓)
s
)
=
s⊥ sinh
(
∆
(±)
s
T
)
− sinh
(
µ
(∓)
s
T
)
cosh
(
∆
(±)
s
T
)
+ cosh
(
µ
(∓)
s
T
) − ∞∑
n=1
2 sinh
(
µ
(∓)
s
T
)
κ(√n ǫB,Λ)
cosh
( E±ns
T
)
+ cosh
(
µ
(∓)
s
T
) , (333)
where κ(x,Λ) is defined in Eq. (332). The numerical result for the sum in f2 is also approximated by dropping the
terms with n > nmax where nmax is given above.
By analyzing the solutions to Eqs. (315) and (316) at very low temperatures, we reproduce all the analytic solutions
derived in Appendix B in Ref. [177]. For the choice of the magnetic field B = 35 T, the values of the two dynamical
energy parameters A and M are given by
A ≈ 98 K, M ≈ 122 K. (334)
As is easy to check, these correspond to the dimensionless coupling λ ≈ 0.196. Here one should keep in mind that
the smooth-cutoff regularization used in our numerical calculations is not the same as in the analytical calculations.
Despite this difference, all analytical results agree very well even quantitatively with the corresponding numerical
ones when expressed in terms of A and M parameters.
The plateau ν = 0 is connected with a range of electron chemical potentials in the vicinity of the Dirac neutral
point with µ0 = 0. In this case the S 1 solution with singlet Dirac masses of opposite sign for spin up and spin
down quasiparticles, see Eq. (324), is most favorable energetically and therefore is the ground state solution, provided
µ0 < 2A + ǫZ .
From dispersion relation (304), we find that while ω+ = −µ0 + ǫZ + M + A is positive for spin up states, ω− =
−µ0 − ǫZ − M − A is negative for spin down states, i.e., the LLL is half filled (the energy spectrum in this solution is
σ independent). Therefore, there is a nonzero spin gap ∆E0 = ω+ − ω− associated with the ν = 0 plateau. The value
of this gap is ∆E0 = 2(ǫZ + A) + 2M.
While no exact symmetry is broken in the state described by the S 1 solution, the explicit spin symmetry breaking
by the Zeeman term ǫZ is strongly enhanced by the dynamical contribution M + A. In this case, it is appropriate to
talk about the dynamical symmetry breaking of the approximate spin symmetry. This is also evident from studying
the temperature dependence of the MC and QHF order parameters in Fig. 16. Because of a nonzero Zeeman energy
term (ǫZ ≈ 23.51 K at B = 35 T), which breaks the spin symmetry explicitly, strictly speaking, there is no symmetry
restoration phase transition at high temperature. Despite that, there is a well pronounced crossover (around T ≈ 0.9M)
between the regimes of low and high temperatures, which can be quantified by the relative strength of the bare Zeeman
and dynamical contributions. (It can be also checked that the spontaneous spin-symmetry breaking occurs in the limit
ǫZ = 0 [177].)
At T = 0 the solution S 1 is the ground state for µ0 . 0.09ǫB. At sufficiently low temperature, the main qualitative
feature of this solution is that the singlet Dirac masses for spin-up and spin-down quasiparticles have opposite signs,
∆+ = −∆−. This defines the configuration of the MC order parameters that is formally invariant under the time reversal
symmetry. (Of course, the time reversal symmetry is still explicitly broken by the external magnetic field.) As the
temperature increases, the approximate relation ∆+ ≈ −∆− may hold at µ0 ≈ 0, but deviations from such a relation
grow with increasing µ0.
It should be emphasized that the solution S 1 is continuously connected with the solution S 2 responsible for the
ν = 2 QH plateau, see Fig. 15. At low temperatures, the intermediate branch between the S 1 and S 2 solutions is
metastable. At high temperatures, however, it becomes stable and the qualitative difference between the two solutions
disappears [177].
In conclusion, the following comment is in order. As one can see from Fig. 15, besides the S 1 solution, there is
another, triplet (T ), solution around the Dirac neutral point. In the T solution, given in Eq. (B33) in Appendix B in
Ref. [177], both spin up and spin down quasiparticle states have a triplet Dirac mass. Calculating the difference of
the free energy densities for these two solutions, one finds that δΩ = ΩS 1 − ΩT = −ǫZ |eB|/π~c. Therefore, it is the
Zeeman term which makes the S 1 solution more favorable: without it, the S 1 and T solutions would correspond to
two degenerate ground states. The role of the small on-site repulsion interaction terms [353, 358–360, 371, 374] in
choosing the genuine ground state in the present dynamics will be discussed in Section 4.3.4.
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Figure 16: (Color online) Temperature dependence of the nontrivial order parameters in the ν = 0 QH state, described by the S 1 solution. The
results in a model with a vanishing Zeeman energy (ǫZ = 0) are shown in the left panel, and the results in a realistic model with a nonzero Zeeman
energy (ǫZ , 0) are shown in the right panel. Note that µ˜± = ˜∆± = 0 in both cases. The values of the temperature and the order parameters are
given in units of the dynamical scale M.
For larger µ0, the hybrid H1 solution (325), with a triplet Dirac mass for spin up quasiparticles and a singlet Dirac
mass for spin down quasiparticles, is most favorable. It is the ground state for 2A + ǫZ < µ0 < 6A + ǫZ . As one can
easily check by using Eq. (304), while now ω(+)+ > 0, the energies ω(−)+ and ω(+)− = ω(−)− are negative. Consequently,
the LLL is now three-quarter filled and, therefore, the gap ∆E1 = ω(+)+ − ω(−)+ = 2(M + A) corresponds to the ν = 1
plateau. Notably, the Zeeman term does not enter the value of the gap. Unlike the ν = 0 state, therefore, the gap in the
ν = 1 state is directly related to the spontaneous breakdown of the flavor symmetry SU(2)+.
The last point regarding the nature of the ground state described by the H1 solution has important consequences
for the physical properties of the ν = 1 QH state. Since the coupling constant Gint in the present model is proportional
to 1/ǫB, Eq. (309) implies that the dynamical parameters A and M, and therefore the gap ∆E1, scale with the magnetic
field as
√|eB⊥|. This fact agrees with the dependence of the activation energy in the ν = 1 state observed in Ref. [347].
The critical temperature at which the SU(2)+ symmetry is restored, i.e., when the triplet parameters µ˜+ and ˜∆+
vanish, is Tc ≃ 0.9M ≃ 110K. The restoration is described by a conventional second order phase transition.
The temperature dependence of the hybrid H1 solution is rather interesting too: as was shown in Section 4.2.1, at
a fixed value of spin s and any value of temperature, there are no nontrivial solutions of the gap equation with both
masses ∆s and ˜∆s being zero. In particular, at T > Tc, when the triplet mass ˜∆+ vanishes, the mass ∆+ is nonzero (in
fact, the revival of ∆+ starts already at subcritical T ). Note also that in the case of spin down quasiparticles, the triplet
parameters µ˜− and ˜∆− are identically zero but the singlet mass ∆− remains nonzero at all temperatures.
These results are obtained in the mean-field approximation and for the Hamiltonian Htot (293), which is symmetric
under the U(2)+×U(2)−. However, as was already pointed earlier, this symmetry is not exact for the Hamiltonian on the
graphene lattice. In that case, it is replaced by U(1)+×Z2+×U(1)−×Z2−, where the elements of the discrete group Z2±
are γ5⊗P±+I4⊗P∓ and the unit matrix. It is important that unlike a spontaneous breakdown of continuous symmetries,
a spontaneous breakdown of the discrete symmetry Z2±, with the order parameters 〈 ¯ΨP±Ψ〉 and 〈Ψ†γ3γ5P±Ψ〉, is not
forbidden by the Mermin-Wagner theorem at finite temperatures in a planar system [225]. This point strongly suggests
that there exists a genuine phase transition in temperature related to the ν = 1 state in graphene.
At zero temperature, the S 2 solution (326) with equal singlet Dirac masses for spin up and spin down states is
most favorable for µ0 > 6A + ǫZ . It is easy to check from Eq. (304) that both ω+ and ω− are negative in this case, i.e.,
the LLL is completely filled. This solution corresponds to the ν = 2 plateau when the value of the electron chemical
potential is in the gap between the LLL and the n = 1 LL.
At T = 0 the solution S 2 is the ground state for µ0 & 0.24ǫB. As we see, even at high temperatures, the MC
order parameters satisfy the same approximate relation, ∆+ ≈ ∆−. Such a configuration breaks neither spin nor
sublattice-valley symmetry of graphene.
In addition to the three stable solutions S 1, H1, and S 2, describing the ν = 0, ν = ±1, and ν = ±2 QH plateaus,
the numerical analysis of the gap equations reveals other, metastable, solutions.
One of such solutions is the T solution with nonzero triplet Dirac masses for both spin up and spin down quasi-
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particles. In the model of graphene used here, the explicit analytical form of this solution is given in Eq. (B33) in
Appendix B of Ref. [177]. Note that because there is a contribution of the bare Zeeman term ǫZ ∝ eB in the gap ∆E1
for this solution, the corresponding activation energy in the ν = 1 state scales with eB differently from the
√|eB| law
in the hybrid H1 solution.
In addition to the triplet solution, there exist also metastable hybrid (H2) and singlet (S 3) solutions. Their free
energy densities are shown in Fig. 15 together with the energy densities of the other solutions. As seen, neither the
H2 solution nor the S 3 one can have sufficiently low free energy density to become the genuine ground state.
The following remark is in order. Unlike all the other solutions, the solutions H2 and S 3 cannot be found analyti-
cally at T = 0, see Appendix B in Ref. [177]. By making use of the numerical analysis, we find that these two extra
solutions are such that µ(±)s ≈ ±E∓0s. At exactly zero temperature, it is problematic to get such solutions analytically
because Eqs. (305) – (308) contain undetermined values of the step functions, e.g., θ(|µ(±)s | − E∓0s). In contrast, at a
nonzero temperature, the step functions are replaced by smooth expressions, see Eqs. (313) and (314), and numerical
solutions with µ(±)s ≈ ±E∓0s are easily found.
4.2.3. Quantum Hall states with filling factors in the first Landau level, 2 ≤ |ν| ≤ 6
In the previous section, we analyzed solutions of the gap equations under the condition that only states on the LLL
can be filled, |µs ± µ˜s| ≪ ǫB =
√
2~|eB⊥|v2F/c. Since all the dynamically generated parameters are much less than
ǫB, this condition implies that the bare chemical potential µ0 also has to satisfy a similar inequality, µ0 ≪ ǫB. In this
section, we extend the analysis by considering the dynamics with µ0 being of the order of the Landau scale ǫB, i.e.,
we study the regime when quasiparticle states on the first Landau level, n = 1 LL, can be filled.
We will start from the gap equations at zero temperature, which are given in Eqs. (305) – (308) in Section 4.2.1. In
order to get their solutions for µ0 ∼ ǫB, we will follow the same steps of the analysis as for the LLL. The corresponding
analysis for the n = 1 LL, including the calculation of the free energy density for the solutions, was done in Appendix
D in Ref. [177]. It is shown there that the following five stable solutions are realized:
(f-i) The singlet type solution (f-I–f-I) (here f stands for first; the nomenclature used for the n = 1 LL solutions is
defined in Appendix D in Ref. [177]):
˜∆+ = µ˜+ = 0, µ+ = µ¯+ − 7A, ∆+ = −s⊥M,
˜∆− = µ˜− = 0, µ− = µ¯− − 7A, ∆− = −s⊥M
(335)
coincides with the solution S2 given in Eq. (326) in the analysis of the LLL. It takes place for 6A + ǫZ < µ0 <
7A +
√
ǫ2B + M2 − ǫZ , and its free energy density is
Ω = −|eB⊥|
2π~c
(M + 2µ0 − 7A + h) , (336)
where h is given in Eq. (330). According to SubSection 4.2.2, this solution corresponds to the regime with the
filled LLL and the empty n = 1 LL and is connected with the ν = 2 plateau.
(f-ii) The hybrid type solution (f-I–f-II)
˜∆+ = µ˜+ = 0, µ+ = µ¯+ − 11A, ∆+ = −s⊥ M,
˜∆− =
M − M1
2 , µ˜− = −As⊥, µ− = µ¯− − 10A, ∆− = −s⊥
M + M1
2 ,
(337)
with M1 to be
M1 ≃ A1 − λ + 2 [1 − ζ(1/2)]A/ǫB , (338)
takes place for 9A +
√
ǫ2B + M
2
1 − ǫZ < µ0 < 11A +
√
ǫ2B + M2 − ǫZ , and its free energy density is
Ω = −|eB⊥|
2π~c
(
3M + M1
4
+ 3µ0 − 15A − ǫB + ǫZ + 3h + h14
)
, (339)
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where h1 is
h1 ≡
∞∑
n=2
2M41√
nǫ2B + M
2
1
(√
nǫ2B + M
2
1 +
√
nǫB
)2 ≃ M
4
1
2ǫ3B
ζ (3/2) − 1 − [ζ (5/2) − 1] M21
ǫ2B
+ O
M41
ǫ4B

 . (340)
As is discussed in Section 4.2.4, this solution corresponds to the ν = 3 plateau.
(f-iii) The singlet type solution (f-I–f-III)
˜∆+ = µ˜+ = 0, µ+ = µ¯+ − 15A, ∆+ = −s⊥ M,
˜∆− = µ˜− = 0, µ− = µ¯− − 13A, ∆− = −s⊥ M1
(341)
is realized for 13A +
√
ǫ2B + M
2
1 − ǫZ < µ0 < 15A +
√
ǫ2B + M2 + ǫZ , and its free energy density is
Ω = −|eB⊥|
2π~c
(
M + M1
2
+ 4µ0 − 27A − 2ǫB + 2ǫZ + h + h12
)
. (342)
As is discussed in Section 4.2.4, this solution corresponds to the ν = 4 plateau.
(f-iv) The hybrid type solution (f-II–f-III)
˜∆+ =
M − M1
2
, µ˜+ = −As⊥, µ+ = µ¯+ − 18A, ∆+ = −s⊥ M + M12 ,
˜∆− = µ˜− = 0, µ− = µ¯− − 17A, ∆− = −s⊥ M1
(343)
takes place for 17A +
√
ǫ2B + M
2
1 + ǫZ < µ0 < 19A +
√
ǫ2B + M2 + ǫZ , and its free energy density is
Ω = −|eB⊥|
2π~c
(
3M1 + M
4
+ 5µ0 − 43A − 3ǫB + ǫZ + 3h1 + h4
)
. (344)
This solution corresponds to the ν = 5 plateau (see Section 4.2.4).
(f-v) The singlet type solution (f-III–f-III)
˜∆+ = µ˜+ = 0, µ+ = µ¯+ − 21A, ∆+ = −s⊥ M1,
˜∆− = µ˜− = 0, µ− = µ¯− − 21A, ∆− = −s⊥ M1
(345)
is realized for µ0 > 21A +
√
ǫ2B + M
2
1 + ǫZ , and its free energy density is
Ω = −|eB⊥|
2π~c
(M1 + 6µ0 − 63A − 4ǫB + h1) . (346)
This solution corresponds to the ν = 6 plateau connected with the gap between the filled n = 1 LL and the empty
n = 2 LL.
It should be emphasized that the above analytical solutions do not cover the whole range of the values of the
electron chemical potential around the n = 1 LL. In particular, there are no analytical solutions found in the following
four intervals:
7A +
√
ǫ2B + M2 − ǫZ < µ0 < 9A +
√
ǫ2B + M
2
1 − ǫZ , (347)
11A +
√
ǫ2B + M2 − ǫZ < µ0 < 13A +
√
ǫ2B + M
2
1 − ǫZ , (348)
15A +
√
ǫ2B + M2 + ǫZ < µ0 < 17A +
√
ǫ2B + M
2
1 + ǫZ , (349)
19A +
√
ǫ2B + M2 + ǫZ < µ0 < 21A +
√
ǫ2B + M
2
1 + ǫZ . (350)
79
D+
D-
1.2 1.4 1.6 1.8 2.0
-1.02
-1.00
-0.98
-0.96
-0.94
-0.92
-0.90
-0.88
Μ0ΕB
D
±
M
Solution S Hf-i, f-iii, f-vL, T=1 K
Μ+
Μ-
1.2 1.4 1.6 1.8 2.0
18
20
22
24
Μ0ΕB
Μ
±
M
Solution S Hf-i, f-iii, f-vL, T=1 K
Figure 17: Nontrivial order parameters of the S -type numerical solution that contains the analytical solutions (f-i), (f-iii) and (f-v) as parts,
connected by two intermediate solutions.
The difficulty in finding analytical solutions at T = 0 on these intervals is related to the ambiguities in the definition of
some step functions in gap equations (305) – (308). The same problem, albeit in a weaker form, was also encountered
in the analysis of dynamics at the LLL (see the discussion in the end of Section 4.2.2). As in that case, we remove the
ambiguities by considering a nonzero temperature case. The results at T = 0 can then be obtained by taking the limit
T → 0. The details of our numerical analysis are given in the next subsection.
4.2.4. Numerical analysis, n = 1 LL
By performing a nonzero temperature analysis numerically, we find that the solutions (f-i), (f-iii), and (f-v), found
analytically, are in fact continuously connected. They are parts of a more general solution S (here S stands for singlet)
that exists at all values of µ0. At small and intermediate values of µ0, this solution includes solutions S 1 and S 2. At
larger values of µ0, relevant for the dynamics of n = 1 LL, the solution S is shown in Fig. 17.
As seen in Fig. 17, the solution S consists of five pieces defined on five adjacent intervals of µ0. Three of them are
the analytical solutions (f-i), (f-iii), and (f-v), as defined in the previous subsection. Their intervals of existence are
µ0/ǫB . 1.27, 1.5 . µ0/ǫB . 1.6 and µ0/ǫB & 1.83, respectively. These intervals are in agreement with the analytical
results if one takes M1 ≈ 111 K, or in terms of the Landau energy scale, M1 = 4.42× 10−2ǫB. The other two pieces of
the solution S extend the singlet-type analytical solution to the intermediate intervals.
At T = 0 the solution S describes the ground state in exactly the same regions of validity that are found analytically
for solutions (f-i), (f-iii), and (f-v) in the previous subsection. This can be concluded from the energy consideration:
among all numerical solutions the parts of the solution S have the lowest free energy density there. Analyzing the
quasiparticle spectra by using the dispersion relation in Eq. (303), we find that the solutions (f-i), (f-iii), and (f-v)
describe the ν = 2, ν = 4, and ν = 6 QH states, respectively.
From the symmetry viewpoint, none of the three parts of the singlet solution break any exact symmetries in the
model. However, the part (f-iii) of the solution, describing the ν = 4 QH state, corresponds to a quasi-spontaneous
breakdown of the U(4) symmetry down to the U(2)+ × U(2)−. Indeed, by using Eq. (303), one can check that the
LLL is half filled and the energy gap between the pairs of the pseudospin degenerate spin-up and spin-down states of
the n = 1 LL is given by ∆E4 ≃ 2(ǫZ + A) + (M2 − M21)/2ǫB. As we see, the spin splitting by the Zeeman term 2ǫZ is
strongly enhanced by the dynamical contribution 2A.
This is somewhat similar to the enhancement of the spin splitting in the ν = 0 QH state, discussed in Section 4.2.2.
However, there is an important qualitative difference between the cases of the LLL and the n = 1 LL: It is only the
dynamical contribution to the chemical potentials (but not the Dirac masses) that substantially affects the splitting in
the ν = 4 QH state. Indeed, the dynamical contribution due to the Dirac masses in the gap ∆E4, i.e., (M2 − M21)/2ǫB,
is very small because M ≃ M1 ≪ ǫB.) As a result, the gap ∆E4 is substantially smaller than the LLL spin gap ∆E0
(∆E4 . ∆E0/2).
Because of having nonvanishing triplet order parameters in the extended hybrid solutions (f-ii) and (f-iv), the
flavor U(2)+×U(2)− symmetry of graphene is partially broken in the corresponding ground states. By using dispersion
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Figure 18: Nontrivial order parameters of the extended hybrid solution (f-ii) which determines the ground state for the ν = 3 QH plateau in
graphene.
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Figure 19: Nontrivial order parameters of the extended hybrid solution (f-iv) which determines the ground state for the ν = 5 QH plateau in
graphene.
relation (303) in the analysis of the quasiparticle spectra, we find that these solutions describe the ν = 3 and ν = 5
plateaus corresponding to the quarter and three-quarter filled n = 1 LL, respectively. In the case of the extended
solution (f-ii), the spin-down flavor subgroup SU(2)− ⊂ U(2)− is broken down to U(1)−, while the spin-up flavor
subgroup U(2)+ is intact. Similarly, in the case of the extended solution (f-iv), the spin-up flavor subgroup SU(2)+ ⊂
U(2)+ is broken down to U(1)+, while the spin-down flavor subgroup U(2)− is intact. Up to small corrections due
nonzero Dirac masses, the energy gaps ∆E3 and ∆E5 associated with the (f-ii) and (f-iv) solutions are equal to 2A.
Note that these gaps are substantially smaller than the LLL gap ∆E1 (∆E3,∆E5 . ∆E1/2).
The analytical hybrid solutions (f-ii) and (f-iv) get continuous extensions to the left and to the right from their
regions of validity found analytically in the previous subsection. In fact, they extend all the way to cover the
neighboring “forbidden” regions defined in Eqs. (347) – (350). The first two “forbidden” interval are covered by
the extension of the solution (f-ii) to the interval 7A +
√
ǫ2B + M2 − ǫZ < µ0 < 13A +
√
ǫ2B + M
2
1 − ǫZ . The
nontrivial Dirac masses and chemical potentials for this numerical solution are shown in Fig. 18. The last two
“forbidden” intervals, see Eqs. (349) and (350), are covered by the extension of the solution (f-iv) to the interval
15A+
√
ǫ2B + M2 + ǫZ < µ0 < 21A+
√
ǫ2B + M
2
1 + ǫZ . The nontrivial parameters for this solution are shown in Fig. 19.
In fact, the extended solutions (f-ii) and (f-iv) are the ground states in their whole regions of existence. This is seen
in Fig. 20, where we plot the difference between the free energy density of the hybrid type solutions and the singlet
one. The results for the extended hybrid solutions (f-ii) and (f-iv) are shown by the solid line and the long-dashed line,
respectively.
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Figure 20: (Color online) The difference between the free energy density of three hybrid type solutions and the free energy density of the S -type
solution in the range of µ0, associated with the dynamics of the n = 1 LL.
In Fig. 20 we also show the results for another hybrid solution that was found numerically. It exists in the interval
of µ0 that could potentially be relevant for the ν = 4 QH state. However, its free energy density is higher than that for
the solution S , and therefore it is unstable.
With increasing the temperature, we find that the extended hybrid solutions (f-ii) and (f-iv) responsible for the
ν = 3 and ν = 5 QH states gradually vanish. Their regions of existence shrink and their free energy densities approach
the free energy density of the singlet solution S . At temperatures above T (ν=3)cr ≃ T (ν=5)cr ≃ 0.4M ≃ T (ν=1)cr /2, they cease
to exist altogether, and the ground state is described by the singlet solution which does not break any exact symmetries
of the model.
4.2.5. Discussion of phase diagram in model of graphene with short-range interaction
By summarizing the numerical results for the ground states at different temperatures, we obtain the phase diagram
of graphene in the plane of temperature T and electron chemical potential µ0 shown in Fig. 21. The areas highlighted
in green correspond to hybrid solutions with a lowered symmetry in the ground state. These regions are separated
from the rest of the diagram by phase transitions. At the boundary of the ν = 1 region, the transition is of first order at
low temperatures and of second order at higher temperatures. The transitions to/from the QH ν = 3 and ν = 5 states
are of second order. It should be kept in mind, however, that here the analysis is done in the mean-field approximation
and in a model with a simplified contact interaction. Therefore, the predicted types of the phase transitions may not
be reliable. In particular, the contributions of collective excitations, which are beyond the mean-field approximation,
may change the transitions to first order type. Also, the types of the transitions may be affected by the inclusion
of disorder and a more realistic long-range Coulomb interaction. Despite the model limitations, we still expect that
Fig. 21 correctly represents the key qualitative features of the phase diagram of graphene at least in the case of the
highest quality samples. In fact, as will be discussed in Section 4.4, the main change in the case of a real graphene
sample is connected with the ν = 0 state: at small values of a longitudinal component of a magnetic field B‖, it is not
in the S1 (ferromagnetic) phase but in the canted antiferromagnetic (CAF) one, which is closely connected with the T
solution describing a charge density wave (CDW) phase. On the other hand, at a sufficiently large B‖, the ν = 0 state
is ferromagnetic indeed.
In Fig. 21 the regions highlighted in blue correspond to the ground states with a quasi-spontaneous breakdown of
the spin symmetry. In the case of the LLL and the n = 1 LL, such are the ν = 0 and ν = 4 QH states, in which the
quasi-spontaneous breakdown of the approximate U(4) symmetry down to U(2)+ × U(2)− is enhanced by dynamical
contributions. Because of the explicit breakdown by the Zeeman term, there is no well-defined order parameter
associated with this symmetry breakdown. Also, there is no well-defined boundary of the corresponding regions in
the diagram. In the plot, this feature is represented by the fading shades of blue at the approximate boundaries of the
ν = 0 and ν = 4 regions.
As considered in detail in Section 4.2.2, the physical properties of the ν = 0 and ν = 1 QH states are determined
by the dynamics of the LLL. The corresponding values of the gaps, ∆E0 = 2(ǫZ + A + M) and ∆E1 = 2(A + M), are
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Figure 21: (Color online) Schematic phase diagram in the toy model of graphene with the point-like density-density interaction. The values of
chemical potential are given in units of the Landau energy scale ǫB, and the values of temperature are given in units of the dynamical scale M.
largely determined by the dynamical contributions A and M of about equal magnitude. These two contributions are
associated with the QHF and MC order parameters, respectively.
The results of this study for the LLL qualitatively agree with the experimental data [346, 347]. By taking the
dimensionless coupling λ = 4AΛ/(√πǫ2B) to be a free parameter and utilizing the cutoff Λ to be of the order of the
Landau scale ǫB, we arrive at the following scaling relations: A ∼ λ
√|eB⊥| and M ∼ λ
√|eB⊥|. This implies the same
type of scaling for the gap, ∆E1 = 2(A + M) ∼ λ
√|eB⊥|, associated with the ν = ±1 plateaus. [The square root
scaling of the activation energy in the ν = 1 QH state was also obtained in the large-N approximation in Ref. [180].]
By making use of our results, we find that the experimental value ∆E1 ∼ 100 K for B⊥ = 30 T from Ref. [347]
corresponds to λ ∼ 0.02. This estimate, however, should be taken with great caution: Because interactions with
impurities are ignored and no disorder of any type is accounted for in the present model, it may not be unreasonable
to assume that actual values of λ are up to an order of magnitude larger.
As to the n = 1 LL, we found that there are the gaps ∆E3 = ∆E5 ≃ 2A and ∆E4 ≃ 2(ǫZ + A) corresponding to the
plateaus ν = 3, 5 and ν = 4, respectively [the contributions of Dirac masses are suppressed by a factor of order (M/ǫB)2
there]. Therefore, the gaps ∆E3 = ∆E5 and ∆E4 are mostly due to the QHF type order parameters and are about a
factor of two smaller than the LLL gaps ∆E1 and ∆E0, respectively. The first experimental data yield ∆E4 ≃ 2ǫZ ,
and no gaps ∆E3 and ∆E5 have been observed [346, 347]. The later experiments [348, 349] discovered additional
plateaus, with ν = ±3 and ν = ±1/3. While the latter corresponds to the fractional QH effect, the plateaus with
ν = 0,±1,±4, and ν = ±3 are intimately connected with a quasi-spontaneous breakdown of the U(4) symmetry. We
think that the discrepancy of the values of the theoretical gaps with the experiment could be connected with the fact
that unlike ǫZ , the value of the dynamically generated parameter A corresponding to the |n| ≥ 1 LLs will be strongly
reduced if a considerable broadening of higher LLs in a magnetic field is taken into account [179]. If so, the gap ∆E4
will be reduced to 2ǫZ , while the gaps ∆E3 and ∆E5 will become much smaller.
In conclusion, we have shown that the QHF and MC order parameters in graphene are two sides of the same coin
and they necessarily coexist. The present model leads a qualitatively reasonable description of the QH plateaus in
graphene in strong magnetic fields. In the rest of this Section, a more realistic model setup, including the Coulomb
interaction between quasiparticles, will be considered.
4.3. Quantum Hall effect in model of graphene with Coulomb interaction
In this section, we will extend the analysis of the quantum Hall effect in graphene to the case a more realistic
long-range Coulomb interaction. While the symmetric structure of the solutions describing the quantum Hall states
will be similar to those in the model with short-range interaction, there will also appear qualitative differences. In
particular, as we will see, the long-range interaction will be responsible for the “running” of all dynamical parameters
with the Landau level index n. Here we will follow the presentation of Ref. [178], where the corresponding framework
of the Landau level representation for the fermion propagator in a magnetic field was developed. It should be noted
that other approaches of studying the effect of the Coulomb interaction on the quantum Hall effect dynamics in the
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ν = 0 state were used in Refs. [182, 372, 375]. Here, by making use of the approach of Ref. [178], we will be able to
easily generalize the study to the case of any quantum Hall state with a nonzero filling factor, as well as to incorporate
the Landau levels mixing effects. As will be clear below, the method also allows straightforward generalizations to
models with the screening effects and other types of interactions (e.g., the symmetry-breaking short-range interactions
[371, 372]).
The interaction term with the long-range Coulomb interaction is formally given by Eq. (290), where UC(r) is the
Coulomb potential in a magnetic field. In general, the latter should include the polarization effects in the presence of a
nonzero density and nonzero magnetic field. The corresponding polarization effects were studied in Refs. [189, 376].
Before proceeding to the derivation of the gap equation in the problem with the long-range interaction, let us
discuss the structure of the full fermion propagator that allows its dynamical parameters to run with the Landau level
index n. The corresponding Landau-level representation was derived in Ref. [178] and we will review it here in detail.
4.3.1. Fermion propagator with running parameters
In order to obtain a convenient form of the gap equation in the model with the long-range Coulomb interaction, it
is important to have a suitable and, at the same time, rather general form of the fermion propagator. Here we present
such a propagator in the Landau-level representation [178].
The general structure of the inverse full fermion propagator for quasiparticles of a fixed spin has the following
form:
i G−1(ω; r, r′) =
{
γ0ω + vF ˆF+ (pi · γ) + ˆΣ+
}
δ(r − r′), (351)
where ˆF+ and ˆΣ+ can be viewed as generalized wave-function renormalization and self-energy operators, respectively.
In the special case of the bare propagator in Eq. (295), the corresponding functions are ˆF+bare = 1 and ˆΣ+bare = (µ −
µBBσ3)γ0.
It should be emphasized that, while the ansatz in Eq. (351) is rather general with respect to sublattice and valley
degrees of freedom, it does not allow any spin-mixing terms in the fermion propagator. For many possible ground
states in graphene in a magnetic field, this is not a limitation. However, there exist states (e.g., canted ferromagnetism
[360, 372]) that cannot be captured by such a spin-diagonal ansatz). In principle, the corresponding restriction can be
removed by replacing functions ˆF+ and ˆΣ+ with matrices in the spin space. We will briefly discuss such a generaliza-
tion in Section 4.4. In order to avoid numerous technical complications in this section, however, we will assume that
ˆF+ and ˆΣ+ are diagonal in spin.
By definition, ˆF+ and ˆΣ+ are functions of the three mutually commuting dimensionless operators: (pi · γ)2ℓ2, γ0
and is⊥γ1γ2, where s⊥ = sgn(eB) and ℓ =
√
~c/|eB| is the magnetic length. Taking into account that (γ0)2 = 1 and
(is⊥γ1γ2)2 = 1, the operators ˆF+ and ˆΣ+ can be written in the following form:
ˆF+ = f + γ0g + is⊥γ1γ2g˜ + is⊥γ0γ1γ2 ˜f , (352)
ˆΣ+ = ˜∆ + γ0µ + is⊥γ1γ2µ˜ + is⊥γ0γ1γ2∆, (353)
where f , ˜f , g, g˜, ˜∆, ∆, µ, and µ˜ are functions of only one operator, (pi · γ)2ℓ2. Note that for the functions µ, µ˜ and ˜∆, ∆
we keep the same notations as for the parameters µ, µ˜ and ˜∆, ∆ in Eqs. (301), (302) and Eqs. (298), (297), respectively.
It is obvious from the representations in Eqs. (352) and (353) that ˆF+ and ˆΣ+ do not necessarily commute with
(pi · γ). It is convenient, therefore, to introduce two other functions ˆF− and ˆΣ−, which satisfy the relations:
ˆF+(pi · γ) = (pi · γ) ˆF−, (354)
ˆΣ+(pi · γ) = (pi · γ) ˆΣ−. (355)
As follows from their definition, the explicit representations of these functions read:
ˆF− = f − γ0g − is⊥γ1γ2g˜ + is⊥γ0γ1γ2 ˜f , (356)
ˆΣ− = ˜∆ − γ0µ − is⊥γ1γ2µ˜ + is⊥γ0γ1γ2∆. (357)
These are obtained from ˆF+ and ˆΣ+ by reversing the signs in front of the two terms that anticommute with (pi · γ).
The physical meaning of the functions ˜∆, ∆, µ, and µ˜ that appear in the definition of ˆΣ± is straightforward: ˜∆
is the Dirac mass function, ∆ is the Haldane (time-reversal odd) mass function, µ is the charge density chemical
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potential, and µ˜ is the chemical potential for charge density imbalance between the two valleys in the Brillouin zone.
As for the functions f , ˜f , g, and g˜ that appear in the definition of ˆF±, they are various structures in the wave function
renormalization operator.
It may appear that, in the most general case, the full propagator (351) can also include another wave-function
renormalization, multiplying the frequency term γ0ω. This is not the case, however, because this Dirac structure is
already included in the self-energy ˆΣ+, which may depend on ω in general. We note at the same time that the solution
for ˆΣ+ will turn out to be independent of ω in the instantaneous approximation utilized in this study. This fact is also
one of the reasons that makes it particularly convenient to separate the term γ0ω from the generalized self-energy
operator ˆΣ+ in (351).
As mentioned earlier, functions f , ˜f , g, g˜, ˜∆, ∆, µ, and µ˜ are functions of (pi · γ)2ℓ2, whose eigenvalues are
nonpositive even integers: −2n ≡ −(2N + 1 − s⊥s12), where N = 0, 1, 2, . . . is the orbital quantum number and
s12 = ±1 is the sign of the pseudospin projection. [The explicit derivation of this result can be done by following the
same steps as in (3 + 1)-dimensional case in Appendix A.2.] Therefore, in what follows, it will be convenient to use
the following eigenvalues of the operators ˆF± and ˆΣ±,
F s0,s12n ≡ fn + s0gn + s12g˜n + s0 s12 ˜fn , (358)
Σs0,s12n ≡ ˜∆n + s0µn + s12µ˜n + s0s12∆n , (359)
where fn, ˜fn, gn, g˜n, ˜∆n, ∆n, µn, and µ˜n are the eigenvalues of the corresponding coefficient operators in the nth LL
state. Further, s0 = ±1 and s12 = ±1 are the eigenvalues of γ0 and is⊥γ1γ2, respectively.
In terms of eigenvalues, the inverse propagator is derived in Ref [178]. Its final form reads
i G−1(ω; r, r′) = eiΦ(r,r′)i ˜G−1(ω; r − r′), (360)
i ˜G−1(ω; r) = e
−ξ/2
2πℓ2
∞∑
n=0
∑
σ=±1
∑
s0=±1
{
s0ωLn(ξ) +
[
s0µn,σ + ˜∆n,σ
] [
δs0+σLn(ξ) + δs0−σLn−1(ξ)
]
+
ivF
ℓ2
(γ · r)( fn,σ − s0gn,σ)L1n−1(ξ)
}
Ps0,s0σ, (361)
where Lαn are Laguerre polynomials (L0n ≡ Ln). We also introduced the following short-hand notations:
ξ =
(r − r′)2
2ℓ2
, Φ(r, r′) = −s⊥ (x − x
′)(y + y′)
2ℓ2
, (Schwinger phase) (362)
[here, for the external field the Landau gauge in Eq. (3) is assumed] and
µn,σ = µn + σµ˜n, ˜∆n,σ = ˜∆n + σ∆n, (363)
fn,σ = fn + σ ˜fn, gn,σ = gn + σg˜n. (364)
Note that, by definition, the Laguerre polynomials Lαn with negative n are identically zero. Finally, Ps0,s12 are the
projectors in the Dirac space,
Ps0,s12 =
1
4
(1 + s0γ0)(1 + s12is⊥γ1γ2), with s0, s12 = ±1. (365)
Similarly, the expression for the propagator itself reads
G(ω; r, r′) = eiΦ(r,r′) ˜G(ω; r − r′), (366)
˜G(ω; r) = i e
−ξ/2
2πℓ2
∞∑
n=0
∑
σ=±1
∑
s0=±1
{ s0(ω + µn,σ) − ˜∆n,σ
(ω + µn,σ)2 − E2n,σ
[
δs0+σLn(ξ) + δs0−σLn−1(ξ)
]
+
ivF
ℓ2
(γ · r) fn,σ − s0gn,σ(ω + µn,σ)2 − E2n,σ
L1n−1(ξ)
}
Ps0,s0σ, (367)
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where the energies in the lowest and higher LLs are
E0,σ = σ ˜∆0,σ = ∆0 + σ ˜∆0, (368)
En,σ =
√
2n(v2F/ℓ2)
[
f 2n,σ − g2n,σ
]
+ ˜∆2n,σ, for n ≥ 1. (369)
The corresponding energies of quasiparticles are determined by the location of the poles of propagator (367), i.e.,
ω0,σ = −µ0,σ + E0,σ, (370)
ω±n,σ = −µn,σ ± En,σ, for n ≥ 1. (371)
Let us note that σ = ±1 is the eigenvalue of matrix is⊥γ0γ1γ2 ≡ s⊥γ3γ5, which up to the overall sign s⊥ is the
quantum number associated with the valley. This follows from the explicit representation in Eq. (292) and from our
convention for the four-component Dirac spinor, whose first two components are associated with valley K and the last
two components with valley K′.
4.3.2. Gap equation with long-range interaction
The Schwinger–Dyson (gap) equation for the fermion propagator in the random-phase approximation (RPA) is
shown diagrammatically in Fig. 22. Note that in contrast to the naive mean-field approximation, the RPA Coulomb
interaction includes the polarization (screening) effects, which are not negligible in the dynamics responsible for
symmetry breaking in graphene.
It is important to emphasize that the gap equation for the fermion propagator in Fig. 22 contains two tadpole
diagrams. One of them is connected with the Hartree contribution due to dynamical charge carriers, while the other
takes into account the background charge from the ions in graphene and in the substrate. The presence of both tadpoles
is essential to insure the overall neutrality of the sample. Indeed, the equation for the gauge field implies that the two
tadpole contributions should exactly cancel that yields (the Gauss law):
j0ext − e Tr
[
γ0G
]
= 0 . (372)
As clear from the above arguments, this is directly related to the gauge symmetry in the model. (Since the Gauss
law does not take place in models with contact interactions [177], there is an analogue of only one tadpole diagram
describing the Hartree interaction, which contributes to the gap equation.) Thus, the resulting Schwinger–Dyson
equation for the fermion propagator takes the form
G−1(t − t′; r, r′) = S −1(t − t′; r, r′) + e2γ0 G(t − t′; r, r′)γ0D(t′ − t; r′ − r), (373)
where G(t; r, r′) is the full fermion propagator and D(t; r) is the propagator mediating the Coulomb interaction.
At this point it is instructive to compare the cases of a local four-fermion interaction and a nonlocal Coulomb
interaction. In the case of a local four-fermion interaction, the right-hand side of the Schwinger–Dyson equation
contains δ(r − r′) and the fermion propagator only at the point of coincidence G(0; r, r). This means that the right-
hand side of the Schwinger–Dyson equation is a constant in the momentum space and, hence, it does not renormalize
the kinetic pi · γ part of the fermion propagator (i.e., F+ = 1). Also, in the case of a local four fermion interaction,
Σ+ does not depend on the LL index n. Clearly, this simplifies a lot the analysis of the gap equation. The situation
changes in the case of the nonlocal Coulomb interaction.
Following Ref. [189], we consider the instantaneous approximation for the Coulomb interaction by neglecting the
dependence of the photon polarization functionΠ(ω, k) on ω. Then, in momentum space, the photon propagator takes
the following form:
D(ω, k) ≈ D(0, k) = i
ǫ0[k + Π(0, k)] , (374)
where Π(0, k) is the static polarization function and ǫ0 is a dielectric constant. In essence, the instantaneous approxi-
mation neglects the retardation of the interaction. This may be a reasonable approximation for graphene, whose charge
carriers propagate much slower than the speed of light. It should be kept in mind, however, that such an approximation
has a tendency to underestimate the strength of the Coulomb interaction [189, 377, 378].
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Figure 22: The diagrammatic form of the Schwinger–Dyson equations for the electron and photon propagators in the mean-field approximation.
Unfortunately, it is difficult to find exact solutions of Eq. (373). Therefore, one has to use some approximations.
Here, we will study the dynamical symmetry breaking in the model under consideration retaining contributions only
of the lowest and several first LLs. Obviously, this approximation is consistent only if the dynamically generated gaps
are suppressed compared to the Landau scale εℓ ≡
√
~v2F |eB|/c (it characterizes the energy spectrum of the free theory
and is the gap between the lowest and first LLs).
In the instantaneous approximation, the photon propagator reads
D(t, r) =
∫ d2k
(2π)2
∫ dω
2π
D(ω, k)e−iωt+ik·r = i
ǫ0
∫ ∞
0
dk
2π
kJ0(kr)
k + Π(0, k)δ(t) . (375)
By noting that the Schwinger phase on both sides of the gap equation (373) is the same, we arrive at the following gap
equation for the translation invariant part of the propagator:
i ˜G−1(ω; r) = i ˜S −1(ω; r) − e
2
ǫ0
∫ ∞
−∞
dΩ
2π
∫ ∞
0
dk
2π
kJ0(kr)
k + Π(0, k)γ
0
˜G(Ω; r)γ0 . (376)
Multiplying both sides of the gap equation (376) by either e−ξ/2Ln(ξ) or e−ξ/2(γ · r)L1n(ξ), and then integrating over r,
we find that this is equivalent to following set of equations:
[
µn,σ − µ − σ ˜∆n,σ
]
δs0+σ +
[
µn+1,σ − µ + σ ˜∆n+1,σ
]
δs0−σ = −
ie2
ǫ0
∞∑
n′=0
∫ ∞
−∞
dΩ
2π
∫ ∞
0
dk
2π
kL(0)n′ ,n(kl)
k + Π(0, k)
×
[
Ω + µn′ ,σ + σ ˜∆n′ ,σ
Mn′ ,σ δ
s0
+σ +
Ω + µn′+1,σ − σ ˜∆n′+1,σ
Mn′+1,σ δ
s0
−σ
]
,
(377)
fn,σ + s0gn,σ − 1 = ie
2
nǫ0
∞∑
n′=1
∫ ∞
−∞
dΩ
2π
∫ ∞
0
dk
2π
kL(1)
n′−1,n−1(kl)
k + Π(0, k)
fn′ ,σ + s0gn′,σ
Mn′,σ , for n ≥ 1 , (378)
where
L(0)m,n =
1
l2
∫ ∞
0
dr r e−
r2
2ℓ2 Lm
(
r2
2ℓ2
)
Ln
(
r2
2ℓ2
)
J0(kr) = (−1)m+ne− k
2ℓ2
2 Ln−mm
(
k2ℓ2
2
)
Lm−nn
(
k2ℓ2
2
)
, (379)
L(1)m,n =
1
2l4
∫ ∞
0
dr r3 e−
r2
2ℓ2 L1m
(
r2
2ℓ2
)
L1n
(
r2
2ℓ2
)
J0(kr) = (−1)m+n(m + 1) e− k
2ℓ2
2 Ln−mm+1
(
k2ℓ2
2
)
Lm−nn
(
k2ℓ2
2
)
= (−1)m+n(n + 1) e− k
2 ℓ2
2 Ln−mm
(
k2ℓ2
2
)
Lm−nn+1
(
k2ℓ2
2
)
. (380)
87
Table 1: Values of κ(0)m,n when the effects of polarization tensor are neglected
κ(0)m,n m = 0 m = 1 m = 2 m = 3 m = 4 m = 5
n = 0 1
2
√
2π
1
4
√
2π
3
16
√
2π
5
32
√
2π
35
256
√
2π
63
512
√
2π
n = 1 1
4
√
2π
3
8
√
2π
7
32
√
2π
11
64
√
2π
75
512
√
2π
133
1024
√
2π
n = 2 3
16
√
2π
7
32
√
2π
41
128
√
2π
51
256
√
2π
329
2048
√
2π
569
4096
√
2π
n = 3 5
32
√
2π
11
64
√
2π
51
256
√
2π
147
512
√
2π
759
4096
√
2π
1245
8192
√
2π
n = 4 35
256
√
2π
75
512
√
2π
329
2048
√
2π
759
4096
√
2π
8649
32768
√
2π
11445
65536
√
2π
n = 5 63
512
√
2π
133
1024
√
2π
569
4096
√
2π
1245
8192
√
2π
11445
65536
√
2π
32307
131072
√
2π
To obtain the results on the right hand sides, we used the table integral 7.422 2 in Ref. [206].
The gap equations can be equivalently rewritten as follows:
µn,σ − µ − σ ˜∆n,σ = −iαεℓ
∞∑
n′=0
κ
(0)
n′ ,n
∫ ∞
−∞
dΩ
2π
Ω + µn′ ,σ + σ ˜∆n′ ,σ
Mn′,σ , for n ≥ 0, (381)
µn,σ − µ + σ ˜∆n,σ = −iαεℓ
∞∑
n′=1
κ
(0)
n′−1,n−1
∫ ∞
−∞
dΩ
2π
Ω + µn′ ,σ − σ ˜∆n′ ,σ
Mn′ ,σ , for n ≥ 1, (382)
fn,σ = 1 + iαεℓ
∞∑
n′=1
κ(1)
n′−1,n−1
n
∫ ∞
−∞
dΩ
2π
fn′ ,σ
Mn′,σ , for n ≥ 1, (383)
gn,σ = iαεℓ
∞∑
n′=1
κ
(1)
n′−1,n−1
n
∫ ∞
−∞
dΩ
2π
gn′,σ
Mn′,σ , for n ≥ 1, (384)
where α = e2/(ǫ0vF ), εℓ = vF/ℓ, and
κ
(ρ)
m,n =
∫ ∞
0
dk
2π
kℓL(ρ)m,n(kℓ)
k + Π(0, k) , ρ = 0, 1. (385)
When the screening effects are neglected, i.e., Π(0, k) = 0, we can use the explicit form for of L(ρ)m,n (with ρ = 0, 1) in
Eqs. (379) and (380) and obtain the following analytical expressions for κ(ρ)m,n [178]:
κ
(ρ)
m,n
∣∣∣∣
Π→0
=
(−1)m+n
2
√
2
min(m,n)∑
k=0
Γ(ρ + 1/2 + k)
(m − k)!(n − k)!Γ(1/2 − m + k)Γ(1/2 − n + k)k! . (386)
The values of κ(ρ)m,n (with ρ = 0, 1) at small values of m and n are given in Tables 1 and 2. The leading asymptotes for
n → ∞ (at finite m) are
κ(0)m,n
∣∣∣
Π→0 ≃
1
2π
√
2n
+
2m − 1
8π(2n)3/2 + O
(
1
n5/2
)
for n → ∞, (387)
κ(1)m,n
∣∣∣
Π→0 ≃
(m + 1)
4π
√
2n
+
(m + 1)(3m − 1)
16π(2n)3/2 + O
(
1
n5/2
)
for n → ∞. (388)
The zero temperature gap equations (381) through (384) are straightforwardly generalized to the case of nonzero
temperature by making the replacement Ω → iΩm ≡ iπT (2m + 1) and using the Matsubara sums instead of the
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Table 2: Values of κ(1)m,n when the effects of polarization tensor are neglected
κ(1)m,n m = 0 m = 1 m = 2 m = 3 m = 4 m = 5
n = 0 1
4
√
2π
1
8
√
2π
3
32
√
2π
5
64
√
2π
35
512
√
2π
63
1024
√
2π
n = 1 1
8
√
2π
7
16
√
2π
15
64
√
2π
23
128
√
2π
155
1024
√
2π
273
2048
√
2π
n = 2 332√2π
15
64
√
2π
153
256
√
2π
171
512
√
2π
1065
4096
√
2π
1809
8192
√
2π
n = 3 5
64
√
2π
23
128
√
2π
171
512
√
2π
759
1024
√
2π
3495
8192
√
2π
5505
16384
√
2π
n = 4 35512√2π
155
1024
√
2π
1065
4096
√
2π
3495
8192
√
2π
57225
65536
√
2π
67365
131072
√
2π
n = 5 63
1024
√
2π
273
2048
√
2π
1809
8192
√
2π
5505
16384
√
2π
67365
131072
√
2π
261207
262144
√
2π
frequency integrations,
∫ dΩ
2π
(. . .) → iT
∞∑
m=−∞
(. . .) . (389)
Then, we derive the finite temperature gap equations,
µn,σ − µ − σ ˜∆n,σ = αεℓ2
∞∑
n′=0
κ(0)n′ ,n
{
nF
(
En′ ,σ − µn′ ,σ) − nF (En′ ,σ + µn′ ,σ)
−σ
˜∆n′ ,σ
En′ ,σ
[
1 − nF (En′,σ − µn′ ,σ) − nF (En′,σ + µn′ ,σ)] }, for n ≥ 0, (390)
µn,σ − µ + σ ˜∆n,σ = αεℓ2
∞∑
n′=1
κ
(0)
n′−1,n−1
{
nF
(
En′ ,σ − µn′ ,σ) − nF (En′ ,σ + µn′ ,σ)
+
σ ˜∆n′ ,σ
En′ ,σ
[
1 − nF (En′,σ − µn′ ,σ) − nF (En′,σ + µn′ ,σ)] }, for n ≥ 1, (391)
fn,σ = 1 + αεℓ2
∞∑
n′=1
κ(1)
n′−1,n−1
n
fn′ ,σ
En′ ,σ
[
1 − nF (En′ ,σ − µn′ ,σ) − nF (En′ ,σ + µn′ ,σ)] , for n ≥ 1,(392)
gn,σ =
αεℓ
2
∞∑
n′=1
κ
(1)
n′−1,n−1
n
gn′,σ
En′ ,σ
[
1 − nF (En′,σ − µn′ ,σ) − nF (En′,σ + µn′ ,σ)] , for n ≥ 1, (393)
were nF(x) ≡ 1/(ex + 1) is the Fermi-Dirac distribution function. By taking into account the special status of the
LLL states with the energy given by Eq. (368), we find that the LLL parameters enter the gap equations only in the
following two independent combinations:
µeff0 = µ0 − ∆0, ˜∆eff0 = ˜∆0 − µ˜0. (394)
It is the pseudospin polarized nature of the LLL that makes it impossible to determine parameters µ0 and ∆0 indepen-
dently. This is also a reflection of the fact that µeff0 is the only combination of µ0 and ∆0 with a well defined physical
meaning. The same is true for ˜∆0 and µ˜0, which give only one observable combination, the effective Dirac mass ˜∆eff0 .
4.3.3. Solutions to the gap equation
In the previous section, we found that the gap equation in the model with a long-range interaction is reduced to
an infinite set of equations in the Landau-level basis. From physics viewpoint, however, one may expect that the
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low-energy dynamics, when expressed in terms of renormalized parameters, is not very sensitive to the details at high-
energies. In the Landau-level basis, then, it may be justified to truncate the corresponding infinite set of equations at
some large, but finite value of Landau level index nmax.
In order to concentrate exclusively on the role of the long-range nature of the interaction, it may be justified here
to neglect the screening effects. Thus, we set Π(0, k) = 0 and use the analytical expressions for κ(ρ)m,n in Eq. (386).
This approximation greatly simplifies the numerical analysis and allows us to get the key qualitative features of the
dynamics with very few technical complications.
(i) Wave function renormalization. Let us start by analyzing the simplest case of vanishing dynamical mass
parameters and no significant splitting of the LLs. This is expected to be the case when the magnetic field is not too
strong. Even in this case, however, there is a nontrivial dynamics responsible for the renormalization of the Fermi
velocity. This is also interesting from experimental point of view because the renormalized value of the Fermi velocity
parameter, which is also a function of the Landau index n, affects the energies of optical transitions [379–381].
When there are no dynamical mass parameters, we are left with a smaller subset of the gap equations, involving
only the wave-function renormalization fn, see Eq. (392). However, even this subset contains an infinite number of
gap equations for each choice of spin, i.e.,
fn = 1 + α2
∞∑
n′=1
κ
(1)
n′−1,n−1
n
√
2n′
[
1 − nF (En′ − µ) − nF (En′ + µ)] , for n ≥ 1, (395)
where we took into account the definition of the coefficients κ(1)n′ ,n in Eq. (386) and used the approximate expression
for the LL energies: En,σ ≈ En =
√
2nεℓ fn,σ, which are independent of the valley quantum number σ ≡ s0 s12. Note
that the spin index is also omitted, which is justified especially at weak fields.
Note that the strength of the Coulomb interaction is characterized by the graphene’s “fine structure constant”
α ≡ e2/ǫ0vF , which is approximately equal to 2.2/ǫ0. In the numerical calculations below, we assume that ǫ0 = 1,
which models the case of suspended graphene. Before proceeding to the results of numerical calculations, it is also
appropriate to clearly determine all relevant energy scales in the problem at hand. By ignoring the large energy cutoff
due to a finite width of the conductance band, there are essentially only two characteristic scales relevant for the low-
energy physics: (i) the Landau energy scale εℓ =
√
~v2F |eB|/c and (ii) the much smaller Zeeman energy ǫZ ≡ µBB.
In our numerical calculations, we measure all physical quantities with the units of energy in units of εℓ. Numerically,
these are
εℓ =
√
~v2F |eB|/c = 26
√
B[T ] meV, ǫZ = µBB = 5.8 × 10−2B[T ] meV, (396)
where B[T ] is the value of the magnetic field measured in Teslas. The corresponding temperature scales are εℓ/kB =
300
√
B[T ] K and ǫZ/kB = 0.67B[T ] K. Note that the magnetic length ℓ =
√
~c/|eB| and the Landau energy scale εℓ
are related through the Fermi velocity as follows: ℓ = ~vF/εℓ = 26 nm/
√
B[T ] , where we used vF/c = 1/300.
It should be noted that the expression on the right hand side of Eq. (395) is formally divergent. Indeed, by taking
into account the asymptotes of the kernel coefficients κ(1)
n′−1,n−1 as n
′ → ∞, see Eq. (388), we find that the sum over
n′ on the right hand side of Eq. (395) is logarithmically divergent. From quantum field theoretical point of view,
of course, this is just an indication that the coupling constant α is also subject to a renormalization [280]. For our
purposes in this study, however, we may simply assume that the sum over the Landau levels is finite. Indeed, in
contrast to actual relativistic models, the effective action for quasiparticles of graphene is valid only at sufficiently
low energies. Moreover, it is also clear that the energy width of the conducting band of graphene is finite. In fact,
it can be shown that the formal value of the cutoff in the summation over the LL index n is approximately given by
nmax ≃ 104/B[T ] [382], where B[T ] is the value of the magnetic field in Teslas. In our numerical calculations, we
will use a much smaller cutoff nmax. For all practical purposes, when dealing with the observables in lowest few LLs,
such a limitation has little effect on the qualitative and in most cases even quantitative results. Thus, in the rest of this
subsection, we choose the value of the cutoff to be nmax = 100. (We checked that the numerical results for fn with the
cutoffs nmax = 50 and nmax = 150 are qualitatively the same. The values of fn have a tendency to grow with increasing
nmax. It is understood, of course, that such a growth should be compensated by the renormalization of the coupling
constant in a more refined approximation.)
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Figure 23: (Color online) The numerical values of the wave function renormalization coefficients fn vs. the LL index n for several fixed values of
the chemical potential. Left panel shows the results for the case of Coulomb interaction without screening, and the right panel shows the numerical
results with the inclusion of screening effects, as well as the renormalization of parameters µn and ∆n, see Fig. 26.
Table 3: Values of the wave function renormalization fn for several values of the chemical potentials. The results in parenthesis are the results in
the case when screening effects, as well as the renormalization of parameters µn and ∆n, are included.
f1 f2 f3 f4 f5 f6
|µ| <
√
2 f1εℓ 1.270 (1.084) 1.243 (1.072) 1.227 (1.065) 1.214 (1.060) 1.205 (1.057) 1.197 (1.054)√
2 f1εℓ < µ <
√
4 f2εℓ 1.194 (1.044) 1.224 (1.066) 1.217 (1.063) 1.208 (1.059) 1.201 (1.056) 1.194 (1.053)√
4 f2εℓ < µ <
√
6 f3εℓ 1.166 (1.033) 1.177 (1.035) 1.200 (1.039) 1.199 (1.052) 1.194 (1.052) 1.189 (1.051)√
6 f3εℓ < µ <
√
8 f4εℓ 1.150 (1.031) 1.156 (1.032) 1.165 (1.033) 1.184 (1.037) 1.185 (1.048) 1.182 (1.049)√
8 f4εℓ < µ <
√
10 f5εℓ 1.138 (1.027) 1.142 (1.028) 1.148 (1.028) 1.156 (1.029) 1.172 (1.031) 1.174 (1.033)√
10 f5εℓ < µ <
√
12 f6εℓ 1.128 (1.029) 1.132 (1.029) 1.136 (1.030) 1.141 (1.032) 1.148 (1.035) 1.162 (1.045)√
12 f6εℓ < µ <
√
14 f7εℓ 1.121 (1.027) 1.123 (1.028) 1.127 (1.028) 1.130 (1.029) 1.135 (1.031) 1.141 (1.033)
The effective Fermi velocity in the nth LL is determined by the following relation: v˜F,n = fnvF , where the numeri-
cal values of the wave function renormalization are shown in Fig. 23. There we show many sets of the results which
correspond to different values of the chemical potentials. The points are the actual data, while the lines connecting
the points are shown for eye guiding the data for fixed values of the chemical potentials. The data on the top line cor-
responds to small values of the chemical potential, |µ| < √2εℓ. The other lines correspond to the chemical potentials
in the energy gaps between nth and (n + 1)th LL (with n = 0, 1, 2, . . . from top to bottom). A part of the same data is
also given in Table 3.
In general, the renormalized Fermi velocity v˜F,n is about 10% to 20% larger than its nonrenormalized value vF .
These results seem to be somewhat smaller than the predictions in Ref. [383]. One should keep in mind, however, that
there are considerable uncertainties in the theoretical predictions for the renormalized values of the Fermi velocity. In
part, these are associated with a relatively large value of the coupling constant in graphene and with the logarithmic
running of the wave function renormalization itself.
A convenient quantitative measure of the many-particle effects in the transition energies is given by the prefactors
Cn,n′ , which are introduced as deviations from the noninteracting carriers in graphene,
∆En,n′ ≡ En′ ± En =
(√
2n′ ±
√
2n
)
εℓ + αεℓCn,n′ , (397)
where, once again, a small Zeeman splitting of the energy levels is ignored. Note that both terms in (397) scale as
∼ √B and experimental data on infrared spectroscopy of LLs of graphene clearly confirm this behavior [379–381].
On the other hand, the dependence of the coefficients Cn,m on the LL pair allows one to get information on many-body
effects. By making use of our notation for the wave-function renormalization, we obtain
Cn,n′ =
√
2n′
α
( fn′ − 1) ±
√
2n
α
( fn − 1), (398)
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Figure 24: Numerical results for free energies of several lowest energy solutions, realized when the Fermi energy is near n = 0 LL. The dashed
lines correspond to hybrid solutions.
when n , 0 and n′ , 0. (For transitions from the n = 0 level and for transitions to the n′ = 0 level, the LLL never
gives any contribution to the corresponding prefactors.) By making use of our results for fn, we obtain the values of
prefactors Cn,n′ . For transitions between several low-lying LLs, the values of some prefactors are
C−1,0 = 0.176, C−1,1 = 0.352, C−2,0 = 0.224, C−2,1 = 0.400, C−2,2 = 0.448. (399)
It is clear that the Coulomb interaction contribution to the LL transitions slightly increases the transition energies
above their noninteracting values in accordance with experimental data (e.g., see Fig. 3a in Ref. [380]).
(ii) States with LLL filling factors. Let us now perform a simple numerical analysis with dynamical parameters.
We will include several LLs and account for the spin degree of freedom in the analysis. Because of a large number of
the dynamical parameters in each Landau level, we will use a rather small number for the cutoff index nmax = 5 in the
summation over the LLs.
The gap equations for both spins look the same except for the value of the chemical potential: it is µ↑ ≡ µ − ǫZ
and µ↓ ≡ µ + ǫZ . By repeating the same analysis as above, we find that there exist many more solutions around the
vanishing value of µ. Keeping only a subset of several qualitatively different solutions with lowest energies, we find
among them a pure Dirac mass solution, four types of the Haldane mass solutions and four types of hybrid solutions
(see below). The pure Dirac mass solution has nonzero Dirac masses for both spins and no Haldane masses [i.e., the
order parameters are triplets with respect to both S U↑(2) and S U↓(2)]. Four Haldane mass solutions are determined
by four possible sign combinations of the two time-reversal breaking masses: (i) ∆0,↑ > 0 and ∆0,↓ > 0; (ii) ∆0,↑ > 0
and ∆0,↓ < 0; (iii) ∆0,↑ < 0 and ∆0,↓ > 0; (iv) ∆0,↑ < 0 and ∆0,↓ < 0. All of these are characterized by singlet order
parameters with respect to both S U↑(2) and S U↓(2) symmetry groups. Similarly, four hybrid solutions are determined
by the following conditions (i) ˜∆0,↑ , 0 and ∆0,↓ > 0; (ii) ˜∆0,↑ , 0 and ∆0,↓ < 0; (iii) ∆0,↑ > 0 and ˜∆0,↓ , 0; (iv)
∆0,↑ < 0 and ˜∆0,↓ , 0. The common feature of the hybrid solutions is that one of their order parameters is a triplet
with respect to S U↑(2) or S U↓(2) group, while the other order parameter is a singlet with respect to the other group.
The free energies of several lowest energy solutions are plotted in Fig. 24. Four singlet type solutions and one
triplet solution are shown by solid lines in the figure. Four lowest energy hybrid solution are shown by dashed lines.
There are three qualitatively different regions, in which the lowest energy states are different, i.e.,
µ < −ǫZ : ∆0,↑ > 0 & ∆0,↓ > 0, (400)
−ǫZ < µ < ǫZ : ∆0,↑ > 0 & ∆0,↓ < 0, (401)
µ > ǫZ : ∆0,↑ < 0 & ∆0,↓ < 0. (402)
At the points µ = ±ǫZ , there also exist hybrid solutions with the same lowest values of the energy as the two Haldane
mass solutions.
• ν = −2 (the LLL is empty). This is a singlet solution, whose free energy as a function of µ is shown by the
green solid line in Fig. 24. This solution corresponds to the unbroken U↑(2) × U↓(2) symmetry and has the
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lowest energy for µ < −ǫZ:
˜∆eff0,↑ = 0, µeff0,↑ = µ − ǫZ − ∆0,↑, ∆0,↑ ≈ 0.225εℓ, (403)
˜∆eff0,↓ = 0, µeff0,↓ = µ + ǫZ − ∆0,↓, ∆0,↓ ≈ 0.225εℓ. (404)
In this case the LLL quasiparticle energies are
ω0,↑ = −µ + ǫZ + |∆0,↑| > 0, (×2), (405)
ω0,↓ = −µ − ǫZ + |∆0,↓| > 0, (×2). (406)
Since none of the LLL sublevels are occupied, this solution corresponds to a ν = −2 state.
• ν = −1 (the LLL is one-quarter filled). This is a hybrid solution, whose free energy as a function of µ is shown
by the red dashed line in Fig. 24. The symmetry in the corresponding state is spontaneously broken down to
U↑(2)×U (K)↓ (1)×U (K
′)
↓ (1), where the two latter factors describe U(1) transformations at a fixed spin and a fixed
valley. At µ = −ǫZ , this solution is degenerate in energy with the solutions for the ν = −2 and ν = 0 cases and
is given by
˜∆eff0,↑ = 0, µeff0,↑ = µ − ǫZ − ∆0,↑, ∆0,↑ ≈ 0.225εℓ, (407)
˜∆eff0,↓ ≈ 0.225εℓ, µeff0,↓ = µ + ǫZ , ∆0,↓ = 0. (408)
In this case the LLL quasiparticle energies are
ω0,↑ = −µ + ǫZ + |∆0,↑| > 0, (×2), (409)
ω0,↓ = −µ − ǫZ + ˜∆eff0,↓ > 0, (410)
ω0,↓ = −µ − ǫZ − ˜∆eff0,↓ < 0. (411)
Since only one LLL sublevel is occupied, this solution corresponds to a ν = −1 state.
• ν = 0 (the half filled LLL; neutral point). This is a singlet solution. Its free energy as a function of µ is shown
by the blue solid line in Fig. 24. The symmetry in the corresponding state is U↑(2) × U↓(2), but the Zeeman
splitting is dynamically enhanced. This solution has the lowest energy for −ǫZ < µ < ǫZ
˜∆eff0,↑ = 0, µeff0,↑ = µ − ǫZ − ∆0,↑, ∆0,↑ ≈ 0.225εℓ, (412)
˜∆eff0,↓ = 0, µeff0,↓ = µ + ǫZ − ∆0,↓, ∆0,↓ ≈ −0.225εℓ. (413)
In this case the LLL quasiparticle energies are
ω0,↑ = −µ + ǫZ + |∆0,↑| > 0, (×2), (414)
ω0,↓ = −µ − ǫZ − |∆0,↓| < 0, (×2). (415)
Since two of the LLL sublevels are occupied, this solution corresponds to a ν = 0 state.
• ν = 1 (the LLL is three-quarter filled). Similarly to the solution for the ν = −1 state, this is a hybrid solution. Its
free energy as a function of µ is shown by the gray dashed line in Fig. 24. The symmetry in the corresponding
state is spontaneously broken down to U (K)↑ (1) × U (K
′)
↑ (1) × U↓(2). At µ = ǫZ , this solution is degenerate in
energy with the solutions for the ν = 0 and ν = 2 cases and is given by
˜∆eff0,↑ ≈ 0.225εℓ, µeff0,↑ = µ − ǫZ , ∆i,↑ = 0, (416)
˜∆eff0,↓ = 0, µeff0,↓ = µ + ǫZ − ∆0,↓, ∆0,↓ ≈ −0.225εℓ. (417)
In this case the LLL quasiparticle energies are
ω0,↑ = −µ + ǫZ + ˜∆eff0,↑ > 0, (418)
ω0,↑ = −µ + ǫZ − ˜∆eff0,↑ < 0, (419)
ω0,↓ = −µ − ǫZ − |∆0,↓| < 0, (×2). (420)
Since three of the LLL sublevels are occupied, this solution corresponds to a ν = 1 state.
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• ν = 2 (the LLL is filled). This is another singlet solution. Its free energy as a function of µ is shown by the
light-brown solid line in Fig. 24. This solution corresponds to the unbroken U↑(2) × U↓(2) symmetry and has
the lowest energy for µ > ǫZ :
˜∆eff0,↑ = 0, µeff0,↑ = µ − ǫZ − ∆0,↑, ∆0,↑ ≈ −0.225εℓ, (421)
˜∆eff0,↓ = 0, µeff0,↓ = µ + ǫZ − ∆0,↓, ∆0,↓ ≈ −0.225εℓ. (422)
In this case the LLL quasiparticle energies are
ω0,↑ = −µ + ǫZ − |∆0,↑| < 0, (×2), (423)
ω0,↓ = −µ − ǫZ − |∆0,↓| < 0, (×2). (424)
Since all LLL sublevels are occupied, this solution corresponds to a ν = 2 state.
(iii) States with n = 1 LL filling factors. Similarly, we can also obtain the lowest energy solutions in the n = 1
LL, when this level is partially or completely filled (see Fig. 25). In this case, we were also able to identify several
dozen non-equivalent branches of solutions. The main features of the corresponding solutions are described below.
Note that filling of the n = 1 LL leads to changing the dispersion relations also in other LLs. Therefore, although only
parameters ˜∆1, ∆1, µ1, and f1 determine the QH plateaus at the n = 1 LL, we write down their values for two neighbor
levels, the LLL and the n = 2 LL. (Recall that, according to Eqs. (358) and (359), ˜∆n, ∆n, µn, fn are functions of the
LL index n.) Physically, the information concerning the gaps in other LLs is relevant for experiments connected with
transitions between Landau levels [380].
• ν = 3 (the n = 1 LL is one-quarter filled). Hybrid solution, which is valid for µ ≃ √2εℓ − ǫZ . The symmetry in
this state is spontaneously broken down to U↑(2) × U (K)↓ (1) × U (K
′)
↓ (1):
˜∆eff0,↑ = 0, µ
eff
0,↑ = µ↑ − ∆0,↑, ∆0,↑ = −0.225εℓ, (425)
˜∆eff0,↓ = 0.052εℓ, µ
eff
0,↓ = µ↓ − ∆0,↓, ∆0,↓ = −0.277εℓ, (426)
˜∆1,↑ = 0, µ1,↑ = µ↑ + 0.053εℓ, ∆1,↑ = −0.067εℓ, f1,↑ = 1.142, (427)
˜∆1,↓ = −0.018εℓ, µ1,↓ = µ↓ + 0.148εℓ, ∆1,↓ = −0.049εℓ, f1,↓ = 1.103, (428)
˜∆2,↑ = 0, µ2,↑ = µ↑ + 0.040εℓ, ∆2,↑ = −0.051εℓ, f2,↑ = 1.111, (429)
˜∆2,↓ = −0.006εℓ, µ2,↓ = µ↓ + 0.091εℓ, ∆2,↓ = −0.045εℓ, f2,↓ = 1.102. (430)
• ν = 4 (the n = 1 LL is half filled). Singlet solution, which is valid for √2εℓ − ǫZ . µ .
√
2εℓ + ǫZ .
While formally the symmetry of this state is the same as in the action, U↑(2) × U↓(2), it is characterized by a
dynamically enhanced Zeeman splitting:
˜∆eff0,↑ = 0, µ
eff
0,↑ = µ↑ − ∆0,↑, ∆0,↑ = −0.225εℓ, (431)
˜∆eff0,↓ = 0, µ
eff
0,↓ = µ↓ − ∆0,↓, ∆0,↓ = −0.328εℓ, (432)
˜∆1,↑ = 0, µ1,↑ = µ↑ + 0.053εℓ, ∆1,↑ = −0.067εℓ, f1,↑ = 1.142, (433)
˜∆1,↓ = 0, µ1,↓ = µ↓ + 0.244εℓ, ∆1,↓ = −0.031εℓ, f1,↓ = 1.065 (434)
˜∆2,↑ = 0, µ2,↑ = µ↑ + 0.040εℓ, ∆2,↑ = −0.051εℓ, f2,↑ = 1.111, (435)
˜∆2,↓ = 0, µ2,↓ = µ↓ + 0.142εℓ, ∆2,↓ = −0.039εℓ, f2,↓ = 1.092. (436)
• ν = 5 (the n = 1 LL is three-quarter filled). Hybrid solution, which is valid for µ ≃ √2εℓ + ǫZ . The symmetry
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Figure 25: (Color online) Numerical results for the free energies of several lowest energy solutions, realized when the Fermi energy is near n = 1
LL.
in this state is spontaneously broken down to U (K)↑ (1) × U (K
′)
↑ (1) × U↓(2):
˜∆eff0,↑ = 0.052εℓ, µ
eff
0,↑ = µ↑ − ∆0,↑, ∆0,↑ = −0.277εℓ, (437)
˜∆eff0,↓ = 0, µ
eff
0,↓ = µ↓ − ∆0,↓, ∆0,↓ = −0.328εℓ, (438)
˜∆1,↑ = −0.018εℓ, µ1,↑ = µ↑ + 0.148εℓ, ∆1,↑ = −0.049εℓ, f1,↑ = 1.103, (439)
˜∆1,↓ = 0, µ1,↓ = µ↓ + 0.244εℓ, ∆1,↓ = −0.031εℓ, f1,↓ = 1.065, (440)
˜∆2,↑ = −0.006εℓ, µ2,↑ = µ↑ + 0.091εℓ, ∆2,↑ = −0.045εℓ, f2,↑ = 1.102, (441)
˜∆2,↓ = 0, µ2,↓ = µ↓ + 0.142εℓ, ∆2,↓ = −0.039εℓ, f2,↓ = 1.092. (442)
• ν = 6 (the n = 1 LL is filled). Singlet solution with the unbroken U↑(2) × U↓(2) symmetry, which is valid for
µ &
√
2εℓ + ǫZ ,
˜∆eff0,↑ = 0, µ
eff
0,↑ = µ↑ − ∆0,↑, ∆0,↑ = −0.328εℓ, (443)
˜∆eff0,↓ = 0, µ
eff
0,↓ = µ↓ − ∆0,↓, ∆0,↓ = −0.328εℓ, (444)
˜∆1,↑ = 0, µ1,↑ = µ↑ + 0.244εℓ, ∆1,↑ = −0.031εℓ, f1,↑ = 1.065, (445)
˜∆1,↓ = 0, µ1,↓ = µ↓ + 0.244εℓ, ∆1,↓ = −0.031εℓ, f1,↓ = 1.065, (446)
˜∆2,↑ = 0, µ2,↑ = µ↑ + 0.142εℓ, ∆2,↑ = −0.039εℓ, f2,↑ = 1.092, (447)
˜∆2,↓ = 0, µ2,↓ = µ↓ + 0.142εℓ, ∆2,↓ = −0.039εℓ, f2,↓ = 1.092. (448)
It should be emphasized that, while all the results for the QH states, associated with filling the n = 0 and n = 1
LLs, are qualitatively similar to those obtained in Section 4.2. However, the Coulomb long-range interaction makes
all gaps and other dynamical parameters functions of the LL index n.
(iv) States with filling factors ν = 4(k + 1/2), where k is an integer. As the above analysis of the special cases of
quantum Hall states connected with a partial filling of the lowest and first Landau levels suggest, all integer filling
factors ν are in principle possible. [Note that certain fractional filling factors are also possible [348], but we do not
discuss such a possibility in the current framework of the gap equation.] The simplest quantum Hall states are those
with filling factors ν = 4(k + 1/2). Such states do not require any symmetry-breaking order parameters and can be
easily observed even in weak magnetic fields [32, 33]. The effect of the Coulomb interaction in the corresponding
ground states can be seen via the renormalization of the wave-function as well as the dynamical corrections to the
symmetry preserving parameters µn and ∆n.
The coupled set of the corresponding couple set of gap equations follows from the Eqs. (390) through (393), in
which symmetry-breaking parameters are set to be vanishing (i.e., µ˜n = 0 and ˜∆n = 0). The results of the numerical
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Figure 26: (Color online) Numerical results for the parameters µn (left panel) and ∆n (right panel) as functions of the Landau level index n in the
model with Coulomb interaction with screening. The corresponding results for the wave-function renormalization are shown in the right panel of
Fig. 23.
solutions of the corresponding set of gap equations is presented in Fig. 26, where we show the dependence of the
parameters µn (left panel) and ∆n (right panel) as functions of the Landau level index n. The results in Fig. 26
correspond to a select set of eight different values of the (thermodynamic) chemical potential µ in the gaps between
Landau levels, insuring filling of all (nearly degenerate) sublevels of the first k Landau level. Lines (points) of
different color correspond to different µ, describing the first eight states with filling factors ν = 4(k + 1/2) with
integer k = 0, . . . , 7. [The corresponding results for the wave-function renormalization were shown in Fig. 23.] Note
that, in this analysis, we took (static) screening effects of the Coulomb interaction into account. The main effect of
screening appears to be a suppression of the interaction parameters κ(ρ)m,n, defined in Eq. (385), by about a factor of 2.
As we see from all the examples of solutions to the gap equations in the model with the long-range Coulomb in-
teraction, the main qualitative feature of the corresponding dynamics is a strong dependence of dynamical parameters
on the Landau level index. This is in contrast to the case of the model with a point-like interaction discussed in detail
in Section 4.2.
4.3.4. More about quantum Hall effect in graphene
The model analysis of the dynamics responsible for the quantum Hall effect in graphene in a strong magnetic field
is quite instructive. From symmetry point of view, the transition between different quantum Hall states appear to be
quantum phase transitions, in which the approximate flavor symmetry group is broken down to various subgroups.
The nature of the quantum states with filling factors ν = 4(k + 1/2), where k is an integer, is simplest because
no breaking of the flavor symmetry is needed. Of course, this is also the main reason why such states were the first
to be discovered in experiment [32, 33]. They are observed even at rather weak magnetic fields. The situation with
other quantum Hall states is more complicated. While some small flavor symmetry breaking terms can be naturally
introduced in the low-energy Hamiltonian, generically they will not be sufficient to explain the well pronounced
properties of states with such filling factors as ν = 0,±1,±3,±4. They require a substantial enhancement of symmetry
breaking by a dynamical mechanism.
In this context, it was rather natural to suggest that the generalized magnetic catalysis (i.e., the magnetic catalysis
with an admixture of the quantum Hall ferromagnetism) could describe the quantum Hall effect in graphene in a strong
magnetic field. Such a philosophy has a lot of merit even though the underlying dynamics in graphene is not exactly
the same as the magnetic catalysis in relativistic quantum field theory, as reviewed in Sections 2 and 3. The analogy is
further backed up by the key elements in the dynamics. Just like in the magnetic catalysis, the dimensional reduction
and finite density of states at the Dirac (neutral) point play the crucial role in triggering spontaneous symmetry
breaking and producing energy gaps in the spectrum in the quantum Hall effect in graphene even at the weakest
repulsive interactions between electrons.
There are, however, also important differences. Because of numerous complications, that are absent in true rel-
ativistic systems, the underlying dynamics of graphene appears to be much richer. A few small complications were
already encountered in the simplified model analysis in Sections 4.2 and 4.3. Those were connected with the Zeeman
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term that breaks flavor symmetry as well as the fermion interaction that breaks Lorentz symmetry even in the absence
of the external magnetic field.
One should recall, however, that many important physics effects were neglected in the framework of the low-
energy Dirac theory used there. One of them is a realm of microscopic phenomena (e.g., intrinsic ripples of graphene,
phonons, impurities due to lattice irregularities and foreign atoms, etc.), responsible for the quasiparticle width.
Strictly speaking, most of the corresponding phenomena are beyond the Dirac theory framework. Taking into ac-
count that the language of Dirac fermions is valid only in the low-energy region, there exist a number of higher-order
terms that modify the low-energy theory. An important class of effects of this type are the generic symmetry breaking
short-range interaction terms, which appear because of the lattice in graphene [371]. We will discuss the effects of
short-range interactions in the next subsection.
4.4. Problem of vacuum alignment and phase diagram of graphene in a magnetic field
As mentioned several times before, the Zeeman term is one of the obvious terms in the effective Hamiltonian
that breaks explicitly the flavor symmetry. It is not the only symmetry-breaking term and perhaps even not the most
important in some cases. It appears that there are numerous small, but nonzero four-fermion and six-fermion short-
range interaction terms [371] that also break flavor symmetry. Some of them are expected to get a rather strong
renormalization and become sufficiently large in the low-energy region of the theory to compete with Zeeman term
[372]. Theoretically, however, it is rather hard to predict the outcome of the corresponding competitions. Even small
uncertainties in the strengths of short-range interactions may lead to a rather large variability in the final predictions for
the ground state. This is a typical problem of the vacuum alignment when there exists a large approximate symmetry
and many symmetry breaking terms that prefer different states in a multidimensional landscape of nearly degenerate
solutions.
In this context, even a rather flexible set of order parameters and a large set of ground states introduced in Sec-
tions 4.2 and 4.3 is still not able to cover all possible solutions with broken symmetry. Therefore, here we will
introduce a few additional ones, e.g., motivated by some phenomenological models and the arguments of renormal-
ization group. We will not make an attempt, however, to reanalyze the gap equations with the additional variational
parameters. To large extend, the solutions and the ground state properties are controlled by symmetries and, thus, we
will concentrate on the discussion of their symmetry properties.
Also, instead of trying to make definite theoretical predictions about the ground states, we will discuss a range of
promising possibilities that are motivated by general arguments. In the end, the judgment about the true ground state
should be made by comparing specific predictions for each state with experimental observations.
4.4.1. Antiferromagnetic, Canted Antiferromagnetic and Kekule Distortion phases
As discussed in Sections 4.2 and 4.3, there are quite a number of different phases in graphene, see Fig. 15. In
fact, the reality is even more interesting. There are additional, more sophisticated phases, if the models analyzed in
Sections 4.2 and 4.3 are properly modified. Let us describe three new phases, which, it seems, can be realized in the
quantum Hall effect in graphene. For clarity, only the case of the Dirac (neutral) point with ν = 0 will be considered.
In the model with a short-range Coulomb interaction in Section 4.2, we argued that there are two almost equally
good candidates for the description of the ν = 0 state: (i) the S 1 phase with a singlet order parameter and (ii)
the T phase with a triplet order parameter. [The classifications of the order parameters is given according to their
representations with respect to the flavor subgroups SU(2)s with s =↑, ↓.] From the detailed structure of the two
phases, it is clear that the S 1 phase is ferromagnetic (F) and the T phase is a charge-density-wave (CDW). Because of
the Zeeman term, the F-phase was more stable than the CDW one. When additional symmetry breaking short-range
interactions included, it may be expected that these two phases are not the only ones possible.
In fact, other interesting phases were also suggested in the literature. Among the existing ideas, there are proposals
for the following three phases: the antiferromagnetic (AF) phase [177, 359, 384], the canted antiferromagnetic (CAF)
[360, 372, 385, 386], and the Kekule distortion (KD) one [387, 388]. In principle, each of them can also be a potential
candidate for the description of the ν = 0 state.
Let us recall that the F-phase is characterized by the following order parameters: 〈 ¯Ψσ3γ3γ5Ψ〉 and 〈 ¯Ψσ3γ0Ψ〉,
where σ3 is the Pauli matrix in the spin space. Strictly speaking, the actual ferromagnetic order parameter is the
magnetization, given by 〈 ¯Ψσ3γ0Ψ〉. As we found in Section 4.2, however, the self-consistent solution requires that
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the other ground state expectation value be also present. This is understandable because the additional order param-
eter does not break any additional symmetries. When the F-phase is realized, the low-energy effective Hamiltonian
contains the following additional terms:
HF =
∫
d2r ¯Ψσ3(∆3γ3γ5 − µ3γ0)Ψ. (449)
In terms of the spin-dependent parameters ∆s and µs, used in Section 4.2, the F-phase is characterized by ∆+ = −∆− =
∆3 and µ+ = −µ− = µ3. As we see from Fig. 16, this is exactly the configuration obtained for the singlet S 1 solution.
The order parameters of the CDW-phase have the following form: 〈 ¯ΨΨ〉 and 〈 ¯Ψ iγ1γ2Ψ〉. Among the two ex-
pectation values, 〈 ¯ΨΨ〉 is directly connected with the magnetic catalysis and is the actual order parameter of the
charge-density-wave. It describes a configuration with the imbalance of the charge densities on the two sublattices
(A and B) in the coordinate space. The other expectation value is required by the gap equation. As one can check, it
describes opposite spin polarizations in the valleys K and K′. In the CDW-phase, the effective Hamiltonian has the
following additional contributions [177]:
HCDW =
∫
d2r ¯Ψ( ˜∆CDW − µ˜CDW iγ1γ2)Ψ. (450)
In terms of the spin-dependent parameters ˜∆s and µ˜s, used in Section 4.2, the CDW-phase is described by a solution
with ˜∆+ = ˜∆− = ˜∆CDW and µ˜+ = µ˜− = µ˜CDW. This is indeed the triplet solution in the T phase in Section 4.2.
Let us now introduce the three additional phases mentioned above. The order parameters of the AF-phase are
similar to those in the CDW-phase, but contain an additional spin matrix σ3: 〈 ¯Ψσ3Ψ〉 and 〈 ¯Ψσ3iγ1γ2Ψ〉. The corre-
sponding contributions to the effective Hamiltonian are
HAF =
∫
d2r ¯Ψσ3( ˜∆AF − µ˜AF iγ1γ2)Ψ. (451)
In terms of the spin-dependent parameters ˜∆s and µ˜s, used in Section 4.2, the AF-phase is described by a solution
with ˜∆+ = − ˜∆− = ˜∆AF and µ˜+ = −µ˜− = µ˜AF. It appears that, in the model with a short-range Coulomb interaction but
without any symmetry breaking short-range terms, studied in Section 4.2, the free energy density of the AF phase is
degenerate with that of CDW-phases. Moreover they are not physically distinguishable in that model (for details, see
Appendix B in Ref. [177]).
In the CAF-phase, the order parameters are given by a mixture of those in the F-phase, see Eq. (449), and the AF-
phase ones, see Eq. (451), but with the spin matrix σ3 of the latter replaced by σ1. Then, the effective Hamiltonian
will have the following extra terms:
HCAF = HF +
∫
d2r ¯Ψσ1( ˜∆CAF − µ˜CAF iγ1γ2)Ψ. (452)
From the physics viewpoint, the CAF-phase is a superposition of the F-order parameter along the direction of the
magnetic field and the AF-order parameter in the plane perpendicular to the magnetic field [360, 372, 385].
The KD phase is characterized by a spontaneous formation of a (quasi-long-range) periodic modulation of the
nearest-neighbor hopping amplitude in graphene with the wave vector K − K′ [388]. Such a dimerization pattern
of bonds can be also called a “bond-density-wave” [387]. In the KD phase, the effective Hamiltonian will have the
following extra terms:
HKD =
∫
d2r ¯Ψ[−(iγ5 cos θ + γ3 sin θ)∆KD + γ0(iγ3 cos θ + γ5 sin θ)µKD]Ψ. (453)
It is the electron-phonon interaction that tends to favor the KD phase. The formation of the KD phase is accompanied
by an opening of a gap in the spectrum just like in the CDW phase. It is argued, however, that the low-energy charged
excitations in the KD phase are vortices and antivortices [387, 388].
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4.4.2. Phase diagram
As mentioned earlier, there are many nonzero short-range interaction terms that break flavor symmetry [371].
Following the classification of Ref. [371, 372], but reformulating it in our relativistic notation, we can write down the
most general form of the spin-symmetric electron-electron interactions as follows:
He−e =
g⊥⊥
2
∫
d2r
∑
s=±
([
¯Ψsγ
1γ5Ψs
]2
+
[
¯Ψsγ
2γ5Ψs
]2
+
[
¯Ψsiγ1γ3Ψs
]2
+
[
¯Ψsiγ2γ3Ψs
]2)
+
g⊥z
2
∫
d2r
∑
s=±
([
¯Ψsγ
3Ψs
]2
+
[
¯Ψsiγ5Ψs
]2)
+
g0⊥
2
∫
d2r
∑
s=±
([
¯Ψsγ
1Ψs
]2
+
[
¯Ψsγ
2Ψs
]2)
+
g0z
2
∫
d2r
∑
s=±
[
¯Ψsγ
3γ5Ψs
]2
+
gz⊥
2
∫
d2r
∑
s=±
([
¯Ψsiγ0γ1Ψs
]2
+
[
¯Ψsiγ0γ2Ψs
]2)
+
gzz
2
∫
d2r
∑
s=±
[
¯ΨsΨs
]2
+
g⊥0
2
∫
d2r
∑
s=±
([
¯Ψsγ
0γ5Ψs
]2
+
[
¯Ψsiγ0γ3Ψs
]2)
+
gz0
2
∫
d2r
∑
s=±
[
¯Ψsiγ1γ2Ψs
]2
, (454)
where gαβ are the eight independent coupling constants identified in Ref. [371, 372] by using the symmetry of the
graphene honeycomb lattice. By performing a systematic analysis of the energy arising from the short-range interac-
tions, the author of Ref. [372] showed that, in the case of the ν = 0 state, the ground state energy is fully characterized
by the Zeeman energy ǫZ together with the following two anisotropy energies:
u⊥ ≡ g⊥0 + g⊥z2πl2 , uz ≡
gz0 + gzz
2πl2
. (455)
Strictly speaking, the energy u⊥ also contains a contribution from the electron-phonon interaction, which we omitted
here [372].
In the LLL approximation, the energies of the four candidate phases for the ν = 0 ground state take the following
form [372]:
ECDW = uz, EKD = u⊥, ECAF = −uz −
ǫ2Z
2|u⊥| , E
F = −2u⊥ − uz − 2ǫZ (456)
[Note that the usual AF-phase with antiparallel spins has the energy EAF = −uz and, thus, is always less favored than
the CAF-phase.] Depending on the specific values of the Zeeman energy ǫZ and two anisotropy energies, u⊥ and uz,
we determine which of the ground states are realized. The result of the analysis can be summarized as follows:
(i) F-phase is realized when u⊥ + uz + ǫZ > 0 and u⊥ ≥ −ǫZ/2;
(ii) CDW-phase is realized when uz < u⊥ < −uz − ǫZ;
(iii) KD-phase is realized when u⊥ < uz < ǫ
2
Z
2u⊥ − u⊥ and u⊥ < ǫZ/2;
(iv) CAF-phase is realized when uz > ǫ
2
Z
2u⊥ − u⊥ and u⊥ < −ǫZ/2.
The corresponding phase diagram is shown in Fig. 27. The phase transition between the CAF and F phases (which
can be induced, for example, by changing the in-plane component of the magnetic field) is of the second order, while
the other phase transitions are of the first order.
There is a large body of experimental studies of monolayer graphene in the regime of quantum Hall effect [346–
349, 389–395]. There is a consensus that charge-neutral monolayer graphene is strongly insulating at high magnetic
fields. While the nature of the insulating state has been under the debate, its origin is traced to the strong Coulomb
interaction.
The most recent experimental study of the phase diagram in monolayer graphene in a tilted magnetic field was
done in Ref. [395] and suggests that the F and CAF phases can be realized, depending on the strength and orientation of
the magnetic field. With increasing the longitudinal component of the field at the fixed value of its normal component,
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Figure 27: (Color online) Phase diagram for the ν = 0 ground state of monolayer graphene in the plane of two short-range coupling constants that
compete with the Zeeman term, based on the results from Ref. [372].
a smooth phase transition between an insulator phase and a metal phase was found. In both phases, however, the bulk
energy gap was approximately the same. The measured value 1.8e2/h of the conductance in the metal phase is close
to 2e2/h, which is the predicted contribution due to the gapless edge states in the F phase. The fact that the phase
transition is continuous indicates that the insulator phase is the CAF one, see Fig. 27.
4.5. Dynamics and phase diagram of the ν = 0 quantum Hall state in bilayer graphene
The bilayer graphene [396–398], consisting of two closely connected graphene layers (the distance between the
layers is d ≃ 0.3 nm) is a cousin of the monolayer graphene (for recent reviews, see Refs. [399, 400]).
Its properties have attracted great interest. The possibility of inducing and controlling the energy gap by gates
voltage makes bilayer graphene one of the most active research areas with very promising applications in electronic
devices.
The experiments in bilayer graphene [401, 402] showed the generation of gaps in a magnetic field with complete
lifting of the eight-fold degeneracy in the zero energy Landau level, which leads to new quantum Hall states with
filling factors ν = 0,±1,±2,±3. Besides that, in suspended bilayer graphene, Ref. [401] reported the observation
of an extremely large magnetoresistance in the ν = 0 state due to the energy gap ∆E, which scales linearly with
a magnetic field B, ∆E ∼ 3.5 − 10.5 B[T] K, for B . 10 T. This linear scaling is hard to explain by the standard
mechanisms of the gap generation used in a monolayer graphene, which lead to large gaps of the order of the Coulomb
energy e2/l ∼ B1/2, where l = (~c/eB)1/2 is the magnetic length.
In this subsection, we review the dynamics of clean bilayer graphene in a magnetic field, with the emphasis on the
ν = 0 state in the quantum Hall effect. It will be shown that, as in the case of monolayer graphene (see Section 4.2 and
Ref. [177]), the dynamics in the quantum Hall effect in bilayer graphene is described by the coexisting the magnetic
catalysis and quantum Hall ferromagnetism order parameters. The essence of the dynamics is an effective reduction
by two units of the spatial dimension in the electron-hole pairing in the lowest Landau level with energy E = 0. As we
discuss below, there is however an essential difference between the quantum Hall effect in these two systems. While
the pairing forces in monolayer graphene lead to a relativistic-like scaling ∆E ∼ √|eB| for the dynamical gap, in
bilayer graphene, such a scaling takes place only for strong magnetic fields, B & Bthr, Bthr ∼ 30 − 60 T. For B . Bthr,
a nonrelativistic-like scaling ∆E ∼ |eB| is realized in the bilayer. The origin of this phenomenon is very different
forms of the polarization function in monolayer graphene and bilayer one, which in turn is determined by the different
dispersion relations for quasiparticles in these two systems. The polarization function is one of the major players in
the quantum Hall effect in bilayer graphene because it leads to a very strong screening of the Coulomb interactions
there.
The first theoretical studies of the quantum Hall effect in bilayer graphene has been studied in Refs. [403–408].
In particular, the gap equation for the quasiparticle propagator including the polarization screening effects has been
first studied in Refs. [406–408]. While a polarization function with no magnetic field was used in Ref. [406], the
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polarization function with a magnetic field was utilized in Refs. [407, 408]. The main part of this Section is based on
the latter two papers.
4.5.1. Model Hamiltonian
The free part of the effective low-energy Hamiltonian of bilayer graphene is [396]:
H0 = − 12m
∫
d2rΨ+V s(r)
(
0 (π†)2
π2 0
)
ΨV s(r), (457)
where r = (x, y), π = pˆx + ipˆy and the canonical momentum pˆ = −i~∇ − eA/c includes the vector potential A
corresponding to the external magnetic field B. Without magnetic field, this Hamiltonian generates the spectrum
E = ±p2/(2m), m = γ1/2v2F , where the Fermi velocity vF ≃ c/300 and γ1 ≈ 0.34 − 0.40 eV. The two component
spinor field ΨV s carries the valley (V = K, K′) and spin (s = ±) indices. We will use the standard convention:
ΨTKs = (ψA1, ψB2)Ks whereas ΨTK′ s = (ψB2,−ψA1)K′ s. Here A1 and B2 correspond to those sublattices in the layers 1
and 2, respectively, which, according to Bernal (A2–B1) stacking, are relevant for the low-energy dynamics. [For such
Bernal stacking, the degrees of freedom from the dimer atoms A2 and B1 lead to a high-energy band and, thus, are
irrelevant for the low-energy dynamics.] The effective Hamiltonian (457) is valid for magnetic fields 1 T < B < Bthr.
For B < 1 T, the trigonal warping should be taken into account [396]. For B > Bthr, a monolayer like Hamiltonian
with linear dispersion should be used.
The Zeeman and Coulomb interactions plus a top-bottom gates voltage imbalance ˜∆0 = eE⊥d/2 in bilayer
graphene are described by the following interaction Hamiltonian (Henceforth, we will omit indices V and s in the
field ΨV s):
Hint = µBB
∫
d2rΨ+(r)σ3Ψ(r) + 1
2
∫
d2rd2r′
[
V(r − r′) [ρ1(r)ρ1(r′) + ρ2(r)ρ2(r′)]
+ 2V12(r − r′)ρ1(r)ρ2(r′)
]
+ ˜∆0
∫
d2rΨ+(r)ξτ3Ψ(r) . (458)
(Here E⊥ is an electric field orthogonal to the bilayer planes, and the Pauli matrices σ3 and τ3 act on the spin and
layer indices, respectively.) The valleys K and K′ are labeled by ξ = ±1. The Coulomb potential V(r) describes
the intralayer interactions and, therefore, coincides with the bare potential in monolayer graphene whose Fourier
transform is given by ˜V(k) = 2πe2/κk, where κ is the dielectric constant. The potential V12(r) describes the interlayer
electron interactions. Its Fourier transform is ˜V12(k) = (2πe2/κ)(e−kd/k), where d ≃ 0.35 nm is the distance between
the two layers. The two-dimensional charge densities in the two layers, ρ1(r) and ρ2(r), are defined by
ρ1(r) = Ψ+(r)P1Ψ(r) , ρ2(r) = Ψ+(r)P2Ψ(r) , (459)
where P1 = (1 + ξτ3)/2 and P2 = (1 − ξτ3)/2 are projectors on states in the layers 1 and 2, respectively. When the
polarization effects are taken into account, the potentials V(r) and V12(r) are replaced by effective interactions Veff(r)
and V12,eff(r), respectively, whose Fourier transforms are given in Eqs. (A3) and (A4) in Appendix of Ref. [408].
4.5.2. Symmetries and order parameters
The Hamiltonian H = H0 + Hint, with H0 and Hint in Eqs. (457) and (458), describes the dynamics at the neutral
point (with no doping). Because of the projectors P1 and P2 in charge densities (459), the symmetry of the Hamiltonian
H is essentially lower than the symmetry in monolayer graphene. If both the Zeeman and ˜∆0 terms are ignored, it is
U(K)(2)S × U(K′)(2)S × Z(+)2V × Z(−)2V , where U(V)(2)S defines the U(2) spin transformations for a fixed valley V = K, K′,
and Z(s)2V describes the valley transformation ξ → −ξ for a fixed spin s = ± (recall that in monolayer graphene the
symmetry would be U(4)). The Zeeman interaction lowers this symmetry down to G2 ≡ U(K)(1)+ × U(K)(1)− ×
U(K′)(1)+ × U(K′)(1)− × Z(+)2V × Z(−)2V , where U(V)(1)s is the U(1) transformation for fixed values of both valley and
spin. Recall that the corresponding symmetry in monolayer graphene is G1 ≡ U(+)(2)V × U(−)(2)V , where U(s)(2)V is
the U(2) valley transformations for a fixed spin. Including the ˜∆0 term lowers the G2 symmetry further down to the
¯G2 ≡ U(K)(1)+ × U(K)(1)− × U(K′)(1)+ × U(K′)(1)−.
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Although the symmetries in monolayer and bilayer graphene G1 and G2 are quite different, their spontaneous
breakdowns are described by essentially the same quantum Hall ferromagnetism and magnetic catalysis order pa-
rameters. The point is that the symmetry groups G1 and G2 define the same four conserved commuting currents
whose charge densities (and the corresponding four chemical potentials) span the quantum Hall ferromagnetism order
parameters (we use the notations of Ref. [177]):
µs : 〈Ψ†sΨs〉 = 〈ψ†KA1 sψKA1 s + ψ
†
K′A1 sψK
′A1 s + ψ
†
KB2 sψKB2 s + ψ
†
K′B2 sψK
′B2 s〉 , (460)
µ˜s : 〈Ψ†sξΨs〉 = 〈ψ†KA1 sψKA1 s − ψ
†
K′A1 sψK
′A1 s + ψ
†
KB2 sψKB2 s − ψ
†
K′B2 sψK
′B2 s〉 . (461)
The order parameter (460) is the charge density for a fixed spin whereas the order parameter (461) determines the
charge-density imbalance between the two valleys. The corresponding chemical potentials are µs and µ˜s, respectively.
While the former order parameter preserves the G2 symmetry, the latter completely breaks its discrete subgroup Z(s)2V .
The magnetic catalysis order parameters read
∆s : 〈Ψ†sτ3Ψs〉 = 〈ψ†KA1 sψKA1 s − ψ
†
K′A1 sψK
′A1 s − ψ†KB2 sψKB2 s + ψ
†
K′B2 sψK
′B2 s〉 , (462)
˜∆s : 〈Ψ†sξτ3Ψs〉 = 〈ψ†KA1 sψKA1 s + ψ
†
K′A1 sψK
′A1 s − ψ†KB2 sψKB2 s − ψ
†
K′B2 sψK
′B2 s〉 . (463)
These order parameters can be rewritten in the form of Dirac mass terms [177]. The corresponding masses are ∆s
and ˜∆s, respectively. While the order parameter (462) preserves the G2, it is odd under time reversal [344]. On the
other hand, the order parameter (463), connected with the conventional Dirac mass ˜∆, determines the charge-density
imbalance between the two layers. Like the quantum Hall ferromagnetism order parameter (461), this mass term
completely breaks the Z(s)2V symmetry and is even under T . Let us emphasize that unlike a spontaneous breakdown
of continuous symmetries, a spontaneous breakdown of the discrete valley symmetry Z(s)2V , with the order parameters
〈Ψ†sξΨs〉 and 〈Ψ†sξτ3Ψs〉, is not forbidden by the Mermin-Wagner theorem at finite temperatures in a planar system
[225].
Note that because of the Zeeman interaction, the SU(V)(2)S is explicitly broken, leading to a spin gap. This
gap could be dynamically strongly enhanced [355]. In that case, a quasispontaneous breakdown of the SU(V)(2)S
takes place. The corresponding ferromagnetic (Fr) phase is described by the chemical potential µ3 = (µ+ − µ−)/2,
corresponding to the quantum Hall ferromagnetism order parameter 〈Ψ†σ3Ψ〉, and by the mass ∆3 = (∆+ − ∆−)/2
corresponding to the magnetic catalysis order parameter 〈Ψ†τ3σ3Ψ〉 [177]. Thus, the physical picture behind the
symmetry breaking in the LLL in bilayer graphene is quite similar to that in the LLL in monolayer one.
4.5.3. Solutions of the gap equations
In Section 4.5.2, we found the order parameters connected with two phases. One of them is the ferromagnetic (F)
phase that is described by the chemical potential µ3 = (µ+ − µ−)/2 and the mass ∆3 = (∆+ − ∆−)/2, connected with
the order parameters 〈Ψ†τ3σ3Ψ〉 and 〈Ψ†σ3Ψ〉, respectively. The second phase is the layer polarized (LP) phase with
the charge-density imbalance between the two layers. It is described by the chemical potential µ˜s and the Dirac mass
˜∆s, relating to the order parameters 〈Ψ†sξΨs〉 and 〈Ψ†sξτ3Ψs〉, respectively.
It is clear that these two phases play in bilayer graphene the role similar to that of the ferromagnetic (F) phase and
the charge density wave (CDW) in monolayer graphene, discussed in Section 4.4. The latter are basic in monolayer
graphene: the other three phases are given by simple deformations of the CDW phase. Because of that, one can expect
that the F and LP phases are basic in bilayer graphene.
The solutions of the gap equation describing these two phases in the LLL were obtained in the framework of the
Baym-Kadanoff formalism [409] (known also as the Cornwall-Jackiw-Tomboulis formalism [272] in relativistic field
theory) in Refs. [407, 408]. The crucial point was including the polarization function in the gap equation that was
calculated in the random phase approximation (RPA). Here we will describe the main results of that analysis.
Recall that in bilayer graphene, the LLL includes both the n = 0 and n = 1 Landau levels (LLs), if the Coulomb
interaction is ignored [396]. Therefore there are sixteen parameters µs(n), ∆s(n), µ˜s(n), and ˜∆s(n) with n = 0, 1, which
describe the solutions.
Let us start from the description of the polarization function. As was already mentioned in the end of Section 4.5.1,
the polarization effects change the potentials: V(r) → Veff(r) and V12(r) → V12,eff(r). As is shown in Ref. [408], the
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Figure 28: The static polarization function 4π ˜Π(y).
Fourier transform ˜Veff(k) of Veff(r), describing the exchange interactions, is
˜Veff(k) = 2πe
2
κ
1
k + 4πe2
κ
Π(k2)
(464)
with Π(k2) ≡ Π11(k) + Π12(k), where the polarization function Πi j describes electron densities correlations on the
layers i and j in a magnetic field. Below, following Ref. [408], the static approximation with no dependence on
frequency ω will be used. (For the analysis of the gap equations with the dynamically screened Coulomb interaction
and Landau level mixing, see Ref. [410].)
As to the Hartree interactions (interlayer) interaction VIL(r) ≡ V12,eff(r) − Veff(r), its Fourier transform is
˜VIL(ω = 0, k = 0) = −2πe
2d
κ
. (465)
Let us emphasize that this Hartree contribution is given in terms of the bare interlayer potential [410].
It is convenient to rewrite the static polarization Π(k2) in the form Π = (m/~2) ˜Π(y), where both ˜Π(y) and y ≡
(kl)2/2 are dimensionless. The function ˜Π(y) can be expressed in terms of the sum over all the Landau levels and can
be analyzed both analytically and numerically, for details see Appendix of Ref. [408]. At y ≪ 1, ˜Π(y) ≃ 0.55y and
its derivative ˜Π′(y) changes from 0.55 at y = 0 to 0.12 at y = 1. At large y it approaches a zero magnetic field value,
˜Π(y) ≃ ln 4/π, see Fig. 28.
At the neutrality point, µ0 = 0, there are two competing solutions of the gap equation: (i) a ferromagnetic (F)
solution, and (ii) a layer polarized (LP) solution. The energy of the LLL states of the F solution equals:
E(F)ξns = s
(
ǫZ +
~2
2ml2
Fn(x)
)
− ξ ˜∆0 , (466)
where ǫZ = µBB, F0(x) = I1(x) + I2(x), F1(x) = I2(x) + I3(x), and the functions Ii(x) are defined by the following
integral expression:
Ii(x) =
∫ ∞
0
dy fi(y) e−y
κ
√
xy + 4π ˜Π(y) (467)
with fi(y) = 1, y, (1 − y)2 for i = 1, 2, 3, respectively. Here, by definition, x = 2~4/e4m2l2 = (4~ωc/α2γ1)(vF/c)2 ≃
0.003B[T], where α = 1/137 is the fine-structure constant and the values of the parameters γ1 = 0.39 eV, ~ωc =
~2/ml2 = 2.19B[T] meV, and vF = 8.0 × 105 m/s are the same as in Ref. [396].
The solution exists for ˜∆0 < ǫZ + ~
2
2ml2 F1(x). The Hartree interaction does not contribute in E(F)ξns. Note that
the dynamical term (~2/2ml2)Fn(x) in Eq. (466) can be rewritten as (~|eB|/2mc)Fn(x), where Fn(x) depends on B
logarithmically for x ≪ 1.
The energies of the LLL states for the LP solution are given by the following expression:
E(LP)
ξns
= sǫZ − ξ
(
˜∆0 − ~
2
2ml2
Fn(x) − 2e
2d
κl2
)
. (468)
103
Figure 29: The phase diagram for the ν = 0 ground state of bilayer graphene in the plane of ˜∆0 and B (at B‖ = 0). The two solutions coexist in the
shaded region.
Figure 30: The LLL energies of the F (left panel) and LP (right panel) solutions as functions of B at B‖ = 0. The results for the F and LP solutions
are plotted for ˜∆0 = 0 and ˜∆0 = 5 K, respectively.
The last term in the parenthesis is the Hartree one, and the solution exists for ˜∆0 > 2e
2d
κl2 +ǫZ− ~
2
2ml2 F1(x). For illustration,
here we assume the case of a suspended bilayer graphene with κ ≃ 1.
In Fig. 29, we show the phase diagram in the plane of ˜∆0 and B, taking B‖ = 0 (recall that, by definition, ˜∆0 =
eE⊥/2). The areas labeled F and LP correspond to the regions of the parameter space where the F and LP phases are
the ground states, respectively. The shaded area shows the region where both types of solutions exist. The black line
is the phase transition line between the two phases. Since these two phases coexist around the critical line, it was
suggested in Refs. [407, 408] that the phase transition between the F and LP phases is of the first order.
For the F solution at ˜∆0 = 0, the dependence of the LLL energies E(F)ξns on B (at B‖ = 0) is shown on the left panel
in Fig. 30 (the LLL states with opposite ξ remain degenerate in this solution). Nearly perfectly linear forms of the
energy dependences on the field are evident. Also, the degeneracy between the states of the n = 0 LL and those of the
n = 1 LL is removed. The energy gap corresponding to the ν = 0 plateau is ∆E(F) = (E(F)
ξ1+ − E(F)ξ1−)/2 ≃ 16.3B[T] K.
In the right panel of Fig. 30, the dependence of the LLL energies on B (at B‖ = 0) is shown for the LP solution
at ˜∆0 = 5 K. The energy dependences on the field are nearly perfectly linear again. Unlike the F solution, the LLL
degeneracy is now completely removed. As to the energy gap corresponding to the ν = 0 plateau, it is ∆E(LP) =
(E(LP)−1− − E(LP)+1+ )/2 ≃ 5 K + 14.0B[T] K.
In conclusion we would like to note that the theoretical description of the broken symmetry states at higher plateaus
with ν = ±1,±2,±3 was given in Ref. [411]. The agreement of the theory and experiment [412] is satisfactory.
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4.5.4. Comparison with experiment
The first experiments in bilayer graphene in a magnetic field [397, 398] revealed quantum Hall states with the
filling factor ν = ±4n, n = 1, 2... predicted in the framework of the one electron problem in Ref. [396]. No traces of
lifting the eightfold degeneracy of the LLL and the fourfold degeneracy of higher LLs were observed.
Later experiments in bilayer graphene [401, 402] showed the generation of energy gaps in a magnetic field re-
sulting in complete lifting the eightfold degeneracy in the LLL, which leads to new quantum Hall states with filling
factors ν = 0,±1,±2,±3. While in Ref. [401] suspended bilayer graphene was used, bilayer graphene samples de-
posited on SiO2/Si substrates were used in Ref. [402]. Because suspended bilayer graphene is much cleaner than that
on a substrate, the new quantum Hall states in the former start to develop at considerably smaller magnetic fields than
in the latter. Also, the energy gaps corresponding to these states are considerably larger in suspended samples than in
those on substrates. Both these experiments clearly showed that the ν = 0 state is an insulating one.
Here the dynamics of the ν = 0 state is analyzed in the case of clean bilayer graphene. Therefore, it is appropriate
to compare the model results with the experimental data for suspended graphene. The central result concerning the
ν = 0 state in Ref. [401] is the observation of an extremely large magnetoresistance in the ν = 0 state due to the energy
gap ∆E, which scales linearly with a magnetic field B. For B⊥ . 10 T, the value of the gap is approximately given
by ∆E ∼ 3.5 − 10.5B⊥[T] K. This experimental value of the gap appears to be in a satisfactory agreement with the
expressions for both gaps ∆E(F) and ∆E(LP) obtained in Section 4.5.3.
The observed large magnetoresistance implies that the ground state cannot be ferromagnetic. The reason is that
such a state has gapless edge states and, thus, is not an insulator. One might think, then, that the ν = 0 state is described
by the LP phase. In fact, this guess is not very far from the correct one: the ν = 0 state is the canted antiferromagnet
(CAF) state [413, 414], which is closely connected with the LP one (similarly to the close connection between the
CDW phase and CAF one in monolayer graphene, see Section 4.4.1). We will return to this issue in Section 4.5.5.
Let us now turn to the phase diagram in Fig. 29. The phase transition between two phases in bilayer graphene was
reported in several experimental studies [412, 415–417]. The theoretical prediction for the form of the critical line in
the present model is a straight line with the maximum value of its slope about 4.7 mV nm−1T−1, corresponding to the
smallest permissible value κ = 1. On the other hand, the value of the slope in the experiments of Refs. [412, 415–417]
is about 10 mV nm−1T−1. The discrepancy may have its roots in disorder. Indeed, an external electric field in a clean
sample (considered in the present model) is more effective and, therefore, its critical value should be smaller than in a
real sample with charged impurities.
In conclusion we would like to note that unlike monolayer graphene, there is a nonzero energy gap ∆0 ∼ 1 meV
at the charge neutral point in bilayer graphene even at zero value of a magnetic field [416, 418]. This fact reflects the
nonrelativistic dispersion relation E ∼ p2 for quasiparticles in bilayer graphene that leads to a nonzero quasiparticle
density at the charge neutral point.
4.5.5. Phase diagram
Here we will describe the phase diagram of bilayer graphene derived in Refs. [413, 414]. It is quite remarkable
that this phase diagram and its analysis are very similar to those in monolayer graphene considered in Section 4.4.
Because of that, here we will briefly describe only the final result.
As in the case of monolayer graphene, in addition to the F and LP phases, there are additional candidates for the
ν = 0 ground state: the counted antiferromagnetic (CAF) phase and the partially layer polarized (PLP) one, which
is an analog of the Kekule distortion (KD) phase in monolayer graphene. (Like in monolayer, the antiferromagnetic
phase is always less favorable than the CAF phase in bilayer graphene, and, therefore, it is not considered below.) The
new feature in bilayer is that beside an external magnetic field, one can also use an electric field E⊥.
In the LLL approximation, the energies of the four candidate phases for the ν = 0 ground state take the following
form [413]:
ELP = uz − 2ǫV , EPLP = u⊥ −
ǫ2V
uz + |u⊥| , E
CAF = −uz −
ǫ2Z
2|u⊥| , E
F = −2u⊥ − uz − 2ǫZ , (469)
where ǫV ≈ E⊥d/2. Note that the perpendicular electric field affects only the layer-polarized phases.
The phase diagram is shown in Fig. 31. As one can see, in agreement with the conclusion of Refs. [407, 408]
(see also Section 4.5.3), there is a first order phase transition between the LP and F phases. On the other hand, there
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Figure 31: (Color online) Phase diagram for the ν = 0 ground state of bilayer graphene in the plane of two short-range coupling constants, based
on the results from Ref. [413].
is a smooth phase transition between the CAF and F phases. This yields a potential signature for the CAF phase:
increasing a longitudinal component of a tilted magnetic field at its fixed normal component, the CAF phase smoothly
transfers into the F one. Another useful signature is connected with electric field E⊥. When E⊥ increases, the CAF
phase transfers (through a first order phase transition) into the PLP phase and then the latter smoothly transfers into
the LP one (note that like the KD phase in monolayer graphene, the PLP one cannot directly transfer into the F phase).
The experiment [417] confirmed the two signatures described above. Moreover, in agreement with the presence of
four gapless edge states in the F phase, it was found that the conductance of the metallic state, to which the insulator
state transfers with increasing B‖, is close to 4e2/h, thus yielding an additional support of the phase diagram in Fig. 31.
5. Chiral asymmetry in magnetic field
5.1. Introduction
As should be clear by now, one of the main recurrent themes throughout this review is symmetry. Symmetries
play an important role in quantum field theory. They provide general tools to classify fundamental as well as emergent
(composite) particles, allow unambiguous classification of different vacua (ground states), impose constraints on the
equations of motion and explain various conservation laws. Symmetries and their breaking patterns help to explain the
observed degeneracies of particle states and mass hierarchies, provide deeper insights into the elementary processes
observed in nature, and allow a systematic approach in model building of the ultimate theory of elementary particles.
5.1.1. Anomalous symmetries
It appears, however, that sometimes the absence of certain symmetries may play an equally profound role too. In
particular, this is the case when the symmetry is present in the classical Lagrangian, but is absent in the full quantum
field theory. The corresponding types of “missing” symmetries are called anomalous. It should be emphasized that
there is a profound difference between such anomalous symmetries and the spontaneously broken ones. The latter are
broken in the ground state of the system, but remain exact symmetries of the quantum mechanical action. The former
are not even the symmetries of the action. Also, the consequences of anomalous symmetries are very different.
The history of anomalous symmetries started with the problem of understanding the decay rate of the neutral
pion into a pair of gammas, π0 → 2γ, which is the primary decay mode. The measured value of the corresponding
decay rate was in apparent contradiction with the approximate axial-vector current conservation. Quantitatively, the
measured value Γ(π0 → γγ) ≈ 7.76 eV (τ ≈ 8.38 × 10−17 s) for the decay width (mean lifetime) is about three orders
of magnitude larger (smaller) than the prediction naively following from the assumed presence of the axial U(1)A
symmetry in the field equations of motion, for a review see [419]. The discovery of the quantum anomaly for this
symmetry offered an elegant resolution of the puzzle [420, 421].
Another use of the U(1)A anomalous symmetry is the underlying nature of the η′ meson and the explanation of its
rather large mass. Compared to the eight pseudoscalar mesons, associated with breaking of the (approximate) SU(3)A
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chiral symmetry, η′ is considerably more massive. The root of this can be traced again to the fact that the axial U(1)A
transformations are not part of the (approximate) chiral symmetry in the hadronic physics [422, 423].
The absence of the chiral U(1)A symmetry in a quantum system can be formally stated as the nonvanishing diver-
gence of the axial current. In particular, in the massless QED, the electromagnetic anomaly of the axial current takes
the form of the following operator relation [420, 421]:
∂µ jµ5 = −
e2
16π2
ǫκλµνFκλFµν. (470)
where jµ5 = ¯ψγ5γµψ is the axial current density and Fµν is the field strength tensor in QED. Interestingly, this operator
relation receives no radiative corrections [424] and is, therefore, correct to all orders in perturbation theory. The
simplest (semi-classical) interpretation of the anomaly relation is that the numbers of left-handed and right-handed
fermions are not separately conserved when background electromagnetic fields are such that ǫκλµνFκλFµν , 0. A
similar relation can be also obtained in the non-Abelian SU(3)c gauge theory of strong interactions,
∂µ jµ5 = −
g2N f
32π2
ǫκλµνFaκλF
a
µν. (471)
where jµ5 = q¯iγ5γµqi is the axial current density constructed from quark fields with the color index i = 1, 2, 3, and Faµν
is the gluon field strength in QCD.
In general, there exist many well-known examples of anomalous symmetries that play an important role in particle
physics and beyond. They are covered extensively in textbooks, see for example Refs. [425, 426], and monographs,
see for example Refs. [427, 428]. However, it is not our goal to review them here. Instead, we will discuss several
relatively recent ideas regarding the chiral properties in magnetized relativistic matter at nonzero density that were
inspired by anomalies. An interesting feature of the corresponding types of matter is a range of possible anomalous
transport phenomena that they can display.
It should be mentioned that, strictly speaking, certain elements of chiral anomalous transport have been known
from 1980s [14]. However, it was only within the last five years or so that numerous applications of the corresponding
phenomena started to attract a widespread attention. In part, this was driven by the real possibility of testing them
in experiments and observational data. The chiral effects of this type may affect the physics of heavy-ion collisions
[170, 429–433], compact stars [434–436], the early Universe [437–439], and perhaps even Dirac/Weyl semimetals
[440–442].
The current growing list of related anomalous phenomena includes a number of chiral effects: chiral separation
[14, 39, 40, 443–446], chiral magnetic [21, 37, 38, 447], chiral vortical [37, 448–451], chiral electric [452], chiral
electric separation [453, 454], chiral charge generation [455, 456] effects. Also the existence of several new types
of anomalous collective excitations, e.g., the chiral magnetic [457, 458] and chiral electric [453, 459] waves, were
predicted for relativistic plasmas in external fields. For the recent reviews, see Refs. [429, 430]
We will primarily concentrate on the chiral separation effect and the chiral magnetic effect, which are of particular
interest when there is a background magnetic field. These effects are connected, although in a nontrivial way, to the
chiral anomaly.
5.1.2. Chiral separation and chiral magnetic effects
The analysis of the spectrum of (3 + 1)-dimensional free fermions in a constant magnetic field in Section 2.5
demonstrates that the lowest Landau level is completely spin-polarized. In the case of massless fermions, each state
should also have a well defined chirality. Let us now introduce a nonzero chemical potential µ and discuss the
chirality of occupied LLL states with |kz| ≤ µ. Because of the special nature of the LLL, the spin direction of all
occupied states is the same as (opposite to) the magnetic field when the fermions are positively (negatively) charged.
This also means that there is a one-to-one correspondence between the sign of the longitudinal momentum kz and the
chirality. All states with negative longitudinal momenta, −µ < kz < 0, are left (right) handed, while all states with
positive longitudinal momenta, 0 < kz < µ, are right (left) handed. In other words, there is a nonzero axial current
density, which is determined by the total number density of the occupied LLL states (recall that the speed of light is
c = 1). The formal expression for the axial current density reads [14, 39]
j5 = eB2π2µ. (472)
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This result is known in the literature as the chiral separation effect (CSE). It is curious to note that the CSE appears
already in the free theory, in which only the interaction with the background field is accounted for, but otherwise the
fermions remain noninteracting. Also, it appears that only the lowest Landau level contributes to the axial current in
such a free theory [39]. This is significant because in the presence of an external magnetic field the chiral anomaly is
known to be generated entirely on the lowest Landau level [460].
The above mentioned connection of the axial current density (472) to the anomaly relation can be made more
explicit. Indeed, let us assume that a constant magnetic field points in the z direction and consider the corresponding
relation in the case of a spatially varying chemical potential µ(z). This can be modeled, for example, by a classical
electric potential Φ(z) = µ(z)/e. In response to the electric potential Φ(z), the system will induce a spatial variation of
the axial current with the following nonzero divergence:
∂z j5z =
eBz
2π2
∂z (eΦ) = − e
2
2π2
BzEz, (473)
where we used the definition of the electric field, Ez = −∂zΦ. As is easy to check, this is a special case of the chiral
anomaly relation in Eq. (470). (Note that Ez = F03 and Bz = −F12.)
A closely related phenomenon can be realized also when a nonzero density is replaced by the chiral charge density.
It is called the chiral magnetic effect (CME) [21, 38]. The needed chiral asymmetry can be semi-rigorously described
by a nonvanishing chiral chemical potential µ5 , 0. The essence of CME is that µ5 causes a nondissipative electric
current
j = eB
2π2
µ5. (474)
Both the CSE and CME have been studied analytically in various quantum field theoretical models [14, 21, 38–
40, 443–446, 461–467] as well as in holographic models [468–475]. They were reproduced in kinetic theory [476–
481] and, with a varying degree of success, they were also tested in lattice simulations [164, 482–490]. (See, however,
the recent holographic study in Ref. [475], which points some fundamental differences between the realization of the
CME and CSE.)
The combination of the chiral separation and chiral magnetic effects can in turn give rise to a collective gapless
excitation, known as the chiral magnetic wave (CMW) [457]. The corresponding mode can be thought of as a prop-
agating perturbation of alternating electric and chiral charge density fluctuations. A local fluctuation of the electric
charge density induces via CSE a local fluctuation of the axial current. The resulting fluctuation of the chiral chemical
potential produces via the CME a local fluctuation of the electric current. The latter in turn leads again to a local
fluctuation of electric charge density and thus provides a self-sustaining mechanism for the propagation of a chiral
magnetic wave. In heavy-ion collisions, such a wave may lead to an observational feature such as the quadrupole
correlations of charged particles [445, 458] (for more details, see the discussion in Section 5.5.1).
Let us recall that the anomalous operator relations like the one in Eq. (470) are exact [424]. If such relations cannot
get any higher-order radiative corrections, one may suggest that the earlier mentioned one-loop relations for the axial
and electromagnetic current densities are exact as well [39, 40]. As we discuss in detail below, this is not exactly true.
The following simplified argument may explain why this is not the case. The point is that these anomalous transport
relations for the currents are meaningful when given in terms of the corresponding ground state expectation values,
rather than the formal operators. Therefore, there is no guarantee that interaction corrections will be absent, especially
when the ground state expectation values are calculated at nonzero temperature or density, which break the Lorentz
symmetry.
Below, we will address the issue of the interaction effects within the framework of a Nambu-Jona-Lasinio model
as well as quantum electrodynamics. We will mostly concentrate on the CSE effects, but make numerous comments
about CME too. The benefit of the NJL model is the simplicity of the analysis that allows us to capture almost all
qualitative features of the CSE effect without complications present in the gauge theory. However, we will make the
case that many details of the underlying physics will remain essentially the same in QED.
5.1.3. The essence of chiral asymmetry
As we argued in the previous subsection, the lowest Landau level has a built-in chiral asymmetry which is the
consequence of the spin-polarized nature of the LLL states. In the case of massless or ultrarelativistic particles, this
translates into a current of chirality (or helicity), which is formally captured by the relation in Eq. (472).
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Notably, higher Landau levels do not contribute to the axial current density (472) because they are not spin-
polarized in the free theory. It is logical to ask if the same will remain true in interacting theory. As we will argue
below, the situation changes: the chiral asymmetry of LLL gets promoted to all Landau levels. This was first found in
the framework of the NJL model at nonzero density [444, 463, 491], and later generalized to gauge theories as well
[446, 492].
The effect of the chiral asymmetry in higher Landau levels is quantified by a dynamically generated chiral shift
parameter ∆. For a magnetic field directed along the positive z-axis, the corresponding low-energy effective action
receives a new term, ∆ ¯ψγ3γ5ψ. The physical meaning of the chiral shift ∆ is most transparent in the chiral limit. It
determines the relative shift of the longitudinal momenta in the dispersion relations of opposite chirality fermions
kz → kz ± ∆. Just like the external magnetic field, the chiral shift is symmetric under parity transformationsP, breaks
time reversal T and the rotational symmetry SO(3) [down to SO(2) subgroup of rotations about the direction of the
magnetic field]. Also, the ∆ term is even under charge conjugation C. It breaks CPT , but this discrete symmetry is
already broken by a nonzero chemical potential. We conclude, therefore, that the absence of the chiral shift parameter
is not protected by any symmetry. This, in turn, suggests that a nonzero chiral shift could be dynamically generated
even in perturbation theory [444, 445].
Interaction between fermions not only induces a chiral shift, but also leads to a dynamical correction to the axial
current in Eq. (472). Unlike the anomalous contribution, which is exclusively due to LLL, the dynamical one will come
from all Landau levels. This observation brings up an important question about the connection between the structure
of the induced axial current and the chiral anomaly. As is well known, the operator relation for the divergence
of the axial current (470) receives no radiative corrections [424]. Should then the axial current also remain the
same as in the free theory in a magnetic field [39]? This was indeed a predominant belief in earlier studies, see
Refs. [39, 444, 463, 464, 469]. As we argue below and then support the arguments with explicit calculations in QED,
the ground state expectation value of the axial current receives nonzero radiative corrections. At the same time, the
chiral shift does not affect the exact operator form of the chiral anomaly (470).
5.2. Chiral asymmetry in NJL model in a magnetic field
In this section, we study chiral asymmetry within the framework the NJL model with a single fermion flavor. The
simplicity of such a model allows us to illustrate the dynamics underlying the dynamical generation of the chiral shift
∆ in the simplest form. The only serious drawback of this study is the nonrenormalizable nature of the model. As
will become clear later, this is not a critical limitation for qualitative findings regarding the (perturbative) generation
of the chiral shift. However, it will naturally raise questions regarding the validity of the NJL results for the axial
current, which is thought to be intimately connected with the exact chiral anomaly relation that should not receive
any radiative corrections. We will discuss the chiral anomaly relation and its implications on the validity of the key
results in Section 5.3. As we will show, the chiral anomaly relation for the divergence of the axial vector current (470)
remains exact even when the chiral shift is generated dynamically. The same will not be true for the defining relation
of the chiral separation effect in Eq. (472). The corresponding expression for the axial current will in general receive
radiative corrections. This will be also demonstrated by explicit two-loop calculations in QED in Section 5.4.
5.2.1. Gap equations
In order to illustrate the dynamics underlying the dynamical generation of the chiral shift in the simplest form,
we will start here from the analysis of the NJL model with a single fermion flavor. The Lagrangian density of the
corresponding model is given by
L = ¯ψ
(
iDν + µ0δ0ν
)
γνψ − m0 ¯ψψ + Gint2
[(
¯ψψ
)2
+
(
¯ψiγ5ψ
)2]
, (475)
where m0 is the bare fermion mass and µ0 is the chemical potential. By definition, γ5 ≡ iγ0γ1γ2γ3. The covariant
derivative is defined as before, Dν = ∂ν + ieAν, and includes the external gauge field Aν, which is assumed to be in the
Landau gauge, Ak = −Byδk1. This corresponds to the external magnetic field B pointing in the z-direction. In addition
to the (3 + 1)-dimensional Lorentz symmetry, which is broken down to the SO(2) symmetry of rotations, the discrete
symmetries C, T , CP, CT , PT , and CPT are broken as well. The parity P is the only discrete symmetry that is left
unbroken.
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In the chiral limit, m0 = 0, this model possesses the chiral U(1)L ×U(1)R symmetry. In the vacuum state (µ0 = 0),
as discussed in Section 2.6, this chiral symmetry is spontaneously broken because of the magnetic catalysis. At a
sufficiently large chemical potential, however, the chiral symmetry is expected to be restored. As we will see below,
this is indeed the case, but the corresponding normal ground state (with restored chiral symmetry) is characterized by
a nonzero chiral shift parameter ∆.
As follows from the structure of the Lagrangian density in Eq. (475), the tree level fermion propagator in coordi-
nate space is determined by
iS −1(u, u′) =
[
(i∂t + µ0)γ0 − (pi · γ) − m0
]
δ4
(
u − u′) , (476)
where u = (t, r) and πk ≡ i∂k − eAk are the spatial component of the canonical momenta.
We will study the properties of model (475) in the mean-field approximation, which is reliable at weak coupling,
Gint → 0. In this case, the effect of the wave function renormalization is negligible and the (inverse) full propagator
takes the form [444]:
iG−1(u, u′) =
[
(i∂t + µ)γ0 − (pi · γ) + iµ˜γ1γ2 + ∆γ3γ5 − m
]
δ4(u − u′), (477)
This propagator contains two new types of dynamical parameters that are absent at tree level in Eq. (476): µ˜ and ∆.
From its Dirac structure, it should be clear that µ˜ plays the role of an anomalous magnetic moment. As for ∆, it is
the chiral shift parameter already mentioned in Section 5.1.3. Note that in 2 + 1 dimensions (without z coordinate),
∆γ3γ5 plays the role of a time-reversal breaking mass term. This mass is responsible for inducing the Chern-Simons
term in the effective action for gauge fields [218, 493, 494], and it plays an important role in the quantum Hall effect
in graphene [176, 177], see Section 4. (In condensed matter literature, the corresponding time-reversal breaking mass
is called the Haldane mass [344].)
It should be emphasized that the Dirac mass and the chemical potential terms in the (inverse) full propagator (477)
are determined by m and µ that may differ from their tree level counterparts, m0 and µ0. While m0 is the bare fermion
mass, m has the physical meaning of a dynamical mass that, in general, depends on the density and temperature of
the matter, as well as on the strength of interaction. Concerning the chemical potentials, it is µ0 that is the chemical
potential in the thermodynamic sense. The value of µ, on the other hand, is an “effective” chemical potential that
determines the quasiparticle dispersion relations in interacting theory.
In order to determine the values of the parameters m, µ, ∆ and µ˜ in the model at hand, we will use the Schwinger-
Dyson (gap) equation for the full fermion propagator. By making use of the effective action for composite operators
[272, 409, 495], see Appendix E, we obtain the following equation in the mean-field approximation:
G−1(u, u′) = S −1(u, u′) − iGint
{
G(u, u) − γ5G(u, u)γ5 − tr[G(u, u)]+ γ5 tr[γ5G(u, u)]
}
δ4(u − u′). (478)
While the first two terms in the curly brackets describe the exchange (Fock) interaction, the last two terms describe
the direct (Hartree) interaction. By making use of the ansatz (477) for the full fermion propagator, we rewrite this gap
equation in the following equivalent form:
(µ − µ0)γ0 + iγ1γ2µ˜ + i∆γ0γ1γ2 − m + m0 = −12Gint
(
γ0〈 j0〉 + γ3γ5〈 j35〉
)
+Gint〈 ¯ψψ〉, (479)
where 〈 ¯ψψ〉 is the chiral condensate, 〈 j0〉 is the fermion density, and 〈 j35〉 is the axial current density. The corresponding
ground state expectation values are defined in terms of the full propagator,
〈 ¯ψψ〉 = −tr [G(u, u)] , (480)
〈 j0〉 = −tr
[
γ0G(u, u)
]
, (481)
〈 j35〉 = −tr
[
γ3γ5G(u, u)
]
. (482)
We note that there is no Dirac structure of the anomalous magnetic moment type on the right hand side of the matrix
gap equation (479). This implies that only the zero value of parameter µ˜ is consistent with the equation. This is an
artifact of the mean-field approximation in the model at hand [445]. In the remainder of this subsection, therefore,
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we will set µ˜ = 0. We should mention, however, that µ˜ may be nonzero in models with other types of interactions
[176, 177, 496] and probably even in the NJL model used, but beyond the leading order mean-field approximation.
The matrix form of the gap equation in Eq. (479) can be equivalently rewritten as a coupled set of three equations
for the dynamical parameters m, µ, and ∆, i.e.,
m = m0 −Gint〈 ¯ψψ〉, (483)
µ = µ0 − 12Gint〈 j
0〉, (484)
∆ = −1
2
Gint〈 j35〉. (485)
As we see, the gap equations depend only on the full fermion propagator G(u, u′) at u′ = u. This fact greatly simplifies
the analysis. Of course, it is related to the fact that we use the model with point-like interaction. This feature will be
lost in more realistic models with long-range interactions.
The explicit expression for the fermion propagator in the Landau-level representation is calculated in Appendix A.2.
In the case when m, µ and ∆ are the only nonzero parameters in the propagator, the result takes the form:
G(u, u) = i
2πl2
∞∑
n=0
∫ dωdk3
(2π)2
K+n P+ +K−n P−θ(n − 1)
Un
, (486)
where l = 1/
√|eB| is the magnetic length, θ(n− 1) ≡ 1 for n ≥ 1, and θ(n− 1) ≡ 0 for n ≤ 0. We also use the standard
spin projectors:
P± = 12
(
1 ± is⊥γ1γ2
)
, (487)
with the shorthand notation s⊥ ≡ sign(eB). The explicit form of functionsK±n can be extracted from the more general
expression in Eq. (A.33), and function Un is given in Eq. (A.34). For the reader’s convenience, let us quote them in
the special case, which is of the main interest for us here, i.e., when m, µ and ∆ are the only nonzero parameters,
K±n =
[
(ω + µ ∓ s⊥∆)γ0 + m − k3γ3
] [
(ω + µ)2 − m2 − ∆2 − (k3)2 − 2n|eB| ∓ 2s⊥∆
(
m + k3γ3
)
γ0
]
, (488)
Un =
[
(ω + µ)2 − 2n|eB| −
(
s⊥∆ −
√
m2 + (k3)2
)2] [(ω + µ)2 − 2n|eB| − (s⊥∆ + √m2 + (k3)2)2] . (489)
By making use of these expression, the nth Landau level contribution to the fermion propagator can be written in the
following form:
K±n P±
Un
= γ0

ω + µ − is⊥γ1γ2
(
s⊥∆ −
√
m2 + (k3)2
)
(ω + µ)2 −
(
s⊥∆ −
√
m2 + (k3)2
)2 − 2n|eB|H
− +
ω + µ − is⊥γ1γ2
(
s⊥∆ +
√
m2 + (k3)2
)
(ω + µ)2 −
(
s⊥∆ +
√
m2 + (k3)2
)2 − 2n|eB|H
+
P±,
(490)
where
H± = 1
2
1 ± s⊥ m + k3γ3√
m2 + (k3)2
γ5γ3
 (491)
are the projectors on the quasiparticle states, whose energies are given in terms of either the sum or the difference of
s⊥∆ and
√
m2 + (k3)2. The projectors take a particularly simple form in the massless limit: H±
m=0 =
1
2
[
1 ± s⊥sign(k3)γ5
]
.
In this case, H±
m=0 almost coincide (up to the sign of the longitudinal momentum) with the chirality projectors
P±5 = 12
(
1 ± s⊥γ5
)
. For each choice of the signs of eB and k3, the chirality of the states can be easily determined
from the following relation between the two sets of projectors:
H±m=0 =
1 ∓ sign(k3)
2
P−5 +
1 ± sign(k3)
2
P+5 . (492)
By making use of this relation and taking into account that
√
m2 + (k3)2 → |k3| when m → 0, it is straightforward to
check that the propagator in Eq. (486) in the massless limit takes the form [444]:
G(u, u) = G+0P+ +
∞∑
n=1
(
G+nP+ +G−nP−
)
, (493)
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where
G±n =
i|eB|γ0
2π
∫ dωdk3
(2π)2
[ ω + µ ± [k3 − s⊥∆]
(ω + µ)2 − 2n|eB| − [k3 − s⊥∆]2P
−
5 +
ω + µ ∓ [k3 + s⊥∆]
(ω + µ)2 − 2n|eB| − [k3 + s⊥∆]2P
+
5
]
. (494)
The opposite chirality fermions, described by such a propagator, are characterized by a relative shift of the longitudinal
momenta, k3 → k3 ± s⊥∆, in their dispersion relations.
Unlike the higher Landau level terms in the propagator, the LLL contribution is rather simple,
K+0 P+
U0
= γ0
 H−
ω + µ + s⊥∆ −
√
m2 + (k3)2
+
H+
ω + µ + s⊥∆ +
√
m2 + (k3)2
P+. (495)
In the LLL, s⊥∆ is a part of the effective chemical potential µ − s⊥∆, and the two terms in Eq. (495) can be asso-
ciated with the antiparticle (negative energy) and particle (positive energy) contributions, respectively. In order to
avoid a potential confusion, let us also mention that, as seen from Eq. (490), the connection between H± and the
particle/antiparticle states is not preserved in the higher Landau levels.
As follows from Eq. (490) and Eq. (495), the poles of the full fermion propagator are at
ω0 = −µ − s⊥∆ ±
√
m2 + (k3)2, (496)
for the lowest Landau level, and at
ωn = −µ ±
√(
s⊥∆ ±
√
m2 + (k3)2
)2
+ 2n|eB|, (497)
for higher Landau levels, n ≥ 1. Note that all four combinations of signs are possible for the latter.
Let us first discuss the normal phase at zero temperature and in the chiral limit, when m = m0 = 0 and 〈 ¯ψψ〉 = 0.
This will be realized when the chemical potential µ0 > mdyn/
√
2 [444], where mdyn is a dynamical fermion mass in a
magnetic field at zero chemical potential and zero temperature. We can solve Eqs. (484) and (485) in weak coupling
perturbation theory. To the zeroth order in coupling, the fermions are noninteracting and we have µ = µ0 and ∆ = 0.
The fermion density 〈 j0〉 and the axial current density 〈 j35〉 are nonzero, however. They are
〈 j0〉0 = µ0|eB|2π2 +
sign(µ0)|eB|
π2
∞∑
n=1
√
µ20 − 2n|eB|θ
(
|µ0| −
√
2n|eB|
)
, (498)
〈 j35〉0 =
eB
2π2
µ0 , (499)
respectively. By making use of Eq. (485), to the first order in coupling, we then obtain
∆ ≃ −1
2
Gint〈 j35〉0 = −Gint
eB
4π2
µ0 , 0, (500)
which shows that a nonzero shift parameter ∆ is necessarily present in the normal phase of the theory. This was one
of the main results of Ref. [444]. We emphasize that ∆ is generated by perturbative dynamics, which should not be
surprising because the vanishing ∆ is not protected by any symmetry of the theory. [Recall that C = +1, P = +1, and
T = −1 for the axial current density j35, and beside parity P, all the discrete symmetries are broken in model (475).]
Similarly, from Eq. (484) we find that µ − µ0 ∝ Gint〈 j0〉0 , 0, i.e., µ and µ0 are different. The origin of this difference
can be traced to the Fock terms in the gap equation, see Eqs. (478) and (479).
This result was obtained for the case of zero temperature. As will be shown below in Section 5.2.2, the chiral
shift parameter is rather insensitive to the value of the temperature in the regime of cold dense matter appropriate for
potential applications in stars. In the case of hot matter, which is relevant for heavy ion collisions, a temperature larger
than the chemical potential may even play an important role in enhancing the chiral shift parameter.
By noting from Eq. (485) that the chiral shift ∆ is induced by the axial current, it is naturally to ask whether ∆
itself affects this current. The answer to this question is affirmative [444]. Another natural question is whether the
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divergence of this modified current satisfies the conventional anomaly equation [420, 421]. As will be shown in the
next subsection, the answer to this question is also affirmative.
In conclusion, let us briefly discuss the following issue. One may think that when the fermion mass m is zero,
the term with the chiral shift ∆ is unphysical because it could be formally removed by the gauge transformation
ψ → eizγ5∆ψ, ¯ψ → ¯ψeizγ5∆. However, the point is that this transformation is singular (anomalous). It follows from
the following two facts: (i) as was already pointed out above, in the LLL, s⊥∆ is a part of the chemical potential, see
Eq. (495), and (ii) this happens because the LLL dynamics is 1 + 1-dimensional [36, 113]. It is well known that in
1 + 1 dimensions this transformation, which formally varies the value of the chemical potential, is anomalous (for a
recent thorough discussion of this transformation, see Ref. [497]).
5.2.2. Chiral shift versus magnetic catalysis
To set up a benchmark for the numerical results, it is instructive to start the analytical analysis of gap equations
(484), (483), and (485) at zero temperature. We will use two regularization schemes: (i) the gauge noninvariant one,
with a sharp momentum cutoff, |k3| ≤ Λ, in the integrals over k3 (which are always performed first) and a smooth cutoff
in the sums over the Landau levels (which are performed last), and (ii) the gauge invariant proper-time regularization.
It will be shown that the results in these two regularizations are qualitatively the same.
Let us first analyze the equations using the momentum cutoff regularization. The smoothing function in the sums
over the Landau levels is taken in the following form:
κ(n) = sinh(Λ/δΛ)
cosh
(
(Λ/δΛ)√n/ncut
)
+ cosh(Λ/δΛ)
, (501)
where the cutoff value ncut is determined by the number of the Landau levels below the energy scale set by Λ, i.e.,
ncut ≡
[
Λ2/2|eB|
]
with the square brackets denoting the integer part. The width of the energy window in which the
cutoff is smoothed is determined by the ratio δΛ/Λ. When the value of the latter goes to zero, the function κ(n)
approaches the step function. (In the numerical calculations below we use δΛ/Λ = 1/20.)
Also, instead of using a dimensionful coupling constant Gint, let us introduce the following dimensionless coupling
constant
g ≡ GintΛ
2
4π2
, (502)
The weakly coupled limit corresponds to g ≪ 1. Note that the coupling constant g is defined in such a way that the
critical value for generating a fermion dynamical mass in the NJL model without magnetic field is gcr = 1.
There exist two qualitatively different types of solutions to the gap equation. The first of them describes a zero
density symmetry broken state where the dynamics is dominated by the magnetic catalysis. The other is a normal
state with restored symmetry at finite density. Let us describe both of these solutions in detail, following the original
studies in Refs. [444, 445].
Solution of type I. The first solution type corresponds to m , 0 and ∆ = 0 in accordance with the magnetic catalysis
scenario in the vacuum discussed in Section 2. For m , 0 and ∆ = 0, the zero temperature expressions for the chiral
condensate 〈 ¯ψψ〉, and the vacuum expectation values of the fermion density j0 and the axial current density j35, take
the following form [445]:
〈 ¯ψψ〉 ≃ − m
2(πl)2
ln 2Λ|m| − ln |µ| +
√
µ2 − m2
|m| θ (|µ| − |m|)
 − m(πl)2
∞∑
n=1
ln Λ +
√
Λ2 + m2 + 2n|eB|√
m2 + 2n|eB|
− ln |µ| +
√
µ2 − m2 − 2n|eB|√
m2 + 2n|eB|
θ
(
|µ| −
√
m2 + 2n|eB|
) , (503)
〈 j0〉 = sign(µ)
2(πl)2
√
µ2 − m2θ (|µ| − |m|) + sign(µ)(πl)2
∞∑
n=1
√
µ2 − 2n|eB| − m2 θ
(
|µ| −
√
m2 + 2n|eB|
)
, (504)
〈 j35〉 ≃ s⊥
sign(µ)
2(πl)2
√
µ2 − m2θ (|µ| − |m|) . (505)
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Note that the expression for 〈 j35〉 is proportional to the LLL contribution to the fermion density and, as a result,
vanishes when |µ| < |m|. In this case, a solution with ∆ = 0 is consistent with gap equation (485). Then, the other two
gap equations reduce down to µ = µ0 and
m = m0 +
2gm
(Λl)2
ln 2Λ|m| + 2
∞∑
n=1
κ(n) ln Λ +
√
Λ2 + m2 + 2n|eB|√
m2 + 2n|eB|
 , (506)
where we utilized the smooth cutoff function (501) in the sum over the Landau levels.
Solution of type II. In the chiral limit, in addition to the solution with a nonzero Dirac mass m, the gap equation
also allows a solution with m = 0 and a nonzero chiral shift parameter ∆. To see this, we derive the functions that
appear on the right hand sides of the gap equations for this special case:
〈 ¯ψψ〉 = 0, (507)
〈 j0〉 = µ − s⊥∆
2(πl)2 +
sign(µ)
(πl)2
NB∑
n=1
√
µ2 − 2n|eB|, (508)
〈 j35〉 =
1
2(πl)2
s⊥µ − ∆ − 2∆ ∞∑
n=1
κ(n)
 , (509)
where NB is the integer part of µ2/(2|eB|). (Here it might be appropriate to note that the above result for 〈 j35〉 remains
unchanged also at nonzero temperatures!) The fact that now 〈 ¯ψψ〉 = 0 is in agreement with Eq. (483) and the
assumption m = m0 = 0. The remaining two equations, (484) and (485), reduce down to
µ = µ0 +
g
(Λl)2
s⊥∆ − µ − 2sign(µ)
NB∑
n=1
√
µ2 − 2n|eB|
 (510)
and
∆ =
g
(Λl)2
s⊥µ − ∆ − 2∆ ∞∑
n=1
κ(n)
 , (511)
respectively. To leading order in the coupling constant, the solutions for µ and ∆ are straightforward,
µ ≃ µ0
1 + g/(Λl)2 , (512)
∆ = − gs⊥µ(Λl)2 + g [1 + 2∑∞n=1 κ(n)] , (513)
which are derived under the assumption that the chemical potential µ0 is not large enough for the first Landau level to
start filling up, i.e., |µ| . √2|eB|. When the chemical potential becomes larger, the result for µ will get corrections,
but the expression for ∆ in terms of µ will keep the same form. Note that with the function κ(n) given in Eq. (501),
one finds that ∞∑
n=1
κ
(√
2n|eB|,Λ
)
= a
Λ2
|eB| , (514)
where a = O(1). [For the chosen value of the regulating parameter δΛ/Λ = 1/20, the numerical results for a are fitted
well by the following expression: a ≈ 0.504 + 0.492|eB|/Λ2, where the subleading term in the inverse powers of the
cutoff parameter is also included.]
Let us now redo the analysis using the gauge invariant proper-time regularization. As expected, we find the same
two types of the solutions.
Solution of type I. In the regime of magnetic catalysis, we have shown above that the dynamical mass parameter
satisfies Eq. (506) in the momentum cutoff regularization scheme. Now, let us show that this is consistent with
the result obtained in the proper-time regularization. The expression for the vacuum part of function 〈 ¯ψψ〉 in this
regularization is given in Eq. (108). The corresponding gap equation in the chiral limit, m0 = 0, was analyzed in
114
Section 2.6.1. To leading order in coupling, it is equivalent to Eq. (506). The approximate analytical solution for mdyn
was given in Eq. (124). The corresponding solution exists for |µ0| < mdyn. As we will discuss below, however, it
corresponds to the ground state only in a part of this parameter range, i.e., |µ0| . mdyn/
√
2.
Solution of type II. Now let us consider the chiral limit and search for a solution with m = 0 and a nonzero chiral
shift parameter ∆ using the proper-time representation. In this case, 〈 ¯ψψ〉 = 0, and the expressions for 〈 j0〉 and 〈 j35〉
are given by the same formal expressions as in Eqs. (508) and (509). Function 〈 j35〉 contains ultraviolet divergences.
The corresponding regularized expression is derived in Ref. [445],
〈 j35〉 =
√
πΛ
2(2πl)2 e
−(∆/Λ)2 erfi
(
∆
Λ
)
coth
(
eB
Λ2
)
− 2s⊥µ(2πl)2 , (515)
where erfi(x) ≡ −i erf(ix) is the imaginary error function. By expanding the expression for 〈 j35〉 in inverse powers of
Λ, we arrive at the following approximate result:
〈 j35〉 ≃ −
1
2(πl)2
(
s⊥µ − (Λl)
2
2
∆
)
, (516)
which is in agreement with the result in Eq. (509) after making the identification 12 (Λl)2 ≡ 1 + 2
∑∞
n=1 κ(n) ≃ 2a(Λl)2,
where the parameter a is defined in Eq. (514). As we see, a = 1/4 in the proper-time regularization.
The gap equation for µ is insensitive to the ultraviolet dynamics and coincided with Eq. (510). By making use of
the approximation in Eq. (516), we arrive at the following equation for ∆:
∆ =
g
(Λl)2
(
s⊥µ − (Λl)
2
2
∆
)
, (517)
which is equivalent to Eq. (511) after the same identification of the regularization schemes is made. Also, the proper-
time solution,
µ ≃ µ0
1 + g/(Λl)2 , (518)
∆ =
gs⊥µ
(Λl)2 + 12 g(Λl)2
, (519)
is equivalent to the solution in Eqs. (512) and (513).
As should be clear from the above discussion, in the region |µ0| < mdyn, the two inequivalent solutions coexist. In
order to decide which of them describes the ground state, one has to compare the corresponding free energies. The
general expression for the free energy density is derived in Appendix E.1. [For more details, see Ref. [445].] For the
two cases of interest here, the corresponding results read
Ωm ≃ −
m2dyn|eB|
2(2π)2
1 + m
2
dyn
2|eB| ln
Λ2
|eB|
 (520)
and
Ω∆ ≃ −
µ20|eB|
(2π)2
(
1 − g |eB|
Λ2
)
, (521)
respectively. In deriving the last expression, we used the approximate relations µ ≃ µ0 and ∆ ≃ gµ0eB/Λ2. By
comparing the free energies in Eqs. (520) and (521), we see that the ground state with a nonzero ∆ becomes favorable
when µ0 & mdyn/
√
2. This is analogous to the Clogston relation in superconductivity [498].
5.2.3. Numerical solution of gap equations
In order to solve numerically the set of gap equations (484), (483), and (485), we have to regulate the divergences
that appear in the integrals over the longitudinal momentum k3 and the sums over the Landau levels in the expressions
for the chiral condensate 〈 ¯ψψ〉 and the axial current density 〈 j35〉. In Section 5.2.2 we used two regularizations: (i) with
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a sharp momentum cutoff, |k3| ≤ Λ, in the integrals over k3 (which are always performed first) and a smooth cutoff
in the sums over the Landau levels, and (ii) the proper-time regularizations. By taking into account that the zero-
temperature results in these two regularizations are qualitatively similar, we perform a detailed numerical analysis of
the gap equations at nonzero temperature by using the first regularization only, which is technically much simpler to
implement.
The form of the smoothing function κ(n) in this regularization is given in Eq. (501). The width of the energy
window in which the cutoff is smoothed is determined by the ratio δΛ/Λ. When the value of this ratio goes to zero,
κ(n) approaches a step function, θ(ncut − n), corresponding to the case of a sharp cutoff at ncut =
[
Λ2/2|eB|
]
. We
note, however, that taking a very sharp cutoff in the sums over the Landau levels may result in some unphysical
discontinuities in the physical properties of the model as a function of the magnetic field. This is because of the
discontinuities in the dependence of the function ncut(|eB|), which defines the number of the dynamically accessible
Landau levels. In our numerical calculations, we choose a reasonably large value δΛ/Λ = 1/20.
In order to keep our model study as general as possible, we specify all energy/mass parameters in units of the
cutoff parameter Λ. In the numerical calculations below, we use the following values of the coupling constant and the
magnetic field:
g =
GintΛ2
4π2
= 0.25, (522)
|eB| = 0.125Λ2. (523)
The above choice of coupling is sufficiently weak to justify the approximations used in the analysis. In real dense or
hot quark matter, however, the actual value of dimensionless coupling may be stronger. In the degenerate electron
gas in the interior of compact stars, on the other hand, it is still much weaker. Our purpose here, however, is to
perform a qualitative analysis of the model and reveal the general features of the dynamics relevant for the generation
of the chiral shift parameter. Therefore, our “optimal” choice of g is sufficiently weak to make the analysis reliable,
while not too weak to avoid a very large hierarchy of the energy scales which would make the numerical analysis
too difficult. Similar reasoning applies to the choice of the magnetic field in Eq. (523). This is a sufficiently strong
field that makes it easier to explore and understand the qualitative features of the dynamics behind both the magnetic
catalysis and the generation of the chiral shift parameter. In applications related to compact stars, the actual fields
might be considerably weaker. However, this value may in fact be reasonable for applications in heavy ion collisions
[21–25, 37, 38, 447, 499].
The gap equation is solved by multiple iterations of the gap equations. The convergence is checked by measuring
the following error function:
ǫn =
√√ 3∑
i=1
(xi,n − xi,n−1)2
max(x2i,n, x2i,n−1)
, (524)
where xi = µ,∆,m for i = 1, 2, 3, respectively. (In the case when both xi,n and xi,n−1 vanish, the corresponding ith
contribution to ǫn is left out.) When the value of ǫn becomes less than 10−4 (at T , 0) or 10−5 (at T = 0), the current
set of µn, ∆n and mn is accepted as an approximate solution to the gap equation. Usually, the convergence is achieved
after several dozens of iterations. In some cases, even as few as five iterations suffices to reach the solution with the
needed accuracy. This is often the case when we automatically sweep over a range of values of some parameter (e.g.,
the temperature or the chemical potential) and use the solution obtained at the previous value of the parameter as the
starting guess to solve the equation for a new nearby value of the same parameter. However, even in this approach,
the required number of iterations may sometimes be in the range of hundreds. This is usually the case when the
dynamically generated ∆ and m have a steep dependence on the model parameters, which is common, e.g., in the
vicinity of phase transitions.
In order to set up the reference point for the nonzero chemical potential calculations, let us start by presenting
the results for the constituent fermion mass as a function of the bare mass m0 at µ0 = 0. The corresponding zero
temperature dependence is shown by the black line in Fig. 32. As expected, the mass approaches the value of mdyn in
the chiral limit (m0 → 0). For the model parameters used here, it reads:
mdyn ≈ 7.1 × 10−4Λ. (525)
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Figure 32: (Color online) The dependence of the constituent mass m on the bare mass m0 at µ0 = 0 for several fixed values of temperature: T = 0
(black), T = 3.75 × 10−4Λ = 0.53mdyn (blue), T = 5 × 10−4Λ = 0.70mdyn (red), T = 10−3Λ = 1.41mdyn (green), T = 2 × 10−3Λ = 2.81mdyn (dark
brown), and T = 4 × 10−3Λ = 5.62mdyn (light brown). The inset shows the details in the rectangular area around the origin.
In the same figure, we also plotted the results for several nonzero values of temperature. These results show that the
value of the dynamical mass in the chiral limit gradually vanishes with increasing the temperature. Within our nu-
merical accuracy, the corresponding value of the critical temperature is consistent with the Bardeen-Cooper-Schrieffer
theory relation, Tc ≈ 0.57mdyn. We also note that the results for µ and ∆ are trivial at all temperatures when µ0 = 0.
The solutions of ∆ vs µ0 and m vs µ0, obtained by the iterating the set of gap equations, are shown in upper and
lower left panels of Fig. 33, respectively. There the solutions for several different values of bare masses m0 are shown.
It might be appropriate to note here that, in the vicinity of the phase transitions, we had obtained a pair of solutions
for each fixed value of m0. The two different solutions are obtained by sweeping over the same range of the chemical
potentials µ0 in two different directions: (i) from left to right and (ii) from right to left. When such a pair of solution,
forming a small hysteresis loop, is observed, a first order phase transition is expected somewhere within the loop.
To determine the location of such a phase transition, the comparison of free energy densities for the corresponding
pairs of solutions is required. The general expression for the free energy is derived in Appendix E.1. By calculating
the corresponding expression for each of the solutions around the hysteresis loop, we could point the position of the
actual phase transition. An example of such a calculation is presented in the lower right panel of Fig. 33. There the
free energies of the pair of solutions in the case m0 = 0 are shown. The blue solid line correspond to the solution with
m = 0 and ∆ , 0. The free energy shown by the red dashed line represents the other solution, in which the Dirac mass
m is nonzero and ∆ is zero at small µ0 < mdyn. The free energies of the two solutions become equal at µ0,cr ≈ 0.73mdyn.
This is where the first order phase transition occurs. Note that the numerical value of µ0,cr is within several percent of
the analytical estimate mdyn/
√
2.
Concerning the solution for µ vs µ0, the results are always such that µ ≈ µ0 to within a few percent. Therefore,
the corresponding plot would give little information. In order to get a deeper insight into the deviation of µ from µ0,
we find it instructive to plot the result for the difference µ0 − µ instead. Note that as follows from Eq. (484), the latter
is proportional to the fermion charge density. The result is presented in the upper right panel of Fig. 33. We see that
µ0 − µ is always positive, meaning that the value of µ is slightly smaller than µ0.
By comparing that graph for µ0−µ with the dependence of the chiral shift parameter ∆ on µ0 in the upper left panel
of the same figure, we observe that they have the same qualitative behaviors. In particular, ∆ is nonzero in the ground
state only if the fermion charge density is also nonzero there. In other words, the shift parameter is a manifestation of
dynamics in a system with matter. Note that when the numerical values of the model parameters are used, the results
for µ and ∆ in the normal phase are approximately given by µ ≃ µ0 − 0.0295µ0 and ∆ ≃ 0.0252µ0 in the chiral limit
(m0 = 0).
Let us now proceed with the numerical solution of the gap equation at nonzero temperature. At vanishing value
of µ0, several results for the constituent mass have already been presented in Fig. 32. The other two parameters, µ and
∆, were identically zero in that special case. Here we extend the solutions to nonzero values of µ0. The numerical
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Figure 33: (Color online) The zero temperature results for the chiral shift parameter ∆ (upper left panel), the mass m (lower left panel), and
the difference µ0 − µ (upper right panel) on the chemical potential µ0 for several fixed values of the bare mass: m0 = 0 (black solid line),
m0 = 10−4Λ = 0.14mdyn (blue long-dashed line), m0 = 3 × 10−4Λ = 0.42mdyn (red short-dashed line), m0 = 5 × 10−4Λ = 0.70mdyn (green
dash-dotted line). The lower right panel shows the free energies for the solution with a nonzero dynamical mass (red dashed line) and the solution
with a chiral shift (blue solid line) in the chiral limit, m0 = 0, at zero temperature.
results for ∆ and m as functions of µ0 are presented in Fig. 34. Note that the dependence of µ − µ0 on µ0 (not shown
in Fig. 34) is similar to the dependence of ∆ on µ0 at all temperatures. As should be expected, temperature suppresses
the dynamical fermion mass (see the right panel of this figure). However, the situation is quite different for the chiral
shift parameter. As one can see in the left panel of the figure, ∆ is rather insensitive to temperature when T ≪ µ0,
and increases with T when T > µ0. This property reflects the fact that higher temperature leads to higher matter
density, which is apparently a more favorable environment for generating the chiral shift ∆. While the first regime
with T ≪ µ0 is appropriate for stellar matter, the second one with T > µ0 (actually, T ≫ µ0) is realized in heavy ion
collisions. As we discuss in Section 5.5.1, the generation of ∆ may have important implications for both stellar matter
and (less likely) heavy ion collisions.
5.2.4. Axial current and charge density
It is instructive to calculate the ground state expectation value of the axial current density,
〈 j35〉 = −tr
[
γ3γ5G(u, u)
]
. (526)
In the case of the vanishing Dirac mass, m = 0, an explicit expression for 〈 j35〉 within the momentum cutoff and the
proper-time regularization schemes were presented in Eqs. (509) and (516), respectively. Both expressions can be
written in the same form:
〈 j35〉 ≃
eB
2π2
[
µ − 2as⊥∆(Λl)2
]
, (527)
where a is a dimensionless constant of order 1, determined by the specific regularization scheme. When the proper
time is used, we find from Eq. (516) that a = 1/4. In the case of the cutoff regularization, it is defined by Eq. (514).
Note that qualitatively the same result is also obtained in the point-splitting regularization [491].
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Figure 34: (Color online) The nonzero temperature results for the chiral shift parameter ∆ (left panel) and the mass m (right panel) as function
of the chemical potential µ0 for several fixed values of the temperature, T = 0 (black), T = 1.41mdyn (blue lines), T = 2.81mdyn (red lines), and
T = 5.62mdyn (green lines), and two values of the bare mass, m0 = 0.14mdyn (solid lines) and m0 = 0.70mdyn (short-dashed lines).
The first term in the parenthesis in Eq. (527) is the same topological term that was derived in the free theory in
Ref. [39], while the second term is an outcome of interactions [444]. It is interesting to note that, by making use of
the gap equation (485) for ∆, the result for the axial current can be also rewritten in an alternative form:
〈 j35〉 = −
2∆
Gint
= − ∆
2π2
Λ2
g
. (528)
While this may not be very convenient in the free theory, in which both the coupling constant g and the chiral shift ∆
vanish, and the cutoff is formally infinite, it is helpful to get a deeper insight in interacting theory.
Formally, the results for the axial current either in Eq. (527) or in Eq. (528) appear to be quadratically divergent
when Λ → ∞. It should be noticed, however, that the solution to the gap equation, see Eq. (513) in the case of
cutoff regularization and Eq. (519) in the case of proper-time regularization, is inversely proportional to Λ2, i.e.,
∆ ∼ gµeB/Λ2. Taking this into account, we see that the axial current density is actually finite in the continuum limit
Λ→ ∞,
〈 j35〉 ≃
eB
2π2
µ − aΛ
2
π2
∆ ≃ eB
2π2
µ
(1 + 2ag) . (529)
Before concluding this section, let us also note the following expression for fermion number density:
〈 j0〉 = −tr
[
γ0G(u, u)
]
. (530)
The explicit form of the function 〈 j0〉 can be derived from the general form of the propagator in Appendix A.2. The
corresponding result is complicated and adds no new information when the solution to the gap equation is available.
Indeed, the fermion number density can be conveniently rewritten in a simpler form by making use of the gap equation
(484) for µ,
〈 j0〉 = 2µ0 − µ
Gint
=
µ0 − µ
2π2
Λ2
g
. (531)
This shows that the result for this density is proportional to µ0 − µ presented earlier.
5.2.5. Chirality dependent asymmetry of the Fermi surface
In the case of a strong magnetic field, when the LLL approximation is appropriate, we find that the chiral shift
parameter (and, thus, the axial current density) and the fermion number density are proportional to each other. This is
apparent in Fig. 33. The underlying reason for this proportionality is the same (up to a sign) LLL contribution to both
functions 〈 j0〉 and 〈 j35〉. Moreover, this property seems to be at least approximately valid in a general case. In turn,
this suggests that a fermion number density and the chiral shift parameter are two closely connected characteristics of
the normal phase of magnetized relativistic matter.
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The immediate implication of a nonzero chiral shift parameter in dense magnetized matter is the modification
of the quasiparticle dispersion relations, see Eqs. (496) and (497). These relations can be used to define the “Fermi
surface” in the space of the longitudinal momentum k3 and the Landau index n. Note that the quantity 2n|eB| plays
the role analogous to the square of the transverse momentum k2⊥ ≡ (k1)2 + (k2)2 in the absence of the magnetic field.
Following the standard philosophy, we define the Fermi surface as the hypersurface in the space of quantum numbers
n and k3, which correspond to quasiparticles with zero energy, i.e.,
n = 0 : k3 = ±
√
(µ + s⊥∆)2 − m2, (532)
n > 0 : k3 = ±
√(√
µ2 − 2n|eB| ± s⊥∆
)2
− m2. (533)
(In the last equation, all four combinations of signs are possible.) In order to better understand the nature of quasipar-
ticles at the Fermi surface, described by Eqs. (532) and (533), we recall that there are two types of quasiparticles. The
Dirac structures of their wave functions are obtained by applying the projection operators in Eq. (491). In relativistic
dense matter (µ ≫ m), the corresponding states at the Fermi surface can be approximately characterized by their
chiralities. This follows from the fact that |k3| ≫ m for a large fraction of the Fermi surface in Eq. (533), except for
the limiting values of n around nmax ≡
[
µ2/(2|eB|)
]
. At such large values of the relative momentum, the projection
operators in Eq. (491) are very closely related to the chiral projectors. Indeed, for |k3| ≫ m, the relation between the
two sets of projectors is approximately the same as in the massless case in Eq. (492). Taking this into account, it is
possible to define quasiparticles at the Fermi surface, which are predominantly left-handed or right-handed. Without
loss of generality, let us assume that sign(eB) < 0. Then, the Fermi surface for the predominantly left-handed particles
is determined by
n = 0 : k3 = +
√
(µ + s⊥∆)2 − m2, (534)
n > 0 : k3 = +
√(√
µ2 − 2n|eB|+ s⊥∆
)2
− m2, (535)
k3 = −
√(√
µ2 − 2n|eB| − s⊥∆
)2
− m2, (536)
and the Fermi surface for the predominantly right-handed particles is determined by
n = 0 : k3 = −
√
(µ + s⊥∆)2 − m2, (537)
n > 0 : k3 = −
√(√
µ2 − 2n|eB|+ s⊥∆
)2
− m2, (538)
k3 = +
√(√
µ2 − 2n|eB| − s⊥∆
)2
− m2. (539)
In the massless case, of course, this correspondence becomes exact. Then, we find that the Fermi surface for fermions
of a given chirality is asymmetric in the direction of the magnetic field. In Fig. 35, we show a schematic distribution of
negatively charged fermions and take into account that the parameter s⊥∆ has the same sign as the chemical potential,
see Eqs. (513) or (519). (A similar distribution is also valid for positively charged fermions, but the left-handed and
right-handed fermions will interchange their roles.) For the fermions of a given chirality, the LLL and the higher
Landau levels give opposite contributions to the overall asymmetry of the Fermi surface. For example, the left-
handed electrons in the LLL occupy only the states with positive longitudinal momenta (pointing in the magnetic field
direction). The spins of the corresponding LLL electrons point against the magnetic field direction. In the higher
Landau levels, while the left-handed electrons can have both positive and negative longitudinal momenta (as well as
both spin projections), there are more states with negative momenta occupied, see Fig. 35. If there are many Landau
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Figure 35: (Color online) A schematic distribution of (negatively charged) particles in the ground state of dense relativistic matter in a magnetic
field (pointing in the positive z direction). The values of the quantum number n (Landau levels) are shown along the horizontal axis, while the
longitudinal momenta are shown along the vertical axis. The colored bars indicate the filled states of given chirality.
levels occupied, which is the case when µ ≫ √|eB|, the relative contribution of the LLL to the whole Fermi surface
is small, and the overall asymmetry is dominated by higher Landau levels. In the opposite regime of superstrong
magnetic field (if it can be realized in compact stars at all), only the LLL is occupied and, therefore, the overall
asymmetry of the Fermi surface will be reversed. In the intermediate regime of a few Landau levels occupied, one
should expect a crossover from one regime to the other, where the asymmetry goes through zero.
5.3. Chiral anomaly relation in theory with chiral asymmetry
By making use of the gauge invariant point-splitting regularization, let us study the influence of the shift parameter
∆ on the form of the axial current and the axial anomaly (for reviews of this regularization, see Refs. [425, 500]).
The analysis is model independent and is based only on the form of the fermion propagator with ∆ in an external
electromagnetic field. Our main conclusion is that while including ∆ essentially changes the form of the axial current,
it does not modify the axial anomaly. Moreover, while the contribution of the chemical potential in the axial current is
generated in the infrared kinematic region (at the LLL) [39], the contribution of ∆ in the current is mostly generated
in ultraviolet (at all Landau levels).
We consider the case of a constant electromagnetic field. Since it is known that the axial anomaly is insensitive
to chemical potential [443, 501], the latter will be omitted. We will use the Schwinger representation [42] for the
fermion propagator. In the case of a constant magnetic field, it is given in Appendix A.1. A similar representation will
be also valid in the general case of a constant electromagnetic field. In fact, the only property of the propagator that
we need to know is that it is given in the form of a product of the Schwinger phase,
Φ(u, u′) = −e
∫ u
u′
dvνAν(v), (540)
and a translation invariant part ¯G(u − u′) that depends only on the field strength Fµν. In the normal phase with m = 0,
the inverse propagator (477) (with µ˜ = 0) can be rewritten as
iG−1 = iDνγν + ∆γ3γ5 =
(
iDνγν − ∆s⊥γ3
)
P−5 +
(
iDνγν + ∆s⊥γ3
)
P+5 , (541)
where s⊥ ≡ sign(eB), Dν = ∂ν + ieAν, and P±5 = (1± s⊥γ5)/2. This equation implies that the effective electromagnetic
vector potential equals ˜A−ν = Aν + (s⊥∆/e)δ3ν and ˜A+ν = Aν − (s⊥∆/e)δ3ν for the − and + chiral fermions, respectively.
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Since the field strength Fµν for ˜A∓ν is the same as for Aν, ∆ affects only the Schwinger phase (540):
Φ−∆(u, u′) = Φ(u, u′) − s⊥∆(u3 − u′ 3), (542)
Φ+∆(u, u′) = Φ(u, u′) + s⊥∆(u3 − u′ 3). (543)
Thus, we find
G(u, u′) = exp[−is⊥∆(u3 − u′ 3)]P−5 G0(u, u′) + exp[is⊥∆(u3 − u′ 3)]P+5 G0(u, u′) , (544)
where G0 is the propagator with ∆ = 0. Note that ∆ appears now only in the phase factors.
According to Eq. (482), the axial current density is equal to
〈 jµ5(u)〉 = −tr
[
γµγ5 G(u, u + ǫ)
]
ǫ→0 . (545)
On the other hand, the fermion propagator in an electromagnetic field has the following singular behavior for u′ − u =
ǫ → 0 [425, 500]:
G0(u, u + ǫ) ≃ i2π2
[
ǫˆ
ǫ4
− 1
16ǫ2
eFµν (ǫˆσµν + σµνǫˆ)
]
, (546)
where ǫˆ = γµǫµ. Then, by using Eqs. (544) – (546), we find
〈 jµ5〉singular =
iǫµs⊥
π2ǫ4
(
eis⊥∆ǫ
3 − e−is⊥∆ǫ3
)
+
ieFλσǫβǫβµλσ
8π2ǫ2
(
e+is⊥∆ǫ
3
+ e−is⊥∆ǫ
3)∣∣∣∣∣∣
ǫ→0
. (547)
Taking into account that the limit ǫ → 0 should be taken in this equation symmetrically [425, 500], i.e., ǫµǫν/ǫ2 →
1
4 g
µν
, and the fact that its second term contains only odd powers of ǫ, we arrive at
〈 jµ5〉singular =
∆
2π2ǫ2
δ
µ
3 ∼
Λ2∆
2π2
δ
µ
3 . (548)
It is clear that −1/ǫ2 plays the role of a Euclidean ultraviolet cutoff Λ2. This feature of expression (548) agrees with
the results obtained in Sections 5.2.2 and 5.2.3. As was shown there, while the contribution of each Landau level into
the axial current density 〈 jµ5〉 is finite at a fixed ∆, their total contribution is quadratically divergent. However, the
important point is that since the solution of gap equation (485) for the dynamical shift ∆ yields ∆ ∼ gµ eB/Λ2, the
axial current density is actually finite.
We conclude that interactions leading to the shift parameter∆ essentially change the form of the induced axial cur-
rent in a magnetic field. It is important to mention that unlike the topological contribution in 〈 jµ5〉 [39], the dynamical
one is generated by all Landau levels.
It is straightforward to show that the shift parameter ∆ does not affect the axial anomaly. By using again the gauge
invariant point-splitting regularization scheme, the divergence of the axial current in the massless theory is given by
[425, 500]
∂µ jµ5(u) = ieǫα ¯ψ(u + ǫ)γµγ5ψ(u) Fαµ
∣∣∣
ǫ→0 . (549)
Then, calculating the vacuum expectation value of the divergence of the axial current, we find
〈∂µ jµ5(u)〉 = −ieǫαFαµtr
[
γµγ5G(u, u + ǫ)
]
ǫ→0 = ieǫ
αFαµ〈 jµ5(u)〉 , (550)
where G(u, u′) is the fermion propagator in Eq. (544). Let us check that the presence of ∆ in G(u, u′), which modifies
the axial current, does not affect the standard expression for the axial anomaly.
We start by considering the first term in the axial current density in Eq. (547):
iǫµs⊥
π2ǫ4
(
eis⊥∆ǫ
3 − e−is⊥∆ǫ3
)
≃ −2∆ǫ
µǫ3
π2ǫ4
1 − ∆2ǫ236 + ...
 . (551)
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Its contribution to the right-hand side of Eq. (550) is
−2i∆ ǫ
αǫµǫ3
π2ǫ4
1 − ∆2ǫ236 + ...
 eFαµ . (552)
Since this expression contains only odd powers of ǫ, it gives zero contribution after symmetric averaging over space-
time directions of ǫ.
Thus, only the second term in Eq. (547) is relevant for the divergence of axial current in Eq. (550):
〈∂µ jµ5(u)〉 = −
e2ǫβµλσFαµFλσǫαǫβ
8π2ǫ2
(
e+is⊥∆ǫ
3
+ e−is⊥∆ǫ
3 )→ − e2
16π2
ǫβµλσFβµFλσ (553)
for ǫ → 0 and symmetric averaging over space-time directions of ǫ. Therefore, the presence of the shift parameter ∆
does not affect the axial anomaly indeed.
5.4. Chiral asymmetry in QED in a magnetic field
The NJL model studies of the chiral asymmetry in Section 5.2 revealed that the interaction effects induce a nonzero
chiral shift∆ in the magnetized relativistic matter. In turn, the chiral shift leads to an additional dynamical contribution
into the axial current. Unlike the topological contribution due to the LLL, the dynamical one affects the fermions in
all Landau levels, including those around the whole Fermi surface.
Taking into account that the NJL model is nonrenormalizable and recalling the fact the chiral anomaly is intimately
connected with ultraviolet divergencies, one may question whether the corresponding toy model analysis is reliable
in application to more realistic gauge theories. In order to address the problem rigorously, below we consider the
problem of radiative corrections within the framework of a renormalizable model [446]. In order to make the problem
manageable, we will assume that the magnetic field B is weak. This will allow us to calculate leading order radiative
corrections to the axial current in QED, using the expansion in powers of B up to linear order.
The Lagrangian density of QED in a magnetic field is given by
L = −1
4
FµνFµν + ¯ψ
(
iγνDν + µγ0 − m
)
ψ + δ2 ¯ψ(iγν∂ν + µγ0 + eAνγν)ψ − δm ¯ψψ, (554)
where µ is the fermion chemical potential, the last two terms are counterterms (we use the notation of Ref. [425]), and
the covariant derivative is Dµ = ∂µ + ieAµ + ieaµ. Without the loss of generality, we assume that the external magnetic
field B points in the +z direction and is described by the vector potential in the Landau gauge, A = (−yB, 0, 0). Note
that the counterterms include the chemical potential µ and the external field Aµ.
5.4.1. Fermion self-energy in QED in a magnetic field
In order to resolve the limitations of the weak-field expansion, let us now investigate the fermion self-energy and
chiral asymmetry in cold magnetized QED plasma in a strong magnetic field. To this end, we will use a generalized
form of the Landau level representation.
Before presenting the details of the formalism, let us recall that the Ritus method is one of the standard approaches
to treat quantum field theory of charged particles in an external magnetic field [502]. Here, however, we advocate a
different approach that was developed in Ref. [178] in a study of graphene in a magnetic field. From the technical
viewpoint, the key difference between the two methods lies in the use of the complete sets of eigenfunctions of different
operators. In the Ritus method, one uses the eigenfunctions of the operator (pi · γ) with a nontrivial Dirac structure
and, thus, treats both the orbital and spinor parts of the fermion kinematics in a uniform fashion. In the method of
Ref. [178], on the other hand, the eigenfunctions of the scalar operator pi2 are used. This operator includes only the
orbital part of the kinematics and, thus, requires one to treat the spin part separately. The seeming inconvenience of
dealing with the spinor part separately in the second method, in fact, appears to offer many advantages, ranging from
a much more transparent interpretation of various Dirac structures in the propagator and self-energy to significant
technical simplifications in calculations.
To leading order in the coupling constant α = e2/(4π), the fermion self-energy in QED is given by
Σ(u, u′) = −4iπαγµS (u, u′)γνDµν(u − u′), (555)
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where S (u, u′) is the free fermion propagator in magnetic field and Dµν(u − u′) is the free photon propagator.
As is well known, the fermion propagator S (u, u′) in the presence of an external magnetic field is not translation
invariant. It can be written, however, in a form of an overall Schwinger phase (breaking the translation invariance)
and a translation invariant function [42], i.e.,
S (u, u′) = exp [iΦ(r⊥, r′⊥)] ¯S (u − u′), (556)
where the Schwinger phase equals Φ(r⊥, r′⊥) = −eB(x − x′)(y + y′)/2 in the Landau gauge (3). The Fourier transform
of ¯S (u − u′) is presented in Eq. (A.36) in Appendix A.3. The expression in Eq. (555) implies that the self-energy
Σ(u, u′) has an analogous representation
Σ(u, u′) = exp [iΦ(r⊥, r′⊥)] ¯Σ(u − u′), (557)
with the same Schwinger phase as in the propagator.
In the rest of this section, we give a detailed derivation of the expansion of the fermion self-energy over Landau
levels. We will start by writing down the self-energy with all possible Dirac structures in Eq. (555) in coordinate
space. Thus, we have
Σ(u, u′) =
[
−γ0δµ + π3γ3δv3 + (pi⊥ · γ⊥)δv⊥ +M− iγ1γ2µ˜ − γ3γ5∆ − γ0γ5µ5
]
δ4(u − u′), (558)
where π⊥ is the canonical transverse momentum operator, which includes the vector potential. Here, δµ, δv3, δv⊥, M,
µ˜, ∆, and µ5, are functions of the operators −i∂0 and π3, as well as the operator (pi⊥ · γ⊥)2l2.
The eigenvalues of the operator pi2⊥l2 are positive odd integers, 2N+1, where N = 0, 1, 2, . . . is the orbital quantum
number [3]. The corresponding eigenfunctions ψNp(r⊥) are well known and have the following explicit form:
ψNp(r⊥) = 1√
2πl
1√
2N N!
√
π
HN
(y
l + pl sign(eB)
)
e
− 1
2l2 [y+pl2 sign(eB)]2 eipx, (559)
where HN(x) are Hermite polynomials [206]. By making use of the completeness of these eigenfunctions
δ2(r⊥ − r′⊥) =
∞∑
N=0
∫ +∞
−∞
dp ψNp(r⊥)ψ∗Np(r′⊥), (560)
one can rewrite the self-energy (558) in the form
Σ(u, u′) =
∞∑
N=0
∑
s=±
∫ dp0dp3dp
(2π)2 e
−ip0(x0−y0)+ip3(x3−y3)
×
[
−γ0δµ + p3γ3δv3 + (pi⊥ · γ⊥)δv⊥ +M− iγ1γ2µ˜ − γ3γ5∆ − γ0γ5µ5
]
Ps ψNp(r⊥)ψ∗Np(r′⊥), (561)
where δµ, δv3, . . ., µ5 are now functions of p0, p3, and the operator (pi⊥ ·γ⊥)2l2. In Eq. (561), we also inserted the unit
matrix in the form of the sum of spin projectors, i.e., 1 = ∑s=±Ps. It is easy to see that any function of (pi⊥ · γ⊥)2l2
acting on Ps ψNp reduces to a constant in the nth Landau level. This is a consequence of the following identity:
(pi⊥ · γ⊥)2l2 Ps ψNp = −(pi2⊥ − iγ1γ2eB)l2Ps ψNp = −2nPs ψNp, (562)
where n ≡ N + (1+ s)/2 is the standard Landau level quantum number and s = ±1. This allows us to rewrite Eq. (561)
as follows:
Σ(u, u′) =
∞∑
N=0
∑
s=±
∫ dp0dp3dp
(2π)2 e
−ip0(x0−y0)+ip3(x3−y3)
[
− γ0δµn + p3γ3δv3,n + (pi⊥ · γ⊥)δv⊥,n +Mn
−iγ1γ2µ˜n − γ3γ5∆n − γ0γ5µ5,n
]
Ps ψNp(r⊥)ψ∗Np(r′⊥), (563)
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where the coefficient functions δµn, δv3,n, etc., depend on energy p0 and longitudinal momentum p3. Now, by taking
into account the relation
(pi⊥ · γ⊥)lψNp(r⊥) = iγ2
[ √
2(N + 1)P−ψN+1,p(r⊥) −
√
2NP+ψN−1,p(r⊥)
]
(564)
and using formula 7.377 from Ref. [206],
∞∫
−∞
e−x
2
Hm(x + y)Hn(x + z)dx = 2nπ1/2m!zn−mLn−mm (−2yz), (565)
we can perform the integration over p in Eq. (563). As expected, the result takes the form of a product of the Schwinger
phase and a translationally invariant function, i.e.,
Σ(u, u′) = eiΦ(r⊥ ,r′⊥) ¯Σ(u − u′), (566)
where the latter is given by
¯Σ(x) = e
−ξ/2
2πl2
∞∑
n=0
∫ dp0dp3
(2π)2 e
−ip0 x0+ip3 x3
{ (
−γ0δµn + p3γ3δv3,n − iγ1γ2µ˜n − γ3γ5∆n − γ0γ5µ5,n +Mn
)
× [Ln(ξ)P+ + Ln−1(ξ)P−] − il2 (r⊥ · γ⊥)δv⊥,nL1n−1(ξ)
}
, (567)
and ξ = r2⊥/(2l2). Here L−1(ξ) = 0 by definition. Performing the Fourier transform, we finally find the sought
expansion of the fermion self-energy over the Landau levels:
¯Σ(p) = 2e−p2⊥l2
∞∑
n=0
(−1)n
{ (
−γ0δµn + p3γ3δv3,n − iγ1γ2µ˜n − γ3γ5∆n − γ0γ5µ5,n +Mn
)
×
[
Ln(2p2⊥l2)P+ − Ln−1(2p2⊥l2)P−
]
− 2(γ⊥ · p⊥)δv⊥,nL1n−1(2p2⊥l2)
}
. (568)
In what follows, we will drop the δv⊥-type corrections to the self-energy. For the purposes of this study, this is
justified, because such terms neither break the chiral symmetry nor modify the chiral asymmetry of the ground state.
On the other hand, it is necessary to keep the terms with δµ(p) and δv3(p). The reason for this becomes obvious after
noticing that, when restricted to the subspaces of fixed spin projections, δµ(p) and δv3(p) mix up with ∆(p) and µ5(p),
respectively. The argument can be made explicit by making use of the following identities: γ0P± = ±sign(eB)γ3γ5P±
and γ3P± = ±sign(eB)γ0γ5P±. Note that a similar argument also necessitates the inclusion of the anomalous magnetic
moment function µ˜(p) whenever the mass function M(p) is present.
Equation (568) defines the expansion of the fermion self-energy over Landau levels. On the other hand, in the
leading order of perturbation theory, the self-energy is given by Eq. (596). By combining these equations, it is not dif-
ficult to express the dynamical functions δµn, δv3,n, etc., projected onto specific Landau levels, through the self-energy
(596). Multiplying these two equivalent expressions for the fermion self-energy by l2π−1(−1)n′e−p2⊥l2 Ln′ (2p2⊥l2)P± and
integrating over the perpendicular momentum p⊥, we arrive at the following set of equations:[
−γ0δµn + p3γ3δv3,n +Mn − sign(eB)
(
µ˜n + γ
0∆n + γ
3µ5,n
)]
P+ = InP+ , (569)[
−γ0δµn + p3γ3δv3,n +Mn + sign(eB)
(
µ˜n + γ
0∆n + γ
3µ5,n
)]
P− = In−1P− , (570)
where
In = −4i(−1)nαl2
∫ d2k‖d2k⊥d2 p⊥
(2π)4 e
−p2⊥l2 Ln(2p2⊥l2) γµ ¯S (k)γνDµν(p − k). (571)
When the free fermion propagator in Eq. (571) is replaced by the full propagator, which itself is a function of δµn,
δv3,n, etc., the above set of equations will become an infinite set of the Schwinger-Dyson equations for the dynamical
functions.
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From Eqs. (569) and (570), we obtain the following relations which express the dynamical functions projected
onto specific Landau levels through the self-energy (596):
δµn = −14Tr
[
γ0 (InP+ + In−1P−)
]
, (572)
∆n = − sign(eB)4 Tr
[
γ0 (InP+ − In−1P−)
]
, (573)
Mn = 14Tr (InP+ + In−1P−) , (574)
µ˜n = − sign(eB)4 Tr (InP+ − In−1P−) , (575)
p3δv3,n = −14Tr
[
γ3 (InP+ + In−1P−)
]
, (576)
µ5,n = +
sign(eB)
4
Tr
[
γ3 (InP+ − In−1P−)
]
. (577)
The special role of LLL (n = 0) should be noted here. By taking into account that I−1 = 0, we find the following
relations between the pairs of parameters: ∆0 = +sign(eB)δµ0, µ˜0 = −sign(eB)M0, and µ5,0 = −sign(eB)p3δv3,0; i.e.,
only half of them remain independent in LLL. From the physics viewpoint, this reflects the spin-polarized nature of
the lowest energy level.
The dynamical functions ∆n and µ5,n for n ≥ 1 define chiral asymmetry in higher Landau levels. Therefore, these
functions are of the prime interest for us here. In terms of the self-energy (596), we can represent In in Eq. (571) as
follows:
In = (−1)n l
2
π
∫
d2 p⊥e−p
2
⊥l2 Ln(2p2⊥l2) ¯Σ(p). (578)
Using it, we may rewrite Eqs. (573) and (577) in the following perhaps more transparent form:
∆n = − (−1)
n
8
l2
π
sign(eB)
∫
d2 p⊥e−p
2
⊥l2
[
Ln(2p2⊥l2) + Ln−1(2p2⊥l2)
]
Tr
[
γ0 ¯Σ(p)
]
− (−1)
n
8
l2
π
∫
d2 p⊥e−p
2
⊥l2
[
Ln(2p2⊥l2) − Ln−1(2p2⊥l2)
]
Tr
[
γ3γ5 ¯Σ(p)
]
, (579)
µ5,n = +
(−1)n
8
l2
π
sign(eB)
∫
d2 p⊥e−p
2
⊥l2
[
Ln(2p2⊥l2) + Ln−1(2p2⊥l2)
]
Tr
[
γ3 ¯Σ(p)
]
+
(−1)n
8
l2
π
∫
d2 p⊥e−p
2
⊥l2
[
Ln(2p2⊥l2) − Ln−1(2p2⊥l2)
]
Tr
[
γ0γ5 ¯Σ(p)
]
, (580)
where ¯Σ(p) is given by Eq. (596). These expressions will in principle allow us to determine the chiral asymmetry for
fermions in higher Landau levels. In the general case, however, the calculation of these parameters can be done only
with the help of numerical methods.
Before proceeding to the numerical analysis of the chiral asymmetry functions∆n(p3) and µ5,n(p3), it is instructive
to discuss the implications of the well known ultraviolet (UV) divergency in the fermion self-energy function in QED
[425]. In the Pauli-Villars regularization scheme, the self-energy contains the following logarithmically divergent
contribution [425]:
Σ(div)(p) = α
4π
[
−γν(pν + µδ0ν) + 4m
]
ln Λ
2
m2
. (581)
Note that the only effect of a nonzero chemical potential here is to shift p0 → p0 + µ in the vacuum expression
[446, 503]. Of course, the above divergency cannot be affected by the magnetic field. When projected onto Landau
levels as prescribed by Eqs. (579) and (580), this result leads to the following contributions to the chiral asymmetry
functions:
∆(div)n (p3) = −δ0n
α(p0 + µ)
8π sign(eB) ln
Λ2
m2
, (582)
µ
(div)
5,n (p3) = δ0n
αp3
8π sign(eB) ln
Λ2
m2
. (583)
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As we see, the corresponding functions are free of the UV divergences in all, but the lowest Landau level (n = 0).
As explained in detail in Ref. [492], the LLL (n = 0) is very special also because of its spin-polarized nature. As a
consequence, the LLL chiral shift is indistinguishable from the correction to the chemical potential, and the LLL axial
chemical potential is indistinguishable from the correction to the longitudinal velocity. It was concluded, therefore,
that the novel type of the chiral asymmetry is determined exclusively by the dynamical functions ∆n and µ5,n with
n ≥ 1. These functions are of the prime interest for us here. In the next subsection, we take into account that all these
functions are free from the UV divergences and study them using numerical methods.
5.4.2. Fermion self-energy and chiral asymmetry in QED in a weak field
After dropping the common Schwinger phase factor on both sides of Eq. (555), we will arrive at a translation
invariant form of the equation for the self-energy. The Fourier transform of the corresponding relation reads
¯Σ(p) = −4iπα
∫ d4k
(2π)4γ
µ
¯S (k)γνDµν(k − p), (584)
where ¯S (k) is the Fourier transform of the translation invariant part of the fermion propagator and Dµν(q) is the photon
propagator.
Note that, despite the appearance, ¯S (k) is not a conventional momentum-space representation of the fermion
propagator. Strictly speaking, with the Schwinger phase missing, ¯S (u−u′), as well as its Fourier transform, cannot even
be interpreted as an actual propagator. This should be also clear from the physics viewpoint because the transverse
components k⊥ of four-vector kµ are not good quantum numbers for classifying fermionic states in a magnetic field.
To avoid a potential confusion, in what follows, we call k⊥ a pseudomomentum. It is instructive to mention though
that, in the limit of large pseudomomentum or weak magnetic field (i.e., k2⊥ ≫ |eB|), the effect of the Schwinger
phase is negligible and the pseudomomentum can be interpreted as an approximate (or “quasiclassical”) fermion’s
momentum.
In the weak magnetic field limit we use the photon propagator in the Feynman gauge. In momentum space, it
reads
Dµν(q) = −i
gµν
q2
Λ
≡ −i
 gµνq20 − q2 − m2γ + iǫ −
gµν
q20 − q2 − Λ2 + iǫ
 . (585)
Here we introduced a nonzero photon mass mγ which serves as an infrared regulator at the intermediate stages of cal-
culations. Of course, none of the physical observables should depend on this parameter (see, however, Section 5.4.3).
[As is well know since the classical paper of Stueckelberg [504], introducing a photon mass causes no problems in an
Abelian gauge theory, such as QED. The same is not true in non-Abelian theories.] In general, radiative corrections
to the self-energy and axial current density are expected to have logarithmic divergencies in the ultraviolet region.
The corresponding divergencies will be compensated by the vacuum counterterms. As in Ref. [424], we find that the
Feynman regularization of the photon propagator (585) with ultraviolet regularization parameter Λ presents the most
convenient way of regularizing the theory.
By taking into account the Dirac structure of the fermion propagator, it is straightforward to show that the resulting
representation of the self-energy (584) has the following Dirac structures:
¯Σ(p) = −γ0δµ(p) + p3γ3 δv3(p) + (γ⊥ · p⊥)δv⊥(p) +M(p) − iγ1γ2µ˜(p) − γ3γ5∆(p) − γ0γ5µ5(p). (586)
[Compare with Eq. (568).] The first four Dirac structures in Eq. (586) are standard and are present in the fermion
self-energy also when the magnetic field is absent. The functions δµ(p), δv3(p), and δv⊥(p) define the wave-function
renormalization and the modification of the (longitudinal and transverse) fermion velocities. Note that in the absence
of a magnetic field δv3 = δv⊥. The contribution with the unit matrix M(p) gives a correction to the fermion mass
function. As for the last three terms in the self-energy (586), they are present only if there is a magnetic field. The
terms with µ˜(p) and ∆(p) are the anomalous magnetic moment function and chiral shift, respectively. They were
already generated in the study of the NJL model in Section 5.2.2. Here, due to the long-range character of the QED
interaction, however, these functions generally depend on the momentum.
The last term in the self-energy (586) presents a qualitatively new type of contribution in QED. As we show below,
it has the form µ5(p) ≡ p3 f (p), where f (p) is a dimensionless function. This new contribution comes as a result of the
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long-range QED interaction and, thus, has no analog in the NJL model. If µ5(p) were a constant and did not depend
on pseudomomentum, it would be identical with the chiral chemical potential µ5 [38, 505] and would, therefore,
break parity. Considering that neither the external magnetic field nor the electromagnetic interaction breaks parity, the
genuine chiral chemical potential cannot be generated in perturbation theory. Instead, we find that the function µ5(p)
in the self-energy (586) is an odd function of the p3-component of momentum and, therefore, is even under parity.
To linear order in B, the translation invariant part of the free fermion propagator in the pseudomomentum repre-
sentation has the following structure:
¯S (k) = ¯S (0)(k) + ¯S (1)(k) + · · · , (587)
where ¯S (0) is the free fermion propagator in the absence of magnetic field and ¯S (1) is the linear in the magnetic field
part. Both of them are derived in Appendix A.3 by making use of a generalized Schwinger parametrization when the
chemical potential is nonzero. The final expressions for ¯S (0) and ¯S (1) can be also rendered in the following equivalent
form:
¯S (0)(k) = i (k0 + µ)γ
0 − k · γ + m
(k0 + µ + iǫ sign(k0))2 − k2 − m2 (588)
and
¯S (1)(k) = γ1γ2eB (k0 + µ)γ
0 − k3γ3 + m[(k0 + µ + iǫ sign(k0))2 − k2 − m2]2 . (589)
The self-energy at zero magnetic field
¯Σ(0)(p) = −4iπα
∫ d4k
(2π)4γ
µ
¯S (0)(k)γνDµν(p − k) (590)
determines the counterterms δ2 and δm in Eq. (554). To calculate the self-energy (590), we will use the generalized
Schwinger parametrization of the fermion propagator ¯S (0)(k), see Eq. (A.44) in Appendix A.3. Such a representation
allows a natural separation of the propagator (as well as the resulting self-energy) into the “vacuum” and “matter”
parts. The former is very similar to the usual vacuum self-energy in QED in the one-loop approximation. The only
difference will be the appearance of p0+µ instead of p0. The matter part is an additional contribution that comes from
the δ-function contribution in Eq. (A.46). Unlike the vacuum part, the matter one has no ultraviolet divergences and
vanishes when |µ| < m.
The explicit expression for the vacuum part reads
¯Σ
(0)
vac(p) =
α
2π
∫ 1
0
dx
{
2m − x
[
(p0 + µ)γ0 − p · γ
]}
ln xΛ
2
(1 − x)m2 + xm2γ − x(1 − x)
[(p0 + µ)2 − p2] . (591)
Note that, while the integral over x can be easily calculated, we keep the result in this more compact form. We see
that the self-energy (591) becomes identical with the well-known vacuum self-energy in QED in the Feynman gauge
after performing the substitution p0 + µ → p0 [425]. Further, using Eq. (591), we find that the counterterms in (554)
are defined as follows [425]:
δ2 =
d ¯Σ(0)vac(p)
d6P
∣∣∣∣ 6P=m = − α2π
12 ln Λ
2
m2
+ ln
m2γ
m2
+
9
4
 , (592)
δm = m − m0 = ¯Σ(0)vac(p)
∣∣∣∣6P=m = 3α4πm
(
ln Λ
2
m2
+
1
2
)
, (593)
where P = (p0+µ, p). Note that the fermion wave function renormalization constant is defined as follows: Z2 = 1+δ2.
For completeness, let us calculate the additional matter part of the self-energy due to the filled fermion states given
by
¯Σ
(0)
mat(p) = −
iα
π2
∫ 0
−µ
dk0
∫
d3k (k0 + µ)γ
0 − k · γ − 2m
(k0 − p0)2 − (k − p)2 δ
[
(k0 + µ)2 − k2 − m2
]
. (594)
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After performing the integration over the energy and spatial angular coordinates, we find
¯Σ
(0)
mat(p) = −
α
π
∫ √µ2−m2
0
kdk
|p|
{
1
2
(
γ0 − 2m√
k2 + m2
)
ln
(p0 + µ −
√
m2 + k2)2 − (k − |p|)2
(p0 + µ −
√
m2 + k2)2 − (k + |p|)2
− k(p · γ)
|p|
√
m2 + k2
1 + k2 + p2 − (p0 + µ −
√
m2 + k2)2
4k|p| ln
(p0 + µ −
√
m2 + k2)2 − (k − |p|)2
(p0 + µ −
√
m2 + k2)2 − (k + |p|)2

}
. (595)
While the remaining integral over the absolute value of the momentum k can be also performed, the result will take a
rather complicated form that will not add any clarity.
The linear in the magnetic field correction to the translation invariant part of the fermion self-energy in a magnetic
field reads
¯Σ(1)(p) = −4iπα
∫ d4k
(2π)4 γ
µ
¯S (1)(k)γνDµν(p − k). (596)
This correction, which in particular contains a chiral shift parameter term, is analyzed below. We will also use this
expression in the derivation of leading radiative corrections to the axial current density in Section 5.4.3.
To linear order in the magnetic field, the vacuum part of the self-energy is given by Eq. (596). As shown in
Appendix A.3, the explicit form of the linear order contribution to the fermion propagator reads [446]
¯S (1)(k) = −eB
{∫ ∞
0
sds eis[(k0+µ)2−m2−k2+iǫ]+2iπθ(|µ|−|k0|)θ(−k0µ)δ′
[
(k0 + µ)2 − m2 − k2
] } [
(k0 + µ)γ0 − k3γ3 + m
]
γ1γ2.
(597)
Note that ¯S (1)(k) splits naturally into the “vacuum” and “matter” parts, with the latter containing the δ function.
[Note that the vacuum part is not precisely reflecting the nature of the first contribution, because it depends on the
chemical potential.] It is convenient to treat the two pieces separately in the calculation of the self-energy.
To linear order in the magnetic field, the vacuum part of the self-energy is given by
¯Σ
(1)
vac(p) = −8iπαeB
∫ ∞
0
dτ
∫ ∞
0
sds
∫ d4k
(2π)4 e
is[(k0+µ)2−m2−k2]+iτ[(p0−k0)2−(p−k)2] [(k0 + µ)γ0 − k3γ3] γ1γ2
=
αeB
2π
[
(p0 + µ)γ0 − p3γ3
]
γ1γ2
∫ ∞
0
∫ ∞
0
sτdsdτ
(s + τ)3 e
−ism2+i sτ
s+τ [(p0+µ)2−p2]
=
αeB
2π
iγ1γ2
(p0 + µ)γ0 − p3γ3
(p0 + µ)2 − p2
[
1 + m
2
(p0 + µ)2 − p2
(
ln |m
2 + p2 − (p0 + µ)2|
m2
− iπθ[...]
)]
, (598)
where the imaginary part is nonzero when (p0 + µ)2 − p2 > m2. Note that this expression simplifies a lot in the chiral
limit.
To the same linear order in the magnetic field, the matter part of the self-energy is given by
¯Σ
(1)
mat(p) =
αeB
π2
iγ1γ2
∫
d4k (k0 + µ)γ
0 − k3γ3
(p0 − k0)2 − (p − k)2 θ(|µ| − |k0|)θ(−k0µ)δ
′ [(k0 + µ)2 − m2 − k2] . (599)
We would like to emphasize that Eqs. (598) and (599) imply that only the chiral asymmetric structures ∆ and µ5 are
generated in the fermion self-energy (586) in the linear in B approximation. The vacuum contributions to the chiral
shift and the chiral chemical potential terms are
∆vac(p) = iα(p0 + µ)eB
2π
[(p0 + µ)2 − p2]2
(
(p0 + µ)2 − p2 + m2 ln |m
2 + p2 − (p0 + µ)2|
m2
− iπm2 θ
[
(p0 + µ)2 − p2 − m2
])
,
(600)
and
µvac5 (p) = −
p3
p0 + µ
∆vac, (601)
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respectively. The corresponding matter contributions are given by
∆mat(p) = αeB4π|p| ln
p20 − (|p| −
√
µ2 − m2)2
p20 − (|p| +
√
µ2 − m2)2
− αeB
√
µ2 − m2
2π[p2 − (p0 + µ)2] −
αeBm2(p0 + µ)
2π
[(p0 + µ)2 − p2]2 ln
µ −
√
µ2 − m2
µ +
√
µ2 − m2
− αeB8π|p|
 (p0 + µ + |p|)2 − m2(p0 + µ + |p|)2 ln
p0 + |p| −
√
µ2 − m2
p0 + |p| +
√
µ2 − m2
− (p0 + µ − |p|)
2 − m2
(p0 + µ − |p|)2 ln
p0 − |p| −
√
µ2 − m2
p0 − |p| +
√
µ2 − m2
 ,
(602)
and
µmat5 (p) =
αeBp3
2πp2
( (p0 + µ)√µ2 − m2
p2 − (p0 + µ)2 +
µ2 + p0(p0 + µ) − p2 + m2
2pµ
ln
p20 − (|p| −
√
µ2 − m2)2
p20 − (|p| +
√
µ2 − m2)2
+
3(p0 + µ)(p0 + µ + |p|)2 + m2(p0 + µ + 2|p|)
4|p|(p0 + µ + |p|)2 ln
p0 + |p| −
√
µ2 − m2
p0 + |p| +
√
µ2 − m2
− 3(p0 + µ)(p0 + µ − |p|)
2 + m2(p0 + µ − 2|p|)
4|p|(p0 + µ − |p|)2 ln
p0 − |p| −
√
µ2 − m2
p0 − |p| +
√
µ2 − m2
)
. (603)
Eqs. (601) and (603) show that µ5(p) is indeed an odd function of p3, and, therefore, it does not break parity.
It is useful to consider some particular limits of the obtained expressions. The first interesting case corresponds
to the behavior of the chiral shift and chiral chemical potential on the Fermi surface, i.e., for p0 → 0 and |p| → pF ≡√
µ2 − m2. We have
∆ = ∆mat + ∆vac ≃ −αeBµ
πm2
(
ln m
2
2µ (|p| − pF) − 1
)
, (604)
µ5 = µ
mat
5 + µ
vac
5 ≃
αeBµ cos θ
πm2
(
ln m
2
2µ (|p| − pF) − 1
)
, (605)
where cos θ = p3/p; i.e., θ is the angle between the magnetic field and momentum. Furthermore, Eqs. (600) through
(603) simplify strongly in the chiral limit, where, for µ > 0,
¯Σ(1)(p) ≃ αeB
2π
γ3γ5
 p0 + 2µ(p0 + µ)2 − p2 −
1
4|p| ln
p20 − (|p| + µ)2
p20 − (|p| − µ)2

− αeB
2π
γ0γ5
p3
p2
µ(p0 + µ) + p2(p0 + µ)2 − p2 +
µ − p0
4|p| ln
p20 − (|p| − µ)2
p20 − (|p| + µ)2
 . (606)
The dispersion relations for fermion quasiparticles in a weak magnetic field can be formally obtained by consider-
ing the location of the poles of the fermion propagator. In the limit of large pseudomomentum or weak magnetic field
(i.e., k2⊥ ≫ |eB|), the effects of the Schwinger phase can be neglected and pseudomomentum can be interpreted as an
approximate (or “quasiclassical”) fermion’s momentum. Then, the poles of the fermion propagator are defined by the
following equation:
det
[
i ¯S −1(p) − Σ(p)
]
= 0. (607)
To determine the dispersion relations from Eq. (607), we should define the inverse free propagator in the pseudo-
momentum representation. This is not difficult to do by following the procedure given in Section 5.4.1. The inverse
free propagator in the coordinate space is defined as follows:
iS −1(u, u′) =
(
iγνDν + µγ0 − m
)
δ4(u − u′). (608)
By making use of Eq. (560), one can rewrite the inverse free propagator (608) in the form
iS −1(u, u′) =
∞∑
N=0
∫ dp0dp3dp e−ip0(x0−y0)+ip3(x3−y3)
(2π)2
[
(p0 + µ)γ0 − p3γ3 − (pi⊥ · γ⊥) − m
]
ψNp(r⊥)ψ∗Np(r′⊥). (609)
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After taking into account the identity in Eq. (564) and the table integral in Eq. (565), we can easily perform the
integration over the quantum number p. Just like in the case of the self-energy, the result takes the form of a product
of the standard Schwinger phase and a translationally invariant function, i.e.,
iS −1(u, u′) = eiΦ(r⊥ ,r′⊥)i ¯S −1(u − u′). (610)
The translationally invariant function is given by
i ¯S −1(x) = e
−ξ/2
2πl2
∞∑
n=0
∫ dp0dp3
(2π)2 e
−ip0 x0+ip3 x3
{ [
(p0 + µ)γ0 − p3γ3 − m
] [
Ln(ξ)P+ + Ln−1(ξ)P−] + il2 (r⊥ · γ⊥)L1n−1(ξ)
}
,
(611)
where ξ = r2⊥/(2l2). By performing the Fourier transform, we finally arrive at the following expansion of the trans-
lation invariant part of the inverse free propagator over Landau levels [compare with the corresponding expansion of
the self-energy in Eq. (568)]:
i ¯S −1(p) = 2e−p2⊥l2
∞∑
n=0
(−1)n
{ [
(p0 + µ)γ0 − p3γ3 − m
] [
P+Ln(2p2⊥l2) − P−Ln−1(2p2⊥l2)
]
+2(γ⊥ ·p⊥)L1n−1(2p2⊥l2)
}
. (612)
Interestingly, by performing the summation over Landau levels in this expression using formula (33), we obtain
i ¯S −1(p) = (p0 + µ)γ0 − (γ⊥ · p⊥) − p3γ3 − m. (613)
This is a remarkable result, because it means that the translation invariant part of the inverse free propagator in a
magnetic field is identical to the inverse free propagator in the absence of a magnetic field. Therefore, for the inverse
free propagator, only the Schwinger phase contains information about the presence of a magnetic field.
For the free propagator in the weak field limit, the dependence on the Landau level index [which is the eigenvalue
of the operator − 12 (pi⊥ · γ⊥)2l2] can be unambiguously replaced by the square of the transverse momentum, i.e.,
2n|eB| → p2⊥. Therefore, when using the pseudomomentum representation in Eq. (607), we can interpret p2⊥ as a
convenient shorthand substitution for 2n|eB|. Indeed, this is natural in the weak field limit, when the quantization
of Landau levels is largely irrelevant. This implies the standard dispersion relation p0 = −µ ±
√
p2⊥ + p23 + m2, or
equivalently p0 = −µ ±
√
2n|eB|+ p23 + m2 after the substitution p2⊥ → 2n|eB|.
By making use of the chiral representation of the Dirac γ matrices, the inverse free propagator (613), and the
self-energy in the weak magnetic field limit, Eq. (607) can be rewritten in the following equivalent form:
det
(
p0 + µ − (σ⊥ · p⊥) + (∆ − p3)σ3 + µ5 m
m p0 + µ + (σ⊥ · p⊥) + (∆ + p3)σ3 − µ5
)
= 0, (614)
where σ are Pauli matrices. Calculating the determinant, we obtain[
(p0 + µ − µ5)2 − p2⊥ − (p3 + ∆)2
] [
(p0 + µ + µ5)2 − p2⊥ − (p3 − ∆)2
]
− 2m2
[
(p0 + µ)2 + ∆2 − p2⊥ − p23 − µ25
]
+ m4 = 0.
(615)
This expression can be factorized to produce two equations for predominantly left-handed and predominantly right-
handed particles:
(p0 + µ)2 − p2⊥ − p23 − m2 − ∆2 + µ25 − 2
√
(p3∆ + µ5(p0 + µ))2 + m2(∆2 − µ25) = 0, (616)
(p0 + µ)2 − p2⊥ − p23 − m2 − ∆2 + µ25 + 2
√
(p3∆ + µ5(p0 + µ))2 + m2(∆2 − µ25) = 0. (617)
By making use of the analytical results for the self-energy obtained in Eqs. (600) – (603) and the dispersion relations
that follow from Eqs. (616) and (617), we can easily write down the equations for the Fermi surfaces of both types
of particles. Namely, we take p0 = 0 and solve for p3 as a function of p⊥. The results are shown in the left panel of
Fig. 36 in the case of the physical value of the fine structure constant (α = 1/137) and the magnetic field |eB| = 0.1µ2.
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Figure 36: Asymmetry of the Fermi surface for predominantly left-handed and right-handed particles for |eB| = 0.1µ2 and α = 1/137.
In order to clearly demonstrate the magnitude of the effect, in the right panel of Fig. 36 we also plot the difference
between the longitudinal momenta with and without the inclusion of the interaction induced chiral asymmetry.
As the results in Fig. 36 demonstrate, the Fermi surface of the predominantly left-handed particles is slightly
shifted in the direction of the magnetic field, while the Fermi surface of the predominantly right-handed particles is
slightly shifted in the direction opposite of the magnetic field. This is in qualitative agreement with the finding in the
NJL model [445]. In the case of QED with its long-range interaction, however, the chiral asymmetry of the Fermi
surfaces comes not only from the ∆ function, but also from the new function µ5(p) ≡ p3 f (p). Also, unlike in the NJL
model, both of these functions have a nontrivial dependence on the particles’ momenta. In particular, they reveal a
logarithmic enhancement of the asymmetry near the Fermi surface.
As we see, the chiral asymmetry in QED is in qualitative agreement with the earlier results in the NJL model. In
both models, the Fermi surfaces of the left- and right-handed fermions are shifted relative to each other in momentum
space in the direction of the magnetic field. Also, in both cases, the chiral asymmetry in the ground state of magnetized
matter is the source of the radiative corrections to the axial current density.
5.4.3. Radiative corrections to axial current density
The renormalization group invariant axial current density, which is a quantity of the principal interest here, is
given by
〈 j35〉 = −Z2tr
[
γ3γ5G(x, x)
]
, (618)
where G(u, u′) is the full fermion propagator and Z2 = 1 + δ2 is the wave function renormalization constant of the
fermion propagator, cf. Eq. (554).
To the first order in the coupling constant α = e2/(4π), the propagator reads
G(u, u′) = S (u, u′) + i
∫
d4ud4vS (x, u)Σ(u, v)S (v, y)+ i
∫
d4ud4vS (x, u)Σct(u, v)S (v, y), (619)
where S (u, u′) is the free fermion propagator in the magnetic field, Σ(u, v) is the one-loop fermion self-energy, and
Σct(u, v) is the counterterm contribution to the self-energy. The structure of the counterterm contribution is determined
by the last two terms in the Lagrangian density (554).
Below, we make use of the weak magnetic field expansion in the calculation of the axial current density. Such an
expansion is straightforward to obtain from the general expression in Eq. (618) and the representation (619) for the
fermion propagator. For the fermion propagator to linear in B order, we have
S (u, u′) = ¯S (0)(u − u′) − ie
∫
d4z ¯S (0)(x − z)γν ¯S (0)(z − y)Aν(z). (620)
Further, by making use of Eq. (620), the weak field expansion of the self-energy follows from the definition in
Eq. (555). (Note that the photon propagator is independent of the magnetic field to this order.) Combining all pieces
together, we can find the complete expression for the leading radiative corrections to the axial current (618) in the
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Figure 37: The leading radiative corrections to the axial current in the linear in magnetic field approximation. Solid and wavy lines correspond to
the fermion and photon propagators, respectively. Double solid lines describe the axial current insertions and the external wavy lines attached to
the fermion loops indicate the insertions of the external gauge field.
approximation linear in the magnetic field. In this framework, the diagrammatical representation for the leading
radiative corrections to the axial current is shown in Fig. 37 (for simplicity, we do not display the contributions due to
counterterms).
As follows from Gauss’s law, the consistent description of the dynamics in QED at finite density requires the
overall neutrality of the system. The neutralizing background can be provided, for example, by protons (in neutron
stars) or nuclei (in white dwarfs). This implies that all tadpole diagrams should cancel. In the diagrammatic form of
the expression for the axial current in Fig. 37, this corresponds to removing the one-particle reducible diagram (not
shown in Fig. 37) that is made of two fermion loops connected by a photon line.
Instead of using the expansion for the free propagator in Eq. (620), we find it much more convenient to utilize
the Schwinger form of the fermion propagator (556), which consists of a simple phase, that breaks the translation
invariance, and a translation invariant function. Taking into account that the Schwinger phase Φ(r⊥, r′⊥) is linear in
magnetic field, we arrive at the following alternative form of the weak field expansion of the fermion propagator in
the linear in B approximation:
S (u, u′) = ¯S (0)(u − u′) + iΦ(r⊥, r′⊥) ¯S (0)(u − u′) + ¯S (1)(u − u′), (621)
where ¯S (0)(u − u′) and ¯S (1)(u − u′) are the zeroth- and first-order terms in powers of B in the translation invariant part
of the propagator. [For the explicit forms of their Fourier transforms see Eqs. (588) and (589) above.] Of course, the
representations in Eqs. (620) and (621) are equivalent. One can check this explicitly, for example, by making use of
the Landau gauge for the external field Aν.
Furthermore, Eq. (555) implies that a similar expansion takes place also for the fermion self-energy
Σ(u, v) = ¯Σ(0)(u − v) + iΦ(u, v) ¯Σ(0)(u − v) + ¯Σ(1)(u − v). (622)
The Fourier transforms of the self-energies ¯Σ(0)(u−u′) and ¯Σ(1)(u−u′) are given by Eqs. (590) and (596), respectively.
Omitting the noninteresting zeroth order in B contribution in Eq. (619), we arrive at the following linear in B
contribution to the propagator:
G(1)(x, x) = ¯S (1)(x, x) + i
∫
d4ud4v
[
¯S (1)(x − u) ¯Σ(0)(u − v) ¯S (0)(v − x) + ¯S (0)(x − u) ¯Σ(0)(u − v) ¯S (1)(v − x)
]
+ i
∫
d4ud4v
[
¯S (0)(x − u) ¯Σ(1)(u − v) ¯S (0)(v − x)
]
−
∫
d4ud4v [Φ(x, u) + Φ(u, v) + Φ(v, x)] ¯S (0)(x − u) ¯Σ(0)(u − v) ¯S (0)(v − x). (623)
Noting that Φ(x, u)+Φ(u, v)+Φ(v, x) = eB2 [(x1 − u1)(v2 − x2) − (v1 − x1)(x2 − u2)] is a translation invariant function,
it is convenient to switch to the momentum space on the right-hand side of Eq. (623). The result reads
G(1)(x, x) =
∫ d4 p
(2π)4
¯S (1)(p) + i
∫ d4 p
(2π)4
[
¯S (1)(p) ¯Σ(0)(p) ¯S (0)(p) + ¯S (0)(p) ¯Σ(0)(p) ¯S (1)(p) + ¯S (0)(p) ¯Σ(1)(p) ¯S (0)(p)
]
+
eB
2
∫ d4 p
(2π)4
[
∂ ¯S (0)(p)
∂p1
¯Σ(0)(p)∂
¯S (0)(p)
∂p2
− ∂
¯S (0)(p)
∂p2
¯Σ(0)(p)∂
¯S (0)(p)
∂p1
]
. (624)
By substituting this into the definition in Eq. (618), we obtain the following expression for the axial current density:
〈 j35〉 = 〈 j35〉0 + 〈 j35〉α, (625)
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where
〈 j35〉0 = −
∫ d4 p
(2π)4 tr
[
γ3γ5 ¯S (1)(p)
]
(626)
is the contribution to the axial current in the free theory and
〈 j35〉α = −
eB
2
∫ d4 p
(2π)4 tr
[
γ3γ5
∂ ¯S (0)(p)
∂p1
¯Σ(0)(p)∂
¯S (0)(p)
∂p2
− γ3γ5 ∂
¯S (0)(p)
∂p2
¯Σ(0)(p)∂
¯S (0)(p)
∂p1
]
− i
∫ d4 p
(2π)4 tr
[
γ3γ5 ¯S (1)(p) ¯Σ(0)(p) ¯S (0)(p) + γ3γ5 ¯S (0)(p) ¯Σ(0)(p) ¯S (1)(p) + γ3γ5 ¯S (0)(p) ¯Σ(1)(p) ¯S (0)(p)
]
+ 〈 j35〉ct
(627)
defines the leading radiative corrections to the axial current. The counterterm contribution 〈 j35〉ct in Eq. (627) contains
all the contributions with δ2 and δm. Its explicit form will be given later, see Eq. (653).
It is instructive to start from investigating the structure of Eq. (625) in the free theory (i.e., to the zeroth order in
α). By making use of the explicit form of ¯S (1)(k) in Eq. (589), we straightforwardly derive the following contribution
to the axial current density:
〈 j35〉0 =
eB sign(µ)
4π3
∫
d3k δ(µ2 − k2 − m2) = eB sign(µ)
2π2
√
µ2 − m2, (628)
which coincides, of course, with the very well-known topological contribution [39]. Note that in contrast to the
approach using the expansion over the Landau levels, where the contribution to 〈 j35〉0 comes only from the filled LLL
states, the origin of the same topological contribution in the formalism of weak magnetic fields is quite different.
As Eq. (628) implies, it comes from the Fermi surface and, therefore, provides a dual description of the topological
contribution in this formalism. (Interestingly, the origin of the topological contribution in the weak field analysis
above may have some similarities with the Wigner function formalism [479, 480].)
By substituting the propagators (588) and (589) into Eq. (627), we find the following leading radiative corrections
to the axial current:
〈 j35〉α = −32παeB
∫ d4 p d4k
(2π)8
1
(P − K)2
Λ
[ (k0 + µ)[(p0 + µ)2 + p2⊥ − p23 − m2] − 2(p0 + µ)(p1k1 + p2k2)
(P2 − m2)3(K2 − m2)
−2 (p0 + µ)(p1k1 + p2k2 + 2k3 p3 + 4m
2) − (k0 + µ)[(p0 + µ)2 + p23 + m2]
(P2 − m2)3(K2 − m2)
− (k0 + µ)[(p0 + µ)
2 − p2⊥ + p23 + m2] − 2(p0 + µ)p3k3
(P2 − m2)2(K2 − m2)2
]
+ 〈 j35〉ct
= −32παeB
∫ d4 p d4k
(2π)8
1
(P − K)2
Λ
[ (k0 + µ)[3(p0 + µ)2 + p2 + m2] − 4(p0 + µ)(p · k + 2m2)
(P2 − m2)3(K2 − m2)
− (k0 + µ)[3(p0 + µ)
2 − p2 + 3m2] − 2(p0 + µ)(p · k)
3(P2 − m2)2(K2 − m2)2
]
+ 〈 j35〉ct. (629)
Here we use the shorthand notation K2 = [k0 + µ+ iǫ sign(k0)]2 − k2 and P2 = [p0 + µ+ iǫ sign(p0)]2 − p2. As for the
definition of (P−K)2
Λ
, it follows Eq. (585). Furthermore, the following replacements have been made in the integrand:
p2⊥ → 23 p2, p23 → 13 p2, and p3k3 → 13 (p · k). These replacements are allowed by the rotational symmetry of the other
parts of the integrand.
It is convenient to represent Eq. (629) as follows:
〈 j35〉α = −32παeB
∫ d4 pd4k
(2π)8
1
(P − K)2
Λ
[
4(p0 + µ)[(k0 + µ)(p0 + µ) − p · k − 2m2]
(P2 − m2)3(K2 − m2) −
(k0 + µ)
(P2 − m2)2(K2 − m2)
− (k0 + µ)[3(p0 + µ)
2 − p2 + 3m2 − 2(p · k)]
3(P2 − m2)2(K2 − m2)2
]
+ 〈 j35〉ct. (630)
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Since the denominators of the integrand in this expression contain the factors (P2−m2)n and (K2−m2)n, with n = 2, 3,
which vanish on the Fermi surface, the integrand in (630) is singular there. Therefore, one should carefully treat the
singularities in the calculation of the axial current. For this, we find it very convenient to use the following identity
valid for all integers n ≥ 1:
1[[k0 + µ + iǫ sign(k0)]2 − k2 − m2]n =
1[(k0 + µ)2 − k2 − m2 + iǫ]n
+
2πi(−1)n−1
(n − 1)! θ(|µ| − |k0|)θ(−k0µ)δ
(n−1) [(k0 + µ)2 − k2 − m2] , (631)
which can be obtained from Eq. (A.40) in Appendix A.3 by differentiating it n − 1 times with respect to m2. Since
the first term on the right-hand side has the pole prescription as in the theory without the filled fermion states, we
call it the “vacuum” part. The second term in this expression takes care of the filled fermion states, and we call it the
“matter” part.
One can also obtain another useful relation by differentiating Eq. (631) with respect to energy k0,
∂
∂k0
(
1[[k0 + µ + iǫ sign(k0)]2 − m2 − k2]n
)
= − 2n(k0 + µ)[[k0 + µ + iǫ sign(k0)]2 − m2 − k2]n+1
+
2πi(−1)nsign(µ)
(n − 1)! δ
(n−1) [(k0 + µ)2 − k2 − m2] [δ(k0) − δ(k0 + µ)] ,
(632)
where we made use of Eq. (631) the second time, albeit with n → n+ 1, in order to render the result on the right-hand
side in the form of the (n+ 1)th order pole with the conventional iǫ prescription at nonzero µ. In addition, we used the
following easy to derive result:
∂
∂k0
[
θ(|µ| − |k0|)θ(−k0µ)] = sign(µ) [δ(k0 + µ) − δ(k0)] . (633)
We note that δ(k0 + µ) in the last term on the right-hand side of Eq. (632) never contributes. Indeed, this δ function
is nonvanishing only when k0 + µ = 0. It multiplies, however, another δ function, which is nonvanishing only when
(k0 + µ)2 − k2 − m2 = 0. Since the two conditions cannot be simultaneously satisfied, the corresponding contribution
is trivial. After taking this into account, we finally obtain
∂
∂k0
(
1[[k0 + µ + iǫ sign(k0)]2 − m2 − k2]n
)
= − 2n(k0 + µ)[[k0 + µ + iǫ sign(k0)]2 − m2 − k2]n+1
+
2πi(−1)nsign(µ)
(n − 1)! δ
(n−1) (µ2 − k2 − m2) δ(k0). (634)
Now, by making use of the above identities, we can proceed to the calculation of 〈 j35〉α in Eq. (630). We start by
simplifying the corresponding expression using integrations by parts. Note that the Λ-regulated representation has
nice convergence properties in the ultraviolet and, therefore, all integrations by parts in the analysis that follows will
be perfectly justified.
The first term in 〈 j35〉α in Eq. (630) is proportional to p0+µ and contains (P2−m2)3 in the denominator. Therefore,
we use identity (634) with n = 2 and k → p, i.e.,
4(p0 + µ)(
P2 − m2)3 = −
∂
∂p0
(
1
(P2 − m2)2
)
+ 2iπδ′
[
µ2 − m2 − p2
]
δ(p0). (635)
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Using it, we rewrite the first term in the integrand of Eq. (630) as follows:
1st = f1 − 32αeB
∫ d4 pd4k
(2π)8
(k0 + µ)(p0 + µ) − p · k − 2m2
(P − K)2
Λ
(K2 − m2)
∂
∂p0
( −1
(P2 − m2)2
)
= f1 − 32αeB
∫ d4 pd4k
(2π)8
1
(P2 − m2)2
∂
∂p0
 (k0 + µ)(p0 + µ) − p · k − 2m2(P − K)2
Λ
(K2 − m2)

= f1 − 32αeB
∫ d4 pd4k
(2π)8
1
(P2 − m2)2
 (k0 + µ)(P − K)2
Λ
(K2 − m2) +
(k0 + µ)(p0 + µ) − p · k − 2m2
(K2 − m2)
∂
∂p0
1
(P − K)2
Λ
 ,
(636)
where the singular “matter” term, containing the derivative of a δ function at the Fermi surface, was separated into a
new function,
f1 = −64iπ2αeB
∫ d4 pd4k
(2π)8
(k0 + µ)(p0 + µ) − p · k − 2m2
(P − K)2
Λ
(K2 − m2) δ
′ [µ2 − m2 − p2] δ(p0). (637)
We note that the first term in the parentheses in Eq. (636) cancels with the second term in the integrand of Eq. (630).
Then, by using
∂
∂p0
1
(P − K)2
Λ
= − ∂
∂k0
1
(P − K)2
Λ
(638)
and integrating by parts, we find that the sum of the first and second terms in the integrand of Eq. (630) is equal to
I1,2 = f1 − 32αeB
∫ d4 pd4k
(2π)8
1
(P − K)2
Λ
(P2 − m2)2
(
p0 + µ
(K2 − m2) +
[
(k0 + µ)(p0 + µ) − p · k − 2m2
] ∂
∂k0
1
(K2 − m2)
)
= f1 + f2 − 32αeB
∫ d4 pd4k
(2π)8
1
(P − K)2
Λ
( (p0 + µ)
(P2 − m2)2(K2 − m2) − 2(k0 + µ)
(k0 + µ)(p0 + µ) − p · k − 2m2
(P2 − m2)2(K2 − m2)2
)
.
(639)
Note that here we used the identity
∂
∂k0
(
1
K2 − m2
)
=
−2(k0 + µ)(
K2 − m2)2 − 2iπδ
(
µ2 − m2 − k2
)
δ(k0), (640)
which follows from Eq. (634) with n = 1, and introduced another function, which contains the leftover contribution
with the δ function,
f2 = 64iπ2αeB
∫ d4 pd4k
(2π)8
(k0 + µ)(p0 + µ) − p · k − 2m2
(P − K)2
Λ
(P2 − m2)2 δ
(
µ2 − m2 − k2
)
δ(k0). (641)
It is convenient to make the change of variables p → k and k → p in the first term in Eq. (639). Then, the two terms
in the integrand can be combined, resulting in
I1,2 = f1 + f2 − 32αeB
∫ d4 pd4k
(2π)8
(k0 + µ)
[
−(p0 + µ)2 − p2 + 2p · k + 3m2
]
(P − K)2
Λ
(P2 − m2)2(K2 − m2)2 . (642)
Finally, by combining the result in Eq. (642) with the last term in the integrand of Eq. (630), we obtain
〈 j35〉α = f1 + f2 +
64
3 παeB
∫ d4 pd4k
(2π)8
(k0 + µ)
(P − K)2
Λ
3(P2 − m2) + 4p · (p − k)
(P2 − m2)2(K2 − m2)2 + 〈 j
3
5〉ct. (643)
Using the identity in Eq. (640) once again, we rewrite the last expression as follows:
〈 j35〉α = f1 + f2 + f3 + 〈 j35〉ct −
64
3 παeB
∫ d4 pd4k
(2π)8
(k0 − p0)
(P − K)4
Λ
(
3
(P2 − m2)(K2 − m2) +
4p · (p − k)
(P2 − m2)2(K2 − m2)
)
, (644)
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where
f3 = −64iπ
2αeB
3
∫ d4 pd4k
(2π)8
3(P2 − m2) + 4p · (p − k)
(P − K)2
Λ
(P2 − m2)2 δ
(
µ2 − m2 − k2
)
δ(k0). (645)
Since the first term of the integrand in Eq. (644) is odd under the exchange p ↔ k, its contribution vanishes, and we
obtain
〈 j35〉α = f1 + f2 + f3 + 〈 j35〉ct −
64
3 παeB
∫ d4 pd4k
(2π)8
(k0 − p0)
(P − K)4
Λ
4p · (p − k)
(P2 − m2)2(K2 − m2) . (646)
Finally, by making use of the identity
p · (p − k)
(P − K)4
Λ
=
1
2
p · ∇k −1(P − K)2
Λ
(647)
and integrating by parts, we derive
〈 j35〉α = f1 + f2 + f3 + 〈 j35〉ct −
64
3 παeB
∫ d4 pd4k
(2π)8
2(k0 − p0)
(P2 − m2)2(K2 − m2)p · ∇k
−1
(P − K)2
Λ
= f1 + f2 + f3 + 〈 j35〉ct −
64
3 παeB
∫ d4 pd4k
(2π)8
2(k0 − p0)
(P − K)2
Λ
(P2 − m2)2 p · ∇k
1
(K2 − m2)
= f1 + f2 + f3 + 〈 j35〉ct −
64
3 παeB
∫ d4 pd4k
(2π)8
4(k0 − p0)p · k
(P − K)2
Λ
(P2 − m2)2(K2 − m2)2
= f1 + f2 + f3 + 〈 j35〉ct, (648)
where the last integral term in the second to the last line of Eq. (648) vanishes because it is odd under the exchange
p ↔ k. Collecting together all contributions, i.e., f1 in Eq. (637), f2 in Eq. (641) and f3 in Eq. (645), we have the
following leading radiative corrections to the axial current:
〈 j35〉α = −64iπ2αeB
∫ d4 pd4k
(2π)8
[ (k0 + µ)(p0 + µ) − p · k − 2m2
(P − K)2
Λ
(K2 − m2) δ
′ [µ2 − m2 − p2] δ(p0)
+
3(p0 + µ)2 − 3(k0 + µ)(p0 + µ) + p2 − p · k + 3m2
3(P − K)2
Λ
(P2 − m2)2 δ
(
µ2 − m2 − k2
)
δ(k0)
]
+ 〈 j35〉ct, (649)
where the first term in the integrand comes from f1, while the second term comes from the sum f2 + f3. The result in
Eq. (649) is quite remarkable for several reasons. From a technical viewpoint, it reveals that the integration by parts
allowed us to reduce the original two-loop expression in Eq. (630) down to a much simpler one-loop form. Indeed,
after the integration over one of the momenta in Eq. (649) is performed using the δ functions in the integrand, the
expression will have an explicit one-loop form. Such a simplification will turn out to be extremely valuable, allowing
us to obtain an analytic result for the leading radiative corrections to the axial current.
In addition, the result in Eq. (649) reveals important physics details about the origin of the radiative corrections to
the axial current. It shows that all nonzero corrections come from the regions of the phase space, where either p or k
momentum is restricted to the Fermi surface. This resembles the origin of the topological contribution in Eq. (628).
In both cases, the presence of the singular “matter” terms in identities like (635) and (640) was crucial for obtaining
a nonzero result. Moreover, by tracing back the derivation of the result in Eq. (649), we see that all nonsingular
terms are gone after the integration by parts. This makes us conclude that the nonzero radiative corrections to the
axial current are intimately connected with the precise form of the singularities in the fermion propagator at the Fermi
surface, that separates the filled fermion states with energies less than µ and empty states with larger energies.
The calculation of the axial current in Eq. (649) is still technically quite involved. However, it is relatively straight-
forward to show (see Appendix B in Ref. [446]) that the right-hand side in (649) without the counterterm has a
logarithmically divergent contribution when Λ→ ∞, i.e.,
−αeB(2µ
2 + m2)
4π3
√
µ2 − m2
ln Λ
m
. (650)
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To cancel this divergence, we should add the contribution due the counterterms in Lagrangian (554). The Fourier
transform of the translational invariant part of the counterterm contribution to the self-energy reads
¯Σ
(0)
ct (p) = δ2[(p0 + µ)γ0 − p · γ] − δm, (651)
where δ2 was defined in Eq. (592), while δm = Z2m0 − m ≃ mδ2 − δm and δm was defined in Eq. (593).
We find the following leading order contributions to the axial current density due to counterterms:
〈 j35〉ct = −δ2〈 j35〉0 + 4ieB
∫ d4 p
(2π)4
δ2(p0 + µ)
(P2 − m2)2 + 8ieB
∫ d4 p
(2π)4
(p0 + µ)
[
δ2((p0 + µ)2 − p2 + m2) − 2mδm
]
(P2 − m2)3
= 8ieB
∫ d4 p
(2π)4
(p0 + µ)
[
δ2(P2 − m2) + 2m(mδ2 − δm)
]
(P2 − m2)3
= 8ieBδ2
∫ d4 p
(2π)4
p0 + µ
(P2 − m2)2 + 8im (mδ2 − δm) eB
∂
∂(m2)
∫ d4 p
(2π)4
p0 + µ
(P2 − m2)2
=
eB
π2
√
µ2 − m2δ2 − eBm
(mδ2 − δm)
2π2
√
µ2 − m2
. (652)
Here we used the same result of integration as in the topological term, see Eq. (628).
By making use of the explicit form of the counterterms (592) and (593), we obtain
〈 j35〉ct =
αeB
2π3
√
µ2 − m2
12 ln Λ
2
m2
+ ln
m2γ
m2
+
9
4
 + 3αeBm24π3 √µ2 − m2
(
1
2
ln Λ
2
m2
+
1
4
)
. (653)
For m ≪ |µ|, it reduces to
〈 j35〉ct ≃
αeBµ
2π3
12 ln Λ
2
m2
+ ln
m2γ
m2
+
9
4
 + αeBm22π3µ
12 ln Λ
2
m2γ
− 3
4
 . (654)
By combining this counterterm contribution with the matter contribution 〈 j35〉mat ≡ f1 + f2 + f3, we will obtain
the complete expression for the leading radiative corrections to the axial current, see Eq. (648). The matter part is
calculated in Appendix B of Ref. [446]. In the limit m ≪ |µ|, which is of main interest here, the corresponding result
reads
〈 j35〉mat ≡ f1 + f2 + f3 = −
αeBµ
2π3
(
ln Λ
2µ
+
11
12
)
− αeBm
2
2π3µ
(
ln Λ
23/2µ
+
1
6
)
. (655)
Note that this expression has the correct ultraviolet logarithmic divergencies (when Λ → ∞) that will cancel exactly
with those in the counterterm (654). Combining the two results, we finally obtain the following leading radiative
corrections to the axial current in the case m ≪ |µ|:
〈 j35〉α =
αeBµ
2π3
ln 2µm + ln
m2γ
m2
+
4
3
 + αeBm22π3µ
(
ln 2
3/2µ
mγ
− 11
12
)
. (656)
As expected, this result is independent of the ultraviolet regulator Λ. It does contain, however, the dependence on the
fictitious photon mass mγ. This is the only infrared regulator left in our result. Its origin can be easily traced back
to the infrared singularity of the wave function renormalization Z2 in the Feynman gauge used. As we discuss in the
next subsection, this singularity is typical for a class of QED observables, obtained by perturbative methods. As we
will explain below, in the complete physical expression for the axial current, obtained by going beyond the simplest
double expansion in the coupling constant and magnetic field, the regulator m2γ will likely be replaced by a physical
scale, e.g., such as |eB| or αµ2.
In summary, the main results of this subsection is that the chiral separation effect in QED receives nonvanishing
radiative corrections. To leading order, these corrections are shown to be directly connected with the Fermi surface
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singularities in the fermion propagator at nonzero density. This interpretation is strongly supported by another obser-
vation: had we ignored the corresponding singular terms in the fermion propagator, the calculation of the two-loop
radiative corrections would give a vanishing result.
The final result for the leading radiative corrections to the axial current density is presented in Eq. (656). This
is obtained by a direct calculation of all relevant contributions to linear order in α and to linear order in the external
magnetic field (strictly speaking, linear in eB because the field always couples with the charge). The result in Eq. (656)
is presented in terms of renormalized (physical) parameters. As expected, it is independent of the ultraviolet regulator
Λ, used at intermediate stages of calculations. This is a nontrivial statement since the original two-loop expression for
the leading radiative corrections contains ultraviolet divergencies. In fact, the divergencies are unavoidable because
the corresponding diagrams contain the insertions of the one-loop self-energy and vertex diagrams, which are known
to have logarithmic divergencies. However, at the end of the day, all such divergencies are canceled exactly with the
contributions due to the counterterms.
Our analysis shows that the matter contribution, f1+ f2+ f3, to the axial current density (calculated in the Feynman
gauge) has no additional singularities. While functions f1 and f2 + f3 separately do have additional infrared singulari-
ties, the physically relevant result for the sum f1 + f2 + f3 is finite, see Appendix B in Ref. [446] for details. As we see
from Eq. (656), however, the final result depends on the photon mass mγ, which was introduced as the conventional
infrared regulator. This feature deserves some additional discussion.
It is straightforward to trace the origin of the mγ dependence in Eq. (656) to the calculation of the well-known
result for the wave function renormalization constant δ2, presented in Eq. (592). In fact, this infrared problem is
common for dynamics in external fields in QED (for a thorough discussion, see Sec. 14 in Ref. [506]). The most
famous example is provided by the calculation of the Lamb shift, when an electron is in a Coulomb field. The point
is that even for a light nucleus with Zα ≪ 1, one cannot consider the Coulomb field as a weak perturbation in deep
infrared. The reason is that this field essentially changes the dispersion relation for the electron at low energies and
momenta. As a result, its four-momenta are not on the electron mass shell, where the infrared divergence is generated
in the renormalization constant Z2. Because of that, this infrared divergence is fictitious. The correct approach is
to consider the Coulomb interaction perturbatively only at high energies, while to treat it nonperturbatively at low
energies. The crucial point is matching those two regions that leads to replacing the fictitious parameter mγ by a
physical infrared scale. This is the main subtlety that makes the calculation of the Lamb shift quite involved [506].
In the case of the Lamb shift, the infrared scale is related to the atomic binding energy, or equivalently the inverse
Bohr radius. For smaller energies and momenta, the electron wave functions cannot possibly be approximated with
plane waves, which is the tacit assumption of the weak field approximation. Almost exactly the same line of arguments
applies in the present problem of QED in an external magnetic field. In particular, the fermion momenta perpendicular
to the magnetic field cannot be defined with a precision better than
√|eB|, or equivalently the inverse magnetic length.
This implies that the contribution to the axial current, which comes from the low-energy photon exchange between
the fermion states near the Fermi surface, should be treated nonperturbatively. Just like in the Lamb shift problem
[506], we can anticipate that a proper nonperturbative treatment will result in a term proportional to ln(|eB|/m2γ), with
a coefficient such as to cancel the mγ dependence in Eq. (656).
The additional complication in the problem at hand, which is absent in the study of the Lamb shift, is a nonzero
density of matter. While doing the expansion in α and keeping only the leading order corrections, we ignored all
screening effects, which formally appear to be of higher order. It is understood, however, that such effects can be very
important at nonzero density. In particular, they could replace the unphysical infrared regulator m2γ with a physical
screening mass, i.e., the Debye mass
√
αµ.
In contrast to the physics underlying the Lamb shift, where the nonperturbative result can be obtained with the
logarithmic accuracy by simply replacing mγ with the only physically relevant infrared scale in the problem, the same
is not possible in the problem of the axial current at hand. The major complication here comes from the existence of
two different physical regulators that can replace the unphysical infrared scale mγ. One of them is
√|eB| and the other
is
√
αµ. Because of the use of a double perturbative expansion in the analysis controlled by the small parameters
|eB|/µ2 and α, it is not possible to unambiguously resolve (without performing a direct nonperturbative calculation)
which one of the two scales (or their combination) will cure the singularity in Eq. (656).
Another natural question to address is the chiral limit, m → 0. As one can see from Eq. (656), the current
〈 j35〉α is singular in this limit. This point reflects the well-known fact that massless QED possesses new types of
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infrared singularities: beside the well-known divergences connected with soft photons, there are also divergences
connected with the emission and absorption of collinear fermion-antifermion pairs [507, 508]. In addition, because of
a Gaussian infrared fixed point in massless QED, the renormalized electric charge of massless fermions is completely
shielded. One can show that this property is also intimately related to the collinear infrared divergences [509, 510].
The complete screening of the renormalized electric charge makes this theory very different from massive QED. It
remains to be examined whether there is a sensible way to describe the interactions with external electromagnetic
fields in massless QED.
In massless QED without external electromagnetic fields, fermions interact through neutral vector currents [509,
510], despite the vanishing renormalized electric charge. In fact, massless QED yields the simplest example of an
unparticle gauge field theory [511], in which the infrared fixed point is Gaussian. There are no one-particle asymptotic
states in unparticle theories. Instead, the asymptotic states are described by fermionic and bosonic jets [508–511].
In addition to the quantitative study of the nonperturbative low-energy contributions and the effect of screening,
there remain several other interesting problems to investigate in the future. Here we will mention only the following
three. (i) It is of special interest to clarify the exact connection of the nontrivial radiative corrections to the axial
current density (656) with the generation of the chiral shift parameter in dense QED. The analysis of the chiral shift in
the weak field limit in Section 5.4.2 suggests that a connection may exist, but it is probably much more complicated
than in the NJL model [444, 445, 491]. (ii) In order to make a contact with the physics of heavy-ion collisions, it would
be interesting to generalize the study of radiative corrections to the case of a nonzero temperature. The corresponding
study in the NJL model [445] suggests that the temperature dependence of the axial current density should be weak.
(iii) The analysis made in the NJL model shows a lot of similarities between the structure of the axial current in
the CSE effect [444, 445, 491] with that of the electromagnetic current in the CME one [463]. On the other hand,
the arguments of Ref. [464] may suggest that the dynamical part of the result for the electromagnetic current should
vanish, while the topological contribution (which needs to be added as part of the modified conserved axial current)
will have no radiative corrections. It remains to be seen if these expectations will be supported by direct calculations
of the induced electromagnetic current in the CME effect in QED with a chiral chemical potential µ5.
We also note that the radiative corrections to the chiral vorticity conductivity connected with the chiral vortical
effect were calculated in Refs. [512, 513]. The role of the interaction effects and radiative corrections in various chiral
anomalous effects in magnetized relativistic matter were recently discussed in Refs. [514, 515].
5.4.4. Chiral asymmetry in a strong field
Since we will be using numerical methods in this section, there is no real advantage in utilizing the free photon
propagator in the analysis. Moreover, the corresponding approximation is not reliable. It was problematic even in the
weak magnetic field limit.
Since we are dealing with the properties of cold QED matter at nonzero density, which is a great conductor, the
screening effects are extremely important. To have all the approximations under control, we will assume that the
fermion number density is large, i.e., the corresponding value of the chemical µ is much larger than other energy
scales in the problem. In particular, we assume that µ ≫ √|eB| ≫ m, which is a reasonable hierarchy, for example,
in the case of electron plasma in magnetars. One of the most important effects associated with the nonzero density
is the screening of the one-photon exchange interaction. Even at weak coupling, such screening is strong and plays
an important role in the dynamics. The well known scheme that captures the corresponding effects is called the
hard-dense-loop (HDL) approximation [516, 517]. The explicit form of the HDL photon propagator is given by
Dµν(q) ≃ i
 |q||q|3 + π4 m2D|q4|O
(mag)
µν +
O(el)µν
q24 + |q|2 + m2D
 , (657)
where q4 ≡ iq0 and m2D = 2αµ2/π is the Debye screening mass. In the Coulomb gauge assumed here, the Lorentz
space projectors onto the electric and magnetic modes are defined as follows:
O(mag)µν = gµν − uµuν +
qµqν
|q|2 , (658)
O(el)µν = uµuν, (659)
where uµ = (1, 0, 0, 0).
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By making use of the definition in Eqs. (579) and (580), as well as the explicit form of the HDL photon propagator
in Eq. (657), we derive the following results for the two coefficient functions of interest:
∆n(p3) = (−1)ne2l2sign(eB)
∫ dk3d2k⊥d2p⊥
(2π)4 e
−k2⊥l2−p2⊥l2
∞∑
N=0
(−1)N
{ [
Ln(2p2⊥l2) + Ln−1(2p2⊥l2)
] [
LN(2k2⊥l2) − LN−1(2k2⊥l2)
] (
−D(mag) + 1
2
D(el)
)
+
[
Ln(2p2⊥l2) − Ln−1(2p2⊥l2)
] [
LN(2k2⊥l2) + LN−1(2k2⊥l2)
]  q23|q|2D(mag) + 12D(el)

}
, (660)
µ5,n(p3) = (−1)ne2l2sign(eB)
∫ dk3d2k⊥d2p⊥
(2π)4 e
−k2⊥l2−p2⊥l2
∞∑
N=0
(−1)N
{
−
[
Ln(2p2⊥l2) + Ln−1(2p2⊥l2)
] [
LN(2k2⊥l2) − LN−1(2k2⊥l2)
]
k3
 q23|q|2F (mag) + 12F (el)

+
[
Ln(2p2⊥l2) − Ln−1(2p2⊥l2)
] [
LN(2k2⊥l2) + LN−1(2k2⊥l2)
]
k3
(
F (mag) − 1
2
F (el)
)
+4L1N−1(2k2⊥l2)
[
Ln(2p2⊥l2) + Ln−1(2p2⊥l2)
] q3(k1q1 + k2q2)
|q|2 F
(mag)
}
, (661)
where the explicit expressions for the functionsD(mag), D(el), F (mag), and F (el) are obtained after the integrations over
k0 performed, i.e.,
D(mag) = i
π
|q|
∫ ∞
−∞
(ωE − iµ)dωE[
(ωE − iµ)2 +M2N
] (
|q|3 + π4 m2D |ωE + ip0|
)
=
|q|4sign(µ)sign(M2N − µ2)
2
[
|q|6 + ( π4 m2D)2 (MN − |µ|)2
] − |q|sign(µ) 14 m2D (MN − |µ|) ln
|q|3
π
4 m
2
D |MN−|µ||
|q|6 + ( π4 m2D)2 (MN − |µ|)2
− |q|
4sign(µ)
2
[
|q|6 + ( π4 m2D)2 (MN + |µ|)2
] + |q|sign(µ) 14 m2D (MN + |µ|) ln
|q|3
π
4 m
2
D(MN+|µ|)
|q|6 + ( π4 m2D)2 (MN + |µ|)2
, (662)
D(el) = 1
π
∫ ∞
−∞
(iωE + µ)dωE[
(ωE − iµ)2 +M2N
] [
(ωE − ip0)2 + |q|2 + m2D
]
=
µΘ[M2N − µ2]√
|q|2 + m2D
[(√
|q|2 + m2D +MN
)2
− µ2
] − sign(µ)Θ
[
µ2 −M2N
] (√
|q|2 + m2D + |µ|
)
√
|q|2 + m2D
[(√
|q|2 + m2D + |µ|
)2
−M2N
] , (663)
and
F (mag) = 1
π
|q|
∫ ∞
−∞
dωE[
(ωE − iµ)2 +M2N
] (
|q|3 + π4 m2D |ωE + ip0|
)
=
1
MN
( |q|4sign(M2N − µ2)
2
[
|q|6 + ( π4 m2D)2 (MN − |µ|)2
] − |q| 14 m2D (MN − |µ|) ln
|q|3
π
4 m
2
D |MN−|µ||
|q|6 + ( π4 m2D)2 (MN − |µ|)2
+
|q|4
2
[
|q|6 + ( π4 m2D)2 (MN + |µ|)2
] − |q| 14 m2D (MN + |µ|) ln
|q|3
π
4 m
2
D(MN+|µ|)
|q|6 + ( π4 m2D)2 (MN + |µ|)2
)
, (664)
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F (el) = 1
π
∫ ∞
−∞
dωE[
(ωE − iµ)2 +M2N
] [
(ωE − ip0)2 + |q|2 + m2D
]
= − Θ[µ
2 −M2N]√
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[(√
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] (√
|q|2 + m2D +MN
)
√
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[(√
|q|2 + m2D +MN
)2
− µ2
] , (665)
where M2N = k23 + 2N|eB| + m2 and |q|2 = |k3 − p3|2 + k2⊥ + p2⊥ − 2k⊥p⊥ cosφ.
While performing the numerical analysis, it is convenient to render the above expressions in a dimensionless form.
Therefore, we introduce the following dimensionless functions: ¯∆n ≡ ∆n/µ and µ¯5,n ≡ µ5,n/µ, as well as the following
dimensionless variables: x = p⊥/µ, y ≡ k⊥/µ, x3 ≡ p3/µ, and y3 ≡ k3/µ. By using this new notation, we have
¯∆n = (−1)n e
2
b sign(eB)
∫ dy3dydxdφ
(2π)3 e
−(x2+y2)/b
∞∑
N=0
(−1)N xy
×
{ [
Ln(2x2/b) + Ln−1(2x2/b)
] [
LN(2y2/b) − LN−1(2y2/b)
] (
− ¯D(mag) + 1
2
¯D(el)
)
−
[
Ln(2x2/b) − Ln−1(2x2/b)
] [
LN(2y2/b) + LN−1(2y2/b)
] ( (x3 − y3)2 ¯D(mag)
(x3 − y3)2 + x2 + y2 − 2xy cosφ +
1
2
¯D(el)
) }
,(666)
and
µ¯5,n = (−1)n e
2
b sign(eB)
∫ dy3dydxdφ
(2π)3 e
−(x2+y2)/b
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N=0
(−1)N xyy3
×
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2
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2
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, (667)
where
¯D(mag) = |q¯|
4sign(µ)sign( ¯M2N − 1)
2
[
|q¯|6 + ( πd24 )2
(
¯MN − sign(µ)
)2] − |q¯|sign(µ)
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4
(
¯MN − sign(µ)
)
ln |q¯|
3
πd2
4 | ¯MN−sign(µ)|
|q¯|6 + ( πd24 )2
(MN − sign(µ))2
− |q¯|
4sign(µ)
2
[
|q¯|6 + ( πd24 )2
(
¯MN + sign(µ)
)2] + |q¯|sign(µ)
d2
4
(
¯MN + sign(µ)
)
ln |q¯|
3
πd2
4 ( ¯MN+sign(µ))
|q¯|6 + ( πd24 )2
(
¯MN + sign(µ)
)2 , (668)
¯D(el) = Θ[
¯M2N − 1]√
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with ¯M2N = y23 + 2Nb + a2 and |q¯|2 = (y3 − x3)2 + y2 + x2 − 2xy cosφ.
It is instructive to note that the function under the integral in the expression for µ¯5,n contains an overall factor of y3
in the numerator. Clearly, such a dependence on y3 is not very helpful for the numerical convergence of the integral.
By taking into account, however, that the rest of the integrand depends on y3 only via (y3 − x3)2 and y23 combinations,
the convergence can be substantially improved by using the following identity:∫ ∞
−∞
dy3 y3 F
(
(y3 − x3)2, y23
)
=
∫ ∞
−∞
dy3
y3
2
[
F
(
(y3 − x3)2, y23
)
− F
(
(y3 + x3)2, y23
)]
. (672)
In order to calculate such an integral, it is convenient to use the importance sampling Monte Carlo method [518]. The
details of the method are presented in Ref. [519].
In order to analyze numerically the two chiral asymmetry functions in dense QED, we need to fix several model
parameters (i.e., the strength of magnetic field, the value of the chemical potential, and the fermion mass). In principle,
when using the dimensionless description, the value of the chemical potential µ may be left unspecified. Keeping in
mind, however, that the value of the fermion (electron) mass has to be measured in units of µ, we will assume that
the default choices of the chemical potential and the magnetic field are µ = 420 MeV and B = 1018 G. Then, the two
dimensionless model parameters used in the calculations will be
a =
m
µ
≈ 1.22 × 10−3 m
me
420 MeV
µ
, (673)
b = |eB|
µ2
≈ 130
( B
1018 G
) (420 MeV
µ
)2
. (674)
Note that, in agreement with the assumption made earlier, the chosen value of the magnetic field strength is rather
small compared to the chemical potential scale µ2. By taking into account the definition of the Debye mass and the
QED fine structure constant, it is also convenient to introduce the following short-hand notation for the dimensionless
Debye mass:
d = mD
µ
≡
√
2α
π
≈ 6.816 × 10−2. (675)
In the final expressions for the chiral asymmetry functions, there will be a need to sum over an infinite number of
Landau levels. In the numerical calculations, however, the sums will be truncated at nmax = 200.
The numerical results for the chiral shift are summarized in Fig. 38. In the left panel, we show the dependence
of the chiral shift ∆n on the longitudinal momentum y3 = p3/µ for several low-lying Landau levels. Since obtaining
the complete functional dependence on p3 is rather expensive numerically, we used only a moderately large number
of sampling points, N = 2 × 108 and calculated the results only for the first four lowest lying Landau levels. The
common feature of the corresponding functions is the appearance of a maximum at an approximate location of the
Fermi surface. In the free (weakly interacting) theory, this is determined by the following value of the longitudinal
momentum: p3/µ =
√
1 − 2nb − a2. In agreement with this expression, the location of the maximum of the chiral
shift function in the nth Landau level ∆n(p3) decreases with increasing n. At large values of the momentum p3, the
chiral shift function decreases and gradually approaches zero as expected.
From the viewpoint of the low-energy physics, it is most important to know the chiral shift at the Fermi surface.
The corresponding results are presented in the right panel of Fig. 38. By assumption, the location of the Fermi surface
is determined by the perturbative expression, p3/µ =
√
1 − 2nb − a2. In this calculation, we used a larger number of
sampling points, N = 2 × 109. As we see, the Fermi surface values of ∆n grow with the Landau-level index n. (The
corresponding numerical values are also given in the first column of Table 4.) This growth is somewhat surprising, but
is in agreement with the general behavior of functions ∆n(p3) shown in the left panel of Fig. 38. The corresponding
dependence on the Landau-level index can be fitted quite well by a linear function.
It is easy to check that the numerical results for the chiral shift in Fig. 38 are of the same order of magnitude
as α|eB|/µ. Taking into account that ∆n is one of the structures in the fermion self-energy, induced by a nonzero
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Figure 38: (Color online) Left panel: the chiral shift ∆n as a function of the longitudinal momentum p3 for n = 1 (red), n = 2 (blue), n = 3 (green),
and n = 4 (brown) Landau levels. Right panel: the values of the chiral shift ∆n at the Fermi surface.
Figure 39: (Color online) Left panel: the chiral chemical potential µ5,n as a function of the longitudinal momentum p3 for n = 1 Landau level.
Right panel: the values of the chiral chemical potential µ5,n at the Fermi surface.
magnetic field, it is indeed quite natural that the corresponding function is proportional to the coupling constant and
the magnetic field strength. As for the chemical potential in the denominator, it is the only other relevant energy scale
in the problem that can be used to render the result for ∆n with the correct energy units. (Formally, the fermion mass
is yet another energy scale, but it is unlikely to play a prominent role at the Fermi surface in the high density and
strong-field limit.) The linear fit for the chiral shift at the Fermi surface is shown by the solid line in the right panel of
Fig. 38. The corresponding function can be presented in the following form:
∆n ≃ −α|eB|
µ
(
0.53 + 0.32 |eB|n
µ2
)
, (676)
where we took into account that the numerical results in Fig. 38 were obtained for the magnetic field |eB| = µ2/30
and α = 1/137. The result in Eq. (676) should be contrasted with a very different parametric dependence obtained in
the weak-field limit in Ref. [492], i.e., ∆n ∝ α|eB|µ/m2, which is a factor of (µ/m)2 larger. Such a large factor is quite
natural in the weak-field limit, where it is an artifact of the expansion in powers of |eB|/m2. In contrast, one does not
expect anything like that in the case of a strong magnetic field.
The numerical results for the chiral chemical potential µ5,n are summarized in Fig. 39. In the left panel, we present
the chiral chemical potential in the n = 1 Landau level as a function of the longitudinal momentum p3. (The results for
larger n are expected to have the same qualitative dependence on p3.) The red and blue points represent the results for
two different numbers of sampling points, N = 2 × 108 and N = 2 × 109, respectively. The numerical results confirm
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Figure 40: Asymmetry of the Fermi surface for predominantly left-handed (red) and right-handed (blue) particles as a function of the Landau-level
index n.
that µ5,n is an odd function of p3 and, as such, it does not break parity. The dependence of µ5,n on p3 also reveals a
pair of sharp peaks on the Fermi surface at p3/µ ≃ ±
√
1 − 2nb − a2. In the context of the low-energy physics, it is
these values of µ5,n on the Fermi surface that are of main importance.
The numerical results for the chiral chemical potential at the Fermi surface are shown in the right panel of Fig. 39.
In the corresponding calculation, we again assumed that the location of the Fermi surface is determined by the per-
turbative expression, p3/µ = ±
√
1 − 2nb − a2, and used the Monte Carlo integration algorithm with N = 2 × 109
sampling points. We find that the values of µ5,n decrease with the Landau-level index n. (The corresponding numer-
ical values are given in the second column of Table 4.) The order of magnitude of the obtained results is similar to
those for the chiral shift function. Following the same arguments, therefore, we can assume that µ5,n is also propor-
tional to the coupling constant and the magnetic field strengths, i.e., µ5,n ∝ α|eB|/µ. (Let us emphasize again that this
dependence is quite different from the weak-field limit in Ref. [492].) In order to fit the numerical results, we could
try to use a polynomial function of n. However, by following a trial and error approach instead, we found that the
following simple function approximates our numerical results really well:
µ5,n ≃ −0.225α|eB|
µ
√
1 −
(
2n|eB|
µ2
)2
, (677)
where we took into account that |eB| = µ2/30 and α = 1/137. The corresponding function is shown by the solid line
in the right panel of Fig. 39.
By making use of the numerical results and the analytical expression for the fermion propagator with the chiral
asymmetry parameters included, we can now straightforwardly determine the interaction-induced deviations of the
Fermi momenta (p3− p(0)3 )/µ for the predominantly left-handed and right-handed fermions in the considered ultrarela-
tivistic limit µ≫ m. Here p(0)3 is the value of the Fermi momentum in the absence of the chiral asymmetry (i.e., ∆n = 0
and µ5,n = 0). Such deviations can be viewed as the actual measure of the chiral asymmetry at the Fermi surface. The
numerical results for (p3 − p(0)3 )/µ in each occupied Landau level are shown in Fig. 40. (The corresponding numerical
values are also presented in the last two columns of Table 4.) This is a generalization of the analogous results in the
weak-field limit, obtained in Ref. [492].
We find that the results for (p3 − p(0)3 )/µ in Fig. 40 are well approximated by linear functions of n. When written
in the same form as the chiral shift and the chiral chemical potential functions, the corresponding linear fits take the
following form:
p3 − p(0)3 ≃ ±
α|eB|
µ
(
0.76 + 0.49 |eB|n
µ2
)
. (678)
As is easy to check, the values of these Fermi momenta shifts are of the order of 10–100 keV and, thus, are not very
large in the context of compact stars, even though we already assumed an extremely strong value of the magnetic
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Table 4: Data for the chiral asymmetry functions ∆n, µ5,n, and (p3 − p(0)3 )/µ at the Fermi surface.
n ∆n/µ µ5,n/µ (p3 − p(0)3 )/µ
1 −1.32 × 10−4 ± 1.84 × 10−7 −5.56 × 10−5 ± 3.30 × 10−7 ±1.90 × 10−4
2 −1.34 × 10−4 ± 2.56 × 10−7 −5.57 × 10−5 ± 4.12 × 10−7 ±1.93 × 10−4
3 −1.37 × 10−4 ± 3.21 × 10−7 −5.41 × 10−5 ± 4.64 × 10−7 ±1.97 × 10−4
4 −1.39 × 10−4 ± 3.76 × 10−7 −5.18 × 10−5 ± 5.01 × 10−7 ±2.00 × 10−4
5 −1.43 × 10−4 ± 4.34 × 10−7 −5.13 × 10−5 ± 5.27 × 10−7 ±2.05 × 10−4
6 −1.46 × 10−4 ± 4.90 × 10−7 −4.84 × 10−5 ± 5.43 × 10−7 ±2.09 × 10−4
7 −1.48 × 10−4 ± 5.46 × 10−7 −4.68 × 10−5 ± 5.52 × 10−7 ±2.12 × 10−4
8 −1.50 × 10−4 ± 5.97 × 10−7 −4.71 × 10−5 ± 5.52 × 10−7 ±2.17 × 10−4
9 −1.53 × 10−4 ± 6.54 × 10−7 −4.38 × 10−5 ± 5.42 × 10−7 ±2.22 × 10−4
10 −1.57 × 10−4 ± 7.12 × 10−7 −4.05 × 10−5 ± 5.23 × 10−7 ±2.27 × 10−4
11 −1.58 × 10−4 ± 7.53 × 10−7 −3.76 × 10−5 ± 4.94 × 10−7 ±2.31 × 10−4
12 −1.60 × 10−4 ± 8.01 × 10−7 −3.18 × 10−5 ± 4.48 × 10−7 ±2.31 × 10−4
13 −1.63 × 10−4 ± 8.47 × 10−7 −2.69 × 10−5 ± 3.83 × 10−7 ±2.37 × 10−4
14 −1.66 × 10−4 ± 8.96 × 10−7 −1.92 × 10−5 ± 2.84 × 10−7 ±2.40 × 10−4
field, B = 1018 G. One should keep in mind, however, that here we used the model of a dense QED plasma, whose
coupling constant α is extremely small. This conclusion could change drastically in the case of dense quark matter,
where the relevant coupling constant αs is about two orders of magnitude stronger. Indeed, by taking into account
that the estimate for the Fermi momenta shift in Eq. (678) is proportional to the coupling, we conclude that the chiral
asymmetry should be of the order of 1–10 MeV in dense quark matter. Such a large asymmetry may in turn produce
observable consequences for protoneutron stars [445].
As we see from the above results, the values of the chiral shift ∆n and the chiral chemical potential µ5,n at the Fermi
surface appear to be of order α|eB|/µ. This differs from the corresponding weak-field prediction α|eB|µ/m2 by a rather
large factor (µ/m)2. Such a difference is not surprising and, in fact, should have been expected in the ultrarelativistic
limit when |eB|/m2 is not a good expansion parameter. While the dependence of ∆n on the Landau-level index n shows
a weak growth, µ5,n decreases with n.
The interaction induced deviations of the Fermi momenta (p3−p(0)3 )/µ for the predominantly left-handed and right-
handed fermions provide a formal measure of the chiral asymmetry at the Fermi surface. Because of the smallness of
the electromagnetic coupling constant, the corresponding values appear to be rather small in the case of dense QED
matter even at extremely large densities and extremely strong magnetic fields. It is suggested, however, that the results
can be substantial in the case of quark matter.
5.5. Physics phenomena due to chiral effects in magnetic fields
5.5.1. Pulsar kicks due to chiral shift
The asymmetry with respect to longitudinal momentum k3 of the opposite chirality fermions in the ground state
of dense magnetized matter may have important physical consequences [444, 445]. In particular, the manifestation
of the asymmetry could be rather dramatic in the processes that rely exclusively on the weak interaction. This is due
to the fact that only left-handed fermions participate in weak processes. For example, the Fermi surface asymmetry
of the left-handed charged particles (electrons or quarks) could dramatically affect the distribution of neutrinos inside
dense magnetized matter.
Dense relativistic matter (i.e., electron or quark plasma) in rather strong magnetic fields is naturally present in
neutron stars. Also, in the context of neutron star, neutrinos may play an important role in determining some of the
observed stellar properties. One of the interesting phenomena that we would like to mention here is the pulsar kicks
[520–525].
It has been known for a long time that typical spatial velocities of pulsars are an order of magnitude larger than
those of their progenitors [520, 526]. Taking into account the violent conditions at the pulsar birth, this may not be
so surprising. Even a small asymmetry in the supernova explosion may result in a kick velocity of order 100 km/s.
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However, there are some pulsars whose velocities are considerably higher, e.g., of the order of 1000 km/s [527].
While many mechanisms were previously proposed, we suggest that a qualitatively new mechanism for the pulsar
kicks could be provided by the chiral asymmetry associated with the induced chiral shift ∆ in the stellar plasma of
charged particles (electrons or quarks) [444, 445].
The kick could develop during the early stages of the (proto-)neutron star evolution when a large number of
neutrinos are trapped in dense and hot stellar matter. The corresponding state lasts about a minute. During this time
the neutrinos experience multiple scatterings and come in near perfect thermal equilibrium with dense magnetized
plasma. More precisely, they interact and equilibrate with the left-handed sector of the plasma. As we argued earlier,
however, the latter is characterized by an asymmetric distribution with nonequal absolute values of the longitudinal
momenta on the opposite sides of the Fermi surface. Therefore, this asymmetry should result in an asymmetric
momentum distribution of the trapped neutrinos [444, 445]. After gradually diffusing through the bulk of dense
matter, these neutrinos will carry a nonzero momentum away from the protoneutron star. In view of the conservation
of the total momentum, the star will receive a kick in the opposite direction.
The crucial detail of this mechanism is the asymmetric Fermi surface of the left-handed charged fermions in the
magnetized plasma. Such a plasma is a thermally equilibrated, but nonisotropic ground state. Because of this and in
sharp contrast to the commonly assumed diffusion through an isotropic hot matter [528–531], the asymmetry of the
neutrino distribution is build up rather than wash out by interaction with the stellar plasma.
It appears also very helpful for the proposed pulsar kick mechanism that the chiral shift parameter is not affected a
lot even by moderately high temperatures, 5 MeV . T . 50 MeV, present during the earliest stages of protoneutron
stars [532]. Indeed, as our findings show, the value of ∆ is primarily determined by the chemical potential and has
a weak/nonessential temperature dependence when µ ≫ T . In the stellar context, this ensures the feasibility of the
proposed mechanism even at the earliest stages of the protoneutron stars, when there is a sufficient amount of thermal
energy to power the strongest (with v & 1000 km/s) pulsar kicks observed [520–525]. Alternatively, the constraints
of the energy conservation would make it hard, if not impossible, to explain any sizable pulsar kicks if the interior
matter is cold (T . 1 MeV) [434, 435].
Let us also mention that the robustness of the chiral shift in hot magnetized matter may be useful to provide an
additional neutrino push to facilitate successful supernova explosions as suggested in Ref. [533]. The specific details
of such a scenario are yet to be worked out.
5.5.2. Magnetic instability in neutron stars
A rather unusual application of the chiral magnetic and chiral separation effects in the compact stars was proposed
recently in Ref. [436]. It was suggested that a strong and stable magnetic field could be produced inside the neutron
stars spontaneously as the result of the chiral plasma instability [534]. [Similar instabilities were also proposed
earlier in different contexts [438, 535–540].] According to Ref. [436], the seed of the corresponding instability is
provided by a chirality imbalance of electrons. Such an imbalance is argued to be produced during the core collapse
of supernova via parity-violating weak processes. (The same origin of the chirality imbalance was also discussed in
Refs. [434, 435].) The maximal magnetic field due to this instability was estimated to be of order 1018 G at the stellar
core. The beneficial byproduct of the proposed mechanism [436] is the production of a stable field configuration with
a large magnetic helicity. If valid, this could be a candidate mechanism for explaining the origin of extremely large
magnetic field fields in magnetars [26–28].
Clearly, one of the key ingredients for the development of the proposed instability is the chirality imbalance of
electrons. Presumably, a sufficiently large imbalance could be produced via electron capture inside a collapsing star,
i.e., p + e−L → n + νe,L. The argument utilizes the fact that only left-handed electrons are captured in such a process,
leading to an excess of the right-handed chirality in the electron plasma. The authors of Ref. [436] estimated that the
difference of the chemical potentials of the right- and left-handed electrons could be as large as µ5 = (µR − µL)/2 ∼
200 MeV. (As we point below, this estimate is questionable when the role of a nonzero electron mass is taken into
account [541].)
If a sufficiently large chiral imbalance µ5 is indeed created in the electron plasma, it will induce an electric current
along the direction of the magnetic field via the chiral magnetic effect, see Eq. (474). Such a current itself will induce
a toroidal magnetic field that, in turn, also produces a toroidal electric current again via the chiral magnetic effect.
Finally, the toroidal current will induce a magnetic field in the same direction as the original magnetic field and,
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thus, provide a positive feedback to the exponential growth of the magnetic field and currents. In the process of the
magnetic field generation, the chiral imbalance will gradually decrease and the process will turn off eventually [542].
The validity of the spontaneous magnetic field generation scenario of Ref. [436] was criticized, however, in
Ref. [541]. In particular, the authors of Ref. [541] calculated the rate of helicity changing scattering of electrons
off the ambient protons and showed that it is many orders of magnitude larger than the rate of the electron capture
weak process responsible for producing the chirality imbalance. It was concluded, therefore, that it is impossible to
generate the seed chiral imbalance needed to drive the instability during the core collapse of a supernova.
A slightly different mechanism to explain the generation of strong magnetic fields in magnetars based on the chiral
magnetic instability was proposed in Ref. [543]. However, its theoretical validity is yet to be tested.
5.5.3. Chiral magnetic effect in heavy ion collisions
It is natural to ask whether the chiral shift parameter can have any interesting implications in the regime of
relativistic heavy ion collisions. As was recently discussed in the literature, hot relativistic matter in a magnetic
field may have interesting properties even in the absence of the chiral shift parameter. The examples of the recently
suggested phenomena, that appear to be closely related to the generation of the chiral shift, are the chiral magnetic
effect [21, 37, 38, 447, 463, 469, 499, 544], the chiral magnetic spiral [545–547], and the chiral magnetic wave
[457, 548, 549].
As we discussed in Section 5.2.3, at high temperatures, i.e., in the regime relevant for relativistic heavy ion
collisions, the chiral shift parameter is generated for any nonzero chemical potential. This is seen from the results
presented in Fig. 34. However, its role is not as obvious as in the case of stellar matter. At high temperatures, the
Fermi surface and the low-energy excitations in its vicinity are not very useful concepts any more. Instead, it is
the axial current itself that is of interest. The chiral shift should induce a correction to the topological axial current
(499). As seen from Eq. (527), the corresponding correction in the NJL model is proportional to the chiral shift
parameter ∆, multiplied by a factor (Λl)2, where Λ is the ultraviolet cutoff. Formally, the product of ∆ and (Λl)2 is
finite and is proportional to the chemical potential. However, unlike the topological term, which is also proportional
to the chemical potential, the dynamical one contains an extra factor of the coupling constant. Therefore, only at
relatively strong coupling, which can be provided by QCD interactions, the effect of the chiral shift parameter on the
axial current can be substantial. The corresponding effect is still likely to be just a quantitative change of the overall
constant in relation (472) and, thus, is not easy to measure.
On the other hand, as suggested in Refs. [445, 458], the interplay of the chiral separation and chiral magnetic
effects can lead to a modified version of the latter, the quadrupole CME, which does not rely on the initial topological
charge fluctuations. This can presumably be realized as follows [445], see Fig. 41. An initial axial current generates
an excess of opposite chiral charges around the polar regions of the fireball. Then, these chiral charges trigger two
“usual” chiral magnetic effects with opposite directions of the vector currents at the opposite poles. The inward flows
of these electric currents will diffuse inside the fireball, while the outward flows will lead to a distinct observational
signal: an excess of same sign charges going back-to-back. This picture can also be interpreted as the generation
of the chiral magnetic wave [457], a collective gapless excitation already mentioned in Section 5.1.2. It should be
also emphasized that the quadrupole CME does not rely on the existence of topological charge fluctuations in the
hot quark-gluon plasma. It is triggered by the conventional chemical potential µ, rather than by the chiral chemical
potential µ5, which is not as well defined as µ [475].
One of the observable implications of the quadrupole CME is the splitting of the elliptic flows of positive and
negative pions, i.e., vπ−2 − vπ
+
2 = reA, where A is the net charge asymmetry A = ( ¯N+ − ¯N−)/( ¯N+ + ¯N−) and re > 0 is
the slope parameter [458]. Such a splitting was observed by the STAR collaboration [550–552] and appears to be in
qualitative agreement with the theoretical predictions.
Concerning the regime of hot relativistic matter, let us also mention that it will be of interest to extend the present
analysis of magnetized relativistic matter to address the properties of collective modes, similar to those presented in
Ref. [457], by studying various current-current correlators.
5.5.4. Magnetic instability in the early Universe
Let us recall that, historically, the idea of the chiral separation/magnetic effect came from cosmological studies
[14]. Early on, it was also proposed that the parity violation in weak interactions could potentially explain the origin
of cosmic magnetic fields [553]. Recently similar ideas and their developments became very popular again [438, 439,
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Figure 41: (Color online) The schematic mechanism behind the quadrupole chiral magnetic effect in heavy ion collisions, when an axial current is
initially driven by a nonzero baryon chemical potential that results in a pair of back-to-back electric currents produced by the axial charges in the
polar regions.
554–559]. This renewed interest is driven by the substantial progress in the observational cosmology in the recent
decade. Among other characteristics, intergalactic magnetic fields may provide useful probes of the early Universe
[560].
By making use of the generalized set of Maxwell equations that take into account the chiral chemical potential
in relativistic plasma with T ≫ m, the authors of Ref. [438] analyzed a self-consistent time evolution of magnetic
fields. They found that the magnetic fields survive much longer than the time defined by magnetic diffusion and that
the magnetic helicity is transferred from short to long scales. Using ideas closely related to the chiral magnetic effect,
it was also suggested that the parity-violating weak interactions in a plasma with nonzero density of lepton or baryon
numbers may drive a generation a horizon-scale helical magnetic fields [557].
By supplementing the leptogenesis scenario with the analysis of magnetic field evolution in a turbulent medium,
in Ref. [558] it was proposed that the combination of the chiral magnetic and chiral vortical effects can give rise to a
right-handed helical magnetic field that is coherent on astrophysical length scales. A range of other related ideas that
lead to the generation of the primordial magnetic fields were given in Refs. [439, 554–556, 559, 561]. One common
theme in all of them is the key role played by the chiral anomaly, e.g., via the chiral separation and chiral magnetic
effects, see Eqs. (472) and (474), or their generalizations.
6. Dirac semimetals in magnetic fields
After the discovery of graphene and the appreciation of its unique electronic and transport properties, a lot of
effort was invested in the search of condensed matter materials with three-dimensional Dirac-like spectra of low-
energy quasiparticles. Historically, bismuth and some of its alloys were the first materials in which the electron states
in a part of the Brillouin zone were described by 3D Dirac fermions [562–566]. Moreover, in an alloy of bismuth
with a small admixture of antimony, Bi1−xSbx, it was found that the Dirac mass could be controlled by changing the
concentration of antimony. At the concentration of about x ≈ 0.03 − 0.04, the mass vanishes and the alloy turns into
a massless Dirac semimetal, albeit a highly anisotropic one [567, 568].
Although other materials with 3D Dirac fermions can be obtained by fine tuning the strength of the spin-orbital
coupling or chemical composition [569–573], it is difficult to control such realizations. An interesting idea was
expressed in Ref. [574], where it was shown that the formation of Dirac points can be protected by a crystal symmetry,
and metastable β-cristobalite BiO2 was suggested as a specific example of a massless Dirac material. Later, by
using first-principles calculations and effective model analysis, the authors of Refs. [575, 576] predicted that A3Bi
(A = Na, K, Rb) and Cd3As2 should be Dirac semimetals with bulk 3D Dirac points protected by crystal symmetry.
The experimental discovery of the 3D Dirac fermions in Na3Bi and Cd3As2 was reported in Refs. [577] and [578,
579], respectively. The Dirac nature of the quasiparticles was confirmed by investigating the electronic structure of
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these materials with angle-resolved photoemission spectroscopy. For a recent review of 3D Dirac semimetals, see
Ref. [580].
The Dirac four-component spinors are composed of a pair of (left-handed and right-handed) two-component
spinors. The latter satisfy the Weyl equation and describe fermionic quasiparticles of a fixed (left-handed or right-
handed) chirality. If the requirement of inversion or time-reversal symmetry is relaxed, the degeneracy of the disper-
sion relations of the left- and right-handed Weyl modes can be lifted, transforming the Dirac semimetal into a Weyl
one. While pyrochlore iridates [581], as well as some heterostructures of topological and normal insulators [582], are
conjectured to be Weyl semimetals (for a review, see Refs. [440, 441, 583]), no material at present is experimentally
confirmed to be a Weyl semimetal. Since magnetic field breaks time reversal symmetry, one may engineer a Weyl
semimetal from a Dirac one by applying the external magnetic field. One such mechanism was originally proposed in
the context of high-energy physics in Ref. [444] and then extended to Dirac semimetals in Ref. [584]. The essence of
the corresponding idea relies on the dynamical generation of the chiral shift that was reviewed in Section 5. The ex-
tension of the same mechanism to semimetals is reviewed in the next subsection. It is expected that such a mechanism
can be naturally realized in the recently discovered 3D Dirac semimetals Na3Bi and Cd3As2 [577–579] (in addition
to the magnetic field, a necessary condition for this mechanism to operate is a nonzero density of charge carriers).
6.1. Chiral shift in Dirac semimetals
Following the ideas similar to those in Section 5, here we will show that an external magnetic field turns a Dirac
semimetal with a nonzero density of charge carriers into a Weyl semimetal with a pair of Weyl nodes for each of the
original Dirac nodes [584]. The corresponding transformation is induced by the electron-electron interaction and is
intimately connected with the topological nature of the spin-polarized lowest Landau level in the Dirac semimetal. As
expected, the induced momentum separation between the Weyl nodes will be determined by the chiral shift parameter
b. (This is the same as the chiral shift ∆ in Section 5, but here we use the notation conventional in solid state physics
literature.) The latter is a pseudovector with the direction along the magnetic field and the magnitude proportional to
the quasiparticle charge density, the strength of the magnetic field, and the strength of the interaction.
6.1.1. Model
Let us start by writing down the general form of the low-energy Hamiltonian for a Weyl semimetal,
H(W) = H(W)0 + Hint, (679)
where
H(W)0 =
∫
d3r
[
vFψ
†(r)
(
σ · (−i∇ − b) 0
0 −σ · (−i∇ + b)
)
ψ(r) − µ0 ψ†(r)ψ(r)
]
(680)
is the Hamiltonian of the free theory, which describes two Weyl nodes of opposite (as required by the Nielsen–
Ninomiya theorem [585]) chirality separated by vector 2b in momentum space. It should be clear that b is the same as
the chiral shift parameter in Section 5. The rest of the notations used in the definition of the low-energy Hamiltonian
are: vF is the Fermi velocity, µ0 is the chemical potential, and σ = (σx, σy, σz) are Pauli matrices associated with the
conduction-valence band degrees of freedom in a generic low-energy model [586]. Because of the similarity of the
latter to the spin matrices in the relativistic Dirac equation, we will call them pseudospin matrices in this section.
The Hint part of the Hamiltonian describes the electron-electron Coulomb interaction U(r − r′). In general, it has
the following nonlocal form:
Hint =
1
2
∫
d3rd3r′ ψ†(r)ψ(r)U(r − r′)ψ†(r′)ψ(r′). (681)
In order to describe the underlying physics in the simplest possible form, below we will utilize a simple model with a
contact four-fermion interaction,
U(r) = e
2
κ|r| → g δ
3(r), (682)
where g is a dimensionful coupling constant. Such a model interaction should at least be sufficient for a qualita-
tive description of the effect of the dynamical generation of the chiral shift parameter by a magnetic field in Dirac
semimetals.
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Before proceeding further with the analysis of the underlying dynamics, it is convenient to rewrite the model in
terms of the four-component Dirac spinors. To achieve this, let us introduce the following Dirac matrices in the chiral
representation:
γ0 =
(
0 −I
−I 0
)
, γ =
(
0 σ
−σ 0
)
, (683)
where I is the two-dimensional unit matrix. Then, the original Hamiltonian takes the following relativistic form:
H(W) =
∫
d3r ¯ψ(r)
[
−ivF(γ · ∇) − (b · γ)γ5 − µ0γ0
]
ψ(r) + g
2
∫
d3r ρ(r)ρ(r). (684)
Here, by definition, ¯ψ ≡ ψ†γ0 is the Dirac conjugate spinor field, ρ(r) ≡ ¯ψ(r)γ0ψ(r) is the charge density operator, and
matrix γ5 is defined as usual, i.e.,
γ5 ≡ iγ0γ1γ2γ3 =
(
I 0
0 −I
)
. (685)
By comparing the structure of this matrix with that of the chiral shift term in the free Hamiltonian (680), we see that
the eigenvalues of γ5 correspond to the node degrees of freedom.
As should be clear from the definition, a Dirac semimetal is a special case of the Weyl one, and its low-energy
Hamiltonian is the same as in Eq. (684), but with b = 0, i.e.,
H(D) = H(W)
∣∣∣∣b=0. (686)
Unlike Weyl semimetals, Dirac semimetals are invariant under the time reversal symmetry. While the most general
Dirac model also allows a nonzero mass term m0 ¯ψ(r)ψ(r), we do not include it in Eq. (684). This is justified by the
fact that the recently discovered Dirac semimetals [577–579] appear to have no mass gaps at the Dirac points.
In the presence of an external magnetic field, the∇ operator in the Hamiltonian should be replaced by the covariant
derivative∇− ieA/c, where A is the vector potential and c is the speed of light. Therefore, the model Hamiltonian for
the Dirac semimetal in an external magnetic field has the following form:
H(D)mag =
∫
d3r ¯ψ(r)
[
−ivF (γ · (∇ − ieA/c)) − µ0γ0
]
ψ(r) + g
2
∫
d3r ρ(r)ρ(r). (687)
In the absence of the Dirac gap, both this Hamiltonian and the Weyl semimetal Hamiltonian in Eq. (684) are invariant
under the chiral U(1)+ × U(1)− symmetry, where + and − correspond to the node states with +1 and −1 eigenvalues
of the γ5 matrix, respectively. Strictly speaking, the currents connected with the U(1)+ and U(1)− symmetries are
anomalous. However, because these symmetries are Abelian, one can still introduce conserved charges for them
[587].
6.1.2. Gap equation
In this section, we will derive the gap equation for the fermion propagator in the Dirac semimetal model (687) and
show that at a nonzero charge density, a nonzero b necessarily arises in the normal phase as soon as a magnetic field
is turned on.
In model (687), we easily find the following free fermion propagator:
iS −1(u, u′) =
[
(i∂t + µ0)γ0 − vF (pi · γ)
]
δ4(u − u′), (688)
where u = (t, r) and pi ≡ −i∇ − eA/c is the canonical momentum.The vector potential is chosen in the Landau gauge,
A = (0, xB, 0), where B is a strength of the external magnetic field pointing in the z direction.
An ansatz for the full fermion propagator can be written in the following form (we will see that this ansatz is
consistent with the Schwinger–Dyson equation for the fermion propagator in the mean-field approximation):
iG−1(u, u′) =
[
(i∂t + µ)γ0 − vF(pi · γ) + γ0(µ˜ · γ)γ5 + vF (b · γ)γ5 − m
]
δ4(u − u′). (689)
This propagator contains dynamical parameters µ˜, b, and m that are absent at tree level in Eq. (688). Here m plays the
role of the dynamical Dirac mass and b is the chiral shift [444, 445]. By taking into account the Dirac structure of the
151
µ˜ term, we see that it is related to the anomalous magnetic moment µan (associated with the pseudospin) as follows:
µ˜ ≡ µanB. It should be also emphasized that the dynamical parameter µ in the full propagator may differ from its
tree-level counterpart µ0 [see Eq. (691)].
In order to determine the values of these dynamical parameters, we will use the Schwinger–Dyson (gap) equation
for the fermion propagator in the mean-field approximation, i.e.,
iG−1(u, u′) = iS −1(u, u′) − g
{
γ0G(u, u)γ0 − γ0 tr[γ0G(u, u)]
}
δ4(u − u′). (690)
The first term in the curly brackets describes the exchange (Fock) interaction and the last term presents the direct
(Hartree) interaction.
Separating different Dirac structures in the gap equation, we arrive at the following set of equations:
µ − µ0 = −34 g 〈 j
0〉, (691)
b = g4vF
〈j5〉, (692)
m = −g
4
〈 ¯ψψ〉, (693)
µ˜ =
g
4
〈Σ〉. (694)
The fermion charge density, the axial current density, the chiral condensate, and the anomalous magnetic moment
condensate on the right hand side of the above equations are determined through the full fermion propagator as
follows:
〈 j0〉 ≡ −tr
[
γ0G(u, u)
]
, (695)
〈j5〉 ≡ −tr
[
γ γ5G(u, u)
]
, (696)
〈 ¯ψψ〉 ≡ −tr [G(u, u)] , (697)
〈Σ〉 ≡ −tr
[
γ0γ γ5G(u, u)
]
. (698)
Note that the right-hand sides in Eqs. (697) and (698) differ from those in Eqs. (695) and (696) by the inclusion of
an additional γ0 matrix inside the trace. Since, according to Eq. (683), the γ0 matrix mixes quasiparticle states from
different Weyl nodes, we conclude that while 〈 j0〉 and 〈j5〉 describe the charge density and the axial current density,
the chiral condensate 〈 ¯ψψ〉 and the anomalous magnetic moment condensate 〈Σ〉 describe internode coherent effects.
As is known [14, 39, 40], in the presence of a fermion charge density and a magnetic field, the axial current 〈j5〉 is
generated even in the free theory. Therefore, according to Eq. (692), the chiral shift b is induced already in the lowest
order of the perturbation theory. As a result, a Dirac semimetal is necessarily transformed into a Weyl one, as soon as
an external magnetic field is applied to the system (see also a discussion in Section 6.1.3).
In order to derive the propagator G(u, u′) in the Landau-level representation, we invert G−1(u, u′) in Eq. (689)
by using the approach described in Appendix A.2. For our purposes here, the expression for the propagator in the
coincidence limit u′ → u is sufficient [cf. Eq. (A26) in Ref. [445]]:
G(u, u) = i
2πl2
∞∑
n=0
∫ dωdk3
(2π)2
K+n P+ +K−n P−θ(n − 1)
Un
, (699)
where P± ≡ 12
(
1 ± is⊥γ1γ2
)
are the pseudospin projectors, l = √c/|eB| is the magnetic length, and s⊥ = sign(eB).
Also, by definition, θ(n − 1) = 1 for n ≥ 1 and θ(n − 1) = 0 for n < 1. The functions K±n and Un with n ≥ 0 are given
by
K±n =
[
(ω + µ ∓ s⊥vFb) γ0 ± s⊥µ˜ + m − vFk3γ3
] {
(ω + µ)2 + µ˜2 − m2 − (vFb)2 − (vFk3)2 − 2nv2F |eB|/c
∓2s⊥ [µ˜(ω + µ) + vFbm] γ0 ± 2s⊥(µ˜ + vFbγ0)vFk3γ3} (700)
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and
Un =
[
(ω + µ)2 + µ˜2 − m2 − (vFb)2 − (vFk3)2 − 2nv2F |eB|/c
]2 − 4 [(µ˜ (ω + µ) + vFbm)2 + (vFk3)2 ((vFb)2 − µ˜2)] ,
(701)
where we took into account that the only nonvanishing components of the axial vectors b and µ˜ are the longitudinal
projections b and µ˜ on the direction of the magnetic field. Note that the zeros of the function Un determine the
dispersion relations of quasiparticles.
6.1.3. Perturbative solution
In order to obtain the leading order perturbative solution to the gap equations, we can use the free propagator on
the right-hand side of Eqs. (695) through (698), i.e.,
S (u, u) = i
2πl2
∞∑
n=0
∫ dωdk3
(2π)2
[
(ω + µ0) γ0 − vFk3γ3
]
[P+ + P−θ(n − 1)]
(ω + µ0)2 − (vFk3)2 − 2nv2F |eB|/c
. (702)
Note that unlike the high Landau levels with n ≥ 1, where both spin projectors P+ and P− contribute, the lowest
Landau level (LLL) with n = 0 contains only one projector P+. The reason of this is well known. The Atiyah-
Singer theorem connects the number of the zero energy modes (which are completely pseudospin polarized) of the
two-dimensional part of the Dirac operator to the total flux of the magnetic field through the corresponding plane.
This theorem states that LLL is topologically protected (for a discussion of the Atiyah-Singer theorem in the context
of condensed matter physics, see Ref. [588]).
By making use of Eq. (702), we straightforwardly calculate the zeroth order result for the charge density,
〈 j0〉0 = µ02vF(πl)2 +
sign(µ0)
vF(πl)2
∞∑
n=1
√
µ20 − 2nv2F |eB|/c θ
(
µ20 − 2nv2F |eB|/c
)
, (703)
and the axial current density
〈j5〉0 = eBµ02π2vFc . (704)
As to the chiral condensate and the anomalous magnetic moment condensate, they vanish, i.e., 〈 ¯ψψ〉0 = 0 and 〈Σ〉0 =
0. This is not surprising because both of them break the chiral U(1)+ × U(1)− symmetry of the Dirac semimetal
Hamiltonian (687). Then, taking into account Eqs. (693) and (694), we conclude that both the Dirac mass m and the
parameter µ˜ are zero in the perturbation theory.
After taking into account the gap equations (691) and (692), the results in Eqs. (703) and (704) imply that there
is a perturbative renormalization of the chemical potential and a dynamical generation of the chiral shift. Of special
interest is the result for the axial current density given by Eq. (704). This is generated already in the free theory and
known in the literature as the topological contribution [39, 443]. Its topological origin is related to the following fact:
in the free theory, only the LLL contributes to both the axial current and the axial anomaly. By combining Eqs. (692)
and (704), we find
b = geBµ0
8π2v2Fc
. (705)
This is our principal result, which reflects the simple fact that at µ0 , 0 (i.e., nonzero charge density), the absence of
the chiral shift is not protected by any additional symmetries in the normal phase of a Dirac metal in a magnetic field.
Indeed, in the presence of a homogeneous magnetic field pointing in the z direction, the rotational SO(3) symmetry in
the model is explicitly broken down to the SO(2) symmetry of rotations around the z axis. The dynamically generated
chiral shift parameter b also points in the same direction and does not break the leftover SO(2) symmetry. The same
is true for the discrete symmetries: while the parity P is preserved, all other discrete symmetries, charge conjugation
C, time reversal T , CP, CT , PT , and CPT , are broken. Last but not least, the chiral shift does not break the chiral
U(1)+ × U(1)− symmetry considered in Section 6.1.1. This implies that the dynamical chiral shift is necessarily
generated in the normal phase of a Dirac semimetal in a magnetic field, and the latter is transformed into a Weyl
semimetal.
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Figure 42: Dispersion relations of the quasiparticles from different Weyl nodes and their Fermi surfaces. The two dispersion relations are the mirror
images of each other.
In the phase with a dynamically generated chiral shift b, the quasiparticle dispersion relations, i.e., ωn,σ = −µ +
En,σ, are determined by the following Landau-level energies (recall that we assume that the magnetic field points in
the z direction):
E0,σ = vF
(
s⊥b + σk3
)
, n = 0, (706)
En,σ = ±vF
√(
s⊥b + σk3
)2
+ 2n|eB|/c, n ≥ 1, (707)
where σ = ± corresponds to different Weyl nodes. The corresponding dispersion relations are shown graphically in
Fig. 42. Note a qualitatively different character (compared to higher Landau levels) of the dispersion relations in the
LLL given by the straight lines whose signs of slope correlate with the Weyl nodes. Of course, this correlation is due
to the complete polarization of quasiparticle pseudospins in the LLL. As seen from Fig. 42, the effect of the chiral shift
is not only to shift the relative position of the Weyl nodes in momentum space, but also to induce a chiral asymmetry
of the Fermi surface [444, 445].
6.1.4. Nonperturbative solution: Phase transition
The magnetic catalysis phenomenon, which was reviewed in detail in Sections 2 and 3, implies that at vanishing
µ0, the ground state in the model at hand is characterized by a nonzero Dirac mass m that spontaneously breaks chiral
symmetry.
Such a vacuum state can withstand a finite stress due to a nonzero chemical potential. However, as we discuss be-
low, when µ0 exceeds a certain critical value µcr, the chiral symmetry restoration and a new ground state are expected.
The new state is characterized by a nonvanishing chiral shift parameter b and a nonzero axial current in the direction
of the magnetic field. Since no symmetry of the theory is broken, this state is the normal phase of the magnetized
matter that happens to have a rather rich chiral structure.
Let us describe this transition in more detail. The value of the dynamical Dirac mass m in the vacuum state can
be easily calculated following the same approach as in Ref. [36, 113]. At weak coupling, in particular, we can use the
following expression for the chiral condensate:
〈 ¯ψψ〉 ≃ − m
4π2vF
Λ2 + 1l2 ln v
2
F
πm2l2
 , (708)
obtained in the limit of a small mass (which is consistent with the weak coupling approximation), using the gauge
invariant proper-time regularization. Here the ultraviolet momentum cutoff Λ can be related, for example, to the value
of lattice spacing a as follows: Λ ≃ π/a. Finally, by taking into account gap equation (693), we arrive at the solution
for the dynamical mass,
m ≃ vF√
πl
exp
(
−8π
2vF l2
g
+
(Λl)2
2
)
. (709)
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This zero-temperature, nonperturbative solution exists for µ0 < m.
The free energies of the two types of states, i.e., the nonperturbative state with a dynamically generated Dirac
mass (and no chiral shift) and the perturbative state with a nonzero chiral shift (and no Dirac mass) become equal at
about µ0 ≃ m/
√
2. This is analogous to the Clogston relation in superconductivity [498].
At the critical value µcr ≃ m/
√
2, a first order phase transition takes place. Indeed, both these solutions coexist at
µ0 < m, and while for µ0 < µcr the nonperturbative (gapped) phase with a chiral condensate is more stable, the normal
(gapless) phase becomes more stable at µ0 > µcr. Note that at µ0 < m the chemical potential is irrelevant in the gapped
phase: the charge density is absent there. On the other hand, at any nonzero chemical potential, there is a nonzero
charge density in the normal (gapless) phase. Therefore, at µcr ≃ m/
√
2, there is a phase transition with a jump in the
charge density, which is a clear manifestation of a first order phase transition.
6.1.5. Dirac semimetals vs. graphene in a magnetic field
It is instructive to compare the states in the magnetized Dirac semimetals and graphene. First of all, we would like
to point out that the chiral shift is a three dimensional analog of the Haldane mass [218, 344, 493], which plays an
important role in the dynamics of the quantum Hall effect in graphene. Indeed, in the formalism of the four-component
Dirac fields in graphene, the Haldane mass condensate is described by the same vacuum expectation value as that of
the axial current in three dimensions [177]:
〈 ¯ψγ3γ5ψ〉 = −tr
[
γ3 γ5G(u, u)
]
(710)
for a magnetic field pointing in the z direction, which is orthogonal to the graphene plane, cf. Eq. (696). Moreover,
similarly to the solution with the chiral shift, the solution with the Haldane mass (with the same sign for both spin-up
and spin-down quasiparticles) describes the normal phase: it is a singlet with respect to the SU(4) symmetry, which is
a graphene analog of the chiral group in Dirac and Weyl semimetals.
Also, in graphene, there is a phase transition similar to that described in Section 6.1.4. It happens when the LLL is
completely filled [177]. In other words, the quantum Hall state with the filling factor ν = 2 in graphene is associated
with the normal phase containing the Haldane mass.
As is well known, the Haldane mass leads to the Chern-Simons term in an external electromagnetic field [218,
344, 493]. This feature reflects a topological nature of the state with the filling factor ν = 2 in a graphene. As was
recently shown in Ref. [589], the chiral shift term
¯ψ(b · γ)γ5ψ (711)
leads to an induced Chern-Simons term of the form 12 bµǫ
µνρσFρσAν in Weyl semimetals [here bµ is a four-dimensional
vector (0, b)]. Therefore, it should also be generated in Dirac semimetals in a magnetic field. Note however the
following principle difference between them: while in Weyl semimetals the chiral shift b is present in the free Hamil-
tonian, it is dynamically generated in the normal phase of Dirac semimetals in a magnetic field [see Eq. (705)]. Like
in graphene, the generation of the Chern-Simons term implies a topological nature of the normal state in this material.
Note that the generation of the Chern-Simons term in these materials is intimately connected with their anisotropy. A
possibility of the generation of an induced Chern-Simons term in a relativistic isotropic hot matter was considered in
Ref. [536].
In summary, the normal phase of a Dirac semimetal at a nonzero charge density and in a magnetic field has a
nontrivial chiral structure: it is transformed into a Weyl semimetal with a pair of Weyl nodes for each of the original
Dirac points. The nodes are separated by a dynamically induced chiral shift that is directed along the magnetic field.
The phase transition between the normal phase and the phase with chiral symmetry breaking is revealed, and the
rearrangement of the Fermi surface accompanying this phase transition is described.
Although we used a simple model with a contact four-fermion interaction, the same qualitative results are ex-
pected also in more realistic models. The studies in the relativistic Nambu-Jona-Lasinio (NJL) model (with a contact
interaction) on the one hand [444, 445] and in QED on the other [446] strongly support the validity of this statement.
Namely, the dynamical generation of the chiral shift in a magnetic field and at a nonzero fermion density is a universal
phenomenon.
155
6.2. Observational implications
It was suggested in the literature that negative longitudinal magnetoresistivity in Weyl semimetals [585, 590, 591]
is a consequence of the chiral anomaly [420, 421] and is a fingerprint of a Weyl semimetal phase. In particular, the
anomaly is responsible for pumping the electrons between the nodes of opposite chirality at a rate proportional to the
scalar product of the applied electric and magnetic fields E · B. Recently, a negative longitudinal magnetoresistivity
was observed in Bi1−xSbx alloy with x ≈ 0.03 in moderately strong magnetic fields [592] and could be interpreted
as an experimental signature of the presence of a Weyl semimetal phase, where a single Dirac point splits into two
Weyl nodes with opposite chiralities and the separation between the nodes in momentum space is proportional to
the applied field. (Similar measurement were also reported in other materials [442, 593], but they were interpreted
differently.) As we will show below, however, the observation of the negative longitudinal magnetoresistivity is also
expected in Dirac semimetals. Therefore, negative magnetoresistivity alone may not be sufficient to unambiguously
distinguish between the Dirac and Weyl semimetals. Note that a nonlocal transport can be another way of probing the
chiral anomaly in Weyl semimetals [594].
In Refs. [585, 590, 591], the magnetoresistivity in Weyl semimetals was studied by using the semiclassical Boltz-
mann kinetic equation. Since negative longitudinal magnetoresistivity is one of the key characteristics of Weyl
semimetals intimately connected with the chiral anomaly, below we derive magnetoresistivity using the microscopic
Kubo formalism, which takes into account quantum effects. (In a special class of gapless Dirac semiconductors with
a small carrier concentration, transverse magnetoresistivity was previously studied in Ref. [595].) We found that the
negative longitudinal magnetoresistivity takes place not only in Weyl semimetals, but also in Dirac ones.
As we argue in Section 6.2.1, the origin of the negative magnetoresistivity is intimately connected with the spatial
dimensional reduction 3 → 1 in the low-energy dynamics dominated by the LLL. Such a dimensional reduction is
a universal phenomenon, taking place in the dynamics of charged fermions in a magnetic field [36, 113]. The low-
energy quasiparticles are described by the spin-polarized LLL states and effectively have one-dimensional dispersion
relations, which depend only on the longitudinal momentum kz and do not contain the magnetic field at all. The
physics behind this phenomenon is the following. As is well known, the transverse momenta k⊥ are not good quantum
numbers for quasiparticles in a magnetic field. In the dispersion relations, such momenta are replaced by a single
discrete quantum number n, labeling the Landau levels (which have a degeneracy proportional to the value of the
magnetic field).
The consequences of the dimensional reduction are rather dramatic in the case of relativistic-like massless fermions
because of their chiral nature: such fermions disperse only one way in the longitudinal direction for each chirality
[596]. The existence of massless chiral fermions and their high degeneracy in the presence of a magnetic field are
topologically protected by the index theorem [597]. We find that it is this unique nature of the low-energy states that is
responsible for the main contribution (growing linearly with the field) to the longitudinal conductivity in Dirac/Weyl
semimetals. In fact, as we will see in the following, the special nature of the LLL plays a profound role also in the
anomalous Hall contribution to the transverse conductivity.
Finally, we would like to mention that electric transport in Weyl semimetals in the absence of magnetic field was
studied in Refs. [598, 599]. The magneto-optical conductivity of Weyl semimetals was investigated in Ref. [600].
Recent developments in transport phenomena in Weyl semimetals are reviewed in Ref. [596] focusing on signatures
connected with the chiral anomaly.
6.2.1. Magnetoresistance
According to the Kubo linear response theory, the direct current conductivity tensor
σi j = lim
Ω→0
ImΠi j(Ω + i0; 0)
Ω
(712)
is expressed through the Fourier transform of the current-current correlation function
Πi j(Ω; 0) = e2v2FT
∞∑
k=−∞
∫ d3p
(2π)3 tr
[
γi ¯G(iωk; p)γ j ¯G(iωk −Ω; p)
]
. (713)
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Note that this function is given in terms of the translation invariant part of the quasiparticle Green’s function. By
making use of the spectral representation for the Green’s function
¯G(iωk; p) =
∫ ∞
−∞
dωA(ω; p)
iωk + µ − ω, (714)
we obtain the following standard representation for the current-current correlation function:
Πi j(Ω + i0; 0) = e2v2F
∫
dω
∫
dω′ nF(ω) − nF(ω
′)
ω − ω′ −Ω − i0
∫ d3k
(2π)3 tr
[
γiA(ω; k)γ jA(ω′; k)
]
, (715)
where nF(ω) = 1/
[
e(ω−µ)/T + 1
]
is the Fermi distribution function.
In the normal phase (with m = 0), the spectral function can be decomposed into the sum of two separate chiral
contributions [601], i.e.,
A(ω; k) =
∑
χ=±
A(χ)(ω; k)P(χ)5 , (716)
where
A(χ)(ω; k) = ie
−k2⊥l2
π
∑
λ=±
∞∑
n=0
(−1)n
E(χ)n
{ [
E(χ)n γ0 − λvF(k3 − χb)γ3
] [
P+Ln
(
2k2⊥l2
)
− P−Ln−1
(
2k2⊥l2
)]
+2λvF(k⊥ · γ⊥)L1n−1
(
2k2⊥l2
) } Γn(
ω − λE(χ)n
)2
+ Γ2n
. (717)
This model spectral function assumes that quasiparticles in the nth Landau level have a nonzero decay width Γn,
which is determined by the disorder and/or interactions. The functional form of Γn is needed for quantitative studies
of the transport properties, but will not be addressed here. By aiming only at the key features of the magneto-transport
characteristics in Weyl and Dirac semimetals, we will assume that Γn take constant values. Because of the special
nature of LLL, we will allow that the decay width in the LLL can be smaller than the decay widths in higher Landau
levels.
In the expression for the diagonal components of the current-current correlation function (715), the traces in the
integrand are real. Therefore, in order to extract the imaginary part of Πii(Ω + i0; 0), we can use the identity
1
ω − ω′ −Ω − i0 = P
1
ω − ω′ − Ω + iπδ
(
ω − ω′ −Ω) . (718)
Taking this into account in Eq. (715) and using the definition in Eq. (712), we derive a much simpler and more
convenient expression for the diagonal components of the conductivity tensor:
σii = −πe2v2F
∑
χ=±
∫ dω
4T cosh2 ω−µ2T
∫ d3k
(2π)3 tr
[
γiA(χ)(ω; k)γiA(χ)(ω; k)P(χ)5
]
. (719)
(Here there is no sum over index i.)
The calculation of the off-diagonal components of the transverse conductivity σ12 = −σ21 is complicated by the
fact that the corresponding traces in Eq. (715) are imaginary. In this case, it is convenient to rewrite the expression for
the current-current correlation function as follows:
Πi j(Ω + i0; 0) = e2v2F
∑
χ=±
∫ d3k
(2π)3
∫
dωnF(ω)tr
[
γiA(χ)(ω; k)γ j ¯G(χ)
µ=0(ω −Ω − i0; k)P(χ)5
+γi ¯G(χ)
µ=0(ω + Ω + i0; k)γ jA(χ)(ω; k)P(χ)5
]
, (720)
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where we used Eq. (714) at µ = 0 in order to eliminate one of the energy integrations. By substituting this result into
Eq. (712) and taking the limit Ω→ 0, we obtain
σi j = e2v2F
∑
χ=±
Im
∫ d3k
(2π)3
∫
dωnF (ω)tr
[
γi
d ¯G(χ)
µ=0(ω + i0; k)
dω γ
jA(χ)(ω; k)P(χ)5
−γiA(χ)(ω; k)γ j
d ¯G(χ)
µ=0(ω − i0; k)
dω P
(χ)
5
]
. (721)
In principle this is valid for both the diagonal and off-diagonal components. In the case of the diagonal components,
however, this is equivalent to the much simpler expression in Eq. (719). In order to show their equivalency explicitly,
one needs to integrate the expression in Eq. (721) by parts and use the definition for the spectral function in Eq. (716).
In the calculation of the off-diagonal components σi j, only the representation in Eq. (721) is valid.
It may be appropriate to mention that the analysis of the conductivity here does not take into account the effect
of weak localization/antilocalization [602, 603]. (For a recent study of weak localization and antilocalization in 3D
Dirac semimetals, see Ref. [604, 605].) The corresponding quantum interference effects play an important role in
weak magnetic fields and can even change the qualitative dependence of the conductivity/resistivity on the magnetic
field. This expectation is also supported by the analysis of the experimental results [592], where the signs of weak an-
tilocalization are observed in weak magnetic fields. While the physics behind this effect is very interesting, it is not of
prime interest for the purposes of our study here. Indeed, in the case of moderately strong magnetic fields considered,
the effect of the weak antilocalization is not expected to modify the qualitative behavior of the magnetoresistance.
(The localization effects in interacting Weyl semimetals in a magnetic field was recently studied in Ref. [605].)
The longitudinal conductivity is of special interest in Weyl semimetals because, as first suggested in Ref. [585],
it may reveal a unique behavior characteristic for these materials. Using Eq. (719), we find that the longitudinal
conductivity is given by
σ33 =
e2v2F
24π3l2T
∑
χ
∞∑
n=0
∫ dωdk3
cosh2 ω−µ2T
Γ2n
[
(ω − s⊥χvF(k3 − χb))2 + 2nǫ2L + Γ2n
]2
[(
ω − E(χ)n
)2
+ Γ2n
]2 [(
ω + E(χ)n
)2
+ Γ2n
]2
+
e2v2F
24π3l2T
∑
χ
∞∑
n=1
∫ dωdk3
cosh2 ω−µ2T
Γ2n
[
(ω + s⊥χvF(k3 − χb))2 + 2nǫ2L + Γ2n
]2
[(
ω − E(χ)n
)2
+ Γ2n
]2 [(
ω + E(χ)n
)2
+ Γ2n
]2
− e
2v2F
π3l2T
∑
χ
∞∑
n=1
∫ dωdk3
cosh2 ω−µ2T
Γ2nω
2nǫ2L[(
ω − E(χ)n
)2
+ Γ2n
]2 [(
ω + E(χ)n
)2
+ Γ2n
]2 , (722)
where ǫL ≡ vF/l ≡ vF
√|eB|/c is the Landau energy scale.
Before analyzing the complete expression, it is instructive to extract the LLL contributionσ(LLL)33 to the longitudinal
conductivity. It is given by the following exact result:
σ
(LLL)
33 =
e2v2F
24π3l2T
∑
χ
∫ dωdk3
cosh2 ω−µ2T
Γ20[
(ω + s⊥χvF (k3 − χb))2 + Γ20
]2 = e2vF4π2l2Γ0 =
e2vF |eB|
4π2cΓ0
. (723)
This is a topological contribution associated with the chiral anomaly, which is generated entirely on the LLL in the
presence of a magnetic field [460]. It is completely independent of the temperature and the chemical potential. This
result agrees also with the corresponding result obtained by using the semiclassical Boltzmann kinetic equation in
Refs. [585, 590, 591]. By comparing the expression in Eq. (723) with those in Refs. [585, 590, 591], we see that the
quasiparticle width Γ0 is related to the collision time as follows: Γ0 = ~/τ.
It is interesting that the origin of the topological contribution in Eq. (723) is intimately connected with the spatial
dimensional reduction 3 → 1 in the LLL dynamics [36, 113]. The dimensional reduction of the LLL states can be
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Figure 43: (Color online) Longitudinal conductivity σ33 at zero temperature as a function of the magnetic field. The solid line shows the complete
result, the dashed line shows the contribution without the lowest Landau level, and the dotted line shows the topological contribution of the lowest
Landau level alone. The quasiparticle width in higher Landau levels is Γ = 0.1µ. The LLL quasiparticle width is the same or half the width in
higher Landau levels.
made explicit by noting that the propagator of the corresponding quasiparticles of given chirality χ (Weyl node) is
given by
¯G(χ)LLL(ω, k) = ie−k
2
⊥l2 (ω + µ)γ0 − vF (k3 − χb)γ3
(ω + µ)2 − v2F (k3 − χb)2
(1 + is⊥γ1γ2). (724)
This propagator implies that the LLL modes are characterized by a one-dimensional form of the relativistic-like
dispersion relation ω(χ) = −µ ± vF(k3 − χb), which is independent of the magnetic field. The final expression for the
topological contribution is proportional to the magnetic field only because the LLL density of states is determined by
the strength of the field.
The remaining higher Landau level (HLL) contribution to the longitudinal conductivity is given by the following
expression:
σ(HLL)33 =
e2v2F
4π3l2T
∞∑
n=1
∫ dωdk3
cosh2 ω−µ2T
Γ2n
[(
ω2 + E2n + Γ2n
)2 − 4nǫ2Lω2][
(ω − En)2 + Γ2n
]2 [(ω + En)2 + Γ2n]2 , (725)
where En = vF
√
k23 + 2n|eB|/c. Note that the integration over k3 in the last expression can be performed analyti-
cally. Moreover, in the limit of zero temperature, the remaining integration over ω can be performed as well. The
corresponding explicit results are presented in Appendix B of Ref. [601].
The numerical results for the longitudinal magnetoconductivity as functions of v2F |eB|/µ2c are plotted in Fig. 43
for two fixed values of the quasiparticle widths in the higher Landau levels, i.e., Γ = 0.1µ (left panels) and Γ = 0.2µ
(right panels), and with the two possible choices of the LLL quasiparticle width Γ0, i.e., the same (upper panels)
or two times smaller (lower panels) than the width in the higher Landau levels. The LLL contribution is shown
by the red dotted line, the HLL contribution is shown by the blue dashed line, and the complete expression for
the longitudinal magnetoconductivity, σ33 = σ(LLL)33 + σ
(HLL)
33 , is shown by the black solid line. Leaving aside the
characteristic Shubnikov-de Haas oscillations, we see that the HLL contribution has an overall tendency to decrease
with increasing the field. In spite of that, the total longitudinal magnetoconductivity, which also includes the linearly
increasing topological LLL contribution, has the opposite tendency.
Taking into account that σ13 = σ31 = σ23 = σ32 = 0 and using σ33 calculated above, we also find the longitudinal
magnetoresistivity. It is given by ρ33 = 1/σ33. The corresponding numerical results are plotted in Fig. 44 as functions
of v2F |eB|/µ2c. Oscillations of magnetoresistivity connected with the Shubnikov-de Haas effect are clearly seen in
the left panels in Fig. 44, which show the results for a smaller value of the quasiparticle width Γ = 0.1µ in higher
Landau levels. The oscillations in the case of twice as large width, Γ = 0.2µ, are not as well pronounced. The
longitudinal magnetoresistivity in the case with the LLL quasiparticle width two times smaller than the width of
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Figure 44: (Color online) Longitudinal resistivity ρ33 at zero temperature as a function of the magnetic field. The solid line shows the complete
result, the dashed line shows the contribution without the lowest Landau level, and the dotted line shows the topological contribution of the lowest
Landau level alone. The quasiparticle width is Γ = 0.1µ. The LLL quasiparticle width is the same or half the width in higher Landau levels.
higher Landau levels is plotted in the two lower panels. Overall, the longitudinal magnetoresistivity decreases as the
magnetic field grows. As we mentioned in the Introduction, this phenomenon is known in the literature as negative
magnetoresistivity. As is clear from our results in Fig. 44, the negative longitudinal magnetoresistivity is exclusively
due to the LLL contribution[585] which in turn is connected with the chiral anomaly [420, 421].
We would like to emphasize that we did not assume in our calculations that Γ0 is much less than the quasiparticle
width in higher Landau levels. This assumption was made in semiclassical calculations in Refs. [585, 590, 591] due
to the fact that the quasiparticle width Γ0 in the LLL is not equal to zero only because of the internode scatterings.
This is unlike the quasiparticle width in higher Landau levels where intranode scatterings contribute too. Since Weyl
nodes are separated by the distance 2b in momentum space in Weyl semimetals, internode scattering processes are less
efficient compared to intranode ones. Therefore, it is usually assumed that Γ0 is much less than Γn in higher Landau
levels n ≥ 1. Although we did not make this assumption, we still observe the negative longitudinal magnetoresistivity.
It is also important to emphasize another point. After the change of the integration variable k3 → k3new ≡ k3 − χb, the
chiral shift b does not enter in the longitudinal magnetoconductivity (722) and affects the result only indirectly through
the quasiparticle width [585]. Since our results show that the negative longitudinal magnetoresistivity takes place even
when the LLL quasiparticle width Γ0 is comparable to the width Γn in the higher Landau levels, we conclude that this
phenomenon is quite robust and will also take place in Dirac semimetals as well.
Now, let us proceed to the calculation of the diagonal σ11 = σ22 components of the transverse conductivity. From
Eq. (719), one obtains the following result:
σ11 =
e2v2F
4π3l2T
∞∑
n=0
∫ dωdk3
cosh2 ω−µ2T
Γn+1Γn
[(
ω2 + E2n + Γ2n
) (
ω2 + E2
n+1 + Γ
2
n+1
)
− 4(vFk3)2ω2
]
[(
E2n + Γ2n − ω2
)2
+ 4ω2Γ2n
] [(
E2
n+1 + Γ
2
n+1 − ω2
)2
+ 4ω2Γ2
n+1
] . (726)
In the limit of zero temperature, we can easily integrate overω and k3. The corresponding analytical result is presented
in Appendix B of Ref. [601].
The numerical results for the transverse diagonal conductivity σ11 as a function of v2F |eB|/(µ2c) are shown in the
left panel of Fig. 45 for three different values of the quasiparticle width. Just as in the case of longitudinal conductivity,
the Shubnikov-de Haas oscillations are clearly seen for smaller values of the width, but gradually disappear when the
width becomes larger. In all cases, however, the transverse diagonal conductivity has an overall tendency to decrease
with increasing the field.
In order to calculate the off-diagonal components of the transverse conductivity, we use Eq. (721). Let us start
from the simplest case when Γn → 0. In this limit, the Lorentzian in the spectral function (717) is replaced by a δ
160
0.0 0.2 0.4 0.6 0.8 1.00.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
v
F
2
ÈeBÈHcΜ2L
Σ
1
1
v
F
H
e
2
Μ
L
b=0
0.0 0.2 0.4 0.6 0.8 1.0-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0.0
v
F
2
ÈeBÈHcΜ2L
Σ
1
2
v
F
H
e
2
Μ
L
Figure 45: (Color online) Left panel: Diagonal components of the transverse conductivity σ11 = σ22 at zero temperature as a function of the
magnetic field. The quasiparticle width is Γ = 0.05µ (black solid line), Γ = 0.1µ (blue dashed line), and Γ = 0.2µ (red dotted line). The sum over
Landau levels includes nmax = 104 levels. Right panel: Off-diagonal components of the transverse conductivity σ12 = −σ21 as a function of the
magnetic field for the vanishing chiral shift, b = 0. The results are shown for Γ = T = 0 (green thin solid line), Γ → T = 0.05µ (black solid line),
Γ→ T = 0.1µ (blue dashed line), and Γ→ T = 0.2µ (red dotted line). If b , 0, the conductivity will simply shift by e2b/(2π2).
function and the analysis greatly simplifies. The corresponding result reads as
σ12 = −
e2v2F s⊥
4π2l2
∑
λ,λ′=±
∑
n
∫
dk3
nF (λ′En) − nF (λ′En+1)
(En − λEn+1)2
(
1 − λ (vFk3)
2
En+1En
)
+
e2v2F
8π2l2
∑
χ=±
∑
λ,λ′=±
∑
n,n′
∫
dk3
nF
(
λE(χ)n
)
E(χ)n E
(χ)
n′
χvF(k3 − χb)
λ′E(χ)n − λE(χ)n′
(
δn−1,n′ + δn,n′−1
)
= −e
2s⊥
4π2
∑
n
αn
∫
dk3
sinh µT
cosh EnT + cosh
µ
T
− e
2
8π2
∑
χ=±
χ
∫
dk3
sinh vF (k3−χb)T
cosh vF (k3−χb)T + cosh
µ
T
, (727)
where αn = 2 − δn,0 is the spin degeneracy of the Landau levels. The first term in the last line is associated with
a nonzero density of charge carriers. It comes from the occupied Landau levels and, as expected, depends on the
temperature, chemical potential, and magnetic field. In contrast, the last term in Eq. (727) is a topological vacuum
contribution (which is present even at µ = 0) and comes exclusively from the lowest Landau level. Such a contribution
is a specific feature of Weyl semimetals and is directly related to the anomalous Hall effect [344], which is produced
by the dynamical Chern-Simons term in Weyl semimetals [582, 586, 606–608]. This topological (anomalous) contri-
bution is independent of the temperature, chemical potential, and magnetic field and equals
σ12,anom = − e
2
8π2vF
T ln
cosh vF (k3−b)T + cosh
µ
T
cosh vF (k3+b)T + cosh
µ
T
∣∣∣∣∣∣∣
k3=∞
k3=−∞
=
e2b
2π2
. (728)
As usual in calculations of anomalous quantities, the integral form of the topological contribution in the last term in
Eq. (727) should be treated with care. Indeed, while separate left- and right-handed contributions appear to be poorly
defined because of a linear divergency, the sum of both chiralities results in a convergent integral.
It should be noted that there is no interference between the topological contribution and the remaining contribution
due to the finite density of charge carriers. We should also emphasize that the anomalous contribution (728) will be
present even in Dirac semimetals in a magnetic field because, as we discussed in the Introduction, b , 0 is generated in
Dirac semimetals by the Zeeman interaction or dynamically [584]. The anomalous contribution (728) unambiguously
distinguishes a Weyl semimetal from a Dirac one only in the absence of a magnetic field. In such a case, nonzero b
breaks time reversal symmetry in Weyl semimetals and provides finite σ12 unlike the case of Dirac semimetals where
b is absent and, therefore, time reversal symmetry is preserved and σ12 vanishes.
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In the limit of zero temperature, the complete expression for the off-diagonal conductivity is given by the following
analytical expression:
σ12 =
e2b
2π2
− e
2s⊥sgn(µ)
4π2
∑
n
αn
∫
dk3θ (|µ| − |En|) = e
2b
2π2
− e
2s⊥sgn(µ)
2π2vF
nmax∑
n=0
αn
√
µ2 − 2nv2F |eB|/c, (729)
where nmax is given by the integer part of µ2/(2ǫ2L) and has the meaning of the Landau level index in the highest
occupied Landau level. The off-diagonal component of the conductivity is plotted in the right panel of Fig. 45 (green
thin solid line).
It may be appropriate to note here that the expression for the off-diagonal component of the conductivity in the
case of quasiparticles with nonzero widths, modeled by the Lorentzian distribution in Eq. (717), is not as convenient
or even useful as the above expression. In fact, unlike the similar expressions for the diagonal components of the
conductivity, off-diagonal component σ12 contains a formally divergent sum over the Landau levels when Γn , 0.
This can be checked by first explicitly calculating the integrals over the energy and the longitudinal momentum,
and then examining the contributions of the Landau levels with large values of Landau index n. The corresponding
contributions are suppressed only as 1/
√
n when n → ∞ and, therefore, cause a divergence in the sum. From the
physics viewpoint, the origin of the problem is rooted in the use of the simplest Lorentzian model (717) for the
quasiparticle spectral function with nonzero quasiparticle widths. The corresponding distribution falls off too slowly
as a function of the energy. As a result, the Landau levels with very large n, which are completely empty and should
not have much of an effect on the conductivity, appear to give small individual contributions (suppressed only as
1/
√
n) that collectively cause a divergence.
In order to illustrate the problem in the simplest possible mathematical form, we can mimic the result of the
integration by the following approximate form:
σ12 ≃ −e
2s⊥
4π3
∑
n
αn
∫
dk3
[
arctan
En + µ
Γ
− arctan En − µ
Γ
]
= − e
2s⊥√
2π2vF
∑
n
αn
Γµ√
2nǫ2L + Γ2 − µ2 +
√
(2nǫ2L + Γ2 − µ2)2 + 4Γ2µ2
, (730)
which correctly captures the zero quasiparticle width approximation on the one hand and shares the same problems as
the exact result obtained from the expression in the model with the Lorentzian quasiparticle widths.
Ideally, in order to better incorporate the effects of finite widths of quasiparticles in the calculation of the off-
diagonal component of the conductivity, one has to use a more realistic model for the spectral function. A simple
model approach to incorporate the effects of finite widths of quasiparticles that we will follow here is suggested by the
finite-temperature expression in Eq. (727). We will assume that a nonzero but small width Γ could be mimicked by
the effects of a small temperature T ≃ Γ. Then, by making use of the expression in Eq. (727) with the corresponding
replacement, we can roughly estimate the effect of a small nonzero width. The corresponding numerical results for
Γ→ T = 0.05µ, Γ→ T = 0.1µ, and Γ→ T = 0.2µ are shown in the right panel of Fig. 45 as the solid black line, the
blue dashed line, and the red dotted line, respectively.
By making use of the transverse conductivity, we calculate all remaining nonzero components of the resistivity
tensor, i.e.,
ρ11 = ρ22 =
σ11
σ211 + σ
2
12
, (731)
ρ12 = −ρ21 = − σ12
σ211 + σ
2
12
. (732)
Using the conductivity results at zero temperature, we calculate ρ11 and ρ12 numerically. The corresponding diagonal
and off-diagonal components of resistivity are shown as functions of v2F |eB|/(µ2c) in Fig. 46 for b = 0 (upper panels)
and b = 0.3µ (lower panels).
As our calculations show, the negative magnetoresistivity in the longitudinal conductivity occurs solely due to
the lowest Landau level. This contribution has a topological origin and is associated with the chiral anomaly. It is
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Figure 46: (Color online) Transverse components of resistivity ρ11 and ρ12 at zero temperature as functions of the magnetic field for b = 0 (upper
panels) and b = 0.3µ (lower panels). The quasiparticle width is Γ = 0.05µ (black solid line), Γ = 0.1µ (blue dashed line), and Γ = 0.2µ (red dotted
line). The sum over Landau levels includes nmax = 104 levels.
also intimately connected with the dimensional reduction 3 → 1 in the dynamics of the LLL in three-dimensional
relativistic-like systems. While the dispersion relation of the LLL quasiparticles is independent of the magnetic field,
the longitudinal conductivityσ33 grows linearly with the magnetic field because it is proportional to the LLL density of
states, i.e., ∝ |eB|. In essence, this growth is the main mechanism behind the negative longitudinal magnetoresistivity.
The present results qualitatively agree with the quasiclassical results obtained in Refs. [585, 590, 591] using the
Boltzmann equation. In general, however, the quasiclassical results are not sufficient because the quantum corrections
due to higher Landau levels are quantitatively important in the complete result, especially in the regime of moderately
strong magnetic fields when a few Landau levels are occupied.
We found that the longitudinal conductivity does not explicitly depend on the value of the shift b between the
Weyl nodes. A potential indirect dependence may enter, however, through the corresponding dependence of the
widths of quasiparticles [585, 590, 591]. This is in contrast to the transverse transport which does reveal an explicit
dependence on the chiral shift b. Specifically, the off-diagonal transverse component of conductivity σ12 has an
anomalous contribution directly proportional to the chiral shift, but independent of the temperature, chemical potential
and magnetic field. From our analysis, we see that this anomalous part of conductivity is determined exclusively by
the LLL quasiparticles. It is also interesting to point out that this contribution has exactly the same form as in a Weyl
semimetal (with an intrinsic b , 0) without an external magnetic field. It is manifested via the anomalous part of the
electric current janom = e2/(2π2)b × E which is perpendicular to the applied electric field [582, 586, 606–608].
In both Dirac and Weyl semimetals, the chiral shift b should receive dynamical corrections proportional to the
magnetic field. It would be very interesting to observe such corrections experimentally. This is not easy when
Landau levels are partially filled and an ordinary Hall effect, associated with a nonzero density of charge carriers,
is superimposed over the anomalous Hall conductivity. However, as was demonstrated in Ref. [577] in the case of
Na3Bi, such a problem can be circumvented by tuning the chemical potential to the Dirac or Weyl points and, thus,
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eliminating the contribution due to the ordinary Hall effect. This can be done by using surface K-doping [577]. If
this works, it may also allow us to observe the dependence of the chiral shift b on the magnetic field through the
measurements of the off-diagonal transverse conductivity.
It is also interesting to mention that an experimental observation of a transition from a Dirac to Weyl semimetal
driven by a magnetic field has been recently reported in Ref. [592] (see also Refs. [442, 593] where similar measure-
ments were done for other materials, the interpretation of the results differs). By applying moderately strong magnetic
fields to the Bi1−xSbx alloy with the antimony concentration of about x ≈ 0.03 (i.e., the regime of a massless Dirac
semimetal), the authors observed negative longitudinal magnetoresistivity and interpreted it as an unambiguous sig-
nature of the anomaly contribution [see Eq. (723)]. As our current study indicates, such an observation is indeed the
consequence of the anomaly, but not necessarily of a Weyl semimetal. In fact, the only direct indication of the Weyl
nature of a semimetal is present in the off-diagonal component of the transverse conductivity σ12 [see Eq. (728)].
Extracting such a contribution from the experimental data may be quite challenging, however, because the value of
the chiral shift b itself is expected to depend on the magnetic field and the density of charge carriers [584].
6.2.2. Fermi Arcs
As argued in Refs. [609–611], the topological nature of Weyl nodes should lead to the existence of the surface
Fermi arc states that connect Weyl nodes of opposite chirality. These surface states are topologically protected and
are well defined at momenta away from the Weyl nodes because there are no bulk states with the same energy and
momenta. Taken together the two Fermi arc states on opposite surfaces form a closed Fermi surface.
As we discussed in Section 6.1, interaction effects lead to dramatic consequences in a Dirac semimetal at nonzero
charge density in a magnetic field, making it a Weyl semimetal with a pair of Weyl nodes for each of the original
Dirac points. The Weyl nodes are separated in momentum space by a dynamically generated chiral shift b directed
along the magnetic field. The magnitude of the momentum space separation between the Weyl nodes is determined
by the quasiparticle charge density, the strength of the magnetic field, and the strength of the interaction.
A remarkable new way to determine experimentally the momentum space separation of Weyl nodes was suggested
in Ref. [612]. Although the surface states of Weyl semimetals consist of disjoint Fermi arcs, it was shown that there
exist closed magnetic orbits involving the surface Fermi arcs. These orbits produce periodic quantum oscillations of
the density of states in a magnetic field. If observed, this unconventional Fermiology of surface states would provide
a clear fingerprint of the Weyl semimetal phase. Since, according to Ref. [584], the interaction effects change the
separation of Weyl nodes in momentum space, they also affect the quantum oscillations in Weyl semimetals [613].
Let us here briefly review the influence of interactions on the oscillation of the density of states associated with
the Fermi arc modes in the Weyl semimetals. We will start by first reproducing the results obtained in Ref. [612]
and then study the influence of interactions on the period of oscillations. In the laboratory frame of reference, see
Fig. 47, the Weyl semimetal slab is characterized by the Weyl nodes located at ±b0 = ±(0, b0,y, b0,z), where b0,y
(b0,z) is the component of the chiral shift perpendicular (parallel) to the slab. As the explicit analysis in Ref. [613]
reveals, the quasiparticle velocity of the Fermi arc modes is vb = (vF , 0, 0) on the bottom surface (y = 0) and is
vt = (−vF , 0, 0) on the top surface (y = L). The direction of the magnetic field B = B nˆ is specified by the unit vector
nˆ = (sin θ sin ϕ, cos θ, sin θ cosϕ), where θ is the angle between the ylab axis and the direction of the magnetic field,
and ϕ is the angle between the zlab axis and the projection of B onto the zlab xlab plane, see the left panel in Fig. 47.
The Fermi arc states are localized on the surfaces of the semimetal and are characterized by wave vectors kx and
kz. Since the velocities of these modes are parallel to the x axis, only the z component of the quasiclassical equation
of motion in the magnetic field is nontrivial; i.e.,
∂tkz = −e [vb × B]z = −evF By, (bottom surface), (733)
∂tkz = −e [vt × B]z = evF By, (top surface). (734)
Therefore, the corresponding quasiparticles slide along the bottom (top) Fermi arc from the right-handed (left-handed)
node at kz = b0,z (kz = −b0,z) to the left-handed (right-handed) node at kz = −b0,z (kz = b0,z), where b0,z is the
component of the chiral shift parallel to the surface of the semimetal. The surface parts of the quasiparticle orbits
are connected with each other via the gapless bulk modes of fixed chirality. The corresponding closed orbits are
schematically shown in Fig. 47, where we use a mixed coordinate–wave vector representation combining the out-of-
plane y axis with the in-plane kx and kz axes.
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Figure 47: (Color online) The model setup and the choice of the laboratory reference frame used in the current study (left panel) and a schematic
representation of the closed quasiparticle orbits in a magnetic field involving the Fermi arcs (right panel).
The semiclassical quantization condition for the closed orbits involving the Fermi arc modes reads [612]
Ent = 2π(n + γ), (735)
where n is an integer and γ is an unknown phase shift that can be determined only via the rigorous quantum analysis.
The total time t includes the time of quasiparticle propagation through the bulk tbulk = 2L/(vF cos θ), where the
presence of cos θ is related to the fact that the movement through the bulk occurs only along the magnetic field, and
the time it takes for the surface Fermi arcs to evolve from one chirality node to the other. The latter can be estimated
from Eqs. (733) and (734), i.e., tarcs = 2k0/(vFeBy), where k0 is the arc length in the reciprocal space. The latter is
determined by the component of the (full) chiral shift parallel to the surface of the semimetal [612, 613]. Therefore,
Eq. (735) implies that
En =
πvF(n + γ)
L/ cos θ + k0/(eBy) . (736)
If the Fermi energy µ is fixed and the magnetic field is varied, the density of states, associated with the corresponding
close quasiclassical orbits, will be oscillating. The peaks of such oscillations occur when the Fermi energy crosses
the energy levels in Eq. (736). Taking into account that By = B cos θ, we derive the following discrete values of the
magnetic field that correspond to the maxima of the density of state oscillations:
1
Bn
=
e
k0
(
πvF cos θ
µ
(n + γ) − L
)
. (737)
By noting that the expression on the right-hand side should remain positive definite, we conclude that the smallest
possible value of n is given by nmin =
[
µL/(πvF cos θ) − γ + 1], where [. . .] denotes the integer part. This corresponds
to the saturation value of the magnetic field Bsat ≡ Bnmin , above which no more oscillations will be observed.
In order to quantify the effects of interaction in the Weyl semimetal in a magnetic field, we will study how the
density of states, involving the Fermi arc modes, oscillates as a function of the inverse magnetic field. In general, as
the above analysis shows, the period of oscillations is given by
T1/B =
eπvF cos θ
µk0
. (738)
The interaction effects on the chiral shift were analyzed in Section 6.1.3 and can be summarized as follows. The
full chiral shift takes the following form: b = b0 + δb nˆ, where b0 is the chiral shift in absence of the magnetic field,
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Figure 48: (Color online) The numerical results for the period of the density of state oscillations as a function of angle ϕ (left panel) and angle
θ (right panel) for several fixed values of the other angle. The results with and without interaction effects are shown by thick and thin lines,
respectively.
δb is the magnitude of the correction to the chiral shift, and nˆ is the unit vector pointing in the direction of the field.
Therefore, in the laboratory frame of reference, in which the x component of the bare chiral shift vanishes, b0,x = 0,
the explicit expressions for the components of the full chiral shift in a Weyl semimetal in a magnetic field read
bx = δb sin θ sin ϕ, (739)
by = b0,y + δb cos θ, (740)
bz = b0,z + δb sin θ cosϕ. (741)
Since the length of the Fermi arcs is determined by the component of the chiral shift parallel to the surface, we include
the effects of interaction in Eq. (738) by replacing the bare arc length with its interaction modified expression; i.e.,
k0 → 2b‖ = 2
√
b2x + b2z . Then, by making use of Eqs. (739) and (741), we obtain our final result for the period of
oscillations in the interacting case with an arbitrary oriented magnetic field
T1/B =
eπvF cos θ
2µ
√(b0,z)2 + 2b0,zδb cosϕ sin θ + (δb sin θ)2 . (742)
Since the Fermi arc length 2b|| = 2
√(b0,z)2 + 2b0,zδb cosϕ sin θ + (δb sin θ)2 depends on the magnetic field, strictly
speaking, the period will be drifting with the varying magnetic field. The numerical results for the period as a function
of angle θ (ϕ) are shown in the left (right) panels of Fig. 48 for several fixed values of angle ϕ (θ). [Note that we display
only the results for θ < π/2 because T1/B(π − θ) = T1/B(θ).] The thick (thin) lines represent the results with (without)
taking interaction into account. To obtain these results we fixed the model parameters as follows: b0,z = 108 m−1,
L = 1.5 × 10−7 m, a = 0.5 nm, vF = 5 × 105 m/s, µ = 10 meV. In order to extract the qualitative effects in the cleanest
form, let use a moderately strong coupling, g = 1/(10Λ2l2). While such a set of model parameters is representative, it
does not correspond to any specific material.
As seen from the numerical results in Fig. 48, the most important qualitative effect is the ϕ dependence of the
oscillation period, which appears only in the case with interaction. The emergence of such a dependence is easy to
understand from the physics viewpoint. Indeed, in the noninteracting theory, the chiral shift, as well as the length of
the Fermi arcs k0 associated with it, are independent of the magnetic field. The situation drastically changes in the
interacting theory when a correction to the chiral shift δb parallel to B is generated. As follows from Eq. (742), such a
correction introduces a nontrivial dependence of the Fermi arc length on ϕ as soon as the component of the magnetic
field parallel to the surface is nonzero (i.e., θ , 0). At θ = 0, the period of quantum oscillations does not depend on φ
because in this case the magnetic field is perpendicular to the surface of a semimetal and, therefore, b|| = b0,||. Also,
as one can see on the left panel of Fig. 48 and in Eq. (742), the period of quantum oscillations vanishes at θ = π/2. In
this case the component of the magnetic field perpendicular to the surface is absent and, therefore, the quasiclassical
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motion along the Fermi arcs is forbidden. The maximum value of the peak of the period of the oscillations as a
function of ϕ takes place at
θ =
1
2
arccos
( (δb/b0,z)2
2 − (δb/b0,z)2
)
. (743)
Measuring this angle in experiment would make it possible to determine the value of the ratio δb/b0,z and, thus,
quantify the interaction effects in Weyl semimetals. However, a complete fit of the angular dependence in Eq. (742)
to the period obtained in experiment will allow us to extract not only δb/b0,z, but also the value of b0,z if the chemical
potential and the Fermi velocity are known.
7. Relativistic field theories in a magnetic background as noncommutative field theories
In this section, we will consider relativistic field theories in a magnetic background and their connection with the
dynamics in noncommutative field theories (NCFT). (For reviews on NCFT, see Refs. [614, 615].) Our discussion is
based on Refs. [616, 617].
Besides being interesting in themselves, noncommutative theories mimic certain dynamics in quantum mechanical
models [618, 619], nonrelativistic field systems [620, 621], nonrelativistic magnetohydrodynamical field theory [622],
and string theories [623, 624]. In particular, NCFT are intimately related to the dynamics in quantum mechanical and
nonrelativistic field systems in a strong magnetic field [618–622] and, in the case of open strings attached to D-branes,
to the dynamics in string theories in magnetic backgrounds [624, 625].
In this section, we show that there is a deep connection between the dynamics in relativistic field theories in
a strong magnetic field and that in NCFT. Our main conclusion is that although field theories in the regime with
the lowest Landau level (LLL) dominance indeed determine a class of NCFT, these NCFT are different from the
conventional ones. In particular, the UV/IR mixing, taking place in the conventional NCFT [626], is absent in this
case. The reason of that is an inner structure (i.e., dynamical form-factors) of neutral composites in these theories.
In order to be concrete, two different types of the models (theories) are considered. In Section 7.1, the Nambu-
Jona-Lasinio type models in a magnetic field are discussed, and in Section 7.2, the relativistic gauge field theories,
QED and QCD, are considered. In Section 7.3, we summarize the main results and further elaborate on the connection
between field theories in a magnetic field and NCFT. In Appendix F, some useful formulas and relations are derived.
7.1. The NJL model in a magnetic field as a NCFT
In this section, we will consider the (d + 1)-dimensional Nambu-Jona-Lasinio (NJL) models in a strong magnetic
field for arbitrary spatial dimension d ≥ 2. In the regime with the LLL dominance, we derive the effective action of
the corresponding NCFT in the models with a large number of fermion colors N and analyze their dynamics. It will
be shown that these NCFT are consistent and quite sophisticated. An especially interesting case is that for a magnetic
field configuration with the maximal number of independent nonzero tensor components [74, 627]. It will be shown
that these NCFT are finite for even d and their dynamics are quasi-(1 + 1)-dimensional for odd d [for even d, the
NCFT describe a confinement dynamics of charged particles].
As will be shown, it is the LLL dominance that provides the exponentially damping (form-)factors which are
responsible for finiteness of these NCFT for even d and their quasi-(1 + 1)-dimensionality for odd d. Thus, besides
being low-energy theories of the NJL models in a strong magnetic field, the NCFT based on the LLL dynamics are
self-contained and self-consistent.
Our approach uses two different sets of composite fields for the description of the dynamics. The first set uses
the conventional composite fields σ(u) ∼ ¯ψ(u)ψ(u) and π(u) ∼ i ¯ψ(u)γ5ψ(u). In this case, besides the usual Moyal
factor [614, 615], additional exponentially damping factors occur in the interaction vertices of the fields σ(u) and
π(u). These factors reflect an inner structure of composites and play an important role in providing consistency of
these NCFT. In particular, because of them, the UV/IR mixing is absent in these theories. In the second approach,
one considers other, “smeared” fields Σ(u) and Π(u), connected with σ(u) and π(u) through a nonlocal transformation.
Then, while the additional factors are removed in the vertices of the smeared fields, they appear in their propagators,
again resulting in the UV/IR mixing removal. By using the Weyl symbols [614, 615] of the smeared fields, we derive
the effective action for the composites in the noncommutative coordinate space.
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this section is organized as follows. In Section 7.1.1, in order to understand the nature of the modified NCFT
in a clear and simple way, we discuss the quantum mechanical model in a magnetic field introduced in Ref. [619].
We show that besides the solution of Ref. [619], which mimics a conventional NCFT, there is another solution, with
an interaction vertex containing exponentially damping factors. The existence of these two solutions reflects the
possibility of two different treatments of the case with the particle mass m → 0 in this model. In Section 7.1.2, the
effective action of the NCFT connected with the (3+ 1)-dimensional NJL model in a strong magnetic field is derived.
In Section 7.1.3, the dynamics of this model is discussed. In Section 7.1.4, we generalize the analysis to a general
case of d + 1 dimensions with d ≥ 2.
7.1.1. Nonrelativistic model
In order to understand better the nature of the modified NCFT, in this section we analyze a simple quantum
mechanical two-dimensional system: a pair of unit charges of opposite sign (i.e., a dipole) in a constant magnetic
field and with a harmonic potential interaction between them. This model was considered in Ref. [619]. It was argued
there that for a strong magnetic field this simple system reproduces the dynamics of open strings attached to D-branes
in antisymmetric tensor backgrounds.
We will show that important features of the modified NCFT occur already in this simple quantum mechanical
model. Its Lagrangian reads
L =
m
2
(
r˙21 + r˙
2
2
)
+
eB
2
(x˙1y1 − y˙1x1 − x˙2y2 + y˙2x2) − K2 (r1 − r2)
2 . (744)
It is convenient to use the center of mass and relative coordinates, X = (r1 + r2)/2 and ∆ = (r1 − r2)/2, respectively.
In these coordinates, Lagrangian (744) takes the form
L = m
(
˙X2 + ˙∆2
)
+ 2eB( ˙Xx∆y − ˙Xy∆x) − 2K∆2. (745)
The LLL dominance occurs when either B → ∞ or m → 0. Taking m = 0, the authors of [619] drop the kinetic terms
in Lagrangian (745) that results in a theory of the Chern–Simons type with only first order time derivatives. Then,
they introduce an additional potential V(r1) describing an interaction of the first charge with an “impurity” centered
at the origin and show that the matrix element of V(r1) between dipole states contains the usual Moyal phase that is a
signature of NCFT.
Notice that this result is obtained when the limit m → 0 is taken directly in the Lagrangian. Let us now show
that when one first solves this problem for a nonzero m and then takes the limit m → 0 in the solution, additional
exponential factors occur in the matrix element of V(r1).
The Hamiltonian in model (744) is given by
H =
pˆ2 + ˆd2
4m
− eB
m
(∆x pˆy − ∆y pˆx) +
( (eB)2
m
+ 2K
)
∆
2, (746)
where pˆ and ˆd are operators of the center of mass and relative momenta. Since the Hamiltonian is independent of the
center of mass coordinates, the wave function can be represented in the form ψ(X,∆) = eip·X f (∆). Then, for f (∆) we
get the equation [
ˆd2
4m −
eB
m
(∆x py − ∆y px) +
( (eB)2
m
+ 2K
)
∆
2
]
f (∆) =
(
E − p
2
4m
)
f (∆). (747)
Changing the variables to
x = ∆x +
eBpy
2[(eB)2 + 2Km] , (748)
y = ∆y − eBpx2[(eB)2 + 2Km] , (749)
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we arrive at the following equation: Kp22[(eB)2 + 2Km] −
∂2x + ∂
2
y
4m
+
( (eB)2
m
+ 2K
)
(x2 + y2)
 f (u, u′) = E f (u, u′). (750)
Clearly, the first term here is the kinetic energy of the center of mass. Note that as m → 0, it coincides with the
eigenvalue of the Hamiltonian in Ref. [619] obtained from Lagrangian (744) with m = 0. All other terms that are
present in Hamiltonian (750) [and reflecting the inner structure of composite states] are absent in the Hamiltonian of
Ref. [619]. In that case, the only information about the inner structure of composites that is retained is given by the
relations
∆x = −
py
2eB
and ∆y =
px
2eB
(751)
which express the relative coordinates in terms of the center of mass momentum.
Equation (750) describes a harmonic oscillator, and it can be solved exactly. Its spectrum contains an infinite
number of composites (neutral bound states) with the energy eigenvalues
Ep,n,k =
Kp2
2r2
+ (n + k + 1) r
m
, (752)
where r =
√
(eB)2 + 2Km, and n and k are nonnegative integers. Note that in the limit K → 0 the Lagrangian (744)
reduces to the Lagrangian of two noninteracting charged particles in a constant magnetic field (the Landau problem)
and Eq. (752) correctly reproduces the Landau spectrum.
Thus, the model (744) describes an infinite number of neutral composites. The vector p is their center of mass
momentum and the last term in (752) reflects their nontrivial inner structure. Now, in the limit m → 0, only the LLL
states with n = k = 0 survive (all higher excitations decouple). The normalized LLL wave function with the center of
mass momentum p is given by
〈X,∆|p〉 = ψp,0,0(X,∆) =
(
r
2π3
)1/2
eip·Xe−r
(
∆x+
eBpy
2r2
)2
e
−r
(
∆y− eBpx2r2
)2
. (753)
The Gaussian exponential factors here reflect the inner structures of the composites. It is important that in the limit
m → 0, this wave function does not coincide with the wave function of Ref. [619] corresponding to the model with
the Lagrangian (744) at m = 0: there are no Gaussian exponential factors in that case. In other words, while in the
m → 0 model, there are quantum fluctuations described by the Gaussian exponents, these fluctuations are completely
suppressed in the model with m ≡ 0.
Thus, we conclude that the quantum dynamics in the limit m → 0 in the massive model does not coincide with
that in the massless one. Recall that the same situation takes place in non-Abelian gauge theories: the limit m → 0
in a massive non-Abelian model does not yield the dynamics of the massless one [628–630]. The origin of this
phenomenon is the same in both cases. Because of constraints in the massless models, the number of physical degrees
of freedom there is less than the number of degrees of freedom in the massive ones. In the present quantum mechanical
model, these constraints are described by equation (751).
Of course, there is nothing wrong with the model (744) at m = 0. It is mathematically consistent. However, its
dynamics is very different from that of a physical dipole in a strong magnetic field [by a physical dipole, we understand
a dipole composed of two massive charged particle, including the case of an infinitesimally small mass m → 0]. We
also would like to point out that the present treatment of the dynamics in a strong magnetic field is equivalent to the
formalism of the projection onto the LLL developed in Refs. [631–633].
If following Ref. [619] we introduce an additional potential V(r1) describing an interaction of the first charge with
an impurity, the matrix element 〈k|V(r1)|p〉 will describe the scattering of composites on the impurity in the Born
approximation. In order to evaluate 〈k|V(r1)|p〉, it is convenient to introduce the Fourier transform
V(r1) =
∫ d2q
(2π)2
˜V(q)eiq·r1 , (754)
so that
〈k|V(r1)|p〉 =
∫ d2q
(2π)2
˜V(q)〈k|eiq·(X+∆)|p〉. (755)
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By making use of the completeness of eigenstates, i.e.,
∫
d2Xd2∆ |X,∆〉〈X,∆| = I, as well as Eq. (753), one can easily
calculate the matrix element 〈k|eiq·(X+∆)|p〉. In the limit m → 0, it is
〈k|eiq·(X+∆)|p〉 = δ2 (k − q − p) e− q
2
4|eB| e−
i
2 q×k (756)
with the cross product q× k ≡ (qxky − qykx)/eB. One can see that, in addition to the standard Moyal factor e− i2 q×k, this
vertex contains also the exponentially damping term e−
q2
4|eB|
. As is easy to check, this term originates from the Gaussian
factors in the wave function (753). It would be absent if we, as in Ref. [619], used the Lagrangian with m = 0 in
Eq. (744).
The general character of this phenomenon suggests that additional exponential terms in interaction vertices should
also occur in field theories in a strong magnetic field. This expectation will be confirmed in the next subsection, where
it will be also shown that these theories determine a class of modified NCFT.
7.1.2. The effective action
In this section, we will consider the dynamics in the (3 + 1)-dimensional NJL model in a strong magnetic field.
Our aim is to show that this dynamics determines a consistent NCFT. As it will be shown in Section 7.1.4, a similar
situation takes place in an arbitrary dimension D = d + 1 with the space dimension d ≥ 2.
Let us consider the same NJL model with the UL(1) × UR(1) chiral symmetry as in Section 2.6. The Lagrangian
density reads
L =
1
2
[
¯ψ, (iγµDµ)ψ
]
+
G
2N
[
( ¯ψψ)2 + ( ¯ψiγ5ψ)2
]
, (757)
cf. Eq. (114). Once again, we assume that the fermion fields carry an additional “color” index i = 1, 2, . . . , N. The
covariant derivative is Dµ = ∂µ + ieAµ, where the external vector potential Aµ describes a constant magnetic field B
pointing in the +z direction. We will use interchangeably the Landau gauge (3) and the symmetric gauge (151).
We will consider the dynamics of neutral bound states (“dipoles”) in this model in the limit of large N. In this limit,
as we saw in Section 2.6, the model becomes essentially soluble, and its nonperturbative ground state is determined
by the magnetic catalysis phenomenon.
At large N, the relevant neutral degrees of freedom are connected with the composite fields σ ∼ ¯ψψ and π ∼ ¯ψiγ5ψ.
The formal definition of the effective action for these fields was given in Eqs. (116) and (117) in Section 2.6. There
we also derived an explicit form of the effective potential V(σ, π) and the gap equation, see Eqs. (118) and (119),
respectively. The latter, in particular, determines the dynamical mass of fermions, m = 〈0|σ|0〉, which is nonzero for
any positive G.
Let us recall that the dynamics is dominated by the LLL in the weak coupling regime, with the dimensionless
coupling constant g ≡ NGΛ2/4π2 ≪ 1. The expression for the fermion mass is given by Eq. (124), or equivalently
m2 ≃ eB
π
exp
(
Λ2
|eB|
)
exp
(
− Λ
2
g|eB|
)
, (758)
where Λ is an ultraviolet cutoff connected with longitudinal momenta k‖ = (k0, k3). We assume that Λ2 ≫ |eB|. As
will become clear below, there are no divergences connected with transverse momenta k⊥ = (k1, k2) in the regime
with the LLL dominance, and therefore the “longitudinal” cutoff removes all divergences in this model. Notice that
Eq. (758) implies the following hierarchy of scales: |eB|
m2
≫ Λ2|eB| . It will be shown in Section 7.1.3 that a meaningful
continuum limit Λ2 = C|eB| → ∞, with C ≫ 1 and a finite m, exists in this model.
It is straightforward to calculate the interaction vertices for the quantum σ˜ = σ − m and π fields that follow from
the effective action, defined by Eqs. (116) and (117). For example, the 3-point vertex Γσ˜ππ is given by
Γσ˜ππ =
∫
d4ud4u′d4v tr
[
S (u, u′)γ5π(u′)S (u′, v)γ5π(v)S (v, u)σ˜(u)
]
. (759)
The fermion propagator S (u, u′) is given as a product of the Schwinger phase factor, exp
[
iΦsym(r⊥, r′⊥)
]
, and a trans-
lationally invariant part ¯S (u− u′), see Eq. (A.4) in Appendix A.1. In the LLL approximation, the Fourier transform of
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the latter reads
¯S (k) = i e−
k2⊥
|eB|
k0γ0 − k3γ3 + m
k20 − k23 − m2
[
1 + iγ1γ2sign(eB)
]
, (760)
[for convenience, the Kronecker δ-symbol with color indices is omitted in the propagator].
The explicit form of the Schwinger phase is given by
Φsym(r⊥, r′⊥) =
eB
2
(xy′ − yx′), (761)
in the symmetric gauge (151), and by
ΦLandau(r⊥, r′⊥) = Φsym(r⊥, r′⊥) +
eB
2
(xy − x′y′) (762)
in the Landau gauge (3). The Schwinger phase factor breaks the translation invariance even in the case of a constant
magnetic field, although in this case there is a group of magnetic translations whose generators, unlike usual momenta,
do not commute (for a more detailed discussion, see Section 2.8). One can easily check that the total phase along the
closed fermion loop in (759) is independent of a gauge, i.e., the corresponding result is gauge invariant.
We will show that, in the regime with the LLL dominance, the effective action for the σ and π fields, Eqs. (116)
and (117), leads to a NCFT with noncommutative space transverse coordinates xˆa:
[xˆa, xˆb] = i 1
eB
ǫab ≡ iθab. (763)
It is the Schwinger phase that is responsible for this noncommutativity. Indeed, the commutator [xˆa, xˆb] is of course
antisymmetric, and the only place where an antisymmetric tensor occurs in 3-point vertex (759) is the Schwinger
phase (as will be shown below, a similar situation takes place also for higher vertices).
We begin our analysis with the observation that the LLL fermion propagator in coordinate space factorizes into two
parts, the part depending on the transverse coordinates u⊥ = (x, y) and that depending on the longitudinal coordinates
u‖ = (t, z):
S (u, u′) = P(u⊥, u′⊥) S ‖(u‖ − u′‖). (764)
Indeed, taking into account expressions (760) and (761), we get in the symmetric gauge:
P(u⊥, u′⊥) =
|eB|
2π e
ieB
2 ǫ
abua⊥u
′b
⊥ e−
|eB|
4 (u⊥−u′⊥)2 (765)
and
S ‖(u‖ − u′‖) =
∫ d2k‖
(2π)2 e
ik‖(u‖−u′‖) i
k‖γ‖ − m
1 + iγ1γ2sign(eB)
2
(766)
[henceforth, for concreteness, we will use the symmetric gauge]. The longitudinal part S ‖(u‖ − u′‖) is nothing else
but a fermion propagator in 1+1 dimensions. In particular, the matrix [1 + iγ1γ2sign(eB)]/2 is the projector on the
fermion (antifermion) states with the spin polarized along (opposite to) the magnetic field, and therefore it projects on
two states of the four ones, as should be in 1+1 dimensions. As to the operator P(u⊥, u′⊥), it is easy to check that it
satisfies the relation ∫
d2u′⊥P(u⊥, u′⊥) P(u′⊥, v⊥) = P(u⊥, v⊥), (767)
and therefore is a projection operator. Since S (u, u′) is a LLL propagator, it is clear that P(u⊥, u′⊥) is a projection
operator on the LLL states.
The factorization of the LLL propagator leads to a simple structure of interaction vertices for π and σ˜ fields.
For example, as it is clear from expression (759) for the 3-point vertex, a substitution of the Fourier transforms for
the fields makes the integration over the longitudinal and transverse coordinates completely independent. And since
S ‖(u‖−u′‖) is a (1+1)-dimensional propagator, the integration over u‖ coordinates yields a fermion loop in the (1+1)-
dimensional Minkowski space. It is obvious that the same is true also for higher order interaction vertices arising from
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action (116). Therefore, the dependence of interaction vertices on longitudinal k‖ momenta is standard and, for clarity
of the presentation, we will first consider the case with all external longitudinal momenta entering the fermion loop to
be zero. This of course corresponds to the choice of π and σ˜ fields independent of longitudinal coordinates u‖. The
general case, with the fields depending on both transverse and longitudinal coordinates, will be considered in the end
of this section.
Now, substituting the Fourier transforms of the fields π(u⊥) and σ˜(u⊥) into Eq. (759) and using Eqs. (764), (765),
and (766), we find the following expression for the 3-point interaction vertex Γσ˜ππ in the momentum space:
Γσ˜ππ = −N|eB|
m
∫
d2u‖
∫ d2k1d2k2d2k3
(2π)6 π(k1)π(k2)σ˜(k3) δ
2(k1 + k2 + k3)
×e−
k21+k
2
2+k
2
3
4|eB| exp
[
− i
2
(k1 × k2 + k1 × k3 + k2 × k3)
]
, (768)
where ki × k j = kai θabkbj ≡ kiθk j, θab = 1eBǫab (here, for convenience, we omitted the subscript ⊥ for the transverse
coordinates). Notice that because of the exponentially damping factors, there are no ultraviolet divergences in this
expression.
According to [614, 615], an n-point vertex in a noncommutative theory in momentum space has the following
structure: ∫ dDk1
(2π)D . . .
dDkn
(2π)Dφ(k1) . . . φ(kn)δ
D
∑
i
ki
 e− i2 ∑i< j ki×k j , (769)
where here φ denotes a generic field and the exponent e− i2
∑
i< j ki×k j ≡ e− i2
∑
i< j kiθk j is the Moyal exponent factor. Com-
paring expressions (768) and (769), we see that apart from the factor e−
k21+k
2
2+k
2
3
4|eB| , the vertex Γσ˜ππ coincides with the
standard 3-point interaction vertex in a noncommutative theory with the commutator [xˆa, xˆb] = iθab = i
eBǫ
ab
.
In order to take properly into account this additional factor in the vertex, it will be convenient to introduce new,
“smeared” fields:
Π(u) = e
∇2⊥
4|eB| π(u), (770)
Σ(u) = e
∇2⊥
4|eB| σ(u), (771)
where ∇2⊥ is the transverse Laplacian. Then, in terms of these fields, the vertex can be rewritten in the standard form
with the Moyal exponent factor:
Γ
˜ΣΠΠ = −
N|eB|
m
∫
d2u‖
∫ d2k1d2k2d2k3
(2π)6 Π(k1)Π(k2)
˜Σ(k3) δ2
∑
i
ki
 exp
− i2
∑
i< j
ki × k j
 . (772)
One can similarly analyze the 4-point interaction vertex Γ4Π. We get
Γ4Π = −N|eB|4m2
∫
d2u‖
∫ d2k1d2k2d2k3d2k4
(2π)8 Π(k1)Π(k2)Π(k3)Π(k4)δ
2
∑
i
ki
 exp
− i2
∑
i< j
ki × k j
 . (773)
The occurrence of the smeared fields in the vertices reflects an inner structure (dynamical form-factors) of π and
σ composites on the lowest Landau level, which is similar to that of a dipole in the quantum mechanical problem
considered in Section 7.1.1.
As is well known, the cross product in the momentum space corresponds to a star product in the coordinate space
[614, 615]:
(Φ ∗ Φ)(u) = e i2 θab ∂∂va ∂∂wb Φ(v)Φ(w)|v=w=u, (774)
where here Φ represents the smeared fields Π and Σ. By using the star product, one can rewrite the vertices Γ
˜ΣΠΠ and
Γ4Π in the following simple form in the coordinate space:
Γ
˜ΣΠΠ = −
N|eB|
4π2m
∫
d2u‖d2u⊥ ˜Σ ∗ Π ∗ Π , (775)
Γ4Π = − N|eB|16π2m2
∫
d2u‖d2u⊥Π ∗Π ∗ Π ∗ Π. (776)
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As to expressing the vertices in NCFT in the space with noncommutative coordinates xˆa, one should use the Weyl
symbol of a field Φ there [614, 615]:
ˆΦ(xˆ) ≡ ˆW[Φ] =
∫
dDuΦ(u) ˆ∆(u), (777)
ˆ∆(u) ≡
∫ dDk
(2π)D e
ika xˆa e−ikau
a
. (778)
The most important property of the Weyl symbol is that the product of the Weyl symbols of two functions is equal to
the Weyl symbol of their star product:
ˆW[Φ1] ˆW[Φ2] = ˆW[Φ1 ∗Φ2]. (779)
In our case, the Weyl symbol ˆΦ represents ˆΠ and ˆ˜Σ. Note that the relation between the Weyl symbols of smeared and
non-smeared fields is
ˆΦ(xˆ) = e
ˆ∇2⊥
4|eB| ˆφ(xˆ), (780)
where the operator ˆ∇2⊥ in the noncommutative space acts as
ˆ∇2⊥ ˆφ(xˆ) = −(eB)2
2∑
a=1
[
xˆa, [xˆa, ˆφ(xˆ)]
]
(781)
[the latter relation follows from the definition of the derivative in NCFT, ˆ∇⊥a ˆφ(xˆ) = −i[(θ−1)ab xˆb, ˆφ(xˆ)] [614, 615] ].
In terms of ˆΦ, the 3- and 4-point vertices take the following form in NCFT:
Γ
˜ΣΠΠ = −
N|eB|
4π2m
∫
d2u‖Tr ˆ˜Σ ˆΠ2 , (782)
Γ4Π = − N|eB|16π2m2
∫
d2u‖Tr ˆΠ4 , (783)
where the operation Tr is defined as in Refs. [614, 615]. As is shown in Appendix F.1, all interaction vertices ΓnΦ
(n ≥ 3) arising from action (116) have a similar structure.
There exists another, more convenient for practical calculations, representation of interaction vertices in which
the vertices are expressed through the initial, non-smeared, fields π and σ˜. The point is that, due to the presence of
the δ-function δ2
(∑
i ki
)
, the exponent factors e−
∑n
i=1 k
2
i
4|eB| e
−i
2
∑
i< j ki×k j in an n-point vertex can be rewritten as e− i2
∑
i< j ki×Mk j ,
where ki ×M k j is a new cross product. It is defined as
ki ×M k j = kiΩk j (784)
with the matrix Ω being
Ωab =
1
|eB|
(
i sign(eB)
−sign(eB) i
)
. (785)
We will call ki ×M k j an M (magnetic)-cross product. Notice that like the matrix θab, defining the cross product, the
new matrixΩab, defining the M-cross product, is anti-hermitian. [Note that in the mathematical literature, the M-cross
product is called the Voros product [634, 635].]
By using the M-cross product, we get the following simple structure for an n-point vertex in the momentum space:
∫
d2u‖
d2k1
(2π)2 . . .
d2kn
(2π)2φ(k1) . . . φ(kn)δ
2
∑
i
ki
 e− i2 ∑i< j ki×M k j (786)
[compare with expression (769)]. Here the field φ represents initial fields π and σ˜.
In the coordinate space, the M-cross product becomes an M-star product:
(φ ∗M φ)(u) = e
i
2Ω
ab ∂
∂va
∂
∂wb φ(v)φ(w)|v=w=u. (787)
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[compare with equation (774)]. By using the M-star product, one can express n-point vertices through the initial π
and σ˜ fields in the coordinate space. For example, the vertices Γσ˜ππ and Γ4π become:
Γσ˜ππ = −N|eB|4π2m
∫
d2u‖d2u⊥ σ˜ ∗M π ∗M π , (788)
Γ4π = − N|eB|16π2m2
∫
d2u‖d2u⊥ π ∗M π ∗M π ∗M π. (789)
In fact, by using the M-star product, the whole effective action (116) can be written in a compact and explicit
form for the case of fields independent of longitudinal coordinates u‖. First, note that for constant fields, the M-star
product in Γnφ vertices (789) is reduced to the usual product and the vertices come from the effective potential in that
case. Then, this implies that, up to the measure −
∫
d4u, the whole effective action for fields depending on transverse
coordinates coincides with the effective potential in which the usual product is replaced by the M-star product in the
part coming from the TrLn term in (116). As to the last term N2G
∫
d4u (σ2 + π2) there, it should stay as it is. This is
because unlike the star product, the M-star product and the usual one lead to different quadratic terms in the action.
Now, by using expression for the fermion propagator, we easily find the effective potential:
V(σ, π) = N|eB|
8π2
(
σ2 + π2
) [
ln
(
σ2 + π2
Λ2
)
− 1
]
+
N
2G
(
σ2 + π2
)
+ O
(
σ2 + π2
Λ2
)
. (790)
[Note that this agrees with the effective potential in Eq. (118) in the limit of weak coupling when ρ =
√
σ2 + π2 → 0.]
Then, the effective action reads:
Γ(σ, π) = −N|eB|
8π2
∫
d4u
((
σ2 + π2
) [
ln
(
σ2 + π2
Λ2
)
− 1
])
∗M
− N
2G
∫
d4u
(
σ2 + π2
)
. (791)
This expression is very convenient for calculating the n-point vertices Γnφ [636]. In Appendix F.2, it is shown that the
M-star product also naturally appears in the formalism of the projected density operators developed in Ref. [636] for
the description of the quantum Hall effect.
While the M-star product is useful for practical calculations, its connection with the multiplication operation in a
noncommutative coordinate space is not direct. This is in contrast with the star product for which relation (779) takes
place. Therefore, it will be useful to rewrite action (791) through the star product. It can be done by using the smeared
fields Σ and Π. The result is
Γ = −N|eB|
8π2
∫
d4u
((
Σ2 + Π2
) [
ln
(
Σ2 + Π2
Λ2
)
− 1
]
+
4π2
G|eB| (σ
2 + π2)
)
∗
, (792)
where we used the fact that the star product and the usual one lead to the same quadratic terms in the action. Notice that
the fields σ and π are connected with the smeared fields through the nonlocal relation (771). This relation implies that
exponentially damping form-factors are built in the propagators of the smeared fields. As a result, their propagators
decrease rapidly, as exp(−k2⊥/2|eB|), with k2⊥ → ∞. As will be shown in the next subsection, this property is in
particular responsible for removing the UV/IR mixing in the model.
By using relation (779), it is straightforward to rewrite the action in the NCFT through Weyl symbols:
Γ = −N|eB|8π2
∫
d2u‖Tr
((
Σ2 + Π2
) [
ln
(
Σ2 + Π2
Λ2
)
− 1
]
+
4π2
G|eB|(σˆ
2 + πˆ2)
)
. (793)
The Weyl symbols σˆ and πˆ are connected with the Weyl symbols ˆΣ and ˆΠ through relation (780).
Let us now generalize expressions (791), (792), and (793) to the case when fields π and σ depend on both trans-
verse and longitudinal coordinates. First, as it follows from the expansion of the TrLn-term in action (116) in a series
in π and σ˜, the general n-point vertex is given by
Γnφ = − (−i)
n+1N
n
∫
d2u1⊥ . . . d2un⊥ d2u1‖ . . . d2un‖P(u1⊥, u2⊥) . . . P(un⊥, u1⊥)
× tr
[
S ‖(u1 − u2)
[
σ˜(u2) + iγ5π(u2)
]
. . . S ‖(un − u1)
[
σ˜(u1) + iγ5π(u1)
]]
(794)
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[notice that here the longitudinal part of the fermion propagator S ‖(u‖) does not contain color indices]. As was shown
above and in Appendix F.1, the transverse part of vertex (794) can be expressed through the M-star product. Therefore,
the n-point vertex is
Γnφ = − (−i)
n+1N|eB|
2πn
∫
d2u⊥ d2u1‖ . . .d2un‖
× tr
[
S ‖(u1 − u2)
[
σ˜(u⊥, u2‖) + iγ5π(u⊥, u2‖)
]
. . . S ‖(un − u1)
[
σ˜(u⊥, u1‖) + iγ5π(u⊥, u1‖)
]]
∗M . (795)
This relation implies that the full effective action can be written through the M-star product as:
Γ(σ, π) = − iN|eB|
2π
∫
d2u⊥ Tr‖
[
P+ Ln
(
iγ‖∂‖ − (σ + iγ5π)
)]
∗M
− N
2G
∫
d4u(σ2 + π2), (796)
where the projector P+ is
P+ ≡ 1 + iγ
1γ2sign(eB)
2
(797)
(compare with action (791)). Here the trace Tr‖, related to the longitudinal subspace, is taken in the functional sense.
As to the form of the effective action written through the star product and its form in the noncommutative coordi-
nate space, they are:
Γ =
N|eB|
2π
∫
d2u⊥
[
−i Tr‖
[
P+ Ln
(
iγ‖∂‖ − (Σ + iγ5Π)
)]
− π
G|eB|
∫
d2u‖(σ2 + π2)
]
∗
(798)
and
Γ =
N|eB|
2π
Tr
[
−i Tr‖
[
P+ Ln
(
iγ‖∂‖ − ( ˆΣ + iγ5 ˆΠ)
)]
− π
G|eB|
∫
d2u‖(σˆ2 + πˆ2)
]
(799)
(compare with Eqs. (792) and (793), respectively).
This concludes the derivation of the action of the noncommutative field theory corresponding to the NJL model in
a strong magnetic field. In the next subsection, we will consider the dynamics in this model in more detail.
7.1.3. The low-energy dynamics
In the regime with the LLL dominance, the dynamics of neutral composites is described by quite sophisticated
NCFT (799). In this section, we will show that in this model (i) there exists a well defined commutative limit |eB| → ∞
when [xˆa, xˆb] = 0; (ii) the universality class of the low-energy dynamics, with k⊥ ≪
√|eB|, is intimately connected
with the dynamics in the (1 + 1)-dimensional Gross-Neveu (GN) model [223]; and (iii) there is no UV/IR mixing.
The key point in the derivation of action (799) was the fact that the LLL fermion propagator factorizes into
two parts [see Eq. (764)] and that its transverse part P(u⊥, u′⊥) is a projection operator on the LLL states. It is
quite remarkable that it exactly coincides with the projection operator on the LLL states in nonrelativistic dynamics
introduced for the description of the quantum Hall effect in Refs. [631, 637]. This feature is, of course, intimately
connected with the fact that the wave functions of the LLL states are independent of the fermion mass m [see Eq. (753)
for K = 0]. Therefore, the transverse dynamics in this problem is universal and peculiarities of the relativistic
dynamics reflect themselves only in the (1 + 1)-dimensional longitudinal space.
In order to study the low-energy dynamics with k⊥ ≪
√|eB|, it will be instructive to consider, as in Ref. [83], the
following continuum limit: Λ2 = C|eB| → ∞, with C ≫ 1 and m being fixed. Let us consider n-point vertex (794) in
this limit. Since the projection operator P(ui⊥, ui+1⊥) is
P(ui⊥, ui+1⊥) = |eB|2π e
ieB
2 ǫ
abuai⊥u
b
i+1⊥ e−
|eB|
4 (ui⊥−ui+1⊥)2 (800)
(see Eq. (765)), the point with coordinates ui⊥ = ui+1⊥, i = 1, . . . , n − 1, is both a saddle and stationary point in the
multiple integral (794) in the limit |eB| → ∞. Therefore, in order to get the leading term of the asymptotic expansion
of that integral, one can put ui⊥ = un⊥ ≡ u⊥ in the arguments of all the fields σ˜(ui⊥) + iγ5π(ui⊥) there. Then, by
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using relation (767) and the equality P(u⊥, u⊥) = |eB|/2π, we easily integrate over transverse coordinates in (794) and
obtain the following asymptotic expression:
Γ
(as)
nφ = −
(−i)n+1
n
N|eB|
2π
∫
d2u⊥ d2u1‖ . . .d2un‖
× tr
[
S ‖(u1 − u2)[σ˜(u⊥, u2‖) + iγ5π(u⊥, u2‖)] . . .S ‖(un − u1)[σ˜(u⊥, u1‖) + iγ5π(u⊥, u1‖)]
]
. (801)
This equation implies that as |eB| → ∞, the leading asymptotic term in the action is
Γ(as)(σ, π) = |eB|
2π
∫
d2u⊥
[
−iNTr‖
[
P+ Ln
(
iγ‖∂‖ − (σ + iγ5π)
)]
− Nπ
G|eB|
∫
d2u‖(σ2 + π2)
]
. (802)
This action corresponds to a commutative field theory, as should be in the limit |eB| → ∞ [indeed, the commutator
[xˆa, xˆb] = i 1
eBǫ
ab goes to zero as |eB| → ∞]. Also, since there is no hopping term for the transverse coordinates u⊥ in
this action, they just play the role of a label of the fields.
Let us now compare this action with the action of the (1 + 1)-dimensional GN model [223]:
ΓGN (σ, π) = −iN Tr Ln
(
iγµ∂µ − (σ + iγ5π)
)
− N
2Gint
∫
d2x(σ2 + π2), µ = 0, 1, (803)
where Gint is a dimensionless coupling constant. One can see that, up to the factor |eB|/2π
∫
d2u⊥, these two actions
coincide if the constant G in (802) is identified with 2πGint/|eB|. In particular, with this identification, expression
(758) for the dynamical mass coincides with the expression for m in the GN model, m2 = Λ2 exp (−2π/Gint). Also,
using Eq. (758), one can express the coupling constant G in the effective potential (790) through the dynamical mass
m and cutoff Λ. Then, up to O[(σ2 + π2)/Λ2] terms, we get the expression independent of the cutoff:
V(σ, π) = N|eB|
8π2
(
σ2 + π2
) [
ln
(
σ2 + π2
m2
)
− 1
]
. (804)
This renormalized form of the potential coincides with the GN potential.
As to the factor |eB|/2π
∫
d2u⊥, its meaning is very simple. Since density of the LLL states is equal to |eB|/2π,
this factor yields the number of the Landau states on the transverse plane. In other words, as |eB| → ∞, the model is
reduced to a continuum set of independent (1 + 1)-dimensional GN models, labeled by the coordinates in the plane
perpendicular to the magnetic field. The conjecture about such a structure of the NJL model in the limit |eB| → ∞
was made in Ref. [83] and was based on a study of the effective potential and the kinetic (two derivative) term in the
model. The present approach allows us to derive the whole action and thus to prove the conjecture.
The existence of the physically meaningful limit |eB| → ∞ is quite noticeable. It confirms that the model with the
LLL dominance is self-consistent. In order to understand its dynamics better, it is instructive to look at the dispersion
relations for σ and π excitations with momenta k⊥ ≪
√|eB| (see Section 2.6):
Eπ ≃
[
m2
|eB| ln
( |eB|
πm2
)
k2⊥ + k23
]1/2
, (805)
Eσ ≃
[
12 m2 + 3m
2
|eB| ln
( |eB|
πm2
)
k2⊥ + k23
]1/2
. (806)
We find from these relations that the transverse velocity |v⊥| = |∂Eπ,σ/∂k⊥| of both π and σ goes rapidly [as
O(m2/|eB|)] to zero as |eB| → ∞. In other words, there is no hopping between different transverse points in this
limit. For a strong but finite magnetic field, the transverse velocity is, although nonzero, very small. In this case,
the π and σ composites have a cigar-like shape: while their transverse size is of the order of the magnetic length
l = 1/
√|eB|, the longitudinal size is of order 1/m, and l ≪ 1/m.
The important point is that besides being a low-energy theory of the initial NJL model in a magnetic field, this
truncated [based on the LLL dynamics] model is self-contained. In particular, in this model one can consider arbitrary
large values for transverse momenta k⊥, although in this case its dynamics is very different from that of the initial NJL
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model. In fact, by using the expression for the pion propagator (812) written below, it is not difficult to check that for
k⊥ ≫
√|eB| the dispersion relation for π excitations takes the following form:
Eπ ≃
4m2
1 − π
2e−
k2⊥
|eB|
ln2 |eB|
m2
 + k23

1/2
. (807)
In this regime, the transverse velocity |v⊥| is extremely small, |v⊥| ∼ m|k⊥||eB| e−k
2
⊥/|eB|, and a π excitation is a loose bound
state moving along the z direction. Its mass is close to the 2m threshold.
Thus, we conclude that the NJL model in a strong magnetic field yields an example of a consistent NCFT with quite
nontrivial dynamics. The point that exponentially damping factors occur either in vertices (for the fields σ and π) or
in propagators (for the smeared fields) plays a crucial role in its consistency. Let us now show that these factors are in
particular responsible for removing a UV/IR mixing, the phenomenon that plagues conventional nonsupersymmetric
NCFT [626].
The simplest example of the UV/IR mixing is given by a one-loop contribution in a propagator in the noncommu-
tative φ4 model with the action
S =
∫
d4u
(
1
2
(∂µφ)2 − m
2φ2
2
− g
2
4!
φ ∗ φ ∗ φ ∗ φ
)
. (808)
There are planar and nonplanar one-loop contributions in the propagator of φ in this model [626]:
Γ(2)nc = Γ
(2)
pl + Γ
(2)
npl =
g2
3(2π)4
∫ d4k
k2 + m2
+
g2
6(2π)4
∫ d4k
k2 + m2
eik×p. (809)
The nonplanar contribution is specific for a noncommutative theory and is responsible for the UV/IR mixing. Indeed,
the nonplanar contribution is equal to
Γ
(2)
npl =
g2
96π2
Λ2eff − m2 ln
Λ2eff
m2
 + O(1)
 , (810)
where
Λ2eff =
1
1/Λ2 − piθ2i j p j
(811)
with Λ being cutoff. It is clear that if the external momentum p → 0, the nonplanar contribution (810) diverges
quadratically. On the other hand, for a nonzero p, it is finite due to the Moyal phase factor eik×p in the second term in
expression (809) (which oscillates rapidly at large k). Thus, although the Moyal factor regularizes the UV divergence,
it leads to an IR divergence of the integral, i.e., to the UV/IR mixing.
Let us now show how the exponentially damping factors in vertices (for the fields σ and π) or in propagators (for
the smeared fields Σ and Π) remove the UV/IR mixing. We will first consider the description using the fields σ and π.
As an example, we will consider the one-loop correction in the π propagator generated by the four-point interaction
vertex Γ4π. First, from action (116), we get this propagator in tree approximation. In Euclidean space it is
D(tree)π (p) ≃
4π2
N|eB|
[(
1 − e−
p2⊥
2|eB|
)
ln |eB|
m2
+ e−
p2⊥
2|eB|
∫ 1
0 du
p2‖u
p2‖u(1−u)+m2
] . (812)
Then, by using this D(tree)π (p) and Eq. (795) for the vertex Γ4π, we find the following one-loop nonplanar contribution
to the propagator:
N|eB|
4π3
∫ d4k
(2π)4 e
− p
2⊥+k2⊥
2|eB| e
i
eB (p1k2−p2k1)I(p‖, k‖)D(tree)π (k), (813)
where
I(p‖, k‖) =
∫
d2l‖
(l2‖ + m2 + l‖ · p‖)[(p‖ − k‖ + l‖)2 + m2 − (p‖ − k‖ + l‖) · p‖] + p2‖m2
(l2‖ + m2)[(p‖ + l‖)2 + m2][(p‖ − k‖ + l‖)2 + m2][(l‖ − k‖)2 + m2]
.
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Here the integral over transverse momenta k⊥ is∫ d2k⊥
(2π)2 e
− p
2⊥+k2⊥
2|eB| e
i
eB (p1k2−p2k1)D(tree)π (k). (814)
It is clear that due to the presence of the factor e−k2⊥/2|eB| and because D(tree)π (k) is finite as k2⊥ → ∞, this integral is
convergent for all values of p⊥, including p⊥ = 0, and therefore there is no UV/IR mixing in this case. On the other
hand, if the factor e−
p2⊥+k2⊥
2|eB| were absent in integrand (814), we would get the integral∫ d2k⊥
(2π)2 e
i
eB (p1k2−p2k1)D(tree)π (k) , (815)
which diverges quadratically at p⊥ = 0, i.e., the UV/IR mixing would occur.
Let us now turn to the description using the smeared fields. The relation (771) between the fields π and Π implies
that their propagators are related as
DΠ(p) = e
−p2⊥
2|eB| Dπ(p). (816)
Since e
−p2⊥
2|eB| is an entire function, the absence of the UV/IR mixing in the propagator Dπ implies that there is no
UV/IR mixing also in the propagator DΠ. This conclusion can be checked directly, by adapting the calculations of
the one-loop correction in the propagator Dπ to the DΠ propagator. In this case, it is the form-factor e
−p2⊥
2|eB| , built in the
propagator D(tree)
Π
(p), that is responsible for the absence of the UV/IR mixing.
This concludes the analysis in 3+1 dimensions. In the next subsection, we will generalize this analysis to arbitrary
dimensions D = d + 1 with d ≥ 2.
7.1.4. Beyond 3+1 dimensions
In this section, we will generalize our analysis to arbitrary dimensions D = d + 1 with d ≥ 2. We begin by
considering the NJL model in a magnetic field in 2 + 1 dimensions, choosing its Lagrangian density similar to that in
3 + 1 dimensions:
L =
1
2
[ ¯ψ, (iγµDµ)ψ] + G22N
[
( ¯ψψ)2 + ( ¯ψiγ5ψ)2
]
. (817)
Here a reducible four-dimensional representation of the Dirac matrices is used (for details, see Section 2). In a weak
coupling regime, the dynamical mass in this model is (see Section 2.4.1)
m =
G2|eB|
2π
. (818)
The LLL propagator is obtained from the (3+ 1)-dimensional propagator by just omitting the z and k3 variables there:
S (u, u′) = P(u⊥, u′⊥)S ‖(t − t′), (819)
where, instead (766), the expression for S ‖(t − t′) is:
S ‖(t − t′) =
∫ dk0
2π
eik0(t−t
′) i
k0γ0 − m
1 + iγ1γ2sign(eB)
2
. (820)
The analysis now proceeds as in the 3 + 1 dimensional case. The present model corresponds to a noncommutative
field theory describing neutral composites σ and π. Its action written through the star product is
Γ2 =
N|eB|
2π
∫
d2u⊥
[
−i Tr‖
[
P+ Ln
(
iγ0∂0 − (Σ + iγ5Π)
)]
− π
G2|eB|
∫
dt(σ2 + π2)
]
∗
, (821)
where Σ and Π are smeared fields (compare with Eq. (798)). The action can be also written directly in the noncom-
mutative coordinate space:
Γ2 =
N|eB|
2π
Tr
[
−i Tr‖
[
P+ Ln
(
iγ0∂0 − ( ˆΣ + iγ5 ˆΠ)
)]
− π
G2|eB|
∫
dt(σˆ2 + πˆ2)
]
(822)
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(compare with Eq. (799)).
In the previous Sections, it was shown that in the regime with the LLL dominance, the divergences in (3 + 1)-
dimensional model are generated only by the (1+ 1)-dimensional longitudinal dynamics. For the (2 + 1)-dimensional
model in this regime, a stronger statement takes place: the model is finite. It can be shown by repeating the analysis
used in 3 + 1 dimensions. In particular, in the continuum limit Λ → ∞, the effective potential in this model is finite
without any renormalizations:
V2(σ, π) = N(σ
2 + π2)
2G2
− N|eB|
√
σ2 + π2
2π
. (823)
Using Eq. (818), one can express the coupling constant G2 in the potential through m and |eB|. Then, the potential
takes an especially simple form:
V2(σ, π) = N|eB|2π
(
σ2 + π2
2m −
√
σ2 + π2
)
. (824)
For momenta k ≪ √|eB|, the dispersion relation for π excitations is (see Section 2.4.2):
Eπ ≃
√
2m
|eB|1/2
√
k2. (825)
Therefore, as in 3 + 1 dimensions, the velocity |v| = |∂Eπ/∂k| is strongly suppressed: in the present case it is of
order m/|eB|1/2. As to the σ excitation, its ”mass”, defined as the energy at zero momentum, is very large: Mσ ∼
(√eB/m)1/2 √|eB| (see Section 2.4.2). Therefore, the σ-mode decouples from the dynamics with k ≪ √eB.
As in the case of 3 + 1 dimensions, this truncated [based on the LLL dynamics] model is self-contained and one
can consider arbitrary large values for momenta there. It is easy to check that for k ≫ √|eB| the dispersion relation
for π excitations takes the form
Eπ ≃ m
(
2 − e− k
2
2|eB|
)
. (826)
In this regime, the velocity becomes extremely small, |v| ∼ m|k||eB| e−k
2/2|eB|
, and a π excitation is a loosely bound state.
Its mass is close to the 2m threshold.
As was shown in Section 7.1.3, in the limit |eB| → ∞ the (3+ 1)-dimensional model is reduced to a continuum set
of independent (1+1)–dimensional Gross–Neveu models labeled by the coordinates in the plane perpendicular to the
magnetic field. Similarly to that, in the case of 2 + 1 dimensions, in the limit |eB| → ∞ the model is reduced to a set
of (0+1)- dimensional (i.e., quantum mechanical) models labeled by two spatial coordinates.
A new feature of the (2 + 1)-dimensional model is a confinement dynamics for charged particles: they do not
propagate in a magnetic background. On the other hand, since neutral composites are free to propagate in a magnetic
field, one can define asymptotic states and S -matrix for them. The S -matrix should be unitary in the subspace of
neutral composites.
Let us now consider the case of higher dimensions D = d + 1 with d > 3. First of all, recall that for an even d,
by using spatial rotations, the noncommutativity tensor θab in a noncommutative theory with [xˆa, xˆb] = iθab can be
reduced to the following canonical skew-diagonal form with skew-eigenvalues θa, a = 1, . . . , d/2 [614, 615]:
θab =

0 θ1
−θ1 0
·
·
·
0 θd/2
−θd/2 0

. (827)
If d is odd, then the number of canonical skew-eigenvalues of θab is equal to [d/2], where [d/2] is the integer part of
d/2, and the canonical form of θab is similar to (827) except that there are additional one zero column and one zero
row.
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On the other hand, a constant magnetic field in d dimensions is also characterized by [d/2] independent parameters,
and the strength tensor Fab can be also reduced to the canonical skew-diagonal form [74, 627]:
Fab =
[d/2]∑
c=1
Bc(δa2c−1δb2c − δb2c−1δa2c). (828)
The corresponding nonzero components of the vector potential are equal to
A =
(
−B
1u2
2
,
B1u1
2
, . . . ,−B
[d/2]u2[d/2]
2
,
B[d/2]u2[d/2]−1
2
)
. (829)
Thus, we see that there is one-to-one mapping between the skew-eigenvalues of the noncommutativity tensor θab and
the independent parameters of the spatial part of the electromagnetic strength tensor Fab in a space of any dimension
d ≥ 2.
Chiral symmetry breaking in the NJL model in a strong magnetic field in dimensions with d > 3 was studied in
Ref. [74]. By using results of that paper, it is not difficult to extend our analysis in 3 + 1 and 2 + 1 dimensions to the
case of d > 3. The crucial point in the analysis is the structure of the Fourier transform of the translationally invariant
part of the LLL propagator. If all Ba are nonzero, one can show that it is
¯S [d/2](k) = i exp
−
[d/2]∑
a=1
k22a−1 + k
2
2a
|eBa|
 k‖γ‖ + mk2‖ − m2 Π
[d/2]
a=1
[
1 + iγ2a−1γ2asign(eBa)
]
, (830)
where k‖ = k0 if d is even and k‖ = (k0, kd) if d is odd. If some Bc = 0, then, for each c, the longitudinal part k‖ gets
two additional components, k2c−1 and k2c, and the corresponding terms are absent in the transverse part of expression
(830). Thus, like in 3 + 1 and 2 + 1 dimensions, the LLL propagator factorizes into the transverse and longitudinal
parts. The projection operator Pn(u⊥, u′⊥) on the LLL is now equal to the direct product of the projection operators
(765) in the x2a−1x2a-planes with nonzero Ba [here the subscript n is the number of nonzero independent components
of Fab].
Because of that, it is clear that the NJL model in a strong magnetic field in a space of arbitrary dimensions d ≥ 2
corresponds to a noncommutative field theory with parameters θab expressed through the magnetic part of the strength
tensor Fab. Its action is [compare with expressions (799) and (822)]:
Γn = NTr
[
− iΠ
n
a=1|eBa|
(2π)n Tr‖
[
P+n Ln
(
iγ‖∂‖ − ( ˆΣ + iγ5 ˆΠ)
)]
− 1
2Gd
∫
dD−2nu‖ (σˆ2 + πˆ2)
]
, (831)
where n is the number of nonzero independent components of Fab and the projector P+n equals the direct product
of projectors (797) in the x2a−1 x2a-planes with nonzero Ba. In particular, for a magnetic field configuration with the
maximal number n = [d/2] of independent nonzero tensor components, the dynamics is quasi-(1+ 1)-dimensional for
odd d and finite for even d. In the latter case the model describes a confinement dynamics of charged particles. Also,
as all |eBa| → ∞, the model is reduced either to a continuum set of (1 + 1)-dimensional GN models labeled by d − 1
spatial coordinates (odd d) or to a set of quantum mechanical models labeled by d spatial coordinates (even d).
In the next section, we will describe the connection between gauge theories in a magnetic field and NCFT. It will
be shown that in that case this connection is more sophisticated and interesting than that for the NJL model.
7.2. Gauge theories in a magnetic field as NCFT
In the previous section, the connection between the dynamics in the NJL model in a strong homogeneous magnetic
field and that in NCFT has been studied. The main conclusion was that although relativistic field theories in the regime
with the lowest Landau level (LLL) dominance indeed determine a class of NCFT, these NCFT are different from the
conventional ones considered in the literature. In particular, the UV/IR mixing, taking place in the conventional NCFT
[626], is absent in these theories. The reason of that is an inner structure (i.e., dynamical form factors) of electrically
neutral composites in these theories. We emphasize that in order to establish the connection between dynamics in a
homogeneous magnetic field and dynamics in NCFT, it is necessary to consider neutral fields. The point is that in
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homogeneous magnetic backgrounds, momentum is a good quantum number only for neutral states and therefore one
can introduce asymptotic states and S-matrix only for them.
While studies of the origins of the noncommutativity in relativistic quantum field theories in a magnetic field are
interesting in themselves, it is even more important that they lead to new physical results. In particular, as was shown
in Section 7.1.2, the NCFT approach allows one to derive interaction vertices for neutral composites. These vertices
automatically include [in the form of the cross (Moyal) product, see Section 7.1.2] all powers of transverse derivatives
[i.e., the derivatives with respect to coordinates orthogonal to a magnetic field]. This result is quite noticeable because
the dimension of the transverse subspace is two and it is very seldom that one can with a good accuracy calculate
vertices for composites in quantum field models with spatial dimensions higher than one.
In the analysis in Section 7.1, it was shown that there exist two equivalent descriptions of the dynamics of the
NJL model in a magnetic field as NCFT. In the first description, one uses the conventional composite operators
σ(u) ∼ ¯ψ(u)ψ(u) and π(u) ∼ i ¯ψ(u)γ5ψ(u). In this case, besides the usual Moyal factor, the additional Gaussian-like
(form-)factor e−(∑ni=1 k2⊥i)/4|eB| occurs in n-point interaction vertices of the fields σ(u) and π(u). Here k⊥i is a momentum
of the i-th composite in a plane orthogonal to the magnetic field. This form factor reflects an inner structure of
composites and play an important role in providing consistency of the NCFT. In particular, because of them, the
UV/IR mixing is absent in these theories.
In the second description, one considers other, “smeared” fields Σ(u) and Π(u), connected with σ(u) and π(u)
through a nonlocal transformation. Then, while the additional factors are removed in the vertices for the smeared
fields, they appear in their propagators, again resulting in the UV/IR mixing removal.
The Gaussian form of the exponentially damping form factors reflects the Landau wave functions of fermions on
the LLL. The form factors are intimately connected with the holomorphic representation in the problem of quantum
oscillator (for a review of the holomorphic representation, see Ref. [638]). Indeed, in the problem of a free fermion
in a magnetic field, the dynamics in a plane orthogonal to the magnetic field is an oscillator-like one.3 And because
weak short-range interactions between fermions in the NJL model in a magnetic field do not change this feature of the
dynamics, the form factors in that model have the Gaussian form.
But what happens in the case of more sophisticated dynamics, such as those with long-range interactions in gauge
models? To find the answer to this question is the primary goal of this section.
To answer this question, we will extend the analysis of Section 7.1 to the more complicated cases of QED and QCD
in a strong magnetic field. It will be shown that in these gauge models, the connection of the dynamics with NCFT
is much more sophisticated than that in the NLJ model. It is not just that the damping form-factors are not Gaussian
in these models but there does not exist an analogue of the smeared fields at all. As a result, their interaction vertices
cannot be transformed into the form of vertices in conventional NCFT. On the other hand, it is quite remarkable that,
by using the Weyl symbols of the fields (see Section 7.1), their vertices can nevertheless be represented in the space
with noncommutative spatial coordinates. The dynamics they describe correspond to complicated nonlocal NCFT. We
will call these theories type II nonlocal NCFT. The name type I nonlocal NCFT will be reserved for models similar
to the NJL model in a magnetic field, for which smeared fields exist. In both these cases, the term “nonlocal” reflects
the point that, besides the Moyal factor, additional form factors are present in the theories.
The crucial distinction between these two types of models is in the characters of their interactions. While the
interaction in the NJL-like models is local (short-range), it is long-range in gauge theories. This point is reflected in
a much richer structure of neutral composites in the latter. We believe that both these types of nonlocal NCFT can
be relevant not only for relativistic field theories but also for nonrelativistic systems in a magnetic field. In particular,
while type I NCFT can be relevant for the description of the quantum Hall effect in condensed matter systems with
short-range interactions, type II NCFT can be relevant in studies of this effect in condensed matter systems with
long-range interactions (such as carbon materials).
7.2.1. Chiral symmetry breaking in QED in a magnetic field
The central dynamical phenomenon in relativistic field theories in a magnetic field is the phenomenon of the
magnetic catalysis. For QED, it was discussed in detail in Section 3.1. In this section, we will briefly describe those
features of this phenomenon in QED, which are relevant for the present purposes.
3In particular, the holomorphic representation is widely used for the description of the quantum Hall effect [631, 632].
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The crucial point of the analysis in Section 3.1 was to recognize that there exists a special nonlocal (and non-
covariant) gauge in which the improved rainbow (ladder) approximation is reliable in this problem, i.e., there is
a consistent truncation of the system of the Schwinger–Dyson equations. We recall that in the improved rainbow
(ladder) approximation the vertex Γν(x, y, z) is taken to be bare and the photon propagator is taken in the one-loop
approximation. The full photon propagator in this gauge has the form [compare with (222)]
Dµν(k) = i
g‖µν
k2 + k2‖ Π(k2⊥, k2‖ )
+ i
g⊥µνk2 − (k⊥µ k⊥ν + k⊥µ k‖ν + k‖µk⊥ν )
(k2)2 , (832)
where Π(k2⊥, k2‖ ) is the polarization operator and the symbols ⊥ and ‖ in gµν and kµ are related to the transverse (1, 2)
and longitudinal (0, 3) space-time components, respectively (we consider a constant magnetic field B directed in the +z
direction). Because of the spin polarization for the positively (negatively) charged LLL fermion states along (opposite)
to the magnetic field, the transverse degrees of freedom decouple from the LLL dynamics, and only the first term in
photon propagator Dµν (832), proportional to g‖µν, is relevant. Therefore, as the full photon propagator in this special
gauge, one can take the Feynman-like noncovariant propagator
Dµν(k) = i
g‖µν
k2 + k2‖Π(k2⊥, k2‖ )
. (833)
It is important that this propagator does not lead to infrared mass singularities in loop corrections in a vertex (see
Section 3.1) that makes the improved rainbow approximation to be reliable in this gauge (because of mass singularities
in covariant gauges, the loop corrections in the vertex are large there.).
As was pointed in Section 3.1, because the kinematic region m2dyn ≪ |k2‖ | , k2⊥ ≪ |eB| is mostly responsible for
generating the fermion mass, the polarization operator can be calculated in one-loop approximation. It is
Π(k2⊥, k2‖ ) ≃ −
2α˜b|eB|
πk2‖
, (834)
where α˜b ≡ N fαb = N f e
2
b
4π . Here N f is the number of fermion flavors and αb is the QED running coupling related to the
magnetic scale
√|eB|.
In this approximation, photon propagator (833) becomes a propagator of a free massive boson with M2γ =
2α˜b|eB|/π:
Dµν(u) = i(2π)4
∫
d4k e−iku
g‖µν
k2 − M2γ
. (835)
The corresponding approximation is reliable when the parameter α˜b is small, i.e., α˜b ≪ 1. The dynamically generated
mass of fermions is
mdyn = C|eB|1/2F(α˜b) exp
[
− πN f
α˜b ln(C1/α˜b)
]
, (836)
where F(α˜b) ≃ (α˜b)1/3, C1 ≃ 1.82 and C is a numerical constant of order one. [This is the same as the expression in
Eq. (235), but with the replacement Nα → α˜b.]
Note also that in the case of large N f , when one can use the 1/N f expansion, this approximation is reliable for
arbitrary α˜b [128]. In particular, in the strong coupling limit for large N f , the dynamical mass takes the form [128]
mdyn ≃
√
|eB| exp(−N f ). (837)
7.2.2. The effective action of QED in a magnetic field
In this section, we analyze the dynamics in the chiral symmetric QED in a strong magnetic field. We will consider
both the weakly coupling regime, with α˜b ≪ 1, and (for large N f ) the strongly coupling regime with α˜b & 1. In both
these cases, one can use the results of the analysis in Section 3.1.
The chiral symmetry in this model is SU(N f )L×SU(N f )R. The generation of a fermion mass breaks this symmetry
down to SU(N f )V and, as a result, N2f − 1 neutral Nambu-Goldstone (NG) composites πA, A = 1, 2, . . . , N2f − 1, occur
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(we do not consider here the anomalous U(1)A). Our aim in this section is to derive the interaction vertices for πA in
the regime with the LLL dominance and clarify whether their structure corresponds to a NCFT.
Integrating out the photon field Aµ, we obtain the following nonlocal effective action for fermions in QED in a
magnetic field:
S =
∫
d4u ¯ψ(u)iγµDµψ(u) − 2iπαb
∫
d4ud4u′ ¯ψ(u)γµψ(u)D(0)µν (u − u′) ¯ψ(u′)γνψ(u′), (838)
where, in the lowest order, the bare propagator corresponding to propagator (833) is
D(0)µν (u − u′) =
i
(2π)4
∫
d4k e−ik(u−u′)
g‖µν
k2
, (839)
and the vector potential Aµ in the covariant derivative Dµ = ∂µ + ieAµ in (838) describes a constant magnetic field B
directed in the +z direction. The vector potential here is assumed to be in the symmetric gauge (151). Following the
auxiliary field method developed for theories with nonlocal interaction in Refs. [639, 640], we add the term
∆S = −2iπαb
∫
d4ud4u′ tr
{
γµ [ϕba(u, u′) − ψa(u) ¯ψb(u′)] γν [ϕab(u′, u) − ψb(u′) ¯ψa(u)]
}
D(0)µν (u − u′) (840)
in the action. Here ϕba(u, u′) is a bilocal auxiliary field with the indices a and b from the fundamental representation
of SU(N f ). Then, we obtain the action
S =
∫
d4u ¯ψiγµDµψ − 4iπαb
∫
d4ud4u′ ¯ψ(u)γµϕ(u, u′)γνψ(u′)D(0)µν (u − u′)
− 2iπαb
∫
d4ud4u′ tr [γµ ϕ(u, u′) γν ϕ(u′, u)] D(0)µν (u − u′) (841)
[here, for clarity of the presentation, we omitted the SU(N f ) indices]. Integrating over fermions, we find
S (ϕ) = −iTrLn
[
γµiDµδ4(u − u′) − 4iπαbγµϕ(u, u′)γνD(0)µν (u − u′)
]
− 2iπαb
∫
d4ud4y tr[γµϕ(u, u′)γνϕ(u′, u)]D(0)µν (u − u′), (842)
where Tr and Ln are taken in the functional sense.
Following Ref. [640], we can expand ϕ(u, u′) as
ϕ(u, u′) = ϕ0(u, u′) + ϕ˜(u, u′), (843)
ϕ˜(u, u′) =
∑
n
∫ d4P
(2π)4φn(P)χ
(l)
n (u, u′; P). (844)
Here ϕ0(u, u′) satisfies the equation
δS
δϕ
= 0, (845)
which is equivalent to the Schwinger–Dyson equation
S −1(l) (u, u′) = S −10 (u, u′) − 4παbγµS (l)(u, u′)γνD(0)µν (u − u′), (846)
where S 0 is the bare fermion propagator and S (l) ≡ ϕ0 is the full fermion propagator in the rainbow (ladder) approxi-
mation. As to Eq. (844), φn(P) is a field operator describing a neutral composite |n, P〉 and χ(l)n (u, u′; P) are solutions
of the off-mass-shell Bethe–Salpeter equation in the ladder approximation,
χ(l)(u, u′; P) = 4παbλ(P)
∫
d4u1d4u′1 S (l)(u, u1) γµχ(l)(u1, u′1; P) γνS (l)(u′1, y) D(0)µν (u1 − u′1). (847)
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The insertion of factor λ(P) , 1 in this equation allows us to consider off-mass-shell states with an arbitrary mass
M2 = P2. The on-mass-shell states correspond to λ(P) = 1.
Using Eqs. (843) and (846), the action (842) can be rewritten as
S (ϕ˜) = −iTrLn
[
S −1(l) (u, u′) − 4παbγµϕ˜(u, u′)γνD(0)µν (u − u′)
]
− 2iπαb
∫
d4ud4y tr[γµ(ϕ0(u, u′) + ϕ˜(u, u′))γν(ϕ0(u′, u) + ϕ˜(u′, u))]D(0)µν (u − u′). (848)
Expanding now the action S (ϕ˜) in powers of ϕ˜ and ignoring its part that does not depend on ϕ˜, we obtain
S (ϕ˜) =
∞∑
n=2
i
n
∫
d4u1d4u′1 . . . d4und4u′n tr [S (l)(u1, u′1)ϕD(u′1, u2)S (l)(u2, u′2)ϕD(u′2, u3) . . . S (l)(un−1, u′n)ϕD(u′n, u1) ]
− 2iπαb
∫
d4ud4ytr[γµϕ˜(u, u′)γνϕ˜(u′, u)]D(0)µν (u − u′), (849)
where
ϕD(u, u′) = 4παbγµϕ˜(u, u′)γνD(0)µν (u − u′). (850)
Because ϕ0 satisfies the Schwinger–Dyson equation (845), the term linear in ϕ˜ is absent in (849).
As is clear from the discussion in Section 7.2.1, one should use the improved rainbow (ladder) approximation in
the present problem. The Schwinger–Dyson equation for the fermion propagator in this approximation takes the form
S −1(u, u′) = S −10 (u, u′) − 4παbγµS (u, u′)γνDµν(u − u′), (851)
where the photon propagator Dµν(x) is given in Eq. (835). The off-mass-shell Bethe-Salpeter equation in the improved
ladder approximation is given by
χ(u, u′; P) = 4παbλ(P)
∫
d4u1d4u′1 S (u, u1) γµχ(u1, u′1; P) γνS (u′1, u′) Dµν(u1 − u′1). (852)
The comparison of Eqs. (851), (852) with Eqs. (846), (847) suggests that in the improved rainbow (ladder) approxi-
mation the effective action (849) should be replaced by the following one:
S (ϕ˜) =
∞∑
n=2
i
n
∫
d4u1d4u′1 . . . d
4und4u′n tr [S (u1, u′1)ϕD(u′1, u2)S (u2, u′2)ϕD(u′2, u3) . . . S (un−1, u′n)ϕD(u′n, u1) ]
− 2iπαb
∫
d4ud4ytr[γµϕ˜(u, u′)γνϕ˜(u′, u)]Dµν(u − u′), (853)
where
ϕD(u, u′) = 4παbγµϕ˜(u, u′)γνDµν(u − u′) (854)
and
ϕ˜(u, u′) =
∑
n
∫ d4P
(2π)4φn(P)χn(u, u
′; P) (855)
(compare with Eq. (844)). Here χn(u, u′; P) are solutions of the off-mass-shell Bethe-Salpeter equation (852).
As in the case of the NJL model (see Section 7.1), the LLL fermion propagator in the improved rainbow ap-
proximation in QED factorizes into two parts: the part depending on the transverse coordinates u⊥ = (u, u′) and that
depending on the longitudinal coordinates u‖ = (t, z),
S LLL(u, u′) = P(u⊥, u′⊥)S ‖(u‖ − u′‖). (856)
Here P(u⊥, u′⊥) the projection operator on the LLL states 7.1, which in the symmetric gauge is
P(u⊥, u′⊥) =
|eB|
2π
e
ieB
2 ǫ
abua⊥u
′b
⊥ e−
|eB|
4 (u⊥−u′⊥)2 . (857)
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The first exponential factor in P(u⊥, u′⊥) is the Schwinger phase [42]. Its presence is dictated by the group of magnetic
translations in this problem (for more details, see Section 7.3). As was shown in Section 7.1, it is the Schwinger phase
that is responsible for producing the Moyal factor (a signature of NCFT) in interaction vertices.
As to the longitudinal part, in the improved rainbow approximation it has the form [119, 121, 128]
S ‖(u‖ − u′‖) =
∫ d2k‖
(2π)2 e
ik‖(u‖−u′‖) i
k‖γ‖ − m(k2‖ )
1 + iγ1γ2sign(eB)
2
, (858)
i.e., it has the form of a fermion propagator in 1+1 dimensions. The dynamical mass function m(k2‖ ) is essentially con-
stant for k2‖ . |eB| and rapidly decreases for k2‖ > |eB| [119, 121, 128]. Therefore, a simple and reliable approximation
for m(k2‖ ) is
m(k2‖ ) = θ(|eB| − k2‖ ) mdyn, (859)
where θ(x) is the step function and mdyn is the fermion pole mass (836) or (837). [This conclusion was later confirmed
in Refs. [101, 125].]
The operators φn(P) in equation (855) describe all possible neutral fermion-antifermion composites. The descrip-
tion of their interaction vertices in QED in a magnetic field is quite a formidable problem. Henceforth, we limit
ourselves to considering only the interaction vertices for the NG boson states |A; P〉 and their operators φA(P). For a
brief discussion concerning other states, see Section 7.3.4
In a magnetic field, the wave function of the states |A; P〉 satisfying Bethe-Salpeter equation (852) has the following
form [113]:
χA(u, u′; P) ≡ 〈0|Tψ(u) ¯ψ(u′)|A; P〉 = e−iPXeierµAµ(X)χ˜A(r; P), (860)
where r = u− u′, X = (u+ u′)/2 and, that is very important, the function χ˜A(r; P) is independent of the center of mass
coordinate X. This fact reflects the existence of the group of magnetic translations in the present problem. As in the
case of the fermion propagator, the presence of the Schwinger factor eierµAµ(X) in expression (860) is dictated by this
symmetry (see Section 7.3). As to the SU(N f ) structure of χ˜A(r; P), it is
χ˜A(r; P) = λ
A
2
χ˜(r; P), (861)
where λA are N2f − 1 matrices in the fundamental representation of SU(N f ).
Now, transforming Bethe-Salpeter equation (852) into momentum space, we get
χ˜A(p; P) = 16παbλ(P)|eB|2
∫ d2q⊥d2A⊥d2k⊥d2k‖
(2π)6 e
i(P⊥−q⊥)×(A⊥−p⊥)e−
(p⊥+A⊥ )2
2|eB| e−
q2⊥
2|eB|
× S ‖
(
p‖ +
P‖
2
)
γµχ˜A(k; P)γνS ‖
(
p‖ −
P‖
2
)
Dµν(k‖ − p‖, k⊥ − A⊥), (862)
where p⊥ × q⊥ ≡ ǫ
ab paqb
eB is the Moyal cross product. Then, introducing the variable u⊥ = A⊥ − k⊥ and representing
the wave function χ˜A as
χ˜A(p; P) = e−
p2⊥
|eB| e−iP⊥×p⊥ f A(p; P), (863)
we integrate over q⊥ in (862) and find the following equation for the function f A(p; P):
f A(p; P) = 8αbλ(P)|eB|
∫ d2u⊥d2k⊥d2k‖
(2π)4 e
iP⊥×u⊥e−
(u⊥+k⊥ )2
|eB| e−
k2⊥
|eB|
× S ‖
(
p‖ +
P‖
2
)
γµ f A(k; P)γνS ‖
(
p‖ −
P‖
2
)
Dµν(k‖ − p‖, u⊥). (864)
4As is well known, in some approximations, the Bethe-Salpeter equation is plagued by the appearance of spurious solutions. Because we restrict
ourselves to calculating the vertices for the NG bosons, which are manifestly physical, no such problem occurs in this study.
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Because the right hand side of equation (864) does not contain p⊥, we conclude that f A(p; P) does not depend on
p⊥, i.e., it is a function of p‖ and P only. [It is not difficult to convince yourself that this fact is a direct consequence
of the factorization of the LLL propagator.] Therefore, we can explicitly integrate over k⊥ and get
f A(p‖; P) = 4παbλ(P)
∫ d2u⊥d2k‖
(2π)4 e
iP⊥×u⊥e−
u2⊥
2|eB| S ‖
(
p‖ +
P‖
2
)
γµ f A(k‖; P)γνS ‖
(
p‖ −
P‖
2
)
Dµν(k‖ − p‖, u⊥). (865)
Henceforth, we will consider the dynamics for the case of zero longitudinal momenta, P‖ = 0, i.e., for φA(P) =
(2π)2δ2(P‖)φA(P⊥), when the function ϕ˜(u, u′) in Eq. (855) is
ϕ˜(u, u′) =
∫ d2P⊥
(2π)2 φ
A(P⊥)χA(u, u′; P⊥) (866)
with the Bethe-Salpeter wave function χA depending only on P⊥. For P‖ = 0, the Fourier transform of the fields φA
in coordinate space depends only on the coordinates u⊥. Because in this problem the noncommutative geometry is
connected only with the transverse coordinates, this dependence is the most relevant for our purposes. The case with
nonzero longitudinal momenta P‖ is quite cumbersome and is considered in the Appendix F.3.
We would like to emphasize that in the case of nonlocal interactions, such as those in QED, the bound state
problem with nonzero P is quite formidable. In fact, as will become clear below (see also Appendix F.3), it is the very
special property of the factorization of the longitudinal and transverse dynamics in the LLL approximation that will
allow us to succeed in the derivation of explicit expressions for interaction vertices for NG fields φA for nonzero P.
When P‖ = 0, one can check that, up to the factors λ(P⊥) and eiP⊥×u⊥ , the structure of equation (865) is similar
to the Bethe-Salpeter equation for NG bosons with P⊥ = P‖ = 0 considered in Ref. [113]. By using the analysis
performed in that work, we immediately find that
f A(p‖; P⊥) = S ‖(p‖)FA(p‖; P⊥)γ5P+S ‖(p‖), (867)
where FA(p‖; P⊥) is a scalar function. It satisfies the following equation in Euclidean space:
FA(p‖; P⊥) = 8παbλ(P⊥)
∫ d2u⊥d2k‖
(2π)4
FA(k‖; P⊥)
k2‖ + m2
eiP⊥×u⊥e−
u2⊥
2|eB|
(k‖ − p‖)2 + u2⊥ + M2γ
. (868)
In the derivation of this equation, Eq. (835) was used.
Now, taking into account Eqs. (860), (863), and (867), and integrating explicitly over p⊥, we find that the Bethe-
Salpeter wave function in coordinate space is
χA(u, u′; P⊥) = P(u⊥, u′⊥)
∫ d2 p‖
2(2π)2 e
iP⊥ r⊥+y⊥2 e−ip‖(u‖−u
′
‖)e−
P2⊥
4|eB| e
ǫab Pa⊥ (ub⊥−u′b⊥ )sign(eB)
2 S ‖(p‖)FA(p‖; P⊥)γ5P+S ‖(p‖). (869)
Then, inserting the bilocal field ϕ˜(u, u′) from Eq. (866) into action (853) and using the Bethe-Salpeter equation (852),
we obtain the following explicit form for the effective action:
S (ϕ˜) =
∞∑
n=2
i
n
∫
d4u1d4u′1 . . . d4und4u′n
∫ d2P1⊥ . . . d2Pn⊥
(2π)2n φ
A1 (P⊥1 ) . . . φAn (P⊥n )
× tr [S
−1
LLL(u1, u′1)χA1 (u′1, u2; P⊥1 ) . . . S −1LLL(un−1, u′n)χAn (u′n, u1; P⊥n )]
Πni=1λ(P⊥i )
− i
2
∫
d4u1d4u′1d4u2d4u′2
∫ d2P1⊥d2P2⊥
(2π)4 φ
A1 (P⊥1 )φA2(P⊥2 )
× tr[χ
A1 (u1, u′1; P⊥1 )S −1LLL(u′1, u′2)χA2 (u′2, u2; P⊥2 )S −1LLL(u2, u1)]
λ(P⊥1 )
. (870)
From the effective action (870), one can obtain the n-point vertices of NG bosons. In fact, using Eq. (869), the
factorized form of the fermion propagator (856), and the fact that P(u⊥, u′⊥) is a projection operator, we can integrate
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over all coordinates in the effective action (870), similarly as it was done in the case of the NJL model in Section 7.1.2.
Then, we get the following expression for the effective action:
S (φ) =
∞∑
n=2
Γn, (871)
where the interaction vertices Γn, n > 2, are
Γn =
πi|eB|
2n−1n
∫
d2u‖
∫ d2k‖
(2π)2
∫ d2P⊥1
(2π)2 . . .
d2P⊥n
(2π)2 δ
2
 n∑
i=1
P⊥i
 φA1 (P⊥1 ) . . . φAn (P⊥n )
× tr
[
S ‖(k‖)FA1 (k‖; P⊥1 )γ5P+ . . . S ‖(k‖)FAn (k‖; P⊥n )γ5P+
] e− i2 ∑i< j P⊥i ×P⊥j
Πni=1λ(P⊥i )
, (872)
and the quadratic part of the action is
Γ2 = − i|eB|16π
∫
d2u‖
∫ d2k‖
(2π)2
∫ d2P⊥
(2π)2
λ(P⊥) − 1
λ2(P⊥) φ
A1(P⊥)
× tr
[
S ‖(k‖)FA1(k‖; P⊥)γ5P+S ‖(k‖)FA2 (k‖;−P⊥)γ5P+
]
φA2(−P⊥). (873)
For the expressions of the vertices in the case of nonzero longitudinal momenta, see Appendix F.3.
In the next subsection, we will discuss the connection of the structure of vertices (872) with vertices in NCFT.
7.2.3. Type I and Type II Nonlocal NCFT
The derivation of the expressions for vertices (872) and quadratic part of the action (873) is one of the main
results of this section (the generalization of these expressions for the case of nonzero longitudinal momenta are given
in Eqs. (F.32) and (F.33) in Appendix F.3). Let us discuss the connection of the structure of these vertices with
vertices in NCFT. According to [614, 615], an n-point vertex in a noncommutative theory in momentum space has the
following canonical form:
∫ dDk1
(2π)D . . .
dDkn
(2π)Dφ(k1) . . . φ(kn)δ
D
∑
i
ki
 e− i2 ∑i< j ki×k j , (874)
where here φ denotes a generic field and the exponent e− i2
∑
i< j ki×k j ≡ e− i2
∑
i< j kiθk j is the Moyal exponent factor. Here
the antisymmetric matrix θab determines the commutator of spatial coordinates:
[xˆa, xˆb] = iθab . (875)
When can the vertex (872) be transformed into the conventional form (874)? In order to answer this question, it will
be convenient to ignore for a moment the fact that FA(p‖; P⊥) in (872) is a solution of equation (868) and consider it
as an arbitrary function of the momenta p‖ and P⊥. Then, comparing expressions (872) and (874), it is not difficult to
figure out that if the function F(p‖; P⊥), defined as
FA(p‖; P⊥) = (λA/2) F(p‖; P⊥), (876)
has the factorized form
F(p‖; P⊥) = F‖(p‖)F⊥(P⊥), (877)
then there exists a map of the fields φA(P⊥) into new fields in terms of which vertices Γn (872) take the conventional
form (874). Indeed, let us introduce new fields
ΦA(P⊥) = F⊥(P⊥)
λ(P⊥) φ
A(P⊥). (878)
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Then, after integrating over k‖ and taking trace over Dirac matrices, we get the conventional form for Γn:
Γn = Cn|eB|
∫
d2u‖
∫ d2P⊥1
(2π)2 . . .
d2P⊥n
(2π)2 δ
2
 n∑
i=1
P⊥i
 tr [ ¯Φ(P⊥1 ) . . . ¯Φ(P⊥n )] e− i2 ∑i< j P⊥i ×P⊥j , (879)
where ¯Φ ≡ (λA/2)ΦA and Cn is some constant. The propagator of these fields is determined from the quadratic part
(873) of the action:
Γ2 = C2|eB|
∫
d2u‖
∫ d2P⊥
(2π)2 [λ(P⊥) − 1] tr
[
¯Φ(P⊥) ¯Φ(−P⊥)
]
. (880)
Thus, in terms of the new fields ΦA(P⊥), vertices (872) can be transformed into the canonical form. As will be shown
in the next subsection, there exists a special dynamical regime in QED with a large number of fermion flavors N f and
M2γ & |eB| in which the constraint (877) can be fulfilled. In fact, this dynamical regime is essentially the same as that
in the NJL model in a strong magnetic field (see Section 7.1). In this case, the function F (876) is p‖ independent.
Following Ref. [616], the fields ΦA(P⊥) with a built-in form factor will be called smeared fields.
In coordinate space, the interaction vertices (879) of the smeared fields take the form:
Γn =
Cn
4π2
|eB|
∫
d2u‖
∫
d2u⊥ tr
[
¯Φ(u⊥) ∗ . . . ∗ ¯Φ(u⊥)
]
, (881)
where the symbol ∗ is the conventional star product [614, 615] relating to the transverse coordinates. In the space with
noncommutative transverse coordinates ˆXa⊥, a = 1, 2, these vertices can be represented as
Γn =
Cn
4π2
|eB|
∫
d2u‖Tr [ ˆ¯Φ( ˆX⊥) . . . ˆ¯Φ( ˆX⊥)], (882)
where ˆ¯Φ( ˆX) is the Weyl symbol of the field ¯Φ(X), the operation Tr is defined as in Refs. [614, 615], and
[ ˆXa⊥, ˆXb⊥] = i
1
eB
ǫab ≡ iθab, a, b = 1, 2. (883)
We will refer to theories with a factorized function F(p‖; P⊥) as type I nonlocal NCFT.
In the case when the function F(p‖; P⊥) in Eq. (876) is not factorized, one cannot represent interaction vertices
(872) in the form of vertices of a conventional NCFT. This is the case for F(p‖; P⊥) in the integral equation (868) with
M2γ ≪ |eB| (see Section 7.2.5). However, even in this case, we still can represent vertex (872) as a nonlocal vertex in
the noncommutative space. Indeed, we can rewrite (872) as
Γn =
i|eB|
2n+1πn
∫
d4u
[
VA1...Ann (−i∇⊥1 , . . . ,−i∇⊥n ) φA1(u1⊥) ∗ . . . ∗ φAn(un⊥)
] ∣∣∣∣
u1⊥=u2⊥=...=u⊥
, (884)
where the coincidence limit u1⊥ = u2⊥ = . . . = u⊥ is taken after the action of a nonlocal operator VA1...Ann on the fields
φAi . In momentum space, the operator VA1...Ann is
VA1...Ann (P⊥1 , . . . , P⊥n ) =
∫ d2k‖
(2π)2 tr
[
S ‖(k‖)FA1 (k‖; P⊥1 )γ5P+ . . . S ‖(k‖)FAn (k‖; P⊥n )γ5P+
] 1
Πni=1λ(P⊥i )
. (885)
By using the fact that the Weyl symbol of the derivative in noncommutative space is given by the operator ˆ∇⊥a acting
as [614, 615]
ˆ∇⊥a ˆφ( ˆX⊥) = −i
[
(θ−1)ab ˆXb⊥, ˆφ( ˆX⊥)
]
, (886)
we obtain the following form for the interaction vertices in the noncommutative space:
Γn =
i|eB|
2n+1πn
∫
d2u‖Tr
[
{VA1 ...Ann (−i ˆ∇⊥1 , . . . ,−i ˆ∇⊥n ) ˆφA1 ( ˆX⊥1 ) . . . ˆφAn( ˆX⊥n )} ˆX⊥1 = ˆX⊥2 =...= ˆX⊥
]
. (887)
It is clear that NCFT with such vertices are much more complicated than type I nonlocal NCFT discussed above.
We will call them type II nonlocal NCFT. As will be shown in Sections 7.2.5 and 7.2.6, QED and QCD in a strong
magnetic field yield examples of such theories. For the case of nonzero longitudinal momentum P‖, the counterparts
of expressions (884) and (887) are derived in the Appendix F.3 (see Eqs. (F.34) and (F.36) there).
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7.2.4. QED with large N f in a strong magnetic field and NCFT: dynamical regime with local interactions
Let us now consider the dynamical regime with such large N f that the 1/N f expansion is reliable, and the coupling
α˜b is so strong that M2γ = 2α˜b|eB|/π in (835) is of order |eB| or larger. In this case, we have a NJL model with the
current-current local interaction, in which the coupling constant G = 4παb/M2γ = 2π2/N f |eB| and the ultraviolet cutoff
Λ‖ connected with longitudinal momenta is Λ2‖ = |eB| (see Ref. [128]). The dynamical fermion mass is now given by
expression (837) and the mass function m(k2) is a constant, m(k2) = mdyn. In this regime, Eq. (868) takes the form
F(p‖; P⊥) = 8παbλL(P⊥)M2γ
∫ d2u⊥d2k‖
(2π)4
F(k‖; P⊥)
k2‖ + m
2
dyn
eiP⊥×u⊥ e−
u2⊥
2|eB| , (888)
where the function F(p‖; P⊥) is defined in Eq. (876). The subscript L in λL(P⊥) reflects the consideration of the
limit with local interactions here. Since the right-hand side of equation (888) does not depend on p‖, the function
F(p‖; P⊥) is p‖-independent, F(p‖; P⊥) = F(P⊥), i.e., this dynamics relates to the type I nonlocal NCFT considered
in the previous section. Then, we immediately find from (888) that
λL(P⊥) =
πM2γe
P2⊥
2|eB|
αb|eB| ln |eB|m2dyn
=
2N f e
P2⊥
2|eB|
ln |eB|
m2dyn
, (889)
where we used M2γ = 2α˜b|eB|/π ≫ m2dyn. Using now the on-mass-shell condition P⊥ → 0, λL(P⊥) → 1 for the NG
bosons in equation (889), we arrive at the following gap equation for mdyn:
2N f
ln |eB|
m2dyn
= 1. (890)
This gap equation yields expression (837) for the mass. It also implies that λL (889) can be rewritten in a very simple
form:
λL(P⊥) = e
P2⊥
2|eB| . (891)
The choice of the off-mass-shell operators φA in expansion (866) is not unique. They are determined by the choice
of their propagator. If one chooses the conventional composite NG fields πA = (G/2) ¯ψγ5λAψ as φA, their propagator
is
DABπ =
8π2 δAB
|eB| ln |eB|
m2dyn
(1 − e
−P2⊥
2|eB| )
=
8π2 δAB
|eB| ln |eB|
m2dyn
[
1 − λ−1L (P⊥)
] = 4π2 δAB
N f |eB|
[
1 − λ−1L (P⊥)
] . (892)
Up to a factor of 2, this propagator coincides with that in the NJL model in a magnetic field, see Section 7.1 and
Ref. [616].5
From propagator (892) and Eq. (873) we find the function F(P⊥):
F(P⊥) = 2λ1/2L (P⊥) = 2e
P2⊥
4|eB| . (893)
Interaction vertices (872) are nonzero only for even n and they take now the form
Γn = − 2|eB|(−1)
n
2
n(n − 2)mn−2dyn
∫
d2u‖
∫ d2P⊥1
(2π)2 . . .
d2P⊥n
(2π)2 δ
2
 n∑
i=1
P⊥i
 tr [π¯(P⊥1 ) . . . π¯(P⊥n )] e−
∑
i P2i⊥
4|eB| e−
i
2
∑
i< j P⊥i ×P⊥j , (894)
where π¯ ≡ (λA/2)πA. These expressions for the vertices agree with those found in Section 7.1 (see footnote 5).
5In Ref. [616], the NJL model with Nc fermion colors and the chiral group U(1)L ×U(1)R was considered. Therefore, when comparing with the
results of Ref. [616], here one should take Nc = 1 and replace the flavor matrices λA/2 by 1. Since tr(λA/2)2 = 1/2, there is an additional factor 2
in the propagator of πA in the present model.
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Apart from the exponentially damping factor e−
∑
i P2i⊥/4|eB|, the form of these vertices coincide with that in NCFT
with noncommutative space transverse coordinates ˆXa⊥ satisfying commutation relation (883). The appearance of the
additional Gaussian (form-) factors in vertices reflects an inner structure of composites πA in the LLL dynamics.
These form factors, reflecting the Landau wave functions on the LLL, are intimately connected with the holomorphic
representation in the problem of a free fermion in a strong magnetic field [631, 632]. The short-range interactions
between fermions in this dynamical regime do not change their Gaussian form. As was shown in Section 7.1, because
of these form factors, the UV/IR mixing is absent in the model.
As we discussed in the previous section, in order to take properly into account these form factors, it is convenient
to introduce new, smeared, fields:
¯Π(X) = e
∇2⊥
4|eB| π¯(X), (895)
where∇2⊥ is the transverse Laplacian. Then, in terms of the smeared fields, the vertices can be rewritten in the standard
form with the Moyal exponent factor only:
Γn = = − 2|eB|(−1)
n
2
n(n − 2)mn−2dyn
∫
d2u‖
∫ d2P⊥1
(2π)2 . . .
d2P⊥n
(2π)2 δ
2
 n∑
i=1
P⊥i
 tr [ ¯Π(P⊥1 ) . . . ¯Π(P⊥n )] e− i2 ∑i< j P⊥i ×P⊥j . (896)
But now the form factor occurs in the propagator of the smeared fields:
DABΠ (P⊥) = e
−P2⊥
2|eB| DABπ (P⊥). (897)
In this case, it is again the form factor e
−P2⊥
2|eB| , now built in the propagator DAB
Π
(P⊥), that is responsible for the absence
of the UV/IR mixing.
The extension of the present analysis to the case with nonzero longitudinal momenta P‖ is straightforward for this
NJL-like dynamical regime (see the Appendix F.3). The results coincide with those obtained in Section 7.1.
Therefore, the dynamics in this regime relates to type I nonlocal NCFT. As was discussed in Section 7.2.3 (see
also Section 7.1), the n-point vertex (896) can be rewritten in the coordinate space in the standard NCFT form with
the star product. Moreover, as was shown in Section 7.1, in the space with noncommutative transverse coordinates,
one can derive the effective action for the composite fields in this model. Thus, here we reproduced the results of
Section 7.1 by using the method of bilocal auxiliary fields.
7.2.5. QED with weak coupling in a strong magnetic field and type II nonlocal NCFT
In this section, we will consider the dynamics of QED in a magnetic field in a weak coupling regime, when the
coupling α˜b is small (the number of flavors N f can now be arbitrary). As will become clear in a moment, this dynamics
yields an example of a type II nonlocal NCFT.
According to the analysis in Section 7.2.1, the integral equation for F(p‖; P⊥) in this regime is
F(p‖; P⊥) = 8παbλW(P⊥)
∫ d2u⊥d2k‖
(2π)4
F(k‖; P⊥)
k2‖ + m
2
dyn
eiP⊥×u⊥e−
u2⊥
2|eB|
(k‖ − p‖)2 + u2⊥ + M2γ
, (898)
where mdyn is given in Eq. (836) and the subscript W in λW reflects the consideration of the weak coupling regime.
Unlike the integral equation (888), the kernel of this equation does not have a separable form. Therefore, the function
F(p‖; P⊥) is not factorized in this case and the present dynamics relates to type II nonlocal NCFT. According to
the analysis in Section 7.2.3, its n-point vertices can be written either through the star product in the form (884) in
coordinate space or in the form (887) in the noncommutative space.
In order to illustrate the difference of this dynamics from that considered in the previous section, it will be instruc-
tive to analyze it in a special limit with P2⊥ ≫ |eB|.6 We will show that in this limit the approximation with F(p‖; P⊥)
being independent of p‖ is quite good and, therefore, the dynamics in this limit can be considered as approximately
6While in the dynamical regime with the LLL dominance longitudinal momenta should satisfy the inequality P‖ ≪
√|eB|, transverse momenta
can be large.
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relating to type I nonlocal NCFT. However, as will be shown below, the form factor in this dynamics is very different
from the Gaussian form factor that occurs in the NJL-like dynamics. This point reflects a long-range character of the
QED interactions.
We start the analysis of integral equation (898) for P2⊥ ≫ |eB| by considering the integral
I =
∫ d2u⊥
(2π)2
eiP⊥×u⊥e−
u2⊥
2|eB|
q2‖ + u
2
⊥ + M2γ
=
∫ d2u⊥
(2π)2
ei∆⊥u⊥e−
u2⊥
2|eB|
q2‖ + u
2
⊥ + M2γ
, (899)
where q‖ = k‖ − p‖, ∆⊥ = P⊥eB and, for convenience, we made the change of variable u1⊥ → −u2⊥, u2⊥ → u1⊥ in the last
equality. By representing e−u2⊥/2|eB| and (q2‖ + u2⊥ + M2γ)−1 through their Fourier transforms, we obtain
I =
∫
d2∆⊥1
|eB| e−
|eB|∆2⊥1
2
2π
K0(|∆⊥ − ∆⊥1|
√
q2‖ + M2γ)
2π
, (900)
where K0(z) is the Bessel function of imaginary argument [206]. For P2⊥ ≫ |eB|, when |∆⊥| ≫ 1, one can neglect the
dependence of K0 on ∆⊥1. Then, using the asymptotics of K0(z) at z → +∞, we find that
I ≈ 1
2
 |eB|2π|P⊥|(q2‖ + M2γ)1/2

1/2
e−
|P⊥|(q2‖ +M
2
γ )1/2
|eB| , (901)
where |P⊥| ≡
√
P2⊥. Since this I as a function of q‖ exponentially decreases starting from Mγ, it is sufficient to take
into account only the region with q‖ . Mγ and approximate I there by
I ≈ 1
2
( |eB|
2π|P⊥|Mγ
)1/2
e−
|P⊥|Mγ
|eB| . (902)
Thus, we conclude that for P2⊥ ≫ |eB|, a good approximation for equation (898) is to integrate over k2‖ up to M2γ
and to use expression (902) for I. This implies that for large P2⊥ the function F(p‖; P⊥) can be taken independent of
p‖. Then, we find from Eq. (898) that
λW(P⊥) ≃ 1
αb ln
M2γ
m2dyn
(2π|P⊥|Mγ
|eB|
)1/2
e
|P⊥|Mγ
|eB| . (903)
By choosing F(P⊥) = 2λ1/2W (P⊥), we obtain the following pion propagator from Eq. (873) (compare with Eq. (892)):
DAB(P⊥) = 8π
2δAB
|eB| ln M2γ
m2dyn
[
1 − λ−1W (P⊥)
] . (904)
And, using Eq. (872), we find the corresponding vertices:
Γn =
2πi|eB|
n
∫
d2u‖
∫ d2k‖
(2π)2
∫ d2P⊥1
(2π)2 . . .
d2P⊥n
(2π)2 δ
2
 n∑
i=1
P⊥i

× tr
[
S ‖(k‖)γ5π¯(P⊥1 )P+ . . . S ‖(k‖)π¯(P⊥n )γ5P+
]
Πni=1 λ
−1/2
W (P⊥i ) e−
i
2
∑
i< j P⊥i ×P⊥j . (905)
Now, let us compare expressions (904) and (905) with their counterparts (892) and (894) in the case of local
interactions. While the behaviors of propagators (892) and (904) are similar for large P2⊥ ≫ |eB| (they both approach
a constant as P2⊥ → ∞), the behaviors of vertices (894) and (905) are quite different. While the form factor in vertices
(894) has the Gaussian form e−
∑
i P2i⊥
4|eB| , the form factor in vertices (905) is proportional to (|P⊥|Mγ/|eB|)−1/4 e
−|P⊥|Mγ
2|eB| and,
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therefore, decreases much slower for large P2⊥. The reason of that is a nonlocal character of the interactions in QED
in a weak coupling limit. To see this more clearly, let us compare integral equations (888) and (898). The transition
to the local interactions corresponds to the replacement of the propagator [(k‖ − p‖)2 + u2⊥ + M2γ]−1 in Eq. (898) by
M−2γ . This in turn leads to the replacement of the Bessel function K0(|∆⊥ − ∆⊥1|
√
q2‖ + M2γ) in Eq. (900) by the delta
function 2π/M2γ δ2(∆⊥ − ∆⊥1). The substitution of the delta function in I (900) leads to the Gaussian form factor,
which, therefore, is a signature of short-range interactions.
7.2.6. Chiral dynamics in QCD in a magnetic field and type II nonlocal NCFT
In this section, we will show that the chiral dynamics in QCD in a strong magnetic field relates to type II nonlocal
NCFT. Here under strong magnetic fields, we understand the fields satisfying |eB| ≫ Λ2QCD, where ΛQCD is the QCD
confinement scale.
A crucial difference between the dynamics in QED and QCD in strong magnetic backgrounds is of course the
property of asymptotic freedom and confinement in QCD. The infrared dynamics in quantum chromodynamics is
much richer and more sophisticated. As was shown in Ref. [127] and Section 3.3.3, the confinement scale λQCD(B)
in QCD in a strong magnetic field can be much less than the confinement scale ΛQCD in the vacuum. As a result, an
anisotropic dynamics of confinement is realized with a rich and unusual spectrum of very light glueballs.
On the other hand, the chiral dynamics in QED and QCD in strong magnetic backgrounds have a lot in common.
The point is that the region of momenta relevant for the chiral symmetry breaking dynamics is m2dyn ≪ |k2| ≪ |eB|
(see Section 3.3.1). If the magnetic field is so strong that the dynamical fermion mass mdyn is much larger than
the confinement scale λQCD(B), the running coupling αs is small for such momenta. As a result, the dynamics in
that region is essentially Abelian. Indeed, while the contribution of (electrically neutral) gluons and ghosts in the
polarization operator is proportional to k2, the fermion contribution is proportional to |eB|, similarly to the case of
QED in a magnetic field [see Eq. (834) and Eq. (909)]. As a result, the fermion contribution dominates in the relevant
region with |k2| ≪ |eB|.
Because of the Abelian like structure of the dynamics in this problem, one can use the results of the analysis in
QED in a magnetic field, by introducing appropriate modifications (see Section 3.3.1). One of the modifications is that
the chiral symmetry in QCD in a magnetic field is different from that in QED. Indeed, since the background magnetic
field breaks explicitly the global chiral symmetry that interchanges the up and down quark flavors (having different
electric charges), the chiral symmetry in this problem is SU(Nu)L × SU(Nu)R × SU(Nd)L × SU(Nd)R ×U(−)(1)A, where
Nu and Nd are the numbers of up and down quarks, respectively (the total number of quark flavors is N f = Nu + Nd).
The U(−)(1)A is connected with the current which is an anomaly free linear combination of the U(d)(1)A and U(u)(1)A
currents. [The U(−)(1)A symmetry is of course absent if either Nd or Nu is equal to zero]. The generation of quark
masses breaks this symmetry spontaneously down to SU(Nu)V × SU(Nd)V and, as a result, N2u + N2d − 1 neutral NG
bosons occur.
Another modification is connected with the presence of a new quantum number, the color. As was shown in
Ref. [127] and Section 3.3.4, there exists a threshold value of the number of colors Nthrc dividing the theories with
essentially different dynamics. For the number of colors Nc ≪ Nthrc , an anisotropic dynamics of confinement with the
confinement scale λQCD(B) much less than ΛQCD and a rich spectrum of light glueballs is realized. For Nc of order
Nthrc or larger, a conventional confinement dynamics with λQCD(B) ≃ ΛQCD takes place. The threshold value Nthrc
grows rapidly with the magnetic field. For example, for ΛQCD = 250 MeV and Nu = 1, Nd = 2, the threshold value is
Nthrc & 100 for |eB| & (1 GeV)2. We will consider both the case with Nc ≪ Nthrc and that with Nc & Nthrc .
For Nc ≪ Nthrc , the dynamical mass m(q)dyn of a q-th quark is (see Section 3.3.4):
m
(q)
dyn ≃ C
√
|eqB|
(
cqαs
)1/3
exp
[
− 2Ncπ
αs(N2c − 1) ln(C1/cqαs)
]
(906)
(compare with expression (836) for the dynamical mass in QED). Here eq is the electric charge of the q-th quark, the
numerical factors C and C1 are of order one and the constant cq is defined as
cq =
1
6π (2Nu + Nd)
∣∣∣∣∣∣ eeq
∣∣∣∣∣∣ . (907)
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The strong coupling αs in Eq. (906) is related to the scale
√|eB|, i.e.,
1
αs
≃ b ln |eB|
Λ2QCD
, b =
11Nc − 2N f
12π
. (908)
In QCD, there are two sets of NG bosons related to the SU(Nu)V and SU(Nd)V symmetries. Their Bethe-Salpeter
wave functions are defined as in Eq. (860) with the superscript A replaced by Au (Ad) for the set connected with the
SU(Nu)V (SU(Nd)V ). The corresponding Bethe-Salpeter equations have the form of equation (864) with the coupling
αb replaced by the strong coupling (N2c − 1)αs/2Nc, where (N2c − 1)/2Nc is the quadratic Casimir invariant in the
fundamental representation of SU(Nc).
Besides these NG bosons, there is one NG boson connected with the anomaly free U(−)(1)A discussed above. Its
Bethe-Salpeter wave function is defined as in Eqs. (860) and (861) but with the matrix λA replaced by the traceless
matrix ˜λ0/2 ≡ (√Nd/N fλ0u − √Nu/N fλ0d)/2 [127]. Here λ0u and λ0d are proportional to the unit matrices in the up and
down flavor sectors, respectively. They are normalized as the λA matrices: tr[(λ0u)2] = tr[(λ0d)2] = 2.
The polarization operator in the propagator of gluons has the form similar to that for photons (see Section 3.3.1):
Π(k‖) ≃ −αs
π
N f∑
q=1
|eqB|
k2‖
(909)
[compare with Eq. (834)]. This expression implies that the gluon mass is
M2g =
N f∑
q=1
αs
π
|eqB| = (2Nu + Nd)αs3π |eB|. (910)
It is clear that the chiral dynamics in this case is similar to that in QED in a weak coupling regime considered in
Section 7.2.5 and it relates to the type II nonlocal NCFT. In the noncommutative space, the expressions for the vertices
of each of the two sets of NG bosons have the form in Eq. (887) (Eq. (F.36) in Appendix F.3) for the case when their
fields are independent of (depend on) longitudinal coordinates, respectively. Notice that in the leading approximation,
the vertices do not mix NG fields from the different SU(Nu)V and SU(Nd)V sets: the mixing is suppressed by powers
of the small coupling αs (an analogue of the Zweig-Okubo rule). On the other hand, the NG boson related to the
U(−)(1)A interacts with NG bosons from both these sets without any suppression.
Let us now turn to the case with large Nc, in particular, to the ’t Hooft limit Nc → ∞. Just a look at expression
(910) for the gluon mass is enough to recognize that the dynamics in this limit is very different from that considered
above. Indeed, as is well known, the strong coupling constant αs is proportional to 1/Nc in this limit. More precisely,
it rescales as [compare with Eq. (282)]
αs =
α˜s
Nc
, (911)
where the new coupling constant α˜s remains finite as Nc → ∞. Then, expression (910) implies that the gluon
mass goes to zero in this limit. This in turn implies that the appropriate approximation is now not the improved
rainbow (ladder) approximation but the rainbow (ladder) approximation itself, when the gluon propagator in the gap
(Schwinger-Dyson) equation and in the Bethe-Salpeter equation is taken to be bare with Π(k‖) = 0 [127]. In other
words, gluons are massless and genuine long range interaction take place in this regime. The dynamical mass of
quarks now is
m
(q)
dyn = C
√
|eqB| exp
−π
(
π
4α˜s
)1/2 , (912)
where the constant C is of order one. As was shown in Ref. [127] and Section 3.3.4, this expression is a good approxi-
mation for the quark mass when Nc is of order Nthrc or larger. As to the Bethe-Salpeter equation, repeating the analysis
of Section 7.2.5, it is easy to show that, unlike the QED case, the amplitude F(p‖, P⊥), defined in Section 7.2.3, is
not factorized in this dynamical regime even for large transverse momenta P2⊥ ≫ |eB|. Therefore, the dynamics with
large Nc yields even a more striking example of the type II nonlocal NCFT than the previous dynamical regime with
Nc ≪ Nthrc .
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7.3. Concluding remarks on field theories in a magnetic field as NCFT
In Sections 7.1 and 7.2, we established the connection between field theories in a magnetic field and NCFT. The
main result of Section 7.1 is that in any dimension D = d + 1 with d ≥ 2, the NJL model in a strong magnetic field
determines a consistent NCFT. These NCFT are quite sophisticated that is reflected in their action (831) expressed
through the smeared fields Σ and Π with built-in exponentially damping form-factors. These form-factors occur in
the propagators of the smeared fields and are responsible for removing the UV/IR mixing that plagues conventional
nonsupersymmetric NCFT [626]. As an alternative, one can also use the composites fields σ and π. In this case, the
form-factors occur in their interaction vertices and this again leads to the removal of the UV/IR mixing.
An especially interesting case is that for a magnetic field configuration with the maximal number [d/2] of indepen-
dent nonzero tensor components. In that case, the dynamics is quasi-(1+ 1)-dimensional for odd d and finite for even
d. How can it be, despite the fact that the initial NJL model is nonrenormalizable for d ≥ 2? And, moreover, how can
it happen in theories in which neutral composites propagate in a bulk of a space of arbitrary high dimensions? The
answer to these questions is straightforward. The initial NJL model in a strong magnetic field and the truncated model
based on the LLL dynamics are essentially identical only in infrared, with momenta k ≪ √|eB|. At large momenta,
k ≫ √|eB|, these two models are very different. It is the LLL dominance that provides the exponentially damping
(form-)factors which are responsible for finiteness of the present model for even d and its quasi-(1 + 1)-dimensional
character for odd d. Thus, besides being a low-energy theory of the NJL model in a strong magnetic field, the NCFT
based on the LLL dynamics is self-contained and self-consistent.
As was discussed in Section 7.1.1, the exponentially damping factors occur also in nonrelativistic quantum me-
chanical models. In particular, they are an important ingredient of the formalism of the projection onto the LLL
developed for studies of condensed matter systems in Refs. [631–633]. Note that such factors occur also in a NCFT
corresponding to the relativistic scalar O(N) model in a magnetic field [641].7
It is then natural to ask why do such factors not appear also in string theories in a magnetic field? The answer
to this question is connected with a completely different way that open strings respond to a strong B field. It can be
seen already on the classical level. Indeed, due to the boundary conditions at the ends of open strings, their length
grows with B until the string tension compensates the Lorentz forces exerted at the ends of strings [625]. In contrast to
that, in quantum field and condensed matter systems, charged particles, which form neutral composites, move along
circular orbits in a magnetic field, and their radius shrinks with increasing B. This leads to the Landau type wave
functions of composites and, therefore, to the exponentially damping (form-)factors either in vertices (for σ and π
fields) or in propagators (for smeared fields).
Therefore, unlike the dynamics of neutral composites in condensed matter and quantum field systems, open strings
in a magnetic background do lead to the conventional NCFT. Since these theories are supersymmetric, the UV/IR
mixing affects only the constants of renormalizations and does not destroy their consistency [642]. Thus, different
physical systems in a magnetic fields lead to different classes of consistent NCFT. In fact, in this regard, quantum
mechanical systems in a strong magnetic field are special. As was shown in Section 7.1.1, depending on two different
treatments of the case with the mass m = 0, they determine either conventional NCFT, as it is done in Ref. [619], or
NCFT with exponentially damping form-factors.
The NJL models in a magnetic field lead to type I nonlocal NCFT. The main result of Section 7.2 is that the
chiral dynamics in QED and QCD in a strong magnetic field determine more complicated nonlocal NCFT (type II
nonlocal NCFT). These NCFT are quite different from both the NCFT considered in the literature and the NCFT
corresponding to the NJL model in a magnetic field. While in type I NCFT there exists a field transformation that puts
interaction vertices in the conventional form (with a cost of introducing an exponentially damping form factor in field
propagators), no such a transformation exists for type II nonlocal NCFT.
The reason of this distinction between the two types of models is in the characters of their interactions, being short-
range in the NJL-like models and long-range in gauge theories. While the influence of the short-range interactions
on the LLL dynamics is quite minor, the long-range interactions change essentially that dynamics. As a result, the
7It is important, however, that there is an essential difference between the dynamics of the spin 1/2 fermions and spinless scalars in a magnetic
field. Because of the dispersion relations in Eqs. (7), (8) (2 + 1 dimensions) and in Eq. (104) (3 + 1 dimensions), the LLL states of the fermions
are gapless for a zero mass, which implies that the LLL contribution dominates in law energy dynamics. On the other hand, because dispersion
relations for scalars can be obtained from those of the fermions with the substitution n → n + 1/2, the LLL states for them are gapped even for a
zero mass, and therefore the LLL contribution is of the same order as that of the higher Landau levels with n ∼ O(1).
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structure of neutral composites and manifestations of nonlocality in gauge theories in strong magnetic backgrounds
are much richer.
What is the origin of the connection between field theories in a magnetic field and NCFT? As was emphasized in
Ref. [616] and in Section 7.2.1, it is the Schwinger phase in the LLL fermion propagator and Bethe-Salpeter wave
functions of neutral composites that leads to the Moyal factor (a signature of NCFT) in interaction vertices of neutral
composites. But what is the origin of the Schwinger phase itself? One can argue that it reflects the existence of
the group of magnetic translations in an external magnetic field [227] (for a brief discussion of the corresponding
group, see Section 2.8). The group generators and their commutators in the symmetric gauge Eq. (151) were given
in Eqs. (175) and (176), respectively. As one can see, all commutators equal zero for neutral states, implying that the
momentum ~P = (P1, P2, P3) of their center of mass is a good quantum number.
It is easy to check that the structure of the generators (175) implies the presence of the Schwinger phase in the
matrix elements of the time ordered bilocal operator T [ψ(u) ¯ψ(u′)] taken between two arbitrary neutral states, |a; Pa〉
and |b; Pb〉. More precisely,
Mba(u, u′; Pb, Pa) ≡ 〈Pb; b|Tψ(u) ¯ψ(u′)|a; Pa〉 = e−i(Pa−Pb)XeierµAµ(X) ˜Mba(r; Pb, Pa), (913)
where r = u − u′, X = (u + u′)/2 (compare with Eq. (860)). The second exponent factor on the right hand side
of this equation is the Schwinger phase. Taking |a; Pa〉 and |b; Pb〉 to be the vacuum state |0〉, we get the fermion
propagator. And taking |b; Pb〉 = |0〉 and |a; Pa〉 to be a state of some neutral composite, we get the Bethe-Salpeter
wave function of this composite. Thus, the group of magnetic translations is in the heart of the connection between
the field dynamics in a magnetic field and NCFT. In particular, one of the consequences of this consideration is that
although the treatment of neutral composites other than NG bosons is much more involved, one can be sure that, in
a strong magnetic field, the noncommutative structure of interaction vertices of those neutral composites is similar to
that of the vertices for NG bosons that was derived in Sections 7.2.2 and 7.2.3, and in Appendix F.3.
Now, what is the form of interaction vertices which include such elementary electrically neutral fields as photon
and gluon fields in QED and QCD, respectively. This problem in QED was considered in Ref. [643]. As was shown
there, in the LLL approximation, fermion loops infect a noncommutative structure for n-point photon vertices and,
as a result, the Moyal factor occurs there. The situation in QCD is more subtle. In that case, besides induced gluon
vertices generated by quark loops, there are also triple and quartic gluon vertices in the initial QCD action. There
is of course no Moyal factor in the latter. Still, since the Abelian approximation is reliable in the description of the
chiral dynamics in a strong magnetic field in QCD (see the discussion in Sections 3.3 and 7.2.6), the situation for
this dynamics in QCD is similar to that in QED. However, the description of the anisotropic confinement dynamics in
QCD, relating to the deep infrared region, is much more involved, see Ref. [127] and Section 3.3.
Another point we want to address here is the reliability of the LLL approximation in a strong magnetic field.
As to the chiral dynamics, there are solid arguments that it is a reliable approximation for it (see the discussion in
Section 2). In particular, its reliability was shown explicitly in the NJL model in a magnetic field in the leading order
in 1/Nc expansion. On the other hand, as was shown in Ref. [643], the cumulative effect of higher Landau levels
can be important for n-point photon vertices, at least in some kinematic regions (a nondecoupling phenomenon). It is
however noticeable that in the kinematic region with momenta k2i⊥ ≫ |k2i‖|, which provides the dominant contribution
in the chiral dynamics (see Section 2), the LLL contribution is dominant [643]. Thus, although this question deserves
further study, the assumption about the LLL dominance in the chiral dynamics in relativistic field theories seems to
be well justified.
We believe that both these types of nonlocal NCFT can be relevant not only for relativistic field theories but also
for nonrelativistic systems in a magnetic field. In particular, while type I NCFT can be relevant for the description of
the quantum Hall effect in condensed matter systems with short-range interactions [620, 644, 645], type II NCFT can
be relevant in studies of this effect in condensed matter systems with long-range interactions. Concrete examples of
such systems are provided by carbon materials, in particular, graphene, where Coulomb-like interactions take place,
see Section 4.
8. Topics not covered in this review
As the sizable volume of the present report demonstrates, there is a large number of interesting applications
of relativistic and quasirelativistic quantum field theories, in which external magnetic fields play an essential role
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in underlying physics. It should be emphasized, however, that despite our intention to include as many topics as
possible, we could not really cover everything. The actual range of ideas and applications is much wider and is
constantly growing. In order to ensure an adequate rigor of presentation and provide a sufficient amount of details,
required for deep understanding of physics phenomena, here we concentrated primarily on the topics that we had a
personal research experience with.
In order to do a partial justice to the topics not covered in this report, here we offer a brief guide to some of them.
We recognize that even this extended list of physics phenomena is unavoidably going to be incomplete. Therefore,
we apologize in advance to the authors whose ideas happened to be omitted. This is probably the result of our
unintentional bias or lack of knowledge.
8.1. Color superconductivity in a magnetic field
The theory of strong interactions predicts that quark matter at sufficiently high densities and sufficiently low
temperatures is a color superconductor [313–317, 646–651]. (For reviews, see Refs. [311, 312].) A rigorous treatment
of underlying nonperturbative dynamics of Cooper pairing is possible because of asymptotic freedom in QCD. Indeed,
this property ensures that dense quark matter is weakly interacting at sufficiently high densities. As usual, the dominant
Cooper pairing occurs in a spin-zero channel. (Note, however, that spin-zero Cooper pairing may not be possible in
some cases because it could come in conflict with β-equilibrium and charge neutrality in bulk quark matter [652, 653].)
The simplest superconducting states with spin-zero Cooper pairing are the two-flavor color superconducting (2SC)
phase [650, 651] and color-flavor-locked (CFL) phase [318, 319]. In both cases, the Cooper pairs are made of quarks
of different flavors. This is a simple consequence of the Pauli principle and the specifics of the attractive channel
between colored quarks. Even though all Cooper pairs are electrically charged, it appears that both types of spin-zero
color superconductors are characterized by an unbroken ˜U(1)em gauge symmetry in the ground state [311, 312]. The
corresponding new photon field and the new electric charges of quarks are not the same as in vacuum, but this is
of little importance. The key property of such superconductors is that they are not electromagnetic superconductors.
This, in turn, implies that there is no electromagnetic Meissner effect and a constant magnetic field is not expelled from
the interior of color superconductors [654–656]. For the discussion of the electromagnetic Meissner effect in several
proposed spin-one color superconducting phases, see Ref. [657–660]. (As for the physics properties of spin-one color
superconductors in a magnetic field, some of them are discussed in Refs. [661, 662].)
The fact that the magnetic field can penetrate spin-zero color superconductors can have interesting implications. In
particular, it can modify the strength of pairing in different channels and, thus, affect the underlying structure and the
physical properties of color superconductors. Over the years, this topic attracted a lot of attention because it may have
interesting applications in compact stars. Many studies are devoted to the magnetic CFL phase [663–674]. Even in the
absence of the magnetic field, the CFL phase has truly amazing properties. This type of quark matter is electrically
neutral on its own and, thus, does not need any additional electrons [675]. Just like the physical vacuum, it has a
broken chiral symmetry and happens to be an electric insulator. At the same time, unlike the vacuum, it is superfluid
and a very efficient heat conductor. The properties are further enriched by the presence of the magnetic field. For a
short review, see Ref. [676].
There is also a large amount of studies of magnetic 2SC phase [67, 677–679]. Unlike the CFL phase, the 2SC
phase has a nonzero density of unpaired quarks that are charged with respect to the low-energy electromagnetism. It
also has a nonzero density of electrons that are required by β-equilibrium and charge neutrality. Because of this, the
2SC phase has metallic properties. Still, many effects of a constant magnetic field on the 2SC pairing are similar to
those in the CFL phase.
Among the related ideas regarding the magnetic fields and dense quark matter, we should also mention the pro-
posal that superstrong magnetic fields could be generated as a result of an enhancement from gluon vortices in color
superconductors [680, 681], as well as the suggestion that dense quark matter should be in a ferromagnetic state that
either coexists with color superconductivity [682, 683] or replaces it [684]. If correct, the beauty of such arguments is
that the characteristic magnetic fields produced by these mechanisms are determined by the QCD scale, i.e., 1018 G.
Such strong fields in the stellar cores could provide a simple explanation for the magnetars with the surface magnetic
fields of the order of 1015 G [26–28].
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8.2. Superconductivity of vacuum in a magnetic field
Another interesting idea is the possibility of turning the QCD vacuum into a superconductor by a sufficiently
strong magnetic field [685, 686]. The strength of the magnetic field needed for such a transition is estimated to be
of the order of 1020 G. The resulting ground state is expected to be an anisotropic inhomogeneous superconductor
that allows nondissipative currents along the direction of the magnetic field. This intriguing type of superconductivity
is suggested to be driven by the interaction of the magnetic moments of charged ρ± vector mesons with the external
magnetic field.
Conceptually, this idea is similar to a condensation of the W-bosons in the standard model of electroweak inter-
actions in a superstrong magnetic field proposed long time ago in Refs. [687–689]. After taking into account the
potential energy of the magnetic moment, one finds that the effective mass squared of the corresponding mesonic
vector states is given by m2
ρ±,eff(B) = m2ρ± − |eB|, where m2ρ± is the square of the actual mass of the charged ρ-mesons
[685, 686]. Of course, the latter may also be affected by the presence of the field via the field-modified masses of
constituent quarks and the change of the binding energy inside the composite ρ-meson state.
By using simple model calculations [685, 686] and some indications from lattice simulations [690–692], it was
argued that the ρ-meson condensation is indeed possible in sufficiently strong magnetic fields. This implies that,
even if the ρ-meson mass mρ± increases with the magnetic field (e.g., because of the increase of the constituent quark
masses due to magnetic catalysis), there should still exist a sufficiently large value of the magnetic field, at which
mρ±,eff(B) vanishes and a transition to a superconducting state occurs. The corresponding new state has an elaborate
vertex lattice structure [693, 694] that is built out of charged as well as neutral ρ-meson condensates. For a recent
review of the corresponding ideas, we refer the reader to Ref. [695].
Despite the apparent plausibility of the scenario presented above, the authors Ref. [696] argued that the magnetic
field driven superconductivity of the QCD vacuum cannot happen. By making use of rather general arguments, relying
on the Vafa-Witten theorem, the authors of Ref. [696] claimed that the key ingredient of the proposed scenario, i.e., a
charged vector meson condensation, is forbidden in the vectorlike gauge theories such as QCD. On the other hand, the
author of the original proposal disagrees with such a conclusion [697] by arguing that there is no direct disagreement
with the Vafa-Witten theorem because the charged vector meson condensates lock relevant internal global symmetries
of QCD with the electromagnetic gauge group. Later, a different group of authors [698] also suggested that the strong
version of the Vafa-Witten theorem may be inapplicable to the case of the charged ρ-meson condensation.
Among the recent model studies, there are those that favor the ρ-meson condensation [699, 700], while there
are others that do not [701]. The analogs of inhomogeneous states with a ρ-meson condensation were also found
in holographic models [702–707]. It is not clear, however, if the approximations used in such models could even
in principle reproduce the limitations of the Vafa-Witten theorem. Therefore, we think that the debate about the
superconductivity of the QCD vacuum in a magnetic field is not over yet.
9. Summary
The main theme of this report can be stated as follows: there exist a number of interesting properties of relativistic
field theories that are driven or strongly influenced by the presence of an external magnetic field. In most cases,
the essence of underlying physics has roots in the characteristic Landau level spectrum of relativistic fermions in a
magnetic field. Not only Landau levels are highly degenerate, but also the low-energy dynamics is often dominated
by the spin-polarized lowest Landau level.
We started the report with the detailed exposition of the mechanism of magnetic catalysis of dynamical symmetry
breaking within the framework of the NJL models in 2 + 1 and 3 + 1 dimensions. The short-range interaction in
such models provides an instructive presentation of the core ideas in their simplest form. As explained, the physics of
magnetic catalysis is connected with the following key properties of charged massless fermions in a constant magnetic
field: (i) a finite density of states at zero energy (i.e, the energy separating particle and antiparticle states) and (ii) the
effective dimensional reduction D → D − 2 of the fermion dynamics at low energies.
The combined effect of the finite density of states and the dimensional reduction is a strong enhancement of the
fermion-antifermion pairing dynamics that triggers a chiral (flavor) symmetry breaking instability. In many ways,
the mechanism is reminiscent of the famous Cooper instability in low-temperature superconductivity. The result-
ing ground state is characterized by a nonvanishing chiral (flavor) condensate and a dynamically generated mass of
fermion excitations (i.e., an energy gap in the spectrum).
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Having established a clear understanding of the underlying physics, we argue that the magnetic catalysis is a
model-independent phenomenon that should be expected in a wide range of field-theoretical models. As a large
number of studies using various models and methods confirm, this is indeed the case. To illustrate this in the context
of renormalized field theories, in this report we presented detailed studies of several types of the gauge theories in a
magnetic field. While the long-range interaction makes the analysis much more sophisticated, the underlying physics
remains the same as in the models with short-range interactions. When addressing the implications of the magnetic
catalysis in QCD, we also encountered interesting properties of induced anisotropic gluodynamics as a byproduct.
Historically, the discovery of graphene and subsequent studies of the unusual realization of the quantum Hall effect
came after the physics of magnetic catalysis was clearly understood. We followed this historical order and discussed
the corresponding ideas in the context of graphene in detail. It should be noted that this was one of the first few serious
attempts to apply the ideas of magnetic catalysis to condensed matter systems [189–191]. (A few studies that mention
other possible condensed matter applications appeared in Refs. [183, 186].) It is natural, therefore, that we dedicated
a section of this report to the discussion of quantum Hall effect in graphene.
The profound role of the magnetic probes in graphene started from the unambiguous experimental confirmation
that its quasiparticles are indeed described by Dirac fermions. This followed from the abnormal features of the
observed quantum Hall effect in weak magnetic fields that matched the theoretical predictions of relativistic Dirac
theory. The subsequent studies of graphene revealed that new quantum Hall states can form in sufficiently strong
magnetic fields. As we argue in this report, some of them could be explained in principle by the same physics as
the magnetic catalysis. Others require generalizations that also capture the physics of quantum ferromagnetism. Of
course, the low-energy physics of graphene is much more complicated than the simplest relativistic models. A large
number of explicit symmetry breaking terms and various intrinsic solid state effects make the theory of quantum Hall
physics much more intricate. The ultimate judgment of the validity of theoretical predictions comes from experiment.
We also discussed the physics of chiral asymmetry in magnetized relativistic matter. In a way, this is a natural
extension of the physics of relativistic vacuum in a magnetic field to the case of nonzero density of matter. The
possibility that some physics properties of such matter in a semiclassical regime are related to the chiral anomaly
in quantum field theory is rather unusual and intriguing. However, this is indeed the case in the chiral separation
and chiral magnetic effects, observed even in a free theory. In essence, both effects are based on the unique spin-
polarization nature of the lowest Landau level. It is suggested that these effects may have observational consequences
in condensed matter physics, heavy-ion collisions, the early Universe, and cosmology.
We show that the chiral separation effect has further implications in an interacting theory. It induces a chiral
asymmetry in all Landau levels and affects the low-energy physics dominated by the states in the vicinity of the
Fermi surface. The resulting chirally asymmetric Fermi surface appears to be a superposition of the Fermi surfaces
of (mostly) left-handed and (mostly) right-handed fermions. The two Fermi surfaces are shifted with respect to each
other along the direction of the magnetic field. The underlying physics of this phenomenon is connected to the fact
that the chiral asymmetry of the lowest Landau level is promoted to all Landau levels by interaction effects. As argued,
the resulting chiral asymmetry could have interesting implications for the physics of compact stars.
The popularity of graphene and other exotic materials in condensed matter physics naturally evolved to the point
of accepting that 3D analogs of graphene may also exist. Several new classes of 3D quasirelativistic materials, the
so-called Dirac and Weyl (semi-)metals, were proposed. The existence of Dirac (semi-)metals were experimentally
confirmed. While the Weyl (semi-)metals have not been discovered yet, the common belief is that it is just a matter
of time before they are also confirmed by experiment. In this report, we discussed a few effects associated with a
constant magnetic field in Dirac (semi-)metals. As we pointed out, one of the consequences of applying the magnetic
field is a spontaneous transformation of Dirac into Weyl metals. The underlying mechanism is the same as in dense
relativistic matter in compact stars.
In the last section of the report, we emphasized that field theories in a magnetic field determine a new class of
noncommutative field theories. In particular, the UV/IR mixing, usually taking place in the conventional noncom-
mutative field theories, is absent in this case. The reason for this is the exponentially damping (form-)factors both in
vertices and in the propagators of fields. Such field theories can be relevant not only for relativistic systems but also
for nonrelativistic systems in a magnetic field. The concrete examples of such systems are provided by graphene and
Dirac semimetals.
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A. Fermion propagator in a magnetic field
In this Appendix, we present several different forms of the fermion propagator in an external magnetic field. To
start with, we will quote the Schwinger result. Its derivation [42] is based on the proper-time method and allows
one to reduce the derivation of the propagator to the calculation of a path integral for a simple quantum mechanical
evolution operator. This method is well known and will be omitted here. The Schwinger representation has a compact
form in coordinate space and is very convenient in many applications. On the other hand, the Landau level structure
of the energy spectrum is hidden and far from being obvious in the Schwinger propagator. Of course, it can be made
explicit after some transformations. Instead of following this approach, we will use another method for deriving the
fermion propagator in a magnetic field. By construction, the new method has the Landau level representation built in.
As an added benefit, it also allows an easy generalization to the case of nonzero chemical potential, chiral shift, chiral
chemical potential, and other parameters that can be generated dynamically.
A.1. Schwinger propagator
In the coordinate space, the fermion propagator is
S (u, u′) = (i ˆD + m)u〈u| −i
m2 + ˆD2
|u′〉 = (i ˆD + m)u
∫ ∞
0
ds〈u| exp[−is(m2 + ˆD2)]|u′〉, (A.1)
where ˆD ≡ γµDµ and Dµ is the covariant derivative in Eq. (2).
The matrix element 〈u|e−is(m2+ ˆD2)|u′〉 can be calculated by using the Schwinger (proper-time) approach [42]. The
result reads
〈u|e−is(m2+ ˆD2)|u′〉 = e
−i π4
8(πs)3/2 e
i(S cl−sm2) (eBs cot(eBs) + γ1γ2eBs) , (A.2)
where
S cl = Φ(r⊥, r′⊥) −
1
4s
(u − u′)νCµν(u − u′)µ. (A.3)
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In the last expression, Φ(r⊥, r′⊥) = −e
∫ u
u′ Aλdz
λ is the Schwinger phase, in which the integral is calculated along the
straight line. We also introduced the shorthand notation Cµν = gµν + (F2)µν [1 − eBs cot(eBs)] /B2. From Eqs. (A.1)
and (A.2), we finally obtain the following explicit expression for the fermion propagator:
S (u, u′) = eiΦ(r⊥ ,r′⊥) ¯S (u − u′), (A.4)
where the translational part of the propagator reads
¯S (u) =
∫ ∞
0
ds
8(πs)3/2 e
−i( π4 +sm2)e−
i
4s (uνCνµuµ)
[(
m +
1
2s
γµCµνuν +
e
2
γµFµνuν
) (
esB cot(eBs) + es
2
γµγνFµν
)]
. (A.5)
The Fourier transform ¯S (k) =
∫
d3xeikx ¯S (x) of this propagator is given by
¯S (k) =
∫ ∞
0
ds exp
[
−ism2 + isk20 − isk2
tan(eBs)
eBs
] (
ˆk + m − (k2γ1 − k1γ2) tan(eBs)
) (
1 − γ1γ2 tan(eBs)
)
. (A.6)
A.2. Fermion propagator in the Landau-level representation
Here we present an alternative method of derivation of the fermion propagator in an external magnetic field. This
method sufficiently general to allow the inclusion of nonzero chemical potential µ, chiral shift ∆ and several other
types of parameters that can be generated dynamically. Also, in this method, a simple procedure can be used to
include the dependence of all the parameters on the Landau level index n.
By definition, the fermion propagator is given by the following matrix element:
G(u, u′) = i〈u|
[
(i∂t + µ)γ0 − (pi · γ) − Σ
]−1 |u′〉, (A.7)
where u = (t, r) and r = (x, y, z), and the generalized self-energy function has the following form:
Σ = m − µ5γ0γ5 − ∆γ3γ5 − aγ0γ3 − iµ˜γ1γ2 − m5γ5. (A.8)
By assumption, the direction of the magnetic field coincides with the z-direction and the corresponding vector potential
is taken in the Landau gauge Ak = −Byδk1. The canonical momenta are defined as πk ≡ i(∂k + ieAk) where k = 1, 2, 3.
Let us introduce the modified self-energy
˜Σ = −γ1Σγ1 = m − µ5γ0γ5 − ∆γ3γ5 − aγ0γ3 + iµ˜γ1γ2 + m5γ5, (A.9)
which differs from Σ only by the signs of the last two terms, and rewrite the matrix element in Eq. (A.7) as follows:
G(u, u′) = i〈u|
[
(i∂t + µ)γ0 − (pi · γ) + ˜Σ
] {[
(i∂t + µ)γ0 − (pi · γ) − Σ
] [
(i∂t + µ)γ0 − (pi · γ) + ˜Σ
]}−1 |u′〉
= i〈u|
[
(i∂t + µ)γ0 − (pi · γ) + ˜Σ
] [
(i∂t + µ)2 − pi2 + iγ1γ2eB + µ˜2 + µ25 + m25 − m2 − ∆2 − a2
+2
(
aπ3 + m5µ5
)
γ0 + 2 [m5∆ − a(i∂t + µ)] γ3 − 2[∆π3 + µ5(i∂t + µ)]γ5
+2 (am + m5µ˜) γ0γ3 + 2(mµ5 − µ˜π3)γ0γ5 + 2[m∆ + µ˜(i∂t + µ)]γ3γ5
]−1
|u′〉, (A.10)
Because of the preserved translational invariance in the t- and z-directions, it is convenient to perform the Fourier
transforms in the corresponding coordinates,
G(ω, k3; r⊥, r′⊥) =
∫
dt dz eiω(t−t′)−ik3(z−z′)G(u, u′). (A.11)
The corresponding result reads
G(ω, k3; r⊥, r′⊥) = i
[
(ω + µ)γ0 − (pir⊥ · γ⊥) − k3γ3 + ˜Σ
]
〈r⊥|
(
M− pi2⊥ + iγ1γ2eB
)−1 |r′⊥〉, (A.12)
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where pir⊥ is the differential operator of the canonical momentum in the coordinate space spanned by vector r⊥ =
(u, u′). The matrix function M is given by
M = (ω + µ)2 − (k3)2 + µ˜2 + µ25 + m25 − m2 − ∆2 − a2 + 2
(
ak3 + m5µ5
)
γ0 + 2
[
m5∆ − a(ω + µ)] γ3
−2[∆k3 + µ5(ω + µ)]γ5 + 2 (am + m5µ˜) γ0γ3 + 2(mµ5 − µ˜k3)γ0γ5 + 2[m∆ + µ˜(ω + µ)]γ3γ5. (A.13)
By noting that all three operators (i.e., pi2⊥, ieBγ1γ2, and M) inside the matrix element on the right hand side of
Eq. (A.12) commute, we will utilize their common basis of eigenfunctions.
Let us start by presenting the eigenfunctions of the differential operatorpi2⊥. As is well known, it has the eigenvalues
(2n + 1)|eB| with n = 0, 1, 2, . . . [3]. As is easy to check, in the Landau gauge used, the corresponding normalized
wave functions read
ψnp(r⊥) ≡ 〈r⊥|np〉 = 1√
2πl
e−
ξ2
2√
2nn!
√
π
Hn (ξ) eipx, (A.14)
where l = 1/
√|eB| is the magnetic length, ξ = y/l + pl sign(eB), and Hn(ξ) are the Hermite polynomials [206]. These
wave functions satisfy the following normalization and completeness conditions:∫
d2r⊥ 〈np|r⊥〉〈r⊥|n′p′〉 =
∫
d2r⊥ ψ∗np(r⊥)ψn′p′ (r⊥) = δnn′δ(p − p′), (A.15)
∞∑
n=0
∞∫
−∞
dp 〈r⊥|np〉〈np|r′⊥〉 =
∞∑
n=0
∞∫
−∞
dpψnp(r⊥)ψ∗np(r′⊥) = δ(r⊥ − r′⊥), (A.16)
respectively. Then, by making use of the spectral expansion of the unit operator (A.16), we can rewrite the matrix
element on the right hand side of Eq. (A.12) as follows:
〈r⊥|
(
M− pi2⊥ + iγ1γ2eB
)−1 |r′⊥〉 = ∞∑
n=0
∞∫
−∞
dp 〈r⊥|np〉
[
M− (2n + 1)|eB|+ iγ1γ2eB
]−1 〈np|r′⊥〉
=
eiΦ(r⊥ ,r
′
⊥)
2πl2
exp
(
− (r⊥ − r
′
⊥)2
4l2
) ∞∑
n=0
Ln (z⊥)
M− (2n + 1)|eB|+ iγ1γ2eB , (A.17)
where Ln(z) are Laguerre polynomials [206],
Φ(r⊥, r′⊥) = e
∫ r⊥
r′⊥
dr⊥ · A(r⊥) = −s⊥ (x − x
′)(y + y′)
2l2 (A.18)
is the Schwinger phase, and
z⊥ =
(r⊥ − r′⊥)2
2l2
=
(x − x′)2 + (y − y′)2
2l2
. (A.19)
In order to calculate the integral over the quantum number p in Eq. (A.17), we made use of formula 7.377 from
Ref. [206],
∞∫
−∞
e−x
2
Hm(x + y)Hn(x + z)dx = 2nπ1/2m!zn−mLn−mm (−2yz), (A.20)
which assumes m ≤ n. By definition, Lαn (z) are the generalized Laguerre polynomials, and Ln(z) ≡ L0n(z) [206].
The matrix operator ieBγ1γ2 has eigenvalues ±|eB| in the eigenstates with fixed values of the spin projection on
the direction of the magnetic field. Instead of introducing the spinor eigenstates explicitly, it is more convenient to
make use of the projection operators on the corresponding subspaces,
P± = 12
[
1 ± iγ1γ2sign(eB)
]
. (A.21)
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By inserting the unit matrix I4 = P− + P+ in the expression for the sum over n in Eq. (A.17), we can rewrite it in a
more convenient form,
∞∑
n=0
P+Ln (z⊥)
M− (2n + 1)|eB| + |eB| +
∞∑
n=0
P−Ln (z⊥)
M− (2n + 1)|eB| − |eB| =
∞∑
n=0
[P+Ln (z⊥) + P−Ln−1 (z⊥)] 1M− 2n|eB| , (A.22)
where we shifted the summation index by 1 in the second sum and assumed that L−1(z) ≡ 0. Since the projectors
P± commute with the matrix (M− 2n|eB|)−1, it is irrelevant whether they are multiplied on the left or on the right.
However, in the derivation below, it will be more convenient to keep the matrix factor (M− 2n|eB|)−1 on the far right.
By substituting the last expression into Eq. (A.17), the matrix element takes the following form:
〈r⊥|
[
M− pi2⊥ − ieBγ1γ2
]−1 |r′⊥〉 = eiΦ(r⊥ ,r
′
⊥)
2πl2 exp
(
− (r⊥ − r
′
⊥)2
4l2
) ∞∑
n=0
[P+Ln (z⊥) + P−Ln−1 (z⊥)] 1M− 2n|eB| . (A.23)
When substituting this matrix element into the expression for the fermion propagator in Eq. (A.12), it will be desirable
to write the final expression in a form with the Schwinger phase as an overall factor on the left. In order to arrive at such
a result, one should take into account, however, that the phase does not commute with the (differential) momentum
operator pir⊥. Indeed,
πxe
iΦ(r⊥ ,r′⊥) = eiΦ(r⊥ ,r
′
⊥)
(
−i∂x + s⊥ y − y
′
2l2
)
, (A.24)
πye
iΦ(r⊥ ,r′⊥) = eiΦ(r⊥ ,r
′
⊥)
(
−i∂y − s⊥ x − x
′
2l2
)
. (A.25)
By making use of these relations, we finally derive the expression for the full propagator (A.12) in the following form:
G(ω, k3; r⊥, r′⊥) = eiΦ(r⊥ ,r
′
⊥) ¯G(ω, k3; r⊥ − r′⊥), (A.26)
where the translation invariant part of the propagator is
¯G(ω, k3; r⊥−r′⊥) = i
e−z⊥/2
2πl2
∞∑
n=0
{ [
(ω + µ)γ0 − k3γ3 + ˜Σ
]
[Ln(z⊥)P+ + Ln−1(z⊥)P−]− il2γ·
(
r⊥ − r′⊥
)
L1n−1(z⊥)
}
1
M− 2n|eB| .
(A.27)
Note that the ordering of the matrix factors in this expression is very important because matrix M does not commute
with the expression in the curly brackets.
Let us also calculate the Fourier transform of the propagator (A.27) with respect to the perpendicular spatial
coordinates,
¯G(ω, k) =
∫
d2r⊥ e−i(k⊥ ·r⊥) ¯G(ω, k3; r⊥), (A.28)
where, by definition, k = (k1, k2, k3) and k⊥ = (k1, k2). When cylindrical coordinates r⊥ = |r⊥| and φ = arctan(y/x)
are used, the angular integration is reduced to the following two table integrals:
∫ 2π
0
e−ik⊥r⊥ cos φdφ = 2πJ0(k⊥r⊥),∫ 2π
0
e−ik⊥r⊥ cos φ cosφdφ = −2iπJ1(k⊥r⊥), (A.29)
where Jn(x) is the Bessel function, and the remaining integral over the radial coordinate r⊥ can be performed by using
formula 7.421.4 from Ref. [206],∫ ∞
0
xν+1e−βx
2
Lνn
(
αx2
)
Jν(xy)dx = y
ν
(2β)ν+1
(
β − α
β
)n
e−
y2
4β Lνn
(
αy2
4β(α − β)
)
. (A.30)
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In the end, the result for the Fourier transform reads
¯G(ω, k) = ie−k2⊥l2
∞∑
n=0
(−1)nDn(ω, k) 1M− 2n|eB| , (A.31)
where the numerator of the nth Landau level contribution is determined by
Dn(ω, k) = 2
[
(ω + µ)γ0 − k3γ3 + ˜Σ
] [
P+Ln
(
2k2⊥l2
)
− P−Ln−1
(
2k2⊥l2
)]
+ 4(k⊥ · γ⊥)L1n−1
(
2k2⊥l2
)
. (A.32)
By making use of the explicit form of M in Eq. (A.13), the last matrix factor in Eq. (A.31) can be also inverted
explicitly,
1
M− 2n|eB| =
(ω + µ)2 − (k3)2 − m2 + m25 − a2 − ∆2 + µ˜2 + µ25 − 2n|eB|
Un
−2(ak
3 + m5µ5)
Un
γ0 − 2[m5∆ − a(ω + µ)]
Un
γ3 +
2[∆k3 + µ5(ω + µ)]
Un
γ5
−2(am + m5µ˜)
Un
γ0γ3 − 2(mµ5 − µ˜k
3)
Un
γ0γ5 − 2[m∆ + µ˜(ω + µ)]
Un
γ3γ5, (A.33)
where the common denominator is given by
Un =
[
(ω + µ)2 − (k3)2 − m2 + m25 + a2 + ∆2 − µ˜2 − µ25 − 2n|eB|
]2
+ 8n|eB|
(
a2 + ∆2 − µ˜2 − µ25
)
−4
[
∆(ω + µ) + aµ5 + mµ˜ + µ5k3
]2
. (A.34)
In this general case, the Landau level energies are determined by the location of the poles of the propagator, i.e.,
Un = 0. Two special cases of this propagator for a = m5 = µ5 = 0 and a = m5 = µ˜ = 0 were previously presented in
Refs. [445] and [519], respectively.
As is easy to check, in the simplest case when the Dirac mass m is the only nonvanishing parameter in the self-
energy (A.8), the matrix in Eq. (A.33) is proportional to the unit matrix, i.e.,
1
M− 2n|eB|
∣∣∣∣∣
µ5,∆,a,µ˜,m5=0
=
1
(ω + µ)2 − (k3)2 − m2 − 2n|eB| , (A.35)
and the propagator in Eq. (A.31) coincides with the well known result in Ref. [215]. Strictly speaking, we should
also specify the prescription for handling the poles of the propagator. This is achieved by the replacement ω →
ω + iǫ sign(ω) in the denominator of the propagator, which insures that the all states with energies less then the
chemical potential are occupied. It can be also shown that it is equivalent to the Schwinger one.
A.3. Schwinger parametrization for the fermion propagator at B , 0 and µ , 0
The proper-time representation for the fermion propagator in a constant external magnetic field was obtained long
time ago by Schwinger [42]. A naive generalization of the corresponding representation to the case of a nonzero
chemical potential (or density) does not work however. This is due to the complications in the definition of the causal
Feynman propagator in the complex energy plane when µ , 0. The correct analytical properties of such a propagator
describing particles above Fermi surface propagating forward in time and holes below Fermi surface propagating
backward in time are implemented by introducing an appropriate iǫ prescription. In particular, one replaces k0+µ with
k0+µ+ iǫ sign(k0), where ǫ is a vanishingly small positive parameter. For example, in the Landau level representation,
the Fourier transform of the translation invariant part of the fermion propagator is defined as follows:
¯S (k) = ie−k2⊥l2
∞∑
n=0
(−1)nDn(k)
[k0 + µ + iǫ sign(k0)]2 − m2 − k23 − 2n|eB|
, (A.36)
where the residue at each individual Landau level is determined by
Dn(k) = 2
[
(k0 + µ)γ0 + m − k3γ3
] [
P+Ln
(
2k2⊥l2
)
− P−Ln−1
(
2k2⊥l2
)]
+ 4(k⊥ · γ⊥)L1n−1
(
2k2⊥l2
)
, (A.37)
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where Lαn (x) are associated Laguerre polynomials.
Let us start by reminding the usual Schwinger’s proper-time representation at zero fermion density, i.e.,
1
[k0 + iǫ sign(k0)]2 −M2n
≡ 1
k20 −M2n + iǫ
= −i
∫ ∞
0
dseis(k20−M2n+iǫ), (A.38)
whereM2n = m2+k23+2n|eB|. It is important to emphasize that the convergence of the integral and, thus, the validity of
the representation are ensured by having the positive parameter ǫ in the exponent. Unfortunately, such a representation
fails at finite fermion density. Indeed, by taking into account that
1
[k0 + µ + iǫ sign(k0)]2 −M2n
≡ 1(k0 + µ)2 −M2n + iǫ sign(k0)sign(k0 + µ)
, (A.39)
we see that the sign of the iǫ term in the denominator is not fixed any more. The corresponding sign is determined
by the product of sign(k0) and sign(k0 + µ) and can change, depending on the values of k0 and µ. For example, while
it is positive for |k0| > |µ|, it turns negative when |k0| < |µ| and k0µ < 0. This seemingly innocuous property causes
a serious problem for the integral representation utilized in Eq. (A.38). The sign changing iǫ term in the exponent
invalidates the representation at least for a range of quasiparticle energies.
In order to derive a modified proper-time representation for the fermion propagator, we will make use of the
following identity:
1
[k0 + µ + iǫ sign(k0)]2 −M2n
=
θ(|k0| − |µ|)
(k0 + µ)2 −M2n + iǫ
+ θ(|µ| − |k0|)
(
θ(k0µ)
(k0 + µ)2 −M2n + iǫ
+
θ(−k0µ)
(k0 + µ)2 −M2n − iǫ
)
=
1
(k0 + µ)2 −M2n + iǫ
− θ(|µ| − |k0|)θ(−k0µ)
(
1
(k0 + µ)2 −M2n + iǫ
− 1(k0 + µ)2 −M2n − iǫ
)
=
1
(k0 + µ)2 −M2n + iǫ
+ 2iπ θ(|µ| − |k0|)θ(−k0µ)δ
[
(k0 + µ)2 −M2n
]
. (A.40)
The first term on the right-hand side of Eq. (A.40) has a vacuumlike iǫ prescription and, thus, allows a usual proper-
time representation. The second term is singular and represents the additional “matter” piece, which would be lost in
the naive proper-time representation. After making use of this identity, we derive the following modified proper-time
representation for the propagator:
¯S (k) = e−k2⊥l2
∞∑
n=0
(−1)nDn(k)
∫ ∞
0
ds eis[(k0+µ)2−m2−k23−2n|eB|+iǫ]
− θ(|µ| − |k0|)θ(−k0µ)e−k2⊥l2
∞∑
n=0
(−1)nDn(k)
[ ∫ ∞
0
ds eis[(k0+µ)2−m2−k23−2n|eB|+iǫ] +
∫ ∞
0
ds e−is[(k0+µ)2−m2−k23−2n|eB|−iǫ]
]
.
(A.41)
In order to perform the sum over the Landau levels, we use the following result for the infinite sum of the Laguerre
polynomials:
∞∑
n=0
znLαn (x) =
1
(1 − z)1+α exp
(
xz
z − 1
)
. (A.42)
Then, we obtain
¯S (k) =
∫ ∞
0
ds eis[(k0+µ)2−m2−k23+iǫ]−ik2⊥l2 tan(s|eB|)
[
(k0 + µ)γ0 + m − k · γ + (k1γ2 − k2γ1) tan(seB)
] [
1 − γ1γ2 tan(seB)
]
− θ(|µ| − |k0|)θ(−k0µ)
×
{∫ ∞
0
dseis[(k0+µ)2−m2−k23+iǫ]−ik2⊥l2 tan(s|eB|)
[
(k0 + µ)γ0 + m − k · γ + (k1γ2 − k2γ1) tan(seB)
] [
1 − γ1γ2 tan(seB)
]
+
∫ ∞
0
dse−is[(k0+µ)2−m2−k23−iǫ]+ik2⊥l2 tan(s|eB|)
[
(k0 + µ)γ0 + m − k · γ − (k1γ2 − k2γ1) tan(seB)
] [
1 + γ1γ2 tan(seB)
] }
.
(A.43)
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This is a very convenient alternative representation for the fermion propagator in a constant external magnetic when
µ , 0. It allows, in particular, a straightforward derivation of the expansion in powers of the magnetic field. To zeroth
order in magnetic field, we obtain
¯S (0)(k) = ¯S (0)vac(k) + ¯S (0)mat(k), (A.44)
where
¯S (0)vac(k) =
∫ ∞
0
ds eis[(k0+µ)2−m2−k2+iǫ]
[
(k0 + µ)γ0 + m − k · γ
]
(A.45)
and
¯S (0)mat(k) = −2π θ(|µ| − |k0|)θ(−k0µ)
[
(k0 + µ)γ0 + m − k · γ
]
δ
[
(k0 + µ)2 − m2 − k2
]
(A.46)
are the vacuum and matter parts, respectively. After integration of the proper time and making use of the identity in
Eq. (A.40), we find that this is identical to the usual free fermion propagator (588) in the absence of the field.
Expanding the expression in Eq. (A.43) to linear order in magnetic field, we also easily obtain the following linear
in B correction to the fermion propagator:
¯S (1)(k) = −γ1γ2eB
{∫ ∞
0
sds eis[(k0+µ)2−m2−k2+iǫ] + 2iπθ(|µ| − |k0|)θ(−k0µ)δ′
[
(k0 + µ)2 − m2 − k2
] }
×
[
(k0 + µ)γ0 + m − k3γ3
]
. (A.47)
After integration over the proper time and making use of an identity obtained from Eq. (A.40) by differentiating with
respect to M2n, we obtain Eq. (589).
B. Propagator of composite fields
B.1. Kinetic term of the low-energy effective action
Let us now consider the derivation of the kinetic term (79) in the low-energy effective action:
Lk = N
Fµν1
2
(∂µρ j∂νρ j) + N
Fµν2
ρ2
(ρ j∂µρ j)(ρi∂νρi), (B.1)
where ρ = (σ, τ, π) and Fµν1 , Fµν2 depend on the U(2)-invariant ρ2 = σ2 + τ2 + π2. The definition Γk =
∫
d3xLk and
Eq. (B.1) imply that the form of the functions Fµν1 and Fµν2 is determined from the equations:
N−1
δ2Γk
δσ(x)δσ(0)
∣∣∣∣∣∣
τ=π=0,σ=const
= − (Fµν1 + 2Fµν2 )
∣∣∣
τ=π=0,σ=const ∂µ∂νδ
3(x), (B.2)
N−1
δ2Γk
δπ(x)δπ(0)
∣∣∣∣∣∣
τ=π=0,σ=const
= −Fµν1
∣∣∣
τ=π=0,σ=const ∂µ∂νδ
3(x). (B.3)
Here Γk is the part of the effective action (55) containing terms with two derivatives. Eq. (55) implies that Γk = ˜Γk.
Therefore, we find from Eq. (B.3) that
Fµν1 = −
N−1
2
∫
d3xxµxν δ
2
˜Γk
δπ(x)δπ(0) = −
N−1
2
∫
d3xxµxν δ
2
˜Γ
δπ(x)δπ(0) (B.4)
(Henceforth, we will not write explicitly the condition τ = π = 0, σ = const). Taking into account the definition of
the fermion propagator,
iS −1 = i ˆD − σ, (B.5)
205
we find from Eq. (57) that
δ2 ˜Γ
δπ(x)δπ(0) = −itr
(
¯S (x, 0)iγ5 ¯S (0, x)iγ5
)
= −i
∫ d3kd3q
(2π)6 e
iqxtr
(
¯S (k)iγ5 ¯S (k + q)iγ5
)
(B.6)
[the functions ¯S (x) and ¯S (k) are given in Eqs. (A.4) – (A.6)]. Therefore,
Fµν1 = −
iN−1
2
∫ d3k
(2π)3 tr
(
¯S (k)iγ5 ∂
2
¯S (k)
∂kµ∂kν
iγ5
)
. (B.7)
In the same way, we find that
Fµν2 = −
iN−1
4
∫ d3k
(2π)3 tr
(
¯S (k)∂
2
¯S (k)
∂kµ∂kν
)
− 1
2
Fµν1 = (B.8)
= − iN
−1
4
∫ d3k
(2π)3 tr
(
¯S (k)∂
2
¯S (k)
∂kµ∂kν
− ¯S (k)iγ5 ∂
2
¯S (k)
∂kµ∂kν
iγ5
)
.
Taking into account the expression for ¯S (k) in Eq. (A.6) (with m = σ), we get
∂2 ¯S (k)
∂k0∂k0
= 2il4
∫ ∞
0
dt t exp [R(t)]
{
σ(1 + s⊥γ1γ2T ) + 3k0γ0(1 + s⊥γ1γ2T ) − kiγi(1 + T 2)
+ 2itl2(k0)2σ(1 + s⊥γ1γ2T ) + 2itl2(k0)3γ0(1 + s⊥γ1γ2T ) − 2itl2(k0)2(kiγi)(1 + T 2)
}
, (B.9)
∂2 ¯S (k)
∂k j∂k j = −2il
4
∫ ∞
0
dtT exp [R(t)]
{
σ(1 + s⊥γ1γ2T ) − kiγi(1 + T 2) − 2k jγ j(1 + T 2) + k0γ0(1 + s⊥γ1γ2T )
− 2iT l2(k j)2σ(1 + s⊥γ1γ2T ) − 2iT l2(k j)2k0γ0(1 + s⊥γ1γ2T ) + 2iT l2(k j)2kiγi(1 + T 2)
}
(B.10)
(i, j = 1, 2; there is no summation over j), where s⊥ = sign(eB), T = tan t, and
R(t) = −it(σl)2 + it(k0)2 − il2k2T. (B.11)
Eqs. (A.6), (B.7), and (B.8) imply that the off-diagonal terms of Fµν1 and Fµν2 are equal to zero. The diagonal terms
are determined from Eqs. (A.6), (B.7) – (B.10). After tedious, but straightforward derivation, we obtain
F001 =
l
12π3/2
∫ ∞
0
dτ
√
τ
sinh τ
e−(σl)
2τ
[
(σl)2τ cosh τ + 3
2
cosh τ + τ
sinh τ
]
=
l
8π
(
1√
2
ζ
(3
2
,
(σl)2
2
+ 1
)
+ (σl)−3
)
, (B.12)
F002 = −
l(σl)2
12π3/2
∫ ∞
0
dττ3/2e−(σl)2τ coth τ = − l
16π
( (σl)2
2
√
2
ζ
(5
2
,
(σl)2
2
+ 1
)
+ (σl)−3
)
, (B.13)
F111 = F
22
1 =
1
4πσ
, (B.14)
F112 = F
22
2 =
l(σl)2
4π3/2
∫ ∞
0
dττ−1/2e−(σl)2τ coth τ(1 − τ coth τ)
=
l
8π
( (σl)4√
2
ζ
(3
2
,
(σl)2
2
+ 1
)
+
√
2(σl)2ζ
(1
2
,
(σl)2
2
+ 1
)
+ 2σl − (σl)−1
)
. (B.15)
Here we used the table integral in Eq. (67), as well as the following integrals [206]:∫ ∞
0
τµ−1e−βτ
sinh2 τ
dτ = 21−µΓ(µ)
[
2ζ
(
µ − 1, β
2
)
− βζ
(
µ,
β
2
)]
, µ > 2, (B.16)∫ ∞
0
τµ−1e−βτ coth2 τdτ = β−µΓ(µ) +
∫ ∞
0
τµ−1e−βτ
sinh2 τ
dτ, µ > 2, (B.17)∫ ∞
0
τµ−1e−βτ coth τ
sinh2 τ
dτ = µ − 1
2
∫ ∞
0
τµ−2e−βτ
sinh2 τ
dτ − β
2
∫ ∞
0
τµ−1e−βτ
sinh2 τ
dτ, µ > 3. (B.18)
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B.2. General form of the propagator for composite fields
In this Appendix we analyze the next-to-leading order in 1/N expansion in the (2 + 1)-dimensional NJL model
at zero temperature. Our main goal is to show that the propagator of the neutral NG bosons π and τ have a (2 + 1)-
dimensional structure in this approximation and that (unlike the (1 + 1)-dimensional Gross-Neveu model [223, 224])
the 1/N expansion is reliable in this model.
A review of the 1/N expansion in (2+ 1)-dimensional four-fermion interaction models can be found in Ref. [229].
For our purposes, it is sufficient to know that this perturbative expansion is given by Feynman diagrams with the
vertices and the propagators of fermions and composite particles σ, π and τ calculated in leading order in 1/N. In
leading order, the fermion propagator is given in Eqs. (A.4) – (A.6). As follows from Eq. (53), the Yukawa coupling of
fermions with σ, τ and π is gY = 1 in this approximation. The inverse propagators of σ, τ and π are [229, 234, 235]:
D−1
ρ
(x) = N
(
Λ
gπ
δ3(x) + itr
[
S (x, 0)TρS (0, x)Tρ
])
, (B.19)
where ρ = (σ, τ, π) and Tσ = 1, Tτ = γ3, Tπ = iγ5. Here S (x, 0) is the fermion propagator (A.4) with the mass
mdyn = σ¯ defined from the gap equation (71). For completeness, we write down the explicit expression for the Fourier
transform of the propagators of the NG bosons:
D−1τ (k) = D−1π (k) =
N
4π3/2l
∫ ∞
0
ds√
s
∫ 1
−1
due−s(ml)2
(
1 − eR(s,u)
)
coth(s)
− N
4π3/2l
∫ ∞
0
√
sds
∫ 1
−1
due−s(ml)2+R(s,u)
[
1 − u2
2
coth(s)(k0l)2 + u sinh(su) coth(s) − cosh(su)2 sinh(s) (kl)
2
]
,
(B.20)
where
R(s, u) = s
4
(1 − u2)(k0l)2 − cosh s − cosh su2 sinh s (kl)
2. (B.21)
Actually, for our purposes, we need to know the form of these propagators at small momenta only. We find from
Eqs. (79), (82):
Dτ(k) = Dπ(k) = −4πσ¯N f
2(σ¯l)
(
k20 − f 2(σ¯l)k2
)−1 (B.22)
where
f (σ¯l) =
(
2
σ¯l
)1/2 ( 1√
2
ζ
(
3
2
,
(σ¯l)2
2
+ 1
)
+ (σ¯l)−3
)−1/2
(B.23)
[compare with Eq. (87)]. We note that the corrected expression for the propagator of composite fields in Eq. (B.20)
differs from that in Ref. [35].
The crucial point for us is that, because of the dynamical mass mdyn, the fermion propagator is soft in the infrared
region (see Eq. (34)) and that the propagators of the τ and π (B.22) have a (2 + 1)-dimensional form in the infrared
region (as follows from Eqs. (79), (82) the propagator of σ has of course also a (2 + 1)-dimensional form).
Let us begin by considering the next-to-leading corrections in the effective potential. The diagram which con-
tributes to the effective potential in this order is shown in Fig. B.49a. Because of the structure of the propagators
pointed out above, there are no infrared divergences in this contribution to the potential. (Note that this is in contrast
to the Gross-Neveu model: because of a (1+ 1)-dimensional form of the propagators of the NG bosons, this contribu-
tion is logarithmically divergent in the infrared region in that model, i.e. the 1/N expansion is unreliable in that case).
Therefore, the diagram in Fig. B.49a leads to a finite, O(1), correction to the potential V (we recall that the leading
contribution in V is of order N). As a result, at sufficiently large values of N, the gap equation in next-to-leading order
in 1/N in this model admits a nontrivial solution ρ¯ , 0. Since the potential depends only on the radial variable ρ, the
angular variables θ and ϕ (ρ = (ρ cos θ, ρ sin θ cosϕ, ρ sin θ sin ϕ)), connected with the τ and π, appear in the effective
lagrangian only through their derivatives. This in turn implies that the τ and π retain to be gapless NG modes in the
next-to-leading order in 1/N.
Let us now consider the next-to-leading corrections to the propagators of these NG modes. First of all, note that in
a constant magnetic field, the propagator of a neutral local field ϕ(x), Dϕ(u, u′), is translation invariant, i.e., it depends
207
Figure B.49: (Color online) Next-to-leading diagrams in the 1/N expansion. Solid lines denote the fermion propagator and dashed lines denote the
propagators of σ, τ, and π in the leading order in 1/N.
on (u − u′). This immediately follows from the fact that the operators of space translations (176) take the canonical
form for neutral fields (the operator of time translations is i∂/∂t for both neutral and charged fields in a constant
magnetic field). The diagrams contributing to the propagators of the NG modes in this order are shown in Fig. B.49b.
Because of the dynamical mass mdyn in the fermion propagator, this contribution is analytic at kµ = 0. Since at large
N the gap equation has a nontrivial solution in this approximation, there is no contribution of O(k0) ∼ const in the
inverse propagators of τ and π. Therefore, the first term in the momentum expansion of this contribution has the form
C1k20 −C2k2, where C1 and C2 are functions of σ¯l, i.e. the propagators take the following form in this approximation:
Dτ(k) = Dπ(k) k→0= −4πσ¯N f
2(σ¯l)
[(
1 − 1
N
˜C1(σ¯l)
)
k20 −
(
f 2(σ¯l) − 1
N
˜C2(σ¯l)
)
k2
]−1
. (B.24)
[compare with Eq. (B.22)].
Because of the same reasons, there are also no infrared divergences either in the fermion propagator (see Fig. B.49c)
or in the Yukawa vertices (see Fig. B.49d) in this order. Therefore, at sufficiently large values of N, the results retain
essentially the same as in leading order in 1/N.
We believe that there should not be principal obstacles to extend this analysis for all orders in 1/N.
C. Thermodynamic potential in NJL model
In this Appendix we will derive the thermodynamic potential Vβ,µ in the (2 + 1)- and (3 + 1)-dimensional and
NJL models, defined by Eqs. (52) (114), respectively. We will use the notation µ is the chemical potential, T for the
temperature, and β = 1/T for the inverse temperature.
C.1. Thermodynamic potential in (2 + 1)-dimensional NJL model
As is well known [244], the partition function
Zβ,µ = Tr
[
exp(−βH′)
]
(C.1)
is expressed through a path integral over fields of a system. Here H′ = H − µ
∫
¯Ψγ0Ψd2 x and H is the Hamiltonian of
the model. In the NJL model (52), the path integral is
Zβ,µ =
∫
[dΨ][d ¯Ψ][dσ][dτ][dπ] exp
{
i
∫ −iβ
0
dt
∫
d2x
[
¯ΨiS −1Ψ − 1
2G
ρ2
]}
(C.2)
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where ρ2 = σ2 + τ2 + π2, S is the fermion propagator (A.4) with m replaced by σ+ γ3τ + iγ5π, and while the fermion
fields satisfy the antiperiodic boundary conditions,
Ψ|t=0 = −Ψ|t=−iβ, ¯Ψ|t=0 = − ¯Ψ|t=−iβ, (C.3)
the boson fields satisfy the periodic boundary conditions.
In order to calculate the thermodynamic potential Vβ,µ(ρ), it is sufficient to consider configurations with τ = π = 0
and σ = const. Then, the potential is defined as:
exp
{
− βVβ,µ[
∫
d2x]
}
=
∫
[dΨ][d ¯Ψ] exp
{
i
∫ −iβ
0
dt
∫
d2x
[
¯ΨiS −1Ψ − 1
2G
σ2
]}
. (C.4)
At the leading order in 1/N, this potential defines the thermodynamic properties of the system.
As is known [244], in the formalism of the imaginary time, the thermodynamic potential Vβ,µ can be obtained from
the representation for the effective potential V , at T = 0 and µ = 0, by replacing∫ d3k
(2π)3 →
i
β
+∞∑
n=−∞
∫ d2k
(2π)2 , (C.5)
k0 → iωn + µ (C.6)
where ωn = πβ (2n + 1) are the fermionic Matsubara frequencies, required by the antiperiodic boundary conditions in
the imaginary time (C.3). Then, using the representation for the effective potential in Section 2.4.1 and the expression
for the fermion propagator in Eq. (A.6), we get
Vβ,µ(σ) = σ
2
2G
+
N
2πβl2
∫ ∞
0
dt
t
e−tl
2(σ2−µ2) coth tΘ2
(
2πtµl
2
β
∣∣∣∣4iπt l2
β2
)
, (C.7)
where
Θ2(u|τ) = 2
∞∑
n=0
eiπτ(n+ 12 )2 cos [(2n + 1)u] (C.8)
is the second Jacobian theta function [206].
By using the identity [206]
Θ2(u|τ) =
( i
τ
)1/2
e−i
u2
πτΘ4
(
u
τ
∣∣∣∣ − 1
τ
)
, (C.9)
where
Θ4(u|τ) = 1 + 2
∞∑
n=1
(−1)neiπn2τ cos(2nu) (C.10)
is the fourth Jacobian theta function, one can rewrite the relation (C.7) as
Vβ,µ(σ) = σ
2
2G
+
N
4π3/2l3
∫ ∞
0
dt
t3/2
e−tl
2σ2 coth tΘ4
(
i
2
µβ
∣∣∣∣ i4πt
(
β
l
)2)
(C.11)
= V(σ) + N
2π3/2l3
∫ ∞
0
dt
t3/2
coth t
∞∑
n=1
(−1)n cosh(µβ n) exp
[
−
(
tσ2l2 + β
2n2
4tl2
)]
, (C.12)
where V(σ) is the effective potential (66). Let us show that this representation is formally equivalent to that in Eq. (99).
By using the series
coth t = 1 + 2
∞∑
m=1
e−2tm, (C.13)
the expression for ˜Vµ,β = Vµ,β − V in Eq. (C.12) can be rewritten as
˜Vµ,β =
N
πl2β
∞∑
n=1
(−1)n cosh(µβn)
n
e−βσn + 2
∞∑
m=1
exp
−βσn
√
1 +
2m
(σl)2

 . (C.14)
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Here we also used the relations [206]:
∫ ∞
0
dxxν−1 exp
(
−β
x
− γx
)
= 2
(
β
γ
)ν/2
Kν
(
2
√
βγ
)
,
K− 12 (z) = K 12 (z) =
(
π
2z
)1/2
e−z, (C.15)
where Kν(z) is a modified Bessel function.
Since ∞∑
n=1
(−1)n e
αn + e−αn
n
e−βn = − ln
(
1 + e−2β + 2e−β coshα
)
, (C.16)
we find that
˜Vµ,β = − N2πβl2
ln [1 + e−2βσ + 2e−βσ cosh(µβ)] + 2
∞∑
m=1
ln
[
1 + e−2βσ
√
1+ 2m(σl)2 + 2e−βσ
√
1+ 2m(σl)2 cosh(µβ)
] . (C.17)
This expression for the thermodynamic potential at nonzero temperature and chemical potential was derived in
Refs. [35, 238]. It is now easy to check that the expression for the thermodynamic potential Vβ,µ = V + ˜Vβ,µ co-
incides with that in Eq. (99).
C.2. Thermodynamic potential in (3 + 1)-dimensional NJL model
The derivation is very similar to the (3 + 1)-dimensional case. The result reads
V (3+1)β,µ (ρ) = V (3+1)(ρ) +
N
4π2l4
∫ ∞
0
dt
t2
coth t
∞∑
n=1
(−1)n cosh(µβn) exp
[
−
(
tρ2l2 + β
2n2
4tl2
)]
= V (3+1)(ρ) + N
π2l2
∞∑
n=1
(−1)n cosh(µβn)
βn
ρK1 (nβρ) + 2 ∞∑
k=1
√
ρ2 +
2k
l2
K1
nβ
√
ρ2 +
2k
l2

 , (C.18)
where V (3+1)(ρ) is the effective potential in Eq. (118). The above expression appears to be divergent |µ| > m and,
thus, it is not very useful for practical calculations. A better representation of the thermodynamic potential is given
by [240–242]
V (3+1)β,µ (ρ) = V (3+1)(ρ) −
N
2βπ2l2
∫ ∞
0
dk3
ln
[
1 + e−β
(√
ρ2+k23−µ
)]
+ 2
∞∑
n=1
ln
[
1 + e−β
(√
ρ2+k23+2n/l2−µ
)]
+ (µ→ −µ)
 .
(C.19)
In the special case of zero temperature, the potential takes a simpler form:
V (3+1)µ (ρ) = V (3+1)(ρ) −
N
4π2l2
|µ|√µ2 − ρ2 − ρ2 ln |µ| +
√
µ2 − ρ2
ρ
 θ (|µ| − |ρ|)
− N
2π2l2
∞∑
n=1
|µ|√µ2 − ρ2 − 2n/l2 − (ρ2 + 2n/l2) ln |µ| +
√
µ2 − ρ2 − 2n/l2√
ρ + 2n/l2
 θ
(
|µ| −
√
ρ + 2n/l2
)
.
(C.20)
Note that the above contribution due to a nonzero chemical potential coincides with the result obtained in Refs. [243].
D. The analysis of Bethe-Salpeter equation in QED
In this Appendix, we present the technical details for solving the Bethe-Salpeter equation in QED in the ladder
and improved latter approximations.
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D.1. Solution of the Bethe-Salpeter equation in QED in the ladder approximation
Let us start from solving the Bethe-Salpeter equation in QED in the ladder approximation. The corresponding
problem in the Feynman gauge was reduced to integral equation (193). Here we present an approximate analytical
solution to that equation.
It is convenient to break the momentum integration in Eq. (193) into two regions and expand the kernel appropri-
ately for each region:
A(p2) = α
2π

∫ p2
0
dk2A(k2)
k2 + m2dyn
∫ ∞
0
dz exp(−zl2/2)
p2 + z
+
∫ ∞
p2
dk2A(k2)
k2 + m2dyn
∫ ∞
0
dz exp(−zl2/2)
k2 + z
 . (D.1)
By introducing dimensionless variables x = p2l2/2, y = k2l2/2, and a = m2dynl
2/2, we rewrite Eq. (D.1) in the form
A(x) = α
2π
(
g(x)
∫ x
0
dyA(y)
y + a2
+
∫ ∞
x
dyA(y)g(y)
y + a2
)
, (D.2)
where
g(x) =
∫ ∞
0
dze−z
z + x
= −exEi(−x). (D.3)
The solutions of integral equation (D.2) satisfy the second order differential equation
A′′ − g
′′
g′
A′ − α
2π
g′
A
x + a2
= 0, (D.4)
where the prime denotes the derivative with respect to x. The boundary conditions to this equation follow from the
integral equation (D.2):
A′
g′
∣∣∣∣∣
x=0
= 0, (D.5)(
A − gA
′
g′
)∣∣∣∣∣∣
x=∞
= 0. (D.6)
Note that function g(x), which is defined by Eq. (D.3), satisfies the following relations:
g′ = −1
x
+ g(z), g′′ = 1
x2
− 1
x
+ g(x), (D.7)
and has the following asymptotic behavior:
g(x) ∼ ln e
−γ
x
, x → 0,
g(x) ∼ 1
x
− 1
x2
+
2
x3
, x → ∞. (D.8)
By making use of Eqs. (D.7) and (D.8), we find that the differential equation (D.4) has two independent solutions
that behave as A(x) ≃ const and A(x) ∝ ln(1/x) near x = 0, and as A(x) ≃ const and A(x) ∝ 1/x near x = ∞,
respectively. The infrared boundary condition (D.5) leaves only the solution with regular behavior, A(x) ≃ const,
while the ultraviolet boundary condition gives an equation to determine a = a(α). To find analytically a(α) we will
solve the approximate equations in regions x ≪ 1 and x ≫ 1 and then match the solutions at the point x = 1. This will
provide an insight into the critical behavior of the solution at α → 0. A numerical study of the full Eq. (193) reveals
the same approach to criticality.
In the region x ≪ 1, Eq. (D.4) is reduced to a hypergeometric type equation:
A′′ +
1
x
A′ +
α
2π
A
x(x + a2) = 0. (D.9)
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The regular solution at x = 0 has the form
A1(x) = C1F
(
iν,−iν, 1;− x
a2
)
, where ν =
√
α
2π
, (D.10)
and F(a, b, c; z) is the hypergeometric function [206]. In the region x ≫ 1 Eq. (D.4) takes the form
A′′ +
2
x
A′ +
α
2π
A
x2(x + a2) = 0. (D.11)
The solution satisfying ultraviolet boundary condition (D.6) is
A2(x) = C2 1
x
F
(
1 + iµ
2
,
1 − iµ
2
; 2;−a
2
x
)
, where µ =
√
2α
πa2
− 1. (D.12)
Equating now logarithmic derivatives of A1 and A2 at x = 1 we arrive at the equation determining the quantity a(α):
d
dx
ln xF
(
iν,−iν; 1;− x
a2
)
F
( 1+iµ
2 ,
1−iµ
2 ; 2;− a
2
x
)

∣∣∣∣∣∣∣∣
x=1
= 0. (D.13)
Note that up to now we have not made any assumptions on the value of the parameter a. Let us seek now for solutions
of Eq. (D.13) with a ≪ 1 (which corresponds to the assumption of the LLL dominance). Then, the hypergeometric
function in denominator of Eq. (D.13) can be replaced by 1 and we are left with equation
− 1
a2
ν2F
(
1 + iν, 1 − iν; 2;− 1
a2
)
+ F
(
iν,−iν; 1;− 1
a2
)
= 0, (D.14)
where we used the formula for differentiating the hypergeometric function [206]
d
dz F(a, b, c; z) =
ab
c
F(a + 1, b + 1, c + 1; z). (D.15)
Now, because of a ≪ 1, we can use the formula of asymptotic behavior of hypergeometric function at large values of
its argument z [206]:
F(a, b, c; z) ∼ Γ(c)Γ(b − a)
Γ(b)Γ(c − a) (−z)
−a +
Γ(c)Γ(a − b)
Γ(a)Γ(c − b) (−z)
−b. (D.16)
Then, Eq. (D.14) is reduced to the following one:
cos
(
ν ln 1
a2
+ argΣ(ν)
)
= 0, (D.17)
where
Σ(ν) = 1 + iν
2
Γ(1 + 2iν)
Γ2(1 + iν) . (D.18)
Therefore, by solving for a2 we derive
m2dyn = 2|eB| exp
(
−π(2n + 1)/2 − argΣ(ν)
ν
)
, (D.19)
where n is a nonnegative integer. The argΣ(ν) can be rewritten as
argΣ(ν) = arctan ν + argΓ(1 + 2iν) − 2 argΓ(1 + iν) (D.20)
and in the limit ν → 0 Eq. (D.13) takes the form
m2dyn = 2|eB|e exp
(
− π
2ν
(2n + 1)
)
= 2|eB|e exp
(
−π
√
π
2α
(2n + 1)
)
(D.21)
(the second factor e here is e ≃ 2.718 and not the electric charge!). The stable vacuum corresponds to the largest value
of m2dyn with n = 0, i.e.,
mdyn = C
√
|eB| exp
[
−π
2
(
π
2α
)1/2]
, (D.22)
where the constant C = O(1).
Let us now turn to considering the general covariant gauge (181). As is known, the ladder approximation is not
gauge invariant. However, let us show that because the present effect is due to the infrared dynamics in QED, where
the coupling constant is small, the leading term in ln(m2dynl2), ln(m2dynl2) ≃ −π
√
π/2α, is the same in all covariant
gauges.
Acting in the same way as before, we find that the wave function ϕ(p) now takes the form
ϕ(p) = γ5
(
1 − iγ1γ2
) (
A(p2) + pˆC(p2)
)
(D.23)
where the functions A(p2) and C(p2) satisfy the equations:
A(p2) = α
2π2
∫ d2kA(k2)
k2 + m2dyn
∫ ∞
0
dx(1 − λxl2/4) exp(−xl2/2)
(k − p)2 + x , (D.24)
C(p2) = αλ
4π2
∫ d2kC(k2)
k2 + m2dyn
[
2k2 − (k · p) − k
2(k · p)
p2
] ∫ ∞
0
dx exp(−xl2/2)[(k − p)2 + x]2 . (D.25)
One can see that the dominant contribution on the right-hand side of Eq. (D.24) (proportional to [ln m2dynl2]2 and
formed at small k2) is independent of the gauge parameter λ. Thus, the leading contribution in ln(m2dynl2), ln(m2dynl2) ≃
−π√π/2α, is expected to be gauge-invariant. This is also supported by a more careful analysis.
In an arbitrary covariant gauge, the function g(x) is replaced by
g˜(x) =
∫ ∞
0
dze−z(1 − λz/2)
z + x
= g(x) + 1
2
λxg′(x). (D.26)
As it is easy to verify, this does not change equation (D.9) in the region x ≪ 1. At x ≫ 1 we have
g˜′(x) ∼ −2 − λ
2x2
+ 2 1 − λ
x3
,
g˜′′(x)
g˜′(x) = −
2
x
2 − λ − 6 1−λ
x
2 − λ − 4 1−λ
x
. (D.27)
Therefore, in any gauge, except λ = 2, the differential equation at x ≫ 1 takes the form
A′′ +
2
x
A′ +
α(2 − λ)
4π
A
x2(x + a2) = 0 (D.28)
with asymptotic solution A(x) ∝ 1/x. In the gauge λ = 2, instead of Eq. (D.28), we have
A′′ +
3
x
A′ +
α
π
A
x3(x + a2) = 0, (D.29)
which gives more rapidly decreasing behavior A(x) ∝ 1/x2 when x → ∞. Repeating the previous analysis, we are led
to expression (196) for mdyn.
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D.2. Solution of the Bethe-Salpeter equation in QED beyond ladder approximation
Here we give the technical details for solving the Bethe-Salpeter equation beyond ladder approximation. The
corresponding problem was reduced to an integral equation (236). By starting from that equation and integrating over
the angular coordinate, we arrive at
B(p2) = α
2π
∫ dk2B(k2)
k2 + B2(k2) K(p
2, k2) (D.30)
with the kernel
K(p2, k2) =
∫ ∞
0
dz exp(−zl2/2)√
(p2 + k2 + M2γe−zl2/2 + z) − 4p2k2
. (D.31)
To study Eq. (D.30) analytically, we break up the momentum integration into two regions and expand the kernel
appropriately for each region
B(p2) = α
2π

∫ p2
0
dk2B(k2)
k2 + B2(k2)
∫ ∞
0
dz exp(−zl2/2)
p2 + M2γe−zl
2/2 + z
+
∫ ∞
p2
dk2B(k2)
k2 + B2(k2)
∫ ∞
0
dz exp(−zl2/2)
k2 + M2γe−zl
2/2 + z
 . (D.32)
Introducing dimensionless variables x = p2l2/2, y = k2l2/2 and also the dimensionless mass function B(p2)/√2|eB| →
B(x), we rewrite the last equation in the form
B(x) = α
2π
(
g(x)
∫ x
0
dyB(y)
y + B2(y) +
∫ ∞
x
dyB(y)g(y)
y + B2(y)
)
, (D.33)
where
g(x) =
∫ ∞
0
dze−z
z + x + α¯
π
e−z
. (D.34)
The solutions of the integral equation (D.33) satisfy the second-order differential equation
B′′ − g
′′
g′
B′ − α
2π
g′
B
x + B2(x) = 0, (D.35)
where the prime denotes derivative with respect to x. The boundary conditions are
B′
g′
∣∣∣∣∣∣
x=0
= 0, (D.36)
(
B − gB
′
g′
) ∣∣∣∣∣∣
x=∞
= 0. (D.37)
The function g(x) has asymptotic behavior
g(x) ∼ ln 1 +
α¯
π
x + α¯
π
, x ≪ 1, (D.38)
g(x) ∼ 1
x
, x ≫ 1. (D.39)
We consider now the linearized version of Eq. (D.35) when the term B2(x) in denominator is replaced by a constant
B2(0) ≡ a2 [B(p = 0) ≡ mdyn]: the numerical analysis shows that it is an excellent approximation. The two inde-
pendent solutions of that equation near the point x = ∞ behave as B(x) ∼ const and B(x) ∼ 1/x, and the ultra-violet
boundary condition (D.37) selects the last one.
In the region x ≪ 1, the equation takes the form
B′′ +
1
x + α¯
π
B′ +
α
2π
B
(x + α¯
π
)(x + a2) = 0. (D.40)
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Introducing the variable x + a2 = −z(α¯/π − a2), Eq. (D.40) can be rewritten in the form of an equation for the
hypergeometric function,
z(1 − z)d
2B
dz2
− zdBdz −
α
2π
B = 0. (D.41)
The general solution to Eq. (D.41) has the form
B(z) = C1u1 +C2u2, (D.42)
where
u1 = zF(1 + iν, 1 − iν; 2; z), (D.43)
u2 = (−z)−iνF
(
iν, 1 + iν; 1 + 2iν; 1
z
)
+ (−z)iνF
(
−iν, 1 − iν; 1 − 2iν; 1
z
)
, (D.44)
ν =
√
α/2π. From the infrared boundary condition (D.36), one gets
C2
C1
= − u
′
1
u′2
∣∣∣∣∣∣
x=0
. (D.45)
Equating now the logarithmic derivatives of solution (D.42) (at x ≪ 1) and 1/x (at x ≫ 1) at the point x = 1, we
arrive at the equation determining the quantity a(α) (i.e., the dynamical mass mdyn):
ϕ ≡ A1B2 − A2B1 = 0, (D.46)
where
Ai =
(
u′i + ui
)∣∣∣
x=1 , Bi = u
′
i
∣∣∣
x=0 . (D.47)
Since the variable z is
z = − x + a
2
α¯
π
− a2
∣∣∣∣∣∣
x=0
≃ − π
α¯
a2, z = − x + a
2
α¯
π
− a2
∣∣∣∣∣∣
x=1
≃ − π
α¯
(D.48)
(we suppose a2 ≪ α¯/π), in what follows we need asymptotic behavior of ui(z), u′i(z) at small and large negative values
of its argument z. Using corresponding formulas from [230], we find for small values of z (|z| ≪ 1)
u1 ≃ z
(
1 +
1 + ν2
2
z
)
+ O(z2) (D.49)
u2 ≃ 2 Re
{
Γ(1 + 2iν)
Γ2(1 + iν)
[
ν2z(ln(−z) − h0) + 1
]
+ O(z2 ln z)
}
, (D.50)
u′1 ≃ 1 + (1 + ν2)z + O(z2), (D.51)
u′2 ≃ 2 Re
{
Γ(1 + 2iν)
Γ2(1 + iν) ν
2 [ln(−z) + 1 − h0] + O(z ln z)
}
, (D.52)
where
h0 = 1 − 2γ − ψ(iν) − ψ(1 + iν). (D.53)
At large |z| ≫ 1 we have
u1 ≃ −1
ν
√
tanh(πν)
πν
sin [ν ln(−z) + Φ(ν)] + O(z−1), (D.54)
u2 ≃ 2 cos (ν ln(−z)) + O(z−1), (D.55)
u′1 ≃ −
1
z
√
tanh(πν)
πν
cos (ν ln(−z) + Φ(ν)) + O(z−2), (D.56)
u′2 ≃ −
2ν
z
sin (ν ln(−z)) + O(z−2), (D.57)
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where
Φ(ν) = arg
(
Γ(1 + 2iν)
Γ2(1 + iν)
)
=
∞∑
n=1
(−1)n+1 2(2
2n − 1)ζ(2n + 1)
2n + 1
ν2n+1 (D.58)
≃ 2ζ(3)ν3 − 6ζ(5)ν5 + . . . . (D.59)
By making use of these asymptotes, we obtain the following expressions for Ai and Bi:
A1 =
(
du1
dx + u1
)∣∣∣∣∣∣
x=1
≃ −
√
tanh(πν)
πν
[
cos
(
ν ln π
α¯
)
+
1
ν
sin
(
ν ln π
α¯
+ Φ(ν)
)]
, (D.60)
A2 =
(
du2
dx + u2
)∣∣∣∣∣∣
x=1
≃ 2 cos
(
ν ln
π
α¯
)
+ 2 sin
(
ν ln
π
α¯
)
, (D.61)
B1 =
du1
dx
∣∣∣∣∣
x=0
≃ − π
α¯
, (D.62)
B2 =
du2
dx
∣∣∣∣∣
x=0
≃ − ln πa
2
α¯
. (D.63)
And, finally, the solution to Eq. (D.46) reads
a2 =
m2dyn
2|eB| ≃
Nα
π
exp
[
−1
ν
cot
(
ν ln
π
Nα
)]
≃
(Nα
π
)2/3
exp
(
− 2π
α ln(π/Nα)
)
, as α → 0. (D.64)
E. Effective action for composite operators and free energy density
In this Appendix, we present a short discussion regarding the use of the effective action for composite operators
[272]. We will use this method not only for deriving the gap equations, but also for calculating the free energy density
valid at their solutions. Such a free energy density is needed in order to identify the energetically most favorable
solution that determines the true ground state of the dynamical system. We will demonstrate the method by using the
example of a (3 + 1)-dimensional NJL model, see for example Eq. (475) in Section 5.2, but allow a rather general
ansatz of the full propagator, given in Appendix A.2. The result for the free energy density will also generalized to
(2 + 1)-dimensional models useful in studies of graphene.
Let us note that, unlike the effective potential in the large N approximation in Section 2.6.1 and its generalization
for nonzero temperatures in Appendix C, the current approach is more suitable at weak coupling.
In the mean-field approximation, the corresponding two-loop effective action Γ takes the following form:
Γ(G) = −i Tr
[
LnG−1 + S −1G − 1
]
+
Gint
2
∫
dt
∫
d3r
{
(tr [G(u, u)])2 −
(
tr
[
γ5G(u, u)
])2
− tr [G(u, u)G(u, u)]+ tr
[
γ5G(u, u)γ5G(u, u)
] }
. (E.1)
The trace, the logarithm, and the product S −1G are taken in the functional sense. The gap equation is obtained by
requiring that the full fermion propagator G corresponds to the variational extremum of the effective action, δΓ/δG =
0, the explicit form of which reads
G−1(u, u′) = S −1(u, u′) − iGint
{
G(u, u) − γ5G(u, u)γ5 − tr[G(u, u)]+ γ5 tr[γ5G(u, u)]
}
δ4(u − u′). (E.2)
The structure of this equation and its solutions are discussed in Section 5.2.
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E.1. Free energy density in 3 + 1 dimensions
Let us turn to the problem of the free energy densityΩ. It can be obtained from the effective action Γ by evaluating
the result at a solution to the gap equation, Ω = −Γ/TV, where TV is a space-time volume. By taking into account
the general form of the gap equation (E.2), we can rewrite the two-loop part in Eq. (E.1) in the same form of the
one-loop expression. Then, at a solution to the gap equation, the free energy density takes a much simpler form,
Ω =
i
TVTr
[
LnG−1 + 1
2
(
S −1G − 1
)]
. (E.3)
It may be appropriate to mention that this is a rather general result that will hold true in essentially any model in the
mean-field approximation. Of course, the final results for the free energy will not be the same in all models because
the full propagators will satisfy different gap equations and, thus, differ in details.
By making use of the following Fourier transform of the Green’s function G(u, u′):
G(u, u′) =
∞∫
−∞
dω
2π
e−iω(t−t
′)G(ω; r, r′), (E.4)
[compare with Eq. (A.11)] we rewrite the free energy density as
Ω =
i
V
∞∫
−∞
dω
2π
Tr
[
ln G−1(ω) + 1
2
(
S −1(ω)G(ω) − 1
)]
, (E.5)
the functional operation Tr includes now only the integration over the spatial coordinates and the trace over matrix
indices.
Integrating by parts the logarithm term in Eq. (E.5) and omitting the irrelevant surface term (independent of the
physical parameters), we arrive at the expression
Γ =
i
V
∞∫
−∞
dω
2π
Tr
[
−ω∂G
−1(ω)
∂ω
G(ω) + 1
2
(
S −1(ω) G(ω) − 1
)]
. (E.6)
When the wave function renormalization effects are negligible in the full propagator, as is the case for example in
Eq. (A.7), we can use the following result:
∂G−1(ω)
∂ω
= −iγ0δ(r − r′). (E.7)
and finally obtain
Ω = −
∞∫
−∞
dω
4π
∫ d3k
(2π)3 tr
{[
(ω − µ0)γ0 + (k · γ) + m0
]
¯G(ω, k) + i
}
. (E.8)
In the most general case, the propagator ¯G(ω, k) is given in Eq. (A.27) in Appendix A.2. This result for the free
energy can be also generalized to a nonzero temperature by replacing the energy integration with a Matsubara sum as
in Eq. (C.5) and substituting ω→ iωk = (2k + 1)πT .
In the special case when µ, m and ∆ are the only nonvanishing dynamical parameters in the full propagator, the
integration over the two perpendicular components of the momenta can be easily performed and the results is given
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by [445]
Ω = − i
2(2π)3l2
∫
dωdk3
 (ω − µ0)(ω + µ + s⊥∆) + (k
3)2
(ω + µ)2 −
(
s⊥∆ +
√
m2 + (k3)2
)2 + (ω − µ0)(ω + µ + s⊥∆) + (k3)2(ω + µ)2 − (s⊥∆ − √m2 + (k3)2)2

− i
2(2π)3l2
∫ dωdk3√
m2 + (k3)2
 (ω − µ0)(m)
2 + (k3)2(ω + µ + s⊥∆)
(ω + µ)2 −
(
s⊥∆ +
√
m2 + (k3)2
)2 − (ω − µ0)(m)2 + (k3)2(ω + µ + s⊥∆)(ω + µ)2 − (s⊥∆ − √m2 + (k3)2)2

− i(2π)3l2
∞∑
n=1
∫
dωdk3
 (ω − µ0)(ω + µ) + (k
3)2 + 2n|eB|
(ω + µ)2 −
(
E+k3,n
)2 + (ω − µ0)(ω + µ) + (k3)2 + 2n|eB|(ω + µ)2 − (E−k3,n)2

− i(2π)3l2
∞∑
n=1
∫ dωdk3√
m2 + (k3)2
 (k
3)2s⊥∆
(ω + µ)2 −
(
E+k3,n
)2 − (k3)2s⊥∆(ω + µ)2 − (E−k3,n)2
 . (E.9)
In the special case when m, µ , 0 and ∆ = µ˜ = 0 (which correspond to the solution of type I in Section 5.2.2), the
final part of the free energy becomes [445]
Ωfinm,µ = −
1
(2πl)2
(
m2
2
+ µ0
√
µ2 − m2sign(µ)θ(µ2 − m2)
)
− 2(2πl)2
∞∑
n=1
m22 + 2n|eB| ln
√
2n|eB|√
m2 + 2n|eB|

− 2(2πl)2
∞∑
n=1
µ0sign(µ)√µ2 − m2 − 2n|eB|+ 2n|eB| ln
√
m2 + 2n|eB|√
µ2 − m2 − 2n|eB| + |µ|
 θ(µ2 − m2 − 2n|eB|).
(E.10)
Note that, in the calculation, we subtracted an infinite constant term:
2
(2πl)2
∫ ∞
0
dk3
k3 + 2 ∞∑
n=1
√
(k3)2 + 2n|eB|
 . (E.11)
The sum over the Landau levels in the first line of Eq. (E.10) still contains a logarithmic divergence, i.e.,
Ωdivm,µ ≃ −
m4
(4π)2
∞∑
n=1
1
n
≃ − m
4
(4π)2 ln(Λl)
2. (E.12)
In numerical calculations, we use of the smooth cutoff (332) to regularize this expression.
In the case when ∆, µ , 0 and m = µ˜ = 0 (which correspond to the solution of type II in Section 5.2.2), after doing
the subtraction of an infinite constant term and explicitly performing the integration, we arrive at [445]
Ω∆,µ ≃ − µ0µ(2πl)2 +
s⊥∆(µ0 − µ)
(2πl)2 ln
Λ
|µ|
− 2(2πl)2
∞∑
n=1
µ0sign(µ)√µ2 − 2n|eB| + 2n|eB| ln
√
2n|eB|
|µ| +
√
µ2 − 2n|eB|
 θ (µ2 − 2n|eB|) . (E.13)
E.2. Free energy density in 2 + 1 dimensions
For model studies of graphene in Section 4, we need to have a generalization of the free energy density valid in
2+1 dimensions. The corresponding derivation in models with short-range interactions follows exactly the same steps
as in the (3+1)-dimensional case above, and the general form of the result forΩ will be look the same as in Eq. (E.8),
but without the integration over the longitudinal momentum,
∫
dk3/(2π). Note also that, in the case of graphene the
trace over the matrix indices in Eq. (E.8) includes an additional sum over two spin states s = ± and the speed of light
(c = 1) in the kinetic term is replaced by the Fermi velocity vF .
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In models with long-range (e.g., Coulomb type) interaction, the result for the free energy density should also
contain the one-loop photon contribution. To leading order, however, the latter can be neglected because the photon
propagator is independent of the dynamical order parameters, responsible for the quantum Hall effect. Then, the
expression for the free energy density will be again the same as in models with short-range interaction. (The corre-
sponding formal definition of the leading order approximation may be unreliable because the photon screening effects
can be large and their dependence on the order parameters may be important too.)
After integrating over the spatial momenta in the corresponding free energy expression analogous to Eq. (E.8), we
will obtain
Ω = − i(4πl)2
∑
s=±
∞∫
−∞
dω trD
∞∑
n=0
(ω − µ¯s)
[
ω + µs + iµ˜sγ0γ1γ2 − i∆sγ1γ2 + ˜∆sγ0
]
Pn + 4v2F |eB⊥|nθ(n − 1)
(ω + µs + iµ˜sγ0γ1γ2)2 − ( ˜∆s − i∆sγ0γ1γ2)2 − 2v2F |eB⊥|n
, (E.14)
where we introduced the shorthand notation Pn = 1 + iγ1γ2sign(eB) +
[
1 − iγ1γ2sign(eB)
]
θ(n − 1) and dropped an
infinite divergent term independent of the physical parameters. The trace trD in this expression is taken over the Dirac
indices only. Normalizing Ω by subtracting its value at ˜∆s = µ˜s = µs = ∆s = µ¯s = 0, we obtain
Ω = − i(4πl)2
∑
s=±
∞∑
n=0
∞∫
−∞
dω trD
 (ω − µ¯s)[ω + µs + iµ˜sγ0γ1γ2 − i∆sγ1γ2 + ˜∆sγ0]Pn + 4v2F |eB⊥|nθ(n − 1)(ω + iǫsign(ω) + µs + iµ˜sγ0γ1γ2)2 − ( ˜∆s − i∆sγ0γ1γ2)2 − 2v2F |eB⊥|n
− ω
2Pn + 4v2F |eB⊥|nθ(n − 1)(
ω + iǫsign(ω))2 − 2v2F |eB⊥|n
 . (E.15)
In the case of zero temperature, integrating over ω and taking the trace, we find the following expression for the free
energy density:
Ω = − 18πl2
∑
s=±
{[
µs + µ¯s − µ˜s − ( ˜∆s + ∆s)sign(eB⊥)
]
sign(µs − µ˜s)θ(|µs − µ˜s| − | ˜∆s + ∆s|)
+
[
˜∆s + ∆s − (µs + µ¯s − µ˜s)sign(eB⊥)
]
sign( ˜∆s + ∆s)θ(| ˜∆s + ∆s| − |µs − µ˜s|)
+2
∞∑
n=1
[[
(µs + µ¯s − µ˜s)sign(µs − µ˜s) − 2ǫB
√
n
]
θ
(|µs − µ˜s| − E+ns) + ( ˜∆s + ∆s)4θ(E+ns − |µs − µ˜s|)E+ns(E+ns + ǫB √n)2
]
+
[
µ˜s → −µ˜s, ∆s → −∆s, sign(eB⊥) → −sign(eB⊥)]
}
, (E.16)
where we used the shorthand notation E±ns =
√
nǫ2B + ( ˜∆s ± ∆s)2 and ǫB =
√
2v2F |eB⊥|.
F. Additional technical details about noncommutative field theories
F.1. Generic form of vertices in NCFT corresponding to NJL model in a magnetic field
In this Appendix, we will show that in the case of fields independent of the longitudinal coordinates u‖, all their
interaction vertices Γnφ (n ≥ 3) can be rewritten through the star product.
The relevant part of the n-point vertex Γnφ is the part which includes the integration over transverse coordinates.
It has the form:
Γ⊥nφ ≡
∫
d2x1 . . . d2xnP(x1, x2)φ(x2)P(x2, x3)φ(x3) . . .P(xn, x1)φ(x1), (F.1)
where P(x1, x2) is the transverse part of the fermion propagator written in Eq. (857) [here, for convenience, we omitted
the subscript ⊥ in transverse coordinates].
Expressing the fields φ through their Fourier transforms, one can explicitly integrate over xi coordinates in (F.1)
[the integrals are Gaussian]. It can be done step by step. First, we find
I1(x1, x3) =
∫
d2x2P(x1, x2)eik2·r2 P(x2, x3) = P(x1, x3)e−
k22
2|eB| e
1
2 sign(eB)ǫabka2(x1−x3)b e
i
2 k2·(r1+r3). (F.2)
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The second step leads to an expression with a similar structure:
I2(x1, x4) =
∫
d2x3I1(x1, x3)eik3·r3 P(x3, x4)
= P(x1, x4)e−
k22+k
2
3+k2 ·k3
2|eB| e−
i
2eB ǫ
abka2k
b
3 e
1
2 sign(eB)ǫab(k2+k3)a(x1−x4)b e
i
2 (k2+k3)·(r1+r4). (F.3)
Proceeding in this way until the integration over xn, we encounter the integral
In−1(x1, x1) =
∫
d2xnIn−2(x1, xn)eikn·rn P(xn, x1). (F.4)
It closes the fermion loop because the last argument in P(xn, x1) coincides with the first argument of In−2. Because of
that, the result of this integration is especially simple:
In−1(x1, x1) = |eB|2π e
−
∑n
i=2 k
2
i +
∑n
2≤i< j ki ·k j
2|eB| e−
i
2eB (
∑n
2≤i< j ǫ
abkai k
b
j ) ei(
∑n
i=2 ki ·ri), (F.5)
where the equality P(x1, x1) = |eB|/2π was used. The last integration over r1 yields
In =
∫
d2x1In−1(x1, x1)eik1·r1 = 2π|eB|δ2
 n∑
i=1
ki
 e−
∑n
i=2 k
2
i +
∑n
2≤i< j kik j
2|eB| e−
i
2eB (
∑n
2≤i< j ǫ
abkai k
b
j ). (F.6)
Here the delta function ensures the conservation of the total transverse momentum.
Now, because of the identity
n∑
i=2
k2i +
n∑
2≤i< j
ki · k j = −
n∑
1≤i< j
ki · k j +
 n∑
i=1
ki

2
− k1 ·
 n∑
i=1
ki
 (F.7)
and the conservation of the total momentum, we obtain the equalities
n∑
i=2
k2i +
n∑
2≤i< j
ki · k j = −
n∑
1≤i< j
ki · k j = 12
n∑
i=1
k2i (F.8)
and ∑n2≤i< j ǫabkai kbj = ∑n1≤i< j ǫabkai kbj .
Using these equalities, we conclude that the exponential term in expression (F.6) can be rewritten through the
cross product as e−
∑n
i=1 k
2
i
4|eB| e−
i
2
∑
i< j ki×k j
. Therefore, similarly to three and four point vertices (772) and (773), a generic
n-point interaction vertex ΓnΦ (n ≥ 3) has the following structure:
ΓnΦ = Cn
N|eB|
mn−2
∫
d2u‖
d2k1 . . . d2kn
(2π)2n Φ(k1) . . .Φ(kn)δ
2
∑
i
ki
 e− i2 ∑i< j ki×k j , (F.9)
where here Φ represents the smeared fields Π and ˜Σ and Cn is a numerical constant which can be easily found by
expanding the effective potential in the Taylor series in constant fields π and σ˜. Equation (F.9) in turn implies that the
vertex ΓnΦ can be rewritten through the star product in the coordinate space as
ΓnΦ = Cn
N|eB|
4π2mn−2
∫
d2u‖d2u⊥Φ1 ∗ Φ2 ∗ . . . ∗Φn (F.10)
(compare with expressions in Eq. (776)). In the noncommutative coordinate space, the vertex is
ΓnΦ = Cn
N|eB|
4π2mn−2
Tr ˆΦ1 ˆΦ2 . . . ˆΦn (F.11)
(compare with Eq. (783)).
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F.2. Formalism of projected density operators on LLL
In this Appendix, it will be shown that the exponentially damping factors and the M-star product naturally appear
in the formalism of the projected density operators on the LLL states developed in studies of the quantum Hall effect
in Ref. [636]. To be concrete, we will consider the Γ4π vertex in this formalism.
As follows from the effective action in Eq. (116), the Γ4π vertex is given by
Γ4π =
i
4
∫
d4ud4u′d4vd4v′ tr
[
S (u, u′)γ5π(u′)S (u′, v)γ5π(v)S (v, v′)γ5π(v′)S (v′, u)γ5π(u)
]
. (F.12)
According to Eq. (764), the dependence on the transverse u⊥ and longitudinal u‖ coordinates factorizes in the LLL
propagator S (u, u′). If fields π in (F.12) do not depend on u‖, then it is straightforward to integrate over the longitudinal
coordinates in this expression that yields the factor
i
4
∫ d2k‖
(2π)2 tr
(
1
k‖γ‖ − m
1 + iγ1γ2 sign(eB)
2
γ5
)4
= − 1
8πm2
. (F.13)
To get the Γ4π vertex, we now need to calculate the transverse part∫
d2u⊥d2u′⊥d2z⊥d2v⊥P(u⊥, u′⊥)π(u′⊥)P(u′⊥, z⊥)π(z⊥)P(z⊥, v⊥)π(v⊥)P(v⊥, u⊥)π(u⊥). (F.14)
We will use the formalism of projected density operators [636] to calculate it. The crucial point is the fact that the
transverse part of the LLL fermion propagator P(u, u′) is the projection operator on the LLL states (henceforth we
will omit the subscript ⊥ for the transverse coordinates). Namely,
P(u, u′) =
∑
n
〈x|n〉〈n|y〉, (F.15)
where the sum is taken over all LLL states, which in the symmetric gauge are
ψn(z, z∗) =
( |eB|
2
) n+1
2 zn√
πn!
e−
1
4 |eB|zz∗ (F.16)
with z = x1 − i sign(eB)x2. Now, by using completeness relations like∫
d2y〈n1|y〉π(y)〈y|n2〉 = 〈n1|π|n2〉, (F.17)
we obtain expression (F.14) in the form ∑
n1,...,n4
〈n1|π|n2〉 . . . 〈n3|π|n4〉. (F.18)
To get the Γ4π interaction vertex in the momentum space, we will use the Fourier transforms of fields π. Then, we
encounter factors of the form:
〈ni|ρk |n j〉, (F.19)
where ρk = eik·x = exp
[
i
2 (kz∗ + k∗z)
]
, with k = k1 − i sign(eB)k2, is called the density operator.
In what follows, we will use the methods developed in Refs. [631–633] and, in fact, follow very closely to
Ref. [708].
First of all, since the prefactor in expression (F.16) is analytic in z, the factor e i2 k∗z in ρk acts entirely within the
LLL. On the other hand, another factor e i2 kz∗ in ρk contains z∗ and therefore does not act within the LLL. Actually, the
following relation takes place:
〈n|(z∗)s|m〉 = 〈n|
(
2
|eB|
∂
∂z
+
z∗
2
)s
|m〉, (F.20)
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which expresses the matrix elements of z∗ between the LLL states in terms of the operator zˆ = 2|eB|
∂
∂z +
z∗
2 that acts
within the LLL. Therefore, on the LLL states, we can replace the density operator exp
[
i
2 (kz∗ + k∗z)
]
by the projected
density operator ρˆk = e
i
2 kzˆe
i
2 k
∗z
.
Now, using the projected density operators ρˆk for the Γ4π vertex, we get
Γ4π = − 18πm2
∫
d2u‖
∫ d2k1d2k2d2k3d2k4
(2π)8 π(k1)π(k2)π(k3)π(k4)
∑
n1,...,n4
(ρˆk1 )n1n2 (ρˆk2 )n2n3 (ρˆk3 )n3n4 (ρˆk4)n4n1 . (F.21)
Since the LLL states form a complete basis for the operators ρˆk, we have∑
n2
(ρˆk1 )n1n2 (ρˆk2)n2n3 = (ρˆk1 ρˆk2 )n1n3 . (F.22)
The product of two projected density operators is given by [708]
ρˆk1 ρˆk2 = exp
[
k1 · k2
2|eB| −
i
2
k1 × k2
]
ρˆk1+k2 . (F.23)
Notice that the exponent in this equation can be rewritten through the M-cross product (784) as e− i2 k1×M k2 .
Therefore, we find the following expression for Γ4π:
Γ4π = − 18πm2
∫
d2u‖
∫ d2k1d2k2d2k3d2k4
(2π)8 π(k1)π(k2)π(k3)π(k4) e
− i2
∑
i< j ki×M k j
∑
n
(
ρˆk1+k2+k3+k4
)
nn . (F.24)
Using further the relation (see Ref. [636]) ∑
n
(
ρˆk1+k2+k3+k4
)
nn = Nδ∑i ki ,0 , (F.25)
where N = S |eB|2π is the number of states on the LLL and S is the area of the transverse plane, and the identity
S δ∑i ki ,0 = (2π)2δ2
∑
i
ki
 , (F.26)
we finally get the expression for the vertex Γ4π that coincides with expression (789).
Thus, we see that the mathematical reason for the appearance of exponentially damping factors and the M-star
product is related to the algebra of the projected density operators (F.23). Obviously, the generalization of the above
calculations to an arbitrary interaction vertex for the π and σ˜ fields is straightforward.
F.3. General structure of Vertices in Type I and Type II NCFTs
In Section 7.2.2, we restricted our analysis to the case when fields φA(X) depend only on the transverse coordinates
u⊥. In this Appendix, we consider the general case of fields φA(X) depending on both transverse and longitudinal
coordinates.
Instead of expression (866), now we have the following representation for the bilocal field ϕ˜(u, u′):
ϕ˜(u, u′) =
∫ d4P
(2π)4φ
A(P)χA(u, u′; P), (F.27)
where the structure of the Bethe-Salpeter wave function χA(u, u′; P) is described in Eqs. (860), (863) and (865). While
for the case P‖ = 0 the effective action was given in expression (870), it now takes the form
S (ϕ˜) =
∞∑
n=2
i
n
∫
d4x1d4u′1 . . . d4xnd4yn
∫ d4P1 . . . d4Pn
(2π)4n φ
A1 (P1) . . . φAn(Pn)
× tr [S
−1
LLL(x1, u′1)χA1 (u′1, x2; P1) . . . S −1LLL(xn−1, yn)χAn (yn, x1; Pn)]
Πni=1λ(Pi)
− i
2
∫
d4u1d4u′1d4x2d4y2
∫ d4P1d4P2
(2π)8
× φA1(P1)φA2(P2)
tr[χA1 (x1, u′1; P1)S −1LLL(u′1, y2)χA2 (y2, x2; P2)S −1LLL(x2, x1)]
λ(P1) . (F.28)
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It is convenient to represent f A(p‖; P), defined in Eq. (865), as
f A(p‖; P) = S ‖
(
p‖ +
P‖
2
)
GA(p‖; P)S ‖
(
p‖ +
P‖
2
)
. (F.29)
[Note that a γ-matrix structure of GA(p‖; P) is determined from the corresponding Bethe-Salpeter equation and it can
be different from that in Eq. (867).] Then, by using (860) and (863) and integrating over p⊥, we get
χA(u, u′; P) = P(u⊥, u′⊥)
∫ d2 p‖
2(2π)2 e
−iP x+y2 e−ip‖(u‖−y‖)e−
~P2⊥
4|eB| e
ǫab Pa⊥ (ub⊥−u′b⊥ )sign(eB)
2 S ‖
(
p‖ +
P‖
2
)
GA(p‖; P)S ‖
(
p‖ +
P‖
2
)
(F.30)
(compare with Eq. (869)). Substituting χA(u, u′; P) in Eq. (F.28), we obtain the effective action in momentum space:
S (φ) =
∞∑
n=2
Γn, (F.31)
where the interaction vertices Γn, n > 2, are
Γn =
23−nπ3i|eB|
n
∫ d2k‖
(2π)2
∫ d4P1
(2π)4 . . .
d4Pn
(2π)4 δ
4
 n∑
i=1
Pi
 φA1 (P1) . . . φAn(Pn)
× tr
[
GA1
k‖ − P
‖
1
2
; P1
 S ‖(k‖ − P‖1)GA2
k‖ − P‖1 − P
‖
2
2
; P2
 S ‖(k‖ − P‖1 − P‖2)
× . . .GAn
k‖ −
n−1∑
i=1
P‖i −
P‖n
2
; Pn
 S ‖
k‖ − n∑
i=1
P‖i

]
e−
i
2
∑
i< j P⊥i ×P⊥j
Πni=1λ(Pi)
(F.32)
(compare with expression (872)), and the quadratic part of the action is
Γ2 = −πi|eB|4
∫ d2k‖
(2π)2
∫ d4P
(2π)4
λ(P) − 1
λ2(P) φ
A1 (P)
× tr
[
GA1
(
k‖ −
P‖
2
; P
)
S ‖(k‖ − P‖)GA2
(
k‖ −
P‖
2
;−P
)
S ‖(k‖)
]
φA2(−P) (F.33)
(compare with expression (873)).
Further, in coordinate space, the interaction vertices take the form similar to that in Eq. (884):
Γn =
i|eB|
2n+1πn
∫
d4u
[
VA1...Ann (−i∇1, . . . ,−i∇n)φA1(X1) ∗ . . . ∗ φAn(Xn)
]
|X1=X2=...=X , (F.34)
where the nonlocal operator VA1...Ann now depends both on transverse ∇⊥ and longitudinal ∇‖. In momentum space,
this operator is
VA1...Ann (P1, . . . , Pn) =
∫ d2k‖
(2π)2 tr
[
GA1
k‖ − P
‖
1
2
; P1
 S ‖(k‖ − P‖1)GA2
k‖ − P‖1 − P
‖
2
2
; P2
 S ‖(k‖ − P‖1 − P‖2)
× . . .GAn
k‖ −
n−1∑
i=1
P‖i −
P‖n
2
; Pn
 S ‖
k‖ − n∑
i=1
P‖i

]
1
Πni=1λ(Pi)
(F.35)
(compare with Eq. (885)). Finally, the interaction vertices are given by the following expression in noncommutative
space:
Γn =
i|eB|
2n+1πn
∫
d2u‖ Tr
[(
VA1...Ann (−i∇‖1,−i ˆ∇⊥1 , . . . ,−i∇n,−i ˆ∇⊥n ) φA1(X‖1, ˆX⊥1 ) . . . φAn (X‖n, ˆX⊥)
)
X‖i =X‖, ˆX
⊥
i =
ˆX⊥
]
, (F.36)
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where here the subscript i runs from 1 to n (compare with expression (887)).
What is the connection between the forms of the function f A(p‖; P) in the cases with zero and nonzero longitudinal
momentum P‖? In regard to this question, it is appropriate to recall the Pagels-Stokar (PS) approximation [302] for
a Bethe-Salpeter wave function χA(p; P), which is often used in Lorentz invariant field theories. It is assumed in this
approximation that the amputated Bethe-Salpeter wave function, defined as
χˆA(p; P) ≡ S −1
(
p +
P
2
)
χA(p; P)S −1
(
p − P
2
)
, (F.37)
is approximately the same for the cases with zero and nonzero P, i.e., χˆA(p; P) ≃ χˆA(p) where χˆA(p) ≡ χˆA(p; P)|P=0.
Then, in this approximation, the Bethe-Salpeter wave function χA(p; P) is
χA(p; P) = S
(
p +
P
2
)
χˆA(p)S
(
p − P
2
)
, (F.38)
i.e., the whole dependence of the Bethe-Salpeter wave function on the momentum P comes from the fermion prop-
agator. It is known (for a review, see Ref. [201]) that the PS approximation can be justified both for weak coupling
dynamics and, in the case of the NJL model, in the regime with large Nc.
Here we would like to suggest an anisotropic version of the PS approximation for dynamics in a magnetic field.
The main assumption we make is that the function GA(p‖; P), defined in Eq. (F.29), is approximately P‖ independent,
i.e.,
GA(p‖; P) ≃ FA(p‖; P⊥)γ5 1 − iγ
1γ2
2
, (F.39)
where the function FA(p‖; P⊥) is defined in Eq. (867). Then, the whole dependence of the function f A(p‖, P) (F.29)
on the longitudinal momentum P‖ comes from the fermion propagator:
f A(p‖; P) = S ‖
(
p‖ +
P‖
2
)
FA(p‖; P⊥)γ5 1 − iγ
1γ2
2
S ‖
(
p‖ +
P‖
2
)
(F.40)
(compare with Eq. (867)).
We utilized expression (F.39) in QED in a magnetic field in the dynamical regime with the local interaction
considered in Section 7.2.4. In that case, the function FA(p‖; P⊥) is a constant. Then, using expression (F.32) for Γn
with GA in Eq. (F.39), it is not difficult to derive the n-point vertices for fields φA(P) for a general momentum P. The
result coincides with that obtained in Ref. [616] (see also Section 7.1 ) in the NJL model.
Expressions (F.39) and (F.40) can also be useful for the analysis of the dynamics in QED and QCD in a magnetic
field in the weak coupling regime. As was shown in Sections 7.2.5 and 7.2.6, in those cases the function FA(p‖; P⊥)
depends on both momenta p‖ and P⊥ (the dynamics in this regime relate to type II NCFT). The determination of this
dependence is a nontrivial problem.
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