The problems of systems identification, analysis and optimal control have been recently studied using orthogonal functions. The specific orthogonal functions used up to now are the Walsh, the block-pulse, the Laguerre, the Legendre, Haar and many other functions. In the present paper, several operational matrices for integration and differentiation are studied. we introduce the Kronecker convolution product and expanded to the Riemann-Liouville fractional integral of matrices. For some applications, it is often not necessary to compute exact solutions, approximate solutions are sufficient because sometimes computational efforts rapidly increase with the size of matrix functions. Our method is extended to find the exact and approximate solutions of the general system matrix convolution differential equations, the way exists which transform the coupled matrix differential equations into forms for which solutions may be readily computed. Finally, several systems are solved by the new and other approaches and illustrative examples are also considered.
Introduction
One of the principle reasons is that matrices arise naturally in communication systems, economic planning, statistics, control theory and other fields of pure and applied mathematics [2, 4, 7] . Another is because an m · n matrix can be valued as representing a linear map from an n-dimensional vector space to an m-dimensional vector space, and conversely, all such maps can be represented as m · n matrices. The operational matrices for integration and differentiation are studied by many authors [1, 3, 6, 10] . Sparis [6] solved the control problem using Taylor series operational matrices for integration, Chen et al. [3] solved the distributed systems by using Walsh operational matrices and Wang [10] introduced the inversions of rational and irrational transfer functions by using the generalized block pulse operational matrices for differentiation and integration. The Kronecker convolution product is an interesting area of current research and in fact plays an important role in applications, for example, Sumita [9] , established the matrix Laguerre transform to calculate matrix convolutions and evaluated a matrix renewal function.
In the present paper, several operational matrices for integration and differentiation are studied. we introduce the Kronecker convolution product and expanded to the Riemann-Liouville fractional integral of matrices. For some applications, it is often not necessary to compute exact solutions, approximate solutions are sufficient because sometimes computational efforts rapidly increase with the size of matrix functions. Our method is extended to find the exact and numerical solutions of the general system matrix convolution differential equations, the way exists which transform the coupled matrix differential equations into forms for which solutions may be readily computed. Finally, several systems are solved by the new and other approaches and illustrative examples are also considered.
As usual, the notations A {À1} (t) and det A(t) are the inverse and determinant of matrix function A(t), respectively, with respect to convolution. The notations A T (t) and Vec A(t) are transpose and vector-operator of matrix function A(t), respectively. The term ''Vec A(t)'' will be used to transform a matrix A(t) into a vector by stacking its column one underneath.The notations d(t) and Q n (t) = I n d(t) are the Dirac delta function and Dirac identity matrix, respectively, where I n is the identity scalar matrix of order n · n. Finally, the notations A(t)~B(t) and A(t) * B(t) are the convolution and Kronecker convolution products, respectively. Finally, A B stands for the Kronecker product ; A B = [a ij B] ij .
Operational matrices for integration and differentiation

Taylor series operational matrix for integration
A function f(t) that is analytic function at the neighborhood of the point t 0 can be expanded in the following formula:
where a n ¼
dt n and u n (t) = t n . To obtain an approximate expression of the analytic function f(t) we may truncate the series (1) up to the (r + 1)th term:
f ðtÞ ' X r n¼1 a n u n ðtÞ: ð2Þ
By defining the coefficient vector c T as:
. . . ; a r Þ ð3Þ and the power series basis vector u T (t) as:
Eq. (2) can written in the following compact form:
The basis functions u n (t) satisfy the following relation:
Now, one can easily show that
On the basis of Eq. (2), the definite integral of analytic function f(t) in the interval (0, t) may be approximated as:
; . . . ; b r ¼ a rÀ1 r . In this equation the term b r+1 u r+1 has been truncated. Eq. (8) can also written as:
where P is called the Taylor series operational matrix for integration: 
; . . . ; c r ¼ a rÀ1 rðrÀ1Þ . Therefore, Eq. (11) can also written as: 
It easily to show that Q = P 2 . Therefore, Eq. (12) may now written as:
Now we can extend Eq. (14) to the case of k multiple integrations as:
Generalized block pulse operational matrix for integration
The block pulse functions form a complete set of orthogonal functions [10] which defined on the interval [0, b) by
for i = 1,2,. . . , m. It is also known that for any absolutely integrable function f(t) on [0, b) can be expanded in block pulse functions:
where the mean-square error of approximation is minimized,
Here
There are many different starting points for the discussion of classical fractional calculus [8] . One begins with a generalization of repeated integration. If f(t) is absolutely integrable on [0, b), it can be found that in [8, 10] Z
where n = 1,2,. . . , and 0 6 t < b. On writing C(n) = (n À 1)!, an immediate generalization in the form of the operation I a defined for a > 0 is ðI a f ÞðtÞ ¼ 1 CðaÞ
where C(a) is the Gamma function and
Þdt 1 is called the convolution product of t aÀ1 and f(t). Eq. (20) is called the Riemann-Liouville fractional integral of order a for the function f(t). Now if f(t) is expanded in block pulse functions, as shown in Eq. (17), the Riemann-Liouville fractional integral becomes
Thus if t aÀ1 * / m (t) can be integrated, then expanded in block pulse functions, the Riemann-Liouville fractional integral is solved via the block pulse functions.
Let
Taking the Laplace transform of Eq. (22) gives
where
Since C(a + 1) = aC(a), thus Eq. (23) can be written as:
Taking the inverse Laplace transform of Eq. (25) yields 1 CðaÞ
where u(t) is the unit step function. Further, it can be derived from Eq. (18) that
Moreover, from the disjoint property of the block pulse functions [5] 
It is obvious that 
. Now we can also write Eq. (32) as:
1 CðaÞ
½0; 0; . . . ; 0; n 1 ; n 2 ; . . . ; n mÀiþ1 / m ðtÞ; ð34Þ
Finally, for i = 1,2,. . . , m, Eq. (34) can be written as:
where / m ðtÞ:
The generalized block pulse operational matrices D a for differentiation can be derived simply by inverting the F a matrices. Let : 
where I m is the identity matrix of order m · m. After equating both sides of Eq. (39), we get
Note that if a = 0, then F 0 = D 0 = I m which corresponds to s 0 = 1 in the Laplace domain. It is obvious that the F a and D a matrices perform as s Àa and s a in the Laplace domain and as fractional (operational) integrators and differentiators in the time domain.
For example, let a = 0.5, m = 4, b = 1, the operational matrices F 0.5 and D 0.5 which correspond to s À0.5 and s 0.5 are computed below: 
Here, (det A(t)) {À1} exists, (det A(t)) {À1} * det A(t) = d(t) and note that A 
Proof. Since kAEk is matrix norm, then by Eq. (52), we have kAðtÞ Ã BðtÞk 6 kAðtÞBðtÞk 6 kAðtÞkkBðtÞk:
The proof of other inequality is by induction on k and Eq. (53), we have kA fkg ðtÞk ¼ kA fkÀ1g ðtÞ Ã AðtÞk 6 kA fkÀ1g ðtÞkkAðtÞk 6 Á Á Á 6 kAðtÞk k : Ã
Theorem 7. Let A(t) = [f ij (t)], B(t) = [g ij (t)] be m · m Laplace transformable matrices. Then
Proof. (i) Straightforward by the convolution Theorem.
(ii) Suppose that £{f ij (t)} = F ij (s) and £ {B(t)} = G(s), then by part (i), we have £fAðtÞ~BðtÞg ¼ £½f ij ðtÞ Ã BðtÞ ij ¼ ½F ij ðsÞGðsÞ ¼ £fAðtÞg £fBðtÞg: Ã Theorem 8. Let A(t), B(t) and C(t) be n · n absolutely integrable matrices on [0, b). Then ½AðtÞ~BðtÞ Ã ½CðtÞ~DðtÞ ¼ ½AðtÞ Ã CðtÞ~½BðtÞ Ã DðtÞ: ð57Þ
Proof. The (i, j)th block of [A(t)~B(t)] * [C(t)~D(t)] is obtained by taking the convolution product of ith row block of A(t)~B(t)
and the jth column block of C(t)~D(t),i.e., 
Proof. Let X(t) be contains x 1 (t), . . . , x m (t) vectors each is of order m · 1 and let e j (t) be m · 1a vector of zeros except for a d(t) in the jth position, for each j = 1,2. . . , m, then X ðtÞ ¼ P m j¼1 x j ðtÞ Ã e T j ðtÞ. Now, since A(t) * x j (t) and B T (t) * e j (t) are vectors of order m · 1, then we have
AðtÞ Ã x j ðtÞ Ã e The main advantage of this approach is that matrix M = P T A À I nr due to the form of the operational matrix P, can be easily proven lower triangular. Therefore, one does not have to inverse the matrix M to find the solution.
Example 11. Consider the following state-space equation
where xð0Þ ¼ 0 1
:
The optimal control problem for the system in Eq. (61) with the performance index
has the well known solution
where k(t) satisfies the following canonical equation:
with the boundary conditions x(0) = x 0 , and k(b) = 0.
To simply the solution of the system (70), we change the independent variable t as s = b À t. We now have 
If we assume that the functions x(s) and k(s) are analytic, then we may expand them in Taylor series as follows:
xðsÞ kðsÞ
The matrix W is the 2n · r Taylor coefficient matrix that must be determined. With the use of Eqs. (73), (72) can be written as:
W uðsÞ þ NWP uðsÞ ¼ SuðsÞ; ð74Þ where P is the operational matrix expressed by (15). By equating the corresponding terms of the Taylor series, we obtain the following matrix equation:
Applying the Vec-notation and Kronecker product, we have
Now, Eq. (75) may be written as:
where T is a 2nr · 2nr square matrix. Also, are the vectors formed by the vector elements w i , s i that are the columns of matrices W and S, respectively. Due to the structure of operational matrix of integration P, the matrix T formed by the kronecker product of P T and N, may be easily proved lower triangular. This fact simplifies immensely the solution of the system in Eq. (77) that generally has 2nr equations.
Solution of the general coupled convolution matrix differential equations using Kronecker Products
The General Coupled Convolution Matrix Differential Equations is given by 
where A ij (t), B ij (t) are given m · m matrices with entries in are a restricted set of functions on [0, b), which is closed under convolution and isomorphic via the Laplace transforms to the proper rational functions with natural multiplication, X i (t) unknown matrix functions to be solved and X i (0) = C i (i, j = 1,2,. . . , p). 
Thus for given maximum error, say e we have
In the direct inversion method, we calculate (I À Q(t)) {À1} directly:
Example 12. The following coupled matrix convolution equations: This system has a unique solution if and only if the matrix H is non-singular.
Invert the rational and irrational transfer functions
We will use generalized block pulse operational matrices F a and D a that defined in Eqs. (37) and (38) to get the time functions of rational and irrational transfer functions. The irrational transfer functions are derived from distributed systems. It can be found in [3] .
Consider any transfer function G(s) whose time function is denoted by g(t). Let is the Laplace transform of unit step function. The meaning of (93) is that g(t) can be derived by applying a unit step function to a new system whose transfer function is Z(s) = sG(s).
Given the rational transfer function G(s),
where g i can be derived by cross multiplications of (95) to yield the following linear recursive equation:
a nÀi g i ;
Eq. (95) is the Maclaurin series of G(s). For irrational transfer functions G(s), Z(s) can always be expanded in Maclaurin series. This can be seen from the following examples. After associating each s a with F Àa (a < 0) or D a (a > 0) operational matrices, the approximation of g(t) via the block pulse functions can be immediately derived and found in [3, 10] .
Example 13. Given the rational transfer function G(s), 
GðsÞ
¼ s 4 þ 3s 3 þ 2s 2 þ 5s þ 1 s 5 þ 5s 4 þ 3s 3 þ 7s 2 þ s þ 1 ¼ 1 s ð1 À 2s À1 þ 9sGðsÞ ¼ 1 ffiffiffiffiffiffiffiffiffiffiffiffi s 2 þ 1 p ¼ 1 s 1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 þ s À2 p ¼ 1 s 1 À 1 2
