The atmosphere is often divided into several homogeneous layers in simulations of radiative transfer in plane-parallel media. This artificial stratification introduces discontinuities in the vertical distribution of the inherent optical properties at boundaries between layers, which result in discontinuous radiances and irradiances at layer interfaces, which lead to errors in the radiative transfer simulations. To investigate the effect of the vertical discontinuity of the atmosphere on radiative transfer simulations, a simple two layer model with only aerosols and molecules and no gas absorption is used. The results show that errors larger than 10% for radiances and several percent for irradiances could be introduced if the atmosphere is not layered properly.
Introduction
The radiative transfer (RT) equation is an integro-differential equation. Even in onedimensional plane-parallel cases, it is usually solved by numerical approximation [1] [2] [3] [4] [5] [6] . In most numerical RT models, the atmosphere is often divided into several layers. Each layer is assumed to be homogenous but the inherent optical properties (IOPs) are allowed to vary from layer to layer in order to resolve the vertical variation in the IOPs. This plane-parallel configuration artificially introduces vertical discontinuities of the atmospheric IOPs at layer boundaries that lead to an unphysical discontinuity in the radiation field. In this study, we will investigate the effects of the vertical discontinuities on simulations of radiances and irradiances.
Derivation of the discontinuity and its underlying physics
The radiative transfer equation for a plane-parallel scattering and absorbing medium can be expressed as [1] : 
Here µ is the cosine of zenith angle ( Fig. 1) , positive for downward and negative for upward directions, φ is azimuth angle, τ is the optical depth, I is intensity (radiance) of the radiation field, and J is source function given by: 
The first and second terms on the right side of Eq. (2) are source functions due to single scattering and multiple scattering, respectively. ω is the single scattering albedo, P is the scattering phase function due to single scattering, πF 0 is the solar irradiance at the top of the atmosphere (TOA), and µ 0 and φ 0 are the cosine of the solar zenith angle and solar azimuth angle, respectively. The optical depth, τ, is given through integration of extinction coefficient β:
Formal solutions of Eq. (1) for radiances in the downward and upward directions at optical depth τ can be written as:
where b is the total optical thickness of the atmosphere, the symbols ↑ and ↓ denote the upward and downward radiance, respectively. In the Eqs. (4) and (5), the values of µ are always positive, that isµ = |µ|>0. Physically, the radiance I ↑ and I ↓ for the horizontal direction (µ = 0) at τ should have exactly the same value if the atmospheric optical parameters vary continuously with optical depth. Therefore, the following equality must be satisfied: = (6) However, since the whole atmosphere is often divided into many layers and each layer is assumed to be homogeneous, the IOPs, such as single scattering albedo ω and phase function P, differ between neighboring layers. Thus, the IOPs are discontinuities across layer boundaries. In this situation, Eq. (6) may not be satisfied. To provide direct insight into the consequence of this artificial discontinuity, a two-layer model ( Fig. 1 ) is used to simulate the radiances and irradiances. The single scattering albedo and scattering phase function are set to be ω x , and P x for layer x, where x = 1, 2 (for details, see section 3).
Single Scattering Approximation
For the single scattering case, the source function J in Eqs. (4) and (5) are replaced by:
Because both layers are homogeneous, insertion of Eq. (7) into (4) and (5), leads to the following expressions for the single scattering radiance: (9) give different results in the horizontal direction at the interface between layers 1 and 2. The difference depends on the difference between the products ω 1 P 1 and ω 2 P 2 .
Multiple Scattering Radiance
For the second and higher scattering orders, the source function J in Eqs. (4) and (5) is replaced by:
where the subscript "n" stands for the n th order of scattering. Inserting Eq. (13) into Eq. (4) and letting µ tend to 0, we find that the first term of Eq. (4) tends to zero, and the second term tends to ( , 0, )
. Therefore, the horizontal radiance for the n th order scattering resulting from the expression for the downward radiance (see Fig. 1 ) can be written as:
and, similarly, the horizontal radiance resulting from the expression for the upward radiance becomes:
Therefore, if 1 1
Thus, again different horizontal radiances are obtained at the interface between the two layers if the IOPs are different in the two layers. Equation (16) also holds for the total radiance including all orders of scattering if we replace J n by the total source function J in Eqs. (14) and (15) . Comparing Eq. (16) with (12), we easily see that Eq. (12) is a special case of Eq. (16) for the single scattering case for which n = 1.
Case study
To illustrate the effect of the vertical discontinuity of the atmospheric IOPs on radiative transfer simulations in a plane-parallel atmosphere, we use a simple two-layer model with only aerosols and molecules. The coefficients for aerosol extinction and Rayleigh scattering are assumed to decrease exponentially with height. The scale height of atmospheric density is about 8 km for the US standard atmosphere. For rural aerosols, the scale height is about 1.7 km and a value of 2 km is used in our case study. Thus, we adopt the following expressions for aerosol extinction and molecular scattering (for simplicity we ignore molecular absorption in this study):
where the subscripts a and m, respectively, stand for aerosol and molecule, and "0" means the coefficients at height z = 0km. The column integrated optical depths due to aerosol extinction and molecular (Rayleigh) scattering are τ a = 2β a,0 , τ m = 8β m,0 .
In the case study, we assume a total aerosol optical depth of 0.4, which is the mean value over China [8] . The molecular scattering optical depth for the US standard atmosphere is given by [9] 
where λ is the wavelength in micrometers (µm). We use a total Rayleigh scattering optical depth of 0.316, which corresponds to λ = 0.415µm, which is one of the wavelengths used in the Multi-Filter Rotating Shadowband Radiometer (MFRSR) designed for retrieval of aerosol and cloud optical depths [10] [11] [12] [13] [14] [15] . It is also close to the 0.413µm, which is adopted in instruments used in ocean color satellite remote sensing [16, 17] .
The aerosol scattering phase function P a (Fig. 2 ) for randomly-oriented prolate spheroids with aspect ratio a/b = 4.0, size parameter x = 10.079368, and a refractive index m = 1.55-0.01i is used [18] , and P a and the aerosol single scattering albedo ω α are assumed to be constant in each layer. As already mentioned, we further assume that there is no gas absorption. If the whole atmosphere is separated into several layers, and each layer is assumed to be homogeneous, then the optical depth ∆τ x , single scattering albedo ω x , and phase function P x for a layer x located between z 1 and z 2 can be written as:
, ,
where τ a,x and τ m,x , respectively, are the contributions of aerosol and Rayleigh scattering. 
Unless otherwise stated, we use the DISORT [1] radiative transfer code, to investigate the effects of the vertical IOP discontinuities on simulated radiances and irradiances. The whole atmosphere is separated into two layers at z = 2 km, as shown in Fig. 1 . Thus, the aerosol optical depth of layers 1 and 2 are 0.147 and 0.253 respectively, and the Rayleigh scattering optical depth of layers 1 and 2 are 0.246 and 0.07, respectively. The solar zenith angle is set to be 53.13 degrees (µ 0 = 0.6). All the results shown in this paper are normalized by multiplying by 1/F 0 .
Horizontal radiance at layer boundary
The horizontal radiances at the interface (z = 2 km) between the two layers are shown in Fig.  3 as a function of the aerosol single scattering albedo ω a , and the errors of the horizontal radiances given by the 2-layer model are also illustrated. "2km+" and "2km-" denote the horizontal radiances (µ = 0), which are calculated from the downward radiance in the upper layer ("2km+"), and from the upward radiance in the lower layer ("2km-") of the 2-layer model. The "true" value is calculated from the improved successive order of scattering method SOSVRT [5, 6] , the vertical variation of atmospheric optical properties is properly taken into account (detail in section 3.2). The "true" value is further validated against a DISORT calculation with 80 layers. With such a large number of layers, the discontinuity between layers can be ignored. The radiances for azimuth angles of 0, 90, and 180 degrees are illustrated in Fig. 3 , which clearly shows that different horizontal radiances are obtained at the interface between the two layers from the downward radiance in the upper layer ("2km+") than from the upward radiance in the lower layer ("2km-"). In the upper layer, there is more molecules than aerosols, and the molecules decrease more slowly, while in the lower layer, most of the scattering is due to aerosols. When the atmospheric layer is reconstructed as a vertically homogeneous layer, the vertical distribution of IOPs in the lower layer has a stronger variation than that in the upper layer, which explains why the radiances labeled "2km+" are more accurate than those labeled "2km-".
For radiances in directions other than the horizontal direction, the discontinuity is not easy to see because the radiances are forced to be the same by the layer interface condition:
where the subscripts 1 and 2 denote layers 1 and layer 2 respectively. Why are different radiances in the same direction µ = 0 produced by the 2-layer model? The reason is that the atmosphere is broken into two different layers, but each layer is assumed to be homogenous. Thus, this 2-layer model is a very crude representation of the true vertical variation of the atmosphere. As a result, the atmospheric IOPs on one side of the interface between the 2 layers are different from the IOPs on the other side. This artificial discontinuity in atmospheric IOPs results in different horizontal radiances. Figure 3 shows that the differences increase with the increase in aerosol absorption (smaller single scattering albedo). Because we assume there is no molecular absorption in atmosphere, the smaller ω α results in bigger difference of the ω (or ωP) between the two layers and larger errors in the radiances.
Although the plane-parallel assumption is not applicable for direction near the horizon, the errors in the radiances at large zenith angles could introduce extra errors to radiances at small zenith angles, because the source functions due to multiple scattering are derived by integration over all polar angles. Such errors can be a problem for retrieval algorithms which use wavelengths in bands with strong gaseous absorption. For example, in high spectral resolution measurement of the oxygen A-band, the absorption optical depth varies from 0 to 10 or even 100 for ultra high spectral resolution [19] , and the absorption coefficient of oxygen varies sharply with height, therefore, the single scattering albedo in a layer could be very small (close to 0), or close 1 due to the contribution of the oxygen absorption.
In real atmospheres, the atmospheric IOPs vary continuously with height. We ignore this continuity when we separate the atmosphere into a limited number of homogenous layers. Different concentrations of aerosols and molecules present in each layer, lead to different values of ω x and P x for the two layers, resulting in the difference in radiances. For example, if the lower layer contains absorbing aerosols (ω a = 0.5), whereas the upper layer contains molecules only, the single scattering albedo just below the interface of the two layers is 0.5, while it is 1.0 just above the interface.
Effects on calculation of radiances and irradiances
Generally, we are not interested in the radiance close to the horizontal direction in planeparallel atmospheres, but it is important to quantify the errors in radiances and irradiance incurred by the artificial discontinuity resulting from dividing the atmosphere into a small number of layers. Figure 4 illustrates the relative errors in radiances due to inadequate resolution of the vertical variation of atmospheric IOPs in the two-layer model. Only radiances for view zenith angles less than 75°, where the plane-parallel assumption is applicable, are plotted. This figure clearly shows that inadequate resolution of the vertical variation in the two-layer model can lead to significant errors in the radiances at small zenith angles, not only for radiance at the interface between layers, but for radiance of all levels including the TOA and the surface. The errors can be up to 10% or even larger, which becomes a serious concern in the development remote sensing algorithms.
Based on the two-layer model, the upward irradiance at the TOA and the downward irradiance at the surface are illustrated in Fig. 5 (left axis), relative errors are also plotted (relative to the right axis). For the irradiances at the TOA, errors of 20% are possible for aerosol with strong absorption and several percent for irradiances at other altitudes. To reduce the errors, more layers are needed in the radiative transfer simulation. To investigate how many layers are needed in the simulation, the whole atmosphere is divided into many layers based on Eq. (17) and each layer is assumed to be homogenous and has the same total optical depth. The optical parameters ω, ∆τ and P for each layer are given by Eqs. (20), (21). The "true" value is calculated from the improved version of SOSVRT by direct integration of the source function over τ with a small step size δτ; in the case study of this paper, we used δτ ≈0.002. For each integration step between τ i and τ i + δτ, the extinction coefficients β a and β m at three points, τ i , τ i + δτ/2 and τ i + δτ are computed through Eqs. (3), (17) and (18), and the single scattering albedos ω and phase functions P at the three points are given through Eqs. (21) and (22) by replacing optical depth ∆τ with extinction coefficient β. Allowing for this vertical variation within each layer in the SOSVRT is the main difference from a traditional n-layer model in which each layer is assumed to be homogeneous. Then the source functions can be calculated with Eq. (7) or (13) and integrated to compute the radiance by assuming it varies linear-exponentially with τ [5] . Therefore, the vertical variation of atmospheric optical properties is properly taken into account. Figure 6 illustrates the maximum error in radiances and irradiances as a function of the number of layers. The results show that the stronger the aerosol absorption, the more layers are needed. For the case discussed in this paper, the number of layers needed to ensure 1% accuracy of radiances for zenith angles less than 75 degrees are 4, 5, 6, 7 for aerosol scattering albedo of 0.95, 0.8, 0.7 and 0.5, respectively, while 2, 4, 5 and 6 layers are needed to ensure 1% accuracy of irradiances. Fig. 6 . , Maximum error of radiance and irradiances versus the number of layers used in the simulation.
Conclusion
In numerical simulations of radiative transfer, the atmosphere is often divided into many layers and each layer is assumed to be homogenous by neglecting the vertical variation of atmospheric inherent optical properties (IOPs) within each layer. This assumption introduces an artificial discontinuity of atmospheric IOPs and horizontal radiances at layer interfaces, and results in errors in radiances and irradiances also at small zenith angles and at all levels in the atmosphere. The bigger the difference in IOPs between layers, the larger the errors in radiances and irradiances. A simple two-layer radiative transfer model is used to investigate the impact of this discontinuity in atmospheric IOPs on radiances and irradiances. If the presence of strongly absorbing aerosols in atmosphere, the errors in radiances may be up to 10% for zenith angle less than 75°, and several percent in irradiances. Errors of this magnitude require serious consideration in the development of remote sensing algorithms and in climate modeling. For example, in radiative transfer simulations in absorption bands such as the oxygen A-band, which require high spectral resolution, and in atmospheres with strongly absorbing aerosols, such as particles including black carbon, the vertical variation in the IOPs must be properly taken into account.
The artificial separation of the atmosphere into several homogeneous layers with different IOPs, leads to errors in simulated radiances and irradiances. Although errors illustrated in this paper based on a two-layer model are quite large, they could be reduced or even eliminated by introducing a sufficient number of layers or by assuming a continuous variation of the IOPs. Therefore, radiative transfer codes such as DISORT, SOSVRT, PolRadtran, 6S, MODTRAN etc are expected to be accurate enough if the atmosphere is divided into a sufficient number of layers.
