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ABSTRACT 
Double step potential chronocoulometriC measurements have been set up 
for the investigation of kinetics of charge transfer across the liquid/liquid 
interface and to study adsorption at these interfaces. Semioperation analysis of 
chronoamperometric and chronocoulometric data were also developed and 
used to evaluate the kinetic parameters. 
The transfer of the acetylcholine ion across the water/1,2-dichlorOethafle, 
water/nitrobenzene+tetraChlOrOmethane, water/dichloromethafle, and 
water/1,2-dichlorObeflzefle interfaces have been studied as a function of the 
viscosity of both phases and the composition of the organic phases 
respectively. The results showed that the standard rate constant is inversely 
proportional to the viscosity of either phase. The potential dependence of the 
rate of ion transfer follows the Butler-Volmer equation. It is shown that the 
main difference between ion transfer and ion transport is a consequence of an 
entropy effect. 
The kinetics and thermodynamics of sodium and potassium transfer 
facilitated by dibenzo-18-crown-6 have been studied by chronocoulOmetry and 
its convolution technique and cyclic voltammetry. Three possible mechanisms 
have been examined carefully and a new terminology is being proposed. A 
simple way to measure the ratio of the diffusion coefficients of ionophore and 
its complex ion in the organic phase by using micropipette has been developed. 
Lithium and proton transfer across water/1,2-dichloroethafle interface facilitated 
by ETH1810 have been studied and a mechanism has been proposed. 
Potassium transfer across water/1,2-dichloroethafle interface facilitated by 
DLADB18C6 has also been observed. 
The adsorption of hexadecyl sulphonate anion (HDS) on the 
water/1,2-dictiloroethane interface has been investigated by classical 
methodology. 
Finally, a new method to measure the half wave potential has been applied 
to the measurement of formal Gibbs energies of transfer of ions across the 
water/1,2-dichloroethafle interface. The validity of TATB (TetraphenylarSOfliUm 
Tetraphenylborate) assumption is also discussed. 
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Roman Alphab . . 
a 1 	 activity of species 
A 	 electrode area 
Ac 	 acetylaholine cation 
b 	 backward, reverse or bulk quantity 
C, c 	 concentration or capacitance 
CE 	 counter electrode 
CV 	 crystal violet 
0 	 diffusion coefficient 




E 	 electrode potential 
ETH181O 	see text 
forward 
F 	 Faraday constant 
o 	Gibbs energy 
AG ° 	 standard Gibbs energy of a process 
interfacial current 
ITIES 	interface between two immiscible electrolyte solutions 
VI 
k Boltzman constant or electrochemical rate constant 
M unspecified cation 
NB nitrobenzene 
o organic phase 
o oxidised form of unspecified species 
Q charge 
r electrode radius or ion radius 
R Gas constant or reduced form of unspecified species 
RE reference electrode 
SCE saturated calomel electrode 
T absolute temperature 
TCM tetrachioromethafle 
TBA tetrabutylammOflium 
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z charge number 
Greek Alphabet 
charge transfer coefficient or phase denoted ct 
VII 
B 	 phase denoted B 
y activity coefficient 
scan rate 
TI viscosity 
c dielectric constant 
r surface concentration 
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The electrochemical study of charge transfer reactions across liquid/liquid 
interfaces (or, electrolysis at the Interface between Two Immiscible Electrolyte 
Solutions [ITIES], or Oil/Water [01W] interface) is a relatively new branch of 
electrochemistry. Although the first electrochemical study was carried out 
nearly 90 years ago [1], our understanding of these processes remains still very 
rudimentary compared to electron transfer reactions at metallic electrodes [2]. 
1.1 Historical background 
Nernst and Riesenfeld [1] in 1902 were the first to describe an experimeflt 
in which an electric current flows across a water/phenol interface in the 
presence of coloured inorganic electrolytes (K13, K 2CrO4, Fe(SCN)3, etc.). They 
were mainly interested in discovering suitable methods to evaluate transport 
numbers in non-aqueous solvents. 
After Cremer [3] pointed out in 1906 the analogy between the water/oil/ 
water concentration cells and biological membranes studied by Ostwald [4], 
interest in ITIES spread to physiologistS and the liquid/liquid interface became a 
model for the investigation of bioelectrical potentials and currents. 
1 
A theoretical paper on the electrical double layer and potential distribution 
at ITIES was first introduced by Verwey and Niessen in 1939 [5]. 
In the middle of the 1950s, Guastalla et al [6] studied the effect of passing 
electric current across the water/nitrobenzefle (NB) interface on the interfacial 
potential difference, and also began to investigate the electrosorptiOfl which 
was correctly explained later by Blank [7] on the basis of 
depletion-accumulation effect of surface active electrolytes. 
After recognition that the liquid/liquid interface could be polarised like the 
metallic electrode/electrolyte interface under certain conditions, this field of 
electrochemistry developed significantly under the influence of Gavach [8-13]. 
The progress however was rather slow. This was firstly due to a lack of 
knowledge of the interfacial structure and associated potential distribution 
across the interface, and secondly the inherent difficulty in gathering reliable 
data because of iR drop created by the use of an organic solvent. Despite 
these experimental difficulties this new field has fostered important applications 
in hydrometallurgy, phase transfer catalysis, ion selective electrodes and even 
bilayer lipid membranes. 
There are two landmarks in the establishment of modern electrochemistry 
of charge transfer across liquid/liquid interfaces. One is at the beginning of the 
1970s when Gavach et al [8] in France first employed modern electrochemical 
techniques such as Chronopotentiometry to investigate ion transfer across 
liquid/liquid interfaces and used the Modified Verway-Nissen (MVN) model to 
rationalize the experimental data [10,13]. Another is at the beginning of the 
1980s when Samec et al [15,16] in Prague employed a four-electrode 
potentiostat with iR drop compensation to record the cyclic voltammogramS of 
charge transfer across the liquid/liquid interface. At the same time, Koryta et al 
[17-24] established the theoretical background for a series of electrochemical 
cells and pioneered the study of facilitated ion transfer by ionophores. 
Henceforth, the research groups who have shown interest in this subject are 
spread all over the world [8,15,20,25-36]. 
1.2 Electrochemical Approaches 
Modern electrochemiCal techniques such as chronopotentiOmetrq [ii] and 
the associated reversal technique [27,38], cyclic vottammetry [15,16] and 
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convolution [391 current scan polarography with ascending electrolyte 
electrode [26,281 chronoamperometry [401 a.c impedance [41,42], micro-pipette 
[30] and fluctuation analysis [43] have been used for the investigation of charge 
transfer across the liquid/liquid interfaces. Figure 1 shows the different graphs 
of tetramethylammonium ion (TMA) transfer across the liquid/liquid interfaces 
obtained by the above mentioned techniques. Obviously, as emphasized by 
Koryta [20] from the mass transfer point of view, all these phenomena are quite 
similar to those observed in the electron transfer reaction on metallic 
electrodes. 
1.3 Solvents and base electrolytes 
There are about 20 organic solvents which have been tested in the ITIES 
studies so far. As pointed Out by Koryta et al [22], the following three 
requirements have been commonly used to choose the organic solvent. 
(1)The solubilities of solvent in water and water in the solvent must 
be very small. 
(2)The solvent must be sufficiently polar to promote sufficient 
dissociation of the supporting electrolyte and thus keeping enough 
conductivity of the solution. 
(3)The density of the solvent should differ significantly from that of 
aqueous phase in order to get a physically stable liquid/liquid interface. 
At present, the most commonly used organic solvents are nitrobenzefle (NB) 
and 1,2-dichioroethane (1,2-DCE). Some other solvents have been tried in the 
past decade, for example propiophenone [44], 4-isopropyl-1-methyl 
-2-nitrobenzene [45], dichloromethane [23,46], 4-methyl-2-pentanOne [47], 
acetophenone, nitrotoluene [33,48], o-nitrophenyloctyl ether [49], nitroethane 
[56], chloroform, aniline, and o-dichlorobenzene [57] 
Recently Wang et al [50] have systematically studied the following organic 
solvents which may be used in liquid/liquid interface studies. They are phenyl 
isothiocyanate, o-dichlorobenzene, benzyl cyanide, propiophenone, methyl 
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Figure l.A. Chronopotentiometric curves of the TMA ion transfer across the 
interfaces (a) water/1,2-DCE and (b) water/NB. Aqueous phase:10 2 NaBr+ 




0.4 	 0.5 
-10 
Figure 1.B. Cyclic voltammogram of the transfer of TMA across the water/NB 
interface at 10 mVs 1 . NB phase: 0.01 M TBATPB; aqueous phase: 0.01 M NaBr 
(1) or 0.01 M NaBr and 0.8mMTMABr (2) (See Ref.[1731). 
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Figure 1.C. Polarograms of the base electrolytes, 0.05 M LiCI+ 1 M MgSO 4 
in water and 0.05 M TBATPB in NB, in the absence (curve 1) and in the presence 
(curve 2) of 0.5 mM TMACI in the aqueous phase. Dashed curve, polarogram 
of TMA corrected for the base electrolyte current. Rate of polarization 1 mVs 1 
(See Ref.[2211). 
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Figure 1.D. Chronoamperogram of TMA transfer from water to the NB phase at 
E=0.38 V for 5x10 4  M TMA in 0.1 M LiCI aqueous solution. A transient 
oscillation of the curve (as indicated by an arrow) was sometimes observed, 







Figure I.E. Current-scan .polarograms of TMA at the aqueous electrolyte 
dropping electrode without (curve 1) and with (curve 2) iR drop compensation. 
SOtotions:1x10 3  M TMABr, 0.05 M LiCI+ 1 M MgSO 4 in the aqueous, and 
TBATPB in the NB solution (See ref.[281). 
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cyclohexanofle, cyclohexanone and methyl amyl ketone. 
In order to get more flexible choice, organic solvent mixtures have been 
also employed, for example, nitrobenzene + ctilorobenzene [33], nitrobenzene 
+benzonitrile and nitrobenzene + benzene [51] systems. 
Table 1.1 lists the organic solvents which have been used for the 
investigation of charge transfer across the liquid/liquid interfaces. 
During the early days of electrochemical measurements of charge transfer 
reactions across liquid/liquid interfaces, TBATPB (tetrabutylammOflium 
tetraphenylborate) was the most commonly used supporting electrolyte in the 
organic phase which usually determined the potential window. In order to 
widen the potential window, more hydrophobic salts were studied. For example, 
EVTPB (ethyl violet tetraphenylborate) [52], CVTPB (crystal violet 
tetraphenylborate) [37,53], BTPPATPB (Bis[triphenylphosphOraflVlidefle]ammOfliUm 
tetraphenylborate) [54], TPA5DCC(tetraphenylarsOflium 
3,3'_comrno_bis[undeCahydrO-1,2-diCarba-3cObalta - closododecarborate]) [55], 
TBATPBCI (tetrabutylammonium tetrakis[4-chloropheflyl]bOrate) [54], and 
TBATPFPB (tetrabutylammonium tetrakis[pentafluOrOpheflyl]bOrate) [54] have 
been successfully used recently. Now the limitations of the potential window 
are mainly due to the supporting electrolytes in the aqueous phases. 
1.4 Interfacial structure 
Electrocapillarity and double layer capacity studies have been analysed 
using the Modified Verwey-Niessen model of the electric double layer at the 
polarized ITIES [59]. According to this model, there is a layer of solvent 
molecules (the inner layer) separating two space charge regions (the diffuse 
double layers) on both sides of the interface. Gouy-Chapman theory has been 
applied to describe the diffuse double layer and the relative surface excess of 
ions at the interface. However, the inner layer capacity calculated is rather high 
and the reported values of the potential drop across the inner layer at the point 
of zero charge are small (0-40 mV, which is much smaller than the surface 
potential at mercury/solution interface). 
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TABLE 1.1. THE ORGANIC SOLVENTS WHICH HAVE BEEN TESTED 
IN UQUID/UQUID STUDIES 
No. Solvent Reference 
1 Acetophenore [33] 
2 Aniline [57] 
3 Benzonitrile [215] 
4 Benzylcvanide [50] 
5 Chloroform [57] 
6 Cyclohexanone [501 
7 1,1-Dichloroethane [218] 
8 1,2-Dichloroethane [311 
9 Dichloromethane [23,46] 
10 o-DichlorobeflZefle [50] 
11 4-lsopropyl-1-methyl - [45] 
2-nitrobenzene 
12 Methylamyl ketone [50] 
13 MethylccIohexaflOfle [50] 
14 4-Methyl-2-pefltaflOne [47] 
15 Nitrobenzene [81 
16 Nitroberizene+benZefle. [51] 
17 Nitrobenzene+beflZOflitrile [51] 
18 Nitrobenzene+ [331 
chlorobenZefle 
8 
19 Nitroethane [56] 
20 o-Nitrophenyloctyl ether [49] 
21 Nitrotoluene [48] 
22 Phenylisothiocyanate [50] 
23 Propiophenone [44] 
It has been proposed that the inner layer should be regarded as a mixed 
solvent layer [58]. The extent of the penetration of ions into the layer seems to 
be a function of the ion solvation. However, Torrie and Valleau [1101 suggested 
that the Modified Verwey-Niessefl model might not be acceptable according to 
the results obtained by using Monte Carlo simulation since it ascribes a quite 
unrealistic structure and potential drop to the non-aqueous side (or sides) of 
an ITIES. 
1.5 Charge transfer reactions 
There are three kinds of charge transfer reactions: (1) Simple ion transfer. 
(2) Ion transfer facilitated by ionophores, (3) Electron transfer. Much research 
has been carried out for each of them. 
1.5.1 Ion transfer reaction 
The simple ion transfer reactions across the liquid/liquid interfaces have 
been reported in connection with alkali and alkaline earth metal cations, 
tetraalkylammonium, drug ions and heavy halide and oxyacid ions [53, 60-661. 
Several authors have compiled the thermodynamic data related to the 
simple ion transfer [14,59,67,68]. Most of the published work to date has been 
based on NB and 1,2-DCE as organic solvent because of their low miscibility 
with water and high dielectric constants as pointed out previously. Kihara et al 
[57] have studied the effect of the organic solvent on the potential window by 
using current scan polarography and also salting out effects for widening the 
potential window have been reported [76]. The structure-additive property of 
the AG value at water/NB interface for a series of tetraalkylammOfliUm (R 4N), 
2 trimethylphosphonium (Me 3PN) and N,N'-dialkyl-4,4'-diPyridifliUm (R 2V) ions 
has been shown by the decrements of -2.4, -3.1 and -2.1 KJ per mole of CH2 
group of the alkyl chain for R 4N, Me3PN' and R2V2 respectively [55]. These 
results agree well with the value of -2.5 KJ per mole of CH2 group reported 
previously for a series of tetraalkylammOfliUm (R 1 R2R3R4N) ions [61]. The ion 
transfer of iodine and its complexes across the water/NB interface has been 
studied in terms of the complexation reaction equilibrium of iodine ion with its 
molecule in the aqueous and organic phases [69]. The transfer of heteropoly 
anions like 12-molybdosilicate [70], 12-tungstosiliCate and 
18-molybdophosphate [71] across the water/NB have also been investigated. 
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The AG values of a series of atkylcarboxylate (RCOO), benzoate (B'COO), tr 
alkylsuiphonate (RSO) and benzene suiphonate (B'O) anions at water/NB and 
water/1,2-DCE interfaces have been obtained [72]. The AGvalue of RCOO and tr 
RS03 ions is determinect 	by the electrostatic solvation energy (AG tr(el)) as 
well as the non-electrostatic quantity (G tr(non-el)). The AG tr(el) depends on 
the charge density of C00 and SOS, whereas the non-electrostatic 
contribution is mainly dependent on the cavity formation of the anion in the 
aqueous phase and hence upon the volume of the anion. For the aromatic 
anions (B'COO and B'5O), the AG reflects the distribution of the charge over 
B' due to resonance. 
1.5.2 Facilitated ion transfer reaction 
Since Koryta et al [37,73-75] pioneered the transfer of cations facilitated by 
ionophores, a lot of progress has been made. So far there are three proposed 
models for explaining the mechanism of this process, i.e., EC (charge transfer 
following complexing ion formation), CE (complexing formation following charge 
transfer) and E (charge transfer and complex formation occurring at the 
interface at the same time). Each process has been supported by different 
research groups with experimental data 126,73,771. The facilitated alkali metal 
ions transfer reactions by the natural lonophores like valinomycin, monensin 
and nigericin and synthetic ionophores like crown ethers and non-cyclic 
polyethers [20,23,24,78] are fast and the half wave potential of those transfer 
can offer information on the stoichiometry and association constant of the 
complex formation reaction. Kinetic studies of the facilitated ion-transfer could 
give information about the mechanism of the ion transfer facilitated by 
ionophore at the liquid/liquid interfaces. The kinetics and the mechanism of Na 
transfer facilitated by dibenzo-18-crown-6 has been investigated by using 
phase selective ac voltammetry. The results indicate that this process occurs in 
a single step (E mechanism). Micropipette technique and ac impedance [79,80] 
have also been employed for the kinetic studies of the facilitated transfer. The 
transfer of several acidic and basic dyes like bromophenol blue, bromocresOl 
green, rhodamine B [81-84] and acridine [85] across the water/NB interface as a 
function of pH of the aqueous phase has been studied in detail. One important 
application of this kind of facilitated transfer is to study the mechanisms and 
kinetics of ion transfer in selective electrodes and extraction processes 
[36,86-91]. It should be pointed out that no ionophore for anions has been 
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proposed so far, and that consequently the field of facilitated ion transfer has 
been limited to cations. 
1.5.3 Electron transfer reaction 
Samec et al [92-94], Schiffrin et al [95,96] and Kihara et al [97] have studied 
the electron transfer across the liquid/liquid interfaces with different systems 
and methods. The first case was Fe(CN)7Fe(CN)6 redOX couple in the aqueous 
phase and ferrocene in the organic phase, the ionization of ferrocene made this 
study more complicated than expected [94]. In order to distinguish the electron 
and ion transfer processes, Geblewicz and Schiffrin [95] studied the electron 
transfer between lutetium biphthalocyanine in 1,2-DCE and an aqueous 
hexacyanoferrate couple, so that simultaneous ion and electron transfer were 
extremely unlikely to occur because the redox couple in 1,2-DCE cannot 
dissolve in aqueous phase. The heterogeneous electron transfer rate constant 
for this system has been evaluated to be 0.9x10 3 cm/s, which is over one 
order of magnitude smaller than the rate constant at the metal/electrode 
interface. These results are explained by the fact that the redox centres are 
further apart at the liquid/liquid interface than at the metal/solution interface. 
Kihara et al [97] have also published details of electron transfer between 
several redox couples in aqueous and 1,2-DCE phases. Several authors 
including Marcus have put forward some theories of electron transfer across 
liquid /liquid interfaces [98-101], but those are outside the scope of this work. 
i 
To date, no clear picture of the kinetics of the charge transfer across the 
liquid/liquid interfaces has emerged from the various investigations reported in 
the literature [55,59,102-108]. In the early days of the electrochemical study of 
liquid/liquid interfaces, very little was known regarding the structure of the 
interface and the kinetics of charge transfer reactions. Nowadays, there are two 
commonly used models for interfacial structure and kinetic treatment. Kinetic 
theory is always connected to the interfacial structure due to the strong 
dependence of kinetic analysis upon the interfacial structure model. The first 
model is the so-called Modified Verwey-Niessen theory (MVN). This direct 
transposition of the metallic electrode/electrolyte model together with all its 
vocabulary (e.g., Helmholtz approach phase, compact layers, Frumkin correction, 
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etc.) allowed those investigating ion transfer reactions to apply "enbloc 
theories developed for electron transfer reactions at metallic electrodes and 
based on the Butler-Volmer approach. The Second model was put forward by 
Girault and Schiffrin [1051 regarding ion transfer as a transport process. They 
have shown that it is possible to relate kinetic theory of ion transfer to 
equations of motion of ions in liquids and based their theory on the kinetic 
model of ionic mobility proposed by Stearn and Eyring [109]. This regards the 
linear movement of an ion as the activated transfer between a series of 
equilibrium positions and ion transfer is assumed to be a rate limiting step 
having a higher energy of activation than in the bulk. 
Unfortunately, both of them can only explain partially the experimental 
phenomena. It is necessary to perform systematic studies and to work out the 
interfacial structure of the liquid/liquid interface and the related kinetic theory. 
Table 1.2 gives some kinetic data which have been published recently. 
1.7 Adsorption 
Specific adsorption of ionic and nonionic surfactants and of phospholipids 
at the immiscible electrolyte interfaces have been studied extensively in the 
past decade [111-125]. When molecular or surface-active ions adsorb at 
liquid/liquid interfaces, both the interfacial structure and the charge transfer 
properties across the interface will be changed. Adsorbed interfacial layers can 
be found either in the presence of added surfactants or they can be formed by 
an in situ reaction, especially during large faradaic current flow, where 
formation of an insoluble salt (or ion-pair) on the interface is often observed. In 
the former case, the adsorption of surfactants, which include nucleic acids, 
lecithin, sodium dodecylsulfate, cetvlpvridinium chloride, phospholipidS and 
proteins, have been studied by Girault et al [114,117], Senda et al 
[111,113,115,116,118-121], Schiffrin et al [126], Samec et al [123,127] and 
Vanysek et al [128] respectively. 
Girault and Schiffrin [114,117,129] have shown that the surface tension of 
water/1,2-DCE interface was changed significantly in the presence of natural 
phospholipid (phosphatidylcholine and phosphatidylethanolamine) and also 
strongly depends on the pH values of the aqueous phase, and the interfacial 
potential. Senda et al [118-1211 and Samec et al [126] also observed the similar 
phenomena. 
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TABLE 1.2. KINETiC DATA OF THE IONS TRANSFER 
ACROSS THE WATERINITROBENZENE INTERFACE 
Ion kx1 02(cm/s) app Reference app 
Me4N 13.6 0.58 [55] 
6.5 0.55  
9.0 0.50 (153] 
Et4 N 9.0 0.64 (55] 
15.0 0.55  
3.5 0.40 [102] 
Pr4 N 13.6 0.60 [55] 
4.7 0.44±0.17 [153] 
3.9 0.65 [102] 
Me4P 14.8 0.55 [55] 
Me3EtP 12.6 0.51 [55] 
Me3 PrP 12.6 0.58 [55] 
Me 3BuP 8.9 0.57 [55] 
Me2V2 4.8 0.50 [55] 
Et2V24 5.3 0.49 [55] 
Pr2V2 6.8 0.55 [55] 
Me3HN 4 8.6 0.44±0.02 [153] 
EtMe 3N 7.8 0.50±0.05 [153] 
Et2Me2N 8.3 0.43±0.08 [153] 
Me3PrN 9.10 0.54±0.05 [153] 
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Et3MeN 11.20 0.52±0.02 [153] 
Me3BuN' 10.30 0.5410.08 [153] 
Et3PrN 4 8.80 0.50±0.06 [153] 
EtPr3 N 8.0 0.42±0.10 [153] 
Choline 8.30 0.47±0.07  
2.10 0.32  
Acetylcholine 2.10 0.57 [154] 
P1 8.30 0.56 [103] 
C104 9.0 0.57 [55] 
Cs 5.30 0.45 [60] 
Bu4 N 0.22 0.50 [102] 
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The 	conditions 	for 	the 	monolayer 	formation 	of 
diauroylphosphatidylanol-amine (DLPE) have been studied at the water/NB 
interlace by using phase selective ac polarography by Senda at at [151]. The 
monolayer was formed by two ways: the adsorption and the spread methods. In 
the former case, the OLPE was dissolved in the NB phase, whereas in the latter, 
a known amount of DLPE dissolved in chloroform-toluene or ethanol-toluene 
mixtures (because the densities of both mixtures are between the aqueous and 
the organic phases) was directly spread on the water/NB interface. 
The effect of formation of monolayers on the interlace for the kinetics of 
TMA and tetraethylammonium (TEA) transfer was studied by several groups 
[148-150]. Senda et al [118,122] have focused much attention on the 
properties of monolayers formed by different phosphatidyichOlineS, that is, 
dilauroyl-, dipalmitoyl- and dibehenoylphosphatidylChOlifleS (DLPC, DPPC and 
DBPC). The monolayers of formation of DLPC, DBPC and DPPC are in a 
liquid-expanded state, in a liquid-condensed state and phase transition 
between the two states occurring respectively between 5 to 30 0C. The effect of 
these three kinds of monolayers for the kinetics of TMA and TEA are rather 
different due to the different states. These studies are very important and 
interesting for understanding biological membranes. 
Recently Vanysek at al [128] have reported the effect of protein bovine 
serum albumin (BSA) on the capacitance of the water/NB interlace by using 
cyclic voltammetry and a.c impedance. They demonstrated that BSA adsorbed 
on the water/NB interface and the capacitance of the interface decreased with 
increasing concentration of BSA up to 7 ppm and decreased with increasing pH 
values in the aqueous phase. 
Schiffrin et at [126] showed the adsorption of a modified affinity ligand 
(Cibacron blue F3GA) (CBA) at water/1,2-DCE interface by using a.c impedance. 
They observed the characteristic peaks of capacitance of adsorption/desorptiOfl 
phenomena and concluded that the adsorption process was fast and diffusion 
limited from the kinetic analysis. 
The hydrolysis of the phospholipid monolayer at the polarized water/NB 
interface by phospholipase D (PLD) was studied by Senda et al [130] using 
phase selective ac polarography to monitor the change of capacitance of the 
interlace under the control of the potential drop across the monolayer. The 
capacitance decreased immediately after the addition of the PLD at 00 4=60 mV 
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and ensured that the change of capacitance was due to the hydrOlysis of PC by 
PLD because the thermally denatured PLO did not cause significant variation in 
the capacitance. This study is very useful for the investigation of interfacial 
enzymatic reactions, particularly in regard to the electrical state of the system 
on the enzyme activity. 
1.8 Oscillation 
Recently Kihara et al [131] have studied in detail the oscillation of potential 
difference at the interface between an aqueous solution containing MgSO4 and 
an organic solution containing small amounts of Cs or TMA and fairly 
concentrated tetrapentylammonium tetraphenylborate (TPenATPB) by forcing the 
transfer of Cs or TMA at the interface through an applied current. The 
necessary conditions for the oscillation were confirmed to be identical to those 
for the appearance of the maximum in the voltammogram for the ion transfer 
at the interface. Most of the potential oscillations at the water/organic interface 
reported so far are accompanied by both ion transfer across the interface and 
interfacial adsorption. This is a very good example of formation of interfacial 
adsorption by an in situ reaction [128]. 
1.9 Microelectrodes 
The development of ultramicroelectrode has made a "cultural revolution" in 
electrochemistry [132,133]. A parallel approach was employed also in the 
electrochemistry of charge transfer across the liquid/liquid interface to take 
advantage of the various features of microelectrodes. As mentioned above, one 
problem that always hinders experimental work at the liquid/liquid interface is 
the low conductivity of the organic phase which results in a high iR drop. 
Taylor and Girault [30] first reported the results which were obtained by using 
micropipettes for the formation of a micro-interface similar to that observed 
with solid microelectrodes. This enhanced mass transport produces a steady 
state current when the transferring species enters the pipette, whereas 
classical linear, diffusion behaviour is observed when the ion exits from the 
pipette. Later Campbell et al [79] have evaluated the kinetic data of K 
facilitated transfer by dibenzo- 18-crown-6 (0B18C6) by using this approach. 
Recently Campbell and Girault (134 1 have made a significant advance by using 
a 20 l.Im hole formed by a UV laser burst in a polyester foil. They showed the 
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behaviour of this kind of micro-hole was totally the same as at the solid 
ultramicroelectrode. Vanysek et al (135] also reported some preliminary 
micro-ITIES experimental results. 
1.10 Fluctuation analysis of ITIES 
Janata et al (43] recently applied the fluctuation equilibrium analysis to the 
charge transfer across the liquid/liquid interface. This technique can be used to 
obtain some information about double layer capacitance and the charge 
transfer resistance of an interface and is similar to the low amplitude 
impedance analysis. The basic difference between the two methods lies in the 
fact that the former investigates the system under the conditions of true 
equilibrium, i.e., without perturbation. However, the main limitation of the 
fluctuation analysis is that it yields information only about the real component 
of the impedance spectrum. 
1.11 Gel and membrane 
An important application of liquid/liquid interfaces is to explain the 
mechanism of ion selective electrodes (ISEs) [86-91]. Senda et al (136] first 
introduced a polymer-electrolyte gel electrode. They have studied the ion 
transfer across the polv(vinylchloride)(PVC)-ritrobeflZerIe gel/water interface 
and the agar-water/NB interface, which may have some potential analytical 
applications. The effect of separation of the oil and of the aqueous phase with 
a hydrophilic cellulose membrane on voltammetric behaviour of ITIES has also 
been studied by Hündhammer [137]. The kinetics of ion transfer across the 
polymer gel/liquid interface has been evaluated as a function of the polymer 
concentration by Marecek et al [138]. They concluded that the ion transfer 
across a polymer gel/liquid boundary is about as fast as that crossing a 
liquid/liquid interface. 
Recently Wang et al [139] have reported the results of monovalent cations 
across the polypyrrole membrane (PPM) between two electrolyte solutions. The 
transfer process depends on ion size, ionic charge and surface characteristics 
of the membrane. The polarized membrane in a fixed direction is capable of 
controlling the ionic permeability and the ion transfer across the liquid/liquid 
interface has also shed a light for investigation of bilayer membranes (BLM). 
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1.12 Computer Simulation 
Computer simulation of processes at micro-ITIES and large-ITIES have been 
studied in detail by Stewart and Girault [140] and Taylor and Girault [141]. 
Approximate analytical solutions have been derived for the different geometries 
of liquid/liquid interfaces which are known, i.e., planar, spherical/hemispherical, 
micro-hole and micropipette interface for both reversible and quasi-reversible 
charge transfer. They concluded that for planar ITIES the solution was the 
same as for linear diffusion for electron transfer at a metal/electrolyte interface 
whereas for the spherical and hemispherical ITIES new solutions have been 
worked out which allowed a kinetic analysis to be carried out on cyclic 
voltammetric results. For all of these approximate solutions, the trends found 
are the same as those observed from experimental results. 
1.13 PhotoelectrochemiStry 
The photophenomena at liquid/liquid interfaces is another novel area which 
has been studied recently by several groups [142-147]. Irradiation of the 
liquid/liquid interface by visible or UV light can give rise to a photocurrent or 
photopotential. This effect has been ascribed either to the photoexcited 
electron transfer between a sensitizer in one solvent phase and an electron 
acceptor in the other solvent phase or to the transfer of photochemically 
generated charged particles (ions or radical ions) across the interface. A major 
problem in the investigation of photoinduced electron transfer reactions is the 
separation of the products in order to prevent back electron transfer. 
Girault et al [142] first reported the photocurrent measurements at 
water/1,2-DCE interface in which aqueous solution contained 0.4mM 
[Ru(bpy) 3]C12 and 4mM C 7V(TPB)2 in 1,2-OCE phase. 
Marecek et al [143,144] have tried the photoinduced electron transfer in 
water/1,2-DCE and water/benzonitrile using the tris bipyridine ruthenium (II) 
complex in the aqueous phase with methyviologen, MV 2 in the aqueous, in 
which the Ru(bpy)is photooxidized and the MV 2 reduced. 
The base electrolyte ions themselves can yield a photocurrent (e.g. TPB or 
TPA5) which also have been studied by Girault et al [145]. 
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1.14 The scope of the present work 
The purpose of the present work was mainly to use new approaches to 
study the kinetics and the mechanism of charge transfer across the liquid/liquid 
interfaces, which includes the kinetics and the mechanism of ion and facilitated 
ion transfer. The new methods which have been estabilished by using 
microcomputer are chronoamperOmetrY and chronocoulOmetrv and their 
convolution techniques. The methodology for those techniques is described in 
Chapter 3. 
Chapter 4 is devoted to the investigation of the kinetics and the 
mechanisms 	of 	acetylcholine 	ion 	(Ac) 	transfer 	
across 	the 
water-sucrose/1,2DCE, water/nitrobenzene-tetraChlOrOmethae, 
water/dichloromethafle and water/1,2-dichlorObeflZefle interfaces. The rationale 
is to study one ion only but to vary the physical properties of one of the 
solvents (e.g., viscosity, dielectric constant). 
Chapter 5 focuses on the kinetics and the mechanisms of ion transfer 
facilitated by lonophores. A new terminology is being proposed for 
identification of the three possible mechanisms. The kinetics and mechanism of 
sodium and potassium transfer across water/1,2-DCE interface facilitated by 
DB18C6 has been discussed in detail based on voltammetric and 
chronocoulometric data. The ratio of diffusion coefficients of ionophore and its 
complexed ion in the organic phase has been evaluated by using micropipette 
techniques. This can give a clear picture of the currents of facilitated transfer 
increasing with the concentration of the free ionophore. The competitive 
transfer of lithium and proton in a suitable pH region across the water/1,2DCE 
interface facilitated by ETH1810 has also been studied. The potassium transfer 
across the water/1,2-DCE interface facilitated by a long chain crown ether has 
been investigated in detail by using various methods. One facilitated transfer 
wave and one adsorption wave have been observed. 
Chapter 6 describes how we can use double step potential 
chronocoulometry to study the adsorption of the large molecule (HDS) on the 
water/1,2-DCE interface. 
Finally, chapter 7 shows a simple method which can be used to evaluate 
the half wave potential of the limiting species of potential windows. This is 
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specially useful for calculation of the Gibbs energies of small and very big 
species which are very difficult to get by other approaches. 
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Chapter Two 
FUNDAMENTAL CONCEPTS OF ELECTROCHEMISTRY 
AT LIQUID/LIQUID INTERFACES 
2.1 Equilibrium conditions and the Nernst potential 
When two electrically conducting phases w (water) and o (organic) are in 
contact, the partition of the charge carriers (electron and ions) between the 
two adjoining phases occurs because of the difference in energy of the carriers 
in both phases. Thus, an interfacial region is built up. Inside the interfacial 
region, the electrical field strength differs from zero and an electrical Galvani 
potential difference '4=4" -° is established across the interface. In the 
case of metallic electrode/electrolyte solution interface, the region of excess 
charge at the interface consists of electron (or holes) on the metallic side and 
of ions on the electrolyte side. In the case of an interface between two 
immiscible electrolyte solutions (ITIES), both excess charge regions are formed 
by ions, anions on one side, cations on the other. As a whole, in any case, the 
interfacial region should be electrically neutral. 
In general at liquid/liquid interfaces, there are two types of charge partition 
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[155]: 
the transfer of an ion Mz with the charge number z from the phase w 
to the phase o and the reverse: 
Mz(w) 	- Mz(o)  
the electron transfer between a redox couple 01/111 in the phase w 
and a redox couple 02/112 in the phase o, which can be represented as: 
01(w)+112(o) 	- R1(w)+02(0) 	 (2.1.2) 
Each of these two heterogeneous charge transfer reactions may be coupled 
to a series of the homogeneous chemical reactions inside the phase w and 0 
or heterogeneous reaction occurring at the interfacial region (e.g., ion-pair 
formation), so that the interfacial charge transfer may be rather complicated. 
As an example, the transfer of an ion M facilitated by complex formation with 
a ligand L at liquid/liquid interface may be written as: 
M(w) +L(o) 	ML(o) 
	
(2.1.3) 
The conditions for the liquid-liquid equilibrium are that their electrochemical 
potentials are equal, i.e., 





O,wM +RTlnc 	+ZF 	 (2.1.5) 
and 
- O,o 50M -PM +RTlnct 	+zF4° 	 (2.1.6) 
where p, a m and 4 are standard chemical potentials, activities of M and 
inner electrical potentials in water (w) and organic (0) phases, respectively. 
The equilibrium potential difference t2'4 °  is obtained by combination of the 
above equations, and is as follows: 
A'4 ...4W 	... 4O 
= ( p O - OW )/zF +(RT/zF)l n(a,/ct) 
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=a1'4 +(RT/zF)ln(ct/ct) 	 (2.1.7) 
Equation 2.1.7 is analogous to the Nernst equation for electrode potential, 
and 44 is called the standard transfer potential. 
Liquid/liquid interfaces have been classified into the ideal-polarized 
interface and the non-polarized interface [20,23,59]. 
Let us first discuss the system in which a strongly hydrophilic 1:1 
electrolyte B 1 A1 is dissolved in water (e.g., LiCI in water) and a strongly 
hydrophobic 1:1 electrolyte B 2A2 is dissolved in the organic solvent (e.g., 
TBATPB in NB), as shown in Cell 2.1. 
r1/B1A1(w)//B2A2(o)/r2 	 Cell 2.1 
where r 1  and r2 represent the reference electrodes which are reversible to 
either cation (131 or 132) or anion (A1 or A2). The situation is described by the 
following equations: 
A'41 >>0 	and 	2 >> 	 (2.1.8) 
ó o 4 82<<0 	and A 11 <<0 	 (2.1.9) 
It has been shown by Koryta [20,23] that for this case, there exists a range 
of potential difference in which A'4 is controlled rather by the electrical charge 
in the double layer than by the ion activities. This situation is completely 
analogous to that of an ideal-polarized metal/electrolyte solution interface. We 
call this case the ideal-polarized liquid/liquid interface. 
Let us discuss another case shown in Cell 2.2. 
r 1 /B3A1 (w)//B 342(o)/r2 
	
Cell 2.2 
Both phases have a common ion B3 which is transferable across this 
interface, however the transfer of the ion A 1  from w to o and that of ion A2 in 
the opposite direction are negligible in the potential window. The system is 
described by the following equations: 
A'4, <<0 	and L'42 	>>0 (2.1.10) 
AO41 << A,30.3 << AW142  
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Under these conditions the electrical potential difference between w and 0 
is determined practically only by the activities of ion B3 in both phases 
according to eqn.(2.1.12), if the concentrations of the ion B3 in both phases 
have suitable values. 
A' 	 +(RT/zB3F)lfl(Q3/'3) 	
(2.1.12) 
We call this case the non-polarized liquid/liquid interface. 
Usually we study the charge transfer across the ideal-polarized liquid/liquid 
interface and use the non-polarized liquid/liquid interface as a reference 
electrode. 
Figure 2.1 shows schematically a liquid/liquid interface at equlibrium under 
an externally applied potential at the interface compared to the similar situation 
at the boundary electrolyte-electrode. 
2.2 Single ion Gibbs energy of transfer 
The supporting electrolytes in both phases contain ions whose electrode 
reactions or charge transfer reactions occur at such high or low potentials, so 
that a sufficiently wide potential range (we call this the potential window) will 
be formed. 
The standard Galvani potential difference between the two phases can be 
further written as: 
A'40 	
_( 	w..Ojo )/zF 	 (2.2.1) 
where AG/ 0  is the standard single ion Gibbs energy of transfer from tr 
water to oil. However, this quantity, in contrast to the electrolyte as a whole, is 
not amenable to a direct measurement. In order to make possible its 
quantitative determination, some kind of extra-thermodynamic assumptions 
must be made. So far, as pointed out by Girault and Schiffrin [14] there are at 


























Figure 2.1 The ideally polarized interface between two immiscible electrolyte 
solutions is compared with an ideally polarized interface of 
metallic electrode/electrolyte solution when the both interfaces 
are charged from an external source. 
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commonly used is the "TATB assumptiofl stating that the cation and the anion 
of tetraphenylarSoflium tetraphenylbOrate (TPAsTPB) have equal standard 
Gibbs transfer energies for any pair of solvent [20,231. 
That is, 
O.wo 	




On the basis of this assumption a scale for standard Gibbs energies of 
transfer of individual ions from one solvent to another can be obtained using 
standard Gibbs energies of transfer of a salt which is calculated from partition 
coefficients. Similarly, the standard electric potential difference for individual 
ions between the phases w and o can be evaluated from eqn.(2.2.1). 
Girault and Schiffrin [156] have proposed another way to define the 
absolute potential scale by using the potential of zero charge (PZC) as the 
absolute zero point. This assumption has been verified by several groups using 
different methods [42,113,157,158]. 
It should be noticed that the standard Gibbs transfer energy data commonly 
used are related to iOn transfer between mutually saturated solvents (known as 
the Gibbs energy of partition), which are different from the data for transfer 
between pure solvents (known as the Gibbs energy of transfer). Both these 
values only agree well with each other in the case when the ion transferred 
from water to an organic solvent is piactically not hydrated by water present in 
that solvent [14]. 
Updated lists of the values of standard Gibbs energies of transfer for 
different individual ions are given in the Appendix I. 
More values can be found in a recent data survey of Gibbs energy of ion 
transfer for 57 different solvents published by IUPAC [159]. 
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2.3 Solvation of Ion 
It is essentially important for us to understand the behaviour of charge 
carriers (ion or electron) in the solutions if we want to further study the 
thermodynamics and kinetics of charge transfer across the liquid/liquid 
interfaces. 
The Gibbs energy of transfer of ions is the key concept related to the 
electrochemistry of charge transfer across the liquid/liquid interfaces. Although 
in recent years there has been a great deal of interest in the experimental 
determination of standard Gibbs energy of transfer [32,48,17,53,47,65,160164], 
the amount of data for ionic standard Gibbs energy for ion transfer or partition 
is still rather limited. On the other hand, standard Gibbs energies of solvation 
of a wide range of ionic species, have been measured for very commonly used 
solvents such as water or methanol. Hence, the possibility of calculation of the 
standard Gibbs energy of solvation of an ion in an organic solvent using a 
simple model would permit prediction of the Gibbs energy of transfer from 
water to this solvent [68,165]. 
Solvation is mainly the study of the ion-solvent interaction. The term 
solvation means that the sum of all structural and energy changes occurring in 
the system when ions pass from the gaseous phase into the solution. The 
standard Gibbs energy of solvation AG O  can be split into an electrical 
contribution, AGO , and a neutral contribution AG O defined as the Gibbs energy 
of solvation of a non-polar gaseous solute of the same size as the ion 
considered, i.e., 
AG2 =G +G 	 (2.3.1) 
If we know the value of AG os  from eqn.(2.3.1), and the standard Gibbs 
energy of hydration of ion in water (G), the standard Gibbs energy of transfer 
of this ion can be easily worked out by the following equation, 
tG r LG -G h 	 (2.3.2) 
The neutral term in eqn.(2.3.1) can be calculated by using the following 
equation when the radius .(r) of considered ion is smaller than 300 pm 
[166-170], 
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AGO =mr+c 	 (2.3.3) 
where m and c are constants of the studied solvents. If r is bigger than 
300 pm, theAG O  can be obtained using the data collected by Abraham 
[165-170] based on the solution of alkanes in non-aqueous solvents. 
There are several models which have been developed for the calculation of 
the electric term of the solvation energy in eqn.(2.3.1) [68,171-172]. 
The first model was proposed by Born in 1920 [1711. It is a very crude and 
approximate model for ion-solvent interaction. When an ion is viewed as a rigid 
sphere (of radius r) bearing a charge ze0 (e0 is the electronic charge), and the 
solvent is taken to be a structureless continuum with a constant dielectric 
constant (0) 
The solvation energy (its electric term) is given by, 
acG°(B0) =-(ze/8IT c0r)(1 _l/Ca) 	 (2.3.4) 
where CO is the permittivity of the vacuum. We call this equation the Born 
equation. 
The solvation energies calculated by the Born equation differ significantly 
from the experimental values (it gives too negative values) [1721. Obviously, 
the Born theory requires improvement as it only includes two experimental 
parameters, the ionic radius and the dielectric permittivity. 
Relevant considerations for improving the Born theory stem from both of 
these parameters. Upon comparison between experimental data and that 
calculafed from the Born equation, in which the radius chosen is the 
crystallographic radius and c the average dielectric constant of the solvent. Of 
course, one can adjust arbitrarily the values of the radii to differ from the 
crystallographic radii and then obtain better fit between theory and experiment. 
As shown in Figures 2.2 and 2.3, the discrepancy between the calculated and 
observed values can be "removed" by addition of 850 pm to the radii of the 
positive and 100 pm to those of the negative ions [1721. However, one has to 
give a theory to explain where the magic numbers of 850 pm and 100 pm 
come from. This practical difficulty is confirmed by the existence of at least 4 
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Figure 2.2 Experimental heats of ion-water interactions do not 






Reciprocal of "corrected" ionic radius 
(IN A) 
Figure 2.3 By adding 0.85 and 0.1 A to the crystallographic radii of positive 
and negative ions, respectively, the calculated Born free 
energies of ion-water interactions vary inversely with the 
corrected ionic radii. 
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There are several ways to improve the Born theory which have been 
proposed, such as taking into account the dielectric saturation of the solvent in 
the ion field or the non-linear dielectric effects. However, as pointed out by 
Volkov et al [68], dielectric saturation makes an appreciable contribution to the 
electrostatic solvation energy only for very small ions. 
The simplest way so far for predicting the solvation energy of ions is the 
method of Abraham and Liszi [165-170]. Based on the observation that organic 
solvents are not very structured, a one-layer-continuum model has been 
considered, in which an ion of crystallographic radius r and the dielectric 
constant of unity is surrounded by a layer of solvent of thickness b-r and 
dielectric constant c1, and immersed in a bulk solvent of dielectric constant Co. 
The electric term is then given by the following equation, 
AG O =N(ze) 2/8IT c 0[(1/c1-1 )(1/r- 1/b)+(1/c0-1)1/b] 	 (2.3.5) 
The thickness of the solvent layer b-r was taken as equal to the radius of 
the solvent molecule, and the dielectric constant cl of this solvent layer is 
taken to be equal to 2 for all organic solvents. Abraham and Liszi have shown 
that a good agreement between the calorimetric data and the results obtained 
by their theory was observed for many organic solvents. 
2.4 Interfacial structure and the ion transfer mechanism 
The distribution of the electrical potential in the interfacial region is related 
to the structure of this interface. Although charge transfer across liquid/liquid 
interfaces has been studied experimentally using modern electrochemical 
methodology, the interpretation of the results has not yet allowed a complete 
understanding of the kinetic mechanism. This is due to the fact that any 
theoretical approach of charge transfer kinetics across the liquid/liquid interface 
is mainly dependent upon the physical model of the interface considered. It 
should be pointed out here that the mechanism and kinetics of charge transfer 
are still a matter to be discussed. The two most commonly used models will be 
described below. 
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2.4.1 MVN MODEL 
The first model of interfacial structure was introduced by Verwey and 
Niessen (VN) [5]. The interfacial structure was represented by a space charge 
region in each phase, one containing an excess of the positive charge and the 
other an equal excess of the negative charge. The space charge distribution 
was described by the Gouy- Chapman theory [12,173]. Gavach et al [12] in 1977 
proposed a modified version of this model assuming the presence of an 
ion-free layer composed of orientated solvent molecules separating two diffuse 
layers, as shown in Figure 2.4. 
In this Modified Verwey-Niessefl model (MVN), the Galvani potential 
difference 	splits into three components: 
AW 00 = = '+ 4 -I (2.4.1) 
where=4(x') - 4(x2) is the potential difference across the inner layer 
and4 = 4(x)- ° or x -4" are the potential difference across the 
diffuse layers in the phases o or w, respectively. 
The variation of d4/dx in each diffuse layer is given by the classical 
Poisson-Boltzmanfl equation, which in the case of a 1:1 electrolyte is: 
Idq\ 	 iiii 
= ± J-- sinh 	
- 	 (2.4.2) 
Since the model assumes the existence of a physical barrier between the 
two phases, it is possible to define the charge of the diffuse layer by 
o = ± J8RTcc sinh 	 - se)] 
	
(2.4.3) 















Figure 2.4 Modified Verwey—Niessen model of an ITIES. xrand 
4 are positions of ions in planes of closest approach 
(outer Helmholtz planes) to the hypothetical plane of contact in 
the phase w or o, respectively. 
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and 
o ( t)  
W(d ~ ) 
x2 	
w £ dx x= 
= £ dx (2.4.4) 
sinh[F(2W 
- q')/2RT] - 
F~V~  sinh[F(2° - 	 0 )/2RT ] - 	 £ c 
(2.4.5) 
from eqn.(2.4.5), the potential drop in each diffuse layer can be calculated as 
a function of the difference 	 Furthermore, the potential drop in the 
inner layer (4 	- c) is represented by, 
F(c12° - 	 O) 
tanh = 2RT 
JE-W 
 c 
- 	a  srnh[F(L' 4 
- 14.)/2RT] 
Iww c cosh[F( Aw - c.)/2RT] +/ °c ° 
OL 
(2.4.6) 
It can be noticed that eqn.(2.4.4) expresses the continuity of the electrical 
displacement on both sides of the inner layer. 
Using eqn.(2.4.6), it is therefore possible to illustrate the potential 
distribution at a liquid/liquid interface. 
In the absence of specific adsorption in the inner layer, the double layer 
capacity C can be represented as a series combination of the inner layer 
capacity C i  and the diffuse layer capacities C2 0 and C2 
C_i =d(4_4 0)/da=C 	+c 0 +c;', 	 (2.4.7) 
The usual way to test the Gouy-Chapman model is to compare the diffuse 
layer capacitance calculated from 
do 2FC  
= d( - 	
= ± RT 	I 
Cosh 2
RT 2 - 	 (2.4.8) 
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wkexperimental values. Several groups have devoted a lot of attention to test 
these equations [42,113,157,173-176] and have shown that the model albeit 
simple accounts quite well for the data in the case of dilute solutions. 
Based on the similarity of the chronopotentiograms for ion transfer across 
liquid/liquid interfaces with those for electron transfer electrode/eleCtrOlYte 
system, the first kinetic theory of ion transfer proposed by Gavach [10] was a 
transposition of the theory usually employed to quantify electron transfer 
reactions on a metallic electrode. 
Later on, Gavach et al [13] found that further chronopotentiometriC 
investigations did not confirm ion transfer current-voltage characteristics 
following a Butler-Volmer relationship. They extended their theory based on the 
MVN model and used Frumkin correction for each phase. Following that route, 
Samec et al [55,155,173] developed further the approach. Here we introduce the 
updated stage of this theory. 
The rate constants, kwo and k ° 	, for the transfer of an ion Mz  (z is 
the charge number) from water to the organic phase or the reverse, 
respectively (See reaction (2.1.1)), are defined by the equation 
vo kWO C 	- k° Cq 	 (2.4.9) 
where v0 is the reaction rate (i.e., the number of moles of Mz transferred 
through the unit area of the interface in unit time from phase w to phase o) 
and theC o and C are the concentrations of the reactant and the product at 
the interface outside the electrical double layer. 
The rate constants are related to each other through the equation [1021 
k' ° =k° 	expzF 	-'4 0 )/RT}k0 	exp(-G/RT) 
(2.4.10) 
where 	is the potential and L'4 	is the formal potential of the ion 
transfer reaction and AGO is the apparent reaction Gibbs energy of eqn.(2.1.1). 
In general, the rate constant k can depend on the potential, Awo 4 and in order to 




0 ) =k0 	(AW4,WO) 
(2.4.11) 
and the apparent charge transfer coefficient, a 8pp 
aapp = (RT/zF)(dInkvl 0 /dA'4) 	- 	 (2.4.12) 
The simple three-step mechanism for charge transfer reaction could be 
considered [13,102] as a first approximation. 
last 	 slow 	 last x: (w,bulk) # X:(w ,OHp) r (o,OHP) X (o,bulk) 	
(2.4.13) 
The charge transfer across the inner layer from the aqueous to the organic 
phases can be characterized by the so-called "true rate constant", k' ° 
wo i kwo =k - 	g! w2 ) 	 (2.4.14) 
where g(X ) is the distribution function of the ion at the OHP on the 
aqueous side of the interface which is a Frumkin-type correction. It is hard to 
evaluate the ion distribution function. However, at low electrolyte 
concentrations, the substitution of the mean electrostatic potential for the 
potential of the mean force appears to be a plausible approximation, i.e., 
g(x 	= exp(-zF4'/RT) 	 (2.4.15) 
where 4' is the potential difference between the OHP and the bulk of the 
aqueous phase. According to the Gouy-Chapmafl theory, the 4' can be 
calculated from the surface charge density, aW on the aqueous side of the 
interface (See eqn.(2.4.3)). The surface charge density can be evaluated by 
integration of the interfacial capacitance versus potential plot (174]. 
If the dependence of k' ° on the potential differencehsr&f,the above 
equations can be used to explain the effect of the double layer on the apparent 
rate constant. In particular, when the electrical part of the ion Gibbs energy 
change across the inner layer AG t (real energy) is negligible. 
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AGt =AG - zF4 =-zF(+ -A'4 °) 	 (2.4.16) 
One can expect that the true rate constant k t depends very little on the 
potential A'4 and the apparent charge transfer coefficient. 
2.4.2 OS Model 
Girault and Schiffrin [105] have proposed a new model explaining the 
interfacial structure according to surface tension [29] and capacitance 
measurements [173] which have given access to important interfacial quantities 
such as surface excess concentrations and have shown that there is no inner 
layer of orientated solvent molecules and consequently no interfacial potential 
drop [58,105-106]. They suggested that the interface could be regarded as a 
mixed solvent layer, no more than two or three molecular diameter thickness. 
The model is illustrated in Figure 2.5 which shows that the penetration of the 
ions in the interfacial region depends on their hydrophobicity or hydrophilicity. 
Hydrophilic ion like sodium or chloride tends not to enter the interfacial region 
as shown by positive excess concentration of water [58]. On the other hand, at 
the interface between two electrolytes having a common hydrophobic cation 
(eg., TBACl/TBATPB), this cation will freely penetrate the interface to such an 
extent as to be specifically adsorbed [58]. It is expected that the variation of 
standard chemical potential which represents the Gibbs energy of transfer 
takes place within this mixed solvent layer. 
In 1985, Girault and Schiffrin [105] proposed a new formalism for ion 
transfer kinetics at the ITIES on the basis of their mixed solvent layer model. 
Starting from the fact that ion transfer is a transport process and not a 
chemical reaction, they applied Stearn-Eyring [109] activated state theory for 
diffusion and migration to the ion transfer process. According to their new 
model, the variation of standard ionic chemical potential is monotOfliC within 
the interface. The only difference with a diffusion-migration process is the 
presence of the Gibbs energy gradient corresponding to the variation of 
standard chemical potential across the mixed solvent layer. 
Later on, Girault simplified their earlier proposed theory by regarding ion 
transfer to be a rate limiting step having a higher energy of activation than in 
the bulk [106]. It can be seen that the activation energy in the bulk has been 





Figure 2.5 Mixed solvent layer model at a polarizable (a) and unpolarizable (b) 
water/1,2-DCE interface. System (a): KCl/TBATPB. System (b): 
TBACl/TBATPB. Radii taken from ref.[165] (See Ref.[581). 
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transfer between immiscible liquids. The main difference between this approach 
and that considering ion transfer as a chemical reaction (i.e., use MVN model) 
[106] is that the location of the activated step is not linked to any model of the 
interface but more importantly that the activated step does not necessarily 
involve a full change of solvation. 
Gurevich and Kharkhats [107] also considered ion transfer as a transport 
phenomenon, used a stochastic approach based on the Langevin equation of 
motion. They also concluded the existence of an activated step and attempted 
to predict the effect of the applied potential on the shape of the activation 
energy barrier. Using this model, the activation energy for the transfer of 
tetraalkylammofliUm ions across the W/NB interface was found to be between 
20 and 30 KJmoi 1 [107-108]. 
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Chapter Three 
METHODOLOGY AND THEORETICAL BACKGROUND 
3.1 ChronoamperOmetrV and ChronocoulometrV 
Although several electrochemiCal techniques have been developed to study 
charge (ion and electron) transfer across the liquid/liquid interface 
(chronopotentiometrY, cyclic voltammetry, •current scan polarography, a.c 
impedance, chronoamperometry etc. as mentioned in Chapter One 
[11,15-16,26-28,30,39-421), further development of experimental techniques in 
this field seems highly desirable. Anson and co-workers [177] have developed 
and popularised chronocoulometry to study the kinetics of electron transfer 
reactions and adsorption of some electro-actiVe species at the interface 
between a conducting (usually solid) electrode and electrolyte solutions (usually 
liquids). However this technique has not been used so far to investigate the 
charge transfer across the liquid/liquid interface. In this work, we have 
developed a system in which a microcomputer (BBC master) was used to 
control a potentiostat (and zerostat) and implement double potential step 
chronoamperometry and chronocoulometrY. FerroceneCarbOXVlic acid and 
potassium ferricvanide were used to verify the measurement system and the 
results were compatible with theory. 
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3.1.1 Theory 
There are two kinds of response of an electrochemical system to a 
potential step perturbation which are frequently monitored: (1) the current as a 
function of time Chronoamperometrv and (2) the charge as a function of time 
Chronocoulometry. Usually a step from a potential E1 ( position 1 in Figure 
3.1.1a) where there is no electrochemical reaction, to position 2 (or 3,4,5) where 
the electrochemical reaction occurs. In the case of the double step potential 
chronoamperOmetry or chronocoulometry, the potentials return to E1 after a 
time t=r. For the kinetic study, the common choice of the potential E2 is from 
2 to 4 which corresponds to kinetic controlled reactions, whereas for the 
adsorption investigation, the potential E2 should be at about 4 or 5 which 
corresponds to the diffusion controlled regions [178]. 
These two methods offer essentially the same information, since the 
difference between them lies principally in the way of acquisition and treatment 
of the data. However the latter was developed by Anson et.al  in the middle of 
the 1960s [177,179-182] and is widely used in place of the former mode 
because it has certain advantages: (1) the charge is the integration of the 
current and it retains information at long times about the value of the current 
at short times. It therefore also offers a better signal-to-noise ratio than the 
early time results. (2) the relation between charge and time is applicable over a 
long time range (perhaps 2500 times as long as the range for i vs. t 112 plots) 
and this permits rate constants at least one order of magnitude greater to be 
determined from charge rather than from current measurement. (3) contribution 
to the total charge from double layer charging and from adsorption can be 
distinguished from that due to faradaic processes. 
The principle of chronocoulometry for investigation of the kinetics and the 
adsorption processes will be described below separately. 
Let us firstly consider, for example, the case of a reversible electron 
transfer reaction having an equilibrium potential E 0 , 
kf 
0 +ze.., (3.1.1) 
kb  
The experiment involves a step at t=O from an initial potential where 
electrolysis does not occur, to a potential E where it does (See Figure 3.1.1, 






0 	 t 
 
E 
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t 
 
Figure 3.1.1 Schematic diagrams for simple (b) and double 
step potential (c) chronoamperometry. 
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application of a potential step can be written as following [183] 
= Kexp(y2)erfc(y) 
where 
K=ZFA(kfC ox kbC red) 
V = Ht 1 





in eqn.(3.1.2), K represents the net current in the absence of concentration 
polarisation expressed as the difference between a cathodic and anodic 
component. The (exp(y 2)erfc(y)) term corrects for concentration polarisation. 
Considering a situation in which only an initial concentration of oxidant, C O3 , 
is present, but no reductant. Let us assume that the magnitude of the potential 
step is significant to cause the reduction (reaction 3.1.1) to proceed at a 
measurable rate and that the reduced species formed is free to diffuse away 
from the electrode (no adsorption). Under these conditions, eqn.(3.1.3) becomes 
K = zFAkfC O 
To calculate the charge passed, we integrate eqn.(3.1.2) with respect to time 
Q 	idt =5 Kexp(y2)erfc(y)dt 	 (3.1.6) 
Combination of eqn.(3.1.4), eqn.(3.1.6) leads to 
Q = 2K/Hj yexp(y2)erfc(y)dy 	 (3.1.7) 
Hence, 
Q = K/H 2 [exp(y2)erfc(y) +2Ht 1 "2/7r 1 "2 -1] 	 (3.1.8) 
For Ht 112  > 5, the first term in the brackets is negligible with respect to the 
others, hence eqn.(3.1.8) takes the limiting form, 
a = K[2t 1 "2 /H1T 112 -1/H 21 	 (3.1.9) 
A plot of this faradaic charge Q vs. t 1 "2  should therefore be linear and 
display a positive intercept on the t 112-axis (t"2 ) such as: 
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H = 71 12/2t 2 	 (3.1.10) 
Now it is easy to evalucjtQ.kf. As pointed out by Christie et al [183], the lower 
time limit for the application of eqn.(3.1.9) is some 2500 times as great as the 
upper limit of time at which kinetic parameters may be determined using 
chronoamperOmetrY. This makes chronocoulOmetry somewhat easier to apply 
and should allow the investigation of somewhat faster reactions. 
It should be noticed from eqn.(3.1.5) that for step such that E < E0  the first 
term is dominant while for E > E0  the second is dominant. This means that H 
must pass through a minimum near E 0. If we further assume that the standard 
rate constant obeys the Butler-Volmer relationship, the minimum in H is at a 
potential such that 
Emin = E0  +(RT/zF)ln(/(1 - ))  
and has a value 
Hmin = k°[(1 _)O',aD1/2 +a 1 /(1 - )D]red 
(3.1.12) 
From eqn.(3.1.5) at E=E °, 
H = k°(D 	r1/2 )/D 	D 112ox 	 (3.1.13) LI ox 
if u=0.5 the minimum is at E=E 0 and further, if D ox=D re
dD, the value at the 
minimum is 
Hmin = 2k0/0 1 "2 	 (3.1.14) 
For potentials sufficiently greater than E 0, the first term in eqn.(3.1.5) is 
negligible, i.e., 
H = (k0/D) exp[(1-a)zF(EE °)/RT] 	 (3.1.15) red 
and for potentials sufficiently smaller than E0  then the second term is 
negligible, 
H = (k°/D3 	exp[-ctzF(E-E °)/RT] 	 (3.1.16) 
A plot of ln(H) vs. (E-E °) should consist of two linear portions intersecting 
at a potential 
Ei = E0+(RTIzF)lnD ID 1 "2 	 (3.1.17) red ox 
and having a value H i at the point of intersection. 
The above equations can be transposed directly to the liquid/liquid interface 
for the reaction shown in eqn.(2.1.1). 
3.1.2 Adsorption 
ElectrochemiCal substances which are adsorbed on the electrode surface 
can be studied by means of chronocoulOmetrY. When there is no adsorption of 
the reactant and the experimental conditions are adjusted so that the faradaic 
current that flows upon application of the potential step is limited by the linear 
diffusion, i.e., the potential is we'll out on the diffusion plateau of the 
•corresponding voltammogram for the system under study (See Figures 3.1.1, 4 
or 5). The charge-time behaviour can be calculated from the integrated 
Cottrell equation [177,180,184], 
Q = 2zFAC(Dt) 1 "2/iT 1"2 	dl 	 (3.1.18) 
where Qdl is the charge consumed by the electrode-electrolyte 'double layer 
capacitance. 
From eqn.(3.1.18), plots of Q vs t" 2  are straight lines having intercepts on 
the Q-axis equal to dl•  In the absence of the specific adsorption of reactant or 
product, Qdl  can be obtained from a blank experiment performed in 
reactant-free supporting electrolyte. When reactant adsorption does occur an 
additional term must be added to eqn.(3.1.18)1 
Q = 2zFAC(Dt) 112IT1'2 	dl +zFAI' 	 (3.1.19) 
where r is the amount of adsorbed reactant in mol/cm 2. Now a plot of Q 
vs. t 112  gives an intercept on the Q-axis that exceeds the Qdl value by zFAr so 
that the value of 1' can be determined. 
However when reactant adsorption occurs, the magnitude of QdJ obtained in 
blank experiments which are performed in the absence of the adsorbable 
reactant are not rigorously applicable to eqn.(3.1.18), that is the double layer 
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capacitance should be different in the absence and presence of reactants. 
In order to solve this problems, double potential-step chronocoulOmetry is 
one of the best choices. The procedure to perform this approach can be seen 
in Figure 3.1.1. For times less than t, the charge-time relationship is given in 
eqn.(3.1.18). For times greater than t, the charge response is shown by the 
following equation (3.1.20), 
Q(t > t) = 2zFAC(D/Tr)112[t112 - (t-t) 2] 	 (3.1.20) 
there is no term in eqn.(3.1.20) corresponding to the double layer charge 
because for t > t the electrode is at the initial potential again and no net 
charging of the double layer has occurred. 
The charge at t is given, 
	
= 2zFAC(DT)"2 /11 112 	dI 	 (3.1.21) 
so that the charge following the second potential step is given by 
r Q T - Q(t>T) 	
0 	 (3.1.22) 
that is, 
r 	2ZFAC(D,'7T)1"29 + 	dI 	
(3.1.23) 
with 0= [t "2 + (t-t)
1/2  - t 1121. The absolute value of Qdl in eqn.(3.1.21) 
and (3.1.23) should be the same due to the potential being stepped between 
the same potentials, only in opposite directions. The plots of Q r vs.t 112 and 
vs.0 should have the same slope and the intercept on the Q-axis. 
If the reactant but not the product is adsorbed, the 1' can be worked out by 
the double potential-step chronocoulometry. The Q.vs. t' 12  plot will have a 
larger intercept on the Q-axis than the Q-0 plot and almost the same slope. 
The difference between the intercepts is the amount of zFAr. 
3.1.3 Electrochemical measurement 
Figure 3.1.2 gives an overall schematic picture of this system. 
The microcomputer (Turbo Master computer, Acorn/Olivetti, U.K) operates 
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A/D INTERFACE BOX 
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Figure 3.1.2 The overall schematic diagram of the measurement system of 
chronocoulometry. 
the cell-controlling instruments which consist of an electronic potentiostat and 
a zerostat (both of them are in a Faraday cage, the zerostat is only employed 
for a 4-electrode system) to impose the desired perturbation to the interface. 
This process can be done by using a DAC (digital-to-analog converter) which 
is in the interface box (12-bit interface BM148C made by Southampton 
University). At the same time the computer activates the analog-to-digital 
converter (ADC) to accept, digitize and transmit data. The current which is the 
output of the ADC and the time array are then stored on a floppy disc. The 
stored data can be simply analysed by a program which can give the plots of 
current (I) vs. time (t), charge (Q) vs. t, Q vs. t 1 "2 and Q vs. 8 as described 
above. The slopes and the intercepts of the straight lines are obtained by a 
least square method. In this system, the maximum acquisition sampling rate is 
2ms per current data point as each datum was itself the average of 7 
consecutively acquired points. This gives a resolution of 500 points per second. 
The numerical integration can be carried out to get the charge by using the 
data stored in the disc. The method to carry out the numerical integration and 
error analysis can be seen from reference [1851. Using the program, it is 
possible to analyse the plots of Q (t< t) vs. t"2 and Q (t> t) vs. 8. We can 
-evaluate some parameters about the kinetics of electron transfer on Pt or 
carbon electrodes or the charge transfer across the liquid/liquid interface and 
information on the reactants adsorbed on these interfaces. All software was 
written in BASIC and assembly language (See Appendix II). 
3.1.3.1 Experimental 
The working electrode was a platinum electrode (A0.246 cm 2) and a 
vitreous carbon electrode (A=0.283 cm 2) which were polished with alumina 
before use. Saturated calomel electrode (SCE) was used as a reference 
electrode and platinum wire as a counter electrode. Double delonised water 
was used for the preparation of aqueous solutions and all experiments were 
carried out at room temperature (15±2 0C). 
3.1.3.2 Results and discussion 
The microcomputer was programmed to step the potential of a platinum 
disc electrode from an initial potential E 1  (=0.4V), where current was negligible 
to a final potential, E2, where the reduction of Fe(CN)F occurs. After a selected 
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time, t (in this case t=0.5s), the potential was stepped back to E1. 
The 
potentials of E1 and E2 are known by using cyclic voltammetry. Figure 3.1.3 
shows the typical curves for double potential step chronoamPerometrv and the 
double potential step chronocoulometry for reduction of K 3Fe(CN)6. Figure 3.1.4 
shows the charge 0.. vs t 1 "2 and Q. vs e. 
From these curves, it can be seen that the charging current at short times 
(<O.ls) is quite important. The results of slopes and intercepts for different 
steps of forward and backward pulse are shown in Table 3.1. Obviously, the 
slopes for the forward and backward pulse are identical (within the 
experimental error ±5%). They are in good agreement with those obtained 
from theoretical equations. However the intercepts of the plots of Q-t' 12 and 
Q-6 are not equal and the difference between them is quite large. This 
probably comes from the easy contamination of the surface of platinum 
electrode by the adsorbed hydrogen or other species. 
Similarly, this set-up has been used to study the oxidation of 
ferrocenecarboxylic acid on a vitreous carbon electrode. Table 3.2 gives the 
results of different forward and backward pulses. All slopes and intercepts in 
these experiments were calculated using a least square program and neglecting 
the first 100 points (<0.2s). The error in this method was less than ±1% and 
±4% for slope and intercept calculation respectively. 
In conclusion, these experiments showed that the instrumentation and 
software developed were satisfactory and could be used to study charge 
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hgure 3 1.3 The chronoamperogram (A) and chronocoulogram (B) of reduction 
of K3Fe(CN) 5 on platinum electrode. System: 1M KCI+ 
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Figure 3.1.4 The Charge Q(t<r) vs. 0 12 (A) and Qr(t>T)  vs. e (B). 
The system is the same as shown in Figure 3.1.3. 
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TABLE 3.1 THE RESULTS FOR DOUBLE POTENTIAL STEP CHRONOCOULOMETRY 
OF K3Fe(CN)5 SYSTEM (E10.4 V) 
S 1 x10 5 S 2x105 Int 1 xlO6 Int 2x106 
(V) (forward) (backward) (forward) (backward) 
0.05 3.48 3.57 2.63 3.06 
0.07 3.44 3.48 2.29 2.99 
0.09 3.36 3.43 2.06 2.78 
0.11 3.28 3.25 1.88 2.72 
0.13 3.17 3.18 1.62 2.49 
0.15 3.09 3.11 1.19 2.21 
0.16 2.95 2.96 1.36 2.30 
0.17 2.91 2.93 1.10 2.17 
018 2.83 2.76 0.96 2.20 
0.19 2.66 2.66 0.89 2.11 
0.2 2.54 2.45 0.71 1.98 
0.21 2.32 2.21 0.74 2.08 
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TABLE 32 THE RESULTS OF DOUBLE POTENTIAL STEP CHRONOOULOMETRY 
OF OXIDATION OF FERROCENECARBOXYUC ACID E10.1V 
E2(V) 	Slopel x104 	Slope2 x104 Intercepti x105 lntercept2 x10 5 
0.37 0.933 1.01 1.02 1.14 
0.38 0.943 1.02 1.06 1.20 
0.39 0.957 1.02 1.08 1.38 
0.40 0.965 1.03 1.14 1.40 
0.41 0.969 1.05 1.24 1.45 
0.42 0.970 1.06 1.31 1.52 
0.43 0.982 1.07 1.42 1.52 
0.44 0.985 1.09 1.44 1.60 
0.45 0.986 1.11 1.53 1.61 
0.46 0.992 1.11 1.60 1.66 
0.47 0.997 1.11 1.66 1.77 
0.48 1.00 1.12 1.68 1.80 
-here 1 and 2 are the forward and backward slopes and intercepts, 
respectively. 
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3.2 Convolution Techniques of 
Chronoamperometry and Chronocoulometry 
The convolution techniques have some advantages in the evaluation of 
kinetic parameters [39,178,186]. It has been used to obtain kinetic data of the 
charge transfer across the liquid/liquid interface from cyclic voltammetry [39]. 
Oldham [186] has pointed out that semi-operation can also be employed to 
extract kinetic parameters from chronoamperometry and chronocoulometrY. In 
this section, the semi-operation techniques applied to chronoamperometrY and 
chronocoulometry are described. 
3.2.1 Theory 
We have seen above that for a potential step the current-time relationship 
is given by eqns.(3.1.2 and 3.1.5). Due to the intractability of the 
exp(H 2t)erfc(Ht 1 "2) function there exists no way in which, without prior 
knowledge of i 0  or H, the current versus time data may be replotted to give a 
linear graph. Accordingly, the standard procedure is to expand eqn.(3.1.2) and 
use either its short-time approximation [186] 
= i0-2i0H(t/7T) 112 
	
(3.2.1) 
or the asymptotic approximation 
= i0/(7rtH)112 - i0/(27r1'2H3t3"2) 	 * (3.2.2) 
valid only at long times. Eqn.(3.2.1) and (3.2.2) suffer from a loss of 
precision because the data set on which the analysis is based becomes 
restricted to the first few or the last few points. Using the results of fractional 
calculus, Oldham [186] has shown that the semi-integral (m) of a current that 
obeys eqn.(3.1.2) is 
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m = d 1 "2i/df 112 = i0/H -i0exp(H 2t)erfc(Ht 112)/H 
(3.2.3) 
and hence 
= i0-Hm 	 (3.24) 
It follows that a plot of the current i against its semi-integral should be 
linear with intercept i0 and slope -H. From measurement of the intercept and 
the slope, the kinetic data of the reaction scheme are thus calculable. In 
contrast to the data analysis based on eqns.(3.2.1) or (3.2.2), the linearization 
(3.2.4) is exact and applies at all times 0 < t < co , not just at short or long 
times. 
The algorithm for evaluation of m [186] is 
mj = (A/7T)1"2Ca1J1"2 -irJb_1/2 








b = (i-i +1)I((J+1) 112-i"2) 
	
(3.2.7) 
A is a time increment between adjacent points, i i the jth current value. J is 
the Jth m value. Note that the algorithm uses the current values i1, i2 ...... 
and i j to calculate m j, but m0 and m are not calculable. 
Similarly, for chronocoulometry we have 
m/t 1 "2 = 2i 0 /1T "2 -Hq/t 112 
	
(3.2.8) 
demonstrating that a plot of mf 2 vs. qt 2  should be linear with a slope 
-H and an intercept of 2i 0/lT 12 . 
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To implement this procedure requires the generation of a set of m data 
from the experimental q data. This can be accomplished by use of the 
semi-differentations algorithm [186]. 




= (20+ 1) 1 "2q 1-2j 112q+1  )/((j+ 1)-j1 /2) 
	
(3.2.10) 
B1 = (1.5q/j_1.5q+/(j+1)/((i+1)1/2i1"2) 	 (3.2.11) 
The related 	parameters can 	be 	calculated from 	the 	original 
chronoamperometric data stored in the floppy disc by using programs which 
were written in BASIC (See Appendix II). 
3.3 Cyclic Voltammetry 
The cyclic voltammetric technique was first introduced by Matheson and 
Nichols in 1938 [187] and was described theoretically by Randles [188] and 
Sevcik [189] ten years later. Since then this technique has been increasing 
rapidly in popularity, not only as a means of obtaining a quick "electrochemical 
spectrum" of a charge transfer system, but also as a method for the detailed 
examination of reaction mechanisms. 
As pointed out previously, the main difference practically between 
liquid/liquid interfaces and the metallic electrode/electrolyte interfaces is that 
the iR drop for the former case is quite large. After Samec et al [15-16] 
successfully employed a four-electrode potentiostat with iR drop compensation, 
cyclic voltammetry became one of the most useful and powerful techniques for 
the investigation of charge transfer across the liquid/liquid interface. 
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Because the mass transport equations for ion transfer are analogous to 
those for electron transfer, the Randles-Sevcik equation can be used, i.e., 
i = 0.4463zFAC(zF/RT) 112D 112 V 112 
	
(3.3.1) 
and the relationship between the half wave potential and standard potential 
is: 
41/2 
= A:'4° +(RT/ZF)ln(yoDvu/ywDo) 	 (3.12) 
From the above two equations, we know that cyclic voltammetry is a good 
technique to evaluate the diffusion coefficients of the ions which are being 
transferred together with the standard potential and therefore the Gibbs energy 
of transfer. 
To record a cyclic voltammogram, it is necessary to be sure that the iR 
compensation is correct. Usually there are several ways which can be used for 
this purpose. For example, if we know the transfer process is a reversible or 
pseudo-reversible one, the easy way is to control the peak potential separation 
at about 59 mV/z at 25 0C, another way may be to use an oscilloscope to 
control the iR drop compensation before the oscillation occurs [1531. 
3.4 Experimental Techniques 
3.4.1 Large planar ITIES 
For all experiments at a large planar ITIES, a four electrode system was 
employed. The design of cell used is shown in Figure 3.4.1 with the interfacial 
area being equal to 1.2 cm 2. The interface was not fully planar and with some 
curvature due to surface tension effect. The position of the interface is 
adjusted close to the organic and aqueous reference Luggin capillaries in order 
to minimize the effect of iR drop in both phases. Two counter electrodes made 
of platinum (wire or plate) are used for passing the current. 
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For voltammetric experiments the potential difference between the two 
phases is controlled or monitored by a 4-electrode potentiostatiC system. The 
system consists of a normal three electrode potentiostat (Southampton 
University) and a laboratory built zerostat [190] (See Figure 3.4.2). The reference 
and the counter electrode terminals of the potentiostat were connected to the 
organic phase and the zerostat terminals to the aqueous phase. The zerostat 
can be used in one of two modes, either to control the interfacial current and 
measure the potential difference across the interface using the tV facility, or to 
measure current while controlling the potential difference. In the former case a 
resistor is placed between the reference and working electrode terminals on 
the potentiostat, the organic and aqueous reference electrodes are connected 
to the RE1 and RE2 zerostat terminals respectively and a suitable potential 
waveform is applied to the potentiostat voltage input. Experiments were usually 
performed by using a controlled potential between the two reference 
electrodes and measurement of the current between the two counter 
electrodes. In this case the aqueous reference and counter electrode are 
connected to the RE2 and CE2 terminals of zerostat. 
The controlled potential program is supplied by a PPR1 waveform generator 
(Hi-Tek, U.K) or a VA-Scanner E612 (Metrohm). The potential and current 
signals were monitored on a X-Y recorder (Advance Bryans Instruments, Series 
60,000) or an Oscilloscope (Gould 1425). 
For chronoamperometric and chronocoulometric experiments, the same 
potentiostat/zerostat system was used. The only difference with cyclic 
voltammetric experiments is that the potential pulse is supplied by a 
BBC-master microcomputer via a 12 bit DAC and the signals were recorded via 
a 12 bit ADC in the computer on a floppy disc. The data can be analysed later 
by using various programs which have been written using BASIC. 
For all experiments the electrochemical cell and the potentiostat/zerOstat 
were put within a grounded Faraday cage in order to avoid any noise from 
outside. All the experiments were carried out under a circulating thermostated 
bath with ±0.2 0C error. 
3.4.2 Micro-ITIES 
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Figure 3.4.1 Schematic diagram of the 4-electrode cell used 	Figure 3.4.3 Two electrode cell used for micropipette 
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Figure 3.4.2 Schematic diagram of a 4-electrode potentiostat. 
mm i.d., Clark Electromedical Instruments, Reading, England) pulled twice with a 
vertical pipette puller (Kopf 720, Tujunga, U.S.A). The puller was controlled to 
provide a pipette with a short shank and a fine needle. The pipette was then 
filled with the aqueous phase by back filling with a syringe and a very fine 
needle. A two electrode system was used for recording the voltammOgramS 
(See Figure 3.4.3). It is reasonable to carry out this and not change the 
potential of the reference electrodes due to the very small currents which are 
being passed. The electrochemical cell consisted of a glass U-tube which 
contains the organic reference solution in contact with the organic phase. The 
organic phase was covered with a little layer of aqueous to limit any 
evaporation of the organic solvent during the experiment. The micropipette 
which contains the aqueous phase was then immersed in the organic phase. 
The tip of the pipette should be as close as possible to the interface between 
the organic phase and the reference phase in order to minimize the iR drop 
from both phases. The gap between them was usually less than 1 mm. The tip 
was monitored with a zoom microscope (Olympus, SZH, maximum magnification 
384x) together with a colour video attachment (Sony CCD camera, DXC-102) 
during the experiment in order to ensure that the interface remains located at 
the tip of the pipette. The microscope (Vickers Instruments) with specific 
calibration scale was used to measure the radius of the tip. 
The potential waveform was controlled by a PPR1 waveform generator and 
current was measured by a battery powered current follower based on a high-
input impedence FET operational amplifier (Burr Brown OAP 104). For these 
micro-ITIES studies the phase within the pipette was held at virtual zero, with 
respect to the bulk phase, normally the organic phase and the potential 
difference is quoted as the organic phase with respect to the aqueous phase, 
i.e., A,4. This is the opposite to that used for large ITIES, this is due to the 
potentiostat used for large ITIES inverting the potential which is input. 
3.4.3 Reference electrodes 
The reference electrodes employed were Ag/AgCI, Ag/A92SO4 and a 
saturated calomel electrode (SCE). 
The silver/silver salt reference electrodes were all made in similar manner. 
That is electrolysis of silver wire (99.99%, Goodfellow, England) in aqueous 
solutions of NaCl, Li2SO4  plus a small amount of HCI and H2SO4 for Ag/AgCI 
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and Ag/A92SO4 respectively. For micro-ITIES studies, 125 1.Im diameter silver 
wire was used and for other experiments 0.5mm wire was employed. 
3.4.4 Measurement of potential of zero charge (PZC) 
The potential of zero charge is defined by 
apzc = (az)) 	
T 	
0 	 (3.4.1) 
sa1t' 
where QPZC is the extensive electrical variable of the interface. For an ideally 
polarized interface, the Galvani potential difference at the potential of zero 
charge (PZC) has a unique value. As shown in ref.[14], the Galvani potential 
difference between the two phases w and o, A, can be divided into a dipolar 
contribution g' (dip) arising only from solvent molecule orientation and an ionic 
contribution g' (ion) associated with the ionic charges in the interphase, i.e., 
= g"(ion) + g'(dip) 	 (3.4.2) 
In the absence of specific adsorption, the ionic contribution to the Galvani 
potential difference, g'(ion), is equal to zero at this potential and therefore 
Awo~ pzc = g'(dip) 	 (3.4.3) 
The PZC is a readily accessible quantity which can be measured by using 
several approaches. However, a streaming electrolVte electrode method, as 
proposed by Girault and Schiffrin [156], is one of the most accurate and the 
simplest way. The principle of the streaming electrode is that no charge can 
be accumulated at the interface since its area is increased continuously. Figure 
3.4.4 shows the cell used to measure PZC which is the same to that shown in 
ref.[ 1561. 
The measurement of the PZC can give an insight into the structure of the 
interface since it offers an estimate ot. g' (dip). 
3.4.5 Chemicals 
The following chemicals were used as supplied: 




Figure 3.4.4 Diagram of the cell used for the measurement of the potential 
of zero charge for an ITIES. (a)Aqueous solution;(b)organic 
solution;(c)organic reference solution. (1)Jacketed aqueous 
solution reservoir;(2)notrogen pressure in let;(3)saturated 
calomel reference electrodes separated from the solution by 
glass frits or Ag/AgCI reference electrodes;(4)streaming 
electrode reservoir (See Ref.[141). 
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Bis(triphenytphosphoranVlidene)ammOfliUm chloride (BTPPACI, Aldrich 99%+) 
Caesium chloride (CsCI, Aldrich 99.9%) 
Crystal violet (Aldrich, 95%) 
Dibenzo-18-crown-6 (DB18C6, Aldrich 98%) 
Ferrocenacarboxylic acid (Aldrich,97%) 
Hexadecyl sulfonate sodium (C 16 H 33SONa,Aldrich,98%) 
Lithium chloride (LiCI, Fluka, purum) 
Lithium sulphate (Li2SO4, Fluka, purum) 
Magnesium sulphate (MgSO4, Fluka, purum) 
Potassium chloride (KCI, Fisons, AR) 
Potassium ferricyanide (K 3Fe(CN)6, Fisons, SLR grade) 
Potassium ferrocyanide (K 4Fe(CN)6. Fisons, FSA) 
Potassium tetrakis(4-chlorophenyl)borate (KTPBCI, Lancaster Synthesis) 
Rubidium chloride (RbCl, Aldrich, 99.8+%) 
Sodium chloride (NaCl, Fisons, AR) 
Sodium tetraphenylborate (NaTPB, Aldrich, 99.5%) 
Sucrose (Fions, SLR) 
Tetraphenylarsonium chloride (TPAsCI, Aldrich, 97%) 
Tetraphenylphosphonium bromide .4TPPBr, Fluka, purum) 
Tetrabutylammonium chloride (TBACI, Fluka, purum) 
Tetrabutylammonium bromide (TBABr, Fluka, purum) 
Trtramethvlammonium chloride (TMACI, Fluka, purum) 
Tetramethylammonium sulphate (TMA2SO4, Aldrich, 96%) 
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The solvents used were: 
H20 (Millipore, Milli-Q SP Reagent water system) 
1,2-dichlorobenzefle (1,2-DCB, Aldrich, 99%) 
1,2-dichloroethane (1,2-DCE, BDH, AnalaR) 
Dichloromethane (DCM, Rathburn, HPLC grade) 
Nitrobenzene (NB, BDH, AnalaR) 
Tetrachloromethafle (TCM, BDH, AnalaR) 
Acetone (Fiosons, AnalaR) 
Methanol (MAY & BAKER, AnalaR) 
Organic salts were prepared by simple metathesis reactions as described 
below: 
Tetrabutylammoflium tetraphenviborate (TBATPB) was prepared by mixing 
equimolar aqueous solutions of TBABr or TBACI with NaTPB, the resulting 
precipitate of TBATPB is filtered and washed throughly with water, to remove 
any NaBr or NaCl. The filtrate was dried in the dry cabinet and then 
recrystallised from acetone and dryed again under vacuum. 
TetramethylammOniUm tetraphenylborate (TMATPB), crystal violet 
tetraphenytborate (CVTPB) and acetylcholine tetraphenylbOrate (ACTPB) and 
bis(triphenylphoSPhOranYlidefle)ammonium tetraphenylborate (BTPPATPB) are all 
prepared in a similar manner. 
The Ac, TMA, BTPPA and TBA salts of tetrakis(4_chlorOPhenVl]borate 
were prepared in the similar method as above, however, in these cases the 
equimolar ions were made up in a methanol+water mixture (2:1) and the 
recrystallisation solvent used was methanol + acetone. 
N,N_dicyclohexvl_N,N_diiSobUtVlCi5CYCl0 	,2-carboxya mide 
(ETH 1810) and Dibenzo-1 _ r0wn_6-6,3,3'dilaUrylaflide (DLADB1 8C6) were 




KINETICS AND MECHANISM OF ACETYLCHOLINE ION 
TRANSFER ACROSS LIQUID/LIQUID INTERFACES 
4.1 Introduction 
As pointed out in chapter one, no clear picture about the kinetic mechanism 
of charge transfer has emerged so far from the various investigations reported 
in the literature [13,55,102,152,154,2 17 1. A lot of attention has been given to the 
so called Frumkin correction to extract the pretended "true" rate of ion transfer, 
but the resulting data are very dependent on the model of interface used. 
Samec et al [55,102] have been led to conclude the existence of a symmetrical 
energy barrier at the interface and that the Gibbs activation energy for the 
transfer of ions was proportional to the driving force i.e, the Gibbs energy of 
transfer, following a Brnsted type relationship. 
The techniques used 	lately by the Prague 	
group [102-103] 
(chronopotentiOmetrV, convolution linear sweep voltammetry, a.c impedance) 
have the advantage that the iR drop can be taken into account numerically 
rather than compensated for. The measurement was done in a time domain ( 
1kHz) where capacitive current are not negligible and accurate data are difficult 
to be analysed. In this work, chronocOUlometrv has been used to gather kinetic 
data. The advantage of the present approach is that the measurements are 
taken in a time domain (1-10 Hz) where diffusion process prevails and are 
therefore very reliable and free of any capacitive effects. However, it should be 
sure in this case that complete iR compensation by optimization of both the 
cell design and the instrumentation should be achieved. 
Samec et al [55] found that for a series of ions the standard rate constant 
ks can be expressed as 
ks= k0exp(aAG/RT) 
 
whereAG O  is the standard Gibbs energy of transfer and an 
is equivalent to 
a Bronsted coefficient. 
The standard rate constant obtained by this group is referred to as the 
"true standard rate constant as it is calculated using the Frumkin correction 
c= Cbexp(_zF2/RT) 	
(4.1.2) 
where 2  is the potential drop in the diffuse layer. 
Equation (4.1.1) is however conceptually difficult to understand as the Gibbs 
energy of transfer, equal to the difference in the Gibbs solvation energies of 
the ion in the adjacent immiscible phases, has an arbitrary sign. The standard 
rate constant on the other hand refers to the exchange current density and it is 
difficult to devise explénation for a linear Gibbs energy, for which there is no 
driving force (i.e., symmetric activation energy barrier), and the Gibbs energy of 
transfer of arbitrary sign. 
The main purpose of this work is to study the kinetics and mechanism of 
ion transfer across the liquid/liquid interface. In order to work out the 
relationship between Gibbs energy of transfer (AG) and the standard rate tr 
constant (ks), three kind of studies have been carried out. The first one is to 
investigate the transfer of acetyicholine ion (Ac) across the 
water_sucrose/1,2diChl0r0ett11e (1,2-DCE) interface, and the second is the 
transfer of Ac across the water/nitrobenzefle_tetrach10r0met (NB-TCM) 
interface. The third is the AC transfer across the water/dichiOrOmethane 
(0CM) and water/1,2dichlOrobeflzene (1 ,2-DCB) interfaces. 
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In the first case, the influence of the viscosity of the aqueous phase on the 
rate of ion transfer between water and 1,2-DCE interface has been studied. The 
rationale stems from the consideration that ion transfer reactions are 
analogous in one way or another to ion transport mechanisms and are 
therefore likely to be viscosity dependent. Changes in the viscosity of the 
aqueous phase were achieved by addition of sucrose because this additive can 
generate tenfold variations of viscosity with only minor changes of static 
dielectric constant [191]. Another advantage of using sucrose is its complete 
insolubility in the 1,2-DCE phase. Acetylcholine was chosen because this ion is 
very important for biological studies and has a very small Gibbs energy of 
transfer. This has two important consequences. Firstly, the ion transfer current 
obtained is in the middle of potential window and is therefore easily accessible. 
Secondly, the data can be analyzed without correction for the double layer 
effect. 
In the second case, the influence of dielectric constant (c) of the organic 
phase on the rate constant of Ac transfer across the water/NB-TCM interface 
has been studied by changing the composition of the organic phase. 
The last part of this chapter is devoted to the kinetics studies of Ac 
transfer across the water/DCM and water/1,2-DCB interfaces. Because 1,2-DCE 
DCM and 1,2-DCB have almost the same dielectric constant but different 
viscosities, the aim of this study is to change the viscosity of the organic 
phase and to compare the results obtained to those discussed in section 4.2. 
4.2 Kinetics of the transfer of acetvlcholine across 
the water+sucrose/1,2_djchI0r0ete interface 
4.2.1 Variation of diffusion coefficient and Gibbs transfer en 
	as a 
function of viscosity of the aqueous phase 
The effect of the addition of sucrose was firstly studied by cyclic 
voltammetry for the following cells. 
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Ag/AgCl/0.4mMAcCl+0.3MLi2SO4 1 OmMLiCI+x%SuCrose// 
Cell 4.2.1 
and 
Ag/AgCl/0.3MLi2SO4+ 1 OmMLiCI+x%SUCrOSe// 
0.4mMACTPBCI+ 1 OmMTBATPBCl/0.4mMACCI+ 1 OmMLiCl/AgCl/Ag 
Cell 4.2.2 
where x is from 0 to 48. The sweep rate dependence of the peak current for 
the Ac from water to oil and from oil to water was used to calculate the 
diffusion coefficients of Ac in both phases. The values obtained was 5.4x10' 6 
and 3.46x10 6 cm 2s 1  for water and 1,2-DCE respectively. When the 
concentration of sucrose was increased to 48% (w/w), the diffusion coefficient 
of Ac in the aqueous phase decreased following the Stokes-Einstein relation, 
D w = kT/61rrfl 	 (4.2.1) 
as illustrated in Figure 4.2.1. The Stokes radius r  was estimated to be about 
0.4 nm for the Ac ion, (Ac=CH3CO2CH2CH2N(CH3)3). On the other hand, the 
diffusion coefficient of Ac in the phase obtained from the study of transfer 
from oil to water was found to remain constant when the concentration of 
sucrose was varied (D 0=3.5x10 6 cm 2s 1 ). This confirms the lack of solubility of 
sucrose in 1,2-DCE. The definition of the half wave potential, 
w1f2 = 
	
+ (RT/2F)ln(Dw/DO) 	 (4.2.2) 
suggests that a decrease in the diffusion of Ac 4  in the aqueous phase 
should result in a decrease of the half wave potential. However, the results 
obtained indicate a decrease of the half wave potential larger than predicated 
by eqn.(4.2.2), as given in Table 4.1. Because the addition of sucrose has no 
marked effect on the dielectric constant of the aqueous phase [191], this 
further decrease of half wave potential cannot be attributed fully to the 
variation of the activity coefficient of Ac in water as the ionic strength 
remains constant and is therefore likely to be caused by the variation of the 
Gibbs energy of transfer between the aqueous solution and the organic phase. 
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TC / ct5 
Figure 4.2.1 Variation of the diffusion coefficient for Ac 4 (Dw) as a 
function of the reciprocal viscosity (1/71). System: 1,2-DCE phase: 0.01 M 
TBATPB; aqueous phase: 0.4mMAcCI+0.01 M LiCI+0.3 M Li 2SO 4+x% sucrose. 
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equation. 
my = -e 3(2x1 0 3 1IN) 112z2p112/{(41T c 0kT)312(c/c0) 312} 
(4.2.3) 
where p is the ionic strength and the other symbols have their usual 
significance. The results obtained, tabulated in Table 4.1 and 4.2, show that the 
small variation of the dielectric constant accounts for only up to lOmV of the 
half wave potential shift and therefore it can be concluded that the Gibbs 
hydration energy of Ac decreases upon addition of sucrose. 
This conclusion is confirmed by the variation of the half wave potential 
obtained for the transfer of Ac 4  from 1,2-DCE to sucrose water mixtures as 
indicated in Table 4.2. It should be pointed out that the organic reference 
electrode for cell 4.2.2 is reversible to the Ac and not to the 
tetrabutylammonium ion (TBA) as in cell 4.2.1. Indeed, the common ion should 
always be the one with the lowest Gibbs energy of transfer in order to avoid 
any ion exchange causing the reference electrode to drift. Figure 4.2.2 
illustrates the potential drift of the organic reference when this precaution is 
not taken, the drift being visualized by the shift of the potential window itself. 
At this point it is worth while considering the influence of sucrose on the 
reference electrode of the aqueous phase in Cell 4.2.1. In order to investigate 
this, the following experiments have been performed. Firstly, an agar-gel 
reference electrode of Ag/AgCI with 0.01M LiCI+0.3MLi2SO4 solution was made. 
Secondly, the difference of this reference with 0.01M LiCl+0.3MLi2SO4 solution 
and that with 0.01MLiCI+0.3MLi2SO4+ 40% sucrose solution was measured and 
it was found to be equal to about lOmV. Thus, the influence of the addition of 
sucrose on the aqueous phase reference electrode was neglected. 
Figure 4.2.3 illustrates the variation of Gibbs energy of transfer from water 
to water sucrose mixture calculated from eqn.(4.2.4) with the data given in 
Tables 4.1 and 4.2. 
= AGr° + 	 (4.2.4) 
This Gibbs energy of transfer represents the variation of hydration energy 
of Ac upon addition of sucrose. It can be seen from Figure 4.2.3 that the 
hydration energy becomes less negative and that consequently transfer to the 
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Figure 4.2.2 Potential windows shift with TBA as the common ion for the 
organic phase for the following system: 1,2-DCE phase: 0.4 mMAcTPBCI+0.01 M 
TBATPBCI; aqueous phase: 0.01 M LiCI+0.3 M L12SO4. 
•-.1 
1,2-DCE phase becomes thermodynamicatty more favorable. 
It is interesting to notice the linear dependence of InD" vs. 
illustrated in Figure 4.2.4. This dependence can be analysed using an Eyring 
formalism of the diffusion coefficient 
0 = L2(KT/h)exp(-AG/RT) 	 (4.2.5) 
diff 
where L is an equivalent jump length, and AGact the Gibbs activation 
energy for diffusion. If we assume in the first instance the jump length L to be 
independent of the addition sucrose, the data of Figure 4.2.4 suggest that the 
activation energy for diffusion in aqueous sucrose solution is proportional to 
the solvation energy following the relation 
A,SW+5 - AGW = O.55x1O_3RThGr_ s 	 (4.2.6) act 	act 
This equation expresses the increase in the activation energy for diffusion 
when the viscosity increases. The physical meaning of eqn.(4.2.6) is easier to 
understand when dealing with the viscosity itself as it can be shown from the 
Stokes-Einstein equation that 
11w+s/Tw = exp(1.35AG' ) 	 (4.2.7). 
Equation (4.2.7) relates the variation of viscosity with the change of 
hydration energy of the Ac upon the addition of sucrose. 
The energy of the activation for Ac in sucrose-free electrolyte solution has 
also been measured by studying the temperature dependence of the diffusion 
coefficient (See Figure 4.2.5) and found it to be equal to 16.2 KJmoi 1 . 
Similarly, the energy of activation for Ac in 1,2-DCE phase has been measured 
and was equal to 26.8 KJmoi 1 
4.2.2 Kinetics of Ac 4  transfer across the water/1,2-DCE interface 
The measurement of the rate of Ac 4 transfer has been carried out by 
chronocoulometry as proposed by Anson et al (177,179-184] and summarised 
by Bard and Faulkner [178]. 
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Figure 4.2.3 Gibbs energy of transfer from water to water+sucrose mixtures for 
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Figure 4.2.4 Plot of lflDw VS. 	 (.) Ac transfer from aqueous to 
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Figure 4.2.5 Plot of InD" vs. lIT. System: 1,2-DCE phase: 0.01 M TBATPB; 
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Figure 4.2.513 Plot of lgD ° vs. lIT. System: 1,2-DCE phase: 0.4mMAcTPBCI 
+TBATPBCI; aqueous phase: 0.01M LiCI+0.3M Li2SO4 . 
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+ 	' 	+ 
Ac - ACDCE 
is straightforward and the theory for evaluation the kinetic information has 
been described in Chapter three. 
The chronoamperOgram for the transfer of Ac from water to 1,2-DCE is 
shown in Figures 4.2.6, which is integrated numerically leading to a 
chronocoulogram as shown in Figure 4.2.7. 
The plot Q vs. t 112  illustrated in Figure 4.2.8 which shows that the linear 
diffusion regime is reached after lOOms, therefore the kinetic data can be 
obtaned using an extrapolation technique such as least square method. 
The potential dependence of the rate constant for ion transfer at a 
liquid/liquid interface is still a matter for discussion. 
Figure 4.2.9 shows the potential dependence observed for both the forward 
and the reverse rate constant obtained independently using cell 4.2.1 (with 
TBATPBCI instead of TBATPB) and cell 4.2.2 respectively. Because the cells had 
different reference electrodes, the two potential scales were matched by 
assuming equality of the half wave potential for the transfer obtained at low 
sweep rates. 
The interception of the Tafel lines for k f and kb  in the vicinity of the formal 
potential shown in Figure 4.2.9 illustrates the accuracy of the method used to 
measure rate constants and consequently validates our approach of iR 
compensation. Insufficient iR compensation leads to a lower observed rate 
constant whereas over compensation not only leads to instability at the 
beginning of the current transient but also to higher observed rate constants. 
The value of the standard rate constant obtained is 2.0x10 2 cms 1 . This 
compared to a value of 2.8x10 2 cms 1  obtained when using TBATPB as a 
supporting electrolyte (See Table 4.1),and to a value of 1.6x10 2 cms 1 obtained 
by Samec at al [154] at the W/NB interface at room temperature. 
The viscosity dependence of the standard rate constant ks given in Table 
4.1 shows a decrease of the rate of ion transfer as the water+suCrOSe mixture 
becomes more viscous. This variation is shown in Figure 4.2.10 where a linear 









Figure 4.2.6 ChronoamperOgram of Ac 4  transfer from water to 1,2-DCE phases 
for the following system: 1,2-DCE phase: 0.01 M TBATPB; aqueous phase: 0.4mM 
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Figure 4.2.7 Plot of charge (Q) vs. time (t). System (1) is the same as shown 
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Figure 4.2.8 Plot of charge (Q) vs. square root of time t 1 "2 . 
Experimental conditions are the same as in Figure 4.2.6. 
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Figure 4.2.9 Tafel plots for ion transfer (s)  from aqueous to 1,2-DCE; (0) 
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Figure 4.2.10 Variation of the standard rate constant as a function of the 
reciprocal of viscosity. 
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Table 4.1 Acetvlchollne ion transfer from aqueous phase to 1,2-OCE. System: 
1,2-DCE phase:0.01 M TBATPB; aqueous phase:0.4 mMAcCI+0.3 M 11 2 SO 4 + 
0.01 M LiCI+ x% sucrose. k f and kS are the rate constants at potential 











/cm s 1 /mV 
0 1.00 79 5.40 340 334.5 3.0 2.8 0 
4 1.11 78 4.70 332 328.3 2.35 2.2 6.75 
10 1.33 77 4.05 330 328.2 2.0 1.85 7.38 
20 1.94 74 2.65 320 323.5 1.44 1.47 13.6 
30 3.50 71 1.94 310 317.4 0.64 0.78 21.45 
40 6.15 68 1.01 290 305.7 0.35 0.62 35.25 
48 12.5 65 0.60 277.5 299.7 . 43.49 
Table 4.2 Acetylcholine ion transfer from 1,2-OCE to aqueous phases. System: 
1,2-DCE phase: 0.4 mMAcTPBCI+ 0.01 M TBATPBCI; aqueous phase: 0.3 M 1-12SO 4 
-i-x% sucrose. 
Sucrose i/cp 10 6 D ° Sv 1/2 vo, 
/wt % 
CO 
/cm2 s 	- /mV /mV /mV 
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Figure 4.2.11 P'ot of Iogk ° vs. 
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This result can be explained if the activation step of the transfer process is 
coupled to the dynamics of the reorganisation processes occurring in the 
aqueous phase. This implies that the relaxation time of the aqueous phase is 
longer than the duration of the transition state. This interesting result shows 
that the rate of ion transfer is directly proportional to the diffusion coefficient. 
This conclusion can also be reached by plotting l gks versus the variation of 
Gibbs energy of transfer from a water + sucrose mixture to 1,2-DCE. As 
shown in Figure 4.2.11, a linear dependence is observed from which the 
variation of the Gibbs energy of activation for the ion transfer reaction can be 
expressed as: 
- AG° = O.45x1O3RTAG' 
''act.t 	 act.t 
(4.2.8) 
It is striking that both the Gibbs activation energy for diffusion in aqueous 
solution and ion transfer reaction across a liquid/liquid interface follow almost 
the same dependence on the variation of Gibbs energy of hydration. 
4.3 Kinetics of Ac transfer across the 
water/nitrobenzenetetraChlOrOmethafle interface 
4.3.1 Variation of Gibbs energy and diffusion coefficient as a funCtiOn2i! 
the dielectric constant of the organic phase 
The effect of the variation of the dielectric constant of the organic phase 
was first studied by cyclic voltammetry with the following electrochemiCal cells. 
Ag/AgCl/1 OmMLiCl+0.4mMAcCl//1 OmMTBAAinx%TCM+NB/ 
1 OmMTBACl/AgCl/Ag 	 Cell 4.3.1 
and 
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Ag/AgCl/1 Urn MLiCl//O.4mMAcA 1 OmMTBA'AinNB/ 
.4rnMAcCl+1OmMLiCl/AgCl/Ag 	 Cell 4.3.2 
where x% varies from 0 to 85.81% and A is either TPB or TPBCI. 
The solubility of salts TBATPB and TBATPBCI in the organic phase decreases 
with the addition of tetrachioromethane to the nitrobenzene. 
Figure 4.3.1A and 4.3.113 show the variation of the potential windows 
obtained for cell 4.3.1 when using TBATPB and TBATPBCI respectively. It can be 
seen in the former system that the window limits are determined by the 
transfer of TBA and TPB from oil to water, whereas in the latter system the 
window is restricted by the transfer of TBA from oil to water and Li from 
water to oil. The increase of the potential window in Figure 4.3.113 reflects the 
increase of Gibbs energy of transfer of Li upon addition of tetrachloromethane 
to the oil phase. 
The sweep rate dependence of the peak current for the transfer of Ac from 
water to oil in Cell 4.3.1 is employed to calculate the diffusion coefficient of 
Ac in the aqueous phase. The experirTental results indicate that the diffusion 
coefficient of Ac in the aqueous phase remains constant when the 
concentration of TCM increases in the organic phase. However, the half wave 
potential increases (See Table 4.3 and 4.4). 
Cell 4.3.2 was used to measure the diffusion coefficient of Ac in the 
NB-TCM mixture. It can be seen in Figure 4.3.2 that Walden's rule is verified 
which yields a Stokes radius of about 0.4nm which is similar to that obtained in 
the water-sucrose mixture. 
The variation of half wave potential (04 112) can be used to calculate the 
variation of formal potential L'4 °  and the variation of standard Galvani 
potential AOWO O. 
tf"4 112  =A'4° + ( RT/F)lny°/f' + (RT/2F)lnDw/Do 
=,040' + ( RT/2F)lnDw/Do 
	
(4.3.1) 
where y is the activity coefficient. In eqn.(4.3.1), the ion pairing between Ac 
and the anion of the supporting electrolyte of the organic phase. TPB or 
TPBCI, is not taken into account. The values calculated using eqn.(4.3.1) are 
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Figure 4.3.1 Potential windows for (A) 0.01 M LiCl/0.01 M TBATPB in (1) NB. 
(2)NBs-71.4%TCM, (B) 0.01 M L1Cl/0.01 M TBATPBCI in (1) NB, (2) NB+35.87% TCM, 

















Figure 4.3.2 Diffusion coefficient of Ac in NB+TCM mixture as a function 
of the reciprocal of the viscosity. 
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listed in Tables 4.3 and 4.4 and it can be seen that the variation of the ion 
transfer energy upon addition of tetrachloromethafle to the nitrobenzefle is 
relatively large. 
The electrical term in eqn.(2.3.1) was first estimated by Born [171] which is 
shown in eqn.(2.3.4). This simple model has been refined many times mainly to 
take into account the dielectric saturation taking place in the first solvation 
shell. A recent model which appears to provide good estimates is that Abraham 
and Liszi [165] (See eqn.(2.3.5)). 
The variation of the electric solvation energy can be expressed as a 
function of the variation of the dielectric constant of the medium by 
	
(tG e i)= (Ne2/8TTc0r)A(1/C) 	
(4.3.2) 
from the Born equation and by 
A(AG e 1) 	(Ne 2/8'TT 0b)A(1/) 	 (4.3.3) 
from the Abraham and Liszi model. Where N is the AvogadrO constant. The 
only difference between the two models is the apparent ionic radius. 
Figure 4.3.3 shows the variation of standard Gibbs energy of transfer as a 
function of the reciprocal of the dielectric constant for the solvent mixture 
given in [192]. Linear behaviour is seen on this graph which shows that the 
observed variation of standard Gibbs energy is largely due to the variation in 
the electric term of the solvation energy of Ac in the solvent mixture. 
The non-linear dependence at either end of the plot is likely to result 
caused for small values of 1/c by the presence of water (about 0.11 moli 1 ) in 
pure nitrobenzene and for large values of 1/c by the error in calculation of the 
Gibbs energy of transfer using eqn.(4.3.1) which does not take into account ion 
pairing likely to occur in a low dielectric medium. 
The linear portion of the graph yields a value for the ionic radius, or 
solvated ionic radius, of 0.4 nm which compares well with the data obtained 
from the Stokes-Einstein equation for diffusion coefficients. 
A similar AG t  vs. 1/c relationship was observed by Yamamoto et al [193] 
for the Gibbs energy of extraction of tetraalkylammOfliUm iodide from water to 
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Figure 4.3.3 Variation of the Gibbs transfer energy with the reciprocal of the 
dielectric constant of the organic solvent mixture from Table 4.3. 
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Gibbs energy of transfer is caused by the variation of dielectric constant. 
43.2 Variation of the kinetics of Ac transfer as a function of the 
dielectric constant of the organic phase 
Potential step chronocoulometrV was used to measure the kinetics of ion 
transfer following the procedures described earlier. 
Figure 4.3.4 shows the potential dependence of the rate constant of transfer 
of Ac4  from which the apparent charge transfer coefficient and the standard 
rate constant of ion transfer measured at the formal potential can be obtained. 
The formal potential is calculated according to eqn.(4.3.1) in which ion pairing 
effects are neglected. The values of the apparent charge transfer coefficient are 
listed in Tables 4.3 and 4.4. 
The standard rate constants obtained for pure nitrobenzene are 1.82x10 2 
and 1.7x10 2 cms 1 when using TBATPBCI at 20 0C and 
TBATPB at 25 0C 
respectively. This compares well with the value of 1.6x10 2 cms 1  by Samec et 
al [154] using TBATPB at room temperature. These results confirm further the 
applicability of the present methodology used to obtain kinetic information. 
Figure 4.3.5 shows the dependence of the standard rate constant on 
the 
standard 	Gibbs 	energy 	of 	transfer 	on an 	absolute scale 	
obtained by 
measurements 	of the 	potential 	of zero charge (PZC) using 	
Cell 	4.3.1 in 	a 
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Figure 4.3.5 Variation of the standard rate constant with the difference in 
Gibbs transfer energy. 
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Table 4.3 Acetylcholine ion transfer from the aqueous to the organic phases 
Cell 4.3.1 with TBATPBCI 
[Tetrachioro- 	t 	 ,/mPa s 	106  D" 	10 6 DO& 	Aw4l/2 AW4)O' 	102 k1fl 	102 kro 	tpp t[L4)0] 	
[0O.NB_NB+TCMJ 
methane]/wt % /cm2 s 1 /cm2 s 1 /mV 	/mV /cm s 1 /cm STI /mV /kJ mol 1 
0 	- - 34.69 1.839 4.37 2.65 280 273.7 1.94 1.82 0.45 0 0 
10.04 31.11 E723 4.37 2.83 286 280.5 1.79 1.75 0.37 -8.7 0.8 
CD 	23.09 26.79 1.579 4.18 3.09 299 294.6 1.62 1.53 0.41 -25.8 2.5 
35.87 22.23 1.443 4.70 3.38 307 303.8 1.35 1.32 0.37 -39.6 3.8 
46.65 18.94 1.331 4.37 3.66 317 314.8 1.23 1.23 033 -56.0 5.4 
57.35 15.30 1.226 4.70 3.98 328 326.8 1.19 1.20 0.39 -77.4 7.5 
71.41 10.86 1.103 4.06 4.42 335 335.1 - - 0.38 -108.9 10.5 
85.81 6.25 0.983 4.37 4.94 350 351.6 - - - -199.4 19.2 
using Cell 43.2 with TBATPBCI and calculated from Walden's Rule. 
Table 4.4 Acetylcholine Ion transfer from the aqueous to the organic phases 
Cell 4.3.1 with TBATPB 
[Tetrachioro- 
I/2 A4° 10 2  k11,2 10 2  k 1 0 aapp LE4P1 
O.NB 	NB+TCM1 
methanej /mPa s /mV /mV /cm s /cm s' /rnV /kJ moI' 
/wt% 
0 	: 34.69 1.839 280 276 1.80 1.70 0.38 0 0 
10.04 31.11 1.723 293 290 1.53 1.46 0.34 -15.7 1.5 
23.09 26.79 1.579 302 300 1.28 1.25 0.37 -28.7 2.8 
46.65 18.94 1.331 315 315 1.20 1.20 0.37 -54.00 5.2 
57.35 15.30 1.226 320 321 1.12 1.12 0.38 -69.5 6.7 
71.41 10.86 1.103 325 327 1.05 1.10 0.33 -'98.9 9.5 
4.4 Kinetics of Ac transfer across the 
water/DCM and water/1,2-DCB interfaces 
4.4.1 Introduction 
As described above, the influence of the aqueous phase viscosity and the 
dielectric constant effect of the organic phase on the Gibbs transfer energy and 
rate constant of Ac have been investigated in detail. In order to check out the 
influence of viscosity of the organic phase on the kinetics of Ac transfer 
reaction, a study was made of the water/dichioromethafle (DCM) and 
water/1,2-dichlorObeflZefle (1,2-DCB) interfaces: noting that DCM and 1,2-DCB 
have an almost identical dielectric constant ( 9.08 and 9.93) as 1,2-DCE (10.38) 
but different viscosities. 
4.4.2 Results 
The following electrochemical cell was employed for this investigation. 
Ag/AgCl/0.4mMAcCl+1 OmMLiCI+0.3ML12SO4// 
1 OmMTBATPBCl/1 OmMTBACl/AgCl/Ag 
	
Cell 4.4.1 
Figure 4.4.113 shows the voltammogram of Ac transfer across the 
water/DCM interface. The half wave potential of this ion transfer is 365 mV (vs 
TBAISE) and the separation of the peak potential (E) is about 59 mV. The 
ratio of forward and backward peak current is about unity. Hence, it can be 
concluded that this transfer is a reversible process. The diffusion coefficient of 
Ac transfer from water to DCM phases was calculated by using the plot of 
peak current versus the variation ofsquare root sweep rate and is equal to 
5.4x10 6 cm 2s 1 at 200C. The potential window of the blank solution is similar 
to the case of water/1,2-DCE interface (See Figure 4.4.1A). 
Acetylcholifle transfer from DCM to water has been studied by using the 
following cell: 
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Figure 4.4.1 Vottammograms of the following systems: (A) 0.01 M LiCI+ 
0.3 M Li 2SO4 (B) 0.4 mM AcCI+0.01 M LICI+0.3 M L 
L12SO4 . DCM phase: 0.01 M TBATPBCI 
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/0.4rnMAcCl+1OmMLiCl/AgC1/A9 	 Cell 4.4.2 
Obviously, this process is also a reversible one (See Figure 4.4.2). The 
diffusion coefficient is equal to 9.13x10 6 cm 2s 1 . The Ac 4  was chosen as a 
common ion in this cell due to a similar reason which has been described 
previously. 
The kinetics of Ac transfer across the water/DCM interface has been 
evaluated by using chronocoulometry. The formal potential can be calculated 
using eqn.(4.2.2) and the data of the half wave potential. Thus, it is easy to 
obtain the standard rate constant (ks) which is equal to 4.1x10 2 cm 2s 1 . 
The dependence of diffusion coefficient on the temperature of Ac transfer 
from DCM to water has been used to calculate the value of the activation 
energy of this transfer process and was equal to 22.02 KJmoi 1  (See Figure 
4.4.3). 
Following the same experimental route which is described above, the Ac 
transfer across water/1,2-DCB interface has been investigated (See Figure 
4.4.4). This process is also a reversible one and the A112 is 390 mV. The 
diffusion coefficient of Ac transfer in aqueous phase and in 1,2-DCB phase is 
equal to 5.400 6 and 2.77x10 6 cm2s 1 , respectively. The standard rate constant 
was found to be equal to 1.03x10 2 cms 1 . 
As we mentioned previously, the two macroscopic properties of one solvent 
are viscosity and dielectric constant which correspond to the main contribution 
of the Gibbs energy of transfer. Due to the similar values of dielectric constant 
of those organic solvents, the main influence for the diffusion and kinetic 
processes come from the effect of viscosity of the solvents. 
Table 4.5 lists the kinetic and thermodynamic data of the related solvents 
which have been investigated in this chapter. Figure 4.4.5 shows the plotting of 
standard rate constant (ks) versus the reciprocal of viscosity. The good linear 
relationship obtained clearly shows that the standard rate constant is not only 
inversely proportional to the viscosity of the aqueous phase but also to the 
viscosity of the organic solvents. 
Figure 4.4.6 gives a plot of diffusion coefficients of Ac in different organic 
solvents versus the reciprocal of viscosity. There are some errors at the 
beginning of this plot. If the effect of ion pair formation within the high 
PM 
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Figure 4.4.2 Voltammogram of the tollowing system: DCM phase: 
0.4 mM AcTPBCI + 0.01 M TBATPBCI 










Figure 4.4.3 The plot of lgD °  vs. the reciprocal of the temperature (lIT). 
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Figure 4.4.4 Voltammogram of Ac transfer across the water/1,2-DCB interface. 
1,2-DCB phase: 0.01 M TBATPBCI 
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Figure 4.4.5 The relationship between ks  and the reciprocal of viscosity 
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Figure 4.4.6 The plot of D ° 
 vs the reciprocal of viscosity. 
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TABLE 4.5 THE KINETIC AND THERMODYNAMIC DATA OF AC4  TRANSFER 
FROM WATER TO THE SEVERAL. ORGANIC SOLVENTS 
D i" D° ks 
(xlO 6cm2/S) (xl06cm 2/S) (xlO2cm/S) 
5.4 3.46 2.0 
5.4 2.77 1.02 
5.4 9.13 4.10 
5.4 4.42 1.10 
























and c are the average of both 1,2-DCE and DCM solvents. 
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4.5 Discussion 
4.5.1 Linear Gibbs energy relationship 
4.5.1.1 Linear Gibbs energy relationship for diffusion 
One of the most unexpected results of this study, is undoubtedly the linear 
relationship observed between the activation energy for diffusion in bulk 
solution and the Gibbs energy of solvation. 
In the case of the variation of the viscosity of the aqueous phase, it 
appears from eqns.(4.2.6) and (4.2.7) that the activation energy required for the 
movement of an ion is about 1.35 times greater than the energy required to 
bring an ion from vacuum to the solution (i.e., Gibbs solvation energy). It is 
interesting to notice that upon addition of sucrose to water the dielectric 
constant varies slightly and following the discussion of chapter II, we can 
conclude that the variation of Gibbs energy of hydration observed 
experimentally must be mainly due to a variation of the neutral part of the 
Gibbs solvation energy as the overall electrical term will be unaltered. 
The present results suggest that the movement of acetyicholifle in water 
requires the creation of a cavity in the vicinity of the ion such that the work 
required for this cavity formation is 1.35 greater than that required for a static 
ion. 
In order to estimate the radius of the cavity corresponding to such work, 
the use of models becomes necessary. One rather successful model for this 
type of calculation is the scaled particle theory as reviewed by Pierotti [224). 
For ions of the size of acetylcholine, the work of cavity formation in water 
is about 25 KJmoi 1  and nearly twice as much as in benzene. In the latter case, 
most of the work of cavity formation goes towards the enthalpic maintenance 
of the excluded volume and only a small contribution to the entropy or 
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configurational exclusion of volume. Just the opposite is the case for water. 
It is interesting to notice that we also observed experimentallY that the 
activation energy for diffusion in 1,2-DCE (i.e., 26.8 KJmoi 1 ) is also much 
higher than that in water (i.e., 16 KJmoi 1 ). According to eqn.(4.2.5), such a 
difference in activation energy would suggest that diffusion in 1,2DCE should 
be about 55 slower than in water. As will be discussed below, the reason why 
such a variation is not observed is the difference in the solvent reorganisation 
energy. As a partial conclusion, we may state that the activation energy 
increased is strongly linked to the work of cavity formation. 
In the case of the addition of sucrose, a decrease of the diffusion 
coefficient was observed reflecting an increase of the viscosity along with the 
Stokes-Einstein prediction. The activation energy increased when the hydration 
energy increased. 
In the case of the variation of the dielectric constant of the nitrobenzefle 
phase by addition of tetrachioromethafle, an increase of the diffusion 
coefficient was observed also reflecting a decrease of the viscosity. However in 
this case, the activation energy decreased when the salvation energy increased. 
The difference between the two cases is the cause of the variation of the 
salvation energy. In the former, the increase in hydration energy is caused by 
an increase in neutral energy whereas in the latter, the increase of solvation 
energy is caused by a decrease of dielectric constant leading to an increase of 
the Born electrical energy. 
In the former case, the rate of diffusion is lowered because the work for 
cavity formation is increased whereas in the latter, the rate of diffusion is 
enhanced by a diminution of the "dielectric friction" or solvent reorganization 
energy. 
It could therefore be postulated from the present work that the activation 
energy for ionic diffusion in electrolyte solution includes a cavity formation 
term and of a solvent reorganiSation energy term. 
It was not possible during the time of the present study to measure the 
PZC for the DCM and 1,2-DCB systems. This is unfortunate as it would have 
unable one to verify whether a linear Gibbs energy relationship was also 
observable when the viscosity of the organic phase was varied. Since the 
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publications of the present work, we have learnt from private communication 
from Prof.T.SolomOfl (Addis Ababa University) that in fact the type of linear 
Gibbs energy relationship observed in this study was a rather general 
phenomena as it would appear - that mD vs AG sol, 
plot for analogous series 
of ions such as the tetraalkylammofliUm series were linear. 
4.5.1.2 Linear Gibbs energy relationship for transfer 
By themselves the results shown in Figures 4.2.11 and 4.3.5 appear to 
corroborate the concept of Bronsted linear relationship between the standard 
Gibbs activation energy and the Gibbs energy of transfer as proposed by 
Samec et al [55,102]. However, it is worth comparing the two sets of results. 
In Figure 4.3.5 the standard rate of ion transfer decreases with increasing 
absolute value of Gibbs energy of transfer. This is the opposite of what is 
observed in Figure 4.2.11 where the standard rate of ion transfer decreased 
with decreasing absolute value of Gibbs transfer energy. 
It appears therefore that eqn.(4.1.1) does not account for the experimental 
results. An expression which would describe the standard rate constant is 
ks=kOexp(_(XG + A8AG)/RT} 	 (4.5.1) 
where the standard activation energy for ion transfer is given as a linear 
combination of the Gibbs salvation energies of the transferring ion in the two 
adjacent phases. 
Indeed in Figure 4.2.11, the decrease in Gibbs energy of transfer G" °  was 
caused by an increase in the Gibbs hydration energy of Ac upon addition of 
sucrose and Figure 4.3.5, the increase in AGr' ° 
 is due to an increase of the 
Gibbs solvation energy upon decrease of the dielectric constant of the organic 
solvent mixture. The advantage of eqn.(4.5.1) over eqn.(4.1.1) is that it alleviates 
the ambiguity caused by the sign of the Gibbs transfer energy as discussed in 
the introduction of this chapter. Equation (4.5.1) suggests that in the same way 
that there exists a linear relationship between Gibbs activation energy for 
diffusion and salvation energy for ion transfer and a Gibbs mixed solvatiOn 
energy. In order to verify the applicablitV of the proposed equation to the 
experimental results obtained by Samec et al [102], we plotted the dependence 
of the Gibbs hydration energy vs. the Gibbs salvation energy in nitrobenzefle 
using the thermodynamic data compiled by Abraham [166] and De Namor [194]. 
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It is fortuitous as seen Figure 4.5.1 that for the ion studied by these authors, 
i.e., tetramethylammOflium, tetraethylammonium, tetrapropylammoflium, picrate 
and perchiorate, the two quantities are proportional thus rendering eqns.(4.5.I) 
and (4.1.1) equivalent. It is therefore concluded that eqn.(4.5.1) can describe all 
the data hitherto published. 
The physical meaning of the relation between Gibbs standard activation 
energy for ion transfer and a Gibbs mixed solvation energy can be interpreted 
in two ways. 
The first explanation stems directly from the application of the 
Butler-Volmer equation (vide infra). 
If we write the forward rate in the absolute Galvani potential scale as 
= Z exp[1-)zF'/RT1C" 	 (4.5.2) 




'0 exp(ctzF'/RT1C ° 	 (4.5.3) - K 
we can write that at equilibrium and we have 
expEzF'4eq/RT1 = 000 / k0Cw 	 (4.5.4) 
The rate constants k o and t are related to the difference of Gibbs energy 
of the transition state G# minus the Gibbs solvation energy of the initial state 
G W 
Sol 	and of the final state G 0 1 	respectively. 
The exchange ra te1 D can be obtained from either eqn.(4.5.2) or (4.5.3) 
W4-,O  
V 	 exp[(1 -ct)zF'4 eq /RT]C' 	 (4.5.5) = 
By substituting eqn (4.5.4) into eqn.(4.5.5) we have 
- v 	()a 	
.0)1_a EC0]a[Cw]I 	 (4.5.6) 
In the standard case where C 0=C" , the standard rate constant is defined 
as 
ks = 
(0)a 	0) 1_a 	
(4.5.7) 
It can therefore be concluded that the standard activation energy can be 
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written as 
AG:c = ct(G# - 
	) + (l_a)(G# - G 0 1) 
' SQl 
=G# - [G1 + (1-a)G 0 1 
(4.5.8) 
The values of the coefficient Xa and X 8  of eqn.(4.5.1) would represent the 
charge transfer coefficient in this approach. 
Unfortunately, the value of Xa obtained from eqn.(4.2.8) is equal to about 
1.1 which differs from the charge transfer coefficient value obtained from the 
slope of graph 4.2.9, equal to about 0.5. A similar discrepQ.ncy is observed in 
section 4.3, where the value of the coefficient X 8  is found to be about 0.19 
compared with a charge transfer coefficient value of about 0.49 . This first 
approach although theoretically attractive does not seem to be corroborated by 
experiment. 
The second approach is basedon the analogy between ion transfer and ion 
transport. In the same way that the activation energy for diffusion is 
proportional to. the solvation energy, we can postulate that the activation 
energy for transfer is proportional to the solvation energy in the interfacial 
mixed solvent layer. This mixed solvation energy is then itself a linear 
combination of the Gibbs solvation energy of the adjacent phases. 
In the first study, it would appear that most of the activation energy require 
for ionic exchange is the work of cavity formation in the aqueous side of the 
interface and is therefore directly proportional to the Gibbs solvation energy in 
the aqueous phase. In the second study, the situation is more complicated as 
the addition of tetrachioromethane to nitrobenzene leads to two opposite 
effects namely, an augmentation of the diffusion coefficient and a diminuatiOn 
of the ion exchange rate. This by itself contradicts the main idea on which the 
approach is based. 
It is interesting to notice a parallel between eqn.(4.5.1) and that derived by 
Cunnane et al [150] for ion transfer through an adsorbed phospholipid 
monolayer at a liquid/liquid interface. Indeed, they have shown that the 
standard activation energy for an ion transfer was proportional to the work of 
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Figure 4.5.1 Hydration Gibbs energy vs. solvation Gibbs energy. 
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described as Gibbs solvation energy in the interfacial region. This analogy 
confirms the physical meaning of eqn.(4.5.1) described above relating activation 
energy to work for cavity formation. 
4.5.2 Butler-Volmer relationship 
The present worlc and in particular Figure 4.2.9, allow us to conclude that 
the rate constant, k, for an ion transfer across a liquid/liquid interface follows a 
Butler-Volmer relationship of the type 
k = ksexpC_aappZF(A_440)/RT} 	 (4.5.9) 
with ks the standard rate constant. 
In order to understand the physical meaning of the apparent charge transfer 
coefficient observed, it may be worth reexamining the underlying theory for ion 
transfer across the liquid/liquid interface. 
Figure 4.5.2a shows the standard chemical potential profile for a hydrOPhiliC 
cation. For simplicity of the argument, we shall assume that the mixed solvent 
layer at the interface representing the region where the two solvent intermix is 
small in comparison to the thickness of the adjacent diffuse layers and that the 
standard chemical potential can therefore be approximated by a step function. 
In the apparent standard case where the bulk concentration of the cation 
are supposed to be equal, the step function of Figure 4.5.2a also represents the 
standard chemical potential profile. 
The underlying approach to an electrochemiCal ion transfer reaction across 
a liquid/liquid interface is to provide electrically to the ion the energy 
equivalent to the energy of transfer so as to equate the electrochemiCal 
potentials of the ion in the adjacent bulk phases. This is done by polarising 
through application of a potential difference. 
Figure 4.5.2b represents the potential profile between the two Galvani 
potential difference required to equalise the electrochemical potentials is the 
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standard ion transfer potential defined by eqn.(2.2.1). In this model, we assume 
that most of the potential drop between the two phases is distributed between 
the two diffuse layers and that no potential drop occurs across the mixed 
solvent layer. This assumption is valid near the potential of zero charge. 
By summing the profiles of Figure 4.5.2a and 4.5.2b one can obtain the 
profile corresponding to 4 °+zF4 as shown in Figure 4.5.2c. Although we indeed 
have the equality of the electrochemical potential in the adjacent phases, we 
have discontinuity at the interface. The reason is that the interface is now 
polarised and the diffuse layers are charged. This should be taken into account 
by including the Boltzmanfl distribution of the ion in the diffuse layer, i.e. 
C = CbexpC_zF(4,_4)/RT} 	
(4.5.10) 
where the superscript b refers to the bulk phase. If this is done, the term 
RTInC compensates the electrical potential profile and consequently we have, 
as seen in Figure 4.5.2d, an equality in the electrochemiCal potential all the way 
through the interfacial region as required by thermodynamics. 
These schematic diagrams are a useful aid to understand the physical 
meaning of the apparent charge transfer coefficient introduced in eqn.(4.5.9). 
Indeed, consider the case where we apply a Galvani potential difference 
larger than the standard value. Following the same reasoning as in the 
equlibrium standard case, we see in Figure 4.5.2b the new electrical potential 
profile. Although the diffuse layer will charge very quickly, in a few 
milliseconds, the adjustment of the concentration of the transferring ion to 
fulfill the Nernst equation will take longer as it involves transferring the ion 
across the interface. The interesting point however is that the concentration 
profile of this ion in the diffuse layer according to the Boltzmaflfl distribution 
law will follow the new electrical potential profile, also in few milliseconds. In 
this way, the electrochemiCal potential profile in the diffuse layer remains 
constant. These simple diagrams help to show that the difference in 
electrochemical potential at the interface representing the driving force for the 
ion transfer is equal to the electrical energy supplied to the system i.e, 
zF(4 -A4 0
). In other words, although the effective electrical driving force at the 
interface itself may only be a tiny fraction of the one applied, the real driving 
force for ion transfer, i.e, the gradient of electrochemical potential, is equal to 
entire applied electrical energy. 
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4.5.3 Activation energy for ion transfer 
The question often arising when speaking about ion transfer reactions 
across a liquid/liquid interface is: What is the reason for the presence of an 
activated energy barrier at the interface? This may be answered by making an 
analogy between ion transport and ion transfer. The flux equation in the former 
case is written as 
-0 -ø ,. 
J = -Cu grad p 	 (4.5.11) 
where 5i is the electrochemical mobility and 	the electrochemical 
potential. The electrochemical mobility is equal to D/kT in bulk phases and is a 
quantity related to the viscosity of the liquid environment which is itself an 
activated quantity. 
In the standard case when the concentrations of the transferring ion are 
equal either side of the interface, we obtain 
J/C = 14 - kb=ksexp{_CtzF(4)_4))/RT) - 
ksexp{(1 -a)zF(A--A4°)/RT} 
=-C i grad 1.L 	 (4.5.12) 
If we linearise the exponential terms for small local driving force, we can 
see that 
kSzF(4_A)/RT 	grad i, 	 (4.5.13) 
This approximation is justified ty the fact that for processes such as 
diffusion and migration , the local driving force is very small. 
Having seen, using the schematic diagrams of Figure 4.5.2, the grad 
=zF(4-40)/d, where d is a distance associated to the thickness of the mixed 
solvent layer, we can conclude that 




This equation shows that the activated nature of an ion transfer reaction is 
not due to the presence of a hypothetical compact interfacial layer of solvent 
molecules hindering the ionic movement but is similar to that of any ionic 
motion in a liquid. 
4.5.4 Ion transfer and ion transport 
The observed proportionality of both the diffusion coefficient and the rate 
of ion transfer to the reciprocal of viscosity corroborates the idea that ion 
transfer across a liquid/liquid interface is very similar in nature to ion transport 
in electrolyte solutions. To pursue the analogy between the two processes 
further let us try to compare them by evaluating what would be the rate for ion 
"transfer" across an imaginary phase boundary. Because the only information 
we posses on ionic motion in electrol:yte solution is the diffusion coefficient 
which can be expressed as the product of a distance L (cm) and a linear speed 
k (cms 1 ). 
D = Lk = L2v 	 (4.5.15) 
where v represents a frequency. For a given value of the diffusion 
coefficient the linear speed of ion decreases as the linear distance increases. 
To make an analogy between ion transport and ion transfer possible, let us 
assume that an ion transfer reaction is equivalent to travelling a distance of 5 
nm across the mixed solvent layer representing the interface. Using eqn.(4.5.15), 
we see that if the diffusion coefficient is taken equal to 5x10 6 cm 2s 1 , 
equivalent the corresponding linear speed of travel in an electrolyte solution 
should be about 10 cms' 7
. This frequency , equivalent to a frequency of 2x10  
value is about 4 orders of magnitude slower than the frequency of solvent 
relaxation and it is therefore in a reasonable time domain. This "back of an 
envelope" type calculation indicates that the equivalent linear speed during 
ionic transfer across an imaginary planar boundary in solution is about 2 to 3 
orders of magnitude larger than that the linear speed occurring during ion 
transfer (i.e., about 10 cms 1 ). 
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Using the transition state theory formalism, the linear speed k can be 
expressed as 
k= L(KT/h)exp(-AG 8 /RT) 
	
(4.5.16) 
when we calculate the energy of activation for the transfer of Ac across 
water/1,2-DCE interface from the temperature dependence of the rate constant 
(See Figure 4.5.3), we obtained a value of 21 KJmoi 1  which is in the same 
order of magnitude as that obtained for diffusion, namely 16.2 KJmoi 1 for 
water and 26.8 KJmoi 1  for 1,2-DCE, respectively. 
These results therefore suggest that both ion transfer and ion transport 
have similar enthalpies of activation and consequently the large difference for 
the linear speed stems from a large difference for the entropy of activation. 
The main consequence of the present work is that the entropy of activation for 
ion transport appears to be much larger than the entropy of activation for ion 
transfer. This is likely to be due to the fact that the interfacial region is less 










34 	 35 	 36 
Figure 4.5.3 Variation of the standard rate constant as a function of 
temperature. System: 1,2-DCE phase: 0.01 M TBATPB; aqueous phase: 0.4 mM AcCI 
+0.3 M Li 2SO4 + 0.01 M LiCI. 
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Chapter Five 
Kinetics and mechanisms of facilitated ion transfer 
across the water/1,2dichlOr0ethae interface 
5.1 Introduction 
Since the beginning of the study of the charge transfer reactions across 
liquid/liquid interfaces, a lot of attention has been paid to the study of ion 
transfer facilitated by ligands or ionophoreS dissolved in the organic phase. 
Most of the effort has been dedicated to the thermodynamic aspects of the 
complexation. The lonophores studied include macrocycliC molecules like crown 
ethers, macrotetrolide antibiotic or metal complexing ligands such as 1,10-
phenanthrOline [20,37_38,73_74,77,79,195197]. 
The facilitated transfer of alkali metals is by far the better documented. The 
work of Koryta et al [20,37,74], Homolka et al [37], Freiser et al [26,197], Senda 
et al [77], Girault et al [79] and recently Samec et al [198] were concerned with 
a simple 1:1 ion ionophore complex giving a simple voltammetric wave 
response to the facilitated transfer. However, Lin et al [38] have observed a 
double wave within the potential window when studying the transfer of K 
facilitated by Dibenzo-18croWfl6 (DB18C6). Senda et al [77] and Girault et. al 
[79] concentrated their effort on kinetic analysis and the general conclusion of 
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their work is that facilitated ion transfer reactions are as fast if not faster than 
non-facilitated ion transfer. 
There has been in the literature some controversy regarding the 
mechanisms of facilitated ion transfer during the past decade [20,37-38,77,79]. 
Unfortunately, the vocabulary used to describe the phenomena was 
transplanted from electrode kinetic nomenclature and was rather misleading. 
For this reason, a new terminology will be presented which if anything else has 
the merit to be clear. 
We shall call ACT for an Aqueous Complexation reaction followed by 
Iransfer. This mechanism was proposed by Freiser et al [26] who called it a CE 
mechanism. They claimed that if a ligand was dissolved in the organic phase, 
the facilitated ion transfer reaction would take place via the diffusion of the 
ligand from oil to water, then by complexatiOn in the aqueous phase followed 
by transfer of the complexed ion. This mechanism is only plausible if the ligand 
is also soluble in the aqueous phase which unfortunately was not the case in 
the system studied by Freiser et al, namely the facilitated transfer of K by 
DB18C6 [38] and valinomycin [197]. Senda et al [77] and Samec et al [198] on 
the other hand concluded that the mechanism was what we shall call TIC or 
Iransfer by !nteac 1 al Complexation. This mechanism is favoured by choosing a 
ratio of concentrations such that the ion in the aqueous phase is in excess 
compared to the concentration of the ligand in the oil phase and they called it 
the E mechanism. The third, mechanism considered is called TOC or ion 
Iransfer followed by Complexation in the Organic phase, is the ion transfer 
equivalent to an EC mechanism in electrode kinetics. This mechanism was 
favoured in the early days by Koryta et al [20]. 
The proposed mechanisms are summarized in Figure 5.1.1. In the case of 
complex stoichiometries, the nomenclature can easily be extended by using the 
same logical approach. For example, a 2:1 system can be called TOC-OC for a 
transfer followed by a two step complexation reactions in the organic phase or 
TIC-OC for a transfer by a 1:1 interfacial complexation which followed by a 
second ligand attachement in the oil. 
The present work is concentrated on the kinetics and mechanism of the 
alkali metal ions transfer across the water/1,2-DCE interface facilitated by 
several ionophores. The first part of this study is concerned with sodium and 
potassium ion transfer facilitated by DB18C6. Cyclic voltammetrv, 
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Figure 5.1.1 Schematic mechanisms of facilitated ions transfer. 
chronocoulOmetry and related convolutiOn techniques have been employed to 
measure the thermodynamic and kinetic parameters and to investigate the 
salting out effect for these two processes. The relation between the apparent 
transfer coefficient and the concentrations of supporting electrolytes in both 
phases and the concentrations of sodium and DB18C6 are discussed. The 
second part illustrates how micropipetteS can be used to measure the ratio of 
the diffusion coefficients of the ionophore and its complexed ion in the organic 
phase and how the special diffusion fields in both side of the pipette can be 
used to evaluate the mechanism. The third part will be devoted to the 
mechanistic study of lithium and proton transfer across the water/1,2-DCE 
interface facilitated by ETH1810. The transfer of lithium facilitated by ETH1810 
is an irreversible transfer process, whereas that of the proton is a very good 
reversible one. The last part of this chapter is to present the behaviour of K 
transfer across the water/1,2-DCE interface facilitated by a long chain crown 
ether, in which an adsorption wave can be observed after the facilitated K 
transfer. 
5.2Kinetiô studies on sodium and potassium ion transfer 
facilitated by DB18C6 at the water/1,2DCE interface 
5.2.1 Results 
The following electrochemical cell was employed for the present 
investigation. 
Ag/AgCl/xMNaCl//VmMDB 1 8C6+ 1 OmMTBAA71 QmMTBACl/AgCl/A9 
Cell 5.2.1 
where A is either TPB or TPBCI. The concentrations of x and y vary for 
the different systems. The variation of the potential windows with the 
concentration of NaCl in the aqueous phase were studied using TBATPB and 
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TBATPBCI as supporting electrolytes in 1,2-DCE phase, respectively (See Figure 
5.2.1). In the first case, the potential window increases with the concentration 
of NaCl increases showing that the ions limiting the window are TBA and 
TPB. The increase in the window at constant concentration of the salt TBATPB 
is due to the salting out effect described by Schiffrin et al (76]. 
When using the salt TBATPBCI in the organic phase, the potential window is 
seen to decrease with increasing concentration of NaCl showing that the 
limiting ions are now TBA and Na (54]. 
In the presence of 0.4mM DB18C6 in 1,2-DCE phase with TBATPBCI as a 
supporting electrolyte, Na transfer facilitated by DB18C6 was observed at more 
negative potentials (water vs oil) than the base electrolyte transfer as shown in 
Figure 5.2.2. The half wave potential of the facilitated transfer shifts to negative 
potential when increasing the concentration of NaCl. The peak current (lv) 
remains unchanged when the concentration of DB18C6 is kept constant and the 
concentration of NaCl is varied. The peak separation ('4) for these systems is 
about 60 mV and the ratio of forward and backward peak current (lf/Ib) is about 
unity. It can be concluded that this transfer process appears as reversible and 
is controlled by the diffusion of DB18C6 from the bulk solution in 1,2-DCE to 
the interface and that of the complexed ion from the interface back to the bulk 
of the organic phase (TIC mechanism). 
For a TIC process, in the case where the ion in the aqueous phase is in 
excess compared to that of the ionophore in the organic phase, the equation 
for the voltammetric wave is given by 




where 	is the association constant for the ion-ionophore complexatiOn 
reaction in the bulk of the organic phase, organic phase,and DLP  are 
the diffusion coefficient of the base ligand and complexed ion respectively, and 
p is the stoichiometry of the complex ion in the organic bulk phase. 
When i=id/2,  the half wave potential is thus defined by 




0.1 	02 	03 	0& 	nc 	flA 
a':. I VoLt 
tn 
B .  
A'1' I Volt 
-a 
co 
Figure 5.2.1 Voltammograms of the following systems: (A):y=O,ATPB in 
Cell 5.2.1. (1) x=5M, (2)x=0.5M. (B) y=O, A=TPBCI in Cell 5.2.1. (1)x=2M, 
(2)x=0.5M, (3)x=0.2M. (4)x0.05M. v=100 mV/s. 
Kjv=100,81,64,48,3625 mV/S. 
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Figure 5.2.2 Voltammogram of Na transfer from water to 1,2-DCE facilitated 
by OB1 8C6. System: 1,2-DCE phase: 0.4mMDB1 8C6+ 1 OrnMTBATPBCI;aqUeOUS phase: 

















(RT/F)ln(id/2) 1 	 (5.2.2) 
It can be seen from the data in Table 5.2 that the 	'1/2 is unchanged 
when varying concentration of DB18C6 in 1,2-DCE phase whilst the 
concentration of NaCl in the aqueous phase was kept at 0.02 M. So it can be 
concluded that the ion-ionophore complex has a stoichiometrv coefficient P 
equal to 1 as previously shown by the other groups [20,198,77]. 
In the present case, eqn.(5.2.2) reduces therefore to: 
w 0' + 
wo~ 1/2 = 	oNa -(RT/F)InK8[Na1() 
+ (RT/2F)IflDL( 0 )/DN a L( o ) 
(5.2.3) 
It has been shown that the using micro-ITIES supported at the tip of a 
micropipette (vide infra) the ratio of the diffusion coefficient of the free 
ionophore to that of complexed potassium is equal to 1.6. UnfortunatelY, the 
approach used in the case of potassium cannot be used for sodium as the salt 
NaTPB is soluble in water. Consequently, we shall assume the ratio value to be 
the same for both cases. 
Using the data in Table 5.1, from the intercept of plot of ' 1/2 
lg[Na1() (See Figure 5.2.3), it can be obtained an absolute value of the lgK 8 
based on an estimate of 4a 	(See Table 7.2, =579 mV). The value thereby 
obtained is 8.86. 
Figure 5.2.4 shows the dependence of the peak current on the concentration 
of DB18C6 in 1,2-DCE when the concentration of NaCl in aqueous phase was 
kept at 0.05 M and A1/2 is unchanged for these systems within the 
experimental errors. The peak current (l) is proportional to the concentration of 
DB18C6 in 1,2-DCE phase between 0.1 to 0.8 mM. It deviates when the 
concentration of DB18C6 in 1,2-DCE phase is larger than 0.8 mM. This effect 
comes from perhaps the interaction of the complex ion and the supporting 
electrolytes in both phases. 
The kinetics of the facilitated transfer has been studied by 
chronocOUlOmetrv and related convolution techniques (See Chapter 3). Figure 
5.2.5 shows the chronocoulogram of sodium ion transfer across the interface of 
water/1,2-DCE facilitated by DB18C6. Figure 5.2.6 is the plot of the charge vs 
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Figure 5.2.4 Dependence of the peak current (I n) on the concentration of 
DB18C6. 
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Figure 5.2.5 Chronocoulogram of Na transfer across water/1,2-DCE interface 
facilitated by DB18C6. System: 1,2-DCE phase: 
0 .4mMDBI8C6+IOmMTBATpBcI;aqueous phase:0.5MNaCI. 








intercept and was found to be equal to 1.53x10 2 cms 1 . Using the algorithm 
shown in chapter 3, the semidifferefltial of charge and semiintegral of the 
current can be used for evaluation the kinetic data. Figure 5.2.7 shows the I 
(current) vs. m and Figure 5.2.8 gives the plot of m/t 11' 2 vs Of 112
. The values of 
kf are equal to 1.98x10 2  and 1.78x10 2 cms 1
, respectively. These data agree 
well and indicate that a process of this kind of facilitated transfer is quite fast. 
Similarly, the kf and ci (apparent charge transfer coefficient) have been 
evaluated for various systems and the results are listed in Tables 5.1 and 5.2. 
The a depends slightly upon the concentration of NaCl in aqueous phase and 
the concentration of DB18C6 in 1,2-DCE phase. 
For potassium ion transfer facilitated by DB18C6 and K-DB18C6 complex 
ion transfer, similar experimental procedures have been used for the kinetic 
studies. The following electrochemical cells 5.2.2. and 5.2.3 were employed. 
Ag/AgCl/1 OmMLiCl//O.4mMKTPBCI+O.4mMDBl 8C6+ 
Cell 5.2.2 
Ag/AgCl/1 0mMKCl//0.4mMDB 1 8C6+ 1 OmMTBATPBCl/ 
1OmMTBACl/A9Cl/Ag 	
Cell 5.2.3 
Figure 5.2.9 shows the potential dependence observed for both the rate 
constants of the K-DB18C6 transfer from 1,2-DCE to water and K 4 
transfer 
facilitated by DB18C6 from water to 1,2-DCE respectively. Because the cells had 
different reference electrodes, the two potential scales were matched by 
assuming the equality of the A112 for the transfer obtained at low sweep 
rates. The values of k f at 441/2 are 1.95x10 2 
 and 2.1x10 2 cm/s for K 
facilitated transfer by DB18C6 from water to 1,2-DCE and K-DB18C6 
complexing ion transfer from 1,2-DCE to water respectively. 
In conclusion, the sodium and potassium transfer facilitated by DB18C6 are 
reversible and quite fast processes. There is no double wave appearing within 
the potential window which means that the explanation of Korvta 1241 for the 
results of Lin et al [38] must be correct. Apparent transfer coefficient depends 
on the supporting electrolyte in aqueous phase and the ligand concentration in 
1,2-DCE phase. The real meaning of apparent transfer coefficient in the 
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Figure 5.2.6 Plot of charge (Q) vs t' 12. Experimental conditions are the 
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Figure 5.2.7 Plot of current(I) vs m. Experimental data are from the 
system shown in Figure 5.2.5. 
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Figure 5.2.8 Plot of mIt 1/2  vs. QIt 2. Experimental data from 
the system shown in Figure 5.2.5. 
Figure 5.2.9 Dependence of rate constant on the applied potential. (o) K 4 
transfer facilitated by DB18C6 from water to 1,2-DCE phases. (,)K 4 DB18C6 
transfer from 1,2-DCE to water phases. 
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TABLE 5.1 THE EFFECT OF CONCENTRATION OF SUPPORTING 
ELECTROLYTES IN AQUEOUS PHASE ON THE KINETiCS OF Na TRANSFER 
FACIUTATED BY DB18C6 
C iq aapp '&-0~
01 ks 
(NaCI,M) (mV) (cm/sx10 2) (mV) (cm/sx10 2) 
2.0 135 2.1 0.31 152.5 2.5 
0.5 210 2.53 0.319 192.5 1.85 
0.2 255 1.85 0.38 214.5 0.9 
0.05 310 1.57 0.459 234.5 0.4 
0.02 347 1.75 0.449 248.5 0.22 
-System: 1,2-DCE phase: 0.4 mMDB1 8C6+ 1 0mMTBATPBC; aqueous phase: 
xM NaCl. 
*AW 0 
o4Na 	441/2 +(RT/F)In[Na](W) 
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TABLE 5.2 THE THERMODYNAMIC AND KINETiC DATA FOR THE FOLLOWiNG SYSTEM 
1,2-DCE phase: x mMDB18C6+10mMTBATPBCI 
Aqueous phase: 0.05 M NaCl 
app N oWNa 
ks 
(DB18C6,mM) (mV) (cm/sx102 ) (my) 
(cm/sx102 ) 
0.1 310.5 0.523 4.2 252.5 
0.85 
0.2 308.5 0.477 2.2 268.0 
0.80 
0.4 310 0.46 1.70 286.9 
0.92 
0.8 311 0.39 1.04 305.4 
1.0 
1.0 308 0.378 0.85 308.0 
0.85 
* A'48 ='4: 1/2  +(RT/F)In[Nal(W) 
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5.3 Facilitated ion transfer at micro-ITIES 
supported at the tip of micropipetteS 
5.3.1 Introduction 
In 1986, Taylor and Girault [30] have shown the micro liquid/liquid interface 
could be supported at the tip of pulled glass pipettes. In this way, micro 
Interface between Two Immiscible Electrolyte Solutions or micro-ITIES could be 
generated for the study of charge transfer reactions. This type of interface is 
characterised by the fact that ingress motion of charges into the pipette occurs 
by a - - cQAndrical/spherical diffusion process whilst egress motion of charges 
out of the pipette occurs via linear diffusion. The former type of mass transfer 
results in a steady state voltammetric wave response to a linear sweep applied 
potential waveform whereas the latter results in a peaked shape voltammogram 
as observed in linear sweep voltammetry on large electrodes where linear 
diffusion to the interface prevails. 
The cyclic voltammograms obtained for a straightforward ion transfer 
reaction are therefore asymmetric and can be analysed using the methodology 
described in reference [199]. This asymmetry of the diffusion field on either 
side of the interface has also been used to illustrate how micropipetteS can be 
used as a tool in the identification of the species limiting the potential window 
[54]. 
The first part of this study will illustrate how a micropipette can be used to 
measure the ratio of the diffusion coefficients of the ionophore and its 
complexed ion in the organic phase. The second part will show how the 
asymmetry of the diffusion field can be used as a mechanistic tool to elucidate 
the reverse transfer of complexed potassium from 1,2-DCE to water or in our 
nomenclature of an OCT process. 
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5.3.2 Results and discussion 
The following electrochemical cell was employed for the investigation of 
potassium transfer across the water/1.2-DCE interface. 
Ag/AgCl/XMKCl//0.4mMDB1 8C6+ 1 OmMTBATPBCl/1 OmMTBACl/AgCl/Ag 
Cell 5.3.1 
where x =0.01, 0.1 and 1 respectively. 
Figure 5.3.1 shows the voltammogram of the potassium transfer across the 
water/1,2-DCE interface facilitated by DB18C6 (x=0.01). Because the 
concentration of IC is in excess compared to that of the lonophore, the steady 
state wave observed is controlled by the spherical diffusion of the jonophore to 
the micro-ITIES and the spherical diffusion of the complexed ion away from the 
interface. When increasing the concentration of KCI, the half wave potential for 
the transfer shifts to more positive and obeys the equation (5.2.2), as shown in 
Table 5.3. 
In order to study the reverse process i.e., that of a complexed potassium 
ion transfer from 1,2-DCE phase back to the water, we used the following 
system: 
Ag/AgCl/1 0mMKCl//0.4mMKTPBCHfl0.4mMl 8C6+1 OmMTBATPBCl/ 
1 OmMKCl/AgCl/Ag 
	 Cell 5.3.2 
Figure 5.3.2 shows the voltammogram obtained for n=1, i.e., for an 
equimolar solution of KTPBCI and DB18C6. Because the association constant for 
the complexation of IC by DB18C6 is very high in 1,2-DCE (IgK 8 > 10), it can 
be assumed that the organic phase contained 0.4mM of the salt 
(KDB18C6)TPBCI. 'The steady state current obtained at positive potential 
corresponds to the diffusion controlled transfer of the complexed ion to the 
aqueous phase. The mechanism of which is discussed below. A small residual 
current at negative potential is observed and is likely to result from the 
presence of uncomplexed ionophore. In this cell, it is worth to note that the 
organic' reference electrode is a non-polariSable interface based on the IC 
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Figure 5.3.1 Voltammogram of K transfer across the water/1,2-DCE interface 
facilitated by DB18C6 (cell 5.3.1 system). sweep rate v=100 mV/s. 
Approximate outer pipette radius r=15 zM. 
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Figure 5.3.2 Voltammogram of K-DB18C6 transfer across water/12-DCE 
interface (cell 5.3.2, n=1 system). Sweep rate v=50 mV/s. 
Approximate outer pipette radius r=15 tiM. 
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potential scales are different. 
When n is greater than 1, i.e., when the concentration of free ionophore 
increased, a voltammogram which combines the feature of those shown in 
Figure 5.3.1 and 5.3.2 is observed (For the case n=2, See Figure 5.3.3). This case 
is analogous to a metallic microelectrode immersed in an equimolar mixture of 
the oxidized and reduced form of a redox couple. The intercept (1=0) should be 
equal to the formal potential for facilitated ion transfer. One of the major 
difficulties in the use of micropipettes for quantitative data analysis is the 
accurate determination of the internal radius of the pipette and the control of 
the curvature of the interface. Indeed, it has been shown that the steady state 
current response of a micropipette is comprised between that of a microdisc 
and that of a microhemisphere [199]. 
4zFCrd < iSS < 2rzFCrh 	 (5.3.1) 
However in the case of the data shown in Figure 5.3.2, the ratio of the 
positive and negative plateau current is proportional to the ratio of the 
diffusion coefficient of the complexed ion and the ionophore itself. Table 5.4 
gives the values obtained for a series of values of n. The present approach for 
measuring in one experiment the ratio of the two diffusion coefficient is 
inherently accurate as it is independent of the radius of the pipette used and of 
the curvature of the interface which is difficult to reproduce between 
experiments. 
The data of Table 5.4 unambiguously indicate that the diffusion coefficient 
of the ionophore is about 1.6 times greater than that of the complexed ion. 
This information is required for the determination of the complexation constant 
in the organic phase from the aqueous concentration dependence of the 
transferring ions shown in eqn.(5.2.2). The value of K a  obtained in the present 
study is 10 10 . 1 using the following data LI'4 =538 mV (See Table 7.2). The 
data compared extremely well with 10 10 .4 obtained by Campbell using the same 
approach [190] and 10 9,9 obtained by Samec and Papoff using polarography 
[198]. 
The fact that the current response for the transfer of complexed ion back to 
water is a steady state wave clearly indicates that the complexed ion doesn't 
cross the interface as an entity but survives in the aqueous phase. Had it been 
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Figure 5.3.3 Voltammogram of facilitated K transfer and complexed ion 
transfer (cell 5.3.2, n=2). Sweep rate v=50 mV/s. 
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E I Volt 
Figure 5.3.4 Voltammogram of K-DB18C6 transfer and Li transfer 
facilitated by DB18C6 (cell 5.3.3 system). Sweep rate v=50 mV/s. 
Approximate Outer pipette radius r=15 jiM. 
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the complexed ion within the pipette back to the interface. Because the 
solubility of 0B18C6 in water is very low (less than 10 M [2001), it can be 
concluded that the transfer is dissociative what we can call it in our 
nomenclature a TID mechanism, i.e., Transfer by lnterfacial Dissociation. Upon 
dissociation the free ionophore diffuses away in a spherical fashion whereas 
the potassium diffuses away linearly inside the pipette. To verify this 
conclusion, we studied the system where the aqueous electrolyte was lithium 
chloride instead of potassium chloride. 
Figure 5.3.4 shows the current response for the following cell: 
Ag/AgCl/1 Om MLiCl//O.4m MKTPBCI+0.8mMDB 1 8C6+ 1 OmMTBATPBCl/ 
1 OmMKCl/AgCl/Ag 
	
Cell 5.3.3 - 
Two additional features can be observed when compared to Figure 5.3.3. At 
negative potential, the steady state wave of Li transfer facilitated by free 
ionophore from water to 1,2-DCE occurs just before the transfer of Li itself 
[54]. In the middle of the potential window, a return peak is observed. The 
forward steady state wave being the dissocative transfer of crowned potassium 
from 1,2-DCE to water, this peak corresponds to the linear diffusion of free 
potassium in the aqueous LiCI phase back to the interface. Indeed because of 
the presence of free ionophores in the organic phase, the limiting mass 
transfer process is the egress diffusion of iC inside the pipette. The peak 
disappears in the absence of the free ionophoreS as shown in Figure 5.3.5. In 
this case, it can also be seen that facilitated Li' transfer also disappears. These 
results show that facilitated ion transfer does occur by a TIC mechanism even 
when the concentration of free ionophore in the aqueous phase is not small 
compared to that of the transferring ion. 
In conclusion, this work illustrates how the asymmetry of diffusion fields at 
a micro-ITIES supported at the tip of a micropipette can be used to study ion 
facilitated transfer reactions. The ratio of the diffusion coefficients of the free 
ionophore and the complexed ion can be measured accurately. The results 
herewith presented confirm that the transfer of potassium facilitated by DB18C6 
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Figure 5.3.5 Voltammogram of K-DB18C6 transfer in the absence of KCI in 
the aqueous phase (See text). Sweep rate v=50 mV/s. 
Approximate outer pipette radius r=20 MM. 
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TABLE 5.4 IONOPHORE CONCENTRATION DEPENDENCE OF THE RATIO OF THE 
ANODIC AND CATHODIC PLATEAU CURRENTS. THE HALF WAVE POTENTIAL AND OF 
THE RATIO OF DIFFUSION COEFFICIENT OF THE FREE IONOPHORE AND COMPLEXED ION 
n 	 L1./1- '4 ° (mV) DL/DML 
2 	 1.66(1.63) -100 1.66(1.63) 
3 	 3.55(3.54) -100 1.78(1.77) 
4 	 5.0(4.63) -108 1.67(1.54) 
5 	 5.97(5.90) -100 1.49(1.48) 
* The values in brackets were obtained in a second set of experiments. 
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5.4 Lithium and proton transfer across 
water/1,2-DCE interface facilitated by ETH1810 
5.4.1 Introduction 
The 	lipophilic 	neutral 	carrier 	N,N_dicyclohexvl-N',N' -diiSObUtYlCis 
cyclohexane-1,2-dicarbOxamide (ETH 1810) (See Figure 5.4.1) has been 
recognized by Simon et al [201] as a good selective active material for lithium 
potentiometric assay. There are very few investigations related to lithium 
transfer in the field of electrochemistry at liquid/liquid interface although many 
studies on the facilitated transfer of sodium, potassium and caesium have been 
carried out [77,198,24,38]. In the present work, the transfer of lithium and 
proton facilitated by ETH1810 across the water/1,2-DCE interface have been 
studied using cyclic voltammetry and chronocoulometry. 
5.4.2 Results and discussion 
The following electrochemical cell was used for this investigation: 
Ag/AgCl/LiCI+HCI+LiOH mixture// 
0.4mMETH 1810+1 OmMTBATPBCl/1 OmMTBACl/AgCl/Ag 	 Cell 5.4.1 
Figure 5.4.2 shows the potential windows obtained when the aqueous phase 
in Cell 5.4.1 is 0.01 M LiCl (curve A, pH=6.6), 0.01 M HCI (curve B, pH=2.1) and 
0.01 MLiCI+1mMLiOH (curve C, pH=10.2). At negative potentials -(water vs oil), 
the window is limited by the transfer of TBA whereas at positive potentials, it 
is limited by the transfer of Li or H. Comparison of curve A and B shows that 
the half wave transfer potential of the proton is slightly less than that of the 
lithium cation. Figure 5.4.3 shows that upon addition of the ionophore ETH1810 
in the organic phase an irreversible transfer wave develops at high pH values. 





Figure 5.4.1 Structure of ETH 1810 
0.1 	U.Z 	0.3 	0.4 	0.5 	0.6 	0.7 	(V) 
Figure 5.4.2 Voltammograms of the following systems: 
(A) 0.01 M LiCI (pH=6.6),(B) 0.01 M HCI (pH=2.1), (C) 0.01 M 
LiCI+ 1mM LiOH (pH=10.2). 1,2-DCE: 0.01 M TBATPBCI. 
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separation (E) is much bigger than 59 mV. The ratio of forward current (I i) 
against backward peak current fib) is larger than 1. The half wave potential is 
about 415 mV. The diffusion coefficient of ETH1810 in 1,2-DCE phase was 
calculated using the plot of the peak current (in) versus the sweep rate (v 1 "2) 
and is equal to 1.58x10 6 cm2s 1  (using the reversible equation and is equal to 
3.200 6 cm 2s 1  if the totally irreversible equation was used) because l, is 
proportional to v 1 "2. The pH value of this aqueous phase was measured and 
found equal to 10.25 showing that no proton transfer should be observable in 
these conditions. The reverse wave (cation transfer from organic to aqueous 
phase) was quite unusual. From x-ray knowledge of this compound complexing 
with lithium, the ratio between ligand and Li could be 2:1. If sweep rate is fast 
(e.g., v >200 mV/s), two waves during the reverse scan could be observed 
(See Figure 5.4.4). In order to record the correct response of these fast scan 
voltammograms, a storage oscilloscope was employed in conjunction with a 
low pass filter to reduce the noise (See Figure 5.4.5). it can only be observed 
one wave if the scan rate is faster than 2 V/s. Another wave may be 
overlapping with the limiting ion Cl at the end of the potential window. The 
following mechanism may be assumed to explain those results. 
Interface 
w 	 I 	 0 
ii 	 E 
I 	j 




LI*(w) + E(o) 	Li'E(IntertaCe) 	LI'E(0) + E(o) == IYE2(0) 
1' 	 2 
LF' forms a complex with ETH1810(E) at the interface, the forward wave 
observed is ETH1810 facilitated Li' transfer from aqueous to 1,2-DCE phase. 
The first reverse wave is attributed to this complex coming back to water. The 
second wave is due to the further formation of this complex ion with another 














0.1 	02 	0.3 	0.4 	01 	0.6 	0.7 	(J) 
	
U.i 	02 	U.J 	U.S 	0.0 	0.0 	U.' 
Figure 5.4 3 Voltammogram of Li transfer across the water/1,2-DCE interface 
facilitated by ETH1810. 1,2-DCE phase: 0.4 mM ETH1810+ 0.01 
M TBATPBCI. Aqueous phase: 1 mM LIOH + 0.01 M LiCI. Left 
Figure 5.4.4 Voltammogram of the fast sweep rates for the system shown in 
Figure 5.4.3. Right 
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Figure 5.4.5 Voltammogram of the system shown in Figure 5.4.3 recorded by 






0.1 	02 	03 	0.4 	0.5 	0.6 	0.7 	4 (V) 
Figure 5.4.6 Voltammogram of the following system: 1,2-DCE phase: 0.4 mM 
ETH1810+ 0.01 M TBATPBCI. Aqueous phase: 0.01 M HCI. 
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If the aqueous phase was replaced by 0.01 M HCI (pH=2.14), there was a 
very good reversible wave of facilitated transfer at A'4 112=260 mV. The peak 
separation is about 60 mV and the diffusion coefficient is 1.78x10 6 cm 2s 1 (See 
Figure 5.4.6). Obviously, only one proton formed a complex with ETH1810. 
However, it is hard to know which nitrogen atom was protonated. 
Figure 5.4.7 shows the cyclic voltammOgram of U transfer facilitated by 
ETH1810 at pH 6.56 (only 0.01 M LICI in aqueous phase). The peak separation is 
slightly larger than 59 mV (about 80 my). The half wave potential is at 395 mV 
which is between the above two cases. One possible explanation is that we 
observed the transfer of a mixture of LF and H facilitated by ETH1810 because 
the selectivity coefficient for LF over H is about 10 (201], i.e., the complexation 
of H with ETH1810 is easier than that with Li. However, the concentration of 
the proton in this solution is only about 10 6 M. Another alternate explanation 
is that the complexation of Li with ETH1810 is dependent on the pH values of 
the aqueous phase. It can be observed two waves during the reverse scan 
when the sweep rate is larger than 200 mV/s. These are very similar to those 
for system consisting of pH=10.25, i.e., the mechanisms are the same. The only 
difference is that there is some effect from different pH values aqueous phases 
for the equlibrium between formation of 1:1 and 2:1 (ETH1810:Li) complexing 
ions. 
A good reversible transfer wave can be obtained if the ETH1810 was put 
into 0.025 M HCI aqueous phase and no ETH1810 in 1,2-DCE phase (See Figure 
5.4.8), this means that ETH1810 can be protonated in the high acidic solution. 
The peak separation is about 60 mV and l is proportional to v 1 ' 2. So only one 
nitrogen atom in ETH1810 was protonated and this is similar to the system 
shown in Figure 5.4.6. 
For the systems show in Figures 5.4.3 and 5.4.7, the kinetic behaviours were 
investigated in details using chronocoulometry. The procedure can be found in 
chapter 3. Figure 5.4.9 shows the plot of Igk f vs. L'4i for the system shown in 
Figure 5.4.3. The apparent transfer coefficient () can be evaluated from these 
slopes and is equal to 0.41 for Figure 5.4.3 system and 0.45 for the system 
shown in Figure 5.4.7, respectively. Table 5.5 lists the variations of k f with the 
applied potential. It is too hard to get the formal potential of the Li facilitated 
transfer by ETH1810, so that the standard rate constants remains unknown. The 










0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 
Figure 5.4.7 Voltammogram of the following system: 1.2-DCE phase: 0.4 mM 
ETH1810 + 0.01 M TBATPBCI. Aqueous phase: 0.01 M LiCI. 
_eo UA 
0.1 	0.2 	0.3 	0.4 	0.5 	0.6 
Figure 5.4.8 Voltammogram of the following system 1,2-DCE phase: 0.01 M 
TBATPBCI. Aqueous phase: 0.4mM ETH1810 + 0.025 M HCl. 
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both systems. These are similar comparing with that value obtained by 
micro-pipette techniques (140]. 
For pH=10.25 system, cyclic voltammetrY can be used to evaluate ks from 
the data of peak potential shifts with the variation of sweep rates [178]. 
Table 5.6 gives the data of 	
and the AE. The diffusion coefficient of 
ETH1810 in 1,2-DCE and the complexing ion of ETH1810 with Li in 1,2-DCE are 
almost the same, and is assumed to be unity. The equation 5.4.1 can be 
employed to calculate the ks if assumed the process of ETH1810 facilitated Li 
transfer under this condition is a quasi-reversible reaction. 
*1 = (DE/DLjE) 2ks/(DE 1t\I(flF/RT))l' 	 (5.4.1) 
Figure 5.4.10 is the plot of 	vs V 1"2. From the slope of this curve, ks can 
be obtained and is equal to 1.02±0.0300 3 cms 1 if DE  is assumed to 1.58x10
6 
cm 2s. 
In conclusion, the Li transfer facilitated by ETH1810 is an irreversible 
process. The ratio of ligand to LF 4  in 1,2-DCE phase could be 1:1 and 1:2 and 
formation of both complexing ion depends slightly on the pH values. Only one 
nitrogen atom in ETH1810 could be protonated. If ETH1810 is used to make an 
ion selective electrode of Li, the interference from proton will be substantial. 
From a kinetic point of view, the response time will be slightly slower than that 
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System is the same as shown in Figure 5.4.3. 
Figure 5.4.10 Plot of 	vs 
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TABLE 5.5 THE RELA11ON BETWEEN THE APPUED POTENTIAL 
















-starting potential is 250 mV. The system is shown in Figure 5.4.3. 
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TABLE 5.6 THE RELATIONSHIP BETWEEN THE KINETIC PARAMETER! 
AND THE PEAX SEPARATION (AEp) AND THE SWEEP RATES 
v(V/s) AE(V) 
0.016 0.098 0.60 7.91 
0.025 0.109 0.45 6.32 
0.036 0.114 0.40 5.27 
0.049 0.121 0.35 4.52 
0.064 0.130 0.30 3.95 
0.081 0.141 0.27 3.51 
0.10 0.150 0.25 3.16 
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5.5 Potassium transfer facilitated by DLADB18C6 
across water/1,2-DCE interface 
5.5.1 Introduction 
As mentioned above, Lin et al (38] have observed using current scan 
polarography double waves for potassium transfer facilitated by DB18C6 or 
Urushiol crown ether when the concentration of KCI in the aqueous phase was 
between 0.02 M and 0.2 M. So far, there has been no report to corroborate 
this phenomenon using other electrochemical approaches. In this work, the 
potassium transfer facilitated by a derivative of DB18C6 with along alkyl chain 
on each aromatic ring, DLADB1 8C6 (Dib enzo_18_crown-6,3,3'_dilaurylanide) has 
been studied by cyclic voltammetry. Two waves have been observed and one is 
the diffusionally controlled facilitated transfer and the another can be assigned 
to the desorption of the adsorbed complexed ion at the interface. 
5.5.2 Results and discussion 
The following electrochemical cell was used for cyclic voltammetry studies. 
Ag/AgCl/1 OmMKCl//xmMDLADB 1 8C6+ 1 OmMTBATPBCl/1 OmMTBACl/AgCl/Ag 
Cell 5.5.1 
where x is from 0.04 to 0.4. DLADB18C6 only dissolved in 1,2-DCE using an 
ultrasonic bath. 
Figure 5.5.1A shows that there is no transfer wave within the potential 
window if there is no DLADB18C6 in 1.2-DCE phase. Only one wave around 280 
mV can be obtained when 0.2mM DLADB18C6 is dissolved in 1,2-DCE if it is to 
scan from 0.1 V (See Figure 5.5.113). Another wave which is located at more 
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Figure 5.5.1 Voltammograms of K transfer across water/1,2-DCE interface 
facilitated by DLADB18C6. System: aqueous phase: 0.01MKCI; 1,2-DCE phase: (A) 
0.01MTBATPBCI; (B) 0.2mMDLADB18C6+0.01 MTBATPBCI 
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scanning (See Figure 5.5.2). This irreversible transfer wave (called the second 
wave) will increase when increasing the waiting time and will be stable after 
about 45 minutes. Obviously, it relates to an adsorption process. The first 
wave decreased with the increase of the second wave, that means the interface 
may be partially blocked. 
The diffusion coefficient of DLADB18C6 in 1,2-DCE can be obtained by using 
a plot of peak current of the first wave versus sweep rate, it is found to be 
equal to 4.06x10 6 cm 2s 1 . For the second wave, no reverse wave was 
observed, wave. The dependence of peak current (l v) on the sweep rate are 
shown in Figure 5.5.3 at intervals of one hour. The procedure for recording 
Figure 5.5.3 was at first to wait one hour and then scan once. The accumulation 
on the surface must be taken away by continuously sweeping 3 to 5 minutes at 
a sweep rate of 100 mV/s. This was repeated for different sweep rates. The t 
depends on the sweep rate and it was shifted towards less positive 
potentials when the sweep rate decreased. Compared to the experiments where 
no waiting was carried out, the first wave in the waiting case was decreased. 
Figure 5.5.4 shows the dependence of the peak current of the second wave 
on the sweep rate. Obviously, l, is proportional to v not to v 1"2, and this 
agrees well with the adsorption criterion. 
The shape of this wave is good in agreement with the case described in 
standard textbooks for a totally irreversible reaction of the adsorbed [178]. So it 
is possible to calculate the surface excess concentration r° using the following 
equation (5.5.1) and (5.5.2). 





From Figure 5.5.3, it can be seen that it is difficult to evaluate the '4,1/2 
(the width of the half peak wave) and an ct. However, it is reasonable to assume 
ana equal to 0.75 (between 0.5 and 1) for this adsorption process. Following 
this assumption and using the slope of Figure 5.5.4, it can be .ou.,Aout that r° 
is equal to 3.67x10' 10  mol/cm 2. This value is of the same order with those 
reported by Senda et al [116]. The interfacial area of this crown or complexed 
ion is 45.2 A2 . 
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Figure 5.5.2 Voltammogram of the following system with different waiting time 
at 0.1 V. System: 1,2-DCE phase: 0.2 mMDLADB18C6+ 0.01 MTBATPBCI; aqueous 





0.2 	0.4 	0.6 	AW (V) 
Figure 5.5.3 Voltammogram of the following system with different sweep rate. 
System: 1,2-DCE phase: 0.2 mMDLADB18C6 + 0.01 MTBATPBCI; aqueous phase: 
0.O1M KCI. 
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Figure 5.5.4 Plot of peak current l of the second wave vs. the sweep rate 
(.) l, vs. ; (a) l, vs. v 1 "2 
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waiting at 0.62 V before each scan. At 0.1 V (vs.TBA 4 ), the aqueous side should 




INTERFACE 	 -ç.. 
No waiting case 	 After more than 10 mInutes waIting case 
so potassium formed complex with long chain at the interface. There is only 
one transfer wave without waiting at 0.1 V and that is potassium transfer 
facilitated by DLADB18C6. If we wait a long time before each scan, an 
adsorption film will be formed at the interface even if the process is quite 
slow. The first wave should be the normal facilitated transfer and the second 
wave is the transfer of the dissociation of the adsorbed complexed ion which 
needs more energy to desorb. 
Similar phenomena can be observed when the concentration of DLADB18C6 
was changed to 0.04 mM and 0.4mM. 
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Chapter Six 
The adsorption of hexadecyl sulphonate 
anion on the water/1,2-dichloroethafle interface 
6.1 Introduction 
The adsorption of molecules and ions at the surface and interfaces of 
phases is a very common phenomenon. The electrical aspects of the adsorption 
at the metal/solution interfaces have been investigated extensively [213]. 
However, much fewer studies have been reported for the liquid/liquid 
interfaces, mainly because of the difficulty of controlling the electrical potential 
difference between the two phases and the lack of the suitable reference 
electrodes to define the electrical potential [115]. 
Guastalla [6], Blank [7], Watanabe et al [202] and Gavach et al [203] have 
reported some adsorption systems on the liquid/liquid interfaces. Since the 
electrochemistry of charge transfer across the liquid/liquid interfaces has 
developed very quickly in the past two decades, a lot of attention has been 
focused on the adsorption at the liquid/liquid interfaces [14]. Recently, Korvta et 
al [148], Girault and Schiffrin [149]. Senda et al [119-121], Samec at al [123] and 
Vanysek et al [128] have studied the ion transfer across adsorbed monolayerS 
and surfactant adsorption at the liquid/liquid interfaces by using various 
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measurement techniques such as surface tension and a.c impedence. So far, 
the main conclusion of those studies is that the adsorption of molecules and 
ions are markedly dependent on the potential.droP across the interface. 
Tartar et al (204] have studied the various physical and chemical properties 
of hexadecyl sulphonate (HDS), such as solubilities, micelle formation and 
viscosityin aqueous phase. In the present work, the adsorption of hexadecyl 
sulphonate anion at the water/1,2-DCE interface has been investigated using 
cyclic voltammetry and the double-step potential chronocoulometry. The 
adsorption dependence on the initial potential has been studied in detail. The 
quantt1tive analysis of the HDS adsorbed on the interface have been evaluated 
by cyclic voltammetry and chronocoulometrV. 
6.2 Results and Discussion 
As a consequence of the poor solubility of HDS in commonly used solvents, 
the preparation of crystal violet hexadecyl sulphonate (CVHDS) is quite difficult. 
The route followed in this work to obtain the salt is by dissolving equimolar of 
CVCI and NaHDS in water and hot water (about 65 0C) respectively, the solutions 
are then mixed and cooled at 40C over night. The CVHDS was put in the dry 
box over one night after filtration. All the tested solutions were fresh solutions. 
6.2.1 HDS in aqueous phase 
The following electrochemical cell was used in this study. 
Ag/AgCl/xMHDS+ 1 OmMLiCl//1 OmMCVTPB/1 OmMLiCI+ 1 OmMNaTPB/AgCl/Ag 
Cell 6.1 
where x is from 2 to 100 pM. 
Figure 6.1A shows the cyclic voltammogram of only base supporting 
electrolytes in both phases. There is no transfer wave,, even at the very high 
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sensitivittj level. The transfer or adsorption wave of HDS appears within the 
potential window in the presence of some HDS in aqueous phase (-0.58 V to 
-0.15 V vs. TPBISE) (Figure 6.1B). HDS can be determined as low as only 2 pM 
in the aqueous phase by cyclic voltammetry. The peak currents of such waves 
depend on the standing time before scanning. Figure 6.2 shows the relationship 
between the time for reaching the stable peak current and the concentration of 
HDS in aqueous phase. It can be seen from Figure 6.3 that the peak current (In) 
is proportional to the scan rates v, not v 1 "2  and that shows the process is an 
adsorption process. 
Another wave can also be observed in the more positive potential when the 
concentration of HDS is over 30 pM and a suitable waiting time is allowed 
before scanning (Figure 6.4, we call this wave B). The wave A will be steady 
after 2 minutes, however, wave B is still increasing with the standing time. It is 
difficult to study the cause of this effect when the HDS concentration is over 
30 pM because the C.M.0 is reached and the multimolecular layers are formed. 
The above experiments were commenced with a scanning or holding 
potential of -0.15 V, where the interface was polarized such that the potential 
in the aqueous phase was positive with respect to that in the 1,2-DCE phase. 
On the other hand, if the starting scan or holding point was kept at -0.58 V 
(1,2-DCE phase is positive with respect to that in the aqueous phase), the 
cyclic voltammograms will be totally different because the monolayer has been 
destroyed owing to repulsive interactions (See Figure 6.5). This observation 
verifies that the adsorption of HDS anion is markedly dependent on the 
potential drop across the interface. 
The equation (6.1) was used to evaluate the adsorbed amount r° 
'p = (zF) 2Ar°v/4RT 
	
(6.1) 
From the slope of the plot of I, vs. v (sweep rate), the r° is easily 
calculated and the results are summarised in Table 6.1. 
It can be seen from Figure 6.113 that the peak potential ('4) changed very 
slightly with the variation of the concentration of HDS. 
Figure 6.6 is the plot of l, vs. C (concentration) of HDS. The peak current 
changed dramatically when the concentration of HDS in aqueous phase is over 
40 pM. A similar behaviour can also be obtained from the plots of ro vs. C 
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i=5 UA 	
V 100 mV/S 
1=2 pA 
waiting 3 minutes before each scan 
v=100 81 64 49 36 25 16 mV/s 
I 	 I 
—0.6 	—0.5 	—0.4 —0.3 	—0.2 	0.1 A'4 (V) 
Figure 6.1 Voltammograms of (A) 0.01 M LiCI in aqueous phase and (B) 20 I.IM 
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Figure 6.2 The relationship between the time for reaching unchanged peak current 
and the concentration of HOS in aqueous phase. 
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Figure 6.3 The relationship between the peak current (lv)  and the sweep rate 
I P  vs V (.) and I vs v 112  W. 
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Figure 6.4 Voltammogram of the following system:  1,2-DCE phase: 0.01 M CVTPB 
Aqueous phase: 30 pM HDS +0.01 M UCI. 
i=5 jA 	
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1=2 pA 	
waiting time No 
(minutes) 
34 0 	 1 
1 	 2 
v=100 mV/s 	 3 	 3 
5 	 4 
I 	 I 	 I 	 I 	 I 	 I 
-0.7 	-0.6 -0.5 -0.4 -0.3 -0.2 -0.1 	A4 (V) 
Figure 6.5 Voltammogram of the following system: 1,2-DCE phase: 0.01 M CVTPB 
Aqueous phase: 10 pM HDS + 0.01 M L1CI. Starting scan from -0.57 V. 
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(Figure 6.7). 
This process was also studied by double potential step chronocOulOmettY. 
Figure 6.8 shows the curves of current-time transient. There is a "shoulder in 
the curve and is similar with those shown in the literature (205]. This is a good 
evidence of reactant adsorption. The size of this kind of "shoulder depends on 
the iR drop compensation. Figure 6.9 is the plot of charge (Q) vs. t (time) and 
which is distinctively different from no adsorption process. Figure 6.10 gives 
the plots of Q vs. t 112  and 6 respectively. The slopes and intercepts can be 
calculated from extrapolation techniques. At the beginning of these curves, the 
effect of capacitive current is substantial. The advantage of chronocoulOmetrv 
is that only the long time domain data are used and the effect of charging 
current can be ignored. 
From the above investigation, it can be concluded that only reactant is 
adsorbed and transferred. The potential is stepped from a value E1, where the 
amount of reactant adsorbed per unit area is r°, to a value sufficiently negative 
that all HDS on the interface is transferred from aqueous to 1,2-DCE phases. So 
the total charge at time t is, 
O.f(t<T) = 2 z FACW(Dwt/1T)
1 /2 + zFAr° 	dI 	 (6.2) 
where the terms on the right side of eqn.(6.2) represent the contribution of 
dissolved HDS, adsorbed HDS and double layer charging, respectively. As 
shown in Figure 6.10A, a plot of Qf vs. t' 12 yields an intercept Q given by 
= zFAr° + 0d1 	 (6.3) 
The values of QdI  for the presence and absence of adsorbed HDS are not 
the same. The specific correction can be obtained by a double potential step 
experiment, in which the potential is returned to E1 at t=r0.5s. The charge 
during this reverse step, Qr is given by 
C1r(t>T) = 2 Z FCW(DW/7T)h/ 2  (1+a1zFAr 0/Q)e +a
0zFAr ° 	dI 
(6.4) 
where 6r 112 +(t-T)"2 t112 
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Figure 6.6 The relationship between the l, and the concentration of HDS 
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Figure 6.7 The relationship between ro and the concentration of HDS 
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Figure 6.8 The curve of current-time transient for the following system: 
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Figure 6.10 The plots of Q (t<r) vs t 1 "2 (A) and Q,. (t>t) VS 
0 (B). System is the same as shown in Figure 6.8. 
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and usually a 0=-0.069 and a 1 =0.97. 
The intercept in Figure 6.1013 is given by 
a0zFAl'0 +Q11 	 (6.6) 
hence, 
= (Q -aoQ? )/(1-a0) 	 (6.7) 
The r°  values are easily calculated from eqn.(6.3) and the results are shown 
in Table 6.1. 
The adsorption free energy, which is described by the following 
equation [115]: 
lnC/q = G/RT + 2vq 
where C is the bulk concentration of the surface active compound, v is the 
interaction parameter, and q is the adsorbed amount expressed in .iC cm 2 and 
is defined by Fr. 
The adsorption free energy of this process can be obtained from a intercept 
of the plot of lnC/q vs. q and was found to be equal to -17.54 KJmoi 1 . 
6.2.2 HDS in 1,2-DCE phase 
The following electrochemical cell was employed for the investigation of 
the behaviour of HDS in 1,2-DCE phase. 
Ag/AgCl/1 OmMLiCl//xlIMCVHDS+ 1 OmMCVTPB/ 
1 OmMLiCl+ 1 OrnMNaTPB/AgCl/Ag 
	
Cell 6.2 
where the HDS is added as a salt (CVHDS) in the 1,2-DCE phase, and very 
similar phenomena to those observed with HDS in the aqueous phase have 
been obtained. However, the common ion for organic phase is TPB, not HDS 
(low solubility) or CV (dark colour). The peak potential of HDS adsorption was 
changed slightly with time which agrees well with that described in chapter 4 
but this is not important for adsorption studies. Figure 6.11 shows the cyclic 
voltammogram of HDS adsorption on the starting or holding potential position. 
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v=100 mV/s 
waiting time No 
jL 	 (minutes) 	
1 
A 
v= 100,81,64,49,36,25 mV/s 
1 	waiting 1 min before each scan. 
-0.6 	-0.5 	-0.4 	-0.3 	0.2 	-0.1 L'4 (V) 
Figure 6.11 Voltammograms of the different starting scan points for the following 
system: 1,2-DCE phase: x MM CVHDS+0.01 M CVTPB. Aqueous 
phase: 0.01 M LiCI. (A). starting scan from -0.58 V x=10. (B) 
starting scan from -0.19 V x=5. 
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If the scan was started from about -0.17 V. as shown in Figure 6.11, the 
adsorption wave can be obtained, otherwise, the cyclic voltammogram will be 
changed a lot when the scan or holding potential point is at about -0.57 
V. Comparing with the adsorption wave, the transfer current of HDS from 
1,2-DCE to aqueous phase is quite small. The peak current (l) is proportional 
to the v 1 "2  (not v) which is an evidence for a diffusion controlled process. Thus 
D0 is equal to 3.65x10 7 cm2s 1 . 
6.3 Conclusion 
Obviously, HDS adsorbs on the waterl1,2-DCE interface. The adsorption is 
strongly dependent on the starting scan potential, i.e., on the potential drop 
across the interface. The structure of HDS adsorbed on the interface is shown 
in Figure 6.12 when the HDS is in the aqueous phase while the long chain of 
the organic group lies within the 1,2-DCE phase. The electrostatic interaction at 
the interface of the aqueous phase (with positive charge) with the negative 
charged residual of HDS is equal to a preconcentration step. This is why the 
iiM level HDS can be easily determined. For the case where HDS is dissolved in 
1,2-DCE phase, the hydrophilic head of HDSwill be automatically pointing into 
the mixed layer when the aqueous phase is positively charged. The 
arrangement of HDS on the interfacial range is similar to that in the aqueous 
phase (Figure 6.12). 
If the starting potential was changed to about -0.57 V (aqueous phase is 
negative with respect to that in 1,2-DCE phase), the repulsive reaction will 
destroy the adsorption state or the monolayer, and the transfer of HDS from 
aqueous to 1,2-DCE phase has beei controlled by a mixture of diffusion and 
adsorption. On the other hand, the transfer of HDS from 1,2-DCE to the 
aqueous phase is controlled by a diffusion process. 
It can be concluded that the C.M.0 or monolayer is achieved when the 
concentrations of HDS in both phases are bigger than 30 iM from the plots of 
r vs. C and l, vs. C. 
164 





Waiting at about -0.17 V. 	 Waiting at about -0.57 V 
Figure 6.12 Schematic diagram of HDS at the Interfacial ranges at the 
different waiting potentials. 
TABLE 6.1 SUMMARY OF THE RESULTS OF HDS ADSORPTION 
ON THE WATERI12-13CE INTERFACE 
c i r° 
(MM) (105A) (10 1 0mol/cm 2 ) (1 0' 0mol/cm 2 ) 
2 0.37 0.327 0.21 
5 0.60 0.436 0.52 
10 0.75 0.686 0.74 
20 1.28 1.09 0.842 
30 1.38 1.22 0.935 
40 1.38 1.15 1.0 
50 4.90 1.87 1.23 
100 8.95 6.65 3.19 




Determination of the half wave potential of 
the species limiting the potential window 
7.1 Introduction 
The study of ion transfer reaction across a liquid/liquid interface 
necessitates a good knowledge of the standard Gibbs transfer energy of ionic 
species constituting the system. This energy can be obtained electrochemically 
from the measurement of the half wave potential if the transferring ion has a 
Gibbs transfer energy lower in magnitude than that of the ions of the two 
supporting electrolytes in the adjacent immiscible phases. In the case of the 
water/nitrobenzene inter -face, the data obtained electrochemically agree rather 
well with those obtained by calorimetric techniques [159,214,206,218]. For the 
water/1,2-DCE system such a good correlation is not always the case 
especially for the alkali metal cations. 
Samec et al [206] have questioned the validity of the calorimetric data for 
these ions and have attempted to measure electrochemically these values by 
curve fitting the foot of the wave to the current values x obtained from 




1(t) ={X(ot)/(at-z)112}dz = 1/1+9exp(-at)) 	 (7.1) 
where a=nF/RT, =(D'D9) 112  the ratio of the ionic diffusion coefficient in 
the two phases (often taken to be equal to the reciprocal of the ratio of the 
viscosities of the respective solvents), t is the time and where e is given by 
e = exp(zF(A'4 - 049' )/RT) 	 (7.2) 
where A'4 	is the starting potential and 	'.? 
is the formal transfer 
potential for the species i. Because the anion used in the organic phase was 
not hydrophobic enough, these authors could only measure the Gibbs energies 
of transfer of Rubidium (Rb) and Caesium (Cs) and could not access the 
values of small alkali metal ions. 
Kontturi et al [207] followed a rather similar route but took into account the 
migration of the ion in the absence of supporting electrolyte and fitted their 
data to a modified version of eqn.(7.1), i.e., 
r6't 
1(t) = J CX(at)/(t-z)112}th = 1,{(1-t 1)+eexp(- at)} 	 (7.3) 0 
where t 1  is the transport number in the aqueous phase of the transferring 




with D' the diffusion coefficient of the aqueous salt in the absence of 
supporting electrolyte for a 1:1 electrolyte is equal to 
D' = 2DD_/(D ++D_) 
	
(7.5) 
and with D °  the effective trace diffusion coefficient in the organic phase 
given by 
Do' = aD9 +(1-a)D a it 	 (7.6) 
where D is the diffusion coefficient of the cation alone, ot and D"a it  the 
degree of dissociation and the diffusion coefficient of the salt formed by the 
aqueous cation and organic anion respectively. Kontturi et al [207] applied 
their rigorous approach to measure the Gibbs energy of transfer of rubidium 
from the system RbCl in water/tetraheptYlammofliUm tetraphenylborate 
(THpATPB) in 1,2-DCE. Unfortunately, the system where TPB crosses before 
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Rbt did not allow the study of the targeted ion. 
The purpose of this chapter is to present a method of determination of half 
wave potential of the species limiting the potential window using the 
information provided both in the forward and reverse scan. Using a very 
hydrophobic organic anion, TPBCI, the formal Gibbs energy of transfer of all 
the alkali metal ions and of hydrophobic ions such as tetraphenylborate (TPB), 
TBA and TPAs can be measured. 
We define formal Gibbs transfer energy as 
=zF'4? 	 (7.7) 
where '4? 	is the formal potential related to the standard potential by 
w0 	 wO 	+ (RT/z1F)l n ( yo/yw) 	 (7.8) 
with y is the activity coefficient. The formal Gibbs energy of transfer is in 
fact the apparent Gibbs energy of transfer as far as electrochemistry at 
liquid/liquid interfaces is concerned. This definition alleviates the need to 
estimate the activity coefficients which is a particularly difficult exercise 
requiring thermodynamic data such as association constant for ion pair 
formation or models such as the Debye-H'ckel theory. 
7.2 Experimental 
Tetrabutylammonium tetrakis[pentafluorophenYl]bOrate (TBATPFPB1 and 
tetraphenylarsonium 
3,3_commo_bis(undecahydro_1,2_diCarba_3_CObalta_clOS0_d0deCat 0 te) 
(TPAsDCC) were generous gifts of Mr.A.Brown (Edinburgh University) [2191 
and Dr.Z.Samec (Prague, Czechoslovakia) respectively. 
The electrochemical experiments were carried out using a four electrode 
potentiostat with iR drop compensation. All the half wave potentials for ion 
transfer were referred to the half wave potential of TMA obtained by adding at 
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the end of each experiment predetermined amount of (TMA)2SO4 to the 
aqueous phase. 
All the experiments were carried out in a thermostatic bath at 20±0.2 0C. 
The interfacial area is 1.12*0.02 cm 2 . 
7.3 Results 
7.3.1 Determination of half wave potential 
The approach used to calculate the half wave potential of the ion limiting 
the potential window is based on the numerical integration of eqn.(7.1) with the 
boundary conditions imposed by cyclic voltammetry for different reverse 
potentials. 
Figure 7.1 shows the results obtained when the numerical integration 
calculation follows precisely that proposed by Nicholson and Sham [212] for the 
case E=1. From these data, it is possible to construct different working curves. 
The one chosen illustrated in Figure 7.2 is leos/lrp VS. E rp El/2 where  'eos 
is the 
current value at the End Of the forward Scan (EOS) and 'rp the return peak 
current. E rp is the return peak potential and E112 the half wave potential equal, 
in Figure 7.1, to the standard potential (=1). It should be stressed that this 
working curve is sweep rate independent as the values given in Figure 7.1 
represent the dimensionless current x related to the dimensioned current by: 
1= zFACb(7rzFD/RT)Lf2X 
	 (7.9) 
where D is either the diffusion coefficient of the ion in the case of dilute 
solutions and solutions with supporting electrolyte present or the diffusion 
coefficient of the salt (eqri.(7.5)) for concentrated solutions in the absence of 
supporting electrolyte. The use of working curves alleviates the need for curve 
fitting the current wave at the limit of the potential window as done previously 
by Samec et al [2061 and Kontturi et at [207]. It is therefore more accurate as 








Figure 7.1 Cyclic voltammograms obtained by numerical integration of eqn.(7.1). 
6 
CL 
20 	40 	60 	80 	100 	120 
ErpE s . I mV 
Figure 7.2 Plot of the ration of 'eosrp  vs. the difference EeosE1/2 
calculated from the data of Figure 7.1. 
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knowledge of the diffusion coefficient (eqn.(7.9)). Another advantage of the 
working curve is that it contains information provided by the return peak 
guaranteeing that the current measured is that of a diffusion controlled ion 
transfer process and not a capacitive current associated with the formation of 
interfacial ion pairs [207]. 
7.3.2 Test of the proposed method 
To test the approach presented above and based on the use of the working 
curve given in Figure 7.2, we studied the transfer of two ions which can also 
be observed classically within the potential window namely Cs and TPB. 
Figure 7.3a shows the transfer of Cs with the following system 
Ag/A9Cl/0.5mMCsCl+ 1 OmMLiCl//1 OmMTBATPBCl/1 OmMTBACl/AgCl/Ag 
Cell 7.1 
and Figure 7.4a the transfer of TPB with the system 
Ag/AgCl/1 OmMLiCl//0.5mMTBATPB+ 1 OmMTBATPBCl/1 OrnMTBACl/AgCl/Ag 
Cell 7.2 
It can be seen in Figure 7.5 that in the case of Cs and TPB transfer, the 
forward peak current is proportional to the square root of sweep rate and 
therefore that the current measured is solely due to a diffusion controlled ion 
transfer reaction. Assuming that the Walden's rule does apply for TMA and 
Cst we can estimate the Gibbs energy of transfer of Cs from 
w1/2+ 	 w.1/2 + 	- 	0 + 	- AW 0 + 
Cs - 	oTMA - o4Cs o4TMA 	
(7.10) 
A value of 15.4 KJmoi 1  for the standard Gibbs energy of transfer of TMA 
and a measured half wave potential value of 375 mV for this ion in the system 
Ag/A9Cl/0.4mMTMACI+1 OmMTBATPBCl/1 OmMTBACl/AgCl/Ag 	Cell 7.3 
yields a value of formal Gibbs energy of transfer of 38.1 KJmoi 1 for Cs. 
Initially, we had some doubts on the applicability of the Walden's rule for a 
hydrophobic anion such as TPB, thus, the diffusion coefficient of TPB in 
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Figure 7.3 Transfer of Cs across the water/1,2-DCE interface. 
See Cell 7.1-Sweep rate: 25, 36, 49, 64, 81, 100 mV/s 
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Figure 7.4 Transfer of TPB across the water/1,2-DCE interface. 
See Cell 7.2-Sweep rate: 25, 36, 49, 64, 81, 100 mV/s 
See Cell 7.4-Sweep rate: 10, 20, 30, 50, 100 mV/s 
! 
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aqueous phase can be measured independently using the Cell 7.4. 
Ag/AgCl/1 OmMLiCI+0.5mMNaTPB1/ 1 OmMTBATPBCl/1 OrnMTBACl/AgCl/Ag 
Cell 7.4 
The values obtained were D'6 =0.29x10 8 cm2s 1 
 and DPB =1.86x106 
cm 2s 1  showing the non validity of the Walden rule in this case. 
The half wave potentials for the transfer of TPB measured with cells 7.2 
and 7.4 were both found to be equal to 585 mV which yields a value of formal 
Gibbs energy of transfer of -33.5 KJmoi 1 . These results obtained by a classical 
methodology clearly show that TPB has a lower absolute Gibbs energy of 
transfer than that of the alkali metal cations and consequently the results 
presented by Kontturi et al (207] cannot be correct. 
To test the present method we studied the following systems. 
Ag/AgCl/0.5mMCSCl//1 OmMTBATPBCl/1 OmMTBACl/AgCl/Ag 	Cell 7.5 
and 
Ag/AgCl/1 OmMLiCl//1 OmMTBATPB/1 OrnMTBACl/AgCl/Ag 	 Cell 7.6 
It can be seen in Figures 7.3b and 7.4b that the return peak potential shifts 
with sweep rates. This is due partly to uncompensated resistance but also to 
the fact that capacitive currents are not negligible at the edge of the potential 
windows. To circumvent this experimental difficulty, the return peak potential 
value needed for the working curve is obtained by extrapolation to zero where 
both the iR drop and the capacitive contribution should be equal to zero. The 
same approach is used to evaluate a value of the ratio of leos/lrp 
which as 
shown in Table 7.1 was found not to be fully sweep rate independent. The 
working curve yields a value of 668 mV and 569 mV for systems 7.5 and 7.6 
respectively. 
Since for these systems, the half wave potential for TMA was measured to 
be 442 mV and 365 mV, it can be concluded that the formal Gibbs energy of 
transfer for Cs and TPB are equal to 37.3 and -33.0 KJmol 1  respectively. 
These values compare very well to those obtained by the classical 
methodology described above (38.1 and -33.5 KJmoi 1 ) and to those published 
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by Samec et al [206,208] 36.8 and -35.2 KJmoi 1 . The 2 KJmoi 1 discrepanCY 
between our results and those of Samec et al [208] for TPB stems from the 
fact that these authors assumed that the Walden rule is applicable for this ion. 
It can therefore be concluded that despite the approximations made to use 
the working curve given in Figure 7.2, the present approach provides a 
relatively good route for the determination of Gibbs energies of transfer. 
It is interesting to note in Figures 7.3b and 7.4b the very sharp peaks 
following the return peak associated to the return under diffusion control of 
Cs 4  to the aqueous phase. Thses sharp peaks stem from the desorption of 
interfacial ion-pair CsTPBCI [131]. We attempted a systematic study of those 
phenomena but it appeared that the mechanical instability generated by the 
desorption process makes this type of study very difficult. However, a 
qualititative estimation of the charge desorbed shows that a small fraction of 
the current of the forward scan was a capacitive current. 
We applied the present approach to the system 
Ag/AgCl/0.5mM MCl/Il OmMTBATPBCII1 QmMTBACl/AgCl/Ag 	Cell 7.7 
with M= Rb and K. The values obtained are listed in Table 7.2 and yield a 
formal Gibbs energy of transfer of 45.8 and 51.9 KJmoi 1 for Rb and K 4 
respectively. 
For the smaller alkali metal ions, it is important to work in alkaline solution. 
Indeed, distilled water or Millipore water is slightly acidic and the proton 
concentration can be of the same order of magnitude as that of the 
transferring ion. 
Figure 7.6 shows the potential window for HCI solutions where the positive 
end of the window is limited by the transfer of the protons. The organic salt 
used for this study is tetrabutyIarrmofliUm tetrakis[PefltaflUOrOPheflV l]b0te 
(TBATPFPB] to avoid any oxidation of the organic anion by the proton. Indeed, it 
has been shown previously that TPFPB is more difficult to oxidize than TPBCI 
[190]. This precaution ensures that the observed current is due only to an ion 
transfer reaction. 
Applying the present approach to the data of Figure 7.6 yields a half wave 
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Figure 7.5 Dependence of the peak current on the square root of sweep 
rate from the data of Figures 7.3.a (0) and 7.4.b (.). 
0. 
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Figure 7.6 Potential window obtained with the cell: 
Ag/AgCl/0.5mMHCl//1 OmMTBATPBCl/1 OmMTBACl/AgCl/Ag 
Sweep rate: 10, 20, 30, 50, 100 mV/s. 
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the proton from the half wave potential is difficult since the ratio D/D 	is 
not readily measurable. However, it can be said that this ratio is relatively 
large and therefore makes transfer apparently more favourable than what would 
be expected from solvation energy data. 
The study of the following systems 
Ag/AgCl/0.2mM MCI+0.3mM 
Cell 7.8 
where M is Na or Li 4  yields formal Gibbs energy of transfer values of 55.9 
and 55.6 KJmoi 1 , respectively. We have shown previously using micro-ITIES 
supporting at the tip of micropipette that Na and Li' were the ions responsible 
for limiting the potential window when the anion in the organic phase is TPBCI 
or TPFPB [54]. 
In order to verify the TATB assumption [209], the formal Gibbs energy of 
transfer of TPAs has been measured using the same approach as for TPB, and 
the following system was employed. 
Ag/A9 2SO4/1 OmMLi2SO4//5mMTPA5DCC11 mMTPAsCl/AgCl/Ag 	Cell 7.9 
The value obtained was -32.5 KJmoi 1  from a half wave potential value of 
125 mV. The value obtained shows a good consistency with the TATB 
assumption. This is due to the fact that all the values obtained were referred 
to the Gibbs energy of transfer of TMA which in turn was obtained 
calorimetrically from the TATB assumption. 
Some while ago, Girault and Schiffrin [156] proposed another method to 
measure directly the Gibbs energy of transfer of ions by centering the Galvani 
potential scale on the potential of zero charge (PZC). The basis of this 
assumption was that the dipole contrbutiofl to the Galvani potential of the PZC 
was negligible. The PZC for the system was measured using the following 
system, 
Ag/AgCl/1 OmMLiCl/1 OmMTBATPBCl/1 OmMTBACl/AgCl/Ag 	 Cell 7.10 
which is the base electrolyte system for cells 7.1-7.4, 7.6. The value was 
found to be equal to 290 mV. The Gibbs energies of transfer obtained in this 
178 
scale are shown in Table 7.2 and clearly indicate some incompatibility between 
the two methods as the Gibbs energy of transfer value for TMA on the PZC 
assumption scale is 8.20 KJmoi 1  instead of the 15.4 KJmoi 1  used for the TATB 
assumption. 
The rationale behind the TATB assumption is that tetraphenylarsoflium and 
tetraphenylborate are of the same size and shape and that consequently their 
solvation energy is likely to be the same. It obviously ignores the nature of the 
charge. Even if one was to accept that the nature of the ion has little influence, 
our results suggest that TPB has a smaller absolute Gibbs energy of transfer 
than TPAs, the difference being 14 KJmoi 1  (based on PZC scale). Figure 7.7 is 
the plot of the Gibbs energy of transfer for a series of tetraalkylammoniUm ions 
as a function of their ionic radius using the data provided in ref [165]. It can be 
observed that for large ions the dependence tends to be linear with a slope of 
51 KJmoi 1  per A. Crystallographic data for TPAs 4  and TPB show that the bond 
lengths As-C and B-C for the respective ions are 1.91 A and 1.63 A [210,211]. 
Figure 7.7 suggests that two large hydrophobic ions of the same charge and 
the same shape but having a difference in radii of 0.28 A should have a Gibbs 
energy of transfer difference of 14 KJmoi 1  The experimental data obtained for 
TPAs and TPB on the PZC scale can therefore be rationalised by the 
difference in size of the two ions. Further work is in progress to estimate the 
exact radius difference, but the difference in bond lengths between the central 
atom and the phenyl ring is a clear indication that the two ions are not of the 
same radius as assumed in the TATB assumption. 
7.4 Conclusion 
This work clearly shows that there exist hydrophobic anions which allow 
the determination of most if not all formal Gibbs energy of transfer of 
hydrophilic cations such as Na or Li. The proposed method of evaluation of 
the Gibbs energies is simple and yields data with an error which can be 
estimated to be less than 1 or 2 KJmoi 1 . The results obtained cast some 
doublts on the validity of TATB assumption and show its incompatibility with 




















0.3 	 0.35 	 0.4 
Radius / nm 
Figure 7.7 Radius dependence of Gibbs energy of transfer from water to 
1,2-dichioroethane for tetraalkylammonium ions. 
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TABLE 7.1. THE RELATION BETWEEN 1EOS"RP AND THE ERP-EO 
FOR THE SYSTEMS ILLUSTRATED IN FIGURES 73B AND 7.413 
V 'eos1trp 'eos"rp Erp E 
E rp Eo 
(mv/s) (Cs) (TPB) (Cs,mV) 
(TPB,mV) 
10 2.69 2.76 40.5 
41.0 
20 2.65 2.72 40.0 
40.5 
30 2.61 2.70 40.0 
40.5 
40 2.58 40.0 
50 2.54 2.65 39.0 40.0 
100 2.56 39.5 
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TABLE 7.2. STANDARD GIBBS ENERGIES OF ALKAU METAL CATIONS AND 











LF' 875 459 576 55.6 
48.4 
Na 884 465 579 55.9 
48.7 
K 822 444 538 51.9 
44.7 
Rb 765 450 475 45.8 
38.6 
Cs 668(610) 442(375) 386(395) 37.3(38.1) 
30.1(30.9) 
TPAs 125 645 -337 -32.5 
-39.7 
TPB 570(585) 365(375) 342(347) -33.0(-33.5) 
-25.8(-26.3) 
TBA -25 365 -230 -22.2 
-29.4 
* the units of A'and 	are mV and KJmoi 1 respectively. 
- the data shown in brackets are from classical cyclic voltammOgrams with 
different potential scales. 




TABLE & STANDARD GIBBS ENERGY OF TRANSFER FROM WATER TO 
NITROBENZENE AND STANDARD POTENTIAL DIFFERENCE FOR VARIOUS IONS 
I on tr Reference 
(KJmoi 1 ) (mV) 
Li 38.4 398 [68] 
M g 2+  71.4 370 [681 
Na 34.4 358 [681 
Ca 2 68.3 354 [68] 
Sr2 67.2 348 [681 
H 32.5 337 [68] 
Ba 2 63.3 328 [68] 
NI-1 4 27.4 284 [68] 
24.3 252 [68] 
Rb 4 19.9 206 [68] 
Cs 15.5 161 [68] 
Me4 N 3.4 35 [68] 
Et4 N -5.8 -60 [68] 
Pr4N 4 -15.5 -161 [68] 
Bu4 N -24.2 -248 [68] 
Ph 4As -35.9 -372 [68] 
Me2V2 -2.89 -15 [55] 






























Pr2V2 ' -11.19 -58 
Bu 2V2 -25.09 -130 
Pe2V2 -37.44 -194 
Hept2V2 -40.53 -210 
Pe4N -39.5 -408 
He4N -45.5 -472 
Me4P 0.87 9 
Me 3EtP -1.93 -20 
Me3PrP -4.8 -50 
Me 3BuP -8.1 -84 
H 3EtN 18.8 195 
H 3PrN 15.9 164 
H 3 BuN 13.3 137 
H 2Me 2 N 16.6 172 
H 2Et2 N 12.8 132 
H 2Pr2N 73 75 
HMe 3 N 11.9 123 
HEt3N 5.6 58 
HPr3N -2.4 -25 
CV+ -39.5 -410 
ChoIine 11.3 117 
AcetyIchoIin&4 4.8 49 
F 44.0 -454 
Cl -  30.5 -316 




SCN 16.0 -176 
184 
104 6.9 -75 
[681 
C103 26.0 -269 [68] 
NO3 24.4 -253 
[68] 
BF4 11.0 -121 
[68] 
P1 -4.5 48 [68] 
104 6.0 -70 
[216] 





Ph 4 B -35.9 372  
DCC -50.2 520 [68] 
2,4-DNP 7.3 -76 [68] 
[SiW12040]-4 19.7 -51  
CH 3(CH 2 ) 5C00 27.0 -280  
CH 3(CH 2 ) 6C00 24.0 -248 [72] 
CH 3(CH 2 ) 7C00 20.0 -207 [72] 
CH 3(CH 2 ) 8C00 16.0 -166 [72] 
CH 3(CH2)5 20.0 -207 [72] 
CH=CHCOO 
CH 3(CH2)4- 20.0 -207 [72] 
CH=CHCH2COO 
CH 3(CH 2) 5 SO 21.0 -218 [72] 
CH 3(CH 2 ) 6SO 17.0 -176 [72] 
CH 3(CH 2 ) 7 SO 13.0 -135 [72] 
CH3(CH 2 ) 8 SO 10.0 -104 [72] 
p-methylbenzoate 25.0 -259 [721 
benzoate 27.0 -280 [72] 
m-nitrobenzoate 20.0 -207 [72] 
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p-nitrobenzoate 20.0 -207 [72] 
o-nitrobenzoate 24.0 -249 [72] 
p-chlorobenzOate 21.0 -218 
[72] 
p-bromobeflzOate 20.0 -207 
[72] 
p-iodobenzoate 17.0 -176 [72] 
o-iodobenzOate 23.0 -238 
[72] 
m-iodobenzOate 17.0 -176 [72] 
benzeneSulphOflate 21.0 -218 [72] 
p-methyl-benzefle 18.0 -187 (72] 
su Ipho nate 
p-nitro-benzefle 	 13.0 	 -135 	
[72] 
suiphonate 
m-nitroi-benzefle 	13.0 	 -135 	 [72] 
suiphonate 
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TABLE B. STANDARD GIBBS ENERGY OF TRANSFER FROM WATER TO 
1,2-DICKLOROETHANE AND STANDARD POTENTIAL DIFFERENCE FOR VARIOUS IONS 
Ion AGW 0  tr & WO Reference 
(KJmoi 1 ) (mV) 
53 549 [222] 
Li 57 591 [222] 
Na 57 591  
47,22 487,228 [218] 
50,49 518,508 [222,206] 
Rb 42,41 435,425 [206,218] 
Cs 35 363 [206,218] 
TMA 15.4,16.0 160,166 [208,218] 
TEA 1.8,5.0 19,52 [208,218] 
TPA -9 -93 [218,223] 
TBA -21.7,-1 8.0 -225,- 186 [208,218] 
Pe4N -35 -363  
Hex4N -48 -497 [223] 
TPAs -32.5,-33.0 -365,-342 [208,2181 
F 58 -601 [223] 
Cl - 51 -528 [222] 
54 -560 [218] 
46 -477 [223] 
Br 43,39 -446,-404 [222,218] 
38 -394 [223] 
33 -342 [2221 
25,26 -259,-269 [218,223] 
C,0 16.4,17.0 -170,- 176 [208,218] 
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C10 3 33 -342 
[223] 
NO 3 34 -352 
[223] 
SCN 26 -269 12231 
Pi 5.5 -57 [208] 
TPB -35.2 365 [208] 
-33.0,-35.0 342,363 [218,223] 
BF -17.9 185 [68] 
104 16 -166 
[216] 
Re04 15 -155 
[216] 
BrOs 38 -394 [216] 
CIO 40 -415 [2161 
NO 2 40 -415 
[16] 
CN 41 -425 [216] 
Cr20 62 -321 
[216] 
CH 3(CH 2) 5C00 36 -373 [72] 
CH 3(CH2)6C00 32 -332 [72] 
CH 3(CH 2 ) 7C00 29 -301 [72] 
CH 3(CH2)8C00 25 -259 [72] 
CycIohexVICOO 42 -435 [72] 
CycloheptylCOO 39 -404 [72] 
phenvl-(CH2)2C00 37 -383 [72] 
phenVl-(CH 2)3C00 34 .353 [72] 
CH 3(CH 5)5- 28 -290 [72] 
CH=CHCOO 
CH 3(CH2)4- 28 -290 [72] 
CH=CHCH2COO 
CH 3(CH2)5S0 28 -290 [72] 
CH 3(CH2)6S0 24 -249 [72] 
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CH3(CH2)7SO 21 -218 
[72] 
CH3(CH2)8SO 17 -176 
[72] 
p-methybenzOate 36 -373 
[72] 
benzoate 38 -394 
(721 
p-ethylbeflZOate 32 -332 
[721 
o-nitrobenzOate 34 -353 
[72] 
m-nitrobenzOate 31 -321 
[72] 
p-nitrobenzOate 30 -311 
[7] 
p-chlorobeflZOate 31 -321 
[72] 
p-bromobeflZOate 31 -321 (721 
o-iodobenzOate 33 -342 [72] 
• m-odobeflZOate 27 -280 
[72] 
p-iodobeflZOate 27 -280 [72] 
o-hydroxybeflzOate 27 -280 (72] 
o-methoxybenzOate 39 -404 [72] 
m-methoxy- 36 -373 (72] 
benzoate 
p-methoxvbeflZOate 36 -373 
(72] 
benzenesuphOflate 31 -321 [72] 
p-methyl-ber%Zefle 29 -301 [72] 
suiphonate 
m-nitrobenzefle 22 -228 [72] 
suiphonate 
p-nitro-benzefle 22 -228 [72] 
suiphonate 




TABLE C. STANDARD GIBBS ENERGY OF TRANSFER FROM WATER TO 
1,1-OICHLOROETHANE AND THE STANDARD POTENTIAL DIFFERENCE FOR VARIOUS IONS 
Ion GWO tr Reference 
(KJmoi 1 ) (mV) 
Ma 28.9 299 [68,218] 
K' 29.7 307 [68,218] 
Rb' 28.9 299 [68,218] 
Me4N' 17.5 181 [68,218] 
Et4N' 10.8 112 [68,218] 
Pr4N —2.2 —23 [68,2181 
Bu4N' —11.7 —121 [68,218] 
Ph4As' —27.3 —283 [68,218] 
Cl - 57.8 —600 [68,218] 
Br 42.5 —440 [68,218] 
1 30.6 —317 [68,218] 
C104 22.4 —232 
[68,218] 
Ph4B —27.3 283 [68,218] 
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TABLE D. STANDARD GIBBS ENERGY OF TRANSFER FROM WATER TO 
DICHLOROMETHANE AND THE STANDARD POTENTIAL DIFFERENCE FOR VARIOUS IONS 
Ion GWO tr 
A l40 Reference 
(KJmoi1) (mV) 
TMA 18.8 195 [46] 
TEA 4.2 44 [46] 
TPA -8.8 -91 [46] 
TBA -22.2 -230 [46] 
CI 46.4 -481 [46] 
B( 39.3 -408 [46] 
26.4 -273 [46] 
C104 21.3 
-221 [46] 
Pi -6.7 69 [46] 
Pe4N -36.4 -377 [46] 
He4N -43.9 -455 [46] 
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TABLE E. STANDARD GIBBS ENERGY OF TRANSFER FROM WATER TO 
ACETOPHENONE AND THE STANDARD POTENTIAL DIFFERENCE FOR VARIOUS IONS 
Ion Reference 
(KJmoI') (mV) 
TBA -15.63 -162 [163] 
TPhAs -16.21 -168 (163] 
I 12.35 -128 [163] 
SCN 11.0 -114 [163] 
104 1.45 
-15 (163] 
C10 4 1.83 
-19 (163] 
C103 19.30 -200 [163] 
NO3 20.36 
-211 [163] 
TPhB -16.21 168 [163] 
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TABLE F. STANDARD GIBBS ENERGY OF TRANSFER FROM WATER TO ISOBLJTYL- 
METHYL KETONE AND THE STANDARD POTENTIAL DIFFERENCE FOR VARIOUS IONS 
Ion AG;W 0  
0 00 Reference 
(KJmoi') (mV) 
Li 20.3 210 [47] 
TEA 8.7 90 [47] 
TBA -19.3 -200 [47] 
CI 50.2 -520 [47] 
P1 11.6 -120 [47] 
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TABLE 6. STANDARD GIBBS ENERGY OF TRANSFER FROM WATER TO 
0-NITROTOLUENE AND THE STANDARD POTENTIAL DIFFERENCE FOR VARIOUS IONS 
Ion GWO tr 
Reference 
(KJmoi 1 ) (my) 
TBA -19.01 -197 [48] 
TEA -4.83 -50 [48] 
TMA 8.4 87 [48] 
TPAs -25.77 -267 [48] 
C104 6.66 
-69 [48] 
SCN 11.10 -115 [48] 
104 6.37 -66 
[481 
TPB -25.77 267 [48] 
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TABLE H. STANDARD GIBBS ENERGY OF TRANSFER FROM WATER TO 
NITROETHANE AND THE STANDARD POTENTIAL DIFFERENCE FOR VARIOUS IONS 
Ion ti Reference 
(KJmoi 1 ) (mV) 
C 12 -30.2 -313 
[56] 
C 16 -32.0 -332 
[56] 
TBA -24.0 -248 [56] 
TEA -1.8 18 [56] 
H 11.9 123 [56] 
C1 28.7 -297 [56] 
Br 24.1 -249 [56] 
Pi -2.8 28 [56] 
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TABLE I STANDARD GIBBS ENERGY OF TRANSFER FROM WATER TO 










20 -207 [216] 
B( 32 -332 
(216] 
Cl-  40 -415 
(216] 
C10 3 30 
-311 [216] 




C102 39 -404 
[216] 
NO 2 36 
-373 [216] 




A.Program used to obtain kinetic data from chronocoulometric results 
5 ON ERROR GOTO 10000 
30 *SHADOW 
40 MODE 0 
50 INPUT"CAN I USE THIS MICROCOMPUTER Y/N";M$ 
70 IF M$<>"Y"THEN 50 
80 *LOAD CODEFX 
85 PRINT"This program assumes data for CHRONOCOULOMETRY" 
90 PRINTTAB(0,10)"Are the datafiles from a BBC+ or BBC master 
(P/M)...";:A$GET$ 
100 IF A$<>"P" AND A$<>"M" THEN 90 
110 PRINTTAB(0,12)"Are the datafiles from program '3P' 
series(Y/N)...";:Q$GET$ 
120 IF Q$="Y" THEN fixtop=&3E00:CLS 
125 PRINTTAB(0,2);"---See data from binary file of 3P series(BBC master or 
plus) --- Vers.1.02M/+ak" 
130 HIMEM=&3E00 
140 INPUTTAB(0,20);"PIeaSe enter filename...";file$ 
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150 PRINTTAB(0,22);LOADING .;fiI$:PRINT"PIease wait!" 
180 OSCLI("+LOAD"+file$) 
200 storefixtop+&E0 
210 IF Q$=Y" THEN stapot=!store:finPOt!(StOre+4)SteP!(5t0r8) 
211 sam ple$=STR$(store+ 1 2):atten?(stOre+ 1 6):ID=?(store+Q1 F) 
215 INPUTWHAT IS THE VALUE OF V?";V 




260 PRINT"How often do you want to average ?":PRINT"OflIY odd 
number":INPUT N 
280 INDX1 =(N- 1)/2 : K= n p%DIVN:INDXNK*N_INDX1 -1 
290 REM. AVERAGE C 
300 CMAX=0:CMINO 
305 JCMAX=0:JCMINO 
310 IF N<>1 THEN 380 
320 FOR J=0 TO np%-1: IF C(J)>CMAX THEN 340 
330 IF C(J)<CMIN THEN350 ELSE 360 
340 CMAXC(J):JCMAXJGOT0360 
350 CMIN=C(J):JCMINJ 
360 NEXT J 
370 GOT0460 
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380 FOR J=INDX1 TO INDXN STEP N 
390 C=0 
400 FOR X=0 TO (N-1):C=C(J-INDX1+X):NEXT X 
410 C(J)=C/N:IF C(J)>CMAX THEN 440 
420 IF C(J)<CMIN THEN 430 ELSE 450 
430 CMIN=C(J):JCMINJ:G0T0450 
440 CMAX=C(J):JCMAXJ 
450 NEXT J 
460 REM LOOKING FOR TIME'S MAXIMUM AND MINUM 
470 TMAX=T(np%):TMINT(0) 
480 TMAX2=TMAX:TMIN2TMIN 
500 REM PLOT C 
510 PROCpIot('T',"C","C",TMAX2,TMIN2,CMAX,CMIN,INDE 1 ,(INDXN-N),N,0, 1,0,1) 
520 VDU 5 
530 MOVE 400,800:PRI NT"file";fiIe$,"AVERAGED EVERY"; N;"points" 
535 MOVE 400,175:PRINT"Max of I is;CMAX 
536 MOVE 400,125:PRINT"Min of I is";CMIN 
538 MOVE 400,75:PRINT"JCMAX is";JCMAX7JCMIN is";JCMIN 
540 MOVE 400,25:PRINT"THE FIGURE OF CURRENT vs TIME(Seconds)" 
550 VDU 4 
560 PRINTTAB(1,3)"DUMP SCREEN TO PRINTER Y/N?":IF 




581 FOR 1=0 TO np% 
582 C(I)=C(I)*dt 
583 NEXT I 
585 INPUT"THE INTEGRATION IS FROM 0 OR MAX (Y/N)";X$ 
590 IF XS="N THEN 600 
595 IF X$="Y" THEN 675 
600 FOR 1=0 TO JCMAX-1 
610 C(I)=0:NEXT I 
620 FOR J=np%/2+1 TO JCMIN-1 
630 C(J)=0:NEXT J 
640 FOR I=JCMAX TO np%/2 
650 C(l)=(C(I)+C(I-1)):NEXT I 
655 C(JCMIN-1)C(np%/2) 
660 FOR J=JCMIN TO np% 
670 C(J)=(C(J)+C(J-1)):NEXT J:GOTO 700 
675 C(0)=0:FOR 1=1 to np% 
680 C(I)=C(I)+C(I-1) 
690 NEXT I 
700 REM CALCULATING MAX AND MIN OF CHARGE 
710 IMAX=0:IMINO:JIMAXO:JIMINO 
720 FOR 1=0 TO np%:IF C(I)>IMAX THEN 740 
730 IF C(I)<IMIN THEN 750 ELSE 760 
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740 IMAX=C(I):JIMAXI:GOTO 760 
750 IMIN=C(I):JIMAXI 
760 NEXT I 
800 REM PLOT CHARGE vs TIME 
810 PROCpI0t( ",C","C,TMAX2,TMIM2,IMAX,IM ,NDX1 ,(INDXN-N),N,0. 1,0,1) 
815 VDU 5 820 MOVE 400,25:PRINT7HE FIGURE OF CHARGE vs TIME" 
830 VDU 4 
840 PRINT"DUMP SCREEN TO PRINTER YIN?": IF GET$"Y" THEN 860 
ELSE 1000 
860 CALL&A00 
1000 CLS:REM PLOT C vs SQRT 
1001 PRINT"FIGURE FOR CHARGE vs SQRT" 
1010 FOR 1=0 TO np% 
1020 T(I)=SQR(T(l)) 
1030 NEXT I 
1040 CLS 




,INDX1 ,(INDXN-N),N,0, 1,0,1) 
1070 VDU 5 
1075 MOVE 400,675:PRINT"INCEPT is=";INCEPT 
1076 MOVE 400,725:PRINT"GRADT is ";GRADT 
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1080 MOVE 400,25:PRINT7HE FIGURE OF CHARGE vs SQUARE(time)" 
1090 VDU 4 
1100 PRINTTAB(1,3) -DUMP SCREEN TO PRINTER Y/N?":IF GET$"Y" 
THEN 1110 ELSE 1120 
1110 CALL&A00 
1120 CLS 
1125 FOR 1=0 TO (np%-1) 
1130 C(I)=0:T(I)0 





1145 FOR J=np%/2 TO np% 
1150 T(J)=(-T(J)+D+SQR(T(J) A 2-0 A  2)) 
1151 C(J)=O-C(J) 
1160 NEXT J 
1170 TMAX=T(np%):TMIN=O:TMAX4=TMAX:TMIN 4=TMIN  
1171 lNPUT"NU=";NU:INPUT"NINITNINIT 
1175 PROCat("T","C",NU,N INIT) 
1180 pROCpIot('T',"C","C",TMAX4,TMIN4,IMAX,IMINM'l ,(lNDXN-N),N,01 ,0,1) 
1190 VDU5 
1195 MOVE 400,675:PRINT"INCEPT 1S";INCEPT 
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1196 MOVE 400,725:PRINT"GRADT IS=";GRADT 
1200 MOVE400,25:PRINT"THE FIGURE OF CHARGE vs 6" 
1210 VDU4 
1220 PRINTTAB(1,3) -DUMP SCREEN TO PRINTER Y/N?":IF GET$="Y" 
THEN 1300 ELSE 1350 
1300 CALL&A00 
1350 CLS 
1400 PRINT"PROGRAM IS STOP!" 
1410 END 
1500 DEFPROCthreepee(biflra) 
1510 IF ID<>123 THEN CLS:PRINTTAB(0,10)"ThiS is nota 3P data 
file ... HIT< RET> ";:ASGET$:RUN 
1520 CLS 
1530 PRINT"Start potential";stapOt 
1540 PRINT"Final =";finpot 
1550 PRINT"Step length =";steplen 
1560 PRINT"Samples =";samples$ 
1565 PRINT"Gain =";atten 
1570 np%=VAL(sample$) 
1580 dt=steplen/np%/1000 
1590 DIM C(np%),T(np%) 
1610 FOR 1=0 TO np% step 2 
1615 M=I/2 
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1645 PRINT T(M),C(M) 
1650 NEXT I 
1651 FOR I=np%+2E-3/4095 
1652 M=I/2 
1653 C(M)=((7(binra+&1 00+I+1)*256+?(binra+&1 00+I))--2047.5)/atten 
1654 C(M)=(C(M))*B*2E_3/4095 
1655 C(M)=C(M)+V/1 1*5 
1656 T(M)=M*dt 
1657 PRINT T(M),C(M) 
1660 PRINT"READ DATA FROM DISC COMPLETED" 
1670 ENDPROC 
2500 DEFPROCat(RA$,RB$,N,NINIT) 




2540 FOR I=NINIT TO (NINIT+N-1) 
2550 SUMX=T(I)+SUMX:SUMYC(I)+SUMYSUMXYT(I)*C(I)+SUMXYSUM)O 
T(I)*T(I)+S U MXX 
204 
2560 NEXT I 






3000 REM PLOT SUBROUTINE 
3010 DEFPROCpIOt(RA$,RB$,RI$,MAXX,M INX,MAXY,M INY,LP 1 ,LP2,LPS, 
LPX,LPJX,LPY,LPJV) 
3020 REM RA$,RB$,RI$X,Y,C.LP1,LP2,LPS are startstopandsteP od Ioop.LPJ's 
are for jumping 
3030 CLS 
3040 LOCAL X,Y,C:VDU5 
3050 YSCAL=800/(MAXY-MINY) 
3060 XSCALE1 100/(MAXX-MINX) 
3070 YZERO=100_YSCAL*MINY 
3080 IF MAXV<0 THEN YZERO=900 
3090 XZERO= 1 50_XSCAL*MINX 
3100 FOR J=LP1 TO LP2 STEP LPS' 
3110 X1=T(J)*XSCAL+XZERO:Y1=C(J)*YSCAL+YZERO 
3120 PLOT 69,X1X1 
3130 NEXT J 
3200 REM X AND V AXES 
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3210 MOVE 150,YZERO:DRAW 1250,YZERO 
3220 MOVE 150,100:DRAW150,900 
3230 REM LABEL AND SCALE AXEX 
3240 ®%=&1020A:REM SET EXPONENTIAL VALUES 
3250 REM YAXIS 
3260 y=YZERO:LABELO 
3270 IF MAXY<0 THEN LABEL=MAXY 
3280 REPEAT 
3290 MOVE 10,Y:PRINT;LABEL:MOVE 1 40,Y:DRAW1 50,Y:YY+80: 
LABE L=LABE L+80/YSCAL 
3300 UNTIL Y>900 
3310 Y=YZERO-80:LABEL -80/YSCAL 
3320 IF MAXY<0 LABELMAXY-80/YSCAL 
3330 IF Y<100 THEN 3370 
3340 REPEAT 
3350 MOVE 1 0,Y:PRINT;LABEL:MOVE1 40,Y:DRAW1 50,Y:YY80 
LABEL=LABEL-80/YSCAL 
3360 UNTIL Y<100 
3370 REM XAXIS 
3400 X=XZERO:LABELO 
3410 REPEAT 
3420 MOVEX,(YZERO 1 0):DRAWX,YZEROMOVE(X20),(YZER0 3°) 
PRINT;LABEL:XX+ 1 50:LABELLABEL+ 1 50/XSCAL 
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3430 UNTIL X>1200 
3440 IF MINX>0 THEN 3500 
3450 X=XZERO- 1 50:LABEL= -  1 50/XSCAL 
3460 IF X<150 THEN 3500 
3470 REPEAT 
3480 MOVEX,(YZERO- 1 0):DRAWX,YZERO:MOVE(X20),(YZERO3O) 
PRINT;LABEL:X=X- 1 50:LABELLABEL- 1 50/XSCAL 
3490 UNTIL X<150 
3500 VDU4 
3510%&90A:REM RESET NORMAL FORMAT 
3520 ENDPROC 
10000 CLS:PRINT"ERROR #";ERR:PRINT"AT LINE";ERL 
10100 PRINT:PRINT"HIMEM";-HlMEMPRlNT"70P"T0P 
B.Program for semi-integral operation 
10 DIM Q(500),A(500),B(500),M(500),X(50 0) 
15 INPUT"N=";N 
20 FOR 1=1 TO N 
30 INPUT"Q(l)=";Q(l) 
40 NEXT I 
50 FOR J=1 TO N 
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60 A(J)((2*(J+1) A )%*Q(J)/J_(2*J A 0.5Q(J+1))/(J+1))/((J+1) 
A 0.5-J A  0.5) 
70 B(J)(1.5*Q(J)/J_1.5*Q(J+1)/(J+1))/((J+1) A 0.5-J A  0.5) 
80 NEXT J 
90 X(I)0 
95 M(2)=(1/(0.05*PI)) A 0.5*(A(1 )*2 A  0.5PI*B(1)) 
100 FOR 1=3 TO N 
110 M(I)=(1/(0.05*PI)) A O.5*(A(1)*I A  0.5_PI*I*B(1_1)/2) 
111 FOR J=2 TO I-i 
120 X(J)=(1/(0.05*PI)) ' 0.5*((A(J)_A(J_ 1 ))*(J_1) A 0.5+(B(J)-B(J-1)) 
*(I*ASN((J/I) A 0.5)-J A 0.5*(I_J) A 0.5)) 
125 X(J)=X(J)+X(J-1) 
126 NEXT J 
130 M(I)M(I)+X(I-1) 
135 PRINT M(I-1) 
140 NEXT I 
145 PRINT M(N) 
150 END 
C.Program for semi-differential operation 
10 DIM I(600),A(500),B(500),M(500),X(500) 
15 INPUT"N";N 
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20 FOR 1= 1 TO N 
30 INPUT"l(I)=";l(I) 
40 NEXT I 
50 FOR J= 1 TO N 
60 A(J)(2*(J+1) A 0.5*1(J)_2*J P0.5*I(J+1))/((J+1) A 0.5-J "0.5) 
70 B(J)=(I(J)-l(J+1))/((J+1) A 0.5-J "0.5) 
80 NEXT J 
90 X(1)=0 
95 M(2)=(0.05/PI) A 0.5(A(1)2 " 0.5_PI*B(1)) 
100 FOR 1=3 TO N 
110 M(l)=(0.05/PI) A 0.5'(A(1)i ^ 0.5_PI*l*B(l_1)/2) 
111 FOR J=2 TO I-i 
120 X(J)=0.05/Pl) P0.5*((A(J)_A(J_1 ))*(I_J) A 0.5+(B(J)-B(J- 1)) 
*(I*ASN((J/I) ^ 0.5-J P0.5*(I_J) 
125 X(J)=X(J)+X(J- 1) 
126 NEXT J 
130 M(I)=M(I)+X(I-1) 
135 PRINT M(I-1) 
140 NEXT I 
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