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EIGRP: El Protocolo de Enrutamiento de Puerta de enlace Interior Mejorado (en 
inglés, Enhanced Interior Gateway Routing Protocol o EIGRP) es un protocolo de 
encaminamiento de vector distancia, propiedad de Cisco Systems, que ofrece lo 
mejor de los algoritmos de Vector de distancias. 
 
EtherChannel: es una tecnología de Cisco construida de acuerdo con los 
estándares 802.3 full-duplex Fast Ethernet. Permite la agrupación lógica de varios 
enlaces físicos Ethernet, esta agrupación es tratada como un único enlace y permite 
sumar la velocidad nominal de cada puerto físico Ethernet usado y así obtener un 
enlace troncal de alta velocidad. 
 
OSPF: Open Shortest Path First (OSPF), Abrir el camino más corto primero en 
español, es un protocolo de red para encaminamiento jerárquico de pasarela interior 
o Interior Gateway Protocol (IGP), que usa el algoritmo Dijkstra, para calcular la ruta 
más corta entre dos nodos. 
 
VLAN: Una VLAN, acrónimo de virtual LAN (red de área local virtual), es un método 
para crear redes lógicas independientes dentro de una misma red física.  
Varias VLAN pueden coexistir en un único conmutador físico o en una única red 
física. 
 
VTP: son las siglas de VLAN Trunking Protocol, un protocolo de mensajes de nivel 
2 usado para configurar y administrar VLANs en equipos Cisco. Permite centralizar 
y simplificar la administración en un dominio de VLANs, pudiendo crear, borrar y 
renombrar las mismas, reduciendo así la necesidad de configurar la misma VLAN 
en todos los nodos. El protocolo VTP nace como una herramienta de administración 








En el presente trabajo el lector encontrará dos escenarios planteados en el 
diplomado CCNP, el primer escenario hace referencia a protocolos de enrutamiento, 
OSPF y EIGRP y cómo podemos hacer diseño de redes con áreas distintas. El 
segundo escenario está enfocado a la parte de switch y la creación de vlans, la 
configuración de este escenario. 
Para el segundo escenario se configura una red en la cual existen varias Vlan, y en 
estas vlans se hace uso de protocolos propietarios para agrupar los enlaces 
Etherchanel , usando dos tecnologías que son PAGP Y LACP. 
 




In this work, the reader will find two scenarios raised in the CCNP course, the first 
scenario refers to routing protocols, OSPF and EIGRP and how we can design 
networks with different areas. The second scenario is focused on the switch part and 
the creation of vlans, the configuration of this scenario. 
For the second scenario, a network is configured in which there are several Vlan, 
and in these vlans, proprietary protocols are used to group the Etherchanel links, 














El presente trabajo final tiene como objetivo principal mostrar los avances del 
proceso a lo largo del diplomado CCNP, en el cual hubo una parte teórica y una 
parte práctica, en este trabajo se puede decir que es más de la parte práctica, ya 
que aquí se utiliza un modelo de simulación basado en Packet tracer , el cual es 
una herramienta de modelamiento de redes, la cual nos permite tener un 
acercamiento muy detallado del funcionamiento de estos equipos cisco, muy 
parecidos a la parte real. 
 
Para el desarrollo del primer escenario se ejecutó toda la configuración de 
enrutamiento aprendidos en el diplomado, por medio protocolos de enrutamiento de 
Cisco, con EIGRP y OSPF llamados protocolos de enrutamiento interno, se realizó 
la integración para redistribuir las rutas entre estos protocolos mostrando la 
interoperabilidad entre dos protocolos diferentes.  
 
En el desarrollo del segundo escenario se utilizará los conocimientos adquiridos 
sobre Switching, donde se abordará la temática de Canales Etherchanel que 
permiten la adición de uno o más interfaces con el fin de entregar más ancho de 
banda y redundancia de canales a través de protocolos Propietarios como LACP o 
PAgP, PAgP (Port Aggregation Protocol) es un protocolo propietario de Cisco. Los 
paquetes son intercambiados entre switch a través de los enlaces configurados para 
ello y por último el Protocolo de control de agregación de enlaces (LACP) que es un 
protocolo estándar de la industria (IEEE 802.3ad) que se utiliza para agrupar dos o 

















Figura 1. Escenario 1. 
 
 
1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en los 
routers. Configurar las interfaces con las direcciones que se muestran en la 














Configuración del Router 1. 
 
Router>  
Router>enable                        Se configura el ingreso a modo privilegiado  
Router#configure terminal      Se configura el Ingreso a modo de configuración  
Router(config)#hostname R1 Se configura para asignar nombre al router 
R1(config)#router ospf 1       Se asigna protocolo ospf R1(config-router) 
#router-d 1.1.1.1              La configuración nos permite Identificar el router 
R1(config-router) 
#network 10.103.12.0 255.255.255.0 area 5 Asignamos configuración IP R1(config-
router) 
#exit R1(config) 
#interface s0/0         se configura interfaz serial.  
R1(config-if)description to R2 
 R1(config-if) 
#ip address 10.103.12.1 255.255.255.0   se configura la ip 
R1(config-if) 
#clock rate 128000                        se configura sincronismo 
R1(config-if) 
#bandwidth 128               se asigna baudios 
(config-if)# 
no shutdown                                    se activa interface. 





En la grafica de abajo podemos observar la evidencia de la configuracio nque se 
hizo en el router 1, comocambio de nombre , ajuste de parámetros como interfaces, 





Figura 2. Configuración R1 
 
Configuración del Router 2. 
 
Router>  
Router>enable  Se configura el ingreso a modo privilegiado  
Router#configure  Se configura el Ingreso a modo de configuración  
Router(config) 
#hostname R2  Se configura para asignar nombre al router  




R2(config-router) #network 10.103.12.0 255.255.255.0 area 5    
R2(config-router)#network 10.103.23.0 255.255.255.0 area 5  
R2(config-router) 
#exit  
R2(config)#interface s0/0 /    La Configuración del interfaz serial  
R2(config-if)description to R1 
R2(config-if)#ip address 10.103.12.2 255.255.255.0  
 
Aquí en la figura de abajo podemos observar que la evidencia de que se configuo 









Aquí encontraremos los comandos para darle un nombre a cada uno de los routers, 
así como para ingresar las direcciones IP de la interfaces, se ha tomado como 
referencia la figura principal del trabajo. Aquí a continuación tomamos como ejemplo 
la configuración del R2. 
 
 
R2(config-if)#no shutdown     Activamos interface 
R2(config-if) 
#exit 
R2(config)#interface s0/1     Ingresamos interface  
R2(config-if)description to R3  
R2(config-if)#ip address 10.103.23.1 255.255.255.0 se le da dirección  






Aquí encontramos un ejemplo de un router que además requiere configuración de 




Router>enable           Se configura el ingreso a modo privilegiado 
Router#configure          Se configura el Ingreso a modo de configuración  
Router(config)#hostname R3    Se configura para asignar nombre al router  
R3(config)#router ospf 1   Se asigna protocolo ospf 
R3(config-router)#network 10.103.23.0 255.255.255.0 area 5    Asignamos 
configuración IP 
R3(config-router)#exit  
R3(config)#interface s0/0     
R3(config-if)description to R2  
R3(config-if)#ip address 10.103.23.2 255.255.255.0 
 R3(config-if)#clock rate 128000     Asignamos configuración de clock  
 R3(config-if)#bandwidth 128      Se asigna bandwidth 











Ern el router R5 se puede evidenciar la correcta configuracion del protocolo 
 
 
Figura 4. Protocolos en R3 
 
 
Se muestra la evidencia del código en los demás routers, en este caso la 




Router>enable       ingreso a modo privilegiado 
Router#configure               Modo de configuración  
Router(config)#hostname R4                 Nombre de router  
R4(config)#router eigrp 15    Configuramos protocolo eigrp  
R4(config-rtr)#network 172.29.34.0 255.255.255.0  configuración IP  
R4(config-rtr)#network 172.29.45.0 255.255.255.0  
R4(config-rtr)#exit 
R4(config)#interface s0/0   La Configuración del interfaz serial 0  
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R4(config-if)#ip address 172.29.34.2 255.255.255.0  
R5(config-if)#no shutdown    Activamos interface 
R4(config-if)#exit  
R4(config)#interface s0/1         La Configuración del interfaz serial0/1 
R4(config-if)#ip address 172.29.45.1 255.255.255.0  





Como se puede observar el protocolo eigrp quedo bien configurado con su 
respectiva área 15 
 
 
Aquí podemos observar la configuración del router 5, en este caso con protocolo 
EIGRP 15. 
 
Router>enable      Se configura el ingreso a modo privilegiado  
Router#configure      Se configura el Ingreso a modo de 
configuración Router(config)#hostname R5       nombre al router 
R5(config)#router eigrp 15              Configuramos Protocolo eigrp  
R5(config-rtr)#eigrp router-id 5.5.5.5    La configuración nos permite Identificar el 
router R4(config-rtr)#network 172.29.45.0 255.255.255.0  
R5(config)#interface s0/0 /   La Configuración del interfaz serial 
R5(config-if)#ip address 172.29.45.2 255.255.255.0   Asignamos   IP 





Como se puede observar el protocolo eigrp quedo bien configurado con su 






Figura 5. Protocolos en R5 
 
En la figura de abajo se puede observar que la red empieza a converger por eso los 






Figura 6. Evidencia del montaje 
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 10.1.0.0/22 y configure esas interfaces para participar en el área 5 de 
OSPF.  
 
Loopback en R1 
R1#conf t  
R1(config)#interface loopback 0                        Configuramos y creamos la interfaz 
loopback 0 
R1(config-if)#ip address 10.1.0.1 255.255.252.0          Asignamos configuración IP  
R1(config-if)#ip ospf 1 area 5        Configuramos en OSPF 
R1(config-if)#exit  
R1(config)# interface loopback 4                        Configuramos y creamos la interfaz 
loopback 4  
R1(config-if)#ip address 10.1.4.1 255.255.252.0          Asignamos configuración IP  
R1(config-if)#ip ospf 1 area 5                         configuración en OSPF  
R1(config-if)#exit  
R1(config)# interface loopback 8                        Configuramos y creamos la interfaz 
loopback 8  
R1(config-if)#ip address 10.1.8.1 255.255.252.0           Asignamos configuración IP  
R1(config-if)#ip ospf 1 area 5                                               Configuración en OSPF 
R1(config-if)#exit 
R1(config)# interface loopback 12            Configuramos y creamos la interface 
loopback 12  
R1(config-if)#ip address 10.1.12.1 255.255.252.0               Asignamos IP  
18 
 




A continuación, se muestra la evidencia de la configuración de las interfaces 
loopback en R1 
 
 
Figura 7. Interfaces en R1 
 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 172.5.0.0/22 y configure esas interfaces para participar en el Sistema 




R5(config)#int Lo0                                                         Se configura interface loopB 
R5(config-if)# 
R5(config-if)#ip address 172.5.0.1 255.255.252.0             Se le asigna IP 
R5(config-if)#exit  
R5(config)#int Lo4  
R5(config-if)#  




R5(config)#int Lo8       Se configura interface loopB3 
R5(config-if)#  
R5(config-if)#ip address 172.5.0.3 255.255.252.0 
R5(config-if)#exit  
R5(config)#int Lo12    Se configura interface loopB4 
R5(config-if)#  
R5(config-if)#ip address 172.5.0.4 255.255.255.252 
R5(config-if)#exit  
R5(config)#router eigrp 15  
R5(config-router)#no auto-summary  




a continuación, veremos cómo quedaron configuradas las interfaces loopback por 
medio del comando show ip route: 
 
Figura 8. Enrutamiento en R5 
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Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 






Figura 9. Enrutamiento en R3 
 
En la figura se pude observar que el router ha logrado obtener información de las 
interface es loopback de los otros router a través del protocolo OSPF, veamos que 
la loop back 10.1.3.12 la aprendió vía OSPF y también la 172.29.45.0  la adquirió 






Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 50000 
y luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda T1 y 
20,000 microsegundos de retardo.  
 
 
R3>en                                                     
R3#conf t 
R3(config)#router eigrp 15                        se configura protocolo  
R3(config-router)#redistribute ospf 1 metric 10000 100 255 1 1500  
R3(config-router)#network 172.5.0.0 0.0.3.255  
R3(config-router)#auto-summary            se hacen publicacion auto 
R3(config-router)#exit 
R3(config)#router ospf 1  
R3(config-router)#log-adjacency-changes  
R3(config-router)#redistribute eigrp 15 subnets  







Figura 10. Configuración en R3 
Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 





Figura 11. Enrutamiento en R1 
 
En R1 se observa las rutas de las interfaces loopback configuradas en el otro router 
destino, es decir en R5, significa que desde aquí puedo contactar a el otro router 
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que está en otra área. En R5 se observa las rutas de las interfaces loopback 
configuradas en el otro router destino, es decir en R1, significa que desde aquí 






Figura 12. Enrutamiento en R5 
Entre los dos router se puede tener una comunicación punto a punto desde las 










Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 





Figura 13. Escenario 2 
 
Parte 1: Configurar la red de acuerdo con las especificaciones. a. Apagar todas las 
interfaces en cada switch. b. Asignar un nombre a cada switch acorde con el 
escenario establecido. c. Configurar los puertos troncales y Port-channels tal como 
se muestra en el diagrama. 
 
Parte 1: Configurar la red de acuerdo con las especificaciones. 
 
a. Apagar todas las interfaces en cada switch. 
 
Se ejecuta el comando para cada sw 



















c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
DLS1(config-if)# int range fa0/7 - 8 
DLS1(config-if-range)#no shutdown 
DLS2(config-if-range)# int range fa0/7 - 10 
DLS2(config-if-range)#no shutdown 
ALS1(config)#int range fa0/7 - 10 
ALS1(config-if-range)#no shutdown 





La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.12.12.1/30 y para DLS2 
utilizará 10.12.12.2/30. 
DLS1(config-if)# int range fa0/11 - 12 
DLS1(config-if-range)#no switchport 
DLS1(config-if-range)#no shutdown 
 DLS1(config-if-range)#channel-group 12 mode active  
 DLS1(config-if-range)#int po12 
 DLS1(config-if)#no sh 
 DLS1(config-if)#ip addr 10.12.12.1 255.255.255.252 
 
En la figura 14, se pude evidenciar el uso del comando show ethernchanel para 





Figura 14. Interfaces en DLS1 
 
 DLS2(config-if-range)# int range fa0/11 - 8 
 DLS2(config-if-range)#no switchpor 
 DLS2(config-if-range)# 
 DLS2(config-if-range)#int po12 
 DLS2(config-if)#no sh 
 DLS2(config-if)#ip addr 10.12.12.2 255.255.255.252 
 
 
El comando show interfaces es muy útil en este caso , aquí se puede observar que 
quedo bien configurado los puertos ya que nos indica que numero de interfaz y cual 







Figura 15. Interfaces DLS2 
 
2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
DLS1(config)# int range fa0/7 - 8 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 
DLS1(config-if-range)#channel-group 1 mode active 
DLS1(config-if-range)#int po1 
DLS1(config-if)#switchport trunk encapsulation dot1q 
DLS1(config-if)#switchport mode trunk 
DLS2(config)# int range fa0/7 - 8 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 
DLS2(config-if-range)# 
DLS2(config-if-range)#channel-group 2 mode active 
DLS2(config-if-range)#Creating a port-channel interface Port-channel 2 
DLS2(config-if-range)#int po2 
DLS2(config-if)#switchport trunk encapsulation dot1 






ALS1(config-if-range)#int range fa0/7 - 8 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#channel-group 1 mode active 
ALS1(config-if)#sw mode trunk 
ALS2(config-if-range)#int range fa0/7 - 8 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#channel-group 2 mode active 
ALS2(config-if-range)#int po2 
ALS2(config-if)#switchport mode trunk 
ALS2(config-if)# 
 
3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
 DLS1(config)# int range fa0/9-10 
 DLS1(config-if-range)#switch trunk encap dot1 
 DLS1(config-if-range)#sw mode trunk 
 DLS1(config-if-range)#channel-group 4 mode desirable 
 Creating a port-channel interface Port-channel 4 
 DLS1(config-if-range)#int po4 
 DLS1(config-if)#sw trunk encap dot 
 DLS1(config-if)#sw mode trun 
 DLS1(config-if)# 
 DLS2(config-if)# int range fa0/9-10 
 DLS2(config-if-range)#switch trunk encap dot1 
 DLS2(config-if-range)#sw mode trunk 
 DLS2(config-if-range)#channel-group 3 mode desirable 
 DLS2(config-if-range)#int po3 
 DLS2(config-if)#switch trunk encap dot1 
 DLS2(config-if)#sw mode trunk 
 ALS1(config-if)#int range fa0/9 - 10 
 ALS1(config-if-range)#sw mode trunk 
 ALS1(config-if-range)#channel-group 3 mode desirable 
 ALS1(config-if-range)#int po3 
 ALS1(config-if)#sw mode trunk 
 ALS2(config-if)#int range fa0/9 - 10 
 ALS2(config-if-range)#sw mode trunk 
 ALS2(config-if-range)#channel-group 4 mode desirable 
 ALS2(config-if-range)#int po4 










Todos los puertos troncales serán asignados a la VLAN 500 como la 
VLAN nativa. 
 
DLS1(config)# int range fa0/7 - 10 
DLS1(config-if-range)#switchport trunk native vlan 500 
DLS1(config-if)#int po1 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#int po4 
DLS1(config-if)#switchport trunk native vlan 500 
DLS2(config-if)# int range fa0/7 - 10 
DLS2(config-if-range)#switchport trunk native vlan 500 
DLS2(config-if-range)#int po2 
DLS2(config-if)#switchport trun native vlan 500 
DLS2(config-if)#int po3 
DLS2(config-if)#switchport trun native vlan 500 
ALS1(config-if-range)#int range fa0/7 - 10 
ALS1(config-if-range)#switchport trun native vlan 500 
ALS1(config-if-range)#interface Port-channel1 
ALS1(config-if)#switchport trun native vlan 500 
ALS1(config-if)#interface Port-channel3 
ALS1(config-if)#switchport trun native vlan 500 
 ALS2(config-if)#int range fa0/7 - 10 
 ALS2(config-if-range)#switchport trun native vlan 500 
 ALS2(config-if-range)#interface Port-channel2 
 ALS2(config-if)#switchport trun native vlan 500 
 ALS2(config-if)#interface Port-channel4 






En la figura queda evidenciado la creación de las vlans deforma satisfactoria, esto 





Figura 16. VLAN en DLS1 
 
d) Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
DLS1(config)# vtp domain CISCO vtp ver 3 
DLS1(config)# vtp password ccnp321 
DLS2(config)#vtp version 3 
ALS1(config)#vtp version 3 






Se aplica el comando   VTP status para dilucidar las características de la 




Figura 17. VTP STATUTS 
 
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
DLS1(config)#vtp domain CISCO 




 2) Configurar DLS1 como servidor principal para las VLAN. 
DLS1(config)#vtp mode server 
Device mode already VTP SERVER. 
 
3) Configurar ALS1 y ALS2 como clientes VTP. 
ALS2(config)#vtp domain CISCO 
Domain name already set to CISCO 
ALS2(config)#vtp password ccnp321 
Setting device VLAN 
database password to ccnp321 
ALS2(config)#vtp mode client 
Setting device to VTP CLIENT mode. 
ALS1(config)#vtp domain CISCO 
Domain name already set to CISCO 
ALS1(config)#vtp password ccnp321 
Setting device VLAN database password to ccnp321 
32 
 
ALS1(config)#vtp mode client 










Tabla 1. Configuración VLAN 
 
 DLS1(config)# 
 DLS1(config-vlan)#name nativa 
 DLS1(config-vlan)#do wr 
 DLS1(config-vlan)#vlan 12 
 DLS1(config-vlan)#name admon 
 DLS1(config-vlan)#vlan 234 
 DLS1(config-vlan)#name clientes 
 DLS1(config-vlan)#vlan 1111 
 DLS1(config-vlan)#name multimedia 
 DLS1(config)#vlan 434 
 DLS1(config-vlan)#name proveedores 
 DLS1(config-vlan)#vlan 123 
 DLS1(config-vlan)#name seguros 
33 
 
 DLS1(config-vlan)#vlan 1010 
 DLS1(config-vlan)#name ventas 
 DLS1(config)#vlan 3456 
 DLS1(config-vlan)#name personal 
 
El comand show vlan aplicado al switch DLS1 nos permite ver las vlan activas, el 
numero que las identifica. 
 





f) En DLS1, suspender la VLAN 434. 
DLS1(config-vlan)#vlan 434 
DLS1(config-vlan)#state suspend 
g) Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, 
y configurar en DLS2 las mismas VLAN que en DLS1. 
DLS2(config)#vtp version 2 
DLS2(config)#vtp mode transparent 
Setting device to VTP TRANSPARENT mode. 
 DLS2(config)#vlan 500 
 DLS2(config-vlan)#name nativa 

















h) Suspender VLAN 434 en DLS2. 
DLS2(config-vlan)#vlan 434 
DLS2(config-vlan)#state suspend 
i) En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 




j) Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 500, 
1010, 1111 y 3456 y como raíz secundaria para las VLAN 123 y 234. 
DLS1(config)#spanning-tree vlan 1,12,434,500, 1010, 1111,3456 root 
primary 
DLS1(config)#spanning-tree vlan 123,234 root secondary 
k) Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como 
una raíz secundaria para las VLAN 12, 434, 500, 1010, 1111 y 3456. 
DLS2(config)#spanning-tree vlan 1,12,434,500, 1010, 1111,3456 root 
Secondary    DLS2(config)#spanning-tree vlan 123,234 root primary 
l) Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de estos puertos. 
DLS1(config-if-range)#switchport trunk allowed vlan all 
m) Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera: 
 
 





DLS1(config-if)#switchport mode access 
DLS1(config-if)#sw access vlan 3456 
DLS1(config-if)#int fastehernet0/15 
DLS1(config-if)#switchport mode access 
DLS1(config-if)#sw access vlan 1111 
DLS1(config-if)#int fastethernet0/16 
DLS1(config-if-range)#switchport mode access 
DLS1(config-if-range)#sw access vlan 567 
DLS2(config)# int fastethernet0/16 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#sw access vlan 12 
DLS2(config-if)#switchport access vlan 1010 
ALS1(config)#int fa0/6 
ALS1(config-if)#no sh 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#sw access vlan 123 
ALS1(config-if)#sw access vlan 1010 
ALS1(config-if)#int fa0/15 
ALS1(config-if)#switchport mode ac 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#sw access vlan 1111 
ALS2(config)#int fa0/6 
ALS2(config-if)#no sh 
ALS2(config-if)#sw mode access 
ALS2(config-if)#sw access vlan 234 
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ALS2(config-if)#sw access vlan 1111 
 
Parte 2: conectividad de red de prueba y las opciones configuradas. 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso. 
 
Aquí podemos verificar que quedaron creadas correctamente. 
 
Figura 19. Verificación en DSL1 
 
 





Figura 20. Verificación en DSL2 



















Figura 21. Verificación en ALS1 
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b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente 
 
Por medio del comando show etherchannel podemos evidenciar en DLS1 la correcta 
configuración, asi mismo detalles del protocolo propietario LACP. 
 




Por medio del comando show etherchannel podemos evidenciar en DLS1 la correcta 















c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada VLAN. 
 
En el switch DLS1  podemos ver la evidencia de como quedo configurado el 














En el switch DLS1  podemos ver la evidencia de como quedo configurado el 





















Para el primer escenario se trabajó con dos protocolos de enrutamiento 
fundamentalmente, uno de ellos OSPF, este protocolo requiere que el administrador 
tenga un conocimiento sobre lo que es un AS. un AS es un (sistema autónomo) en 
redes más pequeñas llamadas áreas. Las actualizaciones y el recálculo de la 
topología en este escenario  se producen dentro de cada área. Esto hace que los 
cálculos de enrutamiento solo afecten a un solo área, excluyendo a las demás.  
También es necesario recalcar la importancia de EIGRP en este escenario, ya que 
es un protocolo sencillo y fácil de implementar. Este protocolo ayuda a muchos 
procesos dentro de la implementación de red, ayuda a saber cuándo se presentan 
fallos en la topología, permite conocer dispositivos que son vecinos o están 
conectados adyacentemente y ayuda a enrutar de manera ordenada las direcciones 
de las redes aprendidas, estas características fueron de gran ayuda al empezar a 
resolver problemas en el escenario 1. 
En el segundo escenario se utilizó la herramienta de vlan esta presento grandes 
ventajas ya que, al reducir el dominio de broadcast, también se consigue un mejor 
rendimiento. De esta forma, los mensajes de difusión no tienen que atravesar toda 
la red. Cuando los mensajes son del mismo tipo para todos los participantes, pero 
solo tienen que llegar a un determinado grupo de personas, generan un tráfico 
innecesario. Con una VLAN, se minimiza la carga innecesaria del ancho de banda. 
El rol de VTP en el segundo escenario fue el de mantener la configuración de VLAN 
de manera unificada en todo un dominio administrativo de red común. VTP es un 
protocolo de mensajería que usa tramas de enlace troncal de Capa 2 para agregar, 
borrar y cambiar el nombre de las VLAN en un solo dominio. VTP también admite 
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