












































































Application of Multivariate Analysis of Variance to psychological studies
 




















































































































































統 計 量 値 F 値 自由度 確 率
Pillaiのトレース 0.354 0.775 12/27 0.668
Wilksのラムダ 0.646 0.775 12/27 0.668
Hotellingのトレース 0.547 0.775 12/27 0.668
Royの最大根 0.547 0.775 12/27 0.668
統 計 量 値 F 値 自由度 確 率
Pillaiのトレース 0.863 8.887 12/27 0.000
Wilksのラムダ 0.137 8.887 12/27 0.000
Hotellingのトレース 6.273 8.887 12/27 0.000





















５ ４ ３ ２ １
AFC-2 安息 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-3 焦燥 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-4 情熱 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-5 恐怖 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-6 愛 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-7 悲嘆 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-8 歓喜 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-9 不安 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-10 憧憬 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-11 動揺 ＋－＋－＋－＋－＋
５ ４ ３ ２ １
AFC-12 同情 ＋－＋－＋－＋－＋







































従属変数 変動因 SS  df  MS  F  p
級間 0.53 1 0.53 0.38 0.543
級内 39.33 28 1.41AFC-1
全体 39.87 29
級間 1.20 1 1.20 1.84 0.186
級内 18.27 28 0.65AFC-2
全体 19.47 29
級間 0.30 1 0.30 0.19 0.668
級内 44.67 28 1.60AFC-3
全体 44.97 29
級間 1.63 1 1.63 1.25 0.274
級内 36.67 28 1.31AFC-4
全体 38.30 29
級間 0.83 1 0.83 0.68 0.415
級内 34.13 28 1.22AFC-5
全体 34.97 29
級間 4.03 1 4.03 2.55 0.121
級内 44.27 28 1.58AFC-6
全体 48.30 29
級間 0.83 1 0.83 0.59 0.448
級内 39.47 28 1.41AFC-7
全体 40.30 29
級間 0.53 1 0.53 0.45 0.510
級内 33.47 28 1.20AFC-8
全体 34.00 29
級間 0.03 1 0.03 0.03 0.859
級内 28.93 28 1.03AFC-9
全体 28.97 29
級間 4.80 1 4.80 2.20 0.149
級内 61.07 28 2.18AFC-10
全体 65.87 29
級間 0.30 1 0.30 0.22 0.646
級内 39.07 28 1.40AFC-11
全体 39.37 29
級間 0.30 1 0.30 0.25 0.622
級内 33.87 28 1.21AFC-12
全体 34.17 29
表５ 素点の被験者間効果の下位検定（M４）
従属変数 変動因 SS  df  MS  F  p
級間 14.70 1 14.70 18.16 0.000
級内 22.67 28 0.81AFC-1
全体 37.37 29
級間 24.30 1 24.30 45.16 0.000
級内 15.07 28 0.54AFC-2
全体 39.37 29
級間 10.80 1 10.80 14.35 0.001
級内 21.07 28 0.75AFC-3
全体 31.87 29
級間 1.20 1 1.20 0.97 0.333
級内 34.67 28 1.24AFC-4
全体 35.87 29
級間 5.63 1 5.63 12.45 0.001
級内 12.67 28 0.45AFC-5
全体 18.30 29
級間 0.30 1 0.30 0.22 0.641
級内 37.87 28 1.35AFC-6
全体 38.17 29
級間 16.13 1 16.13 28.71 0.000
級内 15.73 28 0.56AFC-7
全体 31.87 29
級間 10.80 1 10.80 10.40 0.003
級内 29.07 28 1.04AFC-8
全体 39.87 29
級間 6.53 1 6.53 7.42 0.011
級内 24.67 28 0.88AFC-9
全体 31.20 29
級間 2.70 1 2.70 1.98 0.171
級内 38.27 28 1.37AFC-10
全体 40.97 29
級間 4.80 1 4.80 9.16 0.005
級内 14.67 28 0.52AFC-11
全体 19.47 29
級間 1.63 1 1.63 2.77 0.107





































尺度 成分１ 成分２ 共通性
苦悩 0.86 0.04 0.745
安息 -0.63 0.35 0.524
焦燥 0.73 0.09 0.535
情熱 0.32 0.73 0.629
恐怖 0.74 -0.06 0.557
愛 0.08 0.82 0.674
悲嘆 0.89 0.00 0.787
歓喜 -0.50 0.64 0.661
不安 0.81 0.20 0.691
憧憬 0.03 0.86 0.739
動揺 0.80 0.11 0.649
同情 0.60 0.08 0.370
寄与 5.018 2.543 7.562
寄与％ 41.8 21.2 63.0
相対％ 66.4 33.6 100.0
尺度 成分１ 成分２ 共通性
苦悩 0.88 -0.08 0.781
安息 0.09 0.26 0.078
焦燥 0.47 0.34 0.340
情熱 0.17 0.74 0.572
恐怖 0.75 0.08 0.562
愛 0.12 0.87 0.765
悲嘆 0.81 -0.03 0.662
歓喜 -0.06 0.50 0.251
不安 0.67 0.12 0.458
憧憬 -0.06 0.84 0.716
動揺 0.54 0.48 0.520
同情 0.49 0.48 0.466
寄与 3.243 2.927 6.170
寄与％ 27.0 24.4 51.4





統 計 量 値 F 値 自由度 確 率
Pillaiのトレース 0.637 23.71 2/27 0.000
Wilksのラムダ 0.363 23.71 2/27 0.000
Hotellingのトレース 1.756 23.71 2/27 0.000
Royの最大根 1.756 23.71 2/27 0.000
統 計 量 値 F 値 自由度 確 率
Pillaiのトレース 0.045 0.638 2/27 0.536
Wilksのラムダ 0.955 0.638 2/27 0.536
Hotellingのトレース 0.047 0.638 2/27 0.536
Royの最大根 0.047 0.638 2/27 0.536
従属変数 変動因 SS  df  MS  F  p
級間 16.53 1 16.53 37.12 0.000
級内 12.47 28 0.45成分－１
全体 29.00 29
級間 1.95 1 1.95 2.02 0.167
級内 27.05 28 0.97成分－２
全体 29.00 29
従属変数 変動因 SS  df  MS  F  p
級間 0.00 1 0.00 0.00 0.974
級内 29.00 28 1.04成分－１
全体 29.00 29
級間 1.31 1 1.31 1.32 0.260
級内 27.69 28 0.99成分－２
全体 29.00 29
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考 察
ここまでの理論的検討ならびに分析事例を踏まえ
て、分析対象となる１組のデータのなかに複数の従属
変数が並存するとき、多変量分散分析を利用すること
の意義と問題点について考えてみたい。
研究目的と照らし合わせて、個々の従属変数につい
て言及する必要がないときは、通常の分散分析を繰り
返すよりも、多変量分散分析により一括して処理する
方がよい。なぜならば、分析結果の記述が簡潔になっ
て明快な考察が導きやすいし、１度しか検定を行わな
いため第１の過誤への配慮がまったく必要ないためで
ある。それに対して通常の分散分析を反復した場合、
多変量検定の下位検定としての１変量検定は、通常の
分散分析とまったく同じであるから、たとえばM４で
素点を用いたときは表５と同等の分析結果が最初に示
されることになる。すべての従属変数で主効果が有意
である、あるいは有意でない場合はよいが、本分析例
のように両者が混在するときは、研究目的からは必要
がないはずの個々の従属変数への言及が避けられない
のである。また、第１種の過誤に対する心配は、従属
変数の数が増えるにつれて増大していくことはいうま
でもない。
従属変数を全体として総括的に捉えることが研究目
的でないか、あるいは構成概念的に意味を持たないと
きは、当然ながら多変量分散分析を行う必要は特にな
いが、統計的仮説検定を何度も繰り返し行うことへの
一般的な注意は必要である。一方、総括的にも個別的
にも議論したいという場面や、個別的な議論をしたい
のだが、その前提として総括的にも確認しておきたい
という場面も存在するであろう。前者では多変量検定
と事後の下位検定としての単変量検定を行わねばなら
ないが、後者では本当に事前の多変量検定が必要かと
いう問題は残る。逆にいえば、このことは多変量分散
分析に続けて行う分析として通常の分散分析が適切で
あるかという問題でもある。このことの判断は本論で
扱うことができる範囲を超えているため、ここでは問
題提起だけにとどめておきたい。
従属変数が複数であるとき、分散分析を反復的に行
うことは、それが多変量分散分析の事後であるかは関
係なく、第１種の過誤を犯す確率が増大することに対
して注意が必要であることは、すでに述べた通りであ
る。この問題に対する現実的な対応策の１つとして、
本論では主成分分析（因子分析でもよい）によって従
属変数の数を減らす方法を提案した。一般論として２
つの従属変数がある場合、分散分析の結果に関しては、
変数間が無相関（r＝0.0）ならば関連性はまったくない
が、相関が大きくなるにつれて同じような結果になっ
ていき、完全な相関（｜r｜＝1.0）ならば確実に一致す
る。したがって、主成分分析や因子分析などにより相
互に相関が高い変数をひとまとめにすることで、従属
変数の数を減らすというのは合理的な方略であると考
えられる。本論の素点と成分得点の分析例を比較して
みると、素点による分析結果と同等あるいはそれ以上
のものが成分得点から得られており、表現の明晰さ、
および誤りを犯す確率の低さという点も併せて成分得
点化は有効な分析法だと判断された。ただし、多変量
分散分析では平方和積和が使われているが、そこに内
積という形で含まれている相関関係に関する情報も含
めて分析されることになる。このことに対して、あら
かじめ別の基準（主成分や主因子および各種の回転）
で従属変数を整理または変換してしまうことが、どの
ような影響を及ぼすかについては今後の検討課題であ
る。
最後に、多変量分散分析の前提条件となっている２
つの仮定は、大変厳しいものであり、かつ、それが満
たされていないとき、検定結果にどのような影響を与
えるのかについては、まだ十分明らかになっていない。
p変量正規分布N?（0, ）というのはp個の変量がそれ
ぞれ正規分布しているだけでは十分でなく、p＋1次元
空間内で「超釣り鐘型」でなければならないし、分散
だけでなく共分散が等しいことも求められているので
ある。心理学研究で収集される多変量データがこのよ
うな要件を備えているのかについては、少なからず不
安を覚えるところである。それに対して通常の分散分
析は、正規性と等分散性からの逸脱に対して頑強性を
もつとされている。
引用文献
石村貞夫 2002、SPSSによる分散分析と多重比較の手順［第２
版］、東京図書。
君山由良 2006、多変量回帰分析・正準相関分析・多変量分散分
析（統計解説書シリーズA-16）、データ分析研究所。
菅 千索 2009、歌劇における情緒的表現の理解に及ぼす台本
の影響、音楽知覚認知研究 第13巻第１・２合併号（印刷中）。
田中 豊・垂水共之・脇本和昌編 1990、パソコン統計解析ハン
ドブック? 多変量分散分析・線形モデル編、共立出版。
Σ
多変量分散分析の心理学研究への応用について
―7―
白
