Abstract-In a dynamic system such as flight control systems, faults caused by sensors, actuators and controllers can bring on unwanted reactions, reduce overall system efficiency and performance or even lead to failure of the overall, therefore it is required to detect such faults as soon as possible to isolate them accurately. During the past three decades a variety of methods have been developed to detect faults in processes and control systems. In this study, a longitudinal model of a fighter aircraft was selected as an example of a flight control system. Using data-driven methods based on multivariate statistical techniques, such as principal component analysis we tried to detect faults in the sensors. In these methods, calculations will be done based on the calculation of Hotelling's T 2 statistic and squared prediction error (SPE) statistic of the observation vector, and comparing with the statistics of the respective areas, as well as threshold levels, normal or abnormal status were detected.
I. INTRODUCTION
ODERN control systems are becoming increasingly complex because of the need to be better performance, particularly in the aircraft industry. On the other hand, in a feedback control system, sensors, actuators and other components may not provide the target performance or stability because of faults. For this reason, in recent years the design of fault detection and diagnosis systems and systems with structural change in the event of fault has attracted more attention. This kind of system is called a Fault Tolerant Control System (FTCS). Fault Tolerant Control System is used in the field of chemical processes, the aircraft industry, aerospace, nuclear power systems and other numerous applications. In the field of Fault Tolerant Control System, particularly in the aircraft industry there was numerous research articles published in the last two decades [1] - [4] .
On the subject of fault detection and identification (FDI), researchers have proposed a variety of methods and algorithms. The nature of the system and fault, the type and number of the measured signals are effective to choose a fault detection and identification method. Fault detection and diagnosis methods are broadly classified into two major methods: model-based methods and data-driven-based methods [5] - [7] . In model-based methods one or more variables are measured and the defined relationship among system parameters, inputs, outputs and state variables is used to detect changes that may be caused by a fault. Model-based fault detection methods are further divided into two approaches: quantitative and qualitative modeling methods. Quantitative models are based on general input-output and state space models to generate residuals. Qualitative models are based on various forms of qualitative knowledge to detect faults instead of quantitative mathematical equations. The data-driven-based methods are mainly based on a large amount of historical process data. Typically, these signals by the number of inputs, outputs and state variables are obtained. These data sets are separated into a training set and test set. Programmers use this test data to develop its own algorithm and then use training data to evaluate the performance of the concerning algorithm based on the new data. In contrast to model-based methods, it doesn't require detailed information about the system and can be applied with minimal cost and effort. Hence, these methods are used widely in industrial and other applications such as pattern recognition, identification systems, machine learning, etc. Data-driven based methods are broadly divided into two approaches: quantitative and qualitative methods. Two popular methods of qualitative feature extraction are the qualitative trend analysis and the expert system approaches. Furthermore, quantitative methods can be classified as statistical or non-statistical methods. Neural networks and support vector machines are two popular non-statistical methods. Principal Component Analysis (PCA), Partial Least Squares (PLS) and more recently Independent Component Analysis (ICA) are also very popular statistical methods that can be used for monitoring and learning the patterns of a dynamic system [8] - [10] . PCA is a powerful method used in process monitoring, analysis the fluctuation of input and output variables. In addition it was implemented as a powerful tool for sensor fault detection [11] , [12] .
According to the description given about FDI, their use for complex systems is inevitable. The objective of this paper is to implement PCA method for sensor fault detection and to apply 
II. PRINCIPAL COMPONENT ANALYSIS
PCA is a linear method of dimension reduction which is optimum in terms of extraction and preservation of data changes. This method, the set of loading vectors is provided using m observations of n measurement variables stacked into a training data matrix X . These vectors are calculated by solving the following optimization equation
where n v  R . The stationary points of (1), are calculated by singular value decomposition (SVD) [13] , [14] . 
The residual matrix E is calculated as
The changes of training data matrix which exist inna dimensional space resulted from the loading vectors of 1 a  to a is covered by the residual matrix. In this space, signal to noise ratio is small. Therefore, by subtracting the residual matrix E from the observation matrix X , matrix X is achieved. Matrix X includes the major changes of observation space data. Using PCA, the data space is divided into two sub-spaces. First part of the space which is defined by a first major component and has the greatest data variance is related to the systematic changes or the condition which occurs in the process. The other part of the space which is determined by other loading vectors covers a small percentage of the data variance and shows the noise-induced changes in process.
Therefore, by choosing the number of a first loading vector appropriately, the systematic changes of data can be separated from the noise-induced changes. Several techniques such as scree test [15] , cumulative percent variance test [16] , and cross validation [17] have been proposed to determine the number of principal components a .
A. Statistics for monitoring
Regarding the ability of PCA in reducing the dimensions of data space and dividing this space into two separate parts of data systematic changes and noise-induced changes (or measurement fault) it can be used in detection the abnormal situation of process. Two statistic methods, Hotelling's T 2 statistic and squared prediction error (SPE) statistic are used in the PCA monitoring [18] . These statistical indices will face problem when the number of variables are more than the number of measurement data. Therefore, PCA can help Hotelling's T 2 statistic and SPE statistic to resolve this problem.
By considering a loading vector which covers the major changes of data, T 2 can be calculated as the sum of squares of a new process data vector x
where Λ a is a squared matrix formed by the first a rows and columns of Λ .
The confidence limit for T 2 is obtained using probability distribution Given the fact that the small noise-induced changes and data inaccuracy are not considered in computations of (7), the obtained Hotelling's T 2 statistic shows the systematic changes caused by the presence of defect in the process more desirably.
The portion of the measurement space corresponding to the lowest na  eigenvalues can be monitored by using the squared prediction error (SPE) or Q statistic. level of significance.
III. APPLICATION
In this section, PCA monitoring method is applied to monitoring problems of a simple multivariate dynamic process and the model of the phantom fighter jet (known as F_4).
A. A simple multivariate dynamic process
To analyze fault detection ability of this method provided algorithm are applied to the system with five variables originally suggested by Ku et al. [19] and modified by Lee et al. [20] 
where input u can be rewritten as: 
where w is a random vector with elements on an equal basis distributed in (-2, 2) interval. Vector v is a random noise vector with its elements having zero mean and variance of 0.1. There is one type of fault introduced to monitor and detect this certain fault. The model is simulated using data samples and a fault is applied as a linear increase w( 1) k  from sample 101 and continued to the end by adding 0.05(k−50) to the 1 w value of each sample in this range, k is the number of sample.
For analysis, 500 samples are used for performance of PCA on this simple multivariate process. As noted earlier, cumulative percent variance test used to determine the number of components for PCA model. Cumulative percent variance by PCs is given in Fig. 1 . It is seen that four principal components can be a best option because they explain almost 99 % of the variance. Thus, choosing 4 as the number of the principal component would be appropriate. The T 2 and SPE values from normal operating are determined by (6) and (8) . After that, in order to detect fault, the confidence limits for T 2 and SPE are calculated through (7), and (9): T 2 confidence limit = 12.044 SPE confidence limit = 0.007 After calculating the thresholds in normal condition, the built model can be used to check on faulty samples. The new data matrix has 250 samples. The T 2 and SPE values for the new measurement samples are calculated. The T 2 and SPE charts for PCA fault detection shown in Fig. 2 . The 98% confidence limits are also shown. It is definite from this figure that a few T 2 and SPE values pass over the 98% control limit. It should be noted that the fault detection rate of SPE statistic of PCA is higher than that of T 2 statistic. 
B. Nonlinear Aircraft Model
In this study, the data matrix is obtained by using the longitudinal motion of the phantom fighter jet (known as F_4) as a nonlinear Simulink model that suggested by A. Abaspour et al. [21] . The model is shown in Fig. 3 which is implemented under the flight controller designed as a Dynamic Inversion (DI) within the MATLAB/Simulink environment. Dynamic inversion is a control design method that uses a feedback signal to cancel inherent dynamics and simultaneously achieves the specified desired dynamic response. Also, there is a command filter used in the model to make the step input similar to the real input [21] . Each aircraft has a several sensors for monitoring the system. These sensors are required for flight control, navigation and guidance, and fault detection. The variety of sensors used on-board the air vehicle include; Magnetometer, Vertical gyro, Rate gyro, Airspeed sensor, Barometric pressure sensor, Engine RPM, and GPS signal. In this study, only Rate gyro is considered. As such, a fault simulation is implemented in pitch rate gyroscope. When a failure occurs in sensor of pitch rate, it affects the other states due to faulty state vector existing in feedback loop.
The aircraft sensors can fail in few ways. In general some kinds of fault are for different sensors, while the other faults are exclusive of a single sensor. In this work considers a type of additive faults that is very prevalent and usually caused by temperature drifts or sensor calibration problems. Additive faults can be defined by ramp-type functions (drift) and can be of step, soft or hard based upon the duration of the ramp [22] .
For analysis, a simulation time of 15 seconds and dataset includes 3 sensor measurements are used for performance of PCA on nonlinear simulink model. As noted, fault is modeled as a step function (T R ≈0s) and implemented to the pitch rate sensor from the time of 2s to 6s. The PCA model is used three principal components, according to cumulative percent variance. Cumulative percent variance of the PCs is given in Fig. 4 . T 2 and SPE values for normal operating are obtained. After that, in order to detect fault of the pitch rate sensor, the confidence limits for T 2 and SPE values are calculated: T 2 confidence limit = 10.273 SPE confidence limit = 2.15 e -30
After calculating the confidence limits in normal condition, the built model can be used to check on faulty data matrix. The T 2 and SPE values for the faulty samples are calculated. The T 2 and SPE charts for PCA fault detection are shown in Fig. 5 . The 98% confidence limits are also shown. By checking Fig.  5 , it is seen that both T 2 and SPE can detect the fault. It should be noted that the fault detection rate of T 2 statistic of PCA is higher than that of SPE statistic. In a dynamic system such as flight control systems, faults arising from sensors can bring down system performance or even lead to failure of the overall, therefore it is required to detect such faults. There are several methods and algorithms in fault detection and identification. Principal Component Analysis (PCA) is a statistical method that can be used for fault detection.
In this paper, the data matrix was obtained by using the nonlinear simulink model of the phantom fighter jet (known as F_4). Firstly, a fault simulation modeled as a step function in pitch rate sensor. Then PCA method is performed by using the T2 statistic and SPE statistic to detect sensor fault.
The results indicate that the PCA method is able to detect intermittent faults correctly. In addition, the fault detection rate of T 2 statistic is higher than that of SPE statistic.
