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Abstract
This thesis represents a collection of papers on numerical modeling of permafrost and sea­
sonally freezing ground dynamics.
An important problem in numerical modeling of temperature dynamics in permafrost 
and seasonally freezing ground is related to parametrization of already existing models. In 
this thesis, a variation data assimilation technique is presented to find soil properties by 
minimizing the discrepancy between in-situ measured temperatures and those computed by 
the models. The iterative minimization starts from an initial approximation of the soil prop­
erties that are found by solving a sequence of simple subproblems. In order to compute the 
discrepancy, the temperature dynamics is simulated by a new implementation of the finite 
element method applied to the heat equation with phase change. Despite simplifications 
in soil physics, the presented technique was successfully applied to recover soil properties, 
such as thermal conductivity, soil porosity, and the unfrozen water content, at several sites 
in Alaska. The recovered properties are used in discussion on soil freezing/thawing and 
permafrost dynamics in other parts of this thesis.
Another part of this thesis concerns development of a numerical thermo-mechanical 
model of seasonal soil freezing on the lateral scale of several meters. The presented model 
explains observed differential frost heave occurring in non-sorted circle ecosystems north of 
the Brooks Range in the Alaskan tundra. The model takes into account conservation princi­
ples for energy, linear momentum and mass of three constituents: liquid water, ice and solid 
particles. The conservation principles are reduced to a computationally convenient system 
of coupled equations for temperature, liquid water pressure, porosity, and the velocity of 
soil particles in a three-dimensional domain with cylindrical symmetry. Despite a simplified 
rheology, the model simulates the ground surface motion, temperature, and water dynamics 
in soil and explains dependence of the frost heave on specific environmental properties of 
the ecosystem.
In the final part, simulation of the soil temperature dynamics on the global scale is 
addressed. General Circulation Models are used to understand and predict future climate 
change, but most of them do not simulate permafrost dynamics and its potentially critical 
feedback on climate. In this part, a widely used climate model is evaluated and the simu­
lated temperatures are compared against observations. Based on this comparison, several 
modifications to the Global Circulation Models are identified to improve the fidelity of per­
mafrost and soil temperature simulations. These modifications include increasing the total
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
soil depth by adding new layers, incorporating a surface organic layer, and modifying the 
numerical scheme to include unfrozen water dynamics.
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3General Introduction
In this thesis, I present a collection of five articles (chapters) focused on the modeling of 
seasonally freezing ground and permafrost. Three common threads weave through these five 
papers. The first thread is modeling phase change of ground water trapped in the soil pores. 
Freezing of water trapped in the ground material is a complicated physical process that is 
still poorly understood. There are many models of freezing and thawing soil, some of them 
are described Goodrich (1982); Nelson and Outcalt (1987); Kane et al. (1991); Zhuang et al. 
(2001); Ling and Zhang (2003); Oleson et al. (2004); Sazonova et al. (2004) and Molders 
and Romanovsky (2006). Typically the models are formulated in the language of partial 
differential equations that include non-linearities. Due to the non-linearities, application 
of the analytical methods to compute a solution of the partial differential equations is 
limited. Hence, numerical methods are typically employed to predict the evolution of soil 
temperature dynamics.
Another thread that weaves through the thesis is related to parametrization of the 
permafrost models used to calculate the soil temperature dynamics. Key parameters in 
the models are thermal and hydrological properties of the ground material. At present 
time, these properties are known for a small portion of the land surface area. However, 
the soil temperature data (Muhll et al., 1998; Brown et al., 2000; Oberman and Mazhitova, 
2001; Romanovsky et al., 2001; Burgess et al., 2002; Clow and Urban, 2002; Pavlov and 
Moskalenko, 2002; Romanovsky et al, 2002; Nixon et al., 2003; Osterkamp, 2003; Marchenko 
et al., 2007) collected in numerous locations across the pan-Arctic can be used in inverse 
modeling techniques to find thermal and hydrological properties of the ground material. 
In this thesis, I show that temperature records at several depths beneath the soil surface, 
and instantaneous temperature profiles in relatively deep boreholes can be assimilated to 
recover the unknown soil properties. Once the soil properties are found they can be used to 
reconstruct soil temperature dynamics in the past and also to project its future evolution.
The third thread that interconnects the chapters is related to modeling soil freezing and 
thawing on different spatial and temporal scales. I describe a detailed thermo-mechanical 
model of freezing soil. The model addresses water, temperature, and soil particle dynamics 
on the local scale - several meters. Since the presented thermo-mechanical model is compu­
tationally expensive, its execution by nowadays computers on the pan-Arctic scale requires 
an enormous amount of time. After analyzing the temperature and water transport on
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4the local scale, I propose suggestions to improve modeling of temperature dynamics by the 
Global Circulation Models. The proposed suggestions lessen biases in the Global Circula­
tion Models and improve simulation of the temperature dynamics for the Arctic regions on 
the Earth.
In Chapter 1, I and several colleagues propose a method to determine an initial approx­
imation to the soil properties using observed temperature time series at specified depths. 
The described method is based on solution of simpler subproblems and is tested on field 
data. To compute the temperature dynamics in the freezing and thawing ground, a novel 
finite element method is proposed. In this chapter, a special emphasis is put on necessity 
of good initial values of the thermal properties which can be used later in variational data 
assimilation problems.
In Chapter 2, we describe a variational data assimilation to estimate the soil properties 
using high-resolution-in-time temperature records at several depths beneath the soil surface, 
and instantaneous temperature profiles in a deep borehole. We conduct a sensitivity analysis 
which shows robustness and efficiency of the variational approach. We applied the developed 
tool to estimate soil properties at several sites in Alaska.
In Chapter 3, we use the obtained knowledge on estimation of soil thermal proper­
ties, to investigate bio-geophysical processes causing differential frost heave in non-sorted 
circles north of the Alaska’s Brooks Range. The main question addressed is “How does 
heterogeneity in soil properties and ground surface conditions cause the differential frost 
heave observed within the non-sorted circle?” We address this question by developing a 
numerical thermo-mechanical model of a non-sorted circle. The performed sensitivity study 
of predicted differential frost heave with respect to soil physical properties and vegetation 
characteristics shows that hydrological and thermal properties as well as the local hetero­
geneity in the distribution of the surface vegetation have a decisive role in formation of the 
differential frost heave.
In Chapter 4, we describe an approach to improve global climate models which are 
frequently used to understand and predict future climate change. In particular, we evaluate 
the Community Land Model, which is a land-surface scheme, against observations and 
identify potential modifications to this model that improve fidelity of permafrost and soil 
temperature simulations
In Chapter 5, we examine the Community Land Model and its modifications. We 
estimate the required thickness of soil layers to calculate temperature dynamics within
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
5certain errors. Our results show that to compute the annual cycle of temperature dynamics 
for cold permafrost, the soil thickness should be at least 30 meters.
All five chapters were originally written as stand-alone manuscripts, which have been 
published, submitted or are to be submitted for publication. The first paper is co-authored 
with Drs. Vladimir Romanovsky and Gennadiy Tipenko. Dr. Vladimir Romanovsky is 
also my co-author in the second paper, as well as Dr. Gleb Panteleev. The third paper 
is co-authored with Drs. Vladimir Romanovsky, Gennadiy Tipenko and Donald Walker. 
The forth paper is co-authored with Vladimir Romanovsky, Vladimir Alexeev and David 
Lawrence. In the final fifth paper, Dr Vladimir Alexeev is the first author, however the 
majority of numerical computations and parts of the synthesis was performed by the sec­
ond author, Dmitry Nicolsky. Additional co-authors in the fifth paper are Drs. Vladimir 
Romanovsky and David Lawrence. In each case my co-authors helped me tremendously by 
providing guidance, assisting with modeling, acquisition of field data, and editing. As the 
first author I wrote the first four manuscripts and contributed an overwhelming portion of 
the work in all five manuscripts.
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Chapter 1
Using in-situ temperature measurements to estimate saturated soil thermal 
properties by solving a sequence of optimization problems1 
1.1 Abstract
We describe an approach to find an initial approximation to the thermal properties of 
soil horizons. This technique approximates thermal conductivity, porosity, unfrozen water 
content curves in horizons where no direct temperature measurements are available. To 
determine physical properties of ground material, optimization-based inverse techniques are 
employed to fit, the simulated temperatures to the measured ones. Two major ingredients 
of these techniques are an algorithm to compute the soil temperature dynamics and a 
procedure to find an initial approximation to the ground properties. In this article we 
show how to determine the initial approximation to the physical properties and present a 
new finite element discretization of the heat equation with phase change to calculate the 
temperature dynamics in soil. We successfully apply the proposed algorithm to recover the 
soil properties for the Happy Valley site in Alaska using one-year temperature dynamics. 
The determined initial approximation is utilized to simulate the temperature dynamics over 
several consecutive years; the difference between simulated and measured temperatures lies 
within uncertainties of measurements.
1.2 Introduction
Recently, the Arctic Climate Impact Assessment report (ACIA, 2004) concluded that cli­
mate change is likely to significantly transform present natural environments, particularly 
across extensive areas in the Arctic and sub-Arctic. Among the highlighted potential trans­
formations is soil warming which can potentially cause an increase in the active layer thick­
ness and degradation of permafrost as well as have broader impacts on soil hydrology, 
northern ecosystems and infrastructure. Since permafrost is widely distributed and covers 
approximately 25% of the land surface in the Northern Hemisphere (Brown et al, 1997), it
is important to understand the causes affecting the soil temperature regime. One approach 
to studying soil temperature dynamics and their dependence on climate variability is to 
employ mathematical modeling ( Goodrich, 1982; Nelson and Outcalt, 1987; Kane et al,
'D.J. Nicolsky, V.E. Romanovsky and G.S. Tipenko, 2007, “Using in-situ temperature measurements 
to estimate saturated soil thermal properties by solving a sequence of optimization problems” , published in 
The Cryosphere, 1: 41-58
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91991; Zhuang et al, 2001; Ling and Zhang, 2003; Oleson et al, 2004; Sazonova et al, 2004; 
Molders and Romanovsky, 2006)
A mathematical model of soil freezing/thawing is based on finding a solution of a non­
linear heat equation over a specified domain, (see Andersland and Anderson, 1978; Yershov, 
1998, and many references therein). The domain represents ground material and is divided 
into several horizons (e.g. an organic matt, an organically enriched mineral soil layer, and 
a mineral soil layer) each with its distinct properties characterized by mineral-chemical 
composition, texture, porosity, heat capacity and thermal conductivity. By parameterizing 
the coefficients in the heat equation within each horizon, it is possible to take into account 
temperature-dependent latent heat effects occurring when ground freezes and thaws. This 
approach yields a realistic model of temperature dynamics in soils. However, in order to 
produce quantitatively reasonable results, it is necessary to prescribe physical properties of 
each horizon.
Conventional Time Domain Reflectometry ( Topp et al, 1980) and drying methods are 
commonly used to estimate soil water content at shallow depths. The Time Domain Re­
flectometry method is based on measurements of the apparent dielectric constant around a 
wave guide inserted into the soil. It has been demonstrated that there is a relationship be­
tween the apparent dielectric constant and liquid water content ( Topp et al, 1980) enabling 
robust estimations of water content in shallow soils with homogeneous composition. There 
are some difficulties however in measuring unfrozen water content of coarsely textured, het­
erogeneous or organically enriched soils in Arctic tundra (Boike and Roth, 1997; Yoshikawa 
et al, 2004). More accurate measurements of the total water content (ice and water to­
gether) can be acquired by thermalization of neutrons and gamma ray attenuation. This 
is not always suitable for Arctic regions as it requires transportation of radioactive equip­
ment to remote locations (Boike and Roth, 1997). An alternative to the above-mentioned 
methods and also to a number of others (Schmugge et al, 1980; Tice et al, 1982; Ulaby 
et al, 1982; Stafford, 1988; Smith and Tice, 1988) is the use of inverse modeling techniques. 
These techniques estimate the water content and other thermal properties of soil using 
in-situ temperature measurements and by exploiting the mathematical model.
A variety of inverse modeling techniques that recover the thermal properties of soil are 
known. Many of them rely on the commonly called source methods (Jaeger and Sass, 
1964), in which temperature response due to heating is measured at a certain distance 
from the heat source. The temperature response and geometry of the probe are used to
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compute the thermal properties by either direct or indirect methods. In the direct methods, 
the temperature measurements are explicitly used to evaluate the thermal properties. In 
the indirect methods, one minimizes a discrepancy between the measured and the synthetic 
temperatures, the latter computed mathematically by exploiting the heat equation in which 
the coefficients are parameterized according to the specified thermal properties.
Application of direct methods such as the Simple Fourier Methods (Carson, 1963), Per­
turbed Fourier Method (Hurley and Wiltshire, 1993), and the Graphical Finite Difference 
Method (McGaw et al, 1978; Zhang and Osterkamp, 1995; Hinkel, 1997) yield accurate 
results for the thermal diffusivity (the ratio of the thermal conductivity and the heat capac­
ity), only when water does not undergo the phase change. Despite the fact that the direct 
methods are well established for the heat equation without the phase change, no universal 
framework exists in the case of the soil freezing/thawing because the heat capacity and 
thermal conductivity depend strongly on the temperature in this case.
A common implementation of the indirect methods uses an analytical or numerical 
solution of the heat equation to evaluate the synthetic temperature. Due to strong non­
linearities, the analytical solution of the heat equation is known only for a limited number 
of cases (Gupta, 2003), whereas numerical solutions are typically computable. Given a 
numerical solution computed by finite difference (Samarskii and Vabishchevich, 1996) or 
finite element (Zienkiewicz and Taylor, 1989) methods, one can minimize a cost function, 
J, which measures a discrepancy between the measured Tm and synthetic Tc temperatures. 
The typical expression for the cost function, J, is given by
Here, the quantity 6 is the control vector that is a set of parameters defining soil properties 
of each soil horizon. The synthetic temperature, Tc, is computed by the mathematical model 
parameterized by variables in 6 at some depths x% over the time interval [ts,te\.
In this article, we deal with optimization techniques that find soil properties by min-
Since the heat equation is non-linear, in general there are several local minima. Hence, it is 
important that the initial approximation lies in the basin of attraction of a proper minimum 
(Avriel, 2003).
We present a semi-heuristic algorithm to determine an initial approximation Go, for 
use as the starting point in multivariate minimization of cost functions such as (1.1). In
( 1.1)
imizing the cost function (1.1). Commonly, the cost function J is minimized iteratively 
starting from an initial approximation Go to the parameters 6 (Thacker and Long, 1988).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
11
this article, we use in-situ measured temperature Tm to formulate the cost function J. We 
construct the initial approximation by minimizing cost functions over specifically selected 
time intervals [ts,te\ in a certain order. For example, first, we propose to find thermal 
conductivity of the frozen soil using the temperature collected during winter, and then use 
these values to find properties of the thawed soil. In order to minimize the cost function it is 
necessary to compute the temperature dynamics multiple times for various control vectors 
C. Since an analytical solution of the non-linear heat equation is not generally available, we 
use a finite element method to find its solution. To compute latent heat effects, we propose 
a new fixed grid technique to evaluate the latent heat terms in the mass (compliance) matrix 
using enthalpy formulation. Our techniques do not rely on temporal or spatial averaging of 
enthalpy, but rather evaluate integrals directly by employing a certain change of variables. 
An advantage of this approach is that it reduces the numerical oscillation of the temperature 
dynamics at locations near 0°(7 isotherm.
The structure of this chapter is organized as follows. In Section 1.3, we describe a 
commonly used mathematical model of temperature changes in the active layer and near 
surface permafrost. In Section 1.4, we outline a finite element discretization of the heat 
equation with phase change. In Section 1.5, we introduce main definitions, notations and 
state the variational approach to find the thermal properties. In Section 1.6, we provide an 
algorithm to construct an initial approximation to thermal properties. In Section 1.7, we 
apply our method to estimate the thermal properties and the coefficients determining the 
unfrozen water content at a site located in Alaska. In Section 1.8, we state limitations and 
shortcomings of the proposed algorithm. Finally, in Section 1.9, we provide conclusions and 
describe main results.
1.3 Modeling of soil freezing and thawing
For many practical applications, heat conduction is the dominant process, and hence the soil 
temperature T, [°(7] can be simulated by a 1-D heat equation with phase change (Carslaw 
and Jaeger, 1959):
c s n * ’ <) +  “  § i x § x T { x ' t ] '  < L 2 )
where £€[0,/], te[0,r]; the quantities C = C (T ,x ) [Jm~3A"_1] and A=A(T ,x) [Wm_ 1A _1] 
stand for the volumetric heat capacity and thermal conductivity of soil, respectively; L 
[.Jm~3] is the volumetric latent heat of fusion of water, and Oi is the volumetric liquid water 
content. We note that this equation is applicable when migration of water is negligible,
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there are no internal sources or sinks of heat, frost heave is insignificant, and there are no 
changes in topography and soil properties in lateral directions. Typically, the heat equation
(1.2) is supplemented by Dirichlet, Neumann, or Robin boundary conditions specified at 
the ground surface, x=0, and at the depth I ( Carslaw and Jaeger, 1959). In geothermal 
studies, a Neumann boundary condition is typically set at the depth I. In this study 
we use the measured temperatures Tu and J) to set the Dirichlet boundary conditions at 
depths 2 = 0  and x=l, respectively, i.e. T(0,t)=Tu(t), T(l,t)=Ti(t). In order to calculate 
the temperature dynamics T (x,t) at any time t £ [0,r], equation (1.2) is supplemented by 
an initial condition, i.e. T(x ,0)=Tq(x ), where Tq(x ) is the temperature at a; € [0,/] at time
In certain conditions such as waterlogged Arctic lowlands, soil can be considered a 
porous media fully saturated with water. The fully saturated soil is a multi-component 
system consisting of soil particles, liquid water, and ice. It is known that the energy of 
the multi-component system is minimized when a thin film of liquid water (at temperature 
below 0°C') separates ice from the soil particles (Hobbs, 1974). A film thickness depends 
on soil temperature, pressure, mineralogy, solute concentration and other factors (Hobbs, 
1974). One of the commonly used measures of liquid water below freezing temperature is 
the volumetric unfrozen water content ( Williams, 1967; Anderson and Morgenstern, 1973; 
Osterkamp and Romanovsky, 1997; Watanabe and Mizoguchi, 2002). It is defined as the 
ratio of liquid water volume in a representative soil domain at temperature T  to the volume 
of this representative domain and is denoted by 0i(T). There are many approximations 
to $i in the fully saturated soil (Lunardini, 1987; Galushkin, 1997). The most common 
approximations are associated with power or exponential functions. Based on our positive 
experience in Romanovsky and Osterkamp (2000), we parameterize 6\ by a power function 
9i(T)=a\T\~b-, a,b>0 for T<T*<0°C (Lovell, 1957). The constant T* is called the freezing 
point depression (Hobbs, 1974), and from the physical point of view it means that ice does 
not exist in the soil if T>T*. In thawed soils (T>T*), the amount of water in the saturated 
soil is equal to the soil porosity r?, and hence the function 6i(T) can be extended to jT>T* 
as 6i(T)=rj. Therefore, we assume that
where <f>=(j>(T,x) represents the liquid pore water fraction, and T  is in °C, see the curve 
marked by triangles in Figure 1.1. Note that the constants T* and b are the only parameters
t= 0.
(1.3)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
13
that specify dependence of the unfrozen liquid water content on temperature. For example, 
small values of b describe the liquid water content in some fine-grained soils, whereas large 
values of b are related to coarse-grained materials in which almost all water freezes at the 
temperature T*. The limiting case in which all water freezes at the temperature T* is 
associated with phase change between water and ice (no soil particles). This limiting case is 
commonly called the classical Stefan problem and is represented by extremely large values 
of b in (1.3).
We use the following notation and definitions. We abbreviate by letters i, I and s, ice, 
liquid water, and the soil particles, respectively. We express thermal conductivity A of the 
soil and its apparent volumetric heat capacity Capp according to (de Vries, 1963; Sass et al., 
1971) as
A(T)=A^Af(r)A?(r), Capp( T ) = C ( T ) + L ^ l  (1.4)
C{T) =  di(T)Ci +  0i(T)Ci +  esCa (1.5)
where C is called the volumetric heat capacity of the soil. Here, the constants Ck,Xk, 
ke{i, I, s} are the volumetric heat capacity and thermal conductivity of the fc-th constituent 
at 0°C, respectively. The quantity 0k, k&{i, I, s} is the volume fraction of each constituent. 
Exploiting the relations 0s= l —ri and $i=r]-0{, we introduce notation for the effective volu­
metric heat capacities Cf and Ct, and the effective thermal conductivities A/  and At of soil 
for frozen and thawed states, respectively. Therefore formulae (1.4) and (1.5) yield
Capp= C + L C = C f ( l - ( / ) ) + C t 4 > ,  A=A}-*A f,  (1.6)
where
A/=Ai^A?, Xt=Xl-vX l  Cf=Cs(l-7})+Cii), Ct=Ca( l -n )+ C lV.
For most soils, seasonal deformation of the soil skeleton is negligible, and hence temporal 
variations in the total soil porosity rj for each layer are insignificant. Therefore, the thawed 
and frozen thermal conductivities for the fully saturated soil satisfy
h .
x f £ ] ’ ■ ( 1 J )Ai.
It is important to emphasize that evaporation from the ground surface and from within 
the upper organic layer can cause partial saturation of upper soil horizons (Hinzman et al., 
1991; Kane et al, 2001). Therefore, formula (1.7) need not hold within live vegetation and
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organic soil layers, and possibly within organically enriched mineral soil (Romanovsky and 
Osterkamp, 1997).
We approximate the coefficients Capp, A according to (1.6), where the thermal properties 
C f,C t and parameters 77,T*,b are constants within each soil horizon. Table 1.1 
lists typical soil horizon geometry, commonly occurring ranges for the porosity rj, thermal 
conductivity Af  and the values of b parameterizing the unfrozen water content.
1.4 Solution of the heat equation with phase change
1.4.1 A review of numerical methods
In order to solve the inverse problem one needs to compute a series of direct problems, i.e. 
to obtain the temperature fields for various combinations of thermal properties. A number 
of numerical methods (Javierre et al, 2006) exist to compute temperature that satisfies 
the heat equation with phase change (1.2). These methods vary from the simplest ones 
which yield inaccurate results to sophisticated ones which produce accurate temperature 
distributions. The highly sophisticated methods explicitly track a region where the phase 
change occurs and produce a grid refinement in its vicinity, and therefore take significantly 
more computational time to obtain temperature dynamics. Implementing such complicated 
methods is not always necessary, since an extremely accurate solution is not particularly 
important when the mathematical model describing nature is significantly simplified.
In this subsection, we briefly review several fixed grid techniques ( Voller and Swami- 
nathan, 1990) that accurately estimate soil temperature dynamics and easily extend to 
multi-dimensional versions of the heat equation (1.2). These methods provide the solution 
for arbitrary temperature-dependent thermal properties of the soil and do not explicitly 
track the area where the phase change occurs. Recall that in soils the phase change occurs 
at almost all sub-zero temperatures. A cornerstone of the fixed grid techniques is a nu­
merical approximation of the apparent heat capacity Capp. A variety of the approximation 
techniques can be found in ( Voller and Swaminathan, 1990; Pham, 1995) and references 
therein. In general, two classes of them can be identified. The first class is based on tem­
perature/coordinate averaging ( Comini et al, 1974; Lemmon, 1979) of the phase change. 
Here, the apparent heat capacity is approximated by
( 1.8 )
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where
H =  I CappdT,
Jo
is the enthalpy. The second class of methods is based on temperature/time averaging 
(Morgan et al., 1978). In this approach,
Hcurrent ~  Uprevious 
pp —  I f ,  7 f  > I 1 -9 !
1 current 1 previous
where subscripts mark time steps at which the values of H  and T  are calculated. Although 
these methods have been presented in the context of large values of b in (1.3), it is noted 
that they work best in the case of a naturally occurring wide phase change interval. Also, it 
is important to note that the approximation (1.8) is not accurate for near zero temperature 
gradients. In the case when the boundary conditions are given by natural variability (several 
seasonal freezing/thawing cycles), near zero gradients at some depths may occur for some 
time intervals. Hence, the temperature dynamics calculated by using (1.8) can have large 
computational errors.
An alternative fixed grid technique can be developed by rewriting the heat equation
(1.2) in a new form:
f) Tf f) f)
- m = !fx x a i T ' T =  T <*>• <L10>
resulting in the enthalpy diffusion method (Mundim and Fortes, 1979). Advantages of dis­
cretizing (1.10) is that the temperature T =  T(H ) is a smooth function of enthalpy H  and 
hence one can compute all partial derivatives. However, for soils with a sharp boundary 
between thawed and completely frozen states, the enthalpy H becomes a multivariate func­
tion when temperature T  nears T*. Therefore, solution of (1.10) results in that the front 
becomes artificially stretched over at least one or even several finite elements.
In this chapter, we propose a fixed grid technique that applies the basic finite element 
method (Zienkiewicz and Taylor, 1989) to equation (1.2). Finite element discretization of
d9i_ Mh&T 
dt ~  dT dt
in the left hand side of (1.2) results in
( f  ^i(x)i’j{x)L^(T(x,t))dx^ (1.11)
J £0
where ipi{x) and ipi(x) are two piecewise linear basis functions at nodes i and j ,  respectively, 
Tj{t) is the value of temperature at the j-th node at time t, and T (x ,t ) =  ^2i '‘Pi(x)Ti(t).
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We propose to evaluate this type of integrals using the unfrozen liquid water content B\ as 
the integration variable, i.e.
where and 6o—6i(T(xo,t)) and d\=di(T(xi,t)). This substitution allows precise
limits of integration 9q,0i , instead of being calculated using the rapidly varying function 
^ ( T )  on the element [xq,x\] by a quadrature rule. As a consequence of the proposed 
substitution, evaluation of the integral in (1.11) may not to yield the right result unless the 
function T(6{) must be monotonically increasing for all 6i<r), and T (x,t) be monotonous 
on [xq, x\] at time t. Figure 1.1 shows two instances of the unfrozen water content curves 
frequently occurring in nature. The curve marked by circles is associated with soils in which 
free water freezes prior to freezing of the bound liquid water in soil pores. The free water is 
associated with a vertical line at T=T* whereas the bound water is represented by a smooth 
curve at T<T*. The curve marked by triangles reflects soil in which all water is bounded 
in soil pores and can be parameterized by (1.3) used in our modeling.
1.4.2 Finite element formulation
Let us consider a triangulation of the interval [0,1] by a set of nodes {#*}■l=1. With each 
node Xi, we associate a continuous function ipi(x) such that ipi(xj) =  Sij. We will refer 
to {V’iJiLi as the basis functions on the interval [0,/]. Hence, the temperature T (x ,t ) on 
[0 ,/] is approximated by a linear combination: T(x,t)=YA=iTi(t)'ipi(x), where Ti=Ti{t) is 
the temperature at the node x^  at the time t. Substituting this linear combination into
(1.2), multiplying it by ipj and then integrating over the interval [0,1], we obtain a system 
of differential equations (Zienkiewicz and Taylor, 1989):
where T =T (f)= [T i(f) Ti(t) . . .  Tn(<)]* is the vector of temperatures at nodes at time
t. Here, the n xn  matrices M (T )= {m ,j}-t=1 and K (T )={fcy}^-=1 are mass and stiffness 
matrices, respectively. Entry-wise they are defined as
(1.12)
computation of the latent-heat effect for arbitrary grid cells, since it is parameterized by the
M(T)^-T(t) =  -K(T)T(t), (1.13)
(1.14)
(1.15)
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The fully implicit scheme is utilized to discretize (1.13) with respect to time. Denoting by 
dtk the time increment at the /c-th moment of time tk, one has
[M /£ +  d ^ K fc]T fc =  M fcT ^ 1, Ar > 1 (1.16)
where T k =  T (tk), K k= K (T k), M*=M(T* ). We impose boundary conditions at x=0  and 
some depth x= l by specifying T\{tk)=Tu(tk) and Tn(tfc)=7)(tfc).
Given we find the solution Tfc of (1.16) by Picard iteration (Kolmogorov and
Fomin, 1975). The iteration process starts from the initial guess T§ =  T fc_1 that is used 
to compute temperature T k at the first iteration. At iteration s, we compute and 
terminate iterations at se when a certain convergence condition is met. The value of T^ f is 
used to evaluate the matrices M fcs=M(T*;), and Kfcs=K(Tj). In turn, these are utilized 
to compute the s +  1 iteration T (?+1 by equating
[Mks +  dtkK ks]Tks+1 -  M fesT fc-1 = 0. (1.17)
At each iteration the convergence condition max/. \T£+1(tk) — T%(tk) \ < e is checked. If it 
hold, the iterations are terminated at se=s + 1. If the number of iterations exceeds a certain 
predefined number, the time increment dtk is halved and the iterations start again. Please, 
note that the convergence is guaranteed if the time increment dtk is small enough.
1.4.3 Computation of the mass matrix
One of the obstacles to obtain a finite dimensional approximation that accurately captures 
the temperature dynamics is related to evaluation of the mass matrix M . Since the basis 
function ^  does not vanish only on the interval the matrix M  is tri-diagonal.
Therefore, to compute its i-th row we evaluate
^ i p j ( x ) M x )dx j  = i - l , i , i  +  l , (1.18)
where j  stands for the column index. For the sake of brevity, we consider the first integral 
( j= i—1) in (1.18). This restricts us only to the grid element [xi~i,Xi], yielding
J0 = J (1.19)
We recall that in the standard finite element method, the temperature on the interval 
[xi-\Xi] is approximated by
T(x, t ) = ^ i  (x)T^j (t)+iPi(:x)Ti (t), (1.20)
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for any x & [xi~\,xi\ and fixed moment time t. Here, and V’i - i  are piece-wise linear 
functions satisfying rpi-i= l—xpi on [xi-\,Xi\. For all x  € [xi-i,Xi], we can compute the 
temperature T  from (1.20) and values of T), Tj~i- Note that in the case of ATj=0, we can 
compute (1.19) directly since ddi/dT is constant over [xi-iXi]. However, if A T ;=T j-T i_i ^  
0, then we can consider an inverse function, that is, x is taken as a function of T  to obtain
where 6 i-i= 9 i(T (x i-i,t)) and Bi=6i(T(xi,t)). Note that in (1.21) the temperature T  is 
a function of the liquid water content 6i, i.e. T — 6~{l (6i). Therefore, returning back to 
(1.18), we have that each of the integrals in (1.18) is a linear combination of the type 
P2A2 +  P1A 1 +  f30Ao, where
The constants {(3k} are easily computable if &i(T) is given by (1.3).
1.4.4 Evaluation of the proposed method
To test the proposed method, we compare temperature dynamics computed by the proposed 
method with an analytical solution of the heat equation (1.2) in which b —> 00. This 
analytical solution is called Neumann solution (Gupta, 2003) and is typically used to verify 
numerical schemes. In the proposed numerical scheme the mass matrix M  is tri-diagonal, 
and hence this scheme is called consistent. Other commonly utilized numerical schemes are 
called mass lumped (Zienkiewicz and Taylor, 1989) since they employ the diagonal mass 
matrix:
Here, CapPti is the value of the apparent heat capacity Capp at the i—th node computed 
either by spatial (1.8) or temporal (1.9) averaging of latent heat effects.
In Figure 1.2, we compare temperature dynamics computed by the proposed consistent 
and a typical mass lumped scheme. We plot a location of the 0°O isotherm for several 
spatial discretizations, i.e. the distance A Xi between two neighboring nodes x% and Xi~i is
J
Therefore
( 1.22)
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0.1 or 0.01 meter. In this figure we see that the location of the 0°C isotherm calculated 
by numerical schemes lies within A Xi bound near the analytical solution. However, tem­
poral dynamics of the location of the Qt°C isotherm differ among methods. In the solution 
(squares) computed by the mass lumped approach with temporal enthalpy averaging (TA), 
dynamics of the 0°C  isotherm has some irregularities, i.e the freezing front either advancing 
too fast or too slow. In average, however this algorithm produces good results. Our pro­
posed consistent method (circles) gives a better solution and smoother rate of advancing of 
the 0°C isotherm, see Figure 1.2, left.
In Figure 1.3, we compare temperature dynamics computed by two mass lumped ap­
proaches exploiting spatial (1.8) and temporal (1.9) enthalpy averaging. A warm bias in 
the temperature computed by the spatial averaging of the enthalpy is due to computational 
errors occurring when the temperature gradient is approximately zero at some depth. Our 
experience shows that this difference appears regardless of decreasing the tolerance e be­
tween iterations in (1.17). We note that in all above numerical experiments a finite element 
computer code is the same except for a part associated with computation of mass matrix,
1.e. consistent (1.18) or mass lumped (1.22). These numerical experiments show that the 
straight-forward mass lumped schemes are typically inferior to consistent ones.
Since our method (1.14) is based on the consistent approach (the mass matrix M  is 
the tri-diagonal one), the numerical solution oscillates if the time steps dtk are too small 
(.Pinder and Gray, 1977). For a fixed time step dtk, the oscillations disappear if the spatial 
discretization becomes fine, i.e. the inequality rriij+dtkkij<0 holds when i^ j  ( Ciarlet, 1978; 
Dalhuijsen and Segal, 1986). It is shown that these oscillations occur due to violation of 
the discrete maximum principle (Rank et al, 1983). Therefore, to avoid the oscillations in 
the numerical solution (Dalhuijsen and Segal, 1986), we propose either to use sufficiently 
large time steps (for which the formula can be found in the above cited references) or to 
exploit the following regularization. We construct a lumped version M =  {rhij} of the mass 
matrix M  given by
mu =  rriij (1.23)
3
and substitute M  for M  in (1.16). Comparison of temperature dynamics computed em­
ploying the proposed consistent M  defined by (1.16) and its mass lumped modification M  
defined by (1.23) is shown in Figure 1.4. The numerical oscillations near 0oC disappear in 
the temperature dynamics computed by the proposed mass lumped approach (see Figure 
1.4). In Figure 1.5, we compare the proposed mass lumped approach (stars), and the one
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based on temporal enthalpy averaging (squares) by (1.8). This figure shows that the numer­
ical scheme using temporal averaging of the enthalpy produces larger oscillation than our 
solution. This comparison reveals that the proposed mass lumped approach (1.23) reduces 
some numerical oscillations and follows the “exact” solution (computed by the consistent 
approach with a fine spatial discretization) more closely than the solution computed by the 
lumped approach exploiting (1.8).
In conclusion, we state that if a spatial discretization is fine and time steps are suffi­
ciently large (Pinder and Gray, 1977) then the consistent schemes do not show numerical 
oscillations, and hence they should be utilized. In the case of a coarse spatial discretization, 
consistent schemes can violate the discrete maximum principle, and hence the mass lumped 
schemes are more attractive. In this work, we construct a fine spatial discretization and use 
the proposed consistent approach, while restricting the time step tk from below.
1.5 Variational approach to find the soil properties
In this section, we provide definitions and describe main components of the indirect method 
used to find the soil properties by minimizing the cost function outlined in (1.1).
We define the control S as a set consisting of thermal conductivities x f\ x j\  heat 
capacities <7®, and parameters ?/*), describing the unfrozen water content for
each soil horizon i =  1, . . . ,  n, or
e =  (i.24)
where n is the total number of horizons. We say that a solution of the direct problem for 
the control C is T(x, t; 6 ) and is defined by the set
T (x ,t ; e) =  {T (xi,t) : i =  1 ,... ,m;£ € [0, r]}, (1.25)
where is a set of m fixed distinct points on [0,/]. In (1.25), the T(xi,t) are point-
wise values of temperature distributions satisfying (1.2) in which thermal properties of each 
horizon are given according to C.
The counterpart of T (x ,t ; S) is the data defined by a set of measured temper­
ature at the same depths {x i} ^ =1 and the same time interval [0,r]. Since the data T^{x,t) 
and its model counterpart T(x, f ; 6 ) are given on the same set of depths and time interval, 
we can easily compute a discrepancy between them, usually measured by the cost function
1 i f ie
 n E ~2 (T v (x i,t)-T (x i,t-,e ))2dt. (1.26)m(ts—te) ^  erf Jts
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Here, ts,te € [0,r] and stands for an uncertainty in measurements by the i-th sensor. 
In our measurements all temperature sensors assume the same precision, so all of {cq} are 
equal. Given a way to measure this discrepancy as in (1.26) we can finally formulate an 
inverse problem.
For the given data T<r>(x,t), we say that the control 0* is a solution to an inverse 
problem if discrepancy between the data and its model counterpart evaluated at 6* is 
minimal (Alifanov, 1995; Alifanov et al, 1996; Tikhonov et al, 1996). That is,
J (e .)  =  m m J(e).
To illustrate steps which are necessary to solve this inverse problem and find an optimal 0* 
we provide the following example. To formulate the inverse problem one has to have the 
measured temperatures T©(x’, t). For the sake of this example, we replace the data Tx,{x, t) 
by a synthetic temperature Tg(x,t) =  T (x,t; S') (a numerical solution of the heat equation
(1.2) for the known combination 6 ' of the thermal properties):
{C }1)=1.6-106, C it 1)= 2 .M O 6, A^ 1)=0.55, A p^O .14, ??«= 0 .30 , &W= o.9, T*(1)= -0 .0 3  'C f ]=1 .7TO6, C (2)=2.3-106, A ®  = 0 .90 , A f }=0.66, r)^=0 .30 , 6<2) =  0.6, T*(2)= - 0.03 > .G}3)=1.8-106, Gt(3)=2.6-106, Aj3)=1.90, A fW .2 5 ,  t/ ^ = 0.25, 6(3)=  0.8, T»(3)= - 0.03 y
The initial and boundary conditions in all calculations are fixed and given by in-situ tem­
perature measurements in 2001 and 2002 at the Happy Valley site located in the Alaskan 
Arctic. We compute the temperature dynamics for a soil slab with dimensions [0.02,1.06] 
between 21 July 2001 and 6 May 2002, and evaluate the cost function at {n?^}i={0.10, 0.17,
0.25, 0.32, 0.40, 0.48, 0.55, 0.70, 0.86} meters. Uniformly distributed noise on [-0.04,0.04] 
was added to Tg(x,t), to simulate noisy temperature data recorded by sensors (precision 
of the sensor is 0.04oC). The boundaries between the horizons lie at 0.10 and 0.20 meter 
depth.
We find a control S' that minimizes the cost function J defined by (1.26) in which 
T%,(x,t) =  T$(x,t). For the sake of simplicity, we assume that all variables in 6 ' are known 
except for the pair A T h e r e f o r e ,  the problem of finding this pair can be solved by 
minimizing the cost function J on ( A p l a n e  as follows. We compute temperature 
dynamics for various combinations of Ay2\?/3) and plot isolines of J, see Figure 1.6. The 
point on plane where the cost function is minimal gives the sought values of A®
and rfz\ The location of the minimum coincides with values A^=0.9, ? /3)= 0.25, which 
were used to generate the synthetic data.
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In the above example, the control had only two unknown variables X^\r]^  and we 
minimized the corresponding cost function. Usually, a majority of variables in the control 
6  is unknown, and hence multivariate minimization is required. Since computation of the 
cost function for all possible realizations of the control on the discrete grid is extremely 
time-consuming, various iterative techniques are used (Fletcher, 2000).
We note that if the cost function has several minima due to non-linearities of the heat 
equation (1.2) and if the initial approximation So is arbitrary then the iterative algorithm 
can converge to an improper minimum. Nevertheless, with the initial approximation So 
within the basin of attraction of the global minimum, the iterative optimization method 
should converge to the proper minimum even if the model is nonlinear ( Thacker, 1989). 
Consequently, proper determination of an initial approximation So is important.
After selection of the initial approximation So, the next step is to minimize the cost 
function J(S) with respect to all parameters in 6 . There is a great variety of iterative 
methods that minimize J(S). The majority of them rely on computation of the gradient 
VJ(E) of the cost function. The computation of VJ(C) is a complicated problem and 
is out of the scope of this chapter. An interested reader is referred to (Alifanov et al., 
1996; Permyakov, 2004) and to references therein. Since we are primarily concerned with 
evaluation of the initial approximation to the thermal properties, we use the following 
universal algorithm to minimize the cost function.
We look for the minimum of the cost function by the simplex search method described 
in (Lagarias et al., 1998), which is a direct search method (Bazaraa et al., 1993). In a two 
and three dimensional spaces, the simplex is a triangle or a pyramid, respectively. At each 
iteration the value of the function computed at the point, being in or near the current sim­
plex, is compared with the function’s values at the vertices of the simplex and, usually, one 
of the vertices is replaced by the new point, giving a new simplex. The iteration processes 
is continued until the simplex sizes are less than an a priori specified tolerance. At the final 
iteration, we obtain the set S of parameters that determine the thermal properties, porosity 
and coefficients specifying the unfrozen water content for each soil horizon. However, we 
note that this algorithm typically converges to the minimum slower than other algorithms 
that require calculations of the gradient (Dennis and Schnabel, 1987).
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1.6 Selection of an initial approximation
Selection of a proper initial approximation Co is an important problem, since the proper 
choice of Co ensures that the minimization procedure converges to a global minimum. In 
this section, we describe how to select a proper initial approximation by considering several 
simpler subproblems.
1.6.1 General methodology
We begin by noting that in the natural environment, the thermal properties and the wa­
ter content are confined within a certain range depending on soil texture and mineralogy. 
Therefore, the coefficients in (1.2) and hence their initial approximations lie within certain 
limits. To ensure better determination of the initial approximation Co, we employ an algo­
rithm similar to coordinate-wise searching method (Bazaraa et al, 1993). In this method, 
one looks for a minimum along one coordinate, keeping other coordinates fixed, and then 
looks for the minimum along another coordinate keeping others fixed and so on.
We propose to look for a minimum with respect to some subset of parameters in C, 
followed by a search along other parameters in C and so on. In details, our approach is 
formulated in five steps:
1. Select several time intervals {A*,} in the period of observations [0, r]
2. Associate a certain subset Qj of parameters C with each A j. The subset Qj is such 
that the temperature dynamics over the period A j is primarily determined by Qj and 
depend much less on changes in any other parameters in C.
3. Select a certain pair {A^C^}, and look for a location of the minimum of the cost 
function J(C) keeping all parameters in C except for Cj fixed.
4. Update values of Qj in the control C by the results obtained at Step 3.
5. Select another pair {A ,,C j} that is different from the pair {A j,Q j] at the previous 
step. Go to Step 3 and repeat for the pair {A j, 6,;}.
We continue this iterative processes until the difference between the previous and current 
values of parameters in Q is below a critical tolerance.
The selected periods A^ do not have to coincide with traditional subdivision of a year. 
The choice of A^ is naturally dictated by seasons in the hydrological year, which starts at the
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end of summer and consists several seasons. If the period of observations is one year, typical 
intervals Afc are “winter” , “summer and fall” , “fall” and “extended summer and fall” , see 
Table 1.2. We note that the intervals A& can overlap each other, and quantities ts and te 
determining lower and upper limits of integration in (1.26) are equal to the beginning and 
end of the time interval A*,. For different geographical regions, the timing for the “winter” , 
“summer and fall” and “fall” can be different. Typical timing of periods {A&} for the North 
Slope of Alaska is shown in Table 1.2, and are now discussed.
1.6.2 Description o f subproblems
A i : The “winter” period corresponds to the time when the rate of change of the unfrozen 
liquid water content $i is negligibly small; the heat equation (1.2) models the transient 
heat conduction with thermal properties A=A/ ,  C =C f, and ^  ~  0. During the “winter” , 
temperature dynamics depend only on the thermal diffusivity Cf/Xf of the frozen soil, and 
hence the simultaneous determination of both parameters Cf and Ay is an ill-conditioned 
problem. Assuming that the heat capacity { C ^ }  is known (depending on the soil texture 
and moisture content we can approximate it using published data), we evaluate the thermal 
conductivity {A ^ } and use these values during minimization at other intervals.
A 2 : During the “summer and fall” time interval, active phase change of soil moisture 
occurs. Hence, at this time, see Table 1.2, a contribution of the heat capacity C  into 
the apparent heat capacity Capp is negligibly small comparing to the contribution of the 
latent-heat term Ld$i/ (IT. Therefore, the rate of freezing/thawing primarily depends on the 
soil porosity 77 and the thermal conductivity A ( Tikhonov and Samarskii, 1963). Thus we 
approximate { C ^ }  using published data by analyzing the soil texture and moisture content. 
Note that temperature-dependent latent-heat effects due to the existence of unfrozen water 
01 at this period have a second order of magnitude effect (see discussion below). Therefore, if 
no prior information about the coefficients b, T* parameterizing the unfrozen water content 
is available then they can be prescribed by taking into account the soil texture and analyzing 
measured temperature dynamics at the beginning of freeze-up (see Figure 1.7). We seek 
better estimates of b, T* at the next steps, namely during the “fall” period.
Since, during the “summer and fall” interval, the temperature dynamics primarily de­
pend on the porosity rj and thermal conductivity A, we have to find only {X ^\rf^ }, since 
{Ay are already found at the previous step, i.e. the “winter” interval. Taking into account 
the relationship (1.7) between the thermal conductivities for completely frozen and thawed
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soil, we approximate
r X i  i
[ n  j  =  2 ,. . .  ,n. (1.27)=  \U) LAj J
The water content 6i in the upper soil horizon changes during the year due to moisture 
evaporation and precipitation and is not always equal to 7/ 1). Hence formula (1.27) does 
not hold for j = 1. Hence, during the “summer and fall” period our goal is to estimate 
and and then determine thermal conductivity A ^ for the rest of soil layers 
j = 2,.. ,,n  using (1.27).
A 3 : Recall that while evaluating the thermal properties {a[*\ A ^ } and the soil porosity 
we assumed that the coefficients are known. However they also have to
be determined. We remind that the coefficients cannot be computed prior to
calculation of {A^,Ay')}  and {»/*)}, since are related to the second order effects
in temperature dynamics during “summer and fall” and “winter” intervals. Once an initial 
approximation to {A ^ ,A ^ } and {?/*)} is established, we consider the “fall” period (see 
Table 1.2) during which the temperature dynamics strongly depend on { 6^ , T ^ }  and allow 
capturing the second order effects in temperature dynamics (Osterkamp and Romanovsky, 
1997).
A 4 : In the previous three periods, we obtained approximations to all variables {a|*\ 
\ f ,  C f  \ C f ,  jjW, ftW, r*(i)}. However, we can improve the approximation by considering 
the “extended summer and fall” period, see Table 1.2. This period is associated with a time 
interval when the soil first thaws and then later becomes completely frozen. Since previously, 
we minimized the cost function depending separately on the porosity { 17W} ( “summer and 
fall” ) and on {T*^} ( “fall” ), we minimize the cost function depending simultaneously on 
{ r\W} and {T*^} during “extended summer and fall” , while other parameters are fixed.
We list in Table 1.2 all steps and time periods Afc which are necessary to find the initial 
approximation. One of the sequences of minimization steps is
“winter” —> “summer and fall” —> “fall” —> “extended summer and fall”
From our experience with this algorithm, we conclude that in some circumstances it is
necessary to repeat minimization over some time periods several times, e.g.
“winter” —> “summer and fall” —> “fall” —> “extended summer and fall”
—> “fall” —* “extended summer and fall”
until the consecutive iterations modify the thermal properties insignificantly.
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1.7 Application. Happy Valley site
1.7.1 Short site description
The temperature measurements were taken in the tussock tundra site located at the Happy 
Valley (69°8'N  ,148o50'IF) in the northern foothills of the Brooks Range in Alaska from 
22 July 2001 until 22 February 2005. We used data from 22 July 2001 until 15 May 2002 
to estimate soil properties, and from 15 May 2002 until 22 February 2005 to validate the 
estimated properties. The site was instrumented by eleven thermistors arranged vertically 
at depths of 0.02, 0.10, 0.17, 0.25, 0.32, 0.40, 0.48, 0.55, 0.70, 0.86 and 1.06 meter. The 
temperature sensors were embedded into a plastic pipe (the MRC probe), that was inserted 
into a small diameter hole drilled into the ground. The empty space between the MRC 
and the ground was filled with a slurry of similar material to diminish an impact of the 
probe to the thermal regime of soil. Our frost heave measurements show that the vertical 
displacement of the ground versus the MRC probe is negligibly small at this particular 
installation site. Prior to the installation, all sensors were referenced to 0°C in an ice slush 
bath and have the precision of 0.04°C. An automatic reading of temperature were taken 
every five minutes, then averaged hourly and stored in a data logger memory.
During the installation, soil horizons were described and their thicknesses were measured. 
The soil has three distinct horizons: organic cover, organically enriched mineral soil, and 
mineral soil. The boundaries between the horizons lie at 0.10 and 0.20 meter depth.
In the all following numerical simulations we consider a slab of ground representing the 
Happy Valley soil between 0.02 and 1.06 meter depth. For the computational purposes, the 
upper and lower boundary conditions are given by the observed temperatures at depth of 
0.02 and 1.06 meter. Also in all computations, the temperatures are compared with the set 
of measured temperatures at the depths {a?j}={0.10, 0.17, 0.25, 0.32, 0.40, 0.48, 0.55, 0.70, 
0 .86}  meter.
1.7.2 Selection of an initial approximation
The “winter” period is associated to the ground temperature below —.5°C, occurring on 15 
January 2002 through 15 May 2002 at the Happy Valley site. The heat capacity Cf for 
each layer is evaluated based on the soil type, texture and is taken from (Hinzman et al, 
1991; Romanovsky and Osterkamp, 1995; Osterkamp and Romanovsky, 1996).
We estimate A/  for each layer by looking for a minimum of the cost function J in the 3-D
/i\  /ty\ /'Q'v
space {Ay , Ay , Ay }. The minimization problem in this space can be simplified by looking
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for a minimum in the following series of 2-D problems. For example, for several physically 
acceptable values of the thermal conductivity Ay\ we compute temperature dynamics for 
various values of and plot isolines of the cost function J. In the series of plots in
Figure 1.8, we notice that a location of the minimum on the (A®, A®) plane shifts as A ^  
changes. The minimum of the cost function at each cross section is almost the same, and 
the problem of selecting the right combination of parameters arises. Here, knowledge of the 
soil structure becomes relevant. It is known that the soil type of the third layer is silt highly 
enriched with ice, so from Table 1.1 1.6<A^3)<2.0. Therefore, we select A ^ O .5 5 , A^ 2)=1.0 
and Ay =1.8, and use them in all other consecutive steps (see Table 1.3, columns 6,7 and 
8). More precise results could be obtained if a sensor measuring the thermal conductivity 
was placed in at least one of the horizons, see discussion in Section 1.8.
The “summer and fall” period is selected to capture the maximal depth of active 
layer occurring between 28 August 2001 and 6 December 2001. We take values of the 
heat capacity Ct from (Hinzman et al, 1991; Romanovsky and Osterkamp, 1995; Os­
terkamp and Romanovsky, 1996). Comparing measured temperatures to the ones com­
puted for A ^ , varying within a range of their natural variability, we found that
Aj^e[0.09,0.15], rj^e[0 .3 ,0.9], 7/ 2)e[0 .3 , 0.9] and [0.15,0.45]. Once the variability of 
these parameters is found, we search for a minimum of the cost function in the 4-D space 
{ A ^ ,t /1), j / 2) ,r /3)}, where each parameter varies within the found boundaries. We note 
that during minimization of J in this 4-D space, other variables in 6 are fixed and their 
values are listed in 1st “Summer and Fall” row in Table 1.3. For example, values of the 
thermal conductivity Ay^=0.55, Ay2^=1.0 and A ® = 1.8 are obtained at the previous step 
after minimization over the “winter” interval. Also, an approximation to the coefficients 
&W=0.7, T*W= —0.03, *=1,2,3 in (1.3) is obtained by analyzing soil texture and type, and 
dynamics of the measured temperatures near 0°C, see Figure 1.7. We emphasize that the 
approximation to the parameters b and T* is tentative and is going to be improved during 
the consequent steps.
We note that it is not necessary to find a minimum in the four dimensional space 
accurately but rather only to estimate its location as significant uncertainties in other 
parameters still exist. Therefore, we look for the minimum by evaluating the cost function 
on (X^\ and {rf2^  ,r j^ )  planes as follows.
First, we set ?7^ 1)= 0 .6, rf2^ = 0.6, ?/3)=0.3 and A^=0.12, which correspond to the middle 
of their variability ranges. Then, we evaluate the cost function J on the (A ^ ,? /1)) plane,
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by varying A t/ 1) in the control, while all other variables in C are fixed. In the left plot in 
Figure 1.9, we plot isolines of J on all three planes (A ^ ,? /1)), (r /1) ,? /2)), and (r/2),? /3)).
At the plane, the cost function attains its minimal value on a boundary of
this plane, see Figure 1.9, upper left, and is minimal in the center of the planes 
(t /2) ,? /3)). The last two planes allows us to find that r /2)= 0.55 and ? /3)=0.27,
whereas contours at the first plane show that the value of A ^ lies between 0.11 and 0.13, 
see Figure 1.9, left column. We suppose that A ^  is 0.12 and proceed further. After 
updating the control with the computed values, we evaluate the cost function on the same 
set of planes one more time; parameters in the control before minimization are shown in 
Table 1.3 the “Summer and Fall” 2nd row. After computing the cost function, we draw its 
isolines and show them in Figure 1.9, right. Note that at this step the cost function attains 
its minima located in the center of the computational grid. We update the control with 
-0.6, ? /2)=0.55, ?7(3)=0.27, a|1')=0.12. Note that the location of the minimum did not 
change significantly. Our experience shows that changes of soil properties by 5%-10% or 
less are insignificant, since the corresponding difference in soil temperatures is comparable 
with uncertainties of measurements. Therefore, we do not have to do additional iterations 
on the same set of planes, and we proceed to the next step and reduce uncertainties in 
coefficients T* and b.
For the sake of brevity, we omit details in consequent steps associated with “fall” and 
“extended summer and fall” intervals, since the search of parameters is completed similar 
to as described in the “summer and fall” step. We emphasize that we are just interested in 
calculation of an initial approximation to the control which could serve as a starting point 
in the global minimization of the cost function. By no means, do we try to substitute the 
global minimization by this heuristic procedure. However, a good starting point can save 
computational time and improve accuracy of a final result.
1.7.3 Global minimization and sensitivity analysis
While evaluating an initial approximation, we sought minima of the cost functions J(C) 
measuring discrepancy over periods {A /; }. In this subsection, we perform global mini­
mization of the cost function with respect to all parameters in C over the entire period 
of measurements 22 July 2001 until 15 May 2002 used for calibration. Also, we analyze 
sensitivity of an initial approximation derived from minimizing the cost function globally 
with respect to all parameters.
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In global minimization problems, a starting point from which iterations begin is given by 
the initial approximation evaluated in the previous subsection, see Table 1.3, the last row. 
As a result of global minimization problem, we obtain the parameters (thermal properties, 
porosity and coefficients specifying the unfrozen water content for each soil horizon) which 
can depend on values ts and te determining the period over which discrepancy between 
observed and modeled temperatures is measured. In global minimization problems, the 
constant te is associated with an end of “winter” interval during which the soil is completely 
frozen. But since, the soil is frozen for several months for a cold permafrost region, the cost 
function does not significantly depend on te if te varies within two week limits. However, 
the value of ts is associated with beginning of “summer and fall” interval during which the 
ground is thawed. Since, the ground is thawing during a relatively short period of time 
for cold permafrost regions, we consider several values of ts and minimize the cost function 
with respect to all parameters.
Results of minimization are listed in Table 1.4. It shows that the results of global 
minimization do not significantly depend on constants ta, if the interval [ts,te] represents 
thawed and frozen states of the soil. Using averaged values of the thermal properties, we 
compute the temperature dynamics for the entire period of observations. Comparison of 
the calculated and measured temperatures at different depths and at time intervals used 
for calibration are shown in Figure 1.10,1.11 and 1.12. During the winter, the calculated 
temperature closely follows the observed temperature within the uncertainty of thermistor 
measurements. During the summer, the difference between the measured and calculated 
temperatures is larger but does not exceed 0.3°C  for sensors in the mineral soil. This larger 
discrepancy between the measured and computed temperatures can be partially explained 
by over-simplifying physics and neglecting water dynamics in the upper organic horizons.
Finally, in order to show that the found initial approximation (the last row in Table 1.3) 
lies close to the true values of soil properties, we use it to compute the soil temperature 
dynamics through 22 February 2005. Note that the time interval from 22 May 2002 until 22 
February 2005 was not used to find the soil properties. In Figure 1.13, we plot the measured 
and calculated temperature dynamics at 0.55 meter depths. The plots with solid symbols 
mark temperature dynamics computed for the found initial approximation, and for the best 
guess values (in the middle of the variability range, shown in Table 1.1). We note that 
the guessed values are used to provide benchmark temperature dynamics against which we 
show the effectiveness of our approach. The benchmark temperature is much warmer during
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summer, and the freeze-up occurs several days later than in the measured temperature. The 
benchmark temperature dynamics during winter closely follow the measured temperature 
dynamics, since the middle of the variability range, for which the benchmark temperature 
was computed, almost matches the found initial approximation. The difference between the 
measured temperature dynamics and the one calculated for the found initial approximation 
is typically less than 0.25°C.
1.8 Discussion and limitation of the proposed method
We concentrate on finding soil thermal properties by minimizing the multivariate cost func­
tion J. There are many well known methods that find a minimum of J, including stochastic, 
heuristic and gradient type algorithms ( Goldberg, 1989; Fletcher, 2000; Robert and Casella,, 
2004). Since we focus on a gradient type algorithm, a special care is necessary to select the 
initial approximation to the soil properties. For example, if the gradient type algorithm 
is started outside the basin of attraction of the proper minimum, then due to existence of 
multiple local minima it can converge to physically non-realistic combination of parame­
ters in C. Stochastic and heuristic algorithms can possibly avoid the problem of selecting 
the initial approximation, since they are not get trapped in a neighborhood of the local 
minimum. However, a quality control of soil properties recovered by either stochastic or 
heuristic algorithm arises. For example, it is feasible that several local minima can have 
the same value and correspond to substantially different combinations of parameters in the 
control vector C. Thus, straight forward application of these algorithms can result in soil 
properties that are different from the physically realistic soil properties several fold.
We find an initial approximation to the thermal properties. This initial approximation 
can be later used in gradient type algorithm both as a starting point and a regularization. 
We admit that we find one of the possible realizations for the initial approximations. How­
ever, in the process of its computation, we obtain limiting boundaries on parameters in 0 
which can constrain multivariate minimization, independent on the type of algorithm, i.e. 
stochastic, heuristic, or the gradient type.
We describe a technique to find an initial approximation to the thermal properties of soil 
horizons. This technique approximates the thermal conductivity, porosity, unfrozen water 
content curve in horizons where no direct temperature measurements are available. One 
of the limitations is that it requires values of heat capacities, since at certain time periods 
it is possible to estimate thermal diffusivity only but not thermal conductivity and heat
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capacity separately.
Since, due to a short distance between points at which the upper and lower boundary 
conditions are specified, there is uncertainty in evaluation of the thermal conductivity for 
the frozen ground. This uncertainty is related to a progressive lag in the phase of the 
temperature wave, defined by the Second Fourier Law ( Carslaw and Jaeger, 1959). The 
longer the lag, the better the thermal conductivity can be estimated. For the Happy Valley 
site, the temperature lag at 1 meter depth is about 10 days. Our experience suggests 
that the 20-30 day time lag is adequate to estimate thermal conductivity robustly. In 
the case of shorter time lags, we advocate placing of a thermal conductivity sensor in the 
mineral soil horizon. The thermal conductivity sensor consists of a heating element and a 
thermocouple embedded in a needle. More information regarding the sensor can be found 
in ( Thermal Logic, 2001) and in references therein. One of the limitations on usage of the 
thermal conductivity sensor is that it generates correct values of the thermal conductivity 
for thawed or completely frozen soil in which active phase change processes do not occur.
It should be noted that recovery of the thermal properties of the organic cover (e.g. 
moss layer) is given as an integrated approach in the following sense. Complex physical 
processes occurring in the organic cover that include non-conductive heat transfer (Kane 
et al, 2001) are taken into account by estimating some effective thermal properties which 
are constants for the entire season. We acknowledge that the estimated thermal properties 
of the organic layer could be different in nature, but we recover them in such a way that 
the temperature in the active layer and permafrost should correspond to the measured one.
In the proposed model we used 1-D assumption regarding the heat diffusion in the active 
layer, which sometimes is not applicable due to hummocky terrain in the Arctic tundra. 
Another assumption used in the model is that frost heave and thaw settlement is negligibly 
small and there is no ice lens formation in the ground during freezing. Therefore, the 
proposed method could be only applied where these assumption are satisfied.
The proposed method allows computation of a volumetric content rj of water which 
changes its phase during freezing or thawing. Water content of liquid water that is tightly 
bound to soil particles and is not changing its phase can not be estimated, see Figure 1.1.
1.9 Conclusions
We present a technique to calculate an approximation to the soil thermal properties, poros­
ity, and parametrization of the unfrozen water content in order to use it in gradient type
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
32
iterative minimization methods both as a starting point and as a regularization. To com­
pute the approximation, we minimize the multivariate cost function describing discrepancy 
between the measured and calculated temperatures over a certain time interval. We find 
the minimum by adopting a coordinate-wise iterative search technique to the specifics of 
our inverse problem. At each iteration, we select a particular set of soil properties and 
associate with them a certain time interval over which we minimize the cost function. After 
employing the proposed sequence of iterations, it is possible to find the approximation to 
all thermal properties and soil porosity.
Although there are several limitations to the proposed approach, we applied it to recover 
soil properties for Happy Valley site near Dalton highway in Alaska. The difference between 
the simulated and measured temperature dynamics over the periods of calibration is typ­
ically less than 0.3°C'. The difference between the simulated and measured temperatures 
over the consecutive time interval not used in calibration is less than 0.5°C< which shows a 
good agreement with measurements, and validates that the found initial approximation lies 
close to the true values of soil properties.
In order to compute the cost function, it is necessary to calculate the soil temperature 
dynamics. Therefore, we developed a new finite element discretization of the Stefan-type 
problem on fixed coarse grids using enthalpy formulation. One of the advantages of the new 
method is that it allows computation of the temperature dynamics for the classical Stefan 
problem without any smoothing of the enthalpy. Also, new approach shows equal or better 
performance compared to other finite element models of the ground thawing and freezing 
processes.
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Table 1.1: A typical thickness of soil layers and commonly occurring range of thermal properties in a cryosol soil on the North 
Slope, Alaska.
Layer Layer thickness Therm al conductivity 
in the frozen state, Ay
Porosity,
V
Coefficient in (1.3) 
6
Moss or organic layer 0.05 [0.1,0.7] [0.1,0.7] [1.0,0.5]
Mineral-organic m ixture 0.20 [0.9,1.6] [0.2,0.6] [0.8,0.5]
Mineral soil >  1.0 [1.3,2.4] [0.2,0.4] [0.7,0.5]
Table 1.2: Typical choice of parameters in the control 6  for “cold” permafrost regions.
Periods Gj Typical A k Characteristic Step
“Winter” { X f } Decem ber-April Com pletely frozen ground, T  <  —5 °C 1
“Summer and Fall” {*?(*>}, A<x) May-November D eveloping/-ed  active layer and its freezing 2
“Fall” { fc( i ) T ( 0 } Septem ber-December A ctive layer freezing, T  >  —5° C 3
“Extended Summer and Fall” {n May-January D eveloping/-ed  active layer and its freezing 4
COCO
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Table 1.3: Values of parameters in the control at the beginning of each minimization step. The listed steps are typical to recover 
the initial approximation to the soil properties. The parameters which values are in the parenthesis with the same subindex define 
minimization plane. For example, in the third row A ^  and rjW are in the parenthesis and have the same subindex equal to 1. 
Therefore, this pair define a minimization plane (A ^ ,? /1)). On this plane we minimize the cost function depending on A ^  and 
77W, while value of other parameters are fixed and given in other sections of the current row.
Iterations „<D Tj( 2) v ( 3) A(1)f A/
n(3)
A/ feW
fe(2) 6(3) T (U r i 2) ,p(3)
W inter 0.40 0.70 0.25 0.10 - 0.7 0.7 0.7 -0 .0 3 -0 .0 3 -0 .0 3
Summer and Fall, Is* (0 .60)i ,2 (0.60)2,3 (0.30)3 (0 .12)1 0.55 1.00 1.80 0.7 0.7 0.7 -0 .0 3 -0 .0 3 -0 .0 3
Summer and Fall, 2nd (0.60) i (0.55)1,2 (0.27)2,3 (0 .12)3 0.55 1.00 1.80 0.7 0.7 0.7 -0 .0 3 -0 .0 3 -0 .0 3
Fall, 1st 0.60 0.55 0.27 0.12 0.55 1.00 1.80 (0 .7)i (0.7)2 (0.7)3 ( -0 .0 3 ) i ( -0 .0 3 )2 (-0 .0 3 )3
Fall, 2nd 0.60 0.55 0.27 0.12 0.55 1.00 1.80 (0.7)1 (0.6)2 (0 .75)3 ( - 0 .0 3 ) i ( -0 .0 3 )2 (-0 .0 3 )3
Ext. Summer and Fall 1st (0.60) i (0.55)2 (0.27)3 0.12 0.55 1.00 1.80 0.65 0.6 0.75 ( - 0 .0 2 ) i ( -0 .0 3 )2 ( -0 .0 3 )3
Ext. Summer and Fall 2nd (O .ro)i (0.55)2 (0.27)3 0.12 0.55 1.00 1.80 0.65 0.6 0.75 (-0 .0 2 5 ) i ( -0 .0 3 )2 ( -0 .0 3 )3
Final Result 0.70 0.55 0.27 0.12 0.55 1.00 1.80 0.65 0.6 0.75 -0 .0 2 5 -0 .0 2 5 -0 .0 3
Table 1.4: Global minimization with respect to all parameters in the control. Each realization is specified by the time interval 
[is,te] over which the discrepancy between the data and computed temperature dynamics is evaluated. In all case, the constant te 
is 15 May 2002.
ts v w „(a) .7(3) A(1)At A(1) \ (2) A.f \(3)A.f 6(1) 6(2) 6(3) T (b rp(2) 1 * (F*3)
August,18 0.703 0.560 0.272 0.120 0.562 0.983 1.797 0.655 0.596 0.750 -0 .025 1 -0 .0 2 5 3 —0.0301
August,22 0.721 0.557 0.272 0.122 0.559 0.973 1.809 0.673 0.558 0.757 -0 .0 2 5 6 -0 .0 2 4 9 —0.0295
August ,26 0.718 0.546 0.272 0.122 0.559 0.962 1.801 0.657 0.597 0.755 -0 .0 2 5 0 -0 .025 1 -0 .0 3 0 3
August,30 0.712 0.549 0.272 0.121 0.556 0.967 1.801 0.655 0.601 0.755 -0 .025 1 -0 .0 2 5 1 -0 .0 3 0 2
September,3 0.712 0.544 0.274 0.123 0.559 0.980 1.816 0.665 0.551 0.750 -0 .0 2 5 5 -0 .0 2 5 5 -0 .0 2 9 8
September,7 0.718 0.534 0.274 0.123 0.560 0.966 1.789 0.660 0.603 0.747 -0 .0 2 5 0 -0 .0 2 5 2 -0 .0 2 9 7
41
Temperature, 0°C
Figure 1.1: Typical volumetric content of the unfrozen liquid water in soils as a function of 
temperature. The curve marked by triangles is associated with soils in which all water is 
bound in soil pores, and hence the water content gradually decreases with decreasing tem­
perature in °C. To compute this curve we used parametrization (1.3) in which T*=—0.03°C< 
and 6=0.3. The curve marked by circles is related to soils in which some percentage of wa­
ter is not bound to the soil particle and changes its phase at the temperature T*, while 
other part of liquid water is bound in soil pores and freezes gradually as the temperature 
decreases.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
42
Time, days Time, days
Figure 1.2: Comparison of analytical (stars) and numerical solutions. Initially, the soil has 
—5°C  temperature, and at the time t—0, the temperature at its upper boundary is changed 
to 1 °C. At the lower boundary located at 5 meter depth, zero flux boundary condition is 
specified. On the left plot, we show a location of the 0°C isotherm calculated for a uniform 
spatial discretizations with 0 .1m grid element. The numerical solutions are computed by 
the proposed method (circles) and by the scheme using the lumped approach with temporal 
enthalpy averaging (squares). In the right plot, we show an enlarged area within the dotted 
rectangle and a location of the 0°C  isotherm calculated for a uniform spatial discretizations 
with 0 .1m (filled) and 0 .01m (hollow) grid elements.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
43
Time, days
Figure 1.3: Computed soil temperature dynamics at 0.3 meter depth. Uniform 0.01 and 0.1 
meter meshes are used to compute temperatures by the consistent (circles) and mass lumped 
approaches, respectively. The spatial (SA) and temporal (TA) enthalpy averaging in lumped 
schemes are marked my triangles and squares, respectively. Initially the temperature is zero, 
the upper boundary condition is given by Dirichlet type boundary condition with a slowly 
varying sinusoid having the amplitude of 3°C and the period of there years; zero heat flux 
is specified at 2 meter depth.
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Time, days
Figure 1.4: Temperature dynamics at 1 meter depth computed by the proposed consistent 
(circles) and the mass lumped schemes (stars). The mass lumped scheme is based on (1.23). 
In order to emphasize numerical oscillations occurring in the case of small time steps in the 
consistent approach, we use a uniform grid with 0.1m grid elements. The oscillations are 
due to violation of the discrete maximum principle in the consistent scheme during active 
phase change processes. The initial and boundary conditions are the same as stated in 
caption of Figure 1.3.
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Time, days
Figure 1.5: Temperature dynamics at 1 meter depth computed by the consistent approach 
(circles), the proposed mass lumped approach (stars) and the mass lumped approach with 
temporal enthalpy averaging (squares). The temperatures computed mass lumped approach 
are found on uniform grid with 0 .1m grid elements, whereas in the consistent approach, the 
length of grid elements is 0.01m. The initial and boundary conditions are the same as stated 
in caption of Figure 1.3.
Figure 1.6: Isolines of the cost function J(C) computed using the synthetic temperature data
(2)Tg. The minimum of the cost function is marked by the start and is located at A^  =  0.9 
and =  0.25, which is coincide with the values of A u s e d  to compute Tg.
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Time, days
Figure 1.7: Temperature dynamics at 0.25 meter depth at Happy Valley site during the 
summer of 2001 year. The graph shows that uncertainty in temperature measurements is 
±0.02°C. Within this uncertainty, the shadowed region represents a temperature range 
where the soil starts to freeze. Therefore, the temperature, T», of freezing point depression 
lies within the shadowed regions, i.e. in [—0.04o(7 0°C'].
Figure 1.8: The isolines of the cost function J on the plane (A ^ ,A ^ ) for different values 
of the thermal conductivity A ^  keeping constant at each plot. The values of A ^  from the 
left to the right are 0.35, 0.55 are 0.70, respectively. The star in the central plot marks a 
selected combination of the thermal conductivities.
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Figure 1.9: Selection of the thermal conductivity and the soil porosity by
minimizing the cost function associated with the “summer and fall” interval. The left and 
right column are associated with the first and the second iterations, respectively. The stars 
mark selected values of parameters after completing the iteration. Note that at the second 
iteration stars and minima are all coincide.
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Time, days
Figure 1.10: Measured (hollow) and calculated (solid) temperature at 0.10, 0.17 and 0.25 
meter depth. The time interval is associated with the “summer and fall” period.
Time, days
Figure 1.11: Measured (hollow) and calculated (solid) temperature at 0.32, 0.48, and 0.70 
meter depth. The time interval is associated with the “winter” period.
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Figure 1.12: Measured (hollow) and calculated (solid) temperature at 0.55, 0.70 and 0.86 
meter depth during the entire period of measurements used for calibration.
Time, days
Figure 1.13: Measured (hollow) and calculated (solid) temperature at 0.55 meter depth 
during the entire period of measurements. The validation represents temperature dynamics 
computed for the found approximation to the soil thermal properties. The benchmark 
represents temperatures computed for the best guess soil properties, i.e. in the middle of 
ranges listed in Table 1.1.
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Chapter 2
Assimilation of in-situ temperature data to estimate thermal properties of
active layer and permafrost2
2.1 Abstract
A variational data assimilation algorithm is developed to reconstruct thermal properties, 
porosity, and parametrization of the unfrozen water content for fully saturated soils. The 
algorithm is tested with simulated synthetic temperatures. The simulations are performed 
to determine the robustness and sensitivity of the algorithm to estimate soil properties 
from in-situ high resolution-in-time temperature records in the active layer, and once-a- 
year measurements in a relatively deep borehole. The algorithm is applied to estimate soil 
properties at several sites along the Dalton Highway. The presented approach is quite gen­
eral and can be applied to many problems requiring finding an optimal set of soil properties, 
and uncertainties in found soil properties.
2.2 Introduction
The volume and variety of soil temperature data has drastically increased in recent years. 
These data are typically composed of two types of observations: high-temporal-resolution 
temperature records at several depths beneath the soil surface, and instantaneous temper­
ature profiles in a borehole, whose depth ranges from 10 to 100 meters, see Figure 2.1. 
Recent increase in collection of these data raises the question of how to analyze and uti­
lize them efficiently. One of the important applications of the measured soil temperature 
is to reconstruct physical properties of soil such as liquid water content and the thermal 
properties of the ground material. Once the soil properties are known, they can be used to 
reconstruct soil temperature dynamics in the past and also to predict its future changes.
There are several methods for determining soil moisture content. Conventional Time Do­
main Reflectometry ( Topp et al, 1980) and drying methods are commonly used to estimate 
water content in homogeneous soils at shallow depths (Boike and R oth , 1997; Yoshikawa 
et al., 2004). Moreover, accurate measurement of the total water content can be accom­
plished by thermalization of neutrons or by gamma ray attenuation, but transportation of
2 D.J. Nicolsky, V.E. Romanovsky and G.G. Panteleev “Assimilation of in-situ temperature data to esti­
mate thermal properties of active layer and permafrost” , submitted to Cold Regions Science and Technology 
Journal
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radioactive equipment into Arctic regions is impracticable (Boike and Roth, 1997). A re­
view of state-of-the-art methods for measuring soil water content can be found in (Gardner, 
1986; Topp and Ferre, 2002). However, the above-mentioned well-established methods rely 
on installation of special equipment in the field, or on laboratory experiments, and hence 
are not applicable for recovering soil water content from various soil temperature records.
Thermal properties can also be measured in the laboratory or in-situ experiments in­
cluding the Needle Probe (Herzen and Maxwell, 1959), Divided Bar (Birch, 1950), borehole 
relaxation ( Wilhelm, 1990), non-linear fitting (Da-Xin, 1986), thermal pulse (Silliman and 
Neuzil, 1990), and estimation from thermal gradients (Somerton, 1992) methods. Reviews 
of some of these methods can be found in (Beck, 1988). Similar to methods measuring 
water content, the methods for determining thermal properties are not applicable for recov­
ering thermal properties from typical temperature measurements, i.e. temperature records 
at different depths. Methods that estimate thermal properties from temperature records 
include the Simple Fourier Methods (Carson, 1963), Perturbed Fourier Method (Hurley and 
Wiltshire, 1993), and Graphical Finite Difference Method (McGaw et al, 1978; Zhang and 
Osterkamp, 1995; Hinkel, 1997). They estimate coefficients in the heat equation and yield 
accurate results for the thermal diffusivity (ratio of the thermal conductivity to the heat 
capacity) only when the phase change of water does not occur.
One alternative capable of estimating both thermal properties and water content of 
soil is variational assimilation of temperature observations into a model of soil freezing 
and thawing. A goal of the variational assimilation is to adjust/optimize a set C of model 
parameters in order to minimize a difference
j ( e ) «  ||t0 - t ||2
between the observed Ta and modeled T temperatures. The set C includes parameters 
related to thermal conductivity, soil porosity and coefficients determining unfrozen water 
content for partially frozen soil. Beck (1964) and Nagler (1965) have applied the least 
square variational approach to estimate thermal properties in a heat conduction problem 
without phase change. In this chapter, we compute soil temperature, T, by employing the 
1-D heat equation with phase change of water (Carslaw and Jaeger, 1959) and minimize 
the discrepancy J(0) by optimizing C.
Numerous books in mechanics (Gladwell, 1993), mathematics (Anderson and Thom­
son, 1992; Murio, 1993), oceanography (Wunsch, 1996), heat transfer (Beck et al, 1985; 
Alifanov, 1995; Alifanov et al, 1996) and geology (DuChateau, 1996) are devoted to iden­
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tification of parameters through variational approaches. In addition, Thacker and Long 
(1988) and Thacker (1989) establish a link between mathematical formulation of the vari­
ational data assimilation and statistical formalism. We emphasize that unlike many other 
methods, the variational approach, when combined with statistical knowledge of errors in 
temperature measurements, permits the estimation of a posteriori errors in the optimized 
solution ( Thacker, 1989).
Results from (Beck et al., 1985; Alifanov, 1995; Alifanov et al, 1996) include a detailed 
mathematical and theoretical analysis of variational temperature assimilation for the heat 
equation without explicit phase change terms. Some analysis of parameter estimation in 
heat conduction problems with phase change can be found in (Pavlov et al, 1980; Ouyang, 
1992; Permyakov, 2004). However, it is hard to find a discussion of variational assimilation 
being used to recover soil properties from in-situ temperature measurements in the active 
layer and permafrost.
We apply a variational technique to estimate thermal conductivity, porosity, and coef­
ficients describing unfrozen water content at four locations along the Dalton Highway in 
Alaska. To evaluate the thermal properties, we use daily temperature measurements and a 
once-a-year temperature profile in 60 meter boreholes. Also, we conduct several numerical 
experiments and explore the robustness of recovering the thermal properties. The recovered 
properties that are associated with the minimum of J(S) are sought by an iterative method. 
Since there could be several local minima, a thoughtful selection of an initial approximation 
of C as well as a certain regularization is necessary (Nicolsky et al, 2007). We add to J(C) 
a regularization that incorporates a priori estimate of values in the optimal control vector. 
Besides the regularization, we assume that the soil properties are constants within each soil 
horizon. This assumption decreases a hundred fold the number of variables in the control 
vector on which the cost function depends, and hence simplifies the problem.
Section-wise the remainder of this chapter is organized as follows. In Section 2.3, we 
describe the model of soil freezing and thawing, provide some details of its numerical re­
alization, and formulate the inverse model. In Section 2.4, we show the results of twin 
experiments. In Section 2.5, we apply the approach to find thermal properties for several 
locations near the Dalton Highway in Alaska. Finally, in Section 2.6, we state conclusions.
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2.3 Data assimilation techniques
In this section, we describe key components of the data assimilation technique. The main 
idea of the data assimilation technique is to optimize the set of model parameters, C, in 
order to obtain the smallest possible value of J (6 ), where the temperature T  is computed 
by the model described in the next subsection.
2.3.1 Model of soil freezing and thawing
In many practical applications, heat conduction is the dominant mode of energy trans­
fer in a ground material. Within certain assumptions (Andersland and Anderson, 1978; 
Kudryavtsev, 1978) the soil temperature T, [0C] can be simulated by a 1-D heat equation 
with phase change (Carslaw and Jaeger, 1959):
The quantities C=C{T, x) [Jm 3K  2] and A=A(T ,x )[W m  lK  x] represents the volumet-
latent heat of fusion of water, and 6 is the volumetric water content. The heat equation (2.1) 
is supplemented by initial temperature distribution T(x, 0)=Tq(x), and boundary conditions 
at the ground surface £=0 and at the depth I. We use the Dirichlet boundary conditions, 
i.e. T (0 ,t)—Tu(t), T (l,t)=Ti(t). Here, Tq(x) is the temperature at a; € [0,1] at time t= 0; Tu 
and Ti are observed temperatures at the ground surface and at the depth I, respectively.
One of the commonly used measures of liquid water in the freezing soil is the volumet­
ric unfrozen water content ( Williams, 1967; Anderson and Morgenstem, 1973; Osterkamp 
and Romanovsky, 1997; Watanabe and Mizoguchi, 2002). There are many approximations 
to 61 in the fully saturated soil (Lunardini, 1987; Galushkin, 1997). The most common 
approximations are associated with power or exponential functions. Based on our positive 
experience in Romanovsky and Osterkamp (2000), we parameterize $i by a power function 
9i(T)=a\T\~b\ a,b>0 for T<T*<0°C  (Lovell, 1957). The constant T* is called the freezing 
point depression. In thawed soils (T>T*), the amount of water in the saturated soil is equal 
to the soil porosity ij. Therefore, we assume that
where 4> represents the liquid pore water fraction. For example, small values of b describe
C ^ T (x,t) +  L p ( T , x )  =  ^ \ - ^ T ( x , t ) ,  * €  [0,1], t e  [0,r]. (2.1)
ric heat, capacity and thermal conductivity of soil, respectively; L [Jm 3] is the volumetric
(2 .2)
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the liquid water content in fine-grained soils, whereas large values of b are related to coarse­
grained materials in which almost all water freezes at the temperature T*.
We adopt the parametrization of thermal properties proposed by (de Vries, 1963; Sass 
et al, 1971) with some modifications. We express thermal conductivity A of the soil and 
its volumetric heat capacity C as
C  =  C f{ 1 +  Ct4>, A =  A}~*A f , (2.3)
where Cf and Ct are the effective volumetric heat capacities, respectively, and Ay and A< 
are the effective thermal conductivities of soil for frozen and thawed states, respectively. 
For most soils, seasonal deformation of the soil skeleton is negligible, and hence temporal 
variations in the total soil porosity, rj, for each horizon are insignificant. Therefore, the 
thawed and frozen thermal conductivities for the fully saturated soil are obtained from
Xt=Xf \ ^ ]\  C f= C a{l -r ,)+ C iV, C ^ C f + ^ Q - Q ) .  (2.4)
t-A^  J
where subscripts i, I, and s mark heat capacity C, thermal conductivity A for ice at 0°C, 
liquid water at 0°C  and solid soil particles, respectively.
Evaporation from the ground surface and from within the upper organic layer can cause 
partial saturation of upper soil horizons (Hinzman et al, 1991; Kane et al., 2001). Therefore, 
formulae (2.4) need not hold in the presence of live vegetation and within organic soil layers, 
and possibly not within organically enriched mineral soil (Romanovsky and Osterkamp, 
1997). Besides organic and organically enriched mineral soil layers, there are other horizons, 
all of which can have distinctive physical properties, texture and mineral composition. We 
assume that there are several horizons, namely: an organic layer, an organically enriched 
mineral soil layer, and a series of mineral soil layers. We assume that physical and thermal 
properties do not vary within each horizon, and hence A/(re), C f{x), rj(x),T*(x),b(x) can 
be assumed to be constants within each soil horizon:
Xf (x)=xf,  C} { x )=c f ,  T](x)=rj^, b{x)=b{i\ r*(ar)=T,(<), (2.5)
where the index i marks the index of the soil layer. Table 2.1 shows a typical soil horizon 
geometry and the commonly occurring ranges for the porosity rj, thermal conductivity Ay 
and the coefficients b, T* parameterizing the unfrozen water content.
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2.3.2 Inverse problem
A starting point in any inverse problem is selection of parameters to be recovered from 
available data. We note that if phase change effects are negligibly small then the heat 
capacity C  and thermal conductivity A cannot be resolved separately by analyzing the 
observed temperature time series; only the thermal diffusivity X/C can be found (Hinkel,
1997). Therefore, in order to remove ambiguity in determining the soil properties, we 
set the heat capacity equal to a value that is typical for a soil type in the i-th layer. 
Consecutively, we define the control vector 6 as a set consisting of thermal conductivity A ^ , 
and parameters 17W ,T^ , &W describing the unfrozen water content for each soil horizon, or
Q =  (2.6)
For each physically realistic control vector 6 , it is possible to compute temperature dynamics 
and compare it to the measured data. The available measured data are organized as two 
vectors: da and db, associated with high-resolution-in-time temperature records, and once- 
a-year measurements in the borehole, respectively. In this chapter, we mark quantities 
related to the active layer and bore hole measurements by subscripts a and b, respectively. 
The data are related to the control vector 6  by
m a(Q) - d a = ea, m b(e) - d b = eb,
where m is the modeled counterparts of the data, and e is the misfit vector. In theory, if 
there are no sampling errors or model inadequacies, the misfit vector e can be reduced to 
zero. If there are errors in the data or in the model, the aim is to minimize e by varying 
the control vector C.
Assuming that the errors e have a Gaussian probability distribution, we define the cost 
function J according to (Beck and Arnold, 1977; Tikhonov et al., 1996) as
J =  Ja +  Jb T Jri (2-7)
where Ja, Jb are related to model/data misfit, and Jr is the regularization term:
Ja(£) =  7ji(ma(Q) -  d a f  R ~l (m a{(Z) -  da), a =  a,b (2.8)
•Me) =  ^ ( e - e 0) X 1( e - e 0). (2 .9)
Here, the superscript t stands for the transposition operator, R a and Rm are covariance 
matrices for the data da and control vector, respectively. Finally, Cq is an initial approxi­
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mation vector containing a priori estimates of soil properties based on soil texture, mineral 
composition and porosity (Nicolsky et al, 2007).
Physically, terms Ja and describe a mean square deviation of the computed soil 
temperatures from the measured ones, while the term Jr incorporates information about 
the soil properties that could be derived from the field/laboratory experiments, or from 
existing soil property databases and published data (Kersten, 1949). Typically, R m is a 
diagonal matrix with the expected variances { a of each control vector variable down the 
main diagonal. For example, if a priori estimates in Co are known with large uncertainties, 
then the expected variances {cr^} are large, and hence contribution of the term Jr to the 
cost function J is small. The opposite is also true. Namely, if the initial approximation Co 
is known with a good degree of accuracy, then contribution of Jr is large and a minimum 
of J is close to the a priori estimates in Co-
Statistical interpretation of the least square method considers the cost function as an 
argument of the Gaussian probability distribution ( Thacker, 1989; Wunsch, 1996). Under 
this statistical interpretation, the optimal control vector C defined by
is the most probable combination of the soil properties for the given temperature realization
of the cost function and minimize cost function J by the Quasi-Newton minimization algo­
rithm (Fletcher, 2000). To calculate the gradient VJ, we construct and solve the adjoint 
model (Jarny et al., 1991; Marchuk, 1995; Wunsch, 1996). The adjoint code is built ana­
lytically by transposition of the operator of the tangent linear model, which was obtained 
by direct differentiation of the forward model code, briefly described in Appendix 2.8.
In order to estimate the thermal properties uniquely, the boundary conditions must 
satisfy some requirements, i.e. be monotonous functions of time (Muzylev, 1985). In nature, 
the rapidly changing weather conditions enforce the surface temperature which does not 
fulfil this necessary requirement. Consequently, the cost function can have several minima 
due to non-linearities in the heat equation (2.1). Therefore, the iterative minimization 
algorithm can converge to an improper minimum if the iterations are started from an 
arbitrary selected initial guess Gg. Nevertheless, with the initial guess Gg within the basin
J (6 ) =  mmJ(C)
and prior error statistics. To compute the optimal control vector, we calculate the gradient
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of attraction of the global minimum, the iterative optimization method should converge to 
the proper minimum even if the model is nonlinear ( Thacker, 1989). Usually, the initial 
guess Cg is selected to be in the neighborhood of the initial approximation Co- Thus, 
the right choice of the initial approximation Co is important for efficient convergence. In 
(Nicolsky et al, 2007), we provide a detailed step-by-step algorithm to compute the initial 
approximation Co-
To obtain physically meaningful results, the covariances matrix R a has to be defined 
appropriately as follows. By definition, if all elements in temperature data d a vector are 
statistically independent, then R a is a diagonal matrix with expected variances o\ of e a 
along the main diagonal. Since temperature disturbances at the ground surface decay ex­
ponentially with depth, the soil temperature does not change significantly over hourly time 
intervals at depths over 0.10 meters ( Carslaw and Jaeger, 1959; Kudryavtsev, 1978; Yershov,
1998). Thus, hourly collected temperature observations are not statistically independent. 
We note that a typical time scale over which air temperature changes randomly is approx­
imately ten days (Blackmon et al, 1984). For the Alaska North Slope Region, these air 
temperature fluctuations can penetrate up to the depth of 0.3-0.5 meters and significantly 
(and randomly) change soil temperature in the upper meter on a monthly time scale. Hence, 
the covariance matrix R a is approximately a sparse matrix with some diagonal structures, 
the sizes of which are equal to the number of temperature measurements collected in one 
month. For the sake of simplicity, we approximate R a by a diagonal matrix with a2 down 
on a main diagonal multiplied by weights. The weight of each particular measurement is 
such that the sum of weights corresponding to measurements within each month is equal to 
one. In our case, we assume that oa are equal uncertainties in temperature measurements 
due to the limited precision of sensors. Also, since our temperature measurements are 
equidistantly distributed through time, we set weights equal to 1/n , where n is a number 
of measurements within each month.
Considering a variable Cj in the control vector C={cj}7i1 as stochastic and non-cor- 
related, it is possible to define errors of the optimally estimated parameters Q ={ci}‘%L1. 
According to Thacker (1989), the error covariance of the corresponding variables of the 
control vector can be calculated as diagonal elements of the inverse Hessian matrix H ^ 1, 
where H = {h ij}7T==1, and hij=d2J/dcidcj. The most simple method to compute H  is to 
approximate it via finite-differences (Schroter, 1989). Following this approach, we individ­
ually perturb the components Cj of the control vector in the vicinity of the optimal values
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Cj. After that, the finite-difference approximation of the Hessian can be defined as
fiij «  +  6^ ) -  -  ^ 0 )  >
where <5 is a positive real-valued number, 3l —- (0 , 0, . . .  , 1, . . . ,  0) is an ro-dimensional zero- 
vector whose i-th element is one, and the quantity V j J represents the j-th component of 
cost function’s gradient VJ. The inverse of the Hessian H  can be easily computed since 
the number m of variables in the control vector 6 is typically less than a hundred.
2.4 Twin experiments
The effectiveness of temperature data assimilation in determining soil thermal properties 
has to be assessed. A convenient methodology, termed the identical twin experiments, 
has been proposed in meteorology by Bengtsson et al. (1981); Ghil and Malanotte-Rizzoli 
(1991); and Panteleev et al. (2004). We adopt this methodology and apply it to compare 
true soil properties to their estimated values.
2.4.1 Identical twin experiment
In the identical twin experiment, we select a control vector 6 , called the true control vec­
tor, and compute the soil temperature dynamics corresponding to it. Prom the computed 
temperatures, we assemble the true data da to imitate observations da. Another set of tem­
perature dynamics are then computed using a control vector 6 that is a perturbed copy of 
6 . We note that temperatures computed for the control 6 are called the false temperatures, 
and there is discrepancy between m a(G) and the true data da, i.e. e a= m a(Q)—da^ 0 . 
Therefore, the cost function J(G) (defined by (2.7-2.9) in which da is substituted by da) 
is not equal to zero. The Quasi-Newton optimization scheme is then used to minimize the 
cost function J{C) and to find the optimal control vector 6 .
In the identical twin experiment, we observed ground surface temperature Tu near Dead- 
horse, Alaska to compute the soil temperature dynamics. The modeled ground material has 
four different layers corresponding to lithology at the Deadhorse site (148°27/W, 70° 10'AT). 
The layers are organically enriched mineral soil between 0—0.2 meters, silt between 0.2—0.9 
meters, sandy silt between 0.9—2.7 meters, and gravel between 2.7—50.0 meters. The lower 
boundary condition 2} is set by measured temperatures at 50.0 meter depth. For each soil 
layer, we select values of parameters in the true control vector C to be equal to the median 
values of those listed in Table 2.1. Once the true control is chosen, we compute soil temper­
ature in the upper 50.0 meters beneath the soil surface during the period between August 1,
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1997 and June 1, 2002. Consecutively, we define the true data d a  as a set of the computed 
temperature dynamics at depths of 0.15, 0.3, 0.38, 0.46, 0.53, 0.69, 0.84 and 0.99 meters 
which are used to measure temperature at the Deadhorse site. Additionally, in the middle 
of June each year we select from the computed temperatures once-a-year soil temperature 
profiles (between 5.0 and 50.0 meters below the ground surface) to define the true data 
db. To imitate noisy measurements, we add normally distributed white noise (with 0.1°C 
standard deviation in upper meter, and with 0.0.3°C' standard deviation in deep boreholes) 
to the true data d a and db- Finally, we add noise to the boundary conditions T u and T\ 
used to force the model. These noisy temperature data d a and db and boundary conditions 
were then used to recover the control vector 6 by minimizing the cost function J. We note 
that for the sake of simplicity, the cost function does not have a regularization term Jr in 
this experiment.
We considered an assembly of twenty identical twin experiments. Each of one differs by 
a realization of the added noise, and the initial guess 6g from which the minimization of J 
is started. Each twin experiment produces a set G =  of recovered soil
properties. Results C from all identical twin experiments are shown in Figure 2.2. In these 
plots, recovered soil properties are marked by circles, and their true values are marked by 
crosses. We observe that the soil porosity r] is found correctly in the upper three layers, 
where active phase change occurs. Additionally, the results show that it is impossible 
to estimate rj for the deep 2.7—50.0 meter layer since the ground material found there 
is constantly frozen. The thermal conductivity is estimated correctly for all layers. The 
quantities b and T* used to parameterize the unfrozen water content <j> are found correctly 
only for the second and third layers. One of the explanations for a significant spread of b 
and T* in the first layer is that freezing/thawing occurs in the upper layer quite rapidly, 
and the number of available temperature records used for assimilation is not large enough 
to resolve near-0°C temperature dynamics in the upper layer. In the deep 2.7—50.0 meter 
layer, the coefficients b and T* are not found since there is no active phase change at such 
depths.
We emphasize that in this identical twin experiment, we started all searches in the 
vicinity of the true control vector, i.e. within ±30% of the true values measured entry-wise. 
Therefore, this experiment shows that the iterative minimization algorithm converges to 
the proper minimum if the initial guess is close to its true value even though the data were 
noisy. In real-life experiments where the true control vector is unknown, knowledge of a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
60
good initial guess (commonly equal to the initial approximation) is important.
2.4.2 Fraternal twin experiment
In the identical twin experiment, we generated the true data and then assimilated it by 
a model that has exactly the same geometry of soil layers. In nature, the boundaries 
between soil layers are not strictly defined, and hence locations of these boundaries have 
some uncertainties. Moreover, we assume that the soil properties are constant within each 
layer, whereas in nature they often “smoothly” vary with depth. In this section, we analyze 
sensitivity of recovery of soil properties with respect to the geometry of soil layers by 
considering the fraternal twin experiment (Arnold and Dey, 1986).
Briefly, the methodology of the fraternal twin experiment is as follows. The true soil 
temperature data da and db are computed by a model in which soil properties Af,rj,b, and 
T* smoothly vary with depth. These true data are then assimilated into a model in which 
soil properties are constant within each soil layer.
Before we further consider the fraternal twin experiments, we note that soil temperature 
records collected in an organic layer can not be always properly modeled by heat equation 
(2.1) due to non-heat conductive heat transport (Hinzman et al., 1991; Kane et al, 2001; 
Romanovsky and Osterkamp, 2001). Therefore, in the fraternal twin experiment, we specify 
the “surface” boundary condition at some depth, below which non-conductive heat transfer 
is negligibly small. From the field observation, we know that for Alaskan Coastal plain this 
depth is 0.2 — 0.3 meters and located at the boundary of the organic/mineral and mineral 
layer (Romanovsky and Osterkamp, 1997, 2001).
In the fraternal twin experiments, two experiments, A and B, are considered in which we 
simulate temperature dynamics in ground material located within 0.30 — 50.0 meters below 
the ground surface. In experiment A, we assume that the ground material is sand-gravel 
and has higher thermal conductivity comparing to the sand-silt profile specified in B, see 
the right plots in Figure 2.3. Additionally, we assume that the modeled ground materials 
in both experiments have different soil porosity profiles, shown in the left plots in Figure 
2.3. In these plots, profiles plotted by smooth lines with stars are used to compute the true 
soil temperature dynamics. Additionally, we assume that dependence of the unfrozen water 
content on temperature is the same at any depth, i.e. 9 — 9{T). But, the unfrozen water 
content curves 9 — 9(T) differ between simulations A  and B.
In each experiment, after computing the soil temperature dynamics, we add to the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
61
temperatures normally distributed white noise, having characteristics as in the identical 
twin experiment, and then assemble the true data da and db- We note that the true data 
da is assembled by temperature records at 0.38, 0.46, 0.53, 0.69, 0.84 and 0.99 meter depths. 
The data db is defined as in the identical twin experiment, i.e. once-a-year temperature 
profiles in the middle of June of each year between 5.0 and 50.0 meters below the ground 
surface. The observed temperature dynamics at the Deadhorse site at 0.30 meter depth is 
used to set the upper boundary condition Tu. The lower boundary condition, 7], is set at 
50.0 meter depth using the measured temperatures.
Once the true data da and db are computed, we assume that the modeled ground 
material has several soil layers (increasing with depth thicknesses) between 0.30 and 50.0 
meters such that soil properties are constants within each layer. The goal of this experiment 
is to recover soil properties of each layer based on da and db- However, analyzing results 
of the identical twin experiment, we recognize that it is impossible to recover soil porosity 
and the parametrization of the unfrozen water content for deep soil layers which are always 
frozen. Hence, we try to recover two numbers: the first one is associated with the soil 
porosity of the first layer, and the second one approximates the soil porosity of all other 
layers. We recover two constants approximating b and T* for all layers (dependence of the 
unfrozen water content on temperature is assumed to be independent on depth). Also, we 
find a constant for each soil layer such that these constants approximate smoothly varying 
thermal conductivity.
Based on knowledge regarding soil texture and mineral composition of the modeled soil, 
we compose the initial approximation Co for experiments A and B. Value of parameters in 
the initial approximation So for each layer is selected based on its texture listed in Table 
2 .1.
As in the identical twin experiment, we investigate dependence of recovered soil proper­
ties on the initial guess 0S that is chosen within ±30% of the initial approximation So- We 
completed twenty fraternal twin experiments and plotted the recovered thermal conductiv­
ities and soil porosities in Figure 2.3 by step-wise functions, where each “step” is associated 
with a soil horizon. These experiments reveal that the recovered soil properties are averaged 
values of the soil properties used to calculate the true data. Instead of plotting recovered 
values of b and T*, we plot dependence of the unfrozen water content on temperature. The 
recovered dependence closely matches the one used to compute the true temperature data, 
see Figure 2.4.
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2.5 Reconstruction of thermal properties for sites along the Dalton Highway
To illustrate how the developed technique could be used for specific applications, we apply 
it to recover soil properties at four sites on the coastal plain of the Alaska Arctic adjacent 
to the Beaufort Sea. The sites are located along the Dalton Highway and include West 
Dock (148°33'VF, 70°22W), Deadhorse (148°27/W', 70°10'AT), Franklin Bluffs (148°43'W, 
69°39'Ar) and Imnaviat Creek sites(149°20'W, 68°37'N). The soil temperature data were 
obtained from 1996 to 2007 with sensors measuring hourly temperature at several depths 
within an active layer and upper permafrost with 0.05°C uncertainty. The temperature 
data also include annually measured temperatures (with 0.02°C uncertainty) in 60.0 meter 
boreholes located at the same sites. Detailed descriptions of site conditions, methods of 
measurements and data processing have been published in (Romanovsky and Osterkamp,
1995) for all sites except for the Imnaviat Creek site.
Temperature measurements inside a deep borehole are conducted by lowering a tem­
perature probe into a small diameter pipe filled with a convection preventive fluid. Due to 
minor ground surface disturbance and presence of a metal pipe, temperature measurements 
in the upper 5.0 meters below the ground surface can be biased. Uncertainty in tempera­
ture measurements between 5.0 and 10.0 meters is 0.03°C' and lower than 10.0 meters the 
uncertainty is 0 .02°C or less.
2.5.1 Imnaviat Creek site
The temperature sensors were installed on August 26, 2006 at depths 3.0, 5.0, 7.0, 10.0, 
15.0, 20.0, 30.0, 40.0, 50.0, and 60.0 meters, and hourly temperature measurements were 
taken through June 25, 2007. Since, only one year of temperature dynamics is available 
for this site to assimilate, and since temperature change below 30.0 meters is less than the 
uncertainty of measurements, we can assimilate data only between 5.0 and 30.0 meters. 
Therefore, we set upper and lower boundary conditions: Tu(t) and Tj(f) at 3.0 and 40.0 
meters, respectively. During the drilling of this borehole, it was observed that the ground 
material is primarily ice with a small number of boulders, and hence we assume that it can 
be modeled by a single layer.
At the depth of 3.0 meters and below, the ground material is constantly frozen. There­
fore, based on results from the sensitivity analysis in Section 2.4, we can not estimate soil 
porosity and parametrization of unfrozen water uniquely. We assume that the soil porosity 
rj=0.90, and the unfrozen water content decreases sharply at T*=-0.01°C, i.e. 6=5. We
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applied the data assimilation technique and obtained
\f  =  2.64 ±0.06.
The difference between the modeled and observed temperature time series is less than
0.06°C. Note that thermal conductivity Af  for pure ice at —5°C  is 2.2 (Lide, 1999), and 
the inclusion of small boulders can increase this value.
2.5.2 West Dock, Deadhorse and Franklin Bluffs sites
Temperature sensors were placed at 0.30, 0.38, 0.46, 0.53, 0.69, 0.84, and 0.99 meter depths 
at the Deadhorse and Franklin Bluffs sites, and at 0.30, 0.37, 0.52, 0.68 and 0.83 meter 
depths at the West Dock site. At these depths, in this analysis, hourly temperature mea­
surements were used during the following time intervals: at West Dock between August 7, 
1997 and August 18, 2002, at Deadhorse between July 8 , 1997 and June 2, 2002, and at 
Franklin Bluffs between July 2, 1998 and September 2, 2004. Drilling records were used to 
determine lithology, see Table 2.2. Results of previous investigations (Lachenbruch et al., 
1982; Lachenbruch and Marshall, 1986; Zhang, 1993; Osterkamp and Romanovsky, 1996) 
were used to determine the initial approximation Co- After applying the variational ap­
proach, we list the estimated soil properties in the active layer and upper permafrost in 
Table 2.2 and compare them to the corresponding values in Co- We note that the first 
layer, at the West Dock site, we obtained a good correlation with previous results reported 
by Romanovsky and Osterkamp (1997), whereas for the first layer at the Deadhorse and 
Franklin Bluffs sites our estimated values of A ^  are higher than the previously reported 
by 10%, and 20%, respectively. Also we note that for the West Dock and Deadhorse sites 
we obtain relatively high thermal conductivities Af  for the deeper soil layers, see Table 2.1. 
These values of A/  are 10% higher than previous estimates in (Osterkamp and Romanovsky,
1996). We note that for the deep layers between 17.0 and 50.0 meters at the Franklin Bluffs 
site, the ground material is a mixture of shale and silt. Usually, the thermal conductivity 
of shale is lower than the one corresponding for gravel which is widely distrubited at the 
Deadhorse and West Dock sites. Hence we obtain lower values of the thermal conductivity 
at the Franklin Bluffs site. Our obtained optimal values of the thermal conductivities are 
25% lower than the ones given in ( Osterkamp and Romanovsky, 1996), but are still in the 
range of commonly occurring values (Andersland and Anderson, 1978). The soil porosity 
estimated by our approach is within a range of its typical variability (Romanovsky and 
Osterkamp, 1997).
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Using the estimated properties, soil temperature dynamics are calculated for the entire 
period of measurements involved in this analysis. Results are shown in the left plot of 
Figure 2.5. In this plot, we compare the calculated and measured permafrost temperatures 
at depths of 0.52 and 0.68 meters. In the right plot of Figure 2.5, we display a histogram 
of differences between the measured and computed optimal temperature dynamics at 0.52 
and 0.68 meters. The mean value of the differences is about 0.01°C, and their standard 
deviations are less than 0.08°(7. In the left plot of Figure 2.6, we show measured and 
calculated optimal permafrost temperature profiles at the West Dock site on July 3, 1998, 
June 16, 1999, June 14, 2000, and on June 18, 2001. The largest deviation of the computed 
temperature from the measured one is a few tenths of a degree in the upper 10.0 meters below 
the soil surface, due to coarsely discretized soil lithology. In the right plot of Figure 2.6, 
we show computed and measured permafrost temperature profiles at the Franklin Bluffs. 
At this site the thermal conductivity of the deep soil layer is smaller, so the permafrost 
warming is at much slower rate than at Deadhorse and West Dock, see Figure 2.6.
Based on the above examples, we showed the applied variational approach robustly 
estimates soil properties for various soil types. However, some limitations exist and they 
are discussed in the next section.
2.6 Discussion and conclusions
We applied a data assimilation technique to determine soil porosity, thermal conductivity, 
and parametrization of the unfrozen water content of the active layer and permafrost. Data 
assimilation permits recovery of these soil properties in layers, for which no direct and 
continuous temperature measurements are available. However, in each case sensitivity of 
the recovered parameters on the available data has to be analyzed. Based on the results 
of the performed sensitivity analysis for a typical configuration of soil layer and in-situ 
observations (the high-temporal-resolution temperature records at several depths below the 
soil surface, and occasional measurements in a adjacent deep borehole) we conclude that it 
is possible to estimate thermal conductivity for all soil layers. However, soil porosity and 
parametrization of the unfrozen water content can be identified only for intermediate layers 
where active phase change occurs. For other combinations of soil layers and ground surface 
conditions, additional sensitivity analysis has to be performed in order to establish a set of 
recoverable parameters.
To regularize recovery of the soil properties, the cost function used in the variation
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approach has to incorporate initial approximation to the soil properties based on available 
data (Kersten, 1949). Another approach to calculate the initial approximation is proposed 
in (Nicolsky et al., 2007), whereby a series of simpler subproblems is solved to find Co and 
to find a range of variables in 6 .
One limitation of the variational approach that was used in this work is that it requires 
certain values of heat capacities in order to find a unique value of the thermal conductivity 
and soil porosity. Also, the applied approach computes the volumetric content of water 
which changes its phase during freezing or thawing. Water content of liquid water that is 
tightly bound to soil particles and is not changing its phase can not be estimated within the 
proposed model (2.1). Additionally, we used 1-D assumption regarding the heat diffusion in 
the active layer, which sometimes is not applicable due to hummocky terrain in the Arctic 
tundra. Another assumption used in the model is that the frost heave and thaw settlement is 
negligibly small and there is no ice lens formation in the ground during freezing. Therefore, 
the proposed method could only be applied where these assumption are satisfied.
Although there are several limitations to the presented approach, we applied it to find 
soil properties for the West Dock, Deadhorse, Franklin Bluffs and Imnaviat Creek sites 
along the Dalton Highway in Alaska. The difference between the assimilated and measured 
temperature dynamics is typically less than O ^ C  and it is mostly due to oversimplified 
lithology and physics of soil freezing and thawing. The presented algorithm provided the 
most probable estimates of the soil properties. The ability to estimate errors in the calcu­
lated soil properties is an attractive feature of our algorithm and may be taken advantage 
of in practice.
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2.8 Appendix A. Numerical model of soil freezing
Following finite element framework (Zienkiewicz and Taylor, 1989), we approximate
n
T ( x , t ) «
i= 1
where fj(r) is a “value” of temperature at the i-th finite element grid, and ipi is the basis 
function. After some standard manipulations, we derive a system of differential equations
M (t) -^ t (r )  = - K ( t ) t ( T ) ,  t =  t(r) (2.10)
where t(r) =  {t j(r )}”_ 1 is the vector consisting of temperature values, M ( t )  =  {TOij(t)}^=i 
and K ( t )  =  {hij{t)}fj=i are the nxn  capacitance and stiffness matrices, respectively. A 
further refinement, which is often used in finite element modeling of phase change problems, 
is to exploit a “lumped” formulation, i.e. the capacitance matrix M  is diagonal:
rriijit) =  8ijCi(t) ipidx, ci (t)«C '(ti, xt) +  L —  (U), (2.11)
where 5ij is one if i =  j ,  or zero otherwise. Dalhuijsen and Segal (1986) provides justifi­
cation for the lumped formulation on noting that it is computationally advantageous and 
avoids oscillations in numerical solutions when used in conjunction with the backward Euler 
scheme:
[ M ^  +  drkK ^ ] t ^  = A f ( fc) # - 1>, k >  1
t<*> = to ,  k =  0 .
The main difficulty in numerical modeling of soil freezing/thawing is in consistent cal­
culation of the derivative d$/dT in (2.11), where 9{T) is not a continuously differentiable 
function defined by (2.2). In many reviews, it is proposed to employ the enthalpy temporal 
averaging to calculate Cj(t). We suggest an approach that incorporates ideas of temporal 
averaging just to evaluate the rapidly changing 6{T) by defining c.; as
<*(#>) =  C ( t f U )  +  ) ] . (2.13)
Wo note that an advantage of this definition is that it does not compute temporal aver­
aging of the heat capacity, and hence reduces numerical computations, and at the same 
time preserves numerical accuracy of the original idea. Even though that we avoid direct 
computation of the derivative d6/dT by replacing it by the finite difference in (2.13), the 
calculation of dd/dT is still necessary to obtain a solution of the adjoint model used to 
construct the gradient of the cost function.
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We emphasize again that 9(T) is not a continuously differentiable function, and hence 
some regularization of 0 is required to avoid lost of accuracy in solving the adjoint problem. 
We propose the following regularization of the unfrozen water content 9{T) in (2.2):
where if a —> 0 then r(T) —> min(T,T*), and hence 9r(T) —> 9(T), see Figure 2.7. Here, r(T) 
is an infinitely differentiable function, and consequently 9 posses the same property. One of 
the advantages of this is that we increase a convergence rate of solving the non-linear heat 
equation (2.12) by Richardson iterations, precisely find a solution to the adjoint problem, 
and hence find the location of the global minimum more faster than without regularization.
T < T *
T>T*
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Table 2.1: Range of thermal properties for common soil types at the North Slope, Alaska.
Layer Thermal conductivity, Af Porosity, i) b in (2.2) T* in (2.2)
M ineral-organic mixture [0.7,1.8] [0.2,0.6] [0.8,0.5] [-0 .0 5 , -0 .0 1 ]
Mineral soil(silt) [1.3,2.4] [0.2,0.4] [0.7,0.5] [ -0 .1 ,-0 .0 1 ]
Mineral soil(gravel) [2.5,3.5] [0.2,0.4] [0.7,0.5] [-0 .1 , -0 .0 1 ]
Mineral soil(shale) [1.0,2.0] [0.1,0.3] [0.7,0.5] [ -0 .1 ,-0 .0 1 ]
Table 2.2: Thermal properties of the ground material estimated from the best fit of the 
numerical model to the data
W est D ock site
Depth Soil type A / V b T ,
0.3-1.0 silt 1.86±0.01 0.34±0.01
0.75±0.01 —0.045±0.0011.0-8.5 silt/sand/gravel 3.21±0.03
0 .1 4±oo
8.5-50.0 gravel/sand 3.57±0.05
Deadhorse site
Depth Soil type A/ V b T ,
0.3-1.0 silt/sand 2.37±0.01 0.38±0.01
0.61±0.01 —0.045±0.001
1.0-2.7 sand/silt 3 .27±0.04
O . l l i o o2.7-27.0 gravel 3.84±0.03
27.0-50.0 sand/gravel 3.50±0.06
Franklin Bluffs site
Depth Soil type A / V b T ,
0.3-1.2 silt 2.03±0.01 0.32±0.01
0.56±0.01 —0.029±0.001
1.2-14.0 gravel 3 .6 4 T 0 .03
0 .1 4±oo
14.0-17.0 silt 1 .04±0.04
17.0-21.0 shale 0.90±0.05
21.0-50.0 silt/shale 1.03±0.05
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Figure 2.1: A schematics of a typical installation for measurement of soil temperature, with 
sensors located at different soil layers.
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Layer
Figure 2.2: Recovered thermal properties and soil porosity in the twin experiment. The 
circles are recovered values, the crosses are the true values.
Depth, m Depth, m
Figure 2.3: Volumetric water content (left) and thermal conductivity (right) used to com­
pute true temperature data are marked by lines with stars. The dots are related to recovered 
values under assumption that the soil properties are constants within each soil layer.
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Temperature, °C
Figure 2.4: The true parametrization of unfrozen water content is marked by lines with 
stars. Dotted lines are recovered unfrozen water content for experiments Aand B.
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Figure 2.5: Measured and optimally computed soil temperature dynamics at 0.52 and 0.68 
meter depth the West Dock site are shown at the left plot. The histogram of differences 
between the measured and computed temperature dynamics are plotted at the right.
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Figure 2.6: Measured and computed soil temperature profiles at a bore hole at the West 
Dock (left) and Franklin Bluffs site (right) during several consecutive years.
T em perature, #C
Figure 2.7: Dependence of non-regularized <j> and regularized (j>r saturation on temperature.
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Chapter 3
Modeling biogeophysical interactions in non-sorted circles in the Low Arctic3 
3.1 Abstract
We investigate bio-geophysical processes that cause differential frost heave in non-sorted 
circles north of the Alaska’s Brooks Range. The main objective is the development of a 
numerical thermo-mechanical model of a non-sorted circle. The presented model includes 
mass, momentum, and energy conservation laws for water, ice and soil. We applied this 
model to simulate differential frost heave at the Franklin Bluffs site and obtained a good 
quantitative agreement with measured dynamics of soil temperature, water content, and 
frost heave. For other locations such as at the Sagwon Bluffs and Howe Island sites we 
obtained qualitative agreement with frost heave measurements. The performed sensitivity 
analysis shows that the most active development of differential frost heave occurs for non­
sorted circles within waterlogged areas, as observed in field measurements. For well drained 
sites, model results and field observations show that the differential frost heave is much 
smaller in magnitude compared to that of the water-logged sites. Sensitivity of the presented 
model with respect to alternation of the vegetation cover shows that a strong heterogeneity 
in the vegetation cover promotes active development of the differential frost heave. For 
non-sorted circles with vegetation on top of the circle, the computed differential heave 
is less pronounced. The radius of the non-sorted circle influences the magnitude of the 
frost heave. The maximum computed frost heave in the center of the non-sorted circle 
corresponds to 1-1.5 meter diameter non-sorted circles. For non-sorted circles with larger 
diameters, computed frost heave in the center of a circle is smaller compared to the heave 
at the circle circumference. This phenomenon promotes development of live vegetation in 
the center of the non-sorted circle, as observed in nature.
3.2 Introduction
Extensive areas of the Arctic landscape are characteristically patterned into small-scale 
ground features called non-sorted circles. Non-sorted circles are 0.5 to 3.0 meter diameter 
patches of barren or sparsely vegetated soil formed by frost action (van. Everdingen R., 
2005) and ordinarily develop on poorly drained tundra sites, see Figure 3.1. These features 
are associated with development of specific micro-relief, vegetation, and soil that strongly
3D.J. Nicolsky, V.E. Romanovsky, G.S. Tipenko and D.A. Walker, “Modeling biogeophysical interac­
tions in non-sorted circles in the Low Arctic” , in review, Journal of Geophysical Research - Biogeoscience.
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affect the active-layer thermal and hydrological properties, and soil microclimate. There­
fore, they are an important component of the Arctic landscape. Changes to these systems in 
relation to changes in climate could affect energy and carbon mass exchange at the tundra 
surface with possible feedbacks to the climate. However, the formation, development, main­
tenance of such ground patterns, and their interaction with vegetation is poorly understood 
( Walker et al, 2004). The objective of this study is to numerically model observed frost 
heave in non-sorted circles and gain understanding of interactions between water fluxes, 
temperature dynamics as influenced by the plant canopy, and the motion of soil particles 
and as a result the heave of ground surface.
As a part of the biocomplexity of patterned ground project ( Walker, 2007), we observed 
non-sorted circles at several locations near the Dalton Highway in Alaska (Figure 3.2). 
We instrumented several non-sorted circles at these sites with sensors that measure soil 
temperature, moisture content and the maximum frost heave (Walker et al., 2004). Our 
measurements revealed that the maximum frost heave in a circle interior was 2 to 8 times 
greater compared to frost heave of the tundra surrounding the circle, (see the right plot 
in Figure 3.2). This phenomenon is referred to as the differential frost heave. The largest 
frost heave occurred in poorly drained circles with fine-grained sediments at Franklin Bluffs 
and Sagwon Bluffs. In contrast, at a site with near surface gravel deposits and available 
water supply near West Dock, Alaska North Slope, we observed no signs of non-sorted 
circle occurrence, and at a well drained site with fine sediment located at Howe Island, we 
observed “non-heaving” non-sorted circles.
Our field observations support the idea that the frost heave of saturated soil often 
cannot be explained solely by the expansion of liquid water transforming into ice crystals. 
It has been shown that under freezing conditions, liquid water can be transported towards 
the partially frozen soil (Powers and Helrnuth, 1953; Litvan, 1972; Williams and Smith, 
1989; Dash et al, 1995). At temperatures below 0 °C confined water can partially remain 
liquid provided that it has lower pressure relative to the adjacent ice, provoking in turn a 
cryogenic suction of distant water from the unfrozen soil. This type of liquid water transport 
has been identified as the driving force of the frost heave (Taber, 1918, 1929, 1930). Other 
early contributions to frost heave research are described in (Beskow, 1935). Although the 
systematic studies were initiated in 1920s, efforts towards producing predictive tools did not 
start till decades later. One approach described frost heave capillary theory based on the 
Laplace surface tension formula (Penner, 1959; Everett, 1961). Similar ideas were explored
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in ( 0 ‘Neill and Miller, 1985; Fowler, 1989), where it was suggested that the transport of 
unfrozen liquid water is due to water pressure gradients arising from temperature-dependent 
variations in the curvature of the pore ice-water interfaces. In addition to the curvature- 
pressure model, there are other numerous experimental (Williams, 1982; Watanabe and 
Mizoguchi, 2000; Viklander and FAgenbrod, 2000) and theoretical (Konrad and Morgenstern, 
1981; Wettlaufer and Worster, 1995; Li et al, 2002; Peterson and Krantz, 2003; Rempel 
et al., 2004; Coussy, 2005; Michalowskin and Zhu, 2006) studies of freezing ground, but 
many of them lack description of soil rheology. In this study we apply a general thermo­
mechanical model (Blanchard and Fremond, 1982; Fremond and Mikkola, 1991; Mikkola and 
Hartikainen, 2001) of frost heave to simulate the observed frost heave in non-sorted circles. 
In this paper, we assume that the soil is a homogeneous mixture of liquid water, ice and 
soil skeleton. We assume that the skeleton and ice undergo small deformations described 
by linear elasticity, and the linear momentum conservation principles can be exploited in 
the quasi-static from. In our model, we also neglect ice flow relative to the soil skeleton. 
The body forces due to gravity are neglected too. The liquid water is an incompressible 
and non-viscous fluid that changes its phase and is always in thermodynamical equilibrium 
with ice. The chemical potential of the liquid water is modified due to adsorption to the 
soil skeleton.
Based on observations from field experiments and results of our numerical simulations, 
we conclude that heterogeneity in surface characteristics and soil properties due to the 
presence of a heterogeneous plant canopy together with presence of water-logged conditions 
are among the primarily requirements necessary for occurrence of differential frost heave 
observed in non-sorted circles. In this chapter we provide a description of non-sorted cir­
cles, a numerical model of the frost heave, and sensitivity study of the developed numerical 
model. Section-wise this chapter is organized as follows. In Section 3.3, we highlight key 
physical processes and mechanisms presumably causing the differential frost heave in non­
sorted circles. In Section 3.4, we briefly review a general thermo-mechanical model of soil 
freezing. In Section 3.5, we summarize the system of governing equations, parametrization 
of soil properties, and boundary conditions. Section 3.6 addresses the finite element im­
plementation of the thermo-mechanical model of soil freezing. In Section 3.7, we focus on 
hydrologically closed systems, in which the cryogenic forces causing the water migration are 
not considered. In Section 3.8, we analyze effects of the cryogenic suction in hydrologically 
open and closed systems. In Section 3.9, we apply the model to a specific non-sorted circle
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located at the Franklin Bluffs site. In Section 3.10, we evaluate sensitivity of the model 
with respect to soil properties, and its geometrical dimensions. Finally, in Section 3.11, we 
provide conclusions and state the main results.
3.3 Physical description of non-sorted circles and involved physical processes
In this section, we highlight key physical processes and mechanisms presumably causing 
the differential frost heave in non-sorted circles. Before proceeding to this task we provide 
some definitions and describe soil thermal, hydrological and rheological properties.
The area surrounding the circle is called the inter-circle area and has a relatively thick 
mat of vegetation as well as a layer of organically enriched soil (see Figure 3.1). Incorpora­
tion of the organic material into soil leads to heterogeneity in thermal properties, structure 
and water holding capacity of soil. For example, different soil textures indicate distinctive 
thermal conductivities, soil porosity, and dependence of the unfrozen liquid water content 
on temperature. Besides variances in thermal and hydrological properties, the non-sorted 
circle has heterogeneous rheological properties due to structural change that takes place 
during annual freeze-thaw cycles. This structural change is caused by freezing water that 
creates a microscopic structure in a form of a sequence of ice lenses. Figure 3.3 shows the 
ice lenses in a soil core samples from a non-sorted circle at the Franklin Bluffs site, Alaska. 
Each ice lens separates soil particles, causes the observed lenticular soil structure, and hence 
lessen structural solidity of soil. Graham and Au (1985) and Qi et al. (2006) showed that 
soil has a long-term memory of its previous freeze/thaw cycles, which in particular reduce 
bonding between soil particles. To account for the reduction in bonding, we assume that the 
soil is more structurally solid if it has fewer ice lenses. From a soil core obtained by drilling 
in winter, we observed that the circle has many more ice lenses than in the inter-circle 
area, and these lenses can be found even at the significant depth of 0.5 meters (see Figure 
3.3). Therefore, we assume that soil in the inter-circle is more structurally solid than in the 
circle. Despite these heterogeneities, the difference between observed active-layer depths 
(maximum depth of summer thaw) of the circle and inter-circle does not exceed 0.3 meters 
in the majority of cases.
It is well known that frost heave is caused by volumetric water expansion during freezing. 
However, as mentioned earlier, the observed frost heave heights do not seem to be exclusively 
dependent on the active-layer depth, and on volumetric water content in the soil before 
freezing. For example, from field observations at the Franklin Bluffs site, we know that
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the active-layer thicknesses for the circle and inter-circle areas are 0.9 and 0.8 meters, 
respectively, and volumetric water content in these areas during summer is almost the same. 
Therefore, if water does not migrate, the frost heave is computable and its height is about 
3.0-3.5 cm for both circle and inter-circle areas, which contradicts the observations within 
a circle at Franklin Bluffs site, see Figure 3.2. Thus, we hypothesize that the key physical 
process responsible for the differential frost heave is water redistribution in the non-sorted 
circle due to heterogeneity in soil properties and in ground surface conditions, first of all in 
vegetation cover. In Figure 3.4, we show fundamental physical processes occurring in the 
non-sorted circle in the fall when it freezes. We describe nature of these processes and their 
implications to the observed values of the differential frost heave as follows.
When the ground surface temperature becomes lower than 0 °C water, trapped in soil 
pores starts to freeze, in Figure 3.4 the direction of the heat flux during freezing is shown 
by red dashed arrows. In several classical works, it was demonstrated that gradual freezing 
of water at sub-zero temperatures which takes place under temperature gradients create 
cryogenic suction inducing flow of water towards a freezing region along the temperature 
gradient (e.g., 0 ‘Neill and Miller, 1985). Since the circle lacks an organic layer, frost prop­
agates through it faster, causes stronger water migration into the circle, and consequently 
results in more intensive ice-lens formation, and results in more frost heave within the circle 
than in the inter-circle area. A secondary consequence of the heave is the reduced thickness 
of the snowpack above the circle compared to the inter-circle area (Figure 3.4). The het­
erogeneous snow distribution further enhances the thermal heterogeneity of the soil surface. 
An absence of a vegetation mat within the heaving areas in conjunction with difference in 
the snow thickness results in observed lower winter soil temperatures in the circle than in 
the inter-circle. The thermal difference between the circle and inter-circle areas affects cryo­
genic suction and drives water movement from the inter-circle to the circle (the direction 
of liquid water motion is shown by blue solid arrows). Reaching a freezing region, water 
forms ice lenses which exert uplifting forces causing deformation of the soil skeleton. We 
highlight directions of soil particle velocities by black dash-dotted arrows in Figure 3.4. In 
our model we exploit a simplest rheological model of the soil skeleton and assume that its 
deformations are well simulated by linear elasticity theory, in which the soil stiffness takes 
into account structural differences and lessened soil bonding caused by the ice lenses.
Besides the thermal differences which cause liquid water migration towards the circle, 
hydraulic properties of the soil also determine a water flux affecting the liquid water mi­
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gration. One of the key hydraulic parameters is the coefficient of hydraulic conductivity kh 
and its dependence on unfrozen water content for partially frozen ground. In this study we 
exploit parametrization of kh given by
kh =  A oC  (3.1)
where ko is the hydraulic conductivity of the thawed soil, 6W is the volumetric liquid water 
content and a G [3,9] (Konrad and Duquennoi, 1993). Analyzing this formula we conclude 
that the hydraulic conductivity kh increases with an increase of unfrozen water content 
6W, a function of both temperature and porosity. Another hydrological soil property that 
is important to sustain water migration is the availability of water inside the non-sorted 
circle or at its boundary. Note that from observations it is known that the higher values of 
frost heave have been measured at poorly drained sites. Therefore, lateral boundary con­
ditions play an important role in allowing water to migrate into the circle due to cryogenic 
suction and to create ice lenses. In our model, we simulate the non-sorted circles either 
as hydrologically open or closed systems by setting to zero either the pressure or water 
flux, respectively, on external boundaries. In the next section, we will briefly describe the 
general thermo-mechanical model of freezing soil. An interested reader can consult other 
works, where the theory is discussed in detail (Hartikainen and Mikkola, 1997; Mikkola and 
Hartikainen, 2001; Jussila, 2006).
3.4 Review of a general thermo-mechanical model of soil freezing
We consider a mixture of several constituents: water w, ice i and soil s particles occupying 
a region fIt in space at time t, see right plot in Figure 3.5. We assume that at each point of 
constituents coexist with each other and each of them occupies a part Vk, k e {w,i,  s} 
of a representative volume V  in fi*. We mark all quantities related to the fc-th constituent
with subscript k and denote by 6k the volume fraction satisfying 6kV =  14- Note that the
non-negative volume fractions also satisfy the saturation condition
+  ^  +  =  1, (3.2)
or equivalently rj +  6S =  1, where p =  6W +  &i is called the soil porosity. Assuming that all 
constituents are incompressible, the density pu is equal to pk6k, where Pu,=10002, /5j=900, 
and ps is a constant depending on the soil type.
2Units for all types of physical quantities are in the S.I. system of units, unless otherwise stated.
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Denoting by Vk the spatial velocity, we formulate mass conservation principles for water, 
ice and soil particles as follows
^ ■  +  V-(pwvw) = p ,  ^  +  V-(PiVi) =  -p ,  ^  +  V-(psvs) =  0, (3.3)
where p is the rate of mass exchange between liquid water and ice. Note that the quantity p 
is not zero only during freezing or thawing, when phase change between water and ice occurs. 
Taking into account that soil particles and ice move with the same velocity Vi =  vs =  v, 
we combine equations in (3.3) to derive
V • (0w(vw - v ) ) + V - v  =  —7 -3 -, 7  =  1 - “ - (3.4)
Pi Pw
One of the variables in the water mass conservation laws (3.4) is v, which can be calculated 
taking into account soil rheology. Since the ground heaves slowly with ||v||<Cl, the velocity 
v can be approximated by v =  J\u, where u  is the displacement of soil particles, satisfying 
a quasi-static linear momentum conservation principle
V • cr =  0, a =  a  — I P  (3.5)
where er is the total stress tensor, a  is the effective stress tensor, P  is the pore pressure, 
and I  stands for the identity second order tensors. Assuming that the soil is isotropic and 
undergoes small deformations, we approximate the effective stress tensor a  as follows 
E  / v , , . , s „  1a _ _ _ ( e +  ^  ^ tr(e )l), tr(e) =  V • « ,  e =  -  (Vu +  (V u)*), (3.6)
where e is the strain tensor, E  and v are the Young’s modulus and Poisson’s ratio of the 
soil, respectively. Here, the symbol t denotes the transpose operator.
Pore pressure P  is defined in (Mikkola and Hartikainen, 2001) as
p =  E  p*’ (3 J )
where pk is the thermodynamics pressure defined accordingly to
Pk-B k  E
j£{w,i,s}
where tpk is the Heinlhotz free energy (Landau and Lifshitz, 1984). Considering a certain 
ansatz for the Hemlhotz free energy it is possible to derive that
r LT d f  i
pi. =  e * [ p « . j r W k +  p \, (3-8)
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where p can be considered as hydrostatic type of pressure, T  is the soil temperature, To is 
the temperature of water fusion and is 273.15 K , L is the latent heat of fusion, and /  is 
a certain function of volume fractions described later in the chapter. A detailed discussion 
regarding the physical meanings of commonly occurring pressure terms pk,p can be found 
in (Bennethum and Weinstein, 2004). Let us note that from a physical point of view the 
hydrostatic pressure p means restriction (3.2) of interpenetration of the constituents through 
each other (Fremond and Mikkola, 1991). Also, we emphasize that from (3.8) it is possible 
to derive a well-known relationship
for a binary model consisting of liquid and solid. The right hand side can be interpreted as 
the surface tension of water in the pores.
The expression for the function /  is based on the following arguments. Inside a pore, 
water is bound to the soil particles with the strength decreasing with distance from the 
pore wall. In terms of energy, it is possible to state that the energy of water decreases with 
distance from the soil particle (Hobbs, 1974; Tsytovich, 1975), or equivalently the more 
strongly bound water requires a lower temperature to freeze it. Therefore, freezing begins 
in the middle of the pore where the water is less bound and advances towards the pore 
walls while the temperature decreases. From private communications with J. Hartikainen 
and from Mikkola and Hartikainen (2001), the general shape of the function /  should 
fulfill the following requirements: /  increases as $w decreases and goes to infinity as 9W 
approaches zero. This implies that a certain layer of the adsorbed water remains unfrozen 
for all temperatures. In the work (Mikkola and Hartikainen, 2001), the function /  is given
where the constant a can be determined by the Clapeyron relations. In the case of \T—Tq\ <C 
Tq, the Clapeyron relation is given by
where Cw and Ct are the specific heat capacity of water and ice, respectively. This equation 
gives the relationship between the temperature T, the pressure p, the porosity n, and the 
relative water content x- Formula (3.10) can also be used for experimental verification of 
the function /  (Hartikainen and Mikkola, 1997).
phl_ p± ==
ew es pwT0 lddw doar
by
(3.9)
[L +  (G , -  f t )  (T -  T„)] +  ^  ( ;  +  x g ) , (3.10)
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Returning to the mass conservation principle for water (3.4), we express the velocity of 
water relative to soil particles by the generalized Darcy’s law:
ew{vw- v ) ^ - ^ h ( pf ) + p w~ v f ) ,
QPw '  ^  &W'  1-0 '
or
M ^ _ „ ) =  _ A ; ( v p  +  4  ^ l ( v ( 9 „ ! | 7 )  +  7 ) v / ) ,  (3.11)
where g is the gravitational acceleration, and the quantity T  is a water flux due to the matric 
potential described in (Huyghe et al, 2004). Note, in Terzaghi’s consolidation theory the 
matric potential tF is not considered. The quantity IF vanishes in a homogeneous medium 
where variations in 9W are small and the pore structure is coarse. However, near the 
0 °C isoline where freezing occurs there is a large gradient of liquid water content 9W, and 
consequently the value of T  has to be taken into account.
Since the flux T  depends on temperature, we consider the energy conservation principle 
for the entire mixture
BT
Lp +  C - ^  =  V \\V T ). (3.12)
Here, C  is the volumetric heat capacity, A is the thermal conductivity, and the quantity p 
is calculated by exploiting the second and third equations in (3.3):
/3 =  f t ( ^ - V - ( (  l - 6 w)v ) ) .  (3.13)
Note that for unfrozen soil $w is equal to rj, whereas for partially frozen ground 9W < rj 
and is given by the unfrozen water content curve. This curve specifies the temperature 
dependence of 6W in partially frozen ground.
3.5 System of governing equations, parametrization of soil properties and 
boundary conditions
In this section, we derive a system of governing equations, which is solved by the finite 
element method (Zienkiewicz and Taylor, 1989) in a certain domain. Since a non-sorted
circle has an axial symmetry, we solve the governing equations in a 2-E> domain, shown in
the left plot in Figure 3.5. It is the radial cross-section of non-sorted circle from circle’s 
axis of rotation OO1 to a lateral boundary AB  located in the inter-circle. The circle does 
not have organically enriched soil and consists of only mineral soil that is marked by 1. To 
describe soil structure in the inter-circle, we mark an organically enriched layer by number 
2, and the mineral soil below it by 3.
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We exploit the heat equation (3.12), mass exchange relationship (3.13) and 0W =  6W(T, rj) 
to obtain an equivalent form of the heat equation:
+ * * ( £ £  -  % - ' ) % )  =  v ' + « i V  ■ <“ £ > •  <»■“ >
where a =  rj — 9W is non zero only for partially frozen soil. Introducing (3 =  — 1, we
substitute terms in the mass conservation principle (3.4) by expressions given in (3.11) and 
(3.13) to obtain an equation with respect to pore pressure p:
The above equation is supplemented by an equation
V • & =  VP, (3.16)
which relates the hydrostatic pressure p and deformation u. Note that the equation pair 
(3.15-3.16) is commonly occurring in quasi-static poroelasticity theory. Finally, we include 
the mass conservation principle for the soil skeleton
£ - V . « l - , ) £ ) =  o <3,7,
with respect to soil porosity 77= 1—9S in order to close the above system of equations.
Depending on the choice of parameters A, kh, a, E, and C  in (3.15-3.17), it is possible to 
simulate freezing of various types of soil. However, since we are interested in the modeling 
of non-sorted circles, we provide typical values of these parameters listed in Table 3.1 for 
sites along the Dalton Highway, Alaska. Besides the typical values, it is also important how 
these parameters are parameterized. In equation (3.14), the thermal conductivity A and 
the volumetric heat capacity C  are expressed according to de Vries (1963):
C =  psCs +  pwCw +  piCi, A — A®'\B- \ f ,
where Ck and A^  are the specific heat capacities and thermal conductivities, respectively. 
With respect to the rhcological properties E  and v, we assume that the soil is consolidated, 
and hence the Young’s modulus E  for soil compression is twice as large as for its tension. 
Also, since area 3 has fewer ice lenses than areas 1 and 2, area 3 is more structurally solid 
and has a larger value of Young’s modulus E. To find the value of the constant a in (3.9), 
we exploit the Clayperon equation (3.10) to express 9W as a function of temperature and fit 
it to the measured unfrozen water content, see the left plot in Figure 3.6.
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In order to solve the above system (3.15-3.17) of partial differential equations, it usually 
has to be supplemented by certain boundary conditions specified at the ground surface, some 
depth, and at lateral boundaries of the non-sorted circle. Before describing the boundary 
conditions, we recall that a single non-sorted circle is an axisymmetrical cylindrical object. 
Therefore, in order to reduce computational time, we model frost-heave dynamics in a 2-D 
domain with the axial symmetry. In Figure 3.5, right plot, we show a 2-D computational 
domain Clt associated with non-sorted circle and with an axis of rotation marked by 0 0 '.  We 
formulate the boundary conditions with respect to pressure, temperature, and soil particle 
displacement on the axis OO ' , the ground surface chlas, at the lateral boundary AB  and at 
some depth OA as follows.
First, we consider boundary conditions with respect to temperature T. We assume that 
the lateral boundary AB  is located far away from the circle, and there is no lateral heat 
flow, i.e. ia(AVT)=0, where u is the outward normal vector to the boundary. At the axis 
of rotation OO' due to symmetry principle, we impose no heat flux boundary conditions. 
At the ground surface d£las and some depth OA the temperature is set according to its 
measured values. Our field observations reveal that the ground surface temperatures in a 
circle and the surrounding it inter-circle are almost constant in spatial directions. However, 
during freezing there is a notable jump in temperatures at the border between the circle 
and the inter-circle. Thus, we specify the ground surface temperature at inter-circle and 
circle by T “ ^®ce(f), and T%^rJ~cf rde(t), respectively. These temperatures were measured 
at 0.01 meter depth below the surface of mineral soil in the circle, and 0.01 meters below the 
surface of organic layer in the inter-circle. In Figure 3.6, we plot temperature dynamics of 
Tmrface(x > <) and T % $ ^ rde{t). Note that the temperature is typically colder
than T™^ J~c™rde(t) , since the circle has a thinner snow cover and no insulative vegetation 
comparing to the inter-circle.
Second, we specify boundary conditions with respect to pressure p. Below, in Section 
3.8, we show that this boundary conditions plays a decisive role in determining frost heave 
dynamics. Two standard boundary conditions for the pressure p are the Neumann, v-V p=0, 
and the Dirichlet, p = 0, boundary conditions. It is possible to check that if u-Vp=0 and 
i/-VT=0 are simultaneously specified on the boundary, then this boundary is water im­
permeable, and the condition u ■ 9w(v — holds. On other hand p—0 models water
permeable boundary but also leads to an additional force term into total stresses cr on the 
boundary and consequent soil deformations. The pore pressure boundary condition P=0
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would be more realistic than p=0, but its implementation would require certain difficulties. 
Since we are interested in modeling the differential frost heave between the circle and inter­
circle, we impose the lateral boundary condition on AB  that is “far away” from the circle,
i.e. all disturbances caused by p =  0 on the lateral boundary would not affect the solution 
in the circle.
For example, if liquid water is abundant in the area surrounding the non-sorted circle and 
it can flow into the non-sorted circle, then we model water-permeable boundary conditions 
by setting p=0 on the lateral boundary AB. However, if additional water is scarce or not 
available, and a flow of water into the non-sorted circle is negligibly small, then the water 
impermeable boundary condition u ■ 9w(v — vw)=0  on AB  is modeled by setting iz*Vp=0 
on AB. We note that ia(AVT)=0 is always set on AB  because there is no heat flux across 
the lateral boundary. Thus, we define a system to be open if p=0 is set on AB, and closed 
if v ■ 9w(v — vw)—-0 is modeled on AB. On the axis OO' and OA we set no water flux 
boundary conditions. At the surface dflas, we assume that water can flow in and out of the 
domain ilt, i.e. p=0 on dflas.
Third, we describe boundary conditions with respect to displacement of soil particles. 
Since there are no physical loads applied to the ground surface and it can move freely, we 
set <7*17=0 on dflas. On the lateral boundary AB, far away from the circle, we assume 
that the soil particles can move freely in vertical direction, but not in the horizontal one. 
Therefore, ur—0, (a-u) z—() is set on AB. Due to symmetry we impose the same boundary 
condition on the axis of rotation OO': i.e. ur—0, (<t-iz)^=0. Note that since the segment 
OA is located in permafrost, no soil motion can occur, and hence u —0. We summarize all 
boundary conditions in Table 3.2.
3.6 Finite element formulation and the fictitious domain method
At any time t, the mixture of water and soil particles occupying a domain fit undergoes 
deformation, which leads to dynamic geometry of IV  One of the techniques to solve the 
system of equations (3.15-3.17) in the changing-in-time domain f It is to implement the 
fictitious domain method (Glowinski et al., 1994). Following this ideology, we embed fit 
into a larger fixed-in-time rectangle domain fl (Buzbee et al., 1971), area 0 0 "C A  in Figure
3.5, right plot. A supplement of fit in fl is called the fictitious domain Da=f2\D<. From 
the physical point of view fla is related to air which is being displaced by heaving ground. 
Note that as the soil surface heaves, some fixed points in initially representing air are
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to be associated with soil Q f Therefore, the initial height of Cla has to be taller than 
the maximum displacement of the ground surface <9flas relative to its position prior to 
any heaving. An advantage of implementing the fictitious domain method is that the time 
consuming triangulation of £1 into triangles {DC} is completed only once. A second advantage 
is that we solve the same set of equations (3.14-3.17) in both domains Qt and Cla.
We implement a standard finite element method (Zienkiewicz and Taylor, 1989) and 
partition the domain fl into regular non-overlapping triangles {DC} with vertices at 
We consider piece-wise linear continuous functions {pi{x) '■ such that ipi(x
and <pi(x) is linear on each triangular. We expand physical variables T, p, 0S 
and u  in a basis of { p i } ’.
m
T(x,t) «  ^ x <e £1, t >  0, (3.18)
i=1
where fP is one of the physical variables, and 3} is the value of T at the ith node associated 
with Xi. Therefore the system of equation (3.14-3.17) can be discretized to form the following 
non-linear system of differential equations
M (X (*)) =  K (X (i))  X (t) +  F(t), X(0) =  X 0 (3.19)
where M  and K are sparse non-singular matrices, and X  is a vector containing values of 
all physical variables at all nodes. To solve the system in (3.19) we utilize an implicit time 
scheme and Picard iterations (Samarskii and Vabishchevich, 1996)
M (Xn+1) ( x n+1 )  = A t n(K (X n+1)X n+1+ F (X n+1) ) ,  X „  =  X (t„), (3.20)
where tn is the time at the nth time step, and A tn =  tn+i — tn is the time increment. 
Given X n, we solve the non-linear equation (3.20) with respect to X n+i by iterations s =  
0 ,1 ,. . . ,  so- The iterations are started by the initial guess X °+1 =  X n and are terminated 
at so when certain convergence criteria are met. The previous approximation X *+1 is used 
to compute the consecutive one X®+* as follows. The value of X^+1 is used to evaluate 
the matrices K (X *+1) and M(X®+1) and the vector F (X *+1), which are then utilized to 
compute the solution X ® ^ of
M (X *+1)(x*+\ -  X n)  =  Atn(K (X ^ +1) X ^ 1 +  F (X *+1))
at s +  1 iteration. At each iteration the convergence criteria max* j — T£+1;i| < ei and
maxj | | j  -  u sn+1 J  < £2, is checked, where eq, 62> 0 . If it holds, iteration is terminated
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at so =  s«+i. If the number of iterations exceeds a certain number then the time increment 
A tn is halved. The convergence criteria is always reached if the time increment A tn is small 
enough (Samarskii and Vabishchevich, 1996).
Since the domain fIt is embedded into a larger domain Q, we are not able to set boundary 
conditions on dQas directly, since it is immersed in Q. In the framework of the fictitious 
domain method, one of the ways to resolve this problem is given as follows (Buzbee et al., 
1971; Astrakhantcev, 1978; Marchuk et al., 1986). First, we set certain boundary conditions 
on dQ,a and then specify coefficients in (3.14-3.16) such that we have the conditions, listed 
in Table 3.2 on the surface dQ.as-
We deal with setting T —TBurf ace on dClas as follows. Note that the thermal conductivity 
A is a positive scalar. Generally, however, it can be any positive definite matrix. Therefore, 
in order to set T=Tsurf ace on dflas, we impose T=Tsurf ace on the boundary 0 "C  (Figure
3.5, right) and set L=0, A=diag(Ax, Ay) in f la, where 0 < \x <C 1 and 1 «  As (Saulev, 
1963; Kuznetsov, 2000; Sergueev et al., 2003). Equivalent to setting the temperature on 
the ground surface dQ,as, we restrict the pressure p=0 on di~las by letting Pi=pw, L= 0 and 
in Qa, and putting p=0 on segments OO", OnC  and CB. Modeling a  u= 0 on dilas 
is done similarly to an approach described in Ramiere et al. (2005) by imposing the traction 
free boundary conditions cr u = 0 on dQ.f, a small Young’s modulus 0 < F < 1  and zeroing out 
the internal body forces in the fictitious domain fla.
Finally, we consider the continuity equation (3.17). Since there are no internal body 
forces in Qa and er-i'—O is on dila and dQ,as, a = 0 holds in Sla. Therefore, V • u=Q is in 
fla- Taking a time derivative, we obtain V • u=0, and hence the mass continuity equation 
(3.17) becomes an advection equation in Qa:
Note that during freezing, the ground heaves and v  v  > 0, where u  is an outward normal 
vector to Of on the surface dQas- Therefore, the characteristics defined by v  point outside 
the domain fIt, and hence 6S in £ls does not depend on 0S in i1a.
3.7 Hydraulically closed system, no suction
In this and the following sections, we analyze the model both quantitatively and qualita­
tively. Since dependence of the frost heave dynamics on thermal, hydraulic and rheological 
properties and boundary conditions is rather complicated, we consider several particular 
cases. In this section, we model frost heave of soils in which migration of water towards
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the freezing region is not considered, or T  =  0. With this condition, the system (3.15-3.16) 
becomes
From the physical point of view, the left hand side of the first equation describes the rate 
of water volume change during freezing or thawing. For example, during freezing water 
expands and “some material is being injected” into the soil skeleton, which results in the 
pressure increase and in consequent ground heaving. The opposite is also true. During 
thawing, ice melts and consequently “some volume is being removed” from the soil, and 
hence the pressure decreases. Recall that for hydrologically closed systems, the mass of water 
in the non-sorted circle is conserved by modeling u-0w(v — vw) = 0 on the external boundary 
A B .  Hence, the maximum frost heave is equal to the total volume of the “injected” material 
which is the difference between the final ice volume and the initial liquid water volume. Since 
during freezing water expands by 7 = 1—pi/pw, or 9%, it is possible to verify whether the 
model conserves the total water mass. We check that the maximum frost heave is equal to 
7 V0, where Vo is the volume of liquid water that became frozen at the end of simulation. 
To verify the model quantitatively, we consider the following four cases. In these case 
studies, we investigate how various soil properties affect redistribution of water resulting 
in the differential frost heave. Note that in all cases, the initial and boundary conditions 
('T s u r f a c e  =  > a n d  v  ■ Q w ( v  -  vw)=Q on A B )  are the same, but soil properties in
regions 1, 2 and 3 can be different.
Case 1: Homogeneous soil. We model one-dimensional freezing of a homogeneous 
soil which was initially thawed up to D —0.5 meters depth. In this case, the thermal con­
ductivities of frozen and thawed soil is 1.1 and 1.55, respectively; the hydraulic conductivity 
ko for thawed soil is 10~8, the coefficient a  determining the hydraulic conductivity for par­
tially frozen soil is 5, Young’s modulus is ,E=2-106 and the parameter a determining the 
unfrozen water content is 10-4 . Note that existence of the unfrozen water content leads to 
non-zero water flux T . which was forcefully set to zero in the numerical program. From the 
physical point of view, this setting of parameters means that unfrozen water can exist in 
the soil pores, but the water migration is only due to non-zero gradient in the pressure p. 
Note that as soon as temperature becomes lower than the freezing point, ice appears, the 
volume occupied by water enlarges, and hence the pressure increases and exerts force onto 
the soil skeleton. Figure 3.7 shows a snap shot of temperature, pressure and soil porosity 
at the 15th day after the beginning of freezing. The middle plot shows a region between
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0.05 and 0.5 meters with the positive pressure increase. Note that in the region below 0.5 
meters, the temperature increases, and as a result soil partially thaws, causing the decrease 
in the volume occupied by water, and consequently appearance of the region with negative 
pressure. The right plot in Figure 3.7 shows the snap shot of soil porosity, which depicts an 
increase in the initial porosity of 0.35 in the region where water freezes and a corresponding 
decrease where ice melts.
Since the system is hydraulically closed, the maximum frost heave is equal to
n0(l -  ^ -)D , (3.22)
Pw
where no is the soil porosity at the beginning of computations. The maximum frost heave 
is shown in Figure 3.8, left plot. For the homogeneous soil, the frost heave is uniform and 
is approximately equal to 1.44 • 10“"2 meters, whereas the frost heave predicted by (3.22) is
0.55 • 0.35 • 0.09«1.73 • 10” 2 meters. Note that the estimate (3.22) considers that all water 
freezes in frozen ground. Hence the difference between the predicted and simulated frost 
heave is due to unfrozen water in frozen soil, and is partially due to numerical errors.
Case 2: Heterogeneous rheological properties. We model soil that has lenticular 
structure in regions 1 and 2; the value of Young’s modulus E  in domain 3 is larger that in 
domains 1 and 2, i.e. in the region 3, £ ’=2-107. Different values of the Young’s modulus 
cause water to flow from more stiff material in region 3 towards the less stiff one in the 
center. Note that the average value of the frost heave in this case is 1.49- 1CT2 meters which 
is approximately the same value as for the homogeneous case, see Figure 3.8.
Case 3: Heterogeneous rheological and thermal properties. We modify the 
second case by decreasing the thermal conductivity for the organic layer, regions 2, to 1.1. 
Distinct values of the thermal conductivity do not produce the differential frost heave with 
respect to the previous run. The average value of the frost heave is approximately 1.44 -10~2 
meters, which is in agreement with predictions calculated by (3.22).
Case 4: Heterogeneous rheological, thermal and hydraulic properties. We 
further modified the third case. We decrease the parameter a to 10~5 in region 2, to 
simulate the realistic dependence of the unfrozen water content on temperature of the 
organic layer. This case shows that the differential frost heave is more pronounced than in 
all previous runs, and there is more significant redistribution of water during freezing. The 
redistribution of water is related to the dependence of the hydraulic conductivity on the 
unfrozen water content. In the mineral soil (regions 1 and 3), the unfrozen water content is 
parameterized by a=10~4, whereas in the organic soil layer a=10'“ 5. Considering that a = 5
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in (3.1), we have that for temperature —2 °C the hydraulic conductivity in the inter-circle 
is more than 100 times less than in the circle. Therefore, during freezing, the migration 
of water through the organic layer is less than through the mineral soil, and the excessive 
pressure increases in the region below the organic layer forces water into the circle. This 
produces larger values of differential frost heave. Nevertheless, the average value of the frost 
heave for the entire domain is still only 1.49 • 10~2 meters in this simulation.
Note that on average the maximum frost heave for the entire non-sorted circle during 
all four simulations is the same (±0.1 • 10~2meters), and the computed differential heave 
is due to water redistribution only. We emphasize that the difference in Young’s modulus 
and unfrozen water content in the circle and inter-circle produce the computed differential 
frost heave. However, its average value is usually less than observed in the field. This is 
due to two factors: in these simulations, the external boundary was assumed to be water 
impermeable; migration caused by cryogenic suction of liquid water to the freezing front 
was absent in the model so far.
3.8 Hydraulically open and closed system
In nature, we observe that the maximum frost heave is larger at sites where near-surface 
ground water is abundant ( Walker et al., 2004). To explain this phenomena, we show that 
liquid water migration towards the partially frozen region as well as the unlimited water 
supply are both essential to simulate the observed frost heave. In total, we model four 
different cases associated with one of the following combinations of the boundary conditions 
(P=0, or v  • 9w(v -  vw)=0 ) on the external boundary and the cryogenic suction (p y o , or 
J-=0). Recall that the pressure boundary condition P  =  0 on the external boundary models 
flow of water in and out of the non-sorted circle, and hence the system is called hydrologically 
open. The condition P —0 is approximated by setting p =  0 despite of possible artificial 
deformation of soil near AB  that is far from the circle. Similarly, the boundary condition 
v  ■ 9w(v — vw)=0  defines the hydrologically closed system.
We recall the last case in the previous section, i.e. Closed system with no suction 
and the heterogeneous rheological, thermal and hydrological soil properties. In this case, 
the computed differential frost heave is 0.03 meters at the center of the circle and less than
0.01 meters in the inter-circle, see left plot in Figure 3.8. However, if the boundary condition 
with respect to pressure on the external boundary is changed to model water flow through 
the boundary, or p= 0, we model the hydraulically open system with no suction.
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Case 1: Open system with no suction. In Figure 3.9, left plot shows the computed 
maximum frost heave in this case. Note that the maximum frost heave of the hydraulically 
open system is smaller than the one of the closed system, since positive pressure in 
pushes water outside through dQ,t on which p—0 is modeled. These numerical experiments 
show that presence of a water supply at the boundary of the non-sorted circle cannot alone 
explain the observed values of frost heave (see Figure 3.2).
Case 2: Closed system with suction. Due to presence of the cryogenic suction T'y^ O, 
there is an induced flow of liquid water from the thawed region to the partially frozen zone. 
This causes water to move from the thawed region into the partially frozen one. As a result, 
the pressure p in the thawed region decreases, see Figure 3.10. In the hydraulically closed 
system without internal sources of water, the boundaries are not water permeable, and 
hence no additional water can appear in the non-sorted circle. Consequently, the pressure 
can decrease indefinitely (see Figure 3.10, the left plot).
Case 3: Open system with suction. In the hydraulically open systems with suction, 
the cryogenic suction creates similar effects as in the closed systems. Namely, it forces 
the flow of water and creates a low pressure zone in the thawed region. However, unlike 
the closed systems, the pressure on the external boundary is fixed p= 0 and water can 
flow through the boundary and supply cryogenic suction forces with water in order to 
compensate deficiency in water volume and associated with it negative pressure. Therefore, 
in the hydraulically open systems, the pressure in the thawed region is slightly negative 
compared to the closed systems, see Figure 3.10, right plot. From the right plot in Figure 
3.11, we observe that the positive pressure increase exists in the partially frozen region and 
it creates the uplifting forces which produce the frost heave.
In this section, we have analyzed the model (3.14-3.17) and conclude that the cryogenic 
suction forces create water flow and also produces low pressure zones in thawed soil. How­
ever, the pressure dynamics and hence the uplifting forces strongly depend on the pressure 
boundary condition. The model shows that it qualitatively captures and predicts commonly 
occurring physical behavior of both hydraulically closed and open systems. In the next sec­
tion, we analyze the model quantitatively, using some observations and measurements from 
a study site at the Franklin Bluff's, Alaska.
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3.9 Modeling frost heave of a non-sorted circle at the Franklin Bluffs site
In this section we apply the general model given by (3.14-3.17) to a non-sorted circle lo­
cated at the Franklin Bluff site on the Dalton Highway in Alaska. The non-sorted circle 
is approximately 0.6 meter in radius and is developed in water logged non-acidic tundra. 
In the inter-circle, the organic layer is 0.2 meter in depth ( Walker et al., 2004; Michaelson 
et al., 2007). An array of sensors measuring temperature and moisture dynamics in time are 
installed at several depths and at several locations across the non-sorted circle. However, 
since the measured surface temperature rapidly fluctuates, we compute its 5-day running 
average shown in the right plot in Figure 3.6 and use it as the upper boundary condition 
for temperature.
Values of the parameter a that determines the unfrozen liquid water content for mineral 
and organically enriched soil are found by fitting 9W expressed from (3.10) to the measured 
liquid water content at 0.35 meter depth in the circle and 0.15 meter depth in the inter­
circle, respectively. Thermal conductivities for the frozen mineral and organically enriched 
soil are set to be 1.9 and 0.9, respectively. The Young’s modulus E  for the mineral soil inside 
and outside the circle is 2 • 106 and 20 • 106, respectively, which are typical values for weakly 
consolidated and consolidated silt-clay mixture. Since the non-sorted circle is located in 
water logged area we model it as a hydraulically open system. Initial soil temperature 
distribution with depth was approximated by measured temperature on 09/12/2002, and 
the soil porosity was set to be 0.35. On this day the active-layer depths in the center of the 
non-sorted circle and in the surrounding tundra were 0.8 and 0.6 meter, respectively.
We simulated the soil freezing from 09/12/2002 through 12/18/2002, when the temper­
ature in the non-sorted circle became less than —5 °C. The calculated liquid-water content 
at 0.35 meter depth in the circle and 0.15 meter depth in the inter-circle are compared 
to the measured data (see Figure 3.12). The difference in timing of the modeled and ob­
served freeze-up at each shown depth is less than 3 days. We also compare the calculated 
temperature dynamics to the measured one (see Figure 3.13). In general, the discrepancy 
between the measured and computed temperature at the depth of 0.35 meters in the circle 
is less than 1 °C. However, since we utilized the smoothed surface temperature (the right 
plot in Figure 3.6) to force the model, we cannot resolve some details in the measured soil 
temperature dynamics as for example around 11/20/2002.
In addition to comparing the measured and computed soil temperatures, we show the 
calculated pressure p dynamics at the same point, i.e. at the depth of 0.35 meters. Note
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that initially when the ground surface temperature was above 0 °C, the pressure p was zero 
(we assume there is no gravity and the pressure on the lateral boundary is zero). However, 
as soon as ground freezing begins, the cryogenic suction starts to force water migration from 
a still unfrozen part of the active layer to the partially frozen one. Therefore, the pressure 
lowers in the entire thawed part of the active layer; the pressure dynamics have slightly 
negative values of p at this time which can be observed in the left plot in Figure 3.13. 
When the freezing front reaches the depth/region at which the pressure and temperature 
dynamics are shown (0.35 meters), the cryogenic suction starts to force water migration 
into this still partially frozen region. Soil porosity consecutively increases, see the right 
plot in Figure 3.13. Due to increase of the water mass, and due to its expansion while 
freezing the pressure p continues to increase, see the left plot in Figure 3.13. Note that the 
increased porosity is associated with formation of ice lenses and development of the frost 
heave (the small decrease in soil porosity is due to numerical regularization of the soil mass 
conservation principle). Value of the computed frost heave in the center of the non-sorted 
circle is approximately 0.18 meters whereas in the inter-circle it is 0.045 meters. These 
computed values are in a good agreement with field observations, see Figure 3.2.
In this section, we demonstrated that it is possible to simulate frost heave dynamics of 
a single non-sorted circle and obtain results which are in agreement with observations. In 
the next section, we analyze sensitivity of the model with respect to parametrization of soil 
properties.
3.10 Sensitivity analysis
From numerical experiments, we note that the frost heave dynamics primarily depend on 
several soil properties listed in Table 3.3. In this section, we present the results obtained 
from sensitivity study of the frost heave with respect to values of parameters specifying soil 
properties. We define the calculated frost heave at the Franklin Bluffs site as a reference 
point against which we compare a series of numerical experiments. In these experiments 
we modify thermal and hydraulic properties, and also dimensions of the non-sorted circle. 
In all plots the frost heave associated with the reference case, i.e. the Franklin Bluffs site, 
is marked by black line with circle symbols.
In the first series of experiments, we analyze dependence of the frost heave on paramet­
rization of the unfrozen water content on temperature for the mineral soil. We consider 
several values of the coefficient a associated with high, medium and low unfrozen water
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content in the soil. Note that parametrization of unfrozen water content depends on miner­
alogy, solute concentration, texture and other factors. For example, the high unfrozen water 
content is associated with fine-grained ground material and is modeled by large values of a, 
see the right plot in Figure 3.14. For coarse-grained materials, such as sand, the unfrozen 
water content sharply depends on temperature near 0 °C, see plots associated with small 
values of a. For each shown parametrization, we simulate freezing of the non-sorted circle 
and compute the maximum frost heave (see the left plot in Figure 3.14). In these numeri­
cal experiments all model parameters except for the parametrization of the unfrozen water 
content were fixed and equal to the values related to the Franklin Bluffs site.
From the computed results we observe that the largest frost heave occurs, when the 
soil has the high unfrozen water content. This effect has the following explanation. Hy­
draulic conductivity kh of the partially frozen soil increases, if the unfrozen water content 
6W becomes higher, and hence more water migrates through the partially frozen region 
due to cryogenic suction flow T  (non-linearly dependent on 9W) and forms ice lenses. The 
above-mentioned dependence of the frost heave on unfrozen water content is commonly ob­
served in nature, i.e. the sand and gravel are not frost-heave susceptible soils, whereas silt 
is. Note that clays which have even higher unfrozen water content but have low hydraulic 
conductivity and typically are not capable of developing significant frost heave.
In the second series of experiments, we investigate dependence of the maximum frost 
heave on parametrization of hydraulic conductivity kh for the partially frozen ground. One 
of the typically unknown parameters is the quantity a that determines dependence of the 
coefficient kh on the unfrozen liquid water content in (3.1). Large values of a correspond to 
small values of kh, and otherwise. Figure 3.15 shows the computed maximum frost heave 
for several values of a. As in the previous experiment, we observe that the frost heave is 
higher when the value of kh is larger which corresponds to smaller values of a. As in the 
first series of experiments, we observed that the frost heave sharply depends on the soil 
hydraulic properties. We note that the frost heave does not significantly depend on values 
of the thermal conductivity of mineral soil, as it was shown in Section 3.7 in the third case.
In our field experiments, we observe that at several sites circles have a thin horizon 
of the organic soil. From the physical point of view, this layer represents an additional 
thermal resistance and changes mean temperatures in the soil. Therefore, in the third 
series of experiment, we analyze dependence of the maximum frost heave on presence of 
organically enriched soil in the non-sorted circles. We consider several configurations of
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organic layers varying in their thicknesses. We additionally place on top of the non-sorted 
circle an organic layer which uniformly covers the circle and inter-circle. The soil thermal, 
hydraulic and rheological properties of this additional layer are identical to the properties 
of the original organically enriched soil in the inter-circle for the Franklin Bluffs site. Note 
that an increase in insulation layer causes a decrease in the active-layer thickness. From 
our field studies, we observed that each additional 0.02-0.03 meters of the organic material 
results in 0.04-0.05 meter decrease of the active layer. In the left plot in Figure 3.16, we 
show the maximum frost heave developed for various thicknesses of the additional organic 
layer. We emphasize that observed results are in agreement with observations at non-sorted 
circles along the Dalton highway in Alaska. For example, the scarcely vegetated circles at 
the Franklin Bluff area heave by 0.15-0.20 meters, whereas moderately vegetated circles 
at the Happy Valley site develop only 0.07-0.10 meters of heave during winter. Also, field 
experiments (Kade et al, 2005, 2006; Kade and Walker, 2007) at Sagwon Bluffs involved 
both the removal and addition of vegetation on non-sorted circles. The removal of vegetation 
at this location resulted in a 1.4 °C increase in mean summer soil temperature compared to 
control, and a 6% increase in the depth of the thaw layer, and a 26% increase in frost heave. 
The addition of a 0.1 meter thick moss layer results in the opposite effect, a 2.8 °C decrease 
in the mean summer soil surface temperature, a 15% reduction in the thaw layer, and a 52% 
decrease in heave. Despite the fact that the numerical model is focused on non-sorted circles 
at the Franklin Bluffs site and the field experiments were conducted at the Sagwon Bluffs 
site (these sites are only 30 kilometers apart and have similar soil and climate conditions), 
results from these studies show qualitative agreement, and similar quantitative behavior of 
frost heave reduction.
In the fourth series of experiments, we investigate sensitivity of frost heave on the 
radius of the non-sorted circles. We calculate the frost heave for circles which have 0.1,
0.2, 0.3,... ,1.0 meter radius. Our calculations support observations which reveal that small 
scale non-sorted circles heave less comparing to the large diameter ones. The maximum 
computed frost heave is for circles with the radius of 0.6 meters, see the right plot in Figure 
3.16. For circles with the radius larger than 0.6 meters, the maximum frost heave slightly 
decreases since liquid water has to migrate to the center of the non-sorted circle longer 
from the lateral boundary where water is abundant. Smaller values of the frost heave, 
that are computed in the center of the non-sorted circle with a large radius, can promote 
development of live vegetation.
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3.11 Conclusions
We present a numerical thermo-mechanical model of differential frost heave with special 
emphasis on simulating biocomplexity of non-sorted circle ecosystems. Unlike other models 
that study 1-D ice lens formation, we consider the 2-D effects of soil freezing. Heterogeneity 
in soil properties and surface conditions result in a differential frost penetration and 2-D 
temperature fields. Therefore, the cryogenic suction results in horizontal water redistri­
bution between inter-circle and circle areas. Despite the simplicity (no diffusion of salts, 
simplified rheology) the model captures and successfully simulates temperature and water 
dynamics in soil. Also, the model satisfactorily simulates the ground surface motion in 
relation to frost heave and explains the dependence of the amount of frost heave on specific 
environmental properties of this ecosystem.
The model was tested using observational data obtained from several sites within the 
Permafrost \ Ecological North American Arctic Transect. We obtained a good comparison 
between simulated and observed dynamics of physical processes in the non-sorted circle 
at the Franklin Bluffs. The model also qualitatively represents “non-heaving” non-sorted 
circles at the Howe Island site.
The simulated frost heave is sensitive to hydrological soil properties, and to change in 
the vegetative insulation layer within the circle and inter-circle areas. The results of our 
sensitivity analysis with respect to addition/removal of vegetation layer to/from the surface 
of a circle are well correlated with field observations, where a layer of organic material 
was either added or removed to the non-sorted circle. The performed sensitivity analysis 
provides deeper understanding of functioning of the non-sorted circle as an ecosystem.
Based on results from the sensitivity analysis, we conclude that the most active devel­
opment of differential frost heave takes place for non-sorted circles within waterlogged area 
with strong upper-soil-layer heterogeneity caused by living vegetation. The most important 
driver of the non-sorted circle ecosystem is the presence of vegetation that, over a significant 
time, changes the soil mineralogy and thermal and hydrological soil properties, thus chang­
ing the amount of differential frost heave and reducing or enhancing all bio-geophysical 
processes responsible for the formation and evolution of the non-sorted circles.
Testing of our numerical model provides an assurance that this model can be used 
to study the impact of changes in major natural geophysical and biological drivers on 
specific properties and dynamics of the non-sorted circles in different ecological systems. 
The presented model provides a powerful tool to investigate possible future changes in
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this ecosystem in relation to observed and projected climatic and biological changes in the 
Arctic.
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Table 3.1: Description and range of soil properties values for non-sorted circles along the 
Dalton Highway in Alaska
Domain Soil Ice lenses Unfrozen water A s E -  106 a
1 Mineral M any High content 0 .9 ...1 .9 1 ...5 1 ■ i o - 4
2 Organic Many Low content © co © bo 1 .. .5 1 • 10~5
3 Mineral Few High content 0 .9 ...1 .9 10. ..50 1 • 10“ 4
Table 3.2: Boundary conditions
Variable A B dCtas OA O O '
T v  ■ (A V T ) =  0 T  =  T surface f '—Tbottom v  ■ (A V T ) =  0
P v  ■ 8w (v  v w)= 0 ,  or P  =  0 P  =  0
©£1 v  • 8w (v  -  v w)= 0
u ur = 0 , (cr-i/)z= 0 tr-u=0 «x=0 ur = 0 , (cr -v )z — 0
Table 3.3: Key parameters in the model on which the frost heave depends
Type Parameters Description
Hydrological a
k o ,a
Parametrization o f the unfrozen water content 
Parametrization o f the hydraulic conductivity
Thermal A s ,C s Thermal conductivity and heat capacity
Rheological E Y oung’s modulus
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Figure 3.1: A. photography (left) and schematic description (right) of non-sorted circle.
Inter-circle
Sensors
Circle
Figure 3.2: Locations of sites (left) at which several non-sorted circles were monitored. Frost 
heave measurements (right) along the cross-section of a non-sorted circle in April 2002.
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Figure 3.3: Core samples obtained from the inter-circle area (left photo) and circle (right 
photo) at the Franklin Bluffs site during winter. On the right photograph, a sequence of 
horizontally oriented ice lenses can be observed. The vertical scale is in centimeters.
Figure 3.4: A diagram of fundamental physical processes taking place in a freezing non­
sorted circle during the fall. Directions of the water flow, heat flux, and soil displacement 
are marked by blue solid, red dashed and black dot-dashed lines, respectively. Location of 
the 0 °C isotherm is marked by the solid blue line, whereas location of the permafrost table 
by the dashed black line.
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Figure 3.5: The schematic cross section (left) of the non-sorted circle and its computational 
domain (right). Segment OO" is the axis of rotation, AB  is the external boundary, and the 
dotted line on the left shows the upper permafrost boundary. Domains 1 and 3 - mineral soil, 
Domain 2 - organic soil. Regions fia and fit represent air and soil, respectively. The segment 
dilas is the ground surface. The boundary dilt is the boundary of the computational domain 
associated with the non-sorted circle.
Temperature, ®C Tim e, Days
Figure 3.6: Calibration of the unfrozen water content curve by fitting (hollow symbols) 
X(T)  expressed from (3.10) to the measured data (filled symbols), left plot. In the right 
plot, temperature dynamics T^rcj*ce, Tlur%ceirde on t i^e surface ° f the non-sorted circle at 
the center of the circle and in the inter-circle, respectively. The time series T ^ Cft ce an(f 
'^surfaceirde are recor(is (the five day averaged, filled symbols, solid line) of ground surface 
temperatures measured (dotted line, hollow symbols) at 0.01 meter depth.
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Distance from the center,m Distance from the center,m Distance from the center,m
Figure 3.7: The temperature, pressure and soil porosity fields at the 15</l day after freezing 
begins for the hydrologically closed system. Volumetric water expansion during freezing 
creates a build up of pressure in the thawed region.
Distance from the center, m
Figure 3.8: The maximum frost heave for different combination of rheological, thermal and 
hydraulic soil properties.
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Distance from the center, m Distance from the center, m
Figure 3.9: Maximum frost heave for hydrologically close (left) and open (right) systems.
Closed System
Temperature,Pressure
Open System
Temperature,Pressure
Figure 3.10: Contours of the temperature in °C (solid lines) and pressure in 105 Pa (dotted 
lines) at the 30th days after freezing, for hydraulically closed (left) and open (right) systems.
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Closed System Open System
Distance from the center,m Distance from the center,m Distance from the center,m Distance from the center,m Distance from the center,m Distance from the center,m
Figure 3.11: The temperature, pressure and soil porosity fields at the 15th day after freezing 
begins for the hydrologically closed (left) and open (right) system. Since the water migration 
through the external boundary is not permitted for closed system, the pressure decreases 
and becomes extremely low, whereas for open systems the migration of water compensates 
it and hence the uplift is created.
Time, days
Figure 3.12: Dynamics of the measured (filled symbols) and computed (hollow symbols) 
liquid water content 6W at the Franklin Bluffs site at some depths in the center of the circle 
and in the inter-circle.
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0381
Figure 3.13: The dynamics of the measured (filled symbols) and calculated (hollow symbols) 
temperature at 0.35 meter depth in the circle, respectively.
Distance from the center, m
Figure 3.14: Sensitivity of the frost heave on parametrization of the unfrozen water content.
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Distance from the center, m
Figure 3.15: Sensitivity of the frost heave on parametrization of the hydraulic conductivity.
Distance from the center, m Distance from the center, m
Figure 3.16: Sensitivity of the maximum frost heave on addition of organically enriched soil 
(left) and on the radius (right) of the non-sorted circle.
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Chapter 4
Improved modeling of permafrost dynamics in a GCM  land-surface scheme4 
4.1 Abstract
Global climate models (GCM) are frequently used to understand and predict future climate 
change, but most GCMs do not attempt to represent permafrost dynamics and its poten­
tially critical feedbacks on climate. In this chapter we evaluate the Community Land 
Model (CLM3), which is a land-surface scheme, against observations and identify poten­
tial modifications to this model that improve fidelity of permafrost and soil temperature 
simulations. These modifications include increasing the total soil depth by adding new lay­
ers, incorporating a surface organic layer, and modifying the numerical scheme to include 
unfrozen water dynamics and more realistic phase change representation.
4.2 Introduction
Recently, the Arctic Climate Impact Assessment report (ACIA, 2004) concluded that cli­
mate change is likely to significantly transform the present natural environments, partic­
ularly across extensive areas in the Arctic and sub-Arctic. Among the highlighted po­
tential transformations are changes in soil temperature regime and associated changes 
in permafrost. Soil warming can potentially drive an increase in the active layer thick­
ness and degradation of permafrost as well as have broader impacts on soil hydrology, 
northern ecosystems and infrastructure. At present, permafrost is widely distributed with 
permafrost-affected areas covering about 25% of the land surface in the Northern Hemi­
sphere (Brown et al., 1997).
At present, there are two common approaches to simulate soil temperature and per­
mafrost dynamics on regional and global scales. The first approach is well-developed and 
can be classified as a post-processing approach. In this approach, climatic variables com­
puted by global climate models are used as input parameters for stand-alone permafrost 
models (Anisimov and Nelson, 1997; Sazonova et al, 2004). Given the correct parameters, 
these stand-alone models are accurate and can be used for a quantitative analysis. The sec­
ond approach involves simulation and prediction of permafrost dynamics within a coupled 
global climate model (Stendel and Christensen, 2002; Lawrence and Slater, 2005; Molders
4 D.J. Nicolsky, V.E. Romanovsky, V.A. Alexeev, and D.M. Lawrence, 2007, “Improved modeling of 
permafrost dynamics in a GCM land-surface scheme” , published in Geophysical Research Letters, 34(8): 
L08501 .
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and Romanovsky, 2006). This approach permits the integration of potentially important 
interrelationships between permafrost, hydrology, and climate. However, in order for these 
benefits to be fully realized, improvements to ground temperature dynamics in present gen­
eration GCMs are required. In this paper, we demonstrate that correcting a few common 
simplifications in GCM land surface schemes can significantly improve the simulation of 
permafrost dynamics. Specifically, we evaluate and suggest improvements to the CLM3 
(Oleson et al, 2004) which is the land-surface scheme in the Community Climate System 
Model ( Collins et al, 2006).
4.3 Sensitivity analysis
Throughout this paper, we analyze the soil temperature dynamics computed by CLM3 in 
its offline mode and compare it with in-situ data collected in Alaska. In all our numerical 
experiments, we use atmospheric forcing data that is based on NCEP/NCAR reanalysis 
data. To simplify the analysis and remove the influence of trends, we compute 100 years 
of temperature dynamics by repeatedly forcing the model with the 1998 forcing data that 
is provided by NCAR with the CLM3 code. The soil temperature initial conditions are 
specified according to the present day measured temperatures at locations where the tem­
perature dynamics are computed. In the following subsections, we describe a number of 
modifications to CLM3 that together significantly improve simulated permafrost dynamics.
4.3.1 Soil layer depth
The CLM3 simulates the ground temperature by a 10-layer soil model with the total sim­
ulated thickness of the soil column equal to 3.43 meters. Under natural conditions at the 
Alaska Coastal Plain, the so-called heat waves related to multi-decadal surface temperature 
variability decay at a depth of approximately 100 meters. The geothermal heat flux can 
be used as the lower boundary condition at this depth (Lachenbruch et al, 1982). This 
suggests that in order to capture multi-decadal development of the temperature regime 
and permafrost thickness, a deeper soil column is required and that the specification of 
the bottom boundary condition needs to be reconsidered. For calculation of temperature 
dynamics in the upper 20—30 meters of soil and for time intervals of around a century, 
the geothermal heat flux at the depth of 100 meters can be ignored and the heat flux at 
the bottom of the lowest soil layer can be assumed to be zero. This assumption can be 
particularly valid under the present warming conditions due to the substantially decreased
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temperature gradient in the upper 30-100 meters of the ground material ( Osterkamp and 
Romanovsky, 1999; Romanovsky and Osterkamp, 2001; Osterkamp, 2005).
We illustrate the importance of an increased total thickness of the soil with an example 
simulation of the seasonal temperature dynamics at Deadhorse, Alaska. Typical active layer 
depths at Deadhorse under present day climate conditions are around 0.6 meters and do 
not exceed 1 meter. The CLM3 simulates an active layer that is too deep (see the simulated 
ice content dynamics in Figure 4.1,left). The impact of increasing the model depth to 
80m is seen in Figure 4.1, right. To get to 80m, we added 10 layers to the bottom of the 
existing vertical grid in the original CLM3 model with exponentially increasing thickness 
of each layer (hereafter CLM3/80). Because of the very low hydraulic permeability of 
the added permafrost layers, this modification does not lead to significant changes in soil 
moisture conditions. As a result of this modification, the active layer depth is simulated 
more realistically, although the simulated active layer is still deeper than that observed due 
primarily, as we show in the next subsection, to the lack of a surface organic soil layer. A 
systematic sensitivity analysis of the temperature dynamics with respect to the total soil 
thickness is beyond the scope of this paper, but it will be presented in a separate work 
{Alexeev et al., 2007).
4.3.2 Thermal conductivity
A surface layer of organic material of 0.2—0.3 meter depth is prevalent in many permafrost 
regions and plays a dominant role in heat balance and soil temperature regime because of 
its distinct thermal properties ( Walker et al, 2002). The CLM3 does not include the effect 
of soil organic material on the thermal and hydraulic properties of the soil. The thermal 
conductivity and heat capacity of each soil layer are directly parameterized by its sand and 
clay content, and the entire soil column is treated as a mineral soil only. Consequently, 
thermal conductivity values simulated in the CLM3 are typically significantly larger than 
measured ones for both soil types (mineral and organic) (Romanovsky and Osterkamp, 1997; 
Molders and Romanovsky, 2006).
We illustrate the importance of including an organic layer by analyzing the soil temper­
ature dynamics computed at Nome (grid cell 165.6°±0.3°W', 65.2°±0.2°A') on the Seward 
Peninsula in Alaska. Permafrost at Seward Peninsula can be characterized as discontinuous 
and its temperature is near 0°C. Therefore, in order to estimate the current permafrost 
distribution in Seward Peninsula and its evolution it is necessary to prescribe thermal
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properties accurately. In our numerical experiments, we compute long-term temperature 
dynamics over 100 years. Recall that in all our simulations the atmosphere forcing is given 
by repeating 100 times the 1988 NCEP/NCAR reanalysis forcing data. Initial soil tem­
peratures are prescribed according to observed present-day conditions. Results from two 
CLM3/80 simulations are shown in Figure 4.2. In the first simulation, the organic layer 
is not included and original CLM3 thermal properties, as listed in Table 4.1, are used. In 
this simulation, initially frozen soil becomes thawed after 100 years, i.e. there is no ice 
at 3 meter depth and the soil temperature stays above 0°C. In the second simulation, we 
represent the surface organic layer by reducing thermal conductivities throughout the upper 
3 meters (see Table 4.1). In this simulation, the temperature at 3 meter depth stays below 
0°C and permafrost exists, as it should for this tundra site with a well-developed organic 
soil horizon. Therefore, these simulations indicate that incorporation of an organic layer in 
CLM3 is likely crucial to obtain a realistic permafrost distribution, especially in areas of 
discontinuous permafrost where soil temperature is close to 0°C.
We compare measured soil temperature dynamics at the West Dock site (148°33.1'W, 
70°22.5'iV, a cold permafrost site near Deadhorse, Alaska) with results simulated by CLM3 
(grid cell 148.4o±0.06oJF, 70.0°±0.06°A) and its modifications: CLM3/80 and CLM3/80 
+  ’’organic layer” . We note that for 1998 year the NCEP surface air temperature (SAT) 
at this specific grid cell reflects reasonably well the measured SAT at the West Dock site 
except for the shoulder seasons. Since the West Dock site is located near a coastal line, 
the measured SAT is influenced by the Arctic Ocean, whereas in the CLM, the climate at 
the West Dock is modeled as more continental. For instance, in June and July 1998 the 
measured SAT at 2m height is colder by 7±2°C than the SAT computed by CLM at the 
same height. With this discrepancy in mind, the measured and simulated soil temperature 
dynamics at lm depth are shown in Figure 4.3. Once again, the inclusion of an organic 
layer and deeper soil layers significantly improve soil temperature simulations, particularly 
during the summer and fall. In winter, the simulated soil temperatures are much colder 
than the measured ones. This winter colder bias may be partially explained by a thinner 
snow layer in the CLM3 (rjO.IIui) than the one observed at this site in 1998 («0.25m). 
Another potential reason for the cold winter soil temperature bias in the CLM3 is the colder 
NCEP SAT (by 10±5°C') compared to the measured SAT in early winter.
The results in this subsection indicate that inclusion of an organic layer has a significant 
bearing on the soil temperature simulations and should be included in future versions of the
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model. (Lawrence and Slater, 2007) describe a method of incorporating globally organic 
soil and its impact on soil thermal and hydraulic properties through the use of global soil 
carbon data provided by the Global Soil Data Task ( GSDT, 2000).
4.3.3 Numerical scheme of the soil heat transfer
The CLM3 simulates typical seasonal soil temperature T  dynamics at different depths by 
the following procedure ( Oleson et al, 2004). First, neglecting the phase change, the heat 
equation
^ dT d /, -n
dt dz d z' ( ^
where C  is the heat capacity and A is the thermal conductivity is solved numerically to
calculate the soil temperatures. At the second step, an energy conservation principle is
used to adjust the temperature, water, and ice content for each soil layer independently
(not taking into account temperature of the adjusted soil layers). One of the consequences
of this two-step procedure is that the region where the phase change occurs can be artificially
stretched, leading to inaccuracies in the simulation of active layer depth.
In order to calculate temperature dynamics near 0°C' more accurately, and hence to
compute the active layer dynamics more precisely, it is preferable to solve heat diffusion
and phase change simultaneously. We propose to employ the enthalpy formulation of the
heat equation (Samarskii and Vabishchevich, 1996).
First, evaluate the apparent heat capacity
where 0W — 6W(T) is a volumetric liquid water content at the temperature T. One of the 
common parameterizations of the liquid water content 0W is proposed by (Anderson et al, 
1978):
where the temperature T  is in ° C , the quantity n  is the volumetric liquid water content at 
the moment when freezing starts; T*<()°C is referred to as the temperature of the freezing 
point depression, and b< 0 is a constant.
After evaluating the apparent heat capacity Capp, the next step is to use Capp instead 
of C in the original code that solves (4.1). Since the apparent heat capacity Capp is a
(4.2)
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rapidly changing function of the temperature near 0°C, iteration of the soil temperature T 
calculation is required.
Note that this two-step procedure allows explicit evaluation of the unfrozen water con­
tent 0W at any temperature. In many in-situ measurements, it is observed that some liquid 
water exists even at soil temperatures significantly below 0°C (Romanovsky and Osterkamp, 
2000). In the CLM3, liquid water can co-exist with ice only at 0°C. Physically, unfrozen 
water introduces a spatially distributed latent heat and changes thermal properties which 
retard the thermal response of an active layer or permafrost. Unfrozen water in the freezing 
and frozen active layer and near-surface permafrost protects the ground from rapid cooling 
and creates a strong thermal gradient at the ground surface that increases the heat flux 
out of the ground. This enlarged heat flux also increases the insulating effect of the snow 
cover (Romanovsky and Osterkamp, 2000). To capture these effects in the CLM3, we need 
to include the unfrozen liquid water content in the CLM3, e.g. by (4.2).
Finally, we compare two numerical schemes by analyzing soil temperatures calculated 
by CLM3 and its modification (the enthalpy formulation of the heat equation). To high­
light differences between two numerical schemes, we consider soil layers which have constant 
thermal properties and porosity. Also, just for this comparison we modify the original code 
to remove thermal effect of precipitation, moisture evaporation and incident solar radiation. 
In our simulations, the soil is initially thawed and its temperature is 4°C. When the soil 
surface temperature falls below freezing temperature, the soil starts to freeze from the top 
down, and its temperature dynamics are determined by upper and lower boundary condi­
tions. The boundary conditions are calculated directly by the CLM3. On the soil surface, 
the upper boundary condition is computed by the CLM3 from the energy balance princi­
ples, where the atmosphere temperature is set to be a linear, rapidly decreasing function of 
time. The lower boundary condition is also determined by the CLM3 and is zero heat flux 
at 3.43m.
Results of two simulations are shown in Figure 4.4. The soil temperature profiles com­
puted by CLM3 have sharp corners and artificially stretched regions where the phase change 
occurs. Therefore, the thickness of developing frozen soil can not be computed accurately, 
but rather is estimated up to the thickness of adjusted layers. The proposed numerical 
scheme gives a better physical behavior of temperature, and allows an accurate prediction 
of the soil freezing depth. Further details regarding stability and accuracy of the proposed 
numerical scheme can be found in ( Voller and Swaminathan, 1990; Alexiades and Solomon,
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1992).
4.4 Conclusions
1. Introducing a deeper soil column, and the associated heat reservoir, into CLM3 results 
in more realistic annual mean and seasonal soil temperatures.
2. The thermal properties of the organic and organically enriched mineral soil layer play 
an important role for correct simulation of the temperature regime both in winter and 
summer.
3. Realistic treatment of unfrozen liquid water at temperatures below 0°C with a mod­
ification to the numerical scheme improve the simulation of permafrost dynamics, 
particularly at soil temperatures near 0°C.
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Table 4.1: Thermal conductivity of frozen and thawed soils
Soil horizons Depth CLM3 Typically measured
Organic layer 0.0-0.2 1 .8 /3 .3 “ 0.4 /0 .7
M ineral-organic mix 0.2-1.0 1.8/3.3 0.8 /1.3
Mineral soil 1.0-3.0 2.1 /3 .3 1.2/1.9
a Thawed/frozen soil.
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Figure 4.1: The air temperature and snow cover (upper plot) used to compute the volumetric 
ice content (lower plot) at Deadhorse for 3.43m and 80m thick soil columns without an 
organic layer.
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Figure 4.2: The air temperature and snow cover (upper plot) used to compute the soil 
temperature dynamics (lower plot) at Nome, Seward Peninsula, Alaska for 80m thick soil 
columns with and without an organic layer.
Time, days
Figure 4.3: Measured and computed soil temperature at lm depth at West Dock, near 
Deadhorse, Alaska.
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Depth, in
Figure 4.4: Temperature profiles calculated by the original (dotted line) and modified (solid 
line) numerical schemes.
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Chapter 5
An evaluation of deep soil configurations in the CLM3 for improved 
representation of permafrost5 
5.1 Abstract
A thin layer of soil used in many coupled global climate models does not resolve the heat 
reservoir represented by underlying ground material. Underrepresentation of this feature 
leads to unrealistic simulation of temperature dynamics in the active layer and permafrost. 
Using the Community Land Model (CLM 3) and its modifications we estimate a required 
thickness of soil layers to calculate temperature dynamics within certain errors. Our results 
show that to compute the annual cycle of temperature dynamics for cold permafrost, the soil 
thickness should be at least 30 meters. Decadal-to-century time scales require significantly 
deeper soil layers, e.g. hundreds of meters. We also tested a new geometrical configuration 
of the soil layer geometry which is called slab permafrost. This configuration is represented 
by a thick soil layer underneath the traditional resolved soil layer. The model configuration 
with 30 meter deep resolved soil layer and a 30 to 100 meter thick slab shows results that 
favorably compare with our benchmark model which has a fully resolved 300 meter deep 
soil layer.
5.2 Introduction
Permafrost regions occupy approximately 25% of land in the Northern Hemisphere (Brown 
et al, 1997). This is a climatologically important feature of the Northern high latitudes. 
Changes in permafrost are likely to have an impact on ecosystems, hydrology and infrastruc­
ture. The local communities of the North are very vulnerable to the thawing of permafrost 
and to associated changes in the northern environment.
In cold permafrost, a detectable annual cycle can be measured at depths of 15-20 meter 
( Yershov, 1998). This indicates that for proper simulation of the annual cycle in a soil model 
(with zero heat flux at the lower boundary conditions) a soil layer which is at least 20-30 
meter deep is required. Longer time scales will obviously require deeper soil layer thickness. 
The position of the bottom boundary in a soil model in a climate model has an impact on 
the soil heating storage capacity (Stevens et a,I, 2007). In the present chapter we estimate a
8 V.A. Alexeev, D.J. Nicolsky, V.E. Romanovsky, and D.M. Lawrence, 2007, “An evaluation of deep soil 
configurations in the CLM3 for improved representation of permafrost”, published in Geophysical Research 
Letters, 34(9): L09502
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minimum total soil layer thickness that is required to reasonably describe soil temperature 
dynamics across a range of different time scales. Using a linear heat diffusion equation we 
analytically estimate the error of simulations in a shallow soil layer model compared with the 
exact formulation in a semi-infinite domain. This study can be considered as a test of what 
kind of biases different configurations of model soil layers can introduce in the simulation 
of permafrost. A new configuration for climate models is suggested and tested with a thick 
slab soil layer underneath the traditional GCM upper soil model. This configuration can 
potentially save time without loss of quality of simulations. All of our runs are driven by the 
same forcing, namely, NCEP/NCAR reanalysis persistent year 1998 forcing, for a location 
roughly corresponding to typical observed Alaskan North Slope conditions.
5.3 “Back of the envelope” calculations
We intentionally decided to simplify processes during soil freezing by omitting any water 
phase change effects, although we acknowledge that these effects are very important. This 
simplification is valid for model temperature dynamics below the active layer depth where 
the unfrozen liquid water content is usually negligible. To derive an analytical solution to 
the heat equation, we assume that the thermal properties for the thawed and frozen ground 
material are the same.
5.3.1 Analytical solution for diffusion equation in limited and unlimited do­
mains
In this section, we consider a one dimensional heat equation
dT(z,t) d2T(z,t)
dt dz2 ’ ( j
in a bounded interval z g [ 0 , H } .  Here D  is a diffusion coefficient. Given the boundary
condition at the surface z= 0 and some depth z = H :
dT
T(0,t) =  Ae%wt, j - \ z=H =  0,
we look for a periodic solution of (5.1) in time t. Here, the constant A  is the amplitude of 
temperature oscillations on the soil surface, lu=2tt/t is the frequency of the forcing at the 
boundary and r  is the period of the forcing. We also consider a bounded solution T ^ z , t) of 
the heat equation (5.1) in a semi-infinite domain [0, oo] with the same boundary condition 
on the surface.
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It is easy to show (Carslaw and Jaeger, 1959) that Too which we call the exact solution
is
T^{z, t) =  Aei“ t- (-1+i)z/h. (5.2)
where h =  \J2D/ui is a characteristic vertical damping length. The solution of (1) for the 
limited domain [0, H ] is:
. / (1+ i ) ( z - H ) / h  , g- ( l + i ) ( z - H ) / h \
T (*> 0  =  ^  {eA+i)H/h +  e- ( ^ W h)  <5-3)
We define the solution error due to using limited domain in the following way:
AT(r, £  f “  IT(*, t y T ^ z ,  t)\*dtdz (5.4)
This error as a function of the total soil layer depth H  and the period r  of the surface 
temperature oscillations is shown in Figure 5.1a. The error is small when the soil layer 
depth is very shallow or when it is very deep. When the model soil layer is very shallow 
(and therefore heat storage of the soil layer is small) the solution is completely controlled by 
the surface forcing for large enough r  (which in this case serves as a measure of persistence 
of the forcing). The warming/cooling periods in this case are slow enough and also they last 
long enough time so that because of the too low heat capacity soil temperature simply follows 
the changes in the atmospheric temperature. The error becomes small again when the model 
total soil layer depth is much thicker than the corresponding characteristic damping length. 
In this case the bottom boundary does not ’’ feel” the surface, nor does the model domain 
’’ feel” the effect of the bottom boundary. There is a maximum in the error when the total 
soil layer depth is comparable with the vertical damping length. In this case the bottom 
boundary has a maximum effect on the model solution. The heat capacity of the total model 
soil layer is still too low because of the no-flux lower boundary condition. Therefore the 
heat, which normally goes to the deeper soil, keeps accumulating in the upper soil layers. 
This results in a too high sensitivity of soil to changes in the surface forcing. This would be 
the main point of the chapter: depending on the timescale of interest the lower boundary 
should be placed far enough from the surface so that the total soil depth is much greater 
than the corresponding damping length h. The location of the error maximum is always 
the same - near the soil layer bottom (Figure 5.1b). The timescale corresponding to this 
maximum gets longer as the total model soil layer depth deepens. For the 30 meter deep 
total soil layer shown in Figure 5.1b the timescale of maximum error is at approximately 
200 years. For a 3-4 meter deep soil layer the picture looks very similar (not shown) with a
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maximum error at about 2 years. After reaching the maximum, the error starts decreasing 
because for very long timescales the temperature dynamics of the soil layer becomes fully 
controlled by the surface forcing.
We can define the relative amplitude error as the absolute value of the difference between 
the amplitudes of the exact solution for the semi-infinite domain and that of the finite 
domain divided by the amplitude of the exact solution. It can be shown that the behavior 
of the amplitude error non-monotonically depends on the total soil layer depth if we look 
at a fixed depth. We will see this effect later on in our numerical experiments.
5.3.2 Characteristic vertical damping lengths for different time scales
The damping length h enters both the solution in the limited and unlimited domains. 
Frequency of the time signal is an important factor affecting this damping length. Therefore 
this simple formula can be used to assess how deep the soil layer in a model should be 
depending on a time scale of an arbitrary external forcing. Let us define the constants in 
the following way: D  =  dolQ~7rn2/s,u) =  2ir/T =  2iz/nx86400x365s-1 ss (2*10~7/n ) s_1. 
Here for typical soils do would vary between 1-20 and n would denote number of years in a 
period of the applied periodic forcing. The formula for the damping length then becomes 
the following h «  \fdon. For do =  10 and n =  (diurnal cycle) we get h «  0.15 meters.
For do =  10 and n =  1 (annual cycle) we get h «  3 meters for the damping height of the 
seasonal cycle, consistent with measurements by ( Osterkamp and Romanovsky, 1996) in 
cold permafrost showing the damping factor of about 3 at 3 meter depth. This is why the 
soil layer thickness in the standard CLM3 (3.4 meters) is too shallow to approximate the 
semi-infinite domain problem. The above estimates show that even for seasonal timescales 
the soil layer depth should not be smaller than 25-30 meters. For timescales longer than a 
century we need to use 10 times thicker soil layer -  200-300 meters. Millennial scales will 
require even deeper soil layer - 500 meters and more.
5.4 Model sensitivity tests with the CLM3
Our error estimates are tested using the CLM3 with different soil layer configurations driven 
by the same forcing. The reference solution is calculated using the model with total soil 
layer thickness equal to 300 meters. The upper 3.4 meters of soil in this model are identical 
to the standard CLM3 model configuration with 10 layers. The thickness of added soil 
layers underneath is exponentially increasing from 1.2 to 7.0 meters. The total number of
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layers added is 90. The reference solution inherits all the problems typical for the given 
model. We discuss some of the problems of the current version of the CLM3 in our other 
paper (Nicolsky et al., 2007). All the model configurations used for comparison are identical 
to the CLM3 soil model in the upper 3.4 meters. The CLM3 with 300 meter thick soil is 
spun-up for 2000 years before we start collecting the statistics of the reference solution.
We conduct runs with different soil layer thicknesses (3.4, 10, 30, and 100 meters) 
and different periodic forcings with periods: 1 year (annual cycle), 20 years, 60 years, 
200 years, 600 years, 2000 years. For the annual cycle we use the NCEP forcing that 
comes with the CLM3 in the persistent 1998 regime. All other periods represent artificially 
added perturbations with 5°C  amplitude in the surface temperature oscillating with the 
corresponding periods. This is done in order to mimic different timescales of the long-term 
variability of the atmospheric forcing.
Slab soil layer configurations, upper level resolved soil layers with a thick layer under­
neath, were also tested. The tested configurations included three different slab layer depths 
(30, 100, and 300 meters) underlying 2 resolved soil layer depths (3.4 and 30.0 meters). 
We are evaluating this type of configuration as a computationally cheaper alternative to 
the more straightforward solution: adding a large number of deep layers. The upper layers 
are run in their usual mode (the resolved soil) while the layer underneath is represented 
by just one very thick mineral soil layer (ranging from 30 to 300 meters in thickness), and 
one more thinner layer of soil to implement the no flux lower boundary condition. The slab 
configurations are marked as (X  +  Y)m eters in the text below where X  and Y  show depths 
of the resolved and slab soil layers correspondingly.
5.5 Results
To quantify the accuracy of our model in different configurations we calculate the ’’ error” 
of the solution at 1 and 3 meters for different configurations assuming the solution with 300 
meters soil thickness represents the reference solution. The error is defined as a root mean 
square deviation of the approximate solution from the reference solution divided by the 
root mean square of the reference solution. Another measure of the quality was the error of 
the solution at different timescales. For the reference solution we calculate the amplitudes 
of the solution at frequencies corresponding to the periods of long-term oscillations in the 
forcing at 1 and 3 meter depths. The relative amplitude error at a certain frequency is 
calculated by dividing the absolute difference between the amplitudes of the approximate
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and the reference solution by the amplitude of the reference solution. The amplitude error 
will indicate how different timescales are reproduced in models with different configurations 
of soil layers. Looking at the conventional solution error as defined at the beginning of this 
section may not be enough since it will include all timescales.
5.5.1 Seasonal cycle
The standard CLM3 configuration with total soil layer thickness of 3.4 meters does not 
adequately reproduce the seasonal cycle compared to the 300 meter deep soil layer model. 
The model has strong biases -  warm in the beginning of the cold season and cold in the 
spring (Figure 5.2a). The cooling at 1 meter in the model with 3.4 meter deep soil layer is 
delayed by approximately 20 days and the model shows later recovery from the colder winter 
temperatures. The 3.4 meter model warms up too much in the summer and cools down 
in the winter, compared with the 300 meter deep soil model (Figure 5.2b). This happens 
because in the 3.4 meter model the heat cannot propagate downwards beyond the lower 
boundary due to the no flux condition at the bottom. Therefore only the shallow 3.4 meter 
deep soil layer is thermodynamically active, which further helps accumulate even more heat 
in the model layers. Therefore the entire soil layer beneath 1 meter in the 3.4 meter soil 
model is at the freezing point in the summer. However, the amounts of unfrozen water are 
quite different for the 3.4 meter model and the reference model with 300 meter deep soil 
layer. For example, in the 3.4 meter model within the soil layer located between 0.76 and 
1.31 meters, 80% of ice turns into water during thawing, whereas in the 300 meter model 
within the same layer about only 40% of ice melts. When we use 3.4 meter deep resolved 
soil layer with a 30 meter slab layer, the problem is opposite. The thick slab layer adds too 
much thermal inertia to the system, therefore the biases are just the opposite compared to 
the model with 3.4 meter deep soil, which is also shown in Figure 5.2.
The results on comparison of models with different soil layer configurations are summa­
rized in Table 5.1. Analysis of Table 5.1 suggests that a minimum of 30 meters of resolved 
soil layer is necessary for proper simulation of the seasonal cycle. The 100 meter thick soil 
layer model produces the same results as the model with 30 meter thick soil layer, with- 
or without a slab layer of different depths (30, 100 or 300 meters). Therefore for the rea­
sonable reproduction of the seasonal cycle a 30 meter deep resolved soil depth appears to 
be sufficient. Deeper soil thicknesses will be important for longer timescales as we will see 
later.
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5.5.2 Long timescales
Figure 5.3 demonstrates the fact that a too shallow soil layer depth and therefore too low 
heat capacity results in too much sensitivity of the soil temperature at the lower boundary 
(3.4 meters). We see that the model with a 3.4 meter soil layer constantly overshoots and 
undershoots the more inert soil model with overall depth of 300 meters. The difference can 
be as big as 4-6K on timescales of a decade. Adding 30 meter deep slab to the same 3.4 meter 
deep soil significantly improves the solution (see Table 5.1). One might be inclined to choose 
this configuration as a compromise between the accuracy and computational efficiency, but 
as we know the 3.4+30 configuration failed the seasonal cycle test. From Table 5.1 we can 
see that the models with 30 meter deep resolved soil layer and 100 meters of slab underneath 
and the model with 100 meter deep soil layer probably show best results in the long-term 
integrations among all the configurations, but a number of other alternative options will 
give similar results. For example, there is a significant improvement as we just go from 3.4 
to 30 meter deep soil layer. Too thick slab layer (300 meters) makes the upper soil feel the 
thermal inertia of the layer underneath. We can see that this configuration underestimates 
the variability. Table 5.2 gives the model amplitude error in our long-term integrations. 
We see that shallow soil layers (3.4 and 10) significantly overestimate variability on all 
timescales, especially on shorter periods. Adding a slab improves the situation, only if the 
slab is not too thick. Models with 100 and 300 meters thick slab layer strongly underestimate 
variability on shorter periods.
5.6 Conclusions and discussion
The main purpose of the chapter is to test sensitivity of the CLM3 to various geometries of 
the soil layers. The results of simulations with various total soil depths were compared with 
a reference solution represented by a model configuration with 300 meter deep soil layer. A 
slab configuration represented by a resolved soil layer (3.4 or 30 meter deep) with a thick 
layer of soil underneath is proposed and tested against the reference solution. Solution 
error is estimated for various time scales by forcing the model with a periodic surface 
forcing across a variety of frequencies that mimic annual, decadal and century timescales. 
The main conclusions are the following.
1. The standard 3.4 meter soil layer used in the CLM3 significantly overestimates the 
temperature variability on all time scales, from seasonal to decadal and longer.
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2. We estimate that in order to properly reproduce the seasonal cycle of the temperature 
a model soil layer should be at least 25-30 meters deep. Decadal and longer time scales 
require 100 meter and deeper soil layer. The best configuration is somewhat dependent 
on the timescale of interest.
3. A slab permafrost configuration with at least a 30 meter deep resolved soil layer with a 
thick slab layer beneath could be a computationally cheaper but reasonable alternative 
to a deep soil model with fine resolution throughout the depth.
4. Deepening of the model total soil layer seems to improve the described modeling 
results. However, with deepening of the soil layer there maybe some other contraints 
that may influence the quality of simulations - e.g. interaction with soil hydrology.
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Table 5.1: Solution error, % at different depths
Case Seasonal cycle 
0.4m lm  3m
Long term 
lm  3m
3.4m 23.6 35.8 61.7 21.7 29.1
10m 5.7 6.60 5.80 11.9 17.6
30m 0.85 1.33 2.15 6.33 7.39
100m 0.84 1.31 2.16 5.35 5.38
3 .4 + 30m 33.7 45.5 70.9 8.75 11.25
3.4+100m 43.8 57.4 90.4 19.1 28.7
3.4+300m 45.9 60.5 96.7 33.5 50.5
30+30m 0.84 1.31 2.16 4.53 5.10
30+100m 0.84 1.31 2.16 2.41 3.10
30+300m 0.83 1.28 2.19 5.17 6.35
Table 5.2: Amplitude error, % for different timescales.
Case 1 meter depth 
200yrs 60yrs 20yrs
3 meter depth 
200yrs 60yrs 20yrs
3.4m 7.72 18.4 17.6 13.4 29.5 46.7
10m 5.54 12.6 7.07 10.4 22.3 30.9
30m 3.07 -2.29 -8.87 6.27 -1.3 -1.5
100m -1.28 -1.38 -7.78 -1.12 -0.50 0.14
3.4+30m 0.77 -2.49 -13.6 4.11 0.75 -4.10
3.4+100m -4.00 -12.8 -38.2 -3.11 -11.1 -40.4
3.4+300m -13.4 -41.5 -52.8 -13.4 -49.9 -76.7
30+30m -0.08 -1.72 -8.18 0.84 -1.30 -0.30
30+100m -1.59 -1.99 -7.34 -2.05 -2.04 0.98
30+300m -4.09 -1.17 -6.72 -6.37 -1.13 1.93
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0 5 10 15 20 25 30Z, m
Figure 5.1: Solution error, analytical case (idealized periodic forcing with 1 °C  amplitude). 
Upper panel -  vertical integral of the absolute value of the difference between the solution 
for the semi-infinite domain and that obtained for finite domain as a function of the total 
soil layer depth (m) and oscillation period of the applied surface forcing, lower panel -  
absolute value of the difference between the solution for the semi-infinite domain and that 
for the finite domain as a function of depth and oscillation period of the applied surface 
forcing for the model with 30m deep soil layer
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Time, months
Figure 5.2: Soil temperatures at 1.0 and 3.0 meter depths. Upper panel - soil temperature 
at lm, lower panel - 3m (configurations 300m, 3.4m, 3.4+30).
3"a
Time, years
Figure 5.3: Solutions at 1.0 meter for 300.0 and 3.4 meter configurations and the difference 
between them.
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General Conclusions
The future fate of permafrost is controlled by climatological, biological, geological, and 
hydrological factors. At present, numerical modeling is a cornerstone in understanding 
inter-connections between these factors, and in predicting the future changes in permafrost 
distribution, its temperature and thickness. In this thesis we presented some aspects of 
numerical modeling of the active layer and permafrost dynamics.
1. We applied a variational data assimilation technique to determine soil properties: soil 
porosity, thermal conductivity, and the parametrization of the unfrozen water for the 
fully saturated ground material in the active layer and permafrost. To compute the 
soil properties, we minimized a multivariate cost function describing the discrepancy 
between the measured and calculated temperatures during a certain time interval. In 
the presented variational approach, one of the crucial steps is selection of the initial 
approximation to the soil properties.
We developed an algorithm to calculate the initial approximation by solving a sequence 
of simpler subproblems in a certain order. The proposed method of finding the initial 
approximation is to adapt a coordinate-wise iterative minimization technique to the 
specifics of our inverse problem. At each, iteration, we select a particular set of soil 
properties and associate with them a certain time interval over which we minimize 
the cost function. After employing the proposed sequence of iterations, we find the 
initial approximation to the soil properties.
Although the proper initial approximation is important, efficient and accurate calcu­
lation of the temperature dynamics in the freezing and thawing ground is important 
too. Therefore, we developed a new finite element discretization of the Stefan-type 
problem on fixed coarse grids using enthalpy formulation. One of the advantages of 
the new method is that it allows computation of the temperature dynamics for the 
classical Stefan problem without any smoothing of the enthalpy. Also, the new ap­
proach shows equal or better performance compared with other finite element models 
of the ground thawing and freezing processes.
We conducted a sensitivity analysis of the computed soil properties with respect to a 
typical configuration of soil layers (to simplify the inverse problem we assumed that 
the soil properties are constant within each soil horizon) and in-situ observations.
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Based on results of this sensitivity analysis we conclude that for high resolution-in­
time temperature records at several depths below the soil surface, and occasional 
measurements in a adjacent deep borehole, it is possible to estimate thermal conduc­
tivity for all soil layers. However, soil porosity and parametrization of the unfrozen 
water content can be identified only for intermediate layers where active phase change 
occurs.
One of the limitations of the presented variational approach is that it requires values 
of heat capacities in order to find a unique value of the thermal conductivity and soil 
porosity. Another limitation of the presented approach is that we compute the vol­
umetric content of water which changes its phase during freezing or thawing. Water 
content of liquid water that is tightly bound to soil particles and is not changing its 
phase in a range of naturally occurring temperature variation can not be estimated 
within the presented permafrost model. Additionally, we used one dimensional as­
sumption regarding the heat diffusion in the active layer, which sometimes is not 
applicable due to hummocky terrain in the Arctic tundra. Another assumption used 
in the model is that the frost heave and thaw settlement are negligible and there is 
no ice lens formation in the ground during freezing. Therefore, the proposed method 
could be only applied if these assumption are satisfied.
Although there are limitations to the presented approach, we successfully applied 
it to recover soil properties for several sites along the Dalton highway in Alaska: 
West Dock, Deadhorse, Franklin Bluffs, Happy Valley, and Imnaviate Creek . We 
computed most probable estimates of the soil properties for the above sites. At sites 
where the soil properties were previously determined, the presented approach gives 
values that are no more than 25% different from the previously found values. One of 
the advantages of the presented approach is its ability to asses errors in the recovered 
soil properties. Using the recovered soil properties, we computed the soil temperature 
dynamics at the above-mentioned sites. The difference between the simulated and 
measured temperature dynamics over the periods of testing and calibration is typically 
less than 0.3°C.
2. A new numerical thermo-mechanical model of differential frost heave was developed 
with special emphasis on simulating the biocomplexity of non-sorted circle ecosystems. 
This model takes into account the basic thermodynamic principles: energy, momen­
tum, and mass conservation laws and consequently simulates the observed frost heave
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in non-sorted circles. The governing system of equations is reduced to a computa­
tionally convenient set of strongly coupled equations for temperature, liquid water 
pressure, porosity, and the velocity of soil particles in a three-dimensional domain 
with an assumption of cylindrical symmetry. A finite element and fictitious domain 
methods in conjunction with the implicit scheme in time are employed to construct a 
non-linear system of equations, which are solved iteratively. Despite the simplicity (no 
diffusion of salts, simplified rheology) the model captures and successfully simulates 
temperature and water dynamics in soil. Also, the model satisfactory simulates the 
ground surface motion in relation to frost heave and explains the dependence of the 
amount of frost heave on specific environmental properties of this ecosystem.
The model was tested using observational data obtained from several sites within the 
Permafrost/Ecological North American Arctic Transect. We obtained a good compar­
ison between simulated and observed dynamics of physical processes in the non-sorted 
circle at the Franklin Bluffs. The model also qualitatively represents “non-heaving” 
non-sorted circles at the Howe Island site. Therefore, accomplished testing of our nu­
merical model provides an assurance that this model can be used to study the impact 
of changes in major natural geophysical and biological drivers on specific proper­
ties and dynamics of the non-sorted circles ecosystem. Sensitivity analysis provided 
deeper understanding of functioning of the non-sorted circle as an ecosystem. It was 
discovered that the most active development of differential frost heave takes place for 
non-sorted circles within waterlogged areas with strong upper-soil-layer heterogeneity 
caused by living vegetation. The simulated frost heave is found to be sensitive to 
hydrological soil properties, and to change in the vegetative insulation layer within 
the circle and inter-circle areas. The results of our sensitivity analysis with respect to 
addition/removal of vegetation layer to/from the surface of a circle are well correlated 
with a field manipulation experiment, where a layer of organic material was added 
to the non-sorted circle, or removed. The performed sensitivity analysis allows draw­
ing a conclusion that the most important driver of the non-sorted circle ecosystem is 
the presence of vegetation which over a significant time, changes the soil mineralogy 
and thermal and hydrological soil properties, thus changing the amount of differential 
frost heave and reducing or enhancing all bio-geophysical processes responsible for the 
formation and evolution of the non-sorted circles.
The developed model can be used to explain the specific behavior of the non-sorted
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circle ecosystems in different ecological regions. Also, this model provides a very 
powerful tool for investigation of possible future changes in this ecosystem in relation 
to observed and projected climatic and biological changes in the Arctic.
3. We found that computations with a standard soil layer thickness in the Community 
Land Model 3 (CLM3) significantly overestimate the temperature variability on all 
time scales from seasonal to decadal and longer. However, the inclusion of a deeper 
soil column, and the associated with it heat reservoir, into CLM3 results in more 
realistic annual mean and seasonal soil temperatures. We found an optimal depth of 
the soil column in the CLM3 by testing various geometries of soil layers in CLM3. We 
estimated that in order to properly reproduce the seasonal cycle of the temperature a 
model soil layer should be at least 25-30 meters deep. The modeling on decadal and 
longer time scales require 100 meters and even deeper soil layers.
We noticed that the present version of CLM does not include the effect of soil organic 
material on the thermal and hydraulic properties of the soil. We illustrated the im­
portance of including an organic layer by analyzing soil temperature dynamics at a 
certain site located in the Seward Peninsula. On a basis of this example, we showed 
that thermal properties of the organic and organically enriched mineral soil layer play 
an important role for correct simulation of the temperature regime both in winter and 
summer. Additionally, we suggested to add a realistic treatment of unfrozen liquid 
water with a modification to the numerical scheme in order to improve simulations of 
permafrost dynamics, particularly at soil temperatures near 0°C'.
In conclusion, the findings presented in this thesis provide a better understanding how 
to parameterize permafrost models, to compute the frost heave, and to constrain General 
Circulation Models.
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