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Abstract
A ring is a graph R whose vertex set can be partitioned into k ≥ 4
nonempty sets, X1, . . . , Xk, such that for all i ∈ {1, . . . , k} the set Xi
can be ordered as Xi = {u1i , . . . , u
|Xi|
i
} so that Xi ⊆ NR[u
|Xi|
i
] ⊆ · · · ⊆
NR[u
1
i
] = Xi−1 ∪ Xi ∪ Xi+1. A hyperhole is a ring R such that for
all i ∈ {1, . . . , k}, Xi is complete to Xi−1 ∪ Xi+1. In this paper, we
prove that the chromatic number of a ring R is equal to the chromatic
number of a maximum hyperhole in R. Using this result, we give a
polynomial-time coloring algorithm for rings.
Rings appeared as one of the basic classes in a decomposition theo-
rem for a class of graphs studied by Boncompagni, Penev, and Vusˇkovic´
in [Journal of Graph Theory 91 (2019), 192–246]. Using our coloring
algorithm for rings, we show that graphs in this larger class can also
be colored in polynomial time. Furthermore, we obtain an optimal
χ-bounding function for this larger class of graphs, and we also verify
Hadwiger’s conjecture for it.
Keywords: chromatic number, vertex coloring, algorithms, optimal
χ-bounding function, Hadwiger’s conjecture.
1 Introduction
All graphs in this paper are finite, simple, and nonnull. As usual, for a
graph G and a vertex v of G, NG(v) is the set of neighbors of v in G, and
NG[v] = NG(v) ∪ {v}.
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A ring is a graph R whose vertex set can be partitioned into k ≥ 4
nonempty sets X1, . . . ,Xk (whenever convenient, we consider subscripts of
the Xi’s to be modulo k), such that for all i ∈ {1, . . . , k} the set Xi can be
ordered as Xi = {u
1
i , . . . , u
|Xi|
i } so that
Xi ⊆ NR[u
|Xi|
i ] ⊆ · · · ⊆ NR[u
1
i ] = Xi−1 ∪Xi ∪Xi+1.
(Note that this implies that X1, . . . ,Xk are all cliques.) Under such circum-
stances, we also say that the ring R is of length k, or that R is a k-ring;
furthermore, (X1, . . . ,Xk) is called a ring partition of R. A ring is even
or odd depending on the parity of its length. Rings played an important
role in [1]: they formed a “basic class” in the decomposition theorems for
a couple of graph classes defined by excluding certain “Truemper configu-
rations” (more on this in subsection 1.1). In that paper, the complexity of
the optimal vertex coloring problem for rings was left as an open problem.1
In the present paper, we give a polynomial-time coloring algorithm for rings
(see Theorems 4.2 and 5.2).
It can easily be shown that every ring is a circular-arc graph. Further-
more, rings have unbounded clique width. To see this, let k ≥ 3 be an
integer, and let R be a (k + 1)-ring with ring partition (X1, . . . ,Xk,Xk+1)
such that the cliques Xi are all of size k+1, with vertices labeled 0, 1, . . . , k,
and furthermore, assume that vertices labeled p and q from consecutive
cliques of the ring partition are adjacent if and only if p + q ≤ k. Now,
the graph obtained from R by first deleting Xk+1, and then deleting all the
vertices labeled 0, is precisely the permutation graph Hk defined in [7], and
the clique-width of Hk is at least k (see Lemma 5.4 from [7]).
Given graphs H and G, we say that G contains H if G contains an
induced subgraph isomorphic to H; if G does not contain H, then G is H-
free. For a family H of graphs, we say that a graph G is H-free if G is H-free
for all H ∈ H.
Given a graph G, a clique of G is a (possibly empty) set of pairwise
adjacent vertices in G, and a stable set of G is a (possibly empty) set of
pairwise nonadjacent vertices in G. The clique number of G, denoted by
ω(G), is the maximum size of a clique in G, and the stability number of G,
denoted by α(G), is the maximum size of a stable set of G. The chromatic
number of G, denoted by χ(G), is the minimum number of colors needed to
“properly color” G, i.e. to color the vertices of G in such a way that no two
adjacent vertices receive the same color.
Given a graph G, a vertex v ∈ V (G), and a set S ⊆ V (G) \ {v}, we say
that v is complete (resp. anticomplete) to S in G provided that v is adjacent
(resp. nonadjacent) to every vertex of S; given disjoint sets X,Y ⊆ V (G),
1In fact, only odd rings are difficult in this regard; even rings are readily colorable in
polynomial time (see Lemma 3.2).
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we say that X is complete (resp. anticomplete) to Y in G provided that every
vertex in X is complete (resp. anticomplete) to Y in G.
A hole is a chordless cycle on at least four vertices; the length of a hole is
the number of its vertices, and a hole is even or odd according to the parity
of its length. When we say “H is a hole in G,” we mean that H is a hole
that is an induced subgraph of G.
A hyperhole is any graph H whose vertex set can be partitioned into k ≥
4 nonempty cliques X1, . . . ,Xk (whenever convenient, we consider subscripts
of the Xi’s to be modulo k) such that for all i ∈ {1, . . . , k}, Xi is complete
to Xi−1 ∪Xi+1 and anticomplete to V (H) \ (Xi−1 ∪Xi ∪Xi+1); under such
circumstances, we also say that H is a hyperhole of length k, or that H is a
k-hyperhole. A hyperhole is even or odd according to the parity of its length.
Note that every hole is a hyperhole, and every hyperhole is a ring. When
we say “H is a hyperhole in G,” we mean that H is a hyperhole that is an
induced subgraph of G.
Hyperholes can be colored in linear time [10]. Furthermore, the following
theorem gives a formula for the chromatic number of a hyperhole.
Lemma 1.1. [10] Let H be a hyperhole. Then χ(H) = max{ω(H),
⌈
|V (H)|
α(H)
⌉
}.
The main result of the present paper is the following theorem.
Theorem 1.2. Let k ≥ 4 be an integer, and let R be a k-ring. Then
χ(R) = max{χ(H) | H is a k-hyperhole in R}.
It was shown in [1] that all holes of a k-ring (k ≥ 4) are of length k;
consequently, all hyperholes in a k-ring are of length k. Thus, Theorem 1.2 in
fact establishes that the chromatic number of a ring is equal to the maximum
chromatic number of a hyperhole in the ring.
It is easy to see that the stability number of any k-hyperhole (k ≥ 4)
is ⌊k/2⌋. Thus, the following is an immediate corollary of Lemma 1.1 and
Theorem 1.2.
Corollary 1.3. Let k ≥ 4 be an integer, and let R be a k-ring. Then
χ(R) = max
(
{ω(R)} ∪ {
⌈
|V (H)|
⌊k/2⌋
⌉
| H is a k-hyperhole in R}
)
.
We use Corollary 1.3 to give an O(n3) time algorithm that computes the
chromatic number of a ring (see Theorem 4.2), and using that algorithm
as a subroutine, we construct an O(n6) time algorithm that produces an
optimal coloring of a ring (see Theorem 5.2).
1.1 Background and paper outline
A class of graphs is hereditary if it is closed under isomorphism and induced
subgraphs.
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A theta is any subdivision of the complete bipartite graph K2,3; in par-
ticular, K2,3 is a theta. A pyramid is any subdivision of the complete graph
K4 in which one triangle remains unsubdivided, and of the remaining three
edges, at least two edges are subdivided at least once. A prism is any subdi-
vision of C6 (where C6 is the complement of C6) in which the two triangles
remain unsubdivided; in particular, C6 is a prism. A three-path-configuration
(or 3PC for short) is any theta, pyramid, or prism.
A wheel is a graph that consists of a hole and an additional vertex that
has at least three neighbors in the hole. If this additional vertex is adjacent
to all vertices of the hole, then the wheel is said to be a universal wheel; if
the additional vertex is adjacent to three consecutive vertices of the hole,
and to no other vertex of the hole, then the wheel is said to be a twin wheel.
A proper wheel is a wheel that is neither a universal wheel nor a twin wheel.
A Truemper configuration is any 3PC or wheel (for a survey, see [14]).
Note that every Truemper configuration contains a hole. Note, furthermore,
that every prism or theta contains an even hole, and every pyramid contains
an odd hole. Thus, even-hole-free graphs contain no prisms and no thetas,
and odd-hole-free graphs contain no pyramids.
GT is the class of all (3PC, proper wheel, universal wheel)-free graphs;
thus, the only Truemper configurations that a graph in GT can contain are
the twin wheels. Clearly, the class GT is hereditary. A decomposition the-
orem for GT (where rings form one of the “basic classes”) was obtained
in [1],2 as were polynomial-time algorithms that solve the recognition, max-
imum weight clique, and maximum weight stable set problems for the class
GT. The complexity of the optimal coloring problem for GT was left open
in [1], and the main obstacle in this context were rings. In the present
paper, we show that graphs in GT can be colored in polynomial time (see
Theorems 4.3 and 5.3).
A simplicial vertex is a vertex whose neighborhood is a (possibly empty)
clique. For an integer k ≥ 4, let Rk be the class of all graphs G that have
the property that every induced subgraph of G either is a k-ring or has a
simplicial vertex; clearly, Rk is hereditary, and furthermore (by Lemma 2.8)
it contains all k-rings. We remark that graphs inRk are precisely the chordal
graphs,3 and the graphs that can be obtained from a k-ring by repeatedly
adding simplicial vertices (see Lemma 2.9). Further, for all integers k ≥ 4,
we set R≥k =
⋃∞
i=kRi; clearly, R≥k is hereditary, and furthermore (by
Lemma 2.8) it contains all rings of length at least k. In particular, the class
R≥4 is hereditary and contains all rings. We show that graphs in R≥4 can
be colored in polynomial time (see Theorems 4.2 and 5.2).
A clique-cutset of a graph G is (possibly empty) clique C such that G\C
is disconnected. A clique-cut-partition of a graph G is a partition (A,B,C)
2In the present paper, this decomposition theorem is stated as Theorem 2.11.
3A graph is chordal if it contains no holes.
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of V (G) such that A and B are nonempty and anticomplete to each other,
and C is a (possibly empty) clique. Clearly, a graph admits a clique-cutset
if and only if it admits a clique-cut-partition.
A graph is perfect if all its induced subgraphs H satisfy χ(H) = ω(H).
The Strong Perfect Graph Theorem [2] states that a graph G is perfect if
and only if neither G nor G contains an odd hole.
N is the set of all positive integers. A hereditary class G is χ-bounded
if there exists a function f : N → N (called a χ-bounding function for G)
such that all graphs G ∈ G satisfy χ(G) ≤ f(ω(G)). For a hereditary
χ-bounded class G that contains all complete graphs (equivalently: that
contains graphs of arbitrarily large clique number), we say that a χ-bounding
function f : N → N for G is optimal if for all n ∈ N, there exists a graph
G ∈ G such that ω(G) = n and χ(G) = f(n). It was shown in [1] that GT is χ-
bounded by a linear function; more precisely, it was shown that every graph
G ∈ GT satisfies χ(G) ≤
⌊
3
2ω(G)
⌋
. In the present paper, we improve this
χ-bounding function, and in fact, we find the optimal χ-bounding function
for the class GT (see Theorem 6.15).
Finally, we consider Hadwiger’s conjecture. LetH be a graph with vertex
set V (H) = {v1, . . . , vn}. We say that a graph G contains H as a minor if
there exist pairwise disjoint, nonempty subsets S1, . . . , Sn ⊆ V (G) (called
branch sets) such that G[S1], . . . , G[Sn] are all connected, and for all distinct
i, j ∈ {1, . . . , n} such that vivj ∈ E(H), there is at least one edge between Si
and Sj in G. As usual, the complete graph on k vertices is denoted by Kk.
Hadwiger’s conjecture states that every graph G contains Kχ(G) as a minor.
Using Theorem 1.2, we prove that rings satisfy Hadwiger’s conjecture, and
as a corollary, we obtain that graphs in GT also satisfy Hadwiger’s conjecture
(see Theorem 7.4).
A hyperantihole is a graph A whose vertex set can be partitioned into
nonempty cliques X1, . . . ,Xk (k ≥ 4) such that for all i ∈ {1, . . . , k}, Xi is
complete to V (A) \ (Xi−1 ∪Xi ∪Xi+1) and anticomplete to Xi−1 ∪Xi+1.
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Under these circumstances, we also say that the hyperantihole A is of length
k, and that A is a k-hyperantihole. A hyperhole is odd or even depending
on the parity of its length.
The remainder of this paper is organized as follows. In section 2, we
state a few results from the literature that we need in the remainder of
the paper, and we also prove a few easy lemmas about rings and their in-
duced subgraphs. In section 3, we prove Theorem 1.2, and we also give a
polynomial-time algorithm for coloring even rings (see Lemma 3.2). In sec-
tion 4, we construct an O(n3) time algorithm that computes the chromatic
number of a ring (see Theorem 4.2),5 and more generally, we construct an
4Note that the complement of a hyperantihole need not be a hyperhole.
5In fact, our algorithm computes the chromatic number of graphs in R≥4. By
Lemma 2.8, R≥4 contains all rings.
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O(n5) time algorithm that computes the chromatic number of graphs in GT
(see Theorem 4.3). In section 5, we give an O(n6) time algorithm for color-
ing rings (see Theorem 5.2).6 Even rings are easy to color (see Lemma 3.2);
our coloring algorithm for odd rings relies on the ideas from the proof of
Theorem 1.2, and it also uses the algorithm from Theorem 4.2 as a subrou-
tine. Using our coloring algorithm for rings, as well as various results from
the literature, we also construct an O(n7) time coloring algorithm for graphs
in GT (see Theorem 5.3). In section 6, we obtain the optimal χ-bounding
function for the class GT (see Theorem 6.15). Furthermore, in section 6, for
each odd integer k ≥ 5, we obtain the optimal bound for the chromatic num-
ber in terms of the clique number for k-hyperholes and k-hyperantiholes.7
Finally, in section 7, we prove Hadwiger’s conjecture for the class GT (see
Theorem 7.4).
2 A few preliminary lemmas
In this section, we state a few results from the literature, which we use later
in the paper. We also prove a few easy results about rings and their induced
subgraphs.
Given a graph G and distinct vertices u, v ∈ V (G), we say that u dom-
inates v in G whenever NG[v] ⊆ NG[u]. The following lemma was stated
without proof in [1] (see Lemma 1.4 from [1]); it readily follows from the
definition of a ring, as the reader can check.
Lemma 2.1. [1] Let G be a graph, and let (X1, . . . ,Xk), with k ≥ 4, be a
partition of V (G). Then G is a k-ring with good partition (X1, . . . ,Xk) if
and only if all the following hold:
(a) X1, . . . ,Xk are cliques;
(b) for all i ∈ Zk, Xi is anticomplete to V (G) \ (Xi−1 ∪Xi ∪Xi+1);
(c) for all i ∈ Zk, some vertex of Xi is complete to Xi−1 ∪Xi+1;
(d) for all i ∈ Zk, and all distinct yi, y
′
i ∈ Xi, one of yi, y
′
i dominates the
other.
Rings can be recognized in polynomial time. More precisely, the follow-
ing is Lemma 8.14 from [1]. (In all our algorithms, n denotes the number of
vertices and m the number of edges of the input graph.)
Lemma 2.2. [1] There exists an algorithm with the following specifications:
6In fact, this is a coloring algorithm for graphs in R≥4.
7We only defined χ-boundedness for hereditary classes, and so, technically, these are
not “χ-bounding functions” for the classes k-hyperholes and k-hyperantiholes. They are,
however, optimal χ-bounding functions for the closures of these classes under induced
subgraphs. See section 6 for the details.
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• Input: A graph G;
• Output: Either the true statement that G is a ring, together with the
length and ring partition of the ring, or the true statement that G is
not a ring;
• Running time: O(n2).
As an easy corollary of the lemma above, we can obtain Lemma 2.3
(below). We remark that the proof of (but not the statement of) Lemma 8.14
from [1] in fact gives precisely Lemma 2.3. For the sake of completeness, we
give a full proof.
Lemma 2.3. There exists an algorithm with the following specifications:
• Input: A graph G;
• Output: Exactly one of the following:
– the true statement that G is a ring, together with the length k
and a ring partition (X1, . . . ,Xk) of the ring G, and for each
i ∈ {1, . . . , k}, an ordering Xi = {u
1
i , . . . , u
|Xi|
i } of Xi such that
Xi ⊆ NG[u
|Xi|
i ] ⊆ · · · ⊆ NG[u
1
i ] = Xi−1 ∪Xi ∪Xi+1,
– the true statement that G is not a ring;
• Running time: O(n2).
Proof. We first run the algorithm from Lemma 2.2 with input G; this takes
O(n2) time. If the algorithm returns the statement that G is not a ring, then
we return this statement as well, and we stop. So assume that the algorithm
returned the statement that G is a ring, together with the length k and ring
partition (X1, . . . ,Xk) of the ring. We then find the degrees of all vertices
of G, and for each i ∈ {1, . . . , k}, we order Xi as Xi = {u
1
i , . . . , u
|Xi|
i }
so that degG(u
1
i ) ≥ · · · ≥ degG(u
|Xi|
i ); this takes O(n
2) time. Since we
already know that (X1, . . . ,Xk) is a ring partition of G, it is easy to see
that for all i ∈ {1, . . . , k}, we have that Xi ⊆ NG[u
|Xi|
i ] ⊆ · · · ⊆ NG[u
1
i ] =
Xi−1 ∪Xi ∪Xi+1. We now return the statement that G is a ring of length
k, the ring partition (X1, . . . ,Xk) of G, and for each i ∈ {1, . . . , k}, the
ordering Xi = {u
1
i , . . . , u
|Xi|
i } of Xi, and we stop. Clearly, the algorithm is
correct, and its running time is O(n2).
Next, Lemma 1.5 and Theorem 8.25 from [1] readily imply the following.
Lemma 2.4. [1] There exists an algorithm with the following specifications:
• Input: A graph G;
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• Output: Either a maximum clique C of G, or the true statement that
G is not an induced subgraph of a ring;
• Running time: O(n3).
We remind the reader that a simplicial vertex is a vertex whose neigh-
borhood is a (possibly empty) clique. A simplicial elimination ordering of
a graph G is an ordering v1, . . . , vn of the vertices of G such that for all
i ∈ {1, . . . , n}, vi is simplicial in the graph G[vi, vi+1, . . . , vn]. A chordal
graph is a graph that contains no holes. (Equivalently, a chordal graph is a
graph all of whose induced cycles are triangles.) It is well known (and easy
to show) that a graph is chordal if and only if it has a simplicial elimination
ordering (see [6]). Furthermore, there is an O(n +m) time algorithm that
either produces a simplicial elimination ordering of the input graph, or de-
termines that the graph is not chordal [11]. Recall that a graph is perfect
if all its induced subgraphs H satisfy χ(H) = ω(H); it is well known (and
easy to show) that chordal graphs are perfect [3].
The following algorithm is a minor modification of the algorithm de-
scribed in the introduction of [8].8
Lemma 2.5. There exists an algorithm with the following specifications:
• Input: A graph G;
• Output: A maximal sequence v1, . . . , vt (t ≥ 0) of vertices of G such
that for all i ∈ {1, . . . , t}, vi is simplicial in the graph G\{v1, . . . , vi−1};
• Running time: O(n3).
Proof. Step 0. First, for all distinct x, y ∈ V (G), we set
diff(x, y) =

|NG[x] \NG[y]| if xy ∈ E(G)
0 if xy /∈ E(G)
Computing diff(x, y) for all possible choices of distinct x, y ∈ V (G) can be
done in O(n3) time. We will update diff(x, y) as the algorithm proceeds.
Note that a vertex x ∈ V (G) is simplicial in G if and only if for all y ∈
V (G)\{x}, we have that diff(x, y) = 0. We also let L be the empty list. We
now go to Step 1.
Step 1. We first check if there is a vertex x ∈ V (G) such that for all
y ∈ V (G) \ {x}, we have that diff(x, y) = 0; this can be done in O(n2) time.
8The algorithm from [8] produces a maximal sequence v1, . . . , vt (t ≥ 0) of vertices of
the input graph G such that for all i ∈ {1, . . . , t}, vi is simplicial in either G\{v1 , . . . , vi−1}
or G \ {v1, . . . , vi−1}. Thus, the algorithm from Lemma 2.5 is in fact obtained from the
algorithm from [8] by omitting some steps. The running time of the two algorithms is the
same. For the sake of completeness, we give all the details for the algorithm that we need
(i.e. the algorithm from Lemma 2.5).
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If we found no such vertex, then G has no simplicial vertices; in this case,
we return the list L and stop. Suppose now that we found such a vertex
x. First, we set L := L, x (i.e. we update L by adding x to the end of L).
Then, for all distinct x′, y ∈ V (G) \ {x}, we update diff(x′, y) as follows: if
x ∈ NG[x
′] \NG[y
′], then we set diff(x′, y) := diff(x′, y) − 1, and otherwise,
we do not change diff(x′, y); this update takes O(n2) time. We now go to
Step 1 with input G \ x, L, and diff(x′, y) for all distinct x′, y ∈ V (G) \ {x}.
Clearly, the algorithm terminates and is correct. Step 0 takes O(n3)
time. We make O(n) calls to Step 1, and otherwise, the slowest step of
Step 1 takes O(n2) time. Thus, the total running time of the algorithm is
O(n3).
The following is Lemma 2.4(a)-(c) from [1].
Lemma 2.6. [1] Let R be a k-ring with ring partition (X1, . . . ,Xk). Then
all the following hold:
(a) every hole in R intersects each of X1, . . . ,Xk in exactly one vertex;
(b) every hole in R is of length k;
(c) for all i ∈ {1, . . . , k}, R \Xi is chordal.
Note that Lemma 2.6(b) implies that, for an integer k ≥ 4, every hyper-
hole in a k-ring is of length k.
Lemma 2.7. Let k ≥ 4 be an integer. Then every induced subgraph of a
k-ring either contains a simplicial vertex or is a k-ring. More precisely,
let R be a k-ring with ring partition (X1, . . . ,Xk), and let Y ⊆ V (R) be a
nonempty set. Then either R[Y ] contains a simplicial vertex, or R[Y ] is a
k-ring with ring partition (X1 ∩ Y, . . . ,Xk ∩ Y ).
Proof. For all i ∈ {1, . . . , k}, we set Xi = {u
1
i , . . . , u
|Xi|
i } so that Xi ⊆
NR[u
|Xi|
i ] ⊆ · · · ⊆ NR[u
1
i ] = Xi−1 ∪ Xi ∪ Xi+1, as in the definition of a
ring. For all i ∈ {1, . . . , k}, set Yi = Xi ∩ Y . If at least one of Y1, . . . , Yk is
empty, then Lemma 2.6(c) implies that R[Y ] is chordal, and consequently
(by [6]), R[Y ] contains a simplicial vertex. So from now on, we assume that
Y1, . . . , Yk are all nonempty.
For all i ∈ {1, . . . , k}, let ji ∈ {1, . . . , |Xi|} be maximal with the prop-
erty that ujii ∈ Yi; then u
ji
i is dominated in R[Y ] by all other vertices in
Yi. If for some i ∈ {1, . . . , k}, u
ji
i is anticomplete to Yi−1 or Yi+1, then
Lemma 2.1 readily implies that ujii is a simplicial vertex of R[Y ], and we are
done; otherwise, Lemma 2.1 implies that R[Y ] is a ring with ring partition
(Y1, . . . , Yk).
Lemma 2.8. For all integers k ≥ 4, both the following hold:
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• the class Rk is hereditary and contains all k-rings;
• the class R≥k is hereditary and contains all rings of length at least k;
In particular, the class R≥4 is hereditary and contains all rings.
Proof. This follows immediately from Lemma 2.7 and from the relevant
definitions.
The following lemma (Lemma 2.9) will not be used in the remainder of
the paper, but the reader may find it informative.
Lemma 2.9. Let k ≥ 4 be an integer, and let G be a graph. Then the
following are equivalent:
(a) G ∈ Rk;
(b) either G is chordal, or G can be obtained from a k-ring by repeatedly
adding simplicial vertices.
Proof. The fact that (a) implies (b) follows from the definition of a ring.
The reverse implication follows from the definition of Rk, from Lemma 2.8,
and from the fact that chordal graphs are precisely those graphs that have
a simplicial elimination ordering [6].
Lemma 2.10. Let G be a graph on at least two vertices, and let v ∈ V (G)
be a simplicial vertex. Then ω(G) = max{|NG[v]|, ω(G \ v)} and χ(G) =
max{ω(G), χ(G \ v)}.
Proof. We first show that ω(G) = max{|NG[v]|, ω(G\v)}. Since v is simpli-
cial, NG[v] is a clique, and we readily deduce that max{|NG[v]|, ω(G\ v)} ≤
ω(G). To prove the reverse inequality, let K be a clique of size ω(G) in G.
If v /∈ K, then K is a clique in G \ v, and so ω(G) = |K| ≤ ω(G \ v) ≤
max{|NG[v]|, ω(G\v)}. So suppose that v ∈ K. SinceK is a clique, it follows
that K ⊆ NG[v], and so ω(G) = |K| ≤ |NG[v]| ≤ max{|NG[v]|, ω(G \ v)}.
This proves that ω(G) = max{|NG[v]|, ω(G \ v)}.
It remains to show that χ(G) = max{ω(G), χ(G \ v)}. It is clear
that max{ω(G), χ(G \ v)} ≤ χ(G). For the reverse inequality, we set
ℓ = max{ω(G), χ(G\v)}, and we construct a proper coloring of G that uses
at most ℓ colors. First, we properly color G \ v with colors 1, . . . , ℓ. Next,
since NG[v] is a clique, we see that |NG(v)| = |NG[v]|−1 ≤ ω(G)−1 ≤ ℓ−1;
thus, at least one of our ℓ colors was not used on NG(v), and we can assign
this “unused” color to v. This produces a proper coloring of G that uses at
most ℓ colors, and we are done.
We complete this section by stating the decomposition theorem for the
class GT proven in [1] (this is Theorem 1.7 from [1]).
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Theorem 2.11. [1] Let G ∈ GT. Then one of the following holds:
• G is a complete graph, a ring, or a 7-hyperantihole;
• G admits a clique-cutset.
Finally, we remark that graphs in GT can be recognized in polynomial
time [1], but we do not need this result in the remainder of the paper.
3 Proof of Theorem 1.2
In this section, we prove Theorem 1.2. We begin with an easy lemma.
Lemma 3.1. Let R be a k-ring (with k ≥ 4) such that χ(R) = ω(R). Then
R contains a k-hyperhole H such that χ(H) = χ(R).
Proof. Let (X1, . . . ,Xk) be a ring partition of R, and for all i ∈ {1, . . . , k},
let Xi = {u
1
i , . . . , u
|Xi|
i } be an ordering of Xi such that Xi ⊆ NR[u
|Xi|
i ] ⊆
· · · ⊆ NR[u
1
i ] = Xi−1 ∪ Xi ∪Xi+1, as in the definition of a ring. Let Q be
a clique of size ω(R) in R. By the definition of a ring, and by symmetry,
we may assume that Q ⊆ X1 ∪X2. Since u
1
1 is complete to X2, and since
u12 is complete to X1, the maximality of Q guarantees that u
1
1, u
1
2 ∈ Q. Set
H = R[Q ∪ {u13, u
1
4, . . . , u
1
k}]. Clearly, H is a k-ring, and χ(H) ≤ χ(R). On
the other hand, since H contains a clique (namely Q) of size ω(R), we see
that χ(H) ≥ ω(R). Since χ(R) = ω(R), we deduce that χ(H) = χ(R).
In view of Lemma 3.1, our next lemma (Lemma 3.2) shows that Theo-
rem 1.2 holds for even rings. We will also rely on Lemma 3.2 in our coloring
algorithm for rings in section 5.
Lemma 3.2. Even rings are perfect.9 Furthermore, there exists an algo-
rithm with the following specifications:
• Input: A graph G;
• Output: Either an optimal coloring of G, or the true statement that G
is not an even ring;
• Running time: O(n3).
Proof. We begin by constructing the algorithm. We first call the algorithm
from Lemma 2.3 with input G; this takes O(n2) time. If the algorithm
returns the answer that G is not a ring, then we return the answer that
G is not an even ring, and we stop. So from now on, we assume that the
algorithm returned all the following:
9We remind the reader that a graph is perfect if all its induced subgraphs H satisfy
χ(H) = ω(H). In particular, every perfect graph G satisfies χ(G) = ω(G). The fact that
even rings are perfect easily follows from the Strong Perfect Graph Theorem [2]. However,
here we give an elementary proof of this fact.
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• the true statement that G is a ring;
• the length k and a ring partition (X1, . . . ,Xk) of the ring G;
• for each i ∈ {1, . . . , k}, an ordering Xi = {u
1
i , . . . , u
|Xi|
i } of Xi such
that Xi ⊆ NG[u
|Xi|
i ] ⊆ · · · ⊆ NG[u
1
i ] = Xi−1 ∪Xi ∪Xi+1.
If k is odd, then we return the answer that G is not an even ring, and we stop.
So assume that k is even. We then compute ω(G) by running the algorithm
from Lemma 2.4 with input G; this takes O(n3) time. We now color G as
follows. For all odd i ∈ {1, . . . , k} and all j ∈ {1, . . . , |Xi|}, we assign color
j to the vertex uji ; and for all even i ∈ {1, . . . , k} and all j ∈ {1, . . . , |Xi|},
we assign color ω(G) − j + 1 to the vertex uji . Since |Xi| ≤ ω(R) for all
i ∈ {1, . . . , k}, we see that our coloring uses only colors 1, . . . , ω(R). Let
us show that the coloring is proper. Suppose otherwise. By Lemma 2.1(b)
and symmetry, we may assume that there exist some i ∈ {1, . . . , k}, j ∈
{1, . . . , |Xi|}, and ℓ ∈ {1, . . . , |Xj |} such that u
j
i and u
ℓ
i+1 are adjacent in
R and were assigned the same color. Since uji and u
ℓ
i+1 are adjacent, the
definition of a ring implies that {u1i , . . . , u
j
i} and {u
1
i+1, . . . , u
ℓ
i+1} are cliques,
complete to each other; thus, {u1i , . . . , u
j
i}∪{u
1
i+1, . . . , u
ℓ
i+1} is a clique, and
consequently, j + ℓ ≤ ω(R). On the other hand, by construction, we have
that:
• if i is odd, then uji received color j, and u
ℓ
i+1 received color ω(R)−ℓ+1;
• if i is even, then uji received color ω(R)− j+1, and u
ℓ
i+1 received color
ℓ.
Since uji and u
ℓ
i+1 received the same color, it follows that either j = ω(R)−
ℓ + 1 or ω(R) − j + 1 = ℓ; in either case, we get that j + ℓ = ω(R) + 1,
contrary to the fact that j + ℓ ≤ ω(R). This proves that our coloring of
G is indeed proper. Furthermore, as pointed out above, this coloring uses
at most ω(G) colors. Since ω(G) ≤ χ(G), we deduce that our coloring is
optimal, and that χ(G) = ω(G). We now return this coloring of G, and we
stop.
Clearly, the algorithm is correct, and its running time is O(n3). Note,
furthermore, that we have established that all even rings R satisfy χ(R) =
ω(R). The fact that even rings are perfect now follows from Lemmas 2.7
and 2.10 by an easy induction.
As we pointed out above, Lemmas 3.1 and 3.2 together imply that even
rings satisfy Theorem 1.2. We devote the remainder of the section to proving
Theorem 1.2 for odd rings.
Given a graph G, a coloring c of G, and distinct colors a, b used by c,
we set Ra,bG,c = G[{x ∈ V (G) | c(x) = a or c(x) = b}];
10 note that if c is a
10Thus, Ra,bG,c is the subgraph of G induced by the vertices colored a or b.
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proper coloring of G, then Ra,bG,c is a bipartite graph, and if G contains no
even holes, then Ra,bG,c is a forest. Furthermore, we have the following lemma.
Lemma 3.3. Let k ≥ 5 be an odd integer, let R be a k-ring with ring
partition (X1, . . . ,Xk), let G be an induced subgraph of R, let c be a proper
coloring of G, let a, b be distinct colors used by c, and let Q be any component
of Ra,bG,c. Then there are integers i, j ∈ {1, . . . , k} such that V (Q) ⊆ Xi ∪
Xi+1 ∪ · · · ∪Xj−1 ∪Xj ,
11 and Q consists of a path pi, . . . , pj , where pℓ ∈ Xℓ
for all ℓ ∈ {i, . . . , j}, plus, optionally for each ℓ, a vertex p′ℓ ∈ Xℓ with
NR[p
′
ℓ] ⊆ NR[pℓ] and NQ(p
′
ℓ) = {pℓ}.
Proof. By Lemma 2.6, all holes in R are of length k, and in particular, R
contains no even holes. The result now readily follows from the relevant
definitions.
Here, we need a few more definitions. Let R be a ring with ring partition
(X1, . . . ,Xk), and for each i ∈ {1, . . . , k}, let Xi = {u
1
i , . . . , u
|Xi|
i } be an
ordering of Xi such that Xi ⊆ NR[u
|Xi|
i ] ⊆ · · · ⊆ NR[u
1
i ] = Xi−1∪Xi∪Xi+1,
as in the definition of a ring. For all i ∈ {1, . . . , k} and j, ℓ ∈ {1, . . . , |Xi|}
such that j ≤ ℓ (resp. j < ℓ), we say that uji is lower (resp. strictly lower)
than uℓi , and that u
ℓ
i is higher (resp. strictly higher) than u
j
i ; under these
circurmstances, we also write uji ≤ u
ℓ
i (resp. u
j
i < u
ℓ
i) and u
ℓ
i ≥ u
j
i (resp.
uℓi > u
j
i ). For each i ∈ {1, . . . , k} let si = u
1
i and ti = u
|Xi|
i .
12 Further,
suppose that c is a proper coloring of R \ t2. For all X ⊆ V (R) \ {t2}, set
c(X) = {c(x) | x ∈ X}. Given distinct colors a, b ∈ c(V (R) \ {t2}) and an
index i ∈ {1, . . . , k}, we say that a is lower than b in Xi, and that b is higher
than a in Xi, provided that either
• b /∈ c(Xi), or
• there exist indices j, ℓ ∈ {1, . . . , |Xi|} such that j < ℓ, c(u
j
i ) = a, and
c(uℓi) = b.
Let c1 = c(s1).
13 We say that c is unimprovable if for all colors a ∈ c(V (R)\
{t2}) such that a 6= c1, and all components Q of R
c1,a
R\t2,c
that do not contain
s1, both the following are satisfied:
• for all odd i ∈ {3, . . . , k} such that Q intersects Xi, c1 is lower than a
in Xi.
• for all even i ∈ {3, . . . , k} such that Q intersects Xi, c1 is higher than
a in Xi;
11As usual, subscripts are understood to be modulo k.
12Thus, si is the lowest and ti the highest vertex in Xi. Note that this means that si is
the highest-degree and ti the lowest-degree vertex in Xi.
13Note that this means that c1 /∈ c(X2 \{t2}). This is because c(s1) = c1, s1 is complete
to X2 in R, and c is a proper coloring of R \ t2.
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We remark that if c is an unimprovable coloring of R\ t2, then by definition,
c is a proper coloring of R \ t2, but it need not be an optimal coloring of
R \ t2, i.e. it may possibly use more than χ(R \ t2) colors.
Our next lemma shows that any proper coloring of R \ t2 (where R and
t2 are as above) can be turned into an unimprovable coloring that uses no
more colors than the original coloring of R \ t2.14
Lemma 3.4. There exists an algorithm with the following specifications:
• Input: An odd ring R with ring partition (X1, . . . ,Xk), for each i ∈
{1, . . . , k}, an ordering Xi = {u
1
i , . . . , u
|Xi|
i } of Xi such that Xi ⊆
NR[u
|Xi|
i ] ⊆ · · · ⊆ NR[u
1
i ] = Xi−1 ∪Xi ∪Xi+1, and a proper coloring c
of R \ u
|X2|
2 ;
• Output: An unimprovable coloring of R\u
|X2|
2 that uses no more colors
than c does;
• Running time: O(n4).
Proof. To simplify notation, for all i ∈ {1, . . . , k}, we set si = u
1
i and ti =
u
|Xi|
i . (Thus, c is a proper coloring of R \ t2.) Let r be the number of colors
used by c; by symmetry, we may assume that c : V (R) \ {t2} → {1, . . . , r}.
Set c1 = c(s1).
Now, for every proper coloring c˜ : V (R)\{t2} → {1, . . . , r} of R\ t2 such
that c˜(s1) = c1,
15 we define the rank of c˜, denoted by rank(c˜), as follows.
• For all odd i ∈ {3, . . . , k}, if there exists an index j ∈ {1, . . . , |Xi|}
such that c˜(uji ) = c1,
16 then we set ri(c˜) = j, and otherwise, we set
ri(c˜) = |Xi|+ 1.
• For all even i ∈ {3, . . . , k}, if there exists an index j ∈ {1, . . . , |Xi|}
such that c˜(uji ) = c1,
17 then we set ri(c˜) = |Xi|− j+2, and otherwise,
we set ri(c˜) = 1.
• We set rank(c˜) =
k∑
i=3
ri(c˜).
18
14In particular, this implies that if R\t2 is r-colorable, then there exists an unimprovable
coloring of R \ t2 that uses at most r colors.
15Note that this implies that c1 /∈ c˜(X2\{t2}). This is because c˜(s1) = c1, s1 is complete
to X2 in R, and c˜ is a proper coloring of R \ t2.
16Note that if j exists, then it is unique. This is because Xi is a clique of R \ t2, and c˜
is a proper coloring of R \ t2.
17As before, if j exists, then it is unique.
18Note that k − 2 ≤ rank(c˜) ≤ k − 2 +
k∑
i=3
|Xi|.
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Note that if c˜ : V (R) \ {t2} → {1, . . . , r} is a proper coloring of R \ t2 with
c˜(s1) = c1, then c˜ is unimprovable if and only if for all a ∈ {1, . . . , r} \ {c1},
and all components Q of Rc1,aR\t2,c that do not contain s1, the coloring c
′
of R \ {t2} obtained from c by swapping colors c1 and a on Q, satisfies
rank(c′) ≥ rank(c).
Algorithmically, our goal is to recursively transform c until we obtain an
unimprovable coloring of R \ t2 that uses only colors from the set {1, . . . , r}.
First, for all colors a ∈ {1, . . . , r} \ {c1}, we form the graph R
c1,a
R\t2,c
,
we find all components of this graph, and for each component Q(c1, a) of
Rc1,aR\t2,c that does not contain s1, we form the coloring cQ(c1,a) by start-
ing with c and then swapping colors c1 and a on Q(c1, a), and finally, we
check whether rank(cQ(c1,a)) < rank(c). Doing this for all possible choices
of a and Q(c1, a) takes O(n
3) time. If for some color a ∈ C \ {c1}, and
some component Q(c1, a) of R
c1,a
R\t2,c
that does not contain s1, we found that
rank(cQ(c1,a)) < rank(c), then we update c as c := cQ(c1,a), and we repeat
the process. Otherwise, we return c, and we stop.
The algorithm stops because the rank of the coloring decreases after each
iteration. Clearly, the algorithm is correct. Since each iteration takes O(n3)
time, and there are O(n) iterations, we see that the total running time of
the algorithm is O(n4).
We now prove a technical lemma (Lemma 3.5) that is the heart of our
proof of Theorem 1.2 for odd rings. We also rely on Lemma 3.5 in our
coloring algorithm for rings.19 We remark that in our proof of Lemma 3.5,
we repeatedly rely on Lemma 3.3 without explicitly stating this.20
Lemma 3.5. Let k ≥ 5 be an odd integer, let R be a k-ring with ring
partition (X1, . . . ,Xk), and for each i ∈ {1, . . . , k}, let Xi = {u
1
i , . . . , u
|Xi|
i }
be an ordering of Xi such that Xi ⊆ NR[u
|Xi|
i ] ⊆ · · · ⊆ NR[u
1
i ] = Xi−1 ∪
Xi ∪ Xi+1. For all i ∈ {1, . . . , k}, set si = u
1
i and ti = u
|Xi|
i . Let c be an
unimprovable coloring of R \ t2, let r be the number of colors used by c.
21
Let c1 = c(s1), and let S = {x ∈ V (R) | x 6= t2, c(x) = c1}.
22 Then both the
following hold:
(a) either ω(R \ S) ≤ r − 1, or R contains a k-hyperhole of chromatic
number r + 1;
19More precisely, our coloring algorithm for rings relies on Lemma 3.6, which is an easy
corollary of Lemma 3.5 and Theorem 1.2.
20Essentially, every time we consider a component Q as in Lemma 3.3, we keep in mind
the structure of Q, as described in Lemma 3.3.
21In particular, the coloring c is proper and r ≥ χ(R \ t2), and this inequality may
possibly be strict.
22Note that this implies that S is a stable set in R \ t2.
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(b) if every k-ring R′ such that |V (R′)| < |V (R)| contains a k-hyperhole
of chromatic number χ(R′), then either χ(R\S) ≤ r−1, or R contains
a k-hyperhole of chromatic number r + 1.
Proof. By hypotheses, we have that χ(R \ t2) ≤ r; it follows that ω(R) ≤
χ(R) ≤ r+1. If ω(R) = r+1, then both (a) and (b) follow from Lemma 3.1;
thus, we may assume that ω(R) ≤ r.
Set Y1 = NR(t2)∩X1, X
′
2 = X2 \{t2}, and Y3 = NR(t2)∩X3. Note that
NR(t2) = Y1 ∪X
′
2∪Y3, with Y1,X
′
2, Y3 pairwise disjoint. Note, furthermore,
that Y1 ∪ X2 and X2 ∪ Y3 are maximal cliques of R. Let C be the set of
colors used by c; then |C| = r. To simplify notation, for all distinct colors
a, b ∈ C, we write Ra,b instead of Ra,bR\t2,c.
Claim 1. Either ω(R \ S) ≤ r− 1, or R contains a k-hyperhole
of chromatic number r + 1. In other words, (a) holds.
Proof of Claim 1. Recall that ω(R \ S) ≤ r. Thus, we may assume that
ω(R \ S) = r, for otherwise we are done. Since c is a proper coloring of
R \ t2 that uses only r colors, and since S is a color class of the coloring
c, we see that S intersects all cliques of size r in R that do not contain t2.
Furthermore, there are exactly two maximal cliques in R that contain t2,
namely Y1∪X2 and X2∪Y3. Since S intersects Y1∪X2 (because s1 ∈ Y1∩S),
we deduce that X2∪Y3 is the unique clique of R\S of size r. (Note that this
implies that X ′2 ∪Y3 is a clique of size r− 1.) In particular, c1 /∈ c(X
′
2 ∪Y3).
Consider any color a ∈ c(Y3), and let Q be the component of R
c1,a that
contains the vertex of Y3 colored a. If s1 /∈ V (Q), then by swapping colors
c1 and a on Q, we obtain a coloring that contradicts the fact that c is
unimprovable. Thus, s1 ∈ V (Q). It follows that the following hold:
• for every odd i 6= 1, we have that c(Y3) ⊆ c(Xi);
• for every even i 6= 2, some vertex of Xi is colored ci, and furthermore,
this vertex is adjacent to all vertices of Xi−1 ∪ Xi+1 that received a
color used on Y3.
For odd i ≥ 5, let hi be the highest indexed vertex of Xi that is adjacent
both to the vertex of Xi−1 colored c1, and to the vertex of Xi+1 colored c1.
Let Z1 = {s1}, Z2 = X2, Z3 = Y3. For all even i ≥ 4, let Zi be the set that
consists of the vertex of Xi colored c1, and all the vertices of Xi lower than
that vertex. For all odd i ≥ 5, let Zi consist of hi and all the vertices in
Xi lower than it. Let H = R[Z1 ∪ Z2 ∪ · · · ∪ Zk]. By construction, H is a
k-hyperhole of R; thus, χ(H) ≤ χ(R) ≤ r+1. If χ(H) = r+ 1, then we are
done. So assume that χ(H) ≤ r. Then
⌈
2|V (H)|
k−1
⌉
=
⌈
|V (H)|
α(H)
⌉
≤ χ(H) ≤ r. It
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follows that |V (H)| ≤ k−12 r, and consequently, |V (H) \ {t2}| <
k−1
2 r. Now,
X ′2∪Y3 is a clique of size r−1, and so |c(X
′
2∪Y3)| = r−1. Furthermore, we
know that c1 /∈ c(X
′
2 ∪ Y3), and so since c uses precisely r colors, it follows
that |{c1} ∪ c(X
′
2 ∪ Y3)| = r. Since |V (H) \ {t2}| <
k−1
2 r, we see that some
color from {c1}∪c(X
′
2∪Y3) appears on fewer than
k−1
2 vertices of V (H)\{t2};
since t2 is not colored by c, it follows that some color from {c1}∪ c(X
′
2 ∪Y3)
appears on fewer than k−12 vertices of H. Now, by construction, every
color from {c1} ∪ c(Y3) appears
k−1
2 times on H. It follows that some color
d ∈ c(X ′2) appears fewer than
k−1
2 times on H. Thus, there exists some
even i ≥ 4 such that either d does not appear on Xi, or d appears higher
than c1 in Xi; let i be the smallest such index. Thus, d appears on each
Zj, for even j < i, and there are
i
2 − 1 such j’s. On the other hand, let
Q be the component of Rc1,d that contains the vertex of Xi colored c1. If
s1 /∈ V (Q), then we swap colors c1 and d on Q, thus obtaining a coloring of
R\t2 that contradicts the fact that c is unimprovable. Thus, s1 ∈ V (Q), and
it follows that each Zj, for odd j > i, contains a vertex colored d; there are
⌈k−i2 ⌉ =
k−i+1
2 such j’s. In total, we get that at least (
i
2 − 1) +
k−i+1
2 =
k−1
2
vertices of H are colored d, contrary to our choice of d. 
It remains to prove (b). For this, we assume that
• every k-ring R′ such that |V (R′)| < |V (R)| contains a k-hyperhole of
chromatic number χ(R′),
• χ(R \ S) ≥ r,
and we prove that R contains a k-hyperhole of chromatic number r + 1.
Since S is a color class of a proper coloring of R \ t2 that uses at most r
colors, we see that χ
(
R \ (S ∪ {t2})
)
≤ r − 1; consequently, χ(R \ S) ≤ r.
Since χ(R \ S) ≥ r, it follows that χ(R \ S) = r. Further, in view of (a), we
may assume that ω(R \ S) ≤ r − 1.
Claim 2. R \ S contains a k-hyperhole H such that χ(H) =⌈
2|V (H)|
k−1
⌉
= r.
Proof of Claim 2. Let v1, . . . , vt (with t ≥ 0) be a maximal sequence of
vertices in R \ S such that for all i ∈ {1, . . . , t}, vi is simplicial in R \ (S ∪
{v1, . . . , vi−1}). Set A = {v1, . . . , vt}. Suppose first that R \ S = A. Then
v1, . . . , vt is a simplicial elimination ordering of R \ S, and so by coloring
R \ S greedily using the ordering vt, . . . , v1, we obtain a proper coloring of
R \ S that uses only ω(R \ S) colors, contrary to the fact that χ(R \ S) =
r > r − 1 ≥ ω(R \ S). So, R \ S 6= A. Lemma 2.7 and the maximality of A
now imply that R \ (S ∪A) is a k-ring. Since S 6= ∅, the k-ring R \ (S ∪A)
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has fewer vertices than R, and so R \ (S ∪A) contains a k-hyperhole H such
that χ(H) = χ
(
R \ (S ∪A)
)
.
Now, Lemma 2.10 and an easy induction guarantee that
χ(R \ S) = max
{
ω(R \ S), χ
(
R \ (S ∪A)
)}
.
Since χ(R \ S) = r, ω(R \ S) = r − 1, and χ(H) = χ
(
R \ (S ∪ A)
)
,
we deduce that χ(H) = r. Since ω(H) ≤ ω(R \ S) ≤ r − 1, we see that
ω(H) < χ(H), and so Lemma 1.1 implies that χ(H) =
⌈
|V (H)|
α(H)
⌉
=
⌈
2|V (H)|
k−1
⌉
.
Thus, χ(H) =
⌈
2|V (H)|
k−1
⌉
= r. 
From now on, let H be as in Claim 2. Our goal is to find a hyperhole in
R of size at least |V (H)|+ k+12 ; this will imply
23 that the chromatic number
of that hyperhole is at least r + 1,24 which is what we need.
Recall that c1 = c(s1). Let j be the largest odd index such that c(si) = c1
for all odd i ∈ {1, . . . , j}.
Claim 3. c1 ∈ c(Xi) for every even index i ≥ j + 3.
Proof of Claim 3. Suppose otherwise, and fix the smallest even index i ≥ j+3
such that c1 /∈ c(Xi). If c(si−1) = c1, then:
• if i− 1 = j + 2, then the choice of j is contradicted;
• if i− 1 ≥ j + 4, then the choice of i is contradicted.25
It follows that c(si−1) 6= c1. Set ci−1 = c(si−1), and let Q be the component
of Rc1,ci−1 that contains si−1. We know that c1, ci−1 /∈ c(Xi), and so V (Q)∩
Xi = ∅. On the other hand, the parity of i and j implies that V (Q)∩Xj+1 =
∅. Thus, V (Q) ⊆ Xj+2 ∪ · · · ∪ Xi−1. But now by swapping colors c1 and
ci−1 on Q, we obtain a coloring of R \ t2 that contradicts the fact that c is
unimprovable. 
For all i ∈ {1, . . . , k} \ {2}, if c1 ∈ c(Xi), the let x
c1
i be the (unique)
vertex of Xi to which c assigns color c1.
26
For each i ∈ {1, . . . , k}, let hi be the highest indexed vertex of Xi∩V (H).
Let ℓ be the largest odd index such that for every odd i ∈ {1, . . . , ℓ}, we
have that c1 ∈ c(Xi ∩ V (H)). Clearly, ℓ ≥ j. For i ∈ {1, . . . , ℓ + 2}, let
23The details are given at the end of the proof of the lemma.
24Since χ(R) ≤ r+1, we see that any hyperhole in R of chromatic number at least r+1
in fact has chromatic number exactly r + 1.
25We are using the fact that si−1 is complete to Xi−2, and so c1 /∈ c(Xi−2).
26If c1 /∈ c(Xi), then x
c1
i is undefined.
18
Wi = {x ∈ Xi | x ≤ hi}. Next, for even i ≥ ℓ+ 3, Claim 3 guarantees that
c1 ∈ c(Xi), and we set Wi = {x ∈ Xi | x ≤ max{hi, x
c1
i }}. Finally, for odd
i ≥ ℓ+4, let hc1i be the highest indexed vertex of Xi∩V (H) that is adjacent
to xc1i−1, and let Wi = {x ∈ Xi | x ≤ h
c1
i }. Let W = R[W1 ∪W2 ∪ · · · ∪Wk],
and for all i ∈ {1, . . . , k}, let wi be the highest indexed vertex of Wi.
Claim 4. W is a k-hyperhole.
Proof of Claim 4. Suppose otherwise. Then there exists some even i ≥ ℓ+3
such that xc1i is non-adjacent to wi−1. Let a = c(wi−1).
Suppose that i = ℓ + 3. Then by the choice of ℓ, no vertex in Wℓ+2
is colored c1. Let Q be the component of R
c1,a that contains wi−1. By
construction, V (Q) ∩ Xℓ+3 = ∅, and by the parity of j and i, we see that
V (Q) ∩Xj+1 = ∅. Thus, V (Q) ⊆ Xj+2 ∪ · · · ∪Xℓ+2. We now swap colors
c1 and a on Q, thus obtaining a coloring of R \ t2 that contradicts the fact
that c is unimprovable.27
Thus, i ≥ ℓ + 5. By construction, xc1i−2 is adjacent to wi−1, and so if
c1 ∈ c(Xi−1), then wi−1 < x
c1
i−1. Let Q be the component of R
c1,a that
contains wi−1. Then V (Q) ∩ Xj+1 = V (C) ∩ Xi = ∅, and we deduce that
V (Q) ⊆ Xj+2 ∪ · · · ∪Xi−1. But now by swapping colors c1 and a on Q, we
obtain a coloring of R \ t2 that contradicts the fact that c is unimprovable.

Claim 5. |V (W )| ≥ |V (H)|+ k−12 .
Proof of Claim 5. To simplify notation, for all i ∈ {1, . . . , k}, we set Hi =
V (H)∩Xi. Further, let SW be the set of all vertices of W to which c assigns
color c1; thus, SW ⊆ S, SW is a stable set in R\ t2, and V (H)∩SW = ∅. By
the construction of W , we have that |SW | ≥
k−1
2 . Thus, it suffices to show
that |V (H)| ≤ |V (W ) \ SW |.
By the construction of W , for all indices i ∈ {1, . . . , k} such that either
i ≤ ℓ+2 or i is even, we have that Hi ⊆Wi \SW . We may now assume that
for some even index i ≥ ℓ+3, we have that |Wi \(Hi∪SW )| < |Hi+1 \Wi+1|,
for otherwise we are done. Since Wi \ (Hi ∪ SW ) and Hi+1 \Wi+1 are both
cliques of R \ t2, and since c is a proper coloring of R \ t2, we have that
|c(Wi \ (Hi ∪SW ))| < |c(Hi+1 \Wi+1)|; fix a ∈ c(Hi+1 \Wi+1) \ c(Wi \ (Hi ∪
SW )). Then a 6= c1.
28 Furthermore, a /∈ c(Wi),
29 and so it follows from the
construction of W that a is higher than c1 in Xi (possibly a /∈ c(Xi)).
27We are using the fact that V (Q) ⊆ Xj+2 ∪ · · · ∪ Xℓ+3, that ℓ + 2 is odd, and that
c1 /∈ c(Xℓ+2).
28This is because a ∈ c(Hi+1), and c does not assign color c1 to any vertex in H .
29By construction, a /∈ c(Wi \ (Hi ∪ SW )), and since a 6= c1, we also have that a /∈ SW .
Further, a ∈ c(Hi+1), and so since Hi is complete to Hi+1, we have that a /∈ c(Hi). Thus,
a /∈ c(Wi).
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By construction, a ∈ c(Xi+1); let x
a
i+1 be the (unique) vertex of Xi+1
such that c(xai+1) = a. As before, let x
c1
i be the unique vertex of Xi to which
c assigns color c1 (such a vertex exists by Claim 3).
Now, we have that xai+1 ∈ Xi+1 \Wi+1, and that i+1 is odd with i+1 ≥
ℓ+ 4. We then see from the construction of W that xai+1 is nonadjacent to
xc1i . Let Q be the component of R
c1,a that contains xc1i . Then V (Q)∩Xj+1 =
V (Q)∩Xi+1 = ∅, and it follows that V (Q) ⊆ Xj+2∪ · · · ∪Xi. We now swap
colors c1 and a on Q, and we thus obtain a coloring of R\t2 that contradicts
the fact that c is unimprovable. 
By Claim 4, W is a k-hyperhole; since k is odd, we see that α(W ) = k−12 .
Using Claims 2 and 5, we now get that
χ(W ) ≥
⌈ |V (W )|
α(W )
⌉
=
⌈2|V (H)|
k − 1
⌉
+ 1 = r + 1.
On the other hand, we have that χ(W ) ≤ χ(R) ≤ r+1, and we deduce that
χ(W ) = r + 1. This proves (b), and we are done.
We are now ready to prove Theorem 1.2, restated below for the reader’s
convenience.
Theorem 1.2. Let k ≥ 4 be an integer, and let R be a k-ring. Then
χ(R) = max{χ(H) | H is a k-hyperhole in R}.
Proof. If k is even, then the result follows from Lemmas 3.1 and 3.2. So
from now on, we assume that k is odd. Clearly, it suffices to show that R
contains a k-hyperhole of chromatic number χ(R). We assume inductively
that this holds for smaller k-rings, i.e. we assume that every k-ring R′ such
that |V (R′)| < |V (R)| contains a k-hyperhole of chromatic number χ(R′).
Let (X1, . . . ,Xk) be a ring partition of R. For each i ∈ {1, . . . , k} let
Xi = {u
1
i , . . . , u
|Xi|
i } be an ordering of Xi such that Xi ⊆ NR[u
|Xi|
i ] ⊆
· · · ⊆ NR[u
1
i ] = Xi−1 ∪ Xi ∪ Xi+1, as in the definition of a ring. For all
i ∈ {1, . . . , k}, set si = u
1
i and ti = u
|Xi|
i . Set r = χ(R \ t2), and note that
this implies that r ≤ χ(R) ≤ r + 1. Thus, we may assume that R contains
no hyperhole of chromatic number r + 1, for otherwise we are done.
Let c be an unimprovable coloring of R\t2 that uses exactly r colors (the
existence of such a coloring follows from Lemma 3.4). Let C be the set of
colors used by c (thus, |C| = r), and set c1 = c(s1) and S = {x ∈ V (R) | x 6=
t2, c(x) = c1}. Lemma 3.5 now implies that ω(R\S) ≤ r−1 and χ(R\S) ≤
r− 1. Since S is a stable set in R, we see that χ(R) ≤ χ(R \S)+1 ≤ r, and
we deduce that χ(R) = r. Further, since ω(R \ S) ≤ r − 1, and since S is a
stable set, we see that ω(R) ≤ r. If ω(R) = r, then χ(R) = ω(R), and the
result follows from Lemma 3.1. Thus, we may assume that ω(R) ≤ r − 1.
Clearly, this implies that ω(R \ t2) ≤ r − 1. Since χ(R \ t2) = r, we have
that ω(R \ t2) < χ(R \ t2).
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Let v1, . . . , vt (with t ≥ 0) be a maximal sequence of pairwise distinct
vertices of R \ t2 such that for all i ∈ {1, . . . , t}, vi is simplicial in R \ t2.
Set A = {v1, . . . , vt}. If V (R) \ {t2} = A, then v1, . . . , vt is a simplicial
elimination ordering of R \ t2, and so by coloring R \ t2 greedily using the
ordering vt, . . . , v1, we obtain a proper coloring of R \ t2 that uses only
ω(R \ t2) colors, contrary to the fact that ω(R \ t2) < χ(R \ t2). Thus,
V (R)\{t2} 6= A. The maximality of v1, . . . , vt guarantees that R\({t2}∪A)
has no simplicial vertices, and so by Lemma 2.7, R \ ({t2} ∪ A) is a k-
ring. Further, Lemma 2.10 and an easy induction guarantee that χ(R \
t2) = max
{
ω(R \ t2), χ
(
R \ ({t2} ∪ A)
)}
; since ω(R \ t2) < χ(R \ t2) and
χ(R) = χ(R \ t2), we deduce that χ(R) = χ
(
R \ ({t2}∪A)
)
. The induction
hypothesis applied to the k-ring R\({t2}∪A) guarantees that R\({t2}∪A)
contains a k-hyperhole H such that χ(H) = χ(R \ ({t2} ∪ A)). But then
χ(H) = χ(R). This completes the argument.
We complete this section by stating an easy corollary (Lemma 3.6) of
Lemma 3.5 and Theorem 1.2. We will rely on Lemma 3.6 to construct a
coloring algorithm for rings in section 5.
Lemma 3.6. Let k ≥ 5 be an odd integer, let R be a k-ring with ring
partition (X1, . . . ,Xk), and for each i ∈ {1, . . . , k}, let Xi = {u
1
i , . . . , u
|Xi|
i }
be an ordering of Xi such that Xi ⊆ NR[u
|Xi|
i ] ⊆ · · · ⊆ NR[u
1
i ] = Xi−1 ∪
Xi ∪ Xi+1. For all i ∈ {1, . . . , k}, set si = u
1
i and ti = u
|Xi|
i . Let c be an
unimprovable coloring of R \ t2, let r be the number of colors used by c.
30
Let c1 = c(s1), and let S = {x ∈ V (R) | x 6= t2, c(x) = c1}.
31 Then either
χ(R \ S) ≤ r − 1 or χ(R) = r + 1.
Proof. By hypothesis, χ(R \ t2) ≤ r; consequently, χ(R) ≤ r+1. The result
now readily follows from Theorem 1.2 and Lemma 3.5.
4 Computing the chromatic number of a ring
In this section, we use Corollary 1.3 and Lemma 2.4 to show that the chro-
matic number of a ring can be computed in polynomial time (see Theo-
rem 4.2). We also give a polynomial-time coloring algorithm that computes
the chromatic number of graphs in GT (see Theorem 4.3).
First, we give an algorithm that computes a maximum hyperhole of a
ring.32 The reader may have noticed that the proof of Theorem 1.2 is not
30In particular, the coloring c is proper and r ≥ χ(R \ t2), and this inequality may
possibly be strict.
31Note that this implies that S is a stable set in R \ t2.
32We remind the reader that, by Lemma 2.6(b), every hyperhole in a ring is of the same
length as that ring.
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constructive, since there are steps in that proof where we need to compare
the (unknown) value of χ(R) with some other value. Moreover R may con-
tain exponentially many hyperholes. So, our first goal is to construct a
polynomial-time algorithm that finds a hyperhole of maximum size in an
input ring.
We begin with some terminology and notation. Let k ≥ 4 be an integer,
let R be a k-ring with ring partition (X1, . . . ,Xk), and for all i ∈ {1, . . . , k},
let Xi = {u
1
i , . . . , u
|Xi|
i } be an ordering of Xi such that Xi ⊆ NG[u
|Xi|
i ] ⊆
· · · ⊆ NG[u
1
i ] = Xi−1 ∪Xi ∪Xi+1, as in the definition of a ring. Let H be
a hyperhole in R. For all i ∈ {1, . . . , k}, let ti = max{t ∈ {1, . . . , |Xi|} |
uti ∈ V (H)} and Yi = {u
1
i , . . . , u
ti
i }. Finally, let H˜ = R[Y1 ∪ · · · ∪ Yk]
and CH = {u
t1
1 , . . . , u
tk
k }. Clearly, H˜ is a hyperhole, with V (H) ⊆ V (H˜).
Furthermore, CH induces a hole in R, and it uniquely determines H˜. We
say that H is normal in R if H = H˜. Clearly, any maximal hyperhole
(and therefore, any hyperhole of maximum size) in R is normal. Thus, to
find a maximum hyperhole in an input ring, we need only consider normal
hyperholes in that ring.
Lemma 4.1. There exists an algorithm with the following specifications:
• Input: A graph R;
• Output: Either a maximum hyperhole H in R, or the true statement
that R is not a ring;
• Running time: O(n3).
Proof. We first run the algorithm from Lemma 2.3 input R; this takes O(n2)
time. If the algorithm returns the answer that R is not a ring, then we return
that answer as well and stop. So assume the algorithm returned the state-
ment that R is a ring, along with the length k and ring partition (X1, . . . ,Xk)
of R, and for each i ∈ {1, . . . , k} an ordering Xi = {u
1
i , . . . , u
|Xi|
i } of Xi such
that Xi ⊆ NR[u
|Xi|
i ] ⊆ · · · ⊆ NR[u
1
i ] = Xi−1 ∪Xi ∪Xi+1.
For each j ∈ {1, . . . , |X1|}, we will find a normal hyperhole Hj of R such
that V (Hj) ∩X1 = {u
1
1, . . . , u
j
1}, and subject to that, |V (Hj)| is maximum.
We will then compare the sizes of all the Hj’s (with 1 ≤ j ≤ |X1|), and
clearly the one with maximum size will be a maximum hyperhole in R. Let
us show how to find such a hyperhole Hj for fixed j.
First, define a set of |X1| new vertices, Xk+1 = {u
1
k+1, . . . , u
|X1|
k+1}, with
Xk+1 ∩ V (R) = ∅ (so |Xk+1| = |X1|, and Xk+1 is a copy of X1). Let D be
the directed graph with vertex set V (D) = V (R) ∪Xk+1 and arc set:
A(D) =
k−1⋃
i=1
({
−→xy | x ∈ Xi, y ∈ Xi+1, xy ∈ E(R)
}
∪
{−−−→
xuℓk+1 | x ∈ Xk, xu
ℓ
1 ∈ E(R), 1 ≤ ℓ ≤ |X1|
})
.
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We define a weight function w : A(D)→ N as follows. For every arc
−−−−→
uhi u
ℓ
i+1
in A(D), with i ∈ {1, . . . , k}, h ∈ {1, . . . , |Xi|}, and ℓ ∈ {1, . . . , |Xi+1|}, we
set w(
−−−−→
uhi u
ℓ
i+1) = (|Xi| − h) + (|Xi+1| − ℓ).
Let Pj be a minimum weight directed path between u
j
1 and u
j
k+1 in the
weighted digraph (D,w). Such a path can be found in time O(n2) using
Dijkstra’s algorithm [4, 12]. For each i ∈ {1, . . . , k}, let si,j ∈ {1, . . . , |Xi|}
be the (unique) index such that u
si,j
i ∈ V (Pj), and let Yi,j = {u
ℓ
i | 1 ≤
ℓ ≤ si,j}. Then let Hj = R[Y1,j ∪ · · · ∪ Yk,j]. Clearly, Hj is a normal
hyperhole of R. Moreover we have |V (Hj)| =
∑k
i=1 |Yi,j| =
∑k
i=1 si,j =
|V (R)| −
∑k
i=1(|Xi| − si,j) = |V (R)| −
1
2w(Pj), and so the fact that Pj has
minimum weight implies that Hj has maximum size among all hyperholes
H that satisfy V (H) ∩X1 = {u
1
1, . . . , u
j
1}. So, Hj is the desired hyperhole
for a given j.
We now compare the sizes of the hyperholes H1, . . . ,H|X1| (this takes
O(n2) time), and we return the one of maximum size.
The total running time is O(n3) since we construct Hj for O(n) values
of j. This completes the proof.
We are now ready to give a polynomial-time coloring algorithm for rings.
In fact, we give a slightly more general algorithm. We remind the reader that
R≥4 is the class of all graphs G that have the property that every induced
subgraph of G either is a ring or has a simplicial vertex. By Lemma 2.8,
R≥4 is hereditary and contains all rings. We now give a polynomial-time
algorithm that computes the chromatic number of graphs in R≥4.
Theorem 4.2. There exists an algorithm with the following specifications:
• Input: A graph G;
• Output: Either χ(G), or the true statement that G /∈ R≥4;
• Running time: O(n3).
Proof. First, we form a maximal sequence v1, . . . , vt (t ≥ 0) of vertices such
that, for all i ∈ {1, . . . , t}, vi is simplicial in G \ {v1, . . . , vi−1}; this can be
done in O(n3) time by calling the algorithm from Lemma 2.5 with input
G. If V (G) = {v1, . . . , vt}, then we greedily color G using the ordering
vt, . . . , v1, we return the number of colors that we used, and we stop; this
takes O(n2) time. From now on, we assume that V (G) 6= {v1, . . . , vt}, and
we form the graph R := G \ {v1, . . . , vt} in O(n
2) time. The maximality of
v1, . . . , vt guarantees that R contains no simplicial vertices, and so by the
definition of R≥4, we have that either R is a ring, or R /∈ R≥4.
We now run the algorithm from Lemma 2.2 input R; this takes O(n2)
time. If the algorithm returns the answer that R is not a ring, then we return
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the answer that G /∈ R≥4,
33 and we stop. So assume the algorithm returned
the statement that R is a ring, along with the length k and ring partition
(X1, . . . ,Xk) of R. Next, we call the algorithm from Lemma 2.4; this takes
O(n3) time. Since R is a ring, we know that the algorithm returns a maxi-
mum clique C of R. Next, run the algorithm from Lemma 4.1 with input R;
this takes O(n3) time. Since R is a ring, we know that the algorithm returns
a hyperhole H of R of maximum size; since R is a k-ring, Lemma 2.6(b)
guarantees that H is a k-hyperhole. Set c := max{|C|,
⌈
|V (H)|
⌊k/2⌋
⌉
}; by Corol-
lary 1.3, we have that χ(R) = c, and so the algorithm is correct.
If t = 0 (so that G = R), then we return c, and we stop. So assume
that t ≥ 1. For each i ∈ {1, . . . , t}, set ci = |NG[vi] \ {v1, . . . , vi−1}|; com-
puting the constants c1, . . . , ct takes O(n
2) time. An easy induction using
Lemma 2.10 now establishes that χ(G) = max{c1, . . . , ct, c}. So, we return
max{c1, . . . , ct, c}, and we stop.
Clearly, the algorithm is correct, and its running time is O(n3).
We complete this section by showing how to compute the chromatic
number of graphs in GT in polynomial time.
Theorem 4.3. There exists an algorithm with the following specifications:
• Input: A graph G;
• Output: Either χ(G), or the true statement that G /∈ GT;
• Running time: O(n5).
Proof. We first check whether G has a clique-cutset, and if so, we obtain
a clique-cut-partition (A,B,C) of G such that G[A ∪ C] does not admit
a clique-cutset; this can be done by running the algorithm from [13] with
input G, and it takes O(n3) time. If we obtained the answer that G does
not admit a clique-cutset, then we set A = V (G), B = ∅, and C = ∅, and
we set c = 0. On the other hand, if we obtained (A,B,C), then we make
a recursive call to the algorithm with input G[B ∪ C]; if we obtained the
answer that G[B ∪ C] /∈ GT, then we return the answer that G /∈ GT and
stop, and otherwise (i.e. if we obtained the chromatic number of G[B ∪ C])
we set c = χ(G[B ∪ C]).
We may now assume that we have obtained the number c (for otherwise,
we terminated the algorithm). Clearly, χ(G) = max{χ(G[A∪C]), c}. Next,
we run the algorithm from Theorem 4.2 with inputG[A∪C]; this takes O(n3)
time. If the algorithm returned χ(G[A ∪ C]), then we return the number
max{χ(G[A ∪ C]), c}, and we stop. So assume the algorithm returned the
answer that G[A ∪ C] is not a ring.
33This is correct because, as explained above, if R is not a ring, then R /∈ R≥4, and
(since R≥4 is hereditary) this implies that G /∈ R≥4.
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So far, we know that G[A∪C] does not admit a clique-cutset and is not
a ring. Theorem 2.11 now guarantees that either G[A ∪ C] is a complete
graph or a 7-hyperantihole, or G[A ∪C] /∈ GT (in which case, G /∈ GT, since
GT is hereditary). Clearly, complete graphs have stability number one, and
hyperantiholes have stability number two. Thus, either α(G[A ∪ C]) ≤ 2
or G /∈ GT. Now, we determine whether α(G[A ∪ C]) ≤ 2 by examining all
triples of vertices in G[A∪C]; this takes O(n3) time. If α(G[A∪C]) ≥ 3, then
we return the answer that G /∈ GT and stop. Assume now that α(G[A∪C]) ≤
2. Now, we form the graph G[A∪C] (the complement of G[A∪C]) in O(n2)
time, and we find a maximum matching M in G[A ∪ C] by running the
algorithm from [5]; this takes O(n4) time. Since α(G[A ∪ C]) ≤ 2, we see
that χ(G) = |V (G)|−|M |; we now return the number max{|V (G)|−|M |, c},
and we stop.
Clearly, the algorithm is correct. The slowest step takes O(n4) time, and
we make O(n) recursive calls. Thus, the total running time of the algorithm
is O(n5).
5 Coloring rings
We remind the reader that R≥4 is the class of all graphs G that have the
property that every induced subgraph of G either is a ring or has a simpli-
cial vertex. By Lemma 2.8, R≥4 is hereditary and contains all rings. Our
goal in this section is to construct a polynomial-time coloring algorithm for
graphs in R≥4 (see Theorem 5.2), and more generally, for graphs in GT (see
Theorem 5.3). We already know how to color even rings (see Lemma 3.2).
In the remainder of the section, we focus primarily on odd rings.
Lemma 5.1. There exists an algorithm with the following specifications:
• Input: A positive integer r, an r-colorable odd ring R with ring parti-
tion (X1, . . . ,Xk), for each i ∈ {1, . . . , k}, an ordering Xi = {u
1
i , . . . , u
|Xi|
i }
of Xi such that Xi ⊆ NR[u
|Xi|
i ] ⊆ · · · ⊆ NR[u
1
i ] = Xi−1 ∪Xi ∪Xi+1,
and a proper coloring c of R \ u
|X2|
2 that uses at most r colors;
• Output: A proper coloring of R that uses at most r colors;
• Running time: O(n5).
Proof. To simplify notation, for all i ∈ {1, . . . , k}, we set si = u
1
i and ti =
u
|Xi|
i . Thus, c is a proper coloring of R \ t2 that uses at most r colors. We
may assume that the set of colors used by c is included in {1, . . . , r}.
First, we update c by running the algorithm from Lemma 3.4 and trans-
forming it into an unimprovable coloring of R \ t2; this takes O(n
4) time.
We may assume that c(s1) = r. Let S = {x ∈ V (R)\{t2} | c(x) = r}. Since
χ(R) ≤ r, Lemma 3.6 guarantees that χ(R \ S) ≤ r − 1. (Note that this
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implies that ω(R\S) ≤ r−1.) Next, we run the algorithm from Lemma 2.5,
and we obtain a (possibly empty) sequence v1, . . . , vt of vertices of R \ S
such that for all i ∈ {1, . . . , t}, vi is simplicial in R \ (S ∪ {v1, . . . , vi−1}).
Suppose first that V (R) \S = {v1, . . . , vt}; then v1, . . . , vt is a simplicial
elimination ordering of R \ S. We now greedily color R \ S using the or-
dering vt, . . . , v1; since ω(R \ S) ≤ r − 1, and since v1, . . . , vt is a simplicial
elimination ordering of R, we see that at most r− 1 colors are used to color
R \ S. We now extend this coloring of R \ S to a proper coloring of R that
uses at most r colors by assigning the same new color to all vertices in S.
We return this coloring of R, and we stop.
Suppose now that V (G)\S 6= {v1, . . . , vt}. Set R
′ := R\(S∪{v1, . . . , vt}).
The maximality of v1, . . . , vt guarantees that R
′ has no simplicial vertices,
and so it follows from Lemma 2.7 that R′ is a k-ring with ring partition(
X1 ∩ V (R
′), . . . ,Xk ∩ V (R
′)
)
. Furthermore, χ(R′) ≤ χ(R \ S) ≤ r − 1,
i.e. R′ is (r − 1)-colorable. Let c′ = c ↾ (V (R′) \ {t2}). If t2 /∈ V (R
′),
then c′ : V (R′) → {1, . . . , r − 1} is a proper coloring of R′, and otherwise,
c′ : V (R′) \ {t2} → {1, . . . , r − 1} is a proper coloring of R′ \ t2. In the
former case, we set c′′ = c′; in the latter case, we make a recursive call to
the algorithm, and we obtain a proper coloring c′′ : V (R′) → {1, . . . , r − 1}
of R′. In either case, we extend c′′ to a proper coloring of R \S by assigning
colors greedily to the vertices vt, . . . , v1 (in that order); since ω(R\S) ≤ r−1,
this gives us a proper coloring of R \ S that uses only colors 1, . . . , r − 1.
Finally, we assign color r to all the vertices in S. This produces a proper
coloring of R that uses at most r colors. We return this coloring of R, and
we stop.
Clearly, the algorithm is correct. We make O(n) recursive calls, and
otherwise, the slowest step of the algorithm takes O(n4) time. Thus, the
total running time of the algorithm is O(n5).
Theorem 5.2. There exists an algorithm with the following specifications:
• Input: A graph G;
• Output: Either an optimal coloring of G, or the true statement that
G /∈ R≥4;
• Running time: O(n6).
Proof. First, we form a maximal sequence v1, . . . , vt (t ≥ 0) of vertices such
that, for all i ∈ {1, . . . , t}, vi is simplicial in G \ {v1, . . . , vi−1}; this can be
done in O(n3) time by running the algorithm from Lemma 2.5.
Suppose first that t ≥ 1. If V (G) = {v1, . . . , vt}, so that v1, . . . , vt is
a simplicial elimination ordering of G, then we color G greedily in O(n2)
time using the ordering vt, . . . , v1; we return this coloring of G, and we
stop. So assume that V (G) \ {v1, . . . , vt} 6= ∅. We then make a recursive
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call to the algorithm with input G \ {v1, . . . , vt}. If we obtain an optimal
coloring of G \ {v1, . . . , vt}, then we greedily extend this coloring to an
optimal coloring of G using the ordering vt, . . . , v1, we return this coloring
of G, and we stop. On the other hand, if the algorithm returns the statement
that G \ {v1, . . . , vt} /∈ R≥4, then we return the answer that G /∈ R≥4 (this
is correct because R≥4 is hereditary), and we stop.
From now on, we assume that t = 0. Thus, G contains no simplicial
vertices, and so by Lemma 2.7, either G is a ring, or G /∈ R≥4. We now
run the algorithm from Lemma 2.3 input G; this takes O(n2) time. If the
algorithm returns the answer that G is not a ring, then we return that
answer that G /∈ R≥4. So assume the algorithm returned the statement
that G is a ring, along with the length k and ring partition (X1, . . . ,Xk)
of G, and for each i ∈ {1, . . . , k} an ordering Xi = {u
1
i , . . . , u
|Xi|
i } of Xi
such that Xi ⊆ NG[u
|Xi|
i ] ⊆ · · · ⊆ NG[u
1
i ] = Xi−1 ∪ Xi ∪ Xi+1. If k is
even, then we obtain an optimal coloring of G in O(n3) time by running the
algorithm from Lemma 3.2, we return this coloring, and we stop. So from
now on, we assume that k is odd, so that G is an odd ring. We now compute
the chromatic number r of G in O(n3) time by running the algorithm from
Theorem 4.2. Set t2 = u
|X2|
2 . We now make a recursive call to the algorithm
and obtain an optimal coloring of G\ t2, and then, in O(n
5) time, we obtain
a coloring of G that uses at most r colors by running the algorithm from
Lemma 5.1. Since χ(G) = r, our coloring of G is optimal; we return this
coloring, and we stop.
Clearly, the algorithm is correct. We make O(n) recursive calls to the
algorithm, and otherwise, the slowest step of the algorithm takes O(n5) time.
Thus, the total running time of the algorithm is O(n6).
We complete this section by giving a polynomial-time coloring algorithm
for graphs in GT. We remark that the algorithm is very similar to the one
from Theorem 4.3, except that we use Theorem 5.2 instead of Theorem 4.2.
Nevertheless, for the sake of completeness, we give all the details.
Theorem 5.3. There exists an algorithm with the following specifications:
• Input: A graph G;
• Output: Either an optimal coloring of G, or the true statement that
G /∈ GT;
• Running time: O(n7).
Proof. We first check whether G has a clique-cutset, and if so, we obtain
a clique-cut-partition (A,B,C) of G such that G[A ∪ C] does not admit
a clique-cutset; this can be done in O(n3) time by running the algorithm
from [13] with input G. If we obtained the answer that G does not admit a
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clique-cutset, then we set A = V (G), B = ∅, and C = ∅. On the other hand,
if we obtained (A,B,C), then we make a recursive call to the algorithm with
input G[B ∪ C]; if we obtained the answer that G[B ∪ C] /∈ GT, then we
return the answer that G /∈ GT (this is correct because GT is hereditary),
and we stop. So from now on, we assume that one of the following holds:
• B = C = ∅;
• (A,B,C) is a clique-cut-partition, and we recursively obtained an op-
timal coloring cB of G[B ∪C].
In either case, we also have that G[A ∪ C] does not admit a clique-cutset.
We now run the algorithm from Theorem 5.2 with input G[A ∪ C]; this
takes O(n6) time. The algorithm either returns an optimal coloring cA of
G[A ∪ C], or it returns the answer that G[A ∪ C] /∈ R≥4. If the algorithm
returned the answer that G[A∪C] /∈ R≥4, then our goal is to either produce
an optimal coloring cA of G[A∪C] in another way, or to determine that G /∈
GT. In this case (i.e. if the algorithm returned the answer that G[A ∪ C] /∈
R≥4), we proceed as follows. Since R≥4 contains all rings (by Lemma 2.8),
we have that G[A∪C] is not a ring. Recall that G[A∪C] does not admit a
clique-cutset. Thus, Theorem 2.11 implies that either G[A∪C] is a complete
graph, or G[A ∪ C] is a 7-hyperantihole, or G[A ∪ C] /∈ GT (in which case,
G /∈ GT, since GT is hereditary). Clearly, complete graphs have stability
number one, and hyperantiholes have stability number two. Thus, either
α(G[A∪C]) ≤ 2 or G /∈ GT. We determine whether α(G) ≤ 2 by examining
all triples of vertices in G; this takes O(n3) time. If α(G) ≥ 3, then we return
the answer that G /∈ GT, and we stop. So suppose that α(G[A ∪ C]) ≤ 2.
This means that each color class of a proper coloring of G[A ∪ C] is of
size at most two, and that, taken together, color classes of size exactly two
correspond to a matching of G[A∪C] (the complement of G[A∪C]). So, we
form the graph G[A ∪ C] in O(n2) time, and we find a maximum matching
M in G[A∪C] in O(n4) time by running the algorithm from [5]. We assign a
different color to each member of the matching M , plus a new color to each
vertex of G[A ∪C] that is not an endpoint of an edge of M . This produces
an optimal coloring cA of G[A ∪ C].
So from now on, we may assume that we have obtained an optimal
coloring cA of G[A∪C]. If B = C = ∅, then cA is in fact an optimal coloring
of G; in this case, we return cA, and we stop. So assume that B ∪ C 6= ∅.
Then we have already obtained an optimal coloring cB of G[B ∪ C]. After
possibly renaming colors, we may assume that the color set used by one of
cA, cB is included in the color set used by the other one. Now, C is a clique
in G, and so cA assigns a different color to each vertex of C, and the same
is true for cB . So, after possibly permuting colors, we may assume that
cA ↾ C = cB ↾ C. Now c := cA ∪ cB is an optimal coloring of G. We return
c, and we stop.
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Clearly, the algorithm is correct. The slowest step takes O(n6) time, and
we make O(n) recursive calls. Thus, the total running time of the algorithm
is O(n7).
6 Optimal χ-bounding functions
For all integers k ≥ 4, let Hk be the class of all induced subgraphs of k-
hyperholes, and letAk be the class of all induced subgraphs of k-hyperantiholes;
clearly, classes Hk and Ak are both hereditary, and they contain all com-
plete graphs.34 Recall that for all integers k ≥ 4, Rk is the class of all
graphs G that have the property that every induced subgraph of G either
is a k-ring or has a simplicial vertex; clearly, Rk is hereditary and contains
all complete graphs, and by Lemma 2.8, all k-rings belong to Rk (in partic-
ular, Hk ⊆ Rk). In this section, for all integers k ≥ 4, we find the optimal
χ-bounding functions for the classes Hk (see Theorem 6.5), Ak (see Theo-
rem 6.12), and Rk (see Theorem 6.8). Further, for all integers k ≥ 4, we
set H≥k =
⋃∞
i=kHi and A≥k =
⋃∞
i=kAi, and we remind the reader that
R≥k =
⋃∞
i=kRi.
35 For all integers k ≥ 4, we find the optimal χ-bounding
functions for the classes H≥k (see Corollary 6.5), A≥k (see Corollary 6.13),
and R≥k (see Corollary 6.9); see also Theorem 6.14. Finally, we find the
optimal χ-bounding function for the class GT (see Theorem 6.15).
Recall that N is the set of all positive integers, and let iN be the identity
function on N, i.e. let iN : N→ N be given by iN(n) = n for all n ∈ N.
We define the function fT : N→ N by setting
fT(n) =

⌊5n/4⌋ if n ≡ 0, 1 (mod 4)
⌈5n/4⌉ if n ≡ 2, 3 (mod 4)
for all n ∈ N.
For all odd integers k ≥ 5, we define the function fk : N→ N by setting
fk(n) =

⌊
kn
k−1
⌋
if n ≡ 0, 1 (mod k − 1)
⌈
kn
k−1
⌉
if n ≡ 2, . . . , k − 2 (mod k − 1)
for all n ∈ N.
34The reason we emphasize that these classes contain all complete graphs is that we
defined optimal χ-bounding functions only for hereditary, χ-bounded classes that contain
all complete graphs.
35Clearly, for all integers k ≥ 4 we have that: H≥k is the class of all induced subgraphs of
hyperholes of length at least k; A≥k is the class of all induced subgraphs of hyperantiholes
of length at least k; and R≥k contains all induced subgraphs of rings of length at least
k. In particular, H≥k ⊆ R≥k. It is clear that H≥k, A≥k, and R≥k are hereditary and
contain all complete graphs.
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For all odd integers k ≥ 5, we define the function gk : N→ N by setting
gk(n) =

n if n ≤ k−32⌊
kn
k−1
⌋
if n ≥ k+12 and n ≡ 0, . . . ,
k−3
2 (mod k − 1)⌈
kn
k−1
⌉
if n ≡ k−12 , . . . , k − 2 (mod k − 1)
for all n ∈ N.
Note that fT = f5 = g5. Before turning to the classes mentioned at
the beginning of this section, we prove a few technical lemmas concerning
functions fT, fk, and gk.
Lemma 6.1. Let k ≥ 5 be an odd integer, and let n ∈ N. Then fk(n) =
n+
⌈
2⌊n/2⌋
k−1
⌉
.
Proof. Set m = ⌊ nk−1⌋ and ℓ = n − (k − 1)m. Clearly, m is a nonnegative
integer, ℓ ∈ {0, . . . , k − 2}, n = (k − 1)m+ ℓ, and n ≡ ℓ (mod k − 1).
Since k is odd, we have that k − 1 is even, and so
⌈
2⌊n/2⌋
k−1
⌉
=
⌈
2
⌊
(k−1)m+ℓ
2
⌋
k−1
⌉
= m+
⌈
2⌊ℓ/2⌋
k−1
⌉
.
If 0 ≤ ℓ ≤ 1, then fk(n) = ⌊
n
k−1⌋, and we have that
n+
⌈
2⌊n/2⌋
k−1
⌉
= n+m+
⌈
2⌊ℓ/2⌋
k−1
⌉
= n+m
= ⌊ knk−1⌋
= fk(n),
and we are done.
Suppose now that 2 ≤ ℓ ≤ k − 2; then fk(n) = ⌈
kn
k−1⌉. First, we have
that
n+
⌈
2⌊n/2⌋
k−1
⌉
= n+m+
⌈
2⌊ℓ/2⌋
k−1
⌉
= n+m+ 1 = ⌊ knk−1⌋+ 1.
Since ℓ 6= 0, we see that knk−1 is not an integer, and so ⌊
kn
k−1⌋+1 = ⌈
kn
k−1⌉. It
now follows that
n+
⌈
2⌊n/2⌋
k−1
⌉
= ⌊ knk−1⌋+ 1 = ⌈
kn
k−1⌉ = fk(n),
which is what we needed. This completes the argument.
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Lemma 6.2. Let k ≥ 5 be an odd integer, and let n ∈ N. Then gk(n) =
n+
⌈
⌊ 2nk−1⌋/2
⌉
.
Proof. If n ≤ k−32 , then n +
⌈
⌊ 2nk−1⌋/2
⌉
= n = gk(n), and we are done. So
from now on, we assume that n ≥ k−12 .
Setm = ⌊ nk−1⌋ and ℓ = n−(k−1)m. Clearly, m is a nonnegative integer,
ℓ ∈ {0, . . . , k − 2}, n = (k − 1)m+ ℓ, and n ≡ ℓ (mod k − 1).
First, we have that⌈
⌊ 2nk−1⌋/2
⌉
=
⌈⌊
2((k−1)m+ℓ)
k−1
⌋
/2
⌉
= m+
⌈
⌊ 2ℓk−1⌋/2
⌉
.
Suppose first that 0 ≤ ℓ ≤ k−32 ; then gk(n) = ⌊
kn
k−1⌋. We now have that
n+
⌈
⌊ 2nk−1⌋/2
⌉
= n+m+
⌈
⌊ 2ℓk−1⌋/2
⌉
= n+m
= ⌊ knk−1⌋
= gk(n),
which is what we needed.
Suppose now that k−12 ≤ ℓ ≤ k− 2; then gk(n) = ⌈
kn
k−1⌉. Now, note that
n+
⌈
⌊ 2nk−1⌋/2
⌉
= n+m+
⌈
⌊ 2ℓk−1⌋/2
⌉
= n+m+ 1
= ⌊ knk−1⌋+ 1.
Since ℓ 6= 0, we see that knk−1 is not an integer, and so ⌊
kn
k−1⌋ + 1 = ⌈
kn
k−1⌉.
We now have that
n+
⌈
⌊ 2nk−1⌋/2
⌉
= ⌊ knk−1⌋+ 1 = ⌈
kn
k−1⌉ = gk(n),
which is what we needed. This completes the argument.
Given functions f, g : N → N, we write f ≤ g and g ≥ f , if for all
n ∈ N, we have that f(n) ≤ g(n). As usual, a function f : N → N is
said to be nondecreasing if for all m,n ∈ N such that m ≤ n, we have that
f(m) ≤ f(n).
Lemma 6.3. Function fT is nondecreasing, and fT = f5 = g5. Further-
more, for all odd integers k ≥ 5, all the following hold:
31
(a) fT ≥ fk ≥ gk;
(b) functions fk and gk are nondecreasing;
(c) fk ≥ fk+2 and gk ≥ gk+2.
Proof. The fact that fT is nondecreasing, and that fT = f5 = g5, follows
from the definitions of fT, f5, and g5. Further, it follows from construction
that for all odd integers k ≥ 5, we have that fk ≥ gk. The rest readily
follows from Lemmas 6.1 and 6.2.
Lemma 6.4. Let k ≥ 5 be an odd integer. Then all k-hyperholes H satisfy
χ(H) ≤ fk(ω(H)). Furthermore, there exists a sequence {H
k
n}
∞
n=2 of k-
hyperholes such that for all integers n ≥ 2, we have that ω(Hkn) = n and
χ(Hkn) = fk(n).
Proof. We begin by proving the first statement of the lemma. Let H be
a k-hyperhole, and let (X1, . . . ,Xk) be a partition of V (H) into nonempty
cliques such that for all i ∈ {1, . . . , k}, Xi is complete to Xi−1 ∪Xi+1 and
anticomplete to V (H) \ (Xi−1 ∪ Xi ∪ Xi+1), as in the definition of a k-
hyperhole. Since H is a k-hyperhole, and since k is odd, we have that
α(H) = ⌊k/2⌋ = k−12 . Then by Lemma 1.1, we have that
χ(H) = max{ω(H),
⌈
|V (H)|
α(H)
⌉
} = max{ω(H),
⌈
2|V (H)|
k−1
⌉
}.
It is clear that ω(H) ≤ fk(ω(H)), and so it suffices to show that
⌈
2|V (H)|
k−1
⌉
≤
fk(ω(H)). Clearly, for all i ∈ {1, . . . , k}, Xi ∪ Xi+1 is a clique, and so
|Xi| + |Xi+1| ≤ ω(H). In particular, |Xk| + |X1| ≤ ω(H), and so either
|Xk| ≤ ⌊ω(H)/2⌋ or |X1| ≤ ⌊ω(H)/2⌋; by symmetry, we may assume that
|Xk| ≤ ⌊ω(H)/2⌋. Now, using the fact that k is odd, we get that
|V (H)| =
k∑
i=1
|Xi|
=
( (k−1)/2∑
i=1
(|X2i−1|+ |X2i|)
)
+ |Xk|
≤ k−12 ω(H) + ⌊ω(H)/2⌋.
But now by Lemma 6.1, we have that
⌈
2|V (H)|
k−1
⌉
≤
⌈
2
(
k−1
2
ω(H)+⌊ω(H)/2⌋
)
k−1
⌉
= ω(H) +
⌈
2⌊ω(H)/2⌋
k−1
⌉
= fk(ω(H)),
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which is what we needed. This proves the first statement of the lemma.
It remains to prove the second statement of the lemma. We fix an integer
n ≥ 2, and we construct Hkn as follows. Let X1, . . . ,Xk be pairwise disjoint
sets such that for all i ∈ {1, . . . , k},
• if i is odd, then |Xi| = ⌊n/2⌋, and
• if i is even, then |Xi| = ⌈n/2⌉.
Since n ≥ 2, sets X1, . . . ,Xn are all nonempty. Now, let H
k
n be the graph
whose vertex set is V (Hkn) = X1 ∪ · · · ∪Xk, and with adjacency as follows:
• X1, . . . ,Xk are all cliques;
• for all i ∈ {1, . . . , k}, Xi is complete to Xi−1 ∪Xi+1 and anticomplete
to V (Hkn) \ (Xi−1 ∪Xi ∪Xi+1).
Clearly, Hkn is a k-hyperhole, and ω(H
k
n) = ⌊n/2⌋+⌈n/2⌉ = n. It remains to
show that χ(Hkn) = fk(n). But by the first statement of the lemma, we have
that χ(Hkn) ≤ fk(n), and so in fact, it suffices to show that χ(H
k
n) ≥ fk(n).
It is clear that χ(Hkn) ≥
⌈
|V (Hkn)|
α(Hkn)
⌉
. Further, by construction, and by the
fact that k is odd, we have that
• α(Hkn) = ⌊k/2⌋ =
k−1
2 , and
• |V (Hkn)| = ⌈k/2⌉⌊n/2⌋ + ⌊k/2⌋⌈n/2⌉ =
k−1
2 n+ ⌊n/2⌋.
Thus,
χ(Hkn) ≥
⌈
|V (Hkn)|
α(Hkn)
⌉
=
⌈
2
(
k−1
2
n+⌊n/2⌋
)
k−1
⌉
= n+
⌈
2⌊n/2⌋
k−1
⌉
.
Lemma 6.1 now implies that
χ(Hkn) ≥ n+
⌈
2⌊n/2⌋
k−1
⌉
= fk(n),
which is what we needed. This proves the second statement of the lemma.
Theorem 6.5. Let k ≥ 4 be an integer. Then Hk is χ-bounded. Further-
more, if k is even, then iN is the optimal χ-bounding function for Hk, and
if k is odd, then fk is the optimal χ-bounding function for Hk.
Proof. Note that every induced subgraph of a k-hyperhole is either a k-
hyperhole or a chordal graph.36 Since chordal graphs are perfect (by [3]),
it follows that all graphs in Hk are either k-hyperholes or perfect graphs.
36This is easy to see by inspection, but it also follows from Lemma 2.6(c).
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Furthermore, by construction, Hk contains all k-hyperholes. Thus, if k is
odd, then Lemma 6.4 implies that fk is the optimal χ-bounding function
for Hk. Suppose now that k is even. By Lemma 3.2, all even hyperholes
are perfect, and we deduce that all graphs in Hk are perfect. So, iN is the
optimal χ-bounding function for Hk.
Corollary 6.6. Let k ≥ 4 be an integer. Then H≥k is χ-bounded. Further-
more, if k is even, then fk+1 is the optimal χ-bounding function for H≥k,
and if k is odd, then fk is the optimal χ-bounding function for H≥k.
Proof. This follows immediately from Lemma 6.3(c) and Theorem 6.5.
Lemma 6.7. Let k ≥ 5 be an odd integer. Then all k-rings R satisfy
χ(R) ≤ fk(ω(R)). Furthermore, there exists a sequence {R
k
n}
∞
n=2 of k-rings
such that for all integers n ≥ 2, we have that ω(Rkn) = n and χ(R
k
n) = fk(n).
Proof. Since every k-hyperhole is a k-ring, the second statement of the
lemma follows immediately from the second statement of Lemma 6.4. It
remains to prove the first statement. Let R be a k-ring. Then by The-
orem 1.2, there exists a k-hyperhole H in R such that χ(R) = χ(H).
Thus, by Lemma 6.4, χ(H) ≤ fk(ω(H)). Clearly, ω(H) ≤ ω(R), and by
Lemma 6.3(b), fk is a nondecreasing function. We now have that
χ(R) = χ(H) ≤ fk(ω(H)) ≤ fk(ω(R)),
which is what we needed. This completes the argument.
Theorem 6.8. Let k ≥ 4 be an integer. Then Rk is χ-bounded. Further-
more, if k is even, then iN is the optimal χ-bounding function for Rk, and
if k is odd, then fk is the optimal χ-bounding function for Rk.
Proof. Suppose first that k is even. By Lemma 3.2, every k-ring R satisfies
χ(R) = ω(R). Lemma 2.10 and an easy induction now imply that Rk is χ-
bounded by iN, and it is obvious that this χ-bounding function is optimal.
Suppose now that k is odd. By Lemma 2.8, all k-rings belong to Rk.
Thus, it suffices to show that Rk is χ-bounded by fk, for optimality will
then follow immediately from Lemma 6.7.
So, fix G ∈ Rk, and assume inductively that all graphs G
′ ∈ Rk with
|V (G′)| < |V (G)| satisfy χ(G′) ≤ fk(ω(G
′)). We must show that χ(G) ≤
fk(ω(G)). If G is a complete graph, then χ(G) = ω(G) ≤ fk(ω(G)), and we
are done. So assume that G is not complete, and in particular, G has at
least two vertices.
Suppose that G has a simplicial vertex v. Then by Lemma 2.10, χ(G) =
max{ω(G), χ(G \ v)}. Clearly, ω(G) ≤ fk(ω(G)). On the other hand,
using the induction hypothesis and the fact that fk is nondecreasing (by
Lemma 6.3(b)), we get that χ(G \ v) ≤ fk(ω(G \ v)) ≤ f(ω(G)). It now
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follows that χ(G) = max{ω(G), χ(G \ v)} ≤ fk(ω(G)), which is what we
needed.
Suppose now that G does not contain a simplicial vertex. Then by the
definition of Rk, G is a k-ring, and so Lemma 6.7 implies that χ(G) ≤
fk(ω(G)). This completes the argument.
Corollary 6.9. Let k ≥ 4 be an integer. Then R≥k is χ-bounded. Further-
more, if k is even, then fk+1 is the optimal χ-bounding function for R≥k,
and if k is odd, then fk is the optimal χ-bounding function for R≥k.
Proof. This follows immediately from Lemma 6.3(c) and Theorem 6.8.
A cobipartite graph is a graph whose complement is bipartite. Equiv-
alently, a graph is cobipartite if its vertex set can be partitioned into two
(possibly empty) cliques.
Lemma 6.10. Let k ≥ 4 be an integer, let A be a k-hyperantihole, and
let (X1, . . . ,Xk) be a partition of V (A) into cliques such that for all i ∈
{1, . . . , k}, Xi is complete to V (A) \ (Xi−1 ∪Xi∪Xi+1) and anticomplete to
Xi−1 ∪Xi+1. Then for all i ∈ {1, . . . , k}, A \Xi is perfect. Furthermore, if
k is even, then A is perfect.
Proof. The Perfect Graph Theorem [9] states that a graph is perfect if and
only if its complement is perfect; bipartite graphs are obviously perfect,
and it follows that cobipartite graphs are also perfect. Clearly, for all i ∈
{1, . . . , k}, A \Xi is cobipartite and consequently perfect. Furthermore, if k
is even, then A is cobipartite and consequently perfect.
Lemma 6.11. Let k ≥ 5 be an odd integer. Then all k-hyperantiholes A
satisfy ω(A) ≥ k−12 and χ(A) ≤ gk(ω(A)). Furthermore, there exists a
sequence {Akn}
∞
n= k−1
2
of k-hyperantiholes such that for all integers n ≥ k−12 ,
we have that ω(Akn) = n and χ(A
k
n) = gk(n).
Proof. We begin by proving the first statement of the lemma. Let A be a
k-hyperantihole, and let (X1, . . . ,Xk) be a partition of V (A) into nonempty
cliques such that for all i ∈ {1, . . . , k}, Xi is complete to V (A) \ (Xi−1 ∪
Xi ∪ Xi+1) and anticomplete to Xi−1 ∪ Xi+1, as in the definition of a k-
hyperantihole. Since A is a k-hyperantihole, and since k is odd, we see that
ω(A) ≥ ⌊k2⌋ =
k−1
2 .
By symmetry, we may assume that |X2| = min{|X1|, . . . , |Xk|}. Since⋃(k−1)/2
i=1 X2i is a clique, we see that
∑(k−1)/2
i=1 |X2i| ≤ ω(A), and so by the
minimality of |X2|, we have that |X2| ≤
⌊
2ω(A)
k−1
⌋
.
By construction, X2 is anticomplete to X1 ∪ X3 in A, and |X2| ≤
|X1|, |X3|. Fix any X
2
1 ⊆ X1 and X
2
3 ⊆ X3 such that either |X
2
1 | =
⌊
|X2|/2
⌋
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and |X23 | =
⌈
|X2|/2
⌉
, or |X21 | =
⌈
|X2|/2
⌉
and |X23 | =
⌊
|X2|/2
⌋
.37 Let
X∗2 = X
2
1 ∪X2 ∪X
2
3 . Note that X2 and X
∗
2 \X2 = X
2
1 ∪X
2
3 are cliques in
A, they are anticomplete to each other in A, and they are both of size |X2|.
Thus, χ(A[X∗2 ]) = |X2|.
By Lemma 6.10, A \X2 is perfect. Since A \X
∗
2 is an induced subgraph
of A \ X2, it follows that χ(A \ X
∗
2 ) = ω(A \ X
∗
2 ). Let K be a maximum
clique of A \X∗2 . (In particular, K ∩X2 = ∅.) Then
χ(A) ≤ χ(A \X∗2 ) + χ(A[X
∗
2 ])
= ω(A \X∗2 ) + |X2|
= |K|+ |X2|
= |K ∪X2|.
Suppose first that K intersects neither X1 \ X
2
1 nor X3 \ X
2
3 . Since
K ⊆ V (A) \X∗2 , it follows that K ∩ (X1 ∪X3) = ∅. Then X2 is complete
to K. Thus, K ∪X2 is a clique of A, and it follows that |K ∪X2| ≤ ω(A);
consequently,
χ(A) ≤ |K ∪X2| ≤ ω(A) ≤ gk(ω(A)),
and we are done.
Suppose now that K intersects at least one of X1 \X
2
1 and X3 \X
2
3 ; by
symmetry, we may assume that K ∩ (X1 \X
2
1 ) 6= ∅. Then K ∪X
2
1 is a clique
of A, and it follows that |K ∪X21 | ≤ ω(A); consequently,
|K| ≤ ω(A)− |X21 | ≤ ω(A)−
⌊
|X2|/2
⌋
,
and so
χ(A) ≤ |K|+ |X2|
≤ (ω(A)−
⌊
|X2|/2
⌋
) + |X2|
= ω(A) +
⌈
|X2|/2
⌉
≤ ω(A) +
⌈⌊
2ω(A)
k−1
⌋
/2
⌉
.
By Lemma 6.2, we now have that
χ(A) ≤ ω(A) +
⌈⌊
2ω(A)
k−1
⌋
/2
⌉
= gk(ω(A)),
37This way, we maintain full symmetry between X1 and X3.
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and again we are done. This proves the first statement of the lemma.
It remains to prove the second statement of the lemma. We fix an
integer n ≥ k−12 , and we construct A
k
n as follows. Set m = ⌊
n
k−1⌋ and
ℓ = n − (k − 1)m. Clearly, m is a nonnegative integer, ℓ ∈ {0, . . . , k − 2},
n = (k − 1)m+ ℓ, and n ≡ ℓ (mod k − 1). Now, let X1, . . . ,Xk be pairwise
disjoint sets such that for all i ∈ {1, . . . , k},
• if 0 ≤ ℓ ≤ k−32 , then |X1| = · · · = |X2ℓ| = 2m+ 1 and |X2ℓ+1| = · · · =
|Xk| = 2m;
• if k−12 ≤ ℓ ≤ k − 2, then |X1| = · · · = |X2ℓ−k+1| = 2m + 2 and
|X2ℓ−k+2| = · · · = |Xk| = 2m+ 1.
Since n ≥ k−12 , sets X1, . . . ,Xk are all nonempty. Let A
k
n be the graph with
vertex set V (Akn) = X1 ∪ · · · ∪Xk, and with adjacency as follows:
• X1, . . . ,Xk are all cliques;
• for all i ∈ {1, . . . , k}, Xi is complete to V (A
k
n) \ (Xi−1 ∪ Xi ∪ Xi+1)
and anticomplete to Xi−1 ∪Xi+1.
Clearly, Akn is a k-hyperantihole. We must show that ω(A
k
n) = n and
χ(Akn) = gk(n).
We first show that ω(Akn) = n. Suppose first that 0 ≤ ℓ ≤
k−3
2 . Now 2ℓ
consecutive Xi’s are of size 2m+ 1 (since they are consecutive, at most ℓ of
them can be included in a clique of Akn), and all the other Xi’s are of size
2m. So, a maximum clique of Akn is the union of ℓ sets Xi of size 2m + 1,
and of k−12 − ℓ sets Xi of size 2m. It follows that
ω(Akn) = ℓ(2m+ 1) +
(
k−1
2 − ℓ
)
2m = (k − 1)m+ ℓ = n,
which is what we needed.
Suppose now that k−12 ≤ ℓ ≤ k − 2. Then 2ℓ − k + 1 consecutive Xi’s
are of size 2m+ 2 (since they are consecutive, at most ⌈2ℓ−k+12 ⌉ = ℓ−
k−1
2
of them can be included in a clique of Akn), and all the other Xi’s are of size
2m+ 1. So, a maximum clique of Akn is the union of ℓ−
k−1
2 sets Xi of size
2m+2, and of k−12 − (ℓ−
k−1
2 ) = k− ℓ− 1 sets Xi of size 2m+1. It follows
that
ω(Akn) =
(
ℓ− k−12
)
(2m+ 2) + (k − ℓ− 1)(2m+ 1)
= (k − 1)m+ ℓ
= n,
which is what we needed.
We have now shown that ω(Akn) = n. It remains to show that χ(A
k
n) =
gk(n). But by the first statement of the lemma, we have that χ(A
k
n) ≤
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gk(n), and so in fact, it suffices to show that χ(A
k
n) ≥ gk(n). Clearly,
χ(Akn) ≥
⌈
|V (Akn)|
α(Akn)
⌉
, and since Akn is a hyperantihole, we see that α(A
k
n) = 2.
Thus, χ(Akn) ≥
⌈
1
2 |V (A
k
n)|
⌉
.
Suppose first that 0 ≤ ℓ ≤ k−32 . Recall that n ≥
k−1
2 , and so gk(n) =
⌊ knk−1⌋. We now have that
χ(Ank) ≥
⌈
1
2 |V (A
k
n)|
⌉
=
⌈
1
2
(
2ℓ(2m+ 1) + (k − 2ℓ)2m
)⌉
= km+ ℓ
= n+m
= ⌊ knk−1⌋
= gk(n),
which is what we needed.
Suppose now that k−12 ≤ ℓ ≤ k − 2. Since ℓ 6= 0, we see that
kn
k−1 is not
an integer, and so ⌊ knk−1⌋ + 1 = ⌈
kn
k−1⌉. Further, since
k−1
2 ≤ ℓ ≤ k − 2, we
have that gk(n) = ⌈
kn
k−1⌉. We then see that
χ(Ank) ≥
⌈
1
2 |V (A
k
n)|
⌉
=
⌈
1
2
(
(2ℓ− k + 1)(2m + 2) + (2k − 2ℓ− 1)(2m + 1)
)⌉
=
⌈
km+ ℓ+ 12
⌉
= km+ ℓ+ 1
= n+m+ 1
= ⌊ knk−1⌋+ 1
= ⌈ knk−1⌉
= gk(n),
which is what we needed. This proves the second statement of the lemma.
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Theorem 6.12. Let k ≥ 4 be an integer. Then Ak is χ-bounded. Further-
more, if k is even, then iN is the optimal χ-bounding function for Ak, and
if k is odd, then gk is the optimal χ-bounding function for Ak.
Proof. If k is even, then by Lemma 6.10, all graphs in Ak are perfect, and
it follows that iN is the optimal χ-bounding function for Ak. Suppose now
that k is odd. Clearly, all k-hyperantiholes belong to Ak; on the other hand,
it follows from Lemma 6.10 that all graphs in Ak are either k-hyperantiholes
or perfect graphs. The fact that gk is the optimal χ-bounding function for
Ak now follows from Lemma 6.11, and from the definition of gk.
Corollary 6.13. Let k ≥ 4 be an integer. Then A≥k is χ-bounded. If k is
even, then gk+1 is the optimal χ-bounding function for A≥k, and if k is odd,
then gk is the optimal χ-bounding function for A≥k.
Proof. This follows immediately from Lemma 6.3(c) and Theorem 6.12.
We remind the reader that the function fT : N→ N is given by
fT(n) =

⌊5n/4⌋ if n ≡ 0, 1 (mod 4)
⌈5n/4⌉ if n ≡ 2, 3 (mod 4)
for all n ∈ N.
Note that H≥4 is the class of all induced subgraphs of hyperholes, and
that A≥4 is the class of all induced subgraphs of hyperantiholes. Further-
more, by Lemma 2.8, R≥4 contains all induced subgraphs of rings. In par-
ticular, H≥4 ⊆ R≥4.
Theorem 6.14. Classes H≥4, A≥4, and R≥4 are χ-bounded. Furthermore,
fT is the optimal χ-bounding function for all three classes.
Proof. By Lemma 6.3, we have that fT = f5 = g5. The result now follows
immediately from Corollaries 6.6, 6.9, and 6.13.
Theorem 6.15. GT is χ-bounded. Furthermore, fT is the optimal χ-bounding
function for GT.
Proof. We begin by showing fT is a χ-bounding function for GT. First,
by Lemma 6.3, we have that fT is nondecreasing, and that fT = f5 = g5.
Now, fix G ∈ GT, and assume inductively that for all G
′ ∈ GT such that
|V (G′)| < |V (G)|, we have that χ(G′) ≤ fT(ω(G
′)).
By Theorem 2.11, we know that either G is a complete graph, a ring, or a
7-hyperantihole, orG admits a clique-cutset. IfG is a complete graph, a ring,
or a 7-hyperantihole, thenG ∈ R≥4∪A≥4, and Theorem 6.14 guarantees that
χ(G) ≤ fT(ω(G)). It remains to consider the case when G admits a clique-
cutset. Let (A,B,C) be a clique-cut-partition of G, and set GA = G[A∪C]
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and GB = G[B ∪ C]. Clearly, χ(G) = max{χ(GA), χ(GB)}. Using the
induction hypothesis and the fact that fT is nondecreasing, we now get that
χ(G) = max{χ(GA), χ(GB)}
≤ max{fT(ω(GA)), fT(ω(GB))}
≤ fT(ω(G)),
which is what we needed. This proves that fT is indeed a χ-bounding
function for GT.
It remains to establish the optimality of fT. Let n ∈ N; we must exhibit
a graph G ∈ GT such that ω(G) = n and χ(G) = fT(n). If n = 1, then
we observe that K1 ∈ GT, ω(K1) = 1, and χ(K1) = 1 = fT(1). So assume
that n ≥ 2. Let H5n be as in the statement of Lemma 6.4. Then H
5
n is a
5-hyperhole, and it is easy to see that all hyperholes belong to GT; thus,
H5n ∈ GT. Further, since fT = f5, Lemma 6.4 guarantees that ω(H
5
n) = n
and χ(H5n) = f5(n) = fT(n). Thus, fT is indeed the optimal χ-bounding
function for GT.
7 Class GT and Hadwiger’s conjecture
In this section, we prove Hawdiger’s conjecture for the class GT (see Theo-
rem 7.4).
Lemma 7.1. Every hyperhole H contains Kχ(H) as a minor.
Proof. LetH be a hyperhole, and let k be the its length. Let (X1, . . . ,Xk) be
a partition of V (H) into nonempty cliques such that for all i ∈ {1, . . . , k}, Xi
is complete toXi−1∪Xi+1 and anticomplete to V (H)\(Xi−1∪Xi∪Xi+1). By
symmetry, we may assume that |X1| = min{|X1|, |X2|, . . . , |Xk|}. Clearly,
χ(H \ X1) = ω(H \ X1),
38 and furthermore, there exists some index j ∈
{2, . . . , k − 1} such that ω(H \X1) = |Xj ∪Xj+1|. By the choice of X1, we
see that there are |X1| vertex-disjoint paths between Xj−1 and Xj+2, none
of them passing through Xj ∪Xj+1. We then take our |X1| paths and the
vertices of Xj ∪Xj+1 as branch sets, and we obtain a K|X1|+ω(H\X1) minor
in G. Since χ(H) ≤ |X1|+χ(H \X1) = |X1|+ω(H \X1), we conclude that
H contains Kχ(H) as a minor.
Lemma 7.2. Every ring R contains Kχ(R) as a minor.
Proof. This follows immediately from Theorem 1.2 and Lemma 7.1.
Lemma 7.3. Every hyperantihole A contains Kχ(A) as a minor.
38By Lemma 2.6(c), H \X1 is chordal, and by [3], chordal graphs are perfect. So, H \X1
is perfect and therefore satisfies χ(H \X1) = ω(H \X1).
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Proof. Let A be a hyperantihole, and let k be its length. Let (X1, . . . ,Xk),
with k ≥ 4, be a partition of V (A) into nonempty cliques, such that for all
i ∈ {1, . . . , k}, Xi is complete to A\(Xi−1∪Xi∪Xi+1) and anticomplete the
Xi−1∪Xi+1, as in the definition of a hyperantihole. If k = 4, then V (K) can
be partitioned into two cliques (namely X1∪X3 and X2∪X4), anticomplete
to each other, and the result is immediate. From now on, we assume that
k ≥ 5.
By symmetry, we may assume that |X1| = min{|X1|, |X2|, . . . , |Xk|}.
Clearly, χ(A) ≤ χ(A \ X1) + |X1|. On the other hand, by Lemma 6.10,
A \ X1 is perfect, and in particular, χ(A \ X1) = ω(A \ X1). Let K be a
clique of size ω(A\X1) in A\X1. Then, χ(A) ≤ |K|+ |X1|, and so it suffices
to show that A contains K|K|+|X1| as a minor.
If K ∩ (Xk−1 ∪ X2) = ∅, then X1 is complete to K in A, K ∪ X1 is a
clique of size |K|+ |X1| in A, and we are done.
Next, suppose that K∩X2 6= ∅ and K∩Xk = ∅. Since K is a clique that
intersects X2, and since X2 is anticomplete to X3, we see that K ∩X3 = ∅.
By construction, |X1| ≤ |X3|, |Xk|; since k ≥ 5, we see that X3 is complete
to X1 ∪ Xk, and we deduce that there exist |X1| vertex-disjoint two-edge
paths, each of the form a, b, c, where a ∈ X1, b ∈ X3, and c ∈ Xk. We now
take our |X1| two-edge paths and all the vertices of K as branch sets, and we
obtain a K|K|+|X1| minor in A. The case when K ∩X2 = ∅ and K ∩Xk 6= ∅
is analogous.
By symmetry, it remains to consider the case when K ∩X2 and K ∩Xk
are both nonempty. Since K is a clique that intersects X2, and since X2 is
anticomplete to X3, we see that K ∩X3 = ∅, and similarly, K ∩Xk−1 = ∅.
By construction, X1 is complete to X3 ∪Xk−1 (note that k − 1 6= 3, since
k ≥ 5), and so there exist |X1| vertex-disjoint two-edge paths in A, each of
the form a, b, c, where a ∈ X3, b ∈ X1, and c ∈ Xk−1. We now take our |X1|
two-edge paths, and all the vertices of K as branch sets, and we obtain a
K|K|+|X1| minor in A. This completes the argument.
Theorem 7.4. Every graph G ∈ GT contains Kχ(G) as a minor.
Proof. Fix G ∈ GT, and assume inductively that every graph G
′ ∈ GT with
|V (G′)| < |V (G)| contains Kχ(G′) as a minor. We must show that G contains
Kχ(G) as a minor. We apply Theorem 2.11. Suppose first that G admits
a clique-cutset, and let (A,B,C) be a clique-cut-partition of G. Clearly,
χ(G) = max{χ(G[A ∪ C]), χ(G[B ∪ C])}, and the result follows from the
induction hypothesis. So assume that G does not admit a clique-cutset.
Then Theorem 2.11 implies that G is a complete graph, a ring, or a 7-
hyperantihole; in the first case, the result is immediate, in the second, it
follows from Lemma 7.2, and in the third, it follows from Lemma 7.3.
41
References
[1] V. Boncompagni, I. Penev, K. Vusˇkovic´. Clique-cutsets beyond chordal
graphs. Journal of Graph Theory 91 (2019), 192–246.
[2] M. Chudnovsky, N. Robertson, P. Seymour, R. Thomas. The strong
perfect graph theorem. Annals of Mathematics 164 (1) (2006), 51–229.
[3] G.A. Dirac. On rigid circuit graphs. Abhandlungen aus dem Mathema-
tischen Seminar der Universita¨t Hamburg 25 (1961), 71–76.
[4] E.W. Dijkstra. A note on two problems in connexion with graphs. Nu-
merische Mathematik 1 (1959), 269–271.
[5] J. Edmonds. Paths, trees, and flowers. Canadian Journal of Mathemat-
ics 17 (1965), 449–467.
[6] D.R. Fulkerson, O.A. Gross. Incidence matrices and interval graphs.
Pacific J. Math. 15 (1965), 835–855.
[7] N.C. Golumbic, U. Rotics, On the clique-width of some perfect graph
classes, International Journal of Foundations of Computer Science 11
(3) (2000), 423–443.
[8] C. Hoa`ng, S. Hougardy, F. Maffray, N.V.R. Mahadev. On simplicial
and co-simplicial vertices in graphs. Discrete Applied Mathematics 138
(2004), 117–132.
[9] L. Lova´sz. Normal hypergraphs and the perfect graph conjecture. Dis-
crete Mathematics 2 (1972), 253–267.
[10] L. Narayanan, S.M. Shende. Static frequency assignment in cellular
networks. Algorithmica 29 (2001), 396–409.
[11] D. J. Rose, R. E. Tarjan, and G. S. Lueker. Algorithmic aspects of
vertex elimination on graphs. SIAM Journal on Computing 5 (1976),
266–283.
[12] A. Schrijver. Combinatorial Optimization: Polyhedra and Efficiency.
Springer, coll. Algorithms and Combinatorics (no 24), 2003.
[13] R. Tarjan. Decomposition by clique separators. Discrete Mathematics
55 (1985), 221–232.
[14] K. Vusˇkovic´. The world of hereditary graph classes viewed through
Truemper configurations. Surveys in Combinatorics, London Mathe-
matical Society Lecture Note Series 409, Cambridge University Press
(2013), 265–325.
42
