The combination of spin transitions and magnetic ordering provides an interesting structure of phase transitions in Prussian blue analogues (PBAs). To understand the structure of stable and metastable states of Co-Fe PBA, it is necessary to clarify free energy as a function of magnetization and the fraction of the high-temperature component. Including the magnetic interaction between high-temperature states, we study the magnetic phase transition of Co-Fe PBA in addition to spin transitions. Here, we take into account the degeneracy changes due to charge transfer between Co and Fe atoms accompanying the spin transition.
Introduction
In some octahedral coordinate iron complexes, a spin crossover (SC) may occur between a high-spin (HS) state and a low-spin (LS) state. An SC transition is induced by external stimulations such as temperature, photoirradiation, and magnetic field. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] The HS state is favorable at high temperature owing to its high degeneracy. On the other hand, the LS state is favorable at low temperature because it has a low energy with a low degeneracy. Interesting
The structure of this paper is as follows. In § 2, the model used in this study is explained.
In § 3, the MF approximation used in this study is explained. In § 4, the effects of magnetic interaction and applying a magnetic field are presented using the MF approximation. The calculation results using the MC method are presented in § 5. Section 6 is devoted to Summary and Discussion. 
Model
Let us consider the CTIST phenomenon of Co-Fe PBA. This material consists of a bipartite lattice. One of the sublattices is occupied by Fe ions and the other is occupied by Co ions (Fig. 1 ). We call a site of the Fe sublattice an A-site, and a site of the Co sublattice a B-site.
The LT state consists mainly of Fe(II) and Co(III) ions. The HT state consists mainly of Fe(III) and Co(II) ions. Here, we consider the degeneracy of the spin degree of freedom. At an A-site, Fe(II) in the LT state is S = 0, whose degeneracy is 1, and Fe(III) in the HT state is S = 1/2 with a degeneracy of 2. At a B-site, the degeneracy of n B = 0 is 1 and that of n B = 1 is 4 because Co(III) in the LT state is S = 0, and Co(II) in the HT state is S = 3/2 with a degeneracy of 4. These degeneracies due to the spin states are listed in Table I spin degeneracy, the system has a degeneracy due to vibrational motions: g phonon (HS) and 3/17 g phonon (LS). The degeneracy due to phonons is much larger than that of spin. However, in this study, we mainly use spin degeneracy, which is enough to provide the general aspects of the phase structure.
This charge transfer phenomenon is expressed by an electron transfer between Fe and Co atoms. To express this transfer, we introduce the quantity n, which is 1 for Fe in the LT state (i.e., n A = 1) and 0 in the HT state (n A = 0). Correspondingly, it is 0 for Co in the LT state (n B = 0) and 1 in the HT state (n B = 1). Here, i(j) denotes A-(B-)sites. In this system, electrons are transferred between A and B sites. We have introduced the following Hamiltonian for this system:
Here, D (> 0) is the difference in on-site energy between A-and B-sites, ǫ represents the repulsive interaction between the electrons at nearest-neighbor sites, and J represents the magnetic interaction between A-and B-sites, and s denotes the spin. The external magnetic field is given by h. Since an Fe and Co pair has an electron, the following relation holds:
where N is half of the total number of Co and Fe ions of the lattice. Here, we also introduce the magnetic states of the spins by s A and s B . When n A = 1, S = 0 and thus s A takes only 0, and when n A = 0, S = 1/2 and thus s A takes −1/2 or 1/2. Similarly, when n B = 0, S = 0 and s B takes 0, and when n B = 1, S = 3/2 and s B takes −3/2, −1/2, 1/2 or 1/2. Specifying s A and s B , the degeneracy is taken into account naturally. In this model, electrons tend to stay at A-sites energetically, which denotes the LT state. When all the electrons are at A-sites, there is no energy cost due to D. We define this state as the perfect LT state. At high temperature, electrons tend to stay at B-sites owing to the difference in degeneracy mentioned above, which corresponds to the HT state.
Let us briefly review the properties of this type of Hamiltonian in the case with neither magnetic interactions nor a magnetic field (J = h = 0). 13) In this case, it is known that the critical temperature (T 1/2 ) of charge order, at which n B = 1/2, is exactly given by
where k B is the Boltzmann constant. g HT and g LT are the degeneracies of the HT (= 8) and
LT (= 1) states, respectively. With these g HT and g LT , we have
At this temperature, n B changes discontinuously in the first-order phase transition, when 
In the mean field theory, T IsingMF = 6ǫ, and we have
which is different from eq. (5). Furthermore it has been pointed out that there are other critical values of ǫ. When ǫ exceeds a critical value
a low-temperature metastable branch appears. Moreover, when ǫ is larger than a critical value
a local stability of the HT state remains down to T = 0, i.e., the low-temperature limit of the hysteresis loop reaches T = 0.
Mean Field Approximation
In this section, we present a mean field formulation of the system with external magnetic interaction (J) and the applied magnetic field (h). To study the model in the grand canonical ensemble, we extend the Hamiltonian including the chemical potential µ.
In the mean field theory, the Hamiltonian is approximated as
where n A , n B , s A and s B are the averages of quantities described as
The partition function is given as
Here, it should be noted that Tr denotes the summation over all states,
Using the Hamiltonian (10), we have
and
Here, because of the condition for the electron number in eq. (2), n A + n B = 1. Hereafter, we express the HT fraction
and thus
Then, we have
from which we determine the chemical potential µ. Setting f = e βµ , we obtain
The free energy F is given by
The self-consistent equations for s 1 and s 2 are obtained by the conditions of ∂F/∂s A = ∂F/∂s B = 0. The condition ∂F/∂s A = 0 leads to
and from ∂F/∂s A = 0, we have
6/17
The magnetization of the system is given by
To obtain the thermal properties of the system, we have to find solutions that satisfy the eq. (13), (20) and (21).
Phase Transition in Mean Field Theory
Hereafter, we take D as the unit of energy. First, we review the properties of the system without magnetic interaction (D, J, h) = (1, 0, 0) as a reference. Let us study the effect of repulsive interaction, ǫ. The temperature dependences of the HT fraction (n(T )) obtained by solving eq. (13) Until the critical value of ǫ(= 0.32D), eq. (6), the transition is continuous. When ǫ > ǫ c , the transition becomes discontinuous and it shows a first-order phase transition. In this case, the transition temperature (T c ) is T 1/2 = 0.48 (eq. (4)), and the system has three solutions at T c .
The solutions with the largest and smallest HT fractions are stable states, whereas that with the intermediate HT fraction represents an unstable state. For ǫ CG = 1/6 < ǫ < ǫ CX ≃ 0.349, the HT state is the metastable state, as shown in Fig. 2(a) . For large values of ǫ (ǫ > ǫ CX ), the local minimum of the HT state exists at all temperatures as shown in Fig. 2 (a) (ǫ = 0.4).
In Fig. 2 (b) the corresponding free energy profiles for ǫ = 0.34 are depicted for various temperatures, where we find the metastable structure at low temperature. 
Effect of magnetic interaction
Let us consider the effect of magnetic interaction using J without the external magnetic field (h = 0). The temperature dependences of n are depicted in Fig. 3(a) with the parameters (D, ǫ, h) = (1, 0.34, 0) with J = 0, 0.02, 0.04, and 0.06, where the system possesses a HT metastable branch at low temperature in the case without the magnetic interaction (J = 0).
When the magnetic interaction is included, we find that the metastable branch is enlarged.
In the case of J = 0.02, the HT fraction of the metastable HT state is increased. The HT fraction of the unstable solution is also affected. Here, it should be noted that the solution of J = 0 is not changed unless the magnetization has nonzero solution in the MF treatment.
Indeed, the thermal hysteresis loop does not change at all in this case. When J is increased to 0.04, the metastable branch is further enlarged and terminates at T = 0.41, at which n changes discontinuously to the solution of J = 0 (black line), where the magnetization vanishes discontinuously. We call this temperature T cmag . The temperature dependences of magnetization m(T ) are depicted in Fig. 3(b) . For J = 0.06, the metastable branch terminates at T = 0.57. The magnetic states in the case J = 0.02 and J = 0.04 are metastable, whereas it is stable, i.e., the equilibrium state in the case J = 0.06. This means that the model is a simple ferrimagnetic without CTIST.
In Fig. 3 
Effect of external field
Let us consider the effect of the applied magnetic field h. Here, we study the case of ǫ = 0.34 where both thermal hysteresis and the HT metastable exist at low temperature. The magnetic field dependence of magnetization at T = 0.1 is presented in Fig. 6 indicate that the applied magnetic field can induce transitions between the three states: the LT state, the antiferromagnetic coupling HT state, and the ferromagnetic coupling HT state.
Next, we study the temperature dependence of magnetization. Figure 6 (b) shows the magnetization with J = 0.04 at T = 0.1, 0.4, and 0.47. In the case of T = 0.4, the system is in the LT state in a small field and the magnetization gradually increases until h = 0.175. In this field, the magnetization jumps to 0.87, and then gradually increases up to 2. In this case, the metastable state exists, indicating that the hysteresis loop can be observed. In the case of T = 0.47, the system is in the LT state in a small field and the magnetization increases up to 2 with a jump at h = 0.090. Now, we study the effect of the magnetic field on the structure of n(T ). In Fig. 7 , n(T ) the HT fraction at high temperature increases. In the metastable HT state, the HT fraction is increased. This tendency is enhanced as h increases. In contrast to that in the case of Fig. 3(a) where J changes, the HT fraction changes even above T cmag , in the present figure.
Monte Carlo Simulations
In the previous section, we study the static properties of the model using the mean field approximation, where the effect of short-range fluctuation is not taken into account. Therefore, in this section, we study the model by Monte Carlo simulation and confirm the results obtained in the previous section. Furthermore, we study dynamical properties and discuss the metastability of the model. The bold curves indicate the stable solutions and the dashed curves indicate the metastable and unstable solutions.
Equilibrium states
Here, we study the changes in n(T ) and m(T ) starting from the initial states of n = 1 and m = 1, respectively, which correspond to the photoinduced HT saturated state at very low temperature. At each step, we performed 10000 MCSs for transient steps and 20000 MCSs to measure the physical quantities. The system size is 16×16×16, which is large enough to study thermal properties. We heat the temperature up to T = 1 and then cool it down to the original temperature. We investigate n(T ) in the case of (D, ǫ) = (1, 0.4) and J = 0, 0.025, 0.05. Results of these simulations are depicted in Fig. 8 . In the case of J = 0, we found a smooth n(T ) in Monte Carlo simulation, whereas, in MF theory, we find that the HT phase exists down to T = 0 as a metastable state that causes the first-order phase transition at some temperature ( Fig. 2(a) ǫ = 0.4) . This fact indicates that in MC, different types of n(T ) appear from the MF result for the same set of parameters, which is naturally expected. Nevertheless, in MC, we find a similar trend of n(T ) to that of MF ( Fig. 3(a) ). Here, it should be noted that in MC, we find n(T ) at high temperature, where the state is paramagnetic, is also caused by J. In the MF result, n(T ) did not change up to m = 0. Indeed, when J = 0.025, n(T ) changes from that for J = 0, although the system is paramagnetic in both cases. If we increase J further, the system shows a first order phase transition. This trend is the same as that in MF theory.
Because we sweep the temperature, the result depends on sweeping rate. However, we find that the position of the transition from metastable HT to stable LT changes little with sweeping rate (Fig. 9) , which suggests that the state is stable or metastable and is rather well defined by the system parameters.
Relaxation and evaluation of unstable states
Finally, we come to the structure of the metastable state, 13) e.g., the local minimum of size is 128 × 128 × 128. When the HT fraction is smaller than 0.90, the relaxation curves show monotonic decreases. In contrast, when n is larger than 0.90, the relaxation curves increase initially, as shown in Fig. 10(b) . This is a particular phenomenon due to the existence of a local minimum of the HT state. After that, the states relax to the LT state with sigmoidal shapes.
Here, we find a separatrix at n sp = 0.89 that denotes the position of an unstable point in MC.
We study the position of n sp at other temperatures and estimate the temperature dependences of unstable points, which are plotted in Fig. 11 as dots with a stable n(T ) dependence.
The stable and unstable points show a qualitatively similar temperature dependence to that obtained by MF. 
Summary and Discussion
The spin states and magnetic properties of Co-Fe PBA were studied. We introduced a model in which we can take into account the fact that charge transfer occurs between Co and Fe ions that are ordered antiferromagntically at low temperatures. The effects of magnetic interaction and an external magnetic field on the structure of the metastable states of n(T ) and m(T ) were investigated by MF and MC methods. We found a systematic change in the temperature dependence of n(T ) on the parameters of the system, which was found in our previous study. Namely, in that study, by changing the parameter ǫ, we reproduced the same trend of n(T ). In this work, in particular, the combination of the ordering processes of n(T ) and m(T ) is studied. The magnetic interaction induces a magnetic order and enhances the 14/17 ordering of n(T ). The low-temperature metastable HT branch is enlarged and even connected to the HT branch. Furthermore, we found a unique temperature dependence of the set of (n(T ), m(T )). That is, the solution of (n(T ), m(T )) disappears discontinuously, which causes a discontinuous transition of n(T ) and m(T ). The external magnetic field also causes a change in n(T ) in a similar sequence to that found for magnetic interaction. In our formulation, the ferrimagnetic structure is taken into account, and thus we found that the magnetization shows two steps, i.e., among the LT state, the ferrimagnetic state and the field-induced ferromagnetic state. The qualitative features of the effect of magnetic interaction obtained using the MF approximation were confirmed by MC simulation, although in the MC method we found that the magnetic interaction has an effect even in the paramagnetic states. In order to characterize the low-temperature metastable branch, we studied the relaxation from the HT state. We found that the direction of initial relaxation can be upwards or downwards when the metastability exists depending on the initial n. That is, n relaxes monotonically to LT when n is smaller than the threshold value n sp , whereas it first increases to its metastable value when n > n sp . Studying the temperature dependence of n sp , we reproduced a temperature dependence similar to that of the unstable solution in the MF study.
The magnetic properties of PBA obtained in this study, particularly the trend of the changes in the temperature dependences of n and m on system parameters will be useful for classifying various materials, not only those belonging to Fe-Co PBA but also more general materials in which charge transfer and spin-crossover induce phase transitions. In particular, in the present formalism, we can take into account details of microscopic structure changes, such as the spin values in the HT structure, and thus the present formalism will be useful for studying the combined phenomena of charge transfer, spin-crossover, and magnetic ordering in a wide range of materials.
In the present study, we use a short-range interaction ǫ as an elastic interaction approximately. However, to be realistic, this elastic interaction is long-range. In this type of materials, this long-range interaction is important to study the effect of volume change or that of pressure. The effect of long-range elastic interaction will be reported elsewhere in the near future.
