Fix a smooth projective curve with some given set of punctures. In this note we prove that the moduli of G-bundles with logarithmic connections having fixed monodromy classes at the punctures is an algebraic stack of finite type. We also provide a short self-contained proof of the fact that the moduli stack of flat G-bundles on the curve is of finite type.
Introduction
Let k be a field of characteristic 0. Fix a curve C that is smooth projective and geometrically irreducible over k. Let G be a connected reductive group over k. In this note we set to prove that certain variations of the moduli stack of G-bundles with a connection over C are of finite type over k.
Let Conn G (C) denote the moduli stack of G-bundles over C equipped with a Gconnection. It is well known that Conn G (C) is an algebraic stack of finite type over k [Sim94] . In the first part of this paper we give a short proof of this fact. Recall that this amounts to showing that this stack is quasicompact and locally of finite type over k. We use the interpretation of G-connections as splittings of the Atiyah sequence to show that the stack is locally of finite type. The Harder-Narasimhan filtration for vector bundles is our main tool to show quasicompactness. Our proof of quasicompactness should be reminiscent of a classical argument showing that cuspidal automorphic forms over function fields have compact support [Har74] .
Fix a finite set {x i } of k-points x i ∈ C. Set D = i x i to be the corresponding reduced divisor. Let Conn D G (C) denote the moduli stack of G-bundles equipped with a logarithmic connection with poles along D. Nitsure [Nit93] proved that the semistable locus inside Conn D G (C) is bounded (i.e. quasicompact). However it is no longer true that the whole moduli stack Conn D G (C) is quasicompact. We prove that the substack Conn D, O i G (C) of Conn D G (C) consisting of logarithmic Gconnections with a given fixed monodromy class O i at each puncture x i is of finite type. We note that the boundedness of a related moduli problem for G = GL n was proven by Inaba, Iwasaki and Saito [IIS06] . In that paper they assume that the logarithmic connection comes equipped with a compatible parabolic vector bundle that is semistable with respect to a fixed set of weights.
In order to prove our quasicompactness result, we give an explicit description of the obstruction for a G-bundle to admit a logarithmic connection with some given set of residues (Proposition 4.2). This generalizes a result in [BDP18] which was proven over C using transcendental methods. Our proof of this description is completely algebraic and it works over any field, even in positive characteristic.
Notation
We will always work over a fixed perfect ground field k. Some results will only hold when the characteristic of k is 0; we will explicitly mention when this is the case. Unless otherwise stated, all schemes will be understood to be schemes over k. An undecorated product of k-schemes (e.g. X × S) should always be interpreted as a fiber product over k. We will sometimes write X S instead of X × S. If R is a k-algebra and S is a k-scheme, we may use the notation S R to denote the fiber product S × Spec(R). If a scheme t is Spec of a field, we will write κ(t) for the corresponding coordinate field.
We fix once and for all a curve C that is smooth, projective and geometrically connected over k. Let g be the genus of C. Choose a a finite set {x i } i∈I of k-points in C. We will denote by q i : x i → C the closed immersion of x i into C.
Let G be a connected reductive group over k. Write g = Lie(G) for the Lie algebra of G. There is a representation Ad : G −→ GL(g) called the adjoint representation. For G = GL n it is given by matrix conjugation.
(Right) G-bundles will play a prominent role in this paper. Let X be a k-scheme.
Recall that a G-bundle over X is a scheme π : P → X equipped with a right G-action. This action is required to make P a G-torsor in the etale topology. This means that for some etale cover T → X the base-change P × X T is G-equivariantly isomorphic to the trivial G-torsor G T . An isomorphism between G-bundles is an isomorphism of X-schemes that intertwines the G-actions.
We will often deal with quasicoherent sheaves on schemes. Let X and Y be schemes and let Q be quasicoherent sheaf on Y . It will usually be the case that there is a clear implicit choice of a morphism from f : X → Y . In such a situation I will not mention the choice of f and will write Q| X to denote the pullback f * Q of the quasicoherent sheaf Q by f . The same convention will be used for pullbacks of G-bundles.
3 The moduli stack of regular G-connections
Regular G-connections
Recall that there is a canonical left-invariant g-valued 1-form on G called the Maurer-Cartan form. It is defined as follows. Left translation induces an isomorphism
The invariant g-valued 1-form on G that corresponds to id g ⊗ 1 under this isomorphism is the Maurer-Cartan form. We will denote it by ω ∈ H 0 G, Ω 1 G/k ⊗ g . Let S be a k-scheme. We can similarly define the relative Maurer-Cartan form ω S ∈ H 0 G S , Ω 1 G×S/S ⊗ g for the group scheme G S over the base S. This allows us to define a homomorphism φ : G C×S −→ Aff Ω 1 C×S/S ⊗ g of C × S-group schemes from G C×S to the group scheme of affine linear transformations of the locally free O C×S -module Ω 1 C×S/S ⊗ g. We describe this map in terms of functors of points. Given a C × S-scheme U and an element g ∈ G S (U ), we can pull back the relative Maurer-Cartan form in order to obtain g * ω S ∈ H 0 U, Ω 1 U/S ⊗ g . We define φ(U ) (g) :
The fact that this is a homomorphism follows from the left-invariance of the Maurer-Cartan form.
Let P be a G-bundle on C × S. Suppose that X is a relatively affine C × Sscheme equipped with an action of G C×S . Then G C×S acts diagonally on the product P × C×S X. We define the associated bundle P × G X to be the quotient P × C×S X / G C×S . The effectiveness of descent for affine morphisms [Sta19, Tag 0245] implies that P × G X is represented by a scheme. One such example is the vector bundle P × G g C×S associated to the adjoint representation Ad : G C×S −→ GL(g C×S ). This is called the adjoint bundle of P, and will henceforth be denoted by Ad P.
Let us remind how to define a G-connection on P relative to S. The homomorphism φ induces an action of on the total space of Ω 1 C×S/S ⊗ g by affine linear transformations. We define a G-connection on P relative to S to be a section of the associated affine bundle P × G Ω 1 C×S/S ⊗ g .
By construction the bundle of G-connections P × G Ω 1 C×S/S ⊗ g is an etale torsor for the C ×S-sheaf Ad P ⊗Ω 1 C×S/S , which is viewed as an abelian sheaf under addition. This torsor represents a cohomology class γ P ∈ H 1 C × S, Ad P ⊗ Ω 1 C×S/S called the Atiyah class of P relative to S. Here H 1 C × S, Ad P ⊗ Ω 1 C×S/S is the ordinary sheaf cohomology group in the Zariski site. It coincides with the corresponding etale cohomology group because Ad
We can think of the Atiyah class γ P ∈ H 1 C × S, Ad P ⊗ Ω 1 C×S/S as an
We call At(P) the Atiyah bundle. The short exact sequence above will be referred to as the Atiyah sequence.
Remark 3.1. In the literature (e.g. [Bis10] ) the Atiyah sequence differs from the one we have defined. It is usually the twist of the sequence above by Ω 1
We stick to this convention because it is more convenient for our purposes.
It follows from the definition that a G-connection on the G-bundle P is the same as a O C×S -linear splitting of the Atiyah sequence. Notice that such a splitting exists if and only if the Atiyah class γ P vanishes.
Example 3.2. Suppose that S = Spec k and G = G m . In this case a G m -torsor is the same thing as a line bundle on C. Let L be such a line bundle. It turns out that there is a simple description of γ L .
We know that γ L ∈ H 1 C, Ad L ⊗ Ω 1 C/k . Since G m is abelian, we have a canonical identification Ad L ∼ = O C ⊗ gl 1 . So we have γ L ∈ H 1 C, Ω 1 C/k ⊗ gl 1 . Serre duality yields an isomorphism H 1 C,
Since C is geometrically irreducible and proper, there is a canonical isomorphism of k-agebras H 0 (C, O C ) ∼ = k. Under this identification we have γ L ∈ gl ∨ 1 . Finally, there is a canonical isomorphism gl 1 ∼ = k obtained via the natural inclusion G m → A 1 k . So we can view γ L as an element of k. Lemma 3.3. Let L be as in Example 3.2. Under the identification above, we have γ L = −deg L.
Proof. This follows from a Cech cohomology computation similar to the one in [Ati57] Section 3.
Functoriality for regular G-connections
Connections are contravariant with respect to morphisms of base schemes. Let f : T −→ S be a morphism of k-schemes. Let P be a G-bundle on C × S.
By definition the bundle of G-connections (Id C × f ) * P × G Ω 1 C×T /T ⊗ g is the pullback of the Ad P ⊗ Ω 1 C×S/S -torsor P × G Ω 1 C×S/S ⊗ g . This means that the Atiyah class behaves well under pullbacks, meaning γ (Id C ×f ) * P = (Id C × f ) * γ P . Here we write (Id C × f ) * on the right-hand side to denote the natural map on sheaf cohomology groups
As a consequence, the Atiyah sequence behaves well under pullbacks. This means that the Atiyah sequence for (Id C × f ) * P is the (Id C × f )-pullback of the Atiyah sequence for P. We can therefore pullback connections by interpreting them as splittings of the Atiyah sequence. For a G-connection θ on P we will denote by f * θ the corresponding connection on (Id C × f ) * P.
On the other hand, connections are covariant with respect to morphisms of structure groups. Fix a k-scheme S. Let H be a linear algebraic group over k with Lie algebra h. Let ϕ : G −→ H be a homomorphism of algebraic groups. For any G-bundle P over C × S we can form the associated H-bundle ϕ * P := P × G H via extension of structure group.
We have an associated morphism of tangent spaces at the identity Lie(ϕ) : g −→ h. By etale descent for morphisms of quasicoherent sheaves [Sta19, Tag 023T], this induces a vector bundle morphism Ad ϕ : Ad P −→ Ad ϕ * P. This produces a map on sheaf cohomology group ϕ 1 * : H 1 C × S, Ad P ⊗ Ω 1 C×S/S −→ H 1 C × S, Ad ϕ * P ⊗ Ω 1 C×S/S . By construction we have ϕ 1 * (γ P ) = γ ϕ * P .
Recall that the functoriality of Ext 1 (O C×S , −) can be described concretely in terms of pushouts [Sta19, Tag 010I]. It follows that there is a canonical commutative diagram of short exact sequences between the extension defined by γ P and the extension defined by ϕ 1 * (γ P ). Since ϕ 1 * (γ P ) = γ ϕ * P , we get a commutative diagram of Atiyah sequences 0
Ad
We will denote the middle vertical morphism by At(ϕ). Let θ be a G-connection on P, viewed as a splitting of the top row. We can compose it with At(ϕ) in order to obtain a H-connection ϕ * θ := At(ϕ) • θ on the H-bundle ϕ * P.
Two representability lemmas
In this subsection we prove a couple of technical lemmas that will be used later on. We first fix some notation. Let X, S be k-schemes. Suppose that we have a morphism f : X −→ S. Definition 3.4. Let E be a vector bundle on X. Define Γ X/S (E) to be the functor from S-schemes to sets given as follows. For any S-scheme g : T −→ S, we set
Here is the first representability lemma for this subsection.
Lemma 3.5. Let X −→ S be a proper flat morphism of k-schemes. Let E be a vector bundle on X. The functor Γ X/S (E) is represented by a scheme that is relatively affine and of finite type over S.
Proof. After passing to a Zariski cover of S we can assume that S is affine. Say
.. of finite projective A-modules called the Grothendieck complex of E with respect to the morphism X −→ S. It has the following property. Let g : T −→ S be a morphism of schemes. Write pr 2 : X × S T −→ T for the projection onto the second coordinate. Then we have a canonical isomorphism
For any S-scheme g : T −→ S we can form the kernel Ker g * d 0 of the pullback morphism g * d 0 : g * F 0 −→ g * F 1 . By the properties of the Grothendieck complex, we have
Let us define a new set-valued functor L on S-schemes given as follows. For every S-scheme g : T −→ S we set
This is affine and of finite type over S, because it is represented by the total space of the vector bundle F 0 on S. It suffices to show that the natural inclusion of presheaves of sets Γ X/S (E) → L is schematic, affine and of finite type. We will show that it is actually a closed immersion.
Fix a S-scheme g : T → S and a morphism of S-schemes T −→ L. This is by definition the choice of a section s ∈ H 0 (T, g * F 0 ). We want to show that the projection
This is represented by the scheme theoretic support of the section g * d 0 (s) of the vector bundle g * F 1 on T . So it is a closed subscheme of T . This concludes the proof of the lemma.
The second technical lemma follows.
Lemma 3.6. Let f : X −→ S be a proper flat morphism of k-schemes. Let E be a vector bundle on X. Fix a cohomology class σ ∈ H i (X, E). Let Z be the functor from k-schemes to sets defined as follows. For any k-scheme T , we let
Then Z is represented by a closed subscheme of S Proof. After passing to a Zariski cover of S we can assume that S is affine. Let F • be the Grothendieck complex of E with respect to the morphism
We can choose a section v ∈ F i / F i−1 corresponding to the cohomology class σ ∈ H i (X, E). For any k-scheme T , we have
This functor is represented by the scheme theoretic support of the section v of the coherent O S -sheaf F i / F i−1 . This is a closed subscheme of S, as desired.
The stack of regular G-connections
We have seen in a previous subsection that we can pullback connections under maps of schemes. This allows us to define the moduli stack of flat G-bundles over C.
Definition 3.7. The moduli stack Conn G (C) of flat G-bundles over C is the pseudofunctor from k-schemes to groupoids defined as follows. For every k-scheme S, we define
The isomorphisms are required to be compatible with the corresponding connections.
Let BG denote the classifying stack of G. Recall that this is the pseudofunctor from k-schemes to groupoids given as follows. For a k-scheme S we define BG (S) := groupoid of G-bundles P over S Let Bun G (C) denote the moduli stack of G-bundles on C. This is defined by Bun G (C) (S) := BG(C × S) for any k-scheme S. It is well known that this is an algebraic stack that is smooth over k and has affine diagonal, see e.g. [Wan11] . We have a 1-morphism of pseudofunctors F orget : Conn G (C) −→ Bun G (C) given by forgetting the connection.
Proposition 3.8. The map F orget : Conn G (C) −→ Bun G (C) is schematic, affine and of finite type. In particular Conn G (C) is an algebraic stack that is locally of finite type over k.
Proof. Let Z be the subfunctor of Bun G (C) defined as follows. For all k schemes S, we set
We claim that Z is a closed substack of Bun G (C). Suppose that S is a k-scheme and P :
Notice that the functor of points of Z × Bun G (C) S can be described as follows. For all k-schemes T , we have
Here we are implicitly using the compatibility of the Atiyah class with pullbacks. Lemma 3.6 applied to the proper flat morphism C×S −→ S implies that Z× Bun G (C) S is represented by a closed subscheme of S. This concludes our proof of the claim.
Let us consider now the morphism F orget : Conn G (C) −→ Bun G (C). We have seen that the vanishing of the Atiyah class is a necessary condition for the existence of a G-connection. This means that F orget factors through the closed immersion Z → Bun G (C). It suffices to show that Conn G (C) −→ Z is schematic, affine and of finite type.
Let S be a k-scheme and P : S −→ Z be a G-bundle on C × S with γ P = 0. Form the fiber product Conn G (C) × Z S. By definition this is the functor from S-schemes g : T −→ S to sets given by
We want to show that Conn G (C) × Z S is represented by a scheme that is relatively affine and of finite type over S.
Since γ P = 0, the Atiyah sequence for P is split. Choose a splitting θ, i.e. a G-connection on P relative to S. Any other G-connection on P is of the form θ + s where s ∈ H 0 C × S, Ad P ⊗ Ω 1 C×S/S . This gives us an isomorphism of presheaves of sets
To be precise, ψ is defined as follows. For any S-scheme g :
By Lemma 3.5, we know that Γ C×S/S Ad P ⊗ Ω 1 C×S/S is represented by a scheme that is relatively affine and of finite type over S. The proposition follows.
Remark 3.9. The proof above shows that we can locally identify Conn G (C) with a closed substack of the moduli stack of G-Higgs bundles [Hit87] . Notice that this identification is noncanonical. It depends on the choice of a universal connection θ over an atlas of Z.
We can use the F orget map to prove that the stack Conn G (C) is quasicompact whenever char k = 0. Before proceeding with the proof, we need a lemma.
Lemma 3.10. Let G be a connected reductive group over k. Let ρ : G −→ GL n be a faithful representation. Let ρ * : Bun G (C) −→ Bun GLn (C) be the morphism induced by extension of structure groups. Then ρ * is schematic, affine and of finite type.
Proof. Let S be a k-scheme. Let P : S −→ Bun GLn (C) be a GL n -bundle over C × S. Set L to be the fiber product L := Bun G (C) × Bun GLn (C) S. We want to show that L is represented by a scheme that is relatively affine and of finite type over S. In order to do this, we first give a description of the presheaf L.
We know by Matsushima's criterion [Ric77] that the homogeneous space GL n / G is affine. We can form the associated fiber bundle X := P × GLn (GL n C×S / G C×S ). For any S-scheme f : T −→ S, we have
The action of GL n on the affine scheme GL n / G induces a representation of GL n on the coordinate ring O GLn / G via translations. Since GL n / G is of finite type over k, we can choose finitely many generators for O GLn / G as a k-algebra. The first theorem in page 24 of [Wat79] implies that there is a finite dimensional k- By Lemma 3.5, Γ C×S/S (E) is represented by a scheme that is relatively affine and of finite type over S. The proposition will follow if we can show that ψ : L → Γ C×S/S (E) is schematic, affine and of finite type. We will actually show that ψ is a closed immersion.
Let g : T −→ S be a S-scheme. For our purposes we can assume that T is affine. Let T −→ Γ C×S/S (E) be given by a section s of the morphism E C×T −→ C × T . We want to show that the fiber product L × Γ C×S/S (E) T is represented by a closed subscheme of T . For any k-scheme Y , we have
The morphism ι : Z → C × T is a closed immersion of finite presentation. For any k-scheme Y , the Y -points of the fiber product L × Γ C×S/S (E) T can be alternatively described by
Let us denote by J the O C×T -coherent sheaf of ideals corresponding to the finitely-presented closed immersion ι : Z → C × T . Let ϕ : J → O C×T denote the corresponding inclusion. We have
Let O(1) be an ample line bundle on C. For some number N big enough, the twist J (N ) is globally generated. This means that there is a surjective morphism O l C×T J (N ) for some positive integer l. Let σ denote the composition
σ can be viewed as a section of the vector bundle
By Lemma 3.6, this functor is represented by a closed subscheme of T .
We are now ready to prove the main proposition in this section.
Proposition 3.11. Suppose that the characteristic of k is 0. The algebraic stack Conn G (C) is of finite type over k.
Proof. We claim that the map F orget : Conn G (C) −→ Bun G (C) factors through an open substack U ⊂ Bun G (C) that is of finite type over k. By Proposition 3.8, this claim implies that Conn G (C) is of finite type over k. We are left to prove the claim.
Choose a faithful representation ρ : G −→ GL n . For any G-bundle P we can form the associated GL n -bundle ρ * P via extension of structure group. This construction defines a map ρ * : Bun G (C) −→ Bun GLn (C). Recall that for any G-connection θ on P we get an induced GL n -connection ρ * θ on ρ * P. We conclude that there is a commutative diagram
Lemma 3.10 shows that the associated bundle map ρ * : Bun G (C) −→ Bun GLn (C) is of finite type. The claim will follow if we can show that the forgetful map F orget :
For this purpose, we will use the Harder-Narasimhan stratification of Bun GLn [Sch15] . For any rational cocharacter λ ∈ Q n , let Bun ≤λ GLn (C) be the quasicompact open substack of Bun GLn (C) consisting of the strata with Harder-Narasimhan polygon smaller than λ. We will show that F orget : Conn GLn (C) −→ Bun GLn (C) factors through a finite union j Bun ≤λ j GLn (C) for some λ j . This can be checked at the level of field-valued points. Hence it suffices to check that the set of Harder-Narasimhan polygons of geometric points t −→ Bun GLn (C) with nonempty fiber Conn GLn (C) t is a finite set.
Let µ = (µ 1 , µ 2 , ..., µ n ) be a tuple of rational numbers in 1 n! Z. Let E : t −→ Bun GLn (C) be a vector bundle over C t , where t is Spec of an algebrically closed field. Suppose that the Harder-Narasimhan polygon of E is given by µ. Assume that the fiber Conn GLn (C) t is nonempty, so that E admits a connection. Then, we claim that µ satisfies the following two conditions
Notice that the claim implies that there are finitely many possibilities for µ ∈ 1 n! Z n . Hence we are left to show the claim. A well known theorem of Weil states that E admits a connection if and only if all direct summands of E have degree 0 (see [BR08] Section 7 for an exposition). This in particular means that deg E = 0, which is equivalent to the condition (a) in the claim above.
We now proceed to prove part (b). For the sake of contradiction, assume that µ j+1 − µ j > 2g for some 1 ≤ j ≤ n − 1. Suppose that E has Harder-Narasimhan filtration
An application of Serre duality plus the definition of semistability and the hypothesis µ j+1 − µ j > 2g implies that Ext 1 (E / F k , F k ) = 0. We conclude that E = F k ⊕ E / F k . But by assumption we must have 
The first two rows yield a canonical splitting of the base-change of Diagram 1 to
Now consider the stalk Ω 1 C/k (D)| Ox i . It is a free O x i -module of rank 1. There is a canonical generating element given as follows. Choose a uniformizer z i of the discrete valuation ring O x i . Then, the meromorphic 1-form dz i z i is a generator of Ω 1 C/k (D)| Ox i and does not depend on the choice of uniformizer. We can use this to obtain a canonical trivialization Ω 1
We can use this canonical isomorphism Ω 1 C×S/S (D)| x i ×S ∼ = O x i ×S along with the splitting in Diagram 2 in order to identify the x i × S fiber of Diagram 1 with the following split short exact sequence 0
Let θ be a logarithmic connection on P with poles at D. This is the same as a splitting of the logarithmic Atiyah sequence. We can tensor with O C×S (D) and pass to the x i × S fiber to obtain a splitting of Diagram 3. Such splittings are in natural correspondence with global sections of the vector bundle Ad (P| x i ×S ). The section corresponding to the splitting induced by θ will be called the residue of θ at x i , and will be denoted Res
We end this subsection with a version of the logarithmic Atiyah sequence with prescribed residues. Let S be a k-scheme. Let P be a G-bundle on C × S. For each i ∈ I, fix a section s i ∈ H 0 (x i × S, Ad(P| x i ×S ) ). Set W i to be the cokernel of the map
We have seen that there is an isomorphism
Consider the pullback diagram 0
By construction, logarithmic G-connections θ on P such that Res x i θ = s i for all i ∈ I are in correspondence with splittings of the top row in Diagram 4. We will refer to this short exact sequence as the logarithmic Atiyah sequence with prescribed residues. to be the cohomology class associated to the extension in Diagram 5. It is the analogue of the Atiyah class for logarithmic connections with prescribed residues. It turns out that it admits a nice description, as we will show in the next proposition. First we need some notation.
For each i ∈ I, we have a short exact sequence
We can tensor this sequence with Ad P ⊗ Ω 1 C×S/S in order to obtain
Recall that we described earlier a canonical trivialization Ω 1
Under this isomorphism we get a short exact sequence
the corresponding connecting homomorphism of sheaf cohomology groups.
The following proposition is proven in [BDP18] Proposition 3.1 in the special case when k = C, G = GL n and S = Spec C. However, the argument found there uses transcendental methods. We decided to provide here an algebraic proof that works for arbitrary field k and any connected linear algebraic group G. Proof. Consider the short exact sequence
We can tensor with Ad P ⊗ Ω 1 C×S/S and use the identifications Ω 1 C×S/S (x i )| x i ×S ∼ = O x i ×S as described above in order to obtain a short exact sequence
We label the morphisms j and u above for future use. By the construction of the connecting homomorphism in Cech cohomology, it follows that the connecting homomorphism for this short exact sequence is given by the sum i∈I δ i :
C×S/S
We now recall how to describe the extension corresponding to the cohomology class − i∈I δ i (s i ) ∈ H 1 C × S, Ad P ⊗ Ω 1 C×S/S = Ext 1 O C×S , Ad P ⊗ Ω 1 C×S/S .
Define the global section
Define F to be the O C×S -sheaf given by the pullback diagram
This means that F is the kernel of the morphism
The maps p l for l = 1, 2 are the natural projections.
Notice that the morphism (j, 0) : Ad The proposition amounts to showing that the extension in Diagram 6 is isomorphic to the logarithmic Atiyah sequence with prescribed residues in Diagram 5. We explicilty present such isomorphism. Suppose first that x does not belong to any of the divisors x i × S for i ∈ I. By construction, the stalk at x of the logarithmic Atiyah sequence in Diagram 5 becomes canonically isomorphic to the stalk of the regular Atiyah sequence. Similarly, the stalk at x of Diagram 6 becomes canonically isomorphic to the regular Atiyah sequence. This is because all of the operations we have performed above are trivial outside of the divisors x i × S. Under this canonical identifications, the induced morphism on stalks a x in (C2) becomes the identity.
Assume now that x is contained in x i × S for some i ∈ I. We can perform all of the construction above after passing to the stalk at x. All of the short exact sequences become extensions of finite free modules over the local ring O x of C × S at x. It follows that all of these extensions split. In particular we can choose a splitting of the x-stalk of the regular Atiyah sequence x ⊕ O x . We can choose our splitting so that this identification is compatible with Diagram 2 after base-changing to the residue field of x. Ad
follows plainly from the concrete description of a x we have given. 
Functoriality of logarithmic G-connections
Logarithmic connections enjoy the same functoriality properties as regular connections. Let f : T −→ S be a morphism of k-schemes. Let P be a Gbundle on C × S. The same reasoning as for regular connections shows that the logarithmic Atiyah class γ D P behaves well under pullback. Explicilty, we have γ D (Id C ×f ) * P = (Id C × f ) * γ D P . Here we are abusing notation and writing (Id C × f ) * on the right-hand side to denote the natural map on the corresponding sheaf cohomology groups. This implies that the logarithmic Atiyah sequence behaves well under pullbacks. To be precise, the logarithmic Atiyah sequence for (Id C × f ) * P is the (Id C × f )-pullback of the Atiyah sequence for P. We can therefore pullback logarithmic connections by interpreting them as splittings of the logarithmic Atiyah sequence.
For a logarithmic G-connection θ on P with poles on D we will denote by f * θ the corresponding logarithmic connection on (Id C × f ) * P. It follows by definition that this construction is compatible with taking residues. In particular we also get functoriality for the classes γ D,s i P and the corresponding Atiyah sequences with prescribed residues. We leave the precise formulation of these statements to the interested reader.
We also get covariant functoriality with respect to morphisms of structure groups. Fix a k-scheme S. Let H be a linear algebraic group over k with Lie algebra h. 1 is given by taking the trace. Let E be a vector bundle of rank n on C, viewed as a GL n -bundle. Fix an endomorphisms s i ∈ End(E| x i ) for each i ∈ I. The corresponding element det * s i ∈ gl 1 is given by the trace tr s i .
Supose that E admits a logarithmic connection θ with residue s i at x i . We get an induced connection det * θ on det E with residue tr s i at x i . Therefore the Atiyah class with prescribed residues γ D, tr s i detE must vanish. Example 4.3 now shows that deg E = − i∈I tr s i .
Stacks of logarithmic G-connections
Next, let us describe the stack of logarithmic G-connections with a fixed set of poles. Fix the reduced divisor D = i∈I x i . We will want to keep track of the residues of the logarithmic connection. In order to do this we will define another stack over Bun G (C).
Recall that for every G-bundle P over a k-scheme S, we can form the adjoint bundle of Ad P. This construction allows us to define a vector bundle V over BG. The pullback of V under a map P : S → BG is the associated bundle Ad P on S. The total space of the vector bundle is represented by the map of stacks
Here the action in the left-most quotient stack is given by Ad.
For each i ∈ I, we have a morphism of algebraic stacks ψ i : Bun G (C) −→ BG given by taking the fiber at x i . More precisely, for every k-scheme S and every G-bundle P over C × S, we define ψ i (P) = P| x i ×S .
Proposition 4.7. The map F orget D : Conn D G (C) −→ Bun Ad, D G (C) is schematic, affine and of finite type. In particular, Conn D G (C) is an algebraic stack that is locally of finite type over k.
Proof. Let S be a k-scheme. Let (P, s i ) : S −→ Bun Ad, D G (C) be a morphism. It consists of the data of a G-bundle P on C×S and a section s i ∈ H 0 (x i × S, Ad(P| x i ×S ) ) for all i ∈ I. We want to show that the projection
is schematic, affine and of finite type.
Notice that we can form a short exact sequence as in Diagram 5 above. It is no longer true that the whole moduli stack of logarithmic connections Conn D G (C) is quasicompact, even when char k = 0. This can be seen for GL n using the criterion for existence of logarithmic connections for stable vector bundles in [BDP18] Corollary 3.3. This result allows us to conclude that there are stable vector bundles of arbitrary degree that admit logarithmic connections.
We note however that we still have quasicompactness if we fix the conjugacy class of each residue. Let us describe how this works. For each i ∈ I, choose an orbit O i for the adjoint action of G on its Lie algebra g. Recall that each orbit is naturally a smooth locally closed subscheme of g. After quotienting by the action of G, we get a locally closed substack Notice that the claim implies that there are finitely many possibilities for the Harder-Narasimhan polygon µ ∈ 1 n! Z n . Hence we are reduced to showing the claim.
Part (a) follows from the discussion in Example 4.4, because n j=1 µ j = deg E. For part (b), set m := 4g − 3 − |I|. Notice that the O C t -sheaf Ω 1 C t / t (D) ∨ (m) is generated by global sections. This follows from a simple cohomology argument using Serre duality. Recall that we have a filtration of the sheaf of rings D C t / t of differential operators; it is given by the order of the differential operator. This induces a filtration on the subring Λ ⊂ D C t / t . By definition the first graded piece Gr 1 Λ associated to the filtration is Gr 1 Λ = Ω 1 C t / t (D) ∨ . Suppose that E has Harder-Narasimhan filtration 0 ⊂ F 1 ⊂ F 2 ⊂ ... ⊂ F l = E The proof of Lemma 3.2 in [Sim94] shows that µ(F 1 ) ≤ mn + µ(F), where F is a subbundle preserved by the logarithmic connection θ. We are left to show that µ(F) ≤ |M | We can restrict the logarithmic connection θ to the subbundle F in order to obtain a logarithmic connection θ F on F. By assumption the residue s i ∈ End(E| x i ×t ) preserves the subspace F| x i ×t . The residue s F i := Res x i θ F is the restriction of s i to F| x i ×t . For all i ∈ I, there is a nonempty subset J i ⊂ {1, 2, ..., n} such that the eigenvalues of s Since deg F ∈ Z, we have (J i ) i∈I ∈ A. By definition, the right hand side is bounded by M . This implies that µ(F) ≤ |M |, thus concluding the proof of the claim.
