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ABSTRACT
Three different auditory representations—Lyon’s cochlear model,
Patterson’s gammatone filterbank combined with Meddis’ inner
hair cell model, and mel-frequency cepstral coefficients—are an-
alyzed in connection with self-organizing maps to evaluate their
suitability for a perceptually justified classification of sounds. The
self-organizing maps are trained with a uniform set of test sounds
preprocessed by the auditory representations. The structure of the
resulting feature maps and the trajectories of the individual sounds
are visualized and compared to one another. While MFCC proved
to be a very efficient representation, the gammatone model pro-
duced the most convincing results.
1. INTRODUCTION
The fundamental problem investigated in this research is the de-
tection of perceptually similar sounds in a given sound document,
using a query by example, i.e. selecting a ‘prototype’ sound and
searching for ‘similar’ occurrences. A solution to this problem
would have applications in the analysis of musical works, tran-
scription of non-notated music, and indexing/retrieval of sounds in
self-contained documents in general.
Our research is developing a modular system consisting of the
following stages:
 preprocessing of the raw audio data with an auditory model
to simulate the auditory pathway and extract perceptually
relevant features; subsequent data reduction by dividing the
signal into short frames,
 topology-preserving mapping of each frame onto a self-
organizing map (SOM),
 detection of similar trajectories on the map by means of
sequence comparison.
The third stage has not yet been implemented and will be the sub-
ject of future research.
Over the last ten years several studies have successfully clas-
sified timbre by means of artificial neural networks, using audi-
tory models and self-organizing maps. Results for limited sets of
sounds have been published by Feiten and Gu¨nzel [1], Toiviainen
et al. [2, 3] and Cosi, De Poli et al. [4, 5]. Since the structure of the
auditory model, the topology and size of the self-organizing maps,
and the set of test sounds are different for each approach, the re-
sults are difficult to compare. In addition, our research aims at
dealing with timbre evolutions rather than classifying steady state
samples.
This paper describes an evaluation of the performance of three
different auditory representations in combination with a two-di-
mensional SOM and a set of 23 test sounds, covering a wide range
of timbre, pitch, and amplitude values. The analyzed auditory rep-
resentations are Lyon’s passive cochlear model, a gammatone fil-
ter bank combined with Meddis’ inner hair cell model, and mel-
frequency cepstral coefficients.
2. AUDITORY REPRESENTATIONS
2.1. Lyon’s cochlear model
The passive cochlear model described by Lyon [6] and Slaney [7]
transforms the sound signal into a probability of firing along the
auditory nerve, using the following components: a preemphasis
filter to simulate the frequency response of the middle and outer
ear, a broadly tuned cascade of lowpass filters (96 stages at 22 kHz
sampling rate) to model the traveling wave on the cochlea, half
wave rectifiers to implement the detection nonlinearity of the inner
hair cells, and four stages of automatic gain control with different
time constants to simulate adaptation and masking.
2.2. Gammatone filterbank and Meddis’ IHC model
The second model evaluated consists of an auditory filterbank de-
scribed by Patterson et al. [8, 9] and implemented by Slaney [10],
and an inner hair cell (IHC) model developed by Meddis [11].
The filterbank is based on fourth order gammatone filters, which
provide a good fit to human auditory filter shapes (cf. Cooke [12,
p. 16]). The experiments were carried out with 64 filter channels
covering the frequency range from 100 Hz to 10 kHz.
Meddis’ IHC model simulates mechanical to neural transduc-
tion in each filter channel by modelling the transmitter release
from hair cells into the synaptic cleft. The output represents the
instantaneous spike probability in a post-synaptic auditory nerve
fiber, showing features such as adaptation and phase locking to
low-frequency periodic stimuli.
2.3. Mel-frequency cepstral coefficients
Mel-frequency cepstral coefficients (MFCC), introduced by Davis
and Mermelstein [13], constitute a parametric sound representa-
tion widely used in automatic speech recognition systems. MFCC
has also been successfully applied to timbre analysis [14, 5]. The
signal is passed through a mel-spaced filterbank (based on FFTs),
converted to a logarithmic scale, and then submitted to a cosine
transform. MFCC provide a substantial data reduction, because
a few coefficients are sufficient to represent the cepstrum of the
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acoustic signal. In this case the power-related first coefficient C0
was discarded, because its large variance would have dominated
the organization of the SOM.
3. SELF-ORGANIZING MAPS
Self-organizing maps (SOMs) constitute a particular class of ar-
tificial neural networks, developed by Teuvo Kohonen [15] and
inspired by brain maps, such as the tonotopic map of pitch in the
auditory cortex. A SOM is able to map high-dimensional input
signals onto a low-dimensional grid while preserving the most im-
portant topological relations, so that similar input signals are usu-
ally located close to one another. The self-organization takes place
during an unsupervised training phase: the preprocessed data is
repeatedly presented to the network, which adapts its weight vec-
tors according to the topology of the input signals, thus forming a
feature map.
3.1. The SOM algorithm
In the following the basic SOM algorithm, also known as incre-
mental learning, is briefly described. A SOM consists of neurons
arranged on a low-dimensional lattice. Each neuron is associated
with an n-dimensional weight vector m = [m1;m2; : : : ;mn],
where n corresponds to the dimension of the input signal. First of
all the weight vectors are initialized—either randomly or linearly
according to the distribution of the training data. The training is
performed iteratively. In each step, a sample vector x is chosen
randomly from the set of input data, and the distance to each of the
weight vectors is calculated. The neuron whose weight vector mc
is most similar to the input vector x, as defined by the condition
kx(t) mc(t)k = min
i
kx(t) mi(t)k; (1)
is identified as the best-matching unit (BMU), or the winner
(‘winner-take-all’ function). After that, the weight vectors of the
best-matching unit and its topological neighbours are updated to-
ward the input vector. The SOM update rule is expressed by the
following equation:
mi(t+ 1) = mi(t) + (t)hci(t)[x(t) mi(t)]; (2)
where mi denotes the weight vector of the i th neuron, x the
input vector, t the discrete time coordinate,  the learning rate, and
hci the neighbourhood kernel around the winner unit c.
The training is usually performed in two phases: the order-
ing phase, typically consisting of 1000 steps, and the fine-tuning
phase, extending across 10,000 steps or more, depending on the
size of the map. During the ordering phase both the learning rate
and the neighbourhood kernel decrease from their large initial val-
ues to small values used for fine-adjustment, e.g. the neighbour-
hood radius may shrink from half the diameter of the network to
the distance between adjacent neurons.
4. METHODOLOGY
4.1. Overview
A neural network experiment usually requires two main processes:
training and simulation. In this case the training phase involved the
preprocessing of the complete sound set with one of the auditory
models and the decimation to a lower frame rate, the initialization
and training of a SOM, and finally a quality and cluster analy-
sis. The simulation phase served to determine the trajectory of a
particular sound by finding the corresponding sequence of best-
matching units and producing a suitable visualization.
4.2. Tools
The experiments were carried out in MATLAB R, an integrated en-
vironment for numeric computation, visualization, and program-
ming. In addition to the main programs we used Slaney’s Audi-
tory Toolbox [16] and the SOM Toolbox developed by Vesanto
and colleagues [17].
4.3. Sound set
A prerequisite for the analysis of auditory representations and self-
organizing maps was a set of well-defined test sounds that met the
following requirements: it should cover a range of different tim-
bres as well as different pitch and loudness values, but still contain
subsets of sounds with common timbre, pitch, or loudness. The
sounds should be short and simple enough to produce a visually
clear trajectory on the SOM, but also show some dynamic evolu-
tions in pitch and loudness. A short period of silence at the end
of each sound would be useful to trace the decay characteristics of
the auditory models.
The actual sound set comprises 23 monophonic synthesized
signals of 2 s duration, sampled at 22.05 kHz. Each sample con-
sists of a 1 s sound event framed by half a second of silence. The
set includes white and band-limited noise, steady sine, triangle and
square wave signals at various frequencies, a sine pitch sweep from
0–10 kHz, sine octaves, sine and square waves with increasing and
decreasing amplitude respectively, and a sample of quickly alter-
nating tone and noise bursts. The complete set is listed in Table 1.
4.4. Calculation of the auditory models
The auditory models were calculated at a sampling rate of 22.05
kHz, allowing the processing of frequencies up to 11 kHz. To
reduce the amount of data passed on to the SOM, but still be able
to track quick changes of pitch or timbre (such as a pitch sweep
or a sudden attack), the output frame rate was reduced to 100 Hz.
In the first two models this was achieved by lowpass filtering the
output and subsequently picking every 100th value, in the MFCC
model the frame rate was determined by the step size of the FFT.
4.5. Computation of the SOMs
For each of the auditory representations an individual SOM was
trained with the complete set of preprocessed test sounds. The
SOMs consisted of approximately 80 units, arranged in a two-
dimensional hexagonal grid. These parameters were chosen con-
sidering the results of experiments involving different SOM sizes,
shapes, and topologies (see Section 5.1). The exact size was de-
termined on account of the ratio between the first two principal
components of the training data. The weight vectors were initial-
ized linearly along these components.
Training was performed by the batch training algorithm [17],
a faster variant of the SOM algorithm described in Section 3.1.
Instead of adjusting the weights to each individual data vector, the
complete training data is presented to the map before the weight
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Figure 1: Still frame from a film visualizing the trajectory pro-
duced by a sequence of quickly alternating tone and noise bursts,
preprocessed with Lyon’s cochlear model.
vectors are replaced by a weighted average of the data vectors that
were in their neighbourhood.
After having completed the training, the SOM was simulated
with each individual sound to record the respective sequence of
best-matching units. A BMU was defined as the closest weight
vector using the Euclidean distance measure
dE(x;m) = kx mk =
s
X
i
(xi  mi)2; (3)
where xi and mi are the vector components of x and y.
4.6. Visualization of the output
The sequence of BMUs corresponding to a sound can be visualized
as a trajectory on the SOM’s two-dimensional lattice. Simply con-
necting the BMUs by lines causes some problems, though: such
a representation does neither show the direction of the trajectory
nor the duration of stay at a particular unit. While these problems
could be solved by introducing arrowheads and variable marker
sizes, it would not be possible to represent a to-and-fro movement
between two or more units, which occurred quite often. Therefore
we decided to develop an animated representation, where the tra-
jectory is built up frame by frame. The representation includes a
waveform picture of the sound with a moving pointer indicating
the current position. Figure 1 gives an example of a still frame.
5. RESULTS
5.1. Different SOM sizes
The size of a SOM is usually determined by the amount of train-
ing data. A heuristic formula given by Vesanto et al. [17] calcu-
lates the number of map units as nMU = 5
p
nTD. Applying this
formula to our training data resulted in SOMs comprising approx-
imately 340 units. On completing the training these maps showed
a distinct cluster structure, i.e. groups of neurons having similar
weights were separated from one another by larger distances in
Figure 2: U-matrix of a 20 17 SOM in combined with the gam-
matone/IHC preprocessing. The shades of grey represent the dis-
tances between adjacent units in the weight space. The map units
themselves are coloured according to the mean of the distances
to all their neighbours. Cluster borders are indicated by darker
colours.
weight space. The cluster structure of a SOM can be visualized
by means of a unified distance matrix or U-matrix, as shown in
Figure 2.
Since such a large cluster structure complicates the targeted
detection of similar trajectories1, we moved to smaller SOMs (ap-
proximately one fourth of the size given above), where the clusters
are mostly reduced to single units2. Apart from that smaller SOMs
are computationally much more efficient. The double assignment
of some units to different, but similar sounds (cf. Figures 3 and
5) illustrates that the SOM performs a vector quantization whose
resolution corresponds to the map size.
5.2. Lyon’s cochlear model
The locations of the steady state BMUs on a 12 7 SOM in con-
nection with Lyon’s cochlear model are diplayed in Figure 3. The
distribution is reproducible, because it is based on a determinis-
tic initialization. Silence, the most frequent ‘event’ in the whole
sound set, is mapped to the upper left corner. This is the place
where all sound trajectories start and end. Since the ‘silence vec-
tor’ is presented to the SOM so often during the training phase,
it influences a large number of surrounding units, which can be
visualized by a U-matrix (cf. Figure 2, lower left corner.). These
units serve the trajectories as ‘stopovers’ during the attack and de-
cay phase: instead of jumping instantly from silence to the steady
state locations shown in Figure 3, the trajectories move forward in
small steps, often in a zigzag. The delay is caused by the filter used
in the decimation process—it is missing in the MFCC-trajectories.
1The pattern recognition system would have to distinguish between
units located in the same cluster and units located in different clusters in-
stead of regarding all units simply as different states. However, the exact
definition of a cluster is ambiguous, because the borders often become
blurred.
2Sound signals that are less redundant than the test sounds used here
might still require larger SOMs.
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No. Waveform, frequency No. Waveform, frequency
01 noise band, 0–1 kHz 12 sine octaves, 2/4 kHz
02 noise band, 1–5 kHz 13 sine oct., 400/800 Hz
03 white noise 14 sine <, 1 kHz
04 square, 100 Hz 15 sine >, 1 kHz
05 square, 1 kHz 16 sine, 100 Hz
06 square <, 1 kHz 17 sine, 1 kHz
07 square >, 1 kHz 18 sine, 500 Hz
08 square, 500 Hz 19 sine, 5 kHz
09 square, 5 kHz 20 triangle, 1 kHz
10 sine sweep, 0–10 kHz 21 triangle, 100 Hz
11 sine and noise bursts 22 triangle, 500 Hz
23 triangle, 5 kHz
Table 1: Sound set comprising simple synthesized tones and noise
signals. ‘<’ denotes increasing and ‘>’ decreasing amplitude.
Figure 3: Locations of the steady state BMUs on a 12 7 SOM in
connection with Lyon’s cochlear model. The numbers correspond
to the sounds in Table 1, ‘Sil’ stands for ‘Silence’.
Figure 4: Locations of the steady state BMUs on a 11 8 SOM in
connection with the gammatone/IHC model.
Figure 5: Locations of the steady state BMUs on a 12 7 SOM in
connection with the MFCC preprocessing.
DAFX-4
Proceedings of the COST G-6 Conference on Digital Audio Effects (DAFX-00), Verona, Italy, December 7-9,2000
When a loud sound stops abruptly, it takes the trajectory approxi-
mately 15 frames (150 ms) to return to the point of silence3. If a
new signal sets in during that time, the trajectory does not return to
the origin at all. This applies for instance to the quickly alternating
tone and noise bursts, as shown in Figure 1.
The noise signals 02 and 03 are located diametrically opposed
to silence, which is interesting, because from a spectral point of
view white noise is exactly the opposite of silence. The 1 kHz
tones are mapped close to one another, as well as the 5 kHz tones.
Square and triangle waves with common fundamental frequency
are even mapped to the same unit, which is perceptually under-
standable. Pitch is thus a crucial factor for the organization of the
SOM.
Variations in sound level influence the mapping only if the ab-
solute sound level lies below a certain threshold; a change from
medium to higher level is usually not reflected in the trajectory.
This can be explained by the automatic gain control, which pre-
vents the output from exceeding a fixed level. The mechanism is
physiologically justified by the limited dynamic range of single
auditory nerve fibers. For very low sound levels, where the firing
rate is barely raised above the spontaneous level, the location of
the BMU moves towards silence.
5.3. Gammatone/IHC model
The outcome of the gammatone/IHC model is in many respects
similar to that of Lyon’s model, because they both attempt to sim-
ulate the same processes, using different techniques. In our tests
the gammatone/IHC model achieved a more convincing mapping
of the test sounds, as shown in Figure 4.
All the tones are arranged in clusters corresponding to their
fundamental frequency, but there are no double assignments for the
steady state BMUs. Silence is located near the lower left corner,
and white noise is, again, on the opposite side. However, it is
still not advisable to take the distance between BMUs on the map
as a distance measure for the similarity of the sounds, because the
overall arrangement is never perfect: the 5000 Hz cluster is located
closer to the 100 Hz cluster than to the 500 Hz cluster, the sine
octaves 400/800 Hz are mapped next to the 100 Hz tones, etc. The
trajectories of the noise signals (01–03) are characterized by an
ocsillation between two or three neighbouring units.
As described for Lyon’s cochlear model the reduction of the
frame rate causes an ’extended reaction time’ and smoothes away
any short time variations below the 100 Hz frame rate. This ap-
plies also to rapid intensity changes produced by the adaptation
mechanism. The function of Meddis’ IHC model is thus limited to
compressing the signal’s dynamic range.
5.4. Mel-frequency cepstral coefficients
The distribution of the test sounds on a SOM preprocessed with
MFCC is shown in Figure 5. In contrast to the mappings described
above, silence is located near the centre of the map, which can be
explained by the respective range of values: Lyon’s and Meddis’
auditory models use only positive values (including zeros for si-
lence), whereas cepstral coefficients can be either positive or neg-
ative.
As mentioned above the MFCC trajectories are less smooth
than those derived from the low-pass filtered output of the audi-
3On a larger map it can even take twice as long, because the fine reso-
lution detects even minute deviations from the silence vector.
tory models, and they react to changes in the sound immediately.
Trajectories oscillating between two or more units can be found
for noise signals as well as for tones. In some cases oscillations
extend across larger distances on the map, e.g. for white noise,
which overlaps with the 5 kHz square wave. The 100 Hz square
wave is mapped to two distinct units because of a phase jump oc-
curing in the middle of the signal, which is reflected by a leap in
the trajectory. Unlike the auditory models MFCC preserves this
short, but clearly audible event. The quick alterations of noise and
tone bursts in sound no. 10 are also shown accurately by the cor-
responding MFCC trajectory—probably more accurately than by
the human ear.
The most important factor in the arrangement of the SOM is,
again, the fundamental frequency of the signals. The sound level
does not play a significant role, because the power-related coef-
ficient C0 is discarded, and the other coefficients are largely in-
dependent of the sound level. However, when the sound level is
very low, the location of the BMU can change remarkably even
for small variations.
6. CONCLUSIONS
The functional similarity of the two auditory models in comparison
with the MFCC representation is clearly reflected in the resulting
SOMs and trajectories, e.g. in the location of the silence-BMU and
the ’smoothness’ of the trajectories. MFCC is computationally the
most efficient representation, but the gammatone filterbank com-
bined with Meddis’ inner hair cell model produced the most con-
vincing results on the SOM: the different sounds are clearly sepa-
rated and still grouped according to their ’similarity’. Similarity is
in this case mainly defined by the pitch, or fundamental frequency
of the signals, whereas intensity plays only a minor role. Within
the ’pitch clusters’ the sounds are discriminated on the basis of
their timbre.
Further research is required to optimize the output of the audi-
tory models; it would be desirable to preserve part of the temporal
information (phase locking) that gets lost during the frame rate re-
duction. Examples of representations that combine both spectral
and temporal information are the autocorrelogram, described e.g.
by Slaney and Lyon [18], and the auditory image model, described
by Patterson et al. [8, 9]. However, these models inflate the dimen-
sionality of the data, so that it becomes very expensive for a SOM
to process their output.
Future research will include the development of a sequence
comparison module to detect similar trajectories by means of string
matching algorithms, and the evaluation of the system with more
realistic sound examples, such as short pieces of electronic music.
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