The detection of the magnetic properties of haematite plays an important role in the adjustment of the beneficiation process of haematite and the improvement of metal recovery. The existing methods for measuring the magnetic properties of iron ore either have large errors or take a long time. Therefore, it is very necessary to find a method that can quickly and accurately detect the magnetic properties of haematite. This paper presents a method to detect the magnetic properties of haematite based on the extreme learning machine based on the improved particle swarm optimization (IPSO-ELM) algorithm and spectroscopy. The improved particle swarm optimization algorithm is used to optimize the input weights, hidden layer deviations, and hidden layer nodes of the ELM network. Introducing the linear decreasing inertia weight for the particle swarm algorithm, taking into account the norm of the output weight in the particle update process and using the variation idea to change the length of the particle give the IPSO-ELM better stability and generalization ability. The experimental results show that the IPSO-ELM prediction model has a good prediction performance and has better generalization ability than that of the ELM and PSO-ELM prediction models. Compared with traditional chemical analysis methods and manual methods, this method has great advantages in terms of economy, speed, and accuracy.
Introduction
Iron ore is the main raw material for production of steel, and haematite is one of the main types of iron ore. The beneficiation process of iron ore is an important process in the production process of iron ore. The choice of beneficiation process plays a decisive role in the quality of iron ore. Taking the Anshan mining area as an example, the iron content of the ore is 20-40%, with an average of 30%. Ore must be beneficiated, and the iron content after selection can reach more than 60%. For haematite, the detection of its magnetic property will play an important role in the adjustment of its beneficiation process and the improvement of metal recovery. Studies have shown that [1] with the haematite having magnetic properties above 20%, if the weak magnetic separation process is adopted, the tailings grade is only approximately 7%, and the metal recovery rate is above 87%. Haematite with magnetic properties between 10% and 20% uses a weak magnetic separation process in which the tailings grade will increase to approximately 14%, and the metal recovery rate will be between 64% and 70%. For the haematite with its magnetic properties below 10%, if a single weak magnetic separation process is used, the recovery rate of metals will be very low, and a joint process consisting of strong magnetic separation, reelection, and flotation is required. There are two existing methods for detecting the magnetic property of existing iron ore. One method is to use a magnetometer to detect it. The speed of this method is relatively fast. However, in the course of use, the magnetometer is susceptible to interference from the surrounding environment and generates large errors, and the percentage of magnetic iron ore samples cannot be accurately determined [2] . The second method is the acid dissolution assay method. This method can accurately detect the content of magnetic iron ore in iron ore. However, this method is expensive and takes a long time. Therefore, to find a method that can quickly and accurately detect the magnetic properties of haematite is of great significance to the selection of the beneficiation process of haematite ore. Spectral analysis is a method of identifying substances and determining their chemical composition and relative content based on the spectrum of a substance. This method has been widely used in classification, the grade identification of rocks and minerals, food quality inspection, and many other aspects due to its advantages of a high analysis speed, simple operation, low cost, and high efficiency [3] [4] [5] [6] . The factors influencing the magnetic property of iron ore are mainly the content of the magnetic minerals in iron ore. Since the oxides of silicon, magnesium, and calcium in haematite will affect the spectral data of haematite, the visible and infrared spectral data of haematite often contain considerable chemical information unrelated to the detection of the magnetic properties of this mineral, which makes the spectral data of haematite high dimensional and contain much redundant information. Therefore, the amount of spectral data of haematite must be reduced. Principal component analysis (PCA) [7] uses the idea of dimensionality reduction to convert multiple indicators into several comprehensive indicators (principal components), each of which can reflect most of the information of the original variables, and the information contained is not duplicated.
The extreme learning machine (ELM) neural network is a kind of single hidden layer feed-forward neural network proposed by Huang et al. in 2004 , which has the advantages of fast learning and strong generalization [8] . Due to its advantages of fast learning and strong generalization ability, the algorithm has been widely studied and applied in recent years [9] [10] [11] . In the literature [12] , an evolutionary ELM (E-ELM) was proposed which used the differential evolutionary algorithm to select the input weights and Moore-Penrose (MP) generalized inverse to analytically determine the output weights. In the literature [13] , an improved ELM was proposed by selecting input weights for an ELM with linear hidden neurons. This approach maintains testing accuracy with stable condition, but it was only limited to ELM with linear hidden neurons. In recent years, many studies have focused on the structural improvements of ELM, such as ELM with double hidden layers [14] and ELM with multiple hidden layers [15, 16] . The spectral data of haematite is a set of highly coupled and nonlinear matrices. Extreme learning machine, as a neural network model in the field of machine learning, has a powerful function in dealing with nonlinear fitting problems. Therefore, the ELM is used to process the spectral data of haematite to obtain the detection model of the haematite magnetic properties.
However, the ELM randomly selects the input weights and hidden biases, and there will be some weights and biases of 0. This approach will cause the ELM to require a large number of hidden layer nodes to achieve the desired effect, and there will be large differences in the results of each operation. The particle swarm optimization (PSO) algorithm is a global optimization algorithm proposed by Dr. Eberhart and Dr. Kennedy in 1995 [17] . Shi and Eberhart introduced a new parameter-inertial weight for particle swarm optimization, which enhanced the ability of the algorithm [18] . Because the PSO is relatively simple and easy to implement compared to other optimization algorithms, and since there are no excessive parameters to be adjusted, it has attracted the attention of many scholars. New achievements have been continuously made in the performance improvement and analysis of algorithms [19, 20] , which are widely used in many areas [21] . In the literature [22] , a modified particle swarm optimization (PSO) algorithm was presented; in this algorithm, the whole search space is divided into several grid cells improved the efficiency of the algorithm. In addition, simulated annealing is incorporated into the update of a particle's local leader to prevent premature convergence of the swarm. The literature [23] presents the first study of multiobjective particle swarm optimization (PSO) for cost-based feature selection problems. In order to enhance the search capability of the proposed algorithm, a probability-based encoding technology and an effective hybrid operator, together with the ideas of the crowding distance, the external archive, and the Pareto domination relationship, are applied to PSO.
Therefore, the particle swarm optimization algorithm can be used to optimize the ELM input weights and hidden layer biases. In 2006, Xu and Shu proposed an extreme learning machine based on particle swarm optimization (PSO-ELM) [24] . To improve the performance of the PSO algorithm, Han et al. improved the generalization ability of the PSO-ELM by considering the norm of the output weight matrix [25] . However, the above improvement method does not consider the selection of the number of nodes in the hidden layer of the ELM neural network. Li et al. [26] introduced the mutation operator to optimize the number of hidden layer nodes of the ELM, which enhanced the population diversity and improved the convergence speed of the algorithm, but its generalization ability was poor. Based on the improvement of traditional ELM and the research on PSO, this paper uses the improved particle swarm optimization (IPSO) algorithm, which introduces the linearly decreasing inertia weight for the particle swarm algorithm, applies the idea of mutation to change the length of the particle, and considers the norm of the output weight in the process of particle updating in order to optimize the input weights, the hidden biases, and the number of hidden layer nodes of the ELM neural network. This approach improves the generalization ability and improves the convergence speed of the algorithm. An extreme learning machine based on the improved particle swarm optimization (IPSO-ELM) was used to process the spectral data of haematite to obtain a model for detecting the magnetic properties of haematite.
The key issues that need to be solved in this paper are three aspects: data acquisition, data processing, and model building. In the data acquisition phase, haematite samples from the mining area need to be collected and subjected to spectral and chemical tests to obtain spectral data of the sample and accurate magnetic properties. In the data processing stage, high-dimensional haematite spectral data needs to be dimensioned to facilitate the establishment of the model. In the model establishment stage, it is necessary to use the spectral data after the dimension reduction and the accurate magnetic rate to establish the haematite magnetic permeability 2
Journal of Sensors detection model based on the IPSO-ELM algorithm proposed in this paper. The test results were analyzed to verify the feasibility of detecting the magnetic properties of haematite based on spectral data and ELM algorithm.
Related Work

Sample Preparation and Spectral
Testing. The Anshan iron ore mine of Liaoning Province is one of the major iron ore mines in China, and the main type of iron ore in this area is haematite. Therefore, this study selected two mining areas in Anshan as experimental areas and collected haematite samples at the site. The sample is block shaped and the size is approximately 30 cm × 30 cm × 30 cm. Core drilling and cutting are performed on the collected samples. During the processing of the experimental samples, the core is corroded along the direction of the silicon and iron formed in the ore and then cut along the direction perpendicular to the core cylinder to prepare circular lamellar experimental samples with a diameter of 6 cm and a thickness of 0.5-1 cm, as shown in Figure 1 . During cutting, the thickness of the sample is as thin as possible in order to ensure that the distribution of various mineral components on the surface of the experimental sample is consistent with the overall sample and that the spectral test results of the sample have a good correspondence relationship with the chemical composition test results.
For the spectral test of the experimental samples, we use a SVC HR-1024 portable ground spectrometer, as shown in Figure 2 , the wavelength range is 0.35-2.5 μm, the number of channels is 1024, spectral resolution less than or equal to 8.5 nm, the spectral accuracy is better than +/−0.5 nm, and the minimum integration time is 1 s. To reduce the influence of aerosol and solar radiation propagation paths, the spectral testing conducted during the day from 10 : 00 to 14 : 00, and the sky is clear and cloudless when measured. During the spectral test of the haematite samples, adjust the wavelength of light, test the visible and nearinfrared spectral data of the haematite samples, and record the reflectivity of the haematite samples to different wavelengths of light. The experimental range of the spectrum is 1343.1 nm-2502.1 nm.
In this experiment, 91 experimental samples were collected. First, the samples were chemically analyzed to obtain the accurate magnetic property of the haematite samples. There were 64 samples with their magnetic properties below 10%, 19 samples at 10-20%, and 8 samples with their magnetic properties more than 20%. Then, the spectrum test was performed. In this experiment, the sampling integration time was set to 3 s and the field of view angle was 4°. The probe of the spectrometer was 0.5 m away from the surface of the haematite sample and is perpendicular to the surface of the sample. The spectrometer (SVC HR-1024) was used to perform five spectral tests on each sample, and then the spectral data were averaged to give the spectral data of the sample (973 dimensions). After the spectrum test is completed, the data of the test spectrum of the haematite sample is obtained by performing data preprocessing operations such as roughing out and band fitting on the measured spectral data. Figure 3 shows a spectral plot of a haematite sample.
The haematite spectral data matrix exhibits a high degree of nonlinearity, and the artificial neural network has a strong adaptability when dealing with nonlinear, highly coupled data samples. Compared with other neural network algorithms, the ELM neural network has the characteristics of fast operation speed and strong generalization ability. Therefore, in this paper, the ELM neural network is combined with the principle of spectral technology to collect data, establish models, and perform prediction experiments.
Extreme Learning Machine.
The extreme learning machine is a feed-forward neural network composed of an input layer, hidden layer, and output layer. In the training process of the ELM model, the network weight and threshold 3 Journal of Sensors parameters are randomly set before training and do not have to update with the training process. The number of hidden layer nodes is also set by experience before training. After the least squares algorithm, the ELM neural network can obtain the unique optimal solution without falling into the local optimal solution.
Suppose an extreme learning machine neural network has L hidden layer nodes and N training sample data x i , t i , and
where
The output of the neural network can also be expressed as follows.
where H is the output matrix of hidden layer, β is the output weight matrix of the hidden layer, and T is the expected output.
The traditional ELM algorithm randomly selects input weights and hidden biases. Training this network is equivalent to solving the least-squares solution of linear system Hβ = T.
Proof 1. Huang has proved that the minimum value of the least-squares solution of the linear system is as follows:
H + is the Moore-Penrose generalized inverse of H, and the minimum of the least squares solution of Hβ = T is unique.
2.3. Particle Swarm Optimization Algorithm. Particle swarm optimization (PSO) is a global optimization algorithm proposed by Kennedy and Eberhart, which is derived from the research on the predation behaviours of birds. The basic idea of the particle swarm algorithm is to find the optimal solution through the cooperation and information sharing among individuals in the group. Because the PSO algorithm is simple in its structure, easy to implement, and there are few 
Journal of Sensors parameters to adjust, it has been widely used in function optimization, neural network training, and other fields. The particle swarm optimization algorithm is implemented as follows. In a group, each bird is abstracted as a particle and is extended to the N-dimensional space. The location of particle i in the N-dimensional space is X i = X i1 , X i2 , … , X iN . The speed of the particle's flight is V i = V i1 , V i2 , … , V iN , i = 1, 2, … , m. Each particle has a fitness value determined by the objective function.
In each iteration, the particle passes through the best position pbest i = pbest i1 , pbest i2 , … , pbest iN that the particle itself goes through and the best position gbest i = gbest i1 , gbest i2 , … , gbest iN that the entire population passes through. The process continuously update the speed and position according to (6) and (7).
where k is the current number of iterations, c 1 and c 2 are learning factors, and ω is the inertia weight.
The Extreme Learning Machine Based on Improved Particle Swarm Optimization
In the traditional ELM algorithm, the input weights and the hidden biases are randomly selected. This approach will inevitably lead to some nonoptimal or unnecessary input weights and hidden biases. The output weight matrix of the ELM network is calculated based on the input weights and the hidden biases. Therefore, randomly selecting the input weights and the hidden biases of the ELM will increase the number of nodes in the hidden layer, causing the ELM to respond to the test set slower and having poor generalization ability. Similarly, in the ELM algorithm, the number of hidden layer nodes of the network is usually selected based on experience, and the selection of the hidden layer nodes will directly affect the structure of the network and affect the performance of the ELM network. In this paper, the improved particle swarm optimization algorithm is used to optimize the input weights, the hidden biases, and the number of hidden layer nodes of the ELM network. The details of the algorithm are as follows.
First, the swarm is randomly generated. The length of each particle in the population is D = n ⋅ k + 1 , k is the number of input layer neurons, and n is the number of hidden layer nodes. Each particle in the swarm is composed of a set of input weights and hidden biases:
All components in the particle are randomly initialized within the range of −1, 1 .
Second, in order to avoid overfitting the ELM, the fitness of each particle is adopted as the root mean squared error (RMSE) on the validation set.
Third, in the traditional PSO algorithm's structure, the inertia weight is a fixed value. It has been proved that although PSO with the constant inertia weight ω has faster convergence speed, it tends to fall into local optimum in later periods [18] . This paper uses the linearly decreasing inertia weight to improve the PSO optimization performance.
where ω start = 0 9, ω end = 0 4, k is the current number of iterations and T max is the maximum number of iterations. At the beginning of the iteration, the inertia weight is larger to ensure the global search ability of the algorithm, and the inertia weight of the iteration is smaller. As a result the algorithm can effectively perform more accurate local optimization. Fourth, as analyzed by Zhu et al. and Bartlett [12, 27] , neural networks tend to have better generalization performance with the weights having smaller norms. Therefore, in order to improve the generalization capability of the ELM, in the process of updating the individual extremum locations and population extremum locations, both the fitness values of the particles and also the output matrix norm of the ELM network are considered. Use (10) and (11) to update individual best position and global best position of all particles. P ib = P i f P ib > f P i and ωo P i < ωo P ib P ib else , 10
where f P i , f P ib , and f P g are the corresponding fitness values for the ith particle, the best position of the ith particle, and the global best position of all particles, respectively. ωo P i , ωo P ib , and ωo P g are the corresponding output weights that are set as the ith particle, the best position of the ith particle, and the global best position of all particle, respectively. Fifth, in order to find the optimal number of hidden layer nodes, this paper introduces the idea of mutation in the update process of particles, changes the length of the particles in each update process, and then changes the number of hidden layer nodes of the ELM. Change the number of hidden layer nodes according to (12) .
where n t and n t+1 are the number of hidden layer nodes for the tth and t + 1 − th iterations, respectively.
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Sixth, update the speed and position of the particles. By changing the number n of hidden layer nodes in the ELM network, the next generation particle length of the particle group is n t+1 ⋅ k + 1 . After the particle is mutated, if the length of the particle increases, the particle velocity and position adjustment rules are as follows:
After the particle is mutated, if the particle length is shortened, the n t+1 -column elements of the previous generation particle velocity and position are randomly selected.
After the particle is mutated, if the particle length does not change, the particle's velocity and position are not adjusted.
Finally, the iteration is repeated until the maximum number of iterations is reached or the searched optimal position satisfies a predefined minimum fitness value.
The ELM neural network optimized by the above improved particle swarm optimization algorithm has the best input weights, hidden biases, and hidden layer node number.
Experiment Results and Discussion
The spectral data of the haematite sample obtained by the spectral measurement is 973-dimensional, which means that the dimension is too high, and the data have a strong correlation. Therefore, the PCA method is used to reduce the dimension of the obtained spectral data. The contribution rate of the principal components is shown in Figure 4 . Take the dimension of its principal component as 5 (accumulated contribution rate reaches 99.9%) and use it as the input of the network. Therefore, the initial data are converted from the matrix structure of 973 × 91 to the matrix structure of 5 × 91, which greatly facilitates the establishment of experimental models and saves training time.
Considering that the number of samples is too small, 91 samples are subjected to 10-fold cross-validation, that is, 91 samples are equally divided into 10 groups, each group is tested once, and the remaining 9 groups are used as training sets, and cross-validation is repeated 10 times. The root mean square error of the average cross-validation of 10 times is taken as a result.
To compare the performance of neural networks, in this paper, we use the ELM, PSO-ELM, and IPSO-ELM to establish a prediction model for the magnetic properties of haematite. The number of nodes in the hidden layer of the ELM is the optimal choice for multiple tests. The activation function of the hidden layer is f x = 1/ 1 + e −x . The population size is an integer. When the size of the population is small, it is very likely to fall into the local optimal solution. When the size is large, the optimization ability of the PSO is very good. But when the size of the population grows to a certain level, then the growth will no longer have a significant effect, and the larger the size, the greater the amount of calculation. The size of the population is generally 20 to 40. For difficult or specific categories, 100 to 200 can be obtained. The size of population used in this experiment is 40, and the optimal maximum number of iterations is 50 based on multiple runs. The performance of the prediction model of the magnetic property of the haematite was evaluated from the four aspects of the root mean square error, the number of hidden layer nodes, the prediction time, and the output matrix norm.
The simulation was conducted in the environment of MATLAB R2016a. The simulation results are shown in Figure 5 and Table 1 . Figure 5 shows the prediction results of one of the cross-validations of the magnetic properties of Journal of Sensors the haematite test using the ELM, PSO-ELM, and IPSO-ELM models. Table 1 compares the performance of the ELM, PSO-ELM, and IPSO-ELM from the following four aspects: the root mean squared error (RMSE) of the test set, the time consumption of the model, the number of hidden layer nodes in the network, and the norm of the output weights. From Table 1 , some conclusion can be drawn as follows. First, the number of hidden layer nodes required for the PSO-ELM and IPSO-ELM is 18, while the number of hidden layer nodes required for the ELM is 28. Compared with the ELM, the PSO-ELM and IPSO-ELM can obtain smaller prediction errors with fewer hidden layer nodes. Therefore, the PSO-ELM and IPSO-ELM can use a simpler network structure to achieve better prediction results.
Second, the training time of the PSO-ELM and IPSO-ELM is obviously greater than the training time of the ELM. The time is mainly spent on the selection of input weight and deviation vector. Because the IPSO-ELM optimizes the hidden layer nodes, the running speed of the algorithm is improved relative to that of the PSO-ELM.
Third, with respect to the norm of the output weight matrix, the output matrix norm of IPSO-ELM is obviously smaller than the output matrix norm of the PSO-ELM and ELM, which indicates that the IPSO-ELM has better generalization performance than PSO-ELM and ELM do.
Finally, from the root mean square error of the test set, the root mean square error of the IPSO-ELM test set is smaller than that of the ELM and PSO-ELM, which can more accurately predict the magnetic properties of the haematite. Table 2 shows the comparison of the manual detection methods, the chemical methods, and the detection methods based on haematite spectral data and the IPSO-ELM network proposed in this paper in terms of detection accuracy, detection time consumption, and detection costs. It can be seen that, although the manual detection method has low costs, the detection accuracy is low. Chemical assays have high precision but are costly and time consuming. The proposed method based on the spectral data and the IPSO-ELM algorithm to detect the magnetic property of haematite has the advantages of less time consumption, lower costs, and higher prediction accuracy, which can meet the requirements of industrial production.
In summary, the model for detecting the magnetic properties of haematite based on spectral data proposed in this paper is that the extreme learning machine based on the improved particle swarm optimization has the best input weighs, hidden biases, and hidden layer node numbers. Its generalization ability is better than that of the ELM and PSO-ELM, it is faster than the PSO-ELM is, and its prediction accuracy is also higher than that of the ELM and PSO-ELM. Compared with the traditional manual detection method, the method has the advantages of simple operation and high precision. Compared with chemical testing methods, the method has faster speed and lower cost.
Conclusion
In this paper, the model for detecting the magnetic properties of haematite based on spectral data and the IPSO-ELM network was proposed. The spectral data of 91 haematite samples were collected and analyzed using principal component analysis. The model for detecting the magnetic properties of haematite was established using the ELM and PSO-ELM. To further improve the detection accuracy and the generalization ability of the model, an extreme learning machine based on the improved particle swarm optimization was proposed in this paper. The experimental results show that the IPSO-ELM network can well detect the magnetic properties of haematite. Compared with ELM and PSO-ELM models, the IPSO-ELM network can better detect the magnetic properties of haematite and has better generalization ability. Compared with the traditional magnetic property detection method, the model for detecting the magnetic properties of haematite based on spectral data and the IPSO-ELM network has the advantages of 
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