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Abstract 
In economics and regional science we observe recently a growing 
interest in the use of non-linear dynamic models. In particular non-
linear deterministic models appear quite appealing, since they may 
exhibit both oscillating and chaotic behaviour and hence may provide 
an endogenous explanation of the periodicity and/or irregularity 
observed in the dynamics of spatial economie systems. 
In this paper the aim is to analyse consequences of spatial 
dynamic competition in regional systems including the possibility of 
chaotic behaviour. Non-linear deterministic models often used in 
ecology and biology will be investigated in this framework. Although 
these models by definition do not display oscillating behaviour, it 
will be shown that the particular case of a 'chaotic' evolution of 
May-type in one region will lead to an oscillating divergent behaviour 
in the entire system, if the intrinsic growth rates of the competing 
regions exceed a critical value (beyond which instability begins). 
The analysis will be illustrated by means of simulation experi-
ments for both the cases of two and three competing regions. 

1. Introduction 
Recently increasing attention is being paid in economics and 
regional science to non-linear dynamic problems such as susceptibility 
of systems to sudden changes, adjustment processes, uncertainty and 
perturbations at both micro and macro levels (see also Domanski, 
1990). In the context of modelling this also meant an increasing use 
of (continuous and discrete) dynamic disequilibrium models able to 
capture both regular and irregular movements of phenomena (see among 
others Beckmann and Puu, 1985). In particular, economie theory and 
modelling has adopted various concepts and research strategies from 
the natural sciences, for example from biology, ecology and classical 
physics. Consequently, we may classify the various non-linear dynamic 
models developed in the past decade and which are capable of exhibi-
ting bifurcations, oscillations and also self-organising structures, 
according to the following prototypes: 
a) models based on logistic laws of biological populations (see, 
e.g., many analyses based on Harris and Wilson's (1978) mo-
dels) ; 
b) models based on the dissipative structures emerging from 
physics and chemistry (see, e.g., Allen, 1982); 
c) models derived from the interaction laws in synergetics (see 
e.g., Weidlich and Haag, 1983); 
d) models based on ecological/biological processes of a prey/pred-
ator type (see, e.g., Dendrinos and Mullally, 1981); 
e) models derived from ecological theories of innovation diffusion 
(see, e.g., Blommestein and Nijkamp, 1987 and Sonis, 1987). 
Moreover, it has recently been demonstrated (see Nijkamp and 
Reggiani, 1990a and Reggiani, 1990) that the family of spatial inter-
action models (emerging from physics and/or statistical mechanics) 
constitute a unified framework for all above mentioned models as well 
as for the class of discrete choice models emerging from economie 
theory. Since spatial interaction models can be reconducted, in the ir 
dynamic form, to the logistic structure (see Nijkamp and Reggiani, 
1990b) , it is interesting to underline the relevance of the role 
played by the logistic law in all these models, also because an 
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important feature of the logistic growth is its capability, in discre-
te time, of generating aperiodic and chaotic behaviour (see May, 
1976). 
Chaos theory has recently become very popular in scientific 
modelling for its intrinsic characteristic of displaying determinis-
tic, erratic behaviour, which is largely similar to irregular -
endogenous - fluctuations observed in reality. In particular, 'chao-
tic' motions incorporate the feature that small uncertainties may grow 
exponentially (although all time paths are bound), leading to a broad 
spectrum of different trajectories in the long run, so that precise or 
plausible predictions are - under certain conditions - very unlikelv. 
Informativé surveys of chaos theory and its relevance for the 
social sciences are quoted in Nijkamp and Reggiani (1990b, 1990c). 
Interesting applications of chaos theory can also be found in econo-
mics (see for a survey, Nijkamp and Reggiani, 1990b), while specific 
applications in regional sciences are, for example, the following: 
regional industrial evolution (White, 1985) 
urban macro dynamics (Dendrinos, 1984) 
spatial employment growth (Dendrinos, 1986) 
relative population dynamics (Dendrinos and Sonis, 1987) 
spatial competition and innovation diffusion (Nijkamp, 1990 and 
Sonis, 1986) 
migration systems (Reiner et al., 1986) 
urban evolution (Nijkamp and Reggiani, 1990c and Zhang, 1990) 
transport systems (Reggiani, 1990) 
These applications of chaos stem directly from the prototype 
models described in a) - e ) ; consequently, it is easy to notice once 
again that most of the above mentioned models can be reconducted to 
the discrete logistic growth of biological population. 
The relevance of the logistic law of a May-type will in parti-
cular be shown in this paper, by analyzing the related impact in a 
spatial competition system. More specifically, we will first investi-
gate the dynamics of a spatial competition model (emerging from 
ecology) for two regions by showing the absence of oscillating behavi-
our (see Section 2) . Furthermore, we will study, in the above system, 
the particular case of a region following the logistic evolution of a 
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May-type. The theoretical analysis will reveal that the 'chaotic' 
regime in May's equation will only have a significant impact on the 
whole system (in terms of irregular behaviour), if the growth rate of 
the competing region will overcome a critical value (at which a Hopf 
bifurcation begins). Simulation experiments will confirm the above 
analysis, while they will also be used for the case of three competing 
regions (Section 3). 
In synthesis this particular case of a competition model will 
show that: 
1) stable behaviour emerges for low growth rates (despite the 
influence of a 'chaotic' regime); 
2) only for high growth rates (exceeding a certain critical value) 
the impact of the chaotic region will be relevant by producing 
unexpected fluctuations in the entire system. 
2. Dynamics of Spatial Competition 
In recent years the number of studies devoted to mathematical 
models which seek to capture some of the essential dynamic features of 
regional and urban systems has drastically increased. In this context 
the potential of models derived from ecology and biology is increa-
singly recognized, starting from Samuelson (1971) who analyzed a prey-
predator model for describing economie competition. We may also refer 
here to other applications of ecological-biological models, e.g. 
models formalyzing the introduction of new technologies (see, e.g., 
Camagni 1985, Nelson and Winter 1982, and Sonis 1986), the labour 
market evolution (Nijkamp and Reggiani 1991), or population dynamics 
(Dendrinos and Mullally 1981). A common characteristic of all these 
models is the use of continuous time (though sometimes not entirely 
consistent with the related simulative experiments) as well as the use 
of deterministic equations. 
Stochasticity in prey-predator models is rarely analyzed (see, 
e.g. Campisi 1986); it was recently referred to as 'inner instabili-
ty' , in a prey-predator system of three equations (see Gilpin, 1979) 
and in a discrete prey-predator system (see Peitgen and Richter, 
1986). 
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In the present section we will analyze a slightly different 
version of the prey-predator model, viz. a general spatial competition 
model, by showing the absence of oscillating behaviour (and hence the 
main difference with the Standard prey-predator model) and consequent-
ly the absence of periodic cycles. This characteristic is important, 
since it hampers the emergence of chaotic behaviour. However in 
Section 3 we will show how a particular case of a spatial competition 
model will give rise to irregular, aperiodic cycles, probably leading 
to chaos. 
As a starting point we will use here for the sake of simplici-
ty, the prototype model of system competitions developed by Johansson 
and Nijkamp (1987) in their analysis of urban and regional develop-
ment: 
x± = Qi x± (N± - xt - ^ ijXj) - T^i (2.1) 
where: 
xA = production (or income) of place i 
at « entry (expansion), growth rate of i 
7A = exit (depreciation) rate of i 
NA •- carrying capacity of production level x£ 
Pij — competition coëfficiënt describing the inhibiting effect of 
each centre j on its competitor i (Pij > 0) 
It should be noted that in the following pages we will always 
assume /3±^  > 0, i.e., the case of the 'pure' competition model. If, 
for example, ptj < 0, we would get the prey-predator model where the 
development of the one centre would increase the other one. We will 
not treat here this case, since it has been analysed several times in 
the literature as already noticed above. 
We will in subsequent subsections investigate now the stability 
conditions related to system (2.1) (for example, in the case of two 
equations) both in continuous and discrete time. 
2.1 Competitive interactions in continuous time 
We will first analyse here system (2.1) in its two-dimensional 
case (i=l,2), where x1 - x and x2 - y: 
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x = a x ( N - x - by) - ex 
(2.2) 
y = d y (K - y - ex) - fy 
where the various coefficients have the same meaning as their corres-
ponding ones in (2.1). 
Obviously system (2.2) can be written as follows: 
x = a x ( m - x - by) 
y = d y (n - ex - y) 
where 
m — N - (c/a) 
n - K - (f/d) 
This system can also be written as: 
x - x (m1 - ax - cy) 
y = y (n1 - fx - dy) 
where of course: 
m1 = am ; c - ab 
n1 — dn ; f - ed 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
System (2.5) has been studied by several authors starting from Volter-
ra (1926), Lootka (1925) and Gause (1934). 
In particular Maynard Smith (1974) analysed system (2.5) for-
biological processes, by showing -if a non-trivial equilibrium exists-
two cases: 
i) a stable equilibrium for m1/*1 < nx/f and nx/d < m1/0 (see Fig- 1) I 
ii) an unstable equilibrium with both inequalities reversed (see Fig. 
2) for which either species can win. 
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mx /c k 
nV-d l 
x=o 
/* y-O 
ra1/» n V f 
Fig. 1. Stable equilibrium in a competition between 
two regions x and y 
nVd 
mVc 
nx/f m V a 
Fig. 2. Unstable equilibrium in a competition between two 
regions x and y 
Consequently for the economie system (2.2) the conditions for stabil 
ty related to (2.6) and (2.4) are [N-(c/a)] < {[K - (f/d)]/e) 
and [K - (f/d)] < [[N-(c/a)]/b), respectively. 
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It is important to underline that Maynard Smith (1974) showed 
that, both for system (2.5) and for the general case: 
x - g x (x, y) 
y - h y (x, y) 
the non-trivial equilibrium if - it exists - is stable or unstable but 
non-oscillatory. 
In particular the equilibrium is stable when: 
Sx Sy Sy Sx u ' ö ; 
where the differentials ( S.) are calculated at a non-trivial 
( 5.) 
equilibrium point. 
Expression (2.8) shows at the lefthand side the 'marginal' 
inhibiting effects of each place (region) on itself and at the right-
hand side the effects of each place (region) on its competitor. In 
other words, following Gilpin and Justice (1972) it is clear that « a 
necessary and sufficiënt condition for the stability of a competitive 
equilibrium is that the product of the intraspecific growths regulati-
on be greater than the product of the interspecific growth regulations 
» (Maynard Smith 1974, p.64). 
Conditions (2.8) sterns directly from the forma! expression of (2.5) 
and (2.7), since by definition an increase in one place reduces the 
'velocity of increase' of the other one. This also means that if the 
two systems have identical needs with the same resources, the more 
efficiënt system will eliminate its competitor. 
This result has in our analytical framework another important 
meaning. It hampers the emergence of chaotic behaviour in systems of 
type (2.5), since a pre-condition for chaos is the emergence of a 
chain of Hopf bifurcations (at least three) which are based on neutral 
stability' (or limit cycle or oscillatory behaviour) (see Schuster 
1988). 
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2.2 Competitive interactlons in discrete time 
Let us now consider a general system describing competition 
between species with discrete generations: 
xt + i - xt P (xt . yt ) (2 9) 
yt+i - yt i (xt . yt ) 
Also for the general system of type (2.9) Maynard Smith (1974) 
showed that the equilibrium - if it exists - is either stable or 
unstable, but in either case non-oscillatory. Moreover he demonstrated 
the absence of oscillations in a long run. It should be noted however 
that the same result does not emerge in interactions of a prey-pedator 
type, where also divergent oscillations can emerge. 
In the next section we will show how a very particular case of 
(2.7) (i.e., when the first place (region) has no competition effect 
on the second one), can indeed show, under certain conditions, the 
emergence of oscillating (likely chaotic) behaviour. 
3. Impact of Chaos in Spatial Competition 
In this section we will consider the particular case in which a 
region follows a 'chaotic' evolution of the well-known May type of 
model. In other words, we suppose that in the first equation of system 
(2.3) the competition coëfficiënt b measuring the effect to which 
center y presses upon the resources used by x is equal to 0. This 
hypothesis may be plausible from a spatial economie viewpoint, as this 
may reflect hierarchy in spatial systems. This may imply a situation 
where higher-order places (or regions) have a decisive influence on 
lower-order places (or regions), without being influenced by means of 
feedback effects by lower-order places (or regions). Both Christaller-
Lösch systems but also international trade block dominances may be 
described by such analytical systems. 
We will analyse the impact of this 'chaotic' region in the case 
of both two competing regions and three competing regions. 
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3.1 The case of two competing regions 
3.1.1 Analvsis 
Under the above mentioned hypothesis of a 'chaotic' region, the 
implications for the continuous system (2.3) are as follows: 
x = a x (m - x)
 1 
y = dy (n - e x - y) 
We will now analyse the discrete version of system (3.1), since 
this makes more sense from an economie viewpoint in terms of empirical 
applications (data are usually only available in discrete form), while 
also simulation experiments are usually carried out in discrete terms. 
The discrete form of system (3.1) is therefore the following 
(see Annex A for the mathematical contents): 
xt + i " <P xt C1 " xt) 
(3.2) 
y t + i - d y t (n+l /d - e x t - y t ) 
where (see express ion (A.4) i n Annex A and equa t ion ( 2 . 4 ) : 
< p - m a + l « - a N - c + l (3 .3 ) 
It is interesting to note that the first equation in system 
(3.2) is exactly the equation thoroughly analysed by May (1976). In 
particular May showed the presence of a rich spectrum of irregular 
behaviour for the following range of parameter values: 
3 < <p < 4 (3.4) 
and the presence of 'chaotic' behaviour with cycles with every integer 
period, as well an uncountable number of aperiodic trajectories for: 
3.824 < <p < 4 (3.5) 
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Further analysis of this equation with reference to its relationships 
with logit models, pertaining to the family of discrete choice models, 
can be found in Nijkamp and Reggiani (1990b). 
Let us now investigate the equilibrium conditions related to 
the particular system (3.2). For the ease of calculus, we will rewrite 
system (3.2) as follows: 
x t + i = x t (<P - <P x t ) 
(3 .6) 
Yt+i - y t (z - v x t - d y t ) 
where: 
z = dn + 1 = d K - f + 1 
(3 .7 ) 
v - de 
An equilibrium analysis related to system (3.6) shows two fixed 
points: a trivial one Px (0,0) and a non-trivial one P2 (co - 1 ; 
z<o - w + v-ip) (see Annex B) . The stability analysis for Px shows 
unstable behaviour when <p > 1 and z > 1. 
If we now examine the stability of point P2, we get the criti-
cal value (see equation (B.9) in Annex B): 
z* - (v <p2 + 2 <p2 - 3 q> - 3 v <p + 2 v) / (<p2 - 2cp) (3.8) 
at which a Hopf bifurcation (i.e. a bifurcation of a fixed point into 
a closed orbit) occurs. This implies that for z > z* the fixed point 
P2 becomes unstable, with the possibility of oscillations. This 
result is indeed interesting, since it shows that if the first equati-
on in system (2.2) (and consequently in system (2.9)) is reduced to an 
equation of a May type (leading to chaos), we get in the whole system 
the possibility of oscillatinp behaviour based on Hopf bifurcations, 
and hence unpredictable movements. This also underlines the relevance 
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of 'chaotic' evolution, since it can introducé oscillations in a 
system which in itself is not oscillatory (see Section 2). 
The above result can also be illustrated graphically, by means 
of simulation experiments. In particular by considering certain values 
of <p from (3.4) and by fixing the parameter v we can investigate the 
dynamics of the system at hand according to the conditions of z* that 
emerged in the stability analysis, at which a Hopf bifurcation occurs 
(see Table 1). 
z* (p v 
3.37 3.1 0.69 
3.12 3.6 0.69 
3.04 3.9 0.69 
2.90 3.99 0.54 
Table 1. Values of some growth parameters leading to 
a Hopf bifurcation 
It should be noted that the last values for <p which we have considered 
in our analysis (i.e. <p - 3.9; <p - 3.99) are the ones leading to chaos 
in a May equation. 
3.1.2 Simulation experiments 
For the first simulation (Fig.3) we have assumed the following 
parameter values: 
z - 4.1 > z* <p - 3.1 v-0.69 d - 1 
with the initial conditions: 
x - y - 0.1 
The results are contained in Fig.3. 
11 
1 X 2y 
1 
2 
0.765 
3.405 
1 
2 
0.598 
2.578 
1 
2 
0.432 
1.752 
1 
2 
0.266 
0.926 
1 
2 
0.100 
0.100 
Time 
Fig. 3. Regular oscillatory behaviour for the two regions x and y 
Fig. 3 shows a periodic behaviour. It is intersting to note 
that the value of the parameter d has no impact on the emergence of 
unstable behaviour (see equation (3.8)). It can be derived 'a posteri-
ori' from equation (3.7). 
In the following simulations we will consider values of <p that 
display in the related May equation both irregular behaviour (for 
example, for <p=3.6) and chaotic behaviour (for example, for <p=3.9). 
Then we will consider two cases: 
z < z* and z > z* 
Therefore, for the second simulation (Fig. 4) we will assume: 
z = 1.4 < z* cp = 3.6 v = 0.69 
while for the third simulation (Fig. 5) we will assume: 
z - 1.4 < z* <p = 3.9 v - 0.69 
with the same initial conditions: 
x = y = 0.1 
Fig. 4 shows that by keeping the growth parameter z below the 
critical value z* the related equation shows stability in the long 
run. The same happens even if we assume a 'chaotic' value of cp (<p=3.9) 
(see Fig. 5). The competing region y is more oscillatory in the short 
run; however, in the long run it reaches stability (by being elimina-
ted by region x). 
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1 X 2 y 
1 
2 
1 
2 
0.899 
0.130 
0.700 . 
0.0973 H 
1 0.500 
2 0.0649 
1 0.300 
2 0.0325 H 
1 0.100 
2 0.0000982 
, |.«|»„Viirii.|| • , • r « g»ii*i 
25.000 
• l«i m u ••" f v 
50.000 
Time 
75.000 100.000 
Fig. 4. Oscilatory behaviour for region x and stable behaviour 
(in the long run) for region y for <p < z* and <p - 3.6 
1 x 
1 
2 
1 
2 
1 
2 
1 
2 
2 y 
0.975 
0.127 
0.755 . 
0.0957 
0.535 
0.0641 
0.315 . 
0.0325 
1 0.0954 
2 0.000846 
r ~ — ^ 
i l ^ 44 i lM JLJL 
i • i • i • i • i • » • i • i • i • i • • ' • ii n i •*• • » • i 1 ' n • i * i • i • ii • i • t " » • i * • ' • * * » * i 
0.0 25.000 50.000 75.000 
Time 
100.000 
Fig. 5. Again oscillatory behaviour for region x and stable 
behaviour (in the long run) for region y for <p < z* and 
<p = 3 . 9 ('chaotic' value) 
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However, if we consider a value of the growth parameter z 
beyong the critical value z* (by keeping the same values of cp and v 
considered in Fig.4 and Fig. 5), we can clearly observe a destabiliza-
tion of region y. 
In particular Fig. 6 shows the emerging irregular behaviour in 
the evolution of region y for the following parameter values: 
z - 3.5 > z* <p - 3.6 v - 0.69 
while Fig. 7 displays an even more irregular pattern, due to the 
increased value of <p (cp = 3.9, i.e. a 'chaotic' value) correlated 
with a value of z = 3.2 > z* (by keeping v = 0.69 and the same initial 
conditions x = y = 0.1). 
3.1.3 Some remarks 
In conclusion, the analysis conducted in the case of two competing 
regions, of which one is 'chaotic', shows the following results: 
the importance of the growth rates of the two competing regi-
ons , and hence 
the importance of the speed of change of these parameters in 
real systems 
the importance of a 'chaotic' evolution. 
In particular we can underline the following findings: 
a. stability occurs at low values of the growth rates; 
b. the chaotic region becomes unstable according to its increasing 
growth rates. Hoever it does not completely destablize (in a 
long run sense) the competing region, unless the growth rate of 
the competing region exceeds the critical value z* at which a 
Hopf bifurcation occurs. 
This result also broadens the statement made by Maynard Smith 
(1974), defining the absence of oscillating behaviour in a two-dimen-
sional spatial competitive system (see Section 2). In other words, we 
have shown in a spatial competition system of two regions the possi-
blity of oscillating behaviour based on Hopf bifurcations, when a 
region follows the particular evolution of a 'chaotic' type. 
The next step will now be the analysis of the impact of a 
'chaotic' region in a three - dimensional system, where the other two 
regions follow the usual spatial competition's low of type (2.9). 
14 
1 X 2 y 
1 0.899 
2 2.643 
1 0.700 
2 2.007 
t 0.500 
2 1.372 
1 0.300 
2 0.736 
1 0.100 . 
2 0.100 ' • " " 25.000 
t • l u i • i • | i i • ; i i i [ • i » i i i " | » a ' i ' J • | 
50.000 75.000 100.000 
Time 
Fig. 6. Irregular behaviour for both the regions x and y for <p > 
z and <p = 3 .6 
1 x 2y 
1 
2 
0.975 
2.453 
1 
2 
0.755 
1.865 
1 
2 
0.535 
1.276 
1 
2 
0.315 
0.688 
1 
2 
0.0954 
0.100 
25.000 50.000 
Time 
75.000 100.000 
Fig. 7. Again irregular behaviour for both the regions x and y 
for z > z* and <p - 3.9 ('chaotic' value) 
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3.2 The case of three regiems 
3.2.1 Introduction 
We will consider here the case of three regions in which one 
follows the May evolution already described in the first equation of 
system (3.6). 
Consequently we will face the following system: 
zt + i " zt (<P - <P zt) 
xt+1 - xt <a' - b'xt - c'yt - d'zt) (3.8) 
y t + i = y t < e ' - f ' x t - g ' y t - h ' z t ) 
where a', b' c', d', e', f', g', h' and tp are positive parameters. 
Since in this case the theoretical analysis concerning the 
stability of the three-dimensional system (3.8) is analitically 
difficult to manage (see Kloeden, 1981), we will illustrate now some 
simulation experiments displaying the irregular behaviour in the whole 
system owing to the influence of the 'chaotic' region z. 
3.2.2 Simulation experiments 
Firstly, we will examine a to - dimens ional system in x and y; 
for example, we will assume the following initial system: 
xt+i - xt (3-3 " xt - °-5 Yt) 
(3.9) 
yt+i - yt <3-5 - 0.3 xt - yt) 
As underlined in Section 2, system (3.9) can display either stable or 
unstable behaviour, but non-oscillatory. In this particular case, the 
stability conditions shown in Fig. 1 of Section 2, reveal a stable 
behaviour, since 3.3 < 3.5/0.3 and 3.5 < 3.3/0.5. 
Let us now introducé a 'chaotic' equation in the variable z as illu-
strated in (3.8): 
zt + i - zt (<P " V zt> 
x t+i xt (3.3 - xt - 0.5yt - 0.8z) (3.10) 
y t + i - y t < 3 - 5 - ° - 3 x t - y t - o-5z) 
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By considering now a low value of <p (<p=2.8) leading to stability in 
region z, we get for regions x and y the emergence of regular oscilla-
tory behaviour (see Fig. 8). However, by increasing the values of <p 
toward the level of its chaotic values (<p=3.9), we clearly obtain a 
very irregular pattern for the whole system in x, y, z (see Fig. 9). 
Obviously also in this three-dimensional case there will be a 
correlation between cp and the growth rates of x and y a'*, e'* at 
which instability begins (analogously to the two-dimension case), 
certainly for high values of the parameters a' and e' as in the 
example adopted in (3.10), according to the observations made in 
Section 3.1.2. 
4. Conclusion 
Given the recent, increasing interest in chaos theory for its 
capability in generating, by means of deterainistic non-linear equati-
ons, endogenous f luctuatlons very much like as the ones observed in 
reality, this paper has paid attention to a particular fora of chaotic 
behaviour, viz. the logistic discrete growth, since it constitutes the 
basis of many dynamic non-linear models adopted so f ar in economics 
and in regional science. In particular, our aim was to analyze the 
impact of a logistic growth in a more general system, such as the 
spatial competition model which in itself is non-oscillatory. 
Our analysis, which has been carried out for the case of both 
two and three competing regions, shows on the one hand the relevance 
of a chaotic pattern, and on the other hand the relevance of the 
growth rates of competing regions. 
In particular we can underline that chaotic behaviour in a region 
emerges only in a certain limited range of its growth rate and that it 
influences (in terms of irregularity) the competing region only if the 
related intrinsic growth rate (depending also on the inter-regional 
competition coëfficiënt) exceeds a critical value. 
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1 z 2 y 3 x 
1 
2 
3 
1 
2 
3 
I 
1 
2 
3 
1 
2 
3 
0.698 
2.279 n 
1.275 
0.548 
1.734 
0.981 
0.399 
1.189 
0.688 
0.249 
0.645 
0.394 
0.100 
0.100 
0.100 25.000 50.000 
Time 
75.000 
i • • 
100000 
Fig. 8. Regular oscillatory behaviour for both the regions x and 
y, and stable behaviour for the region z for cp - 2.8 
1 2 2y 3 x 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
0.975 
2.637 
1.313 
0.755 
2.003 
1.010 
0.535 
1.369 
0.706 
0.315 
0.734 -\ 
0.403 
0.0954 
0.100 
0.100 25.000 50.000 
Time 
75.000 100.000 
Fig. 9. Irregular behaviour in the whole system for cp = 3.9 
('chaotic' value) 
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This result provides fruitful insights into the actual mecha-
nisms of competition and suggests the following future directions of 
research: 
a. the need of a theory on interactive competition coefficients 
(actually non-existent); for example, study of decisive varia-
bles on which the competition coefficients may be dependent 
(e.g., density of population, accessibility, environmental-
technological conditions, etc.) 
b. the need of empirical research by gathering data on the speed 
and spread of change of competition coefficients as well as of 
the intrinsic growth rates. 
c. the necessity of defining the 'real' domain of the relevant 
parameter space (e.g.,extensive stable domain or not) in order 
to test the dynamic (in) stability for both the predictable and 
unpredictable systems at hand. 
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Annex A 
Transformation of a continuous system into a discrete system. 
In this annex we will show how the continuous system (3.2) can be 
approximated in a discrete form. 
For the ease of reference we will write again the first equati-
on of system (3.1): 
x = a x (m - x) (A.l) 
We can now approximate equation (A.l) in discrete time by considering 
a unit time period as folows: 
xt+i " xt = a x (m"x) (A.2) 
which can also be written as: 
x = tp x (1 - <P - 1 xt ) (A.3) 
t + 1 fc
 cpm 
where: 
<p = am + 1 (A.4) 
It is now clear that if we make the transformation (see also 
Nijkamp and Reggiani, 1990b and Wilson, 1981): 
x* — xt (<p-l)/<pm (A.5) 
equation (A.3) can be written in the canonical form: 
x* - <p (1 - x* ) (A.6) 
t+i t 
For the sake of simplicity we have rewritten equation (A.6) in 
system (3.2) in x instead of x*, since this is a translation of 
coordinates without any impact on the behaviour of the system. Next, 
we will consider the approximation in discrete terms of the second 
equation in (3.1) as follows: 
y t + ï - y t = d y t ( n - e x t - y t > < A - 7 ) 
or 
yt + 1 = d yt (^  + l/d - ext -yt) (A.8) 
23 
Consequently equations (A.6) and (A.8) make up in system (3.2) the 
difference version of system (3.1). 
Annex B 
Stabilitv analysis for a particular competing system. 
In this annex we will analyse the stability properties of 
system (3.5). For the ease of reference we will write again system 
(3.6): 
xt + i = x t (<P " <Pxt) 
y t + i - y t ( z - v x t - d y t ) 
(B.l) 
It is easy to find the fixed points for which xt + 1 - xt and yt + 1 = y.t. 
These are Px (0,0) and 
P (<p-l ; zg - vg) + v-o ) 
2 (f> cpó. 
The local behaviour of the map (B.l) at its fixed points Px , 
P2 is governed by its local linearization for which the Jacobian J: 
J -
cp - 2cpx* 0 
- v y* z-vx* - 2dy* 
(B.2) 
taken at the fixed point P (x* , y*) is the corresponding matrix. 
Consequently we get: 
J(Pi> = 
<P 
0 
(B.3) 
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In other words the multipliers of Px (i.e. the eigenvalues Ax and A 2 
of (B.3)) are: 
Ax = tp 
(B.4) 
A2 = z 
It is clear that the trivial fixed point ?l (0,0) shows a rich spec-
trum of stable/unstable behaviour according to the values of the 
growth rate <p and z of the region x and y respectively. 
In particular we can underline the following results (for the 
basic notations r.elated to the stability of discrete-time system see, 
e.g., Lawerier, 1986 and Lorenz, 1989): 
a) if <p < 1 and z < 1 , the fixed point ?x is stable, 
b) if <p < 1 and z > 1 , the fixed point Px is a saddle; 
c) if <p > 1 and z > 1 , the fixed point Px is a repelling node 
d) if <p - 1/z a Hopf bifurcation occurs. 
We will now analyse the Jacobian (B.2) taken at P2: 
2-tp 0 
J (P2) -
v (z<p - V(p + v - (p) V(P-CPZ-V+2CP 
cpd <p 
(B.5) 
Here we consider the tracé Tr of (B.5) as well as its determinant Det: 
J , , + J , , = vco - CPZ - v + 4q? - cc2 ( B . 6 ) T r J ( P 2 ) - J n ^ J 2 2 
<p 
Det J (P2) - Jll * J22 = (2-<p) (v<p - <pz - v+2g?) (B.7) 
It follows from Ruelle-Takens theorem (1971) that a Hopf bifurcation 
occurs at z=z* such that Det J (P2)| 
(2-<p) (v<p - <pz . - v + 2<p) - <p 
=^* z z 
=1 , i.e: 
or 
va;2 + 2CP2 - 3(g - 3 vg? + 2v 
Z* = 2 n > 0 
(B.8) 
(B.9) 
Thus this implies that for z > z* the eigenvalues have a modulus 
larger then unity, i.e. the fixed point becomes unstable. 
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It should be noted that the Hopf bifurcation in discrete-time 
models has been rarely applied in economics, despite a few exceptions 
(see, e.g., Cugno and Montrucchio, 1984; Farmer, 1986; Lorenz, 1989 
and Reichlin, 1985). Our interest in finding the parameter values z* 
leading to a Hopf bifurcation consists in the fact that a Hopf bifur-
cation is one of the possible routes to chaos (see Schuster, 1988). 
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