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STACKS OF UNIFORM CYCLIC COVERS OF CURVES
AND THEIR PICARD GROUPS
FLAVIA POMA, MATTIA TALPO, AND FABIO TONINI
ABSTRACT. We study the stack Bh,g,n of uniform cyclic covers of degree n between smooth curves of
genus h and g and, for h≫ g, present it as an open substack of a vector bundle over the universal Jacobian
stack ofMg . We use this description to compute the integral Picard group of Bh,g,n, showing that it is
generated by tautological classes of Bh,g,n.
INTRODUCTION
Let k be a field and h, g, n be non negative integers with n ≥ 2. We denote by Bh,g,n the stack over k
of triples (D −→ S,C −→ S, f) where D −→ S is a smooth, geometrically connected genus h curve,
C −→ S is a smooth, geometrically connected genus g curve and f : D −→ C is a uniform cyclic cover
of degree n (see Section 4 for a definition of uniform cyclic covers). The aim of this paper is to describe
the structure of Bh,g,n and compute its integral Picard group.
This work was inspired by the results in [AV04] and [BV12], where the authors compute the Picard
group of similar moduli problems, namely the stack of uniform cyclic covers of projective spaces and
of triple covers of curves of genus zero respectively. However the methods used here are different, as
we do not use a presentation of Bh,g,n as a quotient stack. Another source of inspiration and, in fact,
the starting point of our computation in genus one was the classical result of Mumford about the Picard
group of the stackM1,1 of elliptic curves (see [Mum63] and also [FO10]).
This paper was born as a study of double covers of genus one curves, that is of the stacks Bh,1,2 (which
also explains the use of the letter B which stands for ’bielliptic’). The main obstacle in generalizing the
results for g ≥ 2 was the computation of the Picard group of the universal Jacobian ofMg (see below
for a definition), since the methods we used for the same problem in genus one fail in higher genera.
This last problem was solved in [MV14], allowing the generalization for higher genera.
Let us also remark that the case n = 2 is the most interesting from a “geometric” point of view, since
(in characteristic different from 2) all covers of degree 2 are uniform cyclic and, therefore, Bh,g,2 is the
stack of double covers between smooth curves of genera h and g.
The Picard group of Bh,0,n was already computed in [AV04, Theorem 5.1]. Here the authors introduce
moduli stacks of uniform cyclic covers of projective spaces, denoted by Hsm(r, n, d) for r, n, d > 0.
In the one dimensional case r = 1 we have Hsm(1, n, d) = Bh,0,n, where d, n, h are related by the
expression (1) below. In this paper we provide an alternative method for the computation of PicBh,0,n
which extends to higher genera.
In [Pag13] the author introduces moduli stacks of abelian covers of curves, which are related to our
stacks Bh,g,n in the cyclic, totally ramified case. Let Yg,r,n be the stack of tuples (D,C, f, σ1, . . . , σr)
where (C, σ1, . . . , σr) is a r-pointed curve of genus g and f : D −→ C is a uniform cyclic cover of de-
gree nwhose ramification locus is the union of the sections σ1, . . . , σr. By forgetting the sections we ob-
tain a functor Yg,nd,n −→ Bh,g,n, where d, g, h, n are related by the expression (1) below, which is a Snd-
torsor. In [Pag13, Theorem 3] is proved thatYg,nd,n, which is denoted byM1,nd(B(Z/nZ), (1), . . . , (1)),
has trivial rational Picard group for nd > 0, which also implies the vanishing of the rational Picard group
of Bh,1,n. In this paper we recover this last result by explicitly describing the integral Picard group of
Bh,1,n, but we can not directly deduce the result in [Pag13, Theorem 3].
The main result of this paper is the following.
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Theorem A. Let h, g, n be non negative integers with n ≥ 2 and set
d = 2
h+ n(1− g)− 1
n(n− 1)
so that h = 1 + n(g − 1) +
n(n− 1)
2
d(1)
The stack Bh,g,n is not empty if and only if d ∈ N. Assume d ∈ N. The stack Bh,g,n is algebraic and of
finite type over k and, if nd > 2g − 2 or char k ∤ n, the forgetful functor Bh,g,n −→Mg is smooth and
surjective.
Let pi : C −→ Bh,g,n be the universal genus g curve, f : D −→ C be the universal uniform cyclic
cover of degree n and L be the dual of the degree 1 part of the µn-equivariant sheaf f∗OD. The sheaf L
is invertible of degree d over C and we have the following.
(1) If g = 0 we have
PicBh,0,n ≃
{
Z/2n(nd− 1)Z generated by pi∗(L ⊗ ω
d/2
pi ) if d is even
Z/n(nd− 1)Z generated by det pi∗(L ⊗ ω
(d−1)/2
pi ) if d is odd
(2) If g = 1 then PicBh,1,n is generated by pi∗ωpi and detpi∗L with relations
(pi∗ωpi)
4 and detpi∗L if h = 1, n = 2, char k ∤ 6
(pi∗ωpi)
6 and (pi∗L)
2 ⊗ (pi∗ωpi)
−2 if h = n = 2, char k 6= 2
(pi∗ωpi)
12 and (det pi∗L)
2n2 ⊗ (pi∗ωpi)
n(dn+d−2n) if nd > 2, char k ∤ nd
As an abtract group we have
PicBh,1,n ≃

Z/4Z if h = 1, n = 2, char k ∤ 3
Z/3Z× Z/2Z × Z/2Z if h = n = 2
Z/3Z× Z/4Z × Z/2n2Z if nd > 2, n(dn+d−2n)2 is even, char k ∤ nd
Z/3Z× Z/2Z × Z/4n2Z if nd > 2, n(dn+d−2n)2 is odd, char k ∤ nd
(3) Assume that k is algebraically closed of characteristic 0 and either nd > 2g − 2 and g ≥ 4 or
nd > 2g−1 and g ≥ 3 or nd > 2g and g ≥ 2. Then PicBh,g,n is generated by det pi∗ωpi, dpi(L)
and detpi∗(L ⊗ ωpi) (see 2.4 for a defintion of dpi(−)) with the only relation
(det pi∗ωpi)
−2n2 ⊗ dpi(L)
n(n−1) ⊗ (det pi∗(L ⊗ ωpi))
n(n+1)
except for g = 2, for which we need to add the relation (det pi∗ωpi)10.
As an abstract group we have
PicBh,g,n ≃

Z/2nZ× Z/10Z× Z if g = 2 and n is odd
Z/nZ× Z/10Z × Z if g = 2 and n is even
Z/2nZ× Z2 if g > 2 and n is odd
Z/nZ× Z2 if g > 2 and n is even
When h = n(g − 1) + 1 (in particular g ≥ 1), that is d = 0, uniform cyclic covers of degree n
become µn-torsors. This case is not covered by the above theorem, except for h = g = 1 and n = 2
where PicB1,1,2 is computed by an ad hoc variation of the methods used in higher genera and degrees.
When d > 0 uniform cyclic covers are never étale and the stacks Bh,g,n share a common description that
we are now going to explain.
Fix g ≥ 0, d, n > 0 and assume char k ∤ n or g = 0 and, if g = 1, char k ∤ d. Set Ud,g,n for the stack
of triples (C −→ S,Q, s) where C is a smooth, geometrically connected curve of genus g and Q is a
degree d invertible sheaf with a section s ∈ Qn that is not identically zero on any of the geometric fibers
of C −→ S. The forgetful map Ud,g,n −→ Mg defines the (universal) genus g curve pi : C −→ Ud,g,n
together with an invertible sheaf L of degree d on C and a section t ∈ Ln. The zero locus Hd,g,n of t in
C is a degree nd cover of Ud,g,n and Bh,g,n, where d, h, g, n are related by the expression (1) above, can
be identified with the étale locus ofHd,g,n −→ Ud,g,n inside Ud,g,n (see 4.4). Since Ud,g,n is smooth and
algebraic, the problem of computing PicBh,g,n splits in two parts: compute PicUd,g,n and describe the
complement of Bh,g,n in Ud,g,n.
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Denote by J acd,g the stack of pairs (C −→ S,Q) where C is a smooth, geometrically connected
genus g curve and Q is a degree d invertible sheaf on C . This is the so called universal Jacobian of
degree d onMg. Assume nd > 2g − 2. The forgetful functor Ud,g,n −→ J acd,g makes Ud,g,n into the
complement of the zero section of a vector bundle of rank nd + 1 − g over J acd,g (this description
is no longer true in general when nd ≤ 2g − 2 and this is why Theorem A does not cover this case).
When n ≥ 2 and since nd + 1 − g ≥ 2 we can conclude that PicUd,g,n ≃ PicJ acd,g. When g ≥ 2
the group PicJ acd,g has been computed in [MV14]. If g = 0 then PicJ acd,0 ≃ Z (see 2.6). The case
g = 1 is harder than the case g = 0 and our treatment differs from the methods used in [MV14] for
g ≥ 2. The result is that, if g = 1, then PicJ acd,1 ≃ Z/12 × Z (see 2.9) and it has been obtained by
proving that the functor J acd,1 −→ M1,1 that maps (E,Q) to (Pic
0
E, [OE ]) is a trivial gerbe, that is
J acd,1 ≃ BM1,1 Gd overM1,1, where Gd is a smooth affine group overM1,1, and by computing the
group of characters of Gd. The geometric fibers of Gd −→ M1,1 are particular cases of Theta groups,
first defined by Mumford in his paper [Mum66] (see 2.16).
The last part in the computation of PicBh,g,n is the description of Ud,g,n − Bh,g,n. Topologically this
closed substack coincides with the discriminant locus Zd,g,n of the coverHd,g,n −→ Ud,g,n. By standard
theory of covers the locusZd,g,n can be described as the zero locus of a section (the discriminant section)
of an invertible sheaf of Ud,g,n. The key point for the computation of PicBh,g,n is that Zd,g,n is reduced
and, if nd > 2g or nd > 2g − 1 and g ≥ 3 or nd > 2g − 2 and g ≥ 4, irreducible (see 3.2). In the
special case g = 1, h = n = 2 (so that d = 1 and nd = 2g) ad hoc methods show that Z1,1,2 is a
disjoint union of two irreducible components, allowing the computation of PicB2,1,2 (see 3.2). It is not
clear whether Zd,g,n is irreducible for the remaining values of h, g, n. The geometry of the loci Zd,g,n is
studied by reducing to the case n = 1, showing that Ud,g,1 ≃ HilbdMg,1/Mg (see section Notations) and
that Hd,g,1 −→ HilbdMg,1/Mg is the universal cover.
We remark that Theorem A is obtained by expressing PicBh,g,n as quotient of PicJ acd,g by a given
relation and this description holds more generally than in the hypothesis of Theorem A (see 4.6 for a pre-
cise statement). For instance if g ≥ 2 and char k ∤ n the knowledge of the integral (resp. rational) Picard
group of J acd,g implies the knowledge of the integral (resp. rational) Picard group of Bh,g,n. Unfortu-
nately if g ≥ 2 both the integral and rational Picard groups of J acd,g are known only in characteristic
0, although it seems reasonable to expect the same description for all but finitely many characteristics.
See [MV14, Remark 1.4] for a discussion on the subject.
The paper is organized as follows. In Section 1 we collect useful remarks and lemmas, while in
Section 2 we study the Picard group of the univeral Jacobian J acd,g over Mg for g = 0 and g = 1
and explain the results for g ≥ 2 obtained in [MV14]. In Section 3 we introduce the canonical covers
Hd,g,n −→ Ud,g,n and describe their discriminant loci, while in Section 4 we introduce the stacks Bh,g,n
and compute their Picard groups.
Notations. Given a base scheme S, by the words “scheme” or “stack” we always mean scheme or stack
defined over this base scheme. Moreover by stacks we always mean a category fibered in groupoids
which is a stack for the fppf topology. Let S be a stack.
A geometric point of S is a map Spec k −→ S , where k is an algebraically closed field.
Given a sheaf of groups G : (Sch/S)op −→ (grps) we denote by G∨ = HomS(G,Gm) the group of
characters of G over S , i.e. group homomorphisms G −→ Gm.
By a cover wemean an affine mapX
f
−→ S such that f∗OX is locally free of finite rank. Alternatively,
a cover is a finite, flat and finitely presented map X
f
−→ S . The degree of f is the rank of f∗OX . The
discriminant section sf ∈ det(f∗OX )−2 of f is the determinant of the map
f∗OX −→ f∗OX
∨, x 7−→ trf∗OX (x · −)
where tr denotes the trace map. The discriminant locus of f is the zero locus in S of sf . The discriminant
section is stable under base change and the complement of the discriminant locus of f is the étale locus
of f in S .
A genus g curve over S is a representable (by algebraic spaces), proper and smooth map C −→ S of
stacks whose geometric fibers are connected genus g curves. Let pi : C −→ S be a genus g curve. We
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say that an invertible sheaf L on C has degree d ∈ Z if the pullback of L on every geometric fiber of
pi : C −→ S has degree d. We denote by ωpi the relative dualizing sheaf, which is an invertible sheaf on
C of degree 2g − 2.
We denote byMg the stack of genus g curves and byMg,1 the stack of genus g curves with a section.
The forgetful functorMg,1 −→Mg is a genus g curve, called the universal genus g curve ofMg. If it
is given a map S −→Mg, the universal genus g curve of S is the base change S ×Mg Mg,1 −→ S .
Let X be another stack and f : X −→ S be a representable map. We denote by HilbnX/S (or simply
HilbnX whenever S is clear from the context) the stack over S whose objects over S −→ S are closed
subschemes Z ⊆ X ×S S such that the projection Z −→ S is a degree n cover. When f : X −→ S is a
projective map of schemes then HilbnX/S is the usual Hilbert scheme of points.
We denote by PicX/S (or simply PicX whenever S is clear from the context) the stack over S which
is the fppf sheafification of the functor (Sch/S)op −→ (sets) that maps S −→ S to the set Pic(X ×S S).
If f : X −→ S is a curve, we also denote by PicdX/S (or simply Pic
d
X ) the substack of PicX/S of classes
that are locally given by invertible sheaves having degree d on the geometric fibers of f . Given n ∈ Z
we will denote by [n] : PicX/S −→ PicX/S (or [n] : Pic
d
X/S −→ Pic
dn
X/S if X is a curve over S) the
map induced by the multiplication by n.
The formation of HilbnX/S , PicX/S and Pic
d
X/S commute with arbitrary base change of the base S . In
particular, if X −→ S is a curve, the stacks HilbdX/S and Pic
d
X/S for d ∈ Z are smooth over S .
If X is an algebraic stack we will denote by |X | the topological space associated with X .
Almost all the stacks X that we will introduce have a given map to Mg, for some given g, and
therefore have a given genus g curve over it, that, as remarked above, we will call the universal curve
over (or of) X . With abuse of notation we will usually denote them by the same symbol C for the total
space and pi for the structure map, that is pi : C −→ X , but with the convention that this notation is fixed
and remains coherent inside the statement of a lemma, proposition, theorem ... and its proof. The use
of different symbols for such curves seemed to us not practical, while the use of subscripts would have
encumbered the notation too much. Moreover this notation is supported by the idea that genus g curves
can be seen as restriction of the universal curve over Mg. Indeed, if pi : C −→ Mg is the universal
curve and q : X −→ Mg is a map, C can be seen as the functor F : (Sch/Mg)op −→ (sets) which
maps a genus g curve C over a scheme S to the set of sections C(S), while q corresponds to a map
Sch/X −→ Sch/Mg . The universal curve C ×Mg X −→ X of X then corresponds to the restriction of
the functor F along the map Sch/X −→ Sch/Mg .
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1. PRELIMINARIES
In this section we collect some general results and remarks that will be useful in the next sections.
These results are well known, but for some of them we decided to include a proof for completeness and
lack of exhaustive references. In this section we consider SpecZ as the base scheme.
Proposition 1.1. Let f : X −→ Y be a locally finitely presented map of algebraic stacks and α : F −→
H be a map of finitely presented quasi-coherent sheaves on X . If H is flat over Y then α is injective on
the geometric fibers of f if and only if α is injective and Cokerα is flat over Y . In this case α remains
injective after any base change Y ′ −→ Y from an algebraic stack.
Proof. It is easy to see that taking atlases of Y and X we can reduce the problem to the case of schemes,
where it follows from [Gro66, Proposition 11.3.7]. 
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REMARK 1.2. Let Y be an algebraic stack and G be a sheaf of groups over Y . Then we have a natural
isomorphism
PicBY G ≃ PicY ⊕ Hom(G,Gm)
Indeed, by descent, an invertible sheaf over BY G is given by a pair (L, ρ) where L is an invertible sheaf
over Y and ρ ∈ Hom(G,Gm), which defines an action of G on L given by ρ : G −→ Gm ≃ Aut(L).
In some proofs we will use dimension counting for algebraic stacks. We recall here some properties
which are well known for schemes. We refer to [MBL99, Chapter 11] for definitions and basics about
dimension theory for stacks.
REMARK 1.3. Let f : X −→ Y be a locally of finite type map of algebraic stacks. If ξ ∈ |X |,
η : Spec k −→ Y , where k is a field, maps to f(ξ) and x ∈ |X ×Y k| maps to ξ via the projection
then the number
dimξ f = dimx(X ×Y k) ∈ Z
does not depend on η and x. Indeed by standard arguments about fiber products one can reduce to the
case Y = Spec k and show that if L/k is a field extension and ξ′ ∈ |X ×k L| maps to ξ ∈ |X | then
dimξ′(X ×k L) = dimξ X . Using the definition of dimension for stacks one can assume that X is a
scheme. In this case the result is standard (see for instance [SP014, Tag 02FW]).
Definition 1.4. Given n ∈ Z, a locally of finite type map f : X −→ Y of algebraic stacks has (pure)
relative dimension n if all (the irreducible components of all) the fibers have dimension n.
REMARK 1.5. If X is a quasi-compact algebraic stack there exists n ∈ N and an atlas X −→ X of pure
relative dimension n, where X is a quasi-compact scheme. Indeed if P : X ′ −→ X is an atlas from a
quasi-compact scheme X ′, by [MBL99, Proposition 11.10] we have a decomposition X ′ =
⊔n
r=0Xr
such that, if x ∈ Xr , r = dimx P (= dimx P|Xr). Taking into account [MBL99, Corollary 11.11] the
map Q : X =
⊔n
r=0 A
n−r
Xr
−→ X satisfies dimxQ = n for all x ∈ X, i.e. it has pure relative dimension
n.
Proposition 1.6. Let f : X −→ Y be a flat and locally of finite type map of locally noetherian algebraic
stacks. Then
dimξ X = dimξ f + dimf(ξ) Y for all ξ ∈ |X |(2)
In particular if f has relative dimension r ∈ Z then
dimX = dimY + r
Moreover if Y is locally of finite type over a field or Z, f has pure relative dimension r ∈ Z and Y ′
is an irreducible component of Y then all irreducible components of f−1(Y ′) dominate Y ′ and have
dimension dimY ′ + r.
Proof. We first prove (2) when X and Y are schemes. By [Gro66, Corollary 14.2.6] and since fibers
have the subspace topology one can assume f surjective, of relative dimension n ∈ N and translate
(2) in dimX = dimY + n. By [Gro66, Theorem 14.2.1] we have dim(OX ,x) = dim(Of−1(f(x)),x) +
dim(OY ,f(x)) for all x ∈ X . Since for all y ∈ Y we have maxx∈f−1(y){dim(Of−1(y),x)} = n we get
the desired expression.
When f is a smooth atlas (2) follows from definition of dimf(ξ) Y . We show that
(2) for schemes =⇒ (2) for algebraic spaces =⇒ (2) for stacks
Both implications follows from the same proof. One considers smooth atlases X −→ X and Y −→ Y ,
choose a point y ∈ Y over f(ξ) and x ∈ (X ×Y k(y)) mapping to ξ. Writing a diagram of all possible
fiber products the proof now consists in applying (2) several times on various projections of this diagram.
If f has relative dimension r the expression dimX = dimY + r follows from (2) and the fact that
for all η ∈ |Y| we havemaxξ∈f−1(η){dimξ f} = r. We now consider the last claim in the statement. We
can assume Y irreducible. Let X ′ be an irreducible component of X with generic point ξ. Notice that X ′
contains an open substack of X . In particular dimξ X = dimξ X ′. Moreover since f is open f(ξ) = η
is the generic point of Y . By (2) we have dimξ X ′ = dimη Y + r. Thus it suffices to show that if Z is an
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irreducible stack locally of finite type over a field or Z and ζ is its generic point then dimζ Z = dimZ .
First we can assume Z quasi-compact by taking an open substack of Z of the same dimension. Then by
1.5 there exists an atlas P : Z −→ Z of pure relative dimension r, so that dimZ = dimZ + r. On the
other hand we have seen that if z is a generic point of Z then dimz Z = dimζ Z + r. This tells us that
dimz Z does not depend on the choice of the generic point and therefore, by [Gro66, Corollay 10.6.4,
Example 10.7.1], dimz Z = dim {z} = dimZ , which implies dimZ = dimζ Z . 
Corollary 1.7. Let X be an irreducible stack of finite type over a field and Z be the zero locus of a
section of an invertible sheaf on X . If ∅ 6= Z ( X then all irreducible components of Z have dimension
dimX − 1.
Proof. Let P : X −→ X be an atlas of pure relative dimension r (see 1.5), Z ′, Z ′ and X ′ be irreducible
components of Z , P−1(Z ′) and X such that Z ′ ⊆ X ′. Notice that Z ′ ( X ′ because otherwise P (Z ′)
contains the generic point of X . Since Z ′ is an irreducible component of a section of an invertible sheaf
onX ′ we have dimZ ′ = dimX ′ − 1. On the other hand since P has pure relative dimension r we have
dimZ ′ = dimZ ′ + r and dimX ′ = dimX + r. 
Corollary 1.8. Let f : X −→ Y be a map of stacks locally of finite type over a field and assume that X
is a Deligne-Mumford stack. Then dim f(X ) ≤ dimX , where f(X ) is the reduced closed substack of
Y whose topological space is f(|X |).
Proof. When X and Y are schemes the result is standard. We show how to reduce to this case. We can
assume that f is dominant so that f(X ) = Y . By taking an atlas of Y of pure relative dimension (see
1.5) we can assume that Y is a scheme. Moreover we can replace X by a scheme because étale atlases
do not change dimension. 
Proposition 1.9. Let X be a smooth and integral algebraic stack over a field.
• If h : V −→ X is a vector bundle of finite rank then h∗ : PicX −→ PicV is an isomorphism.
• If Z is a closed substack of X of codimension greater than 2 then the restriction map PicX −→
Pic(X − Z) is an isomorphism.
• Given L1, s1, . . . ,Lr, sr, where Li is an invertible sheaf on X with a non zero global section si
whose zero locus Z(si) is integral, then the restriction map induces an isomorphism
PicX/〈L1, . . . ,Lr〉 ≃ Pic(X − (Z(s1) ∪ · · · ∪ Z(Sr)))
Proof. Let σ : X −→ V be the zero section. We must prove that PicV
σ∗
−→ PicX is injective. Let Q be
an invertible sheaf on V in the kernel and define the sheaf FQ on the small smooth-étale site of X by
FQ(U) = Isoh−1(U)(Q|h−1(U),Oh−1(U))
The map σ induces a map FQ −→ IsoX (σ
∗Q,OX ) and it suffices to prove that it is an isomorphism.
This is a local question, so that we can assume X = SpecD affine and V trivial. By standard inter-
section theory for schemes Q is trivial and therefore the previous map on the global sections is just
(D[x1, . . . , xn])
∗ ≃ D∗.
Let U be an open substack of X . If Q is an invertible sheaf on U then by [MBL99, Corollary 15.5]
there exists a coherent sheaf F on X such that F|U ≃ Q. Then the sheaf L = F
∨∨ is a reflexive sheaf
of rank 1 and thus invertible and L|U ≃ Q. This shows that PicX −→ PicU is surjective. We now use
the description of divisors given in [AV04, Proof of Lemma 5.2]. Let L be an invertible sheaf on X such
that L|U ≃ OU . It follows that there is a divisor D on X such that L ≃ OX (D) and the support of D
is in X − U . In particular if X − U has codimension greater than 2 then D = 0. For the last point the
sheaves Li ≃ OX (Z(si)) restrict to OU on U and L ≃ L
m1
1 ⊗L
mr
r wheremi is the multiplicity of D in
Z(si) (computed on an atlas). 
Lemma 1.10. Let pi : C −→ S be a genus g curve over an algebraic stack and F be a finitely presented
quasi-coherent sheaf on C, flat over S . Then Rj pi∗F is locally free and satisfies base change for all
j ∈ N in the following cases.
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(1) F is an invertible sheaf on C of degree 0 such that [F ] = 0 in Pic0C/S . In this case pi∗F is an
invertible sheaf and the canonical map
pi∗pi∗F −→ F
is an isomorphism.
(2) F = ωpi. The sheaf pi∗ωpi has rank g and R1 pi∗ωpi ≃ OS . Moreover if g = 1 the map pi∗pi∗ωpi ≃
ωpi is an isomorphism.
(3) F is an invertible sheaf on C of degree d > 2g − 2 or d < 0. In this case rkpi∗F = max{d +
1− g, 0} and rk R1 pi∗F = max{−d− 1 + g, 0}.
(4) F is supported on a closed substack of C which is quasi-finite over S . In this case R1 pi∗F = 0.
In all of the above cases but the last one we have an isomorphism
R1 pi∗F ≃ pi∗(F
∨ ⊗ ωpi)
∨
Proof. By [Kle80, II, Definition 10 and Theorem 21] there is a canonical map
pi∗Hom(F , ωpi) −→ (R
1 pi∗F)
∨
which is an isomorphism if R1 pi∗F satisfies base change. In this case if F and R1 pi∗F are locally free
we get the last formula in the statement by dualizing the above isomorphism.
All the other claims follow by standard semicontinuity theorems and Riemann-Roch. 
Lemma 1.11. Let pi : C −→ S be a genus g curve over an algebraic stack andQ be a degree d invertible
sheaf on C with a section s ∈ Q which is non zero on the geometric fibers. Then the zero locus Z of
s in C is a degree d cover of S . When d = 1 this defines a section τ : S −→ C with an isomorphism
OC(τ) ≃ Q sending 1 to s. If in addition g = 1 then the map OS
s
−→ pi∗Q is an isomorphism.
Proof. By 1.1 the sequence
0 −→ Q−1 −→ OC −→ OZ −→ 0
is universally exact over S and Z is flat over S . Moreover Z −→ S is proper, finitely presented and, by
looking at the geometric fibers, quasi-finite. By [Gro66, Theorem 8.11.1] we can conclude that Z −→ S
is a cover. By Riemann-Roch it has degree d.
Assume d = 1. The claim about the section τ follows from standard arguments. The last claim follows
from the fact that pi∗Q is invertible and satisfies base change by 1.10 and s ∈ pi∗Q is nowhere vanishing
by hypothesis. 
REMARK 1.12. Let pi : C −→ S be a genus g curve over an algebraic stack and n ∈ Z. The map
[n] : PicrC/S −→ Pic
rn
C/S is a cover of degree n
2g and it is étale if n ∈ O∗S . Indeed, since the problem is
local on S , one can assume that S is a noetherian scheme and that C −→ S has a section. This allows
to reduce the problem to the case r = 0. Since Pic0C/S −→ S is flat and proper of relative dimension
g, by the local flatness criterion [Gro66, Theorem 11.3.10] we can assume that S is the spectrum of an
algebraically closed field. In this case the result follows from [Mil08, Proposition 7.1 and Theorem 7.2].
In particular all invertible sheaves on C of degree divisible by n are fppf locally (on S) a n-th power
of an invertible sheaf on C. Moreover (Pic0C/S)[n] is a finite, flat and finitely presented group scheme
over S of degree n2g and it is étale if n ∈ O∗S .
2. THE UNIVERSAL JACOBIAN OF DEGREE d OVER Mg AND ITS PICARD GROUP.
In this section we assume to work over a field of characteristic p ≥ 0 and we fix a non negative integer
g (the genus) and an integer d (the degree).
Definition 2.1. We denote by J acd,g the stack of pairs (C,Q) where C is a curve of genus g and Q is
an invertible sheaf over C of degree d. The stack J acd,g is called the universal Jacobian stack of degree
d overMg.
The aim of this section is to describe the Picard group of J acd,g . When g ≥ 2 this has already been
done in [MV14]. We will deal with the remaining cases, that is genus zero and one.
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REMARK 2.2. The forgetful functor J acd,g −→ Mg is the composition of a Gm-gerbe J acd,g −→
PicdMg,1/Mg and the representable and smooth functor Pic
d
Mg,1/Mg
−→ Mg . In particular J acd,g is a
smooth and integral algebraic stack.
Definition 2.3. Let C −→ J acd,g be the universal curve over J acd,g . By construction, there exists an
invertible sheaf L over C such that
C C
q∗L ≃ Q
T J acd,g
q
(C,Q)
for all schemes T . We call the sheaf L the universal invertible sheaf over C. Given a stack Y over J acd,g
the universal invertible sheaf over the universal curve C ×J acd,g Y of Y is the pull-back of L via the map
C ×J acd,g Y −→ C.
We now describe the result in [MV14] about PicJ acd,g when g ≥ 2.
REMARK 2.4. Let pi : C −→ S be a genus g curve. Given an invertible sheaf T on C one can define an
invertible sheaf dpi(T ) on S , called the determinant of cohomology of T . When pi∗T and R1 pi∗T are
locally free one can simply set dpi(T ) ≃ det pi∗T ⊗(detR1 pi∗T )−1. We refer to [MV14] for the general
definition. In this paper we just use the fact that the formation of dpi(T ) commutes with arbitrary base
changes.
Notice that from 1.10 it follows that dpi(ωpi) ≃ det pi∗ωpi and that, if T is an invertible sheaf on C of
positive degree, then dpi(T ⊗ ωpi) ≃ det pi∗(T ⊗ ωpi).
Theorem 2.5. [MV14] Assume that the ground field is algebraically closed of characteristic 0 and that
g ≥ 2 and d > 0. Let pi : C −→ J acd,g be the universal curve and L be the universal invertible sheaf
over C. Then PicJ acd,g is freely generated by det pi∗ωpi, dpi(L) and detpi∗(L ⊗ ωpi), except for g = 2,
in which case there is a single relation given by (det pi∗ωpi)10. Moreover for all n, k ≥ 1 we have an
isomorphism
detpi∗(L
n ⊗ ωkpi) ≃ (detpi∗ωpi)
6k2−6k−n2+1 ⊗ dpi(L)
−nk+n(n+1)/2 ⊗ (det pi∗(L ⊗ ωpi))
nk+n(n−1)/2
Proof. Taking into account 2.4, everything follows from [MV14, Theorem A and 5.2, Notation 1.5,
Remark 5.3]. 
2.1. Genus zero case. In this subsection we consider g = 0, while d is any integer. We will prove the
following:
Proposition 2.6. Let pi : P −→ J acd,0 be the universal curve and L be the universal invertible sheaf
over P. If d is even then PicJ acd,0 is freely generated by L0 = pi∗(L ⊗ ω
d/2
pi ) and we have an isomor-
phism
det pi∗(L
n ⊗ ωkpi) ≃ L
nmax{nd−2k+1,0}
0 for all n, k ∈ Z
If d is odd then PicJ acd,0 is freely generated by L0 = detpi∗(L ⊗ ω
(d−1)/2
pi ) and we have an isomor-
phism
detpi∗(L
n ⊗ ωkpi) ≃ L
nmax{nd−2k+1,0}/2
0 for all n, k ∈ Z
We will need the following lemma, whose proof is standard and thus omitted.
Lemma 2.7. The group (GL2)
∨ is freely generated by det: GL2 −→ Gm, while (PGL2)
∨ = 0
REMARK 2.8. Let pi : P −→ S be a curve of genus 0 over an algebraic stack and Q be an invertible
sheaf on P. If Q has degree 0, by 1.10 it follows that pi∗Q is an invertible sheaf, it satisfies base change
and the map pi∗pi∗Q −→ Q is an isomorphism because it is so on the geometric fibers.
IfQ has degree 1, by 1.10 it follows that pi∗Q is a rank 2 locally free sheaf, it satisfies base change and
the map pi∗pi∗Q −→ Q is surjective because it is so on the geometric fibers. In particular we obtain an
isomorphism P −→ P(pi∗Q): the pullback of OP(pi∗Q)(1) is Q and therefore we get the Euler sequence
0 −→ ωpi ⊗Q −→ pi
∗pi∗Q −→ Q −→ 0
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Proof of 2.6. SinceM0 ≃ BPGL2, by 1.2 and 2.7 we obtain PicM0 = 0. In particular detpi∗(ωkpi) is
trivial for all k ∈ Z in PicJ acd,0.
Assume d even. Tensoring by ωd/2pi yields an isomorphism J acd,0 −→ J ac0,0 over M0. By 2.8
we see that the functors J ac0,0 −→ BM0 Gm mapping (P
q
−→ S,Q) to (P, q∗Q) and BM0 Gm −→
J ac0,0 mapping (P
q
−→ S,T ) to (P, q∗T ) are quasi-inverses of each other. Moreover by 1.2 we have
PicBM0 Gm ≃ PicM0 ⊕ Z ≃ Z, generated by the invertible sheaf given by the rule (P,T ) 7−→ T .
The pullback of this sheaf via J acd,0 ≃ J ac0,0 ≃ BM0 Gm is isomorphic to L0, which therefore freely
generates PicJ acd,0. By 2.8 we have L ≃ pi∗L0 ⊗ ω
−d/2
pi and, using projection formula,
det pi∗(L
n ⊗ ωkpi) ≃ det(L
n
0 ⊗ pi∗(ω
k−nd/2
pi )) ≃ L
n rkpi∗(ω
k−nd/2
pi )
0
Finally by 1.10 we see that rkpi∗(ω
k−nd/2
pi ) = max{nd− 2k + 1, 0}.
Assume now that d is odd. Tensoring by ω(d−1)/2pi we get an isomorphism J acd,0 −→ J ac1,0. By
2.8 we see that the functors J ac1,0 −→ BGL2 mapping (P
q
−→ S,Q) to q∗Q and BGL2 −→ J ac1,0
mapping E to (P(E),OP(E)(1)) are quasi-inverses of each other. Moreover by 1.2 we have PicBGL2 ≃
Z generated by the invertible sheaf given by the rule E 7−→ det E . The pullback of this sheaf via
J acd,0 ≃ J ac1,0 ≃ BGL2 is isomorphic to L0. Set T = L ⊗ ω
(d−1)/2
pi , so that L0 = detpi∗T .
Applying the determinant to the Euler sequence in 2.8 associated with T we get an isomorphism
ωpi ≃ pi
∗L0 ⊗ T
−2
Writing Ln ⊗ ωkpi in terms of T and L0 and applying projection formula we obtain
det pi∗(L
n ⊗ ωkpi) ≃ det(L
k−n(d−1)/2
0 ⊗ pi∗(T
nd−2k)) ≃ L
(k−n(d−1)/2) rkpi∗(T nd−2k)
0 ⊗ det pi∗(T
nd−2k)
By 1.10 we have that rkpi∗(T nd−2k) = max{nd − 2k + 1, 0}. Thus it suffices to prove the expression
detpi∗(T
q) ≃ L
q(q+1)/2
0 for q ≥ 0. Considering the Euler sequence in 2.8 associated with T , replacing
ωpi by pi∗L0 ⊗ T −2 and tensoring by T q we get an exact sequence
0 −→ pi∗L0 ⊗ T
q−1 −→ pi∗pi∗T ⊗ T
q −→ T q+1 −→ 0
The pushforward pi∗ of the above sequence for q ≥ 0 is exact because R1 pi∗(pi∗L0 ⊗ T q−1) = 0 thanks
to 1.10. Thus applying pi∗, the determinant, the projection formula and using that rk pi∗(T r) = r+1 for
r ≥ −1 we get an isomorphism
detpi∗(T
q+1) ≃ L0 ⊗ (det pi∗(T
q))2 ⊗ (detpi∗(T
q−1))−1
It is now easy to check by induction that detpi∗(T q) ≃ L
q(q+1)/2
0 . 
2.2. Genus one case. In this subsection we consider g = 1 and d > 0. We will prove the following
Theorem.
Theorem 2.9. Let pi : E −→ J acd,1 be the universal curve over J acd,1, L be the universal invertible
sheaf over E and assume p ∤ d. Then PicJ acd,1 is generated by pi∗ωpi and detpi∗L with the only relation
(pi∗ωpi)
12. Moreover we have an isomorphism
detpi∗(L
n ⊗ ωkpi) ≃ (det pi∗L)
n2 ⊗ (pi∗ωpi)
dnk+(n−1)(dn−2n−2)/2 for n > 0, k ∈ Z
The starting point is the well known Theorem of Mumford, later generalized by Fulton and Olsson.
(See [Mum63] and [FO10])
Theorem 2.10 (Mumford, Fulton, Olsson). The Picard group of M1,1 is cyclic of order 12 and it is
generated by pi∗ωpi, where pi : E −→M1,1 is the universal curve.
We will proceed by showing that J acd,1 is isomorphic to BM1,1 Gd, for a certain group scheme Gd
over M1,1. In particular we will conclude that PicJ acd,1 ≃ PicM1,1 ⊕ Hom(Gd,Gm) and we will
conclude the section by computing the group of characters Hom(Gd,Gm).
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Lemma 2.11. Let pi : E −→ S be a genus one curve over an algebraic stack. Then the functor
E Pic
1
E/S
(δ : T −→ E ×S T ) [OE×ST (δ)]
Ω
is an isomorphism. If σ : S −→ E is a section, then also the functor
E Pic0E/S
(δ : T −→ E ×S T ) [OE×ST (δ − σ ×S T )]
is an isomorphism that sends σ to [OE ]
Proof. The last part of the statement follows from the first one. We start showing that Ω is an fppf epi-
morphism. Let χ ∈ Pic1E (T ), where T is an S-scheme. We can replace T by S and assume the existence
of an invertible sheaf L of degree 1 over E such that χ = [L]. By 1.10 the sheaf Q = pi∗L is invertible
and we can assume it is trivial. Since pi∗L satisfies base change, the section s of L corresponding to
1 ∈ pi∗L is always non-zero on the geometric fibers of pi. Thus, by 1.11, we get a section τ : S −→ E
with an isomorphism OE (τ) ≃ L, so that Ω(τ) = χ.
We now prove that Ω is injective over an S-scheme T . Again we can replace T by S , so that, in par-
ticular, S is a scheme. Let δ, δ′ ∈ E(S) such that [OE (δ′)] = [OE(δ)]. By 1.10 we have an isomorphism
OE (δ)
α
−→ OE (δ
′)⊗ pi∗Q
for some invertible sheaf Q over S . Since pi∗OE(δ) and pi∗OE (δ′) are freely generated by the respective
sections 1 by 1.11, applying pi∗ we get an element x ∈ Q such that α(1) = 1 ⊗ pi∗x and that freely
generates Q. Thus we obtain an isomorphism OE (δ) −→ OE (δ′) mapping 1 to 1 and therefore that
δ = δ′. 
Proposition 2.12. Let E
pi
−→ S be a genus one curve over an algebraic stack with a section σ. Then we
have isomorphisms
det pi∗OE(nσ) ≃ σ
∗OE(σ)
n(n+1)/2−1 for n ≥ 1
and
σ∗OE(σ) ≃ (pi∗ωpi)
∨
Moreover if L is an invertible sheaf over E of degree greater than zero and τ is another section (possibly
equal to σ) we have an isomorphism
detpi∗(L ⊗OE(τ)) ≃ detpi∗(L ⊗OE (τ − σ))⊗ σ
∗L ⊗ σ∗OE(τ)
Proof. In what follows we will use 1.10 and, in particular, the isomorphism ωpi ≃ pi∗pi∗ωpi without
further comments. Notice that the first isomorphism in the statement follows from the last one with
τ = σ, induction and the isomorphism pi∗OE(σ) ≃ OS (see 1.11).
Consider an invertible sheafL on E of degree greater or equal than zero and a section τ of E . Tensoring
by L ⊗OE (τ) the exact sequence on E
0 −→ OE(−σ) −→ OE −→ σ∗OS −→ 0
and applying pi∗ we get an exact sequence
0 −→ pi∗(L⊗OE (τ −σ)) −→ pi∗(L⊗OE(τ)) −→ σ
∗(L⊗OE (τ)) −→ R
1 pi∗(L⊗OE (τ −σ)) −→ 0
If L = OE and τ = σ, we obtain a surjection σ∗OE(σ) −→ R1 pi∗OE ≃ (pi∗ωpi)
∨ which is therefore an
isomorphism. If L has degree strictly greater than 0, the last term in the sequence is zero and taking the
determinant we get the last isomorphism. 
Proposition 2.13. The functor
M1,1 J acd,1
(E, σ) (E,OE(dσ))
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is an epimorphism in the fppf topology and it is a section of the functor
J acd,1 M1,1
(E,L) (Pic0E/S, [OE ])
Proof. The second part of the statement follows from 2.11. For the first one let (E,L) ∈ J acd,1. By
1.12 fppf locally we can write L ≃ T d for some degree 1 invertible sheaf T on E. By 2.11 E has a
section σ such that [T ] = [OE(σ)], which means that T (resp. L) and OE(σ) (resp. OE(dσ)) are fppf
locally isomorphic. 
Lemma 2.14. Let p : X −→ Y be a map of stacks over a scheme S with a section s : Y −→ X which is
an fppf epimorphism and denote by G the sheaf of groups over Y defined by
G(T
ξ
−→ Y) = Ker(AutX (s(ξ)) −→ AutY(ps(ξ)))
Then the functor F : X −→ BY G which maps η : T −→ X to the sheaf F (η) over T given by the
inverse image of the identity section of AutT (p(η)) along the map
IsoT (η, sp(η))
p
−→ IsoT (p(η), ps(p(η))) ≃ AutT (p(η))
defines an equivalence of stacks.
Proof. Given ξ : T −→ Y denote by Xξ, Gξ and sξ : T −→ Xξ the base change of X , G and s : Y −→
X along ξ. Given η : T −→ X , we show that F (η) is a G-torsor. A direct check shows that F (η)
coincides with IsoXp(η)(η, sp(η)) and Gξ ≃ AutXξ(sξ). Since η and sp(η) are fppf locally isomorphic, it
follows that F (η) is a Gp(η)-torsor. It is easy to see that the association η 7−→ F (η) defines a a functor
F : X −→ BY G. Since the base change of F along any morphism T −→ Y is an equivalence by
standard results, we obtain that it is globally an equivalence. 
Definition 2.15. We define the group functor Gd over M1,1 as the group G obtained as in 2.14 with
respects to the maps defined in 2.13.
Let us describe the group Gd more concretely.
Proposition 2.16. An element ofGd(S
(E,σ)
−−−→M1,1) is a pair (f, λ) where f : E −→ E is a translation
by an element in E[d] and λ : OE(σ)d −→ OE(f(σ))d is an isomorphism. Moreover we have an exact
sequence
(f, λ) f(σ)
0 Gm Gd E [d] 0
µ (id, µ)
in the Zariski topology of Sch/M1,1, where E −→ M1,1 is the universal curve. In particular Gd is
affine and of finite type overM1,1 and, if p ∤ d, it is smooth overM1,1.
Proof. By definition, an element of Gd(S
(E,σ)
−−−→ M1,1) is a pair (f, λ) where f : E −→ E is an
isomorphism such that f∗ : Pic0E/S −→ Pic
0
E/S is the identity and λ : OE(σ)
d −→ OE(f(σ))
d is an
isomorphism. Taking into account 2.11, the condition f∗ = id means that, for all δ ∈ E(T ) and S-scheme
T we have
[OET (f(δ)− f(σ))] = [OET (δ − σ)]
which implies that f : E −→ E is a translation. The existence of λ also implies that f(σ) ∈ E[d]. In
particular the sequence in the statement is well defined and, since pi∗Gm,E ≃ Gm,S , it is exact in the
first two terms.
It remains to prove that Gd −→ E [d] is a Zariski epimorphism. This will also imply that Gd is
locally a product of Gm and E [d], proving the last sentence in the statement. Let δ ∈ E [d] and t be
the translation by δ, so that t(σ) = δ. By 1.10, the equality [OE(δ − σ)d] = 0 in Pic0E/S implies that
OE(δ − σ)
d ≃ pi∗Q, where Q is an invertible sheaf over S. In particular, where Q is trivial, we get an
isomorphism λ : OE(σ − t(σ))d −→ OE and therefore a pair (t, λ) ∈ Gd over δ. 
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The groups obtained from Gd as base change along geometric points Spec k
(E,p)
−−−→ M1,1 are par-
ticular cases of Theta groups, first defined by Mumford in his paper [Mum66]. With notation from this
paper we have Gd ×M1,1 k = G(OE(dp)).
Corollary 2.17. We have an isomorphism J acd,1 ≃ BM1,1 Gd.
By 1.2 the last step in the computation of the Picard group of J acd,1 is the study of the group of
characters Hom(Gd,Gm). For the remaining part of this subsection we assume p ∤ d.
Lemma 2.18. The map
Gd ×Gd Gm
(x, y) xyx−1y−1
eˆd
is bilinear and factors through a map ed : E [d] × E [d] −→ Gm, where E −→ M1,1 is the universal
curve. Moreover the map ed induces an isomorphism
E [d] ≃ Hom(E [d],Gm)
Proof. The map eˆd is well defined because E [d] is abelian. Note thatGm ⊆ Gd is contained in the center.
In particular the map ed in the statement is well defined and we have
eˆd(xy, z) = xyzy
−1x−1z−1 = xeˆd(y, z)zx
−1z−1 = eˆd(x, z)eˆd(y, z)
Finally eˆd(x, y) = eˆd(y, x)−1 and eˆd and ed are therefore bilinear. Let φ be the induced map E [d] −→
Hom(E [d],Gm). This is a map between flat and finite group schemes and we can check that it is an
isomorphism on the geometric points. So let E be an elliptic curve over an algebraically closed field. In
this case E[d] ≃ Z/dZ×Z/dZ and Hom(E[d],Gm) ≃ E[d] as abstract groups. The result then follows
from the fact that ed is non-degenerate thanks to [Mum66, §1, Theorem 1]. 
Proposition 2.19. Let E −→M1,1 be the universal curve. Then
E [d]∨ = Hom(E [d],Gm) = 0
In particular the map G∨d −→ G
∨
m induced by the inclusion Gm −→ Gd is injective.
Proof. By 2.18 we have Hom(E [d],Gm) ≃ E [d]. Therefore we have to prove that there are no sections
M1,1 −→ E [d] but the zero one. By contradiction, assume we have a non zero section δ : M1,1 −→ E [d].
In particular, by base change, we have a section δE for all elliptic curves E. Since E [d] is étale and
separated overM1,1, there are no elliptic curves E such that δE is zero. Moreover we can assume that
d is prime. If d = 2, let k be a field having an irreducible and separable polynomial g ∈ k[x] of degree
3 and consider the elliptic curve defined by the equation y2 = g(x). In this case E[2](k) = 0 by [Sil86,
Group law algorithm 2.3] because g has no zeros in k and therefore δE = 0, which is a contradiction.
So we can assume that d is an odd prime. Let k be a field having a degree 2 separable extension L
and an elliptic curve E. We are going to prove that δE ∈ E(k) is invariant under the involution of E,
that is that δE ∈ E[2](k). This will end the proof because E[d](k) ∩ E[2](k) = 0.
We want to construct a new elliptic curve E′ over k with the following construction. Let F be a
sheaf of sets over a scheme S with an involution i : F −→ F , let P −→ S be a Z/2Z-torsor and call
σ : P −→ P the induced order 2 automorphism. We define a new functor by
FP/S,i : (Sch/S)
op −→ (sets), FP/S,i(T ) = {x ∈ F (T × P ) | σ
∗x = i(x)}
Since i and σ∗ commute, it is easy to check that FP/S,i is a sheaf and that if S
′ −→ S is any base change
then FP/S,i × S
′ = FP×S′/S′,i. Moreover, if ∆: T −→ P × T is a section it is easy to check that
FP/S,i(T ) −→ F (T ), z 7−→ ∆
∗z
is a bijection. In particular for any torsor P we get an isomorphism τ : FP/S,i × P −→ F × P induced
by the diagonal section P −→ P × P . We now claim that if there exist x ∈ FP/S,i(S) and y ∈ F (S)
such that τ(h∗x) = h∗y, where h : P −→ S is the structure morphism, then it follows that i(y) = y.
Indeed by construction τ(h∗x) = x, σ∗h∗y = h∗y and, since x ∈ FP/S,i(S), σ
∗x = i(x). In particular
h∗i(y) = h∗y and by descent i(y) = y.
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We apply the previous construction with F = E, i the involution of E and P = SpecL. Set E′ =
FP/k,i. The sheaf E
′ is a genus one curve and 0 ∈ E′(k) ⊆ E(L). Thus E′ is an elliptic curve and, by
construction, τ : E′×P −→ E×P preserves the neutral element, that is it is an isomorphism of elliptic
curves. Since δE and δE′ come from a global section onM1,1 we should have τ(δE′×P ) = δE×P , which
implies that i(δE) = δE as shown above. 
Proposition 2.20. Consider the map G∨d −→ G
∨
m = Z induced by the inclusion Gm −→ Gd. The
morphism
PicJ acd,1 ≃ PicM1,1 ⊕G
∨
d −→ PicM1,1 ⊕ Z ≃ Z/12Z ⊕ Z
sends the invertible sheaf on J acd,1 defined by J acd,1 ∋ (E
pi
−→ S,L) 7−→ detpi∗L
n to the element
(1− nd(nd+ 1)/2, n2d)
Proof. Notice that BM1,1 Gm is isomorphic to the stack X of triples (E
pi
−→ S, σ,Q) where (E, σ) ∈
M1,1 and Q is an invertible sheaf over S. Consider the functor
X J acd,1
(E
pi
−→ S, σ,Q) (E
pi
−→ S,OE(dσ)⊗ pi
∗Q)
Ω
We claim that the functor Ω˜ : BM1,1 Gm ≃ X −→ J acd,1 ≃ BM1,1 Gd is naturally equivalent to the
map β∗ : BM1,1 Gm −→ BM1,1 Gd induced by the inclusion Gm −→ Gd. Given (E
pi
−→ S, σ,Q) ∈ X ,
the associated Gm-torsor is IsoS(Q,OS), while Ω˜(IsoS(Q,OS)) is the subsheaf of
IsoJ acd,1((E,OE(dσ) ⊗ pi
∗Q), (E,OE(dσ)))
of isomorphism (f, λ) such that f∗ : Pic0E −→ Pic
0
E is the identity by 2.14. In particular there is a Gm-
equivariant map IsoS(Q,OS) −→ Ω˜(IsoS(Q,OS)) compatible with base changes and automorphisms
ofQ. Recall that β∗(P ) = (P×Gd)/Gm for aGm-torsor P and that, ifQ is aGd-torsor, Gm-equivariant
maps P −→ Q are in one to one corresponce with Gd-equivariant isomorphism β∗(P ) −→ Q. Thus
given P , theGm-equivariant map P −→ Ω˜(P ) induces an isomorphism β∗(P ) −→ Ω˜(P ) ofGd-torsors
and it is easy to check that this yields a natural isomorphism β∗ −→ Ω˜.
We can conclude that the map in the statement can be seen as the pull-back along Ω: X −→ J acd,1
on the Picard groups. The invertible sheaf defined in the statement is sent to
(E
pi
−→ S, σ,Q) 7−→ detpi∗(OE(ndσ)⊗ pi
∗Qn) ≃ (det pi∗OE(ndσ))⊗Q
n2d
Since the invertible sheaf (E, σ,Q) 7−→ Q is the generator of G∨m in PicBM1,1 Gm, the result follows
from 2.12. 
Proposition 2.21. The image of the map G∨d −→ G
∨
m ≃ Z induced by the inclusion Gm −→ Gd is dZ.
Proof. Call α : G∨d −→ G
∨
m ≃ Z the map in the statement. By 2.20 applied to n = 1, we see that
dZ ⊆ Imα. Let E be an elliptic curve over an algebraically closed field k. By 2.18, it follows that there
exist x, y ∈ Gd(k) such that ω = ed(x, y) = xyx−1y−1 is a primitive d-root of unity. If ψ : Gd −→ Gm
is a morphism and we set r = α(ψ), we have 1 = ψ(ω) = ωr, which implies that d | r. 
Proof of theorem 2.9. By 2.17 we have J acd,1 ≃ BM1,1 Gd and by 1.2 we can conclude that PicJ acd,1 ≃
PicM1,1 ⊕G∨d . By 2.19 and 2.21 we have G
∨
d = dG
∨
m ⊆ G
∨
m and by 2.20 that
T = detpi∗L⊗ (pi∗ωpi)
d(d+1)/2−1
freely generates G∨d . Again by 2.20 we have
detpi∗(L
n) ≃ T n
2
⊗ (pi∗ωpi)
1−nd(nd+1)/2
Taking into account that ωpi ≃ pi∗pi∗ωpi and using projection formula, a direct computation concludes
the proof. 
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3. CANONICAL COVERS AND THEIR DISCRIMINANT LOCI.
In this section we work over a field of characteristic p ≥ 0 and we fix non negative integers g and d
and a positive integer n.
Definition 3.1. We denote by Vd,g,n (resp. Ud,g,n) the stack of triples (p : C −→ S,Q, s) where
(p : C −→ S,Q) ∈ J acd,g and s is a section of Qn (resp. that is not identically zero on any of the
geometric fibers of p : C −→ S).
Let C −→ Ud,g,n be the universal curve of Ud,g,n and L be its universal invertible sheaf. By definition,
Ln carries a section and we will call it the marked section of Ln.
If d > 0 we denote byHd,g,n the zero locus of the marked section of Ln. By 1.11 the mapHd,g,n −→
Ud,g,n is a degree nd cover and we will call it the canonical cover of Ud,g,n. Moreover the closed im-
mersion Hd,g,n −→ C defines a functor ρd,g,n : Ud,g,n −→ HilbndMg,1/Mg : an object (C,Q, s) is sent to
the zero locus Z(s) ⊆ C of s ∈ Qn. Finally we denote by Zd,g,n the discriminant locus of the canonical
cover Hd,g,n −→ Ud,g,n of Ud,g,n.
The aim of this section is to understand the geometry of the stacks Ud,g,n and Zd,g,n. We will prove
the following.
Theorem 3.2. Assume d > 0. Let C
pi
−→ Ud,g,n be the universal curve of Ud,g,n and L be the universal
invertible sheaf over C. ThenZd,g,n 6= ∅ if and only if dn 6= 1 and in this case Zd,g,n is flat and surjective
overMg and we have:
(1) Zd,g,n is the zero locus in Ud,g,n of a section of the invertible sheaf
(det pi∗(L
n ⊗ ωpi))
2 ⊗ (det pi∗ωpi)
−2
(2) if p ∤ n or g = 0 then Zd,g,n is geometrically reduced overMg and, in particular, reduced;
(3) Zd,g,n is irreducible in the following cases: n = 1; dn > 2g; dn = 2g and g ≥ 3; dn = 2g − 1
and g ≥ 4;
(4) If g = 1 and p 6= 2 then Z1,1,2 is a disjoint union of two integral substacks of U1,1,2, one of
which is the zero locus of a section of the invertible sheaf
det(pi∗L
2)⊗ (pi∗L)
−2
We start giving a more precise description of the stacks Ud,g,n, proving in particular that they are
algebraic and explaining the relation with the Hilbert scheme HilbndMg,1/Mg .
REMARK 3.3. Assume nd > 2g − 2. In this case, by 1.10, the stack Vd,g,n is a vector bundle of rank
nd+ 1− g over J acd,g corresponding to the locally free sheaf pi∗(Ln), where pi : C −→ J acd,g is the
universal curve and L is the universal invertible sheaf over C. Moreover Ud,g,n is the complement of the
zero section of Vd,g,n.
Proposition 3.4. If d > 0 the functor ρd,g,1 : Ud,g,1 −→ Hilb
d
Mg,1/Mg
is an equivalence. A quasi-inverse
is given by
HilbdMg,1/Mg Ud,g,1
(C,Z ⊆ C) (C,I∨Z , 1)
where IZ is the sheaf of ideals defining Z .
Proof. Given an object Z ⊆ C ∈ HilbdMg,1/Mg (S), we have to prove that IZ is invertible over C . Since
HilbdMg,1/Mg is smooth overMg , we can assume that S and therefore C are smooth over the base field.
By flatness of Z , IZ is invertible on the fibers of C −→ S and therefore dimk(p) IZ ⊗ k(p) = 1 for all
p ∈ C , which implies that IZ is invertible over C . The above discussion shows that the functor in the
statement is well defined. The fact that the functors are quasi-inverses of each other is standard. 
Proposition 3.5. If (C,Q, s) ∈ U0,g,n then s : OC −→ Qn is an isomorphism. Moreover the functor
U0,g,n −→ (Pic0Mg,1/Mg )[n] is a µn-gerbe.
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Proof. The first claim follows from the fact that a non zero section of a degree 0 invertible sheaf on
a proper curve over an algebraically closed field always generates it. Denote by F the functor in the
statement. Given ξ : T −→ (Pic0Mg,1/Mg )[n] denote by Y −→ T the base change of F along ξ. In order
to prove that Y is a µn-gerbe, we can assume that ξ is given by a curve p : C −→ T and the class of some
invertible sheaf L onC . Since n[L] = 0 in Pic0C the sheaf p∗(L
n) is invertible by 1.10 and we can assume
that it is trivial. An object of Y(T ) is a pair (Q, s) whereQ is an invertible sheaf over C , s : OC −→ Qn
is an isomorphism and [Q] = [L]. Those data define an invertible sheaf T = p∗(L ⊗ Q−1) with an
isomorphism OT −→ T n. Since T is arbitrary we get a functor Y −→ BT µn which is easily seen to be
an equivalence. 
Proposition 3.6. The map
J acd,g J acdn,g
(C,Q) (C,Qn)
n
is the composition of a µn-gerbe followed by a surjective cover and, if p ∤ n or g = 0, it is smooth.
Proof. Consider the diagram
J acd,g
F J acdn,g
PicdMg,1/Mg Pic
dn
Mg,1/Mg
h
[n]
Ω
where the square diagram is Cartesian. By 1.12 the map [n] and therefore the map F −→ J acdn,g are
covers of degree n2g and they are étale if p ∤ n or g = 0. It remains to prove that h : J acd,g −→ F
is a µn gerbe. An object of F over a scheme S is a triple (C,χ,Q) where (C,Q) ∈ J acdn,g(S),
χ ∈ PicdC(S) satisfying [n]χ = [Q]. The map h sends (C,T ) to (C, [T ],T
n). Let Y −→ T be the base
change of h along a map T −→ F given by the data (q : C −→ T, χ,Q). The objects in Y(T ) are pairs
(T , λ) where T is a degree d invertible sheaf on C with χ = [T ] and λ : T n −→ Q is an isomorphism.
We can assume χ = [T0] and, since [n]χ = [Q] means [T n0 ] = [Q] so that T
n
0 ≃ Q ⊗ q
∗R for some
invertible sheaf R on T by 1.10, that Y(T ) 6= ∅. In this case Y(T ) is isomorphic to the category of
pairs (T , µ) where T is a degree 0 invertible sheaf with [T ] = 0 in Pic0C and µ : T
n
−→ OC is an
isomorphism. It follows that Y −→ T is the base change of the map U0,g,n −→ (Pic0Mg,1/Mg)[n] along
the map T −→ (Pic0Mg,1/Mg )[n] given by (C, [OC ]) and it is therefore a µn-gerbe (see 3.5). 
Proposition 3.7. The stack Ud,g,n is algebraic, flat and of finite type overMg. Moreover the map
Ud,g,n Udn,g,1
(C,Q, s) (C,Qn, s)
Ω
is flat, surjective and of finite type. If d > 0 then ρdn,g,1 ◦ Ω = ρd,g,n (see 3.1 for the notation) and, in
particular, Ω−1(Zdn,g,1) = Zd,g,n. If p ∤ n or g = 0 then Ω is smooth and Ud,g,n is smooth overMg.
Proof. The equality ρdn,g,1◦Ω = ρd,g,n follows from the fact that the base change ofHdn,g,1 −→ Udn,g,1
along Ω isHd,g,n −→ Ud,g,n. Since the mapΩ is the base change of J acd,g −→ J acdn,g (see 3.6) along
the map Udn,g,1 −→ J acdn,g , by 3.6 we can reduce the problem to the case n = 1, where all the claims
follow from 3.4 and 3.5. 
The remaining part of the section is dedicated to the proof of Theorem 3.2. In particular in what
follows we assume d > 0.
Proof of theorem 3.2, (1). Set Hd,g,n = SpecA . By definition Zd,g,n is the zero locus of a section of
(detA )−2. We have an exact sequence on C
0 −→ L−n −→ OC −→ OHd,g,n −→ 0
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Applying pi∗ we get an exact sequence on Ud,g,n
pi∗L
−n = 0 −→ OUd,g,n −→ A −→ R
1 pi∗(L
−n) −→ R1 pi∗OC −→ 0 = R
1 pi∗OHd,g,n
where the first and last vanishing follows from 1.10. We also have
R1 pi∗(L
−n) ≃ pi∗(L
n ⊗ ωpi)
∨ and R1 pi∗OC ≃ (pi∗ωpi)
∨
again by 1.10. We can now deduce the following formula for the determinant of A
detA ≃ (det pi∗(L
n ⊗ ωpi))
−1 ⊗ det pi∗ωpi
so that detA −2 is isomorphic to the invertible sheaf in the statement. 
REMARK 3.8. If R is a local ring, R −→ S is a flat map of rings andM is an R-module then
lS(M ⊗R S) = lS(S/mRS)lR(M)
where l denotes the length function.
The following Theorem is one of the crucial points of the whole paper.
Theorem 3.9. Assume n ≥ 2. The discriminant locus of the universal degree n cover of HilbnMg,1/Mg
is flat, surjective and geometrically integral overMg. In particular it is integral.
Proof. The problem is local onMg, therefore we can replaceMg by a noetherian scheme Y andMg,1
by a genus g curve C over Y . Set Z for the discriminant locus. By definition Z is the zero locus of a
section of an invertible sheaf over HilbnC/Y . Moreover this section is always non zero over a geometric
point of Y because curves over an algebraically closed field always have n distinct rational points. By
1.1 we can conclude that Z is flat over Y . For the remaining part of the statement we can assume
Y = Spec k, where k is an algebraically closed field.
Let C ′ be a non-empty smooth open subset of a projective and integral curve over k (we will reduce
to a calculation on a open subset of a plane curve). Given indices i 6= j ≤ n we denote by∆i,j(C ′n) the
effective Cartier divisor of C ′n given by
∆i,j(C
′n) = {(p1, . . . , pn) ∈ C
′n | pi = pj}
Let H(C ′n+1) ⊆ C ′n+1 be the zero locus of 1 ∈ OC′n+1(∆1,n+1(C
′n+1) + · · · + ∆n,n+1(C
′n+1)).
Notice that if C ′′ ⊆ C ′ is a non-empty open subset then H(C ′′n+1) −→ C ′′n is the restriction of
H(C ′n+1) −→ C ′n. Indeed by definition we have
∀i ∆i,n+1(C
′n+1) ∩ (C ′′n × C ′) = ∆i,n+1(C
′′n+1) =⇒ H(C ′n+1) ∩ (C ′′n × C ′) = H(C ′′n+1)
We claim that H(C ′n+1) −→ C ′n is a degree n cover. Indeed, by discussion above, we can assume that
C ′ is projective: in this case the map H(C ′n+1) −→ C ′n is flat thanks to 1.1, proper, quasi-finite and
generically étale of degree n. Set Z ′ for the discriminant locus of H(C ′n+1) in C ′n and P ∈ C ′n for
the generic point of ∆1,2(C ′n), which lies in Z ′. We will show that l(OZ′,P ) = 2. We first show how to
conclude the proof from this fact. When C ′ = C the coverH(Cn+1) induces a map
f : Cn −→ HilbnC/k
which factors through an isomorphism SnC ≃ HilbnC/k. In particular f is a cover and Z
′ = f−1(Z).
Moreover, topologically, Z = f(∆1,2(Cn)) and it coincides with the ramification locus of f . In partic-
ular Z is non empty and irreducible. Since HilbnC/k is smooth, to see that Z is reduced we have to prove
that l(OZ,f(P )) = 1. By 3.8 and our assumption we have
2 = l(OZ′,P ) = l(OZ′,P /mf(P )OZ′,P )l(OZ,f(P )) ≥ l(OZ,f(P ))
and we can exclude the equality because otherwise f will be unramified in P , and by transitivity of Sn,
also over f(P ), which is not the case.
We have to prove that l(OZ′,P ) = 2. Thanks to the above discussion we see that the ring OZ′,P (and
therefore the number l(OZ′,P )) does not change if we take an open subset of C ′. In particular, projecting
in P2k, we can assume that C
′ is of the form
C ′ = SpecA where A = k[x, y]g/(f)
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and f, g are polynomials. We have C ′n = SpecB, where
B = A⊗n = k[x1, y1, . . . , xn, yn]g(x1,y1)···g(xn,yn)/(f(x1, y1), . . . , f(xn, yn))
and P = (x2 − x1, y2 − y1). By definition H(C ′n+1) is the spectrum of the B-algebra
D = B[α, β]g(α,β)/(f(α, β),
∏
j
Ij) where Ij = (α− xj, β − yj)
We have to compute the discriminant locus of the cover DP = D ⊗ BP over BP and show that it has
length 2. Since C ′ is smooth, BP is a DVR. In particular we can assume that P is generated by x1 − x2
in BP , so that x1 − x2 | y1 − y2 in BP . Notice that
(α− x1) · · · (α− xl), (α− xl+1) ∈ I1 · · · Il + Il+1 =⇒ (xl+1− x1) · · · (xl+1 − xl) ∈ I1 · · · Il + Il+1
inB[α, β]g(α,β)/(f(α, β)). Looking at the quotient B/P = A
⊗(n−1) we see that (xl+1−x1) · · · (xl+1−
xl) /∈ P for l > 1. So I1 · · · Il + Il+1 is the trivial ideal in DP and applying the Chinese remainder
theorem inductively it follows that
DP = (DP /I1I2)×DP /I3 × · · · ×DP /In
Since DP /Il ≃ BP , the discriminant locus of DP over BP coincides with the discriminant locus of
E = (DP /I1I2) over BP , which is a cover of degree 2, since DP is a cover of degree n of BP . From
I1I2 = 0 in E we get relations
α2 = (x1 + x2)α− x1x2 and (x1 − x2)β = (y1 − y2)α+ x1y2 − y1x2
Since x1− x2 divides y1− y2 in BP , E is generated by 1, α as BP -module. Moreover, since E is a free
BP -module of rank 2, 1, α is also a BP -basis of E. Finally a direct computation shows that
tr(α) = x1 + x2, tr(α
2) = (x1 + x2)
2 − 2x1x2, det
(
tr(1) tr(α)
tr(α) tr(α2)
)
= (x1 − x2)
2
where tr = trE/BP . The last determinant is the discriminant section of the cover E/BP and therefore its
discriminant locus has length 2, as claimed. 
Proof of theorem 3.2, first sentence and (2). By 3.7 we have Zd,g,n = ∅ ⇐⇒ Zdn,g,1 = ∅ and, by 3.9,
this happens if and only if dn = 1. So assume dn > 1. Again by 3.7 we can assume n = 1. The result
then follows from 3.4 and 3.9. 
We now deal with the problem of reducibility of the stacks Zd,g,n.
Lemma 3.10. Let k be an algebraically closed field andC be a genus g curve over k. IfQ is an invertible
sheaf of degree d with d > 2g − 2 and q ∈ C(k) then the map
H0(Q) −→ Q⊗ (OC,q/m
2
qOC,q)(3)
where mq is the maximal ideal of OC,q, has cokernel H0(Q−1 ⊗ OC(2q) ⊗ ωC) and it is surjective if
d > 2g.
Proof. Consider the exact sequence
0 −→ Q⊗OC(−2q) −→ Q −→ Q⊗ (OC,q/m
2
qOC,q) −→ 0
Since H1(Q) ≃ H0(Q−1 ⊗ ωC) = 0 by degree reasons, applying H0 we get an exact sequence
H0(Q) −→ Q⊗ (OC,q/m
2
qOC,q) −→ H
1(Q⊗OC(−2q)) ≃ H
0(Q−1 ⊗OC(2q)⊗ ωC) −→ 0
Finally, if d > 2g then H0(Q−1 ⊗OC(2q)⊗ ωC) = 0, again by degree reasons. 
Proof of theorem 3.2, (3). The case n = 1 follows from 3.4 and 3.9. So we focus on the case nd >
2g − 2. We remark that the proof is a bit simpler if we have the stronger inequality nd > 2g, and the
intermediate cases require a finer inspection.
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Set V = Vd,g,n and U = Ud,g,n. By 3.3 V is a vector bundle over J acd,g and U is the complement of
the zero section. Consider the diagram
V ×J acd,g C C
V J acd,g
pi
where C is the universal curve over J acd,g . Denote by L the universal invertible sheaf over C, so that
V corresponds to pi∗Ln. From [Gro67, Section 16.7] there exists a locally free sheaf F on C, the 2-th
bundle of principal parts of Ln, and a map α : pi∗pi∗(Ln) −→ F such that for all algebraically closed
fields k and triples (C,Q, q) ∈ C(k), where q ∈ C(k), we have F ⊗ k ≃ Qn ⊗OC,q/m2q , wheremq is
the maximal ideal of OC,q and
α⊗ k : H0(Qn) ≃ pi∗pi∗(L
n)⊗ k −→ F ⊗ k ≃ Qn ⊗OC,q/m
2
q
is the restriction. If nd > 2g, by 3.10 we can conclude that α is surjective. In this case in what follows
setW = J acd,g and Y = ∅. If nd ≤ 2g we want to find an open substack W of J acd,g over which α
is surjective. If dn = 2g and g ≥ 3 consider the map
β : Mg,1 −→ J acdn,g, (C −→ S, σ) 7−→ (C,OC (2σ)⊗ ωC/S)
while if dn = 2g − 1 and g ≥ 4 the map
β : Mg,1 ×Mg Mg,1 −→ J acdn,g, (C −→ S, σ, τ) 7−→ (C,OC (2σ − τ)⊗ ωC/S)
In both cases denote by Y ′ the closed substack of J acdn,g whose topological space is the closure of
the image of β, Y = n−1(Y ′) where n : J acd,g −→ J acdn,g is the elevation to the n-th power and
W = J acd,g −Y .
We will denote by −W the restriction to W . We want to prove that αW is surjective and we can
check this on the geometric points of CW . Given (C,Q, q) ∈ CW(k), where k is an algebraically closed
field, by 3.10 the cokernel of α ⊗ k is H0(T ) where T = Q−n ⊗ OC(2q) ⊗ ωC . Notice that T has
degree −dn + 2g. Assume by contradiction H0(T ) 6= 0. If dn = 2g then T ≃ OC and therefore
n(C,Q) ≃ β(C, q) which is not the case by construction of W . Finally if dn = 2g − 1 then by 1.11
there exists q′ ∈ C such that T ≃ OC(q′), which means n(C,Q) ≃ β(C, q, q′) and it is again not
possible by construction.
We want to prove that (Zd,g,n)W is irreducible. Since J acd,g and C are integral and the vector bundle
associated with pi∗pi∗(Ln) is V×J acd,g C, the kernel Z of αW is an integral closed substack of (V×J acd,g
C)W . Let Ẑ be the image of Z via the projection (V ×J acd,g C)W −→ VW . We want to prove that
(Zd,g,n)W = Ẑ ∩ U topologically. This will imply the irriducibility of (Zd,g,n)W .
In what follows k will be an arbitrary algebraically closed field. The objects of Z(k) are tuples
(C,Q, q, s) ∈ (V ×J acd,g C)W(k), where q ∈ C(k) and s ∈ Q
n, such that vq(s) ≥ 2, where vq
denotes the valuation in q. Thus the objects of (Ẑ ∩ U)(k) are triples (C,Q, s) ∈ UW(k) for which
there exists q ∈ C(k) such that vq(s) ≥ 2. The result then follows from the following remark. If
(C,Q, s) ∈ U(k) then the zero locus Z(s) ⊆ C of s is étale over k if and only if for all q ∈ C(k) the
ring OC,q/sq(≃ OZ(s),q) is either 0 or k, that is if and only if for all q ∈ C(k) we have vq(s) < 2.
If dn > 2g, so that W = J acd,g, then (Zd,g,n)W = Zd,g,n is irreducible as required. So assume
2g − 2 < dn ≤ 2g and g ≥ 2. Denote by f : U −→ J acd,g the structure map. Topologically we have
Zd,g,n ⊆ (Zd,g,n)W ∪ f
−1(Y)
where the closure is taken inside U . If Zd,g,n = U (which a posteriori will not be the case) there is
nothing to prove. Otherwise, since Zd,g,n 6= ∅, by 1.7 the equality Zd,g,n = (Zd,g,n)W follows from
dimU − dim f−1(Y) ≥ 2, which we are going to prove. Thanks to 3.6 the map U
f
−→ J acd,g
n
−→
J acdn,g has constant relative dimension. Moreover n−1(Y ′) = Y and, by 1.6, we get
dimU − dim f−1(Y) = dimJ acdn,g − dimY
′
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If dn = 2g set M = Mg,1, while if dn = 2g − 1 set M = Mg,1 ×Mg Mg,1. Let us also write
δ : J acdn,g −→ PicdnMg,1/Mg for the natural map, and γ = δ ◦ β. SinceM and Pic
dn
Mg,1/Mg
are proper
overMg and they are Deligne-Mumford stacks we can conclude that γ(M) is closed and, by 1.8, that
dim γ(M) ≤ dimM
Since δ : J acdn,g −→ PicdnMg,1/Mg is a Gm-gerbe we also have δ
−1(γ(M)) = Y ′, so that, by 1.6,
dimJ acdn,g − dimY
′ = dim PicdnMg,1/Mg − dim γ(M) ≥ g + dimMg − dimM
Since dimM = 1+dimMg if dn = 2g and dimM = 2+dimMg if dn = 2g− 1 we get the desired
formula. 
When dn ≤ 2g − 2 it is not clear whether Zd,g,n is irreducible or not. The main technical issue here
is that Vd,g,n −→ J acd,g is no longer a vector bundle and Ud,g,n −→ J acd,g may not be surjective.
When dn > 2g − 2 we have shown above that the stack Zd,g,n is irreducible except in the following
cases: g = 1 and (d, n) = (1, 2); g = 2 and (d, n) ∈ {(1, 4), (2, 2), (1, 3)}; g = 3 and (d, n) = (1, 5).
In the remaining part of the section we work out the case g = 1, d = 1 and n = 2 (so that dn = 2g). As
claimed in 3.2, (4) we will see that Z1,1,2 is reducible. In the other cases just listed, it is again not clear
whether Zd,g,n is irreducible or not.
Lemma 3.11. Assume p 6= 2. Let C −→ S be a curve over an algebraic stack with a section τ and
denote by W the zero locus of 1 ∈ OC(2τ) in C. Then ρ : W −→ S is a degree 2 cover. Moreover τ
factors trough W and the induced map ρ∗OW −→ OS is trρ∗OW /2, where tr denotes the trace map,
and its kernel is a square zero ideal.
Proof. The map ρ : W −→ S is a degree 2 cover thanks to 1.11 and the section S −→ C factors
throughW by definition of this last space. Denote by ψ : ρ∗OW −→ OS the induced map. SinceMg,1
is reduced, we can assume S = Spec k, where k is an algebraically closed field. In this case the result
follows because ρ∗OW = k[x]/(x2). 
Proof of theorem 3.2, (4). If we denote by E the universal curve overM1,1, we are going to show that
there is a µ2-gerbe Z1,1,2 −→ E [2]. Since this last group is a disjoint union of two irreducible com-
ponents and gerbes are geometrically irreducible, we will conclude that Z1,1,2 is also a disjoint union
of two irreducible components. We will then study the component over the zero section of E [2] and
represent it as zero locus of a section of an invertible sheaf.
Set E = C for the universal curve of U1,1,2. The canonical cover H1,1,2 −→ U1,1,2 of U1,1,2 has
degree 2. By standard theory of double covers it is given by an invertible sheaf T over U1,1,2 and a
section r ∈ T 2, so thatH1,1,2 = SpecA where A = OU1,1,2 ⊕T
−1. By an easy local computation, the
discriminant section of the canonical cover coincides, up to an invertible element, with r and therefore
Z1,1,2 is the zero locus of r. Set Z = Z1,1,2. We will use the symbol −Z for base changes along
Z −→ U1,1,2. For instance EZ is the universal curve over Z with universal invertible sheaf LZ . Since
rZ = 0 we have (T
−1
Z )
2 = 0 in AZ . Therefore the projection AZ −→ OZ is a ring homomorphism
and thus induces a section Z −→ HZ and therefore a section τ : Z −→ EZ . This yields a unique map
OEZ (τ) −→ L
2
Z that sends 1 to s and therefore a section s
′ ∈ N = L2Z ⊗ OEZ (−τ). Since s
′ is non
zero on the geometric fibers of piZ : EZ −→ Z , by 1.11 there exists another section τ ′ : Z −→ EZ
and an isomorphism OEZ (τ
′) ≃ N sending 1 to s′. Since the cover (H1,1,2)Z −→ Z is topologically
an homeomorphism, the sections τ and τ ′ coincide on the geometric fibers of piZ . Since Z is reduced
thanks to 3.2, (2), we can conclude that τ = τ ′. Moreover the induced isomorphism OEZ (2τ) −→ L
2
Z
sends 1 to s.
Define Z ′ as the stack of tuples (E,G, τ˜ , λ) where E is a genus one curve over S, G is a degree 0
invertible sheaf over E, τ˜ is a section of E and λ : G2 −→ OE is an isomorphism. Discussion above
shows that we have a map Z −→ Z ′ which sends (E,Q, s) to (E,G, τ˜ , λ) where τ˜ is induced by the
section τ : Z −→ EZ , G = Q⊗OE(−τ˜) and the isomorphism λ is the base change of the isomorphism
OEZ (2τ) −→ L
2
Z . Conversely we can define a map Z
′ −→ Z by sending (E,G, τ˜ , λ) to (E,Q, s)
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where Q = G ⊗ OE(τ˜) and s is the image of 1 under the isomorphism
OE(2τ˜ ) ≃ G
2 ⊗OE(2τ˜ ) ≃ Q
2
By 3.11 we see that the last functor is well defined and that the composition Z ′ −→ Z −→ Z ′ is
equivalent to the identity. Conversely the composition Z −→ Z ′ −→ Z is equivalent to the identity
because the map OEZ (2τ) −→ L
2
Z sends 1 to s.
We define the map
Z ′ E [2]
(E,G, τ˜ , λ) (E, τ˜ , [G])
p
where we identify E with Pic0
E/M1,1
(see 2.11), which is easily seen to be a µ2-gerbe.
Now we prove that E [2] is a disjoint union of two irreducible components, one being the zero section
M1,1 −→ E [2]. First of all, since E [2] is étale, the zero section is a connected component of E [2]. So we
need to prove that the complement H is irreducible as well. But H −→M1,1 is an étale degree 3 cover
and thus, ifH is not connected (and therefore irreducible being smooth), it should have a section, which
is not the case thanks to 2.18 and 2.19.
Since p : Z ′ −→ E [2] is a µ2-gerbe and thus has irreducible fibers, we can conclude that Z ′ ≃ Z
is a disjoint union of two irreducible substack, one of which is Z0 = p−1(M1,1). We identify Z ′ with
Z and we are going to write Z0 as the zero locus of a section of the invertible sheaf in the statement.
So with an object (E,Q, s) ∈ Z are associated a section τ˜ of E, base change of τ : Z −→ EZ and an
isomorphism OE(2τ˜ ) −→ Q2 sending 1 to s, base change of the isomorphism OEZ (2τ) −→ L
2
Z . The
objects of Z0 are the triples (E,Q, s) ∈ Z(S) such that Q and OE(τ˜ ) differ by an invertible sheaf from
the base S, that is [Q] = [OE(τ˜)] in Pic1E/S . Since L is an invertible sheaf of degree 1 on E , R = pi∗L
is an invertible sheaf by 1.10 and there exists a unique section σ : U1,1,2 −→ E with an isomorphism
L ≃ OE(σ) ⊗ pi
∗R by 2.11.
LetW be the zero locus in E of the section 1 ∈ OE (2σ). The induced mapW −→ U1,1,2 is a degree
2 cover by 3.11. Tensoring the exact sequence defining OW by L2, we get an exact sequence
0 −→ pi∗R2
α
−→ pi∗R2 ⊗OE(2σ) ≃ L
2 −→ OW ⊗ L
2 −→ 0
where α(x) = x⊗ 1. Applying pi∗ and taking into account 1.10 we get an exact sequence
0 −→ R2
pi∗α−−→ pi∗L
2 −→ pi∗(OW ⊗ L
2) −→ R1 pi∗(pi
∗R2) −→ 0
of locally free sheaves on U1,1,2. Note that the exact sequence on E satisfies base change for pi∗. Set
N = Coker(pi∗α). This is an invertible sheaf and applying the determinant we see that it coincides with
the invertible sheaf in the statement. The section s ∈ pi∗L2 induces a section t ∈ N and we claim that
its zero locus is exactly Z0. This will conclude the proof. Let χ = (E
f
−→ S,Q, s) ∈ U1,1,2. We will
denote by−χ the base change along the corresponding map S −→ U1,1,2. For instance Lχ = Q, f = piχ
and, with abuse of notation, sχ = s. We have that tχ = 0 if and only if sχ ∈ Im(f∗αχ) ⊆ f∗Q2 if and
only if s ∈ Im(αχ) ⊆ Q2. So tχ = 0 if and only if the square of the isomorphism Q ≃ f∗Rχ⊗OE(σχ)
sends s to a section of the form x⊗ 1. We want to show that those are exactly the objects of Z0, that is
tχ = 0 if and only if χ ∈ Z0.
If χ ∈ Z0, we have [Q] = [OE(σχ)] = [OE(τ˜)] in Pic1E/S , which implies σχ = τ˜ by 2.11. More-
over we have an isomorphism OE(2τ˜ ) ≃ Q2 sending 1 to s. We can conclude observing that all the
isomorphisms OE(2τ˜ ) −→ OE(2τ˜ )⊗ f∗R2 send 1 to a section of the form 1⊗ x.
Assume now tχ = 0, so that s ∈ Q2 corresponds to a section x⊗1 ∈ f∗R2χ⊗OE(2σχ). If x ∈ f
∗R2χ
does not generate this sheaf, then the zero locus of s ∈ Q2 inside E cannot be a cover of S, because it
will have non zero dimensional fibers, contradicting the fact that χ ∈ U1,1,2. So f∗R2χ ≃ OE , and the
zero locus of s in E is the base change ofW ⊆ E , the zero locus of 1 ∈ OE(2σ). Taking into account
3.11, this shows that χ ∈ Z . It also implies that τ˜ = σ, so that [Q ⊗ OE(−τ˜)] = 0 in Pic0E/S . This
exactly means that χ ∈ Z0, as required. 
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4. STACKS OF UNIFORM CYCLIC COVERS AND THEIR PICARD GROUPS.
In this section we work over a field of characteristic p ≥ 0 and we fix a non negative integer g and a
positive integer n with n ≥ 2.
Definition 4.1. Let Y be a scheme. A uniform cyclic cover of degree n of Y is a map f : X −→ Y
together with an action of µn on X such that for all q ∈ Y there exists an affine open neighborhood
U = SpecR of q, an element h ∈ R and a µn-equivariant isomorphism of U -schemes f−1(U) ≃
SpecR[x]/(xn − h), where the right hand side is given the action for which degx = 1.
Uniform cyclic covers of degree n form a stack that we denote by UCn.
Notice that uniform cyclic covers of degree n are covers of degree n and can be seen as a gener-
alization of double covers when p 6= 2. The definition of uniform cyclic covers in [AV04] is slightly
different from our, because in 4.1 we do not require that h is a non zero divisor. The reason is that this is
automatic for uniform cyclic covers between schemes smooth on a common base and that, avoiding this
restriction, uniform cyclic covers are stable by base change.
Definition 4.2. Let h be a natural number. We denote by Bh,g,n the stack of triples (D,C, f) where
D −→ S is a genus h curve, C −→ S is a genus g curve and f : D −→ C is a uniform cyclic cover of
degree n.
We define the number d(h, g, n) = 2h+n(1−g)−1n(n−1) , so that h = 1 + n(g − 1) +
n(n−1)
2 d(h, g, n).
The aim of this section is to describe Bh,g,n and compute its Picard group, at least for h≫ g. We start
by describing explicitly uniform cyclic covers.
REMARK 4.3. Let Yn be the stack parametrizing pairs (L, s) where L is an invertible sheaf and s ∈ Ln.
There is an equivalence Yn −→ UCn that maps (L, s) ∈ Yn(S) to
X = SpecA −→ S where A = OS ⊕ L
−1 ⊕ · · · ⊕ L−(n−1)
where µn acts on A via the given grading and the equivariant algebra structure on A is obtained as
follows: given 0 ≤ u, v, z < n such that z ≡ u+ n mod (n) the multiplication is
(L−u ⊗L−v −→ L−z) ≃
{
L−u−v
id
−→ L−z if u+ v < n
L−u−v ≃ L−z ⊗ L−n
id⊗s
−−−→ L−z if u+ v ≥ n
A quasi inverse Λ: UCn −→ Yn is obtained as follows. Given a uniform cyclic cover f : X −→ S of
degree n, the group µn acts on f∗OX . The degree 1 part of f∗OX is an invertible sheaf on S and we set
L for its dual. Since the multiplication f∗OX ⊗ f∗OX −→ f∗OX is µn-equivariant, we get a map from
L−n to the degree 0 part of f∗OX , which is OS . This yields a section s ∈ Ln.
Proposition 4.4. Let h be a natural number and set d = d(h, g, n). If d /∈ N then Bh,g,n = ∅. If d ∈ N
the functor (see 4.3 for the notation)
Bh,g,n Ud,g,n
(D,C, f) (C,ΛC (f))
ψh,g,n
is well defined and an open immersion. If h > n(g − 1) + 1 the image of ψh,g,n is the complement of
Zd,g,n in Ud,g,n, which is the étale locus of the canonical cover Hd,g,n −→ Ud,g,n. If h = n(g − 1) + 1
and g ≥ 1 the image of ψh,g,n is the substack of U0,g,n of triples (C −→ S,Q, s) such thatQ, . . . ,Qn−1
are not trivial on the geometric fibers of C −→ S.
Proof. Let (D,C, f) ∈ Bh,g,n(k), where k is an algebraically closed field, and set (Q, s) = ΛC(f), so
that
f∗OD ≃ OC ⊕Q
−1 ⊕ · · · ⊕ Q−(n−1)
Since D is integral and connected we get dimk H0(Q−i) = 0 for i = 1, . . . , n − 1. By Riemann-Roch
it follows that dimk H1(Q−i) = idegQ+ g − 1 and therefore
dimk H
1(f∗OD) = h = n(g − 1) + 1 + (degQ)n(n− 1)/2
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In particular degQ =∈ Z. On the other hand s cannot be zero sinceD is smooth and therefore degQ ≥
0. In conclusion we see that Bh,g,n = ∅ if d /∈ N, and that ψh,g,n is well defined if d ∈ N.
From now on we assume d ∈ N. From 4.3 it follows that ψh,g,n is fully faithful.
Given (C −→ S,Q, s) ∈ Ud,g,n we have to check under what conditions the total space of the unifor
cyclic cover D −→ C associated with (Q, s) (see 4.3) is a smooth curve of genus h over S. It is easy to
see that everything follows from the case S = Spec k, where k is an algebraically closed field. Assume
d > 0. We have H0(Q−i) = 0 for i > 0, which tells us that D is connected and, by definition of d, that
dimk H1(OD) = h. The result then follows because the schemeD is regular if and only if the zero locus
of s ∈ Qn is étale over k. This can be checked locally using that if (R,mR) is a DVR and h ∈ R then
R[x]/(xn − h) is regular if and only if h /∈ m2R.
Now assume d = 0. By 3.5 the map s : OC −→ Qn is an isomorphism. In particular D −→ C
is a µn-torsor and therefore D is smooth. Moreover D is connected if and only if H0(Q−i) = 0 for
i = 1, . . . , n − 1, in which case has exactly genus h by definition of d. Since Q has degree 0 we have
that H0(Q−i) 6= 0 if and only if Qi ≃ OC , which concludes the proof. 
Proposition 4.5. Let h be a natural number with d = d(h, g, n) ∈ N. Then Bh,g,n is a non empty
algebraic stack of finite type and if nd > 2g − 2 or p ∤ n then Bh,g,n −→Mg is smooth and surjective.
Proof. Let k be an algebraically closed field. We are going to prove that Bh,g,n 6= ∅ and, if dn > 2g − 2
or p ∤ n, that Bh,g,n −→Mg is surjective. All the other claims follow from 3.3, 3.7 and 4.4
Assume d > 0. By 4.4 we have Bh,g,n = Ud,g,n − Zd,g,n. Moreover by 3.7 there is a surjective map
Ud,g,n − Zd,g,n −→ Und,g,1 − Znd,g,1. We can conclude that Bh,g,n −→Mg is surjective because if C
is a genus g curve over k and p1, . . . , pnd are distinct rational points then (C,OC (p1 + · · ·+ pnd), 1) ∈
(Und,g,1 −Znd,g,1)(k).
Assume d = 0 and let C be a genus g curve over k. We have g ≥ 1 because if g = 0 then h = 1−n <
0. By 4.4 the fiber of Bh,g,n −→Mg over C ∈ Mg(k) is not empty if and only if PicC has an element
of order n. If p ∤ n this is always the case thanks to 1.12. If p | n we have to show that this holds when
C is general. We can assume n = ql for some prime q. If q 6= p then PicC has an element of order n
by 1.12. Assume p = q. By [FvdG04, Theorem 2.3] when C is general there exists an invertible sheaf
T on C of order p. Since [pl−1] : Pic0C −→ Pic
0
C is surjective by 1.12, there exists Q ∈ PicC such that
Qp
l−1
≃ T . It is easy to check that Q has order exactly pl = n. 
The following result explains the relation between PicBh,g,n and PicJ acd(h,g,n),g.
Proposition 4.6. Let h be a natural number such that d = d(h, g, n) ∈ Z and nd > 2g − 2 and
let pi : C −→ J acd,g be the universal curve and L be the universal invertible sheaf on C. Set also
T = (det pi∗(L
n ⊗ ωpi))
2 ⊗ (det pi∗ωpi)
−2. Then the map Bh,g,n −→ J acd,g induces a surjective
morphism
γ : (PicJ acd,g)/〈T 〉 −→ PicBh,g,n
If Zd,g,n is integral then γ is an isomorphism. If h = n = 2, g = 1 (so that d = 1) and p 6= 2 then the
kernel of γ is generated by (pi∗L)2 ⊗ (pi∗ωpi)−2.
If g = 0, with notations from 2.6, then T ≃ L2n(nd−1)0 if d is even, T ≃ L
n(nd−1)
0 if d is odd.
If g = 1 and p ∤ d then T ≃ (detpi∗L)2n
2
⊗ (pi∗ωpi)n(dn+d−2n). If g ≥ 2 and p = 0 then T ≃
(det pi∗ωpi)
−2n2 ⊗ dpi(L)
n(n−1) ⊗ (detpi∗(L ⊗ ωpi))
n(n+1).
Proof. Notice that we must have d ≥ 1, otherwise g = 0, d = 0 and h = 1−n ≤ −1. The stack J acd,g
is smooth and irreducible by 2.2. Moreover Vd,g,n −→ J acd,g is a vector bundle of rank nd+1− g and
Ud,g,n is the complement of the zero section in Vd,g,n by 3.3. Notice that rkVd,g,n = nd + 1 − g ≥ 2
using that nd ≥ max{2, 2g − 1}. Thus Ud,g,n is smooth and integral and, by 1.9, we can conclude
that the map Ud,g,n −→ J acd,g induces an isomorphism on Picard groups. By 4.4 and 4.5 we have
Bh,g,n = Ud,g,n −Zd,g,n 6= ∅, while by 1.9 and 3.2 the map γ is well defined, surjective and, if Zd,g,n is
integral, an isomorphism. The claim about the case h = n = 2, g = 1 and p 6= 2 follows again by 1.9
and 3.2.
The expressions for T in the last part of the statement follow by a direct computation from 2.6, 2.9
and 2.5 respectively. 
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(Proof of Theorem A, except the case of B1,1,2). The first part of the statement follows from 4.4 and 4.5.
By construction L is the universal invertible sheaf on C with respect to the map Bh,g,n −→ J acd,g .
We first consider the case g = 1 and h = n = 2. By 2.9 and 4.6 the group PicB2,1,2 is generated by
α = pi∗L and β = pi∗ωpi with relations 8α = 2β, 2α = 2β and 12β = 0. Those relations are equivalent
to 6β = 0 and 2α = 2β, which yields PicB2,1,2 ≃ Z/6Z× Z/2Z.
In all the other cases we have that nd > 2g−2 and that Zd,g,n is integral by 3.2. In particular the map
γ defined in 4.6 is an isomorphism. Using 4.6 the description of PicBh,g,n with generators and relations
follows from 2.6 for g = 0, 2.9 for g = 1 and 2.5 for g ≥ 2.
We now deal with the description as abstract groups. For g = 0 the result is clear.
Consider now the case (2), that is g = 1 and nd > 2. Set A = n(dn + d − 2n) and notice that
2 | A. The group H = PicBh,1 is isomorphic to Z2/〈(0, 12), (2n2 , A)〉. The element (0, 4) has order
3 in H . A direct check shows that the map φ : H −→ Z/3Z given by φ(0, 1) = 1 and φ(1, 0) = x,
where x = 0 if 3 | n and x = A/n2 otherwise, is well defined because 3 | n implies 3 | A. Since
φ(0, 4) = 1 we obtain H ≃ Z/3Z × G where G = H/〈(0, 4)〉. We have G = Z2/〈(0, 4), (2n2 , A)〉.
If 4 | A then G ≃ Z/4Z × Z/2n2Z. So assume A ≡ 2 mod (4). The map ψ : G −→ Z/2Z given
by ψ(u, v) = v is well defined. Moreover (n2, 1) has order 2 in G and ψ(n2, 1) = 1. We obtain
G = Z/2Z× Z2/〈(0, 4), (n2 , 1)〉. It is now easy to check that the last factor is cyclic of order 4n2.
Consider now the case (3) and set x = (1, 0, 0) ∈ Z3. Then PicBh,g,n is isomorphic to the group H
quotient of Z3 by the relations (−2n2, n(n + 1), n(n − 1)) and, if g = 2, 10x. Set l = 10 if g = 2
and l = 0 otherwise. It is easy to see that 〈x〉 ≃ Z/lZ. A direct computation shows that the map
ψ : H −→ Z/lZ given by ψ(u, v, z) = u+ v+ z is well defined. Since ψ(x) = 1 we can conclude that
H ≃ Z/lZ ×G, where G = H/x ≃ Z2/〈(n(n + 1), n(n − 1))〉. Set m for the great common divisor
of n(n+1) and n(n− 1). An easy computation shows thatm = n if n is even andm = 2n is n is odd.
Let α, β ∈ Z such that αn(n+ 1) + βn(n− 1) = m. Consider the map
φ =
(
α β
−n(n−1)m
n(n+1)
m
)
: Z2 −→ Z2
By construction φ is an isomorphism because detφ = 1. Moreover φ(n(n+1), n(n−1)) = (m, 0) and
therefore G ≃ Z2/〈(m, 0)〉 ≃ Z/mZ× Z as required. 
In the remaining part of this section we will deal with the case of B1,1,2. As pointed out at the begin-
ning, this case is peculiar and needs a variation of the methods used for higher genera. Nevertheless, the
steps in the computation of PicB1,1,2 are very similar to the ones in the computation of PicBh,1,n, for
h≫ 0.
In what follows we consider g = 1 and assume that p ∤ 6. We denote by M˜1,2 the universal curve
overM1,1, which is the moduli stack of triples (E, σ1, σ2) where E is a genus one curve and σ1, σ2 are
sections. The map M˜1,2 −→M1,1 is the functor that forgets the second section.
Proposition 4.7. The functor
M˜1,2 J ac0,1
(E, σ1, σ2) (E,OE(σ2 − σ1))
is an epimorphism in the fppf topology and it is a section of the functor
J ac0,1 M˜1,2
(E,Q) (Pic0E/S , [OE ], [Q])
Proof. The second part of the statement follows from 2.11. For the first one let (E,Q) ∈ J ac0,1. We
can assume that E has a section σ1. Again by 2.11, [Q] = [OE(σ2 − σ1)], for some section σ2 of E,
which means that Q and OE(σ2 − σ1) are fppf locally isomorphic. 
Definition 4.8. We define the group functor G0 over M˜1,2 as the group G obtained as in 2.14 with
respects to the maps defined in 4.7.
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Proposition 4.9. An element of G0(S
(E,σ1,σ2)
−−−−−−→ M˜1,2) is a pair (f, λ) where f : (E, σ1) −→ (E, σ1)
is a translation and λ : OE(σ2 − σ1) −→ OE(f(σ2) − f(σ1)) is an isomorphism. Moreover we have
an exact sequence
(f, λ) f(σ1)
0 Gm G0 E 0
µ (id, µ)
in the Zariski topology of Sch/M˜1,2, where E −→ M˜1,2 is the universal curve. In particular G0 is
smooth over M˜1,2.
Proof. By definition, an element of G0(S
(E,σ1,σ2)
−−−−−−→ M˜1,2) is a pair (f, λ) where f : E −→ E is an
isomorphism such that f∗ : Pic0E/S −→ Pic
0
E/S is the identity and λ : OE(σ2 − σ1) −→ OE(f(σ2) −
f(σ1)) is an isomorphism. As in the proof of 2.16, f∗ = id means that f is a translation. In particular
the sequence in the statement is well defined and, since pi∗Gm,E ≃ Gm, it is exact in the first two terms.
It remains to prove that G0 −→ E is a Zariski epimorphism. This will also imply that G0 is locally a
product of Gm and E and therefore smooth. Let (E, σ1, σ2, δ) ∈ E and t be the translation by δ, so that
t(σ1) = δ. Since t is a translation we have
[OE(σ2 − σ1)] = [OE(t(σ2)− t(σ1))] in Pic
0
E/S
which means that the sheaves differ from an invertible sheaf coming from the base thanks to 1.10.
So Zariski locally we get an isomorphism λ : OE(σ2 − σ1) −→ OE(t(σ2) − t(σ1)) and therefore
(t, λ) ∈ G0(E, σ1.σ2)) is mapped to (E, σ1, σ2, δ). 
Lemma 4.10. Let X be a smooth algebraic stack, Y
p
−→ X be a Gm-torsor and L be the invertible
sheaf over X corresponding to it. Then we have an exact sequence
Z
L
−→ PicX
p∗
−→ PicY −→ 0
Proof. The stack Y and the line bundle Y ′ −→ X corresponding to L can be seen as the relative sheaves
IsoX (OX ,L) and HomX (OX ,L)
on Sch/X respectively. Denote by q : Y ′ −→ X the structural morphism. The stack Y is the open
substack of Y ′ whose complement Z is the zero section of Y ′ −→ X . The stack Z is integral since X is
so and it is the zero locus of the universal section of q∗L. The result then follows from 1.9. 
In what follows we denote by F the complement of the zero sectionM1,1 −→ M˜1,2 in M˜1,2[2].
Proposition 4.11. The composition B1,1,2 −→ J ac0,1 −→ M˜1,2 has image in F . The induced map
B1,1,2 −→ F yields an isomorphism on Picard groups and factors as a Gm-torsor B1,1,2 −→ BF G0
followed by the projection BF G0 −→ F .
Proof. Set X = BF G0. By 2.14 and 4.7, we see that J ac0,1 ≃ BM˜1,2 G0. In particular X can be
seen as the closed substack of J ac0,1 of pairs (E,Q) such that (Pic0E, [OE ], [Q]) ∈ F . By 4.4 we
see that the forgetful map B1,1,2 −→ X is a Gm-torsor corresponding to the invertible sheaf pi∗(L2),
where pi : E −→ X is the universal curve and L is the universal invertible sheaf over it. Notice that X is
smooth because it is an open substack of J ac0,1, which is smooth thanks to 2.2. In particular from 4.10
the pull-back of B1,1,2 −→ X induces an isomorphism
PicB1,1,2 ≃ PicX/〈pi∗(L
2)〉
Moreover from 1.2, we have PicX = PicF ⊕ G∨0 . We are going to show that G
∨
0 ≃ Z and that the
component of pi∗(L2) in PicX with respect to G∨0 generates this last group. This will imply that the
composition of pull-backs PicF −→ PicX −→ PicB1,1,2 is an isomorphism.
Taking into account 4.9, the inclusion Gm −→ G0 yields a map α : G∨0 −→ G
∨
m ≃ Z whose kernel is
the group of characters of the universal curve E˜ of F . If φ : E˜ −→ Gm is such a homomorphism, φ−1(1)
is a closed substack of E˜ and, by checking on the geometric fibers, we see that they are topologically
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equal. Since E˜ is reduced we can conclude that φ is trivial and therefore that α is injective. As in the
proof of 2.20, considering the functor
BF Gm X
(E
pi
−→ S, σ1, σ2,Q) (E,OE(σ2 − σ1)⊗ pi
∗Q)
and the expression
pi∗[(OE(σ2 − σ1)⊗ pi
∗Q)2] ≃ pi∗(OE(2σ2 − 2σ1))⊗Q
2
we see that pi∗(L2) is sent to 2 by the map PicX ≃ PicF ⊕ G∨0
id⊕α
−−−→ PicF ⊕ G∨m −→ G
∨
m = Z.
In particular 2Z ⊆ Imα and we need to prove that those groups are equal, or, equivalently, that α is
not an isomorphism. Assume by contradiction that α is an isomorphism. This exactly means that the
map Gm −→ G0 has a section. Thus also the map G0 −→ E˜ has a section. Since this last map is a
Gm-torsor, we can rephrase this saying that the invertible sheaf over E˜ corresponding to G0 is trivial.
We are going to compute this sheaf and prove that it is not trivial. Given (E
pi
−→ S, σ1, σ2, σ3) ∈ E˜ and
denoted by t : (E, σ1) −→ (E, σ1) the translation by σ3, so that t(σ1) = σ3, the invertible sheaf K over
E˜ corresponding to G0 is given by the following calculation
IsoE(OE(σ2 − σ1),OE(t(σ2)− t(σ1)) ≃ IsoE(OE(σ2 + σ3 − σ1),OE(t(σ2)))
≃ IsoS(pi∗OE(σ2 + σ3 − σ1),OS) ≃ pi∗OE(σ2 + σ3 − σ1)
∨
where we have used that pi∗OE(t(σ2)) ≃ OS by 1.11. Using 2.12 twice we also have
pi∗OE(σ2 + σ3 − σ1)
∨ ≃ σ∗1OE(σ2)⊗ σ
∗
1OE(σ3)⊗ σ
∗
3OE(−σ2)⊗ pi∗ωpi
Given an elliptic curve E over an algebraically closed field with origin p1 and p2 ∈ E[2] − {p1}, we
consider the object χ = (E × E
pr2−→ E, σ1, σ2,∆) ∈ E˜(E) where σi = pi × idE : E −→ E × E for
i = 1, 2 and ∆: E −→ E × E is the diagonal. Using isomorphism above, the pull-back of K to E is
given by
σ∗1OE×E(σ2)⊗ σ
∗
1OE×E(∆)⊗∆
∗OE×E(−σ2)⊗ pr2∗ ωpr2 ≃ OE(p1 − p2)
which is not trivial. 
Proposition 4.12. We have PicF ≃ Z/4Z, generated by the invertible sheaf pi∗ωpi, where pi : E −→ F
is the universal curve over F .
Proof. Let k be the base field and set U = SpecR, where R = k[a, b]∆ with ∆ = 4a3 + 27b2 and
ρ : F −→ M1,1 for the structure map, which is an étale degree 3 cover. Since char k ∤ 6, the map
U −→M1,1 given by the general Weierstrass curve
W = Proj(R[x, y, z]/(f)) −→ U where f = y2z − x3 − axz2 − bz3
is a Gm-torsor corresponding to a generator K of PicM1,1, either p∗ωp or its dual, where p : E˜ −→
M1,1 is the universal curve. In particular the base change V = U ×M1,1 F −→ F is the Gm-torsor
corresponding to the pull-back ρ∗K and it coincides withW [2]minus the zero section. By [Sil86, Group
law algorithm 2.3], 2-torsion points are obtained modding out by y and therefore we get
V ≃ Spec k[a, b, x]∆/(x
3 + ax+ b)
In particular V is an open subscheme of A2 = Spec k[a, x] and therefore PicV = 0. By 4.10 we can
conclude that PicF is generated by ω = pi∗ωpi. This is because, if ω′ = p∗ωp, then ρ∗ω′ ≃ ω.
We want to prove that the order r of ω in PicF is exactly 4. Since ω′ has order 12 in PicM1,1 by
2.10, we have
ωr ≃ ρ∗ω′r ≃ OF =⇒ ρ∗OF ≃ ω
′r ⊗ ρ∗OF
det
=⇒ ω′3r ≃ OM1,1 =⇒ 12 | 3r =⇒ 4 | r
Consider now the invertible sheaf T on F given by
T : (E
q
−→ S, σ1, σ2) 7−→ σ
∗
2OE(σ2 − σ1)⊗ σ
∗
1OE(σ1 − σ2)
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SinceOE(σ2−σ1)2 ≃ q∗q∗(OE(σ2−σ1)2) by definition of F and 1.10, we see that T 2 ≃ OF . On the
other hand, since σ1 and σ2 are disjoint, we have σ∗1OE(σ2) ≃ σ
∗
2OE(σ1) ≃ OE and therefore T ≃ ω
2
thanks to 2.12. In conclusion OF ≃ T 2 ≃ ω4 and therefore r = 4. 
(Proof of Theorem A, the case of B1,1,2). By 4.4 L is a degree 0 invertible sheaf on C which is never
trivial on the geometric fibers of C −→ B1,1,2. By Grauert we can conclude that pi∗L = 0, so that
detpi∗L is trivial. The result then follows from 4.11 and 4.12. 
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