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BASES OF RANDOM UNCONDITIONAL CONVERGENCE IN BANACH
SPACES
J. LOPEZ-ABAD AND P. TRADACETE
Abstract. We study random unconditional convergence for a basis in a Banach space. The connec-
tions between this notion and classical unconditionality are explored. In particular, we analyze duality
relations, reflexivity, uniqueness of these bases and existence of unconditional subsequences.
1. Introduction
A series
∑
n xn in a Banach space is randomly unconditionally convergent when
∑
n εnxn converges
almost surely on signs (εn)n (with respect to the Haar probability measure on {−1, 1}N). P. Billard,
S. Kwapien´, A. Pelczyn´ski and Ch. Samuel introduced in [4] the notion of random unconditionally
convergent (RUC) coordinate systems (ei)i in a Banach space, which have the property that the
expansion of every element is randomly unconditionally convergent. Equivalently, a RUC system
(ei, e
∗
i )i in a Banach space satisfies that for a certain constant K and every x in the span of (ei)i
sup
n
∫ 1
0
∥∥∥ n∑
i=1
ri(t)e
∗
i (x)ei
∥∥∥dt ≤ K‖x‖
where (ri) is the sequence of Rademacher function on [0, 1]. For a RUC Schauder basis (en), this is
equivalent to ∫ 1
0
∥∥∥ m∑
i=1
ri(t)ajei
∥∥∥dt ≤ K∥∥∥ m∑
i=1
aiei
∥∥∥
for some constant K independent of the scalars (ai)
m
i=1.
It is therefore natural to consider also bases (or more generally, systems) satisfying a converse
inequality, i.e.
‖x‖ ≤ K
∫ 1
0
∥∥∥ m∑
i=1
ri(t)e
∗
i (x)ei
∥∥∥dt.
These will be called random unconditionally divergent (RUD) and satisfy a natural duality relation
with RUC systems. These two notions, weaker than that of unconditional basis, are the central objects
for our research in this paper.
The search for bases or more general coordinate systems in Banach spaces is a major theme both
within the theory and its applications to other areas (signal processing, harmonic analysis...) A basis
allows us to represent a space as a space of sequences of scalars via the coordinate expansion of
each element. Several interesting properties for bases have been investigated as they provide better,
or more efficient ways, to approximate an element in a Banach space. Recall that a a sequence
(xn) of vectors in a Banach space X is called a basis (or Schauder basis) if every x ∈ X can be
written in a unique way as x =
∑∞
n=1 anxn, where (an) are scalars. It is well-known that this is
equivalent to the fact that the projections Pn(x) =
∑n
i=1 aixi are uniformly bounded. Among bases,
the unconditional ones play a relevant role, as they provide certain extra structure to the space. A basis
(xn) is called unconditional when the corresponding expansions
∑∞
n=1 anxn converge unconditionally.
This is equivalent to the fact that for every choice of signs ǫ = (ǫn) we have a bounded linear operator
Mǫ(
∑∞
n=1 anxn) =
∑∞
n=1 ǫnanxn.
There has been considerable interest in finding unconditional basic sequences in Banach spaces.
Since the celebrated paper of W. T. Gowers and B. Maurey [15], we know that not every Banach space
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contains an unconditional basic sequence. In order to remedy this, weaker versions of unconditionality,
such as Elton-unconditionality or Odell-unconditionality, have been considered in the literature [13,
32]. RUC and RUD bases also provide a weakening of unconditionality so several questions arise in
a natural way. We will study the relation of these two notions with reflexivity in the spirit of the
classical James’ theorem [18], we will investigate the uniqueness of RUC (respectively, RUD) bases
in a Banach space, as in [27], and several other questions related to unconditionality of subsequences
and blocks of a given sequence.
Our approach will begin with some probabilistic observations to illustrate the definition of RUC and
RUD bases. We will see how the two notions are related by duality and that they also complement
each other, in the sense that a basis which is both RUC and RUD must be unconditional. After this
grounding discussion, a list of examples of classical bases which are RUC and/or RUD will be given.
Let us point out a major difference with unconditionality: every block-subsequence of an uncondi-
tional basis is also unconditional, whereas this stability may fail for RUC and RUD bases. Actually,
every separable Banach space can be linearly embedded in a space with an RUC basis (namely, C[0, 1]).
This follows from [34] where it is shown that if a space with a basis contains c0, then it has a RUC
basis.
This fact also provides a justification for the hypothesis in our version of James reflexivity theorem
in this context (Theorem 2.12): Suppose that every block-subsequence of a basis (xn) is RUD, then
(xn) is shrinking if and only if X does not contain a subspace isomorphic to ℓ1. Similarly, if every
block subsequence of (xn) is RUC, then (xn) is boundedly complete if and only if X does not contain
a subspace isomorphic to c0.
Another point worth dwelling on is motivated by the classical theorem of J. Lindenstrauss and A.
Pe lczynski: the only Banach spaces with a unique, up to equivalence, unconditional basis are c0, ℓ1
and ℓ2 [28, 2.b]. In this respect, it was shown in [4] that all RUC bases of ℓ1 are equivalent, and they
must be then unconditional; since it is known that conditional RUC bases of c0 and ℓ2 exist, ℓ1 stands
as the only space with this property. However, the situation for the uniqueness of RUD bases is more
involved. Of course, the standard argument leaves c0 as the only possible candidate, nevertheless,
using a well-known construction of L∞ spaces by J. Bourgain and F. Delbaen [8], we will provide a
RUD basis of c0 which is not equivalent to the unit vector basis. As a consequence, every Banach
space with a RUD basis has another non-equivalent RUD basis.
Let us also recall the first example of a weakly null sequence with no unconditional subsequences
due to B. Maurey and H. P. Rosenthal [31]. It can be seen that this construction also produces an
example of a weakly null sequence with no RUD subsequence (Theorem 4.2). Based on this we can
provide a weakly null RUC basis without unconditional subsequences (Theorem 4.3). Using equi-
distributed sequences of signs, a modification of Maurey-Rosenthal construction can be given to build
a RUD basis without unconditional subsequences (Theorem 4.4). Moreover, this example also shows
that normalized blocks of a RUD basis need not be RUD. Incidentally, the construction of a weakly
null sequence in the space L1 without unconditional subsequences given in [19] by W. Johnson, B.
Maurey and G. Schechtman, can also be taken to be RUD. In fact, it will be shown that on r.i. spaces
which are separated from L∞ (in the sense that the upper Boyd index is finite) every weakly null
sequence has an RUD subsequence (Theorem 5.1).
The research on RUC and RUD bases gives rise to a number of natural questions concerning
unconditionality in Banach spaces. Among them, the fundamental question of whether every Banach
space contains an RUD or an RUC basic sequence remains open.
Throughout the paper we follow standard terminology concerning Banach spaces as in the mono-
graphs [28, 29], and for questions related to probability the reader is referred to [25] and [30].
2. RUC and RUD bases
Definition 1. A series
∑
n xn in a Banach space is randomly unconditionally convergent when∑
n εnxn converges almost surely on signs (εn)n with respect to the Haar probability measure on
{−1, 1}N, or, equivalently, when the series ∑n rn(t)xn converges almost surely with respect to the
Lebesgue measure on [0, 1], where (rn(t))n is the Rademacher sequence in [0, 1].
Since the convergence does not depend on finitely many changes, it follows from the corresponding
0-1 law that either
∑
n εnxn converges a.s. or
∑
n εnxn diverges a.s. (see [21, pp 7] for more details).
Recall the following fact, know as the contraction principle.
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Proposition 2.1. Suppose that
∑
n rn(t)xn converges a.s. Then for every sequence (an)n, supn |an| ≤
1, one has that
∑
n anrn(t)xn also converges a.s. 
Consequently, the sequence (rnxn)n in the Bochner space L1([0, 1],X) is a 1-unconditional basic
sequence.
We recall the corresponding expected value
E
(∥∥∥ m∑
n=1
ǫnxn
∥∥∥) = 1
2m
∑
(ǫn)∈{−1,+1}m
∥∥∥ m∑
n=1
ǫnxn
∥∥∥ = ∫ 1
0
∥∥∥ m∑
n=1
rn(t)xn
∥∥∥
X
dt. (1)
It is shown by J. P. Kahane [21, Theorem 4] that if
∑
n rn(t)xn converges a.s., then E‖
∑
n rn(t)xn‖ <
∞, i.e. the X-vector valued function ∑n rn(t)xn belongs to the Bochner space L1([0, 1],X). The
converse is also true when (xn)n is basic.
Proposition 2.2. Suppose that (xn)n is basic and (an)n is a sequence such that the series
∑
n anrn(t)xn
Bochner-converges. Then
∑
n rn(t)anxn converges almost surely.
Proof. Suppose that (sn(t))n converges to an X-valued Bochner measurable function f , where
sn(t) :=
∑n
i=1 airi(t)xi for every n. This means that
∫ 1
0 ‖sn(t) − f(t)‖X →n 0. Hence, ‖sn(t) −
f(t)‖X →n 0 in probability. It follows that there is a subsequence ‖snk(t) − f(t)‖X →k 0 almost
surely. In particular, (snk(t))k is a Cauchy sequence almost surely. We prove that (sn(t))n is in fact
a Cauchy sequence almost surely: Let
A := {t ∈ [0, 1] : (snk(t))k is a Cauchy sequence}.
By hypothesis, λ(A) = 1. Then (sn(t))n is Cauchy for every t ∈ A: Let C be the basic constant of
(xn)n, and given ε > 0, let kε be such that ‖snk(t) − snl‖ ≤ ε/(2C) for every k, l ≥ kε. Then, using
that (xn)n is C-basic, if nkε ≤ m ≤ n, it follows that
‖sm(t)− sn(t)‖ ≤ 2C‖snkε (t)− snl(t)‖ ≤ ε,
where l is such that nl ≥ n. We have just proved that
∑
n rn(t)anxn converges almost surely to
f(t). 
A complete account on series of the form
∑
n ǫnxn, also referred to as Rademacher averages, can be
found in [25, Chapter 4].
2.1. Definition and basic properties.
Definition 2. A basic sequence (xn)n in a Banach space X is of Random Unconditional Convergence
(a RUC basis in short) when every convergent series
∑
n anxn is randomly unconditionally convergent.
A basic sequence (xn)n of X is called of Random Unconditional Divergence (RUD basis in short)
when whenever a series
∑
n anxn is randomly unconditional, the series
∑
n anxn is convergent, or
equivalently, the only randomly unconditional series
∑
n anxn are the unconditional ones.
It is clear that the definition extends to biorthogonal systems in a natural way. The terminology is
justified by the 0-1 law implying that (xn)n is RUD if and only if for every divergent series
∑
n anxn
the signed series
∑
n εnanxn diverges almost surely. RUC bases are those with the maximal number
of random unconditionally convergent series, while RUD bases are those with the minimal number of
them, only the unconditional ones.
Proposition 2.3. A basic sequence is unconditional if and only if it is RUC and RUD.
Proof. Suppose that (xn)n is a RUC and RUD basic sequence, suppose that
∑
n anxn converges
and let (σn)n be a sequence of signs. We have to prove that
∑
n σnanxn also converges. Suppose
otherwise that
∑
n σnanxn diverges. Since (xn)n is RUC, it follows that
∑
n εnσnanxn diverges a.s. in
(εn)n, or equivalently,
∑
n εnanxn diverges a.s. Since (xn)n is RUC, it follows that
∑
n anxn diverges,
a contradiction. 
RUC sequences were introduced by P. Billard, S. Kwapien´, A. Pelczyn´ski and Ch. Samuel in [4],
where they prove the following quantitative characterization for RUC biorthogonal systems.
Proposition 2.4. For a basic sequence (xn)n in X the following are equivalent.
(a) (xn)n is RUC.
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(b) There is a constant C such that for every n ∈ N and every sequence of scalars (ai)ni=1 one has
that
E‖
n∑
i=1
εiaixi‖ ≤ C‖
n∑
i=1
aixi‖. (2)
In a similar way, we have the following.
Proposition 2.5. Let (xn)n be a basic sequence of X. The following are equivalent.
(a) (xn)n is RUD.
(b) There is a constant C such that for every n ∈ N and every sequence of scalars (ai)ni=1 one has
that
‖
n∑
i=1
aixi‖ ≤ CE‖
n∑
i=1
εiaixi‖. (3)
Proof. Suppose that (xn)n is RUD. This implies that
∑
n anxn converges whenever
∑
n εnanxn a.s.
converges. Let Y be the closed subspace of the Bochner space L1([0, 1],X) spanned by (rn(t)xn)n∈N.
Since (rn(t)xn)n is a 1-unconditional basis of Y , for each n ∈ N, the linear operator Sn : Y → X defined
by Sn(
∑
i airi(t)xi) =
∑n
i=1 aixi is well defined and bounded. Now, for a fixed y =
∑
i airi(t)xi ∈ Y
we know by hypothesis that
∑
i aixi converges; since (xi)i is a basic sequence, with basic constant K,
it follows that
‖Sn(y)‖ = ‖
n∑
i=1
aixi‖ ≤ K‖
∞∑
i=1
aixi‖ (4)
for every n. Hence, by the Banach-Steinhaus principle, it follows that that C := supn ‖Sn‖ <∞, that
is,
‖
n∑
i=1
aixi‖ ≤ C‖
∞∑
i=1
ri(t)aixi‖L1([0,1],X). (5)
For a fixed n, if we replace (ai)i by (bi)i where bi = ai for i ≤ n and bi = 0 otherwise, we obtain the
inequality in (3).
Suppose now that (3) holds for every n and every (ai)
n
i=1. Suppose that
∑
n anxn diverges. If∑
n εnanxn does not diverge a.s., by the 0-1 Law, it converges a.s. Hence, by Kahane’s result, it
follows that E(εi)‖
∑
i εiaixi‖ < ∞, or equivalently,
∑
i airi(t)xi converges in L1([0, 1],X). It follows
that (
∑n
i=1 airi(t)xi)n is a Cauchy sequence. Now, the inequality in (3) implies that (
∑n
i=1 aixi)n is
also Cauchy, a contradiction. 
Remark 1. (a) Sequences that satisfy the inequality in (2) are obviously biorthogonal, and in fact
the characterization in Proposition 2.4 is still valid for biorthogonal sequences.
(b) On the other hand, an arbitrary semi normalized sequence satisfying the inequality in (3) must
have basic subsequences: By applying Rosenthal’s ℓ1 Theorem to (rn(t)xn)n, there are two cases
to consider: suppose first that there is a subsequence (rn(t)xn)n∈M equivalent to the unit basis
of ℓ1. It follows then that there is a subsequence (xn)n∈N equivalent to the unit basis of ℓ1 (see
Proposition 6.2), hence basic. Otherwise, there is a weakly-Cauchy subsequence (rn(t)xn)n∈M .
Since this sequence is 1-unconditional, it must be weakly-null: otherwise, (rn(t)xn)n∈M is not
weakly-convergent, hence it has a basic subsequence (rn(t)xn)n∈N which dominates the summing
basis of c0; since (rn(t)xn)n∈N is unconditional and bounded, it will be equivalent to the unit
basis of ℓ1, so it cannot be weakly-Cauchy. Now from the fact that (rn(t)xn)n∈M is weakly-null
and the inequality in (3) it follows that (xn)n∈M is also weakly-null, and consequently it has a
further basic subsequence.
(c) There is a significant difference if almost everywhere convergence of the series
∑n
i=1 ǫiaixi is
replaced by quasi-everywhere convergence, that is when the set of signs for which the series
converges contains a dense Gδ . This last condition is equivalent to the unconditionality of the
basic sequence (xi)i, as it has been proved by P. Lefevre in [26].
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Definition 2.6. A RUC (RUD) basic sequence (xn)n is C-RUC (C-RUD) when the inequality in (2)
(resp. (3)) holds. The corresponding RUC and RUD constants are defined naturally as
RUC((xn)n) := inf{C > 0 : ‖
n∑
i=1
aiei‖ ≥ 1
C
E
(∥∥∥ n∑
i=1
ǫiaixi
∥∥∥)},
RUD((xn)n)) := inf{C > 0 : ‖
n∑
i=1
aixi‖ ≤ CE
(∥∥∥ n∑
i=1
ǫiaixi
∥∥∥)},
where the infimums are taken over all finite sequences (ai)
n
i=1 of scalars.
It is also clear from the definition is that if (en) is RUC (RUD), then for any choice of scalars λn,
the sequence (λnen) is also RUC (resp. RUD) (with the same constant).
Since we always have the inequalities
min
τn=±1
∥∥∥ m∑
n=1
τnanxn
∥∥∥ ≤ E(∥∥∥ m∑
n=1
ǫnanxn
∥∥∥) ≤ max
τn=±1
∥∥∥ m∑
n=1
τnanxn
∥∥∥ (6)
it follows that the RUC and RUD constants, if they exist, are at least 1. In fact, we have the following
simple characterizations.
Proposition 2.7. Let (xn)n be a basic sequence. The following are equivalent:
1. (xn)n is C-RUC.
2. For any sequence of scalars (an)
m
n=1 we have
min
τn=±1
∥∥∥ m∑
n=1
τnanxn
∥∥∥ ≤ E(∥∥∥ m∑
n=1
ǫnanxn
∥∥∥) ≤ C min
τn=±1
∥∥∥ m∑
n=1
τnanxn
∥∥∥.
Consequently, (xn)n is 1-RUC if and only if (xn)n is 1-unconditional.
Proposition 2.8. Let (xn)n be a basic sequence. The following are equivalent:
1. (xn)n is C-RUD.
2. For any sequence of scalars (an)
m
n=1 we have
E
(∥∥∥ m∑
n=1
ǫnanxn
∥∥∥) ≤ max
τn=±1
∥∥∥ m∑
n=1
τnanxn
∥∥∥ ≤ CE(∥∥∥ m∑
n=1
ǫnanxn
∥∥∥).
Consequently, (xn)n is 1-RUD if and only if (xn)n is 1-unconditional.
In the case of RUC basic sequences, we can always renorm the space to get RUC-constant as close
to one as desired. We do not know if the same is true for RUD basic sequences.
Proposition 2.9. Let (xn) be a RUC basic sequence in X. For every δ > 0 there is an equivalent
norm in X such that (xn) is (1+ δ)-RUC, although there are examples for every δ > 0 of (1+ δ)-RUD
sequences without unconditional subsequences (see Theorem 4.4).
Proof. Without loss of generality, we may assume that (xn)n is a basis of X. Let ‖ · ‖ denote the
norm in X such that for some C > 1
E
∥∥∥∑
n
anεnxn
∥∥∥ ≤ C∥∥∥∑
n
anxn
∥∥∥.
Given δ > 0, let us define a new norm∥∥∥∑
n
anxn
∥∥∥
δ
= E
∥∥∥∑
n
anεnxn
∥∥∥+ δ∥∥∥∑
n
anxn
∥∥∥.
It is clear that
δ‖ · ‖ ≤ ‖ · ‖δ ≤ (C + δ)‖ · ‖,
while we have
E
∥∥∥∑
n
anεnxn
∥∥∥
δ
=E
(
E
∥∥∥∑
n
anεnxn
∥∥∥+ δ∥∥∥∑
n
anεnxn
∥∥∥) = (1 + δ)E∥∥∥∑
n
anεnxn
∥∥∥ ≤
≤(1 + δ)
∥∥∥∑
n
anxn
∥∥∥
δ
.

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The signs-average given above is equivalent (i.e. up to a universal constant) to the following subsets-
average.
E0
(∥∥∥ m∑
n=1
θnxn
∥∥∥) = 1
2m
∑
(θn)∈{0,1}m
∥∥∥ m∑
n=1
θnxn
∥∥∥ = 1
2m
∑
A⊂{1,...,m}
∥∥∥∑
n∈A
xn
∥∥∥.
More precisely,
E0
(∥∥∥ m∑
n=1
θnxn
∥∥∥) ≤ E(∥∥∥ m∑
n=1
ǫnxn
∥∥∥) ≤ 2E0(∥∥∥ m∑
n=1
θnxn
∥∥∥).
It is also natural to consider random versions of symmetric bases. For instance, if Πn denotes the
group of permutations of {1, . . . , n}, and we consider a finite basis (xi)ni=1 and scalars (ai)ni=1, we can
define
Eπ‖
n∑
i=1
aπ(i)xi‖ :=
1
n!
∑
π∈Πn
‖
n∑
i=1
aπ(i)xi‖.
Hence, we say that a basis (xi) is of Random Symmetric Convergence (RSC in short) with constant
C when for every n ∈ N and scalars (ai)ni=1
Eπ‖
n∑
i=1
aπ(i)xi‖ ≤ C‖
n∑
i=1
aixi‖. (7)
Similarly, (xi) is of Random Symmetric Divergence (RSD in short) with constant C when
‖
n∑
i=1
aixi‖ ≤ CEπ‖
n∑
i=1
aπ(i)xi‖ (8)
for every choice of n and scalars (ai)
n
i=1. The research of these notions will be carried out elsewhere.
Recall that given an integer k and a property P of sequences in a given space X we say that
a sequence (xn)n has the k−skipping property P when every subsequence (xni)i of (xn)n has the
property P provided that ni+1 − ni ≥ k.
Proposition 2.10. Let (xn)n∈I be a basic sequence in X, I finite or infinite.
(a) If (xn)n is k-skipping RUD for some k ∈ N, then it is RUD. In fact, suppose that I = P1∪· · ·∪Pk
is a partition of I such that each subsequence (xn)n∈Pi is RUD with constant Ci, i = 1, . . . , k,
then (xn)n∈I is RUD with constant ≤
∑k
i=1Ci.
(b) Suppose that (xn)n is a RUC basis of X. Then every unconditional subsequence of it generates
a complemented subspace of X.
Proof. (a): Suppose that
∑
n rn(t)anxn converges a.s. It follows from the contraction principle that
each
∑
n∈Pi rn(t)anxn, i = 1, . . . , n, is also convergent a.s. Hence each series
∑
n∈Pi anxn converges,
i = 1, . . . , n, and consequently also
∑
n anxn converges. As for the constants: Fix n and scalars (ai)
n
i=1.
Then
‖
n∑
i=1
aixi‖ ≤
k∑
j=1
‖
∑
i∈Pj∩{1,...,n}
aixi‖ ≤
k∑
j=1
CjEε‖
∑
i∈Pj∩{1,...,n}
εiaixi‖ ≤
≤
k∑
j=1
CjEε‖
n∑
i=1
εiaixi‖.
(b): Suppose that (xn)n∈M is unconditional. We claim that the boolean projection
∑
n anxn 7→∑
n∈M anxn is bounded:
‖
∑
n∈M
anxn‖ ≈ Eε‖
∑
n∈M
εnanxn‖ ≤ Eε‖
∑
n
εnanxn‖ . ‖
∑
n
anxn‖.

Corollary 1. Suppose X is a Banach space with an unconditional f.d.d. (Fn)n such that
sup
n
dimFn <∞.
Then X has a RUD basis.
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Proof. Choose for each n a basis (x
(n)
i )i<kn , kn := dimFn with basic constant ≤ C, independent of
n. Then (x
(n)
i )i<kn,n∈N ordered naturally (xj)j is a Schauder basis of X, and it is k-skipping RUD. 
Let us establish now some duality relation between RUC and RUD bases. Recall that a functional
x∗ ∈ X∗ and a function f ∈ L2(0, 1) always define an element in L2((0, 1),X)∗ as follows: for any
g ∈ L2((0, 1),X)
f ⊗ x∗(g) :=
∫ 1
0
〈x∗, g(t)〉f(t)dt.
Proposition 2.11. Let (xn)n be a basis of X.
1. If (xn) is C-RUC then every biorthogonal sequence (x
∗
n) is 2C-RUD.
2. If (x∗n)n is C-RUC, then (xn)n is C ·D-RUD, where D is the basic constant of (xn)n.
Proof. Suppose that (xn) is a RUC basis of the space X with RUC constant C, and let (x
∗
n) ⊂ X∗
be its sequence of biorthogonal functionals.
Now, fix
∑n
i=1 bix
∗
i ∈ X∗, and let x =
∑n
i=1 aixi be such that ‖x‖ = 1 and
n∑
i=1
aibi = 〈x,
n∑
i=1
bix
∗
i 〉 = ‖
n∑
i=1
bix
∗
i ‖.
Since (xn)n is RUC with RUC constant C, it follows from Khintchine-Kahane that
‖
n∑
i=1
airi(t)x
∗
i ‖L2([0,1],X) ≤
√
2‖
n∑
i=1
airi(t)x
∗
i ‖L1([0,1],X) ≤
√
2C‖x‖ =
√
2C.
Hence,
‖
n∑
i=1
biri(t)x
∗
i ‖L1([0,1],X∗) ≥
1√
2
‖
n∑
i=1
biri(t)x
∗
i ‖L2([0,1],X∗) ≥
≥ 1
2C
〈
n∑
i=1
airi(t)xi,
n∑
i=1
biri(t)x
∗
i 〉 =
1
2C
n∑
i=1
aibi =
=
1
2C
‖
n∑
i=1
bix
∗
i ‖
Hence, (x∗n) is RUD with basic constant ≤ 2C.
The proof of (2) is done similarly now observing that the unit sphere of 〈x∗n〉n is 1/D-norming,
where D is the basic constant of (xn)n. 
The corresponding duality result for RUD bases is not true in general (see Example 1). We will
give now a version of James theorem characterizing shrinking and boundedly complete unconditional
basis in terms of subspaces isomorphic to ℓ1 and c0.
Theorem 2.12. Let (xn)n be a basis of a Banach space X.
1. Suppose that every block subsequence of (xn) is RUD. Then (xn) is shrinking if and only if X
does not contain a subspace isomorphic to ℓ1.
2. Suppose that every block subsequence of (xn) is RUC. Then (xn) is boundedly complete if and
only if X does not contain a subspace isomorphic to c0.
Proof. (1) Clearly, if X contains a subspace isomorphic to ℓ1, then ℓ∞ is a quotient of X∗. Thus, X∗
is non-separable, and (xn) cannot be shrinking. Conversely, suppose that (xn) fails to be shrinking.
This means that for some ε > 0 and x∗ ∈ X∗ with ‖x∗‖ = 1 we can find blocks (uj) of the basis (xn)
such that x∗(uj) ≥ ε for every j ∈ N. Since (uj) is RUD, given scalars (aj)mj=1 we have
E
(∥∥∥ m∑
j=1
ǫjajuj
∥∥∥) =E(∥∥∥ m∑
j=1
ǫj |aj |uj
∥∥∥) ≥ C∥∥∥ m∑
j=1
|aj |uj
∥∥∥ ≥ Cx∗( m∑
j=1
|aj |uj
) ≥
≥Cε
m∑
j=1
|aj |.
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Therefore, we have the equivalence
E
(∥∥∥ m∑
j=1
ǫjajuj
∥∥∥) ≈ m∑
j=1
|aj |
which, by a Result of Bourgain in [6] (see also Proposition 6.2 below), implies that there is a further
subsequence (ujk) equivalent to the unit basis of ℓ1.
(2): If X has a subspace isomorphic to c0, then it is easy to see that the basis (xn) cannot be
boundedly complete. Conversely, let us assume that (xn) is not boundedly complete. Thus, there
exist scalars (λn) such that
sup
m
∥∥∥ m∑
n=1
λnxn
∥∥∥ ≤ 1,
but the series ∞∑
n=1
λnxn
does not converge. This means that for some increasing sequence of natural numbers (pk)k∈N and
some ε > 0 we have
uk =
p2k+1∑
j=p2k+1
λjxj,
with ‖uk‖ ≥ ε, for k ∈ N. Hence, since (uk) is a block sequence, then it is RUC, and we have
sup
m
∫ 1
0
∥∥∥ m∑
i=1
ri(t)ui
∥∥∥dt = sup
m
E
(∥∥∥ m∑
i=1
ǫiui
∥∥∥) ≤ C sup
m
∥∥∥ m∑
i=1
ui
∥∥∥ ≤ C <∞.
By a result of Kwapien in [24] (see Theorem 6.1 for more details), (uk) has a subsequence equivalent
to the unit basis of c0. 
Problem 1. Suppose that (xn)n is a basis of X such that every block-subsequence of (xn)n is RUC
(equiv. RUD). Is (xn)n unconditional? More generally, does there exist an unconditional block-
subsequence of (xn)n?
We will see in Section 5 that there exist conditional basis (namely, the Haar basis in L1) such that
every block subsequence is RUD.
2.2. Examples. We will present next a list of examples of classical bases in Banach spaces, illustrating
the notions of RUC and RUD bases. Let us begin with an example of a basis without RUC nor RUD
subsequences.
Example 1. The summing basis (sn) in c0 does not have RUD or RUC subsequences, but its biorthog-
onal sequence in ℓ1 is RUD.
Proof. Recall that the nth term sn of the summing basis is the sequence
sn :=
n∑
i=1
ui = (
(n)︷ ︸︸ ︷
1, . . . , 1, 0, 0, . . . ),
where (un)n is the unit basis of c0. It follows that for any finite subset s of N and any sequence of
scalars (ai)i∈s it holds that ∥∥∥∑
i∈s
aisi
∥∥∥ = max
m∈s
∣∣∣ ∑
i∈s, i≥m
ai
∣∣∣.
We claim that
Eε
(∥∥∥∑
i∈s
ǫiaisi
∥∥∥) ≈ (∑
i∈s
a2i
) 1
2
.
Indeed, we have that
Eε
(∥∥∥∑
i∈s
ǫiaisi
∥∥∥) = ∫ 1
0
max
m∈s
∣∣∣ ∑
i∈s, i≥m
airi(t)
∣∣∣dt.
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Now, Levy’s inequality (cf. [25, 2.3], [30, p. 247]) yields
µ{t ∈ [0, 1] : max
m∈s
∣∣∣ ∑
i∈s, i≥m
airi(t)
∣∣∣ ≥ s} ≤ 2µ{t ∈ [0, 1] : ∣∣∣∑
i∈s
airi(t)
∣∣∣ ≥ s}.
Hence, this fact together with Khintchine’s inequality give that
1√
2
(∑
i∈s
a2i
) 1
2 ≤
∫ 1
0
∣∣∣∑
i∈s
airi(t)
∣∣∣dt ≤ ∫ 1
0
max
m∈s
∣∣∣ ∑
i∈s, i≥m
airi(t)
∣∣∣dt ≤
≤2
∫ 1
0
∣∣∣∑
i∈s
airi(t)
∣∣∣dt ≤ 2(∑
i∈s
a2i
) 1
2
.
In particular, there is no constant K ≥ 1 such that for every finite subset s of a given infinite N ⊆ N
we could have
♯s =
∥∥∥∑
i∈s
si
∥∥∥ ≤ KEε(∥∥∥ m∑
i∈s
ǫisi
∥∥∥) ≤ 2K√♯s,
and there is no constant K ≥ 1 such that for every n1 < · · · < nk in N ,
1 =
∥∥∥ k∑
i=1
(−1)isni
∥∥∥ ≥ 1
K
Eε
(∥∥∥ k∑
i=1
ǫi(−1)isi
∥∥∥) ≥ 1
K
√
2
√
k.
The biorthogonal sequence (s∗n)n in ℓ1 to (sn)n is RUD: To see this, notice that s∗n = un − un+1 for
every n, where (un)n is the unit basis of ℓ1. Hence, for every sequence of scalars (ai)
n
i=1 one has that
‖∑ni=1 ais∗i ‖1 = |a1|+∑n−1i=1 |ai − ai+1|+ |an|. Consequently,
Eε‖
n∑
i=1
aiεis
∗
i ‖1 = |a1|+ |an|+
n−1∑
i=1
1
2
(|ai + ai+1|+ |ai − ai+1|) ≥
n∑
i=1
|ai|.
Since ‖s∗n‖ = 2 for every n, it follows that
‖
n∑
i=1
ais
∗
i ‖ ≤ 2Eε‖
n∑
i=1
aiεis
∗
i ‖. (9)

Note that proving the conditionality of (sn) is considerably simpler than showing that it is not
RUC nor RUD, for which some probability technology is employed. In this case, Levy’s inequality
makes the trick, but for slightly more general situations other estimates like Ha`jek-Re´nyi inequality
can be helpful [16]: If X1, . . . ,Xn are independent centered random variables, Sk =
∑k
i=1Xi, and
c1 ≥ c2 ≥ . . . ≥ cn ≥ 0, then we have
µ{ max
1≤k≤n
ck|Sk| ≥ ε} ≤ ε−2
∫
c2nS
2
n +
n−1∑
i=1
(c2i − c2i+1)S2i dµ.
Let us provide now an example of a RUD basis which is not unconditional. Recall first that James
space J [18] is the completion of the space of eventually null sequences c00 under the norm
‖(an)n‖J = sup{
( m∑
k=1
(apk − apk+1)2
) 1
2 : p1 < p2 < · · · < pm+1}.
Example 2. The unit vector basis (un) of James space J is RUD. In fact, it is a conditional RUD
basis whose expected value is the unit basis of ℓ2.
Proof. Let us consider an arbitrary sequence of scalars (ai)
m
i=1 and let p1 < p2 < · · · < pn be such
that
‖
m∑
i=1
aiui‖J =
( n∑
j=1
(apj − apj+1)2
) 1
2 .
It follows that
‖
∑
i
aiui‖2J =
n∑
j=1
(apj − apj+1)2 ≤
n∑
j=1
(a2pj + a
2
pj+1) ≤
∑
i
a2i (10)
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Hence,
‖
∑
i
aiui‖J ≤ ‖
∑
i
aiui‖ℓ2 (11)
On the other hand, if (uni)i is such that ni+1 − ni > 1, then it follows that
‖
∑
i
aiuni‖J ≥ (
∑
i
a2i )
1/2. (12)
Since the unit basis of ℓ2 is spreading it follows that every such subsequence is 1-equivalent to the unit
basis of ℓ2. Hence,
E‖
∑
i
εiaiu2i‖J = E‖
∑
i
εiaiu2i+1‖J = (
∑
i
a2i )
1/2. (13)
Consequently,
E‖
∑
i
aiui‖J = E‖
∑
i
εia2iu2i‖J + E‖
∑
i
εia2i+1u2i+1‖J ≈ (
∑
i
a2i )
1/2. (14)
Now it follows from (11) and (14) that the unit basis of J is RUD with constant
√
2. 
This fact also shows that spaces with RUD bases need not be embeddable into a space with un-
conditional basis. Note that there is an analogous situation if we replace the role of the ℓ2 in the
construction of James space by an unconditional basis.
Example 3. Let (xn) be an unconditional basis for the space X, and let JX be the generalized James
space, which is the completion of c00 under the norm
‖(an)‖JX = sup
{∥∥∥m−1∑
k=1
(apk − apk+1)xk
∥∥∥
X
: p1 < · · · < pm
}
.
The unit vector basis (un) of JX is RUD. If (xn) is not equivalent to the c0-basis, then (un) is not
unconditional. If in addition the basis (xn)n is spreading, then
E‖
∑
n
anun‖JX ≈ ‖
∑
n
anxn‖X . (15)
Proof. Fix a sequence of scalars (ai)
m
i=1 and let p1 < p2 < · · · < pn be such that
‖
m∑
i=1
aiui‖JX = ‖
n∑
j=1
(apj − apj+1)xj‖X .
Now let τ : {−1,+1}m → {−1,+1}m be defined in the following way: For Θ = (θi)mi=1, let τ(Θ) =
(θ′i)
m
i=1 be given by
θ′i =
{
θi if i /∈ {p1, . . . , pn+1}
(−1)jθpj if i = pj.
Now using that
|apj − apj+1 | ≤ max{|θpjapj − θpj+1apj+1 |, |θ′pjapj − θ′pj+1apj+1 |}
and the fact that (xn)n is C-unconditional, we have
‖
m∑
i=1
aiui‖JX =‖
n∑
j=1
(apj − apj+1)xj‖X ≤ C‖
n∑
j=1
(θpjapj − θpj+1apj+1)xj‖X+
+C‖
n∑
j=1
(θ′pjapj − θ′pj+1apj+1)xj‖X ≤
≤C(‖
m∑
i=1
aiθiui‖JX + ‖
m∑
i=1
aiθ
′
iui‖JX ).
Since this holds for every choice of (θi)
m
i=1 and τ is an involution (τ(τ(Θ)) = Θ), taking averages at
both sides gives us
‖
m∑
i=1
aiui‖J ≤ 2C E
(∥∥∥ m∑
i=1
θiaiui
∥∥∥
J
)
.
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Now, to check that (un) is not unconditional, note that for every k ∈ N, we have ‖
∑k
n=1 un‖JX = 1,
while ∥∥∥ 2k∑
n=1
(−1)nun
∥∥∥
JX
≥
∥∥∥ k∑
n=1
xn
∥∥∥
X
.
Hence, if (un) were unconditional, then there would be a constant C > 0 such that ‖
∑k
n=1 xn‖X ≤ C.
This is imposible because (xn) is not equivalent to the unit basis of c0. 
Example 4. The well-known twisted sum of ℓ2 with ℓ2 by N. Kalton and N. Peck [22] has a natural 2-
dimensional unconditional f.d.d. but it does not have an unconditional basis. Hence, by Corollary 1 it
has a conditional RUD basis. In general, the non-trivial twisted sum of two spaces with unconditional
bases gives also examples of conditional RUD bases.
We will see later (Theorem 5.1) that every block sequence of the Haar system on a rearrangement
invariant space with finite upper Boyd index is RUD. In particular, the Haar basis in L1(0, 1) is another
example of a RUD basis which is not unconditional. We also have the following:
Example 5. The Walsh basis in L1[0, 1] is RUD.
Proof. Recall that the Walsh basis is the canonical extension of the sequence of Rademacher functions
(rn) to an orthonormal basis of L2[0, 1]. Namely, for every finite set s ⊂ N we denote
ws = Πj∈srj.
Since, (ws)s are orthonormal in L2[0, 1], it follows that∥∥∥∑
s
asws
∥∥∥
1
≤
∥∥∥∑
s
asws
∥∥∥
2
=
(∑
s
a2s
) 1
2
.
Now, since (ws)s are also normalized in L1[0, 1], and this space has cotype 2, it follows that
E
∥∥∥∑
s
asεsws
∥∥∥
1
&
(∑
s
a2s
) 1
2 ≥
∥∥∥∑
s
asws
∥∥∥
1
.
Hence, (ws)s is RUD. 
Example 6. The Rademacher functions in BMO[0, 1] are a RUC basic sequence.
Proof. Recall the norm of the space BMO[0, 1] is given by
‖f‖BMO[0,1] = sup
I⊂[0,1]
1
λ(I)
∫
I
∣∣∣f − 1
λ(I)
∫
I
fdλ
∣∣∣dλ,
where λ denotes Lebesgue’s measure on [0, 1]. It is easy to check that for the Rademacher functions
(rn) we have ∥∥∥∑
n
anrn
∥∥∥
BMO[0,1]
=
(∑
n
a2n
) 1
2
+ sup
n
∣∣∣ n∑
k=1
ak
∣∣∣.
Hence, using the computations given in the proof of Example 1, we have
E
∥∥∥∑
n
anεnrn
∥∥∥
BMO[0,1]
≤ 3
(∑
n
a2n
) 1
2 ≤ 3
∥∥∥∑
n
anrn
∥∥∥
BMO[0,1]
.

Example 7. A conditional RUC basis of ℓp and a conditional RUD basis of ℓp for 1 < p <∞.
Proof. Let (xn)n and (yn)n be a Besselian non-Hilbertian, and Hilbertian non-Besselian bases of
ℓ2, respectively. Find a sequence of successive intervals (Ik)k such that
⋃
k Ik = N and that (xi)i∈Ik
and (yi)i∈Ik are not k-Hilbertian and not k-Besselian, respectively. Since 〈xi〉i∈Ik and 〈yi〉i∈Ik are
(isometrically) finite dimensional Hilbert spaces, of dimensions dk and lk respectively, and since
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(
⊕
k ℓ
dk
2 )ℓp , (
⊕
k ℓ
lk
2 )ℓp are isomorphic to ℓp, for 1 < p < ∞, the sequences (xi)i and (yi)i are, in
the natural ordering, bases of ℓp. On the other hand, given scalars (ai)i, one has that
Eε‖
∑
k
∑
j∈Ik
εjajxj‖ ≈(Eε‖
∑
k
∑
j∈Ik
εjajxj‖p)
1
p = (Eε
∑
k
(‖
∑
j∈Ik
εjajxj‖2)p)
1
p =
=(
∑
k
Eε(‖
∑
j∈Ik
εjajxj‖2)p)
1
p ≈ (
∑
k
(Eε‖
∑
j∈Ik
εjajxj‖2)p)
1
p =
=(
∑
k
(
∑
j∈Ik
a2j )
p
2 )
1
p
and similarly
Eε‖
∑
k
∑
j∈Ik
εjajyj‖ ≈(
∑
k
(
∑
j∈Ik
a2j)
p
2 )
1
p
Hence, since (xn)n is a Besselian basis of ℓ2 , it follows that
Eε‖
∑
k
∑
j∈Ik
εjajxj‖ ≈(
∑
k
(
∑
j∈Ik
a2j )
p
2 )
1
p . ‖
∑
k
∑
j∈Ik
ajxj‖
So, (xi)i is a conditional RUC basis of ℓp. And since (yn)n is a Hilbertian basis of ℓ2, it follows that
Eε‖
∑
k
∑
j∈Ik
εjajxj‖ ≈(
∑
k
(
∑
j∈Ik
a2j )
p
2 )
1
p & ‖
∑
k
∑
j∈Ik
ajxj‖
So, (yi)i is a conditional RUD basis of ℓp. 
There are further examples that have been considered in the literature. For instance, in [23] it is
shown that the Olevskii system, an orthonormal system which is simultaneously a basis in L1[0, 1]
and a basic sequence in L∞[0, 1], forms an RUC basis in Lp[0, 1] if and only if 2 ≤ p < ∞. In fact,
this is an RUC basis of every rearrangement invariant (r.i.) space X with finite cotype and upper
Boyd index βX < 1/2 [23, Theorem 1]. These results are extended in [12] where the authors study
conditions for an r.i. space to have a complete orthonormal uniformly bounded RUC system.
In the non-commutative setting there are also interesting examples of RUC bases. For instance, in
the space Cp (compact operators a : ℓ2 → ℓ2 such that σp(a) = (tr(aa∗)p/2)1/p <∞) it is well-known
that the canonical basis (en ⊗ em)∞n,m=1 is not unconditional for p 6= 2. However, for 2 ≤ p < ∞,
(en ⊗ em)∞n,m=1 is a RUC basis [4, Theorem 3.1]. Hence, by Proposition 2.11 and the duality between
Cp and Cp/p−1, it follows that for 1 < p ≤ 2, (en⊗em)∞n,m=1 is a RUD basis (which of course cannot be
RUC). Surprisingly enough, in [14] it was shown that the space Cp also has a RUC basis for 1 ≤ p ≤ 2.
More examples in the non-commutative context can be found in [11]. Also, in [33], the connection
between R-boundedness, UMD spaces and RUC Schauder decompositions is explored.
3. Uniqueness of bases
Another point worth dwelling on is the uniqueness of RUD or RUC basis on some Banach spaces.
Concerning unconditionallity, it is well known that the only Banach spaces with a unique unconditional
basis (up to equivalence) are ℓ1, ℓ2 and c0 (cf. [28]). Using [4, Prop. 2.1], one can see that every RUC
basis in ℓ1 must be equivalent to the unit vector basis (See Theorem 3.1 below). Note also that there
are RUC basis of c0 which are not RUD (see [4, Prop. 2.2], or use the construction of [34] starting
with the summing basis of c0).
In ℓ2 we can find bases which are RUD but not RUC, or viceversa. Indeed, for every basis (en) in
ℓ2, using the parallelogram law we know that
E
∥∥∥ m∑
i=1
ǫiaiei
∥∥∥2 = m∑
i=1
a2i .
Definition 3. A basis (xn)n is called Besselian if there is a constant K > 0 such that
(
∑
n
a2n)
1
2 ≤ K‖
∑
n
anxn‖ for every sequence of scalars (an)n. (16)
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A basis (xn)n is called Hilbertian if there is a constant K > 0 such that
‖
∑
n
anxn‖ ≤ K(
∑
n
a2n)
1
2 for every sequence of scalars (an)n. (17)
Thus, every non-Besselian (respectively non-Hilbertian) basis of ℓ2 is not RUC (resp. RUD). A
combination of a non RUD basis with a non RUC one yields a basis of ℓ2 which fails both properties.
Theorem 3.1 (P. Billard, S. Kwapien´, A. Pelczyn´ski and Ch. Samuel [4]). Every RUC basis of ℓ1 is
equivalent to the unit basis of ℓ1.
Proof. Fix a RUC basis (xn)n of ℓ1 with constant C. Let (x
∗
n)n be the biorthogonal sequence to
(xn)n. Let K be the cotype constant of ℓ1. Define the operator T : L1([0, 1], ℓ1)→ ℓ2 defined by
T (f) :=
∞∑
n=1
(
∫ 1
0
x∗n(f(t))rn(t)dt)un
for every f ∈ L1([0, 1], ℓ1). It is well-defined and bounded:
‖T (f)‖2 =
(∑
n
(∫ 1
0
x∗n(f(t))rn(t)dt
)2) 12
≤
∫ 1
0
(∑
n
(x∗n(f(t))rn(t))
2 dt
) 1
2
=
=
∫ 1
0
(∑
n
(x∗n(f(t)))
2 dt
) 1
2
≤ K
∫ 1
0
Eε‖
∑
n
εnx
∗
n(f(t))xn‖dt ≤
≤C ·K
∫ 1
0
‖
∑
n
x∗n(f(t))xn‖dt = C ·K
∫ 1
0
‖f(t)‖dt = C ·K‖f‖
Since L1([0, 1], ℓ1) is a L1-space, it follows that the operator T is absolutely summing, with absolutely
summing constant KG‖T‖. It follows that for every sequence of scalars (ai)ni=1 one has that
n∑
i=1
|ai| =
n∑
i=1
‖T (airi(·)xi)‖ ≤ KG‖T‖max
ε
‖
n∑
i=1
εiairi(·)xi‖ ≤
≤KG · C ·K‖
n∑
i=1
airi(·)xi‖ ≤ KG · C2 ·K‖
n∑
i=1
aixi‖.

Corollary 2. A Banach space has a unique (up to equivalence) RUC basis if an only if it is isomorphic
to ℓ1.
Proof. The previous Theorem 3.1 proves that ℓ1 has a unique RUC basis. Suppose now that X is a
space with the same property. Fix a RUC basis (xn)n of X. It follows that (εnxn)n is a RUC sequence
of X for every sequence (εn)n of signs. Hence, by hypothesis, it is equivalent to (xn)n a simple uniform
boundedness principle shows that there is a constant K such that
‖
∑
n
anxn‖ ≤ K‖
∑
n
εnanxn‖
for every sequence of scalars. Hence, (xn)n is the unique unconditional basis of X. It follows then
that X is isomorphic to either c0, ℓ1 or ℓ2. We have already said that c0 and ℓ2 have conditional RUC
bases. 
Theorem 3.1 also motivates the following question: Is every basis of ℓ1 a RUD basis? It is not hard
to check that every triangular basis of ℓ1 is RUD (in particular, every Bourgain-Delbaen basis of ℓ1 is
RUD). The same question for L1 is also open.
3.1. Uniqueness of RUD bases.
Theorem 3.2. Every Banach space with an RUD basis has two non-equivalent RUD bases.
The proof has two parts.
Lemma 3.3. Suppose that X is a space with an RUD basis and not isomorphic to c0. Then X has
two non-equivalent RUD bases.
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Proof. As in the proof of the previous corollary such space has a unique unconditional basis; hence
it must be isomorphic to c0, ℓ1 or ℓ2. It cannot be c0 by hypothesis, or ℓ2 as this space has a Hilbertian
conditional basis; in ℓ1 the sequence (xn)n defined by x0 = u0, xn+1 = un+1−un is a conditional basis
of ℓ1 such that Eε‖
∑
n anxn‖ ≈
∑
n |an|, hence RUD. 
The next is the key result
Lemma 3.4. c0 has two non-equivalent RUD bases.
The proof of this Lemma is based on the Bourgain-Delbaen construction of L∞ spaces with the
Schur property in [7, 8], and we follow the exposition and notation of [17]. In fact, the authors
construct for arbitrarily large n a basis (di)
n
i=1 := (d
(n)
i )
n
i=1 of ℓ
n∞ a partition A ∪B ∪ C = {1, . . . , n}
and a constant K independent on n such that
(i) (di)i∈A, (di)i∈B and (di)i∈C are K-equivalent to the unit basis of (⊕kj=1ℓnj∞)ℓ1 , (⊕lj=1ℓmj∞ )ℓ1 and
of ℓ∞(r) respectively.
(ii) k and l grow to infinity as n grows to infinite.
It follows then from (i) that the basis (di)
n
i=1 is at most K-equivalent to the unit basis of ℓ
n∞. Now
the canonical basis (di)i of c0 = (⊕nℓn∞)c0 extending each (d(n)i )ni=1 cannot be, by the condition (ii),
equivalent to the unit basis of c0. On the other hand, it will follow from Proposition 2.10 that (ei)i is
RUD.
We will begin by recalling the badly unconditional RUD-bases of ℓn∞. Fix λ > 1, and b < 1/2 such
that
1 + 2bλ ≤ λ.
Let ∆0 := {0}; Suppose defined ∆n, and set Γn :=
⋃
k≤n∆n. Let ∆n+1 be the collection of all
quintuples (m, ε0, ε1, σ0, σ1) such that ε0, ε1 ∈ {−1, 1}, σ0 ∈ Γm and σ1 /∈ Γm. Let Γn+1 := Γn∪∆n+1.
For every n, fix a total ordering ≺n of the finite set ∆n, and let ≺n be the total ordering on Γn
extending the fix orderings ≺n on each ∆m, and such that each element of ∆m is strictly smaller than
each element of ∆m+1.
We define vectors (d∗σ)σ∈Γn ⊂ ℓ1(Γn+1) and (d(n)σ )σ∈Γn ⊂ ℓ∞(Γn) with the following properties:
(a) (d∗σ, d
(n)
σ )σ∈Γn is a biorthogonal sequence with 1 ≤ ‖d∗σ‖ℓ1 , ‖d(n)σ ‖∞ ≤ λ.
(b) (d∗σ)σ∈Γn , ordered by ≺n, is a Schauder basis of ℓ1(Γn) with basis constant ≤ λ.
The construction of (d∗σ, d
(n)
σ ), σ ∈ Γn, is done inductively on n: For n = 0, let d∗0 = d(0)0 := u0.
Suppose all done for n, and for each m ≤ n, let P ∗m : ℓ1(Γn)→ ℓ1(Γm) be the canonical projection
P ∗m :=
∑
τ∈Γm
d(n)τ ⊗ d∗τ
of norm ≤ λ associated to the basis (d∗τ )τ∈Γn . For σ ∈ ∆n+1, σ = (m, ε0, ε1, σ0, σ1), let
d∗σ :=u
∗
σ − c∗σ
c∗σ :=ε0u
∗
σ0 + ε1b(u
∗
σ1 − P ∗mu∗σ1)
d(n+1)σ :=uσ.
Let τ ∈ Γn. Then let
d(n+1)τ :=d
(n)
τ +
∑
σ∈∆n+1
〈c∗σ , d(n)τ 〉u∗σ.
Observe that for σ ∈ ∆m,
d(n)σ ↾ ∆m = uσ. (18)
For each m ≤ n, let D(n)m := 〈d(nσ 〉σ∈∆m .
Proposition 3.5. For every m ≤ n and every sequence of scalars (aσ)σ∈∆m one has that
max
σ∈∆m
|aσ | ≤ ‖
∑
σ∈∆m
aσd
(n)
σ ↾ ∆m‖∞ ≤ ‖
∑
σ∈∆m
aσd
(n)
σ ‖∞ ≤ λ max
σ∈∆m
|aσ|. (19)
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Proof. Set x :=
∑
σ∈∆m aσd
(n)
σ . It follows from (18) that (x)σ = aσ for every σ ∈ ∆m; hence,
‖x ↾ ∆m‖∞ ≥ maxσ∈∆m |aσ|.
Let τ ∈ ∆k with k ≤ n. If k < m, then (x)τ = 0 because (d(n)σ )τ = 0 because (d(n)σ )τ = 0 for every
σ ∈ ∆m. If k = m, then (x)τ = aτ because of (18). Suppose that m < k ≤ n. We prove by induction
on k that
|(x)|τ ≤ λ max
σ∈∆m
|aσ|. (20)
τ = (l, ε0, ε1, τ0, τ1) with l < k. Then
(x)τ = 〈d∗τ + c∗τ , x〉 = 〈c∗τ , x〉.
Suppose first that l < m. Then
|〈c∗τ , x〉| ≤|(x)τ0 |+ b|((In − Pl,n)x)τ1 | = b|(x)τ1 | ≤ λb max
σ∈∆m
|aσ| ≤ λ max
σ∈∆m
|aσ|.
If l ≥ m, then
|〈c∗τ , x〉| =|(x)τ0 |+ 0 ≤ λ max
σ∈∆m
|aσ|.

Proposition 3.6. Let m0 < m1 < · · · < ml < n. Then
1
λ
‖
l∑
i=0
∑
σ∈∆mi
aσd
(n)
σ ‖∞ ≤
l∑
i=0
max
σ∈∆m
|aσ| ≤ 1
b
‖
l∑
i=0
∑
σ∈∆mi
aσd
(n)
σ ‖∞,
for every sequence of scalars (aσ)σ∈⋃i≤l∆mi .
Proof. The first inequality: Using (19) in Proposition 3.5,
‖
l∑
i=0
∑
σ∈∆mi
aσd
(n)
σ ‖∞ ≤
l∑
i=0
‖
∑
σ∈∆mi
aσd
(n)
σ ‖∞ ≤ λ
l∑
i=0
max
σ∈∆mi
|aσ|.
For the second inequality: For each i ≤ l, let σi ∈ ∆mi and εi ∈ {−1, 1} be such that εiaσi =
maxσ∈∆mi |aσ |. We also suppose that l ≥ 1, since otherwise there is nothing to prove. For each
0 < i ≤ l We define recursively τi ∈ ∆mi+1 as follows. Let τ1 := (m0, ε0, ε1, σ0, σ1) ∈ ∆m1+1. Let
τ2 := (m1, 1, ε2, τ1, σ2)∆m2+1; in general, let τi := (mi−1, 1, εmi , τi−1, σi). Set xi :=
∑
σ∈∆mi aσd
(n)
σ for
each i ≤ l, and x :=∑li=0 xi. Let us prove inductively that for every 0 < i ≤ l one has that
(x)τi = |aσ0 |+ b
i∑
j=1
|aσj | = max
σ∈∆m0
|aσ|+ b
i∑
j=1
max
σ∈∆mj
|aσ| :
Suppose that i = 1. Then, using that τ1 ∈ ∆m1+1 implies that 〈d∗τ1 , x〉 = 0, it follows that
(x)τ1 =〈u∗τ1 , x〉 = 〈d∗τ1 + c∗τ1 , x〉 = 〈c∗τ1 , x〉 = ε0(x)σ0 + bε1(x− Pm0x)σ1 =
=|aσ0 |+ bε1(
l∑
j=0
xj)σ1 = |aσ0 |+ bε1(x1)σ1 = |aσ0 |+ b|aσ1 |.
Suppose that τi ∈ ∆mi+1 is such that (x)τi = |aσ0 |+ b
∑i
j=1 |aσj |. Then,
(x)τi+1 =〈u∗τi+1 , x〉 = 〈d∗τi+1 + c∗τi+1 , x〉 = 〈c∗τi+1 , x〉 = (x)τi + bεi+1(x− Pmi+1x)σi+1 =
=|aσ0 |+ b
i∑
j=1
|aσj |+ εi+1b(xi+1)σi+1 = |aσ0 |+ b
i+1∑
j=1
|aσj |.

Proposition 3.7. The basis (d
(n)
σ )σ∈Γn of ℓ∞(Γn) is RUD with constant ≤ λ(2/b+ 1).
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Proof. Let A :=
⋃
m<n,m even∆m, B :=
⋃
m<n,m odd∆m and C := ∆n. Then, by Proposition
3.6, (d
(n)
σ )σ∈A and (d
(n)
σ )σ∈B are λ/b equivalent to the unit vector basis of (
∑
m∈A ℓ∞(∆m))ℓ1 and
of (
∑
m∈B ℓ∞(∆m))ℓ1 respectively. Since these two unit vector bases are 1-unconditional, the sub-
sequences (d
(n)
σ )σ∈A and (d
(n)
σ )σ∈B are unconditional with constant ≤ λ/b. Also, it follows from
Proposition 3.5 that (d
(n)
σ )σ∈C is λ-equivalent to the unit vector basis of ℓ∞(C), hence unconditional
with constant ≤ λ. The desired result follows from Proposition 2.10 (1).

We are ready to prove Lemma 3.4.
Proof. For each n let Γn be the finite sets defined above, and let Γ :=
⋃
n Γn, disjoint union. Then
(
∑
n∈N ℓ∞(Γn))∞ is isometric to c0(Γ), which in turn is isometric to c0. We order Γ canonically by
first consider the total ordering ≺n as above and then declaring that each element of Γm strictly
smaller than each element of Γn for m < n. Then (d
(n)
σ )n∈N,σ∈Γn is a basis of (
∑
n∈N ℓ∞(Γn))∞ which
is RUD with constant ≤ λ(2/b + 1). On the other hand, this basis has arbitrary long subsequences
λ/b-equivalent to the unit vector basis of ℓ1, hence it cannot be equivalent to the unit vector basis of
c0. 
Note this construction also provides an example of a basis (xn) such that both (xn) and its bior-
togonal functionsl (x∗n) are RUD, but (xn) is not unconditional.
4. RUC, RUD and unconditional bases
It is not true that every basic sequence has a RUC or a RUD subsequence as the summing basis of
c0 shows. However, it is well-known that weakly-null sequences have always subsequences with some
sort of partial unconditionality such as Elton’s or Odell’s unconditionality (see [13], [32]). It is natural
then to ask if weakly-null sequences have subsequences with partial random unconditionality RUC
or RUD. We are going to prove that the Maurey-Rosenthal example of a weakly-null basis without
unconditional subsequences has the stronger property of not having RUD subsequences.
Secondly, we will see that RUC or RUD basic sequences do not necessarily have unconditional
subsequences. Interestingly, the Johnson, Maurey, and Schechtman example of a weakly-null sequence
in L1[0, 1] without unconditional subsequences have a RUD subsequence as this is the case not only
for L1[0, 1] but also for many rearrangement invariant spaces on [0, 1] (see Theorem 5.1). Observe
that this subsequence gives an example of a weakly-null sequence without RUC subsequences. And
a simple modification of the Maurey-Rosenthal example gives a RUC sequence without unconditional
subsequences.
Finally, we will give an example of a RUD sequence that has a non-RUD block-subsequence; the
analogue for RUC sequences can be found by taking a RUC basis of C[0, 1], that always exist by a
result of Wojtaszczyk in [34].
Let us first introduce some useful notation, which we will use to introduce not only the Maurey-
Rosenthal example but also the ulterior examples. Given any finite set s ⊂ N of even cardinality,
let
E(s) = {(εi)i∈s ∈ {−1, 1}s : ♯{i ∈ s : εi = 1} = ♯{i ∈ s : εi = −1}}.
This set consists of all equi-distributed signs indexed on a given set s. Let km = ♯E({1, . . . ,m}).
Notice that the cardinality of a set E(s) only depends on the cardinality of s, so ♯E(s) = km for any
set s with ♯s = m. From the central limit theorem it follows that
lim
m→∞
km
2m
= 1.
Maurey-Rosenthal’s space ZMR can be described as follows: Given δ ∈ (0, 1), take an increasing
sequence M = {mn} so that ∑
j
∑
k 6=j
√
min{mj
mk
,
mk
mj
} ≤ δ, (21)
and fix a one-to-one function
σ : N<∞ → {mk}k≥2
such that σ(s) > ♯s. Let
B0 = {(s1, . . . , sn) : s1 ∈ S, s1 < . . . < sn, ♯sj ∈M, ♯si+1 = σ(s1 ∪ . . . ∪ si) > ♯si}.
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Let un denote the n-th unit vector in c00 and u
∗
n its bi-orthogonal functional. Let us consider the set
N0 = {
n∑
i=1
1√
♯si
∑
j∈si
u∗j : (s1, . . . , sn) ∈ B0}
and define ZMR as the space of scalar sequences (an)
∞
n=0 such that
‖(an)‖ZMR = sup{|〈φ,
∑
n
anun〉| : φ ∈ N0} ∨ sup
n∈N
|an| <∞.
Lemma 4.1. Let (s1, . . . , sn) ∈ B0. Then
Eε‖
n∑
i=1
1
(♯si)
1
2
∑
k∈si
εkuk‖ ≤ 3. (22)
Proof. Fix (s1, . . . , sn) ∈ B0, fix (t1, . . . , tm) ∈ B0, and set ϕ :=
∑n
j=1(♯tj)
−1/2∑
k∈tj uk, xε :=∑n
i=1(♯si)
−1/2∑
k∈si εkuk, where ε = (εk)k∈
⋃
i si
is a sequence of signs. Let
i0 = min{i ∈ {1, . . . , n} : si 6= ti}.
Then
|〈ϕ, xε〉| =
m∑
j=1
n∑
i=1
1
(♯si♯tj)
1
2
∑
k∈si∩tj
εk =
m∑
j=1

 ∑
♯si=♯tj
1
♯si
∑
k∈si∩tj
εk +
∑
♯si 6=♯tj
1
♯si
∑
k∈si∩tj
εk

 =
=
∑
j<i0
1
♯sj
∑
k∈sj
εk +
1
♯si0
∑
k∈si0∩ti0
εk +
∑
j≥i0
∑
i>i0
1
(♯si♯tj)
1
2
∑
k∈si∩tj
εk.
It follows from (21) that
|
∑
j≥i0
∑
i>i0
1
(♯si♯tj)
1
2
∑
k∈si∩tj
εk| ≤
∑
j≥i0
∑
i>i0
♯(si ∩ tj)
(♯si♯tj)
1
2
≤ δ. (23)
Hence,
‖xε‖ ≤ nmax
m=1
|
m∑
i=1
1
♯si
∑
k∈si
εk|+ 1 + δ.
Using this inequality and Levy’s inequality, we obtain that
Eε‖xε‖ ≤Eε( nmax
m=1
|
n∑
i=1
1
♯si
∑
k∈si
εk|) + 1 + δ ≤ 2Eε(|
m∑
i=1
1
♯si
∑
k∈si
εk|) + 1 + δ =
=2
∫ 1
0
|
n∑
i=1
1
♯si
∑
k∈si
rk(t)|dt+ 1 + δ ≤ 2‖
n∑
i=1
1
♯si
∑
k∈si
εkuk‖2 + 1 + δ =
=(
n∑
i=1
1
♯si
)
1
2 ≤ 1 + 2δ ≤ 3.

Theorem 4.2. The unit vector basis (un) in the space ZMR is a weakly null sequence with no RUD
subsequences.
Proof. Let N ⊂ N be any infinite set. Given any K > 0 we will see that (un)n∈N is not K-RUD.
Let n > 3K and s1, . . . , sn ⊂ N such that (s1, . . . , sn) ∈ B0. Then
‖
n∑
i=1
1
(♯si)
1
2
∑
k∈si
uk‖ ≥ 〈
n∑
i=1
1
(♯si)
1
2
∑
k∈si
uk,
n∑
i=1
1
(♯si)
1
2
∑
k∈si
uk〉 = n, (24)
while from (22) it we have that
Eε‖
n∑
i=1
1
(♯si)
1
2
∑
k∈si
εkuk‖ ≤ 3. (25)
Hence (un)n∈N is not K-RUD. 
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We present now a RUC sequence without unconditional subsequences. Given (ai)
n
i=1 ∈ c00, let
‖(ai)i‖RUC := ‖(ai)i‖MR + Eε‖(εiai)i‖MR.
Let ZRUC be the completion of c00 under this norm.
Theorem 4.3. The unit basis (un)n of ZRUC is a weakly-null RUC basis without unconditional sub-
sequences.
Proof. It is RUC: We have that
‖(ai)i‖RUC ≤ ‖(ai)i‖MR + Eε‖(εiai)i‖MR ≤ 2‖(ai)i‖RUC.
Hence,
Eε‖(εiai)i‖RUC ≤ 2Eε‖(εiai)i‖MR ≤ 2Eε‖(εiai)i‖RUC.
It follows that
Eε‖(εiai)i‖RUC ≤ 2Eε‖(εiai)i‖MR ≤ 2‖(ai)i‖RUC
Hence (ui)i is 2-RUC. On the other hand, given (si)
n
i=1B0, we have from (22) that
‖
n∑
i=1
1
(♯si)
1
2
(−1)i
∑
k∈si
uk‖RUC =‖
n∑
i=1
1
(♯si)
1
2
(−1)i
∑
k∈si
uk‖MR+
+Eε‖
n∑
i=1
1
(♯si)
1
2
(−1)i
∑
k∈si
εkuk‖MR ≤ 6.
On the other hand ‖∑ni=1(♯si)−1/2∑k∈si uk‖RUC ≥ n. Thus, it has no unconditional subsequence.

4.1. RUD basis without unconditional subsequences. We present now a weakly-null RUD basis
without unconditional subsequences. Given a finite set s, let E(s) be the collection of equi-distributed
signs in s.
Let us fix δ ∈ (0, 1). We will take an increasing sequence of even numbers M = {mn} so that
(i)
∑
j
∑
k 6=j
√
min{mjmk ,
mk
mj
} ≤ δ, and
(ii)
∏∞
n=1
kmn
2mn ≥ 1− δ.
Fix a one-to-one function
σ : N<∞ →M
such that σ(s) > ♯s. Let
B = {(s1, . . . , sn) : s1 ∈ S, s1 < . . . < sn, ♯sj ∈M, ♯si+1 = σ(s1 ∪ . . . ∪ si) > ♯si}.
Let un denote the n
th unit vector in c00 and u
∗
n its bi-orthogonal functional. Let us consider the set
N = {∑ni=1 1√♯si ∑j∈si εi(j)u∗j : (s1, . . . , sn) ∈ B, with εi ∈ E(si), ∀i = 1, . . . , n}
∪{±∑ni=1 1√♯si ∑j∈si u∗j : (s1, . . . , sn) ∈ B} ∪ {±u∗k : k ∈ N}.
Now, we define ZRUD as the space of scalar sequences (an)
∞
n=0 such that
‖(an)‖ZRUD = sup{〈φ,
∑
n
anun〉 : φ ∈ N} <∞.
Theorem 4.4. The unit basis (un) is a RUD basis of the space ZRUD endowed with the norm ‖·‖ZRUD
without unconditional subsequences. In addition, given any infinite set N ⊂ N, if for every n ∈ N we
take sn ⊂ N such that (s1, . . . , sn) ∈ B, and let
xn =
1√
♯sn
∑
j∈sn
uj ,
then (xn) is a normalized block sequence of (un)n∈N which is not RUD.
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Proof. Let us see first that (un)n∈N is RUD. To this end, we take arbitrary scalars (ak)lk=1 and let
us prove that ∥∥∥ l∑
k=1
akuk
∥∥∥ = sup
φ∈N
〈φ,
l∑
k=1
akuk〉 ≤ CE
(∥∥∥ l∑
k=1
ǫk|ak|ek
∥∥∥),
for some constant C independent on (ak)
l
k=1. First, for φ = ±uk we clearly have
〈φ,
l∑
k=1
akuk〉 ≤ max
k
|ak| ≤ E
(∥∥∥ l∑
k=1
ǫk|ak|ek
∥∥∥).
Now, suppose φ has the form
φ = ±
n∑
i=1
1√
♯si
∑
j∈si
u∗j , or φ =
n∑
i=1
1√
♯si
∑
j∈si
εi(j)u
∗
j ,
for some fixed (s1, . . . , sn) ∈ B and εi ∈ E(si). Let us consider the set
A = {ε ∈ {−1, 1}l : ε|si ∈ E(si)∀i = 1, . . . , n}.
Hence, for (θk)
l
k=1 ∈ A, we have that
∑n
i=1
1√
♯si
∑
j∈si θju
∗
j ∈ N so we get that, for both cases of φ,
∥∥∥ l∑
k=1
θk|ak|uk
∥∥∥ ≥〈 n∑
i=1
1√
♯si
∑
j∈si
θju
∗
j ,
l∑
k=1
θk|ak|uk〉 =
n∑
i=1
1√
♯si
∑
j∈si∩{1,...,l}
|aj | ≥
≥〈φ,
l∑
k=1
akuk〉.
In particular, we have
E
(∥∥∥ l∑
k=1
ǫk|ak|ek
∥∥∥) ≥ E(∥∥∥ l∑
k=1
ǫk|ak|ek
∥∥∥χA((ǫk)lk=1)) ≥ 〈φ, l∑
k=1
akuk〉♯A
2l
.
Notice that if we denote mji = ♯si ∈M , then the cardinality of A is given by
♯A =
n∏
i=1
♯E(si)× 2l−♯(s1∪...∪sn) = 2l
n∏
i=1
kmji
2mji
≥ 2l
∞∏
i=1
kmi
2mi
≥ 2l(1− δ),
because of condition (ii) in the definition of the sequence M . Thus, we have that
E
(∥∥∥ l∑
k=1
ǫk|ak|ek
∥∥∥) ≥ (1− δ)〈φ, l∑
k=1
akuk〉.
Therefore, we finally get that for any scalars (ak)
l
k=1
E
(∥∥∥ l∑
k=1
ǫkakek
∥∥∥) = E(∥∥∥ l∑
k=1
ǫk|ak|ek
∥∥∥) ≥ (1− δ)∥∥∥ l∑
k=1
akuk
∥∥∥,
so (un)n∈N is RUD.
For the second part, given an infinite set N ⊂ N, let
xn =
1√
♯sn
∑
j∈sn
uj ,
where for every n ∈ N, sn ⊂ N is such that (s1, . . . , sn) ∈ B. We claim that for any scalars (aj)nj=1 we
have that ∥∥∥ n∑
j=1
ajxj
∥∥∥ ≈ sup
1≤l≤n
∣∣∣ l∑
k=1
ak
∣∣∣,
independently of the scalars and n ∈ N. In particular, by Theorem 1, (xn) cannot be RUD. Besides,
since this holds for any N ⊂ N, no subsequence of (un)n∈N can be unconditional.
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First, for l = 1, . . . , n let
φl =
l∑
i=1
1√
♯si
∑
k∈si
u∗k ∈ N .
Hence, we have that∥∥∥ n∑
j=1
ajxj
∥∥∥ ≥ sup
1≤l≤n
〈±φl,
n∑
j=1
ajxj〉 = sup
1≤l≤n
±
l∑
i=1
ai
♯si
♯si = sup
1≤l≤n
∣∣∣ l∑
i=1
ai
∣∣∣.
For the converse inequality, first, if φ has the form φ = ±u∗k for k ∈ si, then we have that
〈φ,
n∑
j=1
ajxj〉 = ai√
♯si
≤ sup
1≤i≤n
|ai| ≤ 2 sup
1≤l≤n
∣∣∣ l∑
k=1
ak
∣∣∣.
Now, suppose φ has the form
φ =
m∑
i=1
1√
♯ti
∑
l∈ti
εi(l)u
∗
l ,
for some (t1, . . . , tm) ∈ B and εi ∈ E(ti) for every i = 1, . . . ,m, or εi = ε1ti for every i = 1, . . . ,m,
with ε ∈ {−1, 1}. Let
j0 = min{j ≤ n : sj 6= tj}.
Hence, we can write
〈φ,
n∑
j=1
ajxj〉 =
(A)︷ ︸︸ ︷
〈φ,
j0−1∑
j=1
ajxj〉+
(B)︷ ︸︸ ︷
〈φ, aj0xj0〉+
(C)︷ ︸︸ ︷
〈φ,
n∑
j=j0+1
ajxj〉 .
Since for any i ≥ j0 > j, we have ti ∩ sj = ∅, and sk = tk for k < j0, we get that
(A) = 〈
j0−1∑
i=1
1√
♯ti
∑
l∈ti
εi(l)u
∗
l ,
j0−1∑
j=1
ajxj〉 =
j0−1∑
j=1
aj
♯sj
∑
k∈sj
εj(k).
Thus, depending on the form of φ we either have
∑
k∈sj εj(k) = 0 for every j = 1, . . . , j0 − 1, or∑
k∈sj εj(k) = ε♯sj for every j = 1, . . . , j0 − 1, and some ε ∈ {−1, 1}. In any case we get
(A) ≤
∣∣∣ j0−1∑
j=1
aj
∣∣∣ ≤ sup
1≤l≤n
∣∣∣ l∑
i=1
ai
∣∣∣.
Now, since for i < j0, we have ti ∩ sj0 = ∅, we get that
(B) = 〈∑mi=j0 1√♯ti ∑l∈ti εi(l)u∗l , aj0 1√♯sj0 ∑k∈sj0 uk〉
≤ |aj0 |
(
1√
♯tj0 ♯sj0
∑
l∈tj0∩sj0 εj0(l) +
∑
i>j0
1√
♯ti♯sj0
∑
l∈ti∩sj0 εj0(l)
)
≤ |aj0 |(1 +
∑
j
∑
k 6=j
√
min{mjmk ,
mk
mj
}) ≤ (1 + δ)|aj0 |.
So we also get that
(B) ≤ 2(1 + δ) sup
1≤l≤n
∣∣∣ l∑
i=1
ai
∣∣∣.
And, finally we have
(C) = 〈∑mi=j0 1√♯ti ∑l∈ti εi(l)u∗l ,∑nj=j0+1 aj 1√♯sj ∑k∈sj uk〉
=
∑m
i=j0
∑
j>j0
aj√
♯ti♯sj
∑
l∈ti∩sj εi(l)
≤ supj0<j≤n |aj |
∑m
i=j0
∑
j>j0
min{♯ti,♯sj}√
♯ti♯sj
≤ supj0<j≤n |aj |
∑
i
∑
k 6=i
√
min{mimk ,
mk
mi
} ≤ 2δ sup1≤l≤n
∣∣∣∑li=1 ai∣∣∣.
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Thus, we have seen that for every φ ∈ N
〈φ,
n∑
j=1
ajxj〉 ≤ (3 + 4δ) sup
1≤l≤n
∣∣∣ l∑
i=1
ai
∣∣∣.
Therefore, we get that
sup
1≤l≤n
∣∣∣ l∑
i=1
ai
∣∣∣ ≤ ∥∥∥ n∑
j=1
ajxj
∥∥∥ ≤ (3 + 4δ) sup
1≤l≤n
∣∣∣ l∑
i=1
ai
∣∣∣.

Problem 2. Does every Banach space have a RUC or RUD basic sequence?
5. RUD sequences in rearrangement invariant spaces
In the framework of Banach lattices, Krivine’s functional calculus (cf. [29, Section 1.d.]) allows us
to give a meaning to expressions like
(∑n
i=1 |xi|p
) 1
p , which coincides with the corresponding pointwise
operation when we deal with a Banach lattice of functions. Using Khintchine’s inequality we get a
constant C > 0 such that for any (xi)
n
i=1 in an arbitrary Banach lattice X we have∫ 1
0
∥∥∥ n∑
i=1
ri(t)xi
∥∥∥dt ≥ 1
C
∥∥∥( n∑
i=1
|xi|2
) 1
2
∥∥∥.
Moreover, if X is q-concave for some q < ∞ (equivalently, if X has finite cotype) then there is a
constant C(q) > 0 such that a converse estimate holds:∫ 1
0
∥∥∥ n∑
i=1
ri(t)xi
∥∥∥dt ≤ C(q)∥∥∥( n∑
i=1
|xi|2
) 1
2
∥∥∥.
In particular, a sequence (xn)
∞
n=1 in a Banach lattice X with finite cotype is RUD if and only if
there is K > 0 such that for any scalars (ak)
n
k=1∥∥∥ n∑
k=1
akxk
∥∥∥ ≤ K∥∥∥( n∑
k=1
|akxk|2
) 1
2
∥∥∥.
It is reasonable to expect that if the lattice structure has a lot of symmetry, then it is easier to find
RUD sequences. This is precisely stated in the next result for rearrangement invariant spaces which
makes use of the estimates for martingale difference sequences given in [20].
Theorem 5.1. Let X be a separable rearrangement invariant space on [0, 1] with non-trivial upper
Boyd index. Every block sequence of the Haar basis in X is RUD. In particular, every weakly null
sequence (xn) in X has a subsequence which is basic RUD.
Proof. Let (hj) denote the Haar system on [0, 1]. That is, for j = 2
k + l, with k ∈ N and 1 ≤ l ≤ 2k,
we have
hj = χ[ 2l−2
2k+1
, 2l−1
2k+1
) − χ[ 2l−1
2k+1
, 2l
2k+1
).
By [29, Proposition 2.c.1], (hj) is a monotone basis of X. Let us take a block sequence
yk =
qk∑
j=pk
bjhj
(with pk ≤ qk < pk+1). Given scalars (ak)mk=1 we can consider the sequence
fn =


∑n
k=1 akyk n < m∑m
k=1 akyk n ≥ m.
It holds that (fn) is a martingale with respect to the filtration (Dqn), where Dqn is the smallest
σ-algebra A for which the functions {h1, . . . , hqn} are A-measurable.
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By [20, Theorem 3] there is C > 0, which is independent of the scalars (ak)
m
k=1, such that∥∥∥ m∑
k=1
akyk
∥∥∥ ≤ ‖ sup
n
|fn|‖ ≤ C
∥∥∥( ∞∑
k=1
|fk − fk−1|2
) 1
2
∥∥∥ = C∥∥∥( m∑
k=1
|akyk|2
) 1
2
∥∥∥.
Now, by [29, Theorem 1.d.6] there is a universal constant A > 0 such that∥∥∥( m∑
k=1
|akyk|2
) 1
2
∥∥∥ ≤ A∫ 1
0
∥∥∥ m∑
k=1
rk(s)akyk
∥∥∥ds.
Hence, since (xnk) is equivalent to yk we have that∥∥∥ m∑
k=1
akxnk
∥∥∥ ≤ K∥∥∥ m∑
k=1
akyk
∥∥∥ ≤ CAK ∫ 1
0
∥∥∥ m∑
k=1
rk(s)akyk
∥∥∥ds ≤ CAK2E(∥∥∥ m∑
k=1
εnakxnk
∥∥∥).

A similar idea has been used in [2] to show that if a separable r.i. space X on [0, 1] is p-convex for
some p > 1 and has strictly positive lower Boyd index, then X has the Banach-Saks property.
Corollary 3. There is in L1 a RUD basic sequence without unconditional subsequences.
Proof. Let (fn)n be the weakly-null basic sequence in L1 without unconditional subsequences given in
[19]. Then any RUD subsequence of (fn)n (existing by Theorem 5.1) fulfills the desired requirements.

Note that the Haar basis in L1[0, 1] is a conditional basis such that every block is RUD (compare
with Theorem 2.12). We do not know if a basis with the property that every block subsequence is
RUD has some unconditional block subsequence. The sequence given in Corollary 3 satisfies that
every block subsequence is RUD, and fails to have an unconditional subsequence (although it has
unconditional blocks).
6. average norms
The motivating question here is the following: Given an unconditional basic sequence (xn)n, find
an RUC or RUD basis (yn)n such that (rn ⊗ yn)n is equivalent to (xn)n but
1. (yn)n is not equivalent to (xn)n, or
2. (yn)n does not contain subsequences equivalent to subsequences of (xn), or
3. (yn)n does not contain unconditional subsequences.
Problem 3. Characterize unconditional sequences (xn)n under one of the previous criteria.
In the case for the unit vector basis of c0 or ℓ1 it is not possible to find such a basis as the following
well-known theorems show. By the sake of completeness, we will reproduce the original proofs.
Theorem 6.1 (S. Kwapien [24]). Suppose that (xn)n is a seminormalized basic sequence in a Banach
space such that supn Eε‖
∑n
i=1 εixi‖ < ∞. Then (xn)n has a subsequence equivalent to the unit basis
of c0.
Proof. For every measurable set B ⊆ [0, 1] one has that limn→∞ λ({t ∈ B : rn(t) = 1}) =
limn→∞ λ({t ∈ B : rn(t) = −1}) = (1/2)λ(B). Let M > 0 be such that A = {t ∈ [0, 1] :
supn ‖
∑n
i=1 ri(t)xi‖ ≤M} has Lebesgue measure λ(A) > 1/2. Now let n1 ∈ N be such that
λ({t ∈ A : rn1(t) = 1}) = λ({t ∈ A : rn1(t) = −1}) >
1
22
. (26)
In general, let (nk)k be a strictly increasing sequence of integers such that for every k and every
sequence of signs (εi)
k
i=1 one has that
λ(A((εi)
k
i=1)) >
1
2k+1
. (27)
where A((εi)
k
i=1) = {t ∈ A : rni(t) = εi for every 1 ≤ i ≤ k}. Let now si = ri if i ∈ {nj}j and si = −ri
if i /∈ {nj}j . Let
B = {t ∈ [0, 1] : sup
n
‖
n∑
i=1
si(t)xi‖ ≤M}.
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Since (ri)i and (si)i are equidistributed, it follows that
λ(B((εi)
k
i=1)) = λ(A((εi)
k
i=1)) >
1
2k+1
, (28)
where B((εi)
k
i=1) = {t ∈ B : sni = εi for every 1 ≤ i ≤ k}. Since the set
k⋂
i=1
{rni = εi} = {t ∈ [0, 1] : rni(t) = εi for every 1 ≤ i ≤ k}
has measure 2−k, and since
A((εi)
k
i=1), B((εi)
k
i=1) ⊆
k⋂
i=1
{rni = εi}
it follows that
A((εi)
k
i=1) ∩B((εi)ki=1) 6= ∅.
Let t0 ∈ A((εi)ki=1) ∩B((εi)ki=1). Hence,
‖
k∑
i=1
εixni‖ =
1
2
‖
nk∑
j=1
rj(t0)xj +
nk∑
j=1
sj(t0)xj‖ ≤M. (29)
Now it is easy to deduce from here that ‖∑ki=1 aixni‖ ≤M maxki=1 |ai|. 
Proposition 6.2 (J. Bourgain [6]). Suppose that (xn)n is a bounded sequence in a Banach space X
such that for some constant δ > 0 one has that
Eε‖
n∑
i=1
εiaixi‖ ≥ δ
n∑
i=1
|ai| for every sequence of scalars (ai)ni=1. (30)
Then (xn)n has a subsequence equivalent to the unit basis of ℓ1.
Proof. By Rosenthal’s ℓ1 theorem, we may assume otherwise that (xn)n has a subsequence which
is weakly-Cauchy. Since our hypothesis (30) passes to subsequences, we may assume without loss of
generality that (xn)n is weakly-convergent to x
∗∗ ∈ X∗∗. It is well known that for every γ > 0 there
is a convex combination (ai)
n
i=1 such that
(a) ‖∑ni=1 aiεixi − (∑ni=1 εiai)x∗∗‖ ≤ γ for every sequence of signs (εi)ni=1.
(b) ‖(ai)ni=1‖2 ≤ γ.
Indeed, for the first part, think of each xn − x∗∗ as a function in C[0, 1], and use Mazur’s result for
the weakly-null sequence (|xn − x∗∗|)n; once (a) is established for each γ, let n be such that γ
√
n ≥ 1,
and find s1 < · · · < sn and convex combinations
∑
j∈si ajuj fulfilling (a) for γ/n; then the convex
combination (1/n)
∑n
i=1
∑
j∈si ajuj satisfies that
‖(1/n)
n∑
i=1
∑
j∈si
εjaj(xj − x∗∗)‖ ≤ γ
for every choice of signs (εi)i, and
‖(1/n)
n∑
i=1
∑
j∈si
ajuj‖2 ≤ 1/
√
n ≤ γ.
Now let (ai)
n
i=1 be the corresponding combination for γ such that γ(1 + ‖x∗∗‖) < δ. Then
δ ≤ Eε‖
n∑
i=1
εiaixi‖ ≤ γ + ‖x∗∗‖Eε|
n∑
i=1
aiεi| ≤ γ + ‖x∗∗‖(
n∑
i=1
a2i )
1
2 < δ, (31)
a contradiction. 
Example 8. For each 1 < p ≤ 2, on c00 define the norm
‖(ai)ni=1‖s,p := max{‖
n∑
i=1
aisi‖∞, ‖(ai)ni=1‖p},
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where (si)i is the summing basis of c0; let X be the completion of c00 under this norm. Then the unit
Hamel basis (un)n is RUC and satisfies that (rn ⊗ un)n is equivalent to the unit basis of ℓp. It is easy
to see that (ui)i in X does not have unconditional subsequences.
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