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Die zunehmende Digitalisierung und Vernetzung bietet im Automobilbereich
und in urbanen Räumen Chancen für neue Assistenzfunktionen, die zu einem
sicheren, komfortableren und eﬃzienteren Fahren führen können. Das Potential
durch die Nutzung gesammelter Daten ist enorm - so können Gefahren frühzei-
tig erkannt, Staus noch präziser vorhergesagt, oder die CO2-Emission reduziert
werden. Insbesondere in urbanen Räumen ist die Lichtsignalanlage in ihrer
Aufgabe der Steuerung von Verkehrsströmen hauptverantwortlich für viele
Staus und Unfälle, aber auch für erhöhten Schadstoﬀausstoß wieder beschleu-
nigender Fahrzeuge. Mit dem Wissen über die zukünftigen Signalzustände
einer Lichtsignalanlage können diese negativen Nebeneﬀekte abgemildert
werden. So kann mithilfe einer Grünband-Geschwindigkeitsempfehlung die
Fahrzeuggeschwindigkeit so angepasst werden, dass ein Stopp vermieden wird.
Eine Rotlicht-Überfahrenswarnung kann unterstützen, Unfälle zu vermeiden,
indem vor bevorstehenden Rotlichtverstößen gewarnt wird. Eine ampeladap-
tive Route kann wiederum Staus an roten Ampeln reduzieren.
In der vorliegenden Arbeit werden neue Konzepte zur Prognose zukünfti-
ger Signalzustände an koordinierten Knotenpunkten in Städten mithilfe von
crowdsourcing-Daten erforscht. Einerseits wird hierzu der Aspekt einer ver-
netzten Schaltzeitprognose mittels Kommunikation zwischen Fahrzeugen und
der Verkehrsinfrastruktur untersucht. Dazu wird ein Verfahren zur großﬂächi-
gen Schaltzeitprognose in urbanen Räumen mithilfe vergangener Schaltzeitin-
formationen entwickelt. Die zentrale Herausforderung stellt hierbei, neben der
Akquise von Daten, die Verkehrsabhängigkeit vieler Lichtsignalanlagen. Das
entwickelte Verfahren wird anhand der Referenzstadt München implementiert
und evaluiert. Darüber hinaus wird ein Verfahren zur Schätzung zukünftiger
Signalzustände mithilfe von Daten aus dem Fahrzeugumfeld entwickelt. Ent-
gegen des ersteren Ansatzes werden nicht mehr Verkehrszentralen als Daten-
quelle herangezogen, sondern gesammelte Daten aus dem Fahrzeug verwen-
det. Konkret wird die Floating Car Data Technologie auf die Nutzbarkeit zur
Rekonstruktion und Schätzung von Schaltzeiten untersucht. Hierbei wird ne-
ben einer Potentialabschätzung der Technologie für dieses Einsatzszenario ein
Modell zur Extraktion von Schaltzeitinformationen mittels gängiger Machine-
Learning Methoden vorgestellt.
Ein weiterer Forschungsschwerpunkt der vorliegenden Arbeit liegt auf der
Konzeption eines dynamischen Routingverfahrens, welches die zukünftigen
Schaltzeiten im Verkehrsnetz in die Routenwahl einbezieht. Ziel dieses am-
VII
peladaptiven Routingverfahrens ist es, die Wartezeit an Ampeln aufgrund von
Rotzeiten zu minimieren und so die Reisezeit zu verkürzen. Hierzu müssen zu-
nächst Verfahren entwickelt werden, um Unzulänglichkeiten in der bestehenden
Graphstruktur in Navigationskarten eﬃzient zu beheben, so dass Informatio-
nen über zukünftige Signalzustände an Knotenpunkten korrekt berücksichtigt
werden können. Ferner wird eine Bewertung der tatsächlichen Reisezeiterspar-
nis im realistischen Umfeld durchgeführt. Hierzu wird für ein Testfeld in Mün-
chen der Größe 100 km2 eine simulative Untersuchung des zu erwartenden




The increasing digitization provides opportunities regarding new assisting
functionalities for both for the automotive sector and for urban regions,
leading to a saver, more comfortable and more eﬃcient driving. The beneﬁts
of using collected data are enormous - risk can be detected in good time,
jams be predicted more accurately and CO2-emission be reduced. Especially
in urban regions, traﬃc lights, in their task of managing traﬃc, are one of the
main causes for jams and accidents, yet also for increased exhaust emissions
by accelerating vehicles. With the knowledge of traﬃc lights' future signal
states, these negative side-eﬀects could be softened. Thus, vehicle velocities
can be adapted by green light optimal speed advisory so as to avoid a com-
plete stop at a traﬃc light, a red light violation advisory may help avoiding
accidents and traﬃc light adaptive routing can help reducing jams at crossings.
In this thesis new concepts for predicting future signal states at signalized
crossings in cities based on crowdsourcing-data are the scope of research. On
the one hand, the aspect of a connected signal time prediction through com-
munication between vehicles and traﬃc management institutions is examined.
For this purpose, a concept for extensive signal time prediction with historical
data is developed. The central challenge, besides the acquisition of data, is
the fact that many traﬃc lights are traﬃc adaptive. The proposed concept is
implemented and evaluated for the city of Munich.
Furthermore, a procedure for the estimation of future signal states based
on data from the vehicle environment is developed. In opposition to the ﬁrst
approach, where data from public authorities has been used, data collected by
vehicles build the database. More precisely, the Floating Car Data Technology
is examined for its usability to reconstruct and estimate signal times of traﬃc
lights. At this, both an assessment of the potential of this technology for the
use-case and a procedure for the extraction of signal time information by means
of current machine learning methods is proposed.
Another focus of research of this thesis is the conception of a dynamic rou-
ting strategy taking into account future signal times in a traﬃc network. The
aim of this so-called traﬃc-adaptive routing strategy is to reduce waiting ti-
mes at traﬃc lights due to red phases and in consequence, to minimize the
traveling time. To this, a method is developed so as to eliminate inadequacies
of the underlying graph structure in navigation maps. This is necessary for a
proper consideration of future signal states at signalized crossings. Moreover,
an evaluation of the probable traveling time gain under realistic conditions is
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conducted. For that, a test ﬁeld of 100 km2 in Munich is chosen to estimate
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Die Automobilbranche beﬁndet sich derzeit im Wandel. Neue Technologien
und Innovationen entstehen vermehrt im Bereich der Fahrzeugvernetzung, die
ein Enabler für intelligente Informations-, Entertainment- und Serviceange-
bote ist. Fahrzeuge agieren mehr und mehr als mobile Sensoren, die laufend
eine Vielfalt an Daten aus dem Fahrzeugumfeld sammeln können. Der Nutzen
aus den aggregierten Daten der Fahrzeuge ist enorm: So können Gefahren-
warnungen ausgegeben werden, Staus und Verkehrsaufkommen noch präziser
angegeben werden, aber auch Ampelphasen gelernt und antizipiert werden.
Die aktuell hohe Relevanz der digitalen Revolution in Fahrzeugen wird un-
terstrichen durch den Kauf von Nokia HERE durch die BMW-Group, Audi
und Daimler, der im ersten Quartal 2016 abgeschlossen sein soll. Das erklärte
Ziel ist, mit einem hochgenauen und laufend aktuellen Kartenmaterial eben
genannte Dienste zu verbessern bzw. überhaupt zu ermöglichen und so weitere
Schritte in die Richtung des automatisierten Fahrens einzuleiten. Der Vor-
standsvorsitzende der BMW-Group, Harald Krüger, kommentierte den Kauf
folgendermaßen: HERE wird eine Schlüsselrolle bei der digitalen Revoluti-
on der Mobilität spielen und dabei hochpräzise Karten mit Daten aus dem
Fahrzeugumfeld kombinieren, um das Fahren für alle sicherer und einfacher
zu machen [1]. Der gemeinsame Kartendienst soll also die Grundlage für eine
neue Generation von Mobilität und ortsbezogene Dienste bilden. Durch die
Verknüpfung von gemeinsam gesammelten Rohdaten aus dem Fahrzeugum-
feld mit dem neuen, präzisieren Kartenmaterial wird der Weg geebnet für die
Serienreife von Forschungsfeldern, die bereits jetzt betrieben werden. Das in
dieser Arbeit beschriebene Forschungsfeld der Schaltzeitprädiktion und Rou-
tenoptimierung für die Ampelassistenz in Smart Cities gilt als einer von vielen
Treibern für den Kauf von HERE durch die drei Automobilhersteller. So wird
in der oﬃziellen Pressmitteilung zum Kauf von HERE der Use-Case Ampelas-
sistenz explizit als Fallbeispiel aufgeführt: Denkbar ist auch das Antizipieren
von Ampelphasen, um ein Fahrzeug mit angepasster Motorleistung und mini-
miertem Verbrauch auf einer grünen Welle durch die Straßen zu navigieren
[1].
Das Forschungsfeld der Ampelassistenz wird jedoch nicht nur durch die Au-
tomobilindustrie befeuert. Auch städteseitig wird der Ruf nach intelligenten
und mit der Verkehrsinfrastruktur vernetzten Fahrzeugen laut. Faktoren wie
zunehmende Urbanisierung, wachsende CO2-Belastung und begrenzte Ausbau-
möglichkeiten führen zur Suche nach innovativen Lösungen, welche in der Li-
teratur unter dem Sammelbegriﬀ der Smart City geführt werden [2, 3]. Auch
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1 Einführung
hier wird die Nutzung von Schaltzeitprognosen als ein Forschungsfeld mit ho-
hem Potential zur Verbesserung der innerstädtischen Mobilität betrachtet. So
stellt die Ampelassistenz z.B. in dem vom Bundesministerium für Wirtschaft
und Technologie zu 50% geförderten Projekt UR:BAN (Urbaner Raum: Be-
nutzergerechte Assistenzsysteme und Netzmanagement) einen wichtigen Teil-
baustein dar [4].
1.1 Vision Smart City: Städteseitige Treiber
der Ampelassistenz
Im Jahre 2050 werden neun Milliarden Menschen auf der Erde leben, 70%
davon in Städten - so motiviert das Fraunhofer Zentrum für Smart Cities
Urbanisierung, Globalisierung und demographische Veränderung. Diese Fak-
toren stellen immer höhere Anforderungen an die Stadt, gleichzeitig schaﬀen
diese aber auch große Chancen, eﬃzient mit Energie-, Material- und Hum-
anressourcen umzugehen [2]. Um diese Chancen, aber auch Herausforderungen
zu meistern, müsse sich die Stadt zunehmend als Dienstleister für ihre Bürger
und Unternehmen präsentieren. Insbesondere müsse hierfür die Integration von
Informations- und Kommunikationssystemen in die bestehenden Systeme vor-
anschreiten. Hierdurch kann die Flexibilität der Steuerung und Koordinierung
von Versorgungsnetzen, aber auch neue Lösungen für Mobilität und Sicherheit
ermöglicht werden. Diese Rahmenbedingungen bilden das Grundgerüst einer
Smart City. So deﬁnieren die Spezialisten des Fraunhofer Instituts die Smart
City als eine informierte, vernetzte, mobile, sichere und nachhaltige Stadt.
Besondere Herausforderungen sind bei der Bekämpfung der CO2-Emissionen
zu erwarten. Insbesondere große Städte und Ballungsräume kämpfen mit den
Belastungen hoher CO2 Emissionen. Sie alleine sind für etwa 70% des welt-
weiten CO2 Ausstoßes verantwortlich [5]. Weltweit wird bis 2020 ein Anstieg
des ausschließlich verkehrsbedingten CO2 Ausstoßes von derzeit etwa 7 auf et-
wa 9 Gigatonnen jährlich erwartet [6]. Dabei macht der verkehrsbedingte CO2
Ausstoß etwa 26% des Gesamtausstoßes aus [7]. Neben Städten wie Toronto
(Kanada) oder Pasadena (USA) gehört auch Berlin zu den Spitzenreitern in
der CO2-Emission [8]. Viele Städte haben diese Problematik bereits erkannt
und beginnen zu handeln. Unter dem Stichwort Smart City soll auch in die-
sem Bereich nach Lösungen gesucht werden. So soll die Mobilität in Städten
nicht nur sicherer und ﬂexibler gestaltet werden, sondern auch eﬃzienter. Be-
sonders große Bedeutung wird dabei der Kommunikation zwischen Fahrzeugen
und Verkehrsinfrastruktur zu Teil [2]. Erklärte Ziele sind unter anderem auch,
das Fahrverhalten in einen emissionsärmeren Stil zu verändern [6]. In urba-
nen Räumen gilt die Lichtsignalanlage in ihrer Aufgabe der Steuerung von
Verkehrsströmen als der Hauptfaktor für viele Staus und Unfälle, aber auch
für erhöhten Schadstoﬀausstoß wieder beschleunigender Fahrzeuge. Mit dem
Wissen über das zukünftige Signalverhalten von Lichtsignalanlagen können
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diese negativen Nebeneﬀekte abgemildert werden. Etwa kann die Fahrzeugge-
schwindigkeit mithilfe einer Grünband-Geschwindigkeitsempfehlung so ange-
passt werden, dass ein Halt an der Kreuzung vermieden wird. Ferner bestehen
die technischen Möglichkeiten, Rotlicht-Überfahrenswarnung zu unterstützen,
Unfälle zu vermeiden, oder mithilfe einer ampeladaptiven Route Staus an roten
Ampeln zu reduzieren.
1.2 Vernetztes Fahrzeug: Fahrzeugseitige
Treiber der Ampelassistenz
Stichworte wie Wettbewerbsfähigkeit, Zukunftsorientierung, Beitrag zum Mar-
kenerfolg oder Nachhaltigkeit sind die oﬀensichtlichen Motivatoren von In-
novationen im Fahrzeugbereich [9]. Neben diesen allgemeinen Zielen gibt es
weitere, wesentlich konkretere Treiber der Ampelassistenzfunktionen im Fahr-
zeug. Diese lassen sich unterteilen in die Faktoren Fahrkomfort, Sicherheit und
CO2-Reduzierung.
Ist der Fahrer beim Halt an einer roten Ampel über die verbleibende Rotzeit
informiert, so kann dieser die bisher nicht nutzbare Zeit für kleinere Tätigkeiten
(etwa Verstellen der Sitzposition oder ein schneller Blick zu den Kindern auf
der Rückbank) nutzen. Weiß er bei Annäherung an die Ampel, dass er diese
mit der aktuellen Geschwindigkeit bequem bei grün überqueren kann, so kann
auch dies seinen Fahrkomfort erhöhen.
Die Fahrsicherheit kann erhöht werden, da potentielle Beschleunigungen,
vielleicht auch über das erlaubte Geschwindigkeitslimit, vermieden werden kön-
nen. Auch eine Warnung bei potentiellen Rotlichtverstößen wird als ein Faktor
zur Sicherheitssteigerung im Straßenverkehr diskutiert [4].
Einen großen Mehrwert verspricht man sich von Kraftstoﬀ- und CO2-
Einsparungen mithilfe der Ampelassistenz. Durch eine auf den Signalzustand
der Ampel optimierte Verzögerung etwa können Stopps an der Kreuzung
vermieden und so Kraftstoﬀ eingespart werden. Auch eine Abstimmung der
Motor-Start-Stopp-Automatik wird zu einer weiteren Reduzierung des Kraft-
stoﬀverbrauches beitragen. Hierzu existieren bereits mannigfaltige Untersu-
chungen, die in den Quellen [10, 11, 12, 13] beschrieben werden.
Nicht nur die reale CO2-Reduzierung in der Serie, sondern auch eine mög-
liche Anrechnung auf den CO2-Flottenausstoß stellt einen Anreiz für Fahr-
zeughersteller dar. Zum Zweck der Umsetzung der langfristigen Vision einer
CO2-armen Wirtschaft hat die EU Maßnahmen, wie die Verordnung (EG)
443/2009 des Europäischen Parlaments und des Rates vom 23. April 2009 zur
Erreichung festgelegter Zielwerte für Personenkraftwagen [14], beschlossen. Im
Rahmen dieser Verordnung ist auch die Möglichkeit einer Anrechnung soge-
nannter Ökoinvestitionen gegeben [15]. Die Anerkennung ist unter anderem an
folgende Faktoren gebunden: Einerseits muss das CO2-Einsparpotential über
1 g CO2/km liegen, andererseits darf die Technologie keine der Maßnahmen
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aus dem EU-Gesamtkonzept (etwa Reifendruckkontrollsystem o.ä.) darstel-
len. Ferner muss die Technologie neu auf dem Markt sein, im speziellen darf
die Marktpenetrationsrate der Fahrzeuge mit dieser Technologie maximal 3%
betragen [15]. Von der Industrie wurde 2009 beispielhaft der Eco-Mode als
derartige Funktion angeführt. Auch die Einsparpotentiale mithilfe intelligenter
Ampelassistenzfunktionen, wie z.B. die Optimierung der Motor-Start-Stopp-
Automatik oder ideale Verzögerungsstrategien können hier als Öko-Investition
angerechnet werden. Konkrete Einigungen gibt es derzeit jedoch noch nicht.
1.3 Aufgabenstellung und Ziel der Arbeit
Ziel dieser Arbeit ist die Erforschung und technische Konzeption von Schalt-
zeitprädiktionen mithilfe von Crowdsourcing-Daten und Routenoptimierung
in urbanen Räumen. Mit diesen Informationen soll der Fahrer in bestimmten
Situationen im Straßenverkehr unterstützt werden (etwa durch Angabe einer
verbleibenden Wartezeit an einer Ampel) und gleichzeitig der CO2-Ausstoß
gesenkt werden. Darüber hinaus soll untersucht werden, wie Routen mithil-
fe der Informationen über zukünftige Schaltzeiten optimiert werden können.
Besonderes Augenmerk wird dabei auf folgende Fragestellungen gerichtet:
• Wie können großﬂächig Schaltzeitprognosen verkehrsabhängiger Licht-
signalanlagen in urbanen Ballungsräumen mithilfe von Schaltzeitinfor-
mationen von Verkehrszentralen erzeugt werden? Welche Eigenschaften
müssen von Verkehrszentralen oder Städten bereitgestellte Daten mit-
bringen, um Schaltzeitprognosen mit ausreichender Qualität zu ermögli-
chen? Welche Daten können mit der derzeitigen Infrastruktur von Ver-
kehrszentralen und Städten bereitgestellt werden? Wie kann ein eﬃzi-
enter und skalierbarer Algorithmus zur Prognose von Schaltzeiten kon-
zipiert werden? Welche Ergebnisse können in einer Referenzstadt erzielt
werden?
• Können mithilfe von gesammelten Daten aus der Fahrzeugﬂotte (etwa
Floating Car Data) Schaltzeiten von festzeitgesteuerten und leicht ver-
kehrsabhängen Lichtsignalanlagen gelernt werden? Wie viele Fahrzeuge
müssen über diese Technologie verfügen (Abdeckung), um valide Rekon-
struktionen des Ampelverhaltens durchführen zu können? Wie sieht die
Ausgestaltung von Algorithmen zur Extraktion dieser Informationen aus
den Rohdaten aus?
• Können Routenempfehlungen im Fahrzeug mithilfe verfügbarer Infor-
mationen über zukünftige Schaltzeiten optimiert werden? Wie hoch fällt
der zu erwartende Reisezeitgewinn bei Routen, welche auf die Schalt-
zeiten an Ampeln optimiert wurden (ampeladaptive Routen) aus? Sind
Schaltzeitschätzungen und Prognosen, wie sie aus den ersten beiden Fra-
4
1.4 Vorgehensmodell und Struktur der Arbeit
gestellungen abgeleitet werden konnten, für eine Optimierung der Route
ausreichend?
Die Aufgabenstellung umfasst darüber hinaus eine Backend-basierte Imple-
mentierung der konzipierten Ansätze zur Schaltzeitprognose und einer Kom-
munikationsschnittstelle zur Übertragung der Prognosen an Versuchsträger der
BMW-Group.
1.4 Vorgehensmodell und Struktur der Arbeit
Zunächst erfolgt eine grundlegende Beschreibung und Analyse der Problemdo-
mänen von Ampelassistenzsystemen, dem Verkehr der Zukunft, Verkehrssteue-
rungssysteme, Floating Car D ata und der Graphentheorie in Kapitel 2. Diese
Teilbereiche stellen die Grundlage für die individuellen Forschungsfragen im
Rahmen dieser Arbeit dar, welche in den Kapiteln 3, 4 und 5 erörtert werden.
In Kapitel 3 wird ein Verfahren zur vernetzten Schaltzeitprognose mittels Kom-
munikation zwischen Fahrzeugen und der Verkehrsinfrastruktur vorgestellt. Im
Rahmen eines Kooperationsprojektes mit dem Kreisverwaltungsreferat Mün-
chen wird das vorgestellte Prognoseverfahren für die Referenzstadt München
implementiert und evaluiert.
In Kapitel 4 wird zunächst das Potential der Floating Car Data-Technologie
hinsichtlich der Nutzbarkeit zum Lernen der Schaltzeiten von Lichtsignalanla-
gen untersucht (Abschnitt 4.3.1). In Abschnitt 4.3.3 wird sodann ein Modell
zur Schätzung von Umlaufzeiten an Lichtsignalanlagen und Freigabe- sowie
Sperrbeginn einzelner Signalgruppen unter Verwendung aufgezeichneter Floa-
ting Car Daten vorgestellt.
Aufbauend auf den Ergebnissen aus den Kapiteln 3 und 4 wird in Kapitel 5
ein Modell zur Umsetzung einer intelligenten und dynamischen Routingstra-
tegie unter Einbeziehung zukünftiger Schaltzeiten vorgestellt und hinsichtlich
des voraussichtlichen Reisezeitgewinns im realen Umfeld bewertet.
1.5 Vorveröﬀentlichungen
Die Inhalte dieser Arbeit wurden in Teilen bereits auf internationalen Konfe-
renzen, in Form von Buchbandbeiträgen oder Journalbeiträgen publiziert. Im
Folgenden wird ein Überblick über diese bereits vorveröﬀentlichten Inhalte, so-
wie des jeweiligen Beitrages des Autors der vorliegenden Arbeit (im Folgenden
nur noch als Autor bezeichnet). In den entsprechenden Kapiteln an späterer
Stelle folgt eine genauere Auﬂistung der bereits vorveröﬀentlichten Inhaltsteile.
Für alle Vorveröﬀentlichungen gilt, dass Prof. Dr. Claudia Linnhoﬀ-Popien,
als Lehrstuhlinhaberin und Doktormutter des Autors, beratend und als Kritik-
geberin insbesondere an den jeweiligen Manuskripten, in denen sie als Autorin
aufgeführt ist, mitgewirkt hat.
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In den ersten Teil dieser Arbeit (Lernen von Signalisiserungszuständen mit
historischen Daten, Kapitel 3) ﬂossen insbesondere folgende Vorveröﬀentli-
chungen ein:
• V. Protschky, K. Wiesner, and S. Feit, Adaptive traﬃc light
prediction via kalman ﬁltering, in Intelligent Vehicles Sympo-
sium Proceedings, 2014 IEEE, pp. 151157, June 2014 [106]:
In dieser Veröﬀentlichung wurde ein Konzept zur Prognose zukünftiger
Signalzustände verkehrsabhängiger Lichtsignalanlagen mithilfe vergan-
gener Schaltzeiten durch Anwendung des Kalman Filter vorgestellt. Die
Evaluation erfolgte anhand sechs Münchener Lichtsignalanlagen.
Der Abschnitt 3.4.2, in welchem eigene Vorarbeiten vorgestellt werden,
die nicht zum Forschungsbereich im Rahmen der Dissertation gehören,
basiert auf den Inhalten dieses Manuskripts. Hierbei werden Forschungs-
ergebnisse vorgestellt, die hauptsächlich im Rahmen meiner Masterarbeit
entstanden sind. Die Entwicklung der Modelle und Evaluation, sowie Ab-
fassung des Manuskriptes erfolgte durch mich. Die Co-Autoren standen
beratend zur Seite.
• V. Protschky, S. Feit, and C. Linnhoﬀ-Popien, Extensive traf-
ﬁc light prediction under real-world conditions, in Vehicular
Technology Conference (VTC Fall), 2014 IEEE 80th, pp. 15,
Sept 2014 [105]:
Hier wurde ein Verfahren zur eﬃzienten und skalierbaren Prognose zu-
künftiger Signalzustände verkehrsabhängiger Lichtsignalanlagen gesam-
ter urbaner Ballungsräume mithilfe vergangener Schaltzeiten vorgestellt.
Die Evaluation erfolgte anhand von ca. 700 Münchener Lichtsignalanla-
gen. Abschnitt 3.5 basiert hauptsächlich auf den Inhalten dieser Veröf-
fentlichung. Die Entwicklung und Umsetzung der Modelle und die Eva-
luation, sowie die Abfassung des Manuskriptes erfolgte durch mich. Ste-
fan Feit stand beratend zur Seite.
• D. Irschik, V. Protschky, and F. Schweizer, Kooperative
Systeme im Straßenverkehr auf Basis einer Client-Server-
Architektur Strassenverkehrstechnik, vol. 58, no. 10, 2014
[104]:
In dieser Veröﬀentlichung wurden die Nutzung kooperativer Systeme zur
Risikoreduktion, CO2-Ersparnis und Steigerung des Fahrkomforts aufge-
zeigt. Die Autoren Irschik und Schweizer beleuchteten dabei den Aspekt
der Risikoreduktion, ich erläuterte potentielle CO2-Ersparnisse und Stei-
gerung des Fahrkomforts anhand der Kundenfunktion Ampelassistenz.
Abschnitt 3.5 enthält kleinere Teile dieser Arbeit.
• V. Protschky and S. Feit, Traﬃc Light Assistance  ein inno-
vativer Mobilitätsdienst im Fahrzeug, in Marktplätze im Um-
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bruch (C. Linnhoﬀ-Popien, M. Zaddach, and A. Grahl, eds.),
Xpert.press, pp. 579587, Springer Berlin Heidelberg, 2015
[103]:
Im Rahmen dieser Arbeit wurden die Möglichkeiten, welche sich durch
neue Marktplätze wie dem Mobilitäts-Datenmarkt (MDM), für Kunden-
funktionen wie den Ampelassistenten ergeben, untersucht. Die Abfas-
sung des Manuskriptes erfolgte durch mich. Stefan Feit stand beratend
zur Seite. Abschnitt 3.5 enthält kleinere Teile dieser Arbeit.
Für den zweiten Teil der Arbeit (Lernen von Signalisiserungszuständen mit
Floating Car Data, Kapitel 4) bilden folgende Veröﬀentlichungen die Basis:
• V. Protschky, P. Seifert, and S. Feit, Stop line detection using
satellite-image segmentation, in Vehicular Technology Confe-
rence (VTC Spring), 2015 IEEE 81st, pp. 15, May 2015 [102]:
Insbesondere zur Rekonstruktion von Schaltzeiten mithilfe von FCD ist
die Kenntnis über eine möglichste genaue Haltelinienposition unabding-
bar. In dieser Arbeit wurde ein Verfahren zur Bildverarbeitung von Sa-
tellitenbildern vorgestellt, um Haltelinienpositionen zu extrahieren. Die
Auswahl und Anwendung geeigneter Bildverarbeitungsalgorithmen zur
Extraktion von Haltelinien und deren Position wurden im Rahmen der
Bachelorarbeit von Paul Seifert unter der Betreuung von Stefan Feit und
mir durchgeführt. Der Versuchsaufbau und Evaluation wurden von mir
vorgegeben und betreut. Die Abfassung des Manuskriptes erfolgte eben-
falls durch mich. Abschnitt 4.3.3 enthält kleinere Teile dieser Arbeit.
• V. Protschky, S. Feit, and C. Linnhoﬀ-Popien, On the potential
of ﬂoating car data for traﬃc light signal reconstruction, in
Vehicular Technology Conference (VTC Spring), 2015 IEEE
81st, pp. 15, May 2015 [101]:
Diese Veröﬀentlichung beinhaltet die Untersuchung von Floating Car Da-
ta zur Nutzung für die Signalzustandsschätzung an Lichtsignalanlagen.
Es wurden erste Verfahren zur Umlaufzeitrekonstruktion und Phasen-
schätzung vorgestellt und ein Zusammenhang zwischen Anzahl verfüg-
barer FCD und Qualität einer Signalzustandsschätzung hergestellt.
Abschnitt 4.3.1 basiert hauptsächlich auf den Inhalten dieser Veröﬀent-
lichung. Die Entwicklung der Modelle und Evaluation, sowie Abfassung
des Manuskriptes erfolgte durch mich. Stefan Feit stand beratend zur
Seite.
• V. Protschky, C. Ruhhammer, and S. Feit, Learning traﬃc
light parameters with ﬂoating car data, in Intelligent Trans-
portation Systems (ITSC), 2015 IEEE 18th International Con-
ference on, pp. 24382443, Sept 2015 [99]:
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Hier wurde ein konkretes Lernverfahren zur Rekonstruktion von Lichtsi-
gnalparametern vorgestellt. Dazu wurden durch den Autor große Mengen
an FCD verarbeitet und ausgewertet. Anschließend erfolgte die Konzep-
tion vor Lernalgorithmen zur Schätzung wahrscheinlichster Signalpara-
meter. Abschnitt 4.3.3 basiert zu großen Teilen auf den Inhalten dieser
Veröﬀentlichung. Die Entwicklung der Modelle und Evaluation, sowie
Abfassung des Manuskriptes erfolgte durch mich. Stefan Feit und Chris-
tian Ruhhammer standen beratend zur Seite.
Das ampeladaptive Routing, das im dritten Teil der vorliegenden Arbeit be-
trachtet wird (Kapitel 5), basiert im Wesentlichen auf der folgenden Veröﬀent-
lichung.
• V. Protschky, S. Feld, and M. Wälischmiller, Traﬃc signal
adaptive routing, in Intelligent Transportation Systems (IT-
SC), 2015 IEEE 18th International Conference on, pp. 450
456, Sept 2015 [100]:
Im Rahmen dieser Veröﬀentlichung wurde ein Verfahren zur Berechnung
dynamischer Routen entworfen, das zukünftige Schaltzeiten an Lichtsi-
gnalanlagen berücksichtigt. Ziel ist durch die Berechnung sogenannter
ampeladapativer Routen einen Reisezeitgewinn zu realisieren. Kapitel
5 basiert zu großen Teilen auf den Inhalten dieser Veröﬀentlichung. Die
Ideen und Konzeption der Verfahren, sowie Abfassung des Manuskrip-
tes erfolgte durch mich. Die Implementierung der Verfahren erfolgte zu
großen Teilen durch M. Wälischmiller im Rahmen seiner Bachelorarbeit,
welche von mir und Sebastian Feld betreut wurde. Bei der Abfassung des
Manuskriptes und der Durchführung der Evaluation durch mich stand




Diese Arbeit gliedert sich in drei Themengebiete. Dieses Kapitel fasst die
Grundlagen aller Teilbereiche zusammen und erörtert relevante Grundlagen.
Zunächst wird auf derzeitige Assistenzfunktionen im Fahrzeug und deren
Klassiﬁkation eingegangen. Sodann werden der Entwurf von Lichtsignalpro-
grammen und gängige Steuerungsverfahren, sowie länderspeziﬁsche Aspekte in
der Programmierung von Lichtsignalanlagen beschrieben. Anschließend wer-
den die Grundlagen von Floating Car Data gelegt. Schließlich werden noch
grundlegende Aspekte des Routings in Graphen beleuchtet.
2.1 Übersicht über Assistenzfunktionen
In modernen Fahrzeugen kommt bereits eine Vielzahl unterschiedlicher Assis-
tenzfunktionen zum Einsatz. Dabei reicht die Spannweite von Systemen zur
Erhöhung der Sicherheit wie Notbremsassistenten über Navigationssysteme bis
hin zu Stauassistenten, welche die Fahraufgabe im Stau übernehmen. Nachfol-
gend wird ein Überblick über allgemeine Assistenzfunktionen und die Einglie-
derung der Ampelassistenz in diese dargestellt.
2.1.1 Allgemeine Assistenzfunktionen
Fahrerassistenzfunktionen unterscheiden sich typischerweise nach ihrem Au-
tomatisierungsgrad. Sie können nur informative Hilfestellungen geben (et-
wa Stauinformationen) oder z.B. regelnd eingreifen (etwa mittels Autono-
mous Cruise Control). Eine Klassiﬁzierung nach unterschiedlichen Automati-
sierungsgraden wurde bereit 1999 durch Donges durchgeführt [16], dargestellt
in Abbildung 2.1. Informationen (oberste Ebene) sollen den Fahrer lediglich
unterstützen, etwa durch Anzeige einer zulässigen Höchstgeschwindigkeit oder
einer Routenempfehlung, während Warnungen und Aktionsempfehlungen (Ac-
tion Recommendation) bereits unmissverständliche Handlungsempfehlungen
geben sollen (etwa Notbrems-Warnung). Die Fahrdynamikregelung (Vehicle
Dynamics Control) stabilisiert das Fahrzeug (etwa ABS oder ESP). Teilweise
automatisierte Systeme (Partial Automation) übernehmen bestimmte Fahrauf-
gaben, wie es etwa beim Autonomous Cruise Control (ACC) der Fall ist. Im
Gegensatz zum vollautomatisierten Assistenzfunktion (Full Automation) ent-
scheidet jedoch der Fahrer über die Aktivierung der Funktion. Ein Beispiel für
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Abbildung 2.1: Klassiﬁzierung von Fahrerassistenzfunktionen nach [16].
einen solchen vollautomatisierten Eingriﬀ ist der Notbrems-Eingriﬀ. Auch in
anderen Werken ﬁnden sich Klassiﬁzierungen, die sich jedoch nur marginal von
der von Donges unterscheiden. So beschreibt die Bundesanstalt für Straßen-
wesen (BaST)-Gruppe vier verschiedene Automatisierungsgrade [17]. Durch
Winner et al. werden drei Kategorien von Fahrerassistenzfunktionen (informie-
rende und warnende Funktionen, kontinuierlich automatisierende Funktionen
und eingreifende Notfallfunktionen) deﬁniert [18].
2.1.2 Ampelassistenzfunktionen
Ampelassistenzfunktionen können je nach konkreter Assistenzfunktion in allen
Kategorien auftreten. Nachfolgend wird, ohne Anspruch auf Vollständigkeit,
eine Auﬂistung und Erörterung der aktuell diskutierten Ampelassistenzfunk-
tionen dargestellt.
• Ampel-Statusinformationen: Hierbei handelt es sich um informative
Unterstützungsfunktionen für den Fahrer. Ziel ist es, dem informierten
Fahrer mehr Sicherheit und Fahrkomfort zu bieten, in dem er durch die
erhaltenen Informationen vorausschauender agieren kann. So soll er sich
auf Rotphasen bei Ankunft an der Ampel bereits bei Anfahrt einstellen
können, oder die Information erhalten, wie lange der aktuelle Signalzu-
stand noch anhält. Ampel-Statusinformationen können wie folgt weiter
aufgegliedert werden:
 Anzeige der verbleibenden Rotphase: Bei dieser Funktion wird
dem Fahrer sowohl bei Annäherung an eine Ampel, als auch bei
Stand vor dieser die voraussichtlich verbleibenden Rotphase ange-
zeigt. Der Nutzen für den Fahrer unterscheidet sich zwischen Fahrt
und Stand - so kann er bei Stillstand die verbleibende Wartezeit
nutzen, um kleinere, straßenverkehrsrechtlich erlaubte Tätigkeiten,
wie z.B. das Ändern des Navigationsziels, durchzuführen. Während
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der Fahrt kann der Fahrer u.U. die Information der verbleibenden
Rotzeit nutzen, um so weit zu verzögern, dass sich ein Halt vermei-
den lässt - dies würde zur Reduktion des CO2-Ausstoßes beitragen.
 Anzeige der verbleibenden Grünphase: Dies ermöglicht dem
Fahrer, abzuschätzen, ob die aktuelle Grünphase ausreichend ist,
die entsprechende Lichtsignalanlage bei grün zu passieren. Die-
se Information kann gegebenenfalls auch mit der Pepare-to-Stop-
Information verknüpft werden, die anzeigt, dass die Überquerung
der Lichtsignalanlage bei grün nicht mehr möglich ist.
 Prepare-to-Start Information: Die Funktion macht den Fahrer
bei Stand darauf aufmerksam, dass die vor ihm beﬁndliche Ampel
bald auf grün schalten wird. Eine Kombination mit der Anzeige der
verbleibenden Rotphase ist sinnvoll.
 Prepare-to-Stop Information: Hier wird dem Fahrer angezeigt,
dass die Überquerung der Lichtsignalanlage bei grün nicht mehr
möglich ist. Errechnet wird dies anhand der Distanz zur Halteli-
nie, verbleibender Grünzeit und der maximal zulässigen Höchstge-
schwindigkeit.
 Anzeige der benötigten Grünphasen zur Überquerung der
Ampel bei Rückstau: Speziell in Starkverkehrszeiten ist es mög-
lich, dass eine Grünphase nicht zur Überquerung der jeweiligen
Lichtsignalanlage ausreicht, da der Rückstau zu groß ist. Es kann
dem Fahrer einen Mehrwert bieten, ihn darüber zu informieren, ob
die derzeitige Grünphase für eine Überfahrt bei grün ausreichend
ist, bzw. wie viele Grünphasen er noch benötigen wird.
Die individuellen Funktionen sind in Abbildung 2.2 zusammengefasst.
Dabei wird zusätzlich zwischen den Kategorien Stand/Stop-and-Go
und Fahrt, sowie den Signalzuständen rot und grün und dem Wechsel
zwischen ihnen unterschieden. Entsprechend des Szenarios ist die jewei-
lige Assistenzfunktion, sowie ein Vorschlag zur Darstellung im Fahrzeug
dargestellt.
• Geschwindigkeits- oder Verzögerungsempfehlungen: Entgegen
der Anzeige der verbleibenden Grünphase informiert die Grünband-
Geschwindigkeitsempfehlung bzw. Verzögerungsempfehlungen den Fah-
rer anhand eines Grünbandes über den Geschwindigkeitsbereich, in dem
er die Ampel bei grün überqueren kann. Hier muss der Fahrer nicht mehr
selbst abschätzen, ob die verbleibende Grünphase für das Überqueren bei
grün ausreicht.
• Anfahrtserinnerung: Ist der Fahrer bei Stillstand vor der Ampel un-
aufmerksam und bemerkt den Wechsel auf grün nicht, weist ihn die An-
fahrtserinnerung audio-visuell darauf hin.
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Abbildung 2.2: Ampelassistenzfunktionen und entsprechende HMI-Vorschläge
im Überblick.
• Rotlicht-Überfahrenswarner: Bewegt sich der Fahrer mit hoher Ge-
schwindigkeit auf eine Ampel zu, die bei Ankunft rot sein wird und ist
abzuschätzen, dass bei Beibehalt der aktuellen Fahrt-Trajektorie ein Rot-
lichtverstoß auftreten wird, so warnt der Rotlicht-Überfahrenswarner den
Fahrer rechtzeitig.
• Grüne-Welle-Routing: Mit dem Grüne-Welle-Routing (auch ampela-
daptives Routing genannt) soll dem Fahrer eine hinsichtlich der zukünfti-
gen Schaltzeiten an Ampeln optimierte Routenempfehlung gegeben wer-
den. Ziel ist es, Warte- und Standzeiten an roten Ampeln durch intelligen-
te Routenwahl zu minimieren und so die Reisezeit und den CO2-Ausstoß
zu reduzieren.
• ACC + Abbremsen bei roten Ampeln: Ziel ist hier, die Funktion
Autonomous Cruise Control (ACC, deutsch: Abstandsregeltempomat)
mit dem Abbremsen bei roten Ampeln zu verknüpfen. Beim ACC, das
bereits seit dem Jahr 2000 im Fahrzeug erhältlich ist, wird der Abstand
zum vorausfahrenden Fahrzeug automatisch geregelt. Bisher können die-
se Systeme noch nicht selbständig an roten Ampeln zum Stehen kommen.
• Konkrete Fahreingriﬀe zur Realisierung einer idealen Annähe-
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Abbildung 2.3: Eingliederung der aktuell diskutierten Ampelassistenzfunktio-
nen in die Klassiﬁzierung von Fahrerassistenzfunktionen nach
[16].
rungsstrategie:Während die zuvor beschriebene Funktion lediglich das
Abbremsen an roten Ampeln beschreibt, soll beim automatisierten Ein-
griﬀ in die Längsregelung des Fahrzeuges eine Idealtrajektorie berech-
net und befahren werden. Hier steht das vorausschauende Fahren mit
dem Ziel der Kraftstoﬀreduzierung und gegebenenfalls Zeiteinsparung
im Vordergrund. Eine Verknüpfung mit dem Grüne-Welle-Routing und
dem ACC ist denkbar.
• Eﬃziente Motor-Start-Stopp-Automatik: Fahrzeuge der neueren
Generation stellen bei Stillstand automatisch den Motor zum Zwecke der
Senkung des Kraftstoﬀverbrauches aus. Diese Funktion wird häuﬁg als
Motor-Start-Stopp-Automatik (MSA) bezeichnet. Diese kann durch die
Kenntnis der voraussichtlichen Rotzeit an einer Ampel weiter optimiert
werden.
Die vorgestellten Ampelassistenzsysteme stellen Funktionen auf allen Auto-
matisierungsebenen nach Donges [16] dar. Abbildung 2.3 zeigt die Eingliede-
rungen der individuellen Ampelassistenzsysteme in die entsprechenden Kate-
gorien auf.
2.2 Projekte zum Verkehr der Zukunft
Die Idee einer Smart City, in der Städte mit Dritten kommunizieren und in-
teragieren, um bedarfs- und situationsgerechte Lösungen zu ﬁnden, ist nicht
mehr nur eine ferne Vision. Es gibt bereits Projekte in der Forschung, die
das Ziel haben, mögliche Konzepte auszuarbeiten. Ein Forschungsprojekt mit
dem Ziel, den Verkehr der Zukunft sicherer und eﬃzienter zu gestalten, ist
das Projekt UR:BAN, in dem sich viele Partner aus Industrie und öﬀentli-
cher Hand zusammenschlossen haben, um gemeinsam neue Fahrerassistenz-
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und Verkehrsmanagementsysteme zu entwickeln. Auch Bestrebungen, einen
gemeinsamen Datenmarktplatz für Verkehrsdaten zu etablieren, wurden mit
dem Mobilitätsdatenmarktplatz [19] aufgenommen. Darüber hinaus gab es be-
reits frühere Projekte zur eﬃzienteren Gestaltung des Verkehrs in Städten,
aber auch auf Bundes- und Staatsstraßen, wie etwa das Projekt KOLIBRI. Im
Folgenden wird eine Übersicht der Projektlandschaft dargestellt.
2.2.1 MDM
Beim Mobilitätsdatenmarkt (MDM) handelt es sich um eine neutrale B2B-
Plattform zum Zweck des bundesweiten Austausches von Informationen über
Verkehrsströme, Staus, Baustellen, Kraftstoﬀpreise, Parkmöglichkeiten, und
Schaltzeitinformationen. Gegründet wurde die Plattform im Jahr 2007 durch
das Bundesministerium für Verkehr und digitale Infrastruktur, sowie der Bun-
desanstalt für Straßenwesen und ging 2011 in den Testbetrieb. Der MDM soll
einen leichteren Datenaustausch zwischen den Partnern im Verkehr ermögli-
chen und so den Weg für die Entwicklung neuer Assistenzsysteme und einem
besseren Verkehrsmanagement ebnen [19].
2.2.2 UR:BAN
Im Rahmen der Forschungsinitiative Urbaner Raum: Benutzergerechte Assis-
tenzsysteme und Netzmanagement (UR:BAN) haben sich von 2012 bis An-
fang 2016 31 Vertreter aus der Automobil- und Zulieferindustrie, aus Uni-
versitäten, Forschungsinstituten und Städten zusammengefunden, um neue
Fahrerassistenz- und Verkehrsmanagementsysteme für die Stadt zu entwickeln.
Die Forschungsarbeiten wurden dabei in drei Themenschwerpunkte unterteilt:
• Kognitive Assistenz: Dieser Themenschwerpunkt befasst sich mit der
Erhöhung der Sicherheit im städtischen Verkehr durch die kontinuierli-
che Unterstützung des Fahrers in komplexen Situationen wie zum Bei-
spiel an Kreuzungen mit Fußgängern und Radfahrern, Engstellen, bei
Gegenverkehr, sowie beim Spurwechsel [4]. Hier wurden Ansätze zur
Vermeidung von Kollisionen durch automatisches Bremsen, sowie durch
Ausweichen in erkannten Freiraum erforscht.
• Vernetztes Verkehrssystem: In diesem Themenbereich wird die Fahr-
zeugfunktion Ampelassistenz beleuchtet. Im Rahmen dieses Themen-
komplexes sollten allgemeine Ansätze zur Umsetzung dieser Funktion
mittel der aktuellen Informations- und Kommunikationsmöglichkeiten
wie GPS/Galileo, UMTS/LTE und C2X erforscht, aber auch anhand
einer Referenzstadt demonstriert werden. Partner waren GEVAS Softwa-
re, die Stadt Düsseldorf, Stadt Kassel, Universität Kassel, BMW Group,
und die MAN AG. Hierbei wurden Schaltzeitprognosen durch GEVAS in
Zusammenarbeit mit den Städten Düsseldorf und Kassel und der Univer-
sität Kassel erstellt. Diese wurden durch die BMW Group und MAN zur
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Implementierung eines Grüne-Welle- und Verzögerungsassistenten ver-
wendet. Eine Smartphone-Applikation wurde durch die Universität Kas-
sel entwickelt.
• Mensch im Verkehr: Im Fokus stand der Mensch in all seinen Rollen
im Verkehr. Hier wurden neue Methoden zur Erforschung des menschli-
chen Verhaltens entwickelt, um seine Absichten (etwa durch Kopfbewe-
gungen) rechtzeitig zu erkennen und zu deuten. Ziel ist es, beispielsweise
Fahrmanöver wie Abbiegen oder Fahrspurwechsel, vorauszusagen.
2.2.3 Frühere Forschungsprojekte
Neben dem bislang größten bekannten Forschungsprojekt UR:BAN gab es be-
reits schon frühere Projekte zur Optimierung des Fahrzeugverkehrs.
KOLIBRI: Im Forschungsprojekt Kooperative Lichtsignaloptimierung -
Bayerisches Pilotprojekt (KOLIBRI) von 2010 bis 2012 wurde anhand zweier
Teststrecken (B13 in München und St2145 in Regensburg) untersucht, wie
auf Außerortsstraßen die Schaltungen von Ampelanalgen besser koordiniert
werden können, um Verkehrsteilnehmer besser zu informieren sowie Staus zu
vermeiden. Besonderes Augenmerk wurde auf das Verhalten und die Vorher-
sage des Pulkverhaltens von Fahrzeugen gelegt, welches als die maßgebliche
Größe für eine funktionierende grüne Welle gilt [20].
AKTIV: Im Projekt Adaptive und kooperative Technologien für den intelli-
genten Verkehr (AKTIV) wurden zwischen 2007 und 2010 technische Grund-
lagen für die Kommunikation zwischen Fahrzeugen und Lichtsignalanlagen ge-
schaﬀen. Dazu wurden Informationen zwischen Lichtsignalanlage und Fahrzeu-
gen ausgetauscht (C2I und I2C-Kommunikation), um einfache Anwendungen
wie Zeitdauern bis zum nächsten Signalwechsel an lokalen Lichtsignalanlagen
zu testen und zu demonstrieren. Gezeigt wurde dies anhand von Einzelanlagen
[21].
Sim-TD: In dem Projekt Sichere intelligente Mobilität Testfeld Deutsch-
land (Sim-TD) haben sich 2011 bis 2013 diverse Unternehmen der Automobil-
und Telekommunikationsbranche, die hessische Landesregierung Universitäten
und Forschungsinstitute als Partner zusammengeschlossen. Ziel war ebenfalls
die Erforschung und Erprobung der Car-to-X-Kommunikation und ihrer An-
wendung in der sicheren und intelligenten Mobilität. Insbesondere wurden
die Lokale Gefahrenwarnung, Fahrerassistenz und Verkehrsﬂussteuerung un-
tersucht [22].
TRAVOLUTION: Das Projekt TRAVOLUTION der Partner Audi, TUM
und GEVAS fand von 2008 bis 2009 statt und war in zwei Teilprojekten or-
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ganisiert: Zum einen wurde eine netzweite Online-Optimierung der Lichtsi-
gnalsteuerung im Teilprojekt GALOP erarbeitet. In einem zweiten Teilprojekt
(Der informierte Fahrer) fand die WLAN-basierte Entwicklung eines Ampe-
lassistenzsystems anhand von 50 Lichtsignalanlagen in Ingolstadt statt. Hier
wurde dem Fahrer einerseits eine Restrotzeit an der nächsten Lichtsignalanla-
ge sowie die optimale Geschwindigkeit für die freie Passierbarkeit des nächsten
lichtsignalgesteuerten Knotens übermittelt [23].
KOLINE: In dem Projekt Kooperative und optimierte Lichtsignalsteuerung
in städtischen Netzen (KOLINE) von 2011 bis 2012 liegt der Schwerpunkt
auf dem automatischen Anfahren bzw. Durchfahren von Lichtsignalanalgen im
städtischen Netz. Auch hier steht der Nachweis der technischen Machbarkeit
des Systems im Fokus [24].
2.3 Verkehrssteuerung
Zur Steuerung des Verkehrsﬂusses im Straßenverkehr gibt es eine Vielzahl von
Einﬂussgrößen. So sind hier beispielsweise Regelungen der zulässigen Höchstge-
schwindigkeit, mehrspuriger Ausbau von Fahrbahnen, Optimierung von Schalt-
zeiten an koordinierten Verkehrsknoten oder Grüne Wellen anzuführen. Da
der Aus- und Umbau von Fahrbahnen in urbanen Ballungsräumen sehr be-
grenzt ist, stellt die Haupteinﬂussgröße die Koordinierung von Verkehrsﬂüssen
an Knotenpunkten dar. Üblicherweise erfolgt dies durch Lichtsignalanlagen.
2.3.1 Fachbegriﬀe von Lichtsignalanlagen
Es erfolgt eine Auﬂistung der wichtigsten Fachbegriﬀe von Lichtsignalanlagen.
Lichtsignalanlage: Unter dem Begriﬀ Lichtsignalanlage (LSA) werden
sämtliche Komponenten einer Ampelanlage eines Verkehrsknotenpunktes ver-
standen. Sie dient insbesondere der Verbesserung der Verkehrssicherheit und
der Qualität des Verkehrsablaufes an Verkehrsknotenpunkten [25]. Illustrativ
ist dies in Abbildung 2.4 dargestellt.
Signalgeber: Der Signalgeber wird umgangssprachlich als Ampel bezeich-
net. Er regelt die Freigabe oder Sperrung für einen individuellen Verkehrsstrom
an einem koordinierten Verkehrsknotenpunkt.
Signalgruppe: Zu einer Signalgruppe (SG) können alle Signalgeber zusam-
mengefasst werden, die gleich geschaltet werden dürfen. Üblicherweise besteht
eine Signalgruppe aus mehreren Signalgebern, die in gleicher Weise gesteuert
werden. Abbildung 2.4 illustriert die Situation an einem Verkehrsknotenpunkt.
Signalgruppen sind gleich gefärbt.
Signalprogramm: Im Signalprogramm sind die Dauer und die Zuordnung
von Freigabe- und Sperrzeiten zu Verkehrsströmen geregelt. Grundsätzlich
wird festgelegt, welche Verkehrsströme es gibt (diese werden in Signalgruppen
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Abbildung 2.4: Signallageplan der Kreuzung Hanauerstr./Triebstr (LSA 466).
Gleiche Signalgruppen sind in gleicher Färbung dargestellt.
zusammengefasst), in welcher Reihenfolge diese bedient werden (Phasenabfol-
ge) und Zwischenzeiten sowie Mindestfreigabezeiten deﬁniert.
Phase: Die Phase ist der Zeitraum, während dessen ein bestimmter Signal-
zustand (Freigabe grün/Sperrung rot) bestehen bleibt.
Phasenfolge: Die Phasenfolge beschreibt die Reihenfolge, in der bestimmte
Signalgruppen bedient werden. So muss, insbesondere bei komplexen Knoten-
punkten, die Abfolge von Freigabe- und Sperrzeiten der Signalgruppen festge-
legt sein.
Umlaufzeit: Als Umlaufzeit wird die Zeitdauer bezeichnet, die benötigt
wird, bis jede Signalgruppe eine Freigabezeit erhalten hat. Dies beinhaltet
auch die Schutzzeiten (Nicht-Grün-Zeiten zum Räumen von Verkehrsknoten-
punkten).
Phaseneinsatzpunkt: Der Begriﬀ Phaseneinsatzpunkt beschreibt den
Bereich, innerhalb dessen die Freigabe- (Sperr)zeit variieren darf. Er wird
oftmals auch als Dehnungsbereich bezeichnet.
2.3.2 Steuerungsstrategien für Lichtsignalanlagen
Unabhängig davon, welches (länderspeziﬁsche) Verfahren zur Steuerung von
Lichtsignalanlagen angewandt wird, kann zwischen zwei Steuerungsstrategien
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für Lichtsignalanlagen diﬀerenziert werden: festzeitgesteuerte und verkehrsab-
hängige Steuerung von Lichtsignalanlagen.
2.3.2.1 Festzeitgesteuerte Lichtsignalanlagen
Bei den sogenannten festzeitgesteuerten Lichtsignalanlagen (im englischen als
pre-timed oder ﬁxed bezeichnet) wird jede Signalgruppe für eine feste und
unveränderliche Dauer bedient. Die Umlaufzeit und Phasenfolge innerhalb ei-
nes Signalprogrammes sind dabei ebenfalls festgelegt und unveränderlich. Si-
gnalprogramme hingegen können jedoch auch bei festzeitgesteuerten Lichtsi-
gnalanlagen zeitplanabhängig geändert werden.
2.3.2.2 Verkehrsabhängige Lichtsignalanlagen
Verkehrsabhängige Lichtsignalanlagen können ihre Freigabe- und Sperrzei-
ten entsprechend des Belegungsgrades anpassen. Der Umfang der Adaptivi-
tät von verkehrsabhängigen Lichtsignalanlagen reicht dabei von einer quasi-
Festzeitsteuerung bis hin zu einer hochadaptiven Steuerung auf Basis der
aktuellen Verkehrssituation. Zur Erfassung der Verkehrsstärke und des Be-
legungsgrades an staugefährdeten Stellen erfolgt der Einsatz von sogenann-
ten Messstellen. Diese werden üblicherweise durch Detektoren realisiert, die
Infrarot- oder Videokameras, Radar oder Induktivschleifen darstellen können,
während letztere am weitesten verbreitet sind. Alle Detektoren verwenden ein
Verfahren zur Bemessung des Belegungsgrades/der Verkehrsstärke mithilfe von
Zeitlücken. Zur Auswertung der verkehrlichen Situation können die Zeitlücken-
werte direkt dienen, oder alternativ der Belegungsgrad bestimmt werden. Ent-
sprechend der Informationen hinsichtlich Belegungsgrad respektive Zeitlücken-
werte können nun Freigabezeiten verlängert, oder bei Nichtanforderung abge-
brochen werden. Damit jeder Verkehrsstrom die Garantie hat, nach endlicher
Zeit bedient zu werden, müssen dabei späteste Freigabezeitenden Tmax be-
rücksichtigt werden. Aus Gründen der Verkehrssicherheit wird überdies i.d.R.
ein Freigabemindestzeitraum Tmin deﬁniert. Für den verkehrlich ermittelten
Freigabeabbruch Tx gilt folglich: Tmax ≤ Tx ≤ Tmin.
Direkte Freigabezeitverlängerungen aufgrund des von Detektoren ermit-
telten Belegungsgrades stellen Anpassungen auf mikroskopischer Ebene dar.
Langfristige Ungleichmäßigkeiten, z.B. in der Verkehrsbelastung, mittlerer Ver-
kehrsdichte oder bei Emissionsgrenzwerten, können nur unzureichend durch
diese mikroskopische Steuerungsverfahren abgebildet werden. Um derartige
Kenngrößen beim Steuerungsverfahren einzubeziehen, werden unterschiedliche
Signalprogramme deﬁniert. Diese deﬁnieren die Regelungen, nach denen ins-
besondere Freigabezeitverlängerungen und Verkürzungen, sowie Phasenabfolge
erfolgen, oder Umlaufzeiten festgelegt werden. Die Auswahl kann sowohl zeit-
abhängig, als auch verkehrsabhängig erfolgen. Bei zeitabhängiger Signalpro-
grammwahl werden zu bestimmten Tageszeiten unterschiedliche Programme












Abbildung 2.5: Steuerungsstrategien für Lichtsignalanlagen.
chend der Verkehrssituation passendes Programm aus. Auch ist eine verkehrs-
abhängige Programmbildung denkbar. Abbildung 2.5 stellt diesen Zusammen-
hang schematisch dar.
2.3.3 Steuerungsverfahren für Lichtsignalanlagen
Die Umsetzung der Steuerungsstrategien unterscheidet sich je nach angewand-
tem Steuerungsverfahren. Weltweit gibt es eine Menge unterschiedlicher Steue-
rungsverfahren, die meist auf nationaler Ebene entstanden sind. Oftmals wer-
den diese auch von anderen Ländern aufgrund ihres Reifegrades übernommen.
Im Folgenden werden, ohne Anspruch auf Vollständigkeit, die verbreitetsten
Steuerungsverfahren beschrieben.
2.3.3.1 SCOOT
Split Cycle Oﬀset Optimisation Technique (SCOOT) ist in Großbritannien
entwickelt worden. Heutzutage ﬁndet es vorwiegend in Großbritannien, aber
auch in einigen Städten in den USA, Lateinamerika, Asien und dem mittleren
Osten Anwendung. Ein SCOOT-Netzwerk wird in Regionen unterteilt, welche
zusammenhängend gesteuert werden. Auf diesem Weg sind Koordinationen
von Fahrzeugen möglich [26]. Bei SCOOT handelt es sich um ein hochadap-
tives Steuerungsverfahren, das mittels des gemessenen Belegungsgrades den
Verkehrsﬂuss optimiert. Dies erfolgt auf drei Ebenen. Mikroskopische Anpas-
sungen werden mit dem Split Optimizer durchgeführt. Hier werden Freigabe-
und Sperrzeiten bei Bedarf verlängert oder verkürzt. Der Oﬀset Optimizer
bemisst die Abstimmung zwischen den unterschiedlichen Lichtsignalanlagen
der Region in jedem Umlauf neu und verschiebt die Freigabe- und Sperrzeiten
anhand eines Oﬀsets so, dass eine gute Koordination zwischen den einzelnen
Lichtsignalanlagen gegeben ist. Mit dem Cycle Time Optimizer können die
Umlaufzeiten der Region angepasst werden. Die Anpassungsintervalle dürfen
nicht kleiner als 2,5 Minuten sein [27].
19
2 Grundlagen der Ampelassistenz
2.3.3.2 SCATS
Sydney Coordinated Adaptive Traﬃc System (SCATS) ist ein adaptives Ver-
kehrsmanagementsystem, das mittels Steuerung von Lichtsignalanlagen den
Verkehrsﬂuss einer gesamten urbanen Region optimiert. Es ﬁndet in über 30
Städten Einsatz, darunter vorwiegend in Australien, Neuseeland und China
[28]. Das System bietet dem Anwender eine weite Bandbreite an Kontroll-
strategien. Diese umfassen tagesabhängige und tageszeitabhängige Koordinie-
rungen im gesamten Netz, aber auch eine lokale Steuerung einzelner Kno-
tenpunkte. Auch hier kann eine Anpassung der Freigabe- und Sperrzeiten,
des Oﬀsets und der Umlaufzeit erfolgen. Darüber hinaus ist es möglich, die
Phasenabfolge dynamisch anzupassen. Die Berechnung des Verkehrsﬂusses er-
folgt anhand des gemessenen Belegungsgrades (induktiver) Detektoren. Eine
SCATS-Verkehrskontrollinstanz kann maximal 250 Kreuzungen steuern. Eine
Vernetzung der Instanzen ist möglich [29].
2.3.3.3 RiLSA
Die Richtlinien für Lichtsignalanlagen (RILSA) [25] sind das in Deutschland
gültige technische Regelwerk für Planung, Entwurf und Koordinierung von
Ampelanlagen. Sie werden von der Forschungsgesellschaft für Straßen- und
Verkehrswesen herausgegeben. Hier ist auch der Begriﬀ Steuerungsverfahren
für den deutsch Raum deﬁniert als das Zusammenspiel von veränderbaren
Steuergrößen und Signalprogrammelementen.
Auch im deutschen Raum wird zwischen Festzeitsteuerungsverfahren
und verkehrsabhängigen Steuerungsverfahren unterschieden. Festzeitsignalpro-
gramme ﬁnden laut RiLSA stets dort Anwendung, wo mit gleichbleibenden
Belastungszuständen über längere Zeiträume zu rechnen ist. Eine mikroskopi-
sche Signalprogrammanpassung oder Signalprogrammbildung ist per Deﬁniti-
on nicht möglich (vgl. auch Abbildung 2.6), wohl aber eine zeitplanabhängi-
ge Signalprogrammauswahl. Somit sind festzeitgesteuerte Lichtsignalanlagen
durchaus in der Lage, unterschiedliche Belastungszustände anhand von ver-
schiedenen Signalprogrammen abzubilden. Art und Umfang der Schaltzeitan-
passung von verkehrsabhängigen Lichtsignalanlagen ist abhängig vom gewähl-
ten Steuerungsverfahren. Eine Übersicht über diese ist in Abbildung 2.6 dar-
gestellt. Es wird dabei zwischen makroskopischen und mikroskopischen Steue-
rungsverfahren unterschieden. Entsprechend der Namensgebung reagieren ma-
kroskopische Steuerungsverfahren auf langfristige Entwicklungen, während mi-
kroskopische Steuerungsverfahren kurzfristigen Einﬂüssen gerecht werden müs-
sen.
Makroskopische Steuerungsverfahren: Die Regelungen, nach denen Frei-
gabezeitverlängerungen oder Verkürzungen erfolgen dürfen, sind in den Si-
gnalprogrammen verankert, die auf makroskopischer Ebene bestimmt werden.
Grundlage für deren Deﬁnition bildet eine vorherige Verkehrserhebung. Al-
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Abbildung 2.6: Übersicht über die Steuerungsverfahren für Lichtsignalanlagen
nach RiLSA [25].
ternativ ist die Bildung eines Rahmensignalprogrammes denkbar. Dabei wird
nicht aus einer Reihe von verfügbaren Programmen ausgewählt, sondern ein
neues Rahmenprogramm auf Basis aktueller Messwerte gebildet. Bei den Si-
gnalprogrammen unterscheidet RiLSA zwischen zeitplanabhängiger und ver-
kehrsabhängiger Auswahl der Signalprogramme. Bei den zeitplanabhängigen
Signalprogrammen werden Signalprogramme entsprechend dem Kalendertag
und der Uhrzeit gewählt und kommen somit bevorzugt dann zum Einsatz,
wenn die Belastungsverteilung als stabil angesehen werden kann. Bei der ver-
kehrsabhängigen Auswahl des Signalprogrammes sollen Programme dynamisch
je nach Verkehrslage gewählt werden. Dabei wird auf Referenzmesswerte zu-
rückgegriﬀen und die derzeitige Verkehrssituation mit diesen Werten abgegli-
chen. So können Schwellwerte deﬁniert werden, bei deren Überschreiten ein
Programmwechsel ausgelöst wird.
Mikroskopische Steuerungsverfahren:
Signalprogrammanpassung: Bei der Signalprogrammanpassung wird auf
die Signalprogrammelemente Phasenzahl, Phasenfolge, Freigabezeit, sowie Ver-
satzzeitanpassung eingewirkt. Die Umlaufzeit des Rahmenprogrammes bleibt
dabei jedoch konstant.
Signalprogrammbildung: Alle Signalprogrammelemente können entspre-
chend der aktuellen Verkehrslage mithilfe der Signalprogrammbildung ange-
passt werden. Insbesondere ist keine feste Umlaufzeit vorhanden. Da es keine
Festlegungen der Phasen mehr gibt, müssen einzelne Phasen bei Bedarf Frei-
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gabezeiten anfordern. Aus diesem Grund ist zur Steuerung des Knotens eine
feste Phasenzahl, minimale und maximale Dauer von Freigabezeiten, sowie
eine Priorisierung von Phasen nötig.
Steuerungswerkzeuge: In welcher Form insbesondere bei mikroskopischen
Steuerungsverfahren die Steuerung einer Lichtsignalanlage modiﬁziert werden
soll, wird durch Steuerungswerkzeuge deﬁniert [30]. Mittels dieser Steuerungs-
werkzeuge können Modelle und Strategien konzeptioniert werden, die hinsicht-
lich der Verkehrssituation optimierte Steuerverfahren ermöglichen. Man unter-
scheidet üblicherweise zwischen messwertbasierten und modellasierten Steuer-
werkzeugen.
Messwertbasierte Steuerungsverfahren: Dabei handelt es sich um die
ursprüngliche, ältere Version der Steuerungsverfahren. Aufgrund der relativ
einfachen und unkomplizierten Konzipierung ist dieses Verfahren immer noch
weit verbreitet. Es berücksichtigt mittels Messung erhobene Kriterien der der-
zeitigen Verkehrssituation. Dabei werden ausschließlich detektiere Messwerte
zur Anpassung des Steuerungsverfahren eingesetzt und es wird keine Opti-
mierung der Steuerungsparameter (z.B. durch Langzeitanalysen) durchgeführt
[30].
Modellbasierte Steuerungsverfahren: Modellbasierte Steuerungsver-
fahren verfügen über Modelle zur Optimierung der Lichtsignalanlagen-
Schaltung hinsichtlich der derzeitigen Verkehrslage. In der Regel wird zunächst
ein Verkehrsmodell konzipiert und darauf aufbauend ein Modell zur optimalen
Abarbeitung des Verkehrsaufkommens erarbeitet. Hier werden z.B. Verfahren
zur Pulk- und Warteschlangenauﬂösung eingesetzt.
2.3.3.4 Traﬃc Control System Handbook
Steuerungsverfahren, die in den USA zum Einsatz kommen, sind in der An-
leitung zu Lichtsignalanlagen der Federal Highway Administration speziﬁziert
[31]. Ein Leitfaden zur Konzeption von Verkehrskontrollsystem wurde von Gor-
don und Tighe veröﬀentlicht [32]. Auch im US-Amerikanischen Raum wird zwi-
schen Festzeitsteuerungsverfahren und verkehrsabhängigen Steuerungsverfah-
ren unterschieden. Die verkehrsabhängigen Steuerungsverfahren werden weiter
unterteilt in teilweise verkehrsabhängige Lichtsignalanlagen (semi-actuated),
voll verkehrsabhängige Lichtsignalanlagen (fully-actuated) und koordinierte
Lichtsignalanlagen (coordinated) [31]. Abbildung 2.7 illustriert einen Auszug
der Speziﬁkation von Steuerungsverfahren für Lichtsignalanlagen. Dort sind
auch Einsatzbereiche und Anwendungsszenarien der individuellen Steuerungs-
verfahren beschrieben. Ähnlich den deutschen Steuerungsverfahren gibt es bei
den verkehrsabhängigen Systemen die Möglichkeit, mithilfe von Detektoren
Freigabe- und Sperrzeiten entsprechend des aktuellen Belegungsgrades anzu-
passen. Bei den teilweise verkehrsabhängigen Lichtsignalanlagen könnte sich
diese Funktion auf Nebenrichtungen beschränken, die bei Bedarf zugeschaltet
werden, während die Hauptrichtungen festzeitgesteuert sind. Signalprogram-
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Abbildung 2.7: Steuerungsverfahren und Einsatzszenarien in den USA. Quel-
le: Federal Highway Administration des US Departement of
Transportation [31].
passungen, Änderung von Phasenfolgen und Umlaufzeitanpassung sind eben-
falls möglich (sowohl für festzeitgesteuerte und verkehrsabhänge Lichtsignal-
anlagen).
2.3.4 Potentiale für Ampelassistenzfunktionen in Europa
und den USA
Wie sich zeigte, sind Lichtsignalanlagen teilweise mit verkehrsabhängigen
Steuerungssystemen ausgestattet, die ihre Freigabe- und Sperrzeiten auf die
aktuelle Verkehrssituation anpassen. Dabei kann der Grad der Verkehrsabhän-
gigkeit stark variieren. Wie massiv sich die Steuerung auf die aktuelle Verkehrs-
lage einstellt, ist dabei abhängig vom verwendeten Steuerungsverfahren und
den zulässigen (länderspeziﬁschen) Vorgaben (etwa SCATS, SCOOTS, RiL-
SA und weitere, Abschnitt 2.3), sowie der individuellen Konzeption durch die
Verkehrsplaner. Darüber hinaus können städtische Verkehrszentralen ihre An-
lagen individuell parametrisieren. Je adaptiver das Verkehrssteuerungssystem
ist, desto schwieriger wird eine qualitativ hochwertige Prognose der zukünfti-
gen Signalzustände. Es stellt sich daher die Frage, in welchen Ballungszentren
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eine Schaltzeitprognose prinzipiell realisierbar ist. Aus diesem Grund wurde
eine Arbeit vergeben, welche sich mit der Untersuchung dieser Fragestellung
beschäftigte. Hierzu führte Stamatakis im Rahmen seiner Masterarbeit eine
Befragung von 30 Städten durch und wertete darüber hinaus vorangegange-
ne Befragungen aus [33]. Mit der Umfrage sollte die Lernbarkeit von Signal-
zuständen auf Basis zweier unterschiedlicher Verfahren beantwortet werden:
Einerseits sollte beantwortet werden, ob Echtzeitinformationen über Signal-
zustände und Umlaufzeit prinzipiell technisch zur Verfügung gestellt werden
können. Derartige Datensätze sollen als Eingangsquelle für Prognosealgorith-
men dienen. Auf der anderen Seite sollte beantwortet werden, wie hoch der
Anteil von festzeitgesteuerten und schwach verkehrsabhängigen Lichtsignalan-
lagen ist. Die Parameter dieser Lichtsignalanlagen könnten mithilfe anderer
Quellen, etwa durch Auswertung von Fahrtverläufen von Fahrzeugen, gelernt
werden.
Auf Basis der erhaltenen Informationen ordnete Stamatakis die Steuerungs-
verfahren vier Kategorien zu:
• Kategorie A: In diese Kategorie fallen alle Lichtsignalanlagen, für die
alle Ampelassistenzfunktionen mit hoher Wahrscheinlichkeit realisierbar
sind. Diese Lichtsignalanlagen zeichnen sich durch vordeﬁnierte und un-
veränderliche Parameter aus (festzeitgesteuerte Lichtsignalanlagen).
• Kategorie B: Diese Kategorie umfasst alle Lichtsignalanlagen, für wel-
che die Funktionen Restrotanzeige und Grüne-Welle-Routing mit hoher
Wahrscheinlichkeit realisierbar sind. Diese umfassen festzeitgesteuerte
Lichtsignalanlagen mit gelegentlichen Modiﬁkationen und schwach ver-
kehrsabhängige Lichtsignalanlagen.
• Kategorie C: Alle Lichtsignalanlagen mit verkehrsabhängigen Steue-
rungsverfahren und/oder ÖPNV-Priorisierung, sowie modellbasierte
Kontrollsystem fallen in diese Kategorie. Für Lichtsignalanlagen dieser
Kategorie ist nicht eindeutig bestimmbar, ob sie prognostizierbar sind.
Dies hängt stark von der Verfügbarkeit von Schaltzeitinformationen und
Latenz, sowie individueller Systemausprägung durch die Verkehrszentra-
le ab und muss für jeden Fall einzeln betrachtet werden.
• Kategorie D: In diese Kategorie fallen alle Lichtsignalanlagen, die nicht
mit einer Verkehrszentrale verbunden sind und daher keine Aussage mög-
lich ist. Auch konnte für diese nicht eruiert werden, ob sie in festzeitge-
steuerten oder verkehrsabhängigen Modi laufen.
Abbildungen 2.8a und 2.8b zeigen die Potentiale von Ampelassistenzfunktionen
für untersuchte Städte auf. Für weiterführende Details zu den Kennzahlen sei
auf die Arbeit von Stamatakis [33] verwiesen. Insgesamt kann das Potential
für Ampelassistenzfunktion ausgehend von der aktuellen Infrastrukturlage aus





Abbildung 2.8: Potentiale der Ampelassistenzfunktionen in untersuchten Städ-
ten (Europa und USA) [33].
stadtseitiger Bestrebungen in Richtung einer Smart City eine Erleichterung
der Akquise und Verarbeitung aus Providersicht von Schaltzeitprognosen nicht
unwahrscheinlich.
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2.4 Floating Car Data
Als einer der Haupttreiber der Technologie Floating Car Data (FCD) gilt die
Erfassung der aktuellen Verkehrssituation. Um die Aktualität dieser zu ver-
bessern, werden seit Ende des letzten Jahrhunderts auch Fahrzeuge als Infor-
mationsquellen herangezogen [34], [35, Kapitel 2]. Hierzu werden Daten im
Fahrzeug erhoben (etwa Position und Zeitstempel) und diese an ein Backend
gesendet. Auch eine (räumliche) Trajektorie (engl. spatial trajectory) speichert
diese Information, beschränkt sich jedoch nicht auf Fahrzeugdaten.
2.4.1 Begriiche Abgrenzung und Aufbau
Bei der FCD-Technologie wird in der Literatur oft der Aspekt der Kommu-
nikation mit Dritten (Car-to-X) hervorgehoben. In der Deﬁnition von IT-
Wissen.info wird die FCD-Technologie als ein Telematikdienst, (...) in der
Fahrzeuge als mobile Erfassungseinheiten für die Ermittlung von Verkehrsda-
ten benutzt werden, beschrieben. Das Kraftfahrzeug selbst kann als mobiles
Telematik-System betrachtet werden, das die Daten über die Position und den
Verkehrszustand über Mobilfunknetze an die Leitzentrale oder bei der Car-to-
Car-Kommunikation (C2C) an andere Fahrzeuge übermittelt. [36] Geprägt ist
der Ausdruck durch die Analogie des Fahrzeuges als mitschwimmender Sen-
sor. Eine Erweiterung der FCD-Technologie wird unter dem Begriﬀ Extended
Floating Car Data (XFCD) geführt. Hiermit sollen neue Dienste durch die Er-
fassung zusätzlicher Informationen ermöglicht werden [34, 35, 36]. Mit der zu-
nehmenden Verbreitung von Smartphones hat sich in Anlehnung an FCD der
Begriﬀ Floating Phone Data (FPD) etabliert. Hierbei werden Smartphone-
Positionen geloggt und übermittelt. Diese sind unter Umständen ungenauer
als FCD, da nicht immer GPS-Informationen zur Verfügung stehen und so nur
eine funkzellengenaue Ortung möglich ist. FPD sind insbesondere bei der Ver-
kehrsﬂussbestimmung eine gute Ergänzung zu FCD [37].
Die Abgrenzung zum Begriﬀ (räumliche) Trajektorie ist nicht ganz einfach. Ji-
wai Han [38] deﬁniert sie sinngemäß als eine Spur, welche durch ein sich bewe-
gendes Objekt im geographischen Raum erzeugt wird. Üblicherweise ist sie re-
präsentiert als eine Serie von chronologisch geordneten Punkten p1 → p2 → pn,
wobei ein jeder Punkt aus einer Menge geospatialer Koordinaten und einem
Zeitstempel besteht, also p = (x, y, t). Als Beispiele werden Fahrzeuge genauso
wie Personen, Tiere oder natürliche Phänomene angeführt. Eine Erweiterung
der Trajektorie um zusätzliche Informationen wie bei XFCD ist in dieser De-
ﬁnition nicht vorgesehen; sie beschränkt sich auf die Informationen aus Geo-
Koordinaten und Zeitstempel. Ferner gibt es bei der Deﬁnition der Trajektorie
keine Beschreibung des Kommunikationsmediums. Es wird hier viel allgemei-
ner von gesammelten Bewegungsdaten gesprochen [38]. FCD dagegen werden
in der Literatur häuﬁg in Verbindung zur direkten Car-to-X-Kommunikation
gebracht. So wird oftmals die Übermittlung der Daten in der Deﬁnition mit
beschrieben. Insbesondere werden die Mobilfunkkanäle als Übertragungsmedi-
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en angegeben [36, 39]. Folglich kann die FCD-Technologie als eine Unterform
der Trajektorie betrachtet werden. In dieser Arbeit wird unter anderem mit
FCD entsprechend der hier beschriebenen Deﬁnition gearbeitet, die im weite-
ren Verlauf dieser Arbeit auch unter diesem Begriﬀ geführt werden.
2.4.2 Charakteristika von Floating Car Data
Insbesondere für die Erforschung und Entwicklung neuer Verfahren, wie etwa
die Rekonstruktion von Signalzuständen an Lichtsignalanlagen ist es notwen-
dig, hinreichende Kenntnisse über die derzeitigen und in Zukunft zu erwar-
tenden Charakteristika von FCD zu haben. So ist es vor allem von Interesse,
Faktoren wie Samplingraten, aber auch die zeitliche Verteilung von FCD zu
kennen. FCD haben typischerweise unterschiedliche Ausprägungen, die sich
eng an die entsprechenden Use Cases orientieren. Für viele Szenarien ist die
Übermittlung bloßer Positions- und Zeitstempel nicht ausreichend. Aus die-
sem Grunde gibt es die schon zuvor angesprochene Erweiterung von FCD um
zusätzlich Informationen, die von Interesse sein könnten. Man spricht hier von
Extended FCD. Prinzipiell ist der Art und Fülle an Informationen, die über-
sendet werden sollen, keine Grenze gesetzt. Es können etwa Fahrbahnzustand
und Fahrerverhalten ausgewertet und übermittelt werden, um z.B. lokale Ge-
fahrenwarnungen zu ermöglichen. Ferner können Schilder über verbaute Kame-
rasysteme erkannt werden und so der Flotte zur Verfügung gestellt werden. Ein
weiteres zukünftiges Szenario ist auch die Ampelerkennung und Projizierung
des derzeitigen Zustandes im Fahrzeug mit der Kamera. Eine Übermittlung
dieser speziellen Information könnte die Rekonstruktion und Prognose zukünf-
tiger Schaltzeiten an Lichtsignalanlagen weiter unterstützen. Leider ist eine
Erkennung und insbesondere deren Rückübermittlung via XFCD-Technologie
in naher Zukunft noch nicht zu erwarten.
Die FCD-Technologie ist hingegen technisch schon weit fortgeschritten. So
haben die meisten neueren Modelle die technische Möglichkeit, FCD zu sam-
meln und zu übermitteln. Im Rahmen der vorliegenden Arbeit darf auf Test-
ﬂottendaten von BMW-Testfahrzeugen zugegriﬀen werden. Insgesamt stehen
mehrere hunderttausend aufgezeichnete Fahrten von Testfahrzeugen in einem
Beobachtungszeitraum von etwa einem Jahr zur Verfügung. Die BMW Group
ist nicht das einzige Unternehmen, das den Weg einschlägt, mithilfe von ag-
gregierten Flotteninformationen neue Dienste zu schaﬀen. So sammeln weitere
Unternehmen und Forschungseinrichtungen Daten, um diese für Forschungs-
zwecke zu nutzen, aber auch um neue Dienste anbieten zu können. Der am
weitesten verbreitete Dienst ist die Bereitstellung von Echtzeitverkehrsinfor-
mationen. Hierzu erfassen proprietäre Anbieter bereits große Mengen an FCD.
HERE verarbeitet 80.000 Datenquellen täglich [40], INRIX aggregiert Daten
von über 200 Großkunden und Industriepartnern (etwa Ford, Microsoft, BMW)
[41], aber auch von Smartphones [42], TomTom sammelt umfassende Daten
der Fahrverläufe ihrer Kunden [43]. Überdies werden auch Positionsdaten von
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Smartphones erfasst und ausgewertet. Airsage erfasst grobe Positionsdaten
von Mobiltelefonen durch Auswertung ihrer Verbindungen zu Funkzellen [44].
WAZE wertet wie Google Live Traﬃc GPS-Positionen, WLAN-Hotspots und
Funkzellenverbindungen aus, um Positionen von Smartphonebesitzern zu tra-
cken [45, 46]. Viele Bus- und Taxiunternehmen haben GPS-Tracking und Log-
ging zur Generierung von FCD fest verbaut und sind so in der Lage, zeitliche
und räumliche Hotspots zu erfassen und sich so auf Kundenwünsche und
Nachfrageverhalten besser einzustellen. Nur einige Beispiele sind hier NextBus
[47] Taxi Stockholm[48], Taxi Dresden [49] oder YellowCabSF i.V.m. Cabspot-
ting [50]. Während aufgezeichnete Datensätze für verschiedenste Untersuchun-
gen verwendet und deren Ergebnisse veröﬀentlicht wurden, hat die Forschungs-
gemeinschaft in der Regel keinen Zugriﬀ auf diese Quellen. Meist handelt es
sich hier um proprietäre Daten, die nicht kostenlos zur Verfügung gestellt wer-
den, oder aus datenschutzrechtlichen Gründen nicht veröﬀentlicht werden dür-
fen. Es werden im Folgenden, ohne Anspruch auf Vollständigkeit, einige in
der Literatur häuﬁg referenzierte Datensätze aufgelistet und hinsichtlich ihrer
Eigenschaften verglichen. In Tabelle 2.1 sind diese dargestellt.
Abdeckung Samplingrate Anzahl Sender Datenquellen

























INRIX >30 Länder in
Europa, US,
RU, CHN, AF









Waze >20 Länder in
Europa, USA,
AUS, CDN
1Sek-1Min [46] 50 Millionen [40]
(Stand 2013)
Android-Nutzer
NextBus SF minütlich unbekannt NextBus
Yellow-
cabSF
SF minütlich ca 800-900 YellowCab
Tabelle 2.1: Vergleich ausgewählter FCD-Datenquellen aus dem Fahrezugum-
feld.
Im Vergleich der einzelnen Datensätze fällt auf, dass insbesondere die Samp-
lingrate variiert. Für NextBus und YellowCabSF, die Daten insbesondere zur
Erkennung von Nachfragespitzen und wichtigen Orten nutzen, ist eine minüt-
liche Aufzeichnung ausreichend. TomTom Daten und BWM-Testﬂottendaten
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Abbildung 2.9: TomTom FCD, BMW-Testﬂottendaten und NextBus FCD:
Anteil von Fahrten in Abhängigkeit von der Tageszeit. Die
Verteilung der TomTom Daten ist aus [43] entnommen. Die
Verteilung der NextBus FCD wurde mithilfe der von Fayazi et
al. von rekonstruierten Stoppzeiten [51] geschätzt.
besitzen die größte Genauigkeit; der zugrundeliegende Algorithmus setzt Posi-
tionspunkte bei jeder Richtungs- bzw. Geschwindigkeitsveränderung. Die Da-
tensätze dienen insbesondere der Erforschung neuer Technologien. Google Live
Traﬃc und Waze scheinen ähnliche Samplingraten aufzuweisen. Die Sampling-
raten der Quelldaten von INRIX dagegen sind unbekannt. Allgemein ist jedoch
ein Trend hin zu Aufnahmen mit hoher Samplingrate zu beobachten, da diese
einen deutlich größeren Informationsgehalt aufweisen. Für viele Einsatzsze-
narien ist diese Informationsdichte in einzelnen FCD auch unabdingbar. Zur
Erstellung von hoch-präzisen Karten wird diese genauso benötigt wie für Am-
pelassistenzfunktionen. Im späteren Verlauf der Arbeit vorgestellte Verfahren
werden in Folge dessen von einer hohen Samplingrate bei Richtungs- oder Ge-
schwindigkeitsänderung ausgehen.
Hinsichtlich der Charakteristika von FCD ist die zeitliche Verteilung von
vorliegenden Aufnahmen ebenso von Relevanz. Insbesondere um zeitliche Er-
eignisse aus FCD zu extrahieren, wäre eine gleichmäßige Verteilung von Daten
wünschenswert. Es sei an dieser Stelle auf Abschnitt 4.2.2 verwiesen, in dem auf
diese Problematik noch einmal vertiefend eingegangen wird. Für die genauere
Untersuchung der zeitlichen Verteilung der FCD können Datensätze von Tom-
Tom, NextBus und der BMW-Testﬂotte herangezogen werden. Die zeitliche
Verteilung der TomTom-FCD wurde 2012 von Nick Cohn and Hugo Bischoﬀ
untersucht [43]. Die Verteilung der NextBus-Flottendaten kann auf Basis der
von Fayazi vorgestellten Verfahren zur Schaltzeitrekonstruktion [51] geschätzt
werden. Abbildung 2.9 stellt für TomTom FCD, BMW-Testﬂottendaten und
NextBus FCD den Anteil von Fahrten in Abhängigkeit von der Tageszeit dar.
Bei den BMW-Testﬂottendaten ist die Spitze der aufgezeichneten Daten in
den Abendstunden um 19:00 Uhr erreicht. Die Fahrer nutzten diese Fahr-
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zeuge oﬀensichtlich besonders nach den Bürozeiten. Allgemein werden diese
Fahrzeuge deutlich häuﬁger nach Feierabend benutzt als in den übrigen Ta-
gesstunden. TomTom Connected Daten weisen zwei Spitzen zu den beiden
Hauptverkehrszeiten auf. Besonders viele Fahrten werden um 9:00 Uhr und
17:00 Uhr getätigt. Auﬀällig ist, dass der Anteil an Fahrten zwischen 9:00 Uhr
und 17:00 nicht signiﬁkant abfällt. Bei TomTom FCD ist die Spitze gar in der
frühen Nachmittagszeit erreicht. Gleichzeitig ist der Anteil der Fahrten viel
breiter auf die Bürozeiten verteilt als in den anderen beiden Datenätzen. Die
NextBus Aufzeichnung weisen die gleichmäßigste Verteilung der Fahrten über
den gesamten Tag auf. Es zeichnen sich nur leichte Spitzen zu den Haupt-
verkehrszeiten ab. Dies ist ganz oﬀensichtlich einem gleichmäßigem Fahrplan
geschuldet. Welche Gestalt die zeitliche Verteilung von FCD hat, ist abhängig
von der zugrunde liegenden Nutzergruppe. Während Linienbusse einem festen
Fahrplan folgen und aus Servicegründen auch in Schwachverkehrszeiten ver-
kehren, sind die Nutzungszeiten von Privat- und Dienstfahrzeugen extremen
Schwankungen unterworfen. Dies spiegelt sich in einer sehr ungleichmäßigen
Verteilung von Fahrtanteilen im Tagesverlauf wider.
2.4.3 Potential und Risiken von (X)FCD
Aus der Sammlung und Verarbeitung nutzerbezogener Daten wie FCD
ergeben sich große Chancen und neue Einsatzgebiete, aber auch Ri-
siken. Fahrer fordern Innovationen im Fahrzeug, wie etwa Grünband-
Geschwindigkeitsempfehlungen, Echtzeitverkehrsinformationen, lokale Gefah-
renwarnungen. Um diese Assistenzfunktionen zu realisieren, müssen jedoch im
Umkehrschluss die Fahrten der Kunden aufgezeichnet und ausgewertet wer-
den. Jedoch nicht jeder Fahrer fühlt sich wohl bei dem Gedanken, diese In-
formationen preiszugeben. Zu schnell ergeben sich Einfallstore für den Daten-
missbrauch, etwa das Anlegen von Bewegungsproﬁlen von Fahrern. So können
leicht Wohn- und Arbeitsorte, oder Gewohnheiten rekonstruiert werden. Aus
Unternehmersicht muss also sichergestellt werden, dass die gesammelten Daten
(Einverständnis des Kunden vorausgesetzt) hinreichend anonymisiert sind, um
die Möglichkeiten zum Missbrauch zu minimieren.
Obgleich mit (X)FCD eine beeindruckende Palette an innovativen Funktio-
nen ermöglicht wird, ist deren Erhebung datenschutzrechtlich dennoch hoch
brisant. Es sollte aus Unternehmersicht sichergestellt werden, dass diese hoch-
sensiblen Daten hinreichend geschützt und anonymisiert sind, um Missbrauch
vorzubeugen.
2.5 Straßennetze als Graphen
Im Folgenden werden die Grundlagen der Graphentheorie gelegt, welche für
Routingverfahren in Straßennetzen benötigt werden.
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Straßennetze werden als gerichtete Graphen G = (V,E) mit einer Men-
ge V von Knoten und einer Menge E von Kanten repräsentiert. Jede Kante
(u, v) ∈ E mit u, v ∈ V besitzt ein ihr zugeordnetes nicht negatives Gewicht
w(e) = w(u, v) ∈ R+, was die Kosten einer jeweiligen Kante repräsentiert. Die
Kreuzungspunkte einer Karte bilden dabei die Knoten des Graphen, während
die Kanten Straßenabschnitte repräsentieren. Eine Gewichtung kann dabei die
Länge, durchschnittliche Reisezeit, Energieverbrauch, Maut oder andere Fak-
toren darstellen.
2.5.1 Routingverfahren in Straßennetzen
Für die Berechnung von Routen in Straßennetzen ist die Lösung des kürzeste
Wege Problems zweier Punkte nötig. Beim kürzeste Wege Problem ist der
kürzeste Pfad vom Startknoten s ∈ V zum Endknoten e ∈ V gesucht. Die
Gewichtungsfunktion muss dabei minimal sein.
2.5.2 Basisalgorithmen für Routingverfahren
Zur Lösung des kürzeste Wege Problems gibt es in der Literatur einige fest
etablierte Standardverfahren. Im Folgenden werden die für die Navigation ge-
bräuchlichsten Ansätze vorgestellt.
2.5.2.1 Algorithmus von Dijkstra
Gängige Routingverfahren bauen auf die Standardlösung des kürzeste Wege
Problem auf, dem Algorithmus von Dijkstra. Der Algorithmus, der bereits
1959 veröﬀentlicht wurde, ist ein Suchverfahren in Graphen, das das kürzes-
te Wege Problem unter Einbeziehung von Kantengewichten löst [52]. Hierbei
werden alle Knoten v ∈ V eines zu untersuchenden Graphen G in eine geord-
nete Liste Q eingetragen. Die Knoten werden nach ihren Kosten des gewählten
Maßes (etwa Länge, Reisezeit o.ä.) zum Startknoten geordnet. Initial sind die
Kosten unendlich. Im Folgenden wird mit jedem Iterationsschritt der jeweilige
Knoten v mit den geringsten Kosten zum zu untersuchenden Knoten s aus
der Liste Q expandiert. Die jeweiligen Kosten werden dabei aus der Gewich-
tungsfunktion w(u, v) bestimmt; g(s, v) = g(s, u)+w(u, v). Ist der Kostenwert
kleiner als ein zuvor berechneter, so wird v mit g(s, v) in die Warteschlange Q
eingefügt. Wurden alle Nachbarn von s untersucht, wird dieser aus Q entfernt.
Für die Rekonstruktion des kürzesten Pfades wird Knoten u als Vorgänger-
knoten von v gespeichert. Dieser Prozess wird solange sukzessive wiederholt,
bis der Zielknoten z als Knoten mit den geringsten Kosten identiﬁziert ist.
2.5.2.2 A*-Algorithmus
Der A*-Algorithmus, erstmals 1968 von Hart et al. [53] vorgestellt, gilt allge-
mein als Erweiterung des Algorithmus von Dijkstra. Aufbauend zum Algorith-
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mus von Dijkstra wird hierbei eine Schätzfunktion (Heuristik) h : V → R ver-
wendet, mit der die Kosten eines jeden Knoten zum Zielknoten geschätzt wer-
den. Es wird nunmehr ein Knoten v ∈ V nicht mehr ausschließlich über seine
Kosten geordnet, sondern über seine Priorität, bestehend aus g(s, u) +h(u, v).
Allgemein wird die Priorität als f-Wert bezeichnet, h(u, v) der h-Wert genannt.
Für einen Knoten u stellt g(s, u) die Kosten dar, um vom Startknoten s zu
Knoten u zu gelangen. Die geschätzten Kosten von Knoten u bis zum Ziel-
knoten v werden durch h(u, v) beschrieben. Im Vergleich zum Algorithmus
von Dijkstra entsteht mithilfe der Schätzfunktion h(u, v) auf den f-Wert eines
Knoten die Möglichkeit einer zielgerichteten Suche, die die Knoten bevorzugt,
deren Kosten zum Ziel gering geschätzt werden. Eine gewählte Heuristik (etwa
Luftlinie) ist dabei optimal, wenn diese monoton ist. Hierzu dürfen Kosten
nie überschätzt werden; für jeden Knoten müssen die geschätzten Kosten zum
Ziel kleiner oder gleich den tatsächlichen Kosten sein. Ferner dürfen die ge-
schätzten Kosten eines Knoten k nicht größer sein als die tatsächlichen Kosten
zu seinem Nachfolgerknoten zuzüglich dessen geschätzten Kosten. Im Kontext
der Routenberechnung ist die Anwendung des A*-Algorithmus aufgrund seines
Performancegewinns essentiell. Je mehr dabei die geschätzten Kosten bis zum
Ziel den tatsächlichen Kosten entsprechen, desto höher ist der Performancege-
winn des A*-Algorithmus.
2.5.3 Routenplanung in Straßennetzen
Der alleinige Einsatz des A*-Algorithmus zur Berechnung kürzester Wege, ins-
besondere sehr großer Straßennetzwerke ist immer noch zu rechenintensiv. Pro-
blematisch dabei ist insbesondere, dass in klassischen Ansätzen zur Routenbe-
rechnung die Euklidische Distanz und die durchschnittliche Geschwindigkeit
der schnellsten Route herangezogen werden müssen. Dabei handelt es sich um
eine sehr konservative Schätzung. Dies ist notwendig, denn eine Überschät-
zung der Heuristik würde zu einem Verlust seiner Optimalität führen. Auf der
anderen Seite ist somit der Performancegewinn relativ gering. Sanders et al.
geben einen Geschwindigkeitsgewinn mit lediglich dem Faktor 2-3 an [54].
Aus diesem Grund gibt es eine Reihe von Maßnahmen zur Verbesserung der
Berechnungszeiten von Routen. Die relevantesten werden im Folgenden vorge-
stellt.
2.5.3.1 Eine einfache Heuristik als Industriestandard
Im Zuge der schnellen Umsetzbarkeit wird in proprietären Routingsystemen
gerne auf eine einfache Heuristik zurückgegriﬀen: Die A*-Suche in Verbindung
mit der einfachen Regel, unwichtige Straßen lediglich am Ende und am Ziel
zu betrachten. Üblicherweise sind diese Informationen in Form von den Attri-
buten Lane Category und Street Category im Kartenmaterial hinterlegt. Wäh-
rend dies schon lange ein weit verbreiteter Standard in der Routenberechnung
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ist [55], wird in der Wissenschaft die Unmöglichkeit einer Performancegaran-
tie für diesen Ansatz bemängelt [54]. Ferner birgt die manuelle Einordnung
eine schwere Abwägung zwischen Performancegewinn und Suboptimalität des
gefundenen Weges [56]. Auf der anderen Seite jedoch besticht dieser Ansatz
durch minimale Änderungsanforderungen bei der Routenberechnung.
2.5.3.2 Einführung von Hierarchien
Der zuvor beschriebene Ansatz stellt bereits eine Form des hierarchischen Clus-
terns dar. Dieser Ansatz wird mit dem Verfahren der Highway Hierarchien
weiter professionalisiert [57, 58]. Mit dem Verfahren der Highway Hierarchien
wird automatisiert und sukzessive ein kontrahiertes Highway Netzwerk erzeugt,
das exakte kürzeste Wege bewahrt. Hierarchielevel sind dabei unabhängig von
Straßentypen. Bei diesem Ansatz werden iterativ Knoten mit einem niedri-
gen Knotengrad kontrahiert. Ein Tuning Parameter H kontrolliert dabei den
Schrumpfungsfaktor des Graphen. Hier muss jedoch auch die Routenberech-
nung an die Highway Hierarchien angepasst werden. Insbesondere führen San-
ders et al. einige Restriktionen ein, die bei einer multilevel-Dijkstra-Berechnung
berücksichtigt werden müssen [57].
Transit Node Routing [59, 60, 61] stellt einen Vertreter der sogenannten
Bounded Hop Techniques dar. Bei diesem Ansatz wird die Tatsache ausge-
nutzt, dass nur wenige Routen relevante Verbindungen für lange Reisen dar-
stellen. Dazu werden Transitknoten und die Verbindungen zu Zugangsrouten
vorberechnet. Distanzen zu den Zugangstransitknoten werden aus einer Men-
ge von vorher deﬁnierten Transitknoten vorberechnet und in sogenannten Di-
stance Tables gespeichert. Eine modiﬁzierte Anfrage bestimmt nun diejenigen
Zugangsknoten, welche die kombinierte Distanz der beiden Zugangsrouten zur
Distance Table minimiert.
Sowohl für Highway Hierarchies, als auch Transitknoten ist der Geschwin-
digkeitsgewinn bei der Routenberechnung bemerkenswert, obwohl es Unter-
schiede in der Vorberechnungszeit gibt. Speeduptechniken stellen derzeit noch
ein Problem für das Mikroalternative Routing dar, da ausgedünnte Graphen
nicht viele alternative Routen zulassen. Ein in der Industrie weit verbreiteter
Ansatz dieses Problem zu lösen, ist dynamisch Teilmengen des Graphen rele-
vanter Bereiche, dh. Gridzellen von Graphausschnitten zu laden. Eine mögliche
Umsetzung wurde ebenfalls von Bast et al. vorgestellt [60]. Für das in Kapitel
5 vorgestellte Verfahren zum ampeladaptiven Routing wird von diesem Mo-
dell der Kartenrepräsentation ausgegangen und eine Gridzelle für den Raum
München deﬁniert. So kann sichergestellt werden, dass das vorgeschlagene dy-
namische Routingmodell einfach in bestehende Applikationen integriert werden
kann.
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Ampelassistenzfunktionen wie die in Abschnitt 2.1.2 vorgestellten Grünband-
Geschwindigkeitsempfehlung, Restrotanzeige, oder eine Prepare-to-Stop-
Aussage benötigen Schätzungen zukünftiger Signalzustände. Diese zu gene-
rieren ist keine leichte Aufgabe: Wie sich in Abschnitt 2.3 zeigt, sind Licht-
signalanlagen teilweise mit verkehrsabhängigen Steuerungssystemen ausgestat-
tet, welche ihre Freigabe- und Sperrzeiten auf die aktuelle Verkehrssituation
anpassen. Dabei kann der Grad der Verkehrsabhängigkeit stark variieren. Die
Untersuchung von Städten hinsichtlich der Lernbarkeit von Schaltzeiten durch
Stamatakis (vgl. Abschnitt 2.3.4) zeigte jedoch für eine Vielzahl von Städten
auf, dass eine Prognose der zukünftigen Schaltzeiten mithilfe von vergangenen
Schaltzeitinformationen möglich sein sollte.
Im Rahmen dieses Kapitels soll der Ansatz einer vernetzten Schaltzeitpro-
gnose mittels Kommunikation zwischen Fahrzeugen und Verkehrsinfrastruk-
tur verfolgt werden. Insbesondere soll hier der Gedanke der Vernetzung ei-
ner Smart City mit dem intelligenten Fahrzeug aufgegriﬀen werden. Wie
in Abschnitt 1.1 beschrieben wurde, sehen sich auch Städte zunehmend in
der Pﬂicht, durch ﬂexible Kommunikationssysteme Abläufe, wie auch das Ver-
kehrsgeschehen, ﬂexibler zu gestalten. Einen ersten Schritt in diese Richtung
stellte das Kooperationsprojekt mit dem Kreisverwaltungsreferat München zur
Schaltzeitprognose in München dar. Im Rahmen dessen wurden zyklisch ak-
tualisierte, vergangene Schaltzeitinformationen aus dem Raum München zur
Verfügung gestellt, die zur Entwicklung und Implementierung von Prognose-
verfahren genutzt werden durften. Auf die entsprechende Datengrundlage wird
an geeigneter Stelle (Abschnitt 3.5.1) eingegangen.
3.1 Vorveröﬀentlichungen
Die Kerninhalte dieses Kapitels wurden vom Autor bereits in [105] publiziert.
Wie in Kapitel 1 ausführlich dargestellt, stammen die im Manuskript und nach-
folgend präsentierten Inhalte bzgl. der Idee, des Konzepts, der Theorie und
Evaluation vom Autor der vorliegenden Arbeit. Ebenfalls in dem Manuskript
enthalten waren die Abbildungen 3.2 und 3.3. Weitere Inhalte des Kapitels
wurden in [106] veröﬀentlicht. Auf kleinere Teilaspekte aus den Veröﬀentli-
chungen in [104], [103] und [102] wird im Rahmen dieses Kapitels ebenfalls
Bezug genommen.
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3.2 Verfahren zur Schaltzeitprognose mit
Schaltinformationen
Es existieren verschiedene Ansätze, mit deren Hilfe die Prognose von Schalt-
zeiten von Lichtsignalanlagen auf Basis vergangener Schaltzeitinformationen
realisiert werden soll. Generell lassen sich diese in drei Bereiche unterteilen,
nämlich nicht statistische Verfahren, statistische Verfahren und hybride An-
sätze [106].
Nicht statistische Verfahren: Hierbei soll die Situation an einer Licht-
signalanlage möglichst vollständig beschrieben werden. So wird der Zustand
einer Lichtsignalanlage eines Verkehrsknotenpunkts durch die Verkehrskenn-
größen des Knotenpunkts beschrieben, die Stellgrößen der Lichtsignalanlagen,
sowie durch die aktuelle Verkehrssituation. Zu den Verkehrskenngrößen gehö-
ren insbesondere die mithilfe von Erfassungseinrichtungen (Detektoren, Taster)
ermittelten Informationen. Dazu zählen der durch Detektoren gemessene Bele-
gungsgrad, die Belegungszeit und Zeitlücken, Anwesenheitsfeststellung, Anfor-
derung und Zählung von Fahrzeugen. Ebenfalls anzuführen sind die Bemessung
der Freigabezeit, Geschwindigkeitsmessung und Anmeldung von Fußgängern
und Radfahrern (vgl. Abschnitt 2.3.3).
Ebenso gehören auch modellbasierte Größen zu den Verkehrskenngrößen.
So können z.B. empirisch ermittelte Reisezeiten, die Verkehrssituation (Stau,
Wartezeiten) oder Verkehrsströme Einﬂussgrößen darstellen. Die Stellgrößen
stellen die für die Lichtsignalanlage gewählten Steuerungsverfahren dar (vgl.
auch Abschnitt 2.3.3). Hierzu zählen Faktoren wie Umlaufzeit, Freigabezeit,
Phasenfolge oder Oﬀset. Die Verkehrskenngrößen und Stellgrößen werden auf
Grundlage der aktuellen Verkehrssituation ermittelt. Wenn Detektoren eine
hohe Anzahl von Überfahrungen feststellen, können die Grünzeiten einer Licht-
signalanlage verlängert werden. Nicht statistischen Verfahren zur Prognose von
Lichtsignalanlagen ermitteln alle Einﬂussgrößen (Verkehrssituation, Verkehrs-
kenngrößen, Stellgrößen), um die Situation einer Lichtsignalanlage vollstän-
dig beschreiben zu können. Derartige Ansätze sind in größerem Umfang nur
mit hohem Ressourcenaufwand realisierbar. Zum einen müssen Vorkehrungen
getroﬀen werden, um die derzeitige Verkehrssituation abzubilden. Dazu gehö-
ren Verkehrsüberwachung, Messung und Prognose der derzeitigen Verkehrss-
truktur. Daher müssen die Verkehrskenngrößen und Stellgrößen einer jeden zu
prognostizierenden Lichtsignalanlage in Echtzeit zur Verfügung stehen. Aller-
dings ist die Steuerung und Verwaltung von Lichtsignalanlagen Aufgabe der
Kommunen bzw. Städten, von denen die Verkehrskenngrößen bzw. Stellgrößen
akquiriert werden müssen.
Neben den daraus resultierenden verhandlungstechnischen Herausforderun-
gen ergeben sich auch technische Probleme. So ist laut Klaus Krämer, dem
Verantwortlichen für das Verkehrsmanagement der Stadt München, eine Zur-
verfügungsstellung von Detektordaten in großem Umfang technisch nicht, bzw.
nur mit großem personellen Aufwand, umsetzbar.
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Statistische Verfahren: Ziel dieses Ansatzes ist es, insbesondere mit Mo-
dellen mathematischer Statistik (Schätztheorie, Zeitreihenanalyse, lineare und
multivariate Modelle, u.ä.), Data Mining und maschinellem Lernen, sowie nu-
merischer Mathematik (Optimierung, Approximationsverfahren) kosten- und
berechnungseﬃziente Verfahren abzuleiten. Im Gegensatz zu nicht statistischen
Ansätzen gelten diese Modelle von einem technischen Standpunkt aus als ska-
lierbarer. Die Forschung in dem Bereich beﬁndet sich noch in den Anfängen.
Zwar befassten sich bereits einige Vorarbeiten mit dieser Thematik, jedoch
konnte noch kein Ansatz in der Praxis einsetzbare Ergebnisse liefern.
Hybride Verfahren: Neben den statistischen und nicht statistischen Ver-
fahren gibt es den Ansatz, diese beiden Verfahren zu kombinieren. Insbesondere
werden Kombinationen von statistischen Modellen mit Detektorinformationen
sowie ÖPNV-Funkbarken diskutiert. Auch hier ist der Aufwand, der mit der
ﬂächendeckenden Akquisition dieser Informationen verbunden ist, nicht minder
groß. Hinsichtlich der Detektordaten gilt eben erwähntes, ÖPNV-Funkdaten
dagegen sind unverschlüsselt und könnten abgehört werden. Die Problema-
tik hierbei ist jedoch, dass im betrachteten Gebiet Empfänger installiert und
vernetzt werden müssen.
3.3 Anforderungen an eine Prognose
Schätzungen zukünftiger Signalzustände (Schaltzeitprognosen) sollten nicht
nur möglichst exakt sein, sie sollten auch eine Interpretation darüber zulas-
sen, wie sehr der Prognose vertraut werden kann. Ein gängiges Mittel hierzu
ist die Berechnung einer Auftretenswahrscheinlichkeit des vorhergesagten Er-
eignisses. Man spricht hier auch vom Grad des Dafürhaltens (bzw. Grad der
Gewissheit oder Grad der Überzeugtheit). Jede der geplanten Kundenfunktio-
nen benötigt einen solchen Grad des Dafürhaltens einer Schätzung zukünftiger
Schaltzeiten. Ist z.B. bekannt, dass die Wahrscheinlichkeit eines Wechsels von
Grün auf Rot bei erreichen der entsprechenden Signalgruppe bei 100% liegt,
so könnte eine Prepare-to-Stop-Warnung ausgegeben werden. Liegt diese bei
z.B. nur 80%, so wäre eine Prepare-to-Stop-Warnung in jedem 5. Fall inkor-
rekt und könnte hier zu einem Fehlverhalten des Fahrers führen. Dieses Beispiel
macht klar, dass Ampelassistenzfunktionen zwingend einen Grad des Dafür-
haltens verwendeter Schaltzeitprognosen bedürfen. Dabei können die Anforde-
rungen an diese variieren. Für eine schaltzeitoptimierte Start-Stop-Automatik
etwa könnte schon ein Wert von 80% ausreichend sein, während dies für die
Prepare-to-Stop-Warnung unwahrscheinlich scheint.
Wahrscheinlichkeitskurve: Um einen Grad des Dafürhaltens verwendeter
Schaltzeitprognosen zu deﬁnieren, wird für Schaltzeitprognosen der Begriﬀ
der Wahrscheinlichkeitskurve eingeführt. Diese repräsentiert einen sekunden-
diskreten Zeilenvektor und gibt für jeden zeitdiskreten Wert die Wahrschein-
lichkeit für einen prognostizierten Signalzustand an. Dabei wird unterschieden
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Abbildung 3.1: Typischer Verlauf einer Wahrscheinlichkeitskurve (Freigabe-
oder Grünwahrscheinlichkeit).
zwischen der Grünwahrscheinlichkeit
P (grün) = ĝ = (ĝ1, ..., ĝn) (3.1)
und der Rotwahrscheinlichkeit
P (rot) = 1− P (grün) = r̂ = (r̂1, ..., r̂n). (3.2)
Dabei gilt: P (grün), P (rot) ∈ [0, 1]. n stellt die Länge des Zeilenvektors dar
und repräsentiert den zeitlichen Horizont in die Zukunft in Sekunden (Gültig-
keitsbereich). Ein typischer Verlauf einer solchen Wahrscheinlichkeitskurve ist
in Abbildung 3.1 dargestellt.
Qualitätsmetrik: Die in Abbildung 3.1 dargestellten Wahrscheinlichkeits-
werte geben a priori einen Grad des Dafürhaltens an, also vor Bekanntwerden
der tatsächlichen Schaltzeiten. Ob diese korrekt im mathematischen Sinne wa-
ren, d.h. ob der Anteil der als richtig rot und richtig grün klassiﬁzierten Zeitbe-
reiche möglichst hoch war, wird anhand der Korrektklassiﬁkationsrate (KKR)
(auch Treﬀergenauigkeit oder Vertrauenswahrscheinlichkeit, englisch: accuracy
genannt) gemessen. Sie gibt den Anteil der korrekt klassiﬁzierten Objekte an






rg + fg + rr + fr
, (3.3)
wobei rg und rr die richtig grün und richtig rot klassiﬁzierten Signalzustände
angeben, fg und fr die falsch grün und falsch rot klassiﬁzierten Signalzustände
darstellen.
Jedoch erfolgt aus einer Wahrscheinlichkeitskurve noch keine Klassiﬁkation.
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Diese wird durch Verwendung einer Schwellwertfunktion erreicht:
ĝi :=
{
1, wenn ĝi ≥ thu
0, wenn ĝi ≤ thl
, (3.4)
wobei thl einen unteren Schwellwert und thu einen oberen Schwellwert dar-
stellen. Eine Schaltzeitprognose gi zu einem Zeitpunkt i ist dabei nur dann
zulässig und geht in die Klassiﬁzierung mit ein, wenn sie den Zustand 1 (grün)
oder 0 (rot) hat. Die Menge von Schaltzeitschätzungen Ŝ lässt sich sodann
deﬁnieren wie folgt:
Ŝ = {ĝi|(ĝi = 1) ∨ (ĝi = 0)} (3.5)
Der Anteil an Signalzustandsschätzungen Ŝ an der Menge aller Signalzustände





Dieser Wert wird nachfolgend als Verfügbarkeit V er bezeichnet. Eine perfekte
Prognose würde bei einer KKR von 1 und einer Verfügbarkeit von 1 vorliegen.
In diesem Fall wären alle Signalzustände mit korrekten Prognosen belegt. In
der Realität jedoch sind Prognosen nie perfekt. Diese zeichnen sich durch einen
sich stetig ändernden Grad des Dafürhaltens aus. Ob dieser zum relevanten
Zeitpunkt ausreichend ist, kann durch die Kundenfunktion anhand der Wahl
eines passenden Schwellwertes thl, thu bestimmt werden. Ist eine hohe KKR die
Anforderung der Kundenfunktion, so könnte diese auf Kosten der Verfügbarkeit
weiter erhöht werden, indem nur solche Schätzungen ausgegeben werden, deren
Grad des Dafürhaltens sehr hoch ist. In diesem Fall würden z.B. thl ≤ 0, 01 und
thu ≥ 0, 99 gewählt. Lässt man umgekehrt mehr Aussagen zu (steigert man also
die Verfügbarkeit), so sinkt deren KKR. Man kann hier von konkurrierenden
Zielbeziehungen sprechen.
3.4 Bestehende Ansätze zur Schaltzeitprognose
mit Schaltinformationen
Im Folgenden werden bestehende Ansätze zur Rekonstruktion und Prognose
zukünftiger Signalzustände auf Basis verfügbarer Schaltzeitinformationen be-
schrieben. Je nach Land, Lichtsignalanlagen-Architektur und Stand der Tech-
nik können verfügbare Informationen und Latenzzeiten divergieren. Entspre-
chend unterscheiden sich auch die Ansätze. Zunächst werden Arbeiten anderer
Autoren vorgestellt, anschließend erfolgt eine Zusammenfassung der dieser Ar-
beit vorangegangener Forschungsarbeit des Autors.
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3.4.1 Ansätze aus verwandten Arbeiten
Koukoumidis et al. stellen ein auf Mobilgeräte gestütztes Verfahren zur Progno-
se von festzeitgesteuerten Lichtsignalanlagen im US-amerikanischen Raum vor,
das auch für verkehrsabhängige Lichtsignalanlagen angewendet werden kann
[62]. Hierbei sollen mit einem an der Windschutzscheibe befestigten Smart-
phone Videobilder verarbeitet und so die derzeitigen Phasen von Lichtsignal-
anlagen an Kreuzungen bestimmt und an einen Server geschickt werden, um
sie für andere Anwender des Systems nutzbar zu machen. Mithilfe dieses An-
satzes ist es laut Koukoumidis et al. möglich, festzeitgesteuerte Lichtsignal-
anlagen mit einer durchschnittlichen Abweichung von 0,66 Sekunden vorher-
zusagen. Überdies wird ein Verfahren zur Vorhersage von verkehrsabhängigen
Lichtsignalanlagen vorgestellt und dieses anhand von singapurischer (Bugis)
und US-amerikanischer Lichtsignalanlagen (Massachusetts Avenue) evaluiert.
Hierzu sammeln sie vergangene Signalisierungsdaten und trainieren damit ein
Support-Vector-Regressionsmodell. Koukoumidis et al. zufolge konnte so ei-
ne Vorhersage mit einer durchschnittlichen Abweichung von 2,45 Sekunden
erreicht werden [62]. Anzumerken ist hierbei, dass nur zwei Straßenzüge be-
trachtet wurden und auch das verwendete Maß zur Bestimmung der durch-
schnittlichen Abweichung nicht näher beschrieben wurde.
Weisheit führt einen Prognoseansatz vor, der die Support Vector Machi-
ne (SVM) verwendet [63]. Dabei verwendet er Echtzeitdetektorinformationen
der an den Lichtsignalanlagen verbauten Induktionsschleifen als Eingangsgrö-
ße, die entsprechenden Schaltzeiten als Ausgangsgröße. Für den Prädiktions-
prozess trainiert er die SVM mit einer deﬁnierten Trainingsmenge von ver-
gangenen Schaltzeitinformationen (Signalzustände, Umlaufzeit und Detektor-
Informationen) für zwei Kreuzungen in Düsseldorf. Im Vergleich zur bloßen
Verwendung von Schaltzeitinformationen ist er so in der Lage, die Progno-
sequalität zu steigern. Obgleich er mit diesem Ansatz sehr vielversprechende
Ergebnisse erzielt, wurde dieser Ansatz nicht in einem größeren Testfeld eva-
luiert. Ferner ist dieser Ansatz auch auf eine niedrige Datenlatenz (weniger
als drei Zyklen) angewiesen und benötigt Detektor-Informationen, die nicht
immer zur Verfügung stehen.
Im Rahmen eines Big-Data-Projektes der BMW Group wurden 2013 Schalt-
zeitinformationen sechs ausgewählter Kreuzungen an das Unternehmen Pivotal
(früher Greenplum) zu deren Analyse sowie zur Konzeption von Vorhersage-
modellen übergeben. So sollten zusätzliche Ideen bzw. Konzepte zur Heran-
gehensweise an die Analyse von Big Data durch ein Big Data Analytics-
Unternehmen erhalten werden. Mithilfe gängiger Data-Mining-Verfahren zur
Extraktion von Informationen konnte von Pivotal festgestellt werden, dass die
Umlaufzeiten von Lichtsignalanlagen stets ähnliche Längen zu haben scheinen.
Auch wurde entdeckt, dass bestimmte Umlaufzeiten besonders häuﬁg auftre-
ten. Geschuldet ist dies im deutschen Raum nach RiLSA deﬁnierten festen
Umlaufzeiten und Programmwechseln (vgl. Abschnitt 2.3.3.3). Zu dieser Er-
kenntnis gelangten die Data-Scientists von Pivotal jedoch nicht, da sie auf die
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Betrachtung von Zusatzinformationen über den Aufbau von Lichtsignalanla-
gen in Deutschland (etwa RiLSA [25]) verzichteten. Dies führte zu der Fehlin-
terpretation, dass bei deutschen Lichtsignalanlagen die Umlaufzeiten je nach
Verkehrslage verlängert oder verkürzt werden, wie es bei anderen Verfahren
(z.B. SCATS/SCOOTS, Abschnitt 2.3.3) der Fall sein kann. Davon ausgehend
wurde durch Pivotal das ARIMA-Forecasting-Modell zur Vorhersage von zu-
künftigen Umläufen vorgeschlagen [64]. Dabei ist jedoch nicht die Vorhersage
von Umläufen (diese sind bekannt), sondern von Umschaltzeitpunkten das Ziel.
Ein weiterer, jedoch proprietärer Ansatz wurde durch das Unternehmen
GEVAS Software entwickelt. Im Rahmen des Förderprojektes UR:BAN (vgl.
Abschnitt 2.2.2) entwickelten die Fachkräfte Konzepte zum Aufbau von Teil-
komponenten städtischer und kommunaler Verkehrssysteme, um einen Aus-
tausch und Interaktionen mit externen Partnern zu ermöglichen. Ziel ist die
Ausgestaltung und anschließende Nutzung der Systeme zur Prognose zukünf-
tiger Schaltzeiten. Im Rahmen dieser Arbeit wurde durch GEVAS Software
ein Prognoseverfahren auf Basis vergangener Schaltzeiten entwickelt und der
Stadt Düsseldorf für einen befristeten Zeitraum bereitgestellt. Da es sich bei
dem Verfahren um einen nicht veröﬀentlichten Ansatz handelt, wurde dieser
durch den Abteilungsleiter für Verkehrsmanagement und Forschung von GE-
VAS Software, Dr. Peter Maier erläutert und freundlicherweise die Erlaubnis
zur Beschreibung im Rahmen dieser Arbeit erteilt. Bei diesem Ansatz werden
ebenfalls Wahrscheinlichkeitskurven (vgl. Abschnitt 3.3) für Schaltzeitprogno-
sen erstellt. Hierzu werden direkt vorangegangene Schaltereignisse individuel-
ler Lichtsignalanlagen verwendet und Häuﬁgkeiten von Grün- und Rotzeiten
innerhalb eines Umlaufes bestimmt. Wie viele vergangene Schaltzeiten in die
Berechnung einﬂießen, ermitteln sie anhand von Tagesupdates. Eine technische
Detaillierung erfolgt an geeigneter Stelle im Abschnitt 3.6.1.2.
3.4.2 Beiträge aus Vorarbeiten: Kalman Filter Ansatz
In einer vorangegangen Arbeit des Autors wurde ein erstes Modell zur Schät-
zung zukünftiger Schaltzeiten mithilfe des Kalman Filter (KF) vorgestellt [65].
Dieses Modell wurde auf Basis von vergangenen Schaltzeiten von sechs Münch-
ner Lichtsignalanlagen entwickelt. Die Ergebnisse wurden im Rahmen dieser
Arbeit erweitert und in [106] veröﬀentlicht.
Für die Entwicklung des Algorithmus standen vergangene Schaltzeitdaten
für sechs Münchner Lichtsignalanlagen zur Verfügung. Zugleich wurde eine
Schnittstelle zum Kreisverwaltungsreferat (KVR) München etabliert, die zur
Übermittlung der jeweils aktuellsten Schaltzeiten dieser Lichtsignalanlagen
diente. Die Latenzzeit betrug zwischen 3 und 45 Minuten. Ziel war es, auf
Basis der vorangegangen Schaltzeiten eine Prognose zukünftiger Schaltzeiten
zu generieren. Dabei musste ein Verfahren gefunden werden, welches in der
Lage ist, Latenzzeiten bei der Datenübertragung, Verarbeitung und dem Pro-
gnoseprozess überbrücken zu können.
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Mit dem entwickelten Verfahren konnten für die sechs verfügbaren Licht-
signalanlagen bei einer Latenzzeit von 3 Minuten Prognosen mit einer KKR
von 0,95 und einer Verfügbarkeit von 0,56 erreicht werden. Mit einer geringeren
Anforderung an die KKR von 0,9 konnte die Verfügbarkeit auf 0,82 gesteigert
werden. Ferner ist es mit dem vorgestellten Ansatz möglich, Prognosen einfach
zu parallelisieren. So könnten zukünftige Schaltzeiten einer jeden individuellen
Lichtsignalanlage in einem selbständigen Prozess prognostiziert werden.
Im Rahmen der weiterführenden Forschungsarbeiten für diese Arbeit wurde
vom KVR München Schaltzeitinformationen für eine größere Menge von Licht-
signalanlagen (ca. 700-800) zur Verfügung gestellt. Bei der Performanceanaly-
se des Kalman Filter Ansatzes stellte sich, auch bei massiver Parallelisierung
der Verarbeitungsschritte heraus, dass eine Schaltzeitprognose nicht in einem
zufriedenstellenden Zeitrahmen erstellt werden kann. Obwohl Kalman Filter
Verfahren in der Literatur als sehr performant eingestuft werden, kostete ins-
besondere der Invertier-Prozess des Terms (HPk|k−1HT + R), für die Menge
von knapp 800 Lichtsignalanlagen zu viel Rechenzeit. Obgleich mit dem konzi-
pierten System eine deutliche Qualitätssteigerung der Prognosen nachgewiesen
werden konnte, skaliert es nicht. Eine Alternativlösung muss gefunden werden.
3.5 Rückkopplungssystem zur
Schaltzeitprognose
Ziel ist es, ein Verfahren zu ﬁnden, das eine dem Kalman Filter möglichst
vergleichbare Qualität liefert und sich gleichzeitig durch eine deutlich gerin-
gere Rechenzeit auszeichnet. Ferner soll sichergestellt sein, dass auch beim zu
entwickelnden Verfahren eine horizontale Skalierung weiterhin gegeben ist. Es
soll möglich sein, weitere urbane Ballungsräume lediglich durch Hinzunahme
zusätzlicher Knoten mit Prognosen zu versorgen. Nachfolgend wird ein Rück-
kopplungssystem [103, 104, 105] vorgestellt, das diesen Anforderungen genügt.
3.5.1 Datengrundlage für die Schaltzeitprognose
Zur Entwicklung eines skalierbaren Prognosesystems wurden durch das KVR
München mittels einer ISDN-Schnittstelle zyklisch Schaltzeiten zur Verfügung
gestellt. Dabei wurde seitens KVR eine Taktfrequenz von 2 Minuten gewählt,
was gleichzeitig die derzeit höchste technisch realisierbare Aktualisierungsra-
te seitens KVR München darstellt. Die Latenzzeit dieser Daten konnte im
Rahmen einer Servererneuerung auf 2-5 Minuten reduziert werden. Gesendet
wurden drei unterschiedliche Informationen, die im Vorfeld ausgehandelt wur-
den:
• Signalprogrammauﬂösungen: Um Prognosen tätigen zu können,
muss zunächst bekannt sein, ob aktuelle Programme auch prognosti-
zierbare sind. Verkehrsabhängige Lichtsignalanlagen müssen jederzeit in
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der Lage sein, bei Störungen in Festzeit-Ersatzprogramme wechseln zu
können. Daher muss die Information vorliegen, ob die betrachtete Licht-
signalanlage derzeit tatsächlich in einem VA-Programm läuft. Die Auf-
lösung von Programmnummer zu Programmtyp erfolgt mithilfe der Pro-








Hierbei bezeichnet LZANR (Lichtzeichenanlage) die ID der Lichtsi-
gnalanlage, PRG_NR die Programmnummer und PRG_TYP den Pro-
grammtyp.
• Programmwechselinformationen: Verkehrsabhängige Lichtsignalan-
lagen sind üblicherweise auf zwei Stufen adaptiv: auf der Makroebene
in Form von Programmen, die oftmals zeitpunktabhängig wechseln, so-
wie auf Mikroebene durch Verlängerung oder Verkürzung von Rot- und
Grünzeiten. Die Liste aktueller Schaltzeiten gibt Aufschluss über die Ver-




Hierbei bezeichnet LZA_ID (Lichtzeichenanlage_ID) die ID der Licht-
signalanlage (entspricht LZANR; redundante Bezeichner), SP_NR die
Programmnummer (entspricht PRG_NR, redundante Bezeichner). UM-
LAUF stellt die Umlaufzeit, BT-FUNKTION die Betriebsfunktion, OFF-
SET den Oﬀset zum Umlauf in Hauptverkehrsrichtung dar. Der Modus
bezeichnet den Modus der Lichtsignalanlage, PRIO die Priorität, ZEIT
die Zeit. Es sei bemerkt, dass für die Prognose BT-FUNKTION, OFF-
SET, MODUS , PRIO nicht benötigt werden.
• Schaltzeitinformationen: Alle zwei Minuten werden Schaltzeiten aller
verfügbaren Lichtsignalanlagen der vergangen zwei Minuten (zuzüglich
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Wobei SCHALTID die ID des Schaltereignisses darstellt, JAHRTAG den
Tag im Jahr repräsentiert (2014331 entspricht dem 331. Tag im Jahr
2014) und SEKUNDE die Sekunde am derzeitigen Tag seit Null Uhr dar-
stellt, in der ein Schaltevent auftrat. Die Bezeichnung LSANR stellt die
vom Schaltevent betroﬀene Lichtsignalanlage dar, SGNR die vom Schal-
tevent betroﬀene Signalgruppe der Lichtsignalanlage und ZUSTAND den
eingetretenen Zustand (1=Grün, 0=Rot). PROGNR bezeichnet die Pro-
grammnummer (entspricht PRG_NR, redundante Bezeichner), WEL-
LECALC stellt eine Zusatzinformation für die Koordinierung in einer
Welle dar und ist für die Prognose nicht relevant.
Insgesamt müssen ca. 40.000 Datensätze pro Aktualisierung verarbeitet und
daraus Schaltzeitprognosen generiert werden.
3.5.2 Funktionsbeschreibung des Rückkopplungssystems
Verkehrsabhängige Lichtsignalanlagen haben sehr charakteristische Muster,
Grün- und Rotphasen entsprechend der derzeitigen Verkehrssituation anzupas-
sen. Vereinfacht verlängern verkehrsabhängige Steuerungsverfahren eine Grün-
phase, wenn durch den zugehörigen Detektor eine große Menge von Überque-
rungen gemessen wird. Der Verkehr wiederum hat ebenfalls sehr charakteris-
tische Muster - abhängig von Zeit, Position und Tag. In den Morgenstunden
fahren viele Fahrzeuge in die urbanen Zentren und abends zurück, aber auch
im Tagesverlauf können Spitzen existieren. Diese Muster unterscheiden sich für
jede Lichtsignalanlage und hängen von der jeweiligen Position, Zeit und Tag
ab. Sie müssen implizit durch das Prognoseverfahren erfasst werden können.
In Abbildung 3.2a sind Signalzustände einer zufälligen Lichtsignalanlage ab-
gebildet. Die grauen Bereiche repräsentieren Grünsignale, die weißen reprä-
sentieren Rotsignale. Die Signalzustände sind entsprechend ihrer Umlaufzeit
T (hier 90) dargestellt. Wie man an den beiden Linien des gleitenden Mittel-
wertes beobachten kann, variiert die umlaufzeitrelative Zeit der Signalwechsel
im Tagesverlauf. In den Morgen- und Abendstunden ﬁnden Signalwechsel ver-
mehrt früher statt als zur Mittags- und Nachmittagszeit. Obgleich diese Ver-
haltensweisen je nach Lichtsignalanlage, Zeit und Tag variieren können, sind
Muster jedoch stets erkennbar.
Nachfolgend wird die relative Grünhäuﬁgkeit zu jedem Zeitpunkt der Um-
laufzeit errechnet: Die illustrierten vergangenen Signalzustände können als Ma-
trix B = (bij)i=1,...,m;j=1,...,n ∈ Bm×n von binären sekundenweise getakteten Si-
gnalzuständen dargestellt werden, wobei 0 rot und 1 grün repräsentieren. Da-
bei entspricht die Dimension m der Umlaufzeit T, die Dimension n der Anzahl
der in die Berechnung der Häuﬁgkeit einbezogenen Umläufe ϑ. In Abbildung
3.2a würde dies der Anzahl von Umläufen zwischen 6:00 Uhr und 21:00 Uhr
entsprechen. Ausgehend von dieser Matrix werden für die Abbildungen 3.2b
und 3.2c die beiden Submatrizen BIJ1 und BIJ2 mit unterschiedlichem ϑ ge-
bildet. Ferner wurde für diese Abbildung die relative Grünhäuﬁgkeit zu jedem
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(a) Signalzustände relativ zur Umlaufzeit.
(b) Relative Häuﬁgkeiten für ein großes
ϑ.
(c) Relative Häuﬁgkeiten für ein kleines
ϑ.
Abbildung 3.2: Signalzustände im Tagesverlauf (a) und relative Grünhäuﬁg-
keiten (b) und (c) für die hervorgehobenen Bereiche aus (a).






Dabei repräsentiert der Zeilenvektor g sekundenweise Grünhäuﬁgkeiten. Ein
intuitives und im Vergleich zum KF-Modell deutlich einfacheres Modell ist
der Ansatz, die relativen Grünhäuﬁgkeiten als Grünwahrscheinlichkeiten an-
zunehmen. Im Gegensatz zum KF-Model wird darauf verzichtet, auf Basis des
Trends der vorgegangen Zustände einen neuen Zustand zu schätzen. Stattdes-
sen wird davon ausgegangen, dass der zukünftige Signalzustand den letzten
Signalzuständen entspricht. Dies ist zulässig, da nach dem Gesetz der Großen
Zahlen die relative Häuﬁgkeit eines Ereignisses dessen Wahrscheinlichkeit ap-
proximiert. Umgekehrt kann man folgern, dass dieser Wahrscheinlichkeitswert
bei immer kleiner werdendem ϑ mit einem immer größeren Unsicherheitsfaktor
behaftet ist (man diesem also immer weniger trauen kann). Dies spiegelt sich
in einer niedrigeren KKR wider. Auf der anderen Seite darf ϑ nicht beliebig
groß gewählt werden, wie folgendes Beispiel klar macht: Wählt man bei An-
wendung der Schwellwertfunktion 3.5.2.1 einen Schwellwert von thu = 0,95 und
thl = 0,05, so wäre der Anteil V er von Schaltzeitschätzungen Ŝ für Abbildung
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3.2b bei nur 32%, in Abbildung 3.2c jedoch bei 71%. Anhand dieses Beispiels
wird deutlich, dass mit diesem einfachen Instrument die Verfügbarkeit deutlich
gesteigert werden kann, jedoch auf Kosten der KKR.
3.5.2.1 Das Rückkopplungssystem
Im Folgenden wird ein Rückkopplungssystem (RS) (auch Feedback-System
oder Regelsystem genannt) vorgestellt, welches die Aufgabe hat, laufend Pro-
gnosen zu erstellen und deren Qualität zu überwachen. Speziell soll gewährleis-
tet sein, dass insbesondere die KKR auf dem von der Ampelassistenzfunktion
geforderten Niveau bleibt; gleichzeitig sollen Prognosen eine möglichst hohe
Verfügbarkeit V er aufweisen. Es muss also ein optimales ϑ gefunden werden.
Da dieser Wert je nach Lichtsignalanlage und Verkehrsaufkommen unterschied-
lich sein kann, muss über eine Überwachungseinheit die Qualität der getätigten
Prognose einer jeden Lichtsignalanlage anhand der tatsächlichen Schaltzeiten
evaluiert werden. Sodann muss ϑ für jede neue Prognose und jede einzelne
Lichtsignalanlage neu bestimmt werden. Im Folgenden werden die Komponen-
ten und die Konzeption des RS beschrieben und die einzelnen Komponenten,
sowie deren Parametrisierung dargestellt. Mit einer Aktualisierungsrate von
etwa zwei Minuten werden die jeweils neuesten Schaltzeitinformationen vom
KVR München an einen FTP-Server verschickt. Aufgrund Lichtsignalanlagen-
speziﬁscher Eigenschaften und der Netzverzögerungen liegen die aktuellsten
Schaltzeitdaten etwa drei bis fünf Minuten in der Vergangenheit. Ein selbst
entwickeltes Skript dient zur Überwachung des FTP-Servers. Werden dort neue
Schaltzeitinformationen abgelegt, werden diese an den eigenen Prognoseserver
weitergeleitet, wodurch die Berechnung neuer Prognosen angestoßen wird. Der
gesamte Prozess der Prognosegenerierung und -überwachung ist in Abbildung
3.3 dargestellt.
Erstellung von Schaltzeitschätzungen Ŝ: Neueste Schaltzeitinforma-
tionen werden zum Prognosemodul (I) weitergeleitet, welches neue Grünwahr-
scheinlichkeitskurven für jeden Fahrverkehr einer jeden Lichtsignalanlage be-
rechnet und die Schwellwertfunktion anwendet. Insgesamt werden durch das
KVR Schaltzeitinformationen für ca. 800 Lichtsignalanlagen versendet. Da
Prognosen für jede Signalgruppe einer Lichtsignalanlage zu berechnen sind,
werden ca. 6.000 Schaltzeitschätzungen erstellt. Diese werden in eine Daten-
bank (II) abgelegt. Prognosen haben einen Gültigkeitszeitraum von (t, t + a),
wobei t der aktuelle Zeitpunkt ist und a dem Aktualisierungsintervall der
neuesten Schaltzeiten entspricht. Zur Erstellung der Prognose wird in der Re-
gelstrecke (IV) der Parameter ϑ für die jeweilige Lichtsignalanlage nachgese-
hen.
Qualitätsüberwachung: Nach der Erstellung der Prognosen wird die KKR
einer jeden Lichtsignalanlage der zuvor erstellten Schaltzeitschätzung Ŝ (Zeit-
raum (t − (2d + a), t − (d + a))) berechnet, wobei d die Latenzzeit darstellt.
Dies erfolgt durch Abgleich mit den entsprechenden Schaltzeiten. Die Ergeb-
nisse werden an den Regler rückgeführt und die Abweichungen des Ist- vom
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Abbildung 3.3: Rückkopplungssystem mit zyklischer Überwachung der ge-
nerierten Prognosen. Mit jeder Übermittlung der neuesten
Schaltzeiten wird die Generierung neuer Prognosen getrig-
gert. Erreichen die Prognosen nicht den erforderlichen Quali-
tätsstandard, wird eine Nachjustierung der Prognoseparameter
vorgenommen.
Sollwert bestimmt. Der Sollwert stellt dabei eine Mindestanforderung an die
KKR dar, die aus der individuellen Kundenfunktion abgeleitet wird. Üblicher-
weise liegen diese im Bereich zwischen 90% und 95% (vgl. Abschnitt 3.3).
Anpassung der Regelstrecke: Die Parameteranpassung der durch den
Regler (III) zur Erreichung eines vorgegebenen Sollwertes an der KKR ist der
zentrale Bestandteil des RS. Einerseits sollte ein potentiell verfehlter Sollwert
im nächsten Schritt erfüllt sein. Anderseits sollte die KKR bei über-erfüllten
Sollwerten reduziert werden, um die Verfügbarkeit von Prognosen zu steigern.
Dabei sollte vermieden werden, dass eine Überanpassung zu einer nicht Er-
reichung des Sollwertes im nächsten Schritt führt. Die Reaktion sollte also
adäquat zur Größe des Fehlers, d.h. der Abweichung vom Sollwert ausfallen.
Dies kann mithilfe der S-Kurvenfunktion erreicht werden.
3.5.2.2 S-Kurvenfunktion
Die S-Kurvenfunktion ist deﬁniert wie folgt:
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Dabei stellt G eine obere Schranke der Erhöhung von ϑ für den nächsten
Schritt dar, B verschiebt die Kurve auf der y-Achse, k gibt die Steilheit im
Wendepunkt an. Der Parameter a ist die Position des Wendepunkts und x
repräsentiert die gemessene KKR (Eingabewert). Die Anpassung der Regel-
strecke mithilfe der S-Kurvenfunktion bietet einen einzigartigen Vorteil: Der
Umfang der Anpassung ist adäquat zur Abweichung vom Sollwert. Eine Ver-
fehlung des Sollwertes etwa im zweistelligen Bereich führt zu einer größeren
Anpassung als eine Verfehlung von wenigen Prozentpunkten.
Die Kalibrierung der s-Kurvenfunktion muss empirisch erfolgen. So beein-
ﬂusst die Wahl der Parameter (speziell obere Schranke, Wendepunkt, Steil-
heit) die KKR und die Verfügbarkeit unterschiedlich. Im Rahmen der vor-
liegenden Arbeit wurden unterschiedliche Parametersätze zur Erreichung ei-
ner KKR im Bereich zwischen 90% und 95% untersucht und die Werte
G = 20, a = 0, 93, k = 30 ermittelt.
3.6 Vergleichende Bewertung des
Rückkopplungssystems
Drei alternative Verfahren müssen dem vorgestellten Rückkopplungssystem
zur Schaltzeitschätzung hinsichtlich ihrer KKR, Prognoseverfügbarkeit, Re-
chenzeit und Anzahl durchschnittlich prognostizierter Lichtsignalanlagen ge-
genübergestellt werden. Einerseits ist hier das vom Autor in einer Vorarbeit
entwickelte KF-Modell 3.4.2 anzuführen. Ein weiterer Ansatz wurde durch das
Unternehmen GEVAS Software für Verkehrstechnik und Verkehrsmanagement
vorgestellt. Ein dritter Ansatz ist ein Referenzverfahren mit ﬁxen Umlaufzeit-
größen, welches als Benchmarksystem anzusehen ist. Um eine Vergleichbarkeit
zu erreichen, müssen alle Verfahren implementiert und evaluiert werden. Dies
wurde für für das Testfeld München vorgenommen.
3.6.1 Gegenübergestellte Prognoseverfahren im Überblick
Es erfolgt eine technische Beschreibung der Alternativverfahren. Die Eingangs-
größe aller Verfahren stellen die vom KVR München gesendeten Schaltzeitin-
formationen dar.
3.6.1.1 Kalman Filter Ansatz
Analog zum RS wird für eingehende Schaltzeiten eine Grünwahrscheinlichkeit
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durchgeführt. A repräsentiert die Systemmatrix. Die Veränderung der Ver-
kehrssituation wird als linear betrachtet und durch die Funktion
dj,k = gj,ϑk − gj,ϑk−1
beschrieben. Dabei beschreibt dj,k das Delta zwischen den Grünwahrscheinlich-
keiten in den Zuständen k und k − 1. Der Systemzustand x˜k ist beschrieben
durch:
(g1, ..., gn, d1, ..., dn)
T
k ∈ R2n.
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Im Korrektur-Modul wird der Kalman-Gain berechnet:
Kk = Pk|k−1HT (HPk|k−1HT +R)−1.
Die Varianz des Messfehlers R wird bestimmt durch die Varianzen der indivi-
duellen Grünwahrscheinlichkeiten g1, ..., gn. Für die Prädiktion werden wieder
die Standard-KF-Prozesse verwendet:
x˜k|k = x˜k|k−1 +Kk(zk −Hx˜k|k−1)
und
Pk|k = (I −KkH)Pk|k−1
sowie
Pk|k−1 = APk−1|k−1AT +Q.
Q wird dabei analog zu R berechnet. Für eine detailliertere Beschreibung sei
auf [106] verwiesen.
3.6.1.2 Statische Aktualisierung nach GEVAS Software
GEVAS Software entwickelte im Rahmen des Förderprojektes UR:BAN ein
Prognoseverfahren, das sogenannte Tagesaktualisierungen durchführt. Es
wurde durch das Unternehmen bisher nur für das Testfeld Düsseldorf um-
gesetzt, weswegen eine eigene Implementierung für das Testfeld München von-
nöten ist. In diesem Ansatz werden am Ende des Tages optimale Werte für den
Parameter ϑ zu unterschiedlichen Zeiten des Tages bestimmt. Die Idee hierbei
ist, dass der Verkehr an den jeweiligen Wochentagen beliebiger Wochen ähn-
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lich ausfällt. Es wird also in einer Tabelle, für jeden Wochentag und diskreten
Zeitraum des Tages, der jeweilige Wert von ϑ abgelegt, der am entsprechenden
Tag der Folgewoche abgefragt werden kann. Für die vorliegende Arbeit wurde
ein Intervall von 15 Minuten für jedes ϑ gewählt. Die Berechnung einer Grün-
wahrscheinlichkeit erfolgt bei GEVAS Software, analog zum eigenen Ansatz,
mithilfe der Formel 3.7.
3.6.1.3 Fixe Umlaufzeitgröße
Ein Referenzverfahren, das als Benchmark dient, stellt die Wahl einer ﬁxen
Umlaufzeitgröße zur Berechnung der Grünwahrscheinlichkeit dar, also die Wahl
eines ﬁxen ϑ. In der Implementierung wurde für ϑ ein Wert von 30 Umläufen
verwendet.
3.6.2 Ergebnisse der vergleichenden Bewertung
Die vorgestellten Prognoseverfahren werden hinsichtlich KKR, Verfügbarkeit,
Laufzeit und prognostizierten Lichtsignalanlagen bewertet. Dazu wurde ein
Prognoseframework in der Programmiersprache Python [66] entwickelt. Um
eine Vergleichbarkeit zwischen den Verfahren hinsichtlich der Rechenzeit zu
gewährleisten, wurden dabei lediglich die Prognosemodule je nach Verfahren
modiﬁziert. Der Zielwert für die KKR war hierbei 0,9 - 0,95. Für die Para-
meter thu und thl wurden entsprechend die Werte 0,93 und 0,07 gewählt. Die
Ergebnisse sind in Tabelle 3.1 dargestellt.
Alle Verfahren weisen eine vergleichbare KKR von 0,914 - 0,919 auf. Die
Verfügbarkeit von Prognosen dagegen variiert teilweise stark. Während sie
beim Rückkopplungssystem und beim Kalman Filter ähnliche Werte im Be-
reich um 0,60 aufweist, so liegt sie bei der ﬁxen Umlaufzeitgröße lediglich bei
knapp 0,50. Die Verfügbarkeit statischer Tagesaktualisierungen beläuft sich
auf 0,542. Zurückzuführen ist der deutliche Unterschied auf zweierlei Aspekte.
Zum einen können das Rückkopplungssystem und der Kalman Filter direkt auf
mikroskopische Verkehrsveränderung reagieren. Weiterhin sind sie in der Lage,
Signalprogrammanpassungen zu erkennen und entsprechend zu reagieren. Be-
obachtbar ist dies anhand der Anzahl prognostizierbarer Ampeln in Abbildung
3.4. Beim Rückkopplungssystem und dem Kalman Filter sind deutliche Ein-
schnitte um 9:00 Uhr und um 13:00 Uhr zu beobachten. Zu diesen Zeitpunkten
wies ein großer Teil der Lichtsignalanlagen Signalprogrammanpassungen auf.
Bei beiden Verfahren führt dies zu einem kurzfristigen Aussetzen der Progno-
se, da die erforderliche KKR kurzfristig nicht mehr erreicht werden kann. Erst
bei Verfügbarkeit neuer Schaltzeitinformationen im aktuellen Signalprogramm
werden wieder Prognosen generiert. Auch die statische Tagesaktualisierung ist
in der Lage, Signalprogrammanpassungen zu berücksichtigen, da diese meist
zeitplanabhängig und im Fall von München meist zu denselben Zeiten erfolgen.
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KKR 0.914 0.917 0.919 0.911
Verfügbar-
keit
0.578 0.593 0.499 0.542







531 531 498 479
Tabelle 3.1: Gegenüberstellung der Prognoseverfahren. Vergleich hinsichtlich
KKR, Verfügbarkeit, Laufzeit und prognostizierten Ampeln.
*Referenzimplementierung in Python, Modiﬁkationen entspre-
chend des jeweiligen Algorithmus.
Dennoch liegt die Verfügbarkeit von Prognosen mit einem durchschnittlichen
Wert von 0,542 unter der des Rückkopplungssystems, sowie des Kalman Fil-
ters. Auch hinsichtlich der durchschnittlichen Anzahl von Prognosen erreicht
die statische Tagesaktualisierung die beiden erst genannten Verfahren nicht.
Das Verfahren mit ﬁxer Umlaufzeitgröße wird von allen Verfahren hinsichtlich
der Verfügbarkeit und Anzahl prognostizierter Lichtsignalanlagen übertroﬀen,
aufgrund seiner Einfachheit weist es jedoch die kürzeste Laufzeit auf.
Tabelle 3.1 und Abbildung 3.4 geben Aufschluss über die mittlere Progno-
sequalität (KKR und Verfügbarkeit), sowie Anzahl der prognostizierten Licht-
signalanlagen im zeitlichen Verlauf. Hier zeigt sich, dass KF und RS die KKR
konstanter auf dem geforderten Niveau halten können, während bei den bei-
den anderen Verfahren immer wieder kleinere Einbrüche (etwa zwischen 12:00
und 13:00 Uhr) beobachtbar sind. Auch liegt die Anzahl zu prognostizierender
Lichtsignalanlagen unter der des KF und RS.
Zur Betrachtung der Streuung der Prognosequalität nach Lichtsignalanlage
sind in Abbildung 3.5 die KKR und die Verfügbarkeit anhand eines Streudia-
gramms angetragen. Dabei wurde für jede Lichtsignalanlage im Testfeld Mün-
chen die mittlere KKR und Verfügbarkeit der generierten Prognose berechnet.
Die Position des Punktes kodiert die KKR/Verfügbarkeit-Kombination der
prognostizierten Lichtsignalanlage. Im Vergleich der jeweiligen Abbildungen
fällt auf, dass alle Verfahren geeignet sind, eine hohe KKR zu garantieren. In
allen Fällen bildet sich eine Punktwolke im oberen Bereich des Diagrammes.
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Abbildung 3.4: Gegenüberstellung der Prognoseverfahren hinsichtlich KKR,
Verfügbarkeit und prognostizierten Lichtsignalanlagen im Ta-
gesverlauf.
Gleichzeitig weisen alle Verfahren einen Zusammenhang zwischen KKR und
Verfügbarkeit auf, was anhand der breiteren Streuung der KKR bei niedrige-
rer Verfügbarkeit deutlich wird. Umgekehrt weisen Prognosen mit hoher KKR
meist auch eine hohe Verfügbarkeit auf. Speziell können das Rückkopplungs-
system (Abbildung 3.5a) und der Kalman Filter (Abbildung 3.5b) die KKR
vieler Lichtsignalanlagen steigern - im Vergleich zu den Abbildungen 3.5c und
3.5d wird dies anhand deutlich weniger Punkte im mittleren, rechten Bereich
der Abbildungen sichtbar. Die KKR der betreﬀenden Lichtsignalanlage konn-
te so weit gesteigert werden, dass sich die KKR/Verfügbarkeit-Kombination in
den linken oberen Bereich verschoben hat.
Abbildung 3.6 zeigt eine geographische Verortung der mit dem Rückkopp-
lungssystem prognostizierbaren Lichtsignalanlagen in München. Dabei stellen
blau gefärbte Kreise Lichtsignalanlagen, an denen Prognosen erlebbar sind,
dar. Graue Kreise repräsentieren Anlagen, für die keine Prognosen mit ausrei-
chender KKR generiert werden können, oder durch das KVR München keine
Schaltzeitinformationen angeboten werden können. Die Verfügbarkeit der je-
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(b) Statische Tagesaktualisierungen von ϑ
(Gevas).
























Abbildung 3.5: Gegenüberstellung der Prognoseverfahren hinsichtlich KKR
und Verfügbarkeit anhand eines Streudiagrammes. Die Positi-
on des Punktes kodiert die KKR/Verfügbarkeit-Kombination
der prognostizierten Lichtsignalanlage.
weiligen Prognose ist durch die Größe des jeweiligen (blauen) Kreises darge-
stellt. Anhand der Darstellung wird deutlich, dass speziell Hauptverkehrsadern
besonders viele prognostizierbare Lichtsignalanlagen aufweisen. Dies ist kon-
sistent mit der Annahme einer höheren Schaltzeitvolatilität an kleineren Stra-
ßen. Nicht selten verkehren hier nur wenige Fahrzeuge, die jedoch unmittelbar
einen Signalwechsel veranlassen können (etwa bei bedarfsgesteuerten Anlagen).
Lichtsignalanlagen an Hauptstraßen dagegen haben ein höheres Verkehrsauf-
kommen zu bewältigen, das sich durch weniger mikroskopische Veränderungen
auszeichnet. Längerfristige Trends im Verkehrsaufkommen, die mit den vorge-
stellten Verfahren gut erfasst werden können (etwa Pendelverkehr), scheinen
hier die Regel zu sein.
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3.6.3 Folgerung
RS und KF weisen die beste Prognoseverfügbarkeit und höchste Anzahl zu
prognostizierender Lichtsignalanlagen bei vergleichbarer KKR auf. Statische
Tagesaktualisierungen und die Wahl ﬁxer Umlaufzeiten können nicht an die-
se Ergebnisse heranreichen. Jedoch ist der KF aufgrund seiner hohen Lauf-
zeit nicht für den Praxiseinsatz tauglich. Die Prognoseberechnung mit 191
Sekunden pro Schaltzeitaktualisierung liegt bereits über der Schaltzeitaktua-
lisierungsrate des KVR von 120 Sekunden. Wie bereits angesprochen wurde,
konnte die Invertierung des Terms (HPk|k−1HT +R) als rechenintensivsten Teil
ausgemacht werden.
Ausgehend von dieser Auswertung wurde eine Backend-Architektur für die
Prognoseerstellung mithilfe des Rückkopplungssystems entworfen und in Zu-
sammenarbeit mit der BMW Group für diese umgesetzt. Die Anforderung war,
die Kundenfunktonen Restrotanzeige, Prepare-to-Stop und Grünband-
Geschwindigkeitsempfehlung für eine Testﬂotte von bis zu 500 Fahrzeugen
erlebbar zu machen. Dabei wurde die Frontend-Entwicklung (fahrzeugseitig)
und Kommunikation mit dem Backend durch Mitarbeiter der BMW Group ge-
steuert. Ein HMI Vorschlag der Funktion Restrotanzeige ist in Abbildung 3.7
dargestellt. Zu sehen ist hier eine prototypische Implementierung dieser Kun-
denfunktion in einem Versuchsträger der BMW Group. Der Signalgeber an der
Kreuzung Ingolstädterstr./Frankfurter Ring zeigt den Signalzustand rot. Auf
der Head-Unit wird eine Sekundenanzeige in Verbindung mit einer Statusleiste
der verbleibenden Rotzeit (41 Sekunden) angezeigt. Diese Information wurde
mittels Luftschnittstelle vom Prognose-Backend abgefragt. Die verbleibende
Wartezeit wird bis zu einem Wert von fünf Sekunden herunter gezählt und
verblasst ab diesem Wert langsam, damit der Fahrer vor dem unmittelbaren
Grünbeginn seine Aufmerksamkeit wieder auf den Signalgeber richtet.
3.7 Zusammenfassung
In diesem Kapitel wurde ein skalierbares Verfahren zur Berechnung zukünfti-
ger Schaltzeiten an verkehrsabhängigen Lichtsignalanlagen vorgestellt und für
den Münchner Ballungsraum implementiert und getestet. Daten vergangener
Schaltzeiten an signalisierten Knotenpunkten wurden dabei vom KVR Mün-
chen mit einer Latenzzeit von ca. zwei bis fünf Minuten zur Verfügung gestellt.
In einer vergleichenden Analyse wurde der eigene Vorschlag des Prognoseal-
gorithmus alternativen Ansätzen gegenübergestellt und anhand maßgeblicher
Kennzahlen evaluiert. Im Vergleich mit einem vom Autor entwickelten Kalman
Filter Modell, eines Benchmark-Referenzverfahren und eines proprietären An-
satzes des Unternehmen GEVAS Software konnte das im Rahmen dieser Arbeit
entwickelte Rückkopplungssystem überzeugen. Es wies sich durch eine ver-
































































Abbildung 3.6: Schaltzeitprognosen in München: Position und Verfügbarkeit.
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Abbildung 3.7: Ausblick: HMI-Vorschlag für die Nutzung der Schaltzeitpro-
gnosen mit der Kundenfunktion Restrotanzeige an der Kreu-
zung Ingolstädterstr./Frankfurter Ring in München. Zu sehen
ist ein Signalgeber mit dem Signalzustand rot und eine Restro-
tanzeige in einem Versuchsträger der BMW Group.
Dem Autor wurde durch die BMW Group die Möglichkeit gegeben, in einem
Forschungsprojekt eine Umsetzung des Verfahrens für eine Testﬂotte in Mün-
chen zu realisieren. Auf diesem Weg konnten die Funktionen Restrotanzeige,
Prepare-to-Stop, und Grünband-Geschwindigkeitsempfehlung einem ausge-
wählten Testerkreis zur Verfügung gestellt werden. Weiterführende Arbeiten
beschäftigen sich derzeit mit der Fragestellung einer geeigneten Darstellung im
Fahrzeug (HMI-Konzepte), die zu einer entspannteren Fahrweise führen und
Gefährdungspotentiale vermeiden.
Bei den gegenübergestellten Verfahren handelte es sich um ausschließlich
statistische Modelle, die ohne Wissen über die Stellgrößen von Lichtsignal-
anlagen arbeiten. Dies liegt insbesondere an der Tatsache, dass Informationen
über Stellgrößen oder Programmierung der Lichtsignalanlage in größerem Um-
fang nicht verfügbar sind - zu unterschiedlich sind die von Verkehrszentralen
verwendeten Systeme. Auch eine Portierbarkeit auf andere Städte, respektive
Verkehrszentralen wäre hierbei problematisch. Nicht zuletzt setzte auch die
Firma GEVAS Software auf eine statistische Lösung zur Prognose zukünfti-
ger Schaltzeiten im Testfeld Düsseldorf. Obgleich sich diese Ansätze durch
eine hohe Flexibilität auszeichnen und Schaltzeitprognosen so verhältnismäßig
leicht auf andere Städte übertragbar sind, ergeben sich in der Praxis oftmals
erhebliche Probleme. So konnten im Ballungsraum München für etwa 57% al-
ler Lichtsignalanlagen Schaltzeitprognosen erstellt werden. Die Firma GEVAS
Software erreichte eigener Aussage zufolge mit ihrem Verfahren für Düsseldorf
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ähnliche Werte. Im Fall von München lag dies zum einen daran, dass nur etwa
730 der 1100 Lichtsignalanlagen durch die Verkehrszentrale des KVR München
erfasst sind. Dass dies kein Einzelfall ist, zeigt das Beispiel Stuttgart mit seinen
800 Lichtsignalanlagen, von denen ein Großteil überwacht wird [67]. Ferner
unterscheiden sich die Hard- und Softwarekomponenten zwischen den Städten
stark, so dass jeweils Individuallösungen gefunden werden müssten. Im Testfeld
München zeigte sich darüber hinaus, dass die Datenübertragung vergangener
Schaltzeiten durch teilweise beträchtliche Ausfälle geprägt ist. Ursachen kön-
nen hier laut KVR verlorene Signale auf dem Weg vom Verkehrsknotenpunkt
in die KVR-Zentrale sein, die nach dem Prinzip Fire-and-Forget versendet
werden. Es ist anzunehmen, dass dieses Problem auch bei anderen Städten
auftritt, zumindest jedoch nicht ausgeschlossen werden darf.
Während diese Herausforderung mithilfe intelligenter Prognosealgorithmen
kompensiert werden kann, stellt die Akquisition von Daten von Dritten ei-
ne Herausforderung auf ganz anderer Ebene dar. Verkehrssteuerungszentralen
haben per se zunächst kein Interesse an Ampelassistenzfunktionen in Fahrzeu-
gen. Es überwiegen meist die rechtlichen Bedenken an einigen der Funktio-
nen. So werden vor allem die Funktionen Restrotanzeige und Geschwindig-
keitsempfehlung kritisch betrachtet. Diese könnten, ungünstige Visualisierung
vorausgesetzt, Rasertum und Unruhe zusätzlich fördern, statt für entspannte-
res Fahren zu sorgen. In der Kooperationsvereinbarung der BMW Group mit
dem KVR München im Rahmen der Schaltzeitprognose mithilfe vergangener
Schaltzeiten wurde daher folgendes vereinbart: In der Testphase wird zudem
mit Hilfe von anonymisierten Fahrzeugdaten veriﬁziert, dass die neuen Funk-
tionen das Fahrverhalten nicht ungünstig beeinﬂussen und Sicherheitsaspekte
gewahrt bleiben. Diese Untersuchung ist nicht Bestandteil der vorliegenden
Arbeit. Das Beispiel soll vielmehr die Sensibilität der Behörden hinsichtlich
der Ampelassistenzfunktionen unterstreichen und die Schwierigkeit der Ak-
quisition von Daten bei Städten und Kommunen hervorheben. Aus Dienstan-
bietersicht für kundenwertige Ampelassistenzfunktionen hat dies gravierende
Auswirkungen. Es müssen für jede Stadt, in der eine Ampelassistenzfunktion
angeboten werden soll, Rahmenverträge mit den entsprechenden Verkehrszen-
tralen zur großﬂächigen Datenüberlassung vereinbart werden. Es ist fraglich,
ob eine kritische Masse erreicht werden kann. Für das Forschungsprojekt im
Rahmen der vorliegenden Arbeit war das KVR München der einzige Partner,
der Daten in diesem Umfang über eine Schnittstelle zur Verfügung stellte.
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mit Floating Car Data
Mithilfe vergangener Schaltzeiten können Voraussagen über das zukünftige
Schaltverhalten von Lichtsignalanlagen getätigt werden. In Kapitel 3 wurde
eine skalierbare und echtzeitfähige Lösung zur großﬂächigen Prognose zukünf-
tiger Signalzustände vorgestellt und evaluiert. Obgleich auf diesem Wege eine
qualitativ hochwertige Vorhersage für eine breite Menge an Lichtsignalanlagen
ermöglicht wird, birgt dieser Ansatz auch eine Reihe von Herausforderungen,
wie sich im Testfeld München zeigte (vgl. Abschnitt 3.7). So ergeben sich hohe
zeitliche und personelle Aufwände, Kontakte zu Städten und Verkehrszentra-
len aufzubauen und zu pﬂegen, sowie geeignete Rahmenverträge auszuhandeln.
Oftmals ist der Zuspruch von öﬀentlicher Seite hinsichtlich der Ampelassistenz-
funktionen aufgrund sicherheitsrechtlicher und straßenverkehrlicher Bedenken
gering. Aus diesen Gründen stellt sich die Frage, ob eine Prognose zukünftiger
Schaltzeiten mithilfe anderer Quellen ebenfalls möglich ist. Als besonders ge-
eignet erscheint hier die Floating Car Data Technologie. Bereits heute werden
diese Daten verwendet, um die aktuelle Verkehrssituation zu erfassen. Wie in
Abschnitt 2.4 beschrieben, werden hierbei insbesondere Positions-, Geschwin-
digkeitsdaten und Zeitstempel zyklisch erfasst und übermittelt. Bisher ist noch
ungeklärt, ob diese Technologie auch zur Rekonstruktion von Signalzuständen
genutzt werden kann. Die Idee soll wie folgt beschrieben werden: Anhand des
(zeitlichen) Verhaltens von Fahrzeugen im Kreuzungsbereich müssten Rück-
schlüsse auf das Signalverhalten von Ampeln möglich sein. Zu unterscheiden ist
dabei zwischen der Betrachtung gesammelter, vergangener Daten und Echtzeit-
FCD. Mithilfe einer Datenbasis gesammelter FCD für einen gewissen Zeitraum
könnte das prinzipielle Signalverhalten festzeitgesteuerter Ampeln, aber auch
bestimmter verkehrsabhängiger Ampeln gelernt werden. Derzeit wird davon
ausgegangen, dass ca. 20% aller Lichtsignalanlagen weltweit festzeitgesteuert
sind [33]. Für die USA gibt es sogar Quellen, die von einem Anteil an fest-
zeitgesteuerten Lichtsignalanlagen von bis zu 96% sprechen [62]. Eigene Stich-
probenuntersuchungen sprechen jedoch für einen geringeren Anteil. Dennoch
stellt die Möglichkeit, mindestens 20% aller Lichtsignalanlagen weltweit mithil-
fe der Floating Car Data Technologie lernen zu können, einen hohen Anreiz für
weitere Untersuchungen dar. Überdies weisen auch verkehrsabhängige Lichtsi-
gnalanlagen außerhalb der Dehnungsbereiche ﬁxe Signalzustände auf, die sich
zyklisch wiederholen (vgl. Abschnitt 2.3.3). Diese Signalzustände könnten mit-
hilfe von FCD ebenfalls erlernt werden.
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4.1 Vorveröﬀentlichungen
Die Kerninhalte dieses Kapitels wurden vom Autor bereits in [101] und [99] pu-
bliziert. Wie in Kapitel 1 ausführlich dargestellt, stammen die in den Veröﬀent-
lichungen und nachfolgend präsentierten Inhalte bzgl. der Idee, des Konzepts,
der Theorie und Evaluation vom Autor der vorliegenden Arbeit. Ebenfalls in
den Manuskripten enthalten waren die Abbildungen 4.1, 4.4, 4.6, 4.3, 4.7, 4.12
und 4.15.
4.2 FCD-basierte Ansätze in
Kreuzungsbereichen
Die Idee, FCD (oder Trajektorien in einem allgemeineren Umfeld) zur Wissens-
extraktion zu verwenden, ist nicht neu. Weite Anwendungs- und Forschungs-
bereiche werden unter anderem in dem Werk Computing with Spatial Trajec-
tories [38] beschrieben. Wichtige verwandte Arbeiten können in zwei Teilbe-
reiche gruppiert werden: Einerseits empﬁehlt es sich, auf wichtige Beiträge im
Bereich der Verkehrsﬂussanalyse und Erstellung von Warteschlangenmodel-
len an signalisierten Verkehrsknotenpunkten einzugehen. Lichtsignalanlagen
verursachen mit ihren Freigabe- und Sperrzeiten den Auf- und Abbau von
Warteschlangen. Ein weites Forschungsfeld war und ist die formale und ma-
thematische Beschreibung der zugrundeliegenden Gesetzmäßigkeiten in Form
von Warteschlangenmodellen. Liegt ein genaues Modell vor, so könnte dieses
zum Reverse Engineering der vorliegenden Schaltzeiten genutzt werden.
Ferner wird auf bestehende Arbeiten zur Schätzung von Signalzuständen mit-
hilfe von FCD eingegangen. Sie können untergliedert werden in kinematische
Ansätze, die sich die physikalischen Gesetzmäßigkeiten von Fahrzeugen zu ei-
gen machen, der Betrachtung der Schaltzeitrekonstruktion als Optimierungs-
problem und der Betrachtung als Hypothesentest.
4.2.1 Verfahren zur Verkehrsﬂussanalyse an Kreuzungen
Hofmann et al. stellen bereits 1994 eine Beschreibung von Verkehrsabläufen an
signalisierten Knotenpunkten anhand von Beobachtungen vor [68]. Sie führten
unterschiedliche Messungen durch, um speziell die durchschnittliche Reakti-
onszeit von Fahrern bei Signalübergängen von rot auf grün zu bemessen. Ihre
Beobachtungen ergaben, dass Fahrer an erster Position vor einem Signalgeber
bei einer rot/gelb-Zeit von einer Sekunde eine Reaktionszeit von 1,31 Sekun-
den bis zum Anfahren aufweisen. Die Folgereaktionszeiten der nachfolgenden
Fahrer lag zwischen 0,78 und 1,0 Sekunden. Dieser Unterschied ist darauf zu-
rückzuführen, dass sich Fahrer weiter hinten in der Warteschlange auf die be-
vorstehende Beschleunigung vorbereiten können.
Messung wie diejenigen von Hoﬀmann et al. stellen die Basis für Warte-
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schlangenmodelle zur formellen Beschreibung des Verhaltens von Fahrern an si-
gnalisierten Kreuzungen dar. So stellen Akçelik und Besley ein lineares Warte-
schlangenmodell vor, anhand dessen Beschleunigungszeiten in Warteschlangen
geschätzt werden können [69]. Im Rahmen ihrer Ausarbeitung stellen sie unter
anderem Zusammenhänge zwischen Sättigung und Geschwindigkeit, Verkehrs-
ﬂussrate und Grünstart, sowie Abbauzeit von Warteschlangen und Beschleu-
nigungsmuster her. Insbesondere werden hierfür mathematische Gleichungen
und empirische Kalibrierungen vorgestellt. Besonders interessant ist im Kon-
text dieser Arbeit der aufgestellte Zusammenhang zwischen der Reaktionszeit
eines Fahrzeuges in der Warteschlange tx, Sättigungsrate hs, Sättigungsge-
schwindigkeit vs und Fahrzeuglänge Lhj. Sie beschreiben diesen mit der Glei-
chung
tx = hs − 3.6 · Lhj/vs, (4.1)
Ähnlich dieser Herangehensweise zur Reaktionszeitbemessung kann eine Funk-
tion zur Grünstartschätzung aufgestellt werden.
Ramzani et al. [70] stellen eine Methode zur Schätzung von Warteschlan-
genproﬁlen an Kreuzungen auf Basis von FCD einzelner Testfahrzeuge vor.
Sie legen dabei den Fokus auf die spatio-temporale Formierung und Auﬂösung
von Warteschlangen. Mit dem Ziel einer möglichst genauen Beschreibung des
zeitlichen und räumlichen Auf- und Abbaus von Warteschlangen auf Basis von
vereinzelten FCD entwickeln sie ein Modell, das diese ohne die explizite Angabe
von Schaltzeiten modellieren kann. Den Autoren zufolge ist das Modell weiter-
hin in der Lage, Überlaufeﬀekte von angrenzenden Kreuzungspunkten mit zu
berücksichtigen und so ein realistisches Bild von urbanen Verkehrsﬂüssen zu
zeichnen.
In einer etwas älteren Arbeit stellen Ban et al. ein Verfahren zur Schätzung
von Verzögerungsmustern an signalisierten Kreuzungen anhand von gesammel-
ten Reisezeiten vor [71]. Auch sie stellten wie bereits Hoﬀmann et al. [68] fest,
dass Beschleunigungen eine Verzögerung nach Position aufweisen, die linear
erscheint. Ihr Ansatz war es, diese linearen Zusammenhänge über ein least-
Squares Verfahren anzunähern. Während ihr Fokus auf der Schätzung von
Verzögerungsmustern an Kreuzungen lag, konnten sie auch Schätzungen für
die zugrundeliegende Umlaufzeit der betrachteten Kreuzung machen. Durch
Mittlung der einzelnen geschätzten Umlaufzeiten ergab sich eine mittlere Um-
laufzeit, die jedoch nie die korrekte Umlaufzeit treﬀen konnte. Es ergaben sich
Abweichungen zwischen 0,7% und 26,9%.
Alle Verfahren haben gemein, anhand von Beschleunigungspunkten Rück-
schlüsse auf den Abbau der Warteschlange zu ziehen und anhand von Ver-
zögerungspunkten den Aufbau einer Warteschlange zu schätzen. Auch eint
die Ansätze, dass sie zu diesem Zweck Beobachtungen nicht nach möglichen
Umlaufzeiten bündeln. Gerade dieser Aspekt ist speziell für eine Schätzung
der exakten Umlaufzeit eine Lichtsignalanlage sehr vielversprechend, da an-
hand einer maximalen Übereinstimmung von markanten Punkten, wie etwa
Beschleunigungen, gegebene Umlaufzeiten geschätzt werden könnten. Dieser
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Ansatz soll im Rahmen der vorliegenden Arbeit näher untersucht werden.
Comert und Cetin stellen eine andere Herangehensweise an die Schätzung
von Warteschlangen vor [72]. In ihrem Ansatz beschreiben sie eine statistische
Methode zur Echtzeitschätzung von Warteschlangen an Kreuzungen mithilfe
von einzelnen Testfahrzeugen, die als Sender agieren. Einen expliziten Bezug
zur Lichtsignalanlage stellen sie jedoch nicht her.
4.2.2 Verfahren zum Lernen von Signalzuständen
Der Ansatz, Signalzustände anhand von FCD zu schätzen, ist noch relativ jung.
Die Mehrzahl der Modelle fokussiert sich auf die Verkehrsﬂussanalyse und
Warteschlangenschätzung im Kreuzungsbereich. Die meisten dieser Ansätze
machen sich physikalische Eigenschaften wie Trägheitsmomente zur Abschät-
zung der Modelle zunutze. Viele der bisherigen Arbeiten zur Schätzung von
Signalzuständen schlagen einen ähnlichen Weg ein. Darüber hinaus existieren
Überlegungen, die sich mehr auf eine eﬃziente, numerische Lösung fokussieren
und das Problem mehrheitlich als Optimierungsproblem ansehen.
Fayazi et al. stellen einen ersten gesamtheitlichen Ansatz zur Rekonstruktion
von Lichtsignalparameter vor [51]. Dabei beschränken sich die Autoren nicht
nur auf das Lernen von Grünphasen, wie es in der eher theoretischeren Arbeit
von Krijger der Fall ist [73], sondern adressieren ebenfalls die Rekonstruktion
der Umlaufzeit, sowie das Lernen von Programmwechseln. Ihnen stehen für ihre
Untersuchungen niedrigfrequente Positionsdaten aus einer Busﬂotte von Next-
Bus [47] in San Francisco mit Zeit- und Positionsdaten im Intervall zwischen 10
und 80 Sekunden zur Verfügung. In ihrer Arbeit fokussieren sie sich auf ausge-
wählte Busrouten, um die Umsetzbarkeit ihres Ansatzes nachzuweisen. Dabei
handelt es sich um ein Teilstück der Van Ness Street mit sechs Kreuzungen,
das von zwei Buslinien befahren wird. Insgesamt extrahieren sie 4.289 Busfahr-
ten eines Monats, die entsprechend dem Fahrplan relativ gleichmäßig verteilt
vorliegen. Weil Positions- und Zeitstempel in einem relativ großen Intervall im
Bereich zwischen 10 und 80 Sekunden aufgenommen werden, verfolgen Fayazi
et al. einen kinematischen Ansatz zur Rekonstruktion des Ampelverhaltens. Ih-
re Herangehensweise ist es, im ersten Schritt die Rotphase aus der aggregierten
Verweildauer einzelner Busse bei einem Stopp an einer Kreuzung abzuleiten.
Hierzu schätzen sie anhand der Busdaten die mittlere Abbremsdauer eines
Busses bis zum Halt, sowie dessen mittlere Beschleunigungsdauer nach dem
Start. Für eine Fahrt wird angenommen, dass diese einen Halt aufweist, wenn
sich die Reisezeit in dem Bereich zweier aufgezeichneter Punkte signiﬁkant von
einer zu erwartenden Reisezeit unterscheidet. Das ermöglicht ihnen, absolute
Grünstart- und Grünendzeiten zu schätzen. Im nächsten Schritt schätzen die
Autoren die Umlaufzeit der jeweiligen Lichtsignalanlage. Dies erfolgt, in dem
sie den Modul der Grünphasen mit minimaler Standardabweichung bestim-
men. Zur Erkennung von Programmwechel/Signalprogrammänderungen wird
die gleitende mittlere Varianz der Grünphase verwendet, wie sie in der Zeitrei-
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henanalyse verwendet wird [74]. Hier kommt den Autoren die Beschaﬀenheit
ihrer Daten zugute. Da ihre Datengrundlage FCD aus einer Busﬂotte ist, kön-
nen diese Daten als relativ gleichverteilt angesehen werden [75].
Obgleich diese Arbeit wegweisend für das automatisierte Lernen von Signalzu-
ständen ist, wurden zentrale Fragestellungen noch nicht adressiert: Einerseits
darf nicht von einer Gleichverteilung von FCD ausgegangen werden. Die der
Forschungsarbeit des Autors zugrunde liegenden FCD etwa weisen eine sehr
ungleichmäßige Verteilung mit einer Spitze in den Abendstunden auf (vgl. Ab-
schnitt 2.4.2). Bei den Busdaten, die Fayazi et al. verwenden, ist dies nicht der
Fall, was wiederum die Anwendung von Algorithmen des maschinellen Lernens
vereinfacht. In der Arbeit von Fayazi et al. konnte daher eine vereinfachte Form
der Varianzanalyse (ANOVA) [76] Programmwechsel erkennen. Allerdings ver-
zichten die Autoren auf eine exakte Untersuchung von Erkennungsraten mit
geeigneten Validierungsverfahren, wie sie z.B. in [77, Seite 147 ﬀ.] vorgeschla-
gen werden. Prinzipiell gilt die Varianzanalyse als relativ robust gegenüber
Abweichungen von der Normalverteilungsannahme, jedoch ist diese stets noch
eine Grundannahme für ANOVA [78, Kapitel 1.1]. In diesem Fall ist diese An-
nahme auch vertretbar. Die NextBus-FCD scheinen relativ gleichverteilt zu
sein (vgl. Abschnitt 2.4.2). So können sie für die Verteilung extrahierter Grün-
phasen bei korrektem Umlauf auch Gausssche Cluster identiﬁzieren [51]. Für
die BMW-Testﬂottendaten kann dieser Ansatz jedoch nicht verwendet werden.
Wie in Abschnitt 2.4.2 beschrieben, sind diese extrem ungleichmäßig verteilt;
Tests mit diesem Ansatz brachten keine zufriedenstellende Ergebnisse. Des
weiteren ist das kinematische Modell von Fayazi et al. eine Sonderlösung, die
hochspezialisiert ist, um die spärliche Informationsdichte der einzelnen Fahr-
ten zu kompensieren. Wie jedoch in Abschnitt 2.4.2 aufgezeigt, kann von einer
deutlich höheren Informationsdichte ausgegangen werden. So ist zu erwarten,
dass FCD mit jeder Richtungs- und Geschwindigkeitsänderung Positionsdaten
aufnehmen. Dies sollte ein Verfahren zur Rekonstruktion von Schaltzeiten wei-
ter vereinfachen und die Qualität der Ergebnisse weiter steigern. Jedoch ist die
Arbeit von Fayazi et al. ein wegweisender erster Schritt für das crowdsourcing-
basierte Lernen von Signalzuständen von Lichtsignalanlagen, indem sie ein-
drucksvoll die Umsetzbarkeit anhand von fünf festzeitgesteuerten Lichtsignal-
anlagen in San Francisco unter Beweis stellen.
Kerper et al. gehen in ihrem Ansatz zur Schätzung von Signalzuständen be-
reits von exakten Positions- und Zeitstempeln anhand von FCD-Flottendaten
aus [79]. Insbesondere setzten sie in ihrer Simulationsumgebung die exakte
Ankunftszeit, sowie Zeitpunkt der Haltelinienüberquerung voraus. Eine Schät-
zung der Grünphase wird aus Zeiten von Haltelinienüberquerungen abgeleitet,
eine Rotzeit anhand von Auftreten entsprechender Stoppzeiten. Der Grünstart
wird über ein Warteschlangenmodell von Akçelik und Besley [69] geschätzt,
dessen Verwendung Kerper et al. jedoch nicht genauer beschreiben. Aus die-
sem Grund kann nicht eindeutig geklärt werden, in welcher Form sich die
Autoren das Warteschlangenmodell von Akçelik und Besley zunutze machen.
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Sie evaluieren ihr Modell in der Verkehrssimulationsumgebung SUMO [80] an-
hand künstlich erzeugter Signalprogramme an fünf einfachen Kreuzungen (vier
Kanten). In dieser Simulationsumgebung generieren sie Fahrzeuge nach einem
Poisson Prozess und messen die für ihr Modell relevanten Ereignisse (Stopps,
Beschleunigungen, Überfahrten). Leider konnten die Autoren ihr Modell nicht
in einer realen Umgebung evaluieren. Weiterhin ist anzumerken, dass keine
komplexen Kreuzungen mit mehr als vier Phasen in die Simulation einbezogen
wurden.
Ein anderer Ansatz wurde in einer nicht veröﬀentlichten Arbeit von Daniel
Kotzor bei der BMW-Group verfolgt. Er betrachtet die Schätzung von Grün-
und Rotzeit als ein Optimierungsproblem, das mit einem Gradientenverfahren
lösbar ist. Das zugrundeliegende Ampelmodell setzt voraus, dass es sich um ei-
ne Lichtsignalanlage mit einer festen Zykluszeit handelt, wobei davon auszuge-
hen ist, dass Messpunkte vorliegen, die beschreiben, ob eine Lichtsignalanlage
zu bestimmten Zeitpunkten rot oder grün war. Grundlage könnten hierfür z.B.
Beschleunigungen und Stopps, sowie Haltelinienüberquerungen aus FCD sein.
Anders als bei den bisherigen Ansätzen ist das Ziel hier, direkt die Frequenz von
Grün- und Rotphasen anhand der gemessenen Punkte zu schätzen und somit
mittelbar auch die Umlaufzeit zu erfassen. Um das Verhalten einer Lichtsignal-
anlage zu beschreiben, wird eine einfache Signumfunktion der folgenden Form
angenommen: A(t) = sgn(f(t)), mit f(t) = tanh(edgy · cos(ωt+ ϕ)− edgy · γ.
Der Parameter ω stellt die Frequenz (Ampelzykeln pro Sekunde) dar, ϕ die
Phasenverschiebung, γ ein Maß für die Beziehung zwischen der Zeit, in der die
Lichtsignalanlage den Zustand rot bzw. grün aufweist. Sie kann die Werte -1
(rot) und 1 (grün) annehmen. Der Parameter edgy wurde deﬁniert, um aus
der Treppenfunktion eine stetige Funktion zu generieren. Dies ist nötig, um
eine Optimierung nach dem Gradientenverfahren zu ermöglichen. Optimiert
wird dabei nach der least-Squares-Methode. Das Verfahren besticht durch sei-
ne Möglichkeit, sowohl die Umlaufzeit, als auch Grün- und Rotzeiten in einem
Modell zu erfassen, sowie der Möglichkeit, eine Optimierung ohne ausschöp-
fende Suche durchzuführen. Jedoch liegt auch hier das zentrale Problem dieses
Ansatzes. Zu häuﬁg wird bei ungünstiger Wahl der Ausgangsfrequenzen le-
diglich ein lokales Optimum gefunden. Eine weitere Herausforderungen stellen
Signalprogrammänderungen dar. Aus diesen Gründen wurde dieser Ansatz im
Rahmen der vorliegenden Arbeit nicht weiter verfolgt.
Durch die Universität Eindhoven und TomTom wird im Rahmen einer Mas-
terarbeit von Paul Krijger ein weiterer Beitrag zur Schaltzeit- und Umlauf-
zeitschätzung veröﬀentlicht [73]. Der darin beschriebene Ansatz verfolgt die
Idee, die jeweiligen Haltelinienüberquerungen der Geradeausrichtungen zu un-
tersuchen. Wenn eine korrekte Umlaufzeit gewählt ist, dürfen Fahrten in Ge-
radeausrichtung aus beiden Hauptrichtungen nicht zu denselben Zeiträumen
stattﬁnden, da in diesem Falle beide Fahrtrichtungen gleichzeitig grün hätten.
So werden im beschriebenen Ansatz mögliche Umlaufzeiten getestet und die-
jenige als wahrscheinlichste ausgewählt, in der die Überschneidung von Über-
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fahrtzeitpunkten beider Geradeausrichtungen minimal ist. Zu Bestimmung von
Grün- und Rotphasen geht Krijger von der validen Hypothese aus, dass eine
Beobachtung einer Haltelinienüberquerung zu Beginn und zum Ende der Grün-
phase ausreicht, um diese zu lernen. Er widmet sich in seiner sehr detailreichen
und statistisch geprägten Arbeit auch der Fragestellung, nach welchen Zeiträu-
men, je nach Belastungsgrad und Dichte aufzeichnender Fahrzeuge, sich ein
Lernerfolg einstellt. Hierbei unterscheidet er zwischen leichtem und schwerem
Verkehrsaufkommen und variiert den Anteil von Fahrzeugen, die FCD auf-
zeichnen. In einer probabilistischen Auswertung mit der Grundannahme von
Poisson-verteilten Ankunftszeiten an Kreuzungen schätzt er so mittlere Zeiten
bis zu einem Lernerfolg.
4.3 Beiträge zur FCD-basierten
Signalzustandsschätzung
In diesem Abschnitt wird zunächst eine theoretische Betrachtung zur FCD-
basierten Signalzustandsschätzung durchgeführt. Ziel ist es, das Potential die-
ses Ansatzes hinsichtlich der praktikablen Einsatzes zu bewerten. Im zweiten
Teil dieses Kapitels wird ein komplexer Algorithmus zur Schätzung von Signal-
zuständen anhand von FCD aus einer größeren Testﬂotte entwickelt und eva-
luiert. Die Evaluation erfolgt anhand von 80 ausgewählten Lichtsignalanlagen
aus dem Münchner Raum, für die Signal- und Lagepläne vom KVR München
zur Verfügung gestellt wurden.
4.3.1 Theoretische Betrachtung der FCD-basierten
Signalzustandsschätzung
Der kritische Faktor für eine wirtschaftlichen Einsetzbarkeit des FCD-basierten
Ansatzes zur Signalzustandsschätzung ist die benötigte Anzahl von aufgezeich-
neten FCD für eine qualitativ hochwertige Signalzustandsschätzung. So ist es
nötig, zu beantworten, ob mit einer Fahrzeugﬂotte ausreichend Daten gesam-
melt werden können, um eine FCD-basierte Signalzustandschätzung durchzu-
führen. Bevor Kosten, etwa durch die Sammlung von FCD aus Testfahrzeu-
gen, Anschaﬀung von Hardware, bzw. Infrastruktur, oder umfangreiche For-
schungsarbeiten im realen Umfeld entstehen, muss konkret beantwortet wer-
den, wieviele FCD statistisch nötig sind, um die Signalzustände festzeitgesteu-
erter (und schwach verkehrsabhängiger) Lichtsignalanlagen zu schätzen. Auch
Krijger widmete sich für TomTom dieser Fragestellung [73], konnte jedoch
nicht herausarbeiten, welche konkrete Anzahl an aufgezeichneten Haltelinien-
überquerungen für eine Schätzung mit vorgegebener Qualität tatsächlich be-
nötigt wird. Zurückzuführen ist dies auf seine korrekte Annahme der Poisson-
verteilten Ankunftszeiten an Kreuzungen. Diese führt jedoch dazu, dass nur
Wahrscheinlichkeitsaussagen bezüglich des voraussichtlichen Zeitraums auf Ba-
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sis der geschätzten Verkehrsdichte bis zu einem Lernerfolg möglich sind - nicht
jedoch über die tatsächlich benötigte Anzahl von aufgezeichneten FCD. Ziel
der nachfolgenden Untersuchung ist es daher, eine belastbare Kenngröße be-
nötigter FCD an einer Kreuzung für eine erfolgreiche Signalzustandsschätzung
dieser herzuleiten. Das Verfahren und dessen Ergebnisse wurde in [101] veröf-
fentlicht.
4.3.1.1 Annahmen
Zur Untersuchung der vorig motivierten Fragestellung werden folgende Annah-
men gemacht.
• Die betrachteten Lichtsignalanlagen sind festzeitgesteuert.
Grün- und Rotzeiten haben feste Zeitfenster, die Phasenabfolge und die
Umlaufzeit sind ﬁx.
• Gelb existiert nicht. Der gelbe Signalzustand entspricht rot.
• Haltelinien sind exakt verortet. Es liegt keinerlei Ungenauigkeit oder
Rauschen bei der Position der Haltelinie vor.
• Der Fahrer verhält sich stets korrekt. Es gibt keinerlei Rotlichtver-
stöße, bereits bei gelb fährt der Fahrer nicht mehr in die Kreuzung.
• Es liegt kein Messrauschen bei den FCD vor. Die erhaltene Posi-
tion und Geschwindigkeit aus FCD sind exakt.
• Exakte Überfahrensinformation. Der Zeitpunkt des Passierens einer
Haltelinie ist genau erfasst.
4.3.1.2 Ziele
Für eine ordnungsgemäße Evaluation des Potentials der Signalzustandsschät-
zung mit FCD sind mehrere Aspekte relevant. Diese müssen genau speziﬁziert
werden:
• Die Umlaufzeit muss rekonstruiert werden. Insbesondere muss er-
mittelt werden, wie viele Haltelinienüberquerungen für eine Rekonstruk-
tion der Umlaufzeit nötig sind.
• Grün- und Rotzeiten aller Fahrverkehre müssen rekonstruiert
werden. Es muss insbesondere der Eﬀekt der Anzahl vorliegender Hal-
telinienüberquerungen auf die Qualität der Schätzung von Grün- und
Rotzeiten untersucht werden.
• Eine Verteilungsanalyse der Haltelinienüberquerungen ist nö-
tig. Um ermessen zu können, wie viele Überfahrten notwendig sind, um
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Grün- und Rotzeiten zu ermitteln, muss ein Verständnis über die Be-
schaﬀenheit der Verteilung der Zeitpunkte von Haltelinienüberquerungen
bekannt sein.
4.3.1.3 Verteilungsanalyse
Insbesondere für die Abschätzung der benötigten Überfahrungen zur Rekon-
struktion der Grünzeiten einzelner Fahrverkehre ist es nötig, die zugrundelie-
gende Verteilung von Überfahrtszeitpunkten zu kennen. Die zugrundeliegenden
Testﬂottendaten bestehen aus 3.200 Haltelinienüberquerungen der Kreuzung
Marsstraße/Seidlstr. in München. Die Signalprogrammpläne dieser (festzeitge-
steuerten) Lichtsignalanlagen wurden vom KVR München bereitgestellt. Ab-
bildung 4.1 zeigt die Charakteristik der Verteilung der ausgewerteten Daten.
Es ist ein scharfer Anstieg von Haltelinienüberquerungen im ersten Drittel der
Grünphase zu beobachten, gefolgt von einer Spitze und einem langsamen Ab-
stieg bis zum Ende der Grünphase. Dies kann darauf zurückgeführt werden,
dass zunächst die Warteschlange von vor der Lichtsignalanlage beﬁndlichen
Fahrzeugen abgebaut wird. Danach können sporadisch an der Kreuzung an-
kommende Fahrzeuge diese ohne Halt passieren. Dieses Verhalten kann durch
eine inverse Gaussverteilung angenähert werden. In den Abbildungen 4.1a bis
4.1d sind Gauss-Approximationen und Kerndichteschätzer verschiedener Ver-
teilungen von Haltelinienüberquerungen dargestellt. Die ähnlichen Verläufe der
Gauss-Approximationen und dem Kerndichteschätzer untermauern die Annah-
me der inversen Gaussverteilung.
4.3.1.4 Rekonstruktion der Umlaufzeit: Benötigte Überfahrten
Ziel ist es, einen Schwellwert benötigter FCD für eine exakte Umlaufzeitre-
konstruktion zu identiﬁzieren, die für eine nachgelagerte Schaltzeitschätzung
benötigt wird. Wurde eine korrekte Umlaufzeit geschätzt, dürfen sich Kreu-
zungsüberquerungen der beiden Geradeausrichtungen zeitlich nie überlagern
- dies würde die Vorgaben der Kreuzungskoordinierung verletzen. Es scheint
folglich ein valider Ansatz zu sein, eine Reihe von Hypothesen möglicher Um-
laufzeiten aufzustellen und anhand einer detektierten Verletzung (zeitliche
Überlagerung von Geradeausfahrten) zu verwerfen. Im Folgenden wird zur Be-
schreibung diesen Sachverhalts stets von einem Widerspruch gesprochen. Im
Gegenzug muss eine bestimmte Menge von FCD vorliegen, um einen hohen
Grad statistischer Konﬁdenz für die Ablehnung einer aufgestellten Hypothe-
se zu erreichen. Es muss die Fragestellung nach der Höhe dieser Menge an
FCD beantwortet werden. Zu diesem Zweck muss der Eﬀekt unterschiedlicher
Mengen von aufgezeichneten FCD auf die Auftretenswahrscheinlichkeit eines
Widerspruchs identiﬁziert werden.
4.3.1.4.1 Auftretenswahrscheinlichkeit eines Widerspruchs: Es sei eine
Menge von Zeitpunkten von Haltelinienüberquerungen in den beiden Gerade-
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(a) Fahrverkehr 01: Grünphase Umlaufse-
kunde 20-52.


























(b) Fahrverkehr 02, Rechtsverschiebung um
25 Zeiteinheiten zur besseren Darstel-
lung: Grünphase Umlaufsekunde 75-8
(=10-33).


























(c) Fahrverkehr 03: Grünphase Umlaufse-
kunde 41-67.


























(d) Fahrverkehr 04, Rechtsverschiebung um
25 Zeiteinheiten zur besseren Darstel-
lung: Grünphase Umlaufsekunde 75-8
(=10-33).
Abbildung 4.1: Kreuzung Marsstraße/Seidlstraße: Histogramme der Über-
fahrtszeitpunkte und Approximation durch inverse Gaussver-
teilung und Kerndichteschätzer (3.200 Überfahrten).
ausrichtung tXk , t
Y
k gegeben, wobei X und Y die Geradeausrichtungen reprä-
sentieren. Für diese wird die relative Zeit τk zu einer angenommen Umlaufzeit
T errechnet mittels:
τk = mod(tk,T) (4.2)
Die Umlaufzeit kann zwischen 30 und 120 Sekunden betragen: T ∈ {x ∈
N|0 ≤ x ≤ 120}. Aus der Menge von relativen Zeitpunkten der Haltelinien-
überquerungen τXk , τ
Y
k werden jeweils zwei desselben Fahrverkehrs gezogen.
Diese spannen ein Intervall auf, für das bei korrekter Wahl der Umlaufzeit im-
mer der Signalzustand grün gelten muss. Abbildung 4.2 illustriert den Vorgang
wachsender Intervallgrenzen mit einer steigenden Anzahl von Überfahrten an-
hand einer falsch gewählten Umlaufzeit. Innerhalb der geschätzten Umlaufzeit
T gibt es insgesamt
∑T
i=1 2 · i mögliche Intervallgrößen. Diese können nur in
der wie in Abbildung 4.3 illustrierten Reihenfolge angeordnet werden.
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Abbildung 4.2: Vorgang wachsender Intervallgrenzen mit einer steigenden An-
zahl von Überfahrten anhand einer falsch gewählten Umlauf-
zeit. Ein Intervall wird durch zwei Kreuzungsüberquerungen in
den Richtungen X und Y aufgespannt. Im letzten Umlauf tritt
ein Widerspruch, repräsentiert durch die beiden Kreise, auf.
Abbildung 4.3: Beispiel: Mögliche Kombinationen des mit zwei gemessenen
Überfahrten aufgespannten Intervalls.
Die Wahrscheinlichkeit p(γ), dass mit zwei Haltelinienüberquerungen ein
Intervall der Größe γ aufgespannt wird, wird aus den möglichen Kombinationen
zweier gemessenen Überfahrten ermittelt und ergibt sich zu:
pγ = P{Intervall der Größe γ} = 2 · (T− γ + 1)∑T
i=1 2 · i
(4.3)
bzw. nach Kürzung:
pγ = P{Intervall der Größe γ} = T− γ + 1∑T
i=1 i
(4.4)
Die Intervallgrenzen vergrößern sich mit jedem Schritt entsprechend der je-
weiligen Zeitpunkte von Haltelinienüberquerungen. Daher errechnet sich die
Wahrscheinlichkeit für ein Intervall der Größe γ nach n Haltelinienüberque-
rungen pγ,n wie folgt:
pγ,n =
T−max(γn, γn−1) + 1∑T
i=1 i
(4.5)
Die Wahrscheinlichkeit eines Widerspruchs puγ,n zweier unterschiedlicher Wahr-
scheinlichkeitswerte für Intervalle nach n Haltelinienüberquerungen ergibt sich
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2 ·min(max(γXn , γXn−1),max(γXn , γXn−1)))/T (4.6)
4.3.1.4.2 Vergleich mit Simulationsergebnissen: Zur Berechnung der sto-
chastischen Wahrscheinlichkeit werden Hypothesen für Umlaufzeiten im Inter-
vall [30, 120] herangezogen. In Abbildung 4.4a ist der Verlauf der entsprechen-
den Verteilungsfunktion dargestellt. Ebenfalls angetragen ist hier die tatsächli-
che Häuﬁgkeit eines Widerspruchs in einer Simulationsumgebung (grüne Mar-
ker). Dabei wurde eine einfache Kreuzung mit den folgenden Parametern simu-
liert: GrünstartX = 11, GrünendeX = 20, GrünstartY = 21, GrünendeY = 89,
Umlaufzeit = 90. Simuliert wurden Haltelinienüberquerungen sowohl unter der
Annahme einer Normalverteilung, als auch unter der Annahme einer inversen
Gaussverteilung der Haltelinienüberquerungen. Um statistische Konﬁdenz zu
erlangen, wurden jeweils 50.000 Überfahrten generiert. Es ist zu beobachten,
dass die simulierten Häuﬁgkeitsverteilungen und die Wahrscheinlichkeitsver-
teilung puγ,n einen identischen Verlauf aufweisen, was die Korrektheit der her-
geleiteten Formel 4.6 bestätigt. Auch die beiden Häuﬁgkeitsverteilungen unter
der Annahme unterschiedlicher zugrundeliegender Verteilungsfunktionen ha-
ben identische Verläufe, was zu dem Schluss führt, dass die Verteilung von
Haltelinienüberquerungen keinen Einﬂuss auf die benötigte Anzahl von FCD
zur verlässlichen Detektion einer falschen Umlaufzeithypothese haben. In allen
drei Szenarien ist die Existenz von 40 Haltelinienüberquerungen ausreichend
für eine Erkennung einer falschen Umlaufzeithypothese mit einer Konﬁdenz
von 0,999. Zu bemerken sei, dass die Häuﬁgkeitsverteilungen nie den Wert 1
annehmen. Dies ist der Tatsache geschuldet, dass die korrekte Umlaufzeithy-
pothese nie einen Widerspruch aufweisen kann.
4.3.1.4.3 Detektion der korrekten Umlaufzeit (Korrektklassiﬁkationsra-
te): Die Detektion eines Widerspruchs gibt per se keinen Aufschluss über die
Wahrscheinlichkeit der Detektion der tatsächlichen Umlaufzeit. Lediglich bei
einer Wahrscheinlichkeit eines Widerspruchs für eine falsche Umlaufzeit von
1 könnte stets die korrekte Umlaufzeit entdeckt werden. Der Anteil von De-
tektion der korrekten Umlaufzeit muss anhand der Korrektklassiﬁkationsrate
(KKR) ermittelt werden. Sie gibt den Anteil der korrekt klassiﬁzierten Objekte
an (vgl. hierzu Abschnitt 3.3).
Die KKR der Umlaufzeit könnte einen anderen Verlauf als die Detektion ei-
nes Widerspruchs nach Formel 4.6 aufweisen. Tatsächlich zeigen Simulationen,
dass diese nicht durch eine Exponentialverteilung angenähert werden kann,
sondern vielmehr die Form einer logistischen Funktion aufweist (vgl. Abbil-
dung 4.4b). Dies ist darin begründet, dass für eine eindeutige Erkennung im-
mer eine gewisse Grundmenge an Überfahrten zur Verfügung stehen muss.
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(a) Stochastische Wahrscheinlichkeit der
Detektion einer falschen Umlaufzeithy-
pothese nach Formel 4.6, Häuﬁgkeiten
eines Widerspruchs (Simulationen).



































f(x) =G/ek(a−x) , 
G=1, a=18.5, k=0.3
(b) Wahrscheinlichkeit der korrekten Klas-
siﬁkation einer Umlaufzeithypothese
(50.000 Simulationen) und Approxima-
tion durch die logistische Funktion.
Abbildung 4.4: Stochastische Wahrscheinlichkeit und empirsiche Häuﬁgkeit
der Detektion einer falschen Umlaufzeithypothese und Häuﬁg-
keitsverteilung der eindeutigen Detektion der korrekten Um-
laufzeit.
Für den Schwellwert einer korrekten und eindeutigen Erkennung der richtigen
Umlaufzeit hat dies jedoch keine Auswirkungen: Mit 40 verfügbaren Kreu-
zungsüberquerungen ist eine KKR von über 0,999 erreicht.
4.3.1.4.4 Anteil eindeutiger und gegenläuﬁger Fahrverkehre: Die in Ab-
bildung 4.4b dargestellten Simulationsergebnisse beruhen auf einer einfachen
Kreuzungstopologie mit zwei Fahrverkehren. Die Mehrheit der Kreuzungen ist
jedoch komplexer. Während bei kleinen Kreuzungen meist nur zwei Fahrver-
kehre (für Geradeaus,- Links- und Rechtsabbieger) existieren, gibt es an kom-
plexeren Kreuzungen mehrere Fahrverkehre. So ist es möglich, dass Geradeaus-
richtungen nur in einem kleinen Teil der Umlaufzeit geschaltet sind. Allerdings
sind diese beiden Fahrverkehre die einzigen, die deﬁnitiv zu unterschiedlichen
Zeiten bedient werden. Aus diesem Grund wurde in einer weiteren Simulation
untersucht, welche Auswirkungen der zeitliche Anteil von Geradeausrichtungen
an der Umlaufzeit auf die KKR haben. Graﬁk 4.5 illustriert diesen Sachver-
halt. In der zugrundeliegenden Simulation wurden die Kreuzungsparameter
sukzessive verändert und so der Zeitanteil von Geradeausrichtungen an der
Umlaufzeit in insgesamt 500.000 Simulationen im Intervall [0, 95; 0, 51] verän-
dert. Es sei angemerkt, dass bei einem Zeitanteil der Geradeausrichtungen von
weniger als 0, 51 die Umlaufzeit nicht mehr eindeutig bestimmbar ist, da auch
die Umlaufzeithypothese T/2 niemals zu einem Widerspruch führen wird.
Es ist ersichtlich, dass der Anteil der Fahrverkehre in Geradeausrichtung eine
hohe Auswirkung auf die benötigte Anzahl von Überfahrten einer Kreuzung
für die eindeutige Bestimmung der Umlaufzeit hat. So sind für eine 95 prozen-
tige Konﬁdenz der Erkennung der eindeutigen und korrekten Umlaufzeit bei
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Abbildung 4.5: Häuﬁgkeitsverteilung der eindeutigen Detektion der korrekten
Umlaufzeit bei variierendem Anteil der Fahrverkehre an der
Umlaufzeit.
einem Anteil der Geradeausrichtungen von 0.9 nur 40 Überfahrten nötig, bei
einem Anteil von 0.7 sind bereits 100 Überfahrten zu erfassen.
4.3.1.5 Rekonstruktion der Grünzeiten: Benötigte Überfahrten
4.3.1.5.1 Auftretenswahrscheinlichkeit einer Haltelinienüberquerung:
Zur Beschreibung der Verteilung von Haltelinienüberquerung wird eine inverse
Gaussverteilung angenommen (vgl. Abschnitt 4.3.1.3). Auch wird der Verlauf
der zugrundeliegenden Verteilung unabhängig von der Grünphase eines Fahr-
verkehrs angegeben. Dies ist dann zulässig, wenn Zeitpunkte der Überfahrten
anteilig zur Grünphase angegeben werden und der Verlauf der angenommen
Verteilung von Überfahrten ebenfalls hinsichtlich des Intervalls der Grünzeit
normalisiert wird.
Um die Grünzeiten eines Fahrverkehrs exakt zu bestimmen, muss eine Über-
fahrt zum Grünstart und eine Überfahrt zum Grünende erfasst werden. Die
Wahrscheinlichkeit, zum Beginn der Grünphase eine Überfahrt zum Umlauf-
zeitpunkt τ zu beobachten, werde pg,s, die Wahrscheinlichkeit, zum Ende der
Grünphase eine Überfahrt zu beobachten, pg,e bezeichnet. Für diese Werte
ergibt sich:








wobei Υ (relativer Zeitpunkt der Überfahrt) eine Zufallsvariable sei und und
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Abbildung 4.6: inverse Gaussverteilung der Zeitpunkte von Überfahrten (re-
lativ zur Grünzeit eines Fahrverkehrs) mit unterschiedlichen
Parametern.
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wobei φ die standard-Gaussverteilung ist. Damit ergibt sich für die Anzahl der
Überfahrten n, mit einem KonﬁdenzniveauK genau den Start einer Grünphase
zu beobachten:





Analog ergibt sich für die Anzahl der Überfahrten zum Ende der Überfahrt:





4.3.1.5.2 Analyse mit unterschiedlichen Parametersätzen: Für die Be-
wertung der Anzahl nötiger Haltelinienüberquerungen zur Rekonstruktion der
Grünzeiten individueller Fahrverkehre wurden unterschiedliche realistische Pa-
rametersätze entworfen. Zunächst wurden verschiedene inverse Gaussverteilun-
gen für Zeitpunkte von Haltelinienüberquerungen angenommen. Deren Verläu-
fe sowie Parameter sind in Abbildung 4.6 dargestellt. µ und λ stellen dabei die
jeweiligen Parametrisierungen und Drift die Verschiebung auf der x-Achse
dar. Charakteristisch für die Verteilung der Überfahrtszeitpunkte ist stets ein
steiler Anstieg der anteiligen Überfahrten im ersten Drittel der Grünzeit. Be-
gründet werden kann dies durch die Überquerung der sich in der Warteschlange
beﬁndlichen Fahrzeuge. Darauf folgt ein konstanter, weniger steiler Abfall der
Häuﬁgkeit von Haltelinienüberquerungen. Die Ausprägung des Kurvenverlau-
fes, Scheitelpunkt und dessen Position können aber variieren. Dies spiegelt
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sich in den unterschiedlichen Verläufen der inversen Gaussfunktion mit unter-
schiedlichen Parametersätzen in Abbildung 4.6 wider.
Im Folgenden wird für diese Paramtersätze die Wahrscheinlichkeit der Be-
obachtung einer Überfahrt zu Beginn und zu Ende der Grünphase bestimmt.
Abbildung 4.7 beschreibt die Wahrscheinlichkeit der erfolgreichen Beobach-
tung einer Überfahrt zu Beginn einer Grünphase in Abhängigkeit dieser Pa-
rameter. Abbildungen 4.7a, 4.7c und 4.7e beschreiben die Wahrscheinlichkeit
der erfolgreichen Beobachtung einer Überfahrt zum Beginn einer Grünphase
in Abhängigkeit der obig genannten Parameter. Abbildungen 4.7b, 4.7d und
4.7f illustrieren entsprechend die Wahrscheinlichkeit der erfolgreichen Beob-
achtung einer Überfahrt zum Ende einer Grünphase. Es wird dabei zwischen
den Zeitbereichen 6,6% (∼ 2s), 13,3% (∼ 4s) und 20% (∼ 6s) unterschieden.
Im Vergleich der Abbildungen 4.7a und 4.7b wird ersichtlich, dass eine Beob-
achtung einer Haltelinienüberquerung in den letzten beiden Sekunden deutlich
wahrscheinlicher ist, als in den ersten beiden Sekunden. Dies kann auf die
Reaktionszeit zwischen Grünstart und Beschleunigung von an der Kreuzung
beﬁndlichen Fahrzeugen zurückgeführt werden, wie sie in Abschnitt 4.2.1 be-
schrieben wurde. Auch fällt auf, dass eine Überfahrtsbeobachtung in den ersten
beiden Sekunden nach dem Grünstart eher unwahrscheinlich ist. Auch mit 400
Haltelinienüberquerung stellt sich bei keinem der angenommenen Verläufe eine
Erfolgswahrscheinlichkeit von mehr als 0,18 für die Beobachtung einer Über-
fahrt ein (vgl. Abbildung 4.7a). Eine Überfahrt in den letzten beiden Sekunden
ist für die meisten angenommenen inversen Gaussverteilungen wahrscheinlich.
Die Wahrscheinlichkeit für eine Beobachtung im ersten Siebtel der Grünpha-
se ist bei 400 Überfahrten für vier der eingeführten Kurvenverläufe höher als
0,7. Eine Beobachtungswahrscheinlichkeit im letzten Siebtel liegt für 7 von 10
Kurven bei mehr als 0,8. Im ersten Fünftel, respektive im letzten Fünftel, liegt
die Beobachtungswahrscheinlichkeit bereits bei 0,95, bzw. 0,94.
4.3.2 Bewertung der theoretischen Betrachtung
In der Potentialabschätzung einer FCD-basierten Signalzustandschätzung
konnte unter Annahme eines einfachen Modells und idealen Bedingungen eine
statistische Bewertung des Zusammenhangs zwischen Beobachtungen (in Form
von Haltelinienüberquerungen) und Qualität der Schaltzeitrekonstruktion ge-
tätigt werden. Hier zeigte sich im Ergebnis, dass ca. 40 Haltelinienüberque-
rungen je beider Geradeausrichtungen nötig sind, um die korrekte Umlaufzeit
innerhalb eines Intervalls mit einer KKR von mehr als 0,99 zu schätzen. Geht
man von mehreren Programmwechseln im Tagesverlauf aus, so wäre eine va-
lide Folgerung, einen Zielwert von 40 Überfahrten in jedem Stundenintervall
für jede der beiden Gradeausrichtungen zu empfehlen. In dieser sehr restrikti-
ven Schätzung wird davon ausgegangen, dass Programmwechsel prinzipiell zu
jeder Stunde möglich sind, was zu einer Menge von 2 · 960 = 1.920 benötigten
Haltelinienüberquerungen führen würde, um eine Schaltzeitschätzung in gerin-
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(a) pg,s = F (τ) mit τ = 0.066 (∼ 2s).
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(b) pg,e = 1− F (τ) mit τ = 0.933 (∼ 2s).
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(c) pg,s = F (τ) mit τ = 0.133 (∼ 4s).
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(d) pg,e = 1− F (τ) mit τ = 0.866 (∼ 4s).
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(e) pg,s = F (τ) mit τ = 0.2 (∼ 6s).
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(f) pg,e = 1− F (τ) mit τ = 0.8 (∼ 6s).
Abbildung 4.7: pErfolg für eine Beobachtung einer Haltelinienüberquerung zum
Beginn der Grünphase (pg,s) bzw. zum Ende der Grünphase
(pg,e).
ger Qualität für den gesamten Tag durchführen zu können. Diese geschätzten
Zielwerte aufzuzeichnender Daten wurden hinsichtlich Erreichbarkeit von un-
ternehmerischer Seite (BMW Group) als realisierbar eingestuft.
Aus wissenschaftlicher Sicht sollen die Ergebniswerte ausschließlich als An-
haltspunkt einer erreichbaren Zielgröße für die Qualität der Schaltzeitschät-
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zung dienen. Es ist oﬀensichtlich, dass der volle Informationsgehalt der Daten
mit seiner Vielzahl statistischer Variablen noch nicht ausgeschöpft wurde.
4.3.3 FCD-basierte Signalzustandschätzung im
Realumfeld: Lernen der Umlaufzeit
Mithilfe der theoretischen Betrachtung zur Rekonstruktion und Prognose zu-
künftiger Schaltzeiten konnte das Potential von FCD für das Lernen von Signa-
lisierungszuständen an Lichtsignalanlagen aufgezeigt werden. Mit dem Wissen,
dass mindestens 20% aller Lichtsignalanlagen weltweit festzeitgesteuert sind,
zudem noch weitere 20% geringfügig verkehrsabhängig und somit ebenfalls mit
FCD lernbar sind, werden die Möglichkeiten dieses Ansatzes oﬀensichtlich.
Die im Labor erzeugten Ergebnisse geben folglich Anlass, weitere Forschun-
gen durchzuführen, die sodann im realen Umfeld bestätigt werden müssen.
Die zentrale Herausforderung liegt hierbei in den Ungenauigkeiten (Rauschen)
der im Fahrzeugumfeld generierten Daten. GPS-Sensordaten, die mittels der
FCD-Technologie aufgezeichnet werden, können Ungenauigkeiten von wenigen
Zentimetern bis hin zu mehreren Metern haben. Dieses Rauschen wird in der
Literatur als gaussverteilt betrachtet [38]. Für das Lernen von Schaltzeiten ist
überdies die Kenntnis über die Position der entsprechenden Haltelinie unab-
dingbar. Auch diese sind einem Rauschen unterworfen. Es kann gefolgert wer-
den, dass die im Labor hergeleiteten Kennzahlen nötiger Kreuzungsüberfahr-
ten in der Praxis mit dem vorgestellten Verfahren deshalb wohl nicht erreicht
werden können. Es muss ein Verfahren entwickelt werden, das in der Lage ist,
die beschriebenen Ungenauigkeiten zu kompensieren, aber auch eine möglichst
hohe Genauigkeit der gelernten Parameter bei gleichzeitig wenig aufgezeichne-
ten Fahrten aufzuweisen. Eine Lösung hierzu ist, den Informationsgehalt von
den FCD noch weiter auszuschöpfen. So kann aus den aufgezeichneten Fahr-
ten nicht nur der Zeitpunkt einer Haltelinienüberquerung abgeleitet werden,
sondern das gesamte Verhalten eines Fahrers im Kreuzungsbereich analysiert
werden. Der nachfolgende Abschnitt ist wie folgt aufgebaut: Zunächst wird
die vorhandene Datengrundlage beschrieben und deren (Vor-)Verarbeitung er-
läutert. Sodann werden verschiedene Verfahren zur Rekonstruktion der Um-
laufzeit vorgestellt und anschließend vergleichend evaluiert. Es sei an dieser
Stelle vorweggenommen, dass das Lernen der korrekten Umlaufzeit der her-
ausfordernde Aspekt beim Lernen vom zukünftigen Schaltzeiten ist und sich
daher ein Großteil der hier vorgestellten Forschungsarbeit auf diesen Aspekt
fokussiert. Im Anschluss werden Verfahren zum Lernen des Grünstartes und
Grünendes vorgestellt und bewertet. Weite Teile der Verfahrens und deren
Ergebnisse wurden durch den Autor in [99] veröﬀentlicht.
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4.3.3.1 Datengrundlage
Floating Car Data: Zur Untersuchung im realen Umfeld liegen ca. 400.000
aufgezeichnete Fahrten aus einer Testﬂotte vor. Eine Fahrt fn aus einer
Menge von Fahrten F , fi ∈ F kann dargestellt werden als eine Folge
von Tripeln ti Ortspunkten, die mit einem Zeitstempel versehen sind: fi =(
(λ1, δ1, t1), (λ2, δ2, t2), ..., (λn, δn, tn)
)
. Dabei stellen λi, δi die geographischen
Koordinaten des sich bewegenden Fahrzeuges zum Zeitpunkt ti dar. Diese
Darstellung kann weiter vereinfacht werden, nämlich über die Repräsentati-
on der Fahrt durch Ortspunkte, die mit einem Zeitstempel versehen wurden:
fi =
(
po, p1, ..., pn
)
, wobei pi = (λi, δi, ti) der Positionspunkt des Fahrzeuges
zum Zeitpunkt ti ist.
Für das Lernen von Schaltzeiten auf Basis von FCD ist lediglich das Fahrver-
halten im jeweiligen Kreuzungsbereich relevant. Hierzu wird ausgehend von der
Haltelinie eines jeden in die Kreuzung einmündenden Links ein Radius r gezo-
gen. Vereinfachend wird der Schnittpunkt der Haltelinie h mit der in die Kreu-
zung einmündenden Kante des zugrundeliegenden Graphen verwendet. Die Ko-
ordinaten der Haltelinie h werden dabei als λh, δh bezeichnet. Es schneiden je-
weils der in die Kreuzung einmündende und von dieser ausgehende Link diesen
Radius. Diese Schnittpunkte mit dem gezogenen Radius können zusammenge-
fasst werden zu einer Eingangsklasse e und Ausgangsklasse a. Für jede aufge-
zeichnete Fahrt fi ∈ F werden Teilfolgen f zi aller mit Zeitstempel versehenen
Ortspunkten pi gebildet, für die gilt: f zi :⇐⇒ ∃h : ∀i : ||(λi, δi)−(λh, δh)||2 ≤ r.
Die Menge der sich ergebenden Teilpfade f zi ∈ F muss entsprechend des ein-
gehenden Links und des ausgehenden Links klassiﬁziert werden. Dies erfolgt
durch die Berechnung der rechtsweisenden Peilung θ (Winkel zwischen rechts-
weisend Nord und Fahrtrichtung) bei Eintritt e einer Fahrt in den betrachteten
Radius r, respektive bei Austritt a. Diese wird berechnet wie folgt:
θ = atan2(sin ∆λ · cos δ2, cos δ1 · sin δ2 − sinδ1 · cos δ2 · cos ∆λ) (4.13)
Dabei stellt ∆λ die Diﬀerenz der Längengrade λ1 und λ2 und δi den Brei-
tengrad eines Positionspunktes pi dar. Hierbei werden die jeweiligen beiden
ersten und letzten Punkte im gewählten Radius um die Haltelinie gewählt,
um den jeweiligen Eintritts- und bei Austrittswinkel θe und θa zu bestimmen.
Aus einer Kartendatenbasis werden die entsprechenden Kanten (u, v) ∈ E um
den betrachteten Kreuzungsmittelpunkt extrahiert und deren rechtsweisende
Peilung θ(u,v) ebenfalls berechnet. Ein Teilpfad wird sodann einer Eingangs-
/Ausgangsklasse F ze,a wie folgt hinzugefügt:
F zea := {f zi | θ(u,v)e − thθ ≤ θe ≤ θ(u,v)e + thθ ∧ θ(u,v)a − thθ ≤ θa ≤ θ(u,v)a + thθ}
(4.14)
Hierbei stellt thθ einen Schwellwert in Winkelgrad dar. In der vorliegenden
Arbeit wurde für thθ der Wert 20◦ gewählt. Eine Visualisierung exemplarischer
FCD mit diesen Vorverarbeitungsschritten ist in Abbildung 4.8 zu sehen.
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(a) Alle FCD, die die Kreuzung überqueren
(Zeitraum 5:00 Uhr bis 24:00 Uhr).
(b) Selektion der Teilmenge aller FCD mit
Eingang e aus südlicher Richtung.
(c) Selektion der Teilmenge aller FCD mit
Eingang e aus südlicher Richtung und
Ausgang a in östlicher Richtung.
(d) Selektion der Teilmenge aller FCD mit
Eingang e aus südlicher Richtung und
Ausgang a in westlicher Richtung.
Abbildung 4.8: FCD im Kreuzungsbereich. Selektion aller FCD, die die Kreu-
zung Georgenstr./Türkenstr. überqueren. Die Geschwindig-
keitsproﬁle sind in verschiedenen Färbungen von 0 km/h (grün)
bis 50 km/h (rot) visualisiert. Deutlich erkennbar sind die Un-
genauigkeiten in der Positionierung, insbesondere bei den Ab-
biegevorgängen.
Im Testfeld liegen neben den aufgezeichneten Fahrten auch Kartenmaterial
und Haltelinienpositionen vor. Da die Information über Haltelinienpostionen
in bestehenden Kartenmaterialien meist nicht vorhanden ist, müssen die Hal-
telinien zunächst in einem semiautomatisierten Prozess gelernt werden. Ein
Ansatz, der im Rahmen der Forschungsarbeit des Autors verfolgt wurde, ist
die Extraktion von Haltelinienpositionen aus Satellitenbildern [102]. Ein an-
derer Ansatz ist die FCD-basierte Extraktion von Haltelinien [81]. Beide Ver-
fahren können nur grobe Positionsschätzungen machen. Das satellitenbasierte
Verfahren weist einen Fehler im Bereich der geographischen Verortung dieser
Bilder auf. Im vorliegenden Fall wurde teilweise auf die Satellitenbilder von
Google Earth zurückgegriﬀen, für die im Jahr 2013 eine Genauigkeit von 1.59
Meter (RMSE) angegeben wurde [82], aber auch grobe Abstandsschätzungen
zum Kreuzungsmittelpunkt wo eine satellitenbasierte Bestimmung nicht mög-
lich war. Die Autoren des FCD-Ansatzes geben einen Fehler zwischen 2.2 und
7 Meter an [81].
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Lichtsignalanlagen und Signalprogramme: Vom KVR München wur-
den verkehrstechnische Unterlagen zu Lichtsignalanlagen in München bereit-
gestellt. Diese beinhalten zum einen topologische Lagepläne, in denen Hal-
telinien, Signalgeber, Signalgruppen und Fahrverkehre verortet sind. Abbil-
dung 2.4 stellt einen topologischen Lageplan für eine Kreuzung in München
beispielhaft dar. Darüber hinaus wurden durch das KVR München Festzeitsi-
gnalprogrammpläne für festzeitgesteuerte Lichtsignalanlagen, aber auch Fest-
zeitersatzprogramme für verkehrsabhängige Lichtsignalanlagen zur Verfügung
gestellt. Diese Ersatzprogramme stellen im Fall München laut dem Kreisver-
waltungsreferat ein Backup-Signalprogramm dar, welches bei Störungen, etwa
von Messstellen, Einsatz ﬁndet. Es bildet darüber hinaus auch den Rahmen
für verkehrsabhängige Steuerungsverfahren. Würde eine Anlage aufgrund ho-
hen Verkehrsaufkommens stets an die Adaptionsgrenzen des verkehrsabhän-
gigen Programmes stoßen, so entspräche der Ablauf dem des hinterlegten
Festzeitersatzprogrammes. Zur Untersuchung des FCD-basierten Ansatz zur
Schaltzeitrekonstruktion wurden insgesamt 80 Münchner Lichtsignalanlagen
ausgewählt, 48 davon festzeitgesteuert und 32 davon schwach verkehrsabhän-
gig. Abbildung 4.9 stellt die Positionen der festzeitgesteuerten und verkehrsab-
hängigen Lichtsignalanlagen dar. Dabei sind festzeitgesteuerte Lichtsignalan-
lagen lila eingefärbt, verkehrsabhängige Lichtsignalanlagen in blau dargestellt.
Die Wahl der 32 verkehrsabhängigen Lichtsignalanlagen erfolgte anhand der
zufälligen Betrachtung von Signalmustern. Diese 32 Lichtsignalanlagen wiesen
nur geringfügige Signalanpassungen auf und scheinen daher für eine Analyse
mithilfe von FCD geeignet. Aus der Menge der festzeitgesteuerten Lichtsignal-
anlagen wurden 48 ausgewählt, die keinen weiteren Einﬂüssen (etwa ÖPNV-
Priorisierung oder Bedarfssteuerung) unterworfen sind.
4.3.3.2 Motivation
Ein Lernalgorithmus soll eine hohe Toleranz hinsichtlich Rauschen, also Un-
genauigkeiten in der Haltelinienverortung, als auch bei den aufgenommenen
FCD, ausweisen. Dies ist für die meisten Verfahren zur Rekonstruktion der
Schaltzeiten sicherlich der Fall. Eine hohe Konﬁdenz einer Aussage kann aber
unter Umständen erst bei einer beträchtlichen Menge von FCD getätigt wer-
den. Die Notwendigkeit großer Datenmengen wird dann zur Herausforderung,
wenn für eine Lichtsignalanlage während des Tages Programmwechsel beste-
hen. Typischerweise sind Lichtsignalanlagen unabhängig davon, ob festzeitge-
steuert oder verkehrsabhängig, so programmiert, ihre Freigabe- und Sperrzei-
ten und gegebenenfalls auch ihre Umlaufzeit zu ändern, um den Verkehrsdurch-
satz zu erhöhen (vgl. Abschnitt 2.3). Um einzelne Programme mit einer hohen
Genauigkeit voneinander separieren zu können, muss für jedes der Programme
und insbesondere zum Zeitpunkt des Wechsels eine ausreichende Menge von
FCD vorliegen. Der Begriﬀ ausreichend ist in diesem Kontext als Menge von
Überfahrten zu verstehen, mit der eine korrekte Umlaufzeit mit hoher Konﬁ-
denz (>0,999) erlernt werden kann. Im theoretischen Teil dieses Abschnittes
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Abbildung 4.9: Festzeitgesteuerte Lichtsignalanlagen (lila) und leicht verkehrs-
abhängige Lichtsignalanlagen (blau), für die Signalprogramm-
pläne vom KVR München bereitgestellt wurden.
wurde diese Menge auf 40 Überfahrungen in beiden Geradeausrichtungen ge-
schätzt. Diese gilt es nun, in der Praxis mit realen FCD und Lichtsignalanlagen
zu bestätigen. Es wird sich zeigen, dass deutlich komplexere Verfahren als der
im theoretischen Teil vorgestellte Ansatz nötig sind, um diese Werte zu er-
reichen. Es werden im Folgenden unterschiedliche, im Rahmen dieser Arbeit
untersuchte und evaluierte Ansätze zur Rekonstruktion der Umlaufzeit vor-
gestellt und gegenübergestellt. Ziel ist es, mehr Informationsgehalt aus den
vorhandenen Datensätzen abzuleiten, um die Qualität der rekonstruierten Da-
ten einerseits zu verbessern, aber andererseits auch die Anzahl von benötigten
Überfahrten zu reduzieren.
4.3.3.3 Extraktion von Merkmalen für deren Nutzung zur
Signalzustandschätzung
Um Verfahren zur Umlaufzeitrekonstruktion zu generieren, müssen Merkmale
gefunden werden, anhand derer möglichst aussagekräftige Gesetzmäßigkeiten
abgeleitet werden können. Eine gängige Herangehensweise ist die Extraktion
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dieser mithilfe von Verfahren der Mustererkennung. Hierzu werden im ersten
Schritt Hypothesen für geeignete statistische Muster anhand geeigneter Dar-
stellungsformen gewählt. Im nächsten Schritt werden sodann die Beobachtun-
gen anhand von mathematischen Gesetzmäßigkeiten nachgewiesen. Im folgen-
den Abschnitt wird zunächst auf beobachtete Verhaltensmuster eingegangen.
In den Abschnitten I bis VI erfolgt die mathematische Ausformulierung und
Gestaltung eines automatisierten Verfahrens zur Mustererkennung.
Ausgegangen wird im Folgenden von einer Menge von Teilpfaden für eine
bestimmte Fahrtrichtung F zea. Jedes Element f
z
i ∈ F zea repräsentiert eine Fol-
ge von Positions- und Zeitstempel f zi = (po, p1, ..., pn), wie sie in Abschnitt
4.3.3.1 beschrieben sind. Die FCD liegen also für die betrachteten Fahrverkeh-
re, klassiﬁziert nach eingehender und ausgehender Kante und beschnitten um
den 75 Meter Radius um die entsprechende Haltelinie, vor. Im Weiteren wird
nun jeder Teilpfad f zi vom zweidimensionalen in den eindimensionalen Raum
übertragen, indem die Euklidische Distanz di := ||(λi, δi)− (λi+1, δi+1)||2 zwi-
schen den einzelnen aufeinanderfolgenden Punkten (pi, pi+1) errechnet wird.
Diese wird in einem Distanzpunkt dsti = (di, ti) bestehend aus zurückgelegter
Distanz di und Zeitpunkt ti hinterlegt. Die Teilpfade bestehen nun aus einer
Folge von Distanzpunkten fdi = (dsto, dst1, ..., dstn) ausgehend vom Schnitt-
punkt zum gezogenen Radius, welche mit absoluten Zeitstempeln ti versehen
sind.
Im nächsten Schritt wird für jede aufgezeichnete Fahrt der umlaufzeitrela-
tive Zeitstempel eines jeden Distanzpunktes dsti errechnet: Die vorliegenden
FCD sind mit Zeitstempel ab dem 1.1.1970, 00:00 Uhr versehen. Unter Be-
rücksichtigung der lokalen Zeit kann nun die relative Zeit τi einer angenommen
Umlaufzeit T errechnet werden:
τi = mod(ti,T) (4.15)
Abbildung 4.10 illustriert die verarbeiteten Daten einer Kreuzung (Pesta-
lozzi/Blumenstr) anhand eines Weg-Zeit (WZ)-Diagramms. Hier ﬂossen 243
FCD aus einem Zeitraum von etwa 9 Monaten ein, wobei jeweils die Zeiträu-
me montags zwischen 13:00 Uhr und 19:00 Uhr berücksichtigt wurden. Diese
Abbildung ist wie folgt zu interpretieren:
Jede der abgebildeten Kurvenverläufe stellt eine Kreuzungsüberquerung
durch ein Fahrzeug dar. Muss ein Fahrzeug an einem Signalgeber stehen blei-
ben, so ist dies anhand eines ﬂacher werdenden Kurvenverlauf, gefolgt von
einem Halt (markiert durch ein schwarzes Kreuz) beobachtbar. Die darauf-
folgende Haltezeit entspricht einem horizontalen Kurvenverlauf auf dem WZ-
Diagramm, da hier keine Positionsveränderung stattﬁndet. Eine nachfolgen-
de Beschleunigung ist am steiler werdenden Kurvenverlauf beobachtbar. Der
Zeitpunkt der Anfahrt ist dabei durch ein blaues Kreuz dargestellt. Muss ein
Fahrzeug nicht an einer Kreuzung halten, so ist dessen Verlauf auf dem WZ-
Diagramm eine leicht nach rechts geneigte Gerade. Die Haltelinienüberquerun-
gen dieser Fahrten sind in violett markiert.
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(a) Diagramm für eine korrekt geschätzte Umlaufzeit.













(b) Diagramm für eine falsch geschätzte Umlaufzeit.
Abbildung 4.10: Kreuzung Pestalozzi/Blumenstr (München): Ein illustratives Beispiel für
die Verkehrsmusteranalyse im Kreuzungsbereich anhand eines Weg-Zeit
Diagramms. Die Kurvenverläufe repräsentieren Bewegungsmuster von Fah-
rern basierend auf 243 aufgenommen Fahrten. Aus jedem FCD wurde eine
Teilmenge mit einem 75 Meter Radius um die Haltelinie extrahiert. Ab-
bildung a zeigt das Verkehrsﬂussmuster für eine korrekte Umlaufzeit (90
Sek), Abbildung b illustriert eine falsch geschätzte Umlaufzeit (80 Sek). Bei
schwarzen Kreuzen handelt es sich um Haltepunkte, blaue Kreuze reprä-
sentieren Beschleunigungspunkte, in violett sind Haltelinienüberquerungen
bei Fahrten ohne Stopp dargestellt.
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Wird bei der Berechnung des Moduls der Zeitstempel mit der Umlaufzeit
nach Formel 4.15 eine korrekte Umlaufzeit angenommen, so kann das Schalt-
verhalten der betrachteten Lichtsignalanlage anhand des Verkehrsﬂussmusters
oﬀengelegt werden: Im oberen ersten Drittel und im oberen letzten Viertel
der Abbildung 4.10a sind viele Verzögerungen bis hin zum Halt zu beobach-
ten. Dies ist auf die Sperrzeit dieser Lichtsignalanlage zu diesen Zeiträumen
zurückzuführen. Sie ist zu den Umlaufzeiten [0, 24] und [70, 90] gesperrt. In
den Umlaufsekunden 24 bis 35 sind viele Beschleunigungen zu beobachten,
was auf den Abbau der Warteschlange an der Kreuzung zurückzuführen ist.
In den Sekunden 35 bis 70 ist die Warteschlange in der Regel abgebaut wor-
den, da viele Durchfahrten ohne Stopp zu beobachten sind. Wird dagegen von
einer falschen Umlaufzeit wie in Abbildung 4.10b ausgegangen, so ist dieses
Muster nicht mehr erkennbar. Hier sind die Zeitpunkte von Beschleunigungen,
Stopps, oder Durchfahrten scheinbar wahllos. Diese Beobachtungen lassen sich
anhand unterschiedlicher Gesetzmäßigkeiten messen, auf welche im Folgenden
eingegangenen wird.
Linearität der Beschleunigungspunkte: Die Beschleunigung von Fahr-
zeugen bei einem Signalwechsel von Rot nach Grün erfolgt nach einem klaren
Muster, bei dem die Fahrzeuge in der Warteschlange nacheinander mit einer
geringen zeitlichen Verzögerung anfahren. Aus diesem Grund weisen Zeitpunk-
te von Beschleunigungen an einer Kreuzung einen linearen Zusammenhang
zur entsprechenden Position auf. Betrachtet man die Beschleunigungspunkte
in Abbildung 4.10a (blaue Punktwolke), so ist ersichtlich, dass sich diese um
eine ﬁktive vertikale, nach links geneigte Gerade häufen. Dieser Sachverhalt
ist in der Tat bereits 1994 durch Hoﬀmann et al. nachgewiesen worden [68],
vergleiche hierzu auch Abschnitt 4.2.1.
Varianz der Zeitdiﬀerenzen zwischen Beschleunigungs-, Stopp-
und Durchfahrtspunkten (VZ): Ist eine Kreuzung durch eine Lichtsignal-
anlage koordiniert, so führt die sich wiederholende Phasenfolge zu einer Ord-
nung von Stopps, Beschleunigungen und Durchfahrten bezüglich der Umlauf-
zeit der Lichtsignalanlage. Es häufen sich die Haltepunkte (schwarze Punkte
in Abbildung 4.10a) zeitlich vor den Beschleunigungen (blaue Punkte), ge-
folgt von Durchfahrtspunkten (violette Punkte). Es gilt also folgende Ord-
nung: Stopp < Beschleunigung < Durchfahrt. Ferner fällt bei der Betrachtung
auf, dass der Zeitunterschied zwischen den einzelnen Ereignissen relativ stabil
ausfällt. Dies kann auf die Koordinierung der Kreuzung durch eine Lichtsignal-
anlage zurückgeführt werden. Es kann also die Hypothese aufgestellt werden,
dass die Varianz der Zeitunterschiede zwischen Stopp-, Beschleunigungs- und
Durchfahrtspunkten deutlich geringer für eine koordinierte Kreuzung, bzw. ei-
ner korrekt geschätzten Umlaufzeit ausfällt, als bei einer unkoordinierten Kreu-
zung, respektive falsch geschätzter Umlaufzeit. Bekräftigt werden kann diese
Annahme durch die Betrachtung von Abbildung 4.10b, in der die individuellen
Punkte zufällig verteilt erscheinen.
Höhere zeitliche Korrelation: Generell existiert ein linearer Zusammen-
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hang im Fahrverhalten an Kreuzungen: Fahrer, die eine Kreuzung in derselben
Fahrtrichtung überqueren, bewegen sich stets in dieselbe Richtung (korrektes
Verhalten vorausgesetzt). Ihre Optionen sind beschränkt auf die Ereignisse
Stopp, Beschleunigung, Überquerung ohne Halt; sie weisen also ähnli-
che Verhaltensmuster auf. Dieser positive, lineare Zusammenhang kann durch
den Korrelationskoeﬃzienten gemessen werden. Dieser Zusammenhang ist noch
stärker ausgeprägt, wenn die zeitliche Komponente der Fahrten exakt der Um-
laufzeit der Lichtsignalanlage entspricht, da sich viele dieser Ereignisse zeitlich
überlappen. Ein passender Ansatz ist es, diesen linearen Zusammenhang für
die korrekte Umlaufzeit durch den Korrelationskoeﬃzienten zu beschreiben.
Leere-Koeﬃzient: Während die zuvor beschriebenen Gesetzmäßigkeiten
statistischer Natur sind, basiert dieser Ansatz auf Bildverarbeitungsmethoden.
In den linken und rechten oberen Bereichen sind Freibereiche zu beobachten,
die nur entstehen können, wenn Fahrzeuge eines bestimmen Fahrverkehres zu
bestimmten Zeitpunkten nicht in die Kreuzung einfahren dürfen. Der ﬂächen-
mäßige Anteil einer verbundenen Freiﬂäche verglichen zu den nicht freien Be-
reichen kann ein Indikator für eine korrekt oder falsch geschätzte Umlaufzeit
sein. Hierfür wird der Begriﬀ Leere-Koeﬃzient eingeführt.
4.3.3.4 Verfahren zur Rekonstruktion der korrekten Umlaufzeit
Aus den hier aufgeführten Beobachtungen lassen sich unterschiedliche Verfah-
ren zum Erlernen der korrekten Umlaufzeit entwickeln. Im Folgenden werden
die genauen mathematischen Deﬁnitionen der zuvor vorgestellten Beobach-
tungen erläutert und die entsprechenden Verfahren zur Rekonstruktion der
korrekten Umlaufzeit deﬁniert.
I. Hypothesentest zur Umlaufzeitrekonstruktion (HY): Während
die nachfolgenden Verfahren Herleitungen aus den vorangegangenen Be-
obachtungen darstellten, ist das Verfahren, mithilfe des Hypothesentests
falsche Umlaufzeiten zu verwerfen, bereits in Abschnitt 4.3.1 eingeführt und
umfangreich beschrieben worden. Da es jedoch ebenfalls eine Variante zur
Rekonstruktion der Umlaufzeit darstellt, wird es an dieser Stelle noch einmal
explizit erwähnt.
II. Varianzminimierung von Haltelinienüberquerungen (VH):
Der Ansatz der Varianzminimierung von Haltelinienüberquerungen ist mo-
tiviert durch die simple Gesetzmäßigkeit, dass Fahrer in eine koordinierte
Kreuzung nur bei Grünlicht einfahren. Weil der Signalzustand grün nur
in einem festen, vorgeschrieben Intervall (die Phase) vorherrscht, kann
gefolgert werden, dass beobachtete Überfahrten ebenfalls in diesem Intervall
stattﬁnden. Rein logisch folgt dieser Ansatz also derselben Intuition wie der
zuvor beschriebene Hypothesentest für zwei Geradeausrichtungen. In beiden
Ansätzen wird davon ausgegangen, dass sich Haltelinienüberquerungen bei
einer korrekt geschätzten Überfahrt in einem deﬁnierten Intervall beﬁnden.
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Im Unterschied zum vorangegangen Verfahren wird dieser Sachverhalt durch
die Varianz von beobachteten Haltelinienüberquerungen eines bestimmten
Fahrverkehres bemessen. Diese muss minimal für eine korrekt geschätzte
Umlaufzeit sein. Mit dieser Modiﬁkation erübrigt sich die Beobachtungen
zweier Geradeausrichtungen. Es kann statt dessen ein beliebiger Fahrverkehr,
idealerweise derjenige mit den meisten Überquerungen, verwendet werden.
Ausgangspunkt ist auch hier eine Menge von Teilpfaden f zi ∈ F zea mit
f zi = (po, p1, ..., pn), klassiﬁziert nach Fahrverkehr, wie sie in Abschnitt 4.3.3.1
beschrieben sind. Hieraus werden die einzelnen mit Zeitstempel versehenen
Positionspunkte bei Haltelinienüberquerung
POS := {pi| ∀y ∈ ||(λi, δi)− (λh, δh)||2 : ||(λi, δi)− (λh, δh)||2 ≤ y ∧ di > di−1}
(4.16)
aus jedem Teilpfad extrahiert. In Worten handelt es sich dabei um den jewei-
ligen Punkt mit minimaler euklidischer Distanz zur Haltelinie ohne Nullge-
schwindigkeit. Nun kann die relative Zeit τk jeder einzelnen Haltelinienüber-
querung pk einer angenommen Umlaufzeit T errechnet werden:
τk = mod(tpk ,T). (4.17)
Dabei ist pk ein Element aus der Menge POS, pk ∈ POS. Die Umlaufzeit kann
zwischen 30 Sekunden und 120 Sekunden betragen. Es folgt also: T ∈ {x ∈
N|0 ≤ x ≤ 120}. Für alle Umlaufzeitkandidaten werden die Varianzen der
Haltelinienüberquerungen τk bestimmt:
V ar(τk) = E((τk − µ)2) (4.18)
Eine Veranschaulichung der so berechneten Varianzen ist in Abbildung 4.11
dargestellt. Anhand des Histogrammes ist die zeitliche Verteilung von Über-
fahrten relativ zu einer angenommenen Umlaufzeit abgebildet. Die erwartete
quadratische Abweichung der Zufallsvariablen von ihrem Erwartungswert
(Varianz) ist eine valide Methode, die Breite der Verteilung quantitativ
zu bemessen. Durch die Wahl des Umlaufzeitkandidaten mit der minimalen
Varianz kann die wahrscheinlichste Umlaufzeit bestimmt werden. Da die
Varianz für kleine Umlaufzeitschätzung per se kleiner ausfällt, muss noch
eine Normierung dieser erfolgen: ∆V ari = V ari+1 − V ari. Das Verfahren
der Varianzminimierung von Haltelinienüberquerungen besticht insbesondere
durch seine Einfachheit und äußerst geringe Rechenintensität. Jedoch ist
dieser Ansatz auch mit einer beträchtlichen Menge von FCD (> 200) nicht
in der Lage, eine Genauigkeit im Bereich von 0, 999 zu erzielen. Dies ist ins-
besondere auf die Ungenauigkeit von Haltelinienverortungen zurückzuführen.
Wie zuvor beschrieben, liegt die Ungenauigkeit der Verortung bei 1-5 Meter
(vgl. Abschnitt 4.3.3.1). Dies kann in mehreren Fällen dazu führen, dass ein
Halt vor einer Lichtsignalanlage fälschlicherweise als Haltelinienüberquerung
interpretiert wird. In diesem Fall ﬂießen falsche Zeitstempel in die Analyse ein.
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(a) Histogramm für eine korrekt geschätzte
Umlaufzeit.


























(b) Histogramm für eine falsch geschätzte
Umlaufzeit.
Abbildung 4.11: Kreuzung Kapuzinerstr/Lindwurmstr (München): Histo-
gramm Haltelinienüberquerungen relativ zu einer angenom-
menen Umlaufzeit auf Basis von 375 aufgenommenen Fahr-
ten. Abbildung a zeigt das Verkehrsﬂussmuster für eine kor-
rekte Umlaufzeit (90 Sek), Abbildung b illustriert eine falsch
geschätzte Umlaufzeit (80 Sek).
III. Minimierung der Varianz von Beschleunigungspunkten (VB):
Der Ansatz einer Umlaufzeitrekonstruktion anhand der Minimierung der
Varianz von Beschleunigungspunkten beschreibt eine Weiterentwicklung des
vorangegangenen Ansatzes zur Varianzminimierung von Haltelinienüber-
querungen mit dem Ziel, die Anzahl benötigter FCD bei gleichbleibender
Genauigkeit zu reduzieren. Geschuldet der Tatsache, dass hohe Ungenau-
igkeiten hinsichtlich der Verortung von Haltelinien vorliegen, werden nicht
mehr Überquerungen dieser zur Rekonstruktion herangezogen, sondern
Beschleunigungspunkte mit einem Warteschlangenmodell verknüpft. Das nun
vorgestellte Modell greift voraus, denn es handelt sich hierbei um das später
eingeführte Modell zur Bestimmung des Freigabestarts. Dieses Modell ist
darüber hinaus ebenfalls in der Lage, Umlaufzeitschätzungen abzugeben.
Der Ansatz basiert auf den von Hoﬀmann et al. vorgestellten Beobachtun-
gen an signalisierten Knotenpunkten [68], beschrieben in Abschnitt 4.2.1. Die
Autoren beobachteten, dass der an der Kreuzung an vorderster Stelle wartende
Fahrer eine mittlere Startreaktionszeit von 1,31 Sekunden aufweist, während
die nachfolgenden Fahrzeuge eine Folgereaktionszeit von 0,78 bis 1,10 Sekun-
den aufweisen. Aus diesen Eingangswerten wird, ähnlich zu der Herangehens-
weise von Akçelik und Besley [69], ein Warteschlangenmodell abgeleitet, mit
dessen Hilfe es möglich ist, den ungefähren Grünstart zu rekonstruieren. Die
von Hoﬀmann et al. gemessenen Kennzahlen können durch eine lineare Funk-
tion beschrieben werden, die von den nachfolgend beschriebenen Eingangspa-
rametern abhängig ist. Ausgangspunkt ist auch hier wieder eine Menge von
Teilpfaden f zi ∈ F zea mit f zi = (po, p1, ..., pn), klassiﬁziert nach Fahrverkehr, wie
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in Abschnitt 4.3.3.1 beschrieben. Aus diesen werden die zurückgelegten Di-
stanzpunkte innerhalb des Radius um die Haltelinie fdi = (dsto, dst1, ..., dstn)
bestimmt.
• Der absolute Beschleunigungspunkt (bk = (ak, tk)) ∈ BE und dessen
Abstand zur Haltelinie hd dienen als dynamische Eingangswerte. Der
Beschleunigungspunkt bk besteht dabei aus der Beschleunigung a und
Zeitpunkt der Beschleunigung tb. Beschleunigungspunkte BE werden fol-
gendermaßen berechnet:
BE := {pi| vi−1, vi−2, vi−3 < vth ∧ ai > ath} (4.19)
wobei vth eine Schwellwert-Geschwindigkeit und ath eine Schwellwert-
Beschleunigung darstellen und für die Geschwindigkeit vi gilt:
vi :=
di+1 − di
ti+1 − ti . (4.20)
für die Beschleunigung ai gilt:
ai :=
vi+1 − vi
ti+1 − ti , (4.21)
• Die vergangene Zeit ∆t eines Signalwechsel von Rot auf Grün bis zur
Beschleunigung eines Fahrzeuges ist abhängig von dessen Position. Die
Reaktionszeit des Fahrzeuges an der Haltelinie wird als r1, die Folgere-
aktionszeit nachfolgender Fahrzeuge als rf bezeichnet.
• Die Anzahl von Fahrzeugen in der Warteschlange wird anhand der mitt-
leren Distanz des betrachteten Fahrzeuges hdk zum ersten Fahrzeug an
der Haltelinie hd1 und einer durchschnittlichen Fahrzeuglänge l ermittelt.
Das Delta ∆tk zwischen Beschleunigung bk und Grünstart wird ermittelt mit
folgender linearer Funktion:




Ein geschätzter Grünstart mithilfe eines Beschleunigungspunktes bi kann somit
wie folgt ausgegeben werden:
tGk = tbk −∆tk, (4.23)
wobei tbk den Zeitpunkt eines Beschleunigungspunktes bk darstellt. Die Pa-
rameter des Warteschlangenmodells werden entsprechend der Beobachtungen
von Hoﬀmann et al. wie folgt gewählt: r1 = 1, 3s, rf = 1, 0s, hd1 = 1, 0m,
l = 6, 5m. Analog zu Formel 4.17 wird nun die relative Zeit einer Grünstart-
schätzung tGk aller beobachteten Fahrten mit Beschleunigungspunkten bk für
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alle möglichen Umlaufzeitschätzungen T errechnet:
τGk = mod(tGk ,T) (4.24)
Anschließend wird die Varianz der Grünstartschätzungen für jede Umlaufzeit-
schätzungen T entsprechend der Formel 4.18 bestimmt. Die Umlaufzeitschät-
zung, welche die minimale Varianz der Grünstartschätzungen aufweist, wird
als der wahrscheinlichste Umlaufzeitkandidat gewählt.
Auch dieses Verfahren weist eine sehr geringe Rechenzeit auf. Im Gegensatz
zur Varianzminimierung von Haltelinienüberquerungen ist es in der Lage,
eine Genauigkeit im Bereich von 0, 999 zu erzielen, jedoch mit einer sehr be-
trächtlichen Anzahl von aufgezeichneten Beschleunigungsvorgängen (> 200).
Vor dem Hintergrund der derzeit spärlichen Verfügbarkeit von FCD und
vielmehr der Notwendigkeit, Programmwechsel zu detektieren (vgl. hierzu Ab-
schnitt 4.3.4.2) ist es nötig, die Anzahl erforderlicher FCD weiter zu reduzieren.
IV. Varianz der Zeitdiﬀerenzen (VZ): Der varianzbasierte Ansatz
nutzt die Tatsache, dass die Varianz der Zeitunterschiede für Stopps,
Beschleunigung und Überquerungen ohne Halt gering für eine korrekte
Umlaufzeit ist. Auch hier liegen wieder eine Menge von Teilpfaden f zi ∈ F zea
mit f zi = (po, p1, ..., pn), sowie die zurückgelegten Distanzen innerhalb des
Radius um die Haltelinie fdi = (dsto, dst1, ..., dstn) vor. Zunächst müssen die
einzelnen Fahrten entsprechend Stopps, Beschleunigungen und Überquerun-
gen ohne Halt klassiﬁziert werden. Hierzu werden Schwellwertklassiﬁzierer
herangezogen. Stopps sk = (λk, δk, tk) ∈ S können entsprechend der Gleichung
S := {pi| vi < vth} (4.25)
bestimmt werden, wobei die Geschwindigkeit wieder nach Formel 4.20 be-
stimmt wird und vth eine Maximalgeschwindigkeit darstellt.
Beschleunigungspunkte bk ∈ BE werden wieder nach den Formeln 4.19 und
4.21 berechnet.
Eine Fahrt wird als Durchfahrt bezeichnet, wenn kein Stopp auftritt. Als ein
Durchfahrtspunkt qk = (λk, δk, tk) ∈ Q wird dann der nächste Punkt an der
Haltelinie gewählt.
Q := {pi| ∀y ∈ ||(λi, δi)− (λh, δh)||2 : ||(λi, δi)− (λh, δh)||2 ≤ y ∧ ∀vi : vi > vth}
(4.26)
Im nächsten Schritt müssen die errechneten Zeitdiﬀerenzen δtk zwischen Stopp-
und Beschleunigungspunkten, respektive Beschleunigungs- und Durchfahrts-
punkten normalisiert werden, um den Eﬀekt der unterschiedlichen Größen ge-
schätzter Umlaufzeiten zu revidieren. Es ergibt sich:
δtbk,skk :=
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bzw.
δtsk,qkk :=
(tsk − tqk) · 100
T
(4.28)
für jede Umlaufzeitschätzung T. Sodann wird der Mittelwert der Varianzen
V ar(X) := E[(X − EX)2] mit X := δtbk,skk respektive X := δtsk,qkk errechnet.
V. Korrelationskoeﬃzient (KK): Ein höherer linearer Zusammenhang
von Fahrten bei korrekter Umlaufzeit kann über die zeitliche (Pearson'sche)
Korrelation erfasst werden. Als Eingangsparameter steht wieder eine Menge
von vorverarbeiteten FCD der Form fdi ∈ F dea mit fdi = (dsto, dst1, ..., dstn)
zur Verfügung, welche aus den zurückgelegten Distanzen innerhalb des
Radius um die Haltelinie bestehen. Die Formel für die Berechnung des
Korrelationskoeﬃzienten ergibt sich zu:
CC(X, Y ) =
Cov(X, Y )√
V ar(X) ·√V ar(Y ) , (4.29)
wobei X und Y zwei unterschiedliche Zufallsvariablen darstellen. Für diese
werden nun die zurückgelegten Distanzen und die dabei benötigten Zeiten
(dstx0 , dst
x








n) gewählt: X = dst
x
i und Y = dst
y
j . Für
die Berechnung aller Korrelationskoeﬃzienten werden alle Kombinationen je
zweier aufgezeichneten Fahrten dstxi , dst
y
j gewählt. Insgesamt gibt es also n
2
Vergleichsoperationen.
VI. Leere-Koeﬃzient (LK): Um zusammenhängende, leere Bereiche
aus Visualisierungen zu extrahieren, sind einige Vorverarbeitungsschritte
nötig. Zunächst wird eine Matrix M = mij mit der Dimension m × n
erzeugt, wobei gilt: m = dmax und n = T. Die Diskretisierung ist für Spalten
sekunden-genau, für Zeilen metergenau. Alsdann wird für jedes Matrixelement
die Anzahl der Fahrten, die dieses Feld durchqueren, berechnet. Im nächsten
Verarbeitungsschritt wird die Matrix zu einem vollständig vermaschten Netz
konvertiert. Jedes Matrixelement wird als Knoten n mit acht Nachbarn
betrachtet. Auf diesem Netz kann nun ein Breitensuchalgorithmus angewandt
werden, mit dessen Hilfe eine vereinfachte Version des Region Growing
Algorithmus [83] zur Suche nach verbundenen Freibereichen durchgeführt
wird. Der Algorithmus zur Freibereichssuche wird in Abbildung 1 beschrieben.
Aus der Liste von Freibereichsgraphen, die sich nach der Ausführung von
Algorithmus 1 ergeben, wird der ﬂächenmäßig größte extrahiert und das Ver-
hältnis dessen zur Gesamtﬂäche bestimmt.
Γ = F/G (4.30)
Dabei ist Γ das Verhältnis zwischen größter Freiﬂäche F und Gesamtﬂäche G.
Abbildung 4.12 illustriert die so prozessierten Daten. Das Verhältnis zwischen
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Algorithm 1 Freibereichssuche mit Breitensuche
Input: (1) Graph
1: procedure empty regions
2: label all nodes as unvisited
3: while node unvisited do
4: choose a random start node from graph
5: while start node contains a trajectory do
6: label node as visited
7: choose new start node
8: label start node as visited and append it to waiting queue
9: while waiting queue not empty do
10: choose ﬁrst element from waiting queue
11: if element does not contain a trajectory then
12: add Element to subraph
13: for neighbours of element do
14: label neighbours as visited
15: if neighbour does not contain a trajectory then
16: add neighbour to waiting queue
17: add subgraph to list empty region graphs
Freibereichsgraphen und Gesamtﬂäche ist jedoch für verschieden Umlaufzeit-
kandidaten nicht gaussverteilt. Anders formuliert variiert die Gesamtﬂäche je
nach Umlaufzeitkandidat stark - während für einen Umlaufzeitkandidaten von
30 Sekunden eine Fläche von 150m×30sek aufgespannt wird, ist die Fläche für
eine Umlaufzeit von 120 Sekunden vier mal so groß. Aus diesem Grund liegt
eine konstante Zunahme des Verhältnisses zwischen Freibereichsﬂäche und Ge-
samtﬂäche vor. Es muss eine Normierung dieser erfolgen.
∆Γi = Γi+1 − Γi (4.31)
Für die so errechneten Werte wird der Begriﬀ Leere-Koeﬃzient (LK) einge-
führt.
4.3.3.5 Zwischenbewertung
Jedes dieser sechs vorgestellten Verfahren (HY, VH, VB, VZ, KK, LK) ist in
der Lage, eine Umlaufzeitschätzung abzugeben. Dazu müssen lediglich die sich
aus der erschöpfenden Suche ergebenden Maxima (respektive Minima beim
Korrelationskoeﬃzient) bestimmt und die korrespondierende Umlaufzeit als
korrekte Umlaufzeit angenommen werden. Allerdings divergiert die benötigte
Anzahl verfügbarer FCD für eine Aussage mit hoher Konﬁdenz nach Verfahren.
In einer Zwischenbewertung wurden Korrektklassiﬁkationsraten anhand von
den 80 Münchner Lichtsignalanlagen, die entsprechend Abschnitt 4.3.3.1 zur
Beurteilung herangezogen werden, errechnet. In insgesamt 10.000 Tests wurden
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(a) Korrekte Umlaufzeit. (b) Falsche Umlaufzeit.
Abbildung 4.12: Kreuzung Kapuzinerstr/Lindwurmstr (München): Heatmap-
Visualisierung von verbundenen Freibereichen, die mit dem
Freibereichsalgorithmus detektiert wurden. Große verbundene
Freibereiche sind in dunkelgrün dargestellt.
zufällig Fahrverkehre und Zeitintervalle ausgewählt.
In Tabelle 4.1 ist eine Zwischenbewertung aufgeführt. In dieser ist ersichtlich,
KKR HY VH VB VZ KK LK
≥ 90% 143 70 143 37 27 33
≥ 95% 240 110 155 44 32 53
≥ 99% - 244 236 96 57 127
Tabelle 4.1: Benötigte Anzahl von FCD für Korrektklassiﬁkationsrate je Ver-
fahren.
dass insbesondere die Verfahren VZ, KK, LK eine deutlich niedrigere Anzahl
FCD benötigen, um auf dieselbe Korrektklassiﬁkationsrate wie die Verfahren
HY, VH, VB zu kommen. Oﬀensichtlich sind die hier verwendeten Merkmale
aussagekräftiger als die der anderen Verfahren. Aus diesem Grund werden die
Verfahren HY, VH, VB als nicht eﬃzient genug eingestuft und bei den weiteren
Ausbaustufen zum Lernen von Umlaufzeiten nicht mehr berücksichtigt.
4.3.3.6 Bayes'sches Training
Das vorgestellte Verfahren ermöglicht es, korrekte Umlaufzeiten anhand von
Ausschlägen zu detektieren. Es können die sich aus der erschöpfenden Suche
ergebenden Minima (respektive Maxima beim LK-Verfahren) bestimmt und
die korrespondierende Umlaufzeit als korrekte Umlaufzeit angenommen wer-
den. Jedoch ist es damit nicht möglich, eine Wahrscheinlichkeitsaussage über
die Korrektheit einer getroﬀenen Aussage zu tätigen. Diese ist jedoch nötig, um
Umlaufzeitschätzungen qualitativ bewerten zu können. Ein Formalismus wird
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benötigt, die Verlässlichkeit von Umlaufzeitschätzungen zu repräsentieren und
aus diesem Wissen Schlüsse zu ziehen. Deshalb wird ein einfaches Bayes'sches
Netz auf die vorgestellten Verfahren angewandt.
Bayes'sche Netze sind auch bekannt unter den Begriﬀen Belief Networks,
Probabilistic Networks, oder Casual Networks und beschreiben einen eben
solchen Formalismus, aus unsicherem Wissen Schlüsse zu ziehen. Die Basis
hierfür stellt der Satz von Bayes dar, welcher auf kausalen Abhängigkeiten
von Wahrscheinlichkeiten beruht. Gegeben sei ein Zufallsexperiment mit einer
Menge von Ereignissen Ei ∈ Ω mit der Grundgesamtheit Ω = {E1, ..., En}.
Ferner gibt es eine Wahrscheinlichkeitsverteilung P (E) mit P (E) ≥ 0 und
P (Ω) =
∑n
i=1 P (Ei) = 1. Zwei Ereignisse E1, E2 gelten als voneinander sto-
chastisch unabhängig wenn P (E1∩E2) = P (E1)·P (E2), das heißt die individu-
ellen Ereignisse beeinﬂussen sich nicht gegenseitig. Für bedingte Wahrschein-
lichkeiten gilt hingegen: P (E1∩E2∩...∩En) = P (E1)·P (E2|E1)·P (E3|E1∩E2)·
... ·P (En|E1 ∩ ...∩En−1). Hierbei bezeichnet P (Ei|Ej) die Wahrscheinlichkeit,
dass Ereignis Ei eintritt unter der Bedingung dass Ereignis Ej eingetreten ist.
Der Satz von Bayes hingegen formuliert den Zusammenhang von Ereignissen
zueinander. Er ist deﬁniert wie folgt:
P (Ei|Ej) = P (Ej|Ei) · P (Ei)
P (Ej|Ei) · P (Ei) + P (Ej|E¯i) · P (E¯i) =
P (Ej|Ei) · P (Ei)
P (Ej)
Die Bayes-Formel wird häuﬁg zur Bemessung des Grades des Dafürhaltens
(oder Grad der Gewissheit, Grad der Überzeugtheit) eines bestimmten Ereig-
nisses verwendet. So könnten etwa Kontextinformationen aus dem Fahrzeu-
gumfeld auf die Eintretenswahrscheinlichkeiten bestimmter Ereignisse (etwa
lokale Gefahrenwarnung) hinweisen. Erreicht wird dies durch Lernen anhand
von Beobachtung in einem Training-Schritt. Oftmals ist es möglich, bestimm-
te Ereignisse und deren Ursachen zu beobachten. Als Beispiel wäre die Be-
obachtung erhöhter Unfallzahlen und einer häuﬁgen Ursache Fahrbahnnässe
zu nennen. Der Satz von Bayes erlaubt es nun, auf Basis einer Menge von
Beobachtungen eine Unfallwahrscheinlichkeit bei Fahrbahnnässe auszugeben.
Hierzu wird die Unfallwahrscheinlichkeit in bedingte Abhängigkeit zur Fahr-
bahnnässe gesetzt.
Ein Bayes'sches Netz kann dargestellt werden als ein gerichteter, azykli-
scher Graph bestehend aus Hypothesen und deren Abhängigkeiten. Dabei re-
präsentieren die Knoten des Graphen eine Eintretenswahrscheinlichkeit, wäh-
rend die Kanten die Abhängigkeiten zwischen den Hypothesen formulieren.
Mit Bayes'schen Netzen können so komplexere Sachverhalte mit mehreren Be-
obachtungen formuliert werden.
Bestimmung von Bayes-Wahrscheinlichkeiten anhand von Beobachtun-
gen: Um die vorgestellten Verfahren (VZ, KK, LK) zur Erkennung der kor-
rekten Umlaufzeit zu befähigen, aus den abgeleiteten Resultaten belastbare
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Schlüsse zu ziehen, muss zunächst aus einer Menge von Beobachtungen ge-
lernt werden (Training). Dabei liegen zweierlei Informationsquellen vor:
• Vom KVR München wurden Schaltzeitinformationen von Lichtsignal-
anlagen zur Verfügung gestellt. Für diese wurde eine Menge von 80
Referenz-Lichtsignalanlagen bestimmt, anhand derer die entwickelten
Verfahren evaluiert werden sollen, vgl. Abschnitt 4.3.3.1.
• Diese Lichtsignalanlagen werden von ungefähr 60.000 der 400.000 aufge-
zeichneten Fahrten (FCD) gequert.
vm sei ein Wert v, welcher mit einer Methode m (VZ, KK, LK) aus einer
Menge FCD für einen bestimmten Fahrverkehr einer Lichtsignalanlage errech-
net wurde. Ein möglicher Wert wäre ein Korrelationskoeﬃzient von 0.642 aus
dem Verfahren KK. Gesucht ist nun eine Aussagewahrscheinlichkeit, dass es
sich bei der zugehörigen Umlaufzeit T um die korrekte Umlaufzeit handelt. Es
muss also die Wahrscheinlichkeit P (Tkorrekt|vm) bestimmt werden. Diese kann
anhand der Bayes'schen Regel ermittelt werden:
P (Tkorrekt|vm) = P (vm|Tkorrekt) · P (Tkorrekt)
P (vm)
(4.32)
Für die Anzahl an Umlaufzeitkandidaten gilt nach wie vor: T ∈ {x ∈ N|0 ≤
x ≤ 120}. Dabei ergeben sich bei einem Test mit einen Satz an Teilpfaden
f zea für einen bestimmten Fahrverkehr 89 Werte falscher Umlaufzeitkandidaten
und ein Wert für die korrekte Umlaufzeit. Es können beliebig viele Tests an
unterschiedlichen Fahrverkehren und verschiedenen Lichtsignalanlagen durch-
geführt werden, um insbesondere eine hinreichende Menge an Werten für kor-
rekte Umlaufzeitkandidaten zu generieren. Für das Training und das damit
einhergehende Testen wird auf eine gängige statistische Methode zurückge-
griﬀen, das dreifachen Kreuzvalidierungsverfahren. Hierbei werden die Daten
in drei ungefähr gleich große Partitionen aufgeteilt und anschließend auf zwei
Drittel der Daten der Lernprozess durchgeführt und dessen Qualität anhand
geeigneter Messzahlen auf dem verbleibenden Drittel getestet. Dieser Schritt
wird für alle Kombinationen wiederholt. Um eine Ausgeglichenheit zwischen
korrekten und inkorrekten Umlaufzeitkandidaten zu erhalten, werden die Er-
gebniswerte der inkorrekten mittels uniformen Sampling reduziert.
Die Abbildungen 4.13a, 4.13c und 4.13e zeigen exemplarisch die individuel-
len Werte aus den vorgestellten Verfahren anhand einer Lichtsignalanlage. Mit
erschöpfender Suche wird für jeden Umlaufzeitkandidaten ein Wert vm (Vari-
anz, Leere-Koeﬃzient, Korrelationskoeﬃzient) errechnet. Die Anzahl der in die
Berechnung eingeﬂossenen FCD variiert zwischen 1 und 60. Diese sind durch
unterschiedliche Grautöne gekennzeichnet (hellgrau = 0-4 FCD, schwarz =
55-60 FCD). Alle Verläufe weisen, je nach Verfahren, eine negative oder po-
sitive Spitze bei der korrekten Umlaufzeit von 90 auf. Aus den Abbildungen
4.13d bis 4.13f ist ersichtlich, dass sich Mittelwert und Median mit zunehmen-
der Anzahl verfügbarer FCD verschieben und die Quartile und folglich auch
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die Standardabweichung abnehmen. Bei Betrachtung des Rauschens, insbe-
sondere der dunklen Linien, in Abbildungen 4.13a bis 4.13c, könnte man eine
Gauss-Verteilung vermuten. Dies zeigt sich insbesondere an der Schwankung
des Wertes in einem begrenzten Intervall. Für den formalen Nachweis wird der
Shapiro-Wilk-Test [84] verwendet. Dieser bestätigt, dass die Vermutung zuläs-
sig ist, da das festgelegte Signiﬁkanzniveau α von 0.05 in den Tests überschrit-
ten wurde (W = 0.9708, α = 0.078 (VZ),W = 0.9714, α = 0.054 (KK),W =
0.9423, α = 0.0553 (LK);n = 500). Es ist folglich zulässig, P (vm|Tkorrekt) und
P (vm|Tinkorrekt) als gaussverteilt anzunehmen.
Auf Basis dieser Annahme kann nun ein Bayes'sches Training durchgeführt
werden, indem Mittelwerte und Varianzen der Standard-Normalverteilung aus
den Beobachtungen berechnet werden. Allerdings muss hierbei ein weiterer
Faktor berücksichtigt werden: Aus den Abbildungen 4.13b bis 4.13f sind Mit-
telwerte und Standardabweichungen für unterschiedliche Mengen verfügbarer
FCD ersichtlich. Die statistischen Verfahren (VZ in Abbildung 4.13b und Kor-
relationskoeﬃzient in Abbildung 4.13d) weisen eine deutliche Veränderung des
Mittelwertes mit zunehmender Menge verfügbarer FCD auf. Alle drei Verfah-
ren zeigen einen deutlichen Rückgang der Standardabweichung mit zunehmen-
der Menge verfügbarer FCD, was mit dem Gesetz der großen Zahlen begrün-
det werden kann. Der Fehler der Schätzung nimmt also ab. Folglich werden
Trainingsläufe mit unterschiedlichen Eingangsmengen von FCD durchgeführt.
Hierzu wird die einﬂießende Menge von FCD schrittweise reduziert, indem ein
betrachtetes Zeitintervall verkleinert wird. Dabei wird bewusst keine zufällige
Auswahl von FCD getroﬀen, um Verzerrungen aufgrund zeitlicher Nähe von
FCD abbilden zu können. Die so erlernten Werte müssen sodann in einer Trai-
ningstabelle persistiert und für den Lernschritt zur Verfügung gestellt werden.
Für das zur Verfügung stehende Testfeld wurden mittels der dreifachen Kreuz-
validierung Trainingstabellen erstellt und anschließend über die Gesamtheit
aller Daten gelernt. Die Ergebniswerte sind abgebildet in Tabelle 4.2.
Fusion mittels einfachem Bayes'schem Netz. Jeder der eingeführten Um-
laufzeitschätzer (VZ, KK, LK) hat eine individuell ausgeprägte Systematik sei-
ner errechneten Werte. Der VZ-Ansatz weist, wie auch der KK-Ansatz, eine
zusätzliche Spitze bei der halben Umlaufzeit auf (vgl. hierzu Abbildungen Ab-
bildung 4.13a). Der Grund hierfür liegt in der Tatsache, dass Beschleunigungs-
Durchfahrts-, oder Stopp-Punkte auf den halben Restklassenring der eigentli-
chen Umlaufzeit fallen. Das selbe Phänomen tritt bei der Berechnung des Kor-
relationskoeﬃzienten aus den Teilpfaden fdi auf (vgl. Abbildung 4.13c). Der
LK-Ansatz dagegen weist eine solche Spitze nicht auf. Dagegen sind andere
Spitzen zu erkennen, wie etwa bei der Umlaufzeit von 82 in dem in Abbildung
4.13e illustrierten Beispiel. Aus diesem Grund kann die Fusion der einzelnen
Ansätze zu einer Glättung aus diesen Werten abgeleiteter Wahrscheinlichkei-
ten und somit zu einer Reduktion von falsch klassiﬁzierten Umlaufzeitkandida-
ten führen. Jeder einzelne Ansatz kann mittels Trainingstabelle einen Grad des
94
4.3 Beiträge zur FCD-basierten Signalzustandsschätzung
















(a) Errechnete Werte für das Verfahren Va-

























































(b) Boxplot für das Verfahren Varianzen
der Zeitdiﬀerenzen für unterschiedliche
Mengen verfügbarer FCD.

























(c) Errechnete Korrelationskoeﬃzienten der
auf den zweidimensionalen Raum redu-



































































(d) Boxplot der Korrelationskoeﬃzienten
für unterschiedliche Mengen verfügbarer
FCD.

















































































(f) Boxplot des Leere-Koeﬃzienten für un-
terschiedliche Mengen verfügbarer FCD.
Abbildung 4.13: Kreuzung Kapuzinerstr/Lindwurmstr (München): Illustratives Beispiel des
Suchprozesses zur Extraktion der korrekten Umlaufzeit mit den drei vor-
geschlagenen Modellen. Die Anzahl der in die Berechnung eingeﬂossenen
FCD variiert zwischen 1 und 60. In den linken Graﬁken sind diese durch
unterschiedliche Grautöne (hellgrau = 0-4 FCD, schwarz = 55-60 FCD)
gekennzeichnet. Alle Verläufe weisen eine negative oder positive Spitze bei
der korrekten Umlaufzeit von 90 auf. Die Abbildungen auf der rechten Sei-
te stellen das Rauschen um den Mittelwert für verschiedene Mengen von
eingeﬂossenen FCD anhand von Boxplots dar.
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vVZ|Tkorrekt vVZ|Tfalsch vKK|Tkorrekt
# FCD mean var mean var mean var
1-5 146.6 21667.1 311.0 74513.7 0.704 0.064
6-10 296.8 43894.6 652.94 109700.6 0.774 0.008
11-15 323.0 30593.7 863.20 98966.0 0.776 0.006
16-20 349.3 34817.8 960.45 99047.3 0.757 0.005
21-25 380.1 35125.8 1029.65 85238.5 0.762 0.004
26-30 391.4 38544.5 1083.18 81127.6 0.738 0.004
31-35 413.8 31787.6 1141.86 73665.2 0.735 0.004
36-40 386.7 25545.0 1142.22 67138.4 0.738 0.004
41-45 429.1 29086.0 1188.76 64380.1 0.718 0.003
46-50 444.4 35936.3 1228.08 49441.0 0.723 0.003
51-55 448.5 34300.0 1225.18 55432.6 0.723 0.003
56-60 471.2 34368.3 1260.58 47209.8 0.722 0.003
vKK|Tfalsch vLK|Tkorrekt vLK|Tfalsch
# FCD mean var mean var mean var
1-5 0.611 0.080 382.0 454505.1 28.296 307175.0
6-10 0.659 0.004 499.36 177458.9 8.466 93015.1
11-15 0.635 0.002 547.45 148154.6 2.619 31379.8
16-20 0.621 0.001 463.24 104840.9 0.140 15518.8
21-25 0.611 0.001 401.23 96394.5 -0.622 8837.51
26-30 0.605 0.0009 405.06 82388.7 -1.728 7393.49
31-35 0.598 0.0007 349.66 66604.1 -2.020 4777.73
36-40 0.592 0.0006 334.61 75681.1 -2.211 4052.39
41-45 0.591 0.0005 301.85 45958.8 -2.261 3062.88
46-50 0.586 0.0005 280.70 29596.3 -2.031 2627.62
51-55 0.584 0.0004 261.38 20893.4 -2.261 2097.55
56-60 0.580 0.0004 239.61 19013.3 -2.130 1669.02
Tabelle 4.2: Trainigsergebnisse von ca. 200.000 durchgeführten Trainingsläufen
pro Verfahren: Es sind Mittelwerte und Varianzen der Gaussver-
teilungen für korrekte und falsche Umlaufzeitschätzungen für eine
bestimmte Methodem abgebildet. Es wird unterschieden zwischen
den drei vorgeschlagenen Methoden (VZ, KK, LK). Das Training
der einzelnen Modelle wurde durchgeführt mit unterschiedlichen
Mengen von FCD.
Dafürhaltens einer jeden individuellen Aussage geben, nämlich P (Tkorrekt|vV Z),
P (Tkorrekt|vKK) und P (Tkorrekt|vLK). Diese Aussagen sind voneinander stochas-
tisch unabhängige Wahrscheinlichkeiten und können daher parallel geschaltet
werden. Es ergibt sich die gemeinsame bedingte Wahrscheinlichkeit zu:
P (Tkorrekt|vV Z , vKK , vLK) =
m∏
i
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4.3.4 Vergleichende Bewertung des Verfahrens zum
Lernen der Umlaufzeit
Die Evaluation unterteilt sich in zwei Schritte. Zunächst werden die indivi-
duellen Verfahren zur Rekonstruktion der Umlaufzeit vergleichend evaluiert,
dann wird detaillierter auf die Bayes'sche Fusion eingegangen. Insbesondere
wird deren Verhalten der eher theoretischen Potentialabschätzung aus Kapitel
4.3.1 gegenübergestellt.
Anschließend erfolgt eine Analyse des Lernprozesses individueller Signal-
programmanpassungen von Lichtsignalanlagen. Wie in Abschnitt 2.3 erläu-
tert, werden an den meisten Lichtsignalanlagen zeitplanabhängige Signalpro-
grammanpassungen vorgenommen. Hier können sich alle Steuerungsgrößen ei-
ner Lichtsignalanlage, insbesondere Umlaufzeit Phasenabfolge, Freigabe- und
Sperrzeiten, ändern. Bei dieser Analyse liegt der Fokus auf der Evaluation
der Erkennungsrate (zeitplanabhängige) Signalprogrammänderungen und da-
mit einhergehender Umlaufzeitwechsel.
4.3.4.1 Korrektklassiﬁkationsrate
Für eine Beurteilung der vorgestellten Verfahren ist eine vergleichende Be-
wertung der einzelnen Korrektklassiﬁkationsraten (KKR) (auch Vertrauens-
wahrscheinlichkeit genannt) nötig. Im Folgenden wird die Bayes'sche Fusion
aus den Verfahren VZ, KK, LK den Verfahren HY, VH und VB anhand ih-
rer KKR gegenübergestellt. Hierzu werden die individuellen Verfahren anhand
der in Abschnitt 4.3.3.1 ausgewählten Referenz-Lichtsignalanlagen evaluiert.
Bei der Bayes'schen Fusion werden drei unterschiedliche Trainings- und Test-
läufe nach der Vorgabe der dreifachen Kreuzvalidierung durchgeführt. Um eine
belastbare Menge an Testläufen auf Basis der betrachteten Lichtsignalanlagen
mit bekannten Schaltinformationen durchführen zu können, werden Versuche
an allen Fahrverkehren einer jeden Kreuzung durchgeführt, womit die Anzahl
an Testläufen vervierfacht bis verachtfacht werden kann. Zudem werden Test-
läufe für alle individuellen Signalprogramme einer Lichtsignalanlage durch-
geführt. Um die Testmenge noch weiter zu vergrößern, werden zudem noch
mehrere Tests innerhalb eines Signalprogrammes mit schrittweise reduzierter
Anzahl von FCD durchgeführt. Insgesamt werden so für jedes Verfahren ca.
4.000 Umlaufzeitschätzungen durchgeführt. Die Ergebnisse sind in Abbildung
4.14 dargestellt. Dabei ist die KKR auf der Ordinate aufgetragen, die jeweilige
Anzahl der verfügbaren FCD auf der Abszisse. Die Ergebnisse zeigen deutlich,
dass die Bayes'sche Fusion mit Abstand am wenigsten verfügbare FCD benö-
tigt, um eine KKR von 0,999 zu erreichen. Bereits ab 34 verfügbaren FCD ist
dieser Zielwert erreicht. Der Hypothesentest (HY) ist dagegen auch mit einer
beträchtlichen Menge an FCD nicht in der Lage, diesen Zielwert zu erreichen.
Das ist insbesondere auf die begrenzte Phasendauer der Geradeausrichtungen
zurückzuführen. So benötigen auch Rechts- und Linksabbieger Räumungszei-
ten, sowie weitere Anteile der Umlaufzeit, weswegen die tatsächliche Grünzeit
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 in Abhängigkeit von der Anzahl von Beschleunigungspunkten
Hypothesentest
Abbildung 4.14: KKR der Umlaufzeitschätzung für unterschiedliche Verfahren.
der Geradeausrichtung weniger als die Hälfte der Umlaufzeit betragen kann.
In diesem Fall ist eine eindeutige Bestimmung der Umlaufzeit nicht mehr mög-
lich, vgl. Abschnitt 4.3.1.4. Die Varianzminimierung von Haltelinienüberque-
rungen (VH) ist, wie auch die Varianzminimierung von Beschleunigungspunk-
ten (VB), in der Lage, den Zielwert mit ca. 230 aufgezeichneten Fahrten zu
erreichen. Verfahren VB wurde ferner in Abhängigkeit von der Anzahl von
Beschleunigungspunkten abgebildet. Hier zeigt sich, dass so immerhin mit ca.
40 Beschleunigungspunkten eine KKR von > 0, 95 erreicht werden kann.
Im Folgenden wird ein genauerer Blick auf die Bayes'sche Fusion geworfen.
Abbildung 4.15 veranschaulicht die Ergebnisse für geringe Mengen verfügba-
rer FCD (≤ 50). Neben der KKR der Bayes'schen Fusion aus den Verfahren
VZ, KK, LK ist auch die KKR der jeweiligen Teilverfahren dargestellt. Spezi-
ell im rechten Drittel ist der Eﬀekt der Fusion erkennbar. Während jede der
drei Methoden für sich immer noch falsche Klassiﬁkationen aufweist, kann das
durch eine Fusion dieser behoben werden. Dabei wirkt die Berechnung der ge-
meinsamen bedingten Wahrscheinlichkeit der Bayes'schen Fusion nach Formel
4.33 wie eine Glättung. Ausreißer für einzelne Ergebnisswerte können so her-
ausgeﬁltert werden, die KKR steigt. Beim Vergleich dieser Ergebniswerte mit
den Zielwerten aus Abschnitt 4.3.1 zeigt sich, dass diese deutlich übererfüllt
werden konnten: In der theoretischen Betrachtung wurden ca. 40 Haltelini-
enüberquerungen in jede der beiden Geradeausrichtungen benötigt, um eine
korrekte Umlaufzeit mit einer KKR von mehr als 0,999 bestimmen zu können.
Das Verfahren zur Bayes'schen Fusion kann bereits mit 40 Überquerungen ei-
nes einzelnen Fahrverkehres die Umlaufzeit mit einer KKR von mehr als 0,999
erfassen. Erklärtes Ziel dieses Abschnittes war es, den Informationsverlust auf-
grund von Rauschen zu kompensieren und die Anzahl benötigter FCD weiter
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Varianz der Zeitdifferenzen (VZ)
Korrelationskoeffizient (KK)
Leere-Koeffizient (LK)
Abbildung 4.15: KKR der Verfahren VZ, KK, LK und der Bayes'schen Fusion
derer.
zu reduzieren, indem ein komplexeres Modell zur Umlaufzeitrekonstruktion
gewählt wird. Mithilfe der Wahl aussagekräftiger Merkmale und der Fusion
dieser anhand eines einfachen Bayes'schen Netzes konnte diese Reduzierung
erreicht werden.
4.3.4.2 Lernen individueller Signalprogramme von Lichtsignalanlagen
Lichtsignalanlagen, unabhängig davon ob festzeitgesteuert oder verkehrsab-
hängig, wählen ihr Signalprogramm typischerweise anhand bestimmter Uhr-
zeiten oder bestimmter Kalendertage aus (vgl. Abschnitt 2.3). Hier ändern
sich auch oftmals Umlauf- und Freigabe-, sowie Sperrzeiten. Das Verfahren zur
Umlaufzeitrekonstruktion muss daher ebenfalls in der Lage sein, Wechsel zu
detektieren und Signalprogrammdauern zu lernen. Herausforderung ist hierbei
die Tatsache, dass nicht bekannt ist, zu welchen Zeitpunkten Signalprogramme
angepasst werden. Folglich müssen die Zeitpunkte wahrscheinlichster Wechsel,
respektive deﬁnierte Zeitbereiche mit gleichbleibenden Signalprogrammen ge-
funden werden. Lichtsignalanlagen weisen typischerweise zwischen einem und
fünf Signalprogrammen im Tagesverlauf auf. Allerdings kann keine Annahme
darüber getätigt werden, wie viele Signalprogrammanpassungen durchgeführt
werden und insbesondere wann genau dies geschieht. Auch werden diesbezüg-
lich in der RiLSA oder in anderen Richtlinien zu Steuerungsverfahren keine
Vorgaben gemacht. Aus den vom KVR München zur Verfügung gestellten Da-
ten konnten jedoch gängige Richtwerte gefolgert werden. Den vorliegenden
Unterlagen zufolge werden je nach Größe und Variation des Verkehrsﬂusses
zwischen einem und sechs Signalprogrammen konzipiert. Fayazi et al. sugge-
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rieren ähnliche Kenngrößen für dem US Amerikanischen Markt [51]. In ihren
Tests an sechs Kreuzungen in San Francisco weisen die untersuchten Lichtsi-
gnalanlagen je vier Signalprogrammanpassungen (6:00, 10:00, 15:00 und 19:00
Uhr) auf. Aus den verkehrstechnischen Unterlagen vom KVR gehen mögli-
che Signalprogrammanpassungen um 5:00, 6:00, 7:00, 9:00, 10:00, 12:00, 15:00,
16:00, 19:00 und 21:00 Uhr für München hervor. Folgerichtig kann nur ab-
geleitet werden, dass Wechsel zur vollen Stunde gängig scheinen, deﬁnierte
Zeitpunkte jedoch nicht in eine Annahme einﬂießen dürfen. Anders formuliert
können Signalprogrammanpassungen prinzipiell zu jeder beliebigen Stunde er-
folgen.
Für die Wahl der Zeitbereiche, in denen nach einer Umlaufzeit gesucht wer-
den soll, stellt dies eine große Einschränkung dar; würde etwa nach einer Um-
laufzeit im Zeitbereich zwischen 9:00 Uhr und 12:00 Uhr gesucht werden, ein
Signalprogrammwechsel jedoch um 10:00 Uhr auftreten, so könnte die korrekte
Umlaufzeit nicht bestimmt werden. Man darf also folgern, dass Zeitbereiche
der Größe einer Stunde die obere Grenze darstellen. Gerade hier wird noch
einmal die Bedeutung eines eﬃzienten Verfahrens zur Umlaufzeitrekonstrukti-
on oﬀensichtlich: Für jeden zu lernenden Zeitbereich muss eine Mindestmenge
von aufgezeichneten Fahrten vorliegen. Im vorangegangen beschriebenen Ver-
fahren konnte diese auf knapp 40 aufgezeichnete Fahrten für eine KKR von
0,999 reduziert werden. Im Folgenden wird die Lernbarkeit von unterschiedli-
chen Signalprogrammen im Tagesverlauf anhand des Testfeldes von 80 Münch-
ner Lichtsignalanlagen evaluiert. Hierzu werden die Anfragezeiträume für FCD,
die eine individuelle Lichtsignalanlage queren, in Ein-Stunden-Intervalle unter-
teilt. Es wird jeweils der Fahrverkehr mit den meisten aufgezeichneten Fahrten
bestimmt und zur Berechnung des wahrscheinlichsten Umlaufzeitkandidaten
mittels Bayes'scher Fusion herangezogen.
Monitoring der Qualität: Beim Lernen individueller Programme muss
die Qualität einer Aussage berücksichtigt werden. So muss es möglich sein,
einem Entscheider eine Wahrscheinlichkeit der Korrektheit einer Aussage mit-
zuliefern. Ein solcher Entscheider kann zum Beispiel eine Qualitätsanforderung
an generierte Informationen sein. Die Bayes'sche Fusion stellt hierzu anhand
der errechneten Auftretenswahrscheinlichkeiten ein solches Instrument bereit.
Es ist darüber hinaus denkbar, eine Mindestanzahl aufgezeichneter Fahrten zu
deﬁnieren und ab Erreichen dieses Wertes von einer ausreichenden Qualität
auszugehen. Dies ist valide, da sich in der vergleichenden Bewertung aus Ab-
schnitt 4.3.4 eine KKR von 0,999 mit 40 oder mehr aufgezeichneten Fahrten
einstellte und sich die KKR zur Anzahl vorliegender FCD relativ konstant ver-
hielt. Aus diesem Grund müssen beide Herangehensweisen für die Auswertung
herangezogen werden.
Evaluation der Erkennung Signalprogrammen mit unterschiedli-
chen Umlaufzeiten: Zur Evaluation der Detektion individueller Signalpro-
gramme werden diese und deren Umlaufzeiten zu den jeweiligen Zeiträumen
aus den verkehrstechnischen Unterlagen extrahiert und mit den geschätzten
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Umlaufzeitkandidaten verglichen. Auch hier wird wieder die KKR bestimmt.
Im Unterschied zur vorangegangenen Auswertung wird untersucht, wie sich die
KKR bei Lichtsignalanlagen mit individuellen Signalprogrammanpassungen im
Tagesverlauf verhält. Die Lichtsignalanlagen im deﬁnierten Testfeld weisen ins-
gesamt ca. 400 Signalprogrammanpassungen auf, etwa 300 davon mit Umlauf-
zeitwechsel. Die verbleibenden Signalprogrammanpassungen ohne Umlaufzeit-
wechsel beinhalten Freigabe- und Sperrzeitenanpassungen oder Verschiebun-
gen deﬁnierter grüner Wellen. Im Folgenden werden für Ein-Stunden-Intervalle
Umlaufzeitschätzungen nach der Bayes'schen Fusion abgegeben und anhand
der vorliegenden Signalprogramme auf ihre Korrektheit überprüft. Abbildung
4.16 zeigt die Evaluierungsergebnisse der Signalprogrammerkennung. Dabei
wird unterschieden zwischen variierendem Grad des Dafürhaltens (Abbildung
4.16a) und variierender Anzahl erforderlicher FCD (Abbildung 4.16b). Es ist
ersichtlich, dass bei einem Grad des Dafürhaltens von mehr als 70% praktisch
keine falschen Klassiﬁkationen mehr auftreten. Für diesen Bereich gibt es nur
noch Klassiﬁzierungen mit einer KKR>95% oder den Zustand keine Klassi-
ﬁkation (KKR=0). Bei einem geringeren Grad des Dafürhaltens nimmt auch
die KKR ab, jedoch nicht in solchem Maße wie der Grad des Dafürhaltens.
So liegt etwa bei einem Grad des Dafürhaltens von 0-15% die KKR in den
Mittags- und Nachmittagsstunden immer noch bei etwa 60%. Es ist hervor-
zuheben, dass die tatsächliche KKR stets über dem a priori angenommenen
Grad des Dafürhaltens liegt, weshalb dieser eine zuverlässige untere Schranke
für die KKR darstellt. Ferner fällt auf, dass speziell in den Nachmittag- und
Abendstunden die höchsten KKR festzustellen sind. Zum einen liegt dies an
der Tatsache, dass viele Lichtsignalanlagen nachts bedarfgesteuert oder inaktiv
sind. Zum anderen liegen in den Nacht- und frühen Morgenstunden praktisch
keine Fahrten vor. Dieses Bild wird durch Abbildung 4.16b bestätigt. Auch hier
zeigt sich eine sehr geringe KKR in den Morgenstunden, meist liegen gar keine
Klassiﬁkationen vor. Insbesondere wenn keine Schranke an benötigten FCD
gesetzt ist, beobachtet man eine sehr niedrige KKR, welche ab einer erforder-
lichen Anzahl von FCD von ca. 10-20 in den Zustand keine Klassiﬁkation
(KKR=0) übergeht. Im Vergleich zu Abbildung 4.16b fällt auf, dass die KKR
insbesondere in den Mittagsstunden und für wenig erforderliche FCD höhere
Werte aufzuweisen scheint als die KKR in Abbildung 4.16a. Ein solcher Schluss
ist jedoch nicht ohne eine Betrachtung der dazugehörigen Anteile tatsächlich
ausgegebener Klassiﬁkationen zulässig. Diese ﬁnden sich in Abbildung 4.17.
An dieser Stelle sei darauf hingewiesen, dass diese Darstellung nur im Kontext
der entsprechenden KKR aussagekräftig ist. Der Umstand, nur eine begrenzte
Menge an FCD im Rahmen dieser Arbeit zur Verfügung zu haben, führt zu
einer generell geringen Quote gelernter Umlaufzeiten (ca. 30% der Zeit für eine
KKR von >95%). Schließt man die Nachtstunden (21:00-6:00 Uhr), während
derer die meisten Lichtsignalanlagen bedarfsgesteuert oder inaktiv sind, von
der Betrachtung aus, so erhöht sich dieser Wert auf 40%. Anders formuliert
liegen mit den Testﬂottendaten in 40% der Tagesstunden ausreichend viele
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(b) Errechnete KKR (y-Achse) nach Anzahl erforderlicher FCD (x-Achse) und
Rate im Tagesverlauf (z-Achse).
Abbildung 4.16: Auswertung im Testfeld München anhand von 80 Lichtsignal-
anlagen: Berechnung der durchschnittlichen KKR der indivi-
duellen Lichtsignalanlagen mit Signalprogrammanpassungen
im Tagesverlauf unter Zuhilfenahme der verfügbaren FCD.
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(a) Errechnete Anteile von Klassiﬁzierungen (y-Achse) nach Grad des Dafür-









































(b) Errechnete Anteile von Klassiﬁzierungen (y-Achse) nach Anzahl erforderli-
cher FCD (x-Achse) und Rate im Tagesverlauf (z-Achse).
Abbildung 4.17: Auswertung im Testfeld München anhand 80 Lichtsignalanla-
gen: Berechnung der durchschnittlichen Anteile von Klassiﬁ-
zierungen der individuellen Lichtsignalanlagen mit Signalpro-
grammanpassungen im Tagesverlauf unter Zuhilfenahme der
verfügbaren FCD.
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alles 0.964 0.846 alles 0.964 0.846
>0.1 0.957 0.848 >5 0.946 0.862
>0.2 0.917 0.863 >10 0.893 0.877
>0.3 0.828 0.856 >15 0.793 0.890
>0.4 0.553 0.821 >20 0.717 0.897
>0.5 0.368 0.816 >25 0.637 0.905
>0.6 0.317 0.848 >30 0.535 0.903
>0.7 0.294 0.948 >35 0.446 0.929
>0.8 0.142 1 >40 0.368 0.944
>0.9 0.098 1 >45 0.302 0.954
>50 0.222 0.97
>55 0.173 0.974
Tabelle 4.3: Grad des Dafürhaltens und Anzahl der FCD hinsichtlich KKR.
Fahrten vor, um eine Rekonstruktion mit hoher Qualität zu tätigen. Bei ent-
sprechender Einführung der FCD-Technologie in großem Umfang ist mit einer
deutlich höheren Abdeckung zu rechnen. Betrachtet man die Anteile an Klas-
siﬁzierungen in Abhängigkeit des Grades des Dafürhaltens (Abbildung 4.16a),
ist ersichtlich, dass diese konstanter ausfallen als in Abbildung 4.16b. Insge-
samt jedoch stellen sich ähnliche Anteile an Klassiﬁzierungen ein: Bei einem
Grad des Dafürhaltens von 75%, respektive bei einer Mindestanzahl von FCD
in der Höhe von 35 gab es praktisch keine falschen Klassiﬁkationen mehr (≤
5%). Für diesen Wert liegt der Anteil an Klassiﬁkationen in beiden Fällen bei
etwa 30%.
Zur Verdeutlichung des Verhaltens der KKR werden deren Ergebniswerte
noch einmal in Tabelle 4.3 dargestellt. Hier ist ersichtlich, dass sich die KKR
für beide Herangehensweisen zu der jeweiligen Anzahl an Klassiﬁkationen ähn-
lich verhalten. Insgesamt lässt sich feststellen, dass individuelle Programme
von Lichtsignalanlagen mit bis zu einer KKR von 98% korrekt klassiﬁziert
werden können, falls genügend aufgezeichnete Fahrten vorliegen und Muster
erkannt werden können. Liegen keine Qualitätsanforderungen an die KKR vor,
so ergibt sich eine KKR von 84% im gesamten Testfeld. An dieser Stelle ist es
hilfreich, den Bogen zum einführend dargelegten Nokia-HERE Anwendungsfall
zu spannen. Mit der geplanten Erweiterung der bestehenden Kartendienste um
Echtzeitinformationen aus den Fahrzeugen als mobile Sensoren ist zu erwar-
ten, dass in naher Zukunft große Mengen an FCD gesammelt und verarbeitet
werden können.
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4.3.5 FCD-basierte Signalzustandschätzung im
Realumfeld: Lernen von Schaltzeitpunkten
Die Grundlage zur eigentlichen Detektion von Schaltzeitpunkten wurde mit
dem zuvor eingeführten Verfahren zur Umlaufzeitschätzung gelegt. Nun gilt es,
die Freigabe- und Sperrzeiten individueller Fahrverkehre und Signalprogram-
me der vorliegenden Lichtsignalanlagen zu lernen. Hierzu muss diﬀerenziert
werden zwischen der Grünstartschätzung und Rotstartschätzung. Der Grund
liegt in den zu detektierenden Charakteristika, die auf einen Grünstart, re-
spektive Rotstart schließen lassen. Während eine Häufung von Beschleunigun-
gen auf einen kurz zurückliegenden Grünstart hinweist, ist der Abbruch von
Überfahrungen der Kreuzung ein Indikator für eine eingetretene Rotphase. Im
Folgenden wird zunächst ein Verfahren zur Grünstartschätzung eingeführt und
evaluiert, gefolgt von einem Verfahren zur Rotstartschätzung.
Grünstartschätzung: Die meisten Schritte des im Rahmen dieser Arbeit
entwickelten Verfahrens zur Grünstartschätzung tG sind bereits im Kontext
der Umlaufzeitschätzung vorgestellt worden, da es sich überdies eignet, eine
Schätzung der wahrscheinlichsten Umlaufzeit abzugeben. Die technische De-
taillierung ﬁndet sich daher in Abschnitt 4.3.3.4. Die Formeln 4.19 bis 4.23
beschreiben hierbei die Berechnung des geschätzten Grünstartes tGk auf Basis
eines Beschleunigungspunktes bk. Aufbauend wird die mittlere Grünstartschät-







Ausgehend von einer zuvor korrekten Umlaufzeitschätzung T kann der um-
laufzeitrelative Grünstart τG mittels Formel 4.24 bestimmt werden. An dieser
Stelle wird noch einmal kurz auf die Funktionsweise des Modells eingegangen.
Der Ansatz macht sich die Gesetzmäßigkeiten zunutze, die dem zeitlichen Mus-
ter von beschleunigenden Fahrzeugen in einer Warteschlange zugrunde liegen.
So konnten Hoﬀmann et al. zeigen, dass der an der Kreuzung an vorderster
Stelle wartende Fahrer mit einer mittleren Startreaktionszeit von 1,31 Sekun-
den anfährt, die nachfolgenden Fahrzeuge eine Folgereaktionszeit von 0,78 bis
1,10 Sekunden aufweisen [68]. Dieser Sachverhalt wurde in Abschnitt 4.3.3.4 in
eine Funktion überführt. Während dieses Verfahren hinsichtlich Eﬃzienz der
Umlaufzeitschätzung von anderen Verfahren übertroﬀen wurde, erreicht es bei
der Grünstartschätzung einen vergleichbar niedrigen mittleren Fehler.
Rotstartschätzung: Während der Grünstart eines Fahrverkehrs mit-
tels des Warteschlangenmodells beschleunigender Fahrzeuge geschätzt werden
kann, ist eine umgekehrte Herangehensweise für die Rotstartschätzung, näm-
lich die Betrachtung von Abbremspunkten, nicht zulässig. Dies kann relativ
einfach anhand der Tatsache begründet werden, dass Fahrzeuge zeitlich be-
liebig verteilt (genauer Poisson-verteilt) an eine koordinierte Kreuzung heran-
fahren. Auch lässt ein Stopp (im Gegensatz zu einem Start) keinerlei Rück-
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Abbildung 4.18: Histogramm zeitlicher Verteilungen von Haltelinienüberque-
rungen und tatsächliche Grünphase. Über 95% der gemesse-
nen Haltelinienüberquerungen liegen innerhalb der Grünpha-
se.
schlüsse auf den tatsächlichen Signalzustand des zugehörigen Fahrverkehrs zu.
Insbesondere ist es möglich, dass eine noch nicht abgebaute Warteschlange
ein herannahendes Auto zum Halt zwingt, obwohl schon der Signalzustand
Grün vorliegt. Eine valide Annahme ist jedoch, den Beginn des Signalzustan-
des Rot anhand des Endes der Grünphase zu bestimmen. Oﬀensichtlich dürfen
bei Rot keine Fahrzeuge in die Kreuzung einfahren, das Einsetzen von Rot
ist also mit dem Abbruch von Haltelinienüberquerungen der entsprechenden
Fahrtrichtung gleichzusetzen. Jedoch erfolgt in der Realität kein abrupter Ab-
fall von Haltelinienüberquerungen. So gibt es immer wieder Beobachtungen
von Überquerungen, die augenscheinlich bei Rot erfolgen. Die Gründe hierfür
sind mannigfaltig: So ist es möglich, dass aufgrund von Ungenauigkeiten in der
Haltelinienverortung Zustände fälschlicherweise als Überquerungen klassiﬁziert
wurden, tatsächlich jedoch ein Halt vor der Haltelinie erfolgte. Auch Ungenau-
igkeiten in den zugrundeliegenden FCD sind möglich. Schlussendlich sind auch
Rotlichtverstöße denkbar. Verdeutlicht werden kann dies anhand der Darstel-
lung eines Histogramms zeitlicher Verteilungen von Haltelinienüberquerungen.
Aus Abbildungen 4.18 ist ersichtlich, dass ein Abfall von Haltelinienüberque-
rungen um den Bereich des Signalwechsels auf Rot erfolgte, jedoch auch einige
Überquerungen nach dem Ende der Grünphase stattfanden. Aus diesem Grund
ist es nicht möglich, lediglich den letzten Überfahrtszeitpunkt für das Ende der
Grünphase zu verwenden. Vielmehr erscheint es sinnvoll, zum Mittelwert der
Überfahrtszeitpunkte die Standardabweichung, multipliziert mit einem Faktor
F , zu addieren und diesen Wert als wahrscheinlichsten Rotstart anzunehmen:
tR = µ+ F · StD (4.35)
Die Ausgangsbasis stellt hier wieder eine Menge von Positionspunkten bei Hal-
telinienüberquerung nach Formel 4.16 dar. Im vorliegenden Fall liegt die kor-
rekte Umlaufzeit T vor, aus der die relative Zeit der Haltelinienüberquerung
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Anzahl
FCD
[0, 50] ]50,100] ]100,150] ]150,200] ]200,250] ]250,300] ≥ 300
Faktor 0.7 0.85 1 1 1 1.15 1.5
Tabelle 4.4: Rotstartschätzung: Multiplikationsfakor für Standardabweichung
von Haltelinienüberfahrungen. Unterscheidung nach Anzahl vor-
liegender FCD.
τR nach Formel 4.17 errechnet wird. Je nach Anzahl an gemessenen Überfahr-
ten variieren jedoch Mittelwerte und Standardabweichung. Liegen etwa viele
Überquerungen vor, reduziert sich die Standardabweichung teilweise deutlich.
Aus diesem Grund wird der optimale Faktor empirisch ermittelt. In einer drei-
fachen Kreuzvalidierung wird hierzu der Faktor mit dem geringsten mittleren
quadratischen Fehler ermittelt. Dabei wird die Menge vorliegender FCD eben-
falls miteinbezogen. Dieser Faktor ist in Tabelle 4.4 dargestellt.
4.3.6 Bewertung des Verfahrens zum Lernen von
Schaltzeitpunkten
Im Folgenden werden die Grünstart- und Rotstartschätzungen hinsichtlich der
Genauigkeit der Schätzung evaluiert. Es werden wieder Tests an allen Fahr-
verkehren einer jeden Kreuzung im Testfeld, sowie jedem individuellen Signal-
programm vollzogen. Zur Bewertung der Abweichung zwischen den Grün- re-
spektive Rotstartschätzungen und den tatsächlichen Signalwechseln wird die
Wurzel des mittleren quadratischen Fehlers Root-Mean-Square Error (RMSE)





E((t̂G/R − tG/R)2) (4.36)
Dabei stellt t̂G/R die Grün- respektive Rotstartschätzung dar, tG/R den tatsäch-
lichen Grün- respektive Rotstart. Ein zentraler Vorteil der hier vorgestellten
Modelle zur Grün- und Rotstartschätzung ist, dass diese, wie auch das Modell
zur Umlaufzeitschätzung, die Möglichkeit bieten, eine bestimmte Qualitätsan-
forderung zu berücksichtigen. In beiden Fällen kann die Standardabweichung
um den Erwartungswert (vorliegende Grün- oder Rotstartschätzung) als Qua-
litätsmaß für die Aussage herangezogen werden. Liegt eine geringe Streuung
um den geschätzten Wert vor, so darf der Aussage eine höhere Konﬁdenz zu-
gesprochen werden, als bei einer hohen Streuung.
Dieser Sachverhalt bestätigt sich anhand der entsprechenden Untersuchung,
dargestellt in der Abbildung 4.19a. Anhand des Verlaufs des RMSE für die
Grün- und Rotstartschätzung ist ersichtlich, dass dieser deutlich reduziert wer-
den kann, wenn für die maximal zulässige Standardabweichung der Schätzung
ein Schwellwert gesetzt wird. So kann der RMSE für die Grün- und Rotstart-
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(a) RMSE von Grünstartschätzungen und
Anzahl an Schätzungen für variierende
maximal zulässige StD.



















(b) RMSE von Grün- und Rotstartschätzun-
gen für variierende maximal zulässige
StD.
Abbildung 4.19: Auswertung im Testfeld München anhand von 80 Lichtsignal-
anlagen: Evaluation der Grün- und Rotstartschätzung anhand
des RMSE. Analyse des RMSE bei variierender maximaler
StD, sowie variierender Mindestanzahl an FCD.
schätzung auf unter eine Sekunde reduziert werden. Freilich nimmt demgegen-
über die Anzahl an Schätzungen ab. Hier muss ein Entscheider bzw. Quali-
tätsanforderer individuell entscheiden, auf wie viel Schätzungen er verzichten
möchte, um einen gewünschten RMSE zu erreichen.
Abbildung 4.19b stellt den RMSE der Grün- und Rotstartschätzungen in
Abhängigkeit zu einer vorliegenden Anzahl von FCD dar. Es ist zu erkennen,
dass sich der RMSE der Grünstartschätzung ab etwa 130 Überfahrten auf
+/−2 Sekunden einpendelt. Dieser Wert wird ab dieser Anzahl von verfügba-
ren FCD konstant eingehalten, es erfolgt nur eine marginale Abweichung von
diesem. Auch zeigt sich, dass mit einer größeren Anzahl an FCD kein geringe-
rer RMSE erreicht wird. So ist der RMSE mit 300 oder mehr aufgezeichneten
FCD nicht geringer als mit 130. Auﬀallend ist auch, dass bereits ab fünf aufge-
zeichneten Fahrten ein RMSE von +/−3, 5 Sekunden erreichbar ist und dieser
bis 50 aufgezeichneten Fahrten konstant auf diesem Niveau bleibt. Erst eine
noch größere Menge an Fahrten (50-130 verfügbare FCD) kann zu einer weite-
ren Verbesserung führen. Die Rotstartschätzung kann hinsichtlich des RMSE
nicht an die Grünstartschätzung heranreichen. So zeigt sich anhand Abbildung
4.19b, dass im besten Falle ein RMSE von +/ − 3 Sekunden erreicht werden
kann. Auch legt der Trend der Kurve nahe, dass mit einer noch größeren Men-
ge verfügbarer Fahrten jenseits der 350 auch keine signiﬁkante Verbesserung
mehr wahrscheinlich ist. Im unteren Bereich verfügbarer FCD ist, ähnlich zu
einer Grünstartschätzung, schon ab einer einstelligen Zahl an FCD ein RMSE
beobachtbar, die bis zu etwa 50 Fahrten konstant bleibt. Im Unterschied zu
einer Grünstartschätzung von +/− 3, 5 Sekunden liegt der RMSE jedoch bei
etwa +/− 6. Der generell höhere RMSE kann mit der Ermangelung an besse-
rer Gesetzmäßigkeiten als die bloße Haltelinienüberquerung begründet werden.
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Während mit dem Warteschlangenmodell eine verlässliche Gesetzmäßigkeit für
das Verhalten von Fahrern bei einem Signalwechsel auf Grün gefunden wurde,
ist die Rotstartschätzung auf der Basis von Haltelinienüberquerungen größe-
rem systematischem Rauschen unterworfen. Als einﬂussreichster Faktor wur-
de hierbei die Genauigkeit der Haltelinienverortung ausgemacht. Es erfolgte
eine Referenzverortung einer Haltelinienposition mittels eines Navilock GPS
NL-602U USB GPS Empfängers, der laut Herstellerangaben eine Positionsge-
nauigkeit von 2,5 m CEP (Circular Error Probable) [85] erreicht. In diesem
Stichprobentest konnte der RMSE der Rotstartschätzung um ca. 2 Sekunden
reduziert werden. Insgesamt sind die hier vorgestellten Verfahren sowohl zur
Grünstart- als auch Rotstartschätzung valide und verlässliche Instrumente zur
Rekonstruktion des Ampelverhaltens an koordinierten Kreuzungen. Auch im
Vergleich mit dem von Fayazi et al. vorgestellten Modell zur Schaltzeitrekon-
struktion an ausgewählten Lichtsignalanlagen in San Francisco [51] können
diese überzeugen. Die Autoren geben den RMSE des Grünstartes für die fünf
untersuchten Lichtsignalanlagen auf ca. 5 Sekunden an. Das vorgestellte Ver-
fahren zur Grünstartschätzung ist in der Lage, ein RMSE von 2 Sekunden
zu erreichen. Ohne die Deﬁnition eines Schwellwertes für die Varianz ist eine
Grünstartschätzung von 4 Sekunden erreichbar. Insbesondere unter Berück-
sichtigung des umfangreichen Tests mit 80 Lichtsignalanlagen, wovon ein Teil
schwach verkehrsabhängig ist, darf hier von aussagekräftigen Werten ausgegan-
gen werden. Hinsichtlich des RMSE von Rotstartschätzungen machen Fayazi
et al. keine Angaben.
4.4 Zusammenfassung
In diesem Kapitel wurden Verfahren zur FCD-basierten Schätzung von Signal-
zuständen von Lichtsignalanlagen vorgestellt. Hierzu wurde im ersten Teil
des Kapitels eine umfangreiche Potentialanalyse anhand eines theoretischen
Modells zur Schaltzeitschätzung durchgeführt. Erklärtes Ziel war es, die Um-
setzbarkeit eines solchen Ansatzes für den praktischen Einsatz nachzuweisen.
Hierbei wurde eine Abschätzung der zu sammelnden Anzahl von FCD durchge-
führt, die für eine verlässliche Schätzung vonnöten ist. Für die Rekonstruktion
der korrekten Umlaufzeit wurde eine formelle Untersuchung des Zusammen-
hangs von verfügbaren FCD zur Wahrscheinlichkeit der Detektion von falschen
Hypothesen möglicher Umlaufzeiten getätigt. Diese dient als untere Schranke
für Lernalgorithmen zur Schätzung der korrekten Umlaufzeit im realen Umfeld.
Die Untersuchung des Zusammenhangs zwischen der Detektion der korrekten
und eindeutigen Umlaufzeit und der verfügbaren FCD wiederum zeichnet ein
realistischeres Bild für die Lernalgorithmen. Aufgrund der bewusst gewählten
Einfachheit des Modells wurde dieses als Zielwert für spätere Lernalgorithmen
im realen Umfeld deﬁniert. Für das zugrunde liegende Modell wurde ein Aus-
schlussverfahren aufgestellter Hypothesen gewählt. Die Grundannahme war
dabei, dass bei einer korrekt gewählten Umlaufzeit zwei Geradeausrichtungen
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nie zur gleichen Zeit den Signalzustand grün haben dürfen. Wurde diese Re-
gel verletzt, konnte die angenommene Umlaufzeit verworfen werden. In einer
Laborsimulation wurde gezeigt, dass der korrekte Umlaufzeitkandidat stets
nach 40 Überfahrten in jede der beiden Geradeausrichtungen gefunden werden
kann. Weiterhin wurde eine Verteilungsanalyse der Zeitpunkte von Haltelinien-
überquerungen durchgeführt, in der die inverse Gaussverteilung als geeignetes
Maß zur Beschreibung der Verteilung bestimmt wurde. Diese diente sodann als
Eingangsgröße für eine anschließende Untersuchung zur Genauigkeit von Grün-
und Rotstartschätzungen. Mithilfe einer statistischen Auswertung konnte ei-
ne obere Schranke, respektive ein Zielwert für die Genauigkeit der Grün- und
Rotstartbestimmung deﬁniert werden. Hier wurde die Wahrscheinlichkeit des
Auftretens einer Haltelinienüberquerung zu einem bestimmten Zeitpunkt am
Anfang, respektive Ende, einer Grünphase bestimmt. Die theoretische Aus-
wertung stellte einen wichtigen Meilenstein für die nähere Untersuchung der
Signalzustandschätzung anhand von FCD im realen Umfeld dar. So konn-
te mithilfe der Abschätzung benötigter FCD das Potential eines Verfahrens
zum automatisierten Lernen von Signalzuständen aufgezeigt, aber auch wei-
tere Forschungsarbeiten begründet werden. Darüber hinaus rechtfertigt dies
eine Aggregation von FCD aus der Testﬂotte, welche üblicherweise mit Kosten
verbunden ist.
Auf Basis dieser Erkenntnisse konnte im zweiten Teil dieses Kapitels ein kom-
plexer Algorithmus zur Umlaufzeit-, sowie zur Schaltzeitschätzung entworfen
werden. Zentrale Herausforderungen waren hierbei sowohl in der Haltelinien-
verortung, als auch bei den Positionsdaten von FCD die Kompensation von
Rauscheinﬂüssen in der Positionierung, aber auch Fehlverhalten von Fahrern,
wie z.B. Rotlichtverstöße. Hierzu wurden zunächst in den vorliegenden FCD
geeignete Merkmale zur Mustererkennung des Verhaltens von Fahrzeugen an
koordinierten Kreuzungen bestimmt und untersucht. Dabei konnten bereits
bekannte Eigenschaften wie das Warteschlangenmodell zur Schätzung von Be-
schleunigungszeiten nach Akçelik und Besley [69] bestätigt, aber auch neue
Merkmale detektiert und weitere Verfahren zur Mustererkennung abgeleitet
werden. Aus dem Pool der möglichen Verfahren und deren Merkmalseigen-
schaften wurden diejenigen mit den stärksten Merkmalsausprägungen ausge-
wählt. Um ein Maß des Dafürhaltens, d.h. eine Wahrscheinlichkeit für individu-
elle Aussagen zu generieren, aber auch um die individuellen Ergebnisse zusam-
menzuführen, wurden für die Verfahren sodann Bayes-Wahrscheinlichkeiten
anhand des Testfeldes trainiert und mithilfe der Bayes'schen Fusion miteinan-
der kombiniert. Das so konzipierte Verfahren zur Umlaufzeitschätzung ist in
der Lage, den in der Theorie hergeleiteten Zielwert von 40 FCD zu erreichen.
Dies war jedoch mit einer deutlichen Komplexitätssteigerung des zugrunde-
liegenden Modells verbunden, um die Rauscheinﬂüsse im realen Umfeld zu
kompensieren. In der Evaluation zur Erkennung von Signalprogrammen konn-
te aufgezeigt werden, dass das vorgestellte Verfahren in der Lage ist, eine KKR
von mehr als 0,95 zu erreichen. Bei der Grünstartschätzung im realen Umfeld
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konnte die statistische Auswertung aus dem ersten Teil dieses Kapitels bei
weitem übertroﬀen werden. So ist bereits mit einer einstelligen Menge von
Beschleunigungspunkten ein RMSE von +/ − 3, 5 Sekunden erreichbar. Die-
ser kann mit ca. 130 aufgezeichneten Fahrten auf +/ − 2 Sekunden reduziert
werden. Die Wahrscheinlichkeit der Beobachtung einer Fahrt innerhalb der
ersten fünf Sekunden lag in der statistischen Auswertung mit 50 Überfahr-
ten nur bei durchschnittlich 40%, bei 130 Überfahrten ergab sich eine Wahr-
scheinlichkeit von etwa 70%. Der Grund für das sehr gute Abschneiden der
Grünstartschätzung liegt in der Wahl des Warteschlangenmodells zur Muste-
rerkennung, das ein sehr geeignetes Modell zur Beschreibung des Verhaltens
von Fahrern an signalisierten Kreuzungen zu sein scheint. Die Rotstartschät-
zung übertriﬀt die statistische Auswertung des theoretischen Teils leicht. Hier
ist mit 130 Haltelinienüberquerungen ein RMSE von +/− 5, 5 Sekunden, mit
50 Haltelinienüberquerungen ein RMSE von +/− 4 Sekunden erreichbar. Die
Wahrscheinlichkeiten für eine Beobachtung mit diesen Genauigkeiten lag bei
75% respektive 80%.
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Die vorangegangen Kapitel befassten sich mit der crowdsourcingbasierten
Schätzung zukünftiger Signalzustände, welche die Grundlage der im Abschnitt
2.1.2 beschriebenen Ampelassistenzfunktionen darstellen. Von diesen dort be-
schrieben Funktionen sind beim Grüne-Welle Routing, auch ampeladaptives
Routing genannt, noch einige Forschungsfragen zu klären, denen sich die-
ses Kapitel widmet. Großen Forschungsbedarf gibt es insbesondere noch bei
der Zukunftsvision der besseren Auslastung des Verkehrsnetzes und der CO2-
Reduktion durch intelligente Routenwahl. Vor dem Hintergrund der zuneh-
menden Verkehrs- und CO2-Belastung in urbanen Räumen gewinnt diese The-
matik auch gesellschaftlich an Relevanz. So wurde bereits 2010 die Richtlinie
2010/40/EU zur Einführung intelligenter Verkehrssysteme in der EU beschlos-
sen [86]. Sie führte zu einer Reihe nationaler Gesetzesänderungen, wie etwa dem
Intelligente Verkehrssysteme Gesetz (IVSG) vom 20. Juni 2013 [87]. Damit ein-
hergehend wurde vom BMVI der Aktionsplan für Intelligente Verkehrssysteme
(IVS) vorgestellt, in dem auf die breite Verfügbarkeit von Echtzeitverkehrsda-
ten für alle Fahrzeuge gedrängt wird. Das ehrgeizige Ziel ist es, bis 2020 nicht
nur die vorhandenen Straßen besser auszulasten, sowie die Zahl der Unfälle zu
senken. Zugleich sollen auch der Kraftstoﬀverbrauch und die CO2-Emissionen
sinken.
Das nachfolgend vorgestellte ampeladaptive Routing stellt einen Beitrag zur
technischen Umsetzung dieser geforderten Maßnahmen für urbane Ballungs-
räume dar. Das Ziel des Verfahrens zur ampeladaptiven Routenauswahl ist,
die Wartezeiten an Lichtsignalanlagen aufgrund von Rotzeiten zu minimieren
und so die Reisezeit zu verkürzen. Damit einhergehend ist durch die Wahl von
ampeladaptiven Routen eine Kraftstoﬀeinsparung zu erwarten, da unnötige
Stopps und nachfolgende energieintensive Beschleunigungen an Lichtsignalan-
lagen vermieden werden können. Aus diesem Grund wurde für die Wahl eines
passenden Begriﬀs der Terminus ampeladaptives Routing (AA-Routing) ver-
wendet: Im Fokus steht die Optimierung einer Route hinsichtlich der Warte-
zeiten an Ampeln. Indem diese minimiert werden, werden auch Standphasen
an roten Ampeln reduziert, jedoch nicht immer vermieden. Der Begriﬀ des
grüne-Welle-Routings könnte daher - wenn auch gleichbedeutend - irrefüh-
rend sein.
Ziel der weiteren Forschung ist es, ein Modell zur Umsetzung einer intel-
ligenten und dynamischen Routingstrategie unter Einbeziehung zukünftiger
Schaltzeiten zu konzipieren und hinsichtlich des voraussichtlichen Reisezeitge-
winns im realen Umfeld zu bewerten.
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Hierbei muss berücksichtigt werden, dass bestehende Kartenmaterialien und
deren Graphstrukturen nicht beliebig verändert werden dürfen. Es ist eine Lö-
sung vonnöten, die keine, oder minimale Auswirkungen auf die Berechnungszeit
von Routen zur Laufzeit hat, aber auch keine intensiven Anpassungsmaßnah-
men in der Graphstruktur- oder beim Routingalgorithmus nach sich zieht.
Ferner muss eine Bewertung über tatsächliche Reisezeitersparnisse im realis-
tischen Umfeld durchgeführt werden. Weite Teile des Verfahrens und dessen
Ergebnisse wurden durch den Autor in [100] veröﬀentlicht.
5.1 Vorveröﬀentlichungen
Die Kerninhalte dieses Kapitels wurden vom Autor bereits in [100] publiziert.
Wie in Kapitel 1 ausführlich dargestellt, stammen die in den Manuskripten und
nachfolgend präsentierten Inhalte bzgl. Idee, Konzepts, Theorie und Evaluati-
on vom Autor der vorliegenden Arbeit. Die in der Veröﬀentlichung vorgestellte
Evaluation wurde im Rahmen dieser Arbeit erweitert. Ebenfalls in dem Ma-
nuskript enthalten waren die Abbildungen 5.1b und 5.2.
5.2 Voraussetzungen für das ampeladaptive
Routing
Das ampeladaptive Routing unter Einbeziehung von Echtzeitverkehrsinforma-
tionen stellt erhöhte Anforderungen an die Verfügbarkeit und Qualität dynami-
scher Informationen für eine Routenwahl. Diese werden im Folgenden explizit
dargelegt.
5.2.1 Verfügbarkeit eines Kommunikationskanals
Während die klassische, statische Routenberechnung mithilfe von Infrastruk-
turdaten, wie Streckenlängen und Höchstgeschwindigkeit in der heutigen Zeit
bereits weit verbreitet ist, ergeben sich durch den immer weiter fortschreiten-
den Ausbau mobiler Datenkommunikation von 2G (GSM) über 3G (UMTS)
hin zu 4G (LTE) viele Möglichkeiten der dynamischen Routenoptimierung. So
ist es z.B. möglich, mit dem Floating Car Data-Modell, vgl. Abschnitt 2.4, Be-
wegungsdaten über diese Telematik-Systeme zu versenden und daraus dynami-
sche Informationen wie Echtzeitverkehrsinformationen zu erzeugen und bereit
zu stellen. Als große proprietäre Anbieter dieser Dienste gelten INRIX, HERE
oder TomTom, vgl. Abschnitt 2.4.2. Auch können auf diesem Wege Unfallmel-
dungen, Baustellen oder kurzfristig gesperrte Straßen bei der Routenberech-
nung angefragt und für die Berechnung der Route zu berücksichtigt werden.
Mithilfe der mobilen Datenkommunikation können darüber hinaus auch ande-
re Informationen wie Schaltzeitprognosen zur Routenberechnung hinzugezogen
werden.
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5.2.2 Verfügbarkeit von Schaltzeitprognosen
Informationen zur Verkehrssituation, Staumeldungen oder Unfallmeldungen
sind bereits in relativ hohem Maß verfügbar, vgl. Abschnitt 2.4.2. Live-
Information über die aktuellen und zukünftigen Signalzustände von Lichtsi-
gnalanlagen dagegen gibt es in umfangreichen Maße noch nicht. Um einen
ampeladaptiven Routingdienst anbieten zu können, sind diese jedoch unab-
dingbar. Im Rahmen dieser Arbeit können jedoch die generierten Schaltzeit-
prognosen der Kapitel 3 und 4 zur Modellierung eines dynamischen Routing-
verfahrens herangezogen werden. Dabei soll nicht nur ein neues Routingver-
fahren unter Berücksichtigung von Schaltzeitprognosen herangezogen werden,
sondern auch evaluiert werden, unter welchen Rahmenbedingungen ein solcher
Dienst gewinnbringend angeboten werden kann. Wie sich in den Kapiteln 3 und
4 zeigte, ist es nicht möglich, mit bestehenden Verfahren eine ﬂächendecken-
de Prognose von zukünftigen Schaltzeiten zu generieren. Folglich ist ebenfalls
zu untersuchen, ob trotz dieser Teilverfügbarkeit von Prognosen das Angebot
eines ampeladaptiven Routingverfahrens sinnvoll erscheint.
5.2.3 Verfügbarkeit von Verkehrsinformationen
Neben Schaltzeitinformationen sind auch Verkehrsinformationen für ein ampe-
ladaptives Routing vonnöten. Um einen maximalen Reisezeitgewinn zu erhal-
ten, müssen aktuelle und voraussichtliche Reisezeiten auf den einzelnen Kanten
zum Ziel verfügbar sein. Ohne diese ist die Wahrscheinlichkeit, aus der vorbe-
rechneten ampeladaptiven Route aufgrund von Verzögerungen herauszufallen,
sehr hoch. Neuere Generationen von Navigationsgeräten beziehen bereits Echt-
zeitverkehrsinformationen in die Routingwahl ein, vgl. Abschnitt 2.4.2. Diese
Informationen können folglich für die ampeladaptive Routingwahl ebenfalls
als gegeben vorausgesetzt werden. Für die Implementierung des ampeladapti-
ven Routings in München stehen stochastische Reisezeitschätzungen und Echt-
zeitverkehrsinformationen im gewählten Referenzzeitraum zur Verfügung. Es
handelt sich dabei um Navigationsdaten der BMW-Group. Dennoch können
Echtzeitverkehrsinformationen von der tatsächlichen Verkehrslage abweichen.
Aus diesem Grund wird evaluiert, welche Qualitätsanforderung an die Genau-
igkeit der Echtzeitverkehrsinformationen gestellt werden muss.
Die Bemessung der Abweichung von Echtzeitverkehrsinformationen zur tat-
sächlichen Verkehrssituation gilt jedoch als schwierig und ist derzeit Gegen-
stand von Forschungsarbeiten. Als Kernproblem gilt hier die Tatsache, dass
kein Ground-Truth verfügbar ist. Mithilfe der FCD-Technologie können ferner
nur Stichprobenuntersuchungen durchgeführt werden, die ebenfalls kein ganz-
heitliches Bild liefern können. Auch stellen andauernde, mikroskopische Ge-
schwindigkeitsveränderungen auf einzelnen Kanten weitere Herausforderungen
bei der Bewertung. Es gibt jedoch schon erste Verfahren zur Bewertung der
Reisezeitschätzung in der Literatur. So stellen Palmer et al. ein Verfahren vor,
mit dessen Hilfe es möglich ist, vorliegende Echtzeitverkehrsinformation auf
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Autobahnen mithilfe von FCD zu bewerten und die Abweichung in der Rei-
sezeit zu quantiﬁzieren [88]. Sie sind in der Lage, mit Durchdringungsraten
von FCD >1% einen Fehler in der Reisezeit von weniger als 5% nachzuweisen.
Noch komplexer gestaltet sich die Bewertung der urbanen Verkehrsprognose-
qualität, die derzeit intensiv beforscht wird, u.a. auch in einem Forschungspro-
jekt des Fachbereichs Verkehrsinformationsmanagement, Routenoptimierung
der BMW Group.
5.2.4 Eindeutigkeit der Zuordnung von Kanten des
Routinggraphen zur Signalgruppe einer
Lichtsignalanlage
Verkehrsnetze weisen insbesondere in urbanen Ballungsräumen Besonderhei-
ten im zugrundeliegenden Routinggraphen auf, die das ampeladaptive Routing
erschweren. Ein Straßennetz spannt einen gerichteten Graphen auf. Jede Kan-
te ist mit Attributen wie die Länge der Kante, Lane Category (Anzahl der
Fahrspuren), Speed Category (Geschwindigkeitskategorie auf der Kante) oder
Intersection Category (Zusatzinformationen über Kreuzungen, etwa Restrik-
tionen) versehen.
Graphen zur Straßennavigation enthalten dagegen üblicherweise keine In-
formationen zu Lichtsignalanlagen. Für ein ampeladaptives Routing sind diese
aber unverzichtbar. So müssen die Geopositionen aller Haltelinien, einzelne
Signalgruppen einer Lichtsignalanlage und zugehörige Schaltzeitprognosen be-
kannt sein und im Graphen adäquat repräsentiert werden. In der vorgestell-
ten Lösung werden dazu Haltelinienpositionen als Attribute auf den Kanten
gespeichert, die auf signalisierte Kreuzungen zuführen. Die zentrale Heraus-
forderung ist hier jedoch die Bestimmung der korrekten Signalgruppe. Ha-
ben Abbieger eine andere Freigabezeit als Geradeausfahrer, existieren mehrere
Signalgruppen. So können etwa Linksabbieger andere Schaltzeiten haben als
Geradeausfahrer. Um die korrekte Signalgruppe und damit die entsprechende
Prognose zu bestimmen, muss dies somit über die Kombination von einge-
hender Kante (Inlink) und ausgehender Kante (Outlink) erfolgen. Abbildung
5.1a zeigt den einfachsten Fall, in dem die korrekte Signalgruppe bereits direkt
durch den Inlink und Outlink bestimmt ist. Im Kreuzungsmittelpunkt treﬀen
sich vier Kanten, weshalb dieser durch einen eindeutigen Knoten bestimmt
ist. Folglich kann eine Abbiegebeziehung direkt durch die Kombination Inlink
und Outlink bestimmt werden. Abbildung 5.1a illustriert dagegen einen Fall,
in dem die eindeutige Zuordnung von Abbiegebeziehung zur Signalgruppe erst
mit der Kombination von drei Kanten erfolgt. Für die Implementierung des
ampeladaptiven Routings wird dies zur Herausforderung: In der Konzeption
gängiger Routingalgorithmen wie dem Dijkstra-Algorithmus, respektive A*-
Algorithmus, ist eine Persistierung der relevanten Knoten bis zur eindeutigen
Bestimmung der entsprechenden Kantenkombination zur Signalgruppe nicht
möglich. In Abschnitt 5.4.2 wird dieser Sachverhalt noch einmal ausführlicher
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(a) Einfache Kreuzung: Der Kreuzungsmittelpunkt ist durch einen Knoten deﬁniert.
Die Kanten des zugrundeliegenden Routinggraphen sind direkt verbunden. Alle
Abbiegebeziehungen (Geradeaus, Linksabbieger, Rechtsabbieger) können durch
die direkte Kombination von Inlink und Outlink bestimmt werden.
(b) Komplexe Kreuzung: Der Kreuzungsmittelpunkt ist durch vier Knoten deﬁniert.
Inlink und Outlinks des zugrundeliegenden Routinggraphen nicht sind direkt
verbunden. Linksabbieger werden durch einen anderen Signalgeber als Gera-
deausfahrer koordiniert. Eine eindeutige Zuordnung der Kantenkombination zu
dem entsprechenden Signalgeber ist erst mit drei Kanten möglich.
Abbildung 5.1: Repräsentation einer Kreuzung durch Kanten und Knoten: Ge-
genüberstellung einer einfachen und komplexen Kreuzung.
beschrieben. Es ist an dieser Stelle festzuhalten, dass eine Eindeutigkeit einer
Zuordnung von Kantenkombinationen zu einer Signalgruppe zur Laufzeit des
Routingalgorithmus in bestehenden Graphen derzeit nicht möglich ist.
5.3 Ansätze zur Routenoptimierung
Im Folgenden werden existierende Ansätze zur Routenoptimierung unter
Einbeziehung von Lichtsignalanlagen vorgestellt. Diese teilen sich insbeson-
dere in zwei Bereiche auf: Bei Ansätzen zur mikroskopischen Optimierung
der befahrenen Route werden ideale Annäherungsstrategien an signalisierte
Kreuzungen auf einer gegebenen Route entworfen. Ansätze des zweiten
Teilbereichs behandeln die Wahl der optimalen Route auf makroskopischer
Ebene. Hier soll unter Emissions- und Reisezeitsgesichtspunkten eine ideale
Route gewählt werden. Beide Ansätze lassen sich kombinieren. So könnte auf
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makroskopischer Ebene eine Route mit minimalen Wartezeiten an Lichtsi-
gnalanlagen gewählt werden und ideale Annäherungsstrategien für diese auf
mikroskopischer Ebene bestimmt werden.
5.3.1 Modelle zur optimalen Geschwindigkeitplanung
Die Konzeption idealer Annäherungsstrategien an Lichtsignalanlagen ist in der
jüngsten Vergangenheit bereits intensiv erforscht worden.
Bereits 2000 stellen Rakha et al. eine Untersuchung der Auswirkung einer
Strecke mit aufeinander abgestimmten Lichtsignalanlagen auf den Kraftstoﬀ-
verbrauch vor. Sie zeigen, dass Fahrzeuge, die in einer grünen Welle koordiniert
sind, bis zu 50% des Kraftstoﬀverbrauches einsparen können. Asadi und Vahidi
veröﬀentlichen 2009 eine Vorschau des Energie- und Zeiteinsparpotentials bei
Einbeziehung zukünftiger Schaltzeiten anhand erster stichprobenartiger Simu-
lationen dieses Szenarios [89]. Auf einer simulierten, geraden Strecke mit sieben
Lichtsignalanlagen können sie so eine Reisezeitersparnis von 17,5% und eine
Kraftstoﬀersparnis von 59 % erreichen. In einer Erweiterung stellen sie 2011 ein
Verfahren vor, wie eine optimale Annäherungsstrategie durch Eingriﬀe in die
Längsregelung bei ACC (Autonomous Cruise Control) umgesetzt werden könn-
te. Der benutzte Sensor ist dabei das Kurzstreckenradar [90]. De Nunzio et al.
führen eine theoretische Bestimmung der idealen Geschwindigkeitsstrategien
über mehrere Kreuzungen hinweg durch [91]. Dazu lösen sie ein Optimierungs-
problem unter der Nebenbedingung der Energieverbrauchsminimierung. Durch
Xia et al. wurde in einem Testgelände mit einer Lichtsignalanlage und einer
Teststrecke von 307 Metern das Kraftstoﬀ-Einsparpotential eines informierten
Fahrers getestet [10]. Hier konnte sich der Fahrer an eine vorgeschlagene Ge-
schwindigkeitsempfehlung richten, um einen Halt an der Lichtsignalanlage zu
vermeiden. Die Kraftstoﬀeinsparung lag in den mit einem BMW 535i durch-
geführten Testläufen bei 13,6%, die Reisezeitersparnis bei 0,9%. Mahler et al.
stellen aufbauend auf bisherigen Annäherungsstrategien ein Modell zur opti-
malen Annäherung bei unvollständigen bzw. ungenauen Schaltzeitprognosen
vor [11]. Hierzu simulieren sie unter Benutzung der Software AOTONOMIE
v1210 zur Evaluation des Kraftstoﬀverbrauches ideale Verzögerungsstrategien
zur Vermeidung von Stopps an Lichtsignalanlagen. In ihrer 2014 vorgestellten
Veröﬀentlichung zu demselben Thema erfolgen probabilistische Erweiterungen
und weitere Simulationen [12]. Durch Eckhoﬀ et al. wurden die Potentiale und
Limitierungen idealer Annäherungsstrategien an Lichtsignalanlagen untersucht
[13]. In einer umfangreichen Simulation mit verschiedenen Verkehrsdichten und
Ausstattungsraten von Lichtsignalanlagen wurde der jeweilige CO2-Verbrauch
geschätzt. Es zeigte sich, dass zu Schwachlastzeiten ein Einsparpotential von
bis zu 11,5% erreicht werden kann, während bei Starkverkehrszeiten und hoher
Ausstattungsrate von Annäherungsstrategien sogar ein höherer CO2-Ausstoß
festgestellt wurde. Zurückzuführen ist dies laut Eckhoﬀ et al. auf die Tatsache,
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dass bei einer hohen Anzahl von Fahrzeugen mit Annäherungsstrategien und
einem gleichzeitig hohem Verkehrsaufkommen Staus verursacht werden.
5.3.2 Modelle zur optimalen Routenwahl
Im Folgenden werden einige Ansätze zur dynamischen Routenwahl vorgestellt,
welche, obgleich sie keine direkte Verbindung zum ampeladaptiven Routing ha-
ben, als wichtige verwandte Arbeiten erachtet werden sollten. Es gibt bereits ei-
nige proprietäre Lösungen (wie INRIX- oder TomTom-Verkehrsinformationen)
zur Berechnung von Echtzeitverkehrsinformationen basierend auf FCD (vgl.
Abschnitt 2.4). Dennoch gibt es hinsichtlich der Schätzung und Prognose des
Verkehrsaufkommens immer noch eine Menge oﬀener Forschungsfragen, insbe-
sondere da viele derzeitige Schätzverfahren noch als zu ungenau gelten [88].
Eine schon etwas ältere Technologie zur Erfassung grober Kennzahlen über
Verkehrsﬂuss und Verkehrsbelastung ist die Erfassung von Fahrzeugen durch
Verkehrsmessstellen. Dabei handelt es sich vor allem um eine Maßnahme, die
städtische Verkehrszentralen ergreifen, um den Verkehrsﬂuss zu überwachen
und zu steuern. Als Beispiel kann hier die Stadt Zürich genannt werden, die
ihre Daten sogar öﬀentlich zugänglich macht [92]. Aufbauend auf dieser Tech-
nologie gibt es Forschungsarbeiten mit dem Ziel, nicht nur Messstellen für die
Berechnung des Verkehrsaufkommens zu nutzen, sondern weitere Datenquel-
len zur besseren Verkehrsschätzung zu nutzen. In einem Ansatz werten die
Autoren das akustische Signal von Fahrzeugen am Straßenrand mittels Mi-
krophonen aus, um anhand der Lautstärke Rückschlüsse auf die Verkehrslage
zu tätigen [93]. Ein neuer Ansatz zur zuverlässigen und dynamischen Zielfüh-
rung wurde von Kaparis et al vorgestellt [94]. In ihrem Modell gehen sie davon
aus, dass die Zuverlässigkeit der Reisezeitschätzung für den Fahrer maßgeblich
ist. Es wird ein Verfahren vorgestellt, mithilfe dessen es möglich ist, Reise-
zeitzuverlässigkeiten auf individuellen Wegen zu errechnen. In einer weiteren
Veröﬀentlichung wurde ein instanzbasiertes Lernverfahren zur Schätzung und
Prognose von Verkehrskenngrößen unter Nutzung räumlicher und zeitlicher
Verkehrsmuster vorgestellt [95]. In ihrem Ansatz gehen sie von der Verfüg-
barkeit bestimmter Verkehrskenngrößen (etwa via Messstellen oder FCD) aus.
Grubwinkler et al. stellen ein Modell zur Vorhersage des Energieverbrauches
auf einer gefahrenen Route auf [96]. Sie werten dabei selbst aufgezeichnete
FCD im Raum München aus. Die Energieverbrauchswerte auf den einzelne
Kanten könnten für die Wahl einer möglichst sparsamen Route herangezogen
werden.
Hinsichtlich des ampeladaptiven Routings scheint nur wenig verwandte Li-
teratur zu existieren. Nach bestem Wissen adressiert lediglich die Veröﬀentli-
chung von Apple et al. das ampeladaptive Routing explizit [97]. Das Paper,
das von dem Start-Up-Unternehmen Connected Signals in Oregon veröﬀent-
licht wurde [98], stellt eine dynamische Routing-Applikation unter Berücksich-
tigung derzeitiger Schaltzeitinformationen für Smartphones vor. Hinsichtlich
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der Vorhersage zukünftiger Schaltzeiten geben sie an, ein stochastisches Mo-
dell zu nutzen. Der genaue Ablauf der Vorhersage zukünftiger Schaltzeiten
ist jedoch nicht explizit angegeben. Da laut der Aussage von Apple et al. de-
ren Schaltzeitprognosen auf einem stochastischen Prozess beruhen, geben sie
an, dass ihr Algorithmus zur Routenplanung ebenfalls ein stochastischer ist.
Hierzu berechnen sie die Wahrscheinlichkeitsverteilung der Ankunft an einem
Ort zu einer bestimmten Zeit und leiten daraus eine Wahrscheinlichkeitsvertei-
lung für das Verlassen einer Kreuzung zu einem bestimmten Zeitpunkt. Leider
präsentieren die Autoren in ihrer Veröﬀentlichung nur eine generelle Beschrei-
bung ihres Modells zur Schaltzeitvorhersage und dem Routingmodell, was ver-
mutlich auf deren unternehmerischen Hintergrund zurückzuführen ist. Auch
werden keine Aussagen über den Anteil zu prognostizierender Lichtsignalanla-
gen und der Prognosequalität angegeben. Für die Bewertung der Performance
eines ampeladaptiven Routingverfahrens ist das Wissen über die Abdeckung
prognostizierbarer Lichtsignalanlagen und die Qualität der Prognose genauso
maßgeblich wie aktuelle Verkehrsinformationen. Eine Auswertung hinsichtlich
der Qualität von berechneten Routen erfolgte durch Apple et al. jedoch nicht.
Auch wird nicht geklärt, in welcher Form die zuvor beschriebenen Unzuläng-
lichkeiten des bestehenden Routinggraphen behoben werden können.
5.4 Konzeption eines ampeladaptiven
Routingverfahrens
5.4.1 Implementierung des A*-Algorithmus
Die Basis für den modiﬁzierten ampeladaptiven Routingalgorithmus ist die A*-
Suche. Das primäre Ziel des ampeladaptiven Routings ist die Minimierung der
Wartezeit an Kreuzungen und damit einhergehen die Reduktion der Gesamt-
reisezeit. Folglich repräsentiert die A*-Gewichtungsfunktion g(s, u) auf Kante
e = (s, u) ∈ E die durchschnittliche stochastische Reisezeit. Zur Bestimmung
der Heuristik h(u, v) wird zunächst die schnellstmögliche Reisezeit der betrach-
teten Kachel gewählt. Im nächsten Schritt wird eine hypothetische Reisezeit





wobei e(v, z) die euklidische Distanz vom Startknoten v zum Zielknoten z re-
präsentiert und vmax die schnellste Route der betrachteten Kachel darstellt.
Der A*-Algorithmus hat in kleineren Straßennetzen als zielgerichteter Suchal-
gorithmus immer noch ein Einsparpotential von Faktor 2 bis 3 bei konservati-
ver Bewertung der Schätzfunktion [54]. Mit der Unterteilung eines Graphen in
Kacheln ist es somit möglich, die Schätzfunktion besser zu bewerten, um eine
möglichst hohe Performancesteigerung ohne Optimalitätsverlust zu erreichen.
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Die Optimalität des A*-Algorithmus ist in der eigenen Referenzimplementie-
rung also gegeben.
5.4.2 Lokale und temporäre Knotenduplikation
Die Identiﬁkation der korrekten Signalgruppe kann bei der Routingwahl nur
durch die Kombination des Inlinks und des Outlinks erfolgen. So können et-
wa Geradeausrichtungen andere Schaltzeiten aufweisen als Abbiegerichtungen.
Das wird zur Herausforderung, wenn die in eine Kreuzung einmünden Straßen
durch mehrere Kanten repräsentiert sind. Dies kann auftreten, wenn z.B. eine
bauliche Trennung modelliert werden soll. In diesem Fall müsste der ampe-
ladaptive Routingalgorithmus mehrere Knoten voraus expandieren. Erst nach
der eindeutigen Bestimmung einer Kantenkombination könnte dann eine Zu-
ordnung zur entsprechenden Signalgruppe erfolgen. Dies kann aber mit dem
Dijkstra-Ansatz zur Lösung des kürzeste Wege Problems nicht vereinbart wer-
den: Ein Fallbeispiel anhand der Abbildung 5.2a wird diesen Sachverhalt ver-
deutlichen: Die Hauptstraße (West nach Ost) ist hier referenziert durch zwei
Kanten. Die beiden Signalgeber für Linksabbieger und Geradeausfahrer weisen
unterschiedliche Schaltzeiten auf (SG 1 und SG 2).
Das ampeladaptive Routing sucht nun nach dem kürzesten Pfad von Knoten
1 zu Knoten 5. Zunächst werden hierzu die Knoten 4 und 2 expandiert und
(1,2),(2,3) als den kürzesten Pfad von 1 zu 3 bestimmt. Wird nun eine hypothe-
tische Wartezeit (Restrotzeit) für SG 1 auf Knoten 5 gelegt, so wäre der Knoten
2 bereits durch den Algorithmus expandiert worden und der nun möglicher-
weise schnellere, alternative Pfad (1,4),(4,2),(2,3),(3,5) nicht mehr gefunden
werden. Die Zuordnung der zusätzlichen Wartezeit auf Knoten 2 oder Kante
(1,2) ist ebenfalls nicht möglich, da SG 1 und SG 2 unterschiedliche Schaltzei-
ten aufweisen.
Zur Lösung dieses Problems wird ein Verfahren zur temporären und lokalen
Erweiterung des zugrunde liegenden Graphen eingeführt. Für eine konsistente
Lösung des kürzeste Wege Problems mit zusätzlichen Schaltzeitinformationen
ist es nötig, diese eindeutig auf die zugehörigen Kantenkombinationen zu proji-
zieren. Dies kann mithilfe eines Algorithmus zur lokalen und temporären Kno-
tenduplikation bestimmter Kanten im Graph erfolgen. Dieser wird beschrieben
in Algorithmus 2. Zur Erläuterung folgt eine Beschreibung zum prinzipiellen
Verfahren des Algorithmus in Wortform:
1. Bei der Suche der schnellsten Route mit dem modiﬁzierten A*-
Algorithmus liegen die zu betrachtenden Knoten in einer geordneten
Warteschlange vor. Für jeden aus der Warteschlange entnommenen Kno-
ten wird geprüft, ob es sich um eine koordinierte Kreuzung handelt. Ist
dies der Fall, werden alle in Einfahrtrichtung liegenden Signalgruppen
angefordert. Für jede Signalgruppe wird der zugehörige Kantenzug, der
zur eindeutigen Identiﬁzierung dieser nötig ist, bestimmt.
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Algorithm 2 Temporary Node Duplication
Input: (1) an inlink to the intersection
(2) A routing graph g = (v, e)
1: procedure NodeDuplication
2: signalgroups := g.getSignalGroups(inlink)
. get all signalgroups beginning with inlink
3: for i = 0 to signalgroups.length− 1 do
. iterate over signalgroups
4: signalgroup := signalgroups[i]
5: edges := signalgroup.getEdgeCombination()
6: if edges.length == 1 then
. signalgroup identiﬁed by one edge
. no node duplication needed
7: break
8: else if edges.length > 1 then
. signalgroup identiﬁed by more than one edge
9: copiedEdges;
10: for i = 0 to edges.length− 1 do
. create copies the connected edges
11: edgeCopy := copy(edges[i])
12: startNode := g.getStartNode(edges[i])
13: startNodeCopy := copy(startNode)
14: if i == 0 then
. ﬁrst edge of SG's connected edges
15: startNodeCopy.removeOutgoingEdges()





. connect startNodeCopy and endNode
19: edgeCopy.setStartNode(startNodeCopy)
20: if i == edges.length− 1 then




. connect the created path to the graph
23: copiedEdges.add(edgeCopy);
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5.4 Konzeption eines ampeladaptiven Routingverfahrens
(a) Die verbleibende Rotzeit der Signalgruppe in Fahrtrichtung ist zu lang. Ein
Umweg über Knoten 4 würde eine Zeitersparnis mit sich bringen und einen Stopp
vermeiden. Ohne eine temporäre Knotenduplikation wäre das ampeladaptive
Routingverfahren nicht in der Lage, diesen Pfad zu ﬁnden.
(b) Temporäre Knotenduplikation und Entfernung der ursprünglichen Knoten aus
der Warteschlange.Die Knoten 2 und 3 sind temporär dupliziert. Sie bilden
Kantenzüge, die die einzelnen Signalgruppen eindeutig identiﬁzieren.
Abbildung 5.2: Temporäre Knotenduplikation: Motivation und Illustration.
2. Für alle Kantenkombinationen, über die eine Signalgruppe eindeutig
identiﬁziert werden kann, wird eine eindeutige Kopie angelegt.
3. Für jeden Knoten, der innerhalb des relevanten Kantenzuges liegt, wird
eine Kopie angelegt. Auch werden alle Knotenattribute kopiert.
4. Alle anderen zu diesen kopierten Knoten verbundenen Kanten, mit Aus-
nahme derjenigen des kopierten Kantenzuges, werden gelöscht. Die ur-
sprüngliche Kantenkombination wird ebenfalls gelöscht.
5. Die individuellen Kopien des Kantenzuges werden mit dem Ausgangs-
graphen verbunden.
6. Die Schaltzeitinformationen werden als zusätzliche Attribute auf den nun
eindeutigen Kantenzug einer jeden Signalgruppe gelegt.
Der Prozess der temporären und lokalen Knotenduplikation ist in Abbildung
5.2a und 5.2b dargestellt. Während in Abbildung 5.2a noch der Ursprungs-
graph abgebildet ist, zeigt Abbildung 5.2b den Graph nach der Knotendupli-
kation. Die relevanten Knoten in der Bewegungsrichtung des Fahrzeuges sind
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so modiﬁziert worden, dass zukünftige Schaltzeitinformationen für einen Links-
abbiegevorgang und eine Geradeausfahrt separaten, eindeutigen Kantenzügen
zugewiesen werden kann. Die temporären Veränderungen können nach der Be-
rechnung der schnellsten ampeladaptiven Route wieder verworfen werden.
5.4.3 Auswirkungen auf die Berechnungszeit
Bezüglich der Berechnungszeit schnellster ampeladaptiver Routen stellt sich
die Frage, ob die temporäre Knotenduplikation die Routenberechnung signi-
ﬁkant verlangsamt. Das ist nicht der Fall, wie relativ einfach gezeigt werden
kann: Der Prozess der Knotenduplikation ersetzt einen Knoten x in Abhängig-
keit der Kantenkombinationen, die die Signalgruppen eindeutig repräsentieren,
sowie der Anzahl von Signalgruppen. Für eine Standardkreuzung mit vier ein-
gehenden Straßen ist keine Duplikation nötig. Bei komplexen Kreuzungen (wie
etwa in Abbildung 5.2 gezeigt) werden maximal |sg| · e mit e ∈ V ∧ e ∈ {Kan-
tenkobination der Signalgruppe} Knoten. Dies liegt daran, dass die mittleren
Stützknoten in einem duplizierten Kantenzug stets einen eingehenden Grad
von 1 aufweisen. Damit werden für eine komplexe Kreuzung mit insgesamt 12
Kanten maximal 20 neuen Knoten generiert.
5.4.4 Modiﬁkation der A*-Suche nach Knotenduplikation
Im Gegensatz zur klassischen A*-Suche benötigt die ampeladaptive A*-Suche
die Startzeit der Reise. Im Rahmen dieser Arbeit wird davon ausgegangen, dass
diese nahe beim Zeitpunkt der Routenberechnung liegt. Ausgehend von dieser
Zeit errechnet die ampeladaptive A*-Suche Ankunftszeiten an koordinierten
Kreuzungen expandierter Knoten unter der Berücksichtigung von stochasti-
schen Reisezeitinformationen. Stellt g(s, c) die Reisezeit eines Startknotens s
zu einer Kreuzung c dar, so wird die vorhergesagte Schaltzeit angefragt und
auf die Reisezeit aufgeschlagen: gAA(s, c) = g(s, c) + r, wobei r eine etwaige
Wartezeit darstellt. h(u, v) bleibt unverändert.
5.4.5 Routingstrategie
Bei den ampeladaptiven Routingstrategien wird zwischen zwei Ausprägungen
unterschieden. In der ersten Ausprägungsform wird eine ampeladaptive Route
einmalig zu Beginn der Fahrt berechnet. Auf dieser wird das Fahrzeug bis zum
Ziel geroutet. Dabei ist unerheblich, ob das Fahrzeug aufgrund von unvorher-
gesehenen Verzögerungen aus der optimalen Route fällt; eine Neuberechnung
erfolgt nicht. In der zweiten Ausprägungsform wird eine Bewertung der aktu-
ell befahrenen Route bei jeder Kreuzungsannäherung durchgeführt. Hier wird
errechnet, ob sich das Fahrzeug immer noch in dem für die ampeladaptive Rou-
te vorgesehenen Zeit-Tunnel beﬁndet. Ist dies nicht der Fall, so muss durch
eine erneute Berechnung der ampeladaptiven Route überprüft werden, ob es
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sich bei der eingangs errechneten Route immer noch um die ideale Strategie
handelt. Gegebenenfalls wird eine neue Route empfohlen.
5.5 Vergleichende Bewertung
Der Mehrwert einer ampeladaptiven Routingstrategie könnte anhand mehrerer
Faktoren nachgewiesen werden. Zu diesen gehören unter anderem die Unter-
suchung des CO2 Einsparpotentials, Reisezeitgewinn, aber auch objektiv nicht
messbarer Einﬂussgrößen wie der Stresslevel einer Route. Im Rahmen die-
ser Arbeit wird ausschließlich der Einﬂuss einer ampeladaptiven Route auf die
Reisezeit untersucht. Untersuchungen zur CO2-Einsparungen stellen für sich
alleinstehend umfangreiche Forschungsfelder dar und werden daher lediglich
im Rahmen verwandter Arbeiten diskutiert. Es zeigte sich hier, dass die Ent-
wicklung CO2-idealer Heranfahrensstrategien an signalisierte Kreuzungen eine
nichttriviale Aufgabe darstellt. Ebenso werden psychologische Faktoren wie
Stresslevel, oder Wohlfühlevel einer Route nicht näher betrachtet.
5.5.1 Testfeld
Zur Implementierung und Bewertung des ampeladaptiven Routings wurde ein
Testfeld von 100 km2 in München deﬁniert. Dazu wurde speziell eine Kachel
des Münchner Innenraums betrachtet. Es handelt sich dabei um den Teil-
bereich im Münchner Ballungsraum mit der höchsten Dichte an Lichtsignal-
anlagen. Das Testfeld weist 673 Lichtsignalanlagen auf, wobei für 576 dieser
Anlagen Schaltzeitschätzungen mit den Verfahren aus den Kapiteln 3 und 4
erzeugt werden können. Dabei werden für 463 verkehrsabhängige Lichtsignal-
anlagen Prognosen generiert, 113 weitere sind festzeitgesteuert. Abbildung 5.4
zeigt das Testfeld mit dem verwendeten Routinggraphen und den Positionen
der Lichtsignalanlagen. Solche, für die Prognosen zur Verfügung stehen, sind
durch blau gefärbte Kreise repräsentiert. Die Größe dieser Kreise illustriert die
Verfügbarkeit einer Prognose: Je größer der Kreis, desto höher ist der Anteil
an Prognosen in einem Umlauf, vgl. hierzu auch Kapitel 3. Der Routinggraph
der gewählten Kachel umfasst dabei 24.235 Kanten und 11.867 Knoten. Die
Genauigkeit und Verfügbarkeit der Prognosen im Testfeld ist in Abbildung 5.4
dargestellt.
5.5.2 Unbekannte Signalzustände und Signalprognosen
Für die Berechnung einer ampeladaptiven Route ist unvollständiges Wissen
über zukünftige Signalzustände eine Herausforderung. Fakt ist aber auch, dass
die Generierung von Prognosen an (nahezu) allen Lichtsignalanlagen eines Bal-
lungsraumes derzeit noch Utopie ist, vgl. hierzu auch Abschnitt 2.3.4 und Ka-
pitel 3 dieser Arbeit. Es stellt sich daher die Frage, ob ein ampeladaptives
125
5 Ampeladaptives Routing






Abbildung 5.3: Testfeld für das ampeladaptive Routing: Routing-Graph und
673 Lichtsignalanlagen, 463 prognostizierbare Lichtsignalanla-
gen, 100km2.
Routing bereits bei einer Teilverfügbarkeit von Prognosen, wie sie in diesem
Fall vorliegen, einen Mehrwert liefern kann.
5.5.2.1 Berücksichtigung von unbekannten Signalzuständen und von
Ungenauigkeiten der Signalprognosen
Liegen auf einer möglichen Route mehrere Lichtsignalanlagen, deren zukünfti-
ge Signalzustände nicht bekannt sind, könnte eine ampeladaptive Routingstra-
tegie fälschlicherweise diese Route wählen, da sie von keinen Wartezeiten an
den entsprechenden Lichtsignalanlagen ausgeht. Tatsächlich jedoch sind die-
se lediglich unbekannt. Liegen weiterhin auf einer berechneten Route einzelne
Lichtsignalanlagen, deren zukünftige Signalzustände nicht bekannt sind, könn-
te deren Schaltverhalten dazu führen, dass ein Fahrer aus der berechneten op-
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Abbildung 5.4: KKR/Verfügbarkeit-Kombination der prognostizierbaren
Lichtsignalanlagen im Testfeld (463 prognostizierbare Lichtsi-
gnalanlagen).
timalen Route herausfällt. Es muss also eine Strategie gefunden werden, die ei-
nerseits Lichtsignalanlagen mit unbekannten zukünftigen Signalzuständen auf
einer möglichen Route berücksichtigt. Andererseits muss überprüft werden,
dass eine ampeladaptive Route keine zu großen Umwege in Kauf nimmt, da
sonst das Herausfallen aus einer solchen Route einen zu großen Zeitverlust
darstellen könnte.
Zur Lösung des ersten Problems wird eine durchschnittliche Wartezeit
(Strafwert) auf jede überquerte Lichtsignalanlage mit unbekannten Signalzu-
ständen angerechnet. Auf diesem Wege kann verhindert werden, dass eine am-
peladaptive Routingstrategie Routen ohne verfügbare Schaltzeitprädiktionen
bevorzugt. Die Bestimmung eines idealen Strafwertes muss empirisch erfol-
gen. Im vorliegenden Fall wurde anhand einer Reihe von Testläufen die durch-
schnittlich kürzeste Reisezeit einer ampeladaptiven Route für verschiedenen
Strafwerte errechnet. Das (lokale) Maximum ergab dabei einen Strafwert von
10 Sekunden. Da dieser Wert jedoch für einzelne Städte, Lichtsignalanlagen
und Anteile verfügbarer Prognosen variieren kann, ist eine individuelle Be-
rechnung dieses Wertes und gegebenenfalls ein Fine-Tuning ratsam.
Es können nicht nur Informationen über zukünftige Signalzustände fehlen,
auch weisen die Signalprognosen Ungenauigkeiten auf. Hier muss evaluiert wer-
den, ob Schaltzeitprognosen, wie sie im Rahmen dieser Arbeit erstellt wer-
den können, qualitativ ausreichend sind, um mit einer ampeladaptiven Rou-
tingstrategie einen Reisezeitgewinn zu erzielen. Dazu werden zwei Testszena-
rien deﬁniert: Zunächst werden die tatsächlichen Schaltzeiten, die im Testfeld
bereit stehen, als ideale Prognosen angenommen. Hierzu wurden die Licht-
signalanlagen des Testfeldes mit den tatsächlichen Schaltzeiten für den Zeit-
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raum vom 22. bis 28. September 2014 programmiert. Die Schaltzeitdaten wur-
den vom KVR München bereitgestellt. Im zweiten Szenario wurden mithilfe
der in Kapitel 3 und 4 vorgestellten Verfahren Schaltzeitprognosen für diesen
Zeitraum erzeugt. Im Unterschied zum ersten Szenario wurden nun diese zur
Berechnung der jeweiligen ampeladaptiven Route herangezogen.
5.5.2.2 Evaluation
Zur Evaluation wurden 22.665 Fahrten mit zufällig gewählten Start- und End-
knoten im Testfeld simuliert. Für jede Fahrt wurde eine Standardroutenemp-
fehlung, ampeladaptive Routenempfehlung und eine ampeladaptive Routen-
empfehlung mit Autokorrektur erstellt. Ungenauigkeiten bei der geschätzten
Echtzeitverkehrssituation wurden durch Reisezeitabweichungen mit den Fak-
toren [0, 85; 0, 9; 0, 95; 1, 0; 1, 05; 1, 1; 1, 15] abgebildet.
Zunächst wird der Einﬂuss von verfügbaren, aber unvollständigen Schaltzeit-
prognosen untersucht. Dazu wird der Verkehr als Einﬂussgröße zunächst aus-
geblendet. Bestimmt wird sodann der durchschnittliche Reisezeitgewinn einer
ampeladaptiven Routingstrategie zur Standardroutenempfehlung. Der durch-





wobei RS eine Standardroute und RAA die entsprechende ampeladaptive Rou-
te darstellt. Die Auswertung des Reisezeitgewinns erfolgt in mehreren Dimen-
sionen: Es wird das Verhalten des Reisezeitgewinns in Abhängigkeit von der
Streckenlänge, der Anzahl überquerter Lichtsignalanlagen, Art der Schaltzeit-
prognose (perfekte Prognose, tatsächliche Prognose), Routingstrategie (am-
peladaptive Route, ampeladaptive Route mit Autokorrektur) unterschieden.
Abbildungen 5.5 und 5.6 stellen die Ergebnisse dar.
Abbildungen 5.5a und 5.6a zeigen den Reisezeitgewinn nach Streckenlänge
und Anzahl überquerter Lichtsignalanlagen bei perfekten Prognosen. Oﬀen-
sichtlich existieren keine Reisezeitverluste, da im gewählten Szenario ideale
Bedingungen herrschen. Daher können diese Auswertungen als Benchmark für
die Evaluation dienen. Es ist ersichtlich, dass bei einer Streckenlänge von ca.
2 km bis 10 km ein Reisezeitgewinn von über 10% im Mittel erreicht werden
kann. Bei längeren Routen nimmt der Reisezeitgewinn wieder ab. Der mittlere
Reisezeitgewinn nimmt bei zunehmender Anzahl von überquerten Lichtsignal-
anlagen jedoch zu und pendelt sich bei ca. 13% ein, wie in Abbildung 5.6a zu
sehen ist.
Werden anstelle von perfekten Prognosen tatsächliche Prognosen verwen-
det, so sind auch Reisezeitverluste möglich. Dennoch überwiegen immer noch
die Reisezeitgewinne, denn Mittelwert, Quartil und Median liegen über der x-
Achse, vgl. Abbildungen 5.5b, 5.5c, 5.6b und 5.6c. Insbesondere bei Routen mit
Lichtsignalüberquerungen im zehnstelligen Bereich oder höher kann ein signiﬁ-
kanter Reisezeitgewinn nachgewiesen werden. Die Ergebnisse sind nicht über-
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(a) Perfekte Prognose (tatsächliche Schaltzeiten).





























































(c) Schaltzeitprognose und Autokorrektur.
Abbildung 5.5: Reisezeitgewinn in Abhängigkeit von der Streckenlänge, Art
der Schaltzeitprognose und Routingstrategie.
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(a) Perfekte Prognose (tatsächliche Schaltzeiten).



























































































































(c) Schaltzeitprognose und Autokorrektur.
Abbildung 5.6: Reisezeitgewinn in Abhängigkeit von der Anzahl überquer-




raschend: Eine unerwartete zusätzliche Wartezeit an einer falsch, oder nicht
prognostizierten Lichtsignalanlage könnte dazu führen, aus der berechneten
ampeladaptiven Route herauszufallen. In diesem Fall hat die ampeladaptive
Route dieselben Bedingungen wie die Standardroute. Nähme die ampeladap-
tive Route große Umwege in Kauf, würde dies zu hohen Reisezeitverlusten
führen. Das ist jedoch nicht der Fall, wie aus den Abbildungen 5.5b bis 5.6c)
zu sehen ist. Begründet werden kann das mit der maximal zu erwartenden
Wartezeit an Lichtsignalanlagen, die einen Wert von 40 Sekunden nur selten
überschreitet. Dies wiederum führt dazu, dass bei der ampeladaptiven Route
keine zu großen Umwege in Kauf genommen werden. Dasselbe gilt auch an
Lichtsignalanlagen ohne verfügbare Prognosen; deren Wartezeiten werden mit
einem Strafwert von 10 Sekunden nicht überschätzt und somit werden auch
hier keine großen Umwege generiert.
Überdies scheinen Lichtsignalanlagen mit unbekannten zukünftigen Signal-
zuständen einen geringeren Einﬂuss zu haben als erwartet. Ein möglicher
Grund ist die Tatsache, dass diese oftmals an Nebenstraßen oder kleineren
Straßen positioniert sind. Auch wurde ein für dieses Testfeld optimaler Straf-
wert bestimmt, der Lichtsignalanlagen mit unbekannten zukünftigen Signalzu-
ständen oﬀensichtlich sinnvoll berücksichtigt kann.
Den Abbildungen 5.5b und 5.6b liegt die ampeladaptive Routenberechnung
ohne Autokorrektur zugrunde, in den Abbildungen 5.5c und 5.6c wurden Neu-
berechnungen bei Verlassen der idealen Route durchgeführt. Hier sind nur
marginale Unterschiede zwischen den Verfahren zu erkennen. Ein Grund hier-
für könnte sein, dass bei Herausfallen aus einer ampeladaptiven Route eine
komplett anders verlaufende Route oﬀensichtlich nur selten einen Mehrwert
hätte.
5.5.3 Ungenauigkeit von Echtzeitverkehrsinformationen.
Ziel dieses Abschnittes ist, unter möglichst realistischen Bedingungen eine Ab-
schätzung des wahrscheinlichen Reisezeitgewinns einzelner Fahrzeuge durch
den Einsatz einer ampeladaptiven Routingstrategie zu generieren. Die zentrale
Herausforderung hierbei ist die Unmöglichkeit, echte und dabei auch signiﬁ-
kante Kennzahlen im realen Umfeld zu generieren. Es müsste eine Reihe von
Testfahrten mit Versuchsträgern mit jeweils denselben Start- und Zielkoor-
dinaten durchgeführt werden und dabei jeweils ein Versuchsträger mit und
ein Versuchsträger ohne ampeladaptiver Routingempfehlung zum Ziel gerou-
tet werden. Um hier eine aussagekräftige Bewertung zu erhalten, müssten et-
liche Fahrten zu unterschiedlichen Zeiten und mit unterschiedlichen Distanzen
durchgeführt werden, was weder kosten- noch personaltechnisch realisierbar
ist. Daher wird hier auf eine simulative Auswertung unter möglichst realisti-
schen Bedingungen zurückgegriﬀen. Hierzu werden für das in Abschnitt 5.5.1
vorgestellte Testfeld in einer Simulation zufällig je eine ampeladaptive und ei-













































(a) Perfekte Prognose (tatsächliche Schaltzeiten).



















































































(c) Schaltzeitprognose und Autokorrektur.
Abbildung 5.7: Anteil von Routen mit Reisezeitgewinn in Abhängigkeit














































(a) Perfekte Prognose (tatsächliche Schaltzeiten).





















































































(c) Schaltzeitprognose und Autokorrektur.
Abbildung 5.8: Anteil von Routen mit Reisezeitgewinn in Abhängigkeit von




Zur Reisezeitberechnung liegen sowohl stochastische Geschwindigkeitsschät-
zungen auf den individuellen Kanten des Routing-Graphen, als auch Echtzeit-
verkehrsinformationen für den betrachteten Zeitraum vor. Dennoch sind die
geschätzten Echtzeitverkehrsinformationen mit Ungenauigkeiten behaftet, die
zu Abweichungen von der tatsächlichen Reisezeit führen. Aus diesem Grund
muss untersucht werden, wie hoch der Anspruch des ampeladaptiven Rou-
tings an die Genauigkeit dieser Echtzeitverkehrsinformationen ist, um einen
Reisezeitgewinn auf der ampeladaptiven Route zu erreichen. Echtzeitverkehrs-
informationen bilden die Verkehrsbelastung auf Straßen typischerweise durch
höhere Reisezeiten ab. Es ist daher ein logischer Ansatz, die Abweichung von
der tatsächlichen Verkehrsbelastung anhand abweichender Reisezeiten zu mo-
dellieren. Hierzu werden auf den jeweiligen Routen bestimmte Verkehrsbelas-
tungen angenommen, die bezüglich der geschätzten zu einem gewissen Grad
diﬀerieren und so zu einer prozentualen Abweichung von der geschätzten Rei-
sezeit führen. In insgesamt 68.000 simulierten Fahrten unterschiedlicher Länge
und unterschiedlicher angenommener Reisezeitverzögerungen werden so Ab-
weichungen von der tatsächlichen Reisezeit im Bereich [0, 85; 1, 15] generiert.
Ein Wert von 0, 85 beispielsweise steht für eine Reisezeit, die lediglich den Fak-
tor 0,85 der mit Echtzeitverkehrsinformationen geschätzten Reisezeit benötigt.
Die Reisezeit wurde zuvor also überschätzt. Bei einem Faktor von 1,15 war die
tatsächliche Reisezeit um ebendiesen Faktor länger als angenommen.
Abbildungen 5.7 und 5.8 zeigen den Anteil von ampeladaptiven Routen mit
Reisezeitgewinn (oder gleicher Reisezeit). In dieser Auswertungen wurden un-
terschiedliche Abweichungen von der tatsächlichen zur geschätzten Reisezeit
miteinbezogen. Bei einem Faktor kleiner Null war die tatsächliche Reisezeit
um ebendiesen Faktor kürzer als geschätzt. Ist der Faktor größer Null, so dau-
ert die Reise auf den jeweiligen Routen entsprechend länger. Abbildungen 5.7a
und 5.8a zeigen wiederum den Anteil von Routen mit Reisezeitgewinn nach
Streckenlänge und Anzahl überquerter Lichtsignalanlagen bei perfekten Pro-
gnosen. Entspricht die geschätzte Reisezeit der tatsächlichen Reisezeit, so liegt
der Anteil der Routen mit Reisezeitgewinn bei 1. Die errechneten ampeladapti-
ven Routen sind mindestens genau so schnell wie die Standardrouten. Der An-
teil von Routen mit Reisezeitgewinn nimmt mit zunehmender Abweichungen
von der geschätzten Reisezeit ab. Dabei ist unerheblich, ob es sich um kürzere
Reisezeiten oder längere handelt. Wurden Reisezeiten jedoch unterschätzt, die
tatsächliche Reisezeit war also länger als geschätzt, so weisen weniger Routen
einen Reisezeitgewinn auf als bei einer entsprechenden Überschätzung. So liegt
der durchschnittliche Anteil von Routen mit Reisezeitgewinn bei einer Unter-
schätzung um den Faktor 1,15 bei etwa 70% (rote Linie), während dieser bei
einer Unterschätzung um den Faktor 0,85 noch bei 80% liegt.
Bei der Verwendung von Schaltzeitprognosen anstelle von perfekten Progno-
sen liegen die Anteile von Routen mit Reisezeitgewinn deutlich näher beiein-
ander, vgl. Abbildungen 5.7b und 5.8b. Jedoch ist auch hier für Routen mit
unterschätzten Reisezeiten der Anteil schnellerer Routen geringer als bei über-
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schätzten Reisezeiten. Auﬀällig ist in Abbildung 5.7b, dass mit zunehmender
Streckenlänge zunächst der Anteil des Reisezeitgewinns abnimmt, jedoch ab
einer Streckenlänge von etwa 7 km wieder zunimmt. Dieses Phänomen tritt
jedoch nicht in Abbildung 5.8b auf, die den Anteil schnellerer Routen in Ab-
hängigkeit überquerter Lichtsignalanlagen darstellt. Zurückzuführen ist dies
auf die Funktionsweise des ampeladaptiven Routings: Insbesondere bei länge-
ren Strecken können Routen bevorzugt werden, die weniger Lichtsignalüber-
querungen aufweisen, da mit dem ampeladaptiven Routing die Wartezeit an
koordinierten Kreuzungen minimiert wird. Ampeladaptives Routing mit Auto-
korrektur führt zu einer leichten Erhöhung des Anteils von Reisezeitgewinnen.
Dies wird anhand Abbildungen 5.7c und 5.8c deutlich. Insbesondere bei ho-
her Reisezeitüberschätzung (rote Linie) können neue Routenempfehlungen zu
einer geringfügigen Verbesserung führen.
Abschließend wird der mittlere Reisezeitgewinn bei ampeladaptivem Rou-
ting im Vergleich zur Standardroutenempfehlung untersucht. Hierzu wird der
durchschnittliche Reisezeitgewinn nach Formel 5.2 ermittelt. Es erfolgt wie-
derum eine Auswertung unter der Berücksichtigung unterschiedlicher Abwei-
chungen zur geschätzten Reisezeit. Die Ergebnisse sind in den Abbildungen 5.9
und 5.10 dargestellt. Abbildungen 5.9a und 5.10a zeigen den Reisezeitgewinn
nach Streckenlänge und Anzahl überquerter Lichtsignalanlagen bei perfekten
Prognosen. Bei einer exakten Verkehrsabschätzung liegt der mittlere Reise-
zeitgewinn bei 11,24%, der mit zunehmender Abweichung von der geschätzten
Verkehrssituation abnimmt. Auch hier führt eine Unterschätzung der Reisezeit
zu einem größerem Rückgang des Reisezeitgewinns als eine Überschätzung.
So liegt der mittlere Reisezeitgewinn bei einer Reisezeitüberschätzung um den
Faktor 0,85 noch bei 6,65%, während dieser bei einer Unterschätzung nur noch
bei 1,4% im Mittel liegt. Aus Abbildung 5.9a wird eine Abnahme des Reise-
zeitgewinns mit zunehmender Streckenlänge deutlich. Dem gegenüber nimmt
der Reisezeitgewinn mit zunehmender Anzahl überquerter Lichtsignalanlagen
zu, vgl. Abbildung 5.10a.
Werden Schaltzeitprognosen zur Berechnung von ampeladaptiven Routen
verwendet, so sinkt der mittlere Reisezeitgewinn bei idealer Verkehrsabschät-
zung auf 4,95%. Auﬀallend ist, dass eine Überschätzung der Reisezeit einen
deutlich geringeren Eﬀekt auf den Reisezeitgewinn als eine Unterschätzung
hat. Dieser bleibt auch bei einer Überschätzung um den Faktor 0,9 bei 3,27%.
Bei einer Unterschätzung der Reisezeit kann bei Verwendung von Schaltzeit-
prognosen ein Reisezeitgewinn mit einer ampeladaptiven Route nicht mehr
erreicht werden. So bleibt der mittlere Reisezeitgewinn bis zu einer Unter-
schätzung von 1,1 bei 0% und sinkt bei 1,15 auf einen Reisezeitverlust von
1,14%. Aus Abbildung 5.9b ist ersichtlich, dass bei überschätzten und leicht
unterschätzten Reisezeiten [0,85;1,05] für alle gemessenen Streckenlängen ein
Reisezeitgewinn erreicht wird. Bei einer größeren Unterschätzung der Reise-
zeit kann ein Reisezeitgewinn erst ab 9 km Streckenlänge erreicht werden. Der
Reisezeitgewinn steigt dagegen mit zunehmender Anzahl überquerter Lichtsi-
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(a) Perfekte Prognose (tatsächliche Schaltzeiten).











































































(c) Schaltzeitprognose und Autokorrektur.
Abbildung 5.9: Reisezeitgewinn in Abhängigkeit von der Streckenlänge, Art
der Schaltzeitprognose, Routingstrategie. Reisezeitabweichun-
gen im Bereich [0,85;1,15].
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(a) Perfekte Prognose (tatsächliche Schaltzeiten).











































































(c) Schaltzeitprognose und Autokorrektur.
Abbildung 5.10: Reisezeitgewinn in Abhängigkeit von der Anzahl überquerter
Lichtsignalanlagen, Art der Schaltzeitprognose, Routingstra-
tegie. Reisezeitabweichungen im Bereich [0,85;1,15].
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gnalanlagen auf der Route, vgl. Abbildung 5.10b.
Autokorrekturen durch Neuberechnung der ampeladaptiven Route bei Her-
ausfallen aus dem Zeitfenster führen zu einer Erhöhung des Reisezeitgewinns
im Vergleich zur Routenberechnung ohne Autokorrektur, vgl. Abbildungen 5.9c
und 5.10c. Bei idealer Verkehrsabschätzung liegt der mittlere Reisezeitgewinn
hier bei 5,19% . Bei einer Überschätzung um die Faktoren 0,9 und 0,85 werden
Reisezeitgewinne um 4,28%, respektive 2,33% erzielt. Ampeladaptives Routing
mit Autokorrektur kann im Testfeld auch bei einer Unterschätzung der Reise-
zeiten um die Faktoren 1,05 und 1,1 noch Reisezeitgewinne aufweisen (3,68%
und 1,98%). Eine Unterschätzung um den Faktor 1,15 führt auch bei einer
Autokorrektur der Route zu einem Reisezeitverlust (um 1,09%) im Vergleich
zur Standardroute.
5.6 Zusammenfassung
In diesem Kapitel wurde ein Verfahren vorgestellt, mithilfe dessen es möglich
ist, anhand des zukünftigen Schaltverhaltens von Lichtsignalanlagen optimier-
te Routenempfehlungen auszugeben. Primäres Ziel ist es hierbei, die Warte-
zeit an Lichtsignalanlagen zu minimieren und so die Reisezeit zu verkürzen.
Es zeigte sich, dass derzeitige Navigationsgraphen eine Routingstrategie unter
Einbeziehung zukünftiger Schaltzeiten nicht unterstützen. Zurückzuführen ist
dies auf die Repräsentierung komplexer Kreuzungen durch mehrere Knoten in
Verbindung mit der Funktionsweise des Standardlösungsverfahren des kürzeste
Wege Problems (A*-Algorithmus) auf Graphen. Zu Lösung wurde ein Algo-
rithmus zur temporären, lokalen Knotenduplikation an komplexen Kreuzungen
zur Laufzeit des A*-Algorithmus vorgestellt. Mithilfe dieses Algorithmus ist es
möglich, eindeutige Kantenkombinationen individueller Abbiegebeziehungen
an Kreuzungen zu generieren. Diese lokale Modiﬁkationen des Ausgangsgra-
phen garantieren eine korrekte Suche des kürzesten Weges unter Berücksichti-
gung von Schaltzeitprognosen mit dem A*-Algorithmus. Ein signiﬁkanter An-
stieg der Berechnungszeit kann dabei ausgeschlossen werden, da eine komplexe
Kreuzung mit 12 Kanten um maximal 20 neue Knoten erweitert wird.
Das ampeladaptive Routing wurde in einem großﬂächigen Testfeld von 100
km2 im Münchner Zentrum bewertet. Bei der Evaluation wurden mehrere
Aspekte berücksichtigt. Zum einen wurde der generell mögliche Reisezeit-
gewinn des ampeladaptiven Routings im Vergleich zur Standardroute unter
idealen Bedingungen untersucht. Dazu wurden perfekte Prognosen in Form
von tatsächlichen Schaltzeiten an den Lichtsignalanlagen im Testfeld verwen-
det und der Verkehr vernachlässigt. Dabei wurde ein mittlerer Reisezeitgewinn
von 11,24% festgestellt. Ferner wurde untersucht, wie sich die Verwendung von
den in den Kapiteln 3 und 4 erstellten Schaltzeitprognosen auf den Reisezeitge-
winn auswirken. Dabei wurde auch deren Teilverfügbarkeit berücksichtigt, also
die Tatsache, dass nicht immer Prognosen erstellt werden können. Hier ergab
sich ein Reisezeitgewinn von etwa 5%. Weiterhin wurde die Verkehrssituation
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in die Auswertung miteinbezogen. Untersucht wurde, welche Qualitätsanfor-
derung an Echtzeitverkehrsinformationen gestellt werden muss, indem ermit-
telt wurde, bis zu welchem Grad Abweichungen von der geschätzten Reisezeit
tolerierbar sind, um beim ampeladaptiven Routing einen Reisezeitgewinn zu
erzielen. Hierzu wurden die Auswirkungen von Reisezeitabweichungen im Be-
reich +/-15% [0,85;1,15] auf den Reisezeitgewinn untersucht. Im betrachteten
Testfeld lag der Reisezeitgewinn bei einer Reisezeitüberschätzung zwischen 2%
und 12%. Eine Autokorrektur bei Herausfallen aus der ampeladaptiven Rou-
te führte dabei generell zu einer leichten Verbesserung des Ergebnisses. Eine
Reiszeitunterschätzung führte zu einer deutlicheren Reduzierung des Reisezeit-
gewinns als eine Überschätzung. Hier lag ein Reisezeitgewinn nur bis zu einem
Faktor von 1,1 vor, eine höhere Reisezeitunterschätzung führte zu einem leich-
ten Reisezeitverlust (ca. 1%).
Die in diesem vorgestellten Kapitel erzielten Ergebnisse zeigen, dass bereits
mit der gegebenen Infrastruktur und erzielbaren Prognosequalität ein ampela-
daptives Routing einen Mehrwert bringen kann, wenn qualitativ hochwertige
Echtzeitverkehrsinformationen, wie sie INRIX oder TomTom anbieten (vgl.
Abschnitt 2.4), zur Verfügung stehen. Die Qualität der angebotenen Echtzeit-
verkehrsinformationen in innerstädtischen Bereichen kann nach dem derzeiti-
gen Stand der Forschung jedoch noch nicht bewertet werden. Sie sind jedoch
derzeit intensiver Forschungsgegenstand, auch im Fachbereich Verkehrsinfor-
mationsmanagement, Routenoptimierung der BMW Group. Bisherige Veröf-
fentlichungen im Bereich der Qualitätsuntersuchung von Echtzeitverkehrsin-
formationen wie von Palmer et al. [88] legen jedoch den Schluss nahe, dass







6.1 Zusammenfassung und wissenschaftlicher
Beitrag
Zunehmende Urbanisierung und steigender Mobilitätsbedarf stellen große Her-
ausforderungen an Städte, aber auch Automobilhersteller. Hoher Zuzug auf
begrenztem Raum wird die Mobilität einschränken, wenn nicht hinreichend
reagiert wird. Mögliche Maßnahmen werden bereits erforscht und getestet, um
nachhaltige Lösungen im Bereich der Mobilität und Sicherheit zu entwickeln.
So arbeiten Städte, Kommunen, Automobilhersteller und Zulieferer gemeinsam
an der Entwicklung neuer Konzepte zur vernetzen Mobilität. Ein Aspekt ist
dabei die Verbesserung der Verkehrsabwicklung an Kreuzungen, indem durch
Vernetzung und Kommunikation die Abwicklung ﬂexibler und so eﬃzienter
gestaltet werden soll. Damit Fahrzeuge geeignet auf das Signalverhalten an
Kreuzungen reagieren können, aber auch dem Fahrer passende Informationen
und Unterstützungsfunktionen zur Verfügung gestellt werden können, muss
das Signalverhalten an Kreuzungen bekannt sein. Ohne das Wissen über die
voraussichtliche Dauer von Freigabe- und Sperrzeiten an den Lichtsignalanla-
gen auf der befahrenen Route können Funktionen wie die Restrotanzeige oder
Geschwindigkeits- und Verzögerungsempfehlungen nicht bereitgestellt werden.
Während die Forschung in der Bestimmung idealer Annäherungsmodelle bei
bekannten zukünftigen Verhalten von Lichtsignalanlagen schon relativ weit
vorangeschritten ist, vgl. Abschnitt 5.3.1, wurde der Aspekt der Schaltzeitpro-
gnose bisher eher vernachlässigt. Dies ist nicht zuletzt der Tatsache geschuldet,
dass sich die Akquise umfangreicher Daten bisher als schwierig gestaltete, was
auch für diese Arbeit eine Herausforderung darstellte.
In der vorliegenden Dissertation wurden unterschiedliche Beiträge zur Ge-
nerierung von Schaltzeitprognosen auf Basis verschiedener (crowdsourcing-)
Quellen erbracht. So wurde zum einen der Smart City-Gedanke einer mit den
Fahrzeugen vernetzten Stadt zur Umsetzung diverser Ampelassistenzfunktio-
nen aufgegriﬀen und anhand der Referenzstadt München technisch realisiert.
Hierzu wurde in Kooperation mit dem KVR-München untersucht, welche Da-
tenbestände für eine skalierbare Schaltzeitprognose nötig, aber auch aus Sys-
temsicht mit der aktuellen Hardwarestruktur in endlicher Zeit extrahierbar und
übermittelbar sind. Weiterhin wurde ein skalierbares Konzept zur Prognose zu-
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künftiger Schaltzeiten auf Basis der zyklisch übermittelten Daten entwickelt
und evaluiert. Dieses Konzept wurde anderen Verfahren gegenübergestellt und
konnte im Vergleich überzeugen.
Neben diesem Ansatz wurde mit der Schätzung von Freigabe- und Sperr-
zeiten aus der Analyse des Verhaltens von Fahrzeugen an Kreuzungen ein
weiterer Beitrag zur Rekonstruktion aktueller und zukünftiger Signalzustände
erbracht. Hierbei wurden als Basisdatensatz nicht mehr auf Schaltzeitinforma-
tionen von der Verkehrszentrale zurückgegriﬀen, sondern lediglich Daten aus
dem Fahrzeugumfeld herangezogen. Konkret wurden hierbei Zeit- und Posi-
tionsstempel aus der Floating Car Data-Technologie verwendet, um daraus
Muster im Fahrverhalten zu erkennen, die Rückschlüsse auf das Signalverhal-
ten von Lichtsignalanlagen zulassen. In diesem Zusammenhang wurden diverse
Verhaltensmerkmale von Fahrzeugen im Kreuzungsbereich auf deren Signiﬁ-
kanz untersucht und die aussagekräftigsten mittels eines einfachen Bayesschen
Netzes zusammengeführt. Mit dem entwickelten Verfahren kann der Rotstart
von festzeitgesteuerten und leicht verkehrsabhängigen Lichtsignalanlagen mit
einem RMSE von +/- 4 Sekunden, der Grünstart mit einem RMSE von +/-
2 Sekunden genau gelernt werden. Mit diesem Beitrag können überall Schalt-
zeitschätzungen durchgeführt werden, wo eine Akquise von Verkehrszentralen
oder städtischen Verwaltungsstellen (sei es aus technischen oder datenschutz-
rechtlichen Gründen) nicht möglich ist.
Wichtig ist eine Qualitätsabsicherung der getätigten Prognosen, respekti-
ve Schaltzeitschätzungen. So ist eine Mindesteintretenswahrscheinlichkeit ei-
ner Schaltzeitprognose für viele Ampelassistenzfunktionen eine Voraussetzung.
Beide vorgestellten Modelle können dies gewährleisten: So garantiert das in Ka-
pitel 3 vorgestellte Verfahren mittels seines Rückkopplungssystems eine fort-
laufende Überwachung der Qualität getätigter Prognosen. Das in Kapitel 4
beschriebene FCD-basierte Verfahren kann eine Qualitätszusicherung über das
individuelle Maß des Dafürhaltens der gelernten Umlaufzeit, sowie einer maxi-
mal zulässigen Standardabweichung einer Grün- respektive Rotstartschätzung
tätigen.
Im letzten Abschnitt der vorliegenden Dissertation wurde ein Modell zur
Optimierung von Routenempfehlungen anhand von Schaltzeitprognosen vorge-
stellt. Der Beitrag erstreckte sich dabei auf die Lösung von Unzulänglichkeiten
der bestehenden Graphstruktur in Kartengraphen, als auch auf die Untersu-
chung des zu erwartenden Mehrwertes eines solchen Systems unter realistischen
Bedingungen. Es zeigte sich hierbei, dass der Einbezug des Schaltverhaltens
in die Routenberechnung bereits mit der gegebenen Infrastruktur und der er-
reichbaren Prognosequalität zu einem Reisezeitgewinn führt. Maßgeblich für
die Höhe des Reisezeitgewinns ist dabei die Qualität von Schaltzeitprognosen,




Der Trend konkreter Maßnahmen im Rahmen der Smart City Bestrebungen ist
noch nicht abzusehen. Allerdings ist es wahrscheinlich, dass Städte die Kom-
munikation und Interaktion mit den Fahrzeugen vorantreiben und Daten in
größerem Umfang als bisher mit Partnern austauschen. Ein erster Meilenstein
in diesem Kontext sind Modelle wie der Mobilitäts Daten Marktplatz, in dem
eine breite Menge von Verkehrsdaten - etwa Staus, Parkplätze, Verkehrsströme,
aber auch Schaltzeitinformationen - ausgetauscht werden sollen. Denkbar ist
auch, dass Städte in Zukunft selbst bestehende Daten verarbeiten und ihre Ver-
kehrsinfrastruktur dynamisch auf aktuelle Situationen optimieren. Diskutiert
werden überdies auch tiefer vernetzte Ansätze, in welchen die Kommunikation
zum Fahrzeug weiter ausgebaut und Fahrzeuge als mobile Sensoren verwendet
werden. Im Uplink sollen Fahrzeuge Städten und Verkehrszentralen Positions-
daten zur Verfügung stellen, auf Basis derer diese die Verkehrsströme besser
steuern könnten, indem die Signalparameter von Lichtsignalanlagen entspre-
chend angepasst werden. Im Gegenzug werden den Fahrzeugen im Dowlink
Informationen wie Schaltzeitprognosen geliefert.
Städte und Automobilbranche können von den Innovationen der zunehmen-
den Digitalisierung proﬁtieren und müssen die sich ergebenden Möglichkei-
ten nutzen, um die Herausforderungen der steigenden Verkehrsbelastung zu
meistern. Eine Möglichkeit stellen intelligente Assistenzfunktionen speziell im
Kreuzungsbereich dar. Diese Arbeit liefert verschiedene Beiträge zur Umset-
zung der Ampelassistenzfunktion im Fahrzeug. Die hier behandelten Fragestel-
lungen und die gesammelten Erkenntnisse und Resultate bieten aber auch das
Potential für weitere Forschungsarbeiten:
• Die Verfügbarkeit von Schaltzeitprognosen ermöglicht es, eine Vielzahl
von Ampelassistenzfunktionen im Fahrzeug anzubieten. Speziell Funk-
tionen, welche ideale Annäherungsstrategien an Kreuzungen nutzen, wie
die Grünband-Geschwindigkeitsempfehlung, oder teilautomatisierte Ein-
griﬀe in die Längsregelung, können ab einer gewissen Ausstattungsrate
von Fahrzeugen den Durchﬂuss des Verkehrsnetzes erhöhen. Durch eine
ideale Annäherung an Kreuzungen können viele Stopps vermieden wer-
den. So können der Rückstau reduziert und der Durchﬂuss gesteigert
werden. Weiter können auch Reaktionszeiten wartender Fahrer durch
Ampelassistenzfunktionen (z.B. Restrotanzeige oder teilautomatisierte
Beschleunigung) gesenkt werden. Ferner wird sich durch eine Vermei-
dung von Stopps und dadurch bedingter Wiederbeschleunigungen die
CO2-Emission der Fahrzeuge reduzieren. Die sich hier ergebenden Po-
tentiale eröﬀnen vielerlei Forschungsmöglichkeiten.
• Das ampeladaptive Routing als eine Ausprägungsform der Ampelassis-
tenz wurde im Rahmen dieser Arbeit unter der Prämisse einer geringen
Ausstattungsrate untersucht. Auch hier ergeben sich weitere interessante
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Forschungsaspekte, wenn man von einer großﬂächigen Anwendung dieser
Funktion ausgeht. Vor allem der ﬂexible Charakter von ampeladaptiven
Routenempfehlungen kann Auswirkungen auf den Verkehrsﬂuss haben.
Eine wichtige Forschungsfrage ist, wie eine sinnvolle Vernetzung und ein
Informationsaustausch zwischen den individuellen Routingapplikationen
ausgestaltet wird, um eine gleichmäßige Ausnutzung des Straßennetzes
zu garantieren.
• Der im Rahmen dieser Arbeit vorgestellte Ansatz zur crowdsourcingba-
sierten Schaltzeitprognose verwendet die aktuell verfügbaren Informatio-
nen im Fahrzeug. Zukünftig werden weitere Quellen und neue Technolo-
gien hinzukommen, welche die Qualität von Schaltzeitprognosen weiter
verbessern können. Hierzu gehört insbesondere die Kamera-Technologie.
Aktuelle Bildverarbeitungsalgorithmen sind bereits in der Lage, Signal-
zustände von Lichtsignalanlagen in Echtzeit anhand von Kameradaten
zu erkennen. Im Vergleich zu der FCD Technologie ist diese Informations-
quelle sehr viel genauer, weshalb eine genauere Schaltzeitrekonstruktion
möglich sein kann. Sobald diese Technologie verfügbar ist, kann man die-
se Daten hinsichtlich der Verbesserung von Signalzustandsschätzungen
untersuchen. Darüber hinaus ist es denkbar, dass in Zukunft kamera-
und FCD-basierte Informationen in Echtzeit zur Verfügung stehen. Auf
diesem Wege können Schaltzeitinformationen zwischen den Fahrzeugen
ebenfalls in Echtzeit ausgetauscht werden.
Für die Zukunft ist geplant, aufbauend auf den Ergebnissen dieser Arbeit die
Möglichkeiten kamerabasierter Schaltzeitprognosen, sowie das Potential der
Echtzeitverfügbarkeiten von Fahrzeugdaten weiter zu erforschen.
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