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Abstract
The general subject considered in this thesis is a recently discovered coding technique,
polar coding, which is used to construct a class of error correction codes with
unique properties. In his ground-breaking work, Arıkan proved that this class of
codes, called polar codes, achieve the symmetric capacity — the mutual information
evaluated at the uniform input distribution — of any stationary binary discrete
memoryless channel with low complexity encoders and decoders requiring in the
order of O(N logN) operations in the block-length N . This discovery settled
the long standing open problem left by Shannon of finding low complexity codes
achieving the channel capacity.
Polar codes are not only appealing for being the first to ‘close the deal’. In
contrast to most of the existing coding schemes, polar codes admit an explicit low
complexity construction. In addition, for symmetric channels, the polar code con-
struction is deterministic; the theoretically beautiful but practically limited “average
performance of an ensemble of codes is good, so there must exist one particular code
in the ensemble at least as good as the average” formalism of information theory is
bypassed. Simulations are thus not necessary in principle for evaluating the error
probability which is shown in a study by Telatar and Arıkan to scale exponentially in
the square root of the block-length. As such, at the time of this writing, polar codes
are appealing for being the only class of codes proved, and proved with mathematical
elegance, to possess all of these properties.
Polar coding settled an open problem in information theory, yet opened plenty
of challenging problems that need to be addressed. This novel coding scheme is a
promising method from which, in addition to data transmission, problems such as
data compression or compressed sensing, which includes all types of measurement
processes like the MRI or ultrasound, could benefit in terms of efficiency. To make
this technique fulfil its promise, the original theory has been, and should still be,
extended in multiple directions. A significant part of this thesis is dedicated to
advancing the knowledge about this technique in two directions. The first one
provides a better understanding of polar coding by generalizing some of the existing
results and discussing their implications, and the second one studies the robustness
of the theory over communication models introducing various forms of uncertainty
or variations into the probabilistic model of the channel.
The idea behind the design of a polar code is a phenomenon called channel
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polarization. This consists of synthesizing two new channels by applying the polar
transform to two other channels. In the process, it is observed that while the sum
symmetric capacities are preserved, the overall reliability is improved by creating
‘variance’, i.e., the two new channels are created in such a way that the difference
between their symmetric capacities is strictly larger than the difference between the
symmetric capacities of the original pair of channels as long as the channels are
not already perfect or completely noisy. Consequently, the new synthetic channels
polarize: one becomes better and the other worse than the original mediocre channels.
This result follows as a corollary to information combining which shows that the
extremal bounds of the difference between the symmetric capacities of the created
channels are attained by the binary erasure channel and the binary symmetric channel.
The mutual information, though fundamental, is not the only information measure
of interest to the information theory community. In the field’s literature, ‘Gallager’s
E0(ρ)’, for ρ > −1, is a well rooted family of information measures appearing
in various error exponent problems and also in sequential decoding. The mutual
information, determining the theoretical limit of information transmission, and the
cutoff rate, another channel parameter which used to be interpreted as the ‘practical
limit’ of information transmission, turn out both to be special cases of E0(ρ)/ρ. In
retrospect, Arıkan’s discovery came as the offspring of his prior work looking into a
method to close the gap between the mentioned two limits.
Based on this account, we study as part of this thesis the evolution of this more
general family of information measures under the polar transform. In particular, we
prove that the polar transform improves E0(ρ) for binary input channels. The result
helps us understand better why the polar transform yields capacity achieving and
low complexity codes: the improvement in E0(ρ) translates into an improvement in
the complexity–error-probability trade-off. This is a concept introduced in the 1996
Shannon Lecture given by Forney. In addition, we prove that even if we change the
measure of information from the customary mutual information to E0(ρ), the binary
erasure channel and the binary symmetric channel still remain extremal. Speaking of
extremality, we also show independent from any polarization context the extremality
of these two channels amongst all binary input channels of a given E0(ρ) value
evaluated at a fixed ρ.
Once a deeper understanding of the technique of polar coding is developed, the
thesis proceeds with the study of a practical problem related to the design of polar
codes: “robustness against channel parameter variations”, as stated in Arıkan’s
original work. Working out this problem is particularly challenging for polar coding
as the initial development revealed that polar codes are channel specific designs.
However, from an engineering point of view, it is critical that the results of a theory be
robust. This is why right after its conception, partial orderings for channels became
relevant for designing polar codes. Two channels are ordered if the code designed for
one of the channels can be mapped to a code resulting in at most the same decoding
error probability when used over the other channel. In fact, it was once more Shannon
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who introduced in a note the concept of partial orderings for discrete memoryless
channels. In this thesis, we first touch this topic by introducing a rigorous framework
in which we propose to study partial orderings for communication channels in
the context of stochastic orders known as convex orderings. In this process, we
discover a novel partial ordering for binary discrete memoryless channels we call the
symmetric convex ordering. Then, the thesis focuses on different communication
models proposed in the literature for building more robust systems; chapters are
dedicated to extend the original theory of polar coding to the following complex
scenarios:
Coding with a given decision rule— In this scenario, we study the performance
of mismatched polar decoders. A mismatched polar decoder is a polar successive
cancellation decoder which uses, instead of the true channel’s law, the metric of a
mismatched channel during the decision procedure. We find the transmission capacity
of polar coding with mismatched polar decoding. Moreover, we show that this
capacity is lower bounded by a certain family of improving lower bounds converging
to the polar mismatched capacity; whenever any of these bounds are positive, strictly
positive communication rates can be achieved with properly constructed polar codes.
We also observe that the block decoding error probability still decays exponentially
in the square root of the block-length as in the matched case. It is worth emphasizing
that while extending the theory of polar coding to mismatched communication
scenarios, the mismatched polar decoder preserves the O(N logN) low complexity
structure of the ‘matched’ polar decoder. This structural advantage further motivates
polar coding in the presence of a decoding mismatch.
Communication over a class of channels— We also investigate in this thesis the
design of robust polar codes over a class of channels. Generally in this scenario, the
code designer has access only to a partial knowledge about the true channel through
the class to which it belongs. The problem is approached from different angles. First
by allowing the decoder to know the true channel, we link polar ordering to the
symmetric convex ordering, the novel order introduced by this thesis. Then letting
instead the encoder know the channel, we extend the results about the mismatched
capacity of polar codes to the compound setting by using the notion of one-sided sets
of channels introduced by Abbe and Zheng. Taking yet another approach, we show
that polar codes using an approximation at the decoder side are robust over the class
of binary symmetric channels. Combining this result with simulations, we provide
strong evidence that polar codes are ‘practically universal’ over binary symmetric
channels. Finally, we prove that universality can be traded for complexity by showing
that multiple runs of the polar decoder implementing a generalized likelihood ratio
test give a universal decoding rule for binary input channels satisfying certain mild
conditions. Hence, more resources at the decoder is the price for universality.
Communication over non-stationary channels— A further original contribution of
this thesis is the extension of the theory of channel polarization over non-stationary
memoryless channels. This is a model which is quite useful to capture the effects of
xiii
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time-varying noise present in real communication systems as it is no longer assumed
that the communication channel is stationary during the transmission of information.
As the existing proof techniques are not applicable to this scenario, we first reprove
the polarization phenomenon by using only elementary methods. Then by using
the same method, we show that Arıkan’s construction also polarizes non-stationary
memoryless channels in the same way it polarizes stationary ones.
Key words: Polar coding, polar codes, channel polarization, mismatched de-
coding, compound channels, robust code design, generalized likelihood ratio test
(GRLT), coding for non-stationary channels, extremal channels, Gallager’s E0, error
exponents, information combining.
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Résumé
Le sujet principal de cette thèse est une technique de codage récemment découverte,
le codage polaire, destinée à construire une famille de codes correcteurs aux pro-
priétés uniques. Dans son travail de fondateur, Arıkan a démontré que cette famille
de codes correcteurs, appelés les codes polaires, atteignent la capacité symétrique—
l’information mutuelle évaluée sous une distribution d’entrée uniforme— de tout
canal binaire discret sans mémoire et stationnaire avec des codeurs et des décodeurs
à faible complexité exigeant de l’ordre de O(N logN) opérations en la longueur du
bloc N . Cette découverte a résolu le problème laissé ouvert par Shannon d’inventer
des codes qui atteignent la capacité avec une faible complexité.
Les codes polaires ne sont pas seulement intéressants parce qu’ils sont les pre-
miers ‘à conclure l’affaire’. Contrairement à la plupart des systèmes de codage
existants, les codes polaires admettent une construction explicite de faible com-
plexité. De plus, pour les canaux symétriques, la construction de codes polaires est
déterministe. La technique usuelle de la théorie de l’information attestant que “si
la performance moyenne d’un ensemble de codes est bonne, alors il doit y avoir au
moins un code de l’ensemble aussi bon que la moyenne” est belle en théorie mais
limitée en pratique ; les codes polaries contournent cette approche traditionnelle et
des simulations ne sont pas en principe nécessaires pour évaluer la probabilité d’er-
reur d’un code donné. Une étude réalisée par Telatar et Arıkan indique que celle-ci
décroît proportionnellement à l’exponentielle de la racine carrée de la longueur du
bloc. A ce titre, au moment d’écrire ces lignes, les codes polaires sont la seule famille
de codes démontrée, et démontrée avec élégance mathématique, à posséder toutes
ces propriétés.
Le codage polaire a résolu un problème ouvert depuis longtemps en théorie
de l’information mais, en même temps, a posé plusieurs problèmes difficiles qui
doivent être abordés. Ce nouveau schéma de codage est une méthode prometteuse
grâce à laquelle, en plus de la transmission de données, des problèmes tels que la
compression de données ou l’acquisition comprimée, comprenant tous les types
de processus de mesure comme l’IRM ou l’échographie, pourraient en bénéficier
en efficacité. Afin de permettre à cette technique de tenir sa promesse, la théorie
originale a été, et devra encore être, étendue dans plusieurs directions. Une partie
considérable de cette thèse est consacrée à l’avancement des connaissances sur cette
technique dans deux directions. La première permet une meilleure compréhension
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du codage polaire en généralisant certains résultats existants et en discutant leurs
implications, et la seconde étudie la robustesse de la théorie par rapport aux modèles
de communication introduisant diverses formes d’incertitude ou de variations dans
le modèle probabiliste du canal.
L’idée derrière la conception de codes polaires est un phénomène appelé la
polarisation de canal. Ce phénomène consiste en ceci : à synthétiser deux nouveaux
canaux en appliquant la transformée polaire à deux autres canaux. Il est observé
que, dans le procédé, la somme des capacités symétriques est conservée tandis
que la fiabilité globale est améliorée par la création de ‘variance ’, c’est-à-dire
que les deux nouveaux canaux sont créés de manière à ce que la différence entre
leurs capacités symétriques soit strictement plus grande que la différence entre les
capacités symétriques des canaux originaux tant que ces derniers ne sont pas déjà sans
bruit ou complètement bruités. Par conséquent, les nouveaux canaux synthétiques
sont polarisés : l’un devient meilleur et l’autre plus mauvais que les canaux médiocres
du début. Ce résultat est un corollaire à ‘information combining’ qui montre que
les limites extrémals de la différence entre les capacités symétriques des nouveaux
canaux sont atteintes par le canal binaire à effacement et le canal binaire symétrique.
L’information mutuelle, bien que fondamentale, n’est pas la seule mesure d’in-
formation d’intérêt pour la communauté de la théorie de l’information. Dans la
littérature, les fonctions E0(ρ) introduites par Gallager, pour ρ > −1, constituent
une famille de mesures d’information bien enracinée qui apparaît dans divers pro-
blèmes d’exposants d’erreurs et aussi dans le décodage séquentiel. L’information
mutuelle, qui détermine la limite théorique de la transmission de l’information, et le
taux de coupure, un autre paramètre de canal qui a été interprété autrefois comme
la ‘limite pratique’ de la transmission de l’information, se révèlent en tant que cas
spéciaux de E0(ρ)/ρ. En rétrospective, la découverte d’Arıkan est le résultat de sa
recherche d’une méthode pour combler l’écart entre les deux limites mentionnées.
A cet égard, nous étudions dans le cadre de cette thèse l’évolution de cette
famille de mesures d’information sous la transformée polaire. En particulier, nous
démontrons que la transformée polaire améliore le paramètre E0(ρ) des canaux
à entrées binaires. Le résultat nous permet de mieux comprendre la raison pour
laquelle la transformée polaire donne des codes qui atteignent la capacité et qui
sont de faible complexité : l’amélioration du paramètre E0(ρ) se traduit par une
amélioration du compromis entre la complexité et la probabilité d’erreur. Il s’agit
d’un concept introduit en 1996 par Forney. De plus, nous démontrons que même si
la mesure d’information est changée de l’information mutuelle habituelle à E0(ρ), le
canal binaire à effacement et le canal binaire symétrique restent toujours extrémaux.
En parlant des canaux extrémaux, nous caractérisons aussi, indépendamment de tout
contexte de polarisation, l’extrémalité de ces deux canaux parmi tous les canaux à
entrées binaires ayant une valeur donnée de E0(ρ) pour une valeur fixe de ρ.
Après avoir développé une compréhension plus profonde de la technique de co-
dage polaire, la thèse procède à l’étude d’un problème pratique relié à la conception
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de codes polaires indiqué dans l’étude originale d’Arıkan : “la robustesse contre les
variations des paramètres du canal”. La résolution de ce problème est particulière-
ment difficile pour le codage polaire, parce que le développement initial a montré que
la conception d’un code polaire est adaptée spécifiquement à la loi de distribution du
canal de communication. Cependant, du point de vue de l’ingénieur, il est essentiel
que les résultats d’une théorie soit robustes. Ainsi, juste après sa conception, les
ordres partiels pour les canaux sont devenus pertinents pour la conception de codes
polaires. Deux canaux sont ordonnés si le code destiné à l’un des canaux peut être
transformé en un code qui donne au maximum la même probabilité d’erreur de
décodage si utilisé sur l’autre canal. Une fois de plus, c’est Shannon qui a introduit
dans une note le concept d’ordres partiels pour les canaux discrets sans mémoire.
Dans cette thèse, nous traitons ce sujet en introduisant un cadre rigoureux dans lequel
nous proposons d’étudier les ordres partiels pour les canaux de communication dans
le contexte d’ordres stochastiques appelés ordres convexes. Plus précisément, nous
découvrons un nouvel ordre partiel pour les canaux binaires discrets sans mémoire
que nous appelons l’ordre convexe symétrique. Par la suite, la thèse examine les
différents modèles de communication proposés dans la littérature pour construire des
systèmes plus robustes. Des chapitres de cette thèse sont dédiés à étendre la théorie
originale du codage polaire aux scénarios complexes suivants :
Codage avec une règle de décision donnée— Dans ce scénario, nous étudions la
performance des décodeurs polaires désadaptés. Un décodeur polaire désadapté est
un décodeur polaire à annulations successives qui utilise au cours de la procédure
de décision la loi de distribution d’un canal désadapté au lieu de la loi du vrai canal.
Nous définissons la capacité de transmission avec décodage polaire désadapté. De
plus, nous montrons qu’il existe une famille de bornes inférieures à cette capacité
et nous faisons la conjecture que la familles de bornes converge vers cette capacité
lorsque la longueur du bloc devient grande. Donc, quand l’une de ces bornes est
positive, des taux de communication strictement positifs peuvent être atteints avec
des codes polaires appropriés. Nous observons également que la probabilité d’erreur
de décodage du bloc décroît proportionnellement à l’exponentielle de la racine
carrée de la longueur du bloc, comme précédemment. Il faut aussi souligner que,
tout en étendant la théorie du codage polaire à des cas de communication avec
des canaux désadaptés, le décodeur polaire désadapté préserve la même structure à
faible complexité de l’ordre de O(N logN) que le décodeur polaire ‘adapté’. Cette
structure à faible complexité motive davantage le codage polaire en présence de
décodage désadapté.
Communication sur une famille de canaux— Nous étudions également dans
cette thèse la conception de codes polaires robustes sur une famille de canaux.
Généralement, dans ce scénario, nous avons seulement accès à une connaissance
partielle du vrai canal via la famille à laquelle il appartient. Donc, un code universel
doit être conçu pour la famille de canaux. Le problème est abordé sous différents
points de vue. D’abord, en permettant au décodeur (mais pas au codeur) de connaître
xvii
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le vrai canal, nous relions l’ordre polaire à l’ordre convexe symétrique, le nouvel
ordre partiel introduit par cette thèse. Ensuite, en permettant au codeur, au lieu
du décodeur, d’avoir connaissance du vrai canal, nous étendons les résultats de la
thèse sur la capacité de transmission avec décodage polaire désadapté en utilisant la
notion de famille de canaux unilatéraux introduite par Abbé et Zheng. Prenant encore
une autre approche, nous montrons que les codes polaires utilisant une méthode de
calcul approximative au décodeur sont robustes pour la famille de canaux binaires
symétriques. En combinant ce résultat avec des simulations, nous fournissons des
preuves solides qui montrent que les codes polaires sont ‘pratiquement universels’
sur les canaux binaires symétriques. Enfin, nous démontrons que l’universalité peut
être échangée contre la complexité. Nous montrons que plusieurs appels au décodeur
polaire mettant en œuvre un test du rapport de vraisemblance généralisé donnent une
règle de décodage universelle sur les canaux à entrées binaires qui satisfont certaines
conditions. Par conséquent, il y a besoin de plus de ressources au niveau du décodeur
pour atteindre l’universalité.
Communication sur les canaux non-stationnaires— Une autre contribution origi-
nale de cette thèse est l’extension de la théorie de la polarisation de canal aux canaux
sans mémoire qui sont non-stationnaires. Ce modèle, qui ne suppose plus que le
canal de communication est stationnaire durant la transmission de l’information, est
très utile pour capter les effets des variations temporelles du bruit présent dans les
systèmes de communication réels. Comme les techniques de preuve existantes ne
sont pas applicables à ce scénario, nous reprouvons à nouveau le phénomène de po-
larisation pour le cas stationnaire en utilisant uniquement des méthodes élémentaires.
Ensuite, en nous servant de la même méthode, nous montrons que la construction
d’Arıkan polarise également les canaux non-stationnaires sans mémoire, de la même
manière qu’elle polarise ceux qui sont stationnaires.
Mots clefs : Codage polaire, codes polaires, polarisation de canal, décodage
désadapté, famille de canaux, conception de code robuste, test du rapport de vraisem-
blance généralisé (GLRT), codage pour canaux non-stationnaires, canaux extrémaux,
E0 de Gallager, exposants d’erreur, ‘information combining’.
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