A number of discrete time, finite population size models in genetics describing the dynamics of allele frequencies are known to converge (subject to suitable scaling) to a diffusion process limit, termed the Wright-Fisher diffusion. In this article we analyse the statistical properties of the Bayesian estimator for the selection coefficient in this model, when both selection and mutation are acting on the population. In particular, it is shown that this estimator is uniformly consistent over compact sets, uniformly asymptotically normal, and displays uniform convergence of moments on compact sets.
Introduction
Mathematical population genetics has been a driving force behind research in numerous areas in both mathematics as well as statistics over the past couple of decades. It is primarily concerned with the study of how populations evolve over time, offering viable models to study how various biological phenomena such as selection and mutation affect the genetic profile of the population they act upon. Many models have been proposed over the years, but perhaps the most popular one remains the Wright-Fisher model (see for instance [7] Chapter 15, Section 2).
Under a suitable scaling of both time and space, a continuous diffusion limit exists for the Wright-Fisher model, which is referred to as the Wright-Fisher diffusion (1) and is the main focus of this paper. The Wright-Fisher diffusion is quite robust in the sense that a broad class of discrete (Cannings) models converge to it when suitably scaled. Furthermore, it has the neat property that the only contribution to the diffusion coefficient comes from random mating whilst other features such as selection and mutation appear solely in the drift coefficient. This facilitates inference as one can concentrate solely on estimating the drift, treating the diffusion coefficient as a known expression.
In this article we focus on Bayesian inference for the Wright-Fisher diffusion for a two-allele, haploid population undergoing both selection and mutation. Namely we are interested in estimating the selection coefficient s ∈ S ⊆ R (which measures how much more favourable one allele is over the other) under the assumption that the mutation parameters are a priori known. We emphasise here that we will assume that the diffusion is observed continuously, meaning that our reading is the entire path (X t ) 0≤t≤T up to some terminal time T . By observing the path continuously through time without error, one can establish and analyse explicitly the statistical error produced by the estimator being used, which then clearly illustrates the statistical limitations of the estimator. In a discrete observation setting, in addition to the above mentioned statistical error, one also has to deal with observational error. One certainly cannot hope for an estimator that performs better in a discrete setting than in a continuous one, so our analysis may be viewed as the 'best possible' performance for inference from a discretely observed model. Inference for scalar diffusions, particularly proving consistency of estimators under specific observational schemes, has generated considerable interest over the past few years [4, 9, 11, 12, 13, 14, 15, 17] . However, most of the work so far has concerned itself with classes of diffusions which directly preclude the Wright-Fisher diffusion (for instance by imposing periodic boundary conditions on the drift coefficients or by requiring the diffusion coefficient be strictly positive everywhere). The asymptotic study of a variety of estimators for continuously observed ergodic scalar diffusions has been entertained in great depth in [9] ; see in particular Theorem 2.13 in [9] , which is an adaptation of Theorems I.5.3 and I.10.2 in [5] for ergodic scalar diffusions. However this theorem cannot be applied directly to the Wright-Fisher diffusion as certain conditions do not hold, namely the reciprocal of the diffusion coefficient does not have a polynomial majorant. This discrepancy makes replicating the results for the case of the Wright-Fisher diffusion with selection and mutation non-trivial. Instead we exploit the explicit nature of (1) to prove, in our main result Theorem 4.1 below, uniform consistency over compact sets, uniform asymptotic normality, uniform convergence of moments on compact sets, and asymptotic efficiency for the Bayesian estimator. We achieve this by, among other things, showing that the conditions of Theorems I.5.3 and I.10.2 in [5] still hold for the Wright-Fisher diffusion.
The Wright-Fisher diffusion with selection but without mutation was tackled specifically by Watterson [17] , where the author makes use of a frequentist framework. Having no mutation ensures that the diffusion is absorbed at either boundary point 0 or 1 almost surely, and by conditioning on absorption Watterson computes the moment generating function, proves asymptotic normality and derives hypothesis tests for the maximum likelihood estimator. Watterson's work however does not readily extend to the case when mutation is present because the diffusion is no longer absorbed at the boundaries. He also does not address the Bayesian estimator. In this sense the results obtained in Theorem 4.1 are not comparable with those obtained by Watterson.
The rest of this article is organised as follows: in Section 2 we introduce the Wright-Fisher diffusion and proceed to describe some of its properties. Section 3 then focuses on introducing the important notions of consistency, local asymptotic normality, and asymptotic efficiency. Theorem 4.1 is then stated in Section 4, together with a set of propositions which are then used to prove Theorem 4.1 in Section 4.1. The proof of Theorem 2.2 can be found in A.
The Wright-Fisher Diffusion
We start by giving a brief overview of the Wright-Fisher diffusion together with its properties before presenting a theorem proving that the Wright-Fisher diffusion is ergodic uniformly in the selection parameter, a term we define rigorously shortly.
Consider an infinite haploid population undergoing selection and mutation, where we are interested in two alleles A 1 and A 2 . Suppose that, between generations, A 1 mutates to A 2 at rate θ 1 /2, and A 2 mutates to A 1 at rate θ 2 /2. Assume further that the selection coefficient favouring A 2 over A 1 is s/2. Let X t denote the frequency of A 2 in the population at time t. Then the dynamics of X t can be described by a diffusion process on [0, 1] given by
with X 0 ∈ [0, 1] distributed according to f s , the invariant distribution of (1) (which we recall shortly), (W t ) t≥0 a standard Wiener process defined on a filtered probability space (Ω, F , (F t ) t≥0 , P), and [0, T ] the observation interval. A strong solution to (1) exists by the Yamada-Watanabe condition (see Theorem 3.2, Chapter IV in [6] ), but weak uniqueness suffices for our purposes. We denote by P (s) the law induced on the space of continuous functions mapping [0, T ] into [0, 1] (henceforth denoted C T ([0, 1])) by the solution to (1) when the true selection parameter is s (with dependence on T being implicit). Furthermore we denote the expectation corresponding to P (s) by E (s) .
We assume that θ 1 , θ 2 > 0 (and in particular that these two quantities are known), for if either mutation rate is 0 then the diffusion is absorbed in finite time. The boundary behaviour depends on whether the mutation parameters are either less than or greater or equal to 1, but in any case the diffusion is ergodic when θ 1 , θ 2 > 0 (see Lemma 2.1, Chapter 10 in [3] ). This turns out to be a central property in our analysis.
It turns out that we need a slightly stronger notion of ergodicity which we now introduce. The idea here is that we can extend pointwise ergodicity in the parameter s to any compact set K in the parameter space S by finding the slowest rate of convergence which works within that compact set. More rigorously, we have the following definition. 
for any compact set K ⊆ S. Then the process X is said to be ergodic uniformly in the parameter s if ∀ε > 0 we have that
holds for any K ⊆ S compact, where ξ ∼ f s .
A standard result in the theory of one-dimensional SDEs (see Theorem 1.16 in [9] ) gives us that the density of the stationary distribution for the Wright-Fisher diffusion (1) is given by
where G s is the normalising constant
the beta function. In what follows, we will always assume that ξ ∼ f s .
To the best of our knowledge, it has not been shown that the Wright-Fisher diffusion is ergodic uniformly in the selection parameter s, which motivates the following theorem.
Theorem 2.2. The Wright-Fisher diffusion with mutation and selection is uniformly ergodic in the selection parameter s, namely we have that for any ε > 0,
holds for any compact set K ⊆ S.
We postpone the proof of this to A.
The family of measures {P (s) , s ∈ S} for the Wright-Fisher diffusion with mutation and selection are equivalent and we have that
with P (s) -probability 1 when s is the true parameter. Proofs of the above claims regarding the equivalence of the Wright-Fisher diffusion and the form of the likelihood ratio can be found in [2] , Lemma 7.2.2 and Section 10.1.1.
Inference Preliminaries
We now present a short list of statistical properties for estimators, starting with consistency, which is a frequentist idea commonly used to analyse Bayesian estimators. We point out that as we are interested in continuously observed diffusions, we shall adapt the definitions to our setting, using T to denote the current terminal time and subsequently sending T → ∞. In Bayesian statistics, an efficient estimator is one that reaches the van Trees bound (the Bayesian analogue of the Cramér-Rao lower bound, offering a lower bound on the variance of the estimator in terms of the Fisher information and the prior density). However, as shown by Hodges, these bounds fall short of being optimal, as constructing a super-efficient estimator is rather simple (see Example 6.14 in [8] for more details). To avoid such complications, the Hájek-Le Cam lower bound is used to define asymptotically efficient estimators. This bound however requires the notion of local asymptotic normality of a family of measures (as can be found in [9] ) together with the introduction of a suitable class of loss functions, which we introduce next. 
where ∆ T (s 0 , X T ) is a random variable such that
with I(s 0 ) being the information of the selection parameter when evaluated at s 0 , i.e.
The family of measures is said to be LAN on S if it is LAN at every point s 0 ∈ S, and further it is said to be uniformly LAN on S if both convergence (7) and (8) are uniform over all compact sets K ⊆ S.
Before proceeding to give a formal definition of asymptotic efficiency, we introduce the class of loss functions W p consisting of those functions ℓ : S → R + for which the following stipulations are satisfied:
A1. ℓ(·) is even, non-negative, and continuous at 0 with ℓ(0) = 0 but not identically zero.
A2. The sets {u ∈ S : ℓ(u) < c} are convex ∀c > 0.
A3. ℓ(·) has a polynomial majorant, i.e. there exist strictly positive constants A and b such that for any u ∈ S,
A4. For any H > 0 sufficiently large and for sufficiently small γ, it holds that 
We now proceed to define the Bayesian estimator. We assume that the selection parameter s is a random variable taking values in some subspace S ⊆ R, assumed to be open and bounded. We further denote by p(·) the prior density on S, which we assume belongs to
where A and b are some strictly positive constants, andS denotes the closure of S. Assuming that the prior distribution p(·) ∈ P c and that the loss function ℓ(·) ∈ W p , we define the Bayesian estimators T of s in (1) as
We end this section by introducing a regularity condition concerning the form of the drift function µ(s, x) which will be required to prove the asymptotic efficiency of the Bayesian estimator. 
We point out here that the above condition ensures that I(s) is continuous in s ∈ S. The fact that ∂ s µ(s, ξ) is independent of s implies that Condition 3.4 holds trivially for the Wright-Fisher diffusion.
Properties of the Bayesian Estimator for the Wright-Fisher diffusion
We introduce the last class of functions we will need, namely denote by G the class of functions satisfying the following two conditions:
Recall the following notation for the likelihood ratio function:
for u ∈ U T,s := {u : s+ u √ T ∈ S}. We now state the main result of this article which illustrates the conditions necessary to ensure that the Bayesian estimator for s in the Wright-Fisher diffusion has a set of desirable properties. We prove this by showing that the conditions of Theorems I.5.2 (which gives consistency) and I.10.2 (which gives convergence in distribution and asymptotic efficiency) in [5] are satisfied for the Wright-Fisher diffusion. A similar formulation of the result below for the general case of a continuously observed diffusion on R can be found in Theorem 2.13 in [9] . However in [9] the author considers scalar diffusions for which the inverse of the diffusion coefficient has a polynomial majorant. This fails to hold in our case, forcing us to seek alternative ways to prove that the conditions of the Theorem hold.
Theorem 4.1. Lets T be a family of Bayesian estimators with prior density p(·) ∈ P c , defined in terms of a loss function ℓ(·) ∈ W p . Suppose further that the following conditions are satisfied by the likelihood ratio function Z T,s (u) as defined in (9): 1. ∀K ⊆ S compact, we can find constants a and B and functions g T (·) ∈ G (all of which depend on K) such that the following two conditions hold:
• ∀u ∈ U T,s sup s∈K E (s) Z T,s (u) 1 2 ≤ e −g T (|u|) .
2. The random functions Z T,s (u) have marginal distributions which converge uniformly in s ∈ K as T → ∞ to those of the random function Z s (u) ∈ C 0 (R), where C 0 (R) denotes the space of continuous functions on R vanishing at infinity equipped with the supremum norm and the Borel σ-algebra.
The random function
du attains its minimum value at a unique pointũ(s) =ũ with probability 1.
Then we have that the Bayesian estimators T is uniformly consistent in s ∈ K, i.e. for any ε > 0
is uniformly asymptotically normal
and displays moment convergence for any p > 0 uniformly on compact sets K ⊆ S, i.e.
lim
T →∞
where ζ ∼ N (0, 1). Furthermore, if the loss function ℓ(·) ∈ W p , then the Bayesian estimator is also asymptotically efficient.
We postpone the proof of the above theorem to Section 4.1 once all the relevant results are in place.
Next we obtain an explicit representation of the likelihood ratio function. This result greatly facilitates showing that Condition 2 in Theorem 4.1 holds. 
and
holds uniformly on compact sets K ⊆ S.
Proof. As the family of measures {P (s) : s ∈ K} are equivalent, we have from (6) that the log-likelihood ratio is given by
where we have taken logs, added and subtracted the term
, and re-arranged. Clearly as T → ∞, we have that uX 0 / √ T → 0 a.s. and by continuity G s /G su → 1, so the last two terms tend to 0. Observe that (5) holds since the Wright-Fisher diffusion is ergodic uniformly in the selection parameter for the function h(x) = x(1 − x), so (11) holds since r T (s, u, X T ) is equal to the second line of the RHS of (13) . For (12), we make use of (5) as well as the fact that
This allows us to apply Proposition 1.20 in [9] with the function x(1 − x)/2, concluding the proof. 
Proof. The result follows immediately from the LAN of the family of measures, as illustrated in the display just before Lemma 2.10 in [9] . It is clear that Z s (u) vanishes at infinity and thus is an element of C 0 (R), which implies that Condition 2 of Theorem 4.1 holds.
The next result allows us to deal with the first inequality in Condition 1 in Theorem 4.1.
Proposition 4.4. For any K ⊆ S compact, we can find a constant C such that for any R > 0, and for any u, v satisfying |u| < R, |v| < R, the following holds
Proof. In what follows we denote by C i for i ∈ N constants which do not depend on u or v.
Observe that for any s ′ , s * ∈ S it holds that
and so we can use Lemma 1.13 and Remark 1.14 from [9] , thereby splitting the expectation in (10) into three more manageable parts to obtain
where we denote s u = s + u/ √ T and s v = s + v/ √ T . The last two terms in (14) can be dealt with as follows. Observe that
Therefore
A similar calculation can be performed for the third term in (14) to get
Dealing with the first term in (14) is slightly more involved. To this end, observe that
Now by definition we have that
and since we constrain u and v to satisfy |u|, |v| < R, we can bound (18) below and above by
respectively, where we have that both K 1 and K 2 are non-zero, positive and finite. This allows us to deduce that G → 1/ √ G is Lipschitz on [K 1 , K 2 ] with some constant C 6 > 0, i.e.
where in the second inequality we have made use of the fact that e z is Lipschitz in z with some constant C 7 > 0 since we constrain |u|, |v| < R. Thus we deduce that
Putting (19) into (17) gives us that
Inserting equations (15) , (16) and (20) into (14), we get that
where we yet again make use of the fact that |u|, |v| < R.
The next result tackles the second inequality in Condition 1. 
Proof. Assume for now that for any M ≥ 2 we have that
for some constant C s,M > 0 depending on s and M . We show that if (22) holds, then (21) follows. Indeed
where in the first inequality we have made use of Cauchy-Schwarz and in the second inequality we have used (22). Therefore, 
and κ > 0 because K is bounded, and thus both sup s∈K e s and inf s∈K e s are finite and non-zero. We show that sup s∈K C s,M is finite ∀M ≥ 2 in what follows. We now check that g T (|u|) as defined above is indeed in the class of functions G . To this end, observe that ≤ e −g T (|u|) , g T (·) ∈ G .
To show that (22) holds, we make use of Chebyshev's inequality as well as Theorem 3.2 in [10] . Indeed, observe that
For A 1 , we use Chebyshev's inequality:
where we have used stationarity in the equality, and in the second inequality we made use of the fact that u ∈ U T,s , and thus |u| ≤ d s √ T where we define d s := sup w∈∂S |s − w| (which is strictly positive and bounded as S is open and bounded). To see that sup s∈K C (1) s,M is bounded in s, observe that
where K(s, X, M ) is a function that is continuous in s and depends on M and on the moments of the hitting times of X. Finally we show that sup s∈K C For a proof of the above, we direct the interested reader to Theorem III.2.1 in [5] , which relies on two results: Anderson's Lemma (Lemma II. 
holds uniformly on compact sets. Therefore it remains to show how uniform asymptotic normality, uniform convergence of moments, and asymptotic efficiency (under the right choice of loss function) follow.
Uniform asymptotic normality follows immediately from Proposition 4.6;ũ = I(s) −1 ∆(s), ∆(s) ∼ N (0, I(s)), andũ T converges uniformly in distribution toũ. Moreover, by Theorem I.5.7 in [5] we have that the random variables |ũ T | p are uniformly integrable for any p > 0, which together with the uniform convergence in distribution of theũ T gives us the uniform convergence of moments (see the Corollary to Theorem 25.12 in [1] ).
We now show asymptotic efficiency for loss functions satisfying ℓ(·) ∈ W p . Observe that the uniform convergence in (24) allows us to deduce that 
which proves the asymptotic efficiency of the Bayesian estimator.
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A Proof of Theorem 2.2
Proof. We show uniform ergodicity for the Wright-Fisher diffusion by making use of Theorem 3.2 in [10] , which allows us to bound the LHS of (5) in terms of the moments of the hitting times of the process. We point out that this result requires the diffusion coefficient to be positive everywhere, and the drift and diffusion coefficients to be locally Lipschitz and to satisfy a linear growth condition. The first two conditions fail for the Wright-Fisher diffusion because of the diffusion coefficient; however, they are only used to guarantee the existence of a unique strong solution to the SDE in Theorem 3.2. Obviously we have this already by other means. None of the properties are used in the proof for Theorem 3.2 of [10] when p ∈ {2, 3, . . . }, which allows us to employ this theorem for the Wright-Fisher diffusion for such p. All that remains to show then is that these moments can be bounded by functions which are continuous in s, for then (5) holds. To this end, we introduce some notation from [10] , namely let a, b ∈ (0, 1) be arbitrary fixed points such that a < b. Define S 0 = 0, R 0 = 0, and
for n ∈ N. By the strong Markov property, (R k − R k−1 ) k∈N is an i.i.d. sequence with law under P (s) equal to the law of R 1 under P a , where P a denotes the law of the process when X 0 = a (and the dependence on s has now become implicit), E a denotes taking expectations with respect to this measure, and P (s) and E (s) are as defined in Section 2. Related to the process (R n ) n∈N we have the process (N t ) t≥0 which we define as 
To see this, observe that when p = 1 and x < b, we have that
where B(θ 1 , θ 2 ) is as defined in (4) . Now assume (30) holds for p − 1, then for
Similar arguments to those presented above allow us to deduce that for x > b and p ∈ {1, 2, . . . },
Thus it remains to deal with the terms E (s) [T p b ] and ℓ s . In the case of the former, we use (30) and (31) to get
For ℓ s , we first observe that
Using (28) and (29) respectively, we can conclude that
and note that both double integrals in (32) and (33) are independent of s and finite because θ 1 , θ 2 < 1. Thus we have shown that we can bound all terms involving s by a function continuous in s. 
Now, for p = 1 and x < b, we get that 
