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Abstract
The phenomenon of the finite-temperature induced quantum numbers in fermionic
systems with topological defects is analyzed. We consider an ideal gas of twodimen-
sional relativistic massive electrons in the background of a defect in the form of a
pointlike magnetic vortex with arbitrary flux. This system is found to acquire, in addi-
tion to fermion number, also orbital angular momentum, spin, and induced magnetic
flux, and we determine the functional dependence of the appropriate thermal averages
and correlations on the temperature, the vortex flux, and the continuous parameter of
the boundary condition at the location of the defect. We find that nonnegativeness of
thermal quadratic fluctuations imposes a restriction on the admissible range of values
of the boundary parameter. The long-standing problem of the adequate definition of
total angular momentum for the system considered is resolved.
1 Introduction
Quantum fermionic systems in different nontrivial topological backgrounds (kinks, vortices,
monopoles, skyrmeons etc.) can possess rather unusual properties (e. g. fractionization of
quantum numbers) [1, 2], see reviews in Refs.[3, 4], and an interest to finite-temperature
effects in such systems [5] has been recently revived [6, 7, 8, 9]. In particular, planar sys-
tems with a topological defect in the form of a pointlike magnetic vortex deserve a thorough
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examination, since they may be relevant for the description of some condensed matter phe-
nomena, including superfluidity and superconductivity [10, 11, 12], as well as have various
applications in particle physics, cosmology, and astrophysics [13, 14]. On the other hand,
these systems can be of a certain conceptual importance, providing a field-theoretical mani-
festation of the famous Bohm-Aharonov effect [15]: they involve second-quantized fermions
interacting with a vector potential which is caused by a magnetic flux from the inaccessible
for the fermions region.
A study of quantum numbers which are induced in the Bohm-Aharonov manner (i. e. by
a vector potential of a magnetic vortex) started in Refs.[16, 17]. It was shown for a particular
choice of the boundary condition at the location of the defect that electric charge [18], mag-
netic flux [19], and angular momentum [20] are induced in the vacuum of quantized massive
fermions. The induced vacuum quantum numbers under the most general set of boundary
conditions which are compatible with self-adjointness of the pertinent Dirac Hamiltonian
were obtained in Refs.[21, 22, 23]. The finite-temperature induced charge was examined in
Ref.[24]. Following this line, we consider other finite-temperature induced quantum numbers
in the present paper.
We start with the operator of the second-quantized fermion field in a static background,
Ψ(x, t) =
∑∫
(Eλ>0)
e−iEλt〈x|λ〉aλ +
∑∫
(Eλ<0)
e−iEλt〈x|λ〉b+λ , (1.1)
where a+λ and aλ (b
+
λ and bλ) are the fermion (antifermion) creation and destruction operators
satisfying anticommutation relations,[
aλ, a
+
λ′
]
+
=
[
bλ, b
+
λ′
]
+
= 〈λ|λ′〉 , (1.2)
and 〈x|λ〉 is the solution to the stationary Dirac equation,
H〈x|λ〉 = Eλ〈x|λ〉 , (1.3)
H is the Dirac Hamiltonian, λ is the set of parameters (quantum numbers) specifying a
one-particle state, and Eλ is the energy of the state; symbol
∑∫
means the summation over
discrete and the integration (with a certain measure) over continuous values of λ. Ground
state |vac> of the second-quantized theory is defined as
aλ|vac>= bλ|vac>= 0 . (1.4)
Let J be an operator commuting with the Hamiltonian in the first-quantized theory,
[J,H ]− = 0 . (1.5)
In the case of unbounded operators, commutation of their resolvents is implied, or, to be
more specific, it is sufficient to require that operators H and J have a common set of
eigenfunctions, i.e. relation
J < x|λ >= jλ < x|λ > (1.6)
2
holds as well as Eq.(1.3). Eigenfunctions < x|λ > satisfy the conditions of completeness
and orthonormality; in general, normalization to a delta function is implied. Thus, in the
second-quantized theory, the operators of the dynamical variables (physical observables)
corresponding to H and J can be diagonalized:
Pˆ 0 ≡ i
4
∫
ddx
{[
Ψ+(x, t), ∂tΨ(x, t)
]
−
− [∂tΨ+(x, t), Ψ(x, t)]−
}
=
=
∑∫
Eλ
[
a+λ aλ − b+λ bλ −
1
2
sgn(Eλ)
]
, (1.7)
and
Mˆ ≡ 1
2
∫
ddx
[
Ψ+(x, t), JΨ(x, t)
]
−
=
∑∫
jλ
[
a+λ aλ − b+λ bλ −
1
2
sgn(Eλ)
]
, (1.8)
d is the space dimension.
Let us define partition function
Z(β, µJ) = Sp exp
[
−β
(
Pˆ 0 − µJMˆ
)]
, β = (kBT )
−1 , (1.9)
where T is the equilibrium temperature, kB is the Boltzmann constant, µJ is the generalized
chemical potential, and Sp is the trace or the sum over the expectation values in the Fock
state basis created by operators in Eq.(1.2). Although this sum becomes divergent in the
limit of infinite space volume, this will not bother us, since the partition function plays
a merely supplementary role. The quantities of physical interest are obtained by taking
derivatives of lnZ(β, µJ), and these latter may appear to be finite in the infinite volume
limit.
In particular, one can define an average of operator Mˆ over the grand canonical ensemble
〈
Mˆ
〉
β,µJ
≡ 1
β
∂
∂µJ
lnZ(β, µJ) = Z
−1(β, µJ)Sp Mˆ exp
[
−β
(
Pˆ 0 − µJMˆ
)]
. (1.10)
Computing averages〈
a+λ aλ
〉
β,µJ
= {exp[β(Eλ − µJjλ)] + 1}−1 , Eλ > 0〈
b+λ bλ
〉
β,µJ
= {exp[β(−Eλ + µJjλ)] + 1}−1 , Eλ < 0 , (1.11)
and using the explicit form of Pˆ 0 and Mˆ in terms of the creation and destruction operators,
one gets the spectral integral representation of average (1.10) (see, e.g. Ref.[5]),
〈
Mˆ
〉
β,µJ
= −1
2
∞∫
−∞
dE τJ(E) tanh
[
1
2
β(E − µJj)
]
, (1.12)
where the appropriate spectral density is
τJ(E) =
1
pi
ImTr J(H −E − i0)−1 , (1.13)
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Tr is the trace of an integro-differential operator in the functional space: Tr U =
∫
ddx tr
< x|U |x >; tr denotes the trace over spinor indices only; note that the functional trace
should be regularized and renormalized by subtraction, if necessary.
Taking J = I, where I is the unit matrix in the space of Dirac matrices, one gets
Mˆ = Nˆ , where Nˆ is the fermion number operator in the second-quantized theory, then µI is
the usual chemical potential. In the d = 1 case fermion number is the only observable which
is conserved in addition to energy. In more than one dimensions there are more conserved
observables. In particular, in the d = 2 case, in addition to energy and fermion number, also
total angular momentum is conserved when the system is rotationally invariant.
Now let us consider an observable which is not conserved and denote the appropriate
operator in the first-quantized theory by Ω. Then the corresponding operator in the second-
quantized theory,
Oˆ =
1
2
∫
ddx[Ψ+,ΩΨ]− , (1.14)
is not diagonalizable. Nevertheless, its average over the grand canonical ensemble can be
defined in a manner similar to Eq.(1.10),〈
Oˆ
〉
β,µJ
≡ Z−1(β, µJ)Sp Oˆ exp
[
−β
(
Pˆ 0 − µJMˆ
)]
. (1.15)
One can get an appropriate spectral integral representation,
〈
Oˆ
〉
β,µJ
= −1
2
∞∫
−∞
dE τΩ(E) tanh
[
1
2
β(E − µJj)
]
, (1.16)
where
τΩ(E) =
1
pi
ImTrΩ(H − E − i0)−1 . (1.17)
In the present paper we shall be dealing with the averages over the canonical ensemble:
M(T ) ≡
〈
Mˆ
〉
β,µJ=0
, O(T ) ≡
〈
Oˆ
〉
β,µJ=0
. (1.18)
In addition to them we shall be considering also such quantities as the correlation of the
conserved and nonconserved observables
∆(T ; Oˆ, Mˆ) ≡
〈
OˆMˆ
〉
β,µJ=0
−
〈
Oˆ
〉
β,µJ=0
〈
Mˆ
〉
β,µJ=0
. (1.19)
and the quadratic fluctuation of the conserved observable
∆(T ; Mˆ, Mˆ) ≡
〈
Mˆ2
〉
β,µJ=0
−
(〈
Mˆ
〉
β,µJ=0
)2
, (1.20)
Using Eqs.(1.12) and (1.16), one can get the spectral integral representation for Eqs.(1.19)
and (1.20):
∆(T ; Oˆ, Mˆ) =
1
β
(
∂
∂µJ
〈
Oˆ
〉
β,µJ
)∣∣∣∣
µJ=0
=
1
4
∞∫
−∞
dE τΩJ (E) sech
2
(
1
2
βE
)
, (1.21)
4
and
∆(T ; Mˆ, Mˆ) =
1
β
(
∂
∂µJ
〈
Mˆ
〉
β,µJ
)∣∣∣∣
µJ=0
=
1
4
∞∫
−∞
dE τJ2(E) sech
2
(
1
2
βE
)
, (1.22)
where the appropriate spectral densities are obtained from Eqs.(1.17) and (1.13) by inserting
an additional power of operator J into the trace.
2 Observables of the planar fermionic system
in the background of a magnetic vortex defect
We consider a spinor field which is quantized in the background of a static magnetic field in
2 + 1-dimensional space-time. The Dirac Hamiltonian takes form
H = −iα [∂ − ieV(x)] + βm , (2.1)
where V(x) is the vector potential of the field strength B(x) = ∂ × V(x). The Clifford
algebra in this case has two inequivalent irreducible representations which can be differed in
the following way:
α1α2β = is , s = ±1 . (2.2)
Choosing the β matrix in the diagonal form,
β = σ3 , (2.3)
one gets
α1 = −e i2σ3χsσ2e− i2σ3χs , α2 = se i2σ3χsσ1e− i2σ3χs , (2.4)
where σ1, σ2, and σ3 are the Pauli matrices, and χ1 and χ−1 are the parameters varying in
interval 0 < χs < 2pi to go over to the equivalent representation. Note also that in odd-
dimensional space-time the m parameter in Eq.(2.1) can take both positive and negative
values; a change of sign of m corresponds to going over to the inequivalent representation.
If a magnetic field is invariant under rotations of the twodimensional space around its
origin, then one has
(x× ∂) [∂ ×V(x)] = 0 , (2.5)
and a generator of rotations takes form
J = −ix× [∂ − ieV(x)] + 1
2
sβ + e
r∫
0
dr r [∂ ×V(x)] , (2.6)
r =
√
(x1)2 + (x2)2 and ϕ = arctan(x2/x1) are the polar coordinates. One can easily verify
that operator J(2.6) commutes with operator H(2.1).
In the right hand side of Eq.(2.6), the first two terms represent the orbital and the spin
parts of the angular momentum of the charged matter field, whereas the last term represents
the angular momentum of the background field. In the nonsingular long-range gauge
x ·V(x) = 0 , (2.7)
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one gets
x×V(x) =
r∫
0
dr r [∂ ×V(x)] , (2.8)
and Eq.(2.6) takes form
J = −ix× ∂ + 1
2
sβ . (2.9)
The above is relevant for the case of an extensive configuration of the background mag-
netic field (see, e.g., Ref.[25]). Turning now to the case of the background in the form of a
magnetic vortex defect, let the central region (e.g. a disc of radius δ) be impenetrable for
the charged matter and the background field strength be nonvanishing only in this region
(i.e. the region of the defect). Then the angular momentum operator outside the central
region consists of two parts, orbital and spin,
J = −ix× [∂ − ieV(x)] + 1
2
sβ . (2.10)
As is well known (see, e.g., Ref.[15]), due to nonvanishing flux of the background field in the
inner region,
Φ =
δ∫
0
dr r [∂ ×V(x)] , (2.11)
the vector potential cannot be made vanishing everywhere in the outer region. In particular,
in the gauge (2.7) one gets at r > δ:
V 1(x) = −Φr−1 sinϕ , V 2(x) = Φr−1 cosϕ , (2.12)
and Eq.(2.10) takes form
J = −ix× ∂ − eΦ + 1
2
sβ . (2.13)
Thus, contrary to the case of the extensive background field configuration when the
angular momentum is quantized in half-integer values,
j = n+
1
2
, (2.14)
(this is evident in the gauge (2.7), see Eq.(2.9)), in the case of the vortex defect, the angular
momentum is quantized in units
j = n+
1
2
− eΦ , (2.15)
and this results in such fascinating quantum-mechanical concepts as anyons and fractional
statistics [26]. However, in the latter case one can take operator
J ′ = −ix× [∂ − ieV(x)] + 1
2
sβ + Ξ , (2.16)
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as well as an operator of conserved quantity; here Ξ is an arbitrary constant. In partic-
ular, choosing Ξ = eΦ, one gets in the gauge (2.7) the same expression as Eq.(2.9) and,
consequently, half-integer eigenvalues. The arguments in favour of such a definition of the
angular momentum operator are given in Ref.[27]. Not going into details of the discussion
at the quantum-mechanical level, we would like to emphasize that the problem of the proper
definition of the angular momentum operator might be resolved in the framework of the
second-quantized theory at nonzero temperature. Indeed, the quadratic fluctuation (1.22)
of the physically meaningful observable has to be nonnegative, and this, as we shall see in
Section 6, imposes a definite restriction on the choice of the appropriate operator in the
first-quantized theory.
Turning to the nonconserved observables, it is natural to consider, in the capacity of Ω,
the orbital angular momentum operator,
Λ = −ix× [∂ − ieV(x)] , (2.17)
and the spin operator,
Σ =
1
2
sβ . (2.18)
In addition to these, we consider also operator 1
Ω =
e2
4pi
x×α , (2.19)
which corresponds to the observable with the physical meaning of the induced magnetic flux
multiplied by e. Really, the latter quantity at finite temperature is
O(T ) = e
∞∫
δ
dr rB(I)(r) , (2.20)
where the induced magnetic field strength B(I) is rotationally invariant and satisfies Maxwell
equation
∂r
[
rB(I)(r)
]
= x× j(x) , (2.21)
with induced current
j(x) = −e
2
tr
〈
x
∣∣∣∣α tanh
(
1
2
βH
)∣∣∣∣x
〉
. (2.22)
Solving Eq.(2.21) and substituting the solution into Eq.(2.20), one gets
O(T ) =
e
4pi
∫
r>δ
d2x [x× j(x)] , (2.23)
which is the thermal average of operator Oˆ(1.14) constructed from Ω(2.19).
In the present paper we shall compute thermal averages of the above observables, as
well as correlations of conserved and nonconserved observables and quadratic fluctuations of
1Note that e2 has dimension of mass in the case of 2 + 1-dimensional space-time. Hence Ω(2.19) is
dimensionless, as well as Λ(2.17) and Σ(2.18).
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conserved observables; note that the average and fluctuation of charge (i. e. fermion number
times e) have been computed earlier [24]. Thermal characteristics of the quantized fermionic
matter in the background of a magnetic vortex defect depend both on vortex flux (2.11) and
the parameter of the boundary condition for the matter field at the edge of the defect.
3 Spectral densities and traces of resolvents
In order to compute thermal characteristics one has to determine spectral densities τΛ(E),
τΣ(E), τΩ(E), τΣJ(E), τJ2(E), τΩJ(E), which are imaginary parts of the appropriate func-
tional traces, see, e.g., Eqs.(1.13) and (1.17). Actually, integrals over the real energy spec-
trum can be transformed into integrals over a contour on the complex energy plane, thus
yielding a representation of thermal characteristics through the traces directly. In particular,
one gets
M(T ) = −1
2
∫
C
dω
2pii
tanh
(
1
2
βω
)
Tr J(H − ω)−1 , (3.1)
and
∆(T ; Mˆ, Mˆ) =
1
4
∫
C
dω
2pii
sech2
(
1
2
βω
)
Tr J2(H − ω)−1 , (3.2)
and similarly for other characteristics; here C is the contour (−∞+ i0,+∞+ i0) and (+∞−
i0,−∞− i0) in the complex ω-plane.
The kernel of the resolvent (the Green’s function) of the Dirac Hamiltonian in the coor-
dinate representation is defined as
Gω(r, ϕ; r′, ϕ′) = 〈r, ϕ|(H − ω)−1|r′, ϕ′〉 . (3.3)
Using Eqs.(2.3) and (2.4), one can expand Eq.(3.3) in modes in the following form
Gω(r, ϕ; r′, ϕ′) =
1
2pi
∑
n∈Z
ein(ϕ−ϕ
′)
(
an(r; r
′) dn(r; r
′)e−i(sϕ
′−χs)
bn(r; r
′)ei(sϕ−χs) cn(r; r
′)eis(ϕ−ϕ
′)
)
. (3.4)
In the background of magnetic vortex defect (2.12), Hamiltonian (2.1) takes form
H = −iαr∂r − ir−1αϕ(∂ϕ − ieΦ) + βm , (3.5)
where
αr = α1 cosϕ+ α2 sinϕ , αϕ = −α1 sinϕ+ α2 cosϕ . (3.6)
If a size of the defect is neglected (δ → 0), then a parameter of the boundary condition at
the location of the defect (at r = 0) exhibits itself as a parameter of a self-adjoint extension
of the Hamiltonian operator. Partial Hamiltonians are essentially self-adjoint for all n, with
the exception of n = n0, where
n0 = [[eΦ]] +
1
2
− 1
2
s , (3.7)
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[[u]] is the integer part of quantity u (i.e., the largest integer which is less than or equal
to u). The partial Hamiltonian for n = n0 requires a self-adjoint extension according to
the Weyl-von Neumann theory of self-adjoint operators (see, e.g., Ref.[28]). Appropriately,
radial components an, bn, cn, and dn in Eq.(3.4) with n 6= n0 are regular at r → 0 and
r′ → 0, whereas those with n = n0 satisfy conditions (for details see Ref.[24]):
cos
(
s
Θ
2
+
pi
4
)
lim
r→0
(|m|r)Fan0(r; r′) = −sgn(m) sin
(
s
Θ
2
+
pi
4
)
lim
r→0
(|m|r)1−F bn0(r; r′)
cos
(
s
Θ
2
+
pi
4
)
lim
r→0
(|m|r)Fdn0(r; r′) = −sgn(m) sin
(
s
Θ
2
+
pi
4
)
lim
r→0
(|m|r)1−F cn0(r; r′)

 ,
(3.8)
and
cos
(
s
Θ
2
+
pi
4
)
lim
r′→0
(|m|r′)Fan0(r; r′) = −sgn(m) sin
(
s
Θ
2
+
pi
4
)
lim
r′→0
(|m|r′)1−Fdn0(r; r′)
cos
(
s
Θ
2
+
pi
4
)
lim
r′→0
(|m|r′)F bn0(r; r′) = −sgn(m) sin
(
s
Θ
2
+
pi
4
)
lim
r′→0
(|m|r′)1−F cn0(r; r′)

 ,
(3.9)
where
sgn(u) =
{
1 , u > 0
−1 , u < 0
}
,
Θ is the self-adjoint extension parameter, and
F = s{[eΦ]} + 1
2
− 1
2
s , (3.10)
{[u]} = u− [[u]] is the fractional part of quantity u, 0 ≤ {[u]} < 1; note here that Eqs.(3.8) and
(3.9) imply that 0 < F < 1, since in the case of F =
1
2
− 1
2
s all radial components obey the
condition of regularity at r → 0 and r′ → 0. Note also that Eqs.(3.8) and (3.9) are periodic
in Θ with period 2pi.
The radial components of the resolvent kernel have been determined in Ref.[24], and we
list them in Appendix A.
Let us consider quantities
∞∫
0
dϕ tr [ΛGω(r, ϕ; r′, ϕ)] =
∞∑
n=−∞
[(n− eΦ)an(r; r′) + (n+ s− eΦ)cn(r; r′)] , (3.11)
∞∫
0
dϕ tr [ΣGω(r, ϕ; r′, ϕ)] =
1
2
s
∞∑
n=−∞
[an(r; r
′)− cn(r; r′)] , (3.12)
∞∫
0
dϕ tr [ΩGω(r, ϕ; r′, ϕ)] =
e2
4pi
sr
∞∑
n=−∞
[bn(r; r
′) + dn(r; r
′)] , (3.13)
∞∫
0
dϕ tr [ΣJ Gω(r, ϕ; r′, ϕ)] =
1
2
s
∞∑
n=−∞
(
n− eΦ+ 1
2
s
)
[an(r; r
′)− cn(r; r′)] , (3.14)
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∞∫
0
dϕ tr
[
J2Gω(r, ϕ; r′, ϕ)
]
=
∞∑
n=−∞
(
n− eΦ + 1
2
s
)2
[an(r; r
′) + cn(r; r
′)] , (3.15)
∞∫
0
dϕ tr [ΩJ Gω(r, ϕ; r′, ϕ)] =
e2
4pi
sr
∞∑
n=−∞
(
n− eΦ+ 1
2
s
)
[bn(r; r
′) + dn(r; r
′)] , (3.16)
where operators J , Λ, Σ, Ω are given by Eqs.(2.13), (2.17)-(2.19), correspondingly. Using
the explicit form of an, bn, cn, dn given in Appendix A, we perform summation over n and
get in the case of r′ > r and Imk > |Re k| (see Appendix B):
2pi∫
0
dϕ tr [ΛGω(r, ϕ; r′, ϕ)] =
s sin(Fpi)
pi
ω
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
[KF (y)−K1−F (y)]+
+
2s sin(Fpi)
pi(tan νω + eiFpi)
[−F (ω+m) tan νωKF (κr)KF (κr′)+(1−F )(ω−m)eiFpiK1−F (κr)K1−F (κr′)] ,
(3.17)
2pi∫
0
dϕ tr [ΣGω(r, ϕ; r′, ϕ)]=smK0(κ|r−r′|)− s sin(Fpi)
4F (1− F )pi m
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
×
×

e
y
y
∞∫
y
du e−u[(1− F )KF (u) + FK1−F (u)]− (2F − 1)[KF (y)−K1−F (y)]

+
+
s sin(Fpi)
pi(tan νω + eiFpi)
[
(ω+m) tan νωKF (κr)KF (κr
′)− (ω −m)eiFpiK1−F (κr)K1−F (κr′)
]
,
(3.18)
2pi∫
0
dϕ tr [ΩGω(r, ϕ; r′, ϕ)] =
e2s sin(Fpi)
4pi2
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
[KF (y)−K1−F (y)]+
+
e2s sin(Fpi)
2pi2(tan νω + eiFpi)
κr
[
tan νωK1−F (κr)KF (κr
′)− eiFpiKF (κr)K1−F (κr′)
]
, (3.19)
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2pi∫
0
dϕ tr [ΣJ Gω(r, ϕ; r′, ϕ)]=
ω
2
K0(κ|r− r′|)− sin(Fpi)
2pi
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
×
×

 ω4F (1− F ) e
y
y
∞∫
y
du e−u[(1−F )KF (u)+FK1−F (u)]−
[ (
F − 1
2
)
ω
2F (1− F ) +m
]
[KF (y)−K1−F (y)]

−
−
(
F − 1
2
)
sin(Fpi)
pi(tan νω + eiFpi)
[
(ω+m) tan νωKF (κr)KF (κr
′)− (ω −m)eiFpiK1−F (κr)K1−F (κr′)
]
,
(3.20)
2pi∫
0
dϕ tr
[
J2Gω(r, ϕ; r′, ϕ)
]
=
ω
2
[
K0(κ|r − r′|) + 4 κrr
′
|r − r′| K1(κ|r − r
′|)
]
−
− sin(Fpi)
pi
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
×
×

 ω2F (1− F )
(
1 +
1
4y
)
ey
∞∫
y
du e−u[(1− F )KF (u) + FK1−F (u)]−
−
[(
1
4
+ y
) (
F − 1
2
)
ω
F (1− F ) +m
]
[KF (y)−K1−F (y)]− ω[(1− F )KF (y) + FK1−F (y)]

+
+
2
(
F − 1
2
)2
sin(Fpi)
pi(tan νω + eiFpi)
[
(ω +m) tan νωKF (κr)KF (κr
′) + (ω −m)eiFpiK1−F (κr)K1−F (κr′)
]
,
(3.21)
2pi∫
0
dϕ tr [ΩJ Gω(r, ϕ; r′, ϕ)] =
e2
4pi
κr
r + r′
|r − r′| K1(κ|r − r
′|)−
− e
2 sin(Fpi)
8F (1− F )pi2
∞∫
0
dy
(
1 +
κ2rr′
4y2
+
r2 − r′2
4rr′
)
exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
×
×

ey
∞∫
y
du e−u[(1− F )KF (u) + FK1−F (u)]− (2F − 1)y[KF (y)−K1−F (y)]

+
+
e2 sin(Fpi)
4pi2
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
[(1− F )KF (y) + FK1−F (y)]−
− e
2
(
F − 1
2
)
sin(Fpi)
2pi2(tan νω + eiFpi)
κr
[
tan νωK1−F (κr)KF (κr
′)− eiFpiKF (κr)K1−F (κr′)
]
, (3.22)
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where κ = −ik, Kρ(u) is the Mackdonald function of order ρ, and tan νω is given by
Eq.(A.13). The first terms in the right hand sides of Eqs.(3.18), (3.20)-(3.22) diverge in
the limit r′ → r. These terms coincide with expressions corresponding to the case of absence
of the vortex defect (see also Appendix B):
2pi∫
0
dϕ tr [ΣGω(r, ϕ; r′, ϕ)] |eΦ=0 = smK0(κ|r − r′|) , (3.23)
2pi∫
0
dϕ tr [ΣJ Gω(r, ϕ; r′, ϕ)] |eΦ=0 = ω
2
K0(κ|r − r′|) , (3.24)
2pi∫
0
dϕ tr
[
J2Gω(r, ϕ; r′, ϕ)
] |eΦ=0 = ω
2
[
K0(κ|r − r′|) + 4 κrr
′
|r − r′| K1(κ|r − r
′|)
]
, (3.25)
2pi∫
0
dϕ tr [ΩJ Gω(r, ϕ; r′, ϕ)] |eΦ=0 = e
2
4pi
κr
r + r′
|r − r′|K1(κ|r − r
′|) , (3.26)
and, otherwise,
2pi∫
0
dϕ tr [ΛGω(r, ϕ; r′, ϕ)] |eΦ=0 =
∞∫
0
dϕ tr [ΩGω(r, ϕ; r′, ϕ)] |eΦ=0 = 0 . (3.27)
Thus, quantities (3.17) - (3.22) are made finite in the limit r′ → r by subtracting expressions
corresponding to the case of absence of the vortex defect. Integrating over radial variables,
we get the renormalized traces:
TrΛ(H − ω)−1 ≡
∞∫
0
dr r
2pi∫
0
dϕ tr [ΛGω(r, ϕ; r, ϕ)] =
=
s
ω2 −m2
[
F 2(ω +m) tan νω − (1− F )2(ω −m)eiFpi
tan νω + eiFpi
− 2
3
(
F − 1
2
)
F (1− F )ω
]
, (3.28)
TrΣ(H − ω)−1 ≡
∞∫
0
dr r
2pi∫
0
dϕ {tr [ΣGω(r, ϕ; r, ϕ)]− tr [ΣGω(r, ϕ; r, ϕ)] |eΦ=0} =
= −1
2
s
ω2 −m2
[
F (ω +m) tan νω − (1− F )(ω −m)eiFpi
tan νω + eiFpi
− F (1− F )m
]
, (3.29)
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TrΩ(H − ω)−1 ≡
∞∫
0
dr r
2pi∫
0
dϕ tr [ΩGω(r, ϕ; r, ϕ)] =
= − e
2
6pi
sF (1− F )
ω2 −m2
(1 + F ) tan νω − (2− F )eiFpi
tan νω + eiFpi
, (3.30)
TrΣJ(H − ω)−1 ≡
∞∫
0
dr r
2pi∫
0
dϕ {tr [ΣJ Gω(r, ϕ; r, ϕ)]− tr [ΣJ Gω(r, ϕ; r, ϕ)] |eΦ=0} =
=
1
2
F − 1
2
ω2 −m2
F (ω +m) tan νω − (1− F )(ω −m)eiFpi
tan νω + eiFpi
+
1
4
F (1− F )
ω2 −m2
[
ω − 4
3
(F − 1
2
)m
]
,
(3.31)
Tr J2(H − ω)−1 ≡
∞∫
0
dr r
2pi∫
0
dϕ
{
tr
[
J2Gω(r, ϕ; r, ϕ)
]− tr [J2Gω(r, ϕ; r, ϕ)] |eΦ=0} =
= −
(
F − 1
2
)2
ω2 −m2
F (ω +m) tan νω + (1− F )(ω −m)eiFpi
tan νω + eiFpi
+
+
1
2
F (1− F )
ω2 −m2
{[
1
2
− F (1− F )
]
ω − 4
3
(F − 1
2
)m
}
, (3.32)
TrΩJ(H − ω)−1 ≡
∞∫
0
dr r
2pi∫
0
dϕ {tr [ΩJ Gω(r, ϕ; r, ϕ)]− tr [ΩJ Gω(r, ϕ; r, ϕ)] |eΦ=0} =
=
e2
8pi
F (1− F )
ω2 −m2
F (1 + F ) tan νω + (1− F )(2− F )eiFpi
tan νω + eiFpi
, (3.33)
where the integration is performed at Reκ > |Imκ| and, then, is continued analytically to
half-plane Reκ > 0 (Imk > 0) which corresponds to the whole plane of complex ω. For
completeness, we present here the result of Ref.[24]:
Tr (H − ω)−1 ≡
∞∫
0
dr r
2pi∫
0
dϕ [tr Gω(r, ϕ; r, ϕ)− tr Gω(r, ϕ; r, ϕ) |eΦ=0 ] =
= − 1
ω2 −m2
[
F (ω +m) tan νω + (1− F )(ω −m)eiFpi
tan νω + eiFpi
− F (1− F )ω
]
. (3.34)
There are remarkable relations among different traces. In particular, summing Eqs.(3.28)
and (3.29) we get
Tr J(H − ω)−1 = −s
(
F − 1
2
)
Tr (H − ω)−1 + sF (1− F )
ω2 −m2
[
1
3
(
F − 1
2
)
ω +
1
2
m
]
. (3.35)
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Trace (3.30) is expressed through traces (3.29) and (3.34):
2pim
e2
TrΩ(H − ω)−1 = s
4
Tr (H − ω)−1 −
(
F − 1
2
)
TrΣ(H − ω)−1+
+
1
4
sF (1− F )
ω2 −m2
[
ω +
2
3
(
F − 1
2
)
m
]
. (3.36)
We list also some other relations:
Tr J2(H − ω)−1 =
(
F − 1
2
)2
Tr (H − ω)−1 + 1
2
F (1− F )
ω2 −m2
[
F (1− F )ω − 4
3
(
F − 1
2
)
m
]
,
(3.37)
TrΛJ(H − ω)−1 = −s
(
F − 1
2
)
TrΛ(H − ω)−1−
− 1
3
F (1− F )
ω2 −m2
{
1
2
[1− F (1− F )]ω +
(
F − 1
2
)
m
}
, (3.38)
TrΣJ(H−ω)−1 = −s
(
F − 1
2
)
TrΣ(H−ω)−1+1
4
F (1− F )
ω2 −m2
[
ω +
2
3
(
F − 1
2
)
m
]
, (3.39)
TrΩJ(H−ω)−1 = −s
(
F − 1
2
)
TrΩ(H−ω)−1+ e
2
12pi
F (1− F )
ω2 −m2
[
1 +
1
2
F (1− F )
]
. (3.40)
4 Averages
Similar to Eq.(3.1), we get the thermal averages of orbital angular momentum
L(T ) = −1
2
∫
C
dω
2pii
tanh
(
1
2
βω
)
TrΛ(H − ω)−1 , (4.1)
and spin
S(T ) = −1
2
∫
C
dω
2pii
tanh
(
1
2
βω
)
TrΣ(H − ω)−1 , (4.2)
where C is the contour (−∞+ i0,+∞+ i0) and (+∞− i0,−∞− i0) in the complex ω-plane.
Using Eqs.(3.28) and (3.29) and deforming the contour around the cuts and poles on the
real axis, we obtain the following expressions for the averages as real integrals:
L(T ) = s
sin(Fpi)
pi
∞∫
0
du
u
√
u+ 1
tanh
(
1
2
βm
√
u+ 1
)
×
×F
2uFA + (1− F )2u1−FA−1 + u {[1
2
− F (1− F )] (uFA+ u1−FA−1)− (2F − 1) cos(Fpi)}
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi) +
+
s
4
[1− sgn(A)] [1− 2F (1− F )]EBS + (2F − 1)m
(2F − 1)EBS +m tanh
(
1
2
βEBS
)
, (4.3)
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and
S(T ) = −ssin(Fpi)
2pi
∞∫
0
du
u
√
u+ 1
tanh
(
1
2
βm
√
u+ 1
)
×
× Fu
FA + (1− F )u1−FA−1 + u [1
2
uFA+ 1
2
u1−FA−1 − (2F − 1) cos(Fpi)]
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi) −
− s
8
[1− sgn(A)]EBS + (2F − 1)m
(2F − 1)EBS +m tanh
(
1
2
βEBS
)
+
s
4
F (1− F ) tanh
(
1
2
βm
)
, (4.4)
where
A = 21−2F
Γ(1− F )
Γ(F )
tan
(
s
Θ
2
+
pi
4
)
, (4.5)
Γ(u) is the Euler gamma function, EBS is the energy of the bound state in the one-particle
spectrum, which is determined as a real root of algebraic equation (for details see Ref.[22])
(1−m−1EBS)F
(1 +m−1EBS)1−F
A = −1 ; (4.6)
note that the bound state exists at cosΘ < 0 (A < 0), and its energy is zero at A = −1,
and, otherwise, one has 0 < |EBS | < |m| and
sgn(EBS) =
1
2
sgn(m)[ sgn(1 + A−1)− sgn(1 + A)] . (4.7)
Summing Eqs.(4.3) and (4.4) we get the thermal average of total angular momentum,
which can be written in the form (compare with Eq.(3.35)):
M(T ) = −s
(
F − 1
2
)
N(T ) +
s
4
F (1− F ) tanh
(
1
2
βm
)
, (4.8)
where the thermal average of fermion number (i. e. electric charge divided by e) is given by
expression (see Ref.[24]):
N(T ) = −sin(Fpi)
pi
∞∫
0
du
u
√
u+ 1
tanh
(
1
2
βm
√
u+ 1
)
×
× Fu
FA− (1− F )u1−FA−1 + u [(F − 1
2
)
(uFA+ u1−FA−1)− cos(Fpi)]
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi) −
− 1
4
[1− sgn(A)] tanh
(
1
2
βEBS
)
. (4.9)
Note that both L(T ) and S(T ) are infinite
(
divergent as integral
∞∫
du
u

 at half-integer
values of eΦ, unless A = 0 or A−1 = 0. However, this divergence cancels in the sum, and
one gets
M(T )|F= 1
2
=
s
16
tanh
(
1
2
βm
)
. (4.10)
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In the cases of A = 0 and A−1 = 0 expressions (4.3) and (4.4) simplify
L(T ) =
s
2
(
F − 1
2
± 1
2
)2
tanh
(
1
2
βm
)
, Θ = ±spi
2
(mod 2pi) , (4.11)
and
S(T ) = −s
4
(
F − 1
2
± 1
2
)2
tanh
(
1
2
βm
)
, Θ = ±spi
2
(mod 2pi) . (4.12)
In the limit T → 0 (β →∞) we get the results of Ref.[23]:
L(0) =
s sgn(m)
2pi
∞∫
1
dυ√
υ − 1
F 2υ−1+FA+ 1− 2F (1− F ) + (1− F )2υ−FA−1
υFA+ 2 + υ1−FA−1
, (4.13)
and
S(0) =
1
4
s sgn(m)

F (1− F )− 1
pi
∞∫
1
dυ√
υ − 1
Fυ−1+FA+ 1 + (1− F )υ−FA−1
υFA+ 2 + υ1−FA−1

 . (4.14)
In the high-temperature limit the averages tend to zero
L(T →∞) =
=


s sgn(m)
sin(Fpi)
2pi
Γ(1− F )
Γ(1 + F )
1− 2F (1− F )
1− 2F tan
(
s
Θ
2
+
pi
4
)( |m|
kBT
)1−2F
, 0 < F <
1
2
s sgn(m)
sin(Fpi)
2pi
Γ(F )
Γ(2− F )
1− 2F (1− F )
2F − 1 cot
(
s
Θ
2
+
pi
4
)( |m|
kBT
)2F−1
,
1
2
< F < 1
(4.15)
and
S(T →∞) =
=


−s sgn(m)sin(Fpi)
4pi
Γ(1− F )
Γ(1 + F )
1
1− 2F tan
(
s
Θ
2
+
pi
4
)( |m|
kBT
)1−2F
, 0 < F <
1
2
−s sgn(m)sin(Fpi)
4pi
Γ(F )
Γ(2− F )
1
2F − 1 cot
(
s
Θ
2
+
pi
4
)( |m|
kBT
)2F−1
,
1
2
< F < 1
(4.16)
In conclusion of this section, let us consider the thermal average of induced flux (times e)
O(T ) = −1
2
∫
C
dω
2pii
tanh(βω) TrΩ(H − ω)−1 , (4.17)
where Ω is given by Eq.(2.19). Using trace identity (3.36), we get
O(T ) =
e2
2pim
[
s
4
N(T )−
(
F − 1
2
)
S(T ) +
s
12
(
F − 1
2
)
F (1− F ) tanh
(
1
2
βm
)]
, (4.18)
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or
O(T ) = − e
2
4pim
sF (1− F )

sin(Fpi)pi
∞∫
0
du
u
√
u+ 1
tanh
(
1
2
βm
√
u+ 1
)
×
× u
FA− u1−FA−1 − 2u cos(Fpi)
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi)+
+
1
2
[1− sgn(A)] m
(2F − 1)EBS +m tanh
(
1
2
βEBS
)
+
1
3
(
F − 1
2
)
tanh
(
1
2
βm
)}
. (4.19)
Unlike L(T ) and S(T ), O(T ) is finite at half-integer values of eΦ:
O(T )|F= 1
2
= − e
2
32pim
{
[1− sgn(cosΘ)] tanh
(
1
2
βm sinΘ
)
+
+
sin 2Θ
2pi
∞∫
1
dv√
v(v − 1)
tanh
(
1
2
βm
√
v
)
v − sin2Θ

 , (4.20)
In the cases of A = 0 and A−1 = 0, Eq.(4.19) takes form
O(T ) = − e
2
12pim
sF (1− F )
(
F − 1
2
± 3
2
)
tanh
(
1
2
βm
)
, Θ = ±spi
2
(mod 2pi) . (4.21)
Note that relation (4.18) at zero temperature was first obtained in Ref.[23], and expression
(4.19) at zero temperature takes form (see Ref.[22])
O(0) = − e
2
4pi|m| sF (1− F )

1
3
(
F − 1
2
)
+
1
2pi
∞∫
1
dυ
υ
√
υ − 1
υFA− υ1−FA−1
υFA+ 2 + υ1−FA−1

 . (4.22)
In the high-temperature limit we get
O(T →∞) = − e
2
8pikBT
sF (1− F )
{
1
2
[1− sgn(A)] EBS
(2F − 1)EBS +m +
1
3
(
F − 1
2
)
+
+
sin(Fpi)
pi
∞∫
0
du
u
uFA− u1−FA−1 − 2u cos(Fpi)
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi)

 . (4.23)
5 Correlations
Similar to Eq.(3.2), we get the thermal correlations of fermion number with orbital angular
momentum
∆(T ; Lˆ, Nˆ) =
1
4
∫
C
dω
2pii
sech2
(
1
2
βω
)
TrΛ(H − ω)−1, (5.1)
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and fermion number with spin
∆(T ; Sˆ, Nˆ) =
1
4
∫
C
dω
2pii
sech2
(
1
2
βω
)
TrΣ(H − ω)−1, (5.2)
where contour C is defined as above. Using Eqs.(3.28) and (3.29) and deforming the contour
around the cuts and poles on the real axis, we obtain the following expressions for the
correlations as real integrals:
∆(T ; Lˆ, Nˆ) = −s sin(Fpi)
2pi
∞∫
0
du
u
sech2
(
1
2
βm
√
u+ 1
)
×
× F
2uFA− (1− F )2u1−FA−1 − u[1− 2F (1− F )] cos(Fpi)
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi) −
− s
8
[1− sgn(A)] [1− 2F (1− F )]EBS + (2F − 1)m
(2F − 1)EBS +m sech
2
(
1
2
βEBS
)
+
+
s
6
(
F − 1
2
)
F (1− F )sech2
(
1
2
βm
)
, (5.3)
and
∆(T ; Sˆ, Nˆ) =
s sin(Fpi)
4pi
∞∫
0
du
u
sech2
(
1
2
βm
√
u+ 1
)
×
× Fu
FA− (1− F )u1−FA−1 − u cos(Fpi)
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi)+
+
s
16
[1− sgn(A)]EBS + (2F − 1)m
(2F − 1)EBS +m sech
2
(
1
2
βEBS
)
, (5.4)
where A is defined by Eq.(4.5), and EBS is determined as a real root of Eq.(4.6).
It should be noted that, if one takes operator
Λ′ = Λ + eΦ = −ix× ∂, (5.5)
and defines the corresponding operator in the second-quantized theory,
Lˆ′ =
1
2
∫
d2x [Ψ+,Λ′Ψ]−, (5.6)
then correlation ∆(T ; Lˆ′, Nˆ) is infinite. To see this, let us consider quantity (compare with
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Eq.(3.17))
2pi∫
0
dϕ tr [Λ′Gω(r, ϕ; r′, ϕ)] =
2 sin(Fpi)
pi(tan νω + eiFpi)
×
× [n0(ω +m) tan νωKF (κr)KF (κr′) + (n0 + s)(ω −m)eiFpiK1−F (κr)K1−F (κr′)]−
− sin(Fpi)
2F (1− F )pi ω
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
eΦe
y
y
∞∫
y
du e−u[(1− F )KF (u) +
+ FK1−F (u)]−
[
(2F − 1)
(
n0 +
1
2
s
)
+
1
2
s
]
[KF (y)−K1−F (y)]
}
+ 2ωeΦK0(κ|r − r′|).
(5.7)
The last term in Eq.(5.7) diverges in the limit r′ → r, and this divergence can not be
compensated by subtraction (as is the case for Eqs.(3.18),(3.20)-(3.22)), because Eq.(3.27)
holds. Since this divergence is proportional to ω, it does not contribute to average L′(T ), but
does contribute to correlation ∆(T ; Lˆ′, Nˆ) yielding a term which is −1
2
eΦ sech2
(
1
2
βm
)
times
infinity. Thus, if one accepts finiteness of correlations as physically plausible condition, then
one has to favour gauge-invariant definition of orbital angular momentum, i.e. to choose
Λˆ(3.17) instead of Λˆ′(5.5).
Contrary to the case of averages L(T ) and S(T ), correlations ∆(T ; Lˆ, Nˆ) and ∆(T ; Sˆ, Nˆ)
are finite at half-integer values of eΦ:
∆(T ; Lˆ, Nˆ)
∣∣∣
F= 1
2
= − ∆(T ; Sˆ, Nˆ)
∣∣∣
F= 1
2
= −sin(2Θ)
32pi
∞∫
1
dυ√
υ − 1
sech2
(
1
2
βm
√
υ
)
υ − sin2Θ −
− sin Θ
16
[1− sgn(cosΘ)] sech2
(
1
2
βm sinΘ
)
. (5.8)
In the case of A = 0 and A−1 = 0 expressions (5.3) and (5.4) simplify:
∆(T ; Lˆ, Nˆ) =
s
6
(
F − 1
2
± 1
2
)[
1 + 2
(
F − 1
2
± 1
2
)2]
sech2
(
1
2
βm
)
, Θ = ±spi
2
(mod 2pi),
(5.9)
and
∆(T ; Sˆ, Nˆ) = −s
4
(
F − 1
2
± 1
2
)
sech2
(
1
2
βm
)
, Θ = ±spi
2
(mod 2pi). (5.10)
In the limit T → 0 (β → ∞) correlations (5.3) and (5.4) tend exponentially to zero for
almost all values of Θ with the exception of one corresponding to the zero bound state
energy, EBS = 0 (A = −1):
∆(0; Lˆ, Nˆ) = −1
2
∆(0; Sˆ, Nˆ) =


0, A 6= −1
−s
2
(
F − 1
2
)
, A = −1 . (5.11)
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In the high-temperature limit the correlations tend to finite values:
∆(∞; Lˆ, Nˆ) = −s
8
[1− sgn(A)] [1− 2F (1− F )]EBS + (2F − 1)m
(2F − 1)EBS +m +
s
6
(
F − 1
2
)
F (1−F )−
− s sin(Fpi)
2pi
∞∫
0
du
u
F 2uFA− (1− F )2u1−FA−1 − u[1− 2F (1− F )] cos(Fpi)
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi) , (5.12)
and
∆(∞; Sˆ, Nˆ) = s
16
[1− sgn(A)]EBS + (2F − 1)m
(2F − 1)EBS +m+
+
s sin(Fpi)
4pi
∞∫
0
du
u
FuFA− (1− F )u1−FA−1 − u cos(Fpi)
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi) . (5.13)
Summing Eqs.(5.3) and (5.4), we get the thermal correlation of two conserved observables,
total angular momentum and fermion number, which can be recast in the form:
∆(T ; Mˆ, Nˆ) = −s
(
F − 1
2
)
∆(T ; Nˆ, Nˆ)− s
12
(
F − 1
2
)
F (1− F )sech2
(
1
2
βm
)
, (5.14)
where
∆(T ; Nˆ, Nˆ) =
sin(Fpi)
2pi
∞∫
0
du
u
sech2
(
1
2
βm
√
u+ 1
)
×
× Fu
FA+ (1− F )u1−FA−1 − u(2F − 1) cos(Fpi)
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi)+
+
1
8
[1− sgn(A)] sech2
(
1
2
βEBS
)
− 1
4
F (1− F ) sech2
(
1
2
βm
)
(5.15)
is the quadratic fluctuation of fermion number which was first computed in Ref.[24]. Note
that correlation ∆(T ; Mˆ, Nˆ) vanishes at half-integer values of eΦ.
Using trace identities (3.38) and (3.39), we get the thermal correlations of total angular
momentum with orbital angular momentum
∆(T ; Lˆ, Mˆ) = −s
(
F − 1
2
)
∆(T ; Lˆ, Nˆ) +
1
24
[1−F (1− F )]F (1−F ) sech2
(
1
2
βm
)
, (5.16)
and total angular momentum with spin
∆(T ; Sˆ, Mˆ) = −s
(
F − 1
2
)
∆(T ; Sˆ, Nˆ)− 1
16
F (1− F ) sech2
(
1
2
βm
)
. (5.17)
Using trace identity (3.36), we get the thermal correlation of fermion number with induced
flux multiplied by e
∆(T ; Oˆ, Nˆ) =
e2
2pim
[
s
4
∆(T ; Nˆ, Nˆ)−
(
F − 1
2
)
∆(T ; Sˆ, Nˆ)− s
16
F (1− F ) sech2
(
1
2
βm
)]
,
(5.18)
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or in the explicit form
∆(T ; Oˆ, Nˆ) =
e2 sin(Fpi)
2(2pi)2
sF (1− F )
m
∞∫
0
du
u
sech2
(
1
2
βm
√
u+ 1
)
×
× u
FA+ u1−FA−1
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi)+
+
e2
16pi
[1− sgn(A)] sF (1− F )
(2F − 1)EBS +m sech
2
(
1
2
βEBS
)
− e
2sF (1− F )
16pim
sech2
(
1
2
βm
)
.
(5.19)
At half-integer values of eΦ we get
∆(T ; Oˆ, Nˆ)
∣∣∣
F= 1
2
=
s e2 cosΘ
4(4pi)2m
∞∫
1
dυ√
υ − 1
sech2
(
1
2
βm
√
υ
)
υ − sin2Θ +
+
s e2
64pim
[1 − sgn(cosΘ)] sech2
(
1
2
βm sinΘ
)
− s e
2
64pim
sech2
(
1
2
βm
)
. (5.20)
Correlation ∆(T ; Oˆ, Nˆ) vanishes in the cases of A = 0 and A−1 = 0. In the zero-temperature
limit we get
∆(0; Oˆ, Nˆ) =


0, A 6= −1
e2sF (1− F )
8pim
, A = −1 . (5.21)
In the high-temperature limit correlation (5.19) tends to a finite value
∆(∞; Oˆ, Nˆ) = e
2
16pi
[1− sgn(A)] sF (1− F )
(2F − 1)EBS +m −
e2sF (1− F )
16pim
+
+
e2 sin(Fpi)
2(2pi)2
sF (1− F )
m
∞∫
0
du
u
uFA+ u1−FA−1
[uFA− u1−FA−1 + 2 cos(Fpi)]2 + 4(u+ 1) sin2(Fpi) . (5.22)
Using trace identity (3.40), we get the thermal correlation of total angular momentum
with induced flux multiplied by e
∆(T ; Oˆ, Mˆ) = −s
(
F − 1
2
)
∆(T ; Oˆ, Nˆ). (5.23)
Thus, this correlation vanishes at half-integer values of eΦ.
6 Nonnegativeness of quadratic fluctuations
As we have seen in the previous section, a gauge-invariant definition of angular momentum
is required by the finiteness of the correlation of angular momentum with fermion num-
ber. In the present section we shall consider further restrictions which are imposed by the
nonnegativeness of quadratic fluctuations.
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With the use of trace identity (3.37), the thermal quadratic fluctuation of total angular
momentum, Eq.(3.2), is expressed through that of fermion number:
∆(T ; Mˆ, Mˆ) =
(
F − 1
2
)2
∆(T ; Nˆ, Nˆ)− 1
8
F 2(1− F )2sech2
(
1
2
βm
)
, (6.1)
where ∆(T ; Nˆ, Nˆ) is given by Eq.(5.15). The thermal quadratic fluctuation of fermion
number was analyzed in detail in Ref.[24]. In particular, in the high-temperature limit
we get
∆(∞; Nˆ, Nˆ) =


1
4
(1− F )2, Θ 6= spi
2
(mod 2pi)
1
4
F 2, Θ = s
pi
2
(mod 2pi)

 , 0 < F ≤
1
2
1
4
F 2, Θ 6= −spi
2
(mod 2pi)
1
4
(1− F )2, Θ = −spi
2
(mod 2pi)

 ,
1
2
≤ F < 1
(6.2)
which is obviously positive. Substituting Eq.(6.2) into Eq.(6.1), we get
∆(∞; Mˆ, Mˆ) =


1
8
(1− F )2
[
(1− F )2 − 1
2
]
, Θ 6= spi
2
(mod 2pi)
1
8
F 2
(
F 2 − 1
2
)
, Θ = s
pi
2
(mod 2pi)


, 0 < F ≤ 1
2
1
8
F 2
(
F 2 − 1
2
)
, Θ 6= −spi
2
(mod 2pi)
1
8
(1− F )2
[
(1− F )2 − 1
2
]
, Θ = −spi
2
(mod 2pi)


,
1
2
≤ F < 1
(6.3)
which is positive at 0 < F < 1 − 2−1/2 and 2−1/2 < F < 1
(
Θ 6= pi
2
(modpi)
)
only, and is
nonpositive otherwise.
The cause of negativeness of ∆(∞; Mˆ, Mˆ) is quite understandable from the mathematical
point of view. Although operator J2, as a square of self-adjoint operator J , is nonnegative
definite, appropriate spectral density τJ2(E) might be not, and the latter results in negative-
ness of ∆(T ; Mˆ, Mˆ), see Eq.(1.22). Nonnegativeness of τJ2(E) is rooted in the procedure of
taking a functional trace of the resolvent kernel, with regularization and renormalization in-
volved in the case of infinite space: initially, the trace is positive but divergent (see Eq.(3.21)
at r′ → r), the comparative trace which corresponds to the case of absence of the defect
is also positive but divergent (see Eq.(3.25) at r′ → r), then the difference of the above
two traces appears to be finite but not positive. Namely the same is the mechanism of the
appearance of the negative vacuum energy density, which is widely known as the Casimir
effect [29]: the vacuum energy density in an infinite space bounded by two parallel plates
is positive but divergent, the vacuum energy density in an infinite unbounded space is sub-
tracted, and the result is finite but negative. There is a physically plausible interpretation
of negativeness of the vacuum energy density, linking it to a force of attraction between two
plates. Returning now to negativeness of the thermal quadratic fluctuation, we have not
found, up to now, any physically plausible interpretation of this mathematically feasible ef-
fect. Thus, we have to stick to the paradigma that the quadratic fluctuation of the physically
meaningful observable is to be nonnegative.
Let us recall that, in the case of planar rotationally symmetric system considered in the
present paper, we have two conserved observables which are fermion number and total an-
gular momentum. Fermion number is defined uniquely: operator Nˆ in the second-quantized
theory corresponds to unity operator I in the first-quantized theory. As to total angular mo-
mentum, situation is different: so far we have chosen operator Mˆ corresponding to J(2.10),
but, equally as well, the choice can be a superposition of Mˆ and Nˆ , Mˆ +ΞNˆ , see Eq.(2.16),
with Ξ being a function of the parameters of the vortex defect. We shall use this ambiguity
and fix Ξ by the requirement that the quadratic fluctuation of modified (improved) total
angular momentum behave qualitatively in a similar manner as that of fermion number.
First, it is straightforward to get general relation
∆(T ; Mˆ + ΞNˆ , Mˆ + ΞNˆ) =
(
F − 1
2
− sΞ
)2
∆(T ; Nˆ, Nˆ)−
− 1
2
[
s
3
Ξ
(
F − 1
2
)
+
1
4
F (1− F )
]
F (1− F ) sech2
(
1
2
βm
)
. (6.4)
Then, one should note that, without a loss of generality, all possible values of Ξ can be
restricted to interval 0 ≤ |Ξ| ≤ 1/2, since shift Ξ → Ξ ± 1 yields the same spectrum of
the angular momentum operator in the first-quantized theory. Also, in view of the Bohm-
Aharonov effect [15], we suppose that Ξ depends on fractional part of eΦ rather than eΦ
itself, or, in other words, it depends on F (3.10). Since F → 1− F as s→ −s, parameter Ξ
has to depend on s(F − 1/2). Taking all the above into account, we fix Ξ = ΞF , where
ΞF =


−1
2
s sgn
(
F − 1
2
)
, F 6= 1
2
1
2
, F =
1
2
, (6.5)
and define the improved total angular momentum operator as
Rˆ = Mˆ + ΞF Nˆ . (6.6)
The corresponding quadratic fluctuation takes form
∆(T ; Rˆ, Rˆ) =
(∣∣∣∣F − 12
∣∣∣∣+ 12
)2
∆(T ; Nˆ , Nˆ)+
+
1
4
[
1
3
∣∣∣∣F − 12
∣∣∣∣− 12F (1− F )
]
F (1− F ) sech2
(
1
2
βm
)
. (6.7)
The high-temperature limit of Eq.(6.7) is positive, and the behaviour of ∆(T ; Rˆ, Rˆ) at finite
temperatures is qualitatively the same as that of ∆(T ; Nˆ, Nˆ).
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7 Summary and discussion
In the present paper we continue a study of the properties of an ideal gas of twodimensional
relativistic massive electrons in the background of a static magnetic vortex defect, which was
started in Ref.[24]. We find that this system at thermal equilibrium acquires, in addition
to fermion number considered in Ref.[24], the following nontrivial characteristics: orbital
angular momentum (4.3), spin (4.4), and induced magnetic flux (times e) (4.19). The local
features of the field strength in the interior of the vortex are exhibited by self-adjoint exten-
sion parameter Θ which labels boundary conditions at the location of the vortex defect, and
arbitrary values of vortex flux Φ are permitted; our results are periodic in Θ with period 2pi
at fixed Φ and periodic in Φ with period e−1 at fixed Θ. Orbital angular momentum and spin
are odd and induced flux is even under transition to the inequivalent representation of the
Clifford algebra (s→ −s or m→ −m). In the zero-temperature limit the results of Refs.[23]
and [22] are recovered, see Eqs.(4.13), (4.14) and (4.22), whereas in the high-temperature
limit all averages vanish, see Eqs.(4.15), (4.16) and (4.23).
The key point in this study is played by Section 3, where the appropriately renormal-
ized traces of the resolvent operator are obtained, see Eqs.(3.28)-(3.33). Thermal averages
are then computed as integrals over a contour in the complex energy plane, see Eqs.(4.1),
(4.2) and (4.17). Moreover, the knowledge of the resolvent traces allows one to compute
also thermal correlations of conserved and nonconserved observables and thermal quadratic
fluctuations of conserved observables. In particular, we have computed the correlations of
fermion number with orbital angular momentum, spin and induced flux multiplied by e, see
Eqs.(5.3), (5.4) and (5.19). These correlations vanish at zero temperature unless the bound
state energy in the one-particle spectrum vanishes (A = −1), see Eqs.(5.11) and (5.21). The
high-temperature limits of the correlations are given by Eqs.(5.12), (5.13) and (5.22). Note
that correlations (5.3) and (5.4) are even and correlation (5.19) is odd under transition to
the inequivalent representation of the Clifford algebra (s→ −s or m→ −m).
It should be emphasized that, owing to the gauge-invariant definition of orbital angular
momentum (2.17), the correlation of orbital angular momentum with fermion number is
finite. As it is shown in Section 5, another definition of orbital angular momentum (see
Eq.(5.5)) results in the infinity of the appropriate correlation, which can be regarded as
unphysical.
To illustrate the behaviour of an average and a correlation as functions of the boundary
parameter Θ, we depict these quantities on Figs.1-3 for one observable, induced flux multi-
plied by e (given by operator Oˆ (1.14) with Ω (2.19)), at several values of the vortex flux.
Here quantities s|m|e−2Oˆ(T ) and sme−2∆(T ; Oˆ, Nˆ) are along the ordinate axes, and quantity
sΘpi−1 is along the abscissa axes. Values (kBT/|m|) = 5−1, 1, 5 correspond to two dashed
(with longer and shorter dashes) and one dotted lines, and values T = 0 and T =∞ corre-
spond to solid lines; the latter cannot lead to confusion, since, as it has been already noted,
the average at T = ∞ vanishes everywhere, while the correlation at T = 0 vanishes almost
everywhere with the exception of one point (A = −1). Our plots correspond to three values of
F (3.10) from interval 0 < F ≤ 1/2, whereas interval 1/2 < F < 1 can be considered by tak-
ing in view that s|m|e−2Oˆ(T )→ −s|m|e−2Oˆ(T ) and sme−2∆(T ; Oˆ, Nˆ)→ sme−2∆(T ; Oˆ, Nˆ)
at F → 1− F and Θ→ −Θ.
As is seen from Figs.1-3, the average at zero temperature is characterized by a jump with
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a cusp at the point corresponding to the zero bound state energy (A = −1). As temperature
increases, this jump is smoothed out, while extremum evolves close to Θ = spi
2
(mod 2pi)
(A−1 = 0) in the case of 0 < F ≤ 1/2 and to Θ = −spi
2
(mod 2pi) (A = 0) in the case
of 1/2 ≤ F < 1. As temperature departs from zero, the correlation develops a maximum
at A = −1, which persists in the case of F = 1/2 and is shifted to the left in the case
of 0 < F < 1/2 and to the right in the case of 1/2 < F < 1, with further increase
of temperature. At non-zero temperature the correlation becomes negative at cosΘ > 0
(A > 0), i.e. in the case of absence of the bound state in the one-particle spectrum.
Due to rotational invariance of the system considered, there is an additional to fermion
number conserved observable — total angular momentum. It is natural to take in this
capacity the sum of orbital angular momentum and spin: Mˆ = Lˆ + Sˆ. The appropriate
average is related to the average fermion number, see Eqs.(4.8) and (4.9), and the correlation
with fermion number is related to the quadratic fluctuation of fermion number, see Eqs.(5.14)
and (5.15). The latter relations are a consequence of trace identity (3.35), and, using trace
identities (3.38)-(3.40), we get the correlations of total angular momentum with orbital
angular momentum, spin and induced flux times e, see Eqs.(5.16),(5.17) and (5.23). Using
trace identity (3.37), we get the quadratic fluctuation of total angular momentum (6.1).
However, the negativeness of this fluctuation signifies that the above defined total angular
momentum can not be regarded as a physically meaningful observable.
To remedy the situation, in Section 6 we introduce improved total angular momentum
as a sum of naive total angular momentum and fermion number with the dependent on the
vortex flux coefficient, see Eqs.(6.5) and (6.6); the quadratic fluctuation of the improved
observable is given by Eq.(6.7). On Figs.4-6 we plot averages and quadratic fluctuations of
naive (Mˆ) and improved (Rˆ) total angular momenta for several values of F from interval
0 < F ≤ 1/2; interval 1/2 < F < 1 can be considered by taking in view that the averages
multiplied by s and the fluctuations are invariant under F → 1 − F and Θ → −Θ. As
before, two dashed (with longer and shorter dashes) and one dotted lines correspond to
values (kBT/|m|) = 5−1, 1, 5, and solid lines correspond to values T = 0,∞. In the F 6= 1/2
case, both fluctuations at extremely small temperatures possess a peak at A = −1 which
is smoothed out as temperature increases; incidentally, the minimum evolves to the left of
point A−1 = 0 in the case of 0 < F < 1/2 and to the right of point A = 0 in the case
of 1/2 < F < 1. In contrast to the Rˆ-fluctuation, the Mˆ -fluctuation is obviously negative
in the vicinity of this minimum, see Figs.4 and 5. In the F = 1/2 case, the behaviour
of two fluctuation is completely different, with the Mˆ -fluctuation being independent of Θ
and negative, see Fig.6 and explicit expression (6.1). The behaviour of the Rˆ-fluctuation
is qualitatively the same as that of the fermion number fluctuation studied in detail in
Ref.[24]. Thus, we conclude that a physically meaningful observable is the improved total
angular momentum (Rˆ) rather than the naive one (Mˆ).
At this point it is appropriate to discuss a very tiny effect which is common for fluctuations
of fermion number and improved total angular momentum. Namely, both fluctuations at
rather small temperatures become negative with extremely small absolute values in the case
of absence of the bound state in the one-particle spectrum, i.e., at cosΘ > 0 (A > 0). Fig.7
illustrates this fact for the Rˆ-fluctuation. To be more specific, in the F 6= 1/2 case, this
fluctuation at T = |m|/(5kB) attains value −10−4 at F = 0.1 (F = 0.9) and value −3×10−4
at F = 0.3 (F = 0.7) in region 0 (mod2pi) < Θ < spi
2
(mod2pi) (−spi
2
(mod2pi) < Θ <
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0 (mod2pi)); in the F = 1/2 case, the fluctuation at T = |m|/kB attains value −27 × 10−4
in region −spi
2
(mod2pi) < Θ < spi
2
(mod2pi).
Let us recall that boundary parameter Θ is introduced as a parameter providing a self-
adjoint extension of the Dirac Hamiltonian in the background of a pointlike vortex defect.
Thus the mathematical requirement of self-adjointness of the Hamiltonian is consistent with
all values of Θ. However, the physical requirements may restrict the range of Θ. As we see,
this really happens: nonnegativeness of the fluctuations of fermion number and improved
total angular momentum is consistent with values of Θ from the range corresponding to the
case of existence of the bound state in the one-particle spectrum, i.e. cosΘ < 0 (A < 0).
To conclude, we reiterate that a comprehensive study of thermal characteristics of the
planar quantum fermionic system with a pointlike vortex defect has allowed us to reduce the
mathematically acceptable set of boundary conditions at the location of the defect to the
physically acceptable one. It is found that angular momentum of the system is defined as
shifted by 1/2 from its naive value.
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Appendix A
The radial components of the resolvent kernel of H (3.3) are presented in the following way,
type 1 (l = s(n− n0) > 0):
an(r; r
′) =
ipi
2
(ω +m)
[
θ(r − r′)H(1)l−F (kr)Jl−F (kr′) + θ(r′ − r)Jl−F (kr)H(1)l−F (kr′)
]
, (A.1)
bn(r; r
′) =
ipi
2
k
[
θ(r − r′)H(1)l+1−F (kr)Jl−F (kr′) + θ(r′ − r)Jl+1−F (kr)H(1)l−F (kr′)
]
, (A.2)
cn(r; r
′) =
ipi
2
(ω −m)
[
θ(r − r′)H(1)l+1−F (kr)Jl+1−F (kr′) + θ(r′ − r)Jl+1−F (kr)H(1)l+1−F (kr′)
]
,
(A.3)
dn(r; r
′) =
ipi
2
k
[
θ(r − r′)H(1)l−F (kr)Jl+1−F (kr′) + θ(r′ − r)Jl−F (kr)H(1)l+1−F (kr′)
]
; (A.4)
type 2 (l′ = −s(n− n0) > 0):
an(r; r
′) =
ipi
2
(ω +m)
[
θ(r − r′)H(1)l′+F (kr)Jl′+F (kr′) + θ(r′ − r)Jl′+F (kr)H(1)l′+F (kr′)
]
, (A.5)
bn(r; r
′) = −ipi
2
k
[
θ(r − r′)H(1)l′−1+F (kr)Jl′+F (kr′) + θ(r′ − r)Jl′−1+F (kr)H(1)l′+F (kr′)
]
, (A.6)
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cn(r; r
′) =
ipi
2
(ω−m)
[
θ(r − r′)H(1)l′−1+F (kr)Jl′−1+F (kr′) + θ(r′ − r)Jl′−1+F (kr)H(1)l′−1+F (kr′)
]
,
(A.7)
dn(r; r
′) = −ipi
2
k
[
θ(r − r′)H(1)l′+F (kr)Jl′−1+F (kr′) + θ(r′ − r)Jl′+F (kr)H(1)l′−1+F (kr′)
]
; (A.8)
type 3 (n = n0):
an0(r; r
′) =
ipi
2
ω +m
sin νω + cos νωeiFpi
{
θ(r − r′)H(1)−F (kr)[sin νωJ−F (kr′) + cos νωJF (kr′)]+
+ θ(r′ − r)[sin νωJ−F (kr) + cos νωJF (kr)]H(1)−F (kr′)
}
, (A.9)
bn0(r; r
′) =
ipi
2
k
sin νω + cos νωeiFpi
{
θ(r − r′)H(1)1−F (kr)[sin νωJ−F (kr′) + cos νωJF (kr′)]+
+ θ(r′ − r)[sin νωJ1−F (kr)− cos νωJ−1+F (kr)]H(1)−F (kr′)
}
, (A.10)
cn0(r; r
′) =
ipi
2
ω −m
sin νω + cos νωeiFpi
{
θ(r − r′)H(1)1−F (kr)[sin νωJ1−F (kr′)− cos νωJ−1+F (kr′)]+
+ θ(r′ − r)[sin νωJ1−F (kr)− cos νωJ−1+F (kr)]H(1)1−F (kr′)
}
, (A.11)
dn0(r; r
′) =
ipi
2
k
sin νω + cos νωeiFpi
{
θ(r − r′)H(1)−F (kr)[sin νωJ1−F (kr′)− cos νωJ−1+F (kr′)]+
+ θ(r′ − r)[sin νωJ−F (kr) + cos νωJF (kr)]H(1)1−F (kr′)
}
. (A.12)
Here k =
√
ω2 −m2 and a physical sheet is chosen as 0 < Arg k < pi (Imk > 0), θ(u) =
1
2
[1+sgn(u)], Jρ(u) is the Bessel function of order ρ, H
(1)
ρ (u) is the first-kind Hankel function
of order ρ, and
tan νω =
k2F
ω +m
sgn(m)(2|m|)1−2F Γ(1− F )
Γ(F )
tan
(
s
Θ
2
+
pi
4
)
. (A.13)
In the absence of the vortex defect the radial components take form:
an(r; r
′)|eΦ=0 =
ipi
2
(ω +m)
[
θ(r − r′)H(1)n (kr)Jn(kr′) + θ(r′ − r)Jn(kr)H(1)n (kr′)
]
, (A.14)
bn(r; r
′)|eΦ=0 =
ipi
2
k
[
θ(r − r′)H(1)n+s(kr)Jn(kr′) + θ(r′ − r)Jn+s(kr)H(1)n (kr′)
]
, (A.15)
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cn(r; r
′)|eΦ=0 =
ipi
2
(ω −m)
[
θ(r − r′)H(1)n+s(kr)Jn+s(kr′) + θ(r′ − r)Jn+s(kr)H(1)n+s(kr′)
]
,
(A.16)
dn(r; r
′)|eΦ=0 =
ipi
2
k
[
θ(r − r′)H(1)n (kr)Jn+s(kr′) + θ(r′ − r)Jn(kr)H(1)n+s(kr′)
]
. (A.17)
Note that all radial components behave asymptotically at large distances as outgoing
waves.
Appendix B
Let us consider quantity (3.11). The contribution of the regular (types 1 and 2) components
of the resolvent kernel is given by expression∑
n 6=n0
[(n− eΦ)an(r; r′) + (n + s− eΦ)cn(r; r′)] =
= s
∑
l≥1
[(l − F )(ω +m)Il−F (κr)Kl−F (κr′) + (l + 1− F )(ω −m)Il+1−F (κr)Kl+1−F (κr′)]−
−s
∑
l′≥1
[(l′ + F )(ω +m)Il′+F (κr)Kl′+F (κr
′) + (l′ − 1 + F )(ω −m)Il′−1+F (κr)Kl′−1+F (κr′)] ,
(B.1)
where κ = −ik and we used relations
Jρ(iκr) = e
iρpi
2 Iρ(κr) and H
(1)(iκr′) =
2
ipi
e−iρ
pi
2Kρ(κr) ,
which are valid at Reκ > 0; here Iρ(u) is the modified Bessel function of order ρ, and
Kρ(u) =
pi
2 sin(ρpi)
[I−ρ(u)− Iρ(u)] .
Using relation (see, e.g., Ref.[30])
Iρ(κr)Kρ(κr
′) =
1
2
∞∫
0
dy
y
exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
Iρ(y) , Re κ
2 > 0 , (B.2)
∑
l≥1
(l + ρ)Il+ρ(y) =
1
2
y [Iρ(y) + Iρ+1(y)] , (B.3)
we perform summation in Eq.(B.1) and get in the case of Reκ > |Imκ|:∑
n 6=n0
[(n− eΦ)an(r; r′) + (n + s− eΦ)cn(r; r′)] =
=
s sin(Fpi)
pi
ω
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
[KF (y)−K1−F (y)]+
+ sF (ω +m)IF (κr)KF (κr
′)− s(1− F )(ω −m)I1−F (κr)K1−F (κr′) . (B.4)
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The contribution of the irregular (type 3) components is given by expression
(n0 − eΦ)an0(r; r′) + (n0 + s− eΦ)cn0(r; r′) =
2s sin(Fpi)
pi(tan νω + eiFpi)
×
× [−F (ω +m) tan νωKF (κr)KF (κr′) + (1− F )(ω −m)eiFpiK1−F (κr)K1−F (κr′)]−
− sF (ω +m)IF (κr)KF (κr′) + s(1− F )(ω −m)I1−F (κr)K1−F (κr′) . (B.5)
Summing Eqs.(B.4) and (B.5), we get Eq.(3.17).
Computation of other quantities, Eqs.(3.12)-(3.16), is similar to the above. As an illus-
tration, let us scrutinize the procedure of computation of the last quantity, Eq.(3.16), which
is the most tedious one.
The contribution of the regular components is
e2
4pi
sr
∑
n 6=n0
(
n− eΦ + 1
2
s
)
[bn(r; r
′) + dn(r; r
′)] =
= − e
2
4pi
κr
{∑
l≥1
(
l − F + 1
2
)
[Il+1−F (κr)Kl−F (κr
′)− Il−F (κr)Kl+1−F (κr′)]−
−
∑
l′≥1
(
l′ + F − 1
2
)
[Il′−1+F (κr)Kl′+F (κr
′)− Il′+F (κr)Kl′−1+F (κr′)]
}
. (B.6)
Using recurrency relation
u∂uIρ(u) = ±ρIρ(u) + uIρ±1(u),
we get
e2
4pi
sr
∑
n 6=n0
(
n− eΦ + 1
2
s
)
[bn(r; r
′) + dn(r; r
′)] =
=
e2
4pi
∑
l≥1
{(
l − F + 1
2
)
[(l − F )Il−F (κr)Kl−F (κr′) + (l + 1− F )Il+1−F (κr)Kl+1−F (κr′)] +
+
(
l + F − 1
2
)
[(l + F )Il+F (κr)Kl+F (κr
′) + (l − 1 + F )Il−1+F (κr)Kl−1+F (κr′)]
}
−
− e
2
4pi
r∂r
∑
l≥1
{(
l − F + 1
2
)
[Il−F (κr)Kl−F (κr
′)− Il+1−F (κr)Kl+1−F (κr′)]−
−
(
l + F − 1
2
)
[Il+F (κr)Kl+F (κr
′)− Il−1+F (κr)Kl−1+F (κr′)]
}
=
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=
e2
16pi
∑
l≥1
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
){
3
2
Il−1−F (y) +
1
2
Il+1−F (y) +
1
2
Il−F (y)+
+
3
2
Il+2−F (y) +
1
2
Il−1+F (y) +
3
2
Il+1+F (y) +
3
2
Il−2+F (y) +
1
2
Il+F (y)+
+ (l − 1− F )Il−1−F (y)− (l + 1− F )Il+1−F (y) + (l − F )Il−F (y)− (l + 2− F )Il+2−F (y)+
+ (l − 1 + F )Il−1+F (y)− (l + 1 + F )Il+1+F (y) + (l − 2 + F )Il−2+F (y)− (l + F )Il+F (y)+
+
(
κ2rr′
y2
+
r2 − r′2
rr′
)[
(1− F )I1−F (y) + F IF (y) + 1
2
Il−F (y) +
1
2
Il+1−F (y)+
+
1
2
Il+F (y) + Il−1+F (y)
]}
, (B.7)
where the second equality is obtained with the use of representation (B.2) and recurrency
relation
2ρIρ(u) = u [Iρ−1(u)− Iρ+1(u)] .
Now the summation over l can be performed with the use of Eq.(B.3) and relation (see
Ref.[30])
∞∑
l=1
Il+ρ(y) = −2
ρ

ey
y∫
0
du e−uIρ(u)− yIρ(y)− yIρ+1(y)

 , Re ρ > −1. (B.8)
Using again the recurrency relation and the relation between the Macdonald and the modified
Bessel functions, we get
e2
4pi
sr
∑
n 6=n0
(
n− eΦ + 1
2
s
)
[bn(r; r
′) + dn(r; r
′)] =
=
e2 sin(Fpi)
8F (1− F )pi2
∞∫
0
dy
(
1 +
κ2rr′
4y2
+
r2 − r′2
4rr′
)
exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
×
×

ey
y∫
0
du e−u[(1− F )KF (u) + FK1−F (u)] + (2F − 1)y[KF (y)−K1−F (y)]

+
+
e2
8pi
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
){
2 sin(Fpi)
pi
[(1− F )KF (y) + F K1−F (y)] −
− 1
y
(
F − 1
2
)
[F IF (y)− (1− F )I1−F (y)] + 1
2
(
κ2rr′
y2
+
r2 − r′2
rr′
)(
F − 1
2
)
[IF (y)− I1−F (y)]
}
.
(B.9)
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The contribution of the irregular components is
e2
4pi
sr
(
n0 − eΦ + 1
2
s
)
[bn0(r; r
′) + dn0(r; r
′)] = −e
2
(
F − 1
2
)
sin(Fpi)
2pi2(tan νω + eiFpi)
κr×
× [tan νωK1−F (κr)KF (κr′)− eiFpiKF (κr)K1−F (κr′)]+
+
e2
4pi
(
F − 1
2
)
κr [I−1+F (κr)KF (κr
′)− I−F (κr)K1−F (κr′)]. (B.10)
The terms containing the Iρ-functions are cancelled in the sum of Eqs.(B.9) and (B.10).
Decomposing the integral over u as
y∫
0
=
∞∫
0
−
∞∫
y
, we get the following expression for this sum:
e2
4pi
sr
∞∑
n=−∞
(
n− eΦ+ 1
2
s
)
[bn(r; r
′) + dn(r; r
′)] =
=
e2
4pi
∞∫
0
dy
(
1 +
κ2rr′
4y2
+
r2 − r′2
4rr′
)
exp
(
−κ
2rr′
2y
− (r − r
′)2
2rr′
y
)
−
− e
2 sin(Fpi)
8F (1− F )pi2
∞∫
0
dy
(
1 +
κ2rr′
4y2
+
r2 − r′2
4rr′
)
exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
×
×

ey
∞∫
y
du e−u[(1− F )KF (u) + FK1−F (u)]− (2F − 1)y[KF (y)−K1−F (y)]

+
+
e2 sin(Fpi)
4pi2
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)
[(1− F )KF (y) + F K1−F (y)]−
− e
2
(
F − 1
2
)
sin(Fpi)
2pi2(tan νω + eiFpi)
κr
[
tan νωK1−F (κr)KF (κr
′)− eiFpiKF (κr)K1−F (κr′)
]
. (B.11)
Using relation (see, e.g., Ref.[31])
∞∫
0
dy ys−1 exp(−py − qy−1) = 2
(
q
p
) s
2
Ks(2
√
pq),
we express the first integral over y in Eq.(B.11) through the Macdonald function and get
Eq.(3.22).
In the case of the absence of the vortex defect one uses summation formulae
∞∑
n=−∞
In(y) = e
y,
∞∑
n=−∞
nIn(y) = 0.
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Thus, in particular, we get
e2
4pi
sr
∞∑
n=−∞
(
n+
1
2
s
)
[bn(r; r
′) + dn(r; r
′)]
∣∣∣∣∣
eΦ=0
=
= − e
2
4pi
κr
∞∑
n=−∞
(
sn +
1
2
)
[Isn+1(κr)Ksn(κr
′)− Isn(κr)Ksn+1(κr′)] =
=
e2
4pi
∞∑
n=−∞
(
sn+
1
2
)
{snIsn(κr)Ksn(κr′) + (sn+ 1)Isn+1(κr)Ksn+1(κr′)−
− r∂r[Isn(κr)Ksn(κr′)− Isn+1(κr)Ksn+1(κr′)]} =
=
e2
16pi
∞∑
n=−∞
∞∫
0
dy exp
(
−κ
2rr′
2y
− r
2 + r′2
2rr′
y
)(
sn +
1
2
)
×
× {Isn−1(y)− Isn+1(y) + Isn(y)− Isn+2(y) +
(
κ2rr′
y2
+
r2 − r′2
rr′
)
[Isn(y)− Isn+1(y)]} =
=
e2
4pi
∞∫
0
dy
(
1 +
κ2rr′
4y2
+
r2 − r′2
4rr′
)
exp
(
−κ
2rr′
2y
− (r − r
′)2
2rr′
y
)
, (B.12)
which is Eq.(3.26).
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Figure 1: F = 0.1
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Figure 2: F = 0.3
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Figure 3: F = 0.5
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Figure 4: F = 0.1
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Figure 5: F = 0.3
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Figure 6: F = 0.5
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Figure 7: a) F = 0.1, b) F = 0.3, c) F = 0.5
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