ABSTRACT
INTRODUCTION
The last decades achievements in Natural Language Processing (NLP) and Knowledge Extraction (KE) have enabled the large-scale extraction of structured knowledge about world entities from unstructured text (Weikum & Theobald, 2010; Grishman, 2010; Vossen et al., 2016; . As a result, new application scenarios are appearing where large amounts of information are available in different interlinked forms: text, the knowledge extracted from it, and the NLP annotations involved in the KE process. To support applications having to jointly store, access, and process all this information, there is an increasing need for scalable frameworks that seamlessly integrate structured and unstructured knowledge, providing the necessary scalability (e.g., up to millions of documents and billions of RDF triples) and data access and manipulation methods.
This chapter describes the latest achievements on the KnowledgeStore (http://knowledgestore.fbk. eu) extending the work previously reported by Corcoglioniti, Rospocher, Cattoni, Magnini, and Serafini (2015) . The KnowledgeStore is a scalable, fault-tolerant, and Semantic Web (SW) grounded open-source (Apache License v2.0) storage system to jointly store, manage, retrieve, and query interlinked text and RDF knowledge extracted from it, e.g., using KE tools such as PIKES , or coming from Linked Open Data (LOD) resources. Conceptually, the KnowledgeStore acts as a data hub populated by KE systems and queried by end users and applications, whose contents are organized according to three representation layers: Resource, Mention, and Entity. To illustrate the interplay of these layers in the KnowledgeStore, and the capabilities it offers, consider the following scenario: among a collection of news articles, a user is interested in retrieving all 2014 news reporting statements of a 20th century US president where he is positively mentioned as "commander-in-chief." On one side, the KnowledgeStore supports storing resources -e.g., news articles -and their relevant metadata -e.g., the publishing date of a news article. On the other side, it enables storing structured knowledge about entities of the world -e.g., the fact of being a US president and the event of making a statement -either extracted from text or available in LOD/RDF datasets such as DBpedia (Lehmann et al., 2015) and YAGO (Hoffart, Suchanek, Berberich, & Weikum, 2013) . And last, through the notion of mention, it enables linking an entity or fact of the world to each of its specific occurrences in documents -e.g., a US president to the documents mentioning him -allowing also the storage of additional mention attributes, typically extracted while processing the text, such as the explicit way the entity or fact occurs -e.g., "commander-in-chief" -and the sentiment of the article writer on that entity -e.g., positively mentioned. Besides supporting the scalable storage and management of this content, through an architecture compliant with the deployment in distributed hardware settings like clusters and cloud computing, the KnowledgeStore provides a ReST API and a user interface supplying query and retrieval mechanisms that enable accessing all its contents, and thus answering the example query presented above.
Thanks to the explicit representation and alignment of information at different levels, from unstructured to structured knowledge, the KnowledgeStore enables the development of enhanced applications, and favors the design and empirical investigation of information processing tasks otherwise difficult to experiment with. On the one hand, the possibility to semantically query the content of the KnowledgeStore with requests combining knowledge from structured sources and unstructured sources, similarly to the example previously discussed, allows a deeper exploration and analysis of stored data, a capability particularly useful in applications such as decision support. On the other hand, the joint storage of structured knowledge (both background and extracted knowledge), the resources it derives from, and mention information -all effectively accessible through a single API -provides an ideal scenario for
THE KNOWLEDGESTORE: CONCEPTUAL OVERVIEW
To support the storage and alignment of knowledge of unstructured and structured information sources, the KnowledgeStore internally adopts a three-layer content organization (see also Figure 1 ):
•
The Resource layer, similarly to a file system, stores unstructured content in the form of resources (e.g., news articles), each having a representation (e.g., a text file) and some descriptive metadata (e.g., title, actor, document creation date); • The Entity layer is the home of structured content, which, following Knowledge Representation and Semantic Web best practices, consists of assertional (ABox) axioms, i.e., ⟨subject, predicate, object⟩ RDF triples (Beckett, 2004) describing the entities of the world (e.g., persons, locations, events), and for which additional metadata (e.g., the provenance and confidence attributes produced by KE systems) can be stored using the named graphs mechanism; • The Mention layer sits between the aforementioned layers and consists of mentions, i.e., snippets of resources (e.g., fragments of text) that denote something of interest, such as an entity or a triple of the Entity layer; clearly, a resource may contain many mentions, and an entity or triple may be mentioned multiple times. Mentions are anchors where to attach attributes specific to the particu-lar realization of an entity or triple in the text, including the NLP annotations produced by a KE tool and the attributes related to the particular way an entity is mentioned, i.e., to a sign-specific sense (e.g., writer attitude or sentiment, role or category the entity is described with).
Compared to related work, the explicit representation of mentions is a distinguishing feature of the KnowledgeStore, which has a conceptual grounding in the need for formally differentiating entities (aka, referents, reference) from their actual representations (aka, signs, senses), a topic extensively debated in philosophy of language (Frege, 2000) . Furthermore, differently from the other state-of-the-art approaches that typically only highlight the key roles of documents and entities, and treat implicitly mentions as plain links between them (2-layer approaches), mentions can be extensively described in the KnowledgeStore by means of attributes that allow storing information that is specific to a mention, instead of the enclosing resource or the denoted entity. As it will be discussed in the next section, the KnowledgeStore adopts a flexible data model, enabling the representation of arbitrary mention attributes according to the specific requirements of the deployment context. As a limit case, a KnowledgeStore instance can be configured with no mention attributes besides the mention URI, thus making it analogous, in this configuration, to a 2-layer documents/entities framework (as storing mention attributes has an impact -e.g., in terms of disk space -the decision on which mention attributes to store should be carefully considered based on the requirements of the applications accessing the KnowledgeStore instance).
From an architectural point of view, the KnowledgeStore is a centralized service accessed by external clients for storing and retrieving the content they process and produce. These clients can be classified in three types, according to their main function (see Figure 2) : 
Knowledge Extraction Processors: They produce the structured knowledge stored in the KnowledgeStore, extracting it from unstructured resources. Many NLP tools and suites can be used for this purpose, like PIKES or the KE pipelines used in NewsReader , both publicly available online. Knowledge extraction processors can be classified as either single-resource or cross-resource:
• Single-resource processors perform tasks defined at the level of a resource or of a portion of it (e.g., a sentence), such as semantic role labeling, relation extraction, and opinion extraction (Palmero Aprosio, Corcoglioniti, Dragoni, & Rospocher, 2015) ; for these tasks, the processing of a resource is independent of the processing of other resources and thus multiple resources can be processed in parallel;
• Cross-resource processors, on the other hand, perform tasks defined on whole collections of resources, such as cross-document coreference resolution; these tasks typically combine information from multiple resources, cannot be easily parallelized, and their cost may increase more than linearly with dataset size. • Applications: They mainly read data from the KnowledgeStore offering services on top of its content, such as decision support systems or enhanced web-based applications.
Note that the KnowledgeStore does not enforce a particular client interaction paradigm for what concerns content access and population. Knowledge extraction processors and Applications may interact directly with the KnowledgeStore, possibly using it as a data hub and exchanging data through it. Alternatively, the interaction can be mediated by content populators and exporter tools: populators load the KnowledgeStore with files of unstructured or structured data, either coming from knowledge extraction processors or containing static data such as textual documents, web pages, or RDF/OWL background knowledge; exporters query the KnowledgeStore and generate dump files with the data requested by clients, in the formats they support. Moreover, content can be:
Figure 2. Interactions with external modules
• Injected in one shot and then accessed by applications in a sort of "read-only" mode (write once, read many), or • Continuously and incrementally added (as in case of a daily feed of news), where clients work more in a sort of "stream-oriented" mode (write many, read many).
SYSTEM DESCRIPTION
This section introduces the main features and components of the KnowledgeStore. Additional documentation, a demo video showcasing the navigation through the KnowledgeStore content, as well as binaries and source code of the system (released under Apache License v2.0), are available on the KnowledgeStore website (http://knowledgestore.fbk.eu/). A running KnowledgeStore instance is also publicly accessible online (http://knowledgestore2.fbk.eu/nwr/wikinews/).
The KnowledgeStore Data Model
The KnowledgeStore data model defines what information can be stored in the KnowledgeStore. As previously pointed out, it is centered on the resource, mention and entity layers. Resources and mentions are described using a configurable set of types, attributes and relations. Entities are described with an open set of annotated axioms consisting of RDF triples enriched with metadata attributes (e.g., for context and provenance). The KnowledgeStore data model is formalized as an OWL 2 (Motik, Parsia, & PatelSchneider, 2009 ) ontology accessible online (https://knowledgestore.fbk.eu/ontologies/knowledgestore. html), with types, attributes, and relations identified via URIs. Terms from the Nepomuk Information Element vocabulary (Mylka, Sauermann, Sintek, & van Elst, 2013a) , the Nepomuk File Ontology (Mylka, Sauermann, Sintek, & van Elst, 2013b) , and the Grounded Annotation Framework ontology (Fokkens et al. 2014 ) are reused in the ontology. The UML class diagram of Figure 3 summarizes the main aspects of the KnowledgeStore data model. Flexibility is a key requirement for the data model, as (i) different kinds of unstructured and structured content can be stored in different KnowledgeStore instances; and (ii) the kind of information stored in a KnowledgeStore instance may evolve in time. For this reason, the data model is divided in a fixed part, embodied in the implementation and kept as small as possible, and a configurable part that is specific to each KnowledgeStore instance and is used to organize and fine tune its storage layout. More in details, the fixed part is an OWL 2 ontology defining: The Axiom class, whose instances are named graphs containing the RDF triples encoding the axiom, with the named graph URI being the subject of any metadata attribute about the axiom; • The Representation of a resource, including its file and metadata managed by the system; • The relation storedAs, linking a resource to its representation; • The relation hasMention, linking a resource to the mentions it contains; • The relation gaf:denotedBy (Fokkens et al., 2014) , linking an entity or axiom to the mention(s) expressing it, used to track provenance of extracted knowledge and to debug information extraction pipelines used with the KnowledgeStore.
For a given specific application, the KnowledgeStore data model can be manually customized by defining another OWL 2 ontology -the configurable part -that is specific to that KnowledgeStore instance. This ontology imports and extends/refines the TBox definitions in the fixed part ontology, specifying:
• Figure 3 ).
This modular approach enables accommodating very different configurations: from KnowledgeStore instances where mentions are just pointers for entities to the characters in the resources where they are referred (in this special case, the KnowledgeStore basically downgrades to a standard 2-layer resources/ entities framework), to more enhanced instances where a very rich set of linguistic attributes is stored for each mention. A concrete example of application-specific customization of the KnowledgeStore data model is presented later when describing the use of the system in NewsReader.
It is worth noting that the choice of rooting the data model in OWL 2 and using an OWL 2 ontology for its configuration provides many benefits. First, it allows both the model definition and the instance data to be encoded in RDF, enabling the use of Semantic Web technologies for manipulating them and their publication on the Web according to LOD best practices. Second, to some extent, data validation can be performed using an OWL 2 reasoner. In this case, it must be noted that resource and mention instances form a huge ABox. Some rule-based reasoners, such as RDFox (Motik, Nenov, Piro, Horrocks, & Olteanu, 2014) , support OWL 2 RL reasoning over large ABoxes, but their memory requirements would pose a limit on the scalability of the system. As an example, RDFox exhibits a RAM consumption of ~30-60 bytes per triple (Motik et al., 2014) , which maps to 60-120 KB of RAM per news article considering an average of 2000 mentions per news. In this case, a powerful machine with hundreds of GBs of RAM would only be able to handle reasoning for few millions of news articles, severely limiting scalability. This problem can be tackled by performing reasoning on a per-resource (and its mentions) basis, exploiting the fact that resource descriptions are largely independent one to another. Of course, this solution sacrifices completeness of reasoning for scalability, but at the same time it enables the use of OWL 2 profiles more expressive than OWL 2 RL, and even of OWL 2 extensions (Patel-Schneider & Franconi, 2012; Tao, Sirin, Bao, & McGuinness, 2010 ) realizing a restricted closed world assumption useful for validation purposes.
The KnowledgeStore API
The KnowledgeStore provides several interfaces, offered as part of the KnowledgeStore API, through which external clients may access and manipulate stored data. These interfaces are available through three dedicated HTTP ReST endpoints: SPARQL Endpoint, CRUD Endpoint, and Custom Endpoint.
The SPARQL Endpoint allows querying of axioms in the entity layer using the SPARQL query language (Harris, & Seaborne, 2013) , a W3C standard for retrieving and manipulating data in Semantic Web repositories. This endpoint provides a flexible and Semantic Web-compliant way to query for entity data, and leverages the grounding of the KnowledgeStore data model in Knowledge Representation and Semantic Web best practices.
The CRUD Endpoint provides the basic operations to access and manipulate any object stored in any of the layers of the KnowledgeStore (CRUD stands for Create, Retrieve, Update, and Delete); for instance, Figure 4 shows the HTTP invocation of a retrieve operation returning all the resources with dct:publisher being equal to dbpedia:TechCrunch. Several aspects (e.g., operation granularity, transactional properties, access control) have been considered in defining the operations provided by the CRUD endpoint (Corcoglioniti, Rospocher, Cattoni, Magnini, & Serafini, 2013) . For efficiency reasons, the KnowledgeStore offers coarse-grained streaming operations that operate on multiple objects at once (e.g., the simultaneous update of all the mentions of a certain resource). As having fully transactional operations is unfeasible (as an operation can potentially affect all the KnowledgeStore content) and possibly unwanted (e.g., on an update operation on 1 million objects, failing on an object should not cause the rollback of the operation for the other objects), a coarse-grained API call behaves in a transactional way and satisfies the ACID properties -Atomicity, Consistency, Isolation, and Durability -only on each single object handled in the call (e.g., a single element in a set of mentions).
The Custom Endpoint supports the definition of custom ReST methods specific to a particular KnowledgeStore instance, which are instantiated by plugging custom request handlers (Java plugins) that map request parameters and data into a sequence of primitive KnowledgeStore API operations. This flexible endpoint enables more complex interaction patterns and content editing operations than CRUD, e.g., allowing users to interact live with data stored in the KnowledgeStore, reading and writing resources, (Corcoglioniti, Rospocher, Mostarda, & Amadori, 2015) , and the custom request handlers are defined in terms of (combination of custom) RDF pro processors. An instantiation of the custom endpoint was developed in NewsReader to support the incremental streaming-like population of the KnowledgeStore (more details later).
For all the endpoints, access control is employed to restrict usage of the KnowledgeStore API and contents only to authorized clients. Authentication is based on separate username/password credentials for each authorized client, while access may be limited to restricted parts of the KnowledgeStore content (e.g., only the mention layer, only resources from a certain provider). While the presented HTTP ReST endpoints are language-and platform-neutral and thus allow the integration of the KnowledgeStore in any computing environment, for clients developed in Java a specific client library is also offered to ease the interaction with the KnowledgeStore and take care of the optimal use of its endpoints.
The KnowledgeStore Architecture
The internal KnowledgeStore architecture is centered around the KnowledgeStore Server (Fig. 5 ), a specifically developed software component that implements the operations of the SPARQL, CRUD and Custom endpoints, handling global issues such as access control, data validation and operation transactionality; it also provides the KnowledgeStore UI.
Data storage is delegated by the KnowledgeStore Server to three software components that may run locally or can be distributed over a cluster of machines: Hadoop HDFS, HBase or Elasticsearch, and Virtuoso.
The Hadoop HDFS filesystem (http://hadoop.apache.org) provides a reliable and scalable storage for the files holding the representations of resources (e.g., texts and linguistic annotations of news articles), which are managed as binary objects. HDFS provides transparent data distribution and replication, and fault tolerance with respect to single node failures.
The HBase column-oriented store (http://hbase.apache.org) provides database services for storing and retrieving semi-structured information about resources and mentions. HBase builds on Hadoop HDFS and inherits its reliability and scalability characteristics, being particularly suited for random, real time read/write access to huge quantities of data, when the nature of data does not require a relational model (like in the case of resource and mention data). In the current setup, each resource and mention is stored in HBase as a row indexed by its URI. This solution allows for optimal lookup performances, and is insensitive to the number of mentions per resource, i.e., it works equally well with very small and very large resources-what matters it the total number of objects stored (query performances may be however influenced by the distribution of mentions across resources, which affects the selectivity of relations such as gaf:denotedBy). On the other hand, retrieval by filter condition on one or more attributes often requires full table scans, a situation that is mitigated by the possibility to distribute and parallelize such scans over all the nodes forming the HBase cluster.
The Elasticsearch full-text search and analytics engine (http://www.elastic.co/products/elasticsearch) can be used in place of HBase for the storage of resources and mentions in the KnowledgeStore. Elasticsearch supports distribution over a cluster of machines, where it provides horizontal scalability, reliability, and easy management. While sharing similar distributed characteristics with HBase, Elasticsearch does not necessarily need a cluster to run, thus making it particularly suitable for small-to-medium size single machine installations of the KnowledgeStore.
The Virtuoso triplestore (http://virtuoso.openlinksw.com/dataspace/doc/dav/wiki/Main/) indexes the triples of axioms to provide services supporting reasoning and online SPARQL query answering. Virtuoso has been selected motivated by its excellent performances in recent benchmarks such as the April 2013 BSBM benchmark (Boncz, & Pham, 2013) , further improved in the latest releases, as well as for its availability for both a single-machine and a cluster deployment configuration. Triples are stored in Virtuoso within named graphs, which can themselves be the subjects of metadata triples that specify properties applying to all the triples in a graph, such as the confidence and provenance metadata. Virtuoso supports a limited form of query-time RDFS reasoning but it is not used here, relying instead on forward-chaining RDFS reasoning with RDF pro (Corcoglioniti, Rospocher, Mostarda, & Amadori, 2015) to materialize inferable axioms while keeping track of their provenance using named graphs.
Concerning the choice of the storage backend(s), it is worth noting that none of Hadoop HDFS, HBase or Elasticsearch, and Virtuoso can store all the data alone, and hence their combination is crucial to realize a hybrid storage system like the KnowledgeStore. In fact, the use of a triplestore for entity triples currently represents the state-of-the-art choice for providing efficient SPARQL access to this kind of data. At the same time, storing mention and resource data in a triplestore is problematic for large datasets, mainly due to the large amount of mentions data (in RDF terms, several thousands of triples may be necessary to store the mentions of a resource, limiting scalability to a few millions of documents as triplestore technology can hardly scale beyond a few billions of triples): hence an additional storage backend is needed (HBase or Elasticsearch). Finally, large textual content is poorly supported in triplestores and databases (both relational and NoSQL), and is best stored in a filesystem or similar structure (Hadoop HDFS).
The KnowledgeStore User Interface
While the KnowledgeStore can be programmatically accessed by clients through its API, human users can exploit the KnowledgeStore User Interface (UI) to easily interact with the KnowledgeStore (see demonstration video at http://youtu.be/YVOQaljLta4). The KnowledgeStore UI is a basic web-based application whose main purpose is to enable users to inspect and navigate the KnowledgeStore content without having to develop applications accessing the KnowledgeStore API. Two core operations are offered:
•
The lookup operation, which, given the URI of an object (i.e., resource, mention, entity), retrieves all the KnowledgeStore content about that object; Figure 6a and Figure 6b show the output obtained by running a lookup operation for a resource and for a mention; •
The SPARQL query operations, with which arbitrary SPARQL queries can be run against the KnowledgeStore SPARQL endpoint, obtaining the results directly in the browser or as a downloadable file in various formats; Figure 6c shows an excerpt of the results obtained by running a query in the SPARQL tab of the KnowledgeStore UI.
Figure 6. KnowledgeStore UI: (a) Resource Lookup; (b) Mention lookup; (c) SPARQL query
These two operations are seamlessly integrated in the UI, to offer a smooth browsing experience to users. For instance, it is possible to directly invoke the lookup operation on any entity returned in the result set of a SPARQL query. Similarly, when performing the lookup operation on a resource, all mentions occurring in the resource are highlighted (see the "Resource text" box in Figure 6a ) with a different color for the various mention types (e.g., person, organization, location, event), and by clicking on any of them the user can access all the details for that mention (see Figure 6b) . Finally, the lookup of a mention (see Figure 6b ) returns the attributes of the selected mention (box Mention data) as well as its occurrence in the containing resource (box Mention resource) and the structured description of the real-world entity it refers to (box Mention referent), capturing in a single page the three representation layers of the KnowledgeStore as well as the role of mentions as a bridge between unstructured and structured content.
In addition to the lookup and SPARQL operations, and integrated with them, the UI also allows generating informative reports that aggregate information from different layers of the KnowledgeStore. For instance, given an entity URI, the entity mentions (aggregate) report (exemplified in Figure 6 .5a for instance dbpedia:General_Motors) produces a sortable and filterable table with all the distinct ⟨RDF property, RDF value⟩ attribute pairs describing the mentions of that instance, including the number of mentions each pair occurs in. This report makes easy spotting wrong attribute pairs (e.g., "Genetically
Figure 7. KnowledgeStore UI Reports: (a) Entity mentions aggregated; (b) Entity mentions details
Modified" being a mention of dbpedia:General_Motors), which can be investigated by listing the corresponding mentions in another entity mentions report (Figure 6 .5b). Additional reports are available and, altogether, provide concrete tools for spotting KE errors.
THE KNOWLEDGESTORE IN ACTION
In this section, we focus on the concrete use of the system, reporting on the successful deployment of the KnowledgeStore in different scenarios related to the NewsReader project, where it has managed real content extracted from news corpora varying in domain and size (from 18K to 2.3M news articles) and has supported enhanced applications for decision making and data journalism. The interested reader is recalled that a quantitative performance assessment of the KnowledgeStore is presented in a previous work (Corcoglioniti, Rospocher, Cattoni, Magnini, and Serafini 2015) , where several experiments were conducted to evaluate the scalability of two core operations relevant for the practical adoption of the system: data population and data retrieval (evaluation tools available on KnowledgeStore website). Here, the main outcomes of these experiments are briefly summarized:
• For data population, resource and mention layers are populated around three orders of magnitude slower than the entity layer. Their population rate inversely correlates with the average number of mentions per news article, but remains roughly constant during the whole population process, thus suggesting that consistent population performances can be achieved given the software infrastructure the KnowledgeStore builds on; • For data retrieval, adding new concurrent clients determines an increase of read throughput for both SPARQL queries and retrieval operations up to a certain threshold, after which all the physical resources of the system (mainly CPU cores) are saturated, the throughput remains (almost) constant, and the evaluation time increases linearly as requests are queued for later evaluation. A ∼15 times increase in the number of news articles (from 81K to 1.3M news articles) causes 'only' a ∼2 times decrease in read throughput (from 21,126 to 10,212 requests/h for 64 clients). All these findings can be considered extremely significant for the practical adoption of the system, as all the evaluations were made on real-world data.
The remaining of this section introduces the NewsReader project, discussing then the role of the KnowledgeStore, and presenting the four deployment scenarios considered; a discussion of lessons learned concludes the section.
The NewsReader EU Project
The goal of the NewsReader EU Project (Jan 2013 -Dec 2015) was to build a news processing infrastructure for extracting events (i.e., what happened to whom, when and where, such as "The Black Tuesday, on October 24th, 1929, when United States stock market lost 11% of its value"), organizing them in a principled structural representation called Event-Centric Knowledge Graph in order to identify coherent narrative stories, combining new events with past events and background knowledge. These stories are then offered to users (e.g., professional decisionmakers), that by means of visual interfaces and interaction mechanisms can explore them, exploiting their explanatory power and their systematic structural implications, to make well-informed decisions. Achieving this challenging goal required NewsReader to address several objectives:
• To process document resources, detecting mentions of events, event participants (e.g., persons, organizations), locations, time expressions, and so on; • To link extracted mentions with instances, either previously extracted or available in background knowledge resources such as DBpedia (Lehmann et al., 2015) , and corefer mentions of the same instance; • To complete instance descriptions by complementing extracted mention information with available structured background knowledge; • to interrelate instances to support the construction of narrative stories; • to store all this huge quantity of information (on resources, mentions, instances) in a scalable way, enabling efficient retrieval and intelligent queries; • to effectively offer narrative stories to decision makers.
The KnowledgeStore in NewsReader
The KnowledgeStore has played a central role in addressing the objectives of the NewsReader project, acting as a sort of data hub populated with news articles and RDF knowledge extracted by the NewsReader knowledge extraction pipelines, and accessed by applications presenting the users with comprehensive views on the heterogeneous content stored in it (cf. Figure 8 ).
KnowledgeStore Population
The KnowledgeStore population in NewsReader has been performed starting from three sources, according to the way KE is performed in the project:
• Resource and Mention Data: A first single-resource KE processor -the NewsReader NLP pipeline (demo at http://ixa2.si.ehu.es/nrdemo/demo.php) -processes each news article provided in input, enriching it with NAF (NLP Annotation Format, Fokkens et al., 2014) annotations about:
Figure 8. KnowledgeStore interaction with other NewsReader components
tokenization, lemmatization, part-of-speech tagging, parsing, word sense disambiguation, named entity linking to DBpedia, semantic role labeling, nominal coreference, temporal expression recognition, opinion mining, and event coreference. At the end of the NewsReader NLP pipeline, the KnowledgeStore NAF populator is invoked to upload in the KnowledgeStore resource layer the complete NAF annotated version of the source news article, and to inject in the KnowledgeStore the mentions (and their metadata) extracted by processing the news article. The NAF populator is also used to upload into the KnowledgeStore resource layer all the source news articles, setting the values of several metadata attributes attached to each news article (e.g., publication date, author, title). Measured NAF population rates are in the order of several thousands of news articles per hour (0.5s per news on average) and are justified by the need of storing several MBs of resource and mention data for each news article. Compared to these rates, the processing required to produce the NLP annotations and to extract mentions is sensibly slower (170s per news using the NewsReader NLP pipeline) and makes this population cost negligible.
• Entity Data From KE: A second cross-resource processor -the VUA Event Coreference Module (demo at http://ic.vupr.nl/~ruben/vua-eventcoreference.ttl) -processes all the mentions extracted by the NewsReader NLP pipeline. Clusters of mentions referring to the same entity (e.g., event, person, organization) are identified using machine learning techniques and several features, including mention extents, links to DBpedia, and the event-actor links from semantic role labeling (more details in Cybulska and Vossen, 2014 ). An entity is created for each cluster of mentions, and axioms describing and linking these entities are asserted based on attributes and relations in the mention layer. These entities and axioms are injected into the KnowledgeStore via RDF pro . In the injection, additional triples may be inferred and added to the KnowledgeStore according to the rules defined in the ESO (Event Situation Ontology, Segers et al., 2015) ontology. More precisely, given an event typed according to ESO, in many cases it is possible to materialize triples describing the situations holding before (pre-situation), during (during-situation), or after that event (post-situation). For example, for a "giving" event where a person gives an object to another person, in the pre-situation the first person owns the object, while in the post-situation it is the second person who owns the object. This reasoning is performed with a dedicated RDF pro processor (@esoreasoner) which works independently, and hence efficiently, on each single event typed according to ESO. • Entity Data From Background Knowledge: RDF pro is also used to populate the KnowledgeStore with background knowledge, i.e., RDF content directly injected into the KnowledgeStore entity layer, that may (i) support some tasks performed by the information extraction processors, and (ii) complement the information automatically extracted from news with quality content available in structured resources such as DBpedia, Freebase, and GeoNames, to favor the exploitation of the KnowledgeStore content by applications built on top of it.
Given the nature of the textual resources considered (daily news), the NewsReader infrastructure was designed to handle a stream of news by processing them in small batches, incrementally updating the data in the KnowledgeStore based on the results of each batch. While data in the Resource and Mention layers are only monotonically added with this approach, for data in the Entity layer it may happen that new events are added but also that events previously asserted in the KnowledgeStore are merged together and enriched with new data, because of cross-document coreference. This situation is handled via the instantiation of a specific ReST method in the Custom Endpoint of the KnowledgeStore, called "naf2sem", which is invoked for each batch of RDF data produced by the VUA Event Coreference Module. The process implemented by the custom request handler is the following: first, it fetches (and removes) the RDF data in the KnowledgeStore affected by the operation; then, it merges and performs ESO reasoning on this data, together with some necessary post-processing; and, finally, it adds back the resulting triples to the Entity layer of the KnowledgeStore.
KnowledgeStore Clients
The contents loaded in the KnowledgeStore instances were accessed by users via the web UI, and by two applications via the SPARQL endpoint and ReST API: KnowledgeStore Data Model Figure 9 shows how the KnowledgeStore data model was manually configured for the NewsReader scenarios. The original news articles, together with their corresponding annotated versions obtained by processing them with NLP information extraction tools, are stored in the resource layer and described with metadata from the Dublin Core and Nepomuk vocabularies (hence, two resources are stored for each news article, with mentions attached only to the original news article). Table 1 summarizes the characteristics of the various KnowledgeStore instances that were deployed and populated in the different scenarios considered in NewsReader, focusing on population time and size (i.e., disk space occupation and number of objects in the three KnowledgeStore layers) with detailed breakdown for entities and axiom triples. Details on the domain, news article providers, and period when each instance was prepared are also reported.
Deployment Scenarios
To put the numbers in Table 1 in perspective, it is worth noticing that differences across the instances, especially in interpreting extracted information or population times, could be also due to different versions of the knowledge extraction processors, populators, and KnowledgeStore software used: the latest stable versions of these tools were used at the time of populating each KnowledgeStore instance. Also, note that different versions of background knowledge were injected in the various KnowledgeStore instances, to accommodate specific needs of the scenario considered or to use the latest official release of the original dataset. A collection of background knowledge datasets used for populating the KnowledgeStore (including additional datasets of possible practical interest) is available for download on the KnowledgeStore website. 
Scenario 1: Wikinews
Wikinews (http://en.wikinews.org/) is a source of general domain news in different languages, although only English news were considered in NewsReader. Two versions were processed at different times during the project: Wikinews (Ver. 1) and Wikinews (Ver. 2) (cf. corresponding columns). Differently from the other scenarios considered in NewsReader, Wikinews data are publicly available (Creative Commons Attribution 2.5 License). This allows publicly exposing the corresponding KnowledgeStore instances (accessible at http://knowledgestore2.fbk.eu/nwr/wikinews/) populated with a complete dataset consisting of structured content (mentions, entities, triples) linked to the source news from which it was extracted, this way favoring the dissemination of the project results and enabling other researchers and developers to exploit this content for various purposes, such as benchmarking their knowledge extraction pipelines, or building and testing new LOD applications. Given its controlled size, substantially smaller than the other scenarios here reported, Wikinews data -and in particular the MEANTIME (Minard et al., 2016) subset manually annotated by a team of linguists as part of the project -was used in NewsReader to support benchmarking of the knowledge extraction processors.
Scenario 2: FIFA 2014 World Cup
The second scenario is about revealing hidden facts and people networks behind the FIFA World Cup 2014, by building web-based applications on top of the KnowledgeStore. A total of 212,258 football-related news articles, from various providers (including BBC and The Guardian) and distributed over a period of ten years (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) , were processed and uploaded into the KnowledgeStore (cf. column "FIFA World Cup" in Table 1 ).
While data collection and preparation required significant time and effort, the development of applications on top of stored content was realized as part of a Hack Day event held in London, June 10th, 2014 (http://www.newsreader-project.eu/newsreader-world-cup-hack-day/). In this event, 40 people, a mixture of LOD enthusiasts and data journalists, gathered for one day to collaboratively develop webbased applications on top of the KnowledgeStore. Ten web-based applications, implemented in different programming languages, were developed in roughly 6 working hours. Each application was developed with a focused purpose: among them, to determine which teams some football player had played during his career (by looking at transfer events); to discover which football teams were most commonly associated with violence; to determine people and companies related to gambling; and, to establish the popularity of people, companies, and football teams in different locations.
During the Hack Day, the KnowledgeStore received 30,126 queries (on average, 1 query/second, with peaks of 20 queries/second), issued either directly through the SPARQL Endpoint or via the NewsReader Simple API, and successfully served them on average in 654ms (only 40 queries out of 30,126 took more than 60 seconds to complete).
Scenario 3: Global Automotive Industry Crisis Review
The third scenario is about analyzing the news related to the last decade's financial crisis, with a special focus on the global automotive industry sector, to mine its key events and to understand the role of major players (e.g., CEOs, companies) in it. The news articles were made available for project purposes by LexisNexis (http://www.lexisnexis.nl/), and three KnowledgeStore instances were prepared: Cars (Ver. 1), Cars (Ver. 2), and Cars (Ver. 3), with the number of news ranging from 63,635 to 2,316.158 (cf. corresponding columns in Table 1 ). Note that the Cars (Ver. 3) KnowledgeStore instance was populated with over 1.2 billion triples, most of them extracted from the news and only a small fraction coming from the background knowledge.
The main application in this scenario is SynerScope. In addition, the capability to query the KnowledgeStore content was exploited to deliver automatically generated reports (and plots) supporting decision makers. For instance, by retrieving the different events involving the ten major car companies, it was possible to generate a report showing the trend of the quantity of events per year in which these companies were involved in the considered period, and therefore to assess their popularity (according to the considered dataset) during the economic crisis. Similarly, by retrieving the different events with their locations and times, it was possible to produce maps (one per year) providing insights into how the localities of the global automotive industry changed during the crisis.
The Cars (Ver. 2) KnowledgeStore instance has been also exploited in two Hack Day events, held in Amsterdam, January 21st, 2015 (http://www.newsreader-project.eu/amsterdam-hackathon-recap/), and in London, January 30th, 2015 (http://www.newsreader-project.eu/london-hackathon/). In these events, enhanced applications were built to conduct exploratory investigations on top of the KnowledgeStore: among them, an in-depth analysis of the age of CEOs when they get hired or fired from companies, analysis of the most dangerous cars around, car companies with high cars recall rate, and so on. During the hackathons, the KnowledgeStore received 118,094 requests (3 requests/s avg., with peaks of 40 requests/s), issued directly through its endpoints or via the NewsReader Simple API, and successfully served them on average in 31 ms. The Cars (Ver. 3) instance was also used for an end-user evaluation in November 2015.
Scenario 4: The Dutch House of Representative
In this scenario, a KnowledgeStore instance (Dutch Parliament) was populated with content extracted from texts about an inquiry of the House of Representatives on the financial system, with the aim of making this information more insightful. The corpus consists of news and magazine articles, debate transcripts, and parliamentary papers provided by the Information Provision Department of the Dutch House of Representatives, and ∼50K news articles about ABN-AMRO (one of the main financial players) by LexisNexis.
Differently from the previous scenarios, all the texts considered in this scenario are in Dutch and were processed with a version of the NewsReader knowledge extraction pipeline specifically tailored for this language. To account for this aspect, the KnowledgeStore instance was loaded with a multilingual version of the DBpedia background knowledge that contains textual attributes also in Dutch.
In June 2015, the navigation of the KnowledgeStore instance via SynerScope was presented to about 10 members of the Information Provision Department of the Dutch House of Representatives (including the head of the department), and to 3 members of De Nederlandsche Bank (The Dutch Bank) who had expressed their interest in this use case.
Discussion
The concrete usage of the KnowledgeStore in NewsReader has provided valuable insight on the practical issues and the user expectations encountered when deploying a system like the KnowledgeStore, permitting the validation of its design and the identification of its weaknesses. This section discusses the findings resulting from this experience, most of which are of general interest for any system addressing the same goals as the KnowledgeStore.
Unified Query Language
Concrete usage of the system shows that users appreciate the expressivity of SPARQL and ask for a unified, SPARQL-like language targeted at all the contents of the KnowledgeStore, including the ones currently accessed via the CRUD Endpoint. Providing such unified query facility is a challenging task due to the volume of data and the different storage backends involved.
Analytical Queries
Contrarily to expectations, the KnowledgeStore logs show the submission of many analytical SPARQL queries that match and/or extract a sensible amount of data stored in the KnowledgeStore. It turns out that users submit SPARQL queries to compute statistics, to analyze the loaded corpus and to assess the results and performance of knowledge extraction processors. While SPARQL can be used to a certain extent for these investigations, some analytical queries take long times to execute, in some cases due to improper query planning but most often due to their inherent complexity. While some of these queries were improved on an ad-hoc basis, e.g., via careful rewriting to help the query planner or by materializing some properties that help speed up queries (e.g., rdfs:isDefinedBy annotations linking vocabulary terms to the ontologies defining them), and although there are also many analytical queries whose evaluation times (few seconds) are compatible with the online use of the system, a more general and principled approach to handle analytical requests is clearly needed in the KnowledgeStore.
Flexible Access Control
Access control becomes a requirement in presence of copyrighted content whose provision and consumption involve different parties having different needs (e.g., researchers aiming at disseminating results vs. content providers aiming at protecting intellectual property). In general, different access control policies apply to resources from different sources and, within a resource, to its text and various metadata attributes (e.g., title and date can be publicly accessible whereas author and text may not). Access control policies also apply to mention and entity data derived from copyrighted resources, with the situation being more complex for entity data deriving from multiple resources, possibly with different distribution policies. While this need was anticipated in the KnowledgeStore, the solution had to be revised several times to adapt to changing requirements, thus showing the importance for systems like the KnowledgeStore of a flexible access control mechanism.
Built-In Knowledge Extraction Pipeline
Although integrating a KE pipeline is not an expensive activity and can benefit from many readily available NLP tools, it still requires a good knowledge of NLP concepts, tools and best practices. This hinders a wider usage of the KnowledgeStore by users that do not have this kind of background. For that reason, it is currently under investigation the possibility of defining an extension point in the KnowledgeStore where casual users may plug in standardized, possibly pre-packaged and pre-configured NLP pipelines to obtain a complete running system.
Scaling Down the System
While a system like the KnowledgeStore should be designed with massive scalability and deployment on a distributed infrastructure in mind, some usage scenarios do not require scalability and instead mandate for simple, lightweight single-machine deployments; these scenarios include the use of the system for evaluation or demonstration purposes and any other use case involving small datasets. The introduction of ElasticSearch described in this chapter, made possible by the plugin-based implementation of the KnowledgeStore, serves exactly the goal of providing a self-contained, possibly scaled down (if distribution is not involved) version of the KnowledgeStore that can be used in those less demanding scenarios.
RELATED WORK
This section provides some background and further references concerning the development of the KnowledgeStore and presents an organized overview of related work in the broad area dealing with the storage and management of interlinked text and knowledge resulting from KE.
KnowledgeStore Development
The idea behind the KnowledgeStore was preliminarily investigated in the scope of the LiveMemories project (http://www.livememories.org/), where a preliminary version of the system, not yet using Semantic Web technologies, was developed to store texts and knowledge extracted from local Italian news sources (Cattoni et al., 2012; Cattoni et al., 2013) .
The idea was reconsidered and further expanded in the scope of the NewsReader project, where the need arose for a storage system like the KnowledgeStore acting as a centralized data hub. In the work by Corcoglioniti, Rospocher, Cattoni, Magnini, & Serafini (2013) , the initial KnowledgeStore design was thus greatly revised, introducing significant enhancements: (i) support for storing events and related information, such as event participants; (ii) a new architecture that favors scaling on a significantly larger collection of resources; (iii) a semantic querying mechanism over stored content, and (iv) a HTTP ReST API as well as a web user interface to seamlessly inspect contents. The solution was further extended in the work by Corcoglioniti, Rospocher, Cattoni, Magnini, & Serafini (2015) , where a first complete, used in practice, and evaluated implementation of the KnowledgeStore was presented.
Further developments with respect to that work are documented in this chapter, and cover new deployment scenarios -Wikinews (Ver. 2), Cars (Ver. 3), Dutch Parliament -and KnowledgeStore features -ElasticSearch backend for mention and resource metadata, UI reports facilities, Custom Endpoint used for incremental population and ESO reasoning.
Domain-General Frameworks for Text and Knowledge
The development of frameworks able to store integrated and interlinked, unstructured and structured content has not been deeply explored in the literature, although some relevant works closely related to the KnowledgeStore contribution do exist that tackle the domain-general storage of interlinked text and knowledge: the KIM Platform, Apache Stanbol, and the Linked Media Framework.
The KIM Platform (Popov et al., 2003) , now evolved into the Ontotext Semantic Platform (http:// www.ontotext.com/products/ontotext-semantic/), aims at providing a platform for semantic annotations of documents, focusing on named entity recognition and linking to a knowledge base of known entities. The main components of the platform are a document index, a knowledge base and an annotation pipeline. The document index, based on Lucene (http://lucene.apache.org/), stores documents with their metadata and the entities recognized within them. The knowledge base contains the RDFS description of 80K entities of international relevance (background knowledge) as well as entities extracted from documents, based on a specifically-designed ontology (KIMO) defining ~150 top-level entity classes and associated properties. The annotation pipeline is based on the Gate NLP suite (https://gate.ac.uk/) extended to leverage information in the knowledge base, and allows the automatic annotation of documents with the entities they contain, typed with respect to KIMO and linked to known entities in the knowledge base. Several APIs and UIs are provided for document storage and annotation as well as for retrieving entities and documents using queries combining keywords and entities and allowing the navigation from documents to referenced entities and back. KIM has been used in production at several news providers such as BBC, and more recently has adopted the PROTON upper ontology (Damova, Kiryakov. Simov, & Petrov, 2010) in place of KIMO and selected LOD data as background knowledge. The methodology and the software architecture for these applications are described by Georgiev, Popov, Osenova, and Dimitrov (2013) . Compared to the KnowledgeStore approach, the information extraction pipeline in KIM is fixed and closely tied to a specific ontological schema for entities (KIMO, then PROTON), whereas the KnowledgeStore is agnostic with respect to which pipeline, ontologies and background knowledge are used.
Apache Stanbol (Gönül & Sinaci, 2012) , originated in the IKS Project (http://www.iks-project.eu/), is a modular server exposing a configurable set of ReST services for the enhancement of unstructured textual contents. The main goal of Stanbol is to complement existing CMSs with semantic annotation, indexing and retrieval functionalities. CMS documents and their metadata are fed to the Stanbol server, where a pipeline of content enhancers is applied to extract entities and additional metadata (e.g., language, topics). Extracted data are augmented with LOD data, and the result is indexed inside Stanbol in a triplestore (like the KnowledgeStore) as well as in a SOLR (http://lucene.apache.org/solr/) full-text index, supporting respectively SPARQL queries and keyword search. While the KnowledgeStore provides a scalable and reliable primary storage for resources, Stanbol is mainly focused on their indexing for search purposes, and thus their main storage remains in external CMSs.
The Linked Media Framework (LMF, Kurz et al., 2014) offers storage and retrieval functionalities for multimedia contents annotated with LOD data. Annotations are provided by external content enhancers such as Stanbol, while the focus of LMF is on storage and retrieval services as in the KnowledgeStore. Like Stanbol, the LMF data server is based on a triplestore (Sesame) storing annotations as RDF triples and on a SOLR full-text index storing document texts as well as selected metadata and annotation values chosen via XPath-like LDPath (http://code.google.com/p/ldpath/) expressions; the two storages enable respectively SPARQL queries and keyword-based document search. Like the KnowledgeStore, a ReST API extending the Linked Data HTTP publishing scheme allows read/write access to stored contents.
Compared to the KnowledgeStore, KIM, Stanbol and LMF all adopt a 'two-layer' model consisting only of resources (text and metadata indexed in a full-text index) and entities (triples indexed in a triplestore). Indeed, storing and querying mention attributes is not a goal of these frameworks. Although mention data could be stored as additional attributes of resources and/or entities, this is not the intended use of these layers and this expedient may lead to inefficiencies or it may be not feasible at all due to the huge amount of RDF triples required to represent mentions. On the other hand, using the KnowledgeStore as a two-layer system is possible too, but with a small overhead imposed by the unused Mention layer. Therefore, a fair quantitative comparison between the KnowledgeStore and these frameworks is not possible, as they provide different feature sets and they target different usage scenarios. Beyond the different number of layers, another distinctive feature of the KnowledgeStore compared to KIM, Stanbol and LMF is its use of named graph to track the provenance of entities and axioms and to qualify the context where an axiom holds.
Specialized Frameworks for Text and Knowledge
Apart the domain-general works mentioned above, some specialized solutions dealing with the management of text and related structured knowledge in specific domains do exist.
A first relevant work is the contribution presented by Croset, Grabmüller, Li, Kavaliauskas, and Rebholz-Schuhmann (2010) . The authors present a framework, based on a RDF triplestore, that enables querying the bioinformatics scientific literature and structured resources at the same time, for evidence of genetic causes, such as drug targets and disease involvement. Differently from the KnowledgeStore approach, this work does not support storing unstructured content (triplestores currently provide only a limited support for integrating knowledge with unstructured resources, often consisting in simple full text search capabilities on RDF literals), and the framework is focused only on specific types of named entities appearing in the unstructured content, whereas a rich, unconstrained set of entities and mentions can be managed in the KnowledgeStore.
Another relevant work, in the biomedical domain, is Semantic Medline, a web application (available at http://skr3.nlm.nih.gov/SemMed/index.html) that summarizes MEDLINE citations returned by a PubMed search. Natural language processing is performed to extract semantic predications (the equivalent of entity axioms in KnowledgeStore terminology) from titles and abstracts. However, differently from the KnowledgeStore, Semantic Medline has a fixed domain-specific data model, built tailored on that application, and predications can be effectively navigated only on a reasonably small selection of citations (max 500 on the web site) with no possibility to perform structured queries on the whole corpus (to this respect, a global index of predications seems missing). Furthermore, while capable of handling large quantity of resources (21M Medline citations, see Jonnalagadda et al., 2012 ) the semantic content extracted and to be handled is proportionally rather small (~57.6M predications of 26 types, cf. with Cars (Ver. 2) KnowledgeStore instance, with 1.2B triples from 2.3M news articles).
A related line of works concerns document repositories based on semantics (e.g., Bang & Eriksson, 2006; Eriksson, 2007) . In these approaches, ontologies encode the domain vocabulary and the document structure, and they are used for annotating documents and document parts. However, the repositories adopting these approaches: (i) emphasize the document structure (e.g., tables, title) rather than document content, (ii) they do not foresee an integrated framework for storing semantic content and unstructured documents together, and (iii) they are not meant to be applied in big data contexts.
Although exploited in a different specialized context, dealing with much smaller quantity of content, also semantic desktop applications such as MOSE (Xiao & Cruz, 2006) and Nepomuk (Groza et al., 2007) are partly related with the contribution here presented. Semantic desktop applications enrich documents archived on the personal PC of a user with annotations coming from ontologies. However, annotations are attached to the object associated to the document, and not to its content, thus not fully supporting the interlinking between unstructured and structured content.
Knowledge Extraction Systems for Populating a KnowledgeStore
Knowledge Extraction has become quite popular in the last decade, thanks to the spreading of LOD and Semantic Web technologies (for a review of state of the art up to 2011, see Petasis et al., 2011) . In particular, in the last few years (2012 onward) several contributions were presented that explicitly account for mentions as the link between text and extracted knowledge, and can thus be used to populate systems like the KnowledgeStore. Among them, three publicly available, state-of-the-art open-source tools are FRED, the NewsReader pipeline, and PIKES.
FRED (Presutti et al., 2012 ) is a KE tool that builds on Discourse Representation Structures (DRS), mapping them to linguistic frames, which in turn are transformed in RDF/OWL via ontology design patterns; both ABox and TBox triples are emitted. Results are enriched based on the results of named entity recognition, entity linking, and word sense disambiguation.
PIKES ) is a KE tool extracting frames from English texts that leverages a combination of semantic role labeling and other NLP tasks (vs. DRS) and adopts a 2-phase KE approach where all extracted content, including the intermediate linguistic information, is exposed in RDF according to a comprehensive data model compatible with the one of the KnowledgeStore (i.e., based on resources, mentions, and entities). PIKES adopts NAF to encode text and NLP annotations, and thus is compatible with the NAF-based KnowledgeStore population tools described in this chapter.
The NewsReader pipeline was developed for extracting and coreferring events and entities from large (cross-lingual) news corpora, and was concretely used to populate the KnowledgeStore instances deployed within NewsReader. Like PIKES, the NewsReader pipeline combines several NLP tasks including semantic role labeling, and also covers cross-document concerns such as cross-document entity and event coreference. NLP annotations are collected in a single, layered annotation file based on the NAF format, and the conversion from NAF to RDF is performed according to a rule-based approach.
CONCLUSION
This chapter described the KnowledgeStore, a scalable, fault-tolerant, and Semantic Web grounded opensource storage system for interlinking structured and unstructured data, aiming at presenting applications with a unified view over all the data resulting from Knowledge Extraction.
Besides presenting the design, functionalities and implementation of the KnowledgeStore, including the latest development with respect to the version described by Corcoglioniti, Rospocher, Cattoni, Magnini, and Serafini (2015) , the chapter focused on the concrete usage of the system within the NewsReader EU project in different scenarios (from 18K to 2.3M news articles), showing overall how the KnowledgeStore enables managing large volumes of interlinked text and knowledge in knowledge extraction applications.
Based on the reported usage experience, the chapter also discussed lessons learned and ideas for further development of the system, which provide insight and may be generalized to other systems addressing the same goals of the KnowledgeStore.
