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1. Introduction.
A. Connection (or parallel transport) is the main object in the geometry of mani-
folds. Indeed, connections allow comparison between geometric quantities associated with
different (distant) points of the manifold. In 1917 Levi-Civita [Lv] introduced a notion
of connection for a manifold embedded into Rn. In 1918 H. Weyl [We] introduced gen-
eral symmetric linear connections in the tangent bundle. In 1922 E. Cartan [C1], [C2],
[C3] studied non-symmetric linear connections (or affine connections), where the torsion
is interpreted in general relativity as the density of intrinsic angular momentum (spin) of
matter. Actually Cartan explains that affine connection and linear connection with torsion
is the same thing. According to Cartan, connection is a mathematical alias for an observer
traveling in space-time and carrying measuring instruments. Global comparison devices
(like a transformation group in the Erlangen program by F.Klein) are forbidden by the
finite propagation speed restriction (see, for example, [S]).
It might seem that the Riemannian geometry only requires a Riemannian metric, but
this is due to the fact that there is a canonical Levi-Civita connection associated with this
metric.
In this paper we study geometry of symplectic connections, i.e. symmetric (torsion-
free) connections which preserve a given symplectic form.
We start (in Sect.1) with a more general context. Let us consider an almost symplectic
manifold, i.e. manifoldM with a non-degenerate exterior 2-form ω (not necessarily closed)
and try to describe all linear connections (i.e. connections in the tangent bundle) which
preserve this form. In the classical case of non-degenerate symmetric form g = (gij)
(Riemannian or pseudo-Riemannian) the answer is well known due to Levi-Civita: for any
tensor T = (T kij), which is antisymmetric with respect to the subscripts i, j, there exists
a unique connection Γ = (Γkij) with the torsion tensor T (i.e. Γ
k
ij − Γ
k
ji = T
k
ij ) such that
Γ preserves g. If T = 0, this connection is called the Levi-Civita connection. It is the
canonical connection associated with g.
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We first prove a skew-symmetric analog of this Levi-Civita theorem. Namely, there
is a canonical one-one correspondence between the following two sets of linear connections
on an almost symplectic manifold (M,ω):
1) all symmetric connections on M ;
2) all connections on M which preserve ω.
This correspondence is obtained as follows: for a connection Γ which preserves ω, we just
take its symmetric part Π = (Πijk), Π
i
jk =
1
2 (Γ
i
jk + Γ
i
kj) (which is again a connection).
This gives a bijection between all connections preserving ω and all symmetric connections.
The inverse operator is also given by explicit formulas (see (1.7) below).
Note the following analogy with the Levi-Civita construction. There we can prescribe
the antisymmetric part of the connection, which is a tensor (the torsion tensor). In par-
ticular we can take this tensor to be zero (then we arrive to the Levi-Civita connection).
In symplectic case (or rather in case of any non-degenerate antisymmetric form) we can
prescribe the symmetric part of the connection which is not a tensor but a symmetric
connection.
Geometry of almost symplectic manifolds was studied by H.-C.Lee [Le1], [Le2], P.Li-
bermann [Li1-Li3], V.G.Lemlein [Lm], Ph.Tondeur [To] and I.Vaisman [Va1] (see also
references in [Li2, Li3], [Va1]). In particular, V.G.Lemlein and Ph.Tondeur independently
gave two different (but less geometrical) description of all connections preserving ω. (See
also [Va1] for a proof and a refinement of the Ph.Tondeur result.)
V.G.Lemlein [Lm] also introduced almost symplectic manifolds with a symmetric con-
nection such that ∇ω = µ(x)dω (as tensors). It follows that µ(x) = 1/3. He described the
connections ∇ with this property in terms of an object γijk which is completely symmetric
in i, j, k (though it is neither a tensor nor a connection).
B. In Sect.2 we introduce our main object: Fedosov manifolds. By definition a Fedosov
manifold is a triple (M,ω,Γ) where (M,ω) is a symplectic manifold (i.e. ω is a symplectic
form, a non-degenerate closed exterior 2-form, on a C∞-manifoldM) and Γ is a symplectic
connection on M .
The famous result of Fedosov gives a canonical deformation quantization on such a
manifold. This quantization is canonically defined by the data (M,ω,Γ) (see e.g. [F1],
[F2], [DW-L], [W], [D]).
For the role of symplectic connections in geometric quantization see e.g. [Lch], [Hs].
A symplectic connection can be uniquely associated to a symplectic manifold equipped
with two transversal polarizations (involutive Lagrangian distributions in the complexified
tangent bundles) – see [Hs], [M], [Va1]. K.Habermann [Ha] defined and studied symplectic
Dirac operators on Fedosov manifolds with an additional metaplectic structure.
Note that symplectic connections exist on any symplectic manifold. Indeed, locally
such a connection can be constructed in Darboux coordinates by assigning all Christoffel
symbols to be identically 0. Then we can glue a global symplectic connection by a partition
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of unity. Therefore a structure of a symplectic manifold can be always extended to a
structure of a Fedosov manifold.
In fact the symplectic connections on a symplectic manifold form an infinite-dimen-
sional affine space with difference vector-space isomorphic to the space of all completely
symmetric 3-covariant tensors - see e.g. [BFFLS], [Ve] and Section 1 (the paragraph after
(1.5)) below.
Fedosov manifolds constitute a natural generalization of Ka¨hler manifolds. A Ka¨hler
manifold can be defined as a Riemannian almost complex manifold (M, g, J) (here g is a
Riemannian metric and J an almost complex structure on the manifold M), such that J
is orthogonal with respect to g and parallel with respect to the Levi-Civita connection Γ
associated with g (see e.g. [K-N], vol.2, Ch.IX, Sect.4, or [Br], p.148). The last property
can be formulated by saying that the 2-form ω defined by g, J according to the formula
(0.1) ω(X, Y ) = g(X, JY ) ,
is Γ-parallel, i.e. invariant under the parallel transport defined by Γ (or, equivalently, its
covariant derivative vanishes). It follows that ω is closed, hence symplectic because it is
automatically non-degenerate. Therefore every Ka¨hler manifold is a Fedosov manifold.
On the other hand there are symplectic manifolds such that they do not admit any
Ka¨hler structure, even with a different ω (see e.g. [Br], p.147, for a Thurston example).
We study the curvature tensor of a symplectic connection (on a Fedosov manifold).
The usual curvature tensor Rijkl is well defined by the connection alone. But the tensor
Rijkl = ωipR
p
jkl is more interesting. (We use the standard Einstein summation convention,
so here the summation over p is understood.) This tensor is well known. For example,
V.G.Lemlein [Lm] introduced it in a more general context of almost symplectic manifolds
with a connection, I.Vaisman [Va1] obtained important symmetry properties. Since we
tried to make this paper self-contained, we give (usually new) proofs of some properties of
this tensor which were first obtained in [Va1]. Following I.Vaisman we will call Rijkl the
symplectic curvature tensor.
The symplectic curvature tensor has symmetries which are different from the sym-
metries of the curvature tensor on a Riemannian manifold. Namely, aside of standard
symmetries Rijkl = −Rijlk, Ri(ijk) = 0 (here the parentheses mean that we should take
sum over all cyclic permutations of the subscripts inside the parentheses), it is symmetric
with respect to the first two subscripts: Rijkl = Rjikl. We deduce from these identities
that R(ijkl) = 0.
C. In Sect.3 we consider the Ricci tensor Kij = R
k
ikj = ω
kpRpikj which is again
defined by the connection alone. I.Vaisman [Va1] proved that it is in fact symmetric (as
in the case of Riemannian manifolds) and the structure of the Fedosov manifold plays
important role in the proof. We give two proofs of the symmetry of Kij (in particular we
deduce it from the identity R(ijkl) = 0).
There are two natural non-trivial contractions of the curvature tensor on a Fedosov
manifold seemingly leading to two different Ricci type tensors (tensors of type (2,0) or
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bilinear forms on each tangent space). However we prove that they only differ by a constant
factor 2: ωklRijkl = 2Kij. We also prove that the operator
L = ωij∇i∇j ,
on vector fields has order zero and corresponds to the Ricci tensor (with one subscript
lifted by ω).
In the Riemannian case contracting the Ricci tensor we obtain the scalar curvature.
On a Fedosov manifold we can only use the symplectic form for the contraction, and this
obviously leads to a trivial result.
Note also that I.Vaisman [Va1] provided a complete group-theoretic analysis of the
space of all curvature-type tensors (i.e. tensors with the symmetries described above) as
a representation space of the group Sp(2n), where 2n = dimRM . He proved that the
corresponding representation space splits into a direct sum of two suspaces, one of them is
the space of all tensors with vanishing Ricci curvature part, and another is also explicitly
described. Each of these two subspaces is irreducible.
Vanishing of the Ricci tensor provides the vacuum Einstein equations in the Rieman-
nian or pseudo-Riemannian case. This is a determined system for the components of the
metric. We can also write the vacuum Einstein equations Kij = 0 on a Fedosov manifold.
We call the manifolds with this property symplectic Einstein manifolds. (They are called
Ricci flat in [Va1].) However Kij = 0 is an undetermined system (for the symplectic form
together with the symplectic connection). The obvious local gauge transformations (sym-
plectic transformations of coordinates) are not sufficient to remove the underdeterminacy
even in dimension 2.
We also give a definition of sectional curvature on a Fedosov manifold. It is a function
on non-isotropic 2-planes Π in the tangent bundle, and it is defined by the canonical form
of the quadratic form Z 7→ R(Z, Z,X, Y ), Z ∈ Π, where {X, Y } is a basis of Π such that
ω(X, Y ) = 1. The quadratic form may be degenerate of rank 0 or 1. If it is non-degenerate,
then it has a real (non-zero) invariant and can also be elliptic or hyperbolic.
D. In Sect.4 we introduce normal coordinates on a Fedosov manifold. They are defined
as affine coordinates in the tangent space to TpM which are transferred to M by the
exponential map of the given connection Γ at p. Since they are defined by the connection
only, the construction does not differ from the Riemannian case. We can also define affine
extensions of an arbitrary tensor T = (T i1...ikj1...jl ) which are tensors T
i1...ik
j1...jlα1...αr
obtained
at p ∈ M by taking the corresponding derivatives of the components of T in normal
coordinates centered at p and then evaluating the result at p. Applying this procedure to
the Christoffel symbols Γijk, we obtain so called normal tensors
Aijk = 0, Aijkα1 , Aijkα1α2 , . . . .
(They are tensors in spite of the fact that Γijk do not form a tensor, and due to the fact
that Γijk undergo the tensor transformation law if the transformation of the coordinates
is linear.)
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Extending results of T.Y.Thomas and O.Veblen (see e.g. [E, Th, V]) we describe all
algebraic relations for the normal tensors and the extensions of the symplectic form at a
point of a Fedosov manifold. Compared with the classical situation (arbitrary symmetric
connection) a new relation is added to provide the compatibility of the normal tensors
with the existence of the preserved symplectic form (see (4.18)). We also prove that all
local invariants of a Fedosov manifold are appropriate functions of the components of the
normal tensors and of the components of the symplectic form.
E. In Section 5 we study relations between the normal tensors and the curvature ten-
sor. Here we again use an appropriately modified technique by T.Y.Thomas and O.Veblen.
We provide formulas which express normal tensors through the extensions of the curvature
tensor (or its covariant derivatives) and vice versa. A simplest corollary of these formulas
is
ωij,kl =
1
3
Rklij ,
where ωij,kl is the 2nd extension of ω and R is the curvature tensor.
We also prove that the above mentioned symmetries of the curvature tensor together
with the Bianchi identity (see (5.25)) and an integrability identity (see (5.26)) provide a
complete system of identities for the curvature tensor and its first covariant derivatives at
a point of a Fedosov manifold.
It follows from the results of Sect.5 that any local invariant of a Fedosov manifold
is an appropriate function of the components of ω and of the covariant derivatives of the
curvature tensor (Theorem 5.11). A complete description of such functions in Darboux
coordinates was done by D.E.Tamarkin [Ta] . We plan to discuss local invariants in more
detail in a future paper.
F. The Poisson manifolds are a natural generalization of symplectic manifolds (see
e.g. [Va2]). They only have ωij which can be degenerate, but satisfy a natural identity
which is equivalent to the Jacobi identity for the corresponding Poisson bracket. Recently
M.Kontsevich [Ko] constructed a deformation quantization on any such manifold. Note
however that a connection preserving the Poisson structure does not always exist. Indeed,
if it exists then the matrices ωij should have a locally constant rank, because the parallel
transport preserves the rank. This is not the case e.g. if all the components ωij(x) are
linear in x and not identically 0, as is the case for the linear Poisson brackets defined by
non-abelian Lie algebras.
G. We are grateful to M.Eastwood, S.Gelfand, A.R.Gover, M.Khalkhali, J.Slovak,
P.Tod and I.Vaisman for useful discussions and references. The third author also acknowl-
edges support of the University of Adelaide (Australia) and the Fields Institute (Toronto)
during the final stage of his work on this paper.
1. Connections on almost symplectic manifolds.
Suppose we are given a manifold M, dimM = n, and a non-degenerate 2-form ω
which we shall fix. Such a pair (M,ω) is called almost symplectic manifold (see e.g. [Li]
and references there).
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Let ∇ be a connection (covariant derivative) on M . We will say that ∇ preserves ω if
∇ω = 0 or
(1.1) Z(ω(X, Y )) = ω(∇ZX, Y ) + ω(X,∇ZY )
for any vector fields X, Y, Z.
Let us write this in coordinates. If x1, . . . , xn are local coordinates, denote ∂i =
∂
∂xi
.
The components of ω in these coordinates are ωij = ω(∂i, ∂j). Let us denote ∇i = ∇∂i and
introduce the Christoffel symbols Γkij by ∇i∂j = Γ
k
ij∂k. (Here and later on we omit the sign
of summation using the standard Einstein convention.) We will identify the connection ∇
with the set Γ = (Γkij) of its Christoffel symbols.
It is sufficient to write (1.1) for X = ∂i, Y = ∂j , Z = ∂k. This gives
(1.2) ∂kωij = ωilΓ
l
kj − ωjlΓ
l
ki = Γikj − Γjki
where Γikj = ωilΓ
l
kj .
The equality dω = 0 or d(ωijdx
i ∧ dxj) = 0 means
(1.3) ∂kωij + ∂jωki + ∂iωjk = 0 .
Recall that ∇ is symmetric (or has no torsion) if
(1.4) ∇XY −∇YX = [X, Y ]
for arbitrary vector fields X, Y . Taking X = ∂i, Y = ∂j , we can rewrite this in coordinates
as Γkij = Γ
k
ji or, equivalently,
(1.5) Γijk = Γikj .
If dω = 0 then we can locally find Darboux coordinates where ωij are constants. Then
(1.2) is equivalent to the symmetry of Γijk with respect to i, k. Therefore in Darboux
coordinates the symmetric connections preserving ω are exactly the connections with the
Christoffel symbols Γijk which are completely symmetric with respect to all indices i, j, k.
Now note that the difference between two connections is a tensor. It follows that for any
two symmetric connections ∇, ∇′ preserving the same form ω, the difference Γijk−Γ
′
ijk is
a 3-covariant tensor which is completely symmetric in all indices in Darboux coordinates,
hence in any coordinates.
Let Γ = (Γkij) be a linear connection on M . Denote by Π = (Π
k
ij) its symmetric part
(Π = Π(Γ)) i.e.
(1.6) Πkij =
1
2
(Γkij + Γ
k
ji).
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Theorem 1.1. The map Γ 7→ Π(Γ) gives a bijective affine correspondence between the
set of all connections preserving ω and the set of all symmetric connections. The inverse
map Π 7→ Γ is given by
(1.7) Γkij =
1
2
(∂kωij − ∂iωjk − ∂jωki) + (Πkij +Πjik −Πijk).
In case when ω is closed (hence symplectic) this formula can be rewritten as
(1.8) Γkij = ∂kωij + (Πkij +Πjik − Πijk).
Proof. Assume that Γ preserves ω i.e. (1.2) is satisfied. It follows by the cyclic
permutation of i, j, k that
∂iωjk = Γjik − Γkij
and
∂jωki = Γkji − Γijk.
Subtracting these two relations from (1.2) and using (1.6) we come to (1.7). Now (1.8)
follows if we use (1.3).
Corollary 1.2. If Γ is a connection which preserves ω then the following properties
are equivalent:
(i) Γ is symmetric (or Γ = Π);
(ii) Π preserves ω, i.e. the symmetric part of Γ preserves ω.
Proof. Clearly (i) implies (ii). Vice versa, assume that (ii) is true. Then (i) should
be true because a connection which preserves ω and has the given symmetric part Π is
unique due to the theorem.
Corollary 1.3. [Va1] Let (M,ω) be an almost symplectic manifold with an action of
a group G which preserves ω. Assume that there exists a G-invariant connection on M .
Then M has a G-invariant connection preserving ω.
Proof. If Γ is a G-invariant connection on M , then it symmetric part Π is also G-
invariant. Therefore the corresponding ω-preserving connection (from Theorem 1.1) will
be also G-invariant.
Remark 1.4. It is a well known fact that a symmetric connection preserving ω exists
if and only if ω is closed (see e.g. [Li1], [To], [Va1]). This can be proved as follows: if Γ
is a connection, which preserves ω, i.e. (1.2) is satisfied, then we can rewrite (1.3) in the
form
Γikj − Γjki + Γkji − Γijk + Γjik − Γkij = 0
which is obviously true for any symmetric connection.
Vice versa, if ω is closed (hence symplectic), then locally we can take the trivial con-
nection in Darboux coordinates. Globally we can glue a symmetric connection preserving
ω using a partition of unity.
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Remark 1.5. Suppose we are given non-degenerate symmetric and antisymmetric
2-forms g and ω at the same time. Then we can construct a sequence of connections.
Let us start with any antisymmetric torsion tensor T0 (e.g. zero). Then there exists a
unique g-preserving connection Πg1 with the torsion T0. Denote by S1 its symmetric part
(this is a symmetric connection). Then we can find a (unique) ω-preserving connection Γω1
which has the symmetric part S1. Denote its torsion tensor by T1. Now we can repeat the
construction starting with T1 instead of T0. In this way we obtain a sequence of connections
and torsion tensors
T0 7→ Π
g
1 7→ S1 7→ Γ
ω
1 7→ T1 7→ Π
g
2 7→ S2 7→ Γ
ω
2 7→ T2 7→ . . . .
This sequence looks similar to the sequence which appears when one uses two symplectic
structures in the theory of integrable systems.
Note that for Ka¨hler manifolds, starting with T0 = 0 we obtain the sequence which
stabilizes i.e. we get Tj = 0, Π
g
j = Sj = Γ
ω
j for all j.
Remark 1.6. Independently of Theorem 1.1 it is easy to observe a coincidence of
functional dimensions (the number of independent functional parameters) of the two sets
of connections above: all connections preserving ω and all symmetric connections. Playing
with the dimensions we noticed another curious coincidence:
(1.9) Cn − C
ω
n = Sn − S
ω
n +Λ
3
n,
where ω is a given non-degenerate (exterior) 2-form,
Cn = f-dim of all connections = n
3,
(f-dim means functional dimension)
Sωn = f-dim of symmetric connections preserving ω =
(n+ 2)(n+ 1)n
6
,
Cωn = f-dim of connections preserving ω =
n2(n+ 1)
2
,
Sn = f-dim of all symmetric connections =
n2(n+ 1)
2
,
Λ3n = f-dim of all (external) 3-forms =
n(n− 1)(n− 2)
6
.
It would be interesting to clarify the coincidence (1.9) (similarly to the clarification of the
“coincidence” Cωn = Sn which was given above).
2. Symplectic connections and their curvature.
Let (M,ω) be a symplectic manifold, ∇ (or Γ) a connection on M .
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Definition 2.1. If ∇ is symmetric and preserves the given symplectic form ω then
we will say that ∇ is a symplectic connection.
Definition 2.2. Fedosov manifold is a symplectic manifold with a given symplectic
connection. A Fedosov manifold (M,ω,Γ) is called real-analytic if M,ω,Γ are all real-
analytic.
The curvature tensor of a symplectic connection is defined by the usual formula
(2.1) R(X, Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.
The components of the curvature tensor are introduced by
(2.2) R(∂j, ∂k)∂i = R
m
ijk∂m .
Denote also
(2.3) Rijkl = ωimR
m
jkl = ω(∂i, R(∂k, ∂l)∂j) .
Instead of Rijkl we can also consider R(X, Y, Z,W ) which is a multilinear function on any
tangent space TxM (or a function of 4 vector fields which is multilinear over C
∞(M)):
(2.3′) R(X, Y, Z,W ) = ω(X,R(Z,W )Y ),
so that Rijkl = R(∂i, ∂j, ∂k, ∂l). But it is usually more convenient to do calculations using
components.
It is obvious that
(2.4) Rijkl = −Rijlk .
The formula expressing the components of the curvature tensor in terms of the Christoffel
symbols has the standard form:
(2.5) Rlijk = ∂jΓ
l
ki − ∂kΓ
l
ij + Γ
m
kiΓ
l
jm − Γ
m
ijΓ
l
km .
For any symmetric connection we have the first Bianchi identity
(2.6) Ri(jkl) := Rijkl +Riklj +Riljk = 0 .
( For the proofs of (2.5) and (2.6) see e.g. [D-F-N], Sect.30, or [He], Ch.1, Sect.8, 12).
Proposition 2.3. [Va1] For any symplectic connection
(2.7) Rijkl = Rjikl .
Proof. Let us consider
(2.8) ∂k∂lωij = ∂k[ω(∇l∂i, ∂j) + ω(∂i,∇l∂j)] =
9
= ω(∇k∇l∂i, ∂j) + ω(∇l∂i,∇k∂j) + ω(∇k∂i,∇l∂j) + ω(∂i,∇k∇l∂j) .
Changing places of k, l and subtracting the result from the (2.8) we obtain:
0 = ω([∇k,∇l]∂i, ∂j) + ω(∂i, [∇k,∇l]∂j) = ω(R
m
ikl∂m, ∂j) + ω(∂i, R
m
jkl∂m) =
= ωmjR
m
ikl + ωimR
m
jkl = −Rjikl +Rijkl .
Proposition 2.4. For any symplectic connection
(2.9) R(ijkl) := Rijkl +Rlijk +Rklij +Rjkli = 0 .
Proof. Using (2.6) we obtain
Rijkl +Riklj +Riljk = 0 ,
Rjikl +Rjkli +Rjlik = 0 ,
Rkijl +Rkjli +Rklij = 0 ,
Rlijk +Rljki +Rlkij = 0 .
Adding all these equalities and using (2.4) and (2.7), we obtain (2.9).
3. Ricci tensor and sectional curvature.
Let us look for possible contractions of the curvature tensor which can lead to new
non-trivial tensors.
Lemma 3.1. On any Fedosov manifold
(3.1) Rkkij = ω
klRlkij = 0 .
Proof. The result immediately follows from the symmetry of Rlkij with respect to
the first two subscripts (Proposition 2.3).
Definition 3.2. The Ricci tensor of a Fedosov manifold is defined by the formula
(3.2) Kij = R
k
ikj = ω
klRlikj .
Equivalently we can define K as a bilinear form on TxM :
(3.2′) K(X, Y ) = KijX
iY j = tr{Z 7→ R(Z, Y )X} ,
where X, Y, Z ∈ TxM , X = X
i∂i, Y = Y
j∂j .
Note that the Ricci tensor depends on connection only. (It does not depend on ω.)
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Proposition 3.3. [Va1] On any Fedosov manifold the Ricci tensor is symmetric:
(3.3) Kij = Kji .
Proof. Multiplying (2.9) by ωki, summing over k, i and using the symmetries (2.4)
and (2.7) of the curvature tensor we get the desired result.
Corollary 3.4. [Va1] On any Fedosov manifold
(3.4) ωjiKij = 0 .
This means that the usual way to define the scalar curvature gives a trivial result.
Now let us show that the second non-trivial contraction of the curvature tensor again
leads to the Ricci tensor.
Proposition 3.5. On any Fedosov manifold
(3.5) ωklRijkl = 2Kij .
Proof. Using (2.6) and the symmetries (2.4), (2.7), we obtain
ωklRijkl = ω
kl(−Riklj −Riljk) = ω
lkRkilj + ω
klRlikj = 2Kij .
Remark 3.6. Since the left hand side of (3.5) is symmetric in i, j due to the symmetry
(2.7), the formula (3.5) provides another proof of the symmetry of the Ricci tensor.
Yet another definition of the Ricci tensor can be extracted from the following
Proposition 3.7. Denote
(3.6) L = ωij∇i∇j ,
which is considered as an operator on vector fields. Then L in fact has order 0 and
(3.7) (LX)i = LijX
j, Lij = ω
ikKkj ,
so
(3.8) Kij = ωikL
k
j .
or on other words
(3.8′) K(X, Y ) = ω(X,LY ), X, Y ∈ TxM .
Proof. We have
L = ωij∇i∇j =
1
2
ωij(∇i∇j −∇j∇i) =
1
2
ωijR(∂i, ∂j) ,
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therefore
(LX)i =
1
2
ωklRipklX
p =
1
2
ωiqωklRqpklX
p = ωiqKqpX
p ,
where we used Proposition 3.5. Now (3.7), (3.8) and (3.8’) immediately follow.
The following definition is a possibility to introduce an analogue of the Einstein equa-
tions on a Fedosov manifold.
Definition 3.8. Einstein equation on a Fedosov manifold is the system
(3.9) Kij = 0 .
This is a system of nonlinear equations on the data of the Fedosov manifold: its symplectic
form and connection. There is an important difference with the symmetric case: the system
(3.9) is not determined. Indeed, using Darboux coordinates we can assume that ω has a
canonical form and we only seek the Christoffel symbols Γijk which should be completely
symmetric (see Sect.1). It is easy to see that the functional dimension (the number of
free functional parameters) for the space of such connections is (n + 2)(n + 1)n/6 (here
n = dimRM), whereas for the space of symmetric 2-tensors it is (n+1)n/2. The equality
of these functional dimensions holds if and only if n = 1, which can not be a dimension of
a Fedosov manifold.
On the other hand the equation (3.9) is non-trivial. Indeed, using (2.5) we obtain in
Darboux coordinates
(3.10) Rlikj = ∂kΓlji − ∂jΓlik + ω
mpΓpjiΓlkm − ω
mpΓpikΓljm ,
therefore
(3.11) Kij = ω
klRlikj = ω
kl∂kΓlij − ω
klωmpΓpikΓljm ,
because after multiplication by ωkl and summation over k, l the second and he third terms
in (3.10) vanish due to the symmetry of Γijk in i, j, k.
Definition 3.9. Symplectic Einstein manifold is a Fedosov manifold such that its
Ricci tensor vanishes, i.e. the Einstein equation (3.9) is satisfied.
In terminology of I.Vaisman [Va1] such manifolds are called Ricci flat.
Let us discuss a possibility to define sectional curvature. Consider a 2-dimensional
subspace Π in a tangent space TxM to a Fedosov manifold M at a point x ∈M . For any
X, Y ∈ Π consider a quadratic form on Π given by
(3.12) EX,Y (Z) = R(Z, Z,X, Y ) .
Assuming that Π is symplectically non-degenerated (non-isotropic) we can choose X, Y so
that ω(X, Y ) = 1 and EX,Y has one of the following forms:
(3.13) EX,Y (Z) = r(Z
2
1 + Z
2
2 ) , r ∈ R \ {0} ;
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(3.14) EX,Y (Z) = r(Z
2
1 − Z
2
2 ) , r > 0 ;
(3.15) EX,Y (Z) = Z
2
1 ,
(3.16) EX,Y (Z) = 0 ,
where Z1, Z2 are coordinates of Z in the basis X, Y . Here r = r(Π) does not depend on
the choice of the basis X, Y in Π. Note that ω(X, Y ) = 1 implies that the determinant
of the matrix of the form EX,Y in the basis X, Y does not depend on X, Y and equals r
2
and −r2 in the cases (3.13) and (3.14) respectively, and 0 in the cases (3.15) and (3.16).
Define also r(Π) = 0 in the cases (3.15) and (3.16).
The canonical form of EX,Y is defined as the choice of one of the possibilities (3.13)–
(3.16) together with an extra parameter r in cases (3.13) and (3.14) (real non-zero or
positive respectively). We will refer to the case (3.13) as elliptic, (3.14) as hyperbolic,
(3.15) as degenerate and (3.16) as flat.
Definition 3.10. Sectional curvature of a Fedosov manifold M is a function
Π 7→ {canonical form of EX,Y }
In particular we have a continuous function Π 7→ r(Π) which is defined on the set of all
symplectically non-degenerated (non-isotropic) 2-dimensional subspaces Π in the tangent
bundle TM . This function may become singular when we approach the subset of all
isotropic planes in the Grassmanian bundle of all 2-planes in TM .
Example 3.11. Consider the 2-sphere S2R of the radius R in R
3 with the structure
of a Fedosov manifold such that the connection is induced by the parallel transport in R3
(or, equivalently, is the Levi-Civita connection of the Riemannian metric induced by the
canonical metric in R3) and the symplectic form is given by the area (induced by the same
Riemannian metric). Then a straightforward calculation shows that all tangent planes are
elliptic with r(Π) identically equal to 1/R2.
Example 3.12. Consider the standard Lobachevsky (or hyperbolic) plane H2, e.g.
the half-plane model {(x, y) ∈ R2| y > 0} with the Riemannian metric
ds2 =
dx2 + dy2
y2
.
As in the previous example the corresponding area-form and Levi-Civita connection provide
the structure of Fedosov manifold on H2. A straightforward calculation shows that all
tangent planes are again elliptic with r(Π) = −1 identically.
Remark 3.13. Assume that M is a Ka¨hler manifold. Then M has a canonical
connection and a canonical curvature map (2.1) (which depends on the connection only),
but it has two curvature tensors with all the suffixes down: the Riemannian curvature
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which we will denote R˜ijkl = g(∂i, R(∂k, ∂l)∂j) and the curvature of M as a Fedosov
manifold (we will denote it Rijkl as above). There is an obvious relation between them:
(3.17) R˜ijkl = gipR
p
jkl = gipω
pmRmjkl .
We can write this relation in a different form using the complex structure J from (0.1)
(see [Va1]):
(3.17′) R˜(X, Y, Z,W ) = R(JX, Y, Z,W ) .
Indeed,
R˜(X, Y, Z,W ) = g(X,R(Z,W )Y ) = ω(JX,R(Z,W )Y ) = R(JX, Y, Z,W ) .
4. Normal coordinates and extensions.
Let us consider a manifold M with a given non-degenerate 2-form ω. Let Γ be a
symmetric connection on M . (At the moment we do not assume that Γ preserves ω.)
Given a point p ∈M we have the exponential map expp : U →M defined by Γ. Here U is
a small neighborhood of 0 in TpM , and expp(v) = x(1) where v ∈ U and x(t) is a geodesic
defined in local coordinates (x1, . . . , xn) near p by
(4.1)
d2xi
dt2
+ Γijk
dxj
dt
dxk
dt
= 0, x(0) = p, x′(0) = v,
so t is a canonical parameter along the geodesic. Denote by (y1, . . . , yn) the local coor-
dinates on M near p which are induced by linear coordinates on TpM through the map
expp, so that
(4.2) yj(p) = 0, and
∂yi
∂xj
(p) = δij .
In this case (y1, . . . , yn) are called the normal coordinates associated with the local coordi-
nates (x1, . . . , xn) at p.
In other words, if ξ = y1 ∂
∂x1
+ . . . + yn ∂
∂xn
∈ TpM then (y
1, . . . , yn) are the normal
coordinates of expp ξ.
Normal coordinates are actually defined by the connection (they do not depend on
the form ω). We will list several properties of the normal coordinates (see e.g. [E], [T],
[V]).
Let (y1, . . . , yn) be local coordinates such that a given point p ∈ M corresponds to
y1 = . . . = yn = 0. Then they are normal coordinates if and only if
(4.3) Γijk(y)y
jyk ≡ 0 ,
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where Γijk(y) are the Christoffel symbols which are calculated at a point with the local
coordinates y = (y1, . . . , yn) in the coordinates yj.
Using ω we can pull the superscript i down and rewrite (4.3) equivalently in the form
(4.4) Γijk(y)y
jyk ≡ 0 .
Taking yj = tξj in (4.4), dividing by t2 and taking the limit as t→ 0, we obtain due
to the symmetry of Γijk in j, k:
(4.5) Γijk(0) = 0 .
Let us write the Taylor expansion of Γijk at y = 0 in the form:
(4.6) Γijk(y) =
∞∑
r=1
1
r!
Aijkα1...αry
α1 . . . yαr ,
where
(4.7) Aijkα1...αr = Aijkα1...αr(p) =
∂rΓijk
∂yα1 . . . ∂yαr
∣∣∣
y=0
.
Here p ∈M is the “origin” of the normal coordinates.
Note that different normal coordinates with the same origin differ by a linear trans-
formation. It follows that the correspondence p 7→ Aijkα1...αr(p) defines a tensor on M
(the components should be related to our start-up coordinate system (x1, . . . , xn)).
Definition 4.1. The tensor Aijkα1...αr is called an affine normal tensor or an affine
extension of Γijk of order r = 1, 2, . . .. We also take by definition Aijk = 0 which is natural
due to (4.5).
Proposition 4.2. The affine normal tensors have the following properties:
(i) Aijkα1...αr is symmetric in j, k and also in α1, . . . , αr (i.e. with respect to the
transposition of j and k and also with respect to all permutations of α1, . . . , αr;
(ii) for any r = 1, 2 . . .
(4.8) Sj,k→֒j,k,α1,...,αr(Aijkα1...αr) = 0 ,
where Sj,k→֒j,k,α1,...,αr stands for the sum of all the (r + 2)(r + 1)/2 terms obtainable
from the one written within parentheses by replacing the pair j, k by any pair from the set
{j, k, α1, . . . , αr}.
(iii) Assume that a non-degenerate 2-form ω on M is fixed. If the tensors
{Aijkα1...αr | r = 1, 2, . . .} are given at one point p, satisfy the conditions in (i), (ii) and be-
sides the series (4.6) is convergent in a neighborhood of 0, then the sums in (4.6) constitute
the set of the Christoffel symbols of a symmetric connection in normal coordinates.
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The proof easily follows from (4.4) and it does not differ from the proof of the version
of this statement for Γijk which is given e.g. in [E],[T],[V]. It can be also reduced to the
corresponding statement for Γijk by pulling down the superscript i.
Examples of the identity (4.8) for r = 1 and r = 2 are as follows:
(4.9) Aijkl + Aijlk + Aiklj = 0 ;
(4.10) Aijklm + Aijlkm + Aijmkl + Aikljm + Aikmjl + Ailmjk = 0 .
Let us consider an arbitrary tensor T = (T i1...ikj1...jl ) on M .
Definition 4.3. The (affine) extension of T of order r is a tensor on M , such that
its components at the point p ∈ M in the local coordinates (x1, . . . , xn) are given by the
formulas
(4.11) T i1...ikj1...jl,α1...αr =
∂rT i1...ikj1...jl
∂yα1 . . . ∂yαr
∣∣∣
y=0
,
where (y1, . . . , yn) are normal coordinates associated with (x1, . . . , xn) at p.
In particular we can form the extensions of ωij which will be tensors ωij,α1...αr .
Note that the first extension of any tensor coincides with its covariant derivative
because Γijk(0) = 0 in normal coordinates.
Let us consider the extensions of ω and Γ together.
Lemma 4.4. (i) If the connection Γ preserves ω then
(4.12) ωij,kα1...αr = Aikjα1...αr − Ajkiα1...αr
for all r = 0, 1, . . . and all i, j, k, α1, . . . , αr.
(ii) Vice versa if (4.12) holds on M for r = 0 then Γ preserves ω.
(iii) If M,ω,Γ are real analytic and the relations (4.12) hold at a point p ∈M then Γ
preserves ω in the connected component of p.
Proof. (i) Let us recall (see Sect.1) that Γ preserves ω if and only if
(4.13) ∂kωij = Γikj − Γjki .
Let (y1, . . . , yn) be normal coordinates at p ∈ M . Let us write the Taylor expansion
of ωij in these coordinates
(4.14) ωij(y) =
∞∑
r=0
1
r!
ωij,α1...αr(0)y
α1 . . . yαr .
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It follows that ∂kωij =
∂
∂yk
ωij has the Taylor expansion
∂kωij(y) =
∞∑
r=1
1
r!
ωij,α1...αr(0)
r∑
s=1
yα1 . . . δαsk . . . y
αr
=
∞∑
r=1
1
r!
r∑
s=1
ωij,kα1...αˆs...αr(0)y
α1 . . . yˆαs . . . yαr .
(Here a “hat” ˆ over a factor means that this factor should be omitted.) Clearly all the
terms in the last sum are equal, therefore we obtain
∂kωij(y) =
∞∑
r=1
1
(r − 1)!
ωij,kα1...αr−1(0)y
α1 . . . . . . yαr−1
or
(4.15) ∂kωij(y) =
∞∑
r=0
1
r!
ωij,kα1...αr(0)y
α1 . . . . . . yαr .
Now comparing the Taylor decompositions in both sides of (4.13) we arrive to (4.12).
(ii) Assuming that (4.12) holds for r = 0, we see that the first extension of ωij vanishes
on M , and the statement (ii) follows because this extension coincides with the covariant
derivative.
(iii) If M,ω,Γ are real analytic then the series (4.14) converges and can be termwise
differentiated which leads to (4.15) (where the series is also convergent). Comparing the
Taylor series of the both sides of (4.13) we see that the relations (4.12) at p imply that
(4.13) holds in a neighborhood of p which proves (iii).
Now we can formulate a point characterization of possible extensions of ωij and Γijk
at a point of a Fedosov manifold.
Theorem 4.5. 1) Assume that we are given a set of tensors
(4.16) ωij,α1...αr = ωij,α1...αr(0), Aijkα1...αr = Aijkα1...αr(0); r = 0, 1, . . .
at a point 0 ∈ Rn. Then a structure of a real-analytic Fedosov manifold in a neighborhood of
0 in Rn with the tensors (4.16) serving as extensions of ωij and Γijk in normal coordinates
at 0, exists if and only if the following conditions are satisfied:
(a) Aijk(0) = 0, and Aijkα1...αr(0) is symmetric in j, k as well as in α1, . . . , αr for
any r = 1, 2 . . .;
(b) Aijkα1...αr(0) satisfy the identity (4.8);
(c) ωij(0) is skew-symmetric in i, j and non-degenerate;
(d) ωij,α1...αr(0) is skew-symmetric in i, j and symmetric in α1, . . . , αr;
(e) for all r = 0, 1, . . . the identity (4.12) is satisfied at 0;
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(f) the series (4.6) and (4.14) are convergent for small y.
The structure of a real-analytic Fedosov manifold near 0 is uniquely defined by the tensors
(4.16).
2) Assume that we are only given tensors Aijkα1...αr(0) such that the conditions (a), (b)
are satisfied and the series (4.6) is convergent for small y. Then a real-analytic symplectic
form near 0 complementing the connection (defined by Γijk given by the series (4.6)) to a
local real-analytic Fedosov manifold structure near 0 exists if and only if for all r = 1, 2, . . .
(4.18) Aikjα1...αr(0)−Ajkiα1...αr(0) is symmetric in k, α1 ,
i.e. with respect to the transposition of k and α1. The form ω above is uniquely defined by
ωij(0) and it exists for arbitrary skew-symmetric non-degenerate ωij(0).
Proof. 1) It is obvious from the considerations above that the conditions (a)-(f) are
necessary for the existence of a local real-analytic Fedosov manifold near 0 with the given
extensions (4.16). They are also sufficient because we can define ωij(y) and Γijk(y) near 0
by the convergent series (4.6) and (4.14), and it is easy to see that all the conditions will
be satisfied. The uniqueness of ω,Γ near 0 is obvious because the tensors (4.16) define all
the Taylor coefficients of ω,Γ at 0.
2) If the tensors Aijkα1...αr satisfy (a),(b) and the series (4.6) are convergent for
small y, then the sums of these series provide Γijk(y) which determine a real-analytic
symmetric connection in normal coordinates for any given real-analytic non-degenerate
skew-symmetric form ωij(y) defined near 0. To make this 2-form symplectic and preserved
by Γ we can try to find it from the conditions (4.13) which determine all first derivatives
∂kωij near 0, so we only need to know ωij(0).
Let us choose an arbitrary skew-symmetric matrix ωij(0). Then we can find ωij(y)
from (4.13) if and only if the following compatibility conditions are satisfied near 0:
(4.19) ∂l(Γikj − Γjki) = ∂k(Γilj − Γjli) ,
or, equivalently,
(4.20) ∂l(Γikj − Γjki) is symmetric in k, l .
But the same argument as the one leading to (4.15), shows that the Taylor expansion of
∂lΓikj(y) at 0 has the form
(4.21) ∂lΓikj(y) =
∞∑
r=1
1
r!
Aikjlα1...αry
α1 . . . yαr .
It follows that (4.20) is equivalent to (4.18), so the statement 2) follows.
Corollary 4.6. Let Aijkα1...αr be tensors at a point 0 ∈ R
n, r = 0, 1, . . ., Aijk = 0
and the series (4.6) are convergent near 0. Then the sum of these series define symplec-
tic connection in normal coordinates, which are at the same time Darboux coordinates
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(with arbitrary constant skew-symmetric non-degenerate ωij), if and only if Aijkα1...αr are
symmetric in i, j, k and in α1, . . . , αr, and besides the conditions (4.8) are satisfied.
Proof. Let us fix an arbitrary constant skew-symmetric non-degenerate ωij . The
condition (4.8) guarantees that the sums Γijk(y) of the series (4.6) give us components of
a symmetric connection in normal coordinates due to Proposition 4.2. Now (1.2) implies
that this connection preserves the constant form ω if and only if Γijk is symmetric in ijk
which is equivalent to saying that Aijkα1...αr are symmetric in i, j, k for any r = 1, 2, . . . .
Now we can formulate the simplest result about local invariants of Fedosov manifolds.
For simplicity we will only consider invariants which are tensors though similar results are
true e.g. for invariants which are tensors with values in density bundles.
Definition 4.7. A tensor T = (T i1...ikj1...jl (x)) on a Fedosov manifold M is called a local
invariant of M if its components at each point p ∈ M are functions of a finite number of
derivatives (of arbitrary order, including 0) of Γijk and ωij taken at the same point p in
local coordinates, i.e.
(4.22) T i1...ikj1...jl (p) = F
i1...ik
j1...jl
(Γijk(p), ∂αΓijk(p), . . . , ωij(p), ∂αωij(p), ∂α2∂α1ωij(p), . . .) ,
where the functions F i1...ikj1...jl do not depend on the choice of the local coordinates. A
local invariant is called rational or polynomial if the functions F i1...ikj1...jl are all rational or
polynomial respectively.
In particular, this definition applies to local invariants which are differential forms.
Theorem 4.8. Any local invariant of a Fedosov manifold is a function of ωij and a
finite number of its affine normal tensors, i.e. it can be presented in the form
(4.23) T i1...ikj1...jl (p) = G
i1...ik
j1...jl
(ωij(p), Aijkα1(p), . . . , Aijkα1...αr(p)) ,
where the functions Gi1...ikj1...jl do not depend on the choice of local coordinates. If the invariant
T i1...ikj1...jl is rational or polynomial, then the functions G
i1...ik
j1...jl
are also rational or polynomial
respectively.
Proof. Since T is a tensor, its components T i1...ikj1...jl (p) will not change if we replace
local coordinates (x1, . . . , xn) by normal coordinates (y1, . . . , yn) which are associated with
(x1, . . . , xn) at p. But then according to Definition 4.7 we obtain, using formulas (4.7) and
(4.12):
(4.24) T i1...ikj1...jl (p) = F
i1...ik
j1...jl
(0, Aijkα(p), . . . , ωij(p), 0, Aiα1jα2(p)−Ajα1iα2(p), . . .) .
All statements of the Theorem immediately follow.
5. Normal tensors and curvature.
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A. Let us try to connect the affine normal tensors and extensions of ωij on a Fedosov
manifold M with the curvature tensor. First let us rewrite (2.5) in terms of Γijk and Rijkl
instead of Γijk and R
i
jkl:
(5.1) Rijkl = ωis∂k(ω
spΓpjl)− ωis∂l(ω
spΓpjk)− ω
mpΓpjlΓikm + ω
mpΓpjkΓilm .
The standard formula for differentiation of the inverse matrix gives
(5.2) ∂kω
ij = −ωirωsj∂kωrs = ω
irωjs∂kωrs .
Let us introduce normal coordinates with the center p. Observe that in such coordi-
nates Γijk(p) = (∂kωij)(p) = 0. It follows from (5.2) that (∂kω
ij)(p) = 0. Now performing
differentiation in the right hand side of (5.1) and taking the values at p we obtain
(5.3) Rijkl = Aijlk −Aijkl ,
which is an equality of tensors, and it is true everywhere on M because p ∈ M is an
arbitrary point. This gives an expression of Rijkl as a linear combination of affine normal
tensors.
We can do another step in this direction by applying ∂m to both sides of (5.1) and
taking values at p which leads to
(5.4) Rijkl,m = Aijlkm − Aijklm ,
where Rijkl,m means the first extension of the curvature tensor Rijkl or its first covariant
derivative (which coincide).
Further differentiations lead to expressions of the extensions of the curvature tensor
which are already non-linear in normal tensors and also explicitly contain ωij , though they
are linear in the highest order normal tensors:
Lemma 5.1. For any r ≥ 0
(5.5) Rijkl,α1...αr = Aijlkα1...αr − Aijklα1...αr + Pr
where Pr is a polynomial of the components ω
ij and of the normal tensors of order ≤ r,
P0 = P1 = 0.
B. Our goal now is to express the normal tensors and the extensions of ωij in terms
of the curvature tensor. Let us start by solving the equations (5.3) with respect to Aijkl.
Making cyclic permutations of j, k, l we obtain, using (4.9):
(5.3′) Riklj = Aikjl − Aiklj = Aijkl −Aiklj = 2Aijkl + Aijlk ,
(5.3′′) Riljk = Ailkj − Ailjk = Aiklj − Aijlk = −2Aijlk − Aijkl .
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Adding doubled (5.3’) with (5.3”) gives
(5.6) Aijkl =
1
3
(2Riklj +Riljk) .
Also using (2.6), we obtain
(5.7) Aijkl =
1
3
(Riklj +Rijlk) .
A simple relation between the second extension of ωij and the curvature tensor is
given by
Proposition 5.2. On any Fedosov manifold
(5.8) ωij,kl =
1
3
Rklij .
Proof. According to Lemma 4.4 we obtain, using (5.7):
ωij,kl = Aikjl − Ajkil =
1
3
(Riklj +Rijlk −Rjkli −Rjilk) .
The second and fourth terms cancel due to Proposition 2.3, so using (2.6) we obtain:
ωij,kl =
1
3
(Riklj −Rjkli) =
1
3
(Rkilj −Rkjli) =
1
3
(−Rkijl −Rkjli) =
1
3
Rklij .
Now we will try to solve the equations (5.5) with respect to the higher order normal
tensors. Relations of this type between the curvature tensor Rijkl and normal tensors
Aijkα1...αr defined similarly to (4.7) but with Γijk replaced by Γ
i
jk, can be found in [Th],
Sect.49, and [V], Ch. VI, Sect.9-12. Note that generally Aijkα1...αr does not coincide with
ωipApjkα1...αr because ω
ip is not constant. We will give more details than in the exposition
in [Th] and [V] which we found insufficient.
We will need a combinatorial preparation first. Let J = {j1j2 . . . , jm} be an ordered
set of positive integers. We associate to J an ordered set T (J) of ordered triads of elements
of J . The set T (J) will be defined by an inductive procedure:
i) T (J) = ∅, m = 1, 2;
ii) T (J) = {(j1j2j3) < (j3j1j2)}, m = 3;
iii) For m > 3 the elements T (J) in the increasing order are:
(j1j2j3), (j1j3j4), . . . , (j1jm−1jm),
(jmj1j2),
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(j2jmjm−1), (j2jm−1jm−2), . . . , (j2j4j3),
(j3j2j4),
T (J \ {j1j2}).
Remark 5.3. The most important property of this ordering is the following: the first
and third elements of any triad are the same pair (with possibly reversed order) as the
first two elements of the next triad.
Lemma 5.4. For m ≥ 2 we have
(5.9) Card(T (J)) = m(m− 1)/2− 1 .
Proof. The formula holds for m = 2 and m = 3. Now let us use induction with
respect to m. Denote Nm = Card(T (M)). By the construction
Nm = (m− 2) + 1 + (m− 3) + 1 +Nm−2 = Nm−2 + (2m− 3).
On the other hand it is easy to check that
m(m− 1)/2 = (m− 2)(m− 3)/2 + (2m− 3).
Let Rijkl,α1...αr be the r-th extension of the curvature tensor Rijkl on a Fedosov
manifold. Consider the ordered set J = {jklα1 . . . αr}. Note that we ignore the first
subscript i which plays a special role. For any triad u = (u1u2u3) ∈ T (J) consider the
r-th extension R˜iu of the curvature tensor Riu:
R˜iu = Riu,J\u.
Denote N = Card(T (J)) and let u(1) < u(2) < . . . < u(N) be the list of all elements of
T (J) (in increasing order).
The following theorem is an analogue of a Veblen theorem from [V].
Theorem 5.5. For any r ≥ 0 the affine normal tensor of order r+1 can be expressed
through the extensions of the curvature tensor as follows:
(5.10) Aijklα1...αr = −
1
N + 1
N∑
s=1
(N − s+ 1)R˜iu(s) + Pr ,
where Pr is a polynomial of ω
ij and affine normal tensors of order p ≤ r. Besides
P0 = P1 = 0, so for r = 0, 1 we have precise formulas
(5.10)0 Aijkl = −
1
3
(2Rijkl +Riljk) ;
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(5.10)1 Aijklm = −
1
6
(5Rijkl,m + 4Rijlm,k + 3Rimjk,l + 2Rikml,j +Rilkm,j) .
To prove the theorem we will need several simple facts. We recall, first of all, that the
normal tensors Aijkα1,...,αr are symmetric in j, k and also in α1, . . . , αn.
Let us fix the ordered set of indices J = {j, k, α1 . . . , αr}. Denote by P (J) the set
of all ordered pairs p = (p1, p2) of elements from J (here “ordered” means that p1 stands
somewhere before p2 in the list of the elements of J above). Denote by A˜ip the normal
tensor Aip1p2,J\p of degree r. The equality (4.8) (in Proposition 4.2) can be rewritten as
follows:
(5.11)
∑
p∈P (J)
A˜ip = 0.
Lemma 5.6. (i) The extension of order r ≥ 1 of the tensor ωij is a linear combination
of normal tensors of order r − 1.
(ii) Every component of the extension of order r ≥ 1 of the tensor ωij is a polynomial
(independent on the choice of the coordinates) of the components ωij and normal tensors
of order ≤ r − 1.
Proof. The part (i) is obvious from Lemma 4.4 (in fact the formula (4.12) gives an
explicit expression). The part (ii) is obtained by multiple differentiation of the formula
(5.2) in normal coordinates with substitution of the right hand side of (5.2) instead of the
first derivatives of ωij after each differentiation, and further use of the part (i) (or formula
(4.12)).
Proof of Theorem 5.5. Let J = {j, k, l, α1, . . . , αr}. Applying Lemma 5.1 and
using the symmetries of normal tensors one could write that
−
N∑
s=1
(N − s+ 1)R˜iu(s) = NA˜ijk−
−(NA˜ijl − (N − 1)A˜ijl)−
−((N − 1)A˜ijα1 − (N − 2)A˜ijα1)− . . . =
= NA˜ijk −
∑
p∈P (J), p6=(jk)
A˜ip
modulo a polynomial of ωij and normal tensors of order ≤ r (this polynomial vanishes if
r = 0 or 1). Now the theorem follows because the right hand side equals (N + 1)A˜ijk due
to (5.11).
Corollary 5.7. Any component Aijkα1...αr of the normal tensor of order r can be
expressed as a universal polynomial (i.e. a polynomial independent of the coordinates)
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of components ωij and components of extensions of the curvature tensor Rijkl of order
≤ r − 1.
Proof. The result follows from Theorem 5.5 if we use (5.6) (or (5.7)) and then
implement induction in r.
C. Now we will establish relations between extensions and covariant derivatives. Let
us consider an arbitrary tensor T = (T i1...ikj1...jl ). Let us recall that its (first order) covariant
derivative is a tensor ∇∂αT
i1...ik
j1...jl
= ∇αT
i1...ik
j1...jl
= T i1...ikj1...jl,α defined by the formulas
(5.12) T i1...ikj1...jl,α = ∇αT
i1...ik
j1...jl
= ∇∂αT
i1...ik
j1...jl
=
∂αT
i1...ik
j1...jl
+ Γi1αsT
si2...ik
j1...jl
+ . . .+ ΓikαsT
i1...ik−1s
j1...jl
− Γsαj1T
i1...ik
sj2...jl
− . . .− ΓsαjlT
i1...ik
j1...jl−1s
=
∂αT
i1...ik
j1...jl
+ ωi1qΓqαsT
si2...ik
j1...jl
+ . . .+ ωikqΓqαsT
i1...ik−1s
j1...jl
−
ωsqΓqαj1T
i1...ik
sj2...jl
− . . .− ωsqΓqαjlT
i1...ik
j1...jl−1s
.
In particular, taking normal coordinates we immediately see that the covariant derivative
of T coincides with the first extension of T .
We define the higher order covariant derivative of T of order r as the following tensor:
(5.13) T i1...ikj1...jl,α1,α2,...,αr = ∇αr . . .∇α1T
i1...ik
j1...jl
.
It depends on the order of α1, . . . , αr (unlike the extension T
i1...ik
j1...jl,α1...αr
).
Proposition 5.8. (i) Every component of the covariant derivative of T of order r
can be expressed through extensions of T of order ≤ r:
(5.14) T i1...ikj1...jl,α1,α2,...,αr = T
i1...ik
j1...jl,α1α2...αr
+ Pr−1 ,
where Pr−1 is a linear combination of components of extensions of T of order ≤ r−1 with
coefficients which are universal polynomials of ωij and of the components of the normal
tensors of order ≤ r − 1.
(ii) Every component of the extension of T of order r can be expressed through the
covariant derivatives of Tof order ≤ r:
(5.15) T i1...ikj1...jl,α1α2...αr = T
i1...ik
j1...jl,α1,α2,...,αr
+ Pr−1 ,
where Pr−1 is a linear combination of components of covariant derivatives of T of order
≤ r − 1 with coefficients which are universal polynomials of ωij and of the components of
the normal tensors of order ≤ r − 1.
Proof. (i) is obtained by repeated application of covariant differentiation formula
(5.12) in normal coordinates with the use of (5.2) to differentiate ωij. We should also use
(1.2) to get rid of the first derivatives of ωij as soon as they show up, replacing them by
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linear combinations of Γijk. After all differentiations are done, we should take values of all
quantities at the center of the normal coordinates, which leads to (5.14).
To prove (ii) we should use induction in r. We already observed that (5.15) is true for
r = 1 (with P0 = 0), i.e. the first extension coincides with the first covariant derivative.
Now assuming that (5.15) is true with r ≤ r0 − 1, we can take (5.14) with r = r0 and
replace components of the extensions of T in Pr−1 by the corresponding combinations of
the components of the covariant derivatives. This leads to (5.15) with r = r0.
Theorem 5.9. Any component Aijkα1...αr of the normal tensor of order r can be
expressed as a universal polynomial (i.e. a polynomial independent of the coordinates) of
the components ωij and of the components of covariant derivatives of the curvature tensor
Rijkl of order ≤ r − 1.
Proof. Let us act by induction in r. For r = 1 the statement follows from (5.6) (or
(5.7)). For any r ≥ 2 let us use Theorem 5.5 to express any component of the normal
tensor of order r + 1 through extensions of the curvature tensor of order ≤ r by the
formula (5.10). In the remainder term Pr of (5.10) we should replace the normal tensors
of order ≤ r by the covariant derivatives of the curvature tensor of order ≤ r− 1 using the
induction assumption. Now express the extensions R˜iu(s) in the right hand side of (5.10) by
the covariant derivatives of the curvature tensor using Proposition 5.8. It remains to use
again the induction assumption to replace the newly appeared components of the normal
tensors (from the remainders in (5.15)) by the components of the covariant derivatives of
Rijkl.
Corollary 5.10. Proposition 5.8. remains true if in its statement we replace the
components of the normal tensors of order ≤ r − 1 by the components of the covariant
derivatives of order ≤ r − 2 of the curvature tensor Rijkl.
Now we are ready for another presentation of possible local invariants of a Fedosov
manifold.
Theorem 5.11. Any local invariant of a Fedosov manifold is a function of ωij and a
finite number of covariant derivatives of its curvature tensor Rijkl, i.e. it can be presented
in the form
(5.16) T i1...ikj1...jl (p) = G
i1...ik
j1...jl
(ωij(p), Rijkl(p), . . . , Rijkl,α1,...,αr(p)) ,
where the functions Gi1...ikj1...jl do not depend on the choice of local coordinates. If the invariant
T i1...ikj1...jl is rational or polynomial (in ωij , ω
ij,Γijk and derivatives of ωij, Γijk), then the
functions Gi1...ikj1...jl are also rational or polynomial (in the same sense) respectively.
Proof. Due to Theorem 4.8 and Proposition 5.2 it is sufficient to express the normal
tensors Aijkα1...αr polynomially in terms of ω
ij and the covariant derivatives Rijkl,α1,...,αp ,
p = 0, . . . , r − 1. without ω) induction This is possible due to Theorem 5.9.
Remark 5.12. Not all functions (and even not all polynomials) Gi1...ikj1...jl indeed give us
local invariants of the Fedosov manifold (the corresponding expression is not necessarily a
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tensor yet, it might still depend on the choice of local coordinates). The form given in the
expression (5.16) is necessary but not sufficient for an expression to be a local invariant.
We will describe sufficient conditions later in this paper.
D. Theorem 4.5 establishes necessary and sufficient conditions for the tensors
Aijkα1...αr , given at a point, to be normal tensors of a real-analytic Fedosov manifold.
The relations between normal tensors and the extensions of the curvature tensor or with
its covariant derivatives which we proved above, in principle allow to write necessary
and sufficient conditions for a family of tensors to be a family of extensions or covariant
derivatives of the curvature tensor of a real-analytic Fedosov manifold at a point. However
the algebraic relations between normal tensors and the curvature are not simple, so we can
do it effectively on the lowest levels only. As an example we will do it for the curvature
tensor itself (without extensions or derivatives) and also for the first covariant derivatives
of the curvature tensor.
Theorem 5.13. Assume that we are given a tensor Rijkl at the origin 0 ∈ R
n. Then
necessary and sufficient conditions for this tensor to be the curvature tensor of a Fedosov
manifold at a point are:
(a) Rijkl = −Rijlk ;
(b) Rijkl = Rjikl ;
(c) Ri(jkl) := Rijkl +Riklj +Riljk = 0 .
Proof. The conditions (a), (b) (c) are necessary as was established in Sect. 2. Let
us prove that they are sufficient.
Let us introduce a hypothetical normal tensor Aijkl at 0 by the formulas (5.6) or (5.7)
(it follows from (a) and (c) that they are equivalent). Let us check that the tensor Aijkl
satisfies the conditions from the part 2) of Theorem 4.5 with with r = 1 i.e.
(5.17) Aijkl = Aikjl ;
(5.18) Ai(jkl) = 0 ;
(5.19) Aijkl − Akjil − Ailkj +Aklij = 0 .
Clearly (5.17) follows from (5.7), and (5.18) follows from the condition (c). Now substi-
tuting the expressions for the terms in the left hand side of (5.19) from (5.7) we get
1
3
(Riklj+Rijlk−Rkilj−Rkjli−Rikjl−Riljk+Rkijl+Rklji) = −
1
3
(Rijkl+Rjkli+Rklij+Rlijk),
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where we used the properties (a) and (b). The last expression vanishes due to Proposition
2.4 (it is established in its proof that (2.9) follows from the properties (a), (b), (c)).
Now defining Aijkα1α2...αr = 0 for all r ≥ 2 we obtain a system of tensors which can
serve as a system of normal tensors of a Fedosov manifold at a point due to Theorem 4.5.
It remains to prove that its curvature tensor R˜ijkl at the given point will coincide with the
given tensor Rijkl. By (5.2) we have
R˜ijkl = Aijlk − Aijkl =
1
3
(2Rilkj +Rikjl − 2Riklj −Riljk) =
1
3
(3Rilkj + 3Rikjl) = Rijkl ,
where we used the properties (a) and (c).
To work with the first derivatives we will need another expression of the normal tensors
Aijklm through the first covariant derivatives (or first extensions) of Rijkl. It is similar to
(5.10)1 but has smaller coefficients.
Lemma 5.14. On any Fedosov manifold
(5.20) Aijklm = −
1
6
(2Rijkl,m +Rijkm,l +Rikjl,m +Rikjm,l +Riljm,k).
Proof. The formula (5.20) can be deduced from a similar formula (49.7) in [Th],
p.130, by pulling down the superscript. However for the convenience of the reader we will
supply the proof which is only sketched in [Th].
The idea of the proof is to eliminate all the terms in (4.10), except the first one, using
(5.4) so that the corresponding curvature terms are added. As a first step substituting
Aijlkm = Aijklm +Rijkl,m to (4.10) we obtain
(5.21) 2Aijklm +Rijkl,m + Aijmkl + Aikljm + Aikmjl + Ailmjk = 0 .
Now using the symmetry relations in Proposition 4.2(i), we can write
(5.22) Aijmkl = Rijkm,l + Aijkml = Rijkm,l +Aijklm ,
so (5.21) becomes
(5.23) 3Aijklm +Rijkl,m +Rijkm,l + Aikljm + Aikmjl + Ailmjk .
In the same way we can treat all components of the normal tensors in (5.21) such that
either j or k (but not both) occurs as the the second or third subscript. Eliminating in
this way Aikljm and Aikmjl from (5.23) we obtain
(5.24) 5Aijklm +Rijkl,m +Rijkm,l +Rikjl,m +Rikjm,l + Ailmjk = 0 .
To eliminate he last term we should do the same operation twice to put both j and k to
the second and third place:
Ailmjk = Riljm,k + Ailjmk = Riljm,k + Aijlkm = Riljm,k +Rijkl,m + Aijklm .
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Substituting this expression for Ailmjk into (5.24) we arrive to (5.20).
Proposition 5.15. (The second Bianchi identity) On any Fedosov manifold
(5.25) Rij(kl,m) := Rijkl,m +Rijlm,k +Rijmk,l = 0 .
Proof. This identity is again true in a much more general context. In particular,
we can deduce it from the similar identity for arbitrary symmetric connections (with the
subscript i lifted – see e.g. (49.13) in [Th], p.132). But for the convenience of the reader
we will reproduce the proof from [Th]. Another proof can be obtained by use of normal
coordinates as in [ON].
Let us interchange l and m in (5.20) and subtract the result from (5.20) using the
identities obtained from the identities (a), (b), (c) from Theorem 5.13 by taking the first
covariant derivative. We will get then:
0 = 2Rijkl,m − 2Rijkm,l +Rijkm,l −Rijkl,m +Rikjl,m −Rikjm,l+
+Rikjm,l −Rikjl,m +Riljm,k −Rimjl,k =
Rijkl,m −Rijkml +Riljm,k −Rimjl,k =
Rijkl,m +Rijmk,l + (−Rilmj,k −Rimjl,k) =
Rijkl,m +Rijmk,l +Rijlm,k .
Proposition 5.16. (Integrability identity.) On any Fedosov manifold
(5.26) Rimkj,l +Rijml,k +Riljk,m +Riklm,j = 0 .
Proof. Let us use the identity (4.18) with r = 2 i.e.
(5.27) Aijklm − Akjilm − Ailkjm + Aklijm = 0 .
Substituting here the expressions of Aijklm and other terms through the components
Rijkl,m given by Lemma 5.14, and using (2.4), (2.7) we obtain:
−6(Aijklm − Akjilm − Ailkjm + Aklijm) = 2(Rijkl,m +Rjkli,m +Rklij,m +Rlijk,m)+
+(Rjikm,l +Rjkmi,l) + (Riljm,k +Rijml,k) + (Rlimk,j +Rlkim,j) + (Rklmj,i +Rkjlm,i) .
The expression in the first parentheses in the right hand side vanishes because the differen-
tiated identity (2.9) gives R(ijkl),m = 0. Now using the differentiated first Bianchi identity
(2.6) we can rewrite the right hand side as
−(Rmilj,k +Rmjik,l +Rmkjl,i +Rmlki,j) .
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This expression should vanish due to (5.27). Interchanging m and i, as well as k and l, we
arrive to (5.26).
Remark 5.17. The combinatorial structure of the integrability identity (5.25) has
the following interesting features.
1) The first subscript i is fixed, but each of other subscripts j, k, l,m occurs exactly
once in any of the four available positions (second, third, fourth and fifth) in Rijkl,m.
2) In the cyclic order of positions (2→ 3→ 4→ 5→ 2) each of the subscripts j, k, l,m
is followed exactly twice by another subscript and exactly once by two others. In this way
j is followed twice by k, k by j, l by m and m by l, so the preference of double following
is mutual and splits the subscripts j, k, l,m in two pairs: {j, k} and {l,m}.
Now we can prove that already established identities for Rijkl,m form a complete set
at a point.
Theorem 5.18. Assume that we are given a tensor Rijkl,m at the origin 0 ∈ R
n.
Then necessary and sufficient conditions for this tensor to be the first covariant derivative
of the curvature tensor of a Fedosov manifold at a point are:
(a1) Rijkl,m = −Rijlk,m ;
(b1) Rijkl,m = Rjikl,m ;
(c1) Ri(jkl),m := Rijkl,m +Riklj,m +Riljk,m = 0 ;
(d1) Rij(kl,m) := Rijkl,m +Rijlm,k +Rijmk,l = 0 .
(e1) Rimkj,l +Rijml,k +Riljk,m +Riklm,j = 0 .
Proof. The conditions (a1)–(e1) are necessary as was established above. Let us prove
that they are sufficient. This is done similarly to the proof of Theorem 5.13.
Let us introduce a hypothetical normal tensor Aijklm at 0 by the formula (5.20). We
should first check that the tensor Aijkl satisfies the conditions from the part 2) of Theorem
4.5 with r = 2 i.e. the symmetries
(5.28) Aijklm = Aikjlm, Aijklm = Aijkml ,
the identity (4.10) and the identity (5.27). This can be done by substitution of the ex-
pression (5.20) and similar one with permuted subscripts into the desired identities and
subsequent use of the properties (a1)–(e1). For example, to prove the first equality in
(5.28) interchange j and k in (5.20) and subtract the right hand sides. We get then
−6(Aijklm −Aikjlm) = Rijkl,m −Rikjl,m +Riljm,k −Rilkm,j =
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(Rijkl,m +Riklj,m)−Rilmj,k −Rilkm,j = −Riljk,m −Rilmj,k −Rilkm,j = 0 ,
where we used (a1), (c1) and (d1). Similar straightforward calculations lead to the second
equality in (5.28), as well as to (4.10). The proof of (5.27) can be obtained by reversing
the calculations in the proof of Proposition 5.16 if we note first that the “differentiated”
identity (2.9) follows from (a1)–(c1) as in the proof of Proposition 2.4.
Now we can supplement the obtained tensors Aijklm by arbitrary set of tensors
Aijkα1...αr , r 6= 2, satisfying the conditions of the second part of Theorem 4.5 (for ex-
ample we can take Aijkα1...αr = 0, r 6= 2). By Theorem 4.5 there exists a structure of
Fedosov manifold near 0 in Rn with the normal tensors prescribed in this way.
It remains to check that the obtained Fedosov manifold indeed has the prescribed
first covariant derivative of the curvature tensor at 0 i.e. that (5.4) holds with Aijklm as
constructed above and with Rijkl,m coinciding with the given initial tensor. This is also
straightforward (the properties (a1)–(d1) should be used).
Remark 5.19. Clearly we can prescribe arbitrarily both tensors Rijkl and Rijkl,m at
0 provided they satisfy the conditions of Theorems 5.13 and 5.18.
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