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We examine here a scheme to generate a W state of an n-qubit system with all-to-all pairwise
exchange interaction between n qubits. This relies on sharing of superposed excitations of a smaller
number of q qubits among others. We present a bound on the maximal jumps from q to n and
formalize a scheme to generate Wn state in O(log4 n) stages. We demonstrate this scheme in the
context of spin torque based quantum computing architecture that are characterized by repeated
interactions between static and flying qubits.
I. INTRODUCTION
Quantum Entanglement is purely a non-classical phe-
nomena that enables many Quantum Information Pro-
cessing schemes and systems that exist today [1–3]. Gen-
eration of any arbitrary entangled state is an important
problem but certain entangled states are more useful.
Two particularly inequivalent classes of tripartite entan-
gled states viz GreenbergerHorneZeilinger (GHZ) and W
exists [4] and their generalizations to n-qubits have been
extensively investigated [5–7]. W states particularly have
garnered interest in the recent years because of their ro-
bustness against particle losses and local bit flips [8, 9].
Wn states are defined as
Wn =
1√
n
n∑
i=1
|0102...1i 0i+1...0n > (1)
Applications exploiting these properties are not just
limited to secure quantum communication [10–12] and
quantum teleportation [13, 14], ensemble based quantum
memories have also been proposed using these states [15].
They have also been used for addressing leader election
problem [16] , besides studying fundamentals of quan-
tum mechanics [5]. There have been proposals and some
experimental demonstrations of generating these states
in several competing Noisy Intermediate Scale (NISQ)
[17] technologies of today like superconducting [8, 18–
21], photonic [22–27], trapped ions [28, 29], etc. Imple-
mentations based on a universal gate set of two qubit
and single qubit operations can become complex as the
system scales up [30, 31]. Faster and simpler methods
would involve smaller number of architecture oriented
gates and multi-qubit entanglement processes like shown
in [21]. Strategies exploiting lower order W states to cre-
ate higher order W states can also be useful [26]. Besides,
one circuit decomposition of an algorithm may not per-
form equally good on all implementations. So, architec-
ture aware algorithms and hence circuit decomposition
strategies is warranted [32].
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Realization of qubits using localized spins is a promis-
ing technology [3, 33]. Manipulation and control of spins
is therefore very important. ’Classical’ spin torque has
played a key role in manipulating the magnetization of
nano-magnets [34, 35]. When spin polarized current is
injected into a ferromagnet (FM), the spin current po-
larized transverse to the magnetization direction of the
FM is absorbed by it leading to a spin-torque. This is
based on the exchange interaction between the conduc-
tion electrons and localized spins. Various mechanism of
producing spin polarized current such as spin-pumping
[36], spin Hall effect [37, 38], spin dependent thermoelec-
tric effects [39], spin Nernst effect [40, 41] etc. have been
studied in detail. It has been shown that a quantum form
of spin torque can be used for single and two qubit ma-
nipulations. This is based on the exchange interaction
between static and flying qubits [42]. There are many
proposals for exploiting this scheme for applications in
quantum information processing [42–45].
We examine here a scheme to generate n-qubit W state
in a system whose Hamiltonian takes a particular form:
pair-wise exchange interaction between all the qubits.
We show that time evolution with this Hamiltonian for a
certain time followed by single qubit rotations lead to W
state. We discuss the implementation of such a system in
the context of a system of static and flying qubit where
spin torque drives the evolution. The static qubits are
assumed to be non-interacting, however repeated inter-
actions with flying qubit can lead to effective exchange
interaction between all the pairs of qubits.
II. METHOD
Consider a system of n ’spin-1/2’s, each coupled with
other via Heinsenberg exchange interaction so that the
Hamiltonian can be written as:
H = J
∑
i<j
σi · σj (2)
where σi = (σx, σy, σz) denote the respective Pauli
operators. The basis states of each qubit denoted
by |0〉 and |1〉, are eigenfunction of σz with eigenval-
ues ±1 respectively. The Hamiltonian is block diago-
nal in the partitions of the computational basis (Bn)
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2where all states with fixed number of 0’s and 1’s are
considered in one partition. Restricting to an or-
dered partition of one-hot-encoded states (i.e. states
where only one spin is in state 1), denoted by Bn1 =
{|ui〉 ∈ Bn : |ui〉 = |01...1n+1−i...0n〉}, the Hamiltonian
can be written as
H = J
 (n− 1)(n− 4)2 In +

0 2 2 . . .
2 0 2 . . .
...
...
. . .
...
2 2 . . . 0

 (3)
where In denotes n× n identity matrix.
Note, Bn1 is closed under unitary evolution U(t) =
exp(−iHt) i.e. the state at time t, |ψ(t)〉 evolved from
an initial state |ψ(0)〉 as |ψ(t)〉 = U(t) |ψ(0)〉 ∈ Bn1 if
|ψ(0)〉 ∈ Bn1 . We take ~ = 1 in this paper. Now, if we
start from an initial unentangled state, say |ψ(0)〉 = |ui〉,
the state at time t can be written as |ψ(t)〉 = a |ui〉 +
b[|u1〉 + ... + |un〉 (no |ui〉)]. The expressions for a and b
are given as
a =
[
exp(iJnt)− i 2
n
sin(Jnt)
]
exp(−i(n− 2)Jt)
b = −i 2
n
sin(Jnt) exp(−i(n− 2)Jt)
(4)
The first term in Eq. 3, which gives an overall phase
to the time evolved wavefunction has been neglected in
writing the above expressions. Turning off the Hamil-
tonian at an appropriate time t = tw, we can reach
an almost Wn state (which we will call Wn from now)
when |b|2 = |a|2 = 1/n, with only exception of a
relative phase factor given by exp(iθ) = a/b between
the initially excited and rest of the states in superpo-
sition. This can be corrected by applying a Z-axis ro-
tation (Rz) through angle φ on the qubit which was ex-
cited in the initial state (ith qubit ) yielding the state
a exp(iφ) |ui〉 + b[|u1〉 + ... + |un〉 (no |ui〉)]. Clearly, all
coefficients would be in phase if φ = 2mpi− θ for an inte-
ger m thereby giving the desired Wn state (Eq. 1) up to
a global phase. This idea of sharing a single excited qubit
among the others has been previously adopted and shown
experimentally for a system of 3 qubits [21]. We run
into problem extending this approach to larger number of
qubits. This can be immediately noted by observing that
|b|2 = 1/n corresponds to condition, sin2(Jntw) = n/4
which cannot be satisfied for n > 4 for real t, that is to
say this approach can be used to prepare Wn state for
n = 2, 3 and 4 only. The evolution time and z-axis rota-
tion angle can be obtained from the expressions of a and
b.
To overcome above limitation, we now show that star-
ing from a Wq state, it is possible to reach Wn state where
n ≤ 4q. Consider an initial product state of q entangled
qubits in state Wq and (n− q) qubits in state |0〉:
|ψ(0)〉 = |Wq〉 ⊗ |0q+1...0n〉
=
1√
q
q∑
i=1
|un−i+1〉
(5)
The time evolution of the above state is given by
|ψ(t)〉 = c∑qi=1 |un−i+1〉+ d∑ni=q+1 |un−i+1〉 where c =
a+(q−1)b√
q and d =
bq√
q =
√
qb. A necessary condition
for it to be a W state is |d|2 = 1/n which translates to
sin2 (Jnt) = n4q . It has a real solution tw iff n ≤ 4q.
After reaching this state, the coupling is turned off, like
before at time tw, followed by correction of phase factors
exp(iθ) = c/d by single qubit operations Rz(φ) of either
the first q qubits or last n-q qubits to reach the desired
Wn state.
The fact that from a Wq state, we can jump only by
4x can also be seen by a different reasoning. The energy
of the system i.e. 〈H〉 should be conserved during the
time evolution. Neglecting the first (diagonal) term in
Eq. 3, the matrix elements of Hamiltonian are given by,
〈ui|H |uj〉 = 2J(1 − δi,j). Using this, the energy of the
state in Eq. 5 is E0 = 2J(q − 1). Let’s assume that
the state at time is |ψ(t)〉 = 1√
n
[exp(iθ)
∑q
i=1 |un−i+1〉+∑n
i=q+1 |un−i+1〉]. (This corresponds to Wn state). The
energy at time t is given by, E = 2Jn [2q(n − q)cosφ +
q(q − 1) + (n − q)(n − q − 1)]. Equating E to E0 gives,
cosθ = 2q−n2q . This shows that n can be atmost 4q and
also gives an expression for the phase correction required
to obtain Wn state. The Hamiltonian in eqn. 3 com-
mutes with total angular momentum, i.e. [H,σ] = 0,
where σ =
∑
i σi. The basis states chosen are already
eigenfunctions of σz. The average value of σ
2 should
also be conserved during the time evolution. The Hamil-
tonian can be written as H = (J/2)[σ2 −∑i σ2i ]. Thus
conservation of σ2 is equivalent to conservation of en-
ergy. Therefore we can say that a jump more than 4x is
not allowed as it does not conserve angular momentum.
This paves a way to generate an arbitrary Wn state in
O(log4 n) stages. In one possible path, every stage take a
jump of 4x, starting from sharing a single excited state in
stage 1 to reach a W41 state, from which a W42 state can
be generated in stage 2 and so on to W4k in kth stage
assuming sufficient number of |0〉 polarized qubits are
available in each stage. A maximum of W4dlog4 ne stage
can be generated in the dlog4 ne stage which is sufficient
for the required scheme since n ≤ 4dlog4 ne where dxe
indicates the smallest integer ≥ x. One can alternatively
think of generating W state backwards from a Wdn/4e
state, which is generated from a Wdn/42e state and so
on. Also, overhead cost of single qubit gates at kth stage
for phase correction, which are operated in parallel, is
4k which entails that total number of single qubit gates
required would be O(4dlog4 ne) ≈ O(n). A schematic for
the algorithm is shown in Figure.1.
3FIG. 1. Wn state generation protocol. (a) Wq to Wn generator block: n-qubit entangling operation followed by phase
correction operations on q-qubits to generate a Wn state from a Wq state. (b) Circuit to generate Wn state: Several Wq to
Wn generator blocks are arranged successively in dlog4 ne to prepare a Wn state starting from a |0〉⊗n with one initial bit flip
gate required to excite a single qubit.
III. SPIN TORQUE SETTING
In this work, we consider a system of impurity spins
linearly embedded in a spin-coherent channel, placed suf-
ficiently far so that there is no direct interaction between
them. The separation between two consecutive impurity
spins is taken to be all equal to d. As shown in the Fig-
ure. 2, on the left most side a hard barrier with perfect
reflection is kept at a distance of d0 from spin S1. A bar-
rier with partial reflection is present between the last spin
Sn and reservoir of electrons. The distance between Sn
and the barrier is taken as d0. A reservoir held at desired
spin potential is coupled to this channel that injects elec-
trons into the channel. These itinerant spin carriers (fly-
ing qubits) collide with the immobile impurities (static
qubits), get entangled with them and finally return back
to the reservoir after multiple reflections thereby affect-
ing a spin-dependent rotation of system’s state. This is
equivalent to saying the rotation is caused by the appli-
cation of quantum form of spin torque on the system of
FIG. 2. Schematic of the system. n static qubits (colored
red) in a spin coherent channel (shaded yellow). There are
barrier gates (colored black) to facilitate creation of standing
waves and a reservoir (colored purple) to inject and extract
spin polarized carriers. The distance between two successive
qubits is d while that between a qubit and a barrier gate is
d0. Individual qubits act as spin-dependent scatterers with
reflection and transmission denoted by [r, t] matrices. Re-
flection matrices looking into the cascade of scatterers is also
shown.
static qubits. Such successive collisions with impurities
can be helpful to generate useful entanglement as we will
show here.
The interaction between the flying and jth static qubit
at location xj , is governed by the exchange Hamiltonian
H = J0σf · σjδ(x− xj) (6)
where σf and σj denote corresponding Pauli opera-
tors and J0 the exchange strength. The transmission
and reflection corresponding to this spin-dependent delta
scatterer can be written as tj and rj = tj − I with
tj = [I + iΩσf · σj ]−1 (7)
where Ω = J0/~v, v is the velocity of injected elec-
trons in the channel and I is identity matrix of dimension
2n+1 × 2n+1. A cascade of jth scatterer from (j − 1)th
scatterer modifies its reflection as
rˆj = rj + e
2ikdj tj
(I − e2ikdj rˆj−1rj)−1 rˆj−1tj (8)
where k is the wave vector of injected electrons and dj
is the distance of jth scatterer from (j − 1)th scatterer.
These interactions are quite weak but can be enhanced
with proper placement of static impurities and barrier
gates which facilitate formation of standing waves and
thereby stronger interaction. These barrier gates have
spin independent transmission
tB =
1
(1 + iΓ)
I (9)
and reflection given by rB = tB − I. The hard barrier
on the left most side is characterized by rB = −I . The
overall reflection matrix RB for the cascade of such scat-
terers and barrier gates (c.f. Figure 2) can be obtained
using Eq. 8 as:
4RB = rB + e2ikd0tB
(I − e2ikd0 rˆnrB)−1 rˆntB (10)
Such a method is described in [43] for single and two
qubit gates, and also discussed in [44, 45] for various
applications. We have here considered this method for
more number of qubits between the two barrier gates
and follow an iterative procedure for evolution [43]. In
this approach the role of time is taken by the number of
flying qubits which have interacted with the static qubits.
Denoting the state of the flying and n-qubit system at the
beginning of mth iteration as ρf and ρs[m] we can write
the initial separable state in the combined Hilbert space
Hf ⊗H1⊗H2⊗ . . .Hn as ρf ⊗ρs[m]. The unitary matrix
describing the overall reflection process RB, evolves it
into RB (ρf ⊗ ρs[m])RB†. The (m + 1)th state of the
n-qubit system can thus be obtained by taking a partial
trace over the flying qubit’s subspace.
ρs[m+ 1] = Trf
[
RB(ρf ⊗ ρs[m])R†B
]
(11)
A. Choice of Parameters and Design Tradeoff
We use reservoirs that inject |0〉 polarized electrons, in
which case the relevant Kraus Operators for this evolu-
tion in the subspace of n-qubits, Mi,jk = 〈k, i|RB |0, j〉,
are essentially the following partitions of the overall re-
flection matrix RB in computational basis Bn+1
M0 = RB(1 : 2n, 1 : 2n) (12a)
M1 = RB(2n + 1 : 2n+1, 1 : 2n) (12b)
satisfying M†0M0+M
†
1M1 = I2n such that the evolution
of Eq. 11 can be rephrased as
ρs[m+ 1] = M0ρs[m]M
†
0 + M1ρs[m]M
†
1 (13)
The elements of matrices M0 and M1 depend on the
values of four parameters kd, kd0, Γ and Ω (since dj al-
ways appears together with k we club them). We need
to choose these values such that the evolution of static
qubits given by Eq. 13 can be approximated by unitary
evolution corresponding to Hamiltonian in Eq. 3. For
this, we analyze the system with three static qubit in
channel. The optimized values of the parameters ob-
tained are then used for all cases. Irrespective of the
specific values of the aforementioned parameters, the op-
erator RB takes the form as shown in Figure. 3. We can
identify the aforementioned Kraus Operators in the over-
all reflection matrix. Considering the one-hot encoded
subspace of M0 operator, we see that it can emulate the
desired unitary, provided |β|2 + 2|α|2 = 1. The blocks of
a block diagonal unitary operator are also unitary. Thus
if we look for a parameter space where M†0M0 ≈ I2n or
FIG. 3. RB for three qubits in the channel. Non-zero
elements of the overall Reflection Matrix RB are colored red
while the zero elements are colored blue independent of the
parameters. The Kraus Operators M0 and M1 are partitions
of the full RB highlighted as yellow and green. The terms
relevant to the evolution are α and β as labelled while γ, γ1,
γ2 and γ3 give undesired superpositions in evolution.
M†1M1 ≈ O2n , the system would be evolved nearly uni-
tarily by M0 according to Eq. 13. This would enable to
approximately realize the strategy described in previous
section to generate Wn state.
It is important to note that the off-diagonal term, ’α’,
of M0 in its one-hot encoded subspace is responsible for
distributing the amplitude of an excited qubit among
others. So, we should also try to maximize |α| when
looking for the optimal space besides trying to make
M†1M1 ≈ O2n . We define a figure of merit (FOM), which
we seek to minimize over all the parameters, as follows:
FOMn = log
(‖M1‖F
|α|
)
(14)
where ‖M1‖F is the frobenius norm of the M1 and n is
number of qubits in channel.
Figure. 4 shows the variation of FOM3 as a function
of kd and kd0. A global minimum in this space occurs
at (kd, kd0) = (pi, pi/2). The FOM3 doesn’t change much
as long as we remain in negative slope region about the
stated coordinate. Also, it gets affected only when we
change (Γ,Ω) by orders of magnitude. So, it is quite
robust against the choice of interaction strength parame-
ters. Similarly Figure. 5 shows the variation of FOM3
with Γ and Ω corresponding to 1% tolerance in the
choices of (kd, kd0) about (pi, pi/2). There are no common
region of choices of Γ and Ω among different plots imply-
ing FOM3 is very sensitive to the choice of (kd, kd0). This
ascertains that given a geometry i.e. a choice of (d, d0)
only electrons with certain wave vector can cause desired
rotations which will be provided by the spin reservoirs
connected to the channel. Our system implements single
qubit rotations in the way discussed in [43] for phase cor-
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FIG. 4. FOM3 as a function of kd and kd0 for different
values of (Γ,Ω) about (1000, 0.0001). Good choices of kd and
kd0 occur around a negative sloped line about (pi, pi/2).
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FIG. 5. FOM3 as a function of Γ and Ω for different
choices of (kd, kd0) about (pi, pi/2).
rection as discussed previously that requires either Ω or
kd0 to be small. This is contrary to the observation from
Figure. 4 where a general decreasing trend for FOM3 is
observed with increasing Ω. This implies a design trade-
off in the choice of parameters. Also, these parameters
also affect the overall speed of the system in terms of
total number of electrons required and further optimiza-
tion can be done. We choose (kd, kd0) = (pi, pi/2) and
(Γ,Ω) = (1000, 0.0001) which are good enough parame-
ters for the purpose of demonstration.
FIG. 6. Quantum Circuit for generation of W3 state
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Evolution with number of electron interactions
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FIG. 7. Three Qubit Evolution. Evolution of Diagonal
entries (left axis) and their product (right axis) of sytem’s
density matrix represented in B31. The vertical cursor marks
the point when the product reaches the maximum supposs-
edly 1/27 in this case indicating the creation of W 3 state.
The horizontal cursor indicates the expected density matrix
componenents value equal to 1/3.
B. Evolution
We will now illustrate the formation of W3 state us-
ing the strategy highlighted in Section II. Consider the
quantum circuit shown in Figure. 6. Assume an initial
state |000〉 for the three qubits in channel. Performing
a rotation with y-polarized reservoir connected only to
first qubit as prescribed in [43], we prepare a |100〉 state.
After which we let open +z polarized reservoir injecting
electrons in state |0〉, commonly connected to the spin
chain system that enables an entangling evolution of the
system governed by Eq. 11. Variation of diagonal com-
ponents of the system’s density matrix expressed in B31
with number of electrons while in this phase is shown
in Figure. 7. We turn off the coupling to the reservoirs
when the three curves intersect at a point to stop further
evolution. The state of the system at this stage is actu-
ally W 3. All diagonal components are nearly equal and
ideally their product equals 1/27. As far as simulations
are concerned we stop at the point when the product of
diagonal entries reaches a maximum. Now, for the phase
correction step we perform a single qubit manipulation
of the first qubit like before but with z-polarized spins.
This final evolution eventually leads to a W3 state after
which we close the gates.
To assess the quality of the W3 state obtained we use
fidelity that determines the closeness of two states. For a
general state described by ρ and a pure state |ψ〉 it is de-
fined as F (ρ, |ψ〉) = √〈ψ| ρ |ψ〉. In the scheme described
above we stop the phase correction step when Fidelity
between the evolving state and an ideal Wn state reaches
a maximum. For the three qubit case we obtain a Fidelity
∼ 99.9%.
6We follow the same procedure of sharing a singly ex-
cited qubit among others to generate a Wn state with
larger number of qubits in channel and observe that fi-
delity obtained decreases considerably beyond 10 qubits
as shown in Figure. 9. This is expected as this method
of generating W state works only till n = 4 as proved in
section II. We obtain much better fidelities in preparing
Wn state using another Wq state as the starting point.
Figure. 9 also shows fidelities associated with creation
of a Wn state from Wq=3 state. We see that fidelities
remain ≥ 99.9% all the way upto n = 4q = 12 qubits.
In the present scheme, an electron undergoes multiple
scattering at each spin site, as well as at the two barriers.
As a result of this, we can engineer an effective interac-
tion between all pairs of spins. The fact that we are able
to generate W states with good fidelities indicate that
the static qubit system, atleast in the one-hot-encoded
space, is governed by the exchange Hamiltonian in Eq. 3.
We can directly verify this by inspecting the M0 matrix
obtained numerically. If we assume that one electron in-
teracts for a time δt and causes a small rotation, then
the evolution matrix is: U(δt) = exp(−iHδt) = 1− iHδt.
We indeed checked that the relation M0 ≈ 1 − iHδt is
satisfied in the one-hot-encoded subspace to a good accu-
racy. From this comparison we could also get the value
of effective exchange constant Jeff for unit δt, which is
plotted in the Figure. 10 as a function of number of
qubits. One can see oscillation in Jeff followed by a
decay as number of qubits increase. This is surpris-
ingly reminiscent of the RudermanKittelKasuyaYosida
(RKKY) oscillations in exchange coupling between two
spins as a function of distance[46]. The stopping time
(tw) and hence the number of electrons required (N)
for obtaining Wn state starting from a Wq is given by:
N = twδt =
1
nJeff(n)δt
sin−1
√
n
4q . As shown in the Fig-
ure. 10, the number of electrons obtained from this ex-
pression (green circle) and from complete numerical evo-
lution (green cross) agree quite well. As the value of Jeff
decreases, the number of electrons required increase with
the number of qubits. As discussed before, after reach-
ing Wn state, we need single qubit rotations around z-
axis to reach Wn state. From the reflection matrix for
single qubit operation, we can obtain the Kraus opera-
tor M0 and compare it to the z-axis rotation operator
Rz(φ) = exp(−iσzφ/2). This gives us the rotation per
electron. The single qubit rotation required is determined
from the phase factor exp(iθ) = c/d. From this we can
estimate the number of electrons required for single qubit
rotations. As shown in Figure. 10, this value (blue cir-
cle) agrees well with complete numerical evolution (blue
cross).
Note that the number of electrons required increase
as q to n jumps grow steeper (See green curve in Fig-
ure. 10). The increase in number of electrons is due to
the decrease in Jeff for rotation of larger n. Thus, in this
case non-maximal jumps may be beneficial in terms of
number of electrons required. However if a system can
FIG. 8. Density Matrix components. Real (a,c) and
imaginary (b,d) parts of obtained density matrix before and
after phase correction respectively. The blue translucent and
slightly thicker bars correspond to the density matrix of de-
sired W3 state. There is a good match between the obtained
and expected desnsity matrices. The blue bars sheath the
bars of real part of obtained denstiy matrix after phase cor-
rection with negligible error in imaginary part as also reflected
by obtained Fidelity of 99.9%
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FIG. 9. Fidelity of obtained states. Fidelity of n-qubit W
state obtained using single qubit sharing procedure vs sharing
a superposition of three singly excited qubits (a Wq=3 state)
as a function of n.
be designed where Jeff doesn’t decrease as fast as Jeff ob-
tained for this choice of parameters, we could reach Wn
states quicker while taking maximum jumps. It should
be noted that during the transition from Wq state to Wn
state, the spin angular momentum of the static qubit sys-
tem is conserved. During the transition from Wn state
to Wn state the single qubit rotation operations change
the spin angular momentum.
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FIG. 10. Number of electrons required for evolution.
Simulated number of electrons required towards entangling
evolution for Wn state and for phase correction to get Wn
state starting from a W3 state in the spin torque setting for
3 < n ≤ 12. Corresponding estimations shown as data circles
match well with the simulations. Also, variation of Jeff as a
function of number of qubits shown against the right axis
IV. MODIFIED SPIN TORQUE
ARCHITECTURE
Geometrically, there are two essential requirements on
the architecture for this proposal. First, a random qubit
must be uniquely accessible for performing single qubit
manipulation. Second, it must allow n random qubits
to be arranged in a one-dimensional fashion so that elec-
trons from reservoirs can only interact successively for
multi-qubit entanglement we have described above.
From Eq. 8 we see that the evolution dynamics is un-
affected if the choice of d and d0 are periodic with pi/k.
This enables us to stretch the one-dimensional arrange-
ment of static qubits as shown in Figure. 2 and create
a more optimal arrangement of static qubits. Consider
a meshed network of vertical and horizontal spin coher-
ent semiconductor channels where a planar lattice of the
static qubits is embedded in the columns of the network
as shown in Figure. 11. Here, we can uniquely access
inidividual qubits through each column. To get n qubits
in a line, we just need to ’needle’ out a way through the
channels as if the lattice were a two dimensional ’fabric’.
Each intersection ’i’ of horizontal and vertical chan-
nels is provided with six barrier gates Gi,kˆ where kˆ =
±x,±y,±z is the orientation of the face of the gate fac-
ing outward from the node. The potential of each gate
is assumed to be fully controllable such that it can serve
as a hard barrier, a partial one or a completely open.
Hard barriers can be used for isolation of qubits when
not operated upon and re-directing the flow of flying car-
riers between the horizontal and vertical channels besides
when being used for perfect reflection as in the scheme
proposed. Partial barriers (corresponds to Γ) are also re-
quired for facilitation of formation of standing waves to
FIG. 11. Schematic of the Proposed Architecture.
Static Qubits (red) embedded in the columns of spin-coherent
channels (bright yellow) grid. Hard Barriers Gi,kˆ (dark
turquoise) guide the electrons along a path (transparent and
green) shown for 3 qubit entanglement, partial barrier for
which are also shown (pink). Distance between a qubit and
the gates facing it in each column is d0 while the distance of
the farther gates is roughly d/2. Manhattan distance between
any two nodes on a horizontal level is integer multiple of pi/k.
This ensures any two qubits are separated effectively by a dis-
tance d upto certain tolerances governed by optimization of
parameters.
enhance the interaction of flying spins with static spins.
The gates are required to be open while the flow of elec-
trons is guided across an inter-sectional node. Flying
electrons can be supplied from desired spin polarized
reservoirs connected to the vertical columns.
There are a number of design considerations in this ar-
chitecture similar to discussed in [43]. We have assumed
a 100% polarization for the reservoirs which is seldom
the case. However, it is not a primary requirement for
the system to work, only that weaker polarization would
incur more error in the evolution, as can be seen from
Figure. 3, when undesired states outside the desired sub-
space states start sharing the superposition. This arch
is based on multiple reflections, so the value of Jeff and
its sign can be sensitive to the choice of k. Thus, proper
reservoir engineering is necessary. Also, it requires long
spin coherence length in the channels as the system scales
up. Additionally, the gate control is much involved be-
cause of the proximity with other gates at each node,
which partly overshadows the simplicity the scheme of-
fers in the number of barrier gate switchings required as
opposed to an all single and two-qubit universal gates
based algorithm. This can become even more complex
with single shot readout apparatus and requires further
optimization in the design.
Note that this entire procedure can also be used to
generate a pure superposition of all one-cold entangled
states if we use down spin reservoirs where the evolution
8would happen in a one-cold encoded subspace. This can
be equivalently seen by interchanging the roles of ’0’s and
’1’s. The architecture may also be utilized for prepara-
tion of generalized Dicke states and will be taken up in
a future work.
V. CONCLUSION
In summary we have presented a scheme to generate
a Wn state in systems with all-to-all exchange coupling
between the constituent spins. We have shown that a
single qubit sharing scheme works only upto four qubits
and have suggested an improvement to start from an-
other W state of smaller cardinality thereby outlining a
procedure to generate a Wn state in O(log4 n) stages. In
the improved procedure only one-hot encoded subspace
is utilized so physical systems which are equivalent in
just this subspace also can be utilized in this scheme.
We have shown that spin torque quantum computing ar-
chitecture based on static and flying qubit interactions
is one such avenue where it can be engineered i.e. the
evolution operator can be made to emulate an all-to-all
coupling unitary in a reduced subspace.
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