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Abstract—We study the decision problem of disjunctive linear
arithmetic over the reals from the perspective of computational
geometry. We show that traversing the linear arrangement in-
duced by the formula’s predicates, rather than the DPLL(T)
method of traversing the Boolean space, may have an advantage
when the number of variables is smaller than the number
of predicates (as it is indeed the case in the standard SMT-
Lib benchmarks). We then continue by showing a branching
heuristic that is based on approximating T-implications, based on
a geometric analysis. We achieve modest improvement in run time
comparing to the commonly used heuristic used by competitive
solvers.
I. INTRODUCTION
Quantiﬁer-free Linear arithmetic over the reals (QF LRA
in the terminology of the SMT community, or LRA for short)
is arguably the most important decidable ﬁrst-order theory in
veriﬁcation, other than propositional logic, and a subject for re-
search [8] and annual competitions in the SMT community [3].
All competitive SMT solvers, including Yices [8], Z3 [6],
ArgoLib [16], MathSAT [1] and CVC-3 [4], to name a few,
decide LRA by instantiating the DPLL(T) framework [21],
[12] with general simplex, as introduced by Dutertre and de
Moura in [8], [9].
DPLL(T) is a generalization of DPLL for solving a de-
cidable ﬁrst-order theory T, assuming the existence of a
decision procedure DPT for a conjunction of T predicates.
It ﬁrst appeared in abstract form in a paper by Tinelli [21]
and later materialized into the award-winning SMT solver
Barcelogic [12]. It is based on an interplay between a SAT
solver and DPT. Consider ﬁrst the following basic procedure,
which existed prior to DPLL(T) in systems such as CVC [20]
and an early version of MathSat [1]:
1) Encode each predicate with a new propositional variable.
2) Solve the resulting abstract formula with a SAT solver.
If it is unsatisﬁable – abort and declare the formula
unsatisﬁable.
3) Otherwise check with DPT if the assignment, denoted
α, is consistent in T. That is, whether the conjunction
of the formula’s predicates, each in the polarity assigned
to it by α,i sT-satisﬁable. If yes – abort and declare the
formula satisﬁable.
4) Otherwise, add to the propositional abstraction a lemma
in the form of a propositional clause, which rules out
α (this will force the SAT solver to backtrack and ﬁnd
another assignment).
5) Return to step 2.
DPLL(T) improves this procedure in several dimensions.
First, it calls DPT after every partial assignment. This means
that it cannot just abort with a ‘Satisﬁable’ answer when
DPT returns TRUE. One possibility is that it would simply
return the control to the SAT solver, but instead it applies
theory propagation, which means that it ﬁnds predicates that
are implied by the theory. Such predicates are said to be T-
implied. For example, if x = y and y = z are two predicates
assigned TRUE by the SAT solver, the theory solver can deduce
that the predicate x = z must be TRUE as well, and report
this information to the SAT solver (assuming such a predicate
exists. Typically solvers in this framework refrain from adding
new predicates). We will give a more formal description of
DPLL(T) in Sect. II.
Since theory propagation is a measure of efﬁciency, not
of correctness, the question of how much such propagation
should be done depends on the efﬁciency of the algorithm that
deduces this information and perhaps also on the investigated
formula. In the case of LRA exhaustive theory propagation,
i.e., learning all possible T-implications, and sometimes even
learning one such implication, is not cost-effective. We do
not attempt to solve this problem in this article, but rather to
show a method in which some information from the theory can
still be obtained in a cost-effective manner. Speciﬁcally, we
show a method to get approximated T-implications and how
to integrate them in the solving process without jeopardizing
soundness. The approximated information is affecting the
decision heuristic: the decision variable is still chosen using
the SAT solver’s normal considerations, while the variable’s
value is decided using theory related considerations. This is
in contrast to the current practice in which decisions are made
solely by the SAT solver, and are affected by the theory only
indirectly, via the lemmas added by the solver.
We can learn about the potential of theory propagation in
the case of LRA, that is, the average number of implications
given a partial assignment, from a theoretical result in compu-
tational geometry by Haussler and Welzl [13]. Geometrically,
each linear constraint is a hyperplane, and the geometrical
representation of these hyperplanes in d dimensions, where d
is the number of variables in the input linear system, is called
a hyperplane linear arrangement [10]. Fig. 1 demonstrates a
linear arrangement in two dimensions. Each cell (i.e., a convex
polytope) in a linear arrangement contains exactly the inﬁnite
set of points that evaluate all the linear predicates in the same
way. Hence, there is a 1-1 (but not onto) mapping from cells toFig. 1. A two dimensional linear arrangement of hyperplanes induced by a
set of constraints. Each cell Pi can be mapped to a full assignment of these
constraints – a mapping of some of the cells appears on the right side of the
ﬁgure.
2n, where n is the number of constraints. The number of cells
is bounded by O(nd), which, note, can be much smaller than
2n. Hence, many combinations of predicates do not correspond
to a cell. This is exactly the case that the T-solver declares an
assignment as being inconsistent.
In a series of papers, Haussler and Welzl [13] and Clark-
son [5], suggested that for a n × d linear system, if we
randomly select r constraints such that d ≤ r<n , and build a
linear arrangement, then with high probability – a probability
of (1−1/rc), where c is a constant – the interior of any cell in
the new arrangement is intersected by at most O((nlogr)/r)
of the remaining n − r constraints. (This result refers to the
number of variables d as a constant. See [11] for a more
detailed explanation, and for an explicit proof of this property).
The relevance of this result to theory propagation is clear: if
the current partial assignment is T-consistent, it corresponds
to a cell, and the value of any unassigned linear constraint
that does not intersect this cell is implied. The value r in our
case is simply the number of assigned predicates in the current
partial assignment.
The rest of this paper is structured as follows. We begin
by describing DPLL(T) and general simplex in Sect. II-A.
Section III presents a geometric interpretation of the search
space and how it can be used for approximating implications
that can help the search process. Section IV describes our
experimental results. We conclude in Sect. V with some
thoughts on possible future uses of the observations we make.
II. PRELIMINARIES
A. The DPLL(T)f r a m e w o r k
State-of-the-art SMT solvers follow the DPLL(T)f r a m e -
work [21]. The components of the algorithm are those of
DPLL and a decision procedure DPT for a conjunctive
fragment of a theory T. The name DPLL(T) emphasizes that
this is a framework that can be instantiated with a different
theory T and a corresponding decision procedure. We assume
that the reader is familiar with the basics of DPLL in the
description that follows.
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Fig. 2. The main components of DPLL(T). Theory propagation is imple-
mented in DEDUCTION.
In the version of DPLL(T) presented in Algorithm 1 (see
also Fig. 2, which is copied from [15]), a procedure called
DEDUCTION is invoked in line 13 after no more implications
can be made by BCP. DEDUCTION performs theory propa-
gation: it ﬁnds T-implied literals and communicates them to
the DPLL part of the solver in the form of a constraint t,
also called a lemma. Hence, in addition to implications in the
Boolean domain, there are also implications due to the theory
T.
What are the restrictions on these new clauses? They have
to be implied by the input formula ϕ and restricted to the
atoms in ϕ (or some ﬁnite superset thereof). Let α denote the
current assignment and ˆ Th(α) the conjunction of T-literals
corresponding to this assignment. If ˆ Th(α) is unsatisﬁable,
the lemma e(t) (where e(t) denotes t after each predicate is
replaced with its propositional encoder) has to block α.I f
ˆ Th(α) is satisﬁable, we require t to fulﬁll one of the following
two conditions in order to guarantee termination:
1) The clause e(t) is an asserting clause under α.T h i si m -
plies that the addition of e(t) to the current propositional
formula and a call to BCP leads to an assignment to the
encoder of some literal.
2) When DEDUCTION cannot ﬁnd an asserting clause t as
deﬁned above, t and e(t) are equivalent to TRUE.
The second case occurs, for example, when all the Boolean
variables are already assigned, and thus the formula is found to
be satisﬁable. In this case, the condition in line 15 is met and
the procedure continues from line 5, where DECIDE is called
again. Since all variables are already assigned, the procedure
returns “Satisﬁable”.
As we wrote in the introduction, theory propagation has
no inﬂuence on correctness, rather only on efﬁciency, and
therefore the question of how much to infer on the theory side
and propagate depends on the theory and the benchmark set.
It turns out, empirically, that exhaustive theory propagation in
the case of LRA is not cost-effective (see, e.g., [9]). Moreover,
even checking for consistency of the current partial assignmentis too costly in practice. Instead, competitive solvers only
do light-weight theory propagation and defer the consistency
check to when a full assignment is achieved, as we will
describe later in Sect. II-B.
Algorithm 1 The DPLL(T) framework.
1: function DPLL(T)
2: ADDCLAUSES (cnf (e(ϕ)));
3: if BCP () = “conﬂict” then return “Unsatisﬁable”;
4: while (TRUE) do
5: if ¬DECIDE () then   Full assignment
6: return “Satisﬁable”;
7: repeat
8: while (BCP () = “conﬂict”) do
9: btrack-level := ANALYZE-CONFLICT ();
10: if btrack-level < 0 then
11: return “Unsatisﬁable”;
12: else BackTrack(btrack-level);
13: t :=DEDUCTION (ˆ Th(α));
14: ADDCLAUSES (e(t));
15: until t ≡ true
There are other variations to DPLL(T) that are used in
competitive solvers, including procedures for strengthening
the lemmas and more aggressive invocations of DPT (after
every partial assignment rather than only after BCP). These
optimizations are not relevant to the current work, however.
B. General Simplex
The standard de-facto decision procedure DPT for the con-
junctive fragment of linear arithmetic over the reals is general
simplex, as was introduced in [8]. This procedure determines
the satisﬁability of a conjunction of linear constraints (hence,
unlike the original simplex, it does not aim to optimize the
value of a linear objective function). General simplex is now
implemented in most competitive SMT solvers due to its
superior performance in the context of SMT.
Let A  x ≤  b be the input linear system, where A is a n×d
coefﬁcient matrix,   x is a vector of d variables, and   b is a
vector of constants. General simplex begins by transforming
this system into general form, which consists of two types
of linear constraints: equalities of the form

i aixi =0and
constrains of the form xi ≥ li or xi ≤ ui, where li and ui
are constants. The transformation is done as follows: given a
constraint of the form Σaijxj ≤ bi, it replaces it with the two
constraints 
aijxj − si =0
si ≤ bi ,
where si is a new variable, which is called a bound variable.
The new bound variables constitute the initial set of what
is called the basic variables, whereas the other variables
constitute the initial set of nonbasic variables. The basic
variables are also called the dependent variables, reﬂecting
the fact that their value is determined by the values of the
nonbasic variables. The partitioning of the variables to these
two sets change throughout the algorithm.
In addition to these two sets, the algorithm also maintains
an assignment β to all variables. Two invariants are maintained
during the run of the algorithm:
1) The assignment β satisﬁes all equalities (i.e., it satisﬁes
A  x =0 ), and
2) β satisﬁes those bound variables (the new si variables)
that are currently in the nonbasic set.
Initially the assignment is 0 to all variables. This satisﬁes
the ﬁrst invariant trivially, and the second one because all
the bound variables are basic. Then, the algorithm searches
for a basic variable that violates one of its bounds. If there
is no such variable the instance is declared satisﬁable, since
the current assignment satisﬁes both the equations and all the
bound variables. Otherwise, suppose that the assignment to
the basic variable xi violates its upper bound, and hence has
to be reduced. Simplex searches for a nonbasic variable with
a positive coefﬁcient that its current value is higher than its
lower bound (or such a variable with a negative coefﬁcient
that its current value is lower that its upper bound). If there is
such a variable xj, it means that we can reduce the value of xi
by changing the value of xj. If not – the instance is declared
unsatisﬁable. Suppose that there exists such a variable xj (we
say then that xj is suitable). The next step is to change the
current assignment and perform pivoting, which is essentially
the same operation that is done in Gaussian elimination.
Pivoting between these two variables means that they exchange
places (xi becomes nonbasic whereas xj becomes basic), the
coefﬁcient matrix is updated accordingly, the assignment to xi
is reduced to meet its upper bound, and the assignment to the
other variables are updated so the ﬁrst invariant is maintained.
More details about the pivot operation can be found in [8].
This is not essential for understanding the rest of the paper,
however, and was only brought here for completeness. The
important point is that through a series of such pivoting
operations simplex updates its assignment β until it satisﬁes
the input linear system, or declares the system unsatisﬁable.
Our method uses the assignment β and the pivot operations
to approximate T-implications, as will be described later on.
Pseudocode for general simplex appears in Alg. 2. In Fig. 3,
assuming the system comprises a conjunction of the predicates
c1,...,c 5, general simplex’s initial assignment corresponds to
the origin (0 to all variables), which is marked as v1 in the
ﬁgure. As more pivoting operations take place the assignment
is updated, and the points move closer to the target cell P1.
Recall that in the context of DPLL(T) the linear solver
is used incrementally: linear predicates are added or erased
as the search progresses. While for most theories, compet-
itive implementations of DPLL(T) check for T-consistency
of every partial assignment (and perform theory propagation
as described in Sect. I), this is not cost-effective in the
case of LRA, at least as long as no better alternative to
general-simplex is found. Instead, competitive solvers use a
lightweight checking procedure called ASSERT – see Alg. 3.
This procedure can only detect inconsistencies of bounds, forAlgorithm 2 General Simplex
1: function GENERAL SIMPLEX
2: Transform the system into the general form
Ax=0 and
m
i=0 li ≤ si ≤ ui
3: Set B to the set of additional variables s1,...,sm
4: Construct a tableau for A
5: Determine a ﬁxed order on the variables
6: If there is no basic variable that violates its bounds,
returns ”Satisﬁable” Otherwise, let xi be the ﬁrst basic
variable in the order that violates its bounds
7: Search for the ﬁrst suitable nonbasic variable xj in the
order for pivoting with xi. If there is no such variable,
return ”Unsatisﬁable”.
8: Perform the pivot operation on xi and xj.
9: Go to step 5.
example if both xi ≤ 5 and xi ≥ 6 are asserted. In addition
it updates the assignment of nonbasic variables so the second
invariant is maintained.
Algorithm 3 Procedure Assert-Upper detects simple T-
inconsistencies in the current assignment to the predicates,
and maintains an assignment which satisﬁes the bounds of
the nonbasic variable.
1: function ASSERT UPPER (xi <c i)
2: if ci ≥ ui then return “satisﬁable”;
3: if ci <l i then return “unsatisﬁable”;
4: ui := ci;
5: if xi is a nonbasic variable and β(xi) >c i then
6: update-assignment(xi, ci);
III. GEOMETRIC REPRESENTATION
A. Background on linear arrangements
Given a linear arithmetic formula ϕ, we denote by C(ϕ) the
set of linear predicates appearing in ϕ. Each linear constraint
c ∈ C(ϕ) is represented as a hyperplane in Rd, partitioning
Rd into two halfspaces: in c+ all points satisfy c, and in c−
all points do not satisfy c. An intersection of C(ϕ) halfspaces
form cells, which are convex regions in Rd.A sw es a wi n
Sect. I these cells can be mapped into an assignment to the
predicates in C(ϕ).
For example, consider the cell marked P1 in Fig. 3.
This region is the intersection of the positive halfspaces
of ϕ’s constraints and hence corresponds to the assignment
(c1,c 2,c 3,c 4).
The space of feasible assignments to the predicates can
be described with a hyperplane linear arrangement, which is
a well known data structure that is used in computational
geometry. An arrangement captures the decomposition of a
d-dimensional space into connected cells, induced by a set of
hyperplanes in Rd. Each cell in the hyperplane arrangement is
associated with a dimension: vertices (i.e., hyperplane intersec-
tion points) have a dimension of zero, while the convex regions
Fig. 3. A linear arrangement corresponding to ﬁve linear constraints. The
axes and the points v1,v 2,v 3 are not part of the arrangement, but useful
for understanding the progress of simplex given the same constraints. The
points v1,...,v 3 represent a possible progress of the assignment maintained
by simplex. v1 is the initial assignment, which is always the origin.
formed by the intersection of halfspaces have a dimension
equal to the total number of variables appearing in C(ϕ).
The number of cells is bounded by O(nd), where n =
|C(ϕ)| and d is the total number of distinct variables appearing
in C(ϕ).1 This implies that the complexity of enumerating
theory-consistent assignments is exponential in the number of
dimensions whereas the complexity of enumerating values in
the Boolean space is exponential in the number of constraints.2
The difference in the two spaces plays a crucial role during the
DPLL(T) search: the greater the ratio is, the greater the chance
that a propositional assignment is inconsistent in T (in other
words, it does not correspond to any cell in the arrangement).3
Since this difference depends on the values of d and n,w e
checked these values in various SMT-LIB benchmarks – see
Table I. The results show that the number of predicates is
greater than the dimension, hence the linear search space is
smaller than the propositional one in these benchmarks.
B. Geometric representation of T-implications
A partial propositional assignment is T-consistent if it can
be mapped into a cell and T-inconsistent otherwise. Viewed
geometrically, the value of an unassigned predicate p is T-
implied by a partial assignment, if the cell induced by the
partial assignment is contained within any of the halfspaces
deﬁned by p.
Example 1: In Fig. 3 the subset (c2,c 4)i sT-consistent and
forms the cell P1.I fc1 is the current decision variable, decid-
1The ‘O’ notation is not precise here, because the constant actually depends
on d. We follow here the convention used by Halperin in [14], which used
this convention based on an assumption that d is small relatively to n.T h e
bound is in fact

i<d

n
d−i

.
2We discuss possible implications of this gap in complexity in Sect. V.
3As a result one may even tune the search procedure according to this ratio.TABLE I
PROPORTION OF PREDICATES VS. VARIABLES (DIMENSIONS) IN THE
SMT-LIB BENCHMARKS
Benchmark Predicates:Dimension
QF RDL SCHEDULING 10.9:1
QF RDL SAL 6.7:1
QF LRA SC 3.9:1
QF LRA START UP 6.9:1
QF LRA UART 6.1:1
QF LRA CLOCK SYNCH 3.3:1
QF LRA SPIDER BENCHMARKS 3.2 :1
QF LRA SAL 6.1:1
MathSAT benchmarks (difference logic) 44.5:1
SEP benchmarks (difference logic) 17:1
ing on ¬c1 would lead to a conﬂict, expressed geometrically
as an empty intersection of c
−
1 and P1. Hence, c1 is T-implied
by the partial assignment. Indeed, P1 is completely contained
within one of c1’s halfspaces.
Now consider P2 as the current partial assignment. The
value of c5 is not implied as both its halfspaces have a non-
empty intersection with P2.
As the DPLL search advances and the partial assignment
grows (i.e., more linear constraints are asserted), more values
are likely to be T-implied. The reason is that more pred-
icates imply a smaller cell (or even an empty cell if the
partial assignment is T-inconsistent), and hence the chances
of an unassigned predicate to intersect this cell is smaller.
We tested this observation empirically: Fig. 4 describes the
ratio between the partial assignment size and the number of
predicates implied by it for two benchmarks. The number
of T-implications was measured by randomly selecting 100
different partial propositional assignments of equal size and
averaging the number of T-implied values by each such partial
assignment. Indeed, it is clear that the probability of an
unassigned predicate to be T-implied grows with the partial
propositional assignment.
C. Identifying T-implications
There are two natural ways to identify T-implications that
we are aware of. Given a system of constraints S corre-
sponding to the current partial assignment and an unassigned
predicate p, the ﬁrst method (called plunging in [7]) is to solve
S together with the negation of p. If the system is unsatisﬁable,
it means that S implies p. This is a generic method that is
relevant for all decidable theories. The second method is to
consider the vertices of the cell corresponding to S:i ft h e y
fall on both halfspaces of p, then the value of p is not T-
implied.4 For example in Fig. 3 the vertices of the cell P2 fall
on both halfspaces of c5. Both of these methods turn out to be
too expensive in practice: the ﬁrst because it corresponds to
solving a full linear system for each predicate, and the second
because there can be an exponential number of vertices to
consider for each cell.
4This can be applied directly only to closed cells. For open cells a different
test has to be made, such as plunging.
Fig. 4. The proportion of assigned vs. implied values at different points
during the search. Two benchmarks were checked: a Linear Arithmetic (LRA)
benchmark – invar.induct – containing 633 constraints and 163 variables, and
a Difference Logic (RDL) benchmark – abz5 1000.smt – containing 1011
constraints and 102 variables.
A possible way to alleviate the computational problem
of checking all vertices is to approximate the geometric
representation of the T-solver’s state. This, however, prevents
us from using this information to identify implications since
an approximated implication may affect the soundness of
the algorithm; we need therefor to restrict the use of such
information, allowing the DPLL search to recover in case
the value was not in fact implied. Our system solves this
problem by using this information as ‘hints’ to the decision
heuristic as to the value of the current decision variable. In
other words, we only use it to affect the decision, not to
create new implications. The choice of decision variable is
still made by the SAT solver, but when the T-solver has an
approximated estimation of the value of this variable, it passes
this information to the DPLL solver which then assigns it
to the decision variable. Hence, wrong information results in
slower solving, not incorrect result. How can T-implications
be approximated? we can, for example, generate a small
number of points inside the cell corresponding to the current
partial assignment (or better of, a small number of vertices of
this cell), and then guess the value of an unassigned predicate
according to the halfspace of the predicate in which these
points fall. If they fall on both sides, the decision on the value
can be made by the SAT solver. For example, consider once
again the constraint c5 and the region P1 appearing in Fig. 3.
The partial assignment (c1,...,c4), which corresponds to P1
implies c5 = true. But identifying this value for c5 can be
done by generating only one of P1’s vertices and checking
whether it falls in the positive or negative halfspace of c5.
An obvious requirement is the ability to generate such a
point with little computational cost. Unfortunately, generating
points which are known to fall within a cell deﬁned by theintersection of constraints proved to be a non-trivial issue.5
The method our system uses is simple but not very accurate.
It relies on the assignment β that is maintained by simplex.
Recall that due to efﬁciency considerations, in competitive
DPLL(T) solvers simplex is not fully invoked after each partial
(propositional) assignment, and rather only the ASSERT proce-
dure (Alg. 3) is invoked. This means that β does not necessar-
ily correspond to a point in the cell associated with the current
partial assignment. It is also possible that there is no such
cell at all, if the current assignment is T-inconsistent. Thus,
although using the assignment adds no additional complexity,
we can only use it, as before, to approximate implications
rather than infer them.
We can attempt to improve this approximation by trying
to make β more accurate. This can be done by invoking
the pivot operation for some bounded number of times k,
or until a deﬁnite conclusion is reached (i.e., β is in the
cell or the current system is T-inconsistent). Thus, k is an
accuracy parameter. However, additional pivot operations can
also make the number of satisﬁed constraints go down, since
the pivot operation is not monotonic in this sense. Hence our
implementation takes the assignment β that satisﬁes the largest
number of bound predicates along the way.
D. Taking decisions at T-inconsistent points
Recall that the current partial assignment is not necessarily
T-consistent because in practice most solvers perform com-
plete T-consistency checks at selected intervals or even only
when the assignment is full. This is the strategy of the SMT
solver Argolib [16], on top of which we implemented our
heuristic.
We checked empirically the ratio of times that decisions are
taken when the partial assignment is T-consistent. The larger
this number is, the less our heuristic will be affected by this
problem. We evaluated this number by running an external T-
solver for validating the partial assignment at each decision
point. It should be noted that the outcome of this validation
was ignored, and in no way affected the operation of the solver.
We ran this experiment for each of the benchmarks that we
used for evaluation, as described in Sect. IV. The average
proportion of decisions taken when the partial assignment was
T-consistent across all benchmarks was 0.78.
IV. EVALUATION
We tested the performance of our approach on the LRA
benchmarks [3] that were used in SMT-COMP’07. We set the
timeout to 30 minutes for each benchmark. Our implemen-
tation is based on the open-source solver ArgoLib. This tool
is based on DPLL(T) and the general simplex algorithm for
solving linear arithmetic.
ArgoLib’s original decision heuristic is the same as in Min-
iSAT: it selects a decision variable using a VSIDS-like [17]
5One of the methods we tried for generating such points was to randomly
select r constraints out of the partial assignment and identify the point of
intersection of these constrains using Gaussian Elimination. The problem is
that unless r is large, most of the points generated in this manner are bound
to fall outside the target cell, which makes this method inefﬁcient in practice.
TABLE II
OVERALL RESULTS.T HE RESULTS SHOW THE NUMBER OF INSTANCES
SOLVED CORRECTLY IN LESS THAN 30 MINUTES AND THE OVERALL TIME
SPENT BY THE SOLVER.
Baseline PS 0-pivot
Score 172 175 180
Total time 72229.8 68656.04 64887.43
2-pivot 4-pivot 14 -pivot
Score 177 174 173
Total time 70491.21 75261.75 84125.97
Fig. 5. Baseline vs. 0-pivot (run-time).
Fig. 6. PS vs. 0-pivot (run-time).heuristic and sets its value to FALSE. We also implemented
and evaluated the system using a decision heuristic in which
a decision variable is assigned its last value if it was assigned
before, and FALSE otherwise. Such a heuristic was used in
CSP solvers [2], introduced to SAT in [19] and lately adopted
by RSAT under the name ‘progress saving’ (PS) [18]. We’ll
call it the PS strategy.
We evaluated several variants of our approach by choosing
different values of the accuracy parameter k. Performance was
measured in terms of the total number of instances solved
correctly before time-out and the overall running time.
Table II summarizes the results for six different strategies:
Baseline and PS correspond to the original ArgoLib’s heuristic
and its enhancement with the PS heuristic as deﬁne above.
Both of these heuristics do not use the theory solver directly
to make a decision. The strategy k-pivot refers to our heuristic
where k pivoting steps are made before deciding on a value.
The table shows that our heuristic somewhat outperforms
the baseline, regardless of the number of pivoting operations
performed. Increasing k turns out to be not cost-effective
(there were several benchmarks, however, that it improved run-
time). Overall we achieved a modest improvement of 11% in
run time and 5% in the number of solved instances over all
benchmarks.6 There was no signiﬁcant difference between the
satisﬁable and unsatisﬁable instances.
Figures 5–6 show detailed results when comparing 0-pivot
with the two SAT-based heuristics. From Fig. 5 it is evident
that with minor exceptions, the 0-pivot heuristic has a com-
parable performance with the baseline heuristic, but it is able
to solve most of the instances which cannot be solved by the
baseline system, which means that it is more robust. Figure 6
shows that PS, although fails less than the baseline heuristic,
still fails in many cases that can be solved with the 0-pivot
strategy.
We also checked the accuracy of our approximation. For
the ﬁrst 100 benchmarks in the SMT-COMP’07 benchmark
set, we measured the following data, with a time out of 30
min:
1) Total number of decisions: 710782.
2) Number of decisions resulting in T-inconsistency:
299130 (42% of partial assignments). This is much
higher than the average of 22% that we reported in the
previous section, which can be attributed to the different
selection of benchmarks.
3) Number of implied decisions (checked with ‘plunging’):
19799 (4.8% of T-consistent partial assignments). There
are two possible reasons for this particularly small
number in comparison to Fig. 4: First, it may indicate
that most decisions are made in a very small decision
level and that relatively few predicates are implied with
BCP. Such a scenario leads to small partial assignments,
and hence a small number of T-implications, when most
6Since the improvement is small, one may wonder if a random choice of
the value cannot compete with such results. We ran such a test and the result
was much worse than the baseline: 78070.6 sec and 172 solved instances.
of the decisions are made. Second, here the statistics
refer to one variable per decision – the variable that
was chosen by the SAT solver due to propositional
considerations, whereas the statistics in Fig. 4 refer to
all unassigned variables. It is possible that lemmas bias
the SAT solvers’s decision variable towards those that
are not implied.
4) Number of times k-pivot approximation with k =0lead
to a correct implication, when the partial assignment is
consistent: 14447 (72% of T-implications).
5) Number of times k-pivot approximation with k =2 2
lead to a correct implication, when the partial assignment
is consistent: 14456 (73% of T-implications). This result
is very surprising: even after that many pivot operations,
the improvement in accuracy is very marginal. This
explains why k =0is the best, empirically.
6) Number of times the value chosen by the baseline
algorithm (simply FALSE) lead to a correct implication,
when the partial assignment is consistent: 12557 (63.4%
of T-implications).
There are two main points to observe: ﬁrst, that the 0-pivot
strategy increases the accuracy of the decision from 63.4%
to 72% (and, recall, it does so with almost 0 cost). Second,
that the fact that in less than 5% of the cases there was an
implied value, may possibly indicate that the 0-pivot strategy is
also helpful when the decided value is not T-implied. We can
speculate why this happens when the instance is satisﬁable:
the predicate partitions the cell into two parts which are most
likely not even. The chosen point has a higher probability to be
in the bigger of the two parts, and there is a higher probability
that the solution resides in that part.
V. DISCUSSION AND FUTURE WORK
The improvement in run time that we showed is very
modest. Yet there are several aspects in this work that are
novel and may lead to future research:
1) As far as we know this is the ﬁrst work that studies the
problem of deciding disjunctive linear arithmetic from
the perspective of computational geometry;7
2) It is the ﬁrst work in the context of DPLL(T) that lets
the theory guide the Boolean search directly, i.e., not by
adding new clauses;
3) It is the ﬁrst work in this context that considers the
problem of using conjectured information without losing
soundness.
As discussed in Sect. III-A, the number of cells is exponential
in the number of variables, whereas the number of Boolean
assignments is exponential in the number of predicates. Since
the former is typically much smaller than the latter (see
7An exception is the recently published technical report [11] that we
mentioned earlier. Given a CNF-style formula, the authors suggest to check if
its negation – in DNF – is valid. Each term in this DNF represents a polygon,
and checking whether the whole formula is valid corresponds to checking
whether the union of these polygons covers Rd. Doing so efﬁciently is the
subject of the above reference: they consider the polygons one at a time in a
random order, and maintain their union incrementally.Table I), it raises the question whether there is a way to build
an efﬁcient SMT solver that exploits this fact. An explicit
traversal of the linear arrangement does not seem a reasonable
direction, but perhaps there is a way to build efﬁciently a
symbolic representation of the cells in an arrangement – this
would enable us to build a solver in which the theory leads the
search rather than the SAT solver. In other words, in the current
DPLL(T) framework the SAT solver leads the search: SAT
suggests an assignment, and the theory solver checks it. Also,
only the SAT solver can declare the formula unsatisﬁable. This
will change if we can ﬁnd a method in which the linear space
is traversed rather than the Boolean one. This will open a new
research direction of ﬁnding decision heuristics in the linear
domain, i.e., choosing which cell should be traversed next.
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