Abstract-Nowadays, the diseases of the voice increase because of bad social habits and the misuse of voice. These pathologies should be treated from the beginning. Indeed, it is no longer necessary that the diseases of the voice lead to affect the quality of the voice as heard by a listener. The most useful tool for diagnosing such diseases is the Acoustic analysis. We present in this work, new expression parameters in order to clarify the description of the vocal signal. These parameters help to classify the unhealthy voices. They describe essentially the fundamental frequency F0, the Harmonics-to-Noise report (HNR), the report Noise to Harmonics Ratio (NHR) and Detrended Fluctuation Analysis (DFA). The classification is performed on two Saarbruecken Voice and MEEI pathological databases using HTK classifiers. We can classify them into two different types: the first classification is binary which is used for the normal and pathological voices; the second one is called a four-category classification used in spasmodic, polyp, nodule and normal female voices and male speakers. And we studied the effects of these new parameters when combined with the MFCC, Delta, Delta second and Energy coefficients.
INTRODUCTION
Many pathologies, may affect the voice as nodules, spasmodic folds, polypoid causing irregular vibrations due to the malfunction of many factors that contribute to vocal vibrations. Beside, pathologies of the voice may affect differently the vibration of the vocal field, first of all it depends on the type of disorder, but also the location of the disease in the folds of the voice, so it allows them to produce different shades of base [15] .
To tackle those problems of the voice, digital processing on voice signals is a found tool that helps with nonvasive analysis for doctors. It allows identification of vocal disorders especially from the beginning [16] .
The disease affecting more people is the dysphonia because of the disruption of the speech. There are various types of dysphonia. First, the dysfunctional dysphonia is characterized in some obstacles of pronunciation but without changing the organic composition of the vocal cords. The dysfunctional dysphonia can lead to organic dysphonia because of the application of compensation by the patient. Second the organic dysphonia is a pathological change in the vocal cords. Third, we note neurological dysphonia. To evaluate and determine the therapy, the evaluation of the voices is very relevant. The quality of voice could be assessed by diagnosis or by the laryngostroboscopy testing as. Two different approaches are involved: the perception and the objective approach.
On the other hand, to establish the subjective measurement of voice quality it should be based on the individual experience. The subjective measurement may vary. The method detection of automatic voice-pathology can be accomplished by various types of signal analysis which can be long term or short-term. These parameters can be determined using cepstral coefficients with Mel frequency [13] [14] , linear predictive cepstral coefficients (LPCC) [12] , and so on. The old research presented different tools to establish an evaluation. Obviously, in the related work many methods of acoustic diagnosis of pathological voices have been proposed. Between them, a big attention was given to the automatic classification of the troubled voice. For classification of pathological voices there are very important classifiers such as: hidden Markov model (HMM) [19] as well as the neural networks [17] , the support vector machines (SVM) [20] and finally the Gaussian mixing model (GMM) [18] .
A normal binary / pathological classification of vocal samples [1, 2] has been proposed in the literature, the best performances are obtained by using specific parameters of the HMM classification. However, few studies that have classified the pathologies [3] and the obtained results were not effective.
In the present work, the classification of pathological voices is studied using the method of extraction of the parameters MFCC with energy, derivative and acceleration combined with the prosodic parameters, noise-to-harmonic ratio (NHR), harmonic-to-noise ratio (HNR), Detrended Fluctuation Analysis (DFA) and fundamental frequency (F0) which are calculated for each frame. To validate this work we used two bases to give MEEI Database and Saarbruecken Voice Database. The aim of this work is to show the ability of these parameters to detect and classify pathologies of the voice, using a scenario where these parameters are used alone with MFCC and hybrid.
II. METHODS AND MATERIALS
The classical characteristics are derived from the benchmarks used in the domain of acoustic recognition. These parameters are essentially the analysis of trend fluctuations (DFA), the harmonic/noise ratio (HNR), the fundamental frequency F0 and the Cepstral coefficient of the frequency Mel (MFCC) combined with the energy and the first and second derivatives.
The characteristics involved in the pathological voice which are the most common are described in the section below. www.ijacsa.thesai.org
A. Fundamental Frequency
The fundamental frequency (F0) is one of the essential parameters in acoustic measurement. This frequency expresses the vibration rate of the voice fold. This setting describes the voice state. It is sometimes used with the Mel-Frequency (MFCC) Cepstral coefficients in the form of conjunction.
B. Mel-Frequency Cepstral Coefficients
The parameter MFCCs is used to decrease the voice signal redundancy. It is also used in other areas such as voice recognition [4] . The calculation of these coefficients is done by using the method of weighting the signal Fourier transform through a bank of filters distributed on a "Mel" scale, then from this weighted spectrum by calculating the cepstrum and at the end calculate the discrete cosine transformation for this cepstrum.
MFCC belongs to a family of parameters that are used in speech processing. Based on the human knowledge of the sounds, MFCC does a frequency analysis of the signal. By listening to the signal an experienced therapist can detect the presence of a speech disorder [2] . For each frame, the extraction procedure is done after a 16 kHz interpolation, with a bank of 29 Mel filters and a 25 ms with a 10 ms step, to get 12 MFCC plus log-energy, Delta and Delta seconds.
C. Noise to Harmonics Ratio and Harmonics to Noise Ratio
The harmonic-noise ratio HNR measures objectively the feeling of perception in a hoarse voice [5] . The calculation of the harmonic-noise ratio, the signal must be dropped sampled at 16 KHz, and divided into 25 ms length of the frames, with a step of 10 Ms. The comb filter is applied to the signal in each frame, in order to calculate the energy in the components Harmonics. For the logarithm of this quantity, the logarithmic energy of the noise is inferred to obtain the HNR.
D. Detrended Fluctuation Analysis (DFA)
Detrended Fluctuation Analysis characterizes the extent of turbulent noise in the speech signal, quantifying the stochastic self-similarity of the noise caused by turbulent air flow in the vocal tract, e.g. incomplete vocal fold closure can increase the DFA value. It is applied to parole signals, shows the ability to detect voice disorders in general. [6] III. THE RESULTS
A. Databases
In all this work we use two different databases MEEI data base and Saarbruecken database. In the first data base the voices samples are based mainly on the phonation of vowels [a] whose duration is about 3 or 4 s by men and women. And in the second data base we used the recording of the phrase "Guten Morgen, wie geht es Ihnen?" (‖ Good morning, how are you?‖). Table 2 gives the number of samples of the pathological voices of each base. Quantify the stochastic selfsimilarity of the noise caused by turbulent airflow 1
1) MEEI Database MEEI-KayPENTAX is the database that was invented by the Massachusetts Eye and Ear Infirmary Voice and Speech
Labs Corp and was published in 1994. The recordings are manifested in a sustained phonation of the vowel/Ah/(53 normal and 657 pathological) and the statement of the first sentence of the Rainbow passage (53 normal and 662 pathological). They are pronounced by patients who have these types of diseases like neurological, organic, traumatic and psychogenic speech disorders from the beginning of the disease to the complete elaboration. The recording environment of speech samples has the following characteristics 16 bit of resolution and the sampling frequency is about 25 khz or 50 khz. We chose a subset of voices which comprise 53 normal and 60 pathological [7] .
2) Saarbruecken Voice Database
Recently the Saarbruecken Voice Database was published online [8] . This database is a collection of voice recordings of more than 2000 people; a recording session contains the following recordings:
 recordings of vowels /a/, /i/, /u/ produced at normal, high, low and low-high-low pitch.
 recording of sentence‖ Guten Morgen, wie geht es Ihnen?‖ (‖ Good morning, how are you?‖).
Each session contains 13 registration files. Moreover, for each case of the electroglottogram signal (EGG) is saved in a separate folder. These files contains vowels whose length is 1-3 seconds. All recordings are made in a controlled environment at 50 kHz and their resolution is 16-bit. These recordings contain 71 different pathologies, including organic and functional. 1320 pathological voices are divided into 609 males www.ijacsa.thesai.org and 711 females. In other hand there are 650 normal voices (400 males and 250 females). We worked with a subset of voices which comprise 133 normal and 134 pathological.
3) Hidden Markov Model Toolkit
The Hidden Markov Model Toolkit (HTK 3.4.1) is a portable toolkit for building and manipulating hidden Markov models. HTK is primarily used for speech recognition research although it has been used for numerous other applications including research into speech synthesis, pathological voice recognition [9] . A hidden Markov model with a Gaussian mixing density (HMM-GM), five observation states (a simple model from left to right) and four diagonal state mixtures were formed for each pathological voice. [10] We have developed a parametrization method that extracts the MFCC coefficients with energy, derivative and concatenated acceleration with the parameters that measure the disturbance of the vocal signal (prosodic parameters such as: F0, HNR, NHR, DFA). These parameters are calculated for each frame. Table 3 below gives the results of the rate of recognition of pathological voices for the MEEI database. For the first database, acoustic modeling is refined, estimating fourGaussian probability densities. The recognition having the best rates are respectively obtained MFCC with all the parameters (94.44%), MFCC_NHR_DFA (91.67%) and MFCC_DFA (88.89%). The combination of Harmonics to Noise Ratio, Noise to Harmonics Ratio, Detrended Fluctuation Analysis and the fundamental frequency parameters has the ability to recognize the voice disease while, the Noise to Harmonics Ratio combined with the fundamental frequency shows the disability to recognize the diseases. Moreover, it appears that with the MFCC coefficients the recognition of normal voice is with high rate.
B. Global Rate Recognition for MEEI Database

C. Global Rate Recognition for Saarbruecken Voice
Database Table 4 below gives the results of the rate of recognition of the pathological voices for the Saarbruecken Voice Database. For the second database, acoustic modeling is refined, estimating two-Gaussian probability densities. The best results are obtained when using the parameters MFCC_NHR_DFA (94.19%) and MFCC_NHR (91.86%).
The Noise to Harmonics Ratio combined with Detrended Fluctuation Analysis appear that this combination was the most able of knowing and distinguishing the types of pathologies. While, the MFCC is not able to distinguish pathological voices. The following distinct equations show how to calculate these terms:
The expression where true negative (TN) can be explained as follows: the system detects a normal subject as a normal subject, while the true positive (TP) means that the system detects a pathological subject as a pathological subject, besides the false negative (FN) means that the system detects a pathological issue as a normal subject and ultimately false positives (FP) means that the system detects a normal subject matter as a pathological subject. [11] The extracted parameters from the two different databases must be checked in the detection and classification processes.
The experimental analysis shows that the data obtained varied between the databases and varied according to the types of parameters (HNR, NHR, DFA, F0 and their combination) in the same database.
The two tables 5 and 7 represent the Confusing matrix for the normal / pathological classification respectively of the MEEI and SVD databases. Tables 6 and 8 give the results of the sensitivity, specificity and accuracy calculations of the different combinations of parameters MFCC, HNR, NHR, F0 and DFA; for normal / pathological classification of MEEI database and Saarbruecken Voice Database, respectively. These results are deduced using tables 5 and 7 and equations (1), (2) and (3).
These tables indicate the best precisions obtained for each database with the different types of parameters. Its show that the accuracy varied from one database to another for the same used characteristic, in other hand the accuracies obtained also varied for the same database as a function of parameters used to carry out the experiment.
Generally, the highest achieved accuracies are 100% for MEEI Voice Database, in the case of using the MFCC_HNR, MFCC_F0, MFCC_DFA and MFCC_F0. While using the MFCC_HNR we get the highest acquired accuracies which is 100% for Saarbruecken Voice Database. For the MEEI database, we obtained a total recognition of normal and pathological samples in each case (TN = 100% and TP = 100%) for the combinations MFCC_HNR, MFCC_F0, MFCC_DFA and MFCC_DFA_F0.
For the other combinations the recognition is not perfect in each case for the different types of voice samples.
While for Saarbruecken Voice Database we did not get total recognition of normal and pathological samples in each case, but all normal type samples are recognized as normal for MFCC_DFA and MFCC_NHR_F0. While pathological voices are recognized as pathological voices for MFCC_HNR only. In this study we used the parameters that measure the disturbance of the vocal signal, in two databases for the detection and classification of vocal pathologies.
Indeed, the obtained results are better or comparable than the other results reported using the MEEI and SVD databases. For example, in al-Nasheri et al. [15] used the MEEI and SVD databases with the SVM classifier and used the MDVP parameters to detect pathologies, obtaining accuracies of 99.68% and 88.21% respectively for SVD and MEEI.
In addition, al-Nasheri et al. [11] used the SVD and MEEI databases and used the autocorrelation and entropy parameters for the detection and classification of pathologies, obtaining respectively 99.96% and 92.79% accuracy for MEEI and SVD.
Thus Godino_Liorente et al. [21] used the MEEI database and reported an accuracy of 94.07%. While Marinez et al. [22] used the SVD database and the SVM classifier and achieved an accuracy of 81%. The authors also used the MEEI database and the accuracy gained was 94.80%.
In our study, the accuracy obtained in the case of SVD and MEEI is better at the accuracy obtained in other cases. Table 9 illustrates the comparison between our contribution and other contributions mentioned in the related work using both bases MEEI and SVD. In our work, we obtained a high 100% accuracy for detection. www.ijacsa.thesai.org V. CONCLUSION In this study, we presented our approach which is manifested in the addition of new and classical parameters to each other .Also we presented the study of the effect of the classical parameters formed by the MFCC coefficients, the energy, their first and second derivatives in the classification performances. In addition, we classified all speakers who have pathological and normal voices in binary classification.
Our contribution is tested on two pathological voice databases: SVD and MEEI only
The acoustic modeling is refined, estimating the probability densities respectively at four Gaussian for the first database MEEI and at two Gaussian for the second database SVD. The best recognition rates of the MEEI database are respectively obtained MFCC with all the parameters (94.44%), MFCC_NHR_DFA (91.67%) and MFCC_DFA (88.89%) while for the SVD base using the parameters MFCC_NHR_DFA (94.19%) and MFCC_NHR (91.86%) we have obtained the best result of recognition rates.
For the normal / pathological classification of MEEI database and Saarbruecken Voice Database, respectively.
Generally, the highest achieved accuracies are 100% for MEEI Voice Database, in the case of using the MFCC_HNR, MFCC_F0, MFCC_DFA and MFCC_F0. While the values found are the highest in the case of using MFCC_HNR is 100% for Saarbruecken Voice Database.
