while w(d) = 4=15 and we conclude that, in any event, w(B 3 ) 1.
Case 3. Suppose jB 3 j = 4.
B 3 cannot contain an X 1 item, since 1=2 + 3(1=5) > 1. Neither can it contain two X 2 items, since 2(1=3) + 2(1=5) > 1. Similarly, it cannot contain four X 3 items, since each has size greater than 1/4. However, if it contains three items of type X 3 and one of type Now, to complete our proof of Theorem A, we note that w(B) = 4=5 for all but at most four B2F bins (the three exceptional bins and the last bin), so that P x2L w(x) (4/5) (B2F(L) 0 4). At the same time, w(B 3 ) 1 for all B 3 in the optimal packing ensures P x2L w(x) OPT(L). Combining these two inequalities yields B2F(L) (5/4)OPT(L) + 4, as desired. 2 Case 2. Suppose jB 3 j = 3.
The largest item in B 3 must have a weight exceeding 1/3, and so must be of type X 1 or X 2 .
Suppose the largest item is of type X y nor z can be of type X 2 . Since there must be an X 2 item, u, left (or else B would be exceptional) and since u is smaller than c, the B2F rule would have placed c, u and an X 3 item in B since c, u and d would have t. Thus it is impossible to have w(b) = w(c) = 2=5 using larger weights for the exceptional items could likely reduce this constant to 1). If jBj = 3 and B contains two X 2 items, each is given a weight of 3/10 and the remaining item is given a weight of 1/5. If B contains only one X 2 item, then it is given a weight of 2/5 and the other two are each given a weight of 1/5. If the largest item is of type X 3 , then jBj = 3 implies all three items are of type X 3 , except possibly for the last such bin (which is also classied as exceptional). All three X 3 items in such a bin are given a weight of 4/15. One additional exceptional bin shall be identied. If the last X 2 item of size exceeding 7/15 is packed with an X 2 item of size less than 7/20, then this bin is classied as exceptional, and its items assigned weights of zero.
The denition of w is summarized in Table 6 .
INSERT TABLE 6 We now show that each bin B 3 of the optimal packing must satisfy w(B 3 ) 1. This, together with the observation that w(B) = 4=5 for each nonexceptional bin in the B2F packing, will complete the proof of Theorem A.
Suppose B 3 is a bin of the optimal packing with w(B 3 ) > 1. Clearly, jB 3 j > 1. (If B 3 contains an exceptional item, then after removing the item w(B 3 ) would still exceed 1. Thus it is enough to show that w(B 3 ) 1 for bins not containing exceptional items.) Case 1. Suppose jB 3 j = 2.
If neither item has weight greater than 2/5, then w(B 3 ) 4=5 < 1. Thus B 3 must contain an item of type X 1 . The weight of this item is less than or equal to 3/5 and the weight of an X 2 item is less than or equal to 2/5. Since B 3 cannot contain two X 1 items, w(B 3 ) 3=5 + 2=5 = 1. Proof. We classify an item, x, by it's size so that if 1=(i+1) < s(x) 1=i, then x is of type X i . The reasoning above shows that all items are of types X 1 ; X 2 ; X 3 , or X 4 , and items of type X 1 are less than 3/5 in size. We now dene a weighting function w on the items of L based on the B2F packing.
If B is any bin with four items in it, each item is assigned a weight of 1/5. Suppose B is a bin containing an X 1 item, b. Then if jBj = 3, w(b) = 8=15, and the other two items are each assigned a weight of 2/15. If jBj = 2, then w(b) = 8=15 and the other item is assigned a weight of 4/15 if the other item is of type X 2 . Otherwise, w(b) = 3=5 and the remaining item is assigned a weight of 1/5.
Suppose the largest item in B is of type X 2 . Then if jBj = 2, each item must be of type X 2 , and is assigned a weight of 2/5, except possibly for the last bin containing an X 2 item. If the last bin containing an X 2 item has only 2 items in it, it will be classied as exceptional (as will its items). All exceptional items are given weight zero. (This is an unnecessarily strict weight reduction, accounting for the constant 4 in the theorem. A more careful analysis We seek to determine the worst-case behavior of the B2F algorithm. Before doing so, however, we briey discuss some other aspects of this approach to bin packing.
One could extend the idea of \best 2 t" to \best j t," for arbitrary j > 2. It seems likely that the expected performance of these more complex algorithms might be better, although the worst-case performance can be shown to be worse, approaching a number greater than 1.3 as j grows without bound. Simple tests using a uniform distribution for item sizes seem to back up the improved expected case, although the run time increases rapidly.
B2F can also be used in the multit approach to multiprocessor scheduling. Again, its worst-case performance is poorer than that of FFD. In [3] , it is shown that B2F's asymptotic worst-case bound is precisely 6/5, while it has been proved in [4] that FFD can be implemented to ensure a tight bound of 72/61.
Getting back to bin packing, Figure 3 depicts an example illustrating that B2F may require, asymptotically, as many as 5/4 the optimal number of bins.
INSERT FIGURE 3
For the purpose of proving that the 5/4 ratio cannot be exceeded by B2F, we modify the algorithm slightly in that items less than or equal to 1/5 the bin size will be held back and packed by the FFD algorithm. This certainly does not aect the example illustrated in Figure 3 , but it allows us to assume that no items of size 1/5 or less are used in packing L, which we now presume to be a minimal counterexample. This reduces the number of cases we must investigate, thereby simplifying our proof (although it probably detracts from the expected performance of the algorithm).
Proof. To obtain this inequality, we observe that our presumed counterexample obeys We have limited our analysis here to proving that, for any list, either the FFD or the B2F algorithm will asymptotically use within 6/5 the optimal number of bins. However, we have been unable to nd examples that are even close to this bound. In fact, the only examples we have been able to contrive that exceed 9/8 the optimum depend heavily on the modication that we introduced to B2F to simplify our proof. For these instances, this modication forces the B2F packing to be the same as the FFD packing. If \small" items are not held back, the exact bound might be signicantly better (although a proof of this may well be extremely dicult).
Our weighting function averaging technique actually proves that, even if both algorithms produce particularly egregious packings for some list, the average of the number of bins used by FFD and the number used by B2F is asymptotically at most 6/5 the optimal number of bins for that list. Presumably, the minimum may always be considerably less than this upper bound on the average. Furthermore, we remark that the additive constant we have used (eight) is much higher than necessary. Instead of assigning a weight of zero to every exceptional item, one could assign a weight that agrees with an item's type, and easily reduce this constant. Nevertheless, because we believe that the 6/5 coecient is itself inated, the additive constant appears to be of little signicance. This is, for those readers already acquainted with FFD, exactly the kind of situation where one expects FFD to perform poorly. We now show that, in this case, the averaging process with B2F permits our compound algorithm to succeed.
Suppose w B (a) = 3=5. Unless w B (b) = 1=3 and w B (c) = 1=4, we have w A (B 3 ) (5=4 + 23=20)=2 = 6=5. Now w B (b) = 1=3 implies the existence of a bin containing three items of type X 3 or Y 3 , each of weight 1/3. There must also be a bin containing three such items each no larger than b, although their weight may be zero if they are exceptional. If c were available when this three-item bin was packed, it and any smaller item would replace the last Y 3 or X 3 item. But if c is the smallest item left, it is either`l ast and hence is exceptional, or it is a fallback item and has weight at most 1/5. Therefore, c must not be available. If c were packed in a Y 1 bin, the items of the three-item bin would have been used unless c is packed with a second fallback item. However, it then has weight at most 1/5. The only remaining possibility would be for c to be packed with another X 4 or Y 4 item and an X 2 or Y 2 item. In this event, however, c and any item from the three-item bin would have t with any X 2 or Y 2 item and been used instead. Thus we know that it is impossible for a to have weight 3/5 in the B2F weighting.
Suppose w B (a) > 3=5. It must be that a is in a Y 1 bin packed no later than B h , and as argued before there is no loss of generality in assuming that a is packed in B h . Let d be contradicting the assumption that L was a counterexample for CFB. 2 
Proof of the Main Result
We shall now employ our weighting function averaging technique to obtain the nal result. From Corollary 3.1 and Lemma 4.4 we know the optimal bin congurations that may have \too much" weight from the respective FFD or B2F weighting function, and that since FFD fails to achieve the required bound, any Y 2 item receives an FFD weight of 1/3. Also, from Lemma 4.5, we know that since B2F fails, any Y 1 item either cannot be packed extremely well or receives a B2F weight of 3/5. The heart of the proof of the main result is now contained in the following lemma. Proof. Suppose otherwise for some optimal bin B 3 . Clearly, at least one of the two weighting functions must give B 3 a weight exceeding 6/5. To complete the proof of Lemma 4.5, we observe that w B (L) B2F(L) 0 8 since each nonexceptional bin has a weight of 1, while w B (L) (6/5)OPT(L) since each optimal bin has a weight bounded above by 6/5. Combining these yields B2F(L) (6/5)OPT(L) + 8, Proof. We shall show that under these conditions no bin of the optimal packing can have a B2F weight exceeding 6/5. Suppose L contains such items and that, for some optimal bin B 3 , w B (B 3 ) > 6=5. As we have seen before, there is no loss of generality in assuming that a is the Y 1 item in B h . We know from Lemma 4.4 that B 3 must contain a Y 2 item of weight greater than 1/3 or an item of size less than 1=6 + 1. If there is a Y 2 item of weight exceeding 1/3, however, then there must have been such an item available when B h was packed. Since any such item is smaller than the sum of the sizes of b and c, it would t with a in B h , contradicting the denition of B h . Thus the only possibility is for B 3 to contain an item, d, of size less than 1=6 + 1. When a was packed, if d and any other item of size at most that of b were available, they would be used in place of the fallback item in Suppose now that the largest item is a Y 2 item, which has weight less than or equal to 1/3 by assumption. If there were two additional items of size greater than 1/4, we would have s(B 3 ) > 1=3 + 2(1=4) + 1=6 + 1 > 1. Thus there must be two items of size less than or equal to 1/4, and hence of weight at most 1/4. Since there can be no item of weight exceeding 1/3, we must have w B (B 3 ) 2(1=3 + 1=4) < 6=5.
Since jB 3 j = 4, there must be at least one item of weight exceeding 3/10, which must be of type X 3 or Y 3 and of weight 1/3. If any item has weight less than or equal to 1/5, w B (B 3 ) Consequently, we know that w B (a) must exceed 3/5 if the lemma is to fail. Thus we can assume that a is the Y 1 item in B h . We now employ the same argument that we used in Case 1 to prove that the sum of the weights of a and either b or c can be at most 1. If both were available, then B h would use two fallback items, so either b or c must be packed before a. Then certainly the sum of the weight of a and the weight of that item is at most 1. If one is still available, and it is not packed in a Y 1 bin after a, then it is no larger than the item packed with a by B2F. Consequently, its weight is no greater, and the sum of its weight and that of a is at most 1. If the available item is packed in a Y 1 bin after B h , then its weight cannot be 2/5 since its size is at most 1/3. But if its weight is 1/5, the weight of B 3 is at most 6/5. From this we conclude that both b and c must have weight exceeding 1/5.
Let Table 4 , we know that this item must be packed in a bin containing exactly three items each of weight 1/3. Moreover, we know from Table 1 that any one of these three items would have been used in place of x if it were larger. Thus we may assume that the lemma holds unless x is an X 3 or Y 3 item packed in a three-item bin. However, the last such bin will contain the three smallest such items (and hence is exceptional). Thus the last three-item bin satises the conditions of the lemma. Table 4 unless there are no more X 3 (Y 3 ) items available. Also, a bin whose largest item is of type X 4 (Y 4 ) is congured as described in Table 4 unless there are no more INSERT TABLE 5 Before proceeding with the principle results of this section, we rst prove some preliminary lemmas that reveal details of the B2F packing. The rst of these concerns the occurrence of items of weight 1/3, the second the impossibility of a certain conguration containing Y 3 and Y 4 items. Lemma 4.1. If there is an item, x, of B2F weight 1/3, then there must be a bin in the B2F packing containing exactly three items, each of which has size no larger than s(x).
If B h = fy; xg, where y is of type Y 1 and s(x) 1=3, then we determine the weight of x by examining all items of size less than or equal to s(x) that are packed after the last Y 1 item. That is, we set w B (x) = maxfw B (t)js(t) s(x), t not packed in a Y 1 bing. Of all items that are available when x is packed that would t (no larger item would t), and that are not packed in Y 1 bins, we choose the one that has maximum weight (using Table 4 The example depicted in Figure 2 illustrates the role of B h in determining w B . Types of items packed in each bin are given on the inside, w B is listed on the outside. In this example, h = 4, and one of the X 4 items in B i is no larger than the X 4 item in B 4 .
INSERT FIGURE 2
Denition. The following bins are exceptional for the B2F packing: the last bin to contain an item of each of the types X 2 , Y 2 , X 3 , Y 3 , X 4 , Y 4 , the last bin containing exactly three X 3 or Y 3 items, and the last bin of the packing.
In general, therefore, the last bin containing an item of a particular type is exceptional,
A Close Look at B2F
We now seek to determinethe precise conditions necessary for B2F(L) to exceed (6/5)OPT(L) + 8. In dening the weighting function w B for the B2F packing, we shall retain the type classication described in Section 2. That is, items are still classied strictly according to size as listed in Table 1 . Most of our denition for w B is straightforward and is given in Table 4 .
INSERT TABLE 4
The denition of w B for items in Y 1 bins is more complicated and is described in the following paragraphs.
We wish to maintain the fact that the sum of the weights of the items in any nonexceptional bin is 1. Thus in any Y 1 bin with only one item, that item has weight 1. (Unlike the FFD packing, such a one-item bin may exist in the B2F packing.) We would also like to keep smaller Y 1 items from having greater weight than larger ones, and we would like the fallback items to have their weight assigned according to their type. The diculty comes with small items (those with size less than or equal to 1/3), in which case w B depends on the last such item packed in a Y 1 bin.
Specically, let h be the index of the last bin in the B2F packing containing a Y 1 item, no X 2 or Y 2 item, and at most one fallback item. All subsequent Y 1 bins contain either two fallback items or one fallback item of type Y 2 or X 2 . In either case, the Y 1 item is given weight 3/5. If there is one fallback item, it is given weight 2/5; if there are two, each is given weight 1/5.
If jB h j = 1, then B h 0 s Y 1 item and all earlier Y 1 items are assigned weight 1, and all earlier fallback items are assigned weight zero. 1=6 + 1, then w F (B 3 ) 1.
Proof. Suppose B 3 contains such an item, a. Then certainly jB 3 j must be at least 3, since a is exceptional and therefore w F (a) = 0. 2 We state here some important consequences that follow from our analysis of the FFD packing. Lemma 3.3. If B 3 is any bin of the optimal packing containing an item of size less than required by OPT. After that, as long as the rst item of the list is larger than 2=3 0 21, it and any other item FFD packs in B 1 can be deleted, reducing the number of bins used by FFD by one and the number needed by OPT by at least one.) Thus, from these observations and the last lemma, it suces to restrict our attention to L 0 and an optimal bin B 3 that contains z, a Y 1 item or a Y 2 item whose FFD weight exceeds 1/3, and show that, due to the presence of a Y 2 bin, w F (B 3 ) 6=5. We assume w F (B 3 ) > 6=5 and consider the possible cases. Table 2 describes our denition of w F for nonexceptional items.
INSERT TABLE 2
Recall that fallback items, like regular items, are assigned a type based on their size. We deviate slightly from this denition of w F for items packed in Y An exceptional item receives a weight of zero, completing our denition of w F . For the convenience of the reader, Table 3 provides a listing of the possible weights for each  nonexceptional item type.   INSERT TABLE 3 Lemma 3.1. The FFD weight of an optimal bin cannot exceed 6/5 unless the bin contains a Y 1 item or a Y 2 item whose FFD weight exceeds 1/3.
Proof. Suppose that B 3 is a bin of the optimal packing that has weight greater than 6/5 and B 3 contains neither of the items mentioned in the statement of the lemma. Clearly B 3 must contain at least 3 items. Case 1. Suppose jB 3 j = 3. Then at least one item must have weight greater than 1/3 and, as the following argument shows. If two fallback items are used, then they combine to ll more than 1/3 of the bin. In this event, however, the two or more regular items ll less than 2/3 of the bin, and the smaller regular item has a size less than 1/3, implying that another regular item would have t in the bin as well.)
This motivates the range of sizes we have selected for each item type. For example, the sum of the sizes of the two items in an X 2 bin must exceed 1 0 (1=6 + 1), else`l ast would have been used as a fallback item in that bin. Hence, with the exception of items from the rst or last X 2 bin, every regular X 2 item must have a size in the range (5=12 0 1=2;1=2]. Similar size restrictions are used to dene the other item types as summarized in Table 1 . We use these same size ranges to assign a type to each fallback item.
There may also be some bins, which we dene to be \exceptional" for the FFD packing, that are not packed by FFD with items of the expected sizes. These can only be the rst or last bins of a particular type, subject to the following constraints. If the last bin of type Y i is exceptional (that is, it does not contain i items of type Y i ), then the next bin is an X i+1 bin that is not exceptional if there are at least two X i+1 bins. Similarly, if the last bin of type X i is exceptional, then the rst bin of type Y i is not exceptional unless it is also the last Y i bin.
Consequently, there are at most eight exceptional bins in the FFD packing, including the last bin packed (which contains`l ast ). We dene an exceptional item to be one packed in an exceptional bin or one smaller than`l ast .
We now seek to determinethe precise conditions necessary for FFD(L) to exceed (6/5)OPT(L) + 8. In this eort, we employ a weighting function w F :L !R + . We extend w to subsets of L in the obvious fashion. For example, w F (B j ) denotes P i 2B j w F (`i). Our intent is to assign in B 1 with at most one other item, the largest that would t. The optimal bin containing`1 can contain at most one additional item and in fact can be packed no better than B 1 . If the item or items of B 1 are removed from L, then all three of FFD(L), B2F(L), and OPT(L) can be reduced by one, contradicting the presumed minimality of L with respect to CFB. 2 There can be no bin containing only one item in the FFD packing (except, possibly, for the last bin). If there were, s(`l ast ) must exceed 1/3, since otherwise`l ast would have t, and it is known that FFD(L) is bounded by (7/6)OPT(L) + 2 whenever s(`l ast ) exceeds 1/4. (See Theorem 4.10 of [6] .) From this it also follows that 1 must be less than or equal to 1/12.
Each item of L is assigned a type as shown in Table 1 . Although this typing scheme is motivated by the structure of a typical packing produced by the FFD rule (more on this in the next section), we classify items exclusively by their size so that we can compare both FFD(L) and B2F(L) to OPT(L). Note that 1 cannot exceed 1/30 if Y 4 or X 5 items exist.
INSERT TABLE 1 3. A Close Look at FFD
We say that an item is \regular" if there is no larger item available when it is packed. A \fallback" item is one that is packed when one or more larger items are available. Thus the notation we have used in Table 1 roughly agrees with the way items are packed by FFD. That is, regular items of type X i are generally packed by FFD in a bin consisting of the i largest items available when the bin is packed. We call such a bin an X i bin. To prove that 6/5 is an asymptotic upper bound on the worst-case behavior of CFB, we now proceed by contradiction and henceforth assume that L denotes a counterexample. That is, we assume that both FFD(L) and B2F(L) exceed (6/5)OPT(L) + 8. Without loss of generality, we also assume that L is minimal. By this we mean that no counterexample exists with which OPT can use fewer bins, and that no counterexample is possible with fewer items for this minimal number of bins. (Of course, minimality for CFB does not imply minimality for either FFD or B2F alone.)
An immediate consequence of this is that L contains no item whose size is less than or equal to 1/6. If it did, then minimality requires that one or more such items must be packed in the last bin by either the FFD or the B2F algorithm, in which case all preceding bins would be packed to a level of at least 5/6. A simple \conservation of size" argument ensures that, for such a list, no packing could use fewer than (5/6)(CFB(L) 0 1) bins.
With this in mind, we let s(`l ast ) = 1=6 + 1, for some 1 > 0. Since no item has size less than or equal to 1/6, we know that no bin in any packing of L has more than 5 items.
We use the notation B 3 for an arbitrary bin of the optimal packing, and jB 3 j to denote the number of items B 3 contains. For the bins of the FFD or B2F packing, we use B 1 ; B 2 ; ... as the sequence of bins in the order in which they are packed.
Lemma 2.1 L contains no item`i with s(`i) 2=3.
Proof. Assume otherwise. In both the FFD and B2F packings, the largest item`1 is packed and derive its asymptotic worst-case bound.
Preliminary Discussion
We begin by describing the FFD and B2F heuristics more precisely. The FFD algorithm can be implemented by rst sorting all items so that their sizes are arranged in nonincreasing order. Each bin is packed by repeatedly placing in it the largest unpacked item that ts. When no more items are available that t, the next bin is packed. The B2F algorithm modies this in the following way. First a bin is packed as by the FFD rule. If the bin contains more than a single item, then the list is checked to see if the smallest item in the bin could be replaced by two items that would pack the bin more nearly full. If so, those two whose sum is largest are used in place of the smallest item in the bin. A number of other schemes could be used to decide which two replace the smallest item, but almost any choice will satisfy our analysis, subject to the following modication made to simplify the proof: items of size less than or equal to 1/6 will be held back until all larger items are packed. An FFD-like procedure is used to complete the packing when only items of size no greater than 1/6 are left. The purpose of this modication is to reduce the number of combinations to consider in proving an asymptotic 6/5 bound, although it seems likely that this modication actually detracts somewhat from the performance of the compound algorithm. Figure 1 depicts the worst example (independent, of course, of an additive constant) that we were able to contrive for the CFB algorithm. For simplicity, the bin size has been expanded to 559. All of the examples we devised that were even close to being this poor were dependent on the small items being held back, so that the FFD and B2F packings are the same.
INSERT FIGURE 1 the analysis of such an algorithm can be especially dicult; only a few compound algorithms have been successfully analyzed in the literature (see, for example, [2, 8, 9] ). We note that a tight worst-case bound of 71/60 has recently been reported for a modication of the FFD algorithm [5] , thereby yielding the lowest bound yet published for an ecient bin packing heuristic. This bound is superior to the upper bound of 6/5 we prove here, but is inferior to the lower bound of 227/195 provided by the worst examples we know of for CFB. Moreover, the novel analysis we devise for our compound algorithm merits attention and may, we hope, be applicable in other settings.
We shall employ the technique of \weighting" L so that the FFD and B2F packings can be compared to an optimal packing. Although we would like to determine the minimum of fFFD(L), B2F(L)g, the analysis involved is extremely complicated. Instead, we investigate the average of fFFD(L), B2F(L)g, in an eort to obtain a weak upper bound on the minimum. In particular we show that, after eliminating certain cases where we can guarantee one or the other algorithm performs within our bound of 6/5, our weighting of L ensures that the average and hence the minimum number of bins used by the two algorithms is within the bound.
In the next section, we present some preliminary analysis and demonstrate that CFB(L) can be as great as (227/195)OPT(L). We also introduce a typing scheme for the items of L based on size. In Section 3, we establish the specic conditions required for the FFD packing to use more than 6/5 the optimal number of bins. Section 4 contains an analogous determination for B2F. We present our main result in Section 5, proving that CFB(L) does not exceed (6/5)OPT(L) + 8. The nal section contains remarks about proving a tighter performance bound for CFB. In an appendix, we discuss in further detail the B2F algorithm 1. Introduction In the usual denition of the bin packing problem, one seeks to pack the items of a list L = f`1;`2; ...;`Ng, each item with size in the range (0,1], into the minimum number of unit-capacity bins. It is easily veried that this problem is N P -hard. Therefore, we focus our eorts on practical, ecient approximation algorithms in hopes of guaranteeing nearoptimal results. (Note that there are algorithms guaranteed to produce results as close to the optimum as desired [1, 7] . Unfortunately, these algorithms are not practical to implement, because the time required to ensure results at most (1+") times the optimumgrows extremely rapidly as " approaches zero.)
We use worst-case analysis as a measure of the worth of a bin packing heuristic. The heuristic may not discover the best packing, but we endeavor to show that it always provides results close to the optimum. For some algorithm, ALG, let ALG(L) represent the number of nonempty bins required by ALG to pack L. For instance, OPT(L) denotes the number of bins required in an optimal packing of L. We restrict our attention to two o-line 3 algorithms: FFD (rst t decreasing) and B2F (best two t). Given any list L, it is known from [6] that FFD(L) does not exceed (11/9)OPT(L) + 4, and from the appendix to this paper that B2F(L) does not exceed (5/4)OPT(L) + 4. Moreover, examples exist that demonstrate that these bounds are asymptotically tight.
It seems reasonable to suggest that these two heuristics produce particularly inferior packings for rather small, distinct regions of the input space. Based on this conjecture, we analyze a compound algorithm, CFB, in which both FFD and B2F are applied and the better packing selected. This notion of combining two or more heuristics is an attractive one, but
