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Abstract
In this paper, we study the two-sided taboo limit processes that arise when a Markov chain
or process is conditioned on staying in some set A for a long period of time. The taboo limit is
time-homogeneous after time 0 and time-inhomogeneous before time 0. The time-reversed limit
has this same qualitative structure. The precise transition structure at the taboo limit is identied
in the context of discrete- and continuous-time Markov chains, as well as diusions. In addition,
we present a perfect simulation algorithm for generating exact samples from the quasi-stationary
distribution of a nite-state Markov chain. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Markov chains; Markov processes; Quasi-stationary distribution; Eigenvalues;
Perron{Frobenius theory; Perfect simulation; Diusions
1. Introduction
In many applications settings, it is of interest to approximate the behavior of a
process conditioned on its staying out of some specic subset of the state space. For
example, one might model the sh population in a lake as a stochastic process in which
eventual extinction is a certainty. To properly understand the dynamics of an existing
such population, it may be appropriate to study the population process conditioned on
its not having gone extinct over some long period of time.
This topic has attracted signicant attention within the Markov chain literature. In
particular, if one conditions a Markov chain on staying out of a subset, the resulting
(marginal) distribution of the chain can often be approximated by what is known as
the \quasi-stationary distribution".
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The question of existence of quasi-stationary distributions can be settled by appealing
to the theory at R-recurrence for general non-negative kernels; see, for example, Seneta
and Vere-Jones (1966), Tweedie (1974), Nummelin and Arjas (1976), Nummelin and
Tweedie (1978), and Nummelin (1984).
In this paper, our emphasis is on studying not just the marginal distribution but rather
the entire joint distribution of the process, conditioned on staying out of some specic
set Ac. Specically, suppose we have conditioned the process to remain in A over
the entire interval [0; t] (with t large). We develop an approximation for the behavior
of the process both prior to t and subsequent to t. (The quasi-stationary distribution
approximates the behavior at t.) The \two-sided taboo limit" that arises is then an
approximation to the time-dependent behavior of the original tabooed process.
We establish existence of such two-sided taboo limits in the Markov context. We
show that the two-sided taboo limit has time-homogeneous transition probabilities to
the right (in the region in which the taboo limit is approximating the post-t behavior
of the original process) and time-inhomogeneous transition probabilities from the left
(in the region in which the taboo limit is approximating the pre-t behavior at the orig-
inal process). In fact, we are able to explicitly compute the above transition structure
for discrete- and continuous-time Markov chains, as well as diusions; see Theorems
2, 6, and 7. In addition, we show in the Markov chain context that the same qualitative
structure is inherited by the time-reversed process, and explicitly compute its transition
structure; see Theorems 2 and 6.
In the Markov chain context, we are also able to develop a corresponding two-sided
taboo limit process that arises as an approximation to the original process when con-
ditioned on exiting to Ac at time t (for t large); see Theorem 4 and Proposition 3. In
addition, we show that the two taboo limits are related through a \geometric time-shift"
in the discrete time Markov chain setting (Theorem 5). This is a particular case of a
more general phenomenon that is studied in greater detail in our companion paper; see
Glynn and Thorisson (2000).
Finally, we develop an exact sampling (or perfect simulation) algorithm for pro-
ducing observations from the quasi-stationary distribution (and, more generally, from
the two-sided taboo limit process) in the setting in which A is nite, irreducible and
aperiodic; see Section 5. Perhaps surprisingly, the algorithm requires no apriori knowl-
edge of the solution of the eigenvalue problem that characterizes the quasi-stationary
distribution. This algorithm is a complement to the recently developed Propp and
Wilson (1996) algorithm for exact sampling from the stationary distribution of a
Markov chain. As in the Propp{Wilson context, the algorithm relies on a \backwards
coupling" or \coupling from-the-past".
In our companion paper (Glynn and Thorisson, 2000), many of these issues are
considered in the regenerative setting. In contrast to the theory developed in this paper,
the results there are most naturally expressed on the time scale of regenerative cycles.
That paper also considers the concept of \taboo-stationarity" for general processes. For
a coupling approach to taboo limits, see Thorisson (2000).
This paper is organized as follows. In Section 2, we review the basic concepts
from the theory of quasi-stationarity that we will need. Section 3 develops the rel-
evant two-sided taboo limit theory in the general state space discrete-time Markov
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chain setting. Much of the theory is extended to continuous-time Markov chains and
diusions in Section 4. Finally, Section 5 presents the perfect simulation algorithm for
discrete-time Markov chains with A nite, irreducible and aperiodic.
2. Quasi-stationary distributions for discrete-time Markov chains
Let X = (Xn: n>0) be a (time-homogeneous) discrete-time Markov chain taking
values in a complete separable metric space S. For (Borel measurable) A S, let
  = inffn>0: Xn 2 Acg
be the rst exit time of X from the set A: To develop approximations for the process X
conditional on  >n, it seems clear that a key point is understanding the tail behavior
of the r.v.  .
To this end, consider the sub-stochastic kernel K =(K(x; dy): x; y 2 A), obtained by
restricting P to A, where P=(P(x; dy): x; y 2 S) is the (one-step) transition kernel of X .
Specically,
K(x; dy) = P(x; dy) for x; y 2 A:
To analyze K , we make an assumption that essentially requires that we be able to
solve a certain eigenvalue problem:
A1. There exists  2 (0; 1], a strictly positive function h = (h(x): x 2 A), and a
non-trivial non-negative measure = ((dx): x 2 A) such thatZ
A
K(x; dy)h(y) = h(x) for x 2 A;
Z
A
(dx)K(x; dy) = (dy) for y 2 A:
Under A1, it is easily seen that G = (G(x; dy): x; y 2 A) dened by
G(x; dy) = −1K(x; dy)h(y)=h(x) for x; y 2 A
is a stochastic kernel on A possessing an invariant measure  = ((dx): x2A)
given by
(dx) = (dx)h(x) for x 2 A:
Let Px() be the probability measure on the path-space of X (that is, on S1) under
which X evolves as a Markov chain with transition kernel P, conditional on X0=x2 S.
Similarly, let ~Px() be the probability on the path-space of X under which X is a
Markov chain with transition kernel G, conditional on X0 = x 2 A. Note that
Px(X1 2 dx1; : : : ; Xn 2 dxn;  >n)
=K(x; dx1)K(x1; dx2) : : : K(xn−1; dxn)
= nh(x)G(x; dx1) : : : G(xn−1; dxn)=h(xn)
= nh(x) ~Ex[I(X1 2 dx1; : : : ; Xn 2 dxn)=h(Xn)] (2.1)
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for x; x1; : : : ; xn 2 A where ~Ex[  ] is the expectation operator associated with ~Px(). In
particular, the above identity implies that for x 2 A,
Px( >n) = nh(x) ~Ex[1=h(Xn)]:
To obtain precise tail asymptotics for the r.v.  , we require the following additional
assumptions:
A2. X is an aperiodic positive recurrent Harris chain on A under G, and therefore 
can be assumed to be normalized so that  is a probability.
A3. The measure  is nite, and can thus be assumed to be a probability.
Thus, under A2 (see Meyn and Tweedie (1993) for basic properties of Harris chains),
for  a.e. x
~Ex[1=h(Xn)]!
Z
A
(dx)=h(x) = 1 as n!1:
We therefore arrive at the conclusion that for  a.e. x,
Px( >n)  n h(x) as n!1: (2.2)
The quasi-stationary distribution of X with respect to A is an approximation to the
conditional marginal distribution Px(Xn 2 j >n). In particular, it follows from (2.1)
that
Px(Xn 2 Bj >n) =
~Ex[I(Xn 2 B)=h(Xn)]
~Ex[1=h(Xn)]
for B S:
Applying A2 and A3, it is evident that for  a.e. x
Px(Xn 2 j >n) t:v:! () as n!1
where t:v:! denotes convergence in the sense of total variation. It is easy to verify that
for n>1,
P(Xn 2 j >n) = (); (2.3)
where P() is the probability on the path-space of X under which X has transition
kernel P and initial distribution .
Denition 1. A non-trivial measure  satisfying (2.3) is called a quasi-stationary
distribution of X (with respect to A).
We summarize the discussion thus far with the following proposition.
Proposition 1. Assume A1{A3 are satised. Then; there exists >0 such that for 
a.e. x;
(i) Px( >n)  e−nh(x) as n!1;
(ii) Px(Xn 2 j >n) t:v:! () as n!1.
Thus, under A1{A3, the quasi-stationary distribution  also appears as a limit dis-
tribution for the \tabooed chain".
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Remark 1. Versions of Proposition 1 are well known in the literature; see, for example,
Section 6:7 of Nummelin (1984).
Remark 2. Assumptions A1{A3 are automatic when K is a nite irreducible aperiodic
matrix. In this setting, these assumptions are an immediate consequence of the Perron{
Frobenius theorem for nite matrices; see the appropriate appendix of Karlin and Taylor
(1975) for details.
Remark 3. Sucient conditions for A1{A3 in the countable state space and general
state-space setting can be found in Section 2 of Ney and Nummelin (1987); see also
Ferrari et al. (1996).
3. Two-sided taboo limits for discrete-time Markov chains
In constructing an approximation to the taboo behavior of X , conditioned on  >n,
it is natural to use a two-sided limit process in which both the behavior of X prior to
n and subsequent n can be jointly considered.
For x2A, let ~Px;n() be the probability on the path-space of X , conditioned on X0=x,
under which X evolves as a time-inhomogeneous Markov chain, using the transition
kernel G up to and including the nth transition, and subsequently the transition kernel P.
Specically, for x; x1; : : : ; xn 2 A and xn+1; : : : ; xn+m2S
~Px;n(X12dx1; : : : ; Xn2dxn; : : : ; Xn+m2dxn+m)
=G(x; dx1) : : : G(xn−1; dxn)P(xn; dxn+1) : : : P(xn+m−1; dxn+m):
Relation (2.1) implies that
Px(X2  j >n) =
~Ex;n[I(X 2 )=h(Xn)]
~Ex;n[1=h(Xn)]
for x2A: (3.1)
As indicated above, we will use a two-sided limit process to approximate Px((Xn+m :
−k6m<1) 2 j >n) for each k when n is large. Specically, in a (slight) abuse
of notation, let X = (Xn: −1<n<1) be a two-sided stochastic sequence. Assume
A1{A3 and suppose that ~P is the probability on the path-space of the two-sided process
X under which
~P(X−k 2 dx−k ; : : : ; Xk 2 dxk)
= (dx−k)G(x−k ; dx−k+1) : : : G(x−1; dx0)P(x0; dx1)
: : : P(xk−1; dxk) for x−k ; : : : ; x0 2 A and x1; : : : ; xk 2 S:
Let P be the probability on the path-space of X dened by
P(X 2 ) =
~E[I(X 2 )=h(X0)]
~E[1=h(X0)]
;
where ~E() is the expectation operator corresponding to ~P.
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Theorem 1. Fix k>0. Under A1{A3; for  a.e. x;
Px((Xn−k ; : : : ; Xn+k)2  j >n) t:v:! P((X−k ; : : : ; Xk)2)
as n!1.
Proof. The theorem is an easy consequence of (3.1). Specically, for f bounded (and
measurable),
Ex[f(Xn−k ; : : : ; Xn+k)j >n] =
~Ex;n[f(Xn−k ; : : : ; Xn+k)=h(Xn)]
~Ex;n[1=h(Xn)]
:
But
~Ex;n[f(Xn−k ; : : : ; Xn+k)=h(Xn)] = ~Ex[g(Xn−k)];
where
g(x) = E[f(X−k ; : : : ; Xk)=h(X0)jX−k = x]:
Since, for  a.e. x, ~Ex[1=h(Xn)]! E[1=h(X0)] and
~Ex[g(Xn−k)]!
Z
A
(dx)g(x) = E[g(X−k)] = E[f(X−k ; : : : ; Xk)]
as n!1 uniformly in f bounded in absolute value by one, the theorem follows.
In order to develop additional insight into the probability P, we present the follow-
ing result. In preparation for the statement of the theorem, let Y =(Yn : −1<n<1)
be the two-sided time-reversed process corresponding to X , given by Yn = X−n for
n 2 Z. Because S is Polish, we can assert existence of the regular conditional distri-
butions
Rk(x; dy) = P(Xk 2 dyjXk+1 = x);
R(x; dy) = ~P(X−1 2 dyjX0 = x)
for x; y 2 S and k>0. (Here, P() is the probability under which X is initiated with
distribution  and makes transitions according to the kernel P.) Also, for k 2 Z, put
wk(x) = ~E[1=h(X0)jXk = x]:
Theorem 2. Assume A1{A3. Then;
(i) P(Xk+12dyjXj: j6k) = P(Xk; dy) a.s. for k>0;
(ii) P(Xk+12dyjXj: j6k) = G(Xk; dy)wk+1(y)=wk(Xk) a.s. for k6− 1;
(iii) P(Yk+12dyjYj: j6k) = R(Yk ; dy) a.s. for k>0;
(iv) P(Yk+12dyjYj: j6k) = R−k−1(Yk ; dy)w−k−1(y)=w−k(Yk) a.s. for k6− 1.
Proof. For F a sub--eld of (Xj: −1<j<1), it is well known that
P(Xk 2 dyjF) =
~E[I(Xk 2 dy)=h(X0)jF]
~E[1=h(X0)jF]
a:s:;
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see, for example, p. 171 of Bremaud (1980). It follows that for k>0,
P(Xk+1 2 dyjXj: j6k)
=
1=h(X0) ~P(Xk+12dyjXj: j6k)
1=h(X0)
= ~P(Xk+12dyjXk) = P(Xk; dy) a:s:;
proving (i); (iii) follows similarly. For (ii), note that for k6− 1,
P(Xk+12dyjXj: j6k)
=
~E[I(Xk+12dy) ~E[1=h(X0)jXj: j6k + 1]jXj: j6k]
~E[1=h(X0)jXj: j6k]
=
~E[I(Xk+12dy)wk+1(y)jXj: j6k]
wk(Xk)
=G(Xk; dy)
wk+1(y)
wk(Xk)
a:s:;
(iv) follows analogously.
According to Theorem 2, the taboo process X can be approximated, in the limit, by
a Markov chain for which the forward evolution is time- inhomogeneous before time
0 and time-homogeneous after time 0. The time reversed chain Y has exactly the same
qualitative structure. In addition,
wk(y)! ~E[1=h(X0)] for  a:e: y as k !1;
see p. 111 of Nummelin (1984). Furthermore, ( ~E[1=h(X0)jXj: j6k]: k60) is a back-
wards martingale, so that
wk(Xk) = ~E[1=h(X0)jXj: j6k]
! ~E[1=h(X0)jF−1] a:s: as k ! −1;
see, for example, p. 340 of Chung (1974). (Here, F−1 is the largest -eld contained
in (Xj: j6k) for all k60.) Because of A2, F−1 is trivial, so for  a.e. y,
wk(Xk)
wk(y)
! 1 a:s: as k ! −1:
Thus, while the limit is time-inhomogeneous before time 0, it is \asymptotically time-
homogeneous to the left". A similar conclusion holds for the reversed process if we
additionally assume that X is an aperiodic positive recurrent Harris chain under the
transition kernel P.
Remark 4. If S is a discrete state space, we may simplify the conditional probabilities
Rk(x; dy) and R(x; dy) somewhat. In this setting, we may view P(x; dy), Rk(x; dy), and
R(x; dy) as matrices, and  as a vector. Then,
R(x; y) =
(y)P(y; x)
(x)
;
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Rk(x; y) =
P ~(Xk−1 = y)P(y; x)
P ~(Xk = x)
:
We turn next to the development of an approximation to the distribution of X when
conditioned on the event  =n. Let ~P

() and P() be the probabilities on the two-sided
path-space dened by
~P

((Xj; : : : ; Xj+m)2) = ~P((Xj+1; : : : ; Xj+m+1)2)
for j 2 Z, m>0, and
P

(X2) =
~E

[I(X2)I(X02A)=h(X−1)]
~E

[I(X02A)=h(X−1)]
;
Theorem 3. Fix k>0. Under A1{A3; for  a.e. x;
Px((Xn−k ; : : : ; Xn+k)2  j  = n) t:v:!P((X−k ; : : : ; Xk)2)
as n!1:
Proof. As a consequence of (2.1), it is evident that for n>1 and x2A
Px(X2  j  = n) =
~Ex;n−1[I(X2)I(Xn2A)=h(Xn−1)]
~Ex;n−1[I(Xn2A)=h(Xn−1)]
:
The rest of the argument then follows as in the proof of Theorem 1.
We next provide some insight into the transition structure of the limit process that
appears when conditioning on   = n (for n large). Let
w

k (x) = ~E

[I(X02A)=h(X−1)jXk = x]:
Theorem 4. Assume A1{A3. Then;
(i) P(Xk+12dyjXj: j6k) = P(Xk; dy) a.s. for k>0;
(ii) P(X02dyjXj: j6− 1) = P(X−1; dy)I(y2A)=P(X−1; A) a.s.
(iii) P(Xk+12dyjXj: j6k) = G(Xk; dy)wk+1(y)=wk (Xk) a.s. for k6− 2;
(iv) P(Yk+12dyjYj: j6k) = R(Yk ; dy) a.s. for k>1;
(v) P(Y12dyjYj: j60) = R1(Y0; dy)w0(y)=w1(Y0) a.s.
(vi) P(Yk+12dyjYj: j6k) = Rk+1(Yk ; dy)wk (y)=wk+1(Yk) a.s.
The proof is very similar to that of Theorem 2, and is therefore omitted. The
two-sided limit process that appears in this setting has qualitative structure that corre-
sponds closely to that obtained in Theorem 2. In particular, the two-sided taboo process
obtained here is time-inhomogeneous before time 0 and time-homogeneous after time
0 (modulo the transition at the origin), with the time-reversed having similar behavior.
Furthermore, the \forward process" X is asymptotically time-homogeneous to the left.
Note that the transition probabilities of the time-reversed process after time 0 are the
same as those of the time-reversed process in Theorem 2.
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Remark 5. Some simplication occurs when S is discrete. In particular,
R1(x; y)
w0(y)
w1(x)
=
(y)P(y; x)P
z2A (z)P(z; x)
:
Our nal result in this section establishes a connection between P and P. Let V
be a geometric r.v. with mass function
P(V = k) = (1− )k−1 for k>1 (3.2)
and enrich the two-sided path-space so that it also supports V .
Theorem 5. Assume A1{A3. Under P let V be a geometric r.v. having mass function
(3:2) and let V be independent of X . Then; for k>0;
P((X−k ; : : : ; Xk)2) = P((X−k−V ; : : : ; Xk−V )2):
Proof. For each xed k>0 and ‘> 1, and  a.e. x,
Px((Xn−k ; : : : ; Xn+k)2 ;   = n+ ‘j >n)
=Px((Xn−k ; : : : ; Xn+k)2  j  = n+ ‘)Px(  = n+ ‘)Px( >n)
! P((X−k−‘; : : : ; Xk−‘)2)P(V = ‘) (3.3)
by Proposition 1 and Theorem 3. On the other hand,
Px((Xn−k ; : : : ; Xn+k)2 ;   = n+ ‘j >n)
! P((X−k ; : : : ; Xk)2 ;   = ‘) as n!1: (3.4)
Equating (3.3) and (3.4), and using the independence of V and X under P, we arrive
at the identity
P

((X−k−V ; : : : ; Xk−V )2 ; V = ‘)
=P((X−k ; : : : ; Xk)2 ;   = ‘):
Summing over ‘ yields the theorem.
Informally, Theorem 3:5 asserts that the two-sided limit process associated with
conditioning on  >n can be obtained by looking backwards a geometric amount of
time in the two-sided limit process associated with conditioning on   = n.
4. Taboo limit theory for continuous-time Markov processes
In this section, we briey describe the extensions of the theory of Section 3 from
the discrete-time Markov chain setting to the continuous-time Markov process context.
In order to streamline our arguments, we sometimes impose stronger conditions than
the minimal ones required.
10 P.W. Glynn, H. Thorisson / Stochastic Processes and their Applications 91 (2001) 1{20
Let X = (X (t): t>0) be a (time-homogenous) Markov process taking values in a
complete separable metric space S; we assume the paths are right continuous with
left-hand limits. For (measurable) A S, let
  = infft>0: X (t)2Acg
be the rst exit time from A and assume that   is measurable. Let Px() be the
probability on the path-space of X associated with conditioning on X (0) = x2S. We
are interested in studying the two-sided limit process that arises as an approximation
to P((X (t + u): − a6u<1)2  j >t) for t large.
We start by describing the theory when S is nite and the paths have nitely many
jumps in nite intervals, in which case X is a continuous-time Markov chain under Px.
Let Q=(Q(x; y): x; y2S) be the generator of X under Px, and let K=(K(x; y): x; y2A)
be the restriction of Q to A. We assume that:
A4. K is irreducible and Px( <1) = 1 for at least one x2A.
Under A4, it follows that there exists a positive scalar c such that c−1(K + cI) is
strictly substochastic and irreducible. The Perron{Frobenius theorem for nite matrices
then implies that there exists a scalar 2(0; 1) and positive vectors h and  such that
c−1(K + cI)h= h and c−1(K + cI) = ;
from which we obtain
Kh=−h and K =−
for = c(1− )> 0. For x; y2A, let
G(x; y) = K(x; y)
h(y)
h(x)
+ xy
and observe that G = (G(x; y): x; y2A) is a generator. Standard properties of matrix
exponentials imply that
(eGt)(x; y) = et
h(y)
h(x)
(eKt)(x; y):
Hence, if ~Px() is the probability on the path-space of X under which X has
generator G,
~Px(X (t) = y) = et
h(y)
h(x)
Px(X (t) = y;  > t):
Put
(x) =
(x)h(x)P
z2A (z)h(z)
;
it is easily veried that  = ((x): x2A) is the stationary distribution of X under G.
Let ~P() be the probability on the two-sided path-space corresponding to X = (X (t):
−1<t<1) under which X has nite-dimensional distributions given by
~P(X (t1) = x1; : : : ; X (tm) = xm; X (0) = x0; X (tm+1) = xm+1; : : : ; X (tn) = xn)
= (x1) ~Px1 (X (t2 − t1) = x2) : : : ~Pxm(X (−tm) = x0)
Px0 (X (tm+1) = xm+1) : : :Pxn−1 (X (tn − tn−1) = xn)
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for t1<t2<   <tm < 0<tm+1<   <tn and x0; : : : ; xm2A with xm+1; : : : xn2S.
Finally, let P be the probability on the two-sided path-space dened by
P(X2) =
~E[I(X2)=h(X (0))]
~E[1=h(X (0))]
:
The following result has a proof essentially identical to that of Theorem 1.
Proposition 2. Under A4;
Px((X (t + u): − a6u6a)2  j >t) t:v:!P((X (u): − a6u6a)2)
as t !1; for each x2A and a>0.
To describe the transition structure of X under P, let u() = (u(; x): x2A) be the
unique solution to
u0(t) = Gu(t);
s=t u(0; x) = 1=h(x); x2A:
Note that u(t; x) = ~Ex[1=h(X (t))]. Also, let Y = (Y (t): − 1<t<1) be dened
by Y (t) = X (−t), and set
v(t; x) =
X
z2A
(z)Pz(X (t) = x)
for x2S, t>0.
Theorem 6. Assume A4. Then; under P; X is a Markov process for which
P(X (t + h) = yjX (u): u6t)
= X (t)y + Q(t; X (t); y)h+ o(h) a:s:
as h # 0; where
Q(t; x; y) = G(x; y)
u(−t; y)
u(−t; x) − xy
u0(−t; y)
u(−t; x)
for t < 0 and x; y2A; and Q(t; x; y) =Q(x; y) for t>0 and x; y2S. Furthermore; Y is
also a Markov process under P and
P(Y (t + h) = yjY (u): u6t)
= Y (t)y + QR(t; Y (t); y)h+ o(h) a:s:
as h # 0; where
QR(t; x; y) = Q(y; x)
v(−t; y)
v(−t; x) − xy
v0(−t; x)
v(−t; x)
for t < 0 and x; y2S; and
QR(t; x; y) = Q(y; x)
(y)
(x)
+ xy
for t>0 and x; y2A.
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Proof. To establish that X and Y are Markov follows the same argument as in discrete
time, as does the fact that Q(t; x; y) =Q(x; y) for t>0. For t < 0, note that for > 0,
P(X (t + ) = yjX (t) = x)
= ~Px(X () = y)u(−t − ; y)=u(−t; x)
= (xy + G(x; y)+ o())(u(−t; y)− u0(−t; y) + o())u(−t; x)−1
= xy + 

G(x; y)
u(−t; y)
u(−t; x) − xy
u0(−t; x)
u(−t; x)

+ o():
As for the reversed process, we have that for t>0; > 0, and x 6= y,
P(Y (t + ) = yjY (t) = x)
= ~P(X (−t − ) = y; X (−t) = x)= ~P(X (−t) = x)
= (y)G(y; x)=(x) + o()
= 
(y)
(x)
Q(y; x) + xy + o():
On the other hand, for t < 0; > 0, and x 6= y, we get
P(Y (t + ) = yjY (t) = x)
=
~E[1=h(X (0)) I(X (−t − ) = y; X (−t) = x)]
~E[1=h(X (0)) I(X (−t) = x)]
= v(−t − ; y)Py(X () = x)=v(−t; x)
= (v(−t; y)− v0(t; y) + o())(xy + Q(y; x) + o())v(−t; x)−1
= xy + 

Q(y; x)
v(−t; y)
v(−t; x) − xy
v0(t; x)
v(t; x)

+ o()
as  # 0, completing the proof.
Remark 6. The limit measure P has exactly the same structure as in discrete time. In
particular, both X and Y are time-inhomogeneous in (−1; 0) and time-homogeneous in
(0;1). Furthermore, because of our nite state space assumption, the time-
inhomogeneity to the left vanishes asymptotically.
We turn next to the two-sided limit that is appropriate to approximating the dis-
tribution of X , conditional on   = t (with t large). An immediate consequence of
Proposition 2 is that
Px((X (t + u): − a6u6a)2  j 2[t; t + h))
t:v:!P((X (u): − a6u6a)2  j 2[0; h))
as t ! 1, for each x2A and a>0. The next result describes the behavior of the
right-hand side as we shrink h to zero. For x; y2S, put R(x; y) =−Q(x; y)=Q(x; x) for
x 6= y, with R(x; x) = 0.
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Proposition 3. Assume A4. Then;
P(X2  j 2[0; h))) P(X2)
as h # 0 (in the Skorohod topology on D(−1;1)); where
P

() = P((X  + t: −1<t<1)2)
and has nite-dimensional distributions given by
P

(X (t1) = x1; : : : ; X (tm) = xm; X (0) = x0; X (tm+1) = xm+1; : : : ; X (tn) = xn)
=
X
z2A
P(X (t1) = x1; : : : ; X (tm) = xmjX (0) = z)
 (z)R(z; x0)P
w2A
P
y2Ac (w)R(w; y)
Px0 (X (tm+1) = xm+1; : : : ; X (tn) = xn)
for t1<t2<   <tm < 0<tm+1<   <tn; x1; : : : ; xm2A; x02Ac; and xm+1; : : : ; xn2S.
Proof. The weak convergence follows from Theorem 5 in Glynn and Thorisson (2000).
In order to establish the nite-dimensional distributions let  = infft>0: X (t−) 6=
X (0)g be the rst positive jump time of X and observe that
P(X2  j 2[0; h)) = P(X2  jX ()2A;6h) + o(1):
But
P(X (t1) = x1; : : : ; X (tn) = xnjX ()2A;6h)
=
X
z2A
y2Ac
P(X (t1) = x1; : : : ; X (tn) = xnjX (0) = x; X () = y;6h)
 (z)R(z; y)P
w2A
y02Ac
(w)R(w; y0)
=
X
z2A
P(X (t1) = x1; : : : ; X (tm) = xmjX (0) = x)

R h
0 (z)exp(−(z)s)  Px0 (X (tm+1 − s) = xm+1; : : : ; X (tn − s) = xn) ds
1− exp(−(z)h)
X
w2A
y02Ac
(w)R(w; y0)
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!
X
z2A
P(X (t1) = x1; : : : ; X (tm) = xmjX (0) = x)
Px0 (X (tm+1) = xm+1; : : : ; X (tn) = xn)
(z)R(z; x0)P
w2A
y2Ac
(w)R(w; y)
as h # 0, proving the result.
Using the Markov structure of P to the left and that of P to the right, it is straight-
forward to describe the transition structure of X under P. For reasons of brevity, we
omit both the statement and proof. Furthermore, it is easy to prove a characterization
result analogous to Theorem 5. Specically, if V is an exponential () r.v. independent
of X under P, then
P(X2) = P((X (u− V ): −1<u<1)2):
We conclude this section by describing the relevant theory in the diusion context.
Let B = (B(t): t>0) be a k-dimensional standard Brownian motion. Suppose that A
is open and that X is an Rd-valued process that is a strong solution of the stochastic
dierential equation
dX (t) = (X (t)) dt + (X (t)) dB(t);
where  :Rd ! Rd and  :Rd ! Rdk are the drift and dispersion matrices of the
diusion, respectively. For x2Rd, put
ai‘(x) =
kX
j=1
ij(x)‘j(x)
and let
L=
dX
i=1
i(x)
@
@xi
+
1
2
dX
i; j=1
aij(x)
@2
@xi@xj
:
Assume that:
A5. There exists a bounded twice continuously dierentiable function h such that
h(x)> 0 whenever x2A and h(x) = 0 for x2Ac In addition, there exists a scalar
> 0 for which
Lh=−h:
Put k(x)=log h(x), and let kn be a twice-continuously dierentiable function that agrees
with k on An = fx: h(x)> 1=ng. Put  n = infft>0: X (t)2Acng. Then, Ito^’s formula
establishes that for t6 n,
dkn(X (t)) = (Lh)(X (t))=h(X (t)) dt +  (t) dB(t)− 12 (t) (t) dt (4.1)
where  (t) = ( j(t): 16j6k) has components given by
 j(t) =
dX
i=1
@h
@xi
(X (t))ij(X (t))=h(X (t)):
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Observe, as a consequence of (4.1), that
exp((t ^  n) + kn(X (t ^  n))− kn(X (0)))
= exp
 Z t^ n
0
 (s) dB(s)− 1
2
Z t^ n
0
 (s) (s) ds
!
, L(t ^  n):
Then, Girsanov’s formula (see, for example, Karatsas and Shreve, 1988) asserts that
if X (0) = x2A, there exists a probability ~Px() on the path-space of X under which X
satises, in a weak sense, the stochastic equation
X (t ^  n) = x +
Z t^ n
0
~(X (s)) ds+
Z t^ n
0
(X (s)) dB(s);
where ~(x) = ( ~i(x): 16i6d) is given by
~i(x) = i(x) +
dX
‘=1
@h
@x‘
(X (t))
ai‘(X (t))
h(X (t))
:
Furthermore,
~Px((X (u ^  n): 06u6t)2) = Ex[I((X (u ^  n): 06u6t)2)L(t ^  n)]: (4.2)
Hence,
~Px( n6t)6Ex[I( n6t)h(X ( n))et=h(x)]
6
1
n
Px( n6t)et=h(x)6
1
n
et=h(x)! 0
as n!1, so that ~Px( 6t) = 0 for t>0. Relation (4.2) then yields
Px( >t) = e−t ~Ex[h(X (0))=h(X (t))]: (4.3)
Furthermore, (4.2) establishes that for x2A,
Px((X (u): 06u6t)2;  > t)
= e−t ~Ex[I((X (u): 06u6t)2)h(X (0))=h(X (t))]; (4.4)
where X satises
dX (t) = ~(X (t)) dt + (X (t)) dB(t) under ~Px:
We now add an assumption that forces X to be positive recurrent under ~Px.
A6. Suppose that there exists a probability  such that for each x2A; ~Px(X (t))2) t:v:! ()
as t !1. In addition, for x2A
~Ex[1=h(X (t))]!
Z
A
(dy)=h(y) as t !1:
Let ~P be the probability on the two-sided path-space supporting X = (X (t) : −1<
t<1) under which ~P(X (t)2) = () for t60 and under which X satises
dX (t) = b(t; X (t)) dt + (X (t)) dB(t)
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where
b(t; x) =
(
~(x) for t60;
(x) for t > 0:
Then, let P be the probability on the two-sided path-space under which
P(X2) =
~E[I(X2)=h(X (0))]
~E[1=h(X (0))]
: (4.5)
The following result has a proof identical to that of Theorem 1; see (4.3) and (4.4).
Proposition 4. Assume A5{A6. Then;
Px((X (t + u): − a6u6a)2  j >t) t:v:!P((X (u): − a6u6a)2)
as t !1; for each x2A and a>0.
It follows easily from (4.5) that X is Markov under the two-sided taboo limit dis-
tribution P. To identify the exact dynamics of X under P, we need some additional
assumptions:
A7. Put u(t; x) = ~Ex[1=h(X (t))] for t>0 and x2A. Then, u = (u(t; x): t>0; x2A) is a
twice-continuously dierentiable function satisfying u(0; x) = 1=h(x) and
@u
@t
= Gu;
where
G =
dX
i=1
~i(x)
@
@xi
+
1
2
dX
i; j=1
aij(x)
@2
@xi@xj
:
A8. For 16j6k, let
j(t) =
dX
i=1
@u
@xi
(−t; X (t)) ij(X (t))
u(−t; X (t)) :
Then, if (t) = (j(t): 16j6k),
~E
"
exp
 
1
2
Z 0
t
(s)  (s) ds
!#
<1 for t60:
Put k(t; X (t)) = log u(−t; X (t)) for t60, and set ut(x) = u(−t; x). Then, Ito^’s formula
and A7 together yield
dk(t; X (t)) =

(Gut)(X (t))− @@t u(−t; X (t))

u(−t; X (t)) dt
+(t) dB(t)− 12(t)  (t) dt
=(t) dB(t)− 12(t)  (t) dt: (4.6)
Put b(t; x) = (bi (t; x): 16i6d), where
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bi (t; x) =
8>><
>>:
~i(x) +
dX
‘=1
@u
@x‘
(−t; X (t)) ai‘(X (t))
u(−t; X (t)) ; t60;
i(x); t > 0:
As a consequence of (4.6) and A8, Girsanov’s formula establishes that if P is the
probability on the two-sided path-space under which
dX (t) = b(t; X (t)) dt + (X (t)) dB(t);
then
P((X (u): − a6u6a)2) = ~E[I((X (u): − a6u6a)2)
exp(k(0; X (0))− k(t; X (t))] for t6− a: (4.7)
But recall that exp(−k(t; X (t)))=1=u(−t; X (t)). Since h is bounded above, u(−t; X (t))
is bounded below, and consequently exp(−k(t; X (t)) is bounded. Furthermore, the back-
wards martingale convergence theorem and A6 imply that
u(−t; X (t)) = ~E[1=h(X (0))jX (u): u6t] a:s:! ~E[1=h(X (0))]
as t ! −1. Hence, the Dominated Convergence Theorem can be applied to (4.7),
providing the identity
P((X (u): − a6u6a)2)
= ~E[I((X (u): − a6u6a)2)exp(k(X (0))]= ~E[1=h(X (0))]
=
~E[I((X (u): − a6u6a)2)=h(X (0))]
~E[1=h(X (0))]
=P((X (u): − a6u6a)2):
In other words, P = P. We summarize this discussion with the following theorem.
Theorem 7. Assume A5{A8. Then; under P; X is a weak solution of
dX (t) = b(t; X (t)) dt + (X (t)) dB(t);
where for 16i6d;
bi (t; x) =
8>><
>>:
i(x) +
dX
‘=1
(
(@h=@x‘)(X (t))
h(X (t))
+
(@u=@x‘)(−t; X (t))
u(−t; X (t)) ) ai‘(X (t)); t60
i(x); t > 0:
Remark 7. As in the continuous-time Markov chain setting, it is straightforward to
show that bi (; x) is continuous at t = 0 for x2A.
For the development of a result in the diusion setting comparable to Proposition 3,
we refer the reader to the general theory provided in our companion paper; Glynn and
Thorisson (2000).
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5. Coupling from the past
In this section, we provide an extension of the idea of Propp and Wilson (1996) to
our current context. Specically, we are concerned here with exact sampling from a
taboo-stationary version of a discrete- or continuous-time Markov chain for which A
is a nite set of states. Somewhat remarkably, the algorithm presented below provides
exact samples of the taboo-stationary version without assuming any apriori knowledge
of the solution to the eigenvalue problem dened in A1. In particular, the algorithm
assumes no knowledge of the Perron{Frobenius eigenvalue , or its corresponding
Perron{Frobenius eigenfunction h and eigenmeasure .
Let X = (Xt : t>0) be a discrete- or continuous-time Markov chain and let   be
the rst exit time out of a nite irreducible aperiodic set of states A. Let X  = (X t :
−1<t<1) be the two-sided taboo limit process, that is, in the discrete time case
X  has the distribution P in Theorem 1 and in the continuous time case X  has the
distribution P in Proposition 2. Fix an m>1.
Initial step: Fix x2A and generate i.i.d. versions X (−m;x;1), X (−m;x;2), X (−m;x;3); : : : of
X starting at time −m in state x. Let  (−m;x;1),  (−m;x;2),  (−m;x;3); : : : be the rst exit
times out of A and continue generating until
K (−m;x) = inffk>1:  (−m;x;k)> 0g:
Put
X (−m;x):=X (−m;x;K
(−m; x))
and note that
P(X (−m;x)2) = Px((Xm+t : − m6t <1)2  j >m):
Do this for each x2A.
Recursive steps: For n>m, x x2A and generate i.i.d. versions X (−n;x;1), X (−n;x;2),
X (−n;x;3); : : : of X starting at time −n in state x. Let  (−n;x;1),  (−n;x;2),  (−n;x;3); : : : be
the rst exit times out of A and continue generating until
K (−n;x) = inffk>1:  (−n;x; k)> 0g:
Dene a chain X (−n;x) by
X (−n;x) = (x; X (−(n−1);y)) if X (−n;x;K
(−n; x))
−(n−1) = y; y2A;
and note that
P(X (−n;x)2) = Px((Xn+t : − n6t <1)2  j >n): (5.1)
Do this for each x2A.
Final step: Continue until
N = inffn>m: the set fX (−n;x)−m : x2Ag is a singletong:
Theorem 8. Let X be a discrete-time or continuous-time Markov chain and A a nite
irreducible aperiodic set of states. Let m>0 and x2A. Then N is nite a.s. and
(X (−N;x)t : − m6t <1) is a copy of (X t : − m6t <1): (5.2)
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Proof. According to Remark 8 below, there are x0; n0; n1 and p> 0 such that
Px(Xn0 = x0j >n)>p for all x2A and n>n1: (5.3)
We may take n1>m. The events
Bk = fthe random set fX (−n1−kn0 ; x)−n1−kn0+n0 : x2Ag is a singletong; k>1;
are independent and
P(Bk)>P(X
(−n1−kn0 ; x;K (−n1−kn0 ; x))
−n1−kn0+n0 = x0 for all x2A)
>p#A=: q> 0:
Thus,
P(N >n1 + kn0)6(1− q)k
and sending k to 1 shows that P(N <1) = 1.
It remains to establish (5.2). We have
(X (−n;x)t : − m6t <1) = (X (−N;x)t : − m6t <1) on fN6ng
and thus, as n!1,
P((X (−n;x)t : − m6t <1)2) t:v:! P((X (−N;x)t : − m6t <1)2):
From this and (5.1) it follows that (5.2) holds.
Remark 8. In the above proof we needed the result that there are x0; n0; n1 and p> 0
such that (5.3) holds. For a discrete-time X this is a straightforward consequence of
the next proposition. For a continuous-time X this in turn follows from the fact that X
observed at integer times forms a discrete-time chain and that A is irreducible aperiodic
for this discrete-time chain if it is irreducible for X .
Proposition 5. Consider a discrete-time Markov chain and suppose S is discrete and
A1{A3 are in force. Then; for m>0; x; y2A;
Px(Xm = yj >n+ m)! Gm(x; y) as n!1;
where Gm = (Gm(x; y): x; y2A) is the mth power of G.
Proof. Note that (3.1) implies that
P(Xm = yj >n+ m) =
~Ex;n+m[I(Xm = y)=h(Xn+m)]
~Ex;n+m[1=h(Xn+m)]
=
Gm(x; y)
P
z2A G
n(y; z)=h(z)P
z2A Gn+m(x; z)=h(z)
! Gm(x; y)
as n!1.
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