The main object of study in the paper is the distance from a point to a line in the Riemannian manifold associated with the Heston model. We reduce the problem of computing such a distance to certain minimization problems for functions of one variable over finite intervals. One of the main ideas in this paper is to use a new system of coordinates in the Heston manifold and the level sets associated with this system. In the case of a vertical line, the formulas for the distance to the line are rather simple. For slanted lines, the formulas are more complicated, and a more subtle analysis of the level sets intersecting the given line is needed. We also find simple formulas for the Heston distance from a point to a level set. As a natural application, we use the formulas obtained in the present paper to compute the small maturity limit of the implied volatility in the correlated Heston model.
Introduction
In this paper, we study a special Riemannian manifold. We call it the Heston manifold because it is intimately related to the Heston model of financial mathematics.
The Heston model is one of the classical stock price models with stochastic volatility. The stock price process S and the variance process V in the Heston model satisfy the following system of stochastic differential equations:
where a ≥ 0, b ≥ 0, c > 0, and r ≥ 0 is the interest rate. In (1), W and Z are correlated standard Brownian motions such that d W, Z t = ρdt with ρ ∈ (−1, 1). The Heston model was introduced in [13] . We refer the interested reader to [10, 11, 14, 18] for more information on the Heston model. For the sake of simplicity, we assume throughout the paper that r = 0. Let us denote by X the log-price process in the Heston model defined by X = log S. Then the model in (1) takes the following form:
The state space for the process (X, V ) is the closed half-plane H = (x, v) ∈ R 2 : v ≥ 0 . The initial condition for the two-dimensional process (X, V ) will be denoted by (x 0 , v 0 ).
The Riemannian metric form associated with the uncorrelated Heston model, that is, the model with ρ = 0, is defined on the interior H
• of the closed half-plane H as follows:
This form generates the Riemannian distance d H on H.
We call the open half-plane H • , equipped with the metric form defined above, the Heston Riemannian manifold (see [12] for more details). The line {(x, v) : v = 0} is the boundary of the Heston manifold, and the manifold is incomplete. Remark 1. Riemannian metrics similar to that in (2) also appear in other fields of mathematics. For example, P. Daskalopoulos and R. Hamilton used the Riemannian metric in the right half-plane, defined by ds 2 = (2x)
to study the regularity of the interface of the evolution p-Laplacian equation (see [4] ) and the porous medium equation (see [3] ). Daskalopoulos and Hamilton call the metric in (3) the cycloidal metric, since all the geodesics of this metric can be obtained from the standard cycloid curve by translation and dilation, or are horizontal lines (see Proposition I.2.1 in [3] ).
Methods of mathematical analysis and differential geometry found numerous applications in quantitative finance. A good source of information about such applications is the book [14] by P. Henry-Labordère. This book also discusses the geometry of the Heston model. In [12] , the author and P. Laurence found explicit formulas for the Heston Riemannian distance between two points. The main emphasis in the present paper is on the distance from a point to a line in the Heston manifold. A new method of studying the Heston manifold is suggested in the paper. The main idea behind this method is to use the level sets associated with a new curvilinear system of coordinates in the Heston manifold (see Subsection 2.3). We link the problem of computing the distance to a line with certain minimization problems for functions of one variable over finite intervals. A natural application of any description of the distance to the line in the Heston manifold is to the study of the small-time behavior of the implied volatility, since it is known how the leading term in the small-time asymptotic expansion of the implied volatility in the correlated Heston model is related to the distance to the line in the Heston manifold (see Section 6) .
In the case where ρ = 0, the Heston Riemannian distance will be denoted by d
H . The following equality holds for the Riemannian distance d (ρ) H and the distance d H in the corresponding uncorrelated Heston model (see (7) in [12] ):
Fix real numbers γ and β, and denote by L β,γ the line in the upper half-plane H given by {(x, v) ∈ H : x = β + γv, v ≥ 0} .
The symbol D β,γ will stand for the distance from the point (0, 1) ∈ H to the line L β,γ in the uncorrelated Heston model (ρ = 0). We have
{d H ((0, 1), (β + γv, v))} .
Remark 2. Note that the minimum in (5) can not be attained at infinity. This assertion can be obtained, using the following two-sided estimates for the Heston distance established in [16] , Proposition 4.3.2:
for all (x 0 , v 0 ) ∈ H and (x 1 , v 1 ) ∈ H, where
Indeed, (6) shows that for all β and γ, Remark 3. Note that (7) implies the following equality:
for all x ∈ R and v ≥ 0.
Remark 4. A two-sided estimate, equivalent to that in (6) , but with no information on the constants, is formulated in part 1 of [3] and part 2 of [4] .
Let (x 0 , v 0 ) ∈ H and (x 1 , v 1 ) ∈ H be points in the Heston manifold such that at least one of them is not on the boundary. The following explicit formula for the Riemannian distance d H between those points was obtained in [12] :
where δ = δ((x 0 , v 0 ), (x 1 , v 1 )) is the unique solution to the equation
satisfying the condition −2π < δ < 2π. It follows from (5), (9) , and (10) that
where δ with −2π < δ < 2π is the unique solution to the following equation:
However, formula (11) is not very efficient numerically, since in order to use it in computations, we need to solve equation (12) for every v ≥ 0. Our main objective in the present paper is to find simple and efficient formulas for the distance D β,γ to the line L β,γ in the uncorrelated Heston model. For vertical lines, the main results concerning the distance to the line problem are contained in Theorem 1. For right slanted lines, the main distance formulas can be found in Theorems 6 and 8, and in Section 4. Finally, for left slanted lines, the main results are contained in Theorem 7.
Set
Lemma 2. For all v ≥ 0 and −2π < δ < 2π,
Proof. We have
Finally, using (23) and (27), we obtain (26).
In the next lemma, we find an invertible majorant for the function f . The proof uses formula (26).
Lemma 3.
The following inequality holds for all v ≥ 0 and 0 < δ < 2π: f (v, δ) ≤ g(v, δ), where the function g is defined as follows:
Proof. We have sin δ ≤ δ, 0 < δ < 2π,
and sin
Let 0 < δ ≤ π. Then, using (26), (29), (30), and (31), we obtain
Now, let π ≤ δ < 2π. Then (26), (29), (30), and (32) imply
Our next goal is to show that
for all π ≤ δ < 2π. It is easy to see that it suffices to prove the following inequality:
for all 1 ≤ u < 2. The inequality in (35) is equivalent to the inequality u(2 − u) ≤ 1, 1 ≤ u < 2, which is clearly true. This establishes (34). Moreover, it follows from (33) and (34) that
Now, Lemma 3 follows from (34) and (36).
The next statement provides a useful estimate from below for the parameter δ in the Heston model.
Proof. It is easy to see that the function δ → g(v, δ), where g is defined by (28), is strictly increasing and continuous on the interval (0, 2π). It is also clear that this function maps (0, 2π) onto
, and the inequality in Lemma 4 with h = g −1 (v, ·) follows from the previous estimate and (28). This completes the proof of Lemma 4.
Level sets of the function δ
The level sets Γ θ , −2π < θ < 2π, of the function (x, v) → δ((0, 1), (x, v)) play an important role in the present paper. The definition of the set Γ θ is as follows:
, and moreover
We will next study the structure of the level sets of δ. It is not hard to see that the functions
are positive and increasing on (0, 2π) (negative and increasing on (−2π, 0)). It follows from (23) that for 0 < θ < 2π, the level set Γ θ is contained in the set (x, v) ∈ H : x > 0. Moreover, it is not hard to see that the Heston manifold is covered by a disjoint family of the level sets Γ θ with −2π < θ < 2π. Note that for fixed θ with 0 < θ < 2π, the level curve Γ θ intersects the half-line {(x, v) ∈ H : x > 0, v = 0} at the point (ψ(θ), 0) where the function ψ is defined by
The previous statement follows from (23). Therefore, for 0 < θ < 2π,
and thus
Lemma 5. The function ψ defined by (38) is strictly increasing on the interval (0, 2π).
Proof. Differentiating the function ψ, we obtain
This completes the proof of Lemma 6. Our next goal is to compute the derivatives of the function v defined in (44). Using (41), (43), and (44), we obtian ∂v ∂x
In addition, using (41) in (48), we get
for all ψ(θ) ≤ x < ∞. Next, differentiating (49), we obtain
for all ψ(θ) ≤ x < ∞.
Remark 8. Let 0 < θ < 2π. Then the one-sided tangent line to the level curve Γ θ at the point (ψ(θ), 0) is horizontal. This follows from (48) and the equality U (θ, ψ(θ)) = 0.
The next lemma describes the structural properties of the level sets Γ θ , 0 < θ < 2π. (44) is strictly increasing and convex on the interval [ψ(θ), ∞).
Remark 9. For every θ with −2π < θ < 2π, the level set Γ θ is convex. Indeed, for 0 < θ < 2π, the convexity of Γ θ follows from Lemma 7. For θ = 0, we have Γ 0 = {(0, v) : v ≥ 0}, while for −2π < θ < 0, we can use (37).
Proof of Lemma 7.
It is not hard to see, using (48) and (50), that ∂v ∂x > 0 and
This completes the proof of Lemma 7.
The next statement explains why the level sets of the function δ are important in the study of the distance to a line in the Heston manifold.
where the function Λ is defined by (19) . In addition, if θ = 0, then x = 0, and
Remark 10. Theorem 2 will be used in the proof of Theorem 1. We will only need to determine, which level sets Γ θ intersect the given line, and then reduce the set of addmissible values of θ appropriately.
Proof of Theorem 2. If 0 < θ < 2π, then formula (51) follows from (25), (40), (41), and (43). Next, suppose −2π < θ < 0. Then formula (51) can be derived from the equality
(use formula (22) in the proof). Finally, if θ = 0, then formula (52) can be obtained by passing to the limit as δ → 0 in formula (22). The proof of Theorem 2 is thus completed.
A new system of coordinates in the Heston manifold
Using the parameter θ, we can introduce a special system of coordinates in the Heston manifold.
Definition 1. To any point P ∈ H, we assign a label (θ, v) with −2π < θ < 2π and v ≥ 0 as follows: The number v is the second component of the point P in the rectangular system of coordinates, while the number θ is the index of the unique level set Γ θ such that P ∈ Γ θ . We will write P = (θ, v), and call the system of coordinates described above the δ-system.
It is clear that P ↔ (θ, v) is a one-to-one correspondence between H and (−2π, 2π) × [0, ∞). It is also clear that if P = (x, v) in the rectangular system of coordinates, then P = (θ, v) with θ = δ((0, 1), (x, v)) in the δ-system. One can compute the Jacobian determinant associated with the change of variables (x, v) → (θ, v), using the equation f (v, δ) = x, where the function f is defined by (23). We leave these computations as an exercise for the interested reader.
Formulas (22), (24), and (25) allow us to represent the Heston distance d H ((0, 1), P ) in the δ-system of coordinates. For instance, formula (24) implies that if P = (θ, v), then
The next proposition states that the function (θ,
Note that a similar lemma does not hold for the Heston manifold equipped with the rectangular system of coordinates.
Lemma 8. Let P 1 = (θ 1 , v 1 ) and P 2 = (θ 2 , v 2 ) be points in the Heston manifold, and suppose
Proof. Lemma 8 can be easily derived from formula (54). Note that the condition 1 ≤ v 1 is important for the validity of Lemma 8. Indeed, we can construct a counterexample in the case where 0 ≤ v 1 < 1 as follows. Take v 1 = 0, v 2 = 1, and θ 1 = θ 2 = ε, where 0 < ε < π and 2 − 2 cos
Distance to a level set of δ
Our main goal in the present section is to compute the following number:
where −2π < θ < 2π. The number D θ is the Heston distance from the point (1, 0) to the level set Γ θ of the function δ. Put
.
It is clear that
We will use formulas (51) and (55) to compute D θ . It follows from (51) that for 0 < θ < 2π, we have
where the function ψ and Λ are defined by (38) and (19), respectively. To find the critical points corresponding to the minimization problem in (56), we reduce the equation ∂Λ ∂x = 0 to the following:
Next, solving the previous equation, we see that the unique solution is given by
Our next goal is to explain when the critical point x 0 (θ) given by (57) belongs to the set [ψ(θ), ∞).
Lemma 9. Let 0 < θ < 2π. Then the following statements hold:
Proof. The validity of statement 3 in Lemma 9 is clear. We will next prove statement 1. If π < θ < 2π, then θ = η + π, where 0 < η < π. It follows that
This establishes statement 1. It remains to prove statement 2 in Lemma 9. We will show that the following inequalities hold:
Indeed, the inequality θ 2 < x 0 (θ) is straightforward. On the other hand, we have
The last inequality follows from the inequality u < tan u, 0 < u < π 2 . This establishes (58) and completes the proof of Lemma 9.
The next proposition provides formulas for the distance to a level set of the function δ in the Heston manifold.
Theorem 3. The following are true:
and lim
Note that the equality in (62) can also be easily derived by plugging x = ψ(θ) and v = 0 into (25). In addition, (61) and (62) imply that
Finally, it is not hard to see that the first equalities in (59) and (60) follow from (61) -(64), Lemma 9, and (55).
To prove the second equality in (59), we have to compute the value of v corresponding to x = θ+sin θ 2 and θ. Using (25) and the first equality in (59), we see that v satisfies the following equation:
Solving the previous equation, we obtain v = cos 2 θ 2 . This establishes the second equality in (59). The proof of the second equality in (60) is straightforward.
This completes the proof of Theorem 3. Theorem 3 states that for 0 ≤ θ ≤ π, the points where the distance from (0, 1) to Γ θ is attained lie on the parametrized curve given by
This curve is the graph of the following function:
It is clear that the curve connects the points (0, 1) and ( Proof.
This completes the proof of Lemma 10. 
Proof. The components (x, v) of the intersection point satisfy β + γv = 
Note also that θ(0, γ) = τ −1 (γ), where
Remark 12. For π ≤ θ < 2π, the critical point is given by P θ = (ψ(θ), 0). Therefore, it is natural to set θ(β, γ) = ψ −1 (β), for a line L β,γ with β ≥ π 2 and γ > 0.
Distance to a horizontal line in the Heston manifold
The next assertion describes the behavior of the Heston distance function along a horizontal line.
Proof. Using the level sets of δ, we see that as the variable x increases from 0 to ∞ along the horizontal line, the corresponding function δ(x, v) increases from 0 to 2π. We have δ sin
It is easy to see that the function in the numerator of the fraction on the right-hand side of (68) is positive. For π < δ < 2π, this is clear, while for 0 < δ < π, the previous statement follows from the inequality tan u > u, 0 < u < π 2 . Therefore, the function
increases on the interval (0, 2π). In addition, the function δ → − cos δ 2 increases on (0, 2π). Now Lemma 12 follows from formula (22).
Let us fix τ ≥ 0, and denote by ρ τ the horizontal line defined by
The next assertion provides a formula for the distance from a point (0, 1) to the line ρ τ . Note that ρ τ is a level curve with respect to the second component in the δ-system of coordinates.
Theorem 4 follows from Lemma 12 and formula (52).
Minimization problems and the proof of Theorem 1
In the present subsection, we show that the number D β,0 , corresponding to a vertical line in the Heston manifold, is the solution to a minimization problem for a certain function of one variable. We will next characterize the limiting behavior of the Heston distance on the vertical line L β,0 .
Lemma 13. Let β ∈ R. Then the following equality holds
Therefore, for every β ∈ R,
Proof. Using the symmetry properties of the Heston distance, we see that it suffices to prove (69) for β ≥ 0. For β = 0, the equality in (69) can be easily derived from (52). Next, let β > 0. It is not hard to see, using the level sets of δ, that if x = β and v → ∞, then δ → 0. Now (69) follows from (24).
This completes the proof of Lemma 13. It is obvious that D 0,0 = 0. With no loss of generality, we can restrict ourselves to the case where β > 0, since D −β,−γ = D β,γ . The previous equality follows from (53) .
The next assetrion reduces the problem of computing the number D β,0 to a minimization problem for a function of one variable. 
where the function Λ is defined by (19) .
Proof. The line L β,0 intersects the level set Γ θ with 0 < θ < 2π no more than once. Set
This completes the proof of Theorem 5.
The level curves Γ θ with θ = π and θ = −π play an especially important role in the δ-analysis of the Heston geometry. Note that we have ψ(π) = , and the level set Γ π , the set of δ-close points with respect to the point (0, 1), while the complement of this set in H is called the set of δ-far points with respect to (0, 1) (see [12] ). In terms of the paramter δ, the close-point regime is characterized by δ ∈ [−π, π], while the far point regime is described by δ ∈ (−2π, −π) ∪ (π, 2π).
Then the whole line L β,0 is contained in the set of δ-close points with respect to the point (0, 1). However, if π 2 < β < ∞, then the initial segment of the line L β,0 (the set of the points on L β,0 for which π < δ ≤ ψ −1 (β))) is contained in the set of δ-far points, while the rest of the line L β,0 (the set of the points on L β,0 for which 0 < δ ≤ π) is contained in the set of δ-close points with respect to the point (0, 1). We will next show that the initial segment can be disregarded in formula (70). This simplifies computations of the number D β,0 .
Then the following equality holds:
Proof. The proof is based on formula (25). Set ξ(δ) = δ 2 δ−sin δ , and suppose 0 < δ < 2π. Then we have
Now, it is easy to see that ξ ′ (δ) < 0 if 0 < δ < π, ξ ′ (δ) > 0 if π < δ < 2π, and ξ ′ (π) = 0. Therefore, the function ξ is strictly increasing on the interval [π, 2π) and strictly decreasing on the interval (0, π].
Now imagine that we travel along the line L β,0 from the point (β, 0) (we have δ = ψ −1 (β) for this point) to the point on the border between the set of δ-close points and the set of δ-far points (δ = π there). Then δ decreases, and taking into account the previous reasoning, we see that the function ξ also decreases. Moreover, the function (δ, v) → √ v sin δ 2 increases. Overall, the expression on the right-hand side of formula (25) decreases during such a trip. It follows that the initial segment of the line L β,0 , where ψ −1 (β) ≤ δ < π, does not provide any input into formula (51).
This completes the proof of Corollary 1.
Lemma 14. The minimization problems in (70) and (71) admit a unique solution.
Proof. Using the definition in (13), we see that for 0 < β < π 2 ,
Moreover, Corollary 1 implies that for
The second equality in (74) follows from (23). Note that the minimization problems in (72) and (73) correspond to the points on the line L β,0 in the close-point regime with respect to the point (0, 1). Our next goal is to show that the minimization problems in (72) and (73) have a unique solution. It is not hard to check that the infimum in (72) and (73) can not be at infinity. We will next formulate several results from [12] , which will be needed in the proof. The following equality is valid:
where d G is the Carnot-Carathéodory distance in the Grushin model associated with the Heston model (see formula (30) in [12] ). The function
is strictly convex on the set S of all the points in the Grushin upper half-plane, which are δ-close points with respect to (0, 1). This follows from the fact that the function Λ coincides with the Legendre-Fenchel transform of the limiting cumulant generating function for the Grushin model (see Theorem 23 in [12] ). It follows from (75) that the problem of finding the infimum of the function
on the intersection of the line L β,0 with the set S is a convex minimization problem, and therefore it has a unique minimum point y * (β) ≥ 0. Now, (75) implies that y ⋆ (β) is the unique point minimizing the function y → . We will next make a similar reduction in the case where 0 < β < π 2 . Moreover, we will replace the domains in both minimization problems described above by smaller closed intervals.
The following notation will be used in the next corollary. Recall that we denoted by x 0 the function defined by x 0 (θ) = 
Throughout the rest of the paper, we will denote by δ(x, v) the number δ((0, 1), (x, v)).
Proof. Let 0 < β < π 2 , and put θ 0 = x
, and moreover the minimum point
in (59) lies on the line L β,0 . It is not hard to see that the level set Γ x0 separates the point (0, 1) from the vertical segment
It follows from the definition of the Riemannian distance and (59) that 0 (β) can be used in formula (77). We will next explain the appearance of the lower bound δ(β, τ (β)) ≤ θ in formulas (77) and (79). Let us consider the horizontal line ρ τ (β) = {(x, v) ∈ H : v = τ (β)}, where τ (β) is given by (76). This line separates the point (0, 1) from the set S = {(x, y) :
. Moreover, Theorem 4, (59), and (76) imply that for 0 < β <
. Since p ∈ L β,0 , the numbers θ in (23), corresponding to the points in the set S, that is, the numbers θ such that 0 < θ < δ(β, τ (β)), can be disregarded in the minimization problem inf {θ:0<θ≤x
This establishes formula (77) and completes the proof of Corollary 2. For π 2 ≤ β < ∞, we consider the point q ∈ L β,0 such that x = β and θ = π instead of the point p used in the case where 0 < β < 
Then, it is not hard to see, using formula (74), that d H ((0, 1), q) = z(β). We will also need the following function:τ
The proof of Corollary 3 is similar to that of the corresponding part of Corollary 2, and we leave it as an exercise for the interested reader.
Our final goal in the present section is to pass to larger intervals in the minimization problems in (77) and (79) in order to make the expressions for the end points of the minimization intervals simpler. This may be useful in numerical computations. 
while if
Proof. Our first goal is to find simple estimates from above for the functions τ andτ . It follows from (58) that for 0 < β <
and hence
Moreover, for
Analyzing the proofs of Corollaries 2 and 3, we see that any numbers greater than τ (β) andτ (β) can be used in formulas (77) and (79). Moreover, we can take any number between x −1 0 (β) and ψ −1 (β) in formula (77). Finally, taking into account (82), (83), (84), and the previous observation, we establish Corollary 4.
Proof of Theorem 1. We will derive Theorem 1 from Corollary 4, using the estimates in Lemma 3. However, in order the proof given below to be correct, we need to show that for 0 < β < 
Now, (20) follows from (80).
Next, let π 2 ≤ β < ∞. In this case, we need to estimate the quantity δ(β, 5β) from below. We have 0 < β ≤ π 3 12 (5β + √ 5β + 1). Applying the first estimate in (28), we obtain
It follows from the previous estimate and (81) that (21) holds. This completes the proof of Theorem 1.
Distance to a slanted line in the Heston manifold
In this section, we turn our attention to the problem of computing the distance to the line L β,γ with γ = 0. It will be assumed below that β ≥ 0, since the case where β < 0 can be dealt with, using the results obtained for β > 0 and the symmetry properties of the Heston distance. We will first suppose that β ≥ 0 and γ > 0. The case where β > 0 and γ < 0 will be considered later. Let β ≥ 0 and γ > 0. Then, a level set Γ θ intersects the line L β,γ only if 0 ≤ θ < 2π. There is a crucial difference between the cases of vertical lines and slanted ones. For a vertical line, any level set Γ θ intersects the line no more than once. On the other hand, a slanted line may have two intersection points with a level set Γ θ . In the latter case, there are two values of the parameter v for which (β + γv, v) ∈ Γ θ . Plugging x = β + γv into (40) and (41), we obtain the following equation with respect to v:
where
and
In (85), we should also assume that
since x ≥ ψ(θ) in the definition of the level sets. It is easy to see that the inequality in (88) implies that the expression under the square root sign in (85) is nonnegative.
It is clear that the equation in (85) is equivalent to the following quadratic equation with respect to
Equation ( 
On the other hand, if 1 − γB(θ) = 0, then there is only one solution given by
Remark 13. It follows from (90), (91), and (92) that
In our analysis of the Heston distance to a vertical line L β,0 , we used the function θ → Λ(β, θ) (see Theorem 2). Since for a slanted line there may be two choices for √ v, two functions will be used in the minimization problems. Put
where the functions S + β,γ and S − β,γ are defined by (90) and (91), respectively. The definitions of the functions in (95) and (96), are based on formula (22). (0, 2π) .
Lemma 16. 1. The function B defined by (87) is positive and strictly decreasing on the interval

The function −A, where A is given by (86), is positive and strictly increasing on the interval (0, 2π).
Proof. The positivity statements in parts 1 and 2 are easy to establish. Since B(θ) = 1 ψ(θ) , and Lemma 5 holds, the function B is strictly decreasing.
We will next prove the monotonicity statement in part 2 of Lemma 16. We have
In order to prove that −A ′ (θ) > 0, it suffices to show that
Denote by λ 1 and λ 2 the functions on the left-hand side and the right-hand side of (97), respectively. We have λ 1 (0) = λ 2 (0) = 0, λ 
Now we see that λ
. This establishes inequality (97).
The proof of Lemma 16 is thus completed.
Remark 14. We define the number S + β,γ (ψ −1 (γ)) as follows:
where the function S β is given by (92). On the other hand, the limit lim
is not finite, and Λ − β,γ (ψ −1 (γ)) does not exist.
In the sequel, we will use only those solutions to the equation in (85), which are real and nonnegative. Let us assume that 0 < θ < 2π and ψ(θ) = γ. Then the solutions are real if and only if
Moreover, we can restrict ourselves to the case where ψ(θ) ≤ max(β, γ), since otherwise we have S 
Suppose β = γ > 0. The the condition in (99) is valid if and only if η(θ) ≥ β, where
It is easy to see that η is a strictly increasing function on the interval (0, 2π) (use Lemma 16) . In addition, we have lim θ→0 η(θ) = 0 and lim
For every α > 0, set
The function η α is defined for all θ such that 0 < θ < ψ −1 (α). It is not hard to see that the function η α is strictly increasing on the interval (0, ψ −1 (α)) (use Lemma 16 ). We will next analyze condition (99) in the case where γ = β. First, suppose γ > β > 0. Then condition (99) can be rewritten in the following form: η γ (θ) ≥ β, or equivalently θ ≥ η −1 γ (β). Here we assume that 0 < θ < ψ −1 (γ). Note that since η γ (θ) > ψ(θ), we have η −1 γ (β) < ψ −1 (β). If β > γ > 0, we can use the fact that condition (99) does not change if we transpose β and γ, and prove that condition (99) is equivalent to the condition η β (θ) ≥ γ, or equivalently θ ≥ η
Here we assume that 0 < θ < ψ −1 (β). Note that since η β (θ) > ψ(θ), we have η
Main results in the case where γ > 0. Formulations
In this subsection, we formulate a proposition that links the problem of computing the distance to a slanted line L β,γ with γ > 0 to minimization problems for the functions Λ + β,γ and Λ + β,γ given by (95) and (96). The structure of the proof of this proposition is as follows. We first characterize the set of those numbers θ, for which the level set Γ θ intersects the given line L β,γ , then select an appropriate number Λ Recall that the functions ψ, η, and η α are defined by (38), (100), and (101), respectively.
2) Let γ > β > 0. Then
It is important to check whether conditions (88) and (98) hold in the minimization problems in the previous theorem. In part 1 of Theorem 6, we have β = γ > 0 and ψ(θ) < β ≤ η(θ). Therefore,
The last inequality follows form the definition of the function η. In part 2, we use the fact that condition (98) is equivalent to the validity of the inequality η γ (θ) ≥ β (see the remark after formula (101)). The proof of the validity of condition (98) in part 4 is similar. Finally, in part 3, we have γ > β = 0 and 0 ≤ ψ(θ) < γ. This implies that
We will next check the validity of condition (88) in Theorem 6. If θ ≤ ψ −1 (β), then it is easy to see that (88) holds. In the rest of the cases, we have ψ
Then, we have
, and (94) that
, and condition (88) holds. Theorem 6 will be proved at the end of the next subsection.
Admissible values of θ and the proof of Theorem 6
In the present subsection, we answer the following question: Which level sets Γ θ intersect the given line L β,γ with β ≥ 0 and γ > 0. First, several typical situations will be discussed. Case 1. Suppose γ = ψ(θ). Then the condition (β + γv, v) ∈ Γ θ implies that √ v = S β (θ) with S β (θ) given by (92). Since A(θ) < 0 and we should have √ v ≥ 0, the point (β + γv, v) in case 1 can belong to the level set Γ θ only if β ≥ ψ(θ). Therefore, both formulas (91) and (92) may be used.
We choose the solution S + β,γ because A(θ) < 0, 1 − γB(θ) > 0, and we should have √ v ≥ 0. We should also assume that ψ(θ) ≤ β because otherwise either the expression under the square root sign on the right-hand side of (90) 
Case 3. Suppose γ > ψ(θ). Then we consider the following three special cases:
Case 3a. Let γ > ψ(θ) and β = ψ(θ). Then both solutions S + β,γ and S − β,γ can be used, and the set L β,γ ∩ Γ θ consists of two points (β + γv 1 , v 1 ) and (β + γv 2 , v 2 ) where
Note that we have
Case 3b. Here γ > ψ(θ) and β < ψ(θ). Taking into account that A(θ) < 0, we see that the set L β,γ ∩ Γ θ is not empty only if the solution S Case 3c. Let γ > ψ(θ) and β > ψ(θ). Then the set L β,γ ∩ Γ θ is not empty only when condition (99) holds, and both solutions S + β,γ (θ) and S − β,γ (θ) can be used. Therefore, under the condition in (99), the set L β,γ ∩Γ θ consists of two points (β +γv 1 , v 1 ) and (β +γv 2 , v 2 ) for which
2 . Note that if in (99) we have the equality instead of the inequality, then the two solutions degenerate into one solution given by
In a sense, condition (99) controls the distance between the points on L β,γ and Γ θ which belong to the line v = 0 (these points are (β, 0) and (ψ(θ), 0), respectively). Condition (99) also controls the slope γ of the line L β,γ and the slope ψ(θ) of the linear part of the level set Γ θ . The slopes mentioned above are taken with respect to the vertical axis x = 0.
Our next goal is to find, for a given slanted line L β,γ , the set E β,γ of those θ, for which L β,γ ∩ Γ θ = ∅.
Lines with β = γ > 0. Here cases 1 and 3c are relevant. In case 1, θ = ψ −1 (β) and v = 0. In case 3c, θ is such that θ < ψ −1 (β). We have to assume here that η(θ) ≥ β, where the function η is defined in (100), since for β = γ the previous inequality is equivalent to condition (99). It follows that
Lines with γ > β > 0. It is not hard to see that in the case where γ > β > 0, we have to take into account only cases 3a, 3b, and 3c described above. In case 3a, the input into E β,γ is θ = ψ −1 (β). In case 3b, the input is ψ −1 (β) < θ < ψ −1 (γ). Finally in case 3c, we take into account the previous reasoning involving the function η γ . It follows that the input in this case is η
. Summarizing what was said above, we obtain the following formula:
Lines with γ > β = 0. In this case, we have Lines with β > γ > 0. For a line L β,γ with β > γ > 0, only case 1, case 2, and case 3c are relevant. In case 1, the input into E β,γ is θ = ψ −1 (γ). In case 2, the input is the interval (ψ −1 (γ), ψ −1 (β)]. Here we take into account Remark 14. In case 3c, we use the function η β , and rewrite condition (99) as follows:
Lines with β > 0, γ < 0. Here only case 2 is relevant. It follows from the geometrical consider- 
Main results in the case where γ < 0
In the next statement, we find the distance to a left slanted line. 
2) Suppose β > 0 and γ < 0. Suppose also that β < |γ|. Then
Proof. Let β > 0 and γ < 0. Then, using the same ideas as in the proof of Theorem 6 and recalling the results on the intersections of the level sets Γ θ with the left slanted line L β,γ (see Subsection 3.2), we establish the following equality:
The next statement will be used to complete the proof of Theorem 7.
Lemma 17. Let β ≥ 0 and γ < 0, and suppose β > |γ|. Then the following equality holds:
On the other hand, if β < |γ|, then
Remark 16. Lemma 17 states that the minimization problem on the left-hand side of (103) can be reduced to a similar problem on the initial segment of the line L β,γ , connecting the points (β, 0) and 0, β |γ| . Similarly, the minimization problem on the left-hand side of (104) reduces to a similar problem on the ray {(x, v) ∈ H : x = β + γv, x ≤ 0}. Note that the initial point of the ray is the point 0, We use Lemma 12 in the proof of the previous equality. Now, it is clear that (103) holds. The proof of (104) is similar. Finally, it is not hard to see that Theorem 7 follows from (102) and Lemma 17.
Shorter minimization intervals and simplifications in Theorem 6
The minimization problems appearing in Theorem 6 can be simplified under additional restrictions on the parameters β and γ, or in certain cases, without any additional restrictions. In this section, we employ a combination of several methods. The critical points P θ(β,γ) will be used (see the definitions in Lemma 11 and Remark 12). We will also compare the functions Λ + β,γ (θ) and Λ − β,γ (θ). Moreover, it will be shown that the function θ → Λ − β,γ (θ) increases on a special set. The methods developed in the present section, will allow us to choose shorter minimization intervals in Theorem 6.
Useful facts
Our first goal in the present subsection is to compare the functions Λ 
Next, using (90) and (91) and simplifying the resulting expressions, we obtain
Taking into account (86) and (87), we see that
Finally, using (98), (105), and (106) we see that
Now, it is clear that Lemma 18 follows from the previous equality. Lemma 19. For every γ > 0, 2 arctan γ < min{η −1 (γ), π}.
Proof. The inequality 2 arctan γ < π is trivial, while the inequality 2 arctan γ < η −1 (γ) can be rewritten as follows:
Since
we have
In order to establish the inequality in (107), it suffices to prove that α − sin α cos α − α cos α + sin α sin 2 α < sin α cos α , or α cos α − α cos 2 α + sin α cos α < sin α.
It is easy to see that the previous inequality is equivalent to the well-known inequality α < tan α, 0 < α < 
It is clear that formula (91) implies the following:
Next, using Lemma 16, we see that the functions θ → F β,γ (θ) and θ → G β,γ (θ) are increasing on the set E. Hence, the function θ → S 
Simplifications
Theorem 6 links the distance to a slanted line in the Heston manifold to certain minimization problems for the functions Λ + β,γ and Λ − β,γ . In the present subsection, we show that some of the formulas in Theorem 6 can be simplified. Certain additional restrictions may be needed in these simplifications.
Recall that for 0 ≤ β < π 2 and γ > 0, the number θ(β, γ) is defined as follows: θ(β, γ) = ζ −1 γ (β), where the function ζ γ is given by (67). Moreover, for π 2 ≤ β and γ > 0, we put θ(β, γ) = ψ −1 (β) (see Lemma 11 and Remark 12) .
Our first result in the present subsection simplifies part 1 of Theorem 6.
Proof. The inequality 2 arctan β < η −1 (β) follows from Lemma 19. Moreover, the values of the parameter θ in the minimization problems in part 1 of Theorem 6 satisfy the condition η −1 (β) ≤ θ. Now, Lemma 18 implies that for such values of θ, Λ 
Proof. The proof of Corollary 7 is a mixture of analytical and geometrical methods. Consider the line L β,β with 0 < β < π 2 . A geometrical analysis of the result in part 1 of Theorem 6 leads us to the conclusion that if θ = η −1 (β), then the line L β,β is tangent to the level set Γ θ . In this case, we have S 
The line L β,β intersects the curve described in (65) at exactly one point P θ(β,β) (see Lemma 11) . Put θ 0 = θ(β, β) and consider the level set Γ θ0 . The line L β,β is a secant of the convex set Γ θ0 . Denote by L − β,β the part of L β,β that is separated from the point (0, 1) by the level set Γ θ0 , and by L + β,β the remaining part of L β,β . It follows from the definition of the Riemannan distance that This completes the proof of Corollary 7.
The next corollary states that we can choose a longer, but simpler, minimization interval in Corollary 7. Proof. Taking into account Corollaries 7 and 8, we see that it suffices to prove the following estimates:
θ(β, β) < 2β < ψ −1 (β), 0 < β < π 2 .
Since θ(β, β) = ζ −1 β (β), the estimates in (110) can be rewritten in the following equivalent form:
ψ(2β) < β < ζ β (2β), 0 < β < π 2 .
It is known that sin β > β cos β, for all 0 < β < π 2 .
Next, using (67) and (112), we obtain ζ β (2β) = 2β + sin(2β) − β(1 + cos(2β)) 2 = β + sin β cos β − β cos 2 β = β sin 2 β + sin β cos β > β.
This establishes the second inequality in (111).
To establish the first inequality in (111), we use (38) and (112). This gives ψ(2β) = 2β − sin(2β) 1 − cos(2β) = β − sin β cos β sin 2 β < β.
The proof of Corollary 8 is thus completed. The next statement simplifies part 2 of Theorem 6. 
where θ 0 = δ((0, 1), (γ, 1)). Our next goal is to prove that
It follows from (10) that θ 0 = f −1 (γ), where f (δ) = δ − δ cos 
