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Abstract
This paper explores the use of thresholded hyperplanes
as the building blocks of a classiﬁer for face detection. We
are motivated by the work of Viola and Jones [10] who used
Haar-like wavelet features as their weak classiﬁers in the
AdaBoost learning algorithm. These weak classiﬁers were
chosenfor theirspeed. We explorehowmuchmaybegained
by using more powerful but less computationally efﬁcient
weak classiﬁers. The generalized Haar wavelets used in
Viola and Jones can be viewed as a constrained subset of
linear hyperplanes. Can a more powerful detector be con-
structedif weuseunconstrainedlinearhyperplanesinplace
of the generalized Haar wavelets? In addition to being of
theoretical interest, this question has practical importance
for hardware implementations of a face detector in which
dot products may be very fast to compute.
The difﬁculty with using thresholded hyperplanes as
weak classiﬁers is that the brute force search over all possi-
ble hyperplanes which was used in Viola-Jones is no longer
practical. We propose a new gradient descent based algo-
rithm which ﬁnds separating hyperplanes by directly min-
imizing the AdaBoost Z score. We also provide a baseline
comparison to other search algorithms for unconstrained
hyperplanes.
1. Introduction
Automatic face detection in photographs has undergone
rapid development in recent years. One important develop-
ment was the rapid detection framework of Viola and Jones
[10]. Part of the success of their framework is the use of
fast-to-compute weak classiﬁers that are combined to yield
a very accurate face detector. These weak classiﬁers are
thresholded Haar-like wavelets also called rectangle fea-
tures. One interesting question that arises is how much
better could more powerful weak classiﬁers do? Haar-like
wavelets can be represented as hyperplanes with particular
constraints. Applying the Haar-like wavelet to the input im-
agepatchisthensimplyadotproduct. Inpractice,Haar-like
wavelets are computedmore efﬁciently by using an integral
image representation, but they are equivalent to a dot prod-
uct (followed by thresholding). Thus, one natural choice
for a more powerful weak classiﬁer is an unrestricted hy-
perplane followed by thresholding. This paper answers the
question of how much better such thresholded hyperplanes
are than rectangle features for face detection.
This question has practical importance as well as the-
oretical interest. Various companies are putting face de-
tectors into products (digital cameras, cell phones, digital
video recorders, etc). In some of these products the face de-
tector is implemented on either a specialized ASIC or on an
embeddedprocessor or DSP chip. Some such hardware can
computea generaldot productjust as fast as a rectanglefea-
ture. In such cases, a signiﬁcant advantage may be gained
by using a face detector based on unrestricted hyperplanes
instead of Haar-like wavelets.
2. Related Work
An extensive survey of multiple different face detection
algorithms was conducted by Lienhart and Maydt [5]. We
however, constrain the discussion to research related to hy-
perplane based weak classiﬁers. There have been a few
other papers that have exploredthe idea of using more pow-
erful hyperplane based weak classiﬁers within AdaBoost to
build a face detector. In their paper on Kullback-Leibler
boosting, Liu and Shum [6] also used a hyperplane as their
weak classiﬁer. They provide a very detailed framework
to ﬁnd the most informative classifying hyperplanes. How-
ever, they mention that the stochastic ascent that is used as
the optimization algorithm in lower dimensional problems
becomes inefﬁcient in high dimensions because of the size
of the search space. They proposea 1D optimization to ﬁnd
optimal features which seems to work very well. Their al-
gorithm also uses multiple thresholds for each hyperplane
to form a sophisticated decision boundary. In comparison,
1our optimization algorithm works on classiﬁcation tasks in-
dependent of the dimensionality of the data, treating low
and high dimensional problems similarly. Additionally, our
weak classiﬁer uses only a single threshold which results in
a much simpler decision boundary, and requires less over-
head and less time to evaluate.
Another paper that used more powerful weak classiﬁers
is Huang et al. [3]. They introducedthe idea of granularﬁl-
ters which are linear combinations of sums within squares.
These ﬁlters can also be computed as a dot product. The
granular ﬁlters can thus also be viewed as a constrained set
of hyperplanes although less constrained than the Haar-like
ﬁlters. Their goal was to use a more powerful set of weak
classiﬁers but ones that are still computationally efﬁcient in
software. Huanget al. also hadtostrugglewiththe problem
of a huge search space and they developeda heuristic based
weak learning algorithm to solve this problem.
Using thresholdedhyperplanesas classiﬁers, bothLi and
Zhang [4], Viola and Jones [10], and Lienhart and Maydt
[5]select ateachAdaBoostiterationasingleﬁlterthatmini-
mizesacost functionfroma ﬁxedovercompleteset ofHaar-
like ﬁlters. Due to the size of the Haar-like feature space,
the methods are forced to sample only a subset of the Haar-
like ﬁlters. This subset, although overcomplete, includes
only ﬁlters with a small number of boxes (up to 4 boxes per
ﬁlter). It is very likely that by either enlarging the sampled
set by adding more boxes, or removing the box restrictions
on the hyperplane, the accuracy of the detector will be in-
creased.
3. Overview of Viola-Jones detection frame-
work
The Viola-Jones [10] detection framework is based on
learning a strong classiﬁer that distinguishes face patches
from non-face patches using the AdaBoost learning algo-
rithm. The core of AdaBoost is the weak learningalgorithm
that chooses a weak classiﬁer which has better than chance
error on the weighted training data. The weak classiﬁer can
be any classiﬁer. In the case of Viola-Jones, it is a thresh-
olded rectangle feature as illustrated in ﬁgure 1. The strong
classiﬁer,
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resulting from conﬁdence-rated AdaBoost
training has the following form (which is slightly different
from that used in [10]):
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Figure 1. Example rectangle ﬁlters shown relative to the image
patch. The sum of the pixels in the gray rectangles are subtracted
from the sum of pixels in the white rectangles.
angle feature and
’
￿
￿
￿
￿
￿
￿
, which is a linear function of the
image patch, a rectangle ﬁlter.
The basic AdaBoost algorithm using conﬁdence-rated
predictions [1, 8] slightly specialized for face detection
learning using linear ﬁlters is given in ﬁgure 2.
In the case of 24x24 pixel example images, the number
of possible rectangle ﬁlters is not too large (on the order of
100,000) and so can be searched over in a brute force man-
ner to ﬁnd the one with lowest error on the weighted data.
As noted previously, a rectangle ﬁlter can be represented
as a hyperplane and evaluated on an image patch by a dot
product. In this sense, the set of rectangle ﬁlters comprise a
very restricted set of hyperplanes and the interesting ques-
tion arises as to how much better the face detector could be
if it used unrestricted hyperplanes instead. This question
has practical importance when considering hardware im-
plementations in which dot products can be computed very
fast.
Another key componentof the Viola-Jones frameworkis
the use of a cascade of classiﬁers to dramatically increase
the speed of the detector. Viola and Jones show that using a
cascade, the average number of weak classiﬁers computed
per patch on a typical image is only 8. For this reason, we
concern ourselves in this paper with only the ﬁrst 10 weak
classiﬁers since this is where almost all of the computation
is done.
There are two ways for unrestricted hyperplanes to do
”better” than rectangleﬁlters. One is for the accuracy(mea-
sured as a ROC curve plotting false positives versus false
negatives) to be improved. The other is for the average
number of weak classiﬁers evaluated per patch to be re-
duced. The speed of the face detector is directly propor-
tional to the average number of weak classiﬁers computed
per patch. In a software implementation in which dot prod-
ucts are much slower than computing rectangle ﬁlters using
the integral image, reducing the average number of weak
classiﬁers computed is overwhelmedby the slowness of the
dot product. But in a hardware implementation in which
dot products are fast, reducing the average number of weak
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is a threshold which can be adjusted to trade
off false positives with false negatives.
Figure 2. The AdaBoost algorithm used to train a strong classiﬁer
in the Viola-Jones framework. Adapted from Schapire and Singer
[8].
classiﬁers computed can have a large effect on speed.
The difﬁculty with using thresholded hyperplanes as
weak classiﬁers is that the simple brute force weak learner
used in Viola-Jones no longer works. The search space of
576 (= 24x24) dimensional hyperplanes is astronomical so
a manageable subsample of hyperplanes is not sufﬁcient to
cover the space adequately.
The main focus of the remainder of the paper is present-
ing two different weak learner algorithms for thresholded
hyperplanes. We also present results using the same weak
learner as Viola-Jones and 20,000 randomly chosen hyper-
planes to demonstrate that it is indeed inadequate for build-
ing a good detector.
4. Selection algorithms for unrestricted hyper-
planes
Each of the weak learner search algorithms (step 1 of the
AdaBoost algorithm in ﬁgure 2) has the following form:
￿ Construct weak learner
￿
￿
￿
￿
￿
￿
￿
1. Select a hyperplane,
￿ (somehow)
2. Given the hyperplane, ﬁnd the optimal
*
,
% and
,
that minimize the
￿ score.
Insomeoftheweaklearners,thesetwostepsareiterated.
For example, in the brute force search weak learner these
two steps are iterated for every possible hyperplane,and the
one that minimizes the
￿ score is chosen. The
￿ score is
the normalization factor in the weight update step of the
AdaBoost algorithm.
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The product of the
￿
￿ ’s was shown by Schapire and
Singer[8]tobe aboundonthe errorandso is a goodcriteria
for the weak learner to minimize.
The main difference among the weak learning algo-
rithms is how the hyperplane is chosen in step 1. Step 2 is
exactly the same in each algorithm. This step is computed
as follows. First the responses,
￿
￿
are computed. These are
deﬁned as
￿
￿
￿
￿
￿
￿
￿
￿
for each example image patch,
￿
￿
.
The responses are simply scalars. The responses are then
sorted. Next, every possible threshold that falls midway be-
tween two sorted responsesis tested by computingthe asso-
ciated Z score. To compute the Z score, the optimal
% and
,
are required. Schapire and Singer show that the optimal
% and
,
depend only on the weights of the true positives
(
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), false positives (
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), true negatives (
￿
￿
￿ ) and false
negatives (
￿
￿
￿ ) for that threshold and so can be computed
directlyfromthesevalues. Theequationsforthemaregiven
below:
￿
￿
￿
￿
￿
￿
￿
¢
¡
￿
D
￿
￿
￿
￿
I
£
￿
⁄
I
¥
￿
G
ƒ
4
§
f
¤
￿
￿
￿
￿
￿
￿
(4)
￿
￿
￿
￿
￿
￿
¢
¡
￿
D
￿
￿
￿
￿
I
£
￿
⁄
¥
￿
G
ƒ
4
'
f
¤
￿
￿
￿
￿
￿
￿
(5)
￿
￿
￿
￿
￿
￿
¢
¡
￿
D
￿
￿
￿
￿
J
£
￿
⁄
¥
￿
ƒ
'
f
¤
￿
￿
￿
￿
￿
￿
(6)
￿
￿
￿
￿
￿
￿
¢
¡
￿
D
￿
￿
￿
￿
J
£
￿
⁄
¥
￿
ƒ
§
f
¤
￿
￿
￿
￿
￿
￿
(7)
%
￿
“
«
d
‹
ﬁ
›
G
ﬂ
￿
￿
￿
￿
￿
￿
￿
(8)
,
￿
“
«
d
‹
ﬁ
›
G
ﬂ
￿
￿
￿
￿
￿
￿
(9)
These values can be computedeasily since the responses
are sorted. Note that each response also has associated with
it the weight and label of its example. After each possible
*
(along with the corresponding optimal
% and
,
) is tested,
the parameters with lowest
￿ score are returned.
3We will nowfocusourdiscussionondifferentalgorithms
we used for hyperplane selection.
4.1. Random hyperplanes
Our ﬁrst weak learner selection algorithm is the same
brute force algorithm used in Viola-Jones. We expect this
weak learner to perform poorly but try it anyway for com-
pleteness. A random subsample of all possible hyperplanes
is generated to yield a set of 20,000 hyperplanes. Each one
is then tested by ﬁnding the optimal
*
,
% and
,
as described
aboveandits Z scoreis computed. Thehyperplane,
*
,
% and
,
with minimum Z score are selected as the weak classiﬁer,
￿
￿
￿
￿
￿
￿
.
4.2. Weighted least squares
The next weak learner selection algorithm we try is
weighted least squares (WLS). The problem is formulated
in the traditional least squares regression framework, where
the data labels are the desired outputs
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The shortcoming of WLS is that correctly classiﬁed
patches that yield a dot product larger than one, are penal-
ized with square cost with respect to their distance from the
target label. This motivates us to use margin based methods
which take advantage of correctly classiﬁed examples with
a dot product larger than it’s label.
4.3. Gradient descent
We have also developed a new weak learning algorithm
that chooses a hyperplanethat directlyminimizes
￿
￿ . Since
this is the same cost function that AdaBoost minimizes, it
would seem to be the best choice. Friedman [2] proposes
a similar gradient based approach. However, the gradient
boosting algorithm proposed in his paper minimizes a dif-
ferent loss function. In the following explanation, we drop
the subscript
‰ since it is clear that we are minimizing
￿
at a particular boosting iteration,
‰ . This minimization is
equivalent to maximization of the weighted exponentiated
negative margin.
To minimize
￿ we use gradientdescent. Since
￿ is a lin-
ear combination of exponentiatedthreshold functions
￿
￿
￿
￿
￿
￿
,
we cannot directly take derivatives of it. We therefore ap-
proximate it using a linear combination of exponentiated
sigmoid functions (eq 19).
To approximate
￿
￿
￿
￿
￿
￿
we will scale the sigmoid function
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shifting the sigmoid response functionfromthe range
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Now that we have a smooth approximation of the step
function, we are able to take derivatives of the estimated
˘
￿ with respect to the hyperplane
￿ . We would like to ﬁnd
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We take derivatives of
˘
￿ with respect to
￿ at each of the
datapoints. Sincethe derivativein 22cannotbeanalytically
solved when setting to zero, we have to take a gradient de-
scent approach to minimize
˘
￿ . We will iteratively take a
steps of size
— against the gradient to minimize
˘
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1. Take derivative with respect to the hyperplane
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2. Update the current hyperplane
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43. Normalize the updated hyperplane
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4. Update parameters
%
-
,
-
*
to minimize
￿ given
the new hyperplane
￿
During the gradient descent, the hyperplane has a ten-
dency to grow. Its
￿
«
norm grows to 10 in 100 itera-
tions. The growth in the hyperplane’s norm only affects the
threshold in terms of classiﬁcation. However, when the hy-
perplane’s norm grows, it effectively causes the algorithm
to take larger and larger steps thereby causing oscillations
which prohibit convergence. Normalizing the hyperplane
ensures that the algorithm does not oscillate given a small
enough step size
— . The sigmoid smoothing parameter
￿
also has a dual effect. According to equation 16 it controls
thesmoothnessoftheapproximationsurface
˘
￿ , andaccord-
ing to 22 it controls the size of the gradient steps. Choosing
higher values for
￿ would yield better approximations of
￿
however, the resulting surface would become less smooth
and the optimization would be more likely to get stuck in a
local optimum.
Given the new hyperplane
￿ we would like to ﬁnd the
new triplet
Æ
*
-
%
-
,
￿
￿
that minimize the real
￿ , since these
parameters are no longer correct for the new hyperplane.
We use the method described at the beginning of this sec-
tion following equations 8, 9 to set alpha and beta for each
possible threshold. We then select the triplet that minimizes
￿ .
This gradient descent process is iterated until there is
no more improvement in
￿ in successive gradient descent
steps. The resulting hyperplane
￿ and parameters
*
-
%
-
,
are
passed back to Adaboost as the weak learner. The dataset
gets reweighted and a new starting hyperplane is selected.
Because gradient descent may converge to a bad local
minima, we run gradient descent using 10 different random
starting hyperplanes. The ﬁnal hyperplane with lowest
￿
score from each of these runs is returned.
5. Experiments
Our training set contains 3000 frontal face images and
10000 non-face images collected from the World Wide
Web. Each face image is scaled and cropped to 24x24 pix-
els. Each non-face is a randomly selected patch from a
larger image and is also scaled to 24x24 pixels. Each ex-
ample image
„
￿
is regarded as a 576 dimensional vector
„
￿
/
￿
1
￿
￿
L
Ł
L
Ø . The corresponding labels
‡
￿
/
Æ
￿
“
-
ˆ
Œ
“
￿
are
equal to
￿
“ for non face patches and
ˆ
Œ
“ for face patches.
A classiﬁer with 50 features was trained using each of
the weak learners described above. We found good settings
for
￿ and
— by trial and error.
Figure 3. (a)Training error for different search algorithms
Figure 4. (a)Test error for different search algorithms
A 50 rectangle feature classiﬁer was also trained using
the brute force weak learner as in [10]. The pool of rectan-
gle ﬁlters that the weak learnercould choosefrom consisted
of 26,365 rectangle ﬁlters of the types shown in ﬁgure 1.
5.1. Results
Each classiﬁer was tested on a test set of 9832 faces and
50,000non-faces. Likethetrainingset, eachexampleimage
was of size 24x24 pixels.
We deﬁnethe errorrate as theweight ofmisclassiﬁed ex-
amplesdividedbythetotalweightofallexampleswherethe
total weight of positives examples equals the total weight of
negative examples.
The error rate on the training set versus the number of
features is shown in ﬁgure 3. The error rate on the test set
versus the number of features is shown in ﬁgure 4. A ROC
5curve plotting false positive rate versus false negative rate
on the test set is shown in ﬁgure 5. For the ROC curves,
only10featureswereusedineachclassiﬁer. Thisis because
on a typical face detector cascade, the average number of
features computed per patch is less than 10 so the ﬁrst 10
features really determine the speed of the classiﬁer.
As expected,the bruteforceweak learnerthat uses a ran-
dom sample of hyperplanes, has low accuracy and is signif-
icantly worse than the rectangle feature classiﬁer.
WLS has fairly low error after the ﬁrst feature, how-
ever,itquicklyfallsbehindtherectanglefeatureclassiﬁeras
more features are selected. We suspect that the main reason
for this behavior is the squared penalty term that penalizes
correct detections with high margin.
The gradient descent weak learner does achieve a sig-
niﬁcant improvement over the rectangle feature classiﬁer at
least until about the 30th feature. In terms of their ROC
curves, the thresholded hyperplanes from the gradient de-
scent weak learner achieve an equal error rate (where the
false positive rate equals the false negative rate) of about
6.8 % while the rectangle features have an equal error rate
of about 9.4 %. The main effect of this improved accuracy
inthe beginningstages ofa cascadeare onthe averagenum-
ber of features computed per image patch. For example the
gradient descent based classiﬁer after one weak classiﬁer
has about the same error on the test set as the rectangle fea-
ture classiﬁer after about 7 weak classiﬁers. The rectangle
feature classiﬁer takes about 23 weak classiﬁers to acheive
the same error rate as the gradient descent based classiﬁer
after only 10 hyperplanes. In practice, this means that many
fewer thresholded hyperplanes are needed to achieve the
same error rate as the rectangle features. This leads to a
signiﬁcantreductionintheaveragenumberoffeaturescom-
puted per patch in a cascaded detector.
It is also interesting to visualize the ﬁrst few hyperplanes
selected by each of the weak learners and the ﬁrst few rect-
angle ﬁlters selected. The ﬁrst few hyperplanes chosen by
the gradient descent weak learner look distinctly face-like
as shown in ﬁgure 6. The hyperplane chosen by weighted
least squares has very little face-like structure which also
helps explain why it generalizes more poorly.
5.2. Hardware oriented hybrid detectors
In practice most of the computation of a cascaded face
detectoris spenton the ﬁrst 10or so features. Therefore,us-
ing on average less features at the beginning of the cascade
while achieving the same error rate will greatly increase the
speed of the detector. This is what is exactly what we get
by using the gradient descent based detector presented here
when concatenated to an existing rectangle ﬁlter based de-
tector. Because general dot products can be very fast in
hardware, these results have greatest importance for hard-
wareimplementationsoffacedetectorswhicharebecoming
Figure 5. (a)ROC curve for different search algorithms
Figure 6. First 10 hyperplanes chosen by the different algorithms.
Each row represents a different selection algorithm. The features
are sorted by selection order from left to right. (row 1)Viola and
Jones box-ﬁlters (row 2) Gradient descent (row 3) Weighted least
squares ( row 4) Random hyperplanes
quite common.
To build a full face detector, many more weak classiﬁers
would have to be learned than just the ﬁrst 50. The learning
process also requires some form of resampling to generate
more difﬁcult non-face patches. Instead of training a full
gradient descent based detector, we created a hybrid detec-
tor. This was done by adding the ﬁrst 10 thresholded hyper-
planeslearnedusingthegradientdescenttothebeginningof
an existing rectangle ﬁlter based detector. The original box
ﬁlter based detector has 1520 rectangle features. Thus, the
hybrid detector has 1530 features. We tested the average
number of weak classiﬁers evaluated per candidate patch
for such a hybriddetector. On the MIT+CMU test set [9, 7],
whichhas130imagesand507faces, theboxﬁlterbasedde-
tector at a
º
￿
º
￿
￿ detection rate and a 1/1,014,170 false posi-
tiverateevaluatesonaverage9.9featuresperpatch. Thehy-
brid detectorat a
º
G
º
.
￿ detection rate and a 1/1,029,310false
positive rate evaluates on average 8.0 features per patch.
Therefore, for approximately the same point on the ROC
curve the hybrid detector yields almost a
«
˙
￿ speed up in
terms of the number of features evaluated per patch. Some
6Figure 7. Example of detections on a low contrast image
detection results for the hybrid detector on difﬁcult images
from the MIT+CMU test set are shown in ﬁgures 7 and 8.
These show detections on a low contrast image an image
with a variety of different types of faces and slightly differ-
ent poses.
6. Conclusions
Haar-like features are very difﬁcult to improve on for
general purpose computers in terms of their ratio of clas-
siﬁcation accuracy over computational cost. However, for
specialized hardware in which dot products are very fast,
the costs change, and more powerful features such as real
hyperplanes(dot products)can be just as cheap to compute.
For such cases, we have shown that real hyperplane fea-
tures can lead to signiﬁcant improvements over Haar-like
features. Thus, the main contributions of this paper are
a new gradient descent weak learning algorithm for unre-
stricted thresholded hyperplanesand the demonstrationthat
such weak classiﬁers can lead to a signiﬁcant speed-up in a
cascaded face detector in terms of number of features com-
puted per patch.
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