In this note, we show that the knapsack problem is decidable in Baumslag-Solitar groups BS(1, q) for q ≥ 2.
For a group G, the knapsack problem asks whether for given group elements g 1 , . . . , g n , g ∈ G, there exist x 1 , . . . , x n ∈ N such that g x1 1 · · · g xn n = g. This problem was recently introduced by Myasnikov, Nikolaev, and Ushakov [6] . We consider the knapsack problem in Baumslag-Solitar groups [1] BS(1, q) for q ≥ 2, which have the presentation BS(1, q) = a, t | tat −1 = a q .
We show that the knapsack problem is decidable for BS (1, q) , which was left open in [5] . It is well-known that BS(1, q) is isomorphic to the subgroup G of GL(2, Q) consisting of the matrices
. This means we have the multiplication
We prove decidability of knapsack for G by expressing solvability of a knapsack instance in Büchi arithmetic [4] , which is the first-order theory of the structure (Z, +, ≥, 0, V q ). Here, V q is the function that maps n ∈ Z to the largest power of q that divides n. It is well-known that Büchi arithmetic is decidable (this was first claimed in [4] ; a correct proof was given in [2] ). We proceed in three steps.
Step I: Predicates S ℓ . We first express a particular set of binary relations using first-order formulas over (Z, +, ≥, 0, (S ℓ ) ℓ∈Z ). Here, for ℓ ∈ Z, S ℓ is the binary predicate with
Let G Z denote the subset of matrices in G that have entries in Z. We represent the matrix ( m n 0 1 ) by the pair (m, n) ∈ Z. Observe that we can define the set of pairs (m, n) ∈ Z such that ( m n 0 1 ) ∈ G Z , because this is equivalent to m being a power of q, which is expresed by 1S 1 m.
We show that for each g ∈ G and elements x, y ∈ G Z , we can express the binary relations M g and M * g on G, which are defined as
Note that the relations M g are easily expressible because we can express addition and multiplication by constants. We now focus on the predicates M * g . Let g = q ℓ v 0 1
and observe that for ℓ = 0, we have
Here, we can quantify x over Z, because q k+ℓs −q k q ℓ −1 is always an integer. Note that since we can express addition and multiplication with constants and v and ℓ are constants, we can express w = u + vx and (q ℓ − 1)x = q m − q k . Finally, we can express ∃s ∈ N : q m = q k+ℓs using q k S ℓ q m . Step II: Predicates V q . In our second step, we show that the binary relations M g and M * g can be expressed in (Z, +, ≥, 0, V q ). As shown above, for this it suffices to express S ℓ in (Z, +, ≥, 0, V q ). It is well-known that for ℓ ≥ 0, the unary predicate P q ℓ is expressible in (Z, +, ≥, 0, V q ), where P q ℓ (x) states that x is a power of q ℓ . See, e.g. the proof of Proposition 7.1 in [3] . Moreover, for ℓ ≥ 0, we have xS ℓ y if and only if
It remains to express
Furthermore, for ℓ < 0, we have xS ℓ y if and only if yS |ℓ| x. Therefore, we can express each S ℓ in (Z, +, ≥, 0, V q ).
Step III: Knapsack. In the last step, we express solvability of a knapsack instance in a first-order sentence over (Z, +, ≥, 0, V q ), using the predicates M g and M * g . We claim that g x1 1 · · · g xn n = g has a solution (x 1 , . . . , x n ) ∈ N n if and only if there exist h 0 , . . . , h n ∈ G Z with
Clearly, the claim implies that solvability of knapsack instances can be expressed in first-order logic over (Z, +, ≥, 0, V q ).
If such h 0 , . . . , h n exist, then for some x 1 , . . . , x n ∈ N, we have h i = h i−1 g xi i and h n g −1 = h 0 , which implies g x1 1 · · · g xn n = g. For the converse, we observe that for each matrix A ∈ G, there is some large enough k ∈ N such that q k 0 0 1 A has integer entries. Therefore, if g x1 1 · · · g xn n = g, then there is some large enough k ∈ N so that for every i = 1, . . . , n, the matrix q k 0 0 1 g x1 1 · · · g xi i has integer entries. With this, we set h 0 = q k 0 0 1 and h i = h i−1 g xi i for i = 1, . . . , n. Then we have h 0 , . . . , h n ∈ G Z and eq. (1) is satisfied.
