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Chapter 1 
Introduction 
1.1 Motivation 
Flows of two distinct adjacent fluids occur in a wide variety of physical systems and 
engineering applications. The interaction of the fluids at their mutual interface 
gives rise to a multitude of complex phenomena . In many cases, however, one of 
the fluids exerts negligible stress on the interface, so that the other fluid can be 
considered separately. T he interface then acts as a free surface, i.e. , a boundary 
of which the position depends on the behavior of the enclosed flow. A specific 
instance of such a free-surface flow , that is of great practical relevance, is the flow 
of water underlying a ir. Accurate prediction of the behavior of free-surface flows 
is therefore important , e.g. , in the assessment and design of immersed structures 
and vessels, such as ships . 
Predictions of the behavior of free-surface flows are made on the basis of 
models. These models can be constructed at various levels of approximation. A 
particularly reliable mathematical model of fluid flow is a system of nonlinear 
partial different ial equat ions, referred to as the Navier- Stokes equations. These 
equations were formulated independently by Navier (1822) and Stokes (1845). Un-
fortunately, these equations are too complicated to explicitly extract t heir solution. 
It is, however, possible to construct discrete approximations to the solution. The 
discretization of the different ia l equations yields a system of nonlinear algebraic 
equations. T he solut ion of the algebraic system can be formulated in terms of 
recurrence relations , which are ideally suited to treatment by computers. Conse-
quently, the prosperous development of computers has made it possible to consider 
increasingly complex flow problems. The investigation of flow problems by means 
of a computer is called Computational Fluid Dynamics (CFD). F igure 1.1 on the 
following page displays t he steps in the solut ion of a flow problem by CFD, in-
cluding some examples. 
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Physical formulation of the problem 
Mathematical formulation of the problem 
N avier- Stokes equations 
Discretization of the equations 
Finite elem ents , finite volumes, finite differen ces 
Numerical solution method 
Newton's method, multigrid, Krylov-subspace m ethods 
Solution 
Figure 1.1: Steps in t he solution of a fl ow problem by means of CFD. 
The numerical solution of the Navier- Stokes equations with a free bound-
ary has only recently become tractable. Previously, one had to revert to simpler 
models, for instance, the free-surface potential-flow equations. The free-surface 
potential flow equations already describe many of the prominent features of free-
surface flow. The numerical techniques for these potential-flow equations are well 
developed, and they are routinely used in the investigation of practical flow prob-
lems. However, to include viscous effects, e.g. , the interaction between the viscous 
boundary layer and the free surface near a surface-penetrating object , it is nec-
essary to progress to the Navier- Stokes equations. Unfortunately, many of the 
numerical techniques for free-surface potential flow cannot be extended straight-
forwardly to the free-surface Navier- Stokes equations. 
An important class of problems for which efficient numerical techniques are 
available for the potential-flow equations, but not for the Navier- Stokes equations, 
are steady free-surface flows. An example of such a steady free-surface flow is the 
wave pattern carried by a ship at forward speed in still water. In the field of ship 
hydrodynamics, dedicated techniques have been developed for solving the steady 
free-surface potential-flow equations. In contrast, methods for the Navier- Stokes 
equations typically continue a transient process until a steady state is reached. 
This time-integration method is often computationally inefficient, due to the spe-
cific transient behavior of free-surface flows. Alternative solution methods for 
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the steady free-surface Navier- Stokes equations exist. However , t he performance 
of these methods usually depends sensitively on the parameters in the problem, 
or their applicability is too restricted. In general, t he numerical solution of the 
steady free-surface Navier- Stokes equations by current computational methods is 
prohibitively expensive in actual design processes. 
The need for efficient numerical techniques for the steady free-surface Navier-
Stokes equations in practical applications, and the inadequacy of available meth-
ods, provide the motivation for the research presented in this thesis. 
1.2 Outline 
The contents of this thesis are organized as follows : 
In Chapter 2 we present the mathematical formulation of free-surface flow. 
The Navier- Stokes equations are introduced. In addition, we discuss boundary 
conditions and initial conditions and their relevance for well-posedness of the cor-
responding initial boundary value problem. Furthermore, we state the interface 
conditions for two contiguous fluids and we derive the free-surface condit ions as a 
special case. 
Chapter 3 contains an analysis of the free-surface Navier- Stokes equations 
in primitive variables , by means of perturbation methods and Fourier techniques. 
In contrast to the classical analyses of free-surface flows (e.g., Refs. [37, 44 , 63]) , 
we adhere to a formulation of the equations in primitive variables , instead of a 
vorticity-based formulation. By virtue of the formulation in primitive variables, 
the analysis can serve in the investigation of numerical methods for the free-surface 
Navier- Stokes equations, if the differential operators in the continuum equations 
are replaced by their difference approximation. Moreover , the formulation in prim-
itive variables permits a convenient treatment of the practically relevant case of 
three spatial dimensions, whereas the classical analyses are restricted to two spa-
tial dimensions due to the properties of the vorticity formulation. The analysis 
yields important information on the properties of viscous free-surface flows in two 
and three spatial dimensions, e.g., on the dispersive behavior of surface gravity 
waves, the asymptotic temporal behavior of wave groups and the structure of the 
free-surface boundary layer. 
In Chapter 4 we propose a novel iterative solution method for solving the 
steady free-surface Navier- Stokes equations. Moreover , we prove that the usual 
time-integration approach is generally inappropriate for solving steady free-surface 
flows . The proposed iterative solution method is analogous to methods for solving 
steady free-surface potential-flow problems. The method alternatingly solves the 
steady Navier- Stokes equations with a so-called quasi free-surface condition im-
posed at the free surface, and adjusts the free surface on the basis of the computed 
solution. The quasi free-surface condit ion ensures that the disturbance induced by 
the subsequent displacement of the boundary is negligible. Each surface adjust-
ment then yields an improved approximation to the actual free-boundary position. 
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To establish the efficiency of the method, we show that its convergence behavior is 
asymptotically independent of the mesh width of the applied grid . The asymptotic 
computational complexity (computational cost per grid point) of the method dete-
riorates only moderately with decreasing mesh width. Mesh width independence 
of the computational complexity can be achieved by means of nested iteration. 
Numerical experiments and results are presented for a two-dimensional test case. 
In Chapter 5 we consider an alternative approach to solving steady free-
surface flow problems, viz. , the optimal shape design method. A general charac-
teristic of free-boundary problems is that the number of free-boundary conditions 
is one more than the number of boundary conditions required by the governing 
boundary value problem. A free-boundary problem can therefore be reformulated 
into the equivalent shape optimization problem of finding the boundary that min-
imizes a norm of the residual of one of the free-surface conditions, subject to the 
boundary value problem with the remaining free-surface conditions imposed. Such 
optimal shape design problems can in principle be solved efficiently by means of 
the adjoint method . Chapter 5 investigates the suitability of the adjoint shape op-
timization method for solving steady free-surface flow problems. Because inviscid , 
irrotational flow adequately describes the prominent features of free-surface flow , 
we base our investigation on the free-surface potential-flow equations. The adjoint 
shape optimization method is equally applicable to the free-surface Navier- Stokes 
equations, but the specifics of the method are in that case much more involved. 
Our investigation serves as an indication of the properties of the adjoint shape op-
timization method for steady free-surface flows. We formulate the optimal shape 
design problem associated with steady free-surface potential flow, and we examine 
the properties of the optimization problem. In addition, we analyze the conver-
gence behavior of the adjoint method, by means of Fourier techniques. Motivated 
by the results of the analysis , we address preconditioning for the optimization 
problem. Numerical experiments and results are presented for a two-dimensional 
model problem. 
Chapter 6 presents a preliminary investigation of the interface capturing ap-
proach to solving free-surface flow problems. Free-surface flows form a specific 
class of two-fluid flow . If the objective is the numerical solution of a free-surface 
flow problem, then it can be attractive to adhere to the underlying two-fluid flow 
formulation. In the absence of viscosity, two-fluid flow is described by a system 
of hyperbolic conservation laws. The numerical techniques for such systems of 
hyperbolic conservation laws are well developed and, in particular , efficient al-
gorithms are available for solving steady hyperbolic problems. In Chapter 6 we 
present the prerequisites for a Godunov-type interface capturing method. We 
consider an Osher-type approximate Riemann solver and we elaborate its appli-
cation to two-fluid flows. Moreover, we address the spurious pressure oscillations 
that are commonly incurred by conservative discretizations of two-fluid flows, and 
we construct a non-oscillatory conservative discretization. The implementation of 
the interface capturing approach with efficient techniques for steady problems is 
deferred to future research . 
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Chapters 7 and 8 contain concluding remarks and suggestions for future re-
search , respectively. 
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Chapter 2 
Mathematical Description of Free-Surface 
Flow 
2.1 Introduction 
Flows of two distinct , contiguous fluids are encountered in many practical applica-
tions. A free-surface flow is a particular instance of such a two-fluid flow, in which 
the properties of the fluids are such that one fluid exerts negligible stress on the 
other. A model for free-surface flow is therefore included in a model for two-fluid 
flow. The mathematical model for two-fluid flow comprises governing equations 
for fluid flow and interface conditions, which describe the interaction of contigu-
ous fluids at their interface. In this chapter we present the governing equations 
for fluid flow and the interface conditions for two-fluid flow , and we derive the 
free-surface conditions from the general interface conditions. 
2.2 Governing Equations for Fluid Flow 
2.2.1 Conservation Laws 
Fluid flows are presumed to be governed by conservation laws . These conservation 
laws state that mass, momentum and energy are conserved during the motion of the 
fluid. To model a fluid flow, the state of the flow is described by a set of designated 
fluid-properties called the state variables , e.g., velocity, pressure, density, etc. The 
conserved quantities can be expressed in these state variables. The mathematical 
description of the conservation laws for the derived quantities is a system of partial 
differential equations for the state variables. 
To present the governing equations for fluid flow , we consider a volume of 
fluid. The fluid occupies an open domain V C ~d (d = 2, 3). Positions in V are 
identified by spatial coordinates ( x 1 , .. . , xd) relative to the horizontal Cartesian 
base vectors e 1 , ... , ed-l and the vertical Cartesian base vector ed. The gravi-
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Fig ure 2.1: Schematic illustration of the free-surface flow problem. 
tational acceleration, g , is constant and vertically downward , i.e., g = - ged for 
some constant g ~ 0. See Figure 2.1 for an illustration. 
Suitable state variables for a viscous, compressible fluid are the velocity, 
the pressure, the density, the temperature and the internal energy of the fluid. 
Denoting time by t ;::: 0, we identify the velocity by v (x , t ), the pressure by p(x , t ), 
the density by p(x, t ), the temperature by T (x , t) and the internal energy per unit 
mass by e(x, t). The total energy is defined by E := p(e + lv l2 / 2). Conservation 
of mass, momentum and energy is then expressed by, respectively, 
:t p + div (pv) = 0 , 
:t pv + div (pvv + pi - T) - pg = O , 
:tE + div ((E + p)v - v · T - kV T ) - pv ·g = 0 , 
x E V , t > 0 , 
x E V , t > 0 , 
x E V, t > 0 , 
(2. l a) 
(2.lb) 
(2 .lc) 
with k the thermal conductivity of the fluid. The tensor Tin (2.lb) is called the 
viscous stress tensor. In the absence of T and k , the equations (2.1 ) are called the 
Euler equations. 
The velocity vector can be represented by d Cartesian components Vj := v·ej . 
Similarly, the viscous stress tensor has d2 Cartesian components Ti j . Hence, the 
unknowns in (2.1) are p , Vj (j = 1, . .. , d) , p , T , e and T i j (i , j = 1, . . . , d), and 
their number is d2 + d + 4. The moment um equations (2.lb) can be separated 
into d independent conditions. Hence, (2.1) specifies d + 2 relations. Closure of 
the system of equations therefore requires d2 + 2 supplementary relations. These 
relations are provided by a constitutive relation , which relates the viscous stress 
2.2. Govern ing Equations for Flu id Flow 9 
tensor to the state variables, and two additional equations of state , which give a 
mutual relation between the state variables; see also [77]. 
A common constitutive relation for the viscous stress tensor is (see, for in-
stance, Ref. [5]) 
r := µ (cv v) + (V v f - ~(divv) 1) , (2. ld) 
where µ is the dynamic viscosity of the fluid . A fluid with constitut ive rela-
tion (2. ld) for the viscous stress tensor is called a Newtonian fluid. The mo-
mentum equations (2. lb) with T according to (2. ld) are called the Navier- Stokes 
equations. 
The flows considered in the sequel have a constant temperature and internal 
energy. The considered fluid either satisfies a barotropic equation of state p := 
p(p), or it is homogeneous and incompressible, i.e., p is constant and vis solenoidal. 
In both cases, conservation of mass and momentum implies conservation of energy, 
and (2.lc) is redundant. 
2.2.2 Dimensionless Equations 
It is often convenient to express the quantities that are used to describe the flow 
problem on scales that are relevant for the considered problem. For example, an 
appropriate reference length for flow around a ship hull is the length of the hull. 
For the considered fluid flows , three independent reference scales can be assigned , 
viz. , a reference length Lo , a reference velocity Vo and a reference density p0 . All 
other scales in the problem are then implicitly defined , e.g., the implied time scale 
is Lo / Uo. 
Let L0 , U0 and p0 denote a suitable reference length, velocity and density, 
respectively. We introduce the dimensionless variables 
x' := x/ Lo, t' := t Uo / Lo, v' := v / Vo , p' := p/ Po p' := (p - Po) / Po V02 , 
(2.2) 
with Po a reference pressure, typically, the atmospheric pressure. The dimension-
less form of the Navier- Stokes equations is obtained by inserting (2.2) into (2. lb) , 
(2.ld) . Upon omitting the primes, we obtain 
:tpv + div (pvv +pi - r ) + pFr- 2e d = 0, x E V, t > 0 , 
with T the dimensionless viscous stress tensor , 
and 
Re := Po VoLo ' 
µ 
Vo 
Fr : = ,;gr;o . 
(2.3a) 
(2 .3b) 
(2.3c) 
The dimensionless numbers Re and Fr are called the Reynolds number and the 
Froude number , respectively. The Reynolds number is the ratio of inertial and 
10 Chapter 2. Mathematical Description of Free-Surface Flow 
viscous forces in the flow. The Froude number is the ratio of the reference velocity 
over the velocity of a particular gravity wave, viz ., a sinusoidal wave with dimen-
sionless wave-number one in a fluid of infinite depth. In the absence of free-surface 
stresses, such as surface tension, the parameters Re and Fr are the distinguishing 
parameters for a viscous flow subject to gravity. 
2.2.3 Additional Conditions and Well- Posedness 
To complete the description of a flow problem, the governing equations (2.1) must 
be provided with additional condit ions. The additional conditions specify condi-
tions which the state variables must satisfy at the boundaries of the considered 
space- t ime domain. In general, we can distinguish initial conditions and boundary 
conditions . The partial differential equations (2.1 ) and the additional conditions 
form an initial boundary value problem. 
The properties of an initial boundary value problem depend critically on the 
additional conditions. In particular , the additional conditions determine whether 
a boundary value problem is well posed or ill posed. An initial boundary value 
problem is said to be well posed if it possesses the following properties: 
Existence: a solution exists , 
Uniqueness: the solution is unique, 
Stability: the solution is stable, 
and ill posed otherwise. The stability requirement implies that the solution can 
be bounded in terms of the right-hand side of the differential equations and of the 
additional condi tions (in some appropriate sense). 
Only in specific cases has it been established that initial boundary value 
problems from fluid dynamics are well posed. A detailed discussion of additional 
conditions and of existence, uniqueness and stability of initial boundary value prob-
lems is beyond the scope of our research. Relevant references on the subject of 
addit ional conditions and posedness include, e.g.: [69, 70] for homogeneous , incom-
pressible fluids, [59] for non-homogeneous incompressible fluids, [36] for boundary 
conditions for hyperbolic systems with constant or variable coefficients, and [16] 
for absorbing boundary conditions on truncated spatial domains. 
2.3 Interface Conditions 
2.3.1 Two- Fluid Flow Interface Conditions 
We consider a flow of two distinct contiguous fluids , separated by an interface. 
Equations (2.1) describe the behavior of the flow in each of the fluids. At the in-
terface, the state variables must comply with interface conditions. These interface 
conditions provide a relation between the state variables of the contiguous fluids. 
2.3. Interface Conditions 11 
The interface conditions consist of kinematic and dynamic conditions. The 
kinematic conditions are related to the continuity of velocity of the fluids at the 
interface. The dynamic conditions express conservation of momentum at the inter-
face. A detailed model for the behavior of fluid interfaces and the corresponding 
interface conditions are presented in [4, 57]. Without additional assumptions on 
the properties of the interface, the dynamic conditions depend in a complicated 
manner on the geometry of the interface. To simplify the dynamic interface con-
ditions, we assume that the contributions of interface viscosity, interface tension 
and interface density to the dynamic conditions are negligible. These assumptions 
are valid in many practical applications. 
To present the interface conditions, we consider an interface S between the 
two contiguous fluids. One fluid is designated the primary fluid and the other fluid 
the secondary fluid. Denoting the unit normal vector to S from the primary to 
the secondary fluid by n(x, t), we define 
x± := lim x ± En , 
dO 
(2.4) 
i.e., x+ and x- are at the interface in the primary and secondary fluid, respectively. 
Under the aforementioned assumptions, the stresses exerted on the interface by 
the primary and secondary fluid must cancel: 
x + 
-n· (pi - T)lx- = 0. (2.5) 
Conditions (2.5) are called the dynamic interface conditions. In equation (2.5), we 
can distinguish d separate conditions. If t1(x , t) (j = 1, ... , d - 1) are orthogonal 
tangent vectors to S, the inner product of (2.5) and t1 yields d - 1 conditions: 
I
x + 
tj· T ·ll =0, 
x -
j = 1, ... 'd - l. (2.6a) 
Conditions (2.6a) prescribe continuity of shear stresses across the interface. These 
conditions are called the tangential dynamic conditions. The inner product of (2.5) 
and n yields: 
I
x + 
-(p - T : nn) x - = 0. (2.6b) 
This condition is called the normal dynamic condition. 
The kinematic conditions for the interface prescribe that the flow velocity is 
continuous across the interface: 
x + vl = 0 , 
x -
(2 .7a) 
and that the interface moves with the local flow velocity. The latter implies that 
if the interface position is written in parametric form as 
S := {x E lRd: x = X(y, t)} 
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Table 2.1: Appropriate number of interface conditions n , for different combi-
nations of the contiguous fluids in a two-fluid flow in ]Rd. 
combination n 
viscous /viscous 2d + 1 
viscous / inviscid d+2 
inviscid/ inviscid 3 
with y E JRd-l , then 
oX (y , t) 
ot = v(X(y , t), t) . (2. 7b) 
Note that the velocity at the interface is uniquely defined by virtue of (2.7a). 
The interface conditions (2.6) and (2.7) are only valid if both fluids are 
viscous. If either of the fluids is inviscid , the kinematic conditions (2.7) must be 
modified. The continuity condition (2. 7a) then only applies in the direction normal 
to the interface, i.e. , 
x + 
n·v lx- =0 , 
and only the normal velocity of the interface is prescribed: 
ax 
ll· - = ll·V at · 
(2.8a) 
(2.8b) 
Moreover , the tangential dynamic conditions then imply that the shear stress of 
the viscous fluid must vanish at the interface. 
If both fluids are inviscid, the dynamic conditions are modified as well. In 
that case, the tangential dynamic conditions (2.6a) are discarded and the normal 
dynamic condition reduces to: 
I
x + 
-p = o. 
x-
(2.9) 
Condition (2.9) states that the pressure is continuous across the interface. 
The above implies that the number of interface conditions depends on the 
properties of the contiguous fluids. Table 2.1 lists the appropriate number of 
interface conditions for different combinations of the contiguous fluids. 
2.3.2 Free-Surface Conditions 
A free surface can be regarded as a particular instance of an interface, in which 
the stresses exerted on the interface by one fluid are negligible on a reference scale 
that is appropriate for the other. This occurs if the difference in densities of the 
contiguous fluids is large. 
In order to derive the free-surface conditions from the general interface condi-
tions, we consider a flow of two adjacent fluids with different densities. Let p0 and 
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Pt denote the reference densities for the primary and secondary fluid , respectively, 
and let Vo be a suitable reference velocity for the flow. The derived reference stress 
ptV02 is suitable for the secondary fluid if moderate constants r;;.1 and c1 (j = 1, 2) 
exist such that 
< llP - Po II < - c < Jtl < c fa - + V,2 - C1 , -2 - + V,2 - 2 , 
Po o Po o 
(2.10) 
with II · II the maximum norm of · in the secondary fluid for all t > 0. Equa-
tion (2 .10) is expressed with respect to the r ference stress p0V02 , which is suitable 
for the primary fluid , by 
r.i (p~) :::; llP _=-:,~11 :::; ci (p~ ) , 
Po Po o Po 
r.2 (p~ ) :::; l~TV,112 :::; C2 (p~ ) . 
Po Po o Po 
(2.11) 
This implies that if the density ratio Pt / Po is small, the deviation from Po n of 
the stress exerted on the interface by the secondary flow is insignificant for the 
primary flow . The primary flow is then independent of the secondary flow and, 
moreover, the motion of the interface depends exclusively on the primary flow. In 
this case, the interface is called a free surface (or free boundary) of the primary 
flow . 
The free-surface conditions follow from the general interface conditions under 
the assumption that the secondary flow is inviscid and exerts a constant pressure on 
the interface. The dynamic free-surface conditions follow immediately from (2.5): 
in dimensionless form , 
Il · (pi - T) = 0 , x E S, t > 0 , (2.12) 
with p and T the dimensionless pressure and viscous stress tensor , respectively. 
The kinematic condition (2.8b) describes the motion of the free surface. Condi-
tion (2.8b) can be recast into a convenient form, if the free surface is represented 
as a level set: 
S := {x E !Rd: 'lj; (x , t) = O}. (2.13) 
The kinematic free-surface condition can then be recast into 
a'l/J 
- + v · '\1·1• = 0 at 'f' ' x E S, t > 0. (2.14) 
In the absence of overturning waves, the free surface is often represented by a height 
function of the horizontal coordinates. If 77(x 1 , ... , Xd-I, t) denotes the height of 
the surface with respect to some fixed reference surface, then the corresponding 
level set is 'lj; (x , t) = ry (x 1 , ... , xd-I , t)- xd. The kinematic condition then assumes 
the familiar form: 
a17 d-l a17 
- + L:>- - Vd = 0 
at j=l 1 ax1 ' 
x E S , t > 0. (2.15) 
Equations (2.8b), (2. 14) and (2. 15) are different formulations of the condi t ion that 
the free surface moves in its normal direction with the normal component of the 
local flow velocity. 
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2.4 Problem Statement 
We are concerned with the steady flow of water underlying air. The ratio of the 
density of air to the density of water is sufficiently small to treat the water- air 
interface as a free surface. Moreover, for our purposes, water can be treated as a 
homogeneous , incompressible, viscous fluid. 
To formulate the free-surface flow problem, let V denote the volume occupied 
by the water , 8V its boundary, S the free surface and R = 8V \ S the rigid 
boundary; see Figure 2.1 on page 8. The steady free-surface flow problem is 
described by the aforementioned equations with the partial derivatives with respect 
tot omitted. Because the water is assumed to be homogeneous and incompressible, 
the density can be removed from the dimensionless governing equations. The 
steady free-surface flow problem is then stated as: Given the rigid boundary R , 
find S and v : V t--t JRd and p : V t--t IR such that: 
div (vv +pi - r ) = -Fi·- 2e d , 
divv = 0 , 
x E V , 
x E V , 
(2 .16a) 
(2 .16b) 
with the viscous stress tensor T according to (2 .3b), subject to the free-surface 
conditions 
n · (pi - n · T) = 0 , 
Il ·V = 0 , 
and the rigid-boundary conditions on R. 
x E S , 
x E S , 
(2. l 7a) 
(2.17b) 
The above problem statement contains the envisaged problem. However, 
to faci litate the investigation of numerical techniques, in the ensuing sections we 
will also consider closely related problems, e.g., the two-fluid compressible Euler 
equations or the steady free-surface potential flow equations. 
Chapter 3 
Analysis of Viscous Free-Surface Flow 
Primitive Variables 
3.1 Introduction 
. 1n 
Flows that are partially bounded by a freely moving boundary occur in many 
practical applications , for instance, ship hydrodynamics , hydraulics and coating 
technology. Classically, free-surface flow problems have been examined by means 
of perturbation methods and Fourier techniques; see, e.g., Refs. [37, 44, 63]. These 
analyses are restricted to generic problems, such as perturbations of a uniform 
flow. However, these generic problems already contain important information on 
the general properties of free-surface flow problems. Presently, computational 
methods play an important role in the analysis of free-surface flow problems that 
occur in actual engineering applications. 
The analysis of numerical methods for (initial) boundary value problems gen-
erally proceeds in the same manner as the classical ana lyses based on perturba-
tion methods and Fourier techniques. The differential operators in the continuum 
problem are then replaced by their difference approximation. The familiar von 
Neumann stability analysis (see, for instance, Refs. [25, 52 , 77]) is in fact an ap-
plication of perturbation methods and Fourier techniques to difference equations. 
The analyses are important in the assessment of the stability of discrctizations and 
of the convergence behavior of numerical solution methods. 
It appears that an analysis of viscous free-surface flow problems in primitive 
variables, i.e., velocity and pressure, is not available. Th8 classical analyses of 
viscous free-surface flows [37] and, in a more genf'ral contu~t , stratified flows [26] 
adopt a vorticity-based formulation of the flow equatior, .. flee nt invest igations of 
viscous free-surface flows (e.g., Ref. [15]) n11~intai 11 fais form1.latio1J . T his outset 
has two disadvantages. Firstly, these analyses are gene" tlly ihapprupriate for the 
investigation of numerical methods, becau:oe most numerichl methods for viscous 
free-surface flow problems treat the flow equ ations in nrimifrre variab les. Secondly, 
15 
16 Chapter 3. Analysis of Viscous Free-Surface Flow 
the analyses are restricted to two spatial dimensions and , due to the properties of 
the vorticity formulation (see, e.g. , Ref. [19]) , cannot be straightforwardly extended 
to include the practically relevant case of three spatial dimensions. 
In this chapter we present an analysis of the viscous free-surface flow equa-
tions in primitive variables. We consider the generic problem of perturbations in a 
uniform horizontal flow of finite depth in two- and three spatial dimensions. Only 
first-order perturbations are considered. Our primary interest is in the application 
of the analysis to the assessment of numerical methods for the viscous free-surface 
flow problem. However, this application is not currently presented. The presented 
analysis has raison d 'etre independently, as it yields important information on the 
properties of viscous free-surface flows in three spatial dimensions. Classical re-
sults in two spatial dimensions are included as a special case. The results concern 
the dispersive behavior of surface gravity waves, the asymptot ic temporal behav-
ior of wave groups, and the structure and properties of the free-surface boundary 
layer. 
3.2 Statement of Objectives 
We consider the dimensionless Navier- Stokes equations for an incompressible ho-
mogeneous fluid subject to gravity. The velocity being solenoidal, divr = µ/J.v , 
withµ:= 1/ Re. Hence, we consider 
Vt + divvv + V p - µ/J.v = -Fr- 2ed , 
divv = 0 , 
The considered spatial domain V1) is defined by 
x E V'l , t > 0 , 
x E V'l , t > 0. 
(3. l a) 
(3.1 b) 
V'7 := {x E ffi.d: -00 < X1 , ... , Xd-1 < +oo, - 1 <Xd< 17} , (3.2) 
with 17 := 17(x1 , ... ' Xd- 1 , t). The domain v1) is bounded by the moving boundary 
S1) := {xd = 17} and the rigid boundary R := {xd = - 1}. 
At the boundary R we impose the free-slip boundary conditions: 
ed·V = 0 , x E R ,t > 0 , (3.3) 
with j = 1, ... , d - 1. At S1) the dynamic free-surface conditions are imposed: 
p - 2µ n · Vv · n = 0 , n · ((Vv) + (Vvf ) ·tj = 0 , 
with n the unit normal vector to S'7 and t j , j = 1, ... , d - 1, orthogonal unit 
tangential vectors to S1). Moreover, the vertical displacement 17 of the moving 
boundary s1) is related to the velocity of the underlying fluid flow by the kinematic 
condition 
17t + v . V17 - Vd = 0 ' x E S'l , t > 0 . (3 .5) 
The moving boundary S '7 is then a free surface. 
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Equations (3.1)- (3.5) must be supplemented with suitable initial conditions 
v(x, 0) = v 0 (x) , p(x, 0) = Po(x), x E V 17 , (3.6a) 
with V17 the closure of V17 , and 
77(x, 0) = TJo(x ), x E So , (3.6b) 
with Vo , Po and T/o given. 
Our objective it to determine asymptotic solutions of (3. 1)- (3.6) in the limit 
as 117711 ~ 0, i.e., for small displacements of the free surface. Moreover , we investi-
gate the properties of such solutions. 
3.3 Infinitesimal Solutions 
3.3.1 Generating Solution 
If the initial displacement of the free surface is specified 
77 (x , O) = 0 , x E So , (3.7a) 
and the initial conditions (3.6a) are specified 
v(x, 0) = v (o) , x E Vo , (3. 7b) 
h (0) ·- ( (0) (0) ) . (0) (0) . w ere v .- v1 , . .. , vd_ 1 , 0 , with v1 , ... , vd- I constant velocity components, 
and: denotes closure, then the corresponding solution of (3.1)- (3.6) reads 
77(x, t)=O, x E So , t 2 0 , (3.8a) 
and 
v(x, t) = v C0l , x E Vo , t 2 0. (3.8b) 
The above solution corresponds to a uniform horizontal flow. A uniform horizontal 
flow is indeed a (steady) solution of the considered free-surface flow problem. 
If, instead, the initial displacement of the free surface is specified 
77(x, 0) = Eho(x) , x E So , (3.9a) 
with ho independent of E, and, accordingly, 
v (x , 0) = v 0 (x; E) , p(x , 0) = Po(x; E) , x E V 17 , (3.9b) 
where vo (x ; E) ~ v (O) and Po(x; E) ~ -Fr-2xd as E ~ 0, then the corresponding 
solution of (3.1)- (3.5) approaches (3.8) as E ~ 0. In this context , the solution (3.8) 
is called a generating solution. 
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3.3.2 Infinitesimal Conditions 
We consider the free-surface flow problem (3. 1)- (3.5) , supplemented with the ini-
tial conditions (3 .9). Motivated by §3.3 .1 , we assume that as E -+ 0 the corre-
sponding perturbed solution can be expanded asymptotically as 
n 
77(x, t ; E) = L x1(E) 77<1l(x , t) + o(xn) ' (3.lOa) 
l=l 
n 
v1(x , t ; E) = v)0 ) + L '1/J f (E) vj1l(x , t) + o( 'l/J~ ) , j = 1, ... , d ' (3.lOb) 
l = l 
n 
p(x, t ; E) = -Fi.·-2xd + L </>1(E) p(l l(x , t ) + o(</>n) , (3. lOc) 
l=l 
for all n = 1, 2, . .. , with respect to certain uniform asymptotic sequences { '1/J f (E)}, 
j = 1, ... , d, {</>1(E)} and {x1(E) }, with l = 1, 2, . ... For a definition of asymptotic 
sequences and the Landau symbols, o and 0 , used below, see, e.g. , Ref. [35] . 
The condition that (3.lOa) complies with (3.9a) implies that x1 must be of 
O(E). We choose x1 = E. The functions '1/Ji(E) and </>1(E) are required to be of 
o(l) as E -+ 0. We assume that the expansion (3.10) is uniformly valid in (x, t) 
for x E Vry and t ;:::: 0. The representation (3.10) of the solution as an asymptotic 
series is referred to as a formal solution. We refer to the first term in the series 
expansion as the infinitesimal perturbation or the first-order perturbation. 
Upon inserting (3.10) in (3. 1) , we obtain 
(3.lla) 
and t, (t, 11~E + o(v}.) ) ~ o (3.llb) 
for all x E Vry , t ;:::: 0. Because terms of different order in E must vanish separately 
as E-+ 0, (3.lla) implies: (1) that '1/J f = 0(</>1) to maintain a meaningful relation 
between v and p ; (2) that </>1 = 0(</>1</>1- d = O(</>i) to maintain a meaningful 
relation between successive terms in the expansion. Based on (1) , we choose 
'1/Jf = </>1. 
The requirement that (3.10) satisfies (3.1)- (3.5) and (3.9) imposes certain 
conditions on the successive terms in the expansion. The infinitesimal conditions , 
i. e., the conditions which the first-order perturbation must satisfy, are obtained 
3.3. Infinitesimal Solutions 19 
by inserting the expansion (3. 10) in (3. 1)- (3.5) and (3.9) , and collecting terms of 
order 0(</Ji). 
Collecting terms of order O(<Pi) in (3.11): 
v~ 1 ) + v (o) · Vv(ll + V p(l) - µ6.v (ll = 0 , 
divv(ll = 0 , 
x E V'l,t > 0 , 
x E V'l , t > 0. 
(3.12a) 
(3. 12b) 
Inser ting (3. 10) in (3.3) and collecting terms of 0(</Ji), the boundary condi-
tions at the rigid boundary n yield 
x E R , t > 0 , (3.13a) 
x E R , t > 0, j = 1, ... , d - 1. (3. 13b) 
To obtain the free-surface conditions for the infinitesimal perturbation, an 
asymptotic expansion of the unit tangential and normal vectors to S '7 is required. 
If the tangential and normal vectors to the undisturbed free surface S 0 are e1 
and ed, respectively, then the unit tangential and normal vectors to S '7 can be 
expanded as 
t1(x + TJ (x , t) ed) = e1 + (e1 · V'TJ(x, t )) ed + 0(E2 ) , 
d-l 
n (x + TJ (x , t) ed) = ed - L ( e1 · V'TJ(x, t)) e1 + 0 (E2 ) , 
j=l 
with x E S 0 . The remainder is 0 (E2) because T/ = O(E). 
Taylor expansion of v (x , t) around x E S0 yields 
v (x + TJ (x ) ed, t) = v (x , t) + TJ(X , t) ed · Vv(x , t) + 0 ( E2 ) , 
Vv(x + TJ(x) ed , t) = Vv(x , t) + TJ(X , t) ed · VVv(x , t) + 0(E2 ). 
Hence, by (3. 10), 
v (x + TJ(x) ed, t) = v (O) + <h v (l) (x , t) + r(E) , 
Vv(x + TJ (x ) ed, t) = </>1 Vv(1\ x , t) + r(E), 
(3 .14a) 
(3.14b) 
(3. 15a) 
(3.15b) 
(3.16a) 
(3. 16b) 
with x E S o and the remainder r(E) = 0(E2 ) + O(E</>1 ) + O(</>i). Similarly, we 
obtain for the pressure 
x E So , (3.17) 
with f(E) = O(</>i) + O(E</>i) + O(x2). Equation (3.1 7) yields a meaningful relation 
between p and TJ , provided </>1 = O(E). We choose <f>1 = E. From the remainder r 
we infer that a meaningful relation between successive terms in the approximation 
is only obtained if XL = 0(E1). Hence, the remainders r and rare both of 0(E2 ). 
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So 
Figure 3.1: The spatial domain V17 and the undisturbed free surface So; So is 
not contained in V 17 • 
Inserting (3. 10) and (3. 14)- (3.17) in (3.4)- (3.5) and collecting terms of 0( E) , 
we obtain the infinitesimal conditions 
x E S 0 , t > 0 , (3. 18a) 
x E So, t > 0 , (3. 18b) 
and 
oTJU l ~ (o) 8r/1l _ , (1) _ 
at + ~ v j ox v d - o , 
j=l J 
x E So, t > 0. (3. 18c) 
Observe that (3.18) must be satisfied on the undisturbed free surface S0 . 
However, v <1l and p<1l are defined on the spatial domain Vw Because S 0 is not 
necessarily contained in V'l, it can occur that v <1l and p(l) in (3. 18) are not 
properly defined ; see Figure 3.1. To avoid this , we assume that v <1l and p (l ) can 
be extended smoothly beyond the boundary S'1 in such a manner that they are 
well defined in a neighborhood of s1) including So. For x E So , x i V1) , we then 
define y (l) and p (l) in (3. 18) by their smooth extension from s1). 
Ignoring terms of O (c2 ) , the initial conditions (3.9) yield 
ETJ(l ) (x , 0) = Eho (x ) , 
v Ul(x , 0) = v o(x ; E) - v <0l , 
p(ll(x , 0) = Po(x ; E) + Fr- 2xd, 
x E So , 
x E V'1 , 
x E V'l . 
Equation (3. 19) specifies the infinitesimal initial conditions. 
(3. 19a) 
(3.19b) 
(3. 19c) 
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3.3.3 Generic Modes 
To determine the infinitesimal perturbation, i.e., the solution of (3.12)- (3.13) and 
(3.18)- (3. 19), we first determine generic modes in compliance with (3.12). Subse-
quently, we use these generic modes to form the infinitesimal perturbation. 
For convenient notation, let q (x, t ) := ( vi1), . .. , v~1 ), p(l l) (x, t) and h(x , t) := 
'l'/(l l(x , t). To construct a Fourier representation of q (x , t), we first consider an 
isolated mode: 
q (x , t) := q (k , s , w) exp (ik · x + sxd + iwt), 
h(x , t) := h(k ,w) exp (ik ·x + iwt) , 
(3.20a) 
(3.20b) 
with k := k1e1 + · · · + kd-led-l, kj E IR the horizontal wave n'Umber, w EC the 
radian freq'Uency and s EC. Note that the product kx yields k1x1 + .. . +kd- lXd- l· 
Inserting (3.20a) into (3.12) , we obtain 
P (k, s, w) · q (k , s , w) exp (ik · x + sxd + iwt) = 0 , (3.21) 
with the Fo'Urier symbol P (k, s , w) according to 
H(k ,s,w) 0 0 ik1 
0 H(k , s ,w) 0 ik2 
P (k, s,w) := (3.22a) 
0 0 H(k ,s, w) s 
ik1 ik2 s 0 
where 
H(k , s ,w) := iw + iv (o) ·k + µ(l k l2 - s2). (3.22b) 
Hence, (3.20a) complies with (3.12) if 
q (k , s ,w) E kernel(P (k , s , w)). (3.23) 
Equation (3 .23) only allows nontrivial q (k , s, w) if P (k, s, w) is rank-deficient. T his 
requires that k , s and w satisfy 
' 2 2 ' dl det(P (k , w)) = (l k l -s) (H( k ,s,w) ) - =0. (3.24) 
For d = 2, the kernels of P (k, s, w) corresponding to the different roots 
of (3.24) are: 
if k , s ,w = 0 ' (3.25a) 
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or otherwise 
span { ( (-~~~lk l ) } , ifs= (-l)jlk l (j = 1,2)' (3.25b) 
-i (w + y (O) · k) 
'pan { ( +)} if H(k , s,w) = 0. (3.25c) 
Ford= 3, 
if k , s,w = 0' (3.26a) 
or otherwise 
ifs=(-l)jlk l (j=l,2), (3.26b) 
if H(k , s ,w) = 0. (3.26c) 
Note that (3.25a) and (3.26a) correspond to constant modes . Because (3.25b) 
and (3.26b) are independent ofµ, the associated modes are called inviscid modes. 
In contrast, the modes corresponding to (3 .25c) and (3.26c) are viscous modes . 
In view of the linearity of (3.12) , a solution of (3.12) can be represented as a 
linear combination of the modes (3.25) or (3.26). Hence, a generic inviscid mode 
can be defined by 
2 
q i(k ,w, x ,t) = L B.f(k , w) q j(k ,w)exp(ik ·x + (-l)ij k jxd+iwt), 
j=l 
with e; : JRd-l x <C ,__. <C (j = 1, 2), and 
<lj(k ,w) = ikd-1 
(-l)Jl k l 
-i(w+ v (Dl. k ) 
(3.27a) 
(3.27b) 
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A generic viscous mode is 
d- 1 2 
qv(k ,w, x , t) = L L e~j(k , w) 41,j(k ,w)exp (ik- x+ (-l)jaxd +iwt)' (3.28a) 
l=l j=l 
with e~j : JRd- l x c ,.__. c (l = 1, ... ,d-1, j = 1, 2), 
a:= a(k ,w) = Vl k l2 + i(w + v (O) ·k)/µ, (3.28b) 
and 
if d = 2 ' (3.28c) 
and 
if d = 3 . (3.28d) 
3.3.4 Surface Gravity Waves 
A solution of (3.12)- (3.13) and (3.18) can be formed by linear combination of the 
generic modes (3.27)- (3.28). The cased= 2 can be treated as a particular case of 
d = 3, with B2,j and k2 set to 0, and will therefore not be considered separately. 
To enforce the boundary conditions (3.13) , we choose 
with Bi(k ,w) : JRd- 1 x <C ,.__. C and BJ'(k ,w) : JRd- 1 x C ,.__. <C, where j = 1, 2 and 
l = 1, 2. Equations (3.27) and (3.28) then yield 
i ik2 cosh (lk l (1 + xd) ) . . 
(
ik1 cosh (l k l(l + xd) ) ) 
e (k ,w) lk lsinh(l k l(l+xd)) exp(tk · x + iwt) ' 
- 0 cosh (lk l (1 + xd) ) 
(3.30a) 
with 
n := O(k ,w) = i(w + v 0 ·k) ' (3.30b) 
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and 
( 
CJcosh(C!(l+ xd)) ) 
q v(k ,w, x , t)=Bf(k ,w) 'k. h(O(l )) exp(ik ·x + iwt) 
-1 1 sm CJ + Xd 
0 
( 
0 ) v CJcosh(C!(l+xd)) . . 
+B2(k ,w) 'k . h( (l )) exp(1k ·x+1wt), 
-1 2 sm CJ + xd 
0 
(3.30c) 
respectively. 
The sum of the above inviscid and viscous modes, q i+ qv, and the infinites-
imal surface displacement (3.20b) satisfy the conditions (3.18) if the following 
conditions hold: 
Bi r2cosh lk l + Fr·- 2h + 2µWl k l2cosh lk l - iCJcoshCJ (Bf k1 + B~k2)) = 0 , (3.3la) 
r2h - (Bi lk lsinh lk l - isinhCJ (Bf k1 + B~k2)) = 0 , (3.3lb) 
Bi 2ik1 lk lsinh lk l +Bf (CJ 2 + ki) sinh CJ= 0 , (3.31c) 
Bi 2ik2l k lsinh lk l + BH CJ 2 + k~) sinhCJ = 0 ' (3.3ld) 
E liminating the ratios h/Bi, B]_/Bi and B~/Bi from these equations, we obtain 
( ki (CJ 2 + k~) + k~ (CJ 2 + ki)) ( 4µr2CJl k l( tanh lk l/tanh CJ)+ 2Fr- 2 lk ltanh lk l) 
- (CJ2 + ki)(CJ2 + k~) ( n(n + 2µl k l2 ) + Fr- 2lk ltanh lk l) = 0. (3.32) 
Recall that CJ is defined by (3.28b). Hence , (3 .32) specifies a relation between the 
radian frequency w and the wave number k. Such a relation is called a dispersion 
relation. Elimination of CJ 2 from (3.32) by means of the definition (3.28b) yields 
the following implicit relation for the dispersion relation: 
n(n + µ lk l2) ( (n + 2µl k l2 ) 2 + Fr--2 lk ltanh lk l) 
- µ2 ( 4r2al k l(tanh lk l/ tanhCJ) ( 1k l2 (r2 + µl k l2 ) + 2µkik~) 
+ kik~ ( 3Fr- 2 lk ltanh lk l - r2(r2 + 2µl k l2))) = 0 . (3.33) 
It appears impossible to explicitly extract the dispersion relation w(k ) from 
equation (3.33). However, an asymptotic expansion of the dispersion relation in 
the limit µ--+ 0 can be constructed. Asµ--+ 0, (3.33) possesses two distinct roots 
(3.34a) 
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with j = 1, 2 and 
<P( k ) = VFr- 2 jk jtanh lk l . (3 .34b) 
To construct the expansion (3.34), it is important to note that 
_(]"_ = J µlk l2 + D exp(2Jlk l2 + D/ µ) + l = O(l / fo) , 
tanh(J" Vfi, exp(2Jlk l2 +D/ µ) - l (3.35) 
as µ ___, 0. Hence, the remainder in (3.34) is indeed o(µ). 
If (3.34) is inserted in (3 .20a) and terms of o(µ) are ignored, it follows that 
an isolated Fourier mode behaves in x1 , ... , Xd-l and t as: 
exp ( - 2µj k j2 t)exp (ik ·x - i(vC0 l ·k - (- l )l <P (k ))t). (3. 36) 
Equation (3.36) associates a traveling wave with each root of the dispersion re-
lation. These waves are called surfa ce gravity waves. The surface gravity waves 
move with the phase velocity 
c (k ) = lk l- 2 (vC0 l ·k - (- l )i <P(k)) k , 
(see, e.g., Ref. [78]) and attenuate as exp (-2µjk j2t) . 
3.3.5 Constant Perturbations 
j = 1, 2 ' (3.37) 
A solution of (3. 12)- (3. 13) and (3. 18) can also be formed by linear combination 
of the constant modes (3.26a). One can infer that for d = 3 any such constant 
perturbation can be represented as 
( 
(1)) V1 
(1) 
~!l) (x , t) = w , 
p(l ) 
with w ~ m. (3.38a) 
and 
(3.38b) 
for arbitrary constants ii1 , ii2 and p. The case d = 2 can again be treated as a 
particular case of d = 3, with ii2 set to 0, and will not be considered separately. 
3.3.6 Compatibility of Initial Conditions 
The surface gravity waves express the infinitesimal perturbation corresponding to 
a disturbance in the initial condit ions in the form of an isolated Fourier mode. A 
general infinitesimal perturbation can be represented as a linear combination of 
the constant mode and the Fourier integral of these surface gravity waves, provided 
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that the perturbation in the initial conditions complies with certain compatibility 
conditions. 
To facilitate the description of the compatibility conditions, we note that 
the conditions (3.31c)- (3.3ld) specify an interdependence between the inviscid 
mode (3.30a) and the viscous mode (3.30c). For each root w1(k ) of the dispersion 
relation (3.33), we can condense the corresponding surface gravity wave into 
(3.39a) 
where 
(3.39b) 
with 
(3.39c) 
and 
) (3.39d) 
with n1 := D(k , w1 (k)) and cr1 := cr (k , w1 (k)) according to (3.30b) and (3.28b), 
respect ively. 
Moreover , from the conditions (3.31 ) it follows that the surface displacement 
carried by the surface gravity wave (3.39) is 
(3.40a) 
with 
h1 (k) := - Fr2 [ n 1cosh lk l + 2µikl 2 cosh !k l 
4µ 2 cr1 lk lsinh !k l ( ki k~ ) ] 
- tanhcrj µlk l2 + nj + µki + µlk l2 + n j + µk~ . (3 .40b) 
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To specify the compatibility condition for the initial conditions (3.9) , we 
define 
. 1 ( v 0 (x; E) - v (D) ) q 0 (x) := hm - ( ) 2 . 
, _,Q E Po x; E +Fr·- Xd (3.41) 
Let m denote the number of roots of the dispersion relation (3.33). The ini-
tial conditions (3.9) are called compatible with (3.1)- (3.5) to 0(E2) as E ___.. 0, if 
ej : JRd- l >--> c exist such that 
(3.42a) 
(3.42b) 
with w E JRd+ 1 a constant vector in accordance with (3.38a). The compatibility 
conditions (3.42) imply that the infinitesimal init ial conditions (3 .19) can be 
satisfied to 0( E2 ) by a linear combination of the constant modes (3.38) and a 
Fourier integral of the surface gravity waves. 
Existence of the integrals in (3.42) implies certain restrictions on the initial 
conditions, in addition to the compatibility conditions; see, e.g. , Ref. [72]. How-
ever, many of these restrictions can be relaxed if e1 is understood in a generalized 
sense [43]. 
3.3. 7 General Infinitesimal Perturbations 
The infinitesimal perturbation corresponding to an arbitrary compatible initial 
condition can be represented as 
(3.43a) 
(3.43b) 
for appropriate wand e1(k ). Ife1(k ) w1(k ,xd) and e1(k )h1(k ) are analytic func-
tions of k for all considered xd , then the integrals describe the behavior of wave 
groups , i.e. , a group of contiguous (in Fourier space) surface gravity waves. 
Denoting the Fourier transforms of q 0 (x ) and h0 (x) from x 1 , . .. ,xd- l to k 
by wo(k, xd) and h0 (k ), respectively, the infinitesimal initial conditions imply the 
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following conditions on wand B1 (k ): 
m 
wo(k ,xd) = wJ(k ) + 2:)1(k )w1(k ,xd), 
j=l 
m 
ho(k ) = Fr2 Ui4 J(k ) + L B1(k )h1(k ), 
j=l 
(3.44a) 
(3.44b) 
with J(k ) the Dirac J-function. If the conditions (3.44) uniquely determine w 
and B1(k ) for all k such that w1(k, xd) "I- 0 or k1(k ) "I- 0, then the infinitesimal 
perturbation (3.43) is uniquely determined by (3.1)- (3.5) and the initial condi-
tions (3.9). This is , of course, a prerequisite for well posedness of the problem 
defined by (3.1)- (3.5) and (3.9). 
From (3.33) and (3.39)- (3.40) it follows that w 1 (k , xd) = 0 and h1 (k ) = 0 
iff k = 0. The conditions (3.44) with k = 0 then uniquely determine w. For all 
k "I- 0, the conditions (3.44) uniquely determine B1(k ), provided that the pairs 
(w1(k , xd), h1(k )), j = 1, ... , m, are linearly independent for some Xd E [O , l ]. 
For sufficiently smallµ , the infinitesimal perturbation is unique: From (3.34) 
and (3.39) it follows that the number of roots of the dispersion relation is m = 2 
as µ ---> 0 and that the associated pairs (w1 (k, xd) , h1 (k) ), j = 1, 2, are linearly 
independent for all k "I- 0. 
3.4 Solution Behavior 
In this section we summarize several characteristic features of surface gravity waves 
and of surface gravity wave groups. 
3.4.1 Evolution of Local Disturbances 
The dispersive behavior of the surface gravity waves implies that the velocity of 
the waves varies with the wave number. T his is apparent from expression (3. 37) for 
the phase velocity. Consequently, the Fourier modes that are present in an initially 
local disturbance in the flow appear later at different positions. This well-known 
phenomenon is also described in the classical references [37, 44]. 
To illustrate this behavior , we consider the evolut ion of the free-surface dis-
placement for a stagnant inviscid free-surface flow in two spatial dimensions, i.e., 
vi0l = 0, µ = 0 and d = 2, in the case that the infinitesimal initial displacement 
of the free surface is given by 
2 
ho(x) = e-x , - oo < x < oo. (3.45) 
The Fourier components of the initial displacement h0 (x) are 
~ 1 Joo . e-k2 / 4 ho(k) := - ho(x) e - ik x dx = ~. 
271' - ()() 2y 71' 
(3.46) 
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The infinitesimal free-surface displacement is expressed by (3.43b). Considering 
the typical case B2 (k) = 0, we obtain that the infinitesimal free-surface displace-
ment is given by the wave group 
l oo e-k2 /4 I h(x, t) = ~exp (ikx + iy Fr- 2 lk ltanh lkl t) dk. -oo 2y7r (3.47) 
Figure 3.2 plots the real part of h(x, t) according to (3.47) for Fr = ~· The 
separation of the Fourier components with different wave numbers that occurs due 
to the dispersive behavior of the surface gravity waves is indeed apparent. 
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F ig ure 3. 2 : Evolution of a local disturbance in the free-surface position ac-
cording to (3.47). 
3.4.2 Steady Waves 
Equations (3.39)- (3.40) imply that a surface gravity wave with wave number k is 
steady if the dispersion relation (3.33) has a root Wj (k ) = 0. For inviscid flows 
(µ = 0) , it follows from (3.34) that this occurs for k such that 
(3.48) 
Without loss of generality, below we assume that the reference velocity is chosen 
such that lv(o) I = 1. 
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For d = 2, equation (3.48) yields a relation between the wave number and 
the Froude number: 
(3.49) 
For subcritical flows, i.e., for Fr < 1, equation (3.49) specifies a unique relation 
between the Froude number and the wave length A := 27r / k. Figure 3.3 displays 
the relation between the wave length of the steady surface gravity wave and the 
Froude number , according to (3.49). For supercritical flows (Fr > 1) a solution 
8 
6 
4 
2 
0 1/ 5 2/ 5 
Fr 
3/ 5 4 / 5 
Figure 3.3: Relation between the wave length, ,\ ,and the Froude number , Fr, 
for steady surface gravity waves in a channel of unit depth. 
to (3.49) does not exists and, accordingly, a steady surface gravity wave does not 
occur. 
To facilitate the derivation of the steady waves ford= 3, we assume, without 
loss of generality, that y (D) = e 1 , so that y (D) · k = k1 . Equation (3.48) then yields 
the following relation between k1 , k2 and Fr: 
k2 
1 = Fr-2. 
Jki + k~ tanh )ki + k~ (3.50) 
Figure 3.4 on the next page displays curves in the (k1 , k2 )-plane on which the 
condition (3.50) is fulfilled for different values of Fr-2 . From Figure 3.4 it becomes 
apparent that for d = 3 the inviscid free-surface flow problem allows surface gravity 
waves with unbounded lkl. From (3.36) it follows that these high wave number 
modes are effectively removed by viscosity. 
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0 2 4 6 8 10 
Fig ure 3.4 : Wave-number curves of steady surface gravity waves in 3 dimen-
sions for Fr- 2 = 0, ~, ~, 1, 2, 4 , 8. 
3.4.3 Asymptotic Temporal Behavior of Wave Groups 
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The asymptotic temporal behavior of a group of inviscid surface gravity waves 
is determined by the asymptotic properties of the inverse Fourier transforms 
in (3.43) , with w1(k ) by (3.34) and µ = 0. The behavior of these integral trans-
forms for t ---+ oo can be determined by means of the asymptotic expansion 
fo 00 f(k) exp(i~(k)t) dk = 
f(ko) l~"~:o)lt exp(i[~(ko)t + i7rsignC(ko)]) + O(e-f3t), (3.51) 
with f3 a positive constant, f (k) an analytic function and k0 a stationary point 
of ~(k) , i.e., ((ko) = 0. The expansion (3.51) requires t hat ~ (k) is smooth in the 
neighborhood of stationary points in the sense that the rat i > (" (k0 )/l~"(k0 )1 3/ 2 is 
small; see Ref. [37]. The method of stationary phase ( srn neLir 2s !~alled method of 
steepest descent) can be used to prove (3.511; see, e.f, ., llef ;. 14 .. 7!0]. 
The inverse Fourier transforms in (3.43j can he cw · iat d fc t · -) '.:io by intro-
ducing a suitable coordinate transformation for k and. aµp l:ring (0.5 l) recursively 
with respect to the transformed coordinates. The foll0wi11g as} rnpt0tic behavior 
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of the inverse Fourier transforms (3.43) is then obtained: 
(27!-/t) (d-l J/2 ( det H(ko) ) - 1/ 2 exp (i~ (k0 )t + i( ) + 0 ( e-f:it) , (3.52a) 
as t ---> oo, where 
~(k) := k · x / t + Wj (k) , (3.52b) 
H(k) denotes its Hessian and ( is a multiple of 7r / 4 depending on the properties 
of the Hessian; see also Ref. [78]. 
Ifµ = 0 in (3.34) , then for fixed x and t---> oo, a stationary point ko of ~(k) 
occurs when 
8<.I>( k ) = Fr-_1 tanh lk l + ik l(l - tanh 2 lk l) kj = v(O ) 
8k1 2 Jlk itanh lk l lk l 1 ' 
j = 1, ... ) d-1. (3.53) 
Without loss of generality, we assume that v <0l is scaled such that iv<0l I = 1. A 
necessary and sufficient condition for a stationary point to exist is Fr· - 2 A(l k l) = 1, 
with 
A(lk l) := (tanh lk l + lk l( l - tanh 2 lk i)) 2 
4 lk itanh lk l 
(3.54) 
One can show that A(J k l) is a bijection from IR+ to (0, l ]. Therefore, a stationary 
point exists iff Fr ::; 1, i.e., for subcritical flows. This stationary point corresponds 
to a wave of which the group velocity (see, e.g. , [44, 78]) equals the flow-velocity. 
Consequently, the energy associated with this wave remains at a fixed position 
and decays only due to dispersion. 
By (3 .52a), at subcritical Froude numbers the asymptotic temporal behavior 
of the wave groups in (3.43) in JRd is O(t(l -d) / 2 ) as t ---> oo . In particular , the 
wave groups a ttenuate as 1/ Jt in IR2 and as 1/ t in IR3 . At supercritical Froude 
numbers, a stationary point of ~(k) does not exist and the first term in (3.52a) 
disappears. The wave groups then vanish exponentially as t ---> oo . 
3.4.4 Free-Surface Boundary Layer 
A particular feature of viscous free-surface flows is the boundary layer that is 
present in the vicinity of the free surface. The boundary layer of a surface gravity 
wave (3.39) is contained in the viscous contribution (3.39d). From (3.39d) it follows 
that the typical structure of the free-surface boundary layer is 
and 
cosh ( cr1 (1 + xd) ) 
sinhcr1 
sinh (cr1( l + xd) ) 
sinh cr1 
for the horizontal and vertical velocity components , 
does not exhibit a free surface boundary layer. 
(3.55a) 
(3.55b) 
respectively. The pressure 
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Figure 3.5 plots the modulus of (3.55a) versus the vertical coordinate for 
several values ofµ. The modulus of (3.55b) behaves similarly. The setting of the 
remaining parameters is Fr = vtanh 1, k1 = 1 and k2 = 0. In the absence of 
viscosity, this setting corresponds to a steady surface gravity wave with d = 2; 
cf. (3.49). To create Fig. 3.5, for each value ofµ we extracted the 0 closest to 
- i from (3.33) and, subsequently, we obtained the corresponding a from (3.28b). 
The free-surface boundary layer structure is apparent in Figure 3.5 . 
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Figure 3.5: Structure of the free-surface boundary layer according to (3.55a) 
forµ= 10- 1 , 10- 2 , 10- 3 , 10- 4 , with Fr = Jtanh 1, k1 = 1 and k2 = 0. 
The free-surface boundary layer is weak in the sense that the boundary layer 
vanishes as µ --> 0. From (3.33) it follows that 
nj = 0(1) , asµ->O. (3.56) 
The definition (3.28b) then implies 
Clj = 0(1 / y'µ) ' asµ->0. (3.57) 
Hence, by (3.39), the viscous contribution to the horizontal velocity is 0( y'µ) and 
the viscous contribution to the vertical velocity is only O(µ). This result is consis-
tent with the statement in [5] that the velocity deviation through the free-surface 
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boundary layer is 0(1/ VRe). The above implies that the free-surface boundary 
layer indeed vanishes as µ ___., 0. In contrast , the devia tion of the horizontal and 
vertical velocities through the boundary layer near a rigid no-slip boundary is 0 (1) 
and O(y'µ) , respectively; see, e.g., Ref. [35]. Hence, the boundary layer near a 
rigid no-slip boundary persists as µ ___, 0. 
Chapter 4 
Efficient Numerical Solution of Steady 
Free-Surface Navier-Stokes Flows 
4.1 Introduction 
The numerical solution of flows that are partially bounded by a freely moving 
boundary is of great importance in ship hydrodynamics [3 , 12, 17, 45], hydraulics , 
and many other practical applications, such as coating technology [54, 55]. In 
ship hydrodynamics , an important area of application is the prediction of the 
wave pattern that is generated by the ship at forward speed in still water. This 
wave generation is responsible for a substantial part of the ship 's resistance and, 
therefore, it should be minimized by a proper hull form design. Computational 
methods play an important role in this design process. Most computational tools 
that are currently in use for solving gravity subjected free-surface flows around 
a surface-piercing body rely on a potential flow approximation. Present develop-
ments primarily concern the solution of the free-surface Navier- Stokes (or RANS) 
flow problem. 
For time-dependent free-surface flows , generally there is no essential differ-
ence in the treatment of the free surface between numerical methods for potential 
flow or Navier- Stokes flow. Typically, the solution of the flow equations and 
the adaptation of the free boundary are separated. Each time step begins with 
computing the flow field with the dynamic conditions imposed at the free surface. 
Next , the free surface is adjusted through the kinematic condition, using the newly 
computed velocity field. 
For steady free-surface flows , however, such a conformity of approaches for 
viscous and inviscid flow cannot be observed. For instance in ship hydrodynamics, 
whereas dedicated techniques have been developed for solving the free-surface po-
tential flow problems (see, e.g., Ref. [51]), methods for Navier- Stokes flow usually 
continue the aforementioned transient process until a steady state is reached (see, 
e.g. , Refs. [3 , 12]). However , this t ime-integration method is often computation-
35 
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ally inefficient. In general , the convergence to steady state is retarded by slowly 
attenuating transient surface gravity waves. Moreover, the separate treatment of 
the flow equations and the kinematic condition yields a restriction on the allow-
able time-step. Due to the specific transient behavior of free-surface flows and the 
time-step restriction, the performance of the time-integration method deteriorates 
rapidly with decreasing mesh width. In practical computations, tens of thou-
sands of time steps are often required , rendering the time-integration approach 
prohibitively expensive in actual design processes. 
Several approaches have been suggested to improve the efficiency of time-
integration methods , e.g., pseudo-time integration and quasi-steady methods; see 
Refs. [17, 75]. It appears that these approaches indeed improve the efficiency, 
but do not essentially improve the asymptotic convergence behavior of the time-
integration method. 
Alternative solution methods for steady free-surface Navier- Stokes flow ex-
ist , but they have not been widely applied in the field of ship hydrodynamics. In 
the field of coating technology successive approximation techniques are often em-
ployed , in particular , kinematic iteration and dynamic iteration [55]. Kinematic 
iteration imposes the dynamic conditions at the free surface and uses the kinematic 
condition to displace the boundary. Dynamic iteration imposes the kinematic and 
the tangential dynamic conditions at the free surface and uses the normal dynamic 
condition to adjust the boundary position. However, the convergence behavior of 
both iteration schemes depends sensitively on parameters in the problem; see, 
e.g., Refs. [11 , 58]. A method that avoids the deficiencies of the aforementioned 
iterative methods, is Newton iteration of the full equation set [55]. The positions 
of the (free-surface) grid nodes are then added as additional unknowns and all 
equations, including the free-surface conditions, are solved simultaneously. An ob-
jection to this method is that simultaneous treatment of all equations is infeasible 
for problems with many unknowns, such as three-dimensional problems and prob-
lems requiring sharp resolution of boundary layers. F inally, the free-surface flow 
problem can be reformulated into an optimal shape design problem, which can then 
in principle be solved efficiently by the adjoint optimization method. A problem 
with this approach is its complexity: although much progress has been made in 
the formulation of adjoint equations for problems from fluid dynamics , including 
the Navier- Stokes equations [21], setting up the adjoint method remains involved. 
Moreover, efficiency is only obtained if proper preconditioning is applied [66, 68], 
and constructing the preconditioner for the free-surface Navier- Stokes flow prob-
lem is intricate. 
The current work presents an iterative method for efficiently solving steady 
free-surface Navier- Stokes flow problems. Although our interest is the previously 
outlined ship hydrodynamics application, it is anticipated that the method is 
also applicable to other gravity dominated steady viscous free-surface flows at 
high Reynolds numbers, such as occur, for instance, in hydraulics. The proposed 
method is analogous to the method for solving steady free-surface potential flow 
problems presented in [51]. The method alternatingly solves the steady Navier-
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Stokes equations with a so-called quasi free-surface condition imposed at the free 
surface, and adjusts the free surface using the computed solution. The quasi 
free-surface condition ensures that the disturbance induced by the subsequent dis-
placement of the boundary is negligible. Each surface adjustment then yields an 
improved approximation to the actual free-boundary position. 
The contents of this chapter are organized as follows: In Section 4.2 the 
equations governing incompressible, viscous free-surface flow are stated and the 
quasi free-surface condition is derived. Section 4.3 proves that the usual time-
integration approach is generally unsuitable for solving steady free-surface flows. 
Section 4.4 outlines the iterative solution method and examines its convergence 
behavior. Numerical experiments and results for a two-dimensional test case are 
presented in Section 4.5. The application to actual ship wave computations is in 
progress and will be reported in a sequel. Section 4.6 contains concluding remarks. 
4.2 Governing Equations 
4.2.1 Incompressible Viscous Flow 
An incompressible, viscous fluid flow, subject to a constant gravitational force 
is considered. Although only steady solutions are of interest , for the purpose of 
analysis the equations are considered in time-dependent form. 
The fluid occupies an open, time-dependent domain Vry c !Rd (d = 2, 3), 
which is enclosed by the free boundary, Sry , and a fixed boundary, 8Vry \ Sry. 
Positions in !Rd are identified by their horizontal coordinates (x1 , . . . , Xd- l) and a 
vertical coordinate y , with respect to the Cartesian base vectors e 1 , ... , ed- l and 
j , respectively. The origin is located in the undisturbed free surface S 0 , and the 
gravitational acceleration, g , acts in the negative vertical direction. We consider 
free surfaces that can be represented by a so-called height function , i.e ., Sry = 
{(x, 77(x, t))}. The height function 7] is assumed to be a smooth function of the 
horizontal coordinates and time. See Figure 4.1 on the following page for an 
illustration. 
The distinguishing parameters of the viscous free-surface flow problem are 
the Froude number , Fr:= U/Viif,, and the Reynolds number, Re:= pU£/µ , with 
U an appropriate reference velocity, g the gravitational acceleration, £a reference 
length andµ the dynamic viscosity of the fluid . The fluid density p is assumed to be 
constant. The state of the flow is then characterized by the (non-dimensionalized) 
fluid velocity v(x, y , t) and pressure p(x, y , t). Incompressibility of the fluid implies 
that the velocity field is solenoidal: 
divv = 0, (x,y) E Vry ,t > 0. (4.la) 
Conservation of momentum in the fluid is described by the Navier-Stokes equa-
tions. The pressure is separated into a hydrodynamic component tp and a hydro-
static contribution as p(x, y, t) = tp(x , y, t) - Fr- 2 y . Because the gradient of the 
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Figure 4.1: Schematic illustration of the free-surface flow problem. 
hydrostatic pressure and the gravitational force cancel, the Navier-Stokes equa-
tions for a gravity subjected incompressible fluid read: 
~: + div vv + V cp - div r (v ) = 0, (x ,y) E V11 ,t > 0, (4.lb) 
where r (v ) is the viscous stress tensor for an incompressible Newtonian fluid: 
r (v ) := Re- 1 ((V v ) + (Vvf). ( 4. lc) 
Our primary interest is in turbulent flows. We consider the Reynolds A v-
eraged Navier- Stokes (RANS) equations, supplemented with a turbulence model 
that is based on eddy viscosity. For our purpose, the RANS equations are essen-
t ially the same as the Navier- Stokes equations, with the important difference that 
the RANS equations have steady solutions even at the envisaged high Reynolds 
numbers . 
4.2.2 Free-Surface Conditions 
Free-surface flows are essentially two-fluid flows , of which the properties of the 
contiguous bulk fluids are such that their mutual interaction at the interface can 
be ignored. For an elaborate discussion of two-fluid flows , see, e.g. , Refs. [4 , 57] . 
The free-surface conditions follow from the general interface conditions and t he 
assumptions that both density and viscosity of the adjacent fluid vanish at the 
interface and, furthermore , that the interface is impermeable. Here it will moreover 
be assumed that interfacial stresses can be ignored , which is a valid assumption in 
the practical applications envisaged. 
4.2. Governing Equations 39 
On the free surface, the fluid satisfies a kinematic condition and d dynamic 
conditions. Impermeability of the free surface is expressed by the kinematic con-
dition 
07) 
at + v · V (rJ-y)=O, (x , y) E S,, , t > 0. ( 4.2a) 
Supposed that the viscous contribution to the normal stress at the free surface is 
negligible, continuity of stresses at the interface requires that the pressure vanishes 
at the free surface. This results in the normal dynamic condition 
(x,y) E S,, ,t > 0. ( 4.2b) 
The requirement that the tangential stress components vanish at the free surface 
is expressed by the d - 1 tangential dynamic conditions 
t i ·r (v) ·n = 0, (x , y) E Sry ,t > 0. (4.2c) 
Here, t i (i = 1, ... , d - 1) are orthogonal unit tangent vectors to ST/ and n denotes 
the unit normal vector to ST/. 
One may note that the number of free-surface conditions for the viscous free-
surface flow problem is d + 1. The incompressible Navier-Stokes equations in JRd 
require d boundary conditions. Hence, the number of free-surface conditions is 
indeed one more than the number of required boundary conditions. 
4.2.3 Quasi Free-Surface Condition 
A fundamental problem in analyzing and computing free-surface flow problems, is 
the interdependence of the state variables v , p and their spatial domain of defini-
tion through the free-surface conditions. This problem can be avoided by deriving 
a condition that holds to good approximation on a fixed boundary in the neigh-
borhood of the actual free boundary. We refer to such a condition as a quasi free-
surface condition, because the qualitative solution behavior of the initial boundary 
value problem with this condition imposed is similar to that of the free-boundary 
problem, but the boundary does not actually move. A suitable quasi free-surface 
condition for the free-surface Navier- Stokes flow problem is derived below. 
Let S T/ denote the actual free surface, as defined before. In a similar manner, 
a nearby fixed boundary So := { (x , B(x))} is introduced, with B(x) a smooth 
function on So. We require that Se is close to the actual free surface in such a 
manner that 
o(x, t) := rJ(X , t) - B(x) ' (4.3) 
is small and sufficiently smooth. In particular, for all t > 0, O must satisfy ll8llso + 
ll V8lls8 + ll8tlls0 :::; E, for some E « 1. Here II · Ilse is a suitable norm on the 
approximate boundary. Assuming that p and v can be extended smoothly beyond 
the boundary Se, Taylor expansion in the neighborhood of Se yields for p and v 
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at the actual free surface, 
p(x, TJ(x, t) , t) = p(x , B(x) , t) + b"(x , t) j · V'p(x, B(x) , t) + 0(E2 ) , 
v (x, TJ (x , t), t) = v (x , B(x) , t) + b"(x , t) j · V'v (x , B(x) , t) + 0(E2 ), 
( 4.4a) 
( 4.4b) 
The normal dynamic condition ( 4.2b) demands that the left-hand side of ( 4.4a) 
vanishes. Hence, the elevation of the free surface can be expressed in terms of the 
pressure and its gradient at the approximate surface: 
p(x,B(x) , t) 2 
TJ(x ,t) = B(x)- ·.v ( B( ) ) +O(E). J p x , x ' t (4.5) 
To obtain an 0( E2 ) accurate quasi free-surface condition, i.e., an 0( E2 ) ap-
proximation of the conditions at Se, v and T/ in the kinematic condition (4.2a) can 
be replaced by ( 4.4b) and ( 4.5), respectively. The resulting condition is, however, 
intractable. Instead , two addit ional assumpt ions concerning v and p are intro-
duced to obtain a convenient quasi free-surface condition. The first assumption is 
that the vertical derivative of the pressure is dominated by the hydrostatic compo-
nent, -Fr- 2 . Generally, this assumpt ion is valid for waves of moderate steepness. 
Specifically, we suppose that a constant ap « 1 exists such t hat for all t > 0, 
Ill+ Fr2 j · V pllso ::::; ap. (4.6) 
The second assumpt ion is that the vertical derivative of v is small , in such a 
manner that a constant av « 1 exists with the property that for all t > 0, 
IU · Vv lls0 ::::; av . (4. 7) 
Under this assumption, the velocity at the actual free boundary, v (x, TJ(x , t), t), 
can be accurately approximated by the velocity at the fixed boundary, v (x , B(x ), t). 
By (4.4b), the error in the approximation is only O(mv)· In [5] it is shown that 
the velocity-deviation through the free-surface boundary layer is proportional to 
the surface curvature and 1/ VRe. Moreover, av in (4.7) increases with the wave 
steepness. Therefore, the assumption av « 1 is valid if the steepness and curvature 
of the free-surface waves are moderate and if Re is sufficiently large. 
Under the above assumptions a convenient quasi free-surface condit ion can 
be derived. Substitution of the hydrostatic approximation of the pressure gradient 
in (4.5) yields 
TJ( X, t) = B(x ) - p~~' B(x ), t) = B(x) + Fr2p(x, B(x) , t)( l + O(ap)). (4.8) 
-Fr (1 + O(ap)) 
The dynamic condition (4.2b) and (4 .4a) imply that p = O(E) on Se. Hence, 
ignoring terms 0 ( E2 , w P), the free-surface elevation is related to the hydrodynamic 
pressure at the approximate boundary by 
TJ(x , t) = B(x) + Fr2p(x, B(x) , t) = Fr2 cp(x , B(x) , t) . (4.9) 
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To transfer the kinematic condition (4 .2a) to the approximate surface So, T/ is 
replaced by ( 4.9) and v on S.,., is replaced by v on So. The error thus introduced 
is only 0(E2 ,wp,wv). Special care is required in expressing the gradient of ry , 
because (4.9) relates T/ to r.p on the curvilinear surface So: 
T"7 _D...2dr.p -F ·2(ar.p ar.pae) - F·2 (T"7 ar.p(ae ·)) vry - r1 -- I -+-- - I vr.p+- - - J dx ax ay ax ay ax (4.10) 
It then follows that 
ari + v . V (ry - y) = Fr2 (ar.p + v · V' (r.p - Fr- 2y)) + 
at at 
2 ar.p ( ae ·) C 2 Fr ay v . ax - J + 0 f 'Wp , Wv) = 0. (4. 11) 
Using the kinematic condition (4.2a) and definition (4.3), the second term on the 
right-hand side of (4. 11) can be recast into 
(4.12) 
By virtue of the smoothness of 6, the term in parenthesis is just O (E) and (4. 12) 
is only O(wp) · The second term on the right-hand side of (4.11 ) can therefore be 
ignored. Hence, it follows that 
ar.p ( - 2 ) 8t+ v ·V' r.p-Fr y = 0 , ( 4.13) 
approximates the conditions at the boundary So to 0(E2 ,wp,wv)· This implies 
that ( 4.13) is a quasi free-surface condition on any fixed boundary that is suffi-
ciently close to the actual free surface, provided that ( 4.6) and ( 4. 7) are fulfilled. 
One may note that ( 4.13) is exactly satisfied at the actual free surface. 
Therefore, the quasi free-surface condit ion can replace either the kinematic con-
dition ( 4.2a) or the normal dynamic condition ( 4.2b) in the formulation of the 
free-surface conditions in §4.2.2. 
The importance of the quasi free-surface condition is that the quasi free-
surface flow solution, i.e., the solution of the Navier- Stokes equations with (4. 13) 
and ( 4.2c) imposed at a fixed boundary in the neighborhood of the actual free 
surface, is an accurate approximation to the actual free-surface flow solution. Be-
cause the tangential dynamic conditions are largely irrelevant to the shape of the 
free surface (see Ref. [5]), it is anticipated that the change in the solution due to 
imposing (4.2c) at So instead of s.,., is negligible. In that case, if (4.13) holds at S0 , 
then the free surface conditions ( 4.2b) and ( 4.2a) are satisfied to 0 (E2 , wp, Wv) at 
the boundary 
{(x, Fr2 r.p(x , B(x , t)))} . (4.14) 
Therefore, the solution of the quasi free-surface flow problem is an 0 ( E2 , EIJp, EIJv) 
approximation to the solution of the free-surface flow problem. Moreover , ( 4.14) 
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is an equally accurate approximation of the actual free-surface position. One may 
note that (4.14) just uses the normal dynamic condition to determine the position 
of the free surface. 
4.3 Time Integration Methods 
The most widely applied iterative method for solving gravity dominated steady 
free-surface Navier- Stokes flow is alternating time integration of the kinematic 
condition, and the Navier- Stokes equations subject to the dynamic conditions, 
until steady state is reached. This section examines the computational complexity 
of this time-integration method , i.e., the number of operations per grid point 
expended in the solution process. 
The computational complexity of the time-integration method depends on 
the physical time that is required to reduce transient wave components in the 
init ial estimate to the level of other errors in the numerical solution. The tran-
sient behavior of surface gravity waves therefore plays an essential part in the 
complexity analysis. This transient behavior is discussed in detail in Chapter 3. 
Sections 4.3.l and 4.3.2 below summarize the main results. The implications on 
the computational complexity is examined in Section 4.3.3. 
4.3.1 Surface Gravity Waves 
We consider the specific case of a small amplitude disturbance of a uniform hor-
izontal flow on a domain V C ]Rd of infinite horizontal extent and unit vertical 
extent. The domain is bounded by the undisturbed free surface So := { (x , 0)} 
and a rigid impermeable free-slip bottom B := {(x , - 1)}. The uniform flow ve-
locity is v<0l := (vl0l , ... , v~~ 1 , 0 ), with lv<0li = 1. The above implies that the 
undisturbed fluid-depth and flow velocity are designated as reference length and 
velocity, respectively. 
Suppose that a disturbance is generated in the flow, such that for all t > 0 
the resulting surface elevation satisfies ll 11 lls0 + ll V11lls0 + ll 11t lls0 :::; E, for some 
positive E. We assume that the corresponding perturbed free-surface flow solution 
can be written as 
(v) (v(o)) (v(l)) 'P (x , y, t ;E)= 0 +E 'P(l) (x,y,t)+ O(E2), as E--> 0. (4.15) 
From §4.2.3 it follows that the solution of the quasi free-surface flow problem on V 
is an 0(E2, Eap, Eav ) approximation of the actual free-surface flow, with a p and av 
defined by (4.6) and (4. 7), respectively. However, (4.15) implies that ap and av are 
of O(E). Hence, the quasi free-surface flow solution on Vis an 0(E2) approximation 
to the actual free-surface flow solut ion. Consequently, for sufficiently small and 
smooth perturbations the results on the behavior of the quasi free-surface flow 
solution apply immediately to the behavior of the actual free-surface flow solution. 
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Suppose that the disturbance can be written as a linear combination of hor-
izontal Fourier modes exp(ik ·x + iwt) , with k E JRd- l the wave number of the 
Fourier mode and wits radian frequency. Because the perturbed quasi free-surface 
flow problem is linear to 0( e2 ), it suffices to consider a single mode. If the following 
Fourier mode is inserted for the perturbations in (4.15) , 
ik1 cosh( ik l (1 + y)) 
(1) (x , y , t) = 
vd- 1 ikd- l cosh( ik l (1 + y)) exp(ik ·x + iwj(k ) t) , 
(1) 
vd 
ip(l) 
!k l sinh( !k l (1 + y)) 
( - l)j icI>(k) cosh(i k l (1 + y)) 
where Wj (k ) is either of the two roots of the dispersion relation: 
j = 1, 2, 
and 
(4.16a) 
(4.16b) 
(4.16c) 
then the corresponding v and ip comply to O (e2 ) with the quasi free-surface flow 
problem, except the tangential dynamic conditions ( 4.2c), which yield 
( 4.17) 
Because (4.17) is only O(el k l3 / Re) as lk l ---+ 0, the error is negligible for sufficiently 
small k and large Re. Hence, equation ( 4.16a) accurately describes the behavior of 
smooth free-surface waves in a uniform horizontal flow at sufficiently high Reynolds 
numbers. The perturbations ( 4.16a) are called surface gravity waves . For an 
elaborate discussion of surface gravity waves in potential flow see, e.g., Refs. [37, 
44]. 
4.3.2 Asymptotic Temporal Behavior 
The asymptotic temporal behavior of surface gravity waves is determined by the 
asymptotic properties of the Fourier integral of the modes (4.16a). The behavior 
of the integral transform for t ---+ oo can be determined by means of the asymptotic 
expansion 
1= F(k) exp(itw(k)) dk = 
F(ko) tiw~~ko)I exp(i[tw(ko) + i7fsign w"(k0 )]) + O(e-.61) , (4.18) 
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with (3 a positive constant , F(k) an analytic function and k0 a stationary point of 
'lfJ (k) , i. e., 'l/J'(ko) = 0. The expansion (4. 18) requires that 'lfJ (k) is smooth in the 
neighborhood of stat ionary points in the sense that the ratio 'ljJ 111 (k0 )/ l'l/J"(ko)l 312 
is small; see Ref. [37]. The method of stationary phase (sometimes called method 
of steepest descent) can be used to prove (4. 18) ; see, e.g. , Ref's. [44, 79]. 
The Fourier integral of ( 4. 16a) can be evaluated for t ---> oo by introduc-
ing a suitable coordinate transformation for k and applying (4. 18) recursively 
with respect to the transformed coordinates. Denoting by a(x, y , t) a component 
in ( 4. 16a) and by 0-(k , y) its Fourier transform, one obtains 
a(x, y , t) = O-( k 0 , y) (2n/ t) (d- l )/2 (det H (k 0 ))-112 exp (it'ljJ (ko) + i() + O(e- f3t) , 
(4. 19a) 
as t ---> oo, where 
'l/J(k ) := k ·x / t + Wa:( k ), (4.19b) 
H (k ) denotes its Hessian and ( is a multiple of 7r/4 depending on the properties 
of the Hessian; see also [78]. By (4.16b) and (4.16c), for fixed x and t ---> oo, a 
stationary point k 0 of 'l/J (k ) occurs when 
8<I>(k ) _ 1 tanh lk l + lk l(l - tanh 2 lk l) kj (O) 
-- = Fr =V· 
8kj 2 Jlk ltanh lk l lk l J ' 
j = l , ... , d - 1. (4.20) 
Assuming that v<0l is scaled such that iv<0l I = 1, a sufficient and necessary con-
dit ion for a stationary point to exist is Fr- 2 A(l k l) = 1, with 
A(l k l) := (tanh lk l + lk l(l - tanh 2 lk l)) 2 
4 lk ltanh lk l 
( 4.21) 
One can show that A(lk l) is a bijection from IR+ to (0, l ]. Therefore, a single 
stationary point exists iff Fr :::; 1, i.e. , for subcritical flows. This stationary point 
corresponds to a wave of which the group velocity (see, e.g., Refs. [44, 78]) equals 
the flow-velocity. Consequently, the energy associated with this wave remains at 
a fixed posit ion and decays only due to dispersion. 
By ( 4. 19a) , at subcrit ical Froude numbers the asymptotic temporal behavior 
of the surface gravity waves (4. 16) in !Rd is O (t(l - d)/ 2 ) as t---> oo. In particular, 
surface gravity waves attenuate as 1/ ,/t in IR2 and as 1/ t in IR3 . At supercritical 
Froude numbers, a stationary point of '!jJ (k ) does not exist and the first term 
in ( 4. 19a) disappears. The surface gravity waves t hen vanish exponentially as 
t ---> 00 . 
4.3.3 Computational Complexity 
Suppose the objective is to solve a steady free-surface flow problem by the time-
integration method. The asymptotic temporal behavior of surface gravity waves 
can then be used to estimate the asymptotic computational complexity of the 
method. 
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Spatial discretization of the incompressible Navier-Stokes equations with ap-
propriate boundary conditions on fixed boundaries and the free-surface conditions 
on the free boundary yields a discrete operator L h : Ah f-+ Eh , with Ah denoting 
the space of grid functions on a grid with characteristic mesh width h . The op-
erator Lh is assumed to be stable and pth order consistent, i. e., the discretization 
error, E1i , is O(hP) ash---> 0. 
Numerical time integration of the spatially discretized free-surface flow prob-
lem yields a sequence qh E Ah, n = 0, 1, 2, .... The grid-function q~ is a restriction 
of initial conditions to the grid. Assuming the time step in the time-integration 
method, T, to be constant, qh approximates the solution of the free-surface flow 
problem at time t = nT. Suppose that the discretized free-surface flow problem 
has a unique solution qh E Ah , and that the sequence qh indeed approaches qh 
as nT---> oo. The evaluation error is defined by 
( 4.22) 
If the aim is to approximate the solution of the steady free-surface flow prob-
lem, it is sufficient to reduce the evaluation error to the level of the discretization 
error. Further reduction does not yield an essential improvement in the approxi-
mation of the continuum solution anyway. By (4.19a) , the asymptotic behavior of 
the evaluation error at subcritical Froude numbers is 
as nT ---> oo . ( 4.23) 
For an example of this convergence behavior in actual computations, see the nu-
merical experiments on fine grids in [75]. From (4.23) it follows that 'Yn :s; Eh 
requires 
ash--->O. (4.24) 
Equation ( 4.24) implies an increase of the number of time-steps to reach steady 
state within the required tolerance. This is particularly manifest for high-order 
discretizations (large p) and low spatial dimension (d = 2) . 
An additional complication is that usually the allowable time-step decreases 
with h. Time integration of free-surface flow problems typically proceeds in two 
alternating steps: 
(Tl) Integrate the incompressible Navier- Stokes equations , subject to the dy-
namic conditions at the free surface and appropriate boundary conditions at 
fixed boundaries. 
(T2) Integrate the kinematic condition to adjust the free-surface position, using 
the solution from (Tl). 
Due to this separate treatment and the hyperbolic character of the kinematic 
condition, stability of the numerical time-integration method requires that the 
time step complies with a CFL-condition, T ex h. 
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Summarizing, equation ( 4.24) and the CFL-condition imply that the number 
of time steps required to reach 'Yn ::::; Eh is O(h-<i+2p/ (d-l)l) . Assuming that the 
computational complexity of the time-integration method is proportional to the 
number of time steps, at subcritical Froude numbers the computational complexity 
is 
W = O(h-(i+2p/ (d- 1)J) , as h ----+ 0. ( 4.25) 
Equation (4.25) implies a severe increase in t he computational expenses as h de-
creases. For example, in the typical case of a 2-nd order discretization of the 
three-dimensional problem, if the mesh-width is halved, the required computa-
tional work per grid point increases by a factor of 8. 
4.4 Efficient Solution of Steady Free-Surface Flows 
From Section 4.3 it is evident that the usual time-integration approach is inap-
propriate for solving steady free-surface flows at subcritical Froude numbers. In 
this section we present an efficient iterative solution method for gravity subjected 
steady free-surface flows. The method is outlined in Sect. 4.4.1. The conver-
gence properties of the method and its computational complexity are examined in 
Sects. 4.4.2 and 4.4.3. 
4.4.1 Iterative Solution Method 
From the results in §4.2.3, it follows that an accurate approximation to the free-
surface flow and to the free-surface position can be obtained by the following 
operations: 
(Il) For a given initial boundary S, solve (v , cp) from 
div vv + V cp- divr(v) = O} 
divv = O ' 
B (v ,p) = b (x, y) , 
t i · r (v )· n = O} 
v·Vcp- Fr- 2 j · v = O ' 
(x ,y) E V, 
(x ,y) E 8V\S, 
(x, y) E S , 
(4.26a) 
(4.26b) 
(4.26c) 
where ( 4.26b) represents boundary conditions on the fixed boundary. 
(12) Use the solution of (Il) to adjust the boundary S to 
{ (x , y + Fr2cp(x , y)): (x , y) E S} . ( 4.27) 
Note the appearance of the quasi free-surface condition in its steady form in (4.26c). 
The modified boundary approximates the actual free surface more accurately than 
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the initial boundary, provided that the conditions discussed in §4.2.3 are fulfilled . 
Hence, it is anticipated that the solut ion to the free-surface flow problem can be 
obtained by iterating the operations (Il) and (12). 
If S is the actual free surface, then the normal dynamic condition is satisfied , 
i.e. , p vanishes on S. In that case, n II V p, and ( 4.26c) implies that the solution 
of ( 4.26) complies with the kinematic condition and the tangential dynamic con-
ditions. Hence, operation (Il) then yields the free-surface flow. Moreover , the 
normal dynamic condition ensures that the surface adjustment in (12) vanishes, 
so that the solution of the free-surface flow problem is indeed a fixed point of the 
iteration. 
It is important to notice the absence of time-dependent terms in (Il) and (12). 
Therefore , the slow decay of transient waves described in Section 4.3 is irrelevant 
to the convergence of the iterative process. The actual convergence properties 
of (Il )-(12) are examined below. 
4.4.2 Convergence 
The convergence behavior of the iterative method (Il)- (12) can be conveniently 
examined by rephrasing the free-surface flow problem as an optimal shape design 
problem. A general characteristic of free-boundary problems is that the number 
of free-boundary conditions is one more than the number of boundary conditions 
required by the governing boundary-value problem. A free-boundary problem can 
therefore be reformulated into the equivalent optimal shape design problem of 
finding the boundary that minimizes a norm of the residual of one of the free-
surface conditions , subj ect to the boundary-value problem with the remaining 
free-surface conditions imposed. 
To obtain an optimal shape design formulation of the steady free-surface flow 
problem, the cost functional E is defined by 
E(S, (v ,p) ) := ls lp(x , y)I dS . ( 4.28) 
Assuming that ( 4.26) is well posed for all surfaces S in a space of admissible 
boundaries 0 , and that 0 contains the actual free-surface , the free-surface flow 
problem is equivalent with the optimal shape design problem 
min{E(S,(v ,p)): (v ,p) satisfies (4.26)}. 
S EO 
(4.29) 
Notice that ( 4.29) is in fact a constrained optimization prnbleni . with the boundary 
value problem (4.26) acting as a constraint on (v ,p) . 
The optimal shape design formulatiou of tlie I.re(' surfa <:e flow problem al-
lows convenient assessment of the convergence propert il'S of the iterative method 
(Il )-(12). Each iteration adjusts the approximation t<• the fre<'-8urface position. 
Convergence of the iterative method is ensured if eacli ~urfacc adjrn, tment yields a 
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reduction of the cost functional (4.28). Moreover, the reduction of the cost func-
tional between successive iterations is a measure of the efficiency of the method. 
To determine the effect of a surface adjustment , consider the boundary S 
and the modified boundary 
Sw := {(x, y) + w(x , y) j : (x , y) E S} , ( 4.30) 
for a suitably smooth function a independent of E on S . The modified boundary 
is the boundary of a domain Vw, which approaches V as E __., 0. Following [50], 
V and Vw are embedded in a bounded set E and it is assumed that for all V C E 
with S E 0 , a solution of (4.26) can be extended smoothly beyond the boundary, 
so that (v ,p) is well defined everywhere in E. 
The displacement of the boundary from S to Sw induces a disturbance in the 
solution of (4.26). Denoting by (v ,p) rn the solution of (4 .26) on Vw, the induced 
disturbance is defined by 
(v ,p)~ := lim .!((v,p)rn - (v ,p)). 
f---+0 € 
( 4.31) 
Taylor expansion of the cost functional then yields 
E(Sw , (v ,p)rn) = r IP+E(a j-Vp+p~)I (l +Eµ a ) dS+O(t2 ) , 
.f s as E __., 0. ( 4.32) 
In ( 4.32) , the function µ 0 : S f-+ IR accounts for the change in the surface area 
from dS to dSw · Ignoring terms O (t2 ) , the modified boundary Sw improves on 
S if a positive constant ( < 1 exists such that 
ls IP+ E(a j · V'p + P~)I (1 + Eµ a) dS '.S (ls IPI dS. ( 4.33) 
If ( 4.33) holds for some ( < 1, then the modification of the boundary from S 
to Sw yields a reduction of the cost functional. The smallest positive constant 
that satisfies (4.33) is called the contraction number. Clearly, a small contraction 
number implies a successful surface modification. 
Operation (12) in the iterative procedure gives a correction of the boundary 
position Ea= Fr2p. In that case, the value of t he cost functional corresponding to 
the modified surface is bounded by 
E(Sw , (v ,p) rn ) '.S ls IPI ll + Fr2j · V pl (1 + Eµ a ) dS +ls IEP~I dS . (4.34) 
Hence, the contraction number (of the iterative process (11 )-(12) is bounded by 
fs ltP~I dS 
('.Scrp+ fslPldS +O(t) , ( 4.35) 
with crp defined by (4.6). From (4.35) it follows that if E and crp are indeed small , 
then the induced disturbance determines t he convergence behavior of the iterative 
method. 
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To establish convergence of (Il )-(12) , it remains to show that the induced 
disturbance p~ is indeed small. Sec. 4.2.3 shows that the quasi free-surface condi-
tion (4.13) approximates the conditions at a fixed boundary in the neighborhood of 
the free surface to O(e2 ,tcrp,tcrv )· Hence, displacing this condition from S to Sw 
yields no greater disturbance than that. In [5] it is shown that the tangential dy-
namic conditions are largely irrelevant to the shape of t he free surface. Conversely, 
the induced disturbance due to enforcing the tangential dynamic condit ions at S 
instead of Sm can be neglected. Therefore, the contraction number of the method 
(Il )-(12) is estimated 
( 4.36) 
4 .4.3 Computational Complexity 
Eq. ( 4.36) provides an upper bound for the contraction number of the method (Il )-
(12). One may note that if the approximate boundary is sufficiently close to the 
actual free surface ( e small) , then ( 4.36) depends on properties of the continuum 
solution only. Therefore, if the free-surface flow problem is solved numerically, the 
behavior of the iterative method is asymptotically independent of the mesh width. 
The iteration must be continued until the pressure defect at the free sur-
face (4.28) has been reduced to the level of the spatial discretization error . Fur-
ther reduction does not essentially improve the approximation of the continuum 
solut ion anyway. Each iteration reduces the pressure defect at the free-surface by 
a factor (. Therefore , the number of iterations n must satisfy 
( 4.37) 
where p denotes the order of consistency of the spatial discretization. This implies 
that n = O(p log h/ log (). Assuming that the computational complexity of the 
iterative method is proportional to the number of iterations, the following estimate 
of the computational complexity is obtained: 
W = O(log h). ( 4.38) 
Hence, the efficiency of the method (Il )-(12) decays only moderately as h decreases. 
To eliminate the remaining weak h-dependence of the computational com-
plexity, nested iteration can be used. Generally, an iterative solution method is 
used to solve the boundary value problem (4.26) in step (Il) of the algorithm. The 
nesting involves the use of the solution from the previous iteration as an initial 
estimate for the solut ion process. Because this initial estimate becomes increas-
ingly accurate, the cost of performing (Il ) reduces as the iteration progresses. In 
particular , assuming that the cost of solving ( 4.26) is proportional to the pressure 
defect at the free surface, the amount of work that is required to achieve (4.37) is 
W 2 n 1 ( ) = w + ( w + ( w + ... + ( w ::; 1 - ( w, 4.39 
with w the cost of solving ( 4.26) ini t ially. Observe that the computational com-
plexity ( 4.39) is indeed entirely independent of the mesh width. 
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Figure 4.2: Example of a grid used in the numerical experiments. The grid 
is coarsened for illustration purposes. 
4.5 Numerical Experiments and Results 
The method is tested for subcritical flow over an obstacle in a channel of unit 
depth , at Fr = 0.43 and Re = 1.5 x 105 , with the undisturbed fluid depth and the 
undisturbed flow velocity at the free surface assigned as the reference length and 
velocity, respectively. The geometry of the obstacle is 
27 H 2 y(x) = -1 + 4 L 3 x (x - L) , 0 :::; x:::; L , ( 4.40) 
with H and L the (non-dimensionalized) height and length of the obstacle, re-
spectively. Choosing H = 0.2 and L = 2, the setup is in agreement with [ll]. At 
the bottom boundary no-slip boundary conditions are imposed. A boundary-layer 
velocity profile in accordance with the experiments from [11] is imposed at the 
inflow boundary. 
The test case with H = 0.2 displays large amplitude waves that exhibit 
typical nonlinear effects , such as sharp wave crests and wave-length reduction. In 
addition, H = 0.15 is considered. This test case displays waves more in accordance 
with linear wave-theory, see, e.g. , Refs. [37, 44]. 
The experiments are performed on grids with horizontal mesh widths h = 
2- 5 , 2- 6 . The number of grid cells in the vertical direction is 70 and exponential 
grid stretching is applied to resolve the boundary layer at the bottom. Further-
more, the grid is coarsened towards the inflow and outflow boundaries to reduce 
reflections. A typical example of a grid used in the numerical experiments is pre-
sented in Figure 4.2. The RANS equations, closed with an eddy viscosity model 
due to Cebeci and Smith [13], and the boundary conditions are discretized and 
solved by the method described in [29]. After each evaluation, the grid is adapted 
using vertical stretching. An initial estimate of the solution on the adapted grid 
is subsequently generated by linear interpolation from the solution on the pre-
vious grid. Details of the discretization method and the setup of the numerical 
experiments can be found in [9]. 
4.5. Numerical Experiments and Results 
0.04 
0.02 
1) 
0 --------
-0.02 
-0.04 
0 2 
x 
3 
final 
4 
Figure 4 .3: Wave profile obtained after successive iterations (H = 0.15). 
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Figure 4.3 and Figure 4.4 show the wave profiles obtained in successive iter-
ations for H = 0.15 and H = 0.2 , respectively. The initial estimate (Oth iterate) is 
just the undisturbed free surface. One may note that the first iterate already dis-
plays a qualitatively correct wave profile. This confirms that the quasi free-surface 
flow solution is an accurate approximation to the actual free-surface flow solution. 
A converged solution is obtained in approximately 2 iterations for H = 0.15 and 
in approximately 10 iterations for H = 0.2. Due to the decreasing computational 
cost of each iteration (refer to §4.4.3) , even for H = 0.2 the entire computation 
is just 2 to 3 times as expensive as the corresponding fixed domain problem with 
symmetry boundary conditions at the undisturbed surface. 
Figure 4.5 on page 53 displays the pressure defect at the free surface af-
ter consecutive iterations. The results confirm convergence of the method. For 
H = 0.15, the average contraction number is ( ;:::;; 0.15 and the convergence be-
havior is indeed independent of h. After several iterations the contraction number 
increases. However, this is entirely due to the fact that the quasi free-surface flow 
problem ( 4.26) is solved only by approximation. If the tolerance on the residual 
of ( 4.26) is reduced, i.e ., if ( 4.26) is solved more accurately, then the original con-
traction number is recovered. For H = 0.20, the average contraction number is 
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( ~ 0.45 for h = 2- 5 and ( ~ 0.52 for h = 2- 6 . As a result of strong nonlinearity, 
the asymptotic mesh width independence of the convergence behavior is in this 
case not yet apparent. 
A detailed investigation of the convergence behavior of time-integration meth-
ods for the test case with H = 0.20 is presented in [75]. Typically, the time-
integration method requires approximately 104 surface adjustments to reduce the 
initial error by a factor of 10. The presented method achieves this in approximately 
4 iterations, for a similar setting of the numerical experiment. 
Figure 4.6 on page 54 compares the computed wave elevation with measure-
ments from [11]. In [11], a non-dimensionalized amplitude a= 4.5 x 10- 2 ± 153 
and wave length A = 1.10 ± 103 are reported for the trailing wave. The trailing 
wave of the computed wave elevation on the grid with h = 2-6 displays amplitude 
a = 6.5 x 10- 2 and wave length A = 1.11. Hence, the computed wave length 
agrees well with the measurements. The amplitude appears to be overestimated. 
However, the difference between the amplitude of the numerical results and of 
the experimental data is not unusual , see, e.g., Refs. [75 , 76]. Observe also that 
the difference in the amplit ude of the first wave and the second wave is correctly 
predicted. 
4.6. Conclusion 
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The usual time-integration method for solving steady free-surface Navier- Stokes 
flow problems was shown to be inefficient due to the specific transient behavior of 
surface gravity waves and a CPL-condition on the allowable time step. 
Motivated by the demand for efficient computational methods in practical 
applications, we proposed a new iterative solution method . The method alternat-
ingly solves the steady Navier- Stokes equations with a quasi free-surface condition 
imposed at the free surface, and adjusts the free surface using the computed solu-
t ion and the 
Examination of the convergence properties of the iterative method revealed 
that the method uses the quasi free-surface condition to ensure that the distur-
bance induced by the displacement of the boundary is small. It was shown that 
the behavior of the method is asymptotically independent of the mesh width. The 
asymptotic computational complexity of the iterative method deteriorates only 
moderately with decreasing mesh width. Mesh width independence of the compu-
tational complexity can be achieved by means of nested iteration. 
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Figure 4.6: Computed wave elevation for h = 2- 6 (solid line) and measure-
ments from [11] (markers only) , for H = 0.20. The obstacle is located in the 
interval x E [O, 2]. 
Numerical results were presented for two-dimensional flow over an obstacle 
in a channel. For t he presented test cases, a converged solution was obtained in 
at most 10 iterations. The numerical results agree well with measurements. The 
numerical experiments confirmed that the behavior of the method is asymptotically 
independent of the mesh width. 
We believe that the proposed method will be useful in ship hydrodynamics, 
hydraulics and other fields of application in which the efficient computation of 
steady free-surface flows at high Reynolds number is required. 
Chapter 5 
Adjoint Shape Optimization for Steady 
Free-Surface Flows 
5.1 Introduction 
The numerical solut ion of flows that are partly bounded by a free boundary is of 
great importance in engineering applications, e.g., ship hydrodynamics [3, 12, 17], 
hydraulics and coating technology [54, 55]. A relevant class of free-surface flow 
problems are steady free-surface flows. An example of a steady free-surface flow 
is the wave pattern carried by a ship at forward speed in still water. The numer-
ical techniques for free-surface potential flow are well developed; for an overview, 
see [74]. In particular, dedicated techniques have been developed for solving the 
steady free-surface potential-flow equations, e.g. , Ref. [51]. In contrast , methods 
for the steady free-surface Navier- Stokes equations typically continue a transient 
process until a steady state is reached. This time-integration method is often com-
putationally inefficient, due to the specific transient behavior of free-surface flows; 
see [10, 80]. Alternative solution methods for the steady free-surface Navier- Stokes 
equations exist. However, the performance of these methods usually depends sensi-
t ively on t he parameters in the problem, or their applicability is too restricted; see, 
for instance, Refs. [55, 58]. In [10], an efficient iterative algorithm was presented. 
However, the implementation of the quasi free-surface condition that underlies the 
efficiency of this method can be involved. Hence, the investigation of numerical 
methods for the steady free-surface Navier- Stokes equations is warranted. 
A general characteristic of free-boundary problems is that the number of 
free-boundary conditions is one more than the number of boundary conditions 
required by the governing boundary value problem. A free-boundary problem 
can therefore be reformulated into the equivalent shape optimization problem of 
finding the boundary that minimizes a norm of the residual of one free-boundary 
condition, subject to the boundary value problem with the other free-boundary 
conditions imposed. 
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Optimal shape design problems can in principle be solved efficiently by means 
of the adjoint method. In recent years , much progress has been made in the de-
velopment of adjoint techniques for problems from fluid dynamics. Applications 
to the Navier- Stokes equations include flow control (see [20] and the references 
therein), a posteriori error estimation and adaptivity (for instance, [6, 7]) optimal 
design (e.g. , Refs. [21 , 23]) and domain decomposition (cf. Ref. [24]). The tech-
niques that are required to solve the optimal shape design problem associated with 
steady free-surface flow are readily available. 
The present work investigates the suitability of the adjoint shape optimiza-
tion method for solving steady free-surface flow problems. Our primary interest 
is in the steady free-surface Navier- Stokes equations. However , because inviscid , 
irrotational flow adequately describes the prominent features of free-surface flow 
and to avoid the excessive complexity of the Navier- Stokes equations , we base our 
investigation on the free-surface potential-flow equations. It is anticipated that 
the adjoint shape optimization method is equally applicable to the free-surface 
Navier- Stokes equations, although the specifics of the method are much more in-
volved in that case. Our investigation serves as an indication of the properties of 
the adjoint shape optimization method for steady free-surface flow problems. 
The contents of this chapter are organized as follows: In Section 5.2 the 
equations governing steady free-surface potential flow and the associated design 
problem are stated. Section 5.3 formulates the adjoint equations and sets up the 
adjoint optimization method. Section 5.4 presents an analysis of the properties of 
the optimization problem and the behavior of the adjoint method , using Fourier 
techniques from [68]. Motivated by the results of the Fourier analysis, we describe 
a preconditioning for the optimization problem in Section 5.5. Numerical exper-
iments and results are presented in Section 5.6. Section 5.7 contains concluding 
remarks. 
5.2 Problem Statement 
We consider an incompressible, inviscid fluid flow , subject to a constant gravita-
tional force, acting in the negative vertical direction. The fluid occupies a domain 
V C !Rd (d = 2, 3) which is bounded by a free boundary, S , and a fixed boundary 
oV \ S. The fixed boundary can be subdivided in an inflow boundary, an outflow 
boundary and a rigid , impermeable boundary. 
5.2.1 Governing Equations 
The (non-dimensionalized) fluid velocity and pressure are identified by v (x ) and 
p(x) , respectively. Assuming that the velocity-field is irrotational, a velocity po-
tential cp(x ) exists such that v = V r/J . Enforcing incompressibility then yields that 
the velocity potential is governed by Laplace's equation, 
6.cp = 0 ' x E V. (5.1) 
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Assuming that IV <PI = 1 at the inflow boundary, Bernoulli 's equation relates the 
pressure to the velocity potential by 
(5.2) 
with xd the vertical coordinate and Fr the Froude number , defined by Fr := V/ J9L 
with V an appropriate reference velocity, g the gravitational acceleration and L a 
reference length. 
The free-surface conditions prescribe that the free surface is impermeable 
and that the pressure vanishes at the free surface: 
n · V<P = 0, 
p= 0, 
x E S, 
x E S, 
(5.3a) 
(5.3b) 
with n (x) the unit normal vector to S. Conditions (5.3a) and (5.3b) are referred 
to as the kinematic condition and the dynamic condition, respectively. A single 
appropriate boundary condition must be specified at the fixed boundary. We 
assume that this condition is of the form 
an ·V <P+ b<P = c, x E 8V \ S , (5.4) 
for certain functions a, b, c : 8V \ S f-> R 
The steady free-surface flow problem under consideration is the problem of 
finding S and <P such that <P satisfies (5. 1)- (5.4). However , this problem is not 
necessarily well posed. Firstly, solutions can be non-unique due to the occurrence 
of arbitrary non-physical upstream waves. To remove these waves, a radiation 
condition must be imposed; cf. , for instance, [37, 44, 63]. In numerical computa-
tions , this radiation condition can be convenient ly enforced by introducing artifi-
cial damping (see Section 5.6) or by selecting a suitable discretization (see, e.g. , 
Ref. [51]) . Secondly, a steady solution can be nonexistent , in the sense that the 
transient problem underlying (5.1)- (5.4) does not approach a steady state as time 
progresses ad infinitum; see, for instance, Ref. [80]. 
5.2.2 Optimal Shape Design Formulation 
One may note that the number of free-surface conditions (5.3) is one more than 
the number of boundary conditions required by (5. 1). The free-boundary problem 
can therefore be reformulated into the equivalent optimal shape design problem 
of finding the boundary that minimizes a norm of the residual of one of the free-
surface conditions, subject to the boundary value problem with the remaining 
free-surface conditions imposed. 
To obtain an optimal shape design formulation of the steady free-surface flow 
problem, the cost functional E is defined by 
E(S, 4>) :=ls ~p(x) 2 dx , (5 .5) 
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and the constraint C is defined by the boundary value problem (5.1), (5.3a) 
and (5.4): 
{ 
i:l </J = 0 
C(S,</J):= n · V'</J= O: 
a n·V'<fJ +b <fJ =c , 
x E V , 
x E S , 
x E 8V \ S . 
(5.6) 
Note that the cost functional is a norm of the residual of the dynamic condi-
tion (5.3b) and that the kinematic condition (5.3a) appears in the constraint. The 
free-surface flow problem is equivalent to the optimal shape design problem 
min{ E(S, <!J) : C(S, <P)} , 
s 
(5.7) 
i.e., mm1m1ze (5.5) over all S, subject to the constraint that <P satisfies (5.6). 
Because the boundary value problem (5.6) associates a unique <P with each free 
boundary S, it is often convenient to use the notation E ( S) for E ( S, <P) with <P 
from (5.6). 
5.3 Adjoint Optimization Method 
Shape-optimization problems can in principle be solved efficiently by means of the 
adjoint optimization method. The essential problem in treating shape optimiza-
tion problems is that a displacement of the free boundary induces a disturbance 
in the solution of the boundary value problem and, consequently, it is attended 
with an induced change in the cost functional. Efficient solution of a shape opti-
mization problem requires control over the induced change in the cost functional. 
The adjoint optimization method eliminates the induced change by means of the 
solution of a dual problem. Upon elimination of the induced change, the gradi-
ent of the cost functional with respect to the free-boundary position is obtained. 
Improvement of the free-boundary position is then straightforward. This section 
outlines the adjoint optimization method for solving ( 5. 7). 
5.3.1 Induced Disturbance 
To formulate the adjoint optimization method for (5.7), the induced disturbance in 
the solution of the constraint and the corresponding change in the cost functional 
must first be identified. To this end, we consider a domain V with free boundary 
S and a modified domain Vw. with free boundary 
Sw. := {x + rn(x) n (x) : x E S} , (5.8) 
where a is a smooth function on S , independent of E. Following [50], V and Vw. are 
embedded in a bounded set [ and it is assumed that a solution of the constraint 
can be extended smoothly beyond the boundary, so that it is well defined in £. 
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Denoting by</> the solution of C(S, </>) and by <f>w. the solution of C(Sw. , <f>w.) , we 
define the induced disturbance by the function </>~ : E ~ IR with the property 
aSE -+ 0, (5.9) 
i.e., E</>~ approximates to 0(E2 ) the change in the solution of the constraint (5.6) 
due to the displacement of the free boundary from S to Sw.. The kinematic 
condition corresponding to the modified boundary yields: 
[n w. · V'<f>w.](x + m(x)n(x)) = 
[ ( Il - E ~(tj. V'a)tj +O(E2 )). ( V' </> +EV' </>~+mn· V'V' </> +O(E2 )) ] (x) = 0 , 
(5.10) 
for x E S, with n w. the unit normal vector to Sw. and t1 orthogonal tangent 
vectors to S. Hence, inserting (5.9) in C(Sw. , <f>w.) and collecting terms O(E) , it 
follows that the induced disturbance satisfies the boundary value problem: 
d- l 
n· V' </J~ = - a nn: V'V' </> + -~_.)t1 · V a) (tr V' </> ) , 
j = l 
a n · V </>~ + b </>~ = 0 , 
x E V , (5.lla) 
x ES, (5.llb) 
x E av \ s. 
(5.llc) 
The operator nn : VV in ( 5.11 b) represents the second order derivative in the 
normal direction. 
To identify the induced change in the cost functional, the functional value 
corresponding to the modified boundary, E(Sw.) , is expanded as 
as E-+ 0 , (5.12a) 
with 
I~(S) := - fspV' <f> · V' </>~dx , (5.12b) 
J~(S) := - ls a(;~+ p n · V~IV</> 1 2 + pFr- 2n ·ed) dx, (5.12c) 
where R(x) is the radius of curvature (d = 2) or mean radius of curvature (d = 3) 
and ed is the vertical unit vector. The curvature-term in (5.12c) results from 
the change in the surface area from S to Sw. ; see, e.g. , Ref. [50]. Noting that 
only (5.12b) depends on </>~ , the induced change in the cost functional is readily 
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identified as (5.12b) . Integration by parts recasts (5. 12b) into the convenient form: 
d-l I~(S) = J <P~ L t r V' (ptr V' </J) dx . 
s j=l 
(5. 13a) 
Moreover , the second term in (5. 12c) vanishes due to the kinematic condition (5.3a): 
(5. 13b) 
If a(x ) is chosen such that I~+ J~ < 0, an adjustment of the free boundary 
from S to S-ya., with / a small positive number , results in a reduction of the 
cost functional and thus improves the approximation to the actual free-boundary 
position. Such a choice of a is called a descent direction. 
5.3.2 Adjoint Operators and Duality 
The inherent problem in determining a descent direction from (5.13), is the de-
pendence of (5.13a) on </J~, which is connected to a through the boundary value 
problem (5. 11). Equations (5.11) and (5. 13) are useful to verify if a particular a is 
a descent direction. However, they are unsuitable to determine a descent direction. 
The adjoint optimization method uses the equivalence of (5. 11), (5.13a) to 
its dual problem to eliminate the induced change in the functional. To define the 
duality property, adjoint operators must be introduced. Let (-, ·)v and (-, ·)av 
denote the L2 integral inner products over the domain V and its boundary 8V, 
respectively. Consider the linear boundary value problem: 
and the functional 
Li( </J) = l i , 
Lb(</J) = h , 
x E V , 
x E 8V , 
(5.14a) 
(5. 14b) 
(5.15) 
for certain interior operators Li , Fi and boundary operators Lb , Fb. The adjoint 
operators Li, Ft and adjoint boundary operators Li, , F; are defined by the identity 
for all appropriate functions <P and .A. For example, if 
Li(</J) = 6.</J, Lb(</J) =an · V' </J + b</J, Fi(</J) = </J, Fb( </J) = g_n · V' </J + Q_</J, 
(5.17a) 
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for certain functions a, b, g, Q_ : oV t---+ lR such that bg - aQ_ -/=- 0, then 
* * Lb(>.) Fb(>.) L; (>.) = L;(>.), Lb(>.) = bg _ aQ_, F;'(>.) = F;(>.) , Fb*(>.) = bg _ aQ_ 
To prove that (5.17a) and (5.l 7b) indeed satisfy the identity (5.16): 
(L;(>.),F;(</!) )v + (Li,(>.) , Fb( </!) )8v 
= r <P 6>. dx + j ( an . v).. + b>.) ( gn . v <P + !I<P) dx 
l v lav bg - aQ_ 
= r ).. 6 </J dx + j ( <P n . v).. - ).. n . v <P) dx 
l v f ev 
+ j ( an· V>. + b>.) ( gn· V </J + !I<P) dx 
lav bg - aQ_ 
= { >. 6 </J dx + j ( gn . V .A + Q_.A) ( an · V </! + b</!) dx 
l v f ev bg - aQ_ 
(5.l 7b) 
= (Ft(>.) , L;(</!)) v + (Fb*( .A) , Lb(</!) )8v. (5. 18) 
The identity (5.16) implies that (5.15) subject to (5.14) is equivalent to 
subject to 
To prove the equivalence: 
L;(>.) = f;, 
Li,(>.)= fb , 
xE V , 
x E oV. 
(5.19) 
(5.20a) 
(5 .20b) 
I = (f; , F;(</!) )v + (fb ,Fb( </!) )8v = (L;(>.) ,F;(</!) )v + (Li,(>.),Fb( </!) )8v 
= (F;'(>.) , L;(</!))v + (F;(>.) , Lb(</!) )8 v = (F;'(>. ), l;)v + (Fb*( >.) , lb)ev. (5.21) 
In this context, (5.14)-(5. 15) is called the primal problem and (5.19)-(5.20) is 
called the dual problem. Duality is the equivalence of the primal and dual problem. 
The adjoint optimization method uses duality to eliminate the induced change 
in the cost functional (5.13a). Observe that for given</!, the functional (5 .13a) is 
the L2 inner product of <P~ with a given function and (5.11) acts as a constraint 
on </!~ . Hence, (5 .13a) subject to (5.11) is of the form (5.14)- (5. 15). To obtain the 
dual problem for (5.11)- (5.13a) , we note that (5.11) implies 
{ >.6</J~dx+ { Vi n·V</J~ dx+ { Vi crnn : VV<P- 2.)tr V et) (t r V <P) dx ( d-1 ) l v ls ls J = l 
+ { Vi (an·V<P~+ b </J~ )dx = O , (5.22) 
l aV\S 
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for all admissible functions >. : V f-4 IR and 'I/; : 8V f-4 R Integrating by parts, 
(5.22) can be recast into 
Hence, if 'I/; in (5.23) is set to 
{ 
- >. (x ), 
'l/;(x) = - >. (x) / a(x), 
n · V >. (x )/b(x ), 
x E S , 
x E 8V \ S, a(x) I= 0 , 
x E 8V \ S, otherwise, 
and if>. satisfies the dual problem 
~>. = 0 ' x E V , 
d-1 
n· V>. = L:>j · V (p t r V </>), x E S , 
j=l 
a n -V>. +b >. =O, x E 8V \ S , 
then 
I~(S) = - j' a (>. nn : VY'</>+ ~ t r V (>.tj · V <t>) ) dx . 
s J=l 
(5.24a) 
(5.24b) 
(5 .24c) 
(5.25) 
One may note that (5.25) expresses the induced change in the functional indepen-
dent of the induced disturbance in the solution. 
5.3.3 Optimization Method 
Due to the absence of the induced disturbance in (5.25), a descent direction for a 
can be determined from (5. 13b) and (5.25) in a straightforward manner. For this 
purpose, we define the gradient of E with respect to S by the function grad E(S) : 
S f-4 IR with the proper ty: 
{ a(x ) gradE(S)(x ) dx = lim l[E(Srn) - E(S)], (5 .26) ~ •-o• 
for all suitable a. By (5.12) , (5. 13) and (5.25) , the gradient is readily identified 
as: 
d-1 2 
grad E(S) = - >. nn · VY'</> - "°' t 1 · V (>. t j · V </>) - !!___ - pFr·- 2 n ·ed. (5.27) 
. ~ 2R 
j=l 
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From (5.26) it follows that if a = -grad E(S) and r is set to a small positive 
number , then 
(5.28) 
Therefore, a = -grad E( S) is a descent direction and S1 a improves on S. The 
free-surface flow problem can thus be solved by repeating the following operations: 
(Al) For given S, solve the primal problem (5.6) for</>. 
(A2) Solve the dual problem (5.24) for >.. 
(A3) Determine a= -gradE(S) from (5.27). 
(A4) Choose the step size r > 0 and adjust S to S1 a . 
The iterative process (Al)- (A4) is called the adjoint optimization method. The 
actual free boundary S* is obtained if grad E(S*) = 0. 
The condition grad E(S*) = 0 only ensures that a local minimum is attained. 
If the cost functional is non-convex, then multiple local minima can occur. The 
actual solution to the steady free-surface flow problem is then determined by the 
global minimum. The dynamic condition (5.3b) implies that the cost functional 
vanishes for the actual solution. Hence, the correct minimum is identifiable. If 
the cost functional is indeed non-convex, then it is important that the adjoint 
optimization method is provided with an initial approximation that is sufficiently 
close to the actual solution. For instance, a prolongated coarse-grid approximation 
to the solution can serve for this purpose. 
5.4 Fourier Analysis of the Optimization Problem 
The behavior of the cost functional in the neighborhood of a minimum is character-
ized by the Hessian, i.e. , the second derivative of the cost functional with respect 
to the free boundary. As a result , the properties of the optimization problem and 
the convergence behavior of the adjoint optimization method depend on the char-
acteristics of the Hessian. In this section we use Fourier analysis to examine the 
properties of the Hessian and we consider the implications for the solution behav-
ior and the posedness of the optimal shape design problem and the convergence 
behavior of the adjoint method. 
5.4.1 Hessian of the Functional 
The behavior of the cost functional in thf' neighborh<>od of a ·ni11 imum is charac-
terized by its Hessian, which is defined hy t he funct1or grnd E (S \: S x S f-; IR 
with the property: 
{ a(y ) grad 2 E(S)(x , y ) dy = lim l [gmrl E(S,,~ )(x) /!.Tad .t" (S) (x)1 , (5.29) ls E-> 0 E 
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for all suitable a. To show that the properties of the optimization problem are 
essentially contained in the Hessian, we consider the following expansion of the 
cost functional: 
E(Sw) = E(S) + E ls a(x) grad E(S)(x) dx 
+ ; ls ls a(x) a(y ) grad 2 E(S)(x , y) dy dx + O(c3 ) , as E --> 0. (5.30) 
Clearly, in order to have a minimum, the gradient must vanish, so that indeed the 
Hessian determines the behavior of the cost functional in the neighborhood of a 
minimum. 
To demonstrate that the Hessian determines the convergence behavior of 
the adjoint optimization method , we consider a perturbation s;cx of the optimal 
boundary S*. Because gradE(S*) = 0, it follows from (5.29) that for sufficiently 
small E, 
grad E(S;°')(x) = E ls a(y ) grad 2 E(S*)(x, y) dy + O(c2). (5.31) 
This implies that in the neighborhood of the optimum, the Hessian relates the 
gradient to the disturbance in the free-boundary position. Because the adjoint 
method uses the gradient to adjust the free boundary, the Hessian determines the 
change in the error in the boundary position. Hence, the Hessian indeed determines 
the convergence behavior of the adjoint optimization method. 
5.4.2 Fourier Analysis of the Hessian 
The properties of the Hessian can be conveniently examined by means of the 
Fourier analysis for optimization problems presented in [68]. We perform the 
analysis for the generic case of a domain V* := {x E JRd: -1 < Xd < O} with free 
boundary S* := {x E ]Rd : Xd = O} and fixed boundary oV* \ S* = {x E ]Rd: Xd = 
- 1}. Recall that Xd is the vertical coordinate. Assuming that the fixed boundary is 
impermeable, a in (5.6) is set to 1 and band care set to 0. The uniform horizontal 
flow potential <P* = Ux, with U a constant vector in {U E JRd : llUll = 1, Ud = O} , 
then satisfies the boundary value problem (5.6). The corresponding solution of the 
dual problem (5.24) is ,\ * = 0 and the gradient (5.27) vanishes, so that S* is the 
optimal boundary. Indeed, the uniform horizontal flow is a solution of the steady 
free-surface flow problem. 
Next, consider the perturbed boundary s;cx . The solutions of the perturbed 
primal and dual problem are expanded as 
<P:cx = u ·X + E</J~(x ) + O(c2) ' 
>-;ex= 0 + EA~(x) + O(c2 ). 
(5.32a) 
(5.32b) 
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If (5.32a) and (5.32b) are inserted in (5.6) and (5.24), respectively, and the normal 
vector to s;a is expanded in the same manner as in ( 5 .10) , then collection of terms 
of O(E) reveals that the induced disturbances are governed by: 
6. </J~ = 0' x E V* , (5.33a) 
ed · V</J~ = 0, x E aV* \ S*, (5.33b) 
ed · V </J~ = U · V a , x ES*, (5.33c) 
and 
D,.,\~ = 0' x E V* , (5.34a) 
ed · V,\~ = 0 , x E aV* \ S* , (5.34b) 
ed·V.A~ = -U · V (U·V</J~ +Fr-2a) , x ES* . (5.34c) 
Moreover , upon inserting (5.32) in (5.27) , one obtains that the gradient corre-
sponding to the perturbed boundary s;a reads 
Note that for any perturbation a, the induced disturbances follow from (5.33) 
and (5.34). The gradient corresponding to the perturbed boundary can then be 
obtained from (5.35). Because grad E(S*) = 0, important information about the 
Hessian can subsequently be extracted from (5.29). 
The analysis proceeds by assuming a, </J~ and ,\~ to be a linear combination 
of horizontal Fourier modes. Because (5 .33) through (5.35) are linear in a, </J~ and 
,\~ , it suffices to consider a single mode. Denoting by k = k1 e 1 + · · · + kd - l ed- l 
the horizontal wave number , a is set to 
a(x) := Ci(k ) exp (ik ·x) , (5.36) 
with i = J=I. The induced disturbances </J~ and,\~ comply with (5.33) and (5.34), 
respectively, if 
and 
</J~ = J(k )exp(ik·x)cosh ( lk l (xd + 1)) , 
,\~ = .\(k) exp (ik ·x) cosh (lkl (xd + 1)) , 
lk J sinh Jk J J(k ) = ik · U Ci(k ) , 
lk l sinh lk l .\(k) = -ik · U (ik · U cosh lk J J(k ) + Fr- 2 Ci(k )) . 
(5.37a) 
(5.37b) 
(5.38a) 
(5.38b) 
Recalling that grad E(S*) = 0, by (5.35) through (5.38), the change in the gradient 
satisfies 
lim .! [grad E(S;a) - grad E(S*)] = H(k) Ci(k ) exp (ik · x) , (5.39) 
€---+ 0 E 
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with 
~ ( (k · U)2 ) 2 H(k) ·- Fr- 2 - ---
.- lk l tanh lk l 
(5.40) 
The object H(k) is referred to as the Fourier syrnbol of the Hessian. 
5.4.3 Properties of the Optimization Problem 
The Fourier symbol of the Hessian contains important information about the 
posedness and the solution behavior of the optimization problem. To illustrate 
this, we consider the Fourier transform of the perturbation a(x) and its inverse 
&(k ) := (27r)l-d r a(x) exp(-ik·x)dx ' ls· a(x) = l: &(k )exp(ik·x)dk . 
(5.41) 
From (5.29) and (5.39) it then follows that 
1. a(y ) grnd 2 E(S*)(x, y) dy = l: H(k ) &(k ) exp (ik ·x) dk . (5.42) 
Hence, by (5.30) , if terms of O(c3 ) are ignored, the change in the cost functional 
due to the perturbation of the free boundary reads: 
E(S;°')-E(S*) = E
2 
( a(x) ( a(y)grad 2E(S*)(x,y)dydx 
2 ls ls 
= €
2 f a(x) 100 H(k ) &(k ) exp (ik. x) dk dx 
2 ls -oo 
= :.._ H(k) &(k ) a(x) exp (ik · x) dx dk 2100 ; · 
2 -oo s 
= :.._ (27r)d- 1 H(k) &(k ) &(k ) dk 2 100 
2 -00 
= :.._ (27r)d- 1 H(k ) l&(k )l 2 dk , 2 100 
2 -oo 
(5.43) 
with &(k ) the complex conjugate of &(k ). Equation (5.43) implies that H(k) 
expresses the ability of the optimization problem to distinguish a boundary S* 
from a perturbed boundary s ;°', with a(x) a Fourier mode with wave number k. 
To illustrate the behavior of the Fourier symbol H(k) , we consider (5.40) for 
k E IR2 (i.e., d = 3). Without loss of generality, we assume that U = e 1 , so that 
k · U = k 1 . Figure 5.1 on the next page then displays contours of Fi·-
2 ± y'H(k), 
e.g., if Fi· = 1/ 2, then Fr- 2 ± y'H(k) = 4 is the contour for which H(k) = 0 and 
Fr- 2 ± y'H(k) E {O, 8} are the contours for which H(k) = 16. 
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Figure 5.1: Contours of Fr- 2 ± J H (k ). 
The solution behavior of the shape optimization problem is determined by 
the critical modes , i. e. , t he wave numbers for which H (k ) vanishes. These critical 
modes yield a change in the cost functional of just 0 (E3 ) , instead of 0(E2 ). Hence, 
a small perturbation of the uniform free-surface flow is composed of a linear combi-
nation of the critical modes. It is important to observe that to each Froude number 
corresponds a curve of critical wave numbers. The critical modes are associated 
with steady surface gravity waves; see, e.g., Ref's. [37, 44]. Note that for d = 2 
(k2 = 0) and Fr < 1, the condition H (k) = 0 yields a unique relation between the 
wave number of the surface gravity wave and the Froude number. For d = 2 and 
Fr ~ 1, critical modes are absent and steady surface gravity waves do not occur. 
The Fourier symbol of the Hessian also gives information about the posedness 
of the optimization problem. The opt imization problem is said to be well posed 
if it has a unique solution that is stable to perturbations in the auxiliary data. 
Uniqueness is ensured if H (k ) > 0 for all k. From the above considerations, it is 
clear that uniqueness cannot be ensured . However, this does not necessarily imply 
that the optimization problem is ill posed. It merely implies that the behavior 
of critical modes is not described by the above theory. Linear stability of the 
optimization problem generally demands that 
H (k ) = O(lkl11 ) , as lkl --+ oo, (5.44) 
for some B ~ O; see [68]. This requirement expresses that the optimization problem 
clearly not ices high wave number perturbations of the free boundary. Unfortu-
nately, if k E ffi. 2 , the contours on which H (k ) = 0 contain waves with lkl --+ oo. 
Hence, the linear theory is insufficient to establish the stability of the 3 dimen-
sional free-surface flow problem. However, such waves do not occur for d = 2 and, 
therefore, linear stability of the two-dimensional optimization problem is ensured. 
68 Chapter 5. Adjoint Shape Optimization for Steady Free-Surface Flows 
5.4 .4 Stability of the Adjoint Method 
To examine the stability of the adjoint method, we consider a perturbation s;0 of 
the optimal free boundary S* . One iteration of the adjoint optimization method 
yields a new approximation s;Q., with 
t.Q.(x ) = w(x ) - "( grad E(S;0 )(x ) , (5.45) 
for some step-size 'Y > 0. Hence, by (5.31), Q. and a are related in the following 
manner : 
Q(x ) = a(x ) - 'Y 1 a(y ) grad 2 E(S*)(x , y ) dy . (5.46) 
The contraction number ( of the adjoint method is defined by the reduction of the 
error in the free-boundary position between successive iterations, i.e., 
lla(x) - "( f5 • a(y ) grnd 2 E(S*)(x , y ) dyll 
( := s~p lla(x ) II ' (5.4 7) 
where the supremum is taken over all admissible functions a(x ). Because llQll ::; 
Cllall , stability of the adjoint method is ensured if (::; 1. 
If the L2 norm is implied in (5.47), we can use (5.42) and Parseval's identity 
to recast (5.4 7) into: 
= su (J~00 (1 - 'YH(k )) 2 la(k )l 2 dk) 112 ( / f~00 la(k )l 2 dk · (5.48) 
If the problem (5. 7) is solved numerically, then the infinite domain is usually 
truncated and a(x) is represented on a grid. In that case, if f_ = (l'i , ... , Cd_i) 
is the horizontal length of the truncated domain and h = ( h1 , ... , hd- l) is the 
horizontal mesh width of the applied grid, then we only have to consider isolated 
wave numbers in the set 
(5.49) 
see Figure 5.2 on the facing page for an illustration. It follows from (5.48) that ( 
is then given by 
( = sup ll - 'YH (k )I . (5 .50) 
k E Wh 
Stability of the adjoint optimization method is ensured if the right hand side 
of (5.50) is at most 1. This can be accomplished by choosing the step size 'Y 
according to 
'Y = c ( sup H (k )) -
1 
, 
k EWh 
(5.51) 
for some constant c E JO, 2[. 
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The supremum of H in Wh is for well posed problems determined by the 
highest wave number components in Wh ; refer to (5.44). From (5.49) it follows 
that the highest wave number in Wh is 0(1/lhl). Hence, in general, the step size 
diminishes as 'f = O( lhl6 ) as lhl ___, 0. In particular, for the Fourier symbol (5.40) , 
if the grid is refined in such a manner that h = Ihle as lhl ___, 0, with c a constant 
vector , then the supremum of H(k) in Wh is O( lhl-2 ). The step size must then 
comply with 
as lhl ___, 0 , (5.52) 
to maintain stability of the oscillatory modes, i.e., the modes with large lkl. This 
implies that the step size in the adjoint optimization method must be reduced as 
the spatial grid is refined to maintain stability of the high wave number modes. 
5.4.5 Convergence of the Adjoint Method 
The convergence behavior of an iterative method is usually characterized by its 
contraction number. However , this characterization is inappropriate for problems 
with critical modes (H(k ) = 0) and dispersive behavior , such as the considered 
free-surface flow problem. The contraction number is based on the behavior of 
isolated waves, whereas for dispersive problems the behavior of wave groups is 
relevant; see, e.g., Refs. [44, 78]. This distinction is essential if critical modes 
occur. As a result of the critical modes, the contraction number indicates that 
convergence lacks. However, due to the dispersive properties of the problem, this 
indication is too pessimistic. 
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To determine the convergence behavior of the adjoint optimization method 
(Al )- (A4) , we reconsider the perturbation s;0 of the optimal free boundary S*. 
The Fourier components of the perturbation can be separated into a contribution 
p(k) of the modes in the neighborhood of the critical modes and a remainder: 
&(k) = p(k ) + (&(k ) - p(k )) ' 
where p(k ) := w(k) &(k ), 
w(k) := {~ if ir(k)::::: 01 , if ir (k) ~ 02, 
(5 .53a) 
(5.53b) 
and 81,2 are constants such t hat 82 > 81 > O; see the illustration in Figure 5.2 on 
the page before. The transition of w(k) from 1 to 0 can be constructed in any 
suitable manner and is largely arbitrary. However , below, p(k) is required to be 
an analytic function . 
Denoting by t:an(x ) the disturbance in the free-boundary position after n 
iterations of the adjoint method, we obtain from (5 .42) and (5.46) : 
(5.54) 
Hence, it follows from (5.53) that 
(5.55) 
Because I l - 181 I < 1, the remainder vanishes exponentially as n --> oo. This 
implies that the asymptotic behavior of an(x ) for large n is determined by the 
Fourier components in the neighborhood of the critical modes. 
From (5.55) it follows that if Pn(k ) is defined recursively by 
Po (k ) = p(k) , 
Pn(k ) = (1- 1H (k )) Pn-1(k), n = 1, 2, . . . , 
then an(x) rv Pn(x) as n--> oo. Equation (5 .56b) can be recast into: 
Pn+l (k) - Pn(k ) + H (k ) Pn(k ) = 0. 
I 
(5.56a) 
(5.56b) 
(5.57) 
Note that for sufficient ly small /, the first term can be conceived as a difference 
approximation to the derivative of Pn(k ) with respect to pseudo time n1- We 
assume that Pn(k ) ,.._,,exp (rn1) po(k ) as n--> oo . Equation (5. 57) then implies 
(exp (q) - l )h + H(k) = 0 . (5 .58) 
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Taylor expansion of exp ( r y) yields 
7 = - H(k) ' (5.59) 
provided that 0(72 ) terms are negligible. By (5.53b) , H(k) ::; 62 . Hence, if 62 is 
chosen sufficiently small, the 0( 7 2 ) terms in the Taylor expansion can indeed be 
ignored. Equation (5.59) relates the pseudo time behavior of a disturbance in the 
free-boundary position to its spatial behavior. Therefore, it appears appropriate 
to refer to (5.59) as the pseudo dispersion relation of the adjoint method. 
From (5.55) to (5 .59) it follows that as n-y _, oo, 
an(x ) ~ J_: p(k ) exp (iD(k) n-y ) dk , (5.60) 
with 
A k •x 
D(k) := iH(k) + - . 
n-y (5.61) 
The integral in (5.60) vanishes exponentially as n-y _, oo, except near critical 
stationary points of H(k), i.e., the wave numbers k 0 such t hat 
aft 
H(ko) = o, ok (ko) = o. 
J 
(5.62) 
Each critical stationary point yields a contribution 
(
27r ) (d-l)/2 ( I a2ft l) -112 
p(ko) n-y <let okiok
1
(k o) exp(ik0 ·x+i~) , (5.63) 
with ~ a multiple of 7r I 4, depending on the properties of 82 HI okiOkj. The above 
can be proved by the method of stationary phase; see, e.g., Refs. [78, 79]. 
Due to the quadratic form of (5.40), any critical point is a stationary point 
as well. Hence, if we define the evaluation error en by the L 2 norm of the error 
in the boundary position, i.e. , en := ll rnnll, then we ant icipate that the adjoint 
method yields the following asymptotic convergence behavior: 
en= O((n' ) 
en= o((n-y)( l - d) /2) 
if Vk : H(k) > o, 
if :.lk : Ji (k ) = o , 
(5.64a) 
(5.64b) 
as n _, oo, for some constant ( in ]O, 1[. The implications of (5.64) for the conver-
gence behavior of the adjoint method are summarized in Table 5. 1 on the following 
page. 
5.5 Preconditioning 
The asymptotic error behavior (5.64) and the stability condition (5.52) imply that 
the performance of the adjoint optimization method deteriorates with decreasing 
mesh width. This deficiency of the method can be repaired by means of precondi-
tioning. This section outlines the preconditioning operation. 
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Table 5.1: Convergence behavior of the adjoint method: asymptotic behavior 
of t he evaluation error en for sub- and supercritical flow in 2D and 3D, with n 
the iteration counter , "( the step size and ( a constant in JO, 1[. 
d =2 d=3 
subcritical 0(1/ yrvy) 0(1/ (n'Y) ) 
supercritical O(C -Y) 0(1/(n'Y) ) 
5.5.1 Reconsideration of Objectives 
To introduce the preconditioning operation, we consider the gradient of the cost 
functional at a pert urbation s;a. of the optimal boundary S*. By (5.39), the 
Fourier components of the gradient read: 
(5.65) 
Equation (5.65) implies that for problems that are stable according to (5.44) 
with e strictly positive, the gradient primarily contains highly oscillatory modes 
(large lkl) . Consequently, the adjoint optimization method effectively reduces the 
cost functional by removing the highly oscillatory disturbances in the boundary 
position. However, smooth error components are inadequately resolved. 
In general , one is interested in obtaining the free-boundary position rather 
than minimizing the cost functional. If the objective is indeed to obtain the free 
boundary, then the gradient is unsuitable for adjusting the boundary position. 
5.5.2 General Outline 
The aim of preconditioning is to restore the relation between the boundary adjust-
ment and the error in the boundary position. An accurate approximation to the 
error in the free-boundary position can be recovered from the gradient by solving 
where P is any convenient operator of which the Fourier symbol satisfies 
il (k ) :s: P(k) , 
lim il (k )/ F(k ) = c, 
lkl->oo 
for all k , 
for some C E] 0, 1] . 
(5 .66) 
(5.67a) 
(5.67b) 
The operator P simulates the relation between the gradient and the disturbance 
in the boundary position. The Fourier components ~(k) are related to the com-
ponents of the disturbance by: 
~(k) = (fl(k) / F(k )) &(k ). (5.68) 
Therefore, (3(x ) is an accurate approximation to a(x ) if H (k)/ F (k) ~ l. 
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If the adjoint method uses (3( x) instead of the gradient to displace the free 
boundary, then the corresponding stability condition reads: 
11-,, h(k) /P(k) I:::; 1. (5.69) 
Requirement (5.67a) ensures that H / P :::; 1 for all k , so that the step size I' in the 
preconditioned method can be set to l. Consequently, if the problem is solved nu-
merically, the convergence behavior of the preconditioned method is independent 
of the mesh width of the applied grid. Condition (5.67b) makes certain that all 
Fourier components that are present in the boundary disturbance are also present 
in the correction, so that the error indeed vanishes as the iteration progresses. 
It is important that the numerical methods for solving (5.66) do not reintro-
duce the mesh-width dependence. In general, preconditioners P can be constructed 
for which efficient solution methods, e.g., multigrid methods [8, 67], are available. 
5.5.3 A Preconditioner for 20 Free-Surface Flows 
The construction of the preconditioner from its symbol relies on the theory of 
pseudo-differential operators; see also [66]. In this section we set up a precon-
ditioner for the 2D steady free-surface flow problem. It is anticipated that a 
preconditioner for 3D free-surface flows can be constructed similarly. 
In two dimensions, the free- boundary is one dimensional and the considered 
wave number is k E JR.. Without loss of generality, we assume that the velocity is 
scaled such that U = 1 in (5.40). To derive the preconditioner, we first consider 
the asymptotic behavior of (5.40) for large k: 
H(k) CV k2 ' ask--+oo. (5.70) 
The Fourier symbol - k2 corresponds to a Laplace operator. An operator which 
has the desired behavior for high wave-number components is: 
( -2 )2 iP(3 PH (3 := Fr - 1 (3 - ot2 , (5. 71) 
where 8 I at denotes the tangential derivative along the free boundary. The Fourier 
symbol of (5.71) is 
PH(k) = (Fr·- 2 - 1)2 + k2 . (5. 72) 
Indeed , PH(k) cv k2 ask--+ oo. Figure 5.3 on the next page compares the Fourier 
symbols PH and H. The behavior of PH closely resembles that of H at high wave-
numbers. Hence, PH accurately recovers highly oscillatory errors in the boundary 
position. Moreover , PH eliminates the mesh-width dependence of the step size. 
The Fourier symbols PH and H differ markedly at low wave numbers if 
Fr < l. For Fr < 1, the low wave-number behavior of His accurately approximated 
by: 
PL(k) = (1 - (2 - 2µ)(k/k0 ) 2 + (1 - µ)(k / k0 ) 4 ) (Fr- 2 - 1) 2 , (5. 73) 
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Figure 5 .3 : Fourier symbols h(k) , FH(k) and H(k) for Fr= Jtanh (7r) / 7r 
with k0 the critical wave number critical mode of (5.40) and µ a small positive 
constant ; see Figure 5.3. The symbol FL(k) corresponds to the differential operator 
-2 2( 2-2µ8 2(3 1 -µ84 (3 ) 
PLf3 :=(Fr -1) (3+ ~ 8t2 + ~ 8t4 . (5 .74) 
The constant µ ensures that the polynomial FL(k) has no real roots. This is 
a prerequisite for stability of the preconditioner. Unfortunately, it also implies 
that the preconditioner leaves the root of fI undisturbed, i.e., H(k) / FL(k) = 0 
for critical modes. Hence, the asymptotic convergence behavior (5.64b) is not 
essentially improved. 
Summarizing, for supercritical flows an effective correction of the free bound-
ary can be obtained from (5.66) and (5.71). The mesh-width dependence of the 
convergence behavior is then eliminated. For subcritical flows , the correction is a 
combination of a high wave number correction f3H from (5.66), (5. 71 ) and a low 
wave number correction f3L from (5.66) , (5.74) , e.g., (f3L + f3H )/ 2. The mesh-width 
dependence of the convergence behavior is then removed. However, the asymp-
totic convergence behavior is not improved, because the preconditioning does not 
remove the critical modes. 
5.6 Numerical Experiments 
The preconditioned adjoint optimization method is tested for 2 dimensional sub-
and supercritical flow over an obstacle in a channel of unit depth at Fr = 0.43 and 
Fr = 2.05. The geometry of the obstacle is 
27 H 2 y(x)=-1+ 4 L3x(x-L) , 0 :5: x :5: L , (5. 75) 
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with Hand L the (non-dimensionalized) height and length of the obstacle, respec-
tively. We choose H = 0.2, L = 2 for the subcritical test case and H = 0.44 and 
L = 4.4 for the supercritical test case, in accordance with the experimental setup 
from [11]. In addition, we consider the subcritical test case with H = 0.1, L = 2 
and the supercritical test case with H = 0.22 and L = 4.4. 
The boundary value problems (5. 7) and (5.24) are discretized with bilinear 
finite elements. The differential operators in the gradient (5.27) are discretized 
with central differences. The resulting discrete optimization problem is unstable 
and displays odd/even oscillations. These are simply removed by smoothing the 
gradient with the biharmonic operator. For subcritical flows (Fr< 1), a radiation 
condition must be imposed to avoid nonphysical upstream waves; cf. §5.2.1. The 
upstream waves are eliminated by smoothing the gradient upstream of the obstacle 
with the Laplace operator, and by applying the low wave number preconditioner 
PL only downstream. 
The numerical experiments are performed on grids with horizontal mesh 
width h E { L/36, L/ 72} and vertical mesh width 1/24. For the supercritical 
test case, the correction is computed using (5 .66) and (5.71). For the subcrit ical 
test case, the upstream correction is determined in the same manner and the 
downstream correction is taken as (f3L + f3H )/2, with f3H from (5.66), (5. 71 ) and 
f3L from (5.66), (5. 74). The constantµ in (5 .74) is set to 0.025. In all cases the 
step size 'Y = 1 is employed. 
For the supercritical test case, Fig. 5.4 on the following page plots the L2 
norm of the correction after n iterations , ll/3n II, versus the iteration counter. The 
correction behaves as ll/3nll = O((n), for some constant ( E]O, 1[. The norm of the 
evaluation error after n iterations can be bounded by 
00 
en :S: L ll/3Jll · (5. 76) 
j=n 
It follows from (5.76) that the evaluation error converges as O((n) as well. This 
is in accordance with the entry in Table 5.1 on page 72. From Fig. 5.4 we obtain 
( ~ 0.35 for H = 0.22 and ( ~ 0.5 for H = 0.44. One may note that the 
convergence behavior is indeed independent of the mesh width. Fig. 5.5 on page 77 
compares the computed surface elevation with measurements from [11] for the 
supercritical test case. The computed result agrees well with the measurements. 
For the subcritical test case, ll/3nll is plotted versus n in Fig. 5.6 on page 77. 
Note that Fig. 5.6 is a log-log plot. In this case, ll/3nll behaves as O(n-a ), with 
CJ ~ 1.5 for H = 0.1 and CJ ~ 1.2 for H = 0.2. It follows from (5.76) that the 
convergence behavior of the evaluation error is approximately O(n-0 ·5 ) for H = 0.1 
and O(n- 0 ·2 ) for H = 0.2 . Hence, t he test case with H = 0.1 confirms the entry 
in Table 5.1 on page 72. The deteriorated converge behavior for H = 0.2 can be 
attributed to apparent nonlinear behavior. One may note that the convergence 
behavior is virtually independent of the mesh width. Fig. 5.7 on page 78 compares 
the computed surface elevation with measurements from [11] for the subcritical 
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Figure 5.4: Supercritical test case: norm of the correction versus t he iteration 
counter for H = 0.22 (A) and H = 0.44 (B) (h = L / 36 and h = L/ 72 coincide) . 
test case. The surface elevation displays typical nonlinear effects, such as sharp 
wave crests and wave length reduction. The amplitude of the computed result is 
overestimated. However, the overestimation of the amplitude of the trailing wave 
is not unusual; see, for instance, [10, 75, 76]. The wave length of the computed 
result is in good agreement with the measurements. 
5. 7 Conclusions and Discussion 
We investigated the suitability of the adjoint optimal shape design method for 
solving steady free-surface flows. To this end , the free-surface potential flow prob-
lem was reformulated into an equivalent optimal shape design problem. We then 
presented the adjoint optimization method for solving the design problem. We 
determined the asymptotic convergence behavior of the adjoint method for sub-
and supercritical flows in 2D and 3D. Moreover , we showed that preconditioning 
is imperative to avoid mesh-width dependence of the convergence behavior and we 
presented a suitable preconditioner for the free-surface flow problem. 
umerical results were presented for two-dimensional flow over an obstacle in 
a channel. The observed convergence behavior is in agreement with the asymptotic 
estimates, i.e., the evaluation error behaves as 0 ( en) for the supercritical test case 
and as O(n- 112 ) for the subcritical test case. Moreover , the numerical results 
confirm that the convergence behavior of the preconditioned adjoint method is 
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Figure 5.5: Supercritical test case: computed surface elevation with H = 0.44 
and h = L / 72 (solid line) and measurements from [11 J (markers only ) 
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Figure 5.6: Subcritical test case: norm of the correction versus t he iteration 
counter for H = 0.1 , h = L / 36 (A) , h = L/ 72 (B) and H = 0.2, h = L / 36 ( C), 
h = L / 72 (D) 
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Figure 5. 7: Subcritical test case: computed surface elevation with H = 0.2 
and h = L/72 (solid line) and measurements from [11] (markers only) 
independent of the mesh width. For both test cases the computed results agree 
well with measurements. 
The convergence behavior of the adjoint shape optimization method for 
steady free surface flows is for two-dimensional problems similar to that of time-
integration methods (see also [10]): the error converges as O((n) for supercriti-
cal flows and as O(n- 1! 2 ) for subcritical flows. For three-dimensional problems, 
the anticipated convergence behavior of the adjoint method is O(n- 1 ) for sub-
and supercritical flows. The convergence behavior of t ime-integration methods is 
O(n- 1 ) for subcritical flows and O((n) for supercritical flows. The convergence 
behavior of the preconditioned adjoint method is independent of the mesh width , 
whereas the convergence behavior of the usual time-integration method deterio-
rates with decreasing mesh width, due to a CFL-restriction on the admissible time 
step. Therefore , the preconditioned adjoint method is expected to be more effi-
cient than time-integration methods, except in the case of 3D supercrit ical flow. 
However, for 3D flows and 2D subcritical flows , the convergence behavior of the 
adjoint method is less efficient than the mesh-width independent O((n) behavior 
of the method presented in [10] . 
The O(n- 112 ) (2D, subcritical) and O(n- 1 ) (3D) convergence behavior of 
the adjoint method is caused by the critical modes. It is therefore anticipated 
that a combination of the adjoint method and a solut ion method that effectively 
eliminates these critical modes yields 0( en) convergence behavior. 
Chapter 6 
Interface Capturing 
6.1 Introduction 
Free-surface flows can be construed as a particular instance of two-fluid flo w, in 
which the stresses exerted on the interface by one fluid are negligible on a reference 
scale that is appropriate for the other. If the objective is the numerical solut ion of 
a free-surface flow problem, then it can be attractive to adhere to the two-fluid-flow 
formulation. The interface behaves as a contact discontinuity and can be treated 
as such. This treatment of the interface is referred to as interface capturing . For 
examples of interface capturing see, for instance, Refs. [14, 34, 46]. 
The interface capturing approach requires that the employed numerical tech-
niques remain robust and accurate in the presence of discontinuities. Godunov-
type schemes [22] can be particularly useful in these circumstances. These schemes 
apply the (approximate) solution of an associated Riemann problem to determine 
the fluxes that are required in the numerical computation. This approach en-
sures robustness and accuracy at discontinuities. Godunov-type schemes can be 
suitably combined with finite volume methods and with discontinuous Galerkin 
finite element methods. For finite volume methods, the schemes can be imple-
mented with higher-order limited interpolation methods , to achieve accuracy and 
secure monotonicity preservation in regions where large gradients occur (see, e.g., 
Refs. [61 , 65]) . For discontinuous Galerkin methods, accuracy and monotonicity 
preservation is obtained by appropriate hp-adaptivity; see, e.g., Refs. [27, 64]. 
A disadvantage of the method originally propos"d by Godunov is that it 
requires the solution of an associated Riemann problem with ( :1clt flux evaluation. 
In practice, many such evaluations are performed durit 1:~ an .. dual computation. 
Consequently, the method is notorious for its higb comp utatiumil costs. To avoid 
this problem, several approaches have been suggested to recluct: t be computational 
costs of the flux evaluations, by approxim;:iting the H.i<•maun so ln tion. Examples 
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of such approximate Riemann solvers are the flux vector splitting schemes (such 
as those by Van Leer [40] and Steger & Warming [62]) and the flux-difference 
splitting schemes (such as Roe's [53] and Osher's [49]). 
A common objection to interface capturing is the occurrence of so-called 
pressure oscillations. These pressure oscillations expose the loss of certain invari-
ance properties of the continuum problem under discretization. Several correctives 
have been proposed to avoid pressure oscillations, e.g., (locally) nonconservative 
discretization methods [1 , 32 , 33, 56], correction methods [31] and the ghostfluid 
method [18]. For an overview of these correctives, and of their merits and defi-
ciencies, see [2]. However , it is not evident that the loss of the aforementioned 
invariance properties is inevitable. In fact, since the invariance properties are in-
herent to the continuum equations , it should be possible to devise conservative 
numerical schemes that inherit these invariance properties. 
In the present chapter we consider the interface capturing approach to solving 
two-fluid flow problems. We investigate an eminent flux-difference splitting scheme 
for the approximate solution of Riemann problems, viz. , Osher's scheme, and we 
consider its application to two-fluid flows. Moreover , we examine the pressure 
oscillations that are commonly incurred by discrete approximations to two-fluid 
flow problems, and we set up a non-oscillatory conservative discretization. 
The contents of this chapter are organized as follows: As a preliminary, 
Section 6.2 presents a general introduction to the Riemann problem. In Section 6.3 
we examine Osher 's approximate Riemann solver. Motivated by the fact that 
Osher's scheme suffers loss of accuracy in the presence of slow, strong shock waves, 
we propose a modified scheme. Section 6.4 presents the specifics for two-fluid flows. 
In Section 6.5 we examine pressure oscillations and we propose a non-oscillatory 
conservative discretization. 
6.2 Riemann Problem 
In this section we investigate the Riemann problem. To define the problem, we 
represent space and time by x E ( -oo, oo) and t E [O , oo) , respectively, and we 
consider state variables q := (q1, ... , qn) with Qk := Qk(x , t) and a continuously 
differentiable flux function f : ~n f--7 ~n. The Riemann problem is defined by 
8q 8f (q) - 0 
at+ ox - ' (x,t) E (-00 ,00) x (O, oo) 
subject to the initia l condition 
q (x , 0) = { q L ' 
q R' 
if 
if 
x < 0 , 
x > 0 , 
for certain constant left and right states, qL and qR. 
(6.la) 
(6.lb) 
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6.2.1 Weak Formulation 
To allow discontinuous solutions a different setting of the Riemann problem is 
required. Classical solutions of (6.1) are differentiable. Discontinuous solutions 
can be taken into consideration if (6.1) is replaced by its weak formulation, viz. , 
the variational problem: find q (x , t) such that 
for all continuously differentiable a(x, t) with compact support in ( -oo, oo) x [O , oo). 
A discontinuous solution of (6.2) is called a weak solution. 
The variational formulation (6.2) generally allows multiple solutions, because 
a classical solution can often be replaced by a weak solution. Therefore, the weak 
formulation (6.2) must be supplemented with an entropy condition to single out 
the physically correct solution. For entropy conditions we refer to [39, 4 7, 60]. 
6.2.2 Preliminaries 
To facilitate the presentation, we first introduce some elementary concepts. The 
Jacobian of f (q) is denoted by A (q ) := 8qf (q ). Its eigenvalues are Ak(q) , with 
k = 1, 2, ... , n , and are assumed to be indexed such that A1 :::; A2 :::; ... :::; An. The 
corresponding eigenvectors are r k ( q). 
The differential equation (6.la) constitutes a hyperbolic system if the eigen-
values Ak( q) are real and nonzero. The Jacobian-matrix A ( q ) can then be decom-
posed with respect to a basis of its eigenvectors: 
A (q) = R (q)· A(q)· R (q)- 1 , (6.3) 
where A ( q) := diag(A1 ( q), ... , An( q)) and the matrix R ( q) := (r1 ( q), .. . , rn( q)) 
contains the eigenvectors. 
From [38] we adopt the following classification of the eigenpairs: An eigen-
value Ak ( q) and an eigenvector rk ( q) are called genuinely nonlinear in n <:;;; !Rn 
if 
for all q ED. (6.4) 
Equation (6.4) implies that the eigenvalue is a strictly convex or concave function 
of q in the direction of the corresponding eigenvector. An eigenvalue Ak(q) and 
an eigenvector r k ( q) are said to be linearly degenerate in n if 
for all q ED. (6.5) 
Equation (6.5) implies that Ak(q) is constant in the direction of the corresponding 
eigenvector. The eigenvalues that are genuinely nonlinear are related to rarefaction 
waves and shock waves in the solution of the Riemann problem. The eigenvalues 
that are linearly degenerate correspond to contact discontinuities in the solution. 
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More complicated wave types can occur for eigenvalues that are neither genuinely 
nonlinear nor linearly degenerate. This occurs, for instance, in the case of the 
Buckley-Leverett equation; see, e.g., Refs. [42, 77]. 
With each of the eigenpairs (..\k(q ), r k(q )) we associate two paths in state 
space: Firstly, the k-shock path , which is defined by the set 
where s( q ; q L) is referred to as the shock speed. Secondly, the k-rarefaction path , 
defined by the set 
with h (O the solut ion to the ordinary differential equation 
for some ~L E JR. 
h' (~) = r k(h (0), 
h(~L) = qL' 
(6.7) 
(6.8a) 
(6.8b) 
To each k-rarefaction path corresponds a set of Riemann invariants, i.e., 
functions which are invariant on R k. If r k ( q ) denotes the kth eigenvector of the 
J acobian, then a k-Riemann invariant is any continuously differentiable function 
'l/Jk : !Rn f--t IR with t he property 
(6.9) 
for all considered states. T here are at most n - 1 such k-Riemann invariants with 
linearly independent derivatives with respect to q in !Rn . Note that for a linearly 
degenerate eigenpair (..\k(q), r k(q )) the eigenvalue ..\k (q ) is a k-Riemann invariant . 
6.2 .3 Waves 
The general solut ion to (6. 1) consists of regions in the (x, t)-plane where the so-
lution is constant , separated by waves, in particular , rarefaction waves, contact 
discontinuities and shock waves. Before constructing the general solution , we first 
obtain the solution to (6.1) or (6.2) in the case that it contains only one of the 
aforementioned waves. 
Classical and weak solutions of the Riemann problem can generally be writ-
ten in the similarity form 
q (x, t) = h (x/t) ; (6. 10) 
see, e.g., Ref. [60]. To prove this, we note that if q (x, t ) solves (6 .1 ), then for all 
( E IR, q ( (x , t) := q ((x , (t) is also a solution. This is evident from 
oq(~~,(t) + of (q~: , (t)) = ([D2q ((x,(t) + A (q ((x,(t)) ·D1q ((x,(t)] = 0 , 
(6.11) 
6.2. Riemann Problem 83 
where D1 denotes differentiation with respect to the zth function argument. If the 
solution is unique, then q (x , t) = qc(x, t) and, hence, q (x , t) can be cast into the 
similarity form (6.10). 
A classical k-rarefaction wave (or k-simple wave) solution of (6.1) exists if 
>.k(q) is a genuinely nonlinear eigenvalue, >.k(qL) < >.k(qR) and qR is on the k-
rarefaction path through q L. For later reference , we note that this implies that 
the k-Riemann invariants are equal for qL and qR, i.e. , -iPk'(qL) = 1Pk'(q R) for 
m = 1, ... , n , m f:. k. To determine the rarefaction wave solution, we assume that 
the eigenvector in (6.8) is normalized such tha t 
for all q E rn:.n . (6.12) 
This assumption does not restrict generality. The solution of (6.8) is then the 
similarity solution in the simple wave region >.k(qL ) < x/t < >.k(q R); see, e.g., 
Refs. [39, 60]. For verification, we insert q (x , t) = h (x/t) in (6.la): 
oh (x / t) + o f (h (x / t)) = ~ (-1=: + A (h (x/t))) ·Dh(x / t) = 0, 
8t OX t t (6.13) 
where I denotes the rn:.n x n identity matrix and D denotes differentiation with re-
spect to the function argument. Equation (6.13) requires that x / t = >.k(h(.x/ t)) 
and that Dh(x/t) = rk(h (x/t)) . The latter trivially follows from (6.8), the former 
from (6.12). Hence, the Riemann solu tion in the case of a k-rarefaction wave reads 
{ 
qL , 
q (x, t) = h (x/t) , 
qR , 
if 
if 
if 
x / t < >.(qL), 
>.(qL) < x/t < >.(qR) ' 
xjt > >.(qR). 
(6.14) 
The states q L and qR are connected by an isolated k-contact discontinuity 
if (>.k(q ), r k(q)) is a linearly degenerate eigenpair and qR is on the k-rarefaction 
path through q L. By (6.5) , >.k(qR) = >.k(qL). The solution to the Riemann 
problem can be obtained from (6.14): 
q ( X , t) = { qL ' 
qR , 
if 
if 
x/t < >.(qL) = >. (qR) > 
x/t > >.( qL ) = >. ( qR) . (6.15) 
However, because (6.15) is discontinuous at x/t = >. (qL) = >.(qR) , it must be 
verified that (6.15) complies with the variational problem (6.2). Inserting (6. 15) 
in (6.2) and using integration by parts and the compact support of a, it follows 
that (6. 15) indeed satisfies (6.2). 
A k-shock wave occurs if >.k ( q) is a genuinely non linear eigenvalue, >.k ( q L) > 
>.k(qR) and qR is on the k-shock path through qL. A solution of the form (6.14) 
is then necessarily multiple valued and must therefore be discarded. Instead, the 
weak solution reads 
q (x, t) = { q L ' 
qR , 
if 
if 
x / t < s(qL ; qR ) , 
x/t > s(qL ;qR ), (6.16) 
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where s( qL ; qR ) denotes the shock speed , determined by the Rankine- Hugoniot 
relation 
(6 .17) 
The shock relation (6. 17) is in fact implied by the variational problem (6.2); see, 
for instance, Refs. [77]. Conversely, (6 .17) ensures that (6 .16) satisfies (6.2) for all 
appropriate a with support on the discontinuity. Clearly, (6. 16) satisfies (6.2) for 
all a with support outside the discontinuity. Hence, (6.16) is a valid weak solution 
of (6. 1). 
6.2.4 General Solution 
If the eigenvalues of the Jacobian are either genuinely nonlinear or linearly degen-
erate, then the general solution to the Riemann problem consists of n + 1 (possibly 
empty) regions 0 1 in the (x , t)-plane where the solution is constant , separated by 
rarefaction waves, contact discontinuities and shock waves. To construct the gen-
eral solution, we define q 0 := q L , q1 := q R and q l / n' l = 0, ... , n is the solution 
in 01. If q (l - l )/n is connected to q l/n by a rarefaction wave, then h1(x/t) denotes 
the similarity solut ion in the rarefaction wave region. Moreover, if q (l- l)/n is con-
nected to ql / n by a shock wave, then s1 is the corresponding shock speed. The 
Riemann solution reads 
q (x,t) ~ { Qo , if x / t < CJ(i , q l /n' if CJl < x/t < CJt ' l = 1, . . . , n - 1 , h1(x/t), if CJt1 < x/t < CJ1-' l = 1, ... , n - 1 , 
Q1 ' if x / t > CJ,~ , 
(6. 18a) 
with 
(Jt = { >-1+1(Q1; n) , if A1+1 ( Q1; ,J :::; Al+ l ( q (l+ l)/n) ' (6. 18b) 
s1+1, otherwise, 
(Jl = { A1(Q1; n) ' if A1 (Q1; n) 2'.: A1 (Qcz-1)/1J' (6 .18c) 
s1 , otherwise. 
We refer to the velocities CJ f as contact speeds. The general solution (6.18) is 
schematically depicted in Figure 6.1 on the facing page. The figure illustrates the 
contiguity of regions connected by shock waves and contact discontinuities (e.g., 
O(l - l )/n and 0 1; 11 ) and the separation of regions connected by rarefaction waves 
(e.g., 01;n and O(l+l )/n)· 
As an important side note, we mention that existence of a solution to the 
Riemann problem is not evident. Depending on the properties of f , if ll q L - q Rll 
is too large, then it can occur that a solution does not exist ; see, for instance, 
Ref. [60]. 
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l 
Figure 6.1: The general solution to the Riemann problem. 
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The solution to the Riemann problem plays an important role in numerical meth-
ods for hyperbolic conservation laws: Following Godunov's approach [22], it can 
be used to determine the flux across the discontinui t ies in a piecewise continuous 
approximation to the solution of a hyperbolic problem. 
The benefits of Godunov's method are widely appreciated . However, a dis-
advantage of the method is the high computational cost of solving the Riemann 
problem. It is therefore a ttractive to revert to approximate solution techniques. 
In this section we investigate an eminent approximate Riemann solver, viz., 
Osher's scheme. We examine the approximate Riemann solution underlying Os-
her 's scheme and, based on the results, we propose a modified scheme. 
6.3.l Osher's Scheme 
We consider t he Riemann solution in similarity form for given left and right states, 
h (x / t ; q L, q R) . The Godunov flux is defined by the flux a t x = 0: 
(6. 19) 
The flux (6.19) is referred to as the Godunov flux , in view of its role in the 
numerical method proposed by Godunov. 
In Osher's scheme [48, 49], t he Godunov flux is approximated by 
(6.20a) 
with 
(6.20b) 
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and 
IA (q )I := R (q ) · IA(q )l ·R (q)-1 ' 
IA(q )I := diag(l.\1(q)I , · · ·, l.\n(q )I) · 
(6.20c) 
(6.20d) 
The term (6. 20b) contributes to the numerical dissipation . In general, upwind 
schemes can be cast into the canonical form (6.20a) (see, for instance, Ref. [73]) , 
with d (qL , q R) depending on the specifics of a scheme. The integral (6.20b) char-
acterizes Osher 's scheme. 
The integral ( 6. 20b) is evaluated along a path in state space. To facilitate 
the description of the integration path, we represent it by 
f : = { q ( S) : 0 ~ S ~ 1 , q ( 0) = q L , q ( 1) = q R} . (6.21) 
Osher proposed to compose the integration path of the k-rarefaction paths: The 
path (6.21) is separated into subpaths f 1, l = 1, 2, ... , n. Each of these subpaths 
connects two states <i(l - l)/n and <li ; n- The initial and end state are defined by 
q0 := q L and q1 := q R, respectively. Moreover , f1 is tangential to the eigenvector 
r k(l), where k: {1 , 2, ... ,n}---> {1 , 2, ... ,n} is a bijective mapping. This implies 
that r 1 is a section of the k(l)-rarefaction path, connecting <i(l- l )/n to <li; n- An 
illustration of the integration path is presented in Figure 6.2. 
<io <i1;n <i2;n <i(l - 1)/n q l/n Q{n-1)/n <i1 
-·~~~~--~~~~-·~-7~~(~~- -~~~---~~ • //// • • 
QL r1 r n Qn 
Figure 6 .2: Osher 's integration path. 
Usual choices for the ordering of the subpaths are the 0-variant k(l) = n+ 1- l 
(cf. Ref. [49]) and the P-variant k(l) = l (cf. Ref. [28]). Note that the 0-variant 
and the P-variant have mutually reversed orderings. 
For the 0- and P-variant orderings of the subpaths, if a linearly degenerate 
eigenvalue with algebraic multiplicity µ > 1 occurs, then this eigenvalue appears 
on successive subpaths. It is then possible to condense the corresponding subpaths. 
The integral (6.20b) can be rewritten as a sum of the contributions of the integral 
over each of the subpaths: 
with 
n 
d (q L, q R) = Ldl ' 
l=l 
d1 := r IA (w(O) I· r k(l) (w (.;)) d.;. lr, 
From (6.20c)- (6.20d) it follows that 
d 1 = ( sign(,\k(l)(w(.;))) A (w (.;)) ·rk(LJ(w(.;) ) d.;. lr, 
(6.22a) 
(6.22b) 
(6. 23) 
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If Ak(l) does not change sign along f1 , then the sub-integral (6.23) evaluates to 
(6.24) 
This implies that if successive eigenvalues have equal signs on their subpaths, 
then the sum of their contributions concatenates. In particular, if Ak(lo) ( q ) = 
Ak(lo+l)(q) = ... = Ak(lo+µ - 1) ( q ) is a linearly degenerate eigenvalue with sign S 
and algebraic multiplicity µ , then 
µ- 1 
L d1o+ j = S (r(q(10 +µ - l)/n) - f (q (lo-1) /n)) · 
j =O 
(6.25) 
The intermediate states CI(lo+])/n > j = 0, 1, ... , µ - 2 are of no consequence and 
can be eliminated from the composite integration path a priori. 
Due to the choice of the subpaths, the intermediate states can be conveniently 
determined by means of the Riemann invariants. Because the subpath f 1 is the 
k(l)-rarefaction path between Cl(l - l) /n and Clt / n> 
(6.26) 
cf. Section 6.2.3. If the k-Riemann invariants have linearly independent deriva-
tives with respect to q , then, by the implicit function theorem, (6.26) is a solvable 
system of equations from which the intermediate states can be extracted. In many 
practical cases the intermediate states can then be solved explicitly from (6.26). 
Otherwise, it is necessary to determine the intermediate states by numerical ap-
proximation. Once the intermediate states have been obtained , the flux approxi-
mation follows by straightforward operations. 
6.3.2 Accuracy 
The flux obtained by means of the Osher scheme is based on an approximation to 
the solution of the Riemann problem. Because the approximate Riemann solution 
can again be written in similarity form, it is useful to introduce the notation 
(6.27) 
where h (x/ t; qL , qR ) represents the approximate Riemann solution in similarity 
form. 
To assess the accuracy of the approximate Riemann solution underlying Os-
her's scheme, we examine its representation of rarefaction waves, contact disconti-
nuities and shock waves. We consider only the P-variant ordering of the subpaths. 
However, by virtue of the fact that the 0-variant and P-variant have mutually 
reversed orderings, it follows that 
(6.28) 
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where the subscript distinguishes the variants. By (6.28), the results for the 
P-variant can be extended mutatis mutandis to the 0-variant . 
In section 6.3.1 it was emphasized that the subpaths in Osher 's scheme are 
subsets of the k(l)-rarefaction paths. Referring to Section 6.2.4, it follows that the 
intermediate states in the approximate Riemann solution are connected by simple 
waves only. Clearly, this representation is correct for simple waves and contact 
discontinuities. However, shock waves in the actual solution are then replaced by 
so-called overturned simple waves ; see Ref. [41]. 
To examine the appropriateness of the overturned-simple-wave representa-
tion of shocks. We consider a left state qL and a right state q R, connected by a 
weak k-shock. The k-shock strength is defined by: 
(6.29) 
In [60] it is proved that the change in the k-Riemann invariants across a k-shock 
with strength E is 0(E3 ) as E--+ 0. This implies that a CIR E R k(qL ) exists such 
that Ak (CIR) = Ak(qR) and llCIR - qRll = 0 (E3 ). To prove this, we note that 
CIR E R k ( qL ) implies 
(6.30) 
The change in the k-Riemann invariants from qL to qR is only 0 (E3 ). Therefore, 
(6.3la) 
Equations (6.31) can be augmented with 
(6.3lb) 
to obtain n equations for CIR- If the k-Riemann invariants have linearly indepen-
dent derivatives with respect to q , then rank( 8q 'lj;~ , . . . , 8q'lj;',:) = n - 1. More-
over, because Ak is linearly degenerate, 8qAk tt span(8q'l/JL ... , 8q'l/Jr;). Therefore, 
(8q'l/JL .. . , 8q'l/Jr; , 8q>-k) is nonsingular and , by the implicit function theorem, (6.31) 
is solvable. Taylor expansion of 'l/Jk'( CIR) and >-k( CIR) with center at qR then yields 
that ll CIR - qRll = 0 (E3 ) . 
Summarizing, we find that the error in the intermediate states in the simple-
waves-only approximation of the Riemann solution is at most 
(6.32) 
Although the computed intermediate states are accurate, even in the presence 
of (weak) shocks, the flux approximation is not necessarily so. By (6.22)- (6.23) , 
if CIR E Rk(qL ) and >- k(qL) > 0 > Ak(CIR), then 
d (qL, CIR)= l:· A(w(O) · r k(l) (w (~) ) d~ - l~R A(w(O) · r k(l) (w(O) d~ 
= 2f ( q*) - f ( qL) - f ( CIR) , (6.33) 
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with q* E R k(qL ) such that ,\k(q *) = 0. The Osher flux (6.20) then yields 
(6.34) 
In contrast , the Godunov flux corresponding to the k-shock is f ( qL ) if s( qL ; q R) > 
0 and f (qR) if s(qL ; q R) < 0. Hence, ignoring terms of 0 (E3 ) , the error in the flux 
approximation is 
if 
if 
s(q L; q R) > 0 ' 
s(qL ; q R) < 0 . (6.35) 
To elaborate the error, we note that the states q L , q R and q* are interrelated by 
the k-Riemann invariants in the following manner: 
(6.36) 
Moreover , because qL and q R are connected by a shock with st rength E, 
(6.37a) 
and, by definition , 
(6.37b) 
From (6.36)- (6.37) it follows that 
ll qL/R - q*ll = O (E) ' (6.38) 
where qL/ R is either q L or q R. Taylor expansion of f ( q L/ R) with center at q * 
then yields 
(6.39) 
Hence, by (6.35), t he error in Osher 's flux approximation in the instance of a slow 
shock (.\k(q R) < 0 < ,\k(q R)) with strength E is of O (E). This failure of Osher 's 
scheme is exemplified by means of the Burgers equation in [41]. 
6.3.3 Modified Scheme 
To avoid the aforementioned deficiency of Osher 's scheme, we propose a modifica-
tion of the scheme. The simple-waves-only approximation of the Riemann solution 
is maintained . However , the overturned-simple-wave representation of shocks in 
the approximate Riemann solution is replaced. 
We propose to ext ract the intermediate states in the approximate Riemann 
solution from 
l , m = 1, 2, . . . , n , m =/= l , (6.40) 
with q0 = q L and q1 = q R. This is in fact equivalent to (6.26) with a presumed 
P-variant ordering of the subpaths. 
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The intermediate states from (6.40) are subsequently used to construct the 
approximate Riemann solution: 
if 
if 
if 
if 
I - + x t < cr0 , 
0-1- < x/t < o-t , 
o-t1 < x/ t < 0-i ' 
x/ t > o-;; , 
l = 1, ... , n - 1 , 
l = 1, . .. , n - 1 , 
(6.41a) 
with the approximate contact speeds o- f, 
and 
Al+l ( <i1;n) ' 
81+1' 
if A/+l ( Q1;n) :::; A/+l ( Q(l+l )/n ) ' 
otherwise , 
if A1(Q1;n) 2: A/(Q(l- 1)/n) ' 
otherwise, 
(6.41b) 
(6.41c) 
(6.41d) 
In (6.41a), h1(x/t) represents the simple-wave solution between <i(l-l) / n and <ii;n· 
Recall that <i (l - l)/n and <ii;n can indeed be connected by a simple wave due to 
the choice of the subpaths. 
Comparison of the approximate Riemann solution (6.41 ) with the exact Rie-
mann solution (6.18) shows that 81 approximates the shock speed. In Ref. [60] it 
is proved that if q R E Sk(q L) and E := >.k(q d - >.k(q R) > 0, then the k-shock 
speed satisfies 
(6.42) 
as E ___, 0. Hence, the shock-speed approximation (6.41d) is 0 (E2) accurate. How-
ever, because the objective is to obtain an approximation to the Godunov flux, it 
is the sign of the shock speed that is of primary interest . The sign of the shock 
speed is correctly predicted by (6.41d) , provided that 
l~>.1 (Q(l - l )/n) + ~A1(cl1 ;n)I » (>.1 (Q(l - l )/n) - A1 (Q1; n)) 2 · (6.43) 
Otherwise, the sign of the shock speed depends on the 0 ( E2 ) remainder and be-
comes ambiguous. This occurs for strong, slow shocks. 
The approximation of the Godunov flux , corresponding to the approximate 
Riemann solution (6.41) , is f (qL, q R) = f (h(O; q L , q R)) , with 
{ 
if 
- . _ :~;n, if 
h(O , qL , qR)- -• if q , 
q l , if 
o-t > 0, 
0-i< O<O-t, 
o-tl < 0 < o-,- , 
er;; < 0, 
l E {l , ... , n - 1 }, 
l E {l , .. . , n - 1 }, (6.44) 
where q* E R1(<i(l-l) /n) such that >.,(q*) = 0, in case of a centered rarefaction 
wave. 
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6.4 Two-Fluid Flow Application 
Inviscid , compressible two-fluid flows can be modeled by hyperbolic conservation 
laws. The interface between the contiguous fluids then appears as a discontinuity 
in the solution. In this section we consider the application of the modified Osher 's 
scheme to two-fluid flows. 
6.4.1 Two-Fluid Euler Equations 
We consider the flow of two inviscid immiscible fluids. The fluids occupy a domain 
V c JR.d (d = 2, 3). Positions in V are identified by x := x 1e 1 + ... + xd ed. 
Time is denoted by t 2: 0. In both fluids , the flow is characterized by the state 
variables p(x, t) , p(x, t) and v (x, t) , which represent density, pressure and velocity, 
respectively. The Cartesian components of the velocity are denoted by vJ(x , t) := 
ej ·v (x , t) , j = 1, ... , d. 
The fluids are separated by an interface, which we identify by the level set 
S := {x E V: B(x, t) = O}. (6.45) 
The following kinematic condition ensures the immiscibility of the fluids: 
Bt + V· VB = 0 ' x E V,t > 0. (6.46) 
To distinguish the fluids , we arbitrarily designate one of the fluids as the primary 
fluid and the other as the secondary fluid . We assume that B(x, t) is positive in 
the primary fluid and negative in the secondary fluid. 
In both fluids, the flow is governed by t he Euler equations. Because our 
interest is in discontinuous solutions, we consider the weak formulation of the 
equations. To present the equations in weak formulation , we denote by D any 
arbitrary bounded subset of V x [O , oo), by 8 its boundary and by (n,1) := 
n1 e1 + ... + nded + / ed+l the outward unit normal vector to 8 ; see the illustration 
in Figure 6.3 on the following page. The weak formulation of the Euler equations 
reads 
j a(p1+pv·n)d8- { p(at+v· V a)dD=O, (6.47a) le Jn 
j b(pvn+pvJv·n +pnJ)dE>- f" pvJ(bt + v · Vb)+p~b dD=O , (6.47b) le Jn v xJ 
with j = 1, ... ' d , for all subsets n and all continuously differentiable functions a, b. 
The equations (6.47a) and (6.47b) express conservation of mass and conservation 
of momentum, respectively. 
The kinematic condition (6.46) is not in conservation form. This renders (6.46)-
(6.47) unsuitable for treatment by Godunov's method. However, under the condi-
tions imposed by (6.47a), we can replace (6.46) by 
t e (pg(B) I+ pg(B) v · n ) d8 - .l pg(B) (et+ v · V e) dD = 0 , (6.48) 
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t 
e 
Figure 6.3: A bounded subset 0 in the (x, t) domain, with boundary 8 and 
outward unit normal (n ,1). 
for all subsets 0 and all continuously differentiable functions e, with g : lR f-7 lR 
any strictly monotone continuously differentiable function. Equation (6.48) is in 
weak conservation form . To prove that (6.47a) and (6.48) imply (6.46), we note 
that the sum of (6.47a) and (6.48) yields: 
j p (eg(B) +a) (r +v·n) dEl - ( p (at + v ·V a)+ pg(B) (et +v·V e) dO = 0, (6.49) le Jn 
which holds for all continuously differentiable a, e and all subsets 0 . If we choose 
a = -cg( B), then the boundary integrals cancel and we obtain 
in p ( [cg(B)]t + v · V [eg(B)] - g(B) (et+ v · V e)) dO = 0. (6.50) 
Partial differentiation yields 
in cp(g(B)t+ v·Vg(B))d0 = 0 , (6.51 ) 
or , equivalently, in cpge(Bt + V · v e) dO = 0 ) (6.52) 
for all continuously differentiable c and all subsets 0. Equation (6.52) implies (6.46) 
weakly. Therefore, (6.47a) and (6.48) imply (6.46) weakly. 
To identify the associated Riemann problem, we collect (6.47)- (6.48) in: 
(6.53a) 
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j = 1, ... ' d + 2, for all continuously differentiable a and all subsets n, with 
PV1 qi/q5 + p Q1 q2 / q5 Q1q3f q5 
pv2 q2qif q5 qvq5 + p q2q3/q5 
q = pv3 f l -' - q3qif q5 
' 
f 2 = q3q2/q5 
' 
f 3 = q§fq5 + p 
pg(B) q4qif q5 q4q2f q5 q4q3 / q5 
p Q1 Q2 q3 
(6.53b) 
for d = 3. The case d = 2 can be treated as a special case of d = 3, with q3 and 
f 3 set to 0, and will therefore not be considered separately. Integrating (6.53) by 
parts , we obtain 
{ a ( oqj + t 0 fj ( q) ) dr2 = 0 , lo at . OXi i=l (6.54) 
which implies the following strong form of the equations: 
(6.55) 
To obtain the Riemann problem associated with the two-fluid Euler equations, 
we stipulate 8f i / 8xi = 0 for i = 2, ... , d and we prescribe discontinuous initial 
conditions conform ( 6.1 b). 
6 .4.2 Equation of State 
Closure of the two-fluid Euler equations requires an equation of state which in-
terrelates p, p, v and B. We consider fluids that separately satisfy a barotropic 
equation of state: 
P := Pp/s( P), or P := Pp/s(P) · (6.56) 
with Pp/ s : (0, oo) f-7 IR and Pp/ s : IR f-7 (0 , oo) mutually inverse functions, i.e., 
Pp js(Pp /s(P)) = P , and Pp/ s(Pp/ s(P)) = P , (6.57) 
for all p E IR and all p E (0, oo). The subscripts p and s distinguish the primary 
and secondary fluid . 
A relevant example of an equation of state conform (6.56) is Tait's equation 
of state (see, e.g., [71]): 
p(p) =Po ( (1+7/1) (:a) '72 - 7/1) , (6.58) 
with Po an appropriate reference pressure, e.g., the atmospheric pressure, p0 the 
corresponding density of the fluid and 7)1 and 7)2 fluid-specific constants. Equa-
tion (6.58) can be used to describe the behavior of air in homentropic flow and of 
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Table 6.1: Constants in Tait's equation of state (6.58) for water and for air 
in homentropic flow. 
7/1 7/2 
I "'.ater 3000 7 
a lf 0 7/5 
water. The corresponding constants are listed in Table 6.1. Appropriate constants 
for other fluids are given in [71]. 
In order to construct an equation of state for the two-fluid compound, we 
consider a domain !2 which is occupied by the two co-existing fluids. If the fluids 
are separated , then the primary and the secondary fluid occupy domains !lp and 
!25 , respectively; see the illustration in Figure 6.4. Denoting by IDI the volume of 
n, we define the primary volume fraction by 
(6.59) 
If the pressure is constant in n, then the compound density reads: 
p(p, a) :=a Pµ(P) + (1 - a) Ps(P) · (6.60) 
Equation (6.60) specifies the equation of state for the two-fluid compound. The 
compound equation of state is illustrated in Figure 6.5 on the next page. An 
equation of state of the form p(p, B) is obtained by introducing a mapping e f---+ a( B). 
Figure 6.4: Separat ion of the fluids in a volume n. The primary and secondary 
fluid occupy np and ns, respectively. 
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p 
Ps(P) 
p(p, a) 
0 p 
Fig ure 6 .5 : Compound equation of state for two barotropic fluids according 
to (6.60). 
6.4.3 Riemann Invariants 
We consider the flux function f 1 according to (6.53b) with an equation of state 
of the general form p := p(p, B) . To facilitate the derivation of the associated 
Riemann invariants , we introduce the notation: 
ce(p, B) := 
op(p, B) 
op 
op(p, B) 
88 
The J acobian of the flux function then reads 
2 qif q 5 0 0 c~/q5 ( 2 2 )/ 2 2 - Q1 + Cg Q4 Q5 + Cp 
Q2 / q 5 Q1 / q 5 0 0 -q2 qif qg 
A(q) = q3 / q5 0 Q1 / q 5 0 -q3qif qg 
q4/q5 0 0 q1 / q5 - q4qif qg 
1 0 0 0 0 
and its eigenvalues and the corresponding ci!jenver:to;s :' re 
(6.61a) 
(6.61b) 
(6.62) 
(6. 63a) 
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and 
qif q5 - Cp 0 0 
qz / q5 I 0 
r 1 = q3/q5 r 2 = 0 r 3 = I 
q4 / q5 0 0 
I 0 0 
(6.63b) 
Qi qif q5 + Cp 
0 q2 / q5 
r 4 = 0 r s = q3/q5 
-(cp / ce)2qg + q4 q4/q5 
q5 I 
The eigenpairs (>.ki r k) are genuinely nonlinear fork= I , 5 and linearly degenerate 
for k = 2, 3, 4. 
To derive the I-Riemann invariants, we first solve the following system of 
ordinary differential equations: 
for k = I . Trivially, 
h'(~) = r k(h(0) , 
h (O) = h 0 , 
h5(0 = ~ + hg. 
Hence, for j = 2, 3, 4, h1 (0 is determined by 
which yields 
h1(~) = (h~ /hg) ~ + h~ ' 
Furthermore, hi (0 is governed by 
j = 2, 3, 4. 
h~(~) = hi (~) / (~+ hg) - Cp(~) , hi(O) = h~, 
with cp(~) := cp (h5(0 1 h4(0 / h5(0). The solution to (6.68) is 
(6.64a) 
(6.64b) 
(6 .65) 
(6.66) 
(6.67) 
(6.68) 
(6.69) 
To obtain I-Riemann invariants, we construct ~-independent functions of h1(0 , 
j = I , ... , 5. By (6.65) and (6.67), 
( h~ /hg) ~ + h~ = h~ 
~ + hg hg , j = 2, 3, 4. (6. 70) 
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Therefore, qj / q5 , j = 2,3,4 are 1-Riemann invariants. Moreover , 
h1(E,) + l hs(O Cp(w) dw = (h~ - lhs(O Cp(w) dw) + l hs(O Cp(w) dw = h~ . 
h5(~) ho W h5 ho W ho W h5 5 5 5 
(6. 71) 
Hence, for an arbitrary constant qg E (O ,oo), 
q1 + 1qs cp(w) dw' 
q5 q~ w 
(6.72) 
is also a 1-Riemann invariant. 
Due to the simple structure of the eigenvectors r k for k = 2, 3, the corre-
sponding Riemann invariants can be determined by inspection. Moreover, by (6.63), 
the 5-Riemann invariants are identical to the 1-Riemann invariants , with Cp re-
placed by - cp. 
To derive the 4-Riemann invariants, we solve (6.64) for k = 4. Obviously, 
h1(E,) = h~ ef., h2(E,) = h~ , h3(E,) = h~ , h5(E,) = hgeE. (6.73) 
To facilitate the determination of h4 ( E,) , we recall that Cp and c0 are defined by 
Eq. (6.61) and that h5 and h4 are defined by p and pB , respectively. Therefore, 
I c~ ( 2 op ( dp dB) op 2 op h4 (~) = - c~ h5(E,) ) + h4(E,) {=? 08 e d~ +pd~ = - opp + 08 pe. (6.74) 
From (6.73) it follows that p = p'(E,) and, hence, 
op de op dp _ dp _ 
0 
oe dE, + o P d~ - dE, - · 
This implies that h4 (E,) is implicitly given by 
p(h5(~) , h4(E,) / h5(E,)) = p(hg, h~ /hg). 
Summarizing, by (6.73)- (6.76), 4-Riemann invariants are: 
q1 I q5 , q2 , q3 , P . 
(6.75) 
(6.76) 
(6.77) 
In conclusion, we can associate the following Riemann invariants with the flux 
function f 1 according to (6.53b ), with an equation of state of the form p := p(p, B): 
'I/Ji = V1 + if!(p, 8) , 'l/J r = V2 , 'I/Ji= V3, 'l/Jf = e , (6.78a) 
'l/JJ = V1 , 'l/J~ = pv3, 'l/J~ = pe , 'l/J~ = p(p, e) , (6.78b) 
'lf;j = V1 , 'l/;~ = pv2, 'l/;j = pB , 'l/J~ =p(p,e) , (6.78c) 
'l/J~ = V1 , 'l/;~ = pv2, 'l/Jl = pv3 , 'l/JJ = p(p, e) , (6.78d) 
'l/J€ = V1 - if!(p, 8) , 'lf;g = V2, 'l/J~ = V3, 'l/J~ = e, (6.78e) 
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with 
IJ! (p, e) := ; ·p Cp(w, B) dw ' 
pD W 
(6.78f) 
and p0 an arbitrary constant in (0, oo). 
6.4.4 Approximate Two-Fluid Solution 
The Riemann invariants (6.78) can be used to extract from (6.40) the intermediate 
states in the simple-waves-only approximation to the solution of the two-fluid 
Riemann problem. Because the linearly degenerate eigenvalue v1 has algebraic 
multiplicity m = 3, only two intermediate states have to be distinguished; see 
Sect. 6.3.1. These intermediate states are connected by a contact discontinuity. 
The eigenvalues v1 ± l}i are genuinely nonlinear. This implies that simple waves 
connect the intermediate states to the left and right states. In particular, the 
structure of the approximate Riemann solution is as follows: The left state q0 := 
q L is connected to the intermediate state 41; 3 by a simple wave. The intermediate 
states 41; 3 and 42; 3 are connected by a contact discontinuity. A simple wave 
connects the intermediate state 42; 3 to the right state q1 := q R. The approximate 
solution of the two-fluid Riemann problem is illustrated in Figure 6.6. 
<lo 
x 
Figure 6.6: Approximate solution of the two-fluid Riemann problem. Simple 
waves (shaded) connect the left and right states to the intermediate states . The 
intermediate states are connected by a contact discontinuity (dashed). 
It is important to note that e is a k-Riemann invariant for k = 1, 5. Hence, 
a fluid transition can only occur across the contact discont inui ty. Moreover, both 
v1 and pare k-Riemann invariants for k = 2, 3, 4. Hence, v1 and pare continuous 
across any contact discontinuity. In particular , v1 and p are continuous across 
the interface. This implies that the kinematic and dynamic interface conditions 
are fulfi lled. The interface between the fluids can therefore be construed as a 
particular instance of a contact discontinuity. 
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From (6.40) and (6.78) it follows that 
m./3 mo (6.79a) 
and 
(v1)i ;3 = (v1h13 == (vi)1;2. (6.79b) 
Furthermore, (vi) 1;2, Pi;3 and {J2; 3 are determined by 
- 1ii1 ;3 cp( p, Bo) -(vi)1 ; 2 + dp = (vi)o , 
Po P 
(6.80a) 
- 1P2/3 Cp (p , 81) -(vi)1 ;2 - dp = (v1)i , 
µ, P 
(6.80b) 
P(P1;3, Bo) = P(P2;3, Bi). (6.80c) 
In some cases the intermediate states can be explicitly extracted from (6. 79)-
(6.80) . Otherwise, the intermediate states have to be determined by numerical 
approximation. 
If the equation of state is of the form p := p(p, B) , or can be cast in this form , 
then the conditions for the intermediate states can be formulated in a convenient 
form. To derive this formulation, we note that 
1Pb Cp(p, 8) dp = 1Pb ~ Pa p Pa p op(p, e) dp = 1Pb _ 1 -Op Pa p(p, 8) 
op(p, e) d 
op P, (6.81) 
for certain integration limits Pa and Pb· The latter identity follows from the trans-
formation p := p(p, e). From (6.80)- (6.81 ) it follows that 
( '1 /2 1 
} f>o p(p, Bo) 
op(p, Bo) 1PI/2 1 
---dp + -
op f>i p(p, 81) 
op(p, B1) d _ (- ) _ (- ) Op p - V 1 O V1 1 , 
(6.82) 
with fi1;2 := p(p1;3, Bo) = p(p2; 3 , Bi) , conform (6.80c). Equation (6.82) presents a 
concise condition for the intermediate pressure p1 ; 2 . 
It is important to note that (6.82) is well suited to treatment by numerical 
approximation techniques. In particular, the derivatives of the integrals with re-
spect to fi1; 2 , which are required in Newton 's method, are simply the integrands 
evaluated at p1; 2 . Moreover, for a given approximation to fi1; 2 , the integrals can 
be evaluated by a numerical integration method (see, e.g. , Ref. [30]) . 
Once the intermediate pressure has been extracted from (6.82) , the interme-
diate densities follow immediately from the equation of state: 
(6.83) 
We recall that once the intermediate states have been obtained, the modified Osher 
flux follows by straightforward computation; cf. Section 6.3.3. 
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6.5 Pressure Oscillations 
A common objection to interface capturing is the occurrence of pressure oscilla-
tions. These pressure oscillations expose the loss of certain invariance properties 
of the continuum problem under discretization. Below, we exemplify the pressure 
oscillations and we derive a pressure-invariance condition for discrete approxi-
mations to two-fluid flow problems. Furthermore, we construct a non-oscillatory 
conservative discretization for two-fluid flow problems. 
6.5.1 Exemplification 
To exemplify the pressure oscillations that are generally incurred by conservative 
discretizations of two-fluid flow problems, we consider 
qt+ (f (q ))x = 0 , x E £ , t 2 0 , (6.84a) 
with 
(6.84b) 
or its weak formulation, if appropriate. The considered equation of state is 
p(p , a) = a pµ(P) + (1 - a)ps(P) , (6.84c) 
with Pµ (P) and Ps(P) given equations of state for the primary and secondary fluid. 
The interval [, is subdivided into intervals (xj , Xj+i) and (6.84) is supplemented 
with the initial condit ions 
p(x , 0) = pJ, v(x , 0) = V, a(x, 0) = aJ , if x E (xj, XJ+ i ) , (6.85a) 
with V an arbitrary positive constant and pJ and aJ constants such that 
PJ = aJ pµ (P) + (1 - aJ) Ps(P), (6.85b) 
for some constant P . The equations (6.84)-(6.85) represent a two-fluid flow in 
which the velocity v is uniform and in which the density p and the (primary) 
volume fraction a are such that the pressure p is uniform as well. 
The solution to (6.84)- (6.85) reads 
q (x, t ) = q (x - Vt , 0). (6.86) 
The pressure p(x, t) corresponding to (6.86) follows from the equation of state: 
p(x, t) = a(x, t) Pr(p(x , t)) + (1 - a(x, t)) Ps(p(x , t)). (6.87) 
By (6.86)- (6.87), 
p(x - Vt , 0) = a(x - Vt, 0) Pr(p(x, t)) + (1 - a(x - Vt, 0)) Ps(p(x, t)), (6.88) 
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which implies that p(x, t) = P , i. e., the pressure is invariant. Hence, if the initial 
velocity and pressure are uniform, then the pressure is invariant under (6.84) . 
Next, we consider the first order forward Euler discretization to (6.84)- (6.85) 
on the grid {( x j , tn) : j E Z, n E N} , with ta = 0 and tn < t n+ 1: 
n = 0, 1, . . . , (6.89) 
with the initial conditions 
0 0 0 (
pJV ) 
q j = p~Jj ' (6.90) 
conform (6.85). The grid function q j approximates q(x, tn) according to (6.86) in 
the interval (x1, x1_ 1 ) . 
The states qJ and qJ+1 are connected by a contact discontinuity with velocity 
V. The corresponding Godunov flux reads: 
(pJV ) (p) f(qJ , qJ+i) = v p~~J + ~ . (6.91) 
Because shocks are absent , expression (6.91) is also valid for the (modified) Osher 
scheme. By (6.89) , 
(6.92a) 
with 
C := V(t1 - ta) / (xJ+ l - x1) , (6.92b) 
the CFL-number. In conjunction with (6.85b) , equation (6.92) implies 
PJ = aj Pp(P) + (1 - aj) Ps(P) , (6.93a) 
with 
(6.93b) 
From (6 .93) it follows that a necessary and sufficient condition for pressure invari-
ance of the discrete approximation is a]= aj. However , from (6.85b) and (6.92) 
we obtain 
((1- C)(aJ) 2 + C(aJ_1)2)pp + ((1- C)aJ(l - aJ) + CaJ_1(1 - aJ_1))Ps 
(aJ - C(aJ - aJ_1))pP + ( 1 - ( aJ - C(aJ - aJ_1)) )Ps 
(6.94) 
with Pp/s := Pp/s (P). In general , a] =f. aj and, hence, the discrete approximation 
(6.89) lacks the pressure-invariance property of the continuum equations (6.84). 
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Specific exceptions are: 
C=O =} 1 0 q j = q j' (6.95a) 
C= 1 =} 1 0 q j = q j - 1' (6.95b) 
ao = ao 1 =} 
0 0 (6.95c) J J - q j = q j - 1' 
Pp= Ps =} single-fluid flow. (6.95d) 
Exceptions (6.95a)- (6.95c) are trivial. Exception (6.95d) confirms that the loss of 
the pressure-invariance property is special for two-fluid flows. 
It is noteworthy that if (pa)t + (pav) x = 0 in (6.84) is replaced by 
O'.t + VO'.x = Q, x E £ , t 2': 0 , (6.96) 
then, subject to the initial conditions (6.90) , the first order forward Euler dis-
cretization yields 
(6.97) 
Hence, a] = aj , and pressure invariance is ensured. Equation (6.96) is , however, in 
non-conservation form. Hence, the pressure invariance is in this case accomplished 
at the expense of the conservation form of the equations. 
6.5.2 Pressure-Invariance Condition 
The implications of the above exemplification are restricted: The analysis does 
not imply that pressure oscillations are inherent to conservative discretizations of 
two-fluid flow problems. It merely implies that discrete approximations to two-
fluid flow problems do not obviously inherit the pressure-invariance property of 
the continuum equations. 
To avoid pressure oscillations, it is necessary t hat a discrete approximation 
to a two-fluid flow problem complies with a pressure-invariance condition . We 
formulate this pressure-invariance condit ion for discrete approximations of 
x E £ , t 2': 0 , (6.98a) 
or its weak formulation, with 
(
pv2 + p(p, B) ) 
f ( q) = p(3~~)v , (6.98b) 
and p(p, B) a given equation of state, e.g., p(p, B) = p(p, a(B)) , with p(p , a) im-
plicitly defined by (6 .84c). We do not yet attach a specific connotation to (3. For 
instance, (3 can be a continuously differentiable strict ly monotone function, so that 
Bt + vBx = 0 is implied (cf. §6.4. 1), or (3 can be the primary volume fraction a. 
Note that e only serves as an intermediary between (3 and p. Hence, it is not 
necessary that e appears explicitly in the formulation. 
6.5. Pressure Oscillations 103 
We consider a discretization of (6 .98) on a grid {(xj , tn): j E Z, n EN}, with 
t0 = 0 and tn < tn+l· We denote by q j the discrete approximation to q (x, tn) in 
the interval (xj, xH 1 ). In particular, q~ is the discrete representation of the initial 
data. The discretization of ( 6. 98) is characterized by the mapping { qj} ........, { qj+ 1 }. 
The pressure-invariance condition for discretizations { q j} ........, { qj+1 } of (6.98) 
reads: If vj' = V , with V a constant , and pj and Bj satisfy 
p(pj, Bj) = p ' (6.99a) 
for some constant P , then 
(6.99b) 
For instance, for an equation of state of the form (6.84c) , the pressure-invariance 
condition reads: If vj = V and 
pj = a(Bj) pp(P) + (1 - a(Bj)) Ps(P), (6.lOOa) 
then 
(6.lOOb) 
6.5.3 A Non-Oscillatory Conservative Scheme 
In order to construct a pressure-invariant discretization for two-fluid flow problems, 
we define the partial primary and secondary densities by: 
p~ := app, and p~ := (1 - a)p8 , (6.101) 
where a is the primary volume fraction conform (6.59) and pp and Ps denote 
the densities of the primary and secondary fluids , respectively. In one spatial 
dimension, conservation of mass of the primary and secondary fluid stipulates 
(p~)t + (p~v)x = 0 , 
(p~)t + (p~v)x = 0. 
The compound density is defined by 
p := app + (1 - a)ps = P~ + p~ . 
Hence, if f3 denotes the primary mass fraction , 
f3 := p~/ p' 
(6.102a) 
(6.102b) 
(6.103) 
(6.104) 
then conservation of mass, of both the primary and the secondary fluid , and of 
momentum is described by: 
q t+ (f (q ))x = 0, x E £ , t 2: 0, (6.105a) 
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or its weak formulation , with 
(
pv2 + p(p, {3) ) 
f (q) = p{Jv . 
pv 
(6.105b) 
Moreover, if the primary and secondary fluid are equipped with barotropic equa-
tions of state Pp/s(P) and the compound equation of state is given by (6.84c) , then 
p(p, {3) in (6 .105) is implicitly given by 
p{J = a.pp(p)' 
P - p{J = (1 - a) ps(P), 
or, by eliminating a, 
1 1 -{J {3 
-=--+--p Ps(P) Pp (P) . 
(6. 106a) 
(6.106b) 
(6. 107) 
We consider the first order forward Euler discretization of (6.105)- (6 .106) on 
a grid {(xj , tn) : j E Z, n E N}, conform (6 .89). If vj = V , with V a positive 
constant, and 
(p{J)'j = ajpp(P ) , 
pj - (p{J)j = (1 - aj)Ps(P ), 
(6. 108a) 
(6.108b) 
for all j E Z, with P a constant, then the first order forward Euler discretization 
yields 
Pn+ 1 = pn _ C (pn _ pn ) J J J J-1 ' 
(p{J)j+i = (p{J)j - C((pfJ)j - (p{J)}-1 ) , 
with C according to (6.92b). From (6.108)- (6. 109) it follows that 
(pf3YJ+l = aj+1 Pp (P) , 
pj+l - (pf3)j+ 1 = (1 - aj+l )Ps(P ) , 
with 
(6.109a) 
(6.109b) 
(6.llOa) 
(6.llOb) 
(6. llOc) 
Therefore, p(pj'+1, fJ'j+l) = P , which implies that the first order forward Euler 
discretization of (6.105)- (6.106) complies with the pressure-invariance condit ion. 
Chapter 7 
Conclusions 
Motivated by the demand for efficient computational methods for steady viscous 
free-surface flow problems in practical applications such as ship hydrodynamics , in 
this thesis we concerned ourselves with numerical techniques for the Navier- Stokes 
equations with a free boundary. 
An investigation of the free-surface Navier- Stokes equations in primitive vari-
ables was presented. We analyzed the generic problem of perturbations of a uni-
form flow, by means of perturbation methods and Fourier techniques. The analysis 
clarifies the characteristic features of viscous free-surface flows , such as the disper-
sive behavior of surface gravity waves, the asymptotic temporal behavior of wave 
groups and the structure of the free-surface boundary layer. Moreover , by virtue 
of the formulation in primitive variables, the analysis can serve in the assessment 
of numerical methods, if the differential operators in the continuum equations are 
replaced by their difference approximation. 
We showed that the usual time-integration method for solving the steady 
free-surface Navier- Stokes equations is often inefficient as a result of the specific 
transient behavior of surface gravity waves and a stability restriction on the ad-
missible time step. We then proposed a new iterative solution method, based on 
a so-called quasi free-surface condition. To establish the efficiency of the method, 
we showed that its asymptotic computational complexity deteriorates only mod-
erately with decreasing mesh width. Moreover , mesh width independence of the 
computational complexity can be accomplished by nested iteration. Numerical 
results were presented for a two-dimensional model problem. The numerical ex-
periments confirm that the convergence behavior of the method is asymptotically 
independent of the mesh width. We believe that the proposed method can be 
useful in ship hydrodynamics and other fields of application in which the efficient 
computation of steady free-surface flows at high Reynolds number is required. 
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In addition, we investigated the numerical solution of steady-free surface 
flows by means of the adjoint optimal shape design method. To obtain an indica-
tion of the properties of the method, we considered its application to the steady 
free-surface potential flow equations. The adjoint shape optimization method is 
equally applicable to the free-surface Navier- Stokes equations, but the specifics 
of the method are much more involved in that case. We showed that the op-
timal shape design problem displays the usual characteristic behavior of steady 
free-surface flows. We determined the convergence behavior of the adjoint method 
for the generic problem of perturbations of a uniform flow. The method yields 
exponential convergence (i.e. , O(()n) , 0 < ( < 1) for 2D supercritical flows and 
algebraic convergence (typically, 1 / fo in 2D and 1 / n in 3D) in all other cases. 
The deteriorated convergence behavior for 3D and 2D subcritical flows can be 
attributed to the occurrence of critical modes. We showed that preconditioning 
is imperative to avoid mesh-width dependence of the convergence behavior and 
we presented a suitable preconditioner for the steady free-surface flow problem. 
Numerical results were presented for two-dimensional flow over an obstacle in a 
channel. The observed convergence behavior confirms the asymptotic estimates. 
Free-surface flows being a special case of two-fluid flow , we presented a pre-
liminary investigation of the interface capturing method for two-fluid flows. We 
constructed an Osher-type approximate Riemann solver. Details were presented 
for fluids with a barotropic equation of state. We showed that fluid transitions can 
only occur across contact discontinuities, which implies that the kinematic and dy-
namic interface conditions are satisfied. The spurious pressure oscillations that are 
commonly incurred by conservative discretizations of two-fluid flows were identi-
fied as a result of the loss of invariance properties under discretization. We formu-
lated a pressure-invariance condition for discrete approximations to two-fluid flow 
problems and constructed a non-oscillatory discretization. The implementation of 
the interface capturing approach with efficient techniques for steady problems is 
deferred to future research. 
Chapter 8 
Recommendations 
This thesis presents an investigation into numerical methods for the steady free-
surface Navier- Stokes equations. Based on the results of the investigation, below 
we phrase several recommendations for future research and for applications. 
The analysis presented in Chapter 3 shows that for free-surface flows with 
vanishing viscosity, the asymptotic transient behavior is 0(1/ Vt) in 2D and 0(1 / t) 
in 3D. This algebraic convergence behavior renders time-integration methods in-
efficient for solving steady free-surface flows at high Reynolds numbers. However, 
since the algebraic convergence behavior is exclusively attributable to surface grav-
ity waves of which the group velocity equals the flow velocity, it appears possible 
to restore efficiency by removing these waves by other means. In particular, nested 
iteration could prove useful , e.g., a Krylov-subspace accelerated time-integration 
method, or a combination of adjoint shape optimization with time integration. An 
investigation of such nested iteration methods is recommended. 
Based on (3.36), it is anticipated that the usual time-integration method 
performs well for steady free-surface flows at low Reynolds numbers. However , 
we emphasize that the exponential temporal decay due to viscosity was derived 
in the limit of vanishing viscosity. Therefore, a re-investigation of the roots of 
the dispersion relation (3.33) is required to establish the convergence behavior of 
time-integration methods for low Reynolds number applications. 
We believe that the quasi-free-surface-condition (QFSC) method presented 
in Chapter 4 is useful for solving steady ship waves and other steady free-surface 
Navier- Stokes flows at high Reynolds numbers. This thesis presents an application 
of the method to a two-dimensional model problem. The method is in principle 
equally applicable to three-dimensional problems. However, the extension to actual 
3D ship wave computations introduces several pertinent complications: 
(1) A surface-penetrating object is inserted, which introduces an intersection be-
tween the free-surface and a no-slip boundary. Although the QFSC method 
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does not suffer from the usual contact line problem of time-integration meth-
ods because the quasi free-surface condition is identically satisfied at the 
intersection, further investigation is required . 
(2) In actual ship wave computations, singularities occur near the bow and stern. 
If the singularities compromise the solution process, simple ad hoe correctives 
can be used, because the continuum equations do not correctly represent the 
physical behavior in the neighborhood of the singularities anyway: collapsing 
waves and splashing occur, and entirely different physical phenomena play 
a critical role. An example of a possible corrective is a smooth transition 
from the quasi-free-surface condition to the usual free-slip condition near the 
singularities. 
(3) Two and three-dimensional free-surface flows exhibit essentially different be-
havior , due to diverging waves which are only present in the three-dimensional 
case. An investigation of the implications for the numerical treatment of the 
3D steady free-surface flow problem is appropriate. 
( 4) In practical computations, infinite spatial domains must be truncated. It is 
expected that the treatment of the artificial lateral boundaries that occur as 
a result of the truncation, is more complicated in 3D than in 2D. Absorbing 
boundary conditions for artificial boundaries have received much attention 
in the context of transient problems. In contrast, few efforts have been made 
to investigate absorbing boundary condit ions for iterative solu tion methods 
for boundary value problems. Evidently, the boundary conditions and their 
treatment play a crucial part in the convergence behavior of an iterative 
method , and an investigation of absorbing boundary conditions for iterative 
solut ion methods is therefore warranted. 
It is important to note that the QFSC method transfers the complexity of the 
steady free-surface flow problem to the sub-problems, i. e. , the boundary value 
problems that must be solved in each iteration cycle. Efficient solut ion of the 
sub-problems is therefore important. To construct an efficient solut ion method for 
the sub-problems in ship wave computations, the aforementioned issues must be 
addressed . 
The adjoint optimal shape design method is in general inefficient for solving 
steady free-surface flows, due to the algebraic convergence of critical modes. How-
ever , efficiency can be restored by eliminating these modes by other means. In par-
ticular , because the retarded modes of the adjoint shape optimization method and 
the t ime-integration method are different , we anticipate that an efficient method 
can be constructed by combining these methods. The advantage of such a nested 
method over the QFSC method of Chapter 4, is that the underlying sub-problems 
have straightforward boundary conditions at the free surface: the time-integration 
method requires stress-free boundary conditions and the adjoint optimal shape 
design method requires free-slip boundary condit ions. We recommend that such a 
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nested method is implemented and assessed for the steady free-surface potential-
flow equations. 
The interface capturing approach is still in its infancy and it is not clear 
whether it can eventually provide a useful alternative for surface fitting methods 
for (steady) problems with smooth free surfaces. To assess the suitability of the 
interface capturing approach for steady free-surface flows, the following issues have 
to be addressed; (1) treatment of source terms, in order to include the gravita-
tional force , (2) resolution near the interface, (3) implementation of the interface 
capturing method with efficient numerical solution methods for steady hyperbolic 
problems. 
The correctives presented in the literature (see Section 6.1) to avoid pressure 
oscillations, sacrifice the conservation form of the equations in the vicinity of the 
interface. Because the conservation form is imperative for a correct representation 
of shock waves, it is anticipated that these methods fail if the interface interacts 
with a shock wave. We propose a comparative study of the conservative non-
oscillatory method of Chapter 6 and contemporary numerical methods for two-
fluid flow, applied to a discriminating test case, e.g. , a shock wave passing the 
interface. 
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Appendix A 
Abstract 
Flows that are partly bounded by a freely moving boundary occur in many phys-
ical systems and engineering applications. Accurate prediction of the behavior 
of such free-surface flows is therefore of fundamental importance, for instance, in 
the design and evaluation of immersed structures and vessels. Numerical methods 
play an important role in the solution of free-surface flow problems. Most practical 
computational methods for solving free-surface flows around a surface-penetrating 
body are presently based on a potential flow model. However, to advance the 
aforementioned engineering applications, it is imperative to progress to a more 
sophisticated flow model, viz., the Navier- Stokes equations. 
An important class of free-surface flow problems for which efficient numer-
ical techniques for the Navier- Stokes equations are still unavailable, are steady 
free-surface flows. Concurrent computational methods for the steady free-surface 
Navier- Stokes equations generally resort to a straightforward time-integration 
method. However, the particular transient behavior of free-surface flows often 
abates the efficiency of this method. Alternative solution methods exist, but the 
performance of these methods usually depends sensitively on the parameters in 
the problem, or their applicability is too restricted. An investigation into nu-
merical methods for the steady free-surface Navier- Stokes equations is therefore 
warranted. 
Following the formulation of the free-surface flow problem, we present an 
analysis of the free-surface Navier- Stokes equations in primitive variables, by 
means of perturbation methods and Fourier techniques. The analysis elucidates 
the characteristic features of viscous free-surface flows. Results concern the oc-
currence of surface gravity waves and their dispersive behavior, the asymptotic 
temporal behavior of wave groups and the structure of the free-surface boundary 
layer. Moreover, by virtue of the formulation in primitive variables, the analysis 
can serve in the assessment of numerical methods, by replacing the differential 
119 
120 Appendix A. Abstract 
operators by their difference approximation conform the considered discretization. 
We prove that the usual time-integration method is generally inefficient for 
solving steady free-surface flows at high Reynolds numbers , due to the asymptotic 
temporal behavior of surface-gravity-wave groups, and a stability restriction on 
the admissible time step. We propose a novel iterative method, based on a so-
called quasi free-surface condition. To demonstrate the efficiency of the method, 
we show that its computational complexity is mesh-width independent. Numerical 
results are presented for a two-dimensional model problem. The results confirm 
the mesh-width independence of the convergence behavior. Comparison of the 
numerical results with measurements shows good agreement. 
ext, we investigate the numerical solution of steady free-surface flows by the 
adjoint optimal shape design method. To obtain an indication of the properties 
of the method, we investigate its application to the steady free-surface potential-
flow equations. The method can be extended to the Navier- Stokes equations, but 
the details are much more involved in that case. The free-surface flow problem 
is reformulated as an optimal shape design problem. By means of perturbation 
methods and Fourier analysis we show that the design problem displays the usual 
characteristic features of steady free-surface flows. We determine the asymptotic 
convergence behavior of the method. Moreover, we show that preconditioning 
is essential to avoid mesh-width dependence of the convergence behavior and we 
present a preconditioner for the optimal shape design problem. Numerical results 
are presented for a two-dimensional model problem. The observed convergence 
behavior confirms the asymptotic estimates. 
Free surface flows being a special case of two-fluid flow , we finally explore the 
interface capturing approach to solving two-fluid flow problems. In the absence 
of viscosity, two-fluid flows are described by a system of hyperbolic conservation 
laws. We consider Godunov's method for discretizing hyperbolic systems. To 
reduce the computational cost of the flux evaluation in Godunov 's method, an 
Osher-type approximate Riemann solver is constructed. Details are presented for 
two fluids with a barotropic equation of state. The pressure oscillations that are 
commonly incurred by conservative discretizations of two-fluid flows are addressed . 
A pressure-invariance condition is formulated and a non-oscillatory conservative 
discretization for two-fluid flows is presented . The implementation of the interface 
capturing approach with efficient solution methods for steady hyperbolic systems 
is deferred to future research. 
Appendix B 
Samenvatting 
In veel fysische systemen en technische toepassingen treden stromingen op die 
gedeeltelijk begrensd worden door een vrij bewegend oppervlak. Het nauwkeurig 
voorspellen van het ged rag van dergelijke vrije-rand stromingen is daarom van 
groot belang, bijvoorbeeld , voor het ontwerpen en valideren van omstroomde con-
structies en vaartuigen. Numerieke methoden spelen een belangrijke rol bij het 
oplossen van vrije-rand stromingsproblemen. De meeste praktische methoden voor 
het oplossen van stromingen om een object dat het vrije oppervlak doorsnijdt, zijn 
gebaseerd op een potentiaal-stroming model. Orn vooruitgang te kunnen boeken 
in de voornoemde technische toepassingen, is het echter noodzakelijk over te gaan 
op een nauwkeuriger model , namelijk, de avier- Stokes-vergelijkingen. 
Een belangrijke klasse van vrije-rand stromingsproblemen, waarvoor efficiente 
numerieke methoden voor de Navier- Stokes-vergelijkingen niet beschikbaar zijn , 
zijn stationaire vrije-rand stromingen. De huidige rekenmethoden voor de sta tio-
naire vrije-rand Navier- Stokes-vergelijkingen vallen in het algemeen terug op een 
eenvoudige tijdsintegratiemethode. Echter, de effi cientie van deze methode is vaak 
slecht, tengevolge van het specifieke tijdsafhankelijke gedrag van vrije-rand stro-
mingen. Er bestaan alternatieve oplosmethoden, maar de prestaties van deze 
methoden zijn veelal gevoelig voor parameters in het probleem, of de toepas-
baarheid is te beperkt. Een onderzoek naar numerieke methoden voor de sta-
tionaire vrije-rand Navier- Stokes-vergelijkingen is daarom gerechtvaardigd. 
Na het formuleren van het vrije-rand strominsprobleem, presenteren we een 
analyse van de vrije-rand Navier- Stokes-vergelijkingen in primitieve variabelen, 
middels storingsrekening en Fourier technieken. Deze analyse geeft inzicht in 
de karakteristieke eigenschappen van viskeuze vrije-rand stromingen. De resul-
taten betreffen het optreden van oppervlakte golven en hun dispersief karakter, 
het asymptotisch tijdsgedrag van golf groepen, en de vorm van de grenslaag bij de 
vrije rand. Door de formulering in primitieve variabelen kan de analyse bovendien 
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gebruikt worden voor het valideren van numerieke methoden voor het vrije-rand 
probleem, als de differentiaaloperatoren worden vervangen door hun differentiebe-
nadering. 
We bewijzen dat de gebruikelijke tijdsintegratiemethode in het algemeen inef-
ficient is voor het oplossen van stationaire vrije-rand-stromingen bij hoge Reynolds-
getallen, tengevolge van het asymptotisch tijdsgedrag van oppervlakte-golf-groepen 
en een stabiliteitsrestrictie op de toelaatbare tijdstap. We stellen een nieuwe 
iteratieve methode voor , die gebaseerd is op een zogenaamde quasi-vrije-rand-
voorwaarde. Orn de efficientie van de methode te tonen, bewijzen we dat de 
rekencomplexiteit onafhankelijk van de maaswijdte is. We tonen numerieke resul-
taten voor een twee-dimensionaal modelprobleem. Deze resultaten bevestigen de 
maaswijdte-onafhankelijkheid van het convergentiegedrag. Een vergelijking van de 
numerieke resultaten met metingen toont een goede overeenstemming. 
Vervolgens onderzoeken we het numeriek oplossen van stationaire vrije-rand-
stromingen door middel van de adjoint-optimal-shape-design methode. Teneinde 
een indicatie van de eigenschappen van de methode te krijgen, onderzoeken we 
de toepassing op de stationaire vrije-rand potentiaalvergelijkingen. De methode 
kan uitgebreid worden naar de Navier- Stokes-vergelijkingen, maar de details zijn 
in dat geval veel ingewikkelder. We herformuleren het vrije-randprobleem als 
een optimal-shape-design probleem. Met behulp van storingsrekening en Fourier-
analyse tonen we aan dat het design probleem de gebruikelijke karakteristieken 
van stationaire vrije-rand stromingen heeft. We bepalen het asymptotisch con-
vergentiegedrag van de methode. Bovendien tonen we aan dat preconditionering 
essentieel is om maaswijdte-afhankelijkheid van het convergentie gedrag te ver-
mijden , en presenteren we een preconditionering voor het optimal-shape-design 
probleem. Numerieke resultaten worden gepresenteerd voor een twee-dimensionaal 
modelprobleem. Het waargenomen convergentiegedrag bevestigt de asymptotische 
schattingen. 
Omdat vrije-rand stromingen een bijzonder geval zijn van twee-fase stromin-
gen, onderzoeken we tenslotte de interface-capturing-methode voor het oplossen 
van twee-fase-stromingen. In de afwezigheid van viscositeit , kunnen twee-fase stro-
mingen beschreven worden door middel van hyperbolische behoudswetten. We 
beschouwen Godunov 's methode voor het discretiseren van hyperbolische syste-
men. Teneinde de rekenkosten van de flux-evaluaties in de methode te reduc-
eren, construeren we een benaderende Riemann-oplosser van het Osher-type. De-
tails worden gepresenteerd voor flu!da met een barotropische toestandsvergeli-
jking. Tevens behandelen we de druk-oscillaties die in het algemeen optreden 
in behoudende discretisaties van twee-fase-stromingen. We formuleren een druk-
invariantie-voorwaarde. Bovendien presenteren we een oscillatie-vrije, behoudende 
discretisatie voor twee-fase-stromingen. De implementatie van de interface-captur-
ing-methode met efficiente oplostechnieken voor stationaire hyperbolische syste-
men wordt uitgesteld tot vervolgonderzoek. 
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Stellingen 
bij het proefschrift 
"Numerical Methods for Steady Viscous Free-Surface Flows " 
door E.H. van Brummelen 
1. De gebruikelijke tijdsintegratiemethode is inefficient voor het oplossen 
van stationaire vrije-rand stromingen met hoge Reynoldsgetallen, als 
stationaire gravitatie golven optreden. 
2. De adjoint-shape-optimization methode is inefficient voor het oplossen 
van stationaire vrije-rand stromingen, in dezelfde gevallen waarin ook 
de gebruikelijke tijdsintegratiemethode inefficient is. 
3. Stationaire vrije-rand stromingen kunnen efficient opgelost warden met 
behulp van quasi vrije-rand voorwaarden. 
4. Er bestaan drukosci llatie-vrije, conservatieve discretisaties voor twee-
flui'da stromingsproblemen. 
5. Exacte wetenschap is een creatief vak. 
6. Een van de belangrijkste bijdragen van de informatietechnologie aan de 
wetenschap is de eenvoudige hanteerbaarheid van de copy en de paste 
fun ctie. 
7. Onenigheid is een voorwaarde voor vruchtbare samenwerking 
8. Uit het toekennen van subsidies aan kunstenaars op grand van bezoek-
ers aantallen en het toekennen van subsidies aan wetenschappers op 
grand van aantallen publicaties, blijkt dat subsidieverstrekkende in-
stant ies vaak onvoldoende kennis van zaken hebben om inhoudelijke 
criteria toe te passen. 

