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Introduction
Abstract A low energy eﬀective Lagrangian will be derived from a microscopic Lagrangian,
that is a variation on Yang–Mills–Higgs theory. The microscopic Lagrangian is a so-called N=2
massless supersymmetric Lagrangian that can be written in Dirac spinor notation as:
ℒ aux𝒢 (𝛸,𝐴, 𝜑) =
1
𝑔2cl
tr𝔤෷−
1
4𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈 + 𝑔2cl
𝜃cl
64𝜋2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 + D𝜇(𝜑†) ∘ D𝜇(𝜑)
− i?̄?𝛼 ∘ (𝛾𝜇)𝛼𝛽 D𝜇(𝛸𝛽 )
+ √2?̄?𝛼 ∘ ඳ(id𝕊𝑋)𝛼𝛽ad(Im𝜑) + (−i𝛾5)𝛼𝛽ad(Re𝜑)ප (𝛸𝛽 )
− 12 [𝜑
†, 𝜑] ∘ [𝜑†, 𝜑]ศ;
where 𝛸 is a Dirac spinor, 𝐴 is the vectorpotential such that D𝜇 = ∂𝜇 − iad(𝐴𝜇) is the gauge
covariant derivative and 𝐹 is the corresponding ﬁeld tensor, and 𝜑 is the Higgs ﬁeld that is a
complex scalar ﬁeld. The gauge transformations in this Lagrangian are based on SU(2), which is
non-Abelian. Furthermore 𝑔cl and 𝜃cl are real constants.
The eﬀective Lagrangian is found indirectly in several steps. The ﬁrst step is the Higgs
perturbation with the Higgs ﬁeld 𝜑, keeping the following Higgs potential zero:
1
2𝑔2cl
tr𝔤෷[𝜑
†, 𝜑] ∘ [𝜑†, 𝜑]෸ = 0.
So the eﬀective Lagrangian, which only describes the remaining massless ﬁelds, is still N=2
massless supersymmetric, and has gauge transformations based on U(1), which is Abelian.
Then the only remaining degree of freedom in the eﬀective Lagrangian is a branch cut of a
multivalued function 𝑓 . Such a function 𝑓 is ﬁxed, up to SL(2, ℤ), using: quantum ﬁeld theoretic
perturbation theory, and a family of cubic curves as manifolds together with some complex analysis
on holomorphic functions; thereby ﬁxing the eﬀective Lagrangian.
Chapter overview This document is meant to introduce and prove the so-called Seiberg–
Witten theorem (Theorem 3.48), which is mostly contained in Part II.
In Part I, some mathematical concepts and notations are deﬁned. In particular, chapter 1
contains deﬁnitions that are related to: manifolds, including spacetime, ﬁber bundles, and Lie
groups. Then chapter 2 describes: spinor bundles, and superspaces; as well as some general
concepts used in Lagrangians and quantum theoretic correlation functions.
Note that Part I does not contain all of the used deﬁnitions, instead one can use the indices
on page 101 and page 104 to ﬁnd most deﬁnitions.
The last part, Part II, contains an introductory chapter (chapter 3), which ﬁrst describes
the concept of a N=2 massless supersymmetric Lagrangian, and the microscopic Lagrangian
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before ﬁnding the eﬀective Lagrangian up to 𝑓 . Only then the Seiberg–Witten theorem is stated
(Theorem 3.48), of which its proof relates it to the chapters in Part II.
The last two chapters: chapter 4 and chapter 5; are then to ﬁnd 𝑓 as expected by The-
orem 3.48.
Part I
Mathematical Preliminaries
1

Chapter 1
Notation
Some deﬁnitions will follow in this chapter. These are related to diﬀerentiable manifolds (Deﬁn-
ition 1.1), ﬁber bundles (Deﬁnition 1.3), and Lie algebras (Deﬁnition 1.10) which are mostly
formalities.
The most important results here are the deﬁnition of the spacetime manifold 𝑋 (Deﬁni-
tion 1.2), and of the sections of a bundle (Deﬁnition 1.4), as well as the the following speciﬁc Lie
algebras: the special unitary Lie algebra 𝔰𝔲(2) (section 1.2.2), and the unitary Lie algebra 𝔲(1)
(section 1.2.2).
One could be able to only skim this chapter, except for subsection 1.2.2 which is about speciﬁc
Lie groups used in the remainder.
Einstein summation convention Einstein summation convention will be used in this docu-
ment. This means that implicitly summations are added to products which use the same symbol
for two indices, for example: 𝜓𝛼𝜒𝛼 should actually read ∑𝛼∈𝐴 𝜓𝛼𝜒𝛼, where the set 𝐴 is derived
from the type the index 𝛼 has to be of, which is implied by the type of 𝜓 and 𝜒 .
1.1 Manifold
First a deﬁnition of a diﬀerentiable manifold will be given. That is followed by the deﬁnition of
the used spacetime manifold 𝑋 in Deﬁnition 1.2, where some symbols are introduced that are
more thoroughly deﬁned in subsection 1.1.1.
Deﬁnition 1.1 (Diﬀerentiable manifold) A diﬀerentiable manifold of dimension 𝑛, for ex-
ample 𝑋, is a topological space1 that has a smooth atlas [2]. A smooth atlas is a set of pairs
called charts: {(𝑂i, 𝜑i)}i2; that satisﬁes:
• The set {𝑂i}i is an open cover of 𝑋: each 𝑂i is an open set, and ⋃i𝑂i = 𝑋3 is satisﬁed.
1It is a set of which a set of subsets is deﬁned, which is called its topology or the set of its open sets. Using this, a
function between two topological spaces is called continuous if and only if its inverse maps open sets to open sets.
2A set is completely deﬁned by its elements. Use 𝑎 ∈ 𝐴 to describe that 𝑎 is an element of the set 𝐴. From any two
sets 𝐴 and 𝐵, deﬁne 𝐴×𝐵 to be the set containing every pair of the form (𝑎, 𝑏) where 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐵. Furthermore also
deﬁne {𝑎i}i to be the set with elements of the form 𝑎i where each i is an element in an implicit set.
3From any two sets 𝐴 and 𝐵, deﬁne the union and intersection respectively as: 𝑎 ∈ 𝐴∪𝐵 if and only if 𝑎 ∈ 𝐴 or 𝑎 ∈ 𝐵,
and 𝑏 ∈ 𝐴 ∩ 𝐵 if and only if 𝑏 ∈ 𝐴 and 𝑏 ∈ 𝐵. Then 𝐴 is a non-strict subset of 𝐵, 𝐴 ⊆ 𝐵, if and only if 𝐴 ∩ 𝐵 = 𝐵. For
any {𝑂i}i, the set ⋃i 𝑂i contains only the elements that are element of any 𝐴 ∈ {𝑂i}i.
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• Each 𝜑i: 𝑂i → ℝ𝑛 is an one-to-one map such that the restriction 𝜑i: 𝑂i → 𝜑i(𝑂i) is an
isomorphism in the category of topological spaces: both 𝜑i: 𝑂i → 𝜑i(𝑂i) and 𝜑−1i : 𝜑i(𝑂i) → 𝑂i
are continuous maps.
• Additionally the smoothness is described in the following property: for all (𝑂i, 𝜑i), (𝑂j, 𝜑j) ∈
{(𝑂i, 𝜑i)}i, the map 𝜑j ∘ 𝜑−1i : 𝜑i(𝑂i ∩ 𝑂j) → 𝜑j(𝑂i ∩ 𝑂j)4 is a diﬀeomorphism, in other words:
𝜑j ∘ 𝜑−1i ∈ C
∞(𝜑i(𝑂i ∩ 𝑂j), 𝜑j(𝑂i ∩ 𝑂j))5.
Deﬁnition 1.2 (Spacetime manifold, 𝑋) Deﬁne 𝑋 to be the spacetime manifold, as a 4 di-
mensional smooth Riemannian manifold described by the following atlas:
{(𝑋, 𝜑:𝑋 → ℝ4)},
which is a set of a single chart, such that T𝑋 = (𝑋×ℝ4, 𝜂) as a vectorspace; and the nondegenerate
inner product 𝜂 ∈ ΓHom(T𝑋 ⊗ T𝑋,ℝ) = Γ(Tາ𝑋⊗2) such that one can decompose T𝑋 as T𝑋 =
ℝ1 ⊕ℝ3:
𝜂(∂𝜇, ∂𝜇) = 𝜂𝜈𝜌(∂𝜇)𝜈(∂𝜈)𝜌 = 𝜂𝜇𝜇 = อ
+1 |𝜇 = 0
−1 |𝜇 ∈ {1, 2, 3} ,
where T𝑋 = spanℝ{∂𝜇|𝜇 ∈ {0, 1, 2, 3}}.
1.1.1 Fiber Bundle
First a deﬁnition of a ﬁber bundle is given in Deﬁnition 1.3, after which the deﬁnition of a section
of a bundle is given (Deﬁnition 1.4) which is is a variation of the concept of a ‘bundle-valued
ﬁeld on a manifold’6. The most important other concept described in this section is the tangent
bundle, which is deﬁned in Deﬁnition 1.6.
Deﬁnition 1.3 (Fiber bundle, 𝜋) A ﬁber bundle 𝒳 is completely described by the tuple (𝒳,𝑋, 𝜋, 𝐹),
which contains the following types:
• 𝑋 is the underlying manifold,
• 𝐹 is a topological space, for example a ﬁnite dimensional vectorspace with topology that is
compatible with its inner product, and is called the prototypical ﬁber,
• 𝜋:𝒳 → 𝑋 is the projection map;
where some additional restrictions are present: there exists a local trivialisation {(𝑂i, 𝜑i)}i that
satisﬁes the following:
• the set {𝑂i}i is an open cover of 𝑋,
• for each i, 𝜑i: 𝜋−1(𝑂i) → 𝑂i ×𝐹 is a homeomorphism, in other words an isomorphism in the
category of topological spaces: both 𝜑i and the appropriate 𝜑−1i are continuous;
4For any function or mapping 𝑓:𝐴 → 𝐵, deﬁne ↦ as the following relation: for any 𝑥 ∈ 𝐴, 𝑥 ↦ 𝑓(𝑥) or in other words
𝑓 maps 𝑥 to 𝑓(𝑥). For any pair of functions 𝑓:𝐴 → 𝐵 and 𝑔: 𝐵 → 𝐶, the function composition can be used to make the
function 𝑔 ∘ 𝑓: 𝐴 → 𝐶 such that (𝑔 ∘ 𝑓)(𝑥) = 𝑔(𝑓(𝑥)).
5The symbol C∞(𝐴, 𝐵) denotes the set of functions of the form 𝐴 → 𝐵 that are inﬁnitely diﬀerentiable. In this
document, if any of those sets is over ℂ, then complex diﬀerentiability will be used which is equivalent to holomorphy.
6For example a vector ﬁeld as in physics terminology [3].
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• the following diagram commutes for each i, where 𝜋າ: 𝑂i × 𝐹 → 𝑂i such that (𝑥, 𝑣) ↦ 𝑥:
.
.𝜋−1(𝑂i) .𝑂i × 𝐹
.𝑂i .
𝜋
𝜑i
𝜋ູ
;
so 𝜋 = 𝜋າ ∘ 𝜑i7.
Hence one can consider the respective ﬁber bundle as a set of spaces of the form 𝑂i × 𝐹 ,
which are pairwise knitted together on intersections such that each appropriate isomorphism
𝜑−1i ∘ 𝜑j: 𝜋
−1(𝑂i ∩ 𝑂j) → 𝜋−1(𝑂i ∩ 𝑂j) is a restriction of the identity morphism id𝒳 .
Also note that any ﬁber bundle is a manifold as well.
Note that using the previous notation, for each point on 𝑋 the set {𝜑j ∘ 𝜑−1i : (𝑂j ∩ 𝑂i) × 𝐹 →
(𝑂j ∩ 𝑂i) × 𝐹}i,j constitutes a group with function composition, ‘∘’, as group structure. Hence one
calls any ﬁber bundle with such a group equal to 𝐺𝒳 a 𝐺𝒳 -bundle, and the group will be called
its structure group.
Deﬁnition 1.4 (Sections of a bundle) Deﬁne the set of smooth sections of any ﬁber bundle
𝒳 with any underlying manifold 𝑋, to be the set of smooth functions 𝑓:𝑋 → 𝒳 that commute
with the ﬁber bundle’s projection 𝜋: 𝜋 ∘ 𝑓 = id𝑋 .
For any ﬁber bundle 𝒳 , deﬁne Γ𝒳 to be the set of smooth sections.
One can easily see that any function like 𝑓 າ: 𝑋 → 𝐹 can be rewritten to a section: 𝑓 ∈ Γ(𝑋 × 𝐹)
such that 𝑓(𝑥) = (𝑥, 𝑓 າ(𝑥)); where one should note that the trivial bundle 𝑋 × 𝐹 is used.
Deﬁnition 1.5 (Hom(⋅, ⋅) ﬁber bundle) For any pair of vectorspace ﬁber bundles over the same
manifold, use 𝐵1 and 𝐵2 as bundles over 𝑋, one deﬁnes the ﬁber bundle Hom(𝐵1, 𝐵2) over the
manifold 𝑋 as that containing ﬁber-wise linear functions of the form 𝑓:𝐵1|𝑝 → 𝐵2|𝑝.
Note that creating ﬁber bundles from other ﬁber bundles is not always ﬁber-wise, for example
a so-called pullback bundle can be deﬁned from a smooth function and an original ﬁber bundle,
where the pullback bundle’s projection is 𝑓 ∘ 𝜋.
Deﬁnition 1.6 (Tangent bundle, T𝑋, Tາ𝑋) For any smooth manifold, 𝑋, one can deﬁne the
tangent bundle T𝑋 through: its prototypical ﬁber is the vectorspace of derivations, for example
spanℝ{∂𝜇}𝜇, while these ﬁbers are knitted together such that those derivations locally describe
directional derivatives on 𝑋.
Similarly as T𝑋, one can deﬁne the cotangent bundle Tາ𝑋 for each smooth manifold 𝑋. That
bundle is deﬁned such that each of its ﬁbers is the dual vectorspace of the corresponding ﬁber in
T𝑋, for example for each direction 𝜇 and 𝑝 ∈ 𝑋: deﬁne for each ﬁber d𝑥𝜇|𝑝 ∈ Hom(T𝑋,ℝ)|𝑝 =
Tາ𝑋|𝑝 = Tາ𝑋 ∩ 𝜋−1(𝑝)8 such that:
d𝑥𝜇|𝑝(∂𝜈|𝑝) = อ
1 |𝜇 = 𝜈
0 |𝜇 ≠ 𝜈 .
Vector ﬁelds are actually sections of the tangent bundle: ΓT𝑋.
For more detailed deﬁnitions, see for example [2].
7Similarly any other diagram that commutes, also known as a commutative diagram, implies all of its logical equations.
8In other words: deﬁne the function d𝑥𝜇|𝑝 ∈ C∞(T𝑋 ∩ 𝜋−1(𝑝), ℝ) = C∞(T𝑋|𝑝, ℝ) to be linear.
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Deﬁnition 1.7 (Dual of a vector, ⋅♭) For any vector 𝑉 in any tangent bundle T𝑋 with an
inner product, deﬁne 𝑉 ♭ ∈ Tາ𝑋 to be the unique vector such that for any 𝑊 ∈ T𝑋: 𝑉 ♭(𝑊) = 𝑉 𝛼𝑊𝛼.
Deﬁnition 1.8 (Diﬀerential of a scalar ﬁeld, d⋅) For any smooth function 𝑓 ∈ Γ(𝑋 × ℝ) =
C∞(𝑋,ℝ), deﬁne d𝑓 ∈ ΓTາ𝑋 as: d𝑓(𝑋)|𝑝 = 𝑋(𝑓)|𝑝 = 𝑋|𝑝(𝑓) for any 𝑋 ∈ ΓT𝑋 and any 𝑝 ∈ 𝑋.
Note that this notation need not be completely compatible with the notation ‘d𝑥𝜇’, as deﬁned
in Deﬁnition 1.6, since such hypothetical 𝑥𝜇 ∈ Γ(𝑋 × ℝ) need not exist globally on 𝑋. Instead
these are more like functions, or can be considered locally in which one considers small enough
neighbourhoods of each point on the manifold. Nevertheless, since Deﬁnition 1.2 deﬁnes the
spacetime manifold to be ﬂat, these functions 𝑥𝜇 ∈ Γ(𝑋×ℝ) do exist on the spacetime manifold.
1.2 Lie Theory
In this section, ﬁrst the formal concept of a Lie group and Lie algebra will be given. Lastly two
speciﬁc Lie groups will be discussed, which have as respective Lie algebra respectively 𝔤eff and
𝔤. Those speciﬁc algebras will be used in the deﬁnitions of two spaces of gauge transformations
for Lagrangians in chapter 3.
Deﬁnition 1.9 (Lie group) A Lie group, 𝐺, is deﬁned as a smooth manifold that is also a
group, such that the following is true [4, p. 226]:
• The group action ⋅ ∘ ⋅: 𝐺 × 𝐺 → 𝐺 is a smooth function.
• The group’s inverse mapping ⋅−1: 𝐺 → 𝐺 is also a smooth function.
1.2.1 Lie Algebra
The deﬁnition of a Lie algebra will be given in Deﬁnition 1.10. Also the concept of a linear
representation of a Lie algebra is described, as well as such a speciﬁc representation, called the
adjoint representation (Deﬁnition 1.12) which represents any element of the chosen Lie algebra
by a linear mapping onto the same Lie algebra.
Additionally two nonstandard inﬁx operators are deﬁned, which are nothing more than ex-
plicit forms of function applications: ⋅ີ⋅ and ⋅າ⋅. From these, the last form, ⋅າ⋅, is not as generally
deﬁned as the ﬁrst form, but is only meant for adjoint representations.
Deﬁnition 1.10 (Lie algebra) A Lie algebra, 𝔤, is a vectorspace, over some ﬁeld 𝔽 , with a
non-associative product, [⋅, ⋅]: 𝔤⊗𝔤 → 𝔤 called commutator, that satisﬁes the following axioms9:
∀𝑎, 𝑏, 𝑐 ∈ 𝔤 ∀𝜆 ∈ 𝔽:
[𝑎, 𝑏] = −[𝑏, 𝑎],
∧ [𝑎, 𝑏 + 𝜆𝑐] = [𝑎, 𝑏] + 𝜆[𝑎, 𝑐],
∧ 0 = [𝑎, [𝑏, 𝑐]] + [𝑐, [𝑎, 𝑏]] + [𝑏, [𝑐, 𝑎]]. (1.1)
9Deﬁne some logic symbols: for any 𝑎 and 𝑏 that are either true or false, deﬁne 𝑎 ∨ 𝑏 to be 𝑎 or 𝑏, and deﬁne 𝑎 ∧ 𝑏 to
be 𝑎 and 𝑏. Then also deﬁne ∀𝑎 ∈ 𝐴: 𝑓(𝑎) as: for any 𝑎 ∈ 𝐴, 𝑓(𝑎) is true; and deﬁne ∃𝑎 ∈ 𝐴: 𝑓(𝑎) as: there exists an 𝑎 ∈ 𝐴
such that 𝑓(𝑎) is true. Similarly deﬁne the implication 𝑎 ⇒ 𝑏 as (¬𝑎) ∨ 𝑏, where ¬𝑎 is only true if 𝑎 is not, and deﬁne the
equivalence 𝑎 ⇔ 𝑏 as (𝑎 ⇒ 𝑏) ∧ (𝑏 ⇒ 𝑎).
Using these symbols, set-builder notation will be used to deﬁne sets: deﬁne ∀𝑎: ෷𝑎 ∈ {𝑏 ∈ 𝐵|𝑓(𝑏)} ⇔ (𝑎 ∈ 𝐵 ∧ 𝑓(𝑎))෸.
Also deﬁne the quotient set 𝐴/𝐺, containing equivalence classes, from any set 𝐴 and an appropriate group 𝐺: 𝐴/𝐺 =
{𝐵 ⊆ 𝐴|∀𝑏 ∈ 𝐵 ∀𝑓 ∈ 𝐺: 𝑓(𝑏) ∈ 𝐵} with additional restrictions that each 𝐵 is not empty, and that the union of all sets in
𝐴/𝐺 is 𝐴.
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Any ﬁnite dimensional Lie group, has an associated Lie algebra which10 is then the ﬁber
above the identity element of the tangent bundle that is associated with the group’s manifold [4,
p. 230]. Note that such a mapping from the set of Lie groups to the respective Lie algebra is not
invertible11.
Deﬁnition 1.11 (Linear representation (𝑉, 𝜌) of any Lie algebra 𝔤, [⋅, ⋅]) For any Lie al-
gebra, 𝔤 over the ﬁeld 𝔽 , deﬁne the tuple (𝑉, 𝜌) to be a linear representation of 𝔤, if it satisﬁes the
following:
• 𝑉 is a vectorspace over the ﬁeld 𝔽 , which is the same 𝔽 as noted before.
• 𝜌: 𝔤 → L(𝑉, 𝑉) is a linear mapping of 𝔤 to the set of linear operators from 𝑉 to itself12.
• 𝜌 satisﬁes: ∀𝑎, 𝑏 ∈ 𝔤: 𝜌([𝑎, 𝑏]) = [𝜌(𝑎), 𝜌(𝑏)]; where [⋅, ⋅]: L(𝑉, 𝑉) ⊗ L(𝑉, 𝑉) → L(𝑉, 𝑉) is deﬁned as
[𝑎, 𝑏] = 𝑎 ∘ 𝑏 − 𝑏 ∘ 𝑎 for any 𝑎, 𝑏 ∈ L(𝑉, 𝑉).
Sometimes in this document, ⋅ີ⋅: L(𝑉, 𝑉) × 𝑉 → 𝑉 is used, which is deﬁned as explicit function
application: 𝑀ີ𝑎 = 𝑀(𝑎).
Deﬁnition 1.12 (Adjoint representation (𝔤, ad) of any Lie algebra 𝔤, ⋅າ⋅) For any Lie al-
gebra, 𝔤, one deﬁnes the adjoint representation to be the linear representation (𝔤, ad), where ad is
deﬁned through ∀𝑎, 𝑏 ∈ 𝔤: ad(𝑎)(𝑏) = [𝑎, 𝑏]. Note that (𝔤, ad) is a representation, since Equation 1.1
implies ad([𝑎, 𝑏]) = [ad(𝑎), ad(𝑏)].
For this representation, the ‘explicit reverse function application’ ⋅າ⋅: 𝔤 × ad𝔤 → 𝔤 will be used,
which is deﬁned as: 𝑎າad𝑏 = [𝑎, 𝑏] = −ad𝑏ີ(𝑎); and is nonstandard notation.
1.2.2 Speciﬁc Groups
Two speciﬁc Lie groups and algebras will be discussed here, these are: U(1), and SU(2). Both of
these will be used later in spaces of gauge transformations.
Note that these Lie groups and algebras are just manifolds over ℝ as ℂ ≃ ℝ2, even though
they are subsets of L(ℂn, ℂn).
Unitary Lie group, U(1)
The description of an unitary Lie group and its Lie algebra follows, including the surjective
mapping from 𝔤eff to U(1): 𝑇 ↦ e−i𝑇 .
Note that 𝔤eff will be used in Part II, as part of a space of gauge transformations.
Deﬁnition 1.13 (Unitary Lie group, U(1)) Deﬁne the Unitary Lie group U(1) as a subset of
invertible linear operators from ℂ1 to itself [4, p. 227]:
U(1) = ඹ𝑀 ∈ L(ℂ1, ℂ1)හ𝑀† ∘ 𝑀 = idය ;
where the group action is function composition.
Note that composing two functions from U(1) does give a function in U(1).
10Other deﬁnitions of such a Lie algebra is the algebra of so-called left-invariant sections of the tangent bundle that is
associated with the group’s manifold. These are equivalent, also as topological spaces.
11For example any Lie group, 𝐺, has the same Lie algebra as any double cover of 𝐺: (ℤ/2ℤ) × 𝐺 with group action
(𝑎, 𝑓) ∘ (𝑏, 𝑔) = (𝑎 + 𝑏, 𝑓 ∘ 𝑔), and ℤ/2ℤ is the additive group of integers modulo 2.
12By deﬁnition L(𝐴,𝐵) is used to denote the set of linear operators from vectorspace 𝐴 to vectorspace 𝐵.
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Theorem 1.14 (Unitary Lie algebra, 𝔲(1)) The Lie algebra corresponding with U(1) (Deﬁn-
ition 1.13), is:
𝔲(1) = ඹ𝑇 ∈ L(ℂ1, ℂ1)හ𝑇 † = −𝑇ය ,
with the addition of [𝑎, 𝑏] = 𝑎 ∘ 𝑏 − 𝑏 ∘ 𝑎 = 0; which is obtained from U(1) = e𝔲(1).
Note that 𝔲(1) is isomorphic to another Lie algebra, deﬁne it 𝔤eff , that consists only of
Hermitian operators:
(𝔲(1), [⋅, ⋅]) ≃ (𝔤eff , i[i−1⋅, i−1⋅]) = (ℝ, 0);
where U(1) = e−i𝔤eff with complex product as group action.
Special unitary Lie group, SU(2)
The description of a special unitary Lie group and its Lie algebra follow, including the surjective
mapping from 𝔤 to SU(2)/{− id, + id}: 𝑇 ↦ {−e−i𝑇 , +e+i𝑇 }. The Lie algebra 𝔤 will also be endowed
with an inner product, making it a Hilbert space.
The algebra 𝔤 will be used in Part II, as part of a space of gauge transformations.
Deﬁnition 1.15 (Special Unitary Lie group, SU(2)) Deﬁne the so-called special unitary Lie
group, SU(2), to be [4, p. 227]:
SU(2) = ඹ𝑀 ∈ L(ℂ2, ℂ2)හdet(𝑀) = 1,𝑀† ∘ 𝑀 = 1ය ;
where the group action is function composition.
Theorem 1.16 (Special unitary Lie algebra, 𝔰𝔲(2)) Deﬁne 𝔰𝔲(2) as the Lie algebra corres-
ponding with the SU(2) Lie group:
𝔰𝔲(2) = ඹ𝑇 ∈ L(ℂ2, ℂ2)හ𝑇 † = −𝑇, tr𝔤 𝑇 = 0ය ;
where SU(2) = ±e𝔰𝔲(2)13.
Note that 𝔰𝔲(2) is isomorphic to another Lie algebra, deﬁne it 𝔤14, that consists only of
Hermitian operators: the Pauli sigma matrices [3], as follows:
(𝔰𝔲(2), [⋅, ⋅]) ≃ (𝔤, i[⋅, ⋅]) = (spanℝ{𝜎1, 𝜎2, 𝜎3}, i[⋅, ⋅])
where [⋅, ⋅] is the ordinary commutator of L(ℂ2, ℂ2), over which 𝔤 is not closed. Also note
SU(2) = ±e−i𝔤.
Each 𝜎i is a Pauli sigma matrix [3]:
(𝜎1, 𝜎2, 𝜎3) = (ว
0 +1
+1 0 ศ ,ว
0 +i
−i 0 ศ ,ว
+1 0
0 −1ศ);
which satisﬁes 𝜎i𝜎j = 𝛿ij + i𝜀ijk𝜎k, so i[𝜎i, 𝜎j] = −2𝜀ijk𝜎k.
Corollary 1.17 (𝔰𝔲(2) is simple Lie algebra) The Lie algebra 𝔰𝔲(2) is a simple Lie algebra,
and hence it satisﬁes the following. Any element of 𝔰𝔲(2) can be obtained from the commutation
of an appropriate pair of elements of 𝔰𝔲(2): [𝔰𝔲(2), 𝔰𝔲(2)] = 𝔰𝔲(2).
13Note that − id ∈ SU(2) cannot be obtained from any e𝔰𝔲(2).
14Note that 𝔤 will still be used later to denote any Lie algebra, not just this 𝔤. The transition will be made in chapter 3,
after which 𝔤 is used to denote the speciﬁc Lie algebra that is similar to 𝔰𝔲(2).
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Proof The proof of the algebra being a simple Lie algebra, exists as is noted by [3, p. 496].
One can also prove [𝔰𝔲(2), 𝔰𝔲(2)] = 𝔰𝔲(2), by comparing this commutator with the exterior
vector product, which has a similar corollary. ∎
Theorem 1.18 (Inner product space from 𝔤) The Lie algebra 𝔤 can be endowed with the
inner product: tr𝔤(⋅ ∘ ⋅); which has {√2
−1 ⋅ 𝜎i}i as an orthonormal basis. Later in this document,
𝑇 a will be used as any orthonormal basisvector.
Note that for 𝔰𝔲(2), tr𝔤(ad(⋅) ∘ ad(⋅)) is negative deﬁnite.
Proof The existence of such a proof is noted in [3, p. 498]. ∎
Using this inner product, one can easily derive that [𝑎, 𝑏] ⟂ 𝑎: tr𝔤(𝑎 ∘ [𝑎, 𝑏]) = tr𝔤([𝑎, 𝑎] ∘ 𝑏) = 0.
10 CHAPTER 1. NOTATION
Chapter 2
Superspace
This chapter contains mostly only lesser known deﬁnitions1, most of which relate to concepts
used to write the N=2 supersymmetric Lagrangian, that will be given in chapter 3.
The ﬁrst sections, section 2.1 to section 2.3, deﬁne: the Weyl spinor bundles 𝕊L𝑋 and 𝕊R𝑋
(Deﬁnition 2.5), a special set of disjoint symbols 𝒫 which is related to the Lagrangian (Deﬁni-
tion 2.8), then a supercommutative algebra (Deﬁnition 2.1) which contains products of anticom-
muting spinor components 𝕊𝒫L 𝑋 ⊕ 𝕊
̄𝒫
R 𝑋 similar to those in quantum ﬁeld theory’s correlators
and is named 𝑂0𝑋 (Deﬁnition 2.11), which has a special subset 𝑂0Ξ𝑋 (Deﬁnition 2.14) related
to the function Ξ:𝑂0Ξ𝑋 → Γ(𝑋 × ℂ). Then in section 2.3, a set like 𝒫 is deﬁned and called ϴ
(Deﬁnition 2.16), which is then used to extend 𝑂0𝑋 to 𝑂1𝑋 by adding anticommuting vectors
from 𝕊ϴL𝑋 ⊕ 𝕊ϴ̄R𝑋 (Deﬁnition 2.17), which has special subsets that are used in the Lagrangian
containing the so-called superﬁelds 𝑂1𝛷𝑋 and 𝑂1𝑊𝑋L (Deﬁnition 2.18, and Deﬁnition 2.19). Also
note that in Deﬁnition 2.29 and Deﬁnition 2.30 mappings from non-supersymmetric functions to
supersymmetric ones are described, which are also used signiﬁcantly in chapter 3.
In section 2.4: the previously described superalgebra 𝑂1𝑋 is combined with any Lie algebra us-
ing the tensor product (Deﬁnition 2.32). After that, the relationship between the Lagrangian and
the previously described spaces is considered (Deﬁnition 2.33). Lastly the correlation function
is deﬁned as in quantum ﬁeld theory (Deﬁnition 2.34).
Deﬁnition 2.1 (Supercommutative algebra) A supercommutative algebra, for example 𝑉 ,
is an algebra2 that can be decomposed as: 𝑉 = 𝑉 0 ⊕ 𝑉 1; and has a so-called supercommutative
product, that satisﬁes for any 𝑣,𝑤 ∈ 𝑉 0 ∪ 𝑉 1:
𝑣 ⋅ 𝑤 = (−1)deg(𝑣) deg(𝑤)𝑤 ⋅ 𝑣;
where the function deg: (𝑉 0 ∪ 𝑉 1) ⧵ {0} → {0, 1} ⊆ ℤ3 has been used, that is deﬁned as:
deg(𝑣) = อ
0 |𝑣 ∈ 𝑉 0
1 |𝑣 ∈ 𝑉 1 .
1Note that the interpretation of the concepts used here is not always the conventional ones. In this document, [5] is
partially followed, it is augmented with some additional deﬁnitions making some concepts more rigorous those in others.
Furthermore any symbols representing spaces or algebras in this chapter are nonstandard. A signiﬁcantly diﬀerent
interpretation is given in [6, 7].
2An algebra is a vectorspace with a product between vectors. This product satisﬁes (𝑢 ⋅ 𝑣) ⋅ 𝑤 = 𝑢 ⋅ (𝑣 ⋅ 𝑤) and
(𝜆𝑢) ⋅ (𝜎𝑣) = (𝜆 ⋅ 𝜎)(𝑢 ⋅ 𝑣), and distributes over the vector addition: (𝑢 + 𝑣) ⋅ 𝑤 = 𝑢 ⋅ 𝑤 + 𝑣 ⋅ 𝑤.
3The set ℤ is the set of integers, including negative integers. The set ℕ is the set of natural numbers, which only
contains non-negative integers. The set of real numbers is ℝ, and the set of complex numbers is ℂ.
Note that for any pair of sets 𝐴 and 𝐵, deﬁne the set 𝐴 ⧵ 𝐵 to contain only the elements that are in 𝐴 but not in 𝐵.
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Later the concept of a supercommutative algebra being generated from a ‘commuting’ vec-
torspace and an ‘anticommuting’ vectorspace, is being used. This is meant to denote the most
unrestrictive supercommutative algebra possible that contains sums of products from those vector-
spaces, while also deﬁning their degrees: the commuting vectorspace is a subset of deg−1(0), while
the anticommuting vectorspace is a subset of deg−1(1). Note that the anticommuting vectorspaces
is not an algebra.
Also note that the category theory one should use is not quite an ordinary one: when mul-
tilinear maps are considered, it is natural to use the supercommutative tensor product instead
[5].
2.1 Spinor Bundle
The purpose of this section is to deﬁne the concept of a vectorspace bundle over 𝑋 that contains
‘Weyl spinor components’ while not being the trivial ﬁber bundle 𝑋 × ℂ. This is similar to that
being used in quantum ﬁeld theory [3], but a more abstract approach is being used here.
The set of Weyl spinors that can be used in those ‘Weyl spinor components’ will be encoded
in the set 𝒫 (Deﬁnition 2.8), which contains symbols that are mostly being used like spinor
ﬁelds. The actual underlying Weyl spinor ﬁeld can be obtained using the function ⋅s: 𝒫 → Γ𝕊L𝑋
(Deﬁnition 2.8), or one can use Dirac conjugation before applying it to get a spinor with right
chirality: ̄⋅: 𝒫 → ̄𝒫 and ⋅s: ̄𝒫 → Γ𝕊R𝑋.
Now the trick in the deﬁnition of the vectorspace of ‘Weyl spinor components’ is to use the
space 𝕊𝒫L 𝑋 = spanℂ(𝒫) ⊗ 𝕊L𝑋 for left chirality, and 𝕊
̄𝒫
R 𝑋 = spanℂ( ̄𝒫 ) ⊗ 𝕊R𝑋 for right chirality
(Deﬁnition 2.9). The accompanying notation of a vector in 𝕊𝒫L 𝑋 and 𝕊
̄𝒫
R 𝑋 is slightly altered from
the expected tensor product, to be more like a ‘spinor component’ (Remark 2.10): 𝜓𝛼 ∈ 𝕊𝒫L 𝑋
and ?̄??̇? ∈ 𝕊 ̄𝒫R 𝑋 instead of respectively 𝜓 ⊗ 𝛼 and ?̄? ⊗ ?̇? for any 𝜓 ∈ 𝒫 and 𝛼 ∈ 𝕊L𝑋 as well as
any ?̇? ∈ 𝕊R𝑋.
But ﬁrst some deﬁnitions on the spinor bundle and Cliﬀord bundle to be able to deﬁne the
Weyl spinor bundles 𝕊L𝑋 and 𝕊R𝑋 (Deﬁnition 2.5).
Deﬁnition 2.2 (Spinor bundle over spacetime, 𝕊𝑋) Deﬁne 𝕊𝑋 to be a ﬁber bundle over
spacetime 𝑋, such that among other restrictions4 the following are satisﬁed [3]:
• its prototypical ﬁber is a four dimensional complex vectorspace,
• there is some additional structure relating it to a representation of the Cliﬀord bundle,
which can be described through the use of sums of products of Dirac gamma matrices:
there is a linear map Tາ𝑋 → Hom(𝕊𝑋, 𝕊𝑋) such that d𝑥𝜇 ↦ 𝛾𝜇 is true for each 𝜇, and
𝛾𝜇𝛾𝜇 = (d𝑥𝜇)𝜈(d𝑥𝜇)𝜈 = 𝜂𝜇𝜇5.
Deﬁnition 2.3 (Basis of the Cliﬀord bundle, 𝛾𝜇) Deﬁne each constant section 𝛾𝜇 ∈ L(ℂ4, ℂ4) ⊆
Hom(𝕊𝑋, 𝕊𝑋) as in [1, 3, 8], which use the same 𝜂 as used here:
∀i ∈ {0, 1, 2, 3}: 𝛾 i = ว
0 𝜎i
?̄?i 0ศ ;
where each 𝜎i has been deﬁned for i ∈ {1, 2, 3} in Theorem 1.16, while 𝜎0 = idℂ4 . The value of ?̄?i
is identical to 𝜎0 for i = 0, and otherwise it is equal to −𝜎i, since then 𝛾𝜇𝛾𝜈 + 𝛾𝜈𝛾𝜇 = 2𝜂𝜇𝜈.
4This is an incomplete deﬁnition, which should not hurt the use of it, since it is only considered over spacetime as in
Deﬁnition 1.2 and [3]’s is similarly incomplete.
5Or equivalently, according to [3]: 𝛾𝜇𝛾𝜈 + 𝛾𝜈𝛾𝜇 = 2𝜂𝜇𝜈
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Note that here, a ‘basis’ of an algebra is diﬀerent from the basis of the vectorspace of the
algebra: products of 𝛾𝜇 are the basis of the vectorspace of the Cliﬀord bundle, which is an algebra.
Deﬁnition 2.4 (Top form in Cliﬀord bundle, 𝛾5) Deﬁne 𝛾5 = i𝛾0𝛾1𝛾2𝛾3, to be the preferred
top form, as in [3]. This will be used to diﬀerentiate between the chiralities of each spinor in
𝕊𝑋:
𝛾5 = ว
− id𝕊L𝑋 0
0 + id𝕊R𝑋ศ
;
where for all intents and purposes, 𝕊L𝑋 = 𝑋 × ℂ2 and 𝕊R𝑋 = 𝑋 × ℂ2 are trivial ﬁber bundles.
As one can note from the previous one can decompose 𝕊𝑋 into two subbundles, 𝕊L𝑋 and
𝕊R𝑋. This is done in the next deﬁnition.
Deﬁnition 2.5 (Subbundles of 𝕊𝑋, 𝕊L𝑋, 𝕊R𝑋, P𝕊L𝑋, P𝕊R𝑋) Since 𝛾5 is assumed to be glob-
ally deﬁned, deﬁne the subbundles6 𝕊L𝑋 and 𝕊R𝑋 of 𝕊𝑋, such that 𝕊L𝑋 = P𝕊L𝑋(𝕊𝑋) = 12 (id𝕊𝑋 −𝛾5)(𝕊𝑋)
and 𝕊R𝑋 = P𝕊R𝑋 𝕊𝑋 = 12 (id𝕊𝑋 +𝛾5)(𝕊𝑋), so they are the eigenspaces of 𝛾5 for respectively the ei-genvalue −1, and +1.
Hence the spinor bundles can be related through a (ﬁber-wise) direct sum of vector bundles:
𝕊𝑋 = 𝕊L𝑋⊕ 𝕊R𝑋.
Now consider the action of Dirac conjugation on those subbundles.
Deﬁnition 2.6 (Dirac conjugation, ̄⋅) Split Dirac conjugation, which is originally ̄⋅: 𝕊𝑋 →
𝕊𝑋 such that 𝛸 ↦ 𝛸†𝛾0 as in [3], to a polymorphic function as a combination of the functions:
̄⋅: 𝕊L𝑋 → 𝕊R𝑋 and ̄⋅: 𝕊R𝑋 → 𝕊L𝑋; such that for any 𝛸 ∈ 𝕊𝑋 = 𝕊L𝑋 ⊕ 𝕊R𝑋: use 𝜓 ∈ 𝕊L𝑋 and
𝜆 ∈ 𝕊R𝑋 as in 𝛸 = 𝜓⊕ 𝜆, then:
𝛸 = ว
𝜓
𝜆ศ ,
?̄? = ว
𝜓
𝜆ศ
†
ว
0 𝜎0
?̄?0 0 ศ = ඳ𝜆
†?̄?0 𝜓†𝜎0ප ,
= ඳ ̄𝜆 ?̄?ප .
So in other words the Dirac conjugation is ?̄? = 𝜓† by the deﬁnition of 𝜎0.
Note that this deﬁnition cannot be used on symbols that are not spinors, for example ?̄?𝜇 is not
from 𝜎𝜇, also later ð̄ does not come from ð.
Deﬁnition 2.7 (Antisymmetric combination of two 𝛾 matrices, 𝜎𝜇𝜈, ?̄?𝜇𝜈) Deﬁne 𝜎𝜇𝜈 and
?̄?𝜇𝜈 as proportional to 𝛾 [𝜇,𝜈], and use the convention as in [1, p. 100]7:
i
4 (𝛾
𝜇𝛾𝜈 − 𝛾𝜈𝛾𝜇) = i4 ว
𝜎𝜇?̄?𝜈 − 𝜎𝜈 ?̄?𝜇
?̄?𝜇𝜎𝜈 − ?̄?𝜈𝜎𝜇ศ ,
= ว
𝜎𝜇𝜈
?̄?𝜇𝜈ศ .
Hence 𝜎𝜇𝜈 ∈ Hom(𝕊L𝑋,𝕊L𝑋) and ?̄?𝜇𝜈 ∈ Hom(𝕊R𝑋,𝕊R𝑋).
6A subbundle is a ﬁber bundle that is constructed from a previously deﬁned ﬁber bundle, in such a way that it still
has the same underlying manifold, but each ﬁber is a subset.
7This diﬀers from the convention used in [8, p. 22], and from [3, p. 50].
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Similarly one can derive 𝜎𝜇?̄?𝜈 + 𝜎𝜈 ?̄?𝜇 = 𝜎𝜇?̄?𝜈 + 𝜎𝜈 ?̄?𝜇 = 2𝜂𝜇𝜈 up to identity mapping.
Now there is enough deﬁned to introduce the set of symbols 𝒫 , that will be used to construct
the vectorspace of Weyl spinor component8.
Deﬁnition 2.8 (Disjoint set of symbols denoting used spinors, 𝒫 , ⋅s) Deﬁne for each Lag-
rangian, 𝒫 as a set of disjoint symbols for which each symbol needs to correspond to a Weyl
spinor ﬁeld that is an element of Γ𝕊L𝑋. Then deﬁne ⋅s to be the mapping describing the earlier
mentioned correspondence: ⋅s: 𝒫 → Γ𝕊L𝑋. So for example for 𝒫 = {𝜓a, 𝜒a, 𝜆a|a ∈ [1, dim(𝔤)] ∩ ℕ}9,
of which each symbol needs to correspond to an element of Γ𝕊L𝑋, so: 𝜓as ∈ Γ𝕊L𝑋.
Extend this construction using Dirac conjugation ̄⋅. So deﬁne the set ̄𝒫 such that ̄⋅: 𝒫 → ̄𝒫 .
Also deﬁne it such that ̄⋅: 𝕊L𝑋 → 𝕊R𝑋 and ⋅s: ̄𝒫 → Γ𝕊R𝑋 commute, so ?̄? s = (?̄?)s = (𝜓 s). Also
extend this to all similar notation, like for example ̄⋅: 𝕊R𝑋 → 𝕊L𝑋.
Note that in chapter 3, the set 𝒫 is actually deﬁned for each Lagrangian as the Weyl spinors in
the Lagrangian’s domain, which will be called Lagrangian’s conﬁguration space in Deﬁnition 2.33.
Hence the concept of gauge transformations might work out a bit unexpected.
Now follows the actual deﬁnition of the Weyl spinor component bundles.
Deﬁnition 2.9 (𝒫 -spinor component bundles, 𝕊𝒫L 𝑋, 𝕊
̄𝒫
R 𝑋) Deﬁne the Weyl spinor com-
ponent bundles 𝕊𝒫L 𝑋 and 𝕊
̄𝒫
R 𝑋, as: 𝕊𝒫L 𝑋 = spanℂ(𝒫) ⊗ 𝕊L𝑋, and 𝕊
̄𝒫
R 𝑋 = spanℂ( ̄𝒫 ) ⊗ 𝕊R𝑋.
Then also extend ⋅s to those for these bundles: ⋅s: 𝕊𝒫L 𝑋 → Γ(𝑋 × ℂ) and ⋅s: 𝕊
̄𝒫
R 𝑋 → Γ(𝑋 × ℂ),
such that 𝜓⊗𝛼 ↦ (𝜓 s)𝛼. In addition use the notation 𝜓𝛼 instead of 𝜓⊗𝛼 for each vector in 𝕊𝒫L 𝑋
and 𝕊 ̄𝒫R 𝑋.
Note that the dimension of 𝕊𝒫L 𝑋 is the same as 𝕊
̄𝒫
R 𝑋’s, and is equal to dim(spanℂ(𝒫)) ⋅dim(𝕊L𝑋) =
dim(spanℂ(𝒫)) ⋅ dim(𝕊R𝑋) = 2 ⋅ card(𝒫).
Lastly some remarks on the notation.
Remark 2.10 (Spinor index notation) In equations, use Greek indices for 𝕊L𝑋, like 𝜓𝛽 ,
and also for 𝕊𝑋-directions when noted as such. Similarly use dotted Greek indices for 𝕊R𝑋, like
̄𝜆 ̇𝛽 . Expand the deﬁnition of the indices further to those of 𝒫 and ̄𝒫 through ⋅s, but these are
not scalars like those of 𝕊𝑋’s, instead these are respectively the vectorspaces 𝕊𝒫L 𝑋 and 𝕊
̄𝒫
R 𝑋 in
Deﬁnition 2.9.
In summary one can describe the spinor related notation using the following:
• Any 𝛸 ∈ Γ𝕊𝑋 can be split into its left- and right-chiral Weyl spinors, 𝜓 s = P𝕊L𝑋 𝛸 ∈ 𝕊L𝑋
and ̄𝜆s = P𝕊R𝑋 𝛸 ∈ 𝕊R𝑋, and are combined using 𝛸𝛽 = ว
𝜓𝛽 s
̄𝜆 ̇𝛽 sศ, when used as substitutions
with Einstein summation convention.
• The Dirac conjugation of 𝛸, ?̄? ∈ 𝕊𝑋, is similarly split in its Weyl components ?̄? s ∈ 𝕊R𝑋
and 𝜆s ∈ 𝕊L𝑋, where 𝜓, 𝜆 ∈ 𝒫 and ?̄? , ̄𝜆 ∈ ̄𝒫 .
• Then for each 𝕊L𝑋-direction 𝛼 and 𝕊R𝑋-direction ̇𝛽: 𝜓𝛼 ∈ 𝕊𝒫L 𝑋 and ̄𝜆
̇𝛽 ∈ 𝕊 ̄𝒫R 𝑋, while
𝜓𝛼s ∈ Γ(𝑋 × ℂ) and ̄𝜆 ̇𝛽 s ∈ Γ(𝑋 × ℂ).
8This is mostly the author’s own perspective, and is used to give more formal deﬁnitions.
9Which is similar to a 𝒫 used later, where 𝔤 is a Lie algebra.
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• The polymorphic function ⋅s deﬁned up to now, can be described through the following
commutative diagram:
.
.𝕊𝒫L 𝑋 .𝒫 . ̄𝒫 .𝕊
̄𝒫
R 𝑋
.Γ(𝑋 × ℂ) .Γ𝕊L𝑋 .Γ𝕊R𝑋 .Γ(𝑋 × ℂ)
⋅s
⋅𝛼
⋅s
̄⋅
⋅s
⋅ ̇𝛽
⋅s
⋅𝛼 ̄⋅ ⋅ ̇𝛽
.
• The preferred indices for 𝜎𝜇 and ?̄?𝜇, can be derived from 𝛾𝜇:
𝛾𝜇𝛼𝛽𝛸𝛽 = ๖
0 𝜎𝜇𝛼 ̇𝛽
?̄?𝜇?̇?𝛽 0 ๗ว
𝜓𝛽 s
̄𝜆 ̇𝛽 sศ ,
= ว
(𝜎𝜇 ̄𝜆)𝛼s
(?̄?𝜇𝜓)?̇? sศ ;
where the indices in the last part are implicit, so eﬀectively extend 𝜎 and ?̄? to: 𝜎𝜇 ∈
Hom(𝕊𝒫L 𝑋,𝕊
̄𝒫
R 𝑋) and ?̄?𝜇 ∈ Hom(𝕊
̄𝒫
R 𝑋,𝕊
𝒫
L 𝑋). Note that still for each 𝛼, ?̇? indices, 𝜎
𝜇
𝛼?̇? ∈ ℂ
and ?̄?𝜇?̇?𝛼 ∈ ℂ.
• Similarly 𝜎𝜇𝜈 ∈ L(𝕊L𝑋,𝕊L𝑋), and ?̄?𝜇𝜈 ∈ L(𝕊R𝑋,𝕊R𝑋) have preferred indices as: (𝜎𝜇𝜈)𝛼𝛽𝜓𝛽 =
(𝜎𝜇𝜈𝜓)𝛼 and (?̄?𝜇𝜈)?̇? ̇𝛽 ̄𝜆
̇𝛽 = (?̄?𝜇𝜈 ̄𝜆)?̇?.
2.2 N=0 Superspace: Anticommuting Spinor
The main result in this section is the supercommutative algebra 𝑂0𝑋 that is generated from the
Weyl spinor components (Deﬁnition 2.11). That algebra 𝑂0𝑋 is then endowed with an extension
of Dirac conjugation (Deﬁnition 2.12).
Then the spinorial inner product is considered to be extended to 𝑂0𝑋 , which causes the
introduction of the 𝜀-tensor (Deﬁnition 2.13), and the subset 𝑂0Ξ𝑋 ⊆ 𝑂0𝑋 ∩ deg−1(0) on which one
can consider extending the spinorial bilinear inner product 𝕊𝑋⊗𝕊𝑋 → ℂ to, giving the function
Ξ:𝑂0Ξ𝑋 → Γ(𝑋 × ℂ) (Deﬁnition 2.14) which satisﬁes Ξ(𝜓𝛼𝜒𝛼) = 𝜓𝛼s𝜒𝛼s and Ξ(?̄??̇? ̄𝜒 ?̇?) = (?̄??̇? s ̄𝜒 ?̇? s) for
any 𝜓, 𝜒 ∈ 𝒫 .
Note that because of the anticommuting nature of Weyl spinor components in 𝑂0𝑋 , Ξ has
to have some unintuitive behaviour, since it cannot always distribute over 𝑂0𝑋 ’s product, this is
considered in Remark 2.15.
Deﬁnition 2.11 (N=0 superspace, 𝑂0𝑋) Given (𝒫, ⋅s) (Deﬁnition 2.8), deﬁne 𝑂0𝑋 to be the
supercommutative algebra (Deﬁnition 2.1) that is generated by:
• commutative scalars ﬁelds Γ(𝑋 × ℂ), and
• anticommutative spinor components 𝕊𝒫L 𝑋⊕𝕊
̄𝒫
R 𝑋, which has been deﬁned in Deﬁnition 2.9.
Deﬁnition 2.12 (Extension of Dirac conjugation, ̄⋅) Extend the deﬁnition of Dirac con-
jugation to ̄⋅: 𝑂0𝑋 → 𝑂0𝑋 , such that it is similar to Hermitian conjugation ⋅†: it reverses factors,
and is compatible with complex conjugation ⋅∗. So for all 𝑎 ∈ Γ(𝑋 ×ℂ), 𝜓, 𝜆 ∈ 𝒫 , 𝛼, ̇𝛽-directions,
and all 𝐴,𝐵 ∈ 𝑂0𝑋 , the following are true: ̄𝑎 = 𝑎∗, (𝜓?̇?) = (?̄?)?̇?, 𝐴𝐵 = ̄𝐵 ⋅ ̄𝐴, and 𝐴 + 𝐵 = ̄𝐴 + ̄𝐵.
The Dirac spinor bundle 𝕊𝑋 has a nondegenerate inner product. Similarly one can deﬁne
that for 𝕊𝒫L 𝑋, and 𝕊
̄𝒫
R 𝑋, which introduces 𝜀 as deﬁned in the following deﬁnition.
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Deﬁnition 2.13 (Emulation of the spinor inner product in 𝑂0𝑋, 𝜀𝛼𝛽 𝜀?̇?
̇𝛽 (𝜓𝜒) (?̄? ̄𝜒)) Since
spinor ﬁelds 𝕊𝒫L 𝑋⊕𝕊
̄𝒫
R 𝑋 are anticommuting in the supercommutative algebra 𝑂0𝑋 , one needs some
antisymmetric tensors, which will be called 𝜀 with the following variations: 𝜀𝛼𝛽 , 𝜀?̇? ̇𝛽 , and the re-
spective inverses with the indices at a diﬀerent height: 𝜀𝛼𝛽 and 𝜀?̇? ̇𝛽 .
Deﬁne 𝜀 to be, where indices 1, 2 and 1̇, 2̇ are used for the spinor-directions:
ว
0 +1
−1 0 ศ = ว
𝜀11 𝜀12
𝜀21 𝜀22ศ = ๖
𝜀1̇1̇ 𝜀1̇2̇
𝜀2̇1̇ 𝜀2̇2̇๗
,
ว
0 +1
−1 0 ศ
−1
= ว
0 −1
+1 0 ศ = ว
𝜀11 𝜀12
𝜀21 𝜀22ศ
= ว
𝜀1̇1̇ 𝜀1̇2̇
𝜀2̇1̇ 𝜀2̇2̇ศ
.
Using this notation, deﬁne the changes of height of indices on 𝕊𝒫L 𝑋, as: 𝜓𝛽 = 𝜀𝛽𝛼𝜓𝛼 and
𝜓𝛽 = 𝜀𝛽𝛼𝜓𝛼; and on 𝕊 ̄𝒫R 𝑋 as: ?̄? ̇𝛽 = 𝜀 ̇𝛽?̇??̄? ?̇? and ?̄?
̇𝛽 = 𝜀 ̇𝛽?̇??̄? ̇𝛽 [1, 8].
Using this tensor, one has the following in 𝑂0𝑋 : 𝜓𝛼𝜒𝛼 = 𝜒𝛼𝜓𝛼, and ?̄??̇? ̄𝜒 ?̇? = ̄𝜒?̇??̄? ?̇?. Note that
these pairings, such as 𝜓𝛼𝜒𝛼, are not elements of Γ(𝑋 × ℂ) but are still sums of products of two
spinor components: 𝜓𝛼𝜒𝛼 = ∑𝛼,𝛽 𝜀𝛼𝛽𝜓𝛽𝜒𝛼.
Later implicit pairings are being used, such as: (𝜓𝜒) = (𝜓𝛼𝜒𝛼) and (?̄? ̄𝜒) = (?̄??̇? ̄𝜒 ?̇?); where one
has to note the heights of the indices. These implicit pairings are compatible with the implicit
indices used for tensors like 𝜎: 𝜎𝜇?̇?𝛼𝜓𝛼 = (𝜎𝜇𝜓)?̇?10.
The function ⋅s cannot easily be extended to a function from 𝑂0𝑋 to Γ(𝑋 × ℂ), so introduce a
subset 𝑂0Ξ𝑋 ⊆ 𝑂0𝑋 of terms and a function Ξ:𝑂0Ξ𝑋 → Γ(𝑋×ℂ) which should eﬀectively ‘extend’ ⋅s as
far as possible. So now one should deﬁne Ξ and 𝑂0Ξ𝑋 more formally, this is done in the following
deﬁnitions11.
Deﬁnition 2.14 (Scalar sections from a subset 𝑂0Ξ𝑋 ⊆ 𝑂0𝑋, Ξ, 𝑂0Ξ𝑋 ) Deﬁne the subset 𝑂0Ξ𝑋 ⊆
𝑂0𝑋 as a subset of the commutative part of 𝑂0𝑋 , so 𝑂0Ξ𝑋 ⊆ deg−1(0), and deﬁne Ξ:𝑂0Ξ𝑋 → Γ(𝑋 × ℂ)
to at least satisfy the following:
• For any 𝜓, 𝜒 ∈ 𝒫 , deﬁne Ξ((𝜓𝜒)) = (𝜓 s𝜒 s) = 𝜓𝛼s𝜒𝛼s and similarly Ξ((?̄? ̄𝜒)) = ?̄??̇? s ̄𝜒 ?̇? s.
• Because of the antisymmetry of 𝕊𝒫L 𝑋, one has 𝜓1𝜓1 = 0, and dimℂ(𝕊L𝑋) = 2, deﬁne:
∀𝜓, 𝜒 ∈ 𝒫 ∀𝐴 ∈ 𝑂0Ξ𝑋 :
Ξ((𝜓𝜓) ⋅ 𝐴) = Ξ((𝜓𝜓)) ⋅ Ξ(𝐴|𝜓=0),
∧ 𝐴 = 𝐴|𝜓,𝜒=0 ⇒ Ξ((𝜓𝜒) ⋅ 𝐴) = Ξ((𝜓𝜒)) ⋅ Ξ(𝐴); (2.1)
where the substitution mappings are such that ?̄??̇?|𝜓=0 = ?̄??̇? need not be 0, but 𝜓𝛼|𝜓=0 = 0 is
true for any 𝛼. The similar restriction should be true for 𝕊 ̄𝒫R 𝑋 instead of 𝕊𝒫L 𝑋.
• Still Ξ has to be a function, so it should satisfy: ∀𝐴,𝐵 ∈ 𝑂0Ξ𝑋 : 𝐴 = 𝐵 ⇒ Ξ(𝐴) = Ξ(𝐵).
• The function Ξ has to be linear: for any 𝐴,𝐵 ∈ 𝑂0Ξ𝑋 and any 𝜆 ∈ Γ(𝑋×ℂ), deﬁne Ξ(𝐴+𝜆𝐵) =
Ξ(𝐴) + 𝜆Ξ(𝐵).
• Hence 𝑂0Ξ𝑋 is a complex vectorspace, and not completely closed under 𝑂0𝑋 ’s vector product.
10Applying this to the 𝜀-tensor would give: (𝜀𝜓)𝛼 = (𝜀𝛼𝛽𝜓𝛽 ), which is equal to 𝜓𝛼 so the notation makes that implicit.
11Nevertheless, the notion of the function Ξ has not been seen in the literature. In order to omit the diﬃculties of 𝑂0Ξ𝑋
and Ξ, one might be able to rewrite the Lagrangian to make the (later deﬁned) superﬁelds an algebra instead.
2.3. N=1 SUPERSPACE 17
Note that Ξ and 𝑂0Ξ𝑋 are relatively badly deﬁned.
Lastly some remarks on the previous deﬁnition.
Remark 2.15 (Odd behaviour of Ξ) Since the spinor ﬁelds in 𝑂0𝑋 are anticommuting, Ξ and
𝑂0Ξ𝑋 both have to have some odd behaviour relating to Equation 2.1. Most of these are related to
the existence of 𝐴,𝐵 ∈ 𝑂0Ξ𝑋 such that Ξ(𝐴 ⋅ 𝐵) ≠ Ξ(𝐴) ⋅ Ξ(𝐵) for some (𝒫, ⋅s), like:
• For example, for any 𝜓, 𝜒 ∈ 𝒫 : (𝜓𝜓)(𝜓𝜒) = 0; so Ξ((𝜓𝜓)(𝜓𝜒)) = Ξ(0) = 0, which need not be
equal to Ξ((𝜓𝜓)) Ξ((𝜓𝜒)).
• Note the following identities that can be derived using a two dimensional basis: (𝜆𝜓)(𝜆𝜒) =
− 12 (𝜆𝜆)(𝜓𝜒) and ( ̄𝜆?̄?)( ̄𝜆 ̄𝜒) = − 12 ( ̄𝜆 ̄𝜃)(?̄? ̄𝜒) [3, 8]. Hence one has for any pairwise unequal
𝜆, 𝜓, 𝜒 ∈ 𝒫 : Ξ((𝜆𝜓)(𝜆𝜒)) = − 12 Ξ((𝜆𝜆)) Ξ((𝜓𝜒)); while this is not true under the substitution
𝜒 ↦ 𝜆, since then it should be 0 as given in the previous item.
In actual equations and Lagrangians, the role of Ξ and by extension 𝑂0Ξ𝑋 , will be diminished
by applying Ξ without proof to elements of 𝑂0𝑋 .
2.3 N=1 Superspace
In this section the 𝒫 -like set ϴ = {𝜃} is introduced (Deﬁnition 2.16), which is then used to extend
the supercommutative algebra 𝑂0𝑋 to 𝑂1𝑋 (Deﬁnition 2.17). But this extension actually has more
in common with the ordinary exterior algebra as far as its functions/structure is concerned.
From that algebra 𝑂1𝑋 , two subsets are deﬁned 𝑂1𝛷𝑋 and 𝑂1𝑊𝑋L (Deﬁnition 2.18 and Deﬁni-
tion 2.19), which will later be used to construct the domains of each Lagrangian. Then some
superderivations on 𝑂1𝑋 are deﬁned only from ϴ, and not from any spinors in 𝒫 , and are called:
ð and ð̄12 (Deﬁnition 2.23), D and D̄ (Deﬁnition 2.24). After which also some products similar
to exterior algebra’s top form are introduced: (𝜃𝜃), ( ̄𝜃 ̄𝜃), and (𝜃𝜃)( ̄𝜃 ̄𝜃) (Deﬁnition 2.26); and the
respective Berezin integrations, ∫d2𝜃 and ∫d2 ̄𝜃 , are considered (Deﬁnition 2.27).
After that the supercommutative algebra describing N=2 superspace is constructed 𝑂2𝑋 (Re-
mark 2.31), but will only be used once in chapter 3.
Deﬁnition 2.16 (𝒫 -like set, ϴ = {𝜃} and its bundles, 𝕊ϴL𝑋, 𝕊ϴ̄R𝑋) Similar to a chosen 𝒫 ,
deﬁne the set ϴ = {𝜃}, with a spinor-like symbol, but without extending ⋅s. Then deﬁne 𝕊ϴL𝑋 and
𝕊ϴ̄R𝑋 respectively like 𝕊𝒫L 𝑋 and 𝕊
̄𝒫
R 𝑋 as in Deﬁnition 2.9, but using ϴ instead of 𝒫 .
Deﬁnition 2.17 (N=1 superspace, 𝑂1𝑋) Given (𝒫, ⋅s) (Deﬁnition 2.8), deﬁne 𝑂1𝑋 as the su-
percommutative algebra (Deﬁnition 2.1) that is generated by those vectorspaces that generate
𝑂0𝑋 (Deﬁnition 2.11) in addition to 𝕊ϴL𝑋⊕ 𝕊ϴ̄R𝑋:
• like 𝑂0𝑋 , commutative scalars ﬁelds Γ(𝑋 × ℂ), and
• also like 𝑂0𝑋 , anticommutative spinor components 𝕊𝒫L 𝑋⊕ 𝕊
̄𝒫
R 𝑋, and ﬁnally
• anticommutative spinor-like components 𝕊ϴL𝑋⊕ 𝕊ϴ̄R𝑋 (Deﬁnition 2.16).
Note that hence one can consider 𝑂0𝑋 a subalgebra of 𝑂1𝑋 , so 𝑂0𝑋 ⊆ 𝑂1𝑋 .
12This is nonstandard notation.
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Now the deﬁnitions of the subsets of 𝑂1𝑋 that are called the sets of superﬁelds, ﬁrst the
scalar-like 𝑂1𝛷𝑋 and second the left chiral Weyl spinor-like 𝑂1𝑊𝑋L .
Deﬁnition 2.18 (Scalar-like superﬁeld, 𝑂1𝛷𝑋 ) Deﬁne the set of scalar-like superﬁelds 𝑂1𝛷𝑋
to be the commutative subset of 𝑂1𝑋 ∩ deg−1(0) that only contains sums of products, where each
term contains at most one ﬁeld in 𝕊𝒫L 𝑋 ⊕ 𝕊
̄𝒫
R 𝑋. So any 𝛷 ∈ 𝑂1𝛷𝑋 can be described using some
𝜑, 𝐹1, 𝐹2, 𝐺 ∈ Γ(𝑋 × ℂ), 𝐴 ∈ Γ(ℂ ⊗ Tາ𝑋), and 𝜓1, 𝜓2, 𝜆1, 𝜆2 ∈ 𝒫 such that:
𝛷 = 𝜑 +√2(𝜃𝜓1) + (𝜃𝜃)𝐹1 +√2( ̄𝜃?̄?2) + ( ̄𝜃 ̄𝜃)𝐹2 − (𝜃𝜎𝜇 ̄𝜃)𝐴𝜇 + (𝜃𝜃)( ̄𝜃 ̄𝜆1) + ( ̄𝜃 ̄𝜃)(𝜃𝜆2) + ( ̄𝜃 ̄𝜃)(𝜃𝜃)𝐺.
Note that dim(Tາ𝑋) = 4 and dim(Hom(𝕊L𝑋,𝕊R𝑋)) = dim(𝕊L𝑋) ⋅ dim(𝕊R𝑋) = 2 ⋅ 2 = 4, so there
exists a ﬁber-wise linear bijection between Γ(𝕊L𝑋⊗𝕊R𝑋) and Γ(ℂ ⊗ Tາ𝑋) such that 𝑇𝛼?̇? = 𝜎𝜇𝛼?̇?𝐴𝜇.
Deﬁnition 2.19 (Left chiral spinor-like superﬁeld, 𝑂1𝑊𝑋L ) Deﬁne the set of left chirality
spinor-like superﬁelds 𝑂1𝑊𝑋L to be the anticommutative subset of (𝑂1𝑋 ∩deg−1(1))⊗𝕊L𝑋13 that only
contains sums of products, where each term only contains at most one ﬁeld in 𝕊𝒫L 𝑋 ⊕ 𝕊
̄𝒫
R 𝑋.
So any 𝑊 ∈ 𝑂1𝑊𝑋L can be described using some 𝐹,𝐺 ∈ Γ(𝑋 × ℂ), 𝐴1, 𝐴2 ∈ Γ(ℂ ⊗ Tາ𝑋), and
𝜓1, 𝜓2, 𝜆1, 𝜆2, 𝜒 ∈ 𝒫 such that:
𝑊𝛼 = 𝜓1𝛼 + 𝜃𝛼𝐹 + (𝜃𝜃)𝜓2𝛼 + ( ̄𝜃𝜎𝜇)𝛼𝐴1𝜇 + 𝜃𝛼( ̄𝜃 ̄𝜒) + (𝜃𝜃)( ̄𝜃𝜎𝜇)𝛼𝐴2𝜇 + ( ̄𝜃 ̄𝜃)𝜆1𝛼 + ( ̄𝜃 ̄𝜃)𝜃𝛼𝐺 + (𝜃𝜃)( ̄𝜃 ̄𝜃)𝜆2𝛼;
but that is not the only expansion, one could for example replace 𝜃𝛼( ̄𝜃 ̄𝜒) by (𝜃𝑇𝜇)( ̄𝜃𝜎𝜇)𝛼 for some
𝑇 ∈ ΓTາ𝑋⊗ 𝕊𝒫L 𝑋 under the appropriate changes.
The following is a deﬁnition describing the projection map P𝜃 ̄𝜃00 : 𝑂1𝑋 → 𝑂0𝑋 which is rather
simple.
Deﬁnition 2.20 (Projection to 𝜃-less space, P𝜃 ̄𝜃00) Deﬁne P𝜃
̄𝜃
00 : 𝑂
1
𝑋 → 𝑂
0
𝑋 to be the projection
map that maps all 𝜃s and ̄𝜃s to the null vector, and hence to the subalgebra 𝑂0𝑋 ⊆ 𝑂1𝑋 . As far as
deﬁned notation, one can consider this P𝜃 ̄𝜃00(𝑎) = 𝑎|𝜃, ̄𝜃=0.
So the function is deﬁned through the following equations: it is linear P𝜃 ̄𝜃00(𝐴 + 𝜆𝐵) = P𝜃
̄𝜃
00(𝐴) +
𝜆 P𝜃 ̄𝜃00(𝐵), and it distributes over the algebra’s product P𝜃
̄𝜃
00(𝐴 ⋅ 𝐵) = P
𝜃 ̄𝜃
00(𝐴) ⋅ P
𝜃 ̄𝜃
00(𝐵).
Note that P𝜃 ̄𝜃00 need not be deg-invariant, depending on the number of factors of 𝜃s, and ̄𝜃s.
Note that using this deﬁnition one can derive P𝜃 ̄𝜃00(𝑂1𝛷𝑋 ) = Γ(𝑋 × ℂ) and P𝜃
̄𝜃
00(𝑂
1𝑊
𝑋L ) = 𝕊
𝒫
L 𝑋, which
relates to the naming that has been given to those spaces: respectively scalar-like and left chiral
spinor-like.
The following deﬁnition is used in order to describe the superderivations that are considered
later.
Deﬁnition 2.21 (Supercommutator, [⋅, ⋅], ∂𝜇) Deﬁne the supercommutator to be an exten-
sion of the original commutator for functions, but then relating to supercommutativity which is
encoded in deg, so each function described this way has an associated deg:
[𝑓, 𝑔] = 𝑓 ∘ 𝑔 − (−1)deg(𝑓) deg(𝑔)𝑓 ∘ 𝑔.
13The notation used for any 𝑊 ∈ 𝑂1𝑊𝑋L is that for any 𝕊L𝑋-directions 𝛼: 𝑊𝛼 ∈ 𝑂1𝑋 ∩ deg−1(1).
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In this way the ordinary derivatives ∂𝜇 ∈ ΓT𝑋 can be described as: deg(∂𝜇) = 0, and using the
product rule:
[∂𝜇, (𝑏 ⋅ id𝑂1𝑋 )](𝑐) = ∂𝜇(𝑏 ⋅ 𝑐) − 𝑏 ⋅ ∂𝜇(𝑐),
= (∂𝜇(𝑏) ⋅ id𝑂1𝑋 )(𝑐).
As an aside remember that both 𝜃 ∈ ϴ and ̄𝜃 ∈ ϴ̄ are constant, so: ∂𝜇(𝜃𝛼) = 0.
Corollary 2.22 (Supercommutator for functions in 𝑂1𝑋 ⋅ id𝑂1𝑋 ) In particular, if one con-
siders linear mappings of the form: 𝑎 ⋅ id𝑂1𝑋 where 𝑎 ∈ 𝑂
1
𝑋 and deg(𝑎 ⋅ id𝑂1𝑋 ) = deg(𝑎); then thesupercommutator is trivially 0:
[𝑎 ⋅ id𝑂1𝑋 , 𝑏 ⋅ id𝑂1𝑋 ](𝑐) = (𝑎 ⋅ 𝑏 − (−1)
deg(𝑎) deg(𝑏)𝑏 ⋅ 𝑎) ⋅ 𝑐,
= (𝑎 ⋅ 𝑏 − 𝑎 ⋅ 𝑏) ⋅ 𝑐 = 0.
Now the ﬁrst and simplest anticommutative superderivation.
Deﬁnition 2.23 (Superderivation to 𝜃, ð, ð̄) Deﬁne derivation-like structures on 𝑂1𝑋 that
respectively reduces the number of factors of 𝜃s or ̄𝜃s, like respectively ð𝛼 = ∂∂𝜃𝛼 or ð̄?̇? = ∂∂ ̄𝜃?̇? .
One can describe the use of ð and ð̄ through the concept of the supercommutator deﬁned
previously, using deg(ð𝛼) = deg(ð̄𝛼) = 1: for any 𝑎, 𝑏 ∈ 𝑂1𝑋
[ð𝛼 , 𝑎 ⋅ id𝑂1𝑋 ](𝑏) = (ð𝛼(𝑎) ⋅ id𝑂1𝑋 )(𝑏)
and similarly for ð̄; and the deﬁnition:
ð𝛼(𝜃𝛽 ) = 𝛿
𝛽
𝛼 = อ
1 |𝛼 = 𝛽
0 |𝛼 ≠ 𝛽 , ð𝛼(
̄𝜃 ̇𝛽 ) = 0,
ð̄?̇?( ̄𝜃
̇𝛽 ) = 𝛿 ̇𝛽?̇? , ð̄?̇?(𝜃
̇𝛽 ) = 𝛿 ̇𝛽?̇? .
When multiplying ð and ð̄ with 𝜀 (Deﬁnition 2.13), one can derive:
ð𝛼(𝜃𝛽 ) = −𝛿𝛼𝛽 , ð̄
?̇?( ̄𝜃 ̇𝛽 ) = −𝛿?̇? ̇𝛽 .
The set of superderivations is a vectorspace, so the following is one too. This superderivation
is used in particular since it is related with the so-called chiral superﬁelds (Deﬁnition 2.28).
Deﬁnition 2.24 (Supercovariant derivative, D, D̄) Deﬁne D and D̄, which are named su-
percovariant derivatives, as:
D𝛼 = +ð𝛼 +i(𝜎𝜇 ̄𝜃)𝛼 ⋅ ∂𝜇, D̄?̇? = −ð?̇? −i(𝜃𝜎𝜇)?̇? ⋅ ∂𝜇 .
Hence deg(D𝛼) = 1 and deg(D̄?̇?) = 1.
Now consider the Hermitian conjugation ⋅† of the superderivations.
Corollary 2.25 (Hermitian conjugation of superderivations, ⋅†) The superderivations on
𝑂1𝑋 : which are among others ∂𝜇, ð𝛼, ð̄?̄?, D𝛼, and D̄?̇?; can be related to their Hermitian conjug-
ation ⋅† and the Dirac conjugation ̄⋅ using the supercommutator notation (Deﬁnition 2.21) in
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combination with: (𝑎 ⋅ id𝑂1𝑋 )
† = ̄𝑎 ⋅ id𝑂1𝑋 , since (𝐴 ∘ 𝐵)
† = 𝐵† ∘ 𝐴†, as well as deg(𝐴†) = deg(𝐴) and
deg(𝑎 ⋅ id𝑂1𝑋 ) = deg(𝑎); as follows:
∂m(𝑎n) ⋅ id𝑂1𝑋 = [∂m, 𝑎
n ⋅ id𝑂1𝑋 ],
∂m(𝑎n) ⋅ id𝑂1𝑋 = [ ̄𝑎
ṅ ⋅ id𝑂1𝑋 , ∂
†
ṁ],
= −(−1)deg(∂) deg(𝑎)∂†ṁ( ̄𝑎ṅ) ⋅ id𝑂1𝑋 .
where ṅ and ṁ are indices that occur under the substitutions, where: ̇𝜇 = 𝜇 for T𝑋 and Tາ𝑋,
which is not true for Weyl spinor indices like ?̇? from 𝕊L𝑋 and 𝕊R𝑋, but ?̈? = 𝛼.
For the speciﬁc superderivations, one ﬁnds:
∂𝜇† = −∂𝜇 , ð𝛼 † = + ð̄?̇? , D𝛼 † = − D̄?̇?;
and similar equations for ð̄ † and D̄ †.
Now the deﬁnition of the preferred top form-like products in 𝑂1𝑋 .
Deﬁnition 2.26 (Top forms of left- and right-chiral 𝑂1𝑋-subspaces, (𝜃𝜃), ( ̄𝜃 ̄𝜃)) Deﬁne those
top forms to be (𝜃𝜃) and ( ̄𝜃 ̄𝜃). The combination (𝜃𝜃)( ̄𝜃 ̄𝜃) is also being used.
These are called top forms here, since dim(𝕊ϴL𝑋) = dim(𝕊ϴ̄R𝑋) = 2, and hence the exterior
algebras 𝛬𝕊ϴL𝑋 and 𝛬𝕊ϴ̄R𝑋 have those products 𝜃𝛼 ∧ 𝜃𝛽 = − 12𝜀𝛼𝛽𝜃𝛼 ∧ 𝜃𝛼 ∈ 𝛬dim(𝕊
ϴ
L𝑋)𝕊ϴL𝑋 and
̄𝜃?̇? ̄𝜃 ̇𝛽 = + 12𝜀
?̇? ̇𝛽 ̄𝜃?̇? ∧ ̄𝜃?̇? ∈ 𝛬dim(𝕊
ϴ̄
R𝑋)𝕊ϴ̄R𝑋.
A Berezin integration is a map from 𝑂1𝑋 that removes any occurrences of 𝜃 or of ̄𝜃. This is
used to force the Lagrangian to be supersymmetric, which means that it is invariant under some
set of functions [1].
Deﬁnition 2.27 (Berezin integration, ∫d2𝜃 , ∫d2 ̄𝜃 ) Deﬁne the Berezin integrations, ∫d2𝜃 and
∫d2 ̄𝜃 , as functions in Hom(𝑂1𝑋 , 𝑂1𝑋) such that each Berezin integration returns the coeﬃcient of
the respective top form.
Since compositions of ð, ð̄, and P𝜃 ̄𝜃00 can ﬁlter out any of those coeﬃcients of 1, 𝜃𝛼, ̄𝜃?̇? and so
on, the Berezin integrations can be deﬁned as:
඘d
2𝜃 = −14(ð
𝛽 ∘ ð𝛽 ), ඘d
2 ̄𝜃 = −14(ð̄ ̇𝛽 ∘ ð̄
̇𝛽 ),
඘d
2𝜃 (𝜃𝜃) = 1, ඘d
2 ̄𝜃 ( ̄𝜃 ̄𝜃) = 1.
Hence the Berezin integration ∫d2𝜃d2 ̄𝜃 can be restricted as ∫d2𝜃d2 ̄𝜃 : 𝑂1𝑋 → 𝑂0𝑋 .
Deﬁne the set of scalar-like and left chiral spinor-like chiral superﬁelds in the following.
Deﬁnition 2.28 (Chiral superﬁeld, (D̄⋅)−1(0) ∩ 𝑂1𝛷𝑋 , (D̄⋅)−1(0) ∩ 𝑂1𝑊𝑋L ) The most used super-
ﬁelds, elements of 𝑂1𝛷𝑋 and 𝑂1𝑊𝑋L , in Part II are those also in D̄−1⋅ (0), so in each direction
the application of the respective D̄ to such a ﬁeld will give 0. These superﬁelds are called chiral
superﬁelds: (D̄⋅)−1(0) ∩ 𝑂1𝛷𝑋 and (D̄⋅)−1(0) ∩ 𝑂1𝑊𝑋L .
Additionally the term chiral will be more generally used to denote elements of (D̄⋅)−1(0) without
the need of being a superﬁeld.
Now some ways to lift non-superspace related functions to functions that are related to
superspace.
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Deﬁnition 2.29 (Lifting ordinary functions to an 𝑂1𝑋-related one, ⋅N1) For any complex
vectorspaces 𝐴 and 𝐵, one can lift any holomorphic function 𝐹:𝐴 → 𝐵 to the smooth section
𝐹N1: (𝑂1𝑋 ∩ P
𝜃 ̄𝜃
00
−1(Γ(𝑋 ×ℂ))) ⊗𝐴 → (𝑂1𝑋 ∩ P
𝜃 ̄𝜃
00
−1(Γ(𝑋 ×ℂ))) ⊗𝐵 such that it is deﬁned as the Taylor
expansion around 𝑎 ≈ P𝜃 ̄𝜃00(𝑎), which equal to:
𝐹N1(𝑎) = 10!1 ⊗ 𝐹(P
𝜃 ̄𝜃
00(𝑎))
+ 11! (𝑎 − P
𝜃 ̄𝜃
00(𝑎))i ⊗ ∂
i(𝐹)(P𝜃 ̄𝜃00(𝑎))
+ 12! (𝑎 − P
𝜃 ̄𝜃
00(𝑎))i ⋅ (𝑎 − P
𝜃 ̄𝜃
00(𝑎))j ⊗ (∂
i ∘ ∂j)(𝐹)(P𝜃 ̄𝜃00(𝑎))
+ ....
This series expansion is polynomial by anticommutativity of the vectors in 𝕊ϴL𝑋⊕ 𝕊ϴ̄R𝑋.
In particular one has: the function 𝐹:ℂ⊗𝔤⊗n → ℂ⊗𝔤⊗m lifts to 𝐹N1: 𝑂1𝛷𝑋 ⊗𝔤⊗n → 𝑂1𝑋 ⊗𝔤⊗m.
When the vectorspace 𝐴 is a Weyl spinor bundles, one could instead restrict 𝐹N1’s domain,
up to isomorphism, to 𝑂1𝑊𝑋L .
The following is used to lift non-supersymmetric functions to chiral superﬁelds.
Deﬁnition 2.30 (Lifting ordinary sections to chiral superﬁelds, 𝑦, ̄𝑦) Deﬁne 𝑦𝜇 = 𝑥𝜇 +
i(𝜃𝜎𝜇 ̄𝜃), where 𝑥 represents any point in the spacetime manifold 𝑋, and hence the notation is a
bit abusive as it is also used as d𝑥𝜇. One can derive D̄?̇?(𝑦) = 0, and also (𝜃𝜎𝜇 ̄𝜃)(𝜃𝜎𝜈 ̄𝜃) = (𝜃𝜃)( ̄𝜃 ̄𝜃) 12𝜂𝜇𝜈
[1, 8].
Also extend the deﬁnition of ⋅N1 such that for any complex vector bundle 𝐵 over 𝑋, and any
of its smooth sections 𝐹 ∈ Γ𝐵, lifts to 𝐹N1(𝑦) ∈ 𝑂1𝑋 ⊗ Γ𝐵 such that:
𝐹N1(𝑦)|𝑥 = 1 ⊗ 𝐹|P𝜃 ̄𝜃00 (𝑦)
+ (𝑦 − P𝜃 ̄𝜃00(𝑦))
𝜇 ⊗ ∂𝜇(𝐹)|P𝜃 ̄𝜃00 (𝑦)
+ 12(𝑦 − P
𝜃 ̄𝜃
00(𝑦))
𝜇 ⋅ (𝑦 − P𝜃 ̄𝜃00(𝑦))
𝜈 ⊗ (∂𝜇 ∘ ∂𝜈)(𝐹)|P𝜃 ̄𝜃00 (𝑦)
+ 0,
𝐹N1(𝑦) = 𝐹 + i(𝜃𝜎𝜇 ̄𝜃) ⊗ ∂𝜇(𝐹) −
1
2 ⋅
1
2 (𝜃𝜃)(
̄𝜃 ̄𝜃)𝜂𝜇𝜈 ⊗ (∂𝜇 ∘ ∂𝜈)(𝐹).
Using the replacement of ⊗ by ⋅, one can also use 𝐵 = 𝑂1𝑋 , making the following deﬁnition:
𝛷 = ෷𝜑 +√2(𝜃𝜓) + (𝜃𝜃)𝐹෸
N1(𝑦),
= 𝜑 + i(𝜃𝜎𝜇 ̄𝜃) ⋅ ∂𝜇(𝜑) −
1
4(𝜃𝜃)(
̄𝜃 ̄𝜃) ⋅ (∂𝜇 ∘ ∂𝜇)(𝜑)
+ √2(𝜃𝜓) + i√2𝜃𝛼(𝜃𝜎𝜇 ̄𝜃) ⋅ ∂𝜇(𝜓𝛼)
+ (𝜃𝜃)𝐹;
which is used to lift some superﬁelds 𝑂1𝛷𝑋 and 𝑂1𝑊𝑋L , that do not contain factors of 𝕊ϴ̄R𝑋, to
chiral superﬁelds, which are respectively elements of (D̄?̇?)−1(0) (Deﬁnition 2.28). This is because
D̄?̇?(𝜃𝛽 ) = 0 as well as D̄?̇?(𝑦𝜇) = 0.
Lastly a small description of the deﬁnition of 𝑂2𝑋 , which is the N=2 superspace.
22 CHAPTER 2. SUPERSPACE
Remark 2.31 (N=2 superspace, ϴ2, 𝑂2𝑋, ⋅N2, ̃𝑦, ̄D̃) One can extend N=1 superspace’s ϴ to
the set ϴ2 = {𝜃, ̃𝜃} ⊇ {𝜃} = ϴ, and then deﬁne 𝑂2𝑋 similar to 𝑂1𝑋 but with ϴ2. Similar to the
previous deﬁnitions, one then deﬁnes: ⋅N2, ̃𝑦𝜇 = 𝑦𝜇 + i( ̃𝜃𝜎𝜇 ̄̃𝜃), and ̄D̃ = D̄|(𝜃, ̄𝜃)↦( ̃𝜃, ̄̃𝜃). Also the set of
N=2 chiral superﬁelds is a subset of {𝛹 ∈ 𝑂2𝑋 |∀?̇?: ̄D̃?̇?(𝛹) ∧ D̄?̇?(𝛹)}.
Nevertheless the notation will not be used much.
2.4 Lagrangian
This section is the last in the chapter, and only contains some remaining deﬁnitions that are
meant to combine all the previous together for the Lagrangian and correlation function that is
found in quantum ﬁeld theory. The main results of this section are: the consideration of the
tensor product space of a superspace with a Lie algebra (Deﬁnition 2.32), the relationship with
the Lagrangian (Deﬁnition 2.33), and the equivalence relation ∼ℒ (Deﬁnition 2.33).
Deﬁnition 2.32 (Extend previous deﬁnitions to 𝑂1𝑋 ⊗ ⋅) Extend the previous structure en-
dowed on any supercommutative algebra, 𝑂1𝑋 among others, and any Hermitian Lie algebra, like
𝔤, as well as any linear representation of any 𝔤, like (𝑉, 𝜌), to tensor product spaces of those
spaces, like 𝑂1𝑋 ⊗ 𝔤 and 𝑂1𝑋 ⊗ 𝔤⊗2. Hence one has among others:
• A Lie algebra’s trace and composition are extended like: tr𝔤((𝐴⊗𝑣)∘(𝐵⊗𝑤)) = (𝐴𝐵)⋅tr𝔤(𝑣∘𝑤).
• The tensor product of two Lie algebras is also a Lie algebra, using tr𝔤⊗2 ((𝑎 ⊗ 𝑏) ∘ (𝑣 ⊗ 𝑤)) =
tr𝔤⊗2 ((𝑎 ∘ 𝑣) ⊗ (𝑏 ∘ 𝑤)) = tr𝔤(𝑎 ∘ 𝑣) tr𝔤(𝑏 ∘ 𝑤), so tr𝔤 and ∘ can also extend to 𝑂1𝑋 ⊗ 𝔤⊗2.
• Also the representation extends as 𝜌(𝐴 ⊗ 𝑣) = 𝐴⊗ 𝜌(𝑣).
• The degree of 𝑂1𝑋 : deg(𝐴⊗𝑣) = deg(𝐴)+ 0; cause the Lie algebra’s commutator to extend to
a supercommutator similar to Corollary 2.22:
[(𝐴 ⊗ 𝑣), (𝐵 ⊗ 𝑤)] = (𝐴𝐵) ⊗ (𝑣 ∘ 𝑤) − (−1)deg(𝐴) deg(𝐵)(𝐵𝐴) ⊗ (𝑤 ∘ 𝑣),
= (𝐴𝐵) ⊗ [𝑣,𝑤];
since [𝐴, 𝐵] = 0 is true by the supercommutative product.
Now the relationships with the Lagrangian.
Deﬁnition 2.33 (Lagrangian related deﬁnitions, ∼ℒ , 𝒫 ) The following deﬁnitions are all
related to the used Lagrangians:
• Deﬁne ∼ℒ to be an equivalence relation14 in Γ(𝑋 × ℂ), and larger ﬁber bundles over 𝑋,
such that 𝑎 ∼ℒ 𝑏 is equivalent to ∃𝑓 ∈ (Γ(𝑋 × ℂ))4 = ΓT𝑋: 𝑎 = 𝑏 + ∂𝜇(𝑓𝜇).
The deﬁnition is such that any two sections 𝑓, 𝑔 ∈ Γ(𝑋×ℂ) that are equivalent 𝑓 ∼ℒ 𝑔, both
have the same spacetime integral ∫d4𝑥𝑓 = ∫d4𝑥𝑔, as is also noted in [3].
• Any Lagrangian will be a function of the form ℒ:𝒞 → Γ(𝑋 × ℝ)/ ∼ℒ . Its codomain,
Γ(𝑋 × ℝ)/ ∼ℒ , is such that the respective action is uniquely deﬁned [3]. The domain of the
Lagrangian, 𝒞 in this case, is here called its conﬁguration space.
14An equivalence relation satisﬁes: 𝑎 ∼ℒ 𝑎, 𝑎 ∼ℒ 𝑏 ⇔ 𝑏 ∼ℒ 𝑎, and 𝑎 ∼ℒ 𝑏 ∧ 𝑏 ∼ℒ 𝑐 ⇒ 𝑎 ∼ℒ 𝑐.
Extend the deﬁnition of a quotient set, to one deﬁned from any set 𝐴 and an appropriate equivalence relation ∼:
𝐴/ ∼= {𝐵 ⊆ 𝐴|∀𝑏 ∈ 𝐵 ∀𝑎 ∈ 𝐴: (𝑎 ∼ 𝑏 ⇒ 𝑎 ∈ 𝐵)} with additional restrictions that each 𝐵 is not empty, and that the union
of all sets in 𝐴/ ∼ is 𝐴.
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• Each case of a deﬁned conﬁguration space in Part II, it will be a subset of some (𝑂1𝛷𝑋 ⊗
𝑉) × e−2(𝑂1𝛷𝑋 ⊗𝔤) where 𝔤 is a Lie algebra with and inner product, and (𝑉, 𝜌) is some linear
representation of 𝔤. The Lie algebra is used in the description of the Lagrangian’s set of
gauge transformations.
• The set 𝒫 is the set of all named Weyl spinors that can be identiﬁed in the Lagrangian’s
conﬁguration space15.
Lastly the correlation function.
Deﬁnition 2.34 (Correlation function, 𝒵ℱ ) Deﬁne 𝒵ℱ for each ℒℱ 16 as the corresponding
correlation function:
𝒵ℱ = ඘𝒟𝐴𝒟𝐴
†𝒟𝑉 ei ∫d4𝑥ℒℱ (𝐴,e−2𝑉 );
where (𝐴, e−2𝑉 ) ∈ 𝒞 is such that 𝑉 † = 𝑉 , as is true for all of the used conﬁguration spaces in
Part II. Note that the measure 𝒟𝐴𝒟𝐴†𝒟𝑉 should be expanded up to its Weyl spinors, and its
scalar ﬁelds. Terms containing external sources will not be written down in Part II.
15This will not be completely true when using a gauge ﬁx, then 𝒫 should still the same as before the gauge ﬁxing.
16The function ℒℱ here is actually a representation: ℒℱ : 𝒞 → Γ(𝑋×ℝ); of the equivalence class ℒℱ : 𝒞 → Γ(𝑋×ℝ)/ ∼ℒ .
So the function ℒℱ : 𝒞 → Γ(𝑋 × ℝ) is an element of ℒℱ : 𝒞 → Γ(𝑋 × ℝ)/ ∼ℒ , which is equal to the set of Lagrangians that
is equivalent to such a chosen 𝒞 → Γ(𝑋 × ℝ).
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Chapter 3
Introduction
In the remaining chapters, in Part II, the so-called Seiberg–Witten theorem (Theorem 3.48) is
proved. This theorem describes the restrictions/assumptions that are used in the Higgs perturb-
ation of the microscopic Lagrangian ℒ𝒢 in order to obtain the low energy eﬀective Lagrangian
ℒeff , which only describes remaining massless ﬁelds.
Both Lagrangians are N=2 massless supersymmetric, which is described in section 3.1 and in
particular deﬁned in Deﬁnition 3.1.
The microscopic Lagrangian is deﬁned and described in section 3.2. This includes the Lag-
rangian written in terms of Dirac spinor notation in Theorem 3.20, which makes the microscopic
Lagrangian a variation of the Yang–Mills–Higgs Lagrangian. In section 3.3, the microscopic Lag-
rangian is Higgs perturbed, and the eﬀective Lagrangian is found up to some degree of freedom
ℱ (1) (subsection 3.3.1). Then that eﬀective Lagrangian is rewritten using a ﬁber bundle 𝒳 and
a section 𝑓 ∈ Γ𝒳 described in subsection 3.3.2, to a Lagrangian ℒℳ𝑓𝑎D that has another degree of
freedom 𝑓 (subsection 3.3.3).
The Seiberg–Witten theorem (Theorem 3.48) is only stated after section 3.3, since the re-
written eﬀective Lagrangian ℒℳ𝑓𝑎D is a signiﬁcant part in it. Some proofs in this chapter are
postponed to Appendix A.
The remaining chapters are to ﬁnd the appropriate degree of freedom 𝑓 : chapter 4 describes
some asymptotic behaviour of 𝑓 near singularities, and chapter 5 ﬁxes 𝑓 as expected in the
Seiberg–Witten theorem.
3.1 N=2 Massless Supersymmetric Lagrangian
Since all Lagrangians under consideration are based on so-called N=2 massless supersymmetric
Lagrangians, those Lagrangians will be described in this section.
In Deﬁnition 3.1 the family of Lagrangians is described, of which each Lagrangian ℒℱ is
actually described by a tuple (ℱ, (𝔤, 𝜌), 𝐺). Then in Remark 3.3, it is described why this family
of Lagrangians is given the adjectives ‘N=2’, ‘massless’, and ‘supersymmetric’. The associated
conﬁguration space, 𝒞 , is described in Deﬁnition 3.4 together with the appropriate deﬁnition of
𝒫 (Deﬁnition 2.33). The set of gauge transformations, 𝔾, is described in Deﬁnition 3.5, where
some abusive notation is introduced: from the linear representation (𝐹, 𝜌) of 𝔤, the extension
𝜌: 𝜋1(𝔾) → Hom(𝜋1(𝒞), 𝜋1(𝒞)) is made such that 𝜌(𝛬e1 ∘ 𝛬e2) = 𝜌(𝛬e1) ∘ 𝜌(𝛬e2).
The superﬁelds in 𝒞 are expanded in Theorem 3.8, which uses Deﬁnition 2.18. Then a gauge
ﬁx, called Wess–Zumino gauge, is introduced to eﬀectively reduce the number of components in
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superﬁeld expansions (Theorem 3.9). Lastly some theorems on a complicated superﬁeld, which
is called 𝑊 and occurs in the Lagrangian and implicitly depends on the superﬁeld 𝑉 in 𝒞 , are
given in Theorem 3.11.
Note that this section does not contain any deﬁnitions or theorems relating to the correlation
function 𝒵ℱ (Deﬁnition 2.34).
The deﬁnition that follows deﬁnes the family of Lagrangians, and also is in some places an
introduction of the notation described after it.
Deﬁnition 3.1 (N=2 massless supersymmetric Lagrangian, ℒℱ , (ℱ, (𝔤, 𝜌), 𝐺), 𝖭ℱ ) Use a
tuple (ℱ, (𝐹, 𝜌), 𝐺) such that the following is satisﬁed:
• 𝔤 is the Hermitian Lie algebra of Lie group 𝐺 with an inner product (Deﬁnition 1.10).
Latin indices are used in the notation for 𝔤-directions, like a, b, c,
• (𝐹, 𝜌) is a linear representation of 𝔤 (Deﬁnition 1.11) but 𝐹 = 𝔤 because of the N=2 super-
symmetry in the Lagrangian1 [8, 9] (Theorem 3.2),
• ℱ is a function that satisﬁes, for some closed set 𝖭ℱ ⊆ ℂ⊗ 𝐹 2:
ℱ ∈ prepot = {ℱ: (ℂ ⊗ 𝐹) ⧵ 𝖭ℱ → ℂ|ℱ ∈ C∞((ℂ ⊗ 𝐹) ⧵ 𝖭ℱ , ℂ)
(holomorphic per direction and smooth),
∀𝛬e ∈ 𝔾:ℒℱ ∘ 𝛬e = ℒℱ ,
ℱ (1) is locally invertible everywhere}; (3.1)
where 𝔾 is the set of gauge transformations, so 𝛬e: 𝒞 → 𝒞 , which depends on 𝐺 and will be
described later in Deﬁnition 3.5.
The closed set 𝖭ℱ is introduced to allow ℱ to be a branch cut of a ‘multivalued’ function
like for example a function like ℱ:ℂ ⧵ (−∞, 0] → ℂ with ℱ(𝑅ei𝜑) = √𝑅ei𝜑/2 and (𝑅, 𝜑) ∈
(0,∞)×(−𝜋, +𝜋) [10]. One can try to stitch multiple branch cuts to each other when necessary
for classical equations of motion3.
Introduce the following notation for each n ∈ ℕ: ℱ (n): ℂ⊗𝐹 → ℂ⊗𝔤⊗n such that ℱ (1)(𝜑)a =
∂a(ℱ)(𝜑), (ℱ (2)(𝜑))ab = (∂a ∘ ∂b)(ℱ)(𝜑), etcetera. Then ℱ (1): ℂ ⊗ 𝐹 → ℂ⊗ 𝔤 being invertible is
properly deﬁned. This also restricts the relation between 𝐹 and 𝔤.
Then given such a tuple (ℱ, (𝔤, 𝜌), 𝐺), deﬁne the Lagrangian ℒℱ as follows:
ℒℱ : 𝒞 → Γ(𝑋 × ℝ)/ ∼ℒ ,
(𝛷, e−2𝑉 ) ↦ 14𝜋 (Ξ ∘ P
𝜃 ̄𝜃
00 ∘ Im)෷඘d
2𝜃d2 ̄𝜃 ((𝛷†)າe−2𝜌(𝑉))a ⋅ ∂a(ℱ)N1(𝛷)
+඘d
2𝜃 12 (∂
a ∘ ∂b)(ℱ)N1(𝛷) ⋅ (𝑊 𝛼)a ⋅ (𝑊𝛼)bศ; (3.2)
where 𝑊 is implicitly a function of e−2𝑉 , which satisﬁes 𝑊 ∈ 𝑂1𝑊𝑋L ⊗ 𝔤 and is also a chiral
superﬁeld (Theorem 3.11), and deﬁned as:
𝑊𝛼 =
1
8(D̄?̇? ∘ D̄
?̇?) ඳe+2𝑉 ∘ D𝛼(e−2𝑉 )ප . (3.3)
1For any N=1 supersymmetric Lagrangian, 𝐹 need not be equal to 𝔤 [8]. Nevertheless it is useful to still use 𝐹 , to
reduce some confusion one might have in the notation. Also note that there might be more restrictions on (𝐹, 𝜌) besides
the ones noted.
2Any closed set is, by deﬁnition, a set of the form 𝑋 ⧵ 𝑂, where: 𝑋 is the underlying set of the topological space
(Deﬁnition 1.1), and 𝑂 is an open set in the respective topology.
3It is unknown what this should imply for the correlation function as in Deﬁnition 2.34.
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The symbols used in these equations satisfy the following:
𝑉 = 𝑉 † ∈ 𝑂1𝛷𝑋 ⊗ 𝔤,
𝛷 ∈ 𝑂1𝛷𝑋 ⊗ 𝐹 = 𝑂
1𝛷
𝑋 ⊗ 𝔤,
𝒫 = {𝜓a, 𝜒a, 𝜆a|a ∈ [1, dim(𝔤)] ∩ ℕ};
which are part of the deﬁnition of 𝒞 , and will be more thoroughly described in Deﬁnition 3.4.
Note that the ∫d2𝜃d2 ̄𝜃 -term is an element of 𝑂0𝑋 , while the ∫d2𝜃 -term is an element of 𝑂1𝑋 and
independent of 𝜃. Through actual component expansions of ℒℱ , it is proved that the deﬁnition
makes sense: the use of P𝜃 ̄𝜃00 is eﬀectively unnecessary (Theorem 3.11), and the use of Ξ is actually
possible: the input of the function is a bit abusively 𝑂0Ξ𝑋 / ∼ℒ⊆ 𝑂1𝑋 / ∼ℒ ; and that ℒℱ ’s codomain
can be restricted to Γ(𝑋 × ℝ)/ ∼ℒ .
Next is a rewrite of the ℒℱ to given the reason for the adjectives in ‘N=2 massless super-
symmetric Lagrangian’.
Theorem 3.2 (ℒℱ in N=2 notation) The Lagrangian from Deﬁnition 3.1, can be rewritten
terms of N=2 superspace notation of 𝑂2𝑋 (Remark 2.31):
ℒℱ (𝛷, e−2𝑉 ) =
1
4𝜋 (Ξ ∘ P
𝜃 ̄𝜃
00 ∘ Im)ว඘d
2𝜃d2 ̃𝜃ℱ N2(𝛹)ศ ; (3.4)
where 𝛹 ∈ {𝛹 ∈ 𝑂2𝛷𝑋 ⊗ 𝔤|∀?̇?: ̄D̃?̇?(𝛹) = 0, D̄?̇?(𝛹) = 0, P𝜃
̄𝜃
00(𝛷) ∈ (ℂ ⊗ 𝔤) ⧵ 𝖭
ℱ } is a single chiral ﬁeld
and the only ﬁeld in the appropriate conﬁguration space.
The conﬁguration spaces can be related to each other as deﬁned in [8, p. 33] as:
𝛹 = 𝛷N2( ̃𝑦 − i𝜃𝜎 ̄𝜃) + √2 ̃𝜃𝛼𝑊𝛼N2( ̃𝑦 − i𝜃𝜎 ̄𝜃) − ( ̃𝜃 ̃𝜃)඘d
2 ̄𝜃𝛷N2( ̃𝑦 − i2𝜃𝜎 ̄𝜃)†າe−2𝜌(𝑉 N2( ̃𝑦−i𝜃𝜎 ̄𝜃));
where ̃𝑦𝜇 = 𝑥𝜇 + i𝜃𝜎𝜇 ̄𝜃 + i ̃𝜃𝜎𝜇 ̄̃𝜃 = 𝑦𝜇 + i ̃𝜃𝜎𝜇 ̄̃𝜃. Note that the expansion of 𝛷 also implies the need of
𝐹 = 𝔤.
Proof The proof is deferred to [8, 9], and uses expansions as in Deﬁnition 2.18, Deﬁnition 2.19,
and Theorem 3.8. ∎
Remark 3.3 (The naming ‘N=2 massless supersymmetric Lagrangian’) Note that us-
ing Equation 3.4, one can consider ℒℱ to be the ‘N=2 massless supersymmetric Lagrangian’,
when one considers the following descriptions: ‘N=2’ is from its description in 𝑂2𝑋 , ‘massless’
means that its conﬁguration space does not contain additional scalar-like chiral superﬁelds, 𝑄
and ?̃?, that add terms to the Lagrangian like [8, p. 34]:
Reว඘d
2𝜃d2 ̄𝜃 (𝑄†e−2𝑉𝑄 + ?̃?e+2𝑉 ?̃?†) +඘d
2𝜃 ?̃?(√2𝛷 + 𝑚)𝑄ศ ;
lastly ‘N=2 supersymmetric’ means that 𝛹 in Equation 3.4 is invariant under the so-called
supersymmetry transformations [8]:
⎛
⎜
⎜
⎝
𝑥𝜇
𝜃
̄𝜃
⎞
⎟
⎟
⎠
↦
⎛
⎜
⎜
⎝
𝑥𝜇 + i(𝜃𝜎𝜇 ̄𝜁 ) − i(𝜁𝜎𝜇 ̄𝜃)
𝜃 + 𝜁
̄𝜃 + ̄𝜁
⎞
⎟
⎟
⎠
,
and similar for compositions and combinations with (𝜃, ̄𝜃) ↦ ( ̃𝜃, ̄̃𝜃); which is forced through the
use of the Berezin integration ∫d2𝜃d2 ̃𝜃 and the use of a chiral N=2 superﬁeld 𝛹 [1].
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Note that the Theorem 3.2 suggests the existence of symmetries that mix 𝛷 and 𝑉 of 𝒞 such
that the terms in Equation 3.2 might not be individually invariant. Some of these symmetries
will be described and used later in chapter 4 [8, p. 44].
Now the thorough description of the conﬁguration space, and the space of gauge transform-
ations, that was hinted at in Deﬁnition 3.1.
Deﬁnition 3.4 (ℒℱ ’s conﬁguration space, 𝒞 ) The conﬁguration space corresponding toℒℱ
(Equation 3.2) is deﬁned as follows, where 𝐹 = 𝔤:
𝒞 = ෽(𝛷, e
−2𝑉 ) ∈ (𝑂1𝛷𝑋 ⊗ 𝐹) × e
−2(𝑂1𝛷𝑋 ⊗𝔤)จ∀?̇?: D̄?̇?(𝛷) = 0, e
−2𝑉 † = e−2𝑉 , ∀𝑥 ∈ 𝑋: P𝜃 ̄𝜃00(𝛷)|𝑥 ∉ 𝖭
ℱ
෾ ,
= ෷ඳ𝑂
1𝛷
𝑋 ∩ (D̄⋅)
−1(0)ප ⊗ 𝐹 ∩ Γ(𝑋 × P𝜃
̄𝜃
00
−1
ඳ(ℂ ⊗ 𝔽) ⧵ 𝖭ℱ ප)෸ × ෽e
−2𝑉 ∈ e−2(𝑂1𝛷𝑋 ⊗𝔤)จe
−2𝑉 † = e−2𝑉 ෾ .
So 𝛷 is a chiral superﬁeld (D̄?̇?(𝛷) = 0) such that each ℱ (𝑛)N1(𝛷) exists, and 𝑉 is called a real
superﬁeld (𝑉 † = 𝑉 ).
The appropriate expansions of these superﬁelds in 𝑂1𝑋 is given in Theorem 3.8, from which
one ﬁnds that the set all the individual Weyl spinors in 𝒞 is:
𝒫 = {𝜓a, 𝜒a, 𝜆a|a ∈ [1, dim(𝔤)] ∩ ℕ},
such that 𝜓 s ∈ Γ𝕊L𝑋⊗ 𝔤 and 𝔤 = span{Ta|a ∈ [1, dim(𝔤)] ∩ ℕ}; since 𝛷 contains one Weyl spinor
(𝜓), and 𝑉 has two Weyl spinors (𝜒 and 𝜆).
Deﬁnition 3.5 (Gauge variance of 𝒞 , 𝔾) Each gauge transformation 𝛬e ∈ 𝔾 is a function
𝛬e: 𝒞 → 𝒞 that is constructed from a chiral superﬁeld 𝛬 ∈ ඳ𝑂1𝛷𝑋 ∩ (D̄⋅)−1(0)ප ⊗ 𝔤 ⊇ 𝜋1(𝒞) and the
lift of one of the exponential-like maps 𝔤 → 𝐺: for example 𝑇 ↦ ±e−i𝑇 as a map 𝔤 → SU(2) (as in
Theorem 1.16); such that the function application is, for SU(2):
𝛬e = ±e−i𝛬: 𝒞 → 𝒞,
ඳ𝛷, e−2𝑉 ප ↦ ඳ𝜌(𝛬e)ີ(𝛷), (𝛬−1e )† ∘ e−2𝑉 ∘ 𝛬−1e ප,
= ඳ±e−i𝜌(𝛬)ີ(𝛷), e−i𝛬
† ∘ e−2𝑉 ∘ e+i𝛬ප;
and so e−2𝜌(𝑉) ↦ 𝜌(𝛬e)−1† ∘ e−2𝜌(𝑉) ∘ 𝜌(𝛬e)−1. Note that the following isomorphism relation should
also be satisﬁed: P𝜃 ̄𝜃00(𝔾) ≃ 𝐺.
In this notation, ±e−i𝛬 is implicitly lifted to ±e−i𝛬: 𝒞 → 𝒞 , and some notation for 𝛬e is being
introduced: 𝜌: 𝜋1(𝔾) → Hom(𝜋1(𝒞), 𝜋1(𝒞)) such that 𝜌(𝛬e1 ∘ 𝛬e2) = 𝜌(𝛬e1) ∘ 𝜌(𝛬e2).
Note that the codomain of the expansion of any gauge transformations is also 𝒞 : for any ?̇?
one has D̄?̇?(𝛬eີ(𝛷)) = 0, and (𝛬−1e † ∘ e−2𝑉 ∘ 𝛬−1e )† = 𝛬−1e † ∘ e−2𝑉 ∘ 𝛬−1e .
The following remark describes how 𝔾 is called the set of gauge transformations, while its
deﬁnition has no mention of the concept of gauge transformations: ℒℱ ∘ 𝛬e = ℒℱ .
Remark 3.6 (Gauge transformations keep ℒℱ invariant, prepot) For Deﬁnition 3.5 to deﬁne
actual gauge transformations, the following should be satisﬁed:
∀ℱ ∈ prepot: ℒℱ ∘ 𝛬e = ℒℱ .
This equation is satisﬁed by the deﬁnition of prepot (Equation 3.1).
The action of any gauge transformation on the ﬁeld 𝑊 in Equation 3.3 is described in the
following.
Theorem 3.7 (Gauge variance of 𝑊 ) For each gauge transformation 𝛬e ∈ 𝔾 (Deﬁnition 3.5),
the corresponding transformation of 𝑊 (Equation 3.3) is:
𝑊𝛼 ↦ 𝛬e ∘ 𝑊𝛼 ∘ 𝛬−1e .
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Proof Using the deﬁnitions of 𝑊 (Equation 3.3) and 𝛬e (Deﬁnition 3.5), one can straightfor-
wardly prove the theorem, using D̄𝛼(𝛬e) = 0, deg(𝛬e) = 0:
𝑊𝛼 =
1
8 ⋅ D̄
2 ඳe+2𝑉 ∘ D𝛼(e−2𝑉 )ප ,
↦ 18 ⋅ D̄
2 ඳ(𝛬e ∘ e+2𝑉 ∘ 𝛬e†) ∘ D𝛼(𝛬−1e † ∘ e−2𝑉 ∘ 𝛬−1e )ප ,
= 18 ⋅ 𝛬e ∘ D̄
2(e+2𝑉 ∘ D𝛼(e−2𝑉 ∘ 𝛬−1e )),
= 𝛬e ∘ ඳ𝑊𝛼 ∘ 𝛬−1e + D̄2(1) ∘ D𝛼(𝛬−1e )ප,
= 𝛬e ∘ 𝑊𝛼 ∘ 𝛬−1e ;
which completes the proof. ∎
Most of the rest of this section is about expansions of the superﬁelds from 𝒞 in terms of
𝕊ϴL𝑋⊕ 𝕊
ϴ̄
R𝑋 and 𝑂0𝑋 . This also includes the proper relation of 𝒞 with 𝒫 .
Theorem 3.8 (Superﬁeld expansions, (𝛷, e−2𝑉 ) ∈ 𝒞 , 𝒫 ) The superﬁelds 𝛷 and 𝑉 , which are
described in Deﬁnition 3.4, are expanded in terms of 𝕊ϴL𝑋⊕𝕊ϴ̄R𝑋 and 𝑂0𝑋 , using notation as used
in [8, pp. 28, 44]:
𝒫 = {𝜓a, 𝜒a, 𝜆a|a ∈ [1, dim(𝔤)] ∩ ℕ},
𝛷a = ෷𝜑a +√2𝜃𝜓a + (𝜃𝜃)𝐹a෸
N1(𝑦), (3.5)
𝑉a = 𝐶a + i(𝜃𝜒a − ̄𝜃 ̄𝜒a) +
i
2 ((𝜃𝜃)(𝑀a + i𝑁a) − (
̄𝜃 ̄𝜃)(𝑀a − i𝑁a))
− (𝜃𝜎𝜇 ̄𝜃)𝐴𝜇a + i(𝜃𝜃) ̄𝜃( ̄𝜆a +
i
2 ?̄?
𝜇∂𝜇(𝜒a)) − i( ̄𝜃 ̄𝜃)𝜃(𝜆a +
i
2𝜎
𝜇∂𝜇( ̄𝜒a))
+ 12(𝜃𝜃)(
̄𝜃 ̄𝜃)(𝐷a −
1
2(∂𝜇 ∘ ∂
𝜇)(𝐶a)); (3.6)
where, up to tensor product with 𝔤, 𝛷 is a scalar-like chiral superﬁeld and 𝑉 is a real superﬁeld.
The used ordinary functions satisfy:
𝜑 ∈ Γ(𝑋 × (ℂ ⊗ 𝔤) ⧵ 𝖭ℱ ),
𝜑, 𝐹 ∈ Γ(𝑋 × ℂ) ⊗ 𝔤,
𝜓 s, 𝜒 s, 𝜆s ∈ Γ(𝕊L𝑋) ⊗ 𝔤,
𝐶,𝑀,𝑁,𝐷 ∈ Γ(𝑋 × ℝ) ⊗ 𝔤,
𝐴 ∈ Γ(Tາ𝑋) ⊗ 𝔤.
Proof The proof of the expansion of 𝛷 is deferred to [1, 8], and it is based on D̄?̇?(𝑦𝜇) = 0 and
D̄?̇?(𝜃𝛽 ) = 0 for each appropriate ?̇?-, 𝜇- and 𝛽-directions.
The proof of the expansion of 𝑉 is straightforward when starting from the general expansion
of a ﬁeld in 𝑂1𝛷𝑋 (Deﬁnition 2.18): absorb i2𝜎𝜇∂𝜇 ̄𝜒a into 𝜆a, and absorb − 12 (∂𝜇 ∘ ∂𝜇)(𝐶a) into 𝐷a. ∎
As seen in Equation 3.6 the component expansion of 𝑉 makes the expansions of any ℒℱ
complicated. The number of components of 𝑉 will, instead, be reduced by expanding it only in
a speciﬁc gauge ﬁx, called Wess–Zumino gauge.
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Theorem 3.9 (Wess–Zumino gauge, 𝒞WZ) The existence of the Wess–Zumino gauge, which
will later be named WZ-gauge, is based on the following theorem4:
∀𝑋 ∈ 𝒞 ∃e−i𝛬 ∈ 𝔾 ∃𝑋0 ∈ 𝒞:
In 𝜋2(𝑋0)’s expansion, as in Equation 3.6, the values of 𝐶,𝑀,𝑁, 𝜒 each are 0,
∧ 𝑋 = e−i𝛬(𝑋0).
Hence, deﬁne 𝒞WZ ⊆ 𝒞 as that subset which satisﬁes 𝐶,𝑀,𝑁, 𝜒 = 0 as in the theorem above.
Proof The proof of the theorem is deferred to [1, p. 42]. ∎
For reference, the following remark is a corollary by applying Theorem 3.9 to Equation 3.6.
Nevertheless 𝒫 should not be changed, so the spinor ﬁeld 𝜒 can be obtained using an appropriate
transformation in 𝔾 that depends on 𝜒 .
Remark 3.10 (Superﬁeld expansions in WZ-gauge, (𝛷, e−2𝑉 ) ∈ 𝒞WZ ⊆ 𝒞 ) For reference, the
ﬁeld expansions of 𝛷 and 𝑉 , when (𝛷, e−2𝑉 ) ∈ 𝒞WZ ⊆ 𝒞 , are restated here (similar to The-
orem 3.8):
𝐶,𝑀,𝑁, 𝜒 = 0,
𝛷a = 𝜑aN1(𝑦) + √2𝜃𝜓aN1(𝑦) + (𝜃𝜃)𝐹aN1(𝑦),
𝑉a = −(𝜃𝜎𝜇 ̄𝜃)𝐴𝜇a + i(𝜃𝜃)( ̄𝜃 ̄𝜆a) − i( ̄𝜃 ̄𝜃)(𝜃𝜆a) +
1
2 (𝜃𝜃)(
̄𝜃 ̄𝜃)𝐷a.
This implies that 𝑉 ∘ 𝑉 = 𝑉a𝑉b ⋅ (Ta ∘ Tb) = 12 (𝜃𝜃)( ̄𝜃 ̄𝜃)𝐴𝜇 ∘ 𝐴𝜇. Hence the expansion of e−2𝑉 is:
e−2𝑉 = 10!1 +
1
1! (−2𝑉) +
1
2! (−2𝑉)
2 + 0,
= 1 − 2 ⋅ ෷−(𝜃𝜎
𝜇 ̄𝜃)𝐴𝜇 + i(𝜃𝜃)( ̄𝜃 ̄𝜆) − i( ̄𝜃 ̄𝜃)(𝜃𝜆) +
1
2(𝜃𝜃)(
̄𝜃 ̄𝜃)𝐷෸ + 2 ⋅
1
2 (𝜃𝜃)(
̄𝜃 ̄𝜃)𝐴𝜇 ∘ 𝐴𝜇 .
Lastly some remaining theorems about𝑊 including its ﬁeld expansion similar to Remark 3.10,
and including some of its relation with the deﬁnition of ℒℱ .
Theorem 3.11 (𝑊 in WZ-gauge, D𝜇) This is a combination of three theorems:
• 𝑊 in WZ-gauge is, with 𝜎𝜇𝜈 as in Deﬁnition 2.7 and 𝑊𝛼 = 𝑊𝛼aTa:
𝑊𝛼 = ඳ−i𝜆𝛼 + 𝜃𝛼𝐷 − (𝜎𝜇𝜈𝜃)𝛼𝐹𝜇𝜈 + (𝜃𝜃)𝜎
𝜇
𝛼?̇? D𝜇( ̄𝜆?̇?)ප N1(𝑦), where: (3.7)
𝐹𝜇𝜈a = ∂𝜇(𝐴𝜈a) − ∂𝜈(𝐴𝜇a) − i[𝐴𝜇, 𝐴𝜈]a, and
D𝜇( ̄𝜆?̇?)a = ෷∂𝜇 − i ⋅ ad(𝐴𝜇)෸( ̄𝜆
?̇?)a,
= ∂𝜇( ̄𝜆?̇?a ) − i[𝐴𝜇 , ̄𝜆?̇?]a.
• 𝑊 is a left chiral spinor-like chiral ﬁeld: 𝑊 ∈ (𝑂1𝑊𝑋L ∩ (D̄⋅)−1(0)) ⊗ 𝔤.
• The occurrence of ‘P𝜃 ̄𝜃00’ in the action ∫d4𝑥ℒℱ (Equation 3.2) is unnecessary by 𝑊 ’s con-
struction:
P𝜃 ̄𝜃00෷඘d
4𝑥d2𝜃 ඳ
ℱ (2)N1(𝛷)ab ⋅ (𝑊 𝛼 ⊗𝑊𝛼)ab෸ศ = ඘d
4𝑥d2𝜃 ඳℱ (2)N1(𝛷)ab ⋅ (𝑊 𝛼 ⊗𝑊𝛼)abප. (3.8)
4Note that ei𝛬 ∈ 𝔾 can only describe a subset of 𝔾.
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Proof For each subtheorem, there is a respective proof.
• The proof of Equation 3.7 is long, so it is deferred to Theorem A.1. A partial proof is also
available in [1, p. 114].
• The proof of 𝑊 being a chiral superﬁeld is simple now. The expansion of 𝑊 in the WZ-
gauge (Equation 3.7) satisﬁes the deﬁnition of an element of 𝑂1𝑊𝑋L (Deﬁnition 2.19). Also
any element of 𝔾 is chiral as in (D̄⋅)−1(0), since it is generated from a chiral superﬁeld
(Deﬁnition 3.5), and a product of chiral ﬁelds is chiral as in (D̄⋅)−1(0).
• The proof of Equation 3.8 is based on the fact that the Lagrangian only needs to be deﬁned
up to a total derivative (∼ℒ in Deﬁnition 2.33). Also note that ℱ (2)N1(𝛷)ab ⋅ (𝑊 𝛼 ⊗𝑊𝛼)ab
is chiral, hence there exist 𝑓, 𝜁𝛼 , 𝑔 ∈ 𝑂0𝑋 such that [8]:
෷𝑓 +√2𝜃
𝛼𝜁𝛼 + (𝜃𝜃)𝑔෸
N1(𝑦);
which is similar to the expansion of 𝛷 (Theorem 3.8).
And using the ‘up to a total derivative’ (∼ℒ ) mentioned earlier, one proves the independ-
ency of Equation 3.8 on ̄𝜃, which completes the proof:
𝑓N1(𝑦) = 𝑓 + (𝑦 − 𝑥)𝜇∂𝜇(𝑓) +
1
2(𝑦 − 𝑥)
𝜇(𝑦 − 𝑥)𝜈(∂𝜇 ∘ ∂𝜈)(𝑓),
P𝜃 ̄𝜃00෷඘d
4𝑥d2𝜃 ඳ
ℱ (2)N1(𝛷)ab ⋅ (𝑊 𝛼 ⊗𝑊𝛼)ab෸ศ = P
𝜃 ̄𝜃
00෷඘d
4𝑥d2𝜃 ෷𝑓 +√2𝜃
𝛼𝜁𝛼 + (𝜃𝜃)𝑔෸
N1(𝑦)෸,
= P𝜃 ̄𝜃00෷඘d
4𝑥d2𝜃 ෷𝑓 +√2𝜃
𝛼𝜁𝛼 + (𝜃𝜃)𝑔෸෸,
= ඘d
4𝑥d2𝜃 ෷𝑓 +√2𝜃
𝛼𝜁𝛼 + (𝜃𝜃)𝑔෸ .
Therefore each of the subtheorems is proved. ∎
3.2 Microscopic Lagrangian
This section will deﬁne the microscopic Lagrangian, ℒ𝒢 from (𝒢, (𝔤, ad), SU(2)) (section 1.2.2), of
which the eﬀective Lagrangian will be derived.
The function 𝒢 will be deﬁned in Deﬁnition 3.12 as an entire function, while the Lagrangian
from (𝒢, (𝔤, ad), SU(2)) will be restated in Corollary 3.14. Then in Deﬁnition 3.15, the respective
𝔾 will be stated explicitly, after which the actual proof of 𝒢 ∈ prepot is given in Theorem 3.16
validating the usage of ℒ𝒢 .
The 𝐷- and 𝐹 -ﬁelds from the ﬁeld expansions (Remark 3.10) will be shown to have simple
classical equations of motion, in WZ-gauge, in Theorem 3.18. Through these equations of motion
ℒ𝒢 will be rewritten in terms of Weyl spinor ﬁeld, ordinary scalar ﬁeld, and vector ﬁelds in
Corollary 3.19, and then in terms of Dirac spinors and the same ordinary ﬁelds in Theorem 3.20.
Finally in Remark 3.21 the last form of the Lagrangian (Theorem 3.20) will be related to
a variation of the Yang–Mills–Higgs Lagrangian, where 𝜑 will be considered the Higgs ﬁeld, as
described in the Seiberg–Witten theorem (Theorem 3.48).
The chosen ℱ is 𝒢 , which is deﬁned in the following, while its directional derivatives for ℒ𝒢
(Equation 3.2 and Equation 3.4) are given in Theorem 3.13.
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Deﬁnition 3.12 (ℱ for microscopic theory, 𝒢 ) Deﬁne 𝒢 as follows [8, 9]:
𝒢: ℂ ⊗ 𝔤 → ℂ,
𝜑 ↦ 12𝜏cl tr𝔤(𝜑 ∘ 𝜑);
where its 𝖭ℱ is the empty set ∅5, and from [8, p. 31], 𝜃cl ∈ ℝ, 𝑔cl ∈ ℝ ⧵ {0}:
𝜏cl =
𝜃cl
2𝜋 + i
4𝜋
𝑔2cl
∈ ℂ ⧵ ℝ.
In Theorem 3.16 the proof of 𝒢 ∈ prepot is given, which only considers the gauge variance
(Equation 3.1) since smoothness is trivial for polynomials.
Theorem 3.13 (Directional derivatives of 𝒢 ) Using P𝜃 ̄𝜃00(𝛷) = 𝜑 (Equation 3.5), the lifts of
the directional derivatives of 𝒢 as used in ℒ𝒢 are, where the {Ta ∈ 𝔤|a ∈ [1, dim(𝔤)] ∩ ℕ} is an
orthonormal basis:
∂a(𝒢)N1(𝛷) = 𝜏cl tr𝔤(Ta ∘ 𝛷),
(∂a ∘ ∂b)(𝒢)N1(𝛷) = 𝜏cl tr𝔤(Ta ∘ Tb),
= 𝜏cl tr𝔤⊗2 ๖ d්
(Td ⊗ Td) ∘ (Ta ⊗ Tb)
๗
.
In other words, as in Equation 3.2:
𝒢 (1)N1(𝛷) = 𝜏cl𝛷, 𝒢 (2)N1(𝛷) = 𝜏cl
d්
(Td ⊗ Td).
Equivalently, as in Equation 3.4:
ℱ N2(𝛹) = 12𝜏cl tr𝔤(𝛹 ∘ 𝛹).
This also implies that 𝒢 (1) is invertible.
Proof First the ordinary derivatives:
𝒢(𝜑) = 12𝜏cl tr𝔤(T
b ∘ Tc) ⋅ 𝜑b𝜑c,
∂a(𝒢)(𝜑) = 12𝜏cl tr𝔤(T
b ∘ Tc) ⋅ ∂∂𝜑a ෷𝜑b𝜑c෸,
= 𝜏cl tr𝔤(Ta ∘ 𝜑),
(∂a ∘ ∂b)(𝒢)(𝜑) = 𝜏cl tr𝔤(Ta ∘ Tc) ⋅
∂
∂𝜑b ෷
𝜑c෸,
= 𝜏cl tr𝔤(Ta ∘ Tb),
= 𝜏cl𝛿ab = 𝜏cl𝛿da𝛿db,
= 𝜏cl tr𝔤⊗2 ๖ d්
(Td ⊗ Td) ∘ (Ta ⊗ Tb)
๗
.
5An entire function means that the set of singularities, which is 𝖭ℱ , is the empty set ∅ which does not contain any
elements.
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Since (∂a ∘ ∂b)(𝒢) is a constant function for each a, b ∈ 𝔤, higher order derivatives are 0. From
𝜏cl being non-zero and tr𝔤(⋅ ∘ ⋅) describing 𝔤’s inner product (Theorem 1.18), ﬁnd that 𝒢 (1) is
invertible, where 𝒢 (1)a(𝜑) = ∂a(𝒢)(𝜑).
Now the lifted derivatives:
∂a(𝒢)N1(𝛷) = ∂a(𝒢)(𝜑) + (𝛷 − 𝜑)b(∂b ∘ ∂a)(𝒢)(𝜑) +
1
2(𝛷 − 𝜑)b(𝛷 − 𝜑)c(∂
c ∘ ∂b ∘ ∂a)(𝒢)(𝜑),
= 𝜏cl tr𝔤(Ta ∘ 𝜑) + 𝜏cl tr𝔤(Ta ∘ (𝛷 − 𝜑)),
= 𝜏cl tr𝔤(Ta ∘ 𝛷);
(∂a ∘ ∂b)(𝒢)N1(𝛷) = (∂a ∘ ∂b)(𝒢)(𝜑) + (𝛷 − 𝜑)c0c + 0,
= 𝜏cl tr𝔤(Ta ∘ Tb).
Hence 𝒢 (1)N1(𝛷), and 𝒢 (2)N1(𝛷) can be found:
∂a(𝒢)N1(𝛷) = tr𝔤 ඳTa ∘ 𝒢 (1)N1(𝛷)ප ,
𝒢 (1)N1(𝛷) = 𝜏cl𝛷,
(∂a ∘ ∂b)(𝒢)N1(𝛷) = tr𝔤⊗2 ඳ𝒢 (2)N1(𝛷) ∘ (Ta ⊗ Tb)ප ,
𝒢 (2)N1(𝛷) = 𝜏cl
d්
(Td ⊗ Td).
Only 𝒢N2(𝛹) remains to be derived:
𝒢N2(𝛹) = 𝒢(𝜑) + (𝛹 − 𝜑)a∂a(𝒢)(𝜑) +
1
2(𝛹 − 𝜑)a(𝛹 − 𝜑)b(∂
a ∘ ∂b)(𝒢)(𝜑) + 0,
= −12𝜏cl tr𝔤(𝜑 ∘ 𝜑) + 𝜏cl tr𝔤(𝛹 ∘ 𝜑) +
1
2𝜏cl tr𝔤(𝜑 ∘ 𝜑) − 𝜏cl tr𝔤(𝛹 ∘ 𝜑) +
1
2𝜏cl tr𝔤(𝛹 ∘ 𝛹),
= 12𝜏cl tr𝔤(𝛹 ∘ 𝛹).
Hence the proof is complete. ∎
Now the previous equations on 𝒢 can be used to ﬁnd ℒ𝒢 .
Corollary 3.14 (Microscopic Lagrangian, ℒ𝒢 , (𝒢, (𝔤, ad), SU(2))) Now derive ℒ𝒢 using 𝒢 ’s
lifts from Theorem 3.13, and substituting them into Equation 3.2 and Equation 3.4 respectively:
ℒℱ (𝛷, e−2𝑉 ) =
1
4𝜋 (Ξ ∘ P
𝜃 ̄𝜃
00 ∘ Im)෷඘d
2𝜃d2 ̄𝜃 𝜏cl tr𝔤((𝛷†)າe−2ad(𝑉) ∘ 𝛷)
+඘d
2𝜃 12𝜏cl tr𝔤(𝑊
𝛼 ∘ 𝑊𝛼)ศ,
= 14𝜋 (Ξ ∘ P
𝜃 ̄𝜃
00 ∘ Im)ว඘d
2𝜃d2 ̃𝜃 12𝜏cl tr𝔤(𝛹 ∘ 𝛹)ศ .
The explicit deﬁnition of 𝔾 speciﬁc to the microscopic Lagrangian ℒ𝒢 is stated next.
Deﬁnition 3.15 (SU(2)-based gauge variance of microscopic 𝒞 , 𝔾) As noted earlier in Deﬁn-
ition 3.5, 𝔾 for ℒ𝒢 with (𝒢, (𝔤, ad), SU(2)) is described using Theorem 1.16 with 𝛬 ∈ 𝜋1(𝒞) and
one of {+e−i𝛬, −e−i𝛬} such that:
𝛬e = ±e−i𝛬: 𝒞 → 𝒞,
ඳ𝛷, e−2𝑉 ප ↦ ඳ±e−iad(𝛬)ີ(𝛷), e−i𝛬
† ∘ e−2𝑉 ∘ e+i𝛬ප.
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The actual proof that the function 𝒢 is does make ℒ𝒢 gauge invariant (Equation 3.1) was
delayed up to now.
Theorem 3.16 (Gauge invariance of ℒ𝒢 , 𝒢 ∈ prepot) The function 𝒢 , as described in Deﬁn-
ition 3.12, satisﬁes, in addition to ℱ (1) being invertible (Theorem 3.13):
∀𝛬e ∈ 𝔾: ℒ𝒢 ∘ 𝛬e = ℒ𝒢 .
So 𝒢 ∈ prepot as noted in Deﬁnition 3.12, and hence the use of ℒ𝒢 validated.
Proof Equations described earlier in respectively Deﬁnition 3.15, Theorem 3.7, and Corol-
lary 3.14 are used to prove that each term of ℒ𝒢 is gauge invariant under 𝛬e = ±e−i𝛬.
First the proof of the gauge invariance of the 𝛷†-term in ℒ𝒢 :
𝜏cl tr𝔤 ඳ𝛷†າe−2ad(𝑉) ∘ 𝛷ප ↦ 𝜏cl tr𝔤෷(±𝛷
†າe+iad(𝛬†))າ(e−iad(𝛬†) ∘ e−2ad(𝑉)
∘ e+iad(𝛬)) ∘ (±e−iad(𝛬)ີ𝛷)ศ,
= 𝜏cl tr𝔤 ඳ𝛷†າ(e−2ad(𝑉) ∘ e+iad(𝛬) ∘ e−iad(𝛬)) ∘ 𝛷ප ,
= 𝜏cl tr𝔤 ඳ𝛷†າe−2ad(𝑉) ∘ 𝛷ප .
Now only the proof of the gauge invariance of the 𝑊 -term in ℒ𝒢 remains:
𝜏cl tr𝔤 ඳ𝑊 𝛼 ∘ 𝑊𝛼ප ↦ 𝜏cl tr𝔤 ඳ(e−i𝛬 ∘ 𝑊 𝛼 ∘ e+i𝛬) ∘ (e−i𝛬 ∘ 𝑊𝛼 ∘ e+i𝛬)ප ,
= 𝜏cl tr𝔤 ඳe−i𝛬 ∘ 𝑊 𝛼 ∘ 𝑊𝛼 ∘ e+i𝛬ප ,
= 𝜏cl tr𝔤 ඳ𝑊 𝛼 ∘ 𝑊𝛼ප .
Hence the proof of the theorem is complete, in other words: ℒ𝒢 is gauge invariant. ∎
From here the Lagrangian that has a conﬁguration space with only one Dirac spinor (The-
orem 3.20), will be derived such that it is eﬀectively equal to ℒ𝒢 . Start with a simple expansion
of Corollary 3.14.
Theorem 3.17 (ℒ𝒢 in ordinary Weyl spinor notation) Using the component expansions
of 𝛷 and 𝑉 in WZ-gauge, from Remark 3.10 and Theorem 3.11, ℒ𝒢 can be expanded, up
to total spacetime derivatives, as:
ℒℱ (𝛷, e−2𝑉 ) =
1
𝑔2cl
tr𝔤෷−i ඳ?̄?
s ∘ ?̄?𝜇 D𝜇(𝜓 s)ප
− i√2 ඳ?̄? s ∘ [𝜑, ̄𝜆s]ප + i√2 ඳ𝜆s ∘ [𝜑†, 𝜓 s]ප
+ 𝐷 ∘ [𝜑†, 𝜑] + 𝐹 † ∘ 𝐹 + D𝜇(𝜑†) ∘ D𝜇(𝜑)
− i ඳ𝜆s ∘ 𝜎𝜇 D𝜇( ̄𝜆s)ප +
1
2𝐷 ∘ 𝐷
− 14(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) +
𝑔2cl
4𝜋
𝜃cl
2𝜋
1
8𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศ, (3.9)
where, as before (Theorem 3.11)6:
𝐹𝜇𝜈a = ∂𝜇(𝐴𝜈a) − ∂𝜈(𝐴𝜇a) − i[𝐴𝜇 , 𝐴𝜈]a,
6For convenience one can also deﬁne ̃𝐹 𝜇𝜈 = 12 𝜀𝜇𝜈𝜌𝜎𝐹𝜌𝜎 , such that: (𝜂𝜇𝜌𝜂𝜈𝜎 − i 12 𝜀𝜇𝜈𝜌𝜎 )(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 ) = 𝐹𝜇𝜈 ∘ (𝐹 𝜇𝜈 − i ̃𝐹 𝜇𝜈 ).
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D𝜇( ̄𝜆?̇?)a = ෷∂𝜇 − iad(𝐴𝜇)෸( ̄𝜆
?̇?)a,
= ∂𝜇( ̄𝜆?̇?a ) − i[𝐴𝜇 , ̄𝜆?̇?]a;
and the remaining symbols satisfy (Theorem 3.8):
𝜑, 𝐹 ∈ Γ(𝑋 × ℂ) ⊗ 𝔤,
𝜓 s, 𝜒 s, 𝜆s ∈ Γ(𝕊L𝑋) ⊗ 𝔤,
𝐷 ∈ Γ(𝑋 × ℝ) ⊗ 𝔤,
𝐴 ∈ Γ(Tາ𝑋) ⊗ 𝔤;
where 𝔤 is the speciﬁc Hermitian Lie algebra from SU(2) (Theorem 1.16).
Proof The proof is long, so it is deferred to Theorem A.2. ∎
The ﬁelds 𝐷 and 𝐹 have no spacetime derivatives in ℒ𝒢 (Equation 3.9), hence the respective
equations of motion are simple (Theorem 3.18), and will be ﬁlled back into Equation 3.9 in
Corollary 3.19.
Theorem 3.18 (Equations of motion for 𝐷 and 𝐹 ) The equations of motion of respectively
𝐷a, 𝐹a and 𝐹a†, for each a ∈ 𝔤, are equivalent to:
0 = 𝐷a + [𝜑†, 𝜑]a,
0 = 𝐹a†,
0 = 𝐹a.
Hence 𝐷 = −[𝜑†, 𝜑] and 𝐹 = 0.
Proof The terms in Equation 3.9, of ℒ𝒢 (𝛷, e−2𝑉 ), that only depend on 𝐷 or 𝐹 are given in:
1
𝑔2cl
tr𝔤෷+
1
2𝐷 ∘ 𝐷 + 𝐷 ∘ [𝜑
†, 𝜑] + 𝐹 † ∘ 𝐹෸. (3.10)
Moreover, the deﬁnition of the equation of motion for any ﬁeld 𝐻a ∈ {𝐷a, 𝐹a, 𝐹a†} (for any a ∈ 𝔤),
is:
∂ℒ𝒢 (𝛷, e−2𝑉 )
∂[𝐻a]
= ∂𝜇๖
∂ℒ𝒢 (𝛷, e−2𝑉 )
∂[∂𝜇𝐻a] ๗
= 0; (3.11)
where the last equality is for 𝐻a ∈ {𝐷a, 𝐹a, 𝐹a†} by Equation 3.10.
Now ﬁll-in the respective ﬁeld in Equation 3.11:
0 = ∂ℒ𝒢 (𝛷, e
−2𝑉 )
∂[𝐷a]
,
= 1
𝑔2cl
tr𝔤෷T
a ∘ (𝐷 + [𝜑†, 𝜑])෸,
0 = 1
𝑔2cl
tr𝔤෷T
a ∘ 𝐹 †෸,
0 = 1
𝑔2cl
tr𝔤෷T
a ∘ 𝐹෸.
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Each of these equations is equivalent to its respective part of the theorem, since 𝔤 is a Hilbert
space, as it has an inner product (Theorem 1.18):
෷∀a ∈ 𝔤: 0 =
1
𝑔2cl
tr𝔤෷T
a ∘ 𝐻෸෸ ⇒ 0 = 𝐻.
Therefore the following is implied:
0 = 𝐷 + [𝜑†, 𝜑],
0 = 𝐹 †,
0 = 𝐹;
hence the proof of the theorem is complete. ∎
Hence the Weyl spinor version of the equivalent Lagrangian ℒ aux𝒢 can be derived.
Corollary 3.19 (ℒ𝒢 modulo equations of motion of 𝐷 and 𝐹 , ℒ aux𝒢 ) Using Theorem 3.18,
one can rewrite ℒ𝒢 : 𝒞 → Γ(𝑋 × ℝ)/ ∼ℒ (Theorem 3.17) to ℒ aux𝒢 : 𝒞 aux → Γ(𝑋 × ℝ)/ ∼ℒ that is
equal up to 𝐷’s and 𝐹 ’s equations of motion. Here 𝒞 is the appropriate subset of 𝒞 aux ⊆
(Γ(𝕊𝑋) ⊗ 𝔤) × (Γ(Tາ𝑋) ⊗ 𝔤) × (Γ(𝑋 × ℂ) ⊗ 𝔤) such that usage of the symbols is equal to those in
Theorem 3.17. The deﬁnition of ℒ aux𝒢 is:
ℒ aux𝒢 : 𝒞
aux → Γ(𝑋 × ℝ)/ ∼ℒ ,
(ว
𝜓 s
̄𝜆sศ ,𝐴, 𝜑) ↦
1
𝑔2cl
tr𝔤෷−i ඳ?̄?
s ∘ ?̄?𝜇 D𝜇(𝜓 s)ප − i ඳ𝜆s ∘ 𝜎𝜇 D𝜇( ̄𝜆s)ප
− i√2 ඳ?̄? s ∘ [𝜑, ̄𝜆s]ප + i√2 ඳ𝜆s ∘ [𝜑†, 𝜓 s]ප
− 12[𝜑
†, 𝜑] ∘ [𝜑†, 𝜑] + D𝜇(𝜑†) ∘ D𝜇(𝜑)
− 14(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) +
𝑔2cl
4𝜋
𝜃cl
2𝜋
1
8𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศ. (3.12)
Also deﬁne for convenience:
−𝒱(𝜑) = − 1
2𝑔2cl
tr𝔤෷[𝜑
†, 𝜑] ∘ [𝜑†, 𝜑]෸; (3.13)
which is equal to Equation 3.10 modulo Theorem 3.18.
Proof Only the terms in Equation 3.10 of ℒ𝒢 (Equation 3.9) need to be rewritten using
Theorem 3.18:
𝐷 = −[𝜑†, 𝜑], 𝐹 = 0, (Theorem 3.18)
1
𝑔2cl
tr𝔤෷+
1
2𝐷 ∘ 𝐷 + 𝐷 ∘ [𝜑
†, 𝜑] + 𝐹 † ∘ 𝐹෸. (Equation 3.10)
Hence:
1
𝑔2cl
tr𝔤෷+
1
2𝐷 ∘ 𝐷 + 𝐷 ∘ [𝜑
†, 𝜑] + 𝐹 † ∘ 𝐹෸ = −
1
2𝑔2cl
tr𝔤෷[𝜑
†, 𝜑] ∘ [𝜑†, 𝜑]෸, (3.14)
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which is the deﬁned as −𝒱(𝜑).
Now the equality in Equation 3.14 needs to be used to derive Equation 3.12 from Equa-
tion 3.9, which completes the proof. ∎
Hence one can now write ℒ aux𝒢 in ordinary Dirac spinor notation.
Theorem 3.20 (ℒ aux𝒢 in Dirac spinor notation) ℒ aux𝒢 (Equation 3.12) can be written in terms
of Dirac spinor notation, where 𝒞 aux ⊆ (Γ(𝕊𝑋) ⊗ 𝔤) × (Γ(Tາ𝑋) ⊗ 𝔤) × (Γ(𝑋 × ℂ) ⊗ 𝔤), as:
ℒ aux𝒢 : 𝒞
aux → Γ(𝑋 × ℝ)/ ∼ℒ ,
(𝛸,𝐴, 𝜑) ↦ 1
𝑔2cl
tr𝔤෷−
1
4𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈 + 𝑔2cl
𝜃cl
64𝜋2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 + D𝜇(𝜑†) ∘ D𝜇(𝜑)
− i?̄?𝛼 ∘ (𝛾𝜇)𝛼𝛽 D𝜇(𝛸𝛽 )
− i√2?̄?𝛼 ∘ ෷−(P𝕊L𝑋)𝛼
𝛽ad(𝜑†) + (P𝕊R𝑋)𝛼
𝛽ad(𝜑)෸ (𝛸𝛽 )
− 12 [𝜑
†, 𝜑] ∘ [𝜑†, 𝜑]ศ, (3.15)
= 1
𝑔2cl
tr𝔤෷−
1
4𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈 + 𝑔2cl
𝜃cl
64𝜋2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 + D𝜇(𝜑†) ∘ D𝜇(𝜑)
− i?̄?𝛼 ∘ (𝛾𝜇)𝛼𝛽 D𝜇(𝛸𝛽 )
+ √2?̄?𝛼 ∘ ඳ(id𝕊𝑋)𝛼𝛽ad(Im𝜑) + (−i𝛾5)𝛼𝛽ad(Re𝜑)ප (𝛸𝛽 )
− 12 [𝜑
†, 𝜑] ∘ [𝜑†, 𝜑]ศ,
where the explicit 𝛼- and 𝛽-indices are over 𝕊𝑋.
Proof The proof is straightforward and consist of proving the following equalities, which is
suﬃcient since then Equation 3.12 equals Equation 3.15:
−i?̄?𝛼 ∘ (𝛾𝜇)𝛼𝛽 D𝜇(𝛸𝛽 ) = −i ඳ𝜆s ∘ 𝜎𝜇 D𝜇( ̄𝜆s)ප − i ඳ?̄? s ∘ ?̄?𝜇 D𝜇(𝜓 s)ප , (3.16)
−i√2?̄?𝛼 ∘ ෷−(P𝕊L𝑋)𝛼
𝛽ad(𝜑†)
+(P𝕊R𝑋)𝛼
𝛽ad(𝜑)ศ(𝛸𝛽 ) = −i
√2?̄? s ∘ [𝜑, ̄𝜆s] + i√2𝜆s ∘ [𝜑†, 𝜓 s]. (3.17)
First the proof of Equation 3.16:
−i?̄?𝛼 ∘ (𝛾𝜇)𝛼𝛽 D𝜇(𝛸𝛽 ) = −i ඳ𝜆𝛼s ?̄??̇? sප ∘ ๖
0 𝜎𝜇𝛼 ̇𝛽
?̄?𝜇?̇?𝛽 0 ๗D𝜇
(ว
𝜓𝛽 s
̄𝜆 ̇𝛽 sศ),
= −i ෷𝜆
𝛼s ∘ 𝜎𝜇𝛼 ̇𝛽 D𝜇( ̄𝜆
̇𝛽 s) + ?̄??̇? s ∘ ?̄?𝜇?̇?𝛽 D𝜇(𝜓𝛽 s)෸ ,
= −i ඳ𝜆s ∘ 𝜎𝜇 D𝜇( ̄𝜆s)ප − i ඳ?̄? s ∘ ?̄?𝜇 D𝜇(𝜓 s)ප .
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Now the proof of Equation 3.17:
−i√2?̄?𝛼 ∘ ෷−(P𝕊L𝑋)𝛼
𝛽ad(𝜑†)
+(P𝕊R𝑋)𝛼
𝛽ad(𝜑)ศ(𝛸𝛽 ) = −i
√2 ඳ𝜆𝛼s ?̄??̇? sප
∘ ว−ว
id𝕊L𝑋 𝛼
𝛽ad(𝜑†) 0
0 id𝕊R𝑋 𝛼
𝛽ad(𝜑)ศศ (ว
𝜓𝛽 s
̄𝜆 ̇𝛽 sศ),
= +i√2𝜆𝛼s ∘ id𝕊L𝑋 𝛼
𝛽ad(𝜑†)(𝜓𝛽 s)
− i√2?̄??̇? s ∘ id𝕊R𝑋 𝛼
𝛽ad(𝜑)( ̄𝜆 ̇𝛽 s),
= −i√2?̄? s ∘ [𝜑, ̄𝜆s] + i√2𝜆s ∘ [𝜑†, 𝜓 s].
Therefore the proof of the whole theorem is complete. ∎
Lastly the comparison with Yang–Mills–Higgs theory, which will be useful in the next section.
Remark 3.21 (Comparison with Yang–Mills–Higgs theory) The overall 𝑔−2cl -factor in Equa-
tion 3.15 is a real constant, so it cannot be noticed in classical equations of motions, and quantum
mechanically it will eﬀectively only rescale ℏ (Deﬁnition 2.34).
Under the substitution (𝑔cl, 𝜃cl, 𝜑) ↦ (1, 0, 0), Equation 3.15 reduces to an ordinary Yang–Mills
Lagrangian. This will also be used later in chapter 4.
The scalar ﬁeld 𝜑 will be considered the Higgs ﬁeld, making ℒ aux𝒢 a variation on the Yang–
Mills–Higgs Lagrangian. This 𝜑 gives mass to 𝐴 and 𝛸. Nevertheless 𝜑 does not make 𝜓 s
individually massive, similarly neither 𝜆s individually, this is made clear by Equation 3.12.
In the next section jargon concerning Higgs ﬁelds is used.
3.3 Eﬀective Lagrangian
In this section, much of the initial restrictions on the eﬀective Lagrangian, ℒℱ or ℒeff , are made
as later described in the Seiberg–Witten theorem (Theorem 3.48). This includes a rewrite of that
Lagrangian, ℒℳ𝑓𝑎D , which is not obvious that it should be done at all.
In subsection 3.3.1, themicroscopic Lagrangian ℒ𝒢 (Corollary 3.14) is Higgs perturbed in some
way, after which only some massless ﬁelds will be kept (Theorem 3.48)7. Through that, one ﬁnds
that the eﬀective Lagrangian ℒeff is still a N=2 massless supersymmetric Lagrangian (section 3.1),
but then with tuple (ℱ, (𝔤eff , ad), U(1)) for some appropriate branch cut ℱ (Conjecture 3.30). Note
that the candidates ℒℱ of the eﬀective Lagrangian, and prepot, can then also be simpliﬁed since
the dimension of 𝔤eff is 1 (Theorem 3.32).
While doing the Higgs perturbation, the so-called moduli space ℳ will be deﬁned in The-
orem 3.24. This space ℳ is related to the possible Higgs ﬁelds ⟨𝜑⟩ (Remark 3.21).
Then in subsection 3.3.2, a ﬁber bundle 𝒳 is deﬁned, in Deﬁnition 3.38, which has so-called
Kähler manifolds (Deﬁnition 3.33) as both underlying manifold and as prototypical ﬁber. That
underlying manifold is a subset ℳ ⧵ 𝖭ℳ of the moduli space ℳ (Conjecture 3.37), while the
prototypical ﬁber 𝐹 is made from the vectorspace (ℂ ⊗ 𝔤eff ) ⊕ (ℂ ⊗ 𝔤eff ) (Deﬁnition 3.36).
7One could consider this construction to be based on a similar idea as the so-called Wilsonian low-energy eﬀect-
ive action [3, pp. 396–397]: the eﬀective Lagrangian only describes massless ﬁelds, and the eﬀective space of gauge
transformations 𝔾eff is a signiﬁcant part in the derivation.
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After that, in subsection 3.3.3, any candidate eﬀective Lagrangian ℒℱ will be rewritten as
ℒℳ𝑓𝑎D , to replace the derivatives of ℱ by quotients of sums of products of derivatives of the
components of the section 𝑓 ∈ Γ𝒳 (Theorem 3.47). This also need a rewritten conﬁguration
space that uses only one component of that section 𝑓 (Deﬁnition 3.46).
3.3.1 Lie Group Restriction
First the set of so-called Higgs vacuums vacH is deﬁned, according to Theorem 3.48, from ℒ aux𝒢 in
Deﬁnition 3.22, out of which in Theorem 3.23, a largest dimensional complex subvectorspace is
taken which deﬁnes the Hermitian Lie algebra 𝔤eff that will be used in the eﬀective Lagrangian
ℒeff and its corresponding spaces 𝒞eff and 𝔾eff . Then the so-called moduli spaceℳ is described in
Theorem 3.24, as the vacH modulo 𝐺. The moduli space will mostly be used in subsection 3.3.2.
Through the Higgs mechanism, the Higgs ﬁeld ⟨𝜑⟩ generates massive ﬁelds in ℒ aux𝒢 , which
are identiﬁed in Theorem 3.26 as P𝔤⟂eff (𝒞
aux). The eﬀective Lagrangian will only describe the
remaining massless ﬁelds, as it is a low energy eﬀective Lagrangian.
After this, in Conjecture 3.27, there is stated that the eﬀective Lagrangian should still be
a N=2 massless supersymmetric Lagrangian (Deﬁnition 3.1). Hence it can be described by an
appropriate tuple (ℱ, (𝔤eff , ad), 𝐺eff ). Of which 𝐺eff is proved to be equal to the Abelian Lie group
U(1) in Theorem 3.28. Hence the only remaining unknown in the tuple is ℱ , which will not be
found in this subsection, but will later be found to be a branch cut of a ‘multivalued’ function.
The formula of ℒeff is then restated in Conjecture 3.30. Because the dimension of 𝔤eff is one,
ℒeff is again restated in Remark 3.31, to simplify the notation. Similarly ℒeff ’s prepot is also
simpliﬁed in Theorem 3.32 for any given branch cut on ℂ ⧵ 𝖭ℱ .
Start with the deﬁnition of vacH as, up to isomorphism, a subset of 𝜋1(𝒞).
Deﬁnition 3.22 (Set of Higgs vacuums, vacH) The set of Higgs vacuums, vacH, can be deﬁned
up to isomorphism8 as in [8] and Theorem 3.489:
vacH = ෽𝛷 ∈ 𝜋1(𝒞)จ𝛷 = P
𝜃 ̄𝜃
00 𝛷,𝒱(P
𝜃 ̄𝜃
00 𝛷) = 0෾ ⧵ {0},
= ඹ𝜑 ∈ Γ(𝑋 × ℂ) ⊗ 𝔤හ∂𝜇(𝜑) = 0,𝒱(𝜑) = 0ය ⧵ {0},
= ඹ𝜑 ∈ Γ(𝑋 × ℂ) ⊗ 𝔤හ∂𝜇(𝜑) = 0, [𝜑†, 𝜑] = 0ය ⧵ {0},
= ඹ⟨𝜑⟩ ∈ ℂ⊗ 𝔤හ[⟨𝜑⟩†, ⟨𝜑⟩] = 0ය ⧵ {0};
where 𝒱 is deﬁned in Equation 3.13 as:
𝒱(𝜑) = 1
2𝑔2cl
tr𝔤෷[𝜑
†, 𝜑] ∘ [𝜑†, 𝜑]෸.
Note that 0 = 𝒱(𝜑) if and only if [𝜑†, 𝜑] = 0 is true, since (𝔤, tr𝔤(⋅ ∘ ⋅)) is a ﬁnite dimensional
Hilbert space (Theorem 1.18).
Also note that ∀?̇?: D̄𝛼(P𝜃 ̄𝜃00 𝛷) = 0 is equivalent to ∀𝜇: ∂𝜇(P𝜃
̄𝜃
00 𝛷) = 0, since 𝜎𝜇 describes a bijection
as described in Deﬁnition 2.18, and this implies one of the ‘equalities’ of vacH given.
Now the important restriction of the dimension of 𝔤eff , which will be more fully deﬁned in
Deﬁnition 3.25.
8Up to isomorphism means that it should deﬁned up to a smooth bijection. Nevertheless the topology and smoothness
are not properly deﬁned here, and the use of 0 in this is a bit abusive.
9Note that ∂a(𝒱)(𝜑) = 0 is true for any 𝜑 ∈ vacH and 𝔤-direction a. Furthermore the restriction 𝒱(𝜑) = 0 comes from
Theorem 3.48, in order for Conjecture 3.27 to be true.
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Theorem 3.23 (Vectorsubspace in vacH ∪ {0}, 𝔤eff , 𝑇 ) Any complex subvectorspace in vacH
has a dimension of at most 1.
Deﬁne 𝔤eff , or better ℂ⊗ 𝔤eff , as the chosen one dimensional vectorspace in vacH, and deﬁne
𝑇 as a vector spanning 𝔤eff such that tr𝔤(𝑇 ∘ 𝑇) = 1. These will be related to 𝜑 in Deﬁnition 3.25.
Proof This will be proved in two parts:
First the existence of an one dimensional vectorspace in vacH will be proved. Pick any vector
𝑇 in 𝔤. Then consider 𝜑 = 1 ⊗ 𝑇 ∈ ℂ ⊗ 𝔤, since then [𝜑†, 𝜑] = [𝑇, 𝑇] = 0 which implies 𝒱(𝜑) = 0.
Therefore the ﬁrst subproof is complete.
Lastly, the proof that vacH does not contain any two dimensional complex vectorspace is done
by contradiction. Assuming the existence of such a two dimensional vectorspace, pick two linearly
independent vectors: 𝑆 and 𝑇 ; such that they are Hermitian. By the same assumption, the linear
combination 𝜑 = 𝑆 + i𝑇 satisﬁes: 0 = [𝜑†, 𝜑] = [𝑆 − i𝑇, 𝑆 + 𝑇] = [𝑆, 𝑇] − i[𝑇, 𝑆] = 2i[𝑆, 𝑇] ≠ 0, where
the last inequality is true since 𝑆 and 𝑇 are linearly independent elements of 𝔤 (Corollary 1.17).
But this causes a contradiction: 0 = [𝜑†, 𝜑] ≠ 0, so vacH does not contain any two dimensional
vectorspace.
Therefore the proof of the theorem is complete. ∎
The deﬁnition of the moduli space is in the following, together with the theorem that any
chosen ℂ⊗ 𝔤eff ⧵ {0} is a double cover of the moduli space.
Theorem 3.24 (Moduli space and its relation to 𝔤eff , ℳ) Deﬁne the moduli space ℳ as
[8]:
ℳ = vacH/SU(2),
= vacH෹෽𝛬e ∈ 𝜋1(𝔾)จ𝛬e = P
𝜃 ̄𝜃
00(𝛬e), ∂𝜇(𝛬e) = 0, 𝛬e
† = 𝛬e෾ ,
= vacHඵඹ±e−iad(𝛬): ℂ ⊗ 𝔤 → ℂ⊗ 𝔤හ𝛬 ∈ ℝ⊗ 𝔤ය ;
where SU(2) ⊆ 𝜋1(𝔾) is the ordinary Lie group on which 𝔾 is based (Deﬁnition 3.15 and Deﬁni-
tion 3.5).
For any chosen 𝔤eff , ℳ is related to 𝔤eff ⧵ {0}, in such a way that ℂ ⊗ 𝔤eff ⧵ {0} is a double
cover of ℳ:
ℳ ≃ (ℂ⊗ 𝔤eff ⧵ {0})/{− id𝔤eff , id𝔤eff },
= {{−a, a}|a ∈ ℂ ⊗ 𝔤eff} ⧵ {0}.
Hence one could represent ℳ as a subset of ℂ using a mapping like:
(ℂ ⊗ 𝔤eff ) ⧵ {0} → ℳ,
⟨𝜑⟩ ↦ 12 tr𝔤(⟨𝜑⟩ ∘ ⟨𝜑⟩);
which will be used as an approximation in section 4.1.
Proof The theorem is also stated in [8, 9], so there exists a proof, even though it is not
completely proven in those documents.
One can consider the ‘{− id𝔤eff , id𝔤eff }’-part of the proof trivial, one only needs the proof thatfor any chosen 𝔤eff , the following is true:
(vacH ∪ {0})ඵඹe−iad(𝛬): ℂ ⊗ 𝔤 → ℂ⊗ 𝔤හ𝛬 ∈ ℝ⊗ 𝔤ය ≃ ℂ⊗ 𝔤eff ;
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which seems to rely on (Corollary 1.17):
∀𝑎, 𝑏 ∈ 𝔤 ∃𝛬 ∈ 𝔤 ∃𝑧 ∈ ℝ: e−iad(𝛬)ີ(𝑧𝑎) = 𝑏.
The theorem will not be proved here either. ∎
The following describes how the Higgs mechanism is applied, using vacuum expectation value
⟨𝜑⟩ and the substitution of 𝜑 = ⟨𝜑⟩+ (𝜑−⟨𝜑⟩) such that each of these ﬁelds are in Γ(𝑋×ℂ)⊗𝔤eff .
Deﬁnition 3.25 (Vacuum expectation value, ⟨𝜑⟩, 𝔤eff , 𝑇 ) First restrict P𝜃 ̄𝜃00 𝛷 = 𝜑 ∈ (P𝜃
̄𝜃
00 ∘𝜋1)(𝒞) ⊆
Γ(𝑋 × ℂ) ⊗ 𝔤 to the subvectorspace Γ(𝑋 × ℂ) ⊗ 𝔤eff using (or equivalently deﬁne 𝑇 ∈ 𝔤eff ⊆ 𝔤 as
such):
P𝔤⟂eff 𝜑 = 0.
Then use the Higgs mechanism to generate mass by making 𝜑 acquire a non-zero vacuum ex-
pectation value:
⟨𝜑⟩ ∈ ℂ⊗ 𝔤eff ⊆ vacH.
Note that 𝔤eff was chosen as in Theorem 3.23.
Through that Higgs mechanism, the ﬁelds in P𝔤⟂eff (𝒞
aux) are made massive.
Theorem 3.26 (Massive ﬁelds in ℒ aux𝒢 , P𝔤⟂eff (𝒞
aux)) All ﬁelds that have acquired mass in ℒ aux𝒢
(Equation 3.15) by a non-zero Higgs ﬁeld, ⟨𝜑⟩ (Deﬁnition 3.25), are contained in (except for 𝜑,
by the deﬁnition of 𝔤eff in Deﬁnition 3.25):
P𝔤⟂eff (𝒞
aux) ⊆ (Γ(𝕊𝑋) ⊗ 𝔤⟂eff ) × (Γ(T
າ𝑋) ⊗ 𝔤⟂eff ) × (Γ(𝑋 × ℂ) ⊗ 𝔤
⟂
eff );
where P𝔤⟂eff is actually the appropriate diagonal extension, such that applying it to 𝒞
aux makes
sense.
Proof These terms in ℒ aux𝒢 (Equation 3.15):
1
𝑔2cl
tr𝔤ว+D𝜇(𝜑
†) ∘ D𝜇(𝜑)
+ √2?̄?𝛼 ∘ ඳ(id𝕊𝑋)𝛼𝛽ad(Im𝜑) + (−i𝛾5)𝛼𝛽ad(Re𝜑)ප (𝛸𝛽 )ศ,
generate the only mass terms, using 𝜑 = ⟨𝜑⟩ + (𝜑 − ⟨𝜑⟩) ∈ Γ(𝑋 × ℂ) ⊗ 𝔤eff as described in
Deﬁnition 3.25:
1
𝑔2cl
tr𝔤ว−[P𝔤⟂eff 𝐴𝜇 , ⟨𝜑⟩
†] ∘ [P𝔤⟂eff 𝐴
𝜇, ⟨𝜑⟩]
+ √2(P𝔤⟂eff ?̄?
𝛼) ∘ ඳ(id𝕊𝑋)𝛼𝛽ad(Im⟨𝜑⟩) + (−i𝛾5)𝛼𝛽ad(Re⟨𝜑⟩)ප (P𝔤⟂eff 𝛸𝛽 )ศ.
Hence P𝔤⟂eff 𝐴𝜇, P𝔤⟂eff 𝛸: which depends on P𝔤⟂eff 𝜓
s and P𝔤⟂eff 𝜆
s; will be considered massive10. These
ﬁelds are components of P𝔤⟂eff 𝛷 and P𝔤⟂eff 𝑉 .
10Note that the mass term for P𝔤⟂eff 𝜓
s and P𝔤⟂eff 𝜆
s is a bit odd, but reasonable when considering P𝔤⟂eff 𝛸.
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Therefore the proof is complete. ∎
The previous Theorem 3.26, suggests that the eﬀective Lagrangian’s conﬁguration space could
be constructed using Lie algebra 𝔤eff , and using something one could name P𝔤eff (𝒞). The onlypiece that makes the use of P𝔤eff (𝒞) impossible is: P𝔤eff and P𝔤⟂eff need not commute with 𝑉 ’s gauge
transformations (Deﬁnition 3.15), since the Lie algebra 𝔤 is non-Abelian. So instead of describing
𝜋2(P𝔤eff (𝒞)), an equivalent Lagrangian (Conjecture 3.27 and Conjecture 3.30) will be used.
Conjecture 3.27 (N=2 massless supersymmetric Lagrangian, ℒeff , 𝒞eff , (ℱ, (𝔤eff , ad), 𝐺eff ), 𝖭ℱ )
The eﬀective Lagrangian, ℒeff , should still be a N=2 massless Lagrangian (Deﬁnition 3.1).
Hence, by Theorem 3.26 it is natural to say the Lagrangian is described by (ℱ, (𝔤eff , ad), 𝐺eff )
for some appropriate 𝐺eff , and ℱ , since the Lagrangian is meant for only massless ﬁelds (The-
orem 3.48).
The appropriate ℱ may only exist with singularities, so 𝖭ℱ need not be the empty set which it
was for 𝒢 (Deﬁnition 3.1 and Deﬁnition 3.12). From here one actually ﬁnds multiple candidates
of ℱ , each of which is a branch cut of a multivalued function, which can uniquely be described
using analytic continuation of holomorphic functions [10, pp. 305, 308–309] (Theorem 3.48).
These branch cuts are all described at once.
Note that this also introduces 𝒞eff and 𝔾eff as respectively 𝒞 and 𝔾 from respectively Deﬁni-
tion 3.4 and Deﬁnition 3.5.
Proof According to [1, pp. 65–67], the N=2 supersymmetry (Remark 3.3) is an unbroken sym-
metry since 𝒱(𝜑) = 0 is satisﬁed by the used Higgs perturbation through the deﬁnition of vacH
(Deﬁnition 3.22). Hence it is an unbroken symmetry even after the Higgs mechanism has been
used (Deﬁnition 3.25), and this should imply that the Lagrangian without massive ﬁelds, is of
the form Equation 3.2, where the appropriate tuple is used. ∎
In Theorem 3.28, it will be shown that 𝐺eff = U(1), through the breaking of 𝔾 to 𝔾eff .
Theorem 3.28 (Gauge variance of 𝒞eff , 𝐺eff = U(1), 𝔾eff) The Lie group for the description
of the eﬀective Lagrangian is 𝐺eff = U(1): P𝜃 ̄𝜃00 𝔾eff ≃ U(1) [8, 9]. This is because of how 𝜋1(𝔾) is
broken to 𝜋1(𝔾eff ), while 𝜋2(𝔾) is not broken to a more restrictive subgroup than is implied by the
breaking of 𝔤 to 𝔤eff (Theorem 3.48).
The 𝔾 is broken to the transformations satisfying:
∀𝛬 ∈ 𝜋1(𝒞eff ): e−i𝛬: 𝒞eff → 𝒞eff ,
(𝐴, e−2𝑉 ) ↦ (𝐴, e−i𝛬† ∘ e−2𝑉 ∘ e+i𝛬),
(𝐴, e−2𝑉 ) ↦ (𝐴, e−2(𝑉+Im(𝛬))).
In other words deﬁne 𝔾eff ⊆ 𝔾 by:
• Restrict 𝔾 to the set of functions that satisfy: P𝔤eff ∘𝜋1(±e−i𝛬) = 𝜋1(±e−i𝛬) ∘ P𝔤eff , and
P𝔤⟂eff ∘𝜋1(±e
−i𝛬) = 𝜋1(±e−i𝛬) ∘ P𝔤⟂eff .
• Restrict the set of functions further to those that leave ⟨𝜑⟩ invariant: 𝜋1(±e−i𝛬)(⟨𝜑⟩) = +⟨𝜑⟩.
• Lastly deﬁne 𝔾eff as the set of the remaining functions but then restricted to 𝒞eff → 𝒞eff ,
which is trivial to do then.
Where the restriction of 𝔤 to 𝔤eff , as already described in Conjecture 3.27 is implied already.
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Proof From Deﬁnition 3.15, 𝔾 is deﬁned as:
𝔾 = ෽±e
−i𝛬: 𝒞 → 𝒞,
(𝛷, e−2𝑉 ) ↦ (±e−iad(𝛬)ີ(𝛷), e−i𝛬† ∘ e−2𝑉 ∘ e+i𝛬) จ 𝛬 ∈ 𝜋1(𝒞) ⊆ 𝑂
1𝛷
𝑋 ⊗ 𝔤෾.
Now ﬁnd 𝔾eff ⊆ 𝔾, using the properties described in the theorem:
• First consider restrictions on 𝛬 ∈ 𝜋1(𝒞) ⊆ 𝑂1𝛷𝑋 ⊗𝔤, by looking at the gauge transformations
on 𝛷 ∈ 𝜋1(𝒞):
𝛷 ↦ ±e−iad(𝛬)ີ(𝛷). (3.18)
For this mapping to commute with P𝔤eff , it should satisfy (note that 𝑇 spans 𝔤eff (The-orem 3.23 and Deﬁnition 3.25)):
𝑇 ↦ ±e−iad(𝛬)ີ(𝑇) ∝ 𝑇;
which can only be satisﬁed if 𝛬 ∈ 𝜋1(𝒞) ∩ (𝑂1𝛷𝑋 ⊗ 𝔤eff ) = 𝜋1(𝒞eff ), which is a property of 𝔤
(Corollary 1.17).
This restriction is also enough to make Equation 3.18 commute with P𝔤⟂eff , since ∀𝑎 ∈
𝔤: [𝑇, 𝑎] ∈ 𝔤⟂eff is true in 𝔤 (Theorem 1.18).
So 𝔾 has to be restricted to the subset where 𝛬 ∈ 𝜋1(𝒞eff ) ⊆ 𝑂1𝛷𝑋 ⊗ 𝔤eff .
• Secondly, the invariance of ⟨𝜑⟩, this will remove mappings of the form 𝐴 ↦ −eiad(𝛬)ີ(𝐴),
since for any chosen ⟨𝜑⟩ ∈ 𝒞eff :
⟨𝜑⟩ ↦ ±eiad(𝛬)ີ(⟨𝜑⟩),
= ±⟨𝜑⟩,
which is equal to ⟨𝜑⟩ if and only if − id𝜋1(𝒞) ∉ 𝜋1(𝔾eff ).Therefore the proof of 𝜋1(𝔾eff ) is complete.
• Lastly, 𝜋2(𝒞eff ) is only the restriction of 𝜋2(𝒞) as 𝔤eff is to 𝔤. Hence 𝜋2(𝒞eff ) is trivially
proved by the respective assumption in Theorem 3.48.
Therefore the set 𝔾eff is constructed as described in the theorem.
Next the proof that 𝔾eff ≃ U(1) is true. This consists only of proving e−i𝛬† ∘ e−i𝛬 = id𝒞 is true,
and using dimℂ(𝔲(1)) = 1 = dimℂ(𝔤eff ):
(e+i𝛬† ∘ e−i𝛬)(e−2𝑉 ) = e−i𝛬 ∘ (e−i𝛬† ∘ e−2𝑉 ∘ e+i𝛬) ∘ e+i𝛬† ,
= e−i𝛬−i𝛬†−2𝑉+i𝛬+i𝛬† ,
= e−2𝑉 .
Therefore the theorem is completely proved. ∎
Since 𝔤eff is Abelian, one can also simplify the gauge variance of 𝑊 , as well as its deﬁnition
which will be useful in subsection 3.3.2.
Theorem 3.29 (𝑊 and its gauge invariance, 𝑊 ) One can simplify the formula of 𝑊 ∈
𝑂1𝑊𝑋L ⊗ 𝔤eff , which implicitly depends on e−2𝑉 ∈ 𝜋2(𝒞eff ), to:
𝑊𝛼 = −
1
4(D̄?̇? ∘ D̄
?̇? ∘ D𝛼)(𝑉).
Also this 𝑊 is gauge invariant under 𝔾eff .
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Proof Since 𝔤eff is an one dimensional Lie algebra, it is Abelian. Therefore one is certain that
any occurrence of 𝑇 ∘ 𝑇 will imply the existence of the commutator [𝑇, 𝑇], since 𝑊 ∈ 𝑂1𝑊𝑋L ⊗ 𝔤eff .
So without loss of generality one can replace all 𝑇 ∘ 𝑇 by 0 in the formula of 𝑊 (Equation 3.3):
𝑊𝛼 =
1
8(D̄?̇? ∘ D̄
?̇?) ඳe+2𝑉 ∘ D𝛼(e−2𝑉 )ප ,
↦ 18(D̄?̇? ∘ D̄
?̇?) ඳ(id +2𝑉) ∘ D𝛼(id −2𝑉)ප ,
↦ 18(D̄?̇? ∘ D̄
?̇?) ඳid ∘ D𝛼(−2𝑉)ප ,
= −14(D̄?̇? ∘ D̄
?̇? ∘ D𝛼)(𝑉);
which completes the proof of the ﬁrst part of the theorem.
The gauge invariance of 𝑊 is simple, since the Lagrangian is still N=2 massless supersym-
metric, Theorem 3.7 can be used, so under any e−i𝛬 ∈ 𝔾eff (Theorem 3.28):
𝑊𝛼 ↦ e−i𝛬 ∘ 𝑊𝛼 ∘ e+i𝛬,
= e−i𝛬 ∘ e+i𝛬 ∘ 𝑊𝛼 ,
= 𝑊𝛼 .
Hence the theorem is proved. ∎
The remainder of this subsection is about simpliﬁcations, ﬁrst ℒeff is simpliﬁed twice, of
which the latter is involved in notation related to 𝔤eff , and then lastly the simpliﬁcation of the
eﬀective Lagrangian’s prepot.
Conjecture 3.30 (Eﬀective Lagrangian, ℒeff , ℒℱ ) There exists a closed set 𝖭ℱ ⊆ ℂ ⊗ 𝔤eff
and a function ℱ:ℂ ⊗ 𝔤eff ⧵ 𝖭ℱ → ℂ, such that the eﬀective Lagrangian, ℒeff , is equal to ℒℱ
(Equation 3.2), but for the appropriate tuple (ℱ, (𝔤eff , ad), 𝐺eff )11 (Conjecture 3.27) and with (𝒞, 𝔾)
replaced by (𝒞eff , 𝔾eff ):
ℒeff = ℒℱ : 𝒞eff → Γ(𝑋 × ℝ)/ ∼ℒ ,
(𝐴, e−2𝑉 ) ↦ 14𝜋 (Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 tr𝔤 ඳ(𝐴†)າe−2ad(𝑉) ∘ ℱ (1)N1(𝐴)ප
+඘d
2𝜃 12 tr𝔤⊗2 ඳℱ
(2)N1(𝐴) ∘ (𝑊 𝛼 ⊗𝑊𝛼)පศ,
= 14𝜋 (Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 tr𝔤 ඳ𝐴† ∘ ℱ (1)N1(𝐴)ප
+඘d
2𝜃 12 tr𝔤⊗2 ඳℱ
(2)N1(𝐴) ∘ (𝑊 𝛼 ⊗𝑊𝛼)පศ. (3.19)
Note that the prototypical element of 𝒞eff will be taken to be (𝐴, e−2𝑉 ), to distinguish it from
ℒ𝒢 ’s (𝛷, e−2𝑉 ) ∈ 𝒞 . Later, the notation ℒℱ will be used for any candidate ℒeff , which also
includes Lagrangians other than ℒeff .
Proof Note that 𝐴†າe−2ad(𝑉) = 𝐴†, since all vectors of 𝔤eff commute with each other. ∎
The next simpliﬁcation is allowed since 𝔤eff has a dimension of 1.
11Where the inner product on 𝔤eff is the appropriate restriction of 𝔤’s inner product tr𝔤(⋅ ∘ ⋅), as 𝔤eff ⊆ 𝔤 is a subvector-
space.
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Remark 3.31 (Neglecting to mention 𝔤eff) Since 𝔤eff is one dimensional, the following is
true for any vectorspace 𝐽 : 𝐽 is isomorphic to 𝐽 ⊗ 𝔤eff .
Hence lift each linear mapping of the form 𝑓: 𝐽 → 𝐾 implicitly to the mapping 𝑓: 𝐽 ⊗ 𝔤eff →
𝐾⊗ 𝔤eff such that: ∀𝑗 ∈ 𝐽: 𝑓(𝑗 ⊗ 𝑇) = 𝑓(𝑗) ⊗ 𝑇 .
Hence one can write ℒeff (Equation 3.19) as:
ℒeff : 𝒞eff → Γ(𝑋 × ℝ)/ ∼ℒ ,
(𝐴, e−2𝑉 ) ↦ 14𝜋 (Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 𝐴†ℱ (1)N1(𝐴)
+඘d
2𝜃 12ℱ
(2)N1(𝐴)𝑊 𝛼𝑊𝛼ศ. (3.20)
Lastly the eﬀective Lagrangian’s prepot.
Theorem 3.32 (Gauge variance of ℒeff and simpliﬁcation of prepot, 𝖭ℱ ) For each appro-
priate 𝖭ℱ , the respective prepot (Equation 3.1) corresponding with ℒeff can be simpliﬁed to:
prepot = {ℱ:ℂ ⧵ 𝖭ℱ → ℂ|ℱ is holomorphic,
ℱ (2) is nowhere 0}. (3.21)
Proof The deﬁnition of prepot is as in Equation 3.1, with the appropriate replacements of ℒℱ ,
𝒞 and 𝔤:
prepot = {ℱ: (ℂ ⊗ 𝔤) ⧵ 𝖭ℱ → ℂ|ℱ ∈ C∞((ℂ ⊗ 𝔤) ⧵ 𝖭ℱ , ℂ)
(holomorphic per direction and smooth),
∀𝑣,𝑤 ∈ ℂ⊗ 𝐹 ∀𝑎 ∈ ℂ: ∂𝑎𝑣+𝑤(ℱ) = (𝑎∂𝑣 + ∂𝑤)(ℱ),
∀𝛬e ∈ 𝔾eff :ℒℱ ∘ 𝛬e = ℒℱ ,
ℱ (1) is locally invertible everywhere}.
The ﬁrst two restrictions on any ℱ ∈ prepot can be simpliﬁed using the fact that 𝔤eff is one
dimensional, to ‘ℱ is holomorphic’, since being complex diﬀerentiable in each direction of 𝔤eff is
equivalent to being holomorphic [10, p. 38].
The 𝔾eff -related restriction in the deﬁnition of prepot:
∀e−i𝛬 ∈ 𝔾eff :ℒℱ ∘ e−i𝛬 = ℒℱ ;
is trivially true for any holomorphic function ℱ . This is because ℒℱ is gauge invariant by
depending only on 𝐴 and 𝑊 , which are both also gauge invariant, as proven in Theorem 3.28
and Theorem 3.29.
Lastly, the local invertibility of ℱ (1) is equivalent to ℱ (2) being nowhere zero, since [10, p. 165]
states that this is true for each holomorphic function instead of ℱ (1).
Hence the theorem is proved. ∎
Note that ℒeff ’s ℱ will actually not be ﬁxed later, but instead some restricted form of ℱ will
be solved. This form of ℱ is described in subsection 3.3.3. So in Theorem 3.48, only eﬀectively
ℱ (in Equation 3.19) will be ﬁxed such that ℒℱ = ℒeff is the eﬀective theory corresponding to
the microscopic Lagrangian ℒ𝒢 (Equation 3.9) in the way described in Theorem 3.48.
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3.3.2 Moduli Space as Kähler Manifold
In this subsection some groundwork is made to derive ℱ in ℒeff (Equation 3.20) in some sense.
The question of ﬁnding a branch cut ℱ will be transformed to ﬁnding a section 𝑓 ∈ Γ𝒳 . Here 𝒳 is
a ﬁber bundle over a subsetℳ⧵𝖭ℳ of the moduli spaceℳ, which was described in Theorem 3.24,
while 𝖭ℳ is related to 𝖭ℱ in the sense that both depend on the considered branch cut of ℱ and/or
𝑓 . In subsection 3.3.3 the rewritten branch cut of eﬀective Lagrangian ℒℳ𝑓𝑎D , and its conﬁguration
space 𝒞ℳ𝑓𝑎 , are described.
In order to properly deﬁne the restrictions on these spaces, the mathematical concept of a
Kähler manifold is introduced in Deﬁnition 3.33, which is a special kind of manifold with some
structure endowed on, that is called its Kähler form or equivalently some other structure that is
called its Kähler metric.
Then the subset ℳ ⧵ 𝖭ℳ of the moduli space is assumed to be a Kähler manifold (Conjec-
ture 3.37), in other words: the existence of a Kähler metric 𝗀ℳ on ℳ⧵𝖭ℳ is assumed, so 𝗀ℳ is
therefore also a branch cut. This 𝗀ℳ depends on ℱ (2) (Remark 3.40), through the deﬁnition of
ℱ (1) in relation with the (trivialisations of) components of 𝑓 : 𝑓𝑎D = ℱ (1)(𝑓𝑎).Also anotherKähler manifold is introduced, 𝐹 , that is meant to be simpler in later calculations
than ℳ⧵ 𝖭ℳ (Deﬁnition 3.36). This Kähler manifold has a Kähler form 𝜔.
From these Kähler manifolds, the ﬁber bundle 𝒳 is described in Deﬁnition 3.38: its underlying
manifold isℳ⧵𝖭ℳ, and its prototypical ﬁber is 𝐹 . The ﬁber bundle 𝒳 is actually not completely
ﬁxed, but it has a structure group 𝐺𝒳 that is completely described later.
The section 𝑓 ∈ Γ𝒳 is then restricted in several ways (Deﬁnition 3.39). The most important
restriction is such that ℳ⧵𝖭ℳ’s Kähler form is equal to 𝑓 າ(𝜔) for each point in 𝒳 ’s underlying
manifold, which is ℳ⧵ 𝖭ℳ. This implies that 𝑓 preserves ℱ (2) in some sense (Remark 3.40).
Then in Theorem 3.41 the structure group 𝐺𝒳 of ﬁber bundle 𝒳 is deﬁned to keep several
things invariant: in some sense ℳ⧵ 𝖭ℳ’s Kähler form 𝑓 າ(𝜔), and in some other sense a phase-
space-like measure. The explicit forms of the functions in 𝐺𝒳 , are found by gradually restricting
the set of functions: it starts in Theorem 3.41 as aﬃne transformations, then Theorem 3.42 and
Conjecture 3.43 restrict is to the symplectic Lie group of ℳ ⧵ 𝖭ℳ, after which Conjecture 3.44
and Conjecture 3.45 restrict the group such that 𝐺𝒳 is be generated by a countably (in)ﬁnite
number of functions.
That phase-space-like measure is (Deﬁnition 3.35):
𝒟𝐴𝒟𝐴†𝒟(ℱ (1)N1(𝐴))𝒟(ℱ (1)N1(𝐴))†ℬ.
This measure is also invariant under a Legendre transformation, that is given in Deﬁnition 3.34
and is based on the local invertibility given in prepot (Theorem 3.32).
So start with the purely mathematical concept of a Kähler manifold.
Deﬁnition 3.33 (Kähler manifold) A Kähler manifold12, ℳ, of dimension 𝑛 is a smooth
manifold (Deﬁnition 1.1) of dimension 2 ⋅ 𝑛 that also satisﬁes the following:
• Each 𝜑i in each chart of its atlas {(𝑂i, 𝜑i)}i, satisﬁes 𝜑i: 𝑂i → ℂ𝑛.
• In addition there is some more restricted smoothness such that holomorphic sections can
exist13: for all (𝑂i, 𝜑i), (𝑂j, 𝜑j) ∈ {(𝑂i, 𝜑i)}i, the map 𝜑j ∘ 𝜑−1i : 𝜑i(𝑂i ∩ 𝑂j) → 𝜑j(𝑂i ∩ 𝑂j) is a
conformal mapping, in other words: 𝜑j ∘ 𝜑−1i ∈ C∞(𝜑i(𝑂i ∩ 𝑂j), 𝜑j(𝑂i ∩ 𝑂j))14.
12Note that the deﬁnition given here is not the most general deﬁnition of a Kähler manifold, but it is suﬃcient.
13From [10, p. 179]: for any open sets 𝑈, 𝑉 ⊆ ℂ, and any conformal function ℎ:𝑈 → 𝑉 , so ℎ is holomorphic and a
bijection, and any function 𝑓: 𝑉 → ℂ, the following is true: 𝑓 is holomorphic if and only if 𝑓 ∘ ℎ is holomorphic. Also note
that if ℎ:𝑈 → 𝑉 is conformal, then so is ℎ−1: 𝑉 → 𝑈 .
14Where C∞ is used similarly as in Equation 3.1: it is holomorphic in each direction and otherwise smooth.
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• Notationally introduce the complexiﬁed tangent bundle, as Tℳ ⊗ ℂ, where Tℳ is such
that ℳ is considered a smooth manifold of dimension 2 ⋅ 𝑛. Hence using the convention of
𝑧 = 𝑥 + i𝑦 to split real and imaginary parts: Tℳ = spanℝ{∂𝑦𝜇 , ∂𝑥𝜇 |𝜇 ∈ [1, 𝑛] ∩ ℕ}; and using
∂𝑧𝜇 = 12 (∂𝑥𝜇 − i∂𝑦𝜇 ) and ∂𝑧𝜇∗ = 12 (∂𝑥𝜇 + i∂𝑦𝜇 ) [10]: Tℳ⊗ℂ = spanℂ{∂𝑧𝜇 , ∂𝑧𝜇∗ |𝜇 ∈ [1, 𝑛] ∩ ℕ}.
Also deﬁne the so-called complex structure 𝐽 ∈ Hom(Tℳ⊗ℂ,Tℳ⊗ℂ), which satisﬁes for
any 𝜇: 𝐽(∂𝑧𝜇 ) = +i∂𝑧𝜇 and 𝐽(∂𝑧𝜇∗ ) = −i∂𝑧𝜇∗ .
From this deﬁne 𝐸 = spanℂ{∂𝑧𝜇 |𝜇 ∈ [1, 𝑛]∩ℕ} as the holomorphic tangent bundle, which is a
subbundle of Tℳ⊗ℂ. Similarly deﬁne ̄𝐸 = spanℂ{∂𝑧𝜇∗ |𝜇 ∈ [1, 𝑛]∩ℕ} as the anti-holomorphic
tangent bundle.
Also deﬁne the complexiﬁed cotangent bundle as Tາℳ ⊗ ℂ, such that it is spanned by
{d𝑧𝜇 , d𝑧𝜇∗|𝜇 ∈ [1, 𝑛] ∩ ℕ}, where d𝑧𝜇 = d𝑥𝜇 + id𝑦𝜇.
• Introduce the concepts of exterior algebra and diﬀerential forms [2]. Each element of
an exterior algebra, here 𝛬Γ (Tາℳ⊗ℂ) is considered, is isomorphic to a fully antisym-
metric tensor: its product between vectors (Deﬁnition 2.1) is ⋅ ∧ ⋅ ∈ Hom(𝛬Γ (Tາℳ⊗ℂ) ⊗
𝛬Γ (Tາℳ⊗ℂ),𝛬Γ (Tາℳ⊗ℂ)) and satisﬁes 𝑣∧𝑣 = 0 for each 𝑣 ∈ Γ (Tາℳ⊗ℂ) ⊆ 𝛬Γ (Tາℳ⊗ℂ),
and no more restrictions (except for those like the tensor product). Also note that Γ (ℳ × ℂ) ⊆
𝛬Γ (Tາℳ⊗ℂ).
Now extend d: Γ (ℳ × ℂ) → Γ (Tາℳ⊗ℂ) to the ℂ-linear map d: 𝛬Γ (Tາℳ⊗ℂ) → 𝛬Γ (Tາℳ⊗ℂ),
such that: d(d𝜔) = 0, d(𝑓 ⋅ 𝑣) = d𝑓 ∧ 𝑣 + (−1)0𝑓𝑣, and d(𝑣 ∧ 𝜔) = d𝑣 ∧ 𝜔 + (−1)1𝑣 ∧ d𝜔; for any
𝜔 ∈ 𝛬Γ (Tາℳ⊗ℂ), any 𝑣 ∈ Γ (Tາℳ⊗ℂ), and any 𝑓 ∈ Γ (ℳ × ℂ)15.
Note that ⋅∗: ℂ → ℂ is extended to the ℝ-linear map ⋅∗: 𝛬 Γ (Tາℳ⊗ℂ) → 𝛬Γ (Tາℳ⊗ℂ), that
satisﬁes: (𝑣 ∧ 𝑤)∗ = 𝑣∗ ∧ 𝑤∗, (𝜆𝑣)∗ = 𝜆∗ ⋅ 𝑣∗, and (d𝑤)∗ = d(𝑤∗) for any 𝑣,𝑤 ∈ 𝛬Γ (Tາℳ⊗ℂ)
and any 𝜆 ∈ Γ (ℳ × ℂ); hence it is fundamentally diﬀerent from Dirac conjugation (Deﬁn-
ition 2.12).
• Each Kähler manifold is endowed with a so-called Kähler form, 𝜔 ∈ 𝛬Γ (Tາℳ⊗ℂ), such
that it also satisﬁes/is: real 𝜔∗ = 𝜔, nondegenerate (∀𝑣 ∈ Γ (Tາℳ⊗ℂ):𝜔(𝑣,𝑤) = 0) ⇒ 𝑤 = 0,
and is closed d𝜔 = 0 [4, p. 349].
For example for a Kähler manifold of 2 dimensions: 𝜔 = 12 (d𝑧1 ∧ d𝑧2∗ − d𝑧2 ∧ d𝑧1∗).
Using the structure of a Kähler form 𝜔, one can deﬁne the so-called Kähler metric 𝗀ℳ [4,
p. 345]:
𝗀ℳ(𝑣, 𝑤) = 𝜔(𝑣, 𝐽𝑤), 𝜔(𝑣,𝑤) = 𝗀ℳ(𝐽𝑣,𝑤).
Note that such a metric is called Hermitian, even though it is still bilinear, since 𝐸×𝐸 ∋ (𝑣,𝑤) ↦
𝗀ℳ(𝑣,𝑤∗) is actually Hermitian in the sense of complex vectorspaces:
∀𝑣,𝑤 ∈ 𝐸:
𝗀ℳ(𝑣, 𝑤∗)∗ = 𝜔(𝑣, 𝐽(𝑤∗))∗ = 𝜔∗(𝑣∗, 𝐽(𝑤∗)∗),
= +i𝜔(𝑣∗, 𝑤) = −i𝜔(𝑤, 𝑣∗),
= 𝜔(𝑤, 𝐽(𝑣∗)) = 𝗀ℳ(𝑤, 𝑣∗).
Next the Legendre transformation of ℱ , which is ℱD, is deﬁned. This uses the symbol 𝑎D
that is also suggestively used in Deﬁnition 3.35 and Deﬁnition 3.36.
Deﬁnition 3.34 (Legendre transformation, ℱD, 𝑎D, 𝑎) For any candidate ℱ ∈ prepot (The-
orem 3.32), deﬁne its Legendre transformation, ℱD which is also holomorphic, as in [9, p. 13]:
15One could simplify the notation by introducing vectorspaces 𝛬𝑚 Γ (Tູℳ⊗ℂ) for each 𝑚 ∈ [0, 𝑛] ∩ ℤ.
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ℱD(𝑎D) = ℱ(𝑎) − 𝑎𝑎D; where 𝑎, 𝑎D ∈ ℂ ⧵ 𝖭ℱ . Hence:
ℱ (1)(𝑎) = +𝑎D,
ℱD(1)(𝑎D) = −𝑎.
Additionally, since ℱ (1) ∘ ℱD(1) = − idℂ⊗𝔤:
ℱD(2)(𝑎D) = −ℱ (2)−1(𝑎),
= −ඳℱ (2)(𝑎)ප−1;
where the convention for the superscript ⋅−1 will be used later as well.
Proof The existence of ℱD will not be proved here, although [11] notes that it is only used
locally in some sense: it depends on 𝑢 ∈ ℳ (Deﬁnition 3.39). Note that this local existence of
ℱD can alternatively be considered equivalent to the local invertibility of ℱ (1), which is already
true by the deﬁnition of prepot (Theorem 3.32). ∎
Eventually, in Conjecture 3.45, the Legendre transformation is completely done for the ef-
fective Lagrangian, albeit not completely explicitly.
The correlation function 𝒵ℱ (Deﬁnition 2.34) is deﬁned without considering ℱ (1) a variable,
so deﬁne a partial correlation function ℬ such that it relates better to ‘phase-space’ constructed
from Deﬁnition 3.34. This also introduces the phase-space-like measure.
Deﬁnition 3.35 (Partial correlation function, ℬ) Deﬁne a phase-space-like ‘measure’, clas-
sically d𝑎Dd𝑎 instead, corresponding to the Legendre transformation in Deﬁnition 3.34, such that
it is a partial correlation function, which can be used to derive any candidate of eﬀective Lag-
rangian’s correlation function 𝒵ℱ (Deﬁnition 2.34).
The phase-space-like measure can be deﬁned using ℬ, which is not the measure:
ℬ: prepot(1) × 𝜋1(𝒞eff ) → ℂ,
(ℱ (1), 𝐴) ↦ ඘𝒟𝑉 e
i ∫d4𝑥ℒℱ (𝐴,e−2𝑉 ),
= ඘𝒟𝑉 e
i 14𝜋 ∫d
4𝑥 (Ξ ∘ Im)෷∫d2𝜃d2 ̄𝜃 𝐴†ℱ (1)N1(𝐴)+∫d2𝜃 12ℱ (2)N1(𝐴)𝑊 𝛼𝑊𝛼෸,
= ඘𝒟?̃? 𝒟𝑉D exp෷i
1
4𝜋 ඘d
4𝑥(Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 𝐴†ℱ (1)N1(𝐴)
+඘d
2𝜃 12ℱ
(2)N1(𝐴)?̃? 𝛼?̃?𝛼
+඘d
2𝜃d2 ̄𝜃 𝑉D D𝛼(?̃? 𝛼)ศศ;
where the last equality is stated in [9, p. 14], which uses the chiral ﬁeld ?̃? and Lagrangian
multiplier 𝑉D, which is based on the equation of motion: ?̃? = 𝑊 = − 14 (D̄?̇? ∘ D̄?̇? ∘ D𝛼)(𝑉) (The-
orem 3.29)16.
Then the phase-space-like measure is like 𝒟𝐴𝒟𝐴†𝒟(ℱ (1)N1(𝐴))𝒟(ℱ (1)N1(𝐴))†ℬ [9]. This
is such that partial integration of that measure over the space 𝜋1(𝒞eff ), gives the measure
𝒟(ℱ (1)N1(𝐴))𝒟(ℱ (1)N1(𝐴))†𝒵ℱ , from which one can ﬁnd 𝒵ℱ as noted earlier.
16Note that this does usage means that there should be some kind of a bijection between 𝑊 and ?̃? , which is deﬁned
as a chiral superﬁeld in 𝑂1𝑊𝑋L that satisﬁes (Im ∘D𝛼)(?̃?𝛼) = 0 up to classical equations of motion.
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The proper deﬁnitions of 𝒟(ℱ (1)N1(𝐴))𝒟(ℱ (1)N1(𝐴))† will not be given here, instead refer to
[9, pp. 13–15].
First the simple Kähler manifold 𝐹 , together with its Kähler form 𝜔. Note that this Kähler
manifold indirectly implies harsh restrictions on the ﬁber bundle 𝒳 that is going to be construc-
ted.
Deﬁnition 3.36 (Kähler manifold 𝐹 , 𝜔) Deﬁne 𝐹 to be a Kähler manifold that is constructed
from an atlas with only one chart, through one complex vectorspace:
𝐹 = (ℂ ⊗ 𝔤eff ) ⊕ (ℂ ⊗ 𝔤eff ).
By convention, its elements are named ว
𝑎D
𝑎 ศ, with the intent to use them similarly as in Deﬁn-
ition 3.34 except that these are not sections over the spacetime manifold 𝑋. Additionally 𝑎D
and 𝑎 are meant to be treated on equal footing, which will be more clear in Deﬁnition 3.39,
Theorem 3.41, and subsection 3.3.3.
Endow 𝐹 with the structure of a Kähler manifold (Deﬁnition 3.33), its Kähler form [11]:
𝜔 = 12෷d𝑎D ∧ d𝑎
∗ − d𝑎 ∧ d𝑎D∗෸,
= Re෷d𝑎D ∧ d𝑎
∗
෸;
which is can easily be proved to be real and closed (Deﬁnition 3.33).
Now the subset of the moduli space ℳ from (Theorem 3.24) that is made into a Kähler
manifold. This is from a subset because of restrictions on its Kähler metric 𝗀ℳ, which has to be
nowhere zero, which is then also related to the later deﬁned section 𝑓 ∈ Γ𝒳 (Deﬁnition 3.39).
Conjecture 3.37 (Moduli space as Kähler manifold, ℳ⧵ 𝖭ℳ, 𝗀ℳ) Locally ℳ is like ℂ⊗
𝔤eff , since ℂ⊗ 𝔤eff ⧵ {0} is a double cover of ℳ (Theorem 3.24).
Restrict the closed set 𝖭ℳ ⊆ ℳ, such that one can make ℳ ⧵ 𝖭ℳ a Kähler manifold of
dimension 1. Furthermore endow 𝖭ℳ ⊆ ℳ with a Kähler metric 𝗀ℳ, which will be deﬁned later
in Deﬁnition 3.39 using Kähler form 𝑓 າ(𝜔). It will also be related to a term in ℒℱ , which is
deﬁned in Equation 3.20, in Remark 3.40.
Use the following notation for ℳ ⧵ 𝖭ℳ: 𝑢 ∈ ℳ ⧵ 𝖭ℳ as similar to 𝑥 ∈ 𝑋, and d𝑢, d𝑢∗ ∈
Tາ(ℳ ⧵ 𝖭ℳ) ⊗ ℂ as well as ∂𝑢, ∂𝑢∗ ∈ T(ℳ ⧵ 𝖭ℳ) ⊗ ℂ.
Proof One should chose 𝖭ℳ such that the Kähler metric 𝗀ℳ exists. This means among others,
that 𝗀ℳ is nowhere zero (Deﬁnition 3.33).
In addition 𝖭ℳ should keep the dimension of the Kähler manifold ℳ ⧵ 𝖭ℳ the same as the
dimension of ℳ which is 1.
This will not be proved here, but it is implied by [11]. ∎
Hence now the deﬁnition of the ﬁber bundle 𝒳 can be made. The deﬁnition of 𝒳 ’s structure
group 𝐺𝒳 is actually delayed to Theorem 3.41.
Deﬁnition 3.38 (Fiber bundle over ℳ⧵ 𝖭ℳ, 𝒳 , 𝐺𝒳 ) Deﬁne 𝒳 to be a 𝐺𝒳 -bundle (Deﬁni-
tion 1.3) that satisﬁes the following:
• Its underlying manifold is the Kähler manifold from the moduli space ℳ⧵𝖭ℳ as described
in Theorem 3.24 and Conjecture 3.37.
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• Its prototypical ﬁber is 𝐹 , which is also a Kähler manifold as described in Deﬁnition 3.36.
• Its local trivialisation is not completely deﬁned, instead 𝒳 ’s structure group is deﬁned to
be 𝐺𝒳 which is deﬁned here.
Deﬁne the structure group 𝐺𝒳 ⊇ {𝑔: (𝑂i ∩ 𝑂j) × 𝐹 → (𝑂i ∩ 𝑂j) × 𝐹}i,j to be such that, among
other restrictions, its appropriate point-wise lifts keep the phase-space-like measure, as described
using ℬ in Deﬁnition 3.35, invariant [9, p. 14]. This will be more thoroughly described in
Theorem 3.41, and eventually ﬁxed in Conjecture 3.45.
Having deﬁned the ﬁber bundle 𝒳 , one can deﬁne 𝑓 ∈ Γ𝒳 as a (category theoretic) morphism
in the category of Kähler manifolds.
Deﬁnition 3.39 (Morphism between Kähler manifolds, 𝑓) In the following consider 𝐹
and 𝜋−1(𝑢) ⊆ 𝒳 equal, which is abusive since the ﬁber bundle 𝒳 need not be the trivial bundle
(ℳ ⧵ 𝖭ℳ) × 𝐹 .
Deﬁne 𝑓 ∈ Γ𝒳 ⊆ {𝑓:ℳ ⧵ 𝖭ℳ → 𝒳|∀𝑢 ∈ ℳ ⧵ 𝖭ℳ : 𝑓(𝑢) ∈ 𝜋−1(𝑢) = 𝐹} to be a section of 𝒳 that
is also a morphism in the category of Kähler manifolds 𝑓 ∈ Hom(ℳ ⧵ 𝖭ℳ , 𝐹), which means:
• its components are holomorphic and smooth, in the sense all of its trivialisations are,
• its pullback 𝑓 າ ∈ ΓHom(𝛬(Tາ𝐹 ⊗ ℂ), 𝛬(Tາ(ℳ ⧵ 𝖭ℳ) ⊗ ℂ)) maps each ﬁber’s Kähler form,
which is inherited from 𝐹 ’s 𝜔 (Deﬁnition 3.36), to ℳ ⧵ 𝖭ℳ’s Kähler form, which deﬁnes
its Kähler metric 𝗀ℳ (Conjecture 3.37 and Remark 3.40).
Use the notation 𝑓|𝑢 = ว
𝑓𝑎D |𝑢
𝑓𝑎|𝑢 ศ
∈ 𝐹 ≃ 𝜋−1(𝑢) ⊆ 𝒳 to decompose 𝑓 into trivialisation dependent
𝑎D- and 𝑎-components similar to the convention described in Deﬁnition 3.36.
Note that the pullback 𝑓 າ is (partially) deﬁned as follows: it is ℂ-linear, the components can
be split up through 𝑓 າ(d𝑎D) = ∂𝑢(𝑓𝑎D ) ⋅ d𝑢 + ∂𝑢∗ (𝑓𝑎D ) ⋅ d𝑢∗ and similarly for d𝑎, it distributes over
⋅ ∧ ⋅ 𝑓 າ(𝑣 ∧ 𝑤) = 𝑓 າ(𝑣) ∧ 𝑓 າ(𝑤), and it satisﬁes 𝑓 າ(𝑣∗) = 𝑓 າ(𝑣)∗.
Hence now one can properly describe the Kähler form 𝑓 າ(𝜔) of the manifold ℳ ⧵ 𝖭ℳ from
the moduli space, which was noted in Conjecture 3.37.
Remark 3.40 (Kähler metric on moduli space, 𝗀ℳ, ℱ (𝑛), 𝖭ℳ) By holomorphy of 𝑓 (Deﬁn-
ition 3.39), one has 𝑓 າ(d𝑎D) = ∂𝑢(𝑓𝑎D ) ⋅ d𝑢 and similarly for d𝑎.
Extend the deﬁnition of ℱ (1) to sections, such that 𝑓𝑎D |𝑢 = ℱ (1)(𝑓𝑎)|𝑢 = ℱ (1)(𝑓𝑎|𝑢). Similarly
extend each ℱ (𝑛) and ℱD(𝑛) to sections such that point-wise it reduces to the original form:
ℱ (𝑛)(𝑣)|𝑢 = ℱ (𝑛)(𝑣|𝑢). Note that 𝖭ℳ may need to be restricted such that 𝑓𝑎D = ℱ (1)(𝑓𝑎) is globally
deﬁned on ℳ⧵ 𝖭ℳ [10, 11].
Now derive 𝑓 າ(𝜔) using 𝜔 from Deﬁnition 3.36:
𝑓 າ(𝜔) = 12෷∂𝑢(𝑓𝑎D )∂𝑢∗ (𝑓𝑎
∗) − ∂𝑢(𝑓𝑎)∂𝑢∗ (𝑓𝑎D
∗)෸ ⋅ d𝑢 ∧ d𝑢
∗,
= i Im෷∂𝑢(𝑓𝑎D )∂𝑢∗ (𝑓𝑎
∗)෸ ⋅ d𝑢 ∧ d𝑢
∗,
= i(∂𝑢 ∘ ∂𝑢∗ )෷Imඳ𝑓𝑎D ⋅ 𝑓𝑎
∗ප෸ ⋅ d𝑢 ∧ d𝑢
∗.
Locally, one can continue using the chain rule ∂𝑢(𝑓𝑎D ) = ∂𝑢(ℱ (1)(𝑓𝑎)) = ∂𝑢(𝑓𝑎) ⋅ℱ (2)(𝑓𝑎), which usesthe fact that ℱ is holomorphic (Equation 3.21), so:
𝑓 າ(𝜔) = i(∂𝑢 ∘ ∂𝑢∗ )෷Imඳ𝑓𝑎
∗ ⋅ ℱ (1)(𝑓𝑎)ප෸ ⋅ d𝑢 ∧ d𝑢
∗,
= i Im෷ℱ
(2)(𝑓𝑎) ⋅ ∂𝑢(𝑓𝑎)∂𝑢∗ (𝑓𝑎∗)෸ ⋅ d𝑢 ∧ d𝑢
∗.
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Using d𝑢∧ d𝑢∗ = d𝑢⊗d𝑢∗ −d𝑢∗⊗d𝑢, which is also the deﬁnition in [4, pp. 344–345], the following
is proved for 𝗀ℳ [8, 11]:
𝗀ℳ = (∂𝑢 ∘ ∂𝑢∗ )෷Imඳ𝑓𝑎
∗ ⋅ ℱ (1)(𝑓𝑎)ප෸ ⋅ ඳd𝑢 ⊗ d𝑢
∗ + d𝑢∗ ⊗ d𝑢ප,
= Im෷ℱ
(2)(𝑓𝑎) ⋅ ∂𝑢(𝑓𝑎)∂𝑢∗ (𝑓𝑎∗)෸ ⋅ ඳd𝑢 ⊗ d𝑢
∗ + d𝑢∗ ⊗ d𝑢ප.
Note that 𝜔 was chosen such that 𝗀ℳ is constructed through the so-called Kähler potential
Imඳ𝑓𝑎∗ ⋅ ℱ (1)(𝑓𝑎)ප [4], which can be identiﬁed in ℒℱ (Equation 3.20) [8, 11]17.
Deﬁne 𝒳 ’s structure group 𝐺𝒳 as in the following. Note that this actually also depends
on the set of the 𝑓 ∈ Γ𝒳 , and not on the speciﬁc 𝑓 that deﬁnes the eﬀective Lagrangian
(subsection 3.3.3).
Then the remainder of this subsection is about ﬁnding an explicit expression of any function
in 𝐺𝒳 . That will be done in several steps, and ﬁnally ﬁxed in Conjecture 3.45.
Theorem 3.41 (𝒳 ’s structure group, 𝐺𝒳 ) As noted in Deﬁnition 3.38, the structure group
of 𝒳 , 𝐺𝒳 , is the subset of functions M:𝐹 → 𝐹 (Deﬁnition 1.3), such that for each point in the
underlying manifold ℳ⧵ 𝖭ℳ, each of its functions, M, satisﬁes (Theorem 3.48):
1. It maps 𝑓 to M(𝑓), which satisﬁes each restriction in Deﬁnition 3.39. The function M also
has to be invertible (at each point), since 𝐺𝒳 is a group. Similarly 𝐺𝒳 is closed under
function composition.
2. Also compare 𝐹 with ℂ: 𝐹 is equivalent to ℂ2, so each ‘component’ of M has to be an entire
function18.
3. It keeps ℳ ⧵ 𝖭ℳ’s Kähler metric 𝗀ℳ invariant, which is equivalent to invariance of its
Kähler form (Deﬁnition 3.33): 𝑓 າ(𝜔) ↦ M(𝑓)າ(𝜔).
4. Its appropriate lift keeps the phase-space-like measure invariant (Deﬁnition 3.35):
𝒟𝐴𝒟𝐴†𝒟(ℱ (1)N1(𝐴))𝒟(ℱ (1)N1(𝐴))†(ℬ ∘ M) = 𝒟𝐴𝒟𝐴†𝒟(ℱ (1)N1(𝐴))𝒟(ℱ (1)N1(𝐴))†ℬ.
Through item 1 and item 2, one can prove that each of those functions M:𝐹 → 𝐹 is an aﬃne
transformation: there exist 𝛼, 𝛽, 𝛾, 𝛿 ∈ ℂ such that 𝛼𝛿 − 𝛾𝛽 ≠ 0 and 𝑐 ∈ 𝐹 , such that
M(ว
𝑎D
𝑎 ศ) = ว
𝛼 𝛽
𝛾 𝛿ศว
𝑎D
𝑎 ศ + ว
𝑐𝑎D
𝑐𝑎 ศ
. (3.22)
Such a M:𝐹 → 𝐹 is lifted to a constant section over ℳ⧵ 𝖭ℳ: ∂𝑢(M) = 0; such that:
M: Γ𝒳 → Γ𝒳,
𝑓 = ว
𝑓𝑎D
𝑓𝑎 ศ
↦ ว
𝛼 𝛽
𝛾 𝛿ศว
𝑓𝑎D
𝑓𝑎 ศ
+ ว
𝑐𝑎D
𝑐𝑎 ศ
.
Finally also extend M to ℬ’s domain prepot(1)×𝜋1(𝒞eff ): M: prepot(1)×𝜋1(𝒞eff ) → prepot(1)×𝜋1(𝒞eff );
such that eﬀectively the following substitution can be made:
ว
ℱ (1)N1(𝐴)
𝐴 ศ ↦ ว
𝛼 𝛽
𝛾 𝛿ศว
ℱ (1)N1(𝐴)
𝐴 ศ + ว
𝑐𝑎D
𝑐𝑎 ศ
;
and hence also the appropriate ℱ (2)N1 according to ℱ (2)(𝑎) ↦ ∂[𝛼ℱ (1)(𝑎)+𝛽𝑎]∂[𝛾ℱ (1)(𝑎)+𝛿𝑎] =
𝛼ℱ (2)(𝑎)+𝛽
𝛾ℱ (2)(𝑎)+𝛿 .
The restrictions described in item 3 and item 4 are considered in Theorem 3.42 to Conjec-
ture 3.45. Then in Conjecture 3.45 𝐺𝒳 is deﬁned explicitly.
17According to [9, p. 11], this is similar to what is used in the so-called ‘four dimensional sigma-model’.
18An entire function is, in the case of complex analysis, a holomorphic function of the form 𝑔: ℂ → ℂ [10].
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Proof Only Equation 3.22 is provable up to this point, the remainder of Theorem 3.41 is
deﬁnition.
The function M has to be of this form (Equation 3.22), since [10, p. 180] states that any entire
conformal mapping ℂ → ℂ is of the form 𝑧 ↦ 𝑎𝑧 + 𝑏 for some 𝑎, 𝑏 ∈ ℂ where 𝑎 ≠ 0, which has to
be true for each component of M. Hence the proof is complete. ∎
The last proof is what makes 𝐹 indirectly a harsh restriction.
Now one can restrict 𝐺𝒳 from the aﬃne transformations in the previous, to elements of Spℳ.
This is done in two steps, in Theorem 3.42 the matrix in Equation 3.22 is restricted, while
Conjecture 3.43 removes the translations.
Theorem 3.42 (Moduli space’s isometric group, Spℳ, 𝐺𝒳 ) The group of mappings that
keep 𝗀ℳ invariant: M(𝑓)າ(𝜔) = 𝑓 າ(𝜔) (item 3 in Theorem 3.41); is considered here, which will be
deﬁned as Spℳ.
Note that this only restricts the matrix ว
𝛼 𝛽
𝛾 𝛿ศ in 𝐺𝒳 (Equation 3.22), since M(𝑓)
າ(𝜔) is
trivially independent of translations 𝑐 ∈ 𝐹 :
ว
M(𝑓)າ(d𝑎D)
M(𝑓)າ(d𝑎) ศ = ว
𝛼 𝛽
𝛾 𝛿ศว
∂𝑢(𝑓𝑎D )
∂𝑢(𝑓𝑎) ศ
⋅ d𝑢 = ว
𝛼 𝛽
𝛾 𝛿ศว
𝑓 າ(d𝑎D)
𝑓 າ(d𝑎) ศ .
Hence ﬁnd that Spℳ is a symplectic Lie group, that is generated using the following matrices,
for each 𝑏 ∈ ℝ:
S = ว
0 +1
−1 0 ศ , T𝑏 = ว
1 𝑏
0 1ศ .
Proof Only the proof that Spℳ contains the group generated by: S, T𝑏, S−1; will be given. The
proof that that is all of Spℳ is implied by [3, 8, 9, 11].
First consider the expansion of any M(𝑓)າ(𝜔) (Remark 3.40):
M(𝑓)າ(𝜔) = 12෷∂𝑢(𝛼𝑓𝑎D + 𝛽𝑓𝑎)∂𝑢(𝛾𝑓𝑎D + 𝛿𝑓𝑎)
∗ − ∂𝑢(𝛾𝑓𝑎D + 𝛿𝑓𝑎)∂𝑢(𝛼𝑓𝑎D + 𝛽𝑓𝑎)
∗
෸ ⋅ d𝑢 ∧ d𝑢
∗,
= 12෷(𝛼𝛿
∗ − 𝛾𝛽∗)∂𝑢(𝑓𝑎D )∂𝑢∗ (𝑓𝑎
∗) − (𝛼∗𝛿 − 𝛾∗𝛽)∂𝑢(𝑓𝑎)∂𝑢∗ (𝑓𝑎D
∗)
+ 2i Im(𝛼𝛾∗∂𝑢(𝑓𝑎D )∂𝑢∗ (𝑓𝑎D
∗)) + 2i Im(𝛽𝛿∗∂𝑢(𝑓𝑎)∂𝑢∗ (𝑓𝑎∗))ศ ⋅ d𝑢 ∧ d𝑢
∗.
Hence M(𝑓)າ(𝜔) = 𝑓 າ(𝜔) is satisﬁed if the following is true: 𝛼𝛿∗ − 𝛾𝛽∗ = 1, 𝛼𝛾∗ ∈ ℝ, and 𝛽𝛿∗ ∈ ℝ.
Those restrictions are satisﬁed by S, each T𝑏, S−1, and their compositions, since they only have
real components and each has unit determinant. ∎
So the following removes the translations, which is done using ℬ (Deﬁnition 3.35).
Conjecture 3.43 (𝐺𝒳 contains no translations, 𝐺𝒳 ) By item 4 in Theorem 3.41, no trans-
lations in 𝐺𝒳 are allowed, so 𝑐 ∈ 𝐹 in M’s expansion (Equation 3.22) has to be 0:
M(ว
𝑎D
𝑎 ศ) = ว
1 0
0 1ศว
𝑎D
𝑎 ศ + ว
𝑐𝑎D
𝑐𝑎 ศ
,
⎛
⎜
⎜
⎝
ℱ (2)N1(𝐴)
ℱ (1)N1(𝐴)
𝐴
⎞
⎟
⎟
⎠
↦
⎛
⎜
⎜
⎝
ℱ (2)N1(𝐴)
ℱ (1)N1(𝐴)
𝐴
⎞
⎟
⎟
⎠
+
⎛
⎜
⎜
⎝
0
𝑐𝑎D
𝑐𝑎
⎞
⎟
⎟
⎠
.
Hence it is trivial to prove 𝐺𝒳 ⊆ Spℳ using Theorem 3.42.
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Proof First calculate (ℬ ∘ M)(ℱ (1), 𝐴), which should be equal to ℬ (Theorem 3.41) and hence
imply that both 𝑐𝑎D and 𝑐𝑎 should be 0.
The calculation of (ℬ ∘ M)(ℱ (1), 𝐴) is relatively straightforward:
(ℬ ∘ M)(ℱ (1), 𝐴) = ඘𝒟𝑉 exp෷i
1
4𝜋 ඘d
4𝑥(Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 (𝐴 + 𝑐𝑎)†(ℱ (1)N1(𝐴) + 𝑐𝑎D )
+඘d
2𝜃 12ℱ
(2)N1(𝐴)𝑊 𝛼𝑊𝛼ศศ.
Continue the derivation by expanding the factors, identifying ℒℱ (𝐴, e−2𝑉 ), and simplifying terms
using the deﬁnition of ∫d2𝜃d2 ̄𝜃 (Deﬁnition 2.27) and ⋅N1 (Deﬁnition 2.29):
(ℬ ∘ 𝑓)(ℱ (1), 𝐴) = ඘𝒟𝑉 exp෷i඘d
4𝑥ℒℱ (𝐴, e−2𝑉 )
+ i 14𝜋 Im඘d
2𝜃d2 ̄𝜃ว𝑐𝑎
∗𝑐𝑎D + 𝑐𝑎
∗ℱ (1)N1(𝐴) + 𝐴†𝑐𝑎Dศศ,
= ඘𝒟𝑉 exp෷i඘d
4𝑥ℒℱ (𝐴, e−2𝑉 )
+ i 14𝜋 Im඘d
2𝜃d2 ̄𝜃ว𝑐𝑎
∗ℱ (1)N1(𝑎N1(𝑦)) + 𝑎N1(𝑦)†𝑐𝑎Dศศ.
By linear independency of 𝑎 and ℱ (1), and their derivatives (Deﬁnition 2.29 and Deﬁnition 2.30)19,
it is reasonable that equatingℬ∘𝑓 toℬ implies that the respective coeﬃcients, 𝑐𝑎D and 𝑐𝑎, vanishindependently.
Hence the proof is complete. ∎
The previous restrictions prove 𝐺𝒳 ⊆ Spℳ, but this is not enough. This is because each of
the generators of Spℳ should still be restricted under item 4 of Theorem 3.41: the invariance of
the phase-space-like measure. Start with the restriction of the possible T𝑏 (Theorem 3.42).
Conjecture 3.44 (Instanton number, restriction on T𝑏, 𝐺𝒳 ) The set of functions {T𝑏|𝑏 ∈
ℝ}, which is a subset of the generators of Spℳ (Theorem 3.42), has to be restricted to the
countable subset {T𝑏|𝑏 ∈ ℤ} in order to satisfy item 4 (Theorem 3.41).
Note that for each 𝑏 ∈ ℝ, T𝑏 is deﬁned as:
T𝑏 = ว
1 𝑏
0 1ศ .
So using this one ﬁnds 𝐺𝒳 ⊈ {T𝑏|𝑏 ∈ ℝ ⧵ ℤ}. In other words 𝐺𝒳 is a subgroup of a group
generated by {T𝑏|𝑏 ∈ ℤ} and S.
Proof The proof starts with (ℬ ∘ T𝑏)(ℱ (1), 𝐴), which after equating it to ℬ, reduces to the use
of some theorem on a topological quantum number.
Start by deriving what should be ei2𝜋ℤ in (ℬ ∘ T𝑏)(ℱ (1), 𝐴) using ℱ (2)N1(𝐴) ↦ ℱ (2)N1(𝐴) + 𝑏:
(ℬ ∘ T𝑏)(ℱ (1), 𝐴) = ඘𝒟𝑉 exp෷i
1
4𝜋 ඘d
4𝑥(Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 𝐴†(ℱ (1)N1(𝐴) + 𝑏𝐴)
+඘d
2𝜃 12 (ℱ
(2)N1(𝐴) + 𝑏)𝑊 𝛼𝑊𝛼ศศ,
19Also note that the Lagrangian in the any correlation function is not used up to a total derivative ∼ℒ , so the total
derivatives should be included here (Deﬁnition 2.34).
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= ඘𝒟𝑉 exp෷i඘d
4𝑥ℒℱ (𝐴, e−2𝑉 )
+ i 14𝜋 ඘d
4𝑥(Ξ ∘ Im)ว0 + 𝑏඘d
2𝜃 12𝑊
𝛼𝑊𝛼ศศ;
where the second equality uses the function Im, and the fact that 𝑏 ∈ ℝ, so then Im(𝑏𝐴†𝐴) = 0.
Using the expansion of the 𝑊 𝛼𝑊𝛼 (Equation A.5), one ﬁnds what should be equal to a number
in i2𝜋ℤ:
i2ℤ𝜋 ∋ i 14𝜋 ඘d
4𝑥(Ξ ∘ Im)෷𝑏඘d
2𝜃 12𝑊
𝛼𝑊𝛼෸෸,
= i 14𝜋
1
2𝑏඘d
4𝑥 Im෷−2i(𝜆
s𝜎𝜇∂𝜇( ̄𝜆s)) + 𝐷𝐷
− 12(𝐹𝜇𝜈𝐹
𝜇𝜈) + i14𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈𝐹𝜌𝜎)ศ,
= i 1
422𝜋
𝑏඘d
4𝑥𝜀𝜇𝜈𝜌𝜎(𝐹𝜇𝜈𝐹𝜌𝜎),
= i 1
422𝜋
𝑏 ⋅ ෷4
22𝜋 ⋅ −2𝜈𝜋෸,
where 𝜈 ∈ ℤ in the last equality. This last equality is from the deﬁnition of the so-called instanton
number, which is 𝜈 according to [9]. That deﬁnition relies, among others, on 𝔤eff being an one
dimensional Lie algebra and a theorem that is stated in [4, pp. 83–84], and more directly stated
in [9, pp. 15–16].
Hence the proof is complete. ∎
With not removing Spℳ’s generator S (Theorem 3.42), one can ﬁnally ﬁx the explicit functions
in the group 𝐺𝒳 to SL(2, ℤ).
Conjecture 3.45 (No further restrictions on 𝐺𝒳 , duality transformation, 𝐺𝒳 ) The func-
tion S (Theorem 3.42) is also in 𝐺𝒳 , even though ℬ is not invariant under it (Deﬁnition 3.34).
Hence deﬁne 𝐺𝒳 explicitly as the group that is generated from, for any 𝑏 ∈ ℤ20:
S = ว
0 +1
−1 0 ศ , T𝑏 = ว
1 𝑏
0 1ศ ;
which is equivalent to the group SL(2, ℤ), which is the set of matrices with unit determinant and
entries in ℤ according to [8, p. 51].
Proof The proof that S ∈ 𝐺𝒳 relies on the fact that the phase-space-like measure (Deﬁni-
tion 3.35) is invariant under the Legendre transformation that is described in Deﬁnition 3.34 [9,
pp. 13–14].
Start by calculating the Legendre transformation of the measure𝒟𝐴𝒟𝐴†𝒟(ℱ (1)N1(𝐴))𝒟(ℱ (1)N1(𝐴))†ℬ,
which will be abbreviated to 𝜇ℬ, with the use of proofs that will be given later.
𝜇ℬ(ℱ (1), 𝐴) = 𝜇඘𝒟?̃? 𝒟𝑉D exp෷i
1
4𝜋 ඘d
4𝑥(Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃𝐴†ℱ (1)N1(𝐴)
+඘d
2𝜃 12ℱ
(2)N1(𝐴)?̃? 𝛼?̃?𝛼
+඘d
2𝜃d2 ̄𝜃 𝑉D D𝛼(?̃? 𝛼)ศศ (3.23)
20Actually S and T1 are enough to generate the whole of 𝐺𝒳 .
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= 𝜇඘𝒟?̃? 𝒟𝑉D exp෷i
1
4𝜋 ඘d
4𝑥(Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 𝐴†ℱ (1)N1(𝐴)
+඘d
2𝜃 ?̃? 𝛼෷
1
2ℱ
(2)N1(𝐴)?̃?𝛼 +𝑊D𝛼෸ศศ(3.24)
Now apply the Legendre transformation, which keeps 𝜇ℬ invariant:
𝜇ℬ(ℱ (1), 𝐴) = 𝜇඘𝒟𝑉D exp෷i
1
4𝜋 ඘d
4𝑥(Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 (−ℱ (1)N1(𝐴))†𝐴
−඘d
2𝜃 12ℱ
(2)−1N1(𝐴)𝑊D𝛼𝑊D𝛼෸ศศ (3.25)
= 𝜇඘𝒟𝑉 exp෷i
1
4𝜋 ඘d
4𝑥(Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 (−ℱ (1)N1(𝐴))†𝐴
+඘d
2𝜃 12 (−ℱ
(2)−1N1(𝐴))𝑊 𝛼𝑊𝛼෸ศศ (3.26)
Note that the substitution of ℱ (2), by S, is found to be ℱ (2)N1(𝐴) ↦ −ℱ (2)−1N1(𝐴) = ℱD(2)N1(𝐴)
by:
∂ℱ (1)(𝑎)
𝑎 ↦
∂[+𝑎]
∂[−ℱ (1)(𝑎)]
.
This substitution can be identiﬁed in Equation 3.26. Hence the invariance of the phase-space-like
measure under S is proved. Hence the only remaining parts to prove are those that are used in
the rewrites in the number equations.
First note some generally usable way to vary superﬁelds: 𝛿. Deﬁne 𝛿 such that is commutes,
so 𝛿(𝑓𝑔) = 𝛿(𝑓)𝑔+𝑓𝛿(𝑔) and the function deg is extended as deg(𝛿(𝑓)) = deg(𝑓) (Deﬁnition 2.1), and
always the variation of constants is 0, so 𝛿(𝜃𝛼) = 0. Furthermore use ∼ here to identify a classical
equation of motion. Such an equation of motion can then be used as substitution in ℬ. Note
that using this implies the following sequence of implications for chiral ﬁelds in 𝑂1𝛷𝑋 , by linear
independence of 𝛿(𝐵0), 𝛿(𝜃𝐵1), and 𝛿(𝐵2):
0 ∼ ඘d
2𝜃 𝛿(𝐵)෷𝐶෸,
= ඘d
2𝜃 𝛿(𝐵0 + 𝜃𝐵1 + (𝜃𝜃)𝐵2)N1(𝑦)෷𝐶0 + 𝜃𝐶1 + (𝜃𝜃)𝐶2෸
N1(𝑦),
∼ℒ ඘d
2𝜃 𝛿(𝐵0 + 𝜃𝐵1 + (𝜃𝜃)𝐵2)෷𝐶0 + 𝜃𝐶1 + (𝜃𝜃)𝐶2෸,
= (𝜃𝜃)𝛿(𝐵0)𝐶2 + 𝛿(𝜃𝐵1)(𝜃𝐶1) + (𝜃𝜃)𝛿(𝐵2)𝐶0,
⇒ 0 ∼ 𝐶0, 𝐶1, 𝐶2,
⇒ 0 ∼ 𝐶.
Similar constructions are also true for all variations on chiral ﬁelds, like those of 𝑂1𝑊𝑋L .
In [9], the proof of Equation 3.23, which is also stated in Deﬁnition 3.35, is implied. This
makes use of Lagrangian multiplier 𝑉D, like 𝑉 , and chiral ﬁeld ?̃? (like 𝑊 as in Theorem 3.11).
The following derivations imply Equation 3.24, and Equation 3.23 after a variation to 𝑉D:
඘d
2𝜃d2 ̄𝜃 𝑉D D𝛼(?̃? 𝛼) ∼ℒ −(−1)deg(𝑉D)඘d
2𝜃d2 ̄𝜃 D𝛼(𝑉D)?̃? 𝛼 ,
∼ℒ +
1
4 ඘d
2𝜃 (D̄?̇? ∘ D̄?̇?)(D𝛼(𝑉D)?̃? 𝛼),
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= +14 ඘d
2𝜃 (D̄?̇? ∘ D̄?̇? ∘ D𝛼)(𝑉D)?̃? 𝛼 ,
= −඘d
2𝜃𝑊D𝛼?̃? 𝛼 ,
= ඘d
2𝜃 (?̃? 𝑊D).
Where the following deﬁnitions have been used or introduced: 𝑊 = − 14 (D̄?̇? ∘ D̄?̇? ∘ D𝛼)(𝑉), and
𝑊D = − 14 (D̄?̇? ∘ D̄
?̇? ∘ D𝛼)(𝑉D).
Varying terms of Equation 3.24 to only ?̃?𝛼s, leads to the following:
0 ∼ 𝛿඘d
2𝜃 12ℱ
(2)N1(𝐴)?̃? 𝛼?̃?𝛼 + 𝛿඘d
2𝜃 ?̃? 𝛼𝑊D𝛼
= ඘d
2𝜃 𝛿(?̃? 𝛼) ඳℱ (2)N1(𝐴)?̃?𝛼 +𝑊D𝛼ප
which implies ?̃?𝛼 ∼ −ℱ (2)−1N1(𝐴)𝑊D𝛼, that has been used in Equation 3.25.
In Equation 3.26 only a dummy variable substitution is done: 𝑉D ↦ 𝑉 , and hence also
𝑊D ↦ 𝑊 ; which is trivial. ∎
3.3.3 Eﬀective Lagrangian described using Moduli Space through 𝑓
Now one can rewrite each branch cut of the eﬀective Lagrangian and its conﬁguration space
(𝒞eff ,ℒℱ ) (Equation 3.20), to the pair (𝒞ℳ𝑓𝑎 ,ℒ
ℳ
𝑓𝑎D
) which depends on the section 𝑓 ∈ Γ𝒳 .
The conﬁguration space will be suﬃciently adapted for the rewritten Lagrangian in Deﬁni-
tion 3.46 to 𝒞ℳ𝑓𝑎 . Then the eﬀective Lagrangian will be rewritten in Theorem 3.47 to ℒ
ℳ
𝑓𝑎D
, which
is based on 𝑓𝑎D = ℱ (1)(𝑓𝑎) (Remark 3.40), and application of the chain rule.One can summarise the relation between: the conﬁguration spaces, eﬀective Lagrangians,
and the section 𝑓 ∈ Γ𝒳 ; using the following commutative diagram:
.
. .ℳ⧵ 𝖭ℳ .
. .Γ𝒳 .
. .𝒞ℳ𝑓𝑎 .
.𝒞eff . .Γ(𝑋 × ℝ)/ ∼ℒ
. .𝑋 .
𝜋
𝜋𝒞eff
ℒℳ𝑓𝑎D
𝜋
ℒℱ
𝜋
𝜋
.
In this diagram each 𝜋 represents a diﬀerent map from the respective ﬁber bundle to its underlying
manifold.
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Start with the rewrite of the conﬁguration space 𝒞eff , where 𝑓𝑎 is used to replace the ﬁeld
𝑎 = P𝜃 ̄𝜃00(𝐴) ∈ Γ(𝑋 × (ℂ ⊗ 𝔤eff ⧵ 𝖭
ℱ )) (Conjecture 3.30) with 𝗎 ∈ Γ(𝑋 × (ℳ ⧵ 𝖭ℳ)).
Deﬁnition 3.46 (Eﬀective conﬁguration space through 𝑓 , 𝒞ℳ𝑓𝑎 , 𝗎) For each 𝑓𝑎 (Deﬁni-
tion 3.39), deﬁne 𝒞ℳ𝑓𝑎 as the following set:
𝒞ℳ𝑓𝑎 = ෽(𝐴, e
−2𝑉 , 𝗎) ∈ 𝜋1(𝒞eff ) × 𝜋2(𝒞eff ) × Γ(𝑋 × (ℳ ⧵ 𝖭ℳ))จP
𝜃 ̄𝜃
00(𝐴)|𝑥 = 𝑓𝑎(𝗎|𝑥)෾ ;
where notationally, (𝐴𝗎, e−2𝑉 ) ∈ 𝒞ℳ𝑓𝑎 will be used instead such that the notation is more similar
to that of (𝐴, e−2𝑉 ) ∈ 𝒞 . Locally, the dimension of 𝒞ℳ𝑓𝑎 does not seem to have changed for ﬁxed
𝑓𝑎, since the only exchange of freedom is 𝑎 ∈ Γ(𝑋× (ℂ⊗𝔤eff ⧵𝖭ℱ )) in 𝒞eff by 𝗎 ∈ Γ(𝑋× (ℳ⧵𝖭ℳ))
in 𝒞ℳ𝑓𝑎 , while dim(ℂ ⊗ 𝔤eff ⧵ 𝖭
ℱ ) = 1 and dim(ℳ ⧵ 𝖭ℳ) = 1 (Conjecture 3.37).
Note that there is a function, 𝜋𝒞eff , from 𝒞
ℳ
𝑓𝑎 to 𝒞eff , which just forgets the 𝑢-component:
(𝐴𝗎, e−2𝑉 ) ↦ (𝐴, e−2𝑉 ). This function actually maps to a subset of 𝒞eff .
Also note that classical equations of motion could be made for 𝗎, instead of the equation
of motion for 𝑎 = P𝜃 ̄𝜃00(𝐴). Quantum mechanically, this means that 𝗎 should be used instead
of 𝑎 in correlation functions. The respective measure 𝒟𝐴 should therefore also be replaced by
an appropriate 𝒟𝐴𝗎. Similarly there should be some kind of a function, 𝑓𝑎າ, that appropriately
transforms the measure 𝒟𝗎 such that the following substitution is appropriate: 𝒟𝑎 ↦ 𝒟(𝑓𝑎(𝗎)) =
𝑓𝑎າ(𝒟𝗎).
Finally any candidate eﬀective Lagrangian, ℒℱ , can be rewritten by replacing all necessary
derivatives of ℱ , actually ℱ (𝑛)(𝑎) for 𝑛 ∈ {1, 2, 3, 4}, by quotients of sums of factors of derivatives
of 𝑓 . This is based on 𝑓𝑎D = ℱ (1)(𝑓𝑎) as also used in Remark 3.40.
Theorem 3.47 (Eﬀective Lagrangian through 𝑓 , ℒℳ𝑓𝑎D ) For each 𝑓𝑎D (Deﬁnition 3.39), deﬁne
the Lagrangian ℒℳ𝑓𝑎D , using notation described in Equation 3.20, as:
ℒℳ𝑓𝑎D : 𝒞
ℳ
𝑓𝑎 → Γ(𝑋 × ℝ)/ ∼ℒ ,
(𝐴𝗎, e−2𝑉 ) ↦
1
4𝜋 (Ξ ∘ Im)෷඘d
2𝜃d2 ̄𝜃 𝐴†ℱ (1)N1(𝐴)
+඘d
2𝜃 12ℱ
(2)N1(𝐴)𝑊 𝛼𝑊𝛼ศ.
In this equation, ℱ (𝑛)N1(𝐴) is deﬁned using the ordinary expansion (Deﬁnition 2.29):
ℱ (𝑛)N1(𝐴) = ℱ (𝑛)(𝑓𝑎) + (𝐴 − 𝑓𝑎(𝗎)) ⋅ ℱ (𝑛+1)(𝑓𝑎(𝗎)) +
1
2(𝐴 − 𝑓𝑎(𝗎))
2 ⋅ ℱ (𝑛+2)(𝑓𝑎(𝗎));
where the following equations have to be used for ℱ (𝑛)(𝑎):
P𝜃 ̄𝜃00(𝐴) = 𝑓𝑎(𝗎),
ℱ (1)(𝑓𝑎(𝗎)) = 𝑓𝑎D (𝗎),
ℱ (2)(𝑓𝑎(𝗎)) =
∂1𝑢(𝑓𝑎D )(𝗎)
∂1𝑢(𝑓𝑎)(𝗎)
,
ℱ (3)(𝑓𝑎(𝗎)) =
∂2𝑢(𝑓𝑎D )(𝗎) − ℱ
(2)(𝑓𝑎(𝗎)) ⋅ ∂2𝑢(𝑓𝑎)(𝗎)
∂1𝑢(𝑓𝑎)(𝗎)2
,
ℱ (4)(𝑓𝑎(𝗎)) =
∂3𝑢(𝑓𝑎D )(𝗎) − ℱ
(3)(𝑓𝑎(𝗎)) ⋅ 3∂1𝑢(𝑓𝑎)(𝗎)∂2𝑢(𝑓𝑎)(𝗎) − ℱ (2)(𝑓𝑎(𝗎)) ⋅ ∂3𝑢(𝑓𝑎)(𝗎)
∂1𝑢(𝑓𝑎)(𝗎)3
.
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Those equations are proved using 𝑓𝑎D = ℱ (1)(𝑓𝑎), as in Remark 3.40, and 𝑓𝑎(𝗎)|𝑥 = 𝑓𝑎|𝗎|𝑥 .
Proof Using 𝑓𝑎D |𝑢 = ℱ (1)(𝑓𝑎|𝑢) ∈ ℂ ⊗ 𝔤eff and the chain rule: ∂𝑢(ℱ (𝑛)(𝑓)) = ℱ (𝑛+1)(𝑓) ⋅ ∂𝑢(𝑓); one
can ﬁnd ℱ (𝑛) as a function of 𝑓 and its derivatives. So the following is true point-wise for each
𝑢 ∈ ℳ ⧵ 𝖭ℳ:
𝑓𝑎D = ℱ
(1)(𝑓𝑎),
ℱ (1)(𝑓𝑎) = 𝑓𝑎D ;
∂1𝑢(𝑓𝑎D ) = ℱ
(2)(𝑓𝑎) ⋅ ∂1𝑢(𝑓𝑎),
ℱ (2)(𝑓𝑎) =
∂1𝑢(𝑓𝑎D )
∂1𝑢(𝑓𝑎)
;
∂2𝑢(𝑓𝑎D ) = ℱ
(3)(𝑓𝑎) ⋅ ∂1𝑢(𝑓𝑎)2 + ℱ (2)(𝑓𝑎) ⋅ ∂2𝑢(𝑓𝑎),
ℱ (3)(𝑓𝑎) =
∂2𝑢(𝑓𝑎D ) − ℱ
(2)(𝑓𝑎) ⋅ ∂2𝑢(𝑓𝑎)
∂1𝑢(𝑓𝑎)2
;
∂3𝑢(𝑓𝑎D ) = ℱ
(4)(𝑓𝑎) ⋅ ∂1𝑢(𝑓𝑎)3 + ℱ (3)(𝑓𝑎) ⋅ 3∂1𝑢(𝑓𝑎)∂2𝑢(𝑓𝑎) + ℱ (2)(𝑓𝑎) ⋅ ∂3𝑢(𝑓𝑎),
ℱ (4)(𝑓𝑎) =
∂3𝑢(𝑓𝑎D ) − ℱ
(3)(𝑓𝑎) ⋅ 3∂1𝑢(𝑓𝑎)∂2𝑢(𝑓𝑎) − ℱ (2)(𝑓𝑎) ⋅ ∂3𝑢(𝑓𝑎)
∂1𝑢(𝑓𝑎)3
.
Hence the ﬁrst four derivatives of ℱ are proved to be as in the theorem. ∎
So ﬁnding the appropriate 𝑓 ∈ Γ𝒳 is enough for the eﬀective Lagrangian to be found.
3.4 Seiberg–Witten Theorem
With the rewritten form of the eﬀective Lagrangianℒℳ𝑓𝑎D described in subsection 3.3.3, the largestpart in the proof of the Seiberg–Witten theorem is done.
This section only contains the so-called Seiberg–Witten theorem (Theorem 3.48), which de-
scribes the assumptions that have been, and will be, made in order to obtain 𝑓 ∈ Γ𝒳 such that
the Lagrangian ℒℳ𝑓𝑎D is the sought low energy eﬀective Lagrangian, which is also given.
Note that the given proof of Theorem 3.48 contains an overview of how the chapters combine
with the assumptions. Hence it also refers to the coming chapters.
So now the Seiberg–Witten theorem.
Theorem 3.48 (Seiberg–Witten theorem) The low energy eﬀective Lagrangian ℒeff corres-
ponding with the microscopic Lagrangian ℒ𝒢 (Deﬁnition 3.12 and Corollary 3.14) that is derived
using:
1. Apply Higgs perturbation in the Higgs ﬁeld 𝜑 = P𝜃 ̄𝜃00(𝛷) (Remark 3.10), such that the Higgs
potential satisﬁes 𝒱(𝜑) = 0 (Corollary 3.19), and the eﬀective Lagrangian describes only
massless ﬁelds, such that it is still a N=2 massless supersymmetric Lagrangian (Deﬁni-
tion 3.1). Also the breaking of the gauge transformations for e−2𝑉 should be as in The-
orem 3.28.
2. The ﬁber bundle 𝒳 , and 𝑓 ∈ Γ𝒳 are used (Deﬁnition 3.38, Deﬁnition 3.39, and The-
orem 3.41).
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3. Restrict 𝑓 further such that Im(ℱ (2)(𝑓𝑎)|𝑢) > 0.
4. Further restrict 𝑓 , such that all of its possible branch cuts can be found using analytic
continuation.
5. For each branch cut 𝑓 ∈ Γ𝒳 , the underlying manifold of 𝒳 , ℳ ⧵ 𝖭ℳ, can be completely
described using a chart that is a subset of ℂ ⧵ {−1, +1}. In the remainder the diﬀerence
between ℂ ⧵ {−1, +1}, the chart, and the manifold ℳ⧵ 𝖭ℳ will be neglected.
6. The asymptotic behaviour of 𝑓𝑎 near the singularity/branch point ∞, is 𝑓|𝑢 ≃ √2𝑢.
7. The singularity/branch point 𝑢0 = +1 ∉ ℂ ⧵ {−1, +1}, is such that lim𝑢→𝑢0 𝑓𝑎D |𝑢 = 0.
8. There is an equality between the microscopic Lagrangian’s correlation function 𝒵𝒢 = 𝒵𝒢 ,
and the eﬀective Lagrangian’s 𝒵eff = 𝒵ℱ 21.
is described using the pair (𝒞ℳ𝑓𝑎 ,ℒ
ℳ
𝑓𝑎D
) (Deﬁnition 3.46 and Theorem 3.47), where any branch
cut 𝑓 ∈ Γ𝒳 is such that any corresponding trivialisation 𝑓 = ว
𝑓𝑎D
𝑓𝑎 ศ
is described up to 𝐺𝒳
(Theorem 3.41), as:
𝑓𝑎D |𝑢 =
√2
𝜋 ඘
𝑢
+1ซ
𝑥− 𝑢
𝑥2 − 1
d𝑥, 𝑓𝑎|𝑢 =
√2
𝜋 ඘
+1
−1 ซ
𝑥− 𝑢
𝑥2 − 1
d𝑥;
where both 𝑥 ↦ ෋ 𝑥−𝑢𝑥2−1 should be the same branch cut, and: have to be smooth on a path
connecting the integration boundaries, and 𝖭ℳ has to be such that 𝑓|𝑢 is a holomorphic function
of 𝑢 ∈ ℳ ⧵ 𝖭ℳ.
Proof Since this document is meant to prove this theorem, the role of the individual chapters
in the proof will be described instead.
In section 3.1, the general form of a N=2 massless supersymmetric Lagrangian is described
(item 1). Then in section 3.2, the microscopic Lagrangian ℒℱ is deﬁned and simpliﬁed. In
Remark 3.21, the jargon related to Higgs perturbation is introduced.
From there, subsection 3.3.1 contains the Higgs perturbation as described in item 1. The re-
strictions from item 1 are used in: Deﬁnition 3.25, which forces 𝒱(𝜑) = 0, in Conjecture 3.27 where
it causes the eﬀective Lagrangian to be N=2 massless supersymmetric, and in Theorem 3.28,
which neglects 𝑉 ’s gauge transformations. The main result is then the restriction of the form
of the eﬀective Lagrangian (Conjecture 3.30), which still has a degree of freedom: which is the
function ℱ (1); that has to be ﬁxed further.
In subsection 3.3.2, item 2 is used to imply the validity of: Deﬁnition 3.36, which describes
the prototypical ﬁber 𝐹 in addition to its Kähler form 𝜔, Deﬁnition 3.39, which also relies on
item 4 to restrict 𝑓 except for item 3, and Theorem 3.41, for 𝒳 ’s structure group 𝐺𝒳 and ℳ⧵𝖭ℳ
as a Kähler manifold. The main result in subsection 3.3.2, is the deﬁnition of the section 𝑓 ∈ Γ𝒳 ,
which is used in subsection 3.3.3.
Using the deﬁnition of 𝑓 ∈ Γ𝒳 from subsection 3.3.2, the restricted form of the eﬀective
Lagrangian from subsection 3.3.1 will be rewritten such that the degree of freedom ℱ (1) is replaced
by 𝑓 ∈ Γ𝒳 . This is done in subsection 3.3.3. The main result is the deﬁnition of ℒℳ𝑓𝑎D inTheorem 3.47, which is directly referred to by this theorem.
The following describes the coming chapters, in which 𝑓 is found as expected.
21The equality is actually only in a reasonable way, since they are neither completely calculated nor completely deﬁned.
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In chapter 4, perturbation theoretic restrictions on 𝑓 are found. These restrictions describe
the asymptotic behaviour of 𝑓 near singularities, so they are based on item 5. The considered
singularities of 𝑓 are respectively 𝑢 ≈ ∞ and 𝑢 ≈ 𝑢 = +1 ∉ ℂ ⧵ {−1, +1}22.
The ﬁrst section in chapter 4, section 4.1, considers the asymptotic behaviour of 𝑓 near
𝑢 ≈ ∞, using a supersymmetric extension of the so-called chiral symmetry 𝛸 ↦ e+𝛾5i𝛼𝛸 [3]
(Deﬁnition 4.3). The following restriction are used: item 6 to ﬁx 𝑓𝑎|𝑢 ≃ √2𝑢 in Theorem 4.1,
which also deforms the chart describing ℳ⧵ 𝖭ℳ, item 8 to ﬁnd the action of that extension of
chiral symmetry on the eﬀective Lagrangian in Conjecture 4.9, which also depends on the gauge
transformations of the eﬀective Lagrangian (subsection 3.3.1), and item 4 is used in Theorem 4.11
in order to ﬁx the asymptotic behaviour of 𝑓 from a diﬀerential equation. The main result of
this section is given in Theorem 4.11: the asymptotic behaviour of 𝑓 for 𝑢 ≈ ∞.
In the second section in chapter 4, section 4.2, the asymptotic behaviour of 𝑓 near 𝑢 = +1 is
considered. This is done using the known beta function of the so-called superQED. The following
restriction from this theorem are used: item 7 in Theorem 4.13, to ﬁx 𝑓𝑎D ≃ 𝑐0 ⋅ (𝑢 − 𝑢0) and
thereby ﬁxing the chart of ℳ⧵ 𝖭ℳ further, then item 4 is used in Theorem 4.16 in order to ﬁx
the asymptotic behaviour of 𝑓 from a diﬀerential equation that is found from previously referred
beta function. The main result from this section is Theorem 4.16 which describes the previously
noted asymptotic behaviour of 𝑓 .
The last chapter, chapter 5, contains three sections, and is based on a mathematical con-
struction called period mapping.
In section 5.1, two dimensional lattices in ℂ are described and related to any ∂𝑢(𝑓)|𝑢, hence
implications of item 2 (subsection 3.3.2) are used throughout. This is used to force the restriction
of Im(ℱ (2)(𝑓𝑎)|𝑢) > 0 (item 3) in Theorem 5.3, in addition of being deﬁned up to 𝐺𝒳 . The main
result is the invertibility of the lattice mapping: 𝐿−1: ℂ෹෷∂𝑢(𝑓)|𝑢 ⋅ ℤ + ∂𝑢(𝑓)|𝑢 ⋅ ℤ෸ ↦ 𝐺𝒳 (∂𝑢(𝑓)|𝑢)
(Theorem 5.3).
Then in section 5.2, a smooth manifold is deﬁned from a cubic curve: 𝑦2 = (𝑥−1)(𝑥+1)(𝑥−𝑢),
where 𝑥, 𝑦 ∈ ℂ except that 𝑦 has to be non-zero. The following restrictions are used: by item 5,
the cubic curve (Deﬁnition 5.6) is such that 𝑦2 always has three distinct zeros including 𝑢, and
section 5.1 is used in Theorem 5.8 to ﬁnd (∂𝑢(𝑓𝑎D )|𝑢, ∂𝑢(𝑓𝑎)|𝑢) (up to 𝐺𝒳 ) from two complex contour
integrals (∫𝛾𝑎D
𝑔𝑢
𝑦 d𝑥, ∫𝛾𝑎
𝑔𝑢
𝑦 d𝑥) over closed paths23, and lastly item 4 is used to ﬁnd the restriction on
∂𝑢(𝑓) (up to the expected transformations) in Theorem 5.9. The main result is then Theorem 5.9,
describing ∂𝑢(𝑓) except for the remaining freedom 𝑔𝑢 ∈ ℂ ⧵ {0}.
Lastly section 5.3 combines the results from chapter 4 and section 5.2 together to ﬁx 𝑓 as
expected. The main result is Conjecture 5.10, which also depends on item 4.
Hence the proof is complete. ∎
22The asymptotic behaviour near 𝑢 ≈ −1 ∉ ℂ ⧵ {−1, +1} will not be considered, but can be derived from the others.
23This is called period mapping.
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As described in section 3.4, here the asymptotic behaviour of 𝑓 ∈ Γ𝒳 near two singularities is
derived. In section 4.1 this is done for the singularity at 𝑢 ≈ ∞, and the asymptotic 𝑓 is then
ﬁxed in Theorem 4.11. Then in section 4.2 the singularity at 𝑢 ≈ 𝑢0 = +1 is considered, while the
respective behaviour of 𝑓 is then described in Theorem 4.16.
For each of the asymptotic behaviours for 𝑓 at ∞ and 𝑢0 = +1, the diﬀerent branch cuts of
𝑓 near the respective singularity are related to each other with so-called monodromy matrices,
which is an element of 𝐺𝒳 : the reason of this is described in Corollary 4.12. The monodromy
matrices are found in Corollary 4.12, and Corollary 4.17 for respectively ∞, and 𝑢0 = +1. The
singularity at 𝑢 ≈ −1 can then be characterised from the others, this is done in Theorem 4.18,
which also includes the deﬁnition of the subgroup of 𝐺𝒳 that is generated by the monodromy
matrices.
4.1 Asymptotic Behaviour of 𝑓 near inﬁnity
In this section, the asymptotic behaviour of 𝑓 ∈ Γ𝒳 near 𝑢 ≈ ∞ will be considered.
The asymptotic 𝑓𝑎 can be chosen such that 𝑓𝑎|𝑢 ≃ √2𝑢, which will be proven in Theorem 4.1
and is part of Theorem 3.48. Hence then only the asymptotic 𝑓𝑎D remains, which will be ﬁxedin Theorem 4.11.
In order for 𝑓𝑎D to be ﬁxed, several steps will be taken. First a family of groups, U(1)⋅, willbe deﬁned that keep the microscopic Lagrangian ℒ𝒢 invariant (Theorem 4.2).
Then a group in U(1)⋅, called R-symmetry U(1)ℛ, will be deﬁned in Deﬁnition 4.3 such that
it is an extension of the ordinary chiral symmetry 𝛸 ↦ e+𝛾5i𝛼𝛸 (Theorem 3.20). After this,
the group U(1)ℛ will be made spacetime dependent, or better, the sections in Γ(𝑋 × U(1)ℛ) will
be considered, and their action on the microscopic correlation function 𝒵𝒢 will be considered
(Conjecture 4.6).
The group U(1)ℛ will then be adapted to be applied to the eﬀective theory: ℒℱ , 𝒞eff , etcetera;
in Theorem 4.7. After that, the action of sections in Γ(𝑋 × U(1)ℛ) on the eﬀective correlation
function 𝒵eff will be considered in Conjecture 4.8.
Equating both correlation functions 𝒵𝒢 = 𝒵eff (Theorem 3.48), and after Γ(𝑋 × U(1)ℛ), will
then imply the action of Γ(𝑋 × U(1)ℛ) on the eﬀective Lagrangian ℒℱ in two diﬀerent ways
(Conjecture 4.9). From there the action of Γ(𝑋 × U(1)ℛ) on ℒℱ , will be transformed into a
diﬀerential equation: ℱ (3)(𝑎) = 2 1𝜋 i𝑎 (Theorem 4.10); relating 𝑓𝑎D to 𝑓𝑎 asymptotically for 𝑢 ≈ ∞.Hence the remaining component of 𝑓 , 𝑓𝑎D , can then be found up to some integration constants
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in Theorem 4.11.
This is then followed by Corollary 4.12, in which the respectivemonodromy matrix is derived.
First the relatively simple asymptotic behaviour of 𝑓𝑎.
Theorem 4.1 (Second component of the section 𝑓 ∈ Γ𝒳 near inﬁnity, 𝑓𝑎) One can de-
form the chart of ℳ ⧵ 𝖭ℳ (Theorem 3.48), such that asymptotically for 𝑢 ≈ ∞ one can choose
𝑓𝑎 to satisfy:
𝑓𝑎|𝑢 ≃ √2𝑢;
where an appropriate branch cut for the square root should be chosen.
Proof Since the singularities that exist for all branch cuts, {−1, +1} ∈ ℂ, are all bounded above
in norm by 2 ∈ ℝ: |−1| , |+1| < 2; one can asymptotically deform the chart of ℳ⧵ 𝖭ℳ such that
it is looks like ℳ as described in Theorem 3.24.
In Theorem 3.24 the proof is given that ℂ⊗ 𝔤eff ⧵ {0} is a double cover of ℳ. Hence asymp-
totically 𝑓𝑎 as a multivalued function should be a double cover of suﬃciently large elements of
ℳ (or ℂ ⧵ {−1, +1}).
This is satisﬁed by the asymptotic 𝑓𝑎 that had to be shown: for each chosen branch cut of
√2𝑢, there is another branch cut that is in terms of the previous one equal to −√2𝑢.
Hence the proof is complete. ∎
Now start with the ﬁrst step in ﬁnding 𝑓𝑎D , which is ﬁxed in Theorem 4.11. This is thedeﬁnition of a family of groups U(1)⋅ that keeps the microscopic Lagrangian invariant, which is
based on the notation of Theorem 3.2.
Theorem 4.2 (Family of Abelian groups, U(1)⋅, ei𝛼U(1)⋅) Fix any pair of numbers in ℤ: chrgU(1)⋅ (𝜃)
and chrgU(1)⋅ ( ̃𝜃); for the remainder. These numbers ﬁx the group in the family U(1)⋅.
For any 𝛼 ∈ ℝ, one can lift the following mapping:
ei𝛼U(1)⋅ : (𝜃,
̃𝜃) ↦ (e+chrgU(1)⋅ (𝜃)i𝛼𝜃, e+chrgU(1)⋅ ( ̃𝜃)i𝛼 ̃𝜃); (4.1)
to mappings of: the microscopic Lagrangian ℒ𝒢 , each ﬁeld in the microscopic conﬁguration
space 𝒞 , the respective superﬁeld 𝑊 , and the Berezin integrals like ∫d2𝜃 , etcetera (section 3.1
and section 3.2); such that ℒ𝒢 ↦ ℒ𝒢 in the notation of Theorem 3.2, with 𝒢N2(𝛹) = 12𝜏cl tr𝔤(𝛹∘𝛹)
as proven in Theorem 3.13.
Deﬁne the considered group in U(1)⋅ as the set of the ei𝛼U(1)⋅ , described in Equation 4.1:
{ei𝛼U(1)⋅ |𝛼 ∈ ℝ}.
Deﬁne the U(1)⋅-charge of a ﬁeld, which is not a function although the notation chrgU(1)⋅ : 𝐵 ↦
chrgU(1)⋅ (𝐵) is used nevertheless, as the value of chrgU(1)⋅ (𝐵) in 𝐵 ↦ e
+chrgU(1)⋅ (𝐵)i𝛼𝐵 under the chosen
respective mapping Equation 4.1.
The mapping ei𝛼U(1)⋅ is naturally extended, such that the following properties are true:
ei𝛼U(1)⋅ (𝐵 + 𝐶) = e
i𝛼
U(1)⋅ (𝐵) + e
i𝛼
U(1)⋅ (𝐶), ඳchrgU(1)⋅ (𝐵 + 𝐶) = 𝑎 ⇒ chrgU(1)⋅ (𝐵) = 𝑎 = chrgU(1)⋅ (𝐶)ප,
ei𝛼U(1)⋅ (𝐵𝐶) = e
i𝛼
U(1)⋅ (𝐵) ⋅ e
i𝛼
U(1)⋅ (𝐶), chrgU(1)⋅ (𝐵𝐶) = chrgU(1)⋅ (𝐵) + chrgU(1)⋅ (𝐶),
ei𝛼U(1)⋅ (𝐵
†) = e−i𝛼U(1)⋅ (𝐵)
†, chrgU(1)⋅ (?̄?) = − chrgU(1)⋅ (𝜓);
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and similarly for 𝜃:
chrgU(1)⋅ ( ̄𝜃) = − chrgU(1)⋅ (𝜃),
ei𝛼U(1)⋅ (ð𝛼(𝐵)) = e
−chrgU(1)⋅ (𝜃)i𝛼 ð𝛼(ei𝛼U(1)⋅ (𝐵)),
ei𝛼U(1)⋅ (ð̄𝛼(𝐵)) = e
−chrgU(1)⋅ ( ̄𝜃)i𝛼 ð̄𝛼(ei𝛼U(1)⋅ (𝐵));
which is also for ̃𝜃, instead of 𝜃, and the integral, instead of ð.
The lift is described as follows, using the notation as in Remark 3.10:
chrgU(1)⋅ (ℒ𝒢 (𝛷, e
−2𝑉 )) = 0,
chrgU(1)⋅ (𝛹) = chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃), chrgU(1)⋅ (𝑊) = chrgU(1)⋅ (𝜃),
chrgU(1)⋅ (𝛷) = chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃), chrgU(1)⋅ (e
−2𝑉 ) = 0,
chrgU(1)⋅ (𝜑) = chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃), chrgU(1)⋅ (𝐴𝜇) = 0,
chrgU(1)⋅ (𝜓) = chrgU(1)⋅ ( ̃𝜃), chrgU(1)⋅ (𝜆) = chrgU(1)⋅ (𝜃),
chrgU(1)⋅ (𝐹) = chrgU(1)⋅ ( ̃𝜃) − chrgU(1)⋅ (𝜃), chrgU(1)⋅ (𝐷) = 0;
and using the notation as in Theorem 3.20:
𝛸 ↦ exp(12 ෷+(chrgU(1)⋅ (
̃𝜃) − chrgU(1)⋅ (𝜃)) id𝕊𝑋 −(chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃))𝛾
5
෸ i𝛼)𝛸,
?̄? ↦ ?̄? exp(12 ෷−(chrgU(1)⋅ (
̃𝜃) − chrgU(1)⋅ (𝜃)) id𝕊𝑋 −(chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃))𝛾
5
෸ i𝛼).
Proof First the derivation of the charge of 𝛹 , which comes from Theorem 3.2: 0 = chrgU(1)⋅ (ℒ𝒢 (𝛷, e−2𝑉 )) =
chrgU(1)⋅ (∫d
2𝜃d2 ̃𝜃 𝛹𝛹) = 2 chrgU(1)⋅ ( ̄𝜃
̄̃𝜃𝛹) = 2 ⋅ (chrgU(1)⋅ (𝜃 ̃𝜃) + chrgU(1)⋅ (𝛹)). Hence chrgU(1)⋅ (𝛹) =
chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃) is proved.
The charge of e−2𝑉 is simple to derive, since e−2𝑉 † = e−2𝑉 . Hence chrgU(1)⋅ (e−2𝑉 ) = − chrgU(1)⋅ (e−2𝑉 ) =
0 is proved.
The charge of 𝑊 can be derived even without the charge of e−2𝑉 , using Equation 3.3:
chrgU(1)⋅ (𝑊) = chrgU(1)⋅ ((ð̄?̇? ∘ ð̄
?̇?) ඳ(e−2𝑉 )−1 ∘ ð𝛼(e−2𝑉 )ප) = chrgU(1)⋅ (𝜃𝜃 ̄𝜃) + (1 − 1) chrgU(1)⋅ (e
−2𝑉 ). Hence
chrgU(1)⋅ (𝑊) = chrgU(1)⋅ (𝜃) is proved.Now one can derive the charge of 𝛷 through the expansion of 𝛹 (Theorem 3.2):
chrgU(1)⋅ (𝛹) = chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃),
= chrgU(1)⋅ (𝛷),
= chrgU(1)⋅ ( ̃𝜃𝑊),
= chrgU(1)⋅ ( ̃𝜃 ̃𝜃𝜃𝜃𝛷
†e−2𝑉 ).
Hence chrgU(1)⋅ (𝛷) = chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃) is proved. Also note that the charges of 𝑊 and
e−2𝑉 are compatible with the expansion: chrgU(1)⋅ ( ̃𝜃𝑊) = chrgU(1)⋅ ( ̃𝜃𝜃), chrgU(1)⋅ ( ̃𝜃 ̃𝜃𝜃𝜃𝛷†e−2𝑉 ) =
2 chrgU(1)⋅ ( ̃𝜃𝜃) − chrgU(1)⋅ (𝛷) + 0 = chrgU(1)⋅ ( ̃𝜃𝜃).Now step further down in the expansions, using the notation in WZ-gauge, as in Remark 3.10:
chrgU(1)⋅ (𝛷) = chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃),
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= chrgU(1)⋅ (𝜑) = chrgU(1)⋅ (𝜃𝜓) = chrgU(1)⋅ (𝜃𝜃𝐹),
chrgU(1)⋅ (𝑊) = chrgU(1)⋅ (𝜃),
= chrgU(1)⋅ (𝜆) = chrgU(1)⋅ (𝜃𝐷),
= chrgU(1)⋅ (𝜃𝐹𝜇𝜈) = chrgU(1)⋅ (𝜃𝜃 ̄𝜆),
chrgU(1)⋅ (e
−2𝑉 ) = 0,
= chrgU(1)⋅ (𝐴𝜇) = chrgU(1)⋅ ( ̄𝜃𝜆) = chrgU(1)⋅ (𝐷).
Hence the following is implied:
chrgU(1)⋅ (𝜑) = chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃),
chrgU(1)⋅ (𝜓) = chrgU(1)⋅ ( ̃𝜃),
chrgU(1)⋅ (𝐹) = chrgU(1)⋅ ( ̃𝜃) − chrgU(1)⋅ (𝜃),
chrgU(1)⋅ (𝐴𝜇) = 0,
chrgU(1)⋅ (𝜆) = chrgU(1)⋅ (𝜃),
chrgU(1)⋅ (𝐷) = 0;
which completes the proof for these ﬁelds.
Now only the maps for 𝛸 and ?̄?, as described in Theorem 3.20, need to be derived:
𝛸 = ว
𝜓 s
̄𝜆sศ
𝛸 ↦ exp(ว
chrgU(1)⋅ (𝜓) 0
0 chrgU(1)⋅ ( ̄𝜆)ศ
i𝛼)𝛸,
= exp(෷chrgU(1)⋅ (𝜓) P𝕊L𝑋 +chrgU(1)⋅ ( ̄𝜆) P𝕊R𝑋෸ i𝛼)𝛸,
= exp(12 ෷chrgU(1)⋅ (
̃𝜃)(id𝕊𝑋 −𝛾5) − chrgU(1)⋅ (𝜃)(id𝕊𝑋 +𝛾
5)෸ i𝛼)𝛸,
= exp(12 ෷(chrgU(1)⋅ (
̃𝜃) − chrgU(1)⋅ (𝜃)) id𝕊𝑋 −(chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃))𝛾
5
෸ i𝛼)𝛸,
?̄? = ඳ𝜆s ?̄? sප ,
?̄? ↦ ?̄? exp(ว
chrgU(1)⋅ (𝜆) 0
0 chrgU(1)⋅ (?̄?)ศ
i𝛼),
= exp(12 ෷chrgU(1)⋅ (𝜃)(id𝕊𝑋 −𝛾
5) − chrgU(1)⋅ ( ̃𝜃)(id𝕊𝑋 +𝛾
5)෸ i𝛼)𝛸,
= ?̄? exp(12 ෷−(chrgU(1)⋅ (
̃𝜃) − chrgU(1)⋅ (𝜃)) id𝕊𝑋 −(chrgU(1)⋅ ( ̃𝜃) + chrgU(1)⋅ (𝜃))𝛾
5
෸ i𝛼).
Hence the proof of the theorem is complete. ∎
Now the speciﬁc group U(1)ℛ in the family U(1)⋅ is deﬁned. For this chrgU(1)ℛ ( ̃𝜃) and chrgU(1)ℛ (𝜃)
are chosen such that the group U(1)ℛ restricts to the ordinary chiral symmetry 𝛸 ↦ e+𝛾
5i𝛼𝛸.
Note that it still keeps the microscopic Lagrangian invariant, since it is part of U(1)⋅.
Deﬁnition 4.3 (Extension of chiral symmetry, R-symmetry, U(1)ℛ) Deﬁne U(1)ℛ as the
group in U(1)⋅ (Theorem 4.2) such that chrgU(1)ℛ ( ̃𝜃) = −1 = chrgU(1)ℛ (𝜃), and name it R-symmetry.
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Therefore, the mappings ei𝛼U(1)ℛ ∈ U(1)ℛ are described by:
chrgU(1)ℛ (ℒ𝒢 ) = 0,
chrgU(1)ℛ (𝛹) = −2, chrgU(1)ℛ (𝑊) = −1,
chrgU(1)ℛ (𝛷) = −2, chrgU(1)ℛ (e
−2𝑉 ) = 0,
chrgU(1)ℛ (𝜑) = −2, chrgU(1)ℛ (𝐴𝜇) = 0,
chrgU(1)ℛ (𝜓) = −1, chrgU(1)ℛ (𝜆) = −1,
chrgU(1)ℛ (𝐹) = 0, chrgU(1)ℛ (𝐷) = 0,
𝛸 ↦ e+𝛾5i𝛼𝛸, ?̄? ↦ ?̄?e+𝛾5i𝛼 .
Hence U(1)ℛ is a supersymmetric extension of the ordinary chiral symmetry: 𝛸 ↦ e+𝛾
5i𝛼𝛸 as in
[3, p. 51]; with the addition of chrgU(1)ℛ (𝜑) = −2.
For completion one can also extend the so-called vector symmetry: 𝛸 ↦ e+i𝛼𝛸 as from [3,
p. 51]; is a similar way.
Remark 4.4 (Extension of vector symmetry) Choosing chrgU(1)⋅ (𝜃) = − chrgU(1)⋅ ( ̃𝜃) = −1,gives:
chrgU(1)⋅ (ℒ𝒢 ) = 0,
chrgU(1)⋅ (𝛹) = 0, chrgU(1)⋅ (𝑊) = −1,
chrgU(1)⋅ (𝛷) = 0, chrgU(1)⋅ (e
−2𝑉 ) = 0,
chrgU(1)⋅ (𝜑) = 0, chrgU(1)⋅ (𝐴𝜇) = 0,
chrgU(1)⋅ (𝜓) = +1, chrgU(1)⋅ (𝜆) = −1,
chrgU(1)⋅ (𝐹) = +2, chrgU(1)⋅ (𝐷) = 0,
𝛸 ↦ e+i𝛼𝛸, ?̄? ↦ ?̄?e−i𝛼;
which describes a supersymmetric extension of the ordinary vector symmetry: 𝛸 ↦ e+i𝛼𝛸 as in
[3, p. 51]; with the addition of chrgU(1)⋅ (𝐹) = +2, although that 𝐹 is a so-called auxiliary ﬁeld(Theorem 3.18).
Now consider the action of any ei𝛼U(1)ℛ ∈ Γ(𝑋 × U(1)ℛ) on the microscopic Lagrangian ℒ𝒢 or
ℒ aux𝒢 , and hence ﬁnd the corresponding Noether current 𝑗5. This will be used in the proof of
Conjecture 4.9.
Theorem 4.5 (Noether current, 𝑗5) The Noether current corresponding with U(1)ℛ for ℒ aux𝒢
can be found through the action of ei𝛼U(1)ℛ ∈ Γ(𝑋 × U(1)ℛ), so 𝛼 depends on spacetime, on the
microscopic Lagrangian ℒ aux𝒢 (Equation 3.12) [3]:
ℒ aux𝒢 (𝛸,𝐴, 𝜑) ↦ ℒ
aux
𝒢 (e
+𝛾5i𝛼𝛸,𝐴, e−2i𝛼𝜑),
∼ℒ ℒ aux𝒢 (𝛸,𝐴, 𝜑) + 𝒪(𝛼
2) + 𝒪(∂𝜇(𝛼)∂𝜇(𝛼)) + 𝛼∂𝜇(𝑗5
𝜇);
where the Noether current, 𝑗5, is deﬁned as:
𝑗5𝜇 = 1
𝑔2cl
tr𝔤෷4 Imඳ𝜑
† ∘ D𝜇(𝜑)ප − ?̄? ∘ 𝛾𝜇𝛾5𝛸෸,
= 1
𝑔2cl
tr𝔤෷4 Imඳ𝜑
† ∘ D𝜇(𝜑)ප + ?̄? s ∘ ?̄?𝜇𝜓 s − 𝜆s ∘ 𝜎𝜇 ̄𝜆s෸.
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Proof The proof is straightforward starting from Equation 3.15 and Deﬁnition 4.3:
ℒ aux𝒢 (𝛸,𝐴, 𝜑) ↦ ℒ
aux
𝒢 (e
+𝛾5i𝛼𝛸,𝐴, e−2i𝛼𝜑),
= 1
𝑔2cl
tr𝔤෷−
1
4𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈 + 𝑔2cl
𝜃cl
64𝜋2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 + D𝜇(e+2i𝛼𝜑†) ∘ D𝜇(e−2i𝛼𝜑)
− i?̄?e+𝛾5i𝛼 ∘ 𝛾𝜇 D𝜇(e+𝛾
5i𝛼𝛸𝛽 )
− i√2?̄?e+𝛾5i𝛼 ∘ ෷−P𝕊L𝑋 e
+2i𝛼ad(𝜑†) + P𝕊R𝑋 e
−2i𝛼ad(𝜑)෸ (e
+𝛾5i𝛼𝛸)
− 12[𝜑
†, 𝜑] ∘ [𝜑†, 𝜑]ศ,
= ℒ aux𝒢 (𝛸,𝐴, 𝜑) + 𝒪(𝛼
2)
+ 1
𝑔2cl
tr𝔤ว+4∂𝜇(𝛼)∂
𝜇(𝛼)𝜑† ∘ 𝜑 + 2i∂𝜇(𝛼)𝜑† ∘ D𝜇(𝜑) − 2i∂𝜇(𝛼) D𝜇(𝜑†) ∘ 𝜑
+ ∂𝜇(𝛼)?̄? ∘ e+𝛾
5i𝛼𝛾𝜇e+𝛾5i𝛼𝛾5𝛸𝛽ศ, (4.2)
∼ℒ ℒ aux𝒢 (𝛸,𝐴, 𝜑) + 𝒪(𝛼
2) + 𝒪(∂𝜇(𝛼)∂𝜇(𝛼))
+ 1
𝑔2cl
tr𝔤ว−2i𝛼∂𝜇(𝜑
† ∘ D𝜇(𝜑)) + 2i𝛼∂𝜇(D𝜇(𝜑†) ∘ 𝜑) − 𝛼∂𝜇(?̄? ∘ 𝛾𝜇𝛾5𝛸)ศ,
= ℒ aux𝒢 (𝛸,𝐴, 𝜑) + 𝒪(𝛼
2) + 𝒪(∂𝜇(𝛼)∂𝜇(𝛼))
+ 𝛼∂𝜇๖
1
𝑔2cl
tr𝔤ว−2i𝜑
† ∘ D𝜇(𝜑) + 2iD𝜇(𝜑†) ∘ 𝜑 − ?̄? ∘ 𝛾𝜇𝛾5𝛸ศ๗
.
The following equality has been used in Equation 4.2:
−i√2?̄?e+𝛾5i𝛼 ∘ ෷
−P𝕊L𝑋 e
+2i𝛼ad(𝜑†)
+ P𝕊R𝑋 e
−2i𝛼ad(𝜑)ศ(e
+𝛾5i𝛼𝛸) = −i√2?̄? ∘ ว
e−i𝛼 0
0 e+i𝛼ศว
−e+2i𝛼ad(𝜑†) 0
0 +e−2i𝛼ad(𝜑)ศ
ว
e−i𝛼 0
0 e+i𝛼ศ𝛸,
= −i√2?̄? ∘ ว
−e(+2−1−1)i𝛼ad(𝜑†) 0
0 +e(−2+1+1)i𝛼ad(𝜑)ศ𝛸,
= −i√2?̄? ∘ ෷−P𝕊L𝑋 ad(𝜑
†) + P𝕊R𝑋 ad(𝜑)෸ (𝛸).
Similarly also the following has been used in Equation 4.2:
−i?̄? ∘ (e+𝛾5i𝛼𝛾𝜇e+𝛾5i𝛼 − 1)D𝜇(𝛸𝛽 ) = −i?̄? ∘ (i𝛼)(𝛾5𝛾𝜇 + 𝛾𝜇𝛾5) D𝜇(𝛸𝛽 ) + 𝒪(𝛼2),
= 0 + 𝒪(𝛼2);
since 𝛾5𝛾𝜇 + 𝛾𝜇𝛾5 = 0 by [3, p. 50].
Hence using the following deﬁnition of 𝑗5:
𝑗5𝜇 = 1
𝑔2cl
tr𝔤෷4 Imඳ𝜑
† ∘ D𝜇(𝜑)ප − ?̄? ∘ 𝛾𝜇𝛾5𝛸෸;
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the theorem is proved. ∎
The next step is to consider the action of any Γ(𝑋 × U(1)ℛ) on the microscopic Lagrangian’s
correlation function 𝒵𝒢 . This is directly related to the ordinary chiral anomaly as known in [3,
12].
Conjecture 4.6 (Action of Γ(𝑋 × U(1)ℛ) on 𝒵𝒢 ) The microscopic correlation function 𝒵𝒢
(Deﬁnition 2.34) is mapped to the following under any ei𝛼U(1)ℛ ∈ Γ(𝑋 × U(1)ℛ):
ei𝛼U(1)ℛ (𝒵𝒢 ) = ඘e
i𝛼
U(1)ℛ (𝒟𝛷𝒟𝛷
†𝒟𝑉)ei ∫d
4𝑥ei𝛼U(1)ℛ (ℒ𝒢 (𝛷,e
−2𝑉 )),
= ඘𝒟𝛷𝒟𝛷
†𝒟𝑉 exp෷i඘d
4𝑥෷e
i𝛼
U(1)ℛ (ℒ𝒢 (𝛷, e
−2𝑉 )) + 𝛼2 tr𝔤(
1
(4𝜋)2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)෸෸.
The proof of this uses the similarity between U(1)ℛ and the ordinary chiral symmetry: 𝛸 ↦
e+𝛾5i𝛼𝛸; which generates the chiral anomaly as derived in [3, pp. 664–667].
Proof For the microscopic Lagrangian ℒ𝒢 , the quantum measure 𝒟𝛷𝒟𝛷†𝒟𝑉 is not invariant
under ei𝛼U(1)ℛ ∈ Γ(𝑋 × U(1)ℛ), but causes the chiral anomaly in a similar way as described in
[3, pp. 664–667]. This is based on the commutativity of the gauge covariant derivatives D𝜇 =
∂𝜇 − i ⋅ ad(𝐴𝜇), and hence on 𝔤, which is non-Abelian. An extra factor of 2 is added, since here
the expansion is done up to Weyl spinors and not up to Dirac spinors, as is done in [3].
This implies the additional term is as given, completing the proof. ∎
Since any ei𝛼U(1)ℛ ∈ U(1)ℛ commutes with nearly everything, it is reasonable to be able to
restrict U(1)ℛ to the eﬀective theory without any complicated transformation from its deﬁnition
in Deﬁnition 4.3.
Theorem 4.7 (R-symmetry restricts to the eﬀective theory, U(1)ℛ) Since the group U(1)ℛ
(Deﬁnition 4.3) is Abelian and based on multiplications with complex numbers of unit norm, it is
natural that the restriction to the eﬀective Lagrangian’s conﬁguration space 𝒞eff (Conjecture 3.27)
is exactly the same.
Hence the mappings ei𝛼U(1)ℛ ∈ U(1)ℛ are then described by:
chrgU(1)ℛ (𝛹) = −2, chrgU(1)ℛ (𝑊) = −1,
chrgU(1)ℛ (𝐴) = −2, chrgU(1)ℛ (𝑉) = 0,
chrgU(1)ℛ (𝑎) = −2, chrgU(1)ℛ (𝐴𝜇) = 0,
chrgU(1)ℛ (𝜓) = −1, chrgU(1)ℛ (𝜆) = −1,
chrgU(1)ℛ (𝐹) = 0, chrgU(1)ℛ (𝐷) = 0,
𝛸 ↦ e+𝛾5i𝛼𝛸, ?̄? ↦ ?̄?e+𝛾5i𝛼 .
Note that ℒeff is not stated here, instead ei𝛼U(1)ℛ (ℒeff (𝐴, e
−2𝑉 )) is derived from ei𝛼U(1)ℛ (𝒵𝒢 ) =
ei𝛼U(1)ℛ (𝒵eff ) (Theorem 3.48).
Proof The proof is rather trivial, since P𝔤eff and P𝔤⟂eff (Theorem 3.26 and Theorem 3.28) both
commute with any scalar multiplication, like e𝑞i𝛼 for any 𝑞 ∈ ℤ. ∎
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By the previous, it is possible to consider the action of Γ(𝑋 × U(1)ℛ) on the eﬀective Lag-
rangian’s correlation function 𝒵eff , similar to Conjecture 4.6.
Conjecture 4.8 (Action of Γ(𝑋 × U(1)ℛ) on 𝒵eff) The eﬀective correlation function 𝒵eff is
transformed under any ei𝛼U(1)ℛ ∈ Γ(𝑋 × U(1)ℛ) as:
ei𝛼U(1)ℛ (𝒵eff ) = ඘𝒟𝐴𝒟𝐴
†𝒟𝑉 exp෷i඘d
4𝑥ei𝛼U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 ))෸.
In other words: the quantum measure 𝒟𝐴𝒟𝐴†𝒟𝑉 is invariant under any ei𝛼U(1)ℛ .
Proof Contrary to 𝒵𝒢 (Conjecture 4.6) 𝒵eff has no chiral anomaly, since the covariant deriv-
ative in the eﬀective theory is independent of 𝐴𝜇: D𝜇 = ∂𝜇 − i ⋅ ad(𝐴𝜇) = ∂𝜇 since 𝔤eff is Abelian
(Theorem 3.28); so the quantum measure is invariant using the derivation of [3, pp. 664–667]:
ei𝛼U(1)ℛ (𝒵eff ) = ඘e
i𝛼
U(1)ℛ (𝒟𝐴𝒟𝐴
†𝒟𝑉) exp෷i඘d
4𝑥ei𝛼U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 ))෸,
= ඘𝒟𝐴𝒟𝐴
†𝒟𝑉 exp෷i඘d
4𝑥ei𝛼U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 ))෸.
Hence the proof is complete. ∎
From ei𝛼U(1)ℛ (𝒵𝒢 ) = e
i𝛼
U(1)ℛ (𝒵eff ) (Theorem 3.48), one can ﬁnd an expression for e
i𝛼
U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 )).
Conjecture 4.9 (Action of ei𝛼U(1)ℛ ∈ Γ(𝑋 × U(1)ℛ) on eﬀective Lagrangian ℒℱ ) Choose any
ei𝛼U(1)ℛ ∈ Γ(𝑋 × U(1)ℛ), and ﬁx it for the remainder.
Using ei𝛼U(1)ℛ (𝒵𝒢 ) = e
i𝛼
U(1)ℛ (𝒵eff ), one ﬁnds the (partial) action of e
i𝛼
U(1)ℛ on ℒℱ (𝐴, e
−2𝑉 ):
ei𝛼U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 )) = ℒℱ (𝐴, e−2𝑉 ) + 𝛼2 tr𝔤ඳ
1
(4𝜋)2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎ප
+ 𝛼𝑓(𝐴, e−2𝑉 ) + 𝒪(𝛼2) + 𝒪(∂𝜇(𝛼)∂𝜇(𝛼));
where 𝑓 is some function that is independent of 𝐹𝜇𝜈 ∘𝐹𝜌𝜎 (for any indices 𝜇, 𝜈, 𝜌, 𝜎), which depends
on 𝑉 .
Proof Similar to ℒeff being eﬀective such that 𝒵𝒢 = 𝒵eff , the following is also reasonable
ei𝛼U(1)ℛ (𝒵𝒢 ) = e
i𝛼
U(1)ℛ (𝒵eff ) (Theorem 3.48):
ei𝛼U(1)ℛ (𝒵𝒢 ) = ඘e
i𝛼
U(1)ℛ (𝒟𝛷𝒟𝛷
†𝒟𝑉) exp෷i඘d
4𝑥ei𝛼U(1)ℛ (ℒ𝒢 (𝛷, e
−2𝑉 ))෸,
= ඘𝒟𝛷𝒟𝛷
†𝒟𝑉 exp෷i඘d
4𝑥෷ℒ𝒢 (𝛷, e
−2𝑉 ) + 𝛼∂𝜇(𝑗5
𝜇)
+ 𝛼2 tr𝔤෷
1
(4𝜋)2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎෸
+ 𝒪(𝛼2) + 𝒪(∂𝜇(𝛼)∂𝜇(𝛼))ศศ,
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= ඘P𝔤eff (𝒟𝛷𝒟𝛷
†𝒟𝑉) exp෷i඘d
4𝑥෷ℒℱ (P𝔤eff (𝛷), e
−2P𝔤eff (𝑉))
+ 𝛼𝑓(P𝔤eff (𝛷), e
−2P𝔤eff (𝑉))
+ 𝛼2 tr𝔤෷
1
(4𝜋)2
𝜀𝜇𝜈𝜌𝜎
P𝔤eff (𝐹𝜇𝜈) ∘ P𝔤eff (𝐹𝜌𝜎)෸
+ 𝒪(𝛼2) + 𝒪(∂𝜇(𝛼)∂𝜇(𝛼))ศศ, (4.3)
= ඘𝒟𝐴𝒟𝐴
†𝒟𝑉 exp෷i඘d
4𝑥෷ℒℱ (𝐴, e
−2𝑉 ) + 𝛼𝑓(𝐴, e−2𝑉 )
+ 𝛼2 tr𝔤෷
1
(4𝜋)2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎෸
+ 𝒪(𝛼2) + 𝒪(∂𝜇(𝛼)∂𝜇(𝛼))ศศ; (4.4)
where the last measure is one on 𝒞eff , which is in some sense like P𝔤eff (𝒞) (subsection 3.3.1).
Furthermore, in Equation 4.3, ∂𝜇(𝑗5𝜇) ↦ 𝑓(P𝔤eff (𝛷), e
−2P𝔤eff (𝑉)) ≈ 𝑓(𝐴, e−2𝑉 ) with some function
𝑓 that is independent of 𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 (or similarly ∂𝜇(𝐴𝜈) ∘ ∂𝜌(𝐴𝜎)). The reasoning behind this is that
∂𝜇(𝑗5
𝜇) is independent of 𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 too, since 𝑗5:
𝑗5𝜇 = 1
𝑔2cl
tr𝔤෷4 Imඳ𝜑
† ∘ D𝜇(𝜑)ප + ?̄? s ∘ ?̄?𝜇𝜓 s − 𝜆s ∘ 𝜎𝜇 ̄𝜆s෸;
only has 𝐴𝜇-dependency in the term: 1
𝑔2cl
tr𝔤෷4 Imඳ𝜑
† ∘ (−i)[𝐴𝜇 , 𝜑]ප෸; which is of ﬁrst order in 𝐴𝜇,
and not of second order.
Now one only needs to use ei𝛼U(1)ℛ (𝒵𝒢 ) = e
i𝛼
U(1)ℛ (𝒵eff ), so equate e
i𝛼
U(1)ℛ (𝒵𝒢 ) from Equation 4.4
with ei𝛼U(1)ℛ (𝒵eff ) from Conjecture 4.8:
ei𝛼U(1)ℛ (𝒵eff ) = ඘𝒟𝐴𝒟𝐴
†𝒟𝑉 exp෷i඘d
4𝑥ei𝛼U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 ))෸.
This implies the following equation:
ei𝛼U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 )) = ℒℱ (𝐴, e−2𝑉 ) + 𝛼2 tr𝔤ඳ
1
(4𝜋)2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎ප
+ 𝛼𝑓(𝐴, e−2𝑉 ) + 𝒪(𝛼2) + 𝒪(∂𝜇(𝛼)∂𝜇(𝛼));
where as before 𝑓 is not a function of (the eﬀective) 𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 .
Hence the proof is complete. ∎
Combining the restriction of U(1)ℛ to the eﬀective theory (Theorem 4.7) and ei𝛼U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 ))
from (Conjecture 4.9), one can ﬁnd ℱ (3).
Theorem 4.10 (Diﬀerential equation between 𝑓 ’s components, ℱ (3)) Asymptotically for
𝑢 ≈ ∞, one can ﬁnd from Conjecture 4.9 the following delay equation and its respective diﬀerential
equation:
ℱ (2)(e−2i𝛼𝑎) = ℱ (2)(𝑎) + 𝛼2 2𝜋 + 𝒪(𝛼
2),
ℱ (3)(𝑎) = 2 1𝜋
i
𝑎 .
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Proof From Conjecture 4.9, one has:
ei𝛼U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 )) = ℒℱ (𝐴, e−2𝑉 ) + 𝛼2 tr𝔤ඳ
1
(4𝜋)2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎ප
+ 𝛼𝑓(𝐴, e−2𝑉 ) + 𝒪(𝛼2) + 𝒪(∂𝜇(𝛼)∂𝜇(𝛼));
where as before 𝑓 is not a function of (the eﬀective) 𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 . So the proof should be based on
ﬁnding terms in the eﬀective Lagrangian that are proportional to 𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 . This is equivalent to
terms proportional to ∂𝜇(𝐴𝜈) ∘ ∂𝜌(𝐴𝜎), which can only be found in the 𝑊 𝛼𝑊𝛼-term in the eﬀective
Lagrangian (Equation 3.20), by 𝑊 ’s expansion (Equation 3.7).
Now derive the appropriate term of the eﬀective Lagrangian ℒℱ , where one has to note that
𝔤eff is Abelian. Start with the ﬁeld expansions in Theorem 3.11 and Equation 3.7:
𝑊𝛼 = ඳ−i𝜆𝛼 + 𝜃𝛼𝐷 − (𝜎𝜇𝜈𝜃)𝛼𝐹𝜇𝜈 + (𝜃𝜃)𝜎
𝜇
𝛼?̇?∂𝜇( ̄𝜆?̇?)ප N1(𝑦), where:
𝐹𝜇𝜈a = ∂𝜇(𝐴𝜈a) − ∂𝜈(𝐴𝜇a).
Hence one can derive the appropriate term in ℒℱ (𝐴, e−2𝑉 ), where ‘...’ denotes terms that are not
proportional to 𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎 , or are variations of quadratic terms in 𝛼:
ℒℱ (𝐴, e−2𝑉 ) =
1
4𝜋 (Ξ ∘ Im)෷඘d
2𝜃 12ℱ
(2)N1(𝐴)𝑊 𝛼𝑊𝛼෸ + ...,
= 14𝜋
1
2(Ξ ∘ Im)෷ℱ
(2)(𝑎) ⋅ ඘d
2𝜃 (−(𝜎𝜇𝜈𝜃)𝛼𝐹𝜇𝜈) ⋅ (−(𝜎𝜇𝜈𝜃)𝛼𝐹𝜇𝜈)෸ + ...,
= 14𝜋
1
2(Ξ ∘ Im)෷ℱ
(2)(𝑎) ⋅ ඘d
2𝜃𝑊 𝛼𝑊𝛼෸ + ...,
= 14𝜋
1
2 Im෷ℱ
(2)(𝑎) ⋅ tr𝔤෷−
1
2(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) + i14𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)෸෸ + .... (4.5)
where Equation 4.5 is found using Equation A.5:
඘d
4𝑥d2𝜃 tr𝔤 ඳ𝑊 𝛼 ∘ 𝑊𝛼ප = ඘d
4𝑥 tr𝔤෷−2i(𝜆 ∘ 𝜎
𝜇 D𝜇( ̄𝜆)) + 𝐷 ∘ 𝐷
− 12(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) + i14𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศ.
Now one can use Conjecture 4.9, linear independency, and Im(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎) = 0 (Theorem 3.8) to
derive the delay equation:
0 = −ei𝛼U(1)ℛ (ℒℱ (𝐴, e
−2𝑉 )) + ℒℱ (𝐴, e−2𝑉 ) + 𝛼2 tr𝔤ඳ
1
(4𝜋)2
𝜀𝜇𝜈𝜌𝜎𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎ප + ...,
= − 14𝜋
1
2 Im෷ℱ
(2)(e−2i𝛼𝑎) ⋅ tr𝔤෷−
1
2(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) + i14𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)෸෸
+ 14𝜋
1
2 Imวℱ
(2)(𝑎) ⋅ tr𝔤ว−
1
2(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) + i14𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศศ
+ 14𝜋
1
2 Imว𝛼2
2
𝜋 ⋅ tr𝔤ว−
1
2(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) + i14𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศศ + ...,
= 14𝜋
1
2 Im෷෷−ℱ
(2)(e−2i𝛼𝑎) + ℱ (2)(𝑎) + 𝛼2 2𝜋 ෸ ⋅ tr𝔤෷−
1
2(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) + i14𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)෸෸ + ....
Hence the ﬁrst part of the proof is complete: ℱ (2)(e−2i𝛼𝑎) = ℱ (2)(𝑎) + 𝛼2 2𝜋 + 𝒪(𝛼2).
Now the last part of the proof is to rewrite the delay equation as a diﬀerential equation:
ℱ (3)(𝑎) = lim
𝛼→0
ℱ (2)(e−2i𝛼𝑎) − ℱ (2)(𝑎)
e−2i𝛼𝑎 − 𝑎
,
4.1. ASYMPTOTIC BEHAVIOUR OF 𝑓 NEAR INFINITY 73
= lim
𝛼→0
𝛼2 2𝜋 + 𝒪(𝛼
2)
(e−2i𝛼 − 1)𝑎
= lim
𝛼→0
2 2𝜋
−2ie−2i𝛼𝑎
+ 0,
= 2 1𝜋
i
𝑎 ;
which complies with [8, pp. 47–48]. Hence the proof is complete. ∎
From that diﬀerential equation (Theorem 4.10) and 𝑓𝑎 (Theorem 4.1), one can ﬁnd the
asymptotic form of 𝑓 near ∞.
Theorem 4.11 (Asymptotic 𝑓 ∈ Γ𝒳 for 𝑢 ≈ ∞) According to [8, 11], the R-symmetry U(1)ℛ
is related to the asymptotic behaviour onℳ⧵𝖭ℳ near the chart’s 𝑢 ≈ ∞. So the following describes
𝑓 ’s behaviour near ∞:
𝑓|𝑢 = ว
𝑓𝑎D |𝑢
𝑓𝑎|𝑢 ศ
≃
๖
i
𝜋𝑓𝑎|𝑢 ෷ln
(𝑓𝑎|𝑢)2
𝛬2 + 1෸ + 𝐶
√2𝑢 ๗
,
≃
๖
i
𝜋𝑓𝑎|𝑢 ෷ln
(𝑓𝑎|𝑢)2
𝛬2 + 1෸
√2𝑢 ๗
;
where an appropriate branch cut should be taken, and 𝛬 and 𝐶 are integration constants.
The second approximation is actually proved later in Corollary 4.12: 𝐶 = 0. This then
complies with [9, p. 19].
Proof As stated in the theorem, one can use ℱ (3)(𝑎) = 2𝜋 i𝑎 from Theorem 4.10, in combina-
tion with 𝑎D = ℱ (1)(𝑎) (Deﬁnition 3.34) and (𝑓𝑎D = ℱ (1)(𝑓𝑎) Remark 3.40), to derive 𝑓𝑎D |𝑢 ≃
i
𝜋𝑓𝑎|𝑢 ෷ln
(𝑓𝑎|𝑢)2
𝛬2 + 1෸ + 𝐶:
ℱ (3)(𝑎) = 2𝜋
i
𝑎 ,
ℱ (2)(𝑎) = i𝜋 ෷ln
𝑎2
𝛬2
+ 3෸,
𝑎D = ℱ (1)(𝑎) =
i
𝜋 𝑎෷ln
𝑎2
𝛬2
+ 1෸ + 𝐶.
Then one only needs to combine this with 𝑓𝑎|𝑢 ≃ √2𝑢 from Theorem 4.1.
According to [8, p. 48], the solution actually also has non-perturbative corrections that are
solely caused by so-called instanton eﬀects. In [8, p. 48], it is also stated that these corrections
do not aﬀect the asymptotic behaviour. Hence the proof is complete. ∎
From that asymptotic behaviour of 𝑓 ∈ Γ𝒳 , one can ﬁnd how diﬀerent branches of 𝑓 are
related to each other near ∞. This can be done by considering the a closed path inℳ and how 𝑓
smoothly transforms under that. This is called a monodromy, and a matrix can be found relating
one branch cut of 𝑓 to the smoothly transformed one.
Corollary 4.12 (Monodromy of 𝑓 for 𝑢 anticlockwise around ∞, M∞) Moving 𝑢 in an an-
ticlockwise closed path around ∞, one ﬁnds the so-called monodromy of 𝑓 1:
𝑓 ↦ ว
−1 +2
0 −1ศ (𝑓) + 2𝐶;
1This actually relates branch cuts of 𝑓 to each other, or more precisely it relates analytic continuations of 𝑓 along
that path.
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where 𝐶 is the same as in Theorem 4.11.
The monodromy of 𝑓 should actually be an element of 𝒳 ’s structure group 𝐺𝒳 (Conjec-
ture 3.45), because each step in the analytic continuation along the closed path, 𝑓 has to be
kept in the same form as Theorem 4.11 (a branch for a small enough open set in ℂ ⧵ {−1, +1})
except when changing the local trivialisation of 𝒳 : the map from one local trivialisation 𝑂i × 𝐹
to another local trivialisation 𝑂j × 𝐹 is described using 𝐺𝒳 (Deﬁnition 1.3). Hence 𝐶 = 0 has to
be true. This implies the second approximation above in Theorem 4.11, and one can deﬁne the
so-called monodromy matrix M∞ for 𝑓 :
𝑓 ↦ M∞(𝑓),
M∞ = ว
−1 +2
0 −1ศ ,
= ว
0 +1
−1 0 ศว
0 +1
−1 0 ศว
1 −2
0 1 ศ ,
= S ∘ S ∘ T−2 ∈ 𝐺𝒳 ;
where S and T−2 are deﬁned in Conjecture 3.45.
Proof The formula for 𝑓 in Theorem 4.11 can be used here, where one needs to substitute 𝑢
for the anticlockwise nearly closed path around ∞ 𝛾: (−𝜋, +𝜋) → ℂ ⧵ {0}, with 𝛾(𝑡) = ei𝑡𝑢 for some
chosen 𝑢 ∈ ℂ ⧵ {0}, to ﬁnd 𝑓|𝛾(𝑡) for some choice of branch cuts:
𝑓|𝛾(𝑡) ≃ ๖
i
𝜋𝑓𝑎|𝛾(𝑡) ෷ln
2𝑢
𝛬2 + i𝑡 + 1෸ + 𝐶
ei𝑡/2√2𝑢 ๗
.
Then lim𝑡→(−𝜋)+ 𝑓𝑎|𝛾(𝑡) and lim𝑡→(+𝜋)− 𝑓𝑎|𝛾(𝑡) can be related to each other:
lim
𝑡→(+𝜋)−
𝑓𝑎|𝛾(𝑡) ≃ e+i𝜋/2√2𝑢,
= −e−i𝜋/2√2𝑢,
≃ − lim
𝑡→(−𝜋)+
𝑓𝑎|𝛾(𝑡);
which therefore implies 𝑓𝑎 ↦ −𝑓𝑎 under the closed path, as had to be proven.
Now one can derive the monodromy of 𝑓𝑎D :
lim
𝑡→(+𝜋)−
𝑓𝑎D |𝛾(𝑡) ≃
i
𝜋 ෷ lim𝑡→(+𝜋)− 𝑓𝑎|𝛾(𝑡)෸วln
2𝑢
𝛬2
+ ෷ lim𝑡→(+𝜋)− i𝑡෸ + 1ศ + 𝐶,
= − i𝜋 ෷ lim𝑡→(−𝜋)+ 𝑓𝑎|𝛾(𝑡)෸วln
2𝑢
𝛬2
+ ෷ lim𝑡→(−𝜋)+ i𝑡෸ + i2𝜋 + 1ศ − 𝐶 + 2𝐶,
≃ − lim
𝑡→(−𝜋)+
𝑓𝑎D |𝛾(𝑡) + 2෷ lim𝑡→(−𝜋)+ 𝑓𝑎|𝛾(𝑡)෸ + 2𝐶;
hence 𝑓 ↦ M∞(𝑓) + 2𝐶 is proved, as had to be shown.
The proof of 𝐶 = 0, is already done in the description. Hence the proof is complete. ∎
4.2 Asymptotic Behaviour of 𝑓 near +1
In this section, the asymptotic behaviour of 𝑓 ∈ Γ𝒳 near 𝑢 ≈ 𝑢0 = +1 will be considered.
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The asymptotic 𝑓𝑎D can be chosen such that 𝑓𝑎D |𝑢0 ≃ 𝑐0 ⋅ (𝑢 − 𝑢0) for some constant 𝑐0, whichwill be proven in Theorem 4.13. Hence only the asymptotic 𝑓𝑎 then remains to be found, this is
done in Theorem 4.16.
The diﬀerential equation between the components of 𝑓 is now found using the perturbation
theoretic beta function, 𝛽, of a supersymmetric Lagrangian of the so-called superQED, which is
a variation on quantum electrodynamics, in Conjecture 4.14. This diﬀerential equation is then
ℱD(3)(𝑎D) = − i𝜋 1𝑎D (Conjecture 4.15), which uses dual variables as described in Deﬁnition 3.34.
Hence the asymptotic 𝑓 is a solution of that diﬀerential equation using 𝑓𝑎 = −ℱD(1)(𝑓𝑎D ) (The-orem 4.16).
Then the respective monodromy matrix is derived in Corollary 4.17, after which the group of
monodromy matrices as a subgroup of 𝐺𝒳 is deﬁned in Theorem 4.18, making it a corollary to
the Seiberg–Witten theorem (Theorem 3.48).
First the relatively simple asymptotic behaviour of 𝑓𝑎.
Theorem 4.13 (First component of the section 𝑓𝑎 ∈ Γ𝒳 near 𝑓𝑎D |𝑢0 ≃ 0) Near any 𝑢0 ∈
ℳ, satisfying lim𝑢→𝑢0 𝑓𝑎D |𝑢 = 02 (Theorem 3.48), the following asymptotic behaviour of 𝑓𝑎D canbe achieved in the appropriate chart, for some 𝑢0-dependent 𝑐0 ∈ ℂ ⧵ {0}:
𝑓𝑎D |𝑢 ≃ 𝑐0 ⋅ (𝑢 − 𝑢0).
Note that 𝑐0 need not be uniquely deﬁned by the choice of 𝑢0, and hence the double cover property
of ℳ need not be ‘visible’ in the formula.
Proof This is implied by [8, 9], but not rigorously proven.
Part of the proof seems to be based on ℂ ⊗ 𝔤eff ⧵ {0} being a double cover of ℳ (The-
orem 3.24), and hence such that is locally looks like ℂ ⊗ 𝔤eff in at least several diﬀerent ways,
while lim𝑢→𝑢0 𝑓𝑎D |𝑢 = 0 exists and is ﬁnite (Theorem 3.48).It also seems to be based on the fact that all invertible entire holomorphic functions ℂ → ℂ
are of the form 𝑧 ↦ 𝑎𝑧 + 𝑏 for some constants 𝑎, 𝑏 ∈ ℂ [10, p. 180]. ∎
The ﬁrst step to ﬁnd the diﬀerential equation relating the components of 𝑓 is from superQED’s
beta function 𝛽.
Conjecture 4.14 (SuperQED’s beta function, 𝛽) The eﬀective Lagrangian in terms of dual
variables and ℱD, from Legendre transformation Deﬁnition 3.34 and Equation 3.25, can be
expanded near the singularity 𝑎D ≈ 0 (as from lim𝑢→𝑢0 𝑓𝑎D |𝑢 = 0) to get a generalisation of the so-called supersymmetric version of quantum electrodynamics, superQED according to [9, pp. 20–
21].
From there superQED’s beta function, 𝛽, can be derived through quantum ﬁeld theoretic
perturbation theory [3], which implies the following diﬀerential equation near 𝑢0:
𝛽(𝑔effD) = 𝑎D
d𝑔effD(𝑎D)
d𝑎D
= 𝑔effD(𝑎D)
3
8𝜋2
, where
ℱD(2)(𝑎D) =
𝜃effD(𝑎D)
2𝜋 + i
4𝜋
𝑔effD(𝑎D)2
;
where ℱD(1)(𝑎D) = −𝑎 (Deﬁnition 3.34), and 𝜃effD(𝑎D), 𝑔effD(𝑎D) ∈ ℝ. Note that 𝜃effD(𝑎D) = 0 in the
case of superQED.
2So 𝑢0 ∉ ℳ ⧵ 𝖭ℳ , since otherwise 𝗀ℳ would not be nondegenerate at 𝑢0, it would be zero, which cannot be true for
any Kähler manifold by its deﬁnition (Deﬁnition 3.33).
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Proof The proof will not be stated here, but 𝛽 is described in [8, 9].
Note that the natural scale of the theory, often called 𝜇, is proportional to 𝑎D according to
[8, 9], and the considered varied coupling constant is 𝑔effD.
The Lagrangian that corresponds with superQED is described in [6, pp. 121–128], which is
supposed to be renormalisable. ∎
The diﬀerential equation can now be found when one generalises the result of Conjecture 4.14.
Thereby ﬁnding ℱD(3) near 𝑢0 = +1.
Conjecture 4.15 (Diﬀerential equation between 𝑓 ’s components, ℱD(3)) Generalise the
diﬀerential equation from Conjecture 4.14 with the addition of:
𝑎D
d𝜃effD(𝑎D)
d𝑎D
= 0.
This then gives the following diﬀerential equation:
𝑎DℱD(3)(𝑎D) = −
i
𝜋 .
which should be true near 𝑢 ≈ 𝑢0 = +1 such that lim𝑢→𝑢0 𝑓𝑎D |𝑢 = 0 according to [8, 9, 11].
Proof Using the relation between 𝜃effD, 𝑔effD, and ℱD(2) from Conjecture 4.14, one can ﬁnd the
equivalence with 𝑎DℱD(3)(𝑎D) = − i𝜋 :
𝑎D
d
d𝑎D ෷
i Im(ℱD(2)(𝑎D))෸ = 𝑎D
d
d𝑎D ෷
4𝜋i
𝑔effD(𝑎D)2෸
,
= 4𝜋i
𝑔effD(𝑎D)3
(−2) ⋅ 𝑎D
d𝑔effD(𝑎D)
d𝑎D
,
= 4𝜋i
𝑔effD(𝑎D)3
(−2) ⋅ 𝑔effD(𝑎D)
3
8𝜋2
,
= − i𝜋 ;
𝑎D
d
d𝑎D ෷
Re(ℱD(2)(𝑎D))෸ = 𝑎D
d
d𝑎D ෷
𝜃effD(𝑎D)
2𝜋 ෸,
= 02𝜋 = 0.
Hence the diﬀerential equation is proved.
That these equations are true for 𝑢 ≈ 𝑢0 = +1, seems to be related to superQED not being
‘asymptotically free’ [3], which is implied by 𝛽(𝑔effD) > 0 when 𝑔effD > 0. ∎
From the previous diﬀerential equation (Conjecture 4.15), with 𝑓𝑎 = −ℱD(1)(𝑓𝑎D ), one can ﬁndthe asymptotic behaviour of 𝑓 near 𝑢0.
Theorem 4.16 (Asymptotic 𝑓 ∈ Γ𝒳 for 𝑢 ≈ 𝑢0 = +1) Near 𝑢 ≃ 𝑢0 = +1, such that lim𝑢→𝑢0 𝑓𝑎D |𝑢 =
0, 𝑓 is asymptotically:
𝑓|𝑢 = ว
𝑓𝑎D |𝑢
𝑓𝑎|𝑢 ศ
≃ ว
𝑐0 ⋅ (𝑢 − 𝑢0)
i
𝜋𝑓𝑎D |𝑢(ln(𝑓𝑎D |𝑢) − 1) − 𝐶𝑓𝑎D |𝑢 + 𝑎0ศ
,
≃
๖
𝑐0 ⋅ (𝑢 − 𝑢0)
i
𝜋𝑓𝑎D |𝑢 ln
𝑓𝑎D |𝑢
𝑐0 + 𝐶0𝑓𝑎D |𝑢 + 𝑎0๗
;
where 𝐶, 𝐶0, and 𝑎0 are integration constants, and 𝑐0 ∈ ℂ ⧵ {0}. The second approximation of 𝑓
is identical, but then for a diﬀerent branch of ln.
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Proof The proof of 𝑓𝑎D is given in Theorem 4.13, and from Conjecture 4.15 with 𝑓𝑎 = −ℱD(1)(𝑓𝑎D )and 𝑓𝑎D |𝑢 ≠ 0, one gets 𝑓𝑎:
−ℱ (3)(𝑎D) = +
i
𝜋
1
𝑎D
,
−ℱ (2)(𝑎D) =
i
𝜋 ln 𝑎D − 𝐶,
𝑎 = −ℱ (1)(𝑎D) =
i
𝜋 𝑎D(ln 𝑎D − 1) − 𝐶𝑎D + 𝑎0
where 𝑎0 is an integration constant, just as 𝐶 is. Hence the ﬁrst approximation of 𝑓 is proved.
From this ﬁrst approximation, one can rewrite it to use 𝐶0 as in the second approximation,
such that it is identical to the ﬁrst. The second approximation is more like that shown in [11]. ∎
From that asymptotic behaviour of 𝑓 , one can ﬁnd how diﬀerent branches of 𝑓 are related to
each other near 𝑢0 = +1. This can be done by considering the a closed path in ℳ around 𝑢0 and
how 𝑓 transforms under that. This is similar to Corollary 4.12.
Corollary 4.17 (Monodromy of 𝑓 for 𝑢 anticlockwise around 𝑢0 = +1, M+1) Moving 𝑢 ∈
ℳ in an anticlockwise closed path around 𝑢0 = +1, one ﬁnds the so-called monodromy matrix
M𝑢0 = M+1 for 𝑓 3:
𝑓 ↦ M𝑢0 (𝑓),
M𝑢0 = ว
+1 0
−2 +1ศ ,
= ว
0 +1
−1 0 ศว
1 +2
0 1 ศว
0 −1
+1 0 ศ ,
= S ∘ T+2 ∘ S−1 ∈ 𝐺𝒳 ;
where 𝐺𝒳 is the ﬁber bundle 𝒳 ’s structure group, as ﬁxed in Conjecture 3.45.
Proof The formula for 𝑓 in Theorem 4.16 can be used here, where one needs to substitute 𝑢 for
the anticlockwise nearly closed path around 𝑢0 = +1 𝛾: (−𝜋, +𝜋) → ℂ⧵{0}, with 𝛾(𝑡) = 𝑢0+𝑅(𝑡)ei𝑡 for
some chosen 𝑅: (−𝜋, +𝜋) → (0, 1) that is suﬃciently bounded above and satisﬁes lim𝑡→(−𝜋)+ 𝑅(𝑡) =
lim𝑡→(+𝜋)− 𝑅(𝑡), to ﬁnd 𝑓|𝛾(𝑡) for some choice of branch cuts:
𝑓|𝛾(𝑡) ≃ ว
𝑐0 ⋅ (𝑅(𝑡)ei𝑡)
i
𝜋𝑓𝑎D |𝛾(𝑡)(ln𝑅(𝑡) + i𝑡) + 𝐶0𝑓𝑎D |𝛾(𝑡) + 𝑎0ศ
.
Then lim𝑡→(−𝜋)+ 𝑓𝑎D |𝛾(𝑡) and lim𝑡→(+𝜋)− 𝑓𝑎D |𝛾(𝑡) can be related to each other:
lim
𝑡→(+𝜋)−
𝑓𝑎D |𝛾(𝑡) ≃ 𝑐0 ⋅ ෷ lim𝑡→(+𝜋)−𝑅(𝑡)෸(−1),
= +𝑐0 ⋅ ෷ lim𝑡→(−𝜋)+𝑅(𝑡)෸(−1),
≃ + lim
𝑡→(−𝜋)+
𝑓𝑎D |𝛾(𝑡);
which therefore implies 𝑓𝑎 ↦ +𝑓𝑎 under the closed path, as had to be proven.
3This actually relates branch cuts of 𝑓 to each other, or more precisely it relates analytic continuations of 𝑓 along
that path (Theorem 3.48).
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Now one can derive the monodromy of 𝑓𝑎:
lim
𝑡→(+𝜋)−
𝑓𝑎|𝛾(𝑡) ≃
i
𝜋 ෷ lim𝑡→(+𝜋)− 𝑓𝑎D |𝛾(𝑡)෸วln෷ lim𝑡→(+𝜋)−𝑅(𝑡)෸ + ෷ lim𝑡→(+𝜋)− i𝑡෸ศ + 𝐶0෷ lim𝑡→(+𝜋)− 𝑓𝑎D |𝛾(𝑡)෸ + 𝑎0,
= + i𝜋 ෷ lim𝑡→(−𝜋)+ 𝑓𝑎D |𝛾(𝑡)෸วln෷ lim𝑡→(−𝜋)+𝑅(𝑡)෸ + ෷ lim𝑡→(−𝜋)+ i𝑡෸ + i2𝜋ศ + 𝐶0෷ lim𝑡→(−𝜋)+ 𝑓𝑎D |𝛾(𝑡)෸ + 𝑎0,
≃ −2 lim
𝑡→(−𝜋)+
𝑓𝑎D |𝛾(𝑡) + ෷ lim𝑡→(−𝜋)+ 𝑓𝑎|𝛾(𝑡)෸;
hence 𝑓 ↦ M∞(𝑓) is proved, as had to be shown. ∎
Lastly the deﬁnition of the monodromy group 𝛤(2), which relates all branch cuts of 𝑓 to each
other (Theorem 3.48).
Theorem 4.18 (Monodromy group of 𝑓 , 𝛤(2)) Deﬁne the monodromy group 𝛤(2) as the
group that is generated by the monodromy matrices M∞ and M+1:
M∞ = ว
−1 +2
0 −1ศ , M+1 = ว
+1 0
−2 +1ศ ;
which is a subgroup of 𝐺𝒳 .
For each pair of branch cuts of 𝑓 : 𝑓1 and 𝑓2; the function that satisﬁes 𝑓1 ↦ 𝑓2 has to be an
element of the groups of monodromy matrices 𝛤(2) (Theorem 3.48).
Proof The proof that 𝛤(2) is a subgroup of 𝐺𝒳 is trivial, since both M∞ and M+1 are elements
of 𝐺𝒳 as proved in Corollary 4.12 and in Corollary 4.17.
Now the only remaining proof is that all branch cuts of 𝑓 are related to each other with
exactly only functions of 𝛤(2). This is proved in the remainder of this proof.
For any pair of branch cuts 𝑓1 ∈ Γ𝒳 and 𝑓2 ∈ Γ𝒳 , there is a monodromy relating them
to each other: 𝑓1|𝑝 ↦ 𝑓2|𝑝; for each point in the underlying manifold 𝑝 ∈ ℳ ⧵ 𝖭ℳ. For each
𝑝 ∈ ℳ⧵𝖭ℳ, and each suﬃciently small open set containing 𝑝, this monodromy can be described
using a closed path: 𝛾: [0, 1] → ℂ ⧵ {−1, +1}, where 𝛾(0) = 𝛾(1) = 𝑝; as the analytic continuation of
𝑓1 along 𝛾 [10].
One could abusively use the following notation, component-wise:
𝑓2|𝑝 = 𝑓1|𝑝 +ඛ𝛾
∂𝑢(𝑓)|𝑢d𝑢;
where the complex contour integral in the equation should be interpreted suﬃciently4. Then,
since each component of 𝑓 is a holomorphic function (Remark 3.40), for each chosen closed path
𝛾, one can rewrite the complex contour integral to sums of contour integrals over paths that
move around only ∞ or 𝑢 = +1 [10] (the paths can be continuously deformed to those used in
Corollary 4.12 and in Corollary 4.17).
Hence 𝛤(2) is suﬃcient in relating each possible branch cut of 𝑓 , which is what had to be
shown. ∎
4For example for branches of complex logarithm, with the closed path 𝛾: [0, 2] → ℂ ⧵ {0} such that: 𝛾(𝑡) = 𝛾1(𝑡) for
𝑡 ∈ [0, 1], and 𝛾(𝑡) = 𝛾1(𝑡 − 1) for 𝑡 ∈ [1, 2], where 𝛾1(𝑡) = ei2𝜋⋅𝑡 and 𝛾(0) = 𝛾1(0) = 𝛾1(1) = 𝛾1(1 − 1) = 𝛾1(2 − 1) = 𝛾(2) = 1. Chose
the principle branch ln: ℂ ⧵ (−∞, 0] → ℂ: where ln(𝑅ei𝜑) = ln𝑅 + 2𝜋i𝜑 for 𝑅 ∈ (0,∞) and 𝜑 ∈ (−𝜋, +𝜋); as ln1 = ln, then
∂𝑢(ln)|𝑢 = 𝑢−1. Then ln2 = ln1 +2𝜋i ⋅ 2, since ∮𝛾 𝑢−1d𝑢 = ∮𝛾1 𝑢
−1d𝑢 + ∮𝛾1 𝑢
−1d𝑢 = 2𝜋i + 2𝜋i.
Chapter 5
Period Mapping
Here the last part of the Seiberg–Witten theorem (Theorem 3.48) is proved: any trivialisation of
a branch cut of 𝑓 ∈ Γ𝒳 under the restriction of Im(ℱ (2)(𝑓)|𝑢) > 0 is found as in section 5.3.
In section 5.1 an invertible function 𝐿 is found that maps each ∂𝑢(𝑓)|𝑢 up to 𝐺𝒳 (under
the restriction of Im(ℱ (2)(𝑓)|𝑢) > 0 as from Theorem 3.47 (Deﬁnition 5.1)) to a lattice from ℂ
(Theorem 5.2 and Theorem 5.3). Hence one can use such a lattice without loss of generality,
since each trivialisation of ∂𝑢(𝑓) diﬀers by a function in 𝐺𝒳 .
Then in section 5.2, for each 𝑢 ∈ ℂ ⧵ {−1, +1}, a manifold 𝐸𝑢 is made from a cubic curve
(Deﬁnition 5.6). This manifold is then isomorphic to the respective lattice (Theorem 5.8). From
that one can ﬁnd ∂𝑢(𝑓) in Theorem 5.9, up to some remaining degree of freedom: 𝑢 ↦ 𝑔𝑢.
This freedom 𝑢 ↦ 𝑔𝑢 will then be ﬁxed to get ∂𝑢(𝑓). Then this is integrated to get 𝑓 ∈ Γ𝒳 (up
to 𝐺𝒳 , and under the restriction of Im(ℱ (2)(𝑓)|𝑢) > 0), in section 5.3 (Conjecture 5.10). In order
to prove that this 𝑓 describes the actual eﬀective Lagrangian: (𝒞eff ,ℒeff ) ≃ (𝒞ℳ𝑓𝑎 ,ℒ
ℳ
𝑓𝑎D
); it has to
comply with chapter 4, this is done in Conjecture 5.11 and Conjecture 5.12. Thereby ﬁnishing
the proof of the Seiberg–Witten theorem (Theorem 3.48).
5.1 Lattice Map
This section describes each ∂𝑢(𝑓)|𝑢, as from Deﬁnition 3.39, under the additional restriction of
Im(ℱ (2)(𝑓𝑎)|𝑢) > 0 (Deﬁnition 5.1), in relation to the lattice 𝐿(∂𝑢(𝑓)|𝑢) = ℂ/(∂𝑢(𝑓)|𝑢 ⋅ ℤ + ∂𝑢(𝑓)|𝑢 ⋅ ℤ)
(Theorem 5.2). This relation is invertible up to trivialisation of the ﬁber bundle 𝒳 , which is
equivalent to invertibility up to 𝒳 ’s structure group 𝐺𝒳 (Theorem 5.3).
After that a trivial concept of integration on 𝐿(∂𝑢(𝑓)|𝑢) is described (Theorem 5.4), which is
only meant as an introduction to the similar concept in the next section in Theorem 5.8.
Then in Theorem 5.5, the proof is given that one can uniquely ﬁnd any trivialisation of any
branch cut of 𝑓 ∈ Γ𝒳 from: each ∂𝑢(𝑓)|𝑢, and an integration constant1.
First the restriction caused by the assumption Im(ℱ (2)(𝑓𝑎))|𝑢 > 0 (Theorem 3.47).
Deﬁnition 5.1 (Restriction of ∂𝑢(𝑓), 𝕃𝒳 ) Deﬁne the following subset of the vectorspace ℂ2:
𝕃𝒳 = อว
𝜋𝑎D
𝜋𝑎 ศ
∈ (ℂ2)ุImว
𝜋𝑎D
𝜋𝑎 ศ
> 0ฮ .
1In Conjecture 5.10, the proof is given that the integration constant is unique actually.
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From 𝑓 ∈ Γ𝒳 , under the restrictions of Deﬁnition 3.39, add the following restriction for each
𝑢 ∈ ℳ ⧵ 𝖭ℳ for the remainder of this chapter:
∂𝑢(𝑓)|𝑢 = ว
∂𝑢(𝑓𝑎D )|𝑢
∂𝑢(𝑓𝑎)|𝑢 ศ
∈ 𝕃𝒳 ,
which is equivalent to Im(ℱ (2)(𝑓𝑎))|𝑢 > 0 (Theorem 3.47); as stated in Theorem 3.48.
From any element in 𝕃𝒳 , one can deﬁne a lattice using 𝐿.
Theorem 5.2 (Lattice mapping, 𝐿) Considering ℂ ≃ ℝ2, a lattice can be made from ℂ and
two complex numbers, 𝜋𝑎D , 𝜋𝑎 that are linearly independent in ℝ2, which is equivalent to Im(
𝜋𝑎D
𝜋𝑎 ) ≠0.
Deﬁne 𝐿 to describe such a lattice from a vector in 𝕃𝒳 :
𝐿: 𝕃𝒳 → อℂ෹෷𝜋𝑎D ⋅ ℤ + 𝜋𝑎 ⋅ ℤ෸ุว
𝜋𝑎D
𝜋𝑎 ศ
∈ 𝕃𝒳ฮ,
∂𝑢(𝑓)|𝑢 ↦ ℂ෹෷∂𝑢(𝑓)|𝑢 ⋅ ℤ + ∂𝑢(𝑓)|𝑢 ⋅ ℤ෸ ,
= ඹ𝐴 ⊆ ℂහ∀𝑎 ∈ 𝐴 ∀𝑧1, 𝑧2 ∈ ℤ: 𝑎 + ∂𝑢(𝑓)|𝑢 ⋅ 𝑧1 + ∂𝑢(𝑓)|𝑢 ⋅ 𝑧2 ∈ 𝐴ය .
Furthermore note that any lattice can be written in terms of 𝐿’s codomain.
Proof The proof is divided in several steps.
The equivalence of ℝ-linear independence of 𝜋𝑎D and 𝜋𝑎, with Im(
𝜋𝑎D
𝜋𝑎 ) ≠ 0 is proved in two
steps: ﬁrst that the ℝ-linear independence implies Im( 𝜋𝑎D𝜋𝑎 ) ≠ 0, and then its converse.
So ﬁrst the implication: assume 𝜋𝑎D and 𝜋𝑎 are ℝ-linear independent complex numbers. Then
𝜋𝑎D , 𝜋𝑎 ∈ ℂ ⧵ {0}, so
𝜋𝑎D
𝜋𝑎 ∈ ℂ ⧵ {0} exists. From the linear independence, one also ﬁnds that theredoes not exist any 𝑎 ∈ ℝ⧵{0} such that 𝑎𝜋𝑎 −𝜋𝑎D = 0. Hence there does not exist any 𝑎 ∈ ℝ such
that 𝑎 = 𝜋𝑎D𝜋𝑎 , which implies Im(
𝜋𝑎D
𝜋𝑎 ) ≠ 0. Hence this implication has be proven.
Now the converse: assume Im(𝜋𝑎D𝜋𝑎 ) ≠ 0 for some 𝜋𝑎D , 𝜋𝑎 ∈ ℂ such that it exists. From that
existence, 𝜋𝑎D𝜋𝑎 has to exist in addition to being non-zero, so 𝜋𝑎D , 𝜋𝑎 ∈ ℂ ⧵ {0}. By the complex
numbers, there exists an unique 𝑎 ∈ ℂ ⧵ {0} such that 𝑎𝜋𝑎 − 𝜋𝑎D = 0, which is 𝑎 =
𝜋𝑎D
𝜋𝑎 . But that
unique number 𝑎, is not a real number, since by assumption Im(𝑎) = Im( 𝜋𝑎D𝜋𝑎 ) ≠ 0. Hence there
does not exist any 𝑎 ∈ ℝ⧵{0} such that 𝑎 = 𝜋𝑎D𝜋𝑎 , which is equivalent to the ℝ-linear independence
of 𝜋𝑎D and 𝜋𝑎. Hence the equivalence is proved.So the codomain of the function 𝐿 is a non-strict subset of the set of lattices from ℂ. The
only remaining part of the proof is that the restriction of Im(𝜋𝑎D𝜋𝑎 ) ≠ 0 to Im(
𝜋𝑎D
𝜋𝑎 ) > 0 can be done
without loss of generality.
One can rephrase this as: for any (𝜋1, 𝜋2) ∈ ℂ2 that satisﬁes Im(𝜋1𝜋2 ) < 0, there exists some
(𝜋𝑎D , 𝜋𝑎) ∈ ℂ
2 that satisﬁes Im( 𝜋𝑎D𝜋𝑎 ) > 0, such that 𝜋1 ⋅ ℤ+𝜋2 ⋅ ℤ = 𝜋𝑎D ⋅ ℤ+𝜋𝑎 ⋅ ℤ. This is relativelysimple to prove, since it is implied by the special case: (𝜋𝑎D , 𝜋𝑎) = (−𝜋1, 𝜋2); since −1 ∈ ℤ.Hence the proof is complete. ∎
Now one can describe the invertibility of 𝐿. This is where the equality 𝐺𝒳 = SL(2, ℤ) (Conjec-
ture 3.45) becomes signiﬁcant in the derivation of 𝑓 . Note that the equality actually comes from
equating two subsets of ℂ, that are of the form 𝜋1 ⋅ℤ+𝜋2 ⋅ℤ (with the restriction of ว
𝜋1
𝜋2ศ
∈ 𝕃𝒳 ).
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Theorem 5.3 (Invertibility, 𝐿) The group SL(2, ℤ) is described in Conjecture 3.45, and is
equal to 𝒳 ’s structure group 𝐺𝒳 . By Theorem 3.42, 𝕃𝒳 /𝐺𝒳 ⊆ 𝐹/𝐺𝒳 makes sense, and can be
made into a ﬁber bundle over ℳ⧵ 𝖭ℳ like 𝒳 .
Extend the deﬁnition of 𝐿 to the invertible function:
𝐿: 𝕃𝒳 /𝐺𝒳 → อℂ෹෷𝜋𝑎D ⋅ ℤ + 𝜋𝑎 ⋅ ℤ෸ุว
𝜋𝑎D
𝜋𝑎 ศ
∈ 𝕃𝒳ฮ,
𝐺𝒳 (∂𝑢(𝑓)|𝑢) ↦ ℂ෹෷∂𝑢(𝑓)|𝑢 ⋅ ℤ + ∂𝑢(𝑓)|𝑢 ⋅ ℤ෸ ;
where 𝐺𝒳 (∂𝑢(𝑓)|𝑢) = {M(∂𝑢(𝑓)|𝑢) ∈ 𝕃𝒳 |M ∈ 𝐺𝒳 }.
Proof The proof can be found in [4, pp. 329–330], here only sketches will be given.
The proof that any M ∈ 𝐺𝒳 can be restricted to a function M:𝕃𝒳 → 𝕃𝒳 is based on the
following. Assume ว
𝜋𝑎D
𝜋𝑎 ศ
∈ 𝕃𝒳 , and ว
𝜋າ𝑎D
𝜋າ𝑎 ศ
= ว
𝛼 𝛽
𝛾 𝛿ศว
𝜋𝑎D
𝜋𝑎 ศ
where ว
𝛼 𝛽
𝛾 𝛿ศ ∈ 𝐺𝒳 , so 𝛼, 𝛽, 𝛾, 𝛿 ∈
ℤ and 𝛼𝛿 − 𝛽𝛾 = +1 > 0 by the deﬁnition of SL(2, ℤ) = 𝐺𝒳 [4]. Then the following proves
ว
𝜋າ𝑎D
𝜋າ𝑎 ศ
∈ 𝕃𝒳 :
Im
๖
𝜋າ𝑎D
𝜋າ𝑎 ๗
= Im
⎛
⎜
⎜
⎜
⎝
ඳ𝛼
𝜋𝑎D
𝜋𝑎 + 𝛽පඳ𝛾
𝜋𝑎D
𝜋𝑎 + 𝛿ප
∗
จ𝛾
𝜋𝑎D
𝜋𝑎 + 𝛿จ
2
⎞
⎟
⎟
⎟
⎠
= 𝛼𝛿 − 𝛽𝛾
จ𝛾
𝜋𝑎D
𝜋𝑎 + 𝛿จ
2 Imว
𝜋𝑎D
𝜋𝑎 ศ
> 0
In [4, pp. 329–330] the proof of the equivalence of: 𝐿(𝑎) = 𝐿(𝑏), for any 𝑎, 𝑏 ∈ 𝕃𝒳 ; with:
the existence of a M ∈ 𝐺𝒳 such that 𝑎 = M(𝑏); is given. This means that: 𝐿(𝑎) = 𝐿(𝑏) implies
𝑎, 𝑏 ∈ 𝐺𝒳 (𝑎); which is equivalent to: 𝐿(𝐺𝒳 (𝑎)) = 𝐿(𝐺𝒳 (𝑏)) implies 𝐺𝒳 (𝑎) = 𝐺𝒳 (𝑏); and hence the
invertibility of the new 𝐿2. ∎
For similarity with the integration that will be deﬁned later in Theorem 5.7, deﬁne an integra-
tion on 𝐿(∂𝑢(𝑓)|𝑢). This integration can then be used to ﬁnd ∂𝑢(𝑓)|𝑢 up to 𝐺𝒳 , as in Theorem 5.3.
Theorem 5.4 (Integration on any 𝐿(∂𝑢(𝑓)|𝑢)) For any ∂𝑢(𝑓)|𝑢 ∈ 𝕃𝒳 , one can deﬁne an integ-
ration for any 𝑧0, 𝑧1 ∈ 𝐿(∂𝑢(𝑓)|𝑢) and any holomorphic 𝑔: 𝐿(∂𝑢(𝑓)|𝑢) → ℂ:
඘
𝑧1
𝑧0
𝑔(𝑧)d𝑧;
such that it is equal to the ordinary complex contour integral ∫𝛾 𝑔(𝑧)d𝑧 (modulo implied terms
of 0 described later) for any path 𝛾: [0, 1] → ℂ: such that ℂ ∋ 𝛾(𝑗) = 𝑧𝑗 ∈ 𝐿(∂𝑢(𝑓)|𝑢) (modulo the
expected terms) for each 𝑗 ∈ {0, 1}.
Since the path 𝛾 in the previous can be deformed, as in ordinary complex analysis [10], while
keeping the integral ∫𝛾 equal, the deﬁnition of the integration on 𝐿(∂𝑢(𝑓)|𝑢) is modulo (for any
𝑝 ∈ 𝐿(∂𝑢(𝑓)|𝑢)) ∫𝑝𝑝 = 0 + ℤ∫𝛾𝑎D +ℤ∫𝛾𝑎 , where:
𝛾𝑎D : [0, 1] → 𝐿(∂𝑢(𝑓)|𝑢), 𝛾𝑎: [0, 1] → 𝐿(∂𝑢(𝑓)|𝑢),
𝛾𝑎D (𝑡) = 𝑡 ⋅ ∂𝑢(𝑓𝑎D )|𝑢, 𝛾𝑎(𝑡) = 𝑡 ⋅ ∂𝑢(𝑓𝑎)|𝑢.
2Note that any function: 𝐹:𝐴 → 𝐵; can be uniquely described by a graph: 𝐺𝐹 , which is a subset of 𝐴×𝐵; that satisﬁes
the following: ∀(𝑎1, 𝑏1), (𝑎2, 𝑏2) ∈ 𝐺𝐹 : (𝑎1 = 𝑎2 ⇒ 𝑏1 = 𝑏2). Then the following notation is deﬁned: for any (𝑎, 𝑏) ∈ 𝐺𝐹 , then
𝐹: 𝑎 ↦ 𝑏 = 𝐹(𝑏).
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From double periodicity of the implied 𝑔: ℂ → ℂ [10, p. 324], the function 𝑔 as before has to be
a constant function: so use 𝑔: 𝑧 ↦ 𝑔 ∈ ℂ; then the integral returns a value in a lattice3:
඘
𝑧1
𝑧0
𝑔(𝑧)d𝑧 = 𝑔 ⋅ (𝑧1 − 𝑧0) ∈ 𝐿(𝑔 ⋅ ∂𝑢(𝑓)|𝑢).
Proof Most of the actual proofs that might be needed are actually already given in the the-
orem. Furthermore, the proof that any closed path in 𝐿(∂𝑢(𝑓)|𝑢) can be continuously deformed to
a sum of 𝛾𝑎D and 𝛾𝑎 or to a point (of which the integral is always 0), is intuitively understandablewhen considering 𝐿(∂𝑢(𝑓)|𝑢) a torus. ∎
Last in this section is the proof that any trivialisation of any branch cut of 𝑓 ∈ Γ𝒳 can be
found from 𝑢 ↦ 𝐿(∂𝑢(𝑓)|𝑢) and an integration constant 𝑓𝐶 ∈ 𝒳 .
Theorem 5.5 (Constructing ∂𝑢(𝑓) and 𝑓 from integration) Up to an overall 𝐺𝒳 , and an
integration constant, one can ﬁnd 𝑓 ∈ Γ𝒳 uniquely from 𝑢 ↦ 𝐿(∂𝑢(𝑓)|𝑢) (ignoring the choice of
𝖭ℳ).
This is done by ﬁrst ﬁxing a base point 𝑃 ∈ ℂ ⧵ {−1, +1}, and the integration constant
𝑓𝐶 ∈ 𝐹 ≃ 𝜋−1(𝑃) ⊆ 𝒳 . Then from the known function 𝑢 ↦ 𝐿(∂𝑢(𝑓)|𝑢), chose a representation
∂𝑢(𝑓)|𝑃 ∈ 𝐺𝒳 (∂𝑢(𝑓)|𝑃 ). And then analytically continue 𝑓 from 𝑃 , which is can only be done in an
unique way (ignoring the choice of 𝖭ℳ).
Proof Only the proof that the continuation of 𝑓 from 𝑃 is unique (ignoring the choice of 𝖭ℳ),
needs to be given.
The combination: ∂𝑢(𝑓)|𝑃 , with 𝑓|𝑃 = 𝑓𝐶 as given in the theorem; describes the chosen 𝑓|𝑃
locally in a suﬃciently small open set 𝑂𝑃 containing 𝑃 ∈ ℳ.
So one only needs to know whether this uniquely deﬁnes 𝑓 for each point in the open set 𝑂𝑃 .
This is true since any continuous path [0, 1] → 𝐺𝒳 , in 𝐺𝒳 , is a constant function, since 𝐺𝒳 only
contains a countably inﬁnite number of elements (its cardinality is the same as ℕ’s).
Repeating the same process several times, one can deﬁne any branch cut of 𝑓 for any appro-
priate half-line 𝖭ℳ4, such that ℳ⧵ 𝖭ℳ is a simply path connected set5 [10].
Hence the proof is complete. ∎
5.2 Cubic Curve
Similar to the integration described in Theorem 5.4 in the previous section, here another in-
tegration is described (Theorem 5.7). For each 𝑢 ∈ ℂ ⧵ {−1, +1}, this integration is then used
to prove the existence of an isomorphism between the cubic curve 𝐸𝑢 (deﬁned in Deﬁnition 5.6
3Note that Im( 𝑔⋅∂𝑢(𝑓𝑎D )|𝑢𝑔⋅∂𝑢(𝑓𝑎)|𝑢 ) > 0 for any 𝑔 ∈ ℂ. This implies an ordering of basisvectors (∫𝛾𝑎D , ∫𝛾𝑎 ) similar to that of
(∂𝑢(𝑓𝑎D )|𝑢, ∂𝑢(𝑓𝑎)|𝑢). From that the choice of the basisvectors (∫𝛾𝑎D , ∫𝛾𝑎 ) are deﬁned up to 𝐺𝒳 as in Theorem 5.2. In [8, 11,
13] this seems to be described as the so-called intersection number 𝛾𝑎D ⋅ 𝛾𝑎 = +1, where ⋅ seems to be an antisymmetricproduct.
4A half-line is a subset of ℂ (here ℳ ⧵ 𝖭ℳ ⫇ ℂ ⧵ {−1, +1}) of the form ℎ([0,∞)), where ℎ: [0,∞) → ℂ is a continuous
function that satisﬁes ℎ(0) ∈ ℂ and lim𝑡→∞ |ℎ(𝑡)| = ∞ [10].
5A simply path connected set is a subset of ℂ such that any closed path in there: 𝛾: [0, 1] → ℳ ⧵ 𝖭ℳ , such that
𝛾(0) = 𝛾(1); can be deformed to a point: ∫𝛾 = 0. This also implies that antiderivative of 𝑓 exists on ℳ⧵ 𝖭ℳ by Morera’s
theorem [10, p. 72].
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. 𝐸𝑢
𝑥-plane
Figure 5.1: Visualisation of 𝐸𝑢 (Deﬁnition 5.6) above its 𝑥-plane using lines in the direction of
imaginary 𝑥 [8, 11, 13]. The ﬁgure excludes the singularities: the 𝑥-plane is actually ℂ⧵{−1, +1, 𝑢};
and in this case 𝑢 = 2 + i0. Note that the value of the corresponding 𝑦 cannot be found from
this, instead it shows 𝐸𝑢 being a double cover of the 𝑥-plane: 𝐸𝑢 ∋ (±𝑦, 𝑥) ↦ 𝑥 has exactly two
inverses.
and visualised in Figure 5.1) and the lattice 𝐿(∂𝑢(𝑓)|𝑢) in Theorem 5.8. This leaves one degree of
freedom: 𝑢 ↦ 𝑔𝑢 ∈ ℂ ⧵ {0}.
Then similar to Theorem 5.4, the set of contour integrals over closed paths is found to retrieve
∂𝑢(𝑓)|𝑢 (up to 𝐺𝒳 ) for each 𝑢, in Theorem 5.9.
First the deﬁnition of 𝐸𝑢, which is a smooth manifold made from a complex cubic curve. The
visualisation is given in Figure 5.1.
Deﬁnition 5.6 (Cubic curve, 𝐸𝑢) For each 𝑢 ∈ ℂ⧵{−1, +1}, deﬁne 𝐸𝑢 as the following smooth
manifold, made from a nondegenerate cubic curve [8, 9, 11]:
𝐸𝑢 = อว
𝑦
𝑥ศ ∈ ℂ
2
ุ𝑦
2 = (𝑥 − 1)(𝑥 + 1)(𝑥 − 𝑢), 𝑦 ≠ 0ฮ .
The restriction 𝑦 ≠ 0 is necessary to make 𝐸𝑢 a manifold. Note that this restriction is equivalent
to 𝑥 ∈ ℂ ⧵ {−1, +1, 𝑢}, so there is always exactly three singularities in the 𝑥-plane, so 𝐸𝑢 is
nondegenerate. One can visualise 𝐸𝑢 in Figure 5.1.
Locally each 𝐸𝑢 is like ℂ. In addition consider 𝑥 independent of 𝑢, so 𝑦 does depend on 𝑢.
The complexiﬁed cotangent bundle (keeping 𝑢 constant) of 𝐸𝑢 has the following relation:
d𝑦 = d𝑥𝑦 ඳ𝑥(𝑥 − 𝑢) +
1
2(𝑥 − 1)(𝑥 + 1)ප.
One can also consider the concept of analytic continuation (Corollary 4.12 and Theorem 4.18),
to rewrite d𝑥𝑦 as follows:
d𝑥
𝑦 =
d𝑥
√(𝑥 − 1)(𝑥 + 1)(𝑥 − 𝑢)
.
The integration on 𝐸𝑢 is deﬁned in the following, in a similar way as in Theorem 5.4.
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.−1 +1
𝑢𝛾𝑎
𝛾𝑎D
Figure 5.2: As from Figure 5.1, one can ﬁnd two branch cuts of functions 𝑥 ↦ ±𝑦 =
±√(𝑥 − 1)(𝑥 + 1)(𝑥 − 𝑢), with some path connecting −1, +1 and some connecting 𝑢,∞. Hence
the domain of such a function is a subset of the 𝑥-plane, which is shown in the ﬁgure. Up to the
symmetry 𝑦 ↦ −𝑦, the closed paths 𝛾𝑎D and 𝛾𝑎 in 𝐸𝑢 are deﬁned up to deformations, accordingto this ﬁgure. These will be used in Theorem 5.7 to deﬁne the lattice, and in Theorem 5.9 to
ﬁnd ∂𝑢(𝑓).
Theorem 5.7 (Integration mapping on 𝐸𝑢 to a lattice, ∫𝑝1𝑝0 ) Similar to Theorem 5.4, for
any 𝑢 ∈ ℂ⧵ {−1, +1}, deﬁne an integration for any 𝑝0, 𝑝1 ∈ 𝐸𝑢 and any constant 𝑔𝑢 ∈ ℂ⧵ {0}6 [13,
pp. 55, 103], as:
඘
𝑝1
𝑝0
𝑔𝑢
d𝑥
𝑦 ;
such that is equal to any reasonable complex contour-like integral ∫𝛾 𝑔𝑢 d𝑥𝑦 (modulo the implied
lattice of integrals over closed paths) for any path 𝛾: [0, 1] → 𝐸𝑢: such that 𝛾(𝑗) = 𝑝𝑗 ∈ 𝐸𝑢 for both
𝑗 ∈ {0, 1}.
By d𝑥𝑦 , the integral ∫𝑝1𝑝0 (restricted to 𝑔𝑢
d𝑥
𝑦 ) is deﬁned modulo the following [13, p. 55]:
0 = ඘
𝑃
𝑃
= ℤ඘𝛾𝑎D
+ℤ඘𝛾𝑎
,
where 𝛾𝑎D and 𝛾𝑎 are closed paths such that their 𝑥-components are described in Figure 5.2.
Hence for appropriate 𝑦-components of (𝛾𝑎D , 𝛾𝑎), one ﬁnds the codomain of the integral:
඘
𝑝1
𝑝0
𝑔𝑢
d𝑥
𝑦 ∈ 𝐿(𝑔𝑢๖
∫𝛾𝑎D
d𝑥
𝑦
∫𝛾𝑎
d𝑥
𝑦 ๗
).
Proof Most concepts introduces here are similar to that in Theorem 5.4, so only the proof of
0 = ℤ∫𝛾𝑎D +ℤ∫𝛾𝑎 needs to be given.
The proof is based on ﬁnding all anticlockwise closed paths in 𝐸𝑢 (up to deformations) en-
closing a number of singularities, and then using d𝑥𝑦 to remove paths, 𝛾, that satisfy ∫𝛾 d𝑥𝑦 = 0 or
that are multiples of other paths, like 𝛾າ with ∫𝛾 d𝑥𝑦 = −∫𝛾ູ d𝑥𝑦 .
6This restriction on 𝑔𝑢 could be replaced by an actual holomorphic function 𝑔𝑢: 𝐸𝑢 → ℂ with some addition restrictions.
This is not considered, since the derivation does not use this Theorem 5.8 [13, pp. 102–103].
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Start with a symmetry: given any closed path 𝛾(𝑡) = ว
𝛾𝑦(𝑡)
𝛾𝑥(𝑡)ศ
, then the following is also a closed
path 𝛾າ(𝑡) = ว
−𝛾𝑦(𝑡)
+𝛾𝑥(𝑡)ศ
, which satisﬁes ∫𝛾ູ d𝑥𝑦 = ∫𝛾 d𝑥−𝑦 = −∫𝛾 d𝑥𝑦 . Hence it is enough to describe only
𝛾𝑥, which has exactly 2 continuous lifts on 𝐸𝑢: 𝛾 and 𝛾າ as described in the previous symmetry.
Enclosing only 1 singularity For each singularity 𝑧 ∈ {−1, +1, 𝑢}, the closed path 𝛾 has
to go around the singularity twice (Figure 5.1). So the respective 𝛾𝑥 rotates twice around 𝑧.
From this one can ﬁnd that the closed path 𝛾 can be split up in exactly two paths that are
not closed: 𝛾a and 𝛾b; that satisfy: 𝛾a𝑥 = 𝛾b𝑥 : [−𝜋, +𝜋] → ℂ ⧵ {−1, +1} with 𝛾a𝑥(𝑡) = 𝑅ei𝑡 for a
suﬃciently small 𝑅 ∈ (0, 1), and 𝛾a𝑦(𝑡) = 𝛾b𝑦 (−𝑡). Hence the corresponding contour integrals are
trivial: ∫𝛾 d𝑥𝑦 = ∫𝛾a d𝑥𝑦 + ∫𝛾b d𝑥𝑦 = ∫𝛾a d𝑥𝑦 − ∫𝛾a d𝑥𝑦 = 0.
Enclosing only 3 singularities (or ∞) As can be considered from Figure 5.1, a closed path
large enough to enclose all singularities {−1, +1, 𝑢} is similar to one enclosing one singularity
considered earlier, but then for large enough 𝑅 ∈ (|𝑢| ,∞). Hence the corresponding integral is
also trivially 0 in this case.
Enclosing only 2 singularities The paths: 𝛾𝑎D , and 𝛾𝑎; (Figure 5.2) respectively, encloseexactly only the pair of singularities: (+1, 𝑢), and (−1, +1); which are deﬁned up to ±(𝛾⋅)𝑦 and are
independent by [13, pp. 56–58]. Hence consider only a remaining closed path around both −1
and 𝑢 singularities, 𝛾. Assuming appropriate paths: 𝛾𝑎D , 𝛾𝑎, and 𝛾; as in Figure 5.3, the contour
integral ∫𝛾 d𝑥𝑦 can be decomposed as ∫𝛾 d𝑥𝑦 = ∫𝛾𝑎D
d𝑥
𝑦 + ∫𝛾𝑎
d𝑥
𝑦 − 0, where 0 is from the path around
the singularity +1 described earlier.
Hence the proof is complete. ∎
From that integral in Theorem 5.7, one can deﬁne an isomorphism [13]. So one can ﬁnd
∂𝑢(𝑓)|𝑢 (up to 𝐺𝒳 and integration constant) without loss of generality.
Theorem 5.8 (Holomorphic isomorphism 𝐸𝑢 and 𝐿(∂𝑢(𝑓)|𝑢)) For some ﬁxed 𝑔𝑢 ∈ ℂ ⧵ {0}
(and any 𝑝0 ∈ 𝐸𝑢), then the following mapping (Theorem 5.7) relates 𝐸𝑢 to 𝐿(∂𝑢(𝑓)|𝑢):
𝐸𝑢 → 𝐿(∂𝑢(𝑓)|𝑢),
𝑃 ↦ 𝑔𝑢඘
𝑃
𝑝0
d𝑥
𝑦 .
This mapping is a holomorphic isomorphism (conformal mapping (Deﬁnition 3.33)) [13, p. 58].
Proof In [13, pp. 58, 102–103] the proof is given that the described integral mapping is a
holomorphic isomorphism, for any appropriate lattice 𝐿(ว
𝜋𝑎D
𝜋𝑎 ศ
).
Then in [8, 11, 13], it is stated that 𝑔𝑢 only depends on 𝑢 ∈ ℳ ⧵ 𝖭ℳ, and that the lattice can
be taken to be 𝐿(∂𝑢(𝑓)|𝑢). ∎
Through the isomorphism (Theorem 5.8), the lattice as from Theorem 5.7, can be used to
derive ∂𝑢(𝑓) (up to 𝐺𝒳 ) similar to what happened in Theorem 5.5.
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.−1 𝑢
𝛾𝑎 𝛾𝑎D
.−1 𝑢
Figure 5.3: Shown is several closed paths in the branch cutted 𝑥-plane (Figure 5.2), where the
dashed line is on the diﬀerent branch that the solid lines. This is meant to show the equivalence of
∫𝛾 : the closed path enclosing only −1 and 𝑢, below; with ∫𝛾𝑎D +∫𝛾𝑎 −0: 𝛾𝑎D and 𝛾𝑎 as in Figure 5.2,and 0 is equal to the contour integral over the closed path that encloses only +1, which has to
rotate twice around +1 in the 𝑥-plane; as needed in the proof of Theorem 5.7.
5.3. ASYMPTOTIC BEHAVIOUR OF 𝑓 87
Theorem 5.9 (Riemann integral of ∂𝑢(𝑓)) For the appropriate choice of 𝛾𝑎D , 𝛾𝑎 (Figure 5.2),one ﬁnds any branch cut of ∂𝑢(𝑓) up to 𝐺𝒳 :
∂𝑢(𝑓𝑎D )|𝑢 = ඘𝛾𝑎D
𝑔𝑢
𝑦 d𝑥, ∂𝑢(𝑓𝑎)|𝑢 = ඘𝛾𝑎
𝑔𝑢
𝑦 d𝑥,
= ඘𝛾𝑎D
𝑔𝑢
√(𝑥 − 1)(𝑥 + 1)(𝑥 − 𝑢)
d𝑥, = ඘𝛾𝑎
𝑔𝑢
√(𝑥 − 1)(𝑥 + 1)(𝑥 − 𝑢)
d𝑥,
= 2඘
𝑢
+1
𝑔𝑢
√(𝑥 − 1)(𝑥 + 1)(𝑥 − 𝑢)
d𝑥, = 2඘
+1
−1
𝑔𝑢
√(𝑥 − 1)(𝑥 + 1)(𝑥 − 𝑢)
d𝑥;
where the same branch cut should be chosen for each 𝑥 ↦ √(𝑥 − 1)(𝑥 + 1)(𝑥 − 𝑢), which should
also be a smooth function on some continuous path between +1 and 𝑢, and some continuous path
between −1 and +1.
Proof From Theorem 5.8 and Theorem 5.7, one ﬁnds that 𝛾𝑎D and 𝛾𝑎 (and 𝑔𝑢 ∈ ℂ⧵{0} for each
𝑢 ∈ ℂ ⧵ {−1, +1}) can be chosen such that the ﬁrst pair of equations in the theorem are proved
up to 𝐺𝒳 (Theorem 5.3).
That the choice of these closed paths (𝛾𝑎D , 𝛾𝑎) satisﬁes ∂𝑢(𝑓)|𝑢 ∈ 𝕃𝒳 is proved in [8, 11, 13]7.Since the given sections ∂𝑢(𝑓𝑎D ) and ∂𝑢(𝑓𝑎) are holomorphic as a function of 𝑢 ∈ ℂ ⧵ {−1, +1},the given sections describe ∂𝑢(𝑓) uniquely (up to 𝐺𝒳 , or trivialisation in 𝒳 ) (Theorem 5.5).
Lastly the Riemann integrals are proved in [8, 11]. These can be proved to be true by
deforming each path (both 𝛾𝑎 and 𝛾𝑎, Figure 5.2) to the sum of two anticlockwise paths 𝛾𝑝r , 𝛾𝑝l
over the enclosed branch points 𝑝l, 𝑝r ∈ {−1, +1, 𝑢}: which are not closed paths, but go from some
chosen 𝛾𝑝⋅ (0) such that 𝛾𝑝⋅𝑥 (0) = 𝛾𝑝⋅𝑥 (1) and 𝛾𝑝⋅𝑦 (0) = −𝛾𝑝⋅𝑦 (1); and one path from 𝛾𝑝r (1) to 𝛾𝑝l (0) and
one path from 𝛾𝑝l (1) to 𝛾𝑝r (0). That last path from 𝛾𝑝l (1) to 𝛾𝑝r (0), can be replaced by a path from
𝛾𝑝r (1) to 𝛾𝑝l (0) by the symmetry described in the proof of Theorem 5.7: ว
𝛾𝑦(𝑡)
𝛾𝑥 ศ
↦ ว
−𝛾𝑦(𝑡)
𝛾𝑥 ศ
.
So the Riemann integrals are proved when ∫𝛾𝑝l +∫𝛾𝑝r = 0 in the limit of 𝛾𝑝l and 𝛾𝑝r having a
zero radius around their respective singularity 𝑝l, 𝑝r .
Hence the proof is complete. ∎
In the next section 𝑓 is ﬁxed (up to 𝐺𝒳 ), ﬁnding 𝑢 ↦ 𝑔𝑢 and the integration constant.
5.3 Asymptotic Behaviour of 𝑓
In Conjecture 5.10 the section 𝑓 ∈ Γ𝒳 is proposed, and proved to be the unique solution (up
to 𝐺𝒳 and branch cut) as in Theorem 3.48. The proposed 𝑓 is then proved to comply with the
results from chapter 4 in two parts: ﬁrst on the asymptotic behaviour near ∞ in Conjecture 5.11,
then on the asymptotic behaviour near Conjecture 5.12.
From that the proposed 𝑓 (up to 𝐺𝒳 and branch cut) is proved, completing the proof of the
Seiberg–Witten theorem (Theorem 3.48).
So as in Theorem 3.48, ﬁx 𝑓 (up to 𝐺𝒳 ) as in the following. Note that this uses 𝛤(2)
(Theorem 4.18) to ﬁx the integration constant. The actual proof that this 𝑓 is the expected one,
is in the remainder of the section.
Conjecture 5.10 (Factor of proportionality and integration constant, 𝑓) In order to make
𝑓 ∈ Γ𝒳 from Theorem 5.9 comply with the asymptotic behaviours from chapter 4 (and 𝛤(2)),
one has to ﬁx: the proportionality factor 𝑔𝑢 = −√24𝜋 , and the integration constant such that
7These are restricting the paths such that their so-called intersection number 𝛾𝑎D ⋅ 𝛾𝑎 is +1 (Theorem 5.4).
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𝑔𝑢 −2𝑦𝑥2−1d𝑥 =
√2
2𝜋 ෋
𝑥−𝑢
𝑥2−1d𝑥 is the considered antiderivative of
𝑔𝑢
𝑦 d𝑥; uniquely (but still 𝑓 up to 𝐺𝒳
overall) [8, 11].
Hence 𝑓 ∈ Γ𝒳 is described in some trivialisation (hence up to 𝐺𝒳 ) as:
𝑓𝑎D |𝑢 = −
√2
4𝜋 ඘𝛾𝑎D
−2𝑦
𝑥2 − 1
d𝑥, 𝑓𝑎|𝑢 = −
√2
4𝜋 ඘𝛾𝑎
−2𝑦
𝑥2 − 1
d𝑥,
= √2𝜋 ඘
𝑢
+1ซ
𝑥− 𝑢
𝑥2 − 1
d𝑥, = √2𝜋 ඘
+1
−1 ซ
𝑥− 𝑢
𝑥2 − 1
d𝑥;
which is such that Im(ℱ (2)(𝑓𝑎))|𝑢 > 0 (Deﬁnition 5.1).
Proof The proof that 𝑔𝑢 = −√24𝜋 and the integration constant comply with the results of
chapter 4, is actually delayed to the remainder of this section.
So only uniqueness of the solution (up to 𝐺𝒳 , and under the restriction of Im(ℱ (2)(𝑓𝑎))|𝑢 > 0)
should be proven.
According to [11, p. 37], 𝑢 ↦ 𝑔𝑢 has to be a constant, since otherwise it would introduce
unwanted zeros and poles. It, [11, p. 37], also states that 𝑔𝑢 is uniquely deﬁned. For this the
restriction of 𝑓𝑎 ≃ √2𝑢 in the limit of 𝑢 ≈ ∞ (Theorem 4.1) seems most restrictive, since it has
no remaining degrees of freedom.
The integration constant is unique: assuming 𝑓 is a solution, one can prove by contradiction
that 𝑓 + 𝑐 cannot be a solution for constant 𝑐 ∈ ℂ2 ⧵ {0}. So assuming that, 𝑓 is in some sense
invariant under any monodromy 𝛤(2), so also under M∞ ∈ 𝛤(2) (Theorem 4.18). But then 𝑐 in
𝑓+𝑐 should be invariant under M∞, assuming 𝑓+𝑐 is a solution: M∞(𝑓+𝑐) = M∞(𝑓)+M∞(𝑐) ≃ 𝑓+𝑐
implies M∞(𝑐) = 𝑐. But M∞ = ว
−1 +2
0 −1ศ has no eigenvalue of +1: det(M∞ − id) = 4 ≠ 0. Hence
no such 𝑐 ∈ ℂ2 ⧵ {0} exists. Hence the integration constant is uniquely deﬁned.
The remainder of the proof is trivial (Theorem 5.9, Theorem 5.5, and Deﬁnition 5.6). ∎
So now the asymptotic behaviour of 𝑓 ∈ Γ𝒳 near 𝑢 ≈ ∞. This should comply with that in
section 4.1.
Conjecture 5.11 (Asymptotic behaviour of 𝑓 near ∞) In the limit of 𝑢 ≈ ∞, the 𝑓 from
Conjecture 5.10 complies with Theorem 4.11 and Corollary 4.12:
𝑓|𝑢 = ว
𝑓𝑎D |𝑢
𝑓𝑎|𝑢 ศ
≃
⎛
⎜
⎜
⎝
i
𝜋𝑓𝑎|𝑢วln
(𝑓𝑎|𝑢)2
√22 ศ
√2𝑢
⎞
⎟
⎟
⎠
,
≃
๖
i
𝜋𝑓𝑎|𝑢 ෷ln
(𝑓𝑎|𝑢)2
𝛬2 + 1෸
√2𝑢 ๗
;
for some ﬁxed 𝛬 = ±√2 ≠ 0.
This also implies the monodromy matrix M∞ = ว
−1 +2
0 −1ศ.
Proof The proof is given in [11, p. 39].
First the derivation of the asymptotic behaviour of the second component, 𝑓𝑎 (Conjec-
ture 5.10), which is based on |𝑥/𝑢| ≤ |1/𝑢| ≈ 0 and ෋ 𝑥−𝑢𝑥2−1 = √𝑢෋
𝑥/𝑢−1
𝑥2−1 ≃ √𝑢෋
1
1−𝑥2 (for some
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appropriate and possibly diﬀerent branch cuts of square root):
𝑓𝑎|𝑢 =
√2
𝜋 ඘
+1
−1 ซ
𝑥− 𝑢
𝑥2 − 1
d𝑥,
≃ √2𝑢𝜋 ඘
+1
−1 ซ
1
1 − 𝑥2
d𝑥 = √2𝑢.
Hence 𝑓𝑎 is as expected.
So only 𝑓𝑎D remains. This can be found by the change of variables 𝑥 = 𝑢⋅𝑧, and then extractingthe logarithmic divergence near 𝑧 ≈ 0 [11, p. 39]:
𝑓𝑎D =
√2
𝜋 ඘
𝑢
+1ซ
𝑥− 𝑢
𝑥2 − 1
d𝑥,
= √2𝑢𝜋 ඘
+1
1/𝑢 ซ
𝑧− 1
𝑧2 − 𝑢−2
d𝑥,
≃ √2𝑢𝜋 ⋅ i ln 𝑢 ≃
i
𝜋 𝑓𝑎|𝑢๖
ln (𝑓𝑎|𝑢)
2
√22 ๗
.
Hence it implies 𝛬 = √2 in the asymptotic behaviour.
From these components the monodromy matrix is implied, similarly as in Corollary 4.12.
Hence the proof is complete. ∎
Lastly the asymptotic behaviour near 𝑢 ≈ 𝑢0 = +1, which should be similar to that in sec-
tion 4.2.
Conjecture 5.12 (Asymptotic behaviour of 𝑓 near +1) In the limit of 𝑢 ≈ 𝑢0 = +1, the 𝑓
from Conjecture 5.10 complies with Theorem 4.16 and Corollary 4.17:
𝑓|𝑢 = ว
𝑓𝑎D |𝑢
𝑓𝑎|𝑢 ศ
≃
๖
i
2 ⋅ (𝑢 − 𝑢0)
i
𝜋𝑓𝑎D |𝑢 ln
𝑓𝑎D |𝑢
i/2 +0𝑓𝑎D |𝑢 +
4
𝜋๗
,
≃
๖
𝑐0 ⋅ (𝑢 − 𝑢0)
i
𝜋𝑓𝑎D |𝑢 ln
𝑓𝑎D |𝑢
𝑐0 + 𝐶0𝑓𝑎D |𝑢 + 𝑎0๗
;
for some ﬁxed 𝑐0 = i2 , 𝐶0 = 0, 𝑎0 = 4𝜋 .
This also implies the monodromy matrix M+1 = ว
+1 0
−2 +1ศ.
Proof The proof is given in [11, p. 40].
First consider the asymptotic behaviour of 𝑓𝑎D near 𝑢 ≈ 𝑢0 = +1, with the same change ofvariables 𝑥 = 𝑢 ⋅ 𝑧 as used in the proof of Conjecture 5.11 [11, p. 40]:
𝑓𝑎D =
√2
𝜋 ඘
𝑢
+1ซ
𝑥− 𝑢
𝑥2 − 1
d𝑥,
= √2𝑢𝜋 ඘
+1
1/𝑢 ซ
𝑧− 1
(𝑧 + 𝑢−1)(𝑧 − 𝑢−1)
d𝑥,
≃ 1𝜋 ඘
+1
1/𝑢 ซ
𝑧− 1
𝑧 − 𝑢−1
d𝑥,
= i2ඳ1 − 𝑢
−1ප ≃
i
2ඳ𝑢 − 𝑢0ප,
= 𝑐0 ⋅ (𝑢 − 𝑢0);
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where the last approximation is based on 1 − 𝑢−1 = 1 − 11−(1−𝑢) = 1 −∑𝑛(1 − 𝑢)𝑛 ≃ 1 − (1 − 𝑢). This
ﬁxes the constant 𝑐0 = i2 .
Now the asymptotic behaviour of 𝑓𝑎 near 𝑢 ≈ +1, which is based on the Taylor expansion up
to ﬁrst order in 𝑢 ≈ 1:
𝑓𝑎 =
√2
𝜋 ඘
+1
−1 ซ
𝑥− 𝑢
𝑥2 − 1
d𝑥,
≃ √2𝜋 ඘
+1
−1 ซ
𝑥− 1
𝑥2 − 1
d𝑥 + (𝑢 − 𝑢0)∂𝑢෷
√2
𝜋 ඘
+1
−1 ซ
𝑥− 𝑢
𝑥2 − 1
d𝑥෸,
≃ 4𝜋 + (𝑢 − 𝑢0)
√2
𝜋
−1
2
ln(𝑢 − 1)
√2
,
= 4𝜋 +
2i
2𝜋 𝑓𝑎D |𝑢 ln
𝑓𝑎D |𝑢
𝑐0
,
= i𝜋 𝑓𝑎D |𝑢 ln
𝑓𝑎D |𝑢
𝑐0
+ 𝐶0𝑓𝑎D |𝑢 + 𝑎0;
which ﬁxes 𝐶0 = 0 and 𝑎0 = 4𝜋 . The used approximations in this derivation are described in [11,
p. 40].
Hence the asymptotic behaviour of 𝑓 near 𝑢 ≈ 𝑢0 = +1 is proved to comply with that in
Theorem 4.16, as had to be shown. ∎
Thereby the proposed 𝑓 ∈ Γ𝒳 in Conjecture 5.10 is also proved. Since Conjecture 5.10 is
proved, so is the Seiberg–Witten theorem (Theorem 3.48) from the section 3.4, which is what had
to be shown.
Appendix A
Postponed Proofs from
Introduction
In this appendix, postponed proofs are given of some theorems in chapter 3. This includes
Theorem 3.11 and Theorem 3.17.
Note that the proofs given here have less descriptive text than elsewhere, and that they also
contain some interesting identities that can be applied in more general cases.
A.1 Field Expansion of 𝑊
In section 3.1, the proof of Equation 3.7 from Theorem 3.11 is delayed to the next theorem.
Theorem A.1 (Field expansion of 𝑊 in WZ-gauge) The ﬁeld𝑊 , which implicitly depends
on e−2𝑉 ∈ 𝜋2(𝒞), in WZ-gauge is:
𝑊𝛼 = ඳ−i𝜆𝛼 + 𝜃𝛼𝐷 − (𝜎𝜇𝜈𝜃)𝛼𝐹𝜇𝜈 + (𝜃𝜃)𝜎
𝜇
𝛼?̇? D𝜇( ̄𝜆?̇?)ප N1(𝑦), where:
𝐹𝜇𝜈a = ∂𝜇(𝐴𝜈a) − ∂𝜈(𝐴𝜇a) − i[𝐴𝜇, 𝐴𝜈]a, and
D𝜇( ̄𝜆?̇?)a = ෷∂𝜇 − iad(𝐴𝜇)෸( ̄𝜆
?̇?)a,
= ∂𝜇( ̄𝜆?̇?a ) − i[𝐴𝜇 , ̄𝜆?̇?]a.
Proof First some identities on Pauli sigma matrices in 𝑂1𝑋 that will be used later without
reference [1, 8]:
(𝜎𝜇 ̄𝜃)𝛼(𝜃𝜎𝜈 ̄𝜃) = 𝜎
𝜇
𝛼?̇? ̄𝜃?̇?(𝜃𝜎𝜈) ̇𝛽 ̄𝜃
̇𝛽 = −12𝜎
𝜇
𝛼?̇?(𝜃𝜎𝜈) ̇𝛽𝜀?̇?
̇𝛽 ( ̄𝜃 ̄𝜃),
= 12 (𝜎
𝜇?̄?𝜈𝜃)𝛼( ̄𝜃 ̄𝜃).
+𝜃𝛼(𝜃𝜎𝜈 ̄𝜃) ̄𝜃?̇? = 𝜀𝛼𝛽𝜃𝛽𝜃𝛾𝜎𝜈𝛾 ̇𝛾𝜀?̇? ̇𝛽 ̄𝜃 ̇𝛾 ̄𝜃
̇𝛽 = 𝜀𝛼𝛽𝜀?̇? ̇𝛽 ෷−
1
2෸ 𝜀
𝛽𝛾 (𝜃𝜃)𝜎𝜈𝛾 ̇𝛾 ෷+
1
2෸ 𝜀
̇𝛾 ̇𝛽 ( ̄𝜃 ̄𝜃),
= +14𝛿
𝛾
𝛼𝛿 ̇𝛾?̇?𝜎𝜈𝛾 ̇𝛾 ( ̄𝜃 ̄𝜃)(𝜃𝜃) =
1
4𝜎
𝜈
𝛼?̇?( ̄𝜃 ̄𝜃)(𝜃𝜃).
+i(𝜎𝜇?̄?𝜈𝜃)𝛼 − i𝜂𝜇𝜈𝜃𝛼 = i(𝜎𝜇?̄?𝜈𝜃)𝛼 − i
1
2 ((𝜎
𝜇?̄?𝜈 + 𝜎𝜈 ?̄?𝜇)𝜃)𝛼 =
i
2 ((𝜎
𝜇?̄?𝜈 − 𝜎𝜈 ?̄?𝜇)𝜃)𝛼 ,
= 2(𝜎𝜇𝜈𝜃)𝛼 ,
91
92 APPENDIX A. POSTPONED PROOFS FROM INTRODUCTION
= −((𝜎𝜈𝜇 − 𝜎𝜇𝜈)𝜃)𝛼 .
(𝜎𝜇 ̄𝜃)𝛼(𝜃𝜎𝜈 ̄𝜃) =
1
2 (𝜎
𝜇?̄?𝜈𝜃)𝛼( ̄𝜃 ̄𝜃).
(𝜎𝜇 ̄𝜃)𝛼 ̄𝜃?̇? = 𝜀?̇? ̇𝛽𝜎
𝜇
𝛼 ̇𝛾 ̄𝜃 ̇𝛾 ̄𝜃
̇𝛽 = 𝜀?̇? ̇𝛽𝜎
𝜇
𝛼 ̇𝛾𝜀 ̇𝛾
̇𝛽
෷+
1
2෸ (
̄𝜃 ̄𝜃),
= −12𝛿
̇𝛾
?̇?𝜎
𝜇
𝛼 ̇𝛾 ( ̄𝜃 ̄𝜃) = −
1
2𝜎
𝜇
𝛼?̇?( ̄𝜃 ̄𝜃).
Now identities related to e+2𝑉 ∘ D𝛼(e−2𝑉 ), which will be used in Equation A.4:
𝑉 = −(𝜃𝜎𝜇 ̄𝜃)𝐴𝜇 + i(𝜃𝜃)( ̄𝜃 ̄𝜆) − i( ̄𝜃 ̄𝜃)(𝜃𝜆) +
1
2(𝜃𝜃)(
̄𝜃 ̄𝜃)𝐷,
= −(𝜃𝜎𝜇 ̄𝜃)𝐴𝜇N1( ̄𝑦) + i(𝜃𝜃)( ̄𝜃 ̄𝜆N1( ̄𝑦)) − i( ̄𝜃 ̄𝜃)(𝜃𝜆N1( ̄𝑦)) +
1
2(𝜃𝜃)(
̄𝜃 ̄𝜃)(𝐷N1( ̄𝑦) − i∂𝜇(𝐴𝜇)N1( ̄𝑦)),
= −(𝜃𝜎𝜇 ̄𝜃)𝐴𝜇N1(𝑦) + i(𝜃𝜃)( ̄𝜃 ̄𝜆N1(𝑦)) − i( ̄𝜃 ̄𝜃)(𝜃𝜆N1(𝑦)) +
1
2(𝜃𝜃)(
̄𝜃 ̄𝜃)(𝐷N1(𝑦) + i∂𝜇(𝐴𝜇)N1(𝑦)).
e−2𝑉 = id −2𝑉 + 22𝑉 2.
𝑉 2 = (𝜃𝜎𝜇 ̄𝜃)(𝜃𝜎𝜈 ̄𝜃)(𝐴𝜇 ∘ 𝐴𝜈) =
1
2 (𝜃𝜃)(
̄𝜃 ̄𝜃)(𝐴𝜇 ∘ 𝐴𝜇).
D𝛼(𝑉) = −(𝜎𝜇 ̄𝜃)𝛼𝐴𝜇N1( ̄𝑦) + i2𝜃𝛼( ̄𝜃 ̄𝜆N1( ̄𝑦)) − i( ̄𝜃 ̄𝜃)𝜆𝛼N1( ̄𝑦) + 𝜃𝛼( ̄𝜃 ̄𝜃)(𝐷N1( ̄𝑦) − i∂𝜇(𝐴𝜇)N1( ̄𝑦)),
= −(𝜎𝜇 ̄𝜃)𝛼 ඳ𝐴𝜇N1(𝑦) − 2i(𝜃𝜎𝜈 ̄𝜃)∂𝜈(𝐴𝜇)N1(𝑦)ප
+ i2𝜃𝛼 ඳ ̄𝜃 ̄𝜆N1(𝑦) − 2i(𝜃𝜎𝜈 ̄𝜃) ̄𝜃∂𝜈( ̄𝜆)N1(𝑦)ප
− i( ̄𝜃 ̄𝜃)𝜆𝛼N1(𝑦) + 𝜃𝛼( ̄𝜃 ̄𝜃)(𝐷N1(𝑦) − i∂𝜇(𝐴𝜇)N1(𝑦)),
= −(𝜎𝜇 ̄𝜃)𝛼𝐴𝜇N1(𝑦) + 2i𝜃𝛼( ̄𝜃 ̄𝜆N1(𝑦))
+ ( ̄𝜃 ̄𝜃)෷−i𝜆𝛼
N1(𝑦) + 𝜃𝛼𝐷N1(𝑦) + i(𝜎𝜇?̄?𝜈𝜃)𝛼∂𝜈(𝐴𝜇)N1(𝑦) − i𝜂𝜇𝜈𝜃𝛼∂𝜈(𝐴𝜇)N1(𝑦)
+ (𝜃𝜃)(𝜎𝜈∂𝜈( ̄𝜆)N1(𝑦))𝛼෸,
= −(𝜎𝜇 ̄𝜃)𝛼𝐴𝜇N1(𝑦) + 2i𝜃𝛼( ̄𝜃 ̄𝜆N1(𝑦))
+ ( ̄𝜃 ̄𝜃) ඳ−i𝜆𝛼 + 𝜃𝛼𝐷 − (𝜎𝜇𝜈𝜃)𝛼(∂𝜇(𝐴𝜈) − ∂𝜈(𝐴𝜇)) + (𝜃𝜃)(𝜎𝜈∂𝜈( ̄𝜆))𝛼ප N1(𝑦). (A.1)
D𝛼(𝑉 2) = ( ̄𝜃 ̄𝜃)𝜃𝛼(𝐴𝜇N1(𝑦) ∘ 𝐴𝜇N1(𝑦)). (A.2)
𝑉 ∘ (D𝛼(𝑉)) = ෷−(𝜃𝜎
𝜇 ̄𝜃)𝐴𝜇N1(𝑦) + i(𝜃𝜃)( ̄𝜃 ̄𝜆N1(𝑦))෸ ∘ ෷−(𝜎
𝜇 ̄𝜃)𝛼𝐴𝜇N1(𝑦) + 2i𝜃𝛼( ̄𝜃 ̄𝜆N1(𝑦))෸,
= +(𝜎𝜇 ̄𝜃)𝛼(𝜃𝜎𝜈 ̄𝜃)(𝐴𝜈N1(𝑦) ∘ 𝐴𝜇N1(𝑦))
− i(𝜃𝜃)(𝜎𝜇 ̄𝜃)𝛼 ̄𝜃?̇?( ̄𝜆?̇?N1(𝑦) ∘ 𝐴𝜇N1(𝑦)) − 2i𝜃𝛼(𝜃𝜎𝜇 ̄𝜃) ̄𝜃?̇?(𝐴𝜇N1(𝑦) ∘ ̄𝜆?̇?N1(𝑦)),
= +12(
̄𝜃 ̄𝜃)(𝜎𝜇?̄?𝜈𝜃)𝛼(𝐴𝜈N1(𝑦) ∘ 𝐴𝜇N1(𝑦))
+ i12 (
̄𝜃 ̄𝜃)(𝜃𝜃)𝜎𝜇𝛼?̇?( ̄𝜆?̇?N1(𝑦) ∘ 𝐴𝜇N1(𝑦)) − i
1
2 (
̄𝜃 ̄𝜃)(𝜃𝜃)𝜎𝜇𝛼?̇?(𝐴𝜇N1(𝑦) ∘ ̄𝜆?̇?N1(𝑦)),
= +12(
̄𝜃 ̄𝜃)(𝜎𝜇?̄?𝜈𝜃)𝛼(𝐴𝜈N1(𝑦) ∘ 𝐴𝜇N1(𝑦))
− i12 (
̄𝜃 ̄𝜃)(𝜃𝜃)𝜎𝜇𝛼?̇?[𝐴𝜇N1(𝑦), ̄𝜆?̇?N1(𝑦)]. (A.3)
Also note that the application of D̄?̇? ∘ D̄?̇? is most easily derived when expanding the input
section in terms of ( ̄𝜃 ̄𝜃)𝑓N1(𝑦) where 𝑓 is independent of ̄𝜃 but may depend on 𝜃, so that 𝑓N1(𝑦)
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is chiral:
(D̄?̇? ∘ D̄?̇?)( ̄𝜃 ̄𝜃) = (ð̄?̇? ∘ ð̄?̇?)( ̄𝜃 ̇𝛽 ̄𝜃
̇𝛽 ),
= 𝜀?̇? ̇𝛾𝜀 ̇𝛽 ̇𝛿 ð̄?̇?(𝛿
̇𝛿
̇𝛾 ̄𝜃
̇𝛽 − ̄𝜃 ̇𝛿𝛿 ̇𝛽̇𝛾 ),
= ð̄?̇?(−2 ̄𝜃?̇?),
= −2𝛿?̇??̇? = −4;
since then (D̄?̇? ∘ D̄?̇?)(( ̄𝜃 ̄𝜃)𝑓N1(𝑦)) = (D̄?̇? ∘ D̄?̇?)( ̄𝜃 ̄𝜃) ⋅ 𝑓N1(𝑦) = (−4) ⋅ 𝑓N1(𝑦).
Hence one can now derive the expansion of 𝑊 .
𝑊𝛼 =
1
8(D̄?̇? ∘ D̄
?̇?) ඳe+2𝑉 ∘ D𝛼(e−2𝑉 )ප ,
= 18 (D̄?̇? ∘ D̄
?̇?) ඳ(id +2𝑉 + 22𝑉 2) ∘ D𝛼(id −2𝑉 + 22𝑉 2)ප ,
= +14(D̄?̇? ∘ D̄
?̇?) ඳD𝛼(−𝑉 + 𝑉 2)ප
− 24(D̄?̇? ∘ D̄
?̇?) ඳ𝑉 ∘ D𝛼(𝑉)ප . (A.4)
Continue the derivation by substituting Equation A.1, Equation A.2, and Equation A.3:
𝑊𝛼 = +
1
4ඳ−(−4) ඳ−i𝜆𝛼 + 𝜃𝛼𝐷− (𝜎
𝜇𝜈𝜃)𝛼(∂𝜇(𝐴𝜈) − ∂𝜈(𝐴𝜇)) + (𝜃𝜃)(𝜎𝜇∂𝜇( ̄𝜆))𝛼ප N1(𝑦)
+ (−4)𝜃𝛼(𝐴𝜇N1(𝑦) ∘ 𝐴𝜇N1(𝑦))෸
− 24 ෷+
1
2(−4)(𝜎
𝜇?̄?𝜈𝜃)𝛼(𝐴𝜈N1(𝑦) ∘ 𝐴𝜇N1(𝑦)) − i
1
2 (−4)(𝜃𝜃)𝜎
𝜇
𝛼?̇?[𝐴𝜇N1(𝑦), ̄𝜆?̇?N1(𝑦)]෸ ,
= ඳ−i𝜆𝛼 + 𝜃𝛼𝐷 − (𝜎𝜇𝜈𝜃)𝛼(∂𝜇(𝐴𝜈) − ∂𝜈(𝐴𝜇)) + (𝜃𝜃)(𝜎𝜇∂𝜇( ̄𝜆))𝛼ප N1(𝑦)
+ (𝜃𝜃)𝜎𝜇𝛼?̇?(−iad(𝐴𝜇))ີ( ̄𝜆?̇?)N1(𝑦)
+ (𝜎𝜇?̄?𝜈𝜃 − 𝜂𝜇𝜈𝜃)𝛼(𝐴𝜈N1(𝑦) ∘ 𝐴𝜇N1(𝑦)),
= ඳ−i𝜆𝛼 + 𝜃𝛼𝐷 − (𝜎𝜇𝜈𝜃)𝛼(∂𝜇(𝐴𝜈) − ∂𝜈(𝐴𝜇)) + (𝜃𝜃)𝜎
𝜇
𝛼?̇?(∂𝜇 − iad(𝐴𝜇))( ̄𝜆?̇?)ප N1(𝑦)
− (𝜎𝜇𝜈𝜃)𝛼(−i[𝐴𝜇, 𝐴𝜈])N1(𝑦),
= ෷−i𝜆𝛼 + 𝜃𝛼𝐷− (𝜎
𝜇𝜈𝜃)𝛼෷∂𝜇(𝐴𝜈) − ∂𝜈(𝐴𝜇) − i[𝐴𝜇 , 𝐴𝜈]෸ + (𝜃𝜃)𝜎
𝜇
𝛼?̇?෷∂𝜇 − iad(𝐴𝜇)෸( ̄𝜆
?̇?)෸
N1(𝑦),
= ඳ−i𝜆𝛼 + 𝜃𝛼𝐷 − (𝜎𝜇𝜈𝜃)𝛼𝐹𝜇𝜈 + (𝜃𝜃)𝜎
𝜇
𝛼?̇? D𝜇( ̄𝜆?̇?)ප N1(𝑦).
Hence the theorem is proved. ∎
A.2 Microscopic Lagrangian in Weyl Spinor Notation
From section 3.2, the proof of Equation 3.9 in Theorem 3.17 has been deferred to the following.
Theorem A.2 (ℒ𝒢 in ordinary Weyl spinor notation) Using the component expansions of
𝛷 and 𝑉 in WZ-gauge, from Remark 3.10 and Theorem 3.11, ℒ𝒢 (Corollary 3.14) can be
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expanded, up to total spacetime derivatives, as:
ℒℱ (𝛷, e−2𝑉 ) =
1
𝑔2cl
tr𝔤෷−i ඳ?̄?
s ∘ ?̄?𝜇 D𝜇(𝜓 s)ප
− i√2 ඳ?̄? s ∘ [𝜑, ̄𝜆s]ප + i√2 ඳ𝜆s ∘ [𝜑†, 𝜓 s]ප
+ 𝐷 ∘ [𝜑†, 𝜑] + 𝐹 † ∘ 𝐹 + D𝜇(𝜑†) ∘ D𝜇(𝜑)
− i ඳ𝜆s ∘ 𝜎𝜇 D𝜇( ̄𝜆s)ප +
1
2𝐷 ∘ 𝐷
− 14(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) +
𝑔2cl
4𝜋
𝜃cl
2𝜋
1
8𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศ,
where, as before (Theorem 3.11):
𝐹𝜇𝜈a = ∂𝜇(𝐴𝜈a) − ∂𝜈(𝐴𝜇a) − i[𝐴𝜇 , 𝐴𝜈]a,
D𝜇( ̄𝜆?̇?)a = ෷∂𝜇 − iad(𝐴𝜇)෸( ̄𝜆
?̇?)a,
= ∂𝜇( ̄𝜆?̇?a ) − i[𝐴𝜇 , ̄𝜆?̇?]a.
Proof The proof is split in six paragraphs, most of which are about the 𝛷† ∘ e−2𝑉 ີ𝛷-term in
the Lagrangian.
Identities in 𝑂1𝑋 Except for the ﬁrst two of the following identities, the following can be easily
derived, while the ﬁrst two of them is stated in [8]:
?̄?𝜇 ̇𝛾𝛽 = 𝜀 ̇𝛾 ̇𝛿𝜀𝛽𝜎𝜎𝜇𝜎 ̇𝛿 , (𝜒𝜎
𝜇?̄?)† = (𝜓𝜎𝜇 ̄𝜒), 𝑓N1(𝑦)† = 𝑓 ∗N1( ̄𝑦), (𝜃𝜓)† = ( ̄𝜃?̄?).
Now some useful identities in 𝑂1𝑋 involving 𝜃 of 𝜎𝜇 [1]:
(𝜎𝜇?̄?𝜈)𝛼𝛽 = 𝜀 ̇𝛾
̇𝛿𝜀𝛽𝜎𝜎𝜇𝛼 ̇𝛾𝜎𝜈𝜎 ̇𝛿 = −𝜀𝛼𝛾 ?̄?
𝜇 ̇𝛿𝛾𝜀𝛽𝜎𝜎𝜈𝜎 ̇𝛿 = −𝜀𝛼𝛾𝜀
𝛽𝜎(𝜎𝜈 ?̄?𝜇)𝜎𝛾 ,
= −(𝜎𝜈 ?̄?𝜇)𝛽𝛼 .
(𝜎𝜇𝜈)𝛼𝛽 =
i
4 (𝜎
𝜇?̄?𝜈 − 𝜎𝜈 ?̄?𝜇)𝛼𝛽 =
i
4 (−𝜎
𝜈 ?̄?𝜇 + 𝜎𝜇?̄?𝜈)𝛽𝛼
= +(𝜎𝜇𝜈)𝛽𝛼 .
(𝜎𝜇𝜈𝜃)𝛼(𝜎𝜌𝜎𝜃)𝛼 = (𝜎𝜇𝜈)𝛼𝛽 (𝜎𝜌𝜎)𝛼𝛾𝜃𝛽𝜃𝛾 = +
1
2(𝜃𝜃)𝜀𝛽𝛾 (𝜎
𝜇𝜈)𝛼𝛽 (𝜎𝜌𝜎)𝛼𝛾 = +
1
2(𝜃𝜃)(−1)(𝜎
𝜇𝜈)𝛾 𝛼(𝜎𝜌𝜎)𝛼𝛾 ,
= −12(𝜃𝜃)(𝜎
𝜇𝜈𝜎𝜌𝜎)𝛾 𝛾 .
(id𝕊L𝑋)𝛾
𝛾 = 2.
(𝜎𝜇?̄?𝜈)𝛾 𝛾 = −(𝜎𝜈 ?̄?𝜇)𝛾 𝛾 = +(𝜎𝜈 ?̄?𝜇)𝛾 𝛾 .
(𝜎𝜇?̄?𝜈)𝛾 𝛾 =
1
2(𝜎
𝜇?̄?𝜈 + 𝜎𝜈 ?̄?𝜇)𝛾 𝛾 =
1
2(2𝜂
𝜇𝜈 id𝕊L𝑋)𝛾
𝛾 = 2𝜂𝜇𝜈 .
(𝜎𝜇𝜈)𝛾 𝛾 =
i
4 (𝜎
𝜇?̄?𝜈 − 𝜎𝜈 ?̄?𝜇)𝛾 𝛾 =
i
4 (𝜎
𝜇?̄?𝜈 − 𝜎𝜇?̄?𝜈)𝛾 𝛾 = 0.
(𝜃𝜎𝜇𝜈𝜃) = (𝜎𝜇𝜈)𝛼𝛽𝜃𝛼𝜃𝛽 = (𝜎𝜇𝜈)𝛼𝛽𝜀𝛽𝛾 (−
1
2 )𝜀
𝛼𝛾 (𝜃𝜃),
= −(𝜃𝜃)12 (𝜎
𝜇𝜈)𝛾 𝛾 = 0.
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𝜃𝛼(𝜃𝜎𝜇 ̄𝜃) ̄𝜃?̇? = 𝜀?̇? ̇𝛽𝜃𝛼𝜃𝛾𝜎
𝜇
𝛾 ̇𝛾 ̄𝜃 ̇𝛾 ̄𝜃
̇𝛽 = −14(
̄𝜃 ̄𝜃)(𝜃𝜃)𝜀?̇? ̇𝛽𝜀𝛼𝛾𝜎
𝜇
𝛾 ̇𝛾𝜀 ̇𝛾
̇𝛽 ,
= −14(
̄𝜃 ̄𝜃)(𝜃𝜃)𝜀 ̇𝛽?̇? ?̄?𝜇
̇𝛽𝛼 .
𝜃𝛽 ̄𝜃?̇?(𝜃𝜎𝜇 ̄𝜃) = 𝜀?̇? ̇𝛽𝜃𝛽𝜃𝛾𝜎
𝜇
𝛾 ̇𝛾 ̄𝜃 ̇𝛾 ̄𝜃
̇𝛽 = −14𝜀?̇? ̇𝛽𝜀
𝛽𝛾𝜀 ̇𝛾 ̇𝛽 (𝜃𝜃)𝜎𝜇𝛾 ̇𝛾 ( ̄𝜃 ̄𝜃),
= −14(𝜃𝜃)(
̄𝜃 ̄𝜃)𝜀 ̇𝛽?̇? ?̄?𝜇
̇𝛽𝛽 .
𝑊 ∘ 𝑊 -term The ﬁrst term of the Lagrangian to expand is the 𝑊 ∘ 𝑊 -term, since that is the
simplest:
඘d
4𝑥d2𝜃 tr𝔤 ඳ𝑊 𝛼 ∘ 𝑊𝛼ප = ඘d
4𝑥d2𝜃 tr𝔤෷෷−i𝜆
𝛼 + 𝜃𝛼𝐷− (𝜎𝜇𝜈𝜃)𝛼𝐹𝜇𝜈 + (𝜃𝜃)𝜀𝛼𝛽𝜎
𝜇
𝛽?̇? D𝜇( ̄𝜆
?̇?)෸
∘ ඳ−i𝜆𝛼 + 𝜃𝛼𝐷 − (𝜎𝜌𝜎𝜃)𝛼𝐹𝜌𝜎 + (𝜃𝜃)𝜎
𝜇
𝛼?̇? D𝜇( ̄𝜆?̇?)පศ
= ඘d
4𝑥 tr𝔤෷−i(𝜆 ∘ 𝜎
𝜇 D𝜇( ̄𝜆)) + 𝐷 ∘ 𝐷
+඘d
2𝜃ว−(𝜃𝜎
𝜇𝜈𝜃)(𝐷 ∘ 𝐹𝜇𝜈) − (𝜃𝜎𝜇𝜈𝜃)(𝐹𝜇𝜈 ∘ 𝐷)
+ (𝜎𝜇𝜈𝜃)𝛼(𝜎𝜌𝜎𝜃)𝛼(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศ
− i(𝜎𝜇 D𝜇( ̄𝜆?̇?))𝛼 ∘ 𝜆𝛼ศ
= ඘d
4𝑥 tr𝔤෷−2i(𝜆 ∘ 𝜎
𝜇 D𝜇( ̄𝜆)) + 𝐷 ∘ 𝐷
− 12(𝜎
𝜇𝜈𝜎𝜌𝜎)𝛾 𝛾 (𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศ
= ඘d
4𝑥 tr𝔤෷−2i(𝜆 ∘ 𝜎
𝜇 D𝜇( ̄𝜆)) + 𝐷 ∘ 𝐷
− 12 ෷
1
2(+𝜂
𝜇𝜌𝜂𝜈𝜎 − 𝜂𝜇𝜎𝜂𝜈𝜌 − i𝜀𝜇𝜈𝜌𝜎)෸ (𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศ
= ඘d
4𝑥 tr𝔤෷−2i(𝜆 ∘ 𝜎
𝜇 D𝜇( ̄𝜆)) + 𝐷 ∘ 𝐷
− 12(𝐹𝜇𝜈 ∘ 𝐹
𝜇𝜈) + i14𝜀
𝜇𝜈𝜌𝜎(𝐹𝜇𝜈 ∘ 𝐹𝜌𝜎)ศ. (A.5)
Where the identity (𝜎𝜈𝜇𝜎𝜌𝜎)𝛾 𝛾 = 12 (+𝜂𝜇𝜌𝜂𝜈𝜎−𝜂𝜇𝜎𝜂𝜈𝜌−i𝜀𝜇𝜈𝜌𝜎) came indirectly from [1, p. 116], which
uses the same conventions for 𝜎𝜇𝜈 :
(𝜎𝜇?̄?𝜈𝜎𝜌?̄?𝜎)𝛾 𝛾 = 2i𝜀𝜇𝜈𝜌𝜎 + 2𝜂𝜇𝜈𝜂𝜌𝜎 − 2𝜂𝜇𝜌𝜂𝜈𝜎 + 2𝜂𝜇𝜎𝜂𝜈𝜌;
through the use of:
(𝜎𝜇?̄?𝜈𝜎𝜌?̄?𝜎)𝛾 𝛾 = (෷
2
i 𝜎
𝜇𝜈 + 𝜂𝜇𝜈෸෷
2
i 𝜎
𝜌𝜎 + 𝜂𝜌𝜎෸)𝛾
𝛾
= −4(𝜎𝜇𝜈𝜎𝜌𝜎)𝛾 𝛾 + 2𝜂𝜇𝜈𝜂𝜌𝜎 .
𝛷† ∘ 𝛷-term The ad(𝑉)0-term in the Lagrangian is will be considered here
0 ∼ℒ (∂𝜇 ∘ ∂𝜇)(𝜑† ∘ 𝜑) = (∂𝜇 ∘ ∂𝜇)(𝜑†) ∘ 𝜑 + 𝜑† ∘ (∂𝜇 ∘ ∂𝜇)(𝜑)
+ 2∂𝜇(𝜑†) ∘ ∂𝜇(𝜑)
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඘d
2𝜃d2 ̄𝜃 ෷𝜑
†N1( ̄𝑦) ∘ 𝜑N1(𝑦)෸ = ඘d
2𝜃d2 ̄𝜃 ෷−
1
2𝜑
† ∘ (𝜃𝜎𝜇 ̄𝜃)(𝜃𝜎𝜈 ̄𝜃) ⋅ (∂𝜇 ∘ ∂𝜈)(𝜑)
− 12(𝜃𝜎
𝜇 ̄𝜃)(𝜃𝜎𝜈 ̄𝜃) ⋅ (∂𝜇 ∘ ∂𝜈)(𝜑†) ∘ 𝜑
+ (𝜃𝜎𝜇 ̄𝜃)∂𝜇(𝜑†) ∘ (𝜃𝜎𝜇 ̄𝜃)∂𝜇(𝜑)ศ
= −඘d
2𝜃d2 ̄𝜃 12𝜂
𝜇𝜈(𝜃𝜃)( ̄𝜃 ̄𝜃)෷+
1
2𝜑
† ∘ (∂𝜇 ∘ ∂𝜈)(𝜑) +
1
2(∂𝜇 ∘ ∂𝜈)(𝜑
†) ∘ 𝜑
− ∂𝜇(𝜑†) ∘ ∂𝜇(𝜑)ศ
= −12෷
1
2(∂𝜇 ∘ ∂
𝜇)(𝜑† ∘ 𝜑) − (1 + 1)∂𝜇(𝜑†) ∘ ∂𝜇(𝜑)෸
∼ℒ ∂𝜇(𝜑†) ∘ ∂𝜇(𝜑).
Hence now that term:
඘d
2𝜃d2 ̄𝜃𝛷† ∘ 𝛷 = ඘d
2𝜃d2 ̄𝜃 ෷𝜑
†N1( ̄𝑦) ∘ 𝜑N1(𝑦) + 2 ̄𝜃?̇??̄? ?̇?N1( ̄𝑦) ∘ 𝜃𝛽𝜓𝛽N1(𝑦) + (𝜃𝜃)( ̄𝜃 ̄𝜃)𝐹 † ∘ 𝐹෸
= −14(∂𝜇 ∘ ∂
𝜇)(𝜑† ∘ 𝜑) + ∂𝜇(𝜑†) ∘ ∂𝜇(𝜑)
+ 2i඘d
2𝜃d2 ̄𝜃ว𝜃
𝛽 ̄𝜃?̇? ඳ?̄? ?̇? ∘ (𝜃𝜎𝜈 ̄𝜃)∂𝜈(𝜓𝛽 ) − (𝜃𝜎𝜇 ̄𝜃)∂𝜇(?̄? ?̇?) ∘ 𝜓𝛽පศ
+ 𝐹 † ∘ 𝐹
= −14(∂𝜇 ∘ ∂
𝜇)(𝜑† ∘ 𝜑) + ∂𝜇(𝜑†) ∘ ∂𝜇(𝜑)
− i12ว+ඳ?̄? ∘ ?̄?
𝜇∂𝜇(𝜓)ප − ඳ∂𝜇(?̄?) ∘ ?̄?𝜇𝜓පศ + 𝐹
† ∘ 𝐹.
∼ℒ +∂𝜇(𝜑†) ∘ ∂𝜇(𝜑) − i ඳ?̄? ∘ ?̄?𝜇∂𝜇(𝜓)ප + 𝐹 † ∘ 𝐹. (A.6)
Where one has to note that:
+ඳ?̄? ∘ ?̄?𝜇∂𝜇(𝜓)ප − ඳ∂𝜇(?̄?) ∘ ?̄?𝜇𝜓ප = +2 ඳ?̄? ∘ ?̄?𝜇∂𝜇(𝜓)ප − ∂𝜇((?̄? ∘ ?̄?𝜇𝜓)).
𝛷† ∘ −2ad(𝑉)ີ𝛷-term The result of the expansion of the ad(𝑉)1-term of the Lagrangian is in
Equation A.7.
ad(𝑉)ີ𝛷 = −(𝜃𝜎𝜇 ̄𝜃)[𝐴𝜇, 𝜑N1(𝑦) + √2(𝜃𝜓)]
+ i(𝜃𝜃)[( ̄𝜃 ̄𝜆), 𝜑]
− i( ̄𝜃 ̄𝜃)[(𝜃𝜆), 𝜑 +√2(𝜃𝜓)]
+ 12(𝜃𝜃)(
̄𝜃 ̄𝜃)[𝐷, 𝜑],
= −(𝜃𝜎𝜇 ̄𝜃)[𝐴𝜇, 𝜑N1(𝑦) + √2(𝜃𝜓)]
+ i(𝜃𝜃)[( ̄𝜃 ̄𝜆), 𝜑] − i( ̄𝜃 ̄𝜃)[(𝜃𝜆), 𝜑]
+ 12(𝜃𝜃)(
̄𝜃 ̄𝜃) ෷i√2(𝜆a𝜓b)[T
a, Tb] + [𝐷, 𝜑]෸ .
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𝛷† ∘ ad(𝑉)ີ𝛷 = −(𝜃𝜎𝜇 ̄𝜃) ⋅ ෷𝜑
†N1( ̄𝑦) + √2( ̄𝜃?̄?)෸ ∘ ෺𝐴𝜇 , 𝜑
N1(𝑦) + √2(𝜃𝜓)෻
+ i(𝜃𝜃) ⋅ (𝜑†) ∘ [( ̄𝜃 ̄𝜆), 𝜑] − i( ̄𝜃 ̄𝜃) ⋅ (𝜑†) ∘ [(𝜃𝜆), 𝜑]
+ 12(𝜃𝜃)(
̄𝜃 ̄𝜃)ว−i
√2(?̄?a ̄𝜆b)Ta ∘ [Tb, 𝜑] + i√2(𝜑†) ∘ (𝜆a𝜓b)[Ta, Tb]
+ (𝜑†) ∘ [𝐷, 𝜑]ศ.
඘d
2𝜃d2 ̄𝜃𝛷† ∘ ad(𝑉)ີ𝛷 = −(−i)(12𝜂
𝜇𝜈) ⋅ ඳ∂𝜈(𝜑†)ප ∘ බ𝐴𝜇, 𝜑භ
− (+i)(12𝜂
𝜇𝜈) ⋅ ඳ𝜑†ප ∘ බ𝐴𝜇, ∂𝜈(𝜑)භ
− 2(−14𝜀 ̇𝛽?̇? ?̄?
𝜇 ̇𝛽𝛼) ⋅ (?̄? ?̇? ∘ බ𝐴𝜇 , 𝜓𝛼භ)
+ 12ว−i
√2(?̄?a ̄𝜆b)Ta ∘ [Tb, 𝜑] + i√2(𝜑†) ∘ (𝜆a𝜓b)[Ta, Tb]
+ (𝜑†) ∘ [𝐷, 𝜑]ศ.
−2඘d
2𝜃d2 ̄𝜃 tr𝔤 ඳ𝛷† ∘ ad(𝑉)ີ𝛷ප = tr𝔤෷−i ඳ∂𝜇(𝜑
†) ∘ බ𝜑𝜇, 𝜑භප − i ඳබ𝐴𝜇, 𝜑†භ ∘ ∂𝜇(𝜑)ප
− ඳ?̄? ∘ ?̄?𝜇 බ𝐴𝜇, 𝜓භප
− i√2 ඳ?̄? ∘ [𝜑, ̄𝜆]ප + i√2 ඳ𝜆 ∘ [𝜑†, 𝜓]ප + 𝐷 ∘ [𝜑†, 𝜑]ศ. (A.7)
𝛷† ∘ 22ad(𝑉)2ີ𝛷-term Now the ad(𝑉)2-term of the Lagrangian, which is rather restricted.
𝛷† ∘ ad(𝑉)2ີ𝛷 = 12(𝜃𝜃)(
̄𝜃 ̄𝜃)(𝜑†) ∘ [𝐴𝜇, [𝐴𝜇, 𝜑]].
+22඘d
2𝜃d2 ̄𝜃 tr𝔤 ඳ𝛷† ∘ ad(𝑉)2ີ𝛷ප = −2 tr𝔤 ඳබ𝐴𝜇 , 𝜑†භ ∘ බ𝐴𝜇, 𝜑භප . (A.8)
𝛷†∘e−2ad(𝑉)ີ𝛷-term And ﬁnally combining the previous equations: Equation A.6, Equation A.7,
and Equation A.8; to give Equation A.9.
𝛷† ∘ e−2ad(𝑉)ີ𝛷 = 𝛷† ∘ ඳid −2ad(𝑉) + 22ad(𝑉)2ප ີ𝛷.
඘d
2𝜃d2 ̄𝜃 tr𝔤 ඳ𝛷† ∘ e−2ad(𝑉)ີ𝛷ප = tr𝔤෷෷−
1
4(∂𝜇 ∘ ∂
𝜇)(𝜑† ∘ 𝜑) + i12∂𝜇((?̄? ∘ ?̄?
𝜇𝜓))
+ ∂𝜇(𝜑†) ∘ ∂𝜇(𝜑) − i ඳ?̄? ∘ ?̄?𝜇∂𝜇(𝜓)ප + 𝐹 † ∘ 𝐹ศ
+ ว−i ඳ∂𝜇(𝜑
†) ∘ බ𝜑𝜇 , 𝜑භප − i ඳබ𝐴𝜇 , 𝜑†භ ∘ ∂𝜇(𝜑)ප
− ඳ?̄? ∘ ?̄?𝜇 බ𝐴𝜇 , 𝜓භප
− i√2 ඳ?̄? ∘ [𝜑, ̄𝜆]ප + i√2 ඳ𝜆 ∘ [𝜑†, 𝜓]ප + 𝐷 ∘ [𝜑†, 𝜑]ศ
− 2 ඳබ𝐴𝜇 , 𝜑†භ ∘ බ𝜑𝜇 , 𝜑භපศ,
98 APPENDIX A. POSTPONED PROOFS FROM INTRODUCTION
= tr𝔤෷−
1
4(∂𝜇 ∘ ∂
𝜇)(𝜑† ∘ 𝜑) + i12∂𝜇((?̄? ∘ ?̄?
𝜇𝜓))
− i ඳ?̄? ∘ ?̄?𝜇∂𝜇(𝜓)ප − i ඳ?̄? ∘ ?̄?𝜇(−i)ad(𝐴𝜇)ີ(𝜓)ප
− i√2 ඳ?̄? ∘ [𝜑, ̄𝜆]ප + i√2 ඳ𝜆 ∘ [𝜑†, 𝜓]ප
+ 𝐷 ∘ [𝜑†, 𝜑] + 𝐹 † ∘ 𝐹
+ ∂𝜇(𝜑†) ∘ ∂𝜇(𝜑)
+ ∂𝜇(𝜑†) ∘ (−i)ad(𝜑𝜇)ີ(𝜑) + (−i)ad(𝐴𝜇)ີ(𝜑†) ∘ ∂𝜇(𝜑)
+ (−i)ad(𝐴𝜇)ີ(𝜑†) ∘ (−i)ad(𝜑𝜇)ີ(𝜑)ศ,
∼ℒ tr𝔤෷−i ඳ?̄? ∘ ?̄?
𝜇 D𝜇(𝜓)ප
− i√2 ඳ?̄? ∘ [𝜑, ̄𝜆]ප + i√2 ඳ𝜆 ∘ [𝜑†, 𝜓]ප
+ 𝐷 ∘ [𝜑†, 𝜑] + 𝐹 † ∘ 𝐹
+ D𝜇(𝜑†) ∘ D𝜇(𝜑)ศ. (A.9)
Now it is trivial to complete the proof using Equation A.9 and Equation A.5. ∎
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Notation
List of mathematical symbols, with a reference to the page beginning the respective deﬁnition,
theorem, or some such.
𝐴, 46
𝑎, 49, 51
(𝑎, 𝑏), 3
𝐴 ⊆ 𝐵, 3
𝑎D, 49, 51
ad, 7
ad(𝑎)ີ𝑏, 7
𝑎 ∈ 𝐴, 3
{𝑎i}i, 3
𝑎 ⇔ 𝑏, 6
𝑎 ⇒ 𝑏, 6
𝐴𝜇, 31, 32, 36
𝐴 ∩ 𝐵, 3
𝑎າad(𝑏), 7
𝐴 ⧵ 𝐵, 11
𝐴/𝐺, 6
𝐴/ ∼, 22
𝐴𝗎, 59
𝐴 ∪ 𝐵, 3
𝑎 ∨ 𝑏, 6
𝑎 ∧ 𝑏, 6
𝐴 × 𝐵, 3
∀𝑎 ∈ 𝐴, 6
∗, 48
♭, 5
̄⋅, 13, 15
ℬ, 50
𝛽, 75
[⋅, ⋅], 6, 7, 18, 19, 22
𝐶, 31, 32
chrgU(1)⋅ , 64
chrgU(1)ℛ , 66
C∞, 3, 28, 48
𝒞 , 13, 28, 30–32
𝒞 aux, 38, 39
𝒞eff , 44, 46
𝒞ℳ𝑓𝑎 , 59
𝒞WZ, 31, 32
ℂ, 11
ℂ ⧵ {−1, +1}, 60
𝛸, 39
𝜒 , 31, 32, 36
𝐷, 31, 32, 36, 37
deg, 11, 18, 19, 22
D, 19
d⋅, 5
d𝑥𝜇, 5
D̄, 19
D, 32, 36
∂𝜇, 5, 18
∂𝑧𝜇 , 48
∂ ̄𝑧𝜇 , 48̄D̃, 21
ei𝛼U(1)⋅ , 64
ei𝛼U(1)ℛ , 66, 69, 70
e−i𝔤eff , 7
e−i𝛬, 30
𝐸𝑢, 83
∃𝑎 ∈ 𝐴, 6
𝜀⋅⋅, 15
𝜂, 4
ð, 19
ð̄, 19
𝐹 , 31, 32, 36, 37, 51
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𝑓 , 52, 60, 64, 73, 76, 78, 79, 85, 87
(𝐹, 𝜌), 30
𝐹𝜇𝜈 , 32, 36
𝑓 າ, 52
ℱ (n), 28
ℱ (n)−1, 49
ℱ , 29, 44, 49, 52
(ℱ, (𝐹, 𝜌), 𝐺), 28
ℱD, 49
𝑔cl, 33
𝐺eff , 44
𝑔 ∘ 𝑓 , 3
𝐺𝒳 , 51, 53, 56
𝛾5, 13
𝛤(2), 78
𝛾𝑎D ⋅ 𝛾𝑎, 81
𝛾 [𝜇𝜈], 13
𝛾𝜇, 12
Γ, 5
Γ(𝑋 × ⋅), 5
𝒢 , 33–35
𝔾, 28, 30, 35
𝔾eff , 44
𝔤, 8
𝔤eff , 7, 41, 43, 44, 46
𝗀ℳ, 51–53
𝐻−1, 6
Hom, 52
Hom(⋅, ⋅), 5
𝐻 ∘ 𝐼 , 6
ℏ, 23, 40
¬𝑎, 6
id⋅, 4
𝐽 , 48
𝑗5, 67
𝐿, 80
𝜆, 31, 32, 36
𝛬e, 30, 35
𝛬𝕊ϴL𝑋, 20
𝛬𝕊ϴ̄R𝑋, 20
ℒ aux𝒢 , 38, 39
ℒeff , 46, 60
ℒℱ , 28, 29, 46
ℒ𝒢 , 35, 36, 93
ℒℳ𝑓𝑎D , 59
L(⋅, ⋅), 7
𝕃𝒳 , 79
𝑀 , 31, 32
M+1, 77, 78
M∞, 73, 78
ℳ, 42, 51
𝑁 , 31, 32
N1, 20
N1(𝑦), 21
N2, 21
ℕ, 11
𝖭ℱ , 28, 44, 47
𝖭ℳ, 51, 52, 60, 82
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𝒵ℱ , 23
ℤ, 11
Index
A
adjoint, 7
aﬃne transformation, 53
algebra, 11
basis, 12
super Lie, 22
supercommutative, 11
analytic continuation, 73, 77, 78, 82
anticommuting vectorspace, 11
atlas, 3
auxiliary ﬁelds, 37
B
Berezin integration, 20, 29
beta function, 75
biholomorphic mapping, 48
branch cut, 44, 78, 82
branch point, 60
bundle, 4
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lattice, 80, 81
Legendre transformation, 49
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partial correlation function, 50
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projection map, 4
prototypical ﬁber, 4
pullback, 52
Q
quotient set, 6, 22
R
real numbers, 11
representation
adjoint, 7
linear, 7
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set-builder notation, 6
simple Lie algebra, 8
simply path connected, 82
singularity, 60
spinor, 13, 14
structure group, 4
subbundle, 13
subset, 3
supercommutative, 11
supercommutator, 18, 19, 22
supercovariant derivative, 19
superderivation, 19
superﬁeld
chiral, 20, 21, 30, 31
real, 30, 31
scalar, 18
spinor, 18
superQED, 75
superspace
N=0, 15
N=1, 17
N=2, 22
supersymmetry transformation, 29
T
top form, 13, 20
topological space, 3
U
underlying manifold, 4
union, 3
V
vacuum expectation value, 43
vector ﬁeld, 5
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