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Ziel der vorliegenden Arbeit ist die Entwicklung eines Verfahrens zur au-
tomatisierten Integration funkbasierter drahtloser Sensornetze (engl. Wire-
less Sensor Network, kurz WSN) in die jeweilige Anwendungsumgebung. Die
Sensornetze realisieren dort neben Kommunikationsaufgaben vor allem die
Bestimmung von Ortsinformationen. Das Betriebshofmanagement im ÖPNV
stellt dabei eine typische Anwendung dar. So wird auf der Grundlage per-
manent verfügbarer Positionskoordinaten von Bussen und Bahnen als mobile
Objekte im Verkehrsumfeld eine effizientere Betriebsführung ermöglicht.
Die Datenbasis in dieser Arbeit bilden zum einen geometrische Bezie-
hungen im Sensornetz, die aus Gründen der Verfügbarkeit lediglich durch
paarweise Distanzen zwischen den mobilen Objekten und den im Umfeld
fest installierten Ankern beschrieben sind. Zum anderen kann auf vorhande-
nes digitales Kartenmaterial in Form von Vektor- und Rasterkarten bspw.
von GIS-Diensten zurückgegriffen werden. Die Argumente für eine Automa-
tisierung sind naheliegend. Einerseits soll der Aufwand der Positionskalibrie-
rung nicht mit der Anzahl verbauter Anker skalieren, was sich ausschließlich
automatisiert realisieren lässt. Dadurch werden gleichzeitig symptomatische
Fehlerquellen, die aus einer manuellen Systemintegration resultieren, elimi-
niert. Andererseits soll die Automatisierung ein echtzeitfähiges Betreiben
(z.B. Rekalibrierung und Fernwartung) gewährleisten, sodass kostenintensi-
ve Wartungs- und Servicedienstleistungen entfallen.
Das entwickelte Verfahren generiert zunächst aus den Sensordaten mit-
tels distanzbasierter simultaner Lokalisierung und Kartenerstellung (engl.
Range-Only Simultaneous Localization and Mapping, kurz RO-SLAM) re-
lative Positionsinformationen für Anker und mobile Objekte. Anschließend
führt das Verfahren diese Informationen im Rahmen einer kooperativen Kar-
tenerstellung zusammen. Aus den relativen, kooperativen Ergebnissen und
dem zugrundeliegenden Kartenmaterial wird schließlich ein anwendungsspe-
zifischer absoluter Raumbezug hergestellt. Die Ergebnisse der durchgeführ-
ten Verfahrensevaluation belegen anhand generierter semi-realer Sensorda-
ten sowie definierter Testszenarien die Funktions- und Leistungsfähigkeit des
entwickelten Verfahrens. Sie beinhalten qualifizierende Aussagen und zeigen
darüber hinaus statistisch belastbare Genauigkeitsgrenzen auf.
V
Abstract
The aim of this work is the development of a method for the automated
integration of Wireless Sensor Networks (WSN) into the respective applica-
tion environment. The sensor networks realize there beside communication
tasks above all the determination of location information. Therefore, the
depot management in public transport is a typical application. Based on
permanently available position coordinates of buses and trams as mobile ob-
jects in the traffic environment, a more efficient operational management is
made possible.
The database in this work is formed on the one hand by geometric re-
lationships in the sensor network, which for reasons of availability are only
described by pairwise distances between the mobile objects and the anchors
permanently installed in the environment. On the other hand, existing di-
gital map material in the form of vector and raster maps, e.g. obtained by
GIS services, is used. The arguments for automation are obvious. First, the
effort of position calibration should not scale with the number of anchors
installed, which can only be automated. This at once eliminates sympto-
matic sources of error resulting from manual system integration. Secondly,
automation should ensure real-time operation (e.g. recalibration and remote
maintenance), eliminating costly maintenance and service.
Initially, the developed method estimates relative position information for
anchors and mobile objects from the sensor data by means of Range-Only Si-
multaneous Localization and Mapping (RO-SLAM). The method then mer-
ges this information within a cooperative map creation. From the relative,
cooperative results and the available map material finally an application-
specific absolute spatial outcome is generated. Based on semi-real sensor
data and defined test scenarios, the results of the realized method evaluati-
on demonstrate the functionality and performance of the developed method.
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Wer sich umschaut in der Welt, wird feststellen, dass Fortbewegung eines
der grundlegenden Bedürfnisse menschlichen Lebens darstellt und die Le-
bensqualität sowie die Leistungs- und Wettbewerbsfähigkeit der Wirtschaft
nachhaltig beeinflusst. Die Konzentration des Phänomens Verkehr führt da-
bei zu einem stetigen Anstieg des Ressourcenverbrauchs und lässt die Kapa-
zitätsgrenzen der vorhandenen Verkehrsinfrastruktur erreichen, in manchen
Fällen sogar überschreiten. Vielerorts steht jedoch ein weiterer Infrastruktur-
ausbau aus planerischen, wirtschaftlichen, aber auch ökologischen Gesichts-
punkten nicht zur Diskussion. An dieser Stelle kann die Verkehrstelematik
durch Steuerung von Verkehrsströmen und -prozessen zur effizienteren Nut-
zung und damit zur Erhöhung des Wirkungsgrades vorhandener Ressour-
cen beitragen. Den Ausgangspunkt dafür bildet eine gezielte Informations-
generierung und allen voran die Bestimmung des Aufenthaltsorts relevanter
Verkehrsteilnehmer. So werden verkehrstelematische Anwendungen, die auf
immer genauere und zuverlässigere Ortsinformationen zurückgreifen, derzeit
als wirkungsvolles Instrument zur Bewältigung oder Vermeidung aktueller
und zukünftiger Verkehrsprobleme angesehen.
Gleichzeitig steigert die rasante Entwicklung der Mikroelektronik die
Funktionalität elektronischer Bauelemente kontinuierlich und verringert de-
ren Herstellungskosten. Dies erlaubt die massenweise Produktion immer um-
fangreich werdender Baugruppen, die aufgrund gestiegener Kommunikations-
anforderungen sowie nur im Verbund zu lösender Aufgabenstellungen eine
weitläufige Vernetzung erfordern. Die verstärkt einsetzende Miniaturisierung
eng miteinander verzahnter Standardkomponenten und die fortschreitende
Entwicklung der Mikrosystemtechnik (engl. Micro-Electro-Mechanical Sy-
stems, kurz MEMS) führt dabei zur Konzeption hochkomplexer Sensorkno-
ten. Diese können in einem selbstorganisierenden und teilweise infrastruktur-
bzw. drahtlosen Sensornetz (engl. Wireless Sensor Network, kurz WSN) zu-
sammengefasst werden. Der Informationsaustausch innerhalb solcher Netze
erfolgt ad hoc oder zentralisiert und im Gegensatz zu drahtgebundenen Va-
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riationen in der Regel funkbasiert. Sensornetze sind so in der Lage, lokal
begrenzte, schwer zugängliche Gebiete oder umfangreiche Prozessketten mit
verhältnismäßig geringem Aufwand zu überwachen.
Während die Generierung von Ortsinformationen unter freiem Himmel
häufig GNSS-basiert erfolgt, eignen sich Sensornetze technologisch gleicher-
maßen zur Ortsbestimmung, auch innerhalb von Gebäuden. Dabei werden
paarweise gemessene geometrische Beziehungen (z.B. Distanzen oder Win-
kel) zwischen den Sensorknoten hergestellt und algorithmisch in Positionsin-
formationen umgewandelt. Immer genauere Sensormessdaten, längeres aut-
arkes Betreiben und intelligentere Kommunikationsverfahren können zudem
GNSS in Außenbereichen ergänzen oder infolge höherer Genauigkeitsanfor-
derungen sogar ersetzen. Die Aussage
„Indoor location will be bigger than GPS or Maps.“
(Don Dodge, Developer Advocate und Start-up Evangelist)
lässt erahnen, dass mit Hilfe umfassender Ortsinformationen derzeit eine
Vielzahl innovativer Anwendungsfelder auch in der Verkehrstelematik er-
schlossen werden. Dazu gehören u.a.
∙ Fuhrpark- und Parkraum-Management (z.B. in Betriebshöfen, Abstel-
lanlagen, Parkhäusern und Tiefgaragen für Busse und Bahnen im ÖPNV
sowie Züge im Personen- und Güterverkehr),
∙ Personennavigation und E-Ticketing-Anwendungen (z.B. in Flughafen-
terminals, Bahnhofshallen, Shoppingmalls und Fahrgastkabinen),
∙ Individualverkehr im öffentlichen Verkehrsraum (z.B. Assistenz zum
fahrspurgenauen autonomen Fahren, Navigation und Sicherheit für
Fahrzeuge, Radfahrer und Fußgänger) und
∙ Logistikanwendungen (z.B. Warendistribution, Fertigungsstraßen, La-
gerhaltung, Prozessverwaltung und -überwachung).
Die innerhalb dieser Arbeit vorrangig adressierte Anwendung ist ein Be-
triebshofmanagement im ÖPNV, welches die stellplatz- bzw. bereichsgenaue
Ortsbestimmung von Bussen und Bahnen auf Betriebshöfen (s. Abbildung
1.1) beinhaltet. Ein professionelles Betriebshofmanagementsystem (BMS)
bildet dabei die Schnittstelle zum Fahr- und Dienstplan, zum rechnergesteu-
erten Betriebsleitsystem bzw. Intermodal Transport Control System (ITCS)
sowie zu Werkstattprogrammen und realisiert effizientere Betriebsprozesse
mit nahezu automatisierter Betriebsführung. Diese ermöglichen die Navi-
gation zu Fahrtzielen (z.B. Tankstelle, Waschanlage, Werkstatt oder Stell-
platz), die Reduzierung von Such- und Wegezeiten durch die Visualisierung
der Fahrzeuge in Echtzeit sowie das Monitoring des Fahrzeugeinsatzes (Ein-
und Ausrücken) und der Endabstellung. Zudem lassen sich die Abwick-
lung von Planungs- und Dispositionsprozessen, die Fahrzeugbereitstellung
2
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für Instandhaltungs- und Wartungsarbeiten sowie die Steuerung von Leit-
und Informationssystemen (Signale, Anzeigen, Schranken und Tore) optimie-
ren. Dabei werden Faktoren wie aktuelle Fahrzeugbewegungen, die Hofbele-
gung, diverse Sperrungen oder der Status externer Gewerke berücksichtigt.
Abbildung 1.1: DVB-Standort Betriebshof Gruna in Dresden.
1.1 Stand der Technik
Funkbasierte Sensornetze bilden auch im Verkehrsbereich eine Informations-
quelle mit signifikanter räumlicher Ausdehnung, hoher Flexibilität und na-
hezu uneingeschränktem Skalierungsverhalten. Die spezifische Konfiguration
der Sensorknoten zur Ortsbestimmung kann als System1 beschrieben werden,
bei welchem die Knoten als zentrale Systemelemente in mobile Knoten (engl.
mobile, tag, badge) und Anker (engl. anchor, satellite) unterteilt werden.
Mobile Knoten sind dabei starr mit den mobilen Objekten verbunden, für
die der jeweilige Aufenthaltsort bestimmt werden soll. Ankerknoten hingegen
sind (zumindest temporär) ruhende Knoten. Sie werden an innerhalb der An-
wendungsumgebung sinnvoll gewählten Positionen fest installiert oder sind
in mobilen Objekten verbaut, welche den Knotenstatus bewegungsabhän-
gig definieren. Für die paarweise gemessenen geometrischen Beziehungen im
Sensornetz ergeben sich somit drei Arten: Anker-Anker-, Anker-Mobile- und
Mobile-Mobile-Beziehungen. Die Anzahl der für die jeweilige Anwendung er-
forderlichen Beziehungen beeinflusst dabei in hohem Maße die Flexibilität
des Funkfrequenz-, Zeit- und Energiemanagements während der Messung.
Allerdings ist der gegenwärtige Aufwand zur produktiven Integration sol-
cher Netze in das jeweilige Verkehrsumfeld noch relativ hoch. Stand der Tech-
nik diesbezüglich ist die nichtautomatisierte, manuelle Integration durch In-
1Der Terminus System beschreibt die Gesamtheit von Elementen, welche aufeinander
bezogen sind und eine nach außen hin abgegrenzt organisierte Struktur bilden.
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genieure bzw. qualifiziertes Servicepersonal. Dabei müssen nach physischer
Installation der Anker diese jeweils eindeutig identifiziert, deren Positionen
kalibriert (Einmessen und Zuordnen) und ein Raumbezug hergestellt wer-
den. Dies erfolgt gegenwärtig durch Software mit manueller Drag and Drop-
Funktion, die durch audiovisuelle Knotenzuordnung, Laser-Entfernungsmes-
ser, Tachymeter oder RTK-Vermessung unterstützt werden kann. Eine au-
tomatisierte Integration würde aus den in Abschnitt 1.2 genannten Grün-
den helfen, Hürden hinsichtlich der weiteren Verbreitung und Migration der
Technologie abzubauen, deren Effizienz zu steigern und die Kosten beteiligter
Akteure zu minimieren.
1.2 Entwickeltes Verfahren im Überblick
Ziel der Arbeit ist die Entwicklung eines Verfahrens, das die automatisier-
te Integration funkbasierter Sensornetze zur Generierung von Ortsinforma-
tionen ermöglicht. Die Gründe für eine Automatisierung sind naheliegend.
Einerseits soll der Aufwand der Positionskalibrierung nicht mit der Anzahl
verbauter Anker skalieren, was ausschließlich automatisiert, d.h. nicht ma-
nuell, realisiert werden kann. Dadurch werden gleichzeitig symptomatische
Fehlerquellen, die aufgrund der Interaktion durch einen Bearbeiter bei der
Systemintegration resultieren, eliminiert. Andererseits soll die Automatisie-
rung ein echtzeitfähiges Betreiben (z.B. Rekalibrierung und Fernwartung)
gewährleisten, sodass kostenintensive Wartungs- und Servicedienstleistungen
entfallen. Damit lassen sich zum einen präventive Maßnahmen implementie-
ren, die Schutz vor unabsichtlich oder mutwillig herbeigeführten Systembe-
einträchtigungen bspw. durch veränderte Ankerpositionen bieten. Zum ande-
ren wird die Realisierung hochdynamischer Szenarien, in welchen weitgehend
oder komplett auf fest verbaute Anker verzichtet wird, möglich wie bspw. die
während der Positionsbestimmung durchgeführte Kooperation zwischen (in-
nerhalb verschiedener Kreuzungsarme temporär wartender und fahrender)
Fahrzeugen im öffentlichen Verkehrsraum. Diese Argumentation ist darüber
hinaus Basis für die Erweiterung bestehender und für das Erschließen zu-
künftiger Anwendungen in diesem Bereich.
Daraus sowie aus prinzipiellen Bedingungen zur Umsetzung lassen sich
konkrete Anforderungen an die Systemintegration ableiten:
∙ Funktionalität, d.h., Positionen aus paarweise gemessenen geometri-
schen Beziehungen bestimmen (s. Kapitel 4 und 5) und Raumbezug
anwendungsorientiert herstellen (s. Kapitel 6)
∙ Verfügbarkeit, d.h., Integration echtzeitfähig, skalierbar, fehlerfrei und




∙ Wirtschaftlichkeit, d.h., kostengünstige Hardware verwenden und In-
tegrations- und Servicekosten minimieren
Mit Hilfe der aufgelisteten Punkte kann das entwickelte Verfahren zur au-
tomatisierten Integration wie folgt spezifiziert werden. Das Verfahren gene-
riert zum einen relative2 Positionsinformationen mit hoher Verfügbarkeit,
d.h. limitierten Anforderungen hinsichtlich der zugrundeliegenden Sensorda-
tenbasis. Dies beinhaltet die Messung einer minimalen Anzahl notwendiger
geometrischer Beziehungen im Sensornetz, welche aus Effizienzgründen als
paarweise Distanzmessungen (engl. ranging) realisiert sind. Das entwickelte
Verfahren stellt zum anderen einen (georeferenzierten) absoluten Raumbe-
zug durch Daten-Matching- und Transformationsmethoden her, falls erfor-
derlich auch unter Verwendung kooperativer Ansätze, d.h. durch das Zu-
sammenwirken mehrerer mobiler Objekte. Hierzu dienen die ermittelten re-
lativen Positionsinformationen sowie vorhandenes digitales Kartenmaterial
in Form von Vektor- oder Rasterkarten bspw. von (Online-)GIS-Diensten.
Abbildung 1.2 zeigt die modulare Konzeption des Verfahrens, dessen Um-
setzung sich räumlich auf 2D-Umgebungen konzentriert, wobei die dritte
Dimension mittels Anwendungskontext nicht vollwertig, jedoch als Attribut
von 2,5D-Informationen einbezogen werden kann.
Abbildung 1.2: Konzeption des entwickelten Verfahrens zur automatisierten
Integration funkbasierter Sensornetze.
Zur Bestimmung relativer Positionen existieren zwei Möglichkeiten, die
simultane Lokalisierung und Kartenerstellung (engl. Simultaneous Locali-
zation and Mapping, kurz SLAM) sowie die multidimensionale Skalierung
(engl. Multidimensional Scaling, kurz MDS) und Ähnliche (s. Abschnitt
2.3.1.1). Während MDS-basierte Ansätze eine hohe Konnektivität3 im Sen-
2Relative Positionsangaben besitzen per se keinen Raumbezug zu absoluten, meist
erdfesten oder kartenbasierten Referenzpositionen. Sie erfordern daher eine zielführende
Interpretation (z.B. Transformation), sodass die relativen Angaben als absolute Positions-
informationen auf der Erdoberfläche oder im Zusammenhang mit digitalen Straßen- oder
Gebäudeplänen dargestellt werden können.
3Konnektivität (engl. connectivity) bezeichnet die Art und Weise einer Verbindung
(engl. connection, link) bzw. die Verbindungsdichte im Netz.
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sornetz, d.h. Anker-Mobile- und Anker-Anker-Beziehungen, voraussetzen,
benötigen SLAM-basierte Ansätze lediglich Anker-Mobile-Beziehungen und
damit eine Minimalkonfiguration hinsichtlich Konnektivität. Da die Verfüg-
barkeit der Automatisierung durch zu hohe Konnektivitätsanforderungen aus
praktischer Sicht (z.B. Funkfrequenz-, Zeit- und Energiemanagement) sub-
stantiell eingeschränkt würde, erfolgt die Bestimmung relativer Positionen
innerhalb dieser Arbeit auf Basis von SLAM-Verfahren. Besteht die Sensor-
datenbasis wie im vorliegenden Fall aus Distanzbeziehungen, können solche
Verfahren als Range-Only SLAM (RO-SLAM) bezeichnet werden.
SLAM beschreibt im Allgemeinen ein Problem, bei welchem ein mobiles
Objekt in einer ihm unbekannten Umgebung gleichzeitig eine Karte dieser
Umgebung erstellen und sich lokalisieren, d.h., seine Position innerhalb die-
ser Karte schätzen, soll. Um den Einstieg in die Thematik zu vereinfachen,
schlagen [TBF05] und [CT12] vor, die Begriffe Lokalisierung und Kartener-
stellung im konkreten Bezugsrahmen zunächst zu definieren:
∙ Der Begriff Lokalisierung (engl. location, localization) bezeichnet die
Bestimmung von Objektpositionen in Relation zu Umgebungsmerkma-
len wie Anker oder Landmarken mit bekannten Positionskoordinaten,
welche bspw. Elemente einer Merkmalskarte (s. Abschnitt 2.2.2) sein
können. Unter dieser Voraussetzung lassen sich auch mobile Objekte
innerhalb bekannter Umgebungskarten lokalisieren.
∙ Der Begriff Kartenerstellung bezeichnet hingegen das Erstellen einer
Umgebungskarte und beinhaltet die Kartierung (engl. mapping) von
Umgebungsmerkmalen mit dazugehörigen Positionskoordinaten. Ver-
fügt ein mobiles Objekt zu jedem Zeitpunkt über bekannte Positionen,
können auf Basis der eingesetzten Sensorik Merkmale erfasst und damit
entsprechende Karten erstellt werden.
Vereinfacht ausgedrückt setzt die Objektlokalisierung eine Karte und die
Kartenerstellung eine Objektposition voraus. Die Bearbeitung beider Pro-
blemstellungen ist vergleichsweise trivial. Sind jedoch weder für sensorisch
wahrgenommene Kartenmerkmale noch für mobile Objekte Positionskoordi-
naten verfügbar, kann von einem Henne-Ei-Problem gesprochen werden, für
dessen Lösung sich SLAM-Verfahren als überaus wirkungsvoll erweisen.
SLAM-basierte Ansätze setzen allgemein ein gewisses Bewegungsverhal-
ten der mobilen Objekte voraus, was die Verfahrensentwicklung in keinster
Weise konterkariert, weil Anwendungen im Verkehrsbereich dieses Kriteri-
um naturgemäß erfüllen. Auf die Einbeziehung sensorisch gemessener Be-
wegungsinformationen (z.B. IMU- oder Odometriedaten) wird aus Gründen
der Verfahrensverfügbarkeit verzichtet. Obwohl sämtliche SLAM-Verfahren
die Verarbeitung von Bewegungsdaten beherrschen, soll das entwickelte Ver-
fahren nicht davon abhängig sein, ob und mit welcher Qualität solche Infor-
mationen zur Verfügung stehen. Der Bewegungsverlauf bzw. die Trajektorie
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mobiler Objekte ist darüber hinaus Ausgangspunkt für die in Kapitel 6 umge-
setzte absolute Positionsbestimmung innerhalb des entwickelten Verfahrens,
indem ein Zusammenhang zwischen SLAM-Ergebnissen und vorhandenem
digitalen Kartenmaterial hergestellt wird. Zudem hat jegliche Objektbewe-
gung den Vorteil, dass die korrespondierenden Anker-Mobile- (und Mobile-
Mobile-)Messungen im Gegensatz zu Anker-Anker-Messungen in ihrer Ge-
samtheit eine höhere Genauigkeit aufweisen, da potentielle Ungenauigkeiten
(s. Abschnitt 2.1.4.3) aufgrund sich bewegungsbedingt ändernder Funkumge-
bungsbedingungen im Regelfall nur temporär, nicht systematisch auftreten.
1.3 Wissenschaftlicher Beitrag
Das in dieser Arbeit entwickelte Verfahren zur automatisierten Integrati-
on funkbasierter Sensornetze ordnet sich in das Forschungsgebiet Indoor-
Lokalisierung ein. Die Verfahrensumsetzung bedient sich dabei auch Me-
thoden aus anderen Bereichen wie etwa den Forschungsgebieten Robotik,
Computer Vision und Bildverarbeitung (engl. Image Processing). Die Eva-
luation des entwickelten Verfahrens erfolgt am Anwendungsbeispiel Betriebs-
hofmanagement, welches eine Kooperation mit der DVB, dem kommunalen
Nahverkehrsunternehmen der Stadt Dresden einschließt und gleichzeitig die
anwendungsorientierte Motivation der Arbeit bildet.
Der wissenschaftliche Beitrag der Dissertation beinhaltet die Entwicklung
des in Abbildung 1.2 dargestellten Verfahrens. Dieses umfasst als Gesamtver-
fahren die Verarbeitung von gegebenen Distanzmess- und Kartendaten hin zu
(kooperativen) absoluten Ankerpositionen, ohne dabei von bestimmten Be-
wegungsinformationen abhängig zu sein. Das Gesamtverfahren ist hinsicht-
lich der zugrundeliegenden Datenbasis neuartig. Der wissenschaftliche Bei-
trag enthält des Weiteren Teile der RO-SLAM-Verfahrensumsetzung in Ab-
schnitt 4.4.2, das Verfahren zur kooperativen Kartenerstellung in Abschnitt
5.2 sowie die konkrete Realisierung von Daten-Matching- und Transforma-
tionsverfahren zur Herstellung eines absoluten Raumbezugs im Kontext der
vorliegenden Anwendung in Abschnitt 6.2.1 und 6.2.2. Die spezifischen Al-
gorithmen (Struktur und Abläufe) und deren Parametrisierung bewegen sich
dabei im Spannungsfeld zwischen Genauigkeit, Komplexität und Verfügbar-
keit des Gesamtverfahrens. Weiterhin vervollständigt die methodisch durch-
geführte Verfahrensevaluation den wissenschaftlichen Beitrag, indem die Ver-
gleichbarkeit der SLAM-Verfahren sowie eine qualitative Ergebnisbewertung
realisiert wird. Die Aussagen und Erkenntnisse dieser Arbeit stützen sich in
weiten Teilen auf die angegebene Literatur.
Darüber hinaus verdeutlicht die folgende grobe Abgrenzung den gelei-
steten wissenschaftlichen Beitrag. Das Verfahren grenzt sich vom in Ab-
schnitt 1.1 diskutierten Stand der Technik für die adressierte Anwendung
in erster Linie durch die Funktionalität einer Automatisierung ab. Es bein-
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haltet ausschließlich die in Abbildung 1.2 dargestellten Verfahrensteile, d.h.,
auf die spezifische Sensordaten- und Kartengenerierung im Vorfeld und die
nachträgliche Weiterverarbeitung der Ergebnisse innerhalb von Anwendun-
gen des Betriebshofmanagements wird demnach nicht näher eingegangen.
Hinsichtlich einbezogener Sensordaten grenzt sich das Verfahren von bis-
herigen Untersuchungen u.a. von [HMQ+11] oder [AKWT12] dadurch ab,
dass lediglich paarweise Distanzmessungen verwendet werden, während auf
die Einbeziehung von Bewegungsinformationen aus den genannten Gründen
größtenteils verzichtet wird. Zudem bleiben hochdynamische Anwendungen
ohne fest verbaute Anker, die Evaluation anhand von Langzeittests und di-
verse Wirtschaftlichkeitsbetrachtungen weitgehend unberücksichtigt.
1.4 Gliederung der Arbeit
Nachdem in diesem Kapitel die Einleitung in die vorliegende Arbeit und ins-
besondere das entwickelte Verfahren erfolgt, widmet sich Kapitel 2 den theo-
retischen Grundlagen zur Verfahrensumsetzung. Dies umfasst einen Über-
blick zu funkbasierten Sensornetzen, deren Möglichkeiten zur Generierung
geometrischer Beziehungen, Ausführungen zur Umgebungsrepräsentation so-
wie die Lokalisierung innerhalb von Sensornetzen mit Fokus auf Positionie-
rung, Tracking und Koordinatentransformation.
An diese Betrachtungen schließt sich in Kapitel 3 die Zustandsschät-
zung dynamischer Systeme an. Dazu werden relevante probabilistische An-
sätze und das Bayes-Filter vorgestellt, dessen drei Realisierungen, Extended
Kalman-Filter (EKF), Histogramm-Filter und Partikel-Filter, das algorith-
mische Grundkonzept für die Lösung des SLAM-Problems in Kapitel 4 bil-
den. Auf Basis einer grundlegenden Objekt- und Umgebungsbeschreibung
sowie geeigneter Möglichkeiten zur numerischen Darstellung und Verfahrens-
initialisierung werden dort wiederum drei SLAM-Verfahren, EKF-SLAM, In-
cremental Maximum Likelihood-SLAM (IML-SLAM) und FastSLAM, zur
relativen Positionsbestimmung beschrieben, die anhand der Ausführungen
in Kapitel 5 auch kooperativ erfolgt. Kapitel 6 widmet sich schließlich der
absoluten Positionsbestimmung, indem anwendungsbedingt ein vektor- oder
rasterbasiertes Daten-Matching zur Herstellung eines absoluten Raumbezugs
realisiert wird.
Kapitel 7 beinhaltet die Evaluation des entwickelten Verfahrens. Un-
ter Berücksichtigung des gewählten methodischen Ansatzes, der modellier-
ten semi-realen Sensordatenbasis sowie des gegebenen Kartenmaterials wer-
den für die beschriebenen Testszenarien SLAM-, Ankerkarten-Merging- und
Daten-Matching-Verfahren untersucht und anhand ausgewählter Kriterien
bewertet. Die Arbeit schließt in Kapitel 8 mit der Zusammenfassung behan-
delter Inhalte, diskutiert Verfahren sowie evaluierte Ergebnisse kritisch und





Die Umsetzung der automatisierten Integration funkbasierter Sensornetze
erfordert eine Reihe grundlegender Betrachtungen. Daher erfolgt in diesem
Kapitel zunächst der Einstieg in den Bereich Sensornetze. Dies umfasst deren
Aufbau, System- und Technologiemerkmale, die Möglichkeit der Selbstorga-
nisation sowie die Generierung einer Messdatenbasis in Form von räumlichen
Beziehungen der Sensorknoten untereinander. Daran schließen sich Ausfüh-
rungen zur Umgebungsrepräsentation durch unterschiedliche Koordinatenbe-
schreibungen und Kartentypen an. Grundlagen zur Lokalisierung innerhalb
von Sensornetzen mit den Themen Positionierung, Tracking und Koordina-
tentransformation vervollständigen das Kapitel.
2.1 Überblick zu funkbasierten Sensornetzen
Die Automatisierung der innerhalb der Arbeit adressierten Anwendung er-
folgt auf Basis ortsbezogener Informationen, welche durch funkbasierte Di-
stanzmessungen in einem Sensornetz generiert werden.
Ein funkbasiertes Sensornetz ist im Allgemeinen ein Rechnernetz von
Sensorknoten, welche ihre Umgebung mittels Sensoren wahrnehmen kön-
nen. Die Knoten sind per Funk kommunizierende Computer unterschied-
licher Größe, die entweder zentral gesteuert werden oder in einem sich selbst
organisierenden Ad-hoc-Netz zusammenarbeiten. Die Geschichte solcher Sen-
sornetze reicht bis in die 1950er Jahre zurück. So kann das Sound Surveil-
lance System (SOSUS), ein unter Wasser installiertes Netz aus Schallsensor-
bojen zur U-Boot-Ortung, als Vorläufer der modernen Sensornetzforschung
betrachtet werden, welches die Idee einer flächendeckenden Sensorknoten-
anordnung auf den Weg brachte. In den 1990er Jahren führte die verstärkt
einsetzende Miniaturisierung sowie die fortschreitende Weiterentwicklung der
Mikrosystemtechnik zur Konzeption hochintegrierter leistungsfähiger Stan-
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dardkomponenten und damit zu einem Forschungsaufschwung, sodass sich
gegenwärtig eine Vielzahl verschiedenster Sensornetzsysteme am Markt und
in der Entwicklung befinden. Diese Systeme weisen anwendungsbedingt teils
erhebliche Unterschiede in Technologie, Funktionsweise, Formfaktor, Ener-
gieverbrauch und Kosten auf, was eine nicht immer stringente Abgrenzung
zu anderen Systemen impliziert.
2.1.1 Aufbau und Netzwerk
Der funktionale Aufbau und die verwendeten Komponenten sind für die mei-
sten Sensorknoten gleich. An die als eingebettetes System (engl. embedded
system) konzipierte Berechnungseinheit schließen sich Sensorik, Kommuni-
kationseinheit, Energieversorgung und mögliche zusätzliche Komponenten
an. Dazu ist in Abbildung 2.1 der von [Rei07] erarbeitete schematische Auf-
bau eines Sensorknotens dargestellt. Erklärtes Ziel ist die weitere Miniatu-
risierung zukünftiger Sensorknotengenerationen u.a. im Rahmen der durch
[PKB+99] motivierten Idee Smart Dust. Der im unteren Teil der Abbildung
dargestellte Energiespeicher ist dabei häufig formgebender Faktor. Für den
Knotenbetrieb ist die verfügbare Energie in der Regel die knappste Res-
source, weshalb zumeist diverse Betriebsfunktionen zur Energieeinsparung
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Abbildung 2.1: Aufbau und Komponenten eines Sensorknotens nach [Rei07].
Die Kommunikationseinheit des Sensorknotens besteht im Allgemeinen
aus einem Transceiver und einer oder mehreren Antennen (Antennendiver-
sität). Der Transceiver generiert die durch Modulationsverfahren1 und Zu-
1Modulation beschreibt die Veränderung eines Trägersignals und ermöglicht die hoch-
frequente Übertragung eines niederfrequenten Nutzsignals.
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griffsverfahren2 bereitgestellten zu übertragenden HF-Signale und sorgt für
die elektrische Anregung der Antenne. Diese dient zum Senden und Emp-
fangen elektromagnetischer Wellen und überträgt die generierten Signale je
nach Bauart und Funktionsprinzip mit einer bestimmten Sendeleistung, Ab-
strahlcharakteristik (quasi omnidirektional oder gerichtet) und Polarisation
(vertikal, horizontal oder zirkular).
Den Sensorknoten eines Netzwerks werden je nach Funktionsebene zum
Teil spezielle Aufgaben zugeordnet. Knoten mit solchen Aufgaben können
z.B. aus Sicht der Netzgeometrie in mobile Knoten und Ankerknoten, aus
Sicht des Datenmanagements (mit zentraler oder dezentraler Architektur) in
Datenquelle und Datensenke sowie aus Sicht der Netzwerkkommunikation in
Netzwerkkoordinator, Router und Leaf unterteilt werden. Die Netztopologie
(s. Abbildung 2.2) beschreibt dabei die Struktur der physikalischen und logi-
schen Verbindungen zum gemeinsamen Datenaustausch innerhalb des Net-
zes, wobei jeder Knoten mit Hilfe einer spezifischen ID-Nummer eineindeutig
im Netz identifizierbar ist. Für die logische Kommunikation in funkbasierten
Sensornetzen wird häufig die Mesh-Topologie gewählt, da diese über eine
prinzipiell hohe Konnektivität und Bisektionsweite3 verfügt.
Abbildung 2.2: Schematische Darstellung aller Netztopologien.
Die Kommunikation im Funksensornetz erfolgt auf Basis von Netzwerk-
protokollen (z.B. ZigBee, WirelessHART, ANT+, 6LoWPAN, BLE, IEEE
802.15.4 oder LPWAN). Diese umfassen spezielle Vereinbarungen des Nach-
richtenaustauschs, nach denen die Datenübertragung zwischen zwei oder
mehreren Parteien abläuft. Solche Vereinbarungen beinhalten die Gesamtheit
aller Regeln, welche Syntax, Semantik und Synchronisation der Kommuni-
kation bestimmen. Sie finden sich immer öfter in intelligenten Protokollen
wieder, welche z.B. in Ad-hoc-Netzen Kommunikation und Routing auch oh-
ne Topologieinformationen effizient organisieren. Dabei bezeichnet Routing
das Festlegen von Kommunikationswegen für sämtliche Informationsströme
im Netz, wobei z.B. [KV00] gezielt Positions- und Umgebungsinformationen
zur Umsetzung effizienter Routingstrategien, insbesondere beim Multi-Hop-
Routing, einsetzen.
2Zugriffsverfahren beinhalten die Kommunikation zwischen PHY und MAC des OSI-
Modells bezüglich selektiver Informationsübertragung.
3Die Bisektionsweite beschreibt die Stabilität und Ausfallsicherheit eines Netzes. Sie
ist ein Maß für die minimale Anzahl logischer Verbindungen im Netz, die entfernt werden
müssen, um das Netz in zwei Teile zu teilen.
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2.1.2 System- und Technologiemerkmale
Das zur Realisierung bestimmter Anwendungen erforderliche Systemdesign
richtet sich nach den Anforderungen an das System. Dazu sind wesentli-
che Unterscheidungsmerkmale, die nach [LDBL07] zugleich Kriterien für die
Leistungsfähigkeit funkbasierter Sensornetze darstellen, aufgelistet:
∙ Knotenanzahl (Skalierbarkeit des Netzes)
∙ Mobilität der Knoten (Ankerknoten vs. mobiler Knoten)
∙ Autarkie der Knoten (Energieversorgung und -management, Lebens-
dauer, Robustheit gegenüber äußeren Einflüssen)
∙ Ausbringen (engl. deployment) der Knoten (geplant vs. zufällig, ein-
malig vs. ständige Erweiterung des Netzes, Aufwand und Flexibilität
von Installation und Integration)
∙ Abdeckung der Umgebung durch Sensoren (vereinzelt vs. räumlich ver-
dichtet und ggf. redundant, homogen vs. heterogen z.B. bezüglich der
eingesetzten Sensorik)
∙ Netztopologie (Stern, Mesh, ad hoc vs. gesteuert)
∙ Registrierung (permanent vs. sporadisch, zufällig z.B. CSMA/CA vs.
deterministisch, zeitgesteuert z.B. DSME vs. ereignisgesteuert)
∙ Datenkommunikation (Datenrate, unidirektional vs. bidirektional, per-
manent vs. sporadisch vs. auf Anfrage)
∙ Lokalisierung (vorhanden vs. nicht vorhanden, hohe vs. geringe Qua-
lität, beim Ausbringen vs. permanent vs. sporadisch vs. auf Anfrage,
selbstorganisiert vs. gesteuert, zentral vs. verteilt)
∙ Funkübertragungstechnologie (Transceiver, Modulationsverfahren, Zu-
griffsverfahren, Bandbreite, Mittenfrequenz)
∙ Funkreichweite (Signalstärke, Antenne, Indoor-Fähigkeit)
∙ äußere Form der Knoten
∙ Standardisierung, Zertifizierung, Regulierung, Lizenzierung (BNetzA,
ETSI, FCC, IEEE)
∙ Anpassungsflexibilität (Bedienkomfort, Schnittstellen)
Systeme zur Generierung der dieser Arbeit zugrundeliegenden Datenbasis
bestehen mehrheitlich aus einer zwei- bis vierstelligen Knotenanzahl, von de-
nen einige als zumeist batterieversorgte Ankerknoten an geometrisch sinnvoll
gewählten Positionen fest verbaut sind, sodass eine vollständige räumliche
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Abdeckung des gesamten Anwendungsareals gewährleistet werden kann. Al-
le übrigen Knoten sind fest mit den zu lokalisierenden mobilen Objekten
verbunden und führen, wie in Abschnitt 1.2 beschrieben, Distanzmessungen
mit den umliegenden, in Funkreichweite befindlichen Ankerknoten durch.
Die Distanzmessungen werden dabei häufig permanent bzw. zyklisch durch-
geführt und die erfassten Messdaten ereignisbasiert, in der Regel nach jeder
Messung, an eine zentrale Datensenke (einen vergleichsweise performanten
Rechner) übermittelt. In dieser kann schließlich das innerhalb der Arbeit
entwickelte Verfahren umgesetzt werden.
2.1.3 Selbstorganisation
Selbstorganisation wird im Allgemeinen als Methode angesehen, um aus
Chaos Ordnung zu schaffen. Dies trifft für Einzelkomponenten funkbasierter
Sensornetze jeglicher Art und deren Interaktion in einem hochskalierbaren
Gesamtsystem zu, wobei die einzelnen Sensorknoten weder zentral noch de-
zentral gesteuert werden müssen. Ihre Handlungsweise orientiert sich eng an
vorgegebene Muster, sodass jede einzeln ausgeführte Handlung zur Lösung
eines globalen Problems beiträgt. Hierbei ist auch der Terminus Emergenz
anzutreffen, der die spontane Herausbildung von neuen Eigenschaften oder
Strukturen eines Systems infolge des Zusammenspiels seiner Elemente be-
schreibt. [D+06] unterteilen Selbstorganisation in sog. Self-X-Fähigkeiten,
welche die Gesamtheit aller Kompetenzen eines Netzes beinhalten:
∙ Self-healing bezeichnet das Erkennen, Lokalisieren und Beheben auf-
tretender Fehler oder Knotenausfälle durch das System zur Gewährlei-
stung einer möglichst langen Lebenszeit.
∙ Self-configuration bezeichnet die automatische Anpassung der System-
konfiguration an aktuelle Umgebungsbedingungen (z.B. Konnektivität
und Servicequalität) durch Methoden der (Re-)Generierung.
∙ Self-management bezeichnet die Knoten- und Netzwerkinstandhaltung
in Abhängigkeit aktueller Systemparameter.
∙ Self-optimization bezeichnet die Optimierung der genannten selbstor-
ganisierten Abläufe im System unter den Gesichtspunkten Systemver-
halten und begrenzte Ressourcen.
Für die im entwickelten Verfahren umgesetzte automatisierte Bestim-
mung relativer Ankerkoordinaten gilt, dass diese aus Datensicht allein durch
die im Sensornetz generierten Informationen und stattfindenden Prozesse
realisiert wird. Damit kann die Lösung des SLAM-Problems als Element der




Sämtliche Verfahren zur Lokalisierung der Knoten im Sensornetz basieren
auf der Herstellung räumlicher bzw. geometrischer Beziehungen der Kno-
ten untereinander. Die sensorische Wahrnehmung solcher Beziehungen wird
als Beobachtung (engl. observation, perception) bezeichnet. Beobachtungen,
welche die räumlichen Beziehungen mobiler Knoten beschreiben, gelten da-
bei nur für den jeweils aktuellen Zeitpunkt.
Die Erzeugung der Beobachtungen erfolgt zumeist durch den in jedem
Knoten verbauten Transceiver, der, wie in Abschnitt 2.1.1 beschrieben, in
vielen Anwendungen lediglich zur funkbasierten Kommunikation der Knoten
dient. Die dabei übertragenen Knoten-spezifischen ID-Nummern ermöglichen
eine eindeutige Zuordnung der generierten Beobachtungen im Netz.
2.1.4.1 Kategorisierung
Die Herstellung räumlicher Beziehungen erfolgt im Wesentlichen durch die
Beobachtung von drei unterschiedlichen Größen.
Distanz Prinzipiell existieren nach [Ben16] verschiedene Möglichkeiten zur
Generierung von Distanzwerten zwischen zwei Knoten, die sich auf die Mes-
sung der Größen
∙ Laufzeit: Time of Arrival (ToA), Time of Flight (ToF), Round-Trip
Time (RTT), Two-Way ToA (TW-ToA), Symmetrical Double-Sided
Two-Way Ranging (SDS-TWR), Time Difference of Arrival (TDoA),
Differential Time Difference of Arrival (DTDoA),
∙ Phase: Phase of Arrival (PoA) und
∙ Signalstärke: Received Signal Strength Indicator (RSSI)
stützen. Obwohl Distanzen nicht direkt beobachtet, sondern auf Basis der ge-
nannten Größen bestimmt werden, kann der Einfachheit halber der Begriff
Distanzmessung verwendet werden. Wie in Abschnitt 1.2 beschrieben, bil-
den die Distanzmessungen die alleinige Sensordatenbasis für das entwickelte
Verfahren zur automatisierten Integration von Sensornetzen.
Winkel Der zwischen zwei Knoten gemessene Einfallswinkel stellt eine
richtungsbasierte Beziehung her und kann u.a. nach [NL02] mittels Angle
of Arrival (AoA) bzw. Direction of Arrival (DoA) bestimmt werden. Da-
bei ist ein vergleichsweise umfangreicher Hardwareaufwand mit sog. Array-
Antennen erforderlich. Zur Generierung eindeutiger Messergebnisse muss zu-
dem die Orientierung der an der Messung beteiligten Knoten bekannt sein.
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Nachbarschaftsbeziehung (engl. proximity) Durch die Auswertung
der Signale, die ein Knoten empfängt, werden Rückschlüsse bezüglich des-
sen Nachbarschaft impliziert. Dies nutzen [NN03] zur Herstellung räumlicher
Beziehungen mittels Distance Vector-Hop (DV-Hop). Allerdings führt dieser
Ansatz teilweise zu hohen Ungenauigkeiten, da u.a. nach [ZHKS04] die Wel-
lenausbreitung (engl. signal propagation) so gut wie nie ideal konzentrisch
erfolgt.
2.1.4.2 Messwerte und Messunsicherheiten
Um real aufgenommene Messdaten in geeigneter Weise beschreiben und be-
werten zu können, eignet sich das Konzept der Zufallsvariablen. Diese cha-
rakterisiert eine physikalisch oder logisch definierte Größe, der durch Aus-
führung eines beliebig wiederholbaren Zufallsexperiments ein bestimmter
Messwert 𝑟 als unvorhersehbares zufällig beobachtetes Ergebnis zugeordnet
werden kann. Dieses wird als Beobachtung bzw. Realisierung der Zufallsva-
riablen 𝑆 in Form von reellen Zahlen innerhalb eines bestimmten Intervalls
bezeichnet, wobei eine hinreichende Anzahl von Realisierungen als repräsen-
tative Stichprobe (engl. sample) einen Schluss auf die Grundgesamtheit der
Beobachtungen erlaubt. Die beobachteten Messwerte sind aufgrund der Auf-
lösungsbegrenzung (z.B. durch Nachkommastellen) zwar streng genommen
immer diskret, dem Charakter nach aber meist kontinuierlich.
Die Unregelmäßigkeiten innerhalb eines Messdatensatzes sind maßgeb-
lich für die erzielbare Genauigkeit (engl. accuracy) verantwortlich und um-
fassen grob fehlerhafte bzw. kontaminierte Beobachtungen ebenso wie ver-
borgene Störeffekte. Solche Effekte bleiben selten konstant und variieren zeit-
und situationsabhängig. Die resultierenden Ungenauigkeiten lassen sich nach
[Tay97] im Wesentlichen auf drei Arten von Fehlern zurückführen:
∙ Grobe Fehler (Ausreißer) sind gravierende Abweichungen der Mess-
werte vom wahren Wert infolge von Verfahrensmängeln, Zielverwechs-
lungen oder Hardwaredefekten.
∙ Systematische Fehler (engl. bias, offset) kennzeichnen das Kriterium
Richtigkeit (engl. trueness) der Genauigkeit. Solche Fehler sind Abwei-
chungen (z.B. konstanter Messversatz), denen funktional beschreibbare
Ursachen zugrunde liegen.
∙ Zufällige Fehler (Messrauschen) kennzeichnen das Kriterium Präzision
(eng. precision) der Genauigkeit. Solche Fehler sind Restabweichun-
gen, welche aufgrund von Unzulänglichkeiten des Messverfahrens weder
nach Betrag noch nach Richtung beschrieben werden können.
Zufällige Messunsicherheiten setzen sich nach dem Zentralen Grenzwert-
satz aus einer Vielzahl sog. Elementarfehler zusammen, was die Grundlage
zur Modellierung einer Verteilungsfunktion (engl. Cumulative Distribution
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Function, kurz CDF) und für die Anwendung entsprechender statistischer
Methoden ist. Das bis heute weitgehend akzeptierte Modell für die statisti-
sche Verteilung von Messwerten ist die Gauß‘sche Normalverteilung. Bspw.
seien 𝐿Messungen 𝑟𝑖 ∈ 𝑆 mit 𝑖 = 1,2, . . . , 𝐿 durchgeführt und dem Messvek-
tor r =
(︀
𝑟1 𝑟2 . . . 𝑟𝐿
)︀𝑇
zugeordnet worden. Unter der Annahme nor-
malverteilter Messwerte können diese durch zwei Parameter beschrieben wer-
den, das arithmetische Mittel





als ML-Schätzung4 des in der Regel unbekannten wahren Werts 𝑟* und die
empirische Messvarianz




(𝑟𝑖 − 𝑟)2 =
1
𝐿− 1
(r − 𝑟1𝐿)𝑇 (r − 𝑟1𝐿) (2.2)
mit dem Einsspaltenvektor 1𝐿 der Länge 𝐿 als ML-Schätzung der theoreti-
schen Varianz 𝜎2 und erstes Maß für die Qualität von 𝑟. Aus der summari-
schen Betrachtung scheinbar unregelmäßiger Einzelerscheinungen, den Beob-
achtungen 𝑟𝑖 ∼ 𝒩 (𝑟*, 𝜎2), werden so Gesetzmäßigkeiten für die betreffende
Massenerscheinung bestimmt. Sind solche Gesetzmäßigkeiten gefunden, er-
schließt sich daraus auch für die Einzelerscheinung eine Genauigkeitsaussage.
Systematische Messabweichungen hingegen entstehen durch Einflüsse, die
weder bekannt noch beherrschbar sind, sodass sich selbst bei einer theore-
tisch unendlichen Anzahl von Beobachtungen der resultierende Schätzwert 𝑟
vom wahren Wert 𝑟* unterscheidet. Typische systematische Distanzmessfeh-
ler werden häufig durch Mehrwegeausbreitung (s. Abschnitt 2.1.4.3) verur-
sacht. Durch eine sorgfältige Analyse des Messprozesses können solche Ef-
fekte beherrscht und wenigstens teilweise eliminiert werden.
2.1.4.3 Qualität
Die Qualität der Beobachtungen ist ein Maß für die sensorische Wahrneh-
mung der Realität und hat direkten Einfluss auf die Qualität nachstehen-
der Verfahren, die Beobachtungen als Eingangsdaten nutzen. Die wichtig-
sten Kenngrößen der Beobachtungsqualität sind Genauigkeit (s. Abschnitt
2.1.4.2) und Verfügbarkeit. Weiterhin stehen einige der in Abschnitt 2.1.2
aufgezählten Systemmerkmale eng mit der Herstellung räumlicher Beziehun-
gen im Sensornetz in Verbindung. Dazu zählen die verwendete Technologie
4Dem ML-Schätzer liegt die ML-Methode zugrunde. Diese bezeichnet ein parametri-
sches Schätzverfahren, welches denjenigen Parameter als Schätzung auswählt, entspre-
chend dessen Verteilung die Realisierung beobachteter Daten am plausibelsten erscheint.




(Übertragungsverfahren, Bandbreite und Mittenfrequenz), die im Knoten
implementierte Software zur Messwertgenerierung, die Funkreichweite und
die jeweiligen Reglements zuständiger Behörden. Die genannten Merkmale
beeinflussen die Qualität der resultierenden Beziehungen maßgeblich.
Nach [SGMS05] lassen sich die in Abschnitt 2.1.4.2 behandelten Messfeh-
ler in Modellfehler (Systemdynamik und konzentrische Ausbreitung), Be-
rechnungsfehler (Speicherbegrenzung und Auflösung von Datentypen) sowie
intrinsische und extrinsische Setupfehler einteilen. Intrinsische Setupfehler
bezeichnen hardwareseitige Einflussfaktoren wie diverse Signalstärkeschwan-
kungen, Schaltkreistoleranzen, die Hardwarekalibrierung während der Fer-
tigung, die Genauigkeit von Uhren bzw. Taktgebern wie Quarzoszillatoren,
der hardwarebedingte konstante Messversatz und die Stabilität der Energie-
versorgung. Extrinsische Setupfehler hingegen resultieren aus der Antennen-
orientierung und dem zugrundeliegenden Funkübertragungskanal5. Folgende
charakteristische Effekte zeigen dabei limitierende Auswirkungen auf die zu
übertragenden elektromagnetischen Wellen:
∙ Reflexion an Hindernissen wirft die Welle entsprechend dem Reflexi-
onsgesetz zurück und führt häufig zu Signalveränderungen in Form von
Mehrwegeausbreitung und ggf. Polarisationsänderung.
∙ Beugung (engl. diffraction) an bestimmten Hindernissen wie Kanten
oder Gitter führt zur Wellenablenkung und damit zu einer veränderten
Signalausbreitungsrichtung.
∙ Abschattung (engl. non-line-of-sight, kurz NLOS) führt zu Signalstär-
kedämpfung (engl. attenuation) oder völliger Signalblockierung sowie
zu Laufzeitverzögerungen (engl. delay) während der Durchdringung
(engl. signal penetration) von Hindernisobjekten, deren Ausdehnung
weitaus größer als die Wellenlänge des Übertragungssignals ist.
∙ Brechung bei der Durchdringung anisotroper Materialien führt ebenso
zu einer veränderten Ausbreitungsrichtung.
∙ Streuung (engl. scattering) der Wellen beim Passieren von Hindernis-
sen (z.B. Reflexion an rauen Oberflächen), deren Ausdehnung weitaus
kleiner als die Wellenlänge ist, verursacht Signalveränderungen.
∙ Bewegung der Antenne während der Signalübertragung verursacht Fre-
quenzverschiebungen (Doppler-Effekt).
∙ Resultierende Interferenzen bzw. Überlagerungserscheinungen im Über-
tragungssignal oder mit externen elektromagnetischen Feldern erzeu-
5Der Funkübertragungskanal ist ein Konzept zur Übertragungsmodellierung. Er wird
entscheidend durch die Umgebung, d.h. das Luftvolumen innerhalb der 1. Fresnelzone,
zwischen den an der Messung beteiligten Knoten beeinflusst.
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gen Signalstärkeschwankungen, auch Schwund (z.B. TWDP-, Rice-
und Rayleigh-Fading) genannt.
Die Beobachtungsverfügbarkeit wird stark durch die Messrate im gesam-
ten Netz beeinflusst, die protokollseitig durch Raum-, Zeit- und Frequenz-
multiplexverfahren, Sendeleistungsmanagement sowie Knoten-Scheduling an-
gepasst werden kann. In diesem Zusammenhang ist auch die Robustheit ge-
genüber etablierten Funkdiensten, Jamming und Spoofing zu nennen, wel-
che z.B. durch Frequenz-Blacklisting oder die Verwendung von Overlay-
Systemen wie Ultrabreitband (engl. Ultra-wideband, kurz UWB) gewähr-
leistet werden kann. Darüber hinaus beeinflussen geometrische Mehrdeutig-
keiten die Beobachtungsqualität bspw. bei den Verfahren AoA und PoA.
2.2 Umgebungsrepräsentation
Die Repräsentation der Umgebung ist in zahlreichen Forschungsfeldern, ins-
besondere im Zusammenhang mit der sensorischen Umgebungswahrnehmung,
von grundlegender Bedeutung. Häufig bildet bereits die Beobachtung der
Umgebung, d.h. die Sensormessungen, eine lokale Umgebungsrepräsentation,
welche abhängig von der jeweiligen Repräsentationsart in einem bestimmten
Bezug zu der bisher vorhandenen globalen Umgebungsrepräsentation steht.
Diese wird im Allgemeinen als Karte bezeichnet und sollte mit der realen
Umgebung übereinstimmen, also korrekt und konsistent sein.
Die Begriffe lokal und global werden nicht immer stringent verwendet,
d.h., ob eine Umgebung lokal oder global repräsentiert wird, liegt im Au-
ge des Betrachters. Die Umgebung aller Knoten eines Sensornetzes mag aus
dem Blickwinkel eines einzelnen Knotens global erscheinen, wird z.B. aus
Sicht der GNSS-Lokalisierung jedoch als lokal bezeichnet. Als die im weite-
ren Verlauf der Arbeit favorisierte Variante rückt der einzelne Knoten in den
Mittelpunkt, dessen Umgebung lokal, global oder georeferenziert repräsen-
tiert werden kann.
Im entwickelten Verfahren kommt sowohl der Repräsentation der Knoten
im Sensornetz als auch dem absoluten Kartenbezug besondere Bedeutung zu.
Auf der Grundlage einer geeigneten Koordinatenbeschreibung werden daher
im Folgenden eine Auswahl verschiedener Kartentypen vorgestellt und deren
Einsatzmöglichkeiten innerhalb des Verfahrens aufgezeigt.
2.2.1 Koordinatenbeschreibung
Für eine geeignete Beschreibung von Ortsinformationen kommen sowohl kar-
tesische bzw. metrische als auch polare Koordinaten in Frage. Beispiele aus
dem Bereich Geokoordinaten sind für kartesische Koordinaten Rechtswert
bzw. Ostwert und Hochwert bzw. Nordwert sowie für polare Koordinaten




Kartesische Koordinaten stellen die populärste und zugleich primitivste Art
der Koordinatenbeschreibung dar. Hierbei können Ortsinformationen (von





in einem lokalen oder globalen Koordinatensystem darge-
stellt werden (analog dazu auch in 3D-Umgebungen). Die Verfahrensumset-
zung in den Kapiteln 4 bis 6 erfolgt zum überwiegenden Teil auf Basis dieser
Koordinatenbeschreibung.
2.2.1.2 Polare Koordinaten
Auch polare Koordinaten stellen eine übliche Koordinatenbeschreibung dar.
Sie kommen insbesondere dann zum Einsatz, wenn sich das Verhältnis zweier
Punkte oder deren Wahrscheinlichkeit eher durch Richtung und Abstand be-
schreiben lässt, als durch kartesische Koordinaten. Die 2D-Polarkoordinaten
einer Ortsinformation können durch xpolar =
(︀
𝑥0 𝑦0 𝑑 𝜃
)︀𝑇
beschrieben





in der Euklidischen Ebene. Die Um-
rechnung von kartesischen Koordinaten in Polarkoordinaten und umgekehrt
erfolgt unter bestimmten Voraussetzungen6 durch
ℱ(xcart) =
(︂ √︀
(𝑥− 𝑥0)2 + (𝑦 − 𝑦0)2
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mit der Arcustangensfunktion atan2(·) für vier Quadranten, 𝑑 ≥ 0 und 𝜃 im
Intervall [0; 2𝜋). Räumliche bzw. 3D-Polarkoordinaten können als Zylinder-
oder Kugelkoordinaten angegeben werden, finden im weiteren Verlauf der
Arbeit jedoch keine Verwendung.
2.2.2 Kartentypen
Generell existieren eine Vielzahl von Kartentypen, welche je nach eingesetz-
tem Sensorsystem, konkreter Verfahrensumsetzung oder adressierter Anwen-
dung voneinander abweichen. In Abbildung 2.3 und in den folgenden Ab-
schnitten erfolgt eine Klassifizierung solcher Kartentypen, ähnlich wie von
[SPTL11] vorgeschlagen, anhand ihrer Struktur.
6Das kartesische Koordinatensystem hat den gleichen Ursprung wie das Polarkoordi-
natensystem. Die x-Achse zeigt in Richtung der Polarachse und die y-Achse in Richtung






























































Abbildung 2.3: Klassifikation von Kartentypen.
2.2.2.1 Rasterkarten
Rasterkarten, teilweise auch Belegtheitskarten genannt, sind positionsdis-
krete Karten und repräsentieren die Umgebung anhand metrischer Informa-
tionen innerhalb eines diskretisierten kartesischen (seltener auch polaren)
Positionsraums durch Quadrate einer festen Größe, die Zellen genannt wer-
den. Die Daten einer Rasterkarte liegen im Regelfall als Rastergrafik bzw.
Pixelgrafik (engl. raster graphics, digital image, pixmap, bitmap) vor, wel-
che georeferenziert oder zumindest mit zugeordneten lokalen Koordinaten
aufgewertet ist. Die Gesamtheit aller Zellen wird kontextabhängig als Positi-
onsraster (engl. position grid), Belegtheitsgitter (engl. occupancy grid) oder
Heatmap bezeichnet. Gemäß [ME85] und [TBF98] enthält jede Rasterzelle
als Element einer diskreten Abbildung die Wahrscheinlichkeit, mit welcher
sie frei oder durch das Objekt belegt ist.
Eine Rasterkarte verfügt grundsätzlich über die Eigenschaften Ausdeh-
nung, Auflösung und Anordnung:
∙ Die räumliche Ausdehnung des Positionsrasters ist ein Maß dafür, wel-
cher Bereich in der Ebene bzw. im Raum durch Rasterzellen abgedeckt
ist, d.h., in welchem Bereich sich Rasterzellen befinden. Die Quan-
tifizierung dieses Bereichs richtet sich im Wesentlichen nach anwen-
dungsbezogenen Randbedingungen (z.B. Fahrbahnmarkierungen für
Fahrzeugortung oder Wände bzw. Gebäudebegrenzungen für Indoor-
Lokalisierung) und kann durch feste Grenzen eingeschränkt werden.
Zudem können Distanzmessungen oder Objekte mit bekannten Positi-
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onskoordinaten Anhaltspunkte für die Dimensionierung dieses Bereichs
liefern. Bei vollständiger Abdeckung des zu untersuchenden Bereichs
kann in diesem Zusammenhang von einer globalen Repräsentation aus-
gegangen werden.
∙ Die Auflösung des Positionsrasters gibt die Anzahl der verwendeten
Rasterzellen innerhalb eines bestimmten Bereichs entlang der jeweili-
gen Dimension an, wobei jedoch nicht jede Dimension die selbe Auf-
lösung aufweisen muss. Die Auflösung ist gleichzeitig ein Maß für die
erzielbare Genauigkeit einer rasterbasierten Ortsangabe.
∙ Die Anordnung der Rasterzellen gibt die Art der Verteilung innerhalb
des Positionsrasters an und ist in der Regel äquidistant entlang der
jeweiligen Dimension.
Zwei Beispiele, bei denen sich die Anwendung von Rasterkarten besonders
eignet, sind der Histogramm-Filter und das darauf aufbauende IML-SLAM-
Verfahren (s. Abschnitt 3.2.2 und 4.4.2). Dazu wird von der kontinuierlichen
Darstellung der Ortsinformationen abgewichen und eine diskretisierte Ko-
ordinatenbeschreibung in Form eines Rasters mit einer bestimmten Anzahl
von Rasterzellen eingeführt. Für Anwendungen mit Echtzeitanforderungen
sollte berücksichtigt werden, dass die resultierende Rechen- und Speicher-
komplexität im Allgemeinen linear mit der Anzahl verwendeter Rasterzellen
skaliert.
2.2.2.2 Merkmalskarten
Eine Merkmalskarte (engl. feature map) repräsentiert die Umgebung durch
Merkmale wie markante Punkte bzw. Landmarken und Linien entlang cha-
rakteristischer Umgebungsstrukturen wie Wände oder Ecken. Diese Merk-
male müssen vorher definiert werden und enthalten neben kartesischen oder
polaren Ortsangaben häufig auch Metadaten. Bei der sensorischen Wahrneh-
mung der Merkmale werden alle Informationen von der eingesetzten Sensorik
extrahiert und bereitgestellt, was unter Umständen eine Datenassoziation (s.
Abschnitt 4.1.2.3) nach sich zieht. Ein typisches Beispiel für Landmarken ei-
ner Merkmalskarte sind Bäume, da ihr runder Stamm vergleichsweise leicht
durch Laser-Scanner erkannt wird. Nach [LDW91] besteht die Möglichkeit,
solche Merkmale räumlich-zeitlich zu verfolgen, was speziell scanbasierte An-
wendungen recheneffizienter und genauer werden lässt.
Für die innerhalb der Arbeit zu lösenden Problemstellungen können z.B.
Ankerknoten als Merkmale solcher Merkmalskarten definiert werden (s. Ab-
schnitt 4.1.2). Die Knoten-spezifischen ID-Nummern dienen dabei als Meta-




Topologische Karten, welche teilweise auch als Graphen bezeichnet werden,
dienen gemäß [Kui78] der topologischen Umgebungsrepräsentation, d.h. der
Darstellung kompakter topologischer Zusammenhänge. Diese ermöglichen
zwar das Schlussfolgern über Beziehungen von Kartenelementen untereinan-
der, jedoch ohne konkreten Ortsbezug. Bspw. können nach [Thr98] durch das
Zusammenfassen expliziter Freiräume aus Rasterkarten topologische Karten
(als Baumstruktur) generiert werden, die dann häufig in höheren Abstrakti-
onsebenen zum Einsatz kommen.
Unter Berücksichtigung der vorliegenden Zielstellung bezieht sich die to-
pologische Umgebungsrepräsentation vor allem auf die Generierung der be-
nötigten Messdaten durch das Sensornetz. Da, wie in Abschnitt 1.2 erläutert,
in erster Linie Distanzmessungen zwischen den Ankern und dem jeweiligen
mobilen Objekt verfügbar sind, kann für die in Kapitel 4 umgesetzten SLAM-
Verfahren aus Sicht der Messdatengenerierung von einer Sterntopologie aus-
gegangen werden.
2.2.2.4 Hybride Karten
Hybride Karten bezeichnen die Kombination von mindestens zwei der in den
vorherigen Abschnitten beschriebenen Kartentypen. [KB91] und [GMR01]
zeigen, dass sich die komplementären Eigenschaften der einzelnen Kartenty-
pen vorteilhaft in einer Gesamtkarte vereinen lassen.
So können bspw. im Rahmen der in Kapitel 4 umgesetzten SLAM-Verfah-
ren die Positionsinformationen der innerhalb einer Merkmalskarte erfassten
Knoten wiederum durch Rasterkarten als hybrider Kartenansatz repräsen-
tiert werden. Ebenso lassen sich in Kapitel 5 die Informationen der Merk-
malskarten topologisch verknüpfen.
2.3 Lokalisierung
Die Lokalisierung ist wesentliche Grundlage der automatisierten Integration
funkbasierter Sensornetze und umfasst prinzipielle Techniken zur Umset-
zung des entwickelten Verfahrens. Unter Berücksichtigung der Definition in
Abschnitt 1.2 kann die Lokalisierung als Resultat des technischen und logi-
schen Vorgangs zur Ermittlung des momentanen Objektstandorts in Relati-
on einer Umgebungskarte angesehen werden. Die Lokalisierung (zumindest
für eine betrachtete Zeitspanne) ruhender Objekte wird als Positionierung
(engl. positioning) bezeichnet, während die Lokalisierung mobiler Objekte als
Tracking bezeichnet wird. Im erweiterten Sinne kann auch die Bestimmung
der Geschwindigkeit, der Beschleunigung und der Richtungskomponenten,
d.h. des gesamten Bewegungszustands eines Objekts, einen Beitrag zur Lo-
kalisierung leisten. Der Begriff Lokalisierung taucht häufig in Verfahrensbe-
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zeichnungen wie z.B. SLAM auf und assoziiert, dass solche Verfahren im
Ursprung die Standortermittlung gemäß Definition meist in Relation einer
Umgebungskarte beinhaltet. Allerdings geht während etwaiger Verfahrens-
weiterentwicklung oder Änderung des Anwendungskontexts der Kartenbe-
zug bei unveränderter Verfahrensbezeichnung zum Teil verloren, weshalb die
Verwendung des Begriffs manchmal nicht stringent ist.
Neben den in den folgenden Abschnitten behandelten Verfahren zu Po-
sitionierung und Tracking existieren eine Reihe weiterer Ansätze, die dem
Themenbereich Lokalisierung zugerechnet werden. Dazu zählen:
∙ Fingerprinting bezeichnet das Erstellen einer Datenbank von Signalen
(Signalstärke, Phasenlage und Zusammensetzung von z.B. WLAN oder
BLE) mit Orts- und Zeitinformationen. Die Lokalisierung erfolgt durch
(differenzielle) Szenenanalyse, d.h. die Zuordnung von gemessenen zu
hinterlegten Signalen, die dabei als Metadaten fungieren.
∙ Map-Matching bezeichnet den Abgleich von Standortergebnissen mit
Ortsinformationen einer digitalen Karte (s. Kapitel 6).
∙ Datenfusion bezeichnet die Einbeziehung von Informationen, d.h. das
Zusammenführen und Vervollständigen von (lückenhaften) Datensät-
zen, zur Erhöhung von Positionsgenauigkeit, -verfügbarkeit, -kontinui-
tät und -integrität unter Verwendung (unterschiedlicher) Sensorarten
und möglichst komplementärer Sensordaten, wobei die Vorteile der
einen die Nachteile der anderen Daten kompensieren.
∙ Koppelnavigation (engl. dead reckoning) bezeichnet die laufende Po-
sitionsbestimmung eines mobilen Objekts auf Basis von Bewegungsin-
formationen (typischerweise Geschwindigkeit und Bewegungsrichtung),
die als Steuersignale bzw. Kontrollparameter bezeichnet werden. Da
neue Positionen ständig relativ zu ihren jeweiligen Vorgängerpositio-
nen bestimmt werden, unterliegen resultierende Positionsfehler einer
Fehlerfortpflanzung.
∙ Kontextabhängigkeit (engl. context awareness) bezeichnet die Lokali-
sierung auf Basis kontextbezogener Umgebungsdaten (z.B. IoT-, HVAC-
oder Smart-Home-Daten).
2.3.1 Positionierung
Die Positionierung beschreibt die Ermittlung des Standorts eines ruhenden
Objekts. Der Ruhezustand gilt dabei permanent oder für eine bestimmte
Zeitspanne, die praktisch so gering sein kann, dass mobile Objekte durch se-
quentiell an unterschiedlichen Standorten ruhende Objekte modelliert wer-
den können. So beinhaltet die Positionierung aus verfahrenstechnischer Sicht
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die Generierung des Objektstandorts unter Verwendung der während des Ru-
hezustands beobachteten geometrischen Beziehungen (s. Abschnitt 2.1.4.1).
Es besteht zudem die Möglichkeit, Positionierungsergebnisse im Rahmen des
Trackings weiterzuverarbeiten.
Als Datenbasis können verschiedene Beobachtungskonfigurationen zu-
grunde liegen, die sich aus paarweisen Anker-Anker-, Anker-Mobile- und
Mobile-Mobile-Messungen ergeben. Letztere beschreiben geometrische Be-
ziehungen mobiler Objekte untereinander und lassen auf ein Zusammenwir-
ken dieser schließen, weshalb hierbei häufig von kooperativer Positionierung
gesprochen wird. In Hinblick auf die mathematische Formulierung einiger
Positionierungsverfahren kann die beschriebene Konfiguration im Gebiet der
Graphentheorie als ungerichteter Graph mit Knoten (engl. vertices, nodes,
points) und Kanten (engl. edges, arcs, lines) dargestellt werden.
Wie in Abschnitt 2.1.4.2 und 2.1.4.3 erläutert, ist die der Positionie-
rung zugrundeliegende Datenbasis prinzipiell fehlerhaft. Es existieren jedoch
einige Strategien, resultierende Messschwankungen in geeigneter Weise zu
korrigieren oder zumindest auszugleichen, um damit die Positionierung zu
verbessern. Dazu zählen eine geeignete Messdatenkorrektur (z.B. distance
contraction), eine adaptive und korrekte Parametrierung des Algorithmus
und eine Überbestimmung, d.h. die Verwendung einer höheren Anzahl von
Messungen, als zur eindeutigen Lösung benötigt. Letzteres führt dazu, dass
die Einzelinformation zunehmend redundant wird, jedoch der Informations-
gehalt der Gesamtheit aller Messungen steigt.
Die algorithmische Bestimmung der unbekannten Positionskoordinaten
Xm umfasst verschiedenartige Lösungskonzepte, die Konfigurationsmerkma-
le, Umgebungsinformationen (z.B. NLOS) und Genauigkeitsanforderungen
gezielt aufgreifen und die häufig überbestimmte Problemstellung
X̂m = ℱ(Xa, r) (2.5)
mit den Ankerkoordinaten Xa und den Distanzmessungen r definieren. In der
Vergangenheit wurden dazu zahlreiche Positionierungsverfahren vorgestellt,
die an dieser Stelle nicht alle explizit beschrieben werden sollen. Stattdessen
wird auf die von [HB01], [Sto05] und [RT06] vorgenommene Verfahrensgegen-
überstellungen zurückgegriffen, welche die Klassifizierung in Verfahren zur
genauen und groben Lösungsberechnung beinhaltet. Die folgenden beiden
Abschnitte beschränken sich daher auf die Auflistung bzw. kurze Beschrei-
bung der wichtigsten Vertreter beider Klassen.
2.3.1.1 Verfahren zur genauen Lösungsberechnung
Verfahren zur genauen Lösungsberechnung stellen die in Wissenschaft und
Praxis am häufigsten benutzten Verfahren dar. Diese sind prinzipiell genauer
als Verfahren zur groben Lösungsberechnung, was zumeist durch einen hö-
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heren Ressourcenaufwand erreicht wird. Im Folgenden sind die wichtigsten
Positionierungsverfahren und -algorithmen dieser Klasse aufgeführt:
∙ Multilaterationsverfahren u.a. nach [SA87]: Trilateration bzw. Bogen-
schnitt, Least Squares (LS), Least Median Squares (LMS), Squared-
Range LS (SR-LS), Range-Difference LS (RD-LS), Squared-RD-LS
(SRD-LS)
∙ Multidimensionale Skalierung u.a. nach [BG05]: Classical MDS
(CMDS), Super MDS (SMDS), Scaling by Majorizing a Complicated
Function (SMACOF)
∙ Lineare und nichtlineare Optimierung u.a. nach [BV04]: Linear Pro-
gramming (LP), Sequential Quadratic Programming (SQP), Semidefi-
nite Programming (SDP)
∙ Sampling- und rasterbasierte Positionierung
Multilateration Bei der Multilateration werden standardmäßig die Po-
sitionskoordinaten eines mobilen Objekts im R𝑛 mit 𝑛 ∈ {2,3} bestimmt.
Die Koordinaten sind dabei als Spaltenvektor Xm der Länge 𝑛 definiert.
Gegeben sind die 𝑀 ×𝑛-Koordinatenmatrix Xa der 𝑀 Anker sowie die zwi-
schen den Ankern und dem mobilen Objekt durchgeführten Distanzmessun-
gen r =
(︀
𝑟1 𝑟2 . . . 𝑟𝑀
)︀𝑇
, was aus Messdatensicht einer Sterntopolo-






≈ 𝑟𝑙 mit 𝑙 = 1,2, . . . ,𝑀 und 𝑀 ≥ 𝑛 + 1 linearisiert und
anschließend in das lineare Gleichungssystem
AXm = b (2.6)
überführt, welches für 𝑀 ≥ 𝑛 + 2 überbestimmt ist. Die (𝑀 − 1) × 𝑛-
Designmatrix A und der Beobachtungsvektor b der Länge 𝑀 − 1 ergeben
sich durch
A = 2(Xa,{1}{} − Xa,{𝑀}{}) (2.7)
b = (X+a,{1}{} − X
+
a,{𝑀}{})1𝑛+1 (2.8)




, den Untermatrizen7 X+a,{1}{}
und X+a,{𝑀}{} und dem Einsspaltenvektor 1𝑛+1 der Länge 𝑛 + 1.
Zur Bestimmung der Positionskoordinaten des mobilen Objekts wird








7Eine Untermatrix X{·}{·} entsteht, wenn die in den Indexmengen enthaltenen Zeilen
und Spalten aus X gestrichen werden.
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welches die Summe der Fehlerquadrate minimiert, durch
X̂m = (A
𝑇WA)−1A𝑇Wb (2.10)
als LS-Schätzung (engl. Best Linear Unbiased Estimator, kurz BLUE) opti-
mal gelöst, was im Ergebnis in Abbildung 2.4(a) dargestellt ist. Liegen die















andernfalls entspricht die Gewichtsmatrix W = I𝑀−1 der 𝑀 − 1 × 𝑀 − 1-
Einheitsmatrix. Nichtlineare Multilaterationsansätze können im Übrigen z.B.
mit dem Gauß-Newton-Verfahren gelöst werden.
Classical Multidimensional Scaling CMDS ist ein allgemeines Verfah-
ren, um für gegebene paarweise Unähnlichkeiten eine niedrigdimensionale
Repräsentation zu finden. Bei der Bestimmung der Positionskoordinaten Xm
eines mobilen Objekts im R𝑛 folgen diese Unähnlichkeiten der Euklidischen
Metrik. Dazu gehören die Distanzen zwischen den Ankern, welche in der
quadratischen 𝑀 ×𝑀 -Distanzmatrix
𝒟(Xa) = D = ∘2
√︁
1𝑀 diag(XaX𝑇a )





0 𝑑1,2 . . . 𝑑1,𝑀−1 𝑑1,𝑀






𝑑𝑀−1,1 𝑑𝑀−1,2 . . . 0 𝑑𝑀−1,𝑀
𝑑𝑀,1 𝑑𝑀,2 . . . 𝑑𝑀,𝑀−1 0
⎞⎟⎟⎟⎟⎟⎠
(2.12)
mit den Ankerkoordinaten Xa zusammengefasst werden. Die zwischen den
𝑀 Ankern und dem mobilen Objekt durchgeführten Distanzmessungen r







Hierbei existieren eine Reihe von Varianten, bei denen einerseits Xa nicht
bzw. nur partiell gegeben sein kann, wobei sich die folglich fehlenden Di-
stanzen in D durch Distanzmessungen ersetzen lassen. Andererseits kön-
nen in D+ die Distanzmessungen weiterer mobiler Objekte und potenzielle
Mobile-Mobile-Messungen zur kooperativen Positionierung einbezogen wer-
den. CMDS setzt dabei stets vollständige Konnektivität voraus, d.h., D+ ist
bis auf die Hauptdiagonale vollbesetzt.
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Mittelpunkt des Verfahrens ist nach [CC00] und [BG05] die Eigenwert-
zerlegung des Euklidischen Kerns
−1
2
HD+∘2H = ΓΛΓ𝑇 (2.14)
mit der centering-Matrix H = I𝑀 −
1
𝑀
1𝑀,𝑀 , der 𝑀 ×𝑀 -Einsmatrix 1𝑀,𝑀 ,









welches mit der Frobeniusnorm8 ‖·‖F die Summe der Fehlerquadrate mini-





der Anker und des mobilen Objekts unter Verwendung der 𝑛 größten po-
sitiven Eigenwerte mit der Indexmenge 𝐼𝑛 ⊂ 𝐼 = {1,2, . . . ,𝑀} sowie den
Untermatrizen Γ{}{𝐼∖𝐼𝑛} und Λ{𝐼∖𝐼𝑛}{𝐼∖𝐼𝑛} erzeugen. Die berechneten Posi-
tionskoordinaten X̂+m sind relativ um den Koordinatenursprung angeordnet
und müssen gemäß Gleichung 2.23 mit X1 = Xa und X2 = X̂
+
m,{𝑀}{} trans-
formiert werden, woraus sich auf Basis der resultierenden Transformations-
parameter t̂ und ?̂? schließlich die geschätzten Positionskoordinaten




des mobilen Objekts ergeben.
Neben den u.a. durch [CPHI06], [CS09] und [MdA07] vorgeschlagenen
gewichteten und dynamischen MDS-Ansätzen existieren darüber hinaus ge-
mäß [dAD07], [dLM11] und [WRMZ11] einige Verfahrenserweiterungen wie
SMDS und SMACOF für nicht vollbesetzte Distanzmatrizen D+. Hierfür for-
mulieren [Hen92], [TD99] und [MLRT04] zudem grundsätzliche Bedingungen
hinsichtlich Konnektivität sowie (globaler) Stabilität (engl. rigidity).
2.3.1.2 Verfahren zur groben Lösungsberechnung
Verfahren zur groben Lösungsberechnung umfassen stark approximative und
vereinfachte Berechnungsmethoden. Aufgrund der häufig geringen Rechen-
komplexität lassen sich diese auch auf erheblich ressourcenlimitierten Syste-
men (z.B. im Sensornetz verteilt) umsetzen. Allerdings werden verfahrensbe-
dingt selbst bei Verwendung fehlerfreier Daten deutlich höhere durchschnitt-
liche Positionierungsfehler erzielt, weshalb sich solche Berechnungsmethoden









zwar zur Initialisierung einiger in Abschnitt 2.3.1.1 aufgeführter Verfahren
eignen, ihnen aber je nach Anwendung zum Teil eine geringere praktische
Bedeutung zugesprochen wird. Die wichtigsten Positionierungsverfahren und
-algorithmen dieser Klasse sind:
∙ Flächenüberlagerung: Bounding-Box bzw. MinMax, Approximate Point
in Triangulation (APIT)
∙ Schwerpunktbildung: Centroid Localization (CL), Weighted CL (WCL)
Bounding-Box Die Bestimmung der Positionskoordinaten Xm eines mo-
bilen Objekts im R𝑛 erfolgt beim Bounding-Box-Verfahren durch Überla-
gerungen von Schnittflächen, die sich mit den Distanzmessungen r um die
Ankerkoordinaten Xa herum als Quadrat bzw. Würfel (sog. Bounding-Box)






















mit dem spaltenweisen Minimum bzw. Maximum und dem Einsspaltenvektor
1𝑛 der Länge 𝑛 schätzen, was Abbildung 2.4(b) zeigt. Das Verfahren ist
nach [WC02] nur wenig robust gegenüber starkem Messrauschen und führt
nur für Xm innerhalb des Ankerbereichs, d.h. der durch die Ankerpositionen
begrenzten konvexen Hüllfläche, zu sinnvollen Lösungen, weshalb sich die











Abbildung 2.4: Schematische Darstellung der Positionierung durch Multila-
teration in (a) und Bounding-Box in (b).
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Weighted Centroid Localization WCL bestimmt die Positionskoordi-
naten Xm eines mobilen Objekts durch Mittelung der Ankerkoordinaten Xa,
die mit Hilfe der Distanzmessungen r gewichtet werden. Nach [BHE00] und





mit dem empirischen Gewichtsvektor w = r∘−2 schätzen. Auch hier soll-
te die Schätzung innerhalb des Ankerbereichs erfolgen, wobei auch für die
Ankerpositionen eine geometrisch günstige Anordnung vorausgesetzt wird.
2.3.2 Tracking
Tracking bezeichnet die Verfolgung eines mobilen bzw. bewegten Objekts
zur Ermittlung der Objekttrajektorie, d.h. der zeitlich aufeinanderfolgenden
Standorte. Die beim Tracking charakteristische zeitliche Abhängigkeit der
sequentiell ermittelten Standorte von ihrer Historie trägt im Gegensatz zur
Positionierung maßgeblich zur Verbesserung der Genauigkeit und zum Auf-
lösen potentieller räumlicher Mehrdeutigkeiten bei.
Die Verfolgung eines Objekts und die Beschreibung seines Bewegungsver-
haltens beruht auf den Konzepten der klassischen Navigation9. Der Bewe-
gungsverlauf kann dabei als nicht notwendigerweise stationärer Zufallspro-
zess mit einer gewissen Stochastizität modelliert und durch Steuersignale
wahrgenommen werden. In der Praxis auftretende Bewegungen lassen sich
als zeitlich-kontrollierte Prozesse durch die kinematischen Modelle Constant
Position (CP)10, Constant Velocity (CV), Constant Acceleration (CA), Con-
stant Turn Rate (CTR) und Constant Turn Rate and Velocity (CTRV) be-
schreiben. Die Qualität der Modellumsetzung, d.h. der Grad der Annäherung
an die Realität, bestimmt das Ergebnis des Trackings entscheidend.
Weiterhin werden für das Tracking Informationen über die Position des
Objekts direkt erlangt oder aus verschiedenartigen Beobachtungsdaten ex-
trahiert. Grundlage dafür bilden typischerweise die in Abschnitt 2.1.4.1 auf-
geführten, fortlaufend und möglichst in Echtzeit erfassten geometrischen
Größen, welche sich zum Teil auch innerhalb von Positionierungsergebnis-
sen in verarbeiteter Form wiederfinden.
Tracking wird nach [May82] und [BSLK04] als messdatenbasierte Schät-
zung dynamischer Zustände (s. Kapitel 3) definiert. In diesem Zusammen-
hang existiert eine Vielzahl von Verfahren, deren Qualität vom Verfahren
selbst sowie von der Güte der Steuersignale, Beobachtungen und vorgenom-
menen Modellentwicklung abhängt. Zu den wichtigsten Verfahren zählen:
9Nach DIN 13312:2005-02 werden unter Navigation Maßnahmen zur Objektsteuerung
verstanden, die über die Standortermittlung hinaus zugleich Maßnahmen zur Erreichung
eines gewünschten Zielorts auf einem vorgegebenen Weg beinhalten.




∙ Kalman-Filter Localization und Ähnliche: EKF (s. Abschnitt 3.2.1),
Multi-Hypothesis Tracking (MHT), Information Filter, 𝛼-𝛽-𝛾-Filter
∙ Grid Localization: Bayesian Histogram Filter (BHF) (s. Abschnitt 3.2.2)
∙ Monte Carlo Localization (MCL): Partikel-Filter bzw. Sequential Mon-
te Carlo-Filter (SMC-Filter) (s. Abschnitt 3.2.3)
Zudem existieren übergeordnete Konzepte wie Probability Hypothesis
Density (PHD) oder Interacting Multiple Model (IMM), deren Einordnung
in die obige Aufzählung nicht zielführend wäre.
2.3.3 Koordinatentransformation
Die Transformation von Positionskoordinaten ist ein überaus hilfreiches Werk-
zeug im Bereich Lokalisierung und darüber hinaus, sodass auch in anderen
Forschungsgebieten wie der Geodäsie, Bildverarbeitung und Photogramme-
trie eine Vielzahl von Transformationsmethoden diskutiert wird. Die in dieser
Arbeit relevante Transformation ist die Ähnlichkeitstransformation (anwen-
dungsbedingt auch 7-Parameter- oder Helmert-Transformation genannt), die
einen Spezialfall der affinen Transformation darstellt, bei welchem Strecken-
verhältnisse und Winkelgrößen im Euklidischen Raum sowie die Orthogona-
lität der kartesischen Koordinatenachsen beibehalten werden. Formal wird
dabei die𝑀×𝑛-Koordinatenmatrix X im R𝑛, die bekannt ist oder mit den in
Abschnitt 2.3.1 vorgestellten Verfahren bestimmt wird, durch Parameter der
Translation bzw. Verschiebung, Skalierung, Spiegelung und Rotation bzw.
Drehung (ohne Scherung) in die neue Koordinatenmatrix
X′ = 1𝑀 t + 𝑐Xℰℛ𝑇 (2.20)
umgewandelt. Dabei sind der Einsspaltenvektor 1𝑀 der Länge𝑀 , der Trans-
lationszeilenvektor t der Länge 𝑛, der Skalierungsfaktor 𝑐 und die orthogonale
𝑛 × 𝑛-Rotationsmatrix ℛ gegeben. Soll X gespiegelt transformiert werden,
ist ℰ =
(︀
e1 . . . −e𝑛
)︀
mit dem Einheitsspaltenvektor e, ansonsten ist
ℰ =
(︀
e1 . . . e𝑛
)︀









⎛⎝ cos 𝛾 sin 𝛾 0− sin 𝛾 cos 𝛾 0
0 0 1
⎞⎠⎛⎝ 1 0 00 cos𝛽 sin𝛽
0 − sin𝛽 cos𝛽




mit den Drehwinkeln 𝛼, 𝛽 und 𝛾 linksdrehend um den Ursprung bzw. um
die jeweiligen Achsen (Standard-x- bzw. intrinsische Euler-Konvention 𝑧-
𝑥′-𝑧′′), wobei nach [Die06] auch eine Reihe anderer Drehkonventionen und
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Beschreibungen wie Quaternionen, Cardani‘sche oder Tait-Bryan-Drehungen
existieren. Für die Formulierung der Transformation eignen sich alternativ
auch homogene Koordinaten aus dem Bereich der projektiven Geometrie.
Die Bestimmung der Transformationsparameter in Gleichung 2.20 er-
folgt für gegebene Koordinatenmatrizen X1 und X2 standardmäßig mit Hilfe
des iterativen Gauß-Newton-Verfahrens oder der Procrustes Superimpositi-
on (PS), wobei letztere die effizientere Lösung darstellt und im Folgenden
beschrieben wird. Die PS optimiert nach [GD04] und [Seb09] deterministisch
die lineare Transformation der Matrix X2, sodass diese bestmöglich der Ma-
trix X1 entspricht, d.h., die Summe der Fehlerquadrate wird minimiert. Als
Optimierungskriterium lässt sich die Procrustes-Distanz formulieren, welche










der Transformationsparameter bildet. Dabei sind für eine eindeutige Lösung
in beiden Matrizen X1 und X2 mindestens 𝑀 ≥ 𝑛 + 1 korrespondierende
Zeilen, d.h. nicht auf einer Geraden bzw. in einer Ebene befindliche Koordi-
natenpunkte, erforderlich.
Kern der Schätzung ist die durch [Sch66] vorgestellte orthogonale Pro-
crustes-Transformation, welche die Singulärwertzerlegung
1
𝜂𝑋1𝜂𝑋2
∆X𝑇1 ∆X2 = 𝑈Σ𝑉
𝑇 (2.24)
mit den unitären Matrizen 𝑈 und 𝑉 sowie der Diagonalmatrix Σ der Singu-
lärwerte beinhaltet. Dabei gilt ∆X1 = X1−1𝑀X1 und ∆X2 = X2−1𝑀X2 mit
den Mitteln X1 und X2 sowie den Normierungsfaktoren 𝜂𝑋1 = ‖∆X1‖F und
𝜂𝑋2 = ‖∆X2‖F. Schließlich können die Rotationsmatrix, der Skalierungsfak-
tor und der Translationsvektor durch






t̂ = X1 − 𝑐X2ℛ̂𝑇 (2.27)









= 1, wobei durch Substitution von 𝑉 durch
(︀
e1 . . . −e𝑛
)︀
𝑉
die Spiegelung auch erzwungen oder wieder aufgehoben werden kann. Die
Transformation von Positionskoordinaten erfolgt häufig skalierungsfrei mit
𝑐 = 1, was als unvollständige PS bezeichnet wird.
Abbildung 2.5 zeigt die Wirkung der einzelnen Transformationsparame-
ter bei der Umwandlung der blau dargestellten Koordinatenmatrix X2 zu





Abbildung 2.5: Schematische Darstellung der Koordinatentransformation
von X2 zu X′2 (blau) mit bestmöglicher Anpassung an X1 (gelb). Die ge-
gebenen Koordinatenmatrizen X1 und X2 sind in (a) dargestellt. X2 wird in
(b) skaliert, in (c) rotiert und in (d) verschoben, woraus sich X′2 ergibt.
Die Koordinatenmatrix X2 wird in Abbildung 2.5(b) skaliert, in (c) rotiert
und in (d) verschoben, woraus sich die resultierende Matrix X′2 ergibt.
Die gemeinsame Optimierung eines Sets von mindestens drei Koordina-
tenmatrizen erfolgt schrittweise durch die Generalized Procrustes Analysis
(GPA). Dabei wird in der ersten Verfahrensiteration zunächst willkürlich eine
Referenzmatrix aus dem Set ausgewählt. Anschließend werden alle Matrizen
des Sets mittels PS transformiert, sodass diese möglichst optimal der Refe-
renzmatrix entsprechen, woraufhin das Mittel der transformierten Matrizen
gebildet wird. Liegt die Procrustes-Distanz zwischen Mittel- und Referenz-
matrix über einem definierten Grenzwert (engl. threshold), wird die Mittel-






Grundlegender Bestandteil des entwickelten Verfahrens zur automatisierten
Integration eines Lokalisierungssystems ist die automatisierte Bestimmung
relativer Positionen der Systemelemente, d.h. der Anker und mobilen Ob-
jekte. Nach dem Ausbringen bzw. der Installation dieser sind per se keine
räumlichen Informationen wie Positionskoordinaten verfügbar. Jedoch las-
sen sich geometrische Beziehungen in Form von paarweisen Distanzmessun-
gen beobachten, auf deren Basis die Bestimmung der Positionen, welche als
Systemzustände bezeichnet werden können, erfolgt.
Systemzustände beschreiben im Allgemeinen die Größen und Eigenschaf-
ten eines zeitinvarianten Systems zu einem bestimmten Zeitpunkt 𝑡 und wer-
den im Systemzustand s𝑡, dem Vektor der Zustandsgrößen, zusammengefasst.
Informationen über den momentanen Zustand lassen sich durch Messwerte
(s. Abschnitt 2.1.4) generieren, die als Beobachtung z𝑡 bezeichnet werden und
mit einem Beobachtungs- bzw. Sensormodell in formalem Bezug zum Sys-
temzustand stehen. Informationen bezüglich der für ein dynamisches System
typischen Zustandsänderungen werden durch das Steuersignal u𝑡 beschrie-
ben, wobei der formale Bezug zum Systemzustand durch ein bestimmtes
Aktionsmodell gegeben ist. Die Beobachtungen sind infolge der inhärenten
Systemeigenschaften und äußeren Einflüsse (s. Abschnitt 2.1.4.3) stets mehr
oder weniger fehlerhaft und führen zum Teil zu Mehrdeutigkeiten während
der Berechnung. Daher ist es zielführend, den Systemzustand mit der Wahr-
scheinlichkeit 𝑃 (𝑆 = s), mit der die Zufallsvariable 𝑆 einen bestimmten Wert
annimmt, zu modellieren und probabilistisch zu schätzen. Abhängig von der
Repräsentation der Wahrscheinlichkeitsdichte im Zustandsraum kann sich
hierzu üblichen Methoden der Wahrscheinlichkeitstheorie bedient werden.
Ein bekanntes Beispiel stellt in diesem Zusammenhang die Schätzung der
ersten beiden Momente (Erwartungswert und Varianz) für eine parametri-
sche Zustandsrepräsentation (s. Abschnitt 3.2.1) dar.
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In diesem Kapitel werden zunächst relevante probabilistische Ansätze wie
der Satz von Bayes, die Markov-Kette, das Hidden Markov Model (HMM)
und dynamische Bayes‘sche Netze (DBN) erläutert. Darauf aufbauend folgen
Ausführungen zum Bayes-Filter und dessen Realisierungen, welche das theo-
retische Grundkonzept für die SLAM-Verfahren in Abschnitt 4.4 darstellen.
Die Beschreibung der Markov Lokalisierung vervollständigt das Kapitel.
3.1 Probabilistischer Ansatz
Probabilistische Ansätze bieten im Allgemeinen die Möglichkeit, Messunsi-
cherheiten, welche sich unmittelbar auf die Zustandsschätzung auswirken,
explizit mittels Wahrscheinlichkeiten zu modellieren. So kommt dem proba-
bilistischen Umgang mit Unsicherheit bei der Verwendung von Messdaten im
Gegensatz zu logischen oder symbolischen Ansätzen zentrale Bedeutung zu.
Der probabilistische Ansatz ermöglicht auch die Erweiterung der Zustands-
repräsentation von einer einzigen Zustandsschätzung (engl. best guess) zu
einer definierten Menge von Zustandshypothesen, auf deren Basis eine Wahr-
scheinlichkeitsbewertung für jeden Zustand erfolgt. Durch die Verwendung
probabilistischer Zustandsbeschreibungen können auf mathematisch korrek-
temWeg Mehrdeutigkeiten berücksichtigt und Hinweise hinsichtlich der Qua-
lität von Schätzergebnissen erlangt werden. Wesentlicher Vorteil dabei ist,
dass Hypothesen nicht ausgeschlossen werden, falls sie zum Berechnungszeit-
punkt unwahrscheinlich sind, d.h., nicht (mehr) zu den vorliegenden Beob-
achtungen passen. Solche Hypothesen erhalten dann lediglich eine geringere
Wahrscheinlichkeit und können unter bestimmten Umständen (erneut) in
Betracht gezogen werden.
Eine geeignete Veranschaulichung des probabilistischen Ansatzes bietet
die von [ADW02] vorgeschlagene Modellübersicht, welche in Abbildung 3.1
dargestellt ist. Hierbei erfolgt im Wesentlichen eine Klassifizierung bezüglich
der Eigenschaften Sequenz, Struktur und Relationalität:
∙ Sequenz ist prinzipiell erfüllt, wenn ein Modell Zustandssequenzen be-
schreiben kann, d.h., die Wahrscheinlichkeit eines Prozesses auf Basis
dieses Modells bestimmt wird. Diese Eigenschaft kann mittels Markov-
Kette (s. Abschnitt 3.1.2) anschaulich nachvollzogen werden.
∙ Struktur kennzeichnet die Unabhängigkeit zwischen Zustandsmengen
und kann mittels DBN (s. Abschnitt 3.1.4) nachvollzogen werden.
∙ Relationalität beschreibt die Fähigkeit, Zustände als komplexe Bezie-
hungen, auch Relationen oder Prädikate genannt, zu modellieren.
Verfügt ein Modell jedoch über keine der genannten Eigenschaften, kann




Abbildung 3.1: Probabilistische Modellübersicht nach [ADW02].
3.1.1 Satz von Bayes
Grundlage für die probabilistische Beschreibung zahlreicher Zusammenhän-
ge im Fortgang der Arbeit ist der Satz von Bayes, auch Bayes-Theorem
genannt. Dieser wurde durch [BPC63] formuliert und ermöglicht es, beding-
te Wahrscheinlichkeiten für in einem kausalen Zusammenhang zueinander
stehende Ereignisse anhand von gewonnenen Beobachtungen zu bestimmen.
Die Quantifizierung der Wahrscheinlichkeiten erfolgt mit relativen Häufigkei-
ten und Wahrscheinlichkeitsverteilungen. Für die unabhängigen Ereignisse s
und z mit 𝑃 (z) > 0 ist der Satz von Bayes durch
𝑃 (s|z) = 𝑃 (z|s)𝑃 (s)
𝑃 (z)
= 𝜂𝑃 (z|s)𝑃 (s) (3.1)
mit 𝑃 (z) = 𝜂−1 definiert. Dabei ist
∙ 𝑃 (s|z) die (bedingte) a-posteriori-Wahrscheinlichkeit (engl. posterior)
des Ereignisses s unter der Bedingung, dass z eingetreten ist,
∙ 𝑃 (z|s) die sog. Likelihood, d.h. die Wahrscheinlichkeit für das Eintreten
von z, wenn das (unbekannte) Ereignis s vorliegt,
∙ 𝑃 (s) die a-priori-Wahrscheinlichkeit (engl. prior), welche die Erwartun-
gen für das Eintreten des Ereignisses s beschreibt und
∙ 𝑃 (z) die Wahrscheinlichkeit für das Eintreten des Ereignisses z.
Der Normierungsfaktor 𝜂 stellt sicher, dass das Integral bzw. die Summe über
alle Wahrscheinlichkeiten 1 ergibt. Für eine Zerlegung in disjunkte Ereignis-
se s𝑗 gilt 𝑃 (z) =
∑︀
𝑗 𝑃 (z|s𝑗)𝑃 (s𝑗). Nach [N+04] und [Pea14] können darüber
hinaus anstatt der Wahrscheinlichkeiten in Gleichung 3.1 auch Wahrschein-




Eine Markov-Kette (engl. Markov chain) ist nach [Mar13] ein spezieller sto-
chastischer Prozess, der eine in der Regel zeitdiskrete Sequenz von Zufalls-
variablen 𝒮 eines gemeinsamen, üblicherweise diskreten Zustandsraums be-
schreibt1. Ein solcher Zustandsraum ist z.B. eine Parkraumbelegung mit den
Zustandsgrößen {frei, belegt}. Ein stochastischer Prozess wird demnach ge-
nau dann als Markov-Kette bezeichnet, wenn dieser die Markov‘sche Annah-
me, auch Markov‘sche Eigenschaft oder Unabhängigkeitsannahme genannt,
in Gleichung 3.2 erfüllt. Diese besagt, dass sich durch Kenntnis einer be-
grenzten Vorgeschichte (einer endlichen Menge von vorhergehenden Zustän-
den) der aktuelle Zustand ebenso gut beschreiben lässt, wie bei Kenntnis der
gesamten Vorgeschichte.
Für das oben genannte Beispiel würde bei einer stundenweisen Diskreti-
sierung die aktuelle Parkraumbelegung, beschrieben durch den Zustand {frei,
belegt}, von der Parkraumbelegung von vor einer Stunde abhängen. In diesem
Fall wäre die Markov‘sche Annahme, dass jeder Zustand lediglich von dessen
unmittelbar vorhergehenden Zustand abhängt, was eine Markov-Kette er-
ster Ordnung beschreibt. Diese Annahme ist von zentraler Bedeutung für die
Modellierung der Zustandsschätzung und der prinzipiellen Reduzierung der
Komplexität, was die Realisierung zahlreicher Verfahren aus den Abschnit-
ten 3.2 und 4.4 ermöglicht. Daneben existieren auch Markov-Ketten höherer
Ordnung, die auf eine bestimmte (potentiell unendliche) Anzahl vergangener
Zustände zurückgreifen. Dazu sind in Abbildung 3.2 je eine Markov-Kette
erster und zweiter Ordnung dargestellt.
(a)
(b)
Abbildung 3.2: Zustandssequenz einer Markov-Kette erster Ordnung in (a)
und zweiter Ordnung in (b).
Eine Markov-Kette lässt sich im Allgemeinen durch eine Menge un-
terschiedlicher Zufallsvariablen 𝒮 = {𝑆0, 𝑆1, . . . , 𝑆𝜏} definieren. Jede die-
ser Variablen nimmt dabei nur Werte aus dem höchstens abzählbaren Zu-
1Zum Terminus Markov-Kette existiert weitgehend synonym die Bezeichnung Markov-




standsraum s = {s1, s2, . . . } an. Somit ergibt sich ∀𝑡, 𝑗 : s𝑡,𝑗 ∈ 𝑆𝑡, wobei
𝑡 = 0,1, . . . , 𝜏 und 𝑗 = 1,2, . . . ist. Im Falle einer endlichen Zustandsmen-
ge benötigt die mathematische Formulierung der Markov-Kette lediglich den
Begriff der bedingten Wahrscheinlichkeit aus Gleichung 3.1 und der diskreten
Verteilung. Werden Zufallsvariablen über die Zeit 𝑡 betrachtet, lässt sich dar-
aus eine Zustandssequenz modellieren, sodass 𝒮 dann eine diskrete Markov-
Kette darstellt, wenn gilt
∀𝑗 : 𝑃 (s𝑡,𝑗) = 𝑃 (𝑆𝑡 = s𝑡,𝑗 |𝑆𝑡−1 = s𝑡−1,𝑗)
= 𝑃 (𝑆𝑡 = s𝑡,𝑗 |𝑆𝑡−1 = s𝑡−1,𝑗 , 𝑆𝑡−2 = s𝑡−2,𝑗 , . . . , 𝑆0 = s0,𝑗).
(3.2)
Jeder Zustand besitzt eine Übergangs- bzw. Transitionswahrscheinlichkeit in
jeden anderen Zustand. Dies wird durch die paarweisen Übergänge
∀𝑖, 𝑗 : 𝑢𝑖,𝑗 = 𝑃 (s𝑡,𝑗 |s𝑡−1,𝑖) (3.3)
beschrieben, wobei gilt ∀𝑖, 𝑗 : 𝑢𝑖,𝑗 ≥ 0 und ∀𝑖 :
∑︀
𝑗 𝑢𝑖,𝑗 = 1. Die Übergangs-
wahrscheinlichkeiten können so in der quadratischen Übergangsmatrix
U =
⎛⎜⎜⎜⎜⎝








zusammengefasst werden. Damit ist die Markov-Kette hinreichend beschrie-
ben und kann als 3-Tupel (s,U,Π) mit der Anfangsverteilung Π = 𝑃 (s0)
definiert werden. [RNC+03] schlagen zudem vor, die Markov-Kette als sta-
tionären Prozess zu betrachten und U zu jedem Zeitpunkt gleich zu lassen.
In Abbildung 3.3 ist beispielhaft eine Markov-Kette mit drei Zuständen und
den dazugehörigen Übergangswahrscheinlichkeiten dargestellt.




3.1.3 Hidden Markov Model
Das HMM kennzeichnet gemäß [RNC+03] einen zweistufigen stochastischen
Prozess, der unter Berücksichtigung der Markov‘schen Annahme einerseits
Sequenzen und andererseits verborgene bzw. nicht beobachtbare Zustände
(engl. hidden state) modelliert. Für eine Vielzahl von Systemen, so auch für
das in dieser Arbeit, besteht die Problematik, dass der Systemzustand nicht
direkt, sondern lediglich durch Beobachtungen zugänglich ist. Diesbezüg-
lich erweitert das HMM die in Abschnitt 3.1.2 beschriebene Markov-Kette
durch die Annahme, dass gewissermaßen verborgene Zustände existieren,
welche jedoch etwas Beobachtbares emittieren. Neben verborgenen Zustän-
den mit entsprechenden Übergangswahrscheinlichkeiten verfügt das HMM
somit auch über Emissionen, welche auch als Evidenzen oder Wahrnehmun-
gen bezeichnet werden, mit entsprechenden Emissionswahrscheinlichkeiten.
Um das in Abschnitt 3.1.2 erläuterte Beispiel zur Parkraumbelegung für
ein HMM erneut aufzugreifen, seien die Zustände {frei, belegt} verborgen,
d.h. nicht direkt beobachtbar. Als Emissionen könnten dann bspw. Daten ei-
nes Bodensensors dienen, die mit bestimmten Emissionswahrscheinlichkeiten
durch die Systemzustände emittiert werden.
Demnach wird in einem HMM anhand von Emissionen, welche mit ei-
ner bestimmten Wahrscheinlichkeit beobachtet werden, auf die Sequenz der
nicht beobachtbaren Zustände geschlussfolgert. Damit kann das HMM als
einfachster Spezialfall eines DBN2 (s. Abschnitt 3.1.4) angesehen werden. Im
Gegensatz zum DBN, bei dem komplexere Strukturen modelliert werden, ist
für manche Problemstellungen die fixe Struktur eines HMM ausreichend.
Allgemein wird angenommen, dass jeder Zustand eine bestimmte Anzahl
möglicher Emissionen z = {z1, z2, . . . } mit einer bestimmten Wahrschein-
lichkeit emittiert, was in Abbildung 3.4 beispielhaft für die zwei Emissionen
{z1, z2} mit der Emissionswahrscheinlichkeit 𝑧𝑗,𝑙 dargestellt ist. Diese ent-
spricht dem probabilistischen Beobachtungsmodell
∀𝑗, 𝑙 : 𝑧𝑗,𝑙 = 𝑃 (z𝑡,𝑙|s𝑡,𝑗), (3.5)
welches notwendigerweise vom verborgenen Zustand s𝑡 abhängig ist, und bil-
det analog zum Übergangsmodell in Gleichung 3.4 die Beobachtungsmatrix
Z =
⎛⎜⎜⎜⎜⎝








2Ein HMM kann durch ein DBN mit einer Zufallsvariablen und einer Emissionsvaria-
blen beschrieben werden. Es ist prinzipiell möglich, jedes DBN mit diskreten Zufallsva-
riablen durch ein HMM darzustellen, was jedoch zu einer immensen Vergrößerung der
Zustandsmenge innerhalb des HMM führen kann.
38
ZUSTANDSSCHÄTZUNG DYNAMISCHER SYSTEME
Damit ist das HMM im Vergleich zur Markov-Kette als 5-Tupel (s, z,U,Z,Π)
definiert. HMM-basierte Verfahren kommen für eine Vielzahl von Anwen-
dungen zum Einsatz. Neben Standardverfahren im Bereich Spracherkennung
werden unterschiedliche Realisierungen des HMM im Bereich Lokalisierung
z.B. durch [HV+00], [MNRS07] und [IY11] appliziert.
Abbildung 3.4: HMM mit zwei Zuständen und zwei Emissionen.
3.1.4 Dynamische Bayes‘sche Netze
Bayes‘sche Netze (BN) sind gemäß [Hec98] gerichtete azyklische Graphen
𝒢 = {𝒮,𝒜}, die als struktureller Ansatz für kompliziertere Zustandsbe-
schreibungen dienen. Sie verfügen über eine Menge von Zufallsvariablen 𝒮
in Form von Knoten, für die auf Basis einer bestimmten Netzstruktur be-
dingte Abhängigkeiten 𝒜 = {𝑆𝑖 → 𝑆𝑗 |𝑆𝑖, 𝑆𝑗 ⊆ 𝒮, 𝑖 ̸= 𝑗} in Form von ge-
richteten Kanten spezifiziert sein können. Ein BN ist so in der Lage, unter
Ausnutzung bekannter bedingter Wahrscheinlichkeiten (s. Abschnitt 3.1.1)
eine möglichst kompakte Repräsentation der gemeinsamen Wahrscheinlich-
keitsverteilung aller beteiligten Variablen bereitzustellen.
Jeder Knoten dieses Netzes besitzt eine lokale bedingte Wahrscheinlich-
keitsverteilung über alle Zustände der Zufallsvariablen. Ist ein Netzknoten
von einem anderen abhängig, dann existiert eine gerichtete Verbindung von
diesem Netzknoten zum abhängigen Knoten. Die Modellierung aller Abhän-
gigkeiten kann ein BN unter Umständen relativ komplex werden lassen. Aus
diesem Grund wird häufig d-Separiertheit3 angestrebt, d.h., es wird Unab-
hängigkeit zwischen den Netzknoten angenommen, die bereits indirekt über
Zwischenknoten miteinander verbunden sind. Die probabilistische Berech-
nung eines BN erfolgt im Regelfall durch diagnostische und kausale Inferenz4
bzw. Induktion und Deduktion.
3Seien 𝒮1, 𝒮2 und 𝒮3 die nichtleeren, paarweise disjunkten Knotenmengen eines gerich-
teten (engl. directed) Graphen. Der Terminus d-Separiertheit erlaubt eine Aussage dar-
über, ob 𝒮1 unabhängig von 𝒮2 ist bei gegebenem 𝒮3 (𝒮1⊥𝒮2|𝒮3). D.h., 𝒮1 ist d-separiert
von 𝒮2, wenn jeder ungerichtete Pfad von 𝒮1 nach 𝒮2 durch 𝒮3 blockiert ist.
4Inferenz bezeichnet das Ziehen quantifizierter Schlussfolgerungen zu einem interessie-
renden Sachverhalt oder Problem ausgehend von unsicherem oder sicherem Wissen.
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Nach [Mur02] erweitert ein DBN das Konzept des BN um die Dimension
der Zeit zur Modellierung stochastischer Prozesse. Daraus lässt sich gewisser-
maßen ein Framework zur Generalisierung bekannter Zeitreihenanalysemo-
delle wie Markov-Modelle oder Bayes-Filter (s. Abschnitt 3.2) ableiten. Bei
einem DBN handelt es sich demzufolge um ein BN, dessen Zufallsvariablen,
Struktur, Wahrscheinlichkeiten und Abhängigkeiten der Variablen unterein-
ander zeitveränderlich sind. So zeigen Beobachtungen zum Zeitpunkt 𝑡1 üb-
licherweise eine andere Wirkung als zu einem beliebigen Zeitpunkt 𝑡𝑖 ̸= 𝑡1.
Zum besseren Verständnis eignet sich wiederum das Beispiel zur Parkraum-
belegung mit den Zustandsgrößen {frei, belegt}. Ist der aktuelle Zustand
einer Parkfläche neben Bodensensordaten z.B. noch von der Belegung be-
nachbarter Parkflächen oder dem betreffenden Wochentag abhängig, erfolgt
die Modellierung durch ein BN. Würden bei einer stundenweisen Diskreti-
sierung zusätzliche Abhängigkeiten von der Parkraumbelegung von vor einer
Stunde entstehen, ließe sich dies durch ein DBN modellieren.
Ein DBN besteht aufgrund der Zeitveränderlichkeit meist aus einer Viel-
zahl von BN, während jedes einzelne BN den zugrundeliegenden stochasti-
schen Prozess zu einem bestimmten Zeitpunkt, der als sog. Zeitscheibe be-
zeichnet wird, repräsentiert. Der innerhalb dieser Arbeit relevante Anwen-
dungsfall kann als zeitdiskreter stochastischer Prozess modelliert werden,
woraus das ganzzahlige Inkrementieren der Zeitscheiben folgt. Somit lässt
sich das in Kapitel 4 behandelte SLAM-Problem als DBN formulieren, wo-
bei die Markov‘sche Annahme erster Ordnung gilt, d.h., dass nur Kanten
legitim sind, die zwei benachbarte Zeitscheiben miteinander verbinden.
3.2 Bayes-Filter
Das Bayes-Filter ist eine allgemeine probabilistische Filtermethode zur Zu-
standsschätzung zeitdiskreter dynamischer Systeme. Nach [TBF05] kann un-
ter Nutzung des Satzes von Bayes (s. Abschnitt 3.1.1) und der Markov‘schen
Annahme (s. Abschnitt 3.1.2) der Systemzustand s𝑡 zum Zeitpunkt 𝑡 auf
Basis des Vorgängerzustands s𝑡−1 inkrementell, d.h. Schritt für Schritt, ge-
schätzt werden. Unter der Annahme, dass der aktuelle Zustand s𝑡 lediglich
von s𝑡−1 abhängt, ist nur die Berücksichtigung des Steuersignals u𝑡 und der
Beobachtung z𝑡, die den (verborgenen) Systemzustand häufig nur indirekt
und verrauscht wahrnimmt, erforderlich. Die in s𝑡−1 enthaltenen Informatio-
nen umfassen dabei alle vorherigen Zustände s0:𝑡−1, gemessenen Steuersigna-
le u1:𝑡−1 und wahrgenommenen Beobachtungen z1:𝑡−1, wobei gilt
s0:𝑡 = {s0, s1, . . . , s𝑡} (3.7)
u1:𝑡 = {u1, u2, . . . , u𝑡} (3.8)
z1:𝑡 = {z1, z2, . . . , z𝑡}. (3.9)
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Durch Reduzierung der Abhängigkeiten mit Hilfe der Markov‘schen Annah-
me ergibt sich formal das probabilistische Aktionsmodell
𝑃 (s𝑡|s0:𝑡−1, z1:𝑡−1, u1:𝑡) = 𝑃 (s𝑡|s𝑡−1, u𝑡), (3.10)
welches ähnlich zu Gleichung 3.3 die Wahrscheinlichkeit für s𝑡 unter der
Bedingung des Vorgängerzustands s𝑡−1 und des Steuersignals u𝑡 beschreibt.
In ähnlicher Weise lässt sich das probabilistische Beobachtungsmodell
𝑃 (z𝑡|s𝑡, z1:𝑡−1, u1:𝑡) = 𝑃 (z𝑡|s𝑡) (3.11)
reduzieren, welches analog zu Gleichung 3.5 die Wahrscheinlichkeit für z𝑡
unter der Bedingung des Zustands s𝑡 beschreibt.
Die formale Filterbeschreibung erfolgt durch die Schätzung der a-poste-
riori-Wahrscheinlichkeit (engl. belief)
𝐵𝑒𝑙(s𝑡) = 𝑃 (s𝑡|z1:𝑡, u1:𝑡) (3.12)
über dem momentanen Zustand s𝑡 zum Zeitpunkt 𝑡. Werden die probabili-
stischen Modelle für Aktionen und Beobachtungen (s. Gleichung 3.10 und
3.11) berücksichtigt, kann Gleichung 3.12 mit Hilfe des Satzes von Bayes (s.
Abschnitt 3.1.1) durch
𝐵𝑒𝑙(s𝑡) = 𝜂𝑃 (z𝑡|s𝑡, z1:𝑡−1, u1:𝑡)𝑃 (s𝑡|z1:𝑡−1, u1:𝑡) (3.13)
mit dem Normierungsfaktor 𝜂 faktorisiert werden. Aus der Markov‘schen
Annahme (z𝑡 ist lediglich vom Zustand s𝑡 abhängig) und dem Gesetz der
totalen Wahrscheinlichkeit ergibt sich
𝐵𝑒𝑙(s𝑡) = 𝜂𝑃 (z𝑡|s𝑡)𝑃 (s𝑡|z1:𝑡−1, u1:𝑡)
= 𝜂𝑃 (z𝑡|s𝑡)
∫︁
𝑃 (s𝑡|s𝑡−1, z1:𝑡−1, u1:𝑡)𝑃 (s𝑡−1|z1:𝑡−1, u1:𝑡)ds𝑡−1.
(3.14)
Anschließend wird die Markov‘sche Annahme (s𝑡 ist nur von s𝑡−1 und u𝑡
abhängig, s𝑡−1 ist nur von u1:𝑡−1 und nicht von u𝑡 abhängig) erneut heran-
gezogen, sodass
𝐵𝑒𝑙(s𝑡) = 𝜂𝑃 (z𝑡|s𝑡)
∫︁
𝑃 (s𝑡|s𝑡−1, u𝑡)𝑃 (s𝑡−1|z1:𝑡−1, u1:𝑡−1)ds𝑡−1 (3.15)
gilt und die korrespondierende Rekursionsgleichung
𝐵𝑒𝑙(s𝑡) = 𝜂𝑃 (z𝑡|s𝑡)
∫︁
𝑃 (s𝑡|s𝑡−1, u𝑡)𝐵𝑒𝑙(s𝑡−1)ds𝑡−1 (3.16)
aufgestellt werden kann. Aus den Umformungen in den Gleichungen 3.13
bis 3.16 resultiert im Ergebnis eine rekursive Lösung des Bayes-Filter als
Prädiktor-Korrektor-Struktur. Wie in Abbildung 3.5 dargestellt, beinhaltet
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diese ausgehend von einer zu Verfahrensbeginn durchgeführten Initialisierung
des Systemzustands s0 die Prädiktion von 𝐵𝑒𝑙(s𝑡). Diese erfolgt auf Basis der




𝑃 (s𝑡|s𝑡−1, u𝑡)𝐵𝑒𝑙(s𝑡−1)ds (3.17)
mit dem Aktionsmodell 𝑃 (s𝑡|s𝑡−1, u𝑡). Unter Einbeziehung der Beobachtung
z𝑡 erfolgt anschließend die Korrektur des prädizierten Zustands durch
𝐵𝑒𝑙(s𝑡) = 𝜂𝑃 (z𝑡|s𝑡)𝐵𝑒𝑙(s𝑡) (3.18)
mit dem Normierungsfaktor 𝜂 und dem Beobachtungsmodell 𝑃 (z𝑡|s𝑡) als po-
tentielles HMM, wobei die Gleichungen 3.17 und 3.18 über alle Zustandsgrö-
ßen iterieren. Nach dem Inkrementieren der Zeit bildet 𝐵𝑒𝑙(s𝑡) wiederum die
Grundlage für die Schätzung zum Zeitpunkt 𝑡 + 1.
Abbildung 3.5: Die charakteristische Struktur dynamischer Zustandsschätzer
ist die Prädiktor-Korrektor-Struktur. Die Prädiktion erfolgt auf Basis des
Steuersignals u𝑡 und die Korrektur auf Basis des prädizierten Zustands sowie
der Beobachtung z𝑡.
Realisiert das Bayes-Filter die Zustandsschätzung innerhalb diskreter
endlicher Zustandsräume, wird es als Diskretes Bayes-Filter (DBF) bezeich-
net, dessen Zustand s𝑡 endlich viele Werte annehmen kann. Zur Bestimmung
der diskreten a-posteriori-Wahrscheinlichkeit 𝑝𝑡,𝑗 des 𝑗-ten Zustandswerts s𝑡,𝑗
zum Zeitpunkt 𝑡 erfolgt die Umformulierung von Gleichung 3.17 und 3.18 zu
∀𝑗 : 𝑃 𝑡,𝑗 =
∑︁
𝑖
𝑃 (s𝑡,𝑗 |s𝑡−1,𝑖, u𝑡)𝑝𝑡−1,𝑖 (3.19)
∀𝑗 : 𝑝𝑡,𝑗 = 𝜂𝑃 (z𝑡|s𝑡,𝑗)𝑃 𝑡,𝑗 , (3.20)
wobei das Integral der formalen Filterbeschreibung in Gleichung 3.17 durch
einen Summenoperator ersetzt wird. Die Wahrscheinlichkeiten 𝑝𝑡−1,𝑖 jedes
potentiellen vorhergehenden Zustands s𝑡−1,𝑖 werden dabei entsprechend der
Wahrscheinlichkeit, mit welcher der untersuchte Zustand s𝑡,𝑗 erreicht wird,
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prädiziert, kumuliert und anschließend durch die Beobachtungswahrschein-
lichkeit 𝑃 (z𝑡|s𝑡,𝑗) korrigiert.
Bayes-Filter sind aufgrund der Markov-Eigenschaft rekursive Filter, d.h.,
die Schätzung der a-posteriori-Wahrscheinlichkeit des Systemzustands wird
in sequentieller Weise auf Basis einer gemeinsamen Zustandshistorie durch-
geführt. Die rekursiven Gemeinsamkeiten der Zustände lassen sich dabei als
Faktorisierung aus der Produktregel
𝑃 (s0:𝜏 |u1:𝜏 , z1:𝜏 ) = 𝑃 (s0)𝑃 (s1|s0, u1:𝜏 , z1:𝜏 ) . . . 𝑃 (s𝜏 |s0:𝜏−1, u1:𝜏 , z1:𝜏 ) (3.21)
mit dem Zeitpunkt 𝜏 des letzten Systemzustands herleiten. Systeme, die sich
auf Basis solcher rekursiven Abhängigkeiten beschreiben lassen, können auch
als HMM oder DBN (s. Abschnitt 3.1.3 und 3.1.4) modelliert werden.
Das Bayes-Filter stellt das theoretische Grundkonzept zahlreicher Filter-
verfahren dar. Diese unterteilen sich nach [C+03] in Verfahren mit parametri-
scher bzw. Gauß‘scher und nichtparametrischer Zustandsrepräsentation, wie
in Abbildung 3.6 beispielhaft dargestellt. Parametrische Filter wie Kalman-
Filter und EKF (s. Abschnitt 3.2.1) beschreiben die Verteilung der Zustände
im Zustandsraum durch die Parameter einer Wahrscheinlichkeitsverteilung
und sind besonders effizient für lineare Systeme und Gauß-Prozesse. Nicht-
parametrische Filter wie Histogramm- und Partikel-Filter (s. Abschnitt 3.2.2
und 3.2.3) repräsentieren hingegen den in der Regel geordnet oder zufällig
diskretisierten Zustandsraum durch Stichproben und sind damit in der La-
ge, jede beliebige nicht-Gauß‘sche (z.B. multimodale) Verteilung anzunähern,
d.h., auch mehrere Zustandshypothesen zu verfolgen.
(a) (b) (c)
Abbildung 3.6: Gegenüberstellung beispielhafter Zustandsrepräsentationen.
(a) Kalman-Filter nutzen die Parameter der Normalverteilung (Erwartungs-
wert und Varianz). (b) Histogramm-Filter nutzen geordnete Stichproben im
Zustandsraum. (c) Partikel-Filter nutzen zufällige Stichproben.
3.2.1 Extended Kalman-Filter
Das durch [K+60] publizierte Kalman-Filter gehört zur Klasse der parame-
trischen Bayes-Filter und ist Grundlage zahlreicher Verfahren wie Kalman-
Filter Localization oder EKF-SLAM (s. Abschnitt 4.4.1). Das Kalman-Filter
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ist eine allgemeine Methode zur Zustandsschätzung linearer Systeme und
schätzt den wahrscheinlichsten Systemzustand aus den vorhergehenden Zu-
ständen rekursiv unter Nutzung der Markov-Eigenschaft. Es filtert gewis-
sermaßen fehlerhafte, weiß verrauschte Messwerte, sodass das Kalman-Filter
bei normalverteilten stochastischen Größen einen optimalen Zustandsschät-
zer darstellt. Kein anderer Schätzer liefert somit im Mittel eine geringere
Summe der Fehlerquadrate.
Ausgangspunkt der Zustandsschätzung ist die Einführung des Zustands-
vektors µ𝑡 als Spaltenvektor, welcher den Erwartungswert des Systemzu-
stands s𝑡 schätzt. Weiterhin wird die positiv definite, symmetrische Kovari-
anzmatrix Σ𝑡 eingeführt, welche die Kovarianz von s𝑡 als paarweise korrelie-
rende Unsicherheiten zwischen allen Zustandsgrößen zusammenfasst. Die a-
posteriori-Wahrscheinlichkeit aus Gleichung 3.12 kann demnach analytisch5
durch die (multivariate) Normalverteilung








𝑇Σ−1𝑡 (µ𝑡 − s𝑡)
)︂
(3.22)
als Zustandsrepräsentation zum Zeitpunkt 𝑡 beschrieben werden.
Zur Realisierung der Zustandsschätzung folgt das Kalman-Filter der in
Abbildung 3.5 dargestellten Prädiktor-Korrektor-Struktur, wobei das Akti-
onsmodell ℎ und das Beobachtungsmodell 𝑔 jeweils als linear angenommen
werden. Da der Systemzustand in der Realität häufig Nichtlinearitäten un-
terliegt, können die getroffenen Annahmen jedoch nur selten konsequent ein-
gehalten werden. Eine wirkungsvolle Lösung stellt in diesem Zusammenhang
das EKF dar, welches das Kalman-Filter um die Möglichkeit zur Integration
nichtlinearer Aktions- und Beobachtungsmodelle erweitert.
Im EKF wird das Aktionsmodell ℎ(s𝑡−1, u𝑡) zur Beschreibung der Zu-
standsänderungen um den zum Zeitpunkt 𝑡 wahrscheinlichsten Zustand µ𝑡−1
durch die Taylor‘sche Reihenentwicklung erster Ordnung linearisiert, d.h.,
die Wahrscheinlichkeitsdichte von ℎ wird normalverteilt approximiert. Im
Prädiktionsschritt des Verfahrens werden Systemzustand und Kovarianzen
µ𝑡 = ℎ(s𝑡−1, u𝑡)|s𝑡−1=µ𝑡−1 (3.23)
Σ𝑡 = ∇hΣ𝑡−1∇h𝑇 + Q𝑡 (3.24)
mit dem Steuersignal u𝑡, der Kovarianzmatrix Q𝑡 des Systemrauschens und
der Matrix der partiellen Ableitungen des Aktionsmodells






5Analytische Berechnungen werden exakt in mathematisch geschlossener Form, d.h.
durch äquivalente Umformungen und gewöhnliche Rechenarten, realisiert.
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prädiziert. Zur Durchführung des Korrekturschritts wird das Beobachtungs-
modell 𝑔(s𝑡) um die nun wahrscheinlichste Lösung µ𝑡 zunächst linearisiert,
woraus sich die Residualkovarianzmatrix
Ξ𝑡 = ∇gΣ𝑡∇g𝑇 + R (3.26)
als Kovarianzmatrix der für die Beobachtung z𝑡 bestimmten Innovation6
y𝑡 = z𝑡 − 𝑔(s𝑡)|s𝑡=µ𝑡 (3.27)







der partiellen Ableitungen des Beobachtungsmodells ergibt. Mit Hilfe der
Kalman-Matrix (engl. Kalman gain)
K𝑡 = Σ𝑡∇g𝑇Ξ−1𝑡 , (3.29)
welche vorzugsweise durch eine Pseudoinverse7 bestimmt wird, lassen sich
schließlich die korrigierte Zustandsschätzung und die Kovarianzen
µ𝑡 = µ𝑡 + K𝑡y𝑡 (3.30)
Σ𝑡 = (I − K𝑡∇g) Σ𝑡 (3.31)
mit der Einheitsmatrix I bestimmen. Kurz gesagt wird die zum Zeitpunkt
𝑡 verfügbare Beobachtung z𝑡 zusammen mit dem durch u𝑡 prädizierten Sy-
stemzustand in einer gemeinsamen mit K𝑡 gewichteten Zustandsschätzung
kombiniert. Die Schätzung µ𝑡 und die Kovarianzen Σ𝑡 dienen wiederum als
Ausgangspunkt für die Schätzung zum Zeitpunkt 𝑡 + 1.
Das EKF erweist sich innerhalb praktischer Anwendungen als überaus
wirksam. Liegen lediglich schwache Nichtlinearitäten im System vor, so liefert
das Filter geeignete Schätzergebnisse bei mit der Anzahl der Zustandsgrößen
quadratischer Komplexität. Aufgrund der linearen Approximation der nicht-
linearen Funktionen 𝑔 und ℎ durch eine unimodal verteilte Wahrscheinlich-
keitsdichte sind die Schätzungen des EKF im Gegensatz zum Kalman-Filter
jedoch nicht erwartungstreu, d.h., sie entsprechen im Mittel nicht den wah-
ren Werten. Die resultierenden Approximationsfehler hängen nach [BSLK04]
von den auftretenden Nichtlinearitäten und vom Grad der Unsicherheit im
System ab. Überschreiten beide Faktoren entsprechende Grenzen, empfiehlt
es sich, die Zustandsschätzung durch geeignetere Verfahren zu realisieren.
6Der Begriff Innovation beschreibt das Residuum bzw. die Abweichung der Beobach-
tung zu dem Wert, der mit der aktuellen Beobachtungsprädiktion erwartet wird.




Neben dem EKF existieren noch weitere Derivate des Kalman-Filters wie
das Unscented Kalman-Filter (UKF) oder das Sigma-Punkt Kalman-Filter
(SPKF), welche prinzipiell verbesserte Linearisierungsansätze bei unwesent-
lich höherer Komplexität aufweisen. Aber auch diese Verfahren beinhalten
grundsätzlich das Problem, dass die Zustandsrepräsentation lediglich auf Ba-
sis einer unimodal verteilten Wahrscheinlichkeitsdichte erfolgt. Konzepte für
eine passendere Repräsentation werden diesbezüglich bspw. durch das Fede-
rated Information Sharing (FIS) in Abschnitt 4.4.1 oder die in den folgenden
beiden Abschnitten beschriebenen Filter aufgegriffen.
3.2.2 Histogramm-Filter
Histogramm-Filter gehören zur Klasse der diskreten nichtparametrischen
Bayes-Filter. Sie sind nach [TBF05] Grundlage zahlreicher Verfahren wie
Grid Localization oder IML-SLAM (s. Abschnitt 4.4.2) und weisen gewisse
Analogien zu den u.a. durch [BS71] und [KS88] weitaus früher vorgestellten
Point-mass Filtern (PMF) auf. Das Histogramm-Filter dient zur Zustands-
schätzung nichtlinearer Systeme unter Verwendung einer geordneten Reprä-
sentation kontinuierlicher Zustandsräume. Als Bayes-Filter nutzt es dabei
die Markov-Eigenschaft, um den aktuellen Systemzustand ausgehend vom
vorhergehenden Zustand rekursiv zu schätzen. Ebenso folgen Histogramm-
Filter der Prädiktor-Korrektor-Struktur in Abbildung 3.5.
Analog zum DBF schätzt auch das Histogramm-Filter die diskrete a-
posteriori-Wahrscheinlichkeit 𝑝𝑡,𝑗 des 𝑗-ten Zustandswerts s𝑡,𝑗 zum Zeitpunkt
𝑡 auf Basis von Gleichung 3.19 und 3.20. Allerdings ist der Zustandsraum
dabei nicht per se diskret, sondern wird im Voraus in endlich viele sich gegen-
seitig nicht überschneidende Zustandswerte (engl. samples, bins, cells)
⋃︀
𝑗 s𝑡,𝑗
mit s𝑡,𝑖 ∩ s𝑡,𝑗 = ∅ und 𝑖 ̸= 𝑗 diskretisiert (s. Abbildung 3.7). Dieser Vorgang
kann statisch oder dynamisch erfolgen und bildet nach [BFHS96] in seiner
einfachsten Form ein äquidistantes Raster (s. Abschnitt 2.2.2.1). Die Raster-
zellen werden dabei abstrakt als Zustandswerte definiert, während die Ras-
terauflösung die Genauigkeit und Komplexität des Histogramm-Filters als
Trade-off beeinflusst. Jedem Zustandswert wird analytisch die Wahrschein-
lichkeit 𝑝𝑡,𝑗 zugewiesen, sodass sich die elementweise konstante Wahrschein-
lichkeitsverteilung ∀𝑗 : 𝑃 (s𝑡) = |s𝑡,𝑗 |−1𝑝𝑡,𝑗 mit dem Volumen |s𝑡,𝑗 | des 𝑗-ten
Zustandswerts ergibt.
In kontinuierlichen Zustandsräumen werden Wahrscheinlichkeiten hin-
gegen üblicherweise gemäß den Gleichungen 3.17 und 3.18 angegeben, die
jedoch nicht unmittelbar für den diskreten Wert s𝑡,𝑗 im Zustandsraum defi-
niert sind. Beschreiben solche Werte den Zustandsraum in sinnvoller Weise,




Abbildung 3.7: Zustandsrepräsentationen des Histogramm-Filters nach
[TBF05]. (a) Repräsentationen der Wahrscheinlichkeitsdichte durch ein äqui-
distantes Positionsraster, wobei sich die Wahrscheinlichkeit auf den rech-
ten oberen und linken unteren Bereich des Zustandsraums konzentriert. (b)
Binärbaum-basierte Repräsentationen derselben Wahrscheinlichkeitsdichte.
tion von s𝑡,𝑗 durch dessen Mittel




welches den Zustandswert repräsentiert, approximiert werden. Es folgt
𝑃 (s𝑡,𝑗 |s𝑡−1,𝑖, u𝑡) ≈ 𝜂|s𝑡,𝑗 |𝑃 (ŝ𝑡,𝑗 |̂s𝑡−1,𝑖, u𝑡) (3.33)
𝑃 (z𝑡|s𝑡,𝑗) ≈ 𝑃 (z𝑡 |̂s𝑡,𝑗) (3.34)
mit dem Normierungsfaktor 𝜂. Dieser ist notwendig, um die Approximation,
welche lediglich Stichproben des Zustandsraums enthält, in eine zulässige
Wahrscheinlichkeitsverteilung umzuwandeln. Dabei entspricht die Normie-
rung jener für die Übergangswahrscheinlichkeiten in Gleichung 3.4. Für gleich
große Zustandswerte kann auf die Einbeziehung des Volumens |s𝑡,𝑗 | verzichtet
werden. Die Approximation in Gleichung 3.33 und 3.34 führt zwangsläufig
zu Schätzfehlern, die sich prinzipiell reduzieren, je detaillierter der Zustands-
raum diskretisiert wird und je moderater Nichtlinearitäten innerhalb der
Systemdynamik sind. Wie in Abbildung 3.7(b) dargestellt, sind zudem be-
stimmte Bereiche des Zustandsraums häufig relativ unwahrscheinlich und da-
mit für die Zustandsschätzung nicht ausschlaggebend. Daher empfiehlt sich
zur Reduzierung der Rechen- und Speicherkomplexität die dynamische Dis-
kretisierung z.B. durch Binärbäume oder selektives Updaten und Speichern
(s. Abschnitt 4.4.2.3). Darüber hinaus existieren Derivate des Histogramm-
Filters wie das Binary Bayesian Filter (BBF) oder das Bayesian Occupancy





Partikel-Filter8 bzw. SMC-Filter gehören ebenso wie Histogramm-Filter zur
Klasse der diskreten nichtparametrischen Bayes-Filter und sind u.a. gemäß
[DFBT99], [FBDT99] und [FTDB00] Grundlage zahlreicher Verfahren wie
MCL oder FastSLAM (s. Abschnitt 4.4.3). Das Partikel-Filter ist eine sto-
chastische Methode zur Zustandsschätzung nichtlinearer Systeme, deren Zu-
standsrepräsentation und zeitliche Entwicklung nichtparametrisch und im
Gegensatz zum Histogramm-Filter nicht in geschlossener Form, sondern zu-
fallsbasiert erfolgt. Demzufolge handelt es sich bei jedem Partikel-Filter ge-
wissermaßen um eine SMC-Methode9.
Nach [DFAHS+01] und [RAG04] repräsentiert das Partikel-Filter den
Systemzustand s𝑡 zum Zeitpunkt 𝑡 durch ein Set, auch Wolke oder Schwarm














wobei die Notation ·[·] den Partikelindex bezeichnet. Die Partikel stellen je-
weils Paare aus einem möglichen Punkt s[𝑗]𝑡 im inhärenten Zustandsraum
sowie einem Gewicht 𝑤[𝑗]𝑡 dar und haben die Form









mit 𝑗 = 1,2, . . . , 𝑁 . Die Partikel sind in der Lage, eine beliebige nicht-
Gauß‘sche Wahrscheinlichkeitsdichte des Systemzustands s𝑡 unmittelbar zu
beschreiben. Dabei wird diese aufgrund der endlichen Anzahl und diskreten
Verteilung der Partikel im Zustandsraum jedoch nur approximiert, wobei
der resultierende Approximationsfehler für 𝑁 −→ ∞ gegen Null tendiert.
Die Anzahl der verwendeten Partikel (nach [TBF05] z.B. 100 ≤ 𝑁 ≤ 1000)
ist dabei stark abhängig von der geforderten Schätzgenauigkeit, der initialen
Zustandsinformationen und den existierenden Rauschprozessen.
Das Partikel-Filter nutzt analog zum Kalman- und Histogramm-Filter
das Prinzip des Bayes-Filters, um den aktuellen Systemzustand ausgehend
vom vorhergehenden Zustand unter Nutzung der Markov-Eigenschaft rekur-
siv zu schätzen. Die rekursive Struktur in Gleichung 3.19 kann im Partikel-
Filter durch den von [Dou98] vorgestellten Ansatz, dem Sequential Import-
ance Sampling (SIS), realisiert werden. Demnach ist der Zustand s[𝑗]𝑡 als ak-
tuelles Element der Zustandssequenz s[𝑗]0:𝑡 vom jeweiligen Vorgängerzustand in
8Partikel-Filter fanden durch [HM54] erstmalig Verwendung innerhalb der statistischen
Methodologie. Den Terminus Partikel-Filter prägte [DM96].
9Die SMC-Methode löst gemäß [Has70] analytisch nicht oder nur aufwendig lösbare
Probleme numerisch mittels wahrscheinlichkeitstheoretischer Ansätze. Grundlage dafür
sind gleichartige Zufallsexperimente und das Gesetz der großen Zahlen.
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sequentieller Weise abhängig. Die Bestimmung der a-posteriori-Wahrschein-
lichkeit, welche als Zielverteilung (engl. target distribution)
𝐵𝑒𝑙(s𝑡) = 𝑃 (s𝑡|s0:𝑡−1, u1:𝑡, z1:𝑡) (3.37)
des Filterverfahrens bezeichnet wird, lässt sich algorithmisch u.a. mit den
von [R+88] und [AMGC02] vorgestellten Ansätzen wie bspw. dem Samp-
ling Importance Resampling (SIR) umsetzen. Diese folgen weitgehend der
in Abbildung 3.5 dargestellten Prädiktor-Korrektor-Struktur. Das SIR stellt
dabei den populärsten Ansatz dar und beinhaltet die drei Schritte Sampling,
Gewichtung und Resampling, welche nachfolgend erläutert werden.
3.2.3.1 Sampling
Sampling bezeichnet allgemein das Ziehen einer Zufallsstichprobe aus einer
beliebig verteilten Grundgesamtheit. Für das Partikel-Filter bedeutet dies
die Bestimmung eines prädizierten Zustands pro Partikel unter Einbezie-
hung des Aktionsmodells ℎ. Das ermöglicht eine bestimmte Diversität des
Partikelsets im Zustandsraum und zieht die Veränderung der Partikelanord-
nung nach sich. Wie in Abbildung 3.8 dargestellt, erfolgt das Sampling, sofern
nicht direkt auf Basis der Zielverteilung des Systemzustands realisierbar, mit
Hilfe der Vorschlagsverteilung (engl. proposal distribution)
Π
(︁
s𝑡|s[1:𝑁 ]𝑡−1 , u𝑡
)︁
= 𝑃 (s𝑡|s𝑡−1, u𝑡)𝐵𝑒𝑙(s𝑡−1), (3.38)
wodurch die Partikel die a-priori-Wahrscheinlichkeit von s𝑡 zunächst in einem
Anfangszustand (Bootstrap) repräsentieren. Die Dichtefunktion der Vertei-
lung ist in Abbildung 3.8 als gestrichelte Linie dargestellt und approximiert








Die Prädiktion der Zustände des Partikelsets P[1:𝑁 ]𝑡 erfolgt unter Verwen-
dung der vorherigen Zustände s[1:𝑁 ]𝑡−1 und des Steuersignals u𝑡, sodass sich der
entsprechend der Vorschlagsverteilung verrauschte 𝑗-te Partikelzustand





ergibt. Das Sampling des Partikel-Filters beinhaltet einen weiteren Approxi-
mationsfehler, die Abweichung zwischen Ziel- und Vorschlagsverteilung. Die-
se beschreibt die Filtervarianz, d.h. die Fähigkeit des Partikelsets zur Schät-
zung des Systemzustands, und führt unter Umständen zur Filterineffizienz.
Dies trifft insbesondere für Steuersignale mit wesentlich geringerer Genauig-
keit als die der Beobachtungen zu. [Fox03] und [SGBR07] schlagen vor, die
Approximation der Zielverteilung durch die Vorschlagsverteilung anhand der
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Abbildung 3.8: Schematische Darstellung des Sampling- und Gewichtungs-
schritts des SIR-Ansatzes nach [Mon03]. Das Sampling erfolgt üblicherweise
nicht auf Basis der Zielverteilung (Zieldichte als durchgezogene Linie), son-
dern mit Hilfe einer weniger komplizierten Vorschlagsverteilung (Vorschlags-
dichte als gestrichelte Linie). Die Berechnung der Partikelgewichte im unte-
ren Teil erfolgt durch das Verhältnis von Ziel- zu Vorschlagsverteilung.
Kullback-Leibler-Divergenz (KLD)10 zu bewerten, was zu einem effizienteren
Sampling führt.
3.2.3.2 Gewichtung
In diesem Schritt wird unter Berücksichtigung der Beobachtung z𝑡 für je-
des Partikel ein Gewicht (engl. importance weight) bestimmt, welches den
Approximationsfehler des Samplings kompensiert. Die Gewichtung der Par-
tikel kann somit als Korrekturschritt des Filters aufgefasst werden. Das 𝑗-te
Gewicht lässt sich im Grunde aus dem Verhältnis von Ziel- zu Vorschlags-
verteilung im Zustandsraum zum Zeitpunkt 𝑡 herleiten. Es kann durch







bestimmt werden und ist aufgrund des Normierungsfaktors 𝜂 relativ. Damit











Je nachdem, wie die Beobachtungsvorhersagen, welche sich unter Einbe-
ziehung des Beobachtungsmodells 𝑔 aus den prädizierten Zuständen s[1:𝑁 ]𝑡
ergeben, mit der tatsächlichen Beobachtung z𝑡 übereinstimmen, kann das
10Die nach [KL51] benannte KLD ist ein Maß dafür, wie sehr sich zwei Wahr-
scheinlichkeitsverteilungen voneinander unterscheiden. Während die eine im Regelfall
die tatsächliche Verteilung 𝐵𝑒𝑙(s𝑡) repräsentiert, beschreibt die andere die Approxima-
tion Π(s𝑡) dieser. Formal lässt sich die KLD im diskreten Fall durch 𝐷(𝐵𝑒𝑙,Π) =∑︀
s𝑡
𝐵𝑒𝑙(s𝑡) log (𝐵𝑒𝑙(s𝑡)/Π(s𝑡)) bestimmen.
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Partikelgewicht angepasst werden. In Bereichen, in denen die Zielverteilung
größer als die Vorschlagsverteilung ist, erhalten die Partikel somit ein hö-
heres Gewicht und umgekehrt (s. unterer Teil in Abbildung 3.8). Vergrö-
ßert sich der Fehler über die Zeit und den Zustandsraum, erhöht sich auch
die Varianz der Gewichte und damit die statistische Ungenauigkeit. Die im
Sampling-Schritt erzeugte Zustandsdiversität bildet demnach die Grundlage
für eine robuste Approximation der Zielverteilung.
Durch die Gewichte 𝑤[1:𝑁 ]𝑡 kann schließlich die a-posteriori-Wahrschein-
lichkeit des Zustands s𝑡 mit Hilfe von Gauß-, Histogramm- oder Kerndichte-
schätzer (engl. kernel density estimation) bestimmt werden. Das gewichtete
Mittel stellt dabei die am häufigsten verwendete Form einer Gauß‘schen Ap-








als Summe der gewichteten Partikel mit der Definition der Partikel als Di-
rac‘sche 𝛿-Distribution approximiert wird.
Die Gewichtung der Partikel bildet die Ursache für zwei weitere mögli-
che Approximationsfehler. Da lediglich 𝑁 und nicht unendlich viele Partikel
verwendet werden können, kommt einer dieser Fehler einem systematischen
Fehler gemäß Abschnitt 2.1.4.2 gleich. Grund dafür ist, dass die relativen
Gewichte 𝑤[1:𝑁 ]𝑡 lediglich 𝑁 − 1 voneinander unabhängige Werte bilden, da
sich das 𝑗-te relative Gewicht aus der Subtraktion der 𝑁−1 anderen Gewich-
te von 1 ergibt. Im Extremfall würde mit 𝑁 = 1 das Partikel P[1:𝑁=1]𝑡 nur
auf Basis der Verteilung 𝑃 (s𝑡|s0:𝑡−1, u1:𝑡) anstatt der Verteilung in Gleichung
3.37 bestimmt werden, weil dann unabhängig von der Beobachtung z𝑡 auf-
grund der durchgeführten Normierung 𝑤[1:𝑁=1]𝑡 = 1 resultiert. Für größere
𝑁 ist dieser Fehler jedoch weitgehend vernachlässigbar.
Der andere sich aus der Gewichtung der Partikel ergebende Approximati-
onsfehler wird als Partikel-Degeneration (engl. particle deprivation) bezeich-
net und umfasst den konsekutiven Diversitätsverlust der Zustandsapproxi-
mation infolge der sukzessiven Höhergewichtung immer weniger Partikel.
Dies führt zu einem sinkenden Informationsgehalt des gesamten Partikel-
sets, indem sich nur noch wenige oder gar keine Partikel in Nachbarschaft
zum wahren Zustand befinden. Die Wahrscheinlichkeit dafür hängt von 𝑁
sowie der Dimensionalität des Zustandsraums ab und ist prinzipiell gering,
jedoch größer Null für 𝑡 −→ ∞. Notfalls kann nach [GSS93] und [GGB+02]
die Integration weniger zufällig im Zustandsraum verteilter Partikel in das
Partikelset, unabhängig vom aktuellen u𝑡 und z𝑡, dem entgegenwirken.
3.2.3.3 Resampling
Oberflächlich betrachtet genügen die Gleichungen 3.39 bis 3.41 zur momen-
tanen Schätzung des Systemzustands s𝑡. Um jedoch geeignete Schätzungen
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über den gesamten Verfahrensverlauf hinweg zu garantieren, ist zur Ver-
meidung der Partikel-Degeneration eine passende Neuzusammensetzung des
Partikelsets P[1:𝑁 ]𝑡 notwendig, was als Resampling (Re-Bootstrap) der Parti-
kel bezeichnet wird. Dabei bleibt die Anzahl der Partikel unverändert.
Das Resampling entspricht aus Sicht der Kombinatorik einer Kombi-
nation mit Wiederholung (Zufallsexperiment Ziehen mit Zurücklegen). Es
stellt als Folge von Bernoulli-Experimenten die probabilistische Umsetzung
der Darwin‘schen Theorie Survival of the Fittest dar und erfolgt mit einer
Wahrscheinlichkeit proportional zu den berechneten Gewichten. Partikel mit
höheren Gewichten werden auch mit größerer Wahrscheinlichkeit wieder be-
rücksichtigt, was im Regelfall Duplikate im Partikelset zur Folge hat. Für
eine gegen unendlich strebende Partikelanzahl werden so Partikel entspre-
chend der Zielverteilung generiert, d.h., dass die Abweichung zwischen Ziel-
und Vorschlagsverteilung korrigiert wird, was zu einer verbesserten Schät-
zung der Evolution der Wahrscheinlichkeitsdichte im Zustandsraum führt.
In einem Zufallsprozess werden demnach 𝑁 neue Partikel









erzeugt, wobei das Gewicht des in Gleichung 3.42 generierten Partikels nor-
miert wird. Durch die Modellierung als Zufallsprozess ist jedoch nicht aus-
zuschließen, dass Partikel mit hohem Gewicht in seltenen Fällen dennoch
unberücksichtigt bleiben, was für eine Serie solcher Ereignisse unweigerlich
zur Partikel-Degeneration führt. Schließlich aktualisiert der Zustand s[𝑗]𝑡 jedes
erzeugten Partikels P[𝑗]𝑡 implizit die für P
[𝑗]
𝑡 individuelle Zustandshistorie









Das Resampling muss nicht notwendigerweise in jedem Zeitschritt 𝑡 durch-
geführt werden und insbesondere dann nicht, wenn der Systemzustand un-
veränderlich ist (z.B. Ruhezustand eines Objekts). Wird auf das Resampling
verzichtet, folgt P[1:𝑁 ]𝑡 = P
[1:𝑁 ]
𝑡 . In einigen Algorithmen wird das Resampling
in jedem Zeitschritt, in anderen hingegen nach einer konstanten Anzahl von
Zeitschritten durchgeführt. [Dou98] und [Gus10] schlagen die Verwendung
von Grenzwerten für die Anzahl 𝑁eff effektiver Partikel als Bedingung vor.








)︁2 < 2𝑁3 . (3.44)
Die systematische Nichtberücksichtigung von Partikeln führt zum Effekt
der Partikel-Verarmung (engl. particle depletion, particle impoverishment).
Dieser Effekt beschreibt die beim Resampling auftretende Reduzierung der
Partikeldiversität in Abhängigkeit von der Qualität des Samplings und der
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daraus resultierenden Divergenz zwischen Ziel- und Vorschlagsverteilung. Die
Partikel-Verarmung hat den Verlust eines Teils der Zustandshistorie (s. Glei-
chung 3.43) im Partikelset zur Folge. Wie in Abbildung 3.9 dargestellt, be-
steht so die Möglichkeit, dass nach einer Weile ein Großteil der Partikel ledig-
lich von einigen wenigen Partikeln abstammt. In diesem Kontext beschreibt
der SIS-Ansatz nach [CD02] stochastische Prozesse nur dann in geeigneter
Weise, falls diese Historienverluste in exponentiellem Maße einkalkulieren,
d.h., wenn das Prozessrauschen des Systems ein bestimmtes Maß an Un-
abhängigkeit des Zustands s𝑡 vom Vorgängerzustand s𝑡−1 verursacht. Die
Partikel-Verarmung vergrößert darüber hinaus die Filtervarianz, zu deren
Reduzierung neben der Verringerung der Resampling-Frequenz eine Reihe
effizienter Ansätze existieren. U.a. [Mad49], [LC98], [TBF05], [Coc07] und
[Rip09] schlagen vor, hierfür Verfahren wie Low Variance Sampling, Stocha-
stic Universal Sampling oder Stratified Sampling anzuwenden.
Abbildung 3.9: Schematische Darstellung der Historienverluste eines Parti-
kelsets. Beim Resampling nicht berücksichtigte Partikel sind rot markiert.
Mit einem Verlust von 25% bei jedem Resampling-Schritt stammen in die-
sem Beispiel bereits nach drei Schritten alle Partikel von einem ab.
3.3 Markov Lokalisierung
Die durch [Fox98] publizierte Markov Lokalisierung ist die direkte Anwen-
dung des Bayes-Filter-Ansatzes zur probabilistischen Lösung von Lokalisie-
rungsproblemen mobiler Objekte. Sie beinhaltet demnach die Markov‘sche
Annahme, dass der aktuelle Zustand s𝑡 während der Lokalisierung lediglich
vom vorhergehenden Zustand s𝑡−1 abhängt. Die Markov Lokalisierung lässt
sich mit allen in Abbildung 3.6 dargestellten Repräsentationen des Zustands-
raums und somit allen in Abschnitt 3.2 behandelten Verfahren realisieren,
d.h., sie stellt einen allgemeinen Lösungsansatz unabhängig von der konkre-
ten Zustandsrepräsentation dar.
Die Markov Lokalisierung setzt zur Lösung von Lokalisierungsproblemen
das Vorhandensein einer Karte Θ der Objektumgebung voraus, die sich mit
Hilfe von Abschnitt 2.2 detailliert beschreiben lässt. Dabei kann Θ im Gegen-
satz zum SLAM-Problem in Kapitel 4 als statisch und bekannt angenommen
werden. Zur Schätzung der a-posteriori-Wahrscheinlichkeit
𝐵𝑒𝑙(s𝑡) = 𝑃 (s𝑡|z1:𝑡, u1:𝑡,Θ) (3.45)
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über dem Zustand s𝑡 zum Zeitpunkt 𝑡 wird das Aktionsmodell und das Be-
obachtungsmodell im Vergleich zu Gleichung 3.10 und 3.11 um die Karte Θ
erweitert. Daraus ergibt sich
𝑃 (s𝑡|s𝑡−1, u𝑡,Θ) (3.46)
𝑃 (z𝑡|s𝑡,Θ), (3.47)
wobei Gleichung 3.46 im Zusammenhang mit der Lokalisierung mobiler Ob-
jekte treffender als Bewegungsmodell bezeichnet wird. Die Einbeziehung von
Θ in das Bewegungsmodell erfolgt dabei nicht für jede Anwendung. Für die
Beschreibung der a-priori- und a-posteriori-Wahrscheinlichkeit gilt
𝐵𝑒𝑙(s𝑡) =
∫︁
𝑃 (s𝑡|s𝑡−1, u𝑡,Θ)𝐵𝑒𝑙(s𝑡−1)ds (3.48)
𝐵𝑒𝑙(s𝑡) = 𝜂𝑃 (z𝑡|s𝑡,Θ)𝐵𝑒𝑙(s𝑡), (3.49)
welche als Prädiktor-Korrektor-Struktur analog zum Bayes-Filters in Glei-
chung 3.17 und 3.18 modelliert werden. Die Initialisierung der a-priori-Wahr-
scheinlichkeit 𝐵𝑒𝑙(s0) des Anfangszustands s0 lässt sich ohne Kenntnis initia-
ler Lokalisierungsinformationen im einfachsten Fall gleichverteilt umsetzen.
Sind solche Informationen hingegen verfügbar, lässt sich 𝐵𝑒𝑙(s0) auch durch
eine partiell gleichverteilte oder multimodale Verteilung annähern.
Zur Veranschaulichung von Gleichung 3.48 und 3.49 kann nach [FBT99]
und [TBF05] das in Abbildung 3.10 dargestellte klassische Beispiel der Mar-
kov Lokalisierung herangezogen werden. Dieses beinhaltet das sequentielle
1d-Lokalisierungsproblem eines sich nach rechts bewegenden Objekts inner-
halb der Karte Θ, die durch mehrdeutige (nicht unterscheidbare) Karten-
merkmale in Form von drei Türen entlang eines Korridors definiert ist. Da-
bei erfolgt die Zustandsrepräsentation zur Vereinfachung in kontinuierlicher
Form. Dies gilt für die schwarz dargestellten a-priori-Wahrscheinlichkeiten
𝐵𝑒𝑙 und a-posteriori-Wahrscheinlichkeiten 𝐵𝑒𝑙 sowie für die rot dargestell-
ten Wahrscheinlichkeiten 𝑃 der Beobachtung Tür detektiert.
Zu Beginn der Sequenz in Abbildung 3.10(a) herrscht absolute Unsicher-
heit, was durch die Gleichverteilung der a-priori-Wahrscheinlichkeit 𝐵𝑒𝑙(s𝑡)
beschrieben wird. Nach Einbeziehung der ersten Beobachtung, deren Wahr-
scheinlichkeit 𝑃 (z𝑡|s𝑡,Θ) in (b) rot dargestellt ist, können mit Gleichung 3.49
drei gleichwahrscheinliche Lokalisierungshypothesen bestimmt werden. Diese
lassen sich anhand der Maxima (engl. peak) der a-posteriori-Wahrscheinlich-
keit 𝐵𝑒𝑙(s𝑡) schätzen, was zunächst zu einem mehrdeutigen Lokalisierungser-
gebnis führt. Durch die Bewegungswahrscheinlichkeit 𝑃 (s𝑡+1|s𝑡, u𝑡+1,Θ) wird
anschließend 𝐵𝑒𝑙(s𝑡+1) mit Gleichung 3.48 prädiziert, was die Unsicherheit
der Hypothesen in (c) vergrößert. Die Einbeziehung einer weiteren Beobach-
tung in (d) führt zur a-posteriori-Wahrscheinlichkeit 𝐵𝑒𝑙(s𝑡+1) und schließ-
lich zu einer signifikanten Hypothese, die auch nach erneuter Bewegung in
(e) unter Vergrößerung der Unsicherheit erhalten bleibt.
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Abbildung 3.10: Klassisches Beispiel der Markov Lokalisierung nach [TBF05].
In (a) bis (e) sind für ein 1d-Lokalisierungsproblem die a-priori-Wahrschein-
lichkeiten 𝐵𝑒𝑙 bzw. a-posteriori-Wahrscheinlichkeiten 𝐵𝑒𝑙 schwarz darge-
stellt. In (b) und (d) sind zudem die Wahrscheinlichkeiten 𝑃 der Beobachtung





Die Bestimmung relativer Positionen der Anker und mobilen Objekte ist
zentraler Bestandteil des entwickelten Verfahrens und stützt sich im We-
sentlichen auf Beobachtungen in Form von paarweisen Distanzmessungen.
Liegen diese, wie in Abschnitt 1.2 und 2.1.2 beschrieben, als Anker-Mobile-
Messungen vor, lässt sich ein SLAM-Problem formulieren.
SLAM im Allgemeinen findet seit einiger Zeit besondere Beachtung im
Forschungsumfeld der autonomen Robotik. Dort sollen mobile Roboter oh-
ne a-priori-Informationen bezüglich eigener Position und Umgebung Aufga-
ben erfüllen, für die solches Wissen jedoch erforderlich ist. Verschiedenste
SLAM-Verfahren ermöglichen sowohl die automatisierte Generierung dieser
Informationen als auch die maschinengerechte Repräsentation der Umge-
bung. Etablierte Software-Frameworks wie Robot Operating System (ROS)
erlauben dabei einen vielseitigen Einsatz auch innerhalb dynamischer An-
wendungsszenarien unter Echtzeitanforderungen. Beispiele dafür sind:
∙ Kartierung von Infrastrukturinformationen (z.B. Ankerpositionen oder
Signale für WiFi-SLAM) zur (Indoor-)Lokalisierung
∙ Selbstlokalisierung und Wegplanung (z.B. Drohnen-Navigation oder
Bergungsaktionen von Personen und Material)
∙ Erkundung (engl. exploration) komplizierter Umgebungen (z.B. Höh-
lensysteme, Tiefseegräben oder Planetenoberflächen)
∙ Body-SLAM im Bereich Humanmedizin
Unter Berücksichtigung der in Abschnitt 1.2 konkretisierten Anforderungen
an das entwickelte Verfahren wird das SLAM-Problem primär aus der Per-
spektive des Themas dieser Arbeit verstanden. Ziel dabei ist es, die vor-




zu verarbeiten, dass mobile Objekte in 2D-Umgebungen lokalisiert und die
jeweiligen Anker kartiert werden können. In diesem Kapitel erfolgt daher
zunächst ein Überblick zum SLAM-Problem, woran sich dessen numerische
Darstellung sowie die Formulierung, Initialisierung und Umsetzung ausge-
wählter Verfahren der Literatur anschließen.
4.1 Überblick
Übliche Standardverfahren zur Lösung des SLAM-Problems verfügen über
einen gemeinsamen Verfahrensansatz, welcher Objektposition und Umge-
bungskarte als zunächst unbekannt annimmt. Die erfassten Sensordaten er-
stellen im Verfahrensverlauf inkrementell eine Umgebungskarte bei gleich-
zeitiger Objektlokalisierung. Je länger sich ein mobiles Objekt in seiner Um-
gebung bewegt, umso mehr Informationen tragen dazu bei, dass die Lokali-
sierung und Kartenerstellung konvergiert. Dabei bezeichnet Konvergenz die
Verringerung von Unsicherheit innerhalb der Zustandsrepräsentation des Ob-
jekts und der Karte. Die Verfahrenskonvergenz ist neben der Qualität der
Eingangsdaten im Wesentlichen von der Bewegungsvariabilität des Objekts
während des SLAM-Verfahrensverlaufs abhängig. Die resultierende Konver-
genzgeschwindigkeit ist demnach ein Maß dafür, wie streng die Bewegungs-
variabilität die Verringerung von Unsicherheit durch bspw. das Auflösen von
Mehrdeutigkeiten (s. Abbildung 4.3) beeinflusst.
[TBF05] nennen zwei prinzipielle Lösungsmöglichkeiten des SLAM-Pro-
blems. Die erste Möglichkeit wird als full-SLAM bezeichnet und umfasst die
Schätzung der vollständigen Objekttrajektorie x0:𝑡 (Sequenz von Objektzu-
ständen bis zum Zeitpunkt 𝑡) sowie der Karte Θ mit der Wahrscheinlichkeit
𝑃 (x0:𝑡,Θ|z1:𝑡, u1:𝑡) (4.1)
für die Beobachtungen z1:𝑡 und die Steuersignale u1:𝑡 (s. Kapitel 3 sowie
Abschnitt 4.1.2.2 und 4.1.1.2). Die zweite Möglichkeit wird als online-SLAM
bezeichnet und beschreibt im Gegensatz dazu lediglich die Schätzung des
momentanen Objektzustands x𝑡 sowie der Karte Θ, sodass durch Integration
der vollständigen Objekttrajektorie gilt




𝑃 (x0:𝑡,Θ|z1:𝑡, u1:𝑡)dx0dx1 . . . dx𝑡−1. (4.2)
Trotz des gemeinsamen Verfahrensansatzes existieren höchst unterschied-
liche Umsetzungen, die hinsichtlich Verfahrenseigenschaften, adressierter Da-
tenbasis, und behandelten Anwendungskontext teilweise stark variieren. Eine
weit verbreitete Taxonomie diesbezüglich beinhaltet
∙ full-SLAM- vs. online-SLAM-Verfahren,
∙ volumetrische vs. merkmalsbasierte SLAM-Verfahren,
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∙ SLAM-Verfahren mit topologischer vs. geometrischer Kartenerstellung,
∙ Range-Only vs. Bearing-Only vs. Range-Bearing SLAM-Verfahren,
∙ SLAM-Verfahren mit bekannten vs. unbekannten Beobachtungskorre-
spondenzen1,
∙ SLAM-Verfahren mit statischen vs. dynamischen Karten und
∙ autonome vs. kooperative SLAM-Verfahren.
Als innovativ gelten dabei die u.a. von [BMSS05] und [RCM14] vorgeschla-
genen kooperativen SLAM-Verfahren, die häufig auf eine optimierte Umge-
bungserfassung mit Hilfe effizienter Kartenerstellungs-, -fusions- und Pfad-
planungsmethoden abzielen. Immer mehr Beachtung finden zudem Verfahren
für den Einsatz innerhalb dynamischer Umgebungen, welche signifikante An-
passungen bezüglich der Repräsentation der Umgebungskarte aufweisen. Die
Modellierung der Dynamiken erfolgt hierbei auf Basis von Objektklassifi-
kationen u.a. nach [MMM05] und [WS05] oder Markov-Modellen u.a. nach
[MDBB12] und [TMDB13]. Für einen detaillierteren Überblick werden im
Folgenden das mobile Objekt und dessen Umgebung grundlegend beschrie-
ben sowie charakteristische Aspekte zum SLAM-Problem diskutiert.
4.1.1 Objektbeschreibung
SLAM-Verfahren finden ausschließlich im Zusammenhang mit mobilen Ob-
jekten Anwendung. Daher werden nachfolgend der Zustand von Objekten
und deren Bewegung durch Steuersignale näher beschrieben.
4.1.1.1 Objektzustand
Der Zustand eines mobilen Objekts wird allgemein durch dessen Position und
Lage definiert, welche zusammen als Objektpose2 bezeichnet werden. Diese




zum Zeitpunkt 𝑡 beschreiben, wobei 𝑥m und 𝑦m die kartesische Koordinaten-
beschreibung (s. Abschnitt 2.2.1) und 𝜃m den Lagewinkel, d.h. die räumliche
Orientierung des Objekts darstellt. Daraus kann die Trajektorie x0:𝑡 als Folge
von Objektpositionen abgeleitet werden. Für eine solche Position existieren
innerhalb eines SLAM-Verfahrens häufig mehrere Hypothesen (s. Abschnitt
4.2.3), welche den Zustandsraum des Objekts je nach verwendeter Repräsen-
tation (s. Abbildung 3.6) wahrscheinlichkeitsbasiert beschreiben.
1Korrespondenzen sind Informationen, mit deren Hilfe beobachtete Umgebungsmerk-
male bereits kartierten Merkmalen im Sinne einer Datenassoziation (s. Abschnitt 4.1.2.3)
zugeordnet werden können.





Voraussetzung für das Erreichen unterschiedlicher Objektpositionen ist eine
entsprechende Bewegung, die üblicherweise durch das Steuersignal u𝑡 be-
schrieben wird. Steuersignale sind im Allgemeinen verrauschte, d.h. mit Un-
sicherheit behaftete Messungen der Objektbewegung. Je nach Steuersignal-
qualität und -verfügbarkeit kann die Objektposition nach einer Bewegung
sehr genau, zum Teil aber auch stark fehlerhaft oder nur mehrdeutig durch
räumlich verteilte Positionshypothesen abgebildet werden. Prinzipiell addie-
ren sich die Fehler der Steuersignale über die Zeit und vergrößern damit auch
die Unsicherheit der SLAM-Ergebnisse, wobei die resultierende Unsicherheit
der Objekttrajektorie mit den Fehlern bei der Kartenerstellung korreliert. Es
besteht jedoch die Möglichkeit, diese durch Beobachtung von Kartenmerk-
malen (s. Abschnitt 4.1.2.2) entscheidend zu verringern.
Als Zustandsübergangsmodell dient neben dem in Gleichung 3.10 formu-
lierten probabilistische Bewegungsmodell
𝑃 (x𝑡|x𝑡−1, u𝑡) (4.3)
mit den Objektpositionen x𝑡−1 und x𝑡 das kinematische Bewegungsmodell
x𝑡 = ℎ(x𝑡−1, u𝑡) + δ𝑡 (4.4)
mit der weißen Gauß‘schen Fehlervariablen (engl. Additive White Gaussi-
an Noise, kurz AWGN) δ𝑡 ∼ 𝒲𝒩 (0,Q𝑡) und den Bewegungskovarianzen
Q𝑡. Der Zeitindex 𝑡 bezeichnet dabei eine Bewegung, welche zwischen dem
Zeitpunkt 𝑡− 1 und 𝑡 liegt.
Steuersignalinformationen können auf Basis geeigneter Sensorik wie Odo-
meter- und IMU-Sensoren gemessen oder aus der Objektbewegung selbst
empirisch generiert werden. [TBF05] unterscheiden dabei zwischen geschwin-
digkeitsbasierten Steuersignalen3 und Odometrie-basierten Steuersignalen4.
Für letztere sind in Abbildung 4.1 beispielhaft entsprechende Positionswahr-
scheinlichkeiten dargestellt, in (a) parametrisch sowie in (b) und (c) mittels
Stichproben in geschlossener Form als äquidistantes Positionsraster (s. Ab-
schnitt 2.2.2.1) und SMC-gestützt.
Die Modellierung der Objektbewegung wird an dieser Stelle jedoch nicht
weiter vertieft, da aus den in Abschnitt 1.2 genannten Gründen auf die Be-
rücksichtigung konkreter Objektbewegungsinformationen als Datenbasis im
entwickelten Gesamtverfahren verzichtet wird. Die Modellierung des Bewe-
gungsverhaltens mobiler Objekte gestaltet sich, ohne über Steuersignale zu
verfügen, im Allgemeinen schwierig (z.B. die Umsetzung von Gleichung 4.3
und 4.4 innerhalb der in Abschnitt 4.4 beschriebenen SLAM-Verfahren).




mit der Translationsgeschwindigkeit 𝑣𝑡 und
der Rotationsgeschwindigkeit bzw. dem Steuerwinkel 𝜔𝑡.








Abbildung 4.1: Beispielhafte Odometrie-basierte Objektbewegung dargestellt
durch drei Zustandsrepräsentationen. (a) in parametrischer Form als multi-
variate Normalverteilung, (b) als äquidistantes Positionsraster und (c) SMC-
gestützt. Die Objektposen x̂𝑡−1 (unten links) und x̂𝑡 (mittig), welche Position
und Lage beinhalten, sind dick schwarz dargestellt.
Unter Einbeziehung des zugrundeliegenden Anwendungsbezugs lassen sich
jedoch häufig abstrakte Bewegungsinformationen ableiten. So ist es mög-
lich, bestimmten Objekten eine minimale und maximale Geschwindigkeit,
Richtungsänderungen sowie entsprechende Varianzen zuzuordnen. Zudem ist
denkbar, solche Informationen aus der mit Hilfe von Beobachtungen erstell-
ten Bewegungshistorie heraus zu generieren (s. Abschnitt A.1).
4.1.2 Umgebungskarte
Die Kartenerstellung erfordert als Teil des SLAM-Problems einen geeigne-
ten Umgang mit Beobachtungen von Kartenmerkmalen, welche den zentra-
len Bestandteil der vorliegenden Datenbasis darstellen. Im Folgenden wird
daher auf Kartenmerkmale, Beobachtungen, Datenassoziation, Merkmals-
kartierung und -korrelation näher eingegangen.
4.1.2.1 Kartenmerkmal
Kartenmerkmale (z.B. Anker oder Landmarken) sind unterschiedliche statio-
näre Umgebungsmerkmale einer Merkmalskarte (s. Abschnitt 2.2.2.2), welche
nach [TBF05] als zeitinvariant gelten und sich damit zuverlässig wiedererken-
nen lassen. Ein Kartenmerkmal wird mit θ bezeichnet. Somit ist die Karte
Θ = {θ1, θ2, ..., θ𝑀} (4.5)
mit θ𝑙 ∈ Θ und 𝑙 = 1,2, . . . ,𝑀 die Menge aller 𝑀 beobachteten Merkmale.
Im konkreten Anwendungsbezug stellt Θ eine Ankerkarte dar, welche die
Gesamtheit der beobachteten Anker als Merkmale enthält.
Generell ist die Wahl einer passenden Kartenrepräsentation ausgespro-
chen wichtig für das Funktionieren eines SLAM-Verfahrens, wobei sowohl




für eine detaillierte und robuste Ankerpositionsbeschreibung in 2D- und sel-
tener auch 3D-Umgebungen zum Einsatz kommen. Solche Beschreibungen
genügen hinsichtlich Objektlokalisierung und Kartenerstellung für die aller-
meisten Anwendungen. Jedoch sind in Abhängigkeit der eingesetzten Senso-
rik zum Teil komplexere Kartenrepräsentationen erforderlich, z.B. wenn die
Form von Kartenmerkmalen oder deren Ausdehnung im Raum einbezogen
werden soll.
4.1.2.2 Beobachtungen
Beobachtungen bezeichnen Informationen bezüglich sensorisch wahrnehm-
baren Umgebungsmerkmalen, für die innerhalb eines SLAM-Verfahrens die
Karte Θ erstellt wird. Die Beobachtung z𝑡 zum Zeitpunkt 𝑡 kann neben dem
in Gleichung 3.47 formulierten probabilistischen Beobachtungsmodell
𝑃 (z𝑡|x𝑡,Θ), (4.6)
welches neben der Objektposition x𝑡 analog zu Abschnitt 3.3 die Karte Θ
beinhaltet, durch das physikalische Beobachtungsmodell
z𝑡 = 𝑔(x𝑡,Θ) + ε𝑡 (4.7)
mit der Fehlervariablen ε𝑡 ∼ 𝒲𝒩 (0,R) und den Beobachtungskovarianzen R
beschrieben werden. In manchen Fällen besteht zudem die Möglichkeit, das
inverse Modell 𝑔−1 anzugeben, womit die Position eines Kartenmerkmals
relativ zum Objekt durch die Beobachtung eindeutig bestimmt und in die
Umgebungskarte integriert werden kann.
Die Beobachtung von Kartenmerkmalen unterliegt ähnlich wie die der
Objektbewegung gewissen Ungenauigkeiten. In Abhängigkeit des innerhalb
eines SLAM-Verfahrens angenommenen Beobachtungsmodells verfälscht die
resultierende Abweichung der Messung vom wahren Wert die Position eines
kartierten Merkmals relativ zum Objekt, während die absolute Merkmalspo-
sition wiederum abhängig von der geschätzten Objektposition ist. Die Art
der Beobachtung hat entscheidende Auswirkung auf die Initialisierung (s.
Abschnitt 4.3) der Umgebungskarte und die Formulierung des Beobachtungs-
modells im SLAM-Verfahren. In der Literatur werden u.a. durch [TBF05] ei-
ne ganze Reihe solcher Modelle wie das Ray-cast-, das Beam-Endpoint-, das
Range-Only-, das Bearing-Only- und das Range-Bearing-Modell vorgeschla-
gen. Letzteres eignet sich besonders zur Sensornetz-basierten Lokalisierung










(𝑥a − 𝑥m)2 + (𝑦a − 𝑦m)2








mit der Distanzmessung 𝑟 und der Winkelmessung (engl. bearing) 𝜑 be-
schrieben, wobei Gleichung 4.8 gewisse Analogien zur Polarkoordinatenbe-
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schreibung in Gleichung 2.3 aufweist. Die Modellierung erfolgt unter Ver-




, des Kartenmerkmals θ =(︀
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schens mit der Distanzmessvarianz 𝜎2 und der Winkelmessvarianz 𝜎2𝜑.
Da, wie in Abschnitt 1.2 erläutert, in dieser Arbeit ausschließlich RO-
SLAM-Verfahren zur Anwendung kommen, ist im Weiteren lediglich der di-
stanzbezogene Teil in Gleichung 4.8 relevant, welcher als Range-Only-Modell
bezeichnet wird. In Abbildung 4.2 ist dazu die beispielhafte Realisierung die-
ses Modells für ein bestimmtes z und R in (a) parametrisch sowie in (b) und
(c) mittels Stichproben in geschlossener Form als äquidistantes Positionsras-
ter und SMC-gestützt dargestellt.
(a) (b) (c)
Abbildung 4.2: Beispielhafte Range-Only-basierte Beobachtung eines Kar-
tenmerkmals mittels Distanzmessung dargestellt durch drei Zustandsreprä-
sentationen. (a) in parametrischer Form als Summe multivariater Normalver-
teilungen, (b) als äquidistantes Positionsraster und (c) SMC-gestützt. Ver-
zichtet wird hierbei auf die Darstellung des jeweils in der Mitte befindlichen
mobilen Objekts, welches das Kartenmerkmal beobachtet.
4.1.2.3 Datenassoziation
Ein Teilproblem im Umgang mit Sensorbeobachtungen ist die Datenassozia-
tion. Sie umfasst die Bestimmung einer Korrespondenz- bzw. Identitätsva-
riablen des beobachteten Kartenmerkmals, d.h. die Zuordnung zwischen be-
obachteten und bereits kartierten Merkmalen während der Kartenerstellung.
Die exponierte Bedeutung dieses Problems verdeutlichen [DNC+01] anhand
ihres Beweises zur Lösbarkeit des SLAM-Problems, indem dieser nur unter
Annahme eines gelösten Korrespondenzproblems gilt. Andernfalls sind In-
konsistenzen sowohl bei der Objektlokalisierung als auch bei der Erstellung
der Umgebungskarte die logische Konsequenz.
Die Datenassoziation wird im Allgemeinen mit den diskreten Korrespon-
denzen c1:𝑡 realisiert. Für c𝑡 = 𝑙 ∈ {1,2, . . . ,𝑀} kann die Beobachtung z𝑡 dem
Kartenmerkmal θ𝑙 ∈ Θ zugeordnet werden. Wenn z.B. für die unterschiedli-




zum selben Merkmal. Zu beachten ist, dass nicht jede Beobachtung zwangs-
läufig mit einem Kartenmerkmal korrespondieren muss, sondern auch einem
erstmals beobachteten Merkmal zugeordnet werden kann.
Sind die Beobachtungen z𝑡 nicht eindeutig identifizierbar, liegt ein Da-
tenassoziationsproblem vor und die Korrespondenzen c𝑡 müssen formal bei
der Formulierung des SLAM-Problems in Gleichung 4.1 und 4.2 einbezogen
werden. Für eine optimale Lösung des online-SLAM-Problems bspw. wird
Gleichung 4.2 gemäß [HTWB05] maximiert und die Korrespondenz
ĉ𝑡 = arg max
c𝑡
𝑃 (x𝑡,Θ|z1:𝑡, u1:𝑡, ĉ1:𝑡−1) (4.9)
mit den bisher geschätzten Korrespondenzen ĉ1:𝑡−1 inkrementell durch einen
ML-Schätzer bestimmt. Somit lässt sich für jede neue Beobachtung z𝑡+1 er-
rechnen, wie gut diese zu jedem bisher kartierten Kartenmerkmal passt, wor-
aus sich über die Zeit ein sog. Assoziationsbaum ergibt.
Die Lösung des Korrespondenzproblems ist häufig vielschichtig und hängt
erheblich von der verwendeten Sensorik, d.h. der Art der Eingangsdaten,
ab. Für das RO-SLAM-Problem ist im Zusammenhang mit der innerhalb
der Arbeit adressierten Zielsetzung keine Datenassoziation erforderlich, da
die beobachteten Anker auf Basis der übertragenen Knoten-spezifischen ID-
Nummer in der Regel eindeutig identifizierbar sind. Somit bleiben die Kor-
respondenzen c1:𝑡 im Fortgang der Arbeit unberücksichtigt. Wird die Da-
tenassoziation für weiterführende Arbeiten im Falle fehlerhafter Datenüber-
tragung oder aufgrund von Plausibilitätsprüfungen dennoch relevant, kann
neben den von [FB81], [TBF98], [NT01], [TNNL02] und [HTWB05] unter-
suchten Lösungsansätzen (z.B. RANSAC, CLSF, ICP, MHT oder Local Map
Sequencing) auch die Analyse der Messwerte oder Datenreihenfolge in Be-
tracht gezogen werden. Dabei ist zu erwähnen, dass sich die Anwendung
solcher Datenassoziationsansätze grundlegend nachteilig auf die Komplexi-
tät eines SLAM-Verfahrens auswirkt.
4.1.2.4 Kartierung von Merkmalen
Die Erstellung der Umgebungskarte beinhaltet die sequentielle Kartierung
von Merkmalen während des SLAM-Verfahrensverlaufs und variiert in Ab-
hängigkeit der eingesetzten Sensorik. Je nach Beschaffenheit und aktuellem
Zustand der Karte gilt, dass sich mit zunehmender Beobachtungsdauer die
Unsicherheit innerhalb der Karte verringert, was den resultierenden Ressour-
cenaufwand nach [GN01] und [MDBB12] im Regelfall und insbesondere bei
enorm korrelierten Kartenmerkmalen (s. Abschnitt 4.1.2.5) reduziert.
In Abbildung 4.3 ist das Kartierungsprinzip für eine RO-SLAM-Karten-
erstellung mit einem Anker dargestellt, wobei als Zustandsrepräsentation
beispielhaft ein äquidistantes Positionsraster mit jeweils normierten Wahr-





Abbildung 4.3: Schematische Darstellung der RO-SLAM-Kartenerstellung
eines zu beobachtenden Ankers. (a) Ankerkartierung auf Basis der ersten
Distanzmessung. Ausgehend von einer dick schwarz dargestellten kollinearen
Objekttrajektorie wird die Kartierung in (b) und (c) durch weitere Messun-
gen fortgesetzt, was zu zwei Regionen mit wahrscheinlicheren Positionshy-
pothesen führt. (d) Auflösen der Mehrdeutigkeit durch eine vierte Messung.
Beobachtung (eine oder mehrere gleichzeitig verfügbare Distanzmessungen)
triggert eine weitere Iteration des SLAM-Verfahrens und ergänzt somit die
bis dahin vorhandene Karte, was erwartungsgemäß unterschiedlich wahr-
scheinlichen Positionshypothesen hervorruft. Abbildung 4.3(a) zeigt die Kar-
tierung des Ankers auf Basis der ersten Distanzmessung, welche in (b) und
(c) durch weitere Messungen fortgesetzt wird. Da der Anker durch die er-
sten drei Messungen entlang einer kollinearen Trajektorie des mobilen Ob-
jekts beobachtet wurde, resultiert bei der Kartierung eine Mehrdeutigkeit
(engl. flip ambiguity) bezüglich der Ankerposition. Diese ist am Trajektori-
enverlauf gespiegelt und führt zu zwei farblich hell gekennzeichneten Regio-
nen mit wahrscheinlicheren Positionshypothesen. Aufgrund steigender Be-
wegungsvariabilität des mobilen Objekts, z.B. Abbiegen nach links, kann die
Mehrdeutigkeit in (d) durch eine vierte Messung ähnlich zur Multilateration
in Abschnitt 2.3.1.1 aufgelöst werden. Dabei konvergiert die erstellte Karte
durch Reduzierung einiger Wahrscheinlichkeiten, womit sich eine einzige Re-




Werden während des SLAM-Verfahrensverlaufs ausschließlich mehrdeutige
Anker zur Objektlokalisierung verwendet, so resultieren ohne Einbeziehung
konkreter Steuersignale auch Mehrdeutigkeiten bezüglich der Lokalisierung,
d.h., Abbiegen nach rechts wäre in (d) gleichermaßen wahrscheinlich. Über-
schreitet ein sich kollinear bewegendes Objekt im ungünstigsten Fall die Be-
obachtungsreichweite bereits kartierter eindeutiger Anker, sind zwei verschie-
dene Trajektorienverläufe gleichwahrscheinlich wie bspw. Verläufe der Form
yp und yq. Es besteht jedoch die Möglichkeit, SLAM-Verfahren bei Detektion
solcher Verläufe neu zu initialisieren, d.h., eine zweite unabhängige Karte zu
erstellen und mit der ersten zusammenzuführen (s. Abschnitt 5.2).
4.1.2.5 Merkmalskorrelation
Nacheinander registrierte Beobachtungen zu verschiedenen Kartenmerkma-
len gelten nach [SC86] und [DNC+01] als voneinander unabhängig. Dennoch
existieren signifikante Korrelationen zwischen kartierten Merkmalen. Gemäß
dem SLAM-Verfahrensansatz liefert jede Information über die Objektpositi-
on ebenso Positionsinformationen der bisher erfassten Kartenmerkmale. Als
Konsequenz beeinflussen die kartierten Merkmale in gleicher Weise die Ob-
jektposition und damit alle zukünftig zu kartierenden Merkmale.
Demzufolge bildet eine Objektposition zu einem bestimmten Zeitpunkt
unabhängig von ihrer Genauigkeit den Ausgangspunkt für die zu diesem Zeit-
punkt kartierten Merkmale. Daraus schlussfolgern u.a. [DWB06], dass die re-
lativen Positionen zweier Kartenmerkmale θ1 und θ2 vergleichsweise genau
sind, auch bei potentiell geringer absoluter Genauigkeit. Probabilistisch for-
muliert konvergiert die gemeinsame Wahrscheinlichkeitsverteilung 𝑃 (θ1, θ2)
der relativen Merkmalspositionen über die Zeit und beinhaltet häufig große
Maxima selbst bei geringen Einzelwahrscheinlichkeiten 𝑃 (θ1). Dabei verhal-
ten sich die resultierenden Korrelationen der Merkmale untereinander wäh-
rend der schrittweisen Objektbewegung monoton steigend mit der Anzahl
der Beobachtungen. Die über dem Verfahrensverlauf verstärkten Korrelatio-
nen lassen sich zudem durch sog. Korrelationsgraphen darstellen.
4.1.3 Schließen von Schleifen
Das Schließen von Schleifen (engl. loop closing) ist die Fähigkeit eines SLAM-
Verfahrens, insbesondere in weiträumigen Umgebungen zu detektieren, wenn
Beobachtungen desselben Kartenmerkmals nach einer bestimmten Zeit er-
neut registriert werden, d.h., ein bereits bekannter Teil der Umgebungskarte
wiederholt vermessen wird. Die Zeitspanne bis zur Schleifendetektion ist da-
bei stark abhängig von der jeweiligen Anwendung sowie Sensorik und beein-
flusst das Ausmaß der Fehlerfortpflanzung innerhalb der Objekttrajektorie.
Ein erfolgreicher Schleifenschluss bildet die Voraussetzung für das Erfüllen
von Konsistenz im SLAM-Verfahren.
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Im Allgemeinen ist das Schließen von Schleifen eine komplexere Proble-
matik, für die in der Literatur verschiedene Lösungsansätze wie bspw. die
durch [FS06], [GSGB07] und [GKS+10] vorgestellten graphbasierten SLAM-
Verfahren diskutiert werden. Dabei verdeutlichen u.a. [CN11], dass insbe-
sondere für kamera- und scanbasierte Verfahren der Aspekt der Schleifende-
tektion von zentraler Bedeutung ist. [TBF00] schlagen die schrittweise nach-
trägliche Korrektur (engl. backwards correction) der Objektlokalisierung vor,
was zu einer Reduzierung der während des Befahrens der Schleife aggregier-
ten Unsicherheit der Objektzustände führt. Darüber hinaus stellen [SKW08]
einen kooperativen Ansatz für das Schließen von Schleifen vor, bei welchem
sich mehrere Objekte über die Umgebungskarte verteilt an der Kartenerstel-
lung beteiligen. Um die Problematik zu umgehen, besteht zudem die Mög-
lichkeit, SLAM-Verfahren bei Schleifendetektion neu zu initialisieren.
x-Achse (m)

















Abbildung 4.4: Charakteristisches Beispiel für den Schleifenschluss einer RO-
SLAM-Trajektorie, welche trotz begrenzter Reichweite während der Distanz-
messung eine verhältnismäßig geringe Fehlerfortpflanzung aufweist.
Da im entwickelten Verfahren in dieser Arbeit keine konkreten Steuersi-
gnale einbezogen werden, lässt sich bei längeren Trajektorien eine verhält-
nismäßig geringe Fehlerfortpflanzung beobachten (s. Abbildung 4.4), welche
lediglich aus den in Abschnitt 4.1.2.5 beschriebenen Korrelationen der kar-
tierten Anker untereinander resultiert. Daher spielt das Schließen von Schlei-





Algorithmen zur mathematisch numerischen Lösung von SLAM-Problemen
arbeiten häufig in Echtzeit und berechnen dabei, bedingt durch spezifische
funktionale Zusammenhänge, eine enorme Menge von Werten und Wahr-
scheinlichkeiten mit teilweise mehrdimensionalen Abhängigkeiten. Daher be-
steht die Forderung an ein SLAM-Verfahren, die resultierende Rechen- und
Speicherkomplexität möglichst ohne Konsistenzverlust signifikant zu redu-
zieren, nach [Kni02] im besten Fall hin zu linearer oder gar konstanter Kom-
plexität. Andernfalls kann sich die Funktionalität des Verfahrens bspw. bei
zunehmender Anzahl von Kartenmerkmalen limitieren und die Qualität der
Verfahrensergebnisse langfristig verringern.
Zur prinzipiellen Reduzierung der Berechnungsdauer gibt es nur einge-
schränkt Möglichkeiten wie das Vereinfachen des Lösungsraums oder das
Marginalisieren bzw. Weglassen von Rechenoperationen mit dem Ergebnis
suboptimaler Lösungen. Die Suche nach solchen Vereinfachungen beinhaltet
die Suche nach suboptimalen Methoden, die hinsichtlich Objektlokalisierung
und Kartenerstellung mindestens brauchbare Ergebnisse im Sinne der An-
wendung liefern. Dabei gilt für die allermeisten Verfahren, dass die Zielvor-
gaben Konsistenz und Ressourcenaufwand als Trade-off konkurrieren.
Im Folgenden werden daher mit der Formulierung des SLAM-Problems
als Bayes-Filter, der Diskretisierung des Zustandsraums und der Verwendung
von Hypothesen die Voraussetzungen für die algorithmische Umsetzung ver-
schiedener SLAM-Verfahren in Abschnitt 4.4 geschaffen.
4.2.1 Formulierung als Bayes-Filter
Aus Anwendungssicht übersteigt die Komplexität des in Gleichung 4.1 und
4.2 formulierten full-SLAM- und online-SLAM-Problems ein berechenbares
Niveau oftmals um Größenordnungen, da sowohl die Steuersignale u1:𝑡 als
auch die Beobachtungen z1:𝑡 über alle Verfahrensiterationen hinweg gespei-
chert und wieder zur Berechnung herangezogen werden müssen.
Als grundlegender Ansatz zur Komplexitätsverringerung eignet sich die
probabilistische Formulierung des SLAM-Problems als Bayes-Filter, welches
analog zum Bayes-Filter in Abschnitt 3.2 die Markov‘sche Annahme (s. Ab-
schnitt 3.1.2) umfasst. Mit dieser ist der aktuelle Objektzustand x𝑡 lediglich
vom Vorgängerzustand x𝑡−1 und der Karte Θ sowie allen darin enthaltenen
Informationen (vorherige Zustände, Beobachtungen und Steuersignale) ab-
hängig, sodass nur die aktuellen Größen z𝑡 und u𝑡 berücksichtigt werden.
Die Nichtberücksichtigung historischer Daten führt dabei zu einer unmittel-
baren Reduzierung der Komplexität und ist Voraussetzung für die effiziente
Umsetzung des SLAM-Problems. Demzufolge lässt sich dieses als ein dy-
namisches stochastisches System beschreiben, welches in Abbildung 4.5 als
DBN (s. Abschnitt 3.1.4) veranschaulicht ist. Hierbei erfolgt die Darstellung
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der Bayes‘schen Faktorisierung, indem jede Variable durch einen Knoten
repräsentiert wird. Die gerichteten Kanten, in der Abbildung als Pfeile ge-
kennzeichnet, zeigen die direkten Abhängigkeiten der Variablen.
Abbildung 4.5: Beispielhafte Darstellung des SLAM-Problems als DBN.
Durch die Sequenz der Steuersignale u1:𝑡 bewegt sich das Objekt ausgehend
vom initialen Zustand x0 auf der Trajektorie x0:𝑡, während die Karte Θ durch
die Beobachtungen z1:𝑡 wahrgenommen wird.
Die Formulierung des SLAM-Problems als Bayes-Filter folgt dem online-
SLAM-Ansatz. Nach [Mon03] und [DWB06] wird dafür in jedem Zeitschritt
𝑡 die a-posteriori-Wahrscheinlichkeit
𝐵𝑒𝑙(x𝑡,Θ) = 𝑃 (x𝑡,Θ|z1:𝑡, u1:𝑡) (4.10)
über dem momentanen Objektzustand x𝑡 und der Karte Θ für gegebene Be-
obachtungen und Steuersignale definiert. Werden die probabilistischen Mo-
delle für Objektbewegung und Beobachtung (s. Gleichung 4.3 und 4.6) be-
rücksichtigt, lässt sich Gleichung 4.10 analog zu Abschnitt 3.2 durch die
rekursive Prädiktor-Korrektor-Struktur aus Abbildung 3.5 beschreiben, in
welcher im Prädiktionsschritt die a-priori Wahrscheinlichkeit und im Kor-
rekturschritt die a-posteriori-Wahrscheinlichkeit durch
𝐵𝑒𝑙(x𝑡,Θ) =
∫︁
𝑃 (x𝑡|x𝑡−1, u𝑡)𝐵𝑒𝑙(x𝑡−1,Θ)dx𝑡−1 (4.11)
𝐵𝑒𝑙(x𝑡,Θ) = 𝜂𝑃 (z𝑡|x𝑡,Θ)𝐵𝑒𝑙(x𝑡,Θ) (4.12)
berechnet wird. Die numerische Realisierung der Bayes‘schen Formulierung
des SLAM-Problems erfolgt schließlich in den konkreten SLAM-Verfahren.
4.2.2 Diskretisierung des Zustandsraums
Um Gleichung 4.11 und 4.12 zu lösen, müssten alle möglichen Ergebnisse
des mobilen Objekts x𝑡 und des Kartenmerkmals θ𝑙 ∈ Θ im kontinuierli-
chen Zustandsraum betrachtet werden. Da eine Lösung außerhalb diskreter




Diskretisierung des Zustandsraums durch die in Abbildung 3.6 dargestellten
Varianten der Zustandsrepräsentation einen weiteren grundlegenden Ansatz
zur numerischen Umsetzung des SLAM-Problems.
Durch das Vereinfachen des Zustandsraums von x𝑡 und θ𝑙 hat die Dis-
kretisierung direkten Einfluss auf die benötigte Rechenzeit. Diese skaliert
vor allem mit der Anzahl verwendeter diskreter Punkte, d.h., eine geringere
Anzahl von Punkten hat auch die Verringerung des erforderlichen Ressour-
cenaufwands zur Folge. Allerdings führt die Diskretisierung notwendigerwei-
se zu einer Approximation des Zustandsraums und damit zu suboptimalen
Verfahrensergebnissen. Demnach würde eine unzureichende Repräsentation
mit zu wenigen Punkten eine inkonsistente fehlerhafte Lokalisierung und
Kartenerstellung zur Konsequenz haben. Daraus resultieren zudem gewis-
se Anforderungen an die Verfahrensparametrisierung, die in dieser Arbeit
größtenteils empirisch in Abschnitt 4.4 realisiert wird.
4.2.3 Verwendung von Hypothesen
Die Verwendung von Hypothesen als diskrete Punkte innerhalb des Zu-
standsraums ist ein weit verbreiteter Ansatz zur Modellierung von Mehr-
deutigkeiten und zur Beschreibung von Unsicherheit. Die Einbeziehung von
Hypothesen ist Bestandteil zahlreicher Filterverfahren und findet sich bspw.
auch im Terminus MHT-Filter wieder, bei welchem diese vorrangig zur Lö-
sung des Datenassoziationsproblems (s. Abschnitt 4.1.2.3) eingesetzt werden.
Die dieser Arbeit zugrundeliegende Beobachtungskonfiguration, d.h. der
ausschließliche Einsatz von Distanzmessungen, wirkt sich wesentlich auf die
numerische Modellierung der Ankerkarte eines RO-SLAM-Verfahrens aus.
Dabei verdeutlicht ein erneuter Blick auf Abbildung 4.2, warum jeder neu
beobachtete Anker auf Basis unterschiedlicher Hypothesen zunächst mehr-
deutig initialisiert werden muss. Die Kartierung eines Ankers durch die erste
Distanzmessung führt zu keiner eindeutigen Ankerposition, sondern bildet
aufgrund fehlender Richtungsinformationen vielmehr einen Kreis in der Ebe-
ne (bzw. eine Kugeloberfläche im Raum) mit gleichen Wahrscheinlichkeiten
um die initiale Objektposition herum. Die wahre Ankerposition befindet sich
auf einem unbekannten Punkt der durch die drei Zustandsrepräsentationen
in Abbildung 4.2 unterschiedlich gekennzeichneten Kreise, vorausgesetzt es
wurde eine ideale Distanz ohne Messrauschen beobachtet. Um diesen un-
bekannten Punkt in geeigneter Weise zu repräsentieren, ist die Modellie-
rung mehrerer Ankerhypothesen erforderlich, was im Regelfall parametrisch
(s. Abschnitt 4.3.2.1) oder als äquidistantes Positionsraster (s. Abschnitt
4.3.2.2) realisiert wird.
Des Weiteren dienen Hypothesen zur Beschreibung von Unsicherheit in-
nerhalb der Wahrscheinlichkeitsdichte der Objektposition und der Anker.
Werden während des SLAM-Verfahrensverlaufs Distanzmessungen beobach-
tet, für welche die vorhandenen Hypothesen als unwahrscheinlich bewertet
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werden, ist das spätere Hinzufügen weiterer Hypothesen denkbar. Gleicher-
maßen kann das Entfernen (engl. pruning) unwahrscheinlicher und das Zu-
sammenfügen räumlich naher Hypothesen in Betracht gezogen werden. Im
Übrigen ermöglicht die Verwendung von Hypothesen nicht nur Aussagen
bezüglich wahrscheinlicher Objekt- und Ankerpositionen, sondern schließt
gemäß [Mon03] Positionen auch aus (engl. negative evidence), was den Um-
gang mit potentiell fehlerhaften Initialisierungen, Prädiktionsresultaten oder
Beobachtungen erleichtert.
4.3 Initialisierung des Range-Only SLAM
Zu Verfahrensbeginn sind im Allgemeinen weder relative noch absolute Stand-
ortkoordinaten des mobilen Objekts und der Anker bekannt. Während die
Position des mobilen Objekts aufgrund ihrer Unabhängigkeit zu Beginn ohne
Weiteres im Koordinatenursprung initialisiert werden kann, ist die Initialisie-
rung der Ankerkoordinaten deutlich komplexer. Diese richtet sich maßgeblich
nach der zugrundeliegenden Datenbasis und beinhaltet beim RO-SLAM die
Generierung einer bestimmten Anzahl räumlich verteilter Positionshypothe-
sen. In den folgenden Abschnitten werden daher übliche Initialisierungsme-
thoden diskutiert und relevante Ansätze zur Umsetzung vorgestellt.
4.3.1 Verzögerte und unverzögerte Initialisierung
Die Initialisierung eines SLAM-Verfahrens lässt sich prinzipiell durch zwei
unterschiedliche Methoden durchführen, eine verzögerte und eine unverzö-
gerte Initialisierung.
RO-SLAM-Verfahren mit verzögerter Initialisierung nutzen die durch die
Objektbewegung realisierte Koppelnavigation zusammen mit Verfahren der
Multilateration (s. Abschnitt 2.3.1.1) zur gezielten Reduzierung von An-
kerhypothesen, losgelöst und im Vorfeld des eigentlichen SLAM-Verfahrens.
Dazu wird häufig ein Kriterium definiert, das die erreichte Qualität der In-
itialisierung bewertet. Die Konvergenzgeschwindigkeit verzögerter Verfahren
hängt dabei vor allem von der Objektbewegung ab. Solange sich das Objekt
bspw. wie in Abbildung 4.3(c) entlang einer kollinearen Trajektorie bewegt,
hat die Bewegung zu wenige Freiheitsgrade und die Konvergenz hin zu ei-
ner einzigen Region mit wahrscheinlichen Positionshypothesen ist unmög-
lich. Bei größerer Bewegungsvariabilität hingegen resultiert im besten Fall
eine einzige wahrscheinliche Hypothese. Zwar unterliegt diese aufgrund der
Fehlerfortpflanzung der Koppelnavigation einer gewissen Ungenauigkeit, je-
doch ermöglicht die verzögerte Initialisierung die Anwendung von Verfahren
auch ohne Verwendung mehrerer Hypothesen. [DSKZ06], [OLT06], [SKW08]
und [MZZ+09] setzen in ihren Arbeiten verschiedene Formen der verzöger-




Arbeit adressierten Zielsetzung keine Steuersignale zur Koppelnavigation zu-
grunde, weshalb die verzögerte Initialisierung im weiteren Verlauf nicht be-
rücksichtigt wird. Somit bleibt keine andere Möglichkeit als die unverzögerte
Initialisierung während des SLAM-Verfahrensverlaufs.
Die unverzögerte Initialisierung findet erstmalig durch [KD04] Erwäh-
nung, wonach das SLAM-Verfahren mit dem Eintreffen der ersten Beobach-
tung startet und die Hypothesenerstellung vornimmt. Ein so initialisiertes
Verfahren liefert im Vergleich zur verzögerten Variante genauere Resultate,
da Lokalisierung und Kartenerstellung für den Zeitraum der Verzögerung
gemeinsam erfolgen. Allerdings ist die unverzögerte Initialisierung kompli-
zierter bezüglich der Ankerzustandsrepräsentation, was zu verfahrensabhän-
gigem Mehraufwand bei der konkreten Umsetzung in Abschnitt 4.4 führt.
4.3.2 Initialisierungsansätze
Für die Initialisierung von Positionshypothesen im Zustandsraum existieren
verschiedene Ansätze, von denen zwei in den folgenden beiden Abschnitten
beschrieben und diskutiert werden. Die vorgestellten Initialisierungsansätze
unterscheiden sich vor allem darin, dass der Ansatz in Abschnitt 4.3.2.1 eine
eher recheneffiziente Initialisierung und der Ansatz in Abschnitt 4.3.2.2 eine
möglichst globale Zustandsrepräsentation verfolgt.
4.3.2.1 Summe von Normalverteilungen
Die Summe von Normalverteilungen (engl. Sum of Gaussians, kurz SOG)
ist ein Ansatz zur parametrischen Initialisierung der Anker und Zustandsre-
präsentation innerhalb verschiedener SLAM-Verfahren. Während [SMDL05],
[CMO10] und [FCMO14] mit diesem Ansatz Ankerhypothesen innerhalb von
EKF-SLAM-Verfahren (s. Abschnitt 4.4.1) initialisieren, weisen [BFMG08]
in einem FastSLAM-Verfahren (s. Abschnitt 4.4.3) jedem Partikel eine in-
itiale SOG-Approximation zur Beschreibung der Hypothesen zu.
Gemäß [AS72] und [KHH+07] modelliert der SOG-Ansatz eine bekann-
te lineare oder nichtlineare Wahrscheinlichkeitsverteilung durch eine An-
sammlung von gewichteten (multivariaten) Normalverteilungen (s. Gleichung
3.22). Für das RO-SLAM-Problem erfolgt die Modellierung von 𝐾𝑙 Hy-
pothesen des bisher unbeobachteten 𝑙-ten Ankers entlang der Geometrie
der ersten Distanzmessung 𝑟𝑙. Wie Abbildung 4.2(a) zeigt, umfasst dies
in 2D-Umgebungen die Anordnung der Ankerposition µ𝑡,𝑙,𝑘 und Kovarianz
Σ𝑡,𝑙,𝑘 mit 𝑘 = 1,2, . . . ,𝐾𝑙 auf einem Kreis zum Zeitpunkt 𝑡 um die aktuelle
Objektposition x𝑡 herum. Schließlich wird die Wahrscheinlichkeitsdichte im
SLAM-Verfahrensverlauf durch die konvexe Kombination mehrerer paralleler
Schätzergebnisse für die modellierten Ankerhypothesen approximiert.
Die formale Beschreibung des probabilistischen Modells (tatsächliche
Wahrscheinlichkeitsverteilung) in Gleichung 4.6 als SOG (approximierte
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Wahrscheinlichkeitsverteilung) erfolgt für den 𝑙-ten Anker durch
𝑃 (z𝑡|x𝑡, θ𝑙) ≈
∑︁
𝑘
𝒩 (θ𝑙; µ𝑡,𝑙,𝑘,Σ𝑡,𝑙,𝑘)𝑤𝑡,𝑙,𝑘 (4.13)
mit der Beobachtung z𝑡 = 𝑟𝑙, der Positionsschätzung µ𝑡,𝑙,𝑘 und der Kovarianz
Σ𝑡,𝑙,𝑘 der 𝑘-ten Hypothese des 𝑙-ten Ankers θ𝑙 ∈ Θ. Da die Modellierung der
Hypothesen konzentrisch auf Basis des gemeinsamen Werts 𝑟𝑙 erfolgt, können
die Gewichte 𝑤𝑡,𝑙,𝑘 der Normalverteilungen gleichverteilt durch ∀𝑘 : 𝑤0,𝑙,𝑘 =








verwendeter Normalverteilungen, d.h. die Anzahl der modellierten Hypothe-
sen, ist adaptiv und abhängig vom maximalen Abstand 𝑑acc (s. Abschnitt
7.4.1) zwischen zwei benachbarten Hypothesen auf der kreisförmigen An-
ordnung. Zudem wird 𝐾𝑙 durch die gemessene Distanz 𝑟𝑙 definiert. Je grö-
ßer diese ist, desto mehr Hypothesen werden einbezogen, was anhand von
Abbildung 4.8(a) anschaulich nachvollzogen werden kann. Der Faktor 2 in
Gleichung 4.14 steht gemäß [BFMG08] außerhalb der Aufrundungsfunktion
⌈·⌉, um eine gerade Hypothesenanzahl und damit aus geometrischer Sicht
Punktsymmetrie zu Verfahrensbeginn zu gewährleisten.
Zur Bestimmung der initialen Ankerpositionskoordinaten kommen be-
helfsmäßig polare Koordinaten (s. Abschnitt 2.2.1) zum Einsatz. Mit Hilfe
der Richtung ∀𝑘 : 𝜃𝑙,𝑘 = 2𝜋𝑘/𝐾𝑙 und dem Abstand 𝑑𝑙 = 𝑟𝑙 lassen sich





der 𝑘-ten Hypothese des 𝑙-ten Ankers umwandeln. Die
Initialisierung der Kovarianz Σ𝑡,𝑙,𝑘 erfolgt in ähnlicher Weise. Dazu werden
die polaren Varianzen in der diagonalen Varianzmatrix





mit der Messvarianz 𝜎2 sowie der tangentialen Varianz 𝜎2tan = 2𝜋𝑐prop/𝐾𝑙,
welche den Proportionalitätsfaktor 𝑐prop beinhaltet, zusammengefasst und
schließlich in die kartesische Kovarianzbeschreibung













cos 𝜃𝑙,𝑘 −𝑑𝑖 sin 𝜃𝑙,𝑘
sin 𝜃𝑙,𝑘 𝑑𝑖 cos 𝜃𝑙,𝑘
)︂
(4.17)
umgewandelt. Diese stellt die Matrix der partiellen Ableitungen der inversen
Polarkoordinatenbeschreibung aus Gleichung 2.4 mit den Ursprungskoordi-




als Ellipse der 𝑘-ten Hypothese in Abbildung 4.2(a) veranschaulichen, deren
Halbachsen durch die Hauptdiagonale der Varianzmatrix in Gleichung 4.15
definiert werden. Die Messvarianz 𝜎2 wirkt dabei in radialer Richtung und
legt die Breite der Ellipsen in Richtung der aktuellen Objektposition x𝑡 fest,
während die Länge der Ellipsen in Richtung der benachbarten Normalver-
teilungen durch die tangentiale Varianz 𝜎2tan bestimmt wird. Darüber hinaus
ist die Addition weiterer Varianzen in Gleichung 4.16 erforderlich, falls sich
bspw. im Verfahrensverlauf für x𝑡 eine gewisse Unsicherheit entwickelt.
Abbildung 4.6 zeigt die Parametrisierung der tangentialen Varianz 𝜎2tan
aus Gleichung 4.15, welche durch den Proportionalitätsfaktor 𝑐prop para-
metrisiert wird. Dazu sind die aus der SOG-Approximation resultierenden
Ankerpositionen und Kovarianzen exemplarisch für die Proportionalitätsfak-
toren 𝑐prop = {0,3; 0,5} in Abbildung 4.6(a) und (b) dargestellt. (c) zeigt die
durch [KL51] formulierte KLD der SOG-Approximation als Funktion über
𝑐prop und 𝑟. Dabei ergibt sich besonders im blauen Bereich in (c) eine niedrige
KLD, d.h. eine hohe Übereinstimmung von tatsächlicher und approximierter



















Abbildung 4.6: Parametrisierung der tangentialen Varianz der SOG-
Approximation. In (a) und (b) sind die resultierenden Ankerpositionen und
Kovarianzen für zwei unterschiedliche 𝑐prop dargestellt. (c) zeigt die KLD der
SOG-Approximation als Funktion über 𝑐prop und 𝑟.
Die Modellierung einer kreisförmigen Wahrscheinlichkeitsdichte führt an-
gesichts der in Abschnitt 2.1.4.3 genannten Rausch- und Mehrwegeeffekte
immer wieder zu Fehlinitialisierungen, sodass nachfolgende Distanzmessun-
gen die bisher initialisierten Hypothesen als unwahrscheinlich bewerten. Auf-
grund der durch den SOG-Ansatz prinzipiell eingeschränkten Repräsenta-
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tion des Ankerzustandsraums (lediglich eine kreisförmige Anordnung von
Positionshypothesen in der Koordinatenebene) ergeben sich teils inkonsi-
stente SLAM-Ergebnisse. Eine räumlich umfassendere Repräsentation lässt
sich dabei gemäß Gleichung 4.13 durch mehrere konzentrisch angeordnete
SOG-Approximationen für unterschiedliche Distanzmessungen 𝑟𝑙,1, 𝑟𝑙,2, . . .
zum 𝑙-ten Anker oder durch äquidistante Positionsraster realisieren.
4.3.2.2 Äquidistante Positionsraster
Äquidistante Positionsraster bilden einen weiteren Ansatz zur Initialisie-
rung und Zustandsrepräsentation von SLAM-Verfahren wie bspw. dem IML-
SLAM (s. Abschnitt 4.4.2). Durch zahlreiche Untersuchungen hinsichtlich
Praktikabilität und Qualität rasterbasierter SLAM-Verfahren motivieren u.a.
[Mor88], [KS02], [RS03] und [Jau11] zur Anwendung der vielseitig einsetz-
baren Positionsraster. Diese finden insbesondere dort Beachtung, wo eine
räumlich globale Repräsentation zur Kartenerstellung erforderlich ist.
Für eine regelmäßige Diskretisierung des Zustandsraums wird dieser in
eine bestimmte Anzahl gleichmäßig angeordneter metrischer Rasterzellen un-
terteilt, welche zusammen das Positionsraster darstellen. Dabei kann jede
Rasterzelle als Hypothese gemäß Abschnitt 4.2.3 bezeichnet werden. We-
sentlicher Vorteil dabei ist die globale, nahezu uneingeschränkte Zustandsre-
präsentation mit einer passend definierten Auflösung, die den Abstand zweier
benachbarter Rasterzellen entlang einer Rasterdimension beschreibt (s. Ab-
schnitt 2.2.2.1). So initialisierte SLAM-Verfahren gewährleisten eine hohe
Berechnungsstabilität und konvergieren im Allgemeinen global.
Die formale Beschreibung der rasterbasierten Initialisierung für 2D-Um-
gebungen erfolgt durch die Bestimmung der kartesischen Rasterzellenkoor-
dinate X𝑗x,𝑗y . Dazu wird zunächst die Rasterausdehnung bzw. -spanne
𝑑span = Xmax − Xmin (4.18)









wendungsbedingt entweder Werte gegeben oder können durch
Xmax = −Xmin = 𝑑max12 (4.19)
mit der maximal möglichen Messreichweite 𝑑max und dem Einsspaltenvektor
12 der Länge 2 bestimmt werden. Die Rasterzellenanzahl 𝑁x und 𝑁y in x-


























wobei 𝑁max aus Komplexitätsgründen auch begrenzt sein kann. Der Raster-
abstand 𝑑acc zwischen zwei benachbarten Rasterzellen variiert je nach An-
wendungsfall und wird z.B. von [TBF98] mit 𝑑acc = 1 m und von [GSB07] mit
𝑑acc = 0,05 m angegeben. Der Faktor 2 und der Subtrahend 1 in Gleichung
4.20 stehen außerhalb der Aufrundungsfunktion, um eine ungerade Anzahl
von Rasterzellen 𝑁x und 𝑁y für jede Rasterdimension und damit eine mitt-
lere Rasterzelle zu erzeugen. Diese findet bspw. als initiale Objektposition in
Abschnitt 4.4.2.2 Verwendung. Die Berechnung der Rasterzellenkoordinate
X𝑗x,𝑗y des Positionsrasters erfolgt schließlich durch








mit 𝑗x = 1,2, . . . , 𝑁x und 𝑗y = 1,2, . . . , 𝑁y.
Erwartungsgemäß existiert für die rasterbasierte Initialisierung ein Trade-
off zwischen der erreichbaren Genauigkeit in Abhängigkeit der definierten
Rasterauflösung und der resultierenden Rechen- und Speicherkomplexität.
Für die Umsetzung des RO-SLAM bedeutet das, dass aufgrund vorhande-
ner Komplexitätsgrenzen die Rasterauflösung und damit auch die erziel-
baren SLAM-Ergebnisse nur endlich genau sein können. Im Vergleich zur
kreisförmigen Hypothesenmodellierung in Abschnitt 4.3.2.1 ist während des
SLAM-Verfahrensverlaufs unter Umständen eine lokale Genauigkeitslimitie-
rung, dafür jedoch globale Konvergenz auch unter Mehrwegebedingungen zu
beobachten. Ein weiterer Vorteil äquidistanter Positionsraster ist, dass der
umfassender repräsentierte Zustandsraum den Verfahrensfortschritt hinsicht-
lich sich ändernder Lokalisierungs- und Kartierungswahrscheinlichkeiten bei
einer Visualisierung transparent und nachvollziehbarer werden lässt.
4.4 SLAM-Verfahren
Die Bestimmung relativer Positionen durch ein konkretes SLAM-Verfahren
richtet sich stark nach den Vorgaben der Anwendung. Damit ein Verfahren
die gewünschte Funktionalität erfüllt, ist zuallererst die Definition relevan-
ter Anforderungen notwendig. Der passende Umgang mit der vorliegenden
Datenbasis in Form von paarweisen Distanzmessungen (s. Abschnitt 7.2.1)
mit bekannten Korrespondenzen bildet aus Anforderungssicht den Ausgangs-
punkt für die tatsächliche Realisierung der in diesem Abschnitt vorgestell-
ten SLAM-Verfahren. Somit orientieren sich Art, Struktur und Abläufe der
Verfahren an der zielführenden Formulierung der Problemstellung als RO-
SLAM-Problem in einer 2D-Umgebung ohne Einbeziehung konkreter Steu-
ersignale. Des Weiteren wird eine hinreichende Genauigkeit der Objektloka-
lisierung und Ankerkartenerstellung zur Weiterverarbeitung im Gesamtver-
fahren angestrebt, wobei in Kapitel 5 vorrangig die kartierten Anker und in
Kapitel 6 die resultierenden Trajektorien Verwendung finden. Zudem wird
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aus den in Abschnitt 1.2 genannten Gründen Echtzeitfähigkeit, d.h. limitier-
te Komplexität, für die realisierten Verfahren vorausgesetzt, deren Stabilität,
Konsistenz und Konvergenz schließlich in Abschnitt 7.4.1 bewertet werden.
Nach [T+02] existieren für die Lösung des SLAM-Problems im Allgemei-
nen eine Vielzahl von Verfahren. Dazu zählen:
∙ Kalman-SLAM und Ähnliche: EKF-SLAM, UKF-SLAM, Sparse Ex-
tended Information Filter (SEIF)
∙ IML-SLAM
∙ FastSLAM: FastSLAM 1.0, FastSLAM 2.0, Grid-FastSLAM
∙ Expectation-Maximization (EM)
∙ Graph-SLAM: Tree-based netwORk Optimizer (TORO), Hierarchical
Optimization for Pose Graphs on Manifolds (HOG-Man), TreeMap,
Incremental Smoothing and Mapping (iSAM)
∙ Set-Membership-Verfahren
∙ Bündelblockausgleichung (engl. bundle adjustment)
Im Folgenden werden mit EKF-, IML- und FastSLAM drei Verfahren ausge-
wählt und für das vorliegende RO-SLAM-Problem beschrieben. Diese Ver-
fahren wurden in der Vergangenheit umfassend untersucht, sind relativ leicht
zu implementieren und haben sich insbesondere bei der echtzeitfähigen Ver-
arbeitung von Daten, wie sie dieser Arbeit zugrunde liegen, bewährt. Die
mäßige Eignung der drei Verfahren zum Schließen von Schleifen hat aus den
in Abschnitt 4.1.3 genannten Gründen vergleichsweise wenig Relevanz.
4.4.1 Extended Kalman-Filter-SLAM
EKF-SLAM ist eines der populärsten Verfahren zur Umsetzung des online-
SLAM-Problems und stützt sich nach [SC86] und [SSC90] auf die Formulie-
rung als parametrische Kalman-Filter-basierte Zustandsschätzung. Kern des
Verfahrens ist die Annahme, dass alle Kartenmerkmale, deren Schätzung aus
den relativen Beobachtungen des mobilen Objekts resultiert, aufgrund einer
gemeinsamen, potentiell fehlerhaften Objekttrajektorie miteinander korrelie-
ren. Daraus werden zwei wichtige Schlussfolgerungen abgeleitet:
∙ Zur Gewährleistung der Filterkonsistenz ist die Berücksichtigung aller
Merkmalskorrelationen erforderlich.
∙ Der Gesamtzustand des Systems, bestehend aus Objekt- und Merk-
malszuständen, wird mit jeder neuen Beobachtung aktualisiert. Unter
Berücksichtigung des ersten Punkts aktualisiert die Beobachtung eines




Das EKF-SLAM-Verfahren lässt sich unter der Annahme normalverteil-
ter Zustände als Instanz des in Abschnitt 4.2.1 formulierten Bayes-Filters zur
Lösung des SLAM-Problems darstellen. Die a-posteriori-Wahrscheinlichkeit
aus Gleichung 4.10 kann somit durch die multivariate Normalverteilung
𝐵𝑒𝑙(x𝑡,Θ) = 𝒩 ({x𝑡,Θ}; µ𝑡,Σ𝑡) (4.23)
als Zustandsrepräsentation zum Zeitpunkt 𝑡 beschrieben und in dieser Form
durch das EKF (s. Abschnitt 3.2.1) analytisch bestimmt werden.
4.4.1.1 Informationsstruktur
Die zu schätzenden Systemzustände des mobilen Objekts x𝑡 sowie des Ankers
θ𝑙 ∈ Θ mit 𝑙 = 1,2, . . . ,𝑀 und der Ankeranzahl 𝑀 werden durch
{x𝑡,Θ} = {x𝑡, θ1, θ2, . . . , θ𝑀} (4.24)
zusammengefasst. Diese können auf Basis des Zustandsvektors
µ𝑡 =
(︀
µ𝑡,m µ𝑡,1 µ𝑡,2 . . . µ𝑡,𝑀
)︀𝑇
, (4.25)




Σ𝑡,m Σ𝑡,m,1 Σ𝑡,m,2 . . . Σ𝑡,m,𝑀
Σ𝑡,1,m Σ𝑡,1,1 Σ𝑡,1,2 . . . Σ𝑡,1,𝑀






Σ𝑡,𝑀,m Σ𝑡,𝑀,1 Σ𝑡,𝑀,2 . . . Σ𝑡,𝑀,𝑀
⎞⎟⎟⎟⎟⎟⎠ , (4.26)
welche die Kovarianzen von x𝑡 und θ𝑙 enthält, parametrisch beschrieben wer-
den, wobei µ𝑡,m den Objektzustand und Σ𝑡,m die Objektkovarianz darstellt.
Beim unverzögert initialisierten RO-SLAM ist aus den in Abschnitt 4.2.3
genannten Gründen die Modellierung mehrerer Hypothesen pro Anker erfor-
derlich. Hierzu wird die 𝑘-te Positionshypothese µ𝑡,𝑙,𝑘 des 𝑙-ten Ankers mit
𝑘 = 1,2, . . . ,𝐾𝑡,𝑙 im Zustandsvektor
∀𝑙 : µ𝑡,𝑙 =
(︁
µ𝑡,𝑙,1 µ𝑡,𝑙,2 . . . µ𝑡,𝑙,𝐾𝑡,𝑙
)︁
(4.27)
zusammengefasst und das entsprechende Hypothesengewicht 𝑤𝑡,𝑙,𝑘 definiert.










kartesische Koordinaten zur Anwendung.
Zwar setzen [LBO+15] und [JB16] ein EKF-SLAM-Verfahren um, das
auch mit nur einer initialen Ankerhypothese konvergiert, allerdings werden
dabei präzise Steuersignale einbezogen. Für die Lösung des SLAM-Problems
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auf Basis mehrerer Hypothesen und ohne Einbeziehung konkreter Steuer-
signale eignet sich das EKF-SLAM-Verfahren nicht ohne Weiteres. Das von
[AS72] vorgeschlagene und als SLAM von [DS09] und [DS14] umgesetzte
Gaussian Sum Filter (GSF) löst das Problem immerhin, jedoch nur für ei-
ne erheblich begrenzte Ankeranzahl. Erst der von [SMDL05] und [CMO10]
umgesetzte FIS-Ansatz stellt als Approximation des GSF ein wirkungsvol-
les Mittel zur Realisierung des EKF-SLAM in diesem Zusammenhang dar.
Wie in Abbildung 4.7(c) dargestellt, erfolgt beim FIS-SLAM im Gegensatz
zum konventionellen EKF-SLAM (mit nur einer Ankerhypothese) in (a) oder
zum GSF-SLAM in (b) die Verarbeitung entsprechender Hypothesen inner-
halb einer gemeinsamen formalen Beschreibung.
μ
μμ
μ θ  θ         θ   
μ μ
Abbildung 4.7: Ansätze der Informationsstruktur des EKF-SLAM nach
[SMDL05] am Beispiel der Zustands- und Kovarianzerweiterung nach Beob-
achtung eines neuen Ankers für (a) EKF-SLAM mit einer Ankerhypothese
sowie (b) GSF-SLAM und (c) FIS-SLAM mit mehreren Hypothesen.
4.4.1.2 Initialisierung
Die Initialisierung von µ𝑡 und Σ𝑡 in Gleichung 4.25 und 4.26 wird wäh-
rend der ersten Verfahrensiteration für das mobile Objekt durch µ0,m =(︀
0 0
)︀
und Σ0,m = I2 realisiert. Die Initialisierung der Anker erfolgt hin-
gegen auf Basis der innerhalb der SOG-Approximation (s. Abschnitt 4.3.2.1)
mit der Distanzmessung 𝑟𝑙 bestimmten Ankerposition µ𝑇0,𝑙,𝑘 der 𝑘-ten Hy-
pothese des 𝑙-ten Ankers, deren Kovarianz Σ0,𝑙,𝑘 und Gewicht 𝑤0,𝑙,𝑘. Da-
bei lassen sich die Ankerkovarianzen aus Gleichung 4.16 zu ∀𝑙 : Σ0,𝑙,𝑙 =
diag
(︀
Σ0,𝑙,1 Σ0,𝑙,2 . . . Σ0,𝑙,𝐾0,𝑙
)︀
zusammenfassen und vervollständigen
so die initiale diagonale Kovarianzmatrix
Σ0 = diag
(︀






Bei Beobachtung eines neuen, bis zum Zeitpunkt 𝑡 unbekannten Ankers wer-













erweitert, wobei jeder initialisierte Anker im Initialisierungszeitschritt von
der im Folgenden beschriebenen Zustandsschätzung ausgenommen ist. Be-
dingt durch die in Abschnitt 2.1.4.3 genannten Rausch- und Mehrwegeeffekte
(falls z.B. die erste Distanzmessung 𝑟𝑙 zum 𝑙-ten Anker ein Mehrweg ist) kann
die Initialisierung betreffender Anker auch für einige weitere Verfahrensite-
rationen durchgeführt werden. Wird ein Anker erneut initialisiert, entfällt
für diesen ebenso die Zustandsschätzung im betreffenden Zeitschritt.
4.4.1.3 Zustandsschätzung
Zur Realisierung der Zustandsschätzung folgt das EKF-SLAM-Verfahren
der in Abbildung 3.5 dargestellten sowie in Gleichung 4.11 und 4.12 für
das SLAM-Problem formulierten Prädiktor-Korrektor-Struktur. Da SLAM-
Probleme und deren Bestandteile (z.B. das typische Beobachtungsmodell in
Gleichung 4.8) im Allgemeinen nichtlinear sind, müssen die Modellfunktionen
ℎ und 𝑔 (s. Gleichung 4.4 und 4.7) des EKF-SLAM um den aktuell wahr-
scheinlichsten Systemzustand linearisiert werden. Die Genauigkeit solcher
Annäherungen steigt, je größer die lokale Linearität der Modellfunktionen
um den Entwicklungspunkt herum ist. Da die eigentliche Ungenauigkeit an
diesem Punkt in manchen Fällen nicht hinreichend genau modelliert werden
kann, hat im Umkehrschluss der Grad solcher Nichtlinearitäten signifikante
Auswirkung auf die Verfahrenskonvergenz. Um extreme Nichtlinearitäten in
geeigneterer Weise zu modellieren, kann z.B. das von [MCC05] vorgeschla-
gene UKF-SLAM-Verfahren herangezogen werden. Für das in dieser Arbeit
verwendete schwach nichtlineare Range-Only-Modell sind solche Modifika-
tionen allerdings nicht erforderlich.
Prädiktion Die Bestimmung des prädizierten Systemzustands µ𝑡 und der
Kovarianzmatrix Σ𝑡 verändert nur die Zustands- und Kovarianzelemente des
mobilen Objekts und erfolgt ohne Steuersignale nach dem CP-Modell (s.
Abschnitt 2.3.2). Dieses lässt mit dem kinematischen Bewegungsmodell5
µ𝑡,m = ℎ(µ𝑡−1,m) = µ𝑡−1,m (4.31)
den Objektzustand unverändert, sodass µ𝑡 = µ𝑡−1 resultiert. Zur Modellie-
rung der potentiellen Objektbewegung werden die prädizierten Kovarianzen
Σ𝑡,m = Σ𝑡−1,m + Q𝑡,m (4.32)
5Da keine sich auf den Objektzustand auswirkenden Steuersignale einbezogen werden,






bestimmt. Diese enthält die Zeitspanne ∆𝜏 = 𝜏𝑡 − 𝜏𝑡−1, die empirisch er-
mittelte Standardabweichung 𝜎m der maximalen Objektgeschwindigkeit (s.
Abschnitt 7.4.1) und die 2 × 2-Einheitsmatrix I2.
Federated Information Sharing Der FIS-Ansatz beinhaltet die Verar-
beitung der Beobachtungen. Um dies formal zu beschreiben, wird der Ein-
fachheit halber davon ausgegangen, dass für den aktuellen Zeitpunkt 𝑡 zu
jedem der 𝑀 Anker eine Distanzmessung 𝑟𝑙 zum 𝑙-ten Anker vorliegt. Dabei
erfolgt zunächst die Linearisierung des Range-Only-Beobachtungsmodells
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0 −∇g𝑡,1,𝐾𝑡,1














⎞⎟⎠ 0 0 . . .





mit den partiellen Ableitungen












resultiert. Für eine numerisch robuste Berechnung sollte dabei ein empi-
rischer Grenzwert eingeführt werden, welchen der Euklidische Abstand im
Nenner in Gleichung 4.36 für ‖·‖2 −→ 0 nicht unterschreiten darf.
Nach dem FIS-Ansatz wird 𝑟𝑙 für alle Ankerhypothesen parallel innerhalb
der Filterkorrektur verarbeitet, indem die Information aus der Messvarianz
R𝑙 = 𝜎
2
𝑙 (s. Abschnitt 7.4.1) durch die Äquivalenzrelation




geteilt und zur Reduzierung des Divergenzrisikos durch
















𝑙,𝑘 gilt und sich alle R𝑙,𝑘 in der gewichteten Varianzmatrix
R𝑡,𝜆 = diag
(︀ (︀
R1,1 . . . R1,𝐾𝑡,1
)︀
(. . . ) . . .
(︀
R𝑀,1 . . . R𝑀,𝐾𝑡,𝑀
)︀ )︀
(4.39)
des Messrauschens zusammenfassen lassen. Wahrscheinlichere Hypothesen
werden durch die normalverteilte mittelwertfreie Hypothesen-Likelihood
𝜆𝑙,𝑘 = 𝒲𝒩 (y𝑡,𝑙,𝑘; 0,Ξ𝑡,𝑙,𝑘) (4.40)
sowie den Exponenten 𝑐 bevorteilt und umgekehrt. Dabei ist die Innovation




y𝑡,1,1 . . . y𝑡,1,𝐾𝑡,1
)︀
(. . . ) . . .
(︀
y𝑡,𝑀,1 . . . y𝑡,𝑀,𝐾𝑡,𝑀
)︀ )︀𝑇
(4.41)




Ξ𝑡,1,1 . . . Ξ𝑡,1,𝐾𝑡,1
)︀
(. . . ) . . .
(︀
Ξ𝑡,𝑀,1 . . . Ξ𝑡,𝑀,𝐾𝑡,𝑀
)︀ )︀
. (4.42)














mit dem Einsspaltenvektor 1𝐾𝑡,𝑙 der Länge 𝐾𝑡,𝑙 erforderlich. Darüber hin-
aus wird in Gleichung 4.38 der Exponent 𝑐 gewissermaßen als Korrektiv
der Residualvarianzen eingeführt. Dieser ist ein Maß dafür, wie sehr wahr-
scheinlichere Ankerhypothesen gegenüber weniger wahrscheinlichen Hypo-
thesen bevorteilt werden. Dabei sollte für eine sinnvolle Wahl des Exponen-
ten berücksichtigt werden, dass dieser mit ‖diag (Ξ𝑡)‖2 korreliert. Während
[KD04] die Filterkorrektur mit 𝑐 −→ ∞ nur für die wahrscheinlichste Hy-
pothese durchführen, kann im vorliegenden Fall gemäß [SMDL05] der Wert
𝑐 = 3 angegeben werden, wobei dieser varianzabhängig adaptiert werden
kann, jedoch weit weniger als um eine Größenordnung.
Entfernen von Hypothesen und Innovationen Vor Durchführung der
Filterkorrektur ist es aus Konvergenzgründen sinnvoll, unwahrscheinliche
Hypothesen zu entfernen. Erfolgt dies über den Verfahrensverlauf hinweg
bis ∀𝑙 : 𝐾𝑡,𝑙 = 1 gilt, konvergiert die Ankerkartierung hin zu je einer einzi-
gen Hypothese, wodurch ein konventioneller EKF-SLAM gemäß Abbildung
4.7(a) resultiert. Das Entfernen einer Hypothese wird anhand des Gewichts
∀𝑘, 𝑙 : 𝑤𝑡,𝑙,𝑘 = 𝜂a,𝑙𝜆𝑙,𝑘𝑤𝑡−1,𝑙,𝑘 (4.44)
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mit dem Normierungsfaktor 𝜂a,𝑙 = 1/
∑︀
𝑘 𝜆𝑙,𝑘𝑤𝑡−1,𝑙,𝑘 realisiert. Das Gewicht
𝑤𝑡,𝑙,𝑘 wird als aggregierte Hypothesen-Likelihood sequentiell in jeder Verfah-
rensiteration aktualisiert und findet sich innerhalb des Gewichtsvektors
w𝑡 =
(︀ (︀
𝑤𝑡,1,1 . . . 𝑤𝑡,1,𝐾𝑡,1
)︀
(. . . ) . . .
(︀
𝑤𝑡,𝑀,1 . . . 𝑤𝑡,𝑀,𝐾𝑡,𝑀
)︀ )︀
(4.45)
wieder. Dabei sollte 𝜆𝑙,𝑘 in Gleichung 4.44 mit ∀𝑘, 𝑙 : 𝜆𝑙,𝑘 > 𝜀𝜆 nicht unter
einen bestimmten Grenzwert fallen, welcher empirisch mit 𝜀𝜆 = 10−3 ange-
geben werden kann. Einerseits erlaubt dies unwahrscheinlichen Hypothesen
eine gewisse Restwahrscheinlichkeit vor deren endgültigem Entfernen. Liegt
verursacht durch Mehrwege für 𝑟𝑙 ein systematischer Distanzmessfehler vor,
garantiert der Grenzwert andererseits eine numerisch robuste Berechnung,
indem auch für einen großen, d.h. unerwünschten, Betrag |y𝑡,𝑙,𝑘| das jewei-
lige Gewicht ∀𝑘, 𝑙 : 𝑤𝑡,𝑙,𝑘 > 0 bleibt. Schließlich werden innerhalb der aktu-
ellen Verfahrensiteration die Ankerhypothesen entfernt, für deren Gewicht
𝑤𝑡,𝑙,𝑘 < 𝜀𝑤/𝐾𝑡,𝑙 gilt, wobei der Grenzwert mit 𝜀𝑤 = 10−200 angegeben wer-
den kann und aufgrund von Gleichung 4.44 mit dem Grenzwert 𝜀𝜆 korreliert.
Dabei empfiehlt es sich, die Gewichte zu logarithmieren6. Das Entfernen der
𝑘-ten Hypothese des 𝑙-ten Ankers betrifft die Zeilen und Spalten der Matri-
zen Σ𝑡, ∇g𝑡 und R𝑡,𝜆 sowie die Zeilen der Vektoren µ𝑡, y𝑡 und w𝑡, welche
der jeweiligen Hypothese zugeordnet sind. Zudem werden alle 𝐾𝑡,𝑙 um die
Anzahl der entfernten Hypothesen reduziert.
Weiterhin ist es sinnvoll, unwahrscheinliche Innovationen y𝑡,𝑙,𝑘 der 𝑘-ten
Hypothese des 𝑙-ten Ankers zu entfernen, was entsprechende Zeilen und
Spalten aus R𝑡,𝜆 sowie Zeilen aus ∇g𝑡 und y𝑡 betrifft. Beim vorliegenden
RO-SLAM-Problem erfolgt das Entfernen empirisch für |y𝑡,𝑙,𝑘| > 𝜀R
√
R𝑙 mit
𝜀R = 8 und für die ⌈𝜀𝐾𝐾𝑡,𝑙⌉ größten Werte von
(︀
y𝑡,𝑙,1 . . . y𝑡,𝑙,𝐾𝑡,𝑙
)︀∘2
mit
𝜀𝐾 = 0,1. Dies hat die numerisch robustere Berechnung der Kalman-Matrix
in Gleichung 3.29 zur Folge und veranlasst das Filter, auch ohne Einbezie-
hung konkreter Steuersignale konsistente Schätzungen der Objektposition,
insbesondere in den ersten Verfahrensiterationen, zu generieren. Letzteres
lässt sich damit begründen, dass die ersten Innovationen der gemäß Ab-
schnitt 4.3.2.1 kreisförmig initialisierten Ankerpositionshypothesen aus je-
der Richtung auf die Objektposition wirken und diese somit nicht verändern
würden. Darüber hinaus wird aufgrund des Entfernens von Hypothesen und
Innovationen die Aktualisierung von Gleichung 4.39 und 4.45 durch die er-
neute Bestimmung der Normierungsfaktoren 𝜂𝜆,𝑙 und 𝜂a,𝑙 erforderlich.
Korrektur Zur Ermittlung des korrigierten Systemzustands µ𝑡 und der
Kovarianzmatrix Σ𝑡 wird zunächst die Residualkovarianzmatrix Ξ𝑡,𝜆 auf Ba-
6Der logarithmierte Wert 𝑤𝑙𝑜𝑔 = log𝑏 𝑤 ist ein Exponent, mit welchem die festgelegte
positive Basis 𝑏 potenziert wird, um den gegebenen Wert 𝑤 zu erhalten. Der Logarithmus
ist für 𝑏 > 1 streng monoton steigend, sodass gilt argmax𝑤 = argmax𝑤𝑙𝑜𝑔. Vor allem
wenn der Wertebereich z.B. durch Multiplikation zahlreicher kleiner Werte viele Größen-




sis von Gleichung 3.26 mit der gewichteten Varianzmatrix R𝑡,𝜆 aus Gleichung
4.39 bestimmt, in welcher die Zeilen und Spalten unwahrscheinlicher Hypo-
thesen und Innovationen entfernt wurden. Mit Hilfe der Kalman-Matrix K𝑡,𝜆
aus Gleichung 3.29 kann dann µ𝑡 und Σ𝑡 durch Gleichung 3.30 und 3.31 be-
rechnet werden. Die in Abschnitt 6.1 benötigte Objekttrajektorie µ0:𝑡,m resul-
tiert hierbei aus der Sequenz der über alle Zeitpunkte bestimmten Schätzun-
gen. Letztlich erfolgt die Bestimmung der aktuell wahrscheinlichsten Positi-
onshypothese µ𝑡,𝑙,𝑘 des 𝑙-ten Ankers, indem die Hypothese ausgewählt wird,
die mit 𝑘 = arg max𝑘 𝑤𝑡,𝑙,𝑘 das maximale Gewicht aufweist. Dabei verfügt
diese auch häufig über die geringste Varianz innerhalb von Σ𝑡,𝑙,𝑙.
Der durch die sequentielle Zustandsschätzung generierte Lokalisierungs-
und Kartenerstellungsfortschritt des EKF-SLAM ist beispielhaft in Abbil-
dung 4.8 für ein mobiles Objekt und vier Anker mit entsprechenden Hypothe-
sen dargestellt. Dabei repräsentieren die Positionen des mobilen Objekts und
der gewichteten Hypothesen in der Koordinatenebene in Abbildung 4.8(a),
(c) und (e) die korrigierten Zustandsergebnisse des Verfahrens im Zeitschritt
𝑡, wobei wahrscheinlichere Hypothesen gelb gekennzeichnet sind. Von den
in (a) initialisierten Hypothesen werden über den Verfahrensverlauf hinweg
mehr und mehr unwahrscheinliche Hypothesen entfernt, bis in (e) nur noch
eine Hypothese pro Anker verbleibt. Dabei reduzieren sich die als Ellipse dar-
gestellten Ankerkovarianzen deutlich. Darüber hinaus zeigen (b), (d) und (f)
die im entsprechenden Zeitschritt 𝑡 bestimmte quadratische Kovarianzmatrix
Σ𝑡, bestehend aus der Kovarianz des mobilen Objekts oben links, den Anker-
Mobile-Kovarianzen oben und links sowie den Anker-Anker-Kovarianzen im
übrigen Bereich, welche zudem die quadratische Verfahrenskomplexität ver-
anschaulichen. Die initial unkorrelierten Ankerkovarianzen in (b) korrelieren
im Verfahrensverlauf in (d) und (f), während sich deren Anzahl durch das
Entfernen von Hypothesen auch hier nach und nach reduziert.
Die in Σ𝑡 enthaltenen Ankerkovarianzen, welche aus den in Abschnitt
4.1.2.5 beschriebenen Korrelation resultieren, führen nach [BNG+06] mitun-
ter zu Verfahrensinkonsistenz. Eine genauere Betrachtung der Kovarianzen
zeigt jedoch, dass die Korrelationen zwischen den mit großem zeitlichem Ab-
stand beobachteten Ankern zum Teil äußerst gering und effektiv sogar ver-
nachlässigbar sind. Dieser Effekt lässt sich anhand sog. Subkarten-Methoden
ausnutzen, indem das SLAM-Problem durch eine Menge voneinander unab-
hängiger Probleme mit kleineren Subkarten approximiert wird. Dies führt
nach [LF00], [GN01] und [ENT05] zu einer deutlichen Verringerung des Res-
sourcenaufwands und stabilisiert zudem die Zustandsschätzung.
Komplexität Die aus der Dimension der Kovarianzmatrix Σ𝑡 resultieren-
de Komplexität des EKF-SLAM ist abhängig von der Repräsentation der




























Abbildung 4.8: Zustands- und Kovarianzergebnisse des EKF-SLAM für ein
mobiles Objekt und vier Anker. (a), (c) und (e) enthalten Positionen und
Kovarianzen in der Koordinatenebene. In (b), (d) und (f) ist die entspre-
chende Kovarianzmatrix Σ𝑡 dargestellt, jeweils unterteilt in die Kovarianz




hält sich die Komplexität für𝑀 −→ ∞ quadratisch in der Anzahl der kartier-
ten Anker, was diese prinzipiell limitiert (z.B. 𝑀 < 1000 gemäß [TBF05]).
Parameter In diesem Abschnitt sind die Parameter 𝑐, 𝜀𝜆, 𝜀𝑤, 𝜀R und 𝜀𝐾
teils empirisch, teils anhand der angegebenen Literatur definiert. Dabei kon-
zentrieren sich die Ausführungen auf ein Set von Parameterwerten und deren
vereinzelte Abhängigkeiten, anstatt sämtliche Wertemengen zu diskutieren.
Die Parameter 𝜎m und 𝜎 hingegen werden mit Blick auf die in dieser Arbeit
zugrundeliegende Datenbasis und Anwendung in Kapitel 7 angegeben.
4.4.2 Incremental Maximum Likelihood-SLAM
IML-SLAM ist ein Standardverfahren zur Lösung des online-SLAM-Pro-
blems und somit eine Instanz des in Abschnitt 4.2.1 formulierten Bayes-
Filters. Es basiert auf der Kombination der folgenden beiden Verfahrens-
gruppen:
∙ Die u.a. von [LDWC92] und [YB96] behandelten inkrementellen SLAM-
Verfahren zeichnen sich besonders durch eine aus der Markov‘schen
Annahme (s. Abschnitt 3.1.2) resultierende relativ geringe Komplexi-
tät aus, was ihren Einsatz in Echtzeit erlaubt. Allerdings zeigen sich
häufig Nachteile hinsichtlich der Modellierung von Zustandsunsicher-
heiten, indem in der Regel nur einzelne Positionsschätzungen ohne de-
taillierte probabilistische Aussage erfolgen.
∙ Nichtinkrementelle SLAM-Ansätze wie die von [TBF98] und [T+02]
diskutierten EM-Verfahren adressieren das full-SLAM-Problem aus
Gleichung 4.1 und bieten unter Einbeziehung von zeitlich rückwärts
gerichteten Lokalisierungsansätzen (engl. backwards localization) ad-
äquate, jedoch nicht echtzeitfähige Zustandsschätzungen auf Basis ent-
sprechender a-posteriori-Wahrscheinlichkeitsverteilungen.
In diesem Kontext kombiniert das IML-SLAM-Verfahren die Vorteile bei-
der Verfahrensgruppen und gilt somit als inkrementelle echtzeitfähige Appro-
ximation des EM-SLAM. Von besonderer Bedeutung dabei ist die Modellie-
rung der Zustandsunsicherheiten, die in jedem Zeitschritt 𝑡 auf Basis einer
vollständigen (globalen) Wahrscheinlichkeitsverteilung im Zustandsraum er-
folgt, anstatt z.B. nur einzelne SOG-Hypothesen zu berücksichtigen. Eine
solche probabilistische Zustandsrepräsentation verschafft dem IML-SLAM
besondere Relevanz für Anwendungsszenarien mit hoher Unsicherheit bezüg-
lich der konkreten Objektbewegung und sorgt im Übrigen für ein robustes
Konvergenzverhalten beim Schleifenschluss.
Die Schätzung der aktuellen Position x𝑡 des mobilen Objekts erfolgt nach
[TBF00] auf Basis der Likelihood-Funktion
𝐵𝑒𝑙(x𝑡,Θ) = ℒ(x𝑡,Θ), (4.46)
85
KAPITEL4
welche die a-posteriori-Wahrscheinlichkeit aus Gleichung 4.10 beschreibt.
Kern des IML-SLAM-Verfahrens ist die ML-Methode, welche ℒ(x𝑡,Θ) ma-
ximiert und so aus einem endlichen Zustandsraum die Schätzung
x̂𝑡 = arg max
x𝑡
ℒ(x𝑡,Θ) (4.47)
generiert. Dabei ergibt sich die aktuelle Umgebungskarte
Θ𝑡 = {x̂1:𝑡, z1:𝑡} = Θ𝑡−1 ∪ {x̂𝑡, z𝑡}, (4.48)
indem die Karte Θ𝑡−1 um die Beobachtung z𝑡 an der Positionsschätzung x̂𝑡
erweitert wird.
4.4.2.1 Informationsstruktur
Die Zustandsrepräsentation erfolgt beim IML-SLAM ausschließlich nichtpa-
rametrisch, d.h., sowohl durch geordnete Stichproben in Form von gewich-
teten äquidistanten Positionsrastern (s. Abschnitt 2.2.2.1) als auch SMC-
gestützt mittels zufälliger Stichproben. Für das vorliegende RO-SLAM-Pro-
blem empfiehlt sich jedoch der rasterbasierte Ansatz, da dieser einerseits eine
quasi globale Zustandsrepräsentation durch gewichtete Rasterzellen bzw. Hy-
pothesen impliziert und andererseits eine regelmäßige Diskretisierung über
dem gesamten Zustandsraum realisiert. Das Risiko, aufgrund der beim RO-
SLAM auftretenden Mehrdeutigkeiten lediglich lokale Maxima aus der ML-
Schätzung zu erhalten, kann dadurch marginalisiert werden. Somit entspricht
die rasterbasierte Umsetzung der Schätzung in Gleichung 4.47 der Brute-
Force-Methode7.
      
Abbildung 4.9: Informationsstruktur des IML-SLAM in Form von Koordi-
natenmatrizen und Gewichtsvektoren zur Beschreibung der Positionsraster
des mobilen Objekts sowie der 𝑀 Anker.
Wie in Abbildung 4.9 dargestellt, lassen sich die zu schätzenden System-
zustände des mobilen Objekts x𝑡 und des Ankers θ𝑙 ∈ Θ mit 𝑙 = 1,2, . . . ,𝑀
jeweils durch ein eigenes Positionsraster (Mobile- und Ankerraster) mit ent-
sprechenden Gewichten approximieren. Dabei werden die 𝑁 Rasterzellen des
7Die Brute-Force-Methode generiert Lösungen durch das Ausprobieren vieler oder aller




mobilen Objekts durch die 𝑁 × 2-Koordinatenmatrix Xm,𝑡 und den Ge-
wichtsvektor wm,𝑡 der Länge 𝑁 mit wm,𝑡 ≈ ℒ(x𝑡,Θ) beschrieben. Die 𝐾𝑙
Rasterzellen des 𝑙-ten Ankers lassen sich analog dazu durch die 𝐾𝑙 × 2-
Koordinatenmatrix Xa,𝑙 und den Gewichtsvektor wa,𝑡,𝑙 der Länge 𝐾𝑙 be-
schreiben. Damit einher geht die beim unverzögert initialisierten RO-SLAM
notwendige Modellierung jedes Ankers durch mehrere Hypothesen, was mit
Hilfe der erwähnten Rasterzellen realisiert wird. Die Ankerkarte Θ stellt dem-
nach eine hybride Karte im Sinne von Abschnitt 2.2.2.4 dar, indem jedem
Anker als Merkmal ein Positionsraster zugeordnet ist.
4.4.2.2 Initialisierung
Die Initialisierung des Mobile-Rasters Xm,𝑡 erfolgt anhand der Ausführungen
in Abschnitt 4.3.2.2 mit dem über die Zeit unveränderlichen Rasterabstand
𝑑acc zur Beschreibung der Rasterauflösung und der räumlichen Rasteraus-
dehnung 𝑑span, welche sich durch die maximal mögliche Messreichweite 𝑑max
ergibt (s. Abschnitt 7.4.1). Hierzu wird die 𝑗-te Positionshypothese X𝑗x,𝑗y
aus Gleichung 4.22 mit 𝑗 = 1,2, . . . , 𝑁 initial zu
Xm,0 =
(︀ (︀
X1,1 . . . X𝑁x,1
)︀
(. . . ) . . .
(︀
X1,𝑁y . . . X𝑁x,𝑁y
)︀ )︀𝑇
(4.49)
mit 𝑗x = 1,2, . . . , 𝑁x, 𝑗y = 1,2, . . . , 𝑁y und 𝑁 = 𝑁x𝑁y zusammengefasst.





Rasters mit 𝑗mid = (𝑁 +1)/2 üblicherweise im Koordinatenursprung. Da die
Position des mobilen Objekts zu Beginn in der Rastermitte initialisiert wird,
ergeben sich die Gewichte des Mobile-Rasters
wm,0 =
(︀
𝑤m,0,1 𝑤m,0,2 . . . 𝑤m,0,𝑁
)︀𝑇
(4.50)
auf Basis der Dirac‘schen 𝛿-Distribution
∀𝑗 : 𝑤m,0,𝑗 = 𝛿wm,0 (𝑗 − 𝑗mid) =
{︃
1 wenn 𝑗 = 𝑗mid
0 sonst
. (4.51)
Das Ankerraster Xa,𝑙 des während des SLAM-Verfahrensverlaufs neu be-
obachteten (bis zum Zeitpunkt 𝑡 unbekannten) 𝑙-ten Ankers wird vor Durch-
führung der ML-Schätzung durch






wenn 𝑡 > 1
0 sonst
(4.52)
bestimmt. Dabei ist die ?̂?-te Positionshypothese X𝑇
m,𝑡−1,?̂? ≈ x̂𝑡−1 die Schät-
zung der Position x𝑡−1 des mobilen Objekts zum Zeitpunkt 𝑡−1 und 1𝑁 der
Einsspaltenvektor der Länge 𝑁 . Das Ankerraster in Gleichung 4.52 enthält
somit jede Ankerpositionshypothese Xa,𝑙,𝑘 mit 𝑘 = 1,2, . . . ,𝐾𝑙 und 𝐾𝑙 = 𝑁 .
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Da Xm,𝑡−1,?̂? ,Xm,𝑡,𝑗mid ∈ Xm,𝑡 gilt, lässt sich Xa,𝑙 durch das um ein Vielfaches
des Rasterabstands 𝑑acc in beiden Dimensionen verschobene Mobile-Raster
Xm,𝑡 translatorisch abbilden und ist mit diesem bei gleichem 𝑑acc erwar-
tungsgemäß in Teilen identisch. Die Initialisierung der Gewichte des 𝑙-ten





d.h., jede initiale Ankerhypothese hat dasselbe Gewicht 𝑤a,0,𝑙,𝑘.
4.4.2.3 Zustandsschätzung
Grundlage für die Zustandsschätzung innerhalb des IML-SLAM-Verfahrens
ist die in Abbildung 3.5 dargestellte sowie in Gleichung 4.11 und 4.12 für das
SLAM-Problem formulierte Prädiktor-Korrektor-Struktur. Die aufgrund der
Verwendung von Positionsrastern erforderliche Zustandsdiskretisierung folgt
dabei den Ausführungen zum Histogramm-Filter (s. Abschnitt 3.2.2).
Prädiktion Die zum Zeitpunkt 𝑡 prädizierten Gewichte wm,𝑡 des Mobile-
Rasters werden unter Berücksichtigung von Gleichung 3.19 und 3.33 durch
∀𝑗 : 𝑤m,𝑡,𝑗 =
∑︁
𝑖
𝜂𝜆,𝑖𝑃 (Xm,𝑡,𝑗 |Xm,𝑡−1,𝑖)𝑤m,𝑡−1,𝑖 (4.54)
mit 𝑖, 𝑗 = 1,2, . . . , 𝑁 und der Bewegungswahrscheinlichkeit8
𝑃 (Xm,𝑡,𝑗 |Xm,𝑡−1,𝑖) = 𝜆𝑐𝑖,𝑗 (4.55)





Hypothesen-Likelihood 𝜆𝑖,𝑗 und dem Exponenten 𝑐 ergibt. Da sich die Bewe-
gung des mobilen Objekts im Sinne von Abschnitt 2.1.4.2 im Regelfall aus
einer Normalverteilung ableiten lässt, resultiert die Hypothesen-Likelihood
∀𝑖, 𝑗 : 𝜆𝑖,𝑗 = 𝒩
(︀




mit der Zeitspanne ∆𝜏 = 𝜏𝑡 − 𝜏𝑡−1 und der Standardabweichung 𝜎m der
maximalen Objektgeschwindigkeit (s. Abschnitt 7.4.1), wofür [WBMM16]
Untersuchungen zur zweckmäßigen Parametrisierung durchführen.
Zur Modellierung des Bewegungsverhaltens des mobilen Objekts vergrö-
ßert die Prädiktion die Unsicherheit im Raster in Abhängigkeit von der Zeit-
spanne ∆𝜏 . Dabei kann für die Normalverteilung in Gleichung 4.56 ohne
Einbeziehung konkreter Steuersignale eine zurückgelegte Strecke gleich Null
angenommen werden. Damit für einen größeren Rasterabstand 𝑑acc die Wahr-
scheinlichkeitsdichte nicht ausschließlich innerhalb dieses Abstands liegt und
8Da keine sich auf die Positionshypothesen auswirkenden Steuersignale einbezogen wer-




so zu infinitesimal kleinen 𝜆𝑖,𝑗 führt, sollte für 𝜎m ein unterer Grenzwert
eingeführt werden. Für die daraus resultierende Standardabweichung gilt
𝜎m ∝ 𝑑acc. Der Exponent 𝑐 aus Gleichung 4.55 lässt sich darüber hinaus
mit dem Wert 𝑐 = 0,5 angeben, wobei dieser mit 𝑑acc invers korreliert.
Korrektur Für die Beschreibung der IML-SLAM-Korrektur ist zum aktu-
ellen Zeitpunkt 𝑡 zu jedem der 𝑀 Anker eine Distanzmessung 𝑟𝑙 zum 𝑙-ten
Anker verfügbar. Somit werden die korrigierten Gewichte wm,𝑡 des Mobile-
Rasters unter Berücksichtigung von Gleichung 3.20 und 3.34 durch
∀𝑗 : 𝑤m,𝑡,𝑗 = 𝜂m𝑃 (𝑟𝑙|Xm,𝑡,𝑗 , {Xa,𝑙,𝑘, 𝑤a,𝑡−1,𝑙,𝑘})𝑤m,𝑡,𝑗 (4.57)
mit dem Normierungsfaktor 𝜂m und dem prädizierten Gewicht 𝑤m,𝑡,𝑗 be-
stimmt, wobei sich die Beobachtungswahrscheinlichkeit






aus der Hypothesen-Likelihood 𝜆𝑗,𝑙,𝑘 und dem Gewicht 𝑤a,𝑡−1,𝑙,𝑘 der 𝑘-ten
Ankerhypothese des 𝑙-ten Ankerrasters ergibt. Da Messwerte typischerweise
einer Normalverteilung folgen (s. Abschnitt 2.1.4.2), lässt sich die Hypothe-



















mit 𝑑𝑗,𝑙,𝑘 = ‖Xm,𝑡,𝑗 − Xa,𝑙,𝑘‖2 errechnen. Dabei ist Xm,𝑡,𝑗 die 𝑗-te Positi-
onshypothese des mobilen Objekts, Xa,𝑙,𝑘 die 𝑘-te Ankerpositionshypothese
des 𝑙-ten Ankers und 𝜎2𝑙 die Messvarianz (s. Abschnitt 7.4.1). Da verursacht
durch die in Abschnitt 2.1.4.3 genannten Rausch- und Mehrwegeeffekte die
Distanzmessung 𝑟𝑙 zum Teil enorm fehlerhaft ist, wird zudem der empirische
Grenzwert 𝜀𝜎 = 3 eingeführt, sodass 𝜆𝑗,𝑙,𝑘 auch für tatsächlich wahrschein-
liche Hypothesen nicht infinitesimal klein werden kann. Schließlich wird zur
Bestimmung der Beobachtungswahrscheinlichkeit für die 𝑗-te Positionshypo-
these in Gleichung 4.58 die Summe aller mit 𝜆𝑗,𝑙,𝑘 multiplizierten Gewichte
des 𝑙-ten Ankerrasters gebildet und für alle 𝑀 Ankerraster miteinander mul-
tipliziert. Dabei ließe sich in manchen Fällen die Summe auch durch das
Maximum ersetzen, jedoch liefert die Einbeziehung aller Gewichte als Sum-
me stabilere SLAM-Ergebnisse, insbesondere für Mehrdeutigkeiten bei der
Kartierung (s. Abbildung 4.3).
Auf Basis von Gleichung 4.47 und 4.57 erfolgt anschließend die Positi-
onsschätzung für das mobile Objekt durch die ?̂?-te Positionshypothese







≈ x̂𝑡. Dabei gibt die Rasterauflösung 𝑑acc die obere, für IML-
SLAM-Verfahren charakteristische Genauigkeitsgrenze der ML-Schätzung an.
Die in Abschnitt 6.1 benötigte Objekttrajektorie x̂0:𝑡 resultiert hierbei aus
der Sequenz der über alle Zeitpunkte bestimmten Schätzungen. Gleichung
4.60 bildet zudem den Ausgangspunkt zur Aktualisierung der Gewichte wa,𝑡,𝑙
des 𝑙-ten Ankerrasters, die für alle 𝑀 Ankerraster durch
∀𝑘, 𝑙 : 𝑤a,𝑡,𝑙,𝑘 = 𝜂a,𝑙𝜆?̂?,𝑙,𝑘𝑤a,𝑡−1,𝑙,𝑘 (4.61)
mit dem Normierungsfaktor 𝜂a,𝑙 = 1/
∑︀
𝑘 𝜆?̂?,𝑙,𝑘𝑤a,𝑡−1,𝑙,𝑘 realisiert wird. Un-
ter Berücksichtigung von
∑︀
𝑘 𝑤a,𝑡,𝑙,𝑘 = 1 sollte 𝑤a,𝑡,𝑙,𝑘 ≤ 0,5 sein, sodass
auch momentan unwahrscheinlichen Ankerhypothesen gewissermaßen eine
Restwahrscheinlichkeit verbleibt. Auf dieser Basis lässt sich die wahrschein-
lichste Positionshypothese Xa,𝑡,𝑙,𝑘 des 𝑙-ten Ankers mit 𝑘 = arg max𝑘 𝑤a,𝑡,𝑙,𝑘
angeben. Darüber hinaus kann die Schätzung von Xm,𝑡,?̂? und Xa,𝑡,𝑙,𝑘 zur
Genauigkeitssteigerung prinzipiell auch mehrstufig erfolgen, indem entweder
das gewichtete Mittel aus der ?̂?-ten bzw. 𝑘-ten und den benachbarten Posi-
tionshypothesen bestimmt oder das Positionsraster in jedem Zeitschritt 𝑡 in
Abhängigkeit der berechneten Gewichte (mehrfach) verfeinert wird.
In Abbildung 4.10 sind der sequentielle Lokalisierungs- und Kartener-
stellungsfortschritt des IML-SLAM beispielhaft für ein mobiles Objekt und
vier Anker mit entsprechenden Mobile- und Ankerrastern dargestellt. Über
den Verfahrensverlauf hinweg generiert die in jedem Zeitschritt durchgeführ-
te Positionsschätzung Xm,𝑡,?̂? für das mobile Objekt eine Trajektorie. Dabei
stellt der in Abbildung 4.10(a), (c) und (e) enthaltene schwarze Kreis den re-
levanten Mobile-Rasterausschnitt dar, welcher jeweils die wahrscheinlichsten
der prädizierten Gewichte wm,𝑡 und korrigierten Gewichte wm,𝑡 einschließt
(gelb kennzeichnet wahrscheinlichere Rasterzellen). Diese sind, wie Gleichung
4.51 verdeutlicht, in (a) zu Verfahrensbeginn im Koordinatenursprung in-
itialisiert. (b), (d) und (f) zeigen die jeweils vier Ankerraster, während die
jeweiligen Gewichte wa,𝑡,𝑙 des 𝑙-ten Ankers wiederum farbig gekennzeichnet
sind. Da sich die Unsicherheit der Raster schrittweise reduziert und dabei
z.B. die in (d) abgebildeten Mehrdeutigkeiten aufgelöst werden, ergeben sich
die in (f) dargestellten wahrscheinlicheren Ankerpositionshypothesen.
Verschiebung des Mobile-Rasters Besteht das Risiko, dass sich die Po-
sitionsschätzung Xm,𝑡+1,?̂? (wahrscheinlichste Positionshypothese des mobilen
Objekts zum Zeitpunkt 𝑡 + 1) außerhalb der Rastergrenze befinden würde,
empfiehlt sich die Verschiebung des Mobile-Rasters. Diese erfolgt, falls die
aktuelle Positionsschätzung Xm,𝑡,?̂? zu weit am Rasterrand liegt, d.h., der
Abstand zwischen Xm,𝑡,?̂? und der Rastermitte Xm,𝑡,𝑗mid einen in Abhängig-
keit zur Rastergröße empirisch definierten Grenzwert überschreitet. Formal
ergibt die Verschiebung die neue 𝑗-te Positionshypothese

































Abbildung 4.10: Mobile- und Ankerergebnisse des IML-SLAM für ein mobi-
les Objekt und vier Anker. (a), (c) und (e) zeigen Positionen mit prädizier-
ten und korrigierten Gewichten des Mobile-Rasters. In (b), (d) und (f) sind
die jeweils vier Ankerraster mit entsprechendem Kartenerstellungsfortschritt
und in (e) die wahrscheinlichsten Ankerpositionshypothesen dargestellt.
91
KAPITEL4
sowie das durch 𝜂m normierte neue 𝑗-te Gewicht









mit ?̂? = arg min𝑖 ‖Xm,𝑡+1,𝑗 − Xm,𝑡,𝑖‖2 für 𝑖 = 1,2, . . . , 𝑁 .
Komplexität Prinzipiell führt die globale Repräsentation des Zustands-
raums durch Mobile- und Ankerraster aufgrund der je nach Rasterabstand
𝑑acc und -ausdehnung 𝑑span häufig hohen Anzahl von Positionshypothesen
mit 𝒪 (𝑁 +
∑︀
𝑙 𝐾𝑙) zu Berechnungen nahe praktischer Komplexitätsgren-
zen. Um dem entgegenzuwirken, diskutieren [TBF98] selektive Rechen- und
Speicherkonzepte, welche lediglich lokale Operationen bei grundsätzlich glo-
baler Repräsentation umsetzen und die Berechnungen somit meist um Grö-
ßenordnungen beschleunigen. Dabei werden nur solche Mobile- und Anker-
Hypothesen in die Positionsschätzung einbezogen, die bestimmten Wahr-
scheinlichkeitsgrenzen genügen, sodass der Ausschluss von Operationen die
Qualität solcher suboptimalen SLAM-Ergebnisse möglichst nicht limitiert.
Um die Komplexität bei der Berechnung des 𝑗-ten prädizierten Gewichts
𝑤m,𝑡,𝑗 des Mobile-Rasters in Gleichung 4.54 zu reduzieren, wird nur diejeni-
ge Positionshypothese Xm,𝑡−1,𝑖 des Zeitpunkts 𝑡 − 1 bei der Ermittlung der
Hypothesen-Likelihood 𝜆𝑖,𝑗 berücksichtigt, für welche in empirisch definierter
Weise ‖Xm,𝑡−1,𝑖 − Xm,𝑡,𝑗‖2 < 𝜀𝜎m𝜎m mit 𝜀𝜎m = 10 erfüllt ist. Können meh-
rere wahrscheinliche Objektregionen im Mobile-Raster ausgeschlossen wer-
den, lässt sich die Prädiktion zur weiteren Komplexitätsreduzierung durch
die ausschließliche Verwendung der wahrscheinlichsten Positionshypothese
Xm,𝑡−1,𝑖 = Xm,𝑡−1,?̂? heuristisch approximieren.
Um die Komplexität bei der Berechnung des 𝑗-ten korrigierten Gewichts






größten Werte der prädizierten Gewichte wm,𝑡 mit den empirisch festgelegten
Parametern 𝜀𝑁 = 100 und 𝜀w = 0,01 durchgeführt. Analog dazu werden zur
Bestimmung der Beobachtungswahrscheinlichkeit in Gleichung 4.58 lediglich
die ?̂? größten Werte der Gewichte wa,𝑡−1,𝑙 des 𝑙-ten Ankers und entsprechen-
de Ankerpositionshypothesen einbezogen.
Da Abstand und Ausdehnung des Positionsrasters während des Verfah-
rensverlaufs unveränderlich sind, kommen zur Komplexitätsreduzierung zu-
dem effiziente Implementierungsstrategien zum Einsatz. Dazu zählen:
∙ Konzepte zum Zwischenspeichern vorberechneter Ergebnisse in sog.
Lookup-Tabellen werden durch die Diskretisierung des Zustandsraums




te, die durch Anwendung des Beobachtungsmodells für alle möglichen
Distanzmessungen vorberechnet wurden.
∙ Strategien zur kompakten Speicherung und Berechnung lassen sich um-
setzen, indem Symmetrien und sich wiederholende Rasterstrukturen
durch die äquidistante Anordnung der Rasterzellen gezielt ausgenutzt
werden. Zu solchen Strukturen zählt bspw. der Euklidische Abstand
zwischen Mobile- und Ankerpositionshypothesen.
Parameter In den Ausführungen dieses Abschnitts sind die Parameter 𝑐,
𝜀𝜎, 𝜀𝜎m , 𝜀𝑁 und 𝜀w empirisch definiert, wobei analog zu Abschnitt 4.4.1.3
auch hier die Angabe eines Sets von Parameterwerten genügt. Die Parameter
𝜎m, 𝜎, 𝑑acc und 𝑑max werden in Kapitel 7 angegeben.
4.4.3 FastSLAM
FastSLAM ist ein weit verbreitetes Verfahren zur Realisierung des full-SLAM-
Problems. Die Veröffentlichung des Verfahrens durch [MTK+02] leitete ei-
ne konzeptionelle Neugestaltung rekursiver probabilistischer SLAM-Ansätze
ein, indem anstelle der Position x𝑡 des mobilen Objekts die vollständige Ob-
jekttrajektorie x0:𝑡 in den Fokus rückt. Beeinflusst wurde diese Entwick-
lung durch die von [Mur99] publizierten Rao-Blackwellized Partikel-Filter
(RBPF), welche das full-SLAM-Problem in Gleichung 4.1 formal faktorisie-
ren und damit berechenbar gestalten.
Die Zustandsschätzung innerhalb des FastSLAM-Verfahrens folgt konse-
quent den Ausführungen zum Partikel-Filter in Abschnitt 3.2.3. Die typi-
scherweise zur diskreten Zustandsrepräsentation verwendeten SMC-Metho-
den ermöglichen die zufallsbasierte Schätzung der a-posteriori-Wahrschein-
lichkeit aus Gleichung 4.10 im Zeitschritt 𝑡 durch die Zielverteilung
𝐵𝑒𝑙(x𝑡,Θ) = 𝑃 (x𝑡,Θ|x0:𝑡−1, 𝑢1:𝑡, 𝑧1:𝑡), (4.65)
womit FastSLAM eine Instanz des in Abschnitt 4.2.1 formulierten Bayes-
Filters darstellt. Damit löst die in jedem Zeitschritt durchgeführte Schätzung
von x𝑡 sozusagen gleichzeitig das online-SLAM-Problem.
4.4.3.1 Informationsstruktur
Zur Lösung des full-SLAM-Problems faktorisiert die Rao-Blackwellisierung9
Gleichung 4.1 für 𝑀 Anker in 𝑀 +1 Problemstellungen, eine für die Objekt-
9Als grundlegender Ansatz eines RBPF faktorisiert die Rao-Blackwellisierung ein Pro-
blem in einen nichtlinearen Teil, welcher den partikelbasierten Darstellungsreichtum be-
züglich Filterzuständen nutzt. Zudem werden bestimmte Berechnungen in einem linearen
Teil, welcher auf den nichtlinearen Teil konditioniert wird, effizient (analytisch in geschlos-
sener Form) gelöst, wodurch sich der Zustandsraum prinzipiell reduziert.
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trajektorie x0:𝑡 und𝑀 probabilistisch voneinander unabhängige Problemstel-
lungen für die Anker. Demzufolge zerfällt das full-SLAM-Problem zu
𝑃 (x0:𝑡,Θ|z1:𝑡, u1:𝑡) = 𝑃 (x0:𝑡|z1:𝑡, u1:𝑡)𝑃 (Θ|x1:𝑡, z1:𝑡)
= 𝑃 (x0:𝑡|z1:𝑡, u1:𝑡)
∏︁
𝑙
𝑃 (θ𝑙|x1:𝑡, z1:𝑡) (4.66)
mit dem Anker θ𝑙 ∈ Θ und 𝑙 = 1,2, . . . ,𝑀 , wofür [Mon03] den Beweis er-
bringt. Unter Verwendung der DBN-Terminologie d-separiert die Objekttra-
jektorie gewissermaßen jedes Ankerpaar {θ𝑖, θ𝑙}mit 𝑖 ̸= 𝑙, was [RNC+03] und
[Pea14] detailliert erläutern. Ein erneuter Blick auf Abbildung 4.5 verdeut-
licht dies anhand der Abhängigkeiten der SLAM-Variablen. Die Formulie-
rung separater Anker in Gleichung 4.66 führt zu linearer Kartenkomplexität
und damit zur Skalierbarkeit des FastSLAM-Verfahrens.
Die a-posteriori-Wahrscheinlichkeit 𝑃 (x0:𝑡|z1:𝑡, u1:𝑡) der Objekttrajekto-
rie (linker Term in Gleichung 4.66) schätzt das FastSLAM-Verfahren rekursiv
durch ein Partikel-Filter. Da sich dabei die Objekttrajektorie x0:𝑡 mit jedem
Zeitschritt 𝑡 vergrößert, scheint die Faktorisierung auf den ersten Blick hin-
sichtlich der resultierenden Rechen- und Speicherkomplexität keinen zielfüh-
renden Lösungsansatz zu bieten. Im Sinne der Markov‘schen Annahme (s.
Abschnitt 3.1.2) hängt jedoch bei genauerer Betrachtung keine der im Rah-
men der partikelbasierten Zustandsschätzung in Abschnitt 4.4.3.3 aufgeführ-
ten Berechnungen von der gesamten Objekttrajektorie, sondern lediglich von
der aktuellen Objektposition x𝑡 ab.
Die Ankerkarte (rechter Term) wird für jedes Partikel gemäß [Mor88]
durch 𝑀 separate EKF in parametrischer Form repräsentiert. Obwohl die
Schätzung der a-posteriori-Wahrscheinlichkeit der Objektposition x𝑡 durch
das Partikel-Filter prinzipiell nichtlinear ist, wird das vorliegende Beobach-
tungsmodell 𝑔 hingegen linearisiert, was nach [DWB06] bei prädiziertem x𝑡
eine annehmbare Approximation Range- oder Bearing-basierter Modelle dar-
stellt. Durch die Kombination der partikelbasierten Schätzung eines Faktors
mit der analytischen Schätzung der übrigen Faktoren kann das FastSLAM-
Verfahren als Realisierung eines RBPF bezeichnet werden.
Das Partikel-Filter beinhaltet gemäß Gleichung 3.35 das Partikelset P[1:𝑁 ]𝑡
mit 𝑁 (s. Abschnitt 7.4.1) zum Zeitpunkt 𝑡 aktuellen Partikeln. Jedes Parti-
kel P[𝑗]𝑡 mit 𝑗 = 1,2, . . . , 𝑁 umfasst einerseits die Schätzung x
[𝑗]
𝑡 der Objekt-
position, welche als Mobile-Hypothese im Sinne von Abschnitt 4.2.3 fungiert
und das Gewicht 𝑤[𝑗]m,𝑡 besitzt. Andererseits enthält P
[𝑗]
𝑡 eine individuelle An-
kerkarte mit 𝑀 separaten EKF, die sich jeweils aus dem Zustand µ[𝑗]𝑡,𝑙 des
𝑙-ten Ankers als Schätzung des Erwartungswerts und der Kovarianz Σ[𝑗]𝑡,𝑙 zu-




erforderliche Modellierung jedes Ankers mit Hilfe mehrerer multimodal ver-
teilter Hypothesen durch die Zustandsmenge













mit der 𝑘-ten Positionshypothese µ𝑡,𝑙,𝑘 des 𝑙-ten Ankers und 𝑘 = 1,2, . . . ,𝐾
[𝑗]
𝑡,𝑙
realisiert. Für die Kovarianz ergibt sich analog dazu die Kovarianzmenge













Zudem werden die Ankerhypothesen durch den Gewichtsvektor













jedes Partikels und Ankers gewichtet. Somit haben alle Partikel die Form






























In Abbildung 4.11 ist entsprechend die Informationsstruktur des FastSLAM-







𝑡,𝑙 EKF zur Kartenrepräsentation umfasst.
μ
     











Abbildung 4.11: Informationsstruktur des FastSLAM nach [MTK+02] in
Form von 𝑁 Partikeln, welche jeweils die Schätzung x[𝑗]𝑡 der Objektposi-
tion mit entsprechendem Gewicht 𝑤[𝑗]m,𝑡 sowie die Zustandsmenge µ
[𝑗]
𝑡,𝑙 und
die Kovarianzmenge Σ[𝑗]𝑡,𝑙 des 𝑙-ten Ankers mit dem Ankerhypothesengewicht
w
[𝑗]
a,𝑡,𝑙 für 𝑙 = 1,2, . . . ,𝑀 enthalten.
Darüber hinaus wurde der FastSLAM-Ansatz von [EP03], [HBFT03] und
[GSB07] als Grid-FastSLAM durch Einbeziehung von Positionsrastern zur
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Ankerrepräsentation erweitert. Da im Gegensatz zum IML-SLAM jedoch für
jedes Partikel eine individuelle Ankerkarte modelliert werden müsste, hätte
dies eine beträchtliche Komplexitätssteigerung zur Folge.
4.4.3.2 Initialisierung
Die Generierung des initialen Partikelsets P[1:𝑁 ]0 erfolgt während der ersten





∀𝑗 : 𝑤[𝑗]m,0 = 1/𝑁 . Die Initialisierung der Anker wird analog zu Abschnitt
4.4.1.2 auf Basis der innerhalb der SOG-Approximation (s. Abschnitt 4.3.2.1)
mit der Distanzmessung 𝑟𝑙 bestimmten 𝑘-ten Ankerpositionshypothese des
𝑙-ten Ankers, deren Kovarianz und Gewicht
∀𝑗, 𝑘, 𝑙 : µ[𝑗]0,𝑙,𝑘 = µ0,𝑙,𝑘 (4.71)
∀𝑗, 𝑘, 𝑙 : Σ[𝑗]0,𝑙,𝑘 = Σ0,𝑙,𝑘 (4.72)
∀𝑗, 𝑘, 𝑙 : 𝑤[𝑗]a,0,𝑙,𝑘 = 𝑤0,𝑙,𝑘 (4.73)
realisiert, wobei die Werte durch die Gleichungen 4.67 bis 4.69 zusammenge-
fasst werden. Ebenso wird im Initialisierungszeitschritt auf die im Folgenden
beschriebene Zustandsschätzung verzichtet und die Initialisierung unter Um-
ständen für einige weitere Verfahrensiterationen wiederholt.
4.4.3.3 Zustandsschätzung
Die Zustandsschätzung im FastSLAM-Verfahren erfolgt auf der Grundlage
der in Abbildung 3.5 dargestellten sowie in Gleichung 4.11 und 4.12 für das
SLAM-Problem formulierten Prädiktor-Korrektor-Struktur. Daraus resultie-
ren die Schritte des SIR-Ansatzes (s. Abschnitt 3.2.3), die sich auf Basis der
in Gleichung 4.70 definierten Zustandsrepräsentation des Partikelsets P[1:𝑁 ]𝑡
umsetzen lassen. Dazu stellen [MTK+02] und [MTKW03] zwei verschiedene
Versionen, FastSLAM 1.0 und FastSLAM 2.0 (s. Abschnitt A.2), vor. Da
sich beide Versionen lediglich anhand der Vorschlagsverteilung unterschei-
den, behandelt dieser Abschnitt ausschließlich FastSLAM 1.0.
Prädiktion Die Bestimmung der prädizierten Objektpositionen x[1:𝑁 ]𝑡 er-
folgt im Rahmen des Sampling-Schritts aus Abschnitt 3.2.3.1 und hat die
Veränderung der räumlichen Verteilung des Partikelsets zur Folge. Dies bein-





10, wodurch sich ähnlich der polaren Koor-
10Da keine sich auf die prädizierte Objektposition auswirkenden Steuersignale einbezo-




dinatenbeschreibung in Gleichung 2.3 die prädizierte Objektposition





cos 𝜃[𝑗] sin 𝜃[𝑗]
)︀𝑇
(4.74)
als kreisförmigeWahrscheinlichkeitsdichte mit dem normalverteilten Abstand
𝑑[𝑗] ∼ 𝒲𝒩 (0,∆𝜏𝜎m) und der im Intervall [0; 2𝜋) gleichverteilten Richtung
𝜃[𝑗] ∼ 𝒰(0,2𝜋) ergibt. Der betragsmäßig positive Abstand |𝑑[𝑗]| kann durch
die Zeitspanne ∆𝜏 = 𝜏𝑡− 𝜏𝑡−1 und die Standardabweichung 𝜎m der maxima-
len Objektgeschwindigkeit (s. Abschnitt 7.4.1) bestimmt werden.
Kartenerstellung Die Kartierung der Beobachtungen innerhalb der für
jedes Partikel individuellen Ankerkarte erfolgt durch die sequentielle Bestim-
mung der Zustandsmengen µ[1:𝑁 ]𝑡,𝑙 und Kovarianzmengen Σ
[1:𝑁 ]
𝑡,𝑙 jedes Ankers.
Da die Anker während des SLAM-Verfahrensverlaufs als statisch angenom-
men werden, brauchen µ[1:𝑁 ]𝑡,𝑙 und Σ
[1:𝑁 ]
𝑡,𝑙 im jeweiligen EKF nicht prädiziert,
sondern lediglich korrigiert werden.
Die für den aktuellen Zeitpunkt 𝑡 zu jedem der 𝑀 Anker vorliegende
Distanzmessung 𝑟𝑙 entspricht dem Range-Only-Beobachtungsmodell


















welches auf Basis der prädizierten Objektpositionen x[1:𝑁 ]𝑡 aus Gleichung 4.74
durch die partielle Ableitung




























linearisiert wird. Analog zu Gleichung 4.36 sollte dabei ein Grenzwert ein-
geführt werden, welchen der Euklidische Abstand im Nenner in Gleichung
4.76 für ‖·‖2 −→ 0 nicht unterschreiten darf. Mit der Messvarianz R𝑙 = 𝜎2𝑙
(s. Abschnitt 7.4.1) lässt sich gemäß Gleichung 3.26 die Residualvarianz






𝑡,𝑙,𝑘 + R𝑙 + (∆𝜏𝜎m)
2 (4.77)
errechnen. Diese wird, wie von [TBF05] vorgeschlagen, um die Objektbe-
wegungsvarianz (∆𝜏𝜎m)2 erweitert. Dabei beschreibt die Varianz die Unsi-
cherheit der Objektposition, von der aus die Distanzmessung erfolgt, und
stellt ein probates Mittel zur Gewährleistung der Verfahrenskonvergenz dar.







−→ 0 zur Folge, insbesondere beim Fehlen konkreter Steuersigna-
le und damit häufig höherer Objektpositionsunsicherheit.
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Schließlich lassen sich basierend auf den Gleichungen 3.29 bis 3.31 der
Zustand µ[𝑗]𝑡,𝑙,𝑘 sowie die Kovarianz Σ
[𝑗]
𝑡,𝑙,𝑘 mit der gemäß Gleichung 3.27 er-
mittelten Innovation















und 𝜀R = 8 bestimmen. Somit werden aufgrund der parameterbasierten
Schätzung nur Ankerpositionshypothesen aktualisiert, welche zu wahrschein-
lichen Innovationen führen.
Korrektur Die Bestimmung der korrigierten Objektpositionen x[1:𝑁 ]𝑡 er-
folgt auf der Grundlage von Gewichtung und Resampling (s. Abschnitt 3.2.3.2
und 3.2.3.3). Zunächst wird nach [DWB06] und [BFMG08] analog zu Glei-
chung 3.40 das Gewicht







der Mobile-Hypothese als Verhältnis von Ziel- zu Vorschlagsverteilung der
Partikeltrajektorie mit dem Normierungsfaktor 𝜂m berechnet. Dabei ergibt



























aus dem vorzugsweise in logarithmierter Form bestimmten Produkt der Be-
obachtungswahrscheinlichkeiten aller 𝑀 Anker mit dem Ankerhypothesen-



















welche die Distanzmessung 𝑟𝑙, das Beobachtungsmodell 𝑔 aus Gleichung 4.75
und die Residualvarianz Ξ[𝑗]𝑡,𝑙,𝑘 aus Gleichung 4.77 enthält. Analog zu Ab-
schnitt 4.4.1.3 sollte ∀𝑘, 𝑙 : 𝜆[𝑗]𝑙,𝑘 > 𝜀𝜆 für 𝜀𝜆 = 10
−3 gelten. Zudem erfolgt die
sequentielle Aktualisierung des Ankerhypothesengewichts













a,𝑡−1,𝑙,𝑘. Dadurch lassen sich die
Ankerhypothesen entfernen, für deren Gewichte 𝑤[𝑗]a,𝑡,𝑙,𝑘 < 𝜀𝑤/𝐾
[𝑗]
𝑡,𝑙 gilt. Der




von Gleichung 4.82 wie in Abschnitt 4.4.1.3 mit dem Grenzwert 𝜀𝜆, wobei es
sich auch hier anbietet, die Gewichte zu logarithmieren. Aus den ermittelten
Größen ergibt sich anschließend das temporäre Partikel





















Weiterhin korrigiert das Resampling die Abweichung zwischen Ziel- und
Vorschlagsverteilung (s. Abbildung 3.8) auf Basis des durch Gleichung 3.42
generierten neuen Partikelsets P[1:𝑁 ]𝑡 und aktualisiert die Objekttrajektorie
x
[𝑗]
0:𝑡 für jedes Partikel gemäß Gleichung 3.43. Darüber hinaus ist die durch das
Resampling verursachte Verringerung der Partikeldiversität und der damit
einhergehende Objekttrajektorienverlust (s. Abbildung 3.9 und A.2) ein Maß
für die Fähigkeit des Verfahrens zum Schließen von Schleifen.
Schließlich erfolgt die in einfacher Form umgesetzte Bestimmung der ak-




jekts sowie des 𝑙-ten Ankers, indem die Hypothese ausgewählt wird, die mit
?̂? = arg max𝑗 𝑤
[𝑗]
m,𝑡 und 𝑘 = arg max𝑘 𝑤
[?̂?]
a,𝑡,𝑙,𝑘 das maximale Gewicht aufweist.
Im Gegensatz zum EKF- und IML-SLAM resultiert die Objekttrajektorie
hierbei nicht aus der Sequenz der wahrscheinlichsten Positionshypothesen
des mobilen Objekts über alle Zeitpunkte, sondern aus der Positionshistorie
x
[?̂?]
0:𝑡 des aktuell wahrscheinlichsten Partikels.
Abbildung 4.12 zeigt den sequentiellen Lokalisierungs- und Kartenerstel-
lungsfortschritt des FastSLAM in der Koordinatenebene beispielhaft für ein
mobiles Objekt und vier Anker anhand der gewichteten prädizierten und
korrigierten Mobile-Positionshypothesen x[1:𝑁 ]𝑡 und x
[1:𝑁 ]
𝑡 der Partikel sowie
der Ankerhypothesen (Positionen µ[1:𝑁 ]𝑡,𝑙 und Kovarianzen Σ
[1:𝑁 ]
𝑡,𝑙 ) des wahr-
scheinlichsten Partikels (gelb kennzeichnet wahrscheinlichere Hypothesen).
Von den in Abbildung 4.12(a) für jeden Anker kreisförmig initialisierten An-
kerhypothesen werden über den Verfahrensverlauf hinweg mehr und mehr
unwahrscheinliche Hypothesen entfernt. Dadurch verringern sich die abge-
bildeten Mehrdeutigkeiten, bis in (d) nur noch eine Hypothese pro Anker
verbleibt. Ebenso wird die in (b) dargestellte Partikeldiversität schrittweise
reduziert, sodass das Verfahren in (c) und (d) weiter konvergiert.
Komplexität Die gemäß [MTK+02] für das FastSLAM-Verfahren typische
Komplexität 𝒪 (𝑁𝑀) lässt sich aufgrund der Verwendung von Ankerhypo-
thesen durch 𝒪 (𝑁
∑︀
𝑙 𝐾𝑙) anpassen und ist z.B. im Vergleich zu der des
EKF-SLAM angesichts nicht benötigter Anker-Anker- sowie Hypothesen-
Hypothesen-Kovarianzen wesentlich geringer. Zudem besteht die Möglich-
keit, das Verfahren mittels struktureller Optimierung durch Binärbäume mit
logarithmischer Komplexität 𝒪 (𝑁 log
∑︀
𝑙 𝐾𝑙) zu beschleunigen. Dabei wird























Prädiktion Korrektur Prädiktion Korrektur
Prädiktion Korrektur Prädiktion Korrektur
Abbildung 4.12: Mobile- und Ankerergebnisse des FastSLAM für ein mobi-
les Objekt und vier Anker. Den Verfahrensfortschritt veranschaulichen die
prädizierten und korrigierten Mobile-Hypothesen der Partikel sowie die An-
kerhypothesen des wahrscheinlichsten Partikels. Nach der Initialisierung in
(a) reduziert sich die in (b) dargestellte Partikeldiversität schrittweise, sodass
das Verfahren in (c) und (d) weiter konvergiert.
mit effizienten Zeigerarchitekturen so parallelisiert, dass anstelle der Inhal-
te des kompletten Baums lediglich nicht geteilte Inhalte berechnet werden,
während der Baum durch Zeiger auf geteilte Inhalte komplettiert wird.
Parameter In den Ausführungen dieses Abschnitts sind die Parameter 𝜀R,
𝜀𝜆 und 𝜀𝑤 empirisch definiert, wobei analog zu Abschnitt 4.4.1.3 und 4.4.2.3
auch hier die Angabe eines Sets von Parameterwerten genügt. Die Parameter




Grundlage für eine kooperative Kartenerstellung sind die Informationen meh-
rerer mobiler Objekte. Dabei sollte die vorliegende Kommunikationsarchi-
tektur einen Datenaustausch (s. Abschnitt 2.1.1) der beteiligten Objekte
gewährleisten. Ziel ist es, aus den zunächst separaten Ankerkarten jedes Ob-
jekts eine gemeinsame Ankerkarte zu erzeugen. Diese ist dann in der Lage,
eine Koordinatenbeziehung der unterschiedlichen Objekttrajektorien herzu-
stellen, welche zusammen den Ausgangspunkt zur Generierung des absoluten
Raumbezugs in Kapitel 6 bilden. Die Koordinatenbeziehung auf Basis der
Objekttrajektorien selbst zu realisieren, ist aufgrund von Problemen bei der
Trajektorienassoziation wie dem Fehlen geeigneter Daten oder potentiellen
geometrischen Mehrdeutigkeiten nicht sinnvoll.
Prinzipiell können die Informationen mehrerer mobiler Objekte inner-
halb der in den Abschnitten 4.4.1 bis 4.4.3 beschriebenen SLAM-Verfahren
während des Verfahrensverlauf kooperativ integriert werden, ähnlich einem
tightly-coupled1 Fusionsansatz. So nutzen u.a. [FNL02] und [MFP04] dafür
einen konventionellen EKF-SLAM gemäß Abbildung 4.7(a), dessen Verwen-
dung für die Problemstellung in dieser Arbeit jedoch nicht zweckmäßig ist.
Einerseits würde dies angesichts mehrerer beim RO-SLAM erforderlicher An-
kerhypothesen zu einer unverhältnismäßig komplizierten Verfahrensinitiali-
sierung führen und hätte andererseits eine erhöhte Speicherkomplexität zur
Folge, da die Kooperation nicht mit komprimierten Daten auf Kartenebe-
ne, sondern ähnlich wie nach [How06] im SLAM-Verfahren auf Sensorda-
tenebene erfolgen würde. Ebenso wenig ist die Nutzung von Kartenvorwis-
sen bspw. in Form bereits existierender Ankerkarten a-priori innerhalb der
SLAM-Verfahren praktikabel. Zwar ließe sich diesbezüglich durch Analyse
der Ankergeometrie oder Transformation (s. Abschnitt 2.3.3) bereits kartier-
ter Anker (mit unter Umständen mehrdeutigen Transformationsergebnissen)
1Bei tightly-coupled Systemen werden mehr oder weniger standardisierte Sensor-
oder Verfahrensausgaben miteinander fusioniert. Dies hat zwar häufig Anpassungen
zur Folge, bietet jedoch aufgrund der engen Kopplung effektive Fehlererkennungs- und
-korrekturmöglichkeiten und damit eine verbesserte Verfahrensrobustheit.
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eine Kooperation realisieren. Jedoch würden sich aus fehlerhaftem Vorwis-
sen Folgefehler mit fataler Auswirkung hinsichtlich der Verfahrenskonvergenz
ergeben, welche ohne Kooperation gar nicht aufgetreten wären.
In diesem Zusammenhang ist es zielführend, die Kartenzusammenfüh-
rung (engl. map merging) der separaten Ankerkarten jedes mobilen Objekts
nicht während des SLAM-Verfahrensverlaufs, sondern a-posteriori als koope-
rative Kartenerstellung auf Basis der in Kapitel 4 generierten Ankerkartie-
rungsergebnisse durchzuführen, weshalb sich die weiteren Betrachtungen in
einem eigenen Kapitel wiederfinden. Eine solche Vorgehensweise wird u.a.
von [DS00], [BC06] und [RCM14] für scanbasierte Anwendungen aufgegrif-
fen und ähnelt einem loosely-coupled2 Fusionsansatz. Daher umfassen die
folgenden Ausführungen die Aufbereitung der Ankerkartierungsergebnisse
und die Beschreibung eines kooperativen Ankerkarten-Merging-Verfahrens.
5.1 Aufbereitung der Ankerkartierungsergebnisse
Die in dieser Arbeit adressierte sowie eine Vielzahl weiterer Anwendungen
finden auf Verkehrswegen statt, die aufgrund ihrer Geometrie zu einer einge-
schränkten Bewegungsvariabilität der mobilen Objekte führen. Daraus resul-
tieren für einen begrenzten Zeitraum häufig kollineare Trajektorienverläufe,
für welche gerade RO-SLAM-Verfahren im Sinne von Abbildung 4.3(c) am
Trajektorienverlauf gespiegelte Mehrdeutigkeiten bezüglich einer kartierten
Ankerposition, d.h. zwei Regionen mit ähnlich wahrscheinlichen Positions-
hypothesen, herausbilden. In welcher der beiden Regionen sich die wahre
Ankerposition befindet, ist unbekannt, lässt sich jedoch anhand von Ab-
schnitt 5.2 herausfinden. Um ein mobiles Objekt mit kollinearer Trajektorie
in die kooperative Kartenerstellung einzubeziehen und diese so unabhängiger
gegenüber einer limitierten Objektbewegungsvariabilität zu gestalten, ist es
notwendig, die in den Abschnitten 4.4.1 bis 4.4.3 generierten Ankerkartie-
rungsergebnisse der SLAM-Verfahren aufzubereiten.
Die Aufbereitung der Ergebnisse beinhaltet zunächst die Bestimmung
der Mehrdeutigkeiten, d.h., falls zwei Regionen mit ähnlich wahrscheinlichen
Ankerhypothesen existieren, soll aus beiden Regionen die jeweils wahrschein-
lichste Hypothese vorliegen. Auf Basis der zum aktuellen Zeitpunkt 𝑡 existie-
renden Ankerpositionshypothesen X𝑡,𝑙3 des 𝑙-ten Ankers umfasst dies ausge-
hend von der wahrscheinlichsten Hypothese X𝑡,𝑙,𝑘 (globales Maximum) die
Bestimmung einer zweiten wahrscheinlichen Hypothese (lokales Maximum).
Diese kann durch Spiegelung von X𝑡,𝑙,𝑘 am kollinearen Trajektorienverlauf
2Bei loosely-coupled Systemen werden die standardmäßigen Sensor- oder Verfahrens-
ausgaben ohne weitere Modifikation miteinander fusioniert, was in der Regel eine einfache
und flexible Implementierung nach sich zieht.
3Die im Weiteren verwendete Bezeichnung X𝑡,𝑙 beschreibt synonym die Positionshypo-
thesen µ𝑡,𝑙, Xa,𝑙 und µ
[?̂?]
𝑡,𝑙 aus Abschnitt 4.4.1, 4.4.2 und 4.4.3.
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erfolgen, wobei nur jener Trajektorienteil berücksichtigt wird, von welchem
aus der betreffende Anker kartiert wurde. Da hierbei jedoch einerseits kom-
plexere Operationen (Datenzuordnung, Generierung der Spiegelungsgerade)
und andererseits aus dem potentiell fehlerhaften X𝑡,𝑙,𝑘 Folgefehler für die
zweite wahrscheinliche Hypothese resultieren, erfolgt deren Bestimmung oh-
ne Einbeziehung der Objekttrajektorie, d.h. ausschließlich auf Basis der bis
zum Zeitpunkt 𝑡 kartierten Anker.
Dazu wird eine empirische Funktion gebildet, die sowohl aus der Distanz
zwischen der wahrscheinlichsten Positionshypothese X𝑡,𝑙,𝑘 des 𝑙-ten Ankers
und der 𝑘-ten Hypothese X𝑡,𝑙,𝑘 als auch aus deren Gewicht 𝑤𝑡,𝑙,𝑘 besteht.
Somit ergibt sich das resultierende Gewicht









mit der maximal möglichen Messreichweite 𝑑max (s. Abschnitt 7.4.1) und
dem Normierungsfaktor 𝜂𝑡,𝑙 = 1/
∑︀
𝑘 𝑤𝑡,𝑙,𝑘 zum Zeitpunkt 𝑡. Der Exponent
𝑐, welcher mit 𝑐 = 0,05 angegeben werden kann, stellt eine Gewichtung
zwischen distanz- und gewichtsbezogenem Teil der Funktion dar und setzt
gleichzeitig die Normierung beider Teile durch 𝑑max sowie 𝜂𝑡,𝑙 voraus. In
Abbildung 5.1 sind diese in (a) und (b) für die im jeweils linken Bereich be-
findliche wahrscheinlichste Positionshypothese dargestellt, während (c) beide
Teile gemäß Gleichung 5.1 kombiniert (gelb kennzeichnet wahrscheinlichere
Hypothesen). Anschließend lässt sich die zweite wahrscheinliche Hypothese
X𝑡,𝑙,𝑘2 mit 𝑘2 = arg max𝑘 𝑤
′
𝑡,𝑙,𝑘 als lokales Maximum angeben. Zudem ist die
Bestimmung von X𝑡,𝑙,𝑘2 ebenso mittels Clusteranalysen
4 denkbar.
(a) (b) (c)
Abbildung 5.1: Bestimmung einer Mehrdeutigkeit beispielhaft dargestellt als
äquidistantes Positionsraster. (a) und (b) zeigen den distanz- und gewichts-
bezogenen Teil der empirischen Funktion aus Gleichung 5.1, während (c)
beide Teile kombiniert abbildet.
Schließlich erfolgt anhand der Signifikanz der ermittelten Mehrdeutigkeit
eine Entscheidung darüber, ob X𝑡,𝑙,𝑘2 für die kooperative Kartenerstellung
4Clusteranalysen sind Verfahren zur Bestimmung von Clustern, d.h. partitionierender,
graphentheoretischer oder hierarchischer Ähnlichkeitsgruppen in Datenbeständen.
103
KAPITEL5
relevant ist oder nicht. Falls für das maximale Gewicht gilt max𝑘 𝑤′𝑡,𝑙,𝑘 >
𝜀 mit dem empirischen Grenzwert 𝜀 = 0,01, empfiehlt es sich, X𝑡,𝑙,𝑘2 zu
berücksichtigen. In diesem Fall ist davon auszugehen, dass innerhalb des
betreffenden Zeitraums tatsächlich eine kollineare Objekttrajektorie vorliegt.
5.2 Ankerkarten-Merging-Verfahren
Liegen aufbereitete, teils mehrdeutige Ankerkartierungsergebnisse mehrerer
mobiler Objekte vor, können diese innerhalb des sog. Ankerkarten-Merging-
Verfahrens zusammengefasst werden. Das Verfahren beinhaltet das Auflösen
etwaiger Mehrdeutigkeiten sowie die kooperative Erstellung einer gemeinsa-
men Ankerkarte aus den zueinander rotierten, verschobenen und ggf. gespie-
gelten separaten Ankerkarten, worauf im Folgenden näher eingegangen wird.
Das Verfahren muss aus Anwendungssicht nicht notwendigerweise in jedem
Zeitschritt ausgeführt werden, womit Unterschiede hinsichtlich der Verfah-
renskomplexität kompensiert werden können.
5.2.1 Auflösen von Mehrdeutigkeiten
Sind die in Kapitel 4 generierten Ankerkarten eindeutig, d.h., existieren aus-
schließlich eindeutige Anker mit nur einer Positionshypothese, liegen keine
aufzulösenden Mehrdeutigkeiten vor. Andernfalls müssen diese durch Zusatz-
informationen so aufgelöst werden, dass auch Ankerkarten brauchbar werden,
welche mehrdeutige Anker mit zwei Hypothesen gemäß Abschnitt 5.1 ent-
halten. Dazu besteht die Möglichkeit, die Mehrdeutigkeiten kooperationsfrei
aufzulösen, was u.a. [NN03] und [KMV06] auf Basis von Nachbarschaftsbezie-
hungen (s. Abschnitt 2.1.4.1), Konnektivitäts- und Anwendungsbereichsana-
lysen5 vorschlagen. Jedoch sind solche Informationen in manchen Fällen nur
eingeschränkt zugänglich, wodurch sich die Verfügbarkeit des Ankerkarten-
Merging-Verfahrens prinzipiell reduzieren würde.
Das kooperative Auflösen von Mehrdeutigkeiten durch objektübergreifen-
de Ankerinformationen hingegen mindert die Verfahrensverfügbarkeit weit
weniger, da anwendungsbedingt von mehr als einem mobilen Objekt ausge-
gangen werden kann. Allerdings existiert die geometrische Restriktion, dass
zum Auflösen der Mehrdeutigkeiten der Ankerkarte eines Objekts durch die
Karte eines anderen sich die Trajektorienverläufe beider Objekte nicht aus-
schließlich auf derselben Geraden befinden dürfen. Auch sind die Ankerkarten
untereinander möglicherweise inhomogen, d.h., der Inhalt einer Karte findet
sich nur partiell in anderen Karten wieder. Abbildung 5.2 zeigt das koopera-
tive Auflösen beispielhaft für die SLAM-Ergebnisse zweier mobiler Objekte.
Die durch das jeweilige Objekt generierten Ankerkarten enthalten paarweise
5Der Anwendungsbereich schließt mitunter mehrdeutige Positionsergebnisse aus, wie
bspw. weit von der Erdoberfläche entfernte GNSS-Positionen.
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Positionshypothesen aller fünf mehrdeutigen Anker, welche an den Objekt-
trajektorien gespiegelt erscheinen. Die in Abbildung 5.2(a) und (b) für beide
Karten separat dargestellten Hypothesen derselben Anker ergeben durch ko-
operative Auswertung die in (c) veranschaulichten Übereinstimmungen wie




















Abbildung 5.2: Kooperatives Auflösen von Mehrdeutigkeiten beispielhaft
dargestellt für zwei Ankerkarten. (a) und (b) zeigen für beide Karten se-
parat Positionshypothesen derselben mehrdeutigen Anker, welche die in (c)
veranschaulichten beschrifteten Übereinstimmungen ergeben.
5.2.1.1 Transformation der Ankerkarten
Da die Ankerkarten im Regelfall zueinander rotiert, verschoben und ggf.
gespiegelt sind, liegt es nahe, diese mittels GPA (s. Abschnitt 2.3.3) zu
transformieren, um so kartenübergreifende Übereinstimmungen zu finden.
Voraussetzung für alle Transformationen ist eine hinreichende Anzahl kor-
respondierender und eindeutiger Positionen in den betreffenden Ankerkar-
ten. Existieren jedoch nicht genügend solcher Positionen, müssten einzelne
Transformationen für die gesamte Produktmenge paarweise korrespondie-
render Mehrdeutigkeiten durchgeführt werden, was angesichts einer Vielzahl
potenzieller Anker und Ankerkarten ein berechenbares Niveau übersteigt.
Um das Problem auch ohne bzw. mit nur wenigen korrespondierenden
Ankerpositionen zu lösen, schlagen u.a. [BC06] die Transformation mittels
Random Walk vor, indem nach den optimalen Transformationsparametern in
Gleichung 2.20 auf Basis kartenübergreifender Übereinstimmungen mehrdeu-
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tiger Anker gesucht wird. Eine zweite Möglichkeit diesbezüglich ist die nicht-
deterministische Transformation mittels Gradientenverfahren (engl. gradient
descent) wie ICP, initialisiert bspw. gemäß [HB05]. Beide Ansätze sind zwar
deutlich effizienter als GPA, eignen sich jedoch per se lediglich für eine paar-
weise Ankerkartenauswertung, was bei größerer Kartenanzahl die Lösung aus
praktischer Sicht unverhältnismäßig verkompliziert.
5.2.1.2 Greedy-Algorithmus
Das in dieser Arbeit favorisierte Verfahren zum Auflösen der Mehrdeutigkei-
ten kann der durch [Cor09] beschriebenen Klasse der generischen Greedy-
Algorithmen zugeordnet werden. Diese eignen sich dazu, selbst NP-vollstän-
dige6 Probleme zu lösen, indem schrittweise lokal optimale Zustandsände-
rungen erfolgen, welche teils heuristisch zum jeweiligen Zeitpunkt das beste
Ergebnis einer definierten Zielfunktion versprechen. Solche Algorithmen sind
im Allgemeinen weniger komplex, finden unter Umständen jedoch keine glo-
bal optimale Lösung.
Wird für das vorliegende Problem jede Ankerkarte Θ𝑖 topologisch als
Graph formuliert (s. Abschnitt 2.2.2), lässt sich der Zustand aller Graphen
mittels Greedy-Algorithmus durch die Bewertung gewichteter Knoten, ähn-
lich wie von [ZMT10] vorgeschlagen, schrittweise ändern. Als Knoten wird
dabei die 𝑘-te Positionshypothese X[𝑖]𝑡,𝑙,𝑘 ∈ Θ𝑖 des 𝑙-ten (mehrdeutigen) An-
kers der 𝑖-ten Ankerkarte zum Zeitpunkt 𝑡 bezeichnet. Anstelle von Ankerpo-
sitionen werden für die Bewertung Ankerkombinationen, d.h. geometrische
Beziehungen eines Knotens zu allen anderen Knoten der Karte, definiert und
mit den Kombinationen beliebig vieler weiterer Karten verglichen. Aus die-
ser Bewertung folgt das Annehmen oder Ablehnen der Hypothesen als binäre
Klassifikation7 mit dem Ziel, eindeutige Ankerkarten zu generieren. Durch
Anwendung des Ausschlussverfahrens als Heuristik sollen unwahrscheinli-
che Hypothesen mit geringen kartenübergreifenden Übereinstimmungen (s.
Abbildung 5.2) auch entsprechend bewertet und schließlich abgelehnt wer-
den. Der Fall falsch positiv (Ablehnen wahrscheinlicher Hypothesen) ist da-
bei kaum möglich. Im Gegensatz zum Ausschlussverfahren würde das An-
nehmen wahrscheinlicher Hypothesen als Verfahrensprinzip den Fall falsch
positiv (Annehmen unwahrscheinlicher Hypothesen) praktisch viel häufiger
herbeiführen mit weitaus drastischeren Folgen.
Das vor diesem Hintergrund konzipierte Verfahren umfasst die Schritte:
6Der in der Komplexitätstheorie verwendete Terminus NP-vollständig besagt, dass die
optimale Lösung eines Problems vermutlich nicht effizient gefunden werden kann.
7Ein binärer Klassifikator bewertet Daten anhand von bestimmten Merkmalen und
ordnet diese verschiedenen Klassen zu. Die Bewertung mit dem Ausgang {positiv, negativ}
beinhaltet Fehler in Form falscher Klassenzuordnungen, sodass sich eine Wahrheits- bzw.
Konfusionsmatrix mit den möglichen Fällen richtig positiv, falsch positiv, falsch negativ
und richtig negativ ergibt.
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1. 𝑖-te Ankerkarte Θ𝑖 mit höchstem Anteil mehrdeutiger Anker auswählen
2. alle eindeutigen Anker in der 𝑖-ten Karte suchen
3. für𝑀𝑖 Anker alle 𝐿𝑖 paarweisen Kombinationen {{𝑙1 = 1, 𝑙2 = 2}, {𝑙1 =
1, 𝑙2 = 3}, . . . } ∈ Θ𝑖 mit 𝑙1, 𝑙2 = 1,2, . . . ,𝑀𝑖 und 𝑙1 ̸= 𝑙2
(a) zwischen ein- und mehrdeutigen Ankern bilden, falls es eindeutige
Anker gibt (Hypothesenindizes 𝑘1 = 1 und 𝑘2 = 1,2), oder
(b) zwischen mehrdeutigen Ankern bilden, falls es keine eindeutigen
Anker gibt (Hypothesenindizes 𝑘1 = 𝑘2 = 1,2), wobei hier 𝐿𝑖 =
𝑀𝑖!/(2(𝑀𝑖 − 2)!) dem Binomialkoeffizienten entspricht
4. bis dahin nicht betrachtete Kombination {𝑙1, 𝑙2} auswählen
5. Mengenprodukt8 der Kanten (𝑙1𝑘1, 𝑙2𝑘2) des Graphen aus den Hypo-
thesen der Kombination {𝑙1, 𝑙2} bilden, d.h. entweder die Kantenmenge
{(𝑙11, 𝑙21), (𝑙11, 𝑙22)} oder {(𝑙11, 𝑙21), (𝑙11, 𝑙22), (𝑙12, 𝑙21), (𝑙12, 𝑙22)}
6. zwischen den Positionshypothesen aller Mengenelemente die Distanz









berechnen (als Index wird kurz 𝑘1, 𝑘2 anstatt (𝑙1𝑘1, 𝑙2𝑘2) notiert)
7. für jede 𝑗-te Ankerkarte Θ𝑗 mit ∃!{𝑙1, 𝑙2} ∈ Θ𝑗 und 𝑗 ̸= 𝑖 das Residuum
























(analog zu Gleichung 5.2) berechnen
8. alle in Schritt 7 berechneten Residuen addieren durch








9. falls es bis dahin nicht betrachtete der 𝐿𝑖 Kombinationen gibt, dann
mit Schritt 4 fortfahren
10. für die Hypothesen der mehrdeutigen Anker (Hypothesenindizes 𝑘 =
1,2) das über alle Kombinationen kumulierte Gesamtresiduum




min𝑘2 𝑅{𝑙1,𝑙2},𝑘,𝑘2 wenn 𝑙 = 𝑙1
min𝑘1 𝑅{𝑙1,𝑙2},𝑘1,𝑘 wenn 𝑙 = 𝑙2
0 sonst
(5.5)
8Das Mengenprodukt bzw. kartesische Produkt erzeugt aus gegebenen Mengen eine
neue Menge. Das Produkt zweier Mengen z.B. enthält alle Elementpaare beiden Mengen.
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als Zielfunktion aus dem jeweils geringeren Residuum aller Mengenele-
mente der betreffenden Hypothese berechnen
11. falls max𝑙,𝑘 𝑅
[𝑖]
𝑡,𝑙,𝑘 ̸= ∞, d.h. die Mehrdeutigkeit, lösbar ist, dann die Hy-
pothese X[𝑖]
𝑡,?̂?,𝑘







𝑡,𝑙,𝑘 das maximale kumulierte Gesamtresiduum aufweist,
ablehnen
12. falls es als Abbruchkriterium lösbare Mehrdeutigkeiten in irgendeiner
Ankerkarte gibt, d.h., andere Karten brauchbare Informationen dazu
enthalten, dann eine neue Verfahrensiteration in Schritt 1 beginnen
Da beim kooperativen Auflösen der Mehrdeutigkeiten Abhängigkeiten
zwischen den Ankerkarten existieren, löst das konzipierte Verfahren das Pro-
blem für alle Karten im Verbund, indem in jeder neuen Verfahrensiteration
die Karte Θ𝑖 mit dem höchsten Anteil mehrdeutiger Anker ausgewählt wird.
Die Idee ist es, das Ablehnen unwahrscheinlicher Positionshypothesen zu for-
cieren, um noch enthaltene unwahrscheinliche Hypothesen im weiteren Ver-
fahrensverlauf vermehrt auch als solche bewerten zu können. Dabei haben
Kombinationen mit eindeutigen Ankern gemäß Schritt 3 Vorrang, da diese
bereits verbindlich Bestandteil der Ankerkarte sind.
Abbildung 5.3 veranschaulicht das Verfahrensprinzip beispielhaft für zwei
Karten derselben Anker. Die grau dargestellten, in Schritt 8 bestimmten Re-
siduen 𝑅{𝑙1,𝑙2} jeder Kombination {𝑙1, 𝑙2} gewähren allen Hypothesen best-
mögliche kartenübergreifende Übereinstimmungen, falls diese existieren. Da-
bei haben die Residuen als linear bewertete absolute Distanzunterschiede die-
selbe Wirkung wie Wahrscheinlichkeiten und bilden gemäß Schritt 10 schließ-
lich das Gesamtresiduum 𝑅[𝑖]𝑡,𝑙,𝑘 jeder Hypothese. Abbildung 5.3(a) und (b)
zeigt als Folge von Schritt 3(b) alle Kombinationen, da zunächst nur mehr-
deutige Anker existieren. In (c) und (d) ist jeweils durch das Ablehnen einer
Hypothese von Anker 4 die Anzahl mehrdeutiger Anker auf vier reduziert,
woraus gemäß Schritt 3(a) weitaus weniger mögliche Kombinationen resultie-
ren. Diese abgelehnten Hypothesen weisen in (a) und (b) erwartungsgemäß
das maximale Gesamtresiduum auf (nachvollziehbar als kumulierte graue Li-
nienstärke). Alle weiteren Iterationen finden sich in Abschnitt A.3.
Typischerweise konkurrieren auch für Greedy-Algorithmen die Zielvor-
gaben Konsistenz und Ressourcenaufwand als Trade-off. Während die Suche
der Positionshypothese mit maximalem Gesamtresiduum durch paarweise
Kombination der Anker einer Ankerkarte beide Zielvorgaben angemessen be-
dient, wäre die Suche über alle Ankerkarten in jeder Verfahrensiteration zu
komplex. Ebenso würde die zusätzliche Einbeziehung von Winkeln zwischen
den Hypothesen insbesondere bei größerer Ankeranzahl zu deutlich höherer
Komplexität führen, da im Gegensatz zur Distanzbestimmung Kombinatio-























Abbildung 5.3: Verfahrensprinzip des konzipierten Greedy-Algorithmus bei-
spielhaft dargestellt für zwei Karten derselben Anker. Die in (a) und (b)
vorhandene Anzahl mehrdeutiger Anker wird durch Ablehnen von Hypothe-
sen anhand der grau gekennzeichneten Residuen in (c) und (d) reduziert.
5.2.2 Erstellung einer gemeinsamen Ankerkarte
Die kooperative Erstellung einer gemeinsamen Ankerkarte als Teil des Anker-
karten-Merging-Verfahrens beinhaltet die Zusammenführung separater An-
kerkarten, welche auf Basis von Abschnitt 5.2.1 ausschließlich eindeutige An-
ker mit einer Positionshypothese umfassen. Zugleich sollte eine einigermaßen
sichere Kartierung der Anker zugrunde liegen, bei welcher eine gewisse An-
zahl von Distanzmessungen einbezogen wurde und das mobile Objekt eine
hinreichende, unter Umständen auch kollineare Bewegung vollzogen hat.
Ein möglicher Ansatz dabei ist die Transformation der Karten mittels
GPA (s. Abschnitt 2.3.3), wobei die zu erstellende Ankerkarte als Referenz
fungiert. Dieser Ansatz beinhaltet die schrittweise Einbeziehung der Karten-
sets, deren Karten eine Mindestanzahl gemeinsamer Anker mit der Referenz-
karte der aktuellen Verfahrensiteration aufweisen. So dauert es insbesondere
für untereinander inhomogene Ankerkarten einige Iterationen, bis alle Kar-
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ten in die Erstellung einbezogen werden, was die Komplexität erhöht. Da
zudem die Verfahrenskonvergenz stark von der aus der Kartengenauigkeit
resultierenden Qualität der Einzeltransformationen abhängt, ist eine prakti-
kable Lösung über alle Ankerkarten in manchen Fällen ausgeschlossen.
Ein wirksamerer Ansatz ist hingegen die deterministische Zusammenfüh-
rung der separaten Ankerkarten mittels CMDS (s. Abschnitt 2.3.1.1). Dabei
wird aus den Positionskoordinaten X[𝑖]𝑡 der 𝑖-ten Ankerkarte zum Zeitpunkt






berechnet, welche die Distanzen zwischen den Koordinaten der für die 𝑖-te
Karte verfügbaren Ankerkombinationen enthält. Für insgesamt 𝑀 verschie-
dene, über alle Karten existierende Anker erfolgt die Distanzanordnung so,
dass jedem Anker eine individuelle Zeile und Spalte in D[𝑖]𝑡 zugeordnet wird
und D[𝑖]𝑡 für nicht enthaltene Anker Nullen an den entsprechenden Stellen
















mit der Vorzeichenfunktion sgn(·) bilden, wobei die elementweisen Operatio-




𝑡 durchgeführt werden dürfen, die ungleich
Null sind. Während Gleichung 5.6 den Mittelwert aller Distanzen der jewei-
ligen Kombinationen bestimmt, können prinzipiell auch andere Schätzer wie
der Median Anwendung finden. Ebenso ist ein gewichtetes Mittel realisier-
bar, dessen Gewichte sich aus dem Produkt des Hypothesengewichts 𝑤𝑡,𝑙,𝑘,
der reziproken PDOP9-Werte oder der Anzahl einbezogener Distanzmessun-
gen der betreffenden Anker ergeben, ggf. auch kombiniert. Anschließend wird
auf der Grundlage der mittleren Distanzmatrix D𝑡 mittels CMDS (s. Glei-
chungen 2.14 bis 2.16) die gemeinsame Ankerkarte X𝑡 erstellt. Falls keine
vollbesetzte Distanzmatrix D𝑡 vorliegt, d.h., nicht jede Ankerkombination in
mindestens einer Ankerkarte enthalten ist, kommen Derivate des CMDS wie
SMDS oder SMACOF (s. Abschnitt 2.3.1.1) zum Einsatz. Schließlich lassen
sich anhand von Gleichung 2.23 die einzelnen Objekttrajektorien in die er-
stellte gemeinsame Ankerkarte X𝑡 transformieren und bilden zusammen ein
Trajektorienset.
9Position Dilution of Precision (PDOP) ist ein Maß für die Positionsgenauigkeit, dessen
Ursprung im Bereich GNSS-Navigation liegt. Die dimensionslosen PDOP-Werte beziehen
sich geometrisch auf während der Kartierung resultierende Fehlerflächen und können nach
[Nie97] durch 𝑤PDOP =
√︁∑︀
diag (A𝑇A)−1 mit der Designmatrix A bestimmt werden.
Deren Zeilen A𝑖 = (Xa −Xm,𝑖) / ‖Xa −Xm,𝑖‖2 ergeben sich im vorliegenden Fall aus der
jeweiligen Ankerposition und den Trajektorienpositionen, von welchen aus der entspre-





Wesentlicher Bestandteil des entwickelten Verfahrens zur automatisierten In-
tegration funkbasierter Sensornetze in 2D-Umgebungen ist die Herstellung
eines absoluten Raumbezugs (s. Abbildung 1.2). Die dafür verwendete Infor-
mationsbasis beinhaltet die (kooperativen) SLAM-Lokalisierungsergebnisse
aus Kapitel 4 und 5 sowie Umgebungsdaten mit hinsichtlich der Anwendung
absoluten Positionsangaben, welche sich im Regelfall aus GNSS-Koordinaten
oder (georeferenziertem) Kartenmaterial von GIS-Diensten zusammenset-
zen. Die automatisierte Interaktion bzw. Fusion mit solchen Daten stellt ein
effizientes und häufig unverzichtbares Instrument zur Ergebnisaufwertung
und Erhöhung der Verfahrensreichweite dar. Dabei ist es analog zu Kapitel
5 sinnvoll, das Kartenmaterial zur Vermeidung von Folgefehlern nicht als
Unterstützung während des SLAM-Verfahrensverlaufs, sondern a-posteriori
ähnlich einem loosely-coupled Fusionsansatz einzubeziehen.
Die Ausführungen in diesem Kapitel umfassen die Aufbereitung der Lo-
kalisierungsergebnisse und die Beschreibung relevanter Daten-Matching-Ver-
fahren zur Herstellung eines absoluten Raumbezugs.
6.1 Aufbereitung der Lokalisierungsergebnisse
Die vorliegende Informationsbasis enthält die Lokalisierungsergebnisse der
SLAM-Verfahren aus den Abschnitten 4.4.1 bis 4.4.3, welche die Trajekto-
rien der mobilen Objekte darstellen. Sind mehrere Trajektorien verfügbar,
können diese auf der Grundlage von Abschnitt 5.2 transformiert in einem
gemeinsamen Koordinatensystem als Trajektorienset repräsentiert werden.
Teilweise ermöglichen auch erst solche kooperativen Ergebnisse ein erfolgrei-
ches Daten-Matching, weshalb die Trajektorienzusammenführung nicht mit
Hilfe von externem Kartenmaterial in diesem Kapitel, sondern durch Anker-
karten als vorgelagerter Prozess in Kapitel 5 erfolgt.
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Die Anwendung von Daten-Matching-Verfahren erfordert im Allgemeinen
die Aufbereitung der Lokalisierungsergebnisse, was zum einen die Steigerung
des Informationsgehalts der Trajektorien und zum anderen die Verringerung
des benötigten Datenvolumens sowie der resultierenden Komplexität ein-
schließt. Zudem empfiehlt es sich, im Rahmen einer optionalen Vorverarbei-
tung (engl. preprocessing), die Trajektorien auf Basis der erzeugten gemein-
samen Ankerkarte und der bereits verwendeten Distanzmessungen neu zu
generieren. Dies wird infolge bekannter Ankerpositionen nicht durch SLAM-
Verfahren, sondern durch konventionelle Lokalisierung gemäß Abschnitt 2.3.2
realisiert und hat meist eine hinlängliche Genauigkeitssteigerung zur Folge.
Damit zeitlich aufeinanderfolgende Trajektorienpunkte ihren räumlichen Be-
zug aufwerten und sich auf diese Weise schärfer von benachbarten Trajekto-
rien ohne belegbare Zusammengehörigkeit abgrenzen, kann jede Trajektorie
durch Einbeziehung einer bestimmten Menge von Interpolationspunkten zu-
sätzlich vorverarbeitet werden.
Weiterhin schlagen u.a. [HB05] und [SPTL11] eine kompaktere Repräsen-
tation der Informationsbasis vor, um Daten-Matching-Verfahren effizienter
auf einer niedrigeren Datenabstraktionsebene (z.B. markante geometrische
Merkmale wie Ecken oder T-Stücke als Knoten eines Graphen) durchfüh-
ren zu können. Die Aufbereitung konzentriert sich dabei ausschließlich auf
die für alle verfügbaren Trajektorien zusammengefassten Positionsinforma-
tionen. Somit spielt die Datenreihenfolge bzw. eine zeitbasierte Auswertung
etwa der Winkeländerung aufeinanderfolgender Punkte, was lediglich für je-
de Trajektorie einzeln applizierbar wäre, keine Rolle. Die kompaktere Re-
präsentation in 2D-Umgebungen wird üblicherweise durch die beiden aus
geometrischer Sicht primitivsten Möglichkeiten realisiert:
∙ Die Positionsinformationen lassen sich durch Punkte abstrahieren. Dies
erfolgt durch die Positionen selbst, durch Clusterpunkte innerhalb von
Kohonenkarten (engl. Self-organizing Map, kurz SOM) oder durch ei-
ne mittels Sampling reduzierte Positionsmenge. Letzteres enthält die
konsekutiven Operationen Skalieren, Runden, Löschen gleicher Posi-
tionen und Zurückskalieren. Aus den resultierenden Punkten können
ohne Weiteres keine geometrischen Merkmale extrahiert werden.
∙ Die Positionsinformationen lassen sich mit höherer Datenkomprimie-
rung durch Geraden abstrahieren. Dies erfolgt mittels der durch [SB04]
und [NMTS05] vorgestellten Verfahren. Die Gesamtheit aller Geraden
ermöglicht es, ohne Umstände relevante Merkmale zu identifizieren.
Die obigen Ausführungen legen die Verwendung von Geraden bei der
Datenaufbereitung nahe. Um im R𝑛 mit 𝑛 = 2 die gegebene 𝐿 × 𝑛-Po-





abstrahieren, wird die Summe der quadratischen orthogonalen Abstände von
X zur Geraden minimiert. Die kartesische Beschreibung der Geraden wird
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durch die Parameter Schwerpunkt X und Richtung 𝜃 des Normalenvektors
realisiert. Diese können nach [AS97] und [LM97] durch die orthogonale Re-






















mit ∆X = X−1𝐿X und dem Einsspaltenvektor 1𝐿 der Länge 𝐿 in geschlos-
sener Form bestimmt werden. Dabei kann das Regressionsergebnis gemäß
[GH11] als Teil einer Hauptkomponentenanalyse (engl. Principal Compo-
nent Analysis, kurz PCA) angesehen werden, wobei die Gleichungen 6.1 und
6.2 die effizientere Lösung bieten. Zudem finden im Fortgang des Kapitels
häufig die Schnittpunkte Xs zweier Geraden Verwendung, welche für X1 = X
und X2 = X die Projektionspunkte auf der Geraden mit dem Geradenvektor
und dem orthogonalen Normalenvektor
v1 =
(︀








darstellen. Die Punkte können numerisch durch die Cramer‘sche Regel
∆X =
(︀
X2,x − X1,x X2,y − X1,y
)︀
(6.5)
𝑐1 = (v2,y ∘ ∆X𝑥 − v2,x ∘ ∆X𝑦) ∘ (v2,y ∘ v1,x − v2,x ∘ v1,y)∘−1 (6.6)
𝑐2 = (v1,x ∘ ∆X𝑦 − v1,y ∘ ∆X𝑥) ∘ (v2,x ∘ v1,y − v2,y ∘ v1,x)∘−1 (6.7)
Xs =
(︀




X2,x + 𝑐2 ∘ v2,x X2,y + 𝑐2 ∘ v2,y
)︀ (6.8)
mit den Faktoren 𝑐1 und 𝑐2 bestimmt und geometrisch analysiert werden.
Ist der rechte Term in Gleichung 6.6 und 6.7 gleich Null, sind die Geraden
parallel oder identisch und Xs somit nicht existent.
6.1.1 Generierung von Geraden
Die Generierung von Geraden zur Abstraktion und Segmentierung der Positi-
onsinformationen beinhaltet gemäß [FP11] das Problem, dass weder die An-
zahl erforderlicher Geraden noch die Zuordnung einzelner Positionen zu den
Geraden bekannt ist. Eine wirkungsvolle Lösung stellt der Split-and-Merge-
Algorithmus dar, mit welchem nach [DH73], [Ein97] und [BA04] ähnlich dem
Ramer-Douglas-Peucker- bzw. Iterative-End-Point-Fit-Algorithmus Geraden
bestimmt werden. Der Algorithmus, dessen Funktionsprinzip in Abbildung
6.1 dargestellt ist, umfasst für das vorliegende Problem mit den Grenzwerten
𝜀𝒢 , 𝜀𝑑 und 𝜀𝐿 (s. Abschnitt 7.4.3) die Schritte:
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′, . . .
}︁
mit 𝐿
Positionen, welche sich aus den verfügbaren transformierten Objekt-
trajektorien zusammensetzt, in die initiale Liste X0 = Xall einfügen
2. eine bis dahin nicht betrachtete (Teil-)Liste X𝑖 ⊆ Xall mit 𝐿𝑖 Positionen
auswählen und die erweiterbare Liste X+𝑖 = X𝑖 initialisieren
3. eine orthogonale Regression (s. Gleichung 6.1 und 6.2) mit X̂︀=X+𝑖 sowie
eine Geometrieanalyse (s. Gleichungen 6.3 bis 6.7) mit X1̂︀=Xall und
den Regressionsergebnissen X2 = X
+
𝑖 und 𝜃 = 𝜃
+
𝑖 durchführen, um die
Faktoren 𝑐1,all und 𝑐2,all zu erhalten
4. die Liste X+𝑖 = Xnear ⊆ Xall mit den Positionen aus Schritt 4(b) ak-
tualisierten, noch nicht vorhandene Positionen aus X𝑖 ergänzen (sofern
Xnear nicht schon einen Mindestanteil davon enthält) und mit Schritt
3 fortfahren, falls








existieren, für die |𝑐2,all,𝑗 | < 𝜀𝒢 mit 𝑗 = 1,2, . . . , 𝐿 gilt, und
(b) sich unter diesen Positionen eine zusammenhängende Positions-
menge Xnear befindet, deren Projektionspunkte auf der Geraden
gemäß Abbildung 6.1(a) unter Bewertung von 𝑐1,near ausgehend
von X
+
𝑖 keine Lücke aufweisen, welche 𝜀𝑑 überschreitet, und
(c) eine empirisch definierte Anzahl aufeinanderfolgender Iterationen
(z.B. 10) zwischen Schritt 3 und 4 bis dahin nicht erreicht wurde
5. mit den Faktoren 𝑐1,𝑖 und 𝑐2,𝑖, welche sich auf die Positionen der Liste
X𝑖 beziehen, die Liste X𝑖 in eine bestimmte Anzahl von Teillisten,
welche mindestens 𝜀𝐿 Positionen enthalten, aufteilen, falls
(a) zusammenhängende Positionsmengen existieren, deren Projekti-
onspunkte unter Bewertung von 𝑐1,𝑖 durch Lücken, welche 𝜀𝑑 über-
schreiten, geteilt sind (Aufteilung anhand von Lücken), oder
(b) Schritt 5(a) nicht zutrifft, jedoch für die Distanz der ?̂?-ten Position
zur Geraden gilt |𝑐2,𝑖,?̂? | > 𝜀𝒢 mit








wobei Gleichung 6.9 empirisch die maximale Distanz zur Ge-
raden abhängig von 𝑐1,𝑖 (Distanz zwischen ?̂?-tem Projektions-
punkt und X
+
𝑖 ) sucht (Aufteilung gemäß Abbildung 6.1(b) an-
hand des ?̂?-ten und 𝑗adj-ten benachbarten Projektionspunkts mit
𝑗adj = arg min𝑗 |𝑐1,𝑖,𝑗 − 𝑐1,𝑖,?̂? | und 𝑗 ̸= ?̂?)
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6. falls keine der Bedingungen in Schritt 5(a) und (b) zutrifft, dann für














als Endpunkte der Strecke [𝒫𝒬]𝑖 auf der Geraden berechnen und zu-
sammen mit der Anzahl 𝐿𝑖,near dazugehöriger Positionen speichern
7. falls es bis dahin nicht betrachtete Listen gibt, mit Schritt 2 fortfahren
8. zur Auswahl von 𝐴 nutzbaren Strecken folgende Schritte solange durch-
führen, bis für alle Strecken weniger als 𝜀𝐿 Positionen verfügbar sind
(a) die Strecke [𝒫𝒬]𝑖 mit dem größten Wert 𝐿𝑖,near auswählen
(b) alle 𝐿𝑖,near Positionen, welche unter Umständen auch zu anderen
Strecken gehören, blockieren
(c) die Anzahl verfügbarer Positionen für alle Strecken aktualisieren
Der erläuterte Algorithmus enthält anwendungsbedingte Modifikationen.
Dazu zählen die Iterationen in Schritt 3 und 4. Diese abstrahieren nicht nur








, sondern beziehen iterativ
auch Positionen in Geradennähe zur Steigerung der Abstraktionsgenauigkeit
ein und führen damit Positionen unterschiedlicher Listen gewissermaßen zu-
sammen. Dabei sollte der Grenzwert 𝜀𝒢 in Abhängigkeit von der Streubreite
dieser Positionen quantifiziert werden, da Positionen mit geringerer Geraden-
nähe sich teilweise negativ auf die Regressionsqualität auswirken. Weiterhin
erfolgt die Segmentierung durch Teillisten in Schritt 5 primär anhand von
Lücken, da sich aus praktischer Sicht zunächst das Trennen räumlich se-
parater Trajektorienteile empfiehlt. Bei der anschließenden distanzbasierten
Segmentierung wird in Gleichung 6.9 neben der Distanz zur Geraden auch die
Distanz zwischen den Projektionspunkten und X
+
𝑖 berücksichtigt. Dadurch
werden Positionen bevorzugt, welche innerhalb von X𝑖 eher mittig liegen, was
ein sinnvolleres Aufteilen ermöglicht. Dieses stützt sich hierbei auf die 𝑗adj-
te Position, sodass gemäß Abbildung 6.1(b) die ?̂?-te Position Element der
einen und die 𝑗adj-te Position Element der anderen Teilliste ist. Damit wer-
den auch dann zwei im Vergleich zu X𝑖 veränderte Teillisten generiert, wenn
die ?̂?-te Position die äußerste Position ist. Schließlich werden zur geeigneten
Begrenzung der Geraden in Schritt 8 die Strecken {[𝒫𝒬]1, [𝒫𝒬]2, . . . , [𝒫𝒬]𝐴}
sequentiell ausgewählt.
Darüber hinaus kann die Abstraktion durch Geraden u.a. nach [Kov00]
und [WL16] prinzipiell auch durch die vergleichsweise komplexen Kantende-

















Abbildung 6.1: Verfahrensprinzip des Split-and-Merge-Algorithmus beispiel-
haft dargestellt für die Positionsmenge Xall. (a) zeigt die zusammenhängende
Positionsmenge Xnear ⊆ Xall, welche gemeinsam mit X𝑖 die Informationsba-
sis zur Regression bildet. In (b) wird anhand der ?̂?-ten und 𝑗adj-ten Position
die Liste X𝑖 in die beiden dargestellten Teillisten aufgeteilt.
6.1.2 Generierung eines Graphen
Die in Abschnitt 6.1.1 ermittelten Strecken, welche sich auf den generier-
ten Geraden befinden, lassen sich zur weiteren Datenaufbereitung in ihrer
Gesamtheit als planarer Graph beschreiben. Solche Graphen bestehen aus
Kanten, die sich ausschließlich an ihren Endpunkten berühren. Dadurch kön-
nen markante geometrische Trajektorienmerkmale in Form von Knoten eines
Graphen, welche sich als Informationsbasis der Daten-Matching-Verfahren in
Abschnitt 6.2 eignen, kompakt abstrahiert werden.
Die Knoten des planaren Graphen ergeben sich gemäß Abbildung 6.2
aus den End- und Schnittpunkten der insgesamt 𝐴 Strecken. Der Schnitt-
punkt Xs,𝑖,𝑗 mit 𝑖, 𝑗 = 1,2, . . . , 𝐴 und 𝑖 ̸= 𝑗 kann unter Verwendung der
Cramer‘schen Regel (s. Gleichungen 6.5 bis 6.8) mit X1 = X𝑖,𝒫 , X2 = X𝑗,𝒫 ,
v1 = X𝑖,𝒬−X𝑖,𝒫 und v2 = X𝑗,𝒬−X𝑗,𝒫 berechnet werden, wenn 𝑐1,𝑖,𝑗 und 𝑐2,𝑖,𝑗
wie in Abbildung 6.2(a) im Intervall [0,1] liegen. Dabei lässt sich die resultie-
rende Komplexität nach [BO79] und [dBCvKO08] auf Basis des Sweep-Line-




auf 𝒪(𝐴 log𝐴) verringern,
indem die Berechnung der Schnittpunkte nur für die Streckenkombinatio-
nen erfolgt, deren Strecken sich tatsächlich schneiden. Zusätzliche Knoten
ergeben sich aus den Schnittpunkten der durch die Strecken beschriebenen
Geraden, falls für die minimale Distanz







mit 𝑘𝑖 = 𝑘𝑗 = 𝒫,𝒬 und 𝑖 ̸= 𝑗 zwischen den Streckenendpunkten gilt 𝑑𝑖,𝑗 <
𝜀𝑑 (s. Abschnitt 7.4.3). Somit können auch benachbarte Endpunkte, deren
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Strecken sich nicht schneiden, gemeinsame Knoten bilden.
Aus den End- und Schnittpunkten wird anschließend der Graph 𝒢 =
{𝒮,𝒜} mit den Knoten 𝒮 = {X𝒫 ,X𝒬,Xs} und den Kanten 𝒜 = {X𝒮,𝑖 →
X𝒮,𝑗 |X𝒮,𝑖,X𝒮,𝑗 ⊂ 𝒮, 𝑖 ∈ 𝐼1, 𝑗 ∈ 𝐼2, 𝑖 ̸= 𝑗} generiert. Letztere setzen sich
aus den durch die berechneten Schnittpunkte geteilten Strecken zusammen
und werden mit Hilfe der Indexmengen 𝐼1 und 𝐼2 angegeben. Dabei bleiben
gemäß Abbildung 6.2(b) alle Kanten unberücksichtigt, welche sich aus End-
und Schnittpunkt ergeben und für die analog zu Schritt 8 in Abschnitt 6.1.1
weniger als 𝜀𝐿 Positionen verfügbar sind. Zudem empfiehlt es sich, nahe









Abbildung 6.2: Generierung eines planaren Graphen für eine beispielhafte
Positionsmenge. (a) zeigt die Schnittpunkte sich schneidender Strecken und
(b) die resultierenden Knoten und Kanten.
6.2 Daten-Matching-Verfahren
Die im Kontext dieser Arbeit betrachteten Daten-Matching-Verfahren stellen
einen absoluten Raumbezug her und beinhalten die unmittelbare Transfor-
mation der in Abschnitt 6.1 aufbereiteten relativen SLAM-Lokalisierungs-
ergebnisse aus Kapitel 4 und 5 in absolute Koordinaten. Zwar sind eben-
so die kartierten Anker zur Herstellung des Raumbezugs geeignet, jedoch
ergeben sich dabei Einschränkungen entweder hinsichtlich des erzielbaren
Automatisierungsgrades (eindeutige Identifizierung der Anker notwendig)
oder der Flexibilität bei der Installation (erforderliche geometrische Diversi-
tät mit Ankern prinzipiell schwerer realisierbar, als mit mobilen Objekten).
Auch die von [Kha86], [DFBT99], [PH08] und [NRALP13] vorgestellten in-
krementellen (z.B. MCL-basierten) Verfahren und die von [SF83], [Bun00]
und [GXTL10] diskutierten Ansätze wie Graph Edit Distance (GED) oder




Die im Folgenden betrachteten Daten-Matching-Verfahren lassen sich auf
Basis von Umgebungsdaten realisieren, welche grundsätzlich in drei Arten ka-
tegorisiert werden können. Die einfachste Art ist die Verwendung von Ziel-
positionen bspw. in Form potentiell vorhandener GNSS-Koordinaten, wel-
che den SLAM-Lokalisierungsergebnissen per Zeitstempel (engl. timestamp)
zugeordnet sind und gemäß Abschnitt 2.3.3 die Transformation dieser er-
möglichen. Falls notwendig, erfolgt dazu die Umrechnung polarer Angaben
(Dezimalgrad oder Grad, Minuten, Sekunden) in metrische Koordinaten ge-
mäß [Sny87] und [LKF+98]. Da aufgrund erforderlicher Schnittstellen sowie
drastisch eingeschränkter Indoor-Fähigkeit die GNSS-Datenakquisition und
somit die Verfahrensverfügbarkeit unter Umständen limitiert sein kann, wird
die Verwendung von Zielpositionen nicht weiter betrachtet.
Die beiden anderen Arten von Umgebungsdaten umfassen digitales vektor-
und rasterbasiertes Kartenmaterial wie Straßen- oder Gebäudepläne und
werden in Abschnitt 6.2.1 und 6.2.2 behandelt. Der Zugang zu solchen Daten
erfolgt im Regelfall über (Online-)GIS-Dienste wie (indoor) Google Maps
und OpenStreetMap (OSM) oder über entsprechende Landesvermessungs-
behörden. Die Transformationsparameter beim Daten-Matching lassen sich
durch planare Graphen bestimmen, die im Weiteren als Lokalisierungsgra-
phen 𝒢 = {𝒮,𝒜} bezeichnet und durch Abschnitt 6.1.2 generiert werden.
Die Graphen stellen eine Kongruenzabbildung und ggf. zentrische Streckung
(von Teilen) des Kartenmaterials dar und sollten ebenso wie dieses eine hin-
reichende geometrische Diversität (keine Achsen- oder Punktsymmetrie sowie
möglichst wenige sich wiederholende, ähnliche oder kongruente Strukturen)
enthalten, um einen eindeutigen und brauchbaren Raumbezug herzustellen.
Im Gegensatz zur Verwendung zeitlich referenzierter Zielpositionen ist für
solche Umgebungsdaten eine Datenassoziation, d.h. die ausschließlich geo-
metrische Zuordnung von SLAM-Lokalisierungsergebnissen und Kartenin-
formationen, erforderlich. Aufgrund der möglicherweise fehlenden Karten-
skalierung ist die Transformation zudem nicht immer skalierungsfrei.
Die Suche der optimalen Transformationsparameter im diskretisierten
höherdimensionalen Parameterraum erfolgt aus Gründen der Komplexität
und Lösungsstruktur1 koordiniert, weshalb Lösungsansätze wie die Brute-
Force-Methode oder globale Gradientenverfahren häufig versagen. Schließ-
lich stellen die mit denselben Parametern transformierten Anker das Ge-
samtergebnis des in dieser Arbeit entwickelten Verfahrens dar, wobei die
vorliegende Anker- und Trajektoriengeometrie durch die Transformation un-
verändert bleibt. Im Übrigen muss das jeweilige Daten-Matching-Verfahren
aus Anwendungssicht nicht notwendigerweise für jede Aktualisierung von 𝒢
ausgeführt werden, womit sich Unterschiede hinsichtlich der Verfahrenskom-
plexität kompensieren lassen.
1Bspw. für spiralförmige Karteninformationen können sich brauchbare Parameter im
Parameterraum direkt neben suboptimalen Parametern befinden.
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6.2.1 Vektorbasierte Karteninformationen
Liegen dem Daten-Matching vektorbasierte Karteninformationen wie etwa
Verkehrswegenetze zugrunde, können diese im Regelfall in GIS- und applika-
tionsspezifische Daten unterteilt werden. Letztere umfassen manuell erstellte
Referenztrajektorien (s. Abschnitt 7.2.2) und zielen aufgrund der Interaktion
durch einen Bearbeiter bei der Systemintegration prinzipiell auf eine teilau-
tomatisierte Integration funkbasierter Sensornetze ab.
Inspiriert vor allem durch den von [SW81] vorgestellten Ansatz aus dem
Bereich Molekularbiologie, stützt sich die koordinierte Suche der Transforma-
tionsparameter auf lokale Gemeinsamkeiten, welche transformationsinvariant
sind. Hierzu werden aus dem in Abschnitt 6.1.2 erstellten Lokalisierungsgra-
phen und den Karteninformationen ausgewählte Merkmale als Mengenpro-
dukt extrahiert, was den vorliegenden Parameterraum und damit die Kon-
vergenzgeschwindigkeit des Verfahrens immens reduziert. Dabei generieren
korrespondierende Merkmale eine passende Ausrichtung (engl. alignment),
welche zum einen das Finden (engl. detection, registration, recognition) in-
itialer Parameter als grobe Ausrichtung und zum anderen das Verfeinern der
Parameter als verbesserte Ausrichtung beinhaltet. Hierzu empfiehlt sich die
Repräsentation der vektorbasierten Karteninformationen als planarer Graph
𝒢map = {𝒮map,𝒜map}, dessen Knoten 𝒮map (z.B. Kreuzungen oder Kurven
im Verkehrswegenetz) sowohl gemäß [HB05] und [BdW12] strukturelle als
auch gemäß [DS00] und [GZY+14] geometrische Merkmale aufweisen.
6.2.1.1 Finden initialer Transformationsparameter
Der Algorithmus zur Bestimmung der initialen Transformationsparameter,
welche gemäß Abbildung 6.3 die Verschiebung, Rotation und ggf. Spiegelung
des Lokalisierungsgraphen 𝒢 sowie, falls erforderlich, die Skalierung des Kar-
tengraphen 𝒢map realisieren, umfasst mit den Grenzwerten 𝜀𝒢′ und 𝜀X (s.
Abschnitt 7.4.3) die Schritte:
1. die 𝐿×2-Koordinatenmatrix X der 𝐿 Interpolationspunkte bestimmen,
welche wie in Abbildung 6.3(a) auf den Kanten 𝒜 von 𝒢 mit dem
Abstand 𝜀X zwischen zwei benachbarten Punkten liegen
2. die Knoten 𝒮𝑖1 ∈ 𝒮 und 𝒮map,𝑖2 ∈ 𝒮map, welche als strukturelle Merk-
male jeweils mindestens zwei Kanten aufweisen, mit 𝑖1 ∈ 𝐼 und 𝑖2 ∈
𝐼map sowie den Indexmengen 𝐼 und 𝐼map suchen und,
(a) falls gilt 𝐼 ̸= ∅ und 𝐼map ̸= ∅, alle paarweisen Knotenmengenele-
mente {{𝑖1 = 1, 𝑖2 = 1}, {𝑖1 = 1, 𝑖2 = 2}, . . . } bilden,
(b) ansonsten analog dazu Mengenelemente aus allen Knoten bilden
3. ein bis dahin nicht betrachtetes Mengenelement {𝑖1, 𝑖2} auswählen
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4. die Rotationsmatrix ℛ𝑖1,𝑖2,𝑘 durch Gleichung 2.21 und
𝛼𝑖1,𝑖2,𝑘 = atan2 (∆X𝑗2,y,∆X𝑗2,x) − atan2 (∆X𝑗1,yℰ𝑘,∆X𝑗1,xℰ𝑘)
(6.12)
mit dem Vektor ∆X𝑗1 der 𝑗1-ten Kante 𝒜𝑖1,𝑗1 des 𝑖1-ten Knotens (für
𝒜map,𝑖2,𝑗2 analog dazu) bestimmen, was mit ℰ𝑘 = diag( 1 𝑘 ) und
𝑘 = 1,−1 direkt und gespiegelt erfolgt, wobei mittels Brute-Force-
Methode die 𝑗1-te und 𝑗2-te Kante gesucht wird, für welche alle übrigen
Kanten bestmöglich, d.h. gemäß der minimalen Summe der Winkelfeh-
lerquadrate, übereinstimmen (da verschiedene Kantenpaare aufgrund
von Winkelmehrdeutigkeiten ggf. ähnlich gut übereinstimmen, emp-
fiehlt sich die Realisierung weiterer oder aller Rotationsvarianten)
5. falls die Skalierung für 𝒢map unbekannt ist, den Skalierungsfaktor 𝑐𝑖1,𝑖2 =
∆X𝑗1/∆X𝑗2 auf Basis des Kantenlängenverhältnisses zwischen den Kan-
ten 𝒜𝑖1,𝑗1 und 𝒜map,𝑖2,𝑗2 (alternativ zwischen 𝒜𝑖1 und 𝒜map,𝑖2 oder 𝒜
und 𝒜map) bestimmen, ansonsten gilt 𝑐𝑖1,𝑖2 = 1 (ggf. 𝑐𝑖1,𝑖2 durch das
Distanzverhältnis verbessern, welches aus den Distanzen zwischen 𝒮
und 𝒮𝑖1 sowie 𝒮map und 𝒮map,𝑖2 resultiert, wobei 𝒮 bspw. mittels k-d-
oder SR-Baum den nächsten Knoten aus 𝒮map zugeordnet ist)
6. die transformierten Interpolationspunkte
X′𝑖1,𝑖2,𝑘 = 1𝐿tmap,𝑖2 + (X − 1𝐿t𝑖1) ℰ𝑘ℛ
𝑇
𝑖1,𝑖2,𝑘 (6.13)
mit dem Einsspaltenvektor 1𝐿 der Länge 𝐿 sowie den Translationszei-
lenvektoren t𝑖1 = X𝒮𝑖1 und tmap,𝑖2 = 𝑐𝑖1,𝑖2X𝒮map,𝑖2 bestimmen





1 wenn min𝑗 𝑐2,𝑗,𝑙 < 𝜀𝒢′
0 sonst
(6.14)
der transformierten Interpolationspunkte bestimmen, deren Abstand
zur 𝑗-ten nächsten skalierten Kante 𝒜′map,𝑗 den Grenzwert 𝜀𝒢′ nicht
überschreitet, wobei 𝑐2 aus Gleichung 6.7 resultiert mit
∆X𝑗,𝑙 = X
′





aus den Koordinaten X𝑗,𝒫 und X𝑗,𝒬 der beiden Knoten von 𝒜map,𝑗
sowie v2,𝑗 aus Gleichung 6.4
8. falls es bis dahin nicht betrachtete Knotenmengenelemente gibt, mit
Schritt 4 fortfahren
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= arg max𝑖1,𝑖2,𝑘 𝐿𝑖1,𝑖2,𝑘 auswählen
Im erläuterten Algorithmus werden zu Beginn die Interpolationspunkte
X als Hilfsgrößen beim Daten-Matching bestimmt. Diese erweisen sich als
weitgehend robust gegenüber partiellen Unterschieden2 zwischen dem Loka-
lisierungsgraphen 𝒢 sowie dem Kartengraphen 𝒢map und berücksichtigen (im
Gegensatz zur direkten Verwendung der Knoten 𝒮) durch ihre Anzahl impli-
zit unterschiedliche Kantenlängen innerhalb von 𝒢. Weiterhin werden zur Be-
stimmung der Rotationsmatrix ℛ𝑖1,𝑖2,𝑘 in Schritt 4 die Winkel zwischen den
Kanten der Knoten 𝒮𝑖1 und 𝒮map,𝑖2 als geometrische Merkmale verwendet,
da diese verglichen mit den Kantenlängen deutlich robuster gegenüber et-
waigen partiellen Unterschieden sind. [TNNL02] und [TL05] schlagen zudem
die Verwendung komplexerer Merkmale vor, welche die Beziehung mehrerer
benachbarter Knoten beschreiben.
In Gleichung 6.14 wird bei der heuristischen Definition von 𝐿𝑖1,𝑖2,𝑘 als
Kriterium zur Auswahl der initialen Transformationsparameter davon aus-
gegangen, dass sich der überwiegende Teil der Kanten 𝒜 und damit der
Interpolationspunkte X in 𝒢map wiederfinden, d.h., dass brauchbare Karten-
informationen und dazu passende Lokalisierungsergebnisse vorliegen. Falls
dies nicht zutrifft, ergeben sich ebenso adäquate Transformationsparameter,
jedoch sind bei unbekannter Kartenskalierung unter Umständen fehlerhafte
Parameter zu erwarten. Kommen in Schritt 9 mehrere gute Parametersets
in Frage, kann der Abstand 𝑐2,𝑗,𝑙, welcher aus der Projektion auf 𝒜′map,𝑗
resultiert, zur Bewertung hinzugezogen werden, wobei das Set mit der mi-
nimalen Summe aller Abstandsquadrate für 𝑐2,𝑗,𝑙 < 𝜀𝒢′ favorisiert wird. Ne-
ben der projektionsbasierten Abstandsmetrik ist ebenso die Verwendung der
Hausdorff- oder Fréchet-Metrik denkbar. Darüber hinaus wird bei der Defi-
nition des Kriteriums auf die Einbeziehung topologischer Informationen in
Form von Routing im Verkehrswegenetz, das von [QOZN03], [BPSW05] und
[LZZ+09] diskutiert wird, verzichtet, vor allem da für potentiell fehlerhafte 𝒢
oder 𝒢map keine unterbrechungsfreien Routen angenommen werden können.
6.2.1.2 Verfeinern der Transformationsparameter
Das Verfeinern der Transformationsparameter optimiert die Ausrichtung der
Graphen 𝒢′ und 𝒢′map zueinander und stützt sich ähnlich wie in Abschnitt
6.2.1.1 auf die Interpolationspunkte X. Dabei kommt als effizienter Ansatz
das Gradientenverfahren Point-to-Line Iterative Closest Point (PLICP) zum
Einsatz, welches [PHYH06] und [Cen08] formulieren. Für das vorliegende
Problem werden in jedem Iterationsschritt 𝑘 die verfeinerten Parameter für
2Die Kanten von 𝒢 können im Vergleich zu denen von 𝒢map fehlerhaft, d.h. zusammen-







skalierter Kartengraph G ′map
transformierter Lokalisierungsgraph G ′
transformierte Interpolationspunkte X′
Abstand zur nächsten Kante A′map,j
suboptimales Mengenelement {i1, i2}
(b)
skalierter Kartengraph G ′map
transformierter Lokalisierungsgraph G ′
transformierte Interpolationspunkte X′
Abstand zur nächsten Kante A′map,j
bestes Mengenelement {î1, î2}
(c)
initialer Kartengraph G ′map,0
initialer Lokalisierungsgraph G ′0
PLICP Kartengraph G ′map,k
PLICP Lokalisierungsgraph G ′k
(d)
Abbildung 6.3: Vektorbasiertes Daten-Matching-Verfahren für die beispiel-
haften Graphen 𝒢 und 𝒢map. (a) zeigt diese in ihrem Ausgangszustand und
die Interpolationspunkte X. In (b) sind die transformierten Graphen 𝒢′ und
𝒢′map für eine suboptimale und in (c) für das beste Knotenmengenelement
{̂𝑖1, ?̂?2} dargestellt. Auf letzterem basiert die Auswahl der initialen Transfor-
mationsparameter, aus denen die PLICP-Ergebnisse in (d) resultieren.





ℱ (t𝑘, 𝑐𝑘,ℛ𝑘) (6.17)
















anhand von Abschnitt 2.3.3 bestimmt. Da die Kartenskalierung nicht für 𝒢,
sondern für 𝒢map erfolgt, wird hierbei im Gegensatz zu Gleichung 2.20 die
reziproke Skalierung 1/𝑐𝑘 als Faktor vor den Interpolationspunkten X, welche
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sich auf 𝒢 beziehen, verwendet. Die Projektionspunkte X′s,𝑘−1 resultieren aus
der Projektion der im vorhergehenden Iterationsschritt 𝑘−1 transformierten
Interpolationspunkte
∀𝑙 : X′𝑘−1,𝑙 = 𝑐𝑘−1t̂𝑘−1 + X𝑙ℛ̂𝑇𝑘−1 (6.19)
auf die mittels Brute-Force-Methode ausgewählte 𝑗-te jeweils nächste Kante
∀𝑗 : 𝒜′map,𝑘−1,𝑗 = {𝑐𝑘−1X𝑗,𝒫 , 𝑐𝑘−1X𝑗,𝒬} (6.20)
mit der Initialisierung X′0 = X
′
?̂?1 ,̂𝑖2,𝑘
und 𝒜′map,0 aus Abschnitt 6.2.1.1. Da-
bei werden aus Konvergenzgründen nur die Punkte zur Transformation ge-
nutzt, deren Abstände den Grenzwert 𝜀𝒢′ nicht überschreiten. Die Berech-
nung von X′s,𝑘−1 erfolgt auf der Grundlage von Gleichung 6.8 mit ∆X𝑗,𝑘−1,𝑙
und v1,𝑘−1,𝑗 aus Gleichung 6.15 und 6.16 für die Kartenskalierung 𝑐𝑘−1. Der
in Gleichung 6.18 verwendete Normalenvektor v2,𝑘−1,𝑗 der Kante 𝒜′map,𝑘−1,𝑗
realisiert die projektionsbasierte Abstandsmetrik als zentralen Ansatz des
PLICP-Verfahrens und ergibt sich aus Gleichung 6.4.
Das Verfahren konvergiert im Regelfall nach einer geringen zweistelligen
Anzahl von Iterationen und kann mit |ℱ𝑘 − ℱ𝑘−1| < 𝜀 durch einen empi-
risch definierten Grenzwert abgebrochen werden. Schließlich wird der trans-
formierte Lokalisierungsgraph ∀𝑗 : 𝒢′𝑘 =
{︁
𝑐𝑘 t̂𝑘 + X𝒮𝑗ℛ̂𝑇𝑘
}︁
und der skalierte





generiert, welches in Abbildung 6.3(d) zusammen mit den initialen Graphen
dargestellt ist.
6.2.2 Rasterbasierte Karteninformationen
Die Einbeziehung von Rasterkarten bzw. Rastergrafiken (s. Abschnitt 2.2.2.1
und 7.2.2) in Lokalisierungs- und Navigationsanwendungen ist vielschich-
tig. Bspw. segmentieren [NYLZ08] und [LZP+10] Merkmale wie Kreuzungen
oder Kurven in Verkehrswegenetzen, während [HMS02] das Ausbringen von
Sensorknoten durch die Interaktion mit Hindernisobjekten der Rasterkarte
diskutieren oder [Aur91], [JKWT98] und [SPT+14] Trajektorien durch ein
Generalized Voronoi Diagram (GVD)3 morphologisch generieren.
Vor diesem Hintergrund finden rasterbasierte Karteninformationen auch
innerhalb dieser Arbeit beim Daten-Matching Verwendung. Dieses erfolgt
ebenso wie in Abschnitt 6.2.1 als koordinierte Suche der Transformations-
parameter gemäß Abbildung 6.4 in einem zweistufigen Prozess. Dabei wird,
ähnlich wie von [Car08] und [SPTL11] vorgeschlagen, der vorliegende Para-
meterraum durch die Bestimmung potentieller Rotationsparameter zunächst
3Ein GVD vollzieht für gegebene Strukturen einer Rasterkarte eine Segmentierung in
Regionen und verhält sich dabei dual zur Delaunay-Triangulation. Die Regionen umfassen
die bezüglich einer Metrik jeweils nächsten Rasterzellen. Hit Hilfe der Regionsgrenzen
können unter Umständen Trajektorien mobiler Objekte impliziert werden.
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reduziert. Für diese werden anschließend mittels Brute-Force-Methode die
Verschiebung und ggf. Spiegelung des in Abschnitt 6.1.2 erstellten Lokalisie-
rungsgraphen 𝒢 sowie, falls erforderlich, die Skalierung der gegebenen Ras-
tergrafik ℐ auf Basis einer Rasterzellenanalyse ermittelt. Unter Berücksich-
tigung von Abschnitt A.4 wird zudem die Verwendung von ℐ als Binärbild
favorisiert, da die Frage, ob sich die Position eines mobilen Objekts innerhalb
einer Rasterzelle befindet oder ob diese mit Hindernissen belegt ist, praktisch
eine binäre Entscheidung nach sich zieht. Im Übrigen kann das Binärbild für
eine robustere Analyse einer Bildglättung (engl. image smoothing), d.h. dem
Entfernen einzelner räumlich isolierter Binärwerte ohne signifikanten Infor-
mationsverlust, unterzogen werden.
Um die potentiellen Rotationsparameter, mit denen 𝒢 rotiert wird, zu
bestimmen, werden die Lagewinkel der Kanten in 𝒢 und ℐ als geometrische
Merkmale analysiert. Diese befinden sich jeweils in einem rechtshändigen Ko-
ordinatensystem und sind in Abbildung 6.4(a) dargestellt. Dabei lassen sich
die überwiegend orthogonalen Strukturen, die generell für viele Verkehrswe-
genetze und Gebäude sowie der dort generierten Objekttrajektorien vorlie-
gen, gezielt ausnutzen. Dies erfolgt, indem einerseits die Lagewinkelanalyse
für alle Quadranten des Koordinatensystems von 𝒢 und ℐ gemeinsam durch-
geführt und andererseits in jedem Quadranten lediglich ein Rotationspara-
meter vermutet wird. Die Rotationsmatrix ℛ𝑖,𝑘 kann anhand von Gleichung
2.21 mit der Winkeldifferenz




welche ein Vielfaches von 𝜋/2 mit 𝑖 = 0,1,2,3 enthält, gebildet werden, wobei
für 𝜃′ das Intervall [0;𝜋/2) genügt. Dabei entspricht ∆𝜃′𝑖,𝑘, das in Abbildung
6.4(b) für 𝑖 = 0 und 𝑘 = 1 dargestellt ist, vom Charakter her dem Ergebnis
einer Kreuzkorrelation. Der mittels Radon- oder Hough-Transformation (s.
Abschnitt A.4) berechnete dominierende Lagewinkel 𝜃′ℐ der Rastergrafik ℐ
ergibt sich ausgehend von Gleichung A.9 durch





T𝜃1,𝑑 + T𝜃2,𝑑 wenn T𝜃1,𝑑 ≥ 𝜀,T𝜃2,𝑑 ≥ 𝜀
T𝜃1,𝑑 wenn T𝜃1,𝑑 ≥ 𝜀,T𝜃2,𝑑 < 𝜀
T𝜃2,𝑑 wenn T𝜃1,𝑑 < 𝜀,T𝜃2,𝑑 ≥ 𝜀
0 sonst
(6.22)
mit 𝜃1 = 𝜃′ und 𝜃2 = 𝜃′ + 𝜋/2. Der dominierende Lagewinkel 𝜃′𝒢,𝑘 des Loka-
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mit dem Vektor ∆X𝑗 der 𝑗-ten Kante 𝒜𝑗 von 𝒢 bestimmt, was mit ℰ𝑘 =
diag( 1 𝑘 ) und 𝑘 = 1,−1 analog zu Gleichung 6.12 direkt und gespiegelt
erfolgt. Der Median als robuster Schätzer mittelt in Gleichung 6.23 alle Lage-
winkel 𝜃′𝑘,𝑗 der Kanten, wobei aufgrund des definierten Intervalls [0;𝜋/2) die
Modulo-Funktion (Division mit Rest) sowie die Faktoren 4 und 1/4 verwen-
det werden. Um darüber hinaus auch dann brauchbare Rotationsparameter
zu bestimmen, falls die Ausdehnung der Rastergrafik ℐ die des Lokalisie-
rungsgraphen 𝒢 um Größenordnungen übersteigt, sollte ℐ in eine geeignete
Anzahl unabhängiger Grafiken aufgeteilt werden. Für diese lassen sich im





















































skalierte Rastergrafik I ′
transformierter Lokalisierungsgraph G ′
(d)
Abbildung 6.4: Rasterbasiertes Daten-Matching-Verfahren beispielhaft rea-
lisiert für den Lokalisierungsgraphen 𝒢 und die Rastergrafik ℐ. (a) zeigt
diese in ihrem Ausgangszustand und die Interpolationspunkte X, während
in (b) die Lagewinkel der Kanten für 𝒢 als Histogramm dargestellt sind. (c)
zeigt die Schwarz-Weiß-Übergänge aller Verschiebungsparameter t. Aus den
Parametern im mittleren Bereich resultieren in (d) schließlich die Daten-
Matching-Ergebnisse 𝒢′ und ℐ ′.
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Des Weiteren werden die für das Daten-Matching benötigten Verschie-
bungsparameter t und, falls erforderlich, die Skalierungsparameter 𝑐 be-
stimmt, indem der vorliegende Parameterraum begrenzt und sinnvoll dis-
kretisiert wird. Als adäquate Heuristik diesbezüglich sind die Skalierungs-
grenzen am Verhältnis der Ausdehnung von 𝒢 und ℐ orientiert, während die
Verschiebungsgrenzen durch die Positionierung des Koordinatenmittels von
𝒢 am Bildrand von ℐ definiert werden. Die Diskretisierung des Parameter-
raums richtet sich stark nach der verfügbaren Rechen- und Speicherkapazi-
tät, wobei die einfach realisierbare manuelle Skalierung der Rastergrafik ℐ
eventuellen Kapazitätsengpässen entgegenwirken kann. Zur Bestimmung der
besten Transformationsparameter t𝑝, 𝑐𝑞, ℰ𝑘 und ℛ?̂?,𝑘 mit
{︁












aus denen sich der transformierte Lokalisierungsgraph 𝒢′ und die skalier-
te Rastergrafik ℐ ′ in Abbildung 6.4(d) ergeben, wird eine Rasterzellenana-
lyse durchgeführt. Diese kumuliert für ausgewählte Rasterzellen in ℐ die
jeweiligen Schwarz-Weiß-Übergänge als geeignetes Kriterium beim Daten-
Matching, welche insbesondere an Strukturen wie Straßenbegrenzungen oder
Gebäudewänden auftreten. Ziel dabei ist es, möglichst wenige unterschied-
liche Binärwerte ℐ𝑦,𝑥 benachbarter Rasterzellen (𝑥, 𝑦) zu erhalten. Hierbei
zeigen sich die Vorteile des Binärbilds, welches im Gegensatz zum Graustu-
fenbild (s. Abschnitt A.4) über weitaus weniger Übergänge und damit eine
geringere Wahrscheinlichkeit für das Analyseergebnis falsch positiv verfügt.
Die Rasterzellenauswahl in Gleichung 6.25 erfolgt durch die Koordinaten







mit der kaufmännischen Rundungsfunktion [·]. Dafür wird analog zu Ab-
schnitt 6.2.1 die hinreichende Anzahl von 𝐿𝑗 Interpolationspunkten X𝑗 auf
der 𝑗-ten Kante 𝒜𝑗 bestimmt und gemäß Abschnitt 2.3.3 transformiert. Da
zur Generierung der Rasterzellenkoordinaten der Lokalisierungsgraph 𝒢 in
das Koordinatensystem der Rastergrafik ℐ skaliert wird und nicht umgekehrt,
enthält Gleichung 6.26 die reziproke Skalierung 1/𝑐𝑞. Koordinaten, welche
sich außerhalb von ℐ befinden, wird als konservative Annahme ein Schwarz-
Weiß-Übergang zugeordnet. Kommen darüber hinaus in Gleichung 6.25 meh-
rere gute Parametersets in Frage, wie für die Verschiebung im mittleren Be-
reich in Abbildung 6.4(c) dargestellt, können entsprechende Verschiebungs-




Die Evaluation des entwickelten Verfahrens zur automatisierten Integration
funkbasierter Sensornetze beschäftigt sich mit der Frage, wie gut dieses die
in Abschnitt 1.2 spezifizierten Anforderungen realisiert. Die Untersuchun-
gen dazu umfassen neben der Verifikation und Validierung des modularen
Verfahrens das Finden grundlegender Abhängigkeiten bzw. verfahrensinhä-
renter Tendenzen und erfolgen unter verkehrstelematischen Gesichtspunkten
wie das Bewegungsverhalten mobiler Objekte oder den Eigenschaften des
Sensornetzes.
Im Folgenden werden der methodische Ansatz vorgestellt, Datenbasis
und Testszenarien definiert sowie SLAM-, Ankerkarten-Merging- und Daten-
Matching-Verfahren bewertet.
7.1 Methodischer Ansatz
Der methodische Ansatz zur Verfahrensevaluation beinhaltet die Verifika-
tion und Validierung der in den Kapiteln 4 bis 6 beschriebenen Verfahren
und deren Ergebnisse. Gemäß [Roa98] wird dabei der Nachweis zur Eignung
der Verfahren erbracht, indem bestimmte Aussagen behauptet und unter
Einbeziehung von Referenzinformationen (s. Abschnitt 7.3) auf deren Gül-
tigkeit überprüft werden. Diesem Prozess geht im Allgemeinen eine Plausi-
bilitätskontrolle voraus, welche grob abschätzt, ob die Verfahrensergebnisse
plausibel, d.h. annehmbar und nachvollziehbar, sind oder nicht. Die übli-
cherweise anhand von Kontextinformationen durchgeführte Kontrolle erfolgt
mit lediglich geringem Aufwand, wobei weniger offensichtliche Fehler in den
Ergebnissen zunächst nicht wahrgenommen werden können.
Für die Generierung der zu überprüfenden Aussagen sei ℱ*(d*) die in Ab-
schnitt 1.2 spezifizierte Problemstellung, welche von der exakten Datenbasis
d* abhängt. Weiterhin seien d die mehr oder weniger fehlerhaften Sensorda-
ten und ℱ das entwickelte Verfahren, das ℱ* numerisch löst. Hierzu formu-
lieren [BSF88] und [Hig02] Aussagen hinsichtlich
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∙ Kondition ‖ℱ*(d) −ℱ*(d*)‖ (welchen Einfluss haben fehlerhafte Da-
ten auf die Problemstellung),
∙ Stabilität ‖ℱ(d) −ℱ(d*)‖ (wie robust ist das Verfahren bei fehlerhaf-
ten Daten, was gemäß [Wil61] durch Vorwärts- und Rückwärtsanalyse
bestimmt werden kann),
∙ Konsistenz ‖ℱ(d*) −ℱ*(d*)‖ (wie gut löst das Verfahren die Problem-
stellung bei exakter Datenbasis tatsächlich) und
∙ Konvergenz ‖ℱ(d) −ℱ*(d*)‖ (wie gut löst das Verfahren die Problem-
stellung, wobei ein absolut konsistentes Verfahren mit
lim
𝑡−→∞
E (‖ℱ𝑡(d) −ℱ*(d*)‖) = 0 (7.1)
im Limit zur exakten Lösung konvergiert).
Die Aussagen lassen sich als Mindestanforderung durch ‖·‖ < 𝜀 mit einer ge-
eigneten Norm ‖·‖ sowie dem Grenzwert 𝜀 qualifizieren und können schließ-
lich überprüft werden. Das Zusammenwirken von Kondition, Stabilität, Kon-
sistenz und Konvergenz kann beispielhaft anhand der Lösung des SLAM-
Problems, der Lokalisierung von mobilen Objekten bei gleichzeitiger Anker-
kartenerstellung (s. Abschnitt 4.1) verdeutlicht werden. Dieses Problem, das
praktisch nicht durch Veränderungen der Datenbasis konditioniert wird, lässt
sich durch ein konkretes SLAM-Verfahren realisieren. Dessen Funktionalität
richtet sich nach den anwendungsbedingten Zielvorgaben, was mitunter zu
vereinfachten Aussagen führt. Wird als SLAM-Ergebnis z.B. eine möglichst
genaue Ankerkarte gefordert, müssen Stabilität ebenso wie Konsistenz voll-
ständig erfüllt werden, woraus die Konvergenz der numerischen Lösung gegen
die exakte Lösung bzw. Referenz folgt. Soll hingegen eine Kartennavigati-
on1 durch das SLAM-Verfahren umgesetzt werden, wird im Vergleich dazu
lediglich die Erfüllung von Stabilität erwartet, solange die Navigation des
mobilen Objekts lokal konvergiert. In diesem Fall kann auf eine konsistente
Ankerkartenerstellung, die auch die Fähigkeit zum Schließen von Schleifen
(s. Abschnitt 4.1.3) voraussetzt, verzichtet werden.
Die Bewertung der Aussagen erfolgt allgemein durch Genauigkeitsanga-
ben, falls relevant über den Verfahrensverlauf hinweg, und wird in Abschnitt
7.4 realisiert. Nach DIN 55350-13:1987-07 ist Genauigkeit im Falle von Kon-
vergenz das Maß an Übereinstimmung der Verfahrensergebnisse ℱ(d) mit
dem Referenzwert ℱ*(d*), wobei sich aus dem Genauigkeitsbegriff häufig
weiterführende Begriffe wie Richtigkeit und Präzision (s. Abschnitt 2.1.4.2)
ableiten lassen. Zur methodischen Beschreibung der Genauigkeit eignen sich
gemäß [LC06] und [CD14] die Qualitätsmaße mittlerer absoluter Fehler (engl.
1Mobile Objekte können nur dann innerhalb einer Karte navigieren, wenn enthaltene
lokale Nachbarschaftsbeziehungen topologisch unterbrechungsfrei sind.
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Mean Absolute Error, kurz MAE) und Wurzel des mittleren quadratischen
Fehlers (engl. Root Mean Square Error, kurz RMSE). Für 𝐿 Einzelfehler














mit 𝑖 = 1,2, . . . , 𝐿 und dem Fehler 𝑅𝑖 = ‖ℱ𝑖(d) −ℱ*𝑖 (d*)‖ definiert, wobei 𝑄
im Intervall [0;∞) liegt und geringere 𝑄 genauere Ergebnisse kennzeichnen.
Weiterhin gilt 𝑄MAE ≤ 𝑄RMSE, während 𝑄RMSE aufgrund der verwende-
ten Fehlerquadrate insbesondere dann bevorzugt wird, wenn verhältnismä-
ßig große Einzelfehler als negativ bewertet werden sollen. Für eine detail-
liertere Bewertung der in diesem Abschnitt formulierten Aussagen kann die
genaue Verteilung der Einzelfehler herangezogen werden. Dies wird durch







1 wenn 𝑅𝑖 ≤ 𝑅
0 sonst
(7.4)
realisiert, welche nach [VdV98] über alle möglichen Fehler 𝑅 den Anteil der
Einzelfehler ermittelt, die kleiner oder gleich 𝑅 sind. Zudem werden die üb-
lichen Quantile von 90% und 95% der Einzelfehler quantifiziert und tabella-
risch dargestellt. Des Weiteren kommt dem Vergleich der Verfahrensgenau-
igkeit mit dem Stand der Technik (s. Abschnitt 1.1) eine untergeordnete
Rolle zu, da das entwickelte Verfahren anstatt auf Genauigkeitssteigerung
auf Automatisierung und damit der Erschließung zukünftiger Anwendungs-
bereiche abzielt. D.h., auch wenn das Verfahren ungenauer sein sollte, können
die Verfahrensergebnisse für viele (neu erschlossene) Anwendungen vollkom-
men ausreichen. Weil nichtautomatisierte Systeme üblicherweise Genauig-
keitswerte im Dezimeter- oder Zentimeterbereich liefern, erfolgt der Vergleich
innerhalb der Konvergenzüberprüfung zur Vereinfachung mit der geringfügig
anspruchsvolleren exakten Lösung.
Betrachtungen zur Rechen- und Speicherkomplexität sowie zum konkre-
ten Implementierungsaufwand werden nicht innerhalb der Verfahrensevalua-
tion durchgeführt, da diese Aspekte in den Kapiteln 4 bis 6 bereits teilweise
diskutiert und ohnehin bei der Verfahrensauswahl und -umsetzung im Sinne
begrenzter Ressourcen berücksichtigt wurden.
7.2 Datenbasis
Die Datenbasis, welche die Funktionalität des entwickelten Verfahrens er-
möglicht, setzt sich aus Sensordaten und digitalem Kartenmaterial zusam-
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men. Im Rahmen der Verfahrensevaluation stellt sich die grundsätzliche Fra-
ge, ob hierbei reale oder synthetische, d.h. künstlich erzeugte, Sensordaten
verwendet werden oder beide. Den Ausgangspunkt für die Daten bilden in
beiden Fällen die an bestimmten Positionen befindlichen Anker und mobilen
Objekte, an welche folgende Bedingungen zur Gewährleistung der Verfah-
rensfunktionalität gestellt werden:
∙ Die Anker müssen das gesamte Anwendungsareal unter Berücksichti-
gung der maximal möglichen Funk- bzw. Messreichweite räumlich so
abdecken, dass an jedem Ort mindestens zwei Anker verfügbar sind.
∙ Die mobilen Objekte müssen ein Bewegungsverhalten aufweisen, das
sich aus geometrischer Sicht zur Verfahrensumsetzung eignet. Dies um-
fasst folgende Anforderungen:
– Eine Bewegung muss existieren.
– Die Bewegungsdauer muss für die Konvergenz der SLAM-Verfah-
ren (höchstens zwei Hypothesen pro Anker) ausreichend sein.
– Der resultierende Trajektorienverlauf muss ohne Neuinitialisie-
rung des SLAM-Verfahrens eindeutig sein, d.h., bei Verläufen
der Form yp und yq muss der Mittelteil kürzer als die maximale
Messreichweite sein (s. Abschnitt 4.1.2.4).
– Die resultierenden Trajektorienverläufe dürfen sich im Falle kol-
linearer Trajektorien nicht ausschließlich auf derselben Geraden
befinden (s. Abschnitt 5.2.1).
– Die Gesamtheit aller Trajektorien muss eine hinreichende geome-
trische Diversität aufweisen (s. Abschnitt 6.2).
Dabei besteht hinsichtlich der Verwendung synthetischer Daten die Notwen-
digkeit, Anker und mobile Objekte als zentrale Systemelemente unter diesen
Randbedingungen zu simulieren.
Der Vorteil realer Systemelemente ist deren Anwendungsnähe, da phy-
sischer Verkehr zwangsläufig zu realistischen Trajektorien in Hinblick auf
den Bewegungsverlauf der mobilen Objekte führt. Simulierte Systemelemen-
te bieten hingegen vielfältige Vorteile. Einerseits sind Anzahl, Position und
Eigenschaften der betreffenden Anker sowie Objekttrajektorien variabel und
damit während der Evaluation flexibel adaptierbar. Andererseits liegen für
die simulierten Systemelemente sämtliche Positionsreferenzen vor, deren Her-
stellung insbesondere für hohe Bewegungsdynamiken und aufgrund meist
eigener Zeit- und Koordinatenangaben ansonsten relativ aufwändig wäre.
Zudem ist die Simulation der Systemelemente durch den vergleichsweise ge-
ringen praktischen Aufwand skalierbar, wodurch die für eine statistisch be-
lastbare Evaluation hinreichende Informationsmenge gebildet werden kann.
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Diesbezüglich erweist sich die Simulation mit Hilfe von digitalem Kar-
tenmaterial (s. Abschnitt 7.2.2), welches die fehlende Anwendungsnähe weit-
gehend kompensiert, als überaus wirkungsvoll. Dabei werden die Positionen
für Anker und mobile Objekte anhand entsprechender Karteninformationen
und spezifischem Vorwissen (z.B. aus Ortsbegehungen und BMS-Daten wie
Fahrzeugbewegungen oder Betriebsprozesse) simuliert und innerhalb der in
Abschnitt 7.3 definierten Testszenarien verwendet.
7.2.1 Sensordaten
Als Sensordaten werden, wie in Abschnitt 1.2 beschrieben, paarweise Distan-
zen zwischen dem Sensorknoten jedes mobilen Objekts und den vorhandenen
Ankerknoten bezeichnet. Die Distanzen verfügen über Zeitstempel sowie be-
kannte Korrespondenzen, d.h. Knoten-spezifische ID-Nummern, und stellen
die Eingangsdaten für die in Kapitel 4 vorgestellten SLAM-Verfahren dar.
Da mit den in Abschnitt 7.2 einleitend genannten Vorteilen für eine Simu-
lation von Ankern und mobilen Objekten argumentiert werden kann, muss
auch aus Datensicht analysiert werden, in welchem Maße sich reale und syn-
thetische Sensordaten zur Evaluation eignen. Der Vorteil realer Daten ist
die umgebungs- und sensorabhängige Datenakquise unter Realbedingungen,
welche den Funkübertragungskanal ebenso wie hardwareseitige Einflussfak-
toren (s. Abschnitt 2.1.4.3) einschließen und zu typischen Distanzmessfehlern
führen, wie sie auch im Betrieb beobachtet werden. Zudem erbringt die Gene-
rierung valider Messdaten implizit den Nachweis für die Migrationsfähigkeit
der Sensorik in das entsprechende Verkehrsumfeld. Der Vorteil synthetischer
Daten dagegen ist, dass das entwickelte Verfahren mit den zusätzlich ver-
fügbaren exakten Daten auf Konsistenz (s. Abschnitt 7.1) überprüft werden
kann. Darüber hinaus lassen sich synthetische Daten zur Überprüfung der
Verfahrensstabilität problemlos verrauschen, indem alle in Abschnitt 2.1.4.2
aufgeführten Fehlerkomponenten flexibel integriert werden können.
Um die komplementären Eigenschaften realer und synthetischer Sensor-
daten für die Verfahrensevaluation zu nutzen, wird ein hybrides Simulations-
verfahren als heuristische Lösung entwickelt, das die Generierung simulierter
semi-realer Distanzdaten zum Ziel hat. Da umgebungsbedingte Fehlerkom-
ponenten innerhalb der Simulation möglichst realitätsnah modelliert werden
sollen, sind zur Bestimmung geeigneter Modellparameter folgende Fragen zu
beantworten:
∙ Wie häufig kommt es zu Messstörungen, welche die Generierung valider
Distanzmesswerte verhindern?
∙ Wie häufig ist unter NLOS-Bedingungen der direkte Pfad zwischen




∙ Welche Fehlerverteilung haben mögliche Mehrwegemessungen?
∙ Sind Messstörungen, Mehrwegehäufigkeit und -fehler distanzabhängig?
Daher werden im Folgenden zunächst reale Distanzmessungen ausgewertet
und darauf aufbauend die gewünschten semi-realen Sensordaten generiert.
7.2.1.1 Auswertung realer Sensordaten
Zur Realisierung des Simulationsverfahrens wurde eine statistisch repräsen-
tative Anzahl von ca. 100 000 Distanzmesswerten mit dem IEEE 802.15.4a-
konformen UWB-Transceiver DecaWave DW1000 IC und einer Messrate
von ca. ∆𝑡−1 = 10 Hz aufgenommen. Dieser reduziert hardwareseitige Ein-
flussfaktoren auf die Messgenauigkeit und vereinfacht dadurch sowohl Beob-
achtung als auch Analyse signifikanter Effekte im zugrundeliegenden Funk-
übertragungskanal (s. Abschnitt 2.1.4.3). Die Messdaten stammen aus der
in Abbildung 7.1 dargestellten Abstellhalle auf dem Betriebshof Gruna in
Dresden. Diese fungiert als ein typisches Verkehrsumfeld mit Hindernisob-
jekten wie Stützpfeiler aus Stahlbeton und Busse mit einer Karosserie aus
Stahlblech sowie einer (teilweise metallbedampften) Fahrzeugverglasung, wie
Abbildung 7.1(b) zeigt.
(a) (b)
Abbildung 7.1: Verkehrsumfeld für reale Sensordaten. (a) und (b) zeigen
eine Abstellhalle des DVB-Standorts Betriebshof Gruna, die eine typische
Mehrwegeumgebung mit Hindernisobjekten darstellt.
Die Referenzdistanzen wurden durch die Euklidischen Abstände zwischen
den Positionen des mobilen Knotens und der Anker bestimmt. Sie sind zur
sinnvollen Durchführung der Datenauswertung relativ gleichmäßig verteilt,
für die vorliegenden Daten zwischen 0 m und der maximalen Funk- bzw.
Messreichweite von ca. 100 m. Dies wurde durch eine verfolgbare Knotenbe-
wegung anstelle eines statischen Messsetups realisiert. Damit werden mög-
lichst viele unterschiedliche Erscheinungen im Übertragungskanal erzeugt,
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welche in den Daten im Sinne statistischer Repräsentativität enthalten sein
sollen. Abbildung 7.2 zeigt die aufgenommenen Daten sowie die Ergebnisse
der Messung.
wahre Distanz (m)
































































































Abbildung 7.2: Auswertung realer Sensordaten und Modellentwicklung. (a)
zeigt die beobachteten Messfehler und deren relative Häufigkeit über die wah-
re Distanz (effektiver Informationsgehalt bis 70 m), was in (b) separiert nach
den Fehlerkomponenten erfolgt. In (c) und vergrößert in (d) sind die über
alle Distanzen zusammengefassten Fehler, die modellierten Wahrscheinlich-
keitsdichten sowie das Gesamtmodell dargestellt.
Die Sensordaten umfassen Messstörungen sowie valide Messungen mit
Gauß‘schen Fehlern, Mehrwegefehlern und Ausreißern (s. Abschnitt 2.1.4.2),
welche in Abbildung 7.2(a) als Messfehler über die wahre Distanz gemeinsam
dargestellt sind. Die farblich unterschiedliche Intensität kennzeichnet dabei
die Häufigkeit der Fehler. Die gemessenen Gauß‘schen Fehler (im Bereich der
gelben horizontalen Geraden) sind quasi mittelwertfrei und hinsichtlich ihrer
Größenordnung charakteristisch für UWB-Messungen, auch wenn sie höher
sind als im Datenblatt von DecaWave angegeben. Der Grund dafür sind
Referenzdistanzfehler, die aus der Knotenbewegung resultieren, jedoch in
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Hinblick auf die zu beantwortenden Fragen aus Abschnitt 7.2.1 im Fortgang
der Auswertung marginalisiert werden können.
Die in Abbildung 7.1(a) dargestellten Ausreißer (im Bereich unterhalb
und weit oberhalb der gelben Geraden) sind zu kurze oder viel zu lange
Distanzmessungen, welche erfahrungsgemäß auf vom UWB-Transceiver de-
tektierte Rauschsignale zurückzuführen sind und aufgrund ihrer Seltenheit
innerhalb der nachfolgenden Modellierung nicht berücksichtigt werden. Die
gemessenen Mehrwegefehler (im Bereich oberhalb der gelben Geraden) sind
allesamt positiv. Sie sind gemäß [AAP09] abhängig von der Struktur der
einwirkenden Hindernisobjekte, der Gebäudegeometrie und den jeweiligen
Knotenpositionen, jedoch weniger von der verwendeten Bandbreite bzw. des
daraus resultierenden Messrauschens. Die Fehler reichen bis ca. 20 m, wo-
bei für kürzere Distanzen weniger große Werte beobachtet wurden. Abbil-
dung 7.2(b) ist zu entnehmen, dass der Mehrwegefehleranteil bezogen auf
alle Messdaten über die Distanz relativ konstant bleibt, jedoch bezogen auf
alle validen Daten (schwarze, blaue und grüne Linie) steigt. Der Anteil an
Messstörungen (gelbe Linie) bezogen auf alle Daten steigt ebenso, was im
Wesentlichen der Korrelation von Distanz und Wahrscheinlichkeit für die
Blockierung aller potentiellen Pfade durch Hindernisobjekte (unter Berück-
sichtigung der maximal möglichen Messreichweite) geschuldet ist. Im Übri-
gen wurde darauf verzichtet, die stochastische Unabhängigkeit zeitlich auf-
einanderfolgender Messungen zu prüfen, da die wenigen lokal beobachteten
Abhängigkeiten es nicht rechtfertigen, die Modellierung durch Einbeziehung
solcher Effekte unverhältnismäßig zu erschweren.
Für die empirische Modellierung von Distanzmessfehlern erfolgt gemäß
[QKS06], [GART12] und [WGMR13] die Unterscheidung der Fälle
∙ Messung des direkten Pfades,
∙ Messung des abgeschatteten direkten Pfades im NLOS-Kanal und
∙ Messung eines Mehrwegepfades aufgrund der Blockierung des direkten
Pfades im NLOS-Kanal.
Dabei werden die beiden ersten Fälle durch eine Normalverteilung model-
liert, welche nicht notwendigerweise mittelwertfrei sein muss. Dies trifft ins-
besondere infolge von Signallaufzeitverzögerungen zu, die sich aus möglichen
Abschattungen (s. Abschnitt 2.1.4.3) im zweiten Fall ergeben. Wie Abbil-
dung 7.2(c) und (d) zeigt, kann die resultierende Gauß‘sche Wahrscheinlich-
keitsdichte (gelbe Linie) für die vorliegenden Messdaten, deren Fehler als
adäquate Vereinfachung über alle Distanzen zusammengefasst sind, mit der
Messvarianz 𝜎2hw = (0,33 m)
2 generiert werden. Diese wird aus Gleichung
2.2 und, um eine Verzerrung durch Mehrwegefehler zu vermeiden, aus dem
negativen Teil der Gauß‘schen Dichte bestimmt. Dadurch lässt sich die in
(b) dargestellte relative Häufigkeit des dritten Falls, d.h. der Messung eines
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Mehrwegepfades, approximieren, indem der Anteil normalverteilter Messda-
ten von allen validen Daten mit Fehlern im Intervall [−3𝜎hw; 20 m] subtra-
hiert und somit getrennt wird. Die anschließende Modellierung des Mehrwe-
gefehlers 𝑅 erfolgt durch die rechtsschiefe logarithmische Normalverteilung
















deren Schiefe von der Diversität des NLOS-Kanals abhängt. Die Verteilungs-
parameter 𝑅mp und 𝜎mp werden auf Basis der ML-Schätzung in Gleichung
2.1 und 2.2 sowie der Substitution der gemessenen Fehler 𝑅𝑖 durch log𝑅𝑖 er-
mittelt. Dabei ergibt sich für die vorliegenden Messdaten die in (c) und (d)
dargestellte Wahrscheinlichkeitsdichte (blaue Linie) mit 𝑅mp = 0,8 m und
𝜎mp = 1,07 m, wobei [AAP09] vergleichbare Werte angeben. Schließlich resul-
tiert aus der Summe der Gauß‘schen und logarithmischen Normalverteilung
das Gesamtmodell (schwarze Linie) als Mischverteilung. Zudem besteht die
Möglichkeit, die Parameterqualität mittels Chi-Quadrat-, Anderson-Darling-
oder Cramér-von Mises-Verteilungstest zu überprüfen sowie die Modellierung
alternativ durch Histogramm- oder Kerndichteschätzer durchzuführen.
7.2.1.2 Generierung von Sensordaten
Nach [QKS06] erfolgt die Simulation einer Distanzmessung
𝑟 =





auf Basis der Referenzdistanz 𝑑 = ‖X𝑎 − X𝑚‖2, welche den Euklidischen Ab-
stand zwischen der simulierten Position des Ankers X𝑎 und des mobilen Ob-
jekts X𝑚 beschreibt. Weiterhin werden die in Abbildung 7.2(b) dargestellten
sporadischen Messstörungen mit der Wahrscheinlichkeit 𝑝 ∼ 𝒰(0,1) linear
abhängig von 𝑑 und der maximal möglichen Messreichweite 𝑑max = 100 m
als Bernoulli-Experiment empirisch modelliert. Dabei ist 𝑑max an die beob-
achteten realen Messdaten in Abschnitt 7.2.1.1 angelehnt.
Für die Generierung der Fehlervariablen ε existieren im Allgemeinen zwei
Möglichkeiten. Im einfachsten Fall lässt sich 𝑟 nach [Efr92] durch Bootstrap-




aus den 𝐿 realen
Messfehlern 𝑅[1:𝐿], simulieren. Deren Auftreten wird als gleichwahrscheinlich
oder ggf. distanzabhängig mittels Subsets von 𝑅[1:𝐿] definiert. Obwohl sich
Anzahl und Verteilung der gegebenen Messdaten als dafür geeignet erweisen,
wird dieser Ansatz nicht weiter verfolgt, da die Simulation sonst ausschließ-
lich auf die gemessenen sensorbedingten Fehler beschränkt wäre.
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Die innerhalb des Simulationsverfahrens favorisierte Fehlervariable
ε =
⎧⎪⎪⎨⎪⎪⎩
εmp wenn 𝑝ε > 0,8 − 0,3
𝑑
𝑑max
, εmp < 𝑑
εout wenn 𝑝ε < 𝑝out
εhw sonst
(7.7)
enthält einerseits sensorbedingte Fehler in Form der weißen Gauß‘schen Va-
riablen εhw ∼ 𝒲𝒩 (0, 𝜎2) und der Variablen εout ∼ 𝒰(−𝑑, 𝑑max − 𝑑) für
gleichverteilte Ausreißer. Hierbei werden die Messvarianz 𝜎2 sowie die Aus-
reißerwahrscheinlichkeit 𝑝out (s. Abschnitt 7.3) variabel modelliert mit dem
Anspruch, die Evaluation möglichst allgemeingültig, d.h. unabhängig von ei-
ner konkreten Sensortechnologie und ihrem charakteristischen Messrauschen,
durchzuführen. Andererseits besteht Gleichung 7.7 aus der umgebungsbe-
dingten Fehlervariablen εmp. Diese simuliert anstelle des direkten Pfades
einen Mehrwegepfad und repräsentiert damit die weitaus stärker limitierende
Variable. Dabei werden entsprechend der in Abbildung 7.2(a) visualisierten
realen Sensordaten längere Mehrwegepfade insbesondere für kürzere 𝑑 empi-
risch unterbunden. Somit resultiert für 𝑑 −→ 0 kein und für 𝑑 −→ 𝑑max in
ca. 50% aller Fälle ein Mehrwegepfad, wobei [AAP09] diesbezüglich ähnliche
Werte angeben. Das Auftreten der linear von 𝑑 und 𝑑max abhängigen Mehr-
wegepfade sowie der Ausreißer wird mit der Wahrscheinlichkeit 𝑝ε ∼ 𝒰(0,1)
wiederum als Bernoulli-Experiment modelliert. Zudem ließen sich partielle
anker- bzw. richtungsabhängige Verzerrungen der Mehrwegewahrscheinlich-
keit einbeziehen, welche lokale stochastische Abhängigkeiten zeitlich aufein-
anderfolgender Messungen simulieren und somit das Fehlerpotential gering-
fügig erhöhen würden.
Die Fehlervariable εmp ∼ ℒ𝒩 (𝑅mp, 𝜎2mp), welche der logarithmischen
Normalverteilung (s. Gleichung 7.5) mit den Modellparametern 𝑅mp und






mit εmp𝒲𝒩 ∼ 𝒲𝒩 (0,1) bestimmt, was auf Basis der für das vorliegende Ver-
kehrsumfeld vorgenommenen Modellentwicklung vergleichsweise realitätsnah
erfolgt. Das Sampling von εmp𝒲𝒩 lässt sich gemäß [Dev86] und [Knu98] auf
der Grundlage von 𝒰(0,1) durch die Box-Muller-Methode, die Marsaglia-
Polar-Methode, die Zwölferregel oder den Ziggurat-Algorithmus umsetzen.
Alternativ eignen sich die für beliebig verteilte Stichproben anwendbare
Inversionsmethode (mit dem durch Reihenentwicklung realisierten Simula-
tionslemma) sowie die Verwerfungsmethode, welche auch als Acceptance-
Rejection-Verfahren bezeichnet wird. Des Weiteren ist denkbar, als resul-
tierende valide Distanzwerte 𝑟 in Gleichung 7.6 aus Plausibilitätsgründen
ausschließlich positive Werte zu berücksichtigen.
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Abbildung 7.3 zeigt ein beispielhaftes Simulationsergebnis in Form von
Fehlern semi-realer Distanzen, deren Anzahl infolge simulierter Messstörun-
gen über die Distanz abnimmt. Dabei ist die in Abbildung 7.3(b) dargestellte
relative Häufigkeit der erzeugten Fehlerkomponenten mit der in Abbildung
7.2(b) vergleichbar.
Referenzdistanz (m)


































































Abbildung 7.3: Generierung von Sensordaten. (a) zeigt für ein beispielhaf-
tes Simulationsergebnis die resultierenden Distanzmessfehler, deren relative
Häufigkeit in (b) separiert nach den Fehlerkomponenten dargestellt ist.
Darüber hinaus wird bei der Generierung von Sensordaten eine bestimm-
te Messrate simuliert. Dabei ist zu beachten, dass Messrate und Geschwindig-
keit der Objektbewegung bei gleichbleibender Beobachtungsqualität invers
korrelieren. Um die Funktionalität des entwickelten Verfahrens zu gewährlei-
sten, sollte die Messrate deshalb in ihrer Größenordnung mindestens einen
Distanzmesswert pro zurückgelegten Meter betragen.
7.2.2 Digitales Kartenmaterial
Unter digitalem Kartenmaterial werden, wie in Abschnitt 1.2 beschrieben,
Vektor- oder Rasterkarten verstanden. Im Rahmen der Verfahrensevaluati-
on kommt diesbezüglich eine Karte des DVB-Standorts Betriebshof Gruna
zum Einsatz. Dieser enthält im Wesentlichen zwei größere Abstellhallen mit
Stellplätzen für Busse. Weiterhin existieren die für den Betrieb erforderlichen
Verkehrsinfrastrukturelemente sowie eine veränderliche Hofbelegung. Abbil-
dung 7.4 zeigt den Betriebshof als Luftbild mit integriertem Gebäudeplan,
wobei dieser eine für solche Anlagen typische geometrische Diversität ohne
großflächige Achsen- oder Punktsymmetrien und mit einer überschaubaren
Anzahl sich wiederholender Strukturen aufweist.
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Abbildung 7.4: Karte des DVB-Standorts Betriebshof Gruna als Luftbild mit
integriertem Gebäudeplan (schwarz-weißer Bereich).
Grundlage der Karte in Abbildung 7.4 ist das Luftbild vom Betriebshof,
welches als Orthophoto2 durch den öffentlichen WMS-Dienst des Staatsbe-
triebs Geobasisinformation und Vermessung Sachsen (GeoSN) online ange-
boten wird. Das Luftbild ist georeferenziert und hat die polaren Koordina-
ten 51∘1′31.872′′N und 13∘46′40.44′′E in der linken unteren Bildecke sowie
51∘1′33.672′′N und 13∘46′56.856′′E in der rechten oberen Bildecke, wobei die
Bildbreite ca. 256 m entspricht. Zur detaillierteren Darstellung der zwei Ab-
stellhallen wird der binäre Gebäudeplan, welcher als CAD-Zeichnung durch
die DVB bereitgestellt wurde und die Grundrisse der Abstellanlage enthält,
in das Luftbild integriert. Dies erfolgt durch Georeferenzierung, d.h. der Her-
stellung eines absoluten Raumbezugs des Gebäudeplans, indem charakteri-
stische Grundrisspunkte, die sich auch im Luftbild wiederfinden lassen, auf
Basis von Gleichung 2.23 transformiert werden. Zur geeigneten Visualisie-
rung ist die Karte zudem um ca. 28∘ im mathematisch positiven Drehsinn
rotiert, sodass Norden in Richtung der linken oberen Bildecke tendiert.
Neben der Verwendung zur Simulation von Ankern und mobilen Objek-
ten in Abschnitt 7.3 stellt die vorliegende Karte die zentrale Datenbasis für
2Orthophotos sind maßstabsgetreue und verzerrungsfreie Abbildungen der Erdoberflä-
che, welche durch photogrammetrische Verfahren aus zentralperspektivischen Befliegungs-
oder Satellitenbildern generiert werden.
138
VERFAHRENSEVALUATION
das in Kapitel 6 vorgestellte Daten-Matching-Verfahren dar. Dabei kann die
Karte direkt als Rastergrafik oder als vektorbasierter planarer Kartengraph
einbezogen werden. Letzterer lässt sich gemäß Abschnitt 6.1 aus den (un-
vollständigen) Positionsreferenzen der mobilen Objekte simulieren oder wird
mittels manuell erstellten Referenztrajektorien3 generiert.
7.3 Definition von Testszenarien
Die Evaluation des entwickelten Verfahrens wird anhand von Testszenarien
durchgeführt. Diese stellen konkrete Konfigurationen für die Simulation der
Datenbasis dar und werden zur Generierung statistisch repräsentativer Aus-
sagen in einer hinreichend großen Anzahl definiert. Dabei berücksichtigt die
Definition der Szenarien alle Kriterien, welche die Verfahrensgenauigkeit (s.
Abschnitt 7.1) beeinflussen und nicht als unveränderlich betrachtet werden
wie z.B. umgebungsbedingte Messfehler oder Teile der Fahrdynamik. Die
relevanten Kriterien beziehen sich sowohl auf das Sensornetz als auch auf
die mobilen Objekte im Verkehrsumfeld und werden nachfolgend aufgelistet
sowie für die in Abschnitt 7.4 vorgenommene Bewertung konkretisiert:
∙ Die Anzahl der Anker wird zur räumlichen Abdeckung (s. Abschnitt
7.2) des gesamten in Abbildung 7.4 dargestellten Anwendungsareals
mit 35 festgelegt.
∙ Die geometrische Verteilung der Anker ist zur räumlichen Abdeckung
relativ gleichmäßig, jedoch teilweise lokal konzentriert, da sich die An-
kerstandorte an den Gebäudewänden orientieren.
∙ Die Anzahl der mobilen Objekte wird mit 4 festgelegt.
∙ Der verkehrsspezifische Bewegungsverlauf jedes Objekts wird durch
Geschwindigkeit, Bewegungsrichtung und -dauer beschrieben, wobei
Kurven durch mehrere Segmente approximiert werden. Für temporäre
Ruhezustände sowie langsamere und schnellere Phasen wird das Ge-
schwindigkeitsset 𝑣 =
{︀
0 m s−1; 5 m s−1; 10 m s−1
}︀
definiert und in je-
dem Szenario appliziert. Dabei beträgt die Zeit des Ruhezustands je-
weils 10 s. Beschleunigungsphasen werden der Einfachheit halber ver-
nachlässigt. Der Bewegungsverlauf enthält Kurven sowie kollineare Ab-
schnitte mit einer auf die Messreichweite bezogenen Ausdehnung, wäh-
rend die Bewegungsdauer keines der Objekte eine Minute überschreitet.
∙ Die Lage der simulierten Objekttrajektorien bezüglich des Ankerbe-
reichs ist verschiedenartig, sodass Trajektorienabschnitte innerhalb und
außerhalb des Bereichs existieren.
3Solche Trajektorien können bspw. auf Basis einer Rastergrafik durch Anwählen be-
stimmter Pixelkoordinaten unter Berücksichtigung der Kartenskalierung und der erforder-
lichen geometrischen Diversität realisiert werden.
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∙ Die Qualität der Sensordaten ergibt sich aus Gauß‘schem Rauschen
und Ausreißern als sensorbedingte Fehlerkomponenten (s. Abschnitt
7.2.1.2). Dazu werden für verschiedene Szenarien die Parameter Messva-
rianz 𝜎2 =
{︀
(0,01 m)2; (0,1 m)2; (1 m)2
}︀
und Ausreißerwahrscheinlich-
keit 𝑝out = {0; 0,02; 0,1} festgelegt, wobei der jeweils mittlere Wert an
die Auswertung realer Sensordaten in Abschnitt 7.2.1.1 angelehnt ist.
∙ Die Messrate ∆𝑡−1 = {20 Hz; 10 Hz; 5 Hz} wird ebenso für verschie-
dene Szenarien festgelegt. Bspw. bedeutet der Wert 10 Hz, dass bei
𝑣 = 10 m s−1 für jeden zurückgelegten Meter ein Distanzmesswert pro
Anker generiert wird.
∙ Die Qualität der vektorbasierten Karte hängt überwiegend von der
Knoten- und Kantenanzahl, -geometrie und -lage des für das Daten-
Matching definierten planaren Graphen ab. Konkret bildet Objekttra-
jektorie 1 (bis zur zweiten Kurve) und 2 (ab der zweiten Kurve) zu-
sammengefasst und vereinfacht den in Abbildung 7.11(a) dargestellten
Kartengraphen 𝒢map, welcher keine Symmetrien enthält und sich daher
für ein eindeutiges Matching eignet.
∙ Die Qualität der rasterbasierten Karte hängt überwiegend von der
strukturellen Diversität, der Auflösung und dem Kontrast ab. Konkret
wird die Rastergrafik ℐ aus Abbildung 7.4 verwendet.
Die anhand dieser Kriterien simulierten Anker und Objekttrajektorien
sind in Abbildung 7.5 fortlaufend durchnummeriert dargestellt und schlie-
ßen typische Betriebssituationen ein. Dabei herrscht aus geometrischer Sicht
größtmögliche Variabilität im Rahmen der in Abschnitt 7.2 beschriebenen
Bedingungen unter Berücksichtigung der maximalen Messreichweite. Die An-
ker und Trajektorien bilden gleichzeitig die Positionsreferenzen zur Bestim-
mung der Qualitätsmaße in den Gleichungen 7.2 bis 7.4. Der Bewegungsver-
lauf der 4 farblich unterscheidbaren Objekte stützt sich auf das definierte
Geschwindigkeitsset, dessen Werte für die jeweiligen Trajektorienabschnit-
te durch unterschiedlich breite Flächen bzw. orthogonale Linien im Falle
temporärer Ruhezustände gekennzeichnet sind. Dabei verhält sich die Ob-
jektgeschwindigkeit proportional zur Flächenbreite. Abbildung B.1 enthält
darüber hinaus die Geschwindigkeitsprofile der Trajektorien.
Durch die dargestellten Anker und Trajektorien erfolgt die Berechnung
der Referenzdistanzen als exakte Datenbasis sowie die darauf basierende Si-
mulation von Distanzmessungen mit den konkreten Werten der Qualitätspa-
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Abbildung 7.5: Simulierte Anker und Objekttrajektorien als Grundlage und
Referenz der Testszenarien. Die Trajektorien enthalten je einen Startpunkt
(Kreis) und Geschwindigkeitsinformationen (transparente Flächen).
halten immer höchstens einen Wert, der von
{︀
(0,1 m)2; 0,02; 10 Hz
}︀
, den an
die Auswertung realer Sensordaten angelehnten Werten, abweicht. Die Simu-
lation wird zur Gewährleistung der Repräsentativität jeweils 100 Mal durch-
geführt und in 7 Szenariengruppen zusammengefasst. Schließlich werden die
Gruppen mit den zwei Karten 𝒢map und ℐ, welche zur Vereinfachung korrekt
skaliert sind, multiplikativ verknüpft, sodass sich insgesamt 1400 Testszena-
rien ergeben.
7.4 Bewertung
Die Evaluationsdurchführung beinhaltet eine qualitative Bewertung der Er-
gebnisse des entwickelten Verfahrens auf der Grundlage der simulierten Da-
tenbasis sowie der im Verkehrsumfeld definierten Testszenarien. Dies umfasst
die Quantifizierung der Verfahrenskonvergenz durch Referenzinformationen
mit Hilfe der in Abschnitt 7.1 genannten Genauigkeitsangaben, was die Über-




In diesem Kontext erfolgt die Bewertung der SLAM-, Ankerkarten-Mer-
ging- und Daten-Matching-Verfahrensergebnisse, wobei die folgenden Aus-
führungen primär für die definierten Testszenarien gelten.
7.4.1 SLAM-Verfahren
Die Qualität der SLAM-Verfahren, deren Ankerkartierungs- und Lokalisie-
rungsergebnisse die Grundlage für Ankerkarten-Merging- sowie Daten-Mat-
ching-Verfahren in Kapitel 5 und 6 darstellen und die Ergebnisqualität des
Gesamtverfahrens bereits entscheidend beeinflussen, ergibt sich aus dem Zu-
sammenwirken zweier Einflussfaktoren. Dazu gehören einerseits die vorlie-
genden Sensordaten (s. Abschnitt 7.2.1.2), die sich elementar auf die SLAM-
Verfahrenskonvergenz auswirken, d.h., je verrauschter die Daten sind, desto
ungewisser ist die Konvergenz. Andererseits beeinflusst die Verfahrenspara-
metrisierung die resultierenden Ergebnisse, wobei die Abschnitte 4.4.1 bis
4.4.3 jeweils nur ein Set verfahrensbedingter Parameter enthalten, um die
Betrachtungen nicht unverhältnismäßig zu verkomplizieren.
Weiterhin existieren anwendungsbedingte Parameter, welche verständli-
cherweise unabhängig von den innerhalb der Szenariengruppen in Abschnitt
7.3 verwendeten Werten festgelegt werden müssen und der Einfachheit hal-
ber während des gesamten SLAM-Verfahrensverlaufs konstant bleiben. Zu
den Parametern, die alle Verfahren betreffen, zählt zum einen die empi-
risch definierte Standardabweichung 𝜎m = 2𝑣max mit der maximal möglichen
Objektgeschwindigkeit 𝑣max. Diese lässt sich prinzipiell aus der Beschrei-
bung der Objektbewegung in Abschnitt A.1 ableiten und kann im vorliegen-
den Anwendungsfall mit 𝑣max ≈ 10 m s−1 angegeben werden. Zum anderen
zählt die typischerweise mittels Distanzdatenanalyse bestimmte Messvarianz
𝜎2 = (1 m)2 dazu, mit der sich normalverteilte Messfehler5 modellieren las-
sen, von denen 68,27% kleiner als 1 m sind. Dabei sollte 𝜎2 nicht zu gering
sein, damit die resultierende Wahrscheinlichkeitsdichte einer Distanzmessung
nicht viel kleiner als der Abstand 𝑑acc zweier benachbarter Ankerhypothesen
ist und im ungünstigsten Fall keine dieser trifft, wobei gilt 𝜎 ∝ 𝑑acc. Zudem
werden die anwendungsbedingten Parameter Hypothesenabstand 𝑑acc = 5 m
für den EKF-SLAM, maximal mögliche Messreichweite 𝑑max = 100 m (s.
Abschnitt 7.2.1.1) und Rasterauflösung 𝑑acc = 2 m für den IML-SLAM so-
wie Partikelanzahl 𝑁 = 1000 und Hypothesenabstand 𝑑acc = 5 m für den
FastSLAM teils empirisch, teils anhand der zugrundeliegenden Sensordaten
definiert.
Die Bewertung der SLAM-Ankerkartierungs- und -Lokalisierungsergeb-
nisse wird anhand der Qualitätsmaße in den Gleichungen 7.2 bis 7.4 sowie
der definierten Testszenarien realisiert, wobei die Einbeziehung von digitalem
5Die Messfehlermodellierung erfolgt im einfachsten Fall normalverteilt ohne Einbezie-
hung von konkretem Vorwissen, kann alternativ jedoch auch auf Basis des in Abbildung
7.2(c) dargestellten Gesamtmodells als Mischverteilung realisiert werden.
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Kartenmaterial hierbei noch keine Rolle spielt. Hinsichtlich der Kartierungs-
ergebnisse werden sowohl eindeutige Anker als auch die wahrscheinlicheren
Hypothesen mehrdeutiger Anker bewertet, die sich durch Abschnitt 5.1 mit
𝑑max = 100 m bestimmen lassen und deren Auswahl durch das kooperative
Auflösen von Mehrdeutigkeiten aus Abschnitt 5.2.1 als Teil des Ankerkarten-
Merging-Verfahrens erfolgt. Zwar wird dieses erst in Abschnitt 7.4.2 evalu-
iert, jedoch generieren bereits die SLAM-Verfahren die relevanten Ankerpo-
sitionen, welche während der Ankerauswahl komplett unverändert bleiben.
Zur Berechnung der Einzelfehler 𝑅𝑖 der Qualitätsmaße ist es darüber hinaus
erforderlich, die SLAM-Ergebnisse auf Basis von Abschnitt 2.3.3 mittels der
simulierten Anker- und Trajektorienreferenzen zu transformieren, sodass sich
die Fehler aus dem Euklidischen Abstand zwischen den Positionsreferenzen
und dem jeweiligen transformierten SLAM-Ergebnis ergeben.
7.4.1.1 Ergebnis eines Testszenarios
Die Bewertung der SLAM-Ergebnisse kann mit Hilfe eines beispielhaften
Testszenarios, das aus der Gruppe
{︀
(0,1 m)2; 0,02; 10 Hz
}︀
entnommen ist, in
geeigneter Weise nachvollzogen werden. Wie in Abbildung 7.6(a) für Objekt
2 und IML-SLAM sowie in Abschnitt B.2 für weitere Objekte und Verfah-
ren dargestellt, sind die Objekttrajektorien und die ausgewählten Ankerhy-
pothesen (als größeres Kreuz gekennzeichnet) im Kontext üblicher Genau-
igkeitsanforderungen für den Bereich Indoor-Lokalisierung augenscheinlich
plausibel. Der Vollständigkeit halber sind, falls vorhanden, auch die nicht
ausgewählten Hypothesen (als kleineres Kreuz gekennzeichnet) abgebildet.
Weiterhin ist festzustellen, dass Anker, welche weniger Trajektorienpunkte
in ihrer Nähe haben, ungenauer kartiert werden. Grund dafür ist die mit grö-
ßerer Distanz steigende Anzahl simulierter Messstörungen, woraus weniger
Ankerbeobachtungen und häufig auch schlechtere PDOP-Werte resultieren.
Abbildung 7.6(b) zeigt zudem den Kartierungsfortschritt anhand der Ein-
zelfehler aller Anker. Die Genauigkeitssteigerung mit zunehmender Verfah-
rensdauer erfolgt durch Reduzierung der Fehler und ergibt sich aus der Be-
reitstellung passender Ankerhypothesen sowie der kooperativen Auswahl der
richtigen Hypothese. Die daraus folgende Abhängigkeit von anderen Objek-
ten kann z.B. dadurch belegt werden, dass Objekt 2 in Sekunde 15 eine
enorme Verbesserung erreicht, jedoch gemäß dem Geschwindigkeitsprofil in
Abbildung B.1 temporär ruht und dabei selbst gar keinen Kartierungsfort-
schritt erzielen kann.
7.4.1.2 Qualitative Ergebnisbewertung
Die qualitative Bewertung der SLAM-Ergebnisse erfolgt anhand der Quali-
tätsmaße MAE, RMSE und der CDF, wobei letzteres u.a. die Quantile 90%
und 95% umfasst. Die in Abbildung 7.7 und Tabelle B.2 enthaltenen Maße
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Abbildung 7.6: Beispielhaftes IML-SLAM-Ergebnis für Objekt 2. (a) zeigt
die resultierende Objekttrajektorie und die farblich unterscheidbaren Anker,
während in (b) die Einzelfehler aller Anker über die Zeit dargestellt sind.
144
VERFAHRENSEVALUATION
fassen die Einzelfehler 𝑅𝑖 der Objekttrajektorien und Anker für alle 4 mo-
bilen Objekte zusammen. Sie untergliedern sich nach den SLAM-Verfahren
und den in Abschnitt 7.3 definierten 7 Szenariengruppen, welche jeweils ein
unterschiedliches Set der Werte für Messvarianz, Ausreißerwahrscheinlichkeit
und Messrate enthalten. Die Bewertung wird durch die Ergebnisse ergänzt,
welche sich aus dem Applizieren der Referenzdistanzen (ohne Messstörungen,
Ausreißer, Rausch- und Mehrwegeeffekte) ergeben.
Allgemein ist festzuhalten, dass die Anker- und Trajektoriengenauigkeit
der drei Verfahren, denen dieselben Testszenarien zugrunde liegen, wie er-
wartet variiert, sich jedoch nicht um Größenordnungen unterscheidet. Dabei
ist die Genauigkeit der Trajektorien tendenziell besser als die der Anker,
wobei das IML-SLAM-Verfahren als Fazit die besten Ergebnisse liefert.
Die Verfahrensstabilität, welche aus der Genauigkeitsdifferenz zwischen
Szenarien- und Referenzergebnissen resultiert, weist ebenso Unterschiede auf.
Hierbei zeigt sich für das EKF-SLAM- und FastSLAM-Verfahren ein weniger
stabiles Verhalten gegenüber fehlerhaften Daten, was am größeren Abstand
zwischen der gelben und den übrigen Linien in Abbildung 7.7(a), (b), (e) und
(f) nachvollzogen werden kann. Die Verfahrenskonsistenz, welche auf Basis
der Referenzergebnisse bewertet wird, ist bei keinem der Verfahren optimal.
Grund dafür ist, dass das vorliegende RO-SLAM-Problem sowie das Fehlen
von Objektbewegungsinformationen eine hochgradig unterbestimmte Pro-
blemstellung konstruieren, welche Verfahrensdefizite im Sinne einer CRLB6
(Cramér-Rao Lower Bound) aufdeckt. Dabei ist das IML-SLAM-Verfahren
aufgrund der innerhalb eines festgelegten Positionsrasters fixierten Objekt-
und Ankerhypothesen am wenigsten konsistent, wie der Anstieg der gelben
Linien in (c) und (d) zeigt.
Die Verfahrenskonvergenz lässt sich anhand der Ergebnisse für die Sen-
sordaten der 7 Szenariengruppen diskutieren und vergleichen. Prinzipiell sind
die Verfahren unterschiedlich stark von Umfang und Qualität der Daten ab-
hängig. Diesbezüglich reagiert das IML-SLAM-Verfahren am wenigsten sen-
sitiv, was die relativ nahe beieinanderliegenden Linien in (c) und (d) belegen.
Der Vergleich der Szenariengruppe
{︀
(0,1 m)2; 0,02; 10 Hz
}︀
(dunkelblaue Lini-
en) mit den übrigen Gruppen, deren Werte nicht vollständig an die Auswer-
tung realer Sensordaten angelehnt sind, entspricht weitgehend den Erwartun-
gen. So ist verfahrensübergreifend festzustellen, dass die Messrate 5 Hz (oran-
gene Linien), die Ausreißerwahrscheinlichkeit 0,1 (grüne Linien) und zum
Teil auch die Messvarianz (1 m)2 (hellblaue Linien) die Ergebnisse im Mit-
tel verschlechtern, während die Messrate 20 Hz (hellgrüne Linien) zumindest
die EKF-SLAM- und FastSLAM-Ergebnisse im Mittel verbessert. Dahinge-
gen werden in den Szenariengruppen mit der Messvarianz (0,01 m)2 (blaue
Linien) sowie der Ausreißerwahrscheinlichkeit 0 (türkise Linien) kaum Verän-
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Abbildung 7.7: Bewertung der SLAM-Ergebnisse anhand der Anker- und
Trajektorien-CDF von EKF-SLAM in (a) und (b), IML-SLAM in (c) und
(d) sowie FastSLAM in (e) und (f).
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derungen beobachtet, was mit einer in Bezug zu anderen Fehlerquellen eher
marginalen Qualitätssteigerung der Daten innerhalb dieser Gruppen zu be-
gründen ist. Darüber hinaus ist festzuhalten, dass die IML-SLAM-Ergebnisse
häufiger den in Abschnitt B.2 beschriebenen Divergenzeffekt enthalten.
In Abschnitt B.3 wird zudem die statistische Repräsentativität der ver-
wendeten Testszenarien anhand der Reproduzierbarkeit der SLAM-Ergeb-
nisse untersucht. Dabei zeigen IML-SLAM- und FastSLAM-Verfahren ab-
hängig von den definierten Szenariengruppen eine hohe Reproduzierbarkeit
und würden auch für weniger als die bewerteten Testszenarien statistisch
repräsentative Ergebnisse liefern.
7.4.2 Ankerkarten-Merging-Verfahren
Die Qualität des Ankerkarten-Merging-Verfahrens, dessen kooperativ erstell-
te gemeinsame Ankerkarte die Grundlage für das Daten-Matching-Verfahren
in Kapitel 6 darstellt, ist maßgeblich von der Qualität der SLAM-Ergebnisse
abhängig. Die Bewertung erfolgt analog zu Abschnitt 7.4.1 anhand der de-
finierten Qualitätsmaße und Testszenarien, wobei die Einbeziehung von di-
gitalem Kartenmaterial ebenso noch keine Rolle spielt. Zur Berechnung der
Einzelfehler 𝑅𝑖 ist auch hierbei die Transformation der Ankerkarte auf Basis
von Abschnitt 2.3.3 mittels der simulierten Ankerreferenzen erforderlich.
7.4.2.1 Ergebnis eines Testszenarios
Die Bewertung der Ankerkarten-Merging-Ergebnisse kann mit Hilfe des bei-
spielhaften Testszenarios aus Abschnitt 7.4.1.1 nachvollzogen werden. Dazu
sind in Abbildung 7.8 und B.3 die Ergebnisse dargestellt, welche sich durch
die kooperative Auswertung der SLAM-Ergebnisse des Szenarios ergeben.
Diese umfasst das Auflösen von Mehrdeutigkeiten sowie die (im vorliegen-
den Fall) PDOP-gewichtete Erstellung der gemeinsamen Ankerkarten (s. Ab-
schnitt 5.2.2).
Die dargestellten Objekttrajektorien und Anker sind im Kontext üblicher
Genauigkeitsanforderungen augenscheinlich plausibel. Anker, die sich weiter
außerhalb befinden, können tendenziell jedoch weniger genau bestimmt wer-
den, da sie ungenauer oder durch eine geringere Anzahl mobiler Objekte kar-
tiert sind. Zudem ist anzumerken, dass die 4 Objekttrajektorien, die in das
Koordinatensystem der Ankerkarte transformiert wurden, mit Hilfe dieser
über einen relativen Koordinatenbezug zueinander verfügen und sich damit
hinsichtlich ihrer Lage bezüglich der Anker von den SLAM-Trajektorien in
Abbildung B.2 geringfügig unterscheiden (s. Abschnitt B.4).
7.4.2.2 Qualitative Ergebnisbewertung
Die qualitative Bewertung der Ankerkarten-Merging-Ergebnisse in Abbil-
dung 7.9 und Tabelle B.3 erfolgt analog zu Abschnitt 7.4.1.2 anhand der
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Abbildung 7.8: Ankerkarten-Merging-Ergebnis, das sich auf Basis der bei-
spielhaften IML-SLAM-Ergebnisse ergibt und Objekttrajektorien sowie ko-
operativ erstellte Anker enthält.
Qualitätsmaße für die Einzelfehler 𝑅𝑖 der Objekttrajektorien und gemeinsa-
men Ankerkarte. Allgemein orientiert sich die resultierende Anker- und Tra-
jektoriengenauigkeit erwartungsgemäß stark an der Genauigkeit der SLAM-
Ergebnisse. Im Vergleich dazu verbessert sich die Ankergenauigkeit in Ab-
bildung 7.9(a), (c) und (e) durch die Fusion der Ankerinformationen der je-
weils 4 mobilen Objekte leicht, was implizit für die Eignung des Ankerkarten-
Merging-Verfahrens hinsichtlich der Erfüllung von Verfahrensstabilität, -kon-
sistenz und -konvergenz spricht. Die Grenzen potentieller Verbesserungen
zeigen bspw. in (c) die Ergebnisse mit der Messrate 20 Hz (hellgrüne Li-
nie), welche auch den in Abschnitt B.2 beschriebenen Divergenzeffekt nicht
kompensieren können.
Weiterhin ist festzustellen, dass sich die Genauigkeit der Objekttrajekto-
rien in (b), (d) und (f) leicht verringert. Grund dafür ist die Transformation
der einzelnen Trajektorien mit Hilfe der Anker in das Koordinatensystem der
gemeinsamen Ankerkarte, was zur additiven Überlagerung der Trajektorien-
und Ankerfehler führt. Somit kann die Gesamtheit der transformierten Tra-
jektorien die Referenztrajektorien weniger gut abbilden, als dies für jede
Trajektorie einzeln der Fall ist. Dies wird vor allem an den Positionsfehlern
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Abbildung 7.9: Bewertung der Ankerkarten-Merging-Ergebnisse anhand der
Anker- und Trajektorien-CDF auf Basis der Ergebnisse des EKF-SLAM in
(a) und (b), IML-SLAM in (c) und (d) sowie FastSLAM in (e) und (f).
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bis 3 m deutlich, wobei die Werte ab ca. 90% der Fehler wieder annähernd
mit denen der SLAM-Ergebnisse übereinstimmen.
7.4.3 Daten-Matching-Verfahren
Die Qualität der Daten-Matching-Verfahren, aus deren resultierenden Trans-
formationsparametern sich die final transformierten Anker als Gesamtergeb-
nis des in dieser Arbeit entwickelten Verfahrens ergeben, ist maßgeblich von
der Qualität der SLAM- und Ankerkarten-Merging-Ergebnisse abhängig. Zu-
sätzliche Abhängigkeiten leiten sich aus der Verfahrensparametrisierung ab,
wobei die Grenzwerte 𝜀𝒢 = 3 m, 𝜀𝑑 = 8 m und 𝜀𝐿 = 10 aus Abschnitt 6.1.1
und 6.1.2 sowie 𝜀𝒢′ = 10 m und 𝜀X = 5 m aus Abschnitt 6.2 empirisch und an-
wendungsbedingt definiert werden. Die Bewertung wird analog zu Abschnitt
7.4.1 und 7.4.2 anhand der definierten Qualitätsmaße und Testszenarien
durchgeführt. Die Szenarien beziehen das in Abschnitt 7.3 definierte vektor-
und rasterbasierte Kartenmaterial ein, welches Skalierungsinformationen ent-
hält und daher ein skalierungsfreies Daten-Matching erlaubt. Das Divergenz-
beispiel in Abschnitt B.7 ergänzt zudem die Bewertung. Die Berechnung der
Einzelfehler 𝑅𝑖 erfolgt durch den Euklidischen Abstand zwischen Ankerrefe-
renzen und transformierten Ankern. Letztere verfügen über einen absoluten
Raumbezug, d.h., sie befinden sich nach dem Daten-Matching bereits im
Referenzkoordinatensystem und müssen daher verglichen mit den relativen
Ergebnissen nicht mittels der simulierten Anker- und Trajektorienreferenzen
transformiert werden.
7.4.3.1 Ergebnis eines Testszenarios
Die Bewertung der Daten-Matching-Ergebnisse kann mit Hilfe des beispiel-
haften Testszenarios aus Abschnitt 7.4.1.1 und 7.4.2.1 nachvollzogen wer-
den. Dazu sind in Abbildung 7.11 und B.4 die Ergebnisse dargestellt, wel-
che sich durch das vektor- und rasterbasierte Daten-Matching der koope-
rativen SLAM-Ergebnisse des Szenarios ergeben. Ausgehend von der Ge-
nerierung des in Abbildung 7.10(a) veranschaulichten planaren IML-SLAM-
Lokalisierungsgraphen lässt sich das Daten-Matching, wie Abbildung 7.11(a)
zeigt, einerseits durch den definierten Kartengraphen (schwarze Knoten und
Kanten) realisieren, indem entsprechende Transformationsparameter für Ver-
schiebung, Rotation und ggf. Spiegelung koordiniert gefunden und PLICP-
basiert verfeinert werden (s. Abschnitt 6.2.1). Andererseits eignet sich da-
für, wie Abbildung 7.11(b) zeigt, ebenso die definierte Rasterkarte, wobei
die gesuchten Parameter hierbei teils koordiniert, teile mittels Brute-Force-
Methode unter Verwendung der visualisierten binären Rastergrafik bestimmt
werden (s. Abschnitt 6.2.2). In Abbildung 7.10(b) sind zudem für die verwen-
deten Verschiebungsparameter der korrekten Rotation die entsprechenden
Schwarz-Weiß-Übergänge als Kriterium beim Daten-Matching dargestellt,
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wobei ähnlich wie in Abbildung 6.4(c) ein Parameter aus dem mittleren Be-
reich zur Transformation verwendet wird.
Beim Vergleich der Anker mit der jeweiligen Referenz ist festzustellen,
dass diese im Kontext üblicher Genauigkeitsanforderungen augenscheinlich
plausibel sind. Allerdings neigt das rasterbasierte Daten-Matching für die ge-
gebene Rasterkarte eher zu einem systematischen Transformationsfehler der
Ankerergebnisse, was in Abbildung 7.11(b) sowie B.4(c) und (d) an den mit
nahezu einheitlichem Abstand unterhalb der Referenz befindlichen Ankern

































Abbildung 7.10: Exemplarisch dargestellte Daten-Matching-Details in Form
des Lokalisierungsgraphen der IML-SLAM-Ergebnisse in (a) und der
Schwarz-Weiß-Übergänge aller Verschiebungsparameter in (b).
7.4.3.2 Qualitative Ergebnisbewertung
Die qualitative Bewertung der Daten-Matching-Ergebnisse in Abbildung 7.12
und Tabelle B.4 erfolgt analog zu Abschnitt 7.4.1.2 und 7.4.2.2 anhand der
Qualitätsmaße für die Einzelfehler 𝑅𝑖, welche hierbei ausschließlich für die
transformierten Anker relevant sind.
Allgemein orientiert sich die resultierende Ankergenauigkeit erwartungs-
gemäß stark an der Genauigkeit der Ankerkarten-Merging-Ergebnisse, auf
denen das Daten-Matching basiert. Zudem zeigen sich Abhängigkeiten be-
züglich des verwendeten vektor- und rasterbasierten Kartenmaterials, wobei
der konkreten Kartenwahl eher konservative Annahmen zugrunde lagen. So
wurde zum einen ein Kartengraph mit relativ wenigen Knoten und Kanten
verwendet. Da eine bestimmte Mindestgröße korrekt lokalisierter Objekttra-
jektorien erforderlich ist, hätten größere Graphen mit mehr Knoten und Kan-
ten hierbei ein prinzipiell robusteres Daten-Matching zur Folge. Zum anderen
wurde eine Rasterkarte eingesetzt, die neben dem binären Gebäudeplan vom
Betriebshof noch Luftbildanteile und damit entsprechende Farbkomponenten
bzw. Graustufen enthält. Für diese werden bei der Umwandlung in ein Binär-
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Abbildung 7.11: Daten-Matching-Ergebnis auf Basis der beispielhaften IML-
SLAM-Ergebnisse vektorbasiert in (a) und rasterbasiert in (b).
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bild im Gegensatz zum Gebäudeplan gleichen Bereichen (z.B. Bereiche ohne
Hindernisse) im Schnitt weniger oft auch gleiche Binärwerte zugeordnet, was
durch Einflussfaktoren wie Schatten, Fahrspuren oder abgestellte Fahrzeuge
begründet werden kann. Daher würde eine Rasterkarte ohne Luftbildanteile
praktisch ebenso zu robusteren Daten-Matching-Ergebnissen führen.
Allgemein ist festzuhalten, dass sich die Ankergenauigkeit beim Daten-
Matching durch die additive Überlagerung mit Anker- und Trajektorienfeh-
lern der Ankerkarten-Merging-Ergebnisse entsprechend verringert. Die beob-
achteten Fehler sind über die Gesamtheit der in Abschnitt 7.3 definierten 7
Szenariengruppen für die vektorbasierten Daten-Matching-Ergebnisse in Ab-
bildung 7.12(a), (c) und (e) weitaus geringer als für die rasterbasierten Er-
gebnisse in (b), (d) und (f). Dabei wird verglichen mit Abbildung 7.7 und 7.9
aufgrund der tendenziell höheren Fehler der visualisierte Fehlerbereich zur
Veranschaulichung verdoppelt. Ursache für die Fehlerunterschiede ist, dass
Rasterkarten, wie auch die vorliegende, typischerweise lediglich eine grobe
Kongruenzabbildung des Lokalisierungsgraphen darstellen. Dies wird beson-
ders in (d) an den Ergebnissen auf Basis der IML-SLAM-Referenzergebnisse
(gelbe Linie) ersichtlich, welche mit ∀𝑖 : 𝑅𝑖 > 1,7 m keine kleineren Fehler
enthalten. Jedoch werden die daraus resultierenden Verfahrensinkonsisten-
zen dadurch kompensiert, im Vergleich zum vektorbasierten Daten-Matching
über die Fähigkeit zur vollautomatisierten Integration von Sensornetzen in
die Anwendungsumgebung zu verfügen.
Bei der Gegenüberstellung der Szenariengruppen ist festzustellen, dass
für alle Gruppen, abgesehen von jener mit der Messrate 20 Hz (hellgrüne Li-
nien), das Daten-Matching auf Basis der IML-SLAM-Ergebnisse in (c) und
(d) im Mittel am besten konvergiert. Alle diesbezüglich beobachteten Ge-
nauigkeitsunterschiede entsprechen den Erwartungen und variieren analog zu
Abschnitt 7.4.1.2. Die verglichen mit Abbildung 7.9 geringeren Genauigkeits-
differenzen zwischen Szenarien- und Referenzergebnissen (jeweiliger Abstand
zwischen der gelben und den übrigen Linien) sprechen implizit für die Eig-
nung der Daten-Matching-Verfahren hinsichtlich der Erfüllung von Stabili-
tät. Zusammenfassend liefert das vektor- und rasterbasierte Daten-Matching
auf Basis der Ergebnisse des EKF-SLAM für die Szenariengruppe mit der
Messrate 20 Hz (hellgrüne Linien) sowie des IML-SLAM und FastSLAM für
alle Gruppen außer der mit der Messrate 20 Hz bzw. 5 Hz (orangene Linien)
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Abbildung 7.12: Bewertung der vektor- und rasterbasierten Daten-Matching-
Ergebnisse anhand der Anker-CDF auf Basis der Ergebnisse des EKF-SLAM





Im Mittelpunkt der vorliegenden Arbeit steht die Entwicklung eines Verfah-
rens, das die automatisierte Integration funkbasierter Sensornetze, die zur
Bestimmung von Ortsinformationen dienen, in die jeweilige Anwendungs-
umgebung realisiert. Das Betriebshofmanagement im ÖPNV stellt dabei ei-
ne typische Anwendung dar, welche auf der Grundlage permanent verfüg-
barer Positionskoordinaten von Bussen und Bahnen als mobile Objekte im
Verkehrsumfeld eine effizientere Betriebsführung ermöglicht. Die zugrunde-
liegende Datenbasis beinhaltet zum einen geometrische Beziehungen im Sen-
sornetz, konkret beschrieben durch paarweise Distanzen zwischen den mo-
bilen Objekten und den im Umfeld fest installierten Ankern. Zum anderen
wird auf vorhandenes digitales Kartenmaterial zurückgegriffen.
Zunächst erfolgte die algorithmische Generierung relativer Positionsin-
formationen durch die Verfahren EKF-SLAM, IML-SLAM und FastSLAM,
die sich in Informationsstruktur, Initialisierung und Zustandsrepräsentation
prinzipiell unterscheiden. Anschließend wurde die Zusammenführung dieser
Informationen im Rahmen einer kooperativen Kartenerstellung umgesetzt,
welche die Aufbereitung der Ankerkartierungsergebnisse sowie das Anker-
karten-Merging, d.h. das Auflösen von Mehrdeutigkeiten und Erstellen einer
gemeinsamen Ankerkarte, umfasst. Weiterhin stand die Herstellung eines an-
wendungsspezifischen absoluten Raumbezugs im Fokus, bei der sich anhand
von Graphen der generierten relativen Objekttrajektorien mittels Vektor-
und Rasterkarten entsprechende Transformationsparameter durch die vor-
gestellten Daten-Matching-Verfahren bestimmen lassen. Schließlich wurde
ausgehend von der vorliegenden Datenbasis und den definierten Testszena-
rien die Evaluation des entwickelten Verfahrens durchgeführt, indem unter
verkehrstelematischen Gesichtspunkten beispielhaft für den DVB-Standort
Betriebshof Gruna in Dresden SLAM-, Ankerkarten-Merging- und Daten-
Matching-Verfahren qualitativ bewertet wurden.
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8.1 Ergebnisse der Arbeit
Das primäre Ergebnis der Arbeit ist die erfolgreiche Entwicklung eines funk-
tionsfähigen Verfahrens zur automatisierten Integration funkbasierter Sen-
sornetze, wobei der Entwicklungsprozess vielfach von einer Sensibilisierung
für die erforderliche Verfahrenskomplexität begleitet wurde. Da das Verfah-
ren anstatt auf Genauigkeitssteigerung auf Automatisierung abzielt, wer-
den mögliche Genauigkeitsverluste verglichen mit dem Stand der Technik
bei nach wie vor ausreichend genauen Verfahrensergebnissen akzeptiert. Ein
weiteres Ergebnis stellt das empirische Modell zur Generierung semi-realer
Distanzen als Datenbasis dar (s. Abschnitt 7.2.1). Ausgangspunkt dafür ist
das erarbeitete hybride Simulationsverfahren zur Evaluation der Verfahrens-
funktionalität, welches die komplementären Eigenschaften realer und synthe-
tischer Sensordaten wirksam vereint. So lässt sich einerseits die Verfahrens-
konsistenz und -stabilität mit den verfügbaren exakten Daten überprüfen.
Andererseits wird implizit eine umgebungs- und sensorabhängige Datenak-
quise quasi unter Realbedingungen durchgeführt, die sowohl den Funküber-
tragungskanal als auch hardwareseitige Einflussfaktoren einschließen. Damit
können sporadische Messstörungen ebenso wie typische Distanzmessfehler
(Gauß‘sches Rauschen, Mehrwegeeffekte und Ausreißer) flexibel integriert
werden, während die simulierten Mehrwegepfade die am stärksten limitie-
rende Fehlerkomponente darstellen. Zudem kann die Definition geeigneter
Testszenarien innerhalb der adressierten Anwendungsumgebung zu den Er-
gebnissen der Arbeit gezählt werden. Diese umfassen konkrete Konfiguratio-
nen für die Simulation der Datenbasis, indem die Anzahl der Anker, deren
geometrische Verteilung, die Anzahl der mobilen Objekte, deren verkehrsspe-
zifischer Bewegungsverlauf, Qualität und Messrate der Sensordaten sowie die
verwendete vektor- und rasterbasierte Karte spezifiziert werden.
Weitere Bedeutung kommt den Ergebnissen der Verfahrensevaluation in
Abschnitt 7.4 zu, welche anhand des gewählten methodischen Ansatzes rea-
lisiert wurde. Die Ergebnisse beinhalten sowohl grundlegende inhärente Ab-
hängigkeiten hinsichtlich des entwickelten Verfahrens als auch qualitative
Aussagen zur Ergebnisbewertung bei definierter Verfahrensparametrisierung.
Im Detail ist für die untersuchten SLAM-Verfahren erwartungsgemäß eine
systematische Genauigkeitssteigerung mit zunehmender Verfahrensdauer zu
beobachten, welche aus der Bereitstellung passender Ankerhypothesen und
der kooperativen Auswahl der richtigen Hypothese resultiert. Dabei ist die
Genauigkeit der Trajektorien tendenziell besser als die der Anker, unter-
scheidet sich jedoch nicht um Größenordnungen. Des Weiteren ist festzu-
stellen, dass eine höhere Messrate die SLAM-Ergebnisse verbessert, dass die
Ankerkartierungsgenauigkeit mit der Anzahl umliegender Trajektorienpunk-
te steigt und dass Messfehler unter Umständen Divergenzeffekte verursachen.
Im Vergleich liefert das IML-SLAM-Verfahren die besten Ergebnisse hin-
sichtlich Verfahrensstabilität und -konvergenz und zeigt gleichzeitig für die
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meisten Szenariengruppen eine hohe Ergebnisreproduzierbarkeit, wobei auch
weniger als die bewerteten Testszenarien statistische Repräsentativität ge-
währleisten würden. Nach Anwendung des Ankerkarten-Merging-Verfahrens
verbessert sich zwar die Ankergenauigkeit durch Fusion der Ankerinforma-
tionen mehrerer mobiler Objekte, allerdings reduziert sich auch marginal die
Genauigkeit der Objekttrajektorien aufgrund der additiven Überlagerung
von Trajektorien- und Ankerfehlern. Zudem lassen sich weiter außerhalb im
Ankerbereich befindliche Anker vergleichsweise weniger genau kartieren. In-
nerhalb des Daten-Matching-Verfahrens ist die erzielbare Genauigkeit ab-
hängig von der Qualität des verwendeten vektor- und rasterbasierten Kar-
tenmaterials. Dabei führt das rasterbasierte Daten-Matching für die zugrun-
deliegende Rasterkarte als Fazit eher zu systematischen Ankerfehlern, eignet
sich jedoch zur vollautomatisierten Systemintegration.
8.2 Ausblick
Die Erkenntnisse dieser Arbeit bieten die Möglichkeit für weiterführende
Untersuchungen. Einen Ansatz zur Verfahrensaufwertung bildet die Erwei-
terung der Sensordatenbasis, falls verfügbar, durch konkrete Fahrzeugbewe-
gungen (geschwindigkeits- und Odometrie-basierte Steuersignale) oder paar-
weise Winkelmessungen. Daraus resultieren insbesondere für die SLAM-Ver-
fahren weitreichende Konsequenzen bspw. aus der Anwendung des Range-
Bearing-Modells oder dem Auflösen bestimmter Mehrdeutigkeiten (s. Abbil-
dung 4.3). Gleichermaßen zielführend wäre die Einbeziehung von Qualitäts-
angaben bezüglich der verwendeten Datenbasis und den ermittelten Objekt-
und Ankerpositionen durch definierte Genauigkeitsmaße, wohingegen Me-
chanismen zum Schließen von Schleifen die SLAM-Ergebnisse nicht signifi-
kant aufwerten würden. Im Falle satellitengestützter a-priori-Informationen
(z.B. in Form von bekannten Ankerpositionen) wäre deren sinnvolle Nut-
zung zur Herstellung eines absoluten Raumbezugs ebenso zu diskutieren wie
die Implementierung robuster und effizienter Alternativen zum Split-and-
Merge-Algorithmus und Brute-Force-Ansatz (s. Abschnitt 6.1.1, 4.4.2 und
6.2). Weiterhin würde die Verfahrensevaluation durch Testszenarien, welche
dynamische Anker- und Objektkonfigurationen oder Kartenmaterial mit va-
riabler Qualität bzw. struktureller Diversität einschließen, verbessert werden.
Darüber hinaus sind die Modellierung von Distanzmessfehlern für weitere
Umgebungen, eine umfassendere Parametrisierung sowie statistisch weitaus
höher belastbare Langzeittests und Komplexitätsanalysen denkbar.
Abschließend kann eingeschätzt werden, dass die automatisierte Inte-
gration funkbasierter Sensornetze eine wissenschaftlich interessante und an-
spruchsvolle Problematik darstellt. Sie leistet zugleich einen praktisch be-
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A.1 Generierung von Bewegungsinformationen
Prinzipiell ist es möglich, aus den im Sensornetz gemessenen Distanzen (s.
Abschnitt 2.1.4) unter Berücksichtigung der Messungenauigkeiten und geo-
metrischen Verhältnisse Bewegungsinformationen abzuleiten. Im Folgenden
wird eine heuristische Methode zur Approximation der Objektgeschwindig-
keit 𝑣 mit Hilfe der zugrundeliegenden Datenbasis, den Distanzmessungen
zwischen mobilem Objekt und Ankern, beschrieben. Da aus den in Abschnitt
1.2 genannten Gründen per se keine Steuersignale (s. Abschnitt 4.1.1.2) zur
Lösung des SLAM-Problems verfügbar sind, kann die Bestimmung der Ap-
proximation 𝑣 diesen Umstand zumindest ansatzweise kompensieren. Hierbei
beschränkt sich die Informationsgenerierung jedoch auf die Objektgeschwin-
digkeit, weil weder Positionsinformationen noch Richtungsbeobachtungen als
Datenbasis zur Bestimmung des Lagewinkels vorliegen.
Seien 𝑟𝑡−1,𝑙 und 𝑟𝑡,𝑙 die Distanzmessungen zwischen dem mobilen Objekt
und dem 𝑙-ten Anker mit 𝑙 = 1,2, . . . ,𝑀 zu den zwei aufeinanderfolgenden














mit der betragsmäßigen Distanzänderung |∆𝑟𝑙| und der Zeitspanne ∆𝜏 =
𝜏𝑡 − 𝜏𝑡−1. Der Faktor









stellt dabei den trigonometrischen Bezug zwischen Distanzänderung und Ob-
jektbewegung her. Er wird aus den in Abschnitt 2.1.4.1 genannten Winkeln
A - 1
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zwischen dem mobilen Objekt sowie den Ankern bestimmt und liegt im In-
tervall (0; 1]. Die Anker, für die sich 𝑐𝑙 = 0 ergibt, werden in Gleichung A.1
nicht berücksichtigt. Da anwendungsbedingt zunächst keine Positionsinfor-
mationen und damit auch keine Winkel vorliegen, kann 𝑐𝑙 nicht berechnet,
sondern muss empirisch mit ∀𝑙 : 𝑐𝑙 = 𝑐emp = 1 angegeben werden. Daraus








Für 𝑐𝑙 < 1 würde 𝑣 unterschätzt werden, d.h., dass die beschriebene Methode
zwar keine Schätzung der exakten, jedoch der minimalen Geschwindigkeit
generiert.
Auf die daraus resultierenden Geschwindigkeitsfehler kann mit Hilfe des
in Abbildung A.1 dargestellten relativen Fehlers (𝑣 − 𝑣)/𝑣 und Gleichung
A.3 für die 𝑗-te Objektposition qualitativ geschlussfolgert werden. Dazu wird
beispielhaft eine horizontale Objektbewegung angenommen, für welche sich,
in (a) gut sichtbar, für betragsmäßige Bewegungen in Richtung des darge-
stellten Ankers (links und rechts im Beispiel) die Faktoren 𝑐𝑙,𝑗 ≈ 𝑐emp und
damit geringe relative Fehler ergeben. Bewegt sich das Objekt hingegen par-
allel zum Anker (oben und unten im Beispiel), folgt 𝑐𝑙,𝑗 ≈ 0 ̸= 𝑐emp, d.h.,
die Distanzänderung kann bei zunehmender Abweichung der Faktoren 𝑐𝑙,𝑗
von 1 nicht mehr zur Generierung von Bewegungsinformationen herangezo-
gen werden. In (b) sind die relativen Geschwindigkeitsfehler beispielhaft für
mehrere Anker dargestellt. Darüber hinaus wird die Approximation in Glei-
chung A.3 zusätzlich durch den Fehlereinfluss der Messungenauigkeit auf
∆𝑟𝑙 eingeschränkt, welcher durch Datenfilterung mit den in Abschnitt 3.2
vorgestellten Filtern reduziert werden kann.
A.2 Erweiterung des FastSLAM-Verfahrens
Die in Abschnitt 3.2.3.1 beschriebene Abweichung zwischen Ziel- und Vor-
schlagsverteilung (s. Abbildung 3.8) der Partikel wird prinzipiell durch das
Resampling korrigiert und bildet die Voraussetzung für konsistente Schätz-
ergebnisse. Da die aktuelle Beobachtung üblicherweise nicht innerhalb der
Vorschlagsverteilung berücksichtigt wird, kommt es für Beobachtungen mit
wesentlich höherer Genauigkeit als die der Steuersignale teils zu drastische-
ren Abweichungen. Diese können beim Fehlen konkreter Steuersignale im
FastSLAM-Verfahren in Abschnitt 4.4.3.3 zur Steigerung der Verfahrenskon-
sistenz reduziert werden, insbesondere wenn der Algorithmus (noch) nicht
konvergiert, d.h., wenige bis keine Ankerhypothesen entfernt wurden und
somit ein Zustandsraum mit vielen lokalen Maxima vorliegt.
Zur Reduzierung der Abweichung zwischen Ziel- und Vorschlagsvertei-
lung schlagen [MTK+02], [HBFT03] und [GSB07] eine verbesserte Modellie-
rung der Vorschlagsverteilung durch FastSLAM 2.0 vor. Dabei werden die
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Abbildung A.1: Qualität der generierten Bewegungsinformationen dargestellt
durch relative Geschwindigkeitsfehler jeder Objektposition für eine beispiel-
haft gewählte horizontale Objektbewegung und eine Ankerposition (schwar-
zes Quadrat) in (a) bzw. vier Ankerpositionen in (b). Die Fehler sind für
betragsmäßige Bewegungen in Ankerrichtung (links und rechts) gering, für
Bewegungen parallel zum Anker (oben und unten) hingegen hoch.
Partikel durch das im Prädiktionsschritt durchgeführte Sampling in passen-
derer Weise im Zustandsraum verteilt, indem die aktuelle Beobachtung z𝑡
unter Berücksichtigung der bisher erstellten Umgebungskarte gezielt einbe-
zogen wird. Gemäß [BNN06] kann dadurch bei begrenzter Partikelanzahl der
Partikel-Verarmung infolge einer ansonsten willkürlichen und großflächigen
Verteilung im Zustandsraum entgegengewirkt werden.
Die Bestimmung der prädizierten Objektpositionen x[1:𝑁 ]𝑡 in FastSLAM
2.0 erfolgt unter Verwendung der Vorschlagsverteilung





mit der Objektposition x[𝑗]𝑡−1, der Beobachtung z𝑡 und 𝑗 = 1,2, . . . , 𝑁 , wobei
analog zu Abschnitt 4.4.3.3 ebenso auf die Einbeziehung des Steuersignals u𝑡
verzichtet wird. Zudem ist zur Bestimmung der Partikelgewichte 𝑤[1:𝑁 ]m,𝑡 als
Verhältnis von Ziel- zu Vorschlagsverteilung der Partikeltrajektorie die Um-
formulierung des probabilistischen Beobachtungsmodells in Gleichung 4.80





















erforderlich, wobei sich die Umgebungskarte Θ aus x[𝑗]1:𝑡−1 und z1:𝑡−1 ergibt.
Da die Vorschlagsverteilung in Gleichung A.4 lokale Optimalität bean-
sprucht, erfolgt die Bestimmung der Gewichte in Gleichung 4.79 entlang
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deren unterer theoretischer Varianzgrenze. Somit tragen aufgrund der Einbe-
ziehung der Beobachtungen innerhalb der Vorschlagsverteilung in FastSLAM
2.0 wesentlich mehr Partikel zur Approximation der Zielverteilung bei. Das
Resampling erfolgt dadurch mit verringerter Partikel-Verarmung, was zu ei-
ner prinzipiellen Reduzierung der Historienverluste führt.
In Abbildung A.2(a) und (b) werden die Historienverluste von FastSLAM
1.0 und FastSLAM 2.0 miteinander verglichen. Hierzu ist über die Zeit dar-
gestellt, von wie vielen Partikeln vergangener Zeitschritte das aktuelle Parti-
kelset abstammt. Dabei weist FastSLAM 2.0 in (b) deutlich weniger Verluste
auf, was auf eine geringere Abweichung zwischen Ziel- und Vorschlagsvertei-
lung und somit mehr beim Resampling berücksichtigte Partikel zurückzufüh-
ren ist. Demnach verfügt FastSLAM 2.0 über eine größere Partikeldiversität,
d.h., mehr Partikel weisen Objekttrajektorien- und Ankerkartenunterschiede
auf, wodurch letztlich die Verfahrenskonsistenz gesteigert wird.
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Abbildung A.2: Vergleich der Historienverluste von FastSLAM 1.0 und 2.0 in
(a) und (b). In logarithmischer Farbskalierung ist über die Zeit dargestellt,
von wie vielen Partikeln vergangener Zeitschritte das aktuelle Partikelset
abstammt, wobei FastSLAM 2.0 deutlich weniger Historienverluste aufweist.
A.3 Ablauf des konzipierten Greedy-Algorithmus
Der detaillierte Ablauf des in Abschnitt 5.2.1.2 vorgestellten konzipierten
Greedy-Algorithmus zum Auflösen der Mehrdeutigkeiten ist in Abbildung
A.3 beispielhaft für zwei Karten (links und rechts) derselben Anker veran-
schaulicht und ergänzt Abbildung 5.3. Die grau dargestellten, kartenüber-
greifend bestimmten Residuen der paarweisen Ankerkombinationen in Ab-
bildung A.3(a) bis (l) ermöglichen das schrittweise Ablehnen der Positionshy-
pothesen, die jeweils das maximale Gesamtresiduum aufweisen. Dies betrifft
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die Hypothesen von Anker 4 in (a), Anker 4 in (b), Anker 5 in (c), Anker 1
in (d), Anker 2 in (e), Anker 3 in (f), Anker 1 in (g), Anker 5 in (h), Anker
3 in (i) und Anker 2 in (j). Abgelehnte Hypothesen sind in allen weiteren
Verfahrensiterationen nicht mehr abgebildet. Die in (k) und (l) dargestell-
ten finalen Ankerkarten der letzten beiden Verfahrensiterationen entsprechen































































Abbildung A.3: Detaillierter Ablauf des konzipierten Greedy-Algorithmus
beispielhaft dargestellt für zwei Karten derselben Anker. Die in (a) und (b)
zunächst mehrdeutigen Anker werden anhand der grau gekennzeichneten
Residuen der Ankerkombinationen infolge weiterer Verfahrensiterationen in
(c) bis (l) schrittweise eindeutig.
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A.4 Lagewinkel der Kanten in einer Rastergrafik
Das in Abschnitt 6.2.2 behandelte Daten-Matching-Verfahren für rasterba-
sierte Karteninformationen stützt sich bei der Durchführung der Rotation
auf Methoden der Bildverarbeitung. Ziel dabei ist es, den dominierenden
Lagewinkel der Kanten der Rastergrafik ℐRGB zu ermitteln. Dafür wird die-
se zunächst in das Graustufenbild
ℐ = 0,2989 ℐR + 0,587 ℐG + 0,114 ℐB (A.6)
mit dem Standard ITU-R-Empfehlung BT.601-7 als gewichtete Summe der
Farbkomponenten sowie in das Binärbild (Schwarz-Weiß-Bild)
∀𝑥, 𝑦 : ℐBW,𝑦,𝑥 =
{︃
1 wenn ℐ𝑦,𝑥 > 𝜀BW
0 sonst
(A.7)
mit den Rasterzellenkoordinaten (𝑥, 𝑦) und dem gängigen Grenzwert 𝜀BW =
(min ℐ + max ℐ)/2 umgewandelt. Aus dem vergleichsweise kontrastreichen
Binärbild erfolgt gemäß Abbildung A.4 anschließend die Generierung des bi-
nären Gradientenbilds ∆ℐBW durch Kantendetektoren wie z.B. Sobel-Ope-
rator und Canny-Algorithmus, welche durch [Can86] und [Lim90] formuliert
sind. Die bevorzugte Verwendung des Binärbilds anstelle des Graustufenbilds
resultiert daraus, dass sich aus dem höheren Kontrast bei gleicher Parame-
trisierung des Detektors deutlich mehr Kanten im Gradientenbild ergeben.
(a) (b)
Abbildung A.4: Kantendetektion anhand der Rastergrafik vom Betriebshof
Gruna. (a) zeigt das Binärbild der Grafik, während in (b) die detektierten
Kanten als binäres Gradientenbild dargestellt sind.
Zur Erkennung von Geraden innerhalb von ∆ℐBW, das für die Rastergra-
fik vom Betriebshof Gruna in Abbildung A.4(b) dargestellt ist, eignen sich
sowohl die Radon-Transformation nach [Rad17], [Lim90] und [SPTL11] als
auch die Hough-Transformation nach [Bal81], [Dav04] und [Car08]. Beide ge-
nerieren in ähnlicher Weise einen Dualraum, welcher gemäß Abbildung A.5
A - 7
KAPITEL A
durch den Lagewinkel1 𝜃 im Intervall [0;𝜋) und den Euklidischen Abstand
𝑑𝑥,𝑦(𝜃) = 𝑥 cos 𝜃 + 𝑦 sin 𝜃 (A.8)
vom Koordinatenursprung der Rastergrafik zur Geraden aufgespannt wird.
Die durch {𝜃, 𝑑} beschriebenen Geraden verlaufen durch jede Rasterzelle
(𝑥, 𝑦), für die gilt ∆ℐBW,𝑦,𝑥 ̸= 0. Auf dieser Basis lässt sich die in Abbildung
A.5(a) dargestellte Matrix T, welche den Dualraum in diskretisierter Form
repräsentiert, an den entsprechenden Stellen T𝜃,𝑑 inkrementieren. Anhand
von Häufungspunkten in T, die sich aus einer Vielzahl von Rasterzellen er-
geben, können so mögliche Geraden erkannt werden. Der für die Gesamtheit
aller Kanten dominierende Lagewinkel





T𝜃,𝑑 wenn T𝜃,𝑑 ≥ 𝜀
0 sonst
(A.9)
wird schließlich aus den kumulierten Häufungspunkten signifikanter Geraden
über alle Abstände 𝑑 bestimmt. In Abbildung A.5(b) ist dies für unterschied-
liche Grenzwerte 𝜀, welche die minimale Länge solcher Geraden in Raster-
zellen angeben, veranschaulicht. Dabei erweist sich bspw. für die Bildgröße
3200 × 2400 der Wert 𝜀 = 100 als geeignet. Am Beispiel der Rastergrafik
vom Betriebshof Gruna können zwei dominierende Lagewinkel bei 𝜃 = 0
bzw. 𝜃 = 𝜋/2 abgelesen werden, was auf die orthogonale Struktur der Grafik
zurückzuführen ist.
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Abbildung A.5: Geradenerkennung und Lagewinkelbestimmung für das Gra-
dientenbild ∆ℐBW. (a) zeigt die Matrix T im Dualraum, deren kumulierte
Häufungspunkte in (b) für unterschiedliche Grenzwerte 𝜀 dargestellt sind.
1Der Lagewinkel 𝜃 beschreibt den Winkel zwischen der Normalen einer Geraden und
der x-Achse. Dabei gilt der mathematisch positive Drehsinn, d.h. für das bei Rastergrafiken





B.1 Geschwindigkeitsprofile der simulierten Objekt-
trajektorien
Abbildung B.1 zeigt die Geschwindigkeitsprofile der simulierten Objekttra-
jektorien aus Abbildung 7.5, welche im Rahmen der Erstellung von Testsze-
narien in Abschnitt 7.3 zur Evaluation des entwickelten Verfahrens festge-
legt wurden. Die dargestellten Profile enthalten die im Geschwindigkeitsset
𝑣 =
{︀
0 m s−1; 5 m s−1; 10 m s−1
}︀
definierten Werte, wobei die beiden mittle-
ren Profile temporäre Ruhezustände einschließen.
B.2 Gesamtes SLAM-Ergebnis eines Testszenarios
Als Ergänzung zu Abschnitt 7.4.1.1 enthält Abbildung B.2 die EKF-SLAM-,
IML-SLAM- und FastSLAM-Ergebnisse aller 4 definierten mobilen Objek-
te für ein Testszenario mit den Werten
{︀
(0,1 m)2; 0,02; 10 Hz
}︀
, welches bei-
spielhaft ausgewählt wurde. Bei detaillierterer Betrachtung ist festzustellen,
dass für längere kollineare Trajektorienabschnitte teilweise Divergenz droht.
Dieser Effekt wird besonders in Abbildung B.2(a) und (j) anhand der Ab-
knickung unmittelbar nach Trajektorienstart sichtbar. Zudem ist zu beob-
achten, dass sich in seltenen Fällen die Wahrscheinlichkeiten einer der beiden
durch solche Abschnitte kartierten Regionen ähnlich wahrscheinlicher Hypo-
thesen aufgrund von Mehrwegeeffekten während des Verfahrensverlaufs er-
heblich reduzieren. Damit wird für eigentlich mehrdeutige Anker keine zweite
bzw. lediglich eine falsche Hypothese gefunden, wie z.B. für Anker 24 in (a).
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Abbildung B.1: Geschwindigkeitsprofile der Objekttrajektorien.
B.3 Statistische Repräsentativität
Zur Untersuchung der statistischen Repräsentativität der 100 Testszenari-
en, die sich in jeder der 7 Szenariengruppen befinden, wird die Reprodu-
zierbarkeit der SLAM-Ergebnisse aus Abschnitt 7.4.1.2 mit der Erwartung
analysiert, ähnliche Ergebnisse für ähnliche Sensordaten zu erhalten. Dazu
erfolgt für jede Gruppe die Bestimmung der Standardabweichung 𝜎90% aus
den Werten des Qualitätsmaßes Quantil 90%, die für alle Testszenarien ein-
zeln gebildet werden. Dieses Maß eignet sich, da es relativ robust gegenüber
Ausreißern unter den Einzelfehlern ist. Die ermittelten Standardabweichun-
gen werden durch Tabelle B.1 für die Anker und mobilen Objekte aller drei
SLAM-Verfahren bereitgestellt. Sie liefern eine Aussage darüber, ob die aus
bestimmten Daten resultierenden SLAM-Ergebnisse zuverlässig, d.h. in ihrer
A - 10
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Genauigkeit reproduzierbar, sind. Dabei ergeben sich auch größere Werte, in-
dem gleichzeitig die Quantile konvergierender und divergierender Ergebnisse
mit im Regelfall gebündelt auftretenden höheren Fehlern zugrunde liegen.
Zudem sind gerade für gute Sensordaten (z.B. bei Messvarianz (0,01 m)2
und Ausreißerwahrscheinlichkeit 0 für das FastSLAM-Verfahren) hohe Wer-
te nicht ungewöhnlich, da viele gleich gute und wenige schlechte Ergebnisse
zu höheren Werten führen als viele gleich schlechte Ergebnisse.
Die EKF-SLAM-Ergebnisse aller Szenariengruppen außer der Gruppe{︀
(0,1 m)2; 0,02; 20 Hz
}︀
generieren verfahrensbedingt die größten Standard-
abweichungen, d.h., sie zeigen die geringste Reproduzierbarkeit. Für kleinere
Standardabweichungen hingegen wäre die statistische Repräsentativität auch
bei deutlich weniger als 100 Testszenarien gegeben, womit in solchen Fällen
die Szenarienanzahl reduziert werden könnte. Als Ergänzung enthält Tabelle
B.1 die Standardabweichungen, die sich aus dem 100-maligen Applizieren der
drei SLAM-Verfahren mit denselben Referenzdistanzen ergeben. Da weder
das EKF-SLAM- noch das IML-SLAM-Verfahren über Zufallskomponenten
verfügt und demzufolge immer gleiche Ergebnisse liefert, resultieren hier-
bei Werte von Null. Im Vergleich dazu konvergiert das FastSLAM-Verfahren
trotz zufallsbasiertem Sampling und Resampling (s. Abschnitt 3.2.3) immer
ähnlich genau, was die als gut bewertete Verfahrenskonsistenz bestätigt.
Tabelle B.1: Bewertung der Reproduzierbarkeit der SLAM-Ergebnisse an-
hand der Standardabweichung 𝜎90% für die Anker- und Trajektoriengenau-
igkeit von EKF-SLAM, IML-SLAM und FastSLAM.
Testszenarien EKF-SLAM IML-SLAM FastSLAM
𝜎2 𝑝out Δ𝑡
−1 Anker Objekt Anker Objekt Anker Objekt
(0,1m)2 0,02 10Hz 13,23 8,18 2,88 0,77 0,94 0,42
(0,01m)2 0,02 10Hz 23,69 16,58 2,59 0,68 10,39 0,38
(1m)2 0,02 10Hz 28,02 19,62 4,91 1,1 1,01 0,3
(0,1m)2 0 10Hz 14,37 10,64 4,33 0,77 10,55 7,74
(0,1m)2 0,1 10Hz 27,58 23,39 3,51 1,21 6,2 8,85
(0,1m)2 0,02 20Hz 2,56 3,19 12,27 1,92 0,8 0,36
(0,1m)2 0,02 5Hz 23,78 26,04 2,16 7,48 4,09 0,86
Referenzdistanzen 0 0 0 0 0,2 0,05
B.4 Gesamtes Ankerkarten-Merging-Ergebnis eines
Testszenarios
Als Ergänzung zu Abschnitt 7.4.2.1 enthält Abbildung B.3 die kooperati-
ven Ankerkarten-Merging-Ergebnisse, welche aus den Ergebnissen der ande-
ren beiden SLAM-Verfahren, EKF-SLAM- und FastSLAM, aus Abschnitt
B.2 resultieren und für alle 4 definierten mobilen Objekte zusammengefasst
dargestellt sind. Bei detaillierterer Betrachtung ist festzustellen, dass einzel-
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Abbildung B.2: SLAM-Ergebnisse eines Testszenarios für EKF-SLAM in (a)
bis (d), IML-SLAM in (e) bis (h) und FastSLAM in (i) bis (l).
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ne Objekttrajektorien, welche in die gemeinsame Ankerkarte transformiert
wurden, aufgrund einer teilweise ungenauen Ankerkartierung ihre jeweilige
Referenztrajektorie weniger genau abbilden. Zwei Beispiele dafür sind die
Trajektorie mit blauer Referenz in Abbildung B.3(a) und die mit grüner Re-
ferenz in (b) verglichen mit Abbildung B.2(a) und (k). Im ersten Beispiel
zieht nach der Transformation in die gemeinsame Ankerkarte Anker 1 aus
Abbildung B.2(a) die betreffende Trajektorie nach oben. Im zweiten Beispiel
sorgen Anker 3 und 4 aus (i) dafür, dass sie in der gemeinsamen Ankerkarte
zu weit links bestimmt werden, wobei die Anker 3 und 4 aus (l) angesichts
ihrer hohen PDOP-Werte weniger korrigierend ins Gewicht fallen. Wird die
Trajektorie mit grüner Referenz schließlich in die Ankerkarte transformiert,
befindet sie sich ebenso zu weit links.
Weiterhin ist zu beobachten, dass abhängig von der konkreten Netz-
geometrie innerhalb der gemeinsamen Ankerkarte zum Teil größere Einzel-
fehler resultieren. Grund dafür sind die jeweiligen Einzelfehler der SLAM-
Ergebnisse. Dies trifft z.B. für Anker 24 in Abbildung B.3(a) zu, was durch
das Fehlen der richtigen Ankerhypothese in Abbildung B.2(a) begründet
werden kann.
B.5 Gesamtes Daten-Matching-Ergebnis eines Test-
szenarios
Abbildung B.4 zeigt die vektor- und rasterbasierten Daten-Matching-Ergeb-
nisse eines Testszenarios, welche ebenso die in Abschnitt 7.4.3.1 diskutierten
systematischen Ankerfehler aufweisen.
B.6 Qualitative Ergebnisbewertung
In den Tabellen B.2 bis B.4 erfolgt die qualitative Bewertung der SLAM-,
Ankerkarten-Merging- und Daten-Matching-Ergebnisse. Die konkreten Wer-
te der Qualitätsmaße MAE, RMSE, Quantil 90% und 95% ergänzen die
jeweiligen Betrachtungen in Abschnitt 7.4.
B.7 Divergenz des Gesamtverfahrens
Abbildung B.5 zeigt ein Beispiel für die Divergenz des Gesamtverfahrens.
Da bereits das EKF-SLAM-Ergebnis von Objekt 1 in Abbildung B.5(a) ex-
trem divergiert, setzen sich entsprechende Fehler im Ankerkarten-Merging-
Ergebnis in (b) und den Daten-Matching-Ergebnissen in (c) und (d) fort.
Dabei resultieren aus dem vektorbasierten Daten-Matching in (c) vergleichs-
weise hohe Fehler, indem Transformationsparameter gefunden werden, die
zu einem horizontal gespiegelten Gesamtergebnis führen.
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Abbildung B.3: Ankerkarten-Merging-Ergebnisse eines Testszenarios auf Ba-
sis der Ergebnisse des EKF-SLAM in (a) und FastSLAM in (b).
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Abbildung B.4: Daten-Matching-Ergebnisse eines Testszenarios auf Basis der
Ergebnisse des EKF-SLAM in (a) und (c) sowie FastSLAM in (b) und (d).
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Tabelle B.2: Bewertung der SLAM-Ergebnisse anhand der Qualitätsmaße
MAE, RMSE, Quantil 90% und 95% für die Anker- und Trajektoriengenau-
igkeit von EKF-SLAM, IML-SLAM und FastSLAM.
Testszenarien EKF-SLAM IML-SLAM FastSLAM
𝜎2 𝑝out Δ𝑡




(0,1m)2 0,02 10Hz 4,12 2,93 1,92 1,63 2,49 1,75
(0,01m)2 0,02 10Hz 5,11 3,74 1,95 1,61 2,89 1,77
(1m)2 0,02 10Hz 7,08 5,38 2,15 1,93 2,65 1,89
(0,1m)2 0 10Hz 3,86 3,07 1,98 1,61 2,79 1,86
(0,1m)2 0,1 10Hz 10,26 8,33 2,2 1,91 3,47 2,24
(0,1m)2 0,02 20Hz 2,84 2 3,28 1,69 2,59 1,31
(0,1m)2 0,02 5Hz 9,99 11,04 2,21 2,26 3,81 2,71





(0,1m)2 0,02 10Hz 11 6,64 3,36 2,81 5,14 2,17
(0,01m)2 0,02 10Hz 16,24 10,92 3,56 2,37 8,53 2,21
(1m)2 0,02 10Hz 19,7 14,34 4,58 3,1 5,99 2,29
(0,1m)2 0 10Hz 11,07 8,92 4,01 2,7 8,6 3,91
(0,1m)2 0,1 10Hz 24,41 20,1 4,27 3,25 9,63 5,03
(0,1m)2 0,02 20Hz 5,67 5,16 10,07 4,07 8,11 1,63
(0,1m)2 0,02 5Hz 22,5 26,47 4,18 5,7 6,62 3,56










(0,1m)2 0,02 10Hz 7,26 5,26 3,73 3,17 4,61 3,41
(0,01m)2 0,02 10Hz 7,71 5,54 3,65 3,17 4,79 3,47
(1m)2 0,02 10Hz 11,52 7,36 4,03 3,64 4,81 3,61
(0,1m)2 0 10Hz 6,7 5,14 3,58 3,14 4,56 3,42
(0,1m)2 0,1 10Hz 24,04 18,32 4,11 3,77 5,51 3,98
(0,1m)2 0,02 20Hz 5,48 3,9 4,91 2,86 3,82 2,53
(0,1m)2 0,02 5Hz 22,75 28,68 4,5 4,41 7,91 5,22










(0,1m)2 0,02 10Hz 11,24 6,82 5,64 4,32 6,49 4,26
(0,01m)2 0,02 10Hz 12,92 7,92 5,86 4,35 7,07 4,32
(1m)2 0,02 10Hz 28,25 20,05 6,16 4,9 6,84 4,42
(0,1m)2 0 10Hz 10,14 6,64 5,62 4,28 6,66 4,3
(0,1m)2 0,1 10Hz 48,91 45,52 6,68 5,28 8,49 5,02
(0,1m)2 0,02 20Hz 8,41 4,86 10,36 4 5,81 3,12
(0,1m)2 0,02 5Hz 45,71 55,71 6,98 6,56 11,73 6,85
Referenzdistanzen 1,6 2,87 2 1,98 1,18 0,95
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Tabelle B.3: Bewertung der Ankerkarten-Merging-Ergebnisse anhand der
Qualitätsmaße MAE, RMSE, Quantil 90% und 95% für die Anker- und Tra-
jektoriengenauigkeit.
Testszenarien EKF-SLAM IML-SLAM FastSLAM
𝜎2 𝑝out Δ𝑡




(0,1m)2 0,02 10Hz 2,89 4,07 1,28 1,97 1,96 2,27
(0,01m)2 0,02 10Hz 3,12 4,95 1,34 1,97 2,3 2,64
(1m)2 0,02 10Hz 4,7 6,92 1,43 2,3 2,06 2,4
(0,1m)2 0 10Hz 2,53 3,99 1,4 2,03 2,16 2,76
(0,1m)2 0,1 10Hz 7,26 11,86 1,44 2,3 2,77 3,12
(0,1m)2 0,02 20Hz 1,99 2,49 2,96 2,88 1,95 1,78
(0,1m)2 0,02 5Hz 8,11 16,09 1,41 2,58 3,59 3,87





(0,1m)2 0,02 10Hz 6,38 9,18 1,83 3,25 2,89 2,69
(0,01m)2 0,02 10Hz 7,91 15,25 2 2,62 4,24 5,66
(1m)2 0,02 10Hz 10,82 17,01 2,42 3,83 3,35 2,83
(0,1m)2 0 10Hz 5,17 11,44 3,34 3,33 4,15 8,13
(0,1m)2 0,1 10Hz 15,86 26,59 2,43 3,71 5,9 7,64
(0,1m)2 0,02 20Hz 3,18 5,82 8,7 9,38 3,62 2,11
(0,1m)2 0,02 5Hz 19,03 34,18 1,99 5,77 9,75 7,82










(0,1m)2 0,02 10Hz 4,58 6,28 2,31 3,65 3,31 4,12
(0,01m)2 0,02 10Hz 4,94 6,38 2,47 3,72 3,64 4,38
(1m)2 0,02 10Hz 9,43 11,3 2,56 4,14 3,36 4,37
(0,1m)2 0 10Hz 4,13 5,76 2,38 3,73 3,41 4,18
(0,1m)2 0,1 10Hz 17,11 29,61 2,55 4,36 4,28 4,97
(0,1m)2 0,02 20Hz 3,3 4,28 5,8 4,71 2,84 3,21
(0,1m)2 0,02 5Hz 17,66 44,57 2,65 4,87 5,74 6,55










(0,1m)2 0,02 10Hz 7,81 8,88 3,12 4,83 4,12 5,04
(0,01m)2 0,02 10Hz 7,91 9,41 3,41 4,94 5,23 5,5
(1m)2 0,02 10Hz 17,01 26,41 3,59 5,5 4,13 5,28
(0,1m)2 0 10Hz 5,61 7,71 3,4 5,13 4,53 5,18
(0,1m)2 0,1 10Hz 28,35 59,44 3,58 5,94 6,66 6,25
(0,1m)2 0,02 20Hz 4,35 5,17 10,78 7,28 3,9 3,88
(0,1m)2 0,02 5Hz 28,96 76,58 3,45 6,97 8,15 8,28
Referenzdistanzen 0,77 2,98 1,36 1,92 0,63 1,01
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Tabelle B.4: Bewertung der vektor- und rasterbasierten Daten-Matching-
Ergebnisse anhand der Qualitätsmaße MAE, RMSE, Quantil 90% und 95%
für die Ankergenauigkeit.
Testszenarien EKF-SLAM IML-SLAM FastSLAM
𝜎2 𝑝out Δ𝑡




(0,1m)2 0,02 10Hz 7,26 8,6 1,75 3,3 2,37 3,4
(0,01m)2 0,02 10Hz 8,67 11,54 1,77 3,91 5,4 5,17
(1m)2 0,02 10Hz 14,31 19,96 1,96 3,75 2,55 3,68
(0,1m)2 0 10Hz 4,75 10,48 1,94 4,81 4,36 6,79
(0,1m)2 0,1 10Hz 27,8 29,15 1,96 4,37 4,58 5,41
(0,1m)2 0,02 20Hz 2,59 4,08 4,84 9,21 2,4 4,57
(0,1m)2 0,02 5Hz 27,98 36,07 1,84 6,37 5,55 13,54





(0,1m)2 0,02 10Hz 26,62 24,18 2,34 3,76 3,2 4,17
(0,01m)2 0,02 10Hz 30,18 33,12 2,4 10,63 21,97 14,17
(1m)2 0,02 10Hz 40,52 47,42 2,84 6,84 3,65 4,64
(0,1m)2 0 10Hz 14,81 30,58 3,8 18,13 16,85 21,63
(0,1m)2 0,1 10Hz 59,71 59,17 2,87 11,17 16,96 14,44
(0,1m)2 0,02 20Hz 3,55 4,85 16,95 29,21 3,88 11,31
(0,1m)2 0,02 5Hz 58,5 66,48 2,41 21,36 19,33 37,02










(0,1m)2 0,02 10Hz 5,36 9,03 3,01 5,55 3,84 5,58
(0,01m)2 0,02 10Hz 6,09 9,72 3,07 5,29 4,31 6,47
(1m)2 0,02 10Hz 26,71 55,87 3,24 5,42 3,9 5,92
(0,1m)2 0 10Hz 4,85 8,41 3,07 5,3 3,91 6,19
(0,1m)2 0,1 10Hz 109,43 107,01 3,29 5,72 4,83 6,89
(0,1m)2 0,02 20Hz 3,92 6,43 6,04 8,46 3,44 5,88
(0,1m)2 0,02 5Hz 110,36 131,6 3,24 5,72 6,68 11,59










(0,1m)2 0,02 10Hz 11,55 15,22 3,85 6,31 4,61 6,44
(0,01m)2 0,02 10Hz 19,23 43,12 4,01 6,42 6,13 8,39
(1m)2 0,02 10Hz 92,22 133,98 4,14 6,21 4,67 6,79
(0,1m)2 0 10Hz 7,06 28,6 3,99 6,2 5,05 8,64
(0,1m)2 0,1 10Hz 160,98 161,07 4,17 6,99 7,64 9,76
(0,1m)2 0,02 20Hz 5,02 7,41 13,58 21,55 4,51 7,39
(0,1m)2 0,02 5Hz 157,2 175,2 4,08 7,28 9,63 92,34
Referenzdistanzen 0,9 3,02 2,77 5,53 1,98 4,44
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Abbildung B.5: Divergenzbeispiel anhand der Ergebnisse des EKF-SLAM in
(a), Ankerkarten-Merging in (b) und Daten-Matching in (c) und (d).
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