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Abstract
We review recent results on Integrable Discrete Geometry. It turns out
that most of the known (continuous and/or discrete) integrable systems
are particular symmetries of the quadrilateral lattice, a multidimensional
lattice characterized by the planarity of its elementary quadrilaterals.
Therefore the linear property of planarity seems to be a basic geomet-
ric property underlying integrability. We solve the initial value problem
for the quadrilateral lattice and we present the geometric meaning of its τ–
function, as the potential connecting its forward and backward data. We
present the theory of transformations of the quadrilateral lattice, which is
based on the discrete analogue of the theory of rectilinear congruences. In
particular, we discuss the discrete analogues of the Laplace, Combescure,
Le´vy, radial and fundamental transformations and their interrelations. We
also show how the sequence of Laplace transformations of a quadrilateral
surface is described by the discrete Toda system in three dimensions. We
finally show that these classical transformations are strictly related to the
basic operators associated with the quantum field theoretical formulation
of the multicomponent Kadomtsev–Petviashvilii hierarchy. We review
the properties of quadrilateral hyperplane lattices, which play an inter-
esting role in the reduction theory, when the introduction of additional
geometric structures allows to establish a connection between point and
hyperplane lattices. We present and fully characterize some geometrically
distinguished reductions of the quadrilateral lattice, like the symmetric,
circular and Egorov lattices; we review also basic geometric results of the
theory of quadrilateral lattices in quadrics, and the corresponding ana-
logue of the Ribaucour reduction of the fundamental transformation.
We finally remark that the equations characterizing the above lattices
are relevant in physics, being integrable discretizations of equations arising
in hydrodynamics and in quantum field theory.
1
1 Quadrilateral Lattices
1.1 The Quadrilateral Lattice
Our first goal is to build a lattice which is integrable by construction. For the
sake of simplicity, we consider first a 2-dimensional lattice x : Z2 → RM . Given
the three arbitrary points x(n1, n2), x(n1+1, n2), x(n1, n2+1), the forth point
x(n1 + 1, n2 + 1) is fixed prescribing a rule (the one defining the lattice); since
we want an integrable lattice, this rule must be linear. We shall impose the
simplest linear rule: planarity; i.e., the forth point x(n1 +1, n2 + 1) will belong
to the plane generated by the first three points x(n1, n2), x(n1 + 1, n2) and
x(n1, n2 + 1) or, in algebraic terms,
∆1∆2x = (T1A12)∆1x+ (T2A21)∆2x, (1)
where Ti is the translation operator in the i direction and ∆i = Ti−1 is the corre-
sponding difference operator. Given two discrete initial curves (two sequences of
points) {x
(0)
1 }, {x
(0)
2 } and two arbitrary sets of functions A12(n1, n2), A21(n1, n2) :
Z2 → R, the planarity constraint allows one to construct uniquely a two-
dimensional lattice, which we have called quadrilateral (or planar). The quadri-
lateral surface was first proposed in [27] as the proper discrete analogue of a
conjugate net on a surface, without any connection with integrability.
Indeed, at the moment, the above construction does not seem to have any-
thing to do with integrability; to show its profound connection with the familiar
integrability schemes it is necessary to generalize the picture to higher dimen-
sions, imposing the planarity constraint on each two - dimensional (ij) surface
of the lattice [12].
Definition 1 An N dimensional lattice x : ZN → RM is a quadrilateral lattice
(QL) iff its elementary quadrilaterals {x, Tix, Tjx, TiTjx} are planar; i.e., iff
∆i∆jx = (TiAij)∆ix+ (TjAji)∆jx, i 6= j, i, j = 1, . . . , N. (2)
The planarity constraints (2) are compatible only for the special class of data
Aij satisfying the nonlinear system
∆kAij = (TjAjk)Aij + (TkAkj)Aik − (TkAij)Aik, i 6= j 6= k 6= i. (3)
These equations characterize the quadrilateral lattice and we refer to them as
the QL equations. They were first derived in [4] as integrable discrete ana-
logues of the Darboux equations for conjugate nets, but without any geometric
characterization.
We remark that, if a quadrilateral lattice exists, it is integrable by construc-
tion, since it is built out of the linear constraints (2). Indeed, in the language
of the theory of integrable systems, the planarity constraints correspond to the
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set of linear spectral problems (2) and the resulting QL and its characterizing
equations (3) correspond to the integrable nonlinear equations arising as the
compatibility condition for such spectral problems.
Actually, in connection with integrability, certain constructions based on the
quadrilateral surfaces were already known: the integrable discrete analogue of
isothermic surfaces [3] and the Laplace sequence of quadrilateral surfaces [9],
which provides the geometric meaning for the Hirota equation (see also Sec-
tion 2.2 and [10] for more details).
It is often convenient to reformulate equations (2) as a first order system
[12]. To do so we introduce the suitably scaled tangent vectors Xi, i = 1, ..., N :
∆ix = (TiHi)Xi, (4)
in such a way that the j-th variation of Xi is proportional to Xj only:
∆jXi = (TjQij)Xj , i 6= j . (5)
x X i
Xj
Tj Xi (Tj Qij)X jTj x
Ti x
TiXj
Ti Tj x
Figure 1.
The compatibility condition for the system (5) gives the following new form
of the QL equations
∆kQij = (TkQik)Qkj , i 6= j 6= k 6= i (6)
and the scaling factorsHi, called the Lame´ coefficients, solve the linear equations
∆iHj = (TiHi)Qij , i 6= j , (7)
whose compatibility gives equations (6) again; moreover Aij =
∆jHi
Hi
i 6= j.
The solution of the initial value problem for the QL is contained in the
following result [12].
3
Theorem 1 (The Initial Value Problem for the QL) Given N initial dis-
crete curves {x
(0)
i }, i = 1, .., N , assigning the initial data A
(0)
ij (ni, nj), A
(0)
ji (ni, nj),
i, j = 1, .., N, i 6= j (or, equivalently, the initial data H
(0)
i (ni), Q
(0)
ij , Q
(0)
ji ), one
constructs the initial N(N − 1)/2 quadrilateral surfaces of the lattice applying
equations (2) (or, equivalently, equations (5)). Then the quadrilateral lattice x
follows uniquely from the planarity constraint.
Ti 3x Ti1 T
x
x
i 2 i
x
3
T
2
T
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i 1x
Ti 1T
.
Figure 2.
In the continuous limit:
∆i ∼ ε
∂
∂ui
= ε∂i , Qij ∼ εβij , 0 < ε << 1 (8)
the QL reduces to an N dimensional conjugate net in RM , characterized by the
famous Darboux equations [6]
∂kβij = βikβkj , i 6= j 6= k 6= i. (9)
1.2 The backward representation of the quadrilateral lat-
tice and the geometric meaning of the τ function
In this Section we define the backward data X˜i, H˜i, Q˜ij of the quadrilateral
lattice. It turns out that the relation between the forward data Xi, Hi, Qij
and the backward data is given in terms of the τ–function [13], which is one of
central objects of the theory of integrable systems.
In the previous Section the quadrilateral lattice was built through a forward
construction; it is of course possible to build the lattice also through a back-
ward construction. The backward tangent vectors X˜i and the backward Lame´
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coefficients H˜i, i = 1, . . . , N are defined by the equations
∆˜ix = (T
−1
i H˜i)X˜i , or ∆ix = H˜i(TiX˜i) ; (10)
in terms of the backward difference operator ∆˜i := 1 − T
−1
i . The backward
Lame´ coefficients are again chosen in such a way that the ∆˜i variation of X˜j
is proportional to X˜i only. We define the backward rotation coefficients Q˜ij as
the corresponding proportionality factors
∆˜iX˜j = (T
−1
i Q˜ij)X˜i , or ∆iX˜j = (TiX˜i)Q˜ij , i 6= j . (11)
Tj
-1
X j
~
Ti
-1
iX
~
Xj
~
Tj
-1 X i
~Ti
-1 Q~ij( )Xi
~
Ti
-1
Ti
-1 Tj
-1
x
x
x
x
Figure 3.
Comparing equations (7) and (11) we see immediately that the new functions
Q˜ij satisfy the MQL equations (6) as well. Moreover the new scaling factors H˜i
satisfy the following system of linear equations
∆jH˜i = (TjQ˜ij)H˜j , i 6= j , (12)
whose compatibility condition gives again the QL equations (6).
An easy consequence of equations (10), (11) and (12) is the following
Proposition 1 The vector function x : ZN → RM representing a quadrilateral
lattice satisfies the backward Laplace equation
∆˜i∆˜jx = (T
−1
i A˜ij)∆˜ix+ (T
−1
j A˜ji)∆˜jx , i 6= j , (13)
where, in the notation of this Section, A˜ij =
∆˜jH˜i
H˜i
.
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The forward and backward rotation coefficients Qij and Q˜ij describe the
same lattice x from different points of view, therefore they are not independent.
Indeed, defining the functions ρi : Z
N → R as the proportionality factors
between Xi and TiX˜i (both vectors are proportional to ∆ix):
Xi = −ρi(TiX˜i) , TiHi = −
1
ρi
H˜i , i = 1, . . . , N , (14)
we have the following
Proposition 2 The forward and backward data of the lattice x are related
through the following formulas
ρjTjQ˜ij = ρiTiQji , (15)
and the factors ρi are first potentials satisfying equations
Tjρi
ρi
= 1− (TiQji)(TjQij) , i 6= j . (16)
Remark 1 Since Qij and Q˜ij are both solutions of the QL equations (6),
then equations (15), (16) describe a special symmetry transformation of equa-
tions (15).
The RHS of equation (16) is symmetric with respect to the interchange of i
and j; this implies the existence of a potential τ : ZN → R, such that
ρi =
Tiτ
τ
; (17)
therefore equation (16) defines the second potential τ :
(TiTjτ)τ
(Tiτ)(Tjτ)
= 1− (TiQji)(TjQij) , i 6= j . (18)
The potential τ connecting the forward and backward data:
Tj(τQ˜ij) = Ti(τQji) , (19)
Ti(τX˜i) = τXi , (20)
τH˜i = Ti(τHi) , (21)
is the famous τ -function of the quadrilateral lattice. In terms of the τ function,
the QL equations read as follows [16]:
(TiTjτ)τ = (Tiτ)Tjτ − (Tiτji)Tjτij , (22)
(Tkτij)τ = (Tkτ)τij + (Tkτik)τkj , (23)
where
τij = τQij . (24)
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2 Transformations of quadrilateral lattices
We present the basic ideas and results of the theory of the Darboux type trans-
formations of the multidimensional quadrilateral lattice. Our approach follows
the spirit of the book [17], which summarizes the theory of transformations
of (two dimensional) conjugate nets. We also name the transformations of
the quadrilateral lattice according to the classical geometric terminology of the
transformations of conjugate nets.
All the results of this section can be found in [14], to whom we also refer for
proofs and more detailed explanation.
2.1 Transformations and congruences
To define the transformations we need another geometric object – the congruence
– which serves as the link between two quadrilateral lattices.
Definition 2 An N -dimensional rectilinear congruence (or, simply, congru-
ence) is a mapping l : ZN → GrA(2,M +1) from the integer lattice to the space
of lines in RM such that every two neighboring lines l and Til, i = 1, ..., N , are
coplanar.
We remark that with any N dimensional quadrilateral lattices we may nat-
urally associate N congruences as follows.
Definition 3 Given an N -dimensional quadrilateral lattice x, its i-th tangent
congruence ti(x) consists of the lines passing through the points x of the lattice
and directed along the tangent vectors ∆ix.
Reversing that process, one can associate with any N -dimensional congru-
ence N lattices which are, in general, quadrilateral lattices.
Definition 4 The i-th focal lattice yi(l) of a congruence l is the lattice con-
structed out of the intersection points of the lines l with T−1i l.
There exists a simple (but basic for the theory of transformations) relation
between quadrilateral lattices and congruences.
Definition 5 A quadrilateral lattice and a congruence are called conjugate if
there exists a one-to-one correspondence between points of the lattice and lines
of the congruence such that lines pass through the corresponding points.
Corollary 1 Focal lattices of congruences conjugate to quadrilateral lattices are
quadrilateral lattices.
The above introduced notions allow to define all the transformations of
quadrilateral lattices.
7
Definition 6 Two quadrilateral lattices are related by the fundamental trans-
formation F of Jonas when they are conjugate to the same congruence, which
is called the congruence of the transformation.
Usually one assumes that, in the fundamental transfomation, the congru-
ence is transversal to the lattice, i.e., non-tangent to the lattice in corresponding
points. Otherwise we get the following reductions of the fundamental transfor-
mation
• the congruence of the transformation is the i-th tangent congruence of the
original lattice – the Le´vy transformation Li
• the congruence of the transformation is the i-th tangent congruence of the
new lattice – the adjoint Le´vy transformation L∗i
• both lattices are focal lattices of the congruence of the transformation –
the Laplace transformation
F (x )
L i
* (x)T i
F (x )
x
i Tj
ix i= L i(x )
F
l i l
T
T
T z
Figure 4.
In addition, there are two useful special transformations
• the projective or radial transformation, when all the lines of the congruence
meet in a single point
• the Combescure transformation, when the transformed lattice is parallel
to the original one
Let us present some formulas for the transformations, the details can be
found in [14].
Theorem 2 The fundamental transformation F(x) of the quadrilateral lattice
x is given by
F(x) = x−
φ
φC
xC , (25)
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where
i) φ : ZN → R is a new solution of the Laplace equation (2) of the lattice x
ii) xC is the Combescure transformation vector, which is a solution of the equa-
tions
∆ixC = (Tiσi)∆ix , (26)
where, due to the compatibility of the system (26), the functions σi satisfy
∆jσi = Aij(Tjσj − Tjσi) , i 6= j ; (27)
moreover
iii) φC is a solution, corresponding to φ, of the Laplace equation of the lattice
xC , i.e.
∆iφC = (Tiσi)∆iφ . (28)
The Combescure transformation vector xC is used to construct the congruence
of the transformation, and the function φ serves to place points of the new
lattice on the lines of the congruence. The definitions (25) and (26)-(27) of
the fundamental and Combescure transformations were independently presented
in [20].
Remark 2 Notice that, given xC and φ, then equation (28) determines φC
uniquely, up to a constant of integration.
Corollary 2 One can stop the transformation of the lattice x at the interme-
diate level of construction of the vector xC to obtain the Combescure transfor-
mation
C(x) = x+ xC , (29)
characterized by the property that the tangent lines to both lattices in correspond-
ing points are parallel.
Definition 7 The i-th Le´vy transform Li(x) of the quadrilateral lattice x is a
quadrilateral lattice conjugate to the i-th tangent congruence of x.
Since the congruence of the transformation is known, to construct the trans-
formation we need only the solution φ of the Laplace equation of the lattice x.
Proposition 3 The Le´vy transform Li(x) of the quadrilateral lattice x is given
by
Li(x) = x−
φ
∆iφ
∆ix. (30)
Another way to reduce the fundamental transformation is to fix the way we
place the new lattice on the congruence.
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Definition 8 The i-th adjoint Le´vy transform L∗i (x) of the quadrilateral lattice
x is the i-th focal lattice of a congruence conjugate to x.
To find the adjoint Le´vy transformation we need only the congruence of the
transformation, which can be find via the Combescure transformation vector
xC .
Proposition 4 The adjoint Le´vy transform of the lattice x is given by
L∗i (x) = x−
1
σi
xC , (31)
where the functions σi are defined in Theorem 2.
The deepest reduction of the fundamental transformation is the Laplace trans-
formation where both the congruence of the transformation and the way to place
the new lattice on the congruence are fixed.
Definition 9 The Laplace transform Lij(x) of the quadrilateral lattice x is the
j-th focal lattice of its i-th tangent congruence.
x Tix
Tj-1 x
Li j(x)
Tj L i j(x)
Ti-1 Li j(x)
Figure 5.
Proposition 5 The Laplace transformation of the quadrilateral lattice x is
given by
Lij(x) = x−
1
Aji
∆ix. (32)
Corollary 3 The superpositions of Laplace transformations satisfy the follow-
ing identities
Lij ◦ Lji = id , (33)
Ljk ◦ Lij = Lik, (34)
Lki ◦ Lij = Lkj . (35)
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Finally, the notion of radial (or projective) transformation is related to the so
called radial congruence, whose focal lattices are degenerated to a single point,
which can be taken as the origin.
Definition 10 The radial (or projective) transform P(x) of the quadrilateral
lattice x is a quadrilateral lattice conjugate to the radial congruence of x.
Proposition 6 The radial transform P(x) is given by
P(x) =
1
φ
x, (36)
where φ : ZN → R is a solution of the Laplace equation (2) of the lattice x.
The degeneration of the fundamental transformation to the Le´vy, adjoint Le´vy,
the Combescure, radial, and the Laplace transformations can be shown also on
the analytic level. From another point of view, the fundamental transforma-
tion can be decomposed into the superposition of the Le´vy and adjoint Le´vy
transformations, or into the superposition of two Combescure and one radial
transformation. Moreover the fundamental transformation can be put into the
scheme of the Laplace transformation (preceeded by building a new level on the
original lattice).
2.2 The Hirota equation and the Laplace transformations
of quadrilateral surfaces
The Laplace transformations of two dimensional conjugate nets generates the
two dimensional Toda system [7, 24]. Analogously, one can associate [9] (see
also [10] for more datails and new interpretations) the integrable discrete version
of the Toda system (the Hirota equation [18]) with the Laplace transformations
of a two dimensional quadrilateral lattice.
Given a quadrilateral surface x : Z2 → RM , consider the sequence x(k) of
quadrilateral surfaces obtained from x by resursive application of the Laplace
transformation L12:
x(k) = (L12)
k (x) , k ∈ Z . (37)
The above sequence, which is the proper analogue of the Laplace sequence of
conjugate nets, is well defined due to formula (33). The coefficients A
(k)
12 , A
(k)
21
of the Laplace equations of the sequence of lattices satisfy the following system
A
(k+1)
12 + 1
T1A
(k)
12 + 1
=
A
(k)
21
T2A
(k)
21
, (38)
A
(k−1)
21 + 1
T2A
(k)
21 + 1
=
A
(k)
12
T1A
(k)
12
. (39)
11
Notice that one can consider the parameter k ∈ Z along the Laplace sequence
as the third discrete variable. Actually, the Laplace sequence of quadrilateral
surfaces may be viewed as a deep reduction of the three dimensional quadrilat-
eral lattice in the same sense like the Laplace transformations are reductions of
the fundamental transformation. An elementary quadrilateral of such reduced
(or degenerated) lattice with T3 = L12 is shown below.
T1
T
T2T3x
T3x
T3x
1T 2x
2 xT
T1T2T3 x
x T1x T1
2
x
Figure 6.
Define the function K : Z2 → R as the cross-ratio of four collinear points:
x, L12(x), T1x and TjL12(x). Simple derivation shows that
K =
A21(T1A12 + 1)− T2A21
(1 + T1A12)(1 +A21
, (40)
and equations (38)-(39) imply that K satisfies the gauge invariant form of the
Hirota equation
T2
(
K(l+1) + 1
K(l) + 1
)
T1
(
K(l−1) + 1
K(l) + 1
)
=
(T1T2K
(l))K(l)
(T1K(l))(T2K(l))
. (41)
2.3 Superposition of fundamental transformations
ConsiderK ≥ 1 fundamental transformations Fk(x), k = 1, ...,K, of the quadri-
lateral lattice x, which are built from
i) K solutions φk, k = 1, ...,K of the Laplace equation of the lattice x;
ii) K Combescure transformation vectors xC,k, where
∆ixC,k = (Tiσi,k)∆ix , i = 1, ..., N , k = 1, ...,K , (42)
and σi,k satisfy equations
∆jσi,k = Aij(Tjσj,k − Tjσi,k) , i 6= j ; (43)
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iii) K functions φkC,k, which satisfy
∆iφ
k
C,k = (Tiσi,k)∆iφ
k . (44)
We arrange functions φk in the K component vector Φ = (φ1, . . . , φK)T ; simi-
larily, we arrange the Combescure transformation vectors xC,k into the M ×K
matrix XC = (xC,1, ...,xC,K); moreover we introduce
iv) the K ×K matrix ΦC = (ΦC,1, . . . ,ΦC,K), whose columns are the K com-
ponent vectors ΦC,k = (φ
1
C,k, ..., φ
K
C,k)
T , which are the Combescure transforms
of Φ
∆iΦC,k = (Tiσi,k)∆iΦ . (45)
Remark 3 The diagonal part of ΦC is fixed by the initial fundamental trans-
formations. To find the off-diagonal part of ΦC we integrate equations (45)
introducing K(K − 1) arbitrary constants.
One can show that the vectorial fundamental transformation F(x) of the quadri-
lateral lattice x, which is defined as
F(x) = x−XCΦ
−1
C Φ , (46)
is again a quadrilateral lattice. Moreover, the vectorial transformation is the
superposition of the fundamental transformations
F(x) = (Fk1 ◦ Fk2 ◦ . . . ◦ FkK )(x) , ki 6= kj for i 6= j (47)
and does not depend on the order in which the transformations are taken. In
applying the fundamental transformations at the intermediate stages, the trans-
formation data should be suitably transformed as well.
To prove the superposition and permutability statements, it is important to
notice the following basic fact.
Theorem 3 (Permutability theorem) Assume the following splitting of the
data of the vectorial fundamental transformation
Φ =
(
Φ(1)
Φ(2)
)
, XC =
(
XC(1),XC(2)
)
, ΦC =
(
Φ
(1)
C(1) Φ
(1)
C(2)
Φ
(2)
C(1) Φ
(2)
C(2)
)
, (48)
associated with the partition K = K1 + K2. Then the vectorial fundamen-
tal transformation F(x) is equivalent to the following superposition of vectorial
fundamental transformations:
1. Transformation F(1)(x) with the data Φ
(1), XC(1), Φ
(1)
C(1):
F(1)(x) = x−XC(1)
(
Φ
(1)
C(1)
)−1
Φ(1) . (49)
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2. Application on the result obtained in point 1., transformation F(2) with the
data transformed by the transformation F(1) as well
F(2)(F(1)(x)) = F(1)(x)− F(1)(XC(2))
(
F(1)(Φ
(2)
C(2))
)−1
F(1)(Φ
(2)) , (50)
where
F(1)(XC(2)) = XC(2) −XC(1)
(
Φ
(1)
C(1)
)−1
Φ
(1)
C(2) (51)
F(1)(Φ
(2)) = Φ(2) −Φ
(2)
C(1)
(
Φ
(1)
C(1)
)−1
Φ(1) , (52)
F(1)(Φ
(2)
C(2)) = Φ
(2)
C(2) −Φ
(2)
C(1)
(
Φ
(1)
C(1)
)−1
Φ
(1)
C(2) . (53)
Another important feature of the fundamental transformation is that its
recursive application generates new dimensions of the quadrilateral lattice. In
particular, when applied to the continuous limit of the quadrilateral lattice –
the conjugate net – this procedure explains, on the geometric level, the power of
using the Darboux type transformations in discretizing the integrable equations.
x F2(x )
F
1
oF2
F
1
(x )
(x )
Figure 7.
2.4 Vertex operators as transformations of conjugate nets
The continuous limit of the above theory reduces to the classical theory of finite
transformations of N dimensional conjugate nets. It was recently shown in [16]
that these transformations of conjugate nets are strictly related to the quantum
field theoretical formulation of the multicomponent Kadomtsev–Petviashvilii
hierarchy.
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The b-c system of quantum fields, which appears as the system of ghost fields
in string theory, is constructed in terms of the anticommutation relations
{bi(z), cj(z
′)} = δijδ(z − z
′), (54)
{bi(z), bj(z
′)} = {ci(z), cj(z
′)} = 0, (55)
where bi(z) and ci(z), i = 1, . . . , N , are free charged fermion fields defined on
the unit circle S1, and δ(z − z′) is the Dirac distribution on S1.
The Clifford algebra generated by the b-c system admits a representation
in terms of bosonic variables. In this representation the fields act on the Fock
space F of complex-valued functions
τ =
∑
ℓ
τ(ℓ, t)λℓ,
with
ℓ := (ℓ1, · · · , ℓN ) ∈ Z
N ,
t := (t1, . . . , tN ) ∈ C
N ·∞, ti := (ti,1, ti,2, . . .) ∈ C
∞,
λ := (λ1, . . . , λN ) ∈ C
N , λℓ := λℓ11 . . . λ
ℓN
N (56)
The representation of the b-c generators takes the form [8]:
bi(z)τ(ℓ, t) = (−1)
∑
j>i
ℓjzℓi−1 exp(ξ(z, ti))τ(ℓ − ei, t− [1/z]ei), (57)
ci(z)τ(ℓ, t) = (−1)
∑
j>i
ℓjz−ℓi exp(−ξ(z, ti))τ(ℓ + ei, t+ [1/z]ei), (58)
where
ξ(z, ti) :=
∞∑
n=1
znti,n, [1/z] :=
(
1
z
,
1
2z2
,
1
3z3
, . . .
)
,
and {ei}
N
i=1 are the canonical generators of C
N .
The Fock space decomposes into a direct sum of charge sectors
F =
⊕
q∈Z
Fq, Fq = {τ ∈ F : Qτ = qτ},
where the total charge operator Q :=
∑N
i=1Qi is the sum of N commuting
partial charges Qi = λi∂/∂λi, i = 1, . . . , N ; they correspond to the N different
flavours of fermions of the model.
The N -component KP hierarchy can be formulated as the following bilinear
identity
B(τ ⊗ τ) = 0, τ ∈ F0, (59)
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where
B :=
∫
S1
dz
z
N∑
i=1
bi(z)⊗ ci(z).
In terms of the components τ(ℓ, t) we have∫
S1
dz
N∑
m=1
(−1)
∑
j>m
ℓj+ℓ
′
j exp(ξ(z, tm − t
′
m))z
ℓm−ℓ
′
m−2 (60)
×τ(ℓ− em, t− [1/z]em)τ(ℓ
′ + em, t
′ + [1/z]em) = 0 ,
for any t, t′ and ℓ, ℓ′ such that ℓ1 + . . .+ ℓN − 1 = ℓ
′
1 + . . .+ ℓ
′
N + 1 = 0.
Denote by
τij(ℓ, t) = Sijτ(ℓ, t) := τ(ℓ + ei − ej, t); (61)
the shift operators Sij correspond to the so called Schlesinger transformations in
monodromy theory [8, 19] and do not alter the neutral character of the assembly
of fermions. Moreover, Sij are obvious symmetries of (59).
The N × N matrix Baker function ψ and its adjoint ψ∗ can be defined in
terms of the τ function as
ψij(z, t) = εijz
δij−1
τij(t− [1/z]ej)
τ(t)
exp(ξ(z, tj)), (62)
ψ∗ij(z, t) = εjiz
δij−1 exp(−ξ(z, ti))
τij(t+ [1/z]ei)
τ(t)
, (63)
where εij := sgn(j − i), j 6= i (εii := 1).
The connection of the N component hierarchy with the conjugate nets is
given in the following result [16]
Proposition 7 The solutions of the N-component KP hierarchy describe N
dimensional conjugate nets with coordinates ui = ti,1, i = 1, . . . , N , while the
remaning times ti,k, for k > 1, describe integrable iso-conjugate deformations
of the nets.
In particular, the rotation coefficients are given by
βij(t) = εij
τij(t)
τ(t)
, i 6= j, i, j = 1, . . . , N, (64)
the tangent vectors Xi are constructed from the rows of the matrix
X(t) =
∫
S1
dz ψ(z, t)f(z), (65)
for some distribution matrix f(z) ∈MN×M (C); the Lame´ coefficients are given
by the entries of the row matrix
H(t) =
∫
S1
dz g(z)ψ∗(z, t), i = 1, · · · , N, (66)
for some distribution row matrix g(z) ∈ CN .
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As one can expect, various elements of the KP theory have their conterparts
on the level of the conjugate nets.
Theorem 4 i) The Schlesinger transformation Sij gives rise to the Laplace
transformation Lij of the conjugate nets.
ii) The action of the (vertex) operators bi(p) and ci(q) gives rise to the Le´vy
and the adjoint Le´vy transformations Li and L
∗
i . Correspondingly
iii) the soliton vertex operator generated by the superposition bi(p)ci(q) gives
rise to the fundamental transformation.
3 Quadrilateral Hyperplane Lattices
In this Section we introduce and study the properties of quadrilateral lattices
in the dual space (hyperplane lattices) [13]. These considerations turn out
to be relevant in the reduction theory of the quadrilateral lattices, when the
introduction of the additional geometric structure will allow to establish a direct
connection between point lattices and hyperplane lattices.
Generic hyperplanes can be represented by the co-vectors a∗ ∈ (RM )∗ and
consist of points x satisfying the equation
〈a∗|x〉 = a∗1x
1 + . . .+ a∗Mx
M = 1 ; (67)
the equation of the hyperplane passing through 0 and parallel to that repre-
sented by a∗ can be written as 〈a∗|x〉 = 0 (the co-vector 0∗ represents the
hyperplane at infinity).
The linear mappings between points and hyperplanes are called correlations.
Given the sphere of radius R centered at the orgin, it defines the corresponding
corelation P (called polarity with respect to that sphere). The image P (v) of
a point v ∈ RM is called the polar hyperplane of v, and consists of points x
satisfying equation vTx = R2, i.e, P (v) = v
T
R2
.
The notions dual to the parallelism of two lines and to the planarity of four
points are contained in the following
Definition 11 i) Two subspaces of co-dimension 2 are called ”co-parallel” if
there exists a hyperplane passing through the origin and containing them.
ii) Four hyperplanes are ”co-planar” if the fourth hyperplane contains the inter-
section of the first three.
A hyperplane lattice is simply a lattice y∗ : ZN → (RM )∗, N ≤ M , in the
space of hyperplanes. From Definition 11 we obtain the following geometric
object dual to the quadrilateral lattice.
Definition 12 The hyperplane lattice y∗ : ZN → (RM )∗ is ”quadrilateral”
(”co-planar”) if, for any i, j = 1, . . . , N , i 6= j, the hyperplane TiTjy
∗ contains
the subspace y∗ ∩ Tiy
∗ ∩ Tjy
∗.
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This property reduces again to the Laplace equation:
∆i∆jy
∗ = (TiA
∗
ij)∆iy
∗ + (TjA
∗
ji)∆jy
∗ , i 6= j . (68)
A convenient way to construct quadrilateral hyperplane lattices makes use of
systems of parallel quadrilateral point lattices. We recall that two quadrilateral
lattices x, x′ are parallel (Comberscure related) iff ∆ix
′ ∼ ∆ix; in this case the
scaled tangent vectors of the two lattices can be chosen to be equal, then the
rotation coefficients Qij , Q
′
ij of both lattices coincide and the Lame´ coefficients
Hi and H
′
i are solutions of the same equation.
Definition 13 Consider a system of M parallel and linearly independent point
lattices x(k), k = 1, . . . ,M . Denote by y
∗
(k) the hyperplane lattice made out of
the hyperplanes passing through the (corresponding) points of x(k) and spanned
by the vectors x(l), l 6= k, i.e.,
〈y∗(k)|x(l)〉 = δkl . (69)
We call the system {y∗(k)} of hyperplane lattices the ”dual system” to the system
of parallel point lattices {x(k)}.
If we arrange the parallel system x(k), k = 1, . . . ,M of point lattices as
columns of the matrix Ω of the system:
Ω = (x(1), . . . ,x(M)) , (70)
then we have the following results.
1. The dual system {y∗(k)} consists of co-parallel quadrilateral hyperplane
lattices and is given by the rows of the matrix Ω−1.
2. The rows of the matrix Ω define a system {x∗(k)} of co-parallel quadri-
lateral hyperplane lattices, which we call the ”adjoint system” to x(k),
characterized by the property that the forward rotation coefficients of the
system {x(k)} are the backward rotation coefficients of the system {x
∗
(k)}:
Qij = Q˜
∗
ij .
4 Reductions of the Quadrilateral Lattice
We now study some geometrically distinguished reductions of the QL which
possess additional geometric properties that, once imposed on the initial sur-
faces, ”propagate” everywhere through the construction of the lattice. Since the
quadrilateral lattice is integrable, these reductions will inherit its integrability
properties.
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4.1 The Symmetric Lattice
Forward and backward data allow one to introduce the first basic reduction of
the quadrilateral lattice [13].
Definition 14 A quadrilateral lattice x is symmetric iff its forward rotation
coefficients are also its backward rotation coefficients:
Q˜ij = Qij . (71)
The symmetric lattice admits the following different characterizations [13].
1. A quadrilateral lattice is symmetric iff, for a given set of rotation coeffi-
cients Qij , there exists a τ–function of the lattice such that
Ti(τQji) = Tj(τQij) , i 6= j , (72)
or equivalently, in terms of the corresponding potentials ρi,
ρiTiQji = ρjTjQij . (73)
2. A quadrilateral lattice is symmetric iff, for a given set of forward tangent
vectors Xi of the lattice, there exists a complementary set of the back-
ward tangent vectors X˜i such that the parallelograms P (TiX˜i, TjX˜j) and
P (∆iXj ,∆jXi) are similar.
3. A quadrilateral lattice is symmetric iff, for different indices i, j, k, its ro-
tation coefficients satisfy the following constraint
(TiQji)(TjQkj)(TkQik) = (TjQij)(TiQki)(TkQjk). (74)
We remark that, unlike the others, the characterization (74) is local.
Ti Xj
X i
Xj
Ti
Ti Tj
Tj Xj
~
iTiXTi
~ x
x
x
x
Figure 8.
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As we have anticipated, the constraints discussed in this paper allow one
to establish a connection between quadrilateral point lattices and their duals,
the quadrilateral hyperplane lattices. The following proposition describes this
connection in the case of the symmetry constraint.
Proposition 8 Given a system of parallel quadrilateral lattices {x(k)}
M
k=1 and
the associated matrix Ω, then the following properties are equivalent.
i) The matrix Ω of the system is symmetric:
Ω = ΩT . (75)
ii) The polar hyperplane P (x(k)) of the point lattice x(k) coincides with the
hyperplane lattice x∗(k):
P (x(k)) = x
∗
(k) , k = 1, ..,M . (76)
iii) The lattices x(k), k = 1, . . . ,M are symmetric. Furthermore the associated
tangent vectors Xi and X
∗
i are related in the following way
XTi = ρi(TiX
∗
i ), i = 1, . . . , N. (77)
Corollary 4 A quadrilateral lattice x is symmetric iff it is adjoint to its own
polar.
In the continuous limit (8) the symmetric quadrilateral lattice reduces to a
symmetric conjugate net, for which the rotation coefficients βij satisfying the
Darboux equations (9) are symmetric
βij = βji . (78)
4.2 The Circular Lattice
The discrete analogue of an N - dimensional orthogonal system of coordinates
is the circular lattice [5].
Definition 15 An N - dimensional lattice is circular if and only if its elemen-
tary quadrilaterals are inscribed in circles.
This notion was first proposed in [23, 25] for N = 2, M = 3, as a discrete
analogue of surfaces parametrized by curvature lines (see also [3]); later in [2] for
N =M = 3 and, finally, for arbitrary N ≤M in [5]; subsequently a convenient
set of equations characterizing the circular lattices in E3 was found in [20]. A
geometric proof of the integrability of the circular lattice was first given in [5]
while the analytic proof of its integrability was given in [15] through the ∂¯
method.
An elementary characterization of circular quadrilaterals states that, if a
circular quadrilateral is convex, then the sum of its opposite angles is π; when
the quadrilateral is skew, then its opposite angles are equal. Other convenient
characterizations are the following.
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1. A quadrilateral lattice is circular if and only if:
cos 6 (Xi, TiXj) + cos 6 (Xj , TjXi) = 0 , (79)
2. A quadrilateral lattice is circular if and only if [15]:
Xi · TiXj +Xj · TjXi = 0 , i 6= j . (80)
3. A quadrilateral lattice x is circular iff the scalars
vi := (Tix+ x) ·Xi , i = 1, . . . , N (81)
solve the linear system (5) or, equivalently, iff the function |x|2 (the square
of the norm of x) satisfies the Laplace equation (2) of x. This characteri-
zation was found in [20] and explained geometrically in [11].
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β
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F A CX i
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X j
T jX i
T i X j
C
T X ji
D
T jX i
β
β
α
X iA
B
F
Figure 9.
In addition, the circularity constraint (80) implies the following formula [15]:
Ti|Xj |
2
|Xj |2
= 1− (TiQji)(TiQji) ; (82)
which, compared with equations (16)-(18), allows to fix, without loss of gener-
ality, the backward formulation of the circular lattice in the following way:
|Xi|
2 = ρi =
Tiτ
τ
⇒ |TiX˜i|
2 = 1/ρi =
τ
Tiτ
. (83)
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A distinguished sub-class of circular lattices corresponds to the particular
case in which the lattice points x belong to the sphere of radius R: |x| = R.
In this case there exists, like for the symmetric reduction, an elegant relation
between point lattices and hyperplane lattices [13].
Proposition 9 Given a system of parallel quadrilateral lattices {x(k)}
M
k=1 and
the associated matrix Ω of the system, then the following properties are equiva-
lent.
i) The matrix Ω/R is orthogonal:
ΩΩT = ΩTΩ = R2I, ΩT = R2Ω−1. (84)
ii) The polar hyperplane P (x(k)) coincides with the dual hyperplane R
2y∗(k):
P (x(k)) = R
2y∗(k), k = 1, ..,M. (85)
iii) The quadrilateral lattices x(k)/R, k = 1, ..,M form an orthonormal basis:
x(i) · x(j) = R
2δij , i, j = 1, ..,M. (86)
In addition, the associated tangent vectors Xi, X
∗
i , i = 1, ..., N , are related by
the following formulas
Xi =
ρi
2R2
Ti(ΩX
∗T
i ) = −
ρi
2R2
Ω(TiX
∗T
i ), i = 1, . . . , N, (87)
TiX
∗
i = −
2
ρi
XTi Ω, i = 1, . . . , N, (88)
with
|Xi|
2 = ρi, Ti|X
∗
i |
2 =
4R2
ρi
(89)
and satisfy the circularity constraint (80) and its adjoint
C◦∗ij := X
∗
i · T
−1
i X
∗
j +X
∗
j · T
−1
j X
∗
i = 0. (90)
In the continuous limit, equations(80) become the orthogonality conditions
Xi ·Xj = 0, i 6= j (91)
and the circular lattice reduces to an orthogonal conjugate net.
4.3 The Egorov Lattice
In the previous sections we introduced two integrable reductions of the quadri-
lateral lattice: the symmetric and the circular lattice. Imposing both properties
on the initial surfaces of the lattice, they propagate through the lattice in the
unique construction determined by the planarity condition and the correspond-
ing lattice will be an integrable deeper reduction of the quadrilateral lattice.
We call this lattice a Egorov lattice since, in the continuous limit, it reduces to
a Egorov system of coordinates on submanifolds [13].
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Definition 16 A Egorov lattice is a circular and symmetric lattice.
A Egorov lattice can be characterized as follows.
Proposition 10 A quadrilateral lattice is a Egorov lattice iff the internal angles
corresponding to the vertices Tix and Tjx are right angles; i.e.:
Xi · TiXj = 0, i 6= j. (92)
This property was first announced in [28] without details; it was later shown in
[13] to be equivalent to Definition 16.
If N = M , then it turns out that the Egorov lattice is a circular lattice
invariant under translations along the main diagonal [13], i.e., such that:
TXi = Xi ⇒ TQij = Qij , (93)
where T is the total shift: T :=
∏N
i=1 Ti.
We remark that this invariance property implies that the lattice depends ef-
fectively on N−1 parameters, since it depends on the differences of the variables
ni:
Xi = Xi(n1 − n2, n2 − n3, . . . , nN−1 − nN ) . (94)
We have been recently informed of a work on the finite gap formulation of
the circular and Egorov lattices [21].
The continuous limits of the above equations:
∂iβjk = βjiβik, βij = βji, Xi ·Xj = 0, i 6= j (95)
characterize submanifolds parametrized by Egorov systems of conjugate coordi-
nates (Egorov nets). At last, the invariance property (93) reduces to
N∑
ℓ=1
∂ℓβij = 0,
N∑
ℓ=1
∂ℓXi = 0, (96)
implying that βij = βij(u1 − u2, . . . , uN−1 − uN ). For N = 3, we recover a
classical characterization of the Egorov net [1, 6].
4.4 Quadratic reductions and the Ribaucour transforma-
tion
Quadrilateral lattices in quadrics generalize (in a sense which will be explained
in Proposition 11) the circular lattices. Their continuous analogs – the so called
quadratic conjugate nets (see [17] and references therein) were the subject of
intensive study by Ribaucour, Darboux, Bianchi and Eisenhart. The particu-
lar type of fundamental transformation of conjugate nets which preserves the
quadratic constraint is called the Ribaucour transformation. In this section we
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present the basic geometric results concerning quadrilateral lattices in quadrics
(see [11] for details); in particular, we give the analogue of the Ribaucour trans-
formation.
Consider the quadrilateral lattice x in the quadric Q defined by the equation
xTQx+ aTx+ c = 0 , (97)
where Q is a symmetric matrix, a is a constant vector, c is a number.
As it was shown in [11], such a constraint is compatible with the geometric
integrability scheme of the quadrilateral lattice. This integrability statement
can be generalized to quadrilateral lattices in spaces obtained by intersection
of many quadric hypersurfaces like, for example, lattices in the Grassmann
manifolds and in Segre´ or Veronese varieties.
To show a simple example, consider a quadrilateral lattice in the standard
M dimensional sphere SM . The intersection of the plane of any elementary
quadrilateral of the lattice x : ZN → SM with the sphere SM is a circle. In the
stereographic projection SM → EM ∪{∞} circles of the sphere SM are mapped
into circles (or straight lines, i.e., circles passing through the infinity point) of
EM , therefore we have:
Proposition 11 Quadrilateral lattices in the sphere SM are mapped during
the stereographic projection into multidimensional circular lattices in EM ; con-
versely, any circular lattice in EM can be obtained in this way.
Theorem 2 states that, in order to construct the fundamental transformation
of the lattice x, we need three new ingredients: φ, xC and φC . In looking for
the Ribaucour reduction of the fundamental transformation, we can use the
following additional information:
i) the initial lattice x satisfies the quadratic constraint (97),
ii) the final lattice R(x) should satisfy the same constraint as well.
This should allow to reduce the number of the necessary data and, indeed,
to find the Ribaucour transformation, it is enough to know the Combescure
transformation vector xC only.
Proposition 12 The Ribaucour reduction R(x) of the fundamental transfor-
mation of the quadrilateral lattice x subjected to quadratic constraint (97) is
determined by the Combescure transformation vector xC, provided that xC is
not annihilated by the bilinear form Q of the constraint
xtCQxC 6= 0 . (98)
The functions φ and φC entering in formula (25) are then given by
φ = 2xtQxC + a
txC , (99)
φC = x
t
CQxC . (100)
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As it was shown in [11], the Ribaucour transformation for circular lattices in
EM , defined algebraically in [20], can be obtained combining the stereographic
projection with the Ribaucour transformation of the quadrilateral lattices in
SM .
To present the Ribaucour reduction of the vectorial fundamental transfor-
mation we use results and notation of Section 2, together with equations (99)
and (100), to obtain
φk = 2xtQxC,k + a
txC,k , (101)
φkC,k = x
t
C,kQxC,k . (102)
Equations (45) and (101) lead to
∆i
(
φkC,ℓ + φ
ℓ
C,k
)
= (Tix
t
C,k + x
t
C,k)Q(∆ixℓ) + (Tix
t
C,ℓ + x
t
C,ℓ)Q(∆ixk) (103)
which implies that
φkC,ℓ + φ
ℓ
C,k = 2x
t
C,kQxC,ℓ ; (104)
the constant of integration was found from the condition (Rk ◦ Rℓ)(x) ⊂ Q.
Proposition 13 The vectorial Ribaucour transformation R, i.e., the reduction
of the vectorial fundamental transformation (46) compatible with the quadratic
constraint (97), is given by the following constraints
ΦT = 2xtQXC + a
TXC , (105)
ΦC +Φ
T
C = 2X
T
CQXC . (106)
One can also consider the superposition of several Ribaucour transformations
and show the corresponding permutability theorem.
Theorem 5 Assume the following splitting of the data of the vectorial Ribau-
cour transformation
Φ =
(
Φ(1)
Φ(2)
)
, XC =
(
XC(1),XC(2)
)
, ΦC =
(
Φ
(1)
C(1) Φ
(1)
C(2)
Φ
(2)
C(1) Φ
(2)
C(2)
)
, (107)
associated with the partition K = K1+K2. Then the vectorial Ribaucour trans-
formation R(x) is equivalent to the following superposition of vectorial Ribau-
cour transformations:
1. Transformation R(1)(x) with the data Φ
(1), XC(1), Φ
(1)
C(1).
2. Application on the result obtained in point 1. the transformation R(2) with
the data R(1)(XC(2)), R(1)(Φ
(2)
C(2)), R(1)(Φ
(2)) given by R-analogs of formu-
las (51)–(53).
Combining the stereographic projection with the vectorial Ribaucour transfor-
mation of the quadrilateral lattices in SM , one can obtain the vectorial Rib-
aucour transformation for circular lattices in EM and prove its permutability
property. This result was also found independently in [22], directly on the level
of circular lattices in EM .
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