Mining sequential movement patterns describing group behaviour in potentially streaming spatio-temporal data sets is a challenging problem. Movements are typically noisy and often overlap each other. This makes a set of simple patterns difficult to interpret and sequences difficult to mine. Furthermore, group behaviour is complex. Objects in a group may behave similarly for a period of time (an interesting pattern sequence), then split upeither spatially, temporally or both; making a series of uninteresting movements before rejoining again. This behaviour must be captured in a single pattern for that group, rather than a number of unconnected pattern sequences. Secondly, it often occurs that individual objects only move along segments of a path, perhaps between intersections in a road or highway. However, the entire path is interesting when all such behaviours are taken together. Therefore, a pattern describing such behaviour should be found, rather than just a number of short sequences. This paper solves these challenges, among others, by mining sequences of Spatio-Temporal Association Rules. Theoretical results are exploited in order to develop an efficient algorithm, which is demonstrated to have linear run time in the number of interesting sequences discovered. A lattice for drill down and roll up exploratory analysis of the sequence patterns is proposed. Finally, verifiable and interesting patterns possessing the above characteristics are found in a real world animal tracking data set.
Introduction
Mining spatio-temporal movement patterns is becoming more important and is receiving increasing interest from the data mining community [5, 4, 8, 6, 11, 13, 3, 7] . This * http://www.florian.verhein.com/.
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is being driven by the increasing use of technologies capable of generating such data, including satellite tracking (GPS), mobile (cell) phones, Radio Frequency Identification (RFID) tags and sensor networks. Such data is increasingly being used to better understand phenomena and improve the efficiency of services such as traffic management and courier routing 1 . Mining sequences of movements is particularly useful in domains such as traffic management, traffic flows and animal tracking. This work is concerned with behaviour exhibited by many objects at roughly the same time -that is, groups. The motivation for this is fourfold: in many situations, a) individuals' movements are insignificant (for instance on network resources in cell phone networks, or in animal tracking), b) there are too many objects to make mining individual movements meaningful (large data sets), c) there is a specific interest in group behaviour (for instance, flocks or herds) or d) patterns of interest can emerge only when many groups of objects are considered (for example, long paths or roads).
This paper primarily considers sequences of SpatioTemporal Association Rules (STARs), called k-STARs. The approach presented allows the expression of complex spatio-temporal sequence patterns; including spatio-temporal gaps and the ability to mine long paths using replenishment. However, it is easy to generalise the theory and methods in this work to use, as sequence elements, patterns other than the region based STARs. For instance, complex sequences of line segments or trajectories are possible.
A STAR [13] describes how objects move between regions over time: Definition 1. [STAR [13] ] ζ = (r a , T I a ) ⇒ (r c , T I c ) Objects appearing in region r a during time interval T I a will appear in region r c during time interval T I c , where T I a < TI c . For later use, define T I A (ζ) = T I a , (a) 13 STARs, for simplicity labeled with a number indicating time order. It is not possible to distinguish underlying movements.
(b) A possible underlying sequence of movements in (a). kSTARs express these sequences, removing ambiguity.
(c) Space and time gaps are allowed, so ζ 1 , ζ 2 , ζ 3 is mined. Here, dotted STARs are uninteresting (insignificant).
(d) k-STAR 'replenishment' enables the consideration of ζ 1 , ζ 2 , ζ 3 , ζ 4 for mining patterns such as roads. STARs are interesting if enough objects satisfy (support) the rule and if the estimated probability that the rule holds is high enough (confidence). STARMiner [13] scans the data stream once and efficiently mines all STARs with sufficient support and confidence.
STARs describe single movements that groups of objects make. But this reveals nothing about their movements beyond the time interval pair T I = [T I a , T I c ]. For example: Figure 1 (a) shows 13 STARs in 9 regions {r 1 , ..., r 7 }. The time intervals for which they apply are indicated by the numbers next to the STARs ({1, ..., 5}). Each STAR indicates that the movement it describes is interesting, but there is no way to determine where objects go next as STARs reveal nothing about larger sequences of movements. We can only guess based on the order of time intervals. But there may be many STARs pointing into and out of the same region at roughly the same time -such as in r 7 -so it is impossible to tell which path to follow (or if there even exists a path). Furthermore, if there is a significant time delay between a particular group of objects entering and leaving the region, the time intervals can mislead. For example, there is no reason why objects cannot move from r 1 to r 7 , spread out into other regions ('go their separate ways'), then converge back into r 7 before moving to r 2 together, rather than immediately moving to r 3 which could be a first assumption. Note that if they merely stayed in r 7 there would be rules indicating this (i.e. r 7 → r 7 ).
Therefore, it is difficult to draw conclusions about the overall object trajectories and paths -that is, the sequence of movements made -because it is not possible to roll up. Figure 1(b) shows some possible sequences (made by three groups of objects {A, B, C}) that could have produced Figure 1 (a). Unlike in Figure 1 (a) there is no ambiguity and it reveals much more useful information about the way that different groups of objects move. Finally, one can always drill down to sub-sequences, or to individual STARs, for closer examination. This is the first motivation behind sequences of STARs -k-STARs, and the lattice that is defined over them.
That is, a subsequence with no gaps. Use in the case i = 1 or j = k.
This definition is broad and very general patterns that are important for studying object mobility data sets are allowed:
First, space and time gaps between individual STARs are allowed. Figure 1 (c) shows three STARs that are considered interesting (ζ 1 , ζ 2 and ζ 3 ) and some other paths that objects follow, but with insufficient support and confidence to be of interest (doted lines). Specifically, objects move along ζ 1 , then some follow the top path while others follow the bottom path, before they merge again to follow ζ 2 and ζ 3 . The sequence T Ii are fixed width time intervals. Define T Ii < TIj if T Ii occurs before T Ij and they do not overlap. O(r, T I) is the set of objects making an appearance in region r during T I.
The confidence of ζ is c(ζ) = σ(ζ)/|OA(ζ)| -the fraction of objects that followed the rule, given that they were in the antecedent of the rule. It is an estimate of P (o ∈ OC (ζ)|o ∈ OA(ζ)). ζ 1 , ζ 2 , ζ 3 accurately describes this pattern, but if space gaps (i.e. R C (ζ 1 ) = R A (ζ 2 )) were disallowed, or time gaps (ie: T I C (ζ 1 ) < T I A (ζ 2 )) were disallowed, it would not be mined. Note that it is not possible to consider the k-STAR as a sequence of regions and time pairs as this cannot express space or time gaps. The sequence ζ 1 , ζ 2 , ζ 3 is also different to mining ζ 1 , ζ 2 and ζ 3 separately, which would indicate that not enough (or indeed any) objects travel the entire sequence. Finally, space and time gaps also allow the approach to overcome missing or noisy values. Also note that ζ may have R A (ζ) = R C (ζ) which allows the expression of sequences that include the scenario where the objects remain still. There is an example of this in region 5 in Figure 1 (a) and 1(b). Note that this is very different to the time gap scenario, which says that objects did not remain stationary, but did not generate any interesting movements either.
Secondly, limited 'replenishment' of patterns is allowed. This is useful because it allows the mining of patterns that are supported by many objects, but where not all objects actually travel down the entire length of the sequence. Consider Figure 1 (d) which shows two objects (or groups of objects) A and B moving between intersections along a road. Enough objects travel the paths to ensure that each of ζ 1 , ..., ζ 4 are interesting, but none travel the entire sequence. Assume that the sequences ζ 1 , ζ 2 -due to B -and ζ 2 , ζ 3 , ζ 4 (and its sub-sequences of length 2) -due to A -are interesting. Consider Υ = ζ 1 , ζ 2 , ζ 3 , ζ 4 . Since all consecutive and overlapping sub-sequences (sub-k-STARs) of Υ of length 2 are interesting ( ζ 1 , ζ 2 , ζ 2 , ζ 3 , ζ 3 , ζ 4 ), as well as all sub-sequences of length 1, Υ is considered "interesting at levels l = 2 and l = 1", or simply l(Υ) = {1, 2}. There are many situations where such a pattern is useful. For instance, finding roads, transport thoroughfares or migration paths. Not all objects travel their entire length of these; for example, cars may travel along a road for a while before turning off at an intersection -imagine many objects and many 'intersections' in the above example. In these cases, k-STARs that represent the entire road or path would not be mined were 'replenishment' not allowed. Instead, many small sequences would be output and the longer pattern would remain hidden to the user -which is undesirable. The replenishment concept is not only useful for movements, it is also useful for finding areas where objects tend to congregate over time, as experiments on the real world animal tracking dataset shows (note that STARs can also represent objects staying stationary). For example, the same animals may not remain at a location for the whole, say, 5 months. But a stream of animals arriving (or returning) over this time, so that they remain at the location for at least 2 timestamps (10 days) at a time, means this long term pattern is found. In this case it is interesting at level 2. Indeed, this is rule 5 found in the real world data set.
Sequences clearly express useful information. However, interesting sequences often overlap and subsequences of interesting sequences are often also interesting. Without some structure on the patterns found, the user can easily become overwhelmed. A user should be able to drill down and roll up for exploratory mining -in particular, to explore the different levels at which a rule is interesting. This is achieved by the k-STAR lattice. Note that Υ gives a high level view of the objects' motion, and the levels at which the sequence is interesting reveals a lot about the behaviour of the objects. If more detail is desired, the user can always drill down one level in the lattice defined by these k-STARs. The overlap of consecutive sequences ensures only 'real' sequences are found, not just an arbitrary concatenation of sequences.
Some spatio-temporal data generating technologies allow relatively precise tracking while others can locate objects only within regions. The uncertainty in location is a challenging problem in Spatio-Temporal data mining. Since this work is build on STARs, it considers data sets composed of many uniquely identifiable objects moving through a set of regions. Examples of such data sets include the movement of mobile phone users through the cells (regions) of a cell-phone network and animal tracking. In the latter case, there are often natural regions such as feeding or mating grounds that are of interest to a researcher. When precise location data exists and no meaningful regions are known, regions may be found by clustering or other automatic region of interest selection methods [5] . Alternatively, a simple grid may be overlaid. Finally, the sequence mining approach in this paper can be applied to patterns other than STARs. For example, it generalizes to sequences of trajectories or any other pattern for which a set of supporting objects is available.
The remainder of this paper is organised as follows: This work is put in context of related research in Section 2. Section 3 presents the theory of the interestingness measures that enable the mining of k-STARs with spatio-temporal gaps and replenishment. Section 4 develops the theory required to mine the k-STARs of interest. Section 5 describes the algorithm and experimental results on real and synthetic data sets are presented in Section 6.
Related Work
Works that deal with spatio-temporal patterns include [10, 6, 8, 3, 5, 7] . Mamoulis et al. [8] mine periodic patterns in objects moving between regions. Wang et al. [14] introduce what they call flow patterns that describe the changes of events over space and time. They consider events occurring in regions, and how these events are connected with changes in neighbouring regions as time progresses. Ishikawa et al. [6] describe a technique for mining object mobility patterns in the form of Markov transition probabilities from an indexed spatio-temporal dataset of moving points. Tsoukatos et al. [10] mine frequent sequences of non spatiotemporal values for regions. [7] clusters trajectories by partitioning a trajectory into a set of line segments and then grouping similar line segments.
Except for [3, 5] , none of these consider sequences. Traditional temporal sequence mining [2] does not address the issues of spatio-temporal data and it is not possible to map k-STARs into these sequence mining algorithms, as objects traveling through regions does not translate to transactions and items. Cao et al. [3] make a similar observation for their work. This paper treats the problem of mining sequences of object movements in spatio-temporal data and it deals with many aspects that are specific and unique to such data, such as the 'replenishment' concept and space and time gaps.
[5] is the most relevant work. It mines trajectory patterns, which represent sets of individual trajectories that visit the same sequence of places (regions of interest) with similar travel times. A key feature of these patterns is that the typical travel time is included in the pattern. Unlike k-STARs, trajectory patterns cannot represent space and time gaps. It is not possible to determine whether objects take the same or different routes between the regions of interest, only that they tend to take the same time moving between those regions. Furthermore, trajectory patterns do not represent group behaviour, which is a key motivation in this work, nor can they express the level of information that k-STARs can -overall, [5] solves a different problem. Automatically finding regions of interest is an important precondition for finding quality patterns. [5] solves this problem in a number of ways, and these methods are also suitable for defining regions for k-STARs when none are available.
Cao et al. [3] consider the mining of frequent sequences of line segments that approximate an object's movements over time. Since they consider strings of (x, y, t) coordinates, they cannot mine patterns where there is a space or time gap because their pattern cannot express this type of behaviour. Since the work in this paper mines sequences of STARs, which apply to two regions and two time intervals, the elements of the sequence are able to express more complicated patterns. Their patterns are also fundamentally different; this paper considers a set of regions while [3] uses the object coordinates, k-STARMiner mines patterns supported by many objects, while [3] mines recurring patterns of the same object. Hence the research problems addressed are quite different.
The ability to mine space and time gaps, as well as replenishable patterns, the k-STAR lattice and new interestingness measures also distinguishes this work. Neither [3] or [5] consider the confidence of the sequences. Confidence is an estimate of the conditional probability that an object will satisfy the rule, given that it is in a location where the rule applies. It is therefore important in using the rules to predict what objects will do, or simply as a quality measure. For example, in the sequences considered by [3, 5] , knowing which elements had the highest probability of occurring would be quite useful. The challenge however is that confidence is not anti-monotonic or monotonic, so searches for highly confident rules cannot prune the search space. Secondly, it does not naturally apply to sequences. Both these problems were solved in this paper with the minl-confidence measure. Note that instead of STARs, it is possible to use the line segments produced by [3] . In this case it is possible to mine data without using regions and it would produce different rules than in [3] .
Prior to [12] , [9] was the only research found that addressed Spatio-Temporal Association Rules (albeit briefly, with a limited definition and a brute force algorithm).
Interesting k-STARs
In Section 1 the types of k-STARs considered in this paper were motivated; specifically, allowing time and space gaps as well as 'replenishable' sequences. These concepts are captured by using novel interestingness measures called min-l-support and min-l-confidence. These measures support the 'replenishability' notion. As described in Section 1, this leads to the idea of a k-STAR Υ being interesting at different levels, l(Υ). Υ is interesting at level l if it is both min-l-confident and min-l- The problem definition is to mine all interesting k-STARs Υ and the levels at which they are interesting (l(Υ)), thus producing the k-STAR Lattice, and to do so subject to certain constraints. Namely, Υ must be interesting at a level greater than minL (to enforce overlap and avoid trivial sequences), the length of the rule must be below maxK (optional) and there are limits on the space and time gaps 
That is, it is the minimum support (confidence) of all the k − l + 1 sub-k-STARs of length l. This means that if a k-STAR is mined with σ(
= α, then a) for any region and time specified by the antecedents of the first k − l + 1 ζ i , at least β objects follow Υ k for at least l ζ's and b) 3 For practical purposes it makes sense to impose a user defined upper limit, via w, and a user defined Neighbourhood function N (r, t) which limit the time and space gaps respectively. These are described in Section 5.
any
of such rules. It should be clear that l < k allows the 'replenishment' and associated patterns discussed in Section 1, and minL restricts the possible replenishment.
As defined in Figure 4 , l σ (Υ) (l c (Υ)) is the set of levels at which Υ is frequent (confident). Therefore, the levels at which Υ is interesting is l(Υ) = l σ (Υ) ∩ l c (Υ). A rule is maximally frequent (confident) if |Υ| ∈ l σ (Υ) (|Υ| ∈ l c (Υ)), and maximally interesting if |Υ| ∈ l(Υ).
The remainder of this section outlines a number of properties that allow efficient mining of k-STARs. The proofs are available in the Appendix.
That is, the extra ζ is added to either the front or the back of Υ k .
These follow from the fact that σ j,l ≥ σ i,l+1 ∀j :
That is, at least as many objects follow a subsequence as follow the sequence. In summary: the same. Secondly, if l is incremented then one subk-STAR is 'lost', as illustrated in Figure 5 (a) -namely, c k−l+1,l+1 does not exist. That is, there is one less subk-STAR of length l + 1 than there is of length l. Now if c k−l+1,l < c i,l ∀i ∈ {1, .., k − l} then it is possible (the Lemma says when) that min-l-confidence increases when l is incremented, as the minimum term is lost.
Mining k-STARs: Theory
To mine k-STARs, the anti-monotonic and weak-antimonotonic properties outlined in the previous Section are leveraged. The algorithm grows k-STARs from shorter k-STARs by joining them together, exploiting special cases of the lemmas in the remainder of this section. Recall that l σ (Υ), l c (Υ) and l σmax (Υ) are defined in Figure 4 .
Since min-l-support is anti-monotonic in l (Lemma 1), l σ (Υ) will always have the form {1, 2, 3, ...l σmax (Υ)}. l c (Υ) on the other hand may have gaps as it is only weakly anti-monotonic (Lemma 2).
In the following lemmas, Let Υ α = ζ 1 , ..., ζ m and Υ β = ζ m+1 , ..., ζ m+n be non-overlapping and Figure 5 
.., ζ m+n is a valid k-STAR. Recall that the goal is to find l(Υ)
= l σ (Υ) ∩ l c (Υ).
Lemma 3. Joining k-STARs for min-l-support:
l σmax (Υ) ≤ l u σmax (Υ α , Υ β ) -see
(b).
Since min-l-confidence is only weakly antimonotonic in l, it is more complicated. Figure 5 
Lemma 4. Joining k-STARs for min-l-confidence:
l c (Υ) ⊆ l u c (Υ α , Υ β ) -see
(b).
The above lemmas reduce the search space for l(Υ) = l σ (Υ) ∩ l c (Υ) because they reduce the search spaces for l σ (Υ) and l c (Υ). In the case of Lemma 3, l The following lemmas provide a quick way to perform the search for l(Υ) in the remaining space
To test whether Υ = Υ α ∪ Υ β is frequent and confident at other levels it is necessary to evaluate σ(δ l,j ) for all j and l where δ l,j is the jth sub-k-STAR of Υ of length l that overlaps both Υ α and Υ β . For example, if Υ α = ζ 1 , ζ 2 , ζ 3 and Υ β = ζ 4 , ζ 5 , ζ 6 then δ 3,1 = ζ 2 , ζ 3 , ζ 4 and δ 3,2 = ζ 3 , ζ 4 , ζ 5 are the δ 3,j that must be checked. 
Mining k-STARs: Algorithm
The previous section showed how to join two arbitrary k-STARs. When mining all rules, the algorithm progresses by continuously adding single ζs to existing k-STARs in a bottom up fashion, thus producing all interesting Υ Υ before producing Υ. That is, n = 1 in Lemmas 3 and 4 and only cases {(1), (2)} and {(1), (2), (4)} are required, respectively. Also, there will only be one δ l,j for each j so the j in the notation can be dropped. This is the most efficient way to mine all k-STARs and allows the algorithm to prune the search space as much as the Lemmas allow.
Two important data structures are used; the InverseSuffixTree -instances of which are traversed in order to efficiently join a new ζ to exiting rules, and the FlowGraph -which references the InverseSuffixTree in such a way as to enable the algorithm to limit the space and time gaps. These data structures were designed purely to enable efficient mining of k-STARs by exploiting the theoretical results to their maximum extent.
The InverseSuffixTree is defined as follows: let Υ = ζ 1 , ..., ζ n . Then Υ Υ has a link to Υ if and only if (1) Υ = ζ j , ..., ζ n : 1 < j ≤ n and (2) n−j+1 ∈ l(Υ) for the j in (1). Finally, if a k-STAR is not interesting at any other level than its own length, there is a link to it from the (null) root of the tree. The first condition says that Υ is a suffix of Υ (so Υ is an 'inverse suffix' of Υ ) and the second says that Υ is interesting at level |Υ |. Since suffixes of a fixed length are unique, each InverseSuffixTree is defined by ζ n , the last STAR in all the k-STARs in that tree. Note that since not all kSTARs are interesting at level 1 however, the null root will often have children other than ζ n . By traversing up the tree, the algorithm encounters precisely those kSTARs that are needed to join a new Υ β = ζ to make the δs of Lemmas 5 and 6. In terms of Lemmas 3 and 4, Figure 6 : FlowGraph indexes the InverseSuffixTrees. the lengths of each k-STAR along a path to a specific k-STAR Υ α in the tree, plus |Υ α | + 1 if Υ α is maximally interesting, is precisely the search space of l( (Υ α , ζ) . Therefore, a depth first search of the tree provides all the k-STARs ending in ζ n , and Lemmas 3 and 4 can be used to prune branches of the search.
The FlowGraph, an example of which appears in Figure 6 , shows the 'flow' of k-STARs over time. It is a circular array of width w + 1 where w is set so that it corresponds to the maximum time gap between STARs in a k-STAR. Each cell F lowGraph [r] [j] references all the InverseSuffixTrees whose suffix STAR, ζ n , ends in region r at time analogous to j. That is, r = R C (ζ n ) and T I curr−j = T I C (ζ n ). Each cell will have as many InverseSuffixTrees as there are STARs with this property. Hence, the FlowGraph may be visualised as a forest of InverseSuffixTrees, with potentially multiple trees rooted in each cell. Figure 6 shows an example of the FlowGraph with some STARs superimposed on it. The k-STARMiner algorithm is now described. STARMiner [13] is first used to efficiently produce all frequent STARs for the current time interval pair
T I = [T I curr−1 , T I curr ]: S T I = {ζ: σ(ζ) ≥ minSup ∧ T I(ζ) = T I }, as well as {O(ζ)
: ζ ∈ S T I } -the objects supporting those STARs, which are needed to calculate the support of the k-STARs created. Note that the ζ may or may not be confident because min-l-support is anti-monotonic, while min-l-confidence is only weakly anti-monotonic.
For each ζ ∈ S T I the algorithm checks R A (ζ) and its neighbours both at T I A (ζ) and back in time through the FlowGraph window. That is, it checks each cell F lowGraph [r] [j] so that r ∈ N (R A (ζ), j), j ∈ {1, 2, ..., w}, where N is a neighbourhood relation describing what regions are considered neighbours at some time in the past. Each tree encountered in F lowGraph [r] [j] is traversed upwards and ζ joined to When this procedure has been applied to all ζ in S T I , the algorithm progresses to the next time interval pair, which means the window in the FlowGraph (of width w + 1) moves to the right. It also means the algorithm can delete all InverseSuffixTrees that have dropped out of the window, as they will no longer be used. For streaming data, where the continuously growing Lattice would be a problem, it is also possible to delete and output the subset of the Lattice corresponding to those k-STARs that are no longer referenced by any existing InverseSuffixTrees.
So far maxK and minL have been ignored for clarity. They are easy to implement -but note that the algorithm can only apply minL to prune a k-STAR Υ satisfying l max (Υ) < |Υ| < minL since short but maximally interesting k-STARs can be grown into longer ones satisfying the constraints. Note also that the algorithm is single pass, and so it suited to stream mining just as STARMiner [13] is.
The complexities of the algorithm lie in the traversal of the existing InverseSuffixTrees while applying the Lemmas and simultaneously building the new InverseSuffixTrees, as well as keeping the Lattice current. However, this complexity enables a runtime that is on average linear in the number of interesting k-STARs. That is, the algorithm cannot be improved beyond a constant factor. The computation of the σ i,l required has not yet been discussed. Since only the O(ζ)s are required to compute the σ i,l , the algorithm does not need to store any ∩ i ζ i , but doing so prevents many recomputations. Therefore, ∩ We now need to check δ 3 = ζ 8 , ζ 11 14 , and then the mining process for T I" is complete.
The k-STAR lattice (Definition 3) is very useful because the user can drill down or roll up through the sequences. They can explore the resulting k-STARs at high level of abstraction, and drill down to relevant sub-k-STARs to find the reasons why a particular k-STAR is interesting. Conversely, they can roll up to see how the rules combine together to give the higher level sequences that describe the patterns more coarsely, as well as highlighting long sequences of movements that might be important. Being able to do these things is very useful in making sense of large datasets, and is a key reason behind using k-STARs.
It also doubles as an efficient data structure for storing the k-STARs. By storing at each node only the confidence and support of the rule at the maximum l at which it is interesting, and whether it is maximally interesting, is is possible to derive all other information by drilling down through the lattice. For example, the links in the lattice define the levels at which a k-STAR Υ is interesting, and the confidence and support values of the sub-k-Stars Υ Υ can be used to calculate the support and confidence of Υ at level |Υ |. 
(it is the only rule that is not maximally interesting), and l(
The identity of a k-STAR depends on the STARs from which it is composed as they contain the region and time information. Therefore, if a k-STAR is only support is anti-monotonic and no greater rule would be frequent at a level greater than 1, which is below minL. If c(δ 2 ) min 2 < minConf , we would still need to continue the traversal.
maximally interesting (such as Υ 6 and Υ 1 in Figure  7(d) ), links to the STARs must also be stored externally as it is not possible to drill down to them in such cases. This is shown by the dotted lines in Figure 7 (d).
Experiments
Two sets of experiments are presented. First, a synthetic dataset that models the movement of distinct groups is used for scalability and performance results, as well as to verify that the movements can be found in a noisy environment. This dataset exercises the algorithm on a large dataset with known patterns. Secondly, a real world animal tracking dataset is used and exploratory data mining is performed. This experiment validates the motivation and demonstrates the usefulness of the proposed pattern as complex behaviours are found even though real world issues are present.
Synthetic Dataset
Large synthetic datasets were generated to excercise the algorithm. The results for one of these datasets is presented here. It consists of five groups, each of 1000 objects, moving through a unit square for 100 timestamps. The square is divided into 225 regions in a 15 by 15 grid pattern. The groups are initially distributed according to distributions iX, iY and are updated using the rules x(t + 1) = x(t) + dX(t + 1), y(t + 1) = y(t) + dY (t + 1), where dX(t) and dY (t) are random processes. The defining features of the groups can be expressed as a set of tuples [groupId, iX, iY, dX, dY ] 6 . As shown in Figure 8(a) , groups 1-4 are clusters that move, on average, in a particular direction but their movements are nevertheless noisy. Group 5 is 'noise'. When objects leave the unit square on one side, they reappear on the opposite side. STARMiner [13] was used to mine all STARs with support above 4 from this dataset, and the resulting set of 21, 889 STARs was mined for k-STARs using the algorithm described in this paper: k-STARMiner.
Unless otherwise stated, the parameters used were minL = 3, w = 2 and maxK = ∞. Figure 8(b) shows that the time taken to mine the rules grows linearly in time with respect to every parameter. The Log-Log scale shows two distinct areas -below 6,000 rules, for which the dominant time is the IO cost, and above 6,000 rules, for which the cost is mostly attributed to the computational cost of mining the rules. This linear growth (which can also be seen in linear scale in the inset graph) shows that k-STARMiner cannot be improved beyond a constant factor. Figure 8 (c) is a similar graph, but only rules deemed interesting for the mining parameters are counted. Namely, it omits from the count those rules that are too short, but that must still be mined as they may become part of longer sequences. The runtime still appears to grow linearly but the parameters have a greater influence. Figure  8 (d) and 8(e) show the effect of varying minSup and minConf thresholds on the runtime (the effect on the number of rules is the same). The pruning effect is clear and the algorithm prunes the search space very effectively, even for minConf , which is only weakly anti-monotonic. Finally, Figure 8 (f) shows the effect of varying the other parameters on the runtime. Increasing w or maxK or decreasing minL predictably leads to an increase in the runtime and correspondingly the number of rules found. Based on further experiments, these effects are dependent on the dataset, but in general, these trends hold.
The movements of the four groups of objects could successfully be determined by the rules found, but only because of the replenishment idea. That is, long sequences (eg: of length 30) were mined showing the paths traveled, but these sequences were interesting at much smaller levels (eg: 3) because of noise in the movements.
However, because the groups are spread over a relatively large area, this lead to many similar sequences containing adjacent regions. While this makes the mining task more computationally expensive, and is thus ideal for testing the algorithms runtime performance as was the goal in these experiments, in reality one would expect groups to be smaller than the regions, thus reducing the incidence of this occurrence. For example, cars traveling down a freeway, which has a width much smaller than the cell of a mobile phone network. Alternatively, some post processing to cluster similar k-STARs could be employed.
Real Dataset
The real world dataset consisted of satellite tracking of Barren-ground Caribou living in the Northwest Territories of Canada [1] .
As is common in such datasets, there are missing values and not all animals have data for the entire period, as satellite collars sometimes fail. The data consists of latitude and longitude coordinates updated every five days from the 19 October 2004 to the 17 of January 2006, thus providing an entire season of tracking data -at least for three of the five animals. Cases when there was one missing value were corrected by interpolation. Larger periods of missing values were not interpolated, so missing values remain. The habitat was divided into a 9 × 9 grid as shown in Figure 9 (a). The Knowledge Discovery process is now described. First, I set minL = 2 (to get overlap), w = 0 (no time gap), made the neighbour of a region be only itself, set minConf = 0.5 and looked for the highest support sequences in order to see when the tagged animals moved together. Since there is no time or space gap, for simplicity notation such as a i → b j → c is used to express the rule describing that objects remained in region a for i consecutive timestamps (ie: self rules), then moved to region b and stayed there for j timestamps before moving to region c. The highest support of a rule was 3 and as shown in Figure 9 (b) three rules were interesting at that level of support: 2, 6, 7. Since only rules with few movements were found to have high support, one could form the hypothesis that the animals tend to remain together at specific locations. These rules also indicated what areas they tend to congregate in. Region 50 is especially strong -three animals remain within it for at least 20 days. Domain theory easily explains this -during August and September, the Caribou do not move very much and build up fat after the winter [1] . Rule 6 is therefore an easily validated rule. Next I examined rules supported by fewer animals, and found the other rules in the table (except for rule 8). It is immediately apparent that rule 1 is a more general form of rule 2. Indeed, in the lattice it would be above rule 2 and the user can roll up to find it. Similarly, rule 5 is a generalisation of rule 6. This is infact what is being done in these cases -rolling up through the lattice. Rule 3 shows a slow movement and a very long period of time in region 58. This corresponds to the Caribou remaining in their wintering grounds [1] . Rule 4 shows the stay in the calving grounds and the beginning of the move South. This movement is in response to biting insects triggered by the warm weather [1] . 5 shows the remainder of the movement South. Note that this rule is only mined because of the 'replenishment' idea, as it is interesting at level 2 but the entire sequence is eleven rules long. Finally, I searched for patterns with a time and space gap, setting minSup = 3, w = 60 (corresponding to up to a 10 month gap) and considering all regions as neighbours. Rule 8 in the table was found -a very strong rule supported by three animals, and maximally interesting. It shows that the same three animals congregate in region 39, then move to region 48, after which no interesting patterns are supported by all three animals for a period of over 8 months. However, the same animals join up again some distance away! Note also that rules 2 and 6 are subsets of it, and indeed they can be found by drilling down on. Without the space and time gap, there would have been no way that a user would have known that the same three animals congregated at two separate locations. Rule 8 is therefore very interesting and gives a higher level view as well as providing more information. It clearly demonstrates the usefulness of space and time gaps.
Even with locations for only five animals, one of which has little data, I have been able to mine patterns that correspond to actual group behaviours. The only movement missed is the March to May northerly migration [1] . The rules have not been presented in chronological order, but rather the order in which they were explored. Figure 9 (b) is ordered. Note that considering minSup = 1 would be quite pointless and is not appropriate. Indeed, every subsequence of the entire movement of each animal would be mined. Recall that the methods proposed are designed for finding group movements, specifically in datasets with many objects moving around. This real world example is testing the lower limits of the technique.
