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Abstract
We consider the minmax regret (robust) version of the problem of scheduling n jobs on a machine to minimize the total ﬂow time,
where the processing times of the jobs are uncertain and can take on any values from the corresponding intervals of uncertainty. We
prove that the problem in NP-hard. For the case where all intervals of uncertainty have the same center, we show that the problem
can be solved in O(n log n) time if the number of jobs is even, and is NP-hard if the number of jobs is odd. We study structural
properties of the problem and discuss some polynomially solvable cases.
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1. Introduction
Minmax regret optimization deals with optimization problems where the objective function is uncertain at the
time of solving the problem. Uncertainty is described by a given set of possible realizations of the objective function
(scenarios); it is required to ﬁnd a feasible solution that would minimize the worst-case loss in the objective function
value that may occur because the solution is chosen before the actual realized scenario becomes known. The book [6]
gives the state-of-art in minmax regret combinatorial optimization (MRCO) up to 1997 and provides a comprehensive
discussion of the motivation for the minmax regret approach and various aspects of applying it in practice. Minmax
regret solutions are sometimes called robust solutions [6], although there are different concepts of robustness in the
literature (e.g. [7]). Minmax regret solutions can also be interpreted as uniformly suboptimal solutions, that is, solutions
that are -optimal for all realizations of data, with  as small as possible.
We consider the minmax regret version of the problem of scheduling n jobs on a machine to minimize the total ﬂow
time where the processing times of the jobs are uncertain. We consider the interval-data representation of uncertainty,
that is, we assume that the processing time of each job can take on any value from the corresponding interval of
uncertainty, regardless of the values taken by the processing times of other jobs. Thus, the set of possible scenarios
(possible vectors of processing times of the jobs) is a rectangular box inRn. The problemwas introduced byDaniels and
Kouvelis [3]; they studied structural properties of the problem, developed some heuristics and a branch-and-bound exact
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algorithm, and proved NP-hardness of a related discrete-scenario problem (to be discussed below). The complexity
status of the interval-data problem has been unknown so far.
In this paper, we prove that the problem is NP-hard. For the case where all intervals of uncertainty have the same
center, it turns out that, surprisingly enough, the complexity status depends on the parity of the number of jobs: we
show that the problem can be solved in O(n log n) time it n is even, and it is NP-hard if n is odd. We also obtain some
structural properties of the problem, and discuss some polynomially solvable special cases.
We note that in the case of discrete-scenario representation of uncertainty, where the set of possible scenarios is ﬁnite
and is represented by listing explicitly all possible scenarios (vectors of processing times) as a part of the input, the
problem is known to be NP-hard [3,6] even if there are only two scenarios. It is a general observation that most MRCO
problems are NP-hard in the case of discrete-scenario representation of uncertainty [6]. However,Averbakh [1] showed
that there is no direct relationship between the complexity of the discrete-scenario and interval data MRCO problems,
and there exist MRCO problems that are NP-hard in the discrete-scenario version but are polynomially solvable in the
interval data version [1].
A different approach to studying scheduling problems with uncertainty in processing times is based on sensitivity
analysis, see [5,8].
2. Notation and deﬁnitions
Suppose that there is a set J of jobs that have to be processed on a single machine, |J | = n, n2. The machine
cannot process more than one job at any time. Suppose that for any job j ∈ J , its processing time is uncertain. An
assignment of speciﬁc values pj to processing times of jobs j ∈ J is called a scenario. Let S denote a given set of
possible scenarios. Let be the set of all possible orderings of the jobs from J, || = n!; elements of will be called
permutations. For any scenario s={p(s)j , j ∈ J } ∈ S and any permutation x= (j1, j2, . . . , jn) ∈ , the corresponding
total ﬂow time is
Fs(x) = p(s)j1 · n + p
(s)
j2
· (n − 1) + · · · + p(s)jn−1 · 2 + p
(s)
jn
and for a job ji value p(s)ji (n − i + 1) is called the ﬂow time contribution of job ji for permutation x under scenario s
and is denoted Cji (x, s). For a speciﬁc scenario s ∈ S, consider the problem
Problem OPT(s): Minimize {Fs(x)|x ∈ }.
Problem OPT(s) is the problem of ﬁnding the order of processing the jobs by the machine with the objective to
minimize the total ﬂow time under scenario s (the sum of the completion times of all the jobs, assuming that the
machine starts working at time 0). It is well known that Problem OPT(s) can be solved in O(n log n) time using the
following rule: order the jobs according to nondecreasing values of processing times p(s)j (the shortest processing time
(SPT) rule).
Let F ∗s denote the optimum objective function value for Problem OPT(s). For any x ∈  and s ∈ S, value
R(x, s) = Fs(x) − F ∗s is called the regret for x under scenario s. For any x ∈ , value
Z(x) = max
s∈S R(x, s). (1)
is called a worst-case regret for X. The minmax regret version of Problem OPT is
Problem ROB: Minimize {Z(x)|x ∈ }.
For any x, y ∈ , let
r(x, y) = max
s∈S (Fs(x) − Fs(y)). (2)
Then Z(x) can be written as
Z(x) = max
y∈
r(x, y) (3)
or
Z(x) = max
s∈S maxy∈
(Fs(x) − Fs(y)). (4)
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An optimal permutation to the right-hand side of (3) is called a worst-case alternative for x. An optimal scenario to
the right-hand side of (1) is called a worst-case scenario for x. An optimal scenario to the right-hand side of (2) is
called a worst-case scenario for x with respect to y. An optimal solution (sˆ, yˆ) to the right-hand side of (4) is called
a worst-case pair for x. Observe that if (sˆ, yˆ) is a worst-case pair for x, then sˆ is a worst-case scenario and yˆ is a
worst-case alternative for x.
Suppose that for every job j ∈ J , two integer numbers p−j , p+j are given, p−j p+j . The numbers p−j , p+j represent
the lower and the upper bounds on the processing time of job j. It is assumed that the processing time of job j can take
on any real value from its interval of uncertainty [p−j , p+j ], regardless of the values taken by the processing times of
other jobs. Thus, the set of scenarios S is the Cartesian product of the intervals of uncertainty [p−j , p+j ], j ∈ J . For any
integers k, t, k t , let [k : t] denote the set of integers between k and t (including k, t).
Observe that if a scenario s′ = {p(s′)j , j ∈ J } is obtained from a scenario s = {p(s)j , j ∈ J } by adding the same
constant to processing times of all jobs, then value Fs′(x) − Fs(x) does not depend on x. This implies the following:
Lemma 1. If the same constant is added to all numbers p−j , p+j , j ∈ J , value Z(x) does not change for any x ∈ .
Notice that we do not assume numbers p−j , p
+
j , j ∈ J to be nonnegative; of course, in practice processing times of
jobs are always nonnegative, but as can be seen from Lemma 1, for any instance with general values p−j , p+j , j ∈ J
there is an equivalent instance with nonnegative values p−j , p
+
j , j ∈ J , and vice versa. We allow negative endpoints
of intervals of uncertainty because this will be convenient for presentation.
A scenario s = {p(s)j , j ∈ J } such that p(s)j ∈ {p−j , p+j } for all j ∈ J is called an extreme scenario. A worst-case
scenario for x which is also an extreme scenario will be called a worst-case extreme scenario for x. If for some jobs
j ′, j ′′, p−
j ′p
−
j ′′ and p
+
j ′p
+
j ′′ , we say that job j ′ dominates job j ′′. The following three results were obtained in [3].
Statement 1 (Daniels and Kouvelis [3]). For any permutation x ∈ , there always exists a worst-case extreme
scenario.
Statement 2 (Daniels and Kouvelis [3]). For any x ∈ , valueZ(x) can be obtained in polynomial time (by matching
techniques).
Statement 3 (Daniels and Kouvelis [3]). Suppose that job j ′ dominates job j ′′ , x ∈  is an optimal permutation for
Problem ROB, and j ′′ precedes j ′ in x.Then switching the positions of jobs j ′ and j ′′ will result in another optimal
permutation for Problem ROB.
Statement 3 implies a weaker statement that if job j ′ dominates job j ′′, then there exists an optimal permutation
where j ′ precedes j ′′.
3. Complexity results
Problem ROB1 is the special case of Problem ROB where all intervals of uncertainty have the same center, that is,
(p−j + p+j )/2 is the same for all j ∈ J .
For any jobs j1, j2 ∈ J , we say that job j1 is wider than job j2 if the interval of uncertainty for job j2 is a proper
subset of the interval of uncertainty for job j1, that is, p−j1p−j2 , p+j1p+j2 , and at least one of the inequalities is strict.
For any job j ∈ J and a permutation x ∈ , let x(j) denote the position of job j in the permutation x (that is,
according to permutation x, x(j) − 1 jobs are performed before job j is performed). For any j ∈ J and x ∈ , let
q(x, j) = min{n − x(j), x(j) − 1}. (Then jobs with larger values of q(x, j) are closer to the “center’’ of permutation
x, where the “center’’ of permutation x is the job at the position (n + 1)/2 if n is odd, and an imaginary job located
between the positions n/2, (n/2)+ 1 if n is even.) A permutation x ∈  is called uniform if for any j ′, j ′′ ∈ J , if j ′ is
wider than j ′′, then q(x, j ′)q(x, j ′′).
Theorem 1. If the number of jobs n is even, then any uniform permutation is an optimal solution to Problem ROB1
(and therefore Problem ROB1 with even number of jobs is solvable in O(n log n) time).
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Theorem 2. Problem ROB1 with odd number of jobs is NP-hard.
Proofs of Theorems 1 and 2 will be presented in Section 5 and are based on the structural result obtained
in Section 4.
Theorem 3. Problem ROB is NP-hard; it remains NP-hard even if the number of jobs is even.
Proof. Theorem 2 implies that Problem ROB with odd number of jobs is NP-hard. NP-hardness of Problem ROB
with even number of jobs can be proved by a simple reduction from the problem with odd number of jobs. Consider
an instance I1 with odd number of jobs, and let p′ be an integer number that is smaller than all lower bounds of
uncertainty intervals of instance I1. Add a new job with the interval of uncertainty [p′, p′] obtaining an instance I2
with even number of jobs. It is straightforward to see that this new job is scheduled ﬁrst in any optimal solution to
Problem OPT(s) for any scenario s, and in any optimal solution to Problem ROB (instance I2). Thus, the optimal order
of scheduling other jobs in an optimal solution to the instance I2 is optimal for the instance I1, and the optimal objective
values are the same for both instances. The theorem is proved. 
The next lemma shows that without loss of generality we can assume that all numbers p−j , p
+
j , j ∈ J are distinct
(that is, no two of them are equal).
Lemma 2. For any instance of Problem ROB, it is possible to modify the bounds of intervals of uncertainty so that
they become distinct and any optimal permutation for the obtained instance is optimal for the original instance. Such
modiﬁcation can be done in polynomial time and the maximum absolute value of the new (integer) bounds is bounded
by the maximum absolute value of the old (integer) bounds multiplied by a polynomial function of n. The same holds
for Problem ROB1.
Proof. See Appendix. 
In the remainder of the paper, unless stated otherwise, we make the following assumptions.
Assumption 1. All numbers p−j , p
+
j , j ∈ J are distinct integers.
Assumption 2. When we consider Problem ROB1, we assume that the center of each interval of uncertainty is 0, that
is, p+j = Aj , p−j = −Aj , Aj 0 for all j ∈ J . We denote A =
∑
j∈JAj .
According to Lemmas 1 and 2, these assumptions are made without loss of generality.
4. A characterization of worst-case extreme scenarios for uniform permutations for problem ROB1
Consider Problem ROB1 (with Assumption 2).
Theorem 4. Let  be a uniform permutation, and suppose that the jobs from J are identiﬁed with their positions in the
permutation , that is, for any i ∈ [1 : n], job i is the ith job in the permutation . Let sˆ = (p1, . . . , pn) be a worst-case
extreme scenario for . Then sˆ = (p1, . . . , pn) has the following properties:
(a) If n is even, n = 2k, then pi = Ai , i ∈ [1 : k]; pi = −Ai , i ∈ [k + 1, 2k].
(b) If n is odd, n = 2k + 1, then pi = Ai , i ∈ [1 : k]; pi = −Ai , i ∈ [k + 2 : 2k] (observe that the value of pk+1 is
not speciﬁed here).
Proof. Suppose that sˆ = (p1, . . . , pn) is a worst-case extreme scenario for , and suppose that sˆ does not satisfy
conditions (a),(b) of the theorem. Let t be the smallest value of q(, j) among all jobs j that do not satisfy conditions
(a),(b) under scenario sˆ. (That is, either job t + 1 or job n − t is the farthest job from the center of the permutation 
that does not satisfy conditions (a),(b)). Clearly t + 1n/2. We need to consider three cases.
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Fig. 1. Illustration for the proof of Theorem 4, Case 1.
Case 1: pi = Ai , i ∈ [1 : t]; pt+1 = −At+1; pn+1−i = −An+1−i , i ∈ [1 : t]; pn−t = −An−t .
The structure of the permutation  under scenario sˆ is represented in Fig. 1. Jobs n− t and t+1 are symmetrical about
the center of . Let J1 be the set of the ﬁrst t jobs in , J2 (J3) be the set of the jobs that are performed between job t +1
and job n− t in  and whose processing times under scenario sˆ are equal to upper (lower) bounds of the corresponding
intervals of uncertainty, J4 be the set of t last jobs in . Let |J2| = z2, |J3| = z3; clearly z2 + z3 = n− 2t − 2. (Observe
that the jobs from J2 (J3) are not necessarily contiguous in , as may seem from Fig. 1.)
Let ′ be the permutation optimal for Problem OPT(sˆ). This permutation under scenario sˆ is also represented
in Fig. 1. In the permutation ′, ﬁrst the z3 jobs from J3 are performed in the order of increasing values (−Aj), then
jobs t + 1 and n − t in one of the two possible orders (depending on which job is wider), then the t jobs from J4 in the
same order as in , then the t jobs from J1 in the same order as in , then the z2 jobs from J2 in the order of increasing
values Aj .
Let ′′ be the permutation optimal for Problem OPT(sˆ′) where scenario sˆ′ is obtained from scenario sˆ by changing
the processing time of job t + 1 from −At+1 to At+1. This permutation under scenario sˆ′ is also represented in Fig. 1.
In the permutation ′′, ﬁrst we perform the z3 jobs from J3 in the same order as in ′, then job n − t , then the t jobs
from J4 in the same order as in  and ′, then the t jobs from J1 in the same order as in  and ′, then job t + 1, and
then the z2 jobs from J2 in the same order as in ′.
Thus, when permutation ′ is replaced with permutation ′′, the jobs from J2 and J3 do not change their positions;
The jobs from J1⋃ J4 move one position to the left; Job n − t moves one position to the left if −At+1 < − An−t , and
does not change its position otherwise; Job t + 1 moves to the position n − z2.
The ﬂow time contribution of job t + 1 for permutation  under scenario sˆ is
Ct+1(, sˆ) = −At+1(1 + z2 + z3 + 1 + t).
The ﬂow time contribution of job t + 1 for permutation ′ under scenario sˆ is
Ct+1(′, sˆ) = −At+1(1 + b + 2t + z2)
where b = 1 if −At+1 < − An−t , and b = 0 otherwise; b reﬂects the potential impact of job n − t , which is positioned
in ′ to the right of job t + 1 if −At+1 < − An−t .
Now consider scenario sˆ′. We have
Ct+1(, sˆ′) = At+1(1 + z2 + z3 + 1 + t),
Ct+1(′′, sˆ′) = At+1(z2 + 1).
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Fig. 2. Illustration for the proof of Theorem 4, Case 2.
Thus, the difference of the ﬂow time contributions of job t + 1 for permutations  and ′ under scenario sˆ is
Ct+1(, sˆ) − Ct+1(′, sˆ) = −At+1(1 + z2 + z3 + 1 + t − 1 − b − 2t − z2) = −At+1(z3 + 1 − b − t).
The difference of ﬂow time contributions of job t + 1 for permutations  and ′′ under scenario sˆ′ is
Ct+1(, sˆ′) − Ct+1(′′, sˆ′) = At+1(1 + z2 + z3 + 1 + t − z2 − 1) = At+1(1 + z3 + t).
So, when scenario sˆ is replaced with scenario sˆ′ and permutation ′ is replaced with ′′, the difference of ﬂow time
contributions of job t+1 for permutations and′ is increased by the quantityAt+1(1+z3+t)−(−At+1)(z3+1−b−t)=
At+1(2z3 + 2 − b)At+1.
The difference of ﬂow time contributions of jobs from J2⋃ J3 for permutations  and ′ under scenario sˆ will not
change when scenario sˆ is replaced with sˆ′ and permutation ′ is replaced with ′′ (the positions of these jobs in ′ and
′′ are the same).
ValueCi(, sˆ)−Ci(′, sˆ) for any job i from J1 (respectively, from J4) will decrease byAi (respectively, will increase
by Ai) when scenario sˆ is replaced with sˆ′ and permutation ′ is replaced with ′′ (as the job moves one position to the
left when ′ is replaced with ′′).
Value Cn−t (, sˆ)−Cn−t (′, sˆ) for job n− t will increase by An−t when sˆ is replaced with sˆ′ and ′ is replaced with
′′ if −At+1 < − An−t and will not change otherwise; therefore, it will increase by b · An−t .
Thus,
R(, sˆ′) − R(, sˆ)At+1 −
t∑
i=1
Ai +
n∑
i=n−t+1
Ai + b · An−t .
Since permutation  is uniform and taking into account Assumption 1,
At−1 <An−(t−1); At−2 <An−(t−2); · · · ; A1 <An−1.
Thus,
∑t
i=1Ai −
∑n
i=n−t+1Ai −b ·An−tAt , and thereforeR(, sˆ′)−R(, sˆ)At+1−At > 0. This is a contradiction
with the assumption that sˆ is a worst-case scenario for .
Case 2: pi = Ai, i ∈ [1 : t]; pt+1 = −At+1; pn+1−i = −An+1−i , i ∈ [1 : t]; pn−t = An−t .
Let ′ be the permutation optimal for Problem OPT(sˆ). The permutations  and ′ under scenario sˆ are represented
in Fig. 2. Let J1, J2, J3, J4, z2, z3 have the same meaning as in Case 1. In the permutation ′, ﬁrst the z3 jobs from J3
are performed in the order of increasing values (−Aj), then job t + 1, then the t jobs from J4 in the same order as in
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Fig. 3. Illustration for the proof of Theorem 4, Case 3.
, then the t jobs from J1 in the same order as in , then job n − t , then the z2 jobs from J2 in the order of increasing
values Aj .
Let ′′ be the permutation optimal for Problem OPT(sˆ′′), where scenario sˆ′′ is obtained from scenario sˆ by changing
the processing time of job t + 1 from −At+1 to At+1, and changing the processing time of job n − t from An−t to
−An−t . This permutation under scenario sˆ′′ is also represented in Fig. 2. The description of the permutation ′′ is the
same as in Case 1.
Thus, when permutation ′ is replaced with permutation ′′, jobs from J1, J2, J3, J4 do not change their positions
(only jobs t + 1 and n − t are switched).
We have
Ct+1(, sˆ) − Ct+1(′, sˆ) = −At+1(2 + z2 + z3 + t) − (−At+1)(2 + 2t + z2) = −At+1(z3 − t),
Ct+1(, sˆ′′) − Ct+1(′′, sˆ′′) = At+1(2 + z2 + z3 + t) − At+1(z2 + 1) = At+1(z3 + t + 1).
Thus, value Ct+1(, sˆ) − Ct+1(′, sˆ) increases by At+1(2z3 + 1)At+1 > 0 when sˆ is replaced with sˆ′′ and ′ is
replaced with ′′.
Now,
Cn−t (, sˆ) − Cn−t (′, sˆ) = An−t (t + 1) − An−t (z2 + 1) = An−t (t − z2),
Cn−t (, sˆ′′) − Cn−t (′′, sˆ′′) = (−An−t )(t + 1) − (−An−t )(1 + 2t + 1 + z2) = An−t (t + 1 + z2).
Thus, value Cn−t (, sˆ) − Cn−t (′, sˆ) increases by An−t (2z2 + 1)An−t > 0 when sˆ is replaced with sˆ′′ and ′ is
replaced with ′′. Since only jobs t + 1 and n − t change their positions when ′ is replaced with ′′, we have
R(, sˆ′′)−R(, sˆ)At+1 +An−t > 0. This is a contradiction with the assumption that sˆ is a worst-case scenario for .
Case 3: pi = Ai, i ∈ [1 : t]; pt+1 = At+1; pn+1−i = −An+1−i , i ∈ [1 : t]; pn−t = An−t .
This case is completely analogous (symmetric) to Case 1 (see Fig. 3) and is considered in the same way. The theorem
is proved. 
5. Proofs of Theorems 1 and 2
In this section, we consider Problem ROB1 (with Assumption 2).
Lemma 3. Suppose that n is even, n = 2k. Then for any uniform permutation x, Z(x) = kA.
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Proof. Let x be a uniform permutation. Let x1 be the sequence of the ﬁrst k jobs of x and x2 be the sequence of the
last k jobs of x, i.e. x = x1x2. Let sˆ be a worst-case scenario for x. Then according to Theorem 4, p(sˆ)j = p+j = Aj ,
j ∈ x1, and p(sˆ)j = p−j = −Aj , j ∈ x2. Let B =
∑
j∈x1Aj . Then
∑
j∈x1p
(sˆ)
j = B,
∑
j∈x2p
(sˆ)
j = −(A − B). Observe
that permutation x′ = x2x1 is optimal for Problem OPT(sˆ) (since x is uniform). When x = x1x2 is replaced with
x′ =x2x1, jobs from x1 are shifted k positions to the right, and jobs from x2 are shifted k positions tothe left. Therefore,
Z(x) = Fsˆ(x) − Fsˆ(x′) = kB + (A − B)k = Ak. 
Proof of Theorem 1. Consider an arbitrary permutation x = x1x2 ∈ , where x1 and x2 have the same meaning
as in the proof of Lemma 3. Consider also permutation y = x2x1. Consider the scenario s′ that assigns processing
times p+j = Aj to all j ∈ x1 and processing times p−j = −Aj to all j ∈ x2. Let B =
∑
j∈x1Aj , then
∑
j∈x1p
(s′)
j = B,∑
j∈x2p
(s′)
j =−(A−B). ThenZ(x)=maxs∈SR(x, s)R(x, s′)=Fs′(x)−F ∗s′Fs′(x)−Fs′(y)=Bk+(A−B)k=Ak.
Therefore, any permutation x such that Z(x) = Ak is optimal for Problem ROB1. Taking into account Lemma 3, the
theorem is proved. 
Proof of Theorem 2. Suppose we are given a set M of 2k positive integers m1,m2, . . . , m2k listed in a nondecreasing
order. A partition of M into two sets M1, M2 is called balanced if
∑
mi∈M1mi =
∑
mi∈M2mi , and is called uniform if
for each i ∈ [1 : k] exactly one of the numbers m2i−1,m2i belongs to M1 and the other belongs to M2. (To explain
the terminology, we note that uniform partitions will correspond to uniform permutations in our proof.) Consider the
following
ProblemUBP (uniform balanced partition). Given a setM of 2k positive integers, is there a uniform balanced partition
for this set?
Problem UBP is known to be NP-complete [4]. For our proof, we will need a subclass of instances of Problem
UBP such that for each instance of this subclass any balanced partition is also uniform, and such that the restriction of
Problem UBP to this subclass remains NP-complete. We now describe such a subclass.
We say that the set M has an exponential growth property (EG-property) if
m2i >m1 + m2 + · · · + m2i−2 + T k, i ∈ [1 : k],
where T = maxi∈[1:k](m2i − m2i−1).
Claim 1. If M has the EG-property, then any balanced partition of M is also uniform.
To prove Claim 1, suppose 〈M1,M2〉 is a balanced partition of M that is not uniform, and let i′ be the largest
value of i such that m2i−1,m2i both belong to the same part of the partition (say M1, without loss of generality).
Then for any i > i′, exactly one of the numbers m2i−1,m2i belongs to M1. Let r1 =∑{mj |j2i′ + 1,mj ∈ M1},
r2 =∑{mj |j2i′ + 1,mj ∈ M2}. Clearly |r1 − r2|T k. Now it is straightforward to see that the sum of all numbers
in M1 is greater than the sum of all numbers in M2, which contradicts the assumption that the partition is balanced.
Claim 1 is proved.
Let Problem UBPEG denote Problem UBP restricted to instances with the EG-property.
Claim 2. Problem UBPEG is NP-complete.
Indeed, given an instanceM={m1,m2, . . . , m2k} of ProblemUBP, an equivalent instance of ProblemUBPEG can be
obtained as follows. Letf1=T k+1, and deﬁne recursivelyfi=3fi−1, i ∈ [2 : k]. Let us obtainM ′={m′1,m′2, . . . , m′2k}
from M by adding fi − m2i to m2i−1 and m2i for each i ∈ [1 : k], that is m′2i−1 = m2i−1 + fi − m2i , m′2i = fi . Using
induction,we can see thatM ′ has theEG-property. (Indeed,m′2=f1 >T k; now, if for some i m′2i >
∑
j∈[1:2i−2]m′j+T k,
then m′2i+2 = 3m′2i >m′2i + m′2i−1 +
∑
j∈[1:2i−2]m′j + T k =
∑
j∈[1:2i]m′j + T k. It is also straightforward to verify
that the sequence m′1,m′2, . . . , m′2k is nondecreasing.) Now, since M ′ is obtained from M by adding the same number
fi − m2i to both m2i−1 and m2i for each i ∈ [1 : k], M ′ has a balanced uniform partition if and only if M has such a
partition. The length of binary encoding of M ′ is polynomial in the length of binary encoding of M. Claim 2 follows
immediately.
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Now we prove NP-hardness of Problem ROB1 with odd number of jobs using a reduction from Problem UBPEG.
Consider an instance M = {m1,m2, . . . , m2k} of Problem UBPEG. Denote  = m1 + · · · + m2k . Elements of M
are listed in the order of nondecreasing values. We can assume that all numbers in M are distinct (if m2i−1 = m2i
for some i, these numbers can be deleted from M without affecting existence of a uniform balanced partition; also
recall that M has the EG-property). The corresponding instance of Problem ROB1 has 2k + 1 jobs with intervals of
uncertainty [−m1,m1], . . . , [−m2k,m2k], [−d, d], where d = 4k ·  + 1, with obvious correspondence between 2k
jobs and elements of M.
Claim 3. The optimal objective function value for the obtained instance of ProblemROB1 is greater than dk+k+/2
if and only if the answer to the original instance of Problem UBPEG is “No’’.
Let us prove Claim 3 (this will complete the proof of Theorem 2).
(1) Suppose there exists a uniform balanced partition 〈M1,M2〉 of M. For the obtained instance of Problem ROB1,
consider the uniform permutation x=x1dx2, where jobs from x1 correspond to elements ofM1, jobs from x2 correspond
to elements of M2, d is the job with the interval of uncertainty [−d, d] (the requirement that the permutation is uniform
uniquely deﬁnes the order of jobs in the sequences x1 and x2).According toTheorem 4,Z(x)=max{R(x, s′), R(x, s′′)},
where s′ = s+1 d+s−2 , s′′ = s+1 d−s−2 (the notation s+1 d+s−2 , s+1 d−s−2 is self-explanatory; for example, s+1 d−s−2 de-
notes the scenario where jobs from x1 (from x2) have processing times equal to the upper bounds (lower bounds)
of the corresponding intervals of uncertainty, and job d has the processing time equal to the corresponding lower
bound (−d)).
Observe that permutation x2x1d is optimal for Problem OPT(s′), and permutation dx2x1 is optimal for
Problem OPT(s′′).
Permutation x2x1d is obtained from permutation x1dx2 by shifting the sequence x1d by k positions to the right and
the sequence x2 by k + 1 positions to the left. Let B =∑mi∈M1mi , then
∑
mi∈M2mi = − B, and
R(x, s′) = Bk + dk + (− B)(k + 1) = dk + k + − B.
Permutation dx2x1 is obtained from x1dx2 by shifting sequence dx2 by k positions to the left and sequence x1 by
k + 1 positions to the right. Thus,
R(x, s′′) = dk + (− B)k + B(k + 1) = dk + k + B.
Since − B = B = /2, we have Z(x) = dk + k + /2. Thus, minx∈Z(x)dk + k + /2.
(2) Suppose now that there is no uniform balanced partition for M. Let x be an optimal permutation for the obtained
instance of ProblemROB1. Then in x job dmust have position k+1 (at the center of x), that is, x=x1dx2, |x1|=|x2|=k.
(Indeed, if y is an arbitrary permutation where job d has position k+1 and y˜ is any permutation where job d has another
position, then it is straightforward to verify thatZ(y)dk+ ·2k,Z(y˜)d(k+1)− ·2k and thereforeZ(y˜)>Z(y).)
Let jobs from J be identiﬁed with their positions in the permutation x, that is, job i is the ith job in x. Consider the
following two scenarios: s′ = s+1 d+s−2 , s′′ = s+1 d−s−2 (i.e., scenario s+1 d−s−2 assigns upper (lower) bounds to jobs
from x1 (x2) and the lower bound to job d). Consider permutation y′ = x2x1d; it is obtained from permutation x1dx2
by shifting sequence x1d by k positions to the right, and sequence x2 by k + 1 positions to the left. Consider also
permutation y′′ = dx2x1; it is obtained from permutation x1dx2 by shifting sequence dx2 by k positions to the left,
and sequence x1 by k + 1positions to the right. Let B ′ =∑ki=1p+i , then −
∑2k+1
i=k+2p
−
i = − B ′. Then
Z(x) = max
s∈S R(x, s) max{R(x, s
′), R(x, s′′)},
R(x, s′) = Fs′(x) − F ∗s′Fs′(x) − Fs′(y′) = B ′k + dk + (− B ′)(k + 1) = dk + k + − B ′,
R(x, s′′) = Fs′′(x) − F ∗s′′Fs′′(x) − Fs′′(y′′) = (− B ′)k + dk + B ′(k + 1) = dk + k + B ′,
Z(x)dk + k + max{− B ′, B ′}>dk + k + /2.
Claim 3 is proved. This completes the proof of Theorem 2. 
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6. Some other polynomially solvable cases
Consider Problem ROB without Assumption 1. A job j ∈ J is called certain if p−j = p+j , and is called uncertain if
p−j <p
+
j . Let d denote the number of uncertain jobs. Statement 3 implies that we can order the certain jobs according
to nondecreasing values p−j =p+j , and consider only permutations where the positions of the certain jobs are consistent
with this order. Since there are O(nd) such permutations, and taking into account Statement 2, we have that if d is ﬁxed,
Problem ROB can be solved in polynomial time.
Another special case where polynomial solvability follows immediately from Statement 3 is the case where the
dominance relation is complete, that is, for any two jobs one dominates the other. This case can be generalized to the
nonpreemptive multimachine setting with uniform machines, even if they have different speeds. Suppose that there are
p machines; each machine can perform any job, but the machines have different speeds r1r2 · · · rp. Processing
times of jobs (bounds of intervals of uncertainty) are stated in terms of a machine with unit speed, that is, if under
scenario s job j has processing time p(s)j , this means that on machine i the processing time is p(s)j /ri . Consider the set{1/r1, 1/r2, . . . , 1/rp, 2/r1, 2/r2, . . . , 2/rp, 3/r1, . . .}; let t1, t2, . . . be the sequence of the numbers in this set in a
nondecreasing order. Each element of this sequence can be interpreted as a possible position for a job; assigning a job
to a position tj = k/ri means that the job is scheduled on machine i as kth last job on this machine. The formulations
of Problem OPT(s) and ROB for the multimachine setting are analogous to the single-machine case with the only
difference that now feasible solutions are assignments of jobs to positions t1, t2, . . . . (e.g. in Problem OPT(s) it is
required to minimize the total ﬂow time; the ﬂow time contribution of job j assigned to position k/ri is p(s)j (k/ri).)
Let T = (t1, . . . , tn). (Note that if p = 1, then T is the sequence of the n possible positions for the jobs on the single
machine in the order opposite to the order of performance.) It is known that for any scenario s, there is an optimal
solution to Problem OPT(s) where all jobs are assigned to the positions from T, and an optimal assignment can be
obtained as follows: number the jobs according to nonincreasing values of p(s)j , and assign job j to the position tj ,
j ∈ [1 : n] [2]. Using a standard interchange argument, it is straightforward to show that there is an optimal solution
to Problem ROB where all jobs are assigned to the positions from T; thus, we can consider only such assignments as
feasible solutions. Now, an argument similar to that used in [3] to prove Statement 3 shows that if job j ′ dominates
job j ′′ and x is an assignment of jobs to positions from T optimal for Problem ROB, and if the position of job j ′ in T
according to the assignment x precedes the position of job j ′′, then switching the positions of jobs j ′ and j ′′ will result in
another optimal assignment. Thus, in the special case where the dominance relation is complete, an optimal assignment
can be obtained in O(n log n) time by assigning the jobs to positions from T in the reversed order of dominance.
As a direction for further research, we note that it is not known whether Problem ROB is strongly NP-hard or
solvable in pseudopolynomial time (in our NP-hardness proof we used a reduction from Problem UBP which is only
weakly NP-hard).
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Appendix
Proof of Lemma 2. Consider an instance of Problem ROB with jobs j1, . . . , jn. Introduce new bounds of intervals
of uncertainty as follows:
p˜+ji = p+ji +  · i, p˜−ji = p−ji −  · i, i ∈ [1 : n],
where =1/(2(n+1)4). All new bounds are distinct (but not integer). Consider an arbitrary extreme scenario s for the
original instance, and let s˜ be the corresponding extreme scenario for the obtained instance (“corresponding’’ means
that s˜ and s take upper bounds of intervals of uncertainty on the same jobs). Clearly for any permutation x ∈ ,
|Fs(x) − Fs˜(x)|1/(2(n + 1)); therefore |R(x, s) − R(x, s˜)|1/(n + 1) 13 , and thus any optimal permutation for
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the obtained instance is also optimal for the original instance (remember that in the original instance all bounds are
integer). By multiplying all new bounds by 2(n + 1)4 we obtain an equivalent instance with distinct integer bounds
(values Fs(x) for extreme scenarios s will increase by a factor of 2(n + 1)4; the same about values R(x, s)). Also, if
centers of all intervals of uncertainty for the original instance are equal, the same holds for the obtained instance. 
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