Abstract: Literature reviews revealed that multicollinearity always exists when model a deals with several independent variables. This phenomenon can cause the t statistic and the related probability-value to give a misleading impression of the importance of the independent variables. There are two approaches in tackling this issue. The common approach is correlation-coefficient based and the other is variance-based. Many softwares in the market have highlighted this phenomenon and offer options in minimising the effect. Currently, the variance-based approach is widely available in the software market. This is because it does not depend on the type of dependent variables. This variance-based approach via Variance Inflation Factor (VIF) quantifies the severity of multicollinearity in an ordinary least squares regression analysis. It provides an index that measures how much the variance (the square of the estimate's standard deviation) of an estimated regression coefficient is increased because of collinearity. Thus, here, a novel approach is revealed in detailing the procedures to remove several variables due to multicollinearity effects. Ultimately, the insignificant variables are eliminated. It is found that when a very stringent criterion is set for multicollinearity, the process of elimination of variables becomes smooth and easy besides shortening the number of iteration.
Introduction
Model building is an art and science. Different individual may not always agree on the best multiple regression models.
Consider the following general model:
Y =0 +1W1 +2W2 +... +k-1Wk-1 +kWk +u (1) curves.
The correlation coefficient values between independent variables are usually highly correlated and the interaction variables (of any order) derived from a single variable are often highly correlated with one or more independent variables making up the interaction. Detail discussion can be found in Jaccard [1] , Kutner et al. [3] , [4] and Zainodin and Khuneswari [5] . One important problem in the application of multiple regression analysis involves the possible collinearity of the independent variables. This condition refers to situations in which two or more of the independent variables are highly correlated with each other. In such situations, there exist collinear of such variables on the dependent variable. When collinearity exists, the values of the regression coefficients for the correlated variables may fluctuate drastically, depending on which independent variables are included in the model.
Concept and Methodology
In dealing with the VIF issue, Bowerman and O'Connell [6] had defined as when the model expressed an independent variable as a function of the remaining independent variables. Dan & Vallant [7] stated also that correlation among the independent variables can lead to coefficient estimation with large variances. Strong multicollinearity between independent variables can cause the t statistic to be small (and the related probability-value to be large). This would give the impression that independent variable is not important (even if it really is). One method of measuring collinearity is determining the VIF value for each independent variable in a model. If there are 3 independent variables, then find R 2 with each independent variable as dependent variable and the remaining as independent variables. X1, X2, X3, X1*X2, X1*X3, X2*X3 Find R 2 with each independent variable as dependent variable and the remaining as independent variable. So, there are 6 possible values:
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Then, search for max {VIF(Wj)} where X1*X2 is the first-order interaction variable between X1 and X2. When VIF(X12) is greater than 5, then remove the corresponding independent variable (X12) from the model and the reduced model is f(X1, X2, X3, X1*X3, X2*X3). Rerun or repeat similar procedure for the reduced model.
DV:
Y IV:
X1, X2, X3, X1*X3, X2*X3
Find R 2 with each independent variable as dependent variable and the remaining as independent variables. So, the result for rerun for the reduced model is as follows:
Remove X2 when corresponding VIF(X2) >5 (and all other VIF values are less than 5). Then repeat similar procedure for the reduced model. Removal procedure is repeated until there are no more VIF values > 5. In case where the reduced model is FREE from collinearity then proceed to eliminate insignificant variable procedure until there is no more insignificant variable in the final model (model FREE from insignificant variable).
If a set of independent variables is uncorrelated, each VIF(Wj) is equal to 1. If the set is highly correlated then a VIF(Wj) might even exceed 10 (with Wj as the corresponding temporary dependent variable). Marquardt [8] had suggested that when VIF(Wj) was greater than 10, there were too many correlation between the variable Wj and the other independent variables. However, other statisticians had also suggested a more conservative criterion. Since then, Snee [9] had recommended using alternatives to least-squares regression if the maximum VIF(Wj) exceeded 5.
Since independent variables contain overlapping information, it is advisable to avoid interpreting the regression coefficient estimates separately because there is no way to accurately estimate the individual effects of the independent variables. One solution to the problem is to delete the variable with the largest VIF value (>5). The reduced model is often free of collinearity problems. Details of the steps involved in Model Building Procedure are as follows:
Step 1: List all possible models (that is by compiling a list of all possible independent variables under consideration defined in equation (1)).
Step 2: Obtain selected models For a regression model, determine VIF value for each independent variable involved. Three possible results can occur: 1) None of the independent variables has VIF>5;
2) One of the independent variables has VIF >5; In this case, remove that independent variables and Proceed to step 2.2.
3) More than one independent variables have VIF >5;
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In this case proceed to Step 2.2
Remove the independent variables with the highest independent variables value and Repeat step 2. Note: If an independent variable does not make a statistically significant contribution (p-value > ), the variable should not be included in the model. This process is termed as elimination.
Here are several possible phenomena in such removal or elimination procedure: 1) Deleting independent variables changes the regression coefficients 2) The reduction sum of squares associated with removal or eliminated independent variables vary, depending on which other independent variables are already present in the model. 3) The estimated standard deviations of the regression coefficients become large when the independent variable in the regression model is highly correlated with each other (or the corresponding variance is also large).
4) The estimated regression coefficients individually may not be statistically significant (p-value > ) even though a definite statistical relation exists between the dependent variable and the set of independent variables.
Numerical Illustration
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Consider a data set with 3 single quantitative variables (X1, X3, X6) and one quantitative dependent variable, Y. According to Zainodin and Khuneswari [5] there are N = 12 possible models involve in this situation (i.e. Models M1, M2, ..., M11, M12). For illustration, consider a model M12, with Y =β0 +β1X1 +β3X3 +β6X6 +β13X13 +β16X16 +β36X36 +β136X136 +u where u is the random error variable. To complete the discussion, Zainodin et al. [10] suggested that there are 8 number of parameters involved in the model (where g =3, h =0 and v =2). With the suggested equation
Considering all the 7 independent variables in the model M12, VIF value is obtained for each possible combination of independent variable as dependent variable and the remaining as independent variables. The corresponding possible combination values are listed in the Table 1 The highest R 2 value occurs when X3 is a dependent variable. Thus, X3 is removed. The reduced model, M12.2 is rerun and the resulting summary is shown in the following Table 3 . The variable X6 is removed and the reduced model is M12.3 and the result of rerun is as in Table 4 . The variable X136 has the highest R 2 value (with VIF =61.6936) which led to the removal of X136. The reduced model, M12.4 is rerun and the result is in the following Table 5 . If the VIF >5 criterion is set, the model M12.4 should be the ultimate model (free from Multicollinearity) otherwise with VIF >5, variable X13 is removed and the reduced model produce the following summary Table 6 .
Thus, using VIF> 5 criterion, the removing process stops at this stage. The final model, M12.5 is said to be free from Multicollinearity. The resulting reduced model, M12.5 is ready to go through the coefficient test. Coincidentally, the resulting coefficient values are listed in the following Table 7 . 
Discussion and Conclusion
The existence of serious Multicollinearity is given in the following diagnostics: 1) Large changes in estimated regression coefficients when a independent variables is added or deleted or when an observation is altered or deleted. 2) Non-significant results in individual tests on the regression coefficients for important independent variables. 3) Estimated regression coefficients with an algebraic sign that is the opposite of what is expected from theoretical considerations or prior experience. 4) Large coefficients of simple correlation between pairs of independent variables in the correlation matrix. 5) Wide confidence intervals for the regression coefficients representing important independent variables. Kutner et al. (2008) "The largest VIF value among all independent variables is often used as an indicator of the severity of multicollinearity. A maximum VIF value in excess of 10 is frequently taken as an indication of Multicollinearity unduly influencing the least squares estimate." Therefore, it was found that when VIF >5, many variables will be removed where R 2 > 0.8. However, when VIF >10, reasonable number of variables will be removed where R 2 > 0.9. Hence in practice VIF >10 is more
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As can be seen from Table 7 , all the p-values that correspond to each variable is less than 5%, no elimination process takes place. Thus, the resulting model which is free from multicollinearity and non-contributing variable is, Y =β0 +β1X1 +β16X16 +u (or with =9.04095 -83.50315*X1 +2.23420*X1*X6). This final model results after undergoing two processes in sequence: first to remove the multicollinearity variable and second to eliminate non-contributing variable. The first process has been illustrated. However, the second process had not taken place since all the p-values < 5%. The final model obtained (model M12.5.0) is a selected model. Thus, readers are advised to refer to the detailed procedure of eliminating variables in Zainodin and Khuneswari [11] where procedures in eliminating non-contributing variables had been shown step by step until a reduced model was obtained with the corresponding p-values were less than  =5%.
Another entity is checked: that is the number of parameters left after the process of discarding (removing and eliminating process) variables. The resulting model is M12.5.0 where b =5 variables have been removed due to Multicollinearity and no variable is eliminated (c =0) due to insignificant variable. Thus, it is symbolic with (k+1) =NP -b -c =8 -5 -0 =3. It is confirmed from Table 7 that there are 3 parameters left (the intercept, coefficient for X1 and coefficient for X16). Details in calculating (k+1) number of parameters left after discarding the variable can be found in Zainodin et al. [12] . reasonable to be employed in any statistical analysis because premature removal of variables can be avoided. This will then progress neatly into the process of eliminating variable due to insignificant variable before a final selected model is obtained. 
