Abstract. The strong Macdonald theorems state that, for L reductive and s an odd variable, the cohomology algebras H * (L[z]/z N ) and H * (L [z, s]) are freely generated, and describe the cohomological, s-, and z-degrees of the generators. The resulting identity for the z-weighted Euler characteristic is equivalent to Macdonald's constant term identity for a finite root system. We calculate H * (p/z N p) and H * (p[s]) for p a standard parahoric in a twisted loop algebra, giving strong Macdonald theorems that take into account both a parabolic component and a possible diagram automorphism twist. In particular we show that H * (p/z N p) contains (a parabolic subalgebra of) the coinvariant algebra of the fixed-point subgroup of the Weyl group of L, and thus is no longer free. When p is a parahoric in an untwisted loop algebra and N = 1 our calculation gives a Lie algebraic proof of Borel's theorem that the coinvariant algebra is isomorphic to the cohomology algebra of the corresponding flag variety. Our calculation also implies that while H * (p/(z N − t)p) is independent of t as a vector space when p is a twisted arc algebra, this breaks when p has a non-trivial parabolic component. Finally, we prove a strong Macdonald theorem for H * (b; S * n * ) and H * (b /z N n) when b and n are Iwahori and nilpotent subalgebras respectively of a twisted loop algebra. For each strong Macdonald theorem proved, taking z-weighted Euler characteristics gives an identity equivalent to Macdonald's constant term identity for the corresponding affine root system. As part of the proof, we study the regular adjoint orbits for the adjoint action of the twisted arc group associated to L, proving an analogue of the Kostant slice theorem.
Introduction
Macdonald's constant term identity states that if ∆ is a reduced root system then is the q-binomial coefficient. Macdonald presented the identity as a conjecture in [Ma82] , and observed that it constitutes the untwisted case of a constant term identity for affine root systems. Further extensions (including a (q, t)-version) and proofs for individual affine root systems followed (see for instance [ZB85] Kad94] ) until Cherednik gave a uniform proof of the most general version using double affine Hecke algebras [Ch95] .
Suppose ∆ is the root system of a semisimple Lie algebra L with exponents m 1 , . . . , m l . Prior to Cherednik's proof, Hanlon observed in [Ha86] that the constant term identity would follow from a stronger conjecture:
The cohomology H * L[z]/z N is a free super-commutative algebra with N generators of cohomological degree 2m i + 1 for each i = 1, . . . , l, of which, for fixed i, one has z-degree 0 and the others have z-degree Nm i + j for j = 1, . . . , N − 1.
Hanlon termed this the strong Macdonald conjecture, and gave a proof for L = sl n . Feigin observed in [Fe91] that the identity of (1) and the theorem of (2) follow from: 2. Cohomology of standard parahorics 2.1. Notation and terminology. We fix the following terminology and notation throughout the paper, except where explicitly stated. L will be a reductive Lie algebra with diagram automorphism σ of finite order k. The twisted loop algebra is the Lie algebra g = L[z ±1 ]σ, whereσ is the automorphism sending f (z) → σ(f (q −1 z)) for q a fixed kth root of unity. g can be written as
where L i is the q i th eigenspace of σ. If L is simple then each L i is an irreducible L 0 -module. In particular if L is simple then L 0 is also simple; in general L 0 will be reductive. A reductive Lie algebra L has an anti-linear Cartan involution · and a contragradient positive-definite Hermitian form {, }. These two structures extend to the twisted loop algebra g so that for any grading of type d, g n = g −n and g m ⊥ g n when m = n.
The root system of g can be described as follows. Let h be a Cartan subalgebra of L compatible with the diagram automorphism. Then h 0 := h σ is a Cartan in L 0 , and L 0 has a set α 1 , . . . , α l of simple roots which are projections of simple roots of L. The roots of g can be described as α + nδ ∈ h * 0 × Z where either α is a weight of L i with n ≡ i mod k, or α = 0 and n = 0, and δ comes from the rotation action of C * on g. Assume that L is simple, and let ψ be either the highest weight of L 1 (an irreducible L 0 -module) if k > 1, or the highest root of L, if k = 1. Then the set α 0 = δ − ψ, α 1 , . . . , α l is a complete set of simple roots for g. If L is reductive then we can choose a set of simple roots by decomposing L as a direct sum of σ-invariant simple subalgebras plus centre, and taking the simple root sets from each corresponding factor of g.
The twisted loop algebra g can be given a Z-grading by assigning degree d i ≥ 0 to the positive root vector associated to α i . In Kac's terminology this is called a grading of type d [Ka83] . A parahoric subalgebra of g is a subalgebra of the form p = n≥0 g n , for some Z-grading of g of type d. A parahoric subalgebra contains a nilpotent subalgebra defined by u = n>0 g n . We will say that a parahoric is standard if it comes from a grading of type d such that d i > 0 whenever α i is of the form δ − ψ for ψ ∈ h * 0 . Suppose p is a standard parahoric. Let S = {α i : d i = 0}, and p 0 be the parabolic subalgebra of L 0 defined by
where ∆
± are the positive and negative roots of L 0 with respect to the chosen simple roots. Then p = {f ∈ g : f (0) ∈ p 0 }, while u = {f ∈ g : f (0) ∈ u 0 }, where u 0 is the nilpotent radical of p 0 . Note that in this context the nilpotent radical of an algebra k is the largest nilpotent ideal in [k, k] (or equivalently the intersection of the kernels of all irreducible representations), so that u 0 does not intersect the centre of L.
The completion of a subalgebra K ⊂ g with respect to a Z-grading is the algebraK = lim ← K/K (k) , where K (k) = n>k K n . If a parahoric subalgebra p is completed with respect to a grading of g of type d, the result is a pro-Lie algebrap. The pro-algebra structure onp is independent of the choice of grading. The dual of a pro-algebrap will always refer to the continuous dualp * ∼ = p * n . The continuous cohomology H * cts (p; V ) is defined similarly to the ordinary cohomology using a version of the Koszul complex with continuous cochains.
Exponents and diagram automorphisms.
The exponents of L are integers m 1 , . . . , m l such that H * (L) is the free super-commutative algebra generated in degrees 2m 1 +1, . . . , 2m l + 1, where l is the rank of L. Equivalently, we can define the exponents by saying that (S * L * ) L is the free commutative algebra generated in degrees m 1 +1, . . . , m l +1. Extend the action of σ to S * L * by σ(f )(z) = f (σ −1 z). This convention is chosen so that σ(ad t (x)f ) = ad t (σ(x))σ(f ) for all f ∈ S * L * and x ∈ L. Let M be the ideal in (S * L * ) L generated by elements of degree greater than zero. The diagram automorphism σ acts diagonalizably on the space M/M la + 1 be the list of degrees of homogeneous generators of (S * L * ) L with eigenvalue q −a (note the negative exponent). We call these sets the exponents of L a .
Although the above definition will be the most useful, there is a much nicer definition of the exponents of L a . Recall that if V is an L 0 -module and {h, e, f } is a principal sl 2 -triple in L 0 , then the generalized exponents of V are the eigenvalues of h/2 on the subspace V The proof of Proposition 2.2 will be given in Subsection 4.4. The generalized exponents of L 0 are the same as the ordinary exponents (also see Corollary 4.21), and l 0 is the rank of L 0 , so there is no conflict in our terminology. In general l a is the dimension of h ∩ L a . If L is simple, then k is either 1 or 2, except when L = so(8) in which case k can be 3 and L 1 is isomorphic to L 2 . As a result, the exponents of L a are the same as the exponents of L −a . A principal sl 2 -triple in L 0 is also principal in L (again, see subsection 4.4), so L e is abelian and hence L 
a is a principal grading. The exponents of L a can be easily determined when L is simple. The possibilities for k = 2 are given in the following table.
Type of L Type of L 0 Exponents of L 0 Exponents of L 1 la denote the exponents of L a , and let r 1 , . . . , r l 0 denote the exponents of the reductive algebra p 0 ∩ p 0 , where
) is a free supercommutative algebra generated in degrees given in the following table:
Index set Cohomological degree s-degree z-degree i = 1, . . . , l 0 2r i + 1 0 0 The degree zero component of p is g 0 = p 0 ∩ p 0 , a reductive algebra which is the quotient of p by the standard nilpotent subalgebra u. It follows from the Hochschild-Serre spectral sequence (in particular Theorem 12 of [HS53] ) that there is a ring isomorphism
Thus Theorem 2.4 follows from Theorem 2.5 which describes the relative cohomology.
The Hochschild-Serre spectral sequence implies that
) of z-degree zero; the inclusion is the pullback map given by evaluation at zero (see Theorem 2.5). Replacing L[z, s]σ with the parahoric changes the cohomology to H *
σ can be more concisely described as the free supercommutative algebra with generators in tensor degree 2m i + 2, and z-degree nk + a, for a = 0, . . . , k − 1, i = 1, . . . , l a , and n ≥ 0.
2.4. Explicit description of cocycles for relative cohomology. The proof of Theorem 2.4 depends on calculating the cohomology ring H * cts (p, g 0 ; S * p * ), where g 0 = p 0 ∩ p 0 . In this case we can give not only a description of the cohomology ring, but an explicit description of a generating set of cocycles. Choose a set of generators
is an eigenvector of σ with eigenvalue q −a . Also choose a set of homogeneous generators R 1 , . . . ,
, and the coefficients [z n ]Ĩ a k of z n inĨ a k restrict top-invariant polynomial functions onp. Similarly, the polynomials R i on p 0 can be pulled back via the quotient map p → g 0 top-invariant polynomials onp. Finally, 1-cocycles can be constructed as follows. If J is a derivation ofp that kills g 0 and φ ∈ S kp * isp-invariant then the tensor
is a cocycle (see Lemma 3.1).
Theorem 2.5. Let p be a standard parahoric in g, and let J be the derivation from Theorem 3.3. Then there is a metric on the Koszul complex such that the harmonic cocycles for H * cts (p, g 0 ; S * p * ) form a free supercommutative ring generated by the cocycles in the following table:
Cocycle description Index set Coh. deg. Sym. deg z-deg.
Proving Theorem 2.5 is the main concern of Sections 3 and 4.
We can also ask for an explicit description of the relative cohomology groups H * cts (p, g 0 ; S * û * ). In this case, we can only provide an answer when p is an Iwahori subalgebra-that is, a stan-
Theorem 2.6. Let b be an Iwahori subalgebra of g, and let n be the nilpotent subalgebra. Let J be the derivation from Theorem 3.3. Then there is a metric on the Koszul complex such that the harmonic cocycles for H * cts b , h 0 ; S * n * form a free supercommutative ring generated by the cocycles in the following table:
As with Theorem 2.4, Theorem 2.6 can be used to calculate H * cts b ; S * n . With an appropriate degree shift, the cohomology ring H * cts b , h; S * n can also be regarded as the
). The proof of Theorem 2.6 will be completed in Subsection 6.2.
Cohomology of the truncated algebra
σ, and hence z N p is an ideal of p. Theorem 2.5 can be used to determine the cohomology of the finite-dimensional Lie algebra p/z N p.
be the Weyl group of L 0 , and W (g 0 ) the subgroup which is the Weyl group of g 0 .
Definition 2.7. Let R(L 0 , g 0 ) denote the graded algebra which is the quotient of (S
.4), so it follows that the Poincare series for R(L 0 , g 0 ) with the symmetric grading is
i refers to the exponents of L 0 and r i refers to the exponents of
la denote the exponents of L a , and let r 1 , . . . , r l 0 be the exponents of the reductive Lie algebra p 0 ∩ p 0 . Let R(L 0 , g 0 ) denote the coinvariant algebra, with a cohomological grading (resp. z-grading) defined by setting the cohomological degree (resp. z-degree) to twice (resp. N times) the symmetric degree.
If p is the standard parahoric {f ∈ L[[z]]σ : f (0) ∈ p 0 } and N is a multiple of k then the cohomology algebra
where Λ is the free supercommutative algebra generated in degrees given by the following table:
Index set Cohomological degree z-degree
i + nk + a Proof. As in the proof of Theorem 2.4, we have
so we only need to compute the relative cohomology. This will be done with a spectral sequence argument in Section 5 (see Proposition 5.6).
When the parabolic component is trivial, H * L[z]σ/z N is simply the free super-commutative algebra with one set of generators in cohomological degree 2m
(0) i + 1 and z-degree 0 for i = 1, . . . , l 0 , and another set of generators in cohomological degree 2m + nk + a, where a = 0, . . . , k − 1, i = 1, . . . , l a , and n such that 0 < nk + a < N. Theorem 2.8 can be restated as saying that 
In this case the z-grading on H * (p/zp, g 0 ) is half the cohomological grading, and corresponds to the holomorphic grading appearing in the Hodge decomposition.
The point of view of Borel's theorem is useful to compare to more general truncations. If
σ is a subset of L[z]σ, and hence P (z k )p is an ideal of p. We can assume that P is monic, and write P = z d + P 0 , where d is the degree of P and P 0 contains lower degree terms. Suppose
Lemma 2.9. If P and Q are coprime then
Thus the study of p/P (z k )p reduces to the case that P is the power of a linear factor. In the untwisted case,
However, in the twisted case this argument does not apply, since the automorphism
Lemma 2.10.
Proof. Let β be a kth root of α. Then evaluation at β defines a morphism p/(z k − α)p → L. Both L and p/(z k − α)p have the same dimension, so we just need to show that this map is onto. Given x ∈ L, write x =
The main case of interest is p/(z N −t)p, which can be regarded as a deformation of p/z N p. Since z N/k − t splits into N/k coprime linear factors, the algebra p/(z N − t)p is isomorphic to L ⊕N/k for t = 0. At t = 0, the algebra p/z N p has a large nilpotent ideal. Ignoring z-degrees, Theorem 2.8 tells us that
is independent of the value of t. On the other hand, Theorem 2.8 tell us that If p = b is an Iwahori and n is the nilpotent subalgebra, then a similar analysis can be performed for b /z N n. In this case, no anomalous factor appears, so we can determine the full ring structure.
la denote the exponents of L a , let b be an Iwahori subalgebra of the twisted loop algebra g, and let n be the nilpotent subalgebra. Then H * (b /z N n) is the free super-commutative algebra with a generator in cohomological degree 2m i + nk + a for every a = 0, . . . , k − 1, i = 1, . . . , l a , and n such that 0 < nk + a ≤ N, as well as l 0 generators of cohomological degree 1 and z-degree 0.
The proof of Theorem 2.11 follows from the Hochschild-Serre spectral sequence and Proposition 5.8.
Lemma 2.12.
, where the second summand is abelian.
, so all central extensions are trivial. The reductive case reduces to the semisimple case by splitting off the centre.
Thus, disregarding z-gradings, H * b /(z N − t)n is independent of t.
2.6. The Macdonald constant term identity. Theorem 2.8 can be used to prove the affine version of Macdonald's constant term conjecture. Ifα = α + nδ is an affine root, for α a weight of L 0 , set eα = q −n e α . In a slight abuse of notation, the operator [e 0 ] will denote the sum of the e nδ terms, ie. it is C(q)-linear. Let δ * denote the dual element to δ. The following theorem is Conjecture 3.3 of [Ma82] , and was proven for all root systems by Cherednik [Ch95] .
Theorem 2.13 (Cherednik) . Let N be a multiple of k, and let S N be the set of real roots 2 α + nδ of the twisted loop algebra g with 0 ≤ n ≤ N, such that α is a positive (resp. negative) root of L 0 if n = 0 (resp. n = N). Let ρ be the element of h 0 such that α i (ρ) = 1 for all simple roots α 1 , . . . , α l 0 of L 0 , and let ρ N = −Nρ + δ * . Then
where ǫ(α) is the sign of α(ρ N ).
Define a shifted q-binomial coefficent for a ∈ Z k and multiples N, M of k by
The right-hand side of Theorem 2.13 can be simplified by extending an idea of [Ma82] from the untwisted case.
Lemma 2.14. The identity of Theorem 2.13 is equivalent to
Proof. Let ∆ a be the set of weights of the L 0 -module L a , and let ∆ + a denote the subset of α ∈ ∆ a such that α(ρ) > 0. If θ is an arbitrary function from positive integers to a multiplicative group, then
To prove this, note that the eigenvalues of ρ on L a are integers giving the principal grading of L a , so the identity follows immediately from Corollary 2.3 by comparing the number of times θ(m) occurs on the top versus the bottom. Define
, for a ∈ Z k represented by one of 0, . . . , k − 1. Then
while if a = 0 we have
In both cases,
Even if −a and a are not congruent, L a and L −a are still isomorphic, so
Hence the right hand side of Theorem 2.13 is equal to
, as required.
Let C * be a chain complex with an additional grading
As in the unweighted case, the Euler characteristic is invariant under taking homology. Let Proof. Write p 0 = g 0 ⊕ u 0 , for u 0 the nilpotent radical. Let K be a compact subgroup acting on L with complexified Lie algebra g 0 , and let T be a maximal torus in K with complexified Lie algebra h 0 . Let π n denote the respresentation of K on L n , and let φ and φ denote the representation of K on u 0 and u 0 respectively. The weighted Euler characteristic of the Koszul complex is
By orthogonality of traces of representations with respect to Haar measure,
The integrand is conjugation invariant, so by the Weyl integral formula,
where ∆(g 0 ) is the root system of g 0 and
(note that the inverses divide into the other multiplicands). The coefficient of q j in Φ is (up to sign) the character of a g 0 -module, so Φ is W (g 0 ) invariant. Now we make use of the identity
Since the action of W (g 0 ) does not change the constant term, this last sum gives
On the other hand, Theorem 2.8 implies
Identifying these two equations gives the identity of Lemma 2.14.
The z-weighted Euler characteristic identity for H * (b /z N n, h 0 ), where b is an Iwahori, is similarly equivalent to the identity of Lemma 2.14 (in this case the two identities are directly equivalent).
The Lapalacian calculation and the set of harmonic forms
As in the overview, let p be a parahoric (not necessarily standard) in the twisted loop algebra g, and u 0 the corresponding nilpotent. Choose a homogeneous basis {z k } for u, and let {z k } be the dual basis ofû
If C q is given a positive-definite Hermitian form then the cohomology H * can be identified with the set ker of harmonic forms, where =∂∂ * +∂ * ∂ . The goal of this section is to calculate ker for V = S * p * and V = S * û * , in a metric that we will introduce.
Lemma 3.1. Let V be anp-module, and J a derivation of p which annihilates g 0 . If
Proof. Let f be the cochain constructed as in equation (6). Then
where the last equality follows from the fact that J is a derivation. If φ isp-invariant then the last line is zero, so f is a cocycle. That f is g 0 -invariant is clear from thep-invariance and the fact that J annihilates g 0 .
Definition 3.2.
A linear function f :p →û defines a contraction operator
The main theorem of this section allows us to identify H * cts (p, g 0 ; S * p * ) with the ring of u-basicp-invariant cochains.
Theorem 3.3. Let p be a parahoric in a twisted loop algebra g and let u be the nilpotent subalgebra. Then there is a positive-definite Hermitian form on C * = C * (p, g 0 ; S * p * ) and a derivation J of p such that the harmonic forms in C * are closed under multiplication, and furthermore the map in Lemma 3.1 gives an isomorphism between the ring ofû-basiĉ p-invariant elements of * û * ⊗ S * p * and the ring of harmonic forms.
Before proceeding to the proof, we note that Theorem 3.3 can be rephrased in a geometric manner. Let P and N be pro-Lie groups with Lie algebrasp andû respectively. The space p/ n>k g n has the structure of an affine variety, so the pro-algebrap can be regarded as a pro-variety, with coordinate ring S * p * .
Definition 3.4. The tangent space Tp is isomorphic top×p. Let T >0p denote the subbundle of Tp isomorphic top ×û, and T * >0p the continuous dual bundle of T >0 . Let Ω * >0p denote the ring of global sections of T * >0p . The bundle T >0p contains all tangents to N -orbits. We will say that an element of Ω * >0p
is N -basic if it vanishes on all tangents to N -orbits.
With this terminology, we can identify the ring ofû-basicp-invariant cochains with the ring of P-invariant N -basic elements of Ω * >0p . Although Theorem 3.3 covers the main case of interest, a more natural result occurs if S * p * is replaced with S * û * . An element ω of * û * ⊗ S * û * isp-basic if ι(f )ω = 0 for all linear endomorphisms f ofû of the form y → [x, y], x ∈p.
Theorem 3.5. Let p be a parahoric in a twisted loop algebra g, and let u be the nilpotent subalgebra. Then there is a positive-definite Hermitian form on C * (p, g 0 ; S * û * ) and a derivation J (the same as in Theorem 3.3) such that the harmonic forms are closed under multiplication, and furthermore the map of Lemma 3.1 gives an isomorphism between the ring ofp-basic and invariant elements of * û * ⊗ S * û * and the ring of harmonic forms.
In geometric language, the ring ofp-basic and invariant cochains is the same as the ring of P-basic and invariant algebraic forms onû.
For the proofs of Theorems 3.3 and 3.5, we assume that the underlying Lie algebra L is semisimple, as this simplifies
It is easy to deduce the reductive case of Theorems 3.3 and 3.5 from the semisimple case by splitting off the centre (for instance we can extend J to be the identity on z[z]). The proof we give actually holds in more generality. Let g be a Z-graded Lie algebra (such that dim g n < +∞ for all n) with a conjugation (an anti-linear automorphism sending g n → g −n ) and a contragradient positive-definite Hermitian form (satisfying g n ⊥ g m for m = n). Let b = n≥0 g n and u = n>0 g n . Notice that u = g/ b is an b-module. If u b = 0 3 then Theorems 3.3 and 3.5
hold for C * (b, g 0 ; S * b * ) and C * (b, g 0 ; S * û * ).
3.1. Nakano's identity and the semi-infinite chain complex. For the purposes of this section, let g be a Z-graded Lie algebra with a conjugation, as in the last paragraph of the previous section (this time a contragradient metric is not required). Let b and u be the subalgebras n≥0 g n and n>0 g n respectively. These working assumptions are based on the standard conventions in semi-infinite cohomology, see e.g. [FGZ86] . In this section we state a version of Nakano's identity for the relative cohomology of (b, g 0 ). This version of Nakano's identity is a straight-forward generalization of a version for loop groups due to Teleman [Te95] .
Let V be a locally finite b-module, such that the action of g 0 extends to an action of the complex conjugateb. Both the b and theb action will be denoted by π. The relative semi-infinite chain complex with coefficients in V is a bicomplex C * , * (V ) defined by
There are truncated actions of u on u = g/b and of u on u = g/ b. Both will be denoted by ad. The bicomplex C * , * has two differentials∂ and D, of degrees (0, 1) and (1, 0) respectively. ∂ is the differential for the Lie algebra cohomology of (b, g 0 ) with coefficients in * u ⊗ V , and can be explicitly defined as
where {z k } k≥1 is a homogeneous basis of u as before and ǫ is exterior multiplication. D is the differential for the Lie algebra homology of u with coefficients in qû * ⊗ V , restricted to the g 0 = b/u invariants. D can be explicitly defined as
where z −k = z k and ι is the contraction operator on * u. Note that ι is extended to C * , * (V ) so as to respect super-commutativity, so
, where γ is the the semi-infinite cocycle defined by γ| gm×gn = 0 if m + n = 0 or m = n = 0, and otherwise by
for x ∈ g k , y ∈ g −k , and k > 0. Since γ has type (1, 1), the operator ǫ(γ) on C * , * should be interpreted in the semi-infinite sense, wherein ǫ(z
Definition 3.6. A Kahler metric for the pair (b, g 0 ) is a Hermitian form (, ) on g such that • (, ) is positive-definite on u and zero on g 0 ,
for all x ∈ g 0 , and
Note that we can define a Kahler metric by giving the the restricted Hermitian form on u and then extending to g by zero on g 0 and by (a, b) = (a, b) for a, b ∈ u.
Suppose that there is a Kahler metric for the (b, g 0 ). Let L denote multiplication by the fundamental form ω, defined explicitly as
where the basis {z k } is now required to be orthonormal in the Kahler metric. Let Λ = L * be the adjoint of L on the complex C * , * (C) with trivial coefficients, extended by ⊗½ on C * , * (V ).
, it is not hard to check that {H, Λ, L} is an sl 2 -triple, and that H acts on C −p,q by p − q (in other words, if the degree of C −p,q is defined to be q − p then H acts by − deg). This sl 2 -action is used in Hodge theory to prove Nakano's identity. Teleman adapted this proof to give an algebraic version of Nakano's identity for the loop algebra [Te95] . More generally, the same proof gives:
Proposition 3.7 (Nakano's identity). Suppose there is a Kahler metric for (b, g 0 ), and V has a contragradient positive-definite Hermitian form. Then in the induced metric on C * , * (V ) we have
is the∂-Laplacian, is the D-Laplacian, γ is the semi-infinite cocycle, and Θ is the curvature form
On restricting to p = 0, the complex (C 0,q (V ),∂) becomes the Koszul complex for the Lie algebra cohomology of the pair (b, g 0 ) with coefficients in V . The curvature term i[ǫ(Θ), Λ] is straight-forwardly shown to be
, where {z i } is a homogeneous basis orthonormal in the Kahler metric.
3.2. Kahler metrics for parahorics and the derivation J. Now we return to the case of a parahoric p in a twisted loop algebra g. Recall that p = n≥0 g n for some grading of type d, and that for the purposes of the proof we are assuming that L is semisimple. Consequently there is a Kac-Moody algebrag associated to g, and this Kac-Moody algebra has a standard non-degenerate invariant symmetric bilinear form , . The contragradient Hermitian form {, } on g defines a symmetric invariant bilinear form {·, ·}, and this symmetric form extends to a scalar multiple of the standard invariant form ong. The twisted loop algebra g is also graded by the root lattice of the Kac-Moody algebra associated to g. Let ρ be a weight of the Kac-Moody defined on simple coroots by ρ(α
's are coroots of the associated Kac-Moody, not of the twisted loop algebra g). Let J be the derivation of p acting on root spaces g α as multiplication by 2 ρ, α .
Proposition 3.8. Let {, } be the contragradient positive definite Hermitian form on g, normalized to match the standard invariant form on the associated Kac-Moody. Then J is positive-definite and (·, ·) = {J·, ·} = {·, J·} is a Kahler metric for (p, g 0 ) with fundamental form iγ, where γ is the semi-infinite cocycle.
Proof. The only thing to prove is that (, ) has fundamental form iγ. We go about the proof somewhat backwards: let ad p denote the truncated action of p ⊕ p on p = g/u, and define
where {x k } k≥1 is a homogeneous basis for u, orthonormal in the contragradient metric. Define (·, ·) ′ = {J ′ ·, ·}. Then J is positive-semidefinite by definition, so (, ) ′ is a positive-semidefinite Hermitian form. Suppose a ∈ g n , b ∈ g −n ′ , n, n ′ ≥ 0, and assume without loss of generality that x 1 , . . . , x m is a basis of
Since γ is a cocycle and {, } is contragradient, it follows that J ′ is a derivation. (It is possible to show that J ′ is a derivation directly but it takes a little work). Now p is generated by g 0 and the root vectors e i with d i > 0. J ′ annihilates g 0 , and if
where f i = −e i . It follows that J ′ = J, finishing the proof.
More generally, if g is a Z-graded Lie algebra with conjugation and a contragradient positive-definite Hermitian form, then we can define a Kahler metric simply by using the operator J ′ form the proof of Proposition 3.8. The hypothesis u b = 0 is needed to ensure that the metric is positive-definite.
Calculation of the curvature term. If S is a linear operatorû
Recall that truncated actions are denoted by ad, with subscripts denoting the appropriate truncated space. By abuse of notation, let J −1 denote the inverse of the restriction of the derivation of Proposition 3.8 to u. We will also use J −1 to denote the dual operator onû * .
Proposition 3.9. Let p be a parahoric subalgebra of a twisted loop algebra g. Let V = S * p * with the contragradient metric. The Laplacian on C * (V ) with respect to the dual Kahler metric from Proposition 3.8 has curvature term
where {x i } is a basis for u orthonormal in the contragradient metric, andû * is considered as the subset ofp * that is zero on g 0 (so that ad
The action ad t acts as a derivation on the symmetric algebra S * p * , so by Equation (7), R is a second-order operator. This means that if α 0 , . . . , α k ∈û
In particular, R is determined by its action onû * ⊗p * . The truncated action on V is isomorphic to the truncated action on
If f ∈û * and w ∈ p then we claim that
where {z i } is any homogeneous basis of u, φ is the isomorphism u →û * induced by the Kahler metric, and u is considered as a subset of p, so that ad p maps from u to p. To prove this, let {z i } be orthonormal with respect to the Kahler metric, and think about
where {y s } s≥1 is a homogeneous basis of p and
After removing the reference to m here, we get
Now from Equation (7),
Moving the w action from z i to z i , the last expression becomes
The proof of the claim is finished by noting that this last expression is independent of the choice of basis {z i } for u and that that z −k = φ −1 (z k ). Now we can translate from V ′ to V using the isomorphism ψ : p →p * induced by the contragradient form. The operator J on u has a basis {x i } of eigenvectors orthonormal in the contragradient metric. If Jx i = λ i x i then φ(x i ) = λ i x i , and thus
We have shown that R is the restriction of the operator
, where T * is the adjoint of T in the contragradient metric. Note that the J −1
term comes from the difference between the contragradient metric on the symmetric factor and the Kahler metric on the exterior factor. Finally we have Similarly, given endomorphisms S and T ofû * we can define operators
Proposition 3.10. Let p be a parahoric subalgebra of a twisted loop algebra g, and let u be the nilpotent subalgebra. Let V = S * û * with the contragradient metric. The Laplacian on C * (V ) with respect to the dual Kahler metric from Proposition 3.8 has curvature term
where {y i } i≥0 is a basis for p orthonormal in the contragradient metric.
The proof of Proposition 3.10 is similar to the proof of Proposition 3.9. A proof of the analogous result for symmetrizable Kac-Moody algebras with the principal grading can be found in [Sl10] .
3.4. Proof of Theorems 3.3 and 3.5. Once again let J denote the operator onû * which is the dual of the derivation J on u. We give a proof of Theorem 3.3; the proof of Theorem 3.5 is identical. Let J ∆ denote the diagonal extension of J to the exterior factor of * û * ⊗ S * p * .
The adjoint of ad t u (x) in the Kahler metric is −J ad u (x)J −1 . Thus we can directly calculate that
where {x i } is a basis of u orthonormal in the contragradient metric and x −i = x i . On C 0,q (V ) the D-Laplacian is = DD * , so the set of harmonic cocycles is the joint kernel of the operators D * above and
Thus we see that J −1
∆ identifies the set of harmonic cocycles with the joint kernels of the
Since the elements of C 0,q (V ) are g 0 -invariant by definition, the kernel of the latter family of operators is the set of p-invariant cochains. The kernel of the former family of operators is the set of u-basic cochains, finishing the proof.
Adjoint orbits and basic invariant forms
The point of this section is to prove Theorem 2.5. Accordingly, in this section p = {f ∈ L[z]σ : f (0) ∈ p 0 } will be a standard parahoric of a twisted loop algebra g = L[z ±1 ]σ. As per the previous section, we want to determine the ring of invariant and basic elements of Ω * >0p . To do this, we need to extend two well-known results on the orbit structure of the adjoint representation of a reductive Lie algebra to the case of a standard parahoric. The results we are interested in extending are the slice theorem for regular-semisimple orbits (addressed in subsection 4.3) and part of the Kostant slice theorem for regular orbits (addressed in subsection 4.4). Theorem 2.5 will be proved in subsection 4.5.
Before we start, we cover some basic notations and facts. Let G be a connected algebraic group with Lie algebra L such that the diagram automorphism σ lifts to G. The connected pro-algebraic subgroup of G[[z]]σ corresponding top will be denoted by P, and N will be the pro-nilpotent radical of P. Let Q be the GIT quotient L//G, defined as the affine variety with coordinate ring
is a free algebra generated by homogeneous elements in degrees m 1 + 1, . . . , m l + 1, where l is the rank of L and m 1 , . . . , m l are the exponents. Since C[Q] has generators which are eigenvectors of σ, it is possible to define a linear action of σ on Q so that the projection L → Q is σ-equivariant.
Let P 0 ⊂ G be the connected subgroup corresponding to p 0 and let R = p 0 //P 0 . Let g 0 = p 0 ∩p 0 be the reductive factor in p 0 , and let M be the corresponding Levi subgroup of P 0 . The Weyl group W (g 0 ) is isomorphic to the Weyl group of L 0 generated by reflections through the simple roots determining p 0 . So W (g 0 ) acts by reflections on any Cartan subalgebra h 0 of L 0 , and (S * h 0 ) W (g 0 ) is a free algebra generated by homogeneous elements. The following lemma is likely well-known, but is useful enough to state. Recall that p 0 = g 0 ⊕ u 0 , where u 0 is the nilpotent radical in p 0 .
Proof. The set of regular elements h
We now introduce some background material on twisted arc spaces. 
The following well-known lemma is useful for working with jet spaces:
Open Corollary 4.5. Suppose X has a free G-action such that an etale-locally trivial quotient
, where this last quotient is the pro-variety quotient, ie. the inverse limit of the quotients J m X/J m G.
] is surjective. If X is affine with a free G-action and G is reductive then X/G = X//G, the GIT quotient, and X → X/G is etale-locally trivial by Luna's slice theorem [Lu73] (the theorem applies because all orbits under a free action are closed, see the discussion on page 53 of [Bo91] ). All the quotients we study will be of this type. Now suppose that X has an automorphism σ of finite order k. This automorphism lifts to an automorphism σ of the jet spaces J m X and arc space X
where ∆ is the diagonal map. Twisted jet spaces are defined similarly. 
To finish the proof, we just need to show that if X is an affine variety then X[[z]]σ is affine and reduced. We prove this fact by repeating the construction of J m X. Namely, suppose
Choose a lift of σ to A n , and let g i = σ * (x i ). Then (J m X)σ can be realized as the subvariety of J m X satisfying the additional constraints g i (r 1 , . . . , r n ) = m(q)r i . Finally X[[z]]σ is an inverse limit of reduced affine schemes, and hence is reduced and affine.
We also have the following analogue of Lemma 4.2. There is one more lemma about twisted arc spaces which will come in handy. The proof follows immediately from the definition of tangent and arc spaces via functor of points.
Lemma 4.9. Let σ * be the automorphism induced by σ on T X. Then the tangent space of
, the twisted arc space of the tangent space to X, and similarly for twisted jet spaces.
Diagram automorphisms and the structure of G[[z]]σ.
We recall some basic facts about diagram automorphisms and the structure of L, using terminology and basic results from Chapter 9, Section 5 of [Ca05] . Let h i denote the q i th eigenspace of σ acting on h. By definition, there is a choice of simple roots α 1 , . . . , α l such that σ permutes the corresponding coroots h α i and Chevalley generators e α i . If J is an orbit the σ-action on simple roots, let α J = 1 |J| α∈J α. Then the set {α J | h 0 : J is an orbit of σ} is a set of simple roots for L 0 . Restriction to h 0 gives an isomorphism between the subgroup W σ (where W is the Weyl group of L) and the Weyl group W (L 0 ) of L 0 . The simple generator s J of W (L 0 ) given by reflection through α J on h 0 corresponds to the element of W σ ⊂ W (L) which is the maximal element in the subgroup of W (L) generated by reflection through the simple roots in J. In addition, we will need:
is length-preserving, in the sense that if w ∈ W σ , then it is possible to get a reduced expression for w by first taking a reduced expression w = s J 1 · · · s Jr for w in W (L 0 ), and then replacing each s J i with a reduced expression in W (L).
Proof. For the first part, let ρ ∈ h be the element such that α(ρ) = 1 for all simple roots α of L. Then ρ is regular in h and belongs to h 0 . Any element of N G σ (H σ ) sends ρ to another regular element of h, and hence belongs to N(H).
For the second part, we we refer to the proof of Proposition 9.17 of [Ca05] .
We can use Lemma 4.10 to prove:
Lemma 4.11. Choose a Borel subgroup B of G containing H and compatible with σ and let X = BB be the big cell of the corresponding Bruhat decomposition. If x ∈ G belongs to a Bruhat cell BwB with w ∈ W σ then there is g ∈ N(H) σ such that gx ∈ X.
Proof. If we take for g a representative of w −1 in N(H) σ , then it is not hard to prove that gBwB ⊂ BB. Proposition 4.12. G σ is connected.
Proof. The connected component (G σ )
• of G σ is a connected reductive group with Lie algebra L 0 . Since σ permutes coroots, it is easy to see that H σ is a connected torus, and in fact is a Cartan in (G σ )
• . As in Lemma 4.11, let B be a Borel subgroup of G containing H and compatible with σ, and let X be the corresponding big cell. If g ∈ G σ belongs to a Bruhat cell BwB then g ∈ BwB ∩ σ(BwB), so w ∈ W σ . By Lemma 4.10, every element of N(H) σ can be implemented by an element of (G σ )
• . So by Lemma 4.11, we just need to prove that G σ ∩ X is contained in (G σ )
• . Now as an algebraic variety, X ∼ = U × H × U, where U is the unipotent radical of B. The action of σ on X translates to the action of σ on each factor. Let u be the Lie algebra of U. The exponential map for nilpotent Lie algebras is bijective, so it is easy to see that U σ is the unipotent subgroup corresponding to the nilpotent Lie algebra u σ . In particular U σ is connected, and similarly with U σ . We conclude that X σ = G σ ∩ X is connected.
Using the fact that the exponential map for pro-nilpotent Lie algebras is bijective, we immediately get the following corollary.
Corollary 4.13. G[[z]]σ is a connected pro-algebraic group with Lie algebra L[[z]]σ.
The following proposition will be crucial in the next section, since it proves that (G/H) [ 
]σ, where the latter space is the pro-group quotient. 
Proof. G → G/H is an etale-locally trivial principal bundle, so (G/H)[[z]]
∼ = G[[z]]/H[[z]]. Define α : G[[z]] → G[[z]] by g → g −1σ (g). There is an inclusion G[[z]]σ/H[[z]]σ ֒→ (G[[z]]/
Second, g ∈ G represents an element of (G[[z]]/H[[z]])σ if and only if α(g) ∈ H[[z]]. Third, if α(g) ∈ H[[z]] and h ∈ H[[z]] then α(gh) = α(g)α(h). By these last two properties, we will have (G[[z]]/H[[z]])σ = G[[z]]σ/H[[z]]σ if and only if α(G) ∩ H = α(H).
Our proof depends on the Bruhat geometry of G, so pick a Borel subgroup B ⊂ G compatible with σ. Let X = BB be the big cell. Suppose
so wB ∩ Bσ(w)B = ∅, and thus w belongs to W σ . Consequently there is g 0 ∈ G σ such that
we just need to show that α(X[[z]]) ∩ H[[z]] is contained in α(H[[z]]).
The space X is isomorphic to U × B via the multiplication map, where U is the unipotent subgroup of B. Thus we can write any element of X[[z]] uniquely as a(z)b(z), where
, this implies that α(a(z)) = e and consequently α(b(z)) = h(z). To finish the proof, observe that B ∼ = U × H via the multiplication map, where U is the unipotent 
where W is the Weyl group of L and h r is the set of regular elements in h. The notation G/H × W h r denotes the quotient of G/H × h r under the free action of W = N(H)/H acting by right multiplication on G/H and by the adjoint action on h r . Both horizontal maps are isomorphisms. The top horizontal map is given by multiplication, while the bottom horizontal map is given by restriction to h.
Applying the arc space functor to the above diagram gives a slice theorem for L rs [[z] ]. The purpose of this section is to extend this slice theorem to arbitrary parahorics. We start by observing that there is a similar slice theorem for parabolics. Recall that the parahoric
in R is open, since it's complement is the zero set of a single P 0 -invariant function. The following lemma is likely well-known; we give a proof using ideas that will apply in the parahoric case.
Lemma 4.15. There is a commutative diagram
in which both horizontal maps are isomorphisms. The top horizontal map is induced by multiplication, while the bottom horizontal map is induced by the projection h 0 → R.
Proof. That the bottom map is an isomorphism comes from Lemma 4.1. The Weyl groups of g 0 and L 0 can be expressed in terms of M and
Using the Bruhat decomposition for G σ and M simultaneously, as well as the Levi decomposition for P 0 , it is possible to show that
is an isomorphism. Now the commutative diagram in Equation (8) can be extended by adding the commutative square 
Since the bottom map of Equation (9) is an isomorphism, we just need to show that
Since diagonalizability is preserved by restriction to an invariant subspace and by descent to a quotient by an invariant subspace, we can write x = x 0 + x 1 , where x 0 is a semisimple element of p 0 ∩ p 0 and x 1 ∈ u 0 . Conjugating x 0 by an element of the Levi factor M to be in h 0 , we can assume that Proof. Let S be the subset of simple roots {α J } determining p 0 and let S ′ be the subset of simple roots of L which appear in some σ-orbit J for α J ∈ S. Let p ′ be the parabolic subalgebra determined by S ′ . Clearly p ′ is σ-invariant. By Lemma 4.10, an element w ∈ W σ belongs to W (g 0 ) if and only if it has a reduced expression consisting of reflections through simple roots in S ′ , which is exactly the condition that w belongs to W (m). If α J is a simple root of L 0 , then the corresponding positive Chevalley generator e J is a linear combination of the positive Chevalley generators corresponding to the simple roots of L in J, and similarly for the negative Chevalley generator f J . Since p 0 is generated as a Lie algebra by h 0 , all the e J 's, and the f J 's such that α J ∈ S, it follows that p 0 ⊂ p ′ ∩ L 0 . Since the f J 's with α J ∈ S are the only negative generators in p ′ ∩ L 0 , and
The real form h R of h is the real subspace where all roots take real values, or equivalently the real span of the coroots. If x ∈ h let Re x be the projection of x to h R under the (reallinear) splitting h = h R ⊕ ih R . Note that Re σx = σ Re x and Re wx = w Re x for all w ∈ W . ] such that wσ(f ) = f for some w ∈ W (m). Let S ′ be the set of simple roots determining p ′ , let ∆ ′ be the set of all roots of m, and let D = {x ∈ h R : α(x) = 0, α ∈ ∆ ′ }. The connected components of D are of the form C × R r , where C is an open Weyl chamber of m and r = dim h − |S ′ |. Consequently W (m) acts transitively and freely on the connected components of D, so we can assume that Re 
]σ is an isomorphism. As a special case of the above argument, we have (
]σ maps to R r via evaluation at zero, and we conclude that the map 
in which the horizontal maps are isomorphisms, with the top map induced by multiplication and the bottom map induced from the two projections
Proof. We have already shown that the bottom map is an isomorphism. For the top map, we first consider the case when p 0 = L 0 , so that P = G[[z]]σ and W (g 0 ) = W (L 0 ). Combining Corollary 4.5 (note that H is reductive so that G/H is affine) and the isomorphism ( Now for the general case we look at the square . If x ∈p then x(0) ∈ p 0 , after which Lemma 4.15 implies that there is w ∈ W (L 0 ) such that g(0)w −1 ∈ P 0 . Consequently gw −1 ∈ P and (gw −1 , wy) maps to x, so the top map is surjective as required.
Arcs in the regular locus. Let L
reg denote the open subset of regular elements in L, ie. the set of elements x such that the stabilizer L x has dimension equal to the rank l of L. Kostant proved that the map L reg → Q is surjective and smooth [Ko63b] . The point of this section is to prove thatp
]σ has the same property. We start by proving some simple facts about regular elements in L 0 , using Kostant's characterisation of regular elements (Proposition 0.4 of [Ko63b] ) in L: if x = y + z is the Jordan decomposition of x, so that y is semisimple, z is nilpotent, and [y, z] = 0, then x is regular if and only if z is a principal nilpotent in the reductive subalgebra L y . Note that, by definition, a nilpotent element of a reductive algebra L is required to be in [L, L], and if z is a nilpotent in L commuting with a semisimple element y, then z is also a nilpotent in L y .
, the set of regular elements in L 0 . Proof. Suppose x in L 0 has Jordan decomposition x = y + z in L. Then x = y + z is also the Jordan decomposition in L 0 , and in particular y and z are in L 0 . Now by conjugating by an element of G σ we can assume that y ∈ h 0 , and in fact that y is in the closed Weyl chamber corresponding to the Borel L 0 ∩ b, where b is the Borel in L compatible with σ. Since the simple roots of L project to positive multiples of the simple roots of L 0 , y is also in the closed Weyl chamber of L corresponding to b. Let S be the set of simple roots α J for L 0 that are zero on y, and similarly let S ′ be the set of simple roots for L that are zero on y. Since y is in the closed Weyl chamber, the stabilizer L y 0 (respectively L y ) is the reductive Lie algebra
is contained in a Borel, and all Borels are conjugate, so we can conjugate z by an element of (G σ ) y to get z contained in the Borel L A Kostant slice is an affine subspace ν of L of the form e+L f , where {h, e, f } is a principal sl 2 -triple. If ν is a constant slice then ν ⊂ L reg and the composition ν ֒→ L reg → Q is an isomorphism.
Corollary 4.21. There is a Kostant slice ν of L which is σ-invariant and such that ν σ is a Kostant slice for
Proof. Lemma 4.20 implies that any principal nilpotent in L 0 is a principal nilpotent in L.
Now we consider the parabolic component. Recall that g 0 = p 0 ∩ p 0 .
Lemma 4.22. Let u 0 be the nilpotent radical of p 0 , so that p 0 = g 0 ⊕ u 0 . Then the projection
Proof. Let M be the standard Levi factor of P 0 . Note that the projection p 0 → g 0 is P 0 -equivariant, where P 0 acts on g 0 by the quotient map to M. Let b 0 be the standard Borel in L 0 containing h 0 and contained in p 0 , and let Π be the corresponding set of roots. Finally, if x ∈ p 0 let x be the image in g 0 . We break the proof up into several steps.
First we show that the lemma is true if x = e is a principal nilpotent in L 0 . To prove this, observe that ad(e) = ad(e) acts nilpotently on g 0 . Hence there is m ∈ M such that me is contained in the Borel b 0 ∩g 0 . Since M preserves u 0 , me is contained in b 0 . Since me is nilpotent in L, me is contained in the nilpotent radical of b 0 , and hence so is me. In particular, me is a nilpotent element of g 0 . The set Π ′ ⊂ Π of simple roots determining p 0 is the same as the set of simple roots whose root vectors lie in g 0 . Since me is a principal nilpotent, the projection of me onto (L 0 ) α is non-zero for all α ∈ Π, and hence the projection of me = me onto (g 0 ) α is non-zero for all α ∈ Π ′ . Next we claim that if x ∈ p 0 is semisimple in L 0 then there is g ∈ P 0 such that gx belongs to h 0 . To prove this, write x ∈ p 0 as x 1 + x 2 for x 1 ∈ g 0 and x 2 ∈ u 0 . Now x acts semisimply on p 0 / u 0 , so x 1 is semisimple in g 0 and hence we can assume (after conjugation by an element of M) that x 1 ∈ h 0 . Give u 0 the principal grading, and observe that u 0 = [u 0 , x 1 ] ⊕ u Now we can put the previous two steps together. If y ∈ h 0 then h 0 is a Cartan subalgebra of the reductive Lie algebra L y 0 , and b y 0 is a Borel subalgebra (see, e.g., Proposition 11.15 of [Bo91] ). Given x ∈ p 0 ∩ L reg 0 , take Jordan decomposition x = y + z, where y, z ∈ p 0 . Since the projection is P 0 -equivariant, we can assume that y ∈ h 0 . Then z is a principal nilpotent in p y 0 , which is in turn a parabolic subalgebra of the reductive subalgebra L such that x ′ = x. We can assume that x has Jordan decomposition y +z where y ∈ h 0 and z is a principal nilpotent in g Proof.
is surjective, so we just need to show that
σ is smooth and the fibres are smooth G σ -orbits. If
0 is a direct sum of the tangent space to x in ν 0 and the tangent space of the fibre (note that a smooth closed subvariety of a smooth variety is an embedded submanifold in the analytic category).
meets T ν 0 in some point. In other words, we need to show that the map
being a smooth surjection.
Now we can state and prove the main proposition of this section. 
]σ lies above x 1 and maps to y 2 . Since gx 2 (0) ∈ T p 0 , gx 2 actually belongs to Tp, and hence is the desired point mapping to y ∈
Remark 4.27. Suppose in the above proof that y 1 ∈ T R is a zero tangent vector, ie. is represented by a constant curve. Then we can pick
to be a zero tangent vector, so the resulting point gx 2 will actually belong top × (zL [[z] ])σ, which in turn is a subbundle of T >0p . This will be important in the next subsection.
We round out the section by proving Proposition 2.2.
Proof of Proposition 2.2. Pick a principal sl 2 -triple {h, e, f } in L 0 . We need to show that the eigenvalues of h/2 on L If X has a linear structure and σ is a diagonalizable linear map,
In particular, T const is a subbundle of T . In this case, T * const will denote the dual bundle, and Ω * const will denote the ring of sections of
]σ the bundle map is surjective on fibres. Pullback by the dual of this bundle map gives an injection from Ω *
σ is the composition of the zero section R → T R with the differential T R → T Q σ . Thus we just need to show that the restriction of the differential Tp → T R to T >0p factors through the zero section R → T R. But tangent vectors in T >0p are represented by curves x + ty where x ∈p and y ∈û, while the projectionp → R factors throughp →p/û, so T >0p → T R factors through the zero section as required.
The 
Suppose ω ∈ Ω * >0p reg is P-invariant and N -basic. Then there is to T >0p , again for a = 0, . . . , k − 1 and n ≥ 1. Theorem 2.5 then follows from Theorem 3.3.
Spectral sequence argument for the truncated algebra
In this section we finish the proof of Theorem 2.8 using a spectral sequence argument. Recall from section 3 the definition of the operators
. It is not hard to prove:
where (ST )
Sym is the extension of ST to the symmetric factor as a derivation, and (T S)
∧ is the extension of T S to the exterior factor as a derivation.
Let P :p * →p * be the dual of multiplication by z N onp. Define Q :p * →p * by (Qf )(x) = f x z N , where x is the projection to z Np using the splittingp = (z
suggested by the root grading. Note that P Q = ½, while QP is projection to (z Np ) * using the corresponding splitting ofp is defined by
Suppose L is abelian. Then, as noted after the statement of Theorem 3.3, we can assume that J is the identity, so (P J)
as required. This leaves the case that L is simple, in which case J is defined as the derivation ofp acting on weight spaces g α as multiplication by ρ, α , where ρ is the weight of the associated Kac-Moody satisfying ρ(α 
Take a basis {x α,i } for g α , and let x i α be the dual basis. Then , and consequently that
if N ≤ nk − a. Since nk − a − N ≥ 0, the coefficient is non-zero as required.
We now have a situation parallel to when we defined d R (P ). Let V 0 be the free vector space spanned by basis elements v 
acts as multiplication by the combined symmetric degree and exterior V N -degree. By Lemma 5.3, the differential on E * , * 1 restricts to d R (P ′ ) on * V 1 ⊗ S * V 0 , and hence the homology of the differential on this subspace is the subalgebra Λ 1 of the E 2 -term generated by ω nk+a i 's with 0 < nk + a < N. To get the whole E 2 -term, recall:
where the isomorphism is given by multiplication, and H 0 is isomorphic to the regular representation. Hence S ∼ = A ⊗ H where
and is a derivation. The E 1 -term is isomorphic to the base extension 
To finish the section, we observe that if p is an Iwahori, then a similar spectral sequence calculation can be made with S * p * replaced by S Proposition 5.8. Let b be an Iwahori subalgebra of g, and let n be the nilpotent subalgebra. Then H * (b /z N n, h 0 ) is a free algebra generated in cohomological degree 2m
i + nk + a, for a = 0, . . . , k − 1, i = 1, . . . , l a , and n such that 0 < nk + a ≤ N.
Cohomology with coefficients in the nilpotent
In this section we use the same conventions as in Section 4. In particular p is a standard parahoric and G is a Lie group with Lie algebra L such that σ lifts to G.
6.1. A Kostant slice theorem. All the statements and proofs in this section have jet space analogues, but for simplicity we consider arc spaces only. Let ν be a Kostant slice for L. As previously mentioned in Subsection 4.4, ν is contained in L reg , and every G-orbit in L reg intersects ν in exactly one point. Since ν ֒→ L reg → Q = L//G is an isomorphism, this is equivalent to the statment that the projection L reg → Q is a G-orbit map. So far we have
]σ is smooth and surjective-analogous to Kostant's theorem that L reg → Q is smooth and surjective-and that there is a σ-invariant Kostant slice ν so that
]σ is an isomorphism. However, we are missing the statement that every
]σ is a P-orbit map. First we consider the parabolic component.
reg have the same image in R, and write x i = y i + z i for the semisimple decomposition. We can assume as in the proof of Lemma 4.22 that y i ∈ h 0 , after which y 1 and y 2 differ by translation by the Weyl group of the Levi component of p 0 . We are left with the two principal nilpotents z 1 and z 2 contained in the parabolic p 0 ∩ L y 1 0 of the reductive algebra L y 1 0 . So the problem is reduced to showing that two principal nilpotents in p 0 are conjugate by an element of P 0 . But we can obviously conjugate both to be in the same Borel, finishing the proof of the first statement.
For the second statement, we can again assume that
is of the form y + z where y ∈ h 0 and z is a principal nilpotent of L The same argument that we used in the proof of Lemma 4.22 to show that a semisimple element of p 0 is P 0 -conjugate to an element of h 0 can be used to show: Proof. Suppose y is pro-semisimple and y m is the image of y in J m L = L[z]/z m+1 . Since y 0 is semisimple in L 0 , there is g 0 ∈ G σ such that g 0 y 0 belongs to h 0 . Now suppose we have g k ∈ (J k G)σ such that g k y k = y 0 ∈ J k L. The map (J k+1 G)σ → (J k G)σ is a group quotient. In particular it is surjective, so we can find g ′ k ∈ (J k+1 G)σ lying above g k . Then g
is nilpotent, so by uniqueness of Jordan decomposition and the fact that y k+1 is semisimple we must have g k+1 y k+1 = y 0 . In addition g k+1 = g
k lies above g k in (J k G)σ, so we can construct a sequence of g k 's whose inverse limit is the required g. Proof. Since the principal nilpotents in L 0 form a single G σ orbit, we can assume that
f , so we can proceed as in the proof of Lemma 6.2. That is, let x k be the image of x in J k L, and assume we have g k ∈ (J k G)σ such that g k x k = e + a k , where a k ∈ (J k L f )σ and a k (0) = 0. Lift g k to some g ′ k in (J k+1 G)σ, so that g ′ k x k+1 = e+a k+1 +y k z k+1 , where a k+1 ∈ (J k+1 L f )σ and y k ∈ [L, e]. Multiplying g ]σ. By Lemma 6.1 there is p ∈ P 0 such that px 1 (0) = x 2 (0), while by the previous case there is g ∈ G[[z]]σ such that gx 1 = x 2 . Then p −1 g(0) fixes an element of p 0 ∩ L reg 0 , so g(0) belongs to P 0 , and hence g belongs to P. 
