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ABSTRACT 
 
On the Characteristics of Fault-Induced Rotor-Dynamic Bifurcations 
and Nonlinear Responses.  (August 2003) 
Baozhong Yang, B.S., Xi’an University of Technology, Xi’an, China; 
M.S., Shanghai Jiao Tong University, Shanghai, China 
Co-Chairs of Advisory Committee: Dr. Chii-Der S. Suh 
 Dr. Andrew K. Chan 
 
 Rotor-dynamic stability is a very important subject impacting the design, control, 
maintenance, and operating safety and reliability of rotary mechanical systems.  As rotor-
dynamic nonlinearities are significantly more prominent at higher rotary speeds, the demand for 
better and improved performance achievable through higher speeds has rendered the use of 
linear approaches for rotor-dynamic analysis both inadequate and ineffective.  To establish the 
fundamental knowledge base necessary for addressing the need, it is essential that nonlinear 
rotor-dynamic responses indicative of the causes of nonlinearity, along with the bifurcated 
dynamic states of instability, be fully characterized.  The objectives of the research are to study 
the various rotor-dynamic instabilities induced by crack breathing and bearing fluid film forces 
using a model rotor-bearing system and to investigate the applicability of the fundamental 
concept of instantaneous frequency for characterizing rotor-dynamic nonlinear responses.  A 
comprehensive finite element model incorporating translational and rotational inertia, bending 
stiffness and gyroscopic moment is developed.  The intrinsic modes extracted using the 
Empirical Mode Decomposition along with their instantaneous frequencies resolved using the 
Hilbert transform are applied to characterize the inception and progression of bifurcations 
suggestive of the changing rotor-dynamic state and impending instability.   
 iv
The dissertation presents and demonstrates an effective approach that integrates 
nonlinear rotor-dynamics, instantaneous time-frequency analysis, advanced notions of dynamic 
system diagnostics and numerical modeling applied to the detection and identification of 
sensitive variations indicative of a bifurcated dynamic state.  All presented studies on rotor 
response subjected to various system configurations and ranges of parameters show good 
agreement with published results.  Under the influence of crack opening, the rotor-bearing model 
system displays transitional behaviors typical of a nonlinear dynamic system, going from 
periodic to period-doubling to chaotic to eventual failure.  When film forces are also considered, 
the model system demonstrates very different behaviors and failures from different settings and 
ranges of control parameters.  As a result, a dynamic failure curve differentiating zones of 
stability and bifurcated instability from zones of dynamic failure is constructed and proposed as 
an alternative to the traditional stability chart. Observations and results such as these have 
important practical implications on the design and safe operation of high performance rotary 
machinery. 
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CHAPTER I 
INTRODUCTION 
 
1.1 Overview 
Well developed linearized methods including the linear stability analysis, eigenvalue 
analysis, waterfall plots and, in particular, determination of stiffness and damping coefficients 
[1] have been widely applied in industry to the investigation of dynamical response of rotary 
machines.  While linear methods are considered adequate and thus dominating, however, it is 
now being understood that various responses of nonlinearity can have significant local and 
global effects on a rotor-dynamic system and that linearized methods are not viable for resolving 
nonlinearity.  As the demand for high efficiency and performance calls for high rotating speeds 
and reliability design, nonlinear phenomena such as subharmonic bifurcation and jump 
phenomena are frequently observed [2]. 
Surface cracks, fluid-film bearings, squeeze-film dampers, nonlinear springs and 
clearances in rolling element bearings are just a few sources of strong nonlinearity in rotor-
dynamic machines.  For example the nonlinearity in fluid film bearings that are used in 
turbomachinery to support loads and reduce vibration and friction is attributable to the nonlinear 
film pressure [3] and local stiffness variation induced by surface crack breathing in a rotating 
shaft is now understood to be highly nonlinear [4].  These sources of nonlinearity create 
nonlinear reaction forces, which in turn could result in strong nonlinear responses including 
period-doubling bifurcation, quasi-periodic bifurcation, and even chaotic response [4,5].    
Nonlinear dynamical states of quasi-periodic, fractal, and chaotic motions are 
characteristically non-periodic and broadband and of multi-mode structure.  It is very difficult to 
This dissertation follows the style and format of Journal of Vibration and Acoustics. 
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discern these dynamical states using their time waveforms and measurement and environmental 
noises could make the task even more difficult.  Since physical interpretation of these dynamic 
responses would not only ensure reliable monitoring of machine operation, but also provide 
better understanding of the existence and progression of dynamic instability that could positively 
impact the design of instability-free machines, a large amount of research effort has been taken 
to analyze the measured waveforms.  However, approaches and techniques developed to date for 
the analysis of nonlinear, non-stationary signals are either time domain based or Fourier-based 
[6, 7].  All time domain methods including the phase portrait and Poincare section are 
qualitative.  They cannot be used to determine the extent of dynamic instability, and therefore 
not feasible for quantitatively establishing if an erratic response is in bifurcation or chaotic [8].  
The disadvantage inherent to Fourier based analysis is that Fourier transform is a linear 
transformation, which makes it suitable only for analyzing linear stationary signals.  In addition, 
a signal’s temporal information cannot be simultaneously separated from its spectral counterpart 
[9].  The analysis tool that can separate and characterize individual modes of the multi-mode 
responses in both time and frequency domains is thus highly desired.  Such a tool would make it 
possible to observe the occurrence of bifurcation and the appearance/disappearance of modes (or 
frequencies), thus enabling the change of system state be instantaneously monitored.  Although 
techniques such as the Wigner-Ville Distribution and Short Time Fourier Transform do provide 
simultaneous time-frequency distribution, they do not have wide applications in nonlinear 
system analysis due to their ineffectiveness in analyzing nonlinear, non-stationary signals. 
These difficulties identify two coupled requirements necessary for investigating a 
nonlinear system.  The first one is a practical theoretical model that can show the physical nature 
of the system and quantitatively correlate control parameters to the nonlinear response (a.k.a., 
input-output relations).  The other is an effective tool for identifying and processing system 
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responses and providing physical interpretation of the model.  The first requirement demands an 
accurate modeling of the dynamic interaction between all rotary components involved and the 
stability-losing process of the system.  The second requirement demands that the various modes 
of the multi-mode nonlinear response be separated and that the system transition from one 
dynamic state to another be simultaneously monitored in the joint time-frequency domain. 
The research presented in this dissertation first establishes rotor-dynamic responses as 
function of control parameters and system configuration, which are obtained by an analytical 
model that describes the physical nature of the nonlinear mechanism within a rotor-bearing 
system.  Because of its stability and capability in capturing the physical nature of a dynamical 
rotary system, the finite element method is employed over other methods for simulating system 
responses at different conditions.  Specifically, the excitation is provided by the rotor unbalance 
and the nonlinearity is given by the inherent instability mechanism and nonlinear elements 
within the system.  Thus, the set-in and progression of dynamic instability induced by 
nonlinearities in the rotary model is both theoretically and analytically investigated.  The 
analysis tools used to process, analyze and interpret nonlinear, non-stationary vibratory signals 
are also developed.  Through careful comparison of the results obtained using the new tools, the 
Fourier–based methods and other nonlinear analytical methods, the FEM model is verified and 
the nonlinear rotor-dynamic response is better understood.  Knowledge base established through 
the research is believed to enable significant progress in monitoring the operation of rotary 
machinery and permit ultra-stable rotary machine design in the future.  
A review of nonlinear phenomena in rotary machinery and the analysis tools commonly 
used for resolving nonlinear response is given in the following.   Based on the review, research 
objectives for the dissertation are then identified and research scopes are summarized.  The ever 
increasing demands for high performance and efficiency have rendered nonlinearity-induced 
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rotor-dynamic instabilities a very important issue.  This dissertation addresses the issue by first 
examining the inherent limitations of many popular linearized methods and identifying various 
possible pitfalls and drawbacks of these methods in revealing rotor-dynamic nonlinearity.  It is 
concluded that a new analytical tool is needed for interpreting and understanding nonlinear rotor-
dynamic responses in rotary machines. 
In the past decade, efforts have been dedicated to studying and understanding the 
nonlinear phenomena in rotary machinery.  Many practical analytical methods were developed to 
analyze and interpret the results.  These methods are briefly introduced in Chapter III.  Nonlinear 
analytical methods, such as phase portraits and Poincare Maps, are based on the geometric 
features in the phase plane.  Because a dynamic response is uniquely determined by its frequency 
components, spectral analysis methods were introduced into the analysis of nonlinear time series.  
Time-frequency methods were also used to simultaneously resolve the information in time and 
frequency domains.  Their advantages and disadvantages are summarized.   
 Instantaneous frequency is a very intuitive concept for describing the dependence of 
frequency on time for non-stationary signal [10].   The time sensitivity of instantaneous 
frequency is ideal for the detection of the initiation of instability and bifurcation.  However, 
when the Hilbert transform based definition is applied to multicomponent signals, negative 
frequency and infinite amplitude are oftentimes obtained.  These physically senseless results 
have inadvertently prevented the true nature of the signal and associated system from being 
understood. In Chapter IV, the fundamentals on which the concept was first defined are 
examined to check for the applicability of the definition.  The problems with this definition and 
solutions to these problems are identified.  How to analyze and characterize nonlinear responses 
using instantaneous frequency are then elaborated. 
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 A high-order shaft-bearing system with high nonlinearity is modeled using the finite 
element method and presented in Chapter V.  The model, which adopts the Timoshenko beam 
elements, considers translational and rotary inertia, bending stiffness, gyroscopic moments and 
shear forces.   Breathing surface cracks and action of fluid-bearing force are the two nonlinear 
sources of practical concern and their effects on rotary instability are represented as nonlinear 
forces imposed on the model.  Because the shaft-bearing model experiences numerical 
difficulties and instability, solution strategies for overcoming these difficulties are also 
discussed.   
 After the numerical vibratory response associated with each and every case is obtained, 
the concept of instantaneous frequency is then applied to the analysis of the nonlinear, non-
stationary response in Chapter VI.  In addition, results analyzed using nonlinear time series 
analysis techniques including phase portraits and Fourier Transform are compared to the ones 
using instantaneous frequency.  Based on these analytical results, the various nonlinear responses 
due to crack breathing and fluid bearing forces are discussed in Chapters VII and VIII and the 
speed ranges for periodic, sub-harmonic, quasi-periodic and chaotic motions are determined for a 
set of system parameters of practical interest.  The contributions of the research are summarized 
along with a proposed guideline feasible for the design of instability-free rotary machines in 
Chapter IX.  The Chapter also discusses some important advancement in nonlinear time series 
analysis and prediction of nonlinear response in the context of instantaneous frequency. 
1.2 Literature Review 
Nonlinear phenomena were characterized as non-synchronous motions and have been 
widely observed since 1966 [11,12].  At a time when nonlinear phenomena were not fully 
understood, they were considered linear and analyzed using linearized methods.  For example 
sub-harmonic response, which is a typical phenomenon of nonlinear, was once thought as linear 
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in nature [2].  Linearized methods could misinterpret the response of a nonlinear dynamic 
system.  According to the linearized stability criterion (established at a static equilibrium point), 
rotary machines should not be operated beyond the determined threshold speed of instability.  
However, there have been reports that machines do show virtually stable operation at speeds 
much beyond their threshold speeds of instability [13].  Nonlinear analysis of the rotor bearing 
system also shows that the amplitude of motion at above the threshold speed is not necessarily 
larger than motions at speeds below the threshold speed [14].  Linearized procedures could mask 
potentially dangerous bifurcations (for example, the Hopf bifurcation) that are fully described by 
the governing nonlinear equations of motion [15].  Such bifurcations that oftentimes lead to 
serious stability problems can only be predicted by retaining the high-order terms.  It remains a 
question if stability criteria based linear coefficients would lead to meaningful results 
particularly when several interacting nonlinearities are present in the system, as is generally the 
case [16].   Since no suitable characterization tools were available, the area of nonlinear rotor-
dynamics has not been adequately explored, especially for high order models that embody 
realistic designs.  Effective characterization tools are essential for correctly interpreting rotor-
dynamic responses and for guiding the development and analysis of physical models.    
 Many research efforts have been spent on developing methods viable for nonlinear time 
series analysis and on understanding various nonlinear phenomena.  An explanation was given in 
[17] for the subharmonic response of a rotor in the presence of bearing clearances and side loads 
using perturbation techniques under the assumption of small nonlinearity.  Myers [18] classified 
for long bearings the two possible types of bifurcation a static equilibrium point could undergo at 
the threshold speed: subcritical and supercritical.  The nonlinear stability and bifurcation of the 
unbalance response of a squeeze film damper supported rigid rotor were investigated in [19].  
Harmonic, subharmonic, quasi-periodic and chaotic responses were obtained numerically over a 
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range of system parameters and different bifurcations were classified.  In order to investigate the 
nonlinear response in a rotor-bearing system, Noah and his colleagues [5,15-16,20-27] 
introduced the harmonic method, along with the traditional nonlinear methods, such as the phase 
portrait, Poincare Map and bifurcation diagram, into the dynamic analysis of rotating machines.  
The various nonlinear responses due to different nonlinear sources ranging from nonlinear 
stiffness [20-21,25,27] to bearing clearances [22-24,26] to fluid-bearings [5,15-16] were 
investigated using nonlinear analytical methods, and periodic, period-doubling, quasi-periodic 
and chaotic response were numerically observed.  While the simple Jeffcott model was mostly 
employed, models of high-order were also reported [15,24].  The harmonic method was applied 
by Choi and Noah [22] to a modified Jeffcott rotor with clearance at the supports.  The 
relationship between the displacements and forces was used to correlate the coefficients 
expanded by the discrete Fourier and inverse Fourier transforms.  The approach was further 
improved in [25].  The shooting method was used to obtain the periodic solution of a nonlinear 
system in [3,5,15] and the pseudo arc-length continuation scheme was applied to continue the 
solution branch through bifurcation points such as a saddle-node.  The nonlinear response of a 
rotor-bearing system due to bearing clearances was studied in [28].  The nonlinear phenomena 
due to surface crack were analyzed in a turborotor and a state observer of an extended dynamical 
system was designed to estimate the nonlinear effect [29]. 
 When the total number of degrees of freedom of a rotor-dynamic system is too large for 
even modern computers to compute its response economically, mode reduction methods such as 
the Component Mode Synthesis method, among others [30], would usually be adopted to 
simplify the system with low frequency modes to enable stability and nonlinear analyses [31,32].  
The method was also applied to the transient dynamic analysis of a two-spool aircraft turbine 
engine with a squeeze film damper and the Space Shuttle Main Engine oxygen turbopump [33], 
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fully demonstrating the capability and versatility of the method.  In Refs. [34] and [35], a linear 
transformation of coordinates was employed to reduce the degrees of freedom of a high order 
rotor bearing system with the nonlinear mode remaining.  After mode reduction, the nonlinear 
system was investigated using the phase portrait, Poincare Map, and Fourier Transform and its 
dynamic responses were numerically integrated using  the Newmark Method.  
 Because a small perturbation is applied to perturb system equilibrium to allow for the 
linear or low-order terms being analyzed [6, 36], the Perturbation Method is a linearized method.  
A scheme widely applied in the study of chaos, the Poincare’s qualitative topological approach 
gives an easy and clear way of understanding nonlinear dynamics and chaos in the state space.  
Such a representation is called a Poincare section [37] and it uses the geometrical characteristics 
of the trajectories of the system response to predict system behavior and stability.  However, all 
these are qualitative approaches.  It depends on the experience of the analyst to determine if a 
system is chaotic and how unstable the system is [8].  It is desired to specify quantitatively 
whether or not a system’s apparent erratic behavior is chaotic.  The changes of quantifiers may 
be linked to important changes in the development of faults and thus can be used for fault 
diagnosis and monitoring.   Quantitative methods such as the Lyapunov exponents and fractal 
dimensions have been developed to quantify nonlinearity.  However, these quantitative methods 
cannot show the occurrence or the type of bifurcation -- two very important requirements in 
nonlinear analysis and fault diagnosis.  In addition, these methods may produce erroneous 
results, rendering that they are neither reliable, nor sufficient [6].  Because the change of system 
state is represented by its dynamic response, the change of dynamical response can be realized in 
its spectrum or power spectrum.   Analyzing changes in frequency spectrum is an effective way 
to detect changes of system behavior.  But FFT is a linear transformation.  It uses basic spectral 
components commonly called harmonics of constant amplitude and frequency to approximate a 
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time signal. As time domain information is totally lost and thus providing no temporal 
progression of the system, Fourier based methods are not suitable for nonlinear analysis [36,38].  
Without time information the bifurcation of a dynamical system cannot be seen or interpreted at 
all.  To observe bifurcations and the occurrence of bifurcation are essential to the detection of the 
presence and progression of faults in dynamical systems [8].  Therefore tools that can 
simultaneously resolve a vibratory signal in both the time and frequency domains are highly 
desirable.   
 Recently powerful time-frequency analytical techniques including the wavelet transform 
were introduced into the nonlinear analysis and detection of faults.  Wavelets were used to 
determine underlying parameters and other characteristics in a nonlinear structural system in 
[39], showing that complicated nonlinear phenomena can be clarified using wavelets.  
Continuous Wavelet Analysis was used to process output data and extract information about 
structural nonlinearities in aeroelastic systems [40, 41], in which features and trends extracted 
from the wavelet transform maps of the response were used to characterize nonlinearities.  
Daubechies scaling functions were applied to discretize nonlinear governing differential 
equations of motion in [42] and through which the mechanical parameters were identified for 
zero-memory nonlinear discrete structural systems.  Different vibration techniques for condition 
monitoring and fault diagnosis for mechanical systems were compared in [43-45] and it was 
concluded that because of the highly non-stationary nature of these vibration signals wavelet 
analysis is recommended.  Harmonic Wavelets were developed to analyze non-stationary 
vibrations in [43].  Applications of wavelet transform to structural and mechanical system 
damage detection were reviewed in [46], in which how to use wavelets and wavelet maps to 
analyze nonlinear vibration signal is discussed.  Wavelet packets, Gabor wavelets, multi-scale 
ridges and skeletons of wavelet transform, the amplitude and phase of wavelet maps were used 
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to analyze nonlinear phenomena in various dynamic systems [47-51].  The energy of wavelet 
and scaling coefficients between double zero-crossing points in the time domain are used to 
detect crack-induced dynamic instability and to characterize milling chatters [4, 52-53]. 
 Wavelet transform and other time-frequency methods can simultaneously localize a time 
event in the time-frequency domain and, therefore, they can process non-stationary signals and 
detect the changes of system behavior in real-time [54, 55].  Applying wavelets to monitor 
nonlinear responses is a significant achievement in that it points to the right direction.  However, 
as wavelet time-frequency transformation is Fourier-based and thus linear, applications of 
wavelets are inevitably limited to linear systems only [36].  As discussed, misleading results can 
be generated if they were applied to nonlinear systems without careful discretion on the part of 
the user.  In addition, their resolutions are poor as they evaluate the “energy” coefficients using 
the infinite integral in the average sense.  This is also the reason why high resolution cannot be 
achieved in the join time-frequency domain.  For example, even though the time-frequency 
window can be adjusted, two pulses within the same window cannot be discriminated [56].  If 
these two pulses are to be distinguished from each other, the required time window has to be 
narrow and, as a result, the frequency window has to be wide.  Frequency resolution would thus 
be lost.  High time resolution is obtained at the price of poor frequency resolution, and vice 
versa.  In order to localize an event in time, a narrow time window has to be chosen.  But, high 
frequency requires longer time window, thus is the inconsistency of Fourier-based time-
frequency techniques.  This drawback prevents some bifurcations in high frequency from being 
seen and could lead to the misinterpretation of nonlinearity and misunderstanding of the true 
physical nature of a dynamic system. 
 As discussed, traditional nonlinear analysis techniques are qualitative and not suitable 
for determining the extent of dynamic instability and for analyzing nonlinear responses.  
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Interpretation of nonlinear dynamics using these techniques is always subject to questions.  For 
example, because Fourier transform uses harmonics to approximate time functions, fictitious 
frequency components could appear in the spectrum [36].  From the viewpoint of engineering, if 
a bifurcation could be detected, the development of the fault responsible for inducing this 
bifurcation could also be detected.  Thus good strategies could be developed to ensure dynamic 
system stability, which in turn helps to improve operation safety and keep the maintenance cost 
down.  Signal processing tools that can localize events in both the time and frequency domains 
with high resolution could detect small changes within the system response – an essentiality in 
detecting bifurcation and instability and in understanding nonlinearity.  The Hilbert-based 
instantaneous frequency gives the dependence of frequency on time and has been shown to be a 
viable choice for nonlinear analysis [10,56].  Applications using instantaneous frequency to 
characterize various dynamical systems of strong nonlinearity can be found in [57-59].  The 
general applicability and interpretation of instantaneous frequency, as is realized through the use 
of the method of Empirical Mode Decomposition [10,36], to the analysis of nonlinear response is 
discussed in Chapter IV.  The Empirical Mode Decomposition can separate a system response 
into its several intrinsic modes [36].  This definition of instantaneous frequency is based on the 
derivative of the phase and thus has good localization property in the time-frequency domain.  
This method is used in this research.  Nonlinear techniques may provide characteristic indicators 
that discriminate an intact structure from one that is plagued with flaws [60].  Detecting the onset 
of nonlinear vibration behavior in rotating machines represents one of the most widely practiced 
forms of vibration-based fault identification [60,61].  This research addresses rotor-dynamic 
nonlinearity as a function of rotating speed, cracking breathing, and fluid bearing clearance and 
establishes the correlation of the three parameters with various dynamic responses of instability 
including bifurcation and chaos.  
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1.3 Objectives 
 It is demonstrated in Chapter II that nonlinear analysis is essential for understanding the 
behavior of a rotor-dynamic system.  The present status of rotor-dynamic research is that 
nonlinear analytical methods for rotary machines are either impractical or unavailable and thus 
unsatisfactory.  Effective algorithms for characterizing nonlinearities in rotor-dynamic systems 
are still being sought.  Therefore, the major objectives of this research are to: 
! Develop time-frequency tools proven suitable for nonlinear, non-stationary signal analysis.  
! Model different nonlinearities and characterize the induced nonlinear dynamic behaviors, so 
that the underlying parameters and their ranges of stability operation can be found. 
! Provide new understanding and interpretation of nonlinear rotor-dynamic phenomena using 
characterization tools of viability and effectiveness.  
! Provide guidelines for the design, development and operation of instability-free rotary 
machines. 
To provide effective solution to the detection of rotor-dynamic instability and to guide 
the design of new rotary machinery in the future, a rotor-bearing model is developed to 
investigate the complex nonlinear behaviors and nonlinearities induced by surface crack and 
fluid bearing forces [4, 29, 34-35].    
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CHAPTER II 
NONLINEAR ROTOR-DYNAMIC RESPONSES 
 
2.1 Scope of Rotor-Dynamics  
 Rotary machineries, such as gas turbines, steam turbines, internal combustion engines 
and electric motors, are the most widely used dynamical mechanical systems in engineering.  
Since the rotating parts in such machinery are oftentimes the main sources of vibration, full 
understanding of the vibration phenomena and sufficient knowledge of rotor-dynamics are 
necessary for finding ways to suppress or eliminate vibrations [2]. Initially the primary concern 
and effort were to predict the critical rotational speeds of resonance and afterwards to modify the 
design to achieve different critical speeds of resonance [62].  However, it has long been observed 
that when the running speed exceeds certain critical speeds, various kinds of undesirable 
problems of rotor-dynamic instability would occur.  Henceforth, rotor-dynamics was developed 
to overcome these technical difficulties.  
 Rotor is the general term for the rotating part of a rotary machine, while stator means the 
stationary part of the machine.  If the deformation of a rotating shaft is negligible in the 
operating speed range, it is called a rigid rotor.  If the shaft deforms appreciably at some 
rotational speeds in the operating speed range, it is called a flexible rotor.  In some models, disks 
are considered to be rigid and the distributed mass of an elastic shaft is concentrated at the disk 
position.  Such a model is called a lumped-parameter system and it has been intensively 
investigated [15-16,19-23 and 25-27].  If a flexible rotor with distributed mass and stiffness is 
considered, the model is called a distributed-parameter system or continuous rotor system and 
this specific character of the model has allowed it to be explored using the finite element 
methods [34-35, 63-64].  
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Much fundamental knowledge of rotor-dynamics was established from a very simple 
model called the Jeffcott model, which consists of a massless elastic shaft and a rigid disk [30, 
62].  It is believed that the key ideas provided by the model, including critical speed, gyroscopic 
moment, whirling motion, frequency diagrams, and balancing a rigid rotor, are common to all 
branches of rotor-dynamics.  The model is helpful for understanding some phenomena in rotor-
dynamics, but it is of no direct value in the development of models for real-world rotors [30].   
The main purposes of rotor-dynamic analysis can be summarized as follows [2,30,62]: 
1. To predict critical speeds.  Speeds at which vibration due to rotor imbalance is maximum 
can be calculated from design data, so as to avoid them in normal operation of the machine.  
2. To modify the design to alter the critical speed.  When it is necessary to change the range of 
operating speed of a rotating machine, or the objective is not accomplished accurately, 
design modifications may be required to change the critical speed. 
3. To predict the response due to rotor imbalance.  Accurate response prediction depends on 
accurate modeling.  However, accurate modeling is not easily achievable as many different 
machine parts could be involved and the dynamic interactions between them could be 
sophisticated, thus contributing to practical difficulties in predicting responses.  In addition, 
the vibration of rotor also depends on two factors which are both very difficult to measure: 
the distribution of imbalance along the rotor and the rotor-bearing system damping.  
4. To determine the limiting conditions for threshold speed or the power beyond which the 
motion of a rotor would be unstable.  Since some destabilizing forces, for example from 
bearings and seals, are still not understood well enough for accurate mathematical modeling, 
this constitutes a very important and challenging objective for rotary machinery analysts.  
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5. To favorably modify the design to suppress dynamic instability in a rotor-bearing system.  If 
the destabilizing forces and instability mechanisms are well understood, the design can be 
modified to suppress, or eliminate, problems of instability in a rotor system. 
6. To calculate balance correction masses and locations from measured vibration data.  This 
allows “in place” rotor balancing to be accomplished, thereby reducing the amplitude of 
synchronous vibrations. 
 As stated, many basic concepts of rotor-dynamics, including critical speed, bearing 
clearance and critical speed transition, were explained using very simple models such as the 
Jeffcott and Stodola-Green [30] models.  But because these models are too simple to be used for 
real-world rotor-dynamic analysis, many new models were proposed and applied to 
turbomachinery analysis and design.  These models include the Lumped-parameter model, 
Myklestad-Prohl transfer-matrix method, finite-element method for Euler beam model, and a 
slender beam model with rotary inertia and gyroscopic coupling [30].  Lumped-parameter 
structural dynamic models have traditionally been used to consider the distributed elastic and 
inertial properties of rotors, and rotors are modeled as a collection of many rigid bodies 
connected by massless elastic beam elements.  Transfer-matrix formulations and general mass-
stiffness matrix formulations were developed as a result of the lumped-parameter models, and 
they both have been employed to develop flexible-rotor models from the component rigid body 
equations.  Subsequently finite element models were introduced for flexible rotors.  Nelson et al 
[65-67] developed more general finite-element models that include rotary inertia, gyroscopic 
coupling, axial loads, shear deflections and the effect of axial torque -- a fairly complete model 
that has been employed in many relevant researches [34,35].  As compared with other areas of 
vibration analysis, the main analysis difficulty experienced in rotor-dynamics is the requirement 
for modeling forces induced by hydrodynamic bearings, squeeze film dampers, and seals, to 
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name a few.  As such, all above mentioned models represent the initial steps in the development 
of an adequate rotor-dynamic model.  
Fluid-film bearings are commonly used in rotating machinery because they have various 
merits, such as large load capacity, damping and no life limit with good lubrication [2].  
However, under special conditions, the fluid in a rotating field could cause self-excited 
vibrations, which could then lead tragically to unexpected accidents.  Journal bearings, multilobe 
bearings, tilting pad bearings all belong to the fluid-film bearing category.  Journal bearings and 
some of multilobe bearings with oil films have been investigated extensively as representative 
bearings of fluid-film bearings.  Vibrations of rotors supported by these types of bearings have 
been much studied.   Approximation formulations of fluid-film bearing forces obtained by 
integrating the Reynolds equation for short journal bearings, long journal bearings and finite-
length bearings can be found in Refs. [30] and [68].  Once the equilibrium position of a rotor 
supported by these bearings is determined using the linearized procedures, coefficients of linear 
stiffness and damping for small motion about the equilibrium position of the journal can be 
calculated using the method developed by Lund [1,69-71].  Stiffness and damping coefficients 
are required for both synchronous response calculations and linear stability analysis.  In fact, the 
development of stiffness and damping coefficients and the method for computing damped 
critical speeds [72] have resulted in vast research interest in the linear stability analysis of rotor 
bearings.  
 The forces from liquid and gas seals, impellers and turbines, along with their effects on 
the rotor systems supported by them, have also been studied using similar linear stability 
methods [30].  The fluid trapped in a hollow rotor works as unbalance and affects the rotor 
system response [2,73].  Ball bearings, bearing pedestals, universal joints and couplings are also 
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widely used in rotating machinery and may cause vibrations, and research in understanding the 
characteristics of these machine elements was also reported [2]. 
Approach adopted in the literature for determining critical speeds making use of 
eigenvalue analysis, fast Fourier transform and the linearized damping and stiffness coefficients 
obtained near the (linear) equilibrium point are all linear methods.  Thus, regardless of if a model 
is of intrinsically nonlinear or not, as long as linearized approach is applied, the behavior of a 
rotor-dynamic system cannot be correctly described simply because of the fact that linear 
stability analyses are not sufficient for a rotor system of characteristically nonlinear.  
2.2 Nonlinearities in Rotor Dynamic Systems 
 When the running speed of rotating machinery is increased, nonlinear phenomena are 
frequently encountered.  With the requirement for high performance design, high operating 
speeds and high reliability in compact configuration has become essential in the design of 
rotating machines, thus rendering understanding the nonlinear phenomena in rotary machines an 
important issue.  
 As discussed in Introduction, restoring and/or damping forces realized by clearances in 
ball bearings and squeeze film dampers, oil films in journal bearings, seals, magnetic forces, 
friction, or stiffening effects in the elongation of a shaft are possible sources of rotor-dynamic 
nonlinearity.  Local nonlinearity within rotor systems could have significant local and global 
effects on rotary behavior that contribute as a result to different nonlinear phenomena.  For 
example, changes in the shape of resonance curves, jump phenomena, subharmonic resonance, 
combination resonance, chaotic vibration, self-excited oscillations and entrainment phenomena 
are nonlinear behaviors that have been widely observed [74].  The commonly seen sources of 
nonlinearity and their associated responses are briefly presented in the following paragraphs.  
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1. Bearing clearances   
Ball bearings with clearances [2,11] that have been broadly studied in [17,20-25,28] are 
among the earliest that were investigated for nonlinear rotor-dynamic phenomena.  The 
equations of motion of a lumped-parameter rotor model with radial clearance have the form [2], 
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with x, y denoting the coordinates of the rotor center, and m, c, e, ω  representing, respectively 
the mass, damping coefficient, imbalance and running speed.  When the deflection r from the 
bearing centerline is small, the stiffness is determined by the stiffness of the shaft.  When the 
deflection becomes large and the radial clearance disappears, the overall stiffness increases.  Eq. 
2.1 can be integrated using the Runge-Kutta or Newmark method.  Using this model, harmonic 
resonance, subharmonic resonance, harmonic response and subharmonic response of 1/2 and 1/3 
order, and even chaotic motion were reported [75].  The bifurcation involved in this model is 
period-doubling and, through a series of bifurcations, the model demonstrates chaotic 
characteristics. 
2. Internal damping 
Frictions generated between two rotating parts are attributed as internal damping.  
Internal damping is further classified into hysteresis damping and structural damping [2].  The 
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former is an internal friction that is due to the friction in the shaft material; while the latter one is 
due to the sliding between the shaft and mounted elements such as bearings and gears.  In real 
world applications, the effect of the former is very small while the self-excited oscillation due to 
the second one is often observed.  The internal damping forces were derived in [2,74], which can 
be further simplified to Coulomb damping.  Ishida [74] studied a rotor system with nonlinearity 
in internal damping and found the entrainment phenomenon at the critical speed of a 
subharmonic resonance of order 1/2 of a forward whirl mode.  Other than the above, no more 
phenomena of rotor-dynamic instability were otherwise reported. 
3. Fluid-film bearing forces  
Oil film in a journal bearing is a well-known source of nonlinearity simply because fluid 
film bearings and dampers produce reaction forces that are nonlinear functions of journal 
displacement and velocity.  The nonlinear phenomena and stability problem due to multilobe 
journal bearings, especially the plain journal bearings and elliptical bearings, have received 
much attention [3, 15-16, 34-35].  The nonlinear reaction forces are calculated from solving the 
Reynolds Equation in Eq. 2.3.  
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where µ is the fluid viscosity, p(x, z) is the pressure distribution around the bearing, and U is the 
fluid velocity near the bearing.  Oil-film thickness, h, is given by  
θθ sincos yxCrh −−=        (2.4) 
where Cr is the bearing clearance.  The Reynolds Equation can be converted into to its polar 
coordinates form using 
θθω ∂=∂== RxRxRU ,,  
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where R is the journal radius and ω is the journal angular speed.  Note that p = p(θ, z) and the 
Reynolds Equation is now   
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From Eqs. 2.4 and 2.5, it is evident that the pressure is a nonlinear function of journal 
position and velocity.  Once the pressure is available, the components of the fluid bearing force 
can be calculated using the two integrals as follow 
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where L is the bearing length.  These forces are to be incorporated into the equations of motion 
of the rotor-bearing system to predict system time responses.  One simple example is given in 
the next section.  The nonlinear responses induced by this kind of nonlinearity can generate 
period doubling, quasi-periodic, subharmonic (of many orders) and chaotic responses.  Some 
demonstrative results will be presented in chapters that follow. 
4. Surface crack 
Surface fatigue cracking is one of the most serious causes of rotary accident.  In order to 
detect the existence and progression of crack and develop a monitoring methodology, its 
vibration characteristics have to be investigated [4].  The state of opening or closing of a crack 
depends on the angular direction of shaft deflection relative to the crack.  The opening condition 
of the crack can be formulated approximately by the displacement near the crack as 
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where ξ is the direction that is perpendicular to the crack.  Using the transformation matrix  
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with ω denoting the spinning velocity.  The element-stiffness-matrix, Kcrack, for a discrete model 
in the inertial coordinate system has the form 
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Here, h is the compliance in the ξ direction and hr is the relative crack depth.  The relation 
between hr and crack depth was experimentally established by Mayes and Davis [77].  In 
addition, the values of Kcrack depend on the opening condition.  If the condition is satisfied, the 
values of Kcrack are determined using the above equation; otherwise the values of Kcrack are 0.  It 
is obvious that the cracked rotor-bearing system as described by the model is a nonlinear, 
dynamical problem with the relative flexibility, hr, as the control parameter.  Thus, the shaft 
stiffness and crack breathing vary as the direction of deflection varies, and the induced response 
becomes highly nonlinear.  Resonances of harmonic, subharmonic and super-harmonic, along 
with the combination of them, were modeled and thoroughly analyzed in [2].  The nonlinear 
phenomena of a cracked rotor-bearing system were studied in [4,29] in which the effects of 
nonlinear stiffness were realized as nonlinear forces and different nonlinear dynamic states were 
simulated through employing the Runge-Kutta algorithm.  In addition, a highly effective real-
time wavelet-based crack detection algorithm was developed to enable the determination of 
crack characteristic frequency, period-doubling bifurcation, fractal and chaotic motions.  This 
kind of nonlinearity is also to be discussed in later chapters.  There are also many other nonlinear 
phenomena that were observed or investigated as results of other types of nonlinear sources 
attributable to, for example, rolling element bearings, rotors partially filled with liquid, or other 
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nonlinear spring characteristics.  For more detailed nonlinear phenomena and explanations for 
weak and strong nonlinear sources, the works by Ishida and Ehrich [2,74,76] are referred. 
2.3 Interpretation of Rotor-Dynamic Response 
 Once the rotor system and nonlinear sources are accurately modeled, rotor-dynamic time 
responses can be obtained using methods of direct integration or the model can be linearized in 
the neighborhood of equilibrium points to determine linear stability.  These two interpretations 
of a given rotor-bearing system have fundamental differences impacting the understanding of the 
dynamics and operation of the system being modeled.  To make a point, a rigid rotor model 
supported by journal bearings is used to demonstrate the differences in interpretation put forth by 
the two approaches.  The rotor is of mass 2m, thus being acted on by its gravity force, 2mg, and 
supported by two identical plain journal bearings.  The constant speed differential equations of 
motion for this rotor are 
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where m and e are the rotor’s mass and imbalance-vector, respectively, x, y are the coordinates of 
the journal center, and yx ff ,  are the bearing reaction force components.  The journal bearing is 
assumed to be short.  First, the equations are linearizd near the equilibrium point, ( 00 , yx ).  By 
giving the point a small perturbation,  
yx pyypxx +=+= 00 ,        (2.11) 
and using the stiffness and damping coefficients representation  
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Substituting Eqs. 2.11 and 2.12 into Eq. 2.10, we have 
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Normalize the two equations using 
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and then divide all terms by the side load mg, Eq. 2.13 becomes  
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Note that 00 , yx  are obtained when xf = 0, and mgf y =  and that Cr is the journal bearing 
clearance.  A simplified formula for short plain journal bearings can be found in [30].  
JIJI CK ,, ,  are non-dimensional rotor-dynamic coefficients, which can be derived following [68].  
 Linear stability analysis can be performed on Eq. 2.14 using the eigenvalue analysis by 
first obtaining the characteristic equation and then checking the real parts of the roots of the 
equation to determine stability.  Using the linearized procedure, only two cases can be 
determined; that is, stable and unstable, and the critical case can rarely be found.  Here the 
responses of Eq. 2.14 are numerically integrated using the Newmark method.  The parameters 
used are m = 300kg, R = 0.05m, Cr = 0.003*R, e = 0.3*Cr, and viscosity µ=0.022 N.sec/m2.  
When the rotating speed ω = 100π rad/sec, the corresponding equilibrium point is ( 00 , yx ) = 
(0.373, -0.561) and the induced response is stable, as is evident from Figure 2.1 where the orbit 
converges very quickly to the equilibrium point.  Figure 2.2 shows that when ω = 200π rad/sec 
and ( 00 , yx ) = (0.382, -0.414), though the trajectory doesn’t converge as fast, the corresponding 
response demonstrates a motion of stability.  After an extended amount of time, the orbit 
trajectory is seen to settle down into the equilibrium point.  As shown in Figure 2.3, when ω  
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Figure 2.1 Orbit of journal center using linearized model when ω = 100π 
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Figure 2.2 Orbit of journal center using linearized model when ω = 200π 
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 Figure 2.3 Orbit of journal center using linearized model when ω = 300π 
-0.015 -0.01 -0.005 0 0.005 0.01 0.015
-0.02
-0.015
-0.01
-0.005
0
0.005
0.01
0.015
x
y
 27
reaches 300π and ( 00 , yx ) = (0.362, -0.295), the system becomes unstable and the orbit of the 
journal center fast diverges. 
The linear procedure and synchronous-response procedures are commonly used in the 
design and production of rotary machines.  Nonlinear dynamical model for the same rigid rotor 
is analyzed to compare the results obtained using the linearized model.  First the model equation, 
Eq. 2.10, is normalized using 
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       (2.15) 
The same system parameters are used in this nonlinear model and the system responses are 
determined by integrating Eq. 2.15 using the Runge-Kutta method. 
When the rotor runs at 100π rad/sec, the system is stable.  However, Figure 2.4 shows 
that the center response is not an equilibrium point, but rather a limit cycle, thus a periodic 
solution representing a stable motion at the speed considered.  Continuing to increase the angular 
speed to 200π results in an unstable motion that is characterized in Figure 2.5 as a period 
doubling bifurcation.  The center trajectory will never converge to an equilibrium point as the 
linearized model predicts.  If the speed reaches 250π, more periodic doubling bifurcations would 
occur.  The close orbits in the orbit diagram Figure 2.6, though would never go out of bound, the 
dynamic state is becoming more unstable.  The same dynamic state of periodic doubling 
bifurcations is seen to persist even when the speed is further increased to 300π-400π.  
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Figure 2.4 Orbit of journal center using nonlinear model when ω = 100π 
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 Figure 2.5 Orbit of journal center using nonlinear model when ω = 200π 
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Figure 2.6 Orbit of journal center using nonlinear model when ω = 250π 
 
 
 
 
 
 
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
x
y
 31
 
 
 
 
 Figure 2.7 Orbit of journal center using nonlinear model when ω = 500π 
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Interestingly, when ω = 500π, the dynamic state found in Figure 2.7 is of subharmonic type.  The 
linearized model can never predict this kind of dynamic behavior in a simple rotor.  Thus results 
using nonlinear models can be compared to those obtained with linearized methods.  Linearized 
models dictate that, when control parameters exceed what the stability limit is allowed, the rotor 
would become unstable with exponentially diverging and unbounded vibration amplitudes.  On 
the other hand, as oppose to the linearized models, a nonlinear model would describe responses 
as nonlinear and bounded.   
2.4 Summary 
In this chapter, the research scopes of rotor-dynamics were reviewed.  It is summarized 
that the knowledge regarding the various rotor-dynamic behaviors are more often than not 
established using linearized rotor models and notions such as critical speeds, stability charts, 
stiffness and damping parameters.  The nonlinearity in rotor dynamic systems was discussed in 
reasonable detail.  A simple rigid rotor model supported by plain journal bearings was 
comparatively analyzed using nonlinear and linearized procedures.  The linearized model 
showed that the system is either uniformly stable or unstable while the nonlinear analysis 
described complicated nonlinear phenomena including periodic motion, period doubling and 
subharmonic motion.  The presented comparative study showed that linearized methods could 
misinterpret a bifurcated response as a stable motion and an almost stable motion as one of 
unstable, thus severely risking misreading the dynamics of a rotor system and also missing the 
important stability information about the system as a result.  With the increasing realization that 
rotor-dynamic nonlinearity cannot be neglected, advanced nonlinear analysis tools will need to 
be developed and applied to the analysis of rotary response in order to fully investigate and 
understand the physical nature of rotor-dynamic systems.  
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CHAPTER III 
ANALYTIC TOOLS FOR CHARACTERIZING ROTOR-DYNAMIC RESPONSES 
 
3.1 Time Domain Approach  
 As discussed in the last chapter, the indiscretionary use of linearized models or linear 
approach to the study of nonlinear rotor-dynamic systems could result in erroneous results and 
false physical interpretation, thus risking misreading system response and missing out critical 
information indicative of imminent instability or failure.  Henceforth, the need for being able to 
characterize nonlinearity and chaos has resulted in broad effort and progress in the area of 
nonlinear dynamics [4, 37, 78-79].  In this section, a few time domain nonlinear analytical 
methods are reviewed, along with some illustrative examples on employing them to interpret 
nonlinear responses.  
 The response of a dynamic system in general could be a fixed point, a periodic solution, 
or a non-periodic solution.  A stable linear or almost linear system would have an equilibrium 
point or a fixed point as its response.  The Hartmen-Grobman theorem states that the dynamic 
characteristics of a perturbed system are qualitatively similar to its linear counterpart in the 
neighborhood of the equilibrium point [7] and that the stability near the equilibrium point can 
thus be determined by slightly perturbing this point.  If the system restores back to the original 
point, the system near the point is stable. Otherwise, if the system diverges away from the point, 
it is unstable.  This is exactly the area in which linearized model and linear analysis can be 
applied.  Figures 2.1 and 2.2 show the linearly stable case, while Figure 2.3 shows the linearly 
unstable case.  
 By studying the geometric characteristics and flow paths of the solution trajectory in the 
state space, the stability near the trajectory can be determined using phase portraits.  Powerful 
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graphical tools that aid in identifying the dynamic state of a system include also the Poincare 
maps and bifurcation diagrams.  A Poincare map is a collection of sequential points in the state 
space generated by the penetration of a continuous evolution trajectory through a generalized 
surface or plane in the space [79].  For a periodically forced, second-order nonlinear oscillator, a 
Poincare map can be obtained by stroboscopically observing the position and velocity at a 
particular phase of the forcing function.  For a nonlinear rotor-dynamic system, its Poincare map 
is generally obtained this way.  Bifurcation diagram is used to plot the transition of a motion 
from stability to chaos as some parameters are varied.  Such diagrams can be obtained by time 
sampling the motion as in a Poincare map and displaying the output against the control 
parameter. The bifurcation diagram of the Quadratic map shown in Figure 3.1 is given as an 
example, in which µf  is plotted against the control parameter µ using the iterative scheme 
defined in Eq. 3.1 
)))...((()(
]1,0[)1()(
xfffxfy
xxxxf
n
µµµ
µ
µ
µ
==
∈−=
       (3.1) 
It can be seen that period doubling bifurcation occurs at µ = 3 and another bifurcation takes place 
at approximately µ = 3.47.  Through a cascade of period doubling bifurcation, the map becomes 
chaotic at µ = 4.    
 For a trajectory that follows a close orbit in the phase portrait and returns precisely to 
where it first started after one period, T, the motion is periodic and the closed orbit is called a 
limit cycle.  The trajectory of a periodic motion, starting initially either close to or away from the 
origin, always converges to a limit cycle in the phase space when this periodic solution is stable. 
Periodic solution will locate at the same position in the corresponding Poincare map.  Poincare 
map is a qualitative topological approach widely applied to the prediction of chaos and study of 
stability in the state space through exploring the geometric features of the sequence of points on 
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Figure 3.1 Bifurcation diagram of the quadratic map 
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     (a) 
     (b) 
Figure 3.2 (a) Time history of a nonlinear model at driving frequency ω = 100π. (b) 
Corresponding phase portrait and Poincare map of the response in (a)  
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the Poincare section.  This Poincare mapping has the same general stability as the flow in the 
state space [78].  When a system undergoing chaotic motion, its associated Poincare map will 
show specific shapes and features indicating the state and extent of bifurcation.  Figure3.2 shows 
the time history, phase portrait and Poincare Map of the response in Figure 2.1.  Figure 3.2(b) 
shows that there is one close orbit in the phase portrait and one point in the Poincare map. 
Consider the autonomous system below  
),( λxfx r
r
&r =          (3.2) 
Let )(0 tx
r
, function of a minimal period T, be the periodic solution to Eq. 3.2.  Imposing a 
perturbation yr  on )(0 tx
r
 
 )()()( 0 tytxtx
rrr
+=         (3.3) 
and substitute Eq. 3.3 into Eq. 3.2, the Taylor series expansion of the resulted equation about 
)(0 tx
r
 is thus 
 ||))((||)()),(()( 0 tyotytxFDty x
rrr&r += λ      (3.4) 
When n perturbations are applied to )(0 tx
r
, the n-dimensional linear system represented by Eq. 
3.4 has n linearly independent solutions, )(tyi
r
.  These n solutions can be expressed as a nn×  
matrix 
 )](),...,(),([)( 21 tytytytY n
rrrr
=        (3.5) 
From Eq. 3.4, the following relation is satisfied  
YtxFDY x
rr&r )),(( 0 λ=         (3.6) 
Because )()( 00 Ttxtx +=
rr
, it can be derived that 
)),(()),(( 00 λλ TtxFDtxFD xx +=
rr
      (3.7) 
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If )](),...,(),([)( 21 tytytytY n
rrrr
= , then )](),...,(),([)( 21 TtyTtyTtyTtY n +++=+
rrrr
.  
Because Eq. 3.4 has at most n linearly independent solutions, and )(tY
r
are such n linearly 
independent solutions, then )( TtY +
r
 must be the linear combination of )(),...,(),( 21 tytyty n
rrr
, 
thus meaning that 
Φ=+ )()( tYTtY
rr
        (3.8) 
The matrix Φ  is a transformation from an n-dimensional vector at t = 0 to another vector at t = 
T.  Assuming the initial condition IY =)0(
r
, where I is an identity matrix, and t = 0 in Eq. 3.8, 
we have  
)(TY
rr
=φ          (3.9) 
The matrix Φ  is called monodromy matrix.  The reason for IY =)0(
r
 is because the 
differentiation of the solution at t = 0 with respect to the initial condition 0x
r
 is an identity 
matrix. Differentiate Eq. 3.2, we have 
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And differentiate the initial condition 0)0( xx
rr
= , with respect to 0x
r
, we have  
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Eq. 3.10 is an initial value problem with the initial condition Eq. 3.11 that IY
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r
r
 is the monodromy matrix.  Differentiating Eq. 3.2 with respect to t, we 
have  
 39
xtxFDx x &
rr&&r )),(( λ=         (3.12) 
If )(txr  is a solution of Eq. 3.2, then )(tx&r  is a solution of Eq. 3.12, thus also of Eq. 3.4.  In 
addition, because  
)()()()( 0000 TtxtxTtxtx +=⇒+= &
r&rrr       (3.13) 
When t = 0, we have 
 )()0( 0 Txx &
r&r =          (3.14) 
Because )(0 tx&
r
 is a solution of Eq. 3.4, therefore it is a linear combination of 
)(),...,(),( 21 tytyty n
rrr
. 
ctYtx r
r
&r )()(0 =          (3.15) 
where cr  is a constant vector.  Evaluating Eq. 3.15 at t = 0 and t = T, we obtained  
 cTYTxcYx r
r
&rr
r
&r )()(and)0()0( 00 ==       (3.16) 
Because of Eq. 3.14, then 
 cTYcY r
rrr )()0( =         (3.17) 
From IY =)0(
r
 and also Eq. 3.9, Eq. 3.17 can be written as 
 cc rr =Φ          (3.18) 
Therefore, Eq. 3.18 shows that 1 is an eigenvalue of the monodromy matrix Φ  corresponding to 
the eigenvector )0(0xc
rr
= .  Thus the stability of periodic solution can be determined by other 
eigenvalues of the monodromy matrix Φ .  These eigenvalues are commonly called the Floquet 
multipliers.  According to the Floquet theory, if all the magnitudes of these eigenvalues are less 
than 1, the periodic solution is stable.  If one or more than one of their magnitude are greater 
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than 1, the periodic solution is not stable and bifurcations would occur.  The type of bifurcation 
can be determined by the way the eigenvalue(s) behaves outside of the unit circle. 
 A periodic motion may become unstable if the control parameters are allowed to vary, a 
scenario signifying dynamic deterioration of stability that could lead to eventual chaos.  Period 
doubling, secondary Hopf bifurcation, intermittence, and crises are several possible routes to 
chaos.  Period doubling is a commonly observed route through which a dynamic system 
becomes chaotic [2,4].  When the control parameter slowly varies, period doubling bifurcation 
will occur when one of the Floquet multipliers goes out of the unit circle from –1.  This is 
depicted in the Poincare section as two points.  In addition, this frequency-halving bifurcation 
would occur at smaller and smaller intervals of the control parameter and chaos would occur 
beyond a critical value as shown in Figure 3.1.  Figure 3.3 shows the waveform, phase portrait 
and Poincare map of the signal given in Figure 2.5.  Figure 3.3(b) shows that there are two 
closed orbits and there are two points in its corresponding Poincare map. 
 A quasi-periodic motion is a dynamic solution characterized by two or more 
incommensurate frequency components; that is, when the ratio of two frequencies is an irrational 
number.  Quasi-periodic motions come from the secondary Hopf bifurcation.  In terms of 
Floquet multipliers, the Hopf bifurcation is marked by having two complex-conjugate multiplier 
crossing the unit circle simultaneously.  Again, if the control parameter were further varied, the 
motion would become chaotic.  Appearance of quasi-periodic motion indicates the set-in of 
dynamics instability.  Although the presence of many incommensurate frequencies in the motion 
inevitably complicates the time waveform and phase portrait of a quasi-periodic motion; 
however, this kind of response can be determined using Poincare maps and Fourier Transform.  
The corresponding phase portrait will show complex closed orbits and the Poincare map will 
contain one or more closed-orbit-like point group.  Figure 3.4 shows the waveform, phase  
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(a) 
(b) 
Figure 3.3 (a) Time history of a nonlinear model at driving frequency ω = 200π. (b) 
Corresponding phase portrait and Poincare map of the response in (a) 
 
50 60 70 80 90 100
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
t
A
m
pl
itu
de
-1 0 1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
x
xd
ot
-0.5 0 0.5
-0.55
-0.5
-0.45
-0.4
-0.35
-0.3
-0.25
-0.2
x
xd
ot
 42
(a) 
(b) 
Figure 3.4 (a) Time history of a nonlinear time-delay model. (b) Corresponding phase 
portrait and Poincare map of the response in (a) 
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Figure 3.5 Phase portrait and Poincare map of a fractal response 
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portrait and Poicare map of a quasi-periodic response.  This response is obtained from a time-
delayed model in [80].  It can be seen in Figure 3.4(b) that the phase plot of the quasi-periodic 
response is heavily intertwined and its Poincare map shows a closed point sequence. 
These graphical tools are powerful in providing qualitative measures and therefore not 
feasible for quantitatively establishing whether an erratic response is indeed chaotic or not.  As a 
quantitative measure, the Lyapunov exponents and fractal dimensions were developed to 
determine if a motion is in the state of full-fledge or weak chaos.  Some systems could 
eventually display certain fractal features in its Poincare section subjected to continual dynamic 
deterioration.  A fractal state is the transition from a quasi-periodic motion or period doubling to 
a chaotic motion.  A fractal or fractal set has fine details at all possible scales and the quality of 
self-similarity at different scales; however, there is not a universal definition for fractal.  Fractal 
dimension is a quantitative property of a set of points in an n-dimensional space that measures 
the extent to which the points fill a sub-space, as the number of points becoming very large [81].  
The fractal dimension of an infinite fractal set of points is generally non-integer and less than n.  
The phase portrait of a fractal response is characterized by many tightly linked and hard to 
discern closed orbits.  Poincare maps are generally considered a better alternative to the phase 
portrait in revealing the physical essence of a fractal response.  Figure 3.5 shows the phase 
portrait and Poincare map of a fractal response acquired from [4], in which crack-induced rotor-
dynamic nonlinearities were investigated.  The fractal structure is clearly seen.  
Because they are both non-periodic and spectrally broadband, it is difficult to distinguish 
a fractal motion from a chaotic motion.  Chaos is completely irregular and unpredictable, and 
can be thought as a bounded non-periodic behavior whose attractors are geometrical objects that 
possess fractal dimensions.  Because of its relatively broadband spectrum characterized by 
spikes indicating the dominant frequencies, a chaotic response can also be considered as the 
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superposition of a very large number of unstable motions.  Chaotic systems are also 
characterized by their sensitivity to perturbations to the initial condition; that is, a tiny variation 
in the input can be quickly amplified to create overwhelmingly disproportional output.  As 
expected, it is difficult to make out a chaotic motion from among many fractal-like using the 
phase portraits.  However, as chaos can sometimes be readily identified with the forming of 
certain geometric shapes such as a horseshoe or a spoon in the Poincare space, the Poincare map 
is one of the alternatives for positively identifying a chaotic response.  Figure 3.6 shows the 
phase portrait and Poincare map of a chaotic response also from [4], where a strange geometric 
shape appears in the Poincare map.  
A powerful tool for the same objective, the Lyapunov exponents is a quantitative 
measure of the exponential attraction or repulsion in time of two adjacent trajectories in the state 
space with different initial conditions.  Chaos can be distinguished from noisy behavior due to 
random external influences and its degree evaluated using Lyapunov exponents.  A positive 
Lyapunov exponent would thus indicate a chaotic motion with a bounded trajectory.  However, 
as different attractors can have the same exponents or dimensions, descriptions of chaotic 
response using the Lyapunov exponents or fractal dimensions are oftentimes insufficient [6].  As 
such, these time-domain methods, which are initial condition dependent and also require that all 
data be available for analysis, rely on the expertise and subjective discretion of an experienced 
person for sound judgment calls. 
3.2 Fourier Analysis 
Bifurcation is the transition of a motion from one state to another accompanied by the 
appearance of new modes, the disappearance of old modes, or both.  Thus, different states of 
periodic, period-doubling, quasi-periodic, and chaotic motions can be readily identified by their 
respective spectrum.  This is one of the reasons that Fourier-based methods are often used for the 
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Figure 3.6 Phase portrait and Poincare map of a chaotic response 
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Figure 3.7 The spectrum of (a) a periodic response, (b) a 4period doubling response, (c) 
a quasi-periodic response, and (d) a chaotic motion 
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 identification of bifurcations.  The assumption made in the method is that a periodic or non-
periodic signal can be represented as a synthesis of sine or cosine signals 
∑∫ == ∞
=Γ 1
)exp()(
2
1)(
j
jj tiad
tieFtx ωωωωπ      (3.19) 
where )sin()cos( tite ti ωωω += . 
 Since )(ωF is often complex, the absolute value |)(| ωF  is used in graphical displays.  
When the motion is periodic or quasi-periodic, |)(| ωF  shows a set of narrow spikes or lines 
indicating that the signal can be represented by a discrete set of harmonic functions.  Near the 
onset of chaos, however, a continuous distribution appears, and in the fully chaotic regime, the 
continuous spectrum may dominate the discrete spikes.  Figure 3.7 shows the spectra of the 
periodic motion given in Figure 3.2, the period doubling response in Figure 3.3, the quasi-
periodic motion in Figure 3.4 and the chaotic motion in [53] (for a milling data at 2700 rpm 
spindle speed).  In Figure 3.7(a), there is only one frequency component for the periodic 
solution.  There is a frequency-halving phenomenon for period doubling bifurcation in Figure 
3.7 (b).  There are two incommensurate frequencies in the spectrum of the quasi-periodic motion 
in Figure 3.7(c). The chaotic motion has a broadband spectrum as shown in Figure 3.7 (d) in 
which continuous frequency distribution is seen occuring. 
However, the Fourier transform in Eq. 3.19 uses a set of linear periodic harmonic 
functions with constant amplitude and constant frequency to represent nonlinear and non-
periodic signals, which is clearly against our understanding about nonlinear nonstationary 
signals.  For the obvious arguments that the Fourier transform is linear and that its analyzing 
harmonic functions are stationary, spectral domain methods are not feasible for time-varying 
series demonstrating nonlinearity [36].  What, then, are the fundamental attributes required of a 
viable approach effective for characterizing nonlinear states of motion and for identifying 
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bifurcations as they occur and as they are in transition?  Because this frequency domain method 
totally loses the time domain information, which is essential to the detection of the occurrence of 
bifurcation and state change in real time, many research efforts were dedicated to developing 
approach that can simultaneously detect small variations in both the time and frequency 
domains.  
3.3 Time Frequency Analysis  
 A good way of detecting and identifying changes in dynamic state and bifurcations is to 
monitor spectral variations in time, thus implying characterizing a signal in both the time and 
frequency domains.  The objective of time-frequency analysis is to describe how the spectral 
content of a signal evolves and to establish the physical and mathematical essences needed for 
understanding a time-varying spectrum.  Among the various time frequency analysis methods 
applied to dynamical nonlinear analyses and fault detection [4,43-44, and 47-48] are the Short-
Time Fourier Transform (STFT), wavelet analysis, Wigner-Ville Distribution (WVD), Choi-
Williams Methods and Born-Jordan Distribution [82-83].  Since the cross items of bilinear 
methods, such as the WVD, can obscure the resolution of the time-frequency distribution, and 
thus the physical nature of the studied system, linear mathematical transformations including the 
wavelet transform have been widely adopted for the time-frequency analysis of nonlinearity [82-
83].  The continuous wavelet transform of a function f(t) with respect to some analyzing wavelet 
ψ(t) is defined as  
dt
a
bttf
a
bafW ∫
∞
∞−





 −= ψψ )(
1),(       (3.20) 
The parameters a and b are called the dilation and translation parameters, respectively.  In the 
equation below, the Gabor wavelet is given.  It is a complex sinusoid multiplied by a windowing 
Gaussian function 
 50
  )sin)(cos
2
exp(1)( 2
2
tittt +−=
γγ
ψ       (3.21) 
where γ is a positive constant.  The Gabor wavelet function has been shown to offer the smallest 
f time-frequency window than any other wavelets [85], and therefore provides very high 
resolution in the joint time-frequency domain.  The Gaussian part of this function provides a 
smooth, finite time window for the scalable sinusoidal function.  It is also important to note that 
the Gabor wavelet function does not satisfy the continuous wavelet admissibility condition in a 
strict sense, but can be assumed satisfactory if γ is large [86].  If period doubling occurred in a 
dynamic system, a new frequency at half of the forcing frequency would appear in the time-
frequency domain.  If the system continues to deteriorate, more period-doublings would occur 
and more low-order subharmonic frequency components would appear in the time-frequency 
domain.  Similar situations would also happen to the secondary Hopf bifurcation where a 
frequency component incommensurate to the forcing frequency would appear afterwards.  Figure 
3.8 shows the period doubling case, again, from [8], in which case the forcing frequency is 50 
Hz and the 25 Hz frequency component corresponding to the period doubling bifurcation 
appears at 1.8 sec. 
 Even though time-frequency distribution does work for some simple cases, however, it 
cannot provide the needed resolution required for analyzing nonlinear non-stationary signals and 
identifying bifurcation and system dynamic states.  To localize an event in time, the time 
window width has to be narrow, thus inevitably resulting in the dilemma of poor frequency 
resolution.  The dilemma is inherent of all Fourier-based time-frequency distribution.  Although 
their time windows can be adjusted, nevertheless, wavelets in general provide uniformly 
unsatisfactory resolution [36].  In summary, all Fourier-base time-frequency methods are of poor 
time resolution in low frequency.  Since all time events within the time window are averaged  
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 Figure 3.8 Gabor wavelet transform of a signal undergoing period doubling 
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 Figure 3.9 Gabor wavelet transform of a signal experiencing milling chatter 
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over the entire window, for example, Fourier method cannot distinguish two pulses from each 
other [56].  To define a local change using the wavelet analysis, since the higher the frequency 
the more localized the basic wavelet will have to be, one must find the result in the high 
frequency range.  Even if a local event happens only in the low frequency range, one would still 
be forced to find its effects in the high frequency range, thus making the task of interpreting 
nonlinear non-stationary signals more difficult.  In addition, as they are all Fourier-based and 
thus effective for analyzing linear stationary signals, the above mentioned time-frequency 
methods are unsuitable for nonlinear non-stationary signal analysis.  Using the example in Figure 
3.8, should the bifurcation occur in the frequency range higher than 150 Hz, the newborn 
frequency would be obscured with the forcing frequency and other frequencies, thus falsifying 
the detection and identification of the bifurcation.  Due to its low time-frequency resolution in 
resolving chaotic responses of characteristically non-periodic and broadband in spectrum, and in 
locating the time location in which bifurcation occurs, result is at best non-conclusive for this 
case.  Figure 3.9 shows the time-frequency distribution of a milling chatter response obtained at 
2700 rpm spindle speed [53].  Since all the modes are mixed together due to the averaging effect 
inherent of the Fourier-based time window, only the forcing frequency is unambiguously visible.  
All other frequencies cannot be discerned and no bifurcation can be detected or identified.  
3.4 Summary 
 In this chapter, commonly used nonlinear analytical methods were reviewed, along with 
examples illustrating their ineffectiveness and disadvantages.  Phase portraits and Poincare maps 
are qualitative measures for the analysis of nonlinear time series and they are not viable for 
quantifying bifurcated or chaotic motions.  Fractal dimensions and Lyapunov exponents can give 
the same numbers for physically different attractors.  More importantly, they are incapable of 
detecting bifurcations or differentiating as to the types of bifurcations.  Spectral methods were 
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introduced to detect the changes in system behavior through analyzing the variations of its 
frequency components.  Though some progresses and applications have been made, however, 
due to the loss of all time information, the methods have been shown to be ineffective in 
detecting the occurrence of bifurcation.  In order to show the time-dependent spectrum, several 
time-frequency analysis methods have been developed to try to resolve nonlinear non-stationary 
signals in the time and frequency domain simultaneously.  But all these methods are Fourier-
based and this inherent nature imparts to them all the disadvantages of the Fourier Transform.  
As there are many conflicting requirements and dilemma for reaching high resolution in the 
time-frequency domain if they were used to analyze nonlinear non-stationary signals, these time-
frequency methods are shown to be suitable for linear and stationary signal analysis only.  A 
feasible solution to these problems is thus one that can resolve signals of nonlinearity and non-
stationarity with satisfactory resolution in the time and frequency domain and void of all the 
identified drawbacks inherent of the Fourier analysis. 
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CHAPTER IV 
CONCEPTS AND APPLICATIONS OF INSTANTANEOUS FREQUENCY 
  
 As discussed in the previous chapters, because the Fourier transform is mathematically 
linear and the spectral characteristics of a nonlinear non-stationary signal vary with time, 
conventional Fourier-based analyses are insufficient in resolving the temporal progression of all 
individual spectral components in these signals.  A new approach has to be developed to resolve 
the predicaments identified and discussed in the last chapter.  As an alternative to methods of 
Fourier in characteristic, the fundamental notion of instantaneous frequency is presented in the 
chapter whose effectiveness in resolving the dilemmas are demonstrated using non-stationary 
responses obtained from several nonlinear dynamic systems.  
4.1 Fundamental Notions of Instantaneous Frequency  
The frequency of a stationary signal is well defined following the Fourier approach.  
Generally, the frequency is defined as the number of oscillations per unit time of a physical field 
parameter such as displacement, current or voltage.  But for non-stationary signals commonly 
encountered in communications, seismic, radar, medicine, sonar, and ultrasonic wave 
applications, this definition becomes ambiguous [87] and loses its effectiveness over the fact that 
the spectral characteristics of the signals vary with time.  Concepts that are viable and complete 
in describing this specific time-varying nature are thus needed.  This is the practical motivation 
behind the notion of instantaneous frequency.  Because instantaneous frequency is an intuitively 
sound and physically useful concept for describing signals of time-dependent spectral 
characteristics, efforts over the years have been focused on establishing a feasible definition for 
instantaneous frequency that is applicable to non-stationary signals of both monocomponent and 
multicomponent.  Gabor [88] was the first to introduce a complex analytic signal, which was 
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later employed to define instantaneous frequency as the time derivative of the phase of a signal 
by Ville [89].  The definition works well for monocomponent signals.  However, it fails to 
produce physically reasonable results for multicomponent signals.  Unfortunately, this failure not 
only hinders the progress on developing a universally accepted definition of instantaneous 
frequency but oftentimes leads to doubts and questioning of the necessity and existence of 
instantaneous frequency [90]. The fundamental concept of instantaneous frequency will be 
introduced in this section, and the problems with this definition will be analyzed using a few 
examples in sections that follow. 
A time-varying signal x(t) having both Amplitude Modulation (AM) and Frequency 
Modulation (FM) can be expressed as 
))(cos()()( ttatx ϕ=         (4.1) 
with a(t) the instantaneous amplitude and )(tϕ  the instantaneous phase.  The corresponding 
complex form of the signal is then 
))(exp()()( titatz ϕ=         (4.2) 
where z(t) is simply called the analytic signal.  The time derivative of )(tϕ is defined as the 
Instantaneous Frequency.  However, there are infinite numbers of possible combinations of AM 
and FM for any given signal using this representation.  The lack of uniqueness thus imparts no 
physical sense to the representation in Eq. 4.2.  To circumvent the problem and be able to obtain 
unique complex signals, Gabor [88] proposed an approach to “suppress the amplitudes belonging 
to negative frequencies and multiply the amplitudes of positive frequencies by two.”  Following 
this approach, the Gabor’s time domain complex signal, which is also an analytic signal by 
definition, can be determined using a slightly different definition as follows 
))(exp()(
)]([)()()()(
tita
txiHtxtiytxtz
ϕ=
+=+=
      (4.3) 
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Figure 4.1 (a) Time history of a simple sinusoidal signal initially starting with 1Hz and 
abruptly switching to 3Hz.  (b) Instantaneous frequency determined using the traditional 
definition 
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Figure 4.2 A linear chirp signal (top) and its corresponding instantaneous frequency 
(middle) and fast Fourier transform (bottom)   
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In Eq. 4.3 z(t), a(t) and )(tϕ are used in the same sense as before for convenience and  y(t) is the 
imaginary part of the analytic signal.  H[x(t)] is the Hilbert Transform of the time-varying signal 
x(t) defined as 
)(*)()()]([)( t
ptxd
t
xptxHty πττ
τ
π =∫ −==
∞
∞−      (4.4) 
where p is the Cauchy principle value.  In theory x(t) and y(t) are out of phase by 2/π .  The 
instantaneous amplitude and phase are thus defined uniquely as  
 )()()( 22 tytxta +=         (4.5) 
))(/)(arctan()( txtyt =ϕ        (4.6) 
Building upon Eqs. 4.5 and 4.6, Ville [89] went further and defined the time derivative of the 
instantaneous phase as the instantaneous frequency 
)))(/)((arctan(
2
1)(
2
1)( txty
dt
d
dt
tdtf π
ϕ
π ==     (4.7) 
The above definition captures the notion of instaneity in nature and fits our intuitive expectation 
of the instantaneous frequency concept.  It is encouraging that when the definition is applied to a 
sinusoidal signal, the obtained instantaneous frequency is exactly the frequency of the signal.  As 
an illustration, Figure 4.1 shows the waveform of a sinusoidal signal and its corresponding 
instantaneous frequency determined using Eq. 4.7.  The frequency of this signal is initially 1 Hz 
and then it abruptly switches to 3 Hz.  The instantaneous frequency depicted in Figure 4.1(b) 
also shows this change.  Figure 4.2 shows the waveform of a linear chirp signal, along with its 
corresponding instantaneous frequency and Fourier transform.  The instantaneous frequency is 
seen to change from 1 Hz to 3 Hz linearly in Figure 4.2.  This linear increase in frequency is not 
realized in the Fourier spectrum that also erratically displaying fictitious frequency components 
outside the 1-3 Hz range.   
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There are also other reasons for supporting this definition [82, 91].  From the following 
definition for the frequency spread associated with the complex analytic signal, 
))(exp()( tita ϕ [82], 
∫ ><−+∫= ∞∞−∞∞− dttatdtta f )())('())('( 2222 ωϕσω     (4.8) 
where f>⋅< is the average over frequency domain, it is clear that the first integral represents the 
frequency spread from the Amplitude Modulation and the second term is due to the deviation of 
)(' tϕ  from the average frequency indicating explicitly that )(' tϕ  is closely related to the 
instantaneous frequency.  In addition, the average frequency defined as follows [82],
 tf tdttxtdX >=<∫=∫=>< ∞∞−∞∞− )('|)(|)('|)(| 22 ϕϕωωωω    (4.9) 
where )(ωX  is the Fourier transform of x(t) and t>⋅<  is the average over the time domain, 
suggests that the average frequency may be obtained by integrating the derivative of the phase 
with density over the time axis.  It is thus considered appropriately suitable to call the derivative 
of the phase the instantaneous frequency. 
Because of these supporting reasons, the concept of instantaneous frequency has been 
intimately combined with the analytic signal and Hilbert Transform.  However, the definition 
fails to work in cases involving multicomponent signals.  This inevitably presents a constant 
difficulty for signal analysts because in the simple case of monocomponent signals the 
instantaneous frequency is oftentimes not necessary or required [91].  The dilemma between the 
seemly theoretically sound and physically appealing definition and the impracticality of the same 
definition to multicomponent signals has motivated a very long line of research aiming to 
remove the predicament of Ville’s definition [82,91-100].  A historical review of the successive 
attempts performed to define instantaneous frequency was presented in [87].  The relationship 
between instantaneous frequency and analytic signal, group delay, and bandwidth-time product 
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were also reviewed along with a thorough discussion on the relationship with time-frequency 
distribution.  Cohen [82] also reviewed the development of Ville’s definition and reported some 
doubts on the definition.  Additionally, he studied the relationship of instantaneous frequency 
with group delay [92] and the ambiguity in the definition of instantaneous frequency and 
amplitude [93].  The proper use of Ville’s definition, Cohen concluded, requires a choice be 
made between the nonnegative amplitude but an instantaneous frequency with infinite spikes and 
a bounded instantaneous frequency but an instantaneous amplitude with negative values.  
Oliveira et al. [91] analyzed the advantages and shortcomings of Ville’s definition and 
determined when and why the definition fails.  Two alternative definitions were given by them: 
instantaneous frequency as an average frequency and instantaneous frequency as a heterodyning 
law.  Loughlin et al. [94] proposed four conditions that the definition of instantaneous frequency 
should satisfy in order for the definition to have sound physical meanings.  They also presented a 
method using the positive time frequency distribution and time-varying coherent demodulation 
of the signal to find the instantaneous frequency.  Also tackling along the same line, Barkat and 
Boashash [95-96] recently demonstrated that the accuracy for estimating instantaneous 
frequency could be further enhanced using time-frequency distributions of better resolution.  
4.2 Misinterpretation of Instantaneous Frequency 
In the following, a few example signals are considered to analyze the cause of failure of 
Ville’s definition.  Figure 4.3 presents an example two-component signal with equal amplitude  
))cos()(cos()( 210 ttatx ωω += ,  where 0a is constant     (4.10) 
and Figure 4.4 gives also an example two-component signal but with unequal amplitude,  
)cos()cos()( 2211 tatatx ωω += , where both 1a  and 0a are constant   (4.11) 
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Figure 4.3 (a) A two-component signal with equal amplitude.  (b) Amplitude modulation 
of the signal.  (c) Instantaneous frequency determined using Ville’s definition, where 
dashed lines represent the two original frequencies 
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Figure 4.4 (a) A two-component signal with unequal amplitude.  (b) Amplitude 
modulation of the signal.  (c) Instantaneous frequency determined using Ville’s 
definition, where dashed lines represent the two original frequencies 
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Figure 4.5 (a) A multicomponent signal (milling vibration data).  (b) Amplitude 
modulation of the signal. (c) Instantaneous frequency determined using Ville’s definition 
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The multicomponent signal shown in Figure 4.5 is a type of dynamic instability response 
that was recorded from a milling machine [53].  In all three figures, (a) plots the time history of  
the signal and (b) and (c), respectively, shows their associated amplitude modulation and 
frequency modulation using Ville’s definition.  In Figure 4.3(c) and Figure 4.4(c), the dashed 
lines are the frequencies of the two components ( 21 and ωω ) and the solid lines are the obtained 
instantaneous frequencies using Ville’s definition.  
Figure 4.4 is a typical example for illustrating the various questions raised regarding the 
ambiguity of the definition of instantaneous frequency.  Some of them are: 
• The signal x(t) consists of two constant amplitude and frequency signals.  It is thus a 
stationary signal.  However, its amplitude modulation and frequency modulation 
(instantaneous frequency) both demonstrate time-varying characteristics. 
• There are only two frequencies, 21 and ωω , in the signal but the obtained instantaneous 
frequency is severely obscured by becoming negative at times.      
• Notwithstanding, why is there only one instantaneous frequency while the two frequencies 
21 and ωω  are physically present at all time? 
Other questions raised regarding4 this definition can also be found in [82].  A 
meticulous examination of the amplitude and frequency modulations in Figure 4.5 concludes that 
the instantaneous frequency as is interpreted by Ville’s does not in any way conform to the 
underlying characteristics of the milling process as we understand it so well.  In other words, 
although instantaneous frequency is a well-founded physical concept, the instantaneous 
frequency in Figure 4.4(c) makes no physical sense.  Is the case with the traditional definition of 
instantaneous frequency yet another example demonstrating that mathematical elegance does not 
always ensure or deliver sound physical interpretation?   
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The questions on what properties must the instantaneous frequency have and if these 
properties reveal the nature of the signal under investigation were widely reported [82,87,91,94].  
Four physical conditions were proposed for calculating the AM and FM of a signal in [94]:  
i) If the signal, x(t), is bounded in magnitude, then the magnitude of its amplitude 
modulation, A(t), should also be bounded; that is, ∞<∞< |)(||)(| tAimpliestx . 
ii) The instantaneous frequency, f(t), should be limited to the range of frequencies occupied 
by the signal; that is, maxminmaxmin
2 )()(,0|)(| ωωωωωω ω <<⇒<<∉= tfX . 
iii) For a pure sinusoidal signal )cos()( 000 φω += tAtx , it is always true that 
00 )(|||)(| ω== tfandAtA . 
iv) If the signal is scaled in amplitude by a constant c, then the value of the instantaneous 
frequency should not be changed; that is, if x(t) implies A(t) and f(t), then cx(t) implies 
cA(t) and f(t). 
Furthermore, for a multicomponent signal having individual constant amplitude and time 
independent spectral contents, the instantaneous frequency should also be time independent; that 
is,  
0)()()(
1
=∑ +=
=
tf
dt
dimpliestjeatx
N
i
ii
i
φω  . 
The above condition was added at a later date by Oliverira and Barroso as the condition v [91].   
The signal in Figure 4.3 is also stationary.  Its amplitude modulation is non-stationary, 
but its instantaneous frequency is both the average of the two frequencies and stationary, a case 
which made many researchers embrace Ville’s definition with acceptance.  The average 
frequency at any one moment was even considered by some as one type of definition for 
instantaneous frequency [91,94].  However, this perspective is not satisfactory.  To demonstrate, 
consider a non-stationary signal defined below. 
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))2cos()2(cos()( 000 bttbttatx −++= ωω ,  where 0a  and b are constant  (4.12) 
The signal is time dependent, but using Ville’s definition the instantaneous frequency is 
determined to be 0ω .  That is, the non-stationary signal was interpreted as having single 
stationary instantaneous frequency.  Thus the frequency cannot tell us anything about the 
temporal evolution of all the frequencies in the signal.  Therefore, it is unacceptable that the 
average frequency is defined as the instantaneous frequency even if the average frequency 
satisfies all the formerly listed five physical conditions.  These five conditions are insufficient 
for completely defining instantaneous frequency. 
It is obvious that the concept of instantaneous frequency defined following Ville’s 
definition is in the average sense.  Eqs. 4.8 and 4.9 are infinite integrals evaluated along time and 
thus are each an average in the infinite integral sense.  The following definition using the time-
frequency distribution also determines the average frequency at every time instances, instead of 
the true instantaneous frequency, 
∫
∫= ∞
∞−
∞
∞−
dfft
dfftf
tf
),(
),(
)( ρ
ρ
         (4.13) 
where ),( ftρ is the Fourier Transform of the time dependent autocorrelation function defined in 
[101].  There should be exactly two instantaneous frequencies, 2and1 ωω , in Figure 4.4 at each 
and every time moment.  The averaging effect inherent of the definition not only averages the 
two frequencies in the stationary signal but also erroneously and erratically interprets the signal 
as non-stationary with negative instantaneous frequencies!  It is beyond any argument that 
average frequency and instantaneous frequency are two different concepts.  There can be only 
one average frequency at any one time, but instantaneous frequency can be many.  Ville’s 
definition would work well for monocomponent signals and would understandably fall short on 
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resolving multicomponent signals because it would make no discretion and henceforth interpret 
the average (in the infinite integral sense) of all presenting frequencies as the instantaneous 
frequency.  Oliveira and Barroso [91] argued that “… the difficulties encountered in the previous 
example [i.e., Figure 4.4] are not intrinsic problems of traditional definition of Instantaneous 
Frequency, but instead a mere consequence of misuse of the concept.”  Since the studied signal 
has two components, and there is no point in asking what the instantaneous frequency of a 
multicomponent signal is.  The rationale is that a multicomponent signal does not have one 
instantaneous frequency; by construction, it has several, at each moment.  Furthermore, they 
considered that separating a signal into a set of different components remains an arbitrary human 
activity and, as such, the number of “components” can never be the key to the physical 
acceptability of the definition.  These arguments are insightful but unfortunately misleading.  
The key to eliminate the various difficulties and ambiguities experienced in the previous 
examples ought to be finding a viable decomposition scheme.  Seeking to develop or formulate 
another definition for instantaneous frequency from the notion of average frequency would be 
missing the point.  Boashash [87] also concluded the same that Ville’s definition has physical 
meaning only for monocomponent signals, where there is only one frequency or a narrow range 
of frequencies varying as a function of time.  For multicomponent signals, the notion of a single-
valued instantaneous frequency becomes meaningless, and a breakdown into its components is 
needed.  Thus a decomposition method effective for decomposing a multicomponent signal into 
its associated monocomponent subsets and not obscuring or obliterating the physical essentials 
of the signal would allow the traditional definition of instantaneous frequency to be complete 
and applicable to signals of both mono- and multi-component. 
According to [36], it is indicated that the traditional definition of instantaneous 
frequency is not applicable to data that are not symmetric.  Multicomponent signals are 
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necessarily not symmetric but, by definition and also by requirement, a monocomponent subset 
is symmetric in time.  Recall that the analytic signal in Eq. 4.3, which has the form 
))(exp()( tita ϕ , indicates that the physical meaning of the signal is implicitly carried by a(t) and 
)(tϕ , the amplitude and frequency modulation, respectively.  If the spectra of a(t) and )(tϕ  are 
not separated in frequency, it can be shown that the Hilbert transform of the signal will be phase-
distorted [87].  A multicomponent signal is generally broadband and more often than not the 
spectra of a(t) and )(tϕ would overlap.  This is one of the reasons why the traditional definition 
of instantaneous frequency does not work for multicomponent signals.  Because the Hilbert 
Transform based analytical formulation provides better approximation to signals of relatively 
narrow bandwidth, the more closely a signal approaches the narrowband condition, the better in 
general the traditional definition would be in estimating the instantaneous frequency [87].  
Therefore, in order to find the true frequency progression within a multicomponent signal, it is 
necessary to break down the many, coupled components of the signal into its individual intrinsic 
components.  
Thus, the instantaneous frequency for a multicomponent signal is defined as a global 
characteristic collectively described by the instantaneous frequencies associated with all the 
individual components in the signal, and the instantaneous frequency of each component can be 
uniquely determined using the traditional definition.  The number of instantaneous frequency is 
the same as the number of monocomponents in the signal.  As an illustration, the signal 
1221 where),cos()cos()( ωtttx >= ωωω , can be decomposed into two distinct parts: 
)
2
cos(
2
1 21 ωω + and )
2
cos(
2
1 21 ωω − .  Applying Ville’s definition to the individually 
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decomposed parts and the two instantaneous frequencies,
2
and
2
1221 ωωωω −+ , within this 
signal would be readily resolved. 
Contingent upon the availability of an effective decomposition scheme, Ville's definition 
would be a powerful tool allowing the temporal development of all frequency components to be 
represented by the corresponding instantaneous frequency at any time instance and thus enabling 
signals of monocomponent and multicomponent alike to be fully characterized.  In the next 
section an effective decomposition method will be introduced and the feasibility of the scheme in 
decoupling a signal into its monocomponent subsets will be demonstrated using two of the 
examples previously considered in Figures 4.3(a) and 4.4(a). 
4.3 Decomposition of Multi-Mode Structure  
As stated, the traditional definition of instantaneous frequency is meaningful only for 
monocomponent signals.  In order to study the time-dependent characteristics of a 
multicomponent signal, the signal has to be decomposed into its monocomponent subsets, so that 
the instantaneous frequency of all the intrinsic components can be subsequently determined 
following the traditional definition.  To answer the questions as to how to extract these 
components and simultaneously avoid turning the decomposition process into a mere “arbitrary” 
human activity, it is imperative that one provides sound answers to the following: How are the 
intrinsic components of a multicomponent signal defined and why do they individually have 
physical meanings?   
It is appropriate to first examine what properties a physically meaningful component 
should have.  From the perspective of amplitude and frequency modulation, a monocomponent 
signal should have one and only one instantaneous frequency at any time and that its amplitude 
modulation and frequency modulations are completely separated meaning that their individual 
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spectra are not overlapped.  However, from the spectrum alone a signal cannot be discerned as 
one of monocomponent or multicomponent.  As such, for all components, the associated analytic 
signal defined using the Hilbert transform is therefore needed.  To ensure a good estimation of 
the instantaneous frequency using the Hilbert Transform approach, the frequency modulation 
must be demodulated from the amplitude modulation.  In other words, the spectra of a(t) 
and )(tϕ of the resulted analytic signal ))(exp()( tita ϕ  would need to be well separated.  The 
relationship between the amplitude modulation and the frequency modulation is dependent upon 
the covariance defined as follows [82],  
>><<−>=< ωϕω ttttCov )('        (4.14) 
where  
dttstttt ∫>=< 2|)(|)(')(' ϕϕ , ∫>=< dttstt 2|)(| , ∫>=< ωωωω dS 2|)(|  
and >< )(' ttϕ  is the average (again, in the infinite integral sense) of  the product of time with 
instantaneous frequency.  Since >< )(' ttϕ  equals to >><>=<><< ωϕ ttt )(' , if time and 
frequency are not mutually dependent then the covariance 0=ωtCov .  For a symmetric signal, 
the covariance between the amplitude and frequency modulation is zero [82] implying that the 
amplitude and frequency modulations are completely demodulated.  Hence symmetry seems 
desirable for the intrinsic component of a multicomponent signal. 
An intrinsic component can be expressed as an analytic signal as 
))(exp()()( titatz jjj ϕ= , where the subscript j denotes the individual components so that 
∑ == nj j tztz 1 )()( .  It should have only one frequency at any time instance and both of its 
frequency and amplitude may change with time.  Consider the following four possible physical 
scenarios for the component: 
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1) without amplitude and frequency modulation, the analytic component signal is a sinusoidal 
signal  
jjjjj atiatz ωω andwhere),exp()( =  are constant.    (4.15) 
2) without amplitude modulation but with frequency modulation, the analytic component is  
jjjj atiatz where)),(exp()( ϕ=  is constant.      (4.16) 
3) with amplitude modulation but without frequency modulation, the analytic component is 
jjjj titatz ωω where),exp()()( =  is constant.      (4.17) 
4) with amplitude and frequency modulation, the analytic component signal can be written as 
))(exp()()( titatz jjj ϕ=         (4.18) 
For the simple cases 1) and 2), by definition, the real part of the analytic signal has to be 
symmetric in time.  As long as the spectrum of aj (t) is well separated from (or much lower than) 
jω , the same can be concluded for case 3) that the real part of the analytic signal is symmetric.  
Following the same token, it is reasonable to say that, if the spectrum of aj (t) is well separated 
from (much lower than) the spectrum of )(tjϕ , the real part of the analytic signal in the 
complicated case 4) is also symmetric.  It should be noted that by definition if the real part of the 
analytic signal is symmetric, then its corresponding imaginary part is also symmetric in time.  
Because the time frequency covariance of a symmetric signal is zero, well separation of the 
spectra of )(ta j and )(tjϕ  can always be maintained.  In summary, satisfying the symmetric 
condition is thus a natural and meaningful requirement for the construction of the intrinsic 
components of a multicomponent signal.   
Huang et al. [36] presented a decomposition scheme capable of breaking a 
multicomponent signal down into its intrinsic components.  The method, referred to as the 
Empirical Mode Decomposition (EMD), was developed from the simple assumption that any 
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signal consists of many simple intrinsic modes of oscillation.  Each mode has the same numbers 
of extrema and zero-crossings, and the inherent oscillation is symmetric with respect to a local 
mean.  The local mean is defined by the maximum envelope and minimum envelope without 
resorting to time scales.  Given this local mean, modes of different time scales can be separated.  
Once separated, each mode is independent of one another and all modes would have no multiple 
extrema between successive zero-crossings.  As such, each separated mode can be designated as 
an Intrinsic Mode Function (IMF) by the following conditions: (a) the number of extrema and 
the number of zero-crossings must be either equal or different at most by one in the entire data 
set, and (b) the mean value of the envelope defined by the local maxima and the envelope 
defined by local minima is zero at every point.  The two conditions fit perfectly our 
understanding of what are required of an intrinsic component.  
An IMF represents a simple oscillatory mode.  Given the two conditions required of an 
IMF, the first IMF can be extracted using the following steps: 
Step 1. Identify and then connect all the local maxima of the signal x(t) using a smooth function 
to obtain the maximum envelope function max(t).  Identify and connect all the local minima of 
x(t) using a smooth function to obtain the minimum envelope function min(t).  Finally, set 
mean1(t)=(max(t)+min(t))/2. 
Step 2. Subtract mean1(t) from the original signal, x(t), so that s1(t)= x(t) - mean1(t). 
Step 3. Repeat Step 1 and 2 on s1(t) to obtain mean2(t) and s2(t) and afterwards, on s2(t) to 
obtain  mean3(t) and s3(t).  Keep recursively repeating Step 1 and 2 until sn(t) is obtained that 
satisfies the two conditions of an IMF.  Denote C1(t)=sn(t) and the difference between the 
original signal x(t) and the first IMF as d1(t)= x(t)- C1(t).  This sifting process is shown in 
Figure 4.6 using an example signal.    
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Figure 4.6 (a) A time domain signal.  (b) Original signal (        ) with its maximum envelope and 
minimum envelope (             ) and its local mean (              ).  (c) s1(t): result after one sifting 
process.  (d) The first Intrinsic Mode Function obtained 
 
 
0 100 200 300 400 500 600 700 800
-10
-5
0
5
A
m
pl
itu
de
(a)
0 100 200 300 400 500 600 700 800
-10
0
10
A
m
pl
itu
de
(b)
0 100 200 300 400 500 600 700 800
-5
0
5
A
m
pl
itu
de
(c)
0 100 200 300 400 500 600 700 800
-50
0
50
A
m
pl
itu
de
Time
(d) 
 75
Repeat the above procedures to get C2(t) and d2(t), C3(t) and d3(t),…, and Cn(t) and 
dn(t), until dn(t) has less than two extrema or no IMF can be extracted from it.  Denote 
R(t)=dn(t), which is called the residue. Thus the collection of all the IMFs C1(t), C2(t),…, and 
Cn(t) and the residue R(t) restores back the original signal x(t): 
)()()(
1
tRtCitx
n
j
+∑=
=
        (4.19) 
The sifting process has two objectives: removing riding waves and making the signal 
profile more symmetric [36].  It can be seen from the following analysis that the first mode has 
the smallest time scale indicating that it includes the highest frequency components.  As the 
decomposition goes on, the frequency components included in the IMF become lower.  The 
residue should include almost no frequency components at all.  Simply put, the decomposition is 
based on the local characteristic time scale of the data to produce an adaptive basis and it thus 
does not resort to a set of fixed time scales.  Understandably the EMD is highly feasible for the 
analysis of nonlinear and non-stationary signals. 
When all the intrinsic components are available, the corresponding monocomponent 
analytic signals can be constructed using the Hilbert Transform and the obtained analytic signals 
can then be used to determine the signal’s instantaneous frequencies and amplitude modulations 
using Eqs. (4.5) and (4.7).  The original signal, x(t), can now be expressed as  
∑ ∫=
=
n
j
jj dttitatx
1
))(exp()()( ω        (4.20) 
Alternatively, the signal can also be expressed using its Fourier representation as 
∑= ∞
=1
)exp()(
j
jj tiatx ω         (4.21) 
The Hilbert Transform in Eq. 4.4 can be appropriately interpreted as the convolution of x(t) with 
1/t, thus clearly emphasizing the property of temporal locality of x(t).  The polar coordinate 
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representation in Eq. 4.18 further clarifies the local nature of the expression.  It can be readily 
seen from Eqs. 4.20 and 4.21 that the Hilbert transform expression reveals the nature of an 
amplitude-varying and phase-varying trigonometric function of x(t), while the Fourier transform 
expression does not show the property of amplitude variation.   
It is evident from Eq. 4.19 that the decomposition is mathematically complete.  
However, since the local mean acquired using the maximal and minimal envelopes is not exactly 
a mathematical mean, the IMF’s obtained sequentially through the repetitive shifting process 
listed above are therefore not mutually orthogonal in the strict mathematical sense.  
Nevertheless, the two conditions of IMF, namely, symmetric in time and having no multiple 
extrema between zero-crossings, ensure that IMF’s can be made almost orthogonal if certain 
conditions are met.  It can be shown that the inner products of )(tci  with )(tc j , and of )(tci  
with )()( tctx j− , where i ≠ j, are almost zero.  Therefore, although the local mean is not a true 
mean, the decomposition is both complete and orthogonal.  In addition, Eq. 4.19 shows that a 
multicomponent signal can be represented by its individual amplitude-varying and frequency-
varying monocomponent whose amplitude modulation and frequency modulation are completely 
separated.  The equation also makes it possible to represent the instantaneous frequency along 
with the corresponding amplitude as a function of time in a 3D-plot.  For example, the amplitude 
can be plotted on the instantaneous time-frequency plane and this time-frequency distribution of 
amplitude is properly named as the Hilbert Amplitude Spectrum, ),( tH ω , to note and 
differentiate from the more accustomed to Fourier spectrum [10].  
4.4 Examples and Discussion of Instantaneous Frequency 
A demonstrative example is considered in this section.  Figure 4.7(a) is a repetition of 
the same two-component signal as in Figure 4.4(a).  Following the shifting procedures defined 
previously, the two intrinsic components were resolved and there was almost no residue, thus
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(a) 
(b)       
Figure 4.7 (a) A two-component signal with unequal amplitude and its two physical components 
obtained using the Empirical Mode Decomposition.  (b) The two instantaneous frequencies 
determined using the two components of the signal 
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 indicating a null signal.  Note that the two obtained components C1 and C2 are the two 
sinusoids comprised of the signal.  The traditional definition of instantaneous frequency was then 
applied to the two resolved intrinsic modes to obtain the two instantaneous frequencies plotted in 
Figure 4.7(b).  The two instantaneous frequencies are exactly what were expected without being 
averaged or obscured.  The EMD enables multiple components (or modes) to be separated using 
the intrinsic time scales that are inherent to the signal (Eq. 4.19).  It also fits one’s intuitive well 
that a component is uniquely characterized by its intrinsic time scale.  Because the Hilbert 
transform temporally localizes and extracts the phase information pertaining to only one mode at 
a time, the phase velocity of the mode is then evaluated as the instantaneous frequency of the 
mode.  
The instantaneous frequency and its amplitude modulation thus defined clearly 
demonstrate the development of all the frequency components within the two example systems 
and allowed the physical characteristics of the systems to be studied.  The four conditions given 
in [94], along with the one given in [91], can be applied to check and prove that this definition of 
instantaneous frequency on each and every separated intrinsic component surely satisfies all the 
conditions.  The definition imparts concrete physical meanings to all intrinsic components and, 
henceforth, all the corresponding instantaneous frequencies! 
Cohen [82] summarized the five paradoxes regarding the concept of instantaneous 
frequency defined as the time derivative of the phase of the analytic signal.  Using two-
component signals similar to those presented in Figures 4.3 and 4.4 as illustration, Cohen 
expressed his concerns over the observations made to the two-component signals that 1) The 
calculated instantaneous frequency is not one of the frequencies in the spectrum.  2) The line of 
spectrum consists of only a few sharp frequencies and the instantaneous frequency is continuous 
and ranges over an infinite number of values.  3) Although the frequency response of the analytic 
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signal is zero for negative frequencies, the instantaneous frequency occasionally becomes 
negative.  4) The signal is bandlimited, however, the evaluated instantaneous frequency is seen 
to go outside the band.  The difficulties summarized by Cohen have their roots in the fact that the 
notion of instantaneous frequency, which is physically applicable to only mono-component 
signals, was inadvertently applied to signals of multicomponent.  Because by definition 
instantaneous frequency is a conditional average frequency, the instantaneous frequencies 
associated with all inherent components of the signal were “averaged” and misrepresented as one 
obscured frequency with periodic sharp spikes and going occasionally out of bandwidth into the 
negative range as a result.  From the presented examples in which multicomponent signals were 
properly decomposed into their monocomponent intrinsic subsets and then instantaneous 
frequencies were successfully extracted by applying Ville’s definition to the individual subset, it 
is clear that an effective mode decomposition method would ultimately resolve all the paradoxes 
listed above.  By having the long-standing ambiguities and difficulties removed, the Empirical 
Mode Decomposition is one such powerful decomposition method enabling Ville’s notion of 
instantaneous frequency to be generally, if not universally, applicable to signals of both mono- 
and multi-component. However, a few questions remain. For example, Can instantaneous 
frequency thus defined be related to the frequency defined in the Fourier sense?  Or are they two 
totally different notions?  Because the instantaneous frequency for a sinusoidal signal is the same 
as the frequency defined in the Fourier sense, the idea is preferred that the two concepts are 
related.  If so, how exactly the energy of instantaneous frequency is or to be defined and how to 
relate it to the energy of Fourier frequency?  Huang, et al. [36] indicated that the energy of 
instantaneous frequency is related to the amplitude modulation.  However, more specifics in this 
regard are needed. 
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4.5 Characteristics of Nonlinear Response Interpreted Using Instantaneous Frequency 
 Bifurcation is the transition of a motion from one dynamic state to another accompanied 
by the appearance of new modes, the disappearance of old modes, or both.  More specifically, a 
periodic motion contains only one frequency component (along with its harmonics), a quasi-
periodic motion has at least two incommensurate frequencies (along with their harmonics), and a 
chaotic motion has a broadband spectrum.  Thus, different states of periodic, period-doubling, 
quasi-periodic, or chaotic motions can be readily identified by their respective spectrum.  This is 
one of the reasons that Fourier-based methods are often used in conjunction with time domain 
methods for the identification of bifurcations.  However, for the obvious arguments that the 
Fourier transform is linear and that its analyzing harmonic functions are stationary, spectral 
domain methods are not feasible for time-varying signals demonstrating nonlinearity.  Because 
instantaneous frequency displays frequency variation with time, changes of dynamic states 
indicative of bifurcation and instability can be identified through monitoring the instantaneous 
frequencies and the corresponding amplitudes.  By comparing the instantaneous frequencies of 
the old mode to that of the new mode, the type of bifurcation can be determined.  For example, if 
the instantaneous frequency of a new mode is about half of the frequency of the old mode, 
period-doubling occurs.  If the instantaneous frequency of the new mode is incommensurate with 
the old mode, quasi-periodic bifurcation occurs. Similarly, intermittence, crises and chaotic 
motion can be thus determined. 
How does one quantify bifurcation and chaotic response of a dynamic nonlinear motion 
using instantaneous frequency?  The idea is that a dynamic state can be determined 
simultaneously by observing the changes in time of the instantaneous frequency components and 
their corresponding energy.  Because time information is essential for positively localizing 
aberrations, it is required that instantaneous frequency components occurring at the present 
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moment be compared with those components that occurred one instance before.  To prevent this 
qualitative comparison, an understandably enormous task, the cumulated weights of all 
instantaneous frequency components between a starting moment, 0t , and a selected ending 
moment, 1t , can be calculated as a function of the frequency as follows  
∫= 1
0
01 ),()( tt dttHh ωω        (4.22) 
Thus ...),(),( 2321 ωω hh  can be similarly computed at moments between 
...,andand,and 3221 tttt ., respectively.  The idea behind Eq. 4.22 is borrowed from the Fourier 
transform in which the weights of all the harmonic components are evaluated over the whole 
time span.  However, it should be noted that the marginal spectrum defined in Eq. 4.22 describes 
and interprets the meaning of the frequency completely differently from the Fourier spectrum 
does.  In the Fourier transform, presence of energy at a harmonic is interpreted as if the specific 
sinusoidal component is present throughout the entire duration of the time event.  On the other 
hand, the marginal spectrum only gives the cumulated weights of all instantaneous frequency 
components over some selected time span in a probabilistic sense [9], thus indicating the 
occurrence probability of the frequency components being considered.  
If the motion is periodic before instance 1t , )(01 ωh  will then have only one peak.  If 
bifurcation occurs between 1t  and 2t , appearance of new modes will be registered as new 
frequency components in )(12 ωh .  This can be readily realized in the simultaneous instantaneous 
time-frequency plane as the secondary frequency component appears and its amplitude becomes 
larger.  If dynamic stability is allowed to further deteriorate beyond 2t to eventual chaotic states, 
more frequency components will exist in the marginal spectrum, )(23 ωh , where broadband 
characteristics will be prominent.  In addition, the amplitude variations of all the frequency 
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components can be easily resolved either on the time-frequency plane or from the marginal 
spectrum at any instance t .  The cumulated values of different frequency components can 
therefore be used to characterize a nonlinear system and to also quantify bifurcation and chaotic 
response of the system.  In summary, the exact moment of bifurcation occurrence can be 
pinpointed using more refined marginal spectra.  As an alternative demanding less computing 
requirement, the same task can be equally achieved in the instantaneous time-frequency domain. 
In the immediate following an example is given to illustrate the use of instantaneous 
frequency to the detection and identification of bifurcation and nonlinear response.  The 
example, which was investigated in [80], is a time-delay oscillator that displays pitchfork 
bifurcation and other types of bifurcation as results of nonlinear feedback.  The time-delayed 
equation is given by   
3
21
3
21
2
0 ])()([])()([)cos( txtxtxtxtkxxxx &&&&&&&& −−+−−+Ω=+−+ τβτβααω  
(4.23) 
where all system parameters α’s, β’s, and k are assumed to be positive and Ω is the external 
driving frequency.  Given 20ω = 10.0, α1 = 12.2, α2 = 0.3, β 1 = 6.5, and Ω =2.0, different sets of 
periodic forcing (k's) and nonlinear feedback (β2's) are studied in [80].   
In the case presented in Figure 4.8 where β2 is set to equal 0.1 and k is linearly increased 
from 1 to 10, a time step ∆t = 0.001 sec is used to increment the response history, x(t), and k and 
β 2 are each kept constant in the first 25,000 time steps.  Starting at t = 25 sec the periodic 
forcing parameters are then linearly increased for the next 20 seconds (20,000 time steps) to its 
final values.  Only the portion of the entire time response enclosing t = 25 sec and beyond is 
considered.  As is evident from Figure 4.8(b), when k is relatively small, the driving frequency (f 
= 1/π) is not exactly prominent to begin with.  The two IMFs resolved using EMD are seen in 
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      (a) 
(b) 
Figure 4.8  (a) Dynamic response and its decomposed intrinsic modes for β2 = 0.1 and k being 
varied from 1.0 to 10.0.  (b) Associated instantaneous frequencies corresponding to all resolved 
IMF C1-C2 
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Figure 4.8(b) as two incommensurate modes demonstrating the attribute of a quasi-periodic 
motion.  It is noted that only one of the modes in the figure displays temporal-modal structure 
with an oscillation period of approximately 0.4sec.  As no aberration is observed with either 
mode within the 19-second window, no bifurcation or further change of dynamic state occurs for 
increasing the periodic forcing amplitude from 1.0 to 10.0.  In addition, it can be shown that the 
accumulated effect from the forcing frequency becomes more prominent while the effect from 
the natural frequency remains the same on the marginal spectrum, )(1, ω+iih . 
4.6 Summary 
The concept of instantaneous frequency is of high practical significance for the analysis 
of nonlinear non-stationary signals.  Because their spectral characteristics vary with time, 
conventional Fourier-based analyses are insufficient in resolving the temporal progression of all 
individual spectral components in multicomponent signals.  Ville’s definition of instantaneous 
frequency works well for monocomponent signals; however, the definition falls short on 
providing a unified interpretation applicable also to signals of multicomponent.  The definition 
realizes infinite instantaneous frequency or negative amplitude in multicomponent signals; both 
of which are against our intuitive understanding of instantaneous frequency.  As signals subject 
to daily investigation are mostly non-stationary and of multiple components in nature, it is 
essential that the definition of instantaneous frequency be re-examined and physically 
established to enable wider application.  In this chapter, problems associated with the use of 
Ville’s definition for instantaneous frequency were analyzed using a few simple examples and a 
viable solution to the problems were identified.  A decomposition method was employed to 
separate multicomponent signals into their associated monocomponent signal subsets.  Ville’s 
notion was then applied to the subsets to successfully extract signal instantaneous frequencies.  
The presented approach resolves the predicament commonly experienced in applying the 
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definition of instantaneous frequency and thus is significant and essential to the analysis and 
study of nonlinear rotor-dynamic systems.  
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CHAPTER V 
NUMERICAL MODELING OF A SHAFT-ROTOR SYSTEM WITH NONLINEARITIES 
 
5.1 Finite Element Model 
 Time domain and spectral domain methods for investigating nonlinear dynamic systems 
and for characterizing nonlinear, non-stationary responses were reviewed.  Analysis tools 
developed based on these methods, along with the fundamental notion of instantaneous 
frequency, have provided many options for understanding the governing physics of a wide range 
of nonlinear systems readily found in dynamic, economics, chemistry and psychology.  The 
respective advantages and disadvantages were examined in depth.  In the current chapter, a shaft-
rotor model of practicality and significance in engineering is developed.  The various effects of 
nonlinearity induced by varying the underlying parameters are quantitatively established using 
the model.  In the followings, the numerical procedures developed and employed for acquiring 
system time histories in response to changing parameters is also discussed. 
 As summarized in Chapter II, the dynamic characteristics of linear rotor systems have 
been successfully identified using a variety of schemes including the lumped parameter method, 
Myklestad-Prohl transfer-matrix method, direct stiffness approach [102], and finite element 
method.  Beginning in 1970s, the finite element method has seen applications in modeling rotor-
dynamic responses.  The finite elements used by Ruhl [103] included translational inertia and 
bending stiffness but neglected rotary inertia and gyroscopic moments.  In addition to 
translational and rotary inertia, bending stiffness and gyroscopic moments, the finite elements 
developed by Gasch [104] also incorporated the effect of distribution eccentricity.  A 
comprehensive finite element model presented by Nelson and colleagues [65-67] embodied not 
just all the above but also shear deformation, axial load, axial torque and internal damping.  
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Many books employ this model in the introductory treatment on modeling rotor-dynamics using 
finite elements [2,30].  However, Nelson’s is a linear model and it does include no elements such 
as fluid-film bearing support and bearing clearances that would contribute to rotor-dynamic 
nonlinearity.  Due to the inherent complexity and high overhead of time needed for simulating 
high-order finite element models, they [31-32] also introduced the Component Mode Synthesis 
method into their investigation of rotor systems to substantially reduce the size of the overall 
system equations while still retaining the essential dynamic characteristics.  Nevertheless, only a 
handful of research was dedicated to addressing the dynamic responses of high order nonlinear 
systems.  Among them are Sundararajan and Noah [15] who studied an isotropic bearing 
supported rotor system and observed certain nonlinear phenomena and Shiau and Jean [63] 
applied the generalized polynomial expansion method to a flexible rotor system with nonlinear 
bearing support.  It is also worth mentioning that Fey [64] and Zheng and Hasebe [34-35] were 
among the first to investigate the long-term behaviors of rotor-dynamic systems with local 
nonlinearities using the component Mode Synthesis techniques.  
The finite element method is a proven approach for analyzing dynamic systems.  Thus 
the rotor-bearing system developed for the research are formulated using finite elements to 
enable the true physical representations of rotor-dynamic responses subjected to the actions of 
various sources of nonlinearity.  The model is developed based on the pioneering work found in 
[4,29,34-35] to investigate the nonlinearity induced by the individual and combined actions of 
surface cracks and bearing forces.  Figure 5.1 is the schematic representation of the rotor-bearing 
model of four disks.  Values of disk parameters are provided in Table 5.1 below.  
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Figure 5.1 Configuration and coordinates for the presented rotor-bearing model system 
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Table 5.1: Mass and Inertia of Disks  
 
Disk No. 1 2 3 4 
Mass (Kg) 52 54 58 50 
Inertia (kg.m^2) 1.2 1.4 2.2 1 
 
 
The equation of motion for a rigid disk can be expressed by [65] 
{ } { } { }dddddRdT QqGqMM =-+ &&& ][])[]([ w     (5.1) 
where { } },,,{ yxTd yxq qq= , w is the rotating speed, dG is the gyroscopic matrix, }{ dQ is the 
external force vector incorporating gravity and imbalance, and  
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with dd Im , the mass and inertia of the disk, respectively, and dp II 2= .  Note that the 
derivation of ][ dG  can be found in [2].  
The system equation of motion of a rotor-bearing system composed of rigid disks, 
flexible shaft and bearings can be expressed using finite elements as 
),()()( zzftgzKzGDzM &&&& +=+++       (5.3) 
where zzz ,, &&&  are, respectively, the acceleration, velocity and displacement vector. g(t) is the 
imbalance and gravity force vector and  M, G, K are the mass, gyroscopic and stiffness matrix, 
respectively, whose detail formulation can be found in [67].  For a rotor modeled using the 
Timoshenko beam element and having b nodes, the displacement vector has the following format  
 },,,,...,,,,,,,,{ 22221111 ybxbbbyxyx
T yxyxyxz qqqqqq=    (5.4) 
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Once the finite element for the shaft and bearing are available, the equations of motion for the 
rigid disks can be readily assembled into Eq. 5.3 and afterwards be ready for system rotor-
dynamic analysis including determining the steady state and transient responses.  The element 
data are given in Table 5.2. 
 
Table 5.2: Element data of a flexible shaft 
Segment  1 2 3 4 5 6 7 8 9 
Length (m)  0.16 0.10 0.32 0.36 0.34 0.30 0.12 0.08 0.08 
Radius (m)  0.07 0.07 0.08 0.09 0.10 0.09 0.08 0.07 0.07 
Element  1 1 2 3 2 2 1 1 1 
 
 
In the model there are 14 (Timoshenko) beam elements for the flexible shaft, thus 
having 15 nodes in total.  Each node has 4 degrees of freedom.  Therefore, the rotor-bearing 
model is a 60 degrees of freedom system.   
5.2 Modeling of Local Nonlinearities 
 Mechanisms of instability such as fluid-film bearings and internal damping are sources 
of nonlinearity in rotary machines.  Surface cracks and auxiliary bearings are other sources of 
nonlinear rotor-dynamic responses.  Fluid-film bearing force and surface crack propagation are 
two factors that, if unhindered and uncontrolled, are commonly credited for rotor-dynamic 
instability of various degrees in rotating machinery.  As such, the effects due to the individual as 
well as combined actions of the two common sources of nonlinearity are investigated in the 
research.  The modeling of the two is detailed in the following. 
1. Fluid-film bearing forces 
There are two plain journal bearings applied at node 2 and node 14 in the rotor-bearing 
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model system.  The fluid-film bearing force can be obtained by integrating the pressure 
distribution of the journal bearings in lieu of solving the Reynolds equation 
t
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where, µ is the viscosity of the fluid, p(x, z) is the pressure distribution around the bearing, U is 
the fluid velocity near the bearing, and h , the oil-film thickness, is given by  
θθ sincos yxCrh −−=        (5.6) 
with Cr representing the bearing clearance.  Reynolds equation can be recast into its polar 
coordinate representation by using 
θθω ∂=∂== RxRxRU ,,  
where R is journal radius and ω is journal angular speed.  As the pressure distribution is a 
function of θ and z, that is p=p(θ, z), the resulted Reynolds equation now has the form  
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From Eq. 5.6 and 5.7, it is seen that the pressure is a nonlinear function of journal position and 
velocity.  When the ratio of the rotor span, L, to rotor diameter, D is less than 0.5, it is believed 
that the pressure in bearing length z-direction is significantly larger than that in the x-direction 
(
x
p
z
p
∂
∂>>∂
∂ ).  Thus, in short bearing analysis where L/D < 0.5, the first term on the left-hand 
side of Eq. 5.7 is often neglected, resulting a simplified Reynolds equation  
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Integrating Eq. 5.8 using the boundary conditions that oil-film pressure distributions in the z-
direction are 0=∂
∂
z
p  at z = 0 and p = 0 at 
2
Lz ±= , the resulted pressure distribution is  
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For the long bearing approximation analysis (L/D>1), it is assumed that the pressure does not 
change in the z-direction, that is, 0»
¶
¶
z
p
.  This allows the second term on the left-hand side of 
Eq. 5.7 to be dropped and the Reynolds equation is simplified to be 
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Using this simplified equation, Childs developed a pressure distribution approximation in the x-
direction [30, 68] as follows 
  )/()cos2)(sinsincos(cos6)( 232 hCbVRp rs qeqaqamq +-=   (5.11) 
Here 0=q at the opposite direction of eccentricity, 
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yxyx &&,,,  are the displacement and velocity of the journal center.  For the finite-length bearing 
analysis that 0.5<L/D<1 is satisfied, the pressure distribution and bearing forces are given in 
[30,68].  Once the pressure distribution is known or determined, the fluid bearing force can be 
calculated by integration its two components using Eq. 5.14, 
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yx ff ,  thus evaluated are then applied to nodes 2 and 14 as external excitations.   
2. Surface crack propagation  
 The presence of surface crack in a rotating machine introduces a local flexibility that 
affects the overall vibration response.  Dimarogonas [105] and Wauer [106] reviewed and 
concluded that fatigue cracks play a prominent role in affecting the structural dynamic response 
of a rotating machine.  Gasch [107] developed a spring-hinge model to approximate the behavior 
of a cracked shaft and reviewed the long line of investigation on the dynamics induced by 
transverse surface cracks in rotor-bearing systems [108].  Because it approximates the true 
dynamic behavior of a cracked rotor system and the validity of it is supported by much 
experimental verification, many works that followed [4,29,77,109] were based on Gasch’s model 
to a large extent.  The opening and closing of a surface fatigue crack depends on the rotation and 
vibration amplitude and also the direction of the shaft deflection relative to the crack [105].  A 
cracked rotor system is therefore nonlinear.  Furthermore, if the general motion of the whole 
system is considered, the local stiffness matrix description of the cracked section of the shaft 
would lead to a coupled system, while for an uncracked shaft the system is a one of decoupled.  
The opening-condition of the crack can be formulated approximately by the displacement near 
the crack using Eq. 2.7.  As a result, the element-stiffness-matrix, Kcrack, for a discrete model in 
the inertial coordinate system has the form of Eq. 2.9, which is duplicated below 
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Here, ω denotes the spinning velocity, h is the compliance in the ξ direction, hr is the relative 
compliance.  The relation between hr and the crack depth was experimentally established by 
Mayes and Davis [77].  Table 5.3 provides a list of mapping hr to the ratio of the physical crack 
depth, dt, with the rotor radius, R. 
 
Table 5.3  Relation between hr and dt/R 
hr 0.012 0.09 0.205 0.164 0.46 0.49 0.56 
dt/R NA near 20% 27% 23% 39% 41% 43% 
 
 
As discussed before, the values of Kcrack depend on the opening condition.  If the 
condition is satisfied, the values of Kcrack are determined using the above equation; otherwise the 
values of Kcrack are 0.  The crack-induced effects realized in the model as nonlinear (external) 
forces.  It is obvious that the cracked rotor-bearing system as described by the model is 
nonlinear, with the relative flexibility, hr, as the control parameter.  Thus, shaft stiffness and 
crack breathing all vary depending upon the direction of deflection and the spring characteristics 
of shaft.  Understandably responses of the model system are thus highly nonlinear. 
 A crack is implemented at node 8.  The opening condition is determined by the positions 
of nodes 7, 8 and 9 using the following  
 2/))sin()()cos()(()sin()cos( 979788 tyytxxtytx ωωωω +++>+   (5.16) 
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If Eq. 5.16 is not satisfied, the crack is closed and thus 1010 , yx ff  = 0.  If Eq. 5.16 is satisfied, the 
crack is open and the force components at node 10 are  
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where, 
64
,192
4
3
dJ
l
EJk π== , l is the length between two bearings.  Forces 88 , yx ff  are then 
applied at node 8 to determine the nonlinear respon4se using the equations of motion.  
5.3 Solution Procedures 
 The transient responses of the system require step by step numerical integration.  In 
order to ensure unconditional numerical stability and stable converged numerical solution, the 
Newmark method was modified and employed in this research.  For specifics regarding the 
Newmark numerical scheme, see Refs. 110 and 111.  Integrating from time t to tt ∆+ , the 
following relations can be obtained using the Newmark method  
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where α, δ are parameters that the Newmark method is unconditionally stable if 
2)5.0(25.0,15.0 δαδ +≥≤≤ are satisfied.  In the research, 5.0,25.0 == δα  were chosen, 
which corresponds to the unconditionally stable constant-average acceleration method [111].  
Substitute the first equation of Eq. 5.18 into the second, the followings are obtained  
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Rewrite Eq. 5.3 as 
)x(x,f) (gxKxCxM &&&& 11111 +=++ τ       (5.21) 
Note that τ is time.  To simply the formulation and also to ensure computational stability, Eq. 
5.21 is normalized using π
ωτ
2
;2 ==== tCrω
xX;
Crω
xX;   
Cr
xX
&&&&&& , in which t is the normalized 
time. The equation in the normalized variables is now   
)Xf(X,g(t) KXXCXM &&&& +=++       (5.22) 
Rearrange the equation and express it using components and matrices  
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Substitute Eq. 5.19 into Eq. 5.23 and the resulted equations are 
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where  
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Substitute ttX D+2 from the second equation of Eq. 5.25, the equation is simply 
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Here )()(~)(, 2
1
22121121
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221211 tqAAXftqFAAAAK
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nmnm
-D+- -+=-= .   
As nmF  includes nonlinear terms, therefore, Eq. 5.26 is an nonlinear system and iteration 
scheme is needed to get its dynamic response.  Because only the first several equations include 
nonlinear forces, iterations can be executed on the first several modes.  Through this way, not 
only the number of computation required for each iteration is significantly lower, the iteration 
steps needed for achieving convergence are also greatly reduced.  Numerical iteration was 
performed using the Newton-Raphson method and the procedure followed is  
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here,  
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Eq. 5.28 is the Jacobian  matirx for Eq. 5.26.  Iteration would stop when  
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Once converged ttX D+1  is obtained, 
ttX D+2  is computed using  
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tttt XAtqAX D+-D+ -=       (5.30) 
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5.4 Shooting Method and Nonlinear Stability  
 Normally, the system responses are integrated by direct integration as discussed in the 
last section to locate fixed points or to determine periodic, quasi-periodic, or chaotic solution.  
But there is no guarantee that the integration will converge to the desired attractors.  Therefore, 
some approaches have been proposed to overcome this problem.  The shooting method is 
introduced below to demonstrate how these approaches work to quickly find the periodic 
solution.  The one other reason for selecting the shooting method is that the monodromy matrix 
inherent of the method can be readily used to determine the stability of periodic solution.  
 Define  
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rewrite the system equations of motion as  
  ),,( lztFz =&          (5.32) 
Eq. 5.32 is an initial value problem with the initial conditions given in Eq. 5.31.  In this study, 
the excitation is periodic, so the periods for all periodic solutions are the same as the excitation 
period, T.  The following relation holds for any periodic motion 
0),( 00 =- zzTz         (5.33) 
Therefore, to find the periodic solution is equivalent to solving a boundary value problem, which 
requires the guessing of the initial conditions, 0z .  The shooting method recasts the boundary 
value problem associated with solving Eq. 5.33 using Newton-Ralphson method.  The procedure 
is  
,...2,1)),((]),([ 00
1
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1
0 0
=---= -+ kzzTzIzTDzz kkkz
kk    (5.34) 
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where ),( 00
k
z zTD  is the so-called monodromy matrix.  The computation of monodromy matrix 
is given as follows.  Differntiate Eq. 5.32 with respect to the initial condition, 0z , 
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The initial condition for Eq. 5.35 is I
z
z =
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0
)0( , because I
z
z
z
z =
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0
0
0
)0( .  It can be seen that 
both Eqs. 5.32 and 5.35 are initial value problems and can be integrated simultaneously.  Thus it 
is not necessary to have to first integrate Eq. 5.32 and then Eq. 5.35.  The procedures for the 
shooting method are: (1) specify an initial guess for 0z , (2) integrate Eq. 5.32 and 5.35 to get 
),( 0zTz and ),( 00
k
z zTD , (3) use Eq. 5.34 to get another 0z with correction, (4) repeat the steps 
above until  
  10
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,
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        (5.36) 
Then ),( 0ztz  is the obtained perioidc solution and ),( 00
k
z zTD is the monodromy matrix.  Figure 
5.2 shows the shooting process of a rotor system supported by a pair of plain journal bearings.  It 
can be seen from the figure that only three shootings are required to find the periodic solution.  
 The stability of periodic solution can be determined using the eigenvalues (Floquet 
multipliers) of the monodromy matrix, ),( 00
k
z zTD .  As proved in Chapter II, there is always one 
eigenvalue of value of 1.  If all others are within the unit circle, the periodic solution is stable 
and if one or more of them is out of the unit circle , the solution is unstable.  As stated in Chapter 
III, the type of bifurcation can be determined by the way through which the eigenvalue(s) goes 
out of the unit circle.  When one of the Floquet multipliers leaves the unit circle through (+1,0), 
then the periodic solution loses stability by a symmetry-breaking bifurcation, a pitchfork  
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Fig 5.2 Orbit of journal center of a rotor system obtained after three shooting processes 
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bifurcation, or a saddle node bifurcation [5].  Of these three, the saddle-node bifurcation is 
structurally stable and is more common in problems of single parameter.  When the leading 
Floquet multiplier leaves the unit circles at (-1,0), a period-doubling bifurcation would occur.  A 
period-1 solution would become a period-2 solution and a cascade of period doubling bifurcation 
can eventually lead to chaos.  When the leading pair of Floquet multipliers cross the unit circle 
as complex conjugate, a secondary Hopf bifurcation would occur.  This type of bifurcation leads 
to a quasi-periodic motion that can further bifurcate to chaotic motion.  Some of these 
bifurcations and different dynamic behaviors will be studied in the next chapter. 
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CHAPTER VI 
RESULTS OF CRACKED ROTOR MODEL WITH ELASTIC SUPPORTS 
 
6.1 Description of Results 
 In previous chapters, the commonly applied methods for investigating nonlinear 
dynamic systems were reviewed and a new analytical approach based on the concept of 
instantaneous frequency was developed and applied to nonlinear time series analysis.  In this 
chapter, the nonlinear responses induced by two specific sources of nonlinearity, namely, 
transverse fatigue crack and oil-film bearing force, are explored using all these nonlinear 
methodologies.  First, the various nonlinear responses induced by crack breathing are studied 
using the instantaneous frequency.  Specifics regarding the dynamic model developed and 
employed, along with the all associated parameters, can be found in [8]. 
 The physical bases employed to model the crack and the configuration particular of the 
rotor are briefly given in the following.  The breathing of a crack is modeled as a physical effect 
equivalent to the localized changing of elastic stiffness of the rotor shaft and this change of shaft 
stiffness induces rotor imbalances and nonlinearity.  These effects are incorporated into the 
governing equations of motion as imbalance vectors, f(t), and externally caused forces,  
[Nn H(z,t) ], as  
)),(()()( ttzHNtfzKzGDzM n+=+++ &&&     (6.1) 
where zzz &&&,,  denote the rotor displacement, velocity, and acceleration vectors, which 
correspond, respectively, to matrices M, D, and K to constitute the effects contributed by mass, 
damping, and stiffness.  Note that to cover the gyroscopic effect attributable to the conservation 
of angular momentum, a matrix G is included in the equation.  Note also that the crack-induced 
nonlinearity is governed by the input matrix of nonlinearity, Nn, and the vector of nonlinearity, 
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H(z(t),t), whose definitions can be found in [4,29,108].  One of the basic assumptions regarding 
the local stiffness is that in the case of an open crack, the shaft flexibility, h, in the crack 
direction is increased with an additional compliance, h∆ , which is dependent on the crack depth.  
The relative crack flexibility or compliance, hr, defined as hr = h∆ / h, is the control parameter of 
the nonlinear, dynamical cracked rotor model described in Eq. 6.1 [4].  In the following analysis, 
continual increasing of hr along time is exploited to realize the vibration response of the rotor 
subject to the opening and closing of a propagating surface crack.  The rotor, which is a lumped-
mass model, has seven beam elements.  The crack is located at the fourth joint and a mass 
eccentricity is placed at the sixth joint.  All relevant system parameters are provided as follow: 
rotor density = 7860 kg/m3; rotor stiffness = 210kN/mm2; rotor length = 600 mm; rotor weight = 
19920.67N; shaft radius = 140 mm; rotation frequency = 100π rad/s; mass eccentricity = 0.02 
mm; bearing spring constant = 750 kN/mm; damping defined as 
00001.0,0, modmodmodmod ==+= βαβα KMD ; number of degrees of freedom for the model = 16. 
Due to the variation of the crack configuration, facilitated through varying the relative 
flexibility, hr, the rotor model would experience periodic motion and dynamic instabilities 
including period-doubling, fractals and chaotic responses.  In all cases considered in the section, 
hr is allowed to linearly, while slowly, extend from an initial value to a selected final value over 
a 5.0-sec time window and a time step of ∆t = 0.00025 sec is used to increment rotor vibration 
response from 0-sec.  Figure 6.1 presents the amplitude (displacement time history) of the rotor 
when hr is varied from 0.0 to eventual 0.06 at t = 5-sec and afterwards is kept constant for 
another 1-sec.  It is seen that the initial transient covers approximately 0.4-sec and between t = 
0.4-sec and t = 5.0-sec the vibration amplitude steadily increases in response to the crack growth.  
For better visibility, the portion of the time response between 1.6-sec and 2.7-sec is isolated and  
placed in Figure 6.2(a), along with its corresponding IMFs C1-C3 obtained through the scheme  
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Figure 6.1 Rotor vibration time history for hr being varied from 0.0 to 0.06.  The boxed 
portion is enlarged and shown again in Figure 6.2(a) for better visibility 
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(a) 
 
Figure 6.2  (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for hr being varied from 0.0 to 0.06 
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Figure 6.2 Continued 
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(a) 
 
Figure 6.3  (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for hr being varied from 0.08 to 0.1035 
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 Figure 6.3 Continued 
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of empirical mode decomposition detailed in Chapter IV.  While IMF C2 strongly suggests a 
harmonic motion and IMF C3 contains almost no frequency components, IMF C1 is 
comparatively more complex.  Instantaneous frequencies resolved using C1 and C2 as plotted in 
Fig 6.2(b) show two modes that are fundamentally periodic and, thus, characteristic of a stable 
motion.  The one mode at around 50Hz is evidently related to the driving frequency of the rotor 
and the one that oscillates rather noticeably about 100Hz in approximate is due to the nonlinear 
dissimilarity of the local flexibility as was proven the same by Dimarogonas [105] (see Eq. 
5.15).  However, as oppose to the observation made by Dimarogonas as the higher harmonic at 
twice the rotating frequency, instantaneous frequency interprets that the second mode is not a 
harmonic, but rather it demonstrates a temporal modal behavior oscillating periodically back and 
forth between 70 and 130 Hz.  Similar interpretation is also made to the 50Hz mode, though 
whose modal oscillation is not as prominent.  Because the continuous opening and closing of the 
transverse crack effectively affects both the stiffness and the effective cross-sectional area of the 
rotor -- the two primary parameters of which frequency is a function, thus, intuitively as well as 
physically the equivalent frequency ought to be varying from one rotary angle (or time instance) 
to the next.  Indeed this physical essence is factually retained and revealed in the instantaneous 
time-frequency plane in Figure 6.2(b).  The associated marginal spectrum depicted in Figure 
6.2(c), which conveys the occurrence probability of the two instantaneous modal components 
within the 1.1-sec time window, shows that the 50-Hz mode is the dominant mode and that the 
70-Hz frequency component in the 100-Hz mode is probabilistically more likely to be registered.  
This is the second inherent characteristic particular to this type of rotor response subject to small 
crack induced nonlinearity.       
With the continual development of the crack, the rotor becomes increasingly unstable.  
Indications of incipient instability that precede the state of bifurcation can be seen in Figure 6.3 
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in which hr is ranged from 0.08 to 0.1035.  Again, the instantaneous frequencies resolved using 
the intrinsic modes shown in Figure 6.3(a) reveal two modal components, with one at 50-Hz and 
the other approximately at 100-Hz.  Figure 6.3(b) shows that while the 50-Hz mode remains of 
the same characteristics as observed in the previous case, however, the higher mode does not.  In 
spite of that the mode is still basically periodic with the period being measured to be 
approximately 0.02-sec, as the crack slowly opens further, a spurring feature accompanied by a 
gradual reducing of the oscillation amplitude is seen to appear and reappear at each rotor 
revolution.  This particular feature can be seen to become indistinct in the neighborhood of t = 
2.5 sec.  As is evident from Figures 6.4(a) and 6.4(b) in which the case for hr being varied from 
0.102 to 0.113 is considered, the higher mode is now so obscured that within the initial 1.9-sec 
not just the specific spurring feature is gone but the definitive periodic structure is also lost.  
However, this brief display of aberration of the higher mode is seen to be accompanied at 
approximately t = 1.85 sec by the birth of a new mode at 25-Hz, which is half of the driving 
frequency.  The corresponding IMF in Figure 6.4(a) (C3 to be exact) confirms that the mode is 
null before t = 1.85 sec.  The presence of the third mode signifies the staging of the bifurcated 
state of period-doubling.  Once period-doubling is brought about with the presence of the 25-Hz 
mode, it can be seen from both the IMF and instantaneous frequency plots that the higher mode 
abruptly regains a distinct periodic and modal structure at and beyond t = 2.0 sec and that, in the 
mean time, the driving 50-Hz mode migrates into a different modal structure.  Thus, inception of 
the crack-induced bifurcation is not immediate, but rather is a progressive process indicated by 
the abnormal periodic-modal behavior of one of the modes and the simultaneous introduction of 
a new mode.  In addition, hints of initiation of instability can also be collected through 
monitoring the marginal spectrum.  A comparison of Figures 6.2(c), 6.3(c) and 6.4(c) shows that 
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(a) 
 
Figure 6.4  (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for hr being varied from 0.102 to 0.113  
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the probabilistically more dominant frequency component in the higher mode shifts with 
increasing weight from the initial 70-Hz to the eventual 99-Hz in Figure 6.4(c).   
As hr is further changed from 0.113 to 0.1155, rotor dynamic stability is seen to 
deteriorate and bifurcate further with more period-doubled modes.  The waveform in Figure 
6.5(a) now has one additional decomposed intrinsic function, C4, which contributes to the 12.5-
Hz mode as seen in Figure 6.5(b).  Unlike the previous case where the first period-doubled mode 
was seen born, the delivery of the second period-doubled mode is not preceded by aberrant 
simultaneous periodic-modal behaviors of one of the higher modes.  Instead, the modal 
structures of all the three existing modes are seen to exhibit various degree of variation before t = 
2.15 sec.  In addition, a closer examination of Figure 6.5(b) reveals the followings: 1) the 
respective periodic structure of the three modes is relatively unchanging, and 2) the periods of 
the two higher modes are approximately twice the revolution period (0.02-sec).  In Figures 6.2(c) 
and 6.3(c) the periods of the 100-Hz mode are both 0.02-sec, meaning the modal structures 
reappear at every rotor revolution.  Starting at the birth of the third mode, however, the 
reappearing period of the 100-Hz mode, along with the driving 50-Hz mode as seen in Figure 
6.4(b), becomes a noticeable 0.04-sec.  That is, the presence of the frequency-halving new mode 
goes concurrently along with the period-doubled old modes.  Sure enough, the periods of modes 
100-Hz, 50-Hz, and 25-Hz are all doubled upon the introduction of the 12.5-Hz mode in Figure 
6.5(b).  Additionally, the lower three modes are noted in the marginal spectrum found Figure 
6.5(c) to demonstrate vigorous modal association with their immediate neighboring modes 
beyond t = 2.2 sec.  Modal association necessarily eclipses identifying the dominant modes and 
frequency components and therefore, if all individual modes were not properly disassociated, 
would obscure the true dynamic characteristics of the nonlinear motion.  Such an association 
bespeaks the extent to which the bifurcated state of dynamic instability has reached, thus  
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            (a) 
 
Figure 6.5  (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for hr being varied from 0.113 to 0.1155 
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Figure 6.5 Continued 
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(a) 
 
Figure 6.6  (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for hr = 0.1155 
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Figure 6.6 Continued 
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indicating the imminence of the chaotic state and eventual failure that is to follow.   
When hr is allowed to stay unchanged at 0.1155, the rotor response bifurcates further 
with the appearance of a fourth mode at 37.5-Hz, which corresponds to the IMF C3 in Figure 
6.6(a).  All the characteristics previously identified associated with period-doubling bifurcation 
are again observed in Figures 6.6(b) and 6.6(c).  However, the new mode is not a further 
frequency-halving of the 12.5-Mz mode, but a mode at approximately 37.5-Hz.  With the bearing 
of the new mode, the modal association as realized in the marginal spectrum in Figure 6.6(c) 
now carries a broadband feature whose probabilistically dominant modes are even more 
obscured with sufficiently less energy as compared to Figure 6.5(c).  Strong modal association as 
seen in this very example had presented a challenge in disassociating the multitude modes of 
period-doubling with satisfactory temporal and modal resolution.  Specifically, as the lowest 
(12.5-Hz/C3) mode carries relatively less energy (i.e., small amplitude in time and low 
cumulated weight in marginal spectrum) and also due to the inherent oscillation of instantaneous 
frequencies, it was difficult to be separated using the presented methods.  Nevertheless, as the 
rotor responds chaotically at a slightly longer c4rack length at hr = 0.1156 [4], further bifurcation 
is not anticipated and therefore not studied.  Finally, it should be commented that since the 
Hilbert transform of all the IMFs considered in the presented example were implemented using 
the same algorithm developed for the Fast Fourier Transform (FFT), it is then inevitable to have 
the Gibbs end effects as seen in Figures 6.2(c)-6.6(c).  
6.2 Discussion 
The rotor model considered in the chapter, which is elastically supported and subjected 
to the breathing and slow propagation a transverse surface crack, has seen to generate many 
elegant nonlinear responses and bifurcations.  They include super-harmonic bifurcations resulted 
from crack-induced dissimilar flexibility and period-doubling bifurcations borne out of the 
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propagation of the crack.  The Empirical Mode Decomposition (EMD) scheme was utilized to 
separate a multi-component vibration signal into its orthogonal mono-component subsets called 
the Intrinsic Mode Function (IMF) and then the Hilbert transform was applied to each IMF to 
obtain instantaneous amplitudes and frequencies.  It was demonstrated that the fundamental 
concepts of instantaneous frequency and amplitude are viable for the effective interpretation of 
non-stationarity and nonlinearity.  In addition, all obtained results using the instantaneous 
frequency were shown to be highly intuitive and physically reasonable.  As the amplitude of the 
super-harmonic mode increases continuously with the continual development of a transverse 
crack, it is potentially probable to achieve crack detection through monitoring the crack-induced 
super-harmonic modes.  As was demonstrated in Fig 6.2 (a), the very moment when a bifurcation 
occurs can be identified using the IMFs.  Being able to do this is a significant advancement in 
the study of nonlinear dynamics and nonlinear time series analysis.  When the cracked rotor 
model underwent transition from one dynamic state to another, the corresponding instantaneous 
frequencies demonstrated periodicity-mode aberrations.  After the transition, all modes involved 
became periodic functions of time, thus complying with the physical nature inherent of the 
crack-induced dissimilar flexibility defined to accommodate shaft stiffness as a function of 
rotating angle and time.  In characterizing chaotic motions, IMFs were shown to faithfully 
resolve all the modes inherent in the original signal and their associated instantaneous 
frequencies revealed the aperiodic nature characteristic of a chaotic motion.  In addition, the 
marginal spectrum was shown to be another powerful tool for quantifying the nonlinearity within 
the rotor system and for monitoring the occurrence of bifurcation. 
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CHAPTER VII 
RESULTS OF ROTOR-JOURNAL BEARING MODEL WITH CRACKED SHAFT  
 
7.1 Description of Results 
 All rotor systems have certain degrees of mass imbalance that could induce excitations 
at the running speed and other nonlinear responses.  Therefore, it is important to be able to 
predict such responses of a multi-degree of freedom rotor system subject to different rotating 
speeds and parameter ranges of interest.  In this section, the nonlinear response of a rotor system 
with disk imbalance and supported by two plain journal bearings is investigated.  The transition 
from one dynamic state to another is identified using the instantaneous frequency.  Shaft and 
disk parameters were given in Chapter V and parameters associated with the journal bearings are 
that r = 0.07m, Cr(clearance) = 0.0025r and bearing length, BL = (1.0)D = (1.0)(2r) = 0.14m.  As 
stated previously, displacement, velocity and acceleration are normalized using  
π
ωτ
ωω 2
;2 ==== tCr
xX;
Cr
xX;   
Cr
xX
&&&&&&     (7.1) 
Note that the variable time is normalized using
π
ω
2
 and thus the frequency is also normalized.  
Specifically, as the un-normalized period ranges from 0 to 
ω
π2 , the normalized frequency of 
value 1 thus corresponds to 
π
ω
2
Hz in un-normalized frequency.  Following the same token, 
normalized frequency of value 2 is thus 
π
ω Hz in physical frequency.  In addition, normalized 
frequency 1 is the forcing frequency, normalized frequency 2 is a super-harmonic frequency and 
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normalized frequency 0.5 is a subharmonic frequency, with the latter representing the case of a 
period-doubling bifurcation. 
When rotor speed is low, the system response is stable if subject to no cracks in this 
system.  Without the presence of fatigue crack in the rotor, however, if the rotor is supported by 
fluid-film bearings, the entire rotor-bearing system could still become unstable when the rotating 
speed exceeds certain critical value.  This critical value can be determined using methods of 
linearization.  Beyond this threshold/critical value the system would become exponentially 
unstable according to linearized methods.  As demonstrated in Chapter II contrasting the result 
obtained using a linearized model with that of a nonlinear dynamic model, significant nonlinear 
phenomena including chaos can occur if the critical value is exceeded.  As reported in [5], 
violation of the critical value could result in either catastrophic dynamic failure or restoration of 
stability – two nonlinear phenomena of significant implication that cannot be realized using 
linearized methods.  Although fluid bearings induced nonlinearity and nonlinear responses have 
been much investigated [5,15,19, 34-35], no report on the study of crack-induced nonlinear 
responses in a rotor-bearing system supported by fluid bearings has ever been presented.  In the 
section that follows, crack and film pressure induced nonlinear responses are explored using, 
again, the concept of instantaneous frequency.  As will be shown later, the presence and 
continual development of cracks greatly impact the dynamics of the rotor-bearing system at, 
especially, low rotating speeds.  
 At a given speed, increasing the relative flexibility, hr, would first bring about periodic 
motion and subsequently nonlinear rotor-dynamic responses of instability including period-
doubling, quasi-periodic motion and eventual chaos.  Because there were no discernible 
differences in the rotor-dynamic responses corresponding to the range of crack depth considered, 
certain selected cases presented in the following assume constant crack depth; that is, constant 
 122
hr.  In all other cases, hr is increased linearly from an initial value to a final value over 4000 time 
steps.  A normalized time step ∆t = 0.02 is used to integrate the rotor vibration response from 0, 
thus meaning that every rotating cycle has 50 points, a sampling rate that is sufficient to resolve 
the highest frequency at 
π
ω
2
25 .  The relative flexibility is varied between t = 240 and t = 320 
(4000 time steps as stated above) and is kept constant afterwards.  For the sake of visualization, 
only the portion of data registered between t = 240 and t = 400 (8000 time steps) are analyzed 
and presented, to show the transition as experienced by the rotor subject to crack opening.  The 
(normalized) Y-direction response components of the left bearing are considered in the following 
analysis. 
First consider the case of low rotating speed at 900 rpm (ω = 30π).  When there is no 
crack, the system displays characteristics indicative of stable periodic motion.  When the crack is 
allowed to develop to a fairly small depth, the crack opening is seen to prominently affect the 
dynamics of the system and a super-harmonic bifurcation occurs.  Figure7.1 shows the orbit of 
the journal center of and the FFT of the response at ω = 30π and hr = 0.012.  The plot of orbit is 
conceptually identical to the phase portrait.  As it also shows the position of the journal center, 
so the orbit of the journal center is thus used in the study.  Closed orbits in the normalized X-Y 
plane as seen in Figure 7.1(a) indicate that either super- or sub-harmonic bifurcation has 
happened.  From the spectrum in Figure 7.1 (b), in addition to the forcing frequency at 1, there 
are also super-harmonic frequency components at 2, 3 and 7.  Figure 7.2(a) gives the time 
history of the response, along with its decomposed intrinsic modes C1 and C2 obtained using the 
Empirical Mode Decomposition (EMD).  The C2 mode is the forcing frequency and has large 
amplitudes, while the C1 mode shows high frequency with low amplitude.  The residue contains 
almost no frequency components.  (Note that the slight wiggling at its two ends is attributable to  
 123 
 
 
 
Figure 7.1 (a) X-Y orbit of the journal center at w = 30p and hr = 0.012.  (b) Spectrum of 
the response in (a) 
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(a) 
Figure 7.2 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω= 30π and hr =0.012 
 
 
 
 
 
 
260 280 300 320 340 360 380
-0.02
0
0.02
A
m
pl
itu
de
260 280 300 320 340 360 380
-0.01
0
0.01
C
1
260 280 300 320 340 360 380
-0.02
0
0.02
C
2
260 280 300 320 340 360 380
-0.01
-0.005
0
R
(t)
Time
 125
(b) 
 ( c ) 
Figure 7.2 Continued  
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Figure 7.3 Changes of instantaneous frequency in response to crack opening and closing 
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the end effect of the EMD.)  Instantaneous frequency computed using C1 and C2 as plotted in 
Figure 7.2 (b) indicate two modes that are fundamentally periodic.  The mode at about 1 is 
clearly the forcing frequency and the one around 7 is the new mode corresponding to the super-
harmonic bifurcation.  Instead of constant-amplitude, constant-frequency as is interpreted by the 
Fourier transform, the instantaneous frequency interprets that both modes are not simple 
harmonics, but rather they demonstrate oscillations between 6.9 and 7.1, and 0.8 and 1.2, 
respectively.  As discussed in the previous section, the continuous opening and closing of the 
transverse crack physically, though locally, alters the effective cross-sectional area, and thus the 
stiffness, of the shaft.  Therefore the breathing behavior of the crack would impact the spectral 
response in the way that the frequency spectrum is no longer invariant respect to time.  Figure 
7.2 (b) shows exactly this variation in time (at each angular position).  Again, instantaneous 
frequencies determined for the case at hand does reveal the physical essence of this subtle 
variation.  Figure 7.2 (c) shows the accumulative effect of the instantaneous frequency 
components in a probabilistic sense.  By monitoring these components, changes in dynamic 
states and initiation of bifurcation can be detected.  As a brief example, suppose the 7 component 
appears in the marginal spectrum and increases continuously, then it can be concluded that a 
super-harmonic bifurcation is occurring. 
 In addition, instantaneous frequency offers a powerful tool to study the frequency 
modulation within a period.  A period is defined as the time duration for an oscillation starting 
from an equilibrium point to a maximum point, then to a minimal point and eventually returning 
back to the same equilibrium point.  And the reciprocal of the defined period is frequency [87].  
According to this definition, the frequency variation within this period can never be detected at 
all.  However, the concept of instantaneous frequency can readily deal with this variation, thus 
signifying a long-waited while important breakthrough for the study of nonlinear, non-stationary 
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time series.  To demonstrate, Figure 7.3 shows a clear view of the variation of instantaneous 
frequencies within one period of the signal in Figure 7.2.  At the beginning, the crack starts to 
open and the stiffness local to the crack position decreases accordingly.  This is fully realized as 
the decreasing instantaneous frequency.  After ¼ period, the local stiffness is restored as the 
crack closes and thus the corresponding instantaneous frequency is seen also restored.  The 
instantaneous frequency variation in the other half period is the result of the interaction between 
the rotary angle and system inertia.  The change of instantaneous frequency at approximately 
frequency 7 is highly involved and the interpretation of it will require further research.  
 Comparing the Fourier-based spectrum to the instantaneous frequency show that there 
are four frequency components 1,2,3 and 7 resolved in the Fourier spectrum, while there are only 
two modes in the instantaneous time-frequency domain.  In order to explain this disparity, a 
sample monocomponent signal of small frequency change is adopted from [36] as follows 
0)),sin(cos()( >+= εωεω tttx       (7.2) 
Here ε is a very small positive number, the amplitude a = 1.  The corresponding phase is  
 )sin()( ttt ωεωφ +=          (7.3) 
and the instantaneous frequency is   
  ))cos(1()()( t
dt
tdt ωεωφω +==       (7.4) 
Using Eq. 7.2, the following process is derived 
)2cos(
2
1cos
2
1
))]2cos(1(
2
1[sinsincos
)sinsin(sin)sincos(cos
)sincos()(
22
tt
tttt
tttt
tttx
ωεωε
ωωωεω
ωεωωεω
ωεω
++−=
−=−≈
−=
+=
   (7.5) 
 129
From Eq. 7.4, the true frequency ought to be oscillating about ω ; however, the Fourier 
transform gives a frequency that is ω2  in value.  Where does this doubled frequency come 
from?  The explanation is simply that the Fourier transform employs harmonics to approximate 
physical signals in the infinite integral sense.  Should the use of one harmonic is insufficient, two 
or more harmonics would be taken on to achieve maximal approximation.  The fact that the 
mathematical soundness of the Fourier transform necessarily obscures the true characteristics 
inherent of physical system speaks in volume that mathematical success does not always 
guarantee its physical admissibility and reasonability [36].  In summary, though some resolved 
Fourier components may not be physically admissible and outright fictitious, but because the 
mathematical transform needs them to approximate the physical signal, these components 
appear. 
 When the rotating speed is increased to 1500 rpm (ω = 50π), even without the presence 
of cracks, a period-doubling bifurcation is seen to occur in the system response of very small 
vibration amplitude. The orbit of the journal center given in Figure 7.4 is clearly evident of a 
period doubling bifurcation. The system is then subjected to crack propagation facilitated 
through linearly increasing hr from 0.0003 to 0.001.  Figure 7.5(a) shows that there are only two 
extracted intrinsic modes and the corresponding instantaneous frequency plot in Figure 7.5(b) 
displays one mode at frequency 1 and the other at frequency 0.5.  Furthermore, while the 
frequency 1 mode demonstrates similar characteristics as observed in the case previously 
considered, the ½ order subharmonic mode appears in the frequency, thus bespeaking a 
birfurcated state of period doubling.  From the C2 intrinsic mode in Figure 7.5(a), it is clear that 
the period doubling bifurcation gradually disappears with the further development of the crack.  
At the end of the data window, the mode is seen decreasing to almost zero amplitude.  With the 
amplitude becoming small, the instantaneous frequency becomes broadband as shown in Figure  
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Figure 7.4 Orbit of journal center at ω = 50π rad/s indicating a period doubling motion 
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(a) 
Figure 7.5  (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 50π and hr =0.0003 to 0.001 
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Figure 7.5 Continued 
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Figure 7.6  (a) Orbit of journal center at ω = 50π and hr =0.09. (b) Spectrum of the 
vibration signal in (a) 
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Figure 7.7 Speed variation of the journal center in X-Y direction at ω = 50π and hr = 0.09 
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      (a) 
Figure 7.8  (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 50π and hr =0.06 to 0.09 
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      (b) 
( c ) 
Figure 7.8 Continued 
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Figure 7.9 Orbit of journal center at ω = 50π and hr = 0.05 
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7.5 (b). The disappearing of a mode as seen in Figure 7.5(a) and (b), along with the birth of a 
new mode as seen, for example, in Figure 6.4(b), has never been observed in the history of 
nonlinear dynamic analysis.  These phenomena can only be observed and investigated using the 
EMD and instantaneous frequency, which together provide a new way of perceiving, interpreting 
and understanding nonlinear dynamic response.  Once the crack development starts to exert the 
0.5 frequency mode, it can be seen from both the IMFs and instantaneous frequencies show 
oscillations of relatively large amplitudes.  Also note that, with the disappearing of the 0.5 
frequency mode, the forcing frequency mode displays no discernible changes in its waveform 
and the associated instantaneous frequency.  In addition, hints of changes of dynamic state can 
also be detected by monitoring the corresponding marginal spectrum found in Figure 7.5 (c).  If 
the accumulative effect from the mode with frequency 0.5 increases slowly or simply stops, it is 
understood that the mode of interest is in the process of disappearing, while the forcing 
frequency mode is being enhanced. 
 When the crack is further developed, the system exhibits more complicated dynamic 
responses.  Figure 7.6 (a) shows the orbit of the journal center for the case when ω = 50π and hr 
= 0.09.  The orbit looks like one of periodic motion, but its instantaneous frequency in Figure 7.6 
(b) shows that there are three different frequency components 1,2 and 3.  As the orbit is of a 
symmetric signal in time, the EMD scheme cannot be applied to signals as such to properly 
resolve all underlying intrinsic mode functions. This difficulty is overcome by considering 
instead the velocity orbit of the center.  The velocity profile of the journal center plotted in 
Figure 7.7 is not symmetric with non-uniform maximum and minimum points. Figure 7.8 (a) 
shows a selected portion of the center velocity time history at ω = 50π and hr = 0.06 to 0.09.  The 
amplitude of this velocity signal does not change much with the development of crack, but the 
amplitude of the displacement signal becomes larger with the change of crack depth.  Figure 7.9 
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shows the journal center orbit at ω = 50π and hr = 0.05.  If hr exceeds 0.09, the system would fail 
without any further bifurcations.  Four modes are extracted from the vibration signal and they are 
given in Figure 7.8(a).  Figure 7.8 (b) shows the instantaneous frequencies corresponding to each 
intrinsic mode.  It can be seen that the C4 mode with frequency 1 is the mode of the driving 
frequency and it has large amplitude.  Though C4 is the dominant mode, the oscillation 
amplitude of its instantaneous frequency, however, is small.  The C3 mode oscillating about 
frequency 2 is due to the nonlinear dissimilarity of the local flexibility [105].  A surface crack on 
a shaft introduces dissimilar flexibilities in the direction of the crack tip and the one 
perpendicular to it.  As the shaft rotates, the stiffness in a fixed direction will change with time or 
more precisely it will be a periodic function of time.  As expressed in Eq. 5.15, these nonlinear 
dissimilar flexibilities are modeled as nonlinear forces having the frequency component 2ω, thus 
having been regarded as an effective indicator for crack detection [105].  However, as versus the 
constant 2ω harmonic in the Fourier spectrum, the mode realized by the instantaneous frequency 
is not a harmonic, but rather demonstrating variation with time.  Similar interpretations can also 
be applied to the C2 mode, which oscillates noticeably about frequency 3 and is induced by 
super-harmonic bifurcation. Because velocity signals have higher frequencies due to its 
sensitivity to changes in acceleration, one additional component is seen oscillating about 
frequency 17.  From the instantaneous frequencies of all the intrinsic modes, it can be concluded 
that the breathing of the surface crack will affect every mode.  The marginal spectrum found in 
Figure 7.8 (c) shows that the system response becomes broadband.  Thus by monitoring the 
variation of frequency energy from 1.5 to 3, crack propagation can be detected.  
The dynamic response at 3000 rpm rotor speed (ω = 100π rad/sec) is considered next.  
When there is no crack present in the shaft, the system exhibits a period-2, period doubling 
bifurcation as is evident from the orbit plotted in Figure 7.10.  Figure 7.11(a) shows the transient  
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Figure 7.10 Orbit of journal center at ω = 100π rad/s indicating a period doubling motion 
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(a) 
Figure 7.11 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π and hr =0.0003 to 0.001 
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(b) 
           ( c ) 
Figure 7.11 Continued 
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(a) 
Figure 7.12 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π and hr = 0.16 to 0.205 
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(b) 
                 ( c ) 
Figure 7.12 Continued 
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(a) 
               (b) 
Figure 7.13 (a) Orbit of journal center at ω  = 100π and hr = 0.005.  (b) Orbit of journal 
center at ω = 100π and hr =0.205 
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response corresponding to the case when ω = 100π and hr = 0.0003 to 0.001, along with the three 
decomposed intrinsic modes.  The C1 mode of frequency 2 represents the characteristic mode of 
crack development as previously discussed before, the C2 mode of frequency 1 is the driving 
frequency mode, and the mode of frequency 0.5 resulted from period doubling is seen gradually 
disappearing with further crack development.  Thus, all the resolved intrinsic modes have their 
respective definitive physical meaning.  It is important to note that the IMFs and their 
corresponding instantaneous frequencies given in Figures 7.11 (a) and (b) all show some 
aberrations in the transient process, suggesting that they are not periodic functions of time within 
this time span.  After the transient, all these IMFs and instantaneous frequencies would gradually 
become regular over time.  When the surface crack develops, the frequency components of the 
response do not change much, however, the vibration amplitude of the journal center becomes 
quite large.  The transient signal at ω = 100π and hr = 0.16 to 0.205 along with its four intrinsic 
modes is plotted in Figure 7.12.  The C1 mode of frequency 2 is the mode corresponding to the 
crack-induced dissimilar flexibility and the mode of frequency 1 carries the driving frequency.  
The vibration amplitude does not vary much while hr is being increased from 0.16 to 0.205.  
However, this amplitude is about ten times that of the amplitude when hr was kept constant at 
0.001.  The C3 and C4 modes clearly show that more period-doubling bifurcations happened in 
the transient.  The C3 mode is of frequency 0.75 while C4 is of frequency 0.25.  One of the 
universal properties for period doubling bifurcation in nonlinear systems is the Feigembaum 
number [37, 112].  With a cascade of period doublings, the (frequency) order of the newborn 
modes appears in the spectrum is 1, ½ and its harmonics, ¼ and its harmonics, and so on.  The 
C3 and C4 modes resulted from two period-doublings are readily present; however, it is noted 
also that the ½ mode that was previously present is no longer in sight.  Again, Figures 7.11 (c) 
and 7.12 (c) show the corresponding marginal spectra.  All plots found in Figure 7.13 in which 
 147
the case when ω = 100π and hr =0.005 and 0.205 is considered indicate that the system has 
becomes chaotic and, if hr is allowed to go beyond 0.205, the system would fail.  
  When the rotating speed is increased to 3600 rpm (at 120π rad/sec), the overall 
dynamics does not see many changes as shown in Figures 7.14-7.16.  Nevertheless, there are 
changes in the transient.  Before the crack develops in the rotating shaft, the system is still in the 
period-2 motion from period-doubling bifurcation (Figure 7.16 (a)).  With the crack setting in, 
system dynamics starts changing.  The transient vibration history acquired at hr = 0.0001 and 
0.0005, along with the three intrinsic modes is given and its associated instantaneous frequencies 
are given in Figure 7.14 (a) and Fig 7.14 (b), respectively.  Similar to the previous cases, the C1 
mode of frequency 2 is used to characterize crack-induced frequency, C2 is the driving 
frequency mode, and C3 is from period doubling bifurcation.  Again, the C3 mode would 
gradually disappear as the crack is allowed to open further in time.  The C1 and C3 modes are 
seen to demonstrate beating during the transient.  These beatings are registered as sudden 
broadband instantaneous frequency and eventually disappear as the transient runs out.  Figure 
7.14 (c) gives the probability of which modes would show up at a particular frequency.  With the 
progression of crack opening, the system becomes more and more unstable and has larger 
vibration amplitudes.  Figures 7.16(a-d) show this progression in response to hr = 0.00, 0.01, 
0.10 and 0.136.  With increasing hr, the subharmonic mode borne out of the period doubling 
bifurcation is seen disappearing and the driving frequency and the super-harmonic mode 
corresponding to the crack-induced dissimilar flexibility dominate the dynamics of the rotor 
system.  As is readily indicated in Figure 7.16 (d), modes (or frequencies) other than those 
discussed are contributing to the broadened spectrum indicative of imminent chaos.  In this 
process, the vibration amplitude increases continuously.  To detect the frequencies indicating the 
initiation of instability, Figure 7.15(a) gives, along with its four resolved intrinsic modes, the  
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        (a) 
Figure 7.14 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 120π and hr =0.0001 to 0.0005 
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(b) 
                  ( c ) 
Figure 7.14 Continued 
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(a) 
Figure 7.15 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 120π and hr =0.10 to 0.136 
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(b) 
    ( c ) 
Figure 7.15 Continued 
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(a) 
(b) 
Figure 7.16 Orbit of journal center at ω = 120π and (a) hr =0.00.  (b) hr = 0.01. (c) hr 
=0.10. (d) hr =0.136 
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(c) 
(d) 
Figure 7.16 Continued 
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(a) 
  (b) 
Figure 7.17 Orbit of journal center at (a) ω = 150π and hr = 0.39. (b) ω = 180π and hr =0.49 
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(a) 
(b) 
Figure 7.18 Orbit of journal center at ω =200π and (a) hr =0.00. (b) hr =0.39 
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Figure 7.19 (a) Vibration signal of journal center at ω=200π and hr =0.39. (b) The 
associated FFT 
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transient vibration time history at ω = 120π and hr = 0.10 to 0.136.  Again, C1 of frequency 2 
and C2 of frequency 1 are, respectively, the crack-induced mode and the excitation mode.  IMF 
C4 has very low frequency and disappear eventually once the steady-state is reached.  The C3 
mode is of particular interest as its corresponding instantaneous frequency (Figure 7.15(b)) 
oscillates noticeably in the transient and leads the way to an unstable state of motion.  Even after 
the transient, the mode does not demonstrate any periodic changes as the system rotates. 
Therefore, it is concluded that it is this newborn mode that is most responsible for the chaotic 
response that is ready to take place.  Also, the broadband marginal spectrum shown in Figure 
7.15 (c) implies the same that non-periodic chaotic motion is imminent. 
When higher rotating speeds are applied to the rotor system, dynamic responses 
including weakly chaotic motion and eventual dynamic failure that are similar to those obtained 
for the case when ω = 120π rad/sec would be observed.  Figure 7.17 (a-b) show the orbits of the 
journal center at ω = 150π rad/sec and 180π rad/sec, in which total failures were preceded with 
features indicative of chaotic response.  However, when the speed is increased to 200π rad/sec, 
the dynamics of the rotor system is totally changed.  Without crack opening, the system 
experiences several period-doubling bifurcations. Figure 7.18 (a) plots the center orbit at ω = 
200π rad/sec and hr = 0.00, in which more than one period doubling bifurcation is indicated, 
while the orbit in Figure 7.18 (b) corresponding to ω = 200π rad/sec and hr =0.39 shows that the 
system is experiencing chaotic motion.  However, examining its spectrum in Figure 7.19 shows 
that the frequency 2 component due to crack breathing doesn’t remain dominant as always.  In 
Figure 7.19 (a-b) the orbit and its associated spectrum for the case when ω = 200π rad/sec and hr 
=0.39 are considered.  The waveform in Fig 7.19 (a) indicates that beating is occurring. The FFT 
plots show that dominant frequency components are all very close to frequency 1 and that the 
broadband spectrum also necessarily implies the extent of prominent chaotic state.  This chaotic 
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motion is the direct result of the coupled effect contributed by the fluid-film bearing force and 
crack breathing.  
When the rotor is run at speeds exceeding 200π rad/sec, even with no cracks present, the 
system is seen to bifurcate subject to the sole action of the fluid film bearing forces, as was also 
reported the same by Noah [5] and Zheng [34].  Within the speed range, the system would 
experience nonlinear resonant zone, which is similar to the resonant zone defined in linear 
analysis.  In the zone, very high vibration amplitudes and jump phenomena [11] would be 
observed, thus signifying high level of instability.  After running through the zone, chaotic 
responses would be induced either by the nonlinear excitation of the (plain journal) bearing oil-
film forces alone or by the coupling of the forces with crack breathing.  As a contrast, it is noted 
that linearized dynamic analysis methods predict that a rotor system would experience low 
amplitude vibration after the resonance zone is passed.  From Figure 7.20, in which the steady-
state center orbit corresponding to ω = 900π rad/sec and hr = 0.10 are plotted, it can be seen the 
system is in a very strong chaotic state.  It can also be seen that from Figure 7.21 (a-b) that only 
the C1 mode of instantaneous frequency oscillating about 1 shows some periodic features.  The 
C2 mode of frequency around 0.3 and C3 of frequency 0.1 do not show any periodic behaviors.  
All these, together, they indicate a strong chaotic state of motion.  Again, using the accumulative 
spectrum found in Figure 7.21 (c), the low frequency components can be monitored to detect the 
nonlinear response. 
When all these data are available, a dynamic failure chart can be generated to provide 
some tentative rules for maintaining the safe operation of rotary machinery and avoiding 
unexpected accidents.  All parameter ranges selected for studying the dynamics of the model 
system are seen to induce various nonlinear responses demonstrating different levels of 
bifurcation.  For example, even at ω = 50π rad/sec (1500 rpm), the system has already  
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Figure 7.20 Orbit of journal center at ω=900π and hr =0.10 
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(a) 
Figure 7.21 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 900π and hr =0.10 
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(b) 
( c ) 
Figure 7.21 Continued 
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             (a) 
(b) 
Figure 7.22 Orbit of journal center at (a) ω=700π and hr =0.10. (b) ω=500π and hr =0.00 
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Figure 7.23 Tentative dynamic failure chart for the studied rotor-journal bearings system 
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experienced period-doubling bifurcation.  Hence, only the ranges of parameters that contribute to 
total system failure are considered in the following.  By total failure it means that beyond a 
certain threshold value, the rotating system loses its functionality.  This corresponds to a physical 
scenario when a finite clearance is no longer maintained and thus the rotor rolls around the inner 
surface of the journal bearings.  Figure 7.22 gives two such cases.  As the system response is 
seen to diverge from the very beginning in time, Figure 7.22 (b) presents the case in which the 
plain journal bearings cannot support the operation of the whole rotor system at that particular 
speed considered.  The case shown in Figure 7.22 (a) is one that the coupled action of the two 
different sources of nonlinearity is the reason to which system stability is lost.  For both cases, 
the journal would eventually roll around the bearings and the clearance between the journal and 
the bearing would become almost zero.  As in these cases the film thickness reduces down to the 
point where the Reynolds equation breaks down and is no longer valid, other theories governing 
the generation and profiling of (thin) film pressure would need to be applied, if not developed 
first.  The journal would contact and scrub the surfaces of the bearings if the clearance is too 
small, thus jeopardizing the integrity of the rotor-bearing system with thermal damages.  Figure 
7.23 provides a tentative dynamic failure chart for the studied model rotor system supported by 
two plain journal bearings.  The curve in the figure is obtained by numerical integration.  The 
curve itself is the border separating the zone representing bifurcated motions from the one in 
which total failure would occur.  Correct interpretation of the chart is that the systems will 
become dangerously unstable when its parameters are located close to this border curve.  Beyond 
this limiting border, the system will fail from either modes of dynamic instability including 
chaos or overheating.   
From Figure 7.23, it can be seen that crack-induced nonlinearity has a larger effect on 
the rotor dynamics when the rotating speed is low.  It has very little effect on the vibration 
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amplitude of the system when the rotating speed is over 7500 rpm, a conclusion identical to that 
reported by Gasch [108].  However, crack-induced nonlinearity does affect the type and 
occurrence of system bifurcation.  The reason is that the effect of crack breathing on shaft 
stiffness is a function of the crack depth, rotating angle and crack opening condition only, thus 
meaning that when the fixed-depth crack is open, its effect on the rotor system is independent of 
the rotating speed and imbalance.  But the load capacity provided by the journal bearings is 
increased with increasing rotating speed.  This is why the system with rotor surface cracking 
would fail at low running speed.  However, there is one exception at ω = 120π rad/sec (3600 
rpm), the crack-induced nonlinearity has larger impact on the dynamics than the case when ω 
=100π rad/sec (3000 rpm).  The observed discrepancy is still under investigation.  However, one 
of the speculated, whiles also highly likely, explanation is as followings. Because crack opening 
and closing effectively lowers the shaft stiffness locally, and if the change of shaft stiffness is 
also accompanied by the contribution from the nonlinear bearing film pressure, system 
instability would possibly occur much faster than scenarios that only one source of nonlinearity 
is involved or dominant.  Numerical studies show that the system subject to such an excitation 
configuration goes out of bearing bounds at the speed.   
7.2 Discussion 
 In the chapter, the concept of instantaneous frequency has been applied to resolve the 
true physical characteristics of the model system displaying non-stationary, nonlinear responses 
and undergoing bifurcation.  The rotor model developed in chapter V was employed to 
demonstrate the effectiveness of the method in detecting the inception and progression of various 
bifurcated states of motion.  The model is a comprehensive finite element model that 
incorporates translational and rotational inertia, bending stiffness, gyroscopic moments, and 
shear deformation.  It was subjected to the breathing and slow growth of a transverse crack and, 
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also, the support of two plain journal bearings.  The journal bearing forces were theoretically 
shown to be strong nonlinear functions of journal displacement and velocity.  The model rotor 
system was first studied by designating the rotor speed and the relative flexibility embodying the 
extent of crack development as the two controlled parameters.  Because it is a rotor model of 
practicality having two sources of nonlinearity included, many interesting nonlinear phenomena 
have been obtained, observed, and investigated.  The disappearing of sub-harmonics attributable 
to the oil-film force was first observed when crack opening was suppressed.  At different rotating 
speeds, the ways by which the system fails were different.  The model system was seen to fail 
from one of the three possible scenarios of significant practical importance: super-harmonic 
bifurcation, prolonged chaotic response, and large vibration amplitudes accompanied by no 
bifurcation.  IMFs along with their associated instantaneous frequencies were demonstrated to be 
effective in identifying all these system changes.  For example, in one of the presented cases a 
chaotic motion was detected as the instantaneous frequencies displaying broadband and 
aperiodic characteristics.  It was also demonstrated that, by monitoring the energy content of 
each instantaneous frequency component, the marginal spectra can also be used to quantify the 
accumulative effect of different frequencies and to detect the bifurcated and changing state of 
dynamics. 
 Where more than one source of nonlinearity were present, the induced system responses 
were very different from those subject to only one nonlinear source.  It is noted that 
investigations on multi-degree of freedom systems involving only one source nonlinearity are 
both rare and not readily available.  The dissertation thus represents the first report of its own 
kind on the results and conclusions associated with the multi-DOF rotor-bearing system subject 
to two sources of nonlinearity of significant engineering interests.  The responses subject to more 
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than two sources of nonlinearity could therefore be even more complex.  Extensive research in 
this regard is therefore anticipated.    
 Presence of cracks could impact and alter the dynamics of a rotor-journal bearing system 
to a significant extent.  Thus the stability criterion need to be re-evaluated and redefined based 
on the results realized using nonlinear analysis approach.  It was shown that if nonlinearity 
within the system is very strong, linear stability analysis would yield erratic results even at low 
rotating speeds.  
 There have been two cracked rotor models presented over the years.  The first is the 
small crack model by Gasch [107], in which an opening crack affects the rotor local stiffness in 
half cycle.  The second is the improved deep crack model by Mayes [77], in which crack induced 
dissimilar flexibility decreases the local stiffness in the whole cycle.  The second one was largely 
followed for the doctoral study.  Both crack models are only functions of the rotating angle and 
crack opening condition.  They are independent of the rotating speed and imbalance response.  
As discussed, these models enable prominent effects at low speeds and obscure the true rotor-
dynamic characteristics at high rotating speeds if the rotating system is also supported by fluid-
film bearings.  If a rotor system is elastically supported, the displaying dynamics at low speeds is 
physically and fundamentally different from that of being supported using fluid-film bearings.   
As was reported the same in [108], the crack would have little effect on swaying the response of 
the system at low speeds if elastic supports were employed.  
Because the dynamics of a rotor system is much affected by the local flexibility imparted 
by crack opening and closing, the exact location and configuration of a surface crack could be 
determined from its response of nonlinearity.  Nonlinear response induced by cracks of different 
configurations and locations are characteristically different.  For example, a crack near the center 
of the rotor shaft affects the stiffness much more than the crack located near the bearings.  And 
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this nonlinearity is fully registered and carried by the intrinsic modes of the nonlinear response.  
Conceptually it is possible as well as viable that relevant information regarding the configuration 
and location of the crack be fully extracted from the instantaneous time-frequency domain.  As 
pointed out by Dimarogonas [105], a uniform vibration theory feasible for cracked beams and 
multi-DOF systems are still being sought.  With the demonstrated capability and sensitivity, the 
method of instantaneous frequency should prove a useful characterization tool for developing 
such a theory.  
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CHAPTER VIII 
RESULTS OF CRACKED ROTOR MODEL SUPPORTED BY JOURNAL BEARINGS 
WITH VARIOUS CLEARANCES  
 
8.1 Description of Results 
 In Chapters VI and VII, the dynamical responses of one elastically supported rotor and 
one journal bearing supported rotor were investigated using the concept of instantaneous 
frequency and amplitude.  Both rotor models were subjected to the slow development of a 
transverse surface crack.  These rotor models demonstrated the effectiveness of the method in 
detecting the inception and progression of various bifurcated states of motion.  In this chapter, 
the same finite element rotor model employed in Chapter VII is used.  The model is, again, 
supported by journal bearings and subjected to the opening and closing of a surface crack.  
Because varying the clearance of journal bearings can greatly impact the dynamics, and thus 
stability, of the rotor-bearing system, the effect of varying clearance at different rotating speeds 
is investigated in the current chapter.  Figures 8.1-8.10 present the dynamical responses of the 
model of several different clearances at speed ω = 100π, while Figures 8.11-8.20 give the 
various dynamical responses of the same model at ω = 200π. 
 For a specific journal bearing, its clearance is designated to guarantee its loading 
capacity.  As such, journal-bearing clearance is kept constant in the following study.  Several 
values are considered to enable a quantitative understanding of the rotor dynamical behavior in 
response to different clearances.  Again, a normalized time step ∆t = 0.02 is used to integrate the 
rotor vibration response from t = 0.  For the sake of visualization, only the portion of data 
registered between t = 140 and t = 300 (8000 time steps) are analyzed and presented.  The 
(normalized) Y-direction response components of the left bearing are considered in the following 
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                (a) 
Figure 8.1 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.0025r and hr =0.05 
 
 
 
 
 
 
 
160 180 200 220 240 260 280
-0.1
0
0.1
A
m
pl
itu
de
160 180 200 220 240 260 280
-0.05
0
0.05
C
1
160 180 200 220 240 260 280
-0.05
0
0.05
C
2
160 180 200 220 240 260 280
-0.01
0
0.01
C
3
160 180 200 220 240 260 280
-0.01
-0.005
0
R
(t)
Time
 171
(b) 
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Figure 8.1 Continued 
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             (a) 
Figure 8.2 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.002r and hr =0.05 
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(b) 
(c) 
Figure 8.2 Continued 
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     (a) 
Figure 8.3 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.001r and hr =0.05 
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(b) 
(c) 
Figure 8.3 Continued 
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                (a) 
Figure 8.4 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.002r and hr =0.10 
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(b) 
(c) 
Figure 8.4 Continued 
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                       (a) 
Figure 8.5 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.001r and hr =0.10 
 
 
 
 
 
 
160 180 200 220 240 260 280
-0.05
0
0.05
A
m
pl
itu
de
160 180 200 220 240 260 280
-0.05
0
0.05
C
1
160 180 200 220 240 260 280
-0.05
0
0.05
C
2
160 180 200 220 240 260 280
-0.05
0
0.05
C
3
160 180 200 220 240 260 280
-0.01
0
0.01
C
4
160 180 200 220 240 260 280
-0.01
0
0.01
R
(t)
Time
 179
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Figure 8.5 Continued 
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                     (a) 
Figure 8.6 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.0025r and hr =0.20 
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     (c) 
Figure 8.6 Continued 
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                       (a) 
Figure 8.7 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.002r and hr =0.20 
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(c) 
 Figure 8.7 Continued 
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(a) 
Figure 8.8 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.001r and hr =0.20 
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Figure 8.8 Continued 
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             (a) 
Figure 8.9 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.002r and hr =0.30 
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        (a) 
Figure 8.10 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 100π, Cr=0.001r and hr =0.30 
 
 
160 180 200 220 240 260 280
-0.01
0
0.01
A
m
pl
itu
de
160 180 200 220 240 260 280
-0.01
0
0.01
C
1
160 180 200 220 240 260 280
-0.01
0
0.01
C
2
160 180 200 220 240 260 280
-0.01
0
0.01
C
3
160 180 200 220 240 260 280
-0.01
0
0.01
C
4
160 180 200 220 240 260 280
-0.01
0
0.01
R
(t)
Time
 189
                  (b) 
                   (c) 
Figure 8.10 Continued 
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              (a) 
Figure 8.11 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 200π, Cr=0.002r and hr =0.05 
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         (a) 
Figure 8.12 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 200π, Cr=0.001r and hr =0.05 
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(a) 
Figure 8.13 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 200π, Cr=0.0025r and hr =0.10 
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     (a) 
Figure 8.14 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) Marginal 
spectrum for ω = 200π, Cr=0.002r and hr =0.10 
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          (a) 
Figure 8.15 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 200π, Cr=0.001r and hr =0.10 
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(a) 
Figure 8.16 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 200π, Cr=0.002r and hr =0.20 
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          (a) 
Figure 8.17 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 200π, Cr=0.001r and hr =0.20 
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(a) 
Figure 8.18 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) Marginal 
spectrum for ω = 200π, Cr=0.0025r and hr =0.25 
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(a) 
Figure 8.19 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 200π, Cr=0.002r and hr =0.30 
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               (a) 
Figure 8.20 (a) Time waveform and its IMFs, (b) Instantaneous frequencies, and (c) 
Marginal spectrum for ω = 200π, Cr=0.001r and hr =0.30 
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Figure 8.20 Continued
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analysis. 
First consider the cases corresponding to ω  = 100π, and hr = 0.05.  Figures 8.1-8.3 
show, respectively, the dynamical responses of the rotor with clearance Cr = 0.0025r, 0.002r and 
0.001r, in which r is the shaft radius.  As seen in Figures 8.1(a)-8.3(a), when the clearance is 
decreased, the induced bearing force increases (see Eqs. 5.9 and 5.11), and the corresponding 
vibration amplitude is also decreased.  In addition, when Cr = 0.001r, the rotor response has one 
additional intrinsic mode.  From their associated instantaneous frequencies given in Figures 
8.1(b)-8.3(b), one can discern that the intrinsic mode C1 of frequency 2 is due to the crack-
induced local dissimilarity in shaft flexibility and that the C2 mode of frequency 1 is the driving 
frequency.  The C3 mode of low frequency as seen in Figures 8.1 and 8.2 disappears eventually 
when steady state is reached.  However, the C3 mode of frequency 0.5 and C4 mode of 
frequency 0.25 in Figure 8.3 do not disappear.  These two modes indicate that period-doubling 
bifurcation had happened twice in the process. The system is seen to lose stability over 
decreasing bearing clearances.  None of the instantaneous frequencies of these four modes 
shown in Figure 8.3 (b) displays periodic-modal structure in the instantaneous time-frequency 
plane, thus indicating the dynamical state of deteriorating stability.  Figures 8.1(c)-8.3(c) each 
shows the probabilistic cumulative effect of the instantaneous frequency components.  Also, the 
broadband marginal spectrum in Figure 8.3(c) highlights that the low frequency components are 
becoming significant as the bearing clearance is being decreased.     
The dynamical responses, along with their intrinsic modes, in response to clearances of 
0.002r and 0.001r, and subject to hr = 0.10 and ω  = 100π, are given in Figures 8.4(a) and 8.5(a).  
It is seen through comparing with Figures 8.2 and 8.3 that the vibration amplitude becomes 
larger with the growth of surface crack and that the crack induced mode of frequency 2 becomes 
more significant as is evident in the associated marginal spectra, Figures 8.4 (c) and 8.5 (c).   
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Figure 8.4 shows a case similar to Figures 8.1 and 8.2 where the C1 mode of frequency 2 and C2 
mode of frequency 1 represent, respectively, the modes from crack breathing and excitation 
frequency. The C3 mode of frequency 0.25 is associated with the period-doubling bifurcation 
that is going to eventually disappear in the steady state.  The instantaneous frequencies of the C1 
and C2 modes both demonstrate periodic structure in the instantaneous time frequency plane.  
However, Figure 8.5 shows a very different phenomenon in which the C1 mode exhibits 
intermittency at frequency 17.  The C2 mode of frequency 2 is due to crack breathing, the C3 
mode of frequency 1 is the driving frequency and the C4 mode of frequency 0.5 is associated 
with the period doubling bifurcation.  All these modes are not periodic in time; nor do their 
instantaneous frequencies displaying periodic-modal structure in the instantaneous time 
frequency domain. The motion depicted in Figure 8.5 shows chaotic characteristics and thus is 
unstable.  The marginal spectrum shown in Figure 8.4 (c) reveals two dominant frequencies at 1 
and 2, and the one found in Figure 8.5 (c) indicates a broadband frequency distribution. 
 In the following cases, the crack is further opened to hr = 0.20 and the rotating speed is 
again kept at 100π rad/s.  From Figures 8.6(a)-8.8(a) in which the vibration time waveforms and 
their associated intrinsic modes at Cr = 0.0025r, 0.002r and 0.001r are considered it can be 
observed that the vibration amplitudes are becoming smaller with decreasing bearing clearances.  
By comparing Figure 8.4(a) with Figure 8.7 (a), the rotor vibration amplitude at hr = 0.20 is 
smaller than that at hr = 0.10, thus indicating that crack growth is able to suppress vibration 
amplitude.  As the opening-closing behavior of the crack alters the local stiffness of the shaft and 
thus the natural frequency of the rotor system, one speculated while equally probable explanation 
would be that crack breathing effectively separates the resonance zone from the running speed ω 
= 100π, thus rendering lower vibration amplitudes.  As a contrast, the two cases considered in 
Figures 8.6(a) and 8.8(a) demonstrate the events when vibration amplitudes increase along with 
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increased crack growth.  The low frequency C3 mode corresponds to the large clearance case in 
Figure 8.6 is seen to fast disappearing, leaving the mode from crack breathing and still another 
from excitation the two predominant modes.  There are four intrinsic modes for the case of 
intermediate clearance found in Figure 8.7 in which the low amplitudes of the C3 and C4 modes 
of low frequency and the persistence of the two modes indicate the occurrence of bifurcation.  
On the other hand, two period-doubling bifurcations are clearly observed for the small clearance 
case.  The C3 and C4 modes found in Figure 8.8 (a-b) are modes of period-doubling bifurcation 
both having significant effects on the dynamics of the system.  From the marginal spectra shown 
in Figures 8.6(c)-8.8(c) it can be seen that the low frequency components have increasingly 
important influence as the bearing clearance decreases. 
If crack is allowed to further grow to hr = 0.30, the modes from bifurcation would take 
dominate the response of the system with more energy.  Figure 8.9 shows that in the case when 
Cr = 0.002r, the C3 mode of frequency 0.5 commands much more energy than all previously 
considered cases (Figures 8.4 and 8.7).  Figure 8.10 shows when Cr = 0.001r there are four 
modes, with the C3 of frequency 0.5 and C4 of frequency 0.25 both modes of period-doubling 
bifurcation.  It should be noted from the marginal spectrum given Figure 8.10 (c) that the C3 
mode from bifurcation has more prominent effect than the C2 mode of driving frequency.  In 
addition, all these modes and their associated instantaneous frequencies do not show structures 
indicative of periodicity.  The system is experiencing a chaotic motion is therefore noticed. 
When the rotor runs at higher speed at ω = 200π, the system responds quite differently 
than it was at lower speed ω = 100π.  Figures 8.11-8.20 reveal that the crack-induced mode of 
frequency 2 is suppressed.  The reason is as follows.  Because the presented crack model is 
independent of imbalance response and rotating speed, the crack-induced effects only depend on 
the crack configuration (direction and depth), thus, the model enables prominent effects at low 
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speeds and obscures the true rotor-dynamic characteristics at high speeds as discussed already in 
Chapter VI.  These observations are still valid for cases of high-speed, though.  For example, the 
vibration amplitudes decrease with decreasing bearing clearances and the vibration amplitudes 
increase with increasing crack depth.  Most importantly, the system would become unstable 
should the clearance become small.  Figure 8.18 shows the scenario that when ω  = 200π, hr = 
0.25 and Cr = 0.025r there is only one dominant mode of frequency 1.  The case considering ω  
= 200π, hr = 0.30, and Cr = 0.002r is presented in Figure 8.19, in which the mode of bifurcation 
of frequency 0.5 is increasingly significant in affecting the overall system dynamics.  As seen in 
Figure 8.20 where ω = 200π, hr = 0.30, and Cr = 0.001r are considered, the mode of frequency 
0.5 is one of the dominant modes in the marginal spectrum and the low frequency mode C3 is 
with the sub-harmonic bifurcation.  Together they imply that the rotor system stability is further 
deteriorating at this relatively small clearance. 
8.2 Discussion 
 In this chapter, the effects of varying bearing clearance on the rotor-dynamic responses 
of the model system were investigated as functions of rotating speed and relative crack depth.  
The existence of crack induced various prominent effects at low speeds and dominated to a large 
extent the rotor-dynamics at high speeds.  This was explained as that the bearing force plays a 
predominant role and exerts significant influence on the dynamic stability of the system at high 
speeds and that the crack model is independent of the rotating speed and imbalance response.  
 It was observed that when the clearance was decreased, the loading capacity of the 
journal bearings increased accordingly and the observed vibration amplitudes decreased.  
However, when the rotating speed and crack configuration, ω and hr, were fixed, smaller bearing 
clearances produced larger bearing forces and thus served to be the destabilizing mechanism 
impacting the rotor-dynamic stability.  In addition, the rotor-bearing system of smaller clearance 
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was seen to experience more bifurcations indicative of increasingly unstable states.  Normally, 
the crack-induced dissimilarity of local flexibility would excite vibration modes of large 
amplitude at twice the driving frequency.  However, abnormal cases did occur at ω = 100π, and 
Cr = 0.002r. 
 At low speeds, the forcing frequency 1 and crack-induced frequency 2 were the two 
dominant frequencies seen in the marginal spectra.  When bearing clearances were kept small, 
the rotor system experienced complex motions of bifurcation including chaos, as shown in 
Figures 8.5 and 8.8.  At high rotating speed (e.g. ω = 200π rad/sec), the mode due to crack-
induced dissimilarity of local flexibility was suppressed and the frequency 2 component was not 
readily visible in the marginal spectrum.  This result is consistent with those reported in [108].  
However, crack existence did affect the rotor dynamic characteristics at high speeds.  As was 
considered in Figures 8.17 and 8.20, when bearing clearances were small, the rotor system 
demonstrated more bifurcations and motions of instability. 
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CHAPTER IX 
CONCLUSIONS AND RECOMMENDATIONS 
 
9.1 Conclusions 
 The objectives of this research are to study various rotor-dynamic instabilities induced 
by two sources of nonlinearity using a model rotor-bearings system and to investigate the 
applicability of the fundamental concept of instantaneous frequency to the full characterization 
of rotor-dynamic nonlinear responses.  The need for correlating nonlinear responses with system 
parameters and the mode and range of rotor-dynamic instability motivated the work.  By 
incorporating many factors of engineering significance that affect rotor-dynamics, a 
comprehensive rotor-bearing model was developed using the finite element method.  The Runge-
Kutta and Newmark numerical integration schemes were employed to obtain different nonlinear 
time histories as responses subjected to the actions of crack breathing and bearing fluid film 
force.  The intrinsic modes and their instantaneous frequencies were applied to these nonlinear 
rotor-dynamic responses to characterize the inception and progression of bifurcations indicative 
of changing rotor-dynamic state and impending instability.  The dissertation has presented and 
demonstrated an effective approach that integrates nonlinear rotor-dynamics, instantaneous time-
frequency analysis, advanced notions of dynamic system diagnostics and numerical modeling to 
the detection and identification of sensitive variations indicative of bifurcated state dynamic 
instability.  In particular, the wide applicability of the concept of instantaneous frequency to 
nonlinear time series analysis was also demonstrated.    
 The study comparing nonlinear analytical methods with linear methods using a simple 
rigid rotor asserts that linear stability analysis can misinterpret a bifurcated response as stable 
and an almost stable motion as unstable.  The study also shows that linear approach is unable to 
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resolve delicate while important nonlinear phenomena such as, for example, the return of a 
dynamic system to stable periodic motion after experiencing chaos.  Thus the improper use of 
linear methods would risk missing out on important stability information and misinterpreting 
nonlinear phenomena signifying imminent instability.   Due to these reasons, many nonlinear 
methods were introduced into the analysis of nonlinear dynamic system and response.  Among 
them, the Fast Fourier transform and Fourier-based time-frequency distributions are commonly 
employed, respectively, to detect the change of system behaviors in the frequency domain and to 
resolve system transitions in the time-frequency domain, thus providing a probable direction for 
the study and understanding of nonlinear phenomena.  However, their inherent low resolution 
and linear nature, together, prevent their wide applications in the nonlinear dynamic analysis. 
The fundamental concepts of instantaneous frequency and amplitude were developed 
and applied to the analysis of nonlinear rotor-dynamic responses displayed by the model rotor-
bearing system.  Ville’s definition of instantaneous frequency is widely accepted, but when it is 
applied to signals of multi-component, the fact that the obtained instantaneous frequency could 
occasionally be of infinite and negative amplitude unfortunately and inevitably hinders its wide 
applications.  After reviewing the problems with the definition, it was found that the root cause is 
simply the misuse of the powerful concept.  Because a multi-component signal has several 
instantaneous frequencies, instead of one, at any given moment, the key to resolve the plaguing 
problems is to separate the multi-component signal into its several monocomponent subsets 
(modes).  Meaningful instantaneous frequency would result only when the Ville’s definition is 
applied to signals of monocomponent.  An effective decomposition method named as the EMD 
was employed to decompose multi-component signals into their respective orthogonal 
monocomponent modes, in which the amplitude modulation and frequency modulation are fully 
 217
decoupled.  The feasibility and effectiveness of instantaneous frequency in resolving a nonlinear, 
non-stationary signal in both the time and frequency domain was also demonstrated. 
 To obtain system transient response as a result of changing system parameters, a finite 
element rotor-bearing model capable of incorporating nonlinear forces was developed.  The 
model (thus the equations of motion) was solved using direct integration schemes including the 
Runge-Kutta and Newmark methods.  Difficulties associated with solving the nonlinear 
equations of motion and integrating response time history were discussed and strategies for 
effectively overcoming these difficulties were also presented.  Simulated system time responses 
reflect the physical nature of the nonlinear dynamic system subject to various initial and 
boundary conditions, thus helping to understand the dynamics in response to the actions of the 
sources of nonlinearity considered in the study.  
 The EMD algorithm and the concepts of instantaneous frequency and amplitude have 
been applied to simultaneously analyze system evolution in the time domain and examine 
frequency domain representations.  This scheme was shown to be able to characterize and detect 
the birth and disappearance of modes necessarily indicative of bifurcation in progress and the 
development of system instability in the model rotor system.  The marginal spectrum was shown 
to be a powerful tool for quantifying nonlinearities and detecting the occurrence of bifurcation 
and instability.  The effectiveness and applicability to nonlinear time series analysis of the 
instantaneous frequency have been demonstrated using several examples.  The presented 
approach resolves the difficulties commonly experienced in applying the definition of 
instantaneous frequency and enables the interpretation of instantaneous frequency to have 
concrete physical meanings and practical values.  In addition, the employment of instantaneous 
frequencies in this research has enabled a new insightful way of interpreting and understanding 
nonlinear rotor-dynamic phenomena. 
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  All studies presented in the dissertation on rotor system responses subject to various 
system configurations and ranges of parameters showed good agreement with published results.  
The validation is further enhanced by the ability of being able to investigate the evolution of the 
system intrinsic modes and the variation of instantaneous frequency in the instantaneous time-
frequency domain.  The adequacy of the rotor-bearing finite model in predicting system 
behaviors subject to one or more source of nonlinearity were demonstrated.  Under the influence 
of one nonlinear source, the model system was shown to display transition behavior typical of a 
nonlinear dynamic system, going from periodic to (a series of) period-doubling to chaotic to 
eventual failure.  When two sources of nonlinearity were considered, the model system 
conducted very different behaviors and failed from different set and ranges of control 
parameters.  This has very important practical implications on the maintenance and operation of 
rotary machinery.  It was concluded from these studies that rotor-dynamic behaviors could 
become more complicated if more causes of nonlinearity were considered. 
 In summary, this dissertation has presented a new approach effective for understanding 
the nonlinear dynamic systems and for characterizing nonlinear responses.  The comprehensive 
rotor-bearing finite element model developed for the research has allowed rotor-dynamic 
nonlinearities and responses to be accurately modeled.  Insightful interpretations of rotor-
dynamic system responses were obtained by applying the EMD and the notions of instantaneous 
frequency.  Wide applications of the presented approach to the characterization, trouble-shooting 
and design of high speed rotary systems are thus expected. 
9.2 Contributions 
The contributions of this dissertation are listed as follow: 
1. Introduced a new characterization tool to the analysis of nonlinear rotor-dynamic 
response and provided new understandings and interpretations of nonlinear 
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phenomena.  This new technique provides simultaneous qualitative and quantitative 
measure for nonlinear analysis through representing a time domain response in the 
joint time-frequency domain.  As oppose to all currently available tools for nonlinear 
analysis, the interpretation of the new approach of a rotor-dynamic response is 
physically accurate, comprehensive and complete. 
2. Provided knowledge about nonlinear rotor-dynamics that is not previously available.  
This includes establishing the correlation correlating system configuration and 
parameters with the induced nonlinear responses and rotor-dynamic instability.  The 
availability of the knowledge would thus positively impact the operating safety of 
rotary machinery. 
3. Provided guidelines for better or instability-free rotary machine concept 
development and configuration design. 
9.3 Concepts and Design Guidelines for Instability-Free Rotary Machines 
 It was found and established in the course of this research that nonlinear analysis is 
essential and necessary for the design of rotor-dynamic mechanical systems.  Linear stability 
analysis employing critical speeds, resonance chart and eigenvalue analysis, is not enough to 
guarantee the operating safety of a rotary system when the rotating speed is high or the 
nonlinearity within is prominent.  Because every machine design has its own requirements and 
considerations, it is hard to give specifics applicable to the design of ultra-stable machines in 
general.  However, considering the nonlinear characteristics and instability problems commonly 
observed of a rotor system, some general rules for consideration and observation are provided as 
follow: 
1. Rotor system configuration.  Rotor configuration, including the structure of the rotor, the 
arrangement of disks and bearing supports, the clearance and type of the bearings and seals used, 
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is the most critical factor impacting many types of rotary instability.  These instability problems 
could be due to the nonlinear source(s) in the configuration, the intrinsic instability 
mechanism(s) of the rotor structure or simply the internal damping.  For example, certain types 
of self-excited vibration are extremely difficult to avoid by changing the running speed simply 
because they occur in a wide range of rotating speed.  To suppress self-excited vibrations, the 
mechanism of charging energy into facilitating these vibrations has to be eliminated [2].  
Modifying configurational dimensions may not be enough and the configuration of the rotary 
system would have to be completely altered.  Among the self-excited vibrations, oil whip, 
vibrations from seals, steam whirl from steam flow and vibration of a rotor partially filled with 
liquid are commonly seen.  These kinds of vibration can induce serious nonlinear responses in 
the rotor system.  To avoid these vibrations, the bearing support or rotor configuration will need 
to be modified. 
2. Bearing supports.  The instability problems from bearings and seals are very commonly 
encountered.  Several scenarios ought to be considered: 
i) Though fluid-film bearings, especially the plain journal bearings, are widely used in 
industry to support the load, reduce the friction and provide damping, they should be 
avoided for middle and high rotating speed. Because of the intrinsic nonlinear instability 
mechanism that exists in the supporting forces of this kind of bearings, when the rotating 
speed is increased beyond certain levels, instability and nonlinear responses always 
occur.  This is supported by the second example discussed in Chapter VI, where the 
rotor system already experienced period doubling bifurcation at a low speed of 1500 
rpm.  Ball bearings, rolling element bearings and magnetic bearings are good alternative 
choices.  If fluid-film bearings have to be used, then Multi-lobe bearings, tilting pad 
bearings, and Squeeze Film Dampers should be considered as alternatives because they 
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can provide larger loading capacity and eliminate certain disabling mechanisms 
commonly found in the plain journal bearings.  Nevertheless, nonlinear analysis has to 
be performed to avoid possible nonlinear instability induced by the coupled interaction 
of the supports and other sources of nonlinearity in the desired or design speed range.  In 
addition, however, if the rotating speed is increased continuously, it needs be kept in 
mind that a rotor system could return to stable periodic motion after it experienced 
chaotic motion. 
ii) Bearing clearance.  Bearing clearance is a very critical parameter, whose effect as shown 
in the previous chapters is realized as the bearing film forces of very high nonlinearity.  
In Chapter V, the film-induced bearing force is inversely proportional to the cubic power 
of the bearing clearance.  Thus, a small variation in the bearing clearance can bring 
about very large while undesirable effects on the bearing load capacity and thus also the 
induced rotor response.  On the other hand, if the clearance is large, the bearing 
supporting forces would therefore be smaller.  A possible scenario would be that the 
forces are too small to be able to support the rotor.  Hence, choosing the right type of 
bearing with the right clearances is thus essential.  As some auxiliary bearings of large 
clearances are commonly used for supporting bearings in places where large capacity is 
required, it worths noting that this physical configuration is prone to inducing nonlinear 
responses [22-24, 113-114]. 
iii) Increase bearing load capacity.  Bearing load capacity is a function of bearing clearance, 
bearing length, bearing radius, rotating speed, viscosity and preload, to name a few.  
Should the bearing load capacity be large, the bearing can support heavier system, 
suppress the amplitude of vibration and prevent the occurrence of instability. 
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3. Capture the presence and development of surface crack as early as possible.  A transverse 
fatigue crack is a very common and dangerous cause for serious accident in the operation of 
rotating machinery [115].  The existence of a crack can greatly change the dynamics of a rotor 
system and increase the vibration amplitude.  The crack-induced nonlinear responses have to be 
investigated thoroughly. Using the technique presented in the dissertation, the crack-induced 
bifurcations and nonlinear responses can be detected and identified at early stage. 
4. Avoid nonlinearity, especially presence of multiple nonlinearities.  As few as one source of 
nonlinearity is capable of inducing complicated nonlinear responses and instability problems in a 
simple rotor system.  If sources of nonlinearity can be avoided, understanding of system dynamic 
response can then be easily established and strategies for dealing with stability and instability 
issues can be quickly formulated.  Unfortunately, nonlinearity cannot be avoided with the 
continual increasing of the rotating speed.  Furthermore, as shown in Chapters VI-VIII, multiple 
nonlinear sources would generate sophisticated nonlinear responses that are different from those 
acquired when only one source is at work.  Thus elements, causes or sources of nonlinearity 
should be avoided. 
5. Avoid external perturbation, especially the combined or coupled action of several external 
perturbations.  For a rotor system running in the stable range, if the external perturbation is large 
enough, the system still can produce nonlinear responses and dynamic instability.  Multiple 
external perturbations would certainly make the situation worse.  Therefore, whenever possible, 
avoid external perturbations such as decreasing or eliminating base excitations in machine design 
and in installation.   
6. Perform nonlinear analysis.  Methods of linearization could misinterpret nonlinear rotor-
dynamics and thus wrongly predict the induced response.  Therefore, nonlinear stability analysis 
is definitely needed if rotary safety at high speeds is to be concerned.  
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