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Abstract
This paper has two main parts. In the first part we develop an elementary
coordinatization for any nilpotent group G taking exponents in a binomial
principal ideal domain (PID) A. In case that the additive group A+ of A is
finitely generated we prove using a classical result of Julia Robinson that one
can obtain a central series for G where the action of the ring of integers Z
on the quotients of each of the consecutive terms of the series except for one
very specific gap, called the special gap, is interpretable in G. Then we use a
refinement of this central series to give a criterion for elementary equivalence
of finitely generated nilpotent groups in terms of the relationship between
group extensions and the second cohomology group.
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1. Introduction
This paper continues the authors’ efforts [11, 12], in providing a compre-
hensive and uniform approach to various model-theoretical questions on alge-
bras and nilpotent groups. We introduce our main techniques for approaching
the following fundamental problems (stated here for nilpotent groups).
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Problem 1. Explain in algebraic terms when and why two finitely generated
groups are elementarily equivalent.
Problem 2. Find an algebraic characterization of all groups elementarily
equivalent to a given arbitrary finitely generated nilpotent group.
Problem 3. Find an algebraic description of nilpotent groups whose elemen-
tary theory is ω-stable or of finite Morley rank.
Problem 4. Given a finitely generated nilpotent groupG, describe in algebraic
terms a set of axioms for the elementary theory Th(G) of G.
Every finitely generated torsion-free nilpotent groupG can be looked at as
a group admitting exponents in the ring of integers Z and therefore as a two-
sorted structure GZ = 〈G,Z, s〉, where G is a group, Z is the ring of integers
and s is the predicate describing the action of Z on G. Obviously from logical
point of view GZ is a much richer structure than the pure group G. The main
idea of our approach is to study to what extent GZ can be recovered from
G. We achieve this by interpreting a maximal ring AR(G) that acts on all
quotients of a first-order definable central series (R) of G, except for a special
gap (we note that AR(G) is necessarily commutative). Indeed the AR(G)-
module structure of these modules are interpretable in G, as a pure group,
uniformly with respect to the first-order theory Th(G). Then the Z-module
structures of every quotient admitting an AR(G)-module structure will be
interpretable in G. The special gap mentioned above is the main cause of
deviation of the elementarily equivalence from the isomorphism in the case of
finitely generated nilpotent groups. The influence the special gap may have
on the elementary equivalence and related questions is described completely
in terms of second cohomology and abelian deformation of groups. The
process of recovering the Z-module structure of the quotients of terms of a
central series of G from the multiplication on G using only the first-order
theory of G is termed elementary coordinatization of G.
In the first part of the paper (Sections 3-5) we describe the coordinati-
zation of a finitely generated nilpotent group G and show that (with excep-
tion of the special gap) this coordinatization is first-order interpretable in G
uniformly with respect to Th(G). In fact, the argument works as well for
finitely generated nilpotent A-groups for an arbitrary binomial principal ideal
domain A. It takes a particularly nice form if the additive group A+ of A
is finitely generated. Besides, we study the relationship between elementary
equivalence and isomorphism of finitely generated A-modules in a two-sorted
language (one sort for the abelian group and another for the ring of scalars)
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where A has a finitely generated additive group A+. In particular, we give a
description of elementarily equivalent finite dimensional A-algebras for such
a ring A. In the second part (Sections 6-11) of the paper we address in full
detail the first of the problems above, leaving the others for the future. We
state the main results in Section 2.
The problem of elementary equivalence of finitely generated nilpotent
groups goes back to the results of Tarski where he showed that two free
nilpotent groups of finite rank are elementarily equivalent if and only if they
are isomorphic. In 1969, during his lectures at Novosibirsk University, Kar-
gapolov asked whether this is the case for all finitely generated nilpotent
groups. In 1971 Zilber solved this problem in the negative constructing par-
ticular examples of two finitely generated nilpotent groups of class 2 which
are elementarily equivalent but not isomorphic [18].
The first algebraic characterization of elementary equivalence of finitely
generated (finite-by-) nilpotent groups was found by F. Oger [13]. He proved
that two such groups G and H are elementarily equivalent if and only if
G × C ∼= H × C, where C refers to the infinite cyclic group written multi-
plicatively. This is a very nice result which shows that in general elementary
equivalence is not very far from isomorphism in the case of finitely generated
nilpotent groups. Notice that this description does not reveal the algebraic
reasons for the elementary equivalence of the groups G and H . Indeed, this
criterion enables one to check algorithmically (since the isomorphism prob-
lem is decidable here) if given G and H are elementarily equivalent, but it
does not provide means to construct such an H given a group G. The tech-
niques developed in this paper allow us to answer this question completely
in terms of second cohomologies and abelian deformations of groups. The
techniques, approaches and aims (our main focus is on the Problems 1-4) are
very different from Oger’s [13].
2. Preliminaries, our approach and the main results
We open this section by discussing some preliminaries. In Subsection 2.5
we give an account of our approach and main techniques and state our main
results.
2.1. Preliminaries on logic
For the most part we follow standard model theory texts such as [4]
regarding notation and model theory. A group G is a structure with signature
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〈·,−1 , 1〉 and the corresponding language is called L.
For the convenience of the reader we shall introduce our notion of “inter-
pretation” which might be a bit different from the standard definitions.
2.1.1. Interpretations
Let B and U be structures of signatures ∆ and Σ respectively. We may
assume that Σ and ∆ do not contain any function symbols replacing them if
necessary with predicates (i.e. replacing operations with their graphs). The
structure U is said to be interpretable in B with parameters b¯ ∈ |B|m or
relatively interpretable in B if there is a set of first-order formulas
Ψ = {A(x¯, y¯), E(x¯, y¯1, y¯2),Ψσ(x¯, y¯1, . . . , y¯tσ) : σ a predicate of signature Σ}
of signature ∆ such that
1. A(b¯) = {a¯ ∈ |B|n : B |= A(b¯, a¯)} is not empty,
2. E(x¯, y1, y2) defines an equivalence relation ǫb¯ on A(b¯),
3. if the equivalence class of a tuple of elements a¯ from A(b¯) modulo the
equivalence relation ǫb¯ is denoted by [a¯], for every n-ary predicate σ of
signature Σ, the predicate Pσ is defined on A(b¯)/ǫb¯ by
Pσ([b¯], [a1], . . . , [an])⇔def B |= Ψσ(b¯, a1, . . . , an),
4. There exists a map f : A(b¯) → |U| such that the structures U and
Ψ(B, b¯) = 〈A(b¯)/ǫb¯, Pσ : σ ∈ Σ〉 are isomorphic via the map f˜ :
A(b¯)/ǫb¯ → |U| induced by f .
Let Φ(x1, . . . , xn) be a first-order formula of signature ∆. If U is interpretable
in B for any parameters b¯ such that B |= Φ(b¯) then U is said to be regularly
interpretable in B with the help of the formula Φ. If the tuple b¯ is empty, U
is said be absolutely interpretable in B.
Now let T be a theory of signature ∆. Suppose that S : Mod(T ) →
K is a functor defined on the class Mod(T ) of all models of the theory T
(a category with isomorphisms) into a certain category K of structures of
signature Σ. If there exists a system of first-order formulas Ψ of signature ∆,
which absolutely interprets the system S(B) in any model B of the theory
T we say that S(B) is absolutely interpretable in B uniformly with respect
to T .
For example, the center Z(G) of a group G is interpretable (or in this case
definable) in G uniformly with respect to the theory of groups. On the other
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hand, the commutator subgroup G′, generally speaking, is not interpretable
in G uniformly with respect to the theory of groups. However, it is so if G
is a finitely generated nilpotent group.
2.1.2. A-Modules as two-sorted structures
Assume A is a commutative associative ring with unit and M is an A-
module. For us the A-module M is a two-sorted structure MA = 〈M,A, s〉
where A is a ring, M is an abelian group and s = s(x, y, z), where x and z
range over M and y ranges over A is the predicate describing the action of
A on M , that is 〈M,A, s〉 |= s(m, a, n) if and only if a ·m = n. Sometimes
we drop the predicate s from our notation and write MA = 〈M,A〉. When
we say that the ring A and its action on M are interpretable in a structure
U we mean that the one-sorted structure naturally associated to MA is in-
terpretable in U. In particular we shall see that an infinite finitely generated
nilpotent group G often contains definable normal subgroups, say N and M ,
where N ≤ M , M/N is infinite abelian and the richer structure 〈M/N,Z〉
is interpretable in G. In such a case we shall say that the ring of integers Z
and its action on M/N are interpretable in G.
Note that if a multi-sorted structure has signature without any function
symbols then there is a natural way to associate a one-sorted structure to it.
We always assume that our signatures do not contain any function symbols,
since functions can be interpreted as relations. Therefore when we talk about
interpretability of multi-sorted structures in each other or interpretability of
a multi-sorted structure into a one-sorted one we mean the interpretability
of the associated one-sorted structures.
Recall that a homomorphism θ : 〈M,A, s〉 → 〈N,B, t〉 of two-sorted mod-
ules is a pair (θ1, θ2) where θ1 :M → N is a homomorphism of abelian groups
and θ2 : A→ B is a homomorphism of rings satisfying
s(m1, a,m2)⇔ t(θ1(m1), θ2(a), θ1(m2)), ∀a ∈ A, ∀m1, m2 ∈M.
A homomorphism θ as above is said be an isomorphism of two-sorted modules
if θ1 and θ2 are isomorphisms of the corresponding structures.
2.2. Nilpotent groups
Here we introduce basic definitions from the theory of nilpotent groups.
Our basic references for nilpotent groups are [3] and [17].
Consider elements x and y of a group G. Let [x, y] = x−1y−1xy. We call
[x, y] the commutator of the elements x and y. If H and K are subgroups of
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G, [H,K] is the subgroup of G generated by commutators [x, y], x ∈ H and
y ∈ K. A series of subgroups of G:
G = G1 ≥ G2 ≥ . . . Gn ≥ Gn+1 ≥ . . . ,
is called central if [G,Gi] ≤ Gi+1 for each i ≥ 1. If G has a central series as
above and there exists a natural number n such that Gn+1 = 1 then we say
that G is a nilpotent group.
Assume G is a nilpotent group. Let us define a series Γ1(G),Γ2(G), . . . of
subgroups of G by setting
G = Γ1(G), Γn+1(G) = [Γn(G), G] for all n > 1.
It can be easily checked that the above series is a central series. If G is clear
from the context we write Γi for Γi(G). We often denote Γ2(G) by G
′ and we
also use Ab(G) for the abelian quotient G/G′. If c is the least number such
that Γc+1(G) = 1 then G is said to be a nilpotent group of class c or simply
a c-nilpotent group.
Let Z(G) = {x ∈ G : xy = yx, ∀y ∈ G} denote the center of the group
G. We define a series of subgroups Zi(G) of G by setting
Z1(G) = Z(G), Zi+1(G) = {x ∈ G : xZi(G) ∈ Z(G/Zi(G))}, i ≥ 1.
This series is also a central series and called the upper central series of the
group G. If G is clear from the context we write Zi from Zi(G). Note that
if Zc(G) = G and Zc−1(G) 6= G is and only if G is a c-nilpotent group.
2.2.1. Nilpotent groups admitting exponents in a binomial domain
A binomial domain A is a characteristic zero integral domain such that
for all elements a ∈ A and copies of positive integers k = 1 + · · ·+ 1︸ ︷︷ ︸
k−times
there
exists a (necessarily unique) solution in R to the equation:
a(a− 1) · · · (a− k + 1) = x(k!).
Such a solution is denoted by
(
a
k
)
. As examples of binomial domains one
could mention any characteristic zero field, the ring of integers Z, or any
subring of the field of rationals Q (See [17]). It is easy to check that being
a binomial domain is a first-order property. So any model of the first-order
theory Th(Z) of the ring of integers Z is also a binomial domain.
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A group G admitting exponents in a binomial domain A is a nilpotent
group G together with a function:
G×A→ G, (x, a) 7→ xa,
satisfying the following axioms:
1. x1 = x, xaxb = x(a+b), (xa)b = x(ab), for all x ∈ G and a, b ∈ A.
2. (y−1xy)a = y−1xay for all x, y ∈ G and a ∈ A.
3. xa1x
a
2 · · ·xan = (x1x2 · · ·xn)aτ2(x¯)(
a
2) · · · τc(x¯)(
a
c), for all x1, . . . , xn in G,
a ∈ A, where the terms τi come from Hall-Petresco formula and c is
the nilpotency class of G.
These are also referred to as A-exponential groups or A-groups in the liter-
ature. Homomorphisms of A-groups, A-subgroups, and similar notions are
defined in the obvious manner. We say that a group G is a finitely generated
nilpotent A-group if G is a nilpotent A-group which is finitely generated as an
A-group. We refer the reader to either of [3] or [17] for more details regarding
A-groups.
Model-theoretically a nilpotent A-group G can be considered as a pure
group, i.e. as a structure with language L, or as a two-sorted structure
GA = 〈A,G, s〉 similar to two-sorted modules. We denote the corresponding
language by L1. Indeed even a finitely generated nilpotent group G can be
considered as a two-sorted structure GZ. Again our first aim in this paper is
to understand to what extend GZ can be recovered from G.
2.3. Bilinear maps
Assume M1, M2 and N are A-modules, where A is a commutative asso-
ciative ring with unit. The map
f :M1 ×M2 → N
is called A-bilinear if
f(ax, y) = f(x, ay) = af(x, y)
for all x ∈M1, y ∈M2 and a ∈ A. An A-bilinear mapping f :M1×M2 → N
is called non-degenerate in the first variable if f(x, y) = 0 for all y in M2
implies x = 0. Non-degeneracy with respect to the second variable is defined
similarly. The mapping f is called non-degenerate if it is non-degenerate
with respect to first and second variables. We call the bilinear map f , a
full bilinear mapping if N is generated as an A-module by elements f(x, y),
x ∈M1 and y ∈M2.
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2.4. The second cohomology group and extensions of groups
Here we briefly review a few concepts from cohomology of groups. The
aim is to state three well-known facts on the relationship between the second
cohomology group and extensions of groups. Readers may refer to ([14],
Chapter 11) or ([1], Chapter IV) for details.
Assume
1→ N µ−→ E ǫ−→ G→ 1, (1)
is a short exact sequence of groups, called an extension of N by G. The
group N is often called the kernel of the extension. If all involved groups are
abelian then the sequence is called an abelian extension of N by G. Consider
a function η : G → E transversal to ǫ, i.e. η satisfies ǫ ◦ η = 1G. Then η
gives a function χη : G → Aut(N) induced by the action of η(G) on µ(N)
by conjugation in E. As usual Aut(N) denotes the group of automorphisms
of N . Given the data above the result of the action of x ∈ G on y ∈ N is
denoted by yx.
If N is an abelian group the above action of G on N induces a Z[G]-
module structure on N , where Z[G] is the integral group ring of G. Given
this data we say that N is a G-module.
Assume that N is a G-module and the following is a possibly different
extension of N by G.
1→ N µ′−→ E ′ ǫ′−→ G→ 1 (2)
We say that the extensions (1) and (2) are equivalent if there exists an iso-
morphism φ : E → E ′ of groups such that the diagram:
1 −−−→ N µ−−−→ E ǫ−−−→ G −−−→ 1∥∥∥ yφ ∥∥∥
1 −−−→ N −−−→
µ′
E ′ −−−→
ǫ′
G −−−→ 1
commutes. This introduces an equivalence relation on extensions of the G-
module N by G.
Let η(1G) = 1E. A function f : G×G→ N satisfying:
• f(1G, y) = 1N = f(x, 1G), ∀x, y ∈ G
• f(x, y)f(xy, z) = (f(y, z))xf(x, yz), ∀x, y, z ∈ G
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is called a 2-cocycle fromG toN given the action of G onN . These 2-cocycles
form an abelian group under point-wise multiplication denoted by Z2(G,N).
A 2-cocycle f is called a 2-coboundary if there is a function h : G → N
satisfying h(1G) = 1N and
f(x, y) = (h(y))x(h(xy))−1h(x),
for all x, y ∈ G. 2-coboundaries form a subgroup B2(G,N) of Z2(G,N).
Define the second cohomology group given this data by:
H2(G,N) =
Z2(G,N)
B2(G,N)
.
Fact 2.1. If N is a G-module then there exists a bijection between the equiv-
alence classes of extensions of N by G realizing the action and the group
H2(G,N).
If the action of G on N is trivial and G is also abelian, then a 2-cocycle
f ∈ Z2(G,N) is called symmetric if f(x, y) = f(y, x) for all x and y in G.
The subgroup of symmetric 2-cocycles of Z2(G,N) is denoted by S2(G,N).
We define Ext(G,N) by
Ext(G,N) =
S2(G,N)
S2(G,N) ∩B2(G,N) .
Fact 2.2. If N is a trivial G-module and G is abelian, then there exists a
bijection between the equivalence classes of abelian extensions of N by G and
the group Ext(G,N).
Now assume N is not necessarily abelian. Then the function χη induces
a homomorphism χ : G→ Out(N) called a coupling associated to the exten-
sion which is independent of η, where Out(N) denotes the group of outer-
automorphisms of N . It is a known fact that there are couplings which can
not be realized by any extensions. However given a coupling χ and knowing
that there exists at least one extension realizing it, we may lift χ to a set map
with target Aut(N), then indeed this induces a well-defined homomorphism
from G to Aut(Z(N)), that is, the center Z(N) of N is actually a G-module.
Fact 2.3. There is a bijection between the equivalence classes of extensions
of N by G with coupling χ and the group H2(G,Z(N)), providing that such
extensions exist, in which case Z(N) is a G-module via any lifting of χ :
G→ Out(N) to Aut(N).
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2.5. Our approach and statement of the main results
Here we provide an outline of the paper, a lay out of the main arguments
and formulate our main results. It is regrettably a long one, even though the
authors have tried to keep the details minimal and presentation somehow
informal except in certain cases. But hopefully it gives a good outline of the
main arguments and results. In later sections of the paper we provide all
details, formal description of the constructions, and the proofs.
Given a finitely generated nilpotent group G our first aim is to construct
a central series
G = G1 > G2 > . . . > Gm > Gm+1 = 1,
where each Gi is first-order definable in G and each quotient Gi/Gi+1 satisfies
one of the following mutually exclusive conditions:
(a) Gi/Gi+1 is finite,
(b) Gi/Gi+1 is infinite torsion-free abelian and the two-sorted Z-module
〈Gi/Gi+1,Z〉 is interpretable in G uniformly with respect to Th(G),
(c) Gi/Gi+1 is infinite torsion-free abelian and there is no definable sub-
group K/Gi+1 of Gi/Gi+1 such that 〈K/Gi+1,Z〉 is interpretable in G.
Let us call such a central series a maximally refined series. It may not be
very hard to see that if one is able to construct a series for G with quotients
satisfying (a) and (b) only, then any finitely generated group H elementarily
equivalent to G will be isomorphic to it. That is because we can use the
interpretability of the ring of integers and its action or the finiteness of the
quotient to express in the first-order theory of groups that each of the quo-
tients Gi/Gi+1 is generated by certain elements say uijGi+1, j = 1, . . . , mi
for some positive integer mi. This will imply that G is generated by the uij
and it is not hard to see that G being finitely presentable we can also express
all relations among the uij in the first-order theory of groups. Now, all def-
initions and interpretations being uniform with respect to (at least finitely
generated models of) Th(G) implies that H has the same presentation. The
existence of quotients of type in (c) and the way the rest of the group in-
teracts with these quotients determines (at-least heuristically) the extent to
which the structure of H can deviate from that of G. We shall see that the
only quotient satisfying (c) in G is (Is(G′) · Z(G))/Is(G′) or equivalently
Is(G′)/(Is(G′)∩Z(G)), where Is(G′) refers to the isolator of the commuta-
tor subgroup G′. Note that if G is abelian then one could get only quotients
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of type (a) and (c). In this case one can use Szmielew’s invariants to show
that H and G are isomorphic. There is an example, due to Zilber [18], of
a class 2 finitely generated nilpotent group G such that G has a quotient of
type (c). The tools developed in this paper shed a new light on this example
(which will be studied in the final section).
So, let us keep constructing a maximally refined series as an ideal goal.
With this goal in mind let us describe a few intermediate constructions which
will get us there.
Let
G = R1 > R2 > . . . > Rc > Rc+1 = 1, (R),
be an arbitrary central series of the nilpotent group G. Let
Ruc+1 = 1, and R
u
i = {x ∈ G : [x,G] ⊆ [Ri, G]}, 1 ≤ i ≤ c,
and
Rl1 = G, and R
l
i = [Ri−1, G], 2 ≤ i ≤ c+ 1.
Each Rui and R
l
i is a subgroup of G, and
Rui ≥ Ri ≥ Rli, 1 ≤ i ≤ c,
and
[Rui , G] = [Ri, G] = R
l
i+1, 1 ≤ i ≤ c.
Hence
G = Ru1 > R
u
2 > . . . > R
u
c = Z(G) > R
u
c+1 = 1, (R
u)
G = Rl1 > R
l
2 = G
′ > Rl3 > . . . > R
l
c+1 = 1, (R
l)
are central series for G. We call the series (Ru) and (Rl) the upper and
lower series associated with (R), respectively. The operation of commutation
induces well-defined full bilinear maps
fi : G/G
′ × Rui /Rui+1 → Rli+1/Rli+2, 1 ≤ i ≤ c− 1
each of which is non-degenerate with respect to the second variable. The
mappings constructed form a bundle SR = {f1, . . . fc−1} of bilinear mappings
associated with the series (R).
Let
Ru = Ru1/R
u
2 ⊕ . . .⊕Ruc−1/Ruc ,
Rl = Rl2/R
l
3 ⊕ . . .⊕ Rlc/Rlc+1.
We call each quotient Rui /R
u
i+1 a major direct factor of R
u. Similarly the
Rli/R
l
i+1 are called major direct factors of R
l
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Proposition 2.4. The bundle SR induces a full non-degenerate with respect
to both variables bilinear map
FR :
G
VR
× Ru → Rl,
for some subgroup VR ≥ G′.
The details of the construction and the proof of the proposition can be
found in Section 3.3.
Now one can associate a (necessarily commutative associative unitary)
ring P (FR), called the largest ring of scalars of the mapping FR (see Sec-
tion 3.1) to FR. The ring P (FR) may not act on all the major direct factors
of Ru and Rl. But the largest subring PR of P (FR) that stabilizes these ma-
jor direct factors exists and moreover is definable in P (FR). So the abelian
groups G/VR, R
u
i /R
u
i+1 and R
l
i+1/R
l
i+2, 1 ≤ i ≤ c−1 carry PR-module struc-
tures interpretable in G.
The argument above shows that the ring PR acts on all the quotients of
the upper series except, possibly, the one corresponding to the lowest gap
Ruc = Z(G) > 1. It also acts on all the quotients of the lower series except
possibly on the quotient of the upper gap G > G′ = Rl2.
In Section 3.4 we shall introduce refinements (U(R)) and (U(L)) of (Rl)
and (Ru), respectively, that minimize this issue. We shall also construct
a definable subring AR of PR that acts simultaneously on all quotients of
the consecutive terms of the two new series except possibly for the quotient
associated to one gap in each case. In the case of (U(R)) the gap is Z(G) >
Z(G)∩G′ and in the case of (L(R)) the gap is Z(G) ·G′ > G′. Notice that if
Z(G) ≤ G′ the gaps are trivial. If they exist they give isomorphic quotients.
So we refer to both gaps as the special gap.
The importance of all these constructions for studying the elementary
theory of G is reflected in the following proposition.
Proposition 2.5. Assume A is an arbitrary binomial domain. Let G be a
finitely generated A-exponential nilpotent group and
G = Rc > Rc−1 > . . .R1 > R0 = 1 (R)
be a central series of A-subgroups where each term is definable in G uniformly
with respect to Th(G) . Then,
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1. the upper completed series (U(R)) associated with (R) is an A-central
series and all its terms are interpretable in G uniformly with respect to
Th(G),
2. the lower completed series (L(R)) associated with (R) is an A-central
series and all its terms are interpretable in G uniformly with respect to
Th(G),
3. the ring AR(G) is an A-algebra, and it is interpretable in G uniformly
with respect to Th(G), moreover:
(a) the action of AR(G) on all quotients of the upper completed asso-
ciated series (U(R)) (maybe except the gap Z(G) ≥ G′ ∩Z(G)) is
interpretable in G uniformly with respect to Th(G),
(b) the action of AR(G) on all quotients of the lower completed as-
sociated series (L(R)) (maybe except the gap Z(G) · G′ > G′) is
interpretable in G uniformly with respect to Th(G).
The constructions are introduced in Section 3.4. The logical properties
of the constructions are studied in Section 4.
Remark 2.6. As starting point for building a maximally refined series for G
one can choose any central series with good logical properties, such as the
lower central series or the upper central series for G. However the existence of
the gaps appearing in 3(a) and 3(b) of Proposition 2.5 and the isomorphism
type of the corresponding quotients are independent of the original series
(R). That is why we call it the special gap.
We would have already achieved the goal of constructing a maximally
refined series if we could somehow interpret (define) the ring of integers Z in
the ring AR(G). This is the topic we discuss in Section 5. By construction
the ring AR(G) is a subring of the endomorphism ring of G/VR(G) which is
a finitely generated abelian group. Therefore it is an example of a ring A
with finitely generated additive group A+. It is also a Noetherian ring. Let
us recall that any such ring admits a decomposition of zero
0 = p1 · p2 · · · pm,
where the pi are certain prime ideals of A.
Proposition 2.7. Let A be a commutative associative ring with unit and
finitely generated additive group A+. Then,
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(a) there exists a definable decomposition of zero 0 = p1 · p2 · · ·pm, in A,
(b) for each i, either the characteristic, char(A/pi), of the integral domain
A/pi is not zero and so A/pi is finite or char(A/pi) = 0 and the ring
of integers Z is definable in A/pi.
Part (a) is actually the statement of Proposition 5.8 and part (b) is a
corollary of Lemma 5.13 and part (a). These are informal versions of the
more technical statements appearing in Sections 5.1 and 5.2. Indeed for
what follows we need a stronger statement which is Proposition 5.18. Let
us just comment on part (b), which uses the celebrated theorem of Julia
Robinson on undecidability of algebraic number fields of finite degree over Q
in [15]. She proves that the ring of integers Z is interpretable in any algebraic
number field, that is, a finite extension of the field of rational numbers Q.
Note that if A is a characteristic zero integral domain with finitely generated
A+ then the field of fractions F of A is an algebraic number field. It is an
easy exercise to show that F is interpretable in A uniformly with respect to
Th(A). Now the statement follows from Robinson’s theorem.
Now combining Proposition 2.5 and 2.7 modulo certain technicalities one
may prove the following proposition. We will provide the proof at the begin-
ning of Section 8.
Proposition 2.8. Assume G is a finitely generated nilpotent group which
is not abelian-by-finite. then, at least two of the quotients of consecutive
terms (U(R)) (respectively (L(R))) is infinite. Moreover the ring of integers
Z and its action on all the infinite quotients of the consecutive terms of
(U(R)) (respectively (L(R))), except possibly Z(G)/(Z(G)∩G′) (respectively
(Z(G) · G′)/G′), are interpretable in G. All the interpretations are uniform
with respect to finitely generated models of Th(G).
It should not come as surprise that we also obtain a result on elementary
equivalence of finitely generated modules over commutative associative rings
with unit and finitely generated additive group. We recall that for us an A-
module M is a two sorted structure 〈M,A, s〉, where M is an abelian group,
A is a ring and s is the predicate describing the action of A on M . Denote
the language by L2.
Theorem 2.9. Let A be an associative commutative ring with unit and let
M be a finitely generated A-module. Then there exists a sentence ψM,A of
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the language L2 such that 〈M,A〉 |= ψM,A and for any ring B with finitely
generated B+ and any finitely generated B-module N , we have
〈N,B〉 |= ψM,A ⇔ 〈N,B〉 ∼= 〈M,A〉.
The proof of the theorem appears at the end of Section 5. Indeed Theo-
rem 2.9 implies the next two statements.
Corollary 2.10. For any associative commutative ring A with unit and
finitely generated additive group A+ there exists formula ψA such that A |= ψA
and for any ring B with finitely generated B+ we have
B |= ψA ⇔ A ∼= B.
Corollary 2.11. Let K be the class of all associative commutative rings with
finitely generated additive group. Then any A from K is finitely axiomatizable
inside K.
Let us denote by L3 the first-order language of two-sorted algebras. An
algebra 〈C,A〉 consists of an arbitrary ring C, not necessarily commutative or
associative or unitary and the scalar ring A which is assumed to be commuta-
tive associative and unitary The following result follows from the statements
above. We provide the proof right after the proof of Theorem 2.9 in Section 5.
Theorem 2.12. Let A be the class of all two-sorted algebras 〈C,A〉 where
C is finitely generated as an A-module and A+ is finitely generated as an
abelian group. For each 〈C,A〉 ∈ A there exists a formula φC,A of L3 such
that 〈C,A〉 |= φC,A and for any 〈D,B〉 ∈ A,
〈D,B〉 |= φC,A ⇔ 〈C,A〉 ∼= 〈D,B〉
as two-sorted algebras.
Going back to the discussion of nilpotent groups, in some sense Propo-
sition 2.8 finishes constructing maximally refined series. In the remaining
parts of the paper we shall look at the consequences of having such a series
and why it is in general the best we can achieve.
In Section 6 we present a coordinatization theorem for finitelyK-generated
groups taking exponents in a binomial principal ideal domain K. Recall that
elements in a finitely generated torsion-free nilpotent group G can be repre-
sented as tuples in Zm, where m is the Hirsch number of G. By a classical
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theorem of P. Hall [3] product and exponentiation are computed by certain
polynomials with rational coefficients and integer values on integer entries.
Moreover these polynomials are uniquely determined by the so-called struc-
ture constants. Here we do not assume that the groups are torsion-free. So
we need more complicated but basic tools and language to describe such a
group as a tuple inKm where its isomorphism type is determined by structure
constants and periods of (relative) torsion elements.
Section 7 introduces terminology related to the “special gap” and also
a class of finitely generated nilpotent groups, here called regular groups,
where elementary equivalence implies isomorphism. In Section 7 we actually
deal with a somewhat bigger class of groups (taking exponents in a binomial
PID), but for now we just restrict our attention to finitely generated nilpotent
groups. So let G be such a group. If N is a subgroup of G, define
Is(N) = {x ∈ G : ∃n ∈ N∗ (xn ∈ N)}.
The set Is(N) is a subgroup of G called the isolator of N in G, which is
normal in G if N is a normal subgroup of G. Next Define
I(G) = Is(G′) ∩ Z(G).
The special gap
Z(G) ≥ G′ ∩ Z(G)
will be called tame, if Z(G) = I(G).
Let us refine the special gap above with the help of I(G):
Z(G) ≥ I(G) ≥ G′ ∩ Z(G).
The quotient I(G)/(G′ ∩ Z(G)) is a finite abelian group, and the quotient
Z(G)/I(G) is a free abelian group of finite rank. Indeed Z(G) splits over
I(G) and therefore there exists a free abelian group of finite rank G0 ≤ Z(G),
such that Z(G) = G0 × I(G).
Any subgroup G0 ≤ G such that Z(G) = G0×I(G) is called an addition of
G and the quotient group Gf = G/G0 is called a foundation of G, associated
with the addition G0. If G ∼= G/Gf × G0 or equivalently if Is(G′ · Z(G)) =
Is(G′)·Z(G) then we call G a regular group. The fact that the two conditions
given above are equivalent is part of the statement of Proposition 7.5.
Now let us describe the main results of Section 8. This section reflects
the meticulous study of what having a “maximally refined central series” for
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a finitely generated nilpotent group G means in understanding the structure
of a finitely generated group H elementarily equivalent to it. The main
auxiliary results in the section are Lemma 8.9 and Proposition 8.11. The
statements are technical and long, so we do not state them here. Some of
the main consequences are summarized in the following theorem.
Theorem 2.13. Assume G ≡ H are finitely generated nilpotent groups.
Then
(a) there exists a monomorphism φ : G→ H of groups with im(φ) a finite
index subgroup of H,
(b) for any addition G0 of G there exists an addition H0 of H so that
G0 ∼= H0 and G/G0 ∼= H/H0,
(c) Is(G′) ∼= Is(H ′)
(d) G/Is(G′) ∼= H/Is(H ′)
(e) Is(G′ · Z(G))/(Is(G′) · Z(G)) ∼= Is(H ′ · Z(H))/(Is(H ′) · Z(H)).
The most immediate consequence of Theorem 2.13 is the following the-
orem on elementary equivalence of regular groups. This theorem was an-
nounced in [5] but the proof was not published.
Theorem 2.14 ([5]). If G is finitely generated regular group and H is a
finitely generated group such that G ≡ H, then G ∼= H.
In Section 9 we give a cohomological account of the results in Section 8.
Let us set N(G) = Is(G′) · Z(G) = Is(G′) × G0, M(G) = Is(G′ · Z(G))
and G¯ = G/N(G). We look at G as the following extension where µ is the
inclusion and π is the canonical surjection.
1→ N(G) µ−→ G π−→ G¯→ 1.
Recall that all the equivalence classes of the extensions ofN(G) by G¯ with the
same coupling, χ : G¯ → Out(N(G)), as this extension are in one-one corre-
spondence with elements of the second cohomology group H2(G¯, Z(N(G)))
where the center Z(N(G)) of N(G) is a G-module via any lifting of χ to
Aut(N(G)). We notice that picking an addition G0 for G, the properties
N(G) = G0 × Is(G′) and G0 ⊂ Z(G) imply that Z(N(G)) = G0 × N1(G)
where both G0 and N1(G) = Z(Is(G
′)) are clearly stable under the action
of G. We will argue that
H2(G¯, Z(N(G))) ∼= H2(G¯, N1(G))⊕Ext(M(G)
N(G)
, G0)
[f ] 7→ [f1]⊕ [f2],
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where f , f1 and f2 are 2-cocycles and [f ] denotes the class of f in the corre-
sponding cohomology group. This splitting as well as the main results from
Section 8 imply that any finitely generated group H elementarily equivalent
to G is realized as an extension of N(G) by G¯ with the same coupling as the
extension above. If the 2-cocycle corresponding to G (as a representative of
an equivalence class) has the form f1 + f2 then the one corresponding to H
has the form f1 + f
′
2, where the symmetric 2-cocycles f2 and f
′
2 belong to
possibly different classes of Ext(M(G)/N(G), G0).We can actually say more
about the 2-cocycle f ′2.
We will define now what an abelian deformation of a finitely generated
nilpotent group is. It might help the reader to at least read the statements
of Lemmas 8.8, 8.9 and 8.10 before going through the definition. The indices
i0, i1 and i2 used in the definition are defined in Lemma 8.8, even though it
should be clear from the definition what they are.
Definition 2.15 (Cohomological definition of finitely generated abelian de-
formations). Assume G is a finitely generated nilpotent group corresponding
to an element
[f1]⊕ [f2] ∈ H2(G¯, N1(G))⊕ Ext(M(G)
N(G)
, G0) ∼= H2(G¯, Z(N(G))),
realizing a coupling χ : G→ Out(N(G)). Assume
M(G)
N(G)
= 〈ui0+1N(G)〉 × · · · × 〈ui1N(G)〉 ∼=
Z+
ei0+1Z+
⊕ · · · ⊕ Z
+
ei1Z+
,
is the invariant factor decomposition of the finite abelian group M(G)/N(G).
Set e = ei0+1 · · · ei1 and n = i1 − i0. Moreover let {ui1+1, . . . , ui1+n, . . . , ui2}
be a basis for the addition G0 as a free abelian group. Let also p = i2 − i1.
Assume we are given integers di1+1, . . . , di1+n and an n × n matrix (cij) of
integers such that
(a) gcd(d, e) = 1 where d = di1+1 · · · di1+n
(b) det(cij) = ±1.
Define the group Abdef(G, d¯, c¯) as the extension of N(G) by G¯ with the same
coupling χ : G→ Out(N(G)) defining G, corresponding to [f1]⊕ [f ′2], where
f ′2 =
i1∑
i=i0+1
f ′2i, f
′
2i ∈ S2(〈uiN(G)〉, G0),
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and for 0 ≤ s, t < ei,
f ′2i(u
s
iN(G), u
t
iN(G)) =
{
1 if s+ t < ei∏i1+n
k=i1+1
udkcikk if s+ t ≥ ei.
Any group H isomorphic to Abdef(G, d¯, c¯) is called an abelian deformation of
G.
Here is the main theorem of this paper.
Theorem 2.16 (Characterization Theorem). Assume G is a finitely gener-
ated nilpotent group and H is a finitely generated group such that G ≡ H.
Then there exist tuples of integers d¯ and c¯, satisfying the conditions in Defi-
nition 2.15 such that
H ∼= Abdef(G, d¯, c¯).
The proof of the theorem is included in Section 9. The converse is proven
in Section 10.
Finally in Section 11 we analyze an example given by B. Zilber [18] of two
finitely generated 2-nilpotent groups which are elementarily equivalent but
not isomorphic. We will show that they can be looked as abelian deformations
of one another.
3. Bilinearization of nilpotent groups
In this section we define the non-degenerate bilinear mapping FR, which
is canonically associated with an arbitrary central series (R) of a nilpotent
group G. In a certain sense, the mapping FR is a generalization of the graded
Lie ring associated with the central series (R) of G.
All the results and definitions in Subsection 3.1 and 3.2 are taken from [6].
The rest of the material in this section is new to the best of our knowledge.
3.1. Largest ring of a bilinear map
In this section all the modules are considered to be exact and scalar rings
are always commutative associative with a unit. An A-module M is said
to be exact if am = 0 for a ∈ A and all m ∈ M implies a = 0. Let
f :M1×M2 → N be a non-degenerate full A-bilinear mapping for some ring
A.
Let M be an A-module and let µ : A → P be an inclusion of rings.
Then the P -module M is an P -enrichment of the A-module M with respect
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to µ if for every a ∈ A and m ∈ M , am = µ(a)m. Let us denote the
set of all A endomorphisms of the A-module M by EndA(M). Suppose the
A-module M admits a P -enrichment with respect to the inclusion of rings
µ : A → P . Then every α ∈ P induces an A-endomorphism, φα : M → M
of modules defined by φα(m) = αm for m ∈ M . This in turn induces an
injection φP : P → EndA(M) of rings. Thus we associate a subring of the
ring EndA(M) to every ring P with respect to which there is an enrichment
of the A-module M .
Definition 3.1. Let f : M1 × M2 → N be a full A-bilinear mapping and
µ : A → P be an inclusion of rings. The mapping f admits P -enrichment
with respect to µ if the A-modules M1, M2 and N admit P enrichments with
respect to µ and f remains bilinear with respect to P . We denote such an
enrichment by E(f, P ).
We define an ordering≤ on the set of enrichments of f by letting E(f, P1) ≤
E(f, P2) if and only if f as an P1 bilinear mapping admits a P2 enrich-
ment with respect to inclusion of rings P1 → P2. The largest enrichment
EH(f, P (f)) is defined in the obvious way. We shall prove existence of such
an enrichment for a large class of bilinear mappings.
The following proposition and its proof are taken from [6]. We provide
the proof here since the ring P (f), whose construction is revealed in the
proof, shall be used in constructing various other rings introduced later in
the paper.
Proposition 3.2 ([6], Theorem 1). If f :M ×M → N is a non-degenerate
full A-bilinear mapping over a commutative associative ring A with unit, then
f admits the largest enrichment.
Proof. An A-endomorphism α of the A-module M is called symmetric if
f(αx, y) = f(x, αy)
for every x, y ∈ M . Let us denote the set of all such endomorphisms by
Symf(M), i.e.
Symf(M) = {α ∈ EndA(M) : f(αx, y) = (x, αy), ∀x, y ∈M}.
Set
Z = {β ∈ Symf(M) : α ◦ β = β ◦ α, ∀α ∈ Symf(M)}.
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Then Z is non-empty since the unit 1 belongs to Z and it is actually an A-
subalgebra of EndA(M). For each n, let Zn be the set of all endomorphisms
α in Z that satisfy the formula
Sn(α)⇔∀x¯, y¯, u¯, v¯
(
n∑
i=1
f(xi, yi) =
n∑
i=1
f(ui, vi)→
n∑
i=1
f(αxi, yi) =
n∑
i=1
f(αui, vi)
)
.
i.e.
Zn = {α ∈ Z : Sn(α)}.
Each Zn is also an R-subalgebra of Z. Now set
P (f) = ∩∞i=1Zn.
The identity mapping is in every Zn so P (f) is not empty. Since the mapping
f is full, for every x ∈ N there are xi and yi, inM such that x =
∑n
i=1 f(xi, yi)
for some n. The P (f)-moduleM is exact by construction. Now we can define
the action of P (f) onN by setting αx =
∑n
i=1 f(αxi, yi). The action is clearly
well-defined since α satisfies all the Sn(α) and makes N into a P (f)-module.
Moreover for any x, y ∈M and A ∈ P (f) we have
f(αx, y) = f(x, αy) = αf(x, y),
that is, f is P (f)-bilinear.
In order to prove that the ring P (f) is the largest ring of scalars, we prove
that for any ring P with respect to which f is bilinear, φP (P ) ⊆ P (f). Since
f is P -bilinear φP (P ) ⊆ Symf(M). Let p ∈ P then for α ∈ Symf(M) and
x, y ∈M ,
f(α ◦ φp(x), y) = f(φp(x), αy)
= αf(x, αy) = αf(αx, y)
= f(φp ◦ α(x), y).
Non-degeneracy of f implies that φp ◦ α = α ◦ φp. Therefore φP (P ) ⊆ Z.
It is clear that φp belongs to every Zn by bilinearity of f with respect to P .
Therefore φP (P ) ⊆ P (f), hence E(f, P ) ≤ E(f, P (f)).
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3.2. Largest ring of scalars as a logical invariant
Indeed the ring P (f) is interpretable in the bilinear map f providing that
f satisfies certain conditions in addition to the ones in Proposition 3.2.
The mapping f is said to have finite width if there is a natural number s
such that for every u ∈ N there are xi ∈M1 and yi ∈M2 such that
u =
s∑
i=1
f(xi, yi).
The least such number, w(f), is the width of f .
A set E1 = {e1, . . . en} is a left complete system for a non-degenerate
mapping f if f(E1, y) = 0 implies y = 0. The cardinality of a minimal left
complete system for f is denoted by c1(f). A right complete system and the
number c2(f) are defined correspondingly.
The type of a bilinear mapping f , denoted by τ(f) , is the triple
(w(f), c1(f), c2(f)).
The mapping f is said to be of finite type if w(f), c1(f) and c2(f) all exist. If
f, g :M1×M2 → N are bilinear maps of finite type we say that the type of g
is less than the type of f and write τ(g) ≤ τ(f) if w(g) ≤ w(f), c1(g) ≤ c1(f)
and c2(g) ≤ c2(f).
Let A be a commutative ring with unit. Assume M1,M2 and N are exact
A-modules. Let f : M1 ×M2 → N be a A-bilinear map. We associate two
structures to f . The first one is
U(f) = 〈M1,M2, N, δ〉.
where M1, M2 and N are abelian groups and δ describes the bilinear map.
The other one is
UA(f) = 〈A,M1,M2, N, δ, sM1, sM2 , sN〉,
where A is a ring and sM1, sM2 and sN describe the actions of A on the
modules M1, M2 and N respectively.
We state the following theorem without proof. Readers may refer to the
cited reference for a proof.
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Theorem 3.3 ([6], Theorem 2). Let f be a non-degenerate full bilinear map-
ping of finite type and let P (f) be the largest ring of scalars of f . Then all
the constructions, Symf(M), Z, and Zn for all n ∈ N∗ are regularly inter-
pretable in U(f). In particular P (f) = ∩w(f)n=1Zn where w(f) is the width of
f and therefore UP (f)(f) is absolutely interpretable in U(f). Moreover the
formulas involved in the interpretation depend only on the type of f .
Remark 3.4. Proposition 3.2 and Theorem 3.3 are stated for bilinear maps
f : M1 ×M2 → N where M1 = M2. In the following we reduce the general
case M1 6= M2 to the case in these statements. So assume f is full and
non-degenerate. Now define
f p : (M1 ⊕M2)× (M1 ⊕M2)→ N ⊕N
by
f p(x1 ⊕ y1, x2 ⊕ y2) = f(x1, y2)⊕ f(x2, y1),
for all xi ∈ M1 and yi ∈ M2, i = 1, 2. The map is clearly non-degenerate
and full. So by Proposition 3.2 the largest ring P = P (f p) of scalars exists.
Define P1 as the subset of all elements of P stabilizing both M1 and M2.
Indeed P1 is a non-empty subring of P and makes f a P1-bilinear map. On
the other hand any ring R making f bilinear has to embed into P1 otherwise
P (f p) would not define the largest enrichment. So indeed P (f) = P1.
Moreover f p is absolutely interpretable in f . Indeed in this case M1 and
M2 are absolutely definable subgroups of M1 ⊕ M2 and so the ring P1 is
absolutely definable in P (f p). Therefore P1 is interpretable in f .
Remark 3.5. If one only cares about algebraic properties of P (f) there is a
simpler definition of P (f). Given a full nondegenerate R-bilinear map
f :M1 ×M2 → N,
one can identify P (f) with the subring S ≤ EndR(M1) × EndR(M2) ×
EndR(N) consisting of all triples A = (φ1, φ2, φ0) such that for all x ∈ M1
and y ∈M2
f(φ1(x), y) = f(x, φ2(y)) = φ0(f(x, y)). (3)
Moreover one could drop the reference to R and simply take P (f) to be
the subring S ′ of End(M1)×End(M2)×End(N) whose elements satisfy (3).
This is simply because E(f, P (f)) ≤ E(f, S ′), while E(f, P (f)) is the largest
enrichment.
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3.3. Construction of FR
Throughout G is a nilpotent group.
Let
G = R1 > R2 > . . . > Rc > Rc+1 = 1, (R),
be an arbitrary central series of the nilpotent group G. Let
Ruc+1 = 1, and R
u
i = {x ∈ G : [x,G] ⊆ [Ri, G]} if 1 ≤ i ≤ c,
and
Rl1 = G, and R
l
i = [Ri−1, G] if 2 ≤ i ≤ c+ 1.
Clearly each Rui and R
l
i is a subgroup of G, and
Rui ≥ Ri ≥ Rli, 1 ≤ i ≤ c+ 1,
and
[Rui , G] = [Ri, G] = R
l
i+1, 1 ≤ i ≤ c.
Hence
G = Ru1 > R
u
2 > . . . > R
u
c = Z(G) > R
u
c+1 = 1 (R
u),
G = Rl1 > R
l
2 = G
′ > Rl3 > . . . > R
l
c+1 = 1 (R
l),
are central series of G.
Definition 3.6. The series (Ru) is called the upper central series associated
to (R) and (Rl) is called the lower central series associated to (R).
For each 1 ≤ i ≤ c− 1 we may define a full bilinear mapping,
fi : G/G
′ ×Rui /Rui+1 → Rli+1/Rli+2,
by fi(xG
′, yRui+1) = [x, y]R
l
i+2. Each fi, 1 ≤ i ≤ c− 1 is well defined due to
the inclusions:
[G′, Rui ] = [[G,G], R
u
i ] ⊆ [[Rui , G], G]
= [[G,Rui ], G] = [[Ri, G], G] ⊆ [Ri+1, G]
= Rli+2.
Note that fi is non-degenerate with respect to the second variable due to
the definition of Rui+1. The mappings constructed form a bundle SR =
{f1, . . . fc−1} of bilinear mappings associated with the series (R).
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Let
Vi(R) = {x ∈ G : [x,Rui ] ⊆ Rli+2}
be the kernel of fi with respect to the first variable. Let
VR =
c−1⋂
i=1
Vi(R) ≥ G′ · Z(G),
Ru = Ru1/R
u
2 ⊕ . . .⊕Ruc−1/Ruc ,
Rl = Rl2/R
l
3 ⊕ . . .⊕ Rlc/Rlc+1.
We now introduce a full non-degenerate with respect to both variables bilin-
ear mapping
FR : G/VR × Ru → Rl,
which canonically corresponds to the bundle SR and is defined according to
the rule:
FR(x,
c−1∑
i=1
xi) =
c−1∑
i=1
fi(x0, xi),
where x ∈ G/VR, xi ∈ Rui /Rui+1 and x0 is an arbitrary pre-image of x in
G/G′.
The full non-degenerate bilinear map FR constructed above will be re-
ferred to as the bilinear mapping associated with the series (R).
By Theorem 3.2 the largest ring of scalars P (FR) of the bilinear map
FR exists. By construction P (FR) acts on G/VR, R
u and Rl. But it does
not necessarily stabilize the major direct factors Rui /R
u
i+1 and R
l
i+1/R
l
i+2, for
1 ≤ i ≤ c−1. However it is not hard to see that the largest subring of P (FR)
that stabilizes all such quotients is non-empty since it contains the unit 1.
So we define PR as the largest subring of P (FR) which stabilizes all R
u
i /R
u
i+1
and Rli+1/R
l
i+2, for 1 ≤ i ≤ c− 1.
Let us consider some examples.
Example 3.7. Consider the lower central series
G = Γ1(G) > . . . > Γc(G) > Γc+1(G) = 1, (Γ)
of a nilpotent group G. Then we have Γli(G) = Γi(G). So the action of the
ring PΓ on all the quotients
Γ2(G)/Γ3(G), . . . ,Γc(G)/1 = Γc(G)
of the lower central series is defined. Note that G/Γ2(G) is excluded from
the list above.
25
Example 3.8. For the upper central series
G = Zc(G) > . . . > Z1(G) = Z(G) > 1, (Z)
we have Zui (G) = Zi(G), and the action of the ring PZ on the quotients
Zc/Zc−1, . . . , Z2/Z1
is defined i.e. on all the quotients of the upper central series except the center
Z(G).
Example 3.9. Let G be 2-nilpotent.
1. From the upper central series
G = Z2 > Z1 = Z(G) > 1
we obtain Zui = Zi, Z
l
1 = G
′, VZ = Z(G). Therefore FZ is the standard
bilinear mapping,
FZ : G/Z(G)×G/Z(G)→ G′.
2. For the lower central series
G = Γ1(G) > Γ2(G) = G
′ > 1
we obtain Γli(G) = Γi(G), Γ
u
2(G) = Z(G) and VΓ = Z(G), hence
FΓ : G/Z(G)×G/Z(G)→ G′
and FΓ = FZ .
Note that in both cases above the action of the ring PΓ = PZ is defined on
all the quotients except the quotient Z(G)/G′ (if it is non-trivial).
Lemma 3.10. Assume A is a binomial domain, G is a nilpotent A-group
and the central series (R) is an A-series. Then both of the series (Rl) and
(Ru) are central A-series. Moreover PR is an A-algebra.
Proof. We first prove that Rli are A-subgroups. Firstly by Lemma 10.5 of [17]
the commutator map
Rc−1 ×G→ Rc, (x, y) 7→ [x, y]
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is an A-homomorphism in both variables since Rc ≤ Z(G). This shows that
Rlc = [Rc−1, G] is an A-subgroup. Now fix 1 ≤ i ≤ c − 1 and assume for all
i+ 1 ≤ j ≤ c, Rlj is an A-subgroup. Now consider the commutator map:
Ri−1
Rli+1
× G
Rli+1
→ Ri
Rli+1
, (xRli+1, yR
l
i+1) 7→ [x, y]Rli+1.
Note that by Lemma 10.6 of [17] and the induction hypothesis all the groups
involved in the definition of the map are A-subgroups of G/Rli+1. Apply
the argument above to the image Rli/R
l
i+1 of the map to show that it is an
A-subgroup of G/Rli+1. This implies that R
l
i is an A-subgroup by induction.
To prove that the Rui are A-subgroups we just need to note that
Rui
Rli+1
= Z
(
G
Rli+1
)
.
Since the center of an A-group is an A-subgroup and we proved above that
all the Rli are A-subgroups the result follows by induction.
It remains to prove that V (R) is an A-subgroup. By definition Vi(R) is the
kernel of the bilinear map fi. By above fi is A-bilinear and Vi(R)/G
′ is the
kernel with respect to the first variable. So for each Vi(R)/G
′ is an A-group,
therefore Vi(R) is an A-subgroup since G
′ is so. Hence V (R) = ∩c−1i=1Vi(R) is
an A-subgroup. In particular this shows that G/V (R) is an A-group.
Indeed we proved above that FR is an A-bilinear map. This proves that
both P (FR) and PR are A-algebras since by definition they include A as a
subring.
Remark 3.11. The ring PR may not be a binomial domain even if G is a
nilpotent A-group. For example consider the group G = UT3(Z×Z) of 3×3
upper unitriangular matrices over the ring Z×Z. It is easy to verify that G
is a 2-nilpotent group with Γ2 = Z1. Here PΓ = PZ = Z × Z while Z × Z
is not a domain. Also UT3(Z[
√
2]) is a 2-nilpotent group while the domain
PΓ = Z[
√
2] is not even 2-binomial (consider
√
2(
√
2−1)
2
).
3.4. Coordinatization of the action of the ring of scalars
Assume A is a binomial domain. For a nilpotent A-group G the action
of the ring A on various quotients of G is coordinated, i.e. if H1 E H2 are
A-subgroups of G, then the canonical epimorphism H2 → H2/H1 is an A-
epimorphism. In this section we build subrings of the ring PR, which satisfy
this property wherever the action of PR is defined.
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Denote by LR the set of canonical homomorphisms
ei : R
l
i/R
l
i+1 → Rui /Rui+1,
induced by the inclusions Rli → Rui . There exists the largest subring PLR of
the ring PR (with respect to inclusion) such that all homomorphisms of LR
are PLR-linear.
Finally let us build a ring which acts simultaneously on quotients of some
more central series, for instance the upper and lower central series. Let
G = Q1 > . . . > Qd > Qd+1 = 1, (Q)
be one more central series of the group G. Consider the bilinear maps,
naturally defined using the commutation operation,
gi :
G
G′
× Q
u
i
Qui+1
→ Q
l
i+1
Qli+2
,
and let SQ be the set of all these maps. Define Q
u and Ql similar to Ru and
Rl. Let VR∪Q = VR ∩ VQ and define
FR∪Q :
G
VR∪Q
× (Ru ⊕Qu)→ Rl ⊕Ql,
by
FR∪Q(x,
c−1∑
i=1
xi +
d−1∑
j=1
yj) =
c−1∑
i=1
fi(x0, xi) +
d−1∑
j=1
gj(x0, yj),
where x ∈ G/VR∪Q(G), xi ∈ Rui /Rui+1, yj ∈ Quj /Quj+1 and x0 is an arbitrary
pre-image of x in G/G′. Needless to say that FR∪Q is a full non-degenerate
bilinear map. So the largest ring P (FR∪Q) with respect to which FR∪Q is
bilinear exists and similarly one can construct the largest subring PR∪Q of
P (FR∪Q) which acts on all major direct factors of Ru, Qu, Rl and Ql. Finally
one can construct the subring PLR∪Q similar to PLR above.
The two constructions introduced above can be easily generalized to an
arbitrary set C of central series of the group G and an arbitrary set L of
canonical homomorphisms between the quotients of series associated with C.
In fact, let SR be the bundle of mappings corresponding to the series (R)
from C. Let SC =
⋃
R∈C SR and FC be the corresponding bilinear mapping.
Denote by PLC ≤ PC the largest subring (with respect to inclusion) such that
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all homomorphisms from L are PLC-linear. The ring PLC is a convenient
tool because it allows one to pass freely in reasoning from one series to another
(in C), specially when refining a series by means of another one is required.
Proposition 3.12. Let G be finitely generated nilpotent A-group over a
Noetherian binomial domain A. Let C be an arbitrary set of central A-
series of G and L an arbitrary subset of canonical homomorphisms between
quotients of series associated with C. Then PLC is a finite dimensional
commutative associative A-algebra with a unit.
Proof. By construction (see Section 3.1) PLC is an A-subalgebra of the al-
gebra of A-endomorphisms EndA(G/VC) of the A-module G/VC . According
to the construction VC ≥ G′ and G/G′ is a finitely generated A-group by
hypothesis. Consequently the A-module G/VC is finitely generated, so is the
A-module EndA(G/VC). Moreover this module is Noetherian since A is a
Noetherian ring. Hence PLC is a finitely generated A-module.
3.5. Maximally refined series
We note that the ring PR acts exactly on all the quotients of the upper
series except on the one corresponding to the lowest gap Ruc = Z(G) > 1, and
on all the quotients of the lower series except on the quotient of the upper
gap G > G′ = Rl2. On the other hand, PR acts on the quotient G/VR. Since
VR ≥ G′ · Z(G), then in the case of Z(G)  G′ there always remains a gap,
G′ ·Z(G) > G′, on the quotient of which the ring PR does not act. Similarly
in a 2-nilpotent group G if the gap Z(G) ≥ G′ is nontrivial (Z(G) 6= G′),
then the action of the ring PR on the quotient Z(G)/G
′ is undefined (see
Example 3.9). In this section we introduce a simple construction which allows
one to maximally refine the series (Ru) and (Rl) so that the ring PR acts on
all the quotients of the refined series, except the fixed special gap (if it is not
trivial). For the refinement of (Ru) the special gap is Z(G) ≥ Z(G)∩G′, and
for the refinement of (Rl) it is G′ · Z(G) ≥ G′. Note that the quotients of
special gaps are isomorphic in the two cases. The special gaps are essential
and there is no way to get rid of them.
So let us start the refining process. We refine the series (Ru) in the
last term Z(G) > 1 with the help of the intermediate terms Rli ∩ Z(G),
i = 2, . . . , c, to get
Z(G) ≥ G′ ∩ Z(G) = Rl2 ∩ Z(G) ≥ . . . ≥ Rlc ∩ Z(G) ≥ 1.
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Thus we obtain the refined upper series (U(R)) associated with (R):
G = Ru1 ≥ Ru2 ≥ . . . ≥ Z(G) ≥ G′ ∩ Z(G) ≥ . . . ≥ 1 (U(R)).
Consider the set E = {ǫi : i = 2, . . . , c} of the canonical monomorphisms:
ǫi : Ti = (R
l
i ∩ Z(G))/(Rli+1 ∩ Z(G))→ Rli/Rli+1 = Si,
and denote by AER the largest subring of PLR, which leaves all the images
ǫi(Ti) in the PLR-modules Si invariant. Then the action of AER on Si induces
an action of AER on Ti with the help of the monomorphisms ǫi according to:
αx =def ǫ
−1(αǫ(x)), α ∈ AER, x ∈ Ti. (4)
In this way, an action of the ring AER is defined on all the quotients of
the series (U(R)), except on Z(G) ≥ Z(G) ∩G′, if it is non-trivial.
Dually starting from the lower series (Rl) associated with (R), we con-
struct the refined lower series (L(R)) associated with (R). Namely we refine
the series
G > VR ≥ G′ = Rl2 ≥ . . . ≥ Rlc ≥ Rlc+1 = 1
in the gap VR ≥ G′ by means of the upper associated series, i.e. we insert
the series
VR = (VR ∩ Ru1) ·G′ ≥ (VR ∩ Ru2) ·G′ ≥ . . . ≥ (VR ∩Ruc ) ·G′ = Z(G) ·G′.
As a result (L(R)) is of the form
G ≥ VR ≥ (VR ∩Ru2) ·G′ ≥ . . . ≥ Z(G) ·G′
≥ G′ = Rl2 ≥ . . . ≥ Rlc ≥ Rlc+1 = 1 (L(R)).
For each i consider the canonical epimorphism:
βi : Xi = (VR ∩Rui )/(VR ∩Rui+1)→ ((VR ∩ Rui ) ·G′)/((VR ∩ Rui+1) ·G′) = Yi,
and also consider the natural monomorphisms
δi : (VR ∩Rui )/(VR ∩Rui+1)→ Rui /Rui+1 = Zi.
Denote by ADR the largest subring of PLR, which leaves all the images
δi(Xi) in Zi invariant. Then one can use a definition similar to (4) to define
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an action of ADR on the Xi. Then the Yi can be turned into ADR-modules
via the βi. Like AER, the ring ADR acts on all the quotients of the series
(L(R)), except Z(G) ·G′/G′, if it is non-trivial.
Let AR = AER ∩ ADR. Then the ring AR acts, via the constructions
above, on all the quotients of the series (U(R)) and (L(R)) except the ones
corresponding to the special gaps. Moreover in both cases the special gaps
give the same quotients,
(Z(G) ·G′)/G′ ∼= Z(G)/(Z(G) ∩G′)
up to isomorphism.
We close the section with the following proposition. Its proof uses Lemma 3.10
and is similar to that of Proposition 3.12 and is omitted here.
Proposition 3.13. Let A be binomial domain and let G be a nilpotent A-
group. If (R) is a central series of A-subgroups of G, then all the terms of
(L(R)) and (U(R)) are A-subgroups and AR is an associative commutative A-
algebra with a unit. If in addition A is Noetherian and G is finitely generated
as an A-group, then AR is finite dimensional as an A-algebra.
4. Some logical invariants of finitely generated nilpotent groups
In this section we study the logical properties of the constructions in-
troduced in the previous section. In particular we will show that all the
constructions associated with the bilinearization of G, are definable by for-
mulas of the language of groups. Most of the material here is folklore in the
context of finitely generated nilpotent groups. We consider the slightly more
general case of finitely generated nilpotent A-groups where A is a binomial
domain.
4.1. Uniform interpretability of the bilinearization
In this subsection it will be shown that bilinearization of an arbitrary
finitely generated nilpotent group G is absolutely interpretable in the group
G by a system of formulas of the signature of groups. Besides, the same
formulas absolutely interpret bilinearization in any group H which is ele-
mentary equivalent to G. In other words, bilinearization in the group G is a
logical invariant of G. Moreover, this is true for arbitrary finitely generated
A-groups over a binomial domain A, e.g. for finitely generated nilpotent
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pro-p-groups, unipotent k-groups over a field k of zero characteristic. Most
of the arguments here are quite well-known and standard.
Below we will prove that G′ as well as other verbal subgroups of a finitely
generated A-group G are definable in G. Definability of verbal subgroups of
a finitely generated A-exponential nilpotent group G is related to the notion
of finite width. Assume a subgroup N of the group G is generated by the
set X . We say that N is of width s (with respect to X), if any element of N
can be represented as a product of no more than s elements of the set X and
their inverses, s being the minimal number with this property. The width of
the subgroup N = 〈X〉 will be denoted by sX(N) or simply s(N).
Let v(x1, . . . , xn) = v(x¯) be a group word. The set
V = {v(g¯) : g¯ ∈ Gn}
is called a value set of v in G. The subgroup v(G) generated by the set V is
called a verbal subgroup, defined by the word v. By the width of the subgroup
v(G) we mean the width with respect to the value set V .
Let ϕ(x) be a formula of the language of groups. Consider the functor
fϕ which associates to any group G its subgroup fϕ(G), generated by the
definable subset
ϕ(G) = {g ∈ G : G |= ϕ(g)}.
Proposition 4.1. Let G be a group. If the subgroup fϕ(G) is of finite width,
then fϕ(G) is definable in G uniformly with respect to Th(G).
Proof. Let s be the width of the subgroup fϕ(G) with respect to ϕ(G). Then
the subgroup ϕ(G) is defined in G by the formula:
Φs(x) = ∃x1, . . . , ∃xs(x =
s∏
i=1
xi ∧
s∧
i=1
(ϕ(xi) ∨ ϕ(x−1i ))).
The group G and hence any group H ≡ G satisfies the sentence
∀x(Φs+1(x)→ Φs(x)),
which allows to contract any product of elements of the set ϕ(G) ∪ ϕ(G)−1
to a product of no more than s factors of ϕ(G) ∪ ϕ(G)−1. Consequently, if
H ≡ G, then the width of fϕ(H) is not greater than s, and hence it is exactly
s. Therefore Φs(x) defines fϕ(H) in all models H of Th(G).
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Corollary 4.2. Any verbal subgroup v(G) of finite width is definable in G
uniformly with respect to Th(G).
Lemma 4.3. Let G be a c-nilpotent A-exponential group generated by the
set X = {x1, . . . , xn}. Let N be a definable normal subgroup of G. Then the
subgroup [N,G] is of width not greater than n(c − 1) with respect to the set
of generators
[N,X ] = {[y, x] : y ∈ N, x ∈ X}.
Proof. Let R0 = N , Ri = [N,G, . . . , G︸ ︷︷ ︸
i-times
] , i = 1, . . . , c, and consider the
central series of subgroups
N = R0 ≥ [N,G] = R1 ≥ R2 ≥ . . . ≥ Rc = 1.
Since [Ri, G] = Ri+1, then for y ∈ Ri, g1, g2 ∈ G and α ∈ A we have
[y, g1g2]Ri+2 = [y, g1][y, g2]Ri+2
[y, gα1 ]Ri+2 = [y
α, g1]Ri+2.
(5)
Hence for yk ∈ N , gk ∈ G, decomposing gk with the help of generators from
X and using congruences (5), we obtain:
n∏
k=1
[yk, gk] =
n∏
k=1
[yk(0), xk]r2,
where yk(0) ∈ R0 = N , r2 ∈ R2. Continuing this process for r2, we obtain
by induction
n∏
k=1
[yk, gk] =
c−1∏
j
n∏
i=1
[yi(j), xi],
where yi(j) ∈ Rj ≤ N . Consequently, the width of [N,G] with respect to
the set of generators [N,G] does not exceed (c− 1)n .
Corollary 4.4. Assume G is nilpotent group which is finite generated as an
A-group. Then each term of the lower central series of G is a subgroup of
finite width.
Proposition 4.5. Assume G is a finitely generated A-exponential group.
Then:
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1. each term of the upper central series
G = Zc(G) > Zc−1(G) > . . . > Z1(G) > Z0(G) = 1 (Z)
is definable in G uniformly with respect to Th(G),
2. each term of the lower central series
G = Γ1(G) > Γ2(G) > . . . > Γc(G) > Γc+1 = 1
is definable in G uniformly with respect to Th(G).
Proof. Define the formulas Φi(x), i = 0, 1, . . . , c, recursively as follows.
Φ0(x) = (x = 1), Φi(x) = ∀y Φi−1([x, y]), if, 1 ≤ i ≤ c.
Clearly Φi(x) = ∀yi, . . . , y1([x, yi, . . . , y1] = 1) and so, for each group G, each
x ∈ G satisfies Φi in G if and only if x ∈ Zi(G). So the Zi(G) are definable
in G uniformly with respect to Th(G). Part (2) follows from Proposition 4.1
and Corollary 4.4.
Lemma 4.6. Assume Ni E Gi, i = 1, 2, . . . , n, for some natural number n,
are definable subgroups of G uniformly with respect to Th(G). Then,
1. all quotient groups Gi/Ni are interpretable in G uniformly with respect
to Th(G),
2. the direct sum
⊕n
i=1Gi/Ni is interpretable in G uniformly with respect
to Th(G).
The proof of the lemma is an elementary exercise in model theory so it is
omitted.
Proposition 4.7. Assume G is a finitely generated A-exponential nilpotent
group, and each term of the A-series
G = Rc > Rc−1 > . . .R1 > R0 = 1 (R)
is definable in G uniformly with respect to Th(G) . Then:
1. all the terms Rui of the upper series associated with (R) are definable
in G uniformly with respect to Th(G),
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2. all the terms Rli of the lower series associated with (R) are definable in
G uniformly with respect to Th(G),
3. the system U(FR) corresponding to the bilinear mapping FR is inter-
pretable in G uniformly with respect to Th(G),
4. the rings PR and PLR are non-empty and their actions on the quotients
Rui /R
u
i−1 and R
l
i/R
l
i−1 are interpretable in G uniformly with respect to
Th(G).
Proof. Parts (1) and (2) immediately follow from Lemma 4.3 and Proposi-
tion 4.1. To prove part (3) note that by parts (1) and (2) and Lemma 4.6
G/V (R), Ru and Rl are all absolutely interpretable in G. Moreover we use
only commutators [x, y] to define the bilinear map FR. To verify part (4)
note that FR has a finite complete system and is of finite width since all
the modules G/V (R), Ru and Rl are finitely generated A-modules and FR is
A-bilinear. It is by construction full and non-degenerate. So FR satisfies the
hypotheses of Theorem 3.3. Therefore the largest ring of scalars P (FR) exists
and more importantly the structure UP (FR)(FR) is absolutely interpretable in
U(FR) which by part (3) is absolutely interpretable in G. Interpretations are
uniform with respect to Th(G). This in turn implies that the largest subring
PR of P (FR) stabilizing these quotients is interpretable in G. Finally the
homomorphisms
ei : R
l
i/R
l
i−1 → Rui /Rui−1,
are interpretable in G, which implies that PLR is interpretable in G. By
definition all these rings include the identity map and are all nontrivial.
Proof of Proposition 2.5. The proof is similar to that of Proposition 4.7.
5. Interpretations in finite dimensional commutative algebras and
elementary equivalence
In this section we describe by first order formulas some algebraic invari-
ants of any associative commutative ring A with finitely generated additive
group A+. In particular we provide proofs of Theorem 2.9 and 2.12.
5.1. Interpretability of decomposition of zero into the product of prime ideals
with fixed characteristic
Let A be an arbitrary associative commutative ring with a unit. Suppose
that we have a decomposition of zero into the product of finitely generated
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prime ideals:
0 = p1 · p2 · · · pm, (P)
Let Char(pi) = λi be the characteristic of the integral domain A/pi and
Char(P) = (λ1, . . . , λm).
The purpose of this subsection is to obtain a formula interpreting the decom-
position of type (P) in A with the fixed characteristic Char(P), where the
interpretation is uniform with respect to Th(A).
A sequence of lemmas will follow. We omit some proofs as they are
obvious.
Lemma 5.1. Consider the formula
Id(x, y¯) = ∃z1, . . . , ∃zn(x = y1z1 + . . .+ ynzn).
For any tuple a¯ = (a1, . . . , an) ∈ An the formula Id(x, a¯) defines in A the
ideal id(a¯), generated by the elements a1, . . . , an.
Lemma 5.2. The formula
P (y¯) = ∀x1, ∀x2(Id(x1x2, y¯)→ (Id(x1, y¯) ∨ Id(x2, y¯)))
is true for the tuple a¯ of elements of the ring A if and only if the ideal id(a¯)
is prime.
Lemma 5.3. There exists a formula Idi(x, y¯1, . . . , y¯i), such that for any
tuples a¯1, . . . , a¯i, Idi(x, a¯1, . . . , a¯i) defines the ideal p1 · · ·pi in A where
pk = id(a¯k).
Indeed the ideal p1 · · · pi is generated by all the products of the form
y1 · · · yi where yk is an element of the tuple a¯k and the number of such prod-
ucts is finite.
Lemma 5.4. The formula:
D(y¯1, . . . , y¯m) = ∀x(
m∧
i=1
P (y¯i) ∧ Idm(x, y¯1, . . . , y¯m)→ x = 0)
is true for tuples a¯1, . . . , a¯m if and only if the ideals pi = Id(a¯i) satisfy the
decomposition (P).
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Lemma 5.5. The formula
DΛ(y¯1, . . . , y¯m) = D(y¯1, . . . y¯m) ∧
m∧
i=1
∀xId(λix, y¯i) ∧
m∧
i=1
∃z¬Id(z, y¯i)
where Λ = (λ1, . . . λm) = Char(P) is true for tuples a¯1, . . . , a¯m of elements
of A if and only if all the following statements hold:
• the ideals pi = id(a¯i) satisfy the decomposition (P),
• if λi > 0 then Char(A/pi) = λi,
• the integral domains A/pi are all non-zero.
Denote by 0(P) the number of zeros in the tuple (λ1, . . . , λm).
Lemma 5.6. Let P = (p1, . . . , pm) be a collection of finitely generated prime
ideals of the ring A, satisfying the decomposition (P) and possessing the least
number 0(P) among all such decompositions. Then for any ring B if A ≡ B,
then the formula DΛ(y¯1, . . . , y¯m) is true in B on tuples b¯1, . . . , b¯m, if and
only if:
1. Id(x, b¯i) defines the prime ideal qi = id(b¯i),
2. 0 = q1 · q2 · · ·qm,
3. Char(B/qi) = λi, i = 1, . . . , m.
Proof. Items 1 and 2 follow from Lemma 5.4. If λi > 0 then Char(B/qi) = λi
according to Lemma 5.5. Consequently, 0(P) ≥ 0(Q) whereQ = (q1, . . . , qm).
If 0(P) > 0(Q) then starting from Q we construct the formula Dµ, µ =
char(Q). From A ≡ B and Lemma 5.5 we obtain that there exists a tuple
P′ = (p′1, . . . , p
′
m) such that 0(P
′) ≤ 0(Q) < 0(P) which contradicts the
choice of P. Consequently 0(P) = 0(Q) and hence Char(P) = Char(Q).
The proposition is proved.
Remark 5.7. Any Noetherian commutative associative ring with a unit pos-
sesses a decomposition of zero 0 = p1 . . . pm, satisfying the assumptions of
Proposition 5.6.
Proposition 5.8. For any Noetherian associative commutative ring A with
a unit, there exists an interpretable decomposition of zero into a product of
prime ideals, where the interpretation is uniform with respect to Th(A).
Proof. The proposition is a direct corollary of Proposition 5.6 and Remark
5.7.
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5.2. The case of a ring with a finitely generated additive group
Let A be a commutative associative ring with unit and a finitely gener-
ated additive group A+. We shall denote by r(A) the minimal number of
generators of A+ as an abelian group, say, the number of cyclic factors in
the invariant decomposition of A+. In case that M is a finitely generated
A-module where A is as above the minimal number of generators of M as an
abelian group is denoted by r(M), while the minimal number of generators
for M as an A-module is denoted by rA(M).
Lemma 5.9. There exists a sentence chλ of the language of rings such that
for any integral domain A with finitely generated additive group A+:
char(A) = λ⇔ A |= chλ.
Proof. To prove the claim notice that if λ is a prime then we can set chλ =
∀x(λx = 0). For λ = 0 it is enough to note that for the integral domain A,
char(A) = 0 if and only if 2 6= 0 and 1/2 /∈ A. In fact if char(A) = 0 then
2 6= 0 and if 1/2 ∈ A then A ≥ Z[1/2] but Z[1/2] is not finitely generated.
Contradicting with the assumption that A+ is finitely generated. Conversely
if char(A) = p 6= 2, then pA = 0. So A contains the finite field Z/pZ and so
1/2 ∈ A.
Lemma 5.10. Let A be a commutative associative ring with unit and r(A) =
n. Then there exists a sentence ϕn of the language of rings such that A |= ϕn
and for any commutative associative ring B with unit,
B |= ϕn ⇔ r(B) ≤ n.
Proof. Let us first assume that A is an integral domain. By Lemma 5.9
there is a sentence chλ that defines the characteristic char(A) = λ of A in
the language of rings. If char(A) = λ 6= 0 then A is finite and ϕn will say
that chλ and A does not have more than λ
n elements. If char(A) = 0 then
r(A) = n if and only if |A+/2A+| = 2n. So in this case ϕn will say that ch0
and there are precisely 2n distinct elements in A modulo 2A.
Now assume A is not necessarily an integral domain. Then A admits a
decomposition of zero
0 = p1 · p2 · · · pm, (P)
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with Λ = char(P). Set Oi = p0 · · · pi, where p0 = A. Set also O¯i = Oi/Oi+1.
Note that r(A) is bounded by
m−1∑
i=0
r(O¯i).
So it is enough to come up with sentences ϕi each expressing a bound for
r(O¯i). By lemma 5.5 there are tuples of elements a¯i ,i = 1, . . . , m satisfying
DΛ(a¯1, . . . a¯m). Moreover if B is any ring similar to A with tuples of ele-
ments b¯1, . . . , b¯m which satisfy DΛ(b1, . . . , bm) then by Lemma 5.14, B has
a decomposition of zero Q with same exact properties of P. Moreover the
formula idi(x, a¯1, . . . a¯i) from Lemma 5.1 defines Oi in A and idi(x, b¯1, . . . b¯i)
defines similar term in B. The quotients O¯i are finitely generated A-modules
over the integral domains A/pi. Assume r(A/pi+1) = ni and rA/pi+1(O¯) = si.
Note that r(O¯i) ≤ nisi. So it is enough to define ni and si in the language
of rings. By definability of the pi and the Oi it is easy to write a sentence
in the language of rings saying that rA/pi+1(O¯i) ≤ si. By the first paragraph
of this proof and definability of pi+1 there is also a sentence in the language
of rings saying that r(A/pi+1) ≤ ni. Note that the same formulas work for a
ring B as above.
Corollary 5.11. Assume K is the class of all associative commutative uni-
tary rings A with unit and r(A) < ∞. Assume In is the subclass of K
consisting of all integral domains A of characteristic zero with r(A) ≤ n, for
some natural number n > 0. Then there exists a sentence Φn of the language
of rings such that for any A ∈ K
A |= Φn ⇔ A ∈ In.
Proof. A ring A being an integral domain is axiomatizable by one ring theory
sentence. The formula ch0 from Lemma 5.9 is true in any A ∈ In and
conversely implies that A ∈ K has characteristic 0 once A satisfies it. The
formula ϕn from Lemma 5.10 is satisfied by any A ∈ In and conversely
will force r(A) ≤ n for any A ∈ K satisfying it. The conjunction of these
sentences is the desired one.
Corollary 5.12. Let A ∈ In. Then, there exists a formula φZ of the language
of rings such that
A |= φZ ⇔ A ∼= Z.
39
Proof. By Corollary 5.11 the formula Φ1 characterizes members of I1 among
those of K. But I1 has only one member up to isomorphism, namely Z. So
we may set φZ = Φ1.
Lemma 5.13. Consider the class In introduced in Corollary 5.11. Then
there exists a formula Rn(x) defining the subring Z · 1A in any member A of
In.
Proof. We need to note that the field of fractions F of A is an extension of
field of rationals Q with dimension n over Q. So F is a field of algebraic
numbers of finite degree over Q. Now by Theorem on page 956 of [15] the
ring of integers Z is definable in F by a formula ΦZ(F )(x). An inspection of
the proof shows that the formula defines Z in any algebraic extension K of Q
with [K : Q] ≤ [F : Q] = r(A) = n. Moreover F is uniformly interpretable
in A. Though elementary, let us elaborate on this claim here a bit. Recall
that F is realized as X/ ∼ where
X = {(x, y) : x ∈ A, y ∈ A \ {0}},
and ∼ is the equivalence relation on X defined by
(x, y) ∼ (z, w)⇔ xw = yz.
Addition and multiplication are defined on X/ ∼ in the obvious manner
using addition and multiplication on A. The same formulas interpret the
field of fractions K of any integral domain of characteristic zero B in B. So
combining the results here we have an interpretation of Z in A.
But the above interpretation of Z in A also provides a formula defin-
ing Z (as a subset of A) in A in the following way. Note that there is an
interpretable monomorphism µ : A → F defined by µ(a) = [(a, 1)] where
|F | = X/ ∼ is considered as the set of equivalence classes [(x, y)] described
above. Now the copy of Z sitting in F is included in the image of µ so
the copy of Z in A is a definable subset of A as µ−1(ΦZ(F )(µ(A)). Since by
Corollary 5.12 Z is axiomatizable in In by one formula, there exists a formula
defining Z in any member of In.
Lemma 5.14. There exists a formula Rn,Λ(x, y¯) such that for any commu-
tative associative ring A with unit and r(A) ≤ n and for any prime ideal
p = id(a¯) of A if char(A/p) = λ then the formula Rn,Λ(x, a¯) defines the
subring
Z · 1 + p = {z · 1 + x : z ∈ Z, x ∈ p},
in A.
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Proof. Indeed the ideal p = id(a¯) is defined in A by the formula Id(x, a¯).
Consequently the ring A/p and the canonical epimorphism A → A/p are
interpretable in A. Therefore to obtain Rn,Λ(x, y¯) it is sufficient to define the
subring Z ·1 in A/p. In the case of Char(A/p) = 0 we use the formula Rn(x)
from Lemma 5.13. As for the case of char(A/p) > 0 the set Z · 1+ p is finite
in A/p and hence definable in A/p.
Lemma 5.15. Assume A is a commutative associative ring with unit and
r(A) ≤ n, admitting a decomposition
0 = p1 . . . pm, (P),
into prime ideals pi = id(a¯i) with char(A/pi) = λi, i = 1, . . . , n. Let
Λ = (λ1, . . . , λm). Then there exists a first-order formula of the language of
rings Rn,Λ(x, y¯1, . . . , y¯m) where such that then the formula Rn,Λ(x, a¯1, . . . , a¯m)
defines in A the subring
AP =
m⋂
i=1
(Z · 1 + pi),
Proof. For each 1 ≤ i ≤ m consider the formula Rn,λi(x, y¯i) introduced in
Lemma 5.14. So we can set
Rn,Λ(x, a¯1, . . . , a¯m) =
m∧
i=1
Rn,λi(x, y¯i).
To a decomposition of 0 in A as above we associate the series of ideals
A > p1 > p1p2 > . . . > p1 · · · pm = 0
of the ring A which will be called a P-series. The ring AP from Lemma 5.15
acts on all the quotients p1 · · · pi/p1 · · · pi+1 as each subring Z · 1 + pi+1 acts
on the quotient p1 · · · pi/p1 · · · pi+1 for each i = 1, . . . , m.
Recall that L2 is the language of two-sorted modules, say, 〈M,A, s〉. We
drop s from our notation and denote the structure only by 〈M,A〉. If A is
a commutative associative ring with unit admitting a decomposition of zero
P, then P-series of the ring A induces a series of A-modules
M ≥ p1M ≥ p1p2M ≥ . . . ≥ p1 · · · pmM = 0,
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which will also be called a P-series for the A-module M or a special series
for M . The following lemma is a direct corollary of Proposition 5.6.
Lemma 5.16. There exists a formula φi(x, y¯1, . . . , y¯i) such that if p1 · · · pm =
0 is a decomposition of zero in the ring A and pk = id(a¯k), then φi(x, a¯1, . . . , a¯i)
defines the submodule Mi = p1 · · · piM in the two-sorted model 〈M,A〉.
The following proposition collects the main results of this section so far.
Proposition 5.17. Assume A (B) is commutative associative ring with unit
and finitely generated additive group A+ (resp. B+). Let M (resp. N) be
a finitely generated A-module (resp. B-module). Assume there are tuples
a¯1,. . ., a¯m of elements of A which satisfy DΛ(x¯1, . . . , x¯m). Moreover assume
〈M,A〉 |= ϕn. Then the following hold uniformly with respect to all models
〈N,B〉 of Th(〈M,A〉) containing tuples b¯i which satisfy DΛ(b¯1, . . . , b¯m).
1. Id(x, b¯i) defines in B the prime ideal qi = id(b¯i);
2. If Q = (q1, . . . , qm) then char(q) = Λ;
3. 0 = q1 · · · qm;
4. φi(x, q¯1, . . . , q¯i) defines the i-th term Ni = q1 · · · qiN of the special Q-
series for N in 〈N,B〉;
5. r(B) ≤ n.
6. The formula Rn,Λ(x, b¯1, . . . , b¯m), defines the subring
BQ =
m⋂
i=1
(Z · 1 + qi),
in B.
Proof. Items (1)-(4) follow from Lemma 5.6, 5.15 and 5.9. Part (5) follows
directly from Lemma 5.9. To prove (6.) we note that by (5), r(B) ≤ n. So
the statement follows from Lemma 5.16.
Finally we are ready to prove the main technical result of this section. By
a Z-pseudo-basis for finitely generated abelian group M we simply mean a
minimal generating set forM as an abelian group. Assume u¯ = (u1, . . . , us) is
an ordered Z-pseudo-basis forM and let Mi be the subgroup ofM generated
by ui, . . . , us. The the period ei of ui is the order of the cyclic groupMi/Mi+1
if Mi/Mi+1 is finite, and we set ei = ∞ if the corresponding quotient is
infinite.
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Proposition 5.18. LetM , N , A and B satisfy conditions of Proposition 5.17.
Let the collection of prime ideals P = (p1, . . . , pm), pi = id(a¯i), satisfy the
usual conditions, say as in Proposition 5.17. Assume c¯ = (c1, . . . , cn) is a
Z-pseudo-basis of period f¯ = (f1, . . . fn) associated to the P-series of A, and
u¯ = (u1, . . . , us) is a pseudo-basis of period e¯ = (e1, . . . , es) associated with
the P-series for M . Then there exists a formula
φP,n(x1, . . . , xn, y1, . . . , ys, y¯1, . . . , y¯m)
defining in the two-sorted structure M∗A = 〈M,A, a¯1, . . . , a¯m〉 the set of all
Z-pseudo-bases of periods f¯ and e¯ associated with the P-series for A and M ,
respectively. Moreover the formula φP,n(x¯, y¯, b¯1, . . . , b¯m) defines in the model
N∗B = 〈N,B, b¯1, . . . b¯m〉 the set of all Z-pseudo-bases d¯ and v¯ of N associated
to the corresponding special Q-series of B and N uniformly for all models
N∗B of Th(M
∗
A), if b¯1, . . . , b¯m satisfy the formula DΛ.
Proof. By Proposition 5.17 the models 〈Mi, AP, a¯i〉 are definable in M∗A uni-
formly with respect to all models N∗B, with N and B satisfying the hypothe-
ses, of Th(M∗A). So it suffices to find a formula φi for each i, defining a basis
forMi/Mi+1 of fixed period e¯i. the model 〈Mi, AP〉 is interpretable in 〈M,A〉
with the help of any tuples of generating elements a¯1, . . . , a¯m satisfying the
formula DΛ. SinceMi+1 = pi+1Mi, the model 〈M i, Ai〉 whereM i = Mi/Mi+1
and Ai = AP/(pi+1∩AP) is obviously interpretable in 〈Mi, AP〉 with the help
of a¯i+1. In the view of the fact that Ai is either Z or the finite field Z/pZ
and the action of Ai onM i is interpretable in 〈M,A〉 it is easy to write out a
formula defining all bases of M i of given period e¯i and thus to construct the
desired formula φi. Again φi depends on the tuples ai as far as they satisfy
DΛ. So again by Proposition 5.17 the formulas φi define all Z-pseudo-bases
for the Ni/Ni+1 in a model N
∗
B of Th(M
∗
A) where the Ni are defined in N
∗
B
with the same formulas that define the Mi in M
∗
A.
Assume A and M satisfy the usual conditions, c¯ = (c1, . . . , cn) is a Z-
pseudo-basis of A of period f¯ = (f1, . . . fn) and u¯ = (u1, . . . , us) is a Z-
pseudo-basis of M of period e¯ = (e1, . . . , es). Then
1. for any 1 ≤ i, j ≤ n there exist integers sk(ci, cj) such that cicj =∑n
k=1 sk(ci, cj)ck,
2. for any 1 ≤ i ≤ n and 1 ≤ j ≤ s there exist integers s′k(ci, uj) such
that ciuj =
∑s
k=1 s
′
k(ci, uj)uk,
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3. for any 1 ≤ i ≤ n if fi <∞ then there exist integers tk(fici) such that
fiai =
∑n
k=1 tk(fici)ci,
4. for any 1 ≤ i ≤ s if ei <∞ then there exists integers t′k(eiui) such that
eiui =
∑s
k=1 t
′
k(eiui)ui.
The integers introduced above are called the structural constants associated
to the pseudo-bases a¯ and u¯. We assume an arbitrary but fixed ordering on
the set of structure constants. It is easy to verify that 〈M,A〉 is determined
up to isomorphism, as a two-sorted module, by the periods e¯, f¯ and the
associated structure constants.
Finally we are ready to complete the proof of Theorem 2.9.
Proof of Theorem 2.9. From Proposition 5.18 we have the formula ϕP,n
which defines all Z-pseudo-bases c¯ and u¯ of periods f¯ and e¯ for A and M ,
respectively, in 〈M,A〉. Again by Proposition 5.18 the same formula defines
in 〈N,B〉 similar Z-pseudo-bases d¯ and v¯ of B and N . We need only to
describe the structural constants associated with the pseudo-bases c¯ and u¯
for A and M respectively. This can be done by a formula, say ψA,M , of
the language L2 because all these constants are integers and there are only
finitely many of them. Obviously this implies that the Z-pseudo-bases (u¯, c¯)
and (v¯, d¯) are Z-pseudo-bases of 〈M,A〉 and 〈N,B〉 respectively of the same
periods and structure constants. So the theorem follows.
Proof of Theorem 2.12. The proof is entirely similar to that of Theorem 2.9.
In addition to the structure constants listed in items (1)-(4) above for a two-
sorted module we need to describe the structure constants defining the multi-
plication for the ring C. Keeping the same notation as the proof of mentioned
theorem and replacing M by C we need to describe the integers t′′k(uiuj) and
t′′′k (ujui) where uiuj =
∑s
k=1 t
′′
k(uiuj)uk and ujui =
∑s
k=1 t
′′′
k (ujui)uk since C
is not necessarily a commutative ring. Again these new structure constants
are also integers and could be captured in the first-order theory of C. The new
structure constants together with the ones from items (1)-(4) above describe
〈C,A〉 up to isomorphism by a single first-order formula φC,A of Th(〈C,A〉).
Clearly if an algebra 〈D,B〉 from A satisfies φC,A then 〈C,A〉 ∼= 〈D,B〉.
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6. Coordinatization of finitely generated nilpotent groups admit-
ting exponents in a binomial principal ideal domain
In this section we generalize Philip Hall’s theorem (see [3], Section 6) on
coordinatization of finitely generated torsion-free nilpotent groups to finitely
generated A-groups, where A is a binomial PID. In the case that G is a
torsion-free A-group by A-coordinatization we mean that one can choose
a Mal’cev (canonical) basis u1, . . . , un, ui ∈ G, with respect to which any
element g ∈ G can be uniquely written as the product
g = u
t1(g)
1 . . . u
tm(g)
m , ti(g) ∈ A,
where ti(g) is called the i-th coordinate of g and the coordinates of the
product gh are computed by the coordinates of g and h with the help of
some polynomials depending only on the group G and the chosen basis u¯ =
(u1, . . . , um). Even further we shall introduce the notion of a pseudo-basis for
an arbitrary finitely generated group over a binomial PID A, which allows
one to introduce A-coordinatization in the general case (even when G has
torsion).
Recall that we consider an A-group G as two different structures. One as
a pure group, where the corresponding language is denoted by L. The other,
a two sorted structure GA = 〈G,A〉, where the corresponding language is
denoted by L1. The ultimate aim, as should be clear by now, is to study
to what extent GA can be recovered from G. For example [10] studies the
question for finitely generated nilpotent pro-p groups, i.e. when A is the ring
of p-adic integers Zp.
Throughout this section A is a binomial PID, and all the groups, sub-
groups and homomorphisms areA-groups, A-subgroups andA-homomorphisms,
respectively, i.e. we work in the category of A-groups.
Let M be a finitely generated abelian A-group, (i.e. a finitely generated
module over A). Then M admits a decomposition A = Am1 ⊕ . . . ⊕ Amn
into the direct sum of cyclic A-groups. Let Ann(mi) = {α ∈ A : αmi = 0}
be the annihilator ideal of mi and let ei be a fixed generator of Ann(mi).
Then ei will be called a period of mi and denoted by e(mi) (if Ann(mi) = 0
we let e(mi) =∞).
Definition 6.1. The tuple m¯ = (m1, . . . , mn) of elements of the abelian A-
group M is called a pseudo-basis of period e(m¯) = (e(m1), . . . , e(mn)) of M .
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For the ideal Ann(mi) we fix an element di(x0) in each coset x0+Ann(mi)
and define a function (a section) di : A→ A, which is constant on each coset
of Ann(mi), i.e. if x − x0 ∈ Ann(mi) then di(x) = di(x0). In particular
if ei = ∞ then Ann(mi) = 0 and so di(x) = x. The tuple of sections
d(m¯) = (d1, . . . , dm) will be called a a section of the pseudo-basis m¯.
Remark 6.2. The pseudo-basis m¯ and the section d(m¯) give anA-coordinatization
of M , because any element g ∈M admits the unique decomposition
g = m
t1(g)
1 · · ·mtn(g)n ,
(in the multiplicative notation), where ti(g) = di(αi) for certain elements
αi ∈ A, i = 1, . . . , n, defined uniquely modulo Ann(mi).
Definition 6.3. Let G be an arbitrary finitely generated nilpotent A-group.
Let
G = G1 ≥ . . . ≥ Gc+1 = 1 (6)
be a certain central series of A-subgroups of G. Let v¯i be the tuple of elements
of Gi, the images of which form a pseudo-basis of period e(v¯i) with the section
d(v¯i) of the finitely generated A-group Gi/Gi+1, i = 1, . . . , c. Then the tuple
u¯ = v¯1∪. . .∪v¯c will be called a pseudo-basis of G associated with the series (6),
and the tuples e(u¯) = e(v¯1)∪ . . .∪ e(v¯c) and d(u¯) = d(v¯1)∪ . . .∪ d(v¯c) are the
period and the section of the pseudo-basis u¯.
Proposition 6.4. Let G be a finitely generated A-group and u¯ = (u1, . . . , um)
a pseudo-basis for G of period e(u¯) with the section d(u¯). Then
1. any element g ∈ G can be represented uniquely in the form
g = u
t1(g)
1 . . . u
tm(g)
m , (7)
where for each i = 1, . . . , m, ti(g) = di(αi) for a certain element αi ∈ A,
defined uniquely modulo the ideal Ann(ui) = Ae(ui);
2. The A-subgroups Gi = 〈ui, . . . , um〉A form a central series
G = G1 > . . . > Gm > 1
in G.
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Proof. The proof is by induction on m. The case m = 1 is trivial. It is clear
from the definition of a pseudo-basis that Gm = 〈um〉A lies in the center
of G and the images u¯1, . . . , u¯m−1 form a pseudo-basis of the group G/Gm
of period (e(u1), . . . , e(um−1)) with the section (d1, . . . , dm−1). By induction
G/Gm satisfies conditions (1) and (2) of the statement of the proposition.
Now one can easily prove (1) and (2) for the entire group G.
Fix an arbitrary pseudo-basis u¯ = (u1, . . . , um) with the section d(u¯) =
(d1, . . . , dm) of period e(u¯) = (e1, . . . , em). The elements ti(g) = di(αi) from
decomposition (7) are called the coordinates of g in the pseudo-basis u¯. We
shall also write equation (7) in the vector form:
g = u¯t(g), where t(g) = (t1(g), . . . tm(g)).
Definition 6.5. the set of coordinates
Γ(u¯) = {tk([ui, uj]), tk(ueii ) : 1 ≤ i, j, k ≤ m}
is called the set of structural constants of the pseudo-basis u¯ and the subring
A(u¯) = Z(Γ(u¯)) ≤ A, generated over Z by the set Γ(u¯) is called the definition
ring of the basis u¯.
From now on we shall represent Γ(u¯) in an arbitrary but fixed way in the
form of a tuple Γ(u¯) = (γ1, . . . , γs) so that by the index i one can uniquely
determine which coordinate of which element γi is.
For any section di : A→ A and for a fixed period ei (ei is a generator of
Ann(ui)) we define the function ri : A→ A from the equality x = eiri(x) +
di(x). Since A has no zero-divisors ri(x) is defined uniquely.
Let Ri, Di, Bi, i = 1, . . .m, be unary function symbols, + and · be binary
function symbols and cn and bγ be constant symbols for n ∈ N and γ ∈ Γ(u¯).
Consider the signature
Fm = 〈Ri, Di, Bn,+, ., cn, bγ : n ∈ N, γ ∈ Γ(u¯), 1 ≤ i ≤ m〉.
Denote by TFm the set of all possible terms over Fm.
Definition 6.6. We shall say that a term t(x1, . . . , xn) ∈ TFm computes a
function f : An → A with respect to a pseudo-basis u¯ of period e(u¯) with the
section d(u¯) and the set of structural constants Γ(u¯) if after the substitutions:
Ri(x)→ ri(x), Di(x)→ di(x), Bn(x)→
(
x
n
)
, x+y → x+y, xy → xy, cn → n
and bγ → γ the obtained operation tu(x1, . . . , xn) : An → A is equal to f .
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Theorem 6.7 (Uniform Coordinatization). For any natural number m the
following statements are true.
1. There exist terms M1, . . . ,Mm ∈ TFm computing respectively the mul-
tiplication coordinate functions t1(gh), . . . , tm(gh) with respect to any
pseudo-basis u¯ = (u1, . . . , um) of any finitely generated A-group over
any binomial PID, A.
2. There exist terms D1, . . . , Dm ∈ TFm, computing respectively the expo-
nentiation coordinate functions t1(g
α), . . . , tm(g
α) with respect to any
pseudo-basis u¯ = (u1, . . . , um) of any finitely generated A-group G over
any binomial PID, A.
Before we proceed to the proof of the theorem we state a definition.
Let W (x1, . . . , xm, y1, . . . , ym, z1, . . . zm) = W (x¯, y¯, z¯) be an arbitrary group
word. Let g = W (uα11 , . . . , u
αm
m , u
β1
1 , . . . , u
βm
m , u1, . . . , um) = W (u¯
α, u¯β, u¯) be
an element of a A-group G with the pseudo-basis u¯. It is clear that the
coordinates ti(g) in the basis u¯ are functions fi(α, β) of α = (α1, . . . , αm)
and β = (β1, . . . , βm). We shall say that coordinates of g in the basis u¯
are computed m-universally, and the word W itself is m-universal, if there
exist terms T1,W , . . . , Tm,W computing the functions f1(α, β), . . . , fm(α, β)
with respect to any pseudo-basis u¯ = (u1, . . . um) in any A-group over any
binomial PID A. In part (1) of the theorem it is demanded to prove that
the word W0 = x1 . . . xmy1 . . . ym is m-universal. Similarly part (2) of the
theorem requires a proof of m-universality of W1 = (x1 · · ·xm)λ, λ being
a variable for elements of the ring A (here W1 is a word in the two-sorted
language L1).
Lemma 6.8. The following statements are true:
1. if the word W0(x¯, y¯) is m-universal then any group word W (x¯1, . . . , x¯n)
of the language L is m-universal,
2. if the words W0(x¯, y¯) and W1(x¯, λ) are m-universal then any word
W (x¯1, . . . , x¯n, λ1, . . . , λk)
of the language L1 is m-universal.
Proof. The proof is by induction on the number of letters in the word W .
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Proof of Theorem 6.7. We proceed with induction on the length of the pseudo-
basis u¯ = (u1, . . . , um). Let α = (α1, . . . , αm) and β = (β1, . . . , βm) be the
coordinates of the elements x and y:
x = uα11 · · ·uαmm , y = uβ11 · · ·uβmm ,
in vector notation x = u¯α, y = u¯β. Then for m = 1 we obtain
t1(xy) = d1(α1 + β1), t1(x
α) = d1(α1α).
Now let u¯ = u1 ∪ v¯, where v¯ = (u2, . . . , um). We have
xy =uα11 . . . u
αm
m u
β1
1 . . . u
βm
m
= uα1+β11 (u
−β1
1 u2u
β1
1 )
α2 . . . (u−β11 umu
β1
1 )
αmuβ22 . . . u
βm
m
= uα1+β11
m∏
i=2
(u−β11 uiu
β1
1 )
αi
m∏
i=2
uβii
In the case e1 6=∞ it is necessary to rewrite the first factor in the following
way:
uα1+β11 = u
d1(α1+β1)
1 (u
e1
1 )
r1(α1+β1) = u
d1(α1+β1)
1 (v¯
γ)r1(α1+β1)
where γ is the tuple of structural constants associated to ue11 from Γ(u¯). For
proving the theorem it suffices to verify the m-universality of factors of the
type (v¯γ)r1(α1+β1) and u−β11 uiu
β1
1 . For the first one this is true by induction,
since |v¯| = m − 1, γ is just a tuple of structure constants computable by
terms of TFm and the function r1(α1+β1) is computed by a term from TFm.
It remains to consider the case of u−β1 uiu
β1
1 , i ≥ 2. For any x ∈ A we
have,
u−x1 uiu
x
1 = u
−x
1 uiu
x
1u
−1
i ui = u
−x
1 (uiu1u
−1
i )
xui.
Then,
(uiu1u
−1
i )
x = (u1[u1, u
−1
i ])
x
= ux1 [u1, u
−1
i ]
xτ
−(xm)
m · · · τ−(
x
2)
2 ,
by the Hall-Petresco formula, where τk is a fixed product of simple commu-
tators of length no less than k of elements u1 and [u1, u
−1
i ]. Consequently,
u−x1 uiu
x
1 = [u1, u
−1
i ]
xτ
−(xm)
m · · · τ−(
x
2)
2 ui.
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Now it is sufficient to prove that the elements [u1, u
−1
i ], τ1, . . . , τm are m-
universal. We have
[u1, u
−1
i ] = ui[ui, u1]u
−1
i = uiv¯
δu−1i ,
where δ is a tuple of structural constants from Γ(u¯). By induction the word
uiv¯
δu−1i is (m− 1)-universal and hence [u1, u−1i ] is m-universal.
Since τi is a fixed product of simple commutators of the elements u1 and
[ui, u1] it suffices to show a way of uniform elimination of all occurrences of u1
into an arbitrary commutator [g1, . . . , gn], gi being either u1 or a fixed (m−1)-
universal element from 〈u2, . . . , um〉A. For this purpose it suffices to prove
that if g = v¯t(g) then the coordinates of the commutator [g, u1] (as functions
of t(g)) are computed by some terms from TFm. Let the decomposition of g
by the base v¯ begin with uxi , i ≥ 2, i.e. g = uxi f . Then
[g, u1] = [u
x
i f, u1] = [u
x
i , u1][[u
x
i , u1], f ][f, u1].
Then
[uxi , u1] = u
−x
i u
−1
1 u
x
i u1
= u−xi (u
−1
1 uiu1)
x
= [ui, u1]
xτ2(u
−1
i , u
−1
1 uiu1)
(x2) · · · τm(u−1i , u−11 uiu1)(
x
m).
(8)
The coordinates of the elements [ui, u1] and u
−1
1 uiu1 = ui[ui, u1] are computed
by the terms from TFm, then by induction (everything is computed in the
basis u¯) the coordinates of each factor in the product appeared in the last
line of (8), and hence the coordinates of the whole product are computed by
terms from TFm. Now it remains to notice that the decomposition of [f, u1]
is obtained by induction. As the final result we obtain the decomposition
of xy into the product of m-universal elements lying in the group G2 =
〈u2, . . . , um〉A. By induction their product is computed in the base v¯ (m−1)-
universally, which proves part (1) of the statement of the theorem.
Now consider exponentiation:
(uα11 . . . u
αm
m )
λ = uα1λ1 . . . u
αmλ
m τ
−(λm)
m . . . τ
−(λ
2
)
2 ,
τi being a product of fixed commutators of weight ≥ i of the elements
uα11 , . . . , u
αm
m . According to part 1, already proved, the elements τ1, . . . ,
τm are m-universal and lie in the group G2. Then by induction their powers
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are (m − 1)-universal and again according to part 1 the entire product is
m-universal, which proves part 2 of the theorem. The theorem is proved.
As a corollary of the theorem we immediately obtain the following theo-
rem.
Theorem 6.9. Two finitely generated A-groups G and H are A-isomorphic
if and only if they have pseudo-bases of the same period with the same set of
structural constants.
Proof. According to the theorem above G and H have pseudo-bases u¯ and v¯
of the same period with the same multiplication coordinate functions. Con-
sequently the mapping:
uα11 . . . u
αm
m 7→ vα11 . . . vαmm
is a A-isomorphism of G onto H .
7. Foundations and additions and regular groups
The aim of this section is to state and prove some basic facts about regular
groups.
7.1. Foundations and additions
Let us recall some definitions. Let A be a binomial principal ideal domain
and let G be an arbitrary finitely generated nilpotent A-group. For an A-
subgroup N ≤ G we shall denote by Is(N) the isolator of N in G, i.e. an
A-subgroup of the type:
IsG(N) = {x ∈ G : ∃α ∈ A \ {0} (xα ∈ N)}.
When the group G is obvious from the context we drop G from ISG(N).
Define
I(G) = Is(G′) ∩ Z(G).
The special gap
Z(G) ≥ G′ ∩ Z(G) (9)
will be called tame, if Z(G) = I(G).
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Let us refine the special gap (9) with the help of I(G):
Z(G) ≥ I(G) ≥ G′ ∩ Z(G).
The quotient I(G)/(G′ ∩ Z(G) is a finite direct sum of periodic cyclic A-
modules, and the quotient Z(G)/I(G) is a free A-module of finite rank.
Since A is a principal ideal domain, there exists a free A-module of finite
rank G0 ≤ Z(G), such that Z(G) ∼= G0 × I(G).
Definition 7.1. Any subgroup G0 ≤ G such that Z(G) = G0×I(G) is called
an addition of G and the quotient group Gf = G/G0 is called a foundation
of G, associated with the addition G0.
The facts stated above allow us to formulate the following proposition
Proposition 7.2. Any finitely generated A-group G over the principal ideal
domain A possesses an addition and a foundation. Besides,
1. the addition G0 is a free A-module of finite rank,
2. the foundation Gf has a tame special gap.
Proof. Part (1) is the direct corollary of the definition of G0 and the structure
theorem for finitely generated modules over PID’s. For part (2) we firstly
claim that
Z(G/G0) = Z(G)/G0. (10)
The inclusion ≥ is obvious. If xG0 ∈ Z(G/G0) then for all y ∈ G, [x, y] ∈ G0.
But [x, y] ∈ G′ too, so by definition for all y ∈ G, [x, y] ∈ G′ ∩ G0 = 1. So
x ∈ Z(G) as claimed. On the other hand an easy calculation shows that
Is((G/G0)
′) = Is(G′ ·G0)/G0 = Is(G′ · Z(G))/G0 (11)
Now (10) and (11) imply that Z(G/G0) ≤ Is((G/G0)′) which is the desired
result.
7.2. Regular groups
Definition 7.3. A nilpotent A-group is called regular, if G = H×G0, where
G0 is an addition of G and Is(H
′) ≥ Z(H).
If A is a field then by [9], Theorem 7 any A-group is regular. This fact
will also follow from Proposition 7.5 below. In the case of A = Z it is not
true as the following example shows.
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Example 7.4. let G be a finitely generated group defined in the variety of
2-nilpotent groups by the presentation
G = 〈a, b, c : [c3, a] = 1, [c3, b] = 1〉.
Then G0 = 〈c3〉 ∼= Z+, Gf = 〈a, b, c : c3 = 1〉 and it is clear that G ≇ Gf×G0,
therefore (see the proposition below) G is not regular.
Proposition 7.5. Let G be a finitely generated group over the principal ideal
domain A. Then the following conditions are equivalent.
1. G is a regular group.
2. G ∼= Gf × G0 for a certain addition G0 and the associated foundation
Gf .
3. G ∼= Gf ×G0 for any addition G0 and the associated foundation Gf .
4. Is(Z(G) ·G′) = Is(G′) · Z(G).
Proof. The implication (2)⇒(1) is obvious for if G = H × G0 is the de-
composition from the definition of a regular group, then G0 is an addi-
tion of G and H ∼= Gf = G/G0. The inverse implication (1)⇒(2) follows
from 7.2. Let us prove (2)⇒(4). So we can assume G = Gf × G0. Since
Is(G′ · Z(G)) = Is(G′ ·G0) and G′ ≤ Gf , then
Is(G′ ·G0) = Is(G′ ×G0) = Is(G′)×G0 = Is(G′) · Z(G).
To prove (4)⇒(3) assume Is(G′) · Z(G)) = Is(G′) · Z(G). The A-group
G/Is(G′ · Z(G)) is a finitely generated abelian A-group without A-torsion,
i.e. a free A-module. Consequently,
Ab(G) = G/G′ = π(Is(G′ · Z(G)))×G1,
where π : G → G/G′ is the canonical epimorphism and G1 is a certain
direct A-complement of π(Is(G′ ·Z(G))) in Ab(G) . In turn, for an arbitrary
addition G0 we have
π(Is(G′ · Z(G))) = π(Is(G′) · Z(G)) = π(Is(G′))×G0.
Hence
Ab(G) = G1 × π(Is(G′))×G0.
Let H be the complete pre-image of the subgroup G1×π(Is(G′)) in G. Then
G = H ·G0, H ∩G0 ≤ G′ ∩G0 = 1 and G′ ≤ H . Consequently G ∼= H ×G0
andH ∼= Gf . The implication (3)⇒(2) is obvious. The proposition is proved.
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Corollary 7.6. Any finitely generated 2-nilpotent A-torsion-free A-group is
regular.
Proof. Actually if the group G is A-torsion-free then Z(G) is an isolated
subgroup of G. Moreover G′ ≤ Z(G). Therefore
Is(G′ · Z(G)) = Is(Z(G)) = Z(G) = Is(G′) · Z(G),
and according to the proposition, G ∼= Gf ×G0.
In the sequel, if G = H × G0 is a regular group, then we shall call the
subgroup H a foundation of G as well, identifying H ∼= G/G0.
Proposition 7.7. Let G be a regular group. Then:
1. G ∼= Gf ×G0 for any foundation Gf and any addition G0 which maybe
not associated with each other;
2. all foundations of G are isomorphic to each other, and so are additions.
Proof. To prove (1) let G0 be an arbitrary addition of G, and let H be a
certain foundation of G which maybe not associated with G0. It is clear
from the definition of an addition and a foundation that H ≥ Is(G′) and
Z(G) = (H ∩ Z(G))× G0. Hence G = H · Z(G) = H ·G0 and H ∩G0 = 1,
i.e. G ∼= H ×G0. Statement (2) follows from (1).
8. Elementary equivalence of finitely generated nilpotent groups
In this section we give a structural and algebraic characterization for
elementary equivalence of finitely generated nilpotent groups.
Let us first put together a proof of Proposition 2.8. We start be proving
two lemmas.
Lemma 8.1. Assume G is an infinite finitely generated nilpotent group such
that Z(G) ≤ Is(G′) and let (R) be an arbitrary central series for G. Then
all the abelian groups Ru, Rl and G/VR are infinite.
Proof. Assume Rl is finite. Then by definition of Rl, G′ is finite. This implies
that Is(G′) is finite. Since Z(G) ≤ Is(G′), Z(G) is finite. So by a standard
argument, say as in Corollary 2.3 of [17], G has to have finite exponent. Now
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G being finitely generated and nilpotent we can conclude that G is finite,
contradiction. So Rl has to be infinite. Recall that FR : G/VR × Ru → Rl is
a full bilinear map. So the induced homomorphism F¯R : (G/VR)⊗Ru → Rl,
where ⊗ is the tensor product of abelian groups, is onto. But if one of G/VR
orRu was finite then the (G/VR)⊗Ru would be finite, which is impossible.
Corollary 8.2. Under the assumptions of Lemma 8.1 all the rings P (FR),
PR and AR include a copy of the ring of integers Z.
Proof. By lemma 8.1 all the finitely generated abelian groups G/VR and R
u
and Rl are infinite. So they are all exact Z-modules, while obviously the map
FR is Z-bilinear. So by definition Z · 1 ≤ P (FR). Now that P (FR) includes
a copy of Z the subrings PR and AR of P (FR) also include a copy of Z by
definition.
Proof of Proposition 2.8. Assume G0 is any addition of G and Gf the corre-
sponding foundation. We observe that the foundation Gf ∼= G/G0 is infinite
otherwise the group would be abelian-by-finite. Let π : G → Gf denote the
canonical epimorphism. Note that Rli/R
l
i+1
∼= π(Rli)/π(Rli+1) for all major
direct factors of Rl. The same for major direct factors of Ru. Since G0 ≤ VR
we also have G/VR ∼= π(G)/Vπ(R). Since Gf satisfies hypothesis of Lemma 8.1
we conclude that Rl, Ru and G/VR are infinite. This clearly implies the first
part of the statement. Moreover by Corollary 8.2 (or rather its proof) the
ring A = AR(G) contains a copy of Z. By Proposition 2.5 one can interpret
in G the ring A = AR(G) and its action on each quotient of the consecutive
terms of (U(R)) and (L(R)) except the quotients associated to the special
gaps. More specifically if Ui > Ui+1 are consecutive terms of (U(R)) avoid-
ing the special gap, then the two-sorted module 〈U¯i, A〉, where U¯i = Ui/Ui+1
is interpretable in G. The same for the consecutive terms of (L(R)) which
avoid the corresponding special gap. The interpretations are uniform with
respect to Th(G).
By observations above and Proposition 5.18 for each i as above there is
a sequence of definable A-submodules
U¯i = U¯i1 > U¯i2 > . . . > U¯ini > U¯i,ni+1 = 0,
of U¯i where either U¯ij/U¯i,j+1, 1 ≤ j ≤ ni, is finite or it is infinite and the
Z-module structure of the quotient is interpretable in its A-module struc-
ture, that is, 〈U¯ij/U¯i,j+1,Z, sij [Z]〉, where sij[Z] describes the action of Z, is
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interpretable in 〈U¯ij/U¯i,j+1, A, sij〉. This time interpretations will be uniform
with respect to finitely generated models of Th(G). This concludes the proof.
We still need a version of Proposition 2.8 in case the (refined) special gaps
Is(G′) · Z(G) > Is(G′) and Is(G′) > Z(G) ∩ Is(G′) exist. To that end we
proceed by proving a few lemmas.
Lemma 8.3. Assume G is a finitely generated nilpotent group then there is
a formula of L that defines Is(G′) uniformly with respect to Th(G).
Proof. By Proposition 4.5 G′ is definable in G uniformly with respect to
Th(G) by a formula φ of L. Since Is(G′)/G′ is a a finite group, g ∈ Is(G′) if
and only if gm ∈ G′, where m is the exponent of the quotient Is(G′)/G′. So
if φ(x) defines G′ in G, then φ(xm) defines Is(G′) in G. Now assume H ≡ G
and set
H1 = {x ∈ H : H |= φ(xm)}.
Obviously H1 ⊆ Is(H ′). Pick x ∈ H so that xn ∈ H ′ for some n ∈ N \ {0}.
Note that
G |= ∀x(φ(xn)→ φ(xm)).
So the same sentence is true inH implying thatH1 = Is(H
′) which concludes
the proof.
Corollary 8.4. Assume G ≡ H are finitely generated nilpotent groups. Then
G0 ∼= H0 for any respective additions of G and H.
Proof. It follows from lemma above and uniform definability of Z(G) that
I(G) is uniformly definable in G. So the quotient Z(G)/I(G) ∼= G0 is uni-
formly interpretable in G. Thus we conclude that G0 ∼= Z(G)/I(G) ≡
Z(H)/I(H) ∼= H0. But G0 and H0 are free abelian groups of finite rank,
hence G0 ∼= H0.
Corollary 8.5. The subgroups M(G) = Is(G′ · Z(G)) and N(G) = Is(G′) ·
Z(G) are uniformly definable in G. Therefore the finite abelian quotient
M(G)/N(G)
is interpretable in G uniformly with respect to Th(G).
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Lemma 8.6. There exists a central series
G = G1 > G2 > . . . > Gp > Is(G
′ · Z(G)) > Is(G′) · Z(G) > Is(G′)
> G′ > . . . > Gt > Gt+1 = 1,
(12)
such that each quotient of the consecutive terms of the series except possibly
the quotient Is(G′) ·Z(G) > Is(G′) is either finite or the action of Z on that
quotient is interpretable in G.
Proof. Consider the lower central series
G = Γ1(G) > Γ2(G) > . . . > Γc(G) > Γc+1 = 1, (Γ)
of G. Recall the completed series (L(Γ)) associated to (Γ) (see Section 3.5).
Then by Proposition 2.5 there is a ring AΓ whose action on each quotient of
(L(Γ)), except possibly on the quotient of the gap G′ · Z(G) > G′, is inter-
pretable in G uniformly. By Proposition 3.13 the ring AΓ is a commutative
associative Z-algebra with unit which has a finitely generated additive group.
So each quotient of the (L(Γ)), except the one corresponding to the gap, is
a finitely generated AΓ-module. So by Proposition 5.18 and its proof there
exists a refinement (L′(Γ)) so that
• each term of (L′(Γ)) is definable in G uniformly with respect to Th(G),
and
• each corresponding quotient (except the quotient corresponding to the
gap) is either finite or is infinite and the action of Z on it is interpretable
in G uniformly with respect to Th(G).
Since the quotients M(G)/N(G) and Is(G′)/G′ are finite and appropriate
terms of (L′(Γ)) can be used to fill in the gap G′ > 1 we only need to
find a refinement of G > Is(G′ · Z(G)) satisfying the condition. Again by
Proposition 5.18 there is a series
G = G1 > G2 > . . . > Gl > Z(G) ·G′ = Gi0+1,
for some i0 ∈ N each quotient of which has the desired property. So consider
the series
G = G1 > G2 ·Is(G′ ·Z(G)) > G3 ·Is(G′ ·Z(G)) > . . . > Gi0+1 ·Is(G′ ·Z(G)).
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For each i consider the obvious epimorphism
φi : Gi/Gi+1 → (Gi · Is(G′ · Z(G)))/(Gi+1 · Is(G′ · Z(G))).
Each φi is interpretable in G and thus can be used in an obvious manner to
interpret the action of Z on (Gi · Is(G′ · Z(G)))/(Gi+1 · Is(G′ · Z(G))). This
finishes the proof.
Remark 8.7. In the following statements we assume Z(G) > Is(G′) ∩ Z(G)
andM(G)/N(G) 6= 1, just to make notation less complicated and statements
shorter. It will be clear from discussions that analysis of the “tame special
gap case” is actually much easier and follows by making proper modifications
in the arguments that follow.
Lemma 8.8. Consider the series (12) obtained in Lemma 8.4. Then there
exists a pseudo-basis u¯ of G of length m adapted to (12) and there are natural
numbers 1 < i0 < i1 < i2 < m so that:
1. (u1M(G), u2M(G), . . . , ui0M(G) is pseudo-basis of G/M(G),
2. (ui0+1N(G), ui0+2N(G), . . . , ui1N(G)) is pseudo-basis of M(G)/N(G),
3. (ui1+1Is(G
′), ui1+2Is(G
′), . . . , ui2Is(G
′)) is a pseudo-basis of N(G)/Is(G′),
4. (ui2+1, ui2+2, . . . , um) is a pseudo-basis of Is(G
′).
Moreover if Ki = 〈ui, . . . , um〉, then the series
G = K1 > K2 > . . . > Km > 1 (K),
is a central series and unless i1 +1 < i ≤ i2 each subgroup Ki is definable in
G with constants (ui, . . . , um).
Proof. Most of the statement is clear. We shall just comment on definability
of the Ki, i 6= i1 + 2, . . . , i2. To show this we proceed by induction on i.
Indeed either Km is infinite cyclic and Km = u
Z
m where the action of Z on
um is interpretable in G or it is finite cyclic. So assume i > i2 and assume
the statement is true for i+ 1. Then
Ki = {xy : ∃a ∈ Z(xKi+1 = (uiKi+1)a ∧ y ∈ Ki+1)},
where the right hand side describes a definable subset by induction hypothesis
and the fact that 〈uiKi+1〉 is interpretable in G as it admits an interpretable
action of Z. If i = i1+1 then Ki = Is(G′) ·Z(G) which is definable uniformly
by Corollary 8.5 and the result follows by an induction on i for i ≤ i1.
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Lemma 8.9. Given a pseudo-basis u¯ of G of length m and Ki ≤ G as in
Lemma 8.8 and Lemma 8.10 assume that ei are the periods of the ui and
tk([ui, uj]) and tk(u
ei
i ) are the structure constants associated to u¯. Assume
also n = i1 − i0 and p = i2 − i1. Then there exists a first order formula
Φ(x1, x2, . . . , xm) in L so that
G |= Φ(u¯),
and Φ(u¯) expresses that:
1. for all x ∈ G there exists a unique tuple
(a1, a2, . . . ai1 , ai2+1, ai2+2, . . . , am) ∈ Zm−p,
and a tuple
(g1, g2, . . . , gi1, gi2+1, gi2+2, . . . , gm) ∈ Gm−p,
and an element w0 ∈ (Z(G)\ Is(G′))∪1 unique modulo Is(G′)∩Z(G),
so that
x =
∏
1≤i≤m
i 6=i1+1,...,i2
giw0,
and giKi+1 = (uiKi+1)
ai,
2. for all 1 ≤ i, j ≤ m
[ui, uj] =
m∏
k=i2+1
u
tk([ui,uj ])
k ,
3. for all i except i = i0 + 1, . . . , i1, if ei 6=∞ then
ueii =
m∏
k=i2+1
u
tk(u
ei
i
)
k ,
4. for each i = i0 + 1, . . . , i1,
ueii =
m∏
k=i1+1
u
tk(u
ei
i )
k ,
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5. the set {ui1+1Is(G′), ui1+2Is(G′), . . . , ui2Is(G′)} is a maximal linearly
independent subset over Z of (Is(G′) · Z(G))/Is(G′) and therefore the
rank of the addition G0 containing these ui’s (and therefore the rank of
any addition) is p = i2 − i1.
Proof. Pick a pseudo-basis u¯ like the one in Lemma 8.8. Then (1) is true for
u¯ by Lemma 8.8 and uniform definability of Z(G) and Is(G′). Statements
(2), (3) and (4) are clearly true for u¯ by choice and are first-order in an
extension (L, u¯) of L. Note that tk and ei are fixed known integers. Also
note that
• tk([ui, uj]) = 0 for any i and j, if k ≤ i2,
• tk(ueii ) = 0 if k = i1 + 1, . . . , i2 for any i except i = i0 + 1, . . . , i1.
To express (5) in L firstly recall that G0 ∼= Is(G′ · Z(G))/Is(G′) = P where
the right hand side is interpretable in G uniformly. So given any integer
e ≥ 2 we can write a sentence of L that says that the image of
{ui1+1, ui1+2, . . . , ui2}
in P/eP is a basis of P/eP , which implies (5).
Indeed what Lemma 8.9 states is that the length and periods associated
to the pseudo-basis u¯ are captured uniformly in Th(G). Therefore all the
structure constants of u¯ are captured in Th(G) except those tk(u
ei
i ) where
i0 + 1 ≤ i ≤ i1 and i1 + 1 ≤ k ≤ i2. This is mainly due to our failure in
expressing in L that {ui1+1, ui1+2, . . . , ui2} is a generating set for G0 despite
our success in expressing that this set is a maximal linearly independent set.
Let us make the following agreement stated as a lemma on the choice of
elements ui, i0 + 1 ≤ i ≤ i2.
Lemma 8.10. One can choose the pseudo-basis u¯ of G so that for i0 + 1 ≤
i ≤ i1 and i1 + 1 ≤ k ≤ i2,
• tk(ueii ) = 1 if k = i+ n,
• tk(ueii ) = 0 if k 6= i+ n
where n = i1 − i0.
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Proof. Indeed, the abelian group (Is(G′) ·Z(G))/Is(G′) is a finite index sub-
group of the free abelian group Is(G′ ·Z(G))/Is(G′). So by structure theory
of finitely generated abelian groups one can choose a basis w1Is(G
′), . . . , wpIs(G′),
of Is(G′·Z(G))/Is(G′), where p = i2−i1, so that wei0+11 Is(G′), . . . , wei0+pp Is(G′)
is a basis of (Is(G′) ·Z(G))/Is(G′). Moreover to make the number i1−i0 = n
minimal we can make the choice so that we get the invariant factor decom-
position:
Is(G′ · Z(G))
Is(G′) · Z(G)
∼= Z
ei0+1Z
⊕ · · · ⊕ Z
ei1Z
,
where ei0+1|ei0+2| . . . |ei1 , and for each i, |ei| > 1.
Now set:
• ui0+j = wj for 1 ≤ j ≤ n,
• ui1+j = wei0+jj for 1 ≤ j ≤ n, and
• ui1+j = wj for n + 1 ≤ j ≤ p
to get the desired result.
Proposition 8.11. Assume G ≡ H are finitely generated nilpotent groups
and u¯ is the pseudo-basis of G appearing in Lemma 8.9 and Lemma 8.10.
Then there exists a polycyclic central series (L) of H
H = L1 > . . . > Li0+1 = Is(H
′ · Z(H)) > Li0+2 > . . . > Li1+1 = Is(H ′) · Z(H)
> Li1+2 > . . . > Li2+1 = Is(H
′) > Li2+2 > . . . > Lm > 1,
where each term Li, except possibly when i1 + 1 < i ≤ i2, is definable in
H using the same formula that defines Ki in G. Moreover there exists a
pseudo-basis v¯ of H of length m adapted to the series above such that
1. for all 1 ≤ i ≤ m
[vi, vj] =
m∏
k=i2+1
v
tk([ui,uj ])
k ,
2. for all i except i = i0 + 1, . . . , i1, if ei 6=∞ then
veii =
m∏
k=i2+1
v
tk(u
ei
i )
k ,
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3. there exists a basis {viIs(H ′) : i1+1 ≤ i ≤ i2} of Is(H ′)·Z(H)/Is(H ′),
integers dk, i1 + 1 ≤ k ≤ i1 + n, and an n × n matrix of integers cik,
i0 + 1 ≤ i ≤ i1, i1 + 1 ≤ k ≤ i1 + n such that
(a) veii =
(
i1+n∏
k=i1+1
vdkcikk
)(
m∏
k=i2+1
v
tk(u
ei
i )
k
)
, for each i0 + 1 ≤ i ≤ i1,
(b) |det(cik)| = 1,
(c) gcd(d, e) = 1 where d = di1+1 · · · di1+n and e = ei0+1 · · · ei1.
Proof. Let Φ be the formula obtained in Lemma 8.9. Then H |= ∃x¯ Φ(x¯)
and so we may pick a tuple
(v1, v2, . . . , vi1 , wi1+1, . . . , wi2, vi2+1, vi2+2, . . . , vm) ∈ Hm,
that satisfies Φ(x¯). Set Li as the subgroup defined by the formula defining Ki
in G. So indeed Li = 〈vi, vi+1, . . . , vm〉 if i > i2 and Li = 〈vi, . . . , vi1 , Is(H ′) ·
Z(H)〉 if i ≤ i1. The elements wi1+1Is(H ′), . . . , wi2Is(H ′) form a maximal
linearly independent subset of the free abelian group Is(H ′) ·Z(H)/Is(H ′) ∼=
H0 of rank p = i2 − i1. Considering Lemma 8.10, part (4) of Lemma 8.9
implies for i0 + 1 ≤ i ≤ i1 that:
veii = wi+n
m∏
k=i2+1
u
tk(u
ei
i )
k . (13)
Again by structure theory of finitely generated abelian groups there exists a
basis {vkIs(H ′) : ii + 1 ≤ k ≤ i2} for Is(H ′) · Z(H)/Is(H ′) and integers dk
as in the statement where
H1 = 〈vdii Is(H ′) : i0 + 1 ≤ i ≤ i0 + n〉 = 〈wiIs(H ′) : i0 + 1 ≤ i ≤ i0 + n〉,
as subgroups of (Is(H ′) · Z(H))/Is(H ′). Indeed let H0 be any addition of
H containing the wi. Then since Is(H
′) · H0 = Is(H ′) × H0, it is always
possible to pick the vi ∈ H0 in a way that replacing the wi in (13) by a linear
combination of the vdii does not affect the tk(u
ei
i ).
Hence there exists a central series as in the statement and a pseudo-basis
v¯ of H of the same length as u¯ and also the same periods. Notice that by
our choice of v¯ for any 1 ≤ k, i, j ≤ m, tk([vi, vj ]) = tk([ui, uj]) which verifies
(1). Part (2) can be verified in a similar way. Statements 3-(a) and 3-(b)
should be clear once it is noted that the matrix (cik) is the change of basis
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matrix corresponding to the bases obtained for H1 above. To see why 3-
(c) is true firstly observe that the index of 〈wiIs(H ′) : i1 + 1 ≤ i ≤ i2〉 in
Is(H ′) ·Z(H)/Is(H) is d by the choice of the di and since d = di1+1 · · ·di1+n.
Now we can choose the number e used in (5) of Lemma 8.9 to be the number
e introduced here. Then it is clear that d should be relatively prime to e, i.e.
gcd(d, e) = 1.
Remark 8.12. The number p − n ≥ 0 reflects the maximal rank of a free
abelian subgroup of Z(G) (or G0) that splits from G. Clearly, from the
arguments above this number remains the same when we move from G to a
finitely generated elementarily equivalent copy H of it, i.e the number p− n
is an elementary invariant of G with respect to finitely generated models of
Th(G).
Before stating some immediate corollaries of this result let us give a name
to the construction above. This naming will be justified in the next section.
Definition 8.13 (Finitely Generated Abelian Deformations). Given a group
G presented as in Lemma 8.9 and integers di and cik satisfying 3(b) and
3(c) of Proposition 8.11 the group H constructed thus is called an abelian
deformation of G.
Theorem 2.13 summarizes some of important implications of the results
above.
Proof of Theorem 2.13. Pick u¯ inG and v1, . . . , vi1 , wi1+1, . . . , wi2, vi2+1, . . . , vm
in H as in Proposition 8.11. Then ui 7→ vi if i 6= i1 + 1, . . . , i2 and ui 7→ wi
if i = i1 + 1, . . . , i2 extends to a monomorphism φ of groups. Statements
(a)-(d) are corollaries of the existence and structure of the monomorphism
φ. Statement (e) follows from the uniform interpretability (and has already
been used in the proofs of the main results here) of this quotient in G.
Theorem 8.14. If G is a finitely generated nilpotent group with tame special
gap, i.e. Z(G) ≤ Is(G′), and H is a finitely generated group elementarily
equivalent to G then G ∼= H.
Proof. With u¯ and v¯ chosen above if p = i2 − i1 = 0 then the two pseudo-
bases have the same length, periods and structure constants. So G ∼= H .
63
Proof of Theorem 2.14. By part (e) of Theorem 2.13 and Proposition 7.5, H
is regular. Now the statement follows from part (b) of Theorem 2.13.
9. Elementary equivalence of finitely generated nilpotent groups
and the second cohomology group
Our aim here is to prove the cohomological form, Theorem 2.16, of Propo-
sition 8.11. Here we follow the notation introduced in Lemma 8.9. Let us
also recall the following notation
N(G) = Is(G′) · Z(G) = Is(G′)×G0
M(G) = Is(G′ · Z(G))
G¯ =
G
N(G)
We look at G as the following extension, where µ is inclusion and π is the
canonical epimorphism:
1→ N(G) µ−→ G π−→ G¯→ 1. (14)
Assume χ is the coupling associated to the extension. Now by Fact 2.3
we know that G corresponds to a unique element in H2(G¯, Z(N(G))). Note
that N(G) = Is(G′)×G0 and thus Z(N(G)) = N1(G)×G0 where N1(G) =
Z(Is(G′)). Since both N1(G) and G0 are normal in G the action of G by
conjugation on N(H) fixes both of the direct factors. So the decomposition
Z(N(G)) = N1(G) × G0 is a direct product of G¯-submodules. This implies
that a 2-cocycle f ∈ Z2(G¯, Z(N(G)) can be uniquely written as f1 ⊕ f2,
modulo 2-coboundaries, where f1 ∈ Z2(G¯, N1(G)) and f2 ∈ Z2(G¯, G0). We
note that f2 is the 2-cocycle whose class determines the extension:
1→ G0 → G
Is(G′)
→ G¯→ 1, (15)
so indeed f2 is a symmetric 2-cocycle. So we have shown here that
H2(G¯, Z(N(G)) ∼= H2(G¯, N1(G))⊕Ext(G¯, G0) (16)
Moreover,
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G¯ =
G
N(G)
∼= G
M(G)
× M(G)
N(G)
.
Recall that for abelian groups A and B, Ext(A,B) = 0 whenever A is free
abelian. So
Ext(G¯, G0) ∼= Ext( G
M(G)
× M(G)
N(G)
, G0)
∼= Ext( G
M(G)
, G0)⊕ Ext(M(G)
N(G)
, G0)
∼= Ext(M(G)
N(G)
, G0).
(17)
So (16) actually becomes
H2(G¯, Z(N(G))) ∼= H2(G¯, N1(G))⊕Ext(M(G)
N(G)
, G0)
[f ] 7→ [f1]⊕ [f2],
(18)
Where [f ] denotes the class of f in the corresponding second cohomology
group. We can also write more elaborate version of (17) and (18) using the
integers ei1+1, . . . , ei2 in Lemma 8.9. Indeed:
Ext(
M(G)
N(G)
, G0) ∼= Ext(
i1⊕
i=i0+1
〈uiN(G)〉, G0)
∼=
i1⊕
i=i0+1
Ext(〈ujN(G)〉, G0)
(19)
Now considering (18) and Proposition 8.11 the reader might suspect that
a finitely generated group H ≡ G is isomorphic to an extension of N(G)
by G¯ whose associated element in H2(G¯, Z(N(G)) is the class of a 2-cocycle
f1⊕ f ′2 where f1 is the f1 picked above but f ′2 ∈ S2(
M(G)
N(G)
, G0) might belong
to a different class compared to f2.
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We have not yet explicitly described how structure constants, which
clearly define extensions, relate to 2-cocycles, which are other means of defin-
ing extensions. This correspondence is precisely the so-called correspondence
between covering group theory and cohomology theory which is discussed in
detail in chapter 11 of [14]. But we won’t need to delve into that theory
in detail here. Indeed in the case of abelian-by-(finite cyclic) extensions the
correspondence can be described rather easily and that is all we need here.
The reader might suspect all we need is a description of the symmetric 2-
cocycle f2 (or f
′
2) in (18) in terms of the structure constants defining an
abelian extension of G0 by G¯. By (19) this reduces to abelian-by-(finite-
cyclic) extensions. Indeed by (19), f2 can be uniquely written (modulo the
2-coboundaries) as,
f2 =
i1∑
i=i0+1
f2i, f2i ∈ S2(〈uiN(G)〉, G0). (20)
The following lemma is a special case of exercise 11.1.5 in [14].
Lemma 9.1. Given an abelian group A freely generated by the {u1, . . . , up},
integers c1, . . . , cp and an integer e ≥ 2, the abelian group presented by
E = 〈u1, u2, . . . , up, g : ge = uc11 · · ·ucpp 〉
can be described as an extension
1→ A→ E → 〈gA〉 → 1,
whose associated element in Ext(〈gA〉, A) is represented by f defined below.
f(gsA, gtA) =
{
1 if s + t < e
uc11 · · ·ucpp if s+ t ≥ e
Lemma 9.2. The group Abdef(G, d¯, c¯) given in Definition 2.15 is well-defined
and defines the same object as the one introduced in Definition 8.13, and
therefore if H is finitely generated group H ≡ G then H ∼= Abdef(G, d¯, c¯) for
some integers di and cik as in the definition.
Proof. Well-definedness follows from considerations resulting in (18) and
Lemma 9.1. The isomorphism H ∼= Abdef(G, d¯, c¯) and the claim that the
two definitions meet both are direct consequences of Proposition 8.11 and
Lemma 9.1.
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Proof of Theorem 2.16. Obvious from the above lemma.
It is already known that up to isomorphism there are only finitely many
finitely generated groups elementarily equivalent to a given finitely generated
nilpotent group G, say as a corollary of the fact that elementarily equiva-
lent finitely generated nilpotent groups have isomorphic finite quotients and
Pickel’s theorem that there only finitely many non-isomorphic such groups
with isomorphic finite quotient. However from our results this can be seen
quite easily.
Corollary 9.3. Given a finitely generated nilpotent group G, presented an
in Lemma 8.9 there are, up to isomorphism, at most ep finitely generated
groups elementarily equivalent to it, where e =
∣∣∣M(G)N(G) ∣∣∣, and p is the rank of
G0.
Proof. Indeed by Theorem 2.16 there are at most |Ext(M(G)
N(G)
, G0)| such groups
up to isomorphism. But by (19)
Ext(
M(G)
N(G)
, G0) ∼=
i1⊕
i=i0+1
Ext(〈uiN(G)〉, G0)
∼=
i1⊕
i=i0+1
Ext(
Z
eiZ
,Zp)
∼=
i1⊕
i0+1
Zp
eiZp
So there are at most ep number of non-isomorphic groups as such.
10. The converse of the characterization theorem
In this subsection we prove the converse of Characterization Theorem.
Let us fix some notation first. Let D be a non-principal ultrafilter on an
index set I. By G∗ for a group G we mean the ultrapower GI/D of G. The
equivalence class of x ∈ GI in G∗ is denoted by x˜.
Lemma 10.1. Let G be a finitely generated nilpotent group, and let D be a
non-principal ultrafilter on I. Then
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1. (G′)∗ = (G∗)′,
2. (Is(G′))∗ = Is((G∗)′) = Is((G′)∗),
3. Z(G∗) = (Z(G))∗,
4. If G0 is an addition of G then (G0)
∗ is an addition of G∗.
Proof. For (1) the inclusion ≥ follows from the fact that (GI)′ is generated
by [x, y] = z, x, y ∈ GI , where z(i) = [x(i), y(i)] ∈ G′ for D-almost every
i ∈ I. But then the equivalence class of [x, y] is in (G′)∗. The other inclusion
follows from the fact that G′ is of finite width. Indeed, let x ∈ GI be such
that the equivalence class x˜ ∈ (G′)∗ and assume that width of G′ is n. Then
for D-almost every i ∈ I, x(i) = [y1(i), z1(i)] · · · [yn(i), zn(i)]. Define xj ∈ GI ,
j = 1, . . . n by xj(i) = [yj(i), zj(i)]. Obviously x˜j ∈ (G∗)′, j = 1, . . . , n, and
x˜ = x˜1 · · · x˜n. This implies the result.
For (2) the equality of the last two terms follows from (1.). Moreover
x˜ ∈ Is((G′)∗)⇔ x˜m ∈ (G′)∗ ⇔ x˜m ∈ (G′)∗ ⇔ x˜ ∈ (Is(G′))∗.
(3) is clear. (4) is implied by (2) and (3) and the definition of an addition.
Again we stick with the notation introduced in Lemma 8.9 and Proposi-
tion 8.11.
Lemma 10.2. Assume A is a free abelian group of rank n with basis v1, . . . , vn.
Let A∗ the ultrapower of A over an ℵ1-incomplete ultrafilter D and let
• (cij) be an n× n matrix with integer entries and det((cij)) = ±1
• αi, i = 1, . . . , n, be elements of the ultrapower Z∗ of the ring of integers
Z over D, such that p ∤ αi for any prime number p, where | denotes
division in the ring Z∗.
Then there is an automorphism ψ : A∗ → A∗ extending vi 7→
∏n
k=1 v
cikαk
k .
Proof. Recall that A∗ is an ℵ1-saturated abelian group. By the structure
theory of saturated abelian groups (see either of [16] or [2]) there is an au-
tomorphism η of A∗ such that η(vk) = v
αk
k . Note that the automorphism η
is not necessarily a Z∗-module automorphism. However since det(cik) = ±1
there is Z∗-module automorphism of A∗ extending vi 7→
∏n
k=1 v
cik
k . This
proves the statement.
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Theorem 10.3. Assume G is a finitely generated nilpotent group presented
as in Lemma 8.9 and Lemma 8.10. If H = Abdef(G, d¯, c¯) is any abelian
deformation of G then
G ≡ H.
Proof. In order to prove the statement we prove that ultra-powers G∗ =
GN/D and H∗ = HN/D of G and H over any ω1-incomplete ultrafilter (N,D)
are isomorphic.
Assume u¯ and v¯ are the pseudo-bases of G and H respectively described
in Lemma 8.10 and Proposition 8.11. Recall that e = ei0+1 · · · ei1 , d =
di1 · · · di1+n and gcd(d, e) = 1. Assume π denotes the set of all prime numbers
and that, πk is the set of all prime numbers p, such that p|dk, i1 + 1 ≤ k ≤
i1+n. Let us denote the j’th prime number in π \πk by pkj and the product
of the first j primes in π \ πk by qkj.
For each j ∈ N and for all i0 + 1 ≤ i ≤ i1 define
wij =
i1+n∏
k=i1+1
v
cik(dk+qkje)
k ∈ im(φj).
Now let, w∗i ∈ H∗ and q∗k ∈ Z∗ denote the classes of (wij)j∈N and (qkj)j∈N
respectively. Indeed
w∗i =
i1+n∏
k=i1+1
v
cik(dk+q
∗
k
e)
k .
Let us set αk = dk + q
∗
ke for each relevant k.
Next we claim that the αk satisfy hypothesis (b) of Lemma 10.2, that
is, no prime p divides αk = dk + q
∗
ke for each k, k = i1 + 1, . . . , i1 + n. To
prove this we recall that qkj = pk1 · · · pkj where the pk1, . . . , pkj are the first
j primes that do not divide dk. Pick a prime p. If p ∈ πd, i.e. p|dk and
p|(dk+qkje), then p|qkje which contradicts the choice of qkj and the fact that
gcd(dk, e) = 1. So for such p, p ∤ (dk + qkje). Now pick a prime p ∈ π \ πk,
i.e p ∤ dk. Then p = pkt for some t ∈ N, meaning that p is a factor of qkj
for every j ≥ t. So p|qkje for every j ≥ t. Therefore, for every such j if
p|(dk + qkje) then p|dk, which is impossible. So for every j ≥ t, p ∤ dk + qkje.
So indeed for any prime p, p ∤ (dk + q∗ke).
Let G0 (H0) be the addition of G (H) generated by ui (vi), i = i1 +
1, . . . , i2. By Lemma 10.1 the Z∗-submodule G∗0 (H
∗
0 ) of Z(G
∗) (Z(H∗))
generated be the ui (vi), i = i1 + 1, . . . , i2 is an addition of G
∗ (H∗) and
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G∗0 = (G
∗)0 = (G0)∗ (the same in H). By Lemma 10.2 there exists an
isomorphism ψ : G∗0 → H∗0 extending uk → vk if i1 + n < k ≤ i2 and
uk → w∗k, i1 < k ≤ i1 + n.
By construction there exists a monomorphism φ : G→ H of groups such
that:
φ(ui) =

vi if i 6= i1 + 1, . . . i1 + n∏i1+n
k=i1+1
vdkcikk if i = i1 + 1, . . . i1 + n
Actually φ defined above is the same φ as in Proposition 2.13 while the wi
are written with respect to the new basis of H0 found in the proof Proposi-
tion 8.11. For each j ∈ N one could twist the monomorphism φ : G→ H to
get a new one denoted by φj : G→ H and defined by:
φj(ui) =

vi if i 6= i0 + 1, . . . , i1, . . . , i1 + n
vi
∏i1+n
k=i1+1
v
qkj eˆicik
k if i = i0 + 1, . . . , i1∏i1+n
k=i1+1
v
dkcik+qkjecik
k if i = i1 + 1, . . . , i1 + n
where eˆi = e/ei. Again note that G and im(φj) are generated by the pseudo-
bases of the same lengths, periods and structure constants. Let φ∗ : G∗ → H∗
be the monomorphism induced (φj)j∈N.
Consider the subgroup G∗f of G
∗ generated by
{uαi , uj : i 6= i0 + 1, . . . , i1, . . . , i1 + n, α ∈ Z∗, j = i0 + 1, . . . , i1}.
We claim that G∗ = G∗f · G∗0. Firstly G∗ is generated by all the uαi , α ∈ Z∗,
exponentiation defined in an obvious manner. All these generators belong
to G∗f · G∗0 with the possible exceptions of i = i0 + 1, . . . i1. However by
Lemma 10.1
Is((G∗)′ · Z(G∗))
Is((G∗)′) · Z(G∗)
∼= Is(G
′ · Z(G))
Is(G′) · Z(G)
is a finite abelian group and so we only need integer powers of the ui, i =
i0 + 1, . . . i1 in the generating set. This proves the claim.
Now given x ∈ G∗ there are y ∈ G∗f and z ∈ G∗0 such that x = yz. Now
define a map η : G∗ → H∗ by
η(x) = φ∗(y)ψ(z).
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To show that η is well-defined we need to check if φ∗ and ψ agree on G∗f ∩G∗0,
which is clear by definition of the maps φ∗ and ψ. η is a homomorphism since
φ∗ and ψ are and ψ maps a central subgroup of G∗ into a central subgroup of
H∗. It is injective since both φ∗ and ψ are injective. Finally H∗ = φ∗(G∗f)·H∗0
and by construction H∗0 = im(ψ). Therefore η is surjective. We have proved
that η : G∗ → H∗ is an isomorphism of groups and by the Keisler-Shelah’s
theorem, we have proved that
G ≡ H.
11. Zilber’s example
Here we present an example due to B. Zilber [18] which was the first
example of two finitely generated nilpotent groups G and H where G ≡ H
but G ≇ H . We shall show that G and H are best described as abelian
deformations of one another.
Consider the groups G and H presented (in the category of 2-nilpotent
groups) as follows.
G = 〈a1, b1, c1, d1|a51 is central, [a1, b1][c1, d1] = 1〉,
H = 〈a2, b2, c2, d2|a52 is central, [a2, b2]2[c2, d2] = 1〉.
B. Zilber [18] proved that G ≡ H but G ≇ H . Let us first apply a Titze
transformation to both G and H to get
G ∼= 〈a1, b1, c1, d1, f1|f1 is central, a51f−11 = 1, [a1, b1][c1, d1] = 1〉
H ∼= 〈a2, b2, c2, d2, f2|f2 is central, a52f−12 = 1, [a2, b2]2[c2, d2] = 1〉.
Now we are going to show that H is an abelian deformation of G. So define
a group K by
K = 〈a3, b3, c3, d3, f3|f3 is central, a53f−23 = 1, [a3, b3][c3, d3] = 1〉.
Note that we can choose G0 = 〈f1 = a51〉 and K0 = 〈f3〉. We also have that
Is(G′ ·G0) = G′ · Is(G0), and Is(K ′ ·K0) = K ′ · Is(K0), and so
Is(G′ ·G0)/Is(G′) ·G0 = Is(G0)/G0 = 〈a1|a51 = 1〉
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and
Is(K ′ ·K0)/Is(K ′) ·K0 = Is(K0)/K0 = 〈a3|a53 = 1〉.
Indeed using notation of Definition 2.15, K = Abdef(G, d, c) where d = 2
and (c) is 1 × 1 matrix (1). Indeed we only changed the structure constant
tf1(a
5
1) to deform G to K. However in K
(a33f
−1
3 )
2 = a63f
−2
3 = a3(a
5
3f
−2
3 ) = a3.
Now apply the corresponding Titze transformation to the presentation of K
to get
K = 〈a33f−13 , b3, c3, d3, f3|f3 is central, (a33f−13 )5f−13 = 1, [a33f−13 , b3]2[c3, d3] = 1〉.
Obviously H ∼= K.
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