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A renormalisation-group treatment of two-body scattering
Michael C. Birse, Judith A. McGovern and Keith G. Richardson
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Nonrelativistic two-body scattering by a short-ranged potential is studied using the renormalisation
group. Two fixed points are identified: a trivial one and one describing systems with a bound state at
zero energy. The eigenvalues of the linearised renormalisation group are used to assign a systematic
power-counting to terms in the potential near each of these fixed points. The expansion around the
nontrivial fixed point is shown to be equivalent to the effective-range expansion.
PACS numbers: 03.65.Nk,11.10.Hi,13.75.Cs,12.39.Fe
Recently there has been much interest in applying the
techniques of effective field theory (EFT) to the scat-
tering of massive particles interacting via short-ranged
forces. This has been spurred by Weinberg’s power-
counting rules for the low-momentum expansion of the
nucleon-nucleon potential [1], which raised the possibility
of applying the techniques of chiral perturbation theory
to nuclear physics [2]. These would provide a systematic
method for expanding few-nucleon bound-state proper-
ties and scattering observables in powers of nucleon mo-
menta and the pion mass.
By focussing on the potential, one avoids contributions
where the two intermediate nucleons are almost on-shell,
giving small denominators. However, this is the physics
responsible for nuclear binding, and so to describe nuclei
with an EFT it is not enough to write down a poten-
tial; one needs to solve the corresponding Schro¨dinger
or Lippmann-Schwinger equation. At this point one en-
counters a problem. The EFT is based on a Lagrangian
with local couplings between the particles and these in-
clude contact interactions between the nucleons. Such
interactions correspond to δ-function potentials, and the
resulting scattering equations only make sense after a
further regularisation and renormalisation.
A variety of approaches has been explored for renor-
malising two-body scattering by such potentials [3–15].
(For reviews of the various approaches and further refer-
ences, see Ref. [16].) These have shown that it is difficult
to set up a useful and systematic EFT for two-body scat-
tering when the scattering length is unnaturally large, as
indeed noted by Weinberg [1]. More recently an alterna-
tive to Weinberg’s power counting has been suggested by
Kaplan, Savage and Wise (KSW) [13], based on dimen-
sional regularisation with a “power divergence subtrac-
tion” scheme (PDS). The same counting has also been
proposed by van Kolck [10,15] within the framework of a
general subtractive renomalisation scheme, using a mo-
mentum cut-off set at a large scale, typical of the under-
lying physics responsible for the short-distance interac-
tions.
To examine some of the questions raised by these ap-
proaches, we have studied nonrelativistic two-body scat-
tering from the viewpoint of Wilson’s continuous (or the
“exact”) renormalisation group (RG) [17]. In this ap-
proach, one imposes a cut-off on the momenta of virtual
states at some scale Λ and demands that physical quan-
tities be independent of Λ. A rescaled Hamiltonian is in-
troduced in which all dimensioned variables are expressed
in units of Λ. The RG then describes the variation with
Λ of this rescaled Hamiltonian.
Of particular interest in the present context is the be-
haviour as the cut-off is taken to zero. In this limit,
more and more physics is integrated out and its effects
are included implicitly in the effective Hamiltonian (in
the present case, two-body potential). Eventually only Λ
is left to set an energy scale and as a result the rescaled
potential becomes independent of Λ. This is an infra-red
fixed point of the RG. In the case of two-body scatter-
ing we find two types of fixed point, which correspond to
two possible scale-independent forms for the zero-energy
scattering amplitude, expressed in units of Λ. One is a
trivial fixed point with a vanishing scattering amplitude.
The others are a set of fixed points which give bound
states at exactly zero energy.
Low-energy scattering (in physical units) can then
be described in terms of perturbations of the potential
around one of the fixed points. These perturbations can
be expanded in terms of eigenfunctions of the linearised
RG equations, which scale with definite powers of Λ. The
counting of powers of Λ in these eigenfunctions provides a
systematic way to organise the terms in the potential ac-
cording to how rapidly they head towards, or away from,
the fixed point. The eigenvalues also show whether the
fixed point is stable or not.
For two-body scattering we find that the trivial fixed
point is stable and that perturbations around it have
scaling dimensions given by Weinberg’s power counting
rules [1]. In contrast the fixed-points with zero-energy
bound states are unstable. We find that each (energy-
dependent) perturbation around the least unstable of
these points corresponds to a term in the effective-range
expansion [18]. The power counting for these perturba-
tions agrees with that suggested by KSW [13] and van
Kolck [15]. For a purely short-range potential, there is
thus an equivalence between the effective field theory and
the effective-range expansion [18,19].
We consider here s-wave two-body scattering by a po-
tential that consists of contact interactions only. In gen-
eral this potential depends on energy as well as on the
initial and final relative momenta. To second order in
1
the momentum expansion it has the form
V (k′, k, p) = C00 + C20(k
2 + k′2) + C02 p
2 · · · , (1)
where, as throughout this paper, we use k and k′ to de-
note relative momenta and the energy-dependence is ex-
pressed in terms of p =
√
ME, the on-shell momentum
corresponding to the energy E. Unlike previous appli-
cations of RG ideas to two-body scattering [1,3,13], we
do not restrict our potential to only leading or next-to-
leading terms in the momentum expansion.
In treating the scattering non-perturbatively, it is con-
venient to work with the reactance matrix, K. The
off-shell K-matrix satisfies a Lippmann-Schwinger (LS)
equation that is very similar to that for the scatter-
ing matrix T , except that the Green’s function satisfies
standing-wave boundary conditions:
K(k′, k, p) = V (k′, k, p) (2)
+
M
2pi2
P
∫ Λ
0
q2dq
V (k′, q, p)K(q, k, p)
p2 − q2 ,
where P denotes the principal value of the integral. We
have chosen to regulate the integral here by imposing
a sharp cut-off at q = Λ. The inverse of the on-shell
K-matrix differs from that of the on-shell T -matrix by
a term iMp/4pi, which ensures that T is unitary if K is
Hermitian. This allows the effective-range expansion [18]
to be written as an expansion of 1/K:
1
K(p, p, p)
= −M
4pi
(
−1
a
+
1
2
rep
2 + · · ·
)
, (3)
where a is the scattering length and re is the effective
range.
The RG equation for the potential is obtained by mak-
ing V dependent on Λ and demanding that the off-shell
K-matrix be independent of Λ. This is obviously suffi-
cient to ensure that all scattering observables do not de-
pend on Λ. By differentiating the LS equation (2) with
respect to Λ, setting ∂K/∂Λ = 0 and then operating from
the right with (1+G0K)
−1 (where G0 is the free Green’s
function in Eq. (2)), one obtains the equation
∂V
∂Λ
=
M
2pi2
V (k′,Λ, p,Λ)
Λ2
Λ2 − p2V (Λ, k, p,Λ). (4)
If this effective potential is to describe scattering by
short-ranged interactions, it should be an analytic func-
tion of k2 and k′2 for small k and k′.∗ Also, if the energy
lies below all thresholds for production of other particles
then the potential should be an analytic function of the
∗Rotational invariance also allows dependence on k · k′, but
this is needed only for partial waves with nonzero angular
momentum.
energy, E = p2/M . Under these restrictions, the bound-
ary conditions that we impose on V are that it should
have an expansion in non-negative, integer powers of k2,
k′2 and p2.
We now introduce dimensionless momentum variables,
kˆ = k/Λ etc., and a define a rescaled potential,
Vˆ (kˆ′, kˆ, pˆ,Λ) =
MΛ
2pi2
V (Λkˆ′,Λkˆ,Λpˆ,Λ). (5)
In terms of these quantities, the RG equation takes the
form
Λ
∂Vˆ
∂Λ
= kˆ′
∂Vˆ
∂kˆ′
+ kˆ
∂Vˆ
∂kˆ
+ pˆ
∂Vˆ
∂pˆ
+ Vˆ
+Vˆ (kˆ′, 1, pˆ,Λ)
1
1− pˆ2 Vˆ (1, kˆ, pˆ,Λ). (6)
In what follows, the idea of a fixed point of the RG
will be crucial. As the cut-off Λ is taken to zero, more
and more physics is integrated out until Λ itself is the
only remaining scale. In the limit Λ → 0, the rescaled
potential, being dimensionless, must become independent
of Λ. This means that as Λ varies the rescaled potential
must flow towards an infra-red fixed point of the RG
equation (6). The fixed points are described by solutions
of this equation that satisfy
∂Vˆ
∂Λ
= 0. (7)
An obvious example is the trivial fixed point,
Vˆ (kˆ′, kˆ, pˆ,Λ) = 0. (8)
The K-matrix for this potential is also zero, correspond-
ing to no scattering.
If, for a particular system, we find that the rescaled
potential tends towards this fixed point as we lower the
cut-off towards zero, then we can describe the low-energy
behaviour in terms of the perturbations that scale with
definite powers of Λ. To find these we linearise the RG
equation (6) about the trivial fixed point and look for
solutions of the form
Vˆ (kˆ′, kˆ, pˆ,Λ) = CΛνφ(kˆ′, kˆ, pˆ), (9)
where the functions φ satisfy the eigenvalue equation
kˆ′
∂φ
∂kˆ′
+ kˆ
∂φ
∂kˆ
+ pˆ
∂φ
∂pˆ
+ φ = νφ. (10)
It is not hard to see that the solutions to this that are
well-behaved as the momenta and energy tend to zero are
φ(kˆ′, kˆ, pˆ) = kˆ′lkˆmpˆn, (11)
with RG eigenvalues ν = l+m+n+1, where l, m and n
are non-negative even integers. The RG eigenvalues are
all positive and so the fixed point is a stable one: starting
2
from any potential in the vicinity of Vˆ = 0 the RG flow
will take the potential to the fixed point as Λ→ 0.
The momentum expansion of the full potential near
the trivial fixed point can be written
Vˆ (kˆ′, kˆ, pˆ,Λ) =
∑
l,n,m
Ĉlmn
(
Λ
Λ0
)ν
kˆ′lkˆmpˆn. (12)
For a Hermitian potential one can take real coefficients
with Clmn = Cmln.
† We have chosen to write the co-
efficients in this expansion in a dimensionless form by
taking out a factor of Λ−ν0 , where Λ0 is some scale asso-
ciated with the underlying physics that determines where
our momentum expansion of the potential breaks down.
This can be seen more clearly from the form of the cor-
responding unscaled potential,
V (k′, k, p,Λ) =
2pi2
MΛ0
∑
l,n,m
Ĉlmn
k′lkmpn
Λl+m+n0
. (13)
In a “natural” theory it is possible to choose the scale Λ0
in such a way that all of the dimensionless coefficients are
of order unity. The power counting in this expansion of
the potential (12) is just the one proposed by Weinberg
[1] if we assign an order d = ν − 1 to each term.
The behaviour near the trivial fixed point gives weak
scattering at low energies which can be treated pertur-
batively. It can be used to describe systems where the
scattering length is small. For such systems Weinberg’s
power counting has already been shown to provide a sys-
tematic treatment in the context of both dimensional reg-
ularisation with minimal subtraction [4] and cut-off ap-
proaches [6] where the cut-off is chosen to be well below
1/a and 1/re. In these cases the K-matrix is given by the
first Born approximation and so is equal to the unscaled
potential (13). That unscaled potential is independent of
Λ, as it must be since K does not depend on Λ.
Of more interest for nuclear physics are nontrivial fixed
points that can describe systems with very strong scat-
tering at low energies. The simplest of these can be found
by considering a potential that depends only on energy,
Vˆ = Vˆ0(pˆ). This will be a fixed-point solution to the full
RG equation (6) if it satisfies
pˆ
∂Vˆ0
∂pˆ
+ Vˆ0(pˆ) +
Vˆ0(pˆ)
2
1− pˆ2 = 0. (14)
Solving this equation subject to the boundary condition
that the potential be analytic in pˆ2 as pˆ2 → 0 we obtain
Vˆ0(pˆ) = −
[
1− pˆ
2
ln
1 + pˆ
1− pˆ
]−1
. (15)
†Terms with forms like i(k2−k′2) need not be included since
they can be shown to vanish when integrated by parts in
coordinate space.
Note that, although the detailed form of the energy-
dependence of this potential is determined by our par-
ticular choice of cut-off, the fact that it tends to a con-
stant as pˆ → 0 is a generic feature. The corresponding
unscaled potential is
V0(p,Λ) = −
2pi2
M
[
Λ− p
2
ln
Λ + p
Λ− p
]−1
. (16)
At p = 0, this potential is inversely proportional to Λ, a
property which holds for any form of cut-off.
For a momentum-independent potential like V0 the LS
equation takes a particularly simple form. For V0 we find
that its solution forK is infinite, or rather 1/K = 0. This
corresponds to a system with infinite scattering length,
or equivalently a bound state at exactly zero energy.
To study the behaviour near this fixed point we con-
sider small perturbations about it that scale with definite
powers of Λ:
Vˆ (kˆ′, kˆ, pˆ,Λ) = Vˆ0(pˆ) + CΛ
νφ(kˆ′, kˆ, pˆ). (17)
These satisfy the linearised RG equation
kˆ′
∂φ
∂kˆ′
+ kˆ
∂φ
∂kˆ
+ pˆ
∂φ
∂pˆ
+ φ (18)
+
Vˆ0(pˆ)
1− pˆ2
[
φ(kˆ′, 1, pˆ) + φ(1, kˆ, pˆ)
]
= νφ.
Let us first look for solutions to Eq. (18) that depend
only on energy (p2). The equation can be integrated
straightforwardly, making use of the fixed point equation
for Vˆ0 (14). The solutions are
φ(pˆ) = pˆν+1Vˆ0(pˆ)
2. (19)
If we demand that these be well-behaved functions of p2
as p2 → 0, then we find that the allowed RG eigenvalues
are ν = −1, 1, 3, . . .. From this we see that the fixed point
is unstable: it has one negative eigenvalue.
The RG flow corresponding to Eq. (6) is shown in
Fig. 1, projected into the plane corresponding to the first
two terms in the expansion of the potential in powers of
energy, Vˆ (pˆ) = b0 + b2pˆ
2 + · · ·. This shows the two fixed
points discussed here: the trivial one at the origin and
the nontrivial one at b0 = b2 = −1. The precise position
of the latter point depends on our particular choice of
cut-off, but the pattern of the RG flow is general. Poten-
tials that lie exactly on the “critical surface” (b0 = −1 for
our sharp cut-off) flow towards the nontrivial fixed point
as Λ→ 0. For a system with a small perturbation away
from this surface, the potential initially flows towards the
nontrivial fixed point for large Λ. Eventually, however,
the unstable perturbation causes these potentials to flow
either to the trivial fixed point or to infinity.
3
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FIG. 1. The RG flow of the first two terms in the expan-
sion of the rescaled potential in powers of energy. The two
fixed points are indicated by the black dots. The solid lines
are flow lines that approach one of the fixed points along a
direction corresponding to an RG eigenfunction; the dashed
lines are more general flow lines. The arrows indicate the
direction of flow as Λ→ 0.
The unscaled potential including the perturbations
(19) is
V (k′, k, p,Λ) (20)
= V0(p,Λ) +
MΛ0
2pi2
∞∑
n=0
Ĉ2n−1
(
p
Λ0
)2n
V0(p,Λ)
2.
The (on-shell) K-matrix for this potential has the
effective-range expansion
1
K(p, p, p)
= −MΛ0
2pi2
∞∑
n=0
Ĉ2n−1
(
p
Λ0
)2n
+ · · · . (21)
To first order in the coefficients Ĉν of the eigenfunctions,
we see that the terms in the expansion of the potential
are in one-to-one correspondence with the terms in the
effective-range expansion. In particular, Ĉ−1 and Ĉ1 are
given in terms of the scattering length and effective range
by
Ĉ−1 = − pi
2Λ0a
, Ĉ1 =
piΛ0re
4
. (22)
At this point we can compare our potential (20) with
that found by KSW in the PDS scheme [13]. To first
order in 1/a and p2 their potential can be written in the
form
V (p, µ) =
4pi
Mµ
[
−1− 1
µa
− re
2µ
p2 + · · ·
]
. (23)
Remembering that the scale µ in a subtractive renormal-
isation scheme acts like a resolution scale and so plays an
analogous role to the cut-off Λ, we see that the 1/µ depen-
dence of the first term in Eq. (23) agrees with the 1/Λ de-
pendence of the fixed-point potential (16). Similarly the
factors of 1/µ2 in the second and third terms agree with
the 1/Λ2 factors in the energy-dependent perturbations
in Eq. (20). If, as for perturbations around the trivial
fixed point, we assign an order d = ν − 1 to each term
in the potential, then we see that the power counting for
(energy-dependent) perturbations around the nontrivial
fixed point agrees with that of KSW.
For systems with finite but large scattering lengths,
it is still possible to build a description based on Wein-
berg’s expansion around the trivial fixed point. To do
so one must solve the RG equation to all order in the
scattering length, resumming terms involving powers of
Λa. This is approach adopted by van Kolck [10,15]. It
can be pictured as following one the flow lines in Fig. 1
that approach the trivial fixed point close to the line that
connects the two fixed points. For values of Λ that are
large compared with 1/a such a flow line lies close to the
critical surface for the nontrivial fixed point and so the
behaviour of the system can be organised according to
the power counting associated with that fixed point.
So far we have considered perturbations of the poten-
tial that depend only on energy, but there are also ones
that depend on momentum as well. To find these, we
look for solutions (14) that have the form
φ(kˆ′, kˆ, pˆ) = kˆnφ1(pˆ) + φ2(pˆ). (24)
(A Hermitian potential can be obtained by adding a sim-
ilar term with k → k′.) In this case the solutions are
φ(kˆ′, kˆ, pˆ) =

kˆn − pˆn + n/2−1∑
m=0
pˆm
n− 2m+ 1 Vˆ0(pˆ)

 Vˆ0(pˆ),
(25)
with RG eigenvalues ν = n = 2, 4, 6 . . .. Multiplying any
of these functions by pm where m is a positive even inte-
ger also gives an eigenfunction, with ν = n+m. An im-
portant point to note is that the momentum-dependent
eigenfunctions have different eigenvalues from the corre-
sponding purely energy-dependent ones. This is quite
unlike the more familiar case of perturbations around
the trivial fixed point where, for example, the p2 and
k2 terms in the potential are both of the same order,
ν = 3. It means that, in the vicinity of the nontrivial
fixed point, one cannot make a field transformation to
eliminate energy dependence from the potential in favour
of momentum dependence without introducing a much
more complicated cut-off dependence into the the effec-
tive potential.
To complete the picture, we note that it is possible
to find solutions to Eq. (18) that depend on both k and
k′. These are products of two factors of the form of the
4
expression in square brackets in Eq. (25), one depend-
ing on k and one on k′, and they have RG eigenvalues
ν = n + n′ + 1 = 5, 7, 9 . . .. Each of these can also be
multiplied by even powers of p to yield further eigen-
functions. Together, the eigenfunctions described above
contain all possible products of powers of k2, k′2 and p2.
They thus form a complete set that can be used to expand
any perturbation about the fixed-point potential that is
well-behaved as k2, k′2, p2 → 0 and so has a power-series
expansion in these quantities.
When the ν = 2 momentum-dependent perturbation
is included, the term
Ĉ2
{[
k2 − p2 + 1
3
MΛ3
2pi2
V0
]
V0(p,Λ)
Λ20
+ (k → k′)
}
(26)
must be added to the potential (20). The resulting po-
tential has a two-term separable structure and so the LS
equation can be solved using the techniques in Refs. [6,9].
To first order in the Ĉν , we find that the effective-range
expansion is again given by Eq. (21); the momentum-
dependent perturbation does not contribute to the on-
shell scattering. This can be understood from the fact
that its coefficient involves an even power of the under-
lying scale Λ0, whereas all of the terms in the effective
range expansion contain odd powers of that scale.
The identification of the terms in the potential and
the effective-range expansion is straightforward at first
order in the coefficients Ĉν because only energy depen-
dent perturbations contribute to the scattering. To check
whether this equivalence persists to higher order in the
Ĉν , we have solved the RG equation to second order in
these coefficients. To illustrate the behaviour, we con-
sider here corrections to the potential (20) up to order
Ĉ−1Ĉ2. We find the following additional pieces
M
2pi2
Ĉ−1Ĉ2
(
k′2 + k2 +A p2 +
4
3
MΛ3
2pi2
V0
)
V0(p,Λ)
2
Λ0
,
(27)
where A is a constant of integration which is not fixed
by the boundary conditions. This undetermined piece
arises from the solution of the homogeneous part of the
linearised RG equations, and has the exactly same struc-
ture as the ν = 1 term in (20).
This second-order piece (27) will in general contribute
to the effective range, along with the ν = 1 term. The di-
rect correspondence between scattering observables and
terms in the potential can be maintained by choosing
A = −2, which ensures that the contribution of Ĉ−1Ĉ2
to the effective range vanishes.
Alternatively, one could set Ĉ1 = 0 (and A = 0) and
generate the effective range entirely from the ν = 2
momentum-dependent perturbation. However the re-
quired coefficient in this case is
Ĉ2 =
Λ20are
4
, (28)
implying the existence of large factors of Λa that need
to be resummed in the potential. This can be done by
starting from the trivial fixed point, where energy depen-
dence can be eliminated in favour of momentum depen-
dence, and then using the approach of van Kolck [10,15]
to follow the RG flow back to the vicinity of the criti-
cal surface for the nontrivial fixed point. However the
resummation procedure tends to mask the simple nature
of the RG flow close to the nontrivial fixed point.
We have seen that, to second order in the coefficients
Ĉν in the expansion about the nontrivial fixed point, only
the energy-dependent RG eigenfunctions contribute to
the on-shell scattering. So long as analogous procedures
can be carried out to all orders, the effective theory de-
fined by an expansion around the nontrivial fixed point is
systematic and the terms in the potential are in one-to-
one correspondence with those of the effective-range ex-
pansion. The resulting potential is determined entirely
by on-shell scattering observables. Indeed, as has long
been known from the effective-range expansion, the scat-
tering length and effective range are also sufficient to de-
termine the asymptotic s-wave part of the deuteron wave
function [19].
Our RG analysis thus demonstrates that there is an
equivalence between the effective field theory based on
the nontrivial fixed point and the effective-range expan-
sion [18], as previously suggested by van Kolck [8,15].
The effective-range expansion is based on
p cot δ(p) = −4pi
M
1
K(p, p, p)
, (29)
which is the logarithmic derivative at the origin of the
asymptotic wave function. It can thus be regarded as an
energy-dependent boundary condition on the wave func-
tion at the origin. As noted by van Kolck [8,15], this
corresponds to the fact that the parts of the effective
field theory which contribute to observables act like a
quasipotential [20].
The fixed point is, as already noted, an unstable one.
Only potentials that lie on the “critical surface” defined
by 1/a = 0 (corresponding to a bound state at zero en-
ergy) will flow to the fixed point as Λ→ 0. For small but
nonzero values of 1/a the potential will eventually either
tend to the trivial fixed point or diverge to infinity, de-
pending on the sign of a. Nonetheless for cut-offs in the
range 1/a≪ Λ≪ Λ0 the behaviour of the potential may
be dominated by the flow towards the nontrivial fixed
point. In such a regime we can still use the eigenfunc-
tions found above to define a systematic expansion of the
potential, as noted in Ref. [13].
To summarise: by applying the renormalisation group
to two-body scattering we have identified two fixed
points. One is the trivial fixed point describing per-
turbative scattering. The other describes systems with
bound states at zero energy and is directly related to the
effective-range expansion [18]. By studying the eigen-
functions of the linearised RG we can assign a systematic
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power-counting to terms in the expansion of the poten-
tial around each of these fixed points. In the case of the
nontrivial fixed point, each term in this expansion corre-
sponds to a term in the effective-range expansion. The
potential to next-to-leading order depends only on energy
and is determined entirely by on-shell scattering observ-
ables, namely the scattering length and effective range.
The success of the effective-range expansion [18,19] can
be therefore be understood in terms of an effective field
theory based on this nontrivial fixed point [11–13]. It also
suggests that there should be ways to extend this expan-
sion to treat long-ranged forces such as pion-exchange
[13], as well as three-body systems [11], both of which
are being actively pursued.
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