Abstract. In this paper, we present an approach to the nonlinear inverse scattering problem using the extended Born approximation (EBA) on the basis of methods from the fields of multiscale and statistical signal processing. By posing the problem directly in the wavelet transform domain, regularization is provided through the use of a multiscale prior statistical model. Using the maximum a posteriori (MAP) framework, we introduce the relative Cram•r-Rao bound (RCRB) as a tool for analyzing the level of detail in a reconstruction supported by a data set as a function of the physics, the source-receiver geometry, and the nature of our prior information. The MAP estimate is determined using a novel implementation of the Levenberg-Marquardt algorithm in which the RCRB is used to achieve a substantial reduction in the effective dimensionality of the inversion problem with minimal degradation in performance. Additional reduction in complexity is achieved by taking advantage of the sparse structure of the matrices defining the EBA in scale space. An inverse electrical conductivity problem arising in geophysical prospecting applications provides the vehicle for demonstrating the analysis and algorithmic techniques developed in this paper.
Introduction
The desire to characterize the composition of a medium on the basis of observations of scattered radiation is a common problem in a variety of application areas [Kak and Slaley, 1987; Bates et al., 1991;  Torres-Verdi'n and Hahashy, 1994]. Despite the ubiquity of such inverse scattering problems, generating a solution can be quite difficult because of the computational burden associated with the nonlinearity of the problem and the fact that these problems are highly ill posed. In this paper, we present a collection of methods for overcoming these difficulties based upon techniques drawn from the disciplines of multiscale and statistical signal processing. We emCopyright 1996 by the American Geophysical Union.
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0048-6604/96/95RS-03130508.00 ploy estimation-theoretic analysis techniques to identify those degrees of freedom in a wavelet representation of the quantity to be reconstructed for which the data provide significant information. Such a formulation represents a natural framework for the analysis of issues such as the trade-off between reconstruction accuracy and resolution, as well as the development of bounds on our ability to localize spatial anomalies in the region of interest. Direct incorporation of this information into a nonlinear inversion algorithm coupled with a multiscale implementation of the forward scattering model results in substantial computational savings with little loss in reconstruction fidelity. We apply our method to an inverse electrical conductivity problem encountered in geophysical exploration applications.
prove the efficiency of our inversion algorithm by exploiting the fact that the matrices defining the extended Born approximation are of the class which are "nearly diagonalized" by the wavelet transform [Beylkin et al., 1991] .
The traditional technique for overcoming the ill posed nature of these inverse scattering problems is through the use of a regularization method [Bertero et al., 1988; Groetsch, 1984; Kress, 1989] . From an estimation-theoretic perspective, the regularizer represents a prior statistical model for the quantity under investigation [Miller and Willsky, 1995b ]. Here we demonstrate the utility of specifying such a model directly in the wavelet transform domain, where there exists a wide variety of scale-space modeling structures well suited for this task [Miller and Willsky, 1995a, 1995b ]. These models are useful for representing many common, naturally occurring self-similar phenomena, are easily specified in scale-space, and for certain problems, lead to fast inversion algorithms. Moreover, in the linearized inverse scattering context, a wavelet representation of the conductivity provided a natural basis for defining the spacevarying optimal level of detail in a reconstruction as a function of the resolution, quality, and spatial distribution of the data [Miller and Willsky, 1995b] . In section 2, we present the physical space formulation of the inverse electrical conductivity problem. Section 3 is devoted to a review of the wavelet transform and a derivation of the scale-space MAP estimation problem. The relative Cramdr-Rao bound is defined and its properties discussed in section 4. Our nonlinear inversion scheme is presented in section 5 with a collection of examples discussed in section 6. The conclusions to be drawn from this work are presented in section 7. A d•screte representation of (1) is obtained using the method of moments (MoM) [Harpington, 1968] , where g(r) and Ei(r) are expanded in pulse bases. Similarly, a Galerkin scheme is used to discretize (2) on the basis of the same pulse basis expansions (i.e., we use the pulse basis for both test and weighting functions). Thus, upon discretization, (1) and (2) reduce to
Physical Space Problem
where Ei (respectively El) is a vector of pulse basis expansion coefficients for Ei(r) (respectively /½i(r)), Gi,s (respectively Gi)is a matrix representation of the integral kernel in (1) (respectively (2)), and is the diagonal matrix whose (i, i)th element is the Upon substituting (5) into (1) and discretizing again using the MoM approach described previously, we obtain the model [Miller, 1994] Yi --•Ti V(Xi)g• +ni.
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Implementation Details
To improve the convergence of the nonlinear optimization procedure, we implement a form of the Gauss-Newton algorithm known as the Levenberg- 
$NR•-(I)/•(ff)(I)i(ff) (35) ß
While the inverse algorithm is based on the extended Born approximation, all data are generated using the exact physical model in (4a). Finally, for all examples, if0 _ 0.
As a first example, we examine the inverse problem for which the geometric structure of the underlying conductivity field is shown in Figure 2 . Unlike the linear inverse problem in which performance is independent of the true conductivity field [Miller and Willsky, 1995b] , in the nonlinear case, expected performance of the imaging algorithm does depend on the configuration of the underlying conductivity profile. As an example of this relationship, we use the RCRB-based analysis methods, and we display in Figures 3a-3c In Table 3 , the average length of the vector ½ x over the 50 iterations of the LM procedure is shown as a percent of the size of the problem, 256, as we vary the parameters e and r. As e is raised to 0.01 (respectively 0.10) the sparsity of the EBA matrices drops to around 30% (respectively less than 10%). Examining Table 3 In Table 4 
Conclusions
We have presented a multiscale, statistical approach to the nonlinear inverse scattering problem based on the extended Born approximation. We considered an inverse electrical conductivity problem arising in the field of geophysical prospecting. The application of statistical signal processing methods to the recovery of the conductivity's wavelet transform leads to the quantitative analysis of issues, such as reconstruction accuracy versus resolution and the development of bounds on our ability to localize conductivity anomalies in the region of interest. Finally, our approach allowed for the use of physically realistic, computationally efficient regularization methods which are described most naturally in scale-space.
We introduced the relative Cram•r-Rao bound matrix as a generalization of the RECM employed by Miller and Willsky [1995a, 1995b] . The RCRB provided useful information regarding the level of detail expected to be recoverable from a given data set and played a central role in reducing the complexity of our inversion algorithm. The reconstruction itself was specified as the solution to a maximum a posteriori estimation problem which was obtained using the the LevenbergMarquardt method. At each iteration of the algorithm, the RCRB was used to identify those degrees of freedom in scale space for which the current linear problem provided substantial information relative to the prior model. The resulting block-partitioned form of the normal-type equations were directly and efficiently inverted, yielding not only the solution to the linear system but also the RCRB information required to compute the partition at the next step of the algorithm. The computational difficulties of solving the forward problem at each LM step were reduced significantly through the use of a scale-space form of the extended Born approximation. Specifically, the matrices defining the structure of the EBA model relating the conductivity to the observations could be made up to 90% sparse with little impact on inversion performance.
