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STEREO CORRESPONDENCE ESTIMATION
USING MULTIWAVELETS SCALE-SPACE
REPRESENTATION-BASED MULTIRESOLUTION
ANALYSIS
A. BHATTI and S. NAHAVANDI
Intelligent Systems Research Lab., Deakin
University—Victoria, Australia
A multiresolution technique based on multiwavelets scale-space
representation for stereo correspondence estimation is presented.
The technique uses the well-known coarse-to-fine strategy, involving
the calculation of stereo correspondences at the coarsest resolution
level with consequent refinement up to the finest level. Vector coeffi-
cients of the multiwavelets transform modulus are used as corre-
sponding features, where modulus maxima defines the shift
invariant high-level features (multiscale edges) with phase pointing
to the normal of the feature surface. The technique addresses the
estimation of optimal corresponding points and the corresponding
2D disparity maps. Illuminative variation that can exist between
the perspective views of the same scene is controlled using scale nor-
malization at each decomposition level by dividing the details space
coefficients with approximation space. The problems of ambiguity,
explicitly, and occlusion, implicitly, are addressed by using a geo-
metric topological refinement procedure. Geometric refinement is
based on a symbolic tagging procedure introduced to keep only
the most consistent matches in consideration. Symbolic tagging is
performed based on probability of occurrence and multiple thresh-
olds. The whole procedure is constrained by the uniqueness and
continuity of the corresponding stereo features. The comparative
performance of the proposed algorithm with eight famous existing
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algorithms, presented in the literature, is shown to validate the
claims of promising performance of the proposed algorithm.
INTRODUCTION
Finding correct corresponding points from more than one perspective
view in stereo vision is subject to a number of potential shortcomings,
such as occlusion, ambiguity, and illuminative variations. A number of
algorithms have been proposed to address some of the aforementioned
problems. The majority of them can be categorized into two broad
classes: Local Algorithms (LAs) (Scharstein and Szeliski 2003; Di
Stefano et al. 2004) and Global Algorithms (GAs) (Huang and Netravali
1994; Boykov and Zabih 2001). The algorithms belonging to the LA
group try to establish the correspondences over locally defined regions
in the image space. Generally, correlations techniques are used to esti-
mate the similarities based on image pixel intensities. Generally, LAs
perform well in the presence of rich textured areas but have the tendency
of relatively lower performance in the featureless regions. Local search
using correlation windows usually lead to poor performance across the
boundaries of image regions. On the other hand, algorithms belonging
to the GA group deal with the correspondence as a global cost-function
optimization problem. These algorithms usually do not perform local
search but rather try to find a correspondence assignment that minimizes
a global cost function. There is a clear consensus in the computer vision
community that algorithms belonging to the GA group have overall
better performance over the rest of the algorithms. However, GAs are
not free of shortcomings: They are dependent on how well the cost
function represents the relationship between the disparity and some of
its properties such as smoothness, regularity, and how close that cost
function representation is to the real world. In addition, the smoothness
parameters (Scharstein and Szeliski 2002) make disparity maps smooth
everywhere, which may lead to poor performance at image discontinu-
ities. Another disadvantage of these algorithms is their computational
complexity, which makes them unsuitable for real-time applications.
To overcome some of the aforementioned algorithmic shortcomings,
a novel robust stereo vision algorithm is presented. The proposed
algorithm involves the use of multiresolution analysis and scale-space
representation using multiwavelets theory. The proposed algorithm can
be considered to belong to both the LA and GA group of algorithms,
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due to its hierarchical nature (Scharstein and Szeliski 2002). The pro-
posed algorithm uses the well-known technique of coarse-to-fine match-
ing to address the problem of stereo correspondence, using the
MultiWavelets Transform Modulus Maxima (MWTMM) as correspond-
ing features. A comprehensive selection criterion, Strength of the Candi-
date (SC), is introduced, unlike many existing algorithms where
selection=rejection is solely based on different aggregation costs. The
SC involves the contribution of probabilistic weighted normalized
correlation, symbolic tagging, and geometric topological refinement.
Probabilistic weighting involves the contribution of more than one search
space, especially in the case of multiwavelet-based multiresolution
analysis. The symbolic tagging procedure helps to keep track of the
different potential optimal candidates. Furthermore, geometric topologi-
cal refinement addresses the problem of ambiguity due to geometric
transformations and distortions that could exist between the perspective
views. The geometric features used in the geometric refinement procedure
are carefully chosen to be invariant through many geometric transforma-
tions, such as affine, metric, and projective. Some earlier versions of the
developed system can be found in the work of Bhatti and Nahavandi
(2005) and Bhatti et al. (2007).
WAVELETS AND MULTIWAVELETS FUNDAMENTALS
Classical wavelet theory is based on the refinement equations as given
below
/ðtÞ ¼ Rkck /ðMt  kÞ ð1Þ
and
wðtÞ ¼ Rkwk /ðMt  kÞ; ð2Þ
where ck and wk represent the scaling and wavelet coefficients. Multi-
resolution can be generated not just in the scalar context, with just
one scaling function and one wavelet, but also in the vector case, where
there is more than one scaling function, and wavelets are involved. The
latter case leads to the notion of multiwavelets. A multiwavelet basis is
characterized by r scaling and r wavelet functions. Here, r denotes the
multiplicity in the vector setting with r > 1. Multiscaling functions satisfy
the matrix dilation equation as
UðtÞ ¼ RkCk UðMt  kÞ: ð3Þ
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Similarly, for the multiwavelets, the matrix dilation equation can be
expressed as
WðtÞ ¼ RkWk UðMt  kÞ; ð4Þ
where
UðtÞ ¼
/0ðtÞ
/1ðtÞ
..
.
/r1ðtÞ
2
6664
3
7775; ð5Þ
and
WðtÞ ¼
w0ðtÞ
w1ðtÞ
..
.
wr1ðtÞ
2
6664
3
7775: ð6Þ
In equations (5) and (6), Ck and Wk are real r  r matrices of multifilter
coefficients.
Generally, only two band multiwavelets (i.e., M ¼ 2), defining
equal number of multiwavelets as multiscaling functions, are used for
simplicity. For more information about the generation and applications
of multiwavelets with desired approximation order and orthogonality,
interested readers are referred to the work of Papoulis (1984) and
Bhalerao and Wilson (2001).
Wavelet Filter Bank
Wavelet transformation produces scale-space representation of the input
signal by generating a scaled version of the approximation space and the
detail space possessing the property
As1 ¼ As  D1: ð7Þ
In this research work, Mallat’s dyadic filter-bank (Bhalerao and Wilson
2001) is used, which results in three different detail space components:
horizontal, vertical, and diagonal. Figure 1 can best visualize the graphi-
cal representation of the used filter-bank, where L and H represent
low-pass and high-pass filter coefficients defined by scaling functions
and wavelets, respectively.
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Wavelet Transform Modulus
The Wavelet Transform Modulus (WTM), in general vector represen-
tation, can be expressed as
WTMs;k ¼ W s;k ffOWs;k ; ð8Þ
and where W s;k is
Wðs;kÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jDh;s;kj2 þ jDv;s;kj2
q
; ð9Þ
where Dh;s;k and Dv;s;k are the horizontal and vertical details, respectively,
and s represents the scale of the transform, and k represents
the individual coefficient within scale s. Furthermore, HW s;k can be
expressed as
HW s;k ¼
aðs; kÞ if Dh;s;k > 0
p aðs; kÞ if Dh;s;k < 0

; ð10Þ
where
aðs; kÞ ¼ tan1 Dv;s;k
Dh;s;k
 
: ð11Þ
The normal vector ~nðs; kÞ points to the direction normal to the edge
surface and can be expressed as
~nðs; kÞ ¼ ½cosðHW ;s;kÞ; sinðHW ;s;kÞ: ð12Þ
In general terms, an edge point is the point p at scale s such that WT s;k is
locally maximum at k ¼ p and k ¼ p þ e ~nðkÞ for small enough e. These
points, known as Wavelet Transform Modulus Maxima (WTMM), are
Figure 1. M ¼ 2-band Mallat’s dyadic wavelet filter bank.
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shift invariant throughout the wavelet transformation process. Figure 2
can best illustrate the example of WTTM, with normal vectors high-
lighted by blue color in the bottom right subfigure. For further details
regarding WTMM, refer to (Bhalerao and Wilson 2001).
STEREO CORRESPONDENCE ESTIMATION
The correspondence estimation process of the proposed algorithm is
categorized into two major steps. The first part of the algorithm defines
the correspondence estimation process only at the coarsest scale level: at
level N of the iterative multiwavelet filtering, as shown in Figure 1. The
second part of the algorithm is defined by the iterative correspondence
estimation from finer (i.e., N–1th scale) to finest scale level. Correspon-
dence estimation at the coarsest scale is the most important part of the
proposed algorithm. It is due to the hierarchical approach of the
proposed algorithm for correspondence estimation, where correspon-
dence estimations at finer scale levels are dependent on the outcomes
of coarsest-level estimations. The second part of the proposed algorithm
performs a local search for correspondence estimations only at the
locations where stereo correspondences have already been established
in the coarsest level.
Figure 2. Top left: original image; top right: wavelet transform modulus; bottom left: wave-
let transform modulus phase; bottom right: wavelet transform modulus maxima with phase
vectors.
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Coarsest-Level Stereo Correspondence Estimation
Coarsest-level stereo Correspondence Estimation (CCE) is a very impor-
tant and crucial step of the whole correspondence estimation process,
because correspondence estimations at the finer levels are dependent
on the outcome of CCE. All corresponding candidates at finer levels
are arranged according to the corresponding locations established at
the coarser levels. Considering the significance of CCE in the overall cor-
respondence estimation process, there is a great need to keep the overall
process as error-free as possible. For this purpose, a comprehensive
check is performed to exploit the likelihood of each candidate being a
credible correspondence, before accepting or discarding it. A block
diagram, as shown in Figure 3, represents the overall correspondence
estimation algorithm at the coarsest level.
The correspondence estimation process starts with wavelet
decomposition up to level N, usually taken within the range of [4–5],
depending on the size of the image. Before proceeding to the similarity
measure block, Wavelet Scale Normalization (WSN) is performed, along
Figure 3. Coarsest-level stereo correspondence estimation algorithm block diagram: A1.
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with normalized correlation measure, to minimize the effect of illuminat-
ive variation that could exist in between the perspective views. The rea-
son for this comprehensiveness normalization is the nature of the
application that this work is motivated from. The objects that we are
concerned with are metallic parts with highly shiny and reflective
surfaces. Therefore, there is a great need for the illuminative variation
compensation before proceeding to the main correspondence estimation
block.
The WSN is performed on each level of wavelet transform decompo-
sition. It is done by dividing the details space with the approximation
space as
NWs;k ¼ W s;k;dcjAs;kj 8i 2 fh; v; dg; ð13Þ
where fh; v; dg represents horizontal, vertical, and diagonal details,
respectively, s represents the scale of decomposition, k´ represents the
kth coefficient, and A represents the approximation space.
Similarity Measure
After the extraction of WTMM, correlation-based similarity measure is
performed, to have an initial and basic estimation of the disparity map.
For each WTMM, in the first image, the best match is extracted from
the second image using the correlation score as described below:
NCðs; kÞ ¼
P
n
½ðNW 2s;k < HWs;k Þ  ðNW 2s;k < HWs;k ðdÞÞ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
n
½ðNW 2s;k < HW s;k Þ2 
P½ðNW 2s;k < HWs;kðdÞÞ2r
for d ¼ 0 . . . dmax; ð14Þ
where
NWs;k < HWs;k ¼ NWs;kðx; yÞ < HW s;k  NW s;kðx; yÞ < HWs;k ; ð15Þ
and
NWs;k < HWs;k ðdÞ ¼ NWs;k < HWs;kðx; y; dÞ  NWs;k < HWs;k ðx; y; dÞ;
ð16Þ
where NWs;k < HW s;kðx; yÞ is n  n window of NWs;k coefficients with
there phases normal to the surface surrounding kth WTMM within scale
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s and at location x. The equation NW s;k < HW s;kðx; yÞ is the average of
n  n window of NW s;k < HW s;k coefficients from eq. (13), and d repre-
sents the discrete disparity index with maximum disparity value of
dmax. To further improve the performance of correlation-based
similarity measure, the multiwindow approach (Hirschmuller 2001) is
used, instead of just one window. The details about the improvements
from the single window to multiwindow approach can be found
in Hirschmuller (2001). The approach that is used here is shown in
Figure 4, where W0 represents the main and central window, and
W i:8i>0 represents the supporting windows. The correlation score will
then be defined as
NCðs; kÞ ¼ NCW 0;s;k þ
XnW
2
i¼1 NCW 1;s;k
 
; ð17Þ
where nw represents the number of surrounding windows without con-
sidering W0. The second summation term in (17) represents the sum-
mation of best nw=2 windows out of nw . An average of the
correlation scores from these windows is taken to keep the score nor-
malized, within the range of [0–1]. It can be noticed that, from equa-
tions (14) to (17), there is only d disparity search component due to
the rectification of images and alignment of epipolar lines, horizontally
(i.e., in x direction). From the expression (14), it is obvious that
NC(x,d) invariant to any change from NW 1s;k to a1NW
1
s;k and from
NW 2a;k to a1NW
2
s;k þ b1 for arbitrary ai and bi (Olivier Faugeras et al.
Figure 4. Multiwindow approach for correlation estimation.
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1993). Furthermore, it can be seen from the expression (14), that the
term NCðx; dÞ needs to be maximized due to the involvement of multi-
plication of NWs;k coefficients. For more correlation measures, refer to
Olivier Faugeras (1993).
Probabilistic Weighting
Just to refresh one’s memory, wavelets=multiwavelets scale-space
decomposition, at each scale, produces r2 search spaces, as shown by
expressions (5) and (6). Therefore, the similarity measure for each of
the coefficients related to the reference image, is required to be per-
formed throughout r2 spaces, to find the optimal match. During that
process, generally, k´th coefficient gives the best similarity score for
kth throughout r2 spaces. However, sometimes different coefficients,
say k˘ or kˆ, can appear to be a better candidate than k˘ through some
spaces rp possessing the relationship rp << r
2. One possible solution
to overcome that anomaly is to select the candidate with more hits
and discard the others. This approach is simpler but can cause serious
consequences, especially if the number of hits of each selected coeffi-
cients are similar or very close to each other. To overcome the afore-
mentioned issue, a probabilistic weighting for the correlation measure
achieved through (14) is introduced. It is the probability of selection
of kth point from within each search space, as a candidate Ck and
out of r2 search spaces as
pcðCkÞ ¼ nck
r2
where 1  nck  r2; ð18Þ
where nck is the number of times a candidate Ck is selected, and r is the
multiplicity of multifilter coefficients as given in (5) and (6). As all cor-
responding candidates have equal probability of being selected, the
probability of occurrence of any candidate through one search space
is 1/r2. It is obvious from expression (18) that the PcðCkÞ lies between
the range of [1/r2 1]. We would like to call that probability term
‘‘Probability of OCcurrence’’ (POC), as it is the probability of any can-
didates Ck to appear nck times in the selection out of r
2 search spaces.
More specifically, if jth candidate Cj is selected r
2=2 times out of r2
search spaces, then POC, PcðCjÞ ¼ 1=2 ¼ 0:5. The correlation score
in expression (17) is then weighted with POC as
CSck ¼ PcðCkÞRnck NCck ðx; dÞ8 nck 2 Z : nck  r2: ð19Þ
650 A. BHATTI AND S. NAHAVANDI
D
ow
nl
oa
de
d 
by
 [D
ea
kin
 U
niv
ers
ity
] a
t 2
1:1
7 1
8 A
ug
us
t 2
01
1 
The probabilistic weighted correlation score CSck , in (19) can be
defined as Candidate Strength (CS) of kth coefficient. It represents
the potential of the coefficient to be considered for further processing
and to assist in the selection of other potential coefficients.
Symbolic Tagging
Filtration of candidates, based on the CS, is followed by Symbolic Tag-
ging Procedure (STP), which divides the candidates into three different
pools based on three thresholds Tc; Tc1, and Tc2, possessing the criterion
Tc2 > Tc1 > Tc. The threshold Tc acts as a rejection filter, which filters
out any candidate possessing lower CS than Tc. The rest of the candi-
dates are divided into three pools as
NCðx; dÞ  Tc1 ; where PcðCiÞ ¼ 1; ) Op
NCðx; dÞ  Tc1 ; where 0:5  PcðCiÞ < 1; ) Cd
NCðx; dÞ  Tc2 ; where
2
r2
 PcðCiÞ < 0:5; ) Cr
It can be seen from the first expression in (20) that there is no ambiguity
for the matches with tag Op as the POC is 1, whereas ambiguity does
exist for the matches with tags Cd and Cr. Ambiguity is the phenomenon
where there is more than one candidate available for a single point in the
reference image (Boykov and Zabih 2001; Jenkin and Tsotsos 1986). To
solve that problem of ambiguity, a geometric optimization is performed.
The matches fulfilling the geometric topological criteria and having the
tag Cd are then promoted to Op, whereas the ones with the tag Cr are
promoted to Cd. After that step, all matched pairs with the tag Op are
considered as credible matches, whereas the matches with the tag Cd
are peer-reviewed in the next interpolated level for their credibility.
The reason for keeping points with the tag Cd in consideration is to
exploit the possibility of their potential in the next resolution level.
The rest of the matches, not fulfilling any of the above criteria, are simply
discarded, leaving only the most consistent matches.
Geometric Refinement. In this section, a simple Geometric Topologi-
cal Refinement (GTR) is introduced, in order to extract the optimal can-
didates out of the pool of ambiguous matched pairs. During this process,
geometric orientation of the ambiguous candidates with reference to Op
as in (20) is checked, and the pairs having the closest geometric topology
are selected as optimal candidates. Three geometric features, Relative
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Distance Difference (RDD), Absolute Distance Difference (ADD), and
Relative Slope Difference (RSD), are calculated to check the similarity
of geometric orientation. The reason for selecting these geometric
features, in order to address the problem of ambiguity, is their invariance
through many geometric transformations, such as projective, affine,
matric, and euclidean (Pollefeys 2000). The candidate strength in (19)
is then weighted with the geometric measurement to keep the previous
achievements of the candidates in consideration.
Before proceeding to the geometric refinement, it is worthwhile to
visualize the geometric refinement procedure as in Figure 5. It can be
seen that the candidate C1 in the first image pairs with three potential
candidates C2i in the second image. The geometric refinement procedure
will assist in extracting the most optimal candidate. The pairs with tag
Op, shown by the gray color, are spread all over the image and act as
reference points in addressing the problem of ambiguity. The points with
green color are randomly selected points out of the pool of reference
points with tag Op.
In order to calculate the geometric statistics, a number of candidate
pairs with tag Op are randomly selected. Let nr be the number of
randomly selected pairs from nOp candidate pairs with tag Op. Before
proceeding to the calculation of ADD between the ambiguous pair of
points, we calculate Average Absolute Distance (AAD) between nr selec-
ted pairs as
dOpn;1 ¼ kOp1i  Op2iknr :nrnOp ð21Þ
where kOp1i  Op2ik defines the Euclidean distance between the pair of
points with tags Op referring to image 1 and 2, respectively. The process
Figure 5. Geometric refinement.
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in (21) is repeated n times to obtain n values of AAD, in order to
minimize the involvement of any wrong candidate pair that could have
assigned the tag Op. Similarly, for ambiguous candidate pairs with tag
Cd, the absolute distance can be calculated as
dCdi ¼ kCCd;1  CCd;2ikm:i...m; ð22Þ
where m is the number of candidates CCd;2i selected from second image
with potential to make a pair with CCd;i in the first image. From (21) and
(22) we can define the ADD as
dACi ¼ coth
 dCdi  dOpn1dCdi þ dOpn1

n
; ð23Þ
where dACi is the ADD for ith candidate in the second image related
to Cc;d;1 in the first image. Obviously, we are interested in the candi-
date with minimum ADD. It is worth mentioning that absolute dis-
tances are invariant through Euclidean Transformation (Pollefeys
2000).
Before proceeding to the definition of RDD, it seems worth visualiz-
ing the geometric refinement procedure as in Figure 5. In Figure 5,
candidate C1 in the first image pairs with three potential candidates
C2i in the second image.
The pairs with tag Op, shown by gray color, are spread all over the
image and act as reference points in addressing the problem of ambi-
guity. The points with green color are randomly selected points out of
the pool of reference points with tag Op. To further enhance the
geometric orientation, all point candidates are joined by a line with the
reference point in green color.
Similarly for RDD, the distances are calculated within each image,
between candidates and nr selected reference points. The relative dis-
tance between the candidate point and the reference points in the first
image can be defined as
dRC1;i ¼ kC2  Op1;iki2nOp where i ¼ 1    nr : ð24Þ
Similarly, for the second image, relative distance can be defined as
dRC2;i;j ¼ kC2;j  OP2;iki2nOp ; j 2 m where i ¼ 1    nr ; j ¼ 1   m:
ð25Þ
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From (24) and (25), RDD can be defined as
dRC1 ¼ minj
dRC1;i  dRC2;i;j
dRC1;i þ dRC2;i;j


n
 !
ð26Þ
Similar to ADD, RDD is also calculated n times to minimize the effect of
any wrongly chosen point with Op tag. Finally, to calculate the relative
slope difference, we need to define relative slope for both images and
between candidate points and the reference points. For image one, the
slope can be defined as
SC1;i ¼
C1;y  Op1;y;i
C1;x  Op1;x;i


i2nOp
where i ¼ 1    nr ð27Þ
Similarly, the slope for second image can be defined as
SC2;i;j ¼
C2;j;y  Op2;i;y
C2;j;x  Op2;i;x


i2nOp;j2m
where i ¼ 1    nr ; j ¼ 1   m: ð28Þ
From (27) and (28), RSD can be defined as
dSCi ¼ minj
SC1;i  SC2;i;j
SC1;i þ SC2;i;j


n
 !
ð29Þ
In (23), (26), and (29), the term ð:Þn defines the average over n repeti-
tions. Usually, n is taken within the range of [3–5]. Using (21) to (29),
we define a general and common term, as a final measure, to select the
optimal candidate out of m potential candidates. Furthermore, the final
term is weighted with the correlation score of the candidates from
ðnreffeq3:6gÞ, to make the geometric measure more comprehensive as
GCj ¼ maxj CSCkj e
dACj þ edRCj þ edSj
  
ð30Þ
The expression in (30) could be defined as Geometric Refinement Score
(GRS). The candidate Cj with the maximum GRS is then selected as the
optimal match and will be promoted to the symbolic tag of Op.
Scale Interpolation. The correspondence estimation process at the
coarsest level ends up with a number of corresponding pairs, which need
to be interpolated to the finer level. The constellation relation between
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the coefficients at coarser and finer levels can be visualized by taking the
decimation of factor 2 into consideration. The interpolation process can
be better visualized as in Figure 6, where green pixels represent the finer-
level pixels. After the matches are interpolated to the finer level, corre-
lation process is performed again using (17), only for the locations
having their corresponding pairs at the coarser level.
As images are assumed to be rectified, correlation is performed
only within rows; otherwise, each location needs to be checked for all
four locations, represented by green. The matches are refined up to
the finest level, leaving most consistent matches at the end of the process.
The disparity from coarser disparity de to finer disparity dF is updated
according to
dF ¼ dL þ 2de; ð31Þ
where dL is the local disparity obtained within the interpolated area. This
process is repeated until we have reached the finest resolution, which, in
fact, is the resolution of input image.
Finer-Level Correspondence Estimation
Correspondence estimation at the finer level constitutes an iterative local
search, based on the information extracted from the coarsest level.
Before highlighting the difference and features of the finer-level corre-
spondence estimation, a block diagram is shown in Figure 7 for better
Figure 6. Scale interpolation from coarser to finer level.
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visualization. Due to the simpler nature of this search, no geometric opti-
mization is performed to deal with ambiguity, but rather a simpler
approach is used, generally known as Left-Right Consistency (LRC)
check and can be defined as
dk;1 ¼ dk;2ðk2 þ dk;1ðkx ; kyÞ; kyÞ; ð32Þ
where dk;1 is the estimated discrete disparity of kth coefficient in
ith image, whereas kx and ky are the x and y coordinates of the kth
coefficient. LRC process can be best visualized by Figure 8.
Similar to coarsest-level search, interpolated coefficients are
assigned candidate strength based on correlation scores and probability
of occurrence as in (18); however, the search is only defined over the
relevant interpolated areas. Before proceeding further to the symbolic
tagging procedure and LRC check, any coefficient with insignificant
CS is discarded.
Symbolic tagging procedure is very similar to the one presented
earlier; however, new assignation of tags depends on their ancestors’
Figure 7. Finer-level stereo correspondence estimation algorithm block diagram: A2.
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tags. In other words, the coefficients that are interpolated from the
coefficient, at the coarsest level, with tag Op, will be dealt with different
conditions than the ones with tag Cd. The coefficients interpolated from
Op are assigned tags as
8Op ) Op if PcðCiÞ  0:5: NCðx; dÞ  Tf1;
Cd if PcðCiÞ  0:2: NCðx; dÞ  Tf1;

ð33Þ
Whereas, with the coefficients having predecessor with tag Cd, we have
8Cd ) Op if PcðCiÞ ¼ 0:5: NCðx; dÞ  Tf1;
Cd if PcðCiÞ  0:2: NCðx; dÞ  Tf1 .

ð34Þ
where Tf1 is usually chosen within the range of [0.4–0.5].
Similar to the coarsest-level matching, the coefficients with Op are
considered as the reference locations that will assist in rearranging the
Cd coefficients, using the expression in (30). After this step, some gaps
still left in the disparity maps are required to be filled to achieve a dense
depth map. These gaps are due to coefficients that were not taken into
account before, due to the unavailability of linked ancestors, and have
just appeared in the current scale. These coefficients are assigned Cd if
and only if their strength, i.e., CS from (19), is greater than Tc1 and they
perform best in LRC check provided in (32).
The process of finer level correspondence estimation, as shown in
Figure 7, is repeated until the finest resolution is achieved (i.e., the res-
olution of the input image). Using a number of thresholds and symbols
makes the appearance of the algorithm a little bit complicated and com-
putationally expansive; however, compared to existing algorithms, it is
not much different. Currently, no explicit comparative information is
extracted to support our claim but is intended for future works. There
are, without question, many correlation based algorithms that are very
Figure 8. Local-search constellation relation between the images after symbolic tagging.
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fast, due to low computational cost, but they do not provide very prom-
ising qualitative performance. In addition, most of the algorithms exist-
ing in the literature perform postprocessing to cover up the deficiencies
that occur during the correspondence estimation process, which itself is
very computationally expansive. On the other hand, the proposed algor-
ithm, due to the comprehensive criteria for selection/rejection, does not
require any postprocessing. Furthermore, due to its hierarchical nature,
the disparity search is only 2level1 of the original disparity search
required at the input image level—that is, for a required search of 32
the proposed algorithm only required to search four disparities with
decomposition of level 4.
Disparity Estimation
The algorithm presented is exploited to its maximum capacity in terms
of the stereo correspondence estimation performance. Four popular
synthetic images are chosen from the database of the University of
Middlebury. The relevant disparity maps are shown in Figure 9 and
Figure 10. In addition, the error images are also calculated for each of
the estimated disparity maps that simply are the absolute difference
between the ground truth and estimated disparity maps in terms of
gray scale intensity values, as shown in subfigures 9(D) and 10(D).
The absolute error can be expressed as
E ¼ jdGðx; yÞ  dEðx; yÞj8x2X ;Z; y2Y ;Z; ð35Þ
where dGðx; yÞ is the discrete ground truth disparity map, and whereas
dEðx; yÞ is the estimated one.
In order to find the statistical deviation of the estimated disparity
maps from the provided ground truth disparity, two statistics are calcu-
lated as
R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
X
x;y
jdEðx; yÞ  dGðx; yÞj2
s
ð36Þ
and
B ¼ 1
N
X
x;y
jdEðx; yÞ  dGðx; yÞj2 > n; ð37Þ
where R and B represent the Root Mean Squared Error (RMSE) and
Percentage of Bad Disparities (PBD), respectively. The variable N
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represents the total number of pixels in the input image, whereas n repre-
sents the acceptable deviation of the estimated disparity value from the
ground truth and is fixed to 1 in this particular work.
The images are taken into consideration with different complexities,
in terms of pixel intensity variation and surface boundaries. The first pair
of stereo images is shown in Figure 9, with related ground truth disparity
maps, estimated disparity maps, and the error between the ground truth
and estimated disparity maps. As can be seen in Figure 9, the edges of
the discontinuities are extracted to high accuracy, and estimated dispar-
ity is very much similar to the ground truth disparity, visually. The RMSE
and PBD score for Sawtooth and Venus are R ¼ 1.9885, B ¼ 0.0262 and
R ¼ 0.1099, B ¼ 0.0381, respectively.
Figure 9. (A) Right images of the Sawtooth (left) and Venus (right) stereo pair, (B) Ground
truth disparity maps, (C) Estimated disparity maps, and (D) Disparity error.
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Similarly, another pair of disparity maps are shown for images Cones
and Teddy, and related RMSE and PBD scores are R ¼ 3.3798,
B ¼ 0.1270 and R ¼ 2.7629, B ¼ 0.1115, respectively.
Comparative Performance
To further validate the claims about the performance of the proposed
algorithm, a comparison is performed between the proposed algorithm
and a number of selected algorithms from the literature. Eight algo-
rithms, known for their performance, are chosen from within the
computer vision research community. These estimated disparity
maps are related to the images Cones, Venus, and Teddy. The chosen
Figure 10. (A) Right images of the Cones (left) and Teddy (right) stereo pair, (B) Ground
truth disparity maps, (C) Estimated disparity maps, and (D) Disparity error.
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algorithms for comparison purpose are Double-bp (Yang et al. 2006),
Graph Cuts (Scharstein and Szeliski 2002), Infection (Olague et al.
2005), Layered (Zitnick et al. 2004), Scanline Optimization (Scharstein
Table 1. A comparison of the estimated disparity with a number of existing well-known
algorithms
Image Cones Image Venus Image Teddy
Algorithms R B R B R B
Estimated 3.37983 O.12701 1.98851 0.02621 2.76293 O.11151
Double-bp 3.48984 0.23295 2.21143 0.28603 2.93604 0.28425
Graph cut 4.96948 0.27328 3.39775 0.30655 5.69127 0.33148
Infection 4.29495 0.21473 4.49528 0.31197 4.50926 0.24393
Layered 4.61677 0.26387 3.19554 0.31868 4.36225 0.30966
Realtime-Gpu 3.27842 0.24566 2.07802 0.26092 2.75352 0.28154
Scanline optimization 5.46229 0.29899 4.24917 0.30906 5.79178 0.35389
SSD min. filter 4.55996 0.22484 3.73336 0.29604 5.95329 0.31117
Symmetric-Occlusion 3.14571 0.21452 15.74789 1.00009 2.64451 0.24212
Figure 11. Comparison of estimated disparity map with a number of existing algorithms for
image Venus.
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and Szeliski 2002), SSD min. Filter (Scharstein and Szeliski 2002), and
Symmetric-Occlusion (Sun et al. 2005).
The estimated disparity map selected for comparison against the
aforementioned algorithms from the literature is generated using MW2
(O¨zkaramanli et al. 2002). These calculated statistics (i.e., R and B)
for the analysis of comparative performance with respect to the esti-
mated results are shown in Table 1 and Figure 14. It is obvious from
Table 1 and Figure 14, that the proposed algorithm has performed best
in the case of the Venus image. However, in the case of the Cones and
Teddy images, the proposed algorithm has ranked third, but very com-
petitive to the algorithm ranked as first. Specifically, in the case of B,
the proposed algorithm has outperformed all other algorithms. This
reflects the true consistency and robustness of the proposed algorithm,
as a number of bad disparity values estimated are lowest in all cases.
It also reflects the comprehensiveness of the selection criteria defined
by the consistency measure block in Figure 3 and Figure 7.
Figure 12. Comparison of estimated disparity map with a number of existing algorithms for
image Cones.
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CONCLUSION
The developed vision system consists of a new proposed robust algor-
ithm. The proposed algorithm uses stereo vision capabilities and multi-
resolution analysis to estimate disparity maps and the concerned 3D
Figure 14. Comparison of the estimated disparity with a number of existing well-known
algorithms.
Figure 13. Comparison of estimated disparity map with a number of existing algorithms for
image Teddy.
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depths. Furthermore, it uses a multiwavelets theory that is a newer way
of scale-space representation of the signals and is considered as funda-
mental as Fourier and a better alternative. The proposed algorithm uses
the well-known technique of coarse-to-fine matching to address the
problem of stereo correspondence. The translation invariant multiwave-
lets transform modulus maxima (WTMM) are used as corresponding
features. To keep the whole correspondence estimation process consist-
ent and resistant to errors, optimized selection criterion strength of
the candidate is developed. The strength of the candidate involves
the contribution of probabilistic weighted normalized correlation,
symbolic tagging, and geometric refinement. Probabilistic weighting
involves the contribution of more than one search space, whereas
symbolic tagging helps to keep track of the most significant and consistent
candidates throughout the process. Furthermore, geometric refinement
addresses the problem of geometric distortion between the perspective
views. The geometric features used in the geometric refinement
procedure are carefully chosen to be invariant through many geometric
transformations, such as affine, metric, Euclidean, and projective.
Moreover, besides that comprehensive selection criterion, the whole
correspondence estimation process is constrained to uniqueness, conti-
nuity, and smoothness.
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