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ÉQUIVALENCES ENTRE CONJECTURES DE
SOERGEL
NICOLAS LIBEDINSKY
Résumé. La atégorie de Soergel Bk(V ) sur un orps k est dénie
à partir d'un système de Coxeter (W,S) et d'une représentation
k-linéaire V de W . C'est une atégorie de bimodules sur l'algèbre
de polynmes sur V . C'est aussi une atégoriation de l'algèbre de
Heke de (W,S). Dans et artile nous montrons que pour ertaines
représentations V et V ′ de W , la onjeture de Soergel sur Bk(V
′)
est équivalente à elle sur Bk(V ) . En partiulier, quand k = R,
nous pouvons hoisir pour V ′ la représentation géométrique.
Introdution
Dans l'artile [2℄ de 1992, Soergel a atégoriéH, l'algèbre d'Iwahori-
Heke d'un système de Coxeter (W,S). Cei signie que si k est un orps
inni et V une représentation k-linéaire de W satisfaisant ertaines
propriétés, alors Soergel a onstruit une atégorie tensorielle Bk(V ) -
appelée atégorie de Soergel sur V - et un isomorphisme d'anneaux ε
de H vers le groupe de Grothendiek sindé de Bk(V ).
Il a alors posé une onjeture (2.7 i-dessous) qui donne une orres-
pondane bijetive, via ε, entre les éléments de la base de Kazhdan-
Lusztig et les éléments indéomposables de Bk(V ).
Cette onjeture implique deux résultats majeurs : d'une part, quand
k = R, la onjeture de positivité des polynmes de Kazhdan-Lusztig
(voir [4℄) et d'autre part, quand k est de aratéristique positive, une
partie de la onjeture de Lusztig portant sur les aratères des re-
présentations irrédutibles de groupes algébriques en aratéristique
positive (voir [3℄).
Dans la setion 1 de et artile nous donnons les notations et dé-
nitions que nous utiliserons dans la suite. Dans la setion 2 nous
donnons l'énoné des trois théorèmes prinipaux. Nous hoisissons V
et V ′ une représentation et une sous-représentation de W satisfaisant
ertaines propriétés tehniques. Ces propriétés sont satisfaites en par-
tiulier quand k = R, V est une des représentations utilisées par Soer-
gel dans sa théorie (une représentation RF) et V ′ est la représenta-
tion géométrique. Le premier théorème (2.2) établit des relations entre
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les espaes de morphismes de Bk(V
′) et eux de Bk(V ). Le seond
(2.3) énone une bijetion entre les indéomposables de Bk(V ) et eux
de Bk(V
′). Le troisième (2.4) nous donne un isomorphisme entre les
groupes de Grothendiek sindés de Bk(V ) et de Bk(V
′).
Ces deux derniers théorèmes impliquent que la onjeture de Soergel
est équivalente pour Bk(V ) et Bk(V
′). En partiulier ei montre que
la onjeture de Soergel pour k = R et V la représentation géométrique
implique la onjeture de positivité des polynmes de Kazhdan-Lusztig.
Dans la setion 3 nous donnons les outils prinipaux pour démontrer
es théorèmes : notamment nous travaillerons au niveau des orps de
frations des anneaux de polynmes pour montrer des isomorphismes
entre les espaes de morphismes. Enn, dans la setion 4 nous ahevons
les démonstrations des théorèmes.
J'aimerais remerier Geordie Williamson pour ses remarques, et Ra-
phaël Rouquier pour son enouragement et ses multiples idées et om-
mentaires.
1. Définitions
1.1. Donnons d'abord quelques dénitions.
Dénition 1.1. Un système de Coxeter est un ouple (W,S) où W
est un groupe et S ⊆ W une partie génératrie, tels que W admet
une présentation de générateurs s ∈ S et relations (sr)m(s,r) = 1 pour
s, r ∈ S, ave m(s, s) = 1 , m(s, r) ≥ 2 et éventuellement m(r, s) =∞
si s 6= r.
Dénition 1.2. Soit (W,S) un système de Coxeter. Nous dénissons
l'algèbre de Heke H = H(W,S) omme la Z[v, v−1]-algèbre de géné-
rateurs {Ts}s∈S , eux-i satisfaisant les relations
T 2s = v
−2 + (v−2 − 1)Ts
pour tout s ∈ S et
TsTrTs...︸ ︷︷ ︸
m(s,r) termes
= TrTsTr...︸ ︷︷ ︸
m(s,r) termes
si s, r ∈ S et sr est d'ordre m(s, r).
Si x = s1s2 · · · sn est une expression réduite de x, on dénit Tx =
Ts1Ts2 · · ·Tsn (Tx ne dépend pas du hoix de la déomposition réduite).
Nous posons q = v−2. Nous pouvons montrer que {Tx}x∈W est une base
de H sur Z[v, v−1].
Soit T ⊆ W le sous-ensemble des réexions, 'est à dire, tous les
éléments qui sont onjugués aux éléments de S.
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Dénition 1.3. Soit k un orps de aratéristique diérente de 2.
Une représentation de dimension nie de W sur k est appelée réexion
dèle (RF) si elle est dèle et si l'ensemble d'éléments de W qui ont un
espae de points xes de odimension un oinide ave l'ensemble des
réexions.
Dénition 1.4. Pour haque objet gradué M =
⊕
iMi, et haque
entier n, on dénit l'objet déalé M(n) par (M(n))i = Mi+n.
Dénition 1.5. Soit τ : H → Z[v, v−1] l'appliation dénie par
τ
(∑
x∈W
pxTx
)
= p1 (px ∈ Z[v, v
−1]).
Dénition 1.6. Pour toute petite atégorie additive A, on dénit le
groupe de Grothendiek sindé 〈A〉. C'est le groupe libre sur les objets
de Amodulo les relationsM = M ′+M ′′ haque fois queM ∼= M ′⊕M ′′.
Chaque objet A ∈ A dénit un élément 〈A〉 ∈ 〈A〉.
Dénition 1.7. Soit U une représentation de W sur le orps k. Soit
R = S(U∗) = R(U) l'algèbre symétrique de U∗, 'est à dire l'algèbre
des fontions régulières sur U , sur laquelle W agit par fontorialité.
L'algèbre R est graduée de la manière suivante : R =
⊕
i∈ZRi ave
R2 = U
∗
et Ri = 0 pour i impair. Nous notons R
s
le sous-anneau de
R des invariants pour l'ation de s ∈ W . Pour s ∈ S nous dénissons
θs = R⊗Rs R.
La atégorie de Soergel Bk(U) assoiée à U est la atégorie des
(R,R)−bimodules Z-gradués, dont les objets sont les fateurs direts
des sommes diretes nies d'objets du type θs1 ⊗R · · · ⊗R θsn(d), pour
un d ∈ Z et s1, . . . , sn ∈ S. Par la suite nous noterons θs1 · · · θsn(d) le
(R,R)-bimodule θs1 ⊗R · · · ⊗R θsn(d)
Dénition 1.8. Nous disons qu'une paire (U, U ′) dont U est une re-
présentation et U ′ une sous-représentation de W est une bonne paire,
si elle satisfait à la propriété que que les réexions simples agissent
omme des reexions, et U satisfait aussi que le orollaire 4.2 de [1℄ est
valable pour R = R(U), 'est à dire :
Propriété 1.9. Nous dénissons les entiers ni par τ((1 + Ts1) . . . (1 +
Tsn)) =
∑
i niq
i
. Alors, il existe un isomorphisme de R−modules à
droite gradués
Hom(θs1 · · · θsn , R) ≃ ⊕iniR(2i).
Remarque 1.10. Dans l'artile [4℄ Soergel montre que la propriété 1.9
est vraie si U est RF. Dans le même artile Soergel onstruit une repré-
sentation réelle RF U0 pour haque système de Coxeter (W,S). Cette
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représentation admet une sous-représentation U ′0 isomorphe à la repré-
sentation géométrique. Don (U0, U
′
0) est une bonne paire.
1.2. Nous xerons jusqu'à la n de et artile une bonne paire (V, V ′).
Soit R′ = R(V ′) l'algèbre des fontions régulières sur V ′. L'inlusion
V ′ ⊂ V induit une surjetion Q : R → R′, e qui permet de voir R′
omme R-module. Pour s ∈ S nous dénissons θ′s = R
′ ⊗R′s R
′
.
Soit B = Bk(V ), B
′ = Bk(V
′), C la atégorie de (R,R)−bimodules,
C
′
la atégorie de (R′, R′)−bimodules et X : B→ C′ le fonteur additif
qui envoie M vers R′ ⊗R M ⊗R R
′.
2. Théorèmes prinipaux
Nous avons que s ∈ S agit omme une réexion dans V et dans V ′,
don nous pouvons trouver V ′′ stable par s, ave V = V ′⊕V ′′. Comme
R(V ) = R(V ′)⊗R(V ′′), nous avons Rs = R
′s ⊗R(V ′′). Cette dernière
égalité nous permet d'obtenir les isomorphismes suivantes dans C
′
:
(2.1) X(θs) ≃ R
′ ⊗Rs R
′ ≃ θ′s
Nous avons besoin du lemme suivant pour expliiter e que veut dire
le titre de et artile.
Lemme 2.1. SoitM ∈ B. Alors X(M) ≃ R′⊗RM omme (R
′, R)−bimodules.
Démonstration. Il sut de le prouver pourM = θs1 · · · θsk , ave s1, . . . , sk ∈
S. Comme ker(Q) = V
′⊥ ·R (ii V
′⊥
est l'ensemble des formes linéaires
sur V nulles sur V ′), il sut de montrer que (R′ ⊗R M) · V
′⊥ = 0.
Mais si s ∈ S, alors s agit trivialement sur V/V ′, alors W agit trivia-
lement sur V/V ′, don aussi sur V
′⊥ ≃ (V/V ′)∗. Nous onluons que
V
′⊥ ⊂ RW , alors (R′⊗RM) ·V
′⊥ = V
′⊥ · (R′⊗RM) = 0 e qui permet
de onlure. 
Ave e lemme nous voyons aisément les isomorphismes dans C
′
:
(2.2) X(θs1 · · · θsk) ≃ θ
′
s1
· · · θ′sk ≃ X(θs1) · · ·X(θsk)
Ces isomorphismes généralisent l'isomorphisme (2.1) et montrent qu'on
peut regarder X omme un fonteur (tensoriel) de B vers B′. Les trois
théorèmes suivants expliquent le fait qu'on onsidère que la représenta-
tion dans V est équivalente à la représentation dans V ′ dans la théorie
de Soergel.
Théorème 2.2. Pour tout M,N ∈ B, le morphisme anonique :
R′ ⊗R HomC(M,N)
∼
−→ HomC′(X(M),X(N))
est un isomorphisme de R′-modules gradués.
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Théorème 2.3. M est indéomposable dans B si et seulement si X(M)
est indéomposable dans B
′
.
Théorème 2.4. X induit un isomorphisme au niveau des groupes de
Grothendiek sindés, qu'on appelle aussi X : 〈B〉 → 〈B′〉
2.1.
Dénition 2.5. Une représentation est appelée reetion vetor fai-
thful (RVF) si elle satisfait que les réexions agissent omme des ré-
exions et que les diérentes réexions ont des diérents (−1)-espaes
propres
Remarque 2.6. L'ensemble des représentations RF est ontenu dans
l'ensemble des représentations RVF. La représentation géométrique
d'un groupe de Coxeter W est RVF mais non pas néessairement RF,
omme le montre l'exemple du groupe diédral inni.
2.2. Soit U une représentation RVF. Dans le théorème 1.10 de l'artile
[2℄, Soergel donne un isomorphisme d'anneaux entre l'algèbre de Heke
deW et le groupe de Grothendiek sindé de Bk(U), ε : H
∼
−→ 〈Bk(U)〉.
Nous posons la onjeture de Soergel sur BR(U) :
Conjeture 2.7 (Soergel). Soit U une représentation RF de W sur R.
Pour tout x ∈ W , il existe un R(U)-bimodule indéomposable Z-gradué
Bx ∈ Bk(U) tel que ε(C
′
x) =< Bx >, où C
′
x est l'élément de la base de
Kazhdan-Lusztig assoié à x.
Remarque 2.8. Dans [4℄, Soergel montre que prouver 2.7 pour un U
quelonque satisfaisant les hypothèses de 2.7 implique la onjeture de
positivité des polynmes de Kazhdan-Lusztig.
Remarque 2.9. La onjeture 2.7 peut se généraliser pour k un orps
inni. Dans e as 'est onnu qu'elle n'est plus vraie en toute généra-
lité. Cependant, dans [3℄ Soergel montre que si la aratéristique de k
est plus grande que le nombre de Coxeter de W et si W est un groupe
de Weyl ni, alors la onjeture 2.7 est équivalente à une partie de
la onjeture de Lusztig portant sur les aratères des représentations
irrédutibles de groupes algébriques sur k (par exemple GLn(F¯p)).
Remarque 2.10. Si V et V ′ (les représentations qu'on a xé dans la se-
tion 1.2) sont RVF, les théorèmes 2.3 et 2.4 impliquent que la onjeture
de Soergel sur B est équivalente à la onjeture de Soergel sur B
′
.
En partiulier, le remarques 1.10 et 2.8 impliquent que quand k = R,
si nous démontrons la onjeture 2.7 pour U = U ′0 (la représentation
géométrique dénie dans la remarque 1.10), alors nous démontrons 2.7
pour U = U0, et don nous prouvons la onjeture de positivité de
Kazhdan-Lusztig.
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3. Travail sur les orps de frations de R et de R′
Pour démontrer es théorèmes, nous ommençons par un lemme im-
portant :
Lemme 3.1. Soit (s1, . . . , sk) ∈ S
k
et M = θs1 · · · θsk . Ils existent
un entier n et une appliation surjetive f ∈ HomC(M,R
n), tels que
le morphisme HomC(R
n, R) → HomC(M,R) qui s'en déduit est un
isomorphisme de R-modules à droite.
Remarque 3.2. Ce morphisme peut être regardé omme la projetion
Γ≥0M → Γ≥0M/Γ>0M dans la notation de l'artile [4℄ setion 5.
Démonstration. Étant donné que la propriété 1.9 est valable pour R =
R(V ), dans l'artile [1℄ nous montrons qu'il existe une base f1, . . . , fr ∈
HomC(M,R) omme R-module, appelée base des feuilles légères, et
qu'il existe un ensemble {x1, . . . , xr} ⊆M tel que fi(xj) = 0 si i < j et
fi(xi) = 1. Cei permet de onlure que n = r et f =
∑
i fi satisfont
les propriétés du théorème. 
Nous ontinuons ave les notations du lemme 3.1. Le lemme 3.1 nous
donne une suite exate de (R,R)−bimodules
(3.1) 0→ kerf →M → Rn → 0.
Cette suite est sindée omme suite de R−modules à gauhe, Rn étant
projetif. Nous obtenons don une suite exate de (R′, R)−bimodules
0→ R′ ⊗R kerf → R
′ ⊗R M → R
′ ⊗R R
n → 0
CommeM ∈ B, par le lemme 2.1 l'ation à droite de R sur R′⊗RM se
fatorise par R′, et omme R′⊗Rkerf s'injete dans R
′⊗RM , l'ation à
droite de R sur R′⊗R kerf se fatorise aussi par R
′
, don nous pouvons
onsidérer R′ ⊗R kerf omme un (R
′, R′)−bimodule. Finalement nous
obtenons une suite exate de R′−modules
(3.2)
0→ HomC′(R
′n, R′)→ HomC′(R
′⊗RM,R
′)→ HomC′(R
′⊗R kerf, R
′)
Proposition 3.3. HomC′(R
′ ⊗R kerf, R
′) = 0
Démonstration. Avant de prouver ette proposition il nous faut prouver
deux lemmes
Lemme 3.4. Soit K ′ le orps de frations de R′ et M ∈ B. Nous avons
un isomorphisme de (K ′, R)−bimodules :
K ′ ⊗R M ≃ K
′ ⊗R M ⊗R K
′
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Démonstration. Il sut de prouver l'isomorphisme pour M = θs. Pour
ei il faut ommener par prouver l'isomorphisme de (K ′, R)−bimodules
suivant :
(3.3) K ′ ⊗R′s R
′ ≃ K ′ ⊗R′s K
′
Soit in : R′ →֒ K ′ l'injetion anonique, et soit x′s l'équation de l'hy-
perplan déni par s dans V ′. Alors le morphisme
Id⊗ in : K ′ ⊗R′s R
′ → K ′ ⊗R′s K
′
a pour inverse le morphisme
p1
q1
⊗
p2
q2
7→
p1
q1q2s(q2)
⊗ s(q2)p2
e qui montre la formule (3.3).
Nous avons alors une suite d'isomorphismes de (K ′, R)−bimodules :
K ′ ⊗Rs R ≃ K
′ ⊗R′ (R
′ ⊗R (R⊗Rs R))
≃ K ′ ⊗R′ (R
′ ⊗Rs R
′) (lemme 2.1)
≃ K ′ ⊗R′ (R
′ ⊗R′s R
′) (2.1)
≃ K ′ ⊗R′s K
′ (isomorphisme (3.3)
≃ K ′ ⊗Rs K
′ .
Don nous avons montré le lemme pour M = θs, e qui omplète la
preuve du lemme.

Remarque 3.5. Dans la suite nous allons onsidérer K ′⊗RM , via l'iso-
morphisme du lemme 3.4 omme un (K ′, K ′)−bimodule.
Dénition 3.6. Soit A un anneau muni d'une ation de W . Pour w ∈
W , nous notons Aw le (A,A)−bimodule ayant A omme ensemble sous-
jaent, et dont l'ation à gauhe est l'ation habituel mais l'ation à
droite est tordue par w, 'est-à-dire, a ·a′ = aw(a′), pour tout a, a′ ∈ A.
Lemme 3.7. Nous utilisons les notations du lemme 3.1. Il existe un en-
semble d'entiers naturels {nw}w∈W , et un isomorphisme de (K
′, K ′)−bimodules :
(3.4) K ′ ⊗R M ≃
⊕
w∈W
(K ′w)
nw
ave n1 = n, où 1 est l'identité de W .
Démonstration. Nous avons une suite exate de (R,R)−bimodules :
0→ Rs
µs
−→ θs
ms−→ R→ 0
où ms est le morphisme multipliation et µs(1) = xs⊗1−1⊗xs, où xs
est l'équation dans V de l'hyperplan de réexion de s. Comme R est
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un R-module projetif, en tensorisant par K ′ sur R nous retrouvons
une suite exate de (K ′, K ′)−bimodules par le lemme 3.4 :
(3.5) 0→ K ′s → K
′ ⊗R θs → K
′ → 0
Soit x′s l'équation dans V
′
de l'hyperplan de réexion de s. La suite
3.5 est sindée par le morphisme νs : K
′ ⊗R θs → K
′
s donné par
(K ′⊗Rs R ∋ a⊗ b 7→ as(b)/2x
′
s). Don nous avons un isomorphisme de
(K ′, K ′)−bimodules :
(3.6) K ′ ⊗R′ θs ≃ K
′ ⊕K ′s.
Nous avons les isomorphismes de (K ′, K ′)−bimodules :
K ′ ⊗R θs1 · · · θsk ≃ K
′ ⊗Rs1 K
′ ⊗Rs2 · · · ⊗Rsk K
′ (lemme (3.4))
≃ (K ′ ⊗Rs1 K
′)⊗K ′ · · · ⊗K ′ (K
′ ⊗Rsk K
′)
≃ (K ′ ⊕K ′s1)⊗K ′ · · · ⊗K ′ (K
′ ⊕K ′sk) (equation (3.6)).
Don le fait que K ′x ⊗K ′ K
′
y ≃ K
′
xy permet de onlure la première
partie du lemme.
Maintenant nous prouverons que n1 = n. Par la onstrution de
l'isomorphisme 3.6, si
l = card{1 ≤ i1 < i2 < . . . < ip ≤ k; si1 · · · sip = 1},
alors n1 = l.
En outre, la propriété 1.9 dit que si nous dénissons les entiers n′i
par τ((1+Ts1) . . . (1+Tsk)) =
∑
i n
′
iq
i
, alors, il existe un isomorphisme
de R−modules à droite gradués
Hom(θs1 · · · θsk , R) ≃ ⊕in
′
iR(2i).
Mais par le lemme 3.1, ei implique que n =
∑
i n
′
i. La spéialisation
de l'algèbre de Heke en q = 1 est un morphisme ρ d'algèbres de H
vers CW = ⊕x∈WCx, l'algèbre du groupe deW . Nous appliquons ρ des
deux otés de l'équation
(1 + Ts1) . . . (1 + Tsk) =
∑
i
n′iq
i +
∑
w 6=1
λwTw
dont les λw sont des polynmes en q, et nous obtenons
(1 + s1) · · · (1 + sk) =
∑
i
n′i +
∑
w 6=1
λw(1)w
Cei implique que
∑
i n
′
i = l, et ei nit la preuve du lemme. 
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3.1. Preuve de la proposition 3.3 : Dans la suite exate (3.1), le
fait que Rn est projetif ommeR-module à gauhe nous permet de ten-
soriser parK ′ et obtenir enore une suite exate de (K ′, K ′)−bimodules,
par le lemme 3.4 :
0→ K ′ ⊗R kerf → K
′ ⊗R M → K
′n → 0
de par le lemme 3.7 ette suite est isomorphe à :
0→ K ′ ⊗R kerf → K
′n ⊕ (
⊕
w 6=1
(K ′w)
nw)→ K
′n → 0
Il est faile de voir que
(3.7) HomK ′,K ′(K
′
w, K
′) ≃
{
0 si w 6= 1
K si w = 1
Don nous pouvons onlure que
K ′ ⊗R kerf ≃
⊕
w 6=1
(K ′w)
nw .
Cet isomorphisme et (3.7) permettent de onlure que HomK ′,K ′(K
′⊗R
kerf,K ′) = 0.
Supposons que g ∈ HomC′(R
′ ⊗R kerf, R
′), et g 6= 0. Alors 0 6=
Id ⊗ g ∈ HomK ′,K ′(K
′ ⊗R kerf,K
′), e qui est une ontradition et
permet de nir la preuve de la proposition.

4. Preuves des théorèmes
Preuve du théorème 2.2 : Comme onséquene de la proposition
3.3 et de la suite exate (3.2), nous onluons que
HomC′(R
′n, R′) ≃ HomC′(R
′ ⊗R M,R
′),
e qui démontre le théorème 2.2 pour M = θs1 · · · θsk et N = R.
Par le lemme 3.3 de [1℄, nous savons que si M,N ∈ B, le morphisme
Fs(M,N) : Hom(θsM,N) → Hom(M, θsN)(2)
f 7→ (m 7→ xs ⊗ f(1⊗m) + 1⊗ f(1⊗ xsm))
est un isomorphisme de R-modules à droite gradués. Nous onnaissons
expliitement son inverse : si g ∈ Hom(M, θsN)(2), on peut érire de
manière unique g(m) = 1⊗g1(m)+xs⊗g2(m), ave g1(m), g2(m) ∈ N .
Cei dénit les morphismes g1 et g2 assoiés à g. La fontion inverse
de Fs(M,N) est Gs(M,N) : Hom(M, θsN)(2) → Hom(θsM,N), le
morphisme qui envoie g vers le morphisme λ ⊗ m 7→ λg2(m), ave
λ ∈ R et m ∈M .
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Nous avons de même un isomorphisme de R′-modules à droite gra-
dués.
F′s(M
′, N ′) : HomC′(θ
′
sM
′, N ′) ≃ HomC′(M
′, θ′sN
′)(2).
.
Le lemme suivante déoule diretement des dénitions des morphismes
impliqués.
Lemme 4.1. Nous avons le diagramme ommutatif suivant :
R′ ⊗R HomC(M, θsN)(2) //
Id⊗Gs(M,N)

HomC′(X(M), θ
′
sX(N))(2)
R′ ⊗R HomC(θsM,N) // HomC′(θ
′
sX(M),X(N))
Id⊗F′s(X(M),X(N))
OO
où les morphismes horizontaux sont les morphismes naturels.
Ce lemme démontre le théorème (2.2) pour M et N des bimodules
basiques (de la forme θs1 · · · θsk(d)). Et ei nous donne la preuve pour
M,N ∈ B. 
Preuve du théorème 2.3.
Nous ommençons par démontrer la partie "si" du théorème. Nous
ommenerons par montrer que si M ∈ B et M 6= 0, alors X(M) 6= 0.
Nous savons que X(M) ≃ (V
′⊥R · M)\M (on rappelle que V
′⊥
est
l'ensemble des formes linéaires sur V nulles sur V ′), don il sut de
montrer que V
′⊥R · M 6= M . Soit M = ⊕i≥kMi ⊕ {0} son ériture
graduée, ave Mk 6= 0. Comme les éléments non nuls de V
′⊥
sont de
degré 2 (voir la dénition 1.7), alors les degrés des éléments non nuls
de V
′⊥R ·M sont supérieurs à k, e qui nous permet de onlure que
V
′⊥R ·M 6= M .
Si M est déomposable, il existent M1,M2 6= 0 ave M ≃M1 ⊕M2.
Cei implique que X(M) ≃ X(M1) ⊕ X(M2), ave X(M1),X(M2) 6= 0
par e qu'on vient de voir, don X(M) est déomposable. Cei implique
la partie "si" du théorème.
Don nous nous intéressons à la partie "seulement si". Soit I un en-
semble de représentants des lasses d'isomorphismes des bimodules in-
déomposables de B. Nous xons M ∈ I jusqu'à la n de ette preuve.
Par le théorème de Krull-Shmidt il existe une suite s1, . . . , sn ∈ S et
un d ∈ Z tels que M est un fateur diret de θs1 · · · θsk(d)
Étant donné que E = EndC(θs1 · · · θsk)(d) possède une base (nie)
omme R−module (la base des feuilles légères), il est faile de voir que
E0, le C−sous espae vetoriel de E formé par les endomorphismes de
degré zéro, est une C−algèbre de dimension nie. Cei implique que si
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G = EndC(M), alors G0 (endomorphismes de degré zéro) est aussi une
C−algèbre de dimension nie.
SiG′ = EndC′(X(M)) nous avons un morphisme entre des C−algèbres
de dimension nie G0 → G
′
0 qui est surjetif omme onséquene du
théorème 2.2. Don nous pouvons relever les idempotents de G′0 en
des idempotents de G0. Cei implique que si X(M) est déomposable,
alors G′0 a des idempotents non triviaux, et don G0 aussi, don M est
déomposable e qui est absurde. 
Preuve du théorème 2.4. Nous savons que X étant un fonteur
additif, il dénit bien par passage au quotient un morphisme de groupes
entre les groupes de Grothendiek sindés.
Lemme 4.2. Soient M,M ′ ∈ I. Alors X(M) ≃ X(M ′)⇒M = M ′
Démonstration. Supposons X(M) ≃ X(M ′). Soit f : X(M) → X(M ′)
un isomorphisme, et g son inverse. Soient F : M → M ′ et G : M ′ → M
des relevés respetifs, 'est-à-dire, tels que Id⊗ F = f et Id⊗ G = g.
Nous posons E = EndC(M), E
′ = EndC′(X(M)) et nous notons E0,
E ′0 leurs parties de degré zéro respetives.
Comme onséquene du théorème 2.2 nous avons un morphisme sur-
jetif E0 → E
′
0 de C−algèbres de dimension nie. Comme E0 est une
algèbre loale de dimension nie sur C et omme E ′0 est un quotient
non nul de E0, un element de E0 est inversible si et seulement si son
image dans E ′0 est inversible. On en deduit que G◦F est inversible. De
meme, F ◦G est inversible, don F et G sont des isomorphismes. 
Par le théorème de Krull-Shmidt (f remarque 1.3 de [4℄) nous sa-
vons que 〈N〉 = 〈M〉 ∈ 〈B′〉 ⇔ N ≃M ∈ B′.
Soit M ∈ I. Par le théorème 2.3, le bimodule X(M) est indéompo-
sable, don le théorème de Krull-Shmidt et le lemme 4.2 permettent de
onlure que {〈X(M)〉}M∈I est libre omme Z−module dans 〈B
′〉. Le
fait que {〈M〉}M∈I est une base du Z−module 〈B〉 permet de onlure
que X : 〈B〉 → 〈B′〉 est injetif.
La surjetivité de X se déduit du lemme suivant :
Lemme 4.3. Le fonteur X : B→ B′ est essentiellement surjetif.
Démonstration. Chaque objet indéomposable γ′ de B′ est un fateur
diret d'un objet X ′ = θ′s1 · · · θ
′
sp
(k). Soit X = θs1 · · · θsp(k). Soit E =
EndC(X), et E0 sa partie gradué de degré zéro. Soit E
′ = EndC′(X
′),
et E ′0 sa partie gradué de degré zéro. Comme E0 est une C−algèbre de
dimension nie, et le morphisme E0 → E
′
0 est surjetif omme onsé-
quene du théorème 2.2, alors tout idempotent de E ′0 peut se relever à
un idempotent de E0. En partiulier l'idempotent dénissant γ
′
, e qui
permet de ompléter les preuves du lemme 4.3 et du théorème 2.4. 
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