Abstract-Kimura's neutral theory of evolution has inspired researchers from the evolutionary computation community to incorporate neutrality into evolutionary algorithms (EAs) in the hope that it can aid evolution. The effects of neutrality on evolutionary search have been considered in a number of studies, the results of which, however, have been highly contradictory. In this paper, we analyze the reasons for this and make an effort to shed some light on neutrality by addressing them. We consider two very simple forms of neutrality: constant neutrality-a neutral network of constant fitness, identically distributed in the whole search space-and bit-wise neutrality, where each phenotypic bit is obtained by transforming a group of genotypic bits via an encoding function. We study these forms of neutrality both theoretically and empirically (both for standard benchmark functions and a class of random MAX-SAT problems) to see how and why they influence the behavior and performance of a mutation-based EA. In particular, we analyze how the fitness distance correlation of landscapes changes under the effect of different neutral encodings and how phenotypic mutation rates vary as a function of genotypic mutation rates. Both help explain why the behavior of a mutation-based EA may change so radically as problem, form of neutrality, and mutation rate are varied.
I. Introduction

D
ESPITE the proven effectiveness of evolutionary algorithms (EAs), they have also limitations. Researchers have attempted to make EAs more powerful by using a variety of approaches. Following the ideas of Kimura's neutral theory of molecular evolution [1] , [2] , one strategy to achieve this has been the use of neutrality in EAs.
Kimura's theory states that the majority of evolutionary changes at molecular level are the result of random fixation of selectively neutral mutations. A mutation from one gene to another is neutral if it does not affect the phenotype. Thus, most mutations that take place in natural evolution are neither advantageous nor disadvantageous for the survival of individuals. It is then reasonable to extrapolate that, if this is how evolution has managed to produce the amazing complexity and adaptations seen in nature, then surely neutrality should aid also EAs. However, despite the numerous publications in this field, quite often there is confusion with regard to what neutrality is and, certainly, there are no general conclusions on the effects of neutrality.
Many contradictory results on neutrality in EAs have been reported. For instance, in [3] , Yu and Miller performed runs using the well-known Cartesian genetic programming (CGP) system [4] , [5] and even-n-parity Boolean problems with different degrees of difficulty (n = {5, 8, 10, 12}). They compared performance with and without neutrality and reported that their system performed better when neutrality was present. However, a few years later, Collins claimed the opposite [6] , explaining that Yu and Miller's chosen problem class (the parity problems) was unusual and unsuitable for analyzing neutrality using CGP. This is because both the landscape and the form of representation used have a high degree of neutrality and these make the drawing of general conclusions on the effects of neutrality difficult. These are just two authoritative examples 1 of publications available in the specialized literature which show controversial results on neutrality.
We believe that the confusion regarding neutrality is due to several reasons. These include the following: 1) there is a lack of mathematical frameworks that explain how and why neutrality affects evolution; 2) many studies have based their conclusions on performance statistics (i.e., on whether or not a system with neutrality could solve a particular problem faster or better than a system without neutrality), rather than a more in-depth analysis based on problem hardness measures and search characteristics; 3) studies have often considered problems, representations and search algorithms that are relatively complex; as a consequence, results represent the compositions of multiple effects (e.g., bloat or spurious attractors in genetic programming [7] , [8] ); 4) there is not a single definition of neutrality, and different studies have added neutrality to systems in radically different ways; 1 Both [3] and [6] were nominated as best papers in their conference tracks.
5) very often studies focused their attention on particular "properties" of neutrality without properly defining them; 6) the features of a problem's landscape and the behavior of the search operators change when neutrality is artificially added, but rarely has an effort been made to understand in exactly what ways. The main goal of this paper is to start shedding some light on neutrality by addressing the sources of confusion mentioned previously. The core elements in this work are as follows.
1) Two very simple types of neutrality for EAs will be defined, starting from the simplest possible form, constant neutrality, and then moving to the more common bitwise neutrality. 2) Fitness distance correlation will be used to analytically quantify the hardness of problems with certain characteristics (i.e., landscape features) in the presence and in the absence of neutrality. 3) We will define and study phenotypic mutation rates in relation to corresponding genotypic mutation rates for different encodings. 4) We will combine and corroborate the theory with empirical results using both classical benchmark problems and a class of MAX-3-SAT problems. This paper is organized as follows. In the following section, previous work on neutrality will be presented. In Section III, we will provide basic notions on fitness distance correlation. In Section IV, we describe the forms of neutrality-constant and bitwise neutrality-studied in this paper and we also introduce our test problems. In Section V, we study theoretically the effects of constant and bitwise neutrality on the difficulty of our test problems. In Section VI, we make the mathematical relationship between genotypic mutation rates and phenotypic mutation rates explicit. Section VII reports empirical results that confirm our theoretical analyses. In Section VIII, we discuss these results from both the point of view of understanding neutrality and the practical consequences of the work in relation to the solution of real-world problems. Finally, Section IX draws some conclusions. 2 
II. Previous Work on Neutrality
As mentioned previously, there is not a single definition of neutrality. Neutrality is implicitly defined as the presence of neutral networks in the search space. A neutral network is sometimes defined as a set of points in the search space with identical fitness. More often neutral networks are, instead, defined as sets of points in the search space having identical fitness and such that starting from any point in a set one can reach any other point in the set through one or more mutations (without ever leaving the set).
To clarify this, let us focus on a binary EA for simplicity. A solution s is considered to be a nearest neighbor of a solution s, if s is one unit of Hamming distance away from s. The set of neighbors of s is denoted by V (s). If f is the fitness function, an s ∈ V (s) such that f (s) = f (s ) is a neutral neighbor of s. A neutral network is a set of solutions of identical fitness which is closed under the application of V .
Nimwegen et al. [13] suggested that neutrality appears automatically throughout the evolutionary process. They focused their attention on how the population moves through neutral networks and suggested that the population does not drift purely randomly through them. Instead, the majority of individuals tend to migrate and stay in highly connected parts of the network (i.e., areas where points have a high number of neutral neighbors). This results in phenotypes that are relatively robust against mutations.
In the same vein, Wagner [14] argued that the presence of neutrality in a system makes it more robust against mutations. Moreover, Wagner suggested that neutrality should be viewed as an element that promotes evolvability and can help to discover new phenotypes. Obviously, as Wagner pointed out, neutrality in itself cannot offer any benefit: by definition, a neutral mutation at genotype level does not change the phenotype. However, neutrality can still be of help in that it allows evolutionary search to visit previously unexplored areas.
Reidys and co-workers [15] studied the relationship between RNA sequence and secondary structure, which is seen as mapping from sequence space into shape space [16] . The mapping has a high degree of redundancy (i.e., there are many more sequences than structures). In that work, the authors suggested that identical phenotypic structures form a neutral network if the fraction of neutral nearest neighbors exceeds a certain threshold. This is in sharp contrast with the definition used in most other work, where solutions are considered to form a neutral network if they are one unit of Hamming distance away from each other.
Toussaint and Igel [17] pointed out that standard approaches to self-adaptation in EAs (see [18] ) are an explicit example of the benefit of neutrality. In these approaches the genome is augmented with strategy parameters, which typically describe the mutation distribution (e.g., the mutation rate). These are neutral parts of the genome which are co-adapted during evolution so as to induce better search distributions. The point of view developed in [17] is that the core aspect of neutrality is that different genomes in a neutral set provide a variety of different mutation distributions. Evolution may choose from these in a self-adaptive way. Interestingly, theoretical work on the evolution of strategy parameters (see [19] ) can be reinterpreted as dealing with the evolution of neutral traits.
This line of thought was further formalized in [20] . Given a fixed genotype-phenotype mapping one can investigate the variety of mutation distributions induced by different genomes in a neutral set. If their phenotypic projections (the phenotypic mutation distributions) are constant over each neutral set, this is defined as trivial neutrality. Toussaint showed that trivial neutrality is a necessary and sufficient condition for compatibility [21] with phenotypic projection of a mutation-selection EA. In other words, whether one or another representative of a neutral set is present in a population does not influence the evolution of phenotypes. Intuitively, this means that, in the presence of trivial neutrality, neutral traits have no effect on phenotypic evolution. In the case of non-trivial neutrality, different genotypes in a neutral set induce different phenotypic distributions. This implies a selection between equivalent genotypes similar to the selection of strategy parameters in self-adaptive EAs. Toussaint interpreted this as the underlying mechanism of the evolution of genetic representations.
In [22] and [23] , Shackleton et al. artificially added neutrality to evolutionary search with the use of five different genotype-phenotype mappings. The static random mapping consisted in defining a genotype of length 30 which was mapped to a phenotype of 16 bits. The mapping used was randomly initialized and remained static during evolution. The trivial voting mapping consisted in taking 3 bits at genotype level to represent one bit a phenotypic level. The latter was set to 1 if the majority of the 3 genotypic bits voted in favor, 0 otherwise. The standard voting mapping was a variation of the previous mapping where the set of three genotypic bits encoding for one phenotypic bit can overlap. This means that when a single point mutation takes place, multiple phenotypic bits could simultaneously change. In the cellular automaton mapping each of the phenotypic bits was associated with a truth table. Three adjacent bits were used as inputs in the truth table and the corresponding output, which in a cellular automaton would represent the new state of a cell, represented the associated phenotypic bit. Finally, the random Boolean network (RBN) mapping was a variation of the previous mapping. The main difference is that the 3 bits can be at any positions, so it is necessary to encode those positions at the genotype level. Shackleton et al. noted that the amount of redundancy in the genotype-phenotype map plays a key role in evolution. Moreover, they observed that the standard voting, cellular automaton, and RBN mappings were more beneficial than the other two.
Ebner et al. [24] , [25] extended this investigation. They further analyzed the effects of the RBN and the cellular automaton mappings in the context of what they called phenotype-species mapping. This type of mapping works in two stages. First, a genotype-phenotype mapping is used to determine the phenotype that corresponds to a genotype. Then, the phenotype-species mapping determines the species to which each phenotype belongs. This phenotype-species mapping is created by randomly distributing the species over the phenotype space. Ebner et al. argued that these types of mappings are particularly interesting since they seem to allow neutral networks that are intertwined with a high degree of connectivity. This property allows the finding of more species compared with other types of mappings.
In [26] , Knowles and Watson criticized the usefulness of neutrality when added via a mapping function. In particular, they focused their attention on the RBN mapping proposed and studied in [22] - [24] and measured its influence on evolution using the rate of fitness increase. EAs and Hill-Climbers were used on three different problems to compare the performance obtained with and without the RBN mapping. They showed that the performance of these search algorithms was better in the absence of neutrality. Moreover, they suggested that the RBN mapping leads to a random exploration in the search space, so it is difficult to imagine how evolutionary search can gain anything from using this type of mapping.
Rothlauf and Goldberg [27] argued that redundancy is a common element found in any EA and that the effects of redundancy in evolutionary search depend basically on the nature of the redundancy. They identified some properties that are useful to characterize redundant representations: 1) a redundant representation is uniform if all phenotypes can be obtained by the same number of genotypes; 2) a representation is synonymously redundant if the genotypes that map to the same phenotype are part of a neutral network (i.e., they are close to each other); 3 3) a redundant representation has high locality if neighboring genotypes map to neighboring phenotypes; and, finally, 4) a redundant representation has high connectivity if the number of phenotypes which are accessible from a phenotype by one bit-flip mutation is high. Rothlauf and Goldberg argued that in synonymously redundant representations, genetic operators work well and the landscape is smoother than in non-synonymously redundant representations where the search operators show poor performance. In non-synonymously redundant representations 4 two genotypes representing the same phenotype may be very different from each other and, as a consequence, evolutionary search behaves like random search.
Fonseca and Correia [28] developed two redundant representations using approaches based on mathematical tools. They found that some of the properties and analysis of Rothlauf and Goldberg provided in [27] disagreed with their results. In particular, while Rothlauf and Goldberg suggested that when using a synonymously redundant representation the connectivity between phenotypes is not increased, Fonseca and Correia indicated that this is not necessarily true. They reported that, with their proposed representations, the connectivity between phenotypes tended to increase with the amount of redundancy in the encoding. Fonseca and Correia also found that high connectivity can be present even with very little redundancy. Therefore, the belief that large amounts of neutrality must be present to aid evolution [29] should be carefully scrutinized.
As can be seen from the brief survey provided above, 5 there are many contradictory results on neutrality. In the following section, we will present a measure of hardness-the fitness distance correlation-that will later help us explain under what circumstances neutrality can be beneficial in an evolutionary process.
III. Fitness Distance Correlation
Jones [31] , [32] suggested that we could consider fitness functions as heuristic functions (in the sense of the term used in classical artificial intelligence). Their outputs could then be interpreted as indicators of the distance between tentative solutions and their nearest global optimum in the search space. If one could express the degree to which the fitness function 3 An example of this type of redundancy is the trivial voting mapping proposed in [22] and [23] , as explained previously. 4 Examples of this type of redundancy are the cellular automaton and the RBN mappings described in [22] and [23] .
conveys correct information about such a distance, one would get an idea of how difficult the search is going to be. In order to gather information on the difficulty of a problem one would need to perform two tasks: 1) determining the distance between potential solutions and their nearest global optima, and 2) calculating the fitness of potential solutions. Obviously, step 1 requires that the global optima for a problem be known in advance.
Jones proposed to condense the information gathered in this process using a heuristic measure of problem difficulty called the fitness distance correlation (fdc). The definition of fdc is quite simple: given a set F = {f 1 , f 2 , ..., f n } of fitness values of n individuals and the corresponding set D = {d 1 , d 2 , ..., d n } of distances of such individuals from the nearest global optimum, fdc is given by the correlation coefficient
where
is the covariance of F and D, and σ F , σ D , f and d are the standard deviations and means of F and D, respectively. Typically, the n individuals used to compute fdc are obtained via some form of random sampling. Jones [31] , [32] suggested that a problem can be classified in one of three classes, depending on the value of fdc: 1) misleading (fdc ≥ 0.15), in which fitness tends to increase with the distance from the global optimum; 2) difficult (−0.15 < fdc < 0.15), for which there is no correlation between fitness and distance; 3) easy (fdc ≤ −0.15), in which fitness increases as the global optimum approaches.
The interval [−0.15, 0.15] associated with difficult problems was empirically determined. The fitness distance correlation approach has been successfully used in a wide variety of problems to assess hardness for EAs [33] - [36] and genetic programming systems [12] , [37] - [43] . However, there are some known weaknesses of the fdc as a measure of problem hardness [44] , [45] . Jones himself proposed to use scatter plots of distances versus fitnesses to characterize problems, when fdc did not give enough information about the hardness of a problem. Nonetheless, the situations where fdc has been shown not to be informative are rather artificial.
IV. Constant and Bitwise Neutrality
In the following subsections, we will introduce the different forms of neutrality and test problems considered in this paper. To keep things as simple as possible, we will use the simplest possible algorithms-mutation based, binary EAs without crossover-to conduct our studies. 
A. The Simplest Form of Neutrality: Constant Neutrality
In the context of binary EAs, the simplest possible definition of neutrality one can imagine is what we will call constant neutrality. As illustrated in Fig. 1 , neutrality is plugged into the original, non-redundant, code by adding an extra bit to the representation. When the bit is set, the fitness of an individual is a pre-fixed constant value. When the bit is not set (i.e., 0), the fitness of the individual is determined by the coding bits as usual. This representation induces a neutral network of constant fitness, identically distributed in the whole search space.
B. Bitwise Neutrality
In this paper, we also consider a more natural form of neutrality which we call bitwise neutrality. Bitwise neutrality is induced by a genotype-phenotype map, where each phenotypic bit is obtained by transforming n genotypic bits via some encoding function. Obviously, whenever n > 1, the same phenotype can be obtained from different genotypes, so neutrality is artificially added to the search space.
In particular, we will look at the following three encodings.
1) The majority encoding, which works as follows: given n genotypic bits and a user-defined threshold T (0 ≤ T ≤ n), if the number of ones in the n bits is greater than or equal to T , then the corresponding phenotypic bit is set to 1, otherwise it is set to 0 [see Fig. 2(a) ]. To avoid biasing the system, we will use T = n/2 and n odd, which guarantee that 0s and 1s are treated identically. 2) The parity encoding, which works as follows: if the number of ones in n genotypic bits is even, then the corresponding bit of the phenotype is set to 1, otherwise it is set to 0 [see Fig. 2 
C. Test Problems
In order to analyze the effects of the forms of neutrality introduced above, we will use the following problems and classes of problems.
1) OneMax Problem:
The problem is to maximize the function
where x ∈ {0, 1} is a binary string of length and x i is its ith element. Naturally, this problem has only one global optimum in 111 · · · 111, and the landscape is unimodal. Seen as a function of unitation (the number of 1s in a string), the problem is represented by f (u) = u or f (x) = u(x) where u(x) is a function that returns the unitation value of x.
2) Multimodal Problem Generator: We also use problems generated by the multimodal problem generator presented in [46] - [48] . The idea is to create problem instances with a certain degree of multi-modality.
The generator works as follows. To create a problem with P peaks, P bit strings of length , which we denote as Peak 1 , Peak 2 , ..., Peak P , are randomly generated. To each, a peak height, Height(Peak i ), is assigned. The heights of the peaks are chosen in such a way as to cover an interval [h, 1] (where h is a constant < 1) with P equal-size steps. To evaluate an arbitrary individual, x, it is necessary to first locate the nearest peak in Hamming space, which we denote as
where H is the Hamming distance. In case there is a tie, the highest peak is chosen.
The fitness of x is the number of bits the string has in common with Peak n (x), divided by and scaled by the height of the nearest peak. That is
In this problem class, fitness values are in the range [0, 1]. The goal is to find the highest peak (i.e., to find a string with fitness 1.0).
The difficulty of problems generated with this technique depends on the number of peaks, the distribution of peaks and, finally, the distributions of peak heights. To carry out our experiments, these parameters have been tuned in such a way to make generated problems much harder than OneMax but easier than the trap problem (described below).
3) Trap Function: The Trap function is a deceptive function of unitation [49] - [51] of the following form:
where a is the deceptive optimum, b is the global optimum, and u min is the slope-change location. By varying the parameter u min , the relative size of the basins of attraction of the two optima may be varied, thereby making the problem easier or harder.
4) MAX-SAT Problem Class:
The Boolean satisfiability problem, also known as SAT, is one of the most studied NPcomplete problems (see [52] - [58] ). The target in SAT is to determine whether it is possible to set the variables of a given Boolean expression in such a way to make the expression true. The expression is said to be satisfiable if such an assignment exists.
In SAT, expressions are often represented in conjunctive normal form, i.e., as a conjunction of clauses, where each clause is a disjunction of literals (variables or negated variables). In a version of the problem, called k-SAT, all clauses have exactly k literals. A related problem, known as the Maximum Satisfiability problem, or MAX-SAT, consists in determining the maximum number of clauses of a given Boolean formula that can be satisfied by some assignment. MAX-k-SAT is the maximum satisfiability problem for k-SAT instances. In this paper we use a class of MAX-3-SAT problems as our fourth benchmark. In particular, we focus on problems where the maximum number of satisfiable clauses is equal to the number of clauses in a formula. In other words, the MAX-3-SAT instances we consider are all satisfiable. 6 We treat MAX-3-SAT as an optimization problem with the following objective function:
where S i (x) is 1 if clause i is satisfied by assignment x and 0 otherwise. A clause is satisfied if at least one of the literals it contains is true. Since our random MAX-3-SAT instances are all satisfiable, we declared a MAX-3-SAT problem as solved as soon as a string x such that f (x) = c was generated by the EA.
V. Fitness Distance Correlation in the Presence
of Neutrality In this section, we will study the forms of neutrality introduced in the previous section using the fdc. We do this analytically. To avoid sampling errors, we consider every point in the search space, instead of a random subset.
Naturally, before analyzing how the fdc for different problems changes in the presence of neutrality, we need to evaluate the fdc in its absence.
A. fdc in the Absence of Neutrality
For all our test problems, given a search space of binary strings of length , if the whole search space is sampled in order to compute CFD, we have
where Further simplifications are possible for the OneMax and the Trap problems, since these are functions of unitation. For example, considering that the unitation of the optimal string for these problems is u opt = , we can coarse-grain and simplify the calculation of CFD as follows:
where, as indicated above,d = 2 and
Similar expressions can be obtained for σ D and σ F . For example, for OneMax, where f (u) = u, we havef = 2 and
as one can easily see by noting that 
B. fdc in the Presence of Constant Neutrality
As mentioned in Section IV, constant neutrality is a form of neutrality where an extra bit is added to the genotype. When the bit is set, the individual is on a neutral network and its fitness is a predefined value, f n , irrespective of the other bits.
In this situation, CFD n (the subscript n stands for "neutrality") is given by
where x = x 0 x 1 · · · x n is a genotype, and x 0 is the "neutrality" bit. Similar expressions hold for σ D and σ F . Note that f (x) can be written as
where f p (·) is the "phenotypic fitness," i.e., the fitness associated with the coding bits in a genotype. It follows that
f p being the average fitness in the absence of neutrality.
Note that, assuming all global optima have fitness higher than f n , the distance of a string x 0 x 1 · · · x from the closest optimum is the same as in the absence of neutrality if x 0 = 0, while the distance is increased by 1 if x 0 = 1 (since the optima are outside the neutral network). Thus
d p being the distance from the closest global optimum in the absence of neutrality. Substituting these results in (2) we obtain
By simplifying and collecting terms appropriately, one can rewrite this as
Proceeding similarly for σ Combining the previous results we obtain
Equation (3) makes it clear that, in the presence of constant neutrality, fdc depends on the difference between the fitness of the neutral network, f n , and the mean fitness in the absence of neutrality,f p . In addition, fdc depends on the fitness-distance covariance C FD as well as the variances σ As an example, let us use (3) to calculate fdc n for the OneMax problem for = 14 (the value of we will use in the experiments in Section VII). We know that for this problem
, with a little algebra we obtain
Fig . 3 shows a plot of this function. We can immediately see from this plot that the addition of neutrality reduces fdc (i.e., is expected to make the problem harder) irrespective of the choice of f n . For particularly high values of f n , however, fdc n gets very close to zero, indicating that the problem becomes really difficult.
More generally, from (3), we see that if f n =f p , we have that
. In other words, the addition of constant neutrality with a neutral network of fitness f n =f p would make easy problems harder and deceptive problems easier.
One might wonder why this would be the case. The reason is that adding a neutral network to the landscape modifies the search process. The search operators will produce individuals on the neutral network (as well as outside it). If the fitness of the neutral network is not too low, selection will use some of these individuals as parents. Since these are all equally good, the search will effectively acquire some of the features of random search. Of course, the part of the population outside the neutral network will be affected and guided by the fitness function. In an easy problem, the guidance will generally be reliable. Therefore, having effectively hybridized the search with random search will simply slow down the process of converging toward high fitness regions of the landscape. However, in deceptive problems, where the information provided by the fitness function does not lead toward the global optimum, the hybridization is beneficial: by ignoring the guidance of the fitness function at least some of the time, the probability of the searcher stumbling on a good area of the fitness landscapes is increased.
If f n = fp, as for OneMax, in general we will find that these effects are modulated by the value of f n . For example, if f n is high compared withf p , the neutral network will act as an attractor for the population. This will make the search more random than in the case f n =f p considered above. So, in easy problems, we should see a more marked worsening of performance. If, instead, the fitness function was originally deceptive, a high f n will keep a bigger fraction of the population on the neutral network for longer. This will make it even more probable for the population to escape from traps and locate good optima.
If f n is low compared withf p , selection will avoid using individuals on the neutral network as parents. Consequently, the search does not really become more random than it would be without neutrality. In other words, a neutral network with a low f n does not really change hard problems into easier ones nor does it change easy problems into harder ones. However, in both cases the search operators (particularly mutation) may produce individuals on the neutral network. These individuals represent wasted samples. So, constant neutrality with a low f n cannot provide any benefit at all.
One other aspect should be considered. In the presence of constant neutrality, the landscape is divided into two areas of identical sizes: the neutral network and the rest of the search space. For bit strings of length , there are 2 points in each region. However, there is still the same number of global optima. This means that the addition of constant neutrality comes at a cost since the size of the search space has been expanded without correspondingly expanding the solution space. Thus, we should expect to see benefits of constant neutrality (e.g., improved performance) only when neutrality modifies the search bias of an algorithm-problem pair in such a way as to make the sampling of the global optimum significantly more likely than without this form of neutrality. If this does not happen, or worse, if the original search bias is modified in such a way as to make it harder to reach the global optimum, then we should expect constant neutrality to be deleterious. These considerations apply also to other forms of neutrality wherever neutrality alters unfavorably the proportion of solutions in the search space.
C. fdc in the Presence of Bitwise Neutrality
As mentioned in Section IV, another form of neutrality that is considered here is the one where each phenotypic bit is encoded using n genotypic bits. In this situation, CFD n is given by
where x = x 1 · · · x n is a genotype and f (x) is the genotypic fitness. Similar expressions can be obtained for σ D n and σ F n .
Note that f (x) can be written as
is a sub-string of x, g is one of our encoding functions (e.g., majority or parity), and f p (y) is the phenotypic fitness (y ∈ {0, 1} ).
Let us define two sets X n = {x ∈ {0, 1} n : g(x) = 1} and X n = {x ∈ {0, 1} n : g(x) = 0}. In what follows, we require that the encoding functions g respect one property: that on average they return as many 0s as 1s, that is
This property is respected by the encodings described in Section IV. So, |X n | = |X n | = 2 n−1 . If one knows the function f p and the location of its global optima, one can simplify the expressions of C FD n , σ D n and σ F n . This results in a formula for fdc n where there is an explicit dependency on the number of bits, n, used in the encoding functions which induce bitwise neutrality. One can then see under what circumstances bitwise neutrality makes problems easier or harder (note that when n = 1 there is no added neutrality in the encoding).
The calculations involved here are doable but they are rather laborious. For this reason, in the following section we will illustrate the process using the simplest of our test functions: OneMax.
D. fdc for OneMax With Bitwise Neutrality: General Results
For the OneMax function, the phenotypic fitness of a bit string y 1 ...y is f p (y 1 , ...y ) = i y i . Thus, from (4) we obtain
To compute fdc we use a result originally derived by Jones [31, Appendix D] : the concatenation of multiple copies of a problem does not change the fdc of the original problem, provided the fitness of the concatenated problem is obtained by summing the fitnesses of the sub-problems. This result is applicable to (5) because g can be interpreted as the fitness function of an n-bit problem which is concatenated times to form an ×n bit problem with fitness function f (x). Therefore, fdc for OneMax can be computed for different forms of bitwise neutrality by simply computing the fdc of the corresponding g functions. Since these functions take only binary values, this calculation is much simpler than the original.
Let us start by considering the mean value of the function g, which we denote asḡ. By definition g(x) = 1 for x ∈ X n and g(x) = 0 otherwise. Thus, irrespective of the encoding used, we have that
Using this result in the computation of σ 2 F , we obtain
which, again, is valid for all encodings.
By definitiond
where N(x) is the global optimum of g nearest to x and H is the Hamming distance. Because g can only take two values, 0 and 1, all elements of X n are global optima of g. So, if x ∈ X n , then x = N(x) and H(x, N(x)) = 0. As a result, (6) simplifies tod
If the definition of Hamming distance is extended to sets via the definition H(x, S) = min y∈S H(x, y), (7) becomes
is the mean Hamming distance between the elements ofX n and the set X n . Let us now compute σ 2 D . We have
Finally, we compute
In the following subsections, these generic results are applied to the three encoding functions presented previously: Parity, Truth Table, and Majority.
E. fdc for OneMax Under Parity Bitwise Neutrality
Let us start with the Parity encoding. The bit strings inX n have all odd parity. Therefore, they can be turned into even-parity global optima by a single bit flip. That is, their Hamming distance from a global optimum is always 1, whereby E[H(x, X n )|x ∈X n ] = 1. Thus, from (8) one obtainsd = 1 2 . It follows that C FD = − That is, the fdc of OneMax is unaffected by the presence of bitwise neutrality under Parity encoding, irrespective of the number of bits (n) one uses. This was expected, since the parity encoding is a form of trivial neutrality [20] (see Section II). So, the difficulty of OneMax should be unaffected by this form of neutrality.
F. fdc for OneMax Under Truth Table Bitwise Neutrality
Let us now consider the Truth Table encoding . In order to apply (8), we need to compute E[H(x, X n )|x ∈X n ]. To do this, we treat H(x, X n ) as a stochastic variable. We want to compute the probability, p (d) , that H(x, X n ) = d for a randomly chosen x ∈X n . Then, making use of the definition of the expected value, we want to compute
We start by considering the case d = 1. Let us choose uniformly at random an x ∈X n and then choose randomly one of the Hamming-1 neighbors, x , of x. Because the entries of the truth table are randomly assigned, the probability that x ∈ X n is 1 2 . Note that p(1) is the probability that at least one neighbor of x is a member of X n . Since x has n neighbors and each neighbor's membership of X n is a Bernoulli trial with success probability 1 2 , we have that
Thus, as n grows, p(1) rapidly approaches 1. Let us now focus on p (2) . This can be seen as the probability of a joint event, i.e., none of the Hamming-1 neighbors of a randomly chosen x ∈X n is a member of X n , but at least one of its Hamming-2 neighbors is. These two events are treated as independent. 7 Obviously, the probability that none of the Hamming-1 neighbors of x is a member of X n is simply 1 − p(1) = 1 2 n . The probability of at least one of its Hamming-2 neighbors being in X n is the complement of the probability that none of the Hamming-2 neighbors is in X n . Since there are n 2 such neighbors and the probability of each 7 This is an approximation, but its accuracy rapidly improves with n. So, our calculations are already very accurate for n ≥ 3.
being in X n is 1 2 , the probability that none of the Hamming-2 neighbors of x is in X n is 1 − 1 2 ( n 2 ) . Putting everything together we then get
Generalizing the calculation we get
) . (2) have any relevance in the calculation in (9) .
Note that p(d)
As a result, for sufficiently large n we can approximate
So, for the Truth Table encoding , we havē
Using similar approximations, we find that
From this, it follows that
Therefore, the fitness distance correlation for OneMax under the Truth Table encoding . This equation has been derived using approximations that are valid for sufficiently large n. For such values of n, the constant terms in the equation will tend to dominate and effectively fdc ≈ −1. This means that the Truth Table encoding induces a form of neutrality which, for sufficiently large n, leaves the fdc / problem difficulty unchanged. For relatively small values of n, however, this encoding makes the OneMax problem harder, albeit to a small degree.
G. fdc for OneMax Under Majority Bitwise Neutrality
Let us now consider the Majority encoding. Again, we start
With a Majority encoding where T = n/2 and n odd,X n is the class of all strings of length n which have 0, 1, ... T bits set to 1. 8 That is, one can naturally describeX n by saying that it contains all strings with unitation value u < T . Given a string inX n having unitation u, we can compute how close this is to X n just by looking at how many additional 1's would be needed to transform the string into a member of X n . This number is simply T − u . Since for each unitation class, u, we have n u strings, we can then write
This can be computed numerically. Using a similar approach, we compute 
H. Lessons for Other Problems
Naturally, fdc could be computed also for the Multimodal problem generator, the Trap function and any given MAX-SAT problem in the presence of bitwise neutrality. Unfortunately, for these functions one cannot use Jones' "trick" [31, Appendix D] to simplify the calculations. This makes the derivation of theoretical results much more complex. However, based on what we have learnt from the results on constant neutrality, from our results with bitwise neutrality and OneMax, and from the theory in [20] , it is easy to understand that the Parity and Truth Table encodings will have a limited influence on the fdc of the Trap, Multimodal and MAX-SAT functions. However, we should expect the Majority encoding to change the fdc (and potentially the difficulty) of these problems significantly.
VI. Phenotypic Mutation Rates
The analysis based on fdc indicates that the choice of encoding function used to introduce neutrality may be critical in determining whether the difficulty of a problem is decreased, increased or left unaltered by neutrality. However, fitness landscapes and fdc effectively neglect to model the fact that the precise distribution of mutants may have an important effect on search behavior and performance. For example, fdc remains the same irrespective of the mutation probability p m .
Thus, to evaluate the benefits and drawbacks of neutrality it is also important to understand what effects different types of neutral encodings have on the way the search proceeds. In particular, we want to understand how genotypic mutations are related to phenotypic mutations, since only phenotypic changes can lead to fitness changes. To do so, the notion of phenotypic mutation rate will be used.
A. Constant Neutrality
In the case of constant neutrality, the genotype-phenotype mapping is not fully specified. This is because we directly associate a fitness f n to all bit strings of the form x 0 x 1 ...x with x 0 = 1, without really going through a process of transformation of the genotype into a phenotype. Only when x 0 = 0 the genotype-phenotype mapping is specified: this is a simple transformation, where the phenotype is directly determined by the genotypic bits x 1 ...x . However, if we imagine, for simplicity, that all strings on the neutral network represent the same phenotype, we have a fully specified genotypephenotype map for constant neutrality. This allows us to define the notion of phenotypic mutation rate for this representation. To further simplify our treatment we will further assume that the "neutral" phenotype is different from all other phenotypes.
Let p m be the mutation rate and let p p be the probability of a phenotype change when the genotype is hit by a mutation in the absence of neutrality. In general, p p is a monotonically increasing function of p m (more on this below). Let p(x 0 = 1) and p(x 0 = 0) represent the probability of selection for individuals on the neutral network and outside the neutral network, respectively.
Let us consider the possible ways in which the bit x 0 can be modified by a mutation and what consequences this has on the phenotype represented by a string x 0 x 1 ...x . 1) If a parent string has x 0 = 1 and the bit x 0 is not mutated, irrespective of how many mutations will hit the remaining bits in the string, there cannot be a phenotypic change (the offspring will still be on the neutral network as its parent). If instead x 0 is mutated into a 0, which happens with probability p m , then there is always a phenotypic change. 2) If a parent string has x 0 = 0 and the bit x 0 is not mutated, which happens with probability 1 − p m , then the mutations on bits x 1 ...x determine whether there is a phenotypic change. This will occur with probability p p .
If instead x 0 is mutated into a 1, which happens with probability p m , then, again, there is always a phenotypic change. Naturally, case 1 applies only to a proportion p(x 0 = 1) of mutations, while case 2 applies to a proportion p(x 0 = 0).
By properly combining these probabilities, one finds that the probability of a phenotypic mutation p p n in the presence of constant neutrality is
where we used the property p(x 0 = 1) + p(x 0 = 0) = 1 and we assumed that p m is small. In other words, we have that with constant neutrality the probability of a phenotypic mutation is proportional to the probability of a phenotypic mutation observed in the absence of neutrality. The proportionality factor-the selection probability for strings outside the neutral network-is not fixed. It depends on how attractive individuals in the neutral network appear to selection. If f n is high, we should expect to see a bigger proportion of the population on the neutral network than if f n is low. If f n is high, we should expect the selection probability p(x 0 = 0) and, correspondingly, the probability of a phenotypic mutation to be smaller than if f n is low, and vice versa.
Note that the exact expression of the probability of a phenotypic mutation p p depends on the problem. If the fitness function f p is invertible, each string x 1 · · · x has a unique fitness associated to it. Therefore, effectively any mutation hitting bits x 1 to x causes a phenotypic mutation. In these cases, p p is the complement of the probability that none of the bits in x 1 · · · x are mutated, i.e., p p = 1 − (1 − p m ) .
Let us define the effective phenotypic mutation rate, p m p , for constant neutrality as a quantity such that the probability of a phenotypic mutation on the left-hand side of (10) can be rewritten as p p n = 1 − (1 − p m p ) . For invertible fitness functions, this is exactly the same form as p p . For such functions, substituting the expressions for p p and p p n in (10) and solving for the effective phenotypic mutation rate yields
This equation allows us to get a feel for how constant neutrality alters the effects of the mutation operator. Fig. 4 illustrates the relationship, indicating how, as expected, constant neutrality reduces the effective mutation rate used in the search.
B. Bitwise Neutrality
When the parity encoding is used, the phenotypic mutation rate, p m p , corresponding to a genotypic mutation rate p m is given by
This is because only an odd number of genotypic bit-flips can produce a phenotypic change. When the Truth Table encoding is used, the mutation rate at phenotype level is given by
This is because there is the potential for a change in a phenotypic bit whenever the row is changed from which the output in the truth table is read. This happens if at least one genotypic mutation takes place (hence the factor 1−(1−p m ) n ). However, not all row changes lead to a flipped phenotypic bit. Because the table is random, this happens only in 50% of the cases (hence the denominator, 2).
The calculation of the phenotypic mutation rates for majority is more difficult. However, obtaining numerical estimates for these is very easy. This can be done by generating genotypic mutants of groups of n bits using a particular genotypic mutation rate, and recording how frequently the mutants are in a different majority class than the original configuration. Table I shows the phenotypic mutation rates corresponding to the mutation rates p m = 0.01, 0.06, and 0.1 for Parity, Truth Table, and Majority. In the case of Majority, the figures are estimated by generating 10 000 mutants starting from a uniform random population.
There are conditions in which different encodings produce similar phenotypic mutation rates. This is the case, for instance, for the pairs of numbers in boldface, underlined, doubly underlined and ::::::::: underlined with a wavy line in the of n used in the table) leave the fitness distance correlation of a problem unchanged, as discussed in the previous section. So, whenever the phenotypic mutation rates also match, we should expect to see similar performance under these two encodings.
VII. Experimental Results
In Section IV-C, we presented the problems used to conduct our experiments. In the experiments with OneMax, Trap and the multimodal landscapes we used chromosomes of length = 14. In the MAX-3-SAT problem domain the size of the chromosomes, , was determined by the number of variables, v. Thus, we used = 7, = 10, and = 14.
For the multimodal landscape, we set P = 400 (i.e., there are 400 peaks). These were distributed in such a way to give the problem deceptive features. Specifically, the highest peak was at position 11 · · · 1, the second highest peak was at position 00 · · · 0, and the remaining peaks were randomly distributed. This last feature makes the problem easier than the trap function.
For the trap function, the following parameters were used: u min = 13, a = 39, b = 40. Fig. 5 depicts this trap function.
We created MAX-3-SAT instances by randomly constructing clauses (disallowing repeated literals). To build problems of varying difficulty we varied the ratio between the number of clauses and variables in the range 2 (easy) to 6 (very hard). We ensured that all SAT instances were satisfiable by brute force testing of all possible assignments or, for the larger instances, by using the latest version of WalkSat [60] . We considered problems including between c = 14 and c = 84 clauses.
The experiments were conducted using an EA with selection, bit-flip mutation and no crossover. Runs were stopped when the maximum number of generations was reached. For the OneMax, Trap and multimodal problems fitness proportionate selection was used; the other parameters of our runs are given in Table II . For MAX-3-SAT we used a form of EA which is more common in practical applications: a steady-state EA with tournament selection (which provides good control on selection pressure); other run parameters will be provided in Section VII-B4.
For the OneMax, Trap and multimodal problems, a sample size of 4000 has been used to calculate fdc. For MAX-SAT the sample size was the size of the search space. 
A. Constant Neutrality
To empirically test the effects of constant neutrality and corroborate the theory presented in Sections V-B and VI-A, we used three problems: OneMax, where neutrality is always expected to be detrimental, the trap function, where we expect neutrality to aid evolution, and MAX-SAT which we suspected to be half-way between the first two. 1) OneMax Problem: Let us start by looking at the results of the experimentation with the OneMax problem. Table III reports the fdc, the number of generations required to reach the optimum solution and the percentage of successes for the OneMax problem with and without constant neutrality. As one can see, the fdc correlates with the difficulty of the problem in terms of percentage of successes and/or number of generations required to find a solution. For example, we see a significant decrease in performance associated with the large change to fdc resulting from the introduction of constant neutrality. Also, we see that as f n increases, fdc increases and so does the difficulty of the problem.
These results are not surprising, as we argued previously. In the case considered here ( = 14) the maximum achievable fitness is 14, so a neutral network with fitness f n = 13 turns the search of a mutation-only EA into a set of parallel random walks. This is why performance decreases so much. On the contrary, when the fitness of the neutral network is lower, e.g., f n = 11, the original character of the search is maintained. However, the number of generations required to find a solution is increased (in fact, by a factor of about 2) w.r.t. the noneutrality case.
The experimental results in Table III are in agreement with the theory presented in Section V-B: the problem is getting harder in the presence of constant neutrality and the higher f n the lower the performance of the EA. Note also that the values of fdc reported in Table III are very similar to the corresponding predictions obtained via (3) (see Fig. 3 ).
If we compare the performance of different representations when p m is varied in Table III , we can see a reduction in performance in the presence of the unusually low mutation rate of p m = 0.01. In the absence of neutrality, the success rate is still 100%, thus the problem remains very easy although we can see a 50% increase in the average number of generations required to find the optimum. When constant neutrality is used, however, the drop in performance seems to be modulated by p m . By definition, fdc cannot predict this type of effect (see Section III).
Note also that, while fdc changes by a very small amount as we go from f n = 12 to f n = 13, the EA's success rate drops significantly. The magnitude of change in fdc does not seem to correlate well with the magnitude of the performance drop.
Focusing on the phenotypic mutation rates can give us some explanations. If f n is relatively low, after a while selection will start neglecting the neutral network, i.e., p(x 0 = 0) will start to increase toward 1. So, the probability of phenotypic mutations, p p n in (10) will tend to approach p p . However, for higher values of f n this happens later in the search. In particular, for f n = 13 all points in the search space (except the global optimum) are at or below the fitness of the neutral network. Thus, p(x 0 = 0) may be small for most of the time, effectively reducing the number of genotypic mutations that can generate new phenotypes. The more we reduce p m , the more the effect becomes important: if the probability of a phenotypic mutation becomes very small, then most offspring will be identical to their parent, thereby slowing down the search. With p m = 0.01 the search is already slowed down significantly even in the absence of neutrality (only one in about seven mutants actually being different from their parents). The composition of this effect with the modulation of the probability of phenotypic mutations due to f n explains why results are so poor for p m = 0.01 and high f n .
2) The Trap Function: Table IV reports results for the Trap function with and without constant neutrality.
As expected based on the predictions we made in Section V-B, the situation is reversed with respect to the case of the OneMax problem. The addition of constant neutrality here is beneficial for relatively high values of the fitness of the neutral network f n (the maximum fitness value for the problem is 40). 9 Furthermore, we see that the higher the value of f n , the less difficult the problem.
Again, if we look at what happens as p m is varied, we see that the success rate reduces as p m is reduced and drops to almost zero for p m = 0.01. Again, these findings could not be explained by simply considering the fdc. As for the case of OneMax, however, the reduction is clearly an effect of the probability of phenotypic mutations being reduced in the presence of constant neutrality.
3) MAX-3-SAT: As shown in Fig. 6 , in the case of MAX-SAT instances, the fdc increases with the clause-to-variables ratio (i.e., with the difficulty of the problem) irrespective of whether constant neutrality is used or not. However, we see that the addition of constant neutrality increases the fdc suggesting that this form of neutrality is harmful in this problem. Also, the figure clearly shows that setting the fitness of the neutral network, f n , to a high value changes the fdc dramatically. Instead, fdc is much less affected when f n = c/2. Fig. 7 reports the success rates of our mutation-based EA on MAX-3-SAT problems with 14 variables as a function of the problem difficulty, the genotypic mutation rate and f n . Success rates for the no-neutrality case are also provided for reference.
The figure confirms that, as suggested by the fdc analysis (and prior knowledge on SAT), problems get harder, i.e., success rates decrease, as the clause-to-variable ratio increases. Note that success rates are generally reduced in the presence of constant neutrality, confirming the prediction of the analysis Fig. 7 . Plots of the success rate of a mutation-based EA on MAX-3-SAT problems with 14 variables as a function of the problem difficulty, the genotypic mutation rate and the fitness of the neutral network induced by constant neutrality (solid lines). The correspondence between these and success rates in the absence of neutrality (dashed lines) is indicated by the curved arrows on the right.
of fdc. Also, we find that constant neutrality with f n = c/2 is associated with a slightly higher performance than in the case f n = c − 1, but results are very close. Even though we report averages over 1000 runs, differences are unlikely to be statistically significant. Given the significant differences shown by the two encodings in terms of fdc (see Fig. 6 ), one might have expected to see correspondingly big differences in performance. However, there is no evidence of this being the case.
The reason why performance figures are so close is, again, very much related to the probability of phenotypic mutations and its dependency on selection. We performed some theoretical calculations and some associated numerical simulations (not reported) to identify the fixed-points for the probability of selecting individuals outside the neutral network, p(x 0 = 0). Results show that with tournaments of size of 2, p(x 0 = 0) varies significantly with f n (in addition to varying with p m ) and that such variation implies that f n = c − 1 has a higher probability of producing phenotypic mutations. This increased search vigor is responsible for the performance of constant neutrality with f n = c − 1 not being too far from the performance of f n = c/2 despite the fitness landscape in the former providing much less guidance than the fitness landscape in the latter (as indicated by the fdc).
B. Bitwise Neutrality
To empirically study the effects of bitwise neutrality and verify the theory presented in Sections V-C and VI-B, we used all four test problems described in Section IV-C. 1) OneMax Problem: Table V (second column) reports the fdc for OneMax for a representation without neutrality and for various forms of neutral encodings (i.e., Parity, Majority, Truth Table) . As predicted in Sections V-D and V-E, the Parity and Truth Table encodings leave the fdc unchanged w.r.t. whatever value it had in the absence of neutrality. 10 On the Pairs of numbers in boldface, underlined, doubly underlined and :::::::: underlined with a wavy line represent situations with almost identical phenotypic mutation rates.
contrary, as predicted, Majority moves the fdc of the problem slightly toward zero, suggesting that OneMax might get harder with this encoding. The question now is: will actual search performance correlate with the fdc? Table VI shows the average number of generations required to reach the optimum of OneMax and the percentage of successes in finding the optimum in 1000 independent runs of an EA. Analyzing the results, it can be seen that, when p m = 0.01, there is a good match between the predictions of fdc and problem difficulty. In particular, the Parity and Truth Table  encodings show almost exactly the same performance both in terms of percentage of runs where the OneMax problem was solved and average number of generations required to solve it. Also, as predicted by our fdc analysis in Section V, the problem is easy and remains easy under all encodings, being solved in almost 100% of cases in all configurations. In addition, it can be seen that, under Majority, more generations are required to solve the problem than under Parity and Truth Table. This, again, confirms the predictions of the fdc analysis.
There is, however, one element that is unexpected. In the absence of neutrality, runs take longer to find the optimum than with Parity and Truth Table. In fact, they take approximately as long as for Majority. This is another case where fdc alone is insufficient.
When p m = 0.06, the situation becomes less clear. Here, the Parity and Truth Table encodings do not perform identically any more, Truth Table still being able to solve the problem in almost all runs, while Parity doing so only in between 70% and 90% of the cases. This, too, was not predicted by the fdc analysis.
What is particularly surprising here is that, in all cases, Parity and Truth Table take longer to solve the problem than Majority and the no-neutrality case. Therefore, Parity and Truth Table effectively make the problem harder, while the other two encodings are still performing approximately the same and their performance seems to be unaffected by the increase in mutation rate. fdc analysis also did not predict that performance would vary with the number of bits, n, when using the Parity encoding.
These rather confusing trends continue also at the highest genotypic mutation rate, p m = 0.1. Now, also the performance with Truth Table varies with n. Furthermore, in the noneutrality case the problem is now solved in fewer generations than with the Majority encoding.
In summary, it is clear that while fdc captures some of the characteristics of a problem in relation to its difficulty for an EA, it does not capture all.
To explain these results one really needs to look at phenotypic mutation rates discussed in Section VI. If these are very low, we should expect that mutation will not generate a new phenotype every time it is applied. If new individuals are generated only rarely then evolution will be dominated by selection and the algorithm is likely to converge to a suboptimal solution. If phenotypic mutation rates are very high, the search tends to become almost random. In a unimodal landscape, such as the one associated with OneMax, where the fitness function provides good guidance toward the global optimum, this randomness is very likely to be deleterious. Clearly, the ideal phenotypic mutation rate is somewhere in between these two extremes. In the case of our specific instance of OneMax, the optimal phenotypic mutation rates are perhaps between 0.04 and 0.12.
As one can see in Table I , when p m = 0.01, our bitwise neutrality induces phenotypic mutation rates between 0.0168 and 0.0746. At these mutation rates the EA solves the problem in almost all runs, although the phenotypic mutation rates associated with the Majority encoding (and those in the absence of neutrality) are marginally outside the optimal range and, so, runs last on average slightly longer.
When the genotypic mutation rate is increased to 0.06, the phenotypic mutation rates for the no-neutrality case and for the Majority encoding (see Table I ) are still within the optimal range and, thus, performance remains very good. The Truth Table encoding provides phenotypic mutation rates which are marginally outside the optimal range. Here, while success rate remains high, we can see that the number of generations required to find the optimum increases with n. For the Parity encoding, phenotypic mutation rates are way outside the optimal range. So, performance worsens even more, with the higher values of n showing a particularly significant drop in performance. It is then not surprising to see that the EA Pairs of numbers in boldface, underlined, doubly underlined and :::::::: underlined with a wavy line represent situations with almost identical phenotypic mutation rates.
performs better with Majority (or without neutrality) than with all other encodings. When p m = 0.1, the phenotypic mutation rates for all encodings are further increased, leading to an even more undirected search. Note, however, that for the no-neutrality case the mutation rate is still within the optimum range and that the phenotypic mutation rates for Truth Table are not too far from it. Thus, performance is still good for these representations. The phenotypic mutation rates associated with Parity are much higher, ranging from 0.3362 for n = 5 to 0.4161 in the case n = 8. In these conditions the search is almost random and, so, performance is significantly affected by this neutral encoding.
2) The Multimodal Problem Generator: Table VII shows the results of bitwise neutrality on the multimodal problem. Again, at the lowest mutation rate, the predictions of the fdc [see Table V (third column)] are roughly correct: the problem is hard (fdc > 0) and remains hard irrespective of the encoding used. Also, Parity and Truth Table lead to the same level of difficulty. Again, however, at the higher genotypic mutations rates the situation becomes rather more confusing, with Parity showing improved performance over the other encodings. Furthermore, there is a dependency of performance on n. Effectively, we can observe the opposite effects as in the OneMax problem.
The confusion, again, disappears by considering the phenotypic mutation rates (see Table I ) corresponding to each encoding. If these are too low, as for OneMax, evolution will be dominated by selection, resulting in poor performance. Here, however, if phenotypic mutation rates are high, i.e., there is significant randomness in the search, we can expect to escape more easily from local and deceptive optima thereby increasing the success probability. This explains why all encodings are hardly able to solve the problem at p m = 0.01, while some can solve the problem at least some of the times at higher mutation rates. Furthermore, we can now understand why the Parity encoding, having the highest phenotypic mutation rates, does better than all other representations. Finally, we can understand why for all encodings performance increases with n: the phenotypic mutation rate increases as n increases. Pairs of numbers in boldface, underlined, doubly underlined and :::::::: underlined with a wavy line represent situations with almost identical phenotypic mutation rates.
3) The Trap Function: As shown in Table VIII , the behavior of the EA in the Trap problem is a mirror image of that observed on the OneMax problem and it is similar to the behavior obtained for the multimodal problem. Again, it can be seen how fdc [see Table V (fourth column) ] makes reasonably good predictions of relative difficulty under different encodings when p m = 0.01, but that the picture becomes less and less clear as p m increases. However, again, performance differences can be explained easily by considering phenotypic mutation rates. In this case, because the problem is fully deceptive, the more random the search is, the more likely the global optimum will be found. As a result, performance improves as the phenotypic mutation rate increases.
4) MAX-SAT:
For space limitations, we will report here the results obtained on MAX-3-SAT problems with 14 variables, to which the results for 7 and 10 were qualitatively very similar. As mentioned before, we used clause-to-variable ratios in the range {2, 3, 4, 5, 6}.
To gain general insights on our chosen MAX-3-SAT class, for each clause-to-variable ratio, we studied 100 random satisfiable problems. The same bitwise-neutrality encodings as for the other problems were used. Fig. 8 reports the fdc on different classes of the MAX-SAT problem in the absence of neutrality and when using bitwise neutrality with 3, 5, and 7 bits. For each level of difficulty and encoding, the fdc was computed by averaging the fdc values estimated over our 100 random problems. For each problem, we estimated the fdc via Monte Carlo sampling of 2 bit strings. As the figure shows, in all conditions, the higher the clauses-to-variables ratio, the higher the fdc. This confirms our expectations (based on copious SAT literature) that, in this problem, difficulty increases with the number of clauses (see Section IV-C4). The figure also indicates that, irrespective of the number of bits used, the Parity and Truth Table encodings leave the fdc of a problem unchanged, which confirms our expectations from the theory we developed earlier in the paper. Finally, it is interesting to see that, as predicted, the Majority encoding has an effect on the fdc of SAT suggesting that the difficulty of the problem is increased by that encoding.
To see to what extent the predictions obtained via an fdc analysis of MAX-SAT were correct, we performed a large number of runs of our EA. For = 14, we used populations of 128 individuals with runs lasting 64 generations. This ensured that the number of fitness evaluations was exactly half the cardinality of the search space (for 7 and 10 variables, runs were parameterized with the same objective in mind). Again, we used tournaments of size 2 to avoid premature convergence. The same bitwise-neutrality encodings and genotypic mutation rates as for the other problems were used. For each clauseto-variable ratio and on each of the 100 problems with such a ratio, we did 10 independent runs of our mutation-based EA. Thus, in each condition, success rate figures represent the average over 1000 independent experiments.
A subset of the experimental results thus obtained is reported in Fig. 9 .
11 Reassuringly, results show that, in all conditions, the higher the clauses-to-variable ratio, the lower the success rate, thereby confirming the predictions based on the fdc. We also see that, within experimental errors, the Majority encoding is always the worst (or on par with the worst) of the three bitwise-neutrality encodings, again confirming the prediction of the fdc. In other words, fdc does a good job at broadly classifying the difficulty of our MAX-SAT problems.
There are situations, however, where the fdc was unable to predict relative performance accurately. For example, the fdc values for the Parity and Truth Table encodings in Fig. 8 are always the same. However, Fig. 9 shows that the Parity encoding was the best (or on par with the best) at finding solution for MAX-3-SAT problems in all cases. Also, while the fdc in the absence of neutrality was identical to the fdc for bitwise neutrality with Parity or Truth Table, as a matter of fact, the addition of neutrality almost always improves performance. Furthermore, performance improves with the number of genotypic bits per phenotypic bit used, while fdc remained either constant (Parity and Truth Table) or increased (for Majority). Finally, as for other problems, we see ample variations of performance associated with changes in genotypic mutation rates, which were not (and could not) be predicted by the fdc.
Most of these anomalies can only be explained by considering the effects of the encoding on the phenotypic mutation rates. Looking at the no-neutrality case, we see that performance increases with the mutation rate, suggesting that encodings which present a higher phenotypic mutation rate may provide even better performance. With the exception of the no-neutrality case, phenotypic mutation rates are the lowest for the Majority encoding, and this is likely to be the reason why such an encoding provides the lowest performance among the bitwise-neutrality representations. Also, the relatively high performance of the Parity encoding is likely to be associated with such an encoding presenting the highest phenotypic mutation rate. The Truth Table encoding positions itself half-way between the other two encodings. Since phenotypic mutation rates grow with the number of bits used, this produces the trends in the bitwise-neutrality plots in Fig. 9 .
C. Phenotypic Mutation on Rates and Problem Hardness Across Problems
In the previous subsections, we emphasized the importance of considering the phenotypic mutation rates to complement the information provided by the fdc. Fig. 10 illustrates how critical this information is.
In particular, Fig. 10 (a) and (b) plots the success probabilities for the OneMax, Trap and multimodal problems (reported in Tables VI, VII, and VIII) against the corresponding genotypic and phenotypic mutation rates, respectively. Distinctions between encodings are totally ignored. Fig. 10 (c) and (d) reports similar results but for MAX-3-SAT problems of different levels of difficulty. It is clear how the success rates for each of the problems studied strongly correlate with the phenotypic mutation rates. Instead, correlation with the genotypic mutation rates is much weaker.
We did not experiment with genotypic mutation rates higher than p m = 0.1. However, it is easy to predict what would happen. The Parity and Truth Table encodings would progressively move toward phenotypic mutation rates of 50%, making the search effectively random. We can easily compute the expected success rate of the EA in these conditions. In the OneMax, Trap and multimodal problems, in each EA run we do 8000 trials (80 individuals for 100 generations), which represent 48.82% of the search space size, 2 , since = 14. This is an upper limit for the success rate. Of course, because of re-sampling, we should only expect to find the optimum with a lower probability. The exact value is 38.3%, as one can compute using the theory for the coupon collector problem (see [61] ). So, 38.3% is the limit performance for high mutation rates for these problems. Note that this limit is problem independent as long as a problem has a single global optimum as in the case of the three problems mentioned above. Indeed, the three plots in Fig. 10(b) show a convergence toward this limit.
For MAX-3-SAT the situation is very similar, but there is not a unique limit to the success rate as the search becomes more and more random. This is because the limit success rate depends on the average number of global optima (assignments that satisfy a formula) in the search space and the higher the clause-to-variables ratio, the fewer the global optima. So, we find that the limit decreases as the ratio increases and vice versa. It is interesting to see in Fig. 10(d) that, in most cases, the limit is rapidly approached as the phenotypic mutation rate increases. The plots thus present a knee. Interestingly, this is not too far from 1/ ∼ = 0.0714, which, on average, corresponds to a single variable flip per mutation. At this mutation level, the EA's search strategy becomes quite similar to the one-flip strategy adopted by many modern local search heuristics for SAT.
VIII. Discussions
In this section, we discuss the results reported above from both the point of view of understanding neutrality and the practical consequences of the work in relation to the solution of real-world problems. In particular, we want to highlight what has and has not been achieved with this paper from these viewpoints.
To make the problem as simple as possible, we adopted the strategy of using one of the simplest possible EAs and extremely simple encodings to increase the neutrality of a search space. Nonetheless, both our theoretical derivations and our empirical results indicate that changing the problem or performing small changes in the details of the representation and search parameters used can turn a neutral encoding from being beneficial to being disadvantageous and vice versa. That the neutrality could not always be helpful is an obvious consequence of the no-free-lunch theory [62] , but that the performance of an EA in the presence of neutrality could be so sensitive to details was much less expected. This is probably the key source of the confusion and controversy reigning in the sizable literature on the use of neutrality in EAs.
Our results indicate that, in many conditions, fdc provides a rough indication of problem difficulty and of how problem difficulty is affected by neutrality. However, we have also found that, in order to obtain more accurate information, one also needs to consider how the chosen representation translates genotypic mutations into phenotypic ones.
For some representations, fdc and phenotypic mutation rates can be computed theoretically, while for others they need to be estimated via sampling. Theoretical formulations are particularly important because they reveal how specific details of the representation (including the value of the fitness of the neutral network in constant neutrality, the details of the encoding function used in bitwise neutrality and the number of genotypic bits used in the encoding) influence the features of the landscape and search operators. Another advantage of theoretical formulations is that their complexity is often scaleinvariant, unlike empirical evaluations where computational cost may prevent the analysis of large, realistic problems.
Both theoretical analyses and empirical estimations of fdc, however, are basically impossible for real-world problems where, typically, the position of the global optima is unknown. Other predictive performance measures exist which do not require knowledge of the optima (see [63] - [67] ), but, to the best of our knowledge, they have not been used to study the effects of neutrality so far. Also, fitness landscapes can be studied via the analysis of their Walsh coefficients. For some problems, for example SAT [68] , this can be done efficiently for large scale instances, although we are not aware of any Walsh analysis relating to neutrality. These are certainly areas that future research on neutrality could beneficially target to gather insights on its benefits and drawbacks in relation to real-world problems.
While fdc cannot really be applied to real-world problems, the notion of phenotypic mutation rate can, at least in the case of bitwise neutrality. This is because, in this form of neutrality, phenotypic mutation rates are only a function of the representation adopted, not the fitness function (while in constant neutrality there is a partial dependency on fitness). So, our calculations in Section VI-B are applicable to problems of any size and in any application relying on a binary encoding.
For a mutation-based EA, trivial neutrality (see Section II) is ineffective at changing the difficulty of a problem, provided one ensures the phenotypic mutation rate used with neutrality matches the mutation rate with the original representation. If this is not the case, then behavior and performance can change very significantly.
Non-trivial neutrality (e.g., Majority) is neither a priori beneficial nor disadvantageous. It can be beneficial in problems where the original landscape is misleading/deceptive, but only if it is set up in such a way to ensure that a large enough proportion of the population spends long enough exploring neutral networks. In a mutation-only EA, the exploration of neutral networks is essentially a random-walk type of search. While normally this form of search is inefficient, in the presence of a misleading fitness function, it is the only hope for a population to eventually locate superior areas in the search space (e.g., the global optimum). However, having neutral networks in the search space does not mean that the population will stay on them. This will not happen, for example, if neutral networks have a particularly low fitness. In such cases, it is unlikely that neutrality will benefit a deceptive problem.
In easy problems, where the fitness function provides reliable guidance toward good areas of the search space, it is unlikely that non-trivial neutrality will provide any benefits irrespective of whether neutral networks have high fitness or not. This is for the following reasons. Random search is inefficient for problems where the fitness function provides good guidance. In such problems, if neutral networks have high fitness, a part of the population will randomly drift on them, thus reducing the overall efficiency of the search. If, instead, neutral networks are unfit, selection will avoid giving individuals on them a chance to mutate. Such individuals are, therefore, wasted samples, which reduce the efficiency of the search.
While we have introduced and used the notion of phenotypic mutation rate as an atomic quantity, in fact, the phenotypic mutation rates we computed are averages across all possible strings. This, however, does not mean that all strings have the same probability of being mutated into a string that represents a different phenotype. For example, in Fig. 11 we show the distribution of phenotypic mutation rates with 7-bit bitwise neutrality for different encodings and genotypic mutation rates. From this figure it is immediate to see that, except for the Parity encoding, some strings may be exceedingly robust to genotypic mutations (in the sense that they are more likely to represent the same phenotype after mutation) while others are extremely fragile. For example, under the Majority encoding the string 00000 can have any bit flipped and still remain in the same majority class while three out of five times flipping one bit in the string 00011 will change its phenotypic class.
To some extent, we would expect evolution to exploit these differences. For example, it could protect certain particular genes or highly epistatic groups of genes by using a very robust genotypic representation for them, while keeping the phenotypic mutation rate high for suboptimal phenotypic bits by using fragile encodings. However, at this stage, we do not know how important this effect is in a mutation-based EA. Also, while it is likely that the addition of recombination Fig. 11 . Distribution of phenotypic mutation rates with 7-bit bitwise neutrality for different encodings and genotypic mutation rates.
will further emphasize the importance of representational inhomogeneities, we have not turned this particular stone.
This leads to another unturned stone in our work. Following from our earlier work, recently [69] have highlighted the possibility and benefits of using different numbers of bits for different parts of a representation with bitwise neutrality. 12 It would be interesting to see what effects this has on the fdc of a problem. Also, while [69] considered the adoption of different numbers of bits as roughly equivalent to providing different parts of the representation with different mutation rates, as shown in Fig. 11 , the equivalence is only correct an average. It would be interesting to see if the results of [69] could be extended to consider phenotypic mutation rate distributions.
In some sense all this is related to the point of view developed in [17] who suggests that the core aspect of neutrality is that different genomes in a neutral set provide a variety of different mutation distributions from which evolution may choose in a self-adaptive way. In the future, it would be interesting to reinterpret our results by looking at neutrality as adaptation of the representation.
IX. Conclusion
Does neutrality help or hinder the search of an EA? This question has been debated at considerable length in the literature without really reaching any form of consensus on its answer.
As we discussed in Sections I and II, the reasons for this situation include the lack of a single definition of neutrality, the multiple ways in which one can add neutrality to a representation, the focus on pure performance when evaluating the effects of neutrality without attention to the changes in the behavior of the search operators and in the features of the fitness landscape, and, finally, the variability in the choice of problems, algorithms and representations for benchmarking purposes. Also, very often studies consider problems and representations that are quite complex and results represent the composition of multiple effects.
In this paper, we have attempted to address these problems and to shed some light on neutrality. Our strategy has been as follows. First, we have used one of the simplest evolutionary algorithms-a mutation-only binary EA. Second, we have considered only extremely simple representations that can be used to artificially increase the neutrality in a system: constant neutrality, where neutrality is plugged into the original encoding by adding an extra bit to the representation, and bitwise neutrality, where each phenotypic bit is obtained by transforming a group of genotypic bits via an encoding function. Third, we have studied neutrality both theoretically-via fitness-distance correlations and phenotypic mutation ratesand empirically (using both standard benchmarks for binary EAs and the class of MAX-SAT problems, which is more interesting for practitioners), and made an effort to integrate the results of the two viewpoints.
The key lessons we have learnt during our explorations are the following. First, we have found that fdc is often able to predict the relative difficulty of problems correctly with and without the addition of neutrality. For example, in the case of MAX-SAT instances, it correctly ranked them by difficulty in total agreement with the well-known clause-tovariables ratio criterion. Second, we found that fdc was not able to predict the fine details of the behavior of our mutationbased EA, unavoidably neglecting the influence that mutation rates have on performance. Third, we understood that by complementing the fdc analysis with an analysis of the changes in phenotypic mutation rates associated with representation changes provides a much clearer picture of the effects of the two forms of neutrality we studied. Fourth, we have found that the performance of an EA in the presence of neutrality is extremely sensitive to details such as the problem being solved, the type of encoding adopted and the rate of application of operators. Therefore, the question of whether neutrality helps or hinders the search in EAs is ill-posed and cannot be answered in general: one can only answer this question within the context of a specific class of problems, (neutral) representation and set of operators.
While we feel that these lessons are quite useful and general, many avenues have been left unexplored by this paper. The effects of recombination, for example, have not been analyzed. Also, the effects of the distribution of phenotypic mutation rates have not been considered in detail. We have made an effort to include in the analysis also a real-world application domain (MAX-SAT), but the size of the instances we considered had to be very small to make the fdc analysis viable. Furthermore, we have only studied two forms of neutrality, while many other interesting forms exist, including, for example, the encoding of search parameters (such as mutation rates) in the chromosomes which was studied in [17] . Finally, we have not looked at the effects of neutrality in noisy or dynamic fitness functions. All of these areas would be worthy of future research.
