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Abstract
In the `-Component Order Connectivity problem (` ∈ N), we are given a graph G on
n vertices, m edges and a non-negative integer k and asks whether there exists a set of vertices
S ⊆ V (G) such that |S| ≤ k and the size of the largest connected component in G−S is at most
`. In this paper, we give a kernel for `-Component Order Connectivity with at most 2`k
vertices that takes nO(`) time for every constant `. On the way to obtaining our kernel, we prove
a generalization of the q-Expansion Lemma to weighted graphs. This generalization may be of
independent interest.
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1 Introduction
In the classic Vertex Cover problem, the input is a graph G and integer k, and the task
is to determine whether there exists a vertex set S of size at most k such that every edge
in G has at least one endpoint in S. Such a set is called a vertex cover of the input graph
G. An equivalent definition of a vertex cover is that every connected component of G− S
has at most 1 vertex. This view of the Vertex Cover problem gives rise to a natural
generalization: can we delete at most k vertices from G such that every connected component
in the resulting graph has at most ` vertices? Here we study this generalization. Formally,
for every integer ` ≥ 1, we consider the following problem, called `-Component Order
Connectivity (`-COC).
`-Component Order Connectivity (`-COC)
Input: A graph G on n vertices and m edges, and a positive integer k.
Task: determine whether there exists a set S ⊆ V (G) such that |S| ≤ k and the maximum
size of a component in G− S is at most `.
The set S is called an `-COC solution. For ` = 1, `-COC is just the Vertex Cover
problem. Aside from being a natural generalization of Vertex Cover, the family {`-COC
: ` ≥ 1} of problems can be thought of as a vulnerability measure of the graph G - how many
vertices of G have to fail for the graph to break into small connected components? For a
study of `-COC from this perspective see the survey of Gross et al. [12].
From the work of Lewis and Yannakakis [16] it immediately follows that `-COC is NP-
complete for every ` ≥ 1. This motivates the study of `-COC within paradigms for coping with
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NP-hardness, such as approximation algorithms [22], exact exponential time algorithms [11],
parameterized algorithms [5, 7] and kernelization [14, 17]. The `-COC problems have (for
some values of `) been studied within all four paradigms, see the related work section.
In this work we focus on `-COC from the perspective of parameterized complexity and
kernelization. Our main result is an algorithm that given an instance (G, k) of `-COC,
runs in polynomial time, and outputs an equivalent instance (G′, k′) such that k′ ≤ k and
|V (G′)| ≤ 2`k. This is called a kernel for `-COC with 2`k vertices. Our kernel significantly
improves over the previously best known kernel with O(`k(k + `)) vertices by Drange et
al. [8]. Indeed, for ` = 1 our kernel matches the size of the smallest known kernel for Vertex
Cover [3] that is based on the classic theorem of Nemhauser and Trotter [18].
Related Work. 1-COC, better known as Vertex Cover, is extremely well studied from
the perspective of approximation algorithms [22, 6], exact exponential time algorithms [10,
19, 24], parameterized algorithms [5, 4] and kernelization [3, 18]. The kernel with 2k
vertices for Vertex Cover is considered one of the fundamental results in the field of
kernelization. The 2-COC problem is also well studied, and has been considered under several
different names. The problem, or rather the dual problem of finding a largest possible
set S that induces a subgraph in which every connected component has order at most
2, was first defined by Yannakakis [25] under the name Dissociation Set. The problem
has attracted attention in exact exponential time algorithms [13, 23], the fastest currently
known algorithm [23] has running time O(1.3659n). 2-COC has also been studied from the
perspective of parameterized algorithms [2, 20] (under the name Vertex Cover P3) as well
as approximation algorithms [21]. The fastest known parameterized algorithm, due to Chang
et al. [2] has running time 1.7485knO(1), while the best approximation algorithm, due to Tu
and Zhou [21] has factor 2.
For the general case of `-COC, ` ≥ 1, Drange et al. [8] gave a simple parameterized
algorithm with running time (` + 1)knO(1), and a kernel with O(k`(` + k)) vertices. The
parameterized algorithm of Drange et al. [8] can be improved to (` + 0.0755)knO(1) by
reducing to the (`+ 1)-Hitting Set problem, and applying the iterative compression based
algorithm for (`+ 1)-Hitting Set due to Fomin et al. [9]. The reduction to (`+ 1)-Hitting
Set, coupled with the simple factor (`+ 1)-approximation algorithm for (`+ 1)-Hitting
Set [22] immediately also yields an (`+ 1)-approximation algorithm for `-COC. There has
also been some work on `-COC when the input graph is restricted to belong to a graph class,
for a discussion of this work see [8].
Comparing the existing results with our work, we see that our kernel improves over the
kernel of Drange et al. [8] from at most O(k`(`+ k)) vertices to at most 2k` vertices. Our
kernel is also the first kernel with a linear number of vertices for every fixed ` ≥ 2.
Our Methods. Our kernel for `-COC hinges on the concept of a reducible pair of vertex
sets. Essentially (this is not the formal definition used in the paper!), a reducible pair is a
pair (X,Y ) of disjoint subsets of V (G) such that N(Y ) ⊆ X, every connected component of
G[Y ] has size at most `, and every solution S to G has to contain at least |X| vertices from
G[X ∪ Y ]. If a reducible pair is identified, it is easy to see that one might just as well pick
all of X into the solution S, since any solution has to pay |X| inside G[X ∪ Y ], and after X
is deleted, Y breaks down into components of size at most ` and is completely eliminated
from the graph.
At this point there are several questions. (a) How does one argue that a reducible pair is
in fact reducible? That is, how can we prove that any solution has to contain at least |X|
vertices from X ∪ Y ? (b) How big does G have to be compared to k before we can assert the
existence of a reducible pair? Finally, (c) even if we can assert that G contains a reducible
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pair, how can we find one in polynomial time?
To answer (a) we restrict ourselves to reducible pairs with the additional property that
each connected component C of G[Y ] can be assigned to a vertex x ∈ N(C), such that for
every x ∈ X the total size of the components assigned to x is at least `. Then x together
with the components assigned to it form a set of size at least `+ 1 and have to contain a
vertex from the solution. Since we obtain such a connected set for each x ∈ X, the solution
has to contain at least |X| vertices from X ∪ Y . Again we remark that this definition of a
reducible pair is local to this section, and not the one we actually end up using.
To answer (b) we first try to use the q-Expansion Lemma (see [5]), a tool that has found
many uses in kernelization. Roughly speaking the Expansion Lemma says the following:
if q ≥ 1 is an integer and H is a bipartite graph with bipartition (A,B) and B is at least
q times larger than A, then one can find a subset X of A and a subset Y of B such that
N(Y ) ⊆ X, and an assignment of each vertex y ∈ Y to a neighbor x of y, such that every
vertex x in X has at least q vertices in Y assigned to it.
Suppose now that the graph does have an `-COC solution S of size at most k, and that
V (G) \ S is sufficiently large compared to S. The idea is to apply the Expansion Lemma
to the bipartite graph H, where the A side of the bipartition is S and the B side has one
vertex for each connected component of G− S. We put an edge in H between a vertex v in
S and a vertex corresponding to a component C of G− S if there is an edge between v and
C in G. If G− S has at least |S| · ` connected components, we can apply the `-Expansion
Lemma on H, and obtain a set X ⊆ S, and a collection Y of connected components of
G−X satisfying the following properties. Every component C ∈ Y satisfies N(C) ⊆ X and
|C| ≤ `. Furthermore, there exists an assignment of each connected component C to a vertex
x ∈ N(C), such that every x ∈ X has at least ` components assigned to it. Since x has at
least ` components assigned to it, the total size of the components assigned to x is at least
`. But then, X and Y =
⋃
C∈Y C form a reducible pair, giving an answer to question (b).
Indeed, this argument can be applied whenever the number of components of G− S is at
least ` · |S|. Since each component of G−S has size at most `, this means that the argument
can be applied whenever |V (G) \ S| ≥ `2 · |S| ≥ `2k.
Clearly this argument fails to yield a kernel of size 2`k, because it is only applicable
when |V (G)| = Ω(`2k). At this point we note that the argument above is extremely wasteful
in one particular spot: we used the number of components assigned to x to lower bound
the total size of the components assigned to x. To avoid being wasteful, we prove a new
variant of the Expansion Lemma, where the vertices on the B side of the bipartite graph
H have non-negative integer weights. This new Weighted Expansion lemma states that if
q,W ≥ 1 are integers, H is a bipartite graph with bipartition (A,B), every vertex in B has
a non-negative integer weight which is at most W , and the total weight of B is at least
(q+W −1) · |A|, then one can find a subset X of A and a subset Y of B such that N(Y ) ⊆ X,
and an assignment of each vertex y ∈ Y to a neighbor x of y, such that for every vertex in
X, the total weight of the vertices assigned to it is at least q. The proof of the Weighted
Expansion Lemma is based on a combination of the usual, unweighted Expansion Lemma
with a variant of an argument by Bezáková and Dani [1] to round the linear program for
Max-min Allocation of goods to customers.
Having the Weighted Expansion Lemma at hand we can now repeat the argument
above for proving the existence of a reducible pair, but this time, when we build H, we
can give the vertex corresponding to a component C of G − S weight |C|, and apply the
Weighted Expansion Lemma with q = ` and W = `. Going through the argument again,
it is easy to verify that this time the existence of a reducible pair is guaranteed whenever
CVIT 2016
23:4 A 2`k Kernel for `-Component Order Connectivity
|V (G) \ S| ≤ (2`− 1)k, that is when |V (G)| ≥ 2`k.
We are now left with question (c) - the issue of how to find a reducible pair in polynomial
time. Indeed, the proof of existence crucially relies on the knowledge of an (optimal) solution
S. To find a reducible pair we use the linear programming relaxation of the `-COC problem.
We prove that an optimal solution to the LP-relaxation has to highlight every reducible
pair (X,Y ), essentially by always setting all the variables corresponding to X to 1 and the
variables corresponding to Y to 0. For Vertex Cover (i.e 1-COC), the classic Nemhauser
Trotter Theorem [18] implies that we may simply include all the vertices whose LP variable is
set to 1 into the solution S. For `-COC with ` ≥ 2 we are unable to prove the corresponding
statement. We are however, able to prove that if a reducible pair (X,Y ) exists, then X
(essentially) has to be assigned 1 and Y (essentially) has to be assigned 0. We then give
a polynomial time algorithm that extracts X and Y from the vertices assigned 1 and 0
respectively by the optimal linear programming solution. Together, the arguments (b) and
(c) yield the kernel with 2`k vertices. We remark that to the best of our knowledge, after the
kernel for Vertex Cover [3] our kernel is the first example of a kernelization algorithm based
on linear programming relaxations.
Overview of the paper. In Section 2 we recall basic definitions and set up notations.
The kernel for `-COC is proved in Sections 3, 4 and 5. In Section 3 we prove the necessary
adjustment of the results on Max-Min allocation of Bezáková and Dani [1] that is suitable to
our needs. In Section 4 we state and prove our new Weighted Expansion Lemma, and in
Section 5 we combine all our results to obtain the kernel.
2 Preliminaries
Let N denote the set of positive integers {0, 1, 2, . . . }. For any non-zero t ∈ N, [t] :=
{1, 2, . . . , t}. We denote a constant function f : X → N such that for all x ∈ X, f(x) = c,
by f = c. For any function f : X → N and a constant c ∈ N, we define the function
f + c : X → N such that for all x ∈ X, (f + c)(x) = f(x) + c. We use the same symbol f to
denote the restriction of f over a subset of it’s domain, X. For a set {v} containing a single
element, we simply write v. A vertex u ∈ V (G) is said to be incident on an edge e ∈ E(G) if
u is one of the endpoints of e. A pair of edges e, e′ ∈ E(G) are said to be adjacent if there is
a vertex u ∈ V (G) such that u is incident on both e and e′. For any vertex u ∈ V (G), by
N(u) we denote the set of neighbors of u i.e. N(u) := {v ∈ V (G) | uv ∈ E(G)}. For any
subgraph X ⊆ G, by N(X) we denote the set of neighbors of vertices in X outside X, i.e.
N(X) := (
⋃
u∈X N(u)) \X. A pair of vertices u, v ∈ V (G) are called twins if N(u) = N(v).
An induced subgraph on X ⊆ V (G) is denoted by G[X].
A path P is a graph, denoted by a sequence of vertices v1v2 . . . vt such that for any
i, j ∈ [t], vivj ∈ E(P ) if and only if |i − j| = 1. A cycle C is a graph, denoted either by a
sequence of vertices v1v2 . . . vt or by a sequence of edges e1e2 . . . et, such that for any i, j ∈ [t]
uiuj ∈ E(C) if and only if |i − j| = 1 mod t or in terms of edges, for any i, j ∈ [t], ei is
adjacent to ej if and only if |i− j| = 1 mod t. The length of a path(cycle) is the number
of edges in the path(cycle). A triangle is a cycle of length 3. In G, for any pair of vertices
u, v ∈ V (G) dist(u, v) represents the length of a shortest path between u and v. A tree is a
connected graph that does not contain any cycle. A rooted tree T is a tree with a special
vertex r called the root of T . With respect to r, for any edge uv ∈ E(T ) we say that v is
a child of u (equivalently u is parent of v) if dist(u, r) <dist(v, r). A forest is a collection
of trees. A rooted forest is a collection of rooted trees. A clique is a graph that contains
an edge between every pair of vertices. A vertex cover of a graph is a set of vertices whose
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removal makes the graph edgeless.
Fixed Parameter Tractability. A parameterized problem Π is a subset of Σ∗ × N. A
parameterized problem Π is said to be fixed parameter tractable(FPT) if there exists an
algorithm that takes as input an instance (I, k) and decides whether (I, k) ∈ Π in time
f(k) · nc, where n is the length of the string I, f(k) is a computable function depending only
on k and c is a constant independent of n and k.
A kernel for a parameterized problem Π is an algorithm that given an instance (T, k)
runs in time polynomial in |T |, and outputs an instance (T ′, k′) such that |T ′|, k′ ≤ g(k) for
a computable function g and (T, k) ∈ Π if and only if (T ′, k′) ∈ Π. For a comprehensive
introduction to FPT algorithms and kernels, we refer to the book by Cygan et al. [5].
A data reduction rule, or simply, reduction rule, for a parameterized problem Q is a
function φ : Σ∗ × N→ Σ∗ × N that maps an instance (I, k) of Q to an equivalent instance
(I ′, k′) of Q such that φ is computable in time polynomial in |I| and k. We say that two
instances of Q are equivalent if (I, k) ∈ Q if and only if (I ′, k′) ∈ Q; this property of the
reduction rule φ, that it translates an instance to an equivalent one, is referred as the safeness
of the reduction rule.
3 Max-min Allocation
We will now view a bipartite graph G := ((A,B), E) as a relationship between “customers”
represented by the vertices in A and “items” represented by the vertices in B. If the graph
is supplied with two functions wa : A → N and wb : B → N, we treat these functions as a
“demand function” and a “capacity” function, respectively. That is, we consider each item
v ∈ B to have value wb(v), and every customer u ∈ A wants to be assigned items worth at
least wa(u). An edge between u ∈ A and v ∈ B means that the item v can be given to u.
A weight function f : E(G)→ N describes an assignment of items to customers, provided
that the items can be “divided” into pieces and the pieces can be distributed to different
customers. However this “division” should not create more value than the original value of
the items. Formally we say that the weight function satisfies the capacity constraint wb(v)
of v ∈ B if ∑uv∈E(G) f(uv) ≤ wb(v). The weight function satisfies the capacity constraints
if it satisfies the capacity constraints of all items v ∈ B.
For each item u ∈ A, we say that f allocates ∑uv∈E(G) f(uv) value to u. The weight
function f satisfies the demand wa(u) of u ∈ A if it allocates at least wa(u) value to u, and
f satisfies the demand constraints if it does so for all u ∈ A. In other words, the weight
function satisfies the demands if every customer gets items worth at least her demand. The
weight function f over-satisfies a demand constraint wa(u) of u if it allocates strictly more
than wa(u) to u.
We will also be concerned with the case where items are indivisible. In particular we
say that a weight function f : E(G)→ N is unsplitting if for every v ∈ B there is at most
one edge uv ∈ E(G) such that f(uv) > 0. The essence of the next few lemmas is that if
we have a (splitting) weight function f of items whose value is at most W , and f satisfies
the capacity and demand constraints, then we can obtain in polynomial-time an unsplitting
weight function f ′ that satisfies the capacity constraints and violates the demand constraints
by at most (W − 1). In other words we can make a splitting distribution of items unsplitting
at the cost of making each customer lose approximately the value of the most expensive item.
Allocating items to customers in such a way as to maximize satisfaction is well studied
in the literature. The lemmata 1 and 2 are very similar, both in statement and proof, to
the work of Bezáková and Dani [1][Theorem 3.2], who themselves are inspired by Lenstra et
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al. [15]. However we do not see a way to directly use the results of Bezáková and Dani [1],
because we need a slight strengthening of (a special case of) their statement.
I Lemma 1. There exists a polynomial-time algorithm that given a bipartite graph G, a
capacity function wb : B → N, a demand function wa : A → N and a weight function
f : E(G) → N that satisfies the capacity and demand constraints, outputs a function
f ′ : E(G) → N such that f ′ satisfies the capacity and demand constraints and the graph
Gf ′ = (V (G), {uv ∈ E(G) | f ′(uv) > 0}) induced on the non-zero weight edges of G is a
forest.
Proof. We start with f and in polynomially many steps, change f into the required function
f ′. If Gf = (V (G), {uv ∈ E(G) | f(uv) > 0}) is a forest, then we return f ′ = f . Otherwise,
suppose that Gf contains a cycle C := e1e2e3 . . . e2s. Proceed as follows. Without loss of
generality, suppose c = f(e1) = min{f(e) | e ∈ C}, and note that c > 0. Compute the edge
weight function f? : E → R defined as follows. For ei ∈ C, we define f?(ei) = f(e)− c if i is
odd, and define f?(ei) = f(e) + c if i is even. For e /∈ C we define f?(ei) = f(e).
Every vertex of G is incident to either 0 or exactly 2 edges of C. If the vertex v is incident
to two edges of C then one of these edges, say e2i, has even index in C, and the other, e2i+1
has odd. For the edge e2i we have f?(e2i) = f(e2i) + c and for e2i+1 we have f?(e2i+1) =
f(e2i+1) − c. Thus we conclude that for all v ∈ V (G),
∑
u∈N(v) f
?(uv) =
∑
u∈N(v) f(uv),
and that therefore f? satisfies the capacity and demand constraints. Furthermore at least
one edge that is assigned non-zero weight by f is assigned 0 by f? and Gf? = (V (G), {uv ∈
E(G) | f?(uv) > 0}) has one less cycle than Gf . For a polynomial-time algorithm, repeatedly
apply the process described above to reduce the number of edges with non-zero weight, as
long as Gf? contains a cycle. J
I Lemma 2. There exists a polynomial-time algorithm with the following specifications. It
takes as input a bipartite graph G := ((A,B), E), a demand function wa : A→ N, a capacity
function wb : B → N, an edge weight function f : E(G)→ N that satisfies both the capacity
and demand constraints, and a vertex r ∈ A. The algorithm outputs an unsplitting edge
weight function h : E(G)→ N that satisfies the capacity constraints, satisfies the demands
w′a = wa − (W − 1) where W = maxv∈B wb(v), and additionally satisfies the demand wa(r)
of r.
Proof. Without loss of generality the graph Gf := (V (G), {uv ∈ E(G) | f(uv) > 0}) is a
forest. If it is not, we may apply Lemma 1 to f , and obtain a function f ′ that satisfies the
capacity and demand constraints, and such that Gf ′ = (V (G), {uv ∈ E(G) | f ′(uv) > 0}) is
a forest. We then rename f ′ to f . By picking a root in each connected component of Gf we
may consider Gf as a rooted forest. We pick the roots as follows, if the component contains
the special vertex r, we pick r as root. If the component does not contain r, but contains at
least one vertex u ∈ A, we pick that vertex as the root. If the component does not contain
any vertices of A then it does not contain any edges and is therefore a single vertex in B, we
pick that vertex as root. Thus, every item v ∈ B that is incident to at least one edge in Gf
has a unique parent u ∈ A in the forest Gf . We define the new weight function h. For every
edge uv ∈ E(G) with u ∈ A and v ∈ B we define h(uv) as follows. h(uv) = wb(v) if u is the
parent of v in Gf , and h(uv) = 0 otherwise.
Clearly h is unsplitting and satisfies the capacity constraints. We now prove that h also
satisfies the demand constraints w′a and satisfies the demand constraint wa(r) of r. Consider
the demand constraint w′a(u) for an arbitrary customer u ∈ A. There are two cases, either u
is the root of the component of Gf or it is not. If u is the root, then for every edge uv ∈ E(G)
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u
≥ wa(u)
≤ wb(v)
· · ·
f(e1)− c = 0
f(e2s) + c
f(e2) + c
f(e3)− c
f(e4) + c
B
A
v
u
≥ wa(u)−W + 1
wb(v)
v0
u
v2v1 v3
wb(v3)wb(v1)
wb(v2)
0
0
wb(v0)
≥ wa(u)−W + 1
Figure 1 Proof of Lemma 1 and 2. Cyclically shift smallest weight in a non-zero weight cycle to
obtain a forest. Root each tree in the forest at a vertex in A such that each vertex in B has a parent
in A. Assign the value of v ∈ B to its parent u ∈ A. In this new assignment, a non-root vertex
u ∈ A loses its parent v0 ∈ B and f(v0u) ≤ W − 1 which explains the cost of making a splitting
assignment into an unsplitting assignment.
such that f(uv) > 0 we have that uv ∈ E(Gf ) and consequently that u is the parent of
v. Hence h(uv) = wb(v) ≥ f(uv), and therefore h satisfies the demand wa(u) of u. Since
wa(u) ≥ w′a(u), we have that h satisfies the demand w′a(u). Furthermore, since r is the root
of its component this also proves that h satisfies the demand wa(r).
Consider now the case that u is not the root of its component in Gf . Then u has a unique
parent in Gf , call this vertex v? ∈ B. We first prove that f(uv?) ≤ wb(v?) − 1. Indeed,
since v? is incident to the edge uv? we have that v? has a parent u? in Gf , and that u? 6= u
because v? is the parent of u. We have that f(u?v?)+f(uv?) ≤ wb(v?) and that f(u?v?) ≥ 1,
because u?v? is an edge in Gf . It follows that f(uv?) ≤ wb(v?) − 1. We now proceed to
proving that h satisfies the demand w′a(u).
For every edge uv ∈ E(G) \ {uv?} such that uv ∈ E(G) such that f(uv) > 0 we
have that uv ∈ E(Gf ) and consequently that u is the parent of v. Hence we have that
h(uv) = wb(v) ≥ f(uv). Furthermore h(uv?) = 0 while f(uv?) ≤ wb(v?) − 1 ≤ W − 1.
Therefore h satisfies the demand w′a(u). J
4 The Weighted Expansion Lemma
Our kernelization algorithm will use “q-expansions” in bipartite graphs, a well known tool in
kernelization [5]. We begin by stating the definition of a q-expansion and review the facts
about them that we will use.
I Definition 3 (q-expansion). Let G := ((A,B), E) be a bipartite graph. We say that A
has q-expansion into B if there is a family of sets {Va | Va ⊆ N(a), |Va| ≥ q, a ∈ A} such that
for any pair of vertices ai, aj ∈ A,i 6= j, Vai ∩ Vaj = ∅.
I Definition 4 (Twin graph). For a bipartite graph G := ((A,B), E) with a weight function
wb : B → N, the twin graph TAB := (A,B′) of G is obtained as follows: B′ contains |wb(v)|
twins of every vertex v ∈ B i.e. B′ := {v1, v2, . . . vwb(v) | v ∈ B} and edges in TAB such that
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for all v ∈ B and i ∈ [wb(v)], N(vi) = N(v) i.e. E(TAB) := {avi|a ∈ A, vi ∈ B′, v ∈ B, av ∈
E(G)}.
I Lemma 5. [5] Let G be a bipartite graph with bipartition (A,B). Then there is a q-
expansion from A into B if and only if |N(X)| ≥ q|X| for every X ⊆ A. Furthermore, if
there is no q-expansion from A into B, then a set X ⊆ A with |N(X)| < q|X| can be found
in polynomial-time.
I Lemma 6 (Expansion Lemma [5]). Let q ≥ 1 be a positive integer and G be a bipartite graph
with vertex bipartition (A,B) such that |B| ≥ q|A|, and there are no isolated vertices in B.
Then there exist nonempty vertex sets X ⊆ A and Y ⊆ B such that there is a q-expansion of
X into Y , and no vertex in Y has a neighbor outside X, i.e. N(Y ) ⊆ X. Furthermore, the
sets X and Y can be found in time polynomial in the size of G.
I Lemma 7 (folklore). There exists a polynomial-time algorithm that given a bipartite graph
G := ((A,B), E) and an integer q decides (and outputs in case yes) if there exist sets
X ⊆ A, Y ⊆ B such that there is a q-expansion of X into Y .
Proof. We describe a recursive algorithm. If A = ∅ or B = ∅, then output no and terminate.
Otherwise, construct the twin graph TBA with weight function w : A → N where for
all u ∈ A,w(u) = q and let M be a maximum matching in TBA. Consider the graph
G′ := (A,B) with edge set E(G′) := {uv, u ∈ A, v ∈ B | uiv ∈M}. Let A′ ⊆ A such that for
all u ∈ A′, dG′(u) ≥ q and let B′ ⊆ B such that B′ :=
⋃
u∈A′ NG′(u). If N(B′) ⊆ A′, then
return (A′, B′) and terminate. Otherwise, recurse on G[A′ ∪ (B \NG(A \A′))].
If there are no sets X,Y such that there is a q-expansion of X into Y , then for any pair
of sets A′ ⊆ A,B′ ⊆ B either N(B′) \ A′ 6= ∅ or |B′| < q|A′|. Since at each recursive step,
the size of the graph with which the algorithm calls itself decreases, eventually either A′
becomes empty or B \NG(A \A′) becomes empty. Hence, the algorithm outputs no. Now
we need to show that if there exist sets (A∗, B∗) such that there is a q-expansion of A∗
into B∗, then at each recursive call, we have that A∗ ⊆ A and B∗ ⊆ B. At the start of
the algorithm, A∗ ⊆ A and B∗ ⊆ B. Since N(B∗) ⊆ A∗ and for all u ∈ A∗ dG(u) ≥ q, we
have that A∗ ∪ B∗ ⊆ V (G′). If N(B′) ⊆ A′, then the algorithm of Lemma 6 when run on
G′, q will output (A∗, B∗). Note that B∗ ⊆ B′. At the recursive step, A∗ ⊆ A′ and since
B∗ ∩NG(A \A′) = ∅, we have that B∗ ⊆ B′ \NG(A \A′). Hence, G[A∗ ∪B∗] is a subgraph
of G[A′ ∪ (B \NG(A \A′))] which concludes the correctness of the algorithm. Since at each
recursive call the size of the graph decreases by at least 1, the total time taken by the above
algorithm is polynomial in n. J
One may think of a q-expansion in a bipartite graph with bipartition (A,B) as an
allocation of the items in B to each customer in A such that every customer gets at least q
items. For our kernel we will need a generalization of q-expansions to the setting where the
items in B have different values, and every customer gets items of total value at least q.
I Definition 8 (Weighted q-expansion). Let G := ((A,B), E) be a bipartite graph with
capacity function wb : B → N. Then, a weighted q-expansion in G is an edge weight function
f : E(G) → N that satisfies the capacity constraints wb and also satisfies the demand
constraints wa = q. For an integer W ∈ N, the q-expansion f is called a W -strict q-expansion
if f allocates at least q +W − 1 value to at least one vertex r in A, and in this case we say
that f is W -strict at r. Further, a q-expansion f is strict (at r) if it is 1-strict (at r). If f is
unsplitting we call f an unsplitting q-expansion.
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I Lemma 9. There exists a polynomial-time algorithm that given a bipartite graph G :=
((A,B), E), an integer q and a capacity function wb : B → N outputs (if it exist) two sets
X ⊆ A and Y ⊆ B along with a weighted q-expansion in G[X ∪ Y ] such that N(Y ) ⊆ X.
Proof. Construct the twin graph TAB := (A,B′) of G. Run the algorithm of Lemma 7 with
input TAB , q that outputs sets X ⊆ A and Y ′ ⊆ B′ such that X has q-expansion into Y ′
and N(Y ′) ⊆ X. Consider the set Y := {v ∈ B | vi ∈ Y ′}. Define a weight function f :
E(G[X ∪Y ])→ N as follows: for all uv ∈ E(G[X ∪Y ]) f(uv) = |{vi ∈ Y ′|vi matched to u}|.
Clearly, N(Y ) ⊆ X. Now we claim that f is a weighted q-expansion in G[X ∪ Y ] with
capacity function wb and demand function wa = q. For any vertex u ∈ A, there are at least q
vertices in Y ′ are matched to u. Hence for all u ∈ A, we have that ∑v∈N(u) f(uv) ≥ q = wa.
At the same time, for any vertex v ∈ B, there are at most wb(v) copies of v in Y ′. Therefore,
for all v ∈ Y we have ∑u∈N(v) f(uv) ≤ wb(v). J
I Lemma 10. There exists a polynomial-time algorithm that given a weighted q-expansion
f : E(G)→ N in G := ((A,B), E), a capacity function wb : B → N and an integer W such
that W = maxe∈E(G) f(e) outputs an unsplitting W -strict weighted (q−W + 1)-expansion in
G.
Proof. Run the algorithm of Lemma 2 with inputs G, f,wa = q, wb,W and a vertex u ∈ A.
In case f is strict, u is the vertex r that makes f strict. Let the function h : E(G) → N
be the output of Lemma 2. Now h is an unsplitting edge weight function that satisfies the
capacity constraints, satisfies the demands q−W + 1, and additionally satisfies the demand q
of u. Hence, h is the required unsplitting weighted W -strict (q−W + 1)-expansion in G. J
I Lemma 11 (Weighted Expansion Lemma). Let q,W ≥ 1 be positive integers and G be a
bipartite graph with vertex bipartition (A,B) and wb : B → {1, . . . ,W} be a capacity function
such that
∑
v∈B wb(v) ≥ (q + W − 1) · |A|, and there are no isolated vertices in B. Then
there exist nonempty vertex sets X ⊆ A and Y ⊆ B such that N(Y ) ⊆ X and there is an
unsplitting weighted W -strict q-expansion of X into Y . Furthermore, the sets X and Y can
be found in time polynomial in the size of G.
Proof. Construct the twin graph TAB from G and wb, the bipartition of TAB is (A,B′).
Now, obtain using the Expansion Lemma 6 with q′ = q +W − 1 on TAB sets X ⊆ A and
Y ′ ⊆ B′, such that N(Y ′) ⊆ X and there is a (q +W − 1)-expansion from X to Y ′ in TAB .
Let Y := {v ∈ B | vi ∈ Y ′} (here the vi ∈ Y ′ are as in Definition 4). Then N(Y ) ⊆ X and
the (q +W − 1)-expansion from X to Y ′ in TAB immediately yields a weighted (q +W − 1)-
expansion f from X to Y in G. Applying Lemma 10 on G[X ∪ Y ] using the weighted
(q +W − 1)-expansion f proves the statement of the lemma. J
5 Obtaining the Linear Kernel
I Definition 12. For a graph G and a pair of vertex-disjoint sets X,Y ⊆ V (G), we define
the weighted graph G˜XY as follows: V (G˜XY ) := X ∪ Y˜ such that there is a bijection
h : cc(G[Y ])→ Y˜ where cc(G[Y ]) is the set of connected components of G[Y ]. E(G˜XY ) :=
{xc | x ∈ X, c ∈ Y˜ , c = h(C) and x ∈ NG(C)}. We also define a weight function w : Y˜ → N
such that for all c ∈ Y˜ , w(c) = |h−1(c)|.
I Definition 13 (Reducible Pair). For a graph G, a pair of vertex-disjoint sets (X,Y ) where
X,Y ⊆ V (G) is called a (strict) reducible pair if N(Y ) ⊆ X, the size of every component in
G[Y ] is at most `, and there exists a (strict) weighted (2`− 1)-expansion in G˜XY .
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I Definition 14. A reducible pair (X,Y ) is called minimal if there is no reducible pair
(X ′, Y ′) such that X ′ ⊂ X and Y ′ ⊆ Y .
I Lemma 15. There exists a polynomial-time algorithm that given an `-COC instance (G, k)
together with a vertex-disjoint set pair A,B ⊆ V (G) outputs (if it exists) a reducible pair
(X,Y ) where X ⊆ A and Y ⊆ B.
Proof. Construct G˜AB := (A, B˜) and run the algorithm of Lemma 9 with input G˜AB , w, q =
2`− 1 which outputs sets X ⊆ A and Y ′ ⊆ B˜ (if it exists) along with a weighted (2`− 1)-
expansion of X into Y ′ such that N(Y ′) ⊆ X. Now from Y ′ we obtain the set Y :=⋃
y∈Y ′ h
−1(y). Clearly, N(Y ) ⊆ X and hence, (X,Y ) is the desired reducible pair. J
I Lemma 16. Given an `-COC instance (G, k), if |V (G)| ≥ 2`k and (G, k) is a yes-instance,
then there exists a reducible pair (X,Y ).
Proof. Without loss of generality, we can assume that G is a connected graph. Let S be
an `-COC solution of size at most k. Clearly, |V \ S| ≥ (2` − 1)k. We define A := S and
B := V \S and construct G˜AB = (A, B˜). We have the weight function wb : B˜ → N such that
for all v ∈ B˜, wb(v) = |h−1(v)| ≤ `, as the size of components in G[V \ S] is at most `. We
have that
∑
v∈B˜ wb(v) ≥ (2`− 1)|A| and there are no isolated vertices in B˜. Hence, (A,B)
is the desired reducible pair. J
I Lemma 17. Let (X,Y ) be a reducible pair. Then, there exists a partition of X ∪ Y into
C1, ..., C|X| such that (i) for all ui ∈ X, we have ui ∈ Cj if and only if i = j, (ii) for all
i ∈ [|X|], |Ci| ≥ `+ 1, (iii) for every component C in G[Y ], there exists a unique Ci such
that V (C) ⊆ Ci and ui ∈ N(C) and (iv) if (X,Y ) is a strict reducible pair, then there exists
Cj such that |Cj | ≥ 2`+ 1.
Proof. Construct G˜XY := (X, Y˜ ). Run the algorithm of Lemma 10 with input G˜XY , q =
2` − 1, and W = `(as the capacity of any vertex in Y˜ is at most `) which outputs an
unsplitting weighted `-expansion f ′ in G˜XY . In polynomial time, we modify f ′ such that if
there is a vertex v ∈ Y˜ such that ∀u ∈ N(v), f ′(uv) = 0, we choose a vertex u ∈ N(v) and set
f ′(uv) = wb(v). For each ui ∈ X define Ci := ui
⋃
f ′(uiv) 6=0 h
−1(v). Since f ′ is unsplitting,
the collection C1, . . . , C|X| forms a partition of X ∪ Y . By the definition of Ci, we have
that for any ui ∈ X, ui ∈ Cj if and only if i = j. For any component C in G[Y ], h(C) is
matched to a unique vertex ui ∈ X by f ′, we have that V (C) ⊆ Ci. As f ′ is a weighted
`-expansion, |Ci| = 1 +
∑
f ′(uiv)6=0 |h−1(v)| = 1 +
∑
f ′(uiv)6=0 f
′(uiv) ≥ 1 + `. Let (X,Y ) be
strict at uj ∈ X. Then, we can use Lemma 10 to obtain the expansion f ′ such that it is
strict at uj . Hence, |Cj | = 1 +
∑
f ′(ujv)6=0 |h−1(v)| = 1 +
∑
f ′(ujv) 6=0 f
′(ujv) > 1 + `+ (`− 1)
which implies |Cj | ≥ 2`+ 1. This concludes the proof of the lemma. J
I Lemma 18. Let (X,Y ) be a reducible pair. If (G, k) is a yes-instance for `-COC, then
there exists an `-COC solution S of size at most k such that X ⊆ S and S ∩ Y = ∅.
Proof. By Lemma 17 we have that there are C1, . . . , C|X| ⊆ X ∪ Y vertex disjoint sets of
size at least `+ 1 such that for all i ∈ [|X|], G[Ci] is a connected set. Let S′ be an arbitrary
solution. Then, S′ must contain at least one vertex from each Ci. Let S := S′ \ (X ∪ Y )∪X.
We have that |S| ≤ |S′| − |X|+ |X| = |S′|. As any connected set of size `+ 1 that contains
a vertex in Y also contains a vertex in X and X ⊆ S, S is also an `-COC solution. J
Now we encode an `-COC instance (G, k) as an Integer Linear Programming instance.
We introduce n = |V (G)| variables, one variable xv for each vertex v ∈ V (G). Setting the
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variable xv to 1 means that v is in S, while setting xv = 0 means that v is not in S. To
ensure that S contains a vertex from every connected set of size ` + 1, we can introduce
constraints
∑
v∈C xv ≥ 1 where C is a connected set of size `+ 1. The size of S is given by∑
v∈V (G) xv. This gives us the following ILP formulation:
minimize
∑
v∈V (G) xv,
subject to
∑
v∈C xv ≥ 1 for every connected set C of size `+ 1
0 ≤ xv ≤ 1 for every v ∈ V (G)
xv ∈ Z for every v ∈ V (G).
Note that there are nO(`) connected sets of size at most ` in a graph on n vertices. Hence,
providing an explicit ILP requires nO(`) time which forms the bottleneck for the runtime of
the kernelization algorithm that follows. We consider the Linear Programming relaxation of
above ILP obtained by dropping the constraint that x ∈ Z. By an optimal LP solution SL
with weight L we mean the set of values assigned to each variable, and optimal value is L.
For a set of vertices X ∈ V (G), X = 1 (X = 0) denotes that every variable corresponding to
vertices in X is set to 1 (0).
I Lemma 19. Let SL be an optimal LP solution for G such that xv = 1 for some v ⊆ V (G).
Then, SL − xv is an optimal LP solution for G− v of value L− 1.
Proof. Clearly, SL−xv is feasible solution for G−v of value L−1. Suppose it is not optimal.
Let SL′ be an optimal LP solution for G − v such that L′ < L − 1. Then, SL′ ∪ xv with
xv = 1 is an optimal LP solution for G with value < L− 1 + 1 = L contradicting that the
optimal solution value of LP for G is L. J
From now on by running LP after setting xv = 1 for some vertex v, we mean running the LP
algorithm for G− v and including xv = 1 in the obtained solution to get a solution for G.
I Lemma 20. Let (X,Y ) be a strict reducible pair. Then every optimal LP solution sets at
least one variable corresponding to a vertex in X to 1.
Proof. By Lemma 18, we have that every connected set of size `+ 1 in G[X ∪ Y ] contains
a vertex in X. Hence, from any LP solution SL, a feasible LP solution can be obtained by
setting X = 1 and Y = 0. Since, we have at least |X| many vertex disjoint LP constraints,
for each vi ∈ X, we have
∑
u∈Ci xu = 1. By Lemma 17, there is a set Cj ⊆ X ∪ Y such that
|Cj | ≥ 2`+ 1. If xvj 6= 1, then there is a vertex w ∈ Cj such that xw > 0. Let w ∈ C ⊂ Cj
where G[C] is a connected component in G[Y ]. Since |C| ≤ `, there is a connected set C ′ of
size at least `+ 1 in G[Cj ]−C. But now
∑
u∈C′ xu < 1 contradicting that SL is feasible. J
I Lemma 21. Let (X,Y ) be a minimal reducible pair. If for any vertex v ∈ X, an optimal
LP solution sets xv = 1, then it also sets X = 1 and Y = 0.
Proof. We prove the lemma by contradiction. Let X ′ ⊂ X be the largest subset of X such
that X ′ = 1. Consider G˜XY . Let Y ′ ⊆ Y˜ be the set of vertices such that N(Y ′) ⊆ X ′. Let
Z :=
⋃
v∈Y ′ h
−1(v). By the minimality of (X,Y ), we have that
∑
v∈Y ′ w(v) < (2`− 1)|X ′|.
Hence,
∑
v∈Y˜ \Y ′ w(v) > (2` − 1)|X \X ′|. Clearly, the weighted (2` − 1)-expansion in the
reducible pair (X,Y ) when restricted to (X \X ′, Y \Z) provides a weighted (2`−1)-expansion
of X \X ′ into Y \Z. This implies that (X \X ′, Y \Z) is a strict reducible pair in G−(X ′∪Z).
By Lemma 19, we have that the LP solution restricted to G− (X ′ ∪ Z) is optimal. Since
(X \X ′, Y \ Z) is a strict reducible pair, by Lemma 20, there is a vertex u ∈ X \X ′ such
that xu = 1, but this contradicts the maximality of X ′. Therefore, if for any vertex v ∈ X,
an LP solution sets xv = 1, then it sets X = 1 and Y = 0. J
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I Lemma 22. There exists a polynomial time algorithm that given an integer ` and `-COC
instance (G, k) on at least 2`k vertices either finds a reducible pair (X,Y ) or concludes that
(G, k) is a no-instance.
Proof. If (G, k) is a yes-instance of `-COC, then by Lemma 16, there exists a reducible pair
(X,Y ). We use the following algorithm to find one:
Step 1 Run the LP algorithm. Let A = 1 and B = 0 in the LP solution.
Step 2 If both A and B are non-empty, then run the algorithm of Lemma 15 with input
(G, k), A,B. If it outputs a reducible pair (X,Y ), then return (X,Y ) and terminate.
Otherwise, go to step 3.
Step 3 Now we do a linear search for a vertex in X. For each vertex v ∈ V (G), do the
following: in the original LP introduce an additional constraint that sets the value of the
variable xv to 1 i.e. xv = 1 and run the LP algorithm. If the optimal value of the new
LP is the same as the optimal value of the original LP, then let A = 1 and B = 0 be the
sets of variables set to 1 and 0 respectively in the optimal solution of the new LP and go
to step 2.
Step 4 Output a trivial no-instance.
Step 1 identifies the set of variables set to 1 and 0 by the LP algorithm. By Lemma 21, we
have that if there is a minimal reducible pair (X,Y ) in G, then X ⊆ A and Y ⊆ B. So, in
Step 2 if the algorithm succeeds in finding one, we return the reducible pair and terminate
otherwise we look for a potential vertex in X and set it to 1. If (X,Y ) exists, then for at least
one vertex, setting xv = 1 would set X = 1 and Y = 0 (by Lemma 21) without changing
the LP value and we go to Step 2 to find it. If for each choice of v ∈ V (G), the LP value
changes when xv is set to 1, we can conclude that there is no reducible pair and output a
trivial no instance. Since, we need to do this search at most n times and each step takes only
polynomial time, the total time taken by the algorithm is polynomial in the input size. J
I Theorem 23. For every constant ` ∈ N, `-Component Order Connectivity admits a
kernel with at most 2`k vertices that takes nO(`) time.
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