ABSTRACT Person re-identification has recently attracted increasing interest in the computer vision and safety-critical applications. In practice, due to poor quality of cameras or long distance away from person, the captured pedestrian videos usually suffer from low resolution, which will result in the loss of useful information contained in videos and make person re-identification between low-resolution (LR) and high-resolution (HR) videos (PRLHV) be a challenging task. However, the problem of PRLHV has not been well studied. In this paper, we propose a semi-coupled mapping based set-to-set distance learning (SMDL) approach for PRLHV. Specifically, by regarding each video as a set of features extracted from several walking cycles, we learn a discriminative set-to-set distance metric to enhance the separability between videos from different persons. To decrease the influence of low resolution on the distance learning, we design a clustering-based semi-coupled mapping term for our approach, which can reduce the variation between features of low-resolution and high-resolution videos by a semi-coupled mapping matrix. Since there exists no low-resolution video pedestrian re-identification dataset under real-world scenario up to now, we contribute a benchmark dataset for PRLHV, named high-resolution and low-resolution video person reidentification dataset (HLVID). Although this dataset is challenging and difficult for person re-identification, it is a useful attempt for further studies on low-resolution video-based pedestrian re-identification under the real-world scene. The extensive experiments on the newly collected video dataset demonstrate that our approach performs better than the state-of-the-art person re-identification methods in the PRLHV task.
we contribute a benchmark dataset HLVID under this scenario. Although many person re-id works have been presented and well cope with person re-id task, the problem of person re-id between LR and HR videos (PRLHV) 1 has not been well studied.
Most existing person re-id methods are based on still images [17] , [25] . These methods usually conduct matching by using visual appearance feature, such as color, texture and gradient. They can be further divided into two categories: feature learning [14] , [20] and distance learning based methods [21] , [25] . Feature learning methods focus on seeking discriminative and robust features for samples. Distance learning based methods aim to learn discriminative metric, under which the distances between truly matching persons are smaller than those between wrong matching persons.
Recently, several video-based person re-id methods [5] , [6] , [13] , [18] , [26] have been presented. These methods extract the space-time features from pedestrian videos, and utilize the space-time features for matching between videos under normal resolution. In real-world scenario, low resolu- 1 There exist several typical low-resolution scenarios as follows: 1) The resolutions of the probe set are low, and that of the gallery are high; 2) Both the probe and gallery are low-resolution; 3) One of the probe and gallery is mixed by high and low resolution; 4) Both the probe and gallery are mixed by high and low resolution. In this paper, we investigate the first scene in Fig. 2 .
tion is a common problem, which will directly result in the loss of visual appearance information [9] . Since the computation of space-time features is based on the visual appearance information, the extracted space-time features from videos can also be influenced by low resolution.
To demonstrate the influence of low resolution on the space-time features, we make the discrimination ability experiments for space-time features. Specifically, we randomly select 20 persons' videos from the PRID 2011 [1] dataset, and then extract the space-time features STFV3D [11] from the walking cycles of each pedestrian video. Then we generate the low-resolution version of these walking cycles by performing down-sampling operation. Next, we extract STFV3D from the high resolution and generated low-resolution walking cycles. Finally we compute and display the ratios between D b and D w of STFV3D features under high and low resolution corresponding person as shown in Fig. 2 . is, the more difficult distinguishing the video representations are. We can observe that the discriminative information under low resolution degrades severely in Fig. 2 , which means that low resolution has a significant influence on space-time features of videos.
A. MOTIVATION
Person re-id between low-resolution and high-resolution videos is an important application in practice, however, it has not been well investigated. To the best of our knowledge, there exist no HR and LR video-based person re-id dataset under real-world scene so far. Therefore, we contribute a new benchmark HR and LR video-based pedestrian dataset under real-world scenario.
Although the problem of low resolution has been investigated in works [9] , [19] , [30] , their methods tackle stillimage-based person re-id and cannot be directly employed to solve the PRLHV problem effectively. The main reason is that, these methods only consider the influence of low resolution on visual appearance features, but do not consider the influence on the space-time features. The space-time features have been proved effective for video-based person re-identification [11] , [13] . Therefore, we intend to tackle the PRLHV problem by designing an approach that can handle the influence of low resolution on pedestrian videos.
B. CONTRIBUTION
We summarize the contributions of this paper as the following three points:
(1) To the best of our knowledge, it is the first attempt to address the problem of person re-identification between low-resolution and high-resolution videos (PRLHV).
(2) To date there exist no high-resolution and lowresolution video dataset under real-world scenario for person re-identification, we contribute a benchmark dataset, VOLUME 7, 2019 named high-resolution and low-resolution video person reidentification dataset (HLVID), which has medium scale dataset under complex scenario. We evaluate existing stateof-the-art person re-id methods and the proposed approach on the new benchmark dataset.
(3) We propose a semi-coupled mapping based set-to-set distance learning (SMDL) approach, which aims to learn a set-based distance metric and mapping matrix. With the learned distance metric, the separability of videos from different persons can be improved. With the learned mapping matrix, the distance between LR and HR videos from the same person becomes smaller, such that the influence of low resolution can be reduced to some extent.
II. RELATED WORK
In this section, we introduce the works about video-based and LR image-based person re-id methods, and detail the information of existing representative video-based datasets.
A. VIDEO-BASED PERSON RE-ID METHODS
Recently, a few works begin to consider solving the problem of video-based person re-id matching. Video-based person re-id methods exploit the temporal and spatial information in video. STFV3D [11] exploits space-time information on the action level and obtains a series of body-action units. Fisher vectors are learned and extracted in each unit and concatenated into the final representation. Top-push distance learning model (TDL) [18] integrates a top-push constraint to quantify ambiguous video representation. The top-push constraint enforces the optimization on top-rank matching in re-id, so as to make the matching model more effective towards selecting discriminative features to distinguish different persons. A simultaneous intra-video and inter-video distance learning (SI 2 DL) [5] method simultaneously learns an intra-video distance metric and an inter-video distance metric for video-based person re-id. Literature [28] designs an end-to-end deep neural network architecture to jointly learn features and metrics for video-based person re-id.
RNNCNN [6] extracts space-time features from pedestrian video by recurrent convolutional neural network, which is based on Siamese network architecture. It can learn one feature vector by the input video. A joint spatial and temporal attention pooling network (ASTPN) [26] can extract features from video sequences, which is based on RNNCNN. ASTPN designed one spatial pooling layer and the attention temporal pooling, which can select regions from each frame and informative frames over the sequence, respectively.
These methods are presented for person re-id tasks. Although these video-based methods can obtain relatively better performance than the still image-based methods, they ignore the practical LR issue in the video person re-identification and do not consider the differences of two cameras with different resolution, while our SMDL is devoted to tackling this issue.
B. LR IMAGE-BASED PERSON RE-ID METHODS
There exist several person re-id methods focusing on the still images with low resolution. A joint multi-scale discriminant component analysis [15] method aims to solve the different scale LR image-based person re-id problem. A semi-coupled low-rank discriminant dictionary learning method [9] is developed for super-resolution still image-based person reidentification. However, these methods only consider the influence of low resolution on visual appearance features, yet don't consider the influence on the space-time features. Discriminative semi-coupled projective dictionary learning (DSPDL) [29] model was presented, which can jointly learn a pair of dictionaries and a mapping. The mapping matrix can bridge the gap across LR and HR pedestrian images.
The semi-coupled mapping technique is widely used to uncover the relationship between different modalities. These methods consider LR person re-id task. However, they are based on still images and do not consider the video-based person re-id.
C. VIDEO-BASED PERSON RE-ID DATASETS
There exist only several video-based person re-id datasets, which are collected under normal scenarios. In video datasets, there usually exist a set of frame sequences for each person at each camera. In this section, we introduce three typical and representative video person re-id datasets as follows.
PRID 2011 [1] is the first standard video-based person re-id dataset from two disjoint cameras, which is presented by Hirzer in 2011. Samples in PRID 2011 are with RGB mode and contain few occlusions by other objects in Fig. 3 (c). Most persons have multiple video frames and several complete walking cycles, which can provide rich space-time information. However, some persons have less than 10 frames at one camera.
iLIDS-VID [12] was captured at an airport arrival hall under a multi-camera CCTV network in 2014, which is complex scene. There exist many occlusions, illumination changing and cluttered background, which is difficult for reidentification. PRID 2011 and iLIDS-VID are extensively used to valid the performance of re-identification algorithms since they are released. As shown in Fig. 3 (d) , one can see that there exist many occlusions, which will be difficult for person re-identification.
In 2016, Zheng et al. [22] released MARS (Motion Analysis and Re-identification Set). It is the largest scale video person re-id dataset under normal scenario to date and contains 1261 persons. Samples in MARS are generated by DPM + GMMCP. The information and sample pairs are shown in Fig. 3 (b) and Table 1 .
As the above state, several video pedestrian datasets have been released for person re-id problem under normal scenarios. However, there exist many complex person re-id problems under HR and LR scenarios. In this paper, we intend to address and tackle the problem under HR and LR video scene. 
III. HLVID DATASET
In this section, we briefly introduce the newly collected person re-id dataset under high-resolution and low-resolution scene in traffic road.
A. DATASET DESCRIPTION
There exists no publicly available HR and LR video person re-id dataset to date. To fill this gap, we contribute a new HR and LR video-based pedestrian dataset, named high and low resolution video person re identification dataset (HLVID), which is collected on the traffic road. Firstly, we use two cameras with different resolutions to record the videos of pedestrians walking through the road. The resolutions of cameras A and B are 1920 × 1080 pixels and 640 × 480 pixels respectively. Secondly, the videos with pedestrians are converted into frame sequences. We extract the persons with bounding box manually from each frame by a self-developed software, 2 which can be favorable for the complex scenarios, e.g., tiny scales, cluttered background and occlusion by other objects. Finally, we normalize the extracted image into the same size and encode the image sequences corresponding to persons.
Our dataset includes 50,656 images of 200 pedestrians captured by two non-overlapping cameras. The number of each video sequence ranges from 56 to 236, with an average number of 126 for each person at each camera, which can contain several walking cycles. Many persons are occluded by other objects, e.g., other pedestrians, cars or lamppost, which make a challenging to some extent. The resolutions of HR frames range from 44×120 to 173×258 with the average of 105×203. The resolutions of LR images range from 8×19 2 https://sites.google.com/site/HLVID2018 to 19 × 31 with the average of 11 × 21. The resolution of HR images is around 91 times than that of LR images.
B. CHARACTERISTICS OF HLVID
The basic statistics of several existing video person re-id datasets and our new HLVID are shown in Table 1 . One can see that there exist only a few typical video person re-id datasets to date. The resolutions of other existing video datasets are normal. The number of frames is more than other video dataset but MARS. Our HLVID is generated by hand-craft mode with a self-developed software.
The sample pairs from several video datasets are shown in Fig. 3 . The appearances of high-resolution samples are clear while those of low-resolution samples are obscure. The low resolution is so low that the effective information is lost to some extent.
The characteristics of our dataset are summarized as follows:
1) As shown in Fig. 4 , we can observe that the differences between HR and LR sample pairs from the two cameras are significant. The HR samples can be easily distinct while the LR samples are difficult to identify.
2) All persons in our dataset are walking on the road, which can provide more sufficient temporal information than the still or standing images.
3) The resolutions of samples from LR cameras or long distance from cameras are so low that it is hard to segment the entire person from the original frames. It will be difficult for alignment and challenging for re-identification.
C. PROCESS OF SEGMENTATION
The person images are segmented from original video frames by hand-drawn bounding boxes, which will full entire images VOLUME 7, 2019 FIGURE 4. The original HR and LR example pairs of the same people from our new HLVID. Top Row: high-resolution person sample from HR camera. One can see that HR samples contain more richer information, e.g., the clear color and even texture. Middle Row: low-resolution samples (in red rectangle box) corresponding to HR persons from LR camera. Bottom Row: the resized samples (in green rectangle box) with LR. Pedestrians in images are obscure. The effective information of person is lost, which will be hard for identification. with corresponding persons and make each image favor for re-identification as shown in Fig. 5 . One can see that the segmented sample contains complete person and can be aligned easily. We draw the rectangle on the original frames to partition the person by bounding boxes with a self-developed software, which is released at URL 1 . Although segmenting persons by hand-drawn bounding boxes costs more time, the obtained samples will be pure and complete, which can make researchers focus mainly on the re-identification algorithm.
Each identity from two cameras is recorded as video. Therefore, each person has a set of frame sequences, which contains more than two complete walking cycles and is favor for extracting space-time information. In experiments, all image sequences are normalized to 100 (width) × 200 (height) pixels with three color channels after segmenting the person from each video. The key frames of each person in newly collected HR and LR video dataset and the entire video-based dataset HLVID are available at URL. 3 
D. EVALUATION PROTOCOL
Our new dataset HLVID is similar to the former person re-id datasets, i.e., gallery and probe are recorded by 3 https://sites.google.com/site/HLVID2018 different disjoint cameras. We select HR videos as gallery set and LR videos as probe set, which contains half of dataset respectively. In experiments, we evenly partition the dataset into training set (100 persons) and testing set (100 persons), and conduct experiments for 10 trials randomly. The CMC (Cumulative Matching Characteristic) is used to show the results and can represent the correct matching rate at the top-n ranks.
IV. OUR APPROACH
In this section, we elaborate on the proposed semi-coupled mapping based set-to-set distance learning (SMDL) approach. We first introduce the semi-coupled mapping based set-to-set distance learning, and then describe the optimization of our model. Finally, we introduce the process of reidentification.
A. SEMI-COUPLED MAPPING BASED SET-TO-SET DISTANCE LEARNING (SMDL)
In real-world scenario, due to poor quality of cameras or large distance between camera and pedestrian, the captured pedestrian video will suffer from low resolution. Low resolution will not only result in the loss of visual appearance information, but also influence the space-time features extracted from videos, which will bring adverse impact to the following matching between pedestrian videos. In addition, the resolutions of LR pedestrian videos are usually different with each other due to different camera-pedestrian distances. Low resolution will result in information loss. Intuitively, if we can uncover the mapping relationships for high resolution and low resolution samples, the obtained mapping matrix can be compensate the loss information of low resolution. In this paper, we learn a semi-coupled mapping matrix for HR and LR sample pairs. With the learned mapping matrix, the loss of information caused by low resolution can be better compensated. Since our goal is to conduct person re-identification between HR and LR pedestrian videos, we hope that the feature data processed by our model can own favorable discriminability. To this end, we can learn a discriminant distance metric, under which videos of the same person cluster together and those from different persons separate away. The main idea of our SMDL is illustrated in Figure 6 . Therefore, we design the following objective function.
where W represents the distance metric. V denotes the semi-coupled mapping between the high and low resolution sample pairs. I is an identity matrix. E disc (W , V ) is the set-based distance discriminant term, which can make the same person cluster together and different persons separate away. The constraint W T W = I is used to restrict the scale of W . η and γ are the balancing factor parameters.
1) SEMI-COUPLED MAPPING TERM
Low resolution is a common and challenging issue in the practical video surveillance application. Semi-coupled mapping technique is effective for alleviating the LR issue, which has been well applied in image and photo-sketch synthesis domain [2] , [8] . Our approach can learn a semi-coupled mapping matrix, with which the LR video features move closer to the features of high-resolution video from the same person. In detail, we assume that videos captured by camera A are high resolution as gallery set, and videos captured by camera B are low resolution as probe set. We aim to map the LR video feature sets into another feature space, where the corresponding videos from camera A and camera B congregate. The main idea is illustrated in Figure 6 (b). Therefore, we design the semi-coupled mapping function as follow:
where S represents the positive pair set.
is the mean vector of the feature set X i a or X i b , and n i is the number of feature vectors in X i .
2) SET-BASED DISTANCE DISCRIMINANT TERM
There exist large variances within the features of same person, which will be harder to get the truly matching pair. Set based distance discriminant term aims to make the distance between the feature sets of the same person from two cameras minimized, and make the distance between feature sets of different persons from different cameras maximized. The basic idea is illustrated in Figure 6 (d). We can see that in the learned metric space, the feature sets of the same person (represented by markers with the same shapes) are clustered together and those of different persons are separated away. This part in the objective function is defined as
where S is the collection of positive pairs, and D is the collection of negative pairs, X i a denotes the i th person from camera A and X j b denotes the j th person from camera B respectively. φ(X j b ) denotes the semi-coupled mapping belonging VOLUME 7, 2019 to the j th person feature set from camera B. β is a tunable parameter. d(· ) is a Mahalanobis distance function. Set-toset distance (SSD) model [7] has been proved effective for set-based matching. In this paper, we use the SSD model to compute the distance of videos, and the Mahalanobis distance function d(· ) can be defined as By substituting (2), (3) and (4) into (1), the optimization problem above can be rewritten as
where tr(•) denotes the trace of a square matrix. The constraint W T W = I is used to restrict the scale of W . We name the proposed low-resolution video person re-identification approach as semi-coupled mapping based set-to-set distance learning (SMDL).
B. THE OPTIMIZATION OF SMDL
We provide an iterative solution for our approach. The objective function can be divided into two sub-problems: 1) solving the metric matrix W by fixing the mapping matrix V ; 2) solving the semi-coupled mapping matrix V by fixing the metric matrix W .
• Update W by fixing V . We solve the metric matrix W by fixing the semi-coupled mapping matrix V . When V is fixed, the objective function related to W can be written as: max
where
Problem in (6) can be solved by using the eigendecomposition. By constructing the Lagrange function and setting the derivative to zero, solving (6) is equal to address the following problem:
The • Update V by fixing W . By fixing the metric matrix W , we can obtain the derivative of the objective function (5) with respect to V , as follow:
By setting the above derivative result to zero, we can obtain:
Eq. (11) is a standard Sylvester equation and can be effectively solved by using the solution in Literature [3] . The optimization of SMDL is summarized in Algorithm 1.
C. COMPLEXITY ANALYSIS
The complexity of our SMDL model mainly comes from the training phase. Its complexity is O(mn 2 + mn + md 3 ), where the complexity of collection for positive and negative pairs is O(mn 2 ), the complexity of the semi-coupled mapping learning is O(mn), and the time complexity of Sylvester equation is O(md 3 ) . d is the dimension of the features and m is the number of iterations.
D. RE-IDENTIFICATION
With the learned metric M = W W T and semi-coupled mapping matrix V .â andb are calculated by SSD. Person re-id can be performed by matching the j th probe video set X j b against the i th gallery set X i a in another camera view.
Algorithm 1 Optimization Process of SMDL

Input:
The feature sets X a and X b . Output: The metric matrix W , the semi-coupled mapping matrix V . Initialization The semi-coupled mapping matrix V = I Repeat
Step 1: Fixing the semi-coupled mapping matrix V , updating the metric matrix W by using the eigen-decomposition of D 1 −D 2 ;
Step 2: Fixing the metric matrix W , updating the semi-coupled mapping matrix V by solving the Sylvester eq. (11);
Until convergence
The distance between the probe video X j b and the gallery video X a is obtained as:
The gallery video with the smallest distance is the truly matching of the probe video.
V. EXPERIMENTS A. SETTINGS
Evaluation Settings: We follow the evaluation protocol in Literature [12] . In experiments, we select the half of the whole video pairs (200 people) randomly from each dataset as the training set, and the remaining video pairs (100 people) as the test set. Feature Extraction: We extract three categories of features, i.e., conventional space-time feature STFV3D [11] , Local Maximal Occurrence (LOMO) [27] and deeply-learned features, whose codes are provided by authors. There exist several walking cycles in video of each person, which can be used for alignment of video sequences features and favor for re-identification. The walking cycles are partitioned by FEP (Flow Energy Profile) [12] .
Parameter Settings: In our model, there are three parameters, i.e., β, γ and η. In experiments, they are set as β = 0.05, γ = 0.4 and η = 0.03 on the HLVID dataset. For our SMDL, the parameters are set by using the 5-fold cross validation technique. The effect of parameters will be further analyzed in the next section.
Compared Methods: To evaluate the performance of SMDL, we select several representative person re-id methods as the compared methods. These methods include dictionary learning, metric learning and deep learning based person re-id methods, whose codes are provided by the authors. The conventional person re-id methods include STFV3D [11] , KISSME [10] , XQDA [27] , TDL [18] and JDML [23] . The deep-learning methods include RNNCNN [6] , ASTPN [26] and PCB [4] .
B. EXPERIMENTAL RESULTS AND ANALYSIS
Due to a typical scenario with the same pedestrians walking through different resolution cameras, we contribute a benchmark HR and LR video person dataset HLVID. We perform the experiment with the experimental setting that: the videos from camera A are high resolution as the HR gallery videos, and the LR videos from camera B as the LR probe videos.
1) EVALUATION WITH STFV3D FEATURE
We utilize the conventional space-time feature STFV3D for the representation. The original dimension of STFV3D is 18,432. In experiments, STFV3D is reduced to 300 by PCA (Principal Component Analysis). The resolution of samples is so low that the effective information of videos lost severely. As shown in Table 2 and Fig. 7 , the results show that our SMDL achieves better matching rates than the competing methods. For instance, SMDL improves the Rank-1 matching rate by 2.3%(= 16.6%−14.3%) compared to the best competing method JDML on HLVID dataset. One can see that SMDL outperforms the other competing methods on the HLVID dataset.
2) EVALUATION WITH DEEP LEARNING METHODS
We select three representative deep-learning methods to evaluate on the new dataset HLVID, i.e., PCB, RNNCNN and ASTPN. PCB utilizes the refined part pooling, which is based on ResNet-50. RNNCNN and ASTPN are based on Siamese network architecture. Three deep learning methods are conducted on the computer with NVIDIA GeForce GTX 1080Ti and memory 32GB. The original dimension of PCB feature is 12,288. The results are shown in Table 2 and Fig. 7 . One can see that the deep learning methods, e.g., RNNCNN and ASTPN, achieve higher matching rate than the other conventional compared methods with STFV3D.
3) EVALUATION WITH LOMO FEATURE
The LOMO feature is a stable representation against viewpoint changes, which combines the horizontal occurrence of local features and maximizes the occurrence. The original dimension of LOMO is 45,158, which is reduced to 300 by PCA. As shown in Table 2 and Fig. 7 , one can see that our SMDL achieves better matching rates than the compared methods. For instance, SMDL improves the Rank-1 matching rate by 3.1%(= 23.5%−20.4%) compared to the best compared method TDL on HLVID dataset.
For two types of features on HLVID, i.e., STFV3D and LOMO, our SMDL achieves better matching rates than the compared competing methods. The main advantage is that SMDL employs the semi-coupled mapping strategy to reduce the influence of low resolution to some extent. SMDL learns the distance metric, which can improve the separability of videos from different persons.
C. FURTHER ANALYSIS 1) EFFECT OF SEMI-COUPLED MAPPING TERM
To evaluate the effectiveness of semi-coupled mapping, we design the validation experiments. We simply remove the semi-coupled mapping issue out of SMDL and conduct the set-based distance discriminant metric learning, which is called SMDL-P. We conduct the experiments on HLVID. The results are reported in Table 3 . One can see that the matching rate decreases without the semi-coupled mapping, since the differences between HR and LR samples from the same person are significant. Therefore, our semi-coupled mapping term is effective.
2) CONVERGENCE ANALYSIS
In this paper, we optimize the objective function (1) by alternatively updating the discriminant metric learning, semi-coupled mapping, and two coefficient vectors in an iterative way. In each step, the corresponding sub-problem is convex. In this experiment, we mainly observe the changes of the energy value of our objective function versus the number of iterations. As shown in Fig. 8 (d) , our algorithm converges in less than 9 iterations on HLVID. The computation time in training phase costs around 36 seconds on a PC with an Intel i7-5960X@3.00GHz, 32G memory and Geforce GTX1080Ti GPU for HLVID.
3) PARAMETERS ANALYSIS
We evaluate three parameters, i.e., β, η and γ . In the experiments, we empirically set three parameters to achieve the best matching rates. Parameter β controls the effects of the semi-coupled mapping and discriminant term. η balances the effects of positive and negative video pairs. When the parameters are evaluated, the others are fixed. 
VI. CONCLUSION
In this paper, we contribute a benchmark HR and LR video dataset HLVID under real-world scenario, and propose an effective approach, i.e., SMDL, for the problem of person re-identification between HR and LR videos (PRLHV). By learning the semi-coupled mapping matrix, our SMDL can compensate the information loss caused by low resolution. With set-based distance discriminant term, the distances between the feature sets of the same person from two cameras are minimized meanwhile those between feature sets of different persons from different cameras are maximized. We select two conventional features, i.e., STFV3D and LOMO, as well as deep learning methods to evaluate the newly collected video dataset HLVID. We compare our SMDL approach with several compared competing methods on HLVID. Experimental results demonstrate the effectiveness of the proposed approach for PRLHV.
The effective informations of low-resolution samples are lost severely. The matching rates of all compared methods in this work achieve lower than those under normal resolutions, which reveals that low resolution is very challenging for reidentification. The new video-based dataset HLVID can be used to evaluate more person re-id methods. It is a useful attempt under HR and LR scenarios. 
