Using the historical simulation from the CESM1-WACCM coupled model and based on the JRA55 and NCEP/NCAR reanalyses, the general statistical characteristics of the major sudden stratospheric warmings (SSWs) in this stratosphere-resolving model are assessed. The statistical and diagnostic results show that CESM1-WACCM can successfully reproduce the frequency of SSW events. As in the JRA55 and NCEP/NCAR reanalyses, five or six SSW events, on average, occur in a model decade. The seasonal distribution of SSWs is also well simulated with the highest frequency in January (35%). The unprecedented low SSW frequency observed in 1990s from the two reanalyses is also identified in a model decade (1930s). In addition, the overestimated duration of SSW events in the earlier WACCM version is not identified in CESM1-WACCM when compared with the two reanalyses. The model can well reproduce the downward propagation of the stratospheric anomaly signals (i.e., zonal wind, height, temperature) following SSWs. Both the modelling and observational evidences indicate that SSWs are proceeded by the positive Pacific-North America (PNA) and negative Western Pacific (WP) pattern. The negative North Atlantic Oscillation (NAO) develops throughout the SSW life cycle, which is successfully modeled. A cold Eurasian continent-warm North American continent pattern is observed before SSWs at 850 h Pa, while the two continents are anomalously cold after SSWs in both the reanalyses and the model.
Introduction
Major sudden stratospheric warming (SSW) is a radical and rapid warming phenomenon mainly observed in the Arctic stratosphere during wintertime except the September 2002 SSW over Antarctic [1, 2] . When SSW events occur, the polar cap temperature suddenly rises and increases by tens of Kelvins within several days. In the meantime, the stratospheric circulation also adjusts: westerlies in the circumpolar region considerably decrease and even reverse the sign to easterlies; the stratospheric cyclone in the high latitudes gradually shifts from the polar region, deforms in its shape, and even breaks up into two sister vortices [3, 4] . Since this phenomenon was first detected by Richard Scherhag [5] , much work has been done about SSWs, including their theories [6] [7] [8] , classifications [9] , effects on surface weather and climate [10] [11] [12] , simulations in models [13] [14] [15] , and predictions [16, 17] .
Data and Methods

Reanalyses and Model Data
The historical-run outputs used in this study were integrated by the CESM1-WACCM model [44] , one of the fully coupled CMIP5 models. The historical run started from 1850 (model time) and ended in 2005 (model time) and produced a 156-yr dataset. The variables used in the study include air temperature, zonal and meridional winds, and geopotential height. The raw outputs are stored in the model resolution with 66 sigma/pressure levels from 1000 h Pa to 5.1 × 10 −6 h Pa (approximately 140 km) and a horizontal resolution of 1.9 • (latitude) × 2.5 • (longitude). Specifically, the WACCM model has 18 pressure levels between the surface and 100 h Pa, and 17 levels between 100 h Pa and 3.54 h Pa (approximately 40 km). The atmospheric component of CESM1-WACCM, WACCM4 is a superset of the Community Atmospheric Model version 4 [45, 46] . Significant advances in WACCM4 include parameterization of non-orographic gravity waves generated by frontal systems and convection, and especially the addition of a parameterization to estimate mountain stress caused by unresolved orography [47] , which has led to a considerable perfection in the simulation of the frequency of northern winter sudden stratospheric warming events by changing the propagation of planetary waves into the polar vortex [45] . The model includes a prescribed representation of the quasi-biennial oscillation (QBO), achieved by relaxing equatorial zonal winds between 86 and 4 h Pa to observed interannual variability (i.e., the idealized 28-month QBO cycle of tropical zonal winds). The prescribed QBO phase varies in time with an approximate 28-month period [45] [46] [47] . The CESM1-WACCM model also includes interactive chemistry module to produce ozone [45] .
In order to evaluate the CESM1-WACCM performance in modelling SSWs, a comparison is made with two reanalyses as an alternative representation of the actual condition of atmosphere in observations. One dataset is the National Centers for Environmental Prediction-National Center for Atmospheric Research Reanalysis I (NCEP/NCAR) dataset. The reference state is extracted from the NCEP/NCAR reanalysis, spanning from 1948-2015 [48] . The daily mean variables used in the study include the air temperature, zonal and meridional winds, and geopotential height. The horizontal resolution of the NCEP/NCAR dataset is 2.5 • (latitude) × 2.5 • (longitude) and there are 17 pressure levels in the vertical direction extending from 1000 h Pa to 10 h Pa.
The other dataset is the Japanese Meteorological Agency 55-year Reanalysis (JRA55) as an alternative reference [49] . Considering the SSW sample size is limited and large uncertainty is still present in the NCEP/NCAR reanalysis, the JRA55 has been widely used to study the stratospheric variability, such as the momentum budget, the stratospheric annular mode, the Brewer-Dobson circulation, and the stratospheric El Niño-Southern Oscillation (ENSO) teleconnection [46, [50] [51] [52] . Due to some possible uncertainties of using only one reanalysis [50, 51] , both the NCEP/NCAR and JRA55 reanalyses are shown with caution in this paper. It has been shown that the JRA55 reanalysis can well quantify the annular modes and the ENSO pathway in the stratosphere [46, 50] . The JRA55 reanalysis has a horizontal resolution of 1.25 • (latitude) × 1.25 • (longitude) and 37 pressure levels with the top level at 0.1 h Pa [49] .
Methods
Generally, the identification of a major SSW has been based on one of the WMO definitions [8, 9, 53] : the day when the zonal mean zonal wind at 60 • N and 10 h Pa turns from westerly winds to easterly winds and lasts for more than five days afterwards, is defined here as the zeroth day (day 0) of a sudden warming event and it has been observed mostly in the Northern Hemisphere. In the meantime, the zonal mean temperature in polar cap area increases and the meridional temperature gradients from 60 • N to the North Pole at 10 h Pa reverse direction. If the temperature gradient reverses while the circulation does not, it is defined to be a minor SSW, which occur in both hemispheres. Provided that the average length of an SSW event is limited and there will be repetition of zonal wind reversal between westerlies and easterlies, no new SSW events will be defined again within 20 consecutive Atmosphere 2019, 10, 519 4 of 18 days after a former SSW event is identified already [8, 9] . In addition, stratospheric final warming is excluded as the zonal mean zonal winds change from westerlies to easterlies and stay unchanged in the direction since it marks the annual cycle of the stratospheric circulation from wintertime to summertime [54] .
It has been reported that the stratospheric polar vortex intensity and polar cap temperature are closely correlated with the upward propagation of planetary waves from the troposphere to stratosphere [15, 20, 46] . Furthermore, existing studies also indicate that SSW events might be triggered by the intensification of positive Pacific-North America (PNA) [20, 55] and the negative western Pacific (WP) oscillation [56, 57] . Additionally, large circulation anomalies in the stratosphere are related to changes in the North Atlantic Oscillation (NAO) [20, 52, 58] . In order to compare the simulation performance for SSWs, three teleconnection indices are calculated and their definitions [59] are as follows:
where Z is the geopotential height anomaly at 500 h Pa and the subscript is the latitude ( • N) and longitude ( • W, • E) of the targeted grids on Earth. The anomaly here refers to the deviation of raw daily data from their daily climatology over 1958-2015/1948-2015 (1850-2005) for the JRA55 and NCEP/NCAR reanalysis (CESM1-WACCM run). In addition, the Student's t-test is used to test the significance level of the composite for one sample ensemble (degree of freedom, or dof = sample size minus one) or the model minus the reanalysis difference (dof = sum of the two sample sizes minus two). We have hypothesized that SSWs are independent events. Because the circulation for one SSW event is persistent, the effective dof for the 10-day mean composite is much less than 10 × the sample size, for example. We still use the original dof based on the sample size for strictness and simplicity by regarding the 10-day mean of every SSW as an independent sample.
Parallel Comparison of SSWs between the Reanalyses and CESM1-WACCM
Statistics of SSW Events
Based on the WMO definition, the onset dates of SSW events in the JRA55 reanalysis during 1958-2015 the NCEP/NCAR reanalysis during 1948-2015, and in the CESM1-WACCM historical run during 1850-2005 were searched and listed in Table 1 .
The SSW onset dates in this study are also compared with previous studies [9, 20, 53, [60] [61] [62] , and they are generally consistent. There are 35 SSW events in the JRA55 reanalysis and 38 SSW events in the NCEP/NCAR reanalysis, so the average frequency is 5-6× per decade. However, the SSW events in both reanalyses are not evenly distributed in years. In specific, an inter-decadal variation in SSW occurrence is noticed, although this finding might be sensitive to the SSW definition [53] . Some SSWs are concentrated within a decade while others are more scattered. For example, ten SSW events happened in nine years from 1965 to 1973 while no SSW events occurred during 1990-1997 in the reanalyses. Generally, SSW can happen from November to March. Several years even witnessed two SSW events in one winter: 1965/ 66, 1968/69, 1969/70, 1970/71, 1987/88, 1998/99, 2007 /08, 2009/10. The major SSW events in the reanalyses were generally consistent, but some differences are also noticed in several winters, especially before 1979.
The identical SSW definition is used to search the SSW onset dates in CESM1-WACCM (Table 1 ). There are 80 SSW events during 1850-2005, so the average frequency is 5 × per decade, similar to that in the reanalyses. The SSW occurrence dates and years are also irregularly distributed in the model. Namely, no SSW events happened during 1881-1886 and eight SSW events appear from 1985-1995.
The SSW onset dates in the model are all different from the reanalyses, because the model data used here are from an atmosphere-ocean coupled historical run. The similar SSW occurrence dates for the January 1958, March 1965, January 1977, February 1981, and February 1989 events are simply a coincidence in CESM1-WACCM and the reanalyses. Table 1 . Onset dates of sudden stratospheric warmings (SSW) events in the JRA55 and NCEP/NCAR reanalyses (1958/1948-2015) and in the CESM1-WACCM historical run The asterisk signs (****) in the left two columns indicate that an SSW event is not identified in one of the two reanalyses, but is identified in the other.
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The seasonal distribution of SSW events is shown in Figure 1 for the reanalyses and the model, respectively. SSW events only happen in wintertime months, from November to March. Some tiny differences in the frequency of SSW onset are noticed between the model and the reanalyses in Figure 1 . The January SSWs from both the reanalyses and the model rank the first in their frequency, as almost 35% of the SSW events in the reanalyses and the model appear in January. The February SSWs rank the second in their percentage among the five months in both the model and reanalyses, followed by the March and December SSW events. In contrast, fewest SSW events happen in November. However, there are also some minor differences between the two reanalyses. For example, SSW events in the JRA55 happen more frequently in January than in the NCEP/NCAR, while the situation is reversed in November and March. It seems that the month-to-month contrast in the SSW frequency might be weaker in the NCEP/NCAR than the JRA55. The SSW frequency from the model resembles that in the JRA55 in early winter (November, December) while it is similar to the NCEP/NCAR in January and March by visual inspection. In summary, the frequency distribution in the model is well simulated for the peak in January and the minimum in November.
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Evolution of the Stratospheric Circulation and Temperature During SSW
In order to evaluate the reproducibility of SSW events, three indicators are calculated, including the zonal wind in the circumpolar region (55-75° N), the polar cap temperature (60-90° N), and the polar cap geopotential height (60-90° N) area-averaged over the specified areas. The composite pressure-time evolution from day −20 to day 60 with respect to the SSW onset date is shown in Figure  4 for the JRA55, NCEP/NCAR reanalysis and CESM1-WACCM.
Comparing the zonal mean zonal wind around the SSW onset date, it can be seen that the composite evolution of SSW events in the reanalysis is successfully reproduced by the model. Specifically, the easterly wind anomalies in observations (Figures 4a,b ) rapidly strengthen from the upper stratosphere and reach maxima (30 m/s in JRA55, 25 m/s in NCEP/NCAR) at 10 h Pa after the SSW onset. Similarly, the easterly anomalies in the stratosphere also reach maxima (30 m/s) after the SSW onset in CESM1-WACCM ( Figure 4c ). The easterly wind anomaly stronger than 10 m/s maintains nearly a month after the SSW onset in both reanalyses (Figures 4a,b ), which is also successfully simulated by the model (Figure 4c ). From the composite difference between the model and the reanalyses (Figures 4d,e ), it can be seen that the wind biases are not statistically significant most of the time after the SSW onset. Different from the WACCM early version (version 3.5) showing an overestimated persistence of SSW signals [63] , the persisting time of SSWs in CESM1-WACCM (version 4) largely resembles the reanalyses. It can be seen that the negative wind anomalies propagate downward to the near surface after the SSW onset in both reanalyses and the models. 
In order to evaluate the reproducibility of SSW events, three indicators are calculated, including the zonal wind in the circumpolar region (55-75 • N), the polar cap temperature (60-90 • N), and the polar cap geopotential height (60-90 • N) area-averaged over the specified areas. The composite pressure-time evolution from day −20 to day 60 with respect to the SSW onset date is shown in Figure 4 for the JRA55, NCEP/NCAR reanalysis and CESM1-WACCM.
Comparing the zonal mean zonal wind around the SSW onset date, it can be seen that the composite evolution of SSW events in the reanalysis is successfully reproduced by the model. Specifically, the easterly wind anomalies in observations (Figure 4a Similarly, the easterly anomalies in the stratosphere also reach maxima (30 m/s) after the SSW onset in CESM1-WACCM ( Figure 4c ). The easterly wind anomaly stronger than 10 m/s maintains nearly a month after the SSW onset in both reanalyses (Figure 4a,b ), which is also successfully simulated by the model (Figure 4c ). From the composite difference between the model and the reanalyses (Figure 4d ,e), it can be seen that the wind biases are not statistically significant most of the time after the SSW onset. Different from the WACCM early version (version 3.5) showing an overestimated persistence of SSW signals [63] , the persisting time of SSWs in CESM1-WACCM (version 4) largely resembles the reanalyses. It can be seen that the negative wind anomalies propagate downward to the near surface after the SSW onset in both reanalyses and the models. Unlike the strong and uniform wind anomalies in the stratosphere, the near surface winds fluctuate after the SSW onset, which might be caused by the tropospheric internal variability [64] . According to the geostrophic wind principle, the reversal of zonal wind is connected with the rise of polar cap geopotential height. The composite evolutions of the polar cap height anomalies are shown in Figure 5 . Consistent with the evolution of zonal mean zonal wind anomalies in Figure 4 , the positive height anomalies begin to develop several days before the SSW onset in both the model and the reanalyses (Figures 5a-c) . The positive height anomalies in the upper stratosphere from the both reanalyses gradually develop deep in the stratosphere and reach the near surface 2-3 weeks after the SSW onset (Figure 5a,b) . Positive height anomalies are also identified 2-3 weeks after the SSW onset in the model (Figure 5c ). The positive height anomalies in the upper stratosphere reverse to negative anomalies about one month after the SSW onset in the two reanalyses, which is also well simulated by the model. The positive height anomalies in the upper troposphere and lower stratosphere can persist more than one and half months in all datasets. Therefore, the height biases, as measure by the model minus the reanalyses difference, are not statistically significant most of the time (Figures 5d,e ).
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Another noticeable feature for SSW events is an abrupt increase in the polar cap temperature [2, 9, 53] . The composite evolutions of the polar cap temperature anomalies are shown in Figure 6 . Different from the positive height anomalies in the stratosphere polar cap that descend to the near surface, the warm temperature anomalies only descend to the upper troposphere with weak cold temperature anomalies in the lower troposphere and near surface (Figure 6a-c) . The significant warm temperature anomalies develop from several days before the SSW onset to weeks after the SSW onset both in the reanalyses and in the model (Figure 6a-c) . The maximum warm temperature anomalies reach above 14-16 K in the reanalyses around the SSW onset date (Figure 6a,b) , which is well reproduced by the model (Figure 6c ). For most of the SSW lifetime, the temperature anomaly bias in the troposphere is weak and non-significant, confirming the good representation of SSW events in the model (Figure 6d,e ). 
Evolution of Tropospheric Circulation During SSW Events
Previous studies reported that occurrence of SSWs is caused by the amplification and vertical propagation of planetary waves originating in the troposphere while recent studies [65] have suggested tropospheric wave forcing may only play a role in about 30% of SSWs. Planetary waves 
Previous studies reported that occurrence of SSWs is caused by the amplification and vertical propagation of planetary waves originating in the troposphere while recent studies [65] have suggested tropospheric wave forcing may only play a role in about 30% of SSWs. Planetary waves propagate upward to affect the stratospheric circulation and interact with the background mean currents [6, 9, 19, 20] . To well understand the tropospheric wave source or the so-called tropospheric precursor before SSW events and the tropospheric response after the SSW onset, evolutions of the 10-day mean extratropical geopotential height anomalies at 500 h Pa are shown in Figure 7 . It can be observed by visual inspection that significant negative height anomalies are centered over the North Pacific 15-25 days before the SSW onset, while Arctic Canada and Russia are covered with positive height anomalies, which is fairly similar to a PNA pattern in its positive phase [55] . The negative height anomaly center over the North Pacific is in phase with the climatological trough there and can also be projected into the negative WP pattern [56, 57] . The height anomaly patterns in the reanalyses (Figures 7a1,b1 ) amplify the climatological planetary waves, corresponding to enhanced wave activity [15, 25, 66] . The negative height anomaly center over the North Pacific, the positive center over Canada, and another negative center over the East US still persist from day −15 to day −5 (Figures 7a2,b2) . Namely, the positive PNA-like pattern is still clearly presented, although only the negative center over the North Pacific is significant at the 95% confidence level. The PNA-like pattern largely weakens from day −5 to day 5, and a negative NAO-like pattern forms due to the downward propagation of the SSW signals and their impact on the troposphere [58] (Figures 7a3,b3) . When a negative NAO forms, negative pressure (height) anomalies appear in midlatitudes of the Atlantic sector in the Northern Hemisphere, and positive pressure (height) anomalies appear in the highlatitudes of the North Atlantic and the Arctic Ocean. The low pressure (or negative height) anomalies in Eurasia usually persist a long time due to the gradual propagation of the circulation anomalies following SSW events (Figures 7a4,a5,b4,b5 ). In general, the negative height anomaly center over the North Pacific, as well as the positive PNA-like and negative WP-like patterns, is well simulated before SSW onset by the model (Figures 7c1,c2) . However, the amplitude of height anomalies in the model is usually much stronger than in the reanalyses. Additionally, the negative NAO-like response in the It can be observed by visual inspection that significant negative height anomalies are centered over the North Pacific 15-25 days before the SSW onset, while Arctic Canada and Russia are covered with positive height anomalies, which is fairly similar to a PNA pattern in its positive phase [55] . The negative height anomaly center over the North Pacific is in phase with the climatological trough there and can also be projected into the negative WP pattern [56, 57] . The height anomaly patterns in the reanalyses (Figure 7(a1,b1) ) amplify the climatological planetary waves, corresponding to enhanced wave activity [15, 25, 66] . The negative height anomaly center over the North Pacific, the positive center over Canada, and another negative center over the East US still persist from day −15 to day −5 (Figure 7(a2,b2) ). Namely, the positive PNA-like pattern is still clearly presented, although only the negative center over the North Pacific is significant at the 95% confidence level. The PNA-like pattern largely weakens from day −5 to day 5, and a negative NAO-like pattern forms due to the downward propagation of the SSW signals and their impact on the troposphere [58] (Figure 7(a3,b3) ). When a negative NAO forms, negative pressure (height) anomalies appear in midlatitudes of the Atlantic sector in the Northern Hemisphere, and positive pressure (height) anomalies appear in the high-latitudes of the North Atlantic and the Arctic Ocean. The low pressure (or negative height) anomalies in Eurasia usually persist a long time due to the gradual propagation of the circulation anomalies following SSW events (Figure 7(a4,a5,b4,b5) ). In general, the negative height anomaly center over the North Pacific, as well as the positive PNA-like and negative WP-like patterns, is well simulated before SSW onset by the model (Figure 7(c1,c2) ). However, the amplitude of height anomalies in the model is usually much stronger than in the reanalyses. Additionally, the negative NAO-like response in the North Atlantic following SSWs is shown to be stronger in the model (Figure 7(c3-c5) ).
Teleconnections and Upward Propagation of Planetary Waves from the Troposphesre
Recent studies have shown that the weakening of the stratospheric polar vortex and the changing of temperature in stratosphere polar cap are closely associated with planetary wave activities originating from the extratropical troposphere [15, 25, [66] [67] [68] [69] , which can be confirmed by some teleconnections. Evidences show that teleconnections such as WP and PNA patterns precede SSWs while the regional pressure and temperature can be anomalously large due to the downward impact of SSW events. For example, the NAO oscillation is usually developing toward its negative phase, when the downward propagation of the AO/NAM signals during SSW events can reach the troposphere and surface [2, 11, 20, 64] . Therefore, several selected teleconnections are calculated from day −50 to day 50 so as to evaluate the tropospheric precursor and "follower" for SSWs in the model.
The day-to-day evolutions of the PNA, WP, and NAO indices are shown in Figure 8 . Firstly, the negative WP phase is observed before SSW events, which is quite persistent before SSW onset (Figure 8a-c) . Secondly, the PNA from the reanalyses fluctuates fairly frequently, although it is mainly in its positive phase before the SSW onset (Figure 8a,b) . Thirdly, during the time evolution of NAO from day −30 to day 30, the NAO is dominated by its negative phase throughout SSWs (Figure 8a,b) . Those observational facts can be well simulated by the model: the pre-SSW period is also mainly controlled by the positive PNA and negative WP in the model; the NAO is in its negative phase for most part of the focused period from day −30 to day 30 in the model and it seems to be more significantly negative in the model especially after SSWs (Figure 8c ), consistent with Figure 7(c3-c5 ). It can also be observed that the changes related to WP pattern are more consistent and significant in both the reanalyses and the model than the NAO response.
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The day-to-day evolutions of the PNA, WP, and NAO indices are shown in Figure 8 . Firstly, the negative WP phase is observed before SSW events, which is quite persistent before SSW onset (Figures 8a-c) . Secondly, the PNA from the reanalyses fluctuates fairly frequently, although it is mainly in its positive phase before the SSW onset (Figures 8a,b) . Thirdly, during the time evolution of NAO from day −30 to day 30, the NAO is dominated by its negative phase throughout SSWs (Figures 8a,b) . Those observational facts can be well simulated by the model: the pre-SSW period is also mainly controlled by the positive PNA and negative WP in the model; the NAO is in its negative phase for most part of the focused period from day −30 to day 30 in the model and it seems to be more significantly negative in the model especially after SSWs (Figure 8c ),consistent with Figures 7c3-c5. It can also be observed that the changes related to WP pattern are more consistent and significant in both the reanalyses and the model than the NAO response. Since the upward propagation of planetary waves (i.e., the vertical component of the Eliassen-Palm flux, Fz) is almost proportional to the eddy heat flux ( ′ ′ ̅̅̅̅̅ ), the eddy heat flux can measure the upward propagation of waves [2, 9, 15, 28, 58] . The pressure-time evolutions of eddy heat flux areaaveraged over 45°-75° N from day −40 to day 40 are shown in Figure 9 . It is obvious that poleward (positive) eddy heat flux anomalies reach maxima several days before the SSW onset, and their signs are changed soon after the SSW onset, implying that the upward propagation of planetary waves is prohibited under the stratospheric easterly wind background in the mid-to-high latitudes for both the reanalyses (Figures 9a,b ) and the model (Figures 9a-c) . Enhanced upward propagation of waves before SSWs is well simulated in the model: the maximum eddy heat flux anomaly at 10 h Pa is nearly the same as in the JRA55 reanalysis (>80 K m/s; Figures 9a,c) . The well simulated wave activities before SSWs can also be seen from the 10 h Pa eddy heat flux (Figure 9d ). The timing of the eddy heat flux peaks for SSW events are well simulated by CESM1-WACCM. The negative eddy heat flux following the SSW onset implies an anomalous downward propagation of waves, when the Since the upward propagation of planetary waves (i.e., the vertical component of the Eliassen-Palm flux, F z ) is almost proportional to the eddy heat flux (v T ), the eddy heat flux can measure the upward propagation of waves [2, 9, 15, 28, 58] . The pressure-time evolutions of eddy heat flux area-averaged over 45 • -75 • N from day −40 to day 40 are shown in Figure 9 . It is obvious that poleward (positive) eddy heat flux anomalies reach maxima several days before the SSW onset, and their signs are changed soon after the SSW onset, implying that the upward propagation of planetary waves is prohibited under the stratospheric easterly wind background in the mid-to-high latitudes for both the reanalyses (Figure 9a ,b) and the model (Figure 9a-c) . Enhanced upward propagation of waves before SSWs is well simulated in the model: the maximum eddy heat flux anomaly at 10 h Pa is nearly the same as in the JRA55 reanalysis (>80 K m/s; Figure 9a ,c). The well simulated wave activities before SSWs can also be seen from the 10 h Pa eddy heat flux (Figure 9d ). The timing of the eddy heat flux peaks for SSW events are well simulated by CESM1-WACCM. The negative eddy heat flux following the SSW onset implies an anomalous downward propagation of waves, when the downward impact of SSWs is strong. Figure 10 shows the evolution of the 850 h Pa air temperature anomalies in the northern extratropics during SSW to explicitly demonstrate the impact of SSWs. It should be noticed that no model data is available in Tibet Plateau, Greenland and Rocky Mountains because of high altitudes in those regions. The temperature anomaly patterns before SSW onset (left two columns in Figure 10 ) is mainly related to the development of positive PNA and negative WP, as well as the negative NAO. The evolution of temperature anomalies in the following periods (right three columns in Figure 10 ) is caused by the downward impact of SSW events.
Downward Impact of SSW
Specifically, it can be observed by visual inspection from the reanalyses that warm conditions appear in the North American continent from day −25 to day −15, while the North Eurasian continent is covered with cold anomalies (Figures 10a1,b1 ). This temperature pattern still persists from day −15 to day −5 in the reanalysis (Figures 10a2,b2 ). From day −5 to day 5, the cold North Eurasia-warm North America pattern is still clear in mid-to-high latitudes, while the lower latitudes of Eurasia are anomalously warm and the lower latitudes of North America are cold (Figures 10a3,b3 ). The warm anomalies in the North America weaken gradually and are replaced by cold anomalies from day 5 to day 15 (Figures 10a4,b4) . Finally, the continents in mid-to-high latitudes are mostly covered with cold anomalies (Figures 10a5,b5) . The model can well capture the evolutions of 850 h Pa temperature anomalies (Figure 10b ), including the cold Eurasia-warm North America pattern before SSW onset (Figures 10c1,c2 ) and cold Eurasia-cold North America following SSWs (Figures 10c3-c5 ). Figure 10 shows the evolution of the 850 h Pa air temperature anomalies in the northern extratropics during SSW to explicitly demonstrate the impact of SSWs. It should be noticed that no model data is available in Tibet Plateau, Greenland and Rocky Mountains because of high altitudes in those regions. The temperature anomaly patterns before SSW onset (left two columns in Figure 10 ) is mainly related to the development of positive PNA and negative WP, as well as the negative NAO. The evolution of temperature anomalies in the following periods (right three columns in Figure 10 ) is caused by the downward impact of SSW events.
Specifically, it can be observed by visual inspection from the reanalyses that warm conditions appear in the North American continent from day −25 to day −15, while the North Eurasian continent is covered with cold anomalies (Figure 10(a1,b1) ). This temperature pattern still persists from day −15 to day −5 in the reanalysis (Figure 10(a2,b2) ). From day −5 to day 5, the cold North Eurasia-warm North America pattern is still clear in mid-to-high latitudes, while the lower latitudes of Eurasia are anomalously warm and the lower latitudes of North America are cold ( Figure 10(a3,b3) ). The warm anomalies in the North America weaken gradually and are replaced by cold anomalies from day 5 to day 15 ( Figure 10(a4,b4) ). Finally, the continents in mid-to-high latitudes are mostly covered with cold anomalies (Figure 10(a5,b5) ). The model can well capture the evolutions of 850 h Pa temperature anomalies (Figure 10b ), including the cold Eurasia-warm North America pattern before SSW onset ( Figure 10(c1,c2) ) and cold Eurasia-cold North America following SSWs (Figure 10(c3-c5) ). Comparing the reanalyses and the model, it is revealed that areas covered with significant temperature anomalies in the model are wider than those in the reanalyses, which might be caused by the anomalously strong NAO pattern in the model (Figure 7c ). 
Summary and Discussion
This study assessed the CESM1-WACCM model in simulating the SSW events and their downward impact based on the JRA55 and NCEP/NCAR reanalyses. A detailed statistical and diagnostic analysis of SSW events were carried out for a historical run by CESM1-WACCM, the JRA55 reanalysis and the NCEP/NCAR reanalysis. Those diagnoses include the statistical distribution of SSW events in every decade and every month, the primary biases of SSWs in the model historical run with respect to the reanalyses and the representation of the tropospheric precursor for SSWs in the model. The main findings in the study are as follow.
1. On average, major SSW events based on the WMO definition [8] occur 5-6 times per decade in the JRA55 and NCEP/NCAR reanalyses, which is realistically reproduced by CESM1-WACCM. The seasonal distribution of SSWs in wintertime is also well simulated, although some tiny differences between the reanalyses and the model are noticed. The SSW events in January ranks the first in the percentage (35%), followed by February; while SSW events in November ranks the last in the percentage, which is also realistically reproduced by the model. Considering the large uncertainty from the reanalyses (especially NCEP/NCAR) and the large variability in the stratosphere, the different SSW occurrence percentages between the reanalyses and the model for some months (December and March) may not indicate a poor representation of SSW events in the model. In general, the SSW percentage in midwinter from the model falls between the two reanalyses. 2. The SSW absence observed in 1990s from the reanalysis can also be identified in the model data,
but of a different model decade (1930s). The scarcity of SSW events in some decades might reflect the internal variability of the stratosphere. Because the historical run is an "atmosphere-ocean coupled run" experiment, the SST and sea ice are generated by the model. Therefore, the model shows a different SSW number from the reanalyses in every decade. 
1.
On average, major SSW events based on the WMO definition [8] occur 5-6 times per decade in the JRA55 and NCEP/NCAR reanalyses, which is realistically reproduced by CESM1-WACCM. The seasonal distribution of SSWs in wintertime is also well simulated, although some tiny differences between the reanalyses and the model are noticed. The SSW events in January ranks the first in the percentage (35%), followed by February; while SSW events in November ranks the last in the percentage, which is also realistically reproduced by the model. Considering the large uncertainty from the reanalyses (especially NCEP/NCAR) and the large variability in the stratosphere, the different SSW occurrence percentages between the reanalyses and the model for some months (December and March) may not indicate a poor representation of SSW events in the model. In general, the SSW percentage in midwinter from the model falls between the two reanalyses.
2.
The SSW absence observed in 1990s from the reanalysis can also be identified in the model data, but of a different model decade (1930s). The scarcity of SSW events in some decades might reflect the internal variability of the stratosphere. Because the historical run is an "atmosphere-ocean coupled run" experiment, the SST and sea ice are generated by the model. Therefore, the model shows a different SSW number from the reanalyses in every decade.
3.
The SSW intensity measured by the circumpolar easterly anomalies, the polar cap temperature anomalies, and polar cap height anomalies are nicely simulated. The overestimated duration of SSW events in an earlier WACCM version (WACCM3.5 [63] ) is not seen in this version (WACCM4). Further, the model can well reproduce the downward propagation of easterly anomalies and the negative NAM represented by the positive polar cap height anomalies following the SSW onset. The polar cap warm temperature anomalies propagate from the upper stratosphere to the upper troposphere in all datasets. The enhanced wave activities evaluated by the eddy heat flux before the SSW onset are also realistically reproduced, and the suppressed wave activities after the SSW onset are fairly similar in the reanalyses and the model.
4.
Both the modelling and observational evidences indicate that SSWs are proceeded by the positive PNA and negative WP pattern in the troposphere, which favor the amplification and upward propagation of extratropical waves in pre-SSW periods. The model can well simulate the negative WP pattern and the positive PNA pattern before SSWs. The negative NAO develops throughout the SSW life cycle, which is simulated to be more significantly negative in the model after SSWs, and the NAO response is seemingly weaker than that of the WP pattern.
5.
A cold Eurasian continent-warm North American continent pattern is observed in some pre-SSW periods, while the two continents are anomalously cold in some post-SSW periods. The model can produce distribution of the 850 h Pa temperature anomalies before and after the SSW onset, including the cold Eurasia-warm North America pattern before SSW onset and cold Eurasia-cold North America following SSWs.
This study systematically evaluates the model performance of CESM1-WACCM in simulating SSWs and their surface impact. Some studies show that the frequency of SSW events might be different between different phases of ENSO [18, 26, 58] . We still do not know if the SSW frequency in CESM1-WACCM is controlled by ENSO, which deserves further investigation. Peters et al. [29] designed two experiments, one forced by zonal mean ozone, the other forced by zonally asymmetric ozone; they that the number of SSWs in the latter experiment is larger than that in the former. The historical run in this study includes fully interactive chemistry to produce zonally asymmetric ozone, so the frequency of SSWs is nearly as high as in the JRA55 and NCEP/NCAR reanalyses. Only one model is used in this study, but CESM1-WACCM is one of the most widely used and best stratosphere-resolving models [26, [43] [44] [45] . Since only one realization of WACCM is used in this study, the robustness of this study will be improved if more realizations are evaluated. The QBO is nudged in the CESM1-WACCM historical run, which is shown to have an impact on the northern winter stratospheric polar vortex [22] [23] [24] [25] . The newer version of CESM-WACCM, CESM2-WACCM, has a spontaneously generated QBO, which might further improve the simulation of SSWs in this model. A comparison between the two versions of CESM-WACCM is another interesting topic beyond the limited scope of this paper. A more comprehensive comparison between different SSW types also deserves further investigation in the future work.
Only two reanalyses are used in this study, but the SSW events especially in the satellite era, have been shown to be fairly consistent between several reanalyses [61] . Furthermore, comparisons between CESM1-WACCM and other models are still lack, although the SSW modeling in MPI-ESM-LR is also reported [70] . Previous studies also emphasized that the persistence time of SSWs is very different between strong polar night jet oscillation events and weak polar night jet oscillation events [29, 70] , which is beyond the scope of this study but worth a deep investigation using outputs from the state-of-the-art CMIP6 models. 
