The evolution of grid computing generates new requirements for distributed application development and deployment. There is no standard way of registering these applications, describing their input parameters and output results and monitoring their progress in the Grid environment. The Web Services Architecture (WSA) is an ideal technology to integrate legacy applications into the Grid. Adopting this service-oriented architecture, a model is implemented to achieve the dynamic deployment, scheduling and rescheduling of scientific applications. The model treats all components (Resource Service and Service Scheduler) as WSRFcompliant services which support the applications integration with underlying native platform facilities and facilitate the construction of the hierarchical scheduling system.
INTRODUCTION
Grid computing leverages collaboration, data sharing, and cycle sharing that involve distributed resources, resulting in an increased focus on the interconnection of systems both within and across enterprises. In addition, significant cost savings of companies and research centres can be achieved by outsourcing nonessential elements of their IT environment to various forms of scheduling decisions. Via the uniform interface of RS, SS creates WSRF resources for users, submits applications and monitors the execution status. 3 . AdminTool can interact with RS in a secure way. AdminTool has a graphic interface and can be used to add, delete and modify application descriptions by the local administrator. In this paper, our primary focus is the architecture and the implementation of the model. The rest of this paper is as follows. WSRF and Globus Tookit are presented in Section 2. In Section 3 the model architecture is described. The detail of implementation is presented in Section 4. In Section 5 two experimentations are presented to evaluate the performance of the model. The related work is discussed in Section 6. Finally we conclude with a brief discussion of the future research.
WSRF AND GLOBUS TOOLKIT
Web services are services that can be dynamically discovered and orchestrated, using messaging on the network. The Web Services Architecture (WSA) is an ideal technology to integrate legacy applications into the grid environment [6] . There are two closely related approaches foe modeling and manipulating state within a Web Services Architecture (WSA): the Open Grid Services Infrastructure (OGSI) and WS-Resource Framework (WSRF). Both approaches define conventions on the use of the Web service definition language schema that enable the modeling and management of state. OGSI introduces the idea of a stateful Web service and defines a set of conventions and extensions for the use of Web service definition language (WSDL) [7] and XML schema [8] . WSRF refactors and evolves OGSI to exploit new Web services standards, specifically WS-addressing, and to respond to early implementation and application experiences. WSRF retains essentially all of the functional capabilities present in OGSI, while changing some syntax and also adopting a different terminology in its presentation. The principal conceptual difference between the two approaches is that WSRF uses different constructs to model a stateful resource and a Web service, while OGSI uses the same construct for both by modeling stateful resources as Web services that support the GridService portType [3] .
The Globus Toolkit (GT) has been developed since the late 1990s to support the development of service-oriented distributed computing applications and infrastructures. The Web services-based GT4 is the latest release of GT, which provides significant improvements over previous releases in terms of robustness, performance, usability, documentation, standards compliance, and functionality [9] . The toolkit, first and foremost, includes quite a few high-level services that can be used to build Grid applications. Most of these services are implemented on top of WSRF [10] . The implementation of the model is based on GT4, so before discussing the model, we will introduce some basic concepts:
-The resource approach: Giving Web services the ability to keep state information while still keeping them stateless seems to be a complex problem. Fortunately, GT4 has found a very simple solution: simply keep the Web service and the state information completely separate. Instead of putting the state in the Web service (thus making it stateful, which is generally regarded as a bad thing) we will keep it in a separate entity called a resource, which will store all the state information. Each resource will have a unique key, so whenever we want a stateful interaction with a Web service we simply have to instruct the Web service to use a particular resource [10] . -GRAM: The GT4 Grid Resource Allocation and Management (GRAM) service addresses the issues of running a task on a computer, providing a Web services interface for initiating, monitoring, and managing the execution of arbitrary computations on remote computers [9] . -MDS: The Globus Toolkit's Monitoring and Discovery System (MDS) defines and implements mechanisms for service and resource discovery and monitoring in distributed environments [11] .
MODEL ARCHITECTURE
The Web Services Architecture (WSA) adopts a common representation for computational and storage resources, networks, programs, databases, and the like. All are treated as services-network-enabled entities that provide some capability through the exchange of messages. Adopting this uniform serviceoriented model, all components of the environment are made virtual through encapsulation of diverse implementations behind a common interface [12] . Our model adopts this service-oriented architecture and wraps scientific applications in WSRF-compliant services.
The architecture of the model is illustrated in figure 1 . RS is deployed in each Computing Resource and makes the Computing Resource virtual through encapsulation of scientific applications behind a common interface (AI). User Applications interact with SS, via a uniform User Interface, to discover applications, to submit applications and to monitor execution status. The architecture treats all components (e.g. RS and SS) as WSRF-compliant services which support applications integration with underlying native platform facilities and facilitate the construction of hierarchical scheduling system.
394
Towards dynamic Integration, scheduling and rescheduling of scientific applications
Applications Management
Application Management addresses the ability to dynamically deploy and to discover the wrapped applications in the model. In RS, the scientific applications are described in the Job Description Schema [13] and these Job Description files are saved in the local Job Description Storehouse. AM takes the responsibility to add, delete and modify application descriptions. An AdminTool which provides a graphic interface for users can be used by the local administrator to interact with AM. When the local administrator uses AdminTool to add, delete and modify the application descriptions, AM updates the application list and modifies the job description files in the application storehouse. It sets also a signal to notify the According to the request of user applications, SS queries in the applications lists which are copied from each RS. If there are more than one RS which deploys the wanted application, a scheduling decision is made by SS.
MDS and Scheduling
In GT 4, a general aggregator framework is used to collect and aggregate data. Services (e.g. Index Service and Trigger service) built on this framework are sometimes called aggregator services. Such services can be used by other services to collect information about Grid resources and to trigger some actions when a set of conditions are met. The data that a MDS4 aggregator framework publishes into an aggregator service is obtained from an external component called an information provider (e.g.Hawkeye and Ganglia) [11] . MDS can also be configured in a hierarchical fashion with upper levels of the hierarchy aggregating information from the lower-level MDS (Index Services). The upper levels are identified as upstream resources in the hierarchy, and the lower levels are identified as downstream resources [14] . Thus from each Computing Resource, SS can gather the dynamic and static resource information to make the scheduling decision.
In order to facilitate the implementation of our model, a simple scheduling algorithm 3.1 is implemented in SS. The scheduling algorithm more complex will be integrated in the future. When SS finds that there are more than one available RS which fulfills the user requirement, it compares the number of 
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Standard Interface for Application Arguments
In the Globus Job Description language, there are three elements: Argument, FileStageIn and FileStageOut [13] which can be used to transfer applications arguments. After a RS and an application description have been selected by SS, the user specifies all the input parameter values (include Argument FileStageIn and FileStageOut) and sends a submission request to SS via SS's User Interface. Then SS creates a replica of the selected application description, sets all the elements in this Job Description replica and inserts this replica in the JobQueue. Finally, a scheduling strategy of FCFS (First Come First Serve) is adopted to get jobs from the JobQueue and to really submit these Job Description to the GRAM service of the Computing Resource.
Rescheduling
In a RS, it is possible that the deployed application is removed (deleted) by the local administrator. Thus some submitted jobs which want to execute this application will be blocked in the RS or will invoke system errors. The rescheduling of such jobs must be taken into account. Two rescheduling mechanisms are described in the paper [15] : Rescheduling by Stop and Restart and Rescheduling by Processor Swapping. In the stop/restart approach, the application is suspended and migrated only when better resources are found for application execution. To enable Processor Swapping, the application is launched with more machines than will actually be used for the computation. There are two set of machines: the active set (machines become part of the computation) and the inactive set (machines do nothing initially). During execution, the monitor periodically checks the performance of the machines and swaps slower machines in the active set with faster machines in the inactive set. These two approaches are very fiexible but they can be expensive. They normally can involve large data transfers or need applications to be launched in more machines.
Supposing jobs which must be rescheduled are waiting in the JobQueue of RS and haven't been submitted. Jobs which have been submitted to the computing resource are considered to complete correctly even if the wanted application is removed from RS. A rescheduling algorithm (Swapping/Start) 3.2 is proposed to achieve the job rescheduling. In SS, we have three JobQueue: JobWaitingQueue for jobs waiting for scheduling, JobSubmittedQueue for jobs which have been submitted to RS and JobRescheduleQueue for jobs which need rescheduling. When SS detects that an application is removed from a RS, it searches all the jobs which want to execute this application in JobSubmittedQueue and JobWaitingQueue. For the found jobs in JobSubmittedQueue, if the job status is "unsubmitted" or "binding"(that means the job isn't yet activated in Gram), SS searches this job in the local JobQueue of RS. If the job is found in the JobQueue, the job is swapped into JobRescheduleQueue and is rescheduled. In the same time, SS requests the detected RS to remove the job from its local JobQueue and to cancel the job submission. For the case of JobWaitingQueue, because the jobs aren't submitted, we simply swap jobs into JobRescheduleQueue. A mechanism is achieved to regularly make scheduling decisions for jobs in the JobRescheduleQueue and to insert jobs rescheduled into JobWaitingQueue. Figure 2 illustrates the sequence of an user job submission.
Job Submission Sequence
1. The user invokes the openSession operation of the Service Scheduler to get a client number. 2. The user invokes the findApplication operation with client number and the requested application as parameters. 3. The Service Scheduler searches in all the application lists. If it finds the requested application, a Boolean "true" is returned to the user. 4. The user gets "true", so it can invoke the scheduler operation in order to submit the application.
The Service Scheduler invokes createResource of the Factory Service
to create a resource for the user. 6. After having created the resource, the Service Scheduler submits the job to Resource Service
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Security
In any networked environment, security is a paramount concern. GSI is the GT4 component that addresses all security requirements and allows privacy, integrity, and replay protection for grid communication [17] . The framework deals with the two basic concepts of security: authentication (verifying that users are who they say they are) and authorization (assigning privileges to users once their identity has been firmly established).
To enforce security on the client-side, applications which interact with Service Scheduler and Resource Service must be configured to use host authorization and to enforce both privacy and integrity authentication. On the server-side, authentication and authorization are specified by creating a security descriptor file before services (Service Scheduler and Resource Service) are compiled into GAR files [17] . The Gridmap authorization is adopted instead of host authorization on the server-side. User Applications which have the authorization of Service Scheduler can interact with the Meta-Scheduler service. If a User Application submits a job via the user Interface of Service Scheduler, the Service Scheduler uses a user account which has all the authorizations of each Resource Service to really submit the job. This mutual authentication mechanism enforces the security of the framework and reduces the complexity of configuration.
EVALUATION
The model aims to realize the dynamic integration of scientific applications and to provide a uniform interface for programmatic access from remote clients. Thus the capacity of dynamic deployment and the performance of the uniform interface must be evaluated. The most important aspect for the job submission is the turn-around time. Turn-around time is the time from a job being accepted by the Service Scheduler till the completion (i.e. the job has reached the done state). The turn-around time is measured in 2 cases: -An application is added dynamically in a Resource Service. In this case, the delay of discovering the new application and the availability of the new resource are measured. -Resource Service and globusrun-ws [18] are used to submit jobs to the same Computing Resource. A comparison is made to evaluate the different performance between the model and globusrun-ws.
Dynamic Deployment Experiments
The AdminTool is used to add dynamically an application in the system. The experimental setup is as follows. The Resource Service is deployed and tested at two Condor clusters named C1and C2: each has three servers. Each server has 2 Pentium 4 3.20GHz with 1 GB RAM. The Service Scheduler is installed in a PC powered by Pentium 4 3.00GHz with 512 MB RAM. All the machines are connected by 100 Mb network. GT 4 is installed in the central manager of Condor pool, and Scheduler Adapters are configured to support the job submission into the Condor pool. From a laptop, the user application submits 40 jobs to the Service Scheduler and the interval of submission is 30 seconds. In the user's opinion, a job is a sequence of openSession, findApplication, scheduler, getJobStatus and closeSession. At the beginning, the application which the user needs is deployed on C1. The application is a simple C program. It waits 5 minutes and then returns. In order to execute the application in the standard universe, condorcompile must be used to relink the application with the Condor libraries [19] .
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After the user has submitted 18 jobs, the local administrator of C2 runs AdminTool to add the application in C2. For comparisons, the user application submits 40 jobs once again. The difference with the first time is there is not a dynamic deployment and the two clusters are used to submit jobs. Figure 3 shows that the turn-around time of followed jobs in the case of dynamic deployment dropped down when the application is added in C2 (after eighteenth job). Because the Service Scheduler detects the modification of applications list in C2 and it can submit the user job to C2. Thus the nineteenth job does not wait to be submitted to C1, instead it is submitted to C2 and is executed immediately. After the submission of the twenty-first job, the turnaround time of followed jobs is much more dropped than the time of jobs without dynamic deployment because of the distribution of job on two clusters.
Comparison Between the Resource Service and Globusrun-Ws
Globusrun-ws (WS GRAMclient) is a program for submitting and managing jobs to a local or remote job host. WS GRAM provides secure job submission to many types of job scheduler for users who have the right to access a job hosting resource in a Grid environment. All WS GRAM submission options are supported transparently through the embedded request document input. Globusrun-ws offers additional features to fetch job output files incrementally during the run as well as to automatically delegate credentials needed for certain optional WS GRAM features [18] . In order to evaluate the performance of the framework, a comparison is made by submitting jobs to the Computing Resource, C1, via different interface (our RS and globusrun-ws). In these experiments, the same condor application in subsection 5.1 is used to evaluate the performance.
A user program is applied to submit jobs via the Resource Service and the interval of submission is 5 seconds. When globusrun-ws is used to submit a job, it returns till the completion of this job. Therefore in the program which uses globusrun-ws to submit jobs every 5 seconds, each execution of globusrun-ws is started in a thread. The program monitors the status of threads and when a thread is no longer alive, this means the job execution is finished. Then the program calculates the turn-around time for each completed job. Figure 4 shows the result. It is shown that the interval between two jobs in the case of RS is bigger than the case of globusrun-ws although the interval of submission is the same (5 seconds). This can be explained as the communication between RS and Globus service (GRAM) slows down a little
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Towards dynamic Integration, scheduling and rescheduling of scientific applications the submission of jobs. But the turn-around time of jobs in the case of RS is a little shorter than the time of "globusrun-ws". In short, if we have some jobs to submit, jobs must wait longer time to be submitted in the case of RS than in the case of "globusrun-ws". On the other hand, jobs complete faster using RS than using "globusrun-ws".
RELATED WORK
In the context of Computational Grids, we would like to mention the following meta-scheduling projects: Condor/G [20] , which provides user Interval (Second) tools with fault tolerance capabilities to submit jobs to a Globus based Grid; Nimrod/G [21] , designed specifically for Parameter Sweep Application (PSA) optimizing user-supplied parameters like deadline or budget; GridLab Resource Management System (GRMS) [22] , which is a meta-scheduler component to deploy resource management systems for large scale infrastructures; and the Community Scheduler Framework (CSF) [23] , an implementation of an OGSA-based meta-scheduler; and the Enabling Grids for E-sciencE (EGEE) Resource Broker [24] , that handles job submission and accounting. Finally, GridWay gives end users, application developers and managers of Globus infrastructures a scheduling functionality similar to that found on local DRM systems, including the support for DRMAA GGF standard [25] . There are several research efforts aiming at automating the transformation of legacy code into a Grid service. Most of these solutions are based on the general framework to transform legacy applications into Web services outlined in [6] , and use Java wrapping in order to generate stubs automatically. One example could be found in [26] , where the authors describe a semi-automatic conversion of legacy C code into Java usingJNI (Java Native Interface) [27] .
Compared to Java wrapping, some solutions [2] , [27] , [28] are based on a different principle. They offer a front-end Grid service layer that communicates with the client in order to pass input and output parameters, and contacts a local job manager to submit the legacy computational job. The Grid service is defined by OGSA [29] which supports, via standard interfaces and conventions, the creation, termination, management, and invocation of stateful and transient services as named and managed entities with dynamic and managed lifetime. To deploy a legacy application as a Grid service there is no need for the source code. The user only has to describe the legacy parameters in a pre-defined file (description) and to transfer that file to a Factory service. But, the interface by which we can interact with the deployed applications is not uniform. Because the Factory needs a description of the service to create an instance of application. The different description providers could define various service port-types in the descriptions. Therefore the interface of application instance varies according to different service port-types. The other problem is the quantity of service instances. The application is created and deployed as service instance. In this case, if we deploy a large quantity of needed applications in a computing resource, there will be too many service instances to be created. The management of these instances is truly a delicate job.
The paper [30] presents a lightweight Grid solution for the deployment of multi-parameters applications on a set of clusters protected by firewalls. The system uses a hierarchical design based on Condor for managing each cluster locally and XtremWeb for enabling resource sharing among the clusters. This approach fulfills the requirements of Grid deployments ensuring strong security and fault tolerance using resilient components which fetch their context before restarting.
CONCLUSION AND FUTURE WORK
The model for dynamic deployment of scientific applications into grid environment has been described. This model addresses dynamic applications deployment. The local administrator can dynamically put some applications available or unavailable on the Resource Service without stopping the execution of the Globus Toolkit Java Web Services container. A Service Scheduler has been integrated in the model, which can realize simple job scheduling, select the best Resource Service to submit jobs for the users and achieve job rescheduling when the wanted application is removed. The performance of the model has been evaluated by some experiments. All the components in the model are realized in the standard of Web Service, so the other meta-schedulers or clients can interact with the components in a standard way.
We plan to complete the Service Scheduler to realize more complex scheduling algorithm and to integrate the workfiow. The Service Scheduler is a Web Service. The interaction between the Service Scheduler or between a Service Scheduler and the other meta-scheduler can be realized in the standard of Web service. So we would like to create a hierarchy of meta-scheduler to realize a distributed scheduling.
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