In this paper we study energy efficient joint power allocation and beamforming for coordinated multicell multiuser downlink systems. The considered optimization problem is in a non-convex fractional form and hard to tackle. We propose to first transform the original problem into an equivalent optimization problem in a parametric subtractive form, by which we reach its solution through a two-layer optimization scheme. The outer layer only involves one-dimension search for the energy efficiency parameter which can be addressed using the bi-section search, the key issue lies in the inner layer where a non-fractional sub-problem needs to tackle. By exploiting the relationship between the user rate and the mean square error, we then develop an iterative algorithm to solve it. The convergence of this algorithm is proved and the solution is further derived in closed-form. Our analysis also shows that the proposed algorithm can be implemented in parallel with reasonable complexity. Numerical results illustrate that our algorithm has a fast convergence and achieves near-optimal energy efficiency. It is also observed that at the low transmit power region, our solution almost achieves the optimal sum rate and the optimal energy efficiency simultaneously; while at the middle-high transmit power region, a certain sum rate loss is suffered in order to guarantee the energy efficiency.
I. INTRODUCTION
The increasing demands for better services in wireless communications involve higher transmission rate, lower error rate and enhanced coverage. In order to achieve these objectives, advanced wireless transmission and signal processing techniques have been intensively investigated in the literature [1, 2] .
Recently energy consumption problem has attracted increasing interest, due to the fact that low energy efficiency in wireless communications will result in high cost for the devices especially the mobile terminals, have negative impact on the environment and even cause health problems [3] . How to trade off the relationship between the system capacity and the energy consumption has become a key issue for future wireless communications [4] [5] [6] [7] [8] .
It is well known that multiple-input multiple-output (MIMO) technology provides extra degrees of freedom and brings multiplexing and diversity gains. As a result, multi-user MIMO (MU-MIMO) transmission has attracted a lot of research interest in the past few decades and enables significant performance enhancement without additional transmit power and bandwidth resource [9, 10] . In particular, it is shown in [10] that massive MIMO with a large number of antennas equipped at the base station (BS) promises much improved spectral and energy efficiency. In addition, as a powerful tool to mitigate the inter-cell interference resulting from aggressive frequency reuse, BS cooperation, also known as network MIMO or coordinated multi-point transmission and reception (CoMP), has recently received much attention [11] [12] [13] [14] [15] [16] .
An overview of state of the art multicell MIMO cooperation techniques is presented in [11, 12] . In [13] , a coordinated beamforming algorithm is proposed to minimize the transmit power subject to given SINR constraints. Later, with the goal of maximizing the worst user rate, a distributed multicell beamforming solution is reached which only requires limited intercell coordination [14] . By exploiting the property of massive MIMO channels, in [15] a distributed coordinated power allocation method is developed to balance the weighted SINR in a multicell massive multiple input single output (MISO) downlink system. Considering the user fairness, a distributed coordinated beamforming scheme is designed to achieve the Pareto boundary of user rate tuples [16] , by deriving an approximate uplink-downlink duality. Besides, the sum rate maximization problem for the coordinated beamforming is also widely studied by using the relationship between the user rate and the minimum mean square error (MMSE) [17] [18] [19] [20] or the branch and bound method [21] . In particular, a distributed sum rate maximization solution is achieved for the multicell beamforming system, in which only limited intercell signalling exchange is needed [22] .
Note that these aforementioned references are only concerned with the system throughput or spectral efficiency. Energy efficient system design, which adopts energy efficiency (bit-per-Joule) as the perfor-mance metric, has recently drawn much attention in both industry and academia [23] [24] [25] [26] [27] . The energy efficiency bound of the relay channel under additive white Gaussian noise is analyzed and computed in [23] . In [24] , a link adaptive transmission method is proposed to maximize energy efficiency by adapting both overall transmit power and its allocation. Later, an energy efficient power optimization scheme is further developed for interference-limited wireless communications [25] . In addition, energy efficient resource allocation has been widely studied for the orthogonal frequency division multiple access (OFDMA) downlink systems with a large number of transmit antennas and fixed beamformers or for the multicell OFDMA downlink network with cooperative BSs and single transceiver antenna [26, 27] . More recently, the energy efficient transmission design for massive MIMO systems and small cell networks has become a hot topic due to the potential of significantly improving both the spectral and the energy efficiency [28, 29] . It is worth mentioning that all these works above only consider simple transceivers where the transmitter is equipped with a single antenna or with a fixed beamformer. The joint optimization of energy efficient power allocation and beamforming is still an open problem.
Motivated by this, in this paper we aim to design an energy efficient transmission for multicell multiuser MISO (MU-MISO) downlink system by jointly optimizing the transmit powers and beamforming vectors. The original problem is non-convex and is difficult to solve directly due to the coupling between variables and its fractional form. We propose to first transform it into an equivalent subtractive-form optimization problem by exploiting the fractional programming [30] [31] [32] . We further reveal that this equivalent problem can be solved using one dimension search method [33] , in each search a sub-problem needs to address. Then, we develop an efficient optimization beamforming algorithm to solve the subproblem and further prove its convergence. The computational complexity of the proposed algorithm is also analyzed using the real floating point operation method [34] , showing a reasonable complexity.
Finally, numerical results validate the effectiveness of the developed algorithm and show that our algorithm is able to achieve simultaneously both the maximum sum rate and the maximum energy efficiency at the low transmit power region, while at the middle-high transmit power region high sum rate does not necessarily brings high energy efficiency. This rest of this paper is organized as follows. The system model is described in Section II. In Section III, an energy efficient beamforming algorithm is proposed for the multicell MU-MISO downlink system subject to per-BS power constraints. The computational complexity and the parallel implementation of the proposed algorithm are analyzed in IV. The simulation results are shown in Section V and conclusions are finally given in Section VI.
The following notations are used throughout this paper. Bold lowercase and uppercase letters represent column vectors and matrices, respectively. The superscript T , H , * and † represent the transpose operator, conjugate transpose operator, conjugate operator and the Moore Penrose pseudo-inverse of matrix, respectively. A m,n represents the (mth, nth) element of matrix A. · denotes the ℓ 2 norm.
II. SYSTEM MODEL
As illustrated in Fig. 1 , consider a K-cell MU-MISO downlink system where BS-j is equipped with M j transmit antennas and serves N j single-antenna users in cell j, j = 1, · · · , K. We denote the k-th user in cell j as User-(j, k) and BS in cell m as BS-m. Then, the received signal of the User-(j, k) is denoted as
where h m,j,k ∈ C Mm denotes the flat fading channel coefficient between BS-m and User-(j, k) which includes the large scale fading, the small scale fading and shadow fading, w j,k denotes the beamforming vector for User-(j, k), x j,k denotes the information signal intended for User-(j, k) with E {x j,k } = 0 and E x j,k 2 = 1, and z j,k is a zero-mean circularly symmetric complex Gaussian random noise with variance σ 2 j,k . We further assume that the signals for different users are independent from each other and the receiver noise. The instantaneous rate of User-(j, k) is calculated as
where Υ j,k denotes the interference signal strength which includes the intra-cell inter-user interference signal strength and the inter-cell interference signal strength and is given by
For notational convenience, let W j = w j,1 , · · · , w j,Nj denote the multiuser precoder set of BS-j and let W = {W j , · · · , W K } denote the collection of all the precoders. The energy efficiency of interest is defined as the ratio of the weighted sum rate to the total power consumption, given by
where the weight α j,k is used to represent the priority of User-(j, k) in the system, ξ ≥ 1 is a constant which accounts for the inefficiency of the power amplifier, P c is the constant circuit power consumption per antenna which includes the power dissipations in the transmit filter, mixer, frequency synthesizer, and digital-to-analog converter, and P 0 is the basic power consumed at the BS which is independent of the number of transmit antennas [26, 27] . In order to obtain a tradeoff between the sum rate and the total power consumption, the energy efficiency maximization performance criterion is adopted, given by
where P j is the transmit power constraint of BS-j. As a comparison, the traditional weighted sum rate optimization problem is usually defined as
Different from (5), in (6) , it is only concerned with how to maximize the sum rate, without taking the power consumption into account. Note that the coupling of optimization variables leads to that the problem (5) and (6) become non-convex and thus are difficult to solve directly. Furthermore, the fractional form of the objective function in (5) results in that common optimization approaches are not applicable now. Considering the transmit power constraints, the following inequalities are easily obtained.
where
is the maximum rate achieved with the maximum transmit power and without considering the inter-cell interference and the intra-cell interference.
III. ENERGY EFFICIENT BEAMFORMING ALGORITHM DESIGN
In this section, we will design a two-layer optimization scheme to solve the non-convex problem (5) .
By exploiting the relationship between the fractional and the parametric programming problems [30] [31] [32] , the original fractional problem is first transformed into an equivalent non-fractional problem. The equivalent problem is further cast into a tractable form using the relationship between the user rate and the MSE of the optimal receiver. Based on this, an optimization algorithm is finally developed to reach the solution to (5).
A. Equivalent Optimization Problem
It is easy to see that the optimization problem (5) belongs to a classical fractional programming problem.
To solve it, as revealed in [30] [31] [32] , a common approach is to transform it into a linear programming problem by adopting nonlinear variable transformation. Following this idea, here we exploit the relationship between the fractional programming and the parametric programming problems to reformulate problem (5) into the following univariate equation
where the function F : R −→ R is defined by
with
To clarify its equivalence to the primal problem, it is interesting to first note that the univariate function F (η) has some especially pleasant properties summarized in the following theorem, which is similar to the results obtained in [30, 31] . Theorem 1. Let F : R −→ R be defined by (9) . Then, the following statements hold.
(a) F is convex over R.
(c) F is strictly decreasing.
Proof: Let real numbers η 1 and η 2 be arbitrarily chosen so that η 1 = η 2 , and the corresponding optimal solutions of problem (9) are W 1 and W 2 , ∀i, respectively.
(a) For any 0 < β < 1, let η 3 = βη 1 + (1 − β) η 2 and the corresponding optimal solutions of problem (8) are W 3 , ∀i, we have
where the inequality follows from the definition of F (η). Based on the above results we see that
is a convex function.
(b) Since F (η) is a convex mapping from R to R, we can easily see the continuity.
(c) Similarly, the strict decreasing of F (η) can be easily proven.
(d) According to (7), we have The above theorem means that F (η) is monotonically decreasing and the equation F (η) = 0 has a unique solution. With these results, the equivalence between problem (5) and (8) is given as the following proposition.
Proposition 1.
The following two statements are equivalent:
Proof: First proving (a)=⇒(b). Let W opt be the solution of the problem (5), for ∀W ∈ D, we have
According to (7), we easily know that f 2 (W ) > 0, ∀W ∈ D and then have the following equations
Based on the above results, we can easily know that max W ∈D {f 1 (W ) − ηf 2 (W )} = 0 and the maximum value is obtained at W opt .
Next proving (b)=⇒(a). Let W opt be the solution of the problem (9), for ∀W ∈ D, then we have
From (7) and (13), we easily know that f 2 (W ) > 0, ∀W ∈ D and then have the following relations
Based on that, we can easily know that F (η) = max
f2(W ) = η and the maximum value is obtained at W opt .
The above proposition means that the univariate equation F (η) = 0 is essentially equivalent to the primal fractional programming problem (5) . In other words, if we can find a parameter η such that the optimal value of problem (9) is zero, then the optimal solution of problem (9) is also the optimal solution of problem (5) . Henceforth the parameter η is named as the energy efficiency factor of our considered communication systems. According to (7), we have 0 ≤ η ≤ Recalling the properties summarized in Theorem 1, it is easy to understand that one dimension search method is efficient to find the solution of F (η) = 0, here we would like to employ the bi-section method [33] . The corresponding iterative algorithm is summarized as Algorithm 1. , then solve problem (9) for given η, obtain the optimal solution {W opt } and
where ε is a predefined threshold, then stop. Otherwise, return to step 2.
B. Solution of Sub-Problem
It is easily seen that the key step in Algorithm 1 lies in solving the sub-problem (9) to achieve the beamformers. Without loss of generality, we assume that the value of η is greater than zero, and rewrite the sub-problem (9) into the following equivalent form for a given η
Although the problem (15) has a non-fractional form, it is still non-convex and its optimization variables are coupled. Next we further reformulate it into a tractable form by exploiting the relationship between the achievable rate and the MSE of the optimal receiver. We consider a linear receiver filter where the estimated signal is calculated asx j,k = µ * j,k y i,k , with µ j,k denoting the receiver filter at User-(j, k). Then, the MSE e j,k for User-(j, k) is calculated as
Letê j,k denote the MSE achieved by the optimal receiver filter, then the user rate R j,k can be expressed as R j,k = log 1 ej,k [17] . By introducing two sets of auxiliary variables S = {s 1 (15) is reformulated as follows by using Lemma 2 in [18] 
where the function H (W , U , S) is defined as
and U = {µ 1 , · · · , µ K } with µ j = µ j,1 , · · · , µ j,Nj denotes the receiver filters. One can see that compared with the primal problem, the objective function of the equivalent problem (17) has a more tractable form while introduces a few extra optimization variables. Combining (16) and (18), it is easily seen that the cost function H (W , U , S) is convex in each of the optimization variables 3 W , U , S. In what follows, we propose to use the block coordinate descent method to solve problem (17) . Specifically, we maximize the cost function H (W , U , S) by sequentially fixing two of the three variables W , U , S and updating the third. The optimal receiver filters U and the optimal auxiliary variables S are given by the following theorem for a given W , respectively.
Theorem 2.
For any given W , the optimal receiver filters of the sub-problem (17) are given by
Furthermore, the optimal s j,k is given by
whereê j,k is given byê
Proof: For any given W , first substitute the expression of e j,k into H (W , U , S), then check the first optimality condition to find the optimal receiver filter u j,k and the optimal auxiliary variable s j,k , i.e., ∂H(W ,U ,S) ∂u * j,k = 0 and ∂H(W ,U ,S) ∂sj,k = 0, respectively. It follows that the optimal receiver filter is given as (19) . By replacing the optimal receiver given in (19) into s opt j,k = 1 ej,k , the result in (21) is obtained. Once the values of U and S are given, the optimization of W is decoupled among the BSs by substituting the expression of e j,k into H (W , U , S), leading to the following parallel optimization problems given by
It is easily known that the above problem is a convex quadratic optimization problem which can be solved using standard approaches such as classical interior point method or second order conic programming (SOCP) [33] . More importantly, we reveal that its solution has a closed-form expression using the Lagrange multiplier method. We proceed by introducing a Lagrange multiplier λ j associated with the power constraint of BS-j, the corresponding Lagrange function can be written as
The first-order optimality condition of L (W j , λ j ) with respect to w H j,k yields
α m,n s m,n |u m,n | 2 h j,m,n h H j,m,n + ηξI. Different from traditional beamforming design [19] , it is seen that the energy efficiency factor η is included in A j , and λ j ≥ 0 should be chosen such that the complementary slackness condition of the power constraint is satisfied. For notational simplicity, we introduce a parametric representation for w j,k and let w j,k (λ j ) denote the right-hand side of (24) with parameter λ j . Since η > 0 and ξ > 0, A j is a positive-definite matrix, and A j + λ j I is also a positive-definite matrix. Without loss of generality, we denote the eigendecomposition of matrix A i as
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It is easily observed that the function ϕ (λ j ) is monotonically decreasing in λ j for λ j ≥ 0. If
, ∀k, otherwise, we must have
According to the monotonic property of the function ϕ (λ j ) with respect to λ j , the equation (27) can be solved by one dimension search method, such as the bi-section method [33] . Once the optimal λ opt j is obtained, the optimal beamformer w opt j,k can also be calculated by (24) , i.e.,
Based on the above analysis, the alternating optimization strategy can now be used to reach the solution of sub-problem (17), summarized as the following Algorithm 2.
Algorithm 2 Sub-Problem Solution
j,k = 0, ∀j, k, and compute G W (n) = 0.
2: Let n = n + 1, update u j,k with (19) , and obtain u (n) j,k , ∀j, k. 3: Update s j,k with (20) and (21), and obtain s
Update w j,k with (28) , and obtain w
where δ is a predefined threshold, and stop the algorithm.
Otherwise return to step 2.
Theorem 3. Algorithm 2 is guaranteed to converge.
Proof: Since the updates at step 2, step 3, and step 4 all maximize the target object H (W , U , S) at each iteration, i.e., maximize the target object G (W ), the iterations in Algorithm 2 lead to monotone increase of the object function (17) . Since the achievable rate region under the practical per-BS power constraints is bounded, i.e., the objective function is bounded, this monotonicity guarantees the convergence of the algorithm [35] .
By combining Algorithm 1 and Algorithm 2, the energy efficient optimization problem (5) can now be efficiently solved. More importantly, we also derive closed-form expressions for the optimal beamformers, the optimal receiver filters and the auxiliary variables, which provide some insight on the energy-efficient optimization.
Remark 1.
It is interesting to note that our developed energy efficient optimization algorithm can be easily extended to multicell multiuser MIMO downlink system by simply reformulating the MMSE expression, the corresponding MMSE receiver filters, the corresponding auxiliary variable expressions, and the transmit beamforming matrices. Also, note that in this paper we only aim to maximize the energy efficiency without considering the rate requirements of individual cells or individual users. In some scenarios, we may need to satisfy additional rate constraints while maximizing the energy efficiency.
Furthermore, our developed ideas can be easily applied to this case by adding the additional rate constraints in (5), which we would like to leave as future work.
IV.COMPUTATIONAL COMPLEXITY AND IMPLEMENTATION ANALYSIS
In this section, we discuss the implementation issue of our proposed algorithm for problem (5) . The computational complexity of our algorithm is first analyzed using the real floating point operation method. Besides, it is also shown that our algorithm can be carried out in a decentralized or parallel manner.
A. Complexity Analysis
In what follows, the computational complexity is measured by counting the number of flops defined as real floating point operation [34] . That is, a real addition, multiplication, or division is counted as one flop, • Updating the receiver filter at step 2 involves about φ 1 = 9N L flops.
• Step 3 needs φ 2 = 8 (N + 2) L + 3N flops.
• In Step 4, computing matrix A j requires (N + 1) M j + 8M 2 j + 12N flops. As A j is a positive definite matrix, Cholesky decomposition can be used to simplify the following inversion step.
Thus, the flop count for (A j + λ j )
−1 is about
6 M j and eigenvalue decomposition needs about 126M 3 j flops [36] . Since the bisection step generally takes a few iterations, here we ignore its effect in the complexity analysis. Thus, the flop count for step 4 is about
Therefore, finding the solution of the proposed method for problem (5) It is useful to compare the complexity of the proposed algorithm with some baseline algorithms such as the sum rate maximization beamforming algorithm proposed in [19] , which is based on iterative minimization of weighted MMSE (WMMSE). One can see that for the execution of one iteration, the WMMSE algorithm has the same order of computational complexity as our proposed Algorithm 2. That is, the execution of the WMMSE algorithm approximately takes ̺ 3 3 i=1 φ i flops, where ̺ 3 is the number of iterations needed to reach the convergence condition. Though in most cases the proposed algorithm may require a greater number of iterations than the WMMSE algorithm, due to the fact that in our algorithm the additional energy efficiency factor η needs to be updated. However, owing to the property summarized in Theorem 1, the search for the optimal η generally takes a few iterations, therefore it will not significantly increase the complexity.
B. Parallel Implementation
From the steps of Algorithm 2, we can find that the beamforming vectors can be optimized in parallel.
In other words, if all channel state information (CSI) is collected at a central controller which has
K parallel processors that can exchange information with each other 4 , the beamforming vectors can be simultaneously updated by K different parallel processors. Thus, the developed algorithm can be implemented in a parallel compute fashion with a similar method used in [37] . The detail steps are described as follows.
1) As the initialization, the central controller collects all CSI and share them among K parallel processors. Let n = 0, the central controller distributes an initial η (n) to all K parallel processors.
2) Each parallel processor j optimizes its beamforming vector W It is seen from the above steps that the main system overhead of the proposed algorithm consists of the following parts. In the initialization, all CSI needs to be shared among K parallel processors which causes signalling overhead, and the central controller shall distribute the energy efficiency factor η to all parallel processors. In each iteration, as seen from Algorithm 2, updating the corresponding variables in
Step 2 requires that all parallel processors send the updated parameters to the central controller and share them among K parallel processors, including Step 4 required by the convergence of the algorithm, respectively.
V. SIMULATION RESULTS
In this section, we investigate the performance of the proposed multicell beamforming algorithm via numerical simulations. We consider a cooperative cluster of K = 3 hexagonal adjacent cells where each BS-j is equipped with M j transmit antennas and serves N j single antenna users in cell j. The cell radius is set to be 500 m and each user has at least 400 m distance from its serving BS. The channel vector h m,j,k from BS m to User-(j, k) is generated based on the formulation h m,j,k θ m,j,k h w m,j,k , where h w m,j,k denotes the small scale fading part and is assumed to be Gaussian distributed with zero mean and identity covariance matrix, and θ m,j,k denotes the large scale fading factor which in decibels is given as 10 log 10 (θ m,j,k ) = −38 log 10 (d m,j,k ) − 34.5 + η m,j,k , where η m,j,k represents the log-normal shadow fading with zero mean and standard deviation 8 dB [38] . The circuit power per antenna is P c = 30 dBm [7] , and the basic power consumed at the BS is P 0 = 40 dBm [8] . As for the power constraints, we assume that each BS has the same power constraint over the whole bandwidth. The noise figure is 9 dB. The weighted factor α j,k is set to unit for any j and k. The inefficiency factor of power amplifier ξ is set to unit. The convergence thresholds are given as δ = 10 −3 and ε = 10 −5 .
For comparison, the performance of the WMMSE algorithm which aims to only maximize the sum rate is simulated [19] . In addition, the performance of the power allocation algorithm which aims to maximize the energy efficiency by optimizing only the transmit power for fixed transmit beamformers, such as the maximum ratio transmission (MRT) beamforming or random beamforming, is investigated too, which is simulated by using jointly the fractional programming method and the convex approximation power allocation method in [39] .
Note that though the convergence of our proposed iterative scheme is proved, the global optimality cannot be guaranteed. Therefore it is important to examine the gap of the proposed solution from the optimum. Fig. 2 shows the energy efficiency performance of the proposed scheme under a few random channel realizations for the configuration P j = 46 dBm, ∀j. The optimal energy efficiency is achieved by solving the sub-problem (17) for each η with Algorithm 2 over 10000 random beamforming initializations and then choosing the best result. Numerical results corroborate that in most cases, our proposed energy efficiency optimization algorithm can always achieve over 96% of the optimal performance, revealing that our solution achieves a near-optimal energy efficient performance. Fig. 3 shows the convergence behavior of Algorithm 2 under a few random channel realizations for the configuration P j = 46 dBm, ∀j, using random beamforming initialization. The optimal sum rate is the best result among the rates achieved by Algorithm 2 over 10000 random beamforming initializations. Numerical results show that Algorithm 2 always converges to a stable point in a limited number of iterations. Though it is observed that different initialization points may have slightly different effect on the performance and the convergence speed, our algorithm always achieves over 99% of the optimal sum rate performance. Fig. 4 shows the average energy efficiency of the proposed algorithm and the WMMSE algorithm with different user configurations over 10000 random channel realizations. The results show that at the low transmit power region such as 26 ∼ 34 dBm, these two algorithms achieve almost the same energy efficiency, which suggests that at this region, transmitting with the maximum available power is the most energy efficient. It is also shown that the energy efficiency of the proposed algorithm obviously outperforms the WMMSE algorithm at the high transmit power region. This is because in the WMMSE algorithm the capacity gain cannot compensate for the negative impact of the maximum power consumption, resulting in a low energy efficiency. Numerical results also illustrate that the average energy efficiency increases as the number of served users grows, but the performance gain shrinks with the number of served users increases. show that the proposed algorithm and the WMMSE algorithm achieve obvious performance gain than the power allocation algorithm in terms of energy efficiency. This implies that the transmit beamforming optimization plays a key role in our proposed algorithm and the WMMSE algorithm. In other words, transmit beamforming vectors and the transmit power allocation should be jointly optimized for designing an energy efficient transmission design. In addition, numerical results also corroborate that the energy efficiency of the power allocation algorithm is saturated at the high transmit power region. Comparing with the observations in Fig. 4 , it is shown that though the energy efficiency performances of both our algorithm and the WMMSE algorithm decrease when the users move to the cell edge, the gain of the proposed algorithm over the WMMSE algorithm become more obvious. region in a normal size cell environment, as shown in Fig. 4 , these two algorithms almost achieve the same energy efficiency performance. Fig. 7 shows that the average energy efficiency of the above two algorithms varying with the number of transmit antennas over 2000 random channel realizations, where the number of the served users at each BS is configured to increase with the number of transmit antennas according to a fixed ratio which is set to 1 : 4 in our simulations. Numerical results show that the the energy efficiency of these two algorithms both increase with the number of transmit antennas. The proposed algorithm exhibits obvious advantage over the WMMSE algorithm at P j = 46 dBm especially when the number of transmit antennas is not so large. It is also observed that the gain of the proposed algorithm over the WMMSE tends to shrink with the number of transmit antennas, implying that the sum rate optimal scheme shows high energy efficiency in the large scale MIMO system. power per antenna over 10000 random channel realizations. It can be seen that the energy efficiency performance of both two algorithms improves with the circuit power per antenna decreasing. If P c can be reduced from 40dBm to 30dBm, the energy efficiency of the proposed algorithm improves by over 100% gain. Moreover, it is also observed that the upper bound of the transmit power region where the proposed algorithm and the WMMSE algorithm achieve the same energy efficiency performance moves from 42dBm to 38dBm, implying that the proposed algorithm achieves more energy efficiency gain over the sum rate maximization algorithm if the circuit power is reduced. Fig. 9 shows the average sum rate of the proposed algorithm and the WMMSE algorithm over 10000 random channel realizations. One can see that the proposed algorithm achieves the same sum rate as the WMMSE algorithm at the low transmit power region. While at the high transmit power region, the average sum rate of the proposed algorithm becomes saturated. This is because the proposed algorithm tends to reduce the transmit power at this region in order to maximize the system energy efficiency, while the WMMSE algorithm targets at the maximum sum rate which usually always transmits at a full power.
VI. CONCLUSIONS
In this paper, we studied the energy efficient coordinated beamforming and power allocation for the multicell multiuser downlink system. The original optimization problem is non-convex and in a fractional form. To solve it, using fractional programming, the original optimization problem was transformed into an equivalent subtractive form problem. An efficient optimization algorithm was then developed to find a solution to the equivalent optimization problem. The convergence of the proposed algorithm was proved and the solution was further derived in closed form. Numerical results illustrated that the proposed algorithm always converges to a stable point within a limited number of iterations and achieved a nearoptimal performance. In particular, it was observed that at the low transmit power region the proposed algorithm obtained both the near-optimal energy efficiency and the near-optimal sum rate at the same time.
Interesting topics for future work include studying the impact of imperfect CSI at each transmitter on the 
