Abstract. Criteria for extreme points and strongly extreme points of the unit ball in Orlicz spaces with the Orlicz norm are given. These results are applied to characterization of extreme points of 
Introduction
Let (X, · X ) be a real Banach space, and let B(X) and S(X) be the closed unit ball and the unit sphere of X, repsectively. By X * denote the dual space of X. In the sequel N and R denote the set of natural numbers and the set of reals, respectively. 
(y + z) of two distinct points y, z ∈ S(X).
A Banach space X is said to be rotund if every point in S(X) is an extreme point. A point x ∈ S(X) is said to be a strongly extreme point of B(X) if for every sequences (y n ), (z n ) in X such that y n X , z n X → 1 the condition y n + z n = 2x for any n ∈ N implies y n − x X → 0. A Banach space X is said to be midpoint locally uniformly rotund if every point of S(X) is strongly extreme.
We denote by ext B(X) and sext B(X) the sets of extreme points and of strongly extreme points, respectively, of B(X).
The notion of extreme point plays an important role in some branches of mathematics. For example, the Krein-Milman theorem, Choquet integral representation theorem, Rainwater theorem on convergence in the weak topology, Bessaga-Pe lczyński theorem and Elton test for unconditional convergence are strongly connected with this notion. In [26] , using the principle of local reflexivity, a remarkable theorem describing connections between extreme points of S(X) and strongly extreme points of S(X) is proved. Namely, a Banach space X is midpoint locally uniformly rotund if and only if every point of S(X) is an extreme point in X * * . Another proof of this theorem based on Goldstein's theorem is given in [8] . Analyzing the proof of this fact one can easily see its local version, namely, if x ∈ S(X) is a strongly extreme point in X, then κ(x) is an extreme point in X * * , where κ is the mapping of canonical embedding of X into X * * . The aim of this paper is to give criteria for extreme points and strongly extreme points of the unit ball of Orlicz spaces generated by arbitrary Orlicz functions (that is, Orlicz functions which vanish outside zero and which attain infinite values to the right of some point u > 0 are not excluded) and equipped with the Orlicz norm. We prove that the necessary conditions for a point x from the unit sphere to be an extreme point presented in [16] are also sufficient. We will give sufficient conditions under which extB(L 0 Φ ) = ∅. It is an important observation because such space lacks Krein-Milmann Property, so it is not isometric to any dual space. As we will see below, the fact that the degenerated Orlicz functions are not excluded in our considerations is of great interest. Namely, the classical spaces L We say an Orlicz function Φ satisfies the ∆ 2 -condition for all u ∈ R (at infinity) [at zero] if there are positive constants K and u 0 with 0 < Φ(u 0 ) < ∞ such that Φ(2u) ≤ KΦ(u) holds for all u ∈ R (for every |u| ≥ u 0 ) [for every |u| ≤ u 0 ]. We denote these conditions by Φ ∈ ∆ 2 (Φ ∈ ∆ 2 (∞)) [Φ ∈ ∆ 2 (0)], respectively. Obviously, Φ ∈ ∆ 2 if and only if Φ ∈ ∆ 2 (∞) and Φ ∈ ∆ 2 (0).
Let (T, Σ, µ) be a measure space with a σ-finite, non-atomic and complete measure µ and L 0 (µ) be the set of all µ-equivalence classes of real and Σ-measurable functions defined on T . For a given Orlicz function Φ we define on L 0 (µ) a convex functional (called a pseudomodular, see [22] ) by
We define the Orlicz space L Φ generated by an Orlicz function Φ by the formula
This space is usually equipped with the Luxemburg norm
or with the equivalent one
called the Orlicz norm, where the function Ψ is defined by the formula
and called complementary to Φ in the sense of Young. It is proved in [15] that for any Orlicz function Φ the Amemiya formula for the Orlicz norm
is true. The set of all k > 0 at which the infimum in the Amemiya formula for x 0 Φ is attained (for fixed x ∈ L Φ ) will be denoted by K(x). In particular, the set K(x) can be empty if the Orlicz space L Φ is generated by an Orlicz function such that the function R(u) = Au − Φ(u) is bounded, where A = lim u→∞
To simplify notations, we put
We say w is a point of strict convexity of Φ (we write w ∈ SC(Φ)) if for every u, v ∈ R such that u = v and w = 1 2 (u + v) there holds
For more details on Orlicz spaces we refer to [2, 19, 22, 24] .
General results
The following result proved in [4] for the Orlicz sequence space l
Proposition 1 leads to the following
Proof. Both statements (a) and (b) can be proved on the base of Proposition 1 by the same argumentation as in [4] and the fact that
Proof. Necessity. First, we will prove the necessity of K(x) = ∅. Although this fact was proved in [16] , we will present here another very short proof. Suppose that x is an extreme point of the unit ball B(L 0 Φ ) and K(x) = ∅. We can find a number a > 0 such that the set {t ∈ T : |x(t)| ≥ a} has positive and finite measure. We can assume without loss of generality that the measure of the set T 0 = {t ∈ T : x(t) ≥ a} is also positive and finite. Take two subsets T 1 and T 2 of T 0 such that µ(T 1 ) = µ(T 2 ) > 0. Choose ε ∈ (0, a) and put
Obviously, x = 1 2 (x 1 + x 2 ) and x 1 = x 2 . Moreover, by Corollary 1/(b) we have
) is an extreme point, then kx(t) must be points of strict convexity of Φ for µ-a.e. t ∈ T and K(x) must be a singleton (because otherwise x is not an extreme point, see [16] ).
Sufficiency. We first prove that for
The first sharp inequality follows from the fact that +∞ / ∈ K(x) because K(x) = {k}, where 0 < k < +∞. This contradiction shows that K(
Now we will prove that K(x 1 ) = ∅ and K(x 2 ) = ∅. Otherwise, we can assume without loss of generality that K(
Next we will prove that K(y) = ∅ for all y ∈ [x 1 , x) and K(y) = ∅ for all y ∈ (x, x 2 ]. Assume first for the contrary that there is
Assume now for the contrary that there is
and x 4 = x 5 . Therefore, there are k 4 ≥ 1 and k 5 ≥ 1 such that
By the convexity of the modular I Φ we have
Extreme Points in Orlicz Spaces

795
Consequently, all inequalities from the last three lines are equalities in fact. Therefore
for µ-a.e. t ∈ T . By the assumption that Φ is strictly convex at kx(t) for µ-a.e. t ∈ T , it follows that
Note that x n → x as n → ∞ with respect to the norm · 0 Φ and lim n→∞ |x n (t)| = |x(t)| for µ-a.e. t ∈ T . Since K(x) = {k}, with 0 < k < +∞, we have
a contradiction. Therefore K(x 1 ) = ∅ and K(x 2 ) = ∅. Now, repeating the same procedure as above, putting x 1 and x 2 instead of x 4 and x 5 , respectively, we get
for µ-a.e. t ∈ T . Hence, by the fact that 
Corollary 3. If one of the conditions
and consequently the set 
Proof. Necessity. Let x be a strongly extreme point of B(L 0 Φ ). Since strongly extreme points are extreme points, so the necessity of conditions (a) and (b) follows from Theorem 1. Consequently, we need only to prove the necessity of condition (c). For, assuming that b(Φ) = ∞, we first prove the necessity of Φ ∈ ∆ 2 (∞). Assume for the contrary that Φ / ∈ ∆ 2 (∞). Then there is a sequence (u n ) of positive numbers such that u n ∞ and Φ(2u n ) > 2 n Φ(u n ) for every n ∈ N. Take a number a > 0 such that the set T 0 = {t ∈ T : |x(t)| ≤ a} has a positive measure. Next, passing to a subsequence of (u n ) if necessary, we may assume that for any n ∈ N there is
for every n ∈ N. Then x n + y n = 2x for any n ∈ N and, by µ(
Since |y n | ≤ |x n | for any n ∈ N we have lim sup
The last inequalities and inequalities (1) yield
However, we have for any n ∈ N,
, which contradicts the fact that x is a strongly extreme point.
Now we will prove that if µ(T
, whenever x is a strongly extreme point of B(L 0 Φ ). First we will show that there exists a set A ∈ Σ such that I Φ (2xχ A ) < ∞ and µ(A) = ∞. Let (u n ) be a sequence of positive numbers such that Φ(2u n ) < 1 2 n+1 and define
. By the assumptions that the measure µ is non-atomic and µ(T ) = ∞ one can find a sequence (A n ) in Σ such that µ(A n ) = 1 for any n ∈ N and µ(A m ∩ A n ) = 0 for any m, n ∈ N with m = n.
Consequently, there exists a subsequence (n j ) of natural numbers such that
which means that A is the desired set. Now, we will show that there is a sequence (B n ) of measurable subsets of
By µ(C n ) < ∞ for any n ∈ N we have µ(A\C n ) = ∞ for any n ∈ N. Therefore, setting B n = A\C n for all n ∈ N, we get the desired sequence.
Assume now that
Then there exists a sequence (u n ) of positive numbers such that u n 0 as
and define
Then x n + y n = 2x for every n ∈ N. Moreover, |x| ≤ |x n | for any n ∈ N,
On the other hand, we have for each
Consequently 
for all n ∈ N. Hence, by the definition of the Luxemburg norm, we have
for each n ∈ N. Thus x is not a strongly extreme point.
To finish the proof of the necessity we need to consider the case b(Φ) < ∞. First assume that lim u→b(Φ) − Φ(u) = ∞. Hence and by the inequality
Choose a sequence (B n ) of measurable subsets of A such that µ(B n ) → 0 as n → ∞ and define
Then |x| ≤ |x n | for all n ∈ N, whence lim inf n→∞ x n 0 Φ ≥ x 0 Φ = 1. Moreover, It is easy to prove that lim n→∞ y n 0 Φ = 1. However, we have for any n ∈ N
Since x n + y n = 2x for any n ∈ N, this means that x is not a strongly extreme . Assume that K(x n ) = ∅ and K(y n ) = ∅ for any n ∈ N and l = max{sup n k n , sup n h n } < ∞ for some k n ∈ K(x n ) and h n ∈ K(y n ) (n ∈ N). Then the sequence (
Next, we will show that k n x n − h n y n → 0 in measure. Assume that this is not true. Then there exists ε 0 > 0 and δ 0 > 0 such that µ(E n ) ≥ ε 0 for n large enough, where
Since 2k n h n k n +h n → k as n → ∞ and x n + y n = 2x for any n ∈ N, we conclude that
Assume first that the measure of T is finite. Then
Then, for every n ∈ N,
Now, we will show that k n x n (t) and h n y n (t) are on different sides of kx(t) for t ∈ F n and n large enough. Notice that, for any n ∈ N and for all t ∈ F n , 2k
Since lim inf n→∞ k n ≥ 1 and lim inf n→∞ h n ≥ 1, there exists n 1 ∈ N such that
for n > n 1 . By lim n→∞
for every n > n 2 . In view of (2) we get
for any t ∈ F n and n > n 0 = max{n 1 , n 2 }.
On the other hand, for any t ∈ F n and n > n 0 we have 
for any t ∈ F n and n > n 0 . Therefore, for any t ∈ F n and n large enough, the distance between the point k n h n k n +h n (x n (t) + y n (t)) and each of the endpoints k n x n (t) and h n y n (t) of the interval is larger than
, but the distance of this point from kx(t) is less than δ 0 3(1+k) . Thus k n x n (t) and h n y n (t) are on different sides of kx(t) and
for t ∈ F n and n ≥ n 0 . Moreover,
for n large enough and t ∈ F n . Since the sequences (k n ) and (h n ) are bounded, there exists δ 1 > 0 such that
for n large enough and t ∈ F n . Hence
The obtained contradiction shows that k n x n − h n y n → 0 in measure when µ(T ) < ∞.
Assume now that µ(T ) = ∞. Since
µ-a.e. in T . Since x n + y n is equal to the fixed function 2x for any n ∈ N, we can prove that
Next, we define in the same way as in the case when µ(T ) < ∞ the sets F n , A n , B n , C n and F n obtaining that µ(F n ) ≥ ε 0 4 for n large enough. Consequently, using this same argumentation as in the case when µ(T ) < ∞, we get that k n x n − h n y n µ −→ 0. Since
The last condition and the fact that
is bounded, so we may assume (passing to a subsequence if necessary) that k n → k as n → ∞ for some k > 0. Since the sequence ( x n 0 Φ ) is bounded, we have that
Therefore, by the Fatou property of the norm · 0 Φ (see [15] ),
We may assume without loss of generality (passing to a subsequence if necessary) that h n → h . We can prove in the same way as the inequality k ≥ k has been proved that h ≥ k. Assume without loss of generality that k ≥ h . By the Fatou Lemma we conclude that 
for all n ∈ N. We do not know if the sequences (k n ) and (h n ) are bounded, so we will consider the sequences (x n ) and (y n ), where x n = 1 2 (x n + x) and y n = 
The sequences (w n ) and (v n ) are bounded. Moreover,
whence it follows that
Analogously,
Therefore, we can prove in the same way as in Case 1
. Suppose that assumptions (a) and (b) are satisfied. We will show that if additionally
for µ-a.e. t ∈ T is a strongly extreme point of B(L 0 Φ ). Namely, assume that (x n ) and (y n ) are sequences such that x n 0 Φ → 1 and y n 0 Φ → 1 as n → ∞ and x n + y n = 2x. We have K(x n ) = ∅ and K(y n ) = ∅ by b(Φ) < ∞. Passing to the sequences ( x n +x 2 ) and ( y n +y 2 ) in place of (x n ) and (y n ) if necessary, we may assume that the sequences (k n ) and (h n ), where k n ∈ K(x n ) and h n ∈ K(y n ) for any n ∈ N, are bounded. We may assume without loss of generality that (k n ) and (h n ) are convergent. Their limits must be equal to k as it follows from the proof of Case 1 0 . From the equalities
Therefore, we may assume without loss of generality that I Φ (k n x n ) < ∞ and
e. t ∈ T and for any n ∈ N. Hence and from lim n→∞ k n = k = lim n→∞ h n it follows that k|x n (t)| ≤ b(Φ) and k|y n (t)| ≤ b(Φ) for µ-a.e. t ∈ T and all n ∈ N. Therefore, for µ-a.e. t ∈ T and for any n ∈ N, we have
Consequently, x n = y n = x. Therefore x is a strongly extreme point. This finishes the proof 
t ∈ T . Then condition (c) from Theorem 2 is satisfied and a(Φ)
= b(Φ). In fact, if a(Φ) < b(Φ), then Φ(b(Φ)) > 0 and I Φ (kx) = ∞ by µ(T ) = ∞, which contradicts the assump- tion K(x) = {k}. The equality a(Φ) = b(Φ) yields that L 0 Φ = L ∞ and there is L > 0 such that x 0 Φ = L x ∞ for any x ∈ L
Some applications
We start with the following well known result. 
(see [1, 20] ). Criteria for extreme points of the unit ball of this space are known (see [10, 13, 25] ), but criteria for strongly extreme points of its unit ball were still unknown. On the base of our Theorems 1 and 2 we can easily deduce not only criteria for extreme points but also for strongly extreme points of the unit ball of the space
. Then the following statements are equivalent:
If µ(T ) ≤ 1, then the set of extreme points of the unit ball
Proof. It is known (see [12] 
is an Orlicz space generated by the Orlicz function Φ ∞,1 defined by the formula Φ ∞,1 (u) = max{0, |u|−1}.
which means that x cannot be an element of the unit sphere S(L
. Hence it must be k 0 = 1 and consequently |x(t)| = 1 for µ-a.e. t ∈ T . Now it is enough to verify conditions under which statement (a) of Theorem 1 for the function x is satisfied. Computing the norm of x using the Amemiya formula we get
Now we will consider three cases separately.
Hence 
are characterized by Hudzik, Kamińska and Masty lo in [13] . We can also easily get their criteria using Theorem 1. Moreover, applying Theorem 2 we can find a characterization of strongly extreme points of B(L 
with equality of norms, where Φ 1,∞ (u) = max{|u|, Φ ∞ (u)} and Φ ∞ is defined in the proof of Corollary 4 (see [13] ), we can apply Theorems 1 and 2.
is the only number for which the infimum is attainable and
is an extreme point. Then, by Theorem 1, K(x) = {k} and kx(t) ∈ SCΦ 1,∞ = {−1, 0, 1} for µ-a.e. t ∈ T . Consequently, k|x(t)| = 1 for µ-a.e. t ∈ supp x = A. The only k > 0 which satisfies that condition and the equality
It remains to give a proof of the criteria for strongly extreme points. Since 
Consider now for 1
equipped with the norm proposed in [15] :
x L ∞ for x = 0 and
Consider a real function f of variable k > 0 defined by the formula
where a > 0 is a real constant. The function f is differentiable on (0, ∞). Its derivative is of the form
It is easy to calculate that f (k) < 0 if and only if k < q ap 
