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Samenvatting
Visuele waarnemingen zijn altijd cruciaal geweest voor het verbeteren van het
menselijk inzicht in complexe biologische processen. Met de ontwikkeling van
computers zijn vele visuele waarnemingstaken (gedeeltelijk) geautomatiseerd.
Daarnaast zijn er recent ook veel nieuwe geavanceerde beeldvormingstechnieken
ontwikkeld. Deze nieuwe technieken maken het mogelijk om data van macro-
scopische tot moleculaire schaal te verzamelen, alsook het visualiseren van objec-
ten door de tijd heen: observaties over verschillende weken heen tot metingen met
microseconden tussen. Deze nieuwe beeldmodaliteiten leiden tot een tsunami aan
data. De combinatie van de digitalisering en de ontwikkeling van nieuwe beeld-
vormingstechnieken heeft een renaissance in de biologie teweeg gebracht. Golven
van celdelingen tijdens de ontwikkeling van een foetus, high-throughput analyse
van fenotypes van planten, het in kaart brengen van cognitieve processen op cel-
lulaire schaal, pre-symptomatische detectie van stress op planten, enz. Dit zijn
slechts een paar van de baanbrekende onderzoeksthema’s die momenteel worden
onderzocht gebruikmakend van gedigitaliseerde biologische beeldvorming.
De analyse van deze grote en complexe datasets is ondertussen uitgegroeid tot
een moeilijke, moeizame en tijdrovende taak voor biologen. Experts moeten rel-
evante informatie uit grote datasets visualiseren en analyseren. Dit moet boven-
dien gebeuren voor grote en uitdagende datasets zoals time-lapse sequenties, 3D-
beelden, multispectrale beelden, enz. Zulks een manuele analyse kan variëren
van het zoeken naar een cel die een bepaald interessant proces ondergaat, bij-
voorbeeld mitose of apoptose, of het handmatig tellen van interessante objecten,
bijvoorbeeld het aantal celkernen of schimmelinfecties, tot de arbeidsintensieve
taak van het manueel omlijnen van bepaalde objecten, zoals het omlijnen van
een cel om de grootte te kunnen opmeten, of om bepaalde fenotypes te analys-
eren. Er is een grote nood aan methoden die de drastisch toenemende hoeveelheid
biologische beeldmateriaal helpen te verwerken, dit zowel voor dagelijks laborat-
oriumwerk als voor high-throughput screening. Deze methoden moeten in hoge
mate automatisch, computationeel efficiënt en nauwkeurig zijn. Hoewel er reeds
veel computervisie-algoritmes ontwikkeld zijn voor toepassingen in andere on-
derzoeksdomeinen, zijn er slechts weinig algoritmes geschikt voor de uitdagingen
die gepaard gaan met biologische beelden. Daarom moeten ofwel bestaande algor-
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itmes significant aangepast worden, ofwel moeten er nieuwe specifieke methoden
ontwikkeld worden.
In dit proefschrift bespreken we methoden om te helpen bij de automatische ana-
lyse van biologische afbeeldingen. De ontwikkelde methoden kunnen worden on-
derverdeeld in twee belangrijke groepen: 1) algoritmes voor automatische detectie
en omlijning van relevante objecten, en 2) algoritmes voor de analyse van hun
vorm.
In het kader van de automatische omlijning van objecten, ook wel segmentatie
genoemd, hebben we het populaire actievecontour-raamwerk op verschillende ma-
nieren verbeterd. Actievecontour-segmentatie is een techniek waarbij een con-
tour wordt verplaatst en vervormd in het ruimtelijke domein opdat een bijbe-
horende energiefunctie zijn minimum bereikt. De energie moet minimaal zijn als
de contour het relevante object omlijnt. De meeste van onze voorgestelde ver-
beteringen passen de energie-optimalisatie op een zodanige manier aan dat deze
technieken nu ook gebruikt kunnen worden voor een aantal belangrijke biologis-
che taken. Deze biologische taken omvatten het volgen van meerdere objecten
in lage-temporele-resolutie datasets, het nauwkeurig segmenteren van objecten
in laagcontrast-infraroodbeelden, computationeel efficiënte segmentatie voor zeer
hoge-ruimtelijke-resolutie-beelden zoals elektronenmicroscopie-beelden, segment-
atie van objecten onder niet-uniforme belichting, enz. Wij stellen ook een nieuwe
benadering van actievecontour-segmentatie voor: in plaats van het minimaliseren
van een willekeurige energiefunctie, stellen wij voor om de probabiliteit dat een
contour een object omlijnt te maximaliseren. We tonen aandat onze probabil-
istische actieve contouren een veralgemening zijn van enkele van de meest popu-
laire actieve contouren. Deze Bayesiaanse aanpak heeft het voordeel dat alle para-
meters een statistische interpretatie hebben, in plaats van slechts ad hoc gewichten
te zijn.
Als speciale use case voor beeldanalyse onderzochten we de automatische detectie
en segmentatie van individuele celkernen in fluorescentiemicroscopie-beelden. We
bestudeerden zowel methoden die gebruik maken van gedetecteerde randen als
methoden die gebruik maken van de intensiteit. Voor de randgebaseerdemethoden,
hebben we ons vooral gericht op de ontwikkeling van snelle en computationeel ef-
ficiënte segmentatiemethoden, terwijl voor de intensiteitsgebaseerdemethoden de
focus meer op de ontwikkeling van accurate segmentatie methoden is gelegd. Hier-
bij werden vooral oplossingen gezocht voor de segmentatie van uitdagende 2D en
3D-datasets die naast celkernen ook irrelevante objecten bevatten, of voor clusters
die een hoge densiteit aan celkernen bevatten. Vooral algoritmes die voorkennis
over de vorm van de celkernen benutten leiden tot nauwkeurige celkerndetectie
en -segmentatie. Uit grondige validatie, die zowel op gesimuleerde als op echte
datasets is uitgevoerd, blijkt dat de voorgestelde methoden robuust zijn tegen ruis,
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wazigheid en zelfs correlatie tussen verschillende kleurkanalen.
Binnen de groep van vormgerelateerde algoritmes, stellen wij twee verschillende
technieken voor: 1) een algoritme om de vervorming van een object doorheen de
tijd te analyseren en 2) een nieuwe reeks van generieke vormdescriptoren.
Voor het bestuderen van de vervorming van een object, stellen we een techniek
voor die eerst de corresponderende contourpunten zoekt, m.a.w. we zoeken voor
ieder punt van de contour op tijdstip A een corresponderend punt op tijdstip B. Op
basis van deze correspondentie van de contourpunten wordt de vervorming van het
inwendige van het object berekend. In tegenstelling tot vele methoden uit de liter-
atuur, maakt deze aanpak geen assumpties omtrent de te bestuderen vormen. De
voorgestelde methode werd gebruikt om de vervorming van aberrante celkernen
te bestuderen. Ons algoritme kan de beweging van subnucleaire deeltjes onder-
scheiden van globale nucleaire vervormingen. Dit verbetert de mobiliteitsanalyses
van genoom-loci en bepaalde eiwitstructuren aanzienlijk, zelfs binnen sterk ver-
vormde celkernen. Deze sterke vervormingen komen dikwijls voor bij specifieke
ziektes, zoals laminopathies of kanker.
Tot slot presenteren we een nieuwe groep vormdescriptoren. Vormdescriptoren
kunnen gebruikt worden voor vele verschillende taken: om een bepaald feno-
type te beschrijven, om gebruikt te worden als voorkennis bij segmentering, om
gelijkaardige vormen terug te vinden in een databank, om bepaalde vormen auto-
matisch te classificeren, enz. Veel state-of-the-art vormdescriptoren projecteren
een parametrisatie van de contour van een vorm op een orthogonale basis. In dit
proefschrift stellen we een soortgelijke aanpak voor, maar in plaats van een vaste
parametrisatie te gebruiken, verbeteren we de vormbeschrijving door deze para-
metrisatie te optimaliseren. Wij combineren deze aanpak met de populaire Fourier
descriptoren. Hierdoor kunnen we accuraat vormen beschrijven ongeacht huun
locatie of oriëntatie. Onze voorgestelde vormdescriptoren realiseren een signific-
ante verbetering op het vlak van vormreconstructie, vormclassificatie en het vinden
van gelijkaardige vormen in een databank.
In de loop van dit doctoraatsonderzoek zijn er 40 wetenschappelijke artikelen ge-
publiceerd als een gevolg van het onderzoek gebundeld in dit proefschrift. Van
deze artikelen werden er vijf gepubliceerd in internationale wetenschappelijke tijd-
schriften geïndexeerd in de ISI Web of Knowledge-databank. Daarnaast lanceer-
den we RosetteTracker, een freeware tool voor de automatische analyse van Ara-
bidopsis rozetten in topviewbeelden.

Summary
Visual observations have always been part of improving the human understanding
of complex biological processes. With the evolution of computers, many visual
observation tasks have been (partially) automated. Furthermore, many new soph-
isticated imaging modalities have been developed recently, which allow data ac-
quisition from macroscopic to molecular level, and on a time-scale ranging from
weeks to microseconds. These new image modalities result in a tsunami of data.
The combination of digitalisation with the development of new imaging techniques
is driving a renaissance in biology. Cell division waves during embryogenesis;
high throughput plant phenotyping; a mapping of cognitive processes on cellular
level; and presymptomatic detection of stress on plants are just a few of the break-
through research topics that are currently being investigated by the use of digitised
bio-imaging.
However, the analysis of these large and complex datasets has become a complex,
tedious, and time-consuming task for biologists. Experts have to visualise and
manually extract relevant information from large datasets, such as time-lapse se-
quences, 3D images, multispectral images, etc. This manual analysis can range
from searching a micrograph for a cell undergoing a certain process of interest,
e.g. mitosis or apoptosis; to manually counting objects of interest, e.g. count
the number of cell nuclei or mould infections; to very labour intensive delineat-
ing objects of interest, e.g. to measure cell size, or to analyse plant phenotypes.
From daily lab work to high-throughput settings, there is a great need for methods
that process the ever increasing amount of biological image data. These meth-
ods should be to a large degree automatic, computational efficient, and accurate.
Although many computer vision algorithms for automatic image analysis exist in
other fields, most of them are ill suited for the challenges arising with bio-images.
Instead, algorithms have to be adjusted or new dedicated methods have to be de-
vised.
In this dissertation, we develop methods to aid in the automatic analysis of biolo-
gical images. The proposed methods can be divided into two large groups:
1) algorithms for the automatic detection and delineation of objects of interest, 2)
methods for the analysis of their shape.
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In the context of automatic delineation of objects, also called segmentation, we
have improved the popular active contour framework in various ways. Active con-
tours consist of a type of algorithms where contour is displaced and deformed in
the spatial domain until an associated energy functional reaches its minimum. The
energy should be minimal if the contour delineates the object of interest. Most of
our proposed improvements adjust the energy optimisation such that specific bio-
logical task can be handled with the active contour framework: tracking multiple
objects in low temporal resolution datasets, accurate segmentation of low contrast
objects in infrared images, computationally efficient segmentation for very high
spatial resolution images such as electron microscopy images, segmentation of ob-
jects under non-uniform lighting conditions, etc. We also propose a new approach
to active contour segmentation: instead of minimising an arbitrary energy func-
tion, we propose to maximise the probability that a contour delineates an object.
We prove that some of the most popular active contour algorithms are a specific
case of our probabilistic active contours. This Bayesian approach has the benefit
that all parameters have a statistic interpretation, instead of nearly being ad hoc
weights.
As a special use case for image analysis, we investigated the automatic detection
and segmentation of individual cell nuclei in fluorescence microscopic images.
Both methods relying on edges and on intensity as salient feature where studied.
For the edge-based methods, we focussed on fast and computational efficient seg-
mentation methods, whereas for the intensity-based methods the main goal was to
develop accurate segmentation methods, even for challenging 2D and 3D datasets
containing clutter and densely clustered nuclei. Especially algorithms that exploit
prior knowledge on the shape of the nuclei result in accurate segmentation and de-
tection results. Extensive validation both on simulated and real dataset show that
the proposed methods are robust against noise, blur and even bleed through.
Within the group of shape related algorithms, we proposed two different tech-
niques: 1) an algorithm to analyse the deformation of a shape over time, 2) a new
set of generic shape descriptors.
For the evaluation of shape deformation over time, we propose a technique that first
finds correspondence between the contour points of the shape at two consecutive
time frames. Based on this matching of contour points, the deformation of the
interior of the shape is calculated. In contrast to many methods from literature,
this approach does not make any assumptions on the shapes under investigation.
The proposed method is used to study the deformation of aberrant cell nuclei. Our
algorithm enables the separation of subnuclear particle motion from global nuclear
deformations. This significantly improves mobility measurements of genome loci
as well as nuclear protein bodies, even within strongly deforming nuclei associated
with different pathologies, such as laminopathies or cancer.
SUMMARY ix
Finally, we present a new set of shape descriptors. Shape descriptors can be used
for many different tasks: to describe a certain phenotype, to be used in segmenta-
tion as prior knowledge on the object of interest, to retrieve similar shapes from a
database, to cluster or classify shapes, etc. Many state-of-the-art shape descriptors
project a parameterisation of the shapes contour onto an orthogonal basis. In this
dissertation, we propose a similar approach, but instead of using a fixed paramet-
erisation, we improve the shape reconstruction by optimising the contour paramet-
erisation. We combine this approach with the popular Fourier descriptors. This
enables accurate shape descriptors that are invariant to a number of rigid trans-
formations, e.g. translation or rotation. Therefore, our proposed shape descriptors
significantly improve shape reconstruction, shape classification and the retrieval of
similar shapes in a database.
During the course of this Ph.d. research, 40 scientific papers have been published
as a result of the work synthesised in this dissertation. Out of these, five where
published in international peer-reviewed journals indexed in the ISI web of know-
ledge database. Furthermore, we launched RosetteTracker, a freeware tool for the
automatic analysis of Arabidopsis rosettes in topview images.
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Introduction
In this dissertation, we examine and develop specific computer vision algorithms
for biological image analysis. The proposed work focuses both on finding prac-
tical solutions for biological imaging problems and on theoretical improvements
of computer vision algorithms.
1.1 Problem statement and topical outline
The latest United Nations projections indicate that world population will reach 10
billion people around 2062 [UN 12]. At the same time, life expectancy forecasts
predict that people will generally grow significantly older, e.g. males born today
in England and Wales can on average expect to live until 90, and for females this
is 94, with 32% of males and 39% of females expected to reach 100 in 2112. So in
concreto, more people will inhabit the world, and generally they will grow older
as well. This population growth will put a huge strain on resources and on soci-
ety in general. There is still a long way to go to reach the point that all of these
people will have the means to survive, and moreover that they can live in reason-
able circumstances and quality. For example in order to avoid famine, crop yield
should increase 2.4% each year to sustain the expected population. A different
example relates to healthcare: it would be desirable to spend the life expectancy
gain in good health, instead of living these extra years in pain or oblivious of our
surrounding due to dementia or Alzheimer disease.
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To cope with the challenges ahead, biology will have to make significant progress
to fully understand all cellular and genetic processes. Even with the development
of many chemical tests, images remain one of the most important ways to ob-
serve and analyse biological phenomena. In contrast to chemical tests, images
contain spatial information, which can be highly valuable for biological experi-
ments. However, acquisition and analysis of time-dependent cellular processes is
very laborious. Hence there is a great need for automated methods to speed up the
analysis of bio-images.
Throughout this thesis we will mainly focus on algorithms that can help biologists
in their studies. The proposed algorithms enable efficient and automated analysis
of images. Many of these algorithms belong to the class of image segmentation
techniques, which are well studied within computer vision. Some examples are
algorithms that detect individual cell nuclei in a microscopy image that visual-
ises large groups of clustered nuclei, or algorithms that delineate full rosettes of
Arabidopsis plants in infrared images or in time lapse sequences.
Next to image segmentation applications, we also consider shape analysis meth-
ods. These can be used once the objects of interest have been detected. The
proposed methods allow evaluating and quantifying the difference between two
shapes. This is both useful for the analysis of the morphological evolution of a
shape over time, and for the comparison of two different object, e.g. to retrieve
objects with similar shape from a database.
1.2 Contributions and list of publications
This research has resulted in several contributions. The key novelties that will be
discussed in detail in this dissertation are:
• We propose several methods for tracking and segmenting multiple objects
in time lapse sequences. These methods result in accurate tracking results
by using prior knowledge on the intensity, shape, and/or motion of the ob-
jects of interest. This work has been done in collaboration with Dominique
Van Der Straeten, and Laury Chaerle (Laboratory of Functional Plant Bio-
logy, Ghent University) and with Daniel Ochoa Donoso ((Escuela Superior
Politécnica del Litoral, ESPOL University)).
• In order to segment cell wall networks, we propose a novel segmentation
algorithm. The proposed method is a generalised tracing algorithm that is
able to track bifurcating lines. This makes it suitable to segment network
structures. The method is applicable on multiple microscopic modalities
such as fluorescence, but also for images captured using a non invasive DIC
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microscope. This work has been done in collaboration with Stijn Dhondt
and Dirk Inzé (Department of Plant Systems Biology, Vlaams instituut voor
biotechnologie, Ghent University).
• We introduce Rosette Tracker, a new freeware image analysis tool for eval-
uation of plant shoot phenotypes
(http://telin.ugent.be/~jdvylder/RosetteTracker). This tool is not constrained
to one specific monitoring system and can be adapted to different low budget
imaging setups and requires minimal user input. In contrast to state-of-the-
art automated plant monitoring tools, Rosette Tracker allows simultaneously
quantifying plant growth, photosynthesis and leaf temperature related para-
meters through the analysis of VIS (common colour image in the visible
spectra), chlorophyll fluorescence and/or thermal infrared time lapse se-
quences. Rosette Tracker facilitates gaining rapid understanding of Ara-
bidopsis thaliana genotype effects. With over 1100 downloads of Rosette
Tracker, the demand of the phytologist community for such a tool becomes
apparent. This work has been done in collaboration with Dominique Van
Der Straeten, Filip Vandenbussche and Yuming Hu (Laboratory of Func-
tional Plant Biology, Ghent University).
• Active contours or snakes are widely used for segmentation and tracking.
Although the active contour framework has proven its merit, there is a clear
lack of a theoretical framework that enables an optimal setting of parameters
and energy terms. In this work, we propose such a theoretical framework
based on Bayesian theory. This probabilistic approach results in a gener-
alisation of state-of-the art active contour segmentation. In the proposed
framework all parameters have a statistical interpretation, thus avoiding ad
hoc parameter settings.
• We propose a new class of shape descriptors. By optimising the scanning
speed of the contour, we achieve better shape descriptors. This approach
results in more accurate shape approximation, better shape classification and
better shape retrieval.
• Many segmentation and tracking algorithms require the minimisation of an
energy function. Within this dissertation, we investigate and evaluate sev-
eral strategies for the optimisation of both non-convex and convex energy
functions.
• We propose a novel and robust cell nuclei detection method based on the
active contour framework. Improvement over conventional approaches is
achieved by using prior knowledge of the nucleus shape in order to better
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detect individual nuclei. This prior knowledge is defined using a diction-
ary based approach, which can be formulated as the optimisation of a con-
vex energy function. This work has been done in collaboration with Mado
Vandewoestyne, Trees Lepez and Dieter Deforce (Laboratory for Pharma-
ceutical Biotechnology, Ghent University) and in collaboration with Bruce
McNaughton and his team (Polaris Brain Dynamics research group, The
University of Lethbridge, Canada).
• In order to study the dynamics of genome regions, it is necessary to remove
perturbations due to motion and deformation of the nucleus, i.e. the con-
tainer holding the genome. While several models have been proposed to
cope with the transformations corresponding to nuclear dynamics of healthy
cells, none of these models are suited for pathological cells. In this thesis
we propose a method that does not constrain the possible nuclear shapes
nor on the possible deformations, which makes it well suited for the ana-
lysis of deformations occurring in pathological nuclei. This work has been
done in collaboration with Winnok De Vos (Cell Systems & Imaging, Ghent
University).
So far, our work resulted in 3 published international peer reviewed publications
(as first author), 2 international journal publications as second author, and one
publication in a national journal. One journal paper as second author is submitted
and 4 international journal publication as first author are being prepared. 34 papers
have been published in the proceedings of international conferences (28 as first
author). A small selection of the key publications published during this research is
given below, for a complete list of our publications we refer to Appendix C.
Shape related publications:
• J. De Vylder, W. H. De Vos, E. M. Manders & W. Philips. 2-D Mapping of
Strongly Deformable Cell Nuclei, Based on Contour Matching”. Cytometry
Part A, vol. 79A, no. 7, pages 580-588, 2011 [impact factor = 3.711 ].
• J. De Vylder & W. Philips. “2-D Shape Representation Using Improved
Fourier Descriptors”. In 16th IEEE International Conference on Image Pro-
cessing (ICIP), pages 397-400, 2009.
Active contour related papers:
• J. De Vylder & W. Philips. “A Computational Efficient External Energy for
Active Contour Segmentation Using Edge Propagation”. In 17th IEEE In-
ternational Conference on Image Processing (ICIP), pages 661-664, 2010.
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• J. De Vylder, D. Van Haerenborgh, J. Aelterman & W. Philips. “A Probabil-
istic Interpretation of Geometric Active Contour Segmentation”. In European
Signal Processing Conference (EUSIPCO), 2014.
• J. De Vylder, D. Ochoa, W. Philips, L. Chaerle & D. Van Der Straeten.
“Tracking Multiple Objects Using Moving Snakes”. In 16th International
Conference on Digital Signal Processing (DSP), pages 966–971, 2009
• J. De Vylder, J. Aelterman & W. Philips. “A comparative study on the op-
timisation of global optimum active contours”. In 5th IEEE International
Conference on Signal Processing and Communication Systems, December
2011.
Application oriented papers:
• J. De Vylder, J. Aelterman, M. Vandewoestyne, T. Lepez, K. Douterloigne,
D. Deforce & W. Philips. “A Novel Dictionary Based Computer Vision
Method for the Detection of Cell Nuclei.” PLOS ONE, vol. 8, no. e54068,
2013 [impact factor = 3.730].
• J. De Vylder, F. Vandenbussche, Y. Hu, W.Philips & D.Van Der Straeten.
“Rosette Tracker: an open source image analysis tool for automatic quan-
tification of genotype effects”. Plant Physiology, 2012 [impact factor =
6.535].
• J. De Vylder & W. Philips. “Computational efficient segmentation of cell
nuclei in 2D and 3D fluorescent micrographs.” In Imaging, Manipulation,
and Analysis of Biomolecules, Cells, and Tissues IX, proceedings of SPIE,
Vol. 7902, 2011.
• J. Aelterman, B. Goossens, J. De Vylder, A. Pižurica & W. Philips. “Com-
putationally efficient Locally Adaptive Demosaicing of Color Filter Array
Images using the Dual-Tree Complex Wavelet Packet Transform.” PLOS
ONE, vol. 8, no. e61846, 2013 [impact factor = 3.730].
• D. Babin, A. Pižurica, J. De Vylder, E. Vansteenkiste & W. Philips. “Brain
blood vessel segmentation using line-shaped profiles”. Physics in medicine
and biology, vol. 58, no. 22, pages 8041–8061, 2013 [impact factor =
2.701].
1.3 Organisation of this dissertation
This thesis is organised in three large parts. The first parts gives an introduction
and some background on bio-imaging and on automated analysis of bio-images.
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The second part elaborates on specific methods used for segmentation and tracking
of objects. The third part discusses the concepts of shape description and shape
deformation.
Part 1: Background
In Chapter 2 we review different image modalities used within biology. We dis-
cuss macroscopic imaging using high throughput systems using different cameras
such as colour cameras, depth cameras, infrared cameras, etc. We also present an
overview of microscopy systems. We describe different optical microscopes such
as brightfield, confocal, differential interference contrast (DIC), etc. We also give
a short overview of electron microscopy.
In Chapter 3 we give some background on different strategies that can be used to
automatically analyse images. We discuss the use of intensity and edges as main
features. We also elaborate on more complex and more powerful model based
methods. We show the potential of some of these methods by means of two use
cases: the analysis of cells in DIC images, and the segmentation of Arabidopsis
plants in colour and chlorophyll fluorescence time lapse sequences.
Part 2: Segmentation & tracking
In Chapter 4 we present the parametric active contour method. This is a model
based segmentation method that exploits edges in an image. We propose several
algorithms that fit within this framework, with a special emphasis on their useful-
ness for the analysis of time lapse sequences. We also propose a novel and efficient
optimisation method for these type of active contours.
In Chapter 5 we present a new probabilistic framework for geometric active con-
tour segmentation. We show that the proposed framework is generic and can in-
corporate many different image models and many different shape priors. We also
investigate the use of different methods for the optimisation of the convex energies
used in this segmentation framework.
In Chapter 6 we investigate several algorithms for the segmentation and detection
of individual cell nuclei. We describe several challenges such as non-uniform
lighting or the clustering of cell nuclei. We propose a number of segmentation
methods, each suited for different challenges encountered in several specific cases.
Part 3: Shape & deformation
This part consists of chapters 7 and 8. Chapter 7 discusses the deformation
analysis of pathological cell nuclei. These deformations hamper the study of sub-
nuclear particle dynamics. In this chapter we propose a new method to remove all
global motion induced by the motion and deformation of the nucleus.
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In chapter 8 we present an overview of shape descriptors. We investigate a new
method that optimises the scanning speed of a contour in function of better shape
representation. We show that this approach results in shape descriptors that are
better suited for shape classification, retrieval and representation.
Finally, in chapter 9 a general conclusion is given for our work and some directions
for future research are discussed.

Part I
Background

2
Bio-imaging
Biology is intrinsically related to observing phenomena in nature. This can either
be the case to form new models for specific biological processes, or to validate an
already existing model such as a model of the effect of a specific gene on plant
growth. While originally these observations where done real time and in-place,
it already became clear a long time ago that being able to keep a visual record
would be of great value. This would remove the spatial and temporal constraints,
and thus enable the study and comparison of biological objects over time, or over
long distances. In the 18th century these advantages where already apparent, even
with the lack of easy access to imaging devices such as a camera. For example
on the journey of the Beagle, John Gould sketched a large number of finches.
This allowed comparing these finches, even if they were each endemic to differ-
ent islands. Fig. 2.1 shows an example of four sketches of these finches of the
Galapagos islands. These sketches, and the comparative studies that they enabled,
formed the main inspiration for Darwin’s theory of the origin of species. This bio-
imaging avant la lettre shows clearly the added value of imaging for the study of
living organisms. Over the years, bio-imaging has greatly evolved, e.g. allowing
the visualisation of light at random wavelengths, to observe structures at nano-
metre scale, to measure 3D geometry, etc. In this chapter, we discuss the most
important bio-imaging technologies, which we have grouped in microscopic and
macroscopic imaging. For each group we discuss the current state-of-the-art and
give a short overview of what the recent trends and potential future prospects are.
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Figure 2.1: Sketches of finches at the Galapagos islands: Large ground finch, Medium
ground finch Small tree finch, Green warbler-finch. From "Voyage of the Beagle".
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2.1 Macroscopic imaging
2.1.1 Current methods
2.1.1.1 High throughput imaging
It has been demonstrated that the rosette area of a plant is directly proportional to
its weight [Leister 99]. This observation opened the path for plant phenotyping
based on images. The most important benefit of using images is that it gener-
ally results in a non-destructive and even non-obtrusive measurement, in contrast
to more established measurements such as harvesting and weighing the biomass.
This allows the analysis of plants over time. Given the added value of image based
monitoring, numerous studies have been done using this approach. In order to
meet the challenges of this new and promising field of plant phenotyping, new
technologies such as greenhouse automation and plant imaging systems have been
developed. These setups capture an image of up to thousands of plants a day. This
large scale monitoring allows the simultaneous study of certain traits on different
wild types and mutants.
Two groups of high throughput systems can be distinguished: systems that move
each plant to an imaging chamber and systems where the cameras are moved from
plant to plant. The benefit of the first system is that it requires less green house
space, the plants can grow relatively close to each other since plants are imaged at
a separate dedicated location. One of the criticisms on these type of systems is that
the impact of the movement on the plant is insufficiently studied. Especially for
images captured at wavelengths outside the visible wavelength range, caution is
required. The reason for this is that the motion of plants in a still atmosphere will
resemble the effect of wind on the plant. It is known that plants under the stress
of wind will close there stomata, and as such will adjust their photosynthesis and
temperature. These two features can be measured at wavelengths not necessarily
within the visible range as will be discussed in section 2.1.1.2.
The setups that move the cameras have the benefit that plants remain stationary,
so the impact of motion is not an issue for these systems. The downside is that
the images are taken in place, which often results in images that are more chal-
lenging than images captured in a dedicated imaging chamber, e.g. a non-uniform
background, different lighting conditions, clutter, etc. all hamper automatic image
analysis. Fig. 2.2 shows two examples of high throughput imaging systems. On
the left, the phenovision system at VIB is used to monitor corn plants. This system
belongs to the first group, where the plants are move using conveyor-belts towards
the imaging chamber (the white box in the image). The right part of Fig. 2.2 shows
an example of automated imaging, where the plants remain in place, but where a
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Figure 2.2: Two examples of automated plant imaging systems. Left, the phenovision
robot at VIB, where plants are transported towards an imaging chamber (Image by courtesy
of Stijn Dhondt, department of Plant Systems Biology, Ghent university - VIB). Right,
the imaging system at the Laboratory of Functional Plant Biology, Ghent university. This
system moves multiple cameras over the plants (Image by courtesy of Dominique Van Der
Straeten, Laboratory of Functional Plant Biology, Faculty of Sciences, Ghent University).
set of cameras is moved using a robotic arm. This robotised setup is part of the
Laboratory of Functional Plant Biology facility, Ghent university.
2.1.1.2 Multispectral imaging
By the time a plant displays visible symptoms of stress, it can already be adversely
affected. Recent imaging techniques that capture wavelengths in a wider spec-
trum than the visible spectrum (390-700 nm) allow presymptomatic monitoring of
changes in plant states. Especially fluorescence and infrared (IR) imaging have
proven their merit by detecting stress-related changes in plant leaves. Their ap-
plication for crop monitoring could permit to alleviate stress at an early stage,
thus limiting yield loss by circumventing irreversible damage due to specific stress
factors.
Fluorescence imaging can provide information on chlorophyll content without the
need for pigment extraction. The chlorophyll content is correlated to photosyn-
thesis within the leafs. Fluorescence can also be used for size estimations of green
plants [Jansen 09].
IR images can be used to estimate leaf temperature. Temperature is dependent
on evaporation and transpiration of the leaf, which is partly determined by sto-
matal opening. Hence, IR imaging can be used to monitor transpiration differ-
ences [Wang 03].
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Figure 2.3: An example of 3D plant monitoring. Left, a regular VIS image of a plant, right
a 3D point cloud from the same plant.
2.1.2 Recent trends and future prospects
2.1.2.1 3D imaging
Although several high throughput monitoring systems already capture a number
of side view images in combination with a top view image, this mainly provides
accurate estimates on biomass, but generally contains little information of the ac-
tual geometry of the plant. Recently, monitoring systems have been proposed that
do actual 3D monitoring. This allows real 3D kinematic studies, e.g. to analyse
plant growth in the close vicinity of other plants, or to measure leaf angle through
a diurnal cycle [Dornbusch 12, Sirault 12].
There exist several methods to measure geometric information of an object, e.g.
structured light, time of flight, structure from motion, etc. However, in the context
of plant phenotyping the following two methods seem to be the most explored:
Lidar and multi-camera 3D restoration. Lidar measures distance by illuminating a
target with a laser and analysing the reflected light. This approach is used i.a. in the
high throughput phenotyping system of Lemnatec. Multi-camera 3D restoration
calculates the 3D geometry based on the 2D displacement of an object between
two images. This is similar to how predators have depth perception due to the
disparity of the view coming from both eyes.
Fig. 2.3 shows a proof of concept of 3D plant monitoring. The left part of the figure
shows the plant using a regular VIS image. The right part shows a point cloud of
the same plant. This point cloud is generated using off-the-shelf equipment, in this
case, a kinect camera.
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2.1.2.2 New image-modalities
In search of new opportunities to study plants, the added value of new imaging
modalities are being tested. The use of medical imaging modalities is such an
example. Plants are monitored using MRI, CT or µ-CT. These show the 3D struc-
ture of plants [Dhondt 12a, Pridmore 12, Schulz 12], even of plant parts that are
normally not visible such as roots. Although the imaging modalities should still
be optimised for this application, e.g. to reduce radiation in order to minimise the
decrease of plant growth, the preliminary results look promising.
Another image modality that is explored is hyperspectral imaging. Instead of only
monitoring three ranges of wavelengths, such as is custom in VIS imaging, or
by extending this to a limited set of bands in multispectral imaging, the image
is captured for a large range of wavelengths (over 200 bands). These bands, or
a combination of some of these bands, can reveal plant water content, and by
extension water stress and draught assessment [Weckler 04].
2.1.2.3 In the field imaging
The majority of plant phenotyping research focusses on the analysis of model or-
ganisms in lab conditions. Model organisms are species that are extensively stud-
ied in order to understand complex biological phenomena. Some of the most ex-
tensive studied model organisms are Drosophila melanogaster, Caenorhabditis el-
egans and Arabidopsis thaliana. Arabidopsis is a flowering plant related to cabbage
and mustard, whose small stature and short generation time facilitates rapid genetic
studies of plants. For an in-depth study of automated image analysis of model or-
ganisms, we refer to [Ochoa Donoso 11]. While laboratory analyses of key plant
parts may complement direct phenotyping under field conditions, information cap-
tured throughout the plant life cycle in a carefully controlled environment, traits
and candidate genes identified within controlled environments have generally not
translated into gains in grain yield in the field [Araus 14]. Results from controlled
environments are far removed from the heterogeneous environmental factors that
plants will experience in the field and, therefore, are difficult to extrapolate to the
field. “In the field” phenotyping is increasingly seen as key to achieving progress
in crop improvement, although this brings its own challenges. Outdoor meas-
urement systems have to deal with more variability compared to growth chamber
phenotyping: variability of light, soil, external growth conditions, etc.
In the field monitoring is either done from a stationary portal crane system or by
small drones such as provided by gatewing, Trimble. These drones can be pro-
grammed to periodically and automatically scan a test field using different image
modalities.
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2.2 Microscopic imaging
Biology already relies for a long time on observations made by microscopes. The
use of lenses was known even in ancient China (~2000 BC), where a lens and a
water-filled tube were used to visualize the unseen [Bardell 04]. Nevertheless, it
wasn’t until the sixteenth century that larger magnifications became theoretically
possible by combining multiple lenses. Since the first report on the use of mul-
tiple lenses, microscopy has evolved on many levels: lenses have been combined
to remove chromatic aberration, larger magnifications were achieved, the use of
different light sources has been explored, the limitation of focal depth has been
studied, i.e. in order to allow optical sectioning, etc. In this section, we will give
an overview of the most relevant microscopic systems for this dissertation. Note
that this is not an exhaustive list of all microscopic systems, for more in depth
discussion on microscopy and its different setups, we refer to [Stelzer 98, David-
son 02, Vonesch 06, Tkaczyk 10].
2.2.1 Current methods
2.2.1.1 Bright-field microscopy
Dutch spectacles-makers Hans Jansen and his son Zacharias Jansen where the first
to propose the use of a set of lenses in a tube. Their discovery around 1590 that the
combination of multiple lenses resulted in theoretical higher magnifications than
the magnification achieved by single lenses, resulted in a new research field that
studies structures too small to be observed with the human eye. The first feat of
arms of the so-called compound microscopes encompasses breakthrough obser-
vations of a fly’s eye, of a flea, of cells, etc. Through history the understanding of
optics and the manufacturing of lenses has greatly evolved thanks to pioneers such
as Antony van Leeuwenhoek, Galileo Galilei, Ernst Abbe, Christian Huygens and
many others. For a brief history on optical microscopy, we refer to [Bardell 04,
Rooms 05b]
However, current bright-field microscopes still implement the basic concept of
the original compound microscopes developed by the family Jansen in the late
sixteenth century. Fig. 2.4 shows a schematic overview of the bright-field micro-
scopic setup. A sample is illuminated from below by white light and observed
from above. 1
1Note that for simplicity that the lens system here is represented by a single lens, in practice this
typically consists of a large set of lenses collected in a tube. One set of lenses is located at the objective
of the microscope, and one lens at the eyepiece of the microscope. It is the combination of these two
lens groups that results in high magnifications.
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Figure 2.4: A schematic overview of bright-field microscopy. Note that the lens is a
symbolic representation actually consisting of multiple lenses.
Since the light passes through the specimen, some part of it deviates as it encoun-
ters opaque parts of the specimen. This deviation of light is called diffraction. Fig.
2.5 shows a simple example of diffraction. In this example a planar wavefront with
wavelength λ passes a barrier with two slits. This results in two circular wavefronts
to the right of the barrier. These two wavefronts interfere with each other: at certain
orientations these waves interfere destructively, whereas at other orientations the
waves amplify each other (these orientations are called orders). The right part of
Fig. 2.5 shows the actual diffraction pattern that would be captured at the objective
plane. In contrast to this simple example with two slits, a microscopic specimen
can be considered a complex grating. This concept was first used by Ernst Abbe
to study the theory of image formation. He concluded that in order to accurately
resolve the details of a specimen, that at least the 0th and 1st diffraction orders have
to be captured by the objective lens. The more diffraction orders captured by the
objective, the more accurate the image will represent the actual specimen, i.e. the
higher the microscopic resolution.
The lens system focuses the diffracted light from the sample onto an image plane.
Either this image plane corresponds to the location of a microscopists eye, or to the
location of a sensor that captures a digital image. Contrast in the image is caused
by absorption of some of the transmitted light in dense areas of the sample. For
a more in-depth discussion on diffraction and microscopic image formation, we
refer to [Davidson 02, Tkaczyk 10].
2.2.1.2 Fluorescence microscopy
Conventional optical microscopes are hampered by the lack of contrast in biolo-
gical samples. By colouring the sample using specific dyes, this can be improved.
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Figure 2.5: An illustration of the diffraction of a wavefront of wavelength λ passing two
slits at a distance d of each other. The diffracted light passing the two splits interferes and
amplifies at certain directions (called orders and represented by arrows). This results in the
diffraction pattern on the right.
Histology is an example where specific cells or organelles are marked using spe-
cific dyes. Although these dyes increase the contrast, the use of white light that
diffracts within the sample can cause interference: the observer receives light
scattered from the region of interest as well as light scattered from surrounding
regions.
This issue is solved by the use of fluorescent dyes. Especially the use of fluorescent
proteins has revolutionised life science research. Fluorescent proteins belong to a
class of proteins that share the unique property of being self-sufficient to form a
visible wavelength chromophore. In fluorescence microscopy, a gene encoding an
engineered fluorescent protein is introduced into living cells. The presence of a
chromophore allows the visualization of the location and dynamics of the protein.
This is illustrated in Fig. 2.6. A broad spectrum light source is filtered such that
only photons with a specific wavelength lights the sample. This light is absorbed
by the fluorescent protein, which causes it to emit light at a different wavelength.
Note that the excitation is also diffracted within the sample, so the light being fo-
cussed by the lens system is a combination of diffracted light originating form the
light source and emitted light from the fluorophores. The emitted light from the
fluorophores is separated from the rest by placing a colour filter on the optical path,
thus blocking all light not emanating from the fluorescent proteins. These types
of microscopes are called widefield microscopes. The use of fluorescent proteins
has had such an important impact on understanding complex biological systems,
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Figure 2.6: A schematic overview of fluorescence microscopy. The sample expresses the
green fluorescence protein (GFP).
that Martin Chalfie, Osamu Shimomura, and Roger Y. Tsien were awarded the
2008 Nobel Prize in Chemistry for their discovery and development of the green
fluorescent protein. Not only the visualisation of fluorescent proteins, but also the
dynamics of fluorescence over time has improved the insight of internal cellular
kinematic process, e.g. by fluorescent based techniques such as Fluorescence life-
time imaging (FLIM), Fluorescence recovery after photobleaching (FRAP), fluor-
escence resonance energy transfer (FRET), etc. [Vonesch 06]
In order to separate the excitation light from the laser and emission light from the
fluorescent proteins, the fluorophores should emit at a different wavelength than
the excitation wavelength. The difference between the excitation and emission
wavelength is called the Stokes shift. A larger Stokes shift allows better separation
of scattered illumination light and fluorescent light from the sample. Fig. 2.7 shows
the emission and excitation spectra of six different common fluorescent proteins.
Note that multiple fluorescent proteins can be used to dye a single sample. This
allows visualising different proteins within the same sample. In such a case, it
is beneficial to use fluorescent proteins with emission and excitation spectra that
overlap as little as possible. Otherwise, fluorescence coming from one type of
fluorescent protein, will be visible in the colour channel corresponding with the
other fluorescent protein. This is called bleed-through and can severely hamper
the analysis of the sample. A different risk for overlapping emission and excitation
spectra is when the emission of one fluorophore excites a different fluorophore.
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Figure 2.7: Excitation and emission spectra of different fluorescent proteins. Image cour-
tesy of the Olympus microscopy resource center.
2.2.1.3 Confocal microscopy
The 3D contrast of widefield microscopy is significantly improved by the two
simple adjustments that are implemented in confocal microscopy. First, the il-
lumination light is focussed by a lens. This causes the light to focus in a region
smaller than the resolution of the microscope, thus reducing scattering of the illu-
mination light from nearby points in the sample. Using a moving mirror, this small
focussed beam of light is scanned over the sample, such that a full image can be
acquired. Fig. 2.8 shows a schematic overview of the illumination in confocal
microscopy. To filter the emitted light from the excitation light, a dichromatic mir-
ror is often used. This is a mirror that reflects light at a specific wavelength, e.g.
the excitation wavelength, and that passes light at different wavelengths, e.g. the
emission wavelengths.
The second important improvement over widefield microscopy is the use of a pin-
hole or diaphragm in front of the detector. This pinhole partially blocks light
originating at different depths than the focal plane. This is illustrated in Fig. 2.9.
In this schematic overview, green indicates light coming from a fluorescent protein
located in the focal plane, yellow represents light originating under the focal plane,
whereas purple corresponds to light from a point above the focal plane. Note that
in practice, this light has the same colour, i.e. the fluorophores excite at the same
wavelength, but for visualisation we use different colours for the three different
situations. Note that light coming from below or above the focal plane is mainly
blocked by the pinhole, whereas 100% of the light coming from a point at the focal
plain is passed. This allows optical sectioning, i.e. 2D slices of a 3D object can be
visualised without having to cut slices of the actual object, thus allowing in vivo
3D imaging.
22 BIO-IMAGING
Figure 2.8: A schematic overview of illumination in confocal microscopy.
Figure 2.9: A schematic overview of confocal microscopy. Only ligth from the plane of
focus can pass to the detector without obstacles. Light from around the focal plain is almost
completely blocked by the pinhole in front of the detector.
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Figure 2.10: Single optical sections of a fixed HeLa-cell nucleus with a scratch replication
label highlighting sites of DNA replication. Left: recording in confocal mode. Right:
recording in non-confocal mode. Image is courtesy of Steffen Dietzel.
These two adjustments might seem trivial, but they insure that only a single point
in the specimen is illuminated and allowed to pass light to the detector. This has
a significant impact on the contrast of the image. Fig. 2.10 shows a comparison
between confocal and widefield microscopy. This example shows a nucleus with
a fluorescent protein marking DNA replication. The left part of the image shows
a crisp image acquired with a confocal microscope. The right part of the figure
shows the same nuclear section but captured with a widefield microscope. This
image is notably more blurred.
2.2.1.4 Optical contrast enhanced imaging
Optical contrast enhanced imaging is a method that exploits differences in the
refractive index of different materials to differentiate between structures in the
sample. This allows distinguishing between structures of similar transparency
without the need of staining. Several microscopy systems use this strategy, but
the most popular systems are phase contrast microscopy and differential interfer-
ence contrast (DIC) microscopy.
Phase contrast microscopy exploits the fact that structures with a different refract-
ive index delay and refract the light by a different amount. The light delay in-
troduced by passing a sample with heterogeneous refractive index results in some
waves being phase shifted with respect to each other. Phase contrast microscopy
converts these phase shifts in light to brightness changes in the image.
DIC works in a different way, relying on the principle of interferometry to gain
contrast. DIC microscopy illuminates the sample by two mutually coherent po-
larized light beams, which are spatially displaced at the sample plane, and recom-
24 BIO-IMAGING
Figure 2.11: Two examples of phase-contrast imaging. Left, an example of phase con-
trast microscopy of cells. Right, an example of a DIC micrograph of pavement cells of an
Arabidopsis leaf.
bined before observation. At recombination, the interference of the two parts,
which correspond to two light beams passing in the sample at a small distance
from each other, is sensitive to their optical path difference. This is a combination
of refractive index and geometric path length. For a more detailed explanation
on the optics used in DIC and the analysis of DIC images, we refer to [David-
son 02, Tkaczyk 10, Ochoa Donoso 11].
Figure 2.11 shows an example of both a phase contrast microscopy image and
a DIC image. The phase contrast micrograph (left) shows a bright halo around
each cell, which is typical for phase contrast microscopy. The DIC image (right)
clearly visualises the cell walls, i.e. the double line of white and black. Note that
this clear line is mainly visible for cell walls in a certain orientation (the shear
direction), i.e. edges going from the left bottom to the right top. Edges orthogonal
to this direction, lack contrast. For an explanation of this phenomenon, we refer
to [Tkaczyk 10]. The orientation dependent contrast is a small problem for human
microscopists, since they can easily connect missing parts of cell walls. However,
this presents a serious challenge for automated computer vision methods.
2.2.1.5 Electron microscopy
Instead of using light to illuminate a sample, electron microscopy (EM) illuminates
a sample with an electron beam. Since electrons have wavelengths about 100,000
times shorter than visible light photons, EM can visualise much smaller structures
then regular optical microscopes, i.e. EM achieves resolution of below 1, whereas
optical microscopy is limited to about 187 nm resolution.
Note that electron microscopy is not a single microscopic system, just as optical
microscopy is not a single type of microscopes. Instead, it is more a group of
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different microscopes, which all make use of an electron beam instead of a photon
beam. The types of electron microscopes are:
Transmission electron microscope (TEM): TEM is similar to the bright field
microscopic setup (Fig. 2.4), but instead of a light source a beam of electrons
is focussed by a set of magnetic lenses onto the sample. This electron beam
interacts with the specimen as it passes through. The result of this interaction
is then visualised on a fluorescent screen, a photographic film or on a sensor.
Scanning electron microscope (SEM): This type of EM focuses not on what
passes through the sample, but what can be measured of the impact on the
sample. When the electron beam interacts with the specimen, it loses en-
ergy in the form of light, heat, backscattered electrons, etc. By detecting
the backscattered electrons, the topography and composition of the samples
surface can be modelled.
Serial Block-Face Scanning Electron Microscope (SBF-SEM): SBF-SEM is a
technology that provides 3D EM datasets based on a slice and view technique.
First, the sample is fixed and embedded in an epoxy resin. From this sample
the surface is sliced such that a smooth surface remains that contains no to-
pological information. A stack of images is collected by SEM imaging of
the sample followed by slicing with an automated ultramicrotome within the
chamber of the SEM. This new technique, proposed in [Denk 04], results in
high resolution 3D images, typically under 20 nm even in the z-direction.
It is expected that this technology will have a similar impact on biological
research confocal microscopy had a few decades ago for the analysis of cells
and tissues.
Figure 2.12 shows an example image for each of the previous mentioned electron
microscopic systems.
2.2.2 Recent trends and future prospects
2.2.2.1 Increasing spatial resolution
The ability to identify two closely spaced fluorophores is limited by the diffraction
of light. The minimal distance, d, between two separate identifiable fluorophores
is modelled by Abbe’s law:
d =
λ
2NA
, (2.2.1)
with λ the wavelength emitted by the fluorophore and NA representing the nu-
merical aperture of the lens system. The numerical aperture expresses the range of
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Figure 2.12: Examples of images captured with different types of electron microscopes.
Left, transmission electron micrograph of the poliovirus. The image is courtesy of Dr. Fred
Murphy, Sylvia Whitfield. In the middle, pollen from a variety of common plants imaged
using SEM. Right, mitochondria imaged using SBF-SEM.
angles over which the lens system can accept or emit light. Abbe’s law describes
the resolution limit of optical systems.
However, eq. (2.2.1) expresses the minimal distance that two emitting fluorophores
can be distinguished from each other. But if these fluorophores do not emit at the
same time, but after each other, this does not form a problem. In such a situation,
the light sensor would detect a bright blob corresponding to the emission of a single
fluoreophore at one time frame and a second blob in a next time frame. The blob
corresponds to a single light source smaller than the resolution of the microscope,
the location of the source can be estimated using special reconstruction methods.
These reconstructions are actually probability maps of the location of light sources.
A new group of microscopes use this strategy to increase the spatial resolution
beyond the diffraction limit observed by Abbe. This technique is called super-
resolution microscopy and encompasses PALM, fPALM, STED, SSIM, STORM,
etc. One way to achieve to ensure that only a single fluorophore can emit, is to
ensure that neighbouring region is unable to emit. This can be achieved by using
an extra light beam only on the surrounding region, this approach is used by STED.
This extra light will force fluorophores in this region to deplete the excited state
before fluorescence takes place.
Fig. 2.13 shows a comparison of an image captured with regular confocal micro-
scopy and with a super-resolution microscope. On the left Vimentin protein are
visualised using confocal microscopy, whereas on the right they are captured with
super-resolution microscopy. The top part shows the close up of the white square
in the central images.
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Figure 2.13: Comparison of resolution obtained by confocal laser scanning microscopy
(left) and super resolution microscopy (right). The central images each show Vimentin
protein, the white boxes are magnified at the top. Image by courtesy of Fabian Göttfert and
Christian Wurm, Department of NanoBiophotonics, Max Planck Institute for Biophysical
Chemistry.
2.2.2.2 Increasing temporal resolution
Although the use of fluorescent dyes and proteins has great benefit for biological
observations, there are still some caveats as well. First, the sample is illumin-
ated using a high intensity laser. This is an unnatural situation for cells, and one
can wonder to what extent observations made under such unnatural conditions are
actually representative for regular biological behaviour. Limiting the illumina-
tion time is good practice for in-vivo studies [Keller 08]. A second challenge is
the fact that fluorophores can chemically react on excitation, which can cause the
fluorophore to lose its ability to emit photons. This is called photobleaching and
this effect is a second reason why fluorescence samples can only be observed for
a limited time [Vonesch 06]. Photobleaching and phototoxicity even have been
called the Achilles heel of fluorescence microscopy. This has led to several sys-
tems that try to reduce the illumination time in order to minimise photobleaching
and phototoxicity.
A first approach is to adjust the illumination time based on the sample. A short
illumination burst gives an initial estimate of the intensity, and of the presence
of a fluorophore at a specific location. Based on the intensity measurement res-
ulting from this initial illumination burst, the excitation-light dose is adjusted to
a level such that regions with a low fluorophore concentration still can be ob-
served adequately. Note that for locations with an already high or low intensity
little extra illumination is needed, since these indicate locations that either already
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Figure 2.14: A schematic overview of light sheet fluorescence microscopy.
have a signal to noise ratio which is sufficiently high, or to a region where no
fluorochromes are present, and as such extra illumination will yield little extra in-
formation. This non-linear spatially varying illumination can significantly reduce
the overall illumination, i.e. with a factor of 2 to 10 depending on the sample
and fluorescent proteins used. This technique is called controlled light exposure
time microscopy (CLEM) and already resulted in interesting biological observa-
tions [Hoebe 07, De Vos 09a].
A second approach is not to reduce the illumination time, but to use light more
efficiently. In most optical microscopic systems the sample is either illuminated
from above or below, where if possible the emitted light not originating at the focal
plane is blocked by a diaphragm. As such, there is a large part from the sample
that is illuminated, without actually contributing to the image, i.e. the part above
and below the optical plane. In light sheet fluorescence microscopy (LSFM), the
illumination time of a point in the sample is reduced to only illuminating it at
the time that it is actually imaged. This is achieved by placing the light source
orthogonal to the lens system. Fig. 2.14 shows a schematic overview of LSFM.
The full focal plane, and only the focal plane, is illuminated by a sheet of light.
Therefore, all fluorophores at the focal plane will emit light that is then focussed
by a lens onto an image plane. This approach to reduce light allowed i.a. the study
of growing zebrafish embryos, which require 3D 24-hour time-lapse imaging with
a temporal resolution of minimal 90s [Keller 08, Keller 10].
A third approach to reduce phototoxicity is called multi-photon excitation. In-
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stead of using a single high-energy photon to excite a fluorophore, two low-energy
photons are used. Two long-wavelenght photons (typically infrared) must arrive at
the same time at the fluorophore, as the summed energy of the two photons will
produce the right emission wavelength. This approach is well suited for live cell
imaging, since the low energy photons cause less damage to the cells than the short
wavelength photons used in confocal fluorescence microscopy.
2.2.2.3 Digital image restoration
Although a lot of research focuses on changing and improving the microscopic
setup, improving the images from existing setups is gaining interest from the re-
search community as well. A good understanding of the image degradations that
occur in a microscopic setup can help to reconstruct a better image [Rooms 05b,
Goossens 10, Aelterman 12, Roels 14]. This typically involves modelling the blur,
different types of noise such as Gaussian and Poisson noise, non-uniform lighting,
correlation of noise, etc.
Proper digital image restorations can on the one hand enable new analyses that
were not possible due to insufficient quality of the original images [Rooms 05a],
or can on the other hand be used as a means to reduce the acquisition and illumin-
ation time. This would cause the microscope to acquire images of lesser quality,
but these degraded images can then be improved using digital image restoration
algorithms.
Fig. 2.15 shows three examples of digital image restoration of microscopic images.
The left column shows the original RAW images, whereas the right column shows
the restored images. The top row shows an example of restoration of a serial block
face scanning electron microscopy image. The used restoration technique tackles
blur, Gaussian thermal noise, Poisson noise and the correlation of the noise. For
more details, we refer to the work of Roels [Roels 14]. The second example shows
a 2D maximum intensity projection of a 3D fluorescence microscopic image. The
restoration method tackles the prominent blur, which corresponds to a large non-
local 3D blur kernel, Poisson noise, thermal Gaussian noise and quantisation noise
[Luong 14]. The final example tackles the problem of restoring a fluorescence
microscopic image acquired with low illumination and acquisition time, i.e. 5ms
compared to 300ms that is commonly used for this data. The restoration algorithm
focuses on Gaussian noise removal and intensity enhancement.
2.2.2.4 Multimodal imaging
In macroscopic imaging applications, the use of multiple modalities has already
proven its merit, e.g. the combination of IR, chlorophyll fluorescence an VIS im-
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Figure 2.15: Three examples of digital restoration. A) a raw election micrograph, B) the
reconstructed image of A [Roels 14], C) a fluorescent microscopic image, D) the recon-
structed image of C [Luong 14], E) a fluorescent microscopic image of mononuclear blood
cells, F) the reconstructed image of E.
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ages. In medical imaging this approach is also gaining interest, e.g. by combining
CT, MRI and, or SPECT, a physician gets more relevant information, which al-
lows more accurate diagnosis. Not only more information is available, different
image modalities allow better image restoration, i.e. an image of one modal-
ity can help to remove noise, or increase the resolution of a different modality
[Jovanov 11, Jovanov 13]. There is also a vivid research interest in the use of mul-
timodal microscopic imaging techniques in the domains of forensics [Alsberg 11],
plant development [Purbasha 09,Paramita 12], neuroscience [Cote 07,Wilt 09] and
pathology [Meyer 11, Miao 12].
This encompasses both inter- and intramodal microscopy. Intra-modal imaging
refers to the acquisition and joint processing of multiple image series with the same
imaging equipment, thus the same imaging modality is used but with different ima-
ging parameters, e.g. contrast or focus settings [Ochoa Donoso 11]. Inter-modal
imaging refers to the combination of different imaging devices, thus applying dif-
ferent imaging modalities. Especially the link between 3D electron and 3D con-
focal microscopy seems extremely valuable. This would provide both functional
information of biological events coming from confocal microscopy in combina-
tion with the high resolution enabling the analysis of ultrastructures. Therefore,
the next frontier in biological imaging is to develop techniques for Correlative
Light and Electron Microscopy (CLEM).
2.3 Conclusion
In this chapter, we discussed the two main groups of biological imaging mod-
alities, i.e. macroscopic and microscopic imaging. For macroscopic imaging in
biology the main emphasis lies on high throughput, often for different modalities,
i.e. VIS, chlorophyll fluorescence, IR, and recently also hyperspectral imaging.
Recent trends include 3D analysis, either by regular 3D camera, e.g. time of flight,
or by 3D medical imaging. A different trend is plant analysis in the field, e.g.
imaging using drones.
In this chapter, we also presented a number of microscopy systems. This ranges
from single lens microscopes; which evolved to systems with multiple lenses and
eventually to confocal microscopes; phase contrast imaging and several types of
electron microscopes. Each of these systems have their own merit and are therefore
still widely in use. We briefly summarised some of the recent trends in microscopy
such as increase in temporal and spatial resolution, restoration of degraded images,
e.g. due to low illumination and acquisition times, and combined use of different
types of microscopes.
This summary of different image modalities is of course not exhaustive but gives
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a clear overview of the different types of imaging modalities that are used within
biology, and more specific, of the modalities that have been used within this dis-
sertation.
3
Image analysis
Automated methods for biological monitoring have a long history. For example,
mechanical devices to measure plant growth, auxanometers, were already in use
by the end of the 19th century. Figure 3.1 shows an illustration of such a measuring
device. But even back in the 19th century, the visionary German botanist Wilhelm
Pfeffer (1845–1920) recognized the potential of imaging techniques over mech-
anical devices: “Photographic registration will probably be largely employed in
the future, for series of pictures may be obtained which when placed in a kin-
ematograph show the phases of several days’ or weeks’ growth in a minute or
so” [Pfeffer 03]. Especially the no-contact and non-invasive nature of certain ima-
ging techniques are a major asset for biological monitoring. This has led to the
development of high throughput imaging facilities that gather biological relevant
data up to the order of dozens of gigabytes a day. Clearly, this requires automated
methods to extract biologically relevant measurements from this tsunami of visual
data.
Within this chapter, we elaborate on four main groups of image analysis algorithms.
We give an overview on the different approaches that can be used to extract rel-
evant information. The methods discussed are chosen based on their importance,
their complementarity and or their relevance for the remaining of this dissertation.
This chapter is organised as follows. In the next section we explain a rudimentary
form of image analysis based on the correlation of simple statistics with certain
measurements. In section 3.2 we elaborate on the exploitation of edges to detect
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Figure 3.1: An auxanometer is a device for making automated measurements of growth. A
figure of an early 20th century auxanometer taken from [Knott 21]
objects of interest. Section 3.3 discusses the use of intensity in order to detect an
object of interest. As a final group of image analysis methods we consider model
based segmentation, which we discus in section 3.4. As a proof of concept, section
3.5 discusses the experimental results for two different use-cases: the automatic
detection of pavement cells and stomata in microscopic images and the growth
analysis of full Arabidopsis rosettes. Section 3.6 recapitulates and concludes.
3.1 Correlation based analysis
This group of techniques represents a straightforward approach where simple im-
age statistics, e.g. the intensity histogram or the number of pixels darker than a
certain value, are used in a linear regression model to predict a specific biological
measurement. This approach has shown interesting results for individual plant
phenotyping, e.g. based on top-view and a number of side-view images of a single
plant the biomass can be estimated [Berger 12]. It can also be used to calculate
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Figure 3.2: A VIS image of fruit bat migrating from deer cave during the early evening,
Gunung Mulu national park (Borneo).
group statistics. Figure 3.2 shows an example of such an application. In this image
a group of migrating fruit bats are monitored. These bats leave there resting place
through a narrow cave exit, as such they are all approximately the same distance
from the camera. The number of dark pixels in the image allows us to estimate the
number of bats. For example a simple regression model, results in an estimate of
2167 bats in Fig. 3.2. This regression model is trained using a set of small manual
annotated images, as a feature the number of dark pixels in the image is used. The
benefit of this approach is that it gives an estimate of the number of bats without
actually detecting each individual bat itself. There is however a downside to this
approach. The regression method fully relies on a training dataset for the calcu-
lation of the parameters. If the monitoring conditions differ between training and
actual measurements, there is a high risk of erroneous results. The method might
fail if for example some tree foliage is captured in the image, but not in the training
images, or if the fruit bats leave from a different exit, and as such are at a different
distance to the camera, or if the surroundings are darker due to bad weather, etc.
3.2 Edge based segmentation
Edges typically delineate objects in an image, and as such are a valuable asset to
detect objects of interest. There are many approaches to detect and exploit edges.
In this section we summarise the most important approaches.
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3.2.1 Edge detectors
An edge corresponds to an abrupt change in intensity in a certain direction. To
automatically detect edges, most methods use the following three consecutive
steps:
1. Calculate for each pixel a measurement of change in intensity compared
with its neighbouring pixels.
2. Threshold this measurement to make a crisp distinction between potential
edge pixels and non-edge pixels.
3. Apply a thinning algorithm to have edges of only a single pixel width.
A straightforward approach for the first step, i.e. to measure intensity changes,
is to calculate the magnitude of the gradient of the image. Although different
linear filters can be used for the calculation of the gradient, e.g. the Sobel fil-
ters, Prewitt filters, Roberts cross, etc., they all have a similar result. The second
step of the edge detector, the thresholding has a more significant impact. Espe-
cially hysteresis thresholding, which is used in the popular Canny edge detector,
shows good results. For more explanation on the different options of threshold-
ing we refer to section 3.3.2. In a final step, the binary image resulting from
the threshold step is processed such that the remaining connected components are
only one pixel thick. For a discussion on state-of-the-art thinning methods, we
refer to [Babin 13a, Babin 14].
Although these edge detectors do not always find closed contours, e.g. the com-
plete boundary of an object, the detected edges can be used as an initial step to
detect objects [Kassim 99, Hukkanen 10].
3.2.2 Tracing
Edge detectors mainly rely on the intensity difference at a pixel. These results are
often hampered by clutter, which introduce false edges, and by insufficient contrast
in combination with noise that often results in parts of edges that are not detected.
To improve automatic edge detection, prior knowledge such as the direction or
approximate location of an expected edge can be used. Tracing methods are a
group of methods intrinsically incorporating different types of prior knowledge
[Meijering 10].
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Figure 3.3: An example of contour tracing: A) a RAW fluorescent microscopic image of a
pathological cell nucleus, B) an initial estimate of the nuclear contour, C) the contour based
on uni-directional line tracing [Cattrysse 13].
3.2.2.1 Line tracing
Uni-directional tracing One of the more powerful prior assumptions that can
be exploited is knowledge on the direction of the line that needs to be detected. An
example of a situation where the orientation of the edges is known in advance is
the detection of a tray in an image. The detection of this tray, can help to locate the
actual plants. A different example is where an initial rough segmentation already
reveals the overall direction of the edges, but is insufficient to actually detect the
lines, e.g. the segmentation of microtubules in a fluorescent micrograph: based on
simple thresholding it is possible to detect the orientation, but to accurately detect
the microtubules, a different method is needed.
Instead of considering if a pixel belongs to an edge irrespective of its neighbouring
pixels, it would be better to combine edge evidence from neighbouring pixels. So
instead of only taking the magnitude of the gradient into account, we propose
to incorporate information of pixels along the expected edge direction. We will
explain this using a simple example where only horizontal lines are detected. We
calculate a new edge measurement, d(., .), starting at the left border of this image.
At this border we will, as an initialisation, use the gradient magnitude of the image:
d(i, 1) = |∇f(i, 1)|, with i the line number and f(., .) the intensity image. For
the second column of pixels we will combine the gradient magnitude and the edge
evidence of the already processed neighbouring pixels :
d(i, 2) = α |∇f(i, 2)|+ (1− α) max(d(i− 1, 1), d(i, 1), d(i+ 1, 1)), (3.2.1)
with α a forgetting factor, i.e. a real number less than or equal to one and d(i, 0) =
0. This can then be repeated for the 3 column, then the 4th column, etc. so in
general we get for our new edge measurement
d(i, j) = α |∇f(i, j)|+ (1−α) max(d(i−1, j−1), d(i, j−1), d(i+ 1, j−1)).
(3.2.2)
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So after this method has iterated over all the columns, the right most column will
be a combination of its own gradient magnitude, and edge information coming
from all over the image. In general, a column contains information from its own
gradient magnitude and from edge information left of the column. As a result,
columns at the left, contain little more information then the regular edge detectors
that only use pixel per pixel measurements. Therefore we propose to repeat the
process, but start scanning from the right column towards the left column:
d′(i, j) = αd(i, j) + (1− α) max(d(i− 1, j + 1), d(i, j + 1), d(i+ 1, j + 1)).
(3.2.3)
This new edge measurement can then be binarised by either thresholding and thin-
ning, conform regular edge detectors, or by calculating a longest path from left to
right.
Note that eq. (3.2.2) only combines edge information from its neighbouring pixels,
this has a result that only edges with an inclination of less then 45◦ can be detec-
ted. So edges that at a certain point have a steeper slope than 45◦ will result in
erroneous detections. This drawback is circumvented in [Cattrysse 13], where a
variation on the dynamic programming approach allows edges with slope up to
90◦. If the location of the expected edge is approximately known, this constraint
can even be further relaxed by resampling the image along an initial estimation of
the edge [Mortensen 98, Sun 09]. Fig. 3.3 shows an example of this. The goal is
to detect the boundary of the nucleus shown in Fig. 3.3.A. If the approximate loc-
ation of this boundary is known, e.g. the red curve in Fig. 3.3.B, a neighbourhood
around this initial contour can be resampled in such a way that this neighbourhood
can be transformed to a rectangle. The discussed tracing method can detect the
edge in this rectangle. The detected edge in the rectangle is then projected to the
original sample locations in the image. Fig. 3.3.C shows the result of this approach.
Therefore, if an initial estimate of the boundary is available, the proposed tracing
method can even detect closed contours. For further details on the projection and
resampling along a line, we refer to [Kocsis 91, Sun 09].
Multi-directional tracing A line tracing algorithm is useful for applications
where a number of isolated lines have to be traced, e.g. sperm tail detection in
microscopic images [Bijar 11]. Using standard edge detectors, there is a risk that
some parts of the tail are not detected, whereas the previous discussed tracing
method would only work if the edge is oriented in a specific direction, which is
often not the case. In order to trace a single randomly oriented line, we start from a
single point, s = (x, y) that is known to be part of the edge of interest. This point
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is called a seed point. We look for a new seed point in a circular neighbourhood:
Nr = {n|n ∈ Ω, round(‖n− s‖) = r} (3.2.4)
with Ω = [0,K]× [0, L] and K ×L the dimension of the image. The pixel in this
neighbourhood that has the strongest magnitude of a gradient, and that does not
correspond to a pixel which was a seed point in the past, nor lies in the vicinity of
previous seed points, will be chosen as a new seed point, i.e. the next point in the
traced edge. This process is iterated until all points in the circular neighbourhood
belong to one of the following groups:
• the point, p, has been a seed point;
• the point, p, lies in the vicinity of a previous seed point, i.e.
@v ∈ Ωs, ‖p − v‖) < t1, with Ωs the set of all seed points and t1 a pre-
defined threshold;
• the point, p, has a gradient magnitude less than a predefined threshold, t2.
The set of all seed points, Ωs corresponds to the traced line. To get a more densely
sampled line representation, interpolation can be used. We illustrate this tracing
step using Fig. 3.4.A-C. Fig. 3.4.A shows the gradient magnitude of an image con-
taining cells. Fig. 3.4.B shows a close-up from the red square in 3.4.A. Here the
seed point is marked using a green square, and where all the pixels belonging to
the circular neighbourhood are delineated in red. This circular neighbourhood is
also shown in 3.4.C, where all pixels not belonging to the neighbourhood are set to
black. This figure makes it clear why a large circular neighbourhood is necessary.
The edges are not a single pixel wide, so if the classical 4- or 8-neighbourhoods
would be used there would be a high risk that the algorithm would backtrack some
part of the edge, while missing other undetected parts of the edge. For this spe-
cific neighbourhood, 4 regions correspond to values above a predefined threshold
(marked as a-d). If this is the first iteration, i.e. if no pixel has been a seed in the
past, then the white pixel in region c will be chosen as next seed point. However
if this is not the first iteration and if a pixel from region c corresponds to a seed
point from a previous iteration, then we remove the complete region as candidate
seed point. Then the white pixel in region b will have the highest intensity, thus
becoming the next seed point.
3.2.2.2 Network tracing
Previous methods have their merit, but they are unsuitable for applications with
lines that bifurcate, such as is the case in dendritic branches in neurons or in cell
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Figure 3.4: An overview of the work-flow of the network tracing algorithm. (A) a micro-
scopic image where cell walls are tagged using fluorescent markers. (B) A close up of the
red square in (A). The seed is shown in green and the circular neighbourhood in red. (C)
The intensities of the circular neighbourhood. (D) the segment pixels at the start of pro-
cessing the seed. (E) The circular neighbourhood with the detected pixels removed. (F) the
segment at the end of processing the seed [De Vylder 13c].
CHAPTER 3 41
wall networks (Fig. 3.4.A). In order to extend the tracing algorithm to networks,
we start from a segment D0 that contains a single pixel corresponding to a seed,
s, and a circular neighbourhood Nr. In contrast to the line tracing method, the
future seed selection procedure will be handled in a different way, instead of only
selecting a single new seed, multiple seeds can be chosen. First, the values of
all pixels in the neighbourhood, which belong to already detected segment, or are
in the vicinity of a segment pixel, are discarded as potential new seeds. Of the
remaining pixels in the neighbourhood, the pixel with the highest value is chosen
as a potential seed point, sp. If the value of sp is above a threshold, the point is
added to the set of future seed points, F . All points on the line between s and sp
are added to the segment pixels. In real applications, a line typically is more than
one pixel width, thus to avoid backtracking in the tracing algorithm, we also add
all the pixels within a small distance, td, to the line segment. Therefore, the new
set of segment pixels is defined as:
Di+1 = Di ∪ {x2|∃α ∈ [0, 1], ∃x1 :
((x1 =αs + (1− α)sp) ∧ (‖x1 − x2‖2 < td))}, (3.2.5)
with Di the set of pixels belonging to the already detected segment before adding
the new seed. In this formula x1 corresponds to the points on the line segment
between the seed point s and sp, whereas x2 corresponds to the points that are in
the neighbourhood of this line segments.
After adding sp, the neighbourhood is searched for a new potential seed. Note
that that this time we exclude all pixels in the circular neighbourhood that also
are in Di+1, thus we also exclude pixels in the vicinity of sp. If the newly found
potential seed point has an intensity value higher than a predefined threshold, it is
added to the set of future seed points, F . This process iterates until no points in
the neighbourhood have a value above the threshold. From this point on, we select
a new seed point from the future seed set, F . For this new seed a new circular
neighbourhood will be calculated, and new potential seed points will be searched.
Seed points for which this processing step does not result in any future seed point
are added to the end-point set, E. This iterative seed point selection ends if there
are no points remaining in the future seed set F . Note that since points cannot
be connected to an already detected pixel, that the end points (the points in E) are
only connected to the network as a line. In order to connect the end of the line with
the rest of the network, the line tracing algorithm described in subsection 3.2.2.1
can be used.
As an example we continue to work with Fig. 3.4.C. Note that in this neighbour-
hood, there are 4 regions which correspond to a value higher than the set threshold
(denoted with a-d). If Fig. 3.4.D is a visualization of the already detected pixels,
than the values corresponding to segment in the neighbourhood are set to zero,
42 IMAGE ANALYSIS
A B C D 
Figure 3.5: A one dimensional example of watershed segmentation, where the actual wa-
tershed are marked with a solid black line, the topological minima correspond to light grey
areas.
which results in Fig. 3.4.E. After two iterations all possible seed points, a and b,
are found, resulting in the segment shown in Fig. 3.4.F. The found seeds, a and b
will be processed in future steps.
3.2.3 Watershed
In contrast to previous methods, watershed does not try to detect edges, but instead
partitions the image in different segments based on the intensity gradient [Vin-
cent 91]. The watershed algorithm considers the gradient magnitude of the image
to be a topological relief, where the gradient magnitude corresponds to altitude in
the relief. If a raindrop would fall on this relief, it would flow towards the min-
imum which lies at the end of the path of steepest descent. All pixel locations from
which a drop of water would flow to the same minimum are considered to belong to
the same segment, i.e. the segment boundaries coincide with the topological relief
watersheds. Fig. 3.5 illustrates watershed segmentation using a one-dimensional
example. The topological relief is represented in dark grey, whereas the minima
are flooded in light grey. Raindrops falling on this relief will flow towards these
minima according to the gradient, i.e. in the direction of the grey arrows. This
example relief has four watersheds (a-d).
The watershed is often used as an initial segmentation step that is further refined
based using more complex segmentation algorithms [De Bock 06a]. Also for the
splitting of a segment into individual objects, the watershed algorithm is a pop-
ular choice, see chapter 6 for more details. Aside of an intuitive interpretation,
watershed segmentation has the benefit of being computationally and memory ef-
ficient [De Bock 05, De Bock 07].
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3.3 Intensity based segmentation
Intensity, either in a grey scale image or in a specific colour channel, is another
property widely used for image segmentation. This can either be used in a global
way, e.g. for the detections of objects with a similar intensity, or based on local
statistics, e.g. for the detection of objects that are darker or brighter then their
surrounding. In this section we will first start with blob detection methods, which
only exploit local intensity features. Next, we describe thresholding methods that
can use intensity both in a global or in a local way. Finally, we discuss segment-
ation methods based on clustering, which use intensity statistics of the full image
and which are intrinsically global methods.
3.3.1 Blob detection
Bright or dark blobs are a common appearance in biological imaging. Especially in
fluorescence microscopy where fluorescent dyes are used to mark specific proteins
or specific biological structures. These fluorescent markers often occur as bright
blobs in the images. Telomeres, the ends of microtubules, nucleoli, etc. are just
a few examples of structures that appear as bright or dark blobs in fluorescent
images. Blob detection is not only popular for fluorescence imaging, but also has
many applications on macroscopic imaging, such as fly tracking, virus resistance
analysis of plants, the monitoring of mould cultivars, etc.
3.3.1.1 Detection based on linear filters
A simple, yet efficient way of incorporating information from a local neighbour-
hood is by using linear filters. Some of the most popular blob detectors use a
Gaussian filter, i.e. an intensity image, f(.) is convolved with a Gaussian kernel:
g(x, t) =
1√
2pit
e−
‖x‖
2t2 . (3.3.1)
This Gaussian filtering can be used to define a scale space representation of the
image:
L(x; t) = g(x, t) ∗ f(x). (3.3.2)
Blobs can be emphasized by calculating a scale-normalised Laplacian on this scale
space:
∇2tL(x, y; t) = t
∂2L(x, y; t)
∂x2
+ t
∂2L(x, y; t)
∂y2
, (3.3.3)
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where bright blobs of approximately the diameter of
√
2pit will result in a high
negative value and dark blobs will result in high positive value. To detect blobs of
a random size, the following measurement can be thresholded:
LoG(x) = arg max
t
|∇2tL(x; t)|. (3.3.4)
This popular blob detector is called the Laplacian of Gaussians (LoG). Based on
scale space theory, the scale-normalised Laplacian can also be approximated using
the difference of two Gaussians:
∇2tL(x; t) ≈
t
δt
(
L(x; t+ δt)− L(x; t− δt)), (3.3.5)
the blob detector based on this approximation is the called the Difference of Gaus-
sians (DoG) detector and is used among others in the SIFT feature detector
[Lowe 04]. For other blob detectors based on linear filters we refer to [Vonesch 06],
or to section 6.2.2.
3.3.1.2 Detection based on morphological operators
Blob detection using linear filters requires a scale space representation for the de-
tection of blobs of random size. Some detectors using morphological operators
are not hampered by this requirement. In this section we will first define the mor-
phological operators that are used in this detection technique. Next, the algorithm
itself will be explained. The discussed technique has already been proven useful
for the segmentation of cornea endothelial cells [Vincent 92], but can also be used
for detections in fluorescence microscopic images.
Morphological dilation and erosion Morphological dilation of a grey scale im-
age, f(.), by a structuring set B is defined as
(f ⊕B)(x) = Sup
y∈B
f(x− y). (3.3.6)
So this operator replaces a value by the supremum in a small neighbourhood,
which is defined by the points in the structuring set B. The structuring element
can handle any desired shape, e.g. a line, diamond, circle, etc. Figures 3.6 shows
an example of dilation. The left part of Fig. 3.6 shows a grey value image. In this
image, a black pixel has value one and a white pixel corresponds to a value zero.
This image is dilated using a structuring set that contains all points of a rectangle
centred around the origin. The right part Fig. 3.6 shows the result of this dilation.
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Figure 3.6: An example of morphological dilation. A) a greyscale image which is used as
an input Image. B) The dilation of A using a rectangular structuring element.
This results in bright regions being replaced by darker values present in the rect-
angular neighbourhood defined by the structuring set. This results in an object that
is wider then in the original image, also the fine bright structure at the intersection
of the two rectangles is removed. The removal of small irrelevant structures is a
simple example of the use of morphological dilation, e.g. to digitally remove some
soil speckles or veins in a VIS image showing a leaf. To avoid the global growing
of the object, another morphological operator could be used consecutively: a mor-
phological erosion. This is similar as dilatation, but instead of the supremum, it
uses the infimum. The combination of morphological dilation and erosion is called
morphological closing, whereas the subsequent application of erosion and dilation
is called morphological opening.
Morphological reconstruction The dilation operator can be used to define other
morphological operators such as morphological opening or reconstruction. Mor-
phological reconstruction is useful but little-known method, it can be used to filter
out spurious high intensities (e.g. filter away telomeres, without adjusting other
boundaries in a fluorescent micrograph), select a small number of objects of in-
terest based on markers, detect local maxima (e.g. bright blobs on a dark back-
ground), fill holes (e.g. nucleoli in a fluorescent micrograph), etc. Morphological
reconstruction is an operator that processes an image, f(.) based on a structuring
set, B and a second image: the mask, m(.). On the input image a morphological
dilation is applied. If the pixel value of this dilation is higher than his correspond-
ing mask value, its pixel value is replaced by the value of the mask, i.e.(
(f,m)B
)
(x) = max
(
(f ⊕B)(x), m(x)
)
. (3.3.7)
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This operator can be repeated n consecutive times:(
(f,m)n B
)
(x) = max
((
(f,m)n−1 B
)⊕B, m(x)), (3.3.8)
where (f,m) 1 B = (f,m)  B. Note that for a given input and mask im-
age, f(.) and m(.), this morphological operator converges for an increasing n, i.e.
∃n ∈ N, ∀a ∈ N, | (f,m) n B = (f,m) n+a B. The result of this conver-
gence is called the morphological reconstruction of an image and is represented as
(f,m)∞ B.
Figure 3.7 illustrates this concept using a one-dimensional signal. The blue sig-
nal is the input signal, and the black signal represents the mask. The red signals
correspond to some of the repeated dilations. The green signal shows the actual
morphological reconstruction.
H-domes segmentation The morphological reconstruction operator can easily
be used for segmentation. In such a case, the mask corresponds to the image that
needs to be segmented. From the grey value of every pixel from this image a
certain number h is subtracted. This new image is used as an input image for
morphological reconstruction. The regional maxima of the image can be extracted
by subtracting the reconstructed image from the original one. So for every pixel in
the image, the segmentation is defined as follows:(
(f,m)B
)
(x) = f(x)−
(
(f,m)∞ B
)
(x), (3.3.9)
with all values above zero correspond to segment pixels. eq. (3.3.9) serves as a
measure of being a regional maxima: pixels that do not belong to such a maxima
are set to zero, whereas the higher the value of this function, the stronger the
intensity difference between the pixel and its neighbourhood.
Fig. 3.7 shows the result of this H-domes operator on the right part of the image,
where the mask and marker signal (m and f in eq. (3.3.9)) are given. The regional
maxima of the image typically correspond to blobs. However, some maxima are
the result of noise, or of small clutter such as bleed through fluorescent dye in
fluorescence microscopy, etc. To eliminate these segments, an extra thresholding
step is applied. Fig. 3.7 shows an example of blob detection using morphological
operators, the left part of Fig. 3.7 shows a fluorescent microscopic image where
the ends of microtubules are stained using the EB1 fluorescent dye. The right
part of Fig. 3.7 shows the actual detections. Note that the blob detection using
morphological operators is independent of the scale of objects, i.e. small blobs
and large blobs are detected alike, in contrast to linear filter based blob detectors,
which typically require the detection of blobs on a Gaussian pyramid.
CHAPTER 3 47
0 20 40 60 80 1000
2
4
6
8
10
position
in
te
n
si
ty
marker
mask
0 20 40 60 80 100
0
2
4
6
8
10
12
14
16
18
20
position
in
te
ns
ity
Figure 3.7: An example of morphological reconstruction used for segmentation. On the
left, the red curves represent repeated dilatations from the marker constrained by the mask.
The green signal corresponds to the morphological reconstruction. The right part of the
figure shows the difference of the mask and the reconstructed signal. It is on this signal that
a threshold is applied to get the final segmentation .
Figure 3.8: An example of the detection of EB1 fluorescent markers using morphological
operators [De Vylder 07].
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3.3.2 Thresholding methods
Thresholding is one of the most often used segmentation techniques. The main
reason for its popularity is that for many applications it results in acceptable results,
while still being a very simple, fast and intuitive technique. The concept is simple:
pixels with an intensity above a certain threshold, τ are considered to belong to a
segment and pixels with an intensity below τ are classified as background, or vice
versa. This concept can be further generalised to n different classes:
thresh(f(x)) =

0 if f(x) < τ1
1 if τ1 ≤ f(x) < τ2
2 if τ2 ≤ f(x) < τ3
...
n if f(x) ≥ τn+1,
(3.3.10)
with f(.) representing the intensity of an image, and 0 to n corresponds to differ-
ent segments. For many applications the thresholds are set based on some training
phase, or are empirically defined [Leister 99, Arvidsson 11]. However this ap-
proach is not always suitable for applications where the images can change within
the setup, e.g. due to changing lighting conditions, or due to changes in the sample,
etc. For such applications, a more dynamic approach is often desired. Estimating
proper thresholds based on the images can achieve this. Many heuristics have
been proposed in literature to automatically find adequate thresholds [Otsu 79,Ab-
ramoff 04, Sezgin 04]. As an example, we describe three of the most popular
methods, for a more detailed description on automatic threshold methods we refer
to the following works [Otsu 79, Abramoff 04, Sezgin 04]:
Ridler’s method: A threshold is iteratively established using the average of the
foreground and background class means:
τ (t) =
µf + µb
2
,
where µf and µb are the respective mean intensities of foreground and back-
ground based on the threshold from the previous iteration, τ (t−1). One
of the main reasons of the popularity of this method is that it is the de-
fault thresholding method in the open source software packet ImageJ [Ab-
ramoff 04, Ridler 78]. This software packet is used for a wide range of
biological imaging analysis applications.
Otsu’s method: This method calculates the threshold by minimizing the variance
of the foreground and the variance of the background:
τ = arg min
τ
(σf + σb),
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where σf is the variance of the intensity of all pixels with intensity above τ ,
whereas σb corresponds to the variance of all pixels with an intensity below
τ [Otsu 79].
Mixture of Gaussians: The Otsu and Ridler method intrinsically assume that the
intensity of both background and object are uni-modal. The main advant-
age of the mixture of Gaussian approach over the other automated threshold
methods, is that it does not make any assumption on the number intensity
modes in the image. The peaks or modes in an intensity histogram gen-
erally correspond to specific object types in the image, e.g. rosettes will
correspond with a peak, whereas soil, trays, labels, etc. typically will result
in different peaks. To detect these peaks it is possible to model the histo-
gram, h(.), as a mixture of Gaussians, i.e. to approximate the histogram as
a weighted sum of Gaussian probability density functions :
h(.) =
m∑
i=1
αiN(µi, σ
2
i ), (3.3.11)
where αi represents a weighting parameter andN(µi, σ2i ) stands for a Gaus-
sian probability density function with mean µi and variance σ2i . For each
type of object an extra Gaussian can be added. The optimal parameters,
i.e. weights, means and variances that result in the best approximation of
the histogram can be calculated using expectation maximisation optimiza-
tion [Bilmes 97]. The expectation maximization method is an iterative op-
timization technique which alternates between two steps: an expectation
step, where the expectation of the log-likelihood of eq. (3.3.11) is evalu-
ated using the current estimates for the parameters and a maximization step,
where the parameters are optimized in order to maximize the expected log-
likelihood found in the first step. For the exact equations used in each step
we refer to [Bilmes 97]. One Gaussian curve can be chosen as foreground,
whereas all others will correspond to background. The thresholds are then
defined at the intensities where the likelihood of the foreground Gaussian
curve crosses the likelihood curves of the background curve, i.e. the sum of
the remaining Gaussian Curves [Onyango 01, Onyango 03].
While most of the automatic thresholding methods are calculated based on intens-
ity statistics of the full image, it is rather straight forward to adjust this in order
to estimate a threshold based on a local level. A first approach is to calculate a
threshold for each pixel independently, where an automatic thresholding method
of choice can be used that only uses the intensity statistics of a local patch around
the pixel. A second approach to adapt the thresholding method to more local in-
tensity statistics is to work in two steps: first apply an initial global segmentation
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step, next refine the segments by calculating a threshold for each region around
the found segments. Accurate segmentation results have been reported using this
approach for the detection of cell nuclei in images where significant intensity vari-
ations are observed between individual nuclei [Cattrysse 13].
The concept of getting a rough segmentation result and only in a second step refin-
ing the segmentation is an approach, which is also used in hysteresis thresholding.
In this approach an initial threshold is used to identify regions that certainly belong
to the segments, in a second step a lower threshold is used. Only the segments that
are found by the second thresholding step, and that are (partially) found by the first
thresholding step, are retained in the segmentation result. Hysteresis thresholding
is i.a. used in the golden standard edge detector proposed by Canny [Canny 86].
3.3.3 Clustering based methods
A different approach is to cluster the pixel intensities into a predefined number of
clusters. Specially the k-means clustering approach is a popular method for this
approach [Keller 08], but more complex clustering methods such as fuzzy k-means
clustering are gaining popularity as well [Despotovic 14]. The benefit of clustering
methods is that they are easily extended to incorporate features other than intensity
as well. This allows the processing of i.a. colour images. Other features such as
spatial location of the pixels can also be incorporated, thus resulting in a segment-
ation method not only based on intensity, but which is also regularised such that
pixels in each others vicinity tend to belong to the same segment. The main down-
side of the use of clustering methods is that they are sensitive to the initialisation
of the clusters.
3.4 Model based segmentation
While edges and intensity are the most common features for segmentation, their
discriminating power is often insufficient to obtain accurate segmentation results.
By incorporating extra knowledge on the objects of interest and on the background,
the segmentation accuracy can be significantly improved. This is especially use-
ful when the type of object that needs to be segmented is known in advance. In
bio-imaging the setup is often fixed, which can help to model the objects and back-
ground appearance. There are generally three different approaches to incorporate
prior knowledge into segmentation methods. We will discuss these different ap-
proaches and give some specific examples of segmentation methods belonging to
these three groups.
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3.4.1 Implicit models
The first approach to model the appearance of the background and object of interest
is based on extensive training. This approach works in two consecutive steps.
First a wide range of features is calculated on a training dataset. This training
data should be annotated such that a set of feature values for the ideal segments
and a second set of feature values for the background is available. These two sets
of feature values are then used to train a machine learning method such as support
vector machines or neural networks. Recently the deep learning method has gained
a lot of attention due to its ability to implicitly model global features such as shape.
In deep learning, first local features are trained using an unsupervised method, i.e.
for this training phase no annotated data is needed. The local features detected
by this initial step are then fed to new supervised training layers, which train the
global features. For a more thorough discussion on implicit models and the use of
machine learning techniques, we refer to [Bishop 06, Duda 12].
3.4.2 Constrained methods
In this approach, a model is used more explicitly then with the machine learning
methods. For clarity we give some simple examples of what can be considered
as explicit models: the area of the segment is constrained to a predefined range,
the average segment intensity is above a certain threshold, the decomposition in
eigenshapes should fall within two standard deviations of the expected values, etc.
For an elaborate discussion on shape models, which are often used as constrained
methods, we refer to chapter 8. These explicit models are used to define what a seg-
ment should look like. This can be used to analyse and improve an initial segment-
ation result. Constrained model based segmentation methods can be divided in two
different groups: a group that is used more as a post-processing step, and a second
group that iteratively updates the segmentation result. The first group checks each
segment found by an initial segmentation method. Each segment that does not fit
the shape or appearance model is discarded. The benefit of this approach is that few
erroneous segmented objects are remaining, which makes it interesting to calcu-
late accurate populations statistics on these segments. Therefore, this is useful for
applications where the average appearance or behaviour of an object is more relev-
ant, while an individual object is less of interest [Ochoa Donoso 10, De Vos 10b].
In the second group of methods, each segment is also checked to see if it fits
the model. Segments that do not fit the model, are adjusted to a “similar” seg-
ment that does. These updated segments not necessarily coincide with an object
in the image. Therefore, a new update step is used to adjust the segment to the
image. This new segment might not agree with the model, hence this segment is
again checked and if necessary, projected to a segment that fits the model. These
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steps are repeated until all segments fit the model. Methods belonging to this ap-
proach are the active shape model, the active appearance model, super-ellipses,
... [Cootes 95, Cootes 01, Radke 04, Gong 04, Freedman 05, Kauffman 09].
3.4.3 Energy optimisation methods
The constrained based approach applies a black and white strategy: a segment
either fits the model or it is does not. All segments that fit the model, accord-
ing to some criterion, are equally likely, whereas segments that do not fit the
model are impossible. To overcome this crisp distinction, a different strategy
has been proposed that calculates an energy value for all segments. The en-
ergy function usually consists of two parts: a data-fit term and a regularisation
term. The data-fit term scores how good or bad the segment delineates specific
features in the image, whereas the regularisation term indicates the fit of a spe-
cific shape or appearance model. The ideal segment should have a low energy.
So most energy based methods algorithms will (iteratively) optimise this energy
function in order to segment the image. Note that this energy function generally
does not exclude specific segments, such as the constrained based methods do.
Instead a very high energy value will be assigned to unlikely segments. Graph-
cuts, super-pixel segmentation, region growing, active contours, etc. are just a few
of the segmentation methods mentioned in literature that fit within this paradigm
[Zhu 96, Felzenszwalb 04, Chan 06, Goldstein 10]. Chapters 4 and 5 will further
elaborate on methods that fit within the energy minimisation approach.
3.5 Experimental results
Within this section, we will discuss two specific use cases of generic segmentation
techniques. We elaborate on a use case for edge based segmentation, DIC image
analysis, and a use case for intensity based segmentation, rosette phenotyping. In
the next two chapters numerous use cases for model based segmentation will be
discussed. For each use case, we briefly sketch the problem, the added value of
an automated analysis, the state-of-the-art of segmentation methods for the spe-
cific use case and some experimental results for one of the segmentation methods
discussed in this chapter.
3.5.1 Use case 1: cell segmentation in DIC images
Cells are the main building blocks of all organisms. In order to understand func-
tioning, ageing and/or growing of organisms, it is of interest to study the cells
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and cell organization of these organisms. This is generally done using optical mi-
croscopy. Differential interference contrast (DIC) microscopy is a type of optical
microscopy that enhances the contrast in the image based on interferometry. DIC
allows for the visualization of transparent cell walls, without requiring any stain-
ing. Visual inspection and manual processing of these microscopic images is still
common in biological research. The process of annotating data is a tedious, time
consuming and error prone task. To overcome this bottleneck in the microscopy
pipeline, several automated methods based on computer vision have been invest-
igated. An overview of different cell segmentation and tracking approaches for
general optic microscopy can be found in [Shamir 10, Meijering 12].
3.5.1.1 Background
The majority of automated cell segmentation methods start from generic seg-
mentation strategies such as watershed, support vector machines or threshold-
ing [Di Ruberto 02, Marcuzzo 09, Kamentsky 11, Ochoa Donoso 11, Pound 12].
The generic methods generally produce poor results, i.e. with under- or over-
segmentation. This is due to clutter, blur, artefacts from underlying cell layers, etc.
To overcome these problems, an extra post-processing step is often used to merge
and/or split the segments in order to get more accurate segmentation results. This
post-processing step is based on the intrinsic shape and appearance of the cells.
Most of these methods perform well for images containing a sparse group of cells,
but are hampered by dense clusters of cells such as is the case for organs where
cells (not necessarily of the same type) are organized in a specific structure. More
accurate and robust segmentation results are achieved using fluorescent markers
[Quelhas 10a] or motion [Roberts 07,Quelhas 10b], however these approaches are
less generic, limiting the applicability for specific applications.
While many approaches in literature attempt to detect the cells directly, it is also
possible to focuses on detecting the cells indirectly by detecting the cell bound-
aries. This duality can help cell segmentation in situations where the cell walls
form a network structure: all cells (and cell walls) touch each other and a cell can-
not be enclosed by another cell. Fig. 3.9(a) shows an example of such a network
structure.
Very few methods dedicated to the analysis of DIC images have been reported
[Kam 98, Kagalwala 03, Obara 11]. A few papers focus on transforming the
DIC images from an “edge detector like image” towards an “intensity like im-
age”. This however is only useful for images containing few non-overlapping
cells. For densely clustered cells this approach will only hamper the segmentation
because the boundaries between the cells become less clear. The only method
known to the authors that actually tackles dense clusters of cells is discussed
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in [Ochoa Donoso 11]. This method first calculates an edge map by fusing edge
evidence from different DIC images. Based on this edge map, generic segmenta-
tion methods are used to actually detect the cell walls.
3.5.1.2 Segmentation of pavement and guard cells
In order to detect a cell wall network we propose the use of the network tracing
algorithm from section 3.2.2.2. We test this approach for the analysis of DIC mi-
croscopic images. The DIC image modality raises many challenges for generic
state-of-the-art segmentation techniques [Ochoa Donoso 11]. An example of such
an image is shown in Fig.3.9(a). To overcome the lack of contrast in specific dir-
ections, multiple images (each with contrast in a different direction) are combined
using the edge filter proposed in [Ochoa Donoso 11]. The edge map resulting from
this detector is then used in the network tracing algorithm. Figure 3.9(b) shows the
result of the proposed network segmentation technique. It is clear that the method
works well for the detection of pavement cells, i.e. the big puzzle shaped cells (de-
lineated in red). The detection of the stomata (delineated in green) is less accurate.
This is because the stomata actually consist of two cells, called guard cells. Some-
times both guard cells are detected, while for one stomata only one guard cell was
found. However this is less of an issue, since the stomata have a specific size and
shape, allowing to merge the guard cells in to single stomata in a post-processing
step.
This segmentation result is quantitatively compared with the method from
[Ochoa Donoso 11], which is as far as the authors are aware the only other method
developed for the segmentation of A. thaliana cells in DIC images. The validation
is done in comparison with manual annotated ground truth. The segmentation
quality is expressed in terms of correct segmentation (C), over-segmentation (O)
and under-segmentation (U): i.e. respectively the number of multiple segments
corresponding to a single cell and the amount of multiple cells corresponding to
a single segment. The results are shown in Table 3.1. Note that pavement cells
are generally better detected than stomata. The over segmentation in the proposed
method is only due to the detection of individual guard cells, which is normal since
they have the same edge properties as pavement cells. The correct detection of
guard cells will make it easier to reconstruct the stomata, since their organization
is well known. The method discussed in [Ochoa Donoso 11] does not have this
advantage, the over segmentation there is completely random and is not due to the
presence of guard cells.
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Figure 3.9: An example of cell detection in Arabidopsis leaves imaged using DIC micro-
scopy. Left: the original DIC microscopic image. Right: the result of the proposed method.
Pavement cells are delineated in red, stomata in green [De Vylder 13c].
method cell type C O U
watershed pavement cells 19 3 1
proposed pavement cells 21 0 0
watershed stomata 0 5 3
proposed stomata 3 0 4
Table 3.1: Quantitative results for the segmentation of DIC images (correct segmentation
(C), over-segmentation (O) and under-segmentation (U)).
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3.5.2 Use case 2: A. thaliana rosette phenotyping
Integration of tools for simultaneous measurement of plant growth and physiolo-
gical parameters is a promising way of rapid screening for specific traits. Re-
mote analysis with minimal handling is essential to avoid growth disturbance. For
instance, fluorescence imaging can provide information on chlorophyll content
without the need for pigment extraction, and at the same time can be used for
size estimations of green plants [Jansen 09]. Analysis of plant size or growth is
frequently performed by destructive techniques that involve harvesting of whole
plants or plant parts at regular time points. This often requires extensive growth
room or greenhouse space. In recent years, a number of methods for system-
atic tracking of plant growth using images have been developed. For growth ana-
lysis of the primary root or hypocotyl, Root Trace [French 09] and HypoTrace
[Wang 09] were developed primarily for the Arabidopsis community. For analysis
of rosette growth, a number of tools have been developed [Leister 99,Jansen 09,Ar-
vidsson 11]. However, since software is tuned for specific hardware, restricting its
accessibility for smaller labs. Hardware for large-scale screening is usually based
on cameras steered into position with a robot [Jansen 09,Arvidsson 11,Walter 07].
Hence, as many labs do not have the means to invest in such a system, pheno-
typic analysis of plant growth is still frequently done manually. Plants are either
weighed (destructive), scanned (destructive), or photographed followed by manual
analysis using image annotation software (non-destructive). These methods are
time consuming and call for low-budget, user-friendly alternatives.
3.5.2.1 Background
Several computer vision based methods have been proposed to measure and ana-
lyse leaf growth in a non-destructive way. We summarize some of these methods
below:
Semi automatic image analysis In [Jaffe 85,Guyer 86,Leister 99] several meth-
ods to automatically analyse plant growth are proposed. These methods require
the user to either select a set of training pixels or to manually tweak an intensity
threshold in order to get robust measurements. The methods are able to detect plant
rosettes on a clear background, but are hampered by non-uniform background, e.g.
soil [Guyer 86]. This restriction can be solved by illuminating the plants with in-
frared light.
Motion based methods In [Barron 94, Barron 97, Schmundt 98, Aboelela 05]
methods exploiting information from multiple time frames are reported. These
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methods show accurate results for high quality images of isolated leafs, but are
of course restricted to time lapse sequences. A major drawback of these “optical
flow” approaches is that they have difficulties with regions that are partially oc-
cluded during a specific time frame.
Vegetation segmentation The following algorithms [Shimizu 95, Onyango 01,
Onyango 03,Vigouroux 03] represent a group of algorithms specifically developed
for crop segmentation, i.e. automatically delineating a crop from soil in an image.
These methods only require a visual (VIS) image of a plant in its natural growing
environment. Thus these tools can be used to measure plant growth over time. The
vegetation segmentation methods are invariant to light conditions, independent of
the camera system and crop size. Unfortunately they rely on the assumption that
the images are bimodal, i.e. the images consist of two types of pixels: pixels
belonging to a plant or pixels corresponding to soil. The methods will fail if the
image contains other types of pixels, e.g. corresponding to a tray, moss, cloth,
etc. Although these methods are interesting for specific applications, they are too
restrictive for a generic growth analysis system.
Growscreen, growscreen fluoro and lemnagrid The methods in [Walter 07,
Walter 09, Arvidsson 11] combine image analysis with specific plant monitoring
systems, e.g. the imaging-Pulse Amplitude Modulated (PAM) fluorometer or the
ScanalyzerHTS from Lemnatec. All three systems provide a wide range of meas-
urements such as area, relative growth rate, and compactness. With Growscreen
Fluoro it is also possible to analyse chlorophyll fluorescence images. The down-
side of these frameworks is that they only work in combination with specific mon-
itoring systems. A change of tray, camera, focus, lighting conditions, etc. needs
a complete resetting of parameters, e.g. thresholds used for the segmentation of
rosettes in the work of [Arvidsson 11] are hard coded, i.e. they are not dynamically
calculated, instead they have to be manually set, which is tedious and error prone
since there are no guidelines on how to set specific parameters.
MRI cell image analyzer [Baecker 07] reports on a general purpose image
analysis ImageJ plug in. It is only able to analyse images with a single rosette in a
VIS image, which is obviously a great disadvantage when large numbers of plants
are to be analysed without an automated/robotised image capturing. MRI Cell
Image Analyzer can measure the rosette area over time. All parameters are trained
for a specific dataset and should be adjusted for time lapse sequences captured
with a different camera system, or with different lighting conditions.
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Virtual leaf [Merks 11] proposes a cell-based computer modelling framework
for plant tissue morphogenesis, providing a means to analyse the function of de-
velopmental genes in the context of the biophysics of growth and patterning. This
framework builds a model by alternating between making experimental observa-
tions and refining the model. The necessary processing of experiments into quant-
itative observations is however lacking in this work.
Leaf GUI and limani [Price 11,Dhondt 12b] both provide a framework for ex-
tensive analysis of leaf vein and areole measurements. This image analysis frame-
work requires a high resolution, high magnification image of an isolated cleared
leaf. Thus, this method is invasive and does not allow to measure the same leaf
over time. The framework aims at giving a detailed analysis of the fine structures
of a leaf, but does not give any information about the global leaf or plant growth.
3.5.2.2 Quantification of rosette growth using VIS images
We developed an image analysis tool that combines the strong points of the pre-
vious methods, while resolving major drawbacks. The tool is based on Gaussian
mixture modelling of the histogram, see section 3.3.2. The software tool is able
to detect multiple rosettes in an image without assuming bimodal images, i.e. the
images can contain parts that are not soil nor plant; nor does it require the use of
a specific monitoring system with fixed lighting conditions, trays, resolution, etc.
This makes it widely applicable and useful for many different plant phenotyping
experiments. The software tool provides a wide range of rosette parameter meas-
urements, i.e. area, compactness, average intensity, maximum diameter, stocki-
ness and relative growth rate (for more details on shape measurements we refer
to chapter 8). Apart from analysing regular colour images (VIS images) and/or
chlorophyll fluorescence images, the proposed software tool is also able to meas-
ure average rosette intensity in thermal infrared images (IR images). To the best of
our knowledge, this is the first image analysis tool proposed in the literature offer-
ing all these features. Although several image analysis tools have been proposed
in the past, a robust measurement tool independent of the monitoring system has
not been reported yet. We have developed such a freeware tool to analyse time
lapse sequences of Arabidopsis thaliana rosettes.
It has been demonstrated that the rosette area is directly proportional to its weight
[Leister 99]. Although the relation is not linear for older rosettes as older leaves
can become occluded by the newly formed leaves, tracking the rosette area can be
a useful tool for monitoring growth. For images in the visual range, current single
lens reflex cameras offer a good solution. A 12 Mpixel reflex camera is suitable
for the monitoring of 150 (lens 55mm) to 600 rosettes (lens 18mm) in one shot,
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from a distance of 2 m. Fig. 3.10.A and B show a picture taken with a handheld
reflex camera with a 55 mm lens and the corresponding segmentation picture as
generated with our proposed tool respectively. Figure 3.10.C shows the final out-
put as bar graph in a spreadsheet. The ratio between the segmentation result and
the manual based measurements are on average 0.97, which is acceptable for the
purpose of plant phenotyping based on image analysis.
3.5.2.3 Analysing a composite time lapse sequence of fluorescence and thermal
(infrared) images
Fluorescence of chlorophyll can be used to determine the projected leaf area of
green rosette plants. Fluorescence images of rosettes are therefore a valuable al-
ternative for VIS images. Using the proposed tool we analysed different rosette
plants (Arabidopsis ecotype: Bur-0, Mt-0, Rsch-4, Lip-0 and Ct-1;and ABA mutant
rosettes) in time, using a robotised time lapse imaging system containing a fluores-
cence camera [Chaerle 00, Chaerle 04, Chaerle 07]. It should be noted that similar
analysis based on VIS images (e.g. subsection 3.5.2.2 ) instead of fluorescence
images is also possible. The projected leaf area data for ecotypes Bur-0, Mt-0 and
Ct-1 confirm the previously observed large rosette size of Bur-0, the intermediate
size of Mt-0 and the small size of Ct-1 (Fig. 3.11.A) [Granier 06]. The diurnal
difference in area, maximal diameter, stockiness and compactness (for a detailed
description on shape description we refer to chapter 8), visible in all lines, re-
flects up- and downward leaf movements (Fig. 3.11.B,C,D); at mid-day, rosettes
are flatter than at midnight [Mullen 06]. Fig. 3.11.E shows the level of small vari-
ations in relative growth rate (RGR) when measured with 1h intervals RGR is
defined as 12 ln(Area2/Area1), where Area2 and Area1 correspond to the area of
the rosette in the current and previous frames, respectively, whereas t represents
the time between the two frames. It can be noticed that in some lines, RGR is
the lowest at the beginning of the night, in contrast to what was found for circa-
dian hypocotyl extension [Dowson-Day 99]. Analysis of IR images demonstrated
that temperatures are the lowest in abi1-1 mutants, indicating strong transpiration
(Fig. 3.11.F). The Arabidopsis ecotypes are all warmer than abi1-1. Earlier ob-
servations have shown similar transpiration rates for the ecotypes Bur-0, Mt-0 and
Ct-0 [Granier 06]. Mutants abi1-1 are known to have reduced stomatal closure and
should indeed appear colder in thermal images. By contrast, ABI5 does not influ-
ence water loss from plants [Finkelstein 94]; in this image sequence, the values of
the 35S::ABI5 are similar to those of the wild type ecotypes. Additionally, diurnal
temperature variation is observed, with peaks during the day, due to irradiation
heat (Fig. 3.11.F).
These measurements show the usefulness of the proposed tool for plant phenotyp-
ing. Furthermore, the measurements are conform to previous observed biological
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Figure 3.10: Example 1: determination of projected rosette area with Rosette Tracker.
A, Original color image showing Columbia-0 plants. B, Segmentation image produced
from the color image by Rosette Tracker. Centered numbers in the rosettes from the
Rosette Tracker image were repeated on the picture, next to the plant, for clarity. C,
Graph showing the projected rosette area per plant from A, as calculated by Rosette Tracker
[De Vylder 12c].
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Figure 3.11: Example 2: edited output of results obtained by Rosette Tracker, using a
combined analysis of fluorescence and thermal images. 4-week-old rosettes of abi1-1,
35S::ABI5, Bur-0, Ct-1, Mt-0, Lip-0, and Rsch-4 were photographed each hour, and the
following average rosette parameters were calculated: projected rosette area (A), maximal
diameter (B), stockiness (C), compactness (D), Relative growth rate (E), and temperature
(F) [De Vylder 12c].
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processes, which indirectly further validates the proposed tool.
3.6 Conclusion
This chapter discussed the problem of image segmentation in biology. It gave an
overview of the four major classes of image analysis methods: correlation based
methods, edge based segmentation, intensity based segmentation, and model based
methods. Furthermore, for edge based segmentation a new tracing method was
proposed for the segmentation of network like structures. This method can be
used for the detection of cell wall networks in microscopic images, both DIC and
fluorescence microscopy.
A freeware toolbox has been developed for the analysis of rosette plants. This tool
is not constrained to a single specific monitoring system, can be adapted to differ-
ent low-budget imaging setups, and requires minimal user input. In contrast with
monitoring tools from literature, the proposed toolbox allows to simultaneously
quantify plant growth, photosynthesis, and leaf temperature-related parameters
through the analysis of visual, chlorophyll fluorescence, and/or thermal infrared
time-lapse sequences. The proposed segmentation tool, Rosette Tracker, facilit-
ates the rapid understanding of Arabidopsis genotype effects. The segmentation
methods used in this toolbox build upon the methods discussed in the section on
intensity based segmentation.
The work presented in this chapter resulted in the publication of a number of
international conference papers [De Vylder 07, De Vylder 10d, De Vylder 13c],
in an invited talk [De Vylder 12d], and in a peer reviewed journal publication
[De Vylder 12c].
Part II
Segmentation & tracking

4
Parametric active contours
The intensity and edge based segmentation techniques discussed in chapter 3 are
useful for the analysis of images where the objects are clearly distinguishable, i.e.
with clear edges or a substantial difference in intensity between objects and back-
ground. Unfortunately, not all images that require automatic analysis have such
nice properties. To make a more robust segmentation technique, prior knowledge
is typically exploited, e.g. the number of objects in the image. If the segment-
ation method results in a different number of segments, the result is corrected
using splitting and merging operations. Model based approaches typically avoid
these complex splitting and merging operations by using stronger prior know-
ledge [Kass 87, Cohen 93, Cootes 95, Cootes 01, Freedman 05], i.e. by modelling
the motion, the appearance or shape of an object. This results in a robust yet gen-
eral applicable segmentation and tracking framework. A popular group of model
based segmentation methods are the active contour methods.
In the active contour framework, a specific energy function is minimised by mov-
ing and deforming an initial contour. This energy function should be minimal
when the contour is delineating the object of interest. Depending on the ap-
plication, different energy functions have been proposed. The adaptability of
the energy function has resulted in numerous energy functions that can incor-
porate prior knowledge of motion [Isard 98b, Ray 04, Tang 08], region statist-
ics [Chan 99, Mille 09], expected shapes [Rochery 06, Charmi 08], etc. Two main
groups can be distinguished in the active contour framework: one group repres-
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enting the active contour explicitly as a parameterised curve and a second group
that represents the contour implicitly using higher dimensional functions such as
level sets. In the first group, also called snakes, the contour generally converges
towards edges or ridges in the image [Kass 87, Tsechpenakis 04, Charmi 08]. The
second group typically has an energy function based on region properties, such
as intensity [Chan 99, Goldenberg 01]. In this chapter we will focus on the first
group, i.e. the parametric active contours. In chapter 5 we will elaborately discuss
the second group, i.e. the geometric active contours.
This chapter is organised as follows: first, we will discuss the general active con-
tour framework and the current state-of-the-art. In section 4.2 we discuss a novel
external force that, in contrast to state-of-the-art external forces, incorporates both
edge and intensity information. Section 4.3 describes how the active contour
framework can be adjusted for the analysis of time lapse sequences, i.e. video
sequences with low temporal resolution. Next, in section 4.4 we propose the use
of prior shape constraints on the data-fit term. By incorporating prior shape know-
ledge, more accurate segmentation is achieved. In section 4.5 we discuss a new
external force which is computationally efficient to calculate, and that results in
faster convergence of the active contour. In section 4.6 we propose a probabilistic
active contour, which is not optimised by minimising an energy function, instead
the likelihood of the active contour is maximised. This avoids the ad hoc setting
of weighting parameters, instead the framework relies on the use of likelihood
functions. Finally, section 4.7 recapitulates and concludes.
4.1 Background
The original parametric active contour model proposed by Kass et al. [Kass 87],
defines the active contour as a parametric curve, i.e. for curve parameter s, r(s) =
(rx(s), ry(s)), which moves in the spatial domain until the following energy func-
tional reaches a minimum:
Esnake[r(.)] = Eint[r(.)] + Eext[r(.)]. (4.1.1)
Eint[r(.)] and Eext[r(.)] represent respectively the internal and external energy
of the contour. The external energy corresponds to a data-fit term, i.e. this term
is minimal if the image has strong salient features, e.g. edges, at the location
of the active contour. Minimising the external energy alone would often result
in erroneous segmentation because each point along the contour is optimised in-
dependently. Especially in the presence of clutter and noise the optimisation of
individual points can result in suboptimal segmentation. To overcome this, an ex-
tra regularisation term is used: the internal energy. The internal energy serves as a
CHAPTER 4 67
regularisation term that incorporates prior knowledge on the relation between con-
tour points, e.g. neighbouring points in the beginning of the optimisation process
should remain in each other’s vicinity during the optimisation. As such, contour
points are no longer optimised completely independent of each other, which res-
ults in accurate segmentation robust against clutter and noise. The active contour
framework starts from an initial parametric curve, which could be the result of
manual annotation, an initial segmentation step or in the case of video sequences
from the segmentation of the previous frame. In the next two subsections, we will
elaborate on different internal and external energies.
4.1.1 Regularisation
Many internal energies have been proposed to regularise the optimisation of the
active contour. There is however no gold standard: the ideal internal energy de-
pends on the application. When the objects of interest have a specific shape, strong
prior knowledge can be exploited. For applications with little knowledge on the
object shape, more generic internal energies can be used. In this section we will
discuss three types of internal energy, ranging from very generic to more restrictive
energy functions.
4.1.1.1 Generic internal energies
One of the most generic internal energy functions is based on the first and second
derivatives of the active contour. This internal energy was originally proposed
in [Kass 87], and is one of the most popular energy functions due to its simplicity
and wide applicability. The influence of the first and second derivative is tuned
using two positive weighting parameters, α and β. This results in the following
energy function:
Eint[r(.)] =
ˆ 1
0
α |dr(s)
ds
|2 ds+
ˆ 1
0
β |d
2r(s)
ds2
|2ds. (4.1.2)
The first term, also known as the tension energy, prevents isolated contour point
from getting stuck in local optima by penalizing stretching the contour. This term
corresponds to the length of the active contour. The second term, known as the
bending energy, measures the smoothness, e.g. by penalizing sharp corners. This
term measures the local curvature of the active contour. Fig. 4.1 shows an example
of energy optimisation using different weighting parameters. All active contours
are initialised at the leafs boundary. These active contours are solely optimising the
internal energy, i.e. there is no data-fit term active. As a result all these contours
would eventually converge to either a point or to a circle. Therefore, we ended
68 PARAMETRIC ACTIVE CONTOURS
Figure 4.1: An example of active contour internal energy optimisation with different para-
meter settings.
the optimisation prematurely after 140 iterations. This shows the impact different
parameter values have on the active contour. In this image, it is clear that a stronger
bending energy, i.e. with a higher β value, results in a smoother contour, with less
sharp angles. This energy would converge towards a circle. The tension energy,
manipulated using α, minimises the perimeter of the active contour and would
eventually converge towards a single point.
Minimizing eq. (4.1.1) for the internal energy defined in eq. (4.1.2), results in
solving the following Euler-Lagrange equations:
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These equations can be solved by treating r(s) as a function of time, i.e.
α
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4ry(s, t)
∂s4
+
∂Eext
(
r(s, t)
)
∂y
=
∂ry(s, t)
∂t
.
the Euler-Lagrange equations described in eq. (4.1.3) are then solved by iteratively
taking a small gradient descent step:
rx(s, t+ δt) = rx(s, t)− δt∂rx(s, t)
∂t
(4.1.5)
ry(s, t+ δt) = ry(s, t)− δt∂ry(s, t)
∂t
with δt a small step. In practice, the contour is not constant, so after each optim-
isation step, the contour is resampled [Kass 87,Cohen 93]. The optimisation stops
when convergence is reached, i.e. if rx(s, t) + δt
∂rx(s,t)
∂t and ry(s, t) + δt
∂ry(s,t)
∂t
are zero.
4.1.1.2 Higher order internal energies
The generic internal energies regularise the active contour by updating a contour
point’s location based on the location of its neighbouring points. This is achieved
by the use of the first and second spatial derivatives, which in the discrete case
means that the two previous and consecutive points on the contour are used to up-
date the location of a point on the active contour. Higher order energies generalise
this concept: the location of all contour points within a predefined distance are
used to update a contour point. An example of such a higher order energy is pro-
posed in [Rochery 06], where contour points in each other’s vicinity should have a
similar normal to the curve. This is achieved using the following energy function:
Eint[r(.)] = −
¨
[0,1]2
〈t(s), t(u)〉h(‖r(s)− r(u)‖) ds du, (4.1.6)
where t(.) represents the normal to the active contour, and h(.) weighs the inter-
actions between contour points, depending on the Euclidean distance between the
contour points. An example of such a weighing function is:
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h(x) =

2 if x < d− 
0 if x > d+ 
1− x−d − 1pi sin(pi x−d ) otherwise.
(4.1.7)
This function gives a high weight for contour points that are close by, i.e. closer
than d− , and zero weight for pixels further away. The last case ensures that there
is a smooth transition from 0 to 2. This smoothness facilitates the optimisation.
For more details and other examples of higher order energy functions, we refer
to [Rochery 06, Aymen El Ghoul 09, Horvath 09].
4.1.1.3 Shape based internal energies
Both generic and higher order energies regularise the active contour based on
local features, i.e. in order to correct a specific contour point, only a set of con-
tour points in the vicinity are used. Another approach is to use global features,
i.e. use all contour points. By exploiting global shape, more robust and accur-
ate segmentation is possible, at least under the assumption that the global shape
of the objects of interest can accurately be modelled. Several internal energy
functions that model the global shape have been investigated in literature [Is-
ard 98a, Goobic 01, Derrode 06, Charmi 08]. These generally use a set of shape
descriptors, such as Fourier descriptors or eigenshapes. The internal energy is
commonly defined as the Euclidean distance between the shape descriptors of the
active contour and the shape descriptors of the expected shape. For a detailed
discussion on shape descriptors, we refer to chapter 8.
4.1.2 Data-fit
Where the internal energy serves as a regularisation term, the external energy takes
the role of a data-fit term. The external energy is derived from the image such that
the contour with a minimal external energy should ideally delineate the object of
interest. Given a feature map f(x, y), i.e. a map with high values at locations with
high evidence for a feature of interest, the external energy is defined as:
Eext[r(.)] = −
ˆ 1
0
f(r(s))ds. (4.1.8)
The external energy defined in eq. (4.1.8) is generic and can use any type of fea-
tures, e.g. ridges, blobs, corners, etc. One of the most popular used features are
edges, which can be modelled using one of the following feature maps:
f(x, y) = |∇g(x, y)|2 (4.1.9a)
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or
f(x, y) = |∇(lσ ∗ g)(x, y)|2, (4.1.9b)
where g(x, y) corresponds to a grey level image, and lσ(x, y) represents a 2D low-
pass filter, e.g. a Gaussian kernel with standard deviation σ. Note that the active
contour will not be attracted towards edges if they are far away.
4.1.2.1 Data-fit with robustness to local optima
Active contours using the external energy term in eq. (4.1.8) usually require a
good initialisation, i.e. close to the object boundary, in order to achieve correct
convergence. This limitation is caused by the nature of the external energy term,
which is hampered by noise, local optima and which is typically non-flat only
in the proximity of the object boundary. So outside the vicinity of a boundary,
the image gradient has a magnitude of either zero, due to the flatness of these
external energy terms, or points in random directions due to noise. This seriously
hampers gradient based optimisation of the energy terms. The maximum distance
from which a free particle is attracted to an edge is called the capturing range. To
extend the capturing range of the external energy defined in eq. (4.1.8), Xu and
Prince [Xu 98] proposed the use of an external force field, v(x, y). This force
replaces the partial derivatives of Eext(r(s, t)) in eq. (4.1.4), i.e.
∂r(s, t)
∂t
= α
∂2r(s, t)
∂s2
− β ∂
4r(s, t)
∂s4
+ v(r(s, t)). (4.1.10)
Replacing the partial derivatives with a more general force field allows optimisa-
tion that is less hampered by local optima. Different forces have been proposed for
the data-fit optimisation of active contours. We briefly discuss the most popular
ones:
Gradient vector flow A useful approach is to calculate a new force field, v(., .) =
(u(., .), w(., .)), which resembles the partial derivatives of Eext(r(s, t)) in
eq. (4.1.4) at locations with high gradient magnitude, and which is smooth in other
regions. Such a force approximates the gradient of the feature map near edges,
whereas the smoothness helps to overcome the lack of direction at locations where
there is no high gradient magnitude. A force field with these properties can be
calculated by minimizing the following energy function:
EGV F [v(., .)] =
¨
[0,M ]×[0,N ]
|∇f(x, y)|2|v(x, y)−∇f(x, y)|2+
µ
(∂u(x, y)
∂x
2
+
∂u(x, y)
∂y
2
+
∂w(x, y)
∂x
2
+
∂w(x, y)
∂y
2)
dx dy, (4.1.11)
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Figure 4.2: An example of a GVF force field using different weights for the smoothness
terms.
where M × N represents the dimension of the image, and µ is a non-negative
parameter expressing the degree of smoothness imposed on the field v(., .). f(., .)
represents a feature map such as defined in eq. (4.1.9).
The first term of eq. (4.1.11) is a fidelity term, forcing the field v to resemble the
original edge force in the neighbourhood of edges, whereas the second term keeps
the field v smooth. This external force is called Gradient Vector Flow (GVF) field.
The force field with minimal energy can be found using gradient descent [Xu 98].
Figure 4.2 shows an example of the GVF force field calculated using different
weights for the smoothness factor. Fig. 4.2.A corresponds to a force field with a
small µ, i.e. with practically no smoothness constraints. This force is very similar
to the gradient of the image, which results in a clear force near edges and isolated
noise pixels and a force of zero magnitude in uniform regions. Fig. 4.2.B shows a
GVF force field with a higher smoothness weight. The smoothness constraint res-
ults in force pointing towards edges, even at locations not neighbouring an edge or
isolated point. The force magnitude around isolated pixels significantly decreased
compared to Fig. 4.2.A. Fig. 4.2.C shows the force field with high weight for the
smoothness term. This results in a force field where for each pixel location, the
force points towards an edge. Isolated noisy points no longer show any influence
at the force field.
Vector field convolution A different approach is proposed by Li et al. [Li 07a]
and by Wang et al. [Wang 08], who define an external force by low pass filtering
the partial derivatives of Eext(r(s, t)) in eq. (4.1.4). This force is called Vector
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Field Convolution (VFC), and is defined as follows:
v(x, y) =
( (k ∗ ∂f)(x, y)
∂x
,
(k ∗ ∂f)(x, y)
∂y
)
, (4.1.12)
where k represents a kernel function. The used kernel function influences the
capturing range of the active contour. While technically all kernel functions can
be used, kernel functions with values inversely proportional to the distance to the
centre seem to be favoured [Li 07a, Wang 08].
Other force fields proposed in literature comprise virtual electric field (VEC)
[Park 02,Han 07], charged particle model (CPM) [Jalba 04], boundary vector field
(BVF) [Sum 07], etc. Although many different forces have been proposed over the
years, it is still the GVF field that is considered to be the gold standard. One of
the reasons is the fact that it is simple to tweak the force to a specific application,
since it only requires a single intuitive parameter.
4.2 Intensity based data-fit
The use of an external force increases the capturing range of an object and can
consequently relax the initialisation constraints. However, when an image con-
tains multiple objects, the external force field can bias the contour evolution to-
wards objects with higher contrast. In Fig. 4.3 we illustrate this problem with an
example containing a high contrast blurred square and a low contrast circle. The
initialisation of the active contour is shown red. Figure 4.3.B shows the magnitude
of the gradient. Note that the square displays a gradient with higher magnitude
than the circle, this is due to the better contrast between the black foreground and
white background. Figure 4.3.C shows the GVF force field. In the region located
between the two objects, the resulting GVF force is mainly directed towards the
black square, this is due to the difference in magnitude of the gradient. If the active
contour is initialised at a small distance from the circle, the segmentation can yield
unpredictable results such as in Fig. 4.3.D.
A simple strategy to solve this problem is increasing the weighting parameters
of the internal energy, e.g. α and β in eq. (4.1.2). This will reduce the risk of
converging to a wrong optimum under the influence of neighbouring objects. The
negative aspect of giving more weight to the internal energy is that it also reduces
the possible shapes that can be segmented.
Another possible solution is limiting the influence of objects far away, e.g. by
changing µ in eq. (4.1.11) or by choosing a different kernel function in eq. (4.1.12).
This strategy however limits the capturing range of an object, thus requiring a
good initialisation. This is not always feasible in tracking applications where the
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Figure 4.3: An example of erroneous segmentation using a GVF active contour. A) the
input image, containing two objects and the initialisation of the active contour shown in red.
B) the magnitude of the gradient of the image. C) An illustration of the GVF force field, D)
the actual segmentation result using the force field of C [De Vylder 09a].
resulting active contour of frame t is used as an initialisation of the active contour
of frame t+ 1. So the GVF force should range as far as the objects of interest can
move between two subsequent frames. A disadvantage of tracking using active
contours is the risk of error propagation: erroneous active contour segments will
be used as initialisation in the next frame.
To cope with this problem, literature reports on different manipulations of the ex-
ternal force field such that gradients towards a certain direction are favoured [Co-
hen 93, Tang 08]. This approach is useful if a good estimation of the object’s
location is available, since the force field can then be adjusted such that gradients
in the direction of the object are favoured. Unfortunately estimating the object’s
location is not always straightforward, and strong deviations between the estimated
location and the actual location will result in erroneous segmentation.
4.2.1 A joint edge and intensity based force field
Instead of manipulating the force field based on an estimated location, we propose
to exploit prior knowledge about the intensity of the object. We propose a new
external force field that can be used to evolve an active contour towards objects
with a predefined intensity. A major challenge is to estimate the object intensity.
To make this more concrete, consider the green pixel, q, in Fig. 4.3.B. At this pixel,
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there is clear edge evidence, but estimating the intensity of the object it borders is
less straightforward. This cannot be estimated at the pixel’s location, which has
an intensity somewhere between the object intensity and the background intensity.
Therefore, we define the neighbouring intensity operator. To emphasise that this is
an operator, and not a function we will use the ♦η symbol instead of a letter. The
neighbouring intensity operator is defined as follows:
♦ηg(x, y) = g
(
x+ η
∂g(x, y)
∂x
, y + η
∂g(x, y)
∂y
)
. (4.2.1)
This operator samples the image intensity, g(., .), located at a distance |η| from
the pixel position (x, y) in the direction of the gradient. The sign of η indicates
if the sample is taken in the direction of the gradient or opposite this direction.
This neighbouring intensity will help us to distinguish between objects of interest,
i.e. with the expected average intensity, and clutter. However, before being able
to distinguish between edges bordering relevant objects and irrelevant objects, we
first need to model an object of interest. We model the object intensity by its
likelihood, as an example we propose the use of a normal distribution. So the
likelihood that the intensity of a pixel (x, y), under the hypothesis, that the pixel
corresponds to an object of interest is modelled as p
G|H(g(x, y)) ∼ N(µ, σ2).
Using the likelihood of the intensity of an object, combined with the neighbouring
intensity operator allows us to calculate the likelihood that an edge pixel borders
an object of interest, i.e. an object with the right intensity. Remember that the
neighbouring intensity operator allows us to sample the intensity, either in the
direction of the gradient, or in the opposite direction. This is because we consider
the possibility that the object’s surroundings can be darker or lighter than the object
itself. It is however sufficient that there is an object in either one of these directions.
This results in two hypotheses: a hypothesis that an object of interest is present in
the direction of the gradient, H0, and a second hypothesis that there is an object of
interest present in the direction opposing the gradient, H1. Note that it is irrelevant
for an edge pixel in which direction the object lies, i.e. it is sufficient that one of
these hypothesis is true, it does not matter which one. This results in the following
likelihood:
Li(x, y) = p(H0 ∨H1 | ♦ηg(x, y), ♦−ηg(x, y)) (4.2.2)
= p(H0 | ♦ηg(x, y)) + p(H1 | ♦−ηg(x, y))
−p(H0, H1 | ♦ηg(x, y), ♦−ηg(x, y)).
This can be simplified into the following equation using Bayes’ theorem, the as-
sumption that both hypotheses are equally likely, and the fact that p
G|H(♦ηg(x, y)) =
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p(♦ηg(x, y) | H0):
Li(x, y) = h
p
G|H(♦ηg(x, y))
p
G
(♦ηg(x, y)) + h
p
G|H(♦−ηg(x, y))
p
G
(♦−ηg(x, y))
−h2
p
G2|H(♦ηg(x, y), ♦−ηg(x, y))
p
G2
(♦ηg(x, y), ♦−ηg(x, y)) . (4.2.3)
The likelihood that there is an object neighbouring the pixel in a specific direction,
i.e. that H0 or H1 is true, is represented by a constant factor h. This factor can be
estimated using the ratio of the perimeter of the initialisation and the size of the
image. The parameter η is set such that it ensures that the neighbouring intensity
operator samples pixels of the objects interior, instead of a blurred edge. This
parameter can either be fixed, e.g. at a distance of two pixels, or it can be defined
dynamically based on the gradient’s magnitude.
The likelihood that a pixel corresponds to an edge bordering an object of interest
can then be modelled by combining the likelihood that a pixel corresponds to an
edge, and that the pixel is at the border of an object of interest. For simplicity we
assume that both likelihoods are independent of each other, i.e.
Lie(x, y) = Le(x, y)Li(x, y). (4.2.4)
Within our experiments, we model the likelihood that a pixel is part of an edge,
Le(x, y) using a normal distribution, although other distributions could be used as
well, e.g. in the presence of shadows a more skewed distribution could be better
suited. By using this likelihood as a feature map in a force field, i.e. f(x, y) =
Lie(x, y) in eq. (4.1.11) or eq. (4.1.12), we get an external force that evolves an
active contour towards edges that are near an object with the right intensity. The
proposed likelihood in combination with the GVF force field is called intensity
gradient vector flow (IGVF) field.
The proposed feature map, and by extension the proposed force field, assumes
prior knowledge of the intensity of the object of interest, e.g. µ and σ of p
G|H . In
our experiments we assumed that the intensity of an object can be modelled using
a normal distribution, an example of an application where this assumption can be
used is shown Figure 4.4.A, where leaves are monitored using an infrared cam-
era. However the method is not limited to normal distributions, any distribution
function can be used. The normal distribution was chosen as an example since it
provides good results for many applications, while only requiring two parameters
to describe it. The expected intensity and standard deviation of the intensity of an
object can be estimated based on the segmentation results from previous frames.
Another possibility is to estimate the expected intensity based on the initialisation
of the active contour and the image itself. If the initialisation is not too far from
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Figure 4.4: Two examples where intensity modelling can be useful for active contour seg-
mentation. A) a thermal infrared image of plants, B) an electron microscopic image of
mitochondria.
the true object, we can estimate the intensity based on the intensity enclosed by
the initialisation of the active contour. To discard the influence of background or
other objects, we can use the median or a rank order filter as a robust estimator of
the expected intensity. Note that so far, we attempted to model the intensity for the
complete object of interest, it is however only required to model the intensity along
the contour. Therefore, objects with a specific intensity along the contour, but a
different intensity or structure at the centre of the object, can also be segmented
using the proposed method. An example of this is the analysis of a mitochondrion
in an electron microscopic image. Mitochondria have a very specific texture in-
side, but have a dark boundary at the contour. Figure 4.4.B shows an example of
such a microscopic image. White arrows indicate the mitochondria.
4.2.2 Experimental results
As a use-case, we discuss the analysis of sugar beet seedling plants in thermal in-
frared images. Figure 4.4.A shows an example of such a thermal image. Every
hour a new image was taken. In this sequence the 4 leaves of the plant all move
in different directions, at different speeds. Since this movement does not seem to
have a clear motion model, we cannot incorporate any prior knowledge about the
motion in our tracking methods. Hence, the segmentation result of the previous
frame is chosen as the initialisation of the active contour, this without any mo-
tion compensation. Note that, for many of these seedling plants, a difference in
leaf temperature can be observed. This temperature difference is mainly present
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Figure 4.5: An example of segmentation and tracking using active contours. (A,B) is the
segmentation result of the classical active contours, but with different parameters. (C) the
segmentation result of the proposed intensity based optimisation. (D-F) shows the tracking
result after processing 7 frames. (D,E), the tracking result of the classical active contours.
(F) the tracking result using the proposed method [De Vylder 09a].
between older and younger leaves, i.e. between the two big leaves and the two
small leaves.
The first frame is initialised using a watershed algorithm [De Bock 07]. The top
row shows the segmentation result for the first frame. Fig. 4.5.A and Fig. 4.5.B
show the segmentation results of the original GVF active contours, but with differ-
ent weighting parameters for the internal energy. In the first example, Fig. 4.5.A,
the strong attraction of the big leaf is visible. Even though the error is still small,
the yellow contour is already attracted away from its true leaf boundary towards
the big leaf. Fig. 4.5.B does not suffer from this problem because it puts high
smoothness constraints on the shapes of the snake. It achieves this by defining
high values for α and β in eq. (4.1.2). Fig. 4.5.C shows the segmentation result
using IGVF. The proposed method shows a similar result as the one with high
weights for the internal energy.
The improvement of the proposed method might not seem spectacular, especially
compared to Fig. 4.5.B, but keep in mind that every error has the risk of propagat-
ing to subsequent frames. The second row of Fig. 4.5 shows the tracking res-
ults after analysing 7 frames. The classical active contours result in erroneous
segments, as can be seen in 4.5.(D,E). In Fig. 4.5.D the error of Fig. 4.5.A has
propagated. Whereas in Fig. 4.5.E the consequence of too strong shape constraint
becomes prominent. As can be seen in Fig. 4.5.F, the IGVF active contour is not
hampered by the presence of multiple objects, nor does it constrain the shapes of
the segments.
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Figure 4.6: Respectively the magnitude of the gradient, the likelihood of neighbouring
pixels and the proposed feature map [De Vylder 09a].
Fig. 4.6 illustrates the cause of the erroneous segmentation. Fig. 4.6.A shows the
magnitude of the gradient, which is used as a feature map in the GVF force field.
It is clear that the bigger leaves show a stronger gradient magnitude. It is exactly
this difference in edge strength that causes the conventional active contours to fail.
Fig. 4.6.B shows the likelihood that an edge pixel borders to a leaf of interest,
eq. (4.2.3). The expected intensity for this likelihood was estimated for the yellow
delineated leaf in Fig. 4.5.A. Note that the small elongated leaves show a high
likelihood whereas the large leaves only show a high likelihood around the border.
This double halo is present due to blurred edges. This blurred edges show a lower
intensity than the actual leaves, and therefore the boundary has an intensity that
resembles the intensity of the elongated leaves. Fortunately, these halos do not
coincide with the actual edges. Fig. 4.6.C shows the final feature map, eq. (4.2.4).
The halo’s mentioned in Figure 4.6.B are only slightly present in this final feature
map. Furthermore, the strong edges no longer dominate the feature map, hence
they do not attract the active contours delineating the elongated leaves.
For the quantitative validation of the proposed method we compare the segmenta-
tion of 419 leaves with ground truth segmentation. This ground truth is the result
of manual delineation of individual leaves by a botanist. As an initialisation, we
started from the ground truth delineations in the previous frame. The conventional
active contour resulted in an average Dice coefficient of 0.87, for an explanation
of the Dice coefficient we refer to App. B. Active contours that where optimized
using the proposed IGVF external force resulted in an average Dice coefficient of
0.89. The used parameters where set empirically. The exact parameters used for
the active contours are α = 15 , β =
1
5 , µ = 10, η = 2.5 and 10 iterations used for
the optimisation of the GVF and IGVF force field.
In a second experiment, we test the accuracy in a tracking application, i.e. the
segmentation result of the current frame is used as initialisation for the next frame.
As a test-set 16 leaves where tracked over 9 frames. Figure 4.7 shows the average
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Figure 4.7: The average Dice coefficient for tracking leaves over time. The green curve
shows the average Dice coefficient for an active contour optimized using the proposed
IGVF. Red and Blue show the result of optimising the active contour using the original GVF.
AC2 represents an active contour with high weights for the internal energy, thus strongly
regularising the shape, whereas AC1 has the same weighting parameters as used for the
proposed method.
Dice coefficient over time. The active contour optimized using the proposed IGVF
(shown in green) is compared to the segmentation result of an active contour with
the same parameters (shown in red) and an active contour with high weights for
the internal energy (shown in blue), i.e. α = 1 and β = 2. Just as in the example
of Fig. 4.5, stronger regularisation does not result in more accurate tracking. The
proposed method results in more accurate tracking for all frames. Note that all
three methods show a strong decrease in Dice coefficient at frame 6 and 9. This
is due to strong motion from the leaves at those frames. This motion results in
initialisations that are further away of the actual object. For some of the leaves,
the initialisation was partially outside of the capturing range of the external force,
thus relying solely on the internal energy to result in accurate segmentation. This
unfortunately results in less accurate segmentation, which reflects in the decrease
in Dice coefficient.
4.3 Optimisation in time lapse sequences
By using an external force field, the active contour is more likely to converge
to the actual object of interest, even if the active contour is not initialised in the
close vicinity of the object of interest. This proper convergence is hampered by
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Figure 4.8: Example of segmenting the circle using a GVF optimized active contour and
using the proposed optimisation. A) the initialisation of the active contour, B) the GVF force
acting on the active contour, C) the segmentation result based on the GVF force field, D)
the segmentation result using the proposed two-step optimisation scheme [De Vylder 09b].
the presence of clutter or similar objects. The previous subsection proposed to
solve this problem by incorporating prior knowledge on the intensity of the object
of interest. While this approach shows good results for objects and clutter with
different intensities, it does not help in situations where similar objects are present.
Figure 4.8 illustrates a simple example of this problem. Fig. 4.8.A shows the input
image: two black objects on a white background. The initialisation of the active
contour is shown in red. Fig.4.8.B visualizes the GVF force field. Due to the
force field, even homogeneous regions display a force, guiding the active contour
in a specific direction. This force field attracts the active contour to both objects,
resulting in erroneous segmentation, such as can be seen in Fig. 4.8.C.
With a proper initialisation, e.g. manually annotating in semi automatic methods,
this problem is less likely to occur. However, in tracking applications, the result-
ing active contour of frame t is used as an initialisation for the contour of frame
t + 1 [Tsechpenakis 04]. Therefore, if the object of interest undergoes strong
displacements or deformations, the risk of (partially) evolving towards the wrong
object forms a serious hazard. Furthermore, an erroneous segmentation result for
this time frame will be used as the initialisation of the segmentation of the next
frame, thus propagating the error over time. While for many video sequences the
deformations and displacements are sufficiently small between time frames, this
is not the case for time lapse sequences. Time lapse sequences are low temporal
frequency videos, which are often used to study slow moving biological objects,
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Figure 4.9: An example of four consecutive time frames of a time lapse sequence. This
sequence monitors an Arabidopsis thaliana plant using a chlorophyll fluorescence camera.
e.g. to monitor plant growth.
A common approach to tackle this problem is to anticipate the movement of the
object of interest [Isard 98b,Goobic 01,Ray 04,Tsechpenakis 04,Dambreville 06].
These algorithms all use some form of prior knowledge about the motion. This
kind of prior knowledge is not always available and limits the number of applic-
ations. An example where object motion is hard to predict are plant leaves in
time lapse sequences. Leaves undergo apparent random displacements around the
stalk. An example of such drastic displacements is shown in Fig. 4.9. The first
three frames show little to no displacement, whereas in the last frame the leaves
in the bottom of the image suddenly move about three quarters of their own size.
This leaf motion is intrinsic to the plants, so it is not possible to avoid this motion
by monitoring the plants in a wind free environment. We would like to stress that
these plant leaves move in an apparent random way, making it difficult to anticip-
ate this motion. Although a motion by particle filtering approach could be used
for such random displacements, it would require an excessive amount of particles,
which results in a computational burden.
4.3.1 Two phase optimisation
Segmentation of time lapse sequences using active contours is prone to errors due
to the low temporal resolution. This low temporal resolution causes bad active
contour initialisations, which often results in erroneous segmentation. To over-
come the problem of low temporal resolution, we propose to optimize the active
contour in two steps: the first step moves the active contour without deforming
it, while only in the second step the actual deformation is done. By optimising
the active contour in two phases, the active contour is less hampered by clutter or
other objects in the image. Fig. 4.8.D shows the segmentation result on the syn-
thetic example using this optimisation approach. This first phase results in a rough
detection of the object, this is done by only compensating for the displacement of
the object. This step can be formulated in the active contour framework by defin-
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ing a new internal energy. Before defining the actual energy, let us first define the
following operator:
Nx(.) = x(.)−
ˆ 1
0
x(s) ds. (4.3.1)
The N operator translates a curve such that the centre of mass of the curve coin-
cides with the origin of the coordinate system. This operator allows us to define
an internal energy function that restricts the deformation of the active contour,
without limiting the displacement of the active contour. This energy function is
defined as follows:
Eint[r(.)] =
ˆ 1
0
γ ‖Nr(s)− Nr0(s)‖ ds, (4.3.2)
where r0(.) represents the initialisation of the active contour and γ is a weighting
parameter. If the weight of the internal energy, γ in eq. (4.3.2) is high, i.e. γ is
much larger than the average external force working on the active contour, then
this optimisation results in translating the active contour as a rigid body. This
new energy function can be optimized using gradient descent by treating r(s) as a
function of time, i.e. using the update steps in eq. (4.1.5). This requires finding an
r(.), such that
∂r(s, t)
∂t
=
ˆ 1
0
v(r(s, t)) ds (4.3.3)
vanishes for all s. Note that v corresponds to one of the external force fields
described in eq. (4.1.11), eq. (4.1.12) or eq. (4.2.4). Once this rigid active contour
stabilizes, the pixels enclosed by the active contour can be considered to be a
rough detection of the object of interest. This rough detection can be used as
an initialisation for the conventional active contour deformation. So in the first
step the active contour is rigidly displaced to roughly detect the object of interest,
whereas in a second step, the original or IGVF active contour optimisation can be
used to accurately segment the object of interest.
4.3.2 Experimental results
As an example we tracked the four leaves of a sugar beet seedling in a thermal
infrared time lapse sequence. Figure 4.10.A shows an example of such a frame.
The initialisation of the first frame is based on the result of a watershed algorithm
[De Bock 07], see Fig. 4.10.B. Figure 4.10.C shows the tracking result using the
conventional active contour optimisation after 55 frames. The conventional active
contour, optimized using a GVF force is only able to track two out of the four
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Figure 4.10: An example of tracking leaves in thermal infrared time lapse sequences. A)
the first frame, B) the initialisation of the active contour in the first frame, C) the tracking
result after 55 frames using conventional active contour optimisation, D) the tracking result
after 55 frames using our proposed two phase optimisation [De Vylder 09b].
leaves. Figure 4.10.D shows the tracking result using our proposed two phase
optimisation. This results in accurate tracking of all four leaves.
The top row of figure 4.11 shows in more detail why the conventional active con-
tours result in erroneous tracking. Note that the most left leaf already was lost
during tracking before frame 14. Between frame 14 and frame 15 one of the
leaves undergoes a sudden displacement, respectively shown in Fig. 4.11.A and
Fig. 4.11B. This motion results in a leaf boundary that lies almost exactly between
the upper part and the bottom part of the active contour. As a consequence, the
complete right part of the active contour is attracted to the same part of the leaf
boundary, thus resulting in erroneous segmentation. This is not an isolated error,
since this segmentation result is used as the initialisation of the active contour in
the next frame. Figures 4.11.C-D show the error propagation. The active contour
shrinks into a line upon reaching frame 17 (Figure 4.11.D).
The bottom row of the figure shows the tracking result by optimizing the active
contour using our proposed two phase optimisation. By first anticipating on the
movement, i.e. by rigidly displacing the active contour, and only deforming the
active contour in a second phase, accurate segmentation is achieved. The active
contour shows no problems in tracking the true boundary of the leaf over time.
For the quantitative validation, we compared the segmentation result of sugar beet
seedling leaves in thermal infrared images with manual annotations. We do this
for three different datasets, each containing leaves that undergo different amounts
of motion. The magnitude of displacement is calculated as the Euclidean distance
between the centres of mass of the leaves in the current and previous frames. The
active contours are initialised by the manual annotation from the previous frame.
The active contours are optimized using the following weighting parameters: α =
1
5 , β =
1
5 , µ = 10, η = 2.5. The original active contours are optimized using a
GVF force, which was calculated using 10 iterations. The proposed method also
uses a GVF force field of 10 iterations for the actual deformation, and for the first
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Figure 4.11: An example of tracking using active contours, frame 14 to frame 17. The
top row shows the error propagation that occurs using conventional GVF optimisation.
The bottom row shows the tracking result using the proposed two phase optimisation
[De Vylder 09b].
phase uses a GVF force field calculated using 20 iterations. By using 20 iterations
for the calculation of the GVF, we extend the capturing range of the leaves. Using
20 iterations for the GVF force used by the conventional optimisation scheme
results in less accurate segmentation, because other objects further away have a
tendency of improperly attracting the active contour, thus resulting in segmentation
results such as in Fig. 4.8.
Table 4.1 summarises the results. “#seg.” represents the number of segments in the
specific dataset. Motion corresponds to the Euclidean distance (in pixels) between
the centres of gravity of a leaf in the current and previous frames. Dataset1 only
comprises leaves with maximum motion of 5 pixels, dataset 2 comprises leaves
with a displacement between 5 and 10 pixels and the third dataset contains leaves
with displacements between 10 and 15 pixels. The Dice columns show the average
Dice coefficients (see app. B) for all correctly detected leaves. A leaf is considered
to be correctly detected if it has a Dice coefficient higher than 0.5, otherwise it is
considered as a missed segment, shown in the last two columns. For objects with
little motion, i.e. dataset 1, the proposed method shows little added value, al-
though less segments are missed. However, for larger displacements, the proposed
optimisation results in significantly more accurate segmentation: higher Dice coef-
ficients and less missed segments. Note that the concept of large displacement is
relative and depends on the application. For our application, 10 pixels might seem
small, but already corresponds to the width of the green and blue delineated leaves
in Fig. 4.11.
86 PARAMETRIC ACTIVE CONTOURS
motion Dice missed
#seg. min. max. original proposed original proposed
dataset 1 711 0 5 0.91 0.91 41 37
dataset 2 94 5 10 0.83 0.89 33 23
dataset 3 31 10 15 0.71 0.92 20 17
Table 4.1: The results of segmentation using the conventional optimisation using GVF and
using the proposed two phase optimisation (#seg. = number of segments in the ground truth
dataset).
4.4 Optimisation using shape constraints
The discussed active contour methods help to cope with intensity differences be-
tween objects or for low temporal resolution in tracking applications. However,
low contrast, clutter, blur and other image degradations can still hamper accurate
active contour segmentation and tracking. An example of this problem is shown
in Fig. 4.12. Figure 4.12.A shows two objects: a black square and a blurred light
grey ellipse. The red ellipse represents the initialisation of the active contour for
the grey object. The boundary of the black object will have a much stronger edge
response than the blurred grey object, which affects the GVF force. This influence
is shown in Fig. 4.12.C where due to the difference in gradient magnitude the black
object shows a much wider capturing range than the grey object. This results in
erroneous segmentation results, since a part of the active contour is attracted to the
wrong object, see Fig. 4.12.E.
4.4.1 Shape constrained force
The gradient vector flow force tries to extend the capturing range of the active
contour by assuming that the force field should be smooth except in regions where
there are clear edges. This smoothness is enforced over the complete image, i.e.
the capturing range is extended over the full image. This allows the active con-
tour to be deformed towards each location in the image. However, for many ap-
plications, certain regions of the image can already be excluded. These excluded
regions can be the result of an initial, rudimentary segmentation or due to some
prior knowledge. An example of this is the tracking of individual leaves of plants,
where the fact that all leaves are part of the plant can be exploited. While indi-
vidual leaf tracking is a challenging task, the segmentation of full plants is more
easily achieved (see section 3.5.2). So instead of an external force that can attract
an active contour to any location in the image, we propose a new force field that
attracts the active contour only within a plausible region. We not only exclude
certain regions of the image as potential candidates for segments, we assume the
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Figure 4.12: An example of active contour segmentation using the GVF force field and
using the shape constrained GVF force field. A) an image containing two objects and
the initialisation of an active contour (in red), B) the shape used to constrain the force
field, C) the GVF force, D) the shape constrained GVF, E) the segmentation result using
optimisation based on the original GVF force, F) the segmentation result using the proposed
shape constrained GVF force [De Vylder 13b].
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Figure 4.13: An example of segmentation using A) GVF force, B) two phase optimisation
and C) the proposed SCGVF active contours [De Vylder 13b].
force field to be smooth only within a predefined shape. This new force field,
v(., .) = (u(., .), w(., .)), is calculated by minimizing the following energy func-
tion:
ESCGV F [v(., .)] =
¨
Ω
µ
(∂u(x, y)
∂x
2
+
∂u(x, y)
∂y
2
+
∂w(x, y)
∂x
2
+
∂w(x, y)
∂y
2)
+ |∇f(x, y)|2|v(x, y)−∇f(x, y)|2dx dy, (4.4.1)
where Ω are the points belonging to the shape, i.e. all data-points that are still
plausible. At points that do not belong to this shape, i.e. the background, the
force is set equal to the zero vector. Just as for the GVF force, the energy func-
tion in eq. (4.4.1), consists of two terms: a smoothness term and a data fidelity
term. However, now these terms only contribute to the energy for pixels belong-
ing to the shape, Ω. Since this force field is calculated based on the GVF energy
function over a shape, we will refer to this energy function as shape constrained
gradient vector flow (SCGVF). Figure 4.12.D shows the proposed SCGVF force
field. This force field is constrained to the black shape in Figure 4.12.B. Note that
this is a very rough approximation of the segments, nevertheless it will be suffi-
cient to achieve correct segmentation. The capturing range of the black object in
Fig. 4.12.D is clearly less than in Fig. 4.12.B. This is because the force only has
to be smooth within the constraining shape, and as such, the force is only active
within the boundary of the constraining shape. Figure 4.12.F shows the accurate
segmentation result of the active contour optimized using the SCGVF force.
4.4.2 Experimental results
Fig. 4.13 shows an example of active contour tracking of individual leaves in
chlorophyll fluorescence time lapse sequences. The images show the 18th frame.
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The first processed frame was initialized with a manual delineation of the leaves.
Fig. 4.13.A shows the tracking result of an active contour using a GVF force.
This approach results in bad segmentation (shown in red), which is mainly due
to the low temporal resolution. The leaves move too far for the active contour to
optimize correctly. Section 4.3 proposed a two phase optimisation to overcome
the challenges related to low temporal resolution. Fig. 4.13.B shows the result
of this optimisation approach. The method clearly has less problems with the low
temporal resolution. Nevertheless, there are still some erroneous segmentations re-
maining (shown in red), e.g. a small partially occluded segment is no longer found
or parts of the stalk are merged with a leaf. The active contour optimised using
the two phase optimisation together with the proposed SCGVF force is shown in
Fig. 4.13.C. This method is able to track all leaves, also the partially occluded
ones.
In order to quantitatively validate the proposed method, 12 leaves where delin-
eated over 20 frames. The annotation of each frame was the result of a watershed
segmentation, manually corrected by a human operator. The watershed algorithm
missed on average 3 leaves, found 1 false segment and had 6 over or under seg-
mentation errors for each frame. This makes it clear that the watershed algorithm
might be useful in a semi-automated method, i.e. in combination with the cor-
rections of a human operator, but is no option for real automatic analysis of leaf
fluorescence time lapse sequences.
In Fig. 4.14 the average Dice coefficient (see app. B for the definition) is plotted for
each time frame. The first frame was initialized by the boundaries of the ground
truth segments. The proposed method results in good tracking results, whereas
the regular GVF force or two phase optimisation clearly are hampered by error
propagation. The error propagation of the other methods can be observed by the
fast decreasing Dice coefficient starting around frame 16.
4.5 Optimisation using force propagation
By using an external force field, instead of optimizing an external energy, the act-
ive contour is less prone to erroneous optimisation. Especially the GVF force field
(see eq. (4.1.11) for more details) has proven its merit. The GVF force can be
used either directly or in combination with one of the previous proposed methods.
The downside of GVF is that the force field requires solving a partial differen-
tial equation. This minimisation requires the iterative updating of a force field,
which is both memory and time consuming. The VFC force field, another external
force field (see eq. (4.1.12) for more details), is not hampered by such a compu-
tational burden. Given a specific application, it is however not straightforward to
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Figure 4.14: The average Dice coefficient for each frame.
choose the optimal parameters for the VFC force field. In the following section,
we propose a new external energy based on edge and force propagation (ep and fp
respectively). This novel force does not need the iterative optimisation of a force
field, and has intuitive parameters. The proposed force field is computationally
efficient to calculate, and results in faster optimisation of the active contour.
4.5.1 Two pass propagation
We start from an initial force field vfp(x, y) which is zero everywhere and a fea-
ture map fep(x, y), such as in eq. (4.1.9), where the feature map expresses how
much evidence there is that there is a specific feature, such as an edge at pixel
(x, y). The goal is to create a new feature map, where there is high edge evidence
at the edge itself and where the edge evidence gradually decreases further away
from the edge. The main idea is to propagate strong edge evidence at a certain
pixel to its neighbouring pixels with lower edge evidence. This step only propag-
ates edge evidence to the direct neighbouring pixels, which would also require the
iterative updating of the complete force field. This can however be avoided by the
following efficient dual scan line algorithm, which updates pixels solely based on
their own value, and on already processed neighbours:
1. Scan the edge map row by row from top to bottom.
2. In each row, the pixels are scanned from left to right.
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3. Define the already processed neighbourhood of a pixel (x,y), i.e.
n(x, y, i) =

(x, y − 1) if i = 1
(x− 1, y − 1) if i = 2
(x− 1, y) if i = 3
(x− 1, y + 1) if i = 4.
(4.5.1)
Fig. 4.15 shows the already processed neighbour pixels for a pixel P in pink.
4. Update the pixel in the feature map by:
fep(x, y) = max
{
γmaxi fep
(
n(x, y, i)
)
(a)
fep(x, y) (b),
(4.5.2)
where γ ∈ [0, 1] is a weighting coefficient, which determines the speed
at which edge evidence decreases. This propagates edge evidence of a pixel
beyond its direct neighbours in the scanning direction. Note that all pixels of
fep(n(x, y, .)) are already processed in previous steps, due to the scanning
order.
5. The feature map resulting from this scanning algorithm defines a new ex-
ternal energy. Instead of using the gradient of this external energy we pro-
pose to propagate the force corresponding to the external energy, i.e.
vfp(x, y) ={
vfp(n(x, y, i)) + n(x, y, i)− (x, y) if (a) was used in eq. (4.5.2)
vfp(x, y) if (b) was used in eq. (4.5.2)
(4.5.3)
where i = arg max fep
(
n(x, y, i)
)
. Fig. 4.15.B shows an example of this
force propagation. Assume that the feature map is maximal in its top neigh-
bour, i.e. i = 3. The new force vector is equal to the sum the force vector
in n(x, y, 3), shown as a dashed blue arrow, and the vector pointing from
the current pixel to n(x, y, 3), shown as the small blue arrow. This results
in a vector pointing from the current pixel to the same point as to which the
vector in n(x, y, 3) points, illustrated using a black arrow.
This algorithm propagates edge evidence from top to bottom and from left to right
of the image. The algorithm is then repeated in order to propagate edge evidence
in the remaining directions, but in opposite scanning direction, i.e. from bottom
to top and from right to left. Then the already processed neighbourhood of a pixel
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Figure 4.15: Example of edge and force propagation. A) shows the feature map, together
with the two processed neighbourhoods. The pink neighbourhood is used in the first run,
whereas the green neighbourhood is used for the second run. B) The force at the pixel is
the sum of the force of its neighbouring pixel and the vector to that pixel [De Vylder 10e].
(x, y) is:
n′(x, y, i) =

(x, y + 1) if i = 1
(x+ 1, y + 1) if i = 2
(x+ 1, y) if i = 3
(x+ 1, y − 1) if i = 4
(4.5.4)
Fig. 4.15.A depicts this new neighbourhood in dark green. After the second run,
the force field attracts free particles to features of interest such as edges. This
force field however has a high variability in magnitude. This makes it difficult to
find good weighting parameters for the regularisation terms, and as a consequence
hampers the optimisation. To overcome this issue, two simple approaches can be
used:
• Set the norm of a force vector equal to its value in the feature map, i.e.
vfp(x, y) = fep(x, y)
vfp(x, y)
‖vfp(x, y)‖ . (4.5.5)
This results in a vector field where there is a strong force in the vicinity of
edges and a weak force far away of edges, i.e. far away of edges the active
contour is mainly regulated by the internal energy, whereas in the vicinity of
edges it is mainly deformed by the external force.
• Normalize the force:
vfp(x, y) =
vfp(x, y)
‖vfp(x, y)‖ . (4.5.6)
This results in an active contour that evolves at nearly constant speed, such
as proposed in [Cohen 93].
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Figure 4.16: An example of edge and feature propagation for an image containing an isol-
ated bright spot at the centre of the image. A) the feature map, resulting from the edge
propagation, B) the force field defined by the gradient of the feature map, C) the force field
resulting from force propagation.
Force propagation active contours can be optimized by replacing the external force
in eq. (4.1.10) by vfp(r(s, t)). Fig. 4.16 shows an example of the proposed force.
Fig 4.16.A shows the energy map, ffp(x, y), of an image with an isolated point in
the centre of the image. The energy map intensity gradually increases towards the
centre of the image. Fig 4.16.B shows the gradient of the feature map, whereas in
Fig 4.16.C the proposed force field can be seen. Note that a free particle placed in
both force fields will move to the same point, i.e. the maximum of the feature map.
The particle moving according to the proposed force field will move the shortest
distance possible to arrive at the steady state, which is clearly not the case for the
particle moving according to the gradient of the feature map.
4.5.2 Parameter settings
The desired capturing range of an active contour depends on the application. For
applications where the object of interest has strong edges, the active contour should
be attracted towards these strong edges, even if the active contour is in the vicinity
of a weak edge. This is however an undesired property for applications where the
object of interest has (partially) low contrast borders. In Fig. 4.17 we give an ex-
ample of how the proposed external force field can easily be adapted depending on
the application. This figure shows the proposed force field for three different para-
meter settings. This force field is calculated for an image containing two edges.
The edge on the right of the image has a gradient magnitude that is 4 times higher
as the edge on the left. The capturing range of an edge is easily tuned by chan-
ging the remembering factor, γ in eq. (4.5.2). Fig. 4.17.A shows the external force
calculated with γ equal to 0.7. The magnitude of the force is proportional to the
value in the energy map, ffp(r(s, t)), and is shown by the colour of the arrows. As
can be seen, the magnitude of the force is much higher in the vicinity of an edge
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Figure 4.17: An example of the proposed external force using different parameter settings.
than for pixels further away from an edge. The weak edge captures about one third
of the image between the two edges. In Fig. 4.17.B the force field is shown for
γ equal 0.8. Only in the close vicinity of the weak edge would an active contour
be attracted to the left edge. In Fig. 4.17.C the weak edge is completely discarded
and every point of the image has a force pointing towards the right edge. This is
achieved by setting γ to 0.9.
4.5.3 Directional force
While external forces significantly extend the capturing range of active contours,
they do remain sensitive to some extent to the initialisation. We already proposed
an optimisation strategy to overcome bad initialisations, see section 4.3, but some-
times the initialisation is too far off the actual object to result in correct segment-
ation. Fig. 4.18.B shows an example of such a situation. In this example, a
cell nucleus moves from the centre of the image to the lower right corner. The
initialisation is the result of the active contour in the previous frame, hence the ini-
tialisation (illustrated by a red dashed line) is still in the central part of the image.
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Figure 4.18: An example of directional favoured forces. A) The decomposition of the
direction to favour, into the eight basic directions. B) An example of active contour seg-
mentation using the GVF force field. C) The segmentation result using the proposed force
field with prior knowledge on the direction of the motion of the object.
Although the active contour is optimised using a GVF force, the active contour is
not able to segment the entire cell nucleus. Instead, the contour shrinks to only
a small part of the border of the cell, shown in green. This problem is addressed
in [Kalman 60, Isard 98b, Ray 04, Dambreville 06, Tang 08], where prior know-
ledge about the movement of the object is used. With prior knowledge on both
direction and magnitude of the displacement, the initialisation can be updated ac-
cordingly [Kalman 60,Isard 98b,Dambreville 06]. For applications where only the
motion direction is known, correct segmentation can be achieved by manipulating
the external force field [Ray 04, Tang 08]. The main idea in these techniques is
that a certain direction is favoured in the force field. The GVF force field can be
adjusted to favour a certain direction by using different weights on the smoothness
constraints in eq. (4.1.11). This same goal is possible with the VFC force field, by
using a non-symmetrical kernel in eq. (4.1.12). The concept of favouring a specific
direction can be adopted in our proposed framework of edge and force propaga-
tion by using a different remembering factor, γi in eq. (4.5.2), for each possible
direction. The different remembering factors are calculated using the following
steps:
1. Define the direction that should be favoured by the vector v. The magnitude
of this vector defines the extra weight this direction should get.
2. The proposed framework propagates edges in 8 directions, whereas v can
be any direction. Let us define the eight possible directions by di (shown in
black in Fig. 4.18.A). These direction vectors are normalised, such that they
have a magnitude equal to one. The vector v is enclosed by two directional
vectors di. In Fig. 4.18.A the favouring direction vector v, shown in red, is
enclosed by the down and down-right vectors, respectively d1 and d2. We
project v onto d1 and d2, resulting in vectors v1 and v2. The corresponding
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direction vectors, di, are updated by adding respectively the vectors v1 and
v2.
3. Finally the direction remembering factors are defined by γi = γ
|di|
1+|v| ,
where γ defines the original (directional invariant) remembering factor from
eq. (4.5.2). Note that 1+ |v| is the maximal magnitude that any di can have,
this corresponds to the situation that v is collinear with one of the direction
vectors di. Hence, the normalisation by 1 + |v| ensures that γi is smal-
ler than one, such that edges with high edge evidence are not overruled by
weaker neighbouring edges.
Fig. 4.18.C shows that by incorporating prior knowledge about the movement into
our framework, the active contour is able to segment the cell nucleus.
4.5.4 Experimental results
Convergence To test the active contour convergence using the proposed external
force, a database with leaf shapes was used. This test set was chosen because it
contains realistic shapes, i.e. showing both concavities and protrusions. For more
details on the leaf database we refer to App. A. The active contour was initialised
by a square delineating the full image. The Dice coefficient between the active
contour and the leaf was measured every 10 iterations. Fig. 4.19 shows the aver-
age convergence of the active contours. The proposed force (FP) is compared with
the GVF and VFC forces [Xu 98, Li 07a]. The VFC force field was calculated
using a kernel based on a quadratic function as proposed in [Li 07a], the GVF
force fields was calculated with µ = 0.2. The proposed method converges approx-
imately to the same result as active contours optimised using GVF, but converges
significantly faster. It reaches a Dice coefficient of 0.88 in 40 iterations, compared
to optimisation using a GVF force, which needs approximately 48 iterations to
achieve the same Dice coefficient. Active contours optimized using VFC evolve
slower than active contours using the proposed force propagation. Furthermore,
they do not reach the same accuracy as active contours optimised using GVF or
the proposed force propagation method.
In a second experiment, the proposed technique is tested on a microscopic dataset.
The goal is to segment isolated cells in fluorescent micrographs. An example of
such an image is shown in Fig. 4.18.B. Twenty cells were manually annotated by
the author and compared with the results from active contours optimised using both
the proposed and the GVF force field. For both methods, experiments were done
with several parameter combinations, i.e. µ in eq. (4.1.11) and γ in eq. (4.5.2). For
GVF, µ = 0.22 resulted in the best average dice coefficient, and γ = 0.97 gave
the best result for the proposed method. The resulting Dice coefficients for these
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Figure 4.19: The convergence of active contours optimized using different force fields.
optimal parameters are compared in Fig. 4.20. Both methods perform adequately,
with almost all Dice coefficients between 0.8 and 1, the big exception being cell
18, where the active contour optimised using GVF converged to a false optimum
due to clutter in the micrograph.
Computational cost The proposed scanning algorithm recalculates the force of
each pixel twice, resulting in a O(N2) algorithm for a square image with dimen-
sion N × N . The VFC force computation has a complexity of O(N2 logN2)
which is determined by the complexity of the 2D FFT and IFFT algorithms used.
Since the GVF field needs O(N2) operations for each iteration and N iterations
are usually needed to calculate the optimal force field [Li 07a], the GVF field has
an O(N3) complexity. In Fig. 4.21 the computation time of GVF, VFC and the
proposed force field are compared in function of the image size. Note that the time
axis is log scaled. These experimental results1 were calculated on a computer with
an Intel i7 Q720 1.6 GHz CPU and 4 GB RAM. In agreement with the theoretical
complexity analysis, the GVF field is the slowest to calculate. The VFC field is
much faster than GVF, but is significantly slower than the proposed method, while
the proposed method outperforms VFC on segmentation quality as well.
1All algorithms were programmed in C.
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Figure 4.20: The resulting Dice coefficients of active contours optimized using GVF force
and the proposed force propagation.
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Figure 4.21: Computational cost of GVF, VFC and force propagation for a NxN image.
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4.6 Probabilistic active contours
In order to guide the active contour towards the object of interest, without being
hampered by clutter and noise, one or more regularisation terms are incorporated
in the energy function. The influence of these regularisation terms can be adjusted
by a set of weighting parameters. This enables the active contour framework to
adjust to specific segmentation applications. The optimal parameters are a trade-
off, where the regularisation weights have to be set high enough to overcome the
influence of clutter and low enough to accurately detect the true object boundary.
The tuning of weighting parameters is generally done by trial and error. This is a
time consuming and error prone approach. Even after manually tuning, the para-
meters might not be optimal, i.e. the active contours might result in more accurate
segmentation with other parameters. Note that it is non-trivial to express the seg-
mentation accuracy in function of the weighting parameters. So finding the real
optimal parameters requires exploring the full parameter space. In this section we
propose a new active contour framework based on probability theory. Instead of
exhaustively searching optimal weighting parameters, the proposed method uses
prior knowledge about the probability of certain features, e.g. edges. It also re-
moves the linear influence of image features, i.e. it is not because the gradient
magnitude of an edge is twice as high as another edge, that it is twice as likely
to be the true border of an object. This is especially relevant for segmentation
applications with noisy or blurred images containing multiple objects.
The goal of our active contour framework is to find the contour, r∗(.), which is
most likely to delineate the object of interest. This can be formalized as finding
the contour that maximizes p
(
H(r(.))
)
, where H(r(.)) is the hypothesis that the
contour r(.) delineates the object of interest. Lets assume that in order to find such
a contour we can use a set of image features f(x, y), e.g. the edge strength at a
specific pixel. The optimal contour is then defined as
r∗(.) = arg max
r(.)
p
(
H(r(.))
∣∣f(., .)). (4.6.1)
Using Bayes’ rule, we can rewrite this as
r∗(.) = arg max
r(.)
p
(
f(., .)
∣∣H(r(.))) p (H(r(.)))
p
(
f(., .)
)
= arg max
r(.)
(
log
p
(
f(., .)
∣∣H(r(.)))
p
(
f(., .)
) + log p(H(r(.)))). (4.6.2)
Equivalent to the active contour energy, we can split this part in a regularisation
term and a data term. To emphasise this similarity we will use similar termino-
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logy, i.e. an internal and external probability, which are defines as: p int(r(.)) =
log p
(
H(r(.))
)
and pext(r(.)) = log
p
(
f(.,.)
∣∣H(r(.)))
p
(
f(.,.)
) .
4.6.1 Internal probability
The internal probability is completely independent of the image and can be used
to incorporate the shape likelihood of an object of interest. As an example, we
will use a simple model proposed in [Xu 00], which only depends on the second
derivative of the contour. This results in the following internal probability:
pint(r(.)) = log p
(
H(r(.))
)
= log p
(∣∣∣∣∂2r(s)∂s2
∣∣∣∣)
=
ˆ 1
0
log p
(∣∣∣∣∂r2(t)∂t2
∣∣∣∣)dt. (4.6.3)
For this last step we assume that the second derivative of r(t) is independent for
every t. The probability distribution p
(∣∣∣∂r2(t)∂t2 ∣∣∣) can be estimated using a small
training set of ground truth segments. Note that this is just an example of an
internal probability model. If the objects of interest have a specific shape or if
they have more pronounced local features, e.g. jags, then the internal probability
could be formulated using a more complex shape model, such as the shape models
proposed in [Staib 92, Rochery 06, Charmi 08].
4.6.2 External probability
The external probability depends on the used image features. These features are
used to characterize an object. As an example we will model the objects of interest
using an edge map, e.g. f(x, y) = |∇g(x, y)|. Under the assumption that the
gradient is independent for all (x, y), the external probability can be rewritten as:
pext(r(.)) = log
p
(
f(., .)
∣∣H(r(.)))
p
(
f(., .)
)
= log
p
(|∇g(r(., .))|∣∣H(r(.)))
p
(|∇g(r(., .))|)
=
¨
Ω+
log
p
(|∇g(r(u,w))| ∣∣H(r(.)))
p
(|∇g(r(u,w))|) du dw
+
¨
Ω−
log
p
(|∇g(r(u,w))| ∣∣H(r(.)))
p
(|∇g(r(u,w))|) du dw, (4.6.4)
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where Ω+ = {(u,w)∣∣(∃k ∈ [0, 1])(r(k) = (u,w))} and Ω− = {(u,w)∣∣(@k ∈
[0, 1]
)(
r(k) = (u,w)
)}. So Ω+ is the set of points that lie on the contour of the
object of interest, whereas Ω− contains all other points. For many biological mon-
itoring applications, imaging happens in a strictly controlled environment. Due to
this controlled setup, technicians can avoid clutter. By extension, they can avoid
objects with the same type of edges as objects of interest. Therefore, we assume˜
Ω−
log
p
(
|∇g(r(u,w))|
∣∣H(r(.)))
p(|∇g(r(u,w))|) du dw to be small. This allows us to approximate
eq. (4.6.4) by discarding this term, i.e.
Pext(r(.)) =
ˆ 1
0
log
p(|∇g(r(t))| ∣∣H(r(.)))
p(|∇g(r(t))|) dt. (4.6.5)
The probability densities used in eq. (4.6.5) can be interpreted as follows:
• p(|∇g(r(t))| ∣∣H(r(.))): the probability density that the gradient of a point
lying on the contour of a real segment is equal to |∇g(r(t))| .
• p(|∇g(r(t))|): the probability density that the gradient of a random point in
the image is equal to |∇g(r(t))|, whether this point is on the contour of a
real object or not.
The probability distribution of the gradient magnitude of a pixel at the object
boundary can be estimated from a small training set of images where the ob-
jects are manually delineated: measure the gradient magnitude at the contours
delineating the ground truth segments. Based on these measurements, calculate
the probability distribution, e.g. using a kernel density estimator. The probab-
ility distribution of the gradient magnitude, irrespective of being located at the
contour, can be estimated in a similar way, but instead of measuring only the
gradient strength at the contours, measure it at each pixel in the training data
set. Note that although this example uses the gradient, this framework could also
incorporate other image features such as ridges, intensity, region-based features,
etc. [Blake 97, Poon 97, Chan 99].
4.6.3 Optimisation
Substituting the proposed internal and external probabilities in eq. (4.6.2) results
in:
r∗(.) = arg max
r(.)
(
pint(r(.)) + pext(r(.))
)
(4.6.6)
= arg max
r(.)
ˆ 1
0
log
p(|∇g(r(s))| ∣∣H(r(.)]))
p(|∇g(r(s))|) + log p
(∣∣∣∣∂r2(s)∂s2
∣∣∣∣)ds.
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This can be optimised by solving the following Euler-Lagrange equations:
dx(s, t)
dt
=
d log p
(∣∣∣∂r2(s,t)∂s2 ∣∣∣)
ds
+
∂ log
p
(
|∇g(r(s,t))|
∣∣H(r(.,t)))
p(|∇g(r(s,t))|)
∂x
(4.6.7)
dy(s, t)
dt
=
d log p
(∣∣∣∂r2(s,t)∂s2 ∣∣∣)
ds
+
∂ log
p
(
|∇g(r(s,t))|
∣∣H(r(.,t)))
p(|∇g(r(s,t))|)
∂y
.
In order to solve this using gradient descent, the initial r(s) should be in the vi-
cinity of the true object. To avoid the probabilistic active contour of evolving to
an erroneous segment, the same strategy as for conventional active contours can
be used, i.e. using an external force such as GVF. This is easily achieved by using
the following function as a feature map for the calculation of an external force:
f(x, y) = log
p
(
|∇g(x,y)|
∣∣H′(x,y))
P (|∇g(x,y)|) , where H
′(x, y) represents the hypothesis that
(x, y) lies on the contour of an object of interest.
4.6.4 Experimental results
Fig. 4.22 shows an example of cell nuclei segmentation in fluorescence micro-
scopic images using active contours. Fig. 4.22.A shows the initialisation used by
the active contours. Fig. 4.22.B shows the segmentation result using a conven-
tional active contour. The parameters where empirically set. The active contour
is attracted to parts of the image that have high contrast. In general, these high
contrast parts correspond to edges delineating the object of interest. This image
however also shows high intensity blobs, corresponding to subcellular particles
such as telomeres. The difference in intensity between these blobs and the rest
of the nucleus is higher than the difference in intensity between the nucleus and
the background. As a consequence, the active contour is attracted towards these
blobs instead of towards the nuclear boundary. By modelling the appearance of the
nuclear edges, the proposed probabilistic active contour is not hampered by these
bright objects. Fig. 4.22.C shows the segmentation result of the proposed method.
The active contour follows the true nuclear boundary irrespective of the vicinity of
subcellular particles.
In a second example we analyse sugar beet seedlings in thermal infrared images.
These thermal images are noisy, low contrast grey scale images. Fig. 4.23 shows
an example of leaf segmentation using both the conventional active contours as
our proposed probabilistic active contours. All active contours are using a GVF
force. The GVF force was calculated using 30 iterations and a smoothing factor
µ equal to 0.1. In Fig. 4.23.A the initialisation of the four different active con-
tours is shown. This initialisation is already a good approximation of the real leaf
CHAPTER 4 103
Figure 4.22: An example of segmentation of a cell nucleus in a fluorescence microscopic
image. A) a rough manual delineation of the nucleus, this serves as the initialisation of
the active contour. B) the segmentation result of a conventional active contour. C) the
segmentation result using the proposed probabilistic active contours.
contours. This proper initialisation is however insufficient for the conventional
active contours to evolve towards the real leaf boundaries. Two examples of active
contour segmentation using different weighting parameters, α and β in eq. (4.1.2),
can be seen in Fig. 4.23.B and Fig. 4.23.C. The active contours in Fig. 4.23.B were
optimized using 16 and
1
3 respectively for weighting parameters α and β. These
weighting values are apparently too low to prevent the contours to evolve to er-
roneous segments. An example of such an incorrect convergence can be seen at
the yellow contour, which partially converged towards the border of a wrong leaf.
The cause of these segmentation errors is the difference in the gradient strength.
Fig. 4.24.A shows the gradient magnitude in the image. The bigger leaves dis-
play a much stronger gradient, which attract the contours of the elongated smaller
leaves. Note this effect near the stem of the yellow delineated leaf. In Fig. 4.23.C.,
the yellow contour converged correctly by increasing the contour weighting para-
meters, i.e. values 53 and
2
3 respectively for parameters α and β. However due to
these strong smoothness constraints, the green and blue contours lose the actual
leaf borders near the tip of the leaves. Clearly, a general set of weighting para-
meter values is difficult to find. Even if such optimal parameter combination could
be found for one image, it is not guaranteed that they would result in accurate
segmentation for the full sequence.
Fig. 4.23.D shows the resulting segmentation using our proposed method. In this
example the proposed probabilistic active contours do not suffer the linear influ-
ence that conventional active contours have. In order to use the proposed method,
the internal and external probabilities have to be modelled first. The prior probab-
ilities used for our method were learned using a single ground truth image. This
image originated from a training time lapse sequence that was manually segmen-
ted. The distributions were calculated using the kernel density estimator with a
normal distribution as kernel. In Fig. 4.24.B the external probability at each pixel
is shown. The gradient strength at leaf borders varies between leaves, nevertheless
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Figure 4.23: Examples of segmentation using (probabilistic) active contours. A) the initial-
isation used for the (probabilistic) active contours, B) the segmentation result of the classical
active contours with α = 1
6
, β = 1
3
, C) the segmentation result of the classical active con-
tours with α = 1, β = 2
3
, D) the segmentation result of the proposed probabilistic active
contours [De Vylder 11d].
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Figure 4.24: the gradient strength of the image, (e) the external probability of each pixel in
the image [De Vylder 11d].
Figure 4.25: An example of segmentation using probabilistic active contours. A) the initial-
isation used for the (probabilistic) active contours, B) the gradient vector flow of the external
probability, i.e. the force used to optimize the external probability of the active contour C)
the segmentation result of the proposed probabilistic active contour [De Vylder 11d].
the different leaves show an equally strong probability at their border. This results
in a better segmentation result as can be seen in Figure 4.23.D.
The previous example started from an almost perfect initialisation. This was help-
ful to illustrate the problems that might occur with conventional active contours,
but it is rare that such good initialisations are available. Fig. 4.25 shows a more
realistic example, where a rough initialisation is manually selected. Figure 4.25.A
illustrates the initialisation of the active contour; whereas Fig. 4.25.B shows a de-
tailed view of the external force field based on the external probability. The force
field points, as desired, towards both leaves. The regularisation effect of the in-
ternal probability enforces the contour to converge towards the correct leaf, see
Fig. 4.25.C.
As a last example, our proposed method was applied for leaf tracking in a time
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Figure 4.26: An example of tracking using probabilistic active contours. These show the
tracking result of respectively time frames 1, 7 and 15 [De Vylder 11d].
lapse sequence. As can be seen in Fig. 4.26 the proposed method copes with the
movement and deformation of the leaves. Even frame 15 where the illumination
level diminished due to nightfall, is still segmented correctly. If this illumina-
tion change is too strong, the learned probability distributions will not correspond
to the image features. Therefore, the segmentation results will be less accurate.
This can be seen in Fig. 4.26.C, where the contours delineating the bigger leaves
slightly miss the true border at the centre of the plant. Although this error is al-
most unnoticeable at this frame, there is a risk that it becomes more prominent in
subsequent frames that will use these contours as an initialisation. This problem
could be resolved by updating the internal and external probabilities based on the
previous frames [Elhabian 08, Borghgraef 10].
To quantitatively validate the proposed method, 56 images each containing 4 leaves
have been manually annotated by a botanist. This dataset has the same illumina-
tion changes as mentioned for Fig. 4.26. The initialisation of the active contours
was based on these ground truth segments: the segments were dilated using a cir-
cular structuring element of size 5, the borders of these dilated segments were used
as initialisation. As a validation metric the Dice coefficient is used (see Appendix
B). In order to compare our method with the active contours with the most op-
timal parameter setting, the image sequence has been segmented using different
parameter settings, i.e. α and β both in the range of 0, 130 ,
2
30 ,
3
30 , ..., 1. The best
combination of α and β resulted in an average Dice coefficient of 0.872. Using
these optimal parameters, 24 segments resulted in a Dice coefficient equal to 0, i.e.
the segments where completely lost. The proposed probabilistic active contours
resulted in an average Dice coefficient of 0.929 with no leaves lost.
CHAPTER 4 107
4.7 Conclusion
This chapter describes the popular parametric active contour segmentation and
tracking framework. The chapter gave a brief overview of the state-of-the-art of
this framework. Furthermore, we proposed several new contributions to the para-
metric active contour framework:
• We proposed a new external force, which in contrast to other state-of-the-art
forces does not only use edge information but also incorporates prior know-
ledge of the intensity of the object of interest. This helps to segment indi-
vidual objects in an image that contains multiple objects, each with different
average intensities. This new force field was used for the segmentation of
individual sugar beet seedling leaves in thermal infrared images. The pro-
posed method resulted in an average Dice coefficient of 0.89, compared to a
Dice coefficient of 0.87, which is achieved by the conventional GVF force.
• We discussed how the active contour framework could be used for the ana-
lysis of time lapse sequences. The low temporal resolution of these se-
quences normally causes severe problems for conventional active contour
tracking. However, our proposed two phase optimisation scheme allows
accurate tracking even for low temporal sequences. This is achieved by
first optimising the displacement of the active contour, and only in a second
phase optimising the deformation of the active contour. For objects undergo-
ing large displacements between frames, we booked a significant improve-
ment of 0.21 in Dice coefficient using our proposed two phase optimisation,
compared with regular optimisation.
• Classical external forces attempt to extend the capturing range of an edge
by defusing a gradient force field. State-of-the-art forces typically use an
isotropic diffusion method. We proposed a novel external force, which uses
an anisotropic diffusion process. This allows excluding regions of the im-
age that certainly do not correspond with an object of interest and allows
incorporating prior knowledge of the shape of the objects of interest. This
new force field was proven useful for the tracking of Arabidopsis thaliana
leaves in chlorophyll fluorescence time lapse sequences. After 20 frames
the active contours optimised using the proposed force had an average Dice
coefficient of 0.92, whereas active contours using other forces only resulted
in an average Dice coefficient of 0.74.
• A new and generic external force was proposed. This force is computation-
ally efficient to calculate, i.e. it only requires scanning the images twice in
order to propagate edge and force information. The proposed force results
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in faster convergence of the active contours, while being computationally
much more efficient that other forces: it only requires about a tenth of the
calculation time of VFC or GVF.
• We reformulated the active contour as a likelihood maximisation framework
instead of an ad hoc energy minimisation framework. Not only is the task
of finding appropriate weighting parameters omitted, the proposed tracking
framework shows more accurate tracking results as well, even compared
with conventional active contours with optimal parameters. For the seg-
mentation of sugar beet seedling leaves an improvement of 0.05 in Dice
coefficient was measured. Moreover, all leaves where correctly detected,
whereas conventional active contours resulted in the loss of 24 leaves out of
224 leaves.
The work presented in this chapter resulted in a number of international confer-
ence publications [De Vylder 09a, De Vylder 09b, De Vylder 10h, De Vylder 10d,
De Vylder 10e, De Vylder 11d, De Vylder 13b].
5
Geometric active contours
The previous chapter elaborated on active contours using a parametric representa-
tion of the contour, i.e. active contours that represent the contour explicitly using a
parametric function: [0, 1] 7→ R2. This is an intuitive contour representation, but it
is not the only way to represent a contour. A different representation method was
proposed in [Malladi 95, Malladi 96, Sethian 99], where a contour is represented
using level sets. This approach represents the contour implicitly using a level set
function, e.g. φ(.) : R2 7→ R. A level set, Θc is defined as the set of all points, x,
that have the same value for the level set function, i.e.
Θc = {x | x ∈ R2, φ(x) = c}, (5.0.1)
where c is called the level. Although this representation might seem unnecessary
complex at first, there are several advantages to this implicit representation:
• The level set function operates on the same domain as the image, so it is
possible to calculate a value for each pixel in the image. Therefore, there
is no need for contour parameterisation. This is in contrast to the contours
used in chapter 4, where the chosen parameterisation will influence the seg-
mentation result.
• This representation does not put any constraint on the topology of the con-
tour. While some attempts have been done for parametric active contours to
allow the contours to split in to multiple objects, or to merge two contours,
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these attempts are often cumbersome and result in extra rules and decisions
that have to be made. These rules have to be checked during each optim-
isation step, thus resulting in an extra computational burden. In contrast to
parametric representations, level sets can change their topology in a natural
and trivial way. Fig. 5.1 shows an example of this concept. This example
shows a mitotic cell nucleus, i.e. of a cell that is dividing. Such a cell nuc-
leus can be visualised using fluorescence microscopy, see Fig. 5.1.A. This
mitotic cell shows two clear parts: the nucleus itself, depicted in light grey,
and the clusters of genes, which are shown as two bright regions. Depending
on the application, it might be desirable to delineate the full nucleus or only
the gene clusters. This can be achieved by the same level set function. Fig
5.1.B shows an example of such a level set function. By changing the level,
it is possible to either delineate a single large object (see the second row) or
two smaller regions (see the last row).
• The use of intensity information of the complete object has been investigated
as a data-fit term for parametric active contours, but optimising the energy
term remains a non-trivial task. The main challenge lies in the optimisation
of the contour, which is mainly based on information near the edges of the
contour, which does not necessarily reflect the full interior/exterior of the
contour. This results in slow or bad convergence based on some heuristics
[Sundaramoorthi 09, Nakhmani 12]. The geometric representation is more
suited to incorporate intensity information since it can optimize the contour
indirectly by deforming the level set function. Since the level set function
operates on the same domain as the image, intensity information for the full
segment can be incorporated in a straightforward manner. We will elaborate
on the use of intensity information in the remaining of this chapter
This chapter is arranged as follows: first, we discuss the background and current
state-of-the-art of geometric active contours. In section 5.2 we propose a probab-
ilistic geometric active contour framework. We elaborate on the different intensity
and shape models that can be used within this Bayesian framework. Next, in sec-
tion 5.3 we extensively discuss and compare different methods for the optimisation
of geometric active contours. Finally, section 5.4 recapitulates and concludes.
5.1 Background
5.1.1 Mumford-Shah piecewise constant active contours
A popular example of intensity based active contour segmentation is based on the
Mumford-Shah piecewise constant model [Mumford 89]. This model assumes that
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Figure 5.1: An example of the use of level sets to represent a contour. A) a fluorescence
microscopic image of a mitotic nucleus. B) a level set function that is used to describe the
contours. C) the delineation of the full nucleus, D) the level set representation of the same
contour. The contour corresponds to the intersection of the blue plane and the orange level
set function. E) the delineation of the genes, F) the level set representation using the same
level set function as for (D).
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an image is composed of a small number of regions that have a constant intensity.
The model itself is independent of the representation of the contour, therefore we
define C(.) as a contour representation of interest, Ω1 as the set of points enclosed
by the contour and Ω2 as all points not enclosed by the contour. The Mumford-
Shah model can be used for segmentation by minimising the following energy
function:
E[C(.)] = length(C(.)) + β
ˆ
x∈Ω1
(f(x)− µ1)2dx + β
ˆ
x∈Ω2
(f(x)− µ2)2dx,
(5.1.1)
where f(.) represents the image, β a weighting parameter, while µ1 and µ2 cor-
respond respectively to the mean interior and exterior intensity. These values are
typically iteratively updated. An optimal contour is calculated based on some es-
timation of µ1 and µ2. After finding an optimal contour, µ1and µ2 are updated
again. This iterative updating is repeated until convergence is reached. While the
Mumford-Shah piecewise constant model is independent of the contour repres-
entation, its practical usability is not. In [Sundaramoorthi 09, Nakhmani 12] the
contour was represented by a parametric curve, such as in chapter 4. This para-
metric representation required a heuristic, slowly converging optimising scheme.
A more elegant and efficient implementation was proposed in [Chan 99], where the
contour is represented implicitly using a level set function. Minimising eq. (5.1.1)
then corresponds to finding a level set that minimizes the following energy func-
tion:
E[φ(.)] = length(φ(x) = 0) + β
ˆ
φ(x)≥0
(f(x)− µ1)2dx (5.1.2)
+ β
ˆ
φ(x)<0
(f(x)− µ2)2dx
=
ˆ
x∈Ω
∣∣∇H(φ(x))∣∣dx + β ˆ
x∈Ω
H(φ(x)) (f(x)− µ1)2dx
+ β
ˆ
x∈Ω
H(1− φ(x)) (f(x)− µ2)2dx,
with Ω representing the image domain, i.e. Ω = Ω1 ∪Ω2, and where H(.) corres-
ponds to the Heaviside function, i.e.
H(x) =

0 if x < 0
0.5 if x = 0
1 if x > 0
. (5.1.3)
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Note that if φ(.) is a continuous function, that the length(φ(x) = 0) equals´
x∈Ω
∣∣∇H(φ(x))∣∣dx [Evans 92]. The discontinuity of the Heaviside hampers the
use of Euler Lagrange equations for the optimisation of eq. (5.1.2). In practice this
discontinuity is avoided by using a regularised version of H:
H(x) =
1
2
(
1 +
2
pi
arctan
x

). (5.1.4)
As  → 0 this regularised approximation converges to the Heaviside function.
The left of Figure 5.2 shows that the regularised Heaviside function converges
towards the actual Heaviside function for a decreasing . This regularised function
is not only continuous, but also differentiable. The right plot of Fig. 5.2 shows the
derivative of the regularised Heaviside function for decreasing . Note that this
derivative converges towards a Dirac pulse for → 0. Using these regularisations,
eq. (5.1.2) can be minimised by treating φ(x, t) as a function of time, i.e. the level
set function is iteratively optimised using gradient descent, with
∂φ(x, t)
∂t
=
∂H(φ(x, t))
∂φ(x, t)
(
∇· ∇φ(x, t)∣∣∇φ(x, t)∣∣ )−β (f(x)−µ1)2 +β (f(x)−µ2)2).
(5.1.5)
This results in the following optimality condition:
0 = δ(φ(x, t))
(
∇ · ∇φ(x, t)∣∣∇φ(x, t)∣∣ )− β (f(x)− µ1)2 + β (f(x)− µ2)2), (5.1.6)
with δ(.) a regularised version of the one-dimensional Dirac function. Note that
for  → 0 the Dirac function dominates this optimality condition. This in com-
bination with the fact that the derivative of a Dirac function is not positive for its
full domain, proves that eq. (5.1.2) is a non-convex function. As such the energy
function proposed in eq. (5.1.2) is hampered by local optima. As a consequence,
the contour found by solving eq. (5.1.6) depends on the initialisation of the level
set function.
5.1.2 Globally optimal active contours
In [Chan 06] a segmentation method similar to the method discussed in the pre-
vious subsection was proposed. However, instead of using level sets, a different
non-parametric representation is used: a characteristic function. A characteristic
function, u(x), has a zero value if the pixel does not belong to the segment, other-
wise it results in 1. The segmentation result of [Chan 06] is calculated by minim-
ising the following energy function:
E
[
u(.)
]
=
∣∣∇u(.)∣∣+ β〈u(.), r(.)〉, (5.1.7)
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Figure 5.2: The regularised Heaviside function for different . Left, the actual regularised
Heaviside function, on the right the derivative of the regularised Heaviside function.
with β is a weighting parameter used to tune the influence of the data-fit term in
relation to the total variation regularisation and
r(x) = (µ1 − f(x))2 − (µ2 − f(x))2, (5.1.8)
where
〈
., .
〉
is the inner product and µ1, µ2 are respectively the expected fore-
ground and background intensity.. Note that if µ1 and µ2 are constant, e.g. cal-
culated from a training data set, then eq. (5.1.7) represents a convex function. In
order to allow the use of efficient, global convex optimisers, the set of possible
solution, i.e. u(.), has to be a convex set. Hence Chan et al. [Chan 06] relaxed the
constraint that u(.) is a characteristic function, instead using the set, S, of func-
tions with codomain equal to the convex region [0, 1]. This results in the following
convex optimisation problem:
uˆ(.) = arg min
u(.)∈S
∣∣∇u(.)∣∣+ β〈u(.), r(.)〉. (5.1.9)
Furthermore, this formulation relates to the popular and widely used Mumford-
Shah piecewise constant model, eq. (5.1.1). This can be seen by comparing the
optimality condition in eq. (5.1.6) with the steady state of the gradient flow corres-
ponding to this convex energy function, i.e. the optimality condition of eq. (5.1.7)
which is equal to:
0 =
(
∇ · ∇u(x, t)∣∣∇u(x, t)∣∣)− β (f(x)− µ1)2 + β (f(x)− µ2)2. (5.1.10)
By replacing u(.) with u(.)− 0.5, we convert the characteristic function to a level
set function, where the zero level corresponds to the same contour represented by
u(.). By multiplying δ(u(.) − 0.5) with the left and right part of eq. (5.1.10),
we get the steady state corresponding with the convex energy of eq. (5.1.9). In
other words, an optimum of this convex energy coincides with the steady state of
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the gradient flow of the original Mumford-Shah energy function (section 5.1.1).
Note that by relaxing the constraint that the function that minimizes eq. (5.1.9)
is a characteristic function, that uˆ(x) can have any value between 0 and 1. As a
consequence, the resulting function not necessarily has to represent a crisp seg-
mentation. A binary segmentation result can be obtained by thresholding uˆ(x),
i.e.
thresh
(
uˆ(x);α
)
=
{
1 if uˆ(x) > α
0 otherwise
(5.1.11)
for α ∈ [0, 1]. Although different values for α can result in different segmentation
results, it can be proven that irrespective of α, thresh
(
uˆ(x);α
)
itself is also a
global minimiser for the energy in eq. (5.1.7) and by extension for the energy
function of the Mumford-Shah model [Bresson 07a, Pock 10]. It is possible that a
different α results in a different binary segmentation, however the energy of these
different binary segmentations will be equal. So there exists a binary segmentation
that minimises eq. (5.1.7), however it does not have to be unique.
5.2 Probabilistic geometric active contours
While the energy function of eq. (5.1.9) has been proven useful for segmentation
[Sethian 99,Sethian 02,Gong 05,Papandreou 07,Mille 09], it is non-straightforward
to define optimal weighting parameters. Furthermore many alternative regularisa-
tion terms and data-fit terms have been proposed. This excess on tuning possib-
ilities makes it difficult to define an optimal energy function, f(.), for a given
segmentation problem. In order to avoid ad hoc energy terms and weights, a
more statistical founded approach is desirable. Geometric active contours with a
probabilistic interpretation have been reported in literature [Cremers 08, Chen 10,
YanFeng 11, Stuhmer 13]. However, these methods either limit the usability by
imposing strong but restrictive shape priors [Cremers 08, Stuhmer 13], or start
from a probabilistic interpretation for the data-fit but use generic shape energies
without any probabilistic interpretation, thus returning to ad hoc parameter tun-
ing [Chen 10]. In this section we propose a generic statistical framework for active
contour segmentation that circumvents ad hoc parameter tweaking. This Bayesian
framework approaches segmentation as an inverse problem. We model an image as
the output of a function, g(.), which maps pixels belonging to an object of interest
to a specific intensity, while mapping background pixels to a different intensity.
This model of course is not perfect, e.g. there can be noise in the image, or blur,
or irrelevant objects might clutter the image, etc. All these discrepancies on the
model can be added as noise, n(.). Then the image f(.) can be defined as:
f(x) = g(u(x)) + n(u(x),x). (5.2.1)
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In the remainder of this section we will refer to the combination of the noise model
and the mapping function as the image model. Using this image model, segmenta-
tion results in finding the characteristic function u(.), that is most likely to result in
the given image f(.). This can be achieved by using Bayesian estimators. In this
section we propose to define the segmentation result as the Maximum A Posteriori
estimator (MAP), i.e.
uˆ(x) = arg max
u(.)∈S
log pU
(
u(x)
)
+ log p
F|U
(
f(x) | u(x)). (5.2.2)
For readability we write the random variable as U instead of U(x), in situations
where we want to emphasize that the random variable is a function and not a value
of a function we will explicitly write U(.). Note that p
F|U
(
f(x) | u(x)) depends
on the image model. The quality of the segmentation resulting from this MAP
estimator strongly depends both on the likelihood of the image given u(.), and on
the prior knowledge of u(.). We will discuss different priors and image models in
the next two subsections.
5.2.1 The image model
In this subsection we will focus on the image model and its impact on the like-
lihood of the image given the segmentation, i.e. p
(
f(.) | u(.)) in eq. (5.2.2).
We will describe several models that can be used for segmentation. For the sake
of simplicity we will assume that the segment and the background have the same
type of image model. However this is just for didactic purpose, in practice fore-
ground and background can use different image models according to the intrinsic
properties of the images.
5.2.1.1 Piecewise constant Mumford-Shah
In section 5.1 the piecewise constant Mumford-Shah model was already presented.
This model assumes a simple data-fit model, i.e. that an image has a constant value
for each segment pixel, µ1, and a different constant value for each background
pixel , µ2. This results in the following image model:
g(a) = µ1 a+ µ2 (1− a), (5.2.3)
with a ∈ {0, 1}. As mentioned before, we assume that the noise statistics can
differ between segment pixels and background. If we model the noise for both
segment and background by a Normal distribution, then the likelihood of f(.)
corresponds to:
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Figure 5.3: An example of biological images where the Mumford-Shah model holds. On
the left cell nuclei imaged using fluorescence microscopy. On the right, the likelihood of
the intensity of a pixel belonging to the nucleus and for pixels belonging to the background.
p
F|U
(
f(x) | u(x)) =

1√
2piσ2i1
e
−(f(x)−µ1)2
2σ2
i1 if u(x) = 1
1√
2piσ2i2
e
−(f(x)−µ2)2
2σ2
i2 if u(x) = 0
, (5.2.4)
where σ2i1 and σ
2
i2 correspond to the standard deviation of the noise on the in-
tensity of respectively the segment and background. Both the piecewise constant
assumption and the Gaussian noise assumption result in a rather simplistic model.
Despite its simplicity, it proves to be a valid and useful model for numerous applic-
ations. Fig. 5.3 shows an example of such an application. On the left cell nuclei
are visualised using fluorescence microscopy. The right part of the figure shows
the likelihood of a certain intensity for both cell nuclei and for the background of
the left image. These likelihoods are quite accurately modelled using a Gaussian
model, as can be seen by the cyan and red curves.
Since we assume that u(.) represents a characteristic function, i.e. u(x) ∈ {0, 1} ,
we can rewrite the log likelihood as follows:
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log p
F|U
(
f(x) | u(x)) = u(x)(−(f(x)− µ1)2
2σ2i1
+ log
1√
2piσ2i1
)
(5.2.5)
+(1− u(x))
(
−(f(x)− µ2)2
2σ2i2
+ log
1√
2piσ2i2
)
= u(x)
(
1
2σ2i2
(f(x)− µ2)2 − 1
2σ2i1
(f(x)− µ1)2
)
+u(x)
(
log
1√
2piσ2i1
− log 1√
2piσ2i2
)
+ c,
with c a constant independent of u(x), thus we can ignore this constant with re-
gard to the MAP estimator. Note that for σ1 = σ2 this equates to the same data fit
term as used in section 5.1.2. The benefit of this approach is that it gives a statist-
ical interpretation for the weighting parameter β in eq. (5.1.9). This probabilistic
interpretation however, is more general than the model used in section 5.1.2, i.e.
the model allows different variances for segment and background noise. This is
important to allow accurate modelling, which eventually results in more accurate
segmentation. This is illustrated with an example in Fig. 5.4. Figure 5.4.A shows a
microscopic image containing pathological cell nuclei. These pathologies result in
aberrant shapes and non-crisp cell boundaries. Fig. 5.4.B shows the segmentation
result using the classical Mumford Shah model, i.e. the method discussed in sec-
tion 5.1.2, where the variance of both foreground and segment noise are considered
equal. This clearly results in erroneous segmentation of several nuclei (delineated
in red). By relaxing the constraint that the noise variance is equal for the segments
and the background, the cell nuclei are accurately segmented (delineated in green
in Fig. 5.4.C).
If this image model is used in a maximum likelihood estimator (ML) instead of
a MAP estimator, i.e. without any prior knowledge on u(.), the optimisation of
eq. (5.2.5) can efficiently be implemented using hard thresholding.
5.2.1.2 General stationary image models
The piecewise constant Mumford-Shah model has the benefit that it is easy to
calculate the parameters for the log likelihood, i.e. estimating only four parameters
can be achieved with relatively little training data. The downside is that the model
is sometimes too restrictive for certain applications. However, the approach used
in the previous subsection can be generalised into the following image model
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Figure 5.4: An example of segmentation based on the Mumford-Shah assumption. A) a
fluorescent microscopic image showing pathological cell nuclei, B) the segmentation result
assuming that the segment and the background have the same noise variance [Chan 06],
C) the segmentation result with the proposed model with correctly modelled variances
[De Vylder 14c].
log p
F|U
(
f(x) | u(x)) = u(x)( log p
F|H1
(f(x) | H1)− log pF|H2 (f(x) | H2)
)
,
(5.2.6)
where H1 represents the hypothesis that x is a background pixel and H2 corres-
ponds to the hypothesis that it represents a segment pixel. Within this generalised
stationary model the probability density functions are not limited to normal distri-
butions. The probability density functions are typically estimated from a training
dataset. This general model is also well suited for multi-channel images [Nieuwen-
huis 13a]. Fig. 5.5 shows an example of such a multi-channel microscopic image.
This image shows the root of an Arabidopsis plant. In Fig 5.5.A the cell walls are
marked using a specific fluorescent protein, whereas in Fig. 5.5.B the cell nuclei
are visualised. Normally this image should only show bright blobs, since the fluor-
escent protein is only present within the nuclei. However, the image is corrupted
with bleed trough, i.e. some light emitted by the fluorescent dyes used to mark
the cell walls is not filtered out. As a result the cell walls become partially visible
within this channel. Fig. 5.5.C shows the likelihood that a cell nucleus is present
at position x, i.e. log p
F|H1
(f(x) | H1). Fortunately this likelihood is unaffected
by the bleed through, enabling more accurate segmentation.
Even if an extensive annotated dataset is not available for the training of the prob-
ability density functions, this general model can still be used. In such a situation
the probability density functions have to be estimated based on the image. To
model the likelihoods for both hypothesis H1 and H2, we need to make a distinc-
tion between intensities belonging to foreground and background. To achieve this,
we propose to approximate the image histogram using a Gaussian mixture model,
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Figure 5.5: An example of a multi-channel microscopy image of the root of an Arabidopsis
plant. A) the cell walls marked using a fluorescent dye, B) The cell nuclei marked using a
different fluorescent dye (DAPI), C) the likelihood image for cell nuclei [De Vylder 10g].
i.e.
h(i) ≈
l∑
j=1
αjN (i;µj ,Kj), (5.2.7)
where αj is a weighting parameter such that αj ∈ [0, 1] and
∑l
j=1 αj = 1 and
where N (.;µj ,Kj) represents the probability density function of a Gaussian dis-
tribution with mean equal to µj and Kj the covariance matrix. A human operator
can now make a selection of Gaussian distributions that correspond to foreground
pixels. The mixture of these Gaussians corresponds to p
F|H2
(f(x) | H2), whereas
the mixture of all other Gaussian components corresponds to p
F|H1
(f(x) | H1).
The number of Gaussian components used, l in eq. (5.2.7), could be defined by a
human operator or could be iteratively incremented until the approximation of the
Gaussian mixture model resembles the image histogram sufficiently. The probab-
ility parameters µj and Kj can be calculated using the expectation maximisation
algorithm [Shang 11].
As an example we will segment bacteria in a transmission electron microscopy
image. Fig. 5.6.A shows the segmentation result of the original convex Chan-
Vese active contour [Chan 06](discussed in section 5.1.2). As can be seen, the
conventional convex active contour assuming two normal distributions results in
erroneous segmentation since the light grey interior of the bacteria is discarded
by the method. The result of our proposed method can be seen in Fig. 5.6.B. To
get this result, the image histogram was approximated by a mixture of 3 Gaussian
components. The Gaussian distribution with highest mean was assumed to corres-
pond to the probability distribution of the background. The two other Gaussian
distributions are considered to represent two modalities of foreground pixels. The
proposed method results in correct segmentation of the complete bacteria and this
without a training step for the required probability distributions.
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Figure 5.6: An example of segmenting bacteria in electron microscopy images. A) the
segmentation result using two normal distributions, B) segmentation using the generalised
data-fit term based on a mixture of Gaussians model [De Vylder 11g].
5.2.1.3 Non-stationary image models
The previous two image models assumed that all pixel intensities are independent
of their location, which is a harsh constraint that is violated by many applications.
Therefore a more powerful image model can be considered, e.g. where the image
model does not impose a constant value, but where the segment and background
intensities correspond to a specific function:
g(x) =
{
g1(x) if u(x) = 1
g2(x) if u(x) = 0
. (5.2.8)
Template based image models In the situation where g1(.) and g2(.) are known,
this results in the following likelihood (assuming Gaussian white noise):
p
F|U,G1,G2
(
f(x) | u(x), g1(x), g2(x)
)
=

1√
2piσ2i1
e
−(f(x)−g1(x))2
2σ2
i1 if u(x) = 1
1√
2piσ2i2
e
−(f(x)−g2(x))2
2σ2
i2 if u(x) = 0
.
(5.2.9)
Fig. 5.7 shows an example where such an image model can be used. In these
images the visual symptoms of tobacco mosaic virus should be detected. This
infection manifests as bright blobs on the leaf [Chaerle 00, Chaerle 01], as can
be seen in Fig. 5.7.B. Only using colour or brightness would result in inaccurate
segmentation, since the nerves of the leaf have a similar colour and brightness.
However, by using a template based image model this problem becomes much
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Figure 5.7: An example of detecting visual symptoms tobacco mosaic virus on leafs. A) a
leaf before infection becomes visible. This image can serve as a background model. B) the
same leaf when the infection is visible. Images by courtesy of Dominique Van Der Straeten,
Laboratory of Functional Plant Biology, Faculty of Sciences, Ghent University.
easier. In this application the template can be defined by imaging the leaf before
infection, see fig. 5.7.A.
Note that non-stationary models are not restricted to foreground-background seg-
mentation. Fig. 5.8.A shows an example of a different application where non-
stationary models can be used. In this example the cell walls of an Arabidop-
sis root are marked using a fluorescent dye. Note that the intensity of the cell
walls depends on the location within the root, i.e. outer cells have a higher in-
tensity than the cells in the centre of the root. This is mainly due to their 3D
location in the root. The inner cells are less in focus than the outer cells. Us-
ing simple morphological operators local maxima and minima can be detected.
These local extrema are considered as “certain” cell wall or background pixels,
depending if they correspond to a maximum or a minimum. Using polyharmonic
spline interpolation, the intensity of these “certain pixels” can be used to estim-
ate continuous background and foreground functions, i.e. respectively g2(.) and
g1(.) [Mat 14, De Vylder 10g]. Figures 5.8.B-C show an example of such a back-
ground and foreground function. Fig. 5.8.D shows the log-likelihood of a pixel
belonging to the foreground minus the log-likelihood that a pixel belongs to the
background, i.e. log p
F|H1,G1
(
f(x) | H1, g1(x)
)−log p
F|H2,G2
(
f(x) | H2, g2(x)
)
under the Gaussian assumption of eq. (5.2.9) and with H1(x) the hypothesis that
the pixel x corresponds to the segment, whereas H2(x) is the hypothesis that the
pixel belongs to the background. Note that while the intensity of cell walls is not
constant in the original fluorescent image, this is much more the case in Fig. 5.8.D,
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Figure 5.8: An example of a microscopic image of a root, with the cell walls are marked
with a fluorescent protein. A) the original fluorescent microscopic image, B) the estimate
background function, C) the estimated foreground function, D) the likelihood map of pixels
corresponding to the foreground minus the likelihood that a pixel belongs to the background.
e.g. cell walls not at the border of the plant root have a similar value as the cell
walls at the boundary. The central part of the root shows high values at the cell
walls but values near zero at the centre of cells. This is not unexpected since the
central regions have a lower signal to noise ratio. Fortunately the segmentation
result does not only rely on the likelihoods of the intensity, but also incorporates
prior knowledge on the expected shape of the segments. These priors will typically
correct erroneous segmented pixels that have a similar likelihood for background
and segment. For a detailed discussion on shape priors we refer to section 5.2.2.
Polynomial image model In some cases the function g1(.) and g2(.) are known,
e.g. a fixed background, however in many cases these functions are object depend.
An example of such a situation is shown in Fig. 5.9. Here the intensity of the leaf
in the chlorophyll fluorescence image depends on the orientation and depth of the
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Figure 5.9: An example of a polynomial image model. A) a chlorophyll fluorescence image
of an isolated Arabidopsis leaf. B) a polynomial of second degree fitted to the intensity of
the leaf.
leaf. This is of course non-stationary, thus the piecewise constant model of section
5.2.1.1 cannot be used. This problem can be tackled by estimating the functions
g1(.) and g2(.) concurrently with u(.). To overcome overfitting, some prior know-
ledge on these function should be incorporated. Restricting gi(.) to a low degree
polynomial function has been proven a useful constraint for segmentation [Debo-
everie 13a, Deboeverie 13b]. Fig. 5.9.B shows an example of a two dimensional
polynomial of second degree fitted to the leaf. This polynomial model is less
hampered by the global intensity fluctuation of the leaf than a constant intensity
model. Furthermore, prior knowledge on the parameters of the polynomial can be
added in a straightforward way. We will explain this with a simple example where
the foreground is modelled using a polynomial of order 2, i.e.
g1(x, y) = a1 + a2x+ a3y + a4x
2 + a5xy + a6y
2. (5.2.10)
For brevity, we refer to the parameters of this polynomial as a vector, ap1 =
[a1, a2, ..., a6]. Note that g1(.) is fully defined by the parameter ap1. So in order
to model the likelihood that a certain foreground function g1(.) occurs, it suffices
to model its parameters. As an example we assume that the parameters of the
foreground polynomial have a multivariate normal likelihood, this results in the
following likelihood for g1(.):
p
G1(.)
(
g1(.)
)
= (2pi)−
k
2
∣∣Σp1∣∣− 12 e− 12 (ap1−µp1)′Σ−1p1 (ap1−µp1), (5.2.11)
with µp1 the expected values for the parameters ap1 and Σp1 the covariance mat-
rix. The expected values and covariance matrix could either be estimated from a
training dataset, or in the case of video analysis based on the parameters used by
previous frames. Using this prior knowledge on g1(.) (and a similar model for the
background) results in the following log likelihood for the MAP estimator:
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log p
G1(.)
(g1(.)) pG2(.)(g2(.)) pF|U,G1,G2
(
f(x) | u(x), g1(x), g2(x)
)
= u(x)
(
−(f(x)− g1(x))2
2σ2i1
+ log
1√
2piσ2i1
)
(5.2.12)
+(1− u(x))
(
−(f(x)− g2(x))2
2σ2i2
+ log
1√
2piσ2i2
)
−1
2
(ap1 − µp1)′Σ−1p1 (ap1 − µp1)−
1
2
(ap2 − µp2)′Σ−1p2 (ap2 − µp2)
+ log(2pi)−
k
2
∣∣Σp1∣∣− 12 + log(2pi)− k2 ∣∣Σp2∣∣− 12
= u(x)
(
1
2σ2i2
(f(x)− g2(x))2 − 1
2σ2i1
(f(x)− g1(x))2
)
−1
2
(ap1 − µp1)′Σ−1p1 (ap1 − µp1)−
1
2
(ap2 − µp2)′Σ−1p2 (ap2 − µp2)
+u(x)
(
log
1√
2piσ2i1
− log 1√
2piσ2i2
)
+
1
2σ2i2
(f(x)− g2(x))2 + c,
where c is a constant independent of the polynomial functions gi(.) and of u(.).
Note that this is no longer convex. The MAP estimator of this problem can be
calculated by iteratively alternating between estimating uˆ(.) for fixed gˆ1(.) and
gˆ2(.), then fixing uˆ(.) and estimating gˆ1(.) and gˆ2(.) [Bresson 09,Setzer 09]. This
process is repeated until convergence is reached.
The Mumford-Shah piecewise smooth model The assumption that the gi(.)
functions correspond to low degree polynomials results in a powerful image model,
however the constraint is still too limiting for some applications, e.g. a full plant
rosette typically cannot be modelled by a single low degree polynomial. Therefore
the piecewise smooth Mumford-Shah model allows an broader set of functions:
smooth, i.e. functions with no abrupt changes. This smoothness prior can be
expressed using the magnitude of the gradient. The smoothness of gi(.) can be
modelled using many different probability distributions, e.g. Laplacian, Gaussian,
etc. By modelling the smoothness with a normal distribution we retrieve the ori-
ginal Mumford Shah piecewise smooth model [Mumford 89]. More specific, with
variance σ2s1, this results in the following prior:
p
G1
(g1(x)) =
1√
2piσ2s1
e
−|∇g1(x)|2
2σ2s1 . (5.2.13)
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This smoothness prior can then be incorporated in the MAP estimator, resulting in
the following likelihood:
log pG1 (g1(x)) pG2 (g2(x)) pF|U,G1,G2
(
f(x) | u(x), g1(x), g2(x)
)
= u(x)
(
−(f(x)− g1(x))2
2σ2i1
+ log
1
2piσi1σs1
)
+(1− u(x))
(
−(f(x)− g2(x))2
2σ2i2
+ log
1
2piσi2σs2
)
−|∇g1(x)|
2
2σ2s1
− |∇g2(x)|
2
2σ2s2
= u(x)
(
1
2σ2i2
(f(x)− g2(x))2 − 1
2σ2i1
(f(x)− g1(x))2
)
+u(x)
(
log
1
2piσi1σs1
− log 1
2piσi2σs2
)
+
(
|∇g2(x)|2
2σ2s2
− |∇g1(x)|
2
2σ2s1
)
+
1
2σ2i2
(f(x)− g2(x))2 + c, (5.2.14)
with c a constant independent of the smooth functions gi(.) and the characteristic
function u(.).
Texture based image models While the polynomial model of eq. (5.2.12) and
the smooth model of eq. (5.2.14) are well suited for segments that gradually change
in intensity, the model in eq. (5.2.9) is much more generic. The functions gi(.)
are not restricted to smooth functions, but can also correspond to the texture of
a segment. Several sparse representations have been proposed that model local
intensity variation, i.e. wavelets, steerable pyramids, shearlets, wave atoms, etc.
[Van de Wouwer 99, Rooms 05b, Demanet 07, Goossens 10, Goossens 13]. These
sparse transforms, S, typically correspond to an algebraicframe where a synthetic
texture image corresponds to a linear combination of the frame, i.e. gi(.) = S ti,
for a given ti. To prevent over-fitting, i.e. to prevent setting ti such that gi(.)
perfectly corresponds to the segment, noise inclusive, instead of only the texture
of the segment, an extra prior on ti should be incorporated. For many applications
the likelihood of the components of t is accurately modelled using a generalised
Laplacian distribution [Goossens 10, Aelterman 14]:
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p
Gi(.)
(gi(.)) =
∏
j
βij
2αijΓ(
1
βij
)
e
−
(
|ti[j]|
αij
)βij
, (5.2.15)
where j depicts the different functions of the frame S, while Γ(x) represents the
Gamma function, i.e. Γ(x) =
´∞
0
sx−1e−sds. Note that the parameters of the
generalised Laplacian can be different for each basis function of the frame. This
allows making textures with features at a specific scale or direction more or less
likely. Such a texture generation results in the following log likelihood:
p
G1(.)
(g1(.)) pG2(.)(g2(.)) log pF|U,G1,G2
(
f(x) | u(x), g1(x), g2(x)
)
= u(x)
(
1
2σ2t2
(f(x)− g2(x))2 − 1
2σ2t1
(f(x)− g1(x))2
)
(5.2.16)
+
∑
j
(( |t2[j]|
α2j
)β2j
−
( |t1[j]|
α1j
)β1j)
+u(x)
(
log
1√
2piσ2t1
− log 1√
2piσ2t2
)
+ c
= u(x)
(
1
2σ2t2
(f(x)− S t2)2 − 1
2σ2t1
(f(x)− S t1)2
)
+
∑
j
(( |t2[j]|
α2j
)β2j
−
( |t1[j]|
α1j
)β1j)
+u(x)
(
log
1√
2piσ2t1
− log 1√
2piσ2t2
)
+ c,
with c independent of u(.) or ti. This approach requires the actual generation
of g1(.) and g2(.), which can be computationally demanding. Since many of the
sparse texture representations correspond to a Parseval frame, this can also be eval-
uated in the transform domain:
log p
F|U
(
f(x) | u(x))
= u(x)
(
1
2σ2t2
((S−1f)(x)− µ2S)2 − 1
2σ2t1
((S−1f)(x)− µ1S)2
)
+u(x)
(
log
1√
2piσ2t1
− log 1√
2piσ2t2
)
+ c, (5.2.17)
with S−1 the inverse transform of S, i.e. S S−1 f(.) = f(.). This analysis ap-
proach can be generalised to other transforms, e.g. to non-linear or non-invertible
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transforms. This generalisation allows the use of many popular texture analysis
transforms such as local binary patterns, Gabor filters, patch statistics (e.g. en-
tropy and variance), principal curvature, intrinsic texture, morphological profiles,
similarity with training texture, etc. [Rubner 00, Paragios 02, Yu 05, Houhou 08,
Houhou 09, Babin 13b, Babin 13a, Orjuela-Vargas 14b, Orjuela-Vargas 14a]. Note
that many of these transforms are not monomorphisms, i.e. two different tex-
ture patches can have the same transform output. This however does not have
to be a drawback, as long as the texture of the foreground and the texture of the
background results in a different output. Fig. 5.10 shows an example of texture
transforms that are not monomorphisms. Fig. 5.10.B shows the entropy measured
in a window around each pixel. Note that many texture patches can result in the
same entropy, and that this transform cannot be inverted. However that does not
hamper its usability for the detection of cell nuclei, which shows different values
than the background. Fig. 5.10.C shows the result of a different popular texture
transform: filtering with a Gabor filter. The generalisation of texture transforms to
non monomorphisms results in the following log likelihood:
log p
F|U
(
f(x) | u(x))
= u(x)
(
1
2σ22
((T f)(x)− µ2T )2 − 1
2σ21
((T f)(x)− µ1T )2
)
+u(x)
(
log
1√
2piσ2i1
− log 1√
2piσ2i2
)
+ c, (5.2.18)
with T any specific texture transform. Note that some texture transforms are sensit-
ive to scaling, small translations, rotation, etc., whereas other transforms are robust
against (some of) these transformations. So extra care has to be taken in a suitable
choice for T . For a detailed discussion on texture transforms and their invariance
properties, we refer to [Orjuela-Vargas 13].
Dictionary based image models Similar to the texture models, the use of a lin-
ear combination of trained basis functions, i.e. a dictionary, is widely used for
different image processing tasks, e.g. denoising, face recognition, super resolu-
tion, etc. [Yang 10b, Yang 10a, Tosic 11, Zeyde 12]. Inspired by the successes in
these different applications, [Xia 12] proposed to define a foreground and back-
ground function, g1(.) and g2(.), as a linear combination of a set of dictionary
functions, i.e. g1(x) =
∑
j dj(x) t1[j]. These dictionary functions, dj(x), are
calculated from a training dataset and are typically application dependent. These
functions can either correspond to local intensity features such as edges or to local
recurring intensity patches from the training dataset. For a general overview on the
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Figure 5.10: An example of texture in a fluorescence microscopic image. A) the original
microscopic image, B) the entropy measured in a window around each pixel, C) the micro-
scopic image filtered with a Gabor filter.
use and training of dictionaries in image processing we refer to [Rubinstein 10].
To prevent over-fitting, [Xia 12] proposed to model the likelihood of a coefficient
of a specific dictionary function using a Laplacian distribution with mode zero.
This results in the following log-likelihood for the image model
p
G1(.)
(g1(.)) pG2(.)(g2(.)) log pF|U,G1,G2
(
f(x) | u(x), g1(x), g2(x)
)
= u(x)
(
1
2σ22
(
f(x)−
∑
i
di(x) t2[i]
)2
− 1
2σ21
(
f(x)−
∑
i
di(x) t1[i]
)2)
−|t2|
b2D
− |t1|
b1D
+ u(x)
(
log
1√
2piσ2i1
− log 1√
2piσ2i2
)
+ c, (5.2.19)
with di(.) the ith basis function of the dictionary and biD the diversity of the
Laplace distribution used to model p
Gi(.)
(gi(.)).
5.2.2 A probabilistic prior
A correct image model generally allows distinguishing segment pixels from back-
ground pixels. Under the influence of noise, clutter and blur, the image model
sometimes result in a similar likelihood for both segment and background. In such
a situation, the segmentation accuracy of the MAP estimator will significantly in-
crease if a proper prior is used, i.e. prior knowledge about the object that is to
be segmented. Literature contains an abundance of segmentation priors, ranging
from general-purpose priors to application specific shape priors, e.g. modelling
tree structures [Stuhmer 13], the area ratio between objects [Nieuwenhuis 13b],
the proximity of certain objects [Bergbauer 13], etc. In this section we will elabor-
ate on general-purpose priors, ranging from generic priors to full shape modelling
priors.
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5.2.2.1 Perimeter & area
While many shape priors exist for specific applications, simple but generic priors
often already result in accurate segmentation. Common generic shape priors use
the area, m1, and perimeter, m2, of the detected objects [Mumford 89, Chan 99].
For a continuous characteristic function, i.e. a binary function, these measure-
ments can respectively be expressed asm1(u(.)) = |u(.)| andm2(u(.)) = |∇u(.)|
(see [Evans 92] for more details). We propose to model the probability of the area-
perimeter of a segment using a generalised Laplacian, i.e.
p(mi(u(.))) =
βmi
2αmiΓ(
1
βmi
)
e
−
(
|mi(u(.))−µmi|
αmi
)βi
, (5.2.20)
with µ1 the expected area, µ2 the expected perimeter, and αmi, βmi trained fitting
parameters. For simplicity we assume that area and perimeter are independent of
each other. This results in the following segmentation prior:
log p(u(.)) = −
( | |u(.)| − µm1|
αm1
)βm1
+ log
(
βm1
2α1Γ(
1
βm1
)
)
(5.2.21)
−
( ||∇u(.)| − µm2|
αm2
)βm2
+ log
(
βm2
2αm2Γ(
1
βm2
)
)
.
Note that since u(x) is positive for all x that( | |u(.)| − µm1|
αm1
)βm1
=
( |u(.)− µm1|
αm1
)βm1
(5.2.22)
, which results in a convex function. However the term related to the total vari-
ation is not necessarily convex, depending on the actual parameters of the gener-
alised Laplacian. For βm1 and βm2 equal to 1, this prior corresponds to original
Mumford-Shah constraints [Mumford 89], while βm1 equal to 1, βm2 equal to 0
in combination with the piecewise constant Mumford-Shah image model (section
5.2.1.1) results in the convex active contour model from section 5.1.2.
5.2.2.2 Markov random fields
Note that if for a certain pixel, all its neighbours are classified as segment pixels,
that the pixel itself is likely a segment pixel as well. This concept can be fur-
ther generalised: the likelihood that a pixel belongs to the segment, depends on
the classification of the other pixels. This requires the modelling of correlation
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between pixels. To simplify this, a Markov assumption is often used, i.e. the as-
sumption that the likelihood of u(x) only depends on the likelihood of pixels in
the neighbourhood of that pixel, Ωx.
The exact definition of a neighbourhood can depend on the application, but a com-
mon definition results in all pixels within a predefined distance, r, i.e.
Ωx = {y ∈ Z2\x | ‖x− y‖ ≤ r}. (5.2.23)
Fig. 5.11.A shows an example of such a neighbourhood for r =
√
2. This defini-
tion of a neighbourhood allows us to formalise the Markov property:
p(u(x) | u(y)y∈Z2\x) = p(u(x) | u(y)y∈Ωx), (5.2.24)
i.e. knowing the perfect segmentation output of all pixels except for the pixel x,
gives no more information from knowing the segmentation output for all the pixels
in the neighbourhood, Ωx, with exception of x. Irrespective of which pixels belong
to a neighbourhood, it is also useful to define which pixels are direct neighbours,
i.e. which pixels are connected. The most common connectivities for two dimen-
sional images are the 4- and 8-connectivities. The direct neighbours for a pixel x,
i.e. the pixels that are connected to x, are defined as:
Θx = {y ∈ Z2 | ‖x− y‖1 = 1} (5.2.25)
for the 4-connectivity, and
Θx = {y ∈ Z2 | ‖x− y‖∞ = 1} (5.2.26)
for the 8-connectivity, with ‖.‖1 the l1 or Manhattan norm and ‖.‖∞ the l∞ or
supremum norm. Fig. 5.11.B shows the direct neighbours of the central pixel of
Fig. 5.11.A for both 4- and 8-connectivity.
A clique C of a neighbourhood, Ωx, is a subset of pixels in Ωx, such that C is
either a singleton, a pair direct neighbours or a collection of n direct neighbouring
pixels. The number of pixels within a clique, is called the order of the clique. The
set of all cliques, C is then defined as follows:
C = {y ∈ Ωx} (5.2.27)
∪ {(y1,y2) ∈ Ωx × Ωx | y1 ∈ Θy2}
∪ {(y1,y2,y3) ∈ Ω3x | y1 ∈ Θy2 , y2 ∈ Θy3}
∪ ...
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A B 
C 
Figure 5.11: A) An example of a neighbourhood, B) the direct neighbours of the central
pixel of the neighbourhood assuming 4-connectivity on the left, and 8-connectivity on the
right. C) The type of cliques up to order two for the neighbourhood of A. The grey cliques
correspond to 4-connectivity, whereas 8-connectivity contains both grey and white type of
cliques.
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According to the Hammersley-Clifford theorem [Clifford 90], the joint probability
of u(.), which is a global prior, can be expressed using only local clique potentials:
p(u(.)) =
1
α
e−
1
β
∑
c∈C Vc(u(.)), (5.2.28)
where α a normalising coefficient, β a parameter manipulating the kurtosis of
this Gibbs distribution, and Vc(.) represents the clique potential representing the
interaction of neighbouring labels over the clique. A simple example of a Markov
shape prior is the Potts model [Potts 52, Nieuwenhuis 13c], where only pairwise
cliques are considered and the clique potentials are defined as:
V (u(x), u(y)) =
{
γ if u(x) 6= u(y)
0 if u(x) = u(y)
. (5.2.29)
The use of other cliques and clique potentials has led to accurate segmentation
of anatomical structures [Despotovic 14], individual cell nuclei in microscopic
images [Nemeth 11], tree crowns in aerial images [Horvath 09], etc. For a more in
depth overview of the use of MRF in image processing we refer to [Li 09,Blake 11,
Ružic´ 14].
5.2.2.3 Shape descriptors
With the introduction of active contours with convex energies (sec. 5.1.2), the pro-
posed segmentation methods became invariant to the initialisation of u(.). How-
ever, in situations where a good initialisation is available, e.g. from a previous
frame in a video sequence, it is desirable to have a final segmentation similar to
the initialisation, even if this segmentation corresponds to a slightly lower likeli-
hood. The parametric active contours achieve this by optimising to local optima in
a non-convex energy function (see chapter 4 for more details). It is also possible to
achieve such a similarity with convex terms. The first step is to transform u(.) to a
small set of shape descriptors [Cremers 08,Klodt 13]. Especially linear transforms
are useful since they result in convex terms. Plenty of shape descriptors based
on linear transforms have been proposed in literature: eigenfaces, geometric mo-
ments, Zernike moments, Fourier-Mellin descriptors, etc. For a detailed overview
of shape descriptors we refer to chapter 8. For simplicity we assume that most
of the spatial correlation is removed by the shape transform, and as such that all
shape descriptors are uncorrelated. This allows the use of a generalised Laplacian
to model the shape prior, i.e.
p(u(.)) =
βs
2αsΓ(
1
βs
)
e
−
(
|Su(.)−µs|
αi
)βi
, (5.2.30)
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with S a shape transform of choice, βs > 1 the shape parameter of the general-
ised Laplacian distribution, αs the scale parameter and µs the expected values for
the shape descriptors, e.g. estimated from the segmentation result from previous
frames. As an example, consider the work of Klodt et al. [Klodt 11, Klodt 13],
where the geometric moments were used as a shape transform. In this case, mod-
elling only the geometric moments up to the second order, result in penalising
segmentation results that have not the same centroid, scale and orientation as a
certain input shape.
5.3 Optimisation
Several methods have been proposed to optimise geometric active contours
[Boyd 04, Chan 06, Bresson 07b, Yip 09, Goldstein 10, Chen 12]. Although these
methods all claim fast convergence, they have not been properly compared. In this
section we will first summarise some of these methods before experimentally eval-
uating the convergence and constraints of these methods. As a use case we will
optimise the popular constant Mumford-Shah model with perimeter regularisation,
i.e. we will optimise the convex energy defined in eq. (5.1.7).
5.3.1 Gradient descent
One of the simplest optimisation schemes minimises eq. (5.1.7) by solving the
following set of Euler-Lagrange equations using gradient descent:
∇ ·
( ∇u(w)
|∇u(w)|
)
− β r(w) = 0, (5.3.1)
with w a place vector, and r(w) = (f(w) − µ1)2 − (f(w) − µ2)2. In order
to constrain the solution of this equation to the interval [0, 1] a convex barrier or
potential function, b(.), is added as an extra term to eq. (5.1.7), i.e.
E[u(.)] = |∇u(.)|+ β〈u(.), r(.)〉+ b(u(.)). (5.3.2)
A wide variety of barrier functions have been proposed in literature, e.g. quad-
ratic, linear, Huber, Lipschitz functions etc. Fig. 5.12 shows four different barrier
functions for the interval [0, 1]. For a more extensive review on different barrier
functions, we refer to [Pock 10]. For this specific application, we use the piecewise
linear barrier function, since it was proven in [Chan 06] that this function enforces
u(w) ∈ [0, 1] exactly. And as can be seen in Fig. 5.12, this function does not
penalize or favour any value within [0, 1]. This piecewise linear barrier function
can be defined as
b(x) = max
(
0, 2 γ
∣∣∣x− 1
2
∣∣∣− 1), (5.3.3)
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Figure 5.12: Four different examples of a barrier function that can be used to keep optim-
isers within the interval [0, 1] [De Vylder 11a].
where γ is the maximum intensity of the image. Adding this penalty function to
eq. (5.3.1) results in the following gradient descent optimisation step:
u(k+1)(w) = u(k)(w) + δt φgd(u
(k)(w))− δt d b(u
(k)(w))
d u(k)(w)
, (5.3.4)
where δt is the stepsize, and
φgd(u
(k)(w)) =
∂
( ∂u(k)(w)
∂x
‖∇u(k)(w)+‖
)
∂x
+
∂
( ∂u(k)(w)
∂y
‖∇u(k)(w)+‖
)
∂y
− β r(w). (5.3.5)
Here  represents a small constant, added in order to compensate for the non-
differentiability of the total variation norm.
5.3.2 Newton-Raphson
A similar approach to solve the Euler-Lagrange equations in eq. (5.3.1) is done by
iteratively updating according to the Newton-Raphson optimisation scheme, i.e.
u(k+1)(w) = u(k)(w) +
φgd(u
(k)(w))
φnr(u(k)(w))
, (5.3.6)
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where φnr(.) is the derivative of φgd(.), i.e.
φnr(u
(k)(w)) =
dφgd(u
(k)(w))
d u(k)(w)
= 2
( −2
‖∇u(k)(w) + ‖ +
(∇ · u(k)(w))2
‖∇u(k)(w) + ‖3
)
.
The Newton-Raphson optimisation scheme should theoretically converge faster
than gradient descent, i.e. it has a quadratic convergence rate. In sec. 5.3.7 we
experimentally validate the actual convergence rate.
5.3.3 Line search
In the gradient descent method the variable u(w) is updated according to the gradi-
ent direction with a constant step size δt. A variation on this optimisation scheme
is given by a line search algorithm, where the updating direction is the same as
with gradient descent, but where the step size is variable. We propose a line search
like optimisation approach, where the step size is chosen such that the value of
u(w) ∈ {0, 1}. This is a reasonable assumption, since a thresholded version of an
optimal uˆ(w) is also optimal (see section 5.1.2 or [Bresson 07a]). So instead of
looking for an optimal uˆ(w) and then threshold it, we will immediately search for
a binary optimum. This is achieved by the following updating scheme:
u(k+1)(w) = u(k)(w) + φls(u
(k)(w)) sgn(φgd(u
(k)(w))), (5.3.7)
where φls(.) represents the step size, i.e.
φls(u
(k)(w)) =

0 if u(k)(w) = 0 and φgd(u(k)(w)) < 0
0 if u(k)(w) = 1 and φgd(u(k)(w)) > 0
1 otherwise.
(5.3.8)
This step size results in an optimisation step where u(k+1)(w) either keeps the
same value or where it switches its value. Assume for example that u(k)(w) = 0
and that the gradient of eq. (5.3.1) points in the direction of −∞, then u(k+1)(w)
will remain zero. If the gradient pointed in the direction of +∞ however, u(k+1)(w)
would switch to the value one. Note that this method is more a heuristic than a real
optimisation technique, i.e. there is no proof of convergence. In section 5.3.7 the
convergence results of this method will be tested and discussed.
5.3.4 Dual formulations
A different approach is proposed in [Bresson 07b, Yip 09]. The gradient-based
approaches typically require a small timestep in order to avoid numerical instabil-
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ity caused by the total variation norm. To circumvent this slow convergence, an
optimisation scheme is calculated based on a dual formulation of the total vari-
ation norm [Aujol 05]. Instead of optimising eq. (5.3.2) directly for u(.), an extra
function v(.) is introduced in the energy term, i.e. the following energy term is
optimised for u(.) and v(.):
E[u(.), v(.)] = |∇u(.)|+ β〈v(.), r(.)〉+ λ
2
‖u(.)− v(.)‖2 + b(v(.)), (5.3.9)
with b(.) the same barrier function as in subsection 5.3.1 and λ a weighting para-
meter, defining the influence of the similarity between u(.) and v(.). Due to the
convexity of the energy function, we can alternate between the following two op-
timisation problems:
arg min
u(.)
|∇u(.)|+ λ
2
‖u(.)− v(.)‖2 (5.3.10)
arg min
v(.)
β〈v(.), r(.)〉+ λ
2
‖u(.)− v(.)‖2 + b(v(.)). (5.3.11)
There are numerous generic optimisation methods for solving l1 − l2 equations
such as eq. (5.3.10) [Zibulevsky 10, Chambolle 11]. However, for this specific
equation more efficient methods can be used. It can be proven that u(k+1)(.) sat-
isfies the following optimality condition [Bresson 07b] :
u(k+1)(w) = v(k)(w)− 1
λ
∇ · p(w), (5.3.12)
where p(.) satisfies
∇( 1
λ
∇ · p(w)− v(k)(w))− |∇( 1
λ
∇ · p(w)− v(k)(w))| p(w) = 0. (5.3.13)
Given this set of equations, p(.) can be efficiently calculated using the following
fixed point algorithm [Aujol 05]:
p(0)(w) = (0, 0)
p(l+1)(w) =
p(l)(w) + δt∇(∇ · p(l)(w)− λv(k)(w))
1 + δt|∇(∇ · p(l)(w)− λv(k)(w))| .
Experiments show that a single iteration of this fixed point method already results
in good convergence properties for the optimisation of eq. (5.3.10) and by exten-
sion for the optimisation of eq. (5.3.9). The optimisation of v(.) in eq. (5.3.11) is
give by the following closed solution:
v(k+1)(w) = min
(
max
(
u(k+1)(w)− β
λ
r(w), 0
)
, 1
)
. (5.3.14)
For the proof of this closed solution, we refer to [Bresson 07b].
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5.3.5 Split alternating direction method of multipliers
A different optimisation method is the split alternating direction method of multi-
pliers optimisation (ADMM), which is similar to the augmented Lagrangian method
and is considered to be an efficient optimisation technique for solving l1 regular-
ised problems [Goldstein 09, Goldstein 10, Mao 10]. Similar to the optimisation
based on the dual formulation, the split ADMM method will "de-couple" the l1
norm and the inner product, by introducing a new function d(.) and by putting
constraints on this new variable. This results in the following optimisation prob-
lem:
E[u(.), d(.)] = |d(.)|+ β〈u(.), r(.)〉 such that d(.) = ∇u(.). (5.3.15)
This optimisation problem can be converted to an unconstrained problem by adding
a quadratic penalty function, i.e.
E[u(.), d(.)] = |d(.)|+ β〈u(.), r(.)〉+ λ
2
‖d(.)−∇u(.)‖2, (5.3.16)
where λ is a weighting parameter. Setting λ high introduces numerical instability,
whereas when λ is not high, the quadratic penalty function only approximates the
constraint d(.) = ∇u(.). This is typically overcome by using different λ for each
iteration. ADMM provides a different way of optimising 5.3.15, while enforcing
the constraint exactly in an efficient way [Goldstein 09]. In the ADMM technique
an extra function, b(k)(.) is subtracted from the penalty function. This results in
the following two unconstrained steps:
(u(k+1), d(k+1)) = arg min
u(k)(.),d(k)(.)
|d(k)(.)|+ β〈u(k)(.), r(.)〉 (5.3.17)
+
λ
2
‖d(k)(.)−∇u(k)(.)− b(k)(.)‖2
b(k+1)(.) = b(k)(.) +∇u(k+1)(.)− d(k+1)(.). (5.3.18)
The first step requires optimising for two different functions, u(.) and d(.). Since
the constrained optimisation step is convex, these optimal vectors can be calculated
by alternating between optimising eq. (5.3.18) for u(.) and optimising for d(.):
u(k+1)(.) = arg min
u(k)(.)
β〈u(k)(.), r(.)〉+ λ
2
‖d(k)(.)−∇u(k) − b(k)‖2
d(k+1)(.) = arg min
d(k)(.)
|d(k)(.)|+ λ
2
‖d(k)(.)−∇u(k+1) − b(k)‖2. (5.3.19)
The first problem can be optimised by solving a set of Euler-Lagrange equations.
For each element u(w) the following optimality condition should be satisfied:
∇2u(k)(w) = β
λ
r(w) +∇ · (d(k)(w)− b(k)(w)). (5.3.20)
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In [Goldstein 10] it was proposed to solve this linear system using the iterative
Gauss-Seidel method. However, in order to guarantee convergence of the Gauss-
Seidel method, the system matrix should be strictly diagonally dominant or should
be positive definite. Unfortunately neither is the case for eq. (5.3.20). Therefore
we will optimize eq. (5.3.20) using the iterative conjugate residual method, which
is a Krylov subspace method for which convergence is guaranteed if the system
matrix is Hermitian [Saad 03]. Experiments showed that due to the fact that this
system is not constrained to [0, 1], too many iterations of the conjugate residual
method results in numerical unstable solutions. In [Goldstein 10] it was observed
that the ADMM optimisation converges even with just an approximation of the
solution of the linear system in eq. (5.3.20). Therefore, we propose to use only
one iteration of the conjugate residual method. Using just one iteration gives a
reduced algorithm that needs less calculations and less memory:
c(w) =
β
λ
r(w) +∇ · (d(k)(w)− b(k)(w))−∇2u(k)(w)
α =
〈c(.), ∇2c(.)〉
〈∇2c(.), ∇2c(.)〉
u(k+1)u (w) = u
(k)(.)− αc(w).
The solution of this conjugate residual is unconstrained, i.e. u(k+1)u (w) does not
have to lie in the interval [0, 1]. Note that minimising eq. (5.3.19) for u(k+1)u (w),
is equivalent to minimising a quadratic function. If u(k+1)u (w) /∈ [0, 1] then the
constrained optimum is either 0 or 1, since a quadratic function is monotonic in
an interval which does not contain its extremum. So the constrained optimum is
given by:
u(k+1)(w) = max
(
min
(
u(k+1)u (w), 1
)
, 0
)
. (5.3.21)
In order to calculate an optimal d(k+1)(.) in eq. (5.3.19), a closed form solution
can be calculated using the shrinking operator, i.e.
d(k+1)(w) = shrink
(
∇u(k+1)u (w) + b(k)(w), λ
)
, (5.3.22)
where
shrink(τ, λ) =
{
0 if |τ | ≤ 1λ
τ − 1λ sgn(τ) otherwise.
(5.3.23)
5.3.6 Other methods
This enumeration of optimisation methods is obviously not exhaustive. Although
many other optimisation methods have been mentioned in literature, we will not
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discuss them in detail. We will however briefly give an overview of other groups
of optimisation approaches:
Graph based approaches: By representing the images as a graph where each
pixel corresponds to a node and the vertices connect neighbouring pixels,
segmentation is equivalent to partitioning the graph in order to minimise
an energy function. Literature reports on efficient partitioning algorithms,
such as graph-cuts, that result in good segmentation [Lempitsky 07, Vi-
cente 08, Despotovic 14]. For a comparison between graph-cuts optimisa-
tion and some of the optimisation methods discussed in this chapter, we refer
to [Bresson 09].
Primal-dual approaches: In these type of approaches, the original optimisation
problem (the primal problem) can be transformed to another optimisation
problem (the dual problem), where the optimal solution is equal for both
primal and dual problem. Typical dual problems are calculated based on
the Lagrangian or on the Legendre-Fengel transform. Efficient optimisation
is achieved by iteratively minimising the difference between the solution of
the primal problem and the solution of the dual problem, i.e. the so called
duality gap [Yip 09, Krishnan 07, Chambolle 11, Zhang 11].
Meta-heuristics: Techniques such as simulated annealing and swarm optimisa-
tion have successfully been used for the optimisation of geometric active
contours [Horvath 06, Horvath 09, Nemeth 11]. These are especially inte-
resting for non-convex energies, but their lack of guarantee of finding the
optimum makes them less desirable for active contours with convex energy
terms.
Hybrid methods: Although heuristical methods, such as simulated annealing or
the proposed line search method, lack theoretical convergence properties,
they do have their merit. In order to guarantee convergence to a global op-
timum, optimisation methods can be combined: first a heuristical approach
can be used to get a good approximation of the optimum, this approximation
can then be used as an initialisation for other optimisation methods.
For a more in depth discussion on optimisation we refer to [Boyd 04].
5.3.7 Experimental results
For the validation of the segmentation, a small dataset of 7 pictures was assembled.
These pictures come from different image modalities such as microscopy, photos,
ultrasound and MRI-scans. All these images have a dimension of 512×512 pixels.
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To compare the active contour result with ground truth segmentation, the Dice
coefficient is used (see Appendix B). Note that the Dice coefficient is a relative
measurement, i.e. the segmentation result is compared to ground truth. Ground
truth however is a relative concept. What is considered to be a foreground segment
for one application might be clutter for a different application. In this section we
will compare different optimisation methods, and thus focus on how the methods
converge to a certain segmentation result instead of focussing on the quality of the
actual MAP estimator. As such, we will compare the calculated active contour
with the optimal contour, i.e. the contour with minimal energy. Therefore, the
segmentation result is calculated using all optimisation methods described in this
section. The active contour which had the lowest energy after 300 iterations is
used as ground truth.
5.3.7.1 Convergence
As a first experiment, each method runs 300 iterations on the test dataset. After
each iteration, the Dice coefficient between the thresholded active contour and the
ground truth was calculated. The left part of Fig. 5.13 shows the average Dice coef-
ficient after each iteration for each method. As can be seen, the gradient descent
method is the slowest, this could be improved by changing the stepsize, although
this risks missing the actual optimum. All other methods converge fast during the
first few iterations, but then slow down. The right part of Fig. 5.13 shows a close up
of the left plot. The line search converges much faster during the first iteration than
other methods, but then starts oscillating, and never really converges. Optimisa-
tion based on the dual formulation of the TV-norm is the second fastest method and
does converge to a global optimum. Both the Newton-Raphson and the ADMM
method converge slower than previous mentioned methods. Neither reach the real
optimum due to numerical errors. In order to benefit from the fast start from the
line search like optimisation, we propose a hybrid optimisation with a single updat-
ing step based on line search and for all other iterations applying Newton-Raphson
iterations. This combined optimisation reaches the real optimum, while conver-
ging faster than all other methods.
Since a higher convergence rate not necessarily means faster optimisation, we sum-
marize some extra relevant measurements in Table 5.1. The second column of this
table contains the theoretical time complexity of a single iteration for each method.
In this setting we assume that an image has a dimension of n×m. The dual formu-
lation optimisation requires the calculation of the following images of size n×m:
the calculation of p(.), the calculation of u(.) and finally the calculation of v(.).
The ADMM method requires iterating 9 times over each pixel of an n×m image:
7 runs in the conjugate residual optimisation and two runs to update the functions
d(.) and b(.). The conjugate residual needs a single run to calculate the right side
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Figure 5.13: A comparison of the convergence of the Dice coefficient between ground truth
and the active contours, calculated using different methods. The methods used for the active
contour optimisation are: gradient descent, Newton-Raphson, line search, dual formulation,
ADMM and a combination of line search and Newton-Raphson. Below a close up of the
top graph is shown [De Vylder 11a].
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Table 5.1: A comparison of different optimisation methods.
method time (complexity) time (ms) memory
gradient descent O(n×m) 30.83 O(1)
Newton-Raphson O(n×m) 33.91 O(1)
Line search O(n×m) 25.79 O(1)
hybrid O(n×m) 32.49 O(1)
Dual formulation O(3× n×m) 33.80 O(3× n×m)
ADMM O(9× n×m) 60.09 O(7× n×m)
of the Euler-Lagrange equations, two runs to calculate a Laplacian, one run to cal-
culate the residuals, two runs to calculate an inner product and finally a single run
to update u(.).
The third column of Table 5.1 contains the average time to calculate a single itera-
tion of a 512× 512 image.1 The ADMM has the highest computational cost, as in
correspondence with the theoretical complexity of the method. All other methods
result in a similar computational time, although the line search method is slightly
fastest to calculate. The last column summarizes the memory required for each
method. We have omitted the memory needed to store the input image and the
actual segmentation u(k)(.), since this is the same for each method. Only the dual
formulation method and the ADMM method require more memory to store extra
variables. The dual formulation method needs to store v(.) and p(.), v(.) has the
same size as the image, whereas p(.) is twice as big as the image. For the ADMM
the extra functions d(.) and b(.) have to be stored, each twice the size of the im-
age. The conjugate residual method, needed for the optimisation of the ADMM
method, requires three times the amount of memory to store the image. This is
needed to store the residuals, the Laplacian of the contour itself and the Laplacian
of the residuals. The Laplacians could be recalculated, instead of stored, but such
an implementation would lead to slower iterations.
5.3.7.2 Scalability
To test the scalability of the different optimisation algorithms, the average calcu-
lation time of a single iteration was measured for images of different sizes. These
images have a dimension of N × N where N = 27, 28, ..., 212. Fig. 5.14 shows
the results of these time measurements. The ADMM is generally slower than
the other methods. The line search method remains the fastest to calculate, in-
dependent of the image size. The combination of the line search method and the
Newton-Raphson method is slower than optimisation only based on the line search
1All methods were implemented in C and run on an Intel i7 Q720 1.6 GHz CPU with 4GB RAM.
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Figure 5.14: The time needed to calculate a single optimisation iteration, depending on the
image size. The images have dimension N ×N .
scheme, but is still faster to calculate than the other discussed methods. Aside from
computational speed, the memory requirements are an extra factor determining the
scalability. Although the dual formulation method is reasonably fast for large 2D
images, e.g. images of 4096× 4096 pixels, it does require three times the amount
of memory needed by the gradient-based methods. This memory constraint will
hamper the method for even bigger datasets, e.g. for segmentation of 3D images
or for high resolution images such as from ultra structures images with scanning
electron microscopy (SEM), e.g. images up to 32K × 32K.
5.3.7.3 Robustness to noise
The experiments in subsection 5.3.7.2 are all done using the same parameters. Al-
though the measurements are done on different types of images, e.g. microscopy,
photos, etc., these measurements say little on the influence of noise or on the influ-
ence of the regularisation term. To test these influences, we added white Gaussian
noise to the images (σ2 = 2.56, for images with an intensity between 0 and 355).
The active contours were optimised with a small weight for the data fit term, i.e.
β = 0.0001 in eq. (5.1.9), thus emphasising the influence of the total variation
regularisation term. A new set of ground truth images was calculated for these
noisy images. Fig. 5.15 shows the results of the convergence measured with the
Dice coefficient. Just as with the non-noisy images, both the dual formulation
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Figure 5.15: A comparison of the convergence of the active contours for noisy images with
stronger regularisation. The Dice coefficient between ground truth and the active contours
are plotted for each iterations step. The methods used for the active contour optimisation
are: gradient descent, Newton-Raphson, line search, dual formulation, ADMM and a hybrid
method combining line search and Newton-Raphson.
optimisation and the hybrid method combining line search and Newton-Raphson
result in the best convergence. The convergence of the ADMM method clearly
varies depending on the optimisation parameter λ. Note that both λ values resul-
ted in reasonable convergence in subsection 5.3.7.2, while λ = 1.1 results in poor
convergence on noisy images. So in order to have good convergence, the ADMM
optimisation strongly depends on proper parameter tuning for each different ap-
plication or image dataset.
5.4 Conclusion
This chapter discussed image segmentation using geometric active contours. It
describes the background on implicit contour representation, e.g. using level-sets
and characteristic functions, and how these representations can lead to active con-
tours with convex energy terms. We proposed a new probabilistic interpretation to
the active contour framework, which represent active contour segmentation as an
inverse problem. In contrast to other geometric active contour formulations, the
proposed method relies on probability theory, instead of ad hoc weight settings to
tune the segmentation method for a specific application. We show that many state-
of-the-art segmentation methods can be derived from this framework by assuming
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certain probability distributions, e.g. the active contours without edges [Chan 06],
smooth Mumford-Shah segmentation [Bresson 07b], texture based geometric act-
ive contours [Paragios 02], dictionary based active contours [Xia 12], statistical
shape prior segmentation [Pock 10], etc. The proposed probabilistic framework
justifies why for certain applications geometric active contours reported such ac-
curate segmentation results. Furthermore we showed that the proposed model is
more general than the conventional energy based active contours:
• The segmented objects do not require having the same foreground and back-
ground image models (see Fig. 5.4 for a clear example)
• New image models can also fit in this framework, e.g. polynomial image
models, or local features such as generalised profiling [Babin 13b]. In con-
trast to [Deboeverie 13a], the proposed framework not only relies on the
image model for accurate segmentation, but also incorporates prior inform-
ation on the shape of the segment.
Finally we elaborately discussed several optimisation methods. For the first time,
these methods where experimentally validated and compared for the segmentation
of both regular as noisy images. A hybrid combination of heuristical optimisation
and Newton-Raphson converges significantly faster than state-of-the-art optimisa-
tion methods, while taking less time to calculate a single iteration than most meth-
ods, e.g. the popular ADMM. This hybrid approach also needs significantly less
memory than other state-of-the-art-methods, e.g. the dual formulation method.
The work discussed in this chapter is published in a number of international confer-
ence proceedings [De Vylder 10g, De Vylder 11a, De Vylder 11g, De Vylder 11b,
De Vylder 12a, De Vylder 12e, De Vylder 14c], in a peer reviewed journal public-
ation [De Vylder 13a] and in a journal publication in preparation [De Vylder 14a].
6
Detection and segmentation of cell
nuclei
Chapters 4 and 5 mainly focused on generic segmentation techniques, often re-
stricting the output to a limiting number of classes, e.g. foreground and back-
ground or a specific leave. For many biological applications, the number of objects
in the image is unknown. Hence, different segmentation strategies are required.
Such an application is the segmentation of cell nuclei. In this chapter we will
discuss different strategies to segment nuclei in fluorescence microscopic images.
We chose this application because the importance of cell nuclei in modern day
research can hardly be overestimated [Skloot 10, Meijering 12].
The nucleus is an organelle in eukaryotic cells, which make up the tissues in an-
imals. It contains most of the cell’s genetic material in combination with a wide
variety of proteins able to regulate gene expression. As such, it can be seen as
the central hub of the cell, containing all information to form and maintain life.
The genetic material and proteins are enclosed by the nuclear membrane, which
separates the nucleus from the rest of the cell. The organization of DNA within
the nucleus, allows for easy visualization by staining the DNA using a fluorescent
protein or an organic dye. This has the benefit that the visualization is independent
of cell type and invariant to specific gene mutations, in contrast to lamina based
visualization. Given the vital function of cell nuclei in combination with their easy
visualization, they are extensively studied objects for a wide range of applications:
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Kinetic analysis of organisms By tracking cell nuclei over time, it is possible to
study the evolution of organs, tumours and even full organisms over time.
This can be useful for the study of dynamic processes, such as the devel-
opment of an embryo [Keller 08, Keller 10], or for the analysis of growth
under specific conditions, e.g. for the purpose of genetic engineering or
for measuring the influence of specific stress factors on specific pheno-
types [Chen 06, Quelhas 10b, Dhondt 12a]. Note that this analysis is on
a cellular level, which holds much more information than monitoring using
macroscopic modalities such as VIS imaging or ultra-sound.
Forensic investigations A cell nucleus is an important marker for offender iden-
tification, since the cell nucleus contains DNA. Specially for DNA identi-
fication in sexual assault cases, cell nuclei detection has proven its merit
[Vandewoestyne 09a, Vandewoestyne 09b]. In these situations either a spe-
cial type of cell nucleus, e.g. from a sperm cell, or a nucleus tagged using a
special marker which only targets male cells has to be detected.
Study of nuclear pathologies The nuclear membrane is supported by a fibril-
lar network, the nuclear lamina. Genetic mutations influencing this nuclear
lamina result in deviations in the nuclear architecture. These pathologies
result in nuclei with aberrant shapes and appearance, which are related to
diseases such as muscular dystrophies, lipid dystrophies, neuropathies and
premature ageing syndromes [De Vos 10a]. Analysis of these pathological
nuclei can result in a better understanding of these diseases or could serve
for diagnostic purposes.
Pharmaceutical research In the case of pharmaceutics, automatic detection of
specific cell types in the blood can shed light on the potential role of these
cells in specific diseases [Merchant 02,Lepez 11]. An example of this is the
amount of fetal microchimeric cells (i.e. cells that originate from a different
individual) in the maternal circulation, which relate to thyroid disease, an
autoimmune disease. However, it is very labour-intensive to locate one or
more cells of a specific phenotype in a population of millions of regular
cells. Staining the nuclei of the specific target phenotypes using fluorescent
dyes can facilitate the detection of target cells.
This brief list is not exhaustive, but clearly illustrates the versatility in applications.
Due to the biological importance of cell nuclei, several automated detection meth-
ods have been proposed in the past. Although the visualization is independent of
the cell type, this does not mean that the intrinsic properties do not differ between
cell types. As a consequence, different cell types result in different appearance and
organization of cell nuclei. Due to this variability, there exists no golden standard
segmentation method, instead the optimal segmentation technique depends on the
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application. Cell nuclei segmentation methods can generally be categorized into
two groups: edge based and intensity based. The first group starts by detecting
edges and fits a specific shape model to them [Li 08, Gladilin 08, Gudla 08, Quel-
has 10a, Tabus 10]. Both the use of binary edge detectors and edge strength maps
have been proposed. The performance of these methods strongly depends on the
quality of the edge maps, which is not always sufficient to detect individual nuclei
in case of densely clustered nuclei. The second group first segments any fluor-
escent staining from the background. In contrast to isolated nuclei which can be
detected using connected component labelling, detection of an individual nucleus
in a cluster of touching nuclei requires an extra step. This is mainly done by
requiring the detected segments of the cell nuclei to have a convex shape [Selin-
ummi 05, Chen 06, Cloppet 08a, Cloppet 10, Kamentsky 11]. A different approach
to split the nuclei clusters is by using prior knowledge from different channels,
e.g. by segmenting cell walls or cytoplasm together with the assumption that each
cell can only contain a single nucleus [Quelhas 10a, Pound 12]. However, this ap-
proach limits the application area since multiple stainings are necessary. Moreover,
the methodology was only validated for specific cell networks.
For some applications it might not be necessary to analyse each individual nucleus,
instead focusing on the statistics of a group of nuclei. In such a case, a confidence
measure can be assigned to each detected nucleus, which then can be used to dis-
card “unreliable” image segments and only analyse “reliable” nuclei detections.
This however has the risk of rejecting specific sub-populations of cells or specific
phenotypes [Ochoa Donoso 10, De Vos 10b]. So even in these situations, robust
and accurate segmentation is still desirable.
As already mentioned, the appearance and organization of cell nuclei can be very
different depending on the application, thus requiring different segmentation al-
gorithms. In this chapter we will discus several segmentation strategies starting
from different use cases. In the next section we will discuss two use cases where
edges are the prominent feature used to segment individual cell nuclei. Section 6.2
discusses several methods focussing on intensity as salient feature. Three different
use cases are discussed, showing common challenges such as non-uniform light-
ing, or the forming of dense clusters of nuclei both in 2D and 3D images. Section
6.3 concludes and gives a summary of the most important contributions discussed
in this chapter.
6.1 Edge based nuclei detection
By dyeing the DNA or lamina using a fluorescent marker, a clear, but non uni-
form intensity is achieved. Since the density of both DNA and lamina is related
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to the size of the nucleus, the intensity of the nuclei changes as the size of the
nucleus changes during mitosis. To avoid this intensity variability, the use of more
robust and stable features is preferred. Many different features have been pro-
posed in state-of-the-art-methods, e.g. texture, concavity, etc., but specially the
use of edges has been promoted in literature [Lin 03, Gudla 08, Yap 08, Sun 09,
Hukkanen 10, Brullmann 12, Cattrysse 13]. These edge based methods consist of
two independent steps: edge detection and fitting a model or template to the found
edges. In this section we will describe two different approaches to edge based
segmentation: the first assumes binary edge maps, i.e. a pixel belongs to an edge,
or it doesn’t, while the second approach calculates a measure of edge evidence for
each pixel. Both approaches will be described on different use cases.
6.1.1 Use case: fibroblast nuclei
Fibroblasts are the most common cells of connective tissue in animals. They can
be easily cultured and as such can be used to study the subcellular protein loca-
tions or the influence of external stress, such as radiation [Dieriks 09, De Vos 10b,
Dieriks 10]. These studies can be related to cellular condition and by extension, to
human health [Giuliano 09]. Normal, healthy fibroblast cell nuclei can be visual-
ized by tagging the lamina using a fluorescent protein, resulting in good contrast
images with clear edges. This advocates the use of edge based segmentation.
These methods typically start by detecting edges in the image. The most common
approach to do this, is to apply a first-order difference operator as the estimation
of the image gradient. Different linear filters can be used for this, e.g. Sobel, Pre-
wit, Roberts’ cross, etc., however these different linear operators do not result in
spectacularly different edge detection results. Better results have been achieved
using more complex edge indicators, e.g. based on local variance or multi-scale
analysis [Lindeberg 98, De Vylder 10g]. However all these methods result in a
similar output, i.e. a vector with all elements corresponding to the edge strength
in a specific direction. The magnitude of this edge indicator vector is binarized
using thresholding. Hysteresis thresholding has been proven useful in the envis-
aged application: it allows to remove small edges due to clutter and noise, while
still resulting in long connected edges, even at locations where edges are slightly
blurred [Canny 86]. Using morphological operators, the found edges are thinned
to a line of one pixel width.
Using these edges, the location of individual nuclei borders is calculated. Note that
edge segments can belong to multiple nuclei. Hence a shape model is required to
detect individual nuclei. This shape model has to be fitted onto a part of the edges.
This can either be done by intelligently scanning the parameter-space of the shape
model, e.g. using a Hough-like transform, or by subsampling the edges, such that
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Figure 6.1: An example of a binary edge based segmentation result in combination with an
elliptical shape model.
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all samples presumably correspond to a single nucleus and then fitting the shape
model to these samples. This second approach can be achieved using both an
edges splitting strategy or by a RANSAC like strategy [Fischler 81, Hukkanen 10,
Deboeverie 10].
The accuracy of these methods depends on a number of factors: the quality of
the edge map, the shape prior; typically an elliptical nucleus is expected, which is
sometimes too restrictive; the ability to subsample edge points from a single nuc-
leus, etc. Even with these constraints, these methods have reported good results for
specific applications. In Fig. 6.1 an example of a binary edge based segmentation
is shown. As can be seen are most nuclei correctly detected. However in some
locations the method gives erroneous results, this is mainly due to the use of edge
segments that are part of multiple nuclei.
6.1.2 Use case: Hybridoma
Another interesting pharmaceutical application is the production of antibodies.
Antibodies are a crucial part of the immune system. They have been proven
useful both for diagnostic and for therapeutic purposes, e.g. in pregnancy tests
[Chard 92], immunotherapy [Weiner 10], the diagnosis of tumours [Schrama 06]
and auto immune diseases [Campbell 11], etc. These antibodies are typically pro-
duced using hybridoma technology: cells with the right antibodies, hybridomas in
this situation, are selected and cloned. After culturing the hybridomas, the cells
are tested for the secretion of the right antibodies. This procedure suffers from a
number of drawbacks. Firstly, the screening and cloning are labour intensive and
time consuming steps, resulting in a high production cost. A second drawback is
that due to erroneous selection, cells lacking the correct immuno properties can
survive the culturing, resulting in false positives in screening arrays. By carefully
selecting only the hybridomas that produce the right antibodies, before culturing
them, the process would be much more efficient both in time and in cost. This
requires the screening of large populations of cells for the few cells with the right
properties. This however is only feasible if the cells can be analysed automatically
and preferably with a high throughput.
The previous proposed segmentation method is useful for images with clear, in
focus edges, e.g. by tagging the lamina (the nuclear membrane). The segmentation
accuracy depends on the ability to extract the edges. For nuclear studies based on
DNA staining, the edges can be less clear due to blur or non uniform staining. By
binarizing the edge evidence map, potentially interesting information is lost, e.g.
the presence of an intensity difference between two pixels. To compensate for this
information loss, a restrictive shape model is used to calculate the nuclear borders.
In [Li 07b, Li 08] a segmentation approach was proposed that does not require
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a binary edge map, but instead works on continuously valued edge maps, thus
avoiding the drawbacks of binarisation. This method is inspired by the parametric
active contour framework (see chapter 4), but rather than displacing contour points
according to a force, a seed point for each pixel is displaced. All pixels whose seed
point converges to the same end location are considered to belong to the same
segment. A force based on the gradient vector flow (GVF) (see sec. 4.1.2 for more
details) has shown to result in proper nuclei segmentation [Li 07b]. Instead of
using the GVF-force itself, the force field is inverted. So instead of having a force
towards edges, the force points away from edges. An example of this is shown in
Fig. 6.2, where the force field is shown in red. Seeds moved under the influence of
this force converge to stable locations, i.e. a locations where no force is active on
the seed. All seeds moving towards the same stable location are part of the same
segment. Such stable location either correspond to the centroid of a nucleus or to
a region between two nuclei. Based on intensity or on the size of the segment, it is
rather straightforward to distinguish if a stable location corresponds to a nucleus or
to background. Such stable locations corresponding to a nucleus are called sinks,
and are marked in green in the figure.
6.1.2.1 Edge propagation
Although this force field has been proven useful, it comes at a cost: the GVF
force is defined as the solution of a partial deferential equation that is solved by
iteratively optimizing of the complete force field. Solving this partial differential
equation is both memory and time consuming. More computational efficient force
fields have been proposed for parametric active contours, see section 4.5, however
even with an efficient force field, this method is less suited for high-throughput
segmentation. Aside from the calculation of the force, another computationally
expensive step is required: all seeds have to be iteratively displaced according to
the force field. In the remaining of this section, we propose a similar approach,
but instead of using forces we will use an energy based on feature propagation
(fp). This energy is computationally efficient to calculate and does not require an
iterative updating of seeds.
To achieve this, we start from a feature function f(x, y), e.g. the magnitude of the
gradient of an image, where the feature map expresses how much evidence there is
that there is an edge at pixel (x, y). The goal is to create an energy map, gfp(x, y),
such that edge evidence is highest at the edge itself and gradually decreases fur-
ther away from the edge. The main idea is to propagate strong edge evidence
at a certain pixel to its neighbouring pixels with lower edge evidence. This step
propagates edge evidence to direct neighbours. This can be efficiently done using
the following dual scan line algorithm:
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Figure 6.2: An example of the inverse gradient vector flow. The force points outwards the
nuclear boundaries. Points where the force is zero, i.e. where opposing forces neutralize
each other are shown in green. These so called sinks typically correspond to the centroid of
an individual nucleus.
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Figure 6.3: (a) An example of processed neighbourhoods used by 2D feature propagation.
The red one is used in the first run, the green neighbourhood is used for the second run. (b)
The first run neighbourhood for 3D segmentation [De Vylder 11e].
1. In order to initialise our scanning algorithm, set the energy values for the first
row and for pixel (2, 1) equal to zero, i.e. gfp(1, y) = 0 and gfp(2, 1) = 0.
2. Scan the feature map row by row from top to bottom
3. In each row, the pixels are scanned from left to right
4. We first define the neighbourhood function n(x, y, i), which returns neigh-
bouring pixel locations that are already processed according to the scan line
order, i.e.
n(x, y, i) =

(x, y − 1) if i = 1
(x− 1, y − 1) if i = 2
(x− 1, y) if i = 3
(x− 1, y + 1) if i = 4
. (6.1.1)
Fig. 6.3(a) shows the already processed neighbour pixels for p in pink. Us-
ing this neighbourhood function, we can calculate the energy value for pixel
(x, y) as follows:
gfp(x, y) = max
{
maxi γ gfp(n(x, y, i))
f(x, y),
(6.1.2)
where γ ∈ [0, 1] is a weighting coefficient, which determines the speed at
which feature evidence decreases. Note that all pixels of gfp(n(x, y, i)) are
already processed in previous steps, due to the scanning order. This energy
map propagates feature evidence of a pixel beyond its direct neighbours in
the scanning direction.
This algorithm propagates feature evidence from top to bottom and from left to
right of the image. Repeating the algorithm in the opposite scanning direction,
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propagates the feature evidence in the remaining directions. In this second run, the
neighbourhood function is defined as
n′(x, y, i) =

(x, y + 1) if i = 1
(x+ 1, y + 1) if i = 2
(x+ 1, y) if i = 3
(x+ 1, y − 1) if i = 4
. (6.1.3)
This new neighbourhood is shown in dark green in Fig. 6.3(a). The proposed
energy map has the property that feature evidence gradually decreases. This has
the advantage that if there is a small place where the evidence is less pronounced,
e.g. due to blur, it is strengthened by its neighbouring evidence. The proposed
energy map is robust against noise since the propagated edge evidence is generally
more pronounced than the weak gradients due to noise.
Note that this technique of evidence propagation is easily extended to 3D. The
already processed neighbourhood would then involve the previous processed slice
as well, i.e.
n(x, y, z, i) =

(x, y − 1, z) if i = 1
(x− 1, y − 1, z) if i = 2
(x− 1, y, z) if i = 3
(x− 1, y + 1, z) if i = 4
(x− 1, y − 1, z − 1) if i = 5
(x− 1, y, z − 1) if i = 6
(x− 1, y + 1, z − 1) if i = 7
(x, y − 1, z − 1) if i = 8
(x, y, z − 1) if i = 9
(x, y + 1, z − 1) if i = 10
(x+ 1, y − 1, z − 1) if i = 11
(x+ 1, y, z − 1) if i = 12
(x+ 1, y + 1, z − 1) if i = 13
(6.1.4)
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n′(x, y, z, i) =

(x, y + 1, z) if i = 1
(x+ 1, y + 1, z) if i = 2
(x+ 1, y, z) if i = 3
(x+ 1, y − 1, z) if i = 4
(x− 1, y − 1, z + 1) if i = 5
(x− 1, y, z + 1) if i = 6
(x− 1, y + 1, z + 1) if i = 7
(x, y − 1, z + 1) if i = 8
(x, y, z + 1) if i = 9
(x, y + 1, z + 1) if i = 10
(x+ 1, y − 1, z + 1) if i = 11
(x+ 1, y, z + 1) if i = 12
(x+ 1, y + 1, z + 1) if i = 13
(6.1.5)
An illustration of such a 3D neighbourhood is shown in Fig.6.3(b). It might be
necessary to adjust the algorithm in order to cope with the significant difference
between the resolution in the focal plane and the resolution in the z-axis. This
can easily be achieved by using different weighting parameters γi in eq. (6.1.2),
depending if the neighbouring pixel i is in the same plane or in the previous pro-
cessed plane.
6.1.2.2 Nuclei segmentation
The original continuous edge based segmentation methods use a force field instead
of an energy field [Li 07b, Li 08]. While edge based forces with better computa-
tional efficiency than the GVF force have been studied, see section 4.1.2, the actual
segmentation, i.e. displacing seed-points until a stable location is reached, remains
a computationally demanding task. The proposed energy field does not suffer this
burden, since it can easily be segmented directly using the watershed algorithm,
which is discussed in 3.2.3. Computationally efficient watershed algorithms have
been reported in [De Smet 00,De Bock 07], these are efficient both in the sense of
processing time and in the sense of memory requirements.
Although the proposed feature propagation method is robust to noise there is still a
risk of over-segmentation, mainly with elongated elliptical nuclei. This can how-
ever easily be solved using region merging. For each segment it is calculated how
much it would cost to merge the segment with a neighbouring segment. As the
merging cost criterion, we propose the minimum value of the energy field along
the border between both segments. Neighbouring segments with a merging cost
below a certain threshold are merged. Both the calculation of the merging costs
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between segments as the merging itself can be done efficiently using the data-
structures proposed in [De Bock 06b].
This segmentation approach partitions the image in segments. The average seg-
ment intensity is compared with a threshold in order to discriminate between nuc-
lei segments and background segments. For the selection of an optimal threshold
value, we refer to [Sezgin 04].
6.1.2.3 Experimental results
As a first validation of the proposed method, a synthetic data set is analysed
[Ruusuvuori 08]. These synthetic images were proposed as a common bench-
mark for nuclei segmentation and detection. The synthetic images show the same
intrinsic properties as real microscopic images of cell nuclei: blurred nuclei, non
uniform intensity within a nucleus, touching nuclei, non uniform background, etc.
Fig. 6.4(A) shows an example of such a synthetic raw image. Fig.6.4(B) shows the
edge map of the simulated micrograph. Fig. 6.4(C) shows the energy map, i.e. the
propagated edge map. Fig. 6.4(D) shows the centroids of the found segments, i.e.
the detected nuclei. As can be seen, both isolated and clustered nuclei are correctly
detected.
A second experiment was done using real 2D microscopic images of hybridomas
(see appendix A). These images have a resolution of 1344× 1024 pixels and con-
tain on average 153 cell nuclei per image. Ground truth was acquired by us by
manually annotating the nuclei.
The results of nuclei detection in both synthetic images as in real images are sum-
marized in Table 6.1. The first two rows display the ground truth, i.e. respectively
the number of images in the data set and the number of nuclei shown in the data set.
The next two rows list the number of nuclei detected by the proposed algorithm,
i.e. respectively the number of nuclei counted in the full data sets and the max-
imum difference between the amount of nuclei visible in the image and the amount
of nuclei found in the image. The last two rows show the precision and recall of
the full data set (see appendix B).
The proposed method is inspired by the method defined in [Li 08]. This method
in [Li 08] consists of two steps: calculating a force field and then segmenting
the image based on this force field. The use of a GVF force was proposed and
validated. The calculation of the GVF field requires the optimization of a partial
differential equation, which needs O(N2) operations for a single iteration for a
square image with dimension N ×N . The number of required iterations depends
on the nucleus size. Assuming that the maximum diameter of a nucleus is defined
as 2M , M iterations are generally needed to calculate a useful force field [Li 07a].
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(A) a simulated micrograph (B) the edge map
(C) the propagated energy map (D) cell nuclei detection
Figure 6.4: An example of a simulated micrograph and the different steps used for the
detection of the individual nuclei [De Vylder 11e].
simulation hybridomas
# images 20 4
# nuclei 6000 612
total count 6006 643
max error 3 11
precision 0.996 0.933
recall 0.996 0.982
Table 6.1: Nuclei detection results for both simulated data and real 2D microscopic images.
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So the GVF-approach has an O(MN2) complexity. Other, computational less de-
manding force fields have been proposed in literature, e.g. vector field convolution
(VFC) [Li 07a, Wang 08]. These convolution based force fields have a complexity
ofO(N2 logN2), which is determined by the complexity of the 2D FFT and IFFT
algorithms used. Our proposed scanning algorithm recalculates the value of each
pixel twice, resulting in an O(N2) algorithm. The proposed method has not only
a low processing time, but also uses less memory. Only the current row/slice and
the previous row/slice need to be stored in memory.
After calculating a force or energy, the nuclei still need to be segmented. This is
generally done by following the force field towards sinks [Li 07b, Li 08]. This
has to be done for each pixel. In the worst case a seed has to be displaced M
times, i.e. the maximum radius from a nucleus. This results in an algorithmic
complexity of O(MN2). In this section we have proposed to use an energy
field instead of a force field. This simplifies the detection, since nuclei corres-
pond with local minima in the energy field. These can easily be found using
a watershed algorithm. There exist memory and computational efficient imple-
mentations of the watershed algorithm, resulting in a computational complexity of
O(N2) [De Bock 05, De Bock 07]. The proposed method is linear in complexity,
and is as such a good candidate for high throughput analysis.
6.2 Intensity based nuclei detection
To overcome the limitations of edge based segmentation, numerous methods have
favoured intensity as a discriminant feature instead of edges [Carpenter 06,Chen 06,
Lamprecht 07, Rohde 08, Yan 08, Keller 08, Cloppet 08b, Gudla 08, Meyer 09,
Harder 09, Al-Kofahi 10, Nemeth 11, Pound 12, Hodneland 13]. While intensity
is a common feature used by many different methods, these methods differ either
in the way that they exploit the intensity, or in the way that they distinguish in-
dividual nuclei. An optimal segmentation method should take into account all
intrinsic sample properties, such as the appearance, shape, the configuration of
the nuclei, etc. These properties depend on the cell culture and on the acquisition
method, e.g. in vivo, in situ or in vitro. Within this section we will elaborate on
three different segmentation methods starting from specific use cases where nuclei
analysis is important. The first method is developed to cope with varying intensity
of nuclei, the second method will tackle dense nuclei clusters in 3D data sets and
the final method will handle the problem of clustered nuclei in 2D images.
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Figure 6.5: On the left a close up from a single nucleus is shown, the right depicts the linear
filter used to normalize the image.
6.2.1 Use case: embryonic cell nuclei
The study of early organ development and embryogenesis is specially interesting
at a cellular level. Such a cellular analysis comprises cellular displacements, cell
division, morphogenetic analysis, local activity, etc. Both single organs and small
models systems such as C. elegans have been reconstructed based on nuclei track-
ing [Lemaire 06, Rembold 06, Megason 07]. However the reconstruction of more
complex vertebrate embryos poses a number of technical challenges. One of the
major challenges is that analysis algorithms have to scale to large data: C. eleg-
ans embryogenesis requires the analysis of less than 700 nuclei, while an 18h old
zebrafish embryo contains approximately 16000 nuclei. Due to the high nuclear
mobility, a high temporal resolution is needed as well, i.e. up to one 3D image
every 90s. Finally the central yolk forms an extra challenge. This yolk is opaque
at the wavelengths used for both illumination and emission in fluorescence micro-
scopy, thus partially obstructs the visualization of cell nuclei [Keller 08,Keller 10].
6.2.1.1 Local intensity
The nucleus intensity varies locally due to partial obstruction of light by the central
yolk cell, as can be seen in Fig. 6.6.A. This intensity variability severely hampers
intensity based segmentation methods. To overcome this challenge we propose
to transform the intensity of a pixel based on the intensity of a predefined neigh-
bourhood of that pixel. In concreto we attempt to take the difference between the
intensity at a pixel and the average intensity of the background in the vicinity of
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the pixel. To make the method more robust against noise, we propose to not use the
intensity at the pixel, but the average of a small neighbourhood around the pixel.
This result in the following transform:
g(x) =
1
#Ωx
∑
y∈Ωx
f(y)− 1
#Θx
∑
z∈Θx
f(z), (6.2.1)
where # represents the cardinality of a set, Ωx corresponds to the small neigh-
bourhood around x, and Θx represents a set of background pixels in the vicinity
of x. In Fig. 6.5.B an example of such a neighbourhoods is shown. In dark gray,
the foreground neighbourhood, corresponding to Ωx, is shown, whereas the back-
ground pixels, Θx, correspond to a ring surrounding a nucleus, shown in light gray.
The foreground region is chosen in such a manner, that when x corresponds to the
centroid of a nucleus, that all pixels in Ωx belong to the nucleus as well, while all
pixels belonging to Θx are certainly not part of the same nucleus. An example of
such sets can be defined as e.g.
Ωx = {y | y ∈ R2, ‖x− y‖2 ≤ ri}
Θx = {z | z ∈ R2, ‖x− z‖2 ≤ ro ∧ ‖x− z‖2 > ro − rb},
where ∧ represents the “and” operator, and rb, ri , ro are defined according to
Fig. 6.5.B. The transform proposed in eq. (6.2.1) can be implemented as a linear
filter, thus resulting in a very efficient computation. This allows for high through-
put, which is necessary given the high spatial and temporal resolution. The nuc-
lei of the digital embryo data set are sufficiently isolated, i.e. they do not optic-
ally touch each other. Therefore computational efficient and simple segmentation
methods such as thresholding (see chapter 3) can be used to segment individual
nuclei.
6.2.1.2 Experimental results
The proposed method is validated using a data set monitoring the development of
a zebrafish embryo. The data set is acquired using scanned light sheet microscopy,
more detailed information on the data set can be found in appendix A. An example
of a slice of the digital embryo is shown on the left of Fig. 6.6. As can be seen, not
all cell nuclei are equally visible, this is due to the obstruction of illumination by
the central yolk. The proposed method is robust against inhomogeneous lighting
conditions, as can be seen on the right of Fig. 6.6, where the segmentation result
is shown.
To validate the methods quantitatively, the digital embryo data set was manually
annotated by an expert. This manual annotation resulted in the 3D location of the
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Figure 6.6: An example of a slice from a 3D micrograph of a zebrafish embryo. On the
left, the cell nuclei visualized using DAPI stained fluorescence microscopy, on the right the
segmentation result.
centroids of 1493 nuclei. Since touching nuclei are not an issue in this embryonic
data, we quantitatively compare our method with the following isolated nuclei
segmentation methods quantitatively: trainable Weka Segmentation [Bradhurst 08,
Hall 09], maxEntropy [Kapur 85, Sezgin 04, Gudla 08] and moments preserving
thresholding [Tsai 85, Sezgin 04]. The nuclei found by these methods, generally
correspond to real nuclei, which results in good precision measurements, as can be
seen in Table 6.2. Specially the maxEntropy scores good on this aspect. However,
all these methods miss many nuclei due to the low intensity of some of the nuclei.
This results in poor recall measures. The proposed method is more robust for
the non-uniform lighting, resulting in better recall measures, while still achieving
good precision. This combination results in a significantly better F-measure, as
can be seen in Table 6.2.
Due to high dynamics of nuclei in embryonic development, the data sets not only
have a high spatial resolution but also high temporal resolution. This results in
huge amounts of data requiring high-throughput analysis methods. In order to
measure the computational efficiency, all methods were run on an Intel i7 Q720
1.6 GHz CPU with 4GB RAM.1 The processing time for a 117 megavoxel image
is shown in the right column of Table 6.2. While the threshold based methods
from literature are computational the most efficient, the proposed method is still
reasonably fast, specially compared with more complex methods, such as the Weka
segmentation algorithm [Bradhurst 08, Hall 09]. The proposed method is more
than efficient enough to achieve “real-time” processing, i.e. a frame rate of a 3D
microscopic image every 90s [Keller 08].
1All methods are implemented in Matlab R2007b1.
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count P R F speed (s)
trainable Weka Segmentation 953 0.843 0.538 0.657 3002.392
maxEntropy 958 0.992 0.636 0.775 19.267
moments based thresholding 1146 0.909 0.638 0.790 12.730
proposed 1342 0.920 0.827 0.871 28.026
Table 6.2: A comparison of different cell nuclei segmentation methods on the digital
embryo data set (P = precision, R = recall, F = F-measure).
6.2.2 Use case: Neuronal cell nuclei
The previous use case studies temporal dynamics based on the motion of nuclei.
However using different bio-imaging techniques, it is also possible to study tem-
poral functional dynamics. Using new probes, it is not only possible to visualize
nuclei, but also to distinguish the nuclei of excitatory neurons [Kim 09,Kwok 09].
These probes permit visualization of the recent history of activity in the brain at
cellular resolution, thus allowing identification of not only which areas of the brain
are activated during cognitive processing, but which specific neurons. This new
functional neuroimaging modality provides a window on the physiological basis
of cognition. In particular it can shed light on the mechanism of memory and
memory disorders such as Alzheimer’s disease. More specifically it can help us
to understand the dynamic interactions among neuronal populations and synaptic
plasticity mechanisms that underlie these phenomena.
In order to analyse cellular activity, the neuronal nuclei have to be segmented
from the images acquired with these new imaging modalities. While these nuclei
have a similar appearance as nuclei from Fibroblasts or Hybridomas (see section
6.1), their organization relative to each other differs significantly from in vitro
observations. There are places in the brain such as CA1, CA3 and the dentate gyrus
in the hippocampal formation where nuclei are densely packed, which typically
results in erroneous segmentation results. Hence this requires a more specialized
segmentation approach, specially dedicated for detecting nuclei in dense clusters.
An example of such a dense cluster of neuronal nuclei can be seen in Fig. 6.7. This
micrograph shows a maximum projection of a small section of a rat brain. Nuclei
are labelled using DAPI (shown in blue) and the green channel corresponds to
NeuN immuno, a neuron specific protein.
Due to the goal of activity mapping in the brain, it is necessary to monitor large
areas of the brain, thus resulting in large data sets, i.e. slices of 13010 × 1024
pixels. To keep the analysis of this big data problem computational feasible, we
will analyse the data on a slice-by-slice basis,only combining consecutive slices in
a final phase.
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Figure 6.7: A maximum projection of a dense cluster of cell nuclei in a cross section of
the dentate gyrus of a rat brain.
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Figure 6.8: An overview of the 3D segmentation work flow.
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In contrast to methods from literature tackling large groups of (clustered) nuclei,
we do not put constraints on the possible spatial configuration of the cells [Quel-
has 10a, Meijering 12, Pound 12]. Since these assumptions are not always vallid,
we do not assume that the cells are organised in a regular grid, or that within a
known region there should be exactly one nucleus. Fig. 6.8 shows the overall work
flow of the proposed method. First the slices are individually preprocessed in order
to improve the contrast between nearly touching nuclei. The preprocessed slices
are then segmented using a simple thresholding approach. The resulting segments
are then checked: segments which are to big are considered as potential clustered
nuclei and are passed to a splitting step. After a number of iterations of checking
and splitting, all segments have an area which fits within the expected range. Then
all segments are checked a second time, but this time based on a number of shape
features. Segments which are considered likely erroneous (whose shape features
deviate from what is expected) are discarded and replaced by the contours of seg-
ments in neighbouring slices located in the same place. This initial contour is then
updated such that the contour delineates the nucleus in the current slice. Note that
this is the first step incorporating information from other slices. Then the propag-
ated contours and the segments that passed the check are passed to a merging step,
which combines 2D segments of different slices into full 3D segments. To correct
for potential false merges, an extra 3D splitting step concludes the work flow. In
the next part of this chapter we will elaborate in more detail on the different steps
mentioned in this work flow.
6.2.2.1 Contrast enhancement
To enable accurate segmentation, we propose to enhance the contrast between
the background and the nuclei. Especially at locations where nuclei nearly touch
each other, this step will improve the segmentation. A variety of techniques have
been proposed to improve the contrast in an image, e.g. gamma-correction, homo-
morphic filtering, histogram equalization, histogram mapping, retinex, etc. [Job-
son 96,Jobson 97,Murtagh 03,De Vylder 10g]. However, these images pose some
extra challenges: the contrast enhancement step should be able to cope with dif-
ferences in DNA-density, i.e. differences in nuclei intensity, differences in focal
depth, potential bleed through, etc. In concreto it would be desirable to enhance
the contrast between nearly touching cell nuclei but not inside a nucleus. The re-
gions between two touching nuclei typically correspond to a dark region with only
dark neighbouring pixels in one direction and in the opposite direction the dark
region is surrounded by brighter regions. An example of this is shown in Fig. 6.9,
where the intensity profiles of the red and green lines are plotted on the right. The
bottom profile, i.e. the red line, corresponds to a relative flat region, with low
values. The green line (the top intensity profile) corresponds to a small region of
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Figure 6.9: An example of the local structure of densely clustered nuclei in a fluorescence
micrograph. An the left, an example of a DAPI stained image. On the top right the in-
tensity profile corresponding to the green line in micrograph, while the bottom right plot
corresponds with the the intensity profile of the red line.
low intensities, flanked by regions of higher intensity. This type of local structure
corresponds to a ridge, for which many automatic detectors have been proposed in
literature [Koenderink 94,Eberly 94,Steger 98,Frangi 98]. A common approach is
to calculate a “ridge-measure” based on the local geometric structure in the image.
This local structure is well described using the Hessian operator. The Hessian of a
pixel, (x, y), of an image, f(., .), is defined as
(Hf)(x, y) =
[
∂2f(x,y)
∂x2
∂2f(x,y)
∂x∂y
∂2f(x,y)
∂x∂y
∂2f(x,y)
∂y2
]
. (6.2.2)
By analysing the eigenvalues of the Hessian, the principal directions of the local
second order structure can be decomposed [Frangi 98, Lindeberg 98]. Let λ1 and
λ2 denote the two eigenvalues with |λ1| ≥ |λ2|. The relation between the eigen-
values and the local structure is shown in Table 6.3.
Several different ridge-measures based on the Hessian’s eigenvalues have been
proposed in literature, e.g. main principle curvature [Koenderink 94, Eberly 94,
Steger 98, Frangi 98]. For our purpose we propose the Frangi vesselness measure
[Frangi 98]. This measure combines two measures, i.e. a geometric structure
and an intensity based measure. In order to measure the geometric structure the
following blobness measure was proposed
mg =
|λ2|
|λ1| . (6.2.3)
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λ1 λ2 local structure
N N noisy, no preferred structure
H− L ridge structure, bright
H+ L ridge structure, dark
H− H− blob structure, bright
H+ H+ blob structure, dark
Table 6.3: Possible local structures in an image, where +/− indicates the sign of the
eigenvalue and where H= high, L= low, N= noisy, typically small.
This measure has a high value if the pixel corresponds to a blob like structure, and
has a value close to zero for ridge like structures. Note that this value is invariant
to intensity rescaling. Hence, this filter will also have strong filter response in
the background, due to noise and clutter [Frangi 98]. Since the magnitude of the
second order derivatives is typically small in the background, the Frobenius matrix
norm can be used as a measure of belonging to the foreground, i.e.
mi = ‖H‖F =
√
λ21 + λ
2
2. (6.2.4)
This measure will be low in the background, due to the lack of structure. High
contrast regions will result in at least one eigenvalue with large magnitude, and
thus this measure will be high as well. Frangi et al. proposed to map these two
measures, mg and mi, into probability-like estimates. The first measure, mg is
modelled using a Gaussian like distribution centred around zero. For the second
measure,mi, the likelihood that a pixel has low contrast is modelled using a similar
Gaussian like distribution around zero. Since the measurement should actually
highlight high contrast pixels, this Gaussian like measurement is subtracted from
one. These new measurements are then combined into a single ridge measure:
mr = e
− m
2
g
2σ2g (1− e−
m2i
2σ2
i ). (6.2.5)
Note that although inspired by probability theory, this measure is not the real like-
lihood of a pixel belonging to a ridge, e.g. the correct scaling factors are miss-
ing. This however does not seem to hamper its usability [Frangi 98, Frangi 99,
Sofka 06].
We propose to estimate the likelihood that a pixel belongs to a nucleus, by com-
bining this ridge measurement with the intensity using a simple linear regression
model. In our regression model the intensity is directly proportional and the ridge
feature is inversely proportional to the likelihood. While this model is a simplifica-
tion of a proper trained regression model, it still results in images with good prop-
erties for segmentation. The contrast between background and nuclei is drastically
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increased, while the nuclei are generally only effected by this preprocessing step
at the location of nucleoli, which are typically encapsulated in the nucleus. An ex-
ample of this is shown in Fig. 6.10, on the top the raw fluorescence micrograph is
shown, in the middle image the output of eq. (6.2.5) is superimposed in red, and the
bottom image shows the estimated likelihood image. As can be seen are the nuclei
edges more crisp and are nuclei generally better separated by dark background.
6.2.2.2 Nuclei detection
A common approach in intensity based segmentation is to first apply an initial
segmentation step where all nuclei pixels result in a single segment and all back-
ground pixels correspond to a second segment. In a second phase the nuclei seg-
ment is split into multiple segments, each corresponding to a single nucleus. This
approach has the benefit of simplicity, while allowing adequate results for a num-
ber of applications [Carpenter 06,Cloppet 08b,Cloppet 10,Kamentsky 11,Meijer-
ing 12, Li 13].
Initial segmentation Since this step mainly focuses on distinguishing between
two classes: foreground and background, simple and computational efficient seg-
mentation methods are typically sufficient. Hence we propose the use of a Max-
imum Likelihood classifier:
cˆ(x) = arg max
c(.)
p(f(x) | c(x)), (6.2.6)
where c(.) represents a characteristic function, resulting in zero if the voxel be-
longs to the background and in one if it corresponds to a nucleus. Since stained
nuclei are generally brighter than the background, this can be efficiently imple-
mented using thresholding, where the optimal threshold is estimated using a train-
ing data set. For the automatic estimation of a proper threshold in the absence of
training data, we refer to the following works [Sezgin 04, Abramoff 04].
The preprocessing step sometimes finds ridges between bright blobs, correspond-
ing with telomeres. As a consequence the preprocessing step can create dark re-
gions within the nucleus. The maximum likelihood method classifies these darker
regions typically as background. To compensate for this side effect of the pre-
processing step, all holes in the segments are filled, e.g. using morphological
reconstruction (see section 3.3.1.2).
Iterative splitting To split clustered nuclei into individual segments several ap-
proaches have been proposed. These techniques generally attempt to detect points
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Figure 6.10: An example of the different preprocessing steps. The top image shows an
example of a DAPI stained fluorescent micrograph, the middle image superimposes the
output of the ridge filter in red and the bottom image represents the output of our regression
model.
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where the contours of two nuclei touch each other, called break points. By connect-
ing the right break points the clustered nuclei can be separated correctly. Splitting
techniques from literature can be grouped in two main categories: explicit and
implicit methods.
With explicit methods the break points are first detected, typically by locating
boundary points of high curvature [Cloppet 08b, Cloppet 10, Shu 13]. This how-
ever requires accurate boundary detection, a difficult task, specially for cell nuclei
which are located at the border of the focal plane or for aberrant nuclei with de-
viating shapes. A second non trivial challenge is to correctly connect the correct
break points, in order to split the segment into individual nuclei.
The implicit methods attempt to avoid these hazards by avoiding the accurate de-
tection of break points, instead they assume that the correct break line corres-
ponds to a line connecting concave parts of the segments boundary, in such a way
that the connecting lines have the smallest possible length [Gudla 08, Meyer 09,
De Vos 10b, Ollion 13]. By cleverly using the Euclidean distance transform and
the watershed segmentation technique (see chapter 3), these methods are able to
achieve their goals in a computational efficient way, without actually detecting the
break points.
This is illustrated in Fig. 6.11. The likelihood image is shown in A, which is seg-
mented according to the procedure discussed in the previous subsection, shown
in B. Based on this binary image, a Euclidean distance map can be calculated,
i.e. a map where the intensity of each pixel corresponds to the Euclidean distance
to the closest background pixel. This is shown in Fig. 6.11.C. By applying the
watershed segmentation method on the inverse of this distance map, the clustered
nuclei are separated. However due to noise, clutter and deviations from the ellipt-
ical shape, this approach has the tendency to over-segment the nuclei, as can be
seen in Fig. 6.11.D. To overcome this problem, the approach can be adjusted such
that only break lines with a small length are considered [Abramoff 04, Meyer 09,
De Vos 10b, Kamentsky 11]. The result of this length constrained approach is
shown in Fig. 6.11.E. The result strongly depends on the maximal allowed length
of a break line. The threshold on this length should be in relation to the morpho-
logy of the nuclei. For the case of brain nuclei this forms a challenge, since the
brain consists of many different types of cells, and as a such, of nuclei with dif-
ferent types of morphology. An example of this is shown in Fig. 6.11.F. where a
small elongated nucleus is depicted. The threshold on the length of the break line
should be set such that even this nucleus is not over-segmented, however the width
of this nucleus is in the same range as the length of the break lines in Fig. 6.11.B.
So either these elongated nuclei are over-segmented, or the clustered nuclei are not
separated.
To avoid this poor trade-off between over-segmentation and insufficient splitting,
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Figure 6.11: The different steps in individual nuclei segmentation: A) the nuclei likelihood
map, B) the initial segmentation resulting in a binary image showing the foreground, C)
the Euclidean distance map, D) watershed based splitting, E) modified watershed based
splitting and F) different nuclear phenotypes (from different cell types).
we propose an iterative approach. We restrict the splitting process only to clustered
cells and iteratively increase the allowed splitting length. First clustered nuclei
are detected based on the area of the segments. All segments below a certain
threshold are considered to be isolated nuclei, all other nuclei are processed by the
constrained watershed splitting method. The allowed splitting length is set low,
such that only nuclei which briefly touch are separated. Then small segments are
added to the final segmentation result, while the clusters are processed again using
the watershed algorithm, but with an increased threshold on the splitting length.
This process is repeated until all segments have an area within the expected range.
An example of this iterative procedure is shown in Fig. 6.12. The original im-
age is shown in Fig. 6.12.A, while the initial segmentation result can be seen in
Fig. 6.12.B. The grey segments correspond with segments whose area exceed a
predefined threshold, typically corresponding with clustered nuclei. The remain-
ing nuclei (shown in white) are considered isolated, and remain unchanged in the
rest of the splitting algorithm. The grey segments are then split using the length
constrained watershed separation algorithm. Fig. 6.12.C shows the splitting result
when the maximal splitting length is set to 4 pixels. As a result of this splitting,
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Figure 6.12: An illustration of the iterative splitting of nuclei. A) the original micrograph,
B) the initial segmentation result, where the clustered cell are depicted in grey. C-F the
result of the iterative splitting steps.
some nuclei are separated. These newly found segments are again checked to see
if they exceed the area threshold. The remaining clustered nuclei are again pro-
cessed by the splitting algorithm, but now with a splitting length of 6, 8 and 10
pixels. The results of these iterations are respectively shown in Fig. 6.12 D-F.
By only processing likely clusters, the risk of over-segmentation is reduced, while
large clusters are still separated, even if they touch for a longer distance, as can be
seen in Fig. 6.12.F.
6.2.2.3 Error correction
Given the complexity in appearance and the density of nuclei in the brain, it should
not be a surprise that not all nuclei are correctly detected, especially considering
the fact that each slice is segmented independently. Therefore an extra step is
proposed. This extra segmentation step attempts to detect and correct erroneous
segments.
Segmentation quality control Previous studies in literature proved that it is pos-
sible to detect erroneous segments by analysing basic phenotyping features
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[Chen 06,De Vos 10b,Ochoa Donoso 10,Ochoa Donoso 11]. Using these features,
all segments are classified as correct or as potentially erroneous. The potentially
erroneous segments will be corrected, using information from other slices. To
distinguish between correct and erroneous segments, the following features are
calculated for each segment:
• Area, the number of pixels in the nucleus.
• Perimeter, the distance around the boundary of the found nucleus.
• Solidity, the ratio between the area of the nucleus and the area enclosed by
the convex hull of the nucleus [Jansen 09]. The convex hull of a segment
corresponds to the contour with the shortest perimeter possible which envel-
opes all pixels from the nucleus.
• Major axis length, the length (in pixels) of the major axis of the ellipse
that has the same normalized second central moments as the nucleus. See
Chapter 8 for more detailed information.
• Minor axis length, the length (in pixels) of the minor axis of the ellipse that
has the same normalized second central moments as the nucleus.
• The average intensity of the nucleus
• Clustered nuclei, a binary value expressing if there are other segments al-
most touching this segment, i.e. within a distance of 3 pixels.
• The number of segments found in the neighbouring slices at the same loca-
tion as the current segment.
Based on the feature values of a set of manual classified segments, a random tree
classifier was trained [Breiman 01, Hall 09]. Nuclei classified as erroneous seg-
ments are discarded, trusting that the next phase will detect a correct segmentation,
based on prior knowledge coming from surrounding nuclei.
Handling missing slices So far the proposed segmentation algorithm only used
2D information, however for the difficult cases it might be beneficial to incor-
porate the segmentation result of surrounding slices. For each nucleus found in
the previous slice, we check if a corresponding 2D segment is found in the cur-
rent slice. Two segments are considered to correspond to the same nucleus if the
overlapping area is above 50% of the area of the union of both segments. If no
corresponding segment is found, the segment contour of the previous slice will be
used as an initialization for finding the segment in the current slice. Updating an
initial contour to delineate a segment is a well studied approach in literature, e.g.
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using snakes [Kass 88, Xu 98], or active shape models [Cootes 95, Cootes 01], or
dynamic programming like approaches [Sun 09, Cattrysse 13], etc.; however we
use a simple, non regularized approach. This approach has the benefit of compu-
tational efficiency, while still achieving good results.
The segmentation of missing nuclei is inspired by the contour optimization dis-
cussed in [Cootes 95, Isard 98a]. We will illustrate the working of this step using
Fig. 6.13. The proposed segmentation result is shown in Fig. 6.13.A. The detec-
ted nuclei are delineated in magenta. Two nuclei are not detected, as can be seen.
At the location of these nuclei, a single segment was found in the previous slice.
The contour of this segment is now superimposed on the current slice, shown in
cyan. This contour is Gaussian downsampled such that only one out of twelve
contour points remain. The goal is now to move this set of contour points, such
that they coincide with the nuclear membrane, i.e. the physical boundary of the
nucleus. In contrast to many active contour implementations, we restrict the pos-
sible displacements along the direction normal to the boundary. These boundary
normals are illustrated in green. Along these normals, a crisp transition from dark
to bright should correspond to the nuclear boundary. This corresponds to a negat-
ive derivative of the intensities along the normals, shown for some of the normals
in Fig. 6.13.B. Note that for the derivative profile corresponding to the normal IV,
that a part of the profile is set to 0. This is because that part already belongs to a
different segment, and since a pixel can only belong to one nucleus, we restrict the
possible locations for the contour to unoccupied pixels. The locations correspond-
ing to the minima of the derivatives are back projected to the image, Fig. 6.13.C.
In order to have a smooth nuclear contour, the contour is upsampled using cubic
spline interpolation.
Note that there is still one nucleus undetected in the example of Fig. 6.13.C. This
is because this was the first slice that the nucleus occurred, thus it was not present
in the previous frame and as such was not detected. Since the slice-by-slice seg-
mentation has most troubles with these “outer” slices, but can segment the nucleus
robustly at the centre of the nucleus, this problem can be circumvented by first
processing the 3D data stack starting from the top slice, propagating to the bottom
slice and then repeating this process but in the opposite direction.
This approach finds the nuclear contour in the current slice, under the assumption
that the boundary of the nucleus is in the close vicinity of the location of the nuc-
lear boundary in the previous slice. Even if this assumption is violated, the method
will typically still find a large part of the nucleus in the slice. This segment will
generally be sufficient to correctly merge 2D segments into a 3D segment (see the
following subsection). If desired, it is possible to improve the 2D segmentation
acquired in this step using the shape of the full 3D segment. This would result in
an extra postprocessing step. This extra step of course comes at an extra compu-
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Figure 6.13: An overview of the contour propagation process. A) in blue the contour
from the previous slice is shown, normal to this contour the profiles will be calculated
(symbolized in green), in pink the found segments in the current slice are shown. B) the
gradient along the profiles are shown, where the minima correspond to the nuclei contours,
(shown as red dots). C) The found minima are back projected to there initial location.
Based on these points a smooth continuous contour is calculated using b-spline interpolation
(shown in blue).
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Figure 6.14: Two examples of nuclei configurations which have to be handled by the 3D
merging step. A) two nuclei close to each other (coloured in green and blue) spread over 8
different slice, B) two nuclei with approximately the same centroid in the (x,y) plane and
touching in the Z direction.
tational cost. For our purpose the gain is not worth the cost, therefore we won’t
elaborate on this strategy. For the interested reader we refer to a number of differ-
ent strategies from literature that could be used for this purpose [Malladi 95,Bare-
quet 96, Sethian 99, Jeong 07, Charmi 08].
6.2.2.4 3D Merging and Splitting
The previous steps result in a set of 2D segments. Combining these into 3D seg-
ments is a common problem in 3D segmentation for which rather straightforward
solutions exist. The most widely used approach is based on the connected compon-
ents algorithm [Vincent 91,De Bock 10], which assigns a label to each foreground
pixel such that all touching foreground pixels have the same label assigned. A 3D
segment then corresponds to all pixels with the same label. This however means
that a 2D segment touching a segment in the consecutive slice will be merged,
even if these two segments only touch at a single pixel location. This would result
in the merging of almost all nuclei in the dentate gyrus, since this is a location
in the brain where the nuclei are extremely densely packed, so almost all touch
each other in 3D space. Hence we will apply a more restrictive approach, instead
of merging all touching 2D segments, we propose to only merge segments which
have an overlap of over 60% between consecutive slices, i.e. the area from the
intersection of both segments corresponds to at least 60% of the area of the union
of both segments. Figure 6.14.A illustrates this process. Segments of consecutive
slices, shown as ellipses, are given the same label (blue or green) if and only if
they have sufficient overlap.
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It can occur that two 2D segments have sufficient overlap, while corresponding
to different nuclei. An example of this is shown in 6.14.B, where a new nucleus
is detected at the same location where in the previous slice a different nucleus
was present. These situations are easily detected be exploiting the ellipsoid like
shape of nuclei: the 2D area of a single nucleus will be highest in the slice through
the centre of the nucleus and will decrease quasi monotonically towards the outer
slices. So by detecting the slices where the area of a segment is smaller than the
area in the surrounding slices, we find the location to split the 3D segment.
6.2.2.5 Experimental results
Due to the lack of accurate ground truth for 3D nuclear segmentation of fluor-
escence microscopic images of the brain, validation of our proposed method is
not straightforward. To overcome the lack of real ground truth, we will validate
our method using a synthetic data set. In this synthetic data set nuclei are ap-
proximated by an ellipsoid. The length of the semi-primal axes of all ellipsoids,
a, were modelled using a multivariate normal distribution: a ∼ N (µ,Σ), with
µ = (70, 50, 50) and Σ = diag(12, 7, 7). All nuclei are randomly spaced (based
on a uniform distribution) and randomly oriented (also based on a uniform distri-
bution) within a 3D voxel space, with the only constraints that the ellipsoids can
not overlap. The intensity within an ellipsoid, i, is set as a constant value for each
ellipsoid, with i ∼ N (95, 14).
While the previous paragraph explains how the 3D nuclear configuration is sim-
ulated, this does not result in realistic looking images. Microscopy is hampered
by a number of image degradations such as blur and noise. In order simulate real-
istic images, we model the degradations on our input image using the following
equation:
f ′(x) = s((f ∗ h)(x) + b) + w(x), (6.2.7)
where b represents a constant background signal, for this simulation it was set at
7.8. The convolution, (f ∗ h)(x) , is responsible for the blurring of f(.), where
h(.) corresponds to a Gaussian kernel with Σ = diag(5, 5, 5). A realistic micro-
scopic image is corrupted by two types of noise: shot noise and detector noise
[Rooms 05b, Vonesch 13]. The shot noise is represented by s(λ) which corres-
ponds to a Poisson random variable of intensity λ, this noise is due to the quantum
nature of light, while the detector noise is modelled using w(x) ∼ N (0, 3.1). All
parameters of the degradation model are in accordance with the ISBI 2013 de-
convolution challenge [Vonesch 13], which trained these parameters to simulate
real microscopy image degradations. An example of a such a microscopic slice is
shown in Fig. 6.15.
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Figure 6.15: A synthetic microscopic slice showing clustered nuclei.
While an abundance of open access software exists for the analysis of 2D mi-
croscopic images, fully 3D segmentation tools are rather rare. We compared
our method with the results from CellSegm [Hodneland 13], the level set based
approach from Chinta [Chinta 12] and the commercial software package Huy-
gens [Huygens 11]. The segmentation results for this synthetic data set are sum-
marized in Table 6.4 (for an explanation on the used metrics we refer to appendix
B). CellSegm assumes that the majority of the nuclei lie in the same plane. This
assumption is exploited in the splitting step, where the segmentation result of a
single predefined slice is used to split touching nuclei in all other slices. While
this is a reasonable constraint for many in vitro microscopic applications, it is
too restrictive for in situ imaging where nuclei are organized in a seemingly ran-
dom configuration. This results in erroneously splitting of several nuclei, which
results in a high number of false positives and in a decrease in Dice coefficient.
The method proposed by Chinta et al. is more robust against over-segmentation.
Although the method has some problems detecting nuclei with a lower average
intensity, resulting in two false negatives. The method is also slightly hampered
by blur: due to blur, a light grey hallo surrounds bright nuclei, this hallo is occa-
sionally also detected as a segment. These false positives might be removed using
an extra classification step based on shape parameters. The noise and blur also res-
ult in slight errors on the location of segment boundaries, explaining the slightly
lower Dice coefficient.
The Huygens software segments solely based on intensity, without any constraint
on shape or splitting strategy. This results in a trade-off between under segment-
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method TP FN FP P R F Dice
Hodneland et al. 13 4 15 0.464 0.765 0.578 0.791
Chinta et al. 15 2 2 0.882 0.882 0.882 0.891
Huygens software 11 6 1 0.917 0.647 0.759 0.734
proposed 17 0 0 1 1 1 0.957
Table 6.4: Comparison of the detection and segmentation results from different state-
of-the-art methods for 3D nuclei in a synthetic data set (TP = true positives, FN = false
negatives, FP = false positives, P = precision, R = recall and F = F-measure).
ation and completely missing nuclei. The software gives adequate results for
slightly touching nuclei, but is not robust against densely clustered nuclei. For
population statistics this does not have to be an issue, since irregular segment phen-
otypes can be discarded using a number of available post processing filters. How-
ever for applications where the configuration of individual nuclei is paramount,
other methods are more appropriate. Our proposed method is able to detect all
individual nuclei, without finding erroneous detections. Not only the detections
but also the actual segmentation is accurate, i.e. a Dice coefficient of 0.96.
Fig. 6.16 shows an example of the segmentation result of a real microscopic image.
This micrograph shows a cross section of the dentate gyrus, a part of the hyppo-
campus where nuclei are densely clustered, i.e. about 600 nuclei in a volume of
128 × 212 × 40 micron³. Fig. 6.17 shows a 3D rendering of our segmentation
output. With this example image both the nuclei density and the complexity of the
spatial configuration of cell nuclei becomes apparent. As can be seen in Fig. 6.16,
all nuclei, irrespective of the variability in phenotypes, are correctly detected. Even
nuclei with low average intensity or with elongated small shapes where correctly
found without over-segmenting them.
In Fig. 6.18 a volume histogram of the segments found by the different methods is
shown. As a reference ground truth histogram a set of isolated nuclei where selec-
ted from the top of the neocortex and neuroglia. Note that this ground truth consists
of multiple cell types and hence contains nuclei with varying phenotypes. This ex-
plains the multi-modal histogram. This reference histogram was calculated based
on 342 segments. Although the cell types in the validation dataset consist mainly
of a single phenotype, this ground truth still contains some valuable information:
1) few nuclei have a value below 5000 voxels (the few that do, is because they
are at the border of the image and their total volume can not be estimated), 2) The
large majority of cell nuclei have a volume less than 18000 voxels. Experts expect
that the volume of cell nuclei of the same cell type are uni-modally distributed.
Both cellSegm and Huygens have problems of over segmentation, which can be
seen by the peaks at volumes under 5000 voxels. Huygens also had a problem
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Figure 6.16: An example of a slice segmented using the proposed method. In blue the
original DAPI stained micrograph is shown. The segments are depicted by their contour
which are superimposed using a different colour for each segment.
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Figure 6.17: An 3D rendering of the segmentation output. The dense band of nuclei cor-
responds to dentate gyrus, a part of the hyppocampus.
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of under segmentation, it found a single segment of over 400000 voxels, which
is not shown in the histogram. This single segment corresponds to approxim-
ately 360 nuclei, based on the average nuclear volume of the reference histogram.
The dentate gyrus, i.e. the brain section analysed in this histogram, is mainly
dominated by a single cell type/phenotype, this corresponds to the approximately
uni-modal distribution resulting from the segmentation results generated by the
proposed method. The proposed method found 629 nuclei in this data set, while
both Huygens and cellSegm both found only less than 90 nuclei.
Figure 6.18: A volume histogram of the found segments in the dentate gyrus of the brain.
6.2.3 Use case: peripheral blood mononuclear cell nuclei
While the previously proposed method solves the segmentation of clustered nuclei
without putting hard constraints on the type of nuclear configuration, there are still
applications for which the proposed algorithms is of little use. This is mainly be-
cause it requires 3D information, whereas for lot of pharmaceutical applications,
2D microscopic images are used. Such a pharmaceutical application is the study
of autoimmune disease. Autoimmune diseases affect approximately 5–8% of the
human population and of all subjects with an autoimmune disease, 78% are wo-
men [Jacobson 97]. An explanation might be found in the presence of fetal cells
in the maternal circulation and tissues [Lepez 11]. During pregnancy, fetal cells
cross the placenta into the maternal circulation. Fetal cells can persist in maternal
blood, developing into micorchimersims. The persistence of these fetal cells may
result in the development of autoimmune diseases, such as autoimmune thyroid
diseases (AITD). In the case of fetal microchimerism in autoimmune diseases,
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automatic detection of fetal peripheral blood mononuclear cells (PBMCs) in the
maternal circulation can shed light on the potential role of fetal cells in these dis-
eases [Lepez 11]. It is however very labour-intensive to locate one or more fetal
cells in a population of millions of maternal cells. Staining of the male fetal cells
using Fluorescence in Situ Hybridization (FISH) with subsequent DAPI staining
and automatic detection of all cell nuclei on a slide, can facilitate the detection of
fetal cells.
Most nuclei segmentation approaches, both edged based and intensity based, are
non optimal in the sense that the detection and recognition steps are treated in-
dependently: the splitting into individual nuclei only uses the result of the ini-
tial segmentation, instead of all available information, i.e. the complete image.
Thus, incorrectly segmented pixels or edges can have a big influence on the fi-
nal detection of individual nuclei. Because both tasks can be mutually benefi-
cial [Horvath 09,Nemeth 11], we propose a novel method which jointly optimizes
the foreground, i.e. pixels of interest, classification and the separation of segments
into individual nuclei. The decision of segmenting a pixel as foreground is based
both on intensity and on the likelihood that the pixel is part of a nucleus. Such
a joint optimization has been proposed in [Horvath 09, Nemeth 11], where indi-
vidual circular objects are modelled using Markov random fields. The approach
shows good results for circular objects of the same size, but analysing objects with
different sizes is non-trivial. Furthermore, their joint model is optimized using
meta-heuristics such as simulated annealing, so it is dependent of the initialization
of the optimization process. In this work we propose a different model which also
jointly optimizes the detection of relevant pixels and the detection of individual
nuclei. The proposed method fits within the general active contour framework
(see chapter 5), but with a novel shape prior specifically developed for the detec-
tion of cell nuclei. We propose a shape regularization term that exploits the regular
shape of cell nuclei, penalizing segments which strongly deviate from the expected
shape. In this work, we model a nucleus as a disk. This allows us to build a dic-
tionary consisting of binary images that correspond to the segmentation result of a
single nucleus with a predefined radius and location, called atoms. Any segment-
ation result of an image containing multiple nuclei, can be approximated linearly
as a superposition of atoms. We will use this approximation as a new regulariza-
tion term in the active contour framework. The segmentation result is calculated
by minimizing a convex energy function, such that the active contour is invariant
to initialization [Chan 06, Bresson 07a]. The proposed joint convex optimization
approach results in accurate nuclei detection, especially for realistic segmentation
problems, where cell nuclei can have different sizes.
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6.2.3.1 Joint shape and intensity constraints
Let S be the set of all functions of the form Ω 7→ [0, 1], where Ω = [1,m]× [1, n],
and m× n the dimension of the image. We will represent the segmentation result
as a characteristic function u(.) ∈ S. A pixel x that corresponds to a nucleus, will
be represented by one, whereas background pixels are represented by zero, i.e.
u(x) =
{
1 if x represents a nucleus pixel,
0 otherwise.
(6.2.8)
In chapter 5, the segmentation process was described as the calculation of a MAP
estimator. This MAP estimator corresponds to the following optimization prob-
lem:
uˆ(.) = arg min
u(.)∈S
∣∣∇u(.)∣∣+ β〈u(.), r(.)〉, (6.2.9)
with
r(x) = (µf − f(x))2 − (µb − f(x))2, (6.2.10)
where f(.) corresponds to the image, µf , µb are respectively the expected fore-
ground and background intensity and β is a weighting parameter used to tune the
influence of the data-fit term in relation to the total variation regularization. In
this MAP estimator total variation is used to remove noisy segmentation pixels.
This regularization is useful if pixels are incorrectly classified, i.e. background
pixels detected as foreground or vice versa, due to noise in the image. In micro-
scopic images however, incorrectly detected nuclei are often caused by clutter in
the image, e.g. dead cells or bleed-through from other fluorescent channels. This
is not solved using generic priors since these incorrectly detected nuclei are nat-
ural objects, e.g. they have smooth boundaries. Therefore, a number of shape
based regularization terms have been proposed [Schoenemann 07,Charmi 08,Cre-
mers 08, Klodt 11, Liu 12]. However these shape priors are limited to images with
only a single object of interest with a specific shape. We propose a regulariza-
tion term that exploits the regular shape of cell nuclei, penalizing segments which
strongly deviate from the expected shape, while not constraining the number of
nuclei.
In this work, a nucleus is modelled as a disk. For a given radius, r, and location,
y, we can calculate the ideal u(.), i.e. a binary image where the pixels within a
distance r of y are equal to one and all other pixels are equal to zero:
d(x;y, r) =
{
1 if ‖x− y‖2 < r
0 otherwise
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This is of course under the assumption that there is only one nucleus in the image.
We will refer to each of these possible segmentation results as atoms. In most
applications however the image does contain multiple nuclei. Even the number of
nuclei is typically not known. Therefore we model the unknown segmentation u(.)
as a superposition of disks, i.e.
u(.) ≈
∑
y
t(y)d(.;y, r) (6.2.11)
where t(y) represents a characteristic function expressing the presence of a nuc-
leus centred at location y. Note that this representation expects a predefined dia-
meter of a cell nucleus. However the size of a nucleus is generally not fixed, but
can be considered to lie in an interval [a, b]. Therefore we can extend eq. (6.2.11)
to approximate u(.) using a dictionary of atoms corresponding to discrete range of
nuclei sizes:
u(.) ≈
b∑
r=a
∑
y
t(y; r)d(.;y, r) (6.2.12)
with t(y; r) corresponding to the presence of a nucleus of size r at location y. Note
that this linear combination penalizes overlapping nuclei, which is desirable since
a pixel can only correspond to a single nucleus. A good segmentation is one which
consists of a small number of atoms. This sparsity constraint can be used as a new
regularization term:(
uˆ(.), tˆ(.; .)
)
= arg min
u(.) ∈ S
t(.; .) ∈ Se
∑
r
∥∥∥t(., r)∥∥∥
0
+ β
〈
u(.), c(.)
〉
(6.2.13)
such that
u(.) ≈
∑
r
∑
y
t(y; r)d(.;y, r) (6.2.14)
with e the number of disc sizes considered, i.e. e = b−a. The energy term minim-
ized by u(.) is based on a l0 norm which is defined as
∥∥u(.)∥∥
0
=
∑
x∈Ω 1−δ0,u(x),
where δi,j represents the Kronecker delta, which is equal to one if i and j are equal
and is equal to zero in all other cases. This l0 norm regularization comes down to
calculating the number of nuclei, i.e. the number of non-zero elements in t(.; .).
The l0 norm is non-convex, hampering optimization. Fortunately the l0 norm can
be approximated by the l1 norm which is the closest convex norm to l0. It has
been proven that this approximation of an l0 norm gives good results for many dif-
ferent applications, e.g. for compressed sensing, sparsity based image restoration,
dictionary based super resolution, etc. [Baraniuk 07, Baraniuk 10]. This new prior
188 SEGMENTATION OF CELL NUCLEI
results in the following active contour:(
uˆ(.), tˆ(.; .)
)
= arg min
u(.) ∈ S
t(.; .) ∈ Se
∑
r
∣∣∣t(., r)∣∣∣+ β〈u(.), c(.)〉 (6.2.15)
such that eq. (6.2.14) is met. In order to optimize the constrained problem in
eq. (6.2.15) the problem is approximated by adding the constraint in the form of a
quadratic term, resulting in the following unconstrained optimization problem:(
uˆ(.), tˆ(.; .)
)
= arg min
u(.) ∈ S
t(.; .) ∈ Se
∑
r
∣∣∣t(., r)∣∣∣+ β〈u(.), c(.)〉 (6.2.16)
+γ
∥∥∥u(.)−∑
r
∑
y
t(y; r)d(.;y, r)
∥∥∥2
2
,
where γ is a weighting parameter. Note that this only approximates the constraint
in eq. (6.2.12). Although there exists efficient techniques to enforce this constraint
exactly, e.g. augmented Lagrangian or ADMM methods, we propose to use the
approximation in eq. (6.2.16) instead. This allows the active contour to detect
nuclei whose shape slightly deviates from the circular model or to detect partially
overlapping nuclei. Given the convexity of eq. (6.2.16), this problem can be solved
by iteratively optimizing for t and u independently, i.e.
t(.; .) = arg min
t(.;.)∈Se
∑
r
∣∣∣t(.; r)∣∣∣+ γ∥∥∥u(.)−∑
r
∑
y
t(y; r)d(.;y, r)
∥∥∥2
2
,
(6.2.17)
uˆ(.) = arg min
u(.)∈S
β〈u(.), c(.)〉+ γ
∥∥∥u(.)−∑
r
∑
y
t(y; r)d(.;y, r)
∥∥∥2
2
.
(6.2.18)
The problem in eq. (6.2.17) can be solved using Newton’s method, which iterat-
ively updates t(x; r) using the following scheme:
t(2k+1)(x; r) = t(2k)(x; r) (6.2.19)
−
1
γ − 2
(
u(x)−∑r∑y t(2k)(y; r)d(x;y, r))∑z d(z;x, r)〈
d(.;y, r), d(x; ., r)
〉 ,
where the subscript index represents the iteration step. The constraint that t(x; r) ∈
[0, 1] can be softly enforced by adding a barrier function to eq. (6.2.17). For this
purpose we propose the use of a piecewise linear barrier function (discussed in
more detail in chapter 5):
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b(x) =

−1000x if x < 0,
1000x− 1000 if x > 1,
0 otherwise.
(6.2.20)
This barrier function has the benefit of penalizing values outside of the inter-
val [0, 1], while not giving preference to any specific value inside the interval.
The piecewise linear barrier function is prone to overshooting using the Newton-
Raphson method, i.e. if tk is greater than 1, then tk+1 would be equal to −∞,
whereas if tk is less than 0, it would result in +∞. However given the specific
nature of this barrier function, with the minima corresponding to the roots of the
function, it is possible to minimize this by Newton’s for finding the roots of a
function. This results in the following update step:
t(2k+2)(x; r) = t(2k+1)(x; r)− b′(t(2k+1)(x; r)) (6.2.21)
with
b′(i) =

−i if i < 0,
i− 1 if i > 1,
0 otherwise.
(6.2.22)
The optimal u(.) in eq. (6.2.18) can be found by solving a set of Euler-Lagrange
equations. For an optimal u(.), the following optimality condition should be satis-
fied:
u(.) = −2β
γ
c(.) +
∑
r
∑
y
t(y; r)d(.;y, r). (6.2.23)
The solution of eq. (6.2.23) is unconstrained, i.e. u(x) does not have to lie in the
interval [0, 1]. However minimizing eq. (6.2.18) in u(x) is equivalent to minim-
izing a quadratic function. So if u(x) /∈ [0, 1] then the constrained optimum is
either 0 or 1, since a quadratic function is monotonic in an interval which does not
contain its extremum. So the constrained optimum is given by:
uˆ(x) = max
(
min
(
u(x), 1
)
, 0
)
. (6.2.24)
6.2.3.2 Nuclei detection
By adding a sparsity constraint on t(.; .), we penalize representations which use
more atoms than necessary. The function t(.; .) can be used to detect the centroids
of the cell nuclei. However by using the l1 norm as an approximation of the l0
norm it is not possible to get the nuclei centroids explicitly from t(.; .). This is be-
cause the l1 norm does not favour binary functions, whereas the l0 norm does. For
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Figure 6.19: The work flow of the detection algorithm [De Vylder 13a].
example, consider a function f1(.) that has a zero value for its complete domain,
except for a single point, where it has a value of one. If we compare this with a
constant function f2(.), which for each argument returns a constant number such
that
´
f2(x) dx = 1. While the l1 norm of both functions is equal, this is clearly
not the case for the l0 norm, which is significantly lower for the binary function
f1(.).
Due to the fact that t(.;.) is not binary, a special algorithm is required to detect the
actual nuclei. A schematic overview of the proposed detection method is shown
in Fig. 6.19. Since disks of multiple sizes can add to the representation of a nuc-
leus in the segmentation result, we first detect the dominant radius for each pixel.
Each pixel has a number of corresponding atoms, each representing a nucleus of
different size. The radius corresponding with the atom with the highest value for a
specific pixel is considered the dominant radius of that pixel, i.e. arg maxr t(x; r).
Since the most important information is the location of a cell nucleus, a merging
step is applied such that all t(x; .) weights corresponding to the same pixel loc-
ation are combined by summing them together. This is done in parallel with the
calculation of the dominant radius. The merging step results in a new image,
tm(x) =
∑
r t(x; r), where high intensities occur at the centres of nuclei (shown
in Fig. 6.20.D). In order to get crisp detections, the new image is converted to a
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Figure 6.20: The different steps in the detection algorithm: (A) the original image, (B) the
segmentation result, (C) large clutter removal, (D) the merged values for t, corresponding
to the centroids of the disks used for the reconstruction of the segmentation result, (E) a
binarization of (D), (F) show the morphological processing of (E), (G) is the masked version
of (F) with (C) used as mask, (H) represents the intensity of each connected component by
it’s score, i.e. a measure of likeliness that that component corresponds to the centroid of a
nucleus [De Vylder 13a].
binary image by thresholding it (Fig. 6.20.E). Due to small deviations in the shape
of cell nuclei, it is possible that a single nucleus corresponds to multiple connec-
ted components in this binary image. Since these components are located in each
other’s vicinity, it is possible to overcome this problem by applying a morpholo-
gical closing (Fig. 6.20.F). False detections due to noise and clutter are removed
by merging the binary image with a mask, i.e. all pixels which are zero in the mask
are set to zero (Fig. 6.20.G). The mask itself is calculated from the segmentation
result uˆ(.) (Fig. 6.20.B). First large clutter such as apoptotic cell nuclei, i.e. dead
nuclei, are removed from uˆ(.), by applying a morphological opening, and then
using the inverse of this opened image as a mask on uˆ(.) (Fig. 6.20.C).
Next, potential nuclei are detected by applying the connected component algorithm
on the binary image. Finally, for each potential nucleus, i.e. connected component,
a score is calculated. This score corresponds to the mean intensity in the prepro-
cessed image of the pixels corresponding to the connected component in the tm(.)
image (Fig. 6.20.H). The potential nucleus with the strongest score, p, is removed
from the potential list and is added to the list of detections. Since nuclei can only
touch each other (they can not occupy the same space), all potential nuclei within
a distance of the dominant radius of p can be removed from the list of potential
nuclei. The steps of adding the strongest potential nucleus to the list of detections
and removing “too close” potential nuclei are repeated until the list of potential
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RMSE σ P R F Dice
EdgeProp 1.75 1.78 0.9973 0.9968 0.9971 0.941
CellProfiler 3.79 2.16 0.9914 0.9810 0.9862 0.939
CellC 16.24 3.63 0.9445 0.9945 0.9689 0.929
Proposed 0.22 0.22 0.9998 1.0000 0.9999 0.981
Table 6.5: A comparison of different cell nuclei detection and segmentation methods on
the BBBC004v1 data set from the Broad Bioimage Benchmark Collection ( RMSE= root
mean squared error on the count of found cells per image, σ = standard deviation on the
count of found cells per image, P = precision, R = recall, F = F-measure).
nuclei is empty. While the proposed detection algorithm lacks a strong theoret-
ical foundation, it has the benefit of computational efficiency, while still achieving
adequate results.
6.2.3.3 Experimental results
As a first validation of the proposed method, a synthetic data set is analysed
[Ruusuvuori 08]. These synthetic images were proposed as a common benchmark
for nuclei segmentation and detection. In Fig. 6.21(A) an example of such a syn-
thetic raw image is shown. For these experiments, the parameters for eq. (6.2.13)
are empirically chosen: β = 5, γ = 1, with a disk diameter equal to 20 pixels.
The expected intensities needed in eq. (6.2.15) are estimated based on the result
of a simple Otsu thresholding [Otsu 76, Sezgin 04]. Fig. 6.21(B) shows the detec-
tion result using the edge based detection method from section 6.1. The result of
cellProfiler, which is a very popular example of an intensity based method [Ka-
mentsky 11], is shown in Fig. 6.21(C), whereas Fig. 6.21(D) depicts nuclei de-
tection using the proposed method. Correctly detected nuclei are shown with a
green marker, errors are marked with an arrow: false detections with a red marker
and cell nuclei which were not detected by the method are shown using a yellow
marker. While edgeProp is able to separate clusters of nuclei, the method is lim-
ited by the strength of the edges, resulting in several nuclei which are not detected.
CellProfiler, an intensity based method, is able to detect all nuclei clusters, but is
not always able to separate them into individual nuclei. This can be seen by the
occurrence of a red marker, a false detection, in the vicinity of multiple yellow
markers, i.e. undetected nuclei. Clearly, the proposed method is more robust for
detecting clusters of nuclei, while remaining able to detect all nuclei, even those
with weak edges.
To quantitatively validate the result, a data set of 20 images, each containing 300
nuclei, is analysed. The results are shown in Table 6.5. The first row represents
the results of an edge based method [De Vylder 11e], whereas the next two rows
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Figure 6.21: An example of cell nuclei detection using different methods on a benchmark
image. (A) the original raw micrograph, (B)-(D) show the respective detection results su-
perimposed on the preprocessed images. (B) edgeProp, (C) cellProfiler, (D) the proposed
method. Correctly detected nuclei are shown with a green marker, errors are marked with
an arrow: false detections with a red marker and cell nuclei which were not detected by the
method are shown using a yellow marker. While edgeProp is able to separate clusters of
nuclei, they are limited by the strength of the edges, resulting in several nuclei which are
not detected [De Vylder 13a].
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data set 1 data set 2 data set3
# nuclei 3178 3197 582
# clusters 1025 1861 436
Table 6.6: ground truth statistics of the different data sets.
correspond with two intensity based images [Selinummi 05, Kamentsky 11]. The
proposed method, presented in the last row, shows the best results for cell detec-
tion metrics (first 5 columns) as well as for the Dice coefficient. Note that lacking
ground truth for individual nuclei, the Dice coefficient measures the similarity of
all segmented nuclei compared with the ground truth for all nuclei instead, i.e. this
is the Dice coefficient between two binary images, instead of between individual
segments. While state-of-the-art methods perform reasonably for the nuclei count
and detection part, the Dice coefficient shows still room for improvement. These
good results are also due to the nature of this data set, which nicely models micro-
scopic image degradations, but where the objects are not hampered by biological
clutter, such as dead cells. A second validation is done using real microscopic im-
ages of nuclei from peripheral blood mononuclear cells (PBMCs) (see appendix
A for more details). PBMC’s consist of a number of different cell types, each
with different nuclei morphologies: 75% lymphocytes ( T cells, B cells, NK cells),
monocytes, macrophages (rarely), basophils, dendritic cells, neutrophils (horse-
shaped nucleus), eosinophils,...). Ground truth for these images is generated by
manually annotating the data sets. This annotation was done by ourselves, and
afterwards the annotations were checked and when necessary corrected by experts
in the field of pharmaceutics. In Fig. 6.22 an example of nuclei detection in such
a real microscopic image is shown. Fig. 6.22.A shows the ground truth detection,
i.e. the manual annotations. Fig. 6.22.B and Fig. 6.22.C correspond to state-of-
the-art detection methods [Kamentsky 11,De Vylder 11e]. Note that both methods
erroneously detect nuclei at places where there is some smeared staining. When a
nucleus ruptures it releases its staining, which results in bright smears. CellProfiler
does not only suffer from false detections, but also merges touching nuclei. The
proposed method is more robust against dye smears, while still being able to detect
touching nuclei, as can be seen in Fig. 6.22.D.
Three different data sets were analysed, each data set with a different density of
cell nuclei (Table 6.6). The first data set contained approximately 30% of touch-
ing nuclei, the second data set with almost 60% of the nuclei touching each other
and finally a dense data set with 75% of clustered nuclei. For these experiments,
the parameters for eq. (6.2.13) are empirically chosen: β = 1, γ = 125 , with
a diameter in the range of [7.04µm-12.16µm]. The expected intensities needed
in eq.( 6.2.15) are estimated based on the result of a simple Otsu thresholding
[Otsu 76, Sezgin 04]. State-of-the-art methods use the same prior knowledge, i.e.
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Figure 6.22: Example of cell nuclei detection using different methods on an image of
peripheral blood mononuclear cells. (A) the original raw micrograph, (B)-(D) show the
respective detection results superimposed on the preprocessed images. (B) edgeProp, (C)
cellProfiler, (D) the proposed method. Correctly detected nuclei are shown with a green
marker, errors are marked with an arrow: false detections with a red marker and cell nuclei
which were not detected by the method are shown using a yellow marker. While edgeProp
is able to separate clusters of nuclei, they are limited by the strength of the edges, resulting
in several nuclei which are not detected [De Vylder 13a].
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Figure 6.23: An example of the influence of capturing time on a microscopic image. These
images are captured using respectively 5, 10, 20, 30, 40, 50, 75, 100, 200, 300, 400 and 500
ms [De Vylder 13a].
the range of diameters of desirable segments. The state-of-the-art methods signi-
ficantly decrease in detection accuracy if the micrographs are more densely packed
with cell nuclei (Table 6.7). From the state-of-the-art techniques the edge based
approach is generally more robust against touching nuclei, but still performs sig-
nificantly less than the proposed method. The method presented in this work not
only performs best for relatively sparse spaced nuclei, i.e. 30% of touching nuclei,
but also for densely clustered nuclei. The fluorescent dye also remains more com-
pact in dense clusters of nuclei, since there is less free space to dissolve the dye.
In a third experiment we test the robustness against low exposure times. The in-
fluence of the capturing time on the quality of the image is illustrated by an ex-
ample in Fig. 6.23. For visual inspection by an expert, an exposure time of 200
ms is advisable. This results in good contrast and low noise images. However
for automatic detection lower exposure times also give adequate results, resulting
in faster scanning times, lower influence of phototoxicity and less risk on photo-
bleaching [Stelzer 98,Keller 08]. The ideal exposure time depends on the required
accuracy and on the application, e.g. in vivo experiments will require lower scan-
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Table 6.7: Comparison of the detection results from different state-of-the-art methods for
nuclei of peripheral blood mononuclear cells (P = precision, R = recall, F = F-measure).
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Table 6.8: Comparison of the detection results from different state-of-the-art methods for
nuclei of peripheral blood mononuclear cells captured using different exposure times (P =
precision, R = recall, F = F-measure).
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ning times due to photo-toxicity. State-of-the-art methods clearly lack robustness
against low exposure times (Table 6.8), while the proposed method shows accur-
ate detection results, even for low exposure times. For an exposure time of 30 ms,
15% of the 200 ms used for human operators, the proposed method still results in
an F-measure of 0.861. All processing work was performed on an Intel i7 Q720
1.6 GHz CPU processor with 4 GB memory.2 It took an average of 26.944s for the
analysis of a single image from the BBBC004v1 data set from the Broad Bioim-
age Benchmark Collection, i.e. for the analysis of an image of 950 × 950 pixels.
While this method is computationally more demanding than state-of-the-art meth-
ods (cellC, cellprofiler and edgeProp require respectively 4.33s, 5.80s and 9.78s),
the difference does not prevent practical use. Furthermore the analysis of a data set
can be offloaded to a dedicated server. By applying such a pipeline architecture,
the bottleneck from the image processing work flow is moved from the acquisition,
using expensive microscopes, to the analysis on an inexpensive computer.
6.3 Conclusion
In this chapter a number of algorithms for the segmentation of cell nuclei have been
discussed. The two main approaches, edge based and intensity based, have been
explained using different use cases. Furthermore four new segmentation methods
have been proposed.
We proposed an edge based algorithm for the segmentation of individual nuclei
in images where nuclei cluster together. In contrast to state-of-the-art methods,
the proposed algorithm gives accurate results even if the surrounding contours
don’t show clear concavities. The proposed method is calculated using an efficient
dual scan line algorithm, making it significantly faster than current state-of-the-
art, and only requires to keep two rows/slices in memory. This makes the proposed
technique interesting for the analysis of big data sets, such as 3D data sets, or image
sequences coming from high throughput systems. The method was tested both on
synthetic as on real data sets, resulting in good precision and recall. Precision
might be further improved if the found segments would be merged using some
form of shape constraints.
A second method was discussed to overcome local changes in light intensity. The
proposed method is an intensity based method, which makes it robust against blur.
The main novelty is that it compares the intensity of a potential segment with the
average intensity in the neighbourhood. The method shows accurate results both
in bright and dark regions, and in contrast to other “local” methods, such as local
thresholding, this without detecting erroneous segments in regions where no nuclei
2The complete algorithm is implemented in Matlab R20007b1.
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are present. Implemented using a simple linear filter, the method is computational
efficient, yet results in accurate nuclei detections. This makes it a good candidate
for high throughput analysis of large 3D data sets.
Next, we discussed a novel method for the segmentation of densely clustered nuc-
lei in 3D fluorescence microscopy images. Initially all slices are individually seg-
mented, only for more challenging nuclei configurations, information of neigh-
bouring slices is incorporated. These complex 2D configurations with insufficient
confidence are detected using dedicated shape measurements. The method was
validated both on simulated synthetic data and based on statistical measurements
of the segments. Both for the synthetic and real data, the method outperforms
state-of-the-art methods from literature.
Finally, we proposed a novel segmentation technique for 2D micrographs contain-
ing dense clusters of circle shaped nuclei. The method finds individual nuclei by
jointly optimizing the likelihood of the intensity and the expected shape of the
nucleus. This is achieved using the active contour framework, where the proposed
method is the result of optimizing a convex energy function. It uses prior know-
ledge about the shape of cell nuclei, which is done by representing the segmenta-
tion result using a dictionary. As far as the authors are aware, this is the first use of
shape dictionaries within the context of segmentation. The proposed method was
tested both on a benchmark data set and on real microscopic data sets of nuclei
belonging to peripheral blood mononuclear cells, showing generic value for the
detection of nuclei with an approximately circular shape. The method results in
accurate nuclei detection and outperforms state-of-the-art methods, both for preci-
sion, recall, F-measure and Dice coefficient. The results show that the method is
highly robust against dense cell nuclei clusters and can be used for noisy images
captured using low exposure times.
This work is published in a number of international conference proceedings
[De Vylder 10f,De Vylder 10g,De Vylder 11e,De Vylder 12a,De Vylder 12e] and
in a peer reviewed journal [De Vylder 13a].
Part III
Shape & deformation

7
Cell nuclei mapping
The spatiotemporal dynamics of protein complexes and genome loci, which are
located within the nucleus, are functionally linked to cellular health status. In or-
der to study the inherent motion of subnuclear particles, it is essential to remove
any superimposed component stemming from displacement and deformation of
the nucleus. The actual protein and loci displacements can then be determined
by comparing the predicted location with the actual location of the nuclear loci of
interest. In this chapter, we discuss different strategies for mapping the nuclear in-
terior, i.e. we calculate for each point in the nucleus where it should move to under
the influence of the overall motion and deformation of the nucleus. These mapping
procedures enable an accurate estimation of telomere mobility in living human
cells undergoing nuclear deformations. Given the large variety of pathologies and
cellular processes that are associated with strong nuclear shape changes, contour
mapping algorithms have generic value for improving the accuracy of mobility
measurements of genome loci as well as intranuclear macromolecule complexes.
Within the limited space of the human cell nucleus, the entire genome as well as
many proteins are accommodated in a non-random and time-dependent manner.
Of particular interest are telomeres, the very ends of chromosomes, which show
a spatiotemporal behaviour that is functionally linked to cellular and organismal
condition. Telomeres are arranged in distinct patterns and display mobility regimes
at different time scales [Molenaar 03, De Vos 10a]. Diverse biological processes
such as telomere maintenance, senescence (i.e. biological ageing) and apoptosis
204 MAPPING OF STRONGLY DEFORMABLE CELL NUCLEI
(i.e. programmed cell death) are associated with characteristic telomere redis-
tributions [Raz 06, Raz 08]. Likewise, altered telomere dynamics are associated
with specific diseases such as laminopathies and cancer [Louis 05, De Vos 10a].
Therefore, quantitative studies of telomere dynamics - and by extension nuclear
dynamics - may help reveal novel mechanisms of dysfunction and disease. How-
ever, mobility analysis in four-dimensional image data sets is seriously hampered
by global cell motion and nuclear deformation. This superimposes a global motion
on the submicron-scale dynamics, which in turn creates a significant bias on the
accuracy of the measurements. It is therefore imperative to remove the superfluous
motion by means of image registration.
A wide range of registration techniques have been proposed to remove 2D and 3D
motion of cell nuclei using rigid transformations, i.e. translation and rotation [Ger-
lich 01,Rieger 04,Wilson 06]. However, the unwanted global and local expansions
or contractions, cannot be adequately modelled by rigid transformations. To cater
for complete non-rigid transformations, landmark-based methods have been pro-
posed [Zitova 03,Mattes 06,Matula 06], but the results of these methods are com-
pletely dependent on the choice of robust landmarks, which is not always straight-
forward. Furthermore, these landmarks should only be affected by global motion
induced by nuclear displacement and deformation, and not by the local telomere
motion which has to be analysed. Registration methods based on the overall in-
tensity of the nucleus have been proposed [Zitova 03,Myronenko 10,Kim 11], but
they have the risk of biasing the results. Using intensity, including intensity of the
telomeres can result in over-fitting the telomere displacement mapping. This dis-
placement can range from small Brownian motion to large telomere displacements,
as can be seen in Fig. 7.1, where a telomere moves over 10 µm in 26 min.
Recently a set of dedicated registration algorithms have been developed for the
mapping of cell nuclei. These methods avoid the hazards of intensity or landmark
based registration, but instead focus on the deformation of the nuclear contour.
These methods first start by segmenting the nucleus. Using this segmentation, a
proper non-rigid displacement mapping is calculated.
This chapter is arranged as follows: in the next section we briefly discuss the
algorithm that can be used for segmenting isolated nuclei. Section 7.2 describes
the state-of-the-art method for removing all global motion from healthy cells in
interphase, the part of the cell cycle in which the cell spends most of its time.
In section 7.3 we propose a our own novel mapping strategy that can be used
for pathological nuclei. This proposed method is not constrained to ellipsoid-like
nuclei and as such can be used for the mapping of aberrant nuclei corresponding
to pathological cells. Section 7.4 recapitulates and concludes.
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Figure 7.1: An example of telomere mobility. Within a time frame of 26 minutes. the high-
lighted telomere moved approximately 10 µm, while the cell nucleus remains stationary.
7.1 Segmentation
Since contour based registration methods estimate the nuclear geometrical changes
based on the deformation of the nucleus, the nucleus needs to be segmented first
(Fig. 7.3.(a)). For this application we assume to study isolated nuclei. This makes
the segmentation task much easier, and allows us to use simple, common tech-
niques, omitting more complex methods such as those described in chapter 6.
First the image is preprocessed using a low-pass filter in order to suppress noise
and non-uniform staining. The resulting image is then binarized using Otsu’s
thresholding method, which calculates a threshold by minimizing the variance of
both the foreground and background [Otsu 79, Sezgin 04]. Due to subnuclear
particles such as nucleoli and remaining noise, not all nucleus pixels are correctly
classified as corresponding to the nucleus and also some background pixels will
wrongfully be considered as foreground. This is corrected with a morphological
opening and closing (see chapter 4). Finally, the contour delineating the segment
is parametrised based on the arclength and filtered with a mean filter in order to
obtain a smooth contour. This is important for the contour matching which we
will discuss in the next two sections. For a more detailed discussion on cell nuclei
segmentation, we refer to chapter 6.
7.2 Interphase mapping
To handle both global and local expansions or contractions, a mapping based on
a spherical model has been proposed [Gladilin 08]. This model captures most of
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the cellular and nuclear displacements that occur in normal cells, i.e. healthy cells
during interphase. In a first step, an ellipsoid shaped mesh template is aligned
with the 3D segment representing the nucleus. This alignment is rather straight-
forward, because the segment is close to elliptical. The template is translated in
such a way that its centroid coincides with the centre of mass of the segment.
Then the mesh is scaled and rotated such that its principal axis are identical to
the principal axis of the ellipsoid that has the same second order moments as the
segment (see chapter 8 for more details about shape moments).
In a second phase the template mesh is non-rigidly aligned. Given the ellipsoidal
shape of a healthy nucleus, we can assume this local deformation to be small.
Hence a “propagation by normals” technique similar to the optimization in section
6.2.2.3 can be used, i.e. the 3D mesh node u, is displaced along the surface normal
n:
d = u + λn, (7.2.1)
with the point on the segments boundary corresponding with d and λ the Euclidean
distance between u and d. Based on elasticity theory and finite element methods,
these boundary conditions can be extended to a displacement map for the full
nucleus [Gladilin 07, Gladilin 08].
7.3 Nuclear mapping of pathological cells
The previous method gives good results for healthy cell nuclei during interphase.
However, under certain pathological conditions, the nuclear shape alters dramat-
ically [Capo-Chichi 09], creating a situation in which an elliptical model can
no longer be applied. A number of examples of aberrant nuclei are shown in
Fig. 7.2. Pathologies resulting in aberrant nuclei comprise cancer and lamino-
pathies, a gene mutation related to diseases such as muscular dystrophies, lipid
dystrophies and premature ageing syndromes [De Vos 10a]. As can be seen in
Fig. 7.2, the ellipsoid-like shape-assumption is clearly violated. This would res-
ult in both bad global, and erroneous non-rigid local mapping. Hence, a new
method is required that allows reliable motion measurements of subnuclear fea-
tures in a deformable volume, without imposing any shape constraints. In this
section, we propose a novel approach, which maps two nuclei between consecut-
ive time points without imposing constraints (e.g. shape constraints), nor requiring
any landmarks. A workflow was created of which the major aspects are described
below in more detail and which are schematically summarized in Fig. 7.3. First
the image is segmented according to the algorithm described in section 7.1, then
based on the contour of the segment a signature is calculated. The signatures of
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Figure 7.2: A couple of different phenotypes in aberrant nuclei. These aberrations range
from random shaped nuclei (A), elongated nuclei (B,C), folding (D), a bulge (E) or crevices
(F).
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two consecutive time frames are matched, which results in a point-to-point corres-
pondence. Based on this matching, a mapping of the entire nucleus is calculated
using polyharmonic splines. This mapping predicts the location of nuclear loci,
solely based on the deformation of the nucleus. The algorithm was tested both
on simulated images and on recordings of human cells undergoing artificially in-
duced as well as naturally occurring deformation. In the following subsection we
will elaborate on each of these steps.
7.3.1 Contour matching
Using the contours of the found segments (section 7.1), we find the correspond-
ence between contours delineating the nucleus in consecutive time frames: points
belonging to the contour in one frame will be linked to the corresponding points
on the contour in the next frame. To this end, we first calculate a signature si(.) of
the contour in time frame i. This is a function describing the contour in one dimen-
sion. This signature is then used for the actual matching. The contour is described
as c(t)=(x(t), y(t)), with t ∈ Z and c(n + t) = c(t), i.e. the contour is peri-
odical. A wide variety of shape describing signatures have been proposed in liter-
ature [Kindratenko 03, Zhang 04], i.e. a one dimensional function based on c(t).
Within this work, the following four different signatures were tested (Fig. 7.3.(b)):
• A complex valued signature: s(t) = x(t) + j y(t), where j2 = −1.
• A normalized centroid distance signature:
s(t) =
√
(x(t)− xc)2 + (y(t)− yc)2∑n
i=1
√
(x(i)− xc)2 + (y(i)− yc)2
, where (xc, yc) is the centroid of c(t), i.e. xc = 1n
∑n
i=1 x(i) and yc =
1
n
∑n
i=1 y(i). Note that this signature is normalized such that
∑
s(t) dt = 1.
By doing so, this signature is scaling invariant, i.e. invariant to isotropic
expansion and contraction of the nucleus.
• A directional signature: s(t) = cos−1
(
y(t+1)−y(t−1)
‖c(t+1)−c(t+1)‖
)
. This signature
corresponds to the orientation of the tangent line at point t with regard to the
x-axis.
• A curvature signature: ‖d2c(t)dt2 ‖. The curvature signature has low values
at places where the contour is smooth and high values at places where the
contour has sharp angles.
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Figure 7.3: Major steps in the workflow of the contour matching registration method: (a)
segmentation of the nucleus for the generation of nuclear outlines (red) on the raw image
(a1) by consecutive low pass filtering and Otsu thresholding (a2), morphological closing
(a3), morphological opening (a4), detection and low-pass filtering of the contour (red out-
line, a5); The green star indicates the starting point of the contour (b). The contours are
transformed into one-dimensional contour signatures. Four different signatures were tested:
a complex signature, a normalized centroid distance signature, a tangent direction signature
and a curvature signature; (c) The signatures, s1(.) and s2(.), of two consecutive frames are
matched according to the dynamic time warping technique. Blue lines represent matched
samples. On the left, a naive approach is shown where points between the two signatures
are simply matched consecutively (s1(t) = s2(t)). On the right, matching is done with the
minimal cumulative difference, or DTW distance. From this contour matching the warp-
ing function is derived; (d) Based on the contour matching between consecutive frames, a
full nucleus mapping is calculated using polyharmonic spline interpolation. Gray values
represent the magnitude of the displacement vector (in pixels) [De Vylder 11c].
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Although this is the first use of signature functions for global registration, they
already prove their merit for many other applications. For a more detailed over-
view of signature functions we refer to [Van Otterloo 88, Wood 96, Trier 96]
[Kindratenko 03, Zhang 04].
The matching criterion we applied for two signatures is the Dynamic Time Warp-
ing (DTW). DTW is also known as the dog-man distance, in analogy to a man
walking a dog on a leash. Both walk different paths (i.e. the two signatures) with
the potential to walk at different pace depending on the length of the leash (i.e. the
warping function), but with the ultimate goal of maintaining overall closest prox-
imity between man and dog (i.e. the DTW distance). In mathematical terms, the
DTW distance is the smallest cumulative difference between both signatures s1(.)
and s2(.), which is found by changing the scanning speed/sampling density (the
length of the leash) along the contour signature (Fig. 7.3.(c)):
dDTW (s1(.), s2(.)) = min
γ(.)
∑
t
‖s1(t)− s2(γ(t))‖, (7.3.1)
where γ(.) is a warping function, i.e. a monotonic function mapping all n elements
of s1(.) onto all m elements in s2(.). The optimal warping function which min-
imizes the DTW distance will be used for calculating the mapping of the nuclei
between consecutive frames. For discrete contour signatures, the DTW distance
(and implicitly also the warping function) can be calculated in an efficient way
using an n×m alignment matrix D(., .), for which:
D(i, j) = d(i, j) + min(αD(i, j − 1), αD(i− 1, j), αD(i− 1, j − 1)) (7.3.2)
with d(i, j) = ‖s1(i) − s2(j)‖ and α a real number greater than or equal to one.
In order to penalize warping functions where too many points of one signal are
matched to a single point in the other signal, we have set α = 1.25. This was
empirically determined to be a good value for matching nuclei contours in our
datasets. Starting from D(n,m), i.e. the DTW distance, the warping function is
obtained by recursively finding the minimum D value for a matrix element within
its direct neighbours in the alignment matrix, down to its starting point.
The DTW distance is uniquely defined between two finite time series. Although
signatures are infinitely long, they are periodical (with period n). In other words
between 1 and n, the signature can be considered as finite in time. This, how-
ever, assumes that the starting points correspond between frames. If this is not the
case, a wrong DTW distance and suboptimal warping function will be obtained.
This potential pitfall is avoided by calculating the DTW warping function twice:
once to find the offset in starting points and a second time to calculate the ex-
act warping function. When starting points do not correspond between signatures
of consecutive frames, the starting point in one signature will be matched to k
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Figure 7.4: Starting points between signatures of consecutive time frames are matched by
performing a circular shift. (a) The first DTW procedure generates an alignment matrix,
D(., .), between a signature s1(.) and a cyclic shifted version of the same signature s2(.).
The optimal warping function c is represented by the path of filled squares. D(n,m) equals
the DTW distance (black square). A mismatch in starting points is observed, corresponding
to the first k red squares, which are all mapped to the starting point of s1(.). By circularly
shifting these k points, a unique correspondence in starting points will be obtained, resulting
in the alignment matrix represented in (b) [De Vylder 11c].
different points in the other signature by the first DTW warping function. A cir-
cular shift by k points will create a unique correspondence in starting points. In
Fig. 7.4(a), the optimal warping function γ(.) is represented by the path of filled
squares. D(n,m) equals the DTW distance (black square). A mismatch in starting
points is observed, corresponding to the first k red squares, which are all mapped
to the starting point of s1(.). By circularly shifting these k points, a unique cor-
respondence in starting points will be obtained, resulting in the alignment matrix
represented in Fig. 7.4(b). Based on this shifted version of the signature the second
DTW warping function is calculated.
It may happen that multiple points on one contour match a single point on the
second contour, which might lead to unstable solutions in the cell-mapping al-
gorithm (see next subsection). To avoid this situation, both contours are resampled
(see Fig. 7.5). Consider two signatures s1(.) and s2(.) of consecutive time frames
with one point, s1(t) of the first signature being matched with two points s2(a)
and s2(b) on the other signature. s1(t − 1) is the last predecessor and s1(t + 1)
the first successor of s1(t) with a unique point-to-point correspondence, s2(t− 1)
and s2(t+ 1) respectively. The curve between s2(t− 1) and s2(t+ 1) will be res-
ampled in such a way that there are as many samples as there are samples between
s1(t− 1) and s1(t+ 1), making sure that the arclength between the samples s1(.)
is proportional to the arclength of their corresponding samples in s2(.).
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Figure 7.5: The signatures are resampled to obtain a point-to-point correspondence. It may
happen that multiple points on one contour match a single point on the second contour.
Consider two signatures s1(.) and s2(.) of consecutive time frames with one point, s1(t)
of the first signature being matched with two points s2(a) and s2(b) on the other signature.
s1(t − 1) is the last predecessor and s1(t + 1) the first successor of s1(t) with a unique
point-to-point correspondence, s2(t − 1) and s2(t + 1) respectively. The curve between
s2(t− 1) and s2(t+ 1) will be resampled in such a way that there are as many samples as
there are samples between s1(t− 1) and s1(t+1), making sure that the arclength between
the samples s1(.) is proportional to the arclength of their corresponding samples in s2(.).
This results in the replacement of s(t) by two new samples, shown as black dots in the
figure [De Vylder 11c].
7.3.2 Cell mapping
Based on the contour matching, each point on the contour will now correspond
to a unique point on the contour of the subsequent frame. We need to define
a function ψ(p), which for each point, p inside the nucleus in image A, gives
the corresponding point ψ(p) in image B inside the nucleus. We will call this
the spatial mapping function. We propose to perform an interpolation based on
polyharmonic splines:
ψ(p) = a+ axx+ ayy +
n∑
i=1
wiφk(d(p, c(i))), (7.3.3)
where the parameters a, ax, ay and wj = (wj,x, wj,y) are a set of weighting coef-
ficients, c(i) are the contour points, d(., .) is a distance function and φk(.) is a
radial basis function, i.e.
φk(r) =
{
rk if k is odd,
rk ln r if k is even,
(7.3.4)
where k is the degree of the basis functions. Note that k = 2 is a special case
since eq.(7.3.3) then corresponds to the popular Thin Plate Spline interpolation
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[Bookstein 89]. The weighting coefficients in eq. (7.3.3) are calculated in such a
way that:
• contour points are mapped to their corresponding contour points in the other
frame, i.e. ψ(c(t)) = c′(t), where c′(t) is the matching contour point of
c(t) based on the optimal warping function;
• the weighting vectors wx and wy are orthogonal to x and y, i.e.
n∑
i=1
wi,xxi =
n∑
i=1
wi,yyi = 0; (7.3.5)
• the weighting coefficients sum to zero.
By adding these extra constraints we get n+3 linear equations for an equal number
of variables. So these constraints provide a mean to easily calculate the weights by
solving a linear system, which can be done in a fast way as proposed by Beatson et
al. [Beatson 07]. For a more detailed discussion on polyharmonic splines and the
influence of the different radial basis functions we refer to [Arad 94, Cofaru 12].
Although polyharmonic interpolation has been proven useful for non-rigid regis-
tration, some adjustments are needed in order to use them in this context. The
mapping of a point, ψ(p), depends on the Euclidean distance between the point
itself and the contour points. However, this distance does not take into account
the shape of the nucleus. An example of such a situation is illustrated on the left
of Fig. 7.6, where the distance between point A and B corresponds to the length
of the dashed line. If the solid grey line corresponds to the nuclear contour, we
have to point out that the Euclidean distance does not correspond to the distance
that point A would have to move to reach point B. This is because the point can
only move within the nucleus, and thus cannot cross the nuclear boundary. As a
consequence, the Euclidean distance would be an underestimation of the distance
within the nucleus. By ignoring the nuclear shape we erroneously estimate the dis-
tance between points which might be close by in Euclidean space, but which can
be far away in the nucleus. Although it is difficult to estimate the exact error in-
troduced by using the Euclidean distance, we propose using the geodesic distance
instead, i.e. the force that displaces a contour point will induce a displacement
within the cell proportional to the distance a particle has to travel to reach the
contour point. The geodesic distance represents the length of the shortest path
not crossing the cell wall, as is illustrated on the right of Fig. 7.6. The geodesic
distance can be calculated using a fast-marching approach [Peyre 08].
Polyharmonic spline interpolation generally results in a smooth mapping with a
risk of the maximum displacement falling inside of the nucleus (Fig. 7.7). Assum-
ing that the interior displacement is mostly due to the deformation of the nuclear
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Figure 7.6: An example of two different distance functions: the Euclidean distance on the
left, the geodesic distance on the right. The distance between points A and B corresponds
to the length of the dashed line, where the solid grey line represents the nucleus contour
[De Vylder 11c].
contour, we expect the magnitude of the displacement vector to be maximal along
the contour of the mapping and not inside of the nucleus. Especially for non-
convex contours there seems to be an overestimation of the motion (see Fig. 7.7.D).
To avoid the maximum displacement from falling outside the contour boundary,
the derivatives of the mapping normal to the contour were set equal to zero. This
was done by duplicating contour points at a short distance (1 pixel) outside of the
nucleus before mapping, a technique we refer to as contour padding (Fig. 7.7).
7.3.3 Telomere tracking
In order to study telomere dynamics over time, detected telomeres in consecut-
ive time frames are matched using the Iterative Closest Point method (ICP). This
results in a matching where each telomere is matched with exactly one telomere
in the next frame. ICP is a greedy algorithm, i.e. the closest telomere points are
matched first and this decision is not revised in the remainder of the algorithm.
This is iteratively repeated until all telomeres are matched. Other approaches
striving for a global optimum according to a predefined criterion could also be
used [Kuhn 55, Meijering 06, Zhang 08, Padfield 11]. This greedy approach how-
ever has the benefit of simplicity, while achieving adequate results.
7.3.4 Experimental results
First, the mapping algorithm was validated on an artificial sequence using a Monte
Carlo simulation. The nucleus was approximated by a flattened ellipsoid (80 ×
50× 40 voxels) in which 60 random points were generated, representing telomere
positions. Then the ellipsoid was deformed using a random affine transformation
composed of 3 separate components (of uniform distribution): the three axes of
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Figure 7.7: Illustration of the effect of contour padding to improve nucleus mapping. (A,B)
Contour padding consists of duplicating contour points (red dots) having identical displace-
ment vectors (black arrows) at a short distance outside of the nucleus, normal to the contour,
before mapping; (C,D) mapping of the nuclear deformation (based on polyharmonic spline
interpolation) between two consecutive time frames before (A) and after (B) contour pad-
ding. Gray values represent the magnitude of the displacement vector in pixels. (E,F)
Profiles representing the magnitude of the displacement vector along the green line (from
lateral position A to C) in (C,D) respectively. As shown in figure (E), without contour pad-
ding, the maximum displacement is inside of the nucleus and is approximately one third
higher than on the contour (point B). Assuming that the interior displacement is mostly due
to the deformation of the nuclear contour, it is unlikely for a displacement inside of the nuc-
leus to exceed that of the boundary. After contour padding (F) the maximal displacement
coincides better with the contour [De Vylder 11c].
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the ellipsoid were independently rescaled (between a factor 0.9 and 1.1), the el-
lipsoid was rotated (between−5 ◦ and +5 ◦ along the long axis of the lateral plane
and between −10 ◦ and +10 ◦ along the axial axis) and translated (between −10
and +10 pixels in the lateral direction). 10 000 simulations were performed res-
ulting in average telomere displacement of 8.7± 15.7 pixels. Subsequent contour
matching and point tracking resulted on average (all transformations combined) in
a remaining telomere motion of 2.4± 3.5 pixels (or 72.5% reduction), only result-
ing from the motion and deformation of the nucleus. This Monte Carlo simulation
was repeated with only transformations in the lateral plane, i.e. without the rota-
tion around the ellipsoid’s axis and without the scaling in the non-lateral direction.
The simulation of only lateral transformations resulted in an average remaining
telomere motion of 2.2± 3.7 pixels (74% reduction).
As it is not known what the actual mobility of objects in a nucleus will be, it is
difficult to validate the algorithm on a real dataset per se. To test the accuracy
of the algorithm we used a specially prepared dataset with maximal resemblance
to the natural situation (i.e. real nuclei imaged with fluorescence microscopy):
ECV-TRF2 cells were acquired during fixation with methanol (Fig. 7.8). From
the moment methanol is added, all active and intrinsic motion is blocked. At the
same time, the cold methanol induces a contraction of the entire cell, including
the nucleus, which persists for about 10 to 20 min. In this setting, telomeres only
become displaced by the deformation of the nucleus and the telomeres’ centres can
therefore serve as ground truth for validation, i.e. the performance of the algorithm
can be judged by its relative minimization of the displacement error. Although the
induced shrinking is relatively isotropic, not all nuclei deform in the same way,
not all parts of the nucleus contract equally and not all telomeres relocate equally
far. 97 telomeres originating from 3 different nuclei were manually tracked during
7 frames. This resulted in 582 ground truth telomere matches. The influence of
the different signatures as well as the different radial basis functions used by the
mapping was tested. These tests were performed using 60 sample points for the
contours; more samples did not yield better results (Fig. 7.9).
The proposed mapping was compared with a rigid mapping and with a state-of-
the-art non-rigid mapping based on the Demons registration algorithm [Yang 08,
Kroon 09]. For the latter we used an implementation without symmetry criterion
[Kroon 09]. The following metrics were used for error estimation: remaining
telomere motion, standard deviation of the motion and the number of false matches
in the tracking algorithm (Table 7.1). A linear basis, i.e. polyharmonic basis of
degree 1, performed best for all four signatures. This can be seen in Table 7.1,
where all three measurements are minimal for the linear basis (the order of the
radial basis function is denoted by 1st, 2nd, 3rd and 4th. From the four signatures
tested, the "tangent direction signature" resulted in significantly better results, i.e.
lower measurements.
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Figure 7.8: Contour mapping applied to a chemically shrunken nucleus. ECV-TRF2 cells
were acquired at 30 sec intervals with in fluxo addition of methanol after 5 min of acquisi-
tion (A-C) Fluorescent micrographs showing progressive shrinking throughout the 25 min
acquisition period (D) Telomere motion over a period of 15 minutes, represented as colour-
coded tracks of the telomeric centres of mass. The calibration ranges from 10 min (white)
to 25 min (dark blue) (E) Deformation of the nucleus over the same period, represented by
the nuclear outlines of consecutive time points (F) The nuclear mapping result after con-
tour matching using a complex signature and a radial basis of degree 1, superimposed onto
the outlines of the nucleus at 10 min (red) and 25 min (blue). The gradient displacement
calibration bar ranges from 28 nm (black) to 2990 nm (white) (G) The result of telomere
mapping after contour matching using a complex signature and a radial basis of degree 1.
The red and blue curves are the contours of the nucleus at 10 min and 25 min and the red
and blue dots mark the centroids of the telomeres of the respective time points. The green
dots represent the location of the telomeres predicted by the mapping, i.e. solely based on
the deformation [De Vylder 11c].
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Methanol induced deformation dataset
D (nm/min) σ(nm/min) FM
Non processed 357.5 26.2 64
Rigid registration 146.6 17.7 31
Demons registration 128.9 12.6 15
Contour
Complex
1st 90.5 8.1 6
2nd 96.0 8.5 7
3rd 102.8 9.8 7
4th 107.8 11.5 8
Centroid distance
1st 99.0 9.5 9
2nd 110.0 10.4 10
3rd 116.5 11.5 12
4th 122.4 13.0 12
matching
Tangent direction
1st 64.9 6.6 3
2nd 78.5 8.0 4
3rd 85.5 9.6 6
4th 92.0 11.6 6
Curvature
1st 75.1 7.2 4
2nd 86.9 8.3 6
3rd 94.4 10.0 8
4th 100.4 12.1 9
Table 7.1: Error estimated in registration of an image dataset from methanol treated ECV-
TRF2 cells. Three different error metrics were calculated: remaining average telomere
displacement D (nm/min), the standard deviation of D and the number of false matches
(FM) in the tracking algorithm. These metrics were calculated on the raw dataset (non-
processed data) and after registration using rigid registration, a variation on the Demons
registration algorithm and the proposed contour-matching algorithm. The latter was tested
with four different signatures (a complex signature, a centroid distance signature, a tangent
direction signature, and a curvature signature) in combination with polyharmonic spline
interpolation with radial basis of four different degrees (1st-4th).
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Figure 7.9: The influence of the number of contour samples on the accuracy of the telomere
mapping. Calculated on the methanol dataset, using the tangent direction signature and the
polyharmonic basis of degree 1 [De Vylder 11c].
Finally, the algorithm was applied to a real dataset from transiently transfected
LMNA-/- cells (Appendix A). Nuclei from these cells display dramatic, appar-
ently random deformations, which clearly drive a subset of telomeres in a pre-
ferred direction. This makes it difficult to estimate the inherent mobility of the
telomeres within the nucleus. 34 telomeres coming from 3 different nuclei where
manually tracked over 9 frames. This results in ground truth of 272 telomere dis-
placements. In Fig. 7.10 an example of the mapping is shown. As can be seen, the
mapping removes most of the motion stemming from nuclear deformation (Table
7.2). These results show a significant difference compared to non-processed data.
Again, these results confirm the biharmonic radial basis and directional signature
as the proposed mapping which results in the least telomere displacement. Note
that this displacement is not a measure of error since these results come from living
nuclei, i.e. there is still telomere motion coming from other biological processes
than nuclear deformation. This telomere motion should however be considerably
smaller than the motion induced due to nuclear deformation and displacement. So
the results obtained with our method are more plausible.
All processing work was performed on an Intel i7 Q720 1.6GHz processor with 4
GB memory.1 It took on average 2689 ms to calculate the weighting parameters
used by the mapping, i.e. wj , a, ax and ay in eq. (7.3.3). For each telomere,
the calculation of its mapped location took an additional 103 ms. Approximately
1All implementations are done in Matlab R20007b®
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Figure 7.10: Contour mapping applied on naturally deforming nucleus from an LMNA−/−
cell, transiently transfected with pmCitrine-hTRF2, acquired at 2 min intervals (A−C)
Fluorescent micrographs at different time points. (D) Telomere motion over a period of
18 min, represented as colour-coded tracks of the telomeric centres of mass. (E) Deforma-
tion of the nucleus over the same period, represented by the nuclear outlines of consecutive
time points (F). The nuclear mapping result after contour matching using a tangent sig-
nature and a radial basis of degree 1, superimposed onto the outlines of the nucleus at 0
min (red) and 18 min (blue). The calibration bar represents the relationship between gray
values and the magnitude of the gradient displacement (G) The result of telomere map-
ping after contour matching using a tangent signature and a radial basis of degree 1. Red
squares, blue dots, and green triangles represent the positions of tracked telomeres in the
first time point (0 min), the last time point (18 min) and the mapping-based prediction,
respectively [De Vylder 11c].
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Methanol induced deformation dataset
D (nm/min) σ(nm/min) FM
Non processed 189.0 41.9 36
Rigid registration 88.0 15.5 10
Demons registration 81.3 12.9 7
Contour
Complex
1st 89.1 18.9 15
2nd 100.6 19.9 17
3rd 106.5 20.7 22
4th 109.7 21.3 22
Centroid distance
1st 75.8 21.3 7
2nd 71.8 12.3 6
3rd 75.9 12.9 9
4th 80.5 13.8 11
matching
Tangent direction
1st 66.5 11.2 3
2nd 64.7 11.4 4
3rd 66.3 11.6 4
4th 69.3 11.9 4
Curvature
1st 71.3 13.6 8
2nd 70.4 13.7 9
3rd 72.8 14.0 9
4th 76.1 14.5 11
Table 7.2: Results based on a real dataset from LMNA-/- cells. Three different error met-
rics were calculated: remaining average telomere displacement D (nm/min), the standard
deviation of D and the number of false matches (FM) in the tracking algorithm. These
metrics were calculated on the raw dataset (non-processed data) and after registration us-
ing rigid registration, a variation on the Demons registration algorithm and the proposed
contour-matching algorithm. The latter was tested with four different signatures (a com-
plex signature, a centroid distance signature, a tangent direction signature, and a curvature
signature) and polyharmonic spline interpolation with radial basis of four different degrees
(1st-4th).
90% of this time was spent on the calculation of the geodesic distance between
points. There is no significant difference in computational time depending on the
type of signature or on the type of basis function used. This means that for a
realistic number of 50 tracked telomeres the total time requirement for contour
mapping between consecutive frames is 7839 ms. In comparison, Demons method
required 56520 ms for registering consecutive frames. Although the latter method
is independent of the number of telomeres it is clearly more time-consuming.
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7.3.5 Discussion
Of the four different contour signatures that were tested, the tangent direction sig-
nature proved most efficient. Based on this contour matching, the entire nucleus is
mapped using polyharmonic interpolation, radial basis of degree one gave the best
results.
The primary goal of this registration procedure was to enable an accurate estim-
ation of telomere mobility in living human cells undergoing dramatic nuclear de-
formations such as human LMNA-/-cells. The nuclei in the 4D CLEM recordings
display both nuclear deformation as well as lower level telomere mobility, mak-
ing it difficult to assess the true performance of the algorithm on these datasets
alone. On the other hand, it was difficult to simulate such a multifactorial dynamic
system in silico, as this would have required explicit knowledge on the expected
biological deformations. Therefore, we have limited the possible deformations in
the simulation to affine mappings.
In an attempt to overcome the limitations of simulations, we devised a method
for controlled deformation, devoid of additional individual object mobility, with
maximal correspondence to the biological topic of interest: a chemically induced
shrinking procedure. To our knowledge, this is the first time such an approach was
adopted for mimicking deformation of biological material in an uncompromised
and controlled manner. Using this approach, we demonstrated a 5.5 fold increase
in localization accuracy with respect to the raw data set. Some part of the remain-
ing error of 64.85 nm/min might be due to the contribution of axial components
in 3-dimensional movements, which may have been obscured by mapping the de-
formation in 2D (on projections). However, both cell types under investigation
have a flattened nuclear shape in the axial direction suggesting that most of the
deformation does indeed occur in the lateral direction [Koopman 06].
Nevertheless, neither axial deformation, nor rolling phenomena can be excluded.
In order to estimate the influence of these non-lateral deformations, simulations
with all possible 3-dimensional deformations were compared with simulations
containing only lateral deformations. This resulted in a net gain of 2% removal
of telomere motion compared to the full deformation simulations (74% vs. 72%),
which shows that lateral movements indeed cause most of the motion and 2D map-
ping already removes a major contribution. This is based on the assumption of an
affine transformation, whereas nuclei are obviously not restricted to this type of
stringent transformations. Future work should therefore focus on extending the
method to 3D, e.g. by warping contours on a slice by slice basis, or by using
more complex 3D shape matching techniques, before applying a 3D polyharmonic
spline mapping. Next to the error induced by 2D mapping, the interpolation and
the shape matching will introduce a small error as well as both are approximations
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of the real biological deformation.
The general assumption in this work was that the bulk movement of the nucle-
oplasm could be predicted purely based on the movement of the nuclear bound-
ary. This is supported by particle-tracking microrheology (PTM) studies, which
have shown that the intranuclear region is much stiffer than the cytoplasm, and
also more elastic than viscous, indicating a strong solid-like behaviour [Tseng 04].
Nevertheless, the nucleus is not a homogeneous structure and consists of transi-
ent nuclear microdomains, resulting in local differences in viscosity [Tseng 04].
These differences may explain the remaining localization errors and need also be
taken into account when analysing subnuclear particle dynamics in living cells.
Therefore, a natural next step in the validation and elaboration of the presented
algorithm would be to apply PTM as a model for passive diffusion in the same
biological systems [Wirtz 09].
In live cell data it became clear that this type of registration is essential for ac-
curate estimation of the telomere displacements. The average displacement was
reduced by a factor 2.8 with the proposed mapping: 189 ± 42 nm/min without
registration, and 66 ± 11 nm/min using the mapping. This obviously emphas-
ises the importance of the mapping for accurate mobility estimations. The map-
ping does not only influence the quantitative measurements of telomere dynamics,
but also has a positive impact on the tracking algorithm. The number of false
matches obtained with the iterative closest point algorithm reduces with approx-
imately 61%, which is an improvement of 12% compared to registration using the
Demons method [Yang 08, Kroon 09].
7.4 Conclusion
This chapter discussed the problem of mapping cell nuclei. It describes the golden
standard from literature and presents a new method able to map aberrant nuclei.
We have presented a novel registration technique for mapping strongly deformable
nuclei. Given the large variety of pathologies (laminopathies, cancer. . . ) and pro-
cesses (apoptosis, mitosis) that are associated with strong nuclear deformations,
we believe this algorithm has generic value by improving the accuracy of mobil-
ity measurements of genome loci as well as nuclear protein bodies. The essential
novelty of our work is that, in contrast to most of the existing methods, no specific
shape constraints are imposed on the contour mapping [Gladilin 08, Mattes 06].
By doing so, it is possible to map contours with a non-elliptical shape, which lack
clear and stable landmarks. Some work has been done on generic non-rigid regis-
tration without shape constraints [Zitova 03, Yang 08, Tiehua Du 09], but several
of these methods use intensity, which is unstable and highly variable in fluorescent
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images. Yang et al. proposed a method based on the mapping of segmented nuc-
lei, but their method has difficulties coping with strong deformations, e.g. not all
telomeres are mapped inside the nucleus [Yang 08]. The only work, known to the
authors, handling strongly deformed nuclei restricts itself to shape analysis [Ro-
hde 08]. It however, does not result in an actual nuclear mapping, which enables
the study of telomere dynamics.
This work is published in a number of international conference proceedings
[De Vylder 10c, De Vylder 10a, De Vylder 10b, De Vylder 11c, De Vylder 11f,
De Vylder 12b] and in a peer reviewed journal [De Vylder 11c].
8
Shape description
Shape is a highly discriminative feature of biological objects that is often used by
human observers. Prior knowledge on the shape will help to correctly detect and
classify an object of interest. Shape is a natural quantifier for human observers, e.g.
a human can intuitively detect similar shapes in a set of random objects often even
without any prior knowledge of the objects in the set. For automated computer vis-
ion methods, this is far from easy. In order to quantitatively describe shapes, e.g. to
enable to the automatic detection of similar shapes, a compact shape representation
is often used. A simple example of such a representation could be a small vector
of a specific length, the similarity or dissimilarity of multiple shapes could then be
expressed by the Euclidean distance between the corresponding vectors. Although
a compact shape representation is not necessary, it is certainly interesting for pat-
tern recognition, where it helps to overcome the curse of dimensionality. A good
shape representation should preferably be invariant to the location and orientation
of the shape, i.e. an object has the same shape, irrespective if it is translated or
rotated. Note that for some applications it could be interesting to take the location
and orientation into account, but in general this is by convention considered not to
be part of the shape definition.
Since shape is an intrinsic property of many biological and biomedical objects, it
is a well studied topic for various tasks:
Phenotyping: shape related measurements have been used to quantitatively de-
scribe biological specimens [Chitwood 14]. This can be useful to measure
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the influence of genetic modifications in plants or the impact of external
stress, e.g. draught or wind [Leister 99, Arvidsson 11, Sun 12]. In the con-
text of nuclear phenotyping shape parameters such as curvature statistics or
Euler number are useful tools for detecting and describing nuclear patho-
logies [Yu 09, De Vos 10b, Cattrysse 13], see Fig. 7.2 for an example of
different nuclear phenotypes.
Segmentation: in section 3.4 we already elaborated on the benefits of prior know-
ledge on the intrinsic object properties for the purpose of image segmenta-
tion. Obviously, shape is an example of such a powerful intrinsic property
and has been exploited in many different robust segmentation algorithms.
Prior shape knowledge can range from very general features, such as size or
general orientation of a segment [Cremers 08, Klodt 11]; over more specific
but still lenient models, e.g. a segment is approximately elliptical [Radke 04,
Freedman 05, Schoenemann 07, Charmi 08]; to very restrictive application
specific models, e.g. atlas based segmentation where the segment has to
belong to a predefined shape space [Cootes 95, Aguado 98, Cootes 01, Al-
jabar 09, Kauffman 09].
Calculation of population statistics: the previous discussed task aims at getting
accurate segmentation results, which is necessary to study an individual ob-
ject, however, an opportunity arises when studying populations of objects.
There it is not essential to correctly segment each individual object, as long
as false segmentation results do not influence the measured statistics of the
population significantly. This can be achieved by discarding false or doubt-
ful segments, which can be detected using shape features as was shown
in [De Vos 10b, Ochoa Donoso 11]. With this approach, one has to take
care to avoid bias:, e.g. removing precariously cells that deviate from the
more common cell types in a sample. This may lead to bad statistics and the
danger is especially large when the deviating cells are the ones of interst.
However, with adequate shape descriptors and sufficient understanding of
the experiment this approach can result in reliable population statistics.
Shape classification: one of the most straightforward applications is object clas-
sification based on shape. An interesting example of this is the “Image-
CLEF plant image identification task”, where the goal is to map the geo-
graphical distribution of specific plant species. This project aims to mon-
itor the biodiversity by analysing pictures of individual leaves. Different
shape descriptors have already been investigated for the task of plant iden-
tification [McLellan 98, Neto 06, Du 07]. Another relevant group of ap-
plications are related to computer aided diagnosis (CAD) systems, e.g. the
automatic classification of masses and tumours into benign and malignant
masses [Ishiguro 05, Tsui 10, Tahmasbi 11].
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Shape retrieval: a similar task to shape classification is shape retrieval. Here the
goal is to retrieve similar shapes, given a specific input shape [Milios 00,
Zhang 02b, Petrakis 02, Mori 05, Wei 09]. Note that if only one shape could
be retrieved, that this results in shape classification. The benefit of retrieving
more than one shape is that for difficult cases, a manual user can make the
final decision. This can also be used to study deviations in shape, e.g. a
microbiologist can search for nuclei with similar shapes in a database with
pathological nuclei, thus linking specific nuclear aberrations with specific
pathologies.
Shape registration and interpolation: a final application attempts to match the
points, or specific parts of a contour to the points/parts of a second contour.
An example of such an application was elaborately discussed in chapter 7.
Finding the correspondence between contours allows registering two shapes
[Gautama 03, Xia 06, Duan 08, Deboeverie 10, Deboeverie 11]. Given the
point correspondence it is also possible to interpolate between two shapes
[Sethian 99, Jeong 07, Lewin 10]. This can be useful to study the evolution
of a shape over time, e.g. in a time lapse sequence, or in space, e.g. the
evolution of a 2D contour through a 3D stack.
Due to the many applications, shape representation has been a very active field
of research, and has lead to a variety in description methods. In literature, three
classes of techniques can be distinguished: simple features, region based methods
and the contour based methods. Simple features are a collection of isolated meas-
urements, generally corresponding to simple measurements on the shape, such as
the area, circumference, etc. Contour based and region based methods typically
result in a discrete function, a vector or a matrix describing the shape. In region
based methods, the object is represented by a binary image. Based on this bin-
ary image, a shape descriptor vector is calculated. In contour based methods, the
points belonging to the contour are first parametrised. This parametrisation is then
used to calculate a set of shape descriptors.
Within this chapter we will discuss each of these three approaches in more detail.
In the next section we briefly enumerate some of the most popular scalar morpho-
metrics. Section 8.2 gives an overview of region based methods, with an emphasis
on different types of moments. Section 8.3 discusses contour based methods: com-
prising the popular Fourier descriptors and curvature scale space. In this section
we also propose a new shape descriptor, that builds upon the framework of Fourier
shape descriptors. In section 8.4 the discussed shape descriptors are thoroughly
tested for a number of applications: shape reconstruction, shape classification and
image content retrieval. Section 8.5 recapitulates and concludes.
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8.1 Scalar morphometrics
While shape itself is complex to describe, a lot of simple measurements related to
shape can already help in the analysis of biological objects. These measurements
generally have the benefit of having an intuitive interpretation, which has made
them popular for many biological applications. While these descriptors are often
calculated either based on the full region of the object or based on the contour of
the object, we mention them here instead of in the next two sections because they
correspond to isolated measurements which can be represented by a scalar value.
Descriptors which result in a set of measurements, i.e. which can be represented
using a vector will be discussed in later sections. We briefly enumerate a number
of the most popular scalar shape measurements here:
Size related measurements
• Area/volume of an object in an image is probably one of the most used fea-
tures for phenotyping [De Vos 10b,Dhondt 12b]. Note that the area is meas-
ured in a 2D image, which in many applications is an overhead projection of
a 3D object (Fig. 8.1.B). However, for many relatively flat objects, such as
A. thaliana rosettes, this is a very reasonable approximation of the 3D area,
and as such is correlated to the biomass of the plant [Leister 99, Walter 07].
• The maximal Feret diameter corresponds to the maximal distance between
two pixels belonging to an object in the image (Fig. 8.1.C). Used in combin-
ation with area, this parameter can be used for the analysis of plants, where
it can hint to changes in petiole length.
Elongation related measurements
• Sphericity corresponds to the ratio between the radius of the largest circle
that can be enclosed by all contour points over the radius of the smallest
circle enclosing the full shape [Du 07].
• Circularity expresses the ratio between the average distance between the
contour points and the centroid over the variance on the distance between
the contour points and the centroid [Du 07].
• Stockiness is based on the ratio between the area of a segment and its perimeter.
It is a useful measurement which for example can be used to detect the ser-
ration of leaves [Jansen 09]. Stockiness is defined as 4pi×Area/Perimeter2.
This can be seen as a measure of circularity, i.e. a circular object’s stockiness
is 1. Values vary between 0 and 1.
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• Shape eccentricity, not to be confused with the eccentricity of a conic sec-
tion, corresponds to the ratio between the length of the main inertia axis and
the length of the minor inertia axis [Zhang 04, Du 07]
Curvature related measurements
• The average curvature of the contour can help to distinguish between shapes
with smooth and “rough” contours [Cattrysse 13].
• Compactness or solidity expresses the ratio between the area of the ob-
ject and the area enclosed by the convex hull of the object [Jansen 09, Ar-
vidsson 11]. The convex hull of a rosette corresponds to the contour with the
shortest perimeter possible which envelopes the rosette. This is illustrated
in Fig. 8.1.D, where the compactness corresponds to the white area over the
area enclosed by the red contour.
• Previous shape descriptors are rather straightforward and simple measure-
ments, but more complex measurements can also have their value. An ex-
ample of such a measurement is the internal energy of a an active contour
representing the boundary or the centre line of an object (see chapter 4).
These energy based terms have been proven useful for the detection of indi-
vidual nematodes in clusters of nematodes [Ochoa Donoso 10]
[Ochoa Donoso 11].
It should be clear that this is not an exhaustive list, but it gives an overall idea
of possible scalar morphometrics. Even though several of these shape descriptors
are rather ad hoc, these measurements, or a combination of these measurements,
have proven there merit for several shape description tasks [Du 07, Jansen 09,
De Vos 10b, Chitwood 14]. An example of plant phenotyping using this type of
shape descriptors is discussed in sec. 3.5.2.
8.2 Region-based descriptors
These descriptors typically start from a characteristic function or binary image
representing the object of interest, i.e. all pixels corresponding to the object are
represented by one, whereas all other pixels have a value of zero. A first approach
is to transform this image to a wireframe, e.g. by a skeletonisation procedure
[Babin 12, Babin 14]. This wireframe can then be used to analyse and describe
the shape. This could be done based on statistics of the wireframe, such as the
number of bifurcations [Al-Kofahi 08,Dhondt 12b]. A different approach is to use
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Figure 8.1: An example of different plant morphometrics on a top view VIS image: A)
the actual VIS image of a rosette, B) the area detected by Rosette Tracker, C) the Feret
diameter of the rosette corresponds to the length of the red line, D) depict the compactness
of the rosette, i.e. the ratio of the area corresponding to the actual rosette over the area
enclosed by the convex hull, shown as a red line [De Vylder 12c].
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this wireframe in a relative way, as a means to compare shapes with each other,
e.g. using graph theory [Loncaric 98].
A strategy completely different than the wireframe approach is generalised profil-
ing [Babin 13a]. In this approach a structuring element is defined, e.g. a line or
ring, on which a predefined function operates, e.g. a maximum operator. Based
on a set of these structuring elements, a set of measurements can be calculated for
the binary representation of a shape, i.e. a profile. These measurements can be
used as shape descriptors. Examples of shape descriptors that can be calculated
using generalised profiling are bounding boxes [Tessens 10], convex hulls, Radon
transform [Leavers 00, Kindratenko 03], R-transform [Tabbone 06], etc.
In the remaining of this section we will focus on a different group of methods
which describe the image as a linear combination of a set of basis functions.
8.2.1 Geometric moments
The concept of moments in mathematics and physics, i.e. a set of quantitative
measures of the shape of a function or distribution, is closely related to describing
shape in general. Therefore this concept is adopted in geometric image moments,
which have been proposed as a set of shape descriptors [Philips 93,Kindratenko 03,
Wei 09, Boveiri 10]. A geometric moment of order p+ q is defined as:
mp,q(f(., .)) =
M∑
x=1
N∑
y=1
xpyqf(x, y), (8.2.1)
where f(., .) is a binary function with all (x, y) coordinates belonging to the shape
correspond to 1 and 0 for all other coordinates andM×N the dimension of the im-
age. These moments are a measurement of the binary representation of the shape
i.e. the f(., .) function, and not of the shape itself. If a shape is translated, this
results in a different f(., .) function and thus in different moments. This location
dependency is solved by centralised moments:
µp,q(f(., .)) =
M∑
x=1
N∑
y=1
(
x− m1,0(f(., .))
m0,0(f(., .))
)p
+
(
y − m0,1(f(., .))
m0,0(f(., .))
)q
f(x, y).
(8.2.2)
This has the same effect as translating the binary shape representation, such that
the centre of gravity lies at the origin. These centralised moments are still affected
by scaling. Scale invariance is achieved by normalizing these centralised moments:
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ηp,q(f(., .)) =
µp,q(f(., .))
m0,0(f(., .))α
(8.2.3)
with α = p+q2 + 1.
8.2.2 Hu-Li moments
A interesting property for shape descriptors is invariance to specific transforma-
tions of the shape. Specifically invariance to translation, scaling and rotation are
considered essential for general purpose shape descriptors [Xu 08]. The normal-
ized centralised moments from eq. (8.2.3) are translational and scale invariant, but
achieving rotation invariance is less trivial. Hu introduced seven rotational invari-
ant moments based on a non-linear combination of geometrical central moments
up to the third order [Hu 62]. This set of moments was extended by Li to 52 invari-
ant moments, based on geometrical central moments up to the ninth order [Li 92].
The first twelve invariant moments are shown beneath, note that for readability we
have omitted the argument, i.e. the binary f(., .) function, from the moments.
ϕ1 = η20 + η02
ϕ2 = (η20 − η02)2 + 4η211
ϕ3 = (η30 − 3η12) + (3η21 − η03)2
ϕ4 = (η30 − η12)2 + (η21 − η03)2
ϕ5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]
+(3η12 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
ϕ6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2] + 4η11(η30 + η12)(η21 + η03)
ϕ7 = (3η21 − η03)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]
+3(η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
ϕ8 = η40 + η22 + η02
ϕ9 = (η40 − η04)2 + 4(η31 − η13)2
ϕ10 = (η40 − 6η22 + η04)2 + 16(η31 − η13)2
ϕ11 = (η40 − 6η22 + η04)2[(η40 − η04)2 + 4(η31 − η13)2]
+16(η40 − η40) + (η31 + η13)(η31 − η13)
ϕ12 = (η40 − 6η22 + η04)2[(η40 − η04)2 + 4(η31 − η13)2]
−16(η40 − η40) + (η31 + η13)(η31 − η13)
In [Flusser 93a, Flusser 93b] the concept of non-linear moment combinations is
further explored to define a set of four moments which are invariant to affine trans-
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formations. This was further improved by introducing a general method for the
derivation of any number of affine variant moments [Boveiri 10, Suk 11].
8.2.3 Zernike moments
The geometric moments from eq. (8.2.1) can be generalised by replacing the tra-
ditional transform kernel xpyq with other kernel functions. The information re-
dundancy of the xpyq kernel, due to the non orthogonality of the kernel functions,
makes the geometric moments difficult to use for shape classification [Teague 80].
Literature mentions a variety of orthogonal kernel functions for the construction of
moments: Legendre polynomials [Shen 96], Chebyshev polynomials [Mukundan 00,
Bayraktar 06], Zernike polynomials [Zernike 34,Teague 80], pseudo-Zernike poly-
nomials [Chong 03a], Fourier bases [Zhang 02a, Zhang 02b], etc. Moments based
on Zernike polynomials are considered as the gold standard [Kim 00, Chong 03b,
Liu 07,Boveiri 10,Tahmasbi 11] for region based shape description and are proven
to outperform other (orthogonal) moments for the applications of shape recon-
struction [Zhang 04] and shape retrieval [Zhang 03]. Zernike polynomials are
orthogonal on the unit disk and are often defined in polar coordinate space. The
Zernike polynomial of order p and repetition q is defined as:
zp,q(ρ, θ) = rp,q(ρ) e
jpθ s.t.
{
p− | q | is even
p >| q | , (8.2.4)
where j2 = −1, and rp,q(ρ) defined as:
rp,q(ρ) =
(p−|q|)/2∑
s=0
(−1)s(p− s)!
s!((p+ | q |)/2− s)!((p− | q |)/2− s)!ρ
p−2s. (8.2.5)
Using these polynomials results in the following Zernike moments, ψp,q:
ψp,q(f(., .)) =
p+ 1
pi
∑
ρ
∑
θ
z∗p,q(ρ, θ) f(ρ, θ) for ρ ≤ 1. (8.2.6)
Fig. 8.2 shows the real and imaginary parts of the Zernike polynomials up to order
3. Note that zp,q(ρ, θ) = z∗p,(−q)(ρ, θ), where z
∗
p,(−q)(ρ, θ) represents the complex
conjugate of the Zernike polynomial zp,(−q)(ρ, θ). One of the benefits of Zernike
moments; aside of their usefulness for pattern recognition [Mei 09, Tahmasbi 11];
is that it is possible to reconstruct the original image using the inverse transform:
fˆpmax(ρ, θ) =
pmax∑
p=0
∑
q
ψp,q(f(., .)) zp,q(ρ, θ). (8.2.7)
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Figure 8.2: The real and imaginary parts of the Zernike polynomials up to order 3.
In theory, the reconstructed image will be perfect if pmax is infinite. However
a reasonable approximation can be achieved using only moments of lower or-
der. Note that while our shape is represented using a binary function, f(., .),
there is no constraint on the inverse transform that enforces fˆpmax to be a bin-
ary image as well. This is typically resolved by thresholding the reconstruc-
ted image. Figure 8.3 illustrates the reconstruction result using a different num-
ber of order of Zernike moments, pmax. Figures 8.3(A,C,E,G,I,k) show the ac-
tual reconstruction results, which is not binary as already mentioned. Figures
8.3(B,D,F,H,J,L) show the binarised result, achieved by thresholding the respect-
ive reconstructions. Fig. 8.3(A,B) is the reconstruction result using moments up to
order 5, Fig. 8.3(E,F) used moments up to order 13, Fig. 8.3(I,J) used moments up
to order 21, Fig. 8.3(C,D) used moments up to order 29, Fig. 8.3(G,H) used mo-
ments up to order 37 and Fig. 8.3(K,L) is the result of using moments up to order
45. Note that the number of descriptors is not equal to the order of the descriptors.
For each order of moments a different number of repetitions has to be calculated.
While some of these repetitions are the complex conjugate of each other, and can
thus be discarded, the total number of repetitions still grows rapidly. For example
reconstruction using Zernike moments up to order 5, as is used for the reconstruc-
tion in Fig. 8.3(A,B), requires at least 12 Zernike moments. Reconstructions using
moments up to order 45, as is used in Fig. 8.3(K,L), already require at least 552
Zernike moments;
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Figure 8.3: An example of shape reconstruction using a different number of order of
Zernike moments. The first and third column shows the actual reconstruction, whereas
the second and fourth column shows the respective binarised reconstruction. The order of
Zernike moments used for the reconstruction are 5 (A-B), 13 (E-F), 21 (I-J), 29 (C-D), 37
(G-H) and 45 (K-L).
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8.2.3.1 Invariance
Shape reconstruction itself is a useful property for shape interpolation or as a shape
template for segmentation, but for pattern recognition, shape retrieval, phenotyp-
ing, etc. it is necessary that a displaced shape results in a set of similar shape
descriptors. This can be illustrated by the following example of plant phenotyping:
the shape of a plant rosette should result in the same shape descriptors, irrespective
of the location of that plant in the image; another example is the automatic classi-
fication of segments detected in electron micrographs, structures that correspond
to a network of flattened shapes most likely corresponds to endoplasmic reticulum
(ER), irrespective if these flattened shapes are oriented horizontally or vertically
in the image. So invariance to specific transformations is a desirable property for
shape descriptors. Fortunately Zernike moments can achieve invariance to specific
transformations using the following steps:
• The effect of a translation is neutralized by translating the binary image
representing the image such that the centroid coincides with the origin.
• Invariance to scaling is typically achieved by re-parametrising the image:
instead of defining the pixel locations by x ∈ [1,M ] × [1, N ], each pixel
location will be addressed by a different vector. The Zernike polynomials
are only orthogonal on the unit circle, so in order to exploit the orthogonal-
ity of the basis, the binary image is re-parametrised such that the full object
lies within the unit circle. This parametrisation can be achieved by rescal-
ing the object with a factor such that the circumscribed circle of the shape
corresponds to the unit circle.
• Rotating the shape with angle α will result in the calculation of the Zernike
moments for f(ρ, θ+α). The real part of the Zernike polynomials is defined
solely based on ρ, see eq. 8.2.4, and is thus unaffected by this rotation.
Hence, the only effect this rotation has, is a phase shift of pα. By using
the magnitude of the Zernike moments, the influence of this rotation is dis-
carded, and rotation invariance is achieved.
• Invariance for more general affine transformations can be achieved using
more complex approaches, e.g. by ellipse fitting and mapping the ellipses to
the unit circle [Amayeh 07, Mei 09].
8.3 Contour-based descriptors
Previous methods work on the whole shape region. However, the contour itself
is sufficient to describe a shape. Hence an abundance of methods have aimed
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at contour based shape descriptors [Kindratenko 03, Mori 05, Chaker 08, Mei 09,
Deboeverie 11, Backes 12, Florindo 12, Hu 13]. The first step in these methods is
to represent the contour by a parametric curve. This can either be done explicitly,
e.g. by a mapping function [0, 2pi] 7→ R2, or implicitly, e.g. using chain codes or
signature functions (see sec. 7.3.1).
This parametric curve can then be used for direct comparison between shapes using
specific function similarity metrics [Younes 99,Milios 00,Petrakis 02], or could be
used as a first step in the calculation of a set of shape descriptors. In this section we
will elaborate on the second approach. This type of methods are absolute instead
of relative, i.e. they do not require other shapes to compare with, but can be used
on their own. This makes them applicable in a wider range of applications. The
next subsection will first discuss methods based on representing the parametric
curve using a set of linearly independent orthogonal basis functions. In subsection
8.3.2we represent the parametric curve to a specific type of linearly independent
non-orthogonal basis functions.In the last subsection 8.3.3 this is generalised to
representing the parametric curve using a frame, i.e. using a set of linearly de-
pendent, non-orthogonal functions.
8.3.1 Shape description using an orthogonal basis
The representation of shape as a linear combination of a set of orthonormal func-
tions has been proven highly efficient for region-based shape description, as de-
scribed in the previous section. This approach is also widely studied for contour-
based shape description. Here not a binary image, but a function, s(t), repres-
ents the shape. This function can also be expressed using an orthogonal basis.
Just as in region-based shape description different orthogonal basis can be used.
Ideally the set of basis functions could be optimised depending on the applica-
tion. Such trained orthogonal basis comprise eigenshapes [Cootes 95, Cootes 01,
Krieger 08, Babaii Rizvandi 08, Kauffman 09], PCA frequencies [Iwata 02, Yosh-
ioka 04, Mei 08], etc.
While a trained basis is optimal for a specific application, trained basis functions
also have some drawbacks such as the need for a large representative training-
set; sensitivity to geometric transformations; or the sensitivity to the parametrisa-
tion, e.g. all shapes have to be parametrised using the same number of sampling
points; etc. The dependency on the specific application is also not always desir-
able, i.e. shape descriptors acquired within a specific application, and thus using
a specific orthogonal basis, can not be compared to shape descriptors acquired
within a different application, since this will generally use a different basis. Hence
the use of more general orthogonal bases has been reported on in literature [Crim-
mins 82, Bertrand 82, Bartolini 05]. Specially the use of trigonometric functions
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seems a popular choice. Consider the trigonometric polynomial of order N :
sN (t) =
N∑
n=−N
bn e
jnt (8.3.1)
where bn minimises the mean squared distance between the reconstruction, sN (t),
and the original shape, s(t). The coefficients bn are called the Fourier descriptors
(FDs). In practice s(t) is a discretised version of a continuous contour. If this
discretisation is done properly, i.e. if the Nyquist sampling theorem is met, then
perfect reconstruction is possible for N equal to the number of samples. Note that
bn is equal to the nth frequency component of s(t) and can easily be computed
using the discrete Fourier transform. This is interesting since low frequencies will
correspond to the global shape, whereas Fourier descriptors with a higher index
will correspond to high frequency details in the shape. This has as a result that
for N smaller than the number of sampling points, the reconstruction approxim-
ates the global shape. By increasing the number of Fourier descriptors the shape
reconstruction will incorporate more shape details. Fig. 8.4 shows an example of
shape reconstruction using a different number of FDs. Fig. 8.4.A shows the ori-
ginal shape whereas Fig. 8.4.B-F shows the reconstruction using respectively 5,
10, 15, 20 and 25 FDs. A low number of FDs results in a very rudimentary ap-
proximation of the original shape, whereas increasing the number of FDs gradually
adds more detail to the shape, thus improving the approximation.
Note that the FDs are defined for a parametrisation of the shape contour. This
is typically done using a complex signature (see section 7.3.1), but the Fourier
descriptors can also be calculated on other shape signatures. A thorough com-
parison of FDs using different parametrisations can be found in [Zhang 05, El-
ghazal 09, Hu 13]. Most of these parametrisations assume that the shape is de-
scribed using a closed contour, which is desirable for Fourier descriptors. There
are however some parametrisations that have been developed for open contours,
these parametrisations introduce periodicity without introducing high frequency
components [Weyland 90, Ding 10].
8.3.1.1 Invariance
One of the main advantages of FDs is that for certain transformations, the FDs are
either invariant or change in a simple straightforward manner :
• A translation only affects the FD which corresponds to the zero frequency
component, i.e. b0, so except for b0 the FDs are invariant to translation.
• Scaling the object results in a multiplication of all FDs with a real constant.
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Figure 8.4: An example of shape reconstruction using a different number of Fourier
descriptors. A) the original shape B) the reconstruction using 5 FDs, C) the reconstruc-
tion using 10 FDs, D) the reconstruction using 15 FDs, E) the reconstruction using 20 FDs
and finally F) the reconstruction result using 25 FDs .
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• Rotating the object with angle θ results also in a multiplication, but with ejθ.
• Changing the starting point of s(t) results in a phase shift.
These observations make it easy to calculate a set of shape descriptors that are in-
variant to these shape transformations, i.e. |b−1||b1| ,
|b2|
|b1| ,
|b−2|
|b1| ,
|b3|
|b1| ... The possibility
to acquire simple invariant shape descriptors has made FDs popular in a wide range
of applications [Aguado 98,McLellan 98,Keyes 99,Folkers 02,Freedman 05,Ma-
hoor 05, Neto 06, Jeong 07, Charmi 08, Chitwood 14]. For invariance to affine
transformations, we refer to [Sener 06, Chaker 07, Giannekou 08, Mei 08]
8.3.2 Shape description using a warped orthogonal basis
So far we have discussed the possibility of representing a parametrised curve using
an orthogonal basis. While this approach already has proven its merit, the repres-
entation of a parametric curve should not be confused with the representation of
a shape, i.e. one shape can have many different parametric representations. Con-
sider C(s(t)), to be the contour described by s(t), and C(s(θ(t))), where θ(t) is
a warping function, i.e., any strictly monotonous function that maps the interval
[0, 2pi] onto itself. C(s(t)) and C(s(θ(t))) describe the same contour. This opens
the possibility of optimising contour representation by selecting an optimal θ(t)
according to some criterion. The FDs calculate the trigonometric polynomial with
the least mean squared distance with s(t), i.e. dMSD(s(.), sN (.)). It would be
better to calculate the FDs for all warped contours s(θ(t)) and chose the FDs with
the smallest error. This results in the following trigonometric polynomial:
s′N (t) =
N∑
n=−N
cn e
jnt (8.3.2)
where the coefficients cn minimise the mean squared distance between s′N (t) and
s(θ(t)) with θ(.) the most optimal warping function. The Gn coefficients are
called improved Fourier descriptors (IFDs). Since the IFDs are the FDs of s(θ(t)),
they have the same properties as FDs concerning translation, scaling, rotation and
changes of starting point (see sec. 8.3.1.1). optimising dMSD(s(θ(.)), s′N (.)) is
equivalent to optimising
eN = dMSD(s(.), s
′
N (γ(.))) (8.3.3)
This approach has the advantage that it does not need to interpolate between two
contour points s(tk) and s(tk+1). This results in s∗N (t) = s
′
N ◦ γ∗(t), i.e.
s∗N (t) =
N∑
n=−N
cn e
jnγ∗(t) (8.3.4)
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with γ∗(t) the optimal warping function.
Figure 8.5 shows the effect of this warping optimisation. The left column shows
the original shapes, the middle column shows the shape reconstruction using 19
FDs, whereas the right column shows the reconstruction result using 19 IFDs.
Note that where the left column requires 512 contour points to represent a shape,
the second and right columns are reconstructed using only 19 complex numbers.
IFDs are generally more effective in the presence of crevices or protrusions (Fig
8.5.C and L) and sharp angles (Fig. 8.5.I and L). Overall the IFD reconstruction
shows the leaf incisions more clearly.
8.3.2.1 Optimisation
In order to minimise eq. (8.3.3), an iterative line search algorithm can be used
[Philips 95, Boyd 04]. The warping function, γ(.), is updated in the nth iteration
using the following update rule:
γ(n)(t) = γ(n−1)(t) + α(n)d(n)(t)
Here d(t) is the difference between the average error and the error at point t. This
results in optimising γ(.) by minimising the average points-wise error. The para-
meter α(n) is the step size that minimises eN ( see eq. (8.3.3)). As an initial value
for γ(.) we choose γ(0)(t) = t. There is no proof the algorithm converges in a
finite number of iterations. In practice however, eN generally no longer changes
significantly after three iterations.
This iterative process requires multiple calculations of sN (γ(t)) and the error, eN .
This can be simplified and speeded up by decomposing ejnγ
∗(.) in orthonormal
polynomials [Philips 96]. The following set of orthonormal polynomials can be
used:
φ0(t; γ(.)) = 1
φk(t; γ(.)) = ψk(t; γ(.))−
4∑
i=1
ϕi,k(t, γ(.))
φk−i(t; γ(.))
‖φk−i(.; γ(.))‖ (8.3.5)
with
ψk(t; γ(.)) =

cos(γ(t))φ0(t; γ(.)) if k = 1
sin(γ(t))φ0(t; γ(.)) if k = 2
cos(γ(t))φk−2(t; γ(.)) otherwise
(8.3.6)
and
ϕi,k(t; γ(.)) =
{
0 if i > k
〈ψk(.; γ(.)), φk−i(.; γ(.))〉 otherwise
(8.3.7)
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Figure 8.5: Examples of the representation using FDs and IFDs. In the first column, the ori-
ginal shapes are shown. In the second column the approximation using 19 FDs are shown,
the last column shows the approximation result using 19 IFDs.
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This procedure for orthonormal polynomials has some desirable properties over
other orthonormalisation methods, e.g. Gram–Schmidt:
• These orthonormal polynomials are real-valued, and can be computed without
complex arithmetic.
• They can be generated efficiently using a four-term recurrence relation.
• The calculation of the bases is independent of the number of bases needed.
This is an advantage because the number of polynomials can be increased
without having to recompute all the bases.
Note that while the optimisation itself can be performed using orthonormal basis
functions, the actual IFD basis functions are not orthonormal.
8.3.3 Shape description using a frame
The previous sections focussed on compressing relevant shape information by us-
ing a small number of basis vectors. These basis functions are designed such that
no redundancy is encoded due to the orthogonality of the basis vectors. How-
ever literature from the last decades has proven that many interesting signal pro-
cessing results can be achieved by not removing this redundancy [Pižurica 02,
Rooms 05b, Goossens 10, Goossens 11, Aelterman 13], instead favouring sets of
linear dependent vectors, i.e. frames. These successes, specially using multi-scale
frames, triggered the development of a number of different shape descriptors based
on frames. Some of the most popular approaches comprise curvature scale space
methods [Abbasi 97, Abbasi 99, Gautama 03, Mokhtarian 11], and wavelet based
methods [Trimeche 00, Yadav 07]. To overcome the large dimensionality of these
frame representations this frame representation is only used as an intermediate
result. Two main approaches exist to process this frame representation. The first
group does not use the full frame, but makes a selection of vectors of the frame.
This frame vector subset depends on the shape itself, where the selected frame
vectors are part of the shape descriptor [Mokhtarian 97, Kindratenko 03]. The
second approach calculates a set of statistics, e.g. fractional dimension, over the
coordinates of the shape relative to the frame [Backes 12, Florindo 12].
8.4 Experimental results
To quantitatively validate different aspects of shape descriptors, a database with
images of tree leaves was used. This database contains pictures of isolated leaves
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Figure 8.6: Examples of images from the leaf database. This database contains leaves from
different trees: A) Circinatum, B) Garryana, C) Glabrum, D) Kelloggii, E) Macrophyllum
and F) Negundo.
from six different plant species (Circinatum, Garryana, Glabrum, Kelloggii, Mac-
rophyllum and Negundo). These six species belong to the genus Acer, i.e. maples
(Circinatum, Glabrum, Macrophyllum and Negundo), or to the genus Quercus, i.e.
Oak ( Garryana and Kelloggii). By selecting species from the same genus, we have
a data set with low interclass variability. This results in a realistic but challenging
test set for pattern recognition purposes. Fig. 8.6 shows an example for each of
these leaf types. In total 436 of these shapes were used to test the different shape
descriptors. More information on the dataset can be found in appendix A.
8.4.1 Shape representation
In a first experiment we validate the reconstruction accuracy using a limited num-
ber of descriptors. This is relevant for applications where shape descriptors are
expected to generate a shape, such applications comprise model based segmenta-
tion and shape interpolation. It is also interesting for phenotyping, since it allows
a user to visualise a phenotype with a specific set of shape descriptors.
Table 8.1 shows the average Hausdorff distance (see appendix B) between the
original shape and the reconstructed shape using different shape descriptors and
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using a different amount of shape descriptors. In contrast to what might be expec-
ted the Hausdorff distance does not decrease monotonically when more Zernike
descriptors are used. This has two main causes, first the Hausdorff distance is
a measurement based on the supremum of the minimal distance between sets of
contour points, which is sensitive to outliers, if one pixel is wrongfully classified
as part of the shape, it can alter this measurement drastically. A second reason is
the relatively low number of descriptors used. In Fig. 8.3.E-F the reconstruction
of the leaf resulted in little more than an ellipsoid, while that reconstruction also
used moments up to the order of 13, which is the highest number of moments used
in this experiment. More accurate reconstruction required many more Zernike
descriptors. This is not only the case for the example from Fig. 8.3, but generally
holds.
The FDs and IFDs are less hampered by outliers, which can be seen by the mono-
tonic decreasing of the Hausdorff distances when using more shape descriptors.
The performance of the FDs depends on the kind of shapes they have to repres-
ent, e.g., the class of Kelloggii leaves are represented much worse than the class
of Garryana leaves. The IFDs perform better than the FD reconstructions for al-
most all cases, i.e. for all combinations of plant species and number of used shape
descriptors. For a low number of shape descriptors this improvement is very small,
but for higher amounts of shape descriptors this results in significant improve-
ments, i.e. an average Hausdorff distance of only 39% of the Hausdorff distance
resulting from reconstruction with FDs.
Table 8.2 shows the average modified Hausdorff distance, which in contrast to
the original Hausdorff distance, is based on an average measurement instead of a
supremum (see appendix B for more details). Note that the use of the modified
Hausdorff distance doesn’t replace the validation based on the original Hausdorff
distance. Instead it gives different insight in the performance of shape repres-
entation: the modified Hausdorff distance represent how well a contour on aver-
age resembles the original shape, whereas the original Hausdorff distance gives
an estimate of what the maximal deviation of the shape is. For this measure-
ment the Zernike moments show a better result if moments of higher order are
used. However, based on both original and on the modified Hausdorff distance,
the Zernike moments perform worse than Fourier contour based descriptors. In
terms of modified Hausdorff distance the IFD based shape reconstruction outper-
forms both Zernike moments and FD based shape reconstruction.
Fig. 8.7 shows the histograms of the relative improvement in modified Hausdorff
distance using IFDs to reconstruct the shape instead of the original FDs. The last
histogram incorporates all measurements, i.e., for 11, 19, ..., 55 IFDs. A small
number of contours are better approximated using the FDs instead of using the
IFDs. This is due to the optimisation criteria used for optimising the warping func-
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Figure 8.7: Histograms of the improvement of the errors of the IFD approximation over
the FD approximation, measured with the modified Hausdorff distance.
tion, which is different from the modified Hausdorff distance. Hence, the warp-
ing function is not guaranteed to result in a reconstruction with a lower modified
Hausdorff distance. However for the majority of the reconstructed shapes in our
database, this method does result in a lower modified Hausdorff distance. We also
observe that shape reconstruction using a small set of shape descriptors has less
benefit from the non-uniform sampling compared to shape reconstruction using
more shape descriptors. However, irrespective of the number of shape descriptors
used, the improved Fourier descriptors generally results in better reconstruction.
An average improvement of 15% in modified Hausdorff distance is achieved.
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8.4.2 Shape classification
In a second experiment we validate the shape descriptors based on their ability to
classify shapes. In this experiment we use a maximum likelihood classifier:
cˆ = arg max
c
p(s | c), (8.4.1)
where s represents the shape descriptors of the shape that has to be classified, and
c iterates over all possible classes, in this situation the possible plant species. The
likelihood of a shape descriptor for a specific class is modelled using a multivariate
normal distribution. To avoid over-fitting, the parameters of this distribution are
trained using a leave-one-out strategy, i.e. for each classified shape the parameters
of these distributions are retrained using all shapes except the shape that has to
be classified. The set of Negundo images was too small to reliably estimate these
parameters, and are therefore omitted in this experiment.
Table 8.3 shows the confusion matrix for the classification using different shape
descriptors. This table shows the classification result using 19 shape descriptors
that are invariant to rigid transforms, i.e. up to the 7th order in the case of Zernike
moments. Note that the Fourier descriptors outperform the Zernike moments. The
improved Fourier descriptors generally perform better than the classical Fourier
descriptors. The advantage of IFDs results in a better distinction of oak leaves, i.e.
Garryana and Kelloggii.
Table 8.4 shows the overall classification results. Given these results it is clear
that IFDs result in more accurate classification, again proving the added value of
optimising the warping function.
8.4.3 Image content retrieval
In a third experiment we test the applicability of shape descriptors for image con-
tent retrieval (ICR) applications. In ICR systems the goal is to retrieve content, in
our case shapes, similar to a specific input shape. For this application dissimilarity
is expressed using the Euclidean distance between the shape descriptors from the
input shape and the shape descriptors in the database. So the most similar shapes
will have the lowest Euclidean distance. Fig. 8.8 shows an example of the five
shapes that are the most similar to the shape in Fig. 8.6.A. This input shape cor-
responds to a Circinatum leaf, therefore we chose to show all retrieved shapes that
also correspond to a Circinatum leaf in black, whereas leaves corresponding to
other trees are illustrated in grey. The first row corresponds to the shapes with the
lowest Euclidean distance between its shape descriptors and the shape descriptors
from the input shape, i.e. so the most similar shapes, the second row with the
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Precision Recall F-measure
ZM FD IFD ZM FD IFD ZM FD IFD
Circ. 0.95 1 1 0.97 0.97 0.98 0.96 0.98 0.99
Garr. 0.86 0.93 0.94 0.44 0.48 0.59 0.59 0.63 0.83
Glab. 0.78 0.98 1 0.73 0.97 0.95 0.75 0.97 0.97
Kell. 0.85 0.89 0.90 0.97 1 1 0.90 0.94 0.95
Macr. 0.68 0.88 0.93 0.74 0.96 1 0.71 0.92 0.96
Table 8.4: Classification results using different shape descriptors. The closer these values
are to one, the better the classification (ZM = Zernike moments, FD = Fourier descriptors,
IFD = imroved Fourier descriptors).
second lowest distance, etc. Both Zernike moments and Fourier based descriptors
result in a shape corresponding to a Circinatum leaf as the best match, i.e. at the
first position. However the IFDs are the only shape descriptors resulting in only
Circinatum leaf shapes in the top five matches. The regular FDs have two Glabrum
leaves in the top five. These leaves show some similarity to Circinatum leaves, but
of course it would be better to only have Circinatum leaves as best matches. The
retrieval using Zernike moments has one Glabrum leaf in it’s top five (the third
best match), but also has two Macrophyllum leaves in the top five, which show
strong recesses that are not present in the input shape.
The performance of an ICR system can be quantified through the true positive rate
(TPR) and false positive rate (FPR), respectively the number of relevant shapes
retrieved over the number of shapes retrieved and the number of irrelevant shapes
(shapes from different trees than the input query) over the number of retrieved
shapes. By changing the number of retrieved shapes, a trade-off can be made
between both measurements. The Receiver Operating Characteristics (ROC) is a
graphical plot of TPR as a function of FPR. Figure 8.9 shows the average ROC
curves corresponding to shape retrieval using ZMs, FDs and IFDs. These ROC
curves show the performance of shape retrieval using 65 descriptors, this is equi-
valent to ZMs up to order 14. The higher the area under the ROC curve (AUC),
the better the performance. Zernike moments perform significantly worse than
FDs, i.e. an AUC of 0.62 compared to an AUC of 0.83. IFDs perform best
with an AUC of 0.85. Curvature scale space (CSS), as part of the MPEG stand-
ard, has been pitched as the tool for image content retrieval [Mokhtarian 97, Ab-
basi 99, Mokhtarian 11], however literature already reports several experiments
showing that both Zernike moments and Fourier descriptors are better suited for
this task [Zhang 03, El-ghazal 09, Amanatiadis 11]. Therefore, we have omitted
the comparison with CSS in this experiment.
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Figure 8.8: The five best matches for the Circinatum query from Fig. 8.6.A. The rows
correspond to the nth best match, whereas the columns correspond to the different shape
descriptors used, i.e. respectively Zernike moments, Fourier descriptors and improved Four-
ier descriptors.
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Figure 8.9: Three Receiver Operating Characteristics (ROC) corresponding to correct
shape retrievals using different shape descriptors. The higher the area under the ROC
(AUC), the better the performance.
8.5 Conclusion
This chapter discussed the problem of quantifying shape. It describes the three ma-
jor classes of shape descriptors: scalar morphometrics, region based descriptors
and contour based descriptors. The chapter gave an overview of state-of-the-art
methods for all three classes. Furthermore, we proposed a new contour based
shape descriptor: the improved Fourier descriptor. In contrast to other contour
based shape descriptors these descriptors are not the result of minimising dis-
tance between the reconstruction and a given shape signature. Instead the distance
between the actual shape and the reconstruction is minimised. This is achieved
using a non-uniform Fourier transform, thus avoiding extensive interpolation of
contour points. This new method was compared with state-of-the-art methods for
a number of pattern recognition applications: shape reconstruction, shape clas-
sification and image content retrieval. For all applications the proposed shape
descriptors outperformed the classical Fourier descriptors, and resulted overall as
the best method. The improved Fourier descriptors resulted in an average im-
provement of 15% in modified Hausdorff distance, an average F-measure of 0.94
for classification, compared to 0.89 for state-of-the-art methods and an AUC 0.85
for ICR compared to 0.83 for the classical Fourier descriptors. These results show
that the method has generic value for numerous shape description applications.
This work is published in a number of international conference proceedings
[De Vylder 08b, De Vylder 08a, De Vylder 09c, De Vylder 12d, Janssens 13], in a
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peer reviewed journal publication [De Vylder 12c] and in a journal publication in
preparation [De Vylder 14b].
9
Conclusion
The main part of this dissertation addresses the automatic analysis of images or
of objects observed in images. Techniques working for both still images, and for
the analysis of time lapse sequences have been discussed. Experiments on both
simulated and real data show the accuracy and computational efficiency of the
different proposed techniques and its practical use in a wide range of applications.
In this chapter, we review our main contributions for image analysis and shape
description. This thesis is finally concluded with some hints for future research.
9.1 Review of our contributions
To summarise, the novelties and contributions of this dissertation can be divided in
two groups: (1) those related to the automatic detection and delineation of objects
of interest in images and (2) those related to describing shape and deformation.
In the first group we have several contributions, working for different applications
and using different algorithms:
Multiple improvements were made on the active contour framework, which is
widely used for segmentation and tracking. Active contours require the minim-
isation of an energy function, which is typically a linear combination of a data-fit
term and regularisation terms. This energy function can be tailored to the intrinsic
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object and image features. This is normally done by either modifying the actual
terms or by changing the weighting parameters of the terms. There is however no
protocol on how to set these terms and optimal weighting parameters for a given
application. Although heuristic techniques exist for parameter estimation, often
trial and error is used. In Chapter 5, we propose a probabilistic interpretation
for active contour segmentation. The proposed Bayesian framework results in a
generalisation of state-of-the-art active contour segmentation, e.g. segments can
be modelled as smooth, non-constant objects, or containing texture, or segments
can have a specific shape, etc. In the proposed framework, all parameters have a
statistical interpretation, thus avoiding ad hoc (non-optimal) parameter settings.
Cell nuclei detection in fluorescent microscopic images is an important and time
consuming task in a wide range of biological applications. Blur, clutter, bleed
through, clustering of nuclei, and partial occlusion of nuclei make individual nuc-
lei detection a challenging task for automated image analysis. In Chapter 6 we
propose a number of new segmentation and detection methods for this task. These
methods focus on two important problems: non-uniform lighting and detecting
individual nuclei in dense clusters of nuclei. Improvement over conventional ap-
proaches is achieved by exploiting prior knowledge of the nucleus shape and ap-
pearance in relation to its surrounding neighbourhood. An example of such new
prior knowledge is the use of a shape dictionary in combination with the convex
active contour framework. The proposed methods shows accurate detection results
for dense clusters of nuclei, both in 2D images and for 3D datasets.
Automated image analysis of plant rosettes is an important non destructive method
for studying plant growth. While several computer vision methods have been pro-
posed for this purpose, these algorithms only work in the restricted environment
of some specific monitoring system. We developed a new toolbox that is not con-
straint to one specific monitoring system and can be adapted to different mon-
itoring setups without the need of extensive user input. The proposed toolbox
also analyses photosynthesis, leaf temperature and plant growth related paramet-
ers through the analysis of VIS, chlorophyll fluorescence and/or near infrared time
lapse sequences.
For the tracking and segmentation of individual leafs in time lapse sequences we
extended the parametric active contour framework. The most important novelties
that we proposed encompass a computational efficient force field, an optimisation
scheme to cope with the low temporal resolution of the sequences, a force field
based both on edge and intensity information and a force field incorporating prior
knowledge on the shape of the plants. The added value of the proposed adjust-
ments is thoroughly evaluated on real time lapse sequences captured using VIS,
fluorescence and IR cameras.
In the second group, the group of novelties related to shape, we have proposed the
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following contributions:
We developed a new set of shape descriptors, inspired by the popular Fourier
descriptors. By first warping the scanning speed of the contour before calculat-
ing the Fourier descriptors, the shape approximation is significantly improved.
We tested these new shape descriptors for several applications: classification of
shapes, retrieval of similar shapes in a database and shape reconstruction, i.e. to
what extent a shape can be reconstructed from a small set of shape descriptors. For
each of these applications, the proposed improved Fourier descriptors outperform
state-of-the-art shape descriptors.
We investigated the use of an objects boundary to register the objects interior. The
proposed approach has the advantage that it works irrespective of the presence of
stable landmarks. Furthermore does this method guarantee to only register mo-
tion due to the overall motion and deformation of the object, without over-fitting
to local motion inherent to small particles within the object. This makes it an in-
teresting method for the analysis of genome dynamics in pathological cell nuclei.
The nuclei of pathological cells such as cancer cells deform in an apparently ran-
dom way. These apparent random deformations make the use of algorithms from
literature a non-trivial task, while our proposed method is generic yet powerful
enough to cope with these deformations.
9.2 Directions for future research
It is not our intention to list all possible adjustments that could be made on the
presented algorithms. Instead we would like to highlight four interesting and chal-
lenging directions for future research.
In Chapter 5 we proposed a probabilistic segmentation method. Although all para-
meters have a statistical interpretation, the correct model has to be chosen and a
correct estimation of all variables still has to be made. Hence the threshold for
implementation is relatively high, since these methods in general need an expert
to initiate the segmentation method. Therefore it would be useful to research the
use of statistical estimators to check which model should be used and to estim-
ate the necessary parameters. We believe that especially for the correct setting
of the shape priors, it would be interesting to strive for a semi-automatic method.
Based on a maximum-likelihood estimator, i.e. so without any shape prior, an ini-
tial segmentation result could be achieved. Using machine learning methods, the
found segments could be clustered, based on their shape. These clusters can then
be checked by a human observer, which requires much less effort then manually
annotating an initial training set or tweaking parameters on a trial and error basis.
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Based on the statistics of the found clusters, the exact parameters for the priors
could be estimated.
In chapter 6 we proposed a segmentation technique based on geometric active
contours combined with an energy term based on a shape dictionary. Tests showed
that this method results in accurate segmentation of mononuclear blood cells. It
would be interesting to expand this method to detect other shapes than circles. This
could for example be used to detect elliptical nuclei, or based on specific shape
descriptors, less regular shapes could be detected. Although the proposed shape
dictionaries are generic, it would become computational impractical to adjust this
to shapes that require more then model 3 parameters, e.g. location and size. The
following two approaches would be interesting to investigate:
1. First, apply an initial segmentation, based on some confidence measure
(conform the method proposed in section 6.2.2) only apply the dictionary
based method on clustered segments that are too challenging to process with
other methods. This already could limit the parameter space significantly,
thus allowing the use of a dictionary based approach.
2. Instead of calculating the dictionary explicitly and using this to approximate
the segmentation result, it could also be interesting to investigate transforms
that map the segmentation result to a dictionary representation. This would
be similar to the analysis approach instead of a synthesis approach used in
image restoration methods.
In Chapter 8 we proposed a new set of shape descriptors. By optimising the scan-
ning speed of the contour, better shape descriptors are achieved. We investigated
this approach to improve the popular Fourier descriptors. This could however also
be applied using other basis functions as well. It would be interesting to test to
what extent the observed improvements translate to other shape descriptors. For
example, a set of dedicated basis functions could be trained for a specific applica-
tion, then afterwards the scanning speed optimisation approach could be used for
the shape description of shapes outside of the training dataset.
In Chapter 2 we discussed several new emerging image modalities. While many
computer vision methods can be translated to these new types of images, some
new challenges will arise. One challenge that can be expected is the scalability of
existing computer vision algorithms. Many of the new image modalities are able to
gather very large datasets, e.g. by capturing more spectra, higher spatial resolution,
3D, higher temporal resolution, etc. One approach to handle this big data, is to
investigate efficient and preferably parallel implementations or new algorithms.
These could enable the high level parallelism of multi-core central processing units
(CPU) or the massive parallelism that can be achieved by graphics processing units
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(GPU). Although several other challenges can be expected for these new image
modalities, they also form a great opportunity, where (existing) image processing
algorithms can enable biological breakthroughs.

A
Data sets
In this appendix we briefly summarise all relevant information on the used datasets.
A.1 Fibroblast cells
A.1.1 Cell culture and transfection
ECV-TRF2 were cultured in advanced DMEM (Gibco, Invitrogen, Merelbeke,
Belgium) supplemented with 2% FCS and 1% pencillin/streptomycin/glutamin.
ECV-TRF2, is a derivative clone from ECV304, a cell line originally described
as an immortalized endothelial cell line [Takahashi 90], stably expressing the te-
lomere binding fusion protein mCitrine-hTRF2 [De Vos 09b]. Fibroblast cells
from a patient with a nonsense Y259X homozygous mutation in the lamin A/C
gene (LMNA−/−) which are completely devoid of functional lamin A/C [Muchir 03],
were cultured in advanced DMEM/F12 (Gibco, Invitrogen, Merelbeke, Belgium)
supplemented with 10% FCS and 1% penicillin/streptomycin/glutamin.
For transfections and live cell imaging, cells were grown on collagen coated glass
bottom dishes (Matek, USA). LMNA−/− cells were transiently transfected with
the construct pmCitrine-hTRF2 and Lipofectamin 2000 (Invitrogen, Merelbeke,
Belgium) according to manufacturer’s instructions. Transiently transfected cells
were imaged 24 h after transfection.
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A.1.2 Image acquisition
For live cell imaging, glass bottom dishes were filled with prewarmed medium
and sealed off with parafilm, after which they were inserted into a microscope
incubator and allowed to equilibrate to 37°C for 30 min. Cells were observed
under a Nikon A1r confocal microscope mounted on a Nikon Ti body (Nikon
Instruments, France). Experiments were carried out with a Plan Apo 40 × /1.3 oil
objective. Two-hour time-lapse recordings of LMNA−/− cells were made at 2 min
intervals with minimally invasive CLEM technology [Hoebe 07]. 12-bit images
were sampled at 288 × 288 × 10 (x, y, z) voxels, with a physical voxel size of 104
nm × 104 nm × 500 nm. For the validation experiments, ECV-TRF2 cells were
chemically fixed by addition of cold (4°C) 100% methanol (Sigma, Belgium) in
fluxo, i.e. during acquisition at 30 s intervals. All images by courtesy of Winnok
De Vos and Cell Systems & Imaging, Ghent university.
A.2 Hybridoma cells
A.2.1 Cell culture and transfection
OKT3 and HSAspec hybridoma cells where stained with Alexa Fluor 555 target-
ing against HSA. Cells where embedded in Opti-MEM® I Reduced Serum Media
(http://www.lifetechnologies.com/be/en/home/life-science/cell-culture/mammalian-
cell-culture/classical-media/opti-mem.html)
A.2.2 Image acquisition
Image acquisition was carried out with the AxioVision multichannel fluorescence
module and the AxioCam MRm camera (Carl Zeiss). Cell nuclei were visual-
ized using Zeiss filter set no. 49 (G 365 nm, FT 495, BP 445/50). Slides were
scanned at 20× magnification using a Carl Zeiss short distance Plan-Apochromat
® objective [Vandewoestyne 09a]. Images were acquired and were stored as RAW
tiff-files. All images by courtesy of Cynthia Lambrecht, Mado Vandewoestyne and
Laboratory for Pharmaceutical Biotechnology, Ghent University.
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A.3 Embryonic cells
A.3.1 Cell culture and transfection
Medaka embryos were fixed in 4% paraformaldehyde and stained for nuclei with
Sytox Green. Zebrafish wild-type embryos were dechorionated at the one-cell
stage and injected with 20 µM H2B-mCherry mRNA and 20 µM ras-eGFP mRNA.
Embryos of the ras-eGFP transgenic line were dechorionated at the one-cell stage.
Stained Medaka embryos and injected or transgenic zebrafish embryos were em-
bedded in 1% low-melting-temperature agarose as previously described6. The
DSLM imaging chamber was filled with 30% Danieau’s buffer (for live zebrafish
imaging) or 1× PBS (for fixed Medaka embryos).
A.3.2 Image acquisition
DSLM imaging was performed using the 488 nm and 568 nm lines of an Argon-
Krypton gas laser (Melles Griot) for illumination and RazorEdge 488 RU and 568
RU long-pass filters (Semrock) in the detection system. For volumetric imaging,
images were acquired with a 4-µm-thick light sheet (FWHM) in steps of 1.8µm.
The exposure time was set to 50 ms per image for all experiments. The specimen
position along the vertical axis was manually corrected to compensate for the drift
of the agarose cylinder during the first few hours of imaging. Typically, a total
drift distance of up to 50 µm occurred over a period of 3 h before the vertically
mounted agarose matrix was fully equilibrated.
The DSLM-SI patterns are created by using the following hardware components:
an AA.AOTF.nC-400-650nm-PV-TN AOTF (AA Opto-Electronic), a pair of VM-
500+ laser scanners operated via an HC/3 scan controller (GSI Lumonics), an
S4LFT0061 F-theta lens with 60-mm focal length (Sill Optics), a tube lens with
164.5-mm focal length (Carl Zeiss), an NI-6733 data acquisition board (National
Instruments) and a Plan-Apochromat 5×/0.16 W illumination lens (Carl Zeiss).
We equipped the DSLM with the following detection lenses: C-Apochromat
10×/0.45 W, Plan-Apochromat 20×/1.0 W and Plan-Apochromat 63×/1.0 W
(Carl Zeiss). For further details on the acquisition we refer to [Keller 10]. The
dataset is courtesy of Philipp J. Keller and European Molecular Biology Laborat-
ory, Germany.
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A.4 Peripheral blood mononuclear cells
A.4.1 Cell culture and transfection
Peripheral blood mononuclear cells (PBMCs) were isolated from a healthy volun-
teer’s EDTA blood sample by density gradient centrifugation on Ficoll-Paque Plus
(GE Healthcare, Diegem, Belgium) according to the manufacturer’s instructions.
300.000 PBMCs were cytospun on a Poly-L-lysine coated slide (DAKO) as pre-
viously described [Vandewoestyne 09b]. The slides were air dried and fixed for 1
minute in 70% EtOH. After air-drying, the slides were mounted with antifade Vec-
tashield mounting solution (Vector Labs, Burlingame, CA, USA) containing 4´,6-
diamidino-2-phenylindole dihydrochloride (DAPI, 400 ng/ml, Sigma-Aldrich) to
counterstain all nuclei on the slide. A coverslip was applied.
A.4.2 Image acquisition
Image acquisition was carried out with the AxioVision multichannel fluorescence
module and the AxioCam MRm camera (Carl Zeiss). Cell nuclei were visualized
using Zeiss filter set no. 49 (G 365 nm, FT 495, BP 445/50). Slides were scanned at
20× magnification using a Carl Zeiss short distance Plan-Apochromat ® objective
[Vandewoestyne 09a]. Images were acquired and were stored as RAW tiff-files.
All images by courtesy of Mado Vandewoestyne, Trees Lepez and Laboratory for
Pharmaceutical Biotechnology, Ghent University.
A.5 VIS images A. thaliana
A.5.1 Ecotypes and growth
Arabidopsis Col-0 wild type seeds were acquired from the Nottingham Arabidop-
sis Stock Center (Nottingham, UK). Plants were grown for 4 weeks in a growth
room with 22°C and 16h/8h light/dark cycles. Light intensity was 60µmolesm-2s-1
from cool white light tubes (Philips, Eindhoven, The Netherlands).
A.5.2 Image acquisition
A photograph was taken using a Canon 500D reflex camera with 18-55 mm lens
(www.Canon.com), at 55mm, from a distance of 50 cm. All images by courtesy of
Dominique Van Der Straeten and Laboratory of Functional Plant Biology, Ghent
university.
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A.6 DIC images A. thaliana
A.6.1 Ecotypes and growth
Arabidopsis Col-0 seeds for time-lapse analysis were sterilized in 3% bleach for
15 min and sown on medium containing 0.5x MS medium (Duchefa) solidified
with 0.9 g L-1 plant tissue culture agar (Lab M) on round Petri dishes. After a
stratification period of 2 days, the plates were placed in a growth chamber under
long-day conditions (16 h of light, 8 h of darkness) at 21°C. Average light intensity,
supplied by cool-white fluorescent tubes (Spectralux Plus 36W/840; Radium), was
around 80 mE m-2 s-1. Plant were harvested after 20 days. Leaves were cleared
in ethanol and lactic acid before mounting on microscopy slides.
A.6.2 Image acquisition
Imaging was performed using the Olympus BX53 microscope equipped with DIC
optics. Images were acquired with an Olympus SC30 camera. All images by
courtesy of Stijn Dhondt, department of Plant Systems Biology, Ghent university
- VIB.
A.7 Chlorophyll fluorescence and IR images A. thali-
ana
A.7.1 Ecotypes and growth
Arabidopsis accessions and abi1-1 were acquired from the Nottingham Arabidop-
sis Stock Center (Nottingham, UK). 35S::ABI5 was kindly provided by J. Smalle.
Plants were grown in trays for 3 weeks in 13h/11h light/dark cycles in a growth
room at 21°C. Daytime PPFD was 150 µmolm-2s-1.
A.7.2 Image acquisition
Rosettes were photographed every hour by a robotized camera system [Chaerle 06].
Fluorescence images were acquired with an in-house developed fluorescence ima-
ging system; [Chaerle 04], while infrared images where acquired with a FLIR-
AGEMA Thermovision THV900SWTE (Flir systems, Croissy-Beaubourg, France).
All images by courtesy of Dominique Van Der Straeten and Laboratory of Func-
tional Plant Biology, Ghent university.
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Table A.1: An overview of the number of images for each type of leaf.
A.8 Chlorophyll fluorescence and IR images of sugar
beet seedlings
A.8.1 Ecotypes and growth
All plant material is property of Erik De Bruyne, SESVanderhave NV.
A.8.2 Image acquisition
The seedlings were photographed every hour by a robotized camera system
[Chaerle 06]. Fluorescence images were acquired with an in-house developed
fluorescence imaging system; [Chaerle 04], while thermal infrared images where
acquired with a FLIR-AGEMA Thermovision THV900SWTE (Flir systems, Croissy-
Beaubourg, France). All images by courtesy of Dominique Van Der Straeten and
Laboratory of Functional Plant Biology, Ghent university.
A.9 Digital herbarium
A.9.1 Ecotypes and growth
This database contains pictures of isolated leafs from six different plant species
(Circinatum, Garryana, Glabrum, Kelloggii, Macrophyllum and Negundo). In
total 436 of these images were used to test the use of IFD’s for shape approx-
imation. The database is courtesy of T.G. Dietterich and the Plant and Botany
Department, Oregon State University, for providing the digital herbarium.
A.9.2 Image acquisition
These are colour pictures of 512 × 512 pixels. Each image contains an isolated
leaf on a white background. The leafs were extracted out of the picture using a
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Figure A.1: An example of segmentation of leafs using a simple threshold on the RGB
values.
threshold on the RGB values: all pixels with value below 200 for the red channel
where classified as leaf pixels. Fig. A.1 shows an example of this colour filter.

B
Quality metrics
B.1 Detection metrics
In order to validate the methods that have to detect certain objects, e.g. objects of
interest, we use a number of validation metrics:
• Root mean squared error (RMSE) is an error measure on the count of ob-
jects:
RMSE =
√
1
M
∑M
i=1(D(i)− C(i))2, with D(.) the number of detected
objects in the ith image of the dataset, whereasC(.) represents the real num-
ber of obecects of interest in the ith image of the dataset.
• True positives (TP): the number of objects of interest in the ground truth that
are correctly detected using the proposed algorithm.
• False positives (FP): the number of detections which have no corresponding
ground truth object of interest.
• False negatives (FN): the number of objects of interest in the ground truth
with no corresponding detection.
• Precision (P) is the ratio of the number of correct detected objects of interest
(TP), over the total number of detected objects of interest, i.e. including
false positives.
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S 
GT 
S˄GT 
Figure B.1: An example of a potential segmentation output, with S the found segment, and
GT corresponding to the ground truth of the same segment.
• Recall (R) is the ratio of the number of TP’s in an image, over the total
number of objects of interest in the ground truth.
• the F-measure takes both false positives and false negatives into account by
combining precision and recall: F = 2 precision·recallprecision+recall .
B.2 Segmentation metrics
The Dice coefficient is often used as a metric for the validation of segmentation
results [Dice 45]. Fig. B.1 shows an example of a potential segmentation output,
with S is the result of a segmentation algorithm,e.g. the region enclosed by a
parametric active contour, and GT the ground truth segment. The Dice coefficient
between S and GT is defined as:
d(S,GT) =
2 Area(S ∧GT)
Area(S) + Area(GT)
, (B.2.1)
where S ∧ GT consist of all pixels which both belong to the detected segment as
well as to the ground truth segment. If S and GT are equal, the Dice coefficient is
equal to one. The Dice coefficient will approach zero if the regions hardly overlap.
B.3 Tracking metrics
For the validation of tracking methods we use the false matches (FM) metric. This
counts the number of detected objects that are incorrectly matched with detections
in the previous time frame. Which matching algorithm is used depends on the
application and or proposed technique. The actual used matching algorithm will
be discussed in the section explaining each technique or application.
QUALITY METRICS 271
B.4 Shape difference metrics
In order to compare different shape representations, several metrics to express sim-
ilarity or dissimilarity between shapes have been proposed. The mean squared
distance is a metric which is used to compare contour parametrization. Consider
s1 and s2 to be two parametrized curves describing two shapes, the mean squared
distance between s1 and s2 is defined as follows:
dmsd(s1, s2) =
1
N
N−1∑
k=0
(s1(tk)− s2(tk))2. (B.4.1)
This might be a good measurement for differences between functions, but it is
not necessarily a good measurement for difference between shapes. Let s1 and s2
describe the same shape, but with an other starting point, e.g. s2(tk) = s1(k + 1)
with tN = t0. Even though the shapes are equal, the mean squared distance
differs from zero. To overcome this problem, two other metrics are defined in
[Zhang 05]: the Hausdorff distance and the modified Hausdorff distance. For two
sets of contour points A = a1, a2, ..., ap and B = b1, b2, ..., bq the Hausdorff
distance (HD) is defined as follows
dH(A,B) = max(h(A,B), h(B,A)), (B.4.2)
where
h(A,B) = max
a∈A
min
b∈B
d(a, b).
With d a given metric function. For our purpose the euclidean distance is used.
Fig. 1 shows an example where it is clear that h(A,B) is not equal to h(B,A).
If we would like to have the Hausdorff distance between the ellipse and the con-
tour of the heart, we need h(ellipse,hart) and h(hart,ellipse). The length of the
dashed arrow is equal to h(ellipse,hart), where h(hart,ellipse) equals the length of
the dotted arrow.
The Hausdorff distance is a measurement of the maximum distance between two
contours. Whereas the modified Hausdorff distance (MHD) is a measurement of
the average distance between two contours. This distance function is given by
eq. (B.4.2) where
h(A,B) =
1
p
∑
a∈A
min
b∈B
d(a, b).
The Euclidean distance is used for d.
B.5 Classification metrics
For the classification of shapes we use the following quality metrics:
272 APPENDIX B
Figure B.2: An example of the non-symmetrical nature of h(.,.) in the Hausdorff distance.
• Precision (P) is the ratio of the number of correct classifications (TP) for
a specific class, over the total number of object classified as that class, i.e.
including false positives.
• Recall (R) is the ratio of the number of correct classification for a specific
class, over the total number of objects of the predefined class in the ground
truth.
• the F-measure takes both false positives and false negatives into account by
combining precision and recall: F = 2 precision·recallprecision+recall .
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