It is well known that the inverse C = c i;j ] of an irreducible nonsingular symmetric tridiagonal matrix is a Green matrix, i.e. it satis es c i;j = u i v j for i j and two sequences of real numbers fu i g and fv i g. A similar result holds for nonsymmetric matrices A. There the inverse is given by four sequences fu i g; fv i g; fy i g; and fy i g: Here we characterize certain properties of A in terms of the u i ; v i ; x i , and y i namely that A is an M{matrix or positive de nite. We also establish a relation of zero row sums and zero column sums of A and pairwise constant u i ; v i ; x i and y i . Moreover we consider decay rates for the entries of the inverse of tridiagonal and block tridiagonal (banded) matrices. For diagonally dominant matrices we show that the entries of the inverse strictly decay along a row or column. We give a sharp decay result for tridiagonal irreducible M{matrices and tridiagonal positive de nite matrices. We also give a decay rate for arbitrary banded M{matrices.
Introduction
In many mathematical problems which gives rise to a linear system of equations the system matrix is tridiagonal or block tridiagonal. For example the numerical solution of partial di erential equations mostly leads to tridiagonal (one dimensional problems) and block tridiagonal (higher dimensional problems). Therefore these classes of matrices have been extensively studied. A review of this topic is given by Meurant Meu] for symmetric matrices. One of the most important results is established by Gantmacher and Krein GK] , who proved that the inverse of a symmetric irreducible tridiagonal matrix is a so-called Green matrix which is given by two sequences fu i g and fv i g of real numbers. A similar result is established by Ikebe. He proved that the inverse of a nonsymmetric irreducible tridiagonal matrix has a similar structure as a symmetric one and is given by four sequences fu i g; fv i g; fx i g; and fy i g: We call such a matrix a generalized Green matrix.
Considering (block) tridiagonal matrices and their inverses there are di erent kinds of problems. On one hand one wants to nd explicit formulas for the inverses of (block) tridiagonal matrices and on the other hand one wants to characterize matrices whose inverses are (block) tridiagonal. Here we continue considering tridiagonal matrices and their inverses. We consider generalized Green matrices and show that the inverse of a generalized Green matrix is tridiagonal. Thus, with Ikebe's result we obtain a characterization of irreducible nonsingular tridiagonal matrices. Moreover we characterizes tridiagonal M{matrices and tridiagonal symmetric positive de nite matrices in terms of the fu i g; fv i g; fx i g; and fy i g. We explain the connection of zero row sums and zero columns of a tridiagonal matrix and pairwise constant u i ; v i ; x i and y i .
It has been observed that for large classes of banded matrices the entries of the inverse tend to zero as ji?jj becomes larger. The rate of decay is important to construct sparse approximations of the inverse as preconditioners. In D] and DMS] it is shown that the entries of the inverse of a symmetric positive matrix are bounded in an exponentially decaying manner along a row or column. For nonsymmetric tridiagonal M{matrices which are strictly diagonally dominant by rows and by columns we establish that the entries of the inverse indeed decay along each row and column away from the diagonal. We also give a bound for this decay. This result generalize a result by Concus, Golub, and Meurant CGM] for symmetric matrices.
For arbitrary tridiagonal M{matrices or positive de nite matrices the entries of the inverse do not decay a long a row in general. However, here we establish a sharp decay rate related to two diagonal entries for the inverses of tridiagonal matrices. This result can be proved easily and continues the number of elegant results on tridiagonal matrices. For symmetric matrices the result is related to Vassilevski Vas] result for which Cauchy-Bunyakowski-Schwarz constants are used. Therefore we establish a new proof of Vassilevski's result and obtain a new way to compute or estimate Cauchy-Bunyakowski-Schwarz constants for tridiagonal matrices. More-over we establish a decay rate for the inverses of banded M{matrices.
Inverses of tridiagonal matrices
One of the most important results on symmetric tridiagonal matrices is the result by Gantmacher and Krein GK] which describes the structure of the inverse of these matrices. c n?2 a n?1 b n?1 c n?1 a n 3 7 7 7 7 7 7 7 5 (2.2) Ikebe I] proved that the inverse of A has a similar structure as for the symmetric case. Using the inductive hypothesis we obtain the rst equality of (2.4). Gaussian elimination from the left gives the second equality. Theorem 2.6 Let C = c i;j ] 2 IR n;n with nonzero entries c 2;2 ; : : : ; c n?1;n?1 . Then C ?1 is tridiagonal if and only if C has the triangle property, i.e. c i;j = c i;k c k;j c k;k for all i < k < j i > k > j
Note that none of these theorems includes the other. In Theorem 2.5 there is a restriction on irreducibility while in Theorem 2.6 there is a restriction of the diagonal entries of the inverse. In A] Asplund gives a characterization in terms of vanishing certain minors of the inverse. However the beauty of Ikebe's result and Theorem 2.5 is the explicit form of the inverse which can be used to establish more properties of the inverse of a tridiagonal matrix. These characterizations of tridiagonal M{matrices and tridiagonal positive de nite matrices will be useful in the next section.
Decay rates
In this section we consider the decay of the elements of the inverse of tridiagonal and banded matrices. Several papers already established results on this topic. In D] and DMS] it is shown that the entries of the inverse of a symmetric positive matrix are bounded in an exponentially decaying manner along a row or column. Here we will give some sharp decay rates and we will show that the entries of a nonsymmetric tridiagonal diagonally dominant matrix indeed decay along a row and column. where 1= = min k 2 ((a k +b k?1 )=b k )). Since A is diagonally dominant one has < 1.
We will generalize this result to the nonsymmetric case. In the following we also assume for simplicity that A is a tridiagonal Z{matrix, i.e. ?c n?2 a n?1 ?b n?1 ?c n?1 a n 3 7 7 7 7 7 7 7 5 b i ; c i 0:
The entries of the sequences fu i g; fv i g; fx i g and fy i g which give A ?1 , can be computed as follows 
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For matrices which are not M{matrices but satisfy the other assumptions of Theorem 3.2 we obtain that the sequences of the absolute values strictly increase or decrease respectively.
Theorem 3.2 generalizes the result for symmetric tridiagonal matrices by Concus, Golub, and Meurant CGM] . In the following we specify the above result. We will explain the connection of zero row and column sums of A and some pairwise constant However we will establish a decay result for tridiagonal M{matrices and symmetric positive de nite matrices in the following. These results are based on the characterizations of these matrices given in Theorem 2.7 and Corollary 2.9. Similarly, we obtain (3.6).
In general one can not say anything about the i and i in (3.5) and (3.6). But Proof. With Theorem 2.9 we have for a symmetric positive de nite tridiagonal matrix A that there exists a diagonal matrix D such that DA ?1 D is given by (2:8) with 0 < u 1 v 1 < u 2 v 2 < : : : ; < u n v n :
Thus we have i < 1 for all i. Since (3.5) of Theorem 3.7 is independent of multiplying A from the left and the right with the same diagonal matrix, we obtain (3.8). 2
Note that Corollary 3.9 also include the symmetric M{matrices. Since for M{ matrices i i < 1 for all i and i < 1 for symmetric positive de nite matrices, (3.7) and (3.8) give a sharp decay result for the entries of the inverse of tridiagonal matrices. Moreover, this results can be proved easily and elegant. The decay rates are given in terms of A ?1 . However, the next lemma and the next theorem will show the relation of the i and i to some values determined directly from A. Here (T ) denotes the spectrum of the matrix T. Thus Lemma 3.10 says the following: If we partition A as a 2 2 block matrix then the overlapping 2 2 matrix of the block Jacobian matrix is equal to the negative transposed Jacobian matrix of the related overlapping 2 2 submatrix of A ?1 .
Proof. We immediately get forĴ k : and A is partitioned as in (3.9) for all s. The constants s are known as the CauchyBunyakowski-Schwarz constants. Since A is positive de nite, s < 1. Originally in Vas] the result (3.14) is obtained from a more general result for symmetric positive de nite block tridiagonal matrices. There norms of the blocks are compared and the equality in (3.14) becomes an inequality ( ).
The proof given in Vas] is very long and technical, at least for the point case. But it is easy to prove that the s in Corollary 3.12 and the s in (3.15) are the same. Thus, our approach for the nonsymmetric case gives even for the symmetric matrices a much simpler proof of Vassilevski result.
Moreover Theorem 3.12 and Lemma 3.10 give another way to compute or estimate the Cauchy-Bunyakowski-Schwarz constants.
Using comparison theorems for regular splittings we obtain from Theorem 3.12 and Since (3.16) is independent of scaling we obtain the result easily for symmetric positive de nite matrices.
Note that in both cases < 1. Thus the spectral radius of the Jacobi iteration matrix is an upper bound for the decay of the entries of the inverse of a tridiagonal M{matrix or symmetric positive de nite matrix.
In the following we will see that this is also true for banded M{matrices. 
