Abstract. We calculate collision strengths and thermally averaged collision strengths for electron excitation between the one hundred and forty energetically lowest levels of Fe 8+ . The scattering target is more elaborate than in any earlier work and large increases are found in the excitation rates among the levels of the 3s 2 3p 5 3d electron configuration due to resonance series that have not been considered previously. The implications for solar and stellar spectroscopy have been discussed elsewhere (Storey & Zeippen 2001) . We correct some errors that were made in generating the figures given in that paper and present corrected versions.
Dedication
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Introduction
The intensity ratio of the Fe  3s 2 3p 5 3d 3 P o 2 -3s 2 3p 6 1 S 0 magnetic quadrupole transition at 241.7 Å to the 3s 2 3p 5 3d 3 P o 1 -3s 2 3p 6 1 S 0 intercombination transition at 244.9 Å is of practical interest in solar studies because the two lines lie close in wavelength and are not significantly blended. This makes comparisons of their intensities relatively easy and the ratio is sensitive to electron density over the range 10 9 −10 13 cm −3 . Feldman (1992) reviewed the various sets of atomic data available at the time and drew attention to the much larger electron densities derived from flare spectra using the Fe  λ241.7/λ244.9 line intensity ratio compared to those derived from ratios in other ions.
Send offprint requests to: P. J. Storey, e-mail: PJS@star.ucl.ac.uk Detailed tables of the present data are available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (ftp 130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/394/753 Flower (1977) was the first to compute collision strengths for electron excitation of Fe 8+ using the distorted wave method while radiative decay rates had been calculated by Garstang (1969) and Flower (1977) . Further work was done on the Fe +8 atomic model by Haug (1979) who added the effect of cascades from higher energy levels to the original calculation of Feldman et al. (1978) . More recently, Fawcett & Mason (1991) reconsidered the atomic data calculations of Flower (1977) . Although based on the same computer package composed of DISTWAV (Eissner & Seaton 1972) , JAJOM (Saraph 1972 (Saraph , 1978 and SUPERSTRUCTURE (Eissner et al. 1974) , this study included an adjustment of Slater parameters (Fawcett & Mason 1989) using a subroutine in the HFR code of Cowan (1981) . Also, a lack of consistency in the level indexing in the work of Flower was corrected. Finally, Mandelbaum (1991) provided a new set of atomic data yielded by the code HULLAC (Bar-Shalom et al. 1998) , while Liedahl (2000) has used the same code to explore the effect of dramatically increasing the number of states in the Fe  atomic model. A review of electron excitation data for Fe -Fe  was also published by Mason (1994) as part of an atomic data assessment study for SOHO. Liedahl (2000) has shown that the discrepancies between the predicted and observed intensity ratios for the density sensitive lines are significantly reduced if the model atom is increased in size. His model includes electron configurations with valence electron principal quantum numbers n ≤ 4, with a total of 1067 levels. He states, however, that the most important contributions probably come from the levels of the 3s 2 3p 4 3d 2 configuration. We note that the collision rates used by Liedahl (2000) do not include resonance effects.
The present work is part of the international collaboration known as the Iron Project (Hummer et al. 1993) whose aim is to make systematic calculations of electron scattering crosssections and rate coefficients for ions of astronomical interest, using the best available methods. The principal tool of the project is the atomic R-matrix computer code of Berrington et al. (1974 Berrington et al. ( , 1978 as extended for use in the Opacity Project (Berrington et al. 1987) . These codes have recently been further extended (Hummer et al. 1993 ) so that collision strengths can be calculated at low energies, where some scattering channels are closed, including the effects of intermediate coupling in the target. Previous calculations have always neglected such effects at energies where some channels are closed.
In Sect. 3, we discuss the target used in our Fe  model. We give details of the electron scattering calculations in Sect. 4 and make a critical comparison with previous work in Sect. 5.
The discrepancies between electron densities derived from lines of Fe  and other ions of similar ionisation potential in solar spectra are largely removed when line intensities are computed using the results presented here. This is principally due to the inclusion of the 3s 2 3p 4 3d 2 configuration in the scattering process, which profoundly modifies the populations of the levels of the 3s 2 3p 5 3d configuration, through cascading and through the resonance series that it generates. We return to this latter effect in Sect. 5. For more details of the spectroscopic implications, see Storey & Zeippen (2001) but note that the calculation described here corrects an error that was made in the work of those authors and is also more extensive. We return to these points in Sect. 5.
The target
A schematic diagram of the term structure of Fe  is shown in Fig. 1 . With the exception of the calculation by Liedahl (2000) , all previous work on electron scattering from Fe 8+ has only included the two energetically lowest electron configurations, comprising seven terms in all. As we shall show below and as has been discussed by Storey & Zeippen (2001) , the dipole coupling between the 3s 2 3p 5 3d and 3s 2 3p 4 3d 2 configurations is very strong and has a profound effect on the rates for electron induced transitions between the levels of the 3s 2 3p 5 3d configuration. The cross-sections for these processes contain resonance series converging to the terms of the 3s 2 3p 4 3d 2 configuration and it is therefore essential that the target for the scattering problem should include this configuration. Our target, as shown by the dotted line in Fig. 1 , includes forty-seven of the forty-nine terms of the 3s 2 3p 4 3d 2 configuration and the two omitted terms have only weak dipole coupling to the lower configuration. The scattering target, constructed from the six energetically lowest electron configurations contains sixty-four terms.
The target wavefunctions are expanded in the twelve configuration basis listed in Table 1 . The target expansion includes all the electron configurations of the n = 3 complex with three or less electrons in a 3d orbital. Also included are the 3s 2 3p 5 4s and 3s 2 3p 5 4p configurations which lie energetically within 3s 2 3p 4 3d 2 . The lower group of configurations listed in Table 1 are present solely for correlation purposes and only those terms are retained that are present in the actual scattering target. Correlation effects will be discussed further below in the context of the discussion of target oscillator strengths.
The target wavefunctions were constructed using the program SUPERSTRUCTURE, (Eissner et al. 1974; Nussbaumer & Storey 1978) , which uses radial wavefunctions calculated in a scaled Thomas-Fermi-Dirac statistical model potential. The scaling parameters were determined by minimizing the sum of the energies of all the target terms, computed in LS-coupling, i.e. neglecting all relativistic effects. The resulting scaling parameters are given in Table 2 . The energies of the sixty-four target states are shown in Table 3 . The experimental values are taken from Corliss & Sugar (1982) . The theoretical energies were calculated including electrostatic interactions plus the one-body mass and Darwin relativistic energy shifts. Fine-structure interactions were neglected. As discussed, for example, by , this approximation results in term energies that are significantly better than those obtained from pure LS-coupling. Using this approximation, however, the number of scattering channels remains the same as in pure LS-coupling, avoiding Corliss & Sugar (1982) .
the large increase in computational cost incurred by doing the whole scattering calculation in intermediate coupling.
In Table 4 , we give weighted electric dipole oscillator strengths computed in the length and velocity formulations for transitions among the target terms calculated in our target configuration basis. For transitions between the 3s 2 3p 5 3d and 3s 2 3p 4 3d 2 configurations we give only those for which g f L is greater than unity. In Table 5 we compare our computed oscillator strengths with those of earlier workers. Almost all prior theoretical work was restricted to transitions from the ground state to the two lowest odd parity configurations, 3s 2 3p 5 3d and 3s 2 3p 5 4s. The exception is the data computed by Mendoza under the auspices of the Opacity Project and available from the online databank, TOPBASE (Cunto et al. 1993) . Apart from this latter work, all earlier computations were made in a very limited, usually two, configuration basis and give a somewhat larger oscillator strength for the 3s 2 3p 6 1 S-3s 2 3p 5 3d 1 P o resonance transition than we find here. Fawcett & Mason (1991) quote values of g f calculated both ab initio (the first entry in the table) and calculated after empirical adjustment of Slater parameters (the second entry). These authors also give values of both g f L and g f V , finding a much larger discrepancy than in the present work. The principal cause of these differences is the absence of 3p n -3p n−2 3d 2 correlation. Hence, for the resonance transition the important correlation effects are with the 2 3p 4 3d 2 and 3s 2 3p 3 3d 3 configurations. The result of including these configurations is to lower g f L for the resonance transition by about 25% and dramatically reduce the difference between g f L and g f V giving confidence the present result is more accurate than any earlier values. There is good agreement with the results available from TOPBASE (Cunto et al. 1993) , which is the only other calculation of comparable complexity.
In Table 6 we list the calculated and experimental energies of the 17 levels of the target for which energies are known. The experimental values are from Corliss & Sugar (1982) and the calculations include the one-and two-body fine-structure interactions described by Eissner et al. (1974) . The levels are given in the experimental energy order. A list of the calculated energies of all 140 levels of the target is available electronically from the CDS. Table 6 serves as a key to the levels for use in later tabulations of collision strengths and effective collision strengths.
The scattering calculation
The R-matrix method used in this calculation is described fully elsewhere (Hummer et al. 1993 and references therein). As outlined above, we include mass and Darwin relativistic energy shifts, but not the one-and two-body fine-structure interactions. We use an R-matrix boundary radius of 6.41 au, to encompass the most extended target orbital (4d). The expansion of each scattered electron partial wave is over a basis of 24 functions within the R-matrix boundary, and the partial wave expansion extends to a maximum of l = 15. The outer region calculation is carried out using the program STGFJ (Hummer et al. 1993) , which calculates reactance matrices in LS-coupling and then transforms them into the Jk-coupling scheme (Saraph 1972 (Saraph , 1978 , including the effects of intermediate coupling between the target terms, using the so-called term-coupling coefficients (TCCs).
Collision strengths in the resonance region are computed at 5108 values of the energy. We do not, therefore attempt to delineate all resonance structures fully. The accuracy of this sampling approach was discussed by Storey et al. (1996) . In the region of all channels open, a further 22 points span the energy range from the highest threshold up to 64 Ryd. The number of energies at which collision strengths have been calculated has been approximately doubled since our earlier preliminary report on the spectroscopic implications of the new collision strength calculation (Storey & Zeippen 2001) . We return to this point in Sect. 5. For energies above the highest threshold, the collision strengths are corrected for contributions from partial waves of higher angular momentum using the method described by Binello et al. (1998) . In brief, for optically allowed transitions contributions from partial waves l > 15 are calculated in the Coulomb-Bethe approximation, using oscillator strengths taken from the target calculation including one-body fine-structure effects (spin-orbit coupling). For the remaining transitions, the contribution from the high partial waves is estimated by assuming that the partial collision strengths are declining geometrically as a function of angular momentum. Once all collision strengths have been corrected for missing angular momenta, they are extrapolated to energies higher than 64 Ryd using techniques and asymptotic expressions discussed by Burgess & Tully (1992) . Further details are given in Binello et al. (1998) .
Results and discussion
In Table 7 we compare a selection of our total collision strengths with the work of Fawcett & Mason (1991) The transitions listed include the principal resonance line (3s 2 3p 6 1 S 0 -3s 2 3p 5 3d 1 P o 1 , indexed 1-13) and the main de-excitation routes from 3s 2 3p 5 3d 3 P o J levels to other levels of the 3s 2 3p 5 3d configuration. At the energies given in Table 7 , (15 and 45 Ryd) none of the calculations contain any resonance features. The results of Fawcett & Mason (1991) were obtained using the distorted wave method (Eissner & Seaton 1972) adapted to enable the adjustment of Slater parameters using a subroutine in the HFR code of Cowan (1981) . Their target basis contained only the three electron configurations 3s 2 3p 6 , 3s 2 3p 5 3d, 3s 2 3p 5 4s and their calculations were made at 10, 15, 30 and 45 Ryd, above all thresholds. The agreement is reasonably good, as one would expect at these relatively high energies, although the value of the collision strength for the (3s 2 3p 6 1 S 0 -3s 2 3p 5 3d 1 P o 1 ) transition obtained by Fawcett & Mason (1991) is larger by 41% at 10 Ryd. This is directly related to the difference found between the oscillator strengths in the two targets (see Table 5 and discussion in Sect. 3).
In Table 8 we compare collision strengths at 5.5 Ryd from an early distorted wave calculation by Flower (1977) with our data. In the present work, the highest target threshold lies at 10.590 Ryd, so there are resonance features present at 5.5 Ryd. The values given in Table 8 were derived from the calculated collision strengths by averaging over the energy Fig. 3 . The λ171.1/ λ244.9 intensity ratio as function of electron density at T e = 9 × 10 5 K derived from the present atomic data. The solid horizontal line corresponds to the observed ratio from the SERTS data of Thomas & Neupert (1994) . The dotted lines correspond to the errors on the line intensities quoted by Thomas & Neupert (1994) . range 5.0−6.0 Ryd. Once again we find a significantly smaller collision strength for the resonance transition (1-13) but the most striking differences are in the collision strengths from the 3s 2 3p 5 3d 3 P o J levels (2, 3 and 4) to higher levels of the same configuration (5 to 13). These average values are much larger than the results of Flower (1977) , by factors ranging from 3.7 to 13.8. These increases are caused by the series of resonances converging on the terms of the 3s 2 3p 4 3d 2 electron configuration, which have not been included in any earlier work.
In Fig. 2 2 ) transition, with the results in the resonance region averaged over 1 Ryd intervals. As described above, there is reasonably good agreement between the present work and that of Fawcett & Mason (1991) in the non-resonant region above 10.6 Ryd, while in the resonant region our results are significantly greater than those of Flower (1977) which do not include resonance effects. Storey & Zeippen (2001) have discussed the effect of the increased collision strengths on level populations and line intensities. They consider, for example, the density sensitive ratio of the intensities of the 3s 2 3p 5 3d 3 P o 2 -3s 2 3p 6 1 S 0 magnetic quadrupole transition at 241.7 Å to the 3s 2 3p 5 3d 3 P o 1 -3s 2 3p 6 1 S 0 intercombination transition at 244.9 Å. Storey & Zeippen (2001) show that the discrepancy discussed by Feldman (1992) betweeen the electron densities derived from this line ratio and those derived from ratios in other comparable ions was largely eliminated by new atomic data similar to that used in the present paper. This is caused in part by the changes in the rates of electron collisional de-excitation of the levels of the 3s 2 3p 5 3d electron configuration but also by the population of the same levels through collisional excitation from the ground state to the levels of the 3s 2 3p 4 3d 2 , followed by radiative cascade. This cascade route for the population of the levels of 3s 2 3p 5 3d has also been included in the calculation by Liedahl (2000) but he used a much simpler approximation to the scattering process that does not include resonance effects (Bar-Shalom et al. 1998). The results given by Storey & Zeippen (2001) were based on a somewhat coarser energy grid for the tabulation of the collision strengths. The number of energies at which collision strengths were calculated in the region of closed channels was 2145, compared to 5108 in the present paper and the number in the region of all channels open was 13 compared to 22. In the present work, the electron configuration basis used to describe the scattering target has been enlarged compared to that of Storey & Zeippen (2001) by including the configurations 3s 2 3p 5 4p and 3s 2 3p 5 4d. The first of these configurations, which was also included in the target, makes a significant contribution to the cascade effects discussed above. In addition, the computer codes used by Storey & Zeippen (2001) to compute the thermally averaged collision strengths were found to contain an error that caused the collision rates to high lying states to be incorrect. As a result, the comparison of theoretical line intensity ratios given in Storey & Zeippen (2001) is not accurate in detail although the broad conclusions are not affected. We therefore repeat the discussion of the intensity ratios below.
In Table 9 , the final thermally averaged collision strengths between the levels of the 3s 2 3p 6 and the 3s 2 3p 5 3d electron configurations are given as a function of electron temperature. The complete set of effective collision strengths among all of the 140 levels of the target are available in electronic form from the CDS. Note that any model of the level populations of the Fe 8+ must include the full set of 140 levels due to the contributions of cascading from the higher levels.
5.1. The λ171.1/λ244.9 line intensity ratio The λ171.1 line is a strong optically allowed transition from the 3s 2 3p 5 3d 1 P o state, populated almost entirely by electron impact excitation from the 3s 2 3p 6 1 S 0 ground state. The λ171.1/λ244.9 line intensity ratio demonstrates a weak density dependence, which is shown in Fig. 3 over the density range 10 8 −10 12 cm −3 . In this figure as well as in all subsequent quoted theoretical ratios an electron temperature of 9 × 10 5 K has been assumed.
From the SERTS data of Thomas & Neupert (1994) , we find that the observed ratio is 9.3 ± 4.0, corresponding to a theoretical minimum density of log(N e ) = 9.5, although plainly the error bars are very large. The quiet Sun spectrum of Malinovsky & Heroux (1973) shows both the λ171.1 Table 9 . continued. and λ244.9 lines, and although those authors did not give a measured intensity for the λ244.9 line, from their spectra one can estimate that the ratio is approximately 10. These observations are in pronounced disagreement with the theoretical value of 33 quoted by Young et al. (1998) based on the earlier atomic data as incorporated in the CHIANTI database. The agreement between observation and theory is considerably better using the present atomic data. The very low theoretical values of this ratio reported by Storey & Zeippen (2001) at low densities were incorrect.
5.2. The λ241.7/λ244.9 line intensity ratio Theoretical values of this ratio as a function of electron density have been given by Feldman (1992) . In Fig. 4 , we reproduce two of the curves given by Feldman, derived from the atomic data of Flower (1977) and Fawcett & Mason (1991) , in addition to the curve obtained from the model of Liedahl (2000) and using the present data. There is reasonable agreement between all three theoretical curves at the lower electron densities, but with the new atomic data, the ratio falls more rapidly with increasing electron density, with the current value being smaller by a factor of 7.9 than that obtained by Feldman (1992) from the data of Fawcett & Mason at N e = 10 11 cm −3 and a factor of 2.4 smaller than given by Liedahl (2000) at the same density.
We can compare these new theoretical predictions with various observations. From the quiet Sun spectra of Malinovsky & Heroux (1973) , we can estimate the ratio to be 2, consistent with log(N e ) = 8.85 (not shown in Fig. 4) . From the SERTS data of Thomas & Neupert (1994) , we find a ratio of 1.20 ± 0.56 implying log(N e ) = 9.4 ± 0.4 compared to log(N e ) = 10.1 found by Young et al. (1998) using the data incorporated in CHIANTI. The new value of N e is in significantly better agreement with densities deduced from diagnostic ratios in other Fe ions from the same SERTS data (e.g. Brickhouse et al. 1995) . The λ241.7 and λ244.9 lines were also observed and measured in the Skylab data reported by Dere et al. (1979) . They found a value of 0.46 for the λ241.7/λ244.9 line intensity ratio in the 1973 Dec. 17 flare, which corresponds to an electron density of 10 10.0 cm −3 with the new atomic data, while Dere et al. (1979) deduced a density five times larger using the atomic data available at the time (Flower 1977) . The densities deduced from the present atomic data are minor corrections (within 10%) to those reported earlier by Storey & Zeippen (2001) except for those obtained from the quiet Sun data of Malinovsky & Heroux (1973) which are about a factor of two larger.
The λ217.1/λ244.9 line intensity ratio
In their description of the SERTS data, Thomas & Neupert (1994) report a measurement of the λ217.1 line originating from the 3p 5 3d 3 D o 1 level. In our present atomic model, this line shows a weak density sensitivity when compared to the λ244.9 intercombination line, with the λ217.1/λ244.9 intensity ratio varying from 0.57 to 0.84 between log(N e ) = 9 and log(N e ) = 12. These results are somewhat lower than those quoted by Storey & Zeippen (2001) . The observed ratio from the SERTS data is 0.43 ± 0.24 while our theoretical value at the density deduced from the SERTS line ratios discussed above (log(N e ) = 9.5) is 0.63. Storey & Zeippen (2001) concluded that in view of the good agreement now obtained for the two line ratios discussed above, the most likely explanation for this discrepancy is the uncertainty in the flux of λ217.1 which was measured in second order at λ434.2 in the SERTS spectrum. It has been proposed (Brickhouse et al. 1995; Young et al. 1998 ) Fig. 4 . The λ241.7/λ244.9 intensity ratio as function of electron density at T e = 9 × 10 5 K. The solid line is derived from the present atomic data. Crosses and triangles are values of the ratio taken from Feldman (1992) , which were derived from the atomic data of Flower (1977) and Fawcett & Mason (1991) , respectively. The filled circles are taken from the 1067-state model of Liedahl (2000) . Note that using the present data, the critical electron densities for collisional deexcitation of the 3p that the intensities of lines measured in second order are about a factor of two too weak compared to first order lines. The current results tend to confirm this general conclusion although the actual value of the factor appears to be less than two.
Summary
The atomic calculations presented here are a significant advance over previous work. In particular, we have shown that previously unaccounted for resonances converging on the 3s 2 3p 4 3d 2 electron configuration substantially increase the thermally averaged collision strengths for the transitions among the metastable levels of the 3s 2 3p 5 3d configuration. The collisional excitation rate for the principal resonance transition is significantly smaller than in any previous calculation due to the improvement in the target wavefunctions. An error in the earlier work of Storey & Zeippen (2001) has been corrected and the spectroscopic significance of the resulting line ratios has been discussed. Only the λ171.1/λ244.9 line intensity ratio reported here is significantly different from the preliminary results of Storey & Zeippen (2001) .
