We associate to every central simple algebra with involution of orthogonal type in characteristic two a totally singular quadratic form which reflects certain anisotropy properties of the involution. It is shown that this quadratic form can be used to classify totally decomposable algebras with orthogonal involution. Also, using this form, a criterion is obtained for an orthogonal involution on a split algebra to be conjugated to the transpose involution.
Introduction
The theory of algebras with involution is closely related to the theory of bilinear forms. Assigning to every symmetric or anti-symmetric regular bilinear form on a finite-dimensional vector space V its adjoint involution induces a oneto-one correspondence between the similarity classes of bilinear forms on V and involutions of the first kind on the endomorphism algebra End F (V ) (see [5, p. 1] ). Under this correspondence several basic properties of involutions reflect analogous properties of bilinear forms. For example a symmetric or antisymmetric bilinear form is isotropic (resp. anisotropic, hyperbolic) if and only if its adjoint involution is isotropic (resp. anisotropic, hyperbolic).
Let (A, σ) be a totally decomposable algebra with orthogonal involution over a field F of characteristic two. In [3] , a bilinear Pfister form Pf(A, σ) was associated to (A, σ), which determines the isotropy behaviour of (A, σ). It was shown that for every splitting field K of A, the involution σ K on A K becomes adjoint to the bilinear form Pf(A, σ) K (see [3, (7.5) ]). Also, according to [7, (6.5) ] this invariant can be used to determine the conjugacy class of the involution σ on A.
In this work we associate to every algebra with orthogonal involution (A, σ) in characteristic two a pair (S(A, σ), q σ ) where S(A, σ) is a subalgebra of A and q σ is a totally singular quadratic form on S(A, σ). Using this pair, we find in Theorem 3.7 some criteria for σ to be direct (a stronger notion than anisotropy defined in [2] ). As a consequence, several sufficient conditions for anisotropy of σ are obtained in Corollary 3.10. Further, it is shown in Theorem 3.14 that q σ can classify the transpose involution on a split algebra. For the case where (A, σ) is totally decomposable, using the quadratic space (S(A, σ), q σ ) we will complement some results of [3] and [7] in Theorem 4.1 and state several necessary and sufficient conditions for σ to be anisotropic. Finally, we shall see in Theorem 4.6 and Theorem 4.10 that the form q σ can be used to find a classification of totally decomposable algebras with orthogonal involution in characteristic two.
Preliminaries
In this paper, F denote a field of characteristic two.
Let V be a vector space of finite dimension over F . A bilinear form b : [4, (6.5) ], the form b is anisotropic if and only if dim
n , where
is an F -bilinear form. A quadratic form q is called isotropic if q(v) = 0 for some 0 = v ∈ V and anisotropic otherwise. For a quadratic space (V, q) over F we use the notation D(q) = {q(v) | 0 = v ∈ V } and Q(q) = D(q) ∪ {0}. The scalar extension of q to an extension K of F is denoted by q K . A quadratic form q is called totally singular if b q is the zero map. For α 1 , · · · , α n ∈ F the totally singular quadratic form
Let A be a central simple algebra over F and let σ be an involution on A, i.e., an anti-automorphism of A of order two. We say that σ is of the first kind if it restricts to the identity map on F . For a symmetric bilinear space (V, b) over F we denote by σ b the adjoint involution of End F (V ) with respect to b (see [5, p. 1] ). An involution σ of the first kind on A is called symplectic if it becomes adjoint to an alternating bilinear form over a splitting field of A (i.e., a bilinear form b with D(b) = 0). Otherwise, σ is called orthogonal. According to [5, (2.6) ], σ is orthogonal if and only if 1 / ∈ Alt(A, σ), where Alt(A, σ) = {x − σ(x) | x ∈ A}. The discriminant of an orthogonal involution σ is denoted by disc σ (see [5, (7.1)] ). An involution σ is called isotropic if σ(x)x = 0 for some nonzero element x ∈ A. Otherwise, σ is called anisotropic.
We will frequently use the following result. Recall that if u is a unit in a central simple algebra A, the inner automorphism of A induced by u is defined as Int(u)(x) = uxu −1 for x ∈ A.
Proof. See [5, pp. 13-14].
The alternator form
For a central simple algebra with orthogonal involution (A, σ) over F we use the following notation:
In other words, x ∈ S(A, σ) if and only if there exists a unique element α ∈ F such that σ(x)x + α ∈ Alt(A, σ). We denote the element α by q σ (x). Hence, q σ : S(A, σ) → F is a map satisfying
Lemma 3.1. Let (A, σ) be a central simple algebra with involution over F . If x ∈ Alt(A, σ), then σ(y)xy ∈ Alt(A, σ) for every y ∈ A. (ii) q σ (λx + y) = λ 2 q σ (x) + q σ (y) and q σ (xy) = q σ (x)q σ (y) for every λ ∈ F and x, y ∈ S(A, σ).
Proof. For every λ ∈ F we have σ(λ)λ + λ 2 = 0 ∈ Alt(A, σ), so F ⊆ S(A, σ). Let x, y ∈ S(A, σ) and λ ∈ F . Set α = q σ (x) ∈ F and β = q σ (y) ∈ F . Then σ(λx+ y)(λx+ y)+ λ 2 α+ β = λ 2 (σ(x)x+ α)+ (σ(y)y + β)+ σ(λx)y − σ(σ(λx)y).
Hence, σ(λx + y)(λx + y) + λ 2 α + β ∈ Alt(A, σ), which implies that λx + y ∈ S(A, σ) and q σ (λx+y) = λ 2 α+β = λ 2 q σ (x)+q σ (y). Similarly, using Lemma 3.1 we have
Hence, xy ∈ S(A, σ) and q σ (xy) = αβ = q σ (x)q σ (y), proving the result. 
Proof. The result follows from Lemma 3.2 (ii).
Definition 3.4. Let (A, σ) be a central simple algebras with orthogonal involution over F . We call S(A, σ) the alternator subalgebra of (A, σ). We also call the quadratic form q σ the alternator form of (A, σ).
is an isomorphism of algebras with involution, the restriction of f to S(A, σ) defines an isometry (S(A, σ), q σ )
The following definition was given in [2] .
Definition 3.6. An involution σ on a central simple algebra A is called direct if for every x ∈ A the condition σ(x)x ∈ Alt(A, σ) implies that x = 0.
Theorem 3.7. For an orthogonal involution σ on a central simple F -algebra
A the following conditions are equivalent:
(2) q σ is anisotropic.
Moreover, if these conditions hold, then x 2 ∈ F for all x ∈ S(A, σ).
Suppose that xy = 0 for some 0 = x ∈ S(A, σ) and y ∈ A. Set α = q σ (x), so that σ(x)x + α ∈ Alt(A, σ). By Lemma 3.1 we have
Since q σ is anisotropic we have α = 0. Hence, y ∈ S(A, σ) and q σ (y) = 0. Again, the anisotropy of q σ implies that y = 0, proving (i).
To prove (ii) let 0 = x ∈ S(A, σ) and α = q σ (x) = 0, so that σ(x)x + α ∈ Alt(A, σ). By Lemma 3.1 we have σ(
Since q σ is anisotropic we get xy = yx, proving (iii).
. This contradicts the orthogonality of σ.
To prove the last statement of the result, let x ∈ S(A, σ) and set α = q σ (x). 
The conclusion now easily follows by identifying Sym(A, σ) K with the set of matrices of the form a b b c , where a, b, c ∈ K.
Proposition 3.9. Let (A, σ) be a central simple algebra with orthogonal involution over
is the centralizer of x in A. Let y ∈ Sym(A, σ). By Lemma 3.1 we have
hence xy ∈ S(A, σ) ⊆ Sym(A, σ). It follows that yx = σ(y)σ(x) = σ(xy) = xy, because the elements x, y and xy are all symmetric. This proves the claim. By Lemma 3.8, Sym(A, σ) generates A as an F -algebra. Hence, C A (x) = A, i.e., x ∈ F . Since σ is orthogonal, the condition σ(x)x ∈ Alt(A, σ) implies that x = 0, so σ is direct.
Since every direct involution is anisotropic, one can use Theorem 3.7 and Proposition 3.9 to find some sufficient conditions for anisotropy of orthogonal involutions: 
This proves the first part. The second part follows by applying (i) to a vector v ∈ V with b(v, v) = 1. Computations shows that (σ(x)x + β
Lemma 3.13. Let t be the transpose involution on M n (F ). Then
Proof. (i) Clearly, we have F 2 ⊆ Q(q t ). The converse inclusion follows from Lemma 3.11 (ii) and the fact that the transpose involution is the adjoint involution of the bilinear form n × 1 (see Proposition 2.1).
(ii) Using the first part and the isometry 1, 1 q ≃ 1, 0 q we have q t ≃ 1 q ⊥ k × 0 q for some non-negative integer k. We claim that k = n 2 − n. Let W = {x ∈ S(M n (F ), t) | q t (x) = 0}. Then W is a k-dimensional vector space over F . A matrix x = (x ij ) ∈ M n (F ) belongs to W if and only if x t x ∈ Alt(M n (F ), t). Note that Alt(M n (F ), t) is the set of symmetric matrices with zero diagonal. Hence, x t x ∈ Alt(M n (F ), t) if and only if
Hence, W is the set of answers of the homogeneous system of linear equations (1) with n 2 unknowns x ij , i, j = 1, · · · , n. This set is a vector space of dimension n 2 − n over F , hence k = n 2 − n.
Theorem 3.14. Let (A, σ) be a central simple algebra of degree n with orthogonal involution over F . If A splits, then (A, σ) ≃ (M n (F ), t) if and only if
Proof. The 'only if' implication follows from Lemma 3.5 and Lemma 3.13.
To prove the converse, we may identify (A, σ) = (End F (V ), σ b ), where (V, b) is a symmetric non-alternating bilinear space over F . By [6, (2.1)] there exist unique integers m, k and a 1 , · · · , a m ∈ F such that
where b an is an anisotropic bilinear form, M(a i ) = a i , a i and H is the hyperbolic plane. Let
Then U and W are two vector spaces over F . We have dim F U = n 2 −n, because q σ ≃ 1 q ⊥ (n 2 − n) × 0 q . Also, by [6, (2.1)] we have dim F W = 2k + m. On the other hand Lemma 3.11 (i) implies that x(V ) ⊆ W for every x ∈ U , i.e., U ⊆ Hom F (V, W ). By dimension count we get dim F W n − 1. However, we have W = V , because b is not alternating. Hence, dim F W = n − 1, i.e., 2k + m = n − 1. By (2) we have n = dim F b an + 2k + 2m, which implies that dim F b an + m = 1. It follows that either b an is trivial and m = 1 or dim F b an = 1 and m = 0. Hence, either
The next example shows that for n > 2 there exists a central simple algebra with orthogonal involution (A, σ) of degree n over F such that q σ = 1 q . Note that for every algebra with involution (A, σ) over F we have F ⊆ S (A, σ) . Hence, the form 1 q is always a subform of the alternator form q σ .
where V is an underlying vector space of b. Let x = (x ij ) ∈ M n (F ). We first claim that x ∈ S(M n (F ), σ) with q σ (x) = λ ∈ F if and only if
By definition x ∈ S(M n (F ), σ) (with q σ (x) = λ) if and only if
Hence, x ∈ S(M n (F ), σ) if and only if u −1 y has zero diagonal. Write u −1 y = (y ij ) for some y ij ∈ F , 1 i, j n. As y = ux t u −1 x + λI n , computation shows that
i λ for i = 1, · · · , n. We have y ii = 0 if and only if (3) is satisfied, as claimed. Now, if n > 2 and α 1 , · · · , α n is an anisotropic bilinear Pfister form, then (3) implies that λ = x 2 11 = · · · = x 2 nn and x ij = 0 for i = j. It follows that λ ∈ F 2 and x is a scalar (matrix). Hence, S(A, σ) = F and q σ = 1 q .
Remark 3.16. Example 3.15 shows that the alternator form does not necessarily classify orthogonal involutions on a given central simple algebra. Also, using Example 3.15 one can show that the inclusion Q(q σ b ) ⊆ Q(b) in Lemma 3.11 could be strict. Indeed, with the notation of Example 3.15 set
Applications to totally decomposable involutions
A quaternion algebra over F is a central simple algebra of degree 2. An algebra with involution (A, σ) over F is called totally decomposable if it decomposes into tensor products of quaternion F -algebras with involution. Let (A, σ) ≃ n i=1 (Q i , σ i ) be a totally decomposable algebra with orthogonal involution over F . By [5, (2.23 
As in [3] we denote the bilinear Pfister form α 1 , · · · , α n by Pf (A, σ) . By [3, (7.5)], Pf(A, σ) is independent of the decomposition of (A, σ) . Also, as observed in [7] there exists a unique, up to isomorphism, F -algebra Φ(A, σ) ⊆ F ⊕ Alt(A, σ) of dimension 2 n satisfying: (i) x 2 ∈ F for x ∈ Φ(A, σ); (ii) the centralizer of Φ(A, σ) in A coincides with Φ(A, σ) itself; (iii) Φ(A, σ) is generated, as an F -algebra by n elements. According to [7, (5.5) ] the algebra Φ(A, σ) may be considered as an underlying vector space of Pf(A, σ) such that
The following theorem complements some results in [3] and [7] .
Theorem 4.1. For a totally decomposable algebra with orthogonal involution (A, σ) over F the following conditions are equivalent:
In particular, if these conditions hold, the algebra Φ(A, σ) is uniquely determined.
Proof. The equivalences (1) ⇔ (2) ⇔ (3) can be found in [3] (see [3, (6.1), (6.2) and (7.5)]). The equivalences (2) ⇔ (4) ⇔ (6) are proved in Theorem 3.7 and (1) ⇔ (5) follows from [7, (6.6) ] and [3, (6.2) ]. Suppose that is S(A, σ) is a field. Since Φ(A, σ) ⊆ S(A, σ) and Φ(A, σ) is maximal commutative, we get Φ(A, σ) = S(A, σ). This proves (6) ⇒ (7). The implication (7) ⇒ (8) is evident and (8) ⇒ (2) follows from Proposition 3.9. Lemma 4.2. Let K/F be a separable quadratic extension and let b be a symmetric bilinear form over
Since α ∈ F we get b(v, v) = 0. Hence, α = b(u, u) ∈ D(b), proving the result. , σ) ).
To prove the converse inclusion, let (A, σ) ≃ n i=1 (Q i , σ i ) be a decomposition of (A, σ) into quaternion algebras with involution. For i = 0, · · · , n, define a field K i inductively as follows: set K 0 = F and suppose that K i is defined. If K i splits A, set K i+1 = K i . Otherwise, let r be the minimal number for which K i does not split Q r . Then Q r ⊗ F K i is a division algebra over K i . Let K i+1 be a maximal separable subfield of Q r ⊗ K i . Note that for i = 0, · · · , n − 1, K i may be identified with a subfield of
By [3, (7.5 Notation 4.7. Let (A, σ) be a totally decomposable algebra with anisotropic orthogonal involution over F . By Theorem 4.1 we have S(A, σ) = Φ(A, σ) ⊆ F ⊕ Alt(A, σ). We denote the set S(A, σ) ∩ Alt(A, σ) by S ′ (A, σ). We also denote by q ′ σ the restriction of q σ to S ′ (A, σ).
Note that we have S(A, σ) = F ⊕ S ′ (A, σ) and q σ ≃ 1 q ⊥ q ′ σ , because q σ (1) = 1. Also, as observed in [7, p. 223 ] one has an orthogonal decomposition Φ(A, σ) = F ⊥ S ′ (A, σ) with respect to Pf(A, σ). It follows that q
, where b ′ is the pure subform of Pf(A, σ). Hence, we have the following result (recall that for a symmetric bilinear space (V, b) over F , there exists a unique totally singular quadratic form ϕ b on V given by ϕ b (x) = b(x, x)). Let (A, σ) be a totally decomposable algebra of degree 2 n with orthogonal involution over F . Then there exists a set {v 1 , · · · , v n } consisting of units such that Φ(A, σ) ≃ F [v 1 , · · · , v n ] and v i1 · · · v is ∈ Alt(A, σ) for every 1 s n and 1 i 1 < · · · < i s n (see [7, (5.1) ] for more details). As in [7] we call {v 1 , · · · , v n } a set of alternating generators of Φ(A, σ). According to [7, (5. 3) and (5.5)], if {v 1 , · · · , v n } is a set of alternating generators of Φ(A, σ) and 
We claim that f (x i1 · · · x is ) = x ′ i1 · · · x ′ is for 1 s n and 1 i 1 < · · · < i s n. Since S(A ′ , σ ′ ) is an F -algebra we have x ′ i1 · · · x ′ is ∈ S(A ′ , σ ′ ). We also have
Since S(A, σ) = Φ(A, σ), S(A, σ) is commutative. Similarly, S(A ′ , σ ′ ) is also commutative. Hence, using (5) and (4) we get
As q σ ′ is anisotropic we get f (x i1 · · · x is ) = x 
