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Resumo
Sejam L uma a´lgebra de Lie metabeliana sobre um corpo k, sendo L uma extensa˜o
cindida de A por B, onde A e B sa˜o a´lgebras de Lie abelianas, ou seja, temos A L B
extensa˜o cindida de a´lgebras de Lie. Denotemos por U(L) a a´lgebra universal envelopante
de L. E consideremos Q um grupo abeliano finitamente gerado agindo sobre A e B tal que
a ac¸a˜o sobre B e´ trivial tal que temos a seguinte extensa˜o cindida de a´lgebras de Hopf
U(A)
α→ U(L)#kQ β→ U(B)⊗ kQ
Denotemos H = U(L)#kQ e R = U(B)⊗ kQ, onde B e´ abeliana e comuta com Q, isto
e´, R e´ anel comutativo.
Suponhamos tambe´m que A seja um R-mo´dulo finitamente gerado a` direita e
dimkB <∞, com
(1) Ac¸a˜o de U(B) sobre A: a ◦ b = [a, b], ∀b ∈ B e a ∈ A.
(2) Ac¸a˜o de kQ sobre A: a ◦ q = q−1aq, ∀q ∈ Q e a ∈ A.
Nosso objetivo principal nesta tese foi o de demonstrarmos o seguinte:
Teorema: As seguintes condic¸o˜es sa˜o equivalentes:
(1) k tem tipo homolo´gico FPm como H-mo´dulo;
(2)
⊗mA e´ finitamente gerado como R-mo´dulo via ac¸a˜o diagonal de R;
(3)
∧mA e´ finitamente gerado como R-mo´dulo via ac¸a˜o diagonal de R.
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xPara demonstrac¸a˜o deste teorema estudamos as propriedades homolo´gicas FPm de mo´dulos,
definic¸o˜es e algumas propriedades sobre as a´lgebras de Hopf, fizemos uma generalizac¸a˜o do
invariante definido em [13], atrave´s do qual generalizamos os resultados de [13] e [21].
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Abstract
Suppose L is a metabelian Lie algebra over a field k such that L is a split extension of
A by B, where A and B are abelian Lie algebras, ie, there is a split extension A L B
of Lie algebras. We denote by U(L) the universal enveloping algebra of the Lie algebra L.
Furthermore we suppose Q is a finitely generated abelian group that acts on A and B and
the action on B is trivial. Consider the split extension of Hopf algebras:
U(A)
α→ U(L)#kQ β→ U(B)⊗ kQ
Denote H = U(L)#kQ and R = U(B)⊗ kQ, where the abelian Lie algebras B comutes
with Q, ie, for all b in B, q in Q, we have bq = qb. We further suppose that A is a finitely
generated (right) module over R and dimkB <∞, with
(1) Action of U(B) on A: a ◦ b = [a, b], ∀b ∈ B and a ∈ A.
(2) Action of kQ on A: a ◦ q = q−1aq, ∀q ∈ Q and a ∈ A.
The main purpose of this thesis is the proof of the following:
Theorem:Under the assumptions above, the following conditions are equivalent:
(1) k is of homological type FPm as a module over H;
(2)
⊗mA is finitely generated as a module over R via the diagonal R-action;
(3)
∧mA is finitely generated as a module over R via the diagonal R-action.
In order to prove this theorem we study the homological property FPm for modules and
some properties of Hopf algebras. We generalise the Bryant-Groves invariant defined in [13]
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and obtain generalisations of the main results of [13] and [21].
Keywords: Homological type FPm, Hopf algebras, Bryant-Groves invariant.
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Introduc¸a˜o
0.1 Introduc¸a˜o Histo´rica
Nesta tese estudamos propriedades homolo´gicas de a´lgebras de Hopf do tipo
H = U(L)#kQ,
onde L e´ a´lgebra de Lie sobre um corpo k e Q e´ grupo agindo sobre L via conjugac¸a˜o.
Estamos interessados na propriedade homolo´gica FPm da a´lgebra de Hopf H.
Historicamente, o tipo homolo´gico FPm de grupos foi estudado primeiro, com motivac¸a˜o
que vem da Topologia Alge´brica. Esta propriedade surgiu como uma versa˜o homolo´gica de
uma propriedade homoto´pica chamada Fm, definida por C. T. C. Wall, em [29]. Mais tarde
o tipo homolo´gico FPm de grupos foi definido por R. Bieri e B. Eckman, em [5]:
“ Um grupo G e´ dito ser de tipo FPm se ZZ visto como um ZZ[G]-mo´dulo trivial admite
uma resoluc¸a˜o projetiva P  ZZ, com Pi finitamente gerado para todo i ≤ m. Se os mo´dulos
Pi sa˜o finitamente gerados para todo i, enta˜o dizemos que G e´ de tipo FP∞ ”.
Uma explicac¸a˜o ba´sica sobre tipo homolo´gico FPm esta´ feita no Cap´ıtulo 3 desta tese,
seguindo o livro de R. Bieri ([5]).
R. Bieri tambe´m foi um dos criadores da Σ-teoria, que estuda propriedades homolo´gicas
de submono´ides Gχ = {g ∈ G | χ(g) ≥ 0} de grupos G, onde χ : G → IR e´ homomorfismo
na˜o nulo. Esta teoria surgiu durante as tentativas de classificar grupos metabelianos (ie,
grupos que teˆm um subgrupo normal abeliano A com quociente Q = G/A tambe´m abeliano)
de tipo FPm. A classificac¸a˜o foi sugerida em [6], mas, embora muitos casos sejam conhecidos,
xv
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a FPm-conjectura, que sugere a classificac¸a˜o de grupos metabelianos, ainda esta´ em aberto.
Em todos os casos em que a conjectura foi resolvida foram usadas ide´ias que misturam
te´cnicas de topologia alge´brica (grupos que agem sobre CW-complexos) e ide´ias de a´lgebra
comutativa.
Nos fins dos anos 90, R. Bryant e J. Groves estudaram os mesmos problemas, pore´m
mudando da categoria de grupos para a de a´lgebras de Lie. Numa sequ¨eˆncia de dois artigos,
[12] e [13], eles classificaram a´lgebras de Lie metabelianas de tipo FP2, usando te´cnicas
completamente alge´bricas (bem diferente do caso de grupos, pois para estes existem te´cnicas
muito u´teis de topologia alge´brica; por exemplo, ac¸a˜o de grupos sobre CW-complexos, o que
na˜o existe no caso de a´lgebras de Lie). Os me´todos usados por Bryant-Groves sa˜o da teoria
de valorizac¸o˜es e tais me´todos ja´ foram usados no caso de grupos em [7]. A ide´ia nova de
Bryant-Groves e´ a da existeˆncia de um invariante ∆, o qual tem o mesmo papel do invariante
Σ de Bieri-Strebel da teoria de grupos, mas tem definic¸a˜o bastante diferente. Apresentamos
os resultados de Bryant-Groves no Cap´ıtulo 5. Embora este invariante ∆ seja dif´ıcil de
calcular, este tem um importante papel teo´rico, sendo muito u´til em demonstrac¸o˜es. Alguns
exemplos de a´lgebras de Lie de tipo FP2 e outros que na˜o teˆm tipo FP2 foram considerados
na Sec¸a˜o 5.3.
Os resultados de Bryant-Groves foram generalizados em [21], onde todas as a´lgebras
de Lie metabelianas cindidas ( ie, extenso˜es cindidas de a´lgebras de Lie abelianas) de tipo
FPm foram classificadas, atrave´s de propriedades do invariante ∆. O caso de extenso˜es
na˜o cindidas de a´lgebras de Lie abelianas ainda esta´ em aberto. Vale a pena observarmos
que, para o caso de grupos, o caso cindido da Conjectura FPm, que classifica os grupos
metabelianos de tipo FPm, ainda na˜o esta´ resolvido para dimenso˜es maiores que 3.
Mais resultados sobre propriedades homolo´gicas de a´lgebras de Lie podem ser encontrados
em [14] e [19]. Em [14] foi demonstrado que, se L for uma a´lgebra de Lie de tipo FP2 tal
que [L, [[L,L], [L,L]]] = 0, enta˜o [[L,L], [L,L]]] tem dimensa˜o finita. Os resultados de [19]
tratam a´lgebras de Lie nilpotentes-por-abelianas de tipo FPm tais que a parte nilpotente e´
tambe´m livre (sobre uma base provavelmente infinita) como a´lgebra de Lie.
O motivo inicial dos estudos de R. Bryant e J. Groves (conforme o segundo) sobre pro-
priedades homolo´gicas de a´lgebras de Lie metabelianas foi a esperanc¸a de que, resolvendo o
caso mais simples (a´lgebras de Lie sa˜o mais fa´ceis de trabalhar do que grupos), daria para
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voltar e resolver o mesmo problema para grupos, mas isto na˜o funcionou.
Ainda existem problemas interessantes que sa˜o resolvidos para grupos, mas cuja versa˜o
para a´lgebras de Lie fica em aberto (pois o caso de grupo usa ac¸o˜es de grupos sobre CW-
complexos), como os seguintes: Seja L uma a´lgebra de Lie finitamente apresenta´vel (no
sentido de geradores e relac¸o˜es) que na˜o conte´m suba´lgebra de Lie livre na˜o abeliana, enta˜o
cada quociente metabeliano de L e´ uma a´lgebra de Lie metabeliana finitamente apresenta´vel?
Esperamos que a resposta dessa pergunta seja positiva e que a propriedade finitamente
apresenta´vel possa ser trocada por tipo homolo´gico FP2. Outro problema interessante e´
mostrar a existeˆncia ou a inexisteˆncia de uma a´lgebra de Lie L que tem tipo homolo´gico
FP2 mas na˜o e´ finitamente apresenta´vel. No caso de grupos esse problema foi resolvido
apenas recentemente, de forma espetacular, usando me´todos homoto´picos ([4]). Tambe´m
ainda na˜o existem invariantes ∆ para a´lgebras de Lie na˜o metabelianas, embora a teoria
Σ funcione para qualquer grupo finitamente gerado (mas a primeira versa˜o do invariante Σ
funcionava somente para grupos metabelianos ([7])).
0.2 Resultados sobre A´lgebras de Hopf
A´lgebras de Hopf generalizam propriedades de a´lgebras de Lie e de a´lgebras de grupo. O
nosso objetivo e´ o de tentar unir a Σ-teoria de Bieri-Strebel e a teoria ∆ de Bryant-Groves
no caso de a´lgebras de Hopf. Estudamos a´lgebras de Hopf espec´ıficas, H = U(L)#kQ, onde
L e´ a´lgebra de Lie e Q e´ grupo abeliano agindo sobre L, com A → L → B uma sequeˆncia
exata curta cindida de a´lgebras de Lie, com A,B abelianas, Q agindo sobre A e B, sendo a
ac¸a˜o sobre B trivial, ie, R = U(B)⊗ kQ e´ anel comutativo, onde kQ e´ a a´lgebra do grupo Q
com coeficientes em k, e U(B), U(L) sa˜o as a´lgebras universais de B e L, respectivamente.
O nosso resultado principal (Teorema 6.1) mostra quando H tem tipo FPm.
Teorema Principal As seguintes condic¸o˜es sa˜o equivalentes:
(1) k tem tipo homolo´gico FPm como H-mo´dulo;
(2)
⊗mA e´ finitamente gerado como R-mo´dulo via ac¸a˜o diagonal de R;
(3)
∧mA e´ finitamente gerado como R-mo´dulo via ac¸a˜o diagonal de R.
Este resultado generaliza os resultados ja´ existentes ([21]) e faz uso dos mesmos me´todos
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de a´lgebra comutativa (Teoria de Valorizac¸o˜es). Assim, os me´todos sa˜o alge´bricos e na˜o
homoto´picos como no caso de grupos metabelianos. Seria bastante interessante termos um
resultado onde H = U(L)#kQ, com Q grupo metabeliano mas na˜o abeliano e H a´lgebra
de Hopf metabeliana, no sentido de extenso˜es de Hopf. Isso parece bastante dif´ıcil pois e´
necessa´rio misturar me´todos alge´bricos com me´todos topolo´gicos e, por enquanto, esta´ em
aberto.
Nesta tese estendemos de maneira natural a definic¸a˜o cla´ssica do invariante de Bryant-
Groves, na sec¸a˜o 6.1, e usamos ([22], Corola´rio 3), o qual liga ac¸o˜es sobre grupos homolo´gicos
com comultiplicac¸a˜o em a´lgebras de Lie. Tratamos somente o caso cindido (ie, L e´ extensa˜o
cindida de ideal de Lie abeliano por suba´lgebra abeliana), pois o caso na˜o cindido ainda
na˜o esta´ resolvido nem mesmo para o caso de a´lgebra de Lie (os resultados de [21] tratam
somente o caso cindido de m ≥ 3).
O caso m = 2 para a´lgebras de Hopf na˜o necessariamente cindidas (ie, H = U(L)#kQ,
com U(L/[L,L])⊗kQ anel comutativo e [L,L] ideal abeliano de L) foi tratado em [23], onde
e´ apresentada uma conta bem extensa, generalizando a demonstrac¸a˜o do mesmo resultado
para Q = 1 em [12].
Esperamos que a nossa pesquisa possa ter continuac¸a˜o. Em [18] foi mostrado que uma
a´lgebra de Lie metabeliana L sobre corpo k de caracter´ıstica car(k) mergulha em uma a´lgebra
de Lie metabeliana de tipo homolo´gico FPm, se car(k) ≤ m. O mesmo tipo de problema no
caso de grupos e´ bem mais complicado e foi recentemente resolvido em [24]. Um problema
interessante para uma futura pesquisa e´ resolver o mesmo problema na categoria de a´lgebras
de Hopf espec´ıficas tratadas nesta tese. Para a´lgebras de Lie e grupos o caso espec´ıfico de
dimensa˜o baixa m = 2 foi primeiro tratado por G. Baumslag, em [2] e [3]. Vale a pena
observarmos que os resultados de Baumslag na˜o usavam Σ ou ∆-teoria alguma, pois as duas
ainda na˜o existiam e sem estas teorias na˜o foi poss´ıvel resolver nem o caso m = 3, embora
G. Baumslag tenha resolvido o caso m = 2.
CAPI´TULO 1
Preliminares
1.1 A´lgebras de Lie
Nesta sec¸a˜o apresentamos uma teoria ba´sica sobre A´lgebras de Lie e alguns resultados
importantes. Tambe´m sa˜o apresentadas as definic¸o˜es de a´lgebra universal envelopante de
uma a´lgebra de Lie, a´lgebras de Lie livres e finitamente presentadas, conceitos de grande
importaˆncia no decorrer de nosso trabalho.
Iniciamos definindo uma a´lgebra, na˜o necessariamente comutativa ou associativa, e a
partir disto, definimos a a´lgebra de Lie.
Definic¸a˜o 1.1. (A´lgebra) Uma a´lgebra e´ um espac¸o vetorial A sobre um corpo k, no
qual e´ definida uma operac¸a˜o bilinear denominada “produto”:
∗ : A×A −→ A
(x, y) 7−→ x ∗ y
Definic¸a˜o 1.2. Uma a´lgebra A e´ dita associativa se seu produto respeita a Lei da Asso-
ciatividade, ie, (x ∗ y) ∗ z = x ∗ (y ∗ z), para todos x, y, z ∈ A.
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Definic¸a˜o 1.3. (A´lgebra de Lie) Uma a´lgebra de Lie L e´ uma a´lgebra na˜o associativa,
cujo produto satisfaz:
(1) x ∗ x = 0, ∀x ∈ L;
(2) (Identidade de Jacobi) (x ∗ y) ∗ z + (y ∗ z) ∗ x+ (z ∗ x) ∗ y = 0, ∀x, y, z ∈ L
Notac¸a˜o: Se L e´ uma a´lgebra de Lie, denotamos seu produto por [−,−], ou seja, teremos:
[ , ] : L× L −→ L
(x, y) 7−→ [x, y]
(1) [x, x] = 0, ∀x ∈ L;
(2) (Identidade de Jacobi) [[x, y], z] + [[y, z], x] + [[z, x], y] = 0, ∀x, y, z ∈ L
Definic¸a˜o 1.4. (Suba´lgebra) Uma suba´lgebra L′ de L e´ um subespac¸o vetorial de L
fechado para a operac¸a˜o produto.
Tomemos uma a´lgebra associativa A sobre k e definimos o Produto de Lie ou Comu-
tador como:
[x, y] = x ∗ y − y ∗ x, ∀x, y ∈ A.
Lema 1.1. A munida com tal produto e´ uma a´lgebra de Lie e sera´ denotada por A(−).
Definic¸a˜o 1.5. Sejam L1 e L2 duas a´lgebras de Lie. Um homomorfismo de a´lgebras
de Lie e´ uma aplicac¸a˜o k-linear ϕ : L1 → L2 tal que, para todos x, y ∈ L1, temos
ϕ([x, y]) = [ϕ(x), ϕ(y)].
Dada uma a´lgebra de Lie L, podemos construir uma a´lgebra associativa U(L) que
“conte´m”L (no sentido de que L esta´ mergulhada), de forma que toda representac¸a˜o de L
se estende a uma representac¸a˜o de U(L) e L e´ suba´lgebra de Lie de U(L)(−).
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Definic¸a˜o 1.6. (A´lgebra Universal) Seja L uma a´lgebra de Lie. Um par (U(L), i), onde
U(L) e´ uma a´lgebra associativa e i : L → U(L)(−) e´ um homomorfismo de a´lgebras de Lie,
e´ dito a´lgebra universal envelopante de L se, dada qualquer a´lgebra associativa A e um
homomorfismo de a´lgebra de Lie θ : L→ A(−), existe um u´nico homomorfismo (de a´lgebras
associativas) θ
′
: U(L)→ A tal que θ = θ′ ◦ i, ie, o diagrama seguinte e´ comutativo
U(L)
L A-
6
J^θ
i θ
′J
J
Vamos escrever simplesmente a´lgebra universal para a a´lgebra universal envelopante.
Teorema 1.1. (Propriedades da A´lgebra Universal) Sejam L uma a´lgebra de Lie e
(U(L), i) uma a´lgebra universal de L. Enta˜o:
(1) Cada duas a´lgebras universais (U(L), i) e (B(L), θ) de L sa˜o isomorfas (existe um iso-
morfismo de a´lgebras de Lie ϕ : U(L)→ B(L) tal que ϕ ◦ i = θ).
(2) U(L) e´ gerada por i(L) como a´lgebra associativa.
(3) Se L e L1 sa˜o duas a´lgebras de Lie tais que existe α : L → L1 um homomorfismo de
a´lgebras de Lie, enta˜o existe u´nico α′ : U(L)→ U(L1) homomorfismo de a´lgebras associativas
entre suas a´lgebras universais, o qual estende α.
(4) Sejam I um ideal em L e R o ideal em U(L) gerado por i(I). Enta˜o,
j : L/I → (U(L)/R)(−), tal que l + I 7→ i(L) + R, ∀l ∈ L, e´ homomorfismo de a´lgebras de
Lie e U(L)/R e´ a a´lgebra universal de L/I.
(5) Existe um u´nico homomorfismo de a´lgebras associativas:
δ : U(L)→ U(L)⊗k U(L)
i(a) 7→ i(a)⊗ 1 + 1⊗ i(a),∀a ∈ L
Demonstrac¸a˜o : [20].

De agora em diante, a menos que seja dito o contra´rio, todos os produtos tensoriais sa˜o
considerados sobre o corpo k.
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Podemos mostrar que, dada uma a´lgebra de Lie L, sua a´lgebra universal envelopante
e´ dada por
U(L) = T /R,
onde T e´ a a´lgebra tensorial definida como T = k ⊕ L ⊕ L2 ⊕ L3 ⊕ . . . ⊕ Li ⊕ . . .,
sendo Li = L ⊗ L ⊗ . . . ⊗ L, i vezes (ou seja, seus elementos sa˜o combinac¸o˜es lineares
finitas de monoˆmios da forma X1 . . . Xk, com o produto indicando o produto tensorial dos
elementos Xi ∈ L, i = 1, . . . , k) e R e´ o ideal em T gerado pelos elementos da forma
[a, b]− a⊗ b+ b⊗ a, a, b ∈ L. Ou seja, podemos ver U(L) como combinac¸o˜es lineares finitas
de monoˆmios nos elementos de L em que se identifica a⊗ b− b⊗ a com [a, b].
Exemplo 1.1. Seja L uma a´lgebra de Lie abeliana (ou seja, [a, b] = 0,∀a, b ∈ L). Desta
forma, a identificac¸a˜o que se faz em T para obter U(L) e´ dada por a⊗ b = b⊗a e, portanto,
U(L) e´ abeliana. Neste caso, a a´lgebra universal U(L) de L e´ chamada de a´lgebra sime´trica
e e´ denotada por S(L).
Podemos definir S(L) como o maior quociente comutativo de T , ie, S(L) =
∞∑
n=0
SnL,
onde SnL = (
⊗n L)/I, sendo I gerado pelos elementos da forma a − σ(a), para todas as
permutac¸o˜es σ de {1, 2, . . . , n} e a ∈⊗n L
Consideraremos o caso em que L e´ uma a´lgebra de Lie abeliana e finitamente gerada.
Se β = {X1, X2, . . . , Xn} e´ uma base ordenada de L, os elementos de U(L) sa˜o combinac¸o˜es
lineares de monoˆmios do tipo Xi1 . . . Xik , com Xij ∈ β. Como dois elementos quaisquer de
L comutam, e´ poss´ıvel reescrever os monoˆmios como Xs11 . . . X
sn
n . O produto de dois desses
monoˆmios e´ dado como o produto de dois monoˆmios comutativos nas varia´veis X1, . . . , Xn.
Portanto, neste caso U(L) e´, nada mais nada menos, que uma a´lgebra de polinoˆmios.
O Teorema 1.1 nos da´ a existeˆncia do homomorfismo de a´lgebras associativas:
δ : U(L)→ U(L)⊗ U(L)
i(a) 7→ i(a)⊗ 1 + 1⊗ i(a),∀a ∈ L
Pode-se mostrar que δ e´ injetivo e, desta forma, a imagem δ(U(L)) ⊆ U(L) ⊗ U(L)
e´ isomorfa a` U(L).
Definic¸a˜o 1.7. Chamamos δ(U(L)) de suba´lgebra diagonal de U(L)⊗ U(L).
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Vamos considerar C um U(L)-mo´dulo a` direita. Enta˜o, seu quadrado tensorial C⊗C
e´ um U(L)⊗ U(L)-mo´dulo a` direita via:
(c1 ⊗ c2)(f ⊗ g) = (c1f)⊗ (c2g), ∀c1, c2 ∈ C, ∀f, g ∈ U(L).
Restringindo esta ac¸a˜o a δ(U(L)), temos C ⊗ C como um δ(U(L))-mo´dulo e, como
U(L) ' δ(U(L)), C ⊗ C e´ tambe´m um U(L)-mo´dulo e
(c1 ⊗ c2)l = (c1l)⊗ c2 + c1 ⊗ (c2l), ∀c1, c2 ∈ C, ∀l ∈ L.
Definic¸a˜o 1.8. (Ac¸a˜o Diagonal) Esta ac¸a˜o de δ(U(L)) ' U(L) sobre C ⊗ C e´ chamada
de ac¸a˜o diagonal.
Definic¸a˜o 1.9. (A´lgebra de Lie Livre) Seja (F0, i) um par, onde F0 e´ uma a´lgebra de
Lie e i : X → F0 e´ uma aplicac¸a˜o tal que, se existe θ : X → L0, com L0 uma a´lgebra de
Lie, enta˜o existe um u´nico homomorfismo de a´lgebras de Lie θ
′
tal que o diagrama abaixo e´
comutativo, ou seja, existe u´nico homomorfismo θ
′
de a´lgebras de Lie tal que θ = θ
′ ◦ i.
F0
X L0-
6
J^θ
i θ
′J
J
Dizemos que F0 e´ livre com base X e a denotamos por F (X).
Definic¸a˜o 1.10. (A´lgebra de Lie finitamente presentada) Uma a´lgebra de Lie L e´
dita finitamente presentada se existe a´lgebra de Lie livre F (X) e epimorfismo de a´lgebra
de Lie pi : F (X) → L tal que F (X) e´ livre com base um conjunto finito X e Ker(pi) = Y id
e´ o ideal de F (X) gerado por Y , onde Y e´ um subconjunto finito.
1.2 Se´ries Formais sobre um anel comutativo
Sejam A um anel comutativo. Denotamos por A[[t]] o conjunto de todas as somas formais
∞∑
n=0
ant
n, com an ∈ A.
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Dados dois elementos de A[[t]], digamos
∞∑
n=0
ant
n e
∞∑
n=0
bnt
n, definimos sua soma e produto
da seguinte forma:
∞∑
n=0
ant
n +
∞∑
n=0
bnt
n =
∞∑
n=0
(an + bn)t
n
e
∞∑
n=0
ant
n.
∞∑
n=0
bnt
n =
∞∑
n=0
cnt
n, onde cn =
∑
i+j=n
aibj
E, deste modo, A[[t]] torna-se um anel, o qual chamados de anel de se´ries de poteˆncias
formais em uma varia´vel sobre A.
Seja f =
∞∑
n=0
ant
n um elemento na˜o nulo de A[[t]]. Enta˜o, o menor inteiro n para o qual
an 6= 0 e´ chamado ordem de f e sera´ denotado por o(f). Por convenc¸a˜o, o(0) =∞.
As seguintes propriedades sa˜o consequ¨eˆncias das definic¸o˜es:
(1) o(f + g) ≥ min{o(f), o(g)}, o(f.g) ≥ o(f) + o(g);
(2) o(f.g) = o(f) + o(g), se A e´ um domı´nio integral;
(3) f e´ uma unidade de A[[t]] se, e somente se, a0 e´ uma unidade de A,
para todos f =
∞∑
n=0
ant
n, g =
∞∑
n=0
bnt
n ∈ A[[t]].
Lema 1.2. Se A e´ um corpo, A[[t]] e´ anel local.
Demonstrac¸a˜o : Por (3) acima, um elemento a0+ a1t+ a2t
2+ · · ·+ aiti e´ invert´ıvel em A[[t]]
se, e somente se, a0 6= 0 ([1], pg.11). Logo, o u´nico ideal maximal e´ tA[[t]].

Corola´rio 1.1. Se A e´ um corpo, os u´nicos ideais de A[[t]] sa˜o da forma (tj), para j ∈ IN .
Corola´rio 1.2. Se A e´ corpo, A[[t]] e´ domı´nio de ideais principais, logo integralmente fechado
no seu corpo de frac¸o˜es.
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Portanto, se A e´ corpo, A[[t]] e´ um anel de valorizac¸a˜o discreta com corpo de res´ıduos
igual a A.
Denotamos por A((t)) o corpo de frac¸o˜es de A[[t]]. Este consiste de se´ries de poteˆncias
formais de Laurent em t. Assim, cada elemento f de A((t)) pode ser escrito na forma
f = t−ng, com n ≥ 0 e g ∈ A[[t]]. A ordem de uma se´rie de poteˆncias de Laurent na˜o nula
e´, como usual, o menor inteiro n tal que tn aparece com coeficiente na˜o nulo. Denotamos a
ordem de f por o(f), com a convenc¸a˜o que o(0) =∞.
CAPI´TULO 2
Uma introduc¸a˜o a` teoria de A´lgebras
de Hopf
Neste cap´ıtulo introduto´rio apresentamos os conceitos de a´lgebra, coa´lgebra, bia´lgebra,
a´lgebra de Hopf e noc¸o˜es associadas a eles, visando construir um alicerce teo´rico suficiente
para que a ide´ia de ac¸a˜o de uma a´lgebra de Hopf em uma a´lgebra pudesse ser explorada.
Seja k um corpo. Estamos interessados em k-a´lgebras de Hopf H e k-a´lgebras nas quais
elas atuam. Salvo menc¸a˜o ao contra´rio, espac¸os vetoriais, produtos tensoriais e aplicac¸o˜es
lineares aqui sera˜o tomados sobre o corpo k.
2.1 A´lgebras e coa´lgebras
Nesta sec¸a˜o a ide´ia de coa´lgebra e´ introduzida como sendo o conceito categoricamente
dual ao conceito de a´lgebra. A propriedade associativa da multiplicac¸a˜o e a existeˆncia de
unidade em uma a´lgebra podem ser expressas atrave´s de diagramas, como podemos ver nesta
outra forma de definir uma a´lgebra.
8
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Definic¸a˜o 2.1. (A´lgebra) Uma k-a´lgebra A com unidade e´ um espac¸o vetorial A munido
de duas aplicac¸o˜es lineares, a multiplicac¸a˜o µ : A⊗k A→ A e a unidade i : k → A, tais que
µ e´ associativa, ie, o diagrama
A⊗ A⊗ A
-A⊗ A
A⊗ A-
A
? ?
µ
µ⊗ 1
1⊗ µ µ
e´ comutativo, a aplicac¸a˜o µ ◦ (1 ⊗ i) : A ⊗k k → A ⊗k A → A e´ a mesma que a aplicac¸a˜o
multiplicac¸a˜o de k-espac¸os A⊗k k → A, e tambe´m µ ◦ (i⊗ 1) e´ a mesma que a multiplicac¸a˜o
k ⊗k A→ A, ou seja, temos os seguintes diagramas comutativos:
(*)
A⊗k k
-A⊗k k
A⊗k A-
A
?
mult. escalar
1⊗ i
µ
e
k ⊗k A
-k ⊗k A
A⊗k A-
A
?
mult. escalar
i⊗ 1
µ
A definic¸a˜o dada acima pode ser naturalmente dualizada, obtendo assim a noc¸a˜o de
coa´lgebra.
Definic¸a˜o 2.2. (Coa´lgebra) Uma k-coa´lgebra (com counidade) e´ um espac¸o vetorial C
munido de duas aplicac¸o˜es lineares:
∆ : C → C ⊗ C (comultiplicac¸a˜o)
 : C → k (counidade)
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satisfazendo as seguintes propriedades:
Coassociatividade: O diagrama
C
-C ⊗ C
C ⊗ C-
C ⊗ C ⊗ C
? ?
1⊗∆
∆
∆ ∆⊗ 1
e´ comutativo (este e´ o diagrama “dual” ao para a associatividade da aplicac¸a˜o multiplicac¸a˜o
µ);
Counidade: os diagramas
C
ffC
C ⊗ C-
C ⊗ k
?
m
∆
1⊗ 
e
C
ffC
C ⊗ C-
k ⊗ C
?
m
∆
⊗ 1
comutam, onde m e´ o isomorfismo natural (multiplicac¸a˜o por escalares).
Definic¸a˜o 2.3. Sejam C e D coa´lgebras, com comultiplicac¸o˜es ∆C e ∆D e counidades C
e D, respectivamente.
(i) Uma aplicac¸a˜o f : C → D e´ um morfismo de coa´lgebras se ∆D ◦ f = (f ⊗ f) ◦∆C e
C = D ◦ f ;
(ii) Um subespac¸o I ⊆ C e´ um coideal se ∆C(I) ⊆ I ⊗ C + C ⊗ I e C(I) = 0;
(iii) Um subespac¸o I ⊆ C e´ um coideal a` direita se ∆C(I) ⊆ I ⊗ C;
(iv) Um subespac¸o E ⊆ C e´ uma subcoa´lgebra se ∆C(E) ⊆ E ⊗ E.
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2.2 Bia´lgebras
Nesta sec¸a˜o, olharemos para espac¸os que teˆm estrutura de a´lgebra e coa´lgebra simultane-
amente e de modo a haver uma compatibilidade entre elas. Tais objetos sera˜o denominados
bia´lgebras.
Dados C e D espac¸os vetoriais, definimos τ : C ⊗ D → D ⊗ C como sendo a aplicac¸a˜o
de mudanc¸a,
τ(c⊗ d) = d⊗ c.
Se C e D sa˜o coa´lgebras, o espac¸o vetorial C⊗D tem estrutura de coa´lgebra, onde ∆C⊗D
e´ a composta
C ⊗D ∆C⊗∆D−→ C ⊗ C ⊗D ⊗D 1⊗τ⊗1−→ C ⊗D ⊗ C ⊗D e C⊗D(c⊗ d) = C(c)D(d).
Definic¸a˜o 2.4. (Bia´lgebra) Seja B um espac¸o vetorial dado com aplicac¸o˜es lineares
µ : B ⊗ B → B, i : k → B,∆ : B → B ⊗ B e  : B → k, tais que (B, µ, i) seja uma
a´lgebra e (B,∆, ) seja uma coa´lgebra. O sistema (B, µ, i,∆, ) e´ chamado bia´lgebra, se ∆
e  forem morfismos de a´lgebras (ou, equivalentemente, µ e i forem morfismos de coa´lgebras).
Definic¸a˜o 2.5. Uma aplicac¸a˜o f : B → B′ de bia´lgebras e´ chamada de morfismo de
bia´lgebras se f for morfismo de a´lgebras e de coa´lgebras. Um subespac¸o I ⊆ B e´ dito
bi-ideal se I for um ideal e um coideal.
Exemplo 2.1. Sejam G um grupo e kG sua a´lgebra de grupo. Enta˜o, B = kG e´ uma
bia´lgebra, onde ∆(g) = g ⊗ g e (g) = 1, para todo g ∈ G.
Exemplo 2.2. Sejam L uma a´lgebra de Lie e B = U(L) sua a´lgebra universal envelopante.
Enta˜o, B e´ uma bia´lgebra, definindo ∆(l) = l ⊗ 1 + 1⊗ l e (l) = 0, para todo l ∈ L.
Definic¸a˜o 2.6. Sejam C uma coa´lgebra e c ∈ C.
(a) c e´ chamado elemento de tipo grupo se ∆(c) = c ⊗ c e (c) = 1. O conjunto de
elementos de tipo grupo e´ denotado por G(C).
(b) Para g, h ∈ G(C), c e´ chamado g, h-primitivo se ∆(c) = c⊗ g + h⊗ c. O conjunto de
todos os elementos g, h-primitivos e´ denotado por Pg,h(C). Se C e´ uma bia´lgebra e g = h = 1,
enta˜o os elementos de P (C) = P1,1(C) sa˜o simplesmente chamados de elementos primitivos
de C.
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2.3 A´lgebras de Hopf
A´lgebras de Hopf sa˜o bia´lgebras com uma estrutura adicional, a chamada ant´ıpoda.
Veremos nesta sec¸a˜o que nossos exemplos mais familiares, as a´lgebras de grupos e en-
velopantes de a´lgebras de Lie, sa˜o a´lgebras de Hopf.
Definic¸a˜o 2.7. (A´lgebra de Hopf) Uma k-bia´lgebra H e´ uma k-a´lgebra de Hopf se
existe um homomorfismo de k-mo´dulos
λ : H → H (chamado de ant´ıpoda)
o qual e´ tanto um antihomomorfismo de k-a´lgebras quanto de k-coa´lgebras, isto e´,
(i) λ(h⊗ h′) = λ(h′)⊗ λ(h) e
(ii) ∆ ◦ λ = τ ◦ (λ⊗ λ) ◦∆,
e satisfaz:
Propriedade Ant´ıpoda µ(1⊗ λ)∆ = i e µ(λ⊗ 1)∆ = i.
Definic¸a˜o 2.8. Uma k-a´lgebra de Hopf H e´ cocomutativa se
τ ◦∆ = ∆,
e comutativa se H e´ comutativa como uma a´lgebra (ie, m ◦ τ = m, em H ⊗ H, para m
a aplicac¸a˜o multiplicac¸a˜o de H como a´lgebra). Uma a´lgebra de Hopf H e´ abeliana se H e´
comutativa e cocomutativa. ([16], pa´g.8)
Usando a notac¸a˜o de Sweedler ([28]),
∆(h) =
∑
(h)
h(1) ⊗ h(2) ∈ H ⊗H.
Pela coassociatividade, (∆⊗ 1)∆(h) = (1⊗∆)∆(h), enta˜o denotaremos ambos por∑
(h)
h(1) ⊗ h(2) ⊗ h(3),
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etc. A cocomutavidade torna-se a condic¸a˜o:∑
(h)
h(1) ⊗ h(2) =
∑
(h)
h(2) ⊗ h(1).
E, a condic¸a˜o (ii) da definic¸a˜o de a´lgebra de Hopf pode ser escrita∑
λ(h)
(λ(h))(1) ⊗ (λ(h))(2) =
∑
(h)
λ(h(2))⊗ λ(h(1)).
A notac¸a˜o de Sweedler e´ um tanto quanto misteriosa, mas e´ muito eficiente nas pro-
priedades derivadas de a´lgebras de Hopf, observando o que acontece com seus elementos.
Exemplo 2.3. (A a´lgebra de grupo) O exemplo cla´ssico de uma k-a´lgebra de Hopf e´
H = kG, a a´lgebra de um grupo finito G. Como ∆,  e λ sa˜o k-homomorfismos lineares, eles
sa˜o unicamente determinados por seus valores nos elementos de G, os quais sa˜o:
∆(g) = g ⊗ g,
(g) = 1,
λ(g) = g−1,
para g em G. A a´lgebra de grupo kG e´ evidentemente cocomutativa.
Mais geralmente, se H e´ uma a´lgebra de Hopf arbitra´ria, a propriedade ant´ıpoda im-
plica que λ(g) = g−1, para todo g em G(H) (elementos de tipo grupo, Definic¸a˜o 2.6). Em
particular, todo elemento de tipo grupo e´ invert´ıvel em H e o conjunto G(H) e´ um grupo.
Exemplo 2.4. (A´lgebra Envelopante) Seja H = U(L), a a´lgebra envelopante de L, onde
L e´ uma a´lgebra de Lie. Temos que H e´ uma a´lgebra de Hopf, definindo
∆ : H → H ⊗H
l 7→ l ⊗ 1 + 1⊗ l
 : H → k
l 7→ 0
λ : H → H
l 7→ −l
para todo l em L.
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Mais geralmente, se H e´ uma a´lgebra de Hopf arbitra´ria, a propriedade ant´ıpoda implica
que λ(l) = −l, para l ∈ P (H). Se l ∈ Pg,h(H), prova-se que λ(l) = −h−1lg−1.
Definic¸a˜o 2.9. Seja C uma coa´lgebra.
(i) C e´ dita simples se C na˜o possuir subcoa´lgebras pro´prias na˜o nulas.
(ii) C e´ pontual se todas as subcoa´lgebras simples de C teˆm dimensa˜o um.
(iii) O co-radical C0 de C e´ definido como a soma de todas as subcoa´lgebras simples de C.
(iv) C e´ conexa se o co-radical C0 de C tiver dimensa˜o 1.
(v) C e´ irredut´ıvel se quaisquer duas subcoa´lgebras na˜o nulas de C tiverem intersecc¸a˜o na˜o
nula.
(vi) Uma subcoa´lgebra D de C e´ uma componente irredut´ıvel de C se D for uma
subcoa´lgebra irredut´ıvel maximal de C.
Observemos que uma subcoa´lgebra de dimensa˜o 1 deve ser da forma kg, para g ∈ G(C).
Portanto, C e´ pontual se, e somente se, o co-radical C0 coincidir com kG(C).
Exemplo 2.5. Se G e´ um grupo, enta˜o C = kG e´ pontual e C0 = C.
Exemplo 2.6. Toda a´lgebra de Hopf cocomutativa H sobre um corpo k algebricamente
fechado e´ pontual.
De fato, seja C uma subcoa´lgebra simples de H, enta˜o C∗ = Hom(C, k) (a a´lgebra dual)
e´ uma a´lgebra comutativa simples, de dimensa˜o finita sobre k e, portanto, C∗ ' k. Assim,
C ' k tem dimensa˜o 1 e, consequentemente, H e´ pontual.
Teorema 2.1. Toda coa´lgebra cocomutativa e´ soma direta de suas componentes irredut´ıveis.
Demonstrac¸a˜o : [25], Teorema 5.6.3.

Agora, para descrever a estrutura das a´lgebras de Hopf cocomutativas e pontuais,
precisaremos da noc¸a˜o de ac¸a˜o de uma a´lgebra de Hopf em uma a´lgebra e da construc¸a˜o do
produto smash. Ambos os conceitos sera˜o definidos a seguir.
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Definic¸a˜o 2.10. (Ac¸a˜o) Sejam H uma a´lgebra de Hopf e A uma a´lgebra. Dizemos que H
age em A a` esquerda ou que A e´ uma H-mo´dulo a´lgebra a` esquerda se forem satisfeitas:
(1) A e´ um H-mo´dulo a` esquerda (com ac¸a˜o de h ∈ H em a ∈ A denotada por h · a),
(2) h · (ab) =
∑
(h)
(h(1) · a)(h(2) · b), para todos h ∈ H; a, b ∈ A,
(3)h · 1A = (h)1A, para todo h ∈ H.
Definic¸a˜o 2.11. (Produto Smash) Seja A uma H-mo´dulo a´lgebra a` esquerda. Enta˜o, o
produto smash de a´lgebras A # H e´ definido como segue, para a, b ∈ A; h, h′ ∈ H:
(1) como k-espac¸os, A#H = A⊗H. Escrevemos a#h para o elemento a⊗ h.
(2) a multiplicac¸a˜o e´ dada por
(a#h)(b#h
′
) =
∑
(h)
a(h(1) · b)#h(2)h′
Exemplo 2.7. Nesta tese vamos considerar o caso espec´ıfico em que A = U(L), H = kQ,
onde k e´ um corpo, L e´ uma a´lgebra de Lie e Q um grupo agindo sobre L. Desta forma,
usando o produto em U(L)#kQ, temos qLq−1 = L.
O produto smash H = U(L)#kQ e´ exemplo de a´lgebra de Hopf, com
∆ : H → H ⊗H
l 7→ l ⊗ 1 + 1⊗ l, para l ∈ L
g 7→ g ⊗ g, para g ∈ G
 : H → k
l 7→ 0, para l ∈ L
g 7→ 1, para g ∈ G
E, podemos definir atrave´s de ∆, a m-e´sima comultiplicac¸a˜o, da seguinte forma:
∆m : H →⊗mH
l 7→
∑
0≤j≤m
1⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1
⊗ l ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
m−j
, para l ∈ L
g 7→ g ⊗ g ⊗ · · · ⊗ g︸ ︷︷ ︸
m vezes
, para g ∈ G
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A primeira parte do teorema de classificac¸a˜o de a´lgebras de Hopf cocomutativas pontuais
vem a seguir.
Seja H uma a´lgebra de Hopf arbitra´ria. Para cada x ∈ G = G(H), no restante desta
sec¸a˜o, Hx denotara´ a componente irredut´ıvel (conexa) de H contendo x.
Proposic¸a˜o 2.1. Com a notac¸a˜o acima, temos
(i) HxHy ⊆ Hxy e λ(Hx) ⊆ Hx−1, para todos x, y ∈ G. Em particular, H1 e´ uma suba´lgebra
de Hopf de H.
(ii) H1 e´ uma kG-mo´dulo a´lgebra, via x · h = xhx−1, para todos x ∈ G e h ∈ H1.
(iii) Se H e´ cocomutativa e pontual, enta˜o H1#kG ' H, via h#x 7→ hx.
Demonstrac¸a˜o : [25], Corola´rio 5.6.4.

A decomposic¸a˜o obtida na Proposic¸a˜o 2.1 reduz o estudo da estrutura de uma a´lgebra de
Hopf cocomutativa e pontual ao estudo de sua componente irredut´ıvel contendo 1. Como as
componentes irredut´ıveis sa˜o conexas, e´ suficiente estudar a estrutura de a´lgebras de Hopf
conexas cocomutativas. Para corpos de caracter´ıstica zero, a estrutura de tais a´lgebras foi
descrita, independentemente, por Cartier e Kostant.
Teorema 2.2. (Cartier-Kostant) ([25], Teorema 5.6.5) Seja H uma a´lgebra de Hopf
conexa e cocomutativa sobre um corpo k de caracter´ıstica zero. Enta˜o, H ' U(L), para
L = P (H).
Como consequ¨eˆncia imediata da Proposic¸a˜o 2.1 e do Teorema 2.2, temos
Corola´rio 2.1. Se H e´ uma a´lgebra de Hopf cocomutativa e pontual sobre um corpo k de
caracter´ıstica 0, enta˜o
H ' U(L)#kG,
onde L = P (H) e G = G(H).
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Como vimos acima, toda a´lgebra de Hopf cocomutativa H sobre um corpo k algebrica-
mente fechado e´ pontual. Logo, o corola´rio acima pode ser aplicado para a´lgebras de Hopf
cocomutativas sobre um corpo algebricamente fechado de caracter´ıstica zero. Em particular,
se ale´m dessas hipo´teses, a a´lgebra de Hopf tiver dimensa˜o finita, ela sera´ isomorfa a uma
a´lgebra de grupo. Obtemos, assim, um dos primeiros resultados sobre a classificac¸a˜o de
a´lgebras de Hopf, conhecido como Teorema de Cartier-Kostant-Milnor-Moore.
Teorema 2.3. ([17], Teorema 4.4.3) Uma a´lgebra de Hopf cocomutativa sobre um corpo
algebricamente fechado k de caracter´ıstica zero e´ um produto smash de uma a´lgebra de grupo
por uma a´lgebra universal envelopante de uma a´lgebra de Lie.
Em particular, uma a´lgebra de Hopf cocomutativa de dimensa˜o finita sobre k e´ uma
a´lgebra de grupo.

CAPI´TULO 3
Crite´rios Homolo´gicos de Finitude
3.1 Propriedades Homolo´gicas FPm de mo´dulos
Sejam Λ um anel com unidade e A um Λ-mo´dulo.
Todo mo´dulo A tem resoluc¸o˜es projetivas, mas na˜o necessariamente finitamente geradas.
Nesta sec¸a˜o, veremos condic¸o˜es homolo´gicas em A que sa˜o equivalentes com a existeˆncia
de resoluc¸o˜es livres finitamente geradas.
Todos os resultados das Sec¸o˜es 3.1-3.3 sa˜o conhecidos e a maioria deles pode serem
encontrados no livro de R. Bieri ([5]).
Definic¸a˜o 3.1. (Mo´dulo de Tipo FPm) O Λ-mo´dulo A e´ dito ser de tipo FPm se existe
uma resoluc¸a˜o projetiva P  A, com Pi finitamente gerado, para todo i ≤ m. Se os mo´dulos
Pi sa˜o finitamente gerados para todo i, enta˜o dizemos que A e´ de tipo FP∞.
Observac¸o˜es 3.1. • A e´ de tipo FP0 se, e somente se, A e´ finitamente gerado.
• A e´ de tipo FP1 se, e somente se, A e´ de finitamente presentado.
• Se A e´ de tipo (FP )m, 0 ≤ m ≤ ∞, enta˜o podemos construir uma resoluc¸a˜o livre que
e´ finitamente gerada em dimenso˜es menores ou iguais a m.
De fato, seja . . .→ P2 → P1 d1→ P0  A uma resoluc¸a˜o projetiva, com P0 finitamente
gerado. Enta˜o, existe um mo´dulo projetivo finitamente gerado Q tal que P0 ⊕ Q e´ um
18
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mo´dulo livre. Deste modo, substituindo P0 por P0 ⊕ Q e P1 por P1 ⊕ Q e estendendo d1
por IdQ construimos uma nova resoluc¸a˜o que e´ finitamente gerada e livre na dimensa˜o 0.
Continuando este processo teremos o resultado.
3.2 Limites Diretos e Limites Inversos
Apresentamos nesta sec¸a˜o os conceitos de limite direto e limite inverso e alguns resultados
utilizando tais conceitos, sendo um deles de grande importaˆncia na classificac¸a˜o de mo´dulos
de tipo FPm.
Sejam I um conjunto quase-ordenado (ie, I tem uma relac¸a˜o bina´ria ≤ reflexiva e tran-
sitiva) e C uma categoria. Temos que I pode ser considerado uma categoria, com objetos os
elementos de I e exatamente um morfismo ϕ : i→ j se, e somente se, i ≤ j.
Definic¸a˜o 3.2. (Sistema Direto) Um sistema direto em C, com conjunto de ı´ndices I,
e´ um funtor F : I → C tal que, para cada i ∈ I, existe um objeto Fi e, se i, j ∈ I satisfazem
i ≤ j, existe um morfismo ϕij : Fi → Fj tal que:
(i) ϕii : Fi → Fi e´ a identidade, ∀i ∈ I;
(ii) Se i ≤ j ≤ k, o diagrama
Fi
ϕij @
@@
@@
@@
ϕik // Fk
Fj
ϕjk
>>~~~~~~~
e´ comutativo.
Definic¸a˜o 3.3. (Limite Direto) Seja F = {Fi, ϕij} um sistema direto em C. O limite
direto deste sistema, denotado por lim
−→
Fi, e´ um objeto e uma famı´lia de morfismos
αi : Fi → (lim−→ Fi), com αi = αj ◦ ϕ
i
j, sempre que i ≤ j, satisfazendo o seguinte problema
universal de aplicac¸o˜es:
lim
−→
Fi 99KX
@
@I
?
Fj
 
 
Fi
β
αi
αj
fi
J
J
J
J
JJ]
fj










ffi
ϕij
para todo objeto X e toda famı´lia de morfismos fi : Fi → X, com fi = fj ◦ ϕij, com i ≤ j,
existe um u´nico morfismo β : (lim
−→
Fi)→ X fazendo o diagrama acima comutativo.
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Definic¸a˜o 3.4. (Sistema Inverso) Sejam I um conjunto quase-ordenado e C uma
categoria. Um sistema inverso em C, com conjunto de ı´ndices I, e´ um funtor contravari-
ante F : I → C tal que, para cada i ∈ I, existe um objeto Fi e, se i, j ∈ I satisfazem i ≤ j,
existe um morfismo ψji : Fj → Fi tal que:
(i) ψii : Fi → Fi e´ a identidade, ∀i ∈ I;
(ii) Se i ≤ j ≤ k, o diagrama
Fk
ψkj   @
@@
@@
@@
ψki // Fi
Fj
ψji
??~~~~~~~
e´ comutativo.
Definic¸a˜o 3.5. (Limite Inverso) Seja F = {Fi, ψji } um sistema inverso em C. O limite
inverso deste sistema, denotado por lim
←−
Fi, e´ um objeto e uma famı´lia de morfismos
αi : (lim←−
Fi) → Fi, com αi = ψji ◦ αj, sempre que i ≤ j, satisfazendo o seguinte problema
universal de aplicac¸o˜es:
lim
←−
Fi L99 X
@
@R
6
Fj
 
 	
Fi
β
αi
αj
fi
J
J
J
J
JJ^
fj










fl
ψ
j
i
para todo objeto X e toda famı´lia de morfismos fi : X → Fi, com fi = ψji ◦ fj, com i ≤ j,
existe um u´nico morfismo β : X → (lim
←−
Fi) fazendo o diagrama acima comutativo.
Seja F um funtor covariante da categoria de Λ-mo´dulos na categoria de grupos
abelianos.
As aplicac¸o˜es Fi → (lim−→ F∗) e (lim←− F∗) → Fi induzem um sistema compat´ıvel de
aplicac¸o˜es
F (Fi)→ F (lim−→ F∗)
e
F (lim
←−
F∗)→ F (Fi)
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respectivamente e, temos os homomorfismos
lim
−→
F (F∗)→ F (lim−→ F∗),
F (lim
←−
F∗)→ (lim←− F (F∗)),
respectivamente.
Definic¸a˜o 3.6. Dizemos que F comuta com limite direto ou limite inverso se o homo-
morfismo correspondente e´ um isomorfismo.
Os funtores lim
−→
e lim
←−
na˜o sa˜o exatos em geral, mas existem casos especiais interessantes
em que esta propriedade e´ va´lida. Neste caso, chamamos de limites diretos exatos e
limites inversos exatos, respectivamente.
Exemplo 3.1. Produto direto e´ um exemplo de limite inverso exato. Limite direto sobre
um conjunto de ı´ndices direcionado I(ie, para todos α, β ∈ I, existe γ ∈ I tal que α 6 γ e
β 6 γ) e´ exato ([5], pg. 08).
Proposic¸a˜o 3.1. Para todo Λ-mo´dulo A e todo k ≥ 0, temos:
(a) O funtor TorΛk (A,−) comuta com limites diretos exatos;
(b) O funtor ExtkΛ(A,−) comuta com limites inversos exatos.
Demonstrac¸a˜o : [5], Prop.1.1.

Proposic¸a˜o 3.2. (Resultado importante:) As seguintes condic¸o˜es sa˜o equivalentes, para
um Λ-mo´dulo A:
(i) A e´ de tipo FPm;
(ii a) Para todo limite inverso exato, a aplicac¸a˜o natural TorΛk (A, lim←−
M∗) −→ lim←− Tor
Λ
k (A,M∗)
e´ um isomorfismo, para todo k < m, e um epimorfismo para k = m;
(ii b) Para todo limite direto exato, a aplicac¸a˜o natural lim
−→
ExtkΛ(A,M∗) −→ ExtkΛ(A, lim−→M∗)
e´ um isomorfismo, para todo k < m, e um monomorfismo para k = m;
(iii a) Para um produto direto
∏
Λ de co´pias arbitra´rias de Λ, a aplicac¸a˜o natural
TorΛk (A,
∏
Λ) −→ ∏TorΛk (A,Λ) e´ um isomorfismo, para todo k < m, e um epimorfismo
para k = m;
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(iii b) Para o limite direto de um sistema direcionado de Λ-mo´dulos {M∗}, com lim−→M∗ = 0,
temos lim
−→
ExtkΛ(A,M∗) = 0, para todo k ≤ m.
Demonstrac¸a˜o : [5], Teorema 1.3.

Observac¸a˜o 3.1. (Sobre a condic¸a˜o (iiia))
(01) Observemos que TorΛk (A,Λ) = 0, para k 6= 0. Enta˜o, para m ≥ 1, a afirmac¸a˜o de
(iiia) pode ser escrita:
(iiia)
′
µ : A⊗Λ(
∏
Λ)→∏A e´ um isomorfismo e TorΛk (A,∏Λ) = 0, para 1 ≤ k ≤ m−1;
(02) A condic¸a˜o µ : A ⊗Λ (
∏
Λ)
'→ ∏A, para todos produtos diretos, e´ equivalente com
“A e´ de tipo FP1”. Logo, (iiia)
′
e´ tambe´m equivalente a
(iiia)
′′
A e´ finitamente presentado e TorΛk (A,
∏
Λ) = 0, para todo 1 ≤ k ≤ m− 1.
(03) A prova de (iiia) ⇒ (i) nos da´ um resultado ligeiramente importante. E´ suficiente,
na condic¸a˜o (iiia), considerarmos produtos diretos
∏
χ
Λ sobre um conjunto de ı´ndices de
cardinalidade χ ≤ max(|Λ|, |A|). Assim, se A e´ finitamente gerado (por exemplo, na
condic¸a˜o (iiia)
′′
), somente precisamos considerar produtos diretos
∏
χ
Λ, com χ ≤ |Λ|.
Como uma aplicac¸a˜o desta proposic¸a˜o, podemos provar a seguinte:
Proposic¸a˜o 3.3. Seja A
′  A A′′ uma sequ¨eˆncia exata curta de Λ-mo´dulos. Enta˜o, as
seguintes afirmac¸o˜es sa˜o verdadeiras:
(a) Se A
′
e´ de tipo FPm−1 e A e´ de tipo FPm, enta˜o A
′′
e´ de tipo FPm;
(b) Se A e´ de tipo FPm−1 e A
′′
e´ de tipo FPm, enta˜o A
′
e´ de tipo FPm−1;
(c) Se A
′
e A
′′
sa˜o de tipo FPm, enta˜o A tambe´m e´ de tipo FPm.
Demonstrac¸a˜o : (a) Por hipo´tese e (iiib) da Proposic¸a˜o 3.2 temos, para cada sistema dire-
cionado {M∗} de Λ-mo´dulos,
lim
−→
Extk(A,M∗) = 0, se k ≤ m e lim−→M∗ = 0,
lim
−→
Extk(A
′
,M∗) = 0, se k ≤ m− 1 e lim−→M∗ = 0.
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Sendo lim
−→
funtor exato para um sistema direcionado, temos a sequ¨eˆncia exata longa
· · · → lim
−→
Extk−1(A
′
,M∗)→ lim−→ Ext
k(A
′′
,M∗)→ lim−→ Ext
k(A,M∗)→
→ lim
−→
Extk(A
′
,M∗)→ lim−→ Ext
k+1(A
′′
,M∗)→ lim−→ Ext
k+1(A,M∗)→ · · ·
Agora, com as condic¸o˜es acima, ou seja, lim
−→
Extk(A
′
,M∗) = 0, se k ≤ m − 1 e
lim
−→
Extk+1(A,M∗) = 0, se k + 1 ≤ m (k ≤ m − 1), devemos ter lim−→ Ext
j(A
′′
,M∗) = 0,
se k + 1 = j ≤ m. Assim, por (iiib) da Proposic¸a˜o 3.2, temos que A′′ e´ de tipo FPm.
(b) Como acima, por (iiib) da Proposic¸a˜o 3.2, temos
lim
−→
Extk(A,M∗) = 0, se k ≤ m− 1 e lim−→ Ext
k(A
′′
,M∗) = 0, se k ≤ m,
para {M∗} um sistema direcionado de Λ-mo´dulos, com lim−→M∗ = 0.
Assim, na sequ¨eˆncia exata longa de (a), se k ≤ m− 1, teremos lim
−→
Extk(A
′
,M∗) = 0.
Logo, A
′
e´ de tipo FPm−1.
(c) Novamente, por hipo´tese e por (iiib) da Proposic¸a˜o 3.2, temos
lim
−→
Extk(A
′
,M∗) = 0 e lim−→
Extk(A
′′
,M∗) = 0, se k ≤ m.
Na sequ¨eˆncia exata longa de (a), teremos enta˜o lim
−→
Extk(A,M∗) = 0, se k ≤ m.
Portanto, A e´ de tipo FPm.

Lema 3.1. Todo mo´dulo A finitamente gerado sobre um anel Λ noetheriano e comutativo
tem tipo FP∞ sobre Λ.
Demonstrac¸a˜o : Consideremos a sequ¨eˆncia
Ker ∂1 → Λs0
∂0 A.
Sendo Λs0 finitamente gerado sobre Λ, o qual e´ noetheriano, temos que Λs0 e´ Λ-mo´dulo
noetheriano.
Logo, Ker (∂1) e´ finitamente gerado sobre Λ, conseguindo Λ
s1  Ker ∂1 e, assim por
diante, teremos
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S : · · · ∂2−→ Λs1 ∂1−→ Λs0 ∂0−→ A −→ 0
resoluc¸a˜o livre de A sobre Λ, onde cada mo´dulo e´ finitamente gerado. Logo, A e´ de tipo
FP∞ sobre Λ.

Observac¸a˜o 3.2. Se A for mo´dulo a` direita, no Lema 3.1, e´ suficiente Λ ser anel noethe-
riano a` direita, na˜o necessariamente comutativo.
Exemplo 3.2. Seja X uma classe de grupos. Um grupo G e´ dito poli-X se G conte´m uma
se´rie subnormal (ie, Gi CGi+1, com Gi na˜o necessariamente normal em G)
{1} = G0 CG1 C . . .CGn = G
tal que cada fator Gi/Gi−1, 1 ≤ i ≤ n, pertence a` classe X .
Em ([26], Cap.10, Teorema 2.7), temos: Sejam S um anel com 1S, R um subanel noethe-
riano a` esquerda (respectivamente a` direita) com 1R = 1S e G um grupo de unidades de S,
sendo poli-{c´ıclico, finito}. Se R = RG = {grg−1|g ∈ G, r ∈ G} e S = 〈R,G〉 (ie, S como
anel e´ gerado por R e G), enta˜o S e´ noetheriano a` esquerda (respectivamente a` direita).
Lema 3.2. Sejam A um mo´dulo de tipo FPm sobre um anel Λ, S um anel, com
⊗
Λ S funtor
exato. Enta˜o, A⊗Λ S tem tipo FPm sobre S.
Demonstrac¸a˜o : Sendo A um mo´dulo de tipo FPm sobre Λ, temos que existe uma resoluc¸a˜o
projetiva
. . .→ Pj → . . .→ P2 → P1 → P0  A,
com Pi finitamente gerado, para todo i ≤ m. Agora, como ⊗ΛS e´ funtor exato, temos
. . .→ Pj ⊗Λ S → . . .→ P2 ⊗Λ S → P1 ⊗Λ S → P0 ⊗Λ S  A⊗Λ S,
resoluc¸a˜o projetiva de S-mo´dulos, com Pi ⊗Λ S finitamente gerado, para cada i ≤ m. Logo,
A⊗Λ S tem tipo FPm sobre S.

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3.3 Grupos de tipo FPm
Seja R um anel comutativo com unidade 1 6= 0.
Todas as demonstrac¸o˜es dos resultados desta sec¸a˜o podem ser encontradas no livro de R.
Bieri ([5]).
Definic¸a˜o 3.7. (Grupo de Tipo FPm) Um grupo G e´ dito ser de tipo FPm sobre R,
m =∞ ou um inteiro ≥ 0, se o G-mo´dulo trivial R (ie, G age como 1) e´ de tipo FPm como
um RG-mo´dulo.
Se G e´ de tipo FPm sobre ZZ, enta˜o dizemos que G e´ de tipo FPm.
Observac¸a˜o 3.3. R e´ finitamente gerado como um RG-mo´dulo. Assim, todo grupo e´ de
tipo FP0 sobre R.
Proposic¸a˜o 3.4. Um grupo G e´ de tipo FP1 sobre R se, e somente se, G e´ finitamente
gerado.
Definic¸a˜o 3.8. Um grupo G e´ dito ser quase finitamente presentado sobre R se existe
uma sequ¨eˆncia exata curta de grupos K  F  G, com F um grupo livre finitamente gerado
e R⊗ZZK/[K,K] finitamente gerado como RG-mo´dulo, onde a ac¸a˜o de G e´ por conjugac¸a˜o.
Grupos finitamente presentados sa˜o, claramente, quase finitamente presentados sobre
algum anel R. A rec´ıproca deste fato e´ falsa ([4]).
Proposic¸a˜o 3.5. Um grupo G e´ de tipo FP2 sobre R se, e somente se, G e´ quase finitamente
presentado sobre R.
3.4 A´lgebras de Tipo FPm
Sejam L uma a´lgebra de Lie sobre um corpo k, Q um grupo que age sobre L via con-
jugac¸a˜o e H = U(L)#kQ uma a´lgebra de Hopf.
Observac¸a˜o 3.4. O U(L)-mo´dulo k e´ dito trivial se L age como multiplicac¸a˜o com 0.
Definic¸a˜o 3.9. (A´lgebra de Tipo FPm) Uma a´lgebra de Lie L sobre um corpo k tem
tipo FPm se o U(L)-mo´dulo trivial k tem tipo FPm.
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Observac¸a˜o 3.5. O H-mo´dulo k e´ dito trivial se L age como 0 e G age como 1.
Definic¸a˜o 3.10. (A´lgebra de Hopf de Tipo FPm) Uma a´lgebra de Hopf H = U(L)#kQ
tem tipo FPm se o H-mo´dulo trivial k (ie, via counidade U(L)#kG
→ k) tem tipo FPm.
Lema 3.3. Seja H = U(L)#kQ a´lgebra de Hopf e IK um corpo extensa˜o de k. Enta˜o,
H tem tipo FPm se, e somente se, H ⊗k IK = U(L⊗k IK)#IKQ tem tipo FPm.
Demonstrac¸a˜o : (⇒) Sendo H de tipo FPm, por definic¸a˜o, existe uma resoluc¸a˜o projetiva
de H-mo´dulos
P : · · · → Pi → · · · → P0 → k → 0,
do H-mo´dulo trivial k, com Pi finitamente gerado, para todo i ≤ m.
Agora, como −⊗k − e´ funtor exato, temos que
P ⊗k IK : · · · → Pi ⊗k IK → · · · → P0 ⊗k IK → k ⊗k IK = IK → 0
e´ uma resoluc¸a˜o do H ⊗k IK-mo´dulo trivial IK, onde cada P˜i = Pi ⊗k IK e´ H ⊗k IK-mo´dulo
projetivo e finitamente gerado para i ≤ m.
Logo, H ⊗k IK tem tipo FPm.
(⇐) Suponhamos que H⊗k IK tenha tipo FPm. Logo, H⊗k IK tem tipo FPm−1. Provaremos
por induc¸a˜o. Assim, vamos supor que
H ⊗k IK de tipo FPm−1 ⇒ H de tipo FPm−1.
Deste modo, existe uma resoluc¸a˜o projetiva de H-mo´dulos
P : · · · −→ Pm ∂m→ Pm−1 ∂m−1−→ · · · −→ P1 ∂1−→ P0 −→ k  0,
onde cada Pi e´ finitamente gerado, para cada i 6 m− 1.
Agora, como −⊗k IK e´ funtor exato, temos que
P ⊗k IK : · · · −→ Pm ⊗k IK dm→ Pm−1 ⊗k IK dm−1−→ · · · −→ P1 ⊗k IK d1−→ P0 ⊗k IK −→ IK  0,
e´ uma resoluc¸a˜o projetiva, onde cada P˜i = Pi ⊗k IK e´ H ⊗k IK-mo´dulo finitamente gerado,
∀i 6 m− 1.
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Assim, temos
0 −→ ker(dm−1)→ Pm−1 ⊗k IK −→ · · · −→ P1 ⊗k IK −→ P0 ⊗k IK −→ IK  0,
sequ¨eˆncia exata, onde Pi⊗k IK tem tipo FP∞ sobre H ⊗k IK, para todo 0 6 i 6 m− 1, pois
sa˜o projetivos e finitamente gerados, e IK tem tipo FPm sobre H ⊗k IK. Logo, por ([11],
Proposic¸a˜o VIII. 4.3), ker(dm−1) e´ finitamente gerado sobre H ⊗k IK.
Sendo P um complexo exato e ⊗kIK funtor exato, temos que P ⊗k IK e´ complexo exato.
Logo,
Ker(dm−1) = Im(dm) = Im(Pm⊗kIK → Pm−1⊗kIK) ' Im(Pm → Pm−1)⊗kIK = Im(∂m)⊗kIK,
de onde temos Im(∂m)⊗k IK finitamente gerado sobre H ⊗k IK.
Afirmac¸a˜o: Seja M um H-mo´dulo tal que M ⊗k IK e´ finitamente gerado como H ⊗k IK-
mo´dulo. Enta˜o, M e´ finitamente gerado como H-mo´dulo.
De fato, se M ⊗k IK =
∑
mi∈M,fi∈IK
(mi ⊗k fi).(H ⊗k IK) =
∑
mi∈M
mi(H) ⊗k IK, temos que
M =
∑
mi∈M
mi(H)
Assim, aplicando esta afirmac¸a˜o para M = Im(∂m) = Ker(∂m−1), temos que Im(∂m) e´
finitamente gerado sobre H. Deste modo, existe P˜m  Im(∂m) = Ker(∂m−1) projetivo e
finitamente gerado sobre H. Portanto, H e´ de tipo FPm.

CAPI´TULO 4
Teoria de Valorizac¸o˜es
Neste cap´ıtulo veremos algumas definic¸o˜es e resultados interessantes de [13] sobre a teoria
de valorizac¸o˜es, os quais sa˜o muito importantes nas demonstrac¸o˜es dos resultados obtidos.
Seja Γ um grupo comutativo totalmente ordenado escrito aditivamente. Denotaremos
Γ∞ o conjunto obtido de Γ adjuntando um elemento denotado por +∞ tal que:
(1) α < +∞, para todo α ∈ Γ;
(2)(+∞) + (+∞) = +∞, α+ (+∞) = +∞, para todo α ∈ Γ.
Pode-se verificar que esta operac¸a˜o e´ associativa e comutativa e, que a relac¸a˜o α ≤ β ∈ Γ∞
implica α+ γ ≤ β + γ, para todo γ ∈ Γ∞.
Definic¸a˜o 4.1. (Valorizac¸a˜o de um anel) Seja C um anel com unidade 1 e Γ um grupo
comutativo totalmente ordenado escrito aditivamente. Uma valorizac¸a˜o de C com valores
em Γ e´ uma aplicac¸a˜o v : C → Γ∞ que satisfaz as seguintes condic¸o˜es:
(V LI) v(xy) = v(x) + v(y), para x, y ∈ C;
(V LII) v(x+ y) ≥ inf{v(x), v(y)}, para x, y ∈ C;
(V LIII)v(1) = 0 e v(0) = +∞.
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Proposic¸a˜o 4.1. (Valorizac¸a˜o de um corpo) Sejam k um corpo e v uma valorizac¸a˜o
de k com valores em Γ. Enta˜o,
(i) x 6= 0⇒ v(x) 6= +∞;
(ii) A = {x ∈ k : v(x) ≥ 0} e´ um subanel de k;
(iii) Para todo α ∈ Γ, os conjuntos Vα = {x ∈ A : v(x) > α} e Vα′ = {x ∈ A : v(x) ≥ α}
sa˜o ideais de A e todo ideal diferente de (0) de A conte´m um dos Vα
′
;
(iv) O conjunto m(A) = {x ∈ A : v(x) > 0} e´ o u´nico ideal maximal de A (ie, A e´ um
anel local), U(A) = A \m(A)(elementos de A que na˜o pertencem a m(A)) e´ o conjunto de
elementos invert´ıveis de A e o anel quociente k(A) = A/m(A) e´ um corpo.
(v) Para todo x ∈ k \ A, x−1 ∈ m(A).
Demonstrac¸a˜o : [8], VI.3.2, pa´g 387.

Definic¸a˜o 4.2.
• O subanel A da proposic¸a˜o anterior e´ chamado anel da valorizac¸a˜o v em k;
• m(A) e´ chamado ideal da valorizac¸a˜o v em k;
• k(A) e´ chamado corpo de res´ıduos da valorizac¸a˜o v em k.
• U(A) e´ o kernel do homomorfismo v : k∗ → Γ e a imagem v(k∗) e´ um subgrupo
do grupo aditivo Γ, chamado grupo ordem ou grupo de valores de v, o qual e´,
portanto, isomorfo a k∗/U(A).
• Para x ∈ k, o elemento v(x) de Γ∞ e´ chamado a valorizac¸a˜o ou ordem de x em v.
• Duas valorizac¸o˜es v, v′ em k sa˜o ditas equivalentes se elas teˆm o mesmo anel.
Definic¸a˜o 4.3. (Valorizac¸a˜o Discreta) Sejam k um corpo, v uma valorizac¸a˜o de k e Γ o
grupo ordem de v. A valorizac¸a˜o v e´ chamada discreta se existe um isomorfismo do grupo
ordenado Γ em ZZ.
Definic¸a˜o 4.4. (Valorizac¸a˜o boa) Uma valorizac¸a˜o de uma k-a´lgebra comutativa R e´
dita ser boa se esta e´ discreta, trivial em k, e tem corpo de res´ıduos igual a (a imagem de)
k.
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Se v e´ uma valorizac¸a˜o de R enta˜o, para a ∈ R, escrevemos v(a) para o valor de v em a.
Observemos que a valorizac¸a˜o ordem no anel de se´ries de poteˆncias de Laurent k((t)) e´
boa.
Os resultados apresentados a seguir sobre valorizac¸o˜es boas sa˜o muito importantes para
a demonstrac¸a˜o da Proposic¸a˜o 5.1, apresentada no pro´ximo cap´ıtulo, a qual e´ suficiente ser
provada no caso em que k e´ algebricamente fechado. Logo, vamos assumir, no decorrer desta
sec¸a˜o, k = k.
Lema 4.1. Se v e´ uma valorizac¸a˜o boa de uma k-a´lgebra comutativa R, onde v tem grupo
de valor ZZ, enta˜o existe um k-homomorfismo de a´lgebras σ : R→ k((t)) tal que v coincide
com a restric¸a˜o da valorizac¸a˜o ordem, ie, v(a) = o(σ(a)),∀a ∈ R.
Demonstrac¸a˜o : [13], Lema 3.5.

Lema 4.2. (01)Uma valorizac¸a˜o equivalente a uma valorizac¸a˜o boa e´ boa;
(02) A restric¸a˜o de uma valorizac¸a˜o boa a uma suba´lgebra com grupo de valores na˜o nulo e´
boa;
(03)Se v e´ uma valorizac¸a˜o boa de um corpo F1 contendo k e se F2 e´ uma extensa˜o finita
do corpo F1, enta˜o toda extensa˜o de v a` F2 e´ tambe´m boa.
Demonstrac¸a˜o : [13], Lema 3.6.

Valorizac¸o˜es boas esta˜o em conexa˜o com homomorfismos de ane´is de se´ries de poteˆncias
e, enta˜o, veremos algumas observac¸o˜es nos ane´is de se´ries de poteˆncias.
Lema 4.3. (01) O grau de transcendeˆncia de k((t)) sobre k e´ infinito;
(02) Para inteiros dados n1, . . . , nl, existe um subconjunto {f1, . . . , fl} de k((t)) que e´ alge-
bricamente independente sobre k e tal que fi tem ordem ni, para todo i = 1, . . . , l;
(03) Para elementos dados α1, . . . , αl ∈ k, existe um subconjunto {f1, . . . , fl} de k[[t]]
que e´ algebricamente independente sobre k e tal que fi tem termo constante αi, para todo
i = 1, . . . , l
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Demonstrac¸a˜o : [13], Lema 3.7.

Agora, traduziremos estes resultados para resultados de existeˆncia de boas valorizac¸o˜es.
Lema 4.4. Seja k(X1, . . . , Xl) o corpo de frac¸o˜es do anel de polinoˆmios k[X1, . . . , Xl].
(01) Para inteiros dados n1, . . . , nl, existe uma valorizac¸a˜o boa v de k(X1, . . . , Xl) tal que
v(Xi) = ni, para i = 1, . . . , l;
(02) Sejam a e b elementos na˜o nulos de k[X1, . . . , Xl] e suponhamos que b - a. Enta˜o,
existe uma valorizac¸a˜o boa v de k(X1, . . . , Xl) tal que v e´ na˜o-negativa em k[X1, . . . , Xl] e
v(a) < v(b).
Demonstrac¸a˜o : [13], Lema 3.8.

Os Lemas 4.1 a 4.4 sa˜o usados na demonstrac¸a˜o da Proposic¸a˜o 4.2 e sera˜o utilizados no
u´ltimo cap´ıtulo.
Proposic¸a˜o 4.2. Seja T uma k-suba´lgebra finitamente gerada de uma k-a´lgebra finitamente
gerada comutativa S. Enta˜o, S e´ integral sobre T se, e somente se, toda valorizac¸a˜o boa que
e´ na˜o-negativa em T e´ tambe´m na˜o-negativa em S.
Demonstrac¸a˜o : [13], Lema 3.9.

Lema 4.5. SejamM um k-espac¸o, S uma k-suba´lgebra de Homk(M,M) e T uma suba´lgebra
central finitamente gerada de S. Suponhamos que M seja finitamente gerado como um S-
mo´dulo. Enta˜o,
M e´ finitamente gerado como um T -mo´dulo ⇔ S e´ finitamente gerado como um T -mo´dulo.
Demonstrac¸a˜o : [13], Lema 3.10.

CAPI´TULO 5
O Invariante de Bryant-Groves -
Resultados Existentes
5.1 A definic¸a˜o do invariante ∆ de Bryant-Groves
Para o objetivo desta sec¸a˜o, Q e´ uma a´lgebra de Lie abeliana de dimensa˜o finita sobre
um corpo k eM e´ um Q-mo´dulo (ie, M e´ um U(Q)-mo´dulo). Denotaremos o fecho alge´brico
de k por k. O anel de se´ries de poteˆncias formais sobre k na indeterminada t sera´ denotado
por k[[t]] e k((t)) sera´ o corpo de frac¸o˜es de k[[t]]. Este consiste de se´ries de poteˆncias formais
de Laurent em t. Assim, cada elemento f de k((t)) pode ser escrito na forma f = t−ng, com
n ≥ 0 e g ∈ k[[t]]. A ordem de uma se´rie de poteˆncias de Laurent na˜o nula e´, como usual, o
menor inteiro n tal que tn aparece com coeficiente na˜o nulo. Denotamos a ordem de f por
o(f), com a convenc¸a˜o que o(0) =∞.
Seja Γ1(Q) o k-espac¸o consistindo de todas k-aplicac¸o˜es lineares de Q em k((t)), ie,
Γ1(Q) = Homk(Q, k((t)))
e consideremos Γ0(Q) o subespac¸o consistindo das aplicac¸o˜es com imagem contida em k[[t]],
ie,
Γ0(Q) = Homk(Q, k[[t]]).
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A propriedade universal de a´lgebras envelopantes garante que cada elemento χ de Γ1(Q)
estende, unicamente, a um k-homomorfismo de a´lgebras χ̂ de U(Q) em k((t)). Para
χ ∈ Γ1(Q), escrevemos [χ] para o elemento χ+Γ0(Q) do espac¸o quociente Γ1(Q)/Γ0(Q). De-
notamos por ∆1(Q,M) o conjunto de elementos χ de Γ1(Q) que satisfazem χ̂(AnnU(Q)(M)) =
{0} e, o invariante de Bryant-Groves e´ definido como:
Definic¸a˜o 5.1.
∆(Q,M) = {[χ] | χ ∈ ∆1(Q,M)} ⊆ Γ1(Q)/Γ0(Q).
Na sec¸a˜o 5.3 deste cap´ıtulo, vamos discutir alguns exemplos ba´sicos deste invariante.
5.2 Alguns resultados sobre o invariante ∆
Atrave´s deste invariante R.Bryant e J.Groves demonstraram um importante resultado
sobre classificac¸a˜o de a´lgebras de Lie finitamente presentadas, o qual e´ apresentado a seguir.
A implicac¸a˜o (3)⇒ (1) do seguinte teorema esta´ feita em [12] e as demais sa˜o apresentadas
em [13].
Teorema 5.1. Seja L uma a´lgebra de Lie finitamente gerada sobre um corpo k. Suponhamos
que L tenha um ideal abeliano A tal que L/A tem dimensa˜o finita. Consideremos R a a´lgebra
envelopante de L/A. Enta˜o, as seguintes condic¸o˜es sa˜o equivalentes:
(1) L e´ finitamente presentada;
(2) O quadrado exterior A ∧A e´ finitamente gerado como um R-mo´dulo via ac¸a˜o diagonal;
(3) O quadrado tensorial A⊗ A e´ finitamente gerado como R-mo´dulo via ac¸a˜o diagonal.
Observac¸a˜o 5.1. A definic¸a˜o de ac¸a˜o diagonal foi apresentada no primeiro cap´ıtulo, na
Definic¸a˜o 1.8.
Suponhamos agora que Q1 seja uma a´lgebra de Lie abeliana de dimensa˜o finita sobre k
e que θ : Q1 → Q seja um homomorfismo de k-a´lgebras de Lie. Como M e´ um Q-mo´dulo,
devemos ter M tambe´m Q1-mo´dulo via θ.
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Se χ ∈ ∆1(Q,M), temos χ : Q → k((t)) homomorfismo de k-a´lgebras, com
χ̂(AnnU(Q)M) = 0. Denotemos χ1 = χ ◦ θ : Q1 → k((t)) homomorfismo de k-a´lgebras.
Se q1 ∈ AnnU(Q1)M , temos
M.q1 = 0⇔M.θ(q1) = 0⇔ θ(q1) ∈ AnnU(Q)(M) ⊆ Kerχ⇔ χ(θ(q1)) = 0⇔ χ1(q1) = 0.
Logo, χ1(AnnU(Q1)M) = 0. Portanto, χ1 = χ ◦ θ ∈ ∆1(Q1,M) e, deste modo, θ induz uma
func¸a˜o
θ∗ : ∆(Q,M)→ ∆(Q1,M),
na qual θ∗([χ]) = [χ ◦ θ], para todo χ ∈ ∆1(Q,M).
Proposic¸a˜o 5.1. Com a notac¸a˜o acima, suponhamos queM seja um Q-mo´dulo finitamente
gerado. Enta˜o,
M e´ finitamente gerado como Q1-mo´dulo se, e somente se, (θ
∗)−1([0]) = {[0]}.
Demonstrac¸a˜o : A demonstrac¸a˜o pode ser encontrada em ([13], Proposic¸a˜o 3.1).
Observamos que para esta demonstrac¸a˜o sa˜o usados os seguintes resultados: Lema 4.5,
Proposic¸a˜o 4.2 e Lema 4.1, pois e´ suficiente trabalharmos no caso em que k e´ algebricamente
fechado, ou seja, k = k.

Suponhamos que M1 e M2 sejam mo´dulos finitamente gerados sobre as a´lgebras de
Lie abeliana de dimensa˜o finita Q1 e Q2.
Lema 5.1. AnnU(Q1)⊗U(Q2)(M1 ⊗M2) = AnnU(Q1)(M1)⊗ U(Q2) + U(Q1)⊗AnnU(Q2)(M2).
Demonstrac¸a˜o : [13], Lema 3.2.

Os mergulhos σi : Qi → Q1 ⊕Q2, para i = 1, 2, definidos por
σ1(q1) = (q1, 0) e σ2(q2) = (0, q2), para todos q1 ∈ Q1, q2 ∈ Q2,
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induzem aplicac¸o˜es
Γ1(Q1 ⊕Q2)→ Γ1(Qi)
e, enta˜o, induz uma aplicac¸a˜o
ν : Γ1(Q1 ⊕Q2)→ Γ1(Q1)× Γ1(Q2)
para o produto cartesiano, dada por
ν(φ) = (φ ◦ σ1, φ ◦ σ2),
para todo φ ∈ Γ1(Q1 ⊕Q2).
Proposic¸a˜o 5.2. Com a notac¸a˜o acima, ν induz uma bijec¸a˜o
ν∗ : ∆(Q1 ⊕Q2,M1 ⊗M2)→ ∆(Q1,M1)×∆(Q2,M2).
Demonstrac¸a˜o : [13], Proposic¸a˜o 3.3.

Como uma consequeˆncia das proposic¸o˜es 5.1 e 5.2 temos o seguinte resultado:
Proposic¸a˜o 5.3. Sejam Q uma k-a´lgebra de Lie abeliana de dimensa˜o finita e M um
Q-mo´dulo finitamente gerado. Enta˜o,
M ⊗M e´ finitamente gerado sobre Q via ac¸a˜o diagonal ⇔ se ∆(Q,M) na˜o conte´m dois
pontos na˜o-nulos cuja soma e´ zero.
Demonstrac¸a˜o : [13], Proposic¸a˜o 3.4.

Agora, diretamente do Teorema 5.1 e da Proposic¸a˜o 5.3, temos o seguinte Teorema.
Teorema 5.2. Seja L uma a´lgebra de Lie metabeliana finitamente gerada sobre um corpo k
e consideremos A o ideal abeliano de L tal que L/A e´ abeliano. Enta˜o,
L e´ finitamente presentada se, e somente se, sempre que [χ1], [χ2] ∈ ∆(L/A,A) satisfazem
[χ1] + [χ2] = [0], temos [χ1] = [χ2] = [0].
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Demonstrac¸a˜o : [[13], Teorema B] Pelo Teorema 5.1, L e´ finitamente presentado se, e somente
se, A⊗A e´ finitamente gerado via ac¸a˜o diagonal de L/A. Enta˜o, o resultado segue aplicando
a Proposic¸a˜o 5.3 com Q = L/A e M = A. 
Lema 5.2. Sejam Q uma a´lgebra de Lie abeliana de dimensa˜o finita sobre k e A um Q-
mo´dulo, enta˜o
∆(Q,A) = [0]⇔ dimkA <∞.
Demonstrac¸a˜o : Primeiramente, observemos o seguinte
Afirmac¸a˜o: Sendo ∆(Q,A) = [0], temos que cada valorizac¸a˜o boa de U(Q)
Ann(A)
→ ZZ ∪∞ tem
valores em ZZ≥0 ∪ ∞. De fato, se v : U(Q)Ann(A) → ZZ ∪ ∞ e´ uma valorizac¸a˜o boa, pelo Lema
4.1, existe um k- homomorfismo de a´lgebras σ : U(Q)
Ann(A)
→ k((t)) tal que v(q) = o(σ(q)),
∀q ∈ U(Q)
Ann(A)
.
Agora, por definic¸a˜o, ∆(Q,A) = {[χ] | χ : Q → k((t))}, sendo χ estend´ıvel a um
homomorfismo de ane´is χ̂ : U(Q)
Ann(A)
→ k((t)). Assim, σ|Q = χ e [χ] ∈ ∆(Q,A) = [0]. Logo,
Im(χ) ⊆ k[[t]]⇒ Im(σ) ⊆ k[[t]].
Como o ◦ σ = v, devemos ter enta˜o Im(v) ⊆ ZZ≥0 ∪∞.
Deste modo, pela Proposic¸a˜o 4.2, U(Q)
Ann(A)
e´ integral sobre k. Logo, dimk
U(Q)
Ann(A)
<∞.
Agora, como A e´ finitamente gerado como U(Q)-mo´dulo, temos
A = a1U(Q) + a2U(Q) + · · ·+ asU(Q) = a1 U(Q)Ann(A) + a2 U(Q)Ann(A) + · · ·+ as U(Q)Ann(A) .
Portanto, dimkA ≤ s.dimk U(Q)Ann(A) <∞.
Reciprocamente, se dimkA < ∞, enta˜o dimk U(Q)Ann(A) < ∞ e cada homomorfismo de
k-a´lgebras χ̂ : U(Q)
Ann(A)
→ k((t)) deve ter imagem em k[[t]] (observamos que k[[t]] e´ inte-
gralmente fechado em k((t)) e, como U(Q)
Ann(A)
e´ integral sobre k, Im(χ̂) e´ integral sobre k).
Logo, ∆(Q,A) = [0].

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5.3 Exemplos
Vamos discutir nesta sec¸a˜o alguns exemplos que sa˜o verso˜es cindidas dos exemplos de
[[13],Sec¸a˜o 5].
Consideremos uma a´lgebra de Lie L, com A→ L→ Q sequeˆncia exata curta cindida
de a´lgebras de Lie abelianas. Vamos supor que dimkQ = 2, com {x, y} base de Q sobre k
(ou seja, Q = kx ⊕ ky), e definimos A = k[x] um kQ-mo´dulo, onde x age via produto e y
age via multiplicac¸a˜o por xn. Por definic¸a˜o,
∆(Q,A) = {[χ] | χ ∈ ∆1(Q,A)} ⊆ Γ1(Q)/Γ0(Q).
Temos AnnU(Q)A = (y − xn) / U(Q) = k[x, y], onde k[x, y] e´ o anel de polinoˆmios nas
varia´veis comutativas x e y com coeficientes em k. Assim, χ̂(AnnU(Q)(A)) = 0 se, e somente
se, χ̂(y − xn) = 0, o que equivale a χ̂(y) = χ̂(x)n, ie, χ(y) = χ(x)n .
Agora, queremos saber se existem [χ1], [χ2] ∈ ∆(Q,A) tais que [χ1] + [χ2] = [0].
• 1o caso: n ı´mpar;
Neste caso, se tomarmos
χ1(x) = t
−1 e χ2(x) = −t−1, teremos
χ1(y) = χ1(x)
n = t−n e
χ2(y) = χ2(x)
n = (−t−1)n n:impar= −t−n.
Assim, χ1 + χ2 = 0, de onde temos [χ1] + [χ2] = [0], com [χ1], [χ2] ∈ ∆(Q,A) \ [0].
Logo, pelo Teorema 5.2, L na˜o e´ finitamente presentada.
• 2o caso: n = 2; car(k) 6= 2.
Temos:
χ1(x) + χ2(x) ∈ k[[t]];
χ1(x)
2 + χ2(x)
2 = χ1(y) + χ2(y) ∈ k[[t]].
Para χ1(x) = α, χ2(x) = β, temos enta˜o
α+ β ∈ k[[t]],
α2 + β2 = (α+ β)2 − 2αβ ∈ k[[t]].
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Devemos ter, enta˜o, que 2αβ ∈ k[[t]].
Assim, se car(k) 6= 2, devemos ter αβ ∈ k[[t]]. Logo,
αβ ∈ k[[t]], α + β ∈ k[[t]] e, deste modo, α2 − (α + β)α + αβ = 0, com αβ ∈ k[[t]],
α + β ∈ k[[t]], ou seja, α e´ raiz de x2 − (α + β)x + αβ = 0, isto e´, α e´ integral sobre
k[[t]].
Agora, como k[[t]] e´ integralmente fechado em k((t)), devemos ter α ∈ k[[t]].
Analogamente, β ∈ k[[t]].
Logo, Im χ1 ⊆ k[[t]] e Im χ2 ⊆ k[[t]], ou seja, [χ1] = [0] e [χ2] = [0].
Portanto, pelo Teorema 5.2, temos que L e´ finitamente presentada, se car(k) 6= 2.
• 3o caso: n > 2, com n : par e car(k) 6= 2;
Devemos ter
χ1(x) + χ2(x) ∈ k[[t]],
χ1(y) + χ2(y) ∈ k[[t]],
χ(x)n = χ(y), para χ ∈ {χ1, χ2}
Para χ1(x) = α, χ2(x) = β, teremos enta˜o
γ = α+ β ∈ k[[t]],
αn + βn ∈ k[[t]]⇒ αn + (γ − α)n ∈ k[[t]]⇒ αn +
∑
0≤i≤n
 n
i
 (−1)n−iγiαn−i ∈ k[[t]].
Se car(k) 6= 2, teremos 2αn 6= 0, enta˜o f(x) = 2xn −
∑
1≤i≤n
 n
i
 (−1)n−iγixn−i e´
um polinoˆmio de grau n com coeficientes em k[[t]] e f(α) ∈ k[[t]]. Agora, sendo k[[t]]
integralmente fechado, devemos ter α ∈ k[[t]] .
Analogamente, β ∈ k[[t]].
Logo, Im χ1 ⊆ k[[t]] e Im χ2 ⊆ k[[t]], ou seja, [χ1] = [0] e [χ2] = [0].
Portanto, pelo Teorema 5.2, temos que L e´ finitamente presentada.
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• 4o caso: Analisemos agora para car(k) = 2.
Pelo Lema 5.2, temos que ∆(Q,A) = [0] se, e somente se, dimkA < ∞, enta˜o,
como dimkA = dimkk[x] =∞, devemos ter ∆(Q,A) 6= 0. Logo, existe [χ] ∈ ∆(Q,A),
com [χ] 6= 0. E, como car(k) = 2,
[χ] + [χ] = 2[χ] = 0.
Portanto, pelo teorema 5.2, L na˜o e´ finitamente presentada neste caso.
5.4 A Conjectura FPm para A´lgebras de Lie: o caso
cindido
Se L e´ uma a´lgebra de Lie finitamente gerada sobre um corpo k, A um ideal abeliano
em L, com Q = L/A abeliano e, ale´m disso, L e´ uma extensa˜o cindida de A por Q, enta˜o,
em [21], foi mostrado o seguinte:
Teorema 5.3. Sa˜o equivalentes as seguintes afirmac¸o˜es:
(1) k tem tipo homolo´gico FPm sobre L (ie, L tem tipo homolo´gico FPm);
(2)
⊗mA e´ finitamente gerado sobre U(Q) via ac¸a˜o diagonal;
(3) Se [v1], . . . , [vm] ∈ ∆(Q,A) e [v1] + . . .+ [vm] = [0], enta˜o [vi] = [0], para todo i.
Assim, temos que
k tem tipo homolo´gico FP2 sobre L (ie, L tem tipo homolo´gico FP2) se, e somente se,
A ⊗ A e´ finitamente gerado sobre U(Q). Logo, podemos colocar no Teorema 5.1 mais uma
condic¸a˜o: a de L ter tipo homolo´gico FP2, conseguindo que
L tem tipo homolo´gico FP2 ⇔ L e´ finitamente presentada.
A demonstrac¸a˜o do Teorema 5.3 segue dos seguintes resultados de [21], no caso espec´ıfico
em que B = k.
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Lema 5.3. Se L e´ uma extensa˜o cindida de A por Q e B e´ um U(Q)-mo´dulo de tipo
homolo´gico FPm sobre U(L), enta˜o B ⊗ (
∧mA) e´ finitamente gerado sobre U(Q), onde
U(Q) atua via o homomorfismo diagonal
U(Q)→
m+1⊗
U(Q)
levando q ∈ Q a`
∑
0≤i≤m
1⊗ 1⊗ . . . 1︸ ︷︷ ︸
i vezes
⊗q ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−i vezes
Teorema 5.4. Suponhamos que A e B sejam U(Q)-mo´dulos finitamente gerados.
(1) B⊗(⊗mA) e´ finitamente gerado sobre U(Q) via ac¸a˜o diagonal⇔ sempre que [v2], . . . , [vm+1] ∈
∆(Q,A), [v1] ∈ ∆(Q,B), e [0] = [v1] + . . .+ [vm+1], temos [vi] = 0, ∀i.
(2) B⊗(∧mA) finitamente gerado sobre U(Q) via ac¸a˜o diagonal⇒ B⊗(⊗mA) finitamente
gerado sobre U(Q) via ac¸a˜o diagonal.
Teorema 5.5. Se A e B sa˜o U(Q)-mo´dulos finitamente gerados e B⊗(⊗mA) e´ finitamente
gerado sobre U(Q) via ac¸a˜o diagonal, enta˜o B e´ de tipo FPm sobre U(L), onde a a´lgebra de
Lie L e´ extensa˜o cindida de A por Q.
CAPI´TULO 6
A generalizac¸a˜o do invariante de
Bryant-Groves
6.1 A definic¸a˜o do invariante
Para o objetivo deste cap´ıtulo, k e´ um corpo, Q = ZZm = 〈q1, . . . , qm〉 e´ um grupo
abeliano finitamente gerado e livre de torc¸a˜o, e M e´ um R-mo´dulo, onde R e´ a a´lgebra de
Hopf
R = U(L)⊗ kQ,
sendo L = kx1 ⊕ . . .⊕ kxn uma a´lgebra de Lie abeliana e finitamente gerada.
O fecho alge´brico de k sera´ denotado por k, k[[t]] sera´ o anel de se´ries de poteˆncias
formais sobre k na indeterminada t e denotaremos k((t)) o corpo de frac¸o˜es de k[[t]].
Seja Γ˜1(R) o conjunto consistindo de todos homomorfismos de k-a´lgebras de R em k((t)),
isto e´,
Γ˜1(R) = Homk(R, k((t)))
e consideremos sobre este espac¸o a seguinte relac¸a˜o de equivaleˆncia:
χ1 ∼ χ2 ⇔ χ1(qi )− χ2(qi ) ∈ k[[t]], para cada  = ±1, e
χ1(xi)− χ2(xi) ∈ k[[t]].
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Para χ ∈ Γ˜1(R), escrevemos [χ] para a classe de equivaleˆncia de χ e denotamos por
Γ˜1(R)/ ∼ o conjunto de todas as classes de equivaleˆncia. Denotamos por 0 o homomorfismo
de R em k((t)) que envia L para 0 e Q para 1 e o chamamos de homomorfismo trivial.
Denotamos por ∆˜1(R,M) o conjunto de elementos χ de Γ˜1(R) que satisfazem
χ(AnnR(M)) = {0} e, generalizamos de forma natural a definic¸a˜o do invariante de Bryant-
Groves na seguinte definic¸a˜o:
Definic¸a˜o 6.1. (Generalizac¸a˜o do Invariante de Bryant-Groves)
∆˜(R,M) = {[χ] | χ ∈ ∆˜1(R,M)} ⊆ Γ˜1(R)/ ∼, ie,
∆˜(R,M) = {[χ] | χ : R→ k((t)) e´ homomorfismo de k-a´lgebras tal que χ(AnnRM) = 0}.
Exemplo 6.1. Sejam R = k[x, y, z, z−1] = k[x, y]⊗ k[z, z−1], L = kx⊕ ky e Q = 〈z〉 ' ZZ.
Enta˜o, R = U(L)⊗ kQ.
Tomemos M = k[z, z
−1, y, x]
(y−xn) . Temos que M e´ um R-mo´dulo, onde x, y, z agem como
produto em M . Por definic¸a˜o,
∆˜(R,M) = {[χ] | χ : R→ k((t)) e´ homomorfismo de k-a´lgebras tal que χ(AnnR(M)) = 0}.
Temos que AnnR(M) = (y − xn). Assim, χ(AnnR(M)) = 0 se, e somente se,
χ(y − xn) = 0, o que equivale a χ(y) = χ(x)n.
Portanto,
[χ] ∈ ∆˜(R,M)⇔ χ(y) = χ(x)n.
6.2 Resultados Auxiliares
Agora, suponhamos R1 = U(L1)⊗ kQ1, onde L1, Q1 sa˜o outras a´lgebras com as mesmas
condic¸o˜es de L e Q da Sec¸a˜o 6.1, e que
θ : R1 → R
seja um homomorfismo de a´lgebras de Hopf. Enta˜o, θ(L1) ⊆ L e θ(Q1) ⊆ Q.
Como M e´ um R-mo´dulo, devemos ter M tambe´m R1-mo´dulo via θ.
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Se χ ∈ ∆˜1(R,M), temos χ : R → k((t)) homomorfismo de k-a´lgebras, com
χ(AnnRM) = 0.
Denotemos χ1 = χ ◦ θ : R1 → k((t)) homomorfismo de k-a´lgebras. Se r1 ∈ AnnR1M ,
temos
M.r1 = 0⇔M.θ(r1) = 0⇔ θ(r1) ∈ AnnR(M) ⊆ Kerχ⇔ χ(θ(r1)) = 0⇔ χ1(r1) = 0.
Logo, χ1(AnnR1M) = 0. Portanto, χ1 = χ ◦ θ ∈ ∆˜1(R1,M) e, deste modo, θ induz uma
func¸a˜o
θ∗ : ∆˜(R,M)→ ∆˜(R1,M),
na qual θ∗([χ]) = [χ ◦ θ], para todo χ ∈ ∆˜1(R,M).
Proposic¸a˜o 6.1. Com a notac¸a˜o acima, suponhamos queM seja um R-mo´dulo finitamente
gerado. Enta˜o, M e´ finitamente gerado como R1-mo´dulo se, e somente se,
(θ∗)−1([0]) = {[0]},
onde 0 e´ o homomorfismo trivial definido antes da Definic¸a˜o 6.1.
Observac¸a˜o 6.1. Primeiramente, observemos que e´ suficiente provarmos esta Proposic¸a˜o
no caso em que k e´ algebricamente fechado.
De fato, pelo Lema 3.3,
M e´ finitamente gerado sobre R1 se, e somente se, M ⊗ k e´ finitamente gerado sobre
R1 ⊗ k.
Seja θ˜ : R1 ⊗ k → R⊗ k o u´nico homomorfismo de k-a´lgebras que estende θ.
Precisamos mostrar que
(θ∗)−1([0]) = {[0]} ⇔ (θ˜∗)−1([0]) = {[0]} (∗)
Consideremos o seguinte diagrama comutativo
R1
-R1 ⊗ k
R-
R⊗ k
? ?eθ
θ
i1 i2
-eχ
-χ k((t))
k((t))
?
ident.
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onde i1(r1) = r1 ⊗ 1, i2(r) = r ⊗ 1, χ e´ homomorfismo de k-a´lgebras e χ˜ e´ homomorfismo
de k-a´lgebras. Enta˜o, χ˜ e´ o u´nico homomorfismo de k-a´lgebras que estende χ e χ = χ˜|R.
Agora, observamos que
θ∗([χ]) = [0]⇔ [χ ◦ θ] = [0]⇔ [χ˜ ◦ θ˜] = [0]⇔ θ˜∗([χ˜]) = [0].
Portanto, (∗) e´ verdadeira.
Logo, vamos supor em todo restante desta sec¸a˜o que k = k.
Demonstrac¸a˜o da Proposic¸a˜o 6.1: [Demonstrac¸a˜o ana´loga a de [13], Proposic¸a˜o 3.1]
Consideremos pi o epimorfismo natural
pi : R→ R/AnnR(M)
e vamos denotar S := pi(R) e T := pi(θ(R1)) as k-a´lgebras finitamente geradas e comutativas,
com T suba´lgebra de S. Pelo Lema 4.5, temos que M e´ finitamente gerado sobre R1 se, e
somente se, S e´ finitamente gerado sobre T . Agora, como pi(R) = S e´ k-a´lgebra finitamente
gerada, isto acontece se, e somente se, S e´ integral sobre T .
Mostremos enta˜o que
S e´ integral sobre T se, e somente se, (θ∗)−1([0]) = {[0]}.
Suponhamos primeiramente que S seja integral sobre T .
Seja χ um elemento de ∆˜1(R,M) tal que θ
∗([χ]) = [0]. Enta˜o, χ(θ(R1)) ⊆ k[[t]].
Como χ(AnnR(M)) = {0}, segue que χ se fatora atrave´s de pi .
R
pi

χ // k((t))
R/Ann(M)
β
::
Enta˜o, sendo S = pi(R) integral sobre T = pi(θ(R1)), devemos ter tambe´m que χ(R) e´
integral sobre χ(θ(R1)) ⊆ k[[t]] e, enta˜o, χ(R) e´ integral sobre k[[t]].
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Mas, k[[t]] e´ integralmente fechado no seu corpo de frac¸o˜es (pois cada domı´nio de ideais
principais e´ domı´nio de fatorac¸a˜o u´nica, logo e´ integralmente fechado) e, deste modo,
χ(R) ⊆ k[[t]].
Logo, [χ] = [0] e, portanto, (θ∗)−1{[0]} = {[0]}.
Suponhamos agora que S = pi(R) na˜o seja integral sobre T = pi(θ(R1)). Enta˜o, pela
Proposic¸a˜o 4.2, existe uma valorizac¸a˜o boa de S = pi(R) que e´ na˜o-negativa em T mas isto
na˜o acontece em S. Pelo Lema 4.1, existe um homomorfismo φ de S em k((t)) tal que
φ ◦ pi ◦ θ(R1) ⊆ k[[t]], mas φ ◦ pi(R) * k[[t]].
Seja φ̂ = φ ◦ pi : R→ k((t)). Enta˜o,
φ̂ ∈ ∆˜1(R,M), θ∗([φ̂]) = {[0]}, mas [φ̂] 6= [0].
Logo, (θ∗)−1{[0]} 6= {[0]}, completando a demonstrac¸a˜o da Proposic¸a˜o 6.1.

Suponhamos que M1 e M2 sejam mo´dulos finitamente gerados sobre as a´lgebras
R1 = U(L1) ⊗ kQ1 e R2 = U(L2) ⊗ kQ2, respectivamente, onde L1, L2 sa˜o a´lgebras de Lie
abelianas finitamente geradas sobre o corpo k e Q1, Q2 sa˜o grupos abelianos finitamente
gerados.
Lema 6.1. AnnR1⊗R2(M1 ⊗M2) = AnnR1(M1)⊗R2 +R1 ⊗ AnnR2(M2).
Demonstrac¸a˜o : [Ana´loga a` demonstrac¸a˜o do Lema 3.2 de [13]]
O anulador de M1 ⊗M2 e´ o kernel do homomorfismo de k-a´lgebras
ξ : R1 ⊗R2 −→ Homk(M1 ⊗M2,M1 ⊗M2),
associado com a ac¸a˜o de mo´dulos de R1 ⊗ R2 em M1 ⊗M2. Mas, pela definic¸a˜o desta ac¸a˜o
de mo´dulos,
ξ = τ ◦ (ρ1 ⊗ ρ2),
onde ρ1 e ρ2 sa˜o os homomorfismos
ρ1 : R1 → Homk(M1,M1), ρ2 : R2 → Homk(M2,M2)
dados pelas ac¸o˜es de mo´dulos de R1 e R2 em M1 e M2, respectivamente, e onde
τ : Homk(M1,M1)⊗Homk(M2,M2) −→ Homk(M1 ⊗M2,M1 ⊗M2)
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e´ o homomorfismo natural associado com o produto tensorial.
Como ρi tem kernel AnnRi(Mi), para i = 1, 2, segue facilmente que ρ1 ⊗ ρ2 tem kernel
AnnR1(M1)⊗R2 +R1 ⊗ AnnR2(M2).
Mas, pela parte (ii) da Proposic¸a˜o 16 de ([9], II.7.7), τ e´ um mergulho. Assim, ξ e ρ1⊗ρ2
teˆm o mesmo kernel. Logo,
AnnR1⊗R2(M1 ⊗M2) = ker(ξ) = ker(ρ1 ⊗ ρ2) = AnnR1(M1)⊗R2 +R1 ⊗ AnnR2(M2).

Consideremos os mergulhos σi : R→ R⊗R, para i = 1, 2, definidos por
σ1(r) = r ⊗ 1R e σ2(r) = 1R ⊗ r, para todo r ∈ R.
Estes induzem aplicac¸o˜es
Γ˜1(R⊗R)→ Γ˜1(R)
e, enta˜o, induz uma aplicac¸a˜o
ν : Γ˜1(R⊗R)→ Γ˜1(R)× Γ˜1(R)
para o produto cartesiano, dada por
ν(f) = (f |R⊗k.1R , f |k.1R⊗R),
para todo f ∈ Γ˜1(R⊗R).
Proposic¸a˜o 6.2. Com a notac¸a˜o acima, ν induz uma bijec¸a˜o
ν∗ : ∆˜(R⊗R,M1 ⊗M2)→ ∆˜(R,M1)× ∆˜(R,M2).
Demonstrac¸a˜o : [Ana´loga a` demonstrac¸a˜o de [13], Proposic¸a˜o 3.3]
Primeiramente, mostremos que ν induz uma aplicac¸a˜o
ν1 : ∆˜1(R⊗R,M1 ⊗M2)→ ∆˜1(R,M1)× ∆˜1(R,M2),
dada por ν1(φ) = (φ ◦ σ1, φ ◦ σ2).
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Suponhamos φ ∈ ∆˜1(R⊗R,M1⊗M2). E´ suficiente mostrarmos que φ ◦ σi ∈ ∆˜1(R,Mi),
para i = 1, 2, ou seja, devemos mostrar que
φ ◦ σi(AnnR(Mi)) = {0}.
Agora, σ1(AnnR(M1)) = AnnR(M1) ⊗ k.1R ⊆ AnnR⊗R(M1 ⊗M2), pelo Lema 6.1. Assim,
φ ◦ σ1(AnnR(M1)) = {0}, de onde temos φ ◦ σ1 ∈ ∆˜1(R,M1). Analogamente, φ ◦ σ2 ∈
∈ ∆˜1(R,M2).
Logo, ν1 esta´ bem definida.
E´ fa´cil verificar agora que ν1 induz uma aplicac¸a˜o
ν∗ : ∆˜(R⊗R,M1 ⊗M2)→ ∆˜(R,M1)× ∆˜(R,M2)
tal que ν∗([φ]) = ([φ ◦ σ1], [φ ◦ σ2]),∀φ ∈ ∆˜1(R⊗R,M1 ⊗M2)
Mostremos que ν∗ e´ injetiva. Suponhamos [φ] ∈ Ker (ν∗), ou seja, temos
φ : R ⊗ R → k((t)) homomorfismo de k-a´lgebras tal que φ(Ann(M1 ⊗ M2)) = {0} e
ν∗([φ]) = ([0], [0]). Assim, devemos ter
[φ ◦ σi] = [0], para i = 1, 2⇒ Im(φ ◦ σi) ⊆ k[[t]], para i = 1, 2.
Logo, como φ e´ homomorfismo de k-a´lgebras,
Im(φ) = φ(R ⊗ R) = φ(R ⊗ 1).φ(1 ⊗ R) = φ ◦ σ1(R).φ ◦ σ2(R) ⊆ k[[t]], ie, [φ] = [0].
Portanto, ν∗ e´ injetiva.
Provemos agora que ν∗ e´ sobrejetora. Seja ([φ1], [φ2]) ∈ ∆˜(R,M1) × ∆˜(R,M2), onde
φi ∈ ∆˜1(R,Mi), para i = 1, 2.
Definamos φ ∈ Γ˜1(R⊗R) por φ(r1 ⊗ r2) = φ1(r1).φ2(r2), para r1, r2 ∈ R. Enta˜o,
φ ◦ σ1(r) = φ(r ⊗ 1R) = φ1(r).φ2(1R) = φ1(r).1R = φ1(r)
φ ◦ σ2(r) = φ(1R ⊗ r) = φ1(1R).φ2(r) = 1R.φ2(r) = φ2(r),
ou seja, φ ◦ σ1 = φ1 e φ ◦ σ2 = φ2.
Afirmac¸a˜o: φ ∈ ∆˜1(R⊗R,M1 ⊗M2), ou seja, φ(J) = {0}, onde J = AnnR⊗R(M1 ⊗M2).
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De fato, pelo Lema 6.1,
φ(J) = φ(AnnR(M1)⊗R+R⊗AnnR(M2)) ⊆ k((t))φ(AnnR(M1)) + φ(AnnR(M2))k((t)) ⊆
⊆ k((t))φ ◦ σ1(AnnR(M1)) + φ ◦ σ2(AnnR(M2))k((t)).
Mas, para i = 1, 2, φ ◦ σi(AnnR(Mi)) = φi(AnnR(Mi)) = {0}. Logo, φ(J) = {0}.
Agora, temos
ν∗([φ]) = ([φ ◦ σ1], [φ ◦ σ2]) = ([φ1], [φ2]),
concluindo que ν∗ e´ sobrejetora.
Portanto, ν∗ e´ bijetora, como quer´ıamos.

Definic¸a˜o 6.2. Para φ1, φ2, . . . , φk : R→ k((t)) homomorfismos de k-a´lgebras, definimos
ϕ(φ1, φ2, . . . , φk)
o u´nico homomorfismo de k-a´lgebras R→ k((t)) cuja restric¸a˜o sobre L e´
φ1|L + φ2|L + . . .+ φk|L
e cuja restric¸a˜o sobre Q e´ dada por
φ1|Q.φ2|Q. . . . .φk|Q.
O seguinte resultado e´ agora uma consequeˆncia das Proposic¸o˜es 6.1 e 6.2.
Proposic¸a˜o 6.3. Seja R = U(L)⊗kQ, onde L e´ uma k-a´lgebra de Lie abeliana de dimensa˜o
finita e Q e´ grupo abeliano finitamente gerado, livre de torc¸a˜o. Se M1 e M2 sa˜o dois R-
mo´dulos finitamente gerados, enta˜o
M1⊗M2 e´ finitamente gerado sobre R via ac¸a˜o diagonal⇔ se, para todos [φi] ∈ ∆˜(R,Mi),
i = 1, 2, tais que [ϕ(φ1, φ2)] = [0], enta˜o [φ1] = [φ2] = [0].
Demonstrac¸a˜o : Seja δ : R→ R⊗R a aplicac¸a˜o diagonal, ie,
δ(l) = l ⊗ 1 + 1⊗ l, ∀l ∈ L, δ(q) = q ⊗ q, ∀q ∈ Q.
A ac¸a˜o diagonal de R em M1 ⊗M2 e´ definida via δ e, enta˜o, como ja´ vimos ao enunciar
a Proposic¸a˜o 6.1, existe homomorfismo induzido
δ∗ : ∆˜(R⊗R,M1 ⊗M2)→ ∆˜(R,M1 ⊗M2)
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tal que δ∗([φ]) = [φ ◦ δ], ∀φ ∈ ∆˜1(R⊗R,M1 ⊗M2).
Lembremos que, na Proposic¸a˜o 6.1, M1⊗M2 e´ finitamente gerado como R-mo´dulo via δ
se, e somente se,
(δ∗)−1([0]) = {[0]} (∗).
E, na Proposic¸a˜o 6.2, temos o isomorfismo
ν∗ : ∆˜(R⊗R,M1 ⊗M2)→ ∆˜(R,M1)× ∆˜(R,M2),
com ν∗([φ]) = ([φ1], [φ2]) = ([φ|R⊗k.1R ], [φ|k.1R⊗R]) e (ν∗)−1([φ1], [φ2]) = [φ], onde φ satisfaz
φ(r1 ⊗ r2) = φ1(r1).φ2(r2),∀r1, r2 ∈ R.
Definamos χ = δ∗ ◦ (ν∗)−1, como no diagrama abaixo.
∆˜(R⊗R,M1 ⊗M2)
ν∗

δ∗ // ∆˜(R,M1 ⊗M2)
∆˜(R,M1)× ∆˜(R,M2)
χ=δ∗◦(ν∗)−1
77
Logo,
χ : ∆˜(R,M1)× ∆˜(R,M2)→ ∆˜(R,M1 ⊗M2).
Sendo ν∗ bijetora, temos que
(δ∗)−1([0]) = {[0]} ⇔ χ−1([0]) = {([0], [0])}. (∗∗)
Agora, como φ(r1 ⊗ r2) = φ1(r1).φ2(r2), temos:
• ∀l ∈ L, φ ◦ δ(l) = φ(l⊗ 1+1⊗ l) φ:hom.= φ(l⊗ 1)+φ(1⊗ l) = φ1(l).φ2(1)+φ1(1).φ2(l) =
= φ1(l) + φ2(l).
• ∀q ∈ Q, φ ◦ δ(q) = φ(q ⊗ q) = φ1(q).φ2(q).
Logo, φ ◦ δ(L) = φ1|L + φ2|L e φ ◦ δ(Q) = φ1|Q.φ2|Q e, enta˜o,
χ([φ1], [φ2]) = [ϕ(φ1, φ2)],
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onde ϕ(φ1, φ2) e´ como na Definic¸a˜o 6.2.
Logo,
([φ1], [φ2]) ∈ χ−1([0])⇔ [ϕ(φ1, φ2)] = [0].
Portanto, por (*) e (**), conclu´ımos o resultado.

Esta proposic¸a˜o pode ser generalizada para um nu´mero finito de mo´dulos, como
apresentamos a seguir.
Proposic¸a˜o 6.4. Seja R = U(L)⊗kQ, onde L e´ uma k-a´lgebra de Lie abeliana de dimensa˜o
finita e Q e´ grupo abeliano finitamente gerado, livre de torc¸a˜o. Se M1,M2, . . . ,Mn sa˜o R-
mo´dulos finitamente gerados, enta˜o
M1 ⊗M2 ⊗ · · · ⊗Mn e´ finitamente gerado sobre R via ac¸a˜o diagonal ⇔ se, para todos
[φi] ∈ ∆˜(R,Mi), i = 1, 2, . . . ,m, tais que [ϕ(φ1, . . . , φm)] = [0], enta˜o [φ1] = . . . = [φm] = [0].
Demonstrac¸a˜o : Ana´loga a` anterior, para dois mo´dulos, sendo agora a aplicac¸a˜o δ definida
da seguinte forma:
δ : R→
m⊗
R
l 7→
∑
0≤j≤m
1⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1
⊗ l ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
m−j
, para l ∈ L
q 7→ q ⊗ q ⊗ · · · ⊗ q︸ ︷︷ ︸
m vezes
, para q ∈ Q

Corola´rio 6.1. Sejam R = U(L)⊗kQ, onde L e´ uma k-a´lgebra de Lie abeliana de dimensa˜o
finita e Q e´ grupo abeliano finitamente gerado, livre de torc¸a˜o. SuponhamosM um R-mo´dulo
finitamente gerado. Enta˜o,
⊗mM e´ finitamente gerado sobre R via ac¸a˜o diagonal⇔ sempre
que [φ1], . . . , [φm] ∈ ∆˜(R,M), tais que [ϕ(φ1, . . . , φm)] = [0], temos [φi] = [0], para todo i.

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6.3 O Teorema Principal
Sejam L uma a´lgebra de Lie metabeliana finitamente gerada sobre um corpo k, sendo L
uma extensa˜o cindida de A por B, onde A e B sa˜o a´lgebras de Lie abelianas, ou seja, temos
A  L  B extensa˜o cindida de a´lgebras de Lie abelianas. E, consideremos Q um grupo
abeliano finitamente gerado tal que temos a seguinte extensa˜o cindida de a´lgebras de Hopf
U(A)
α→ U(L)#kQ β→ U(B)⊗ kQ
Sejam
H = U(L)#kQ
e
R = U(B)⊗ kQ,
onde B e´ abeliana e comuta com Q, isto e´, R e´ anel comutativo.
Suponhamos tambe´m que A seja um R-mo´dulo finitamente gerado a` direita e
dimkB <∞, com
(1) Ac¸a˜o de U(B) sobre A: a ◦ b = [a, b], ∀b ∈ B e a ∈ A.
(2) Ac¸a˜o de kQ sobre A: a ◦ q = q−1aq, ∀q ∈ Q e a ∈ A.
Nosso objetivo principal aqui e´ demonstrar o seguinte:
Teorema 6.1. (Teorema Principal) As seguintes condic¸o˜es sa˜o equivalentes:
(1) k tem tipo homolo´gico FPm como H-mo´dulo; (ie, H tem tipo homolo´gico FPm)
(2)
⊗mA e´ finitamente gerado como R-mo´dulo via ac¸a˜o diagonal de R;
(3)
∧mA e´ finitamente gerado como R-mo´dulo via ac¸a˜o diagonal de R.
Observamos que para demonstrarmos este Teorema principal e´ suficiente provarmos para
H = U(L)#kQ˜, onde Q˜ e´ um subgrupo de ı´ndice finito em Q. Portanto, podemos supor que
Q seja livre de torc¸a˜o.
Para tal demonstrac¸a˜o, precisamos dos seguintes resultados:
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Lema 6.2. Suponhamos 0→M1 →M →M2 → 0 uma sequ¨eˆncia exata curta de R-mo´dulos
finitamente gerados. Enta˜o,
∆˜(R,M) = ∆˜(R,M1) ∪ ∆˜(R,M2).
Demonstrac¸a˜o : (⊇) Observemos que ∆˜(R,M) e´ definido em termos do anulador de M .
Mais precisamente, este e´ definido em termos dos ideais primos contendo o anulador, ja´ que
o kernel de χ, para [χ] ∈ ∆˜(R,M) e´ um ideal primo.
Afirmac¸a˜o: Se Ann(M) ⊆ Ann(N), enta˜o ∆˜(R,N) ⊂ ∆˜(R,M).
De fato, se [χ] ∈ ∆˜(R,N), por definic¸a˜o, Ann(N) ⊂ Kerχ. Assim, Ann(M) ⊆ Ann(N) ⊂
⊂ Kerχ, ou seja, χ : R → k((t)) e´ homomorfismo de k-a´lgebras tal que χ(Ann(M)) = 0, o
que implica [χ] ∈ ∆˜(R,M).Logo, ∆˜(R,N) ⊂ ∆˜(R,M).
Sendo a sequ¨eˆncia 0→M1 →M →M2 → 0 exata, temos M1 ⊆M e M2 'M/M1.
Assim, como o anulador de um submo´dulo pro´prio ou quociente deM conte´m o anulador
de M , pela afirmac¸a˜o acima, devemos ter ∆˜(R,M1) ⊆ ∆˜(R,M) e ∆˜(R,M2) ⊆ ∆˜(R,M).
Logo, ∆˜(R,M1) ∪ ∆˜(R,M2) ⊆ ∆˜(R,M).
(⊆) Por outro lado, suponhamos que I1 e I2 sejam os anuladores deM1 eM2, respectivamente.
Enta˜o, I1.I2 anula M .
Suponhamos que [χ] ∈ ∆˜(R,M) e que Kerχ = P . Enta˜o, I1.I2 ⊆ Ann(M) ⊆ P e, deste
modo, como P e´ ideal primo, I1 ⊆ P ou I2 ⊆ P . Segue enta˜o, como no para´grafo anterior,
que [χ] ∈ ∆˜(R,M1) ou [χ] ∈ ∆˜(R,M2). Logo, ∆˜(R,M) ⊂ ∆˜(R,M1) ∪ ∆˜(R,M2).

Lema 6.3. Suponhamos que M seja um R-mo´dulo finitamente gerado. Se [χ] ∈ ∆˜(R,M),
com Im(χ) 6= 0, enta˜o existe uma aplicac¸a˜o linear na˜o nula
ω :M → k((t))
tal que
ω(mr) = ω(m).χ(r),∀m ∈M, r ∈ R.
Demonstrac¸a˜o : Ana´loga a demonstrac¸a˜o do Lema 2 de [21], a qual usa propriedades de
k-a´lgebras comutativas, como decomposic¸a˜o prima´ria de mo´dulos sobre ane´is comutativos.
Neste caso, o anel comutativo e´ o anel R. 
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Lema 6.4. Se L e´ uma a´lgebra de Lie, a qual e´ extensa˜o cindida de A por B, onde A e B
sa˜o a´lgebras de Lie abelianas, e k e´ de tipo homolo´gico FPm sobre H = U(L)#kQ, enta˜o
(
∧iA) e´ finitamente gerado sobre R = U(B)⊗ kQ, para cada i ≤ m, onde R atua via ac¸a˜o
diagonal, ie, via m-e´sima comultiplicac¸a˜o R→⊗mR.
Demonstrac¸a˜o : Suponhamos µ : · · · −→ Mi ∂i−→ · · · ∂1−→ M0 ∂0−→ k −→ 0 uma resoluc¸a˜o
livre de k sobre H tal que Mi e´ finitamente gerado para i ≤ m (esta resoluc¸a˜o existe pois k
e´ de tipo homolo´gico FPm sobre H).
Consideremos N a resoluc¸a˜o padra˜o do mo´dulo trivial k sobre U(A), ie,
N : · · · → Ni = ∧iA⊗ U(A)→ Ni−1 = ∧i−1A⊗ U(A)→ · · · → N0 = U(A)→ k → 0,
com diferencial di, tal que
di((a1 ∧ · · · ∧ ai)⊗ λ) =
∑
j
(−1)j(a1 ∧ · · · ∧ âj ∧ · · · ∧ ai)⊗ ajλ
(tal complexo e´ exato, por [[15], Cap.13, Teorema 7.1]).
Construiremos uma aplicac¸a˜o de cadeia
α :M→N
sobre U(A).
Primeiramente, como Mi e´ finitamente gerado sobre H, para i ≤ m, temos Mi = Hmi e,
para algum U(A)-submo´dulo livre Li de Mi, temos
Li = U(A)
mi .
Assim, Li ⊗U(A) H = U(A)mi ⊗U(A) H = (
⊕
mi vezes
U(A)) ⊗U(A) H =
=
⊕
mi vezes
(U(A))⊗U(A) H =
⊕
mi vezes
H = Hmi =Mi, ou seja,
Mi = Li ⊗U(A) H ' Li ⊗k R,
para algum U(A)-submo´dulo livre Li de Mi.
Queremos definir α tal que αi(lf) = αi(l)
f , para todo l ∈ Li, f um monoˆmio em U(B),
onde o ı´ndice superior f denota a imagem sobre a ac¸a˜o diagonal de f .
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Provemos por induc¸a˜o em i.
Suponhamos que temos construido αi−1 :Mi−1 → Ni−1. Enta˜o, por [[27], Teo.6.9], existe
um homomorfismo de U(A)-mo´dulos βi : Li → Ni tal que o seguinte diagrama comuta
Li
βi

∂i //Mi−1
αi−1

Ni
di // Ni−1
ou seja, diβi = αi−1∂i.
Tomemos αi(lf) = βi(l)
f , para l ∈ Li, f um monoˆmio em U(B).
Temos que αi e´ um homomorfismo de U(A)-mo´dulos e diαi = αi−1∂i. De fato,
• αi(tfa) = αi(tf)a;
Vamos provar por induc¸a˜o em n = |f |. Para n = 0(⇒ f = 1), temos
αi(tfa) = αi(ta) = βi(ta) = βi(t).a = αi(t).a = αi(tf)a.
Suponhamos n ≥ 1 e o resultado verdadeiro para |f | = n− 1.
Se |f | = n, f = f1.q, onde |f1| = n− 1. Temos:
fa = f1.q.a = f1(aq−(a◦q))⇒ αi(tfa) = αi(tf1aq−tf1(a◦q)) = αi(tf1aq)−αi(tf1(a◦q)) =def.
= αi(tf1a)
q−αi(tf1(a◦q)) =H.I. [αi(tf1)a]q−αi(tf1)(a◦q) =diagonal (αi(tf1)q)a+αi(tf1)(aq)−
−αi(tf1)(a ◦ q) = (αi(tf1)q)a = (βi(t)f1q)a = βi(t)f .a = αi(tf)a.
• diαi = αi−1.∂i;
De fato,
diαi(tf) = di(βi(t)
f ) = di((βi(t)))
f = (diβi(t))
f = (αi−1∂i(t))f = (αi−1(∂i(t)))f =
= αi−1(∂i(t)f) = αi−1∂i(tf).
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Agora, M⊗U(A) k e´ um complexo de R = U(L)⊗U(A) k-mo´dulos e,
Mi⊗U(A)k = U(L)mi⊗U(A)k = (
⊕
mi vezes
U(L))⊗U(A)k =
⊕
mi vezes
(U(L)⊗U(A)k) =
⊕
mi vezes
R = Rmi ,
o qual e´ R-anel noetheriano.
Assim, Hi(Mdel ⊗U(A) k) = Ker (Mi⊗U(A)k→Mi−1⊗U(A)k)Im(Mi+1⊗U(A)k→Mi⊗U(A)k) e´ finitamente gerado sobre R.
A aplicac¸a˜o αi induz um isomorfismo entre os grupos de homologia Hi(Ndel ⊗U(A) k) e
Hi(Mdel ⊗U(A) k), ie, Hi(Ndel ⊗U(A) k) ' Hi(Mdel ⊗U(A) k), o qual e´ finitamente gerado
sobre R. (*)
Agora,
Hi(Ndel ⊗U(A) k) =
Ker ((∧iA⊗k U(A))⊗U(A) k → (∧i−1A⊗k U(A)))⊗U(A) k
Im((∧i+1A)⊗k U(A))⊗U(A) k → (∧iA⊗k U(A))⊗U(A) k) =
=
Ker (∧iA→ ∧i−1A)
Im(∧i+1A→ ∧iA) (∗∗)
Vamos mostrar que di ⊗ idk = 0, i ≥ 1.
De fato, temos que existe um isomorfismo σi : ∧iA⊗ U(A)⊗U(A) k −→ ∧iA tal que
σi(a1 ∧ · · · ∧ ai ⊗ λ⊗ k1) = a1 ∧ · · · ∧ (ai(λ)k1).
Observamos que
(di ⊗ idk)(a1 ∧ · · · ∧ ai ⊗ λ⊗ k1) =
∑
j
(−1)j(a1 ∧ · · · ∧ âj ∧ · · · ∧ ai)⊗ ajλ⊗ k1
Seja d˜i : ∧iA −→ ∧i−1A, onde d˜i = σi(di ⊗ idk)σ−1i . Enta˜o,
d˜i(a1∧· · ·∧ai) = σi(di⊗idk)(a1∧· · ·∧ai⊗1⊗1) = σi(
∑
j
(−1)j(a1∧· · ·∧âj · · ·∧ai)⊗aj⊗1) =
= σi(
∑
j
(−1)j(a1 ∧ · · · ∧ âj · · · ∧ ai(aj))) = σi(0) = 0, pois (aj) = 0
Logo, di ⊗ idk = 0.
Deste modo, voltando em (∗∗), teremos que Hi(N ⊗U(A) k) =
∧iA. E, em (∗), teremos
enta˜o Hi(N ⊗U(A) k) ' Hi(M⊗U(A) k), o qual e´ finitamente gerado sobre R.
Logo,
∧iA e´ finitamente gerado sobre R, para cada i ≤ m. O fato que ac¸a˜o de R sobre∧iA e´ dada pela comultiplicac¸a˜o foi estabelecido em [22].

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Teorema 6.2. Seja R = U(B) ⊗ kQ, onde B e´ a´lgebra de Lie abeliana e Q um grupo
abeliano finitamente gerado. Suponhamos que A seja R-mo´dulo finitamente gerado.
(1)
⊗mA e´ finitamente gerado sobre R via ac¸a˜o diagonal⇔ sempre que [v1], . . . , [vm] ∈ ∆˜(R,A),
[ϕ(v1, . . . , vm)] = [0], temos [vi] = [0], para todo i.
(2)
∧iA finitamente gerado sobre R via ac¸a˜o diagonal, para cada i ≤ m ⇔
⇔⊗mA finitamente gerado sobre R via ac¸a˜o diagonal.
Demonstrac¸a˜o : (1) Corola´rio 6.1.
(2) Suponhamos que esta afirmac¸a˜o na˜o seja verdadeira, ie, que
∧iA seja finitamente
gerado, mas
⊗iA na˜o seja finitamente gerado. Enta˜o, pela 1a parte deste teorema, existem
[v1], . . . , [vm] ∈ ∆˜(R,A) na˜o todos nulos, tais que [v1|B+· · ·+vm|B] = [0] e [v1|Q. . . . .vm|Q] =
= [0].
Seja µi : k((t))→ k((ti)) o isomorfismo de k-a´lgebras, levando t a` ti.
Aplicando o Lema 6.3, existem aplicac¸o˜es lineares na˜o nulas ω˜i : A −→ k((t)) tais que
ω˜i(ar) = ω˜i(a).vi(r),∀r ∈ R, a ∈ A, 1 ≤ i ≤ m.
Enta˜o, para ωi = µi ◦ ω˜i : A→ k((ti)), temos
ωi(ar) = ωi(a).αi(r),∀r ∈ R, a ∈ A, 1 ≤ i ≤ m,
onde αi = µi ◦ vi.
R
αi
  
vi // k((t))
µi

k((ti))
Usando as aplicac¸o˜es ωi construiremos outra aplicac¸a˜o linear
ω˜ = ω1 ⊗ ω2 ⊗ · · · ⊗ ωm : ⊗mA→ C := k((t1))⊗ · · · ⊗ k((tm)),
que sera´ importante para a conclusa˜o da prova deste teorema.
Sejam
α : ⊗mA −→ ⊗mA
a1 ⊗ · · · ⊗ am 7→
∑
σ∈Sm
(−1)σaσ(1) ⊗ · · · ⊗ aσ(m)
e γ : ⊗mA→ ∧mA a projec¸a˜o canoˆnica.
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⊗mA
γ

α // ⊗mA
∧mA
aplic.linear
<<
Como todas as aplicac¸o˜es comutam com ac¸a˜o diagonal de R, temos que Im(α) e´ R-
mo´dulo finitamente gerado (Im(α) se fatora atrave´s de ∧mA).
Consideremos S = {λ ∈ ⊗mR | σ(λ) = λ,∀σ ∈ Sm} subanel de ⊗mR e o grupo sime´trico
Sm atuando sobre ⊗mR permutando os fatores do produto tensorial, ie, σ leva λ1⊗ · · ·⊗λm
a` λσ(1) ⊗ · · · ⊗ λσ(m).
Notemos que Im(α) e´ um mo´dulo sobre S e α e´ um homomorfismo de S-mo´dulos (mas
na˜o de ⊗mR-mo´dulos).
Afirmac¸a˜o: ⊗mR ⊇ S e´ extensa˜o integral de ane´is.
Vamos mostrar que cada elemento de ⊗mR e´ integral sobre S, ie, um elemento t ∈ ⊗mR
satisfaz um polinoˆmio moˆnico com coeficientes em S. De fato, um elemento arbitra´rio
t ∈ ⊗mR e´ uma raiz do polinoˆmio ∏
σ∈Sm
(x− σ(t)) ∈ S[x].
Logo, t e´ integral sobre S. Ale´m disso, como R e´ finitamente gerado como k-a´lgebra,
⊗mR e´ uma a´lgebra abeliana finitamente gerada sobre k = k. Portanto, ⊗mR ⊇ S e´ extensa˜o
integral, ie, ⊗mR e´ finitamente gerado como S-mo´dulo via produto.
Mostremos agora que V = Im(α)(⊗mR) e´ finitamente gerado sobre R.
Como ⊗mR e´ finitamente gerado como S-mo´dulo, podemos escrever
⊗mR = St1 + St2 + · · ·+ Stj, para alguns t1, · · · , tj ∈ ⊗mR
e, assim,
V = Im(α)(⊗mR) = Im(α)St1 + Im(α)St2 + · · · + Im(α)Stj Im(α)S=Im(α)=
= Im(α)t1 + Im(α)t2 + · · ·+ Im(α)tj.
Agora, sendo Im(α) e´ finitamente gerado sobre R,
Im(α) = a˜1δ(R) + · · ·+ a˜sδ(R),
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onde δ : R→ ⊗mR e´ a aplicac¸a˜o diagonal, ie, m-e´sima comultiplicac¸a˜o.
Deste modo,
V = Im(α)(⊗mR) =
∑
1≤i≤s,1≤k≤j
a˜iδ(R)tk =
∑
1≤i≤s,1≤k≤j
a˜itkδ(R),
o que implica que V e´ finitamente gerado como R-mo´dulo via ac¸a˜o diagonal.
Vamos supor que ω˜(V ) 6= 0 ( no caso em que isto na˜o acontece, v1, . . . , vm podem ser
trocados com outros para os quais o novo ω˜(V ) 6= 0 , como foi demonstrado em [19]) e seja
s o inteiro na˜o-negativo com as propriedades
ω˜(V ) ⊆ Js e ω˜(V ) * Js+1,
onde J e´ o ideal de C gerado por t1 − t2, t2 − t3, · · · , tm−1 − tm e, por definic¸a˜o, J0 = C
(recordamos que C foi definido na pa´gina 55). Podemos tomar s com tal propriedade pois⋂
Js = 0. De fato, C mergulha em S =
⋃
zi∈ZZ
tz11 . . . t
zm
m k[[t1, . . . , tm]], o qual e´ localizac¸a˜o de
k[[t1, . . . , tm]] com respeito a {tIN1 . . . tINm }. Agora, sendo k[[t1, . . . , tm]] um anel noetheriano
(ver [1]), temos que S e´ localizac¸a˜o de anel noetheriano. Portanto, S e´ anel noetheriano.
Seja T ideal de S gerado por t1 − t2, . . . , tm−1 − tm. Por definic¸a˜o, J ⊆ T . Logo,⋂
J i ⊆ ⋂T j. Mostremos que ⋂T j = 0.
Sabemos que S/T ' k((t1)), pois existe
S  k((t1))
ti 7→ t1
com nu´cleo T . Logo, podemos aplicar o resultado de [1](10.18)(“Se A e´ domı´nio noetheriano,
I e´ ideal de A tal que A 6= I CA, enta˜o ⋂ Is = 0”), para A = S e I = T , conseguindo enta˜o
que
⋂
T j = 0. Portanto,
⋂
Js = 0.
Para v = a1 ⊗ . . . ⊗ am ∈ V , calculemos a imagem da ac¸a˜o diagonal de b ∈ B em ω˜(v).
Temos:
ω˜(v ◦ b) = ω˜((a1 ⊗ . . . ⊗ am) ◦ b) = ω˜((a1 ◦ b) ⊗ a2 ⊗ . . . ⊗ am + a1 ⊗ (a2 ◦ b) ⊗ . . . ⊗
am + . . . + a1 ⊗ a2 ⊗ . . . ⊗ (am ◦ b)) = ω1(a1 ◦ b) ⊗ ω2(a2) ⊗ . . . ⊗ ωm(am) + ω1(a1)⊗
⊗ω2(a2◦b)⊗. . .⊗ωm(am)+. . .+ω1(a1)⊗ω2(a2)⊗. . .⊗ωm(am◦b) = ω1(a1)α1(b)⊗ω2(a2)⊗. . .⊗
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⊗ωm(am)+ω1(a1)⊗ω2(a2)α2(b)⊗ . . .⊗ωm(am)+ . . .+ω1(a1)⊗ω2(a2)⊗ . . .⊗ωm(am)αm(b) =
= ω˜(a1⊗a2⊗ . . .⊗am)(α1(b)+ . . .+αm(b)) enta˜o, δ(b) age via produto com
∑
0≤i≤m−1
αi+1(b).
Calculemos agora a ac¸a˜o de q ∈ Q. Temos:
ω˜(v ◦ q) = ω˜((a1⊗ . . .⊗am)◦ q) = ω˜(a1 ◦ q⊗ . . .⊗am ◦ q) = ω1(a1 ◦ q)⊗ . . .⊗ωm(am ◦ q) =
= ω1(a1)α1(q)⊗ . . .⊗ ωm(am)αm(q) = ω˜(a1 ⊗ . . .⊗ am)(α1(q)⊗ . . .⊗ αm(q)), enta˜o δ(q) age
via produto com α1(q)⊗ . . .⊗ αm(q).
Agora,
ω˜(v)
∑
αi(b) ≡ ω˜(v)
∑
piiαi(b)(mod J
s+1)
e
ω˜(v)
∏
αi(q) ≡ ω˜(v)
∏
piiαi(q)(mod J
s+1),
onde pii : k((ti)) → k((t1)) e´ o isomorfismo de k-a´lgebras levando ti a` t1 e s como definido
anteriormente, ie, s e´ o inteiro na˜o-negativo com as propriedades ω˜(V ) ⊆ Js e ω˜(V ) * Js+1.
Como
∑
i
[vi|B] = 0 e
∏
i
[vi|Q] = [0], temos que
∑
i
pii ◦ αi(b) ∈ k[[t1]] e∏
i
pii ◦ αi(q) ∈ k[[t1]], ie, a ac¸a˜o diagonal sobre
D := (ω˜(V ) + Js+1)/Js+1 6= 0
corresponde a produto com elementos de k[[t1]]. Agora, sendo J
s um C-mo´dulo via produto,
temos que Js/Js+1 e´ C/J-mo´dulo. Consideremos
f : C −→ k((t1))
ti 7−→ t1.
Como Ker(f) = J , temos C/J ' k((t1)). Logo, Js/Js+1 e´ k((t1))-mo´dulo, com a imagem
de ti agindo como t1.
Como k((t1)) e´ corpo, J
s/Js+1 e´ k((t1))-mo´dulo livre e finitamente gerado, com base
(t1 − t2)s1(t2 − t3)s2 . . . (tm−1 − tm)sm−1 , com
∑
i
si = s, ie,
Js/Js+1 =
⊕
e∈E
e.k((t1)),
sendo E uma base de Js/Js+1 como k((t1))-mo´dulo.
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Temos que D ⊆
∑
f∈F
f.k[[t1]], sendo F um subconjunto finito de J
s/Js+1. Seja k > 0 tal
que F ⊆
⊕
e∈E
e.t1
−kk[[t1]]. Deste modo,
D ⊆
⊕
e∈E
e.t1
−kk[[t1]].
Finalmente, tomemos vi tal que [vi] 6= [0], ie, Im(αi) na˜o e´ um subconjunto de k[[ti]], e
r ∈ R tal que αi(r) /∈ k[[ti]] e definamos
h = (⊗i−11)⊗ r ⊗ (⊗m−i1) ∈ ⊗mR.
Para v ∈ V , temos
D 3 ω˜(v.h) = ω˜(v).αi(r) ≡ ω˜(v).pii(αi(r))(mod Js+1) e, assim, (ω˜(V ) + Js+1)/Js+1 e´
invariante sobre multiplicac¸a˜o com f j, para todo j ≥ 1, onde f = pii(αi(r)) ∈ k((t1))\k[[t1]],
ou seja, D e´ fechado via produto com {f j}j≥1, onde f ∈ k((t1)) \ k[[t1]], ie, se d ∈ D,
d =
∑
e∈E
e.t−k1 λe, com λe ∈ k[[t1]], temos df j =
∑
e∈E
e.t−k1 f
jλe ∈ D ⊆
⊕
e∈E
e.t−k1 k[[t1]]
e, o : k((t1))→ ZZ ∪∞ e´ valorizac¸a˜o principal, o(t−k1 f jλe) = −k+ j.o(f)+ o(λe) < −k, para
j suficiente grande, pois o(f) < 0, enta˜o t−k1 f
jλe /∈ t−k1 k[[t1]], chegando a uma contradic¸a˜o.

Teorema 6.3. Se A e´ R-mo´dulo finitamente gerado e
∧iA e´ finitamente gerado sobre R,
para cada i ≤ m, via ac¸a˜o diagonal, enta˜o k e´ de tipo FPm sobre H.
A demonstrac¸a˜o deste teorema e´ baseada na existeˆncia de algumas sequ¨eˆncias exatas
longas especiais dadas no lema a seguir.
Lema 6.5. Para todo k ≥ 1, o complexo
0 −→ ∧kA ∂k,k−→ . . . ∂i+1,k−→ ∧iA⊗ Sk−iA ∂i,k−→ . . . ∂1,k−→ SkA −→ 0,
com diferenciais
∂i,k((a1∧. . .∧ai)⊗(b1⊗. . .⊗bk−i)) =
∑
1≤j≤i
(−1)i−j(a1∧. . .∧âj∧. . .∧ai)⊗(aj⊗b1⊗. . .⊗bk−i),
para todos a1, . . . , ai, b1, . . . , bk−i ∈ A, e´ exato, sendo SjA definido como no exemplo 1.1.
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Demonstrac¸a˜o : [21], Lema 7.1.

Agora, definimos Vi, para i ≥ 1, o subespac¸o de
⊗iA gerado pelos elementos∑
σ∈Si
(−1)σaσ(1) ⊗ . . . ⊗ aσ(i), para todos a1, . . . , ai ∈ A. E, seja Wi o U(A)-submo´dulo de⊗i−1A⊗ U(A) gerado por
Vi ⊆ (
i−1⊗
A)⊗ A ⊂ (
i−1⊗
A)⊗ U(A).
Lema 6.6. A aplicac¸a˜o ϕi : Vi ⊗ U(A) → Wi, levando
∑
σ∈Si
(−1)σaσ(1) ⊗ . . . ⊗ aσ(i) ⊗ λ a`∑
σ∈Si
(−1)σaσ(1) ⊗ . . .⊗ aσ(i−1) ⊗ aσ(i)λ, tem kernel Wi+1.
Demonstrac¸a˜o : [21], Lema 7.2.

Observamos que U(A) '
⊕
m≥0
SmA, enta˜o
⊗j A ⊗ U(A) ' ⊕
m≥0
(
⊗j A) ⊗ (SmA) e
R = U(B) ⊗ U(Q) age sobre ⊗j+mA via ac¸a˜o diagonal. Esta ac¸a˜o induz ac¸a˜o de R so-
bre (
⊗j A) ⊗ (SmA) e, portanto, R age sobre ⊗j A ⊗ U(A). Assim, ⊗j A ⊗ U(A) e´ um
H-mo´dulo com U(A) atuando via multiplicac¸a˜o na coordenada de U(A) e R atua como ja´
explicamos.
Lema 6.7. Seja A um R-mo´dulo finitamente gerado e
∧iA finitamente gerado sobre R,
para todo i ≤ m. Enta˜o, o mo´dulo Wi e´ de tipo FPk sobre H se, e somente se, Wi+1 e´ de
tipo FPk−1 sobre H.
Demonstrac¸a˜o : Pelo Lema 6.6 e definic¸a˜o de Wi, temos a sequ¨eˆncia exata curta de U(A)-
mo´dulos
0→ Wi+1 = kerϕi → Vi ⊗ U(A) ϕi−→ Wi → 0 (∗)
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Observamos que Vi '
∧iA. Assim, o submo´dulo Vi e´ finitamente gerado sobre R, para
i ≤ m e,
Vi ⊗R H ' Vi ⊗R R⊗ U(A) ' Vi ⊗k U(A),
pois H = U(L)#kQ ' U(A)⊗ U(B)⊗ kQ = U(A)⊗R ' R⊗ U(A).
Agora, sendo Vi finitamente gerado sobre R, o qual e´ anel noetheriano, pelo Lema 3.1
temos que Vi tem tipo FP∞ sobre R.
Sendo L = A ⊕ B, temos que U(L) e´ U(B)-mo´dulo livre, enta˜o H = U(L)#kQ e´
U(B) ⊗ kQ = R-mo´dulo livre. Deste modo, H e´ um R-mo´dulo plano (todo mo´dulo livre e´
projetivo, logo plano), de onde temos ⊗RH funtor exato.
Logo, pelo Lema 3.2, Vi ⊗R H e´ de tipo FP∞ sobre H.
Portanto, Vi ⊗k U(A) ' Vi ⊗R H e´ induzido de um mo´dulo de tipo FP∞ sobre R e e´ de
tipo FP∞ sobre H.
Aplicando a Proposic¸a˜o 3.3 a` sequ¨eˆncia (∗), temos
0→ Wi+1 = kerϕi → Vi ⊗ U(A) ϕi−→ Wi → 0,
com Vi ⊗ U(A) de tipo FP∞ sobre H (ou seja, FPn, ∀n), portanto, Wi tem tipo FPk sobre
H se, e somente se, Wi+1 tem tipo FPk−1 sobre H, para k ≥ 1.

Finalmente, estamos prontos para completar a demonstrac¸a˜o do Teorema 6.3.
Aplicando o Lema 6.7 va´rias vezes, obtemos que:
W1 e´ de tipo FPm−1 sobre H ⇔ Wm e´ de tipo FP0 sobre H (ie, finitamente gerado).
Notemos que Vm e´ um conjunto gerador de Wm sobre U(A). Por hipo´tese,
∧mA e´
finitamente gerado sobre R e, enta˜o, Vm e´ finitamente gerado sobre R, de onde devemos ter
Wm finitamente gerado sobre H, ie, Wm e´ de tipo FP0 sobre H. Logo, W1 e´ de tipo FPm−1
sobre H.
Assim, falta mostrarmos que
W1 tem tipo FPm−1 sobre H ⇔ k tem tipo FPm sobre H.
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De fato, temos V1 = A, W1 e´ o U(A)-submo´dulo de U(A) gerado por A ⊂ U(A), ou seja,
W1 e´ o ideal aumentado dado em
W1 = Ker(pi) −→ U(A) pi−→ k (counidade),
isto e´, pi(A) = 0.
Agora, como R e´ anel noetheriano e k e´ finitamente gerado sobre R, pelo Lema 3.1,
k tem tipo FP∞ sobre R. Assim, pelo Lema 3.2, k ⊗R H tem tipo FP∞ sobre H. E,
U(A) ' k ⊗k U(A) ' k ⊗R H. Logo, U(A) e´ de tipo FP∞ sobre H.
Portanto, usando a Proposic¸a˜o 3.3,
W1 e´ de tipo FPm−1 sobre H ⇔ k e´ de tipo FPm sobre H,
concluindo a prova do Teorema 6.3. 
Prova do Teorema 6.1:
Pelo Lema 6.4, temos que (1) ⇒ ∧iA finitamente gerado sobre R, para cada i ≤ m.
Logo, (1)⇒ (3).
No Teorema 6.3, provamos que (3)⇒ (1).
Pelo Teorema 6.2, temos (2)⇔ (3).
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