Abstract. We consider a ( nite or in nite) family of closed convex sets with nonempty i n tersection in a normed space. A property relating their epigraphs with their intersection's epigraph is studied, and its relations to other constraint quali cations (such as the linear regularity, the strong CHIP and Jameson's (G)-property) are established. With suitable continuity assumption we s h o w h o w t h i s p r o p e r t y can be ensured from the corresponding property of some of its nite subfamilies.
Introduction
In dealing with a l o wer semicontinuous extended real valued function de ned on a Banach space (or more generally, a normed linear space) X, it is not only natural but also useful to study its relation with the epigraph epi := f(x r) 2 X R : (x) rg, w h i c h is clearly a closed convex subset of the product X R. Conversely, g i v en a nonempty closed convex set C in X, l e t C denote the support function of C, w h i c h is de ned by C (x ) = s u p fhx x i : x 2 Cg x 2 X where X denotes the dual space of X and hx x i = x (x), the value of the functional x at x. Thus C is a w ;lower semicontinuous convex function and epi C is a w ;closed convex subset of X R. In this paper, we shall apply this simple duality b e t ween C and epi C to study several important aspects (including the regularity, the strong CHIP, Jameson's property ( G) and other constraint quali cations) for a C C S -system fC i : i 2 Ig by which w e mean a family of closed convex sets in X with nonempty intersection Ward in 12], and was utilized in 13] a s w ell as in 9, 23, 2 4 ] to reformulate certain optimization problems with constraints. All the works cited above w ere in the Hilbert space or Euclidean space setting. The concept of property ( G) w as introduced by Jameson 16] for a pair of cones, and was utilized to give a duality c haracterization of the linear regularity. In improving the partial results obtained by Lewis, Pang (see 22, 2 9 ] ) and by B a u s c hke, Borwein and Li 6 ], Jameson's result was extended by N g a n d Y ang 28] to the general case (without additional assumption that each C i is a cone), but still only for nite I. For the case when X is a Hilbert space, the same result was also independently obtained by B a k an, Deutsch and Li in 3].
In this paper, we extend the above mentioned results to cover the case when I is in nite. From both the theoretical and application points of view, the extension from the nite case to the in nite one is of importance. Regarding the strong CHIP, such an extension has already been done rather successfully with many i n teresting applications (see, for example, 26, 2 7 ] ). Our investigation is through the consideration of epigraphs, and in particular by virtue of that of a new constraint quali cation de ned below. Our works in this connection are inspired by the recent w orks of Jeyakumar and his collaborates (see 7, 17, 18, 19, 21] , etc), who made use of epigraphs to provide su cient conditions to ensure the strong CHIP (for nite collection of closed convex sets), and study systems of convex inequalities. We say that a C C S -system fC i : i 2 Ig satis es the SECQ (sum of epigraphs constraint quali cation) if epi T i2I Ci = X i2I epi Ci : (1.1) In section 4, we study the interrelationship between this property and other constraint quali cations, especially the linear regularity. Also, since this property is a property stronger than the strong CHIP (and the converse holds in some important cases, see Theorem 3.1), it is both natural and useful to inquire whether or not the su cient conditions originally provided to ensure the strong CHIP can in fact ensure the SECQ. In this connection, let us recall the following results proved in 26] (see in particular Theorem 4.1 and 5.1 therein). For the remainder of this section, we assume that I is a compact metric space (needless to say that if I is nite, then it is compact under the discrete metric) and see the next section for de nitions of the unde ned terms. 
Notations and preliminary results
The notations used in the present paper are standard (cf. 8, 14] ). In particular, we assume throughout the whole paper that X is a normed linear space (over the real eld R or the complex eld C ). We use B(x ) to denote the closed ball with center x and radius . For a set A in X (or in R n ), the interior (resp. relative i n terior, closure, convex hull, convex cone hull, linear hull, a ne hull, boundary) of A is denoted by i n t A (resp. ri A, A, c o A, cone A, span A, a A, b d A), and the negative polar cone A is the set de ned by A = fx 2 X : Re hx z i 0 for all z 2 Ag which coincides with the polar A of A when A is a cone. The normal cone of A at z 0 is denoted by N A (z 0 ) and de ned by N A (z 0 ) = (A ; z 0 ) . Let Z be a closed convex nonempty subset of X. The interior and the boundary of A relative t o Z are respectively denoted by rint Z A and bd Z A they are de ned to be respectively the interior and the boundary of the set a Z \ A in the metric space a Z. Re hx x i for each x 2 X :
Let f be a proper lower semicontinuous extended real-valued function on X. The domain of f is denoted by d o m f := fx 2 X : f(x) < +1g. Then the subdi erential of f at x 2 dom f, denoted by @ f(x), is de ned by @ f(x) : = fz 2 X : f(x) + R e hz y ; xi f(y) for all y 2 Xg:
Let f, g be proper functions respectively de ned on X and X . Let f , g denote their conjugate
functions, that is f (x ) : = s u p fRe hx x i ; f(x) : x 2 Xg for each x 2 X g (x) : = s u p fRe hx x i ; g(x ) : x 2 X g for each x 2 X:
The epigraph of a function f on X is denoted by e p i f and de ned by epi f := f(x r) 2 X R : f(x) rg: Then, for proper lower semicontinuous extended real-valued convex functions f 1 and f 2 on X, w e h a ve f 1 f 2 () f 1 f 2 () epi f 1 epi f 1 (2.2) where the forward direction of the rst arrow and the second equivalence are easy to verify, while the backward direction of the rst arrow is standard (cf. 34, Theorem 2.3.3]).
For closed convex sets A B, the following assertions are well-known and easy to verify:
A (x ) = R e hx x i , x 2 N A (x) () (x Re hx x i) 2 epi A for each x 2 A (2.5) and epi A epi B if A B: (2.6) For simplicity of notations, we will usually assume that the scalar eld of X is R ( and so Re hx x i is to be replaced by hx x i).
Let fA i : i 2 Jg be a family of subsets of X. (a) co(inf i2I (g i ))
w is a proper function on X .
(b) For all x 2 X, (inf i2I (g i )) (x) = sup i2I g i (x).
(c) For all y 2 X , (sup i2I g i ) (y ) = co(inf i2I (g i ))
w (y ).
Proof (c) Applying the conjugations to both sides of (b), w e g e t (inf i2I (g i )) = ( s u p i2I g i ) :
By (a), we see that co(inf i2I (g i ))
w is proper. Combining this with 34, Theorem 2.3.4], we see that
w , which completes the proof.
The following lemma was stated without proof in 20, P.902]. We give a proof here for the sake o f completeness (Note that the condition that \sup i2I g i is proper" is needed). Hence the conclusion follows from Corollary 2.1.
We will need the following notion of semicontinuity of set-valued maps in sections 4 and 5. Readers may refer to standard texts such a s 1 ].
De nition 2.2. Let Q be a compact metric space. Let X be a normed linear space and let t 0 2 Q. A set-valued function F : Q ! 2 Y n f g is said to be (i) lower semicontinuous at t 0 , if, for any y 0 2 F(t 0 ) and any > 0, there exists a neighborhood U(t 0 ) of t 0 such that B(y 0 ) \ F(t) 6 = for each t 2 U(t 0 ) (ii) lower semicontinuous on Q if it is lower semicontinuous at each t 2 Q.
The following characterization regarding the lower semicontinuity is a reformulation of the equivalence of (i) and (ii) in 26, Proposition 3.1]. Let lim inf t!t0 F(t) denote the lower limit of the set-valued function F at t 0 2 Q which is de ned by lim inf t!t0 F(t) : = fz 2 X : 9fz t g t2Q with z t 2 F(t) s u c h t h a t z t ! z as t ! t 0 g: Proposition 2.3. Let Q be a c ompact metric space. Let F : Q ! 2 X n f g be a set-valued function and let t 0 2 Q. Then F is lower semicontinuous at t 0 if and only if
We collect some properties of the lower limit of the set-valued function F at t 0 2 Q in the following proposition. The rst property is direct from de nition and the second property is a direct consequence of 30, Proposition 4.15].
Proposition 2.4. Let Q be a c ompact metric space and X a n o r m e d linear space. Let F : Q ! 2 X n f g be a set-valued function such that F(t) is convex for each t 2 Q. Let t 0 2 Q. Then lim inf t!t0 F(t) is convex.
Moreover, if X is nite dimensional and B is a compact subset contained in int(lim inf t!t0 F(t)) (e.g. F is lower semicontinuous and B is a compact set contained in int(F (t 0 ))), then there exists a neighborhood U(t 0 ) of t 0 such that B intF (t) for each t 2 U(t 0 ). 3 The strong CHIP and the SECQ Recall that I is an arbitrary index set and fC i : i 2 Ig is a collection of nonempty closed convex subsets of X. We denote T i2I C i by C and assume that 0 2 C throughout the whole paper. The following theorem describes a relationship between the strong CHIP and the SECQ for the system fC i : i 2 Ig. (ii). Suppose that (ii) holds. If C is bounded, then C is compact because span C is nite dimensional.
Hence (3.1) in this case follows from part (i). If C is the whole space, then (3.1) holds trivially as dom C = I m @ C = f0g. Thus we m a y assume that C is a proper and unbounded subset of the nite dimensional space Z := span C. Let^ C and^ C denote respectively the indicator function and the support function of the set C as a set in the space Z. Then^ C and^ C are respectively the restrictions onto Z and Z of C and C . It is easy to see from de nitions that dom C = fy 2 X : y j Z 2 dom^ C g and Im @ C = fy 2 X : y j Z 2 Im @^ C g: (3.6) Now, by assumption, it follows that Im @^ C is convex in Z . We claim that dom^ C Im @^ C :
Since C is proper, unbounded and the restriction C j (span C) of C to the dual of the linear hull of C is continuous, we know from from 2, Proposition 2.4.3] that dom^ C nf0g = i n t ( d o m C ) 6 = : (3.8) On the other hand, since Im @^ C is a convex set in the nite dimensional Banach space Z , one has (cf. Moreover, by 3 4 , Theorem 3.1.2], one has dom^ C Im @^ C . Consequently, b y (3.7);(3.9), w e get that dom^ C nf0g = i n t (dom^ C ) int ( Im @^ C ) = i n t(Im @^ C ) Im @^ C :
Therefore the claim (3.7) stands because 0 2 Im@^ C . Consequently, (3.1) follows from (3.6), (3.7) and the Hahn-Banach Theorem. The proof is complete. (ii) Since Im @ C dom C holds automatically, (3.1) is equivalent to Im @ C = dom C . Thus, by the convexity of dom C , the convexity assumption of Im @ C in (ii) of Proposition 2.1 is necessary for (3.1).
Combining Theorem 3.1 and Proposition 3.1, we immediately have the following corollary. In the next two theorems, we shall use the graph gph f of a function f which is de ned by gph f := f(x f(x)) 2 X R : x 2 dom fg: Clearly, g p h f epi f for a function f on X. Noting that epi S is a cone and making use of (2.2) and Lemma 4.2, it follows that the following equivalences are valid: Therefore (iii))(ii). Since (ii))(iii) is obvious, the proof is complete.
We g i v e a simple application of our new characterization of the linear regularity in Theorem 4. and, in particular, (4.9) holds provided that y 2 Im @ C . For the general case (that is, we do not assume that y 2 Im @ C ), by 34, Theorem 3.1.4 (ii)], there exists a sequence (y n y n ) 2 gph @ C such that y n converges to y in norm and C (y n ) converges to C (y ). Note that by (2.5), we have (y n hy n y n i) 2 gph C . Since ky k 1, ky n k 1 + for all large enough n. For all such n one can apply Next, we consider the case when I is nite. We only need to show that (ii),(ĩi) in this case. For any x 2 C, w e n o t e t h a t b y Banach-Alaoglu Theorem, N Ci (x) \ B is w ;compact for each i 2 I, t h us co S i2I (N Ci (x) \ B ) i s w ;closed as I is nite. Hence (ii) and (ĩi) are the same when I is nite. Hence the system fC i : i 2 Ig is linearly regular. On the other hand, since C = f0g and N Ci (0) = f0g for each i 2 I, this system does not have the strong CHIP. Consequently, it does not satisfy the SECQ.
In the next theorem, we shall provide some su cient conditions for (4.14). We rst prove a simple lemma. Recall that fC i : i 2 Ig is a CCS-system with 0 2 C. We assume in the remainder of this section that I is a compact metric space. This shows that (4.14) holds.
Finally, w e, in addition, assume that fC i : i 2 Ig is linearly regular. Then it follows from Theorem 4.3 that this system satis es the SECQ.
We intend to relate bounded linear regularity with the strong CHIP. We rst provide a su cient condition for a system to be linearly regular. The result is known when the ambient space is a Hilbert space ( 4, Theorem 4.2.6, Corollary 4.4.4]), or a Banach space ( 32, Corollary 5] ). The corresponding theorems in those references are derived from a lemma whose proof is based on the open mapping theorem, and thus does not work in general normed linear spaces. As some preparation work, we rst prove the following lemma, which is a generalization of 7, Proposition 3.1 (i)] to a normed linear space setting. The proof given in 7, Proposition 3.1 (i)] was based on a result in 33], while the proof we g i v e here is a direct check o n t h e v alidity of the set inclusion in (2.15).
Lemma 4.4. Let E Fbe two closed convex sets in X with E \ int F 6 = . Then fE Fg satis es the SECQ.
Proof. By Proposition 2.2, we m a y assume without loss of generality t h a t 0 2 E \ int F and that rB F for some r > 0. Let (x ) 2 epi E\F . By (2.14), there exists a w ;convergent net (x k k ) with limit (x ), and for each k, (x k k ) 2 epi E + e p i F . Without loss of generality, we assume that This proves epi E\F epi E + e p i F , and hence the desired result follows from Corollary 2.1.
We n o w give a su cient condition for a system to be linearly regular. E\rB (y ) r thanks to (4.27). It follows that rky 2 k = rB (y 2 ) 2 r, a n d t h us ky 1 k k y k + ky 2 k 2. Therefore, that For the following corollary, w e need to state a lemma, which will also be used in the next section. is compact. Thus (d) is established. Thus Part (iii) of Theorem 5.1 is applicable to concluding that the system fD C i : i 2 Ig satis es the SECQ, which in turn implies that it has the strong CHIP at x. Consequently, the system has the strong CHIP at x by Lemma 4.6 applied to the ball with center x, radius r x and J in place of A and I. The proof is complete.
