We examine the potential use of gravity for camera calibration 
Introduction
In this paper we consider the exploitation of gravity for tasks such as camera calibration and relative pose estimation for stereo systems. The basic idea is simple: if we take video sequences of objects being dropped or launched, then the image trajectories, combined with the assumption that the 3D trajectories follow the law of gravity, might provide us with information useful for estimating the imaging geometry. Two types of trajectory are of interest here: the trajectory of an object dropping down in a straight line (e.g. two or more such trajectories give us the vertical vanishing point) and that of an object being launched in a non vertical direction (i.e. with non zero horizontal velocity). In the latter case, the 3D trajectory is a parabola with vertical symmetry axis and we will see later that this information is useful to recover the vanishing geometry of stereo systems.
The paper is organized as follows. In $2, the camera model and some notations are introduced. The problem dealt with in this paper is described concretely in $3 and the geometric ideas leading to its solution are sketched in $4. In $55 to 8, several ways of extracting information from image sequences of the described type are presented, which are useful for epipolar geometry estimation, calibration, pose estimation and also synchronization of cameras.
Algorithms are briefly described in $9 and results of numerical simulations are presented in 5 10. Some practical issues are discussed in $ 1 1, followed by conclusions.
Background
Camera model. We use perspective projection to model cameras. A projection may be represented by a 3 x 4 matrix P mapping points of 3-space to points in 2-space: q -PQ. Here, -means equality up to a non zero scale factor, which accounts for the use of homogeneous coordinates. The projection matrix incorporates the so-called extrinsic and intrinsic camera parame1.ers; it may be decomposedas P -KR( I3 1-t), where I3 is the 3~3identity matrix, R a 3 x 3 orthogonal matrix representing the camera's orientation, t a 3-vector representing its position, and K the 3 x 3 calibration matrix containing the camera's intrinsic parameters: the (effective) focal length f, the aspect ratio T , the principal point (uo, W O ) and the skew factor s accounting for non rectangular pixels.
Infinite homography. Consider the projections of a set of coplanar features in two images. The image features are linked by a 3 x 3 projective transformation, or homography. If the 3D features considered are located on the plane at infinity, the associated homography between the images is often referred to as the infinite homography [ 11. This homography depends only on the two cameras' intrinsic parameters and their relative rotation R, as follows:
(1)
In this paper, we will estimate the infinite homography using corresponding vanishing points and lines and then use it for calibration.
Problem Description
We consider one or several static video cameras and our aim is to calibrate these and estimate their relative pose. We examine the potential use of gravity for these tasks. Input are video sequences of objects being dropped or launched. The videos consist thus of "snapshots" of the objects, at different times during their trajectory. :From each snapshot, an image point is determined that is assumed to be the projection of the object's center of mass (e.g. for a spherical object, the center of the contour ellipse in the image is a good approximation). Hence, the baisic features we will use for calibration etc. are image points.
We assume that the cameras' frame rates are constant and identical. The frame rates need not be known however, and it is not required that the cameras are synchronized. Based on these simple assumptions, we examine how to use the image points and the knowledge that the corresponding 3D points lie on trajectories dictated by gravity, for calibration and pose estimation. Gravity gives us basically two useful pieces of information: first, all trajectories contain the same point at infinity (the vertical direction) and second, objects travel at constant horizontal velocity while their vertical velocity varies according to the law v ( t ) = v(0) -gt. Once the vertical direction is known, this law allows us to compute ratios of point coordinates to e.g. compute the point of zero velocity of a linear trajectory (see below).
Geometric Ideas
Two types of trajectory are considered: linear ones, obtained by letting an object drop, and parabolic trajectories which are obtained when objects are launched. These trajectories are projected to lines and conics. We will use the trajectories as a whole, but also correspondences between "snapshots" of the object taken during the trajectories.
Consider a camera taking an image sequence of dropping objects. The objects drop vertically of course which means that their linear trajectories all have the same point at infinity. Consequently, the image trajectories are a set of concurrent lines, the incidence point being the vanishing point corresponding to the vertical direction, which can thus be easily determined. However, we can not obtain calibration constraints from linear trajectories, even if several cameras observe the trajectories.
Consider now a camera observing objects moving on parabolic trajectories. The 3D trajectories are parabolas with vertical symmetry lines, i.e. all these 3D parabolas contain the vertical point at infinity, like the linear trajectories. Hence, the conics obtained by projecting the trajectories contain the vertical vanishing point. Interestingly, the tangent of any such conic at the vertical vanishing point is nothing else than the vanishing line of the motion plane, i.e. the plane supporting the 3D parabola. Hence, if we consider more than one camera, we can obtain correspondences of one vanishing point and several vanishing lines (one for each parabola). This alone is not sufficient to compute the infinite homography, since all the considered vanishing lines are concurrent. However, together with the epipolar geometry, two correspondences of vanishing lines are already enough to compute the infinite homography, and obtain the associated calibration constraints (see 57).
The epipolar geometry can be estimated using snapshots of the objects, which can be used as point correspondences across the images. Projections of a minimum number of 3D points on at least two planes are sufficient, i.e. two parabolic or three linear trajectories in general position are enough.
Using Linear Trajectories
If the camera is calibrated, it is simple to determine the horizon (the vanishing line of the horizontal planes) which might be used for example to orient a camera such that its gaze direction is horizontal. If q is the vertical vanishing point, then the horizon line 1 is given by 1 w K-TK-lq. The camera could then be oriented by rotating it while tracking the horizon line, until it is horizontal and passes through the camera's principal point.
A second and maybe more interesting potential use of linear trajectories concerns the synchronization of cameras. Suppose we have determined the vertical vanishing points in the images, by intersecting the linear trajectories. It is then possible to determine, for each of the trajectories, the image point which corresponds to the position of zero velocity along the trajectory (three points on each trajectory are sufficient to do so). In addition, we can determine the time stamp of this event, given in frame numbers. Hence, we can establish correspondence of one (virtual) frame between video sequences, which is enough to determine the time lag between them and thus to synchronize.
This helps us to find point matches along trajectories: given a point in one image, we can compute the frame number for another camera, which corresponds to the same time instant. The frame number will in general not be an integer, i.e. the corresponding image does not exist. However, using observed points, we can interpolate the image position that would have been observed at the required time instant. Hence, we are able to establish correspondences between cameras, even if they are not synchronized. These might be used to compute e.g. the epipolar geometry.
Using Parabolic Trajectories
As described above, projections of parabolic trajectories are conics containing the vertical vanishing point. Important for us is that the conics' tangents at that vanishing point are the vanishing lines of the supporting planes of the 3D parabolas. Hence, observing parabolic trajectories in several cameras provides us with correspondences of vanishing lines. Given the epipolar geometry (see $9, two line correspondences are sufficient to compute the infinite homography. To see this, we note that the epipolar geometry gives us point-wise correspondence along the vanishing lines. If we establish point correspondences on at least two vanishing lines, we already have enough constraints to compute the infinite homography. How to use it for calibration and pose estimation is described in 5$7 and 8.
We can thus obtain calibration constraints by observing parabolic trajectories in several views. What about single views: do the projections of parabolic trajectories in a single camera provide us with calibration constraints? The answer is no. The quintessence of the proof for this statement is that it is possible to obtain the affine structure of the parabolas (we know the vanishing line), but not more (any affine transformation that leaves the vertical direction fixed, maps a set of points on a parabolic trajectory to a set of points on another trajectory that also respects the law of gravity).
Calibration and Singularities
The infinite homography gives calibration constraints that have been used for calibrating cameras by rotating them about their optical centers [4] and for stratified selfcalibration of cameras [3, 71. There are a total of 5 constraints: the 8 coefficients of the homography (9 minus 1 scale factor) cover 3 parameters for the rotation (cf. equation (I)) and the remaining 5 constraints can be used to estimate the intrinsic parameters.
The constraints can be used in several ways. It would be possible e.g. to "transfer" calibration information from one camera to another: from equation (I), we obtain K 2 K l -H,KTKlH& and from K 2 K i we may get the calibration matrix Ka using e.g. Choleski decomposition [SI. The most relevant practical situation however, is probably the case where the focal lengths of the two cameras have to be calibrated, given the other intrinsic parameters. A quasi closedform solution is easy to derive from equation (I), but omitted here due to lack of space.
As in many (self-) calibration scenarios, there exist generic singularities in the form of relative pose configurations for which there is no unique solution for calibration. For the focal length calibration described above, the only singularity occurs when the optical axes of the two cameras are parallel (proof omitted due to lack of space). In that case, there are infinitely many pairs of values for the two focal lengths that are mathematically valid solutions.
It is known that the focal lengths can be estimated from the epipolar geometry, without knowing the infinite homography [2, 6] . However, this problem is subject to more singularities: whenever the two optical axes are coplanar (i.e. the two cameras are fixated) and in some other cases, the calibration problem has no unique solution [6] . In practice, static stereo systems used for e.g. surveillance, will nearly always be approximately fixated, which will cause numerical instability for the calibration.
Another advantage of being able to use the infinite homography is that more calibration constraints are available: from the epipolar geometry, a maximum of 2 constraints on the intrinsic parameters can be extracted, whereas the infinite homography provides up to 5 constraints.
Pose Estimation
Once calibration has been determined, there are several possibilities for estimating the relative pose between cameras, from the infinite homography, calibration and the epipolar geometry. The rotational component can be estimated e.g. using the infinite homography and calibration (cf. equation (1)). Another possibility is to extract pose information from the so-called essential matrix, which represents the calibrated epipolar geometry (see e.g. [ 5 ] ) .
Implementation
We briefly describe several parts of the implementation of the ideas described. A first version computes the vertical vanishing point in an image as the intersection of the available linear trajectories. Conics are fitted to obtain the projections of trajectories known to be parabolic. The tangents of these conics are computed and used, together with the epipolar geometry (see $9, to compute the infinite homography and then to calibrate.
An alternative algorithm does the computations in a more direct manner and gives superior results: let q, be the image coordinates of points arising from the projection of a parabolic trajectory. Let Q, be points distributed on an arbitrary 3D parabolic trajectory, spaced according to the frame numbers of the q,. We may compuie the homography H that maps the Q, to the q,. Even if the Q, do not represent the "true" 3D trajectory, the homography H still enables computation of the true vanishing line, i.e. the line obtained by mapping the line at infinity by H is indeed the projection of the line at infinity of the true 3Dl plane of motion. If several images are used, correspondences of vanishing lines are thus established, and in addition, the homographies H allow to establish correspondences bletween vanishing points, which makes it unnecessary to compute the epipolar geometry to determine the infinite homography.
Experimental Results
We tested our algorithms by numerical simulation. Here, we present results for the second algorithm of the previous section and the camera configuration shown in figure 1. Two parabolic trajectories (i.e. ihe minimum data) were created at random and image points were obtained by sampling the trajectory at time instants corresponding to a frame rate of 25 fps. The intrinsic parameters of the cameras were f = 10mm,-r = 1,uo = W O = 256, for a 512 x 512 image plane. The image points were perturbed by zero mean Gaussian noise of a standard deviation between 0 and 1 pixels. For different noise levels and elevation angles p (see figure l), 100 random experiments each were performed. An elevation angle of 0" would mean that the cameras gaze at each other and, in particular, that the optical axes are parallel. This situation is singular (cf. 57), which was reflected by huge errors in the simulations (not shown in the graph). The graphs in figure 2 suggest that the results get better the further away the camera configuration is from the singularity, but there might be other reasons for this, e.g. for higher elevation angles, the vertical vanishing points are closer to the image centers, leading to a better conditioned computation of the infinite homography.
Practical Issues
To apply our approach in practice, we have to consider several issues. First of course, the frame rate of the cameras has to be high enough, i.e. the objects should be captured several times during their trajectories. The required frame rate depends mainly on the distance between the camera and the observed scene, and the camera's viewing angle. A simple computation shows that even in close-range conditions, a frame rate of 25 images per second is highly sufficient.
Another issue is that we neglect air friction when making the assumption of 3D trajectories obeying perfectly the law of gravity. This should not introduce significant errors, since the most interesting trajectories will be those close to the vertex (point of zero vertical velocity), where the friction is minimal. Other critical issues, concerning the underlying image processing, are shutter speed and contrast. If the shutter speed is too low, motion blur is introduced, making the extraction of objects more difficult. Of course, sufficient contrast between the "calibration object" and the background is needed. This can be achieved by using fluorescent objects. The natural choice for calibration objects are spherical objects: they are perceived identically (if uniformly textured) independently of their orientation and the projections of their centers of gravity are well approximated by the centers of the ellipses perceived in the images.
