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Abstract
In the multi-agent path finding problem (MAPF) we are given a set of agents each with re-
spective start and goal positions. The task is to find paths for all agents while avoiding collisions
aiming to minimize an objective function. Two such common objective functions is the sum-of-
costs and the makespan. Many optimal solvers were introduced in the past decade - two promi-
nent categories of solvers can be disntinguished: search-based solvers and compilation-based
solvers.
Search-based solvers were developed and tested for the sum-of-costs objective while the
most prominent compilation-based solvers that are built around Boolean satisfiability (SAT) were
designed for the makespan objective. Very little was known on the performance and relevance of
the compilation-based approach on the sum-of-costs objective.
In this paper we show how to close the gap between these cost functions in the compilation-
based approach. Moreover we study applicability of various techniuqes developed for search-
based solvers in the compilation-based approach.
A part of this paper introduces a SAT-solver that is directly aimed to solve the sum-of-costs
objective function. Using both a lower bound on the sum-of-costs and an upper bound on the
makespan, we are able to have a reasonable number of variables in our SAT encoding. We then
further improve the encoding by borrowing ideas from ICTS, a search-based solver.
Experimental evaluation on several domains show that there are many scenarios where our
new SAT-based methods outperforms the best variants of previous sum-of-costs search solvers -
the ICTS, CBS algorithms, and ICBS algorithms.
Keywords: Multi-agent path finding (MAPF), sum-of-costs, makespan, Boolean satisfiability
(SAT), optimality, suboptimality, propositional encoding, cardinality constraint
1. Introduction and Background
The multi-agent path finding (MAPF) problem consists a graph, G = (V, E) and a set A =
{a1, a2, . . . ak} of k agents. Time is discretized into time steps. The arrangement of agents at
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Figure 1: Example of MAPF for agents a1, a2, and a3 over a 4-connected grid (left) and its solution (right).
time-step t is denoted as αt. Each agent ai has a start position α0(ai) ∈ V and a goal position
α+(ai) ∈ V . At each time step an agent can either move to an adjacent empty location1 or wait in
its current location. The task is to find a sequence of move/wait actions for each agent ai, moving
it from α0(ai) to α+(ai) such that agents do not conflict, i.e., do not occupy the same location at
the same time. Formally, an MAPF instance is a tuple Σ = (G = (V, E), A, α0, α+). A solution
for Σ is a sequence of arrangements S(Σ) = [α0, α1, ..., αµ] such that αµ = α+ where αt+1 results
from valid movements from αt for t = 1, 2, ..., µ − 1. An example of MAPF and its solution are
shown in Figure 1.
MAPF has practical applications in video games, traffic control, robotics etc. (see [31] for
a survey). The scope of this paper is limited to the setting of fully cooperative agents that are
centrally controlled. MAPF is usually solved aiming to minimize one of the two commonly-used
global cumulative cost functions:
(1) sum-of-costs (denoted ξ) is the summation, over all agents, of the number of time steps
required to reach the goal location [11, 39, 32, 31]. Formally, ξ =
∑k
i=1 ξ(ai), where ξ(ai) is an
individual path cost of agent ai.
(2) makespan: (denoted µ) is the total time until the last agent reaches its destination (i.e., the
maximum of the individual costs) [41, 51, 44].
In the indivudual path cost, each action of an agent (move action or wait action) is assumed
to have a unit cost. It is important to note that in any solution S(Σ) it holds that µ ≤ ξ ≤ m · µ
Thus the optimal makespan is usually smaller than the optimal sum-of-costs.
Intuitivelly, sum-of-costs can be regarded as total energy consumption of all agents such that
at each time step spent before reaching the goal the agent consumes one unit of energy. In this
respect, it is not surprising that optimization of one of these two objectives goes against the other
- total time can be saved at the cost of increased energy consumption and vice versa. An example
of MAPF instance where any makespan optimal solution has sum-of-costs that is greater than the
optimum and any sum-of-costs optimal solution has makespan that is greater than the optimal
makespan is shown in Figure 2.
Finding optimal solutions for both variants with any standard style of agents’ movement is
1Some variants of MAPF relax the empty location requirement by allowing a chain of neighboring agents to move,
given that the head of the chain enters an empty locations. Most MAPF algorithms are robust (or at least easily modified)
across these variants.
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Figure 2: An instance of MAPF where makespan and sum-of-costs optimal solutions differ - that is, any makespan optimal
solution is strictly sum-of-costs suboptimal and any sum-of-costs optimal solution is strictly makespan suboptimal.
NP-hard even on planar graphs [23, 24, 41, 54, 62, 60]. Therefore, many suboptimal solvers were
developed and are usually used when m is large or when the graph is large [8, 18, 26, 28, 36, 58].
In contrast to difficulty of finding optimal solutions, finding any feasible solution or detecting
unsolvability of a given instance can be done polynomial time [9, 19, 20, 45, 53].
1.1. Optimal MAPF Solvers
Many optimal solvers were introduced in the past decade but they all focus on one of these
cost functions:
• (1) optimal sum-of-costs solvers. Most of them are based on search. Some of these search-
based solvers are variants of the A* algorithm on a global search space in which all differ-
ent ways to place m agents into V vertices, one agent per vertex, are considered [39, 56].
Other employ novel search trees [7, 31, 32]. Search-based solvers feature various search
space compilation techniques like independence detection (ID) [39] or multi-value deci-
sion diagrams (MDDs) [32].
• (2) optimal makespan solvers. Many optimal solvers were developed for the makespan
variant. Most of them are compilation-based solvers which reduce MAPF to known prob-
lems such as Constraint Satisfaction (CSP) [28], Boolean Satisfiability (SAT)[42], In-
ductive Logic Programming (ILP) [59] and Answer Set Programming (ASP) [12]. These
works mostly prove a polynomial-time reduction from MAPF to these problems. Existing
reductions are usually designed for the makespan variant of MAPF; they are not applicable
for the sum-of-costs variant.
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1.2. Current Shortcomings and Contribution
A major weaknesses across all these works is that each of these algorithms was introduced
and applied for one of these objective functions only. Furthermore, the connection/comparison
between different algorithms was usually done only within a given class of algorithms and cost
objective but not across these two classes. Finally, experiments were always performed on one
objective-function and very little is known on the performance and relevance of any given algo-
rithm (developed for one cost function) on the other objective function.
This paper aims to close the gap. First, we discuss how to migrate algorithms across the
different objective functions. Most of the search-based algorithms developed for the sum-of-cost
objective function can be modified to the makespan variant with some technical adaptations such
as modifying the cost function and the way the state-space is represented. Some initial directions
are given by [31] and we give a complete picture here.
By contrast, the compilation-based algorithms that were developed for the makespan objec-
tive function are not trivially modified to the sum-of-costs variant and sometimes a completely
new encoding is needed.
A major algorithmic contribution of this paper is that we develop the compilation-based
solver for the sum-of-costs variant to SAT. Our SAT-based solver is based on establishing rela-
tions between the maximum makespan under the given sum-of-costs which enables to build SAT
encodings that represent all feasible solutions for the given sum-of-costs. Bounds on the sum-
of-costs in the SAT encoding are established by cardinality constraints [3, 35]. We show how to
use known lower bounds on the sum-of-costs to reduce the number of variables that encode these
cardinality constraints so as to be practical for current SAT solvers.
We then present how to migrate various techniques used in search-based approach to our new
SAT-based solver. First, we adapt ideas from the ICTS algorithm [32] that uses multi-value deci-
sion diagrams (MDDs) [38] to further reduce the size of SAT encodings. Next, we show how to
integrate a modification of independece detection [39] technique into the SAT-based solver. Fi-
nally, we demonstrate flexibility of out SAT-based solver by modifying it into a bounded sum-of-
costs suboptimal solver - a modification applicable in search-based approach to trade-off quality
of solutions and runtime [4].
Successful migration of techniques demonstrates the potential of combining ideas from both
classes of approaches - search-based and compilation-based. Experimental results show that our
SAT solver with various enhancements outperforms the best existing search-based solvers for the
sum-of-costs variant on a number scenarios.
Hence as a results of our unification provided in the beginning of this paper we have an
arsenal of algorithms which can be applied for both objective functions. We conclude this paper
by providing experimental results comparing the hardness of solving MAPF with SAT-based
and search-based solvers under the makespan and the sum-of-costs objectives in a number of
domains.
2. Related Work
We summarize existing algorithmic approaches to MAPF in this section. We categorize al-
gorithms into two streams according to the objective function they use. For optimization of sum-
of-costs great variety of algorithms has been proposed. On the other hand, previous makespan
optimal algorithms are limited to compilation-based approach where the target formalism is rep-
resented by Boolean satisfiability. Many sum-of-costs optimal algorithms can be directly modi-
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fied for the makespan variant. The opposite migration from the makespan optimal case to sum-
of-costs optimality in compilation-based algorithms is however not straightforward.
2.1. Previous Sum-of-Costs Optimal Algorithms and Techniques
A*-based Algorithms. A* is a general-purpose algorithm that is well suited to solve MAPF.
A common straightforward state-space where the states are the different ways to place k agents
into |V | vertices, one agent per vertex is used. In the start and goal states agent ai is located at
vertices si and gi, respectively. Operators between states are all non-conflicting combinations of
actions (including wait) that can be taken by the agents.
Branching factor in A*-based algorithms is an important measure. Denote b(ai) the branching
factor of single agent ai. Then the effective branching factor for k agents, denoted by b, is b =∏k
i=1 b(ai). For example, in a 4-connected grid b(ai) = 5 for most of agents; an agent can either
move in four cardinal directions or wait at its current location. Then b, is roughly 5k; though
usually a bit smaller because many possible combinations of moves result in immediate conflicts,
especially when the environment is dense with agents.
A simple admissible heuristic that is used within A* for MAPF is to sum the individual
heuristics of the single agents such as Manhattan distance for 4-connected grids or Euclidean
distance for Euclidean graphs [27]. A more-informed heuristic is called the sum of individual
costs heuristic . For each agent ai we calculate its optimal path cost from its current state (posi-
tion) α(ai) to α+(ai) assuming that other agents do not exist. Then, we sum these costs over all
agents. More-informed heuristics uses forms of pattern-databases [16, 15].
The most important drawback of A*-based algorithms is they need to tackle with is the
branching factor b of a given state may be exponential in k. We briefly summarize attempts
to overcome the high branching factor.
Operator Decomposition (OD). Instead of moving all the agents to their next positions at
once, agents advance to the next position one by one in a fixed order within the OD concept. The
original operator for obtaining the next state is thus decomposed into a sequence of operators for
individual agents each of branching factor b(ai). OD together with a reservation table enabled
computations of next states where agents do not collide with each other in CA*, HCA*, and
WHCA* [36].
Pruning of states by OD with respect to a given admissible heuristic was suggested by Stan-
dley in [39]. Two conceptually different states are distinguished - standard and intermediate.
Intermediate state correspond to the situation when not all the agents finished their move while
standard states correspond to states in the original representation with no OD. The major strength
of OD lies in the fact that top-level A* algorithm does not need to distinguish between standard
and intermediate states. The next node for expansion is selected among both standard and inter-
mediate states while the cost function applies to both types of states. It may thus happen that a
certain intermediate state is not expanded towards a standard state because other states turned out
to be better according to the cost function. Such a kind of search space pruning cannot be done
without operator decomposition as there would be standard states only.
Independence Detection (ID). Closely related to OD also introduced in [39] is a concept
of independence detection that can also regarded as a branching factor reduction technique. The
main idea behind this technique is that difficulty of MAPF solving optimally grows exponentially
with the number of agents. It would be ideal, if we could divide the problem into a series of
smaller sub problems, solve them independently, and then combine them.
The simple approach, called simple independence detection (SID), assigns each agent to a
group so that every group consists of exactly one agent. Then, for each of these groups, an
5
optimal solution is found independently. Every pair of these solutions is evaluated and if the
two groups solutions are in conflict (that is, when a collision of agents belonging to different
group occurs), the groups are merged together and a new optimal solution is found for the group
(now considering composite search space obtained as a Cartesian product of search spaces of
individual groups). If there are no conflicting solutions, the solutions can be merged to a single
solution of the original problem. This approach can be further improved by deliberate avoiding
of groups merging.
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Figure 3: Groups G1 conflicts with groups G2 and G3 (left).
After replanning G1 independent solutions for G1, G2, and
G3 can be merged together.
Generally, each agent has more than one
possible optimal path and also group of agents
has more that one optimal solution. How-
ever, SID considers only one of these opti-
mal paths/solutions. The improvement of SID
known as independence detection (ID) is as
follows. Lets have two conflicting groups G1
and G2. First, we try to replan G1 so that the
new solution has the same cost but actions
that are in conflict with G2 are forbidden. If
no such solution is possible, try to similarly
replan G2. If this is also not possible, then
merge G1 and G2 into a new group. In case
either of the replanning was successful, that
group needs to be evaluated with every other
group again. This can lead to infinite cycle.
Therefore, if two groups were already in con-
flict before, merge them without trying to re-
plan. See Figure 3 for illustration.
Standley uses ID in combination with the
A* algorithm. In case A* has a choice between several nodes with the same minimal cost, the one
with least amount of conflicts is expanded first. This technique yields an optimal solution that
has a minimal number of conflicts with other groups. This property is useful when replanning of
a groups solution is needed. Both SID and ID do not solve MAPF on their own, they only divide
the problem into smaller sub-problems that are solved by any possible MAPF algorithms. Thus,
ID and SID are general frameworks which can be executed on top of any MAPF solver.
More A*-based Algorithms. Enhanced Partial Expansion (EPEA*) [15] avoids the gener-
ation of surplus nodes (i.e. nodes n with f (n) > C∗ where C∗ is the optimal cost; we assume
standard A* notation with f (n) = g(n) + h(n)) by using a priori domain knowledge. When ex-
panding a node n EPEA* generates only the children nc with f (nc) = f (n) and the smallest
f -value among those children with f (nc) > f (n) (ξ stands for f in the context of MAPF). The
other children of n are discarded. This is done with the help of a domain-dependent operator
selection function (OSF). The OSF returns the exact list of operators which will generate nodes
n with the desired f (n). Node n is then re-inserted into OPEN setting f (n) to the f -value of the
next best child of n. In this way, EPEA* avoids the generation of surplus nodes and dramatically
reduces the number of generated nodes. An OSF for MAPF can be efficiently built as the effect
on the f -value of moving a single agent in a given direction can be easily computed. For more
details see [15].
M* [57, 56] and its enhanced recursive variant (RM*) are important A*-based algorithms
related to ID. M* dynamically changes the dimensionality and branching factor based on con-
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flicts. The dimensionality is the number of agents that are not allowed to conflict. When a node is
expanded, M* initially generates only one child in which each agent takes (one of) its individual
optimal move towards the goal (dimensionality 1). This continues until a conflict occurs between
q ≥ 2 agents at node n. At this point, the dimensionality of all the nodes on the branch leading
from the root to n is increased to q and all these nodes are placed back in OPEN list. When one
of these nodes is re-expanded, it generates bq children where the q conflicting agents make all
possible moves and the k − q non-conflicting agents make their individual optimal move. An
enhanced variant of M* called ODRM* [13] builds RM* on top of Standley’s OD rather than
plain A*.
Increasing Cost Tree Search. The Increasing Cost Tree Search algorithm (ICTS) [34, 32] is
a two-level MAPF solver which is conceptually different from A*. This algorithm is particularly
important as its concepts will be be migrated into the SAT framework we are about to introduce.
ICTS works as follows.
10,10,10
10,10,1210,11,1110,12,1011,10,1111,11,1012,10,10
10,10,1110,11,1011,10,10
Figure 4: Increasing cost tree (ICT) for three agents.
At its high level, ICTS searches the
increasing cost tree (ICT). Every node
in the ICT consists of a k-ary vec-
tor [ξ(a1), ξ(a2), . . . , ξ(ak)] which repre-
sents all possible solutions in which
the individual path cost of agent ai is
exactly ξ(ai). The root of the ICT is
[ξ∗(a1), ξ∗(a2), . . . , ξ∗(ak)], where ξ∗(ai)
is the optimal individual path cost for
agent ai ignoring other agents, i.e., it
is the length of the shortest path from
α0(ai) to α+(ai) in G. A child in the ICT
is generated by increasing the cost for one of the agents by 1. An ICT node [ξ(a1), ξ(a2), . . . ξ(ak)]
is a goal if there is a complete non-conflicting solution such that the cost of the individual path
for any agent ai is exactly ξ(ai). Figure 4 illustrates an ICT with 3 agents, all with optimal in-
dividual path costs of 10. Dashed lines mark duplicate children which can be pruned. The total
cost of a node is
∑k
i=0 ξ(ai). For the root this is exactly hS IC(α0) =
∑k
i=0 ξ
∗(ai). Since all nodes at
the same height have the same total cost, a breadth-first search of the ICT will find the optimal
solution.
The low level acts as a goal test for the high level. For each ICT node [ξ(a1), ξ(a2), . . . , ξ(ak)]
visited by the high level, the low level is invoked. Its task is to find a non-conflicting complete
solution such that the cost of the individual path of agent ai is exactly ξ(ai). For each agent
ai, ICTS stores all single-agent paths of cost ξ(ai) in a special compact data-structure called a
multi-value decision diagram (MDD) [38] - MDD will be defined precisely later.
The low level searches the cross product of the MDDs in order to find a set of k non-
conflicting paths for the different agents. If such a non-conflicting set of paths exists, the low
level returns true and the search halts. Otherwise, false is returned and the high level continues
to the next high-level node (of a different cost combination).
ICTS also implements various pruning rules to enhance the search. A full study of these
pruning rules and their connection to CSP is provided in [32].
Conflict-based Search (CBS). Another optimal MAPF solver not based on A* is Conflict-
Based Search (CBS) [33, 31]. In CBS, agents are associated with constraints. A constraint for
agent ai is a tuple 〈ai, v, t〉 where agent ai is prohibited from occupying vertex v at time step t. A
consistent path for agent ai is a path that satisfies all of ai’s constraints, and a consistent solution
7
is a solution composed of only consistent paths. Once a consistent path has been found for each
agent, these paths are validated with respect to the other agents by simulating the movement of
the agents along their planned paths.
If all agents reach their goal without any conflict the solution is returned. If, however, while
performing the validation, a conflict is found for two (or more) agents, the validation halts and
conflict is resolved by adding constraints. If a conflict, 〈ai, a j, v, t〉 is encountered we know that
in any valid solution at most one of the conflicting agents, ai or a j, may occupy vertex v at time
t. Therefore, at least one of the constraints, 〈ai, v, t〉 or 〈a j, v, t〉, must be satisfied. Consequently,
CBS splits search into two branches where one of these constraints is valid in each branch.
2.2. Previous Makespan Optimal Algorithms
Major development in the makespan optimal MAPF solving has been done over the Boolean
satisfiability (SAT) [5] compilation paradigm. Early works that compile MAPF to SAT focused
on solution improvements in terms of shortening the makespan towards the optimum in anytime
manner [48]. First, a makespan suboptimal solution of the input MAPF is generated by a fast
polynomial rule-based algorithm like BIBOX [53] or PUSH-AND-SWAP [20, 10]. Then continu-
ous sub-sequences of time steps in the current solution are replaced by makespan optimal ones.
The length of replaced sub-sequences is increased in each iteration of the algorithm until it even-
tually covers the entire makespan. This ensures that given enough time the algorithm returns
makespan optimal solution. A sub-optimal solution is available at any stage of the algorithm.
INVERSE SAT encoding. Historically the first encoding of MAPF to SAT INVERSE relies on
log-space encoded variables [22] that represent what agent is located in vertex v at each time step
t - that is, the inverse α−1t : V → A∪{⊥} of α (⊥ stands for empty vertex) is represented using log-
space encoded bit-vectors Avt ∈ {0, 1, 2, ..., k}. MAPF movement rules and state transitions are
encoded by a number of constraints over Avt - for details see [48]. Altogether Boolean formula
Fµ is constructed on topAvt variables such that it is satisfiable if and only if a solution to the input
MAPF of makespan µ exists. The advantage of this encoding is that the frame problem [21] of
propagation of agents’ positions to the next time step can be easily done by enforcing equalities
betweenAvt andAvt+1 (bit-wise equality for all bits of a pair of log-space encoded variables).
Further works in SAT-based approach to MAPF [49, 50] omitted the phase in which subopti-
mal solution was improved and a makespan optimal solution was generated directly instead. The
process of finding makespan optimal solution follows the scheme described in Algorithm 1. As-
suming a solvable MAPF a makespan optimal solution is obtained by answering satisfiability of
Fµ0 ,Fµ0+1, ... until a satisfiable formula encountered. The search starts with µ0, the lower bound
on makespan obtained as the length of longest path over all shortest paths connecting starting
position α0(ai) and goal α+(ai) of each agent ai. The first satisfiable Fµ represents the optimal
makespan and an optimal solution can be extracted from its satisfying valuation.
ALL-DIFFERENT SAT encoding. The ALL-DIFFERENT encoding [47] again employs log-
space representation of variables but position of agent ai at time step t, that is, αt is represented
instead of representing vertex occupancy - that is, variables Dait ∈ V are represented using
log-space encoding. To ensure that conflicts among agents in vertices do not occur, the ALL-
DIFFERENT constraint [25] is intorduced for Dait variables over all agents for each timestep t.
The advantage of the ALL-DIFFERENT encoding is that various efficient encodings of the ALL-
DIFFERENT [6, 46] constraint over bit vectors can be integrated.
MATCHING SAT encoding. The next development has been done in SAT encoding called
MATCHING that separates conflict rules in MAPF and agents transitions between time steps
8
Algorithm 1: Framework of makespan optimal SAT-based MAPF solving
1 Solve-MAPF-SATMAKES PAN (G = (V, E), A, α0, α+)
2 paths← {shortest path from α0(ai) to α+(ai) | i = 1, 2, ..., k}
3 µ← maxki=1 (length(paths(ai)))
4 while True do
5 F (µ)← encode(µ,G, A, α0, α+)
6 assignment ← consult-SAT-Solver(F (µ))
7 if assignment , UNSAT then
8 paths← extract-Solution(assignment)
9 return paths
10 µ← µ + 1
[51]. Conflict rules are expressed over anonymized agents that are encoded by direct variables
Mvt ∈ {True, False}.
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Figure 5: Searching of non-conflicting paths over anonymized
agents - conflicts are reflected but an agent may end up in the
wrong goal (lower right part).
The presence of some agent in ver-
tex v at timestep t is indicated by a sin-
gle propositional variable (Mvt = True
if and only if ∃ai ∈ A such that α(ai) =
v). Using anonymized agents is however
not enough as agents may end up in
other agent’s goal - see Figure 5. For
transitions where individual agents need
to be distinguished, log-space encoded
variables Avt ∈ {0, 1, 2, ..., k} represent
what agent occupies a given vertex (Avt
if and only if α(ai) = v). The advantage
of MATCHING over previous encodings
INVERSE and ALL-DIFFERENT is that
movement conflict rules can expressed
in a simpler way over direct variables
Mvt for anonymized agents. Compared
to doing so over log-space encoded vari-
ables Avt or Dait that distinguish individ-
ual agents, smaller formula can be obtained with conflict reasoning overMvt .
DIRECT SAT encoding. Lessons taken from the previous development was that introduction
of directly encoded variables leads to significant performance improvements although encoding
set of states by direct variable is not as space efficient as the in the log-space case. The next
encoding purely based on direct variables - called DIRECT MAPF encoding [52] - introduces a
single propositional variable for every triple of agent, vertex, and time step; formally there was
a propositional variable X(ai)vt such that it is True if and only if agent ai occurs in v at timestep
t (some triples may be forbidden as unreachable). In this work we are partly inspired by the
DIRECT encoding as for the of direct variables.
ASP, CSP, and ILP approach. Although lot of work in makespan optimal solving has been
done for SAT other compilation-based approaches to MAPF like ASP-based [12] and CSP-based
[28] exist. Both ASP and CSP offer rich formalism to express various objective functions in
MAPF. The ASP-based approach adopts a more specific definition of MAPF where bounds on
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lengths of paths for individual agents are specified as a part of the input. Except the bound
on sum-of-costs the ASP formulation works with other constraints such as no-cycle (if the agent
shall not visit the same part of the environment multiple times), no-intersection (if only one agent
visits each part of the environment), or no-waiting (when minimization of idle time is desirable).
The ASP program for a given variant of MAPF consisting of a combination of various constraints
is solver by the CLASP ASP solver [14].
Ryan in the CSP-based approach focuses on the structure of the underlying graph G. The
graph is partitioned into halls (singly-linked chain of vertices with any number of entrances
and exits) and cliques (represents large open spaces with many entrances and exists) commonly
refered to as sub-graphs. The plan is searched using CSP techniques over an abstract graph whose
nodes are represented by sub-graphs. Specific properties of different sub-graphs are reflected in
constraints - for example, agents in a clique sub-graph never exceed the capacity and the agents
preserve their ordering in a hall sub-graphs. The resulting CSP is eventually solved using the
GECODE solver [55].
The similarity of MAPF and multi-commodity flows is studied in [62] where each agent
is regarded as a different commodity. Depths of the multi-commodity flow are associated with
individual time steps of MAPF solution. Finding optimal solutions of MAPF with respect to
various objective functions can be then modeled as finding optimal solution of Integer Linear
Programming (ILP) problem [61].
3. The New SAT-based Solvers
SAT solvers [5] encompass Boolean variables and answer binary questions. The challenge is
to apply SAT for MAPF where there is a cumulative cost function. This challenge is stronger for
the sum-of-costs variant where each agent has its own cost. We first recall main ideas of SAT
encodings for makespan. Then, we present our SAT encoding for sum-of-costs.
3.1. SAT Encoding for Optimal Makespan
A time expansion graph (denoted TEG) is a basic concept used in SAT solvers for makespan
optimal MAPF solving [51]. We use it too in the sum-of-costs variant below. A TEG is a directed
acyclic graph (DAG). First, the set of vertices of the underlaying graph G is duplicated for all
time-steps from 0 up to the given makespan bound µ. Then, possible actions (move along edges
or wait) are represented as directed edges between successive time steps. Figure 6 shows a graph
and its TEG for time steps 0, 1 and 2 (vertical layouts).
It is important to note that in this example (1) horizontal edges in TEG correspond to wait
actions. (2) diagonal moves in TEG correspond to real moves. Formally a TEG is defined as
follows:
Definition 1. Time expansion graph (TEG) of depth µ is a digraph (V ′, E′) derived from G=(V,E)
where V ′ = {utj | t = 0, 1, ..., µ ∧ u j ∈ V} and E′ = {(utj, ut+1k ) | t = 0, 1, ..., µ − 1 ∧ ({u j, uk} ∈
E ∨ j = k)}.
The encoding for MAPF introduces TEGs for indivudual agents. That is, we have TEGi =
(Vi, Ei) for each agent i ∈ {1, 2, ..., k}. Directed non-conflicting paths in TEGs correspond to valid
non-conflicting movements of agents in the underlying graph G. The existence of non-conflicting
paths in TEGs will be encoded as satisfiability of a Boolean formula. We will describe in more
details encoding style used in the DIRECT encoding.
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Boolean variables and constraints (clauses) for a single time-step t ∈ {0, 1, ..., µ} in TEGi in
order to represent any possible location of agent ai at time t; that is, we have X(ai)tv. Boolean
variables for all TEGs together represent all possible arrangements of agents from timestep 0
up to timestep µ. It is ensured by constraints that arrangements of agents in consecutive time
steps of TEGs correspond to valid actions: agent ai can appear in vertex utj if it can move there
from the previous time step in TEGi along a directed edge, that is, if ai is in some ut−1k such that
(ut−1k , u
t
j) ∈ Ei. We also have inter-TEG constrains ensuging that agents do not collide with each
other (detailed list of constraints will be introduced for the sum-of-costs variant).
 
 
 
 
u2 
u1 
u3 
G=(V,E) 
u01 
u02 
u03 
u21 
u22 
u23 
time step 
0   1      2       
u11 
u12 
u13 
𝜇=3 
Figure 6: An example of time expansion graph: input graph
(left) and its expansion for 3 steps.
Given a desired makespan µ, formula Fµ
represents the question of whether there is a
collection of non-conflicting directed paths in
TEG1,...,TEGk of depth µ such that the first
arrangement equals to α0 and the last one
equals α+. The search for optimal makespan
is done by iteratively incrementing µ =
0, 1, 2... until a satisfiable formula Fµ is ob-
tained as shown in Algorithm 1.
This process ensures finding makespan
optimal solution in case of a solvable input
MAPF instance since satisfiability of Fµ is
a non-decreasing function of µ. It is impor-
tant to note that solvability of a given MAPF
can be checked in advance by a fast polyno-
mial algorithm like PUSH-AND-ROTATE [10].
More information on SAT encoding for the
makespan variant can be found, e.g. in [51, 43, 52]. The detailed transformation of a question of
whether there are non-conflicting paths in TEGs will shown in following sections.
4. Basic-SAT for Optimal Sum-of-costs
The general scheme described above for finding optimal makespan is to convert the optimiza-
tion problem (finding minimal makespan) to a sequence of decision problems (is there a solution
of a given makespan µ). The decision problem was: is there a solution of makespan µ, and the se-
quence of decision problems was to increment µ until the minimal makespan is found (this works
due to monotinicity of existence of solution w.r.t. increasing makespan; wait action can prolong a
solution arbitrarily). The questions are which decision problem to encode, how to encode it, and
how to devise an appropriate sequence of these decision problems that will guarantee a solution
to the the optimization problem at hand.
In the makespan MAPF variant, the numeric objective function to minimize, i.e., the makespan
µ corresponds directly to the number of time expansions of the underlaying graph G in TEGs.
Thus, the decision problem was: is there a solution in a TEGs of depth µ. This decision problem
can be regarded as a question: are there non-conflicting directed paths in TEGs that interconnects
agents’ starting positions and goals. The existence of such paths is then encoded into a Boolean
formula.
We apply the same scheme for finding optimal sum-of-costs, converting it to a sequence of
decision problems – is there a solution of a given sum-of-costs ξ where the decision problem
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is whether there is a solution of sum-of-costs ξ, and the sequence of decision problems is to
increment ξ until finding the minimal sum-of-costs is found. Again the solvability of a MAPF
instance is monotonic w.r.t. increasing sum-of-costs hence the above incemental strategy works.
It is important to note that incremental strategy to obtain the optimal value of the objective
function is suitable only when the cost of query is exponential in µ or ξ (in case of uniform query
cost different strategies like binary search would be more suitable). This roughly holds in the
MAPF as increasing µ corresponds to adding a fresh time step in TEGs which is reflected in the
encoded Boolean formula by adding a number of variables and constraints proportional to the
size of G. Since the runtime of a SAT solver is exponential in the size of the input formula in the
worst case we have that runtime for answering Fµ is exponential in µ in the worst case. In such a
setup with incremental strategy, the cost/runtime of the last query is roughly the same as the total
cost/runtime of previous queries. As we will see later, the same applies also for the sum-of-costs
ξ.
However, encoding the decision problem for the sum-of-costs is more challenging than the
makespan case, because one needs to both bound the sum-of-costs, but also to predict how many
time expansions are needed. We address this challenge by using two key novel techniques de-
scribed next: (1) Cardinality constraint for bounding ξ and (2) Bounding the Makespan.
• Cardinality constraints. This is a technique from the SAT literature that enables counting
and bounding a numeric cost in a Boolean formulate [3, 35, 37]. This enables encoding
a constraint that bounds the sum of cost inside Boolean formulae. Typically the encod-
ing of cardinality constraints is based on simulation of arithmetic circuits for calculating
summations. While most of logic circuits assume binary encoding of input values where
weights of individual bits/propositional variables is determined by their position, here we
work with unary encoding of inputs where each single propositional variable contributes
by 1 to the overall sum (see Section 4.4 for details).
• Upper bound on the required time expansions. We show below how to compute for
a given sum of cost value ξ a value µ such that all possible solutions with sum-of-costs
ξ must be possible for a makespan of at most µ (details in Section 4.2). This enables
encoding the decision problem of whether there is a solution of sum-of-costs ξ by using a
SAT encoding similar to the makespan encoding with µ time expansions. In other words,
it will be sufficient to use TEGs of depth µ in order to represent all solutions that fits under
the given sum-of-costs ξ.
Next, we explain each of these techniques in detail, along with theoretical analysis and addi-
tional implementation details.
4.1. Cardinality Constraint for Bounding ξ
The SAT literature offers a technique for encoding a cardinality constraint [35, 37], which
allows calculating and bounding a numeric cost within the Boolean formula. Formally, for a
bound λ ∈ N and a set of Boolean variables X = {x1, x2, ..., xk} the cardinality constraint
≤λ {x1, x2, ..., xk} is satisfied iff the number of variables from the set X that are set to TRUE
is ≤ λ. There are various ways how to encode cardinality constraints in Boolean formulae. The
standard approach is to simulate arithmetic circuits [3] inside the formula. Arithmetic circuits
for cardinality constraints usually assume unary encoding of inputs where each propositional
variable (bit) from X contributes by 1 to the sum.
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In our SAT encoding, we bound the sum-of-costs by mapping every agent’s action to a
Boolean variable, and then encoding a cardinality constraint on these variables. Thus, one can use
the general structure of the makespan SAT encoding (which iterates over possible makespans),
and add such a cardinality constraint on top. Next we address the challenge of how to connect
these two factors together.
4.2. Bounding the Makespan for the Sum of Costs
Next, we compute how many time expansions µ are needed to guarantee that if a solution
with sum-of-costs ξ exists then it will be found within at most µ time expansions. In other words,
in our encoding, the values we give to ξ and µ must fulfill the following requirement:
R1: All possible solutions with sum-of-costs ξ must be possible for a makespan of at most µ.
To find a µ value that meets R1 for given ξ, we require the following definitions. Let ξ0(ai)
be the cost of the shortest individual path for agent ai (ξ0(ai) = length(path(ai))), and let ξ0 =∑
ai∈A ξ0(ai). ξ0 was called the sum of individual costs (SIC)[32]. ξ0 is an admissible heuristic for
optimal sum-of-costs search algorithms, since ξ0 is a lower bound on the minimal sum-of-costs.
ξ0 is calculated by relaxing the problem by omitting the other agents (collisions with them).
Similarly, we define µ0 = maxai∈A ξ0(ai). µ0 is length of the longest of the shortest individual
paths and is thus a lower bound on the minimal makespan. Finally, let ∆ be the extra cost over
SIC (as done in [32]). That is, let ∆ = ξ − ξ0.
Proposition 1. For makespan µ of any solution with sum-of-costs ξ, R1 holds for µ ≤ µ0 + ∆.
Proof: The worst-case scenario, in terms of makespan, is that all the ∆ extra moves belong to a
single agent. Given this scenario, in the worst case, ∆ is assigned to the agent with the largest
shortest-path. Thus, the resulting path of that agent would be µ0 + ∆, as required. 2
Using Proposition 1, we can safely encode the decision problem of whether there is a solution
with sum-of-costs ξ by using µ = µ0 + ∆ time expansions, knowing that if a solution of cost ξ
exists then it will be found within µ = µ0+∆ time expansions. In other words, Proposition 1 shows
relation of both parameters µ and ξ which will be both changed by changing ∆. Algorithm 2
summarizes our optimal sum-of-costs algorithm.
In every iteration, µ is set to µ0 + ∆ (Line 4) and the relevant TEGs of depth µ (described
below) for the various agents are built. Using TEGs of individual agents a formula F (µ,∆) is
constructed that encodes a decision problem whether there is a solution with sum-of-costs ξ and
makespan µ. Afterwards the formula is queried to the SAT solver (Line 8). The first iteration
starts with ∆ = 0. If such a solution exists, it is returned. Otherwise ξ is incremented by one, ∆
and consequently µ are modified accordingly and another iteration of SAT consulting is activated.
Proposition 2. The algorithm SAT consult is sound and complete.
Proof: This algorithm clearly terminates; for unsolvable instances after the initial solvability test;
for solvable MAPF instances as we start seeking a solution of ξ = ξ0 (∆ = 0) and increment ∆
(which increments ξ and µ as well) to all possible values. Hence we eventually encounter ∆ (ξ
and µ) for which Σ is solvable and valid solution is calculated and returned. 2
The initial unsolvability check of an MAPF instance can be done by any polynomial-time
complete sub-optimal algorithm such as PUSH-AND-ROTATE [9].
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Algorithm 2: Basic SAT-based sum-of-costs optimal MAPF solving.
1 Solve-MAPF-SATSUM−OF−COSTS (MAPF Σ = (G = (V, E), A, α0, α+))
2 if Σ is unsolvable then
3 return (Solution not found)
4 else
5 µ0 = maxai∈A ξ0(ai)
6 ∆← 0
7 while True do
8 µ← µ0 + ∆
9 for each agent ai do
10 TEGi(µ)← Construct-TEG(µ, ξ0(ai), α0(ai), α+(ai),G)
11 F (µ,∆)← encode(µ,∆, α0, α+,TEG1(µ), ...,TEGk(µ))
12 assignment ← Consult-SAT-Solver(F (µ,∆))
13 if assignment , UNS AT then
14 paths← extract-Solution(assignment)
15 return paths
16 else
17 ∆← ∆ + 1
 
α+ 
 
α0 
a1 
MAPF Σ=(G, {a1}, α0, α+) 
a1 
TEG1 for 𝜇 = 3 
a1 
(V1,E1,F1) 
u01 
u02 
u03 
u31 
u32 
u33 
Ei standard 
Fi extra 
edges 
time step 
0   1      2       3 
u21 
u22 
u23 
u11 
u12 
u13 
u2 
u1 
u3 
u2 
u1 
u3 
Figure 7: A TEG for an agent that needs to go from u1 to u3.
4.3. Efficient Use of the Cardinality Constraint
The complexity of encoding a cardinality constraint depends linearly in the number of con-
strained variables [35, 37]. Since each agent ai must move at least ξ0(ai), we can reduce the
number of variables counted by the cardinality constraint by only counting the variables corre-
sponding to extra movements over the first ξ0(ai) movement ai makes. We implement this by
introducing a TEG for a given agent ai (labeled TEGi).
TEGi differs from TEG (Definition 1) in that it distinguishes between two types of edges:
Ei and Fi. Ei are (directed) edges whose destination is at time step ≤ ξ0(ai). These are called
standard edges. Fi denoted as extra edges are directed edges whose destination is at time step
> ξ0(ai). A formal construction of the time expansion graph is shown using pseudo-code as
Algorithm 3.
Figure 7 shows an underlying graph for agent a1 (left) and the corresponding TEG1. Note
that the optimal solution of cost 2 is denoted by the diagonal path of the TEG. Edges that belong
to Fi are those that their destination is time step 3 (dotted lines), only these edges can contribute
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Algorithm 3: Construction of the time expansion graph.
1 Construct-TEG(µ, ξ0, s, g, (G = (V, E))
2 Vi ← ∅
3 Ei ← ∅
4 Fi ← ∅
5 for ui ∈ V do
6 E ← E ∪ {ui, ui} /* adding loops to ensure the frame axiom */
7 for t ∈ {0, 1, ..., µ} do
8 Vi ← Vi ∪ {utj | u j ∈ V}
9 for t ∈ {0, 1, ..., µ − 1} do
10 for each {u j, ul} ∈ E do
11 if t ≤ ξ0 then
12 Ei ← Ei ∪ {utj, ut+1l }
13 else
14 if {u j, ul} , {t} then
15 Fi ← Fi ∪ {utj, ut+1l }
16 else
17 Ei ← Ei ∪ {utj, ut+1l }
18 return (TEGi = (Vi, Ei, Fi))
to the sum-of-costs above ξ0(a1) = 2. That is, we will only bound the number of extra edges
(they sum up to ∆) making the encoding of the cardinality constraint more efficient.
4.4. Detailed Description of the SAT Encoding
Agent ai must go from its initial position to its goal within TEGi. This simulates its location
in time in the underlying graphG. That is, the task is to find a path from α00(ai) to α
µ
+(ai) in TEGi.
The search for such a path will be encoded within the Boolean formula. Additional constraints
will be added to capture all movement constraints such as collision avoidance etc. And, of course,
we will encode the cardinality constraint that the number of extra edges must be exactly ∆.
We want to ask whether a sum-of-costs solution of ξ exist. For this we build TEGi for each
agent ai ∈ A of depth µ0 + ∆. We use Vi to denote the set of vertices in TEGi that agent ai
might occupy during the time steps. Next we introduce the basic Boolean encoding (denoted
BASIC-SAT) which has the following Boolean variables.
1:) Xtj(ai) for every t ∈ {0, 1, ..., µ} and utj ∈ Vi – Boolean variable of whether agent ai is in vertex
u j at time step t.
2:) Etj,l(ai) for every t ∈ {0, 1, ..., µ − 1} and (utj, ut+1l ) ∈ (Ei ∪ Fi) – Boolean variables that model
transition of agent ai from vertex u j to vertex uk through any edge (standard or extra) between
time steps t and t + 1 respectively.
3:) Ct(ai) for every t ∈ {0, 1, ..., µ−1} such that there exist utj ∈ Vi and ut+1l ∈ Vi with (utj, ut+1l ) ∈ Fi
– Boolean variables that model cost of movements along extra edges (from Fi) between time
steps t and t + 1.
We now introduce constraints on these variables to restrict illegal values as defined by our
variant of MAPF. Other variants may use a slightly different encoding but the principle is the
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same. Let Tµ = {0, 1, ..., µ−1}. Several groups of constraints are introduced for each agent ai ∈ A
as follows:
C1: If an agent appears in a vertex at a given time step, then it must follow through exactly one
adjacent edge into the next time step. This is encoded by the following pseudo-Boolean constraint
[5], which is posted for every t ∈ Tµ and utj ∈ Vi:
Xtj(ai)⇒
∑
(utj,u
t+1
l )∈Ei∪Fi
Etj,l(ai) = 1 (1)
The above pseudo-Boolean can be translated to clauses in multiple ways. One simple and
efficient way is to rewrite the constraint as follows:
Xtj(ai)⇒
∨
(utj,u
t+1
l )∈Ei∪Fi
Etj,l(ai), (2)
∧
(utj,u
t+1
l ),(u
t
j,u
t+1
h )∈Ei∪Fi∧l<h
¬Etj,l(ai) ∨ ¬Etj,h(ai) (3)
C2: Whenever an agent occupies an edge it must also enter it before and leave it at the next
time-step. This is ensured by the following constraint introduced for every t ∈ Tµ and (utj, ut+1l ) ∈
Ei ∪ Fi:
Etj,l(ai)⇒ Xtj(ai) ∧ Xt+1l (ai) (4)
C3: The target vertex of any movement except wait action must be empty. This is ensured by the
following constraint introduced for every t ∈ Tµ and (utj, ut+1l ) ∈ Ei ∪ Fi such that j , l.
Etj,l(ai)⇒
∧
ah∈A∧ah,ai∧utj∈Vh
¬Xtj(ah) (5)
C4: No two agents can appear in the same vertex at the same time step. Again this can be
expressed by the following pseudo-Boolean constraint for every vertex u j ∈ V and t ∈ Tµ:∑
ai∈A∧utj∈Vi
Xtj(ai) ≤ 1 (6)
Equivalently this can be expressed by following binary clauses for every pair of of agents
ai, al ∈ A such that i , h: ∧
utj∈Vi∩Vh
¬Xtj(ai) ∨ ¬Xtj(ah) (7)
C5: Whenever an extra edge is traversed the cost needs to be accumulated. In fact, this is the
only cost that we accumulate as discussed above. This is done by the following constraint for
every t ∈ Tµ and extra edge (utj, ut+1l ) ∈ Fi:
Etj,l(ai)⇒ Ct(ai) (8)
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C6: The cost of wait action followed by a non-wait action need to be accumulated. This is ensured
by the following constraint for every t ∈ Tµ:
Ct(ai)⇒
∧
σ∈{0,1,...,t−1}∧{(uσj ,uσ+1l )∈Fi},∅
Cσ(ai) (9)
C7: Cardinality constraint. Finally the bound on the total cost needs to be introduced. Reaching
the sum-of-costs of ξ corresponds to traversing exactly ∆ extra edges from Fi. The following
cardinality constrains ensures this:
≤∆
{
Ct(ai) | i = 1, 2, ..., n ∧ t ∈ Tµ ∧ {(utj, ut+1l ) ∈ Fi} , ∅
}
(10)
Final formula. The resulting Boolean formula that is a conjunction of C1 . . .C7 will be denoted
as FBAS IC(µ,∆) and is the one that is consulted by Algorithm 2 (lines 11-12).
The following proposition summarizes the correctness of our encoding.
Proposition 3. MAPF Σ = (G = (V, E), A, α0, α+) has a sum-of-costs solution of ξ if and only
if FBAS IC(µ,∆) is satisfiable. Moreover, a solution of MAPF Σ with the sum-of-costs of ξ can be
extracted from the satisfying valuation of FBAS IC(µ,∆) by reading its Xtj(ai) variables.
Proof: The direct consequence of the above definitions is that a valid solution of a given MAPF Σ
corresponds to non-conflicting paths in the TEGs of the individual agents. These non-conflicting
paths further correspond to the satisfying variable assignment of FBAS IC(µ,∆), i.e., that there are
∆ extra edges in TEGs of depth µ = µ0 + ∆. 2
Proposition 4. Let D be the maximal degree of any vertex in G = (V, E) and let k be the number
of agents. If |E| ≥ µ and k ≥ D then the number of clauses in FBAS IC(µ,∆) is O(·k2 · µ · |E|), and
the number of variables is O(k · µ · |E|).
Proof: The components of FBAS IC(µ,∆) is described in equations 2– 10. Equations 2 and 3
introduce at most O(k · µ · |V | · D2) clauses. Equation 4 introduces at most O(k · µ · |E|) clauses.
Equation 5 introduces at most O(k2 · µ · |E|) clauses. Equation 7 introduces at most O(k2 · µ · |V |)
clauses. Equation 8 introduces at most O(k · µ · |E|) clauses. Equation 9 introduces at most O(k ·
µ2) clauses. And finally equation 10 introduces at most O(k · µ · ∆) clauses, since a cardinality
constraint checking that n variables has a cardinality constraint of k requires O(n·m) clauses [37].
Summing all the above results in a total of O(k · µ · (|V | · D2 + k · |E| + µ + ∆)). If we assume
that k ≥ D, |E| ≥ µ, and that k · |E| ≥ µ (by definition µ ≥ ∆) then the number of clauses is
O(k2 · µ · |E|). The number of variables is easily computed in a similar way. 2
Various optimizations of the encoding could be done at the level of using alternative encod-
ings of the cardinality constraints and/or by eliminating edge variables Etj,l(ai) via equivalence
Etj,l(ai) ⇔ Xtj(ai) ∧ Xt+1l (ai). We observed that these optimizations represent minor changes in
the overall size and efficiency of the encoding.
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Figure 8: Results on 8 × 8 grid (left). Number of solved instances in the given runtime on 16 × 16 and 32 × 32 grids.
(right)
5. Experimental Evaluation
We experimented on 4-connected grids with randomly placed obstacles [36, 39] and on Dragon
Age maps [31, 40]. Both settings are a standard MAPF benchmarks. The initial position of the
agents was randomly selected. To ensure solvability the goal positions were selected by perform-
ing a long random walk from the initial arrangement.
We compared our SAT solvers to several state-of-the-art search-based algorithms: the in-
creasing cost tree search - ICTS [32], Enhanced Partial Expansion A* - EPEA* [15] and im-
proved conflict-based search - ICBS [7]. For all the search algorithms we used the best known
setup of their parameters and enhancements suitable for solving the given instances over 4-
connected grids.
The SAT approaches were implemented in C++. The implementation consists of a top level
algorithm for finding the optimal sum-of-costs ξ and CNF formula generator [5] that prepares
input formula for a SAT solver into a file. The SAT solver is an external module our this ar-
chitecture. We used Glucose 3.0 [2, 1] which is a top performing SAT solver in the SAT
Competition [17, 51].
The cardinality constraint was encoded using a simple standard circuit based encoding called
sequential counter [37]. In our initial testing we considered various encodings of the cardinality
constrain such as those discussed in [3, 35]. However, it turned out that changing the encoding
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has a minor effect.2
ICTS and ICBS were implemented in C#, based on their original implementation (here we
used a slight modification in which the target vertex of a move must be empty). All experiments
were performed on a Xeon 2Ghz, and on Phenom II 3.6Ghz, both with 12 Gb of memory.
5.1. Square Grid Experiments
We first experimented on 8× 8, 16× 16, and 32× 32 grids with 10% obstacles while varying
the number of agents from 1 up to the number where at least one solver was able to solve an
instance (in case of the 8 × 8 grid this is 20 agents; and 32 and 58 in case of 16 × 16 and 32 × 32
grids respectively). For each number of agents 10 random instances were generated.
Figure 8 presents results where each algorithm was given a time limit of 300 seconds (as
was done by [32, 7, 30]). The leftmost plot (Plot (a)) shows the success rate (=percentage out of
given 10 random instances solved within the time limit) as a function of the number of agents for
the 8 × 8 grid (higher curves are better). The next plot (Plot (b)) reports the average runtime for
instances that were solved by all algorithms (lower curves are better). Here, we required 100%
success rate for all the tested algorithms to be able to calculate average runtime; this is also the
reason why the number of agents is smaller. The two right plots visualize the results on 16 × 16
grid (Plot (c)) and 32 × 32 grid (Plot (d)) but in a different way. Here, we present the number
of instances (out of all instances for all number of agents) that each method solved (y-axis) as a
function of the elapsed time (x-axis). Thus, for example Plot (c) says that MDD-SAT was able to
solve 145 instances in time less than 10 seconds (higher curves are better).
The first clear trend is that MDD-SAT significantly outperforms BASIC-SAT in all aspects.
This shows the importance of developing enhanced SAT encodings for the MAPF problem. The
performance of the BASIC-SAT encoding compared to the search-based algorithm degrades as
the size of the grids grow larger: in the 8x8 grids it is second only to MDD-SAT, in the 16x16 grid
it is comparable to most search-based algorithms, and in the 32x32 grid it is even substantially
worse. For the rest of the experiments we did not activate BASIC-SAT.
In addition, a prominent trend observed in all the plots is that MDD-SAT has higher success
rate and solves more instances than all other algorithms. In particular, in on highly constrained
instances (containing many agents) the MDD-SAT solver is the best option.
However, on the 32 × 32 grid (rightmost figure) for easy instances when the available run-
time was less than 10 seconds, MDD-SAT was weaker than the search-based algorithms. This
is mostly due to the architecture of the MDD-SAT solver which has an overhead of running the
external SAT solver and passing input in the textual form to it. This effect is also seen in the
8x8 plot (Plot (b)) as these were rather easy instances (solved by all algorithms) and the extra
overhead of activating the external SAT solver did not pay off.
Next, we varied the number of obstacles for the 8 × 8 grid with 10 agents to see the impact
of shrinking free space and increasing the frequency of interactions among agents. Results are
shown in Figure 9. Again, MDD-SAT clearly solves more instances over all settings. MDD-SAT
was always faster except for some easy instances (that needed up to 1 second) where ICBS was
slightly faster which is again due to the overhead in setup of the SAT solving by an external
solver. Interestingly, increasing the number of obstacles reduces the number of open cells. This
is an advantage for the SAT formula generator in MDD-SAT as the formula has less variables
2Due to the knowledge of lower bounds on the sum-of-costs, the number of variables involved in the cardinality
constraint is relatively small and hence the different encoding style has not enough room to show its benefit.
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Figure 9: Success rate and runtime on the 8 × 8 grid with increasing number of obstacles (out of 64 cells).
 
 
 
 
 
 
 
brc202d den520d ost003d 
Figure 10: Three structurally diverse Dragon-Age maps used in the experimental evaluation. This selection includes:
narrow corridors in brc202d, large open space in den520d, and open space with almost isolated rooms in ost003d.
and constraints. By contrast, the combinatorial difficulty of the instances increases with adding
obstacles for all the solvers as it means that the graphs gets denser and harder to solve.
5.2. Results on the Dragon Age Maps
Next, we experimented on three structurally different Dragon-Age maps - ost003d, den520d,
and brc202d, that are commonly used as testbeds [32, 15, 7] - see Figure 10. On these maps we
only evaluated the most efficient algorithms, namely, MDD-SAT, ICTS, and ICBS. Generally, in
these maps there is a large number of open cells but the graph is sparse with agents but there are
topological differences. brc202d has many narrow corridors. ost003d consists of few open
areas interconnected by narrow doors. Finally, den520d has wider open areas.
To obtain instances of various difficulties we varied the distance between start and goal lo-
cations. Ten random instances were generated for each distance in the range: {8, 16, 24, . . . , 320}
in order to have instances of different difficulties (total of 400 instances). With larger distances,
the problems are more difficult as the the probability for interactions (avoidance) among agents
increases as they need to travel through a larger part of the graph.
The results for the three Dragon-Age maps are shown in Figure 11 (brc202d), Figure 12
(den520d), and Figure 13 (ost003d). Two setups were used for each map - one with 16
agents, the other with 32 agents. The left plot of each figure shows the number of solved instances
(y-axis) as a function of the elapsed time (x-axis). Again, higher curves correspond to better
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Figure 11: Results for dragon age map brc202d with 16 and 32 agents. The left part shows the number of instances
(y-axis) a solver manages to solve in the given timeout (x-axis). The right part shows all the runtimes for a given solver
sorted in the ascending order.
performance). The right plot is interpreted as follows. For each solver the 400 instances are
ordered in increasing order of their solution time (this has strong correlation with the distance
between the start and goal configurations). Thus, the numbers in the x-axis give the relative
location (out of the 400) in this sorted order. The y-axis gives the actual running time for each
instance. Here, lower curves correspond to better performance.
All these figures show a similar clear trend with the exception of ost003d with 32 agents
(discussed below). On the easy instances where little time is required (left of the figures), MDD-
SAT is not the best. But, for the harder instances that need more time (right of the figures),
MDD-SAT clearly outperform all the other solvers.
Intuitively, one might think that the search-based solvers will have an advantage in these
domains since they contain many open spaces (low combinatorial difficulty) while the MDD-
SAT approach will suffer here as it will need to generate a large number of formulae (as the
domains are large). This might be true for the easy instances. Nevertheless, the effectiveness
of MDD-SAT was clearly seen on the harder instances where generating the formulae and the
external time to activate the architecture of the SAT solver seemed to pay off. This trend was also
seen in in the case of small densely occupied grids discussed above.
The ost003d map with 32 agents is the only case where MDD-SAT was outperformed by
ICTS. This is probably due to the specific structure of ost003d which has a number of isolated
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Figure 12: Results for dragon age map den520d with 16 and 32 agents. MDD-SAT is the best option on hard instances
with more agents.
open spaces. This gives an advantage to ICTS with relatively many agents (32) as conflicts mostly
occur at the exits/doors of the open areas. ICTS handles this on a per-agent cost basis while the
other solvers are less effective here.
The entire set of experiments show a clear trend. For the easy instances when a small amount
of time is given the search-based algorithm may be faster. But, given enough time MDD-SAT
is the correct choice, even in the large maps where it has an initial disadvantage. One of the
reasons for this is modern SAT solvers have the ability to learn and improve their speed during
the process of answering a SAT question. But, this learning needs sufficient time and large search
trees to be effective. By contrast, search algorithms do not have this advantage.
5.3. Size of the Formulae
Concrete runtimes for 10 instances of ost003d are given in Table 1. MDD-SAT solves the
hardest instance (#1) while other solvers ran out of time. The right part of the table illustrates
the cumulative size of the formulae generated during the solving process. Although the map is
much larger than the square grids, the size of formulae is comparable to the densely occupied
grid. This is because ξ0 is a good lower bound of the optimal cost in the sparse maps.
The observation from this experiments is that the large underlaying graph does not neces-
sarily imply generating of large Boolean formulae in the MDD-SAT solving process. Though
in harder scenarios (where start and goals are far apart) large formulae are eventually generated
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Figure 13: Results for dragon age map ost003d with 16 and 32 agents. Although MDD-SAT performs as best with 16
agents, it gets outperformed in the case with 32 agents by ICTS. This case shows that there is no universal winner among
the tested algorithms.
but still do not represent any significant disadvantage for the MDD-SAT solver according to pre-
sented measurements. We observed that generating large formulae takes considerable portion of
the total runtime (up to 10%-30%) within the MDD-SAT solver. Hence efficient implementation
of this part of the solver has significant impact on the overall performance.
6. Summary and Conclusion
We summarized how to migrate techniques from search-based optimal MAPF solvers to SAT-
based method. The outcome is the first SAT-based solver for the sum-of-costs variant of MAPF.
The new solver was experimentally compared to the state-of-the-art search-based solvers over
a variety of domains - we tested 4-connected grids with random obstacles and large maps from
computer games. We have seen that the SAT-based solver is a better option in hard scenarios
while the search-based solvers may perform better in easier cases.
Nevertheless, as previous authors mentioned [31, 7] there is no universal winner and each
of the approaches has pros and cons and thus might work best in different circumstances. For
example, ICTS was best on ost003d with 32 agents. This calls for a deeper study of various
classes of MAPF instances and their characteristics and how the different algorithms behave
across them. Not too much is known at present to the MAPF community on these aspects.
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MAPF 
Ost003d (seconds) 
16 agents, distance=168 
MDD-SAT ICBS ICTS 
1 101.4 N/A N/A 
2 12.8 9.7 2.4 
3 13.2 4.4 2.4 
4 3.8 0.6 1.2 
5 13.5 9.6 3.2 
6 22.7 10.7 N/A 
7 N/A N/A N/A 
8 36.9 49.6 2.5 
9 12.0 2.6 1.4 
10 N/A N/A N/A 
 
m 
Distance 
MDD-SAT, 16 agents 
Variables Clauses 
8 758.0 1 169.7 
64 34 648.7 120 961.1 
128 932 440.9 9 128 568.8 
 
m 
Distance 
MDD-SAT, 32 agents 
Variables Clauses 
8 2 377.6 3 751.3 
64 571 915.1 3 672 249.3 
128 5 163 157.0 49 201 960.0 
 
Table 1: Runtime for 10 instances (left) and the average size of the MDD-SAT formulae for ost003d (right)
There are several factors behind the performance of the SAT-based approach: clause learn-
ing, constraint propagation, good implementation of the SAT solver. On the other hand, the SAT
solver does not understand the structure of the encoded problem which may downgrade the per-
formance. Hence, we consider that implementing techniques such as learning directly into the
dedicated MAPF solver may be a future direction. Finally, migrating of other ideas from both
classes of approaches might further improve the performance.
Another interesting future direction is to consider how additional techniques from search-
based MAPF solvers can be used to further improve our SAT-based search, e.g., incorporat-
ing our SAT-based solver in the meta-agent conflict-based search framework as a low-level
solver [29]. This includes techniques for decomposing the problem to subproblems [39] and
incorporating our SAT-based solver in the meta-agent conflict-based search framework as a low-
level solver [29].
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