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Abstract 
Generalized Hermite multistep methods for initial-value problems in ordinary differential equations are reviewed. 
Zero-stability ofthe correctors with variable stepsize is investigated. A special predictor-corrector scheme for multistep 
methods with offstep points is presented. A method of order 11 has been developed and is illustrated with numerical 
examples. 
1. Introduction 
Generalized multistep methods are successfully applied to solve the initial-value problem 
y'(x) =f (x ,y ) ,  y(a) = b, 
where y may be a vector. Because Dahlquist's barrier does not hold for generalized multistep 
methods, higher orders can be achieved and these methods are recommendable, if high accuracy is 
required. 
The problem of an automatic stepsize control is well known for classical and generalized 
multistep methods. For the use of the formulas in the preceding interval, numerical approximations 
of the solution at equidistant points of the new stepsize are required. One way to achieve this with 
arbitrary changes in the stepsize is the use of polynomial interpolation, which is implicitly a part of 
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the Nordsieck algorithms. The second way is the extension of the fixed-step formulas to variable 
gridpoints, which are often called "'variable-coefficient" formulas. 
In this paper, the second approach is used to derive generalized Hermite multistep methods with 
a variable stepsize. 
2. Predictors and correctors 
Generalized multistep methods operate on a main grid 
Go={x~lx i=a+ ~hj ,  i=O(1)N} 
j= l  
and s intermediate grids 
Gt = {xi, tlxi, l = xl + oglt)hi, i = l(1)g}, 1 = l(1)s, 
where the o91 ~) are called offstep parameters. 
If arbitrary variations of the stepsize are permitted, the effort of computing integration coeffi- 
cients increases and may overwhelm the effort of evaluating function values. It is obvious to use 
only few feasible stepsize ratios 
fin = hn+ x/hn 
and to compute the coefficients for all possible combinations of this stepsize ratios. The algorithms 
considered in this paper use the following operators: 
Explicit predictors PE, i, i = I(1)S, for the intermediate grids: 
,,[01 ~E,i]y n + J l .Yn+k-1, i=  E a + hn+ 1 
j=- I  /=t  ~.j=-1 
i k -2  [E,i] • (I) 
[E,i] a (l) l,r,j .Yn +j, r f . bl,j y.+j + ~ c 
r= l  j=- I  
Implicit predictors Pro, i = l(1)s, for the intermediate grids: 
, , [ l l  : K[I,i], (l) ~[I,i]. (l) 
, .+k- l , i  2 a~mly,+J + hi.+1 ~'l,j y.+] + • ~,.,,jY,+j,,f. 
j=-1 1=1 l j= -1  r= l  j=-1 
A predictor Pr for the main grid: 
k-  1 ~ '  f k~.[1 
- [0 l .  ~Ely n +J I y ,+~= ~ a + h.+x 
j=  -1  /=1 k j=- I  
A corrector C for the main grid: 
i k -1  
b[el'°) tel . o) ] ,.jy.+j + 
r= l  j=- I  
k - I 1. [C], (0 ~ [C] • (0 
.,m E y.+k = ~ + ul.jy.+j + F. '~l.,.jY.+j,r • 
j=O /= I  j=O r= l  j=- I  J 
Generalized Hermite multistep redictor-corrector formulae with s = 1 offstep point are used in 
the PE t EPI ~ EPEECE-mode. 
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3. Zero-stability of the eorreetors 
In this section it is investigated for which combinations (fl, ~o), where fl = const, designates the 
stepsize ratio and ~o = const, the offstep parameter, the root condition is satisfied, that means 
zero-stability is ensured. 
The optimal order of a generalized Hermite multistep method is one less than the total number 
of free parameters, 
Popt = m(2k + 1) + k. (1) 
Verifying formula (1) it should be noticed that the offstep parameter as a free parameter can be used 
to increase the order. 
Ostermann I-5] has proved that the maximal order of a zero-stable corrector (1) is restricted by 
(m(2k+l )+2 if m is odd, (2) 
Pmax = < [m(2k + 1) + 1 if m is even. 
The following considerations are restricted to the case k = 2. Methods with k = 3 are also 
considered in [4], but, obtaining very high orders, the stability characteristics proved to be 
unsatisfactory. 
3.1. Methods using second derivatives 
The corrector of a generalized Hermite two-step method using second derivatives (k = 2, m = 2) 
has the form: 
L[y . ]  = aoyn + aay.+ l + azy.+ 2 
+ h.+a(bl.oy'. + bl,lY'.+x + bl,2y'.+2 + cl ,oY'n,1 + cx,xY'.+l,1) 
+ h2+l(b2,0Y~ + b2,xY~+l + b2,zy'~+2 + C2,oY~,1 + c2,1Y~+1,1). (3) 
In [5] it is proved that for given values of k and m an interval I(k,m) exists, so that the general 
fixed-step Hermite multistep method with constant stepsize has the order 
m(2k + 1) + k -  1 (4) 
for any offstep parameter ~ • I(k, m). Similar intervals exist for constant stepsize ratios fl > 0 and 
these intervals are denoted Ip(k, m). 
Theorem 1. A nonempty interval I~(2, 2) ~_ (0, 1) exists for every stepsize ratio fl with 
0 < fl < 1.511 764053977.. .  (5) 
so that the Hermite multistep method of the form (3) is zero-stable for all offstep parameters 
o) • lp(2, 2). For 
0 < fl < 0.661 478 884465...  (6) 
I~(2,2)=(0,1). 
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More precisely, the method is zero-stable if and only if 
I7(//,09) > 0 
with 
I7(//,09) = (6 + 22/ /+ 22//z - 132//7 - 330//s - 330//9 - 154,81° - 28//11 
+ 09(-33 - 88 / / -  11//2 + 99//3 + 726//7 + 1551//8 + 1320//9 + 517//1° + 77//11) 
+ 092(55 + 55/ / -  242//2 - 297//3 + 132//4 - 1518//7 - 2673//8 - 1837//9 
- 550//1° - 55//11) 
+ 093(165//+ 429//2 + 66//3 - 462//4 + 1386//7 + 1914//8 + 957//9 + 165//1°) 
+ 094(132//2 + 462//3 + 462//4 -- 462//7 -- 462//8 -- 132//9))/13860. (7) 
Proof. See [4]. The idea of the proof is as follows. 
The equivalence between the proposed generalized Hermite multistep method and a special 
Hermite-Birkhoff interpolation problem (see [1, 5, 7]) is used to construct a method of the form (3). 
The maximal order of a zero-stable corrector is 11 ((4), with k = m = 2). Considering the assigned 
Hermite-Birkhoff interpolation problem, which has a unique solution, correctors of order 11 can 
be computed. The consistency of these methods is obvious, so the characteristic polynomial has the 
principal root Go = 1, and can be written (see (3), with a2 = 1) 
P(4) = 4 2 + a14 + a0 = (~ - 1)(4 - ao), 
where ax = - (1  + ao). A consistent wo-step method is zero-stable, if the second root of the 
characteristic polynomial satisfies the condition 
-1  ~< a0 < 1. (8) 
In [4] it is shown that ao is the quotient of two polynomials in fl and 09 and the condition (8) is 
satisfied, if I7(fl,09) > 0. 
It can be easily verified that I7(0, 09) > 0 and 17(2, 09) < 0 for all 09 e [0, 1]. lT(fl, 09) for a given fl is 
a polynomial of degree 4 in 09, the roots can be calculated analytically. The condition 17(1, 09) > 0 
leads to the interval 09 e (0.5, 1) according to former results of Ostermann [5] for fixed stepsizes. 
The boundaries for the intervals given in (5) and (6) of Theorem 1 are the roots of IT(fl,0) and 
IT(fl, 1), both polynomials of degree 11 with five pairs of complex roots and one real ((5) resp. (6)) 
root. These roots were computed numerically. 
The region of the pairs of parameters (fl,09) that lead to zero-stable correctors of order 11 is 
shown in Fig. 1. [] 
3.2. Methods using third derivatives 
Following (1) and (2) generalized Hermite multistep methods of optimal order exist for k = 2 and 
m = 3. In this case the order Popt = 17 can be reached. Investigations in [4] have shown that the 
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Fig. 1. Zero-stable correctors of order 11. 
use of correctors of optimal order is not recommendable for practical calculations. The offstep 
parameter ~(fl) has to be computed as a root of a polynomial of degree six in each step before the 
integration coefficients can be obtained as the solution of a system of linear equations. 
Therefore the desired order is one less and in [4] the existence of zero-stable correctors of order 
p = 16 is examined. 
Because of their unsatisfactory absolute stability characteristics, these methods are not of 
practical importance. 
4. Construction of the algorithms 
If the optimal order is not attainable or recommendable, the integration coefficients of the 
corrector can be calculated as the solution of an underdetermined system of linear equations. 
Practical computations show that the predictors PI and P should have the order of the corrector, 
while the order of PE could be one less. Constructing the predictors in the same way, while using 
additional function values from the interval [xi-1, Xi], some free parameters remain. These free 
parameters are used to optimize the interval of absolute stability for fixed fl and co. The uncon- 
strained optimization was performed with a variant of the simplex search technique of Nelder and 
Mead (see [6]). 
Stability considerations and numerical experiments suggested the selection of 
11 co = r6 = 0.6875 (9) 
and the restriction to the following discrete values of the stepsize ratios fli 
fl, ~ {0.8, 1, 1.125}. (10) 
The following intervals of absolute stability were calculated with the bounded locus method for the 
generalized Hermite two-step method of order 11 using second derivatives: 
fl I, 
0.8 ( -0.7414, 0) 
1 (-0.2707,0) 
1.125 (-0.1609,0) 
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A two-step method using third derivatives was constructed in the same way, but this method 
proved to be less satisfactory and the numerical comparisons in the following section only refer to 
the method using second derivatives. 
5. Implementation and numerical comparisons 
5.1. Implementation of the method 
The necessary start steps for the method can be computed with any suitable one-step method, 
e.g., embedded Runge-Kutta formula. We used the extrapolation code ODEX (see [2]), which is 
known to be superior for high tolerances. Similar to classical predictor-corrector methods the 
difference 
6n + k [C] , teEJ, (11) = Yn+k -- yn+kl 
is used as an estimation of the local truncation error. 
The two parameters ag and ak with 
0 < % < ak < 1 (12) 
describe the stepsize policy. If the estimation (11) exceeds the prescribed accuracy e, the step should 
be repeated with a smaller stepsize if possible. 
If 
6n+k < age, (13) 
the stepsize is increased with the factor 1.125, otherwise if
6n+k > ake, (14) 
the stepsize is reduced by the factor 0.8. 
Numerical computations show that the choice of the parameters ag and ak has influence on the 
rate of convergence of the method for different est functions. The determination 
ag = -- 0.005 loglo(e), (15) 
ak = 0.7, (16) 
generally leads to good results. 
5.2. Test problems 
Numerical computations were performed on a wide range of test problems. The results for the 
following four test problems (see [2]) are reported. 
Problem 1 (Jacobi elliptic functions): 
Y'I = Y2 Y3, yl(0) = 0, 
Y~ = -Y l  Y3, y2(0)  = 1, 
y~ = - 0.51 Yl Y2, y3(0)  = 1, 
0~x~20.  
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Table 1 
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e = 10 -12 e = 10 -20  
Method func time error func time error 
Problem 1 
ODEX 1569 0.25 1.1 × 10 -11 5862 0.90 
D02 829 0.48 1.8 x 10-12 3437 1.96 
GHMM 895 0.29 4.6 x 10-13 2927 1.01 
Problem 2 
ODEX 2818 0.62 2.1 x 10 - t l  9078 1.94 
D02 1515 1.22 3.0 × 10 - l °  5663 4.39 
GHMM 1375 0.69 9.2 x 10-12 4635 2.42 
Problem 3 
ODEX 3603 0.48 2.7 x 10-12 10891 1.43 
D02 1825 0.96 7.2 x 10 -12 6741 3.33 
GHMM 1699 0.39 4.1 x 10 -14 5991 1.41 
Problem 4 
ODEX 11057 1.56 1.4 x 10- 09 33384 4.58 
D02 2914 1.58 1.7 x 10 -08 9779 5.31 
GHMM 5403 1.45 5.6 x 10- lO 11023 2.98 
6.0 x 10 -21 
3.7 x 10 -21 
2.7 x 10  -21  
7.9 x 10 -11 
8.3 × 10-19 
7.3 x 10 -20 
1.7 x 10 -20 
1.5 x 10-19 
1.4 x 10-  2o 
1.4 x 10 -18 
2.4x 10 -16 
1.3 x 10-17 
Prob lem 2 (Two-body problem): 
y] = y3, yl(O) = 0.5, 
y~ = y4, y2(O) = O, 
Yl 
Y3 --  (y2 + y~)3/2, y3(O) ----- O, 0 ~< X ~< 20. 
Y2 ,¢/~, 
Y~* --  (y12 + y~)3/2' Y4(O) = 
Prob lem 3 (Van der Pol's equation): 
Yl = Y2, yl(O) ---- 2, 
O~<x~<20. 
y~ = (1 -- y2)y  2 -- Y l ,  y2(0) = 0, 
Prob lem 4 (Brusselator): 
y'~ = 2 + y2yz  - 9.533 ya,  y1(0)=1,  
y~ = 8.533 YI - y2 YE, y2(0) = 4.2665, 
O~<x~<20. 
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5.3. Numerical results 
The new method escribed above (denoted GHMM) is compared with the code ODEX and the 
NAG-Routine D02CAF (see [3]), all codes were implemented in double precision (FORTRAN). 
Comparisons were performed on a Cyber 960 at the Hochschulrechenzentrum in Giessen. 
The necessary derivatives were calculated and coded with Mathematica (see [8]). Thus, this 
former disadvantage of higher derivative methods can be neglected. 
The results of these tests for different accuracy goals are presented in Table 1, comprising 
function evaluations, computing time and the maximum of the absolute rror. 
The numerical results demonstrate hat our method is at least comparable to the well known 
ODEX code and worth a further consideration. 
Although the intervals of absolute stability are smaller than in the compared methods, the 
proposed method shows very good results in numerical computation for the regarded accuracy 
goals. Using the test problems with lower accuracy goals (e.g., 10- 6) the results of the GHMM are 
distinctly worse, because the compared methods ODEX and G02CAF can use larger stepsizes. 
References 
[1] S. Filippi and F. Sch6ne, Two high-order multistep methods with offstep points applied with a variable stepsize, 
J. Comput. Appl. Math. 30 (1990) 155-164. 
[2] E. Hairer, S.P. Norsett and G. Wanner, Solvin9 Ordinary Differential Equations I (Springer, Berlin, 1987). 
[3] G. Hall and J.M. Watt, Modern Numerical Methods for Ordinary Differential Equations (Clarendon Press, Oxford, 
1976). 
[4] T. Knecht, Hermitesehe Zwischenschrittverfahren mit variabler Schrittweite, Dissertation, Giessen, 1992; Mitt. 
Math. Sere. Giessen 212 (1993). 
[5] A. Ostermann, Ein Beitrag zur Theorie und Entwicklung von (n, s, m)-Zwischenschritt-verfahren zur umerischen 
Behandlung yon Anfangswertaufgaben gew6hnlicher Differentialgleichungen/t-ter Ordnung, Habilititationsschrift, 
Giessen, 1978. 
[6] H.-P. Schwefel, Numerische Optimierun9 yon Computer-Modellen mittels der Evolutions-strateoie (Birkh~iuser, Basel, 
1977). 
[7] H. Wehnes, Verallgemeinerte H rmiteverfahren zur numerischen L6sung yon Anfangswertaufgaben i gew6hnlichen 
Differentialgleichungen, Mitt. Math. Sere. Giessen 133 (1978) 1-106. 
[8] S. Wolfram, Mathematica - A System for Doin9 Mathematics by Computer (Addison-Wesley, Redwood City, CA, 
1991). 
