The influence of an external electric field on the spin dynamics of an electrically neutral Fermi liquid is considered, the mechanism of such an influence being the relativistic spin-orbital interaction. As a result, Leggett's equations for the spin dynamics of weakly polarized Fermi liquids are generalized to the case of non-zero external electric field. In addition, we obtained the transverse spin dynamics equation for strongly spin-polarized liquids in an electric field at zero temperature. In both situations covariant derivatives depending on the electric field are shown to be substituted for spatial gradients in line with the SU(2) gauge invariance of the microscopic Hamiltonian. The new equations are applied to the study of spin flow along a channel, where an electric field is found to bring about an additional phase shift of the order of magnitude of the phase shift in superfluid 3 He-B but growing with time.
Introduction
The advances in experimental technique in recent years made feasible the observation of effects due to electric field on the motion of electrically neutral superfluid 3 He [1] . Experiments on superfluid 3 He-B in an electric field, using the spin current Josephson effect, are under way at the moment [2] . The influence of an external electric field on superfluid 3 He has also been treated theoretically in scientific literature [3, 4, 5] . However, a similar investigation for a normal Fermi liquid is lacking. It is this question which is attempted to be answered by the present paper.
There have been predicted two competitive mechanisms of the influence of an electric field on the spin dynamics of the superfluid 3 He [5] , viz., (i) slight deformation of the electronic shells of 3 He atoms by the gradient of the order parameter and (ii) spinorbital coupling (µ × p)E/mc of the electric field with the moving magnetic moments of the 3 He nuclei, where µ is the magnetic moment of 3 He atom. In the present paper this latter relativistic effect is incorporated into spin dynamics equations of a normal Fermi liquid. The result complies with the gauge invariance arguments developed in Ref. [5] .
In superfluid 3 He-B in an experiment with fixed spin supercurrent along a channel of length L, connecting two reservoirs with homogeneously precessing magnetizations, the supercurrent, induced by an electric field, leads to an additional phase shift of the order of δα ∼ 2µĒ hc L ∼ 10 −4 rad (1) for E ≈ 3 · 10 4 V/cm and L ≈ 1 cm. According to [1] , this is an experimentally detectable quantity. In a normal Fermi liquid a phase shift of the same order is demonstrated to arise and grow with time in a similar one-dimensional spin flow geometry.
The set-up of the paper is as follows. The second section is dedicated to introducing the SU(2) gauge invariant theory of the interaction of electromagnetic field with a Fermi liquid. In the third section the weakly polarized Fermi liquid is considered on the basis of the modifications to the Landau theory resulting from the appearance of an electric field. Although this section does not overtly leans on the gauge invariance, the outcome agrees with what one expects from Sec. II. The next section is given over to the study of one-dimensional spin flow as an example of application of the new equations.
The invariance properties of the microscopic Hamiltonian are employed in treating strongly spin-polarized liquids at zero temperature in Sec. V. The last section sums up the main results.
Gauge Invariance
In the SU(2)-gauge-invariant wording of Ref. [5] electric and magnetic fields are introduced uniformly as components of a gauge field A µ , where µ = 0, 1, 2, 3:
Here g is the gyromagnetic ratio for 3 He nuclei, ω L is the Larmor frequency. The Hamiltonian of particles with the mass m and the magnetic moment µ =hg/2 in an external electromagnetic field in the second quantization representation is
whereμ = µσ is the magnetic moment operator. The Hamiltonian can be rewritten equivalently using the gauge field A µ :
The last expression is invariant against rotations of the spin space if only they are accompanied by the corresponding change of the gauge field:
where R = exp(−iθσ/2) is a 2D finite rotation matrix on the angle θ around the axiŝ θ and R(θ) is a 3D rotation matrix corresponding to R. The frequency tensor of this rotation ω µ is defined as −iω µσ /2 = R + ∂ µ R, and the gradients are designated as ∂ µ , where ∂ 0 = ∂ t , ∂ i = ∇ i . This symmetry allows one to refer to A µ as the gauge field. Quite generally, gauge fields appear when the invariance of a Hamiltonian against some local gauge symmetry is stipulated. Nevertheless, it might be worth mentioning that this symmetry is somewhat formal since it is valid only for the Hamiltonian of 3 He atoms and not for the electromagnetic field.
The SU(2) gauge invariance of the Hamiltonian calls for all observables to be gauge invariant as well. Hence all space-time derivatives can enter spin dynamics equations only in combinations with the gauge field, i.e. in the form of covariant derivatives:
As we will see later, this conjecture is correct.
Weak Polarizations
Spin dynamics equations in the case of weak polarization have been formulated by Silin [6] and Leggett [7] in the framework of the Landau theory [8] . Leggett showed that the first two harmonics of the distribution function, viz., the spin and the spin current densities, decouple from the rest for slow enough spatial variations. The purpose of this section is to generalize the Leggett equations to the case of an electric field present. The Landau theory of Fermi liquids operates with phenomenologically defined quantities. So it is not convenient to literally use the gauge invariance approach discussed above. We will set this approach aside until Sec. V and formulate the theory in the usual terms of the quasiparticle distribution matrixn k and the quasiparticle energy matrixǫ k .
In the absence of fields the equilibrium values ofn k andǫ k arê
Here f 0 (ξ) = [exp(ξ/T )+1] −1 is the Fermi distribution function and ξ k =h 2 k 2 /2m * −ǫ F , where m * is the quasiparticle mass. According to Landau's ideas the departure from equilibrium distribution δn k changes the quasiparticle energy along with external fields:
where δǫ ext k is the energy of a quasiparticle in external fields,
is the quasiparticle interaction and N F = m * k F /π 2h2 is the density of states on the Fermi surface.
In our case δǫ ext k is the Zeeman energy acquired by a quasiparticle in a magnetic field:
As the microscopic Hamiltonian (4) indicates, an electric field alters the equilibrium (kinetic) partǫ 0 k of the energy matrixǫ k by shifting all the momenta of quasiparticles:
As a consequence, the equilibrium distributionn 0 k ≡ f 0 (ǫ 0 k ) will also change:n 0 k → n 0 k + (df 0 /dξ)δǫ 0 k , which, in its turn, will alter the departure from equilibrium δn k defined as δn k =n k −n 0 k :
The amendment in δn k through relation (8) will change δǫ k :
Now let introduce macroscopic quantities. Spin and spin current densities are defined according to the formulas:
Both of these expressions in equilibrium in the absence of external field are equal to zero. Expanding them to within the first order in departures from equilibrium yields (15) where the Fermi velocity v Fi =hk i /m * and we took the second term in (15) by parts. This term describes backflow (cf. [9] ). The expression in parentheses in (15) can be easily seen to represent the departure from the local equilibriumn loc
When an electric field is switched on both spin and spin current densities in equilibrium will still be zero. This follows from the fact that the amendments to their magnitudes brought about by δn 0 k and δǫ 0 k are described by eqs. (14) and (15) respectively. But these expressions vanish when δn 0 k and δǫ 0 k are substituted for δn k and δǫ k . Thus an external electric field produces no spin current in equilibrium. We will exploit this fact later when writing out the collision integral in the kinetic equation in the τ -approximation.
Substituting the expression (8) along with the renewed δn k (11) and δǫ k (12) into (15) yields
where the corrections due to electric field to δn k and δǫ k can be conveniently incorporated into an effective external-fields energy
On plugging this into (16), we obtain the following expression for the spin current:
where σ k = 1 2 Sp[σδn k ]. As compared to the case of no electric field [7] , the expression for the spin current contains an additional term
where
is the normal Fermi-liquid susceptibility. This term appeared previously in the spin supercurrent in superfluid Fermi liquid [3] .
We now proceed to the derivation of the dynamics equations themselves. Let expandn k andǫ k in the basis of the identity and the Pauli matrices:
In the weak-polarization case, where spin polarization is a very small fraction of the total number of spins in the liquid, f k and ǫ k may be put equal to their equilibrium values (7) (see [7] ). Then from eqs. (8), (9), (10) and (12) we obtain
Note that here the electrical-field-dependent corrections toǫ 0 k and δǫ k also appear in effect as if it is the external energy δǫ ext k which contained them. What we mean is that the above expression could be obtained from the expression (8) with the effective external energy (17) without allowing for the corrections (10) and (12) . It is tempting therefore to attribute the term in (17) that depends on electric field to an external spin-orbital energy. Nevertheless, since it contains Fermi-liquid constants this term is not, strictly speaking, an energy in an external field. Quite the reverse, it appeared from corrections to the kinetic energy. Thus we conclude that the parallel drawn is formal.
The Silin-Leggett [7] kinetic equation for the spin part σ k ofn k is (for brevity we omit k-indices)
Note the wrong sign before the second term in [6, 7] .
Defining the averaged distribution
we can further reduce the kinetic equation to
Following Leggett, we seek after a solution in the form of the sum of the zeroth and first harmonics of mk:h
The higher harmonics can be proved to decouple from the first two if only the characteristic spatial scale λ is greater than the mean free path or the molecular field length [7] :
. This constraint coincides with that for the case of zero electric field because the "electric length" l E = (gE/c) −1 appearing as a new scale in the problem is much greater than all the above mentioned scales (for an electric field as strong as E = 3 · 10 4 V/cm the "electric length" shortens only to l E = 10 6 cm).
When the mean free path is shorter than the molecular field length (which obviously is equivalent to the inequality κω L τ < 1) we deal with the hydrodynamic regime. The opposite case corresponds to the collisionless regime.
After some algebra we obtain a set of two equations:
Here S eq = χ n ω L /g 2 is the equilibrium magnetization, τ 1 = τ /(1+F a 1 /3). As compared to the Leggett equations, all the spatial derivatives in (27), (28) are replaced with the covariant ones. The term ∂ t J 0
is non-zero only for an electric field varying in time. We will assume this is not the case in what follows.
First, from now on we make use of the units wherein χ n = g 2 . Next, we transform to the frame, rotating with the local Larmor frequency ω L (r) that we assume to be parallel toẑ. To that end we substitute S(t) with R(t)S(t) and similarly for J i , where R = R(−ω L t) is a 3D rotation matrix. Then we get from (27), (28)
We here used the fact that e αij R iβ R jγ = R αk e kβγ , which follows from the general equality holding for an arbitrary matrix: e αij R αk R iβ R jγ = e kβγ det R.
Eq. (30) is an inhomogeneous linear differential equation on J i . Its solution can be represented as the sum of the general solution of the corresponding homogeneous equation and a particular solution of the inhomogeneous one. The general solution of the homogeneous equation contains the factor exp(−t/τ 1 ) and dies out in a time τ 1 . Thus for the most of the time of an experiment we may take into account only the particular-solution part of the spin current.
In the absence of electric fields D i = ∇ i and both the inhomogeneous term and the coefficients in Eq. (30) are independent of time. In this case Eqs. (29), (30) allow exactly stationary solutions, wherein ∂ t S and ∂ t J i are exactly zero in the Larmor frame.
In the presence of an electric field, the inhomogeneous term in (30) contains, besides the part constant in time, a fast contribution from the rotation matrix that oscillates with the Larmor frequency ω L . Hence the solution will be the sum of constant and oscillating terms. The oscillating term in the Larmor frame will appear from the point of view of the laboratory frame as a doubled frequency motion and must induce a doubled frequency harmonic in the NMR signal.
However the amplitude of this harmonic as well as the correction to the stationary motion due to electric field will be of the order of smallness of gEL/c, where L is the spatial scale of the problem. Therefore we can expand S and J i into degrees of electric field to within the first order: S(E) = S + δS, and similarly for J i , where S and J i now designate the corresponding quantities in the absence of electric field that meet the conventional Leggett equations. For the departures δS and δJ i proportional to the electric field we obtain from (29), (30)
Thus δS and δJ i (deemed as components of one unknown quantity) satisfy a system of inhomogeneous linear differential equations with coefficients depending on coordinates but independent of time. The electric field enters the equations only through inhomogeneous terms and hence the corresponding homogeneous system describes the time evolution of small perturbations to a known unperturbed zero-electric-field solution. The general solution of the homogeneous system is the sum of particular solutions in which δS and δJ i depend on time through the factors e −iωt . The perturbation frequencies ω are to be determined by solution of the homogeneous system with the corresponding boundary conditions. For the unperturbed distribution to be stable the imaginary parts of all the possible frequencies ω need to be negative. Then the arisen perturbations will die out exponentially.
To find the quasistationary part of the solution (i.e. the one that is constant in time in the Larmor frame), we should average the inhomogeneous terms over the period of precession 1/ω L , which yields
Thus theẑ-component of the electric field have no effect on the quasistationary dynamics. If we choose E x for definiteness, then A z i = c −1 Eŷ i and the electric field falls out from the equations for thex i -andẑ iorbital components of the spin current, i.e. the electric field affects the quasistationary motion only if theŷ i -components of the spin current is non-zero.
One-Dimensional Flow
As an example we consider spin flow through a thin channel directed along theŷ i -axis. But first we examine the spin distribution in such a geometry in the absence of an electric field. The situation is reminiscent of the flow along theẑ i -directed channel studied experimentally [10] and theoretically [11] . We may extend the results obtained in Ref. [11] to our situation since in the derivation of distributions and in the stability analysis in Ref. [11] only the fact that the flow is one-dimensional is used and the name of the coordinate along which the distribution changes makes no difference.
In the Absence of Electric Field
In the idealized geometry of Ref. [11] two reservoirs of a Fermi-liquid polarized by an external magnetic field directed alongẑ are connected via a long thin tube of length 2L and cross-sectional area A ≪ L 2 . After a π-pulse of a rf magnetic field, inverting the spins, is applied to one of the volumes, diffusion tends to diminish the large longitudinal polarization gradient along the channel and eventually equalize polarization in the two chambers (see Fig. 1 ).
Since the time L 2 /D to diffuse through the tube is much longer than the time A/D to diffuse away from the tube entrances, we may, following [11] , assume fixed boundary conditions S(y = ±L) = ±S 0ẑ , where S 0 is the magnetization density in the reservoirs. For convenience we transform to the dimensionless units: s = y/L, τ = D 0 t/L 2 , m = S/S 0 , j = LJ y /D 0 S 0 , and introduce the parameter v = −κS 0 τ 1 .
Here D 0 = w 2 τ 1 /3 is the diffusion coefficient. As a matter of fact, κ is positive for real liquids and thus v is negative. Now we rederive the results of [11] generalized to the case of the parameterm 0 =x (see below).
The Leggett equations in the Larmor frame, which are just eqs. (29), (30) with D i = ∇ i , for stationary solutions depending on only one spatial coordinate yield
We get j = const,
where m 0 ≡ m(s = 0) is the magnetization in the center of the channel. Its absolute value is √ 1 − j 2 and its direction remains an arbitrary parameter. This uncertainty in the direction ofm 0 corresponds to the indefiniteness of the initial phase of the precession. Actually the result in [11] is written out (with some slips) in the coordinate representation corresponding to the choice of m 0 x. This is why we dwelt on the derivation.
Then the boundary conditions m| s=±1 = ±ẑ require R(2vj)m 0 = −m 0 . Hence either m 0 = 0 and we get
Or j ⊥ m 0 = 0 and vj = π/2 + πn, n ∈ Z. The stability analysis and numerical simulations [11] show that only the solutions with n = 0 and n = −1 are stable. For liquids with v negative n = −1 is relevant, while n = 0 corresponds to v positive. Using the overt form of the rotation matrix R(θ) = (δ αβ −θ αθβ ) cos θ +θ αθβ − e αβγθγ sin θ, we obtain for n = −1:
, = −jẑ+m 0 ×ẑ, m(s) = −m 0 × sin(πs/2)+m 0 cos(πs/2)−sj. (36) In such a solution the polar angle π − ϑ between andẑ is fixed by the condition: j = −(ẑ) = cos ϑ. (Here we see that of necessity j ≤ 1 and |v| ≥ π/2.) The arbitrary azimuthal angle of is parameterized by a constant unit vectorm 0 =ẑ ×/m 0 . The three unit vectorsm 0 ×,m 0 , form a right-handed basis (see Fig. 2 ). Subject to the value of |v| either of the above stable stationary solutions takes place. For |v| ≤ π/2 the solution is the longitudinal diffusion (35). For |v| ≥ π/2 this configuration becomes unstable (Castaing instability) and (36) is realized.
Properly speaking, arbitrary boundary conditions can be considered in the same manner but only the ones involved, i.e. of the diametrically opposed magnetizations in the two reservoirs, appear to have a solution of more or less simple form.
In fact, the diffusion under consideration is only quasi stationary. That is, it is independent of time on the short scale L 2 /D 0 . But on long times owing to the finite size of the reservoirs, slowly as it will, the current will change the magnetization densities in the reservoirs, thus changing the boundary conditions. Thanks to this slowness we may deem the situation at any given moment as stationary on times ∼ τ and simply substituteŜ 0 forẑ in the boundary conditions, so that now they read m(s = ±1) = ±Ŝ 0 . For the long-time dependence of the magnetization in the right reservoir we then get
where T = V L/D 0 A is the long-time scale. Thus the quasistationary approximation is valid as long as T ≫ L 2 /D 0 , or, equivalently, V ≫ LA. For experimental conditions of [10] T ∼ 100 sec. For |v| ≤ π/2 the current j = −Ŝ 0 and the magnetization decays exponentially:
For |v| ≥ π/2 the magnetization density diminishes algebraically until it reaches the critical value π/2. It is convenient to introduce a constant ζ = π/2κτ 1 so that j = ζ/S 0 . Upon substituting j = j(−jŜ 0 + √ 1 − j 2m 0 ×Ŝ 0 ) eq. (37) yields
Then while v(t) exceeds the critical value, i.e. for times t ≤ t * − T /2, where t * = T S 2 0 (0)/2ζ 2 , we get where
The absolute value of magnetization decays as a square root of time and its direction rotates aroundm 0 , i.e. in the −ẑ plane (see Fig. (3a) ). The angle β increases monotonically with time. As numerical evaluation shows, it reaches π at the critical point for the first time when the duration of the non-longitudinal part of diffusion constitutes t * ≈ 10T .
Note that the time evolution of the magnetizations in the two reservoirs is symmetric as a result of the conservation of current. And at any moment the directions of the magnetizations in the vessels remain opposite to ensure the diametrically opposed conditions involved.
For t ≥ t * − T /2 the magnetization will proceed by exponential slump (see Fig. (4) ) with the angle β f = β(t * − T /2) = 0 betweenẑ andŜ 0 (see Fig. (3b) ).
In the Presence of an Electric Field
Let now an electric field E = Ex be applied to the liquid in the channel at some time t E > 0. In accordance with what was said above, all quantities will acquaint increments proportional to the electric field: the magnetization and current in the channel m → m + δm, j → j + δj. And the magnetization in the right reservoir S 0 → S 0 + δS 0 .
The boundary condition for δm will be δm(s = ±1) = ±δS 0 /S 0 . Since the quasistationary inhomogeneous terms (g A i ×) are independent of time, we seek for a quasistationary solution ∂ τ δm = 0, ∂ τ δj = 0. The oscillating terms will be discussed later. Of course, S 0 , m and j all depend on the "long" time t/T . After introducing the additional parameter ǫ = gEL/c we get
(43)
The first of the equations yields
where δj ǫ (s) = −ǫẑ × js (45) and δj 0 is a constant to be determined from eq. (43) with the boundary conditions imposed. We can make a substitution δm(s) = R(−vsj)δm(s) into eq. (43), after which it can be easily integrated
And then the boundary conditions reduce to
As a matter of fact, δj 0 should be determined from this equality. At the moment t E of switching on of the electric field δS 0 = 0 and the above equation can be solved analytically. δj 0 then turns out to be zero. Nonetheless, although δj 0 is, generally speaking, non-zero at arbitrary times, this part of δj is constant in space and does not change the symmetric picture of the diffusion.
It is the part δj ǫ of δj that depends on s and brings about an observable effect of interest to us. This part has opposite signs at the two tube entrances, thus changing the magnetizations in the two reservoirs by the same amount, i.e. not symmetrically.
Unless j is parallel toẑ, the term δj ǫ is directed alongm 0 perpendicular to the−ẑ plane. Therefore, as diffusion goes on, the non-symmetric change of magnetization in the reservoirs will lead to an additional phase shift between the two vessels.
To find the change in the time evolution of S 0 due to electric field we substitute S 0 with S 0 + δS 0 , where S 0 (t), as previously, belongs to the case of the absence of electric field and the part δS 0 is proportional to the electric field. This part obeys an equation, which can be obtained by taking variations of eq. (37) using (44):
Next we expand δS 0 onto the components in and perpendicular to the −ẑ plane:
. The phase shift is described by the term δj ǫ . Hence the phase shift increases with time as
where we have neglected the presumably small component δS j−z 0 compared to S 0 in the denominator.
For the non-longitudinal stable solution (36) we have δj ǫ (1) = ǫj sin[β(t) − ϑ(t)]. and the corresponding integral can be found only numerically. For times close to t E we have (t > t E )
When t E ≪ T , the last expression simplifies
However, this formula cannot be applied to t E extremely close to zero. Namely, in the case that the transverse component of the magnetization in the reservoir S 0 (t E ) sin β(t E ) is of the order of magnitude of δS m 0 , the up-to-the-first-order extension of the transverse component of S 0 in electric field is not valid.
For the longitudinal stable solution (35) eq. (49) can be easily integrated and yields sin β f in both the numerator and the denominator, where β f ≡ β(t * − T /2) here is the polar angle betweenŜ 0 andẑ handed down from the first (non-longitudinal) part of the diffusion. Thus
for all values of β f ≡ β(t * − T /2) except for β f = πn, n ∈ Z, when the phase shift is undefined. In particular, if there were no non-longitudinal regime at all (due to insufficient initial polarization), and hence the magnetization is parallel toẑ, there would be no additional phase shift. The time t 0 in (52) is either t * −T /2, when the longitudinal solution follows the nonlongitudinal regime, or t E if an electric field is turned on already at the longitudinal part of the diffusion. In the former case, eq. (52) should be added up with the phase shift accumulated during the non-longitudinal part.
Exp. (52) formally tends to infinity with time, but owing to the small coefficient ǫ it still remains very small for all of the time of an experiment.
The appearance of an additional phase shift in an electric field is quite understandable. The diffusion process may be outlined as a transfer of down spins from the left reservoir to the right one. Naturally, the current alongŷ i of down spins is equivalent to the current of up spins in the opposite direction. In accordance with the boundary conditions the spins of 3 He atoms at the left end of the tube are directed preferably down. The "surplus" of down spins drifts to the right and interacts with the electric field E = Ex as if there was an increase to the magnetic field: −(Ev F /c)µẑ.
On the contrary, the up spins at the right end float to the left, and their spin-orbital energy (Ev F /c)µẑ amounts to an effective decrease of the magnetic field. The spins at the opposite ends thus precess at slightly different frequencies, unless, of course, they are not confined to theẑ direction like in the purely longitudinal solution. Hence in the second solution (for |v| ≥ π/2) there develops a phase shift between the two entrances of the tube.
The conclusion about the existence of an additional phase shift was drawn for a situation with diametrically opposed magnetization directions at the tube ends as the boundary condition. But the inference in itself remains valid for other boundary conditions as well, irrespective of the fact that we are ignorant of zero-electric-field distribution in that case and of exact expression for the phase shift. This follows, first, from the current conservation in the absence of electric field, which secures the selfsimilar boundary conditions in the quasistationary diffusion process. And secondly, from eq. (44), which holds for all stationary solutions in one-dimensional geometry and leads to non-symmetric change of the magnetization in the reservoirs when an electric field is applied.
As for the oscillating part of the gauge field, it does not contribute to the current along the channel. Indeed, the oscillating part of the gauge field is
if the electric field is parallel tox i as before, that is, g A i is proportional toẑ i . Taking into account that different i-components of δJ i do not enter each other's evolution equation (32), it means that in the particular solution of the inhomogeneous system only δS and δJ z will be non-zero and δJ x and δJ y will figure only in the general solution of the homogeneous equation. According to what was said above, if only the unperturbed solution is stable, the latter dies out exponentially with the rate (Im ω) −1 , where ω is an eigenvalue of (31),(32).
To be exact, the oscillating part of the gauge field brings about the appearance of a fine structure across the channel, which vary on a spatial scale of √ A and oscillates with the Larmor frequency in the Larmor frame. Though in general it is rather complicated, the main features of such a structure may be seen on the easier example of the longitudinal diffusion, which is considered in the Appendix.
Strongly-Polarized Fermi-Liquid
Landau theory cannot be literally applied to strongly spin-polarized Fermi liquids [12] . However for T = 0 Fomin derived microscopically transverse spin dynamics equations [12] , the form of which, in fact, coincides with the collisionless limit of the Leggett equations.
In this section we will consider the application of the SU(2) gauge invariance directly to a microscopic Hamiltonian of a liquid at T = 0. The Hamiltonian of the liquid involved in the absence of external fields consists of the kinetic energy 1
and an interaction H int between particles. We neglect the very small spin-orbital interaction between particles.
To include electric and magnetic fields into consideration we must use (4) instead of H K . Such a replacement can be interpreted as a result of a gauge transformation ∂ µ → D µ = ∂ µ − igσ 2 A µ . It is convenient to write the Hamiltonian (4) in the form:
where the spin and the spin-current operators are defined as follows
Following Fomin [12] we now transform in each space point to a frame precessing at such a frequency Ω, that the magnetization in the rotating frame is equilibrium. Ω is supposed to vary slowly enough in space and time so that we could leave only first terms in ω and k, where ω and k are respectively the characteristic frequency and wave number of Ω in the Larmor reference system.
As a result we get the following expression for the Hamiltonian in the rotating frame
Now we introduce α and β as the spherical coordinates of −Ω: Ω = −Ω(sin β cos α, sin β sin α, and rotate the spin space ψ → Rψ, where
is a finite rotations operator expressed via Eulerian angles. The angle γ is a free parameter. The handy constraint on it will be clear later. Then the space-time derivatives ∂ µ ψ transform as follows:
with the covariant derivative D µ ψ = ∂ µ ψ + (R + ∂ µ R)ψ = ∂ µ ψ − iσ 2 ω µ ψ. This must be regarded as the definition of ω µ . It can be written out equivalently as
Under this transformation
As can be easily seen, Rẑ = (− sin β cos γ, sin β sin γ, cos β), RΩ = −Ωẑ.
In case that the absolute value of Ω is greater than its variations in the reference system that precesses at the Larmor frequency (i.e. greater thanα + ω L ,β,γ and ∇ 2 i α/m, ∇ 2 i β/m, ∇ 2 i γ/m), then the first three terms in (62) are the greatest. Together they constitute the unperturbed Hamiltonian of a Fermi liquid in a uniform field −Ωẑ. The ground state of this Hamiltonian is S = (0, 0, S) and J i = 0. The former is extremely important because shows that α and β serve as spherical coordinates of S in the laboratory frame.
The other terms in (62) are the perturbation. Its magnitude in the ground state equals
The expression above contains only time derivatives. To include space derivatives one should allow for the second order corrections, which can be evaluated as in Maki's paper [13] :
Note the wrong sign in Ref. [13] . A new definition is
Thus the effective Lagrangian L eff = −S(γ + cos β(α + ω L )) + ∆H . Varying this with respect to γ, we obtaiṅ
In the end we could set a constraint on γ guided by the reasons of rationality, i.e. so thatṠ = 0, which requires ∇γ + cos β∇α = −Ŝ × gE/c. Substituting this condition into the equations obtained by varying L eff with respect to α and β, we obtain a set of two equations for α and β which are equivalent to
It is interesting to trace the formal transition from Eqs. (27), (28) to Eq. (67) though the modified Leggett equations, definitely, cannot be applied to a stronglypolarized liquid.
First of all, for a strongly-polarized liquid S is much greater than ω L , hence, S eq could be neglected in (28). Moreover, the collision integral J i /τ 1 vanishes as compared to the molecular-field term κS × J i by virtue of the parameter κSτ 1 ≫ 1. Thus we can get to the limit κSτ 1 ≫ 1 in an expression for the quasistationary current, which can be obtained by resolving Eq. (28) with respect to J i provided that D t J i = 0:
As was discussed concerning the weak-polarization case, the transition to the quasistationary current is self-consistent only for the quasistationary part of the solution because only then both sides of (68) are constant in time in the Larmor frame. The senior (the third) term in (68) identically vanishes for homogeneous spatial distributions of the absolute value of magnetization. We assume this condition to fulfil, for the collisionless regime of the weak-polarization case it can be proved.
Substituting then the expression for the quasistationary current into (27), we obtain (67) with χ J = w 2 /3κ, or, in ordinary units, χ J = (χ n /g 2 )(w 2 /3κ). It is this value of χ J that the Fermi-liquid theory gives in the limit of weak polarizations [12] . Still χ J cannot be obtained in the general case.
From the fact that the modified Leggett equations (27), (28) yield (67) in the deep collisionless limit in the quasistationary approximation it follows immediately that all conclusions about the quasistationary part of spin flow through a channel and, in particular, of the additional phase shift remain valid in the strong-polarization case.
Conclusion
In this paper we considered how an external electric field can influence spin dynamics of an electrically neutral Fermi liquid through the spin-orbital interaction with nuclear magnetic moments. In the framework of Landau's theory of Fermi liquids attributing an additional energy due to spin-orbital interaction to each quasiparticle leads to generalization of Leggett's equations. The amendments are consistent with the requirements imposed by intrinsic SU(2) gauge invariance of the interaction of a magnetic moment with electromagnetic field. The corrections caused by electric field in the Leggett's equations are responsible for an additional phase shift in a one-dimensional spin flow experiment. This phase shift, which is proportional to the electric field, coincides in the order of magnitude with that in superfluid 3 He-B but grows with time. Its magnitude is observable experimentally.
For strongly spin-polarized Fermi liquids, electric field is incorporated into Fomin's equations for transverse spin dynamics of a strongly spin-polarized Fermi liquid at zero temperature. The formal correspondence between these equations and the collisionless limit of Leggett's equations spreads to the case of an electric field present as well.
