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Abstract— This paper proposes a learning-based model pre-
dictive control (MPC) approach for the thermal control of
a four-zone smart building. The objectives are to minimize
energy consumption and maintain the residents’ comfort. The
proposed control scheme incorporates learning with the model-
based control. The occupancy profile in the building zones are
estimated in a long-term horizon through the artificial neural
network (ANN), and this data is fed into the model-based
predictor to get the indoor temperature predictions. The Energy
Plus software is utilized as the actual dataset provider (weather
data, indoor temperature, energy consumption). The optimization
problem, including the actual and predicted data, is solved in each
step of the simulation and the input setpoint temperature for the
heating/cooling system, is generated. Comparing the results of the
proposed approach with the conventional MPC results proved
the significantly better performance of the proposed method
in energy savings (40.56% less cooling power consumption and
16.73% less heating power consumption), and residents’ comfort.
Keywords: Learning-based model predictive control; Model-
based control; Smart building management and control; Artificial
neural network; Occupancy estimation; Heating/cooling system.
I. INTRODUCTION
The residential and commercial building sector is known
to use around 40% of the total end-use energy and, hence,
is considered to be the largest energy-consuming sector in
the world [1]. Approximately half of this energy is used for
heating, cooling, ventilation, and air conditioning (HVAC),
and this usage is increasing 0.5− 5% per year in developed
countries [2]. This trend is similar to the rest of the world.
Therefore, finding solutions to reduce energy use and/or in-
crease energy efficiency in the building sectors, particularly
for smart buildings in the smart city environment, is of crucial
importance.
The majority of building thermal controls are based on
model-based approaches. In model-based control designs, the
controller is designed based on the mathematical model of
the plant, assuming that the model represents the actual plant.
However, model uncertainties and modeling errors always
exist in the modeling process. One of the efficient model-based
techniques in building thermal control is model predictive
control (MPC) [3]. Just like other model-based strategies,
MPC requires an accurate model (mathematical model) to
predict the process inputs/outputs and obtain the control signal
[4-6]. The performance of MPC is directly relevant to the
accuracy of the model, and it diminishes by the model inac-
curacy. In the context of building management, it is difficult
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to accurately identify the building’s thermal models, due to
vast differences in construction materials and architectures,
time-varying thermal dynamics, huge load of complex data
processing, high cost of accurate modeling, and difficulties in
modeling the residents’ behavior and occupancy.
Learning-based modeling is known to be efficient in ac-
curate modeling of multi-zone buildings with nonlinearities,
uncertainties, time-varying characteristics, the vast number of
variables and components, nonuniform zone temperatures, and
zonal couplings [7]. A machine learning algorithm can utilize
the building’s historical datasets to improve the modeling or
control framework over time by learning the model uncertain-
ties and real-life conditions [8]. Machine learning algorithms
can address the complex data such as occupant behavior and
varying operating costs in a building management system,
without requiring a detailed model and explicit programming
[9].
By integrating learning-based algorithms with model-based
controls, one can utilize both advantages of learning- and
modeling-based designs. On the one hand, model-based design
assists the learning-based design in learning explorations with
maximum learning rate. On the other hand, occupants’ behav-
iors, and various cyber physical interactions can be handled
by the learners and fed into the model-based management
structure. The use of learning-based algorithms in building
modeling and control have been studied in the literature
[10]-[12]. In [10], an ANN model is used to decrease the
temperature overshoot and undershoots in the HVACs, which
result in the reduction of energy consumption. Authors in [11]
and [12] employed feed-forward ANN to build a predictive
thermal model to determine the ON/OFF time for the HVAC.
None of the mentioned works considered the occupancy profile
in the learning process. Moreover, none of them incorporated
a model-based control framework with the learning-based
algorithm to get the most advantage of both designs.
In this paper, a learning-based modeling strategy is incor-
porated with a model-based predictive control algorithm to
manage a multi-zone building’s thermal property. An ANN
is utilized to predict the occupancy profile; then this data
is fed into the model-based control (MPC). The datasets of
ANN are generated by simulating an actual building in Energy
Plus software, considering the indoor temperature, time of day,
weather data, energy consumption data, and setpoint tempera-
tures. Through the MPC algorithm, the optimum setpoints are
generated as the control inputs at each step to conserve energy
and improve the comfort level. In contrast to the previous
works, this work utilized both model-based and learning-based
modeling in the MPC algorithm to enhance robustness and
stability of the model-based control framework as well as
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improving the controlled system performance through learning
from historical datasets.
The rest of the paper is organized as follows. Section II
describes the building model and its components. Section III
and IV explain the learning-based and model-based mod-
eling techniques, respectively. The next section introduces
the proposed learning-based MPC approach. The simulation
results and simulation assumptions are presented in section
VI. Finally, section VII provides conclusions and discusses
future research.
II. SYSTEM DEFINITION
A two-story office building with four zones and one HVAC
system per zone is considered in this work. Each zone thermo-
stat is dual setpoint. Fig. 1 shows the four-zone building CAD
model. The floor area is 1600m2 with the orientation to the
north. Windows include shadings, overhangs, and fins. Several
materials are used in various layers of the walls (exterior and
interior), window frames, door, roof, ceiling, and inter-zone
walls. Table I contains the building materials’ specifications.
Fig. 1: four-zone building CAD model
III. OCCUPANCY PREDICTIONS
This section explains the learning-based approach to predict
the occupancy impact on the indoor temperature. Occupancy
information is important in energy-efficient building climate
control since it can impact the temperature, environmental
conditions, energy usage, and comfort constraints [2]. The
goal of this work is to predict the occupancy information in
the long-term through the ANN and investigate its influence
on the building energy consumption and residents’ comfort.
The selected ANN model is a Nonlinear Autoregressive
netwoRk with eXogenous inputs (NARX). In the NARX
model, at least three layers of nodes (input, output, and
hidden layer) are used to approximate the outputs in (III).
y(t) = f (x(t−1), ...,x(t−dx),y(t−1),y(t−2), ...,y(t−dy))
(1)
x(t), y(t), dx, and dy denote the inputs, outputs, input delays,
and output delays of the ANN, respectively. f is the mapping
Fig. 2: A typical NARX network with input and output delays
function. There are generally two architectures of NARX
neural networks; i.e., series-parallel architecture and parallel
architecture. The series-parallel configuration provides better
prediction performance in training the model than the parallel
configuration. The better performance is because the input
of the feed-forward network is more accurate, and the static
backpropagation can be used for training. Since in our work
the actual output is available during the training of the network
(from Energy Plus data), we have chosen the series-parallel
architecture to train the network. The series-parallel NARX
network is represented in Fig. 2.
The reason we used the NARX neural network for the
occupancy predictions is that the occupancy profile is a
time series, and one of the primary applications of NARX
is predicting the time series models [13]. Moreover, since
the occupancy produces heating, it is highly nonlinear, and
NARX model is very beneficial for nonlinear models of this
type. After training the network, it is validated. To evaluate
the stopping criterion and the expected performance of the
predicted data, the test data is used. Therefore, three datasets
are used; training, validation, and test. Mean square error
(MSE) and the regression value, representing the square error
and the correlation between the output and the target values are
utilized to validate the training performance. Thus, the NARX
neural network algorithm is as follows:
• Define the input and output datasets.
• Define three sets of training, validation, and testing data.
• Choose a network architecture and a training algorithm
by trial and error method.
• Train the network, and evaluate its performance.
• If the network performance is satisfactory, the problem
is solved, otherwise, change the network size, retrain, or
use larger datasets.
The ANN specifications of this work are described in
section VI.
IV. INDOOR TEMPERATURE PREDICTIONS
This section explains the model-based approach to predict
the indoor temperature. Considering the thermal convection
and conduction equations, the mathematical model of the
indoor temperature is represented as (IV) [14], [15].
Tˆin(t) = a[Tˆin(t−1)+ ∆tC [P(t−1)−U(Tˆin(t−1)−Tout(t−1))]]
+ bˆ(t)
(2)
TABLE I: Building materials description
4 inch
dense face
brick
2 inch in-
sulation
4 inch con-
crete block
3/4 inch
plaster
board
1/8 inch
hardwood
8 inch con-
crete block
acoustic
tile
1/2 inch
stone
3/8 inch
membrane
Roughness Rough Very rough Mediumrough Smooth
Medium
smooth Rough
Medium
smooth Rough Rough
Thickness (m) 0.1014684 0.050901 0.1014984 0.019050 0.003169 0.2033016 0.019050 0.012710 0.009540
Conductivity (W/m−K) 1.245296 0.043239 0.3805070 0.7264224 0.1591211 0.5707605 0.060535 1.435549 0.1902535
Density (kg/m3) 2082.400 32.03693 608.7016 1601.846 720.8308 608.7016 480.5539 881.0155 1121.292
Specific heat (J/kg−K) 920.4800 836.8000 836.8000 836.8000 1255.200 836.8000 836.8000 1673.600 1673.600
Thermal absorptance 0.900000 0.900000 0.900000 0.900000 0.900000 0.900000 0.900000 0.900000 0.900000
solar absorptance 0.930000 0.500000 0.650000 0.920000 0.780000 0.650000 0.320000 0.550000 0.750000
Visible absorptance 0.930000 0.500000 0.650000 0.920000 0.780000 0.650000 0.320000 0.550000 0.750000
where Tˆin and Tout are the estimated indoor temperature and
the outdoor temperature, respectively. ∆t is the time step, and
P is the heating power. a and U are the parameters to be
identified. bˆ(t) is the estimated occupancy at time t. In the
learning-based simulation, the estimated value of occupancy
is fed into the model-based predictor. In the conventional
MPC; i.e., without learning, the occupancy profile is chosen
constant at its average value (b¯(t)).
The parameters of the thermal model (IV) are identified
through the recursive least square (RLS) identification
algorithm using the Energy Plus input/output data. To
evaluate the identification algorithm performance, the root
mean square (RMS) criterion is used. The RLS algorithm is
represented in brief as follows.
Fˆ(t+1) =
1
λ
[F(t)− F(t)φ
T (t)F(t)
λ +φT (t)F(t)φ(t)
]
e(t+1) = y(t+1)− θˆ(t)φ(t)
θˆ(t+1) = θˆ(t)+F(t+1)φ(t)e(t+1) (3)
where F , λ , φ , and θˆ are the gain, forgetting factor, obser-
vations and estimated parameter, respectively. e represents the
error between the measurements and identification outputs.
V. LEARNING-BASED MODEL PREDICTIVE
CONTROL
Fig. 3: Learning-based model predictive control (MPC)
Having the weather and occupancy forecasts, the model
predictive control (MPC) comes into play. MPC is a modern
control technique that has been applied in many areas due to
its ability to handle constrained control problems [3]. At each
time instant, an optimal control problem is solved to obtain
the optimal control action over the time horizon. Using MPC
in the building temperature control, a plan for the HVAC
system control is generated based on the predicted weather
conditions and occupancy profiles over the time horizon. The
first control action that minimizes the energy consumption
and satisfies the comfort is applied to the building’s HVACs,
then the control algorithm is repeated with the feedback
information of building states and outputs at the next time
instant. Fig. 3 represents the proposed learning-based model
predictive control approach.
MPC cost function is defined as (V), such that it penalizes
the deviations from the comfort level and optimum energy
consumption.
J(t) =
N
∑
k=0
‖Tˆin(t+ k)−Td‖Q
2
+
N
∑
k=0
‖∆P(t+ k−1)‖R2 (4)
where Q and R are the weighting factors associated with the
states and inputs, respectively. N is the time horizon, and Td is
the comfort setpoint temperature. Therefore, the MPC problem
is to minimize (V) subject to the performance constraints (V),
robustness constraints (V), and limit constraints ((V)). It is
worth mentioning that equation (V) incorporates the learning
while (V) is solely based on model-based design.
Tˆin(t) = a[Tˆin(t−1)+ ∆tC [P(t−1)−U(Tˆin(t−1)−Tout(t−1))]]
+ bˆ(t)
(5)
T¯in(t) = a[T¯in(t−1)+ ∆tC [P(t−1)−U(T¯in(t−1)−Tout(t−1))]]
+ b¯(t)
(6)
Tminin ≤ T¯in(t+ k)≤ Tmaxin ,
Pmin ≤ P(t+ k−1)≤ Pmax (7)
MPC algorithm is as follows:
• Define the system states and inputs at the current time,
and their estimations up to the time horizon.
Fig. 4: NARX neural network series model
Fig. 5: Neural network output response versus targets
• Solve the optimization problem (cost function) to get the
optimum inputs at time t.
• At time t, solve the optimization to get the input signal
over the horizon.
• Apply the first control input, t = t + 1, and go to the
second step.
VI. SIMULATION RESULTS
In this section, all the simulation assumptions and results
from the proposed learning-based MPC and the conventional
MPC (without learning) are illustrated. The simulations are
performed for one year, with 6 time steps per hour. To provide
the ANN dataset, Energy Plus simulations on the building
model of Fig. 1 were completed from the 1st of July to 31st
of December. The simulation assumptions are as follows.
• The desired temperature of all zones are between 20 ◦C
and 25 ◦C.
• The control variables are the HVAC setpoints.
• The maximum and minimum supply air temperatures are
50 ◦C and 13 ◦C, respectively.
• The maximum dry-bulb temperature for winter and sum-
mer days in Chicago Ohare location are considered -16.6
◦C and 31.6 ◦C, respectively.
• The weather data at Chicago Ohare location is used.
• The number of people per zonal area is 0.1.
• The ANN input layer includes the environmental mea-
sures; the time of day, date, weather data, and the
historical occupancy data.
• The input and output delays of NARX model are both
chosen 2.
• One output layer and 10 hidden layers are chosen.
• The Levenbegrg-Marquardt backpropagation training al-
gorithm is chosen.
Fig. 6: Regression and performance trajectories of datasets
Fig. 7: The identified model outputs versus real outputs, and
the identification error trajectory
The NARX neural network implemented in MATLAB is
presented in Fig. 4. Fig. 5 compares the network’s response
with the actual vacancy profile, and shows the error values
between the occupancy predictions and its actual profile
throughout one month (To get a clear image, these plots are
presented for one-month period). The maximum error value
at each time is 1; i.e., the target occupancy profile is well-
tracked. Fig. 6 presents the regression and performance plots
of the training, validation, and testing datasets. The regression
values are all close to 1 and the MSE error is 0.003189; i.e.,
the training performance is satisfactory.
Fig. 7 shows the results of indoor temperature model
identification throughout one-month simulation. From Fig. 7,
the identification error does not exceed 0.05; i.e., the identified
outputs (indoor temperature) are very close to the actual
indoor temperature values. Figs. 8 and 9 show the results
of the proposed learning-based MPC and conventional MPC
approaches on the building throughout one-year simulation.
Comparing the power rate graphs and Table II values using the
two approaches, the proposed method decreased the cooling
and heating power consumption by 40.56% and 16.73%, re-
spectively. Furthermore, the deviations from the comfort level
in the conventional approach is extremely higher compared
to the proposed method. The zone temperature using the
conventional MPC even violates the minimum comfort level.
Fig. 8: The heating/cooling power consumption rate and zone
1 temperature using the proposed learning-based MPC
TABLE II: Simulation results
Parameters
Conventional
MPC
Learning-
based MPC
Change
Average cooling power 396.28 W 235.55 W ↓ 40.56%
Average heating power 2.43 KW 2.02 KW ↓ 16.73%
VII. CONCLUSIONS
In this paper, a learning-based MPC strategy is introduced
to control the thermal property of a four-zone office building.
Predicting the building parameters is a crucial and challenging
part of MPC since the building’s thermal model is nonlinear,
associated with uncertainties, and strongly coupled. Thus,
ANN is incorporated with the model- based control approach
to address the mentioned issues. The occupancy profile pre-
dictions are generated through ANN, and then this data is
fed into the model-based controller. Energy Plus software is
used in this work to simulate a building with real materials
and components, and to test the proposed approach on it.
Results from the proposed learning-based approach showed
significantly better performance, in maintaining the residents’
comfort and minimizing energy usage (40.56% energy sav-
ings), compared to the conventional MPC. For future work,
implementing learning-based control to consider the impact of
occupants behavior, such as window opening, or the energy
storage devices in the building management system will be
considered.
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