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Large time behavior of ODE type solutions
to nonlinear diffusion equations
Junyong Eom and Kazuhiro Ishige
Abstract
Consider the Cauchy problem for a nonlinear diffusion equation{
∂tu = ∆u
m + uα in RN × (0,∞),
u(x, 0) = λ+ ϕ(x) > 0 in RN ,
(P)
where m > 0, α ∈ (−∞, 1), λ > 0 and ϕ ∈ BC(RN ) ∩ Lr(RN ) with 1 ≤ r < ∞ and
infx∈RN ϕ(x) > −λ. Then the positive solution to problem (P) behaves like a positive
solution to ODE ζ′ = ζα in (0,∞) and it tends to +∞ as t → ∞. In this paper we
obtain the precise description of the large time behavior of the solution and reveal the
relationship between the behavior of the solution and the diffusion effect the nonlinear
diffusion equation has.
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1 Introduction
Let u be a positive solution to the Cauchy problem for a nonlinear diffusion equation{
∂tu = ∆u
m + uα in RN × (0,∞),
u(x, 0) = λ+ ϕ(x) > 0 in RN ,
(P)
where m > 0, α ∈ (−∞, 1), λ > 0 and ϕ ∈ BC(RN ) ∩ Lr(RN ) with 1 ≤ r < ∞ and
infx∈RN ϕ > −λ. For µ > 0, let ζµ = ζµ(t) satisfy ζ ′ = ζα in (0,∞) and ζ(0) = µ, that is,
ζµ(t) =
(
µ1−α + (1− α)t) 11−α . (1.1)
Then the solution u to problem (P) satisfies limt→∞ u(x, t) =∞ uniformly for x ∈ RN and
lim
t→∞
sup
x∈RN
∣∣∣∣u(x, t)ζλ(t) − 1
∣∣∣∣ = 0. (1.2)
Indeed, the comparison principle implies that
ζc(t) ≤ u(x, t) ≤ ζc′(t) in RN × (0,∞), (1.3)
where c := infx∈RN u(x, 0) > 0 and c
′ := supx∈RN u(x, 0) < ∞. Furthermore, by (1.1) we
have
u(x, t) ∼ (1− α) 11−α t 11−α ∼ ζλ(t) as t→∞
uniformly for x ∈ RN , and (1.2) holds. (See also [1, 13, 18, 21] for related results.) In this
paper we obtain the precise description of the large time behavior of the solution and show
that the function U = U(x, t) defined by
U(x, t) :=
λα [u(x, t)− ζλ(t)]
ζλ(t)α
, x ∈ RN , t ≥ 0, (1.4)
behaves like a rescaled solution to the heat equation as t→∞ if m ≥ α.
We introduce some notation. For any K ≥ 0, we denote by [K] the integer such that
K− 1 < [K] ≤ K. For any ν = (ν1, . . . , νN ) ∈M := (N∪{0})N and x = (x1, . . . , xN ) ∈ RN ,
we write
|ν| :=
N∑
i=1
νi, x
ν := xν11 · · · xνNN , ν! := ν1! · · · νN !, ∂νx :=
∂|ν|
∂xν11 · · · ∂xνNN
.
For any ω = (ω1, . . . , ωN ) ∈M, we say ν ≤ ω if νi ≤ ωi for i = 1, . . . , N . Let G = G(x, t) be
the Gauss kernel, that is,
G(x, t) := (4πt)−
N
2 exp
(
− |x|
2
4t
)
.
For any ϕ ∈ BC(RN ), we set
[
et∆ϕ
]
(x) :=
∫
RN
G(x− y, t)ϕ(y) dy, x ∈ RN , t > 0.
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The large time behavior of ODE type solutions was studied in [11], which deals with the
Cauchy problem for the heat equation with absorption{
∂tv = ∆v − vγ in RN × (0,∞),
v(x, 0) = λ+ ϕ(x) > 0 in RN ,
(1.5)
where γ > 1, λ > 0 and ϕ ∈ BC(RN )∩Lr(RN ) with 1 ≤ r <∞ and infx∈RN ϕ(x) > −λ. A
similar argument as in (1.2) implies that the solution v to (1.5) satisfies limt→∞ v(x, t) = 0
uniformly for x ∈ RN and
lim
t→∞
sup
x∈RN
∣∣∣∣v(x, t)ηλ(t) − 1
∣∣∣∣ = 0 with ηλ(t) := (λ−(γ−1) + (γ − 1)t)−
1
γ−1
(see [11, Proposition 3.1]). Here ηλ is a solution of η
′ = −ηγ in (0,∞) with η(0) = λ. In [11]
the second author of this paper and Kobayashi introduced a function V = V (x, t) defined by
V (x, t) :=
λγ [v(x, t)− ηλ(t)]
ηλ(t)γ
, x ∈ RN , t ≥ 0,
and proved the following:
(a) Assume that ϕ ∈ Lr(RN ) with 1 < r <∞. Then
t
N
2
(
1
r
− 1
q
) ∥∥V (t)− et∆ϕ∥∥
Lq(RN )
= O
(
t−
N
2r
)
+O
(
t−
N
2
(1− 1
r
)
)
as t→∞, for any q ∈ [r,∞];
(b) Assume that ϕ ∈ L1(RN , (1 + |x|K) dx) for some 0 ≤ K < N + 2. Then there exist
constants {Mν}|ν|≤K such that
t
N
2
(
1− 1
q
)∥∥∥∥V (t)− ∑
|ν|≤K
Mν∂
ν
xG(t)
∥∥∥∥
Lq(RN )
=


O
(
t−
K
2
)
if K > [K],
o
(
t−
K
2
)
if K = [K],
as t→∞, for any q ∈ [1,∞].
We can improve statement (b) with the aid of [10] and we obtain:
(b’) Assume that ϕ ∈ L1(RN , (1 + |x|K) dx) for some 0 ≤ K < N + 2. Then there exist
constants {Mν}|ν|≤K such that
t
N
2
(
1− 1
q
)∥∥∥∥V (t)− ∑
|ν|≤K
Mν∂
ν
xG(t)
∥∥∥∥
Lq(RN )
= o
(
t−
K
2
)
as t→∞, for any q ∈ [1,∞].
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By statements (a), (b) and (b’) we see that the function V behaves like a solution of the heat
equation as t → ∞. In particular, by statements (b) and (b’) we obtain the higher order
asymptotic expansion of the function V as t→∞.
In this paper we say that u is a solution to problem (P) if
u ∈ C(RN × [0,∞)) ∩ C2,1(RN × (0,∞)),
0 < inf
x∈RN
u(x, t) ≤ sup
x∈RN
u(x, t) <∞ for any t > 0.
The main purpose of this paper is to obtain the precise description of the large time behavior
of the function U (see (1.4)). There are many results on the large time behavior of the
solutions to the porous medium equation ∂tu = ∆u
m (see e.g. [20]), however it still seems
difficult to obtain the precise description of the large time behavior of the solutions such as
the higher order asymptotic expansions of the solutions. In this paper, for the case of m ≥ α,
taking an advantage of the fact that the solution behaves like a solution to ODE ζ ′ = ζα and
developing the arguments in [9, 10, 11], we show that the function U behaves like a rescaled
solution to the heat equation as t → ∞ and obtain the higher order asymptotic expansions
of U .
We state the main results of this paper. In Theorem 1.1 we study the large time behavior
of U in the case of ϕ ∈ Lr(RN ) with r > 1 and we show that U behaves like a rescaled
function of et∆ϕ as t→∞ if m ≥ α.
Theorem 1.1 Let u be a solution to (P), where m > 0 and α ∈ (−∞, 1) with m ≥ α. Let U
be as in (1.4) and set
σ(t) :=
∫ t
0
mζλ(s)
m−1 ds, t ≥ 0. (1.6)
Assume ϕ ∈ BC(RN ) ∩ Lr(RN ) for some r ∈ (1,∞). Then
σ(t)
N
2
( 1
r
− 1
q
)∥∥U(t)− eσ(t)∆ϕ∥∥
Lq(RN )
= O
(
σ(t)−
N
2r
)
+O
(
σ(t)−
N
2
(1− 1
r
)
)
(1.7)
as t→∞, for any q ∈ [r,∞].
In Theorem 1.2, under the assumption that m ≥ α and ϕ ∈ L1(RN , (1 + |x|K) dx) with
K ≥ 0, we prove that U behaves like a suitable multiple of a rescaled Gauss kernel as t→∞
and obtain the higher order asymptotic expansions of U .
Theorem 1.2 Let u be a solution to (P), where m > 0 and α ∈ (−∞, 1) with m ≥ α. Assume
ϕ ∈ BC(RN ) ∩ L1(RN , (1 + |x|)K) for some K ≥ 0 with
0 ≤ K < N + 2 1− α
m− α if m > α and 0 ≤ K <∞ if m = α. (1.8)
Let U and σ be as in (1.4) and (1.6), respectively. Then there exist constants {Mν}|ν|≤K
such that ∥∥∥∥U(t)− ∑
|ν|≤K
Mν∂
ν
xG(σ(t))
∥∥∥∥
Lq(RN )
= o
(
σ(t)
−N
2
(
1− 1
q
)
−K
2
)
(1.9)
as t→∞, for any q ∈ [1,∞].
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In Theorem 1.2 the asymptotic profile of U is described by the Gauss kernel G and its
derivatives and it is independent of the Barenblatt solutions even if m 6= 1.
Remark 1.1 (i) Assume that m ≥ α. Then it follows from (1.1) that∫ ∞
0
ζλ(s)
m−1 ds =∞.
This implies that σ(t)→∞ as t→∞.
(ii) For the case of m < α, U converges to a nontrivial function as t → ∞ and it does not
necessarily decay as t→∞. See Remark 5.1.
Although Theorems 1.1 and 1.2 are new even in the case of m = 1, the novelty of this paper
is to obtain the precise description of the large time behavior of U in the case of m 6= 1. For
the solution u to (P), we set w(x, τ) := U(x, t(τ)), where t(τ) is the inverse function of σ(t)
(see (1.6)), that is, ∫ t(τ)
0
mζλ(s)
m−1 ds = τ, τ ≥ 0.
Then w satisfies

∂τw = div (A(τ, w)∇w) + F (τ, w)
= ∆w + divH(x, τ, w,∇w) + F (τ, w) in RN × (0,∞),
w(x, 0) = ϕ(x) in RN ,
(1.10)
where
A(τ, w) :=
(
1 + λ−αη(τ)α−1w(x, τ)
)m−1
,
F (τ, w) := λαmη(τ)−(m−1)
(
(1 + λ−αη(τ)α−1w)α − 1− λ−ααη(τ)α−1w
)
,
H(τ, w,∇w) := (A(τ, w) − 1)∇w,
η(τ) := ζλ(t(τ)).
(1.11)
Here we remark that H(τ, w,∇w) = 0 if m = 1 and
1 + λ−αη(τ)α−1w(x, τ) =
u(x, t(τ))
ζλ(t(τ))
. (1.12)
In [9], developing the arguments in [7] and [8], the second author of this paper and Kawakami
studied the Cauchy problem to nonlinear diffusion equations of the form
∂τv = ∆v + f(x, τ, v,∇v) in RN × (0,∞)
and established a method to obtain the higher order expansions of the solution behaving like
a suitable multiple of the Gauss kernel as t → ∞. (See also [10] and [12].) However, in the
case of m 6= 1, due to the nonlinear term divH(τ, w,∇w), we can not apply the arguments
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in [7]–[10] and [12] to problem (1.10) directly. Indeed, it is difficult to apply their arguments
to the Cauchy problem for nonlinear diffusion equations of the form
∂τv = ∆v + divF(x, τ, v,∇v) in RN × (0,∞),
since divF(x, t, v,∇v) includes the second derivatives of v. On the other hand, showing that
A(τ, w) → 1 as τ → ∞ uniformly on RN , we can apply the parabolic regularity theorems
to w and obtain gradient estimates of w. Then we can regard Cauchy problem (1.10) as the
Cauchy problem to a nonlinear heat equation of the form
∂τw = ∆w + divF1(x, τ, w) + F2(τ, w) in R
N × (0,∞).
Furthermore, using nice properties of H(τ, w,∇w) (see e.g. (4.1) and (4.11)), we apply the
arguments in [10] and [11] to obtain the precise description of the large time behavior of w.
Then we can complete the proofs of Theorems 1.1 and 1.2.
Our arguments are completely different from the arguments well-used in the study of the
large time behavior of the solutions to nonlinear diffusion equations related to the porous
medium equation. Compare with e.g. [3, 4, 5, 6, 14, 16, 17, 19, 20].
The rest of this paper is organized as follows. In Section 2 we recall some results on the
higher order asymptotic expansion of the solutions to the heat equation with an inhomo-
geneous term. In Section 3 we obtain some preliminary lemmas on the behavior of w. In
Sections 4 and 5 we prove Theorems 1.1 and 1.2, respectively.
2 Preliminaries
In this section we introduce some notation and recall some properties of the Gauss kernel.
Furthermore, we recall some lemmas on the higher order asymptotic expansion of the solutions
to the heat equation with an inhomogeneous term.
For any 1 ≤ r ≤ ∞, let ‖ · ‖r be the usual norm of Lr := Lr(RN ). For any K ≥ 0, we
denote by ||| · |||K the norm of L1K := L1(RN , (1 + |x|K) dx), that is,
|||f |||K :=
∫
RN
|f(x)|(1 + |x|K) dx, f ∈ L1K .
For any nonnegative functions f and g in (a,∞), where a ∈ R, we say that f ∼ g as t→∞
if limt→∞ f(t)/g(t) = 1. Furthermore, by the letter C we denote generic positive constants
and they may have different values also within the same line.
We collect some estimates on the Gauss kernel. By the explicit representation of G (see
(1.5)), for any ν ∈M and j = 0, 1, 2, · · · , we have
|∂jt ∂νxG(x, t)| ≤ Ct−
N+|ν|+2j
2
[
1 +
( |x|
t1/2
)|ν|+2j]
exp
(
− |x|
2
4t
)
for (x, t) ∈ RN × (0,∞). Set
gν(x, t) :=
(−1)|ν|
ν!
(∂νxG)(x, t+ 1). (2.1)
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Then it follows that
‖gν(t)‖q ≤ C(1 + t)−
N
2
(
1− 1
q
)
− |ν|
2 , t > 0,∫
RN
|x|ℓ|gν(x, t)| dx ≤ C(1 + t)
ℓ−|ν|
2 , t > 0,
(2.2)
where 1 ≤ q ≤ ∞ and ℓ ≥ 0. Furthermore, the Young inequality together with (2.2) implies
the following properties:
• Let ν ∈M and 1 ≤ p ≤ q ≤ ∞. Then there exists a constant c|ν| > 0 independent of p
and q such that
‖∂νxet∆ϕ‖q ≤ c|ν|t−
N
2
( 1
p
− 1
q
)− |ν|
2 ‖ϕ‖p, t > 0, (2.3)
for ϕ ∈ Lp(RN ). In particular, ‖et∆ϕ‖q ≤ ‖ϕ‖q (1 ≤ q ≤ ∞) holds for t > 0.
• Let K ≥ 0 and δ > 0. Then there exists a constant C > 0 such that
|||et∆ϕ|||K ≤ (1 + δ)|||ϕ|||K + C(1 + t
K
2 )‖ϕ‖1 (2.4)
for ϕ ∈ L1(RN , (1 + |x|K)).
Let f ∈ L1K (K ≥ 0) and ν ∈ M with |ν| ≤ K. Following [8], we define mν(f, t) inductively
(in ν) by

m0(f, t) :=
∫
RN
f(x) dx,
mν(f, t) :=
∫
RN
xνf(x) dx−
∑
ω≤ν,ω 6=ν
mω(f, t)
∫
RN
xνgω(x, t) dx if ν 6= 0.
Then ∫
RN
xω
[
f −
∑
|ν|≤K
mν(f, t)gν(x, t)
]
dx = 0, t ≥ 0, (2.5)
holds for any ω ∈M with |ω| ≤ K (see [7, Section 2] and [10, Lemma 2.1]). In addition, due
to (2.5), we have the following two lemmas (see [10, Theorems 1.1 and 1.2]).
Lemma 2.1 Let ϕ ∈ L1K(RN ) for some K ≥ 0. Then
lim
t→∞
t
K
2
+N
2
(1− 1
q
)
∥∥∥∥et∆ϕ− ∑
|ν|≤K
mν(ϕ, 0)gν (t)
∥∥∥∥
q
= 0
for any q ∈ [1,∞].
Lemma 2.2 Let K ≥ 0 and 1 ≤ q ≤ ∞. Let f be a measurable function in RN × (0,∞) such
that
EK,q[f ](t) := (1 + t)
K
2
[
t
N
2
(1− 1
q
)‖f(t)‖Lq(RN ) + ‖f(t)‖L1(RN )
]
+ |||f(t)|||K ∈ L∞(0, T )
for any T > 0.
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(i) For any ν ∈M with |ν| ≤ K, there exists a constant C1 > 0 such that
|mν(f(t), t)| ≤ C1(1 + t)−
K−|α|
2 EK,q[f ](t)
for almost all t > 0.
(ii) Set
RK [f ](t) :=
∫ t
0
e(t−s)∆f(s)ds−
∑
|ν|≤K
[∫ t
0
mν(f(s), s)ds
]
gν(t).
Let j ∈ {0, 1} and T∗ > 0. Then there exists a constant C2 > 0 such that, for any ǫ > 0
and T ≥ T∗,
t
N
2
(1− 1
q
)‖∇jRK [f ](t)‖q + t−
ℓ
2 |||∇jRK [f ](t)|||ℓ
≤ ǫt−K+j2 + C2t−
K
2
∫ t
T
(t− s)− j2EK,q[f ](s)ds
(2.6)
for all sufficiently large t > 0. In particular, if∫ ∞
0
EK,q[f ](s)ds <∞,
then
lim
t→∞
t
K
2
[
t
N
2
(
1− 1
q
)
‖RK [f ](t)‖q + t−
ℓ
2 |||RK [f ](t)|||ℓ
]
= 0. (2.7)
3 Preliminary estimates of solutions
Assume m ≥ α. Let u be the solution to (P). Due to (1.3), the diffusion coefficient mum−1
of the nonlinear diffusion equation in (P) is bounded and is not degenerate in RN × (0, T )
for any T > 0. By the parabolic regularity theorems we see that u is smooth in RN × (0,∞)
(see also Lemma 3.3). Let w = w(x, τ) be as in Section 1, that is,
w(x, τ) := U(x, t(τ)) =
λα [u(x, t(τ)) − ζλ(t(τ))]
ζλ(t(τ))α
with
∫ t(τ)
0
mζλ(s)
m−1 ds = τ
(3.1)
for x ∈ RN and τ > 0. Then we have:
Lemma 3.1 Assume the same conditions as in Theorem 1.1. Then
sup
τ>0
‖w(τ)‖∞ <∞. (3.2)
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Proof. By (1.3) and (1.4) we have
sup
0<τ<T
‖w(τ)‖∞ <∞ for any T > 0. (3.3)
On the other hand, for any µ > 0, it follows from (1.1) that
ζµ(t) = (1− α)
1
1−α t
1
1−α (1 +O(t−1)) as t→∞,
which implies that
ζµ(t)− ζλ(t) = O
(
t
α
1−α
)
= O(ζλ(t)
α) as t→∞.
Then, by (1.3) we see that
‖u(t)− ζλ(t)‖∞ = O(ζλ(t)α) as t→∞.
This together with (1.4) implies that
lim sup
τ→∞
‖w(τ)‖∞ = lim sup
t→∞
‖U(t)‖∞ <∞. (3.4)
Therefore, by (3.3) and (3.4) we obtain (3.2), and the proof is complete. ✷
By Lemma 3.1 we apply the Taylor theorem to the function F := F (τ, w) defined by
(1.11). Then, for any x ∈ RN and τ > 0, we can find θ ∈ (0, 1) such that
F (τ, w(x, τ)) =
α(α− 1)
2λα
mη(τ)−(m−1)
(
1 + θλ−αη(τ)α−1w(x, τ)
)α−2(
η(τ)α−1w(x, τ)
)2
.
Note that {
η(τ) ∼ cmτ
1
m−α if m > α,
log η(τ) ∼ dmτ if m = α,
(3.5)
as τ →∞ for some positive constants cm, dm and limτ→∞ η(τ)α−1 = 0. On the other hand,
by (1.3) and (1.12) we can find C > 0 such that
1 ≤ 1 + θλ−αη(τ)α−1w ≤ 1 + λ−αη(τ)α−1w = u(x, t(τ))
ζλ(t(τ))
≤ ζc′(t(τ))
ζλ(t(τ))
≤ C
if w(x, τ) ≥ 0,
1 ≥ 1 + θλ−αη(τ)α−1w ≥ 1 + λ−αη(τ)α−1w = u(x, t(τ))
ζλ(t(τ))
≥ ζc(t(τ))
ζλ(t(τ))
≥ C
if w(x, τ) < 0,
(3.6)
for x ∈ RN and τ > 0. These imply that
F (τ, w(x, τ))
w(x, τ)2
≤ Cη(τ)−(m−1)η(τ)2(α−1) ≤ Ch(τ) in RN × (0,∞), (3.7)
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where
h(τ) := (1 + τ)−1−
1−α
m−α if m > α, h(τ) := e−dm(1−α)τ if m = α. (3.8)
In particular, by Lemma 3.1, (3.7) and (3.8) we can find D > 1 such that
|F (τ, w(x, τ))| ≤ Ch(τ)|w(x, τ)| ≤ C∗(1 + τ)−D|w(x, τ)| in RN × (0,∞), (3.9)
where C∗ > 0. Then we have the following decay estimates of w.
Lemma 3.2 Assume the same conditions as in Theorem 1.1. Let w be as in (3.1).
(i) If ϕ ∈ BC(RN ) ∩ Lr(RN ) for some r ∈ [1,∞), then
sup
τ>0
τ
N
2
( 1
r
− 1
q
)‖w(τ)‖q <∞ for any q ∈ [r,∞]. (3.10)
(ii) If ϕ ∈ BC(RN ) ∩ L1(RN , (1 + |x|)K dx) for some K ≥ 0, then
sup
τ>0
(1 + τ)−
ℓ
2 |||w(τ)|||ℓ <∞ for any ℓ ∈ [0,K]. (3.11)
Proof. Let w± satisfy{
∂τw = div (A(τ, w(x, τ))∇w) ± C∗(1 + τ)−Dw in RN × (0,∞),
w(x, 0) = max{±ϕ, 0} in RN ,
where C∗ and D are as in (3.9). Applying the comparison principle to (1.10), we have
− w−(x, τ) ≤ w(x, τ) ≤ w+(x, τ) in RN × (0,∞). (3.12)
Set
W±(x, τ) := w±(x, τ) exp
(∫ τ
0
∓C∗(1 + s)−D ds
)
in RN × (0,∞).
Then W± satisfies
∂τW
± = div (A(τ, w(x, τ))∇W±) in RN × (0,∞). (3.13)
Let Γ = Γ(x, y, t) be the fundamental solution to parabolic equation (3.13). Since it follows
from (1.3), (1.11) and (1.12) that
λ1 ≤ A(τ, w(x, τ)) ≤ λ2 in RN × (0,∞) (3.14)
for some positive constants λ1 and λ2, we observe that
C−1(τ − s)−N2 exp
(
−C|x− y|
2
τ − s
)
≤ Γ(x, τ ; y, s) ≤ C(τ − s)−N2 exp
(
− |x− y|
2
C(τ − s)
)
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for x, y ∈ RN with x 6= y and τ > s ≥ 0. (See e.g. [2, Theorem 7].) Then, combining the
fact that D > 1, we see that
|w±(x, τ)| ≤ C|W±(x, τ)| ≤ C
∫
RN
Γ(x, τ ; y, 0)|ϕ(y)| dy
≤ Cτ−N2
∫
RN
exp
(
−|x− y|
2
Cτ
)
|ϕ(y)| dy ≤ C
[
e
C
4
τ∆|ϕ|
]
(x)
for x ∈ RN and τ > 0. Therefore, by (2.3), (2.4) and (3.12) we obtain (3.10) and (3.11).
Thus Lemma 3.2 follows. ✷
At the end of this section we obtain uniform estimates on ∇w.
Lemma 3.3 Assume the same conditions as in Theorem 1.1. Let ϕ ∈ BC(RN ) ∩ Lr(RN )
for some r ∈ [1,∞). Then
sup
τ>0
τ
N
2r
+ 1
2 ‖∇w(τ)‖∞ <∞. (3.15)
Proof. Let (x0, τ0) ∈ RN × (0,∞) and L = √τ0/2. Set
w˜(x, τ) = L
N
r w(x0 + Lx, τ0 + L
2τ)
for (x, τ) ∈ Q := B(0, 1) × (−1, 1). By (1.10) we see that w˜ satisfies
∂τ w˜ − div (A(τ0 + L2τ, L−
N
r w˜(x, τ))∇w˜) = LNr +2F (τ0 + L2τ, L−
N
r w˜) in Q.
It follows from (3.9) that
L
N
r
+2
∣∣∣F(τ0 + L2τ, L−Nr w˜)∣∣∣ ≤ C(1 + τ0)−D|w˜| in Q.
Then Lemma 3.2 together with (3.14) implies that
sup
τ0>0
‖w˜‖L∞(B(0,1)×(−1,1)) <∞.
Then we apply the arguments in [15, Chapter V, Section 3] to obtain
sup
τ0>0
‖∇w˜‖L∞(B(0,1/2)×(−1/2,1/2)) <∞,
that is,
|∇w(x0, τ0)| ≤ Cτ−
N
2r
− 1
2
0 , x0 ∈ RN , τ0 > 0.
Therefore we have (3.15), and the proof is complete. ✷
11
4 Proof of Theorem 1.1
We prove Theorem 1.1. By Lemma 3.1 and the Taylor theorem, for any x ∈ RN and τ > 0,
we can find θ ∈ (0, 1) such that
A(τ, w(x, τ)) − 1 = [1 + λ−αη(τ)α−1w(x, τ)]m−1 − 1
= (m− 1)λ−αη(τ)α−1w(x, τ) (1 + θλ−αη(τ)α−1w(x, τ))m−1 .
Then, by Lemma 3.3 and (3.6) we have
|H(τ, w(τ),∇w(τ))| ≤ Cη(τ)α−1|w(x, τ)||∇w(x, τ)|
≤ Cτ−N2r− 12 η(τ)α−1|w(x, τ)| in RN × (0,∞).
(4.1)
On the other hand, it follows from (1.10) that
w(τ) = eτ∆ϕ+
∫ τ
0
e(τ−s)∆F (s,w(s)) ds + div
∫ τ
0
e(τ−s)∆H(s,w(s),∇w(s)) ds (4.2)
for τ > 0.
Proof of Theorem 1.1. Let 1 < r ≤ q ≤ ∞. It follows from (4.2) that∥∥w(τ) − eτ∆ϕ∥∥
q
≤
∥∥∥∥
∫ τ
0
e(τ−s)∆F (s,w(s)) ds
∥∥∥∥
q
+
∥∥∥∥div
∫ τ
0
e(τ−s)∆H(s,w(s),∇w(s)) ds
∥∥∥∥
q
(4.3)
for τ > 0. By (3.7) and (3.10) we have
|F (τ, w(x, τ))| ≤ Ch(τ)|w(x, τ)|2 ≤ Cτ−N2r h(τ)|w(x, τ)| in RN × (0,∞). (4.4)
Then, by (2.3), (3.8), (3.10) and (4.4) we see that∥∥∥∥∥
∫ τ
τ/2
e(τ−s)∆F (s,w(s)) ds
∥∥∥∥∥
q
≤
∫ τ
τ/2
‖F (s,w(s))‖q ds
≤ C
∫ τ
τ/2
τ−
N
2r h(τ)‖w(s)‖q ds = O
(
τ
−N
2
(
2
r
− 1
q
)) (4.5)
for all sufficiently large τ > 0. Similarly, in the case of r ≥ 2 we obtain∥∥∥∥∥
∫ τ/2
0
e(τ−s)∆F (s,w(s)) ds
∥∥∥∥∥
q
≤ C
∫ τ/2
0
(τ − s)−
N
2
(
2
r
− 1
q
)
‖F (s,w(s))‖r/2 ds
≤ Cτ−
N
2
(
2
r
− 1
q
) ∫ τ/2
0
h(s)‖w(s)‖2r ds = O
(
τ
−N
2
(
2
r
− 1
q
)) (4.6)
for all sufficiently large τ > 0. In the case of 1 < r < 2 it follows from Lemma 3.1 and (3.10)
with q = r that
sup
τ>0
‖w(τ)‖2 ≤ sup
τ>0
‖w(τ)‖
r
2
r ‖w(τ)‖1−
r
2
∞ <∞. (4.7)
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Then, similarly to (4.6),∥∥∥∥∥
∫ τ/2
0
e(τ−s)∆F (s,w(s)) ds
∥∥∥∥∥
q
≤ C
∫ τ/2
0
(τ − s)−
N
2
(
1− 1
q
)
‖F (s,w(s))‖1 ds
≤ Cτ−
N
2
(
1− 1
q
) ∫ τ/2
0
h(s)‖w(s)‖22 ds = O
(
τ
−N
2
(
1− 1
q
)) (4.8)
for all sufficiently large τ > 0. Therefore we deduce from (4.5), (4.6) and (4.8) that
τ
N
2
(
1
r
− 1
q
) ∥∥∥∥
∫ τ
0
e(τ−s)∆F (s,w(s)) ds
∥∥∥∥
q
= O
(
τ−
N
2r
)
+O
(
τ−
N
2 (1−
1
r )
)
as τ →∞. (4.9)
Similarly, by (2.3), (3.5), (3.10) and (4.1) we obtain∥∥∥∥∥div
∫ τ
τ/2
e(τ−s)∆H(s,w(s),∇w(s)) ds
∥∥∥∥∥
q
≤ C
∫ τ
τ/2
(τ − s)− 12‖H(s,w(s),∇w(s))‖q ds
≤ C
∫ τ
τ/2
τ−
1
2
−N
2r η(τ)α−1(τ − s)− 12 ‖w(s)‖q ds = O
(
τ
−N
2
(
2
r
− 1
q
)) (4.10)
for all sufficiently large τ > 0.
On the other hand, since
H(τ, w(τ),∇w(τ)) = ∇
∫ w(x,τ)
0
[A(τ, ξ) − 1] dξ
= ∇
∫ w
0
[(1 + λ−αη(τ)α−1ξ)m−1 − 1] dξ,
(4.11)
it follows that
div
∫ τ/2
0
e(τ−s)∆H(s,w(s),∇w(s)) ds
=
∫ τ/2
0
∆e(τ−s)∆
[∫ w
0
[(1 + λ−αη(τ)α−1ξ)m−1 − 1] dξ
]
ds.
Furthermore, by (3.6) we apply the mean value theorem to obtain∣∣∣∣
∫ w(x,s)
0
[(1 + λ−αη(τ)α−1ξ)m−1 − 1] dξ
∣∣∣∣ ≤ Cλ−αη(τ)α−1|w(x, s)|2
for x ∈ RN and s > 0. Then, in the case of r ≥ 2, by (2.3), (3.10) and (4.4) we obtain∥∥∥∥∥div
∫ τ/2
0
e(τ−s)∆H(s,w(s),∇w(s)) ds
∥∥∥∥∥
q
≤ C
∫ τ/2
0
(τ − s)−
N
2
(
2
r
− 1
q
)
−1
∥∥∥∥
∫ w
0
{
(1 + λ−αη(τ)α−1ξ)m−1 − 1} dξ∥∥∥∥
r/2
ds
≤ Cτ−N2 ( 2r− 1q )−1
∫ τ/2
0
η(τ)α−1‖w(s)‖2r ds = O
(
τ
−N
2
(
2
r
− 1
q
))
(4.12)
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for all sufficiently large τ > 0. Similarly, in the case of 1 < r < 2,
sup
τ>0
‖w(τ)‖2 <∞
(see (4.7)) and we observe that∥∥∥∥∥div
∫ τ/2
0
e(τ−s)∆H(s,w(s),∇w(s)) ds
∥∥∥∥∥
q
≤ C
∫ τ/2
0
(τ − s)−
N
2
(
1− 1
q
)
−1
∥∥∥∥
∫ w
0
{
(1 + λ−αη(τ)α−1ξ)m−1 − 1} dξ∥∥∥∥
1
ds
≤ Cτ−N2 (1− 1q )−1
∫ τ/2
0
η(τ)α−1‖w(s)‖22 ds = O
(
τ
−N
2
(
1− 1
q
))
(4.13)
for all sufficiently large τ > 0. Therefore we deduce from (4.10), (4.12) and (4.13) that
τ
N
2
(
1
r
− 1
q
) ∥∥∥∥div
∫ τ
0
e(τ−s)∆H(s,w(s),∇w(s)) ds
∥∥∥∥
q
= O
(
τ−
N
2r
)
+O
(
τ−
N
2 (1−
1
r )
)
(4.14)
as τ →∞. Consequently, by (4.3), (4.9) and (4.14) we obtain
τ
N
2
(
1
r
− 1
q
) ∥∥w(τ)− eτ∆ϕ∥∥
q
= O
(
τ−
N
2r
)
+O
(
τ−
N
2 (1−
1
r )
)
as τ →∞. This implies (1.7), and the proof of Theorem 1.1 is complete. ✷
5 Proof of Theorem 1.2
We apply Lemmas 2.1 and 2.2 to prove Theorem 1.2.
Proof of Theorem 1.2. Assume (1.8). Let 1 ≤ q ≤ ∞. Let ϕ ∈ BC(RN ) ∩ L1K(RN ). Set
w˜(x, τ) := w(x, τ + 1),
F˜ (x, τ) := F (τ + 1, w˜(x, τ)), H˜(x, τ) := H(τ + 1, w˜(x, τ),∇w˜(x, τ)).
Then it follows from (4.2) that
w˜(τ) = eτ∆w˜(0) +
∫ τ
0
e(τ−s)∆F˜ (s) ds+ div
∫ τ
0
e(τ−s)∆H˜(s) ds (5.1)
for τ > 0. By Lemma 3.2 (ii) we apply Lemma 2.1 to obtain
lim
τ→∞
τ
K
2
+N
2
(1− 1
q
)
∥∥∥∥eτ∆w˜(0)− ∑
|ν|≤K
mν(w˜(0), 0)gν (τ)
∥∥∥∥
q
= 0. (5.2)
On the other hand, by (3.7) and (3.10) with q =∞ we have
|F˜ (x, τ)| ≤ Ch(τ + 1)|w˜(x, τ)|2 ≤ C(1 + τ)−N2 h(τ + 1)|w˜(x, τ)| in RN × (0,∞).
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Then, by (3.10) we see that
EK,q[F˜ ](τ) ≤ C(1 + τ)
K
2
−N
2 h(τ + 1) for τ > 0.
This together with (1.8) and (3.8) implies that
EK,q[F˜ ](τ) ≤ C(1 + τ)−γ for τ > 0 if m > α, (5.3)
where
γ := −K
2
+
N
2
+
1− α
m− α + 1 > 1. (5.4)
Similarly, if m = α, then (5.3) holds for any γ > 1. Then, by Lemma 2.2 (i), for any ν ∈M
with |ν| ≤ K, we have∫ τ2
τ1
|mν(F˜ (s), s)| ds ≤ C
∫ τ2
τ1
(1 + s)−
K−|ν|
2
−γ ds ≤ Cτ−
K−|ν|
2
−γ+1
1 , 0 < τ1 < τ2.
Then we can find a constant mF˜ν such that∫ τ
0
mν(F˜ (s), s) ds = m
F˜
ν +O
(
τ−
K−|ν|
2
−γ+1
)
as τ →∞. (5.5)
Furthermore, we apply Lemma 2.2 (ii) (see (2.7)) to obtain∥∥∥∥
∫ τ
0
e(τ−s)∆F˜ (s) ds −
∑
|ν|≤K
[∫ τ
0
mν(F˜ (s), s) ds
]
gν(τ)
∥∥∥∥
q
= o
(
τ
−K
2
−N
2
(
1− 1
q
))
(5.6)
as τ →∞. Therefore we deduce from (2.2), (5.5) and (5.6) that∥∥∥∥
∫ τ
0
e(τ−s)∆F˜ (s) ds −
∑
|ν|≤K
mF˜ν gν(τ)
∥∥∥∥
q
≤
∥∥∥∥
∫ τ
0
e(τ−s)∆F˜ (s) ds −
∑
|ν|≤K
[∫ τ
0
mν(F˜ (s), s)ds
]
gν(τ)
∥∥∥∥
q
+
∥∥∥∥ ∑
|ν|≤K
[∫ τ
0
mν(F˜ (s), s) ds −mF˜ν
]
gν(τ)
∥∥∥∥
q
= o
(
τ
−K
2
−N
2
(
1− 1
q
))
(5.7)
as τ →∞.
Let K ′ := K − 1 if K ≥ 1 and K ′ := 0 if 0 < K < 1. By Lemma 3.3 and (4.1) we have
|H˜(x, τ)| ≤ C(1 + τ)−N2 − 12 η(τ + 1)α−1|w˜(x, τ)| in RN × (0,∞).
Then, by (3.10) we obtain
EK ′,q[H˜ ](τ) ≤ C(1 + τ)
K′
2
−N
2
− 1
2 η(τ + 1)α−1 for τ > 0.
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This together with (1.8), (3.8) and (5.4) implies that
EK ′,q[H˜](τ) ≤ C(1 + τ)−γ′ for τ > 0 if m > α, (5.8)
where
γ′ = −K
′
2
+
N
2
+
1
2
+
1− α
m− α =


γ if K ≥ 1,
N
2
+
1
2
+
1− α
m− α if 0 < K < 1,
> 1.
(5.9)
Similarly, if m = α, then (5.8) holds for any γ′ > 1. Then, similarly to (5.5), for any ν ∈M
with |ν| ≤ K ′, we can find a constant mH˜ν such that∫ τ
0
mν(H˜(s), s) ds = m
H˜
ν +O
(
τ−
K′−|ν|
2
−γ′+1
)
as τ →∞. (5.10)
Furthermore, we apply Lemma 2.2 (ii) with j = 1 (see (2.6)). Then, by (5.8) and (5.9), for
any ǫ > 0 and any fixed sufficiently large T > 0, we have
I(τ) := τ
N
2
(
1− 1
q
)
×
∥∥∥∥∥∥div
∫ τ
0
e(τ−s)∆H˜(s) ds− div
∑
|ν|≤K ′
[∫ τ
0
mν(H˜(s), s) ds
]
gν(τ)
∥∥∥∥∥∥
q
≤ ǫτ−K
′+1
2 + Cτ−
K′
2
∫ τ
T
(τ − s)− 12EK ′,q[H˜ ](s) ds
(5.11)
for all sufficiently large τ > 0. Since
∫ τ/2
T
(τ − s)− 12EK ′,q[H˜](s) ds ≤ Cτ−
1
2
∫ τ/2
T
EK ′,q[H˜](s) ds,∫ τ
τ/2
(τ − s)− 12EK ′,q[H˜](s) ds ≤ Cτ−γ′
∫ τ
τ/2
(τ − s)− 12 ds ≤ Ct−γ′+ 12 = o
(
τ−
1
2
)
,
for all sufficiently large τ > 0, by (5.11) we obtain
lim sup
τ→∞
τ
K
2 I(τ) ≤ ǫ+ C
∫ τ/2
T
EK ′,q[H˜](s) ds.
Since ǫ and T are arbitrary, by (5.8) and (5.9) we observe that
lim
τ→∞
τ
K
2 I(τ) = 0. (5.12)
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Therefore, by (2.2), (5.10) and (5.12) we see that∥∥∥∥∥∥div
∫ τ
0
e(τ−s)∆H˜(s) ds− div
∑
|ν|≤K ′
mH˜ν gν(τ)
∥∥∥∥∥∥
q
≤
∥∥∥∥∥∥div
∫ τ
0
e(τ−s)∆H˜(s) ds− div
∑
|ν|≤K ′
[∫ τ
0
mν(H˜(s), s) ds
]
gν(τ)
∥∥∥∥∥∥
q
+
∥∥∥∥∥∥div
∑
|ν|≤K ′
[∫ τ
0
mν(H˜(s), s) ds
]
gν(τ)− div
∑
|ν|≤K ′
mH˜ν gν(τ)
∥∥∥∥∥∥
q
= o
(
τ
−K
2
−N
2
(
1− 1
q
))
(5.13)
as τ → ∞. Combining (2.1), (5.1), (5.2), (5.7) and (5.13), we can find constants {mν}|ν|≤K
such that ∥∥∥∥∥∥w(τ + 1)−
∑
|ν|≤K
(−1)|ν|
ν!
mν∂
ν
xG(τ + 1)
∥∥∥∥∥∥
q
=
∥∥∥∥w˜(τ)− ∑
|ν|≤K
mνgν(τ)
∥∥∥∥
q
= o
(
τ
−K
2
−N
2
(1− 1
q
)
)
as τ →∞. This implies (1.9) with Mν = (−1)|ν|mν/ν!. Thus Theorem 1.2 follows. ✷
Remark 5.1 Assume m < α. Then we can define τ∗ ∈ (0,∞) by
τ∗ :=
∫ ∞
0
mζλ(s)
m−1 ds.
Then it follows from (1.4) that
lim
t→∞
λα [u(x, t)− ζλ(t)]
ζλ(t)α
= w(x, τ∗) for x ∈ RN .
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