Abstract-There is growing interest in discerning behaviors of electricity users in both the residential and commercial sectors. With the advent of high-resolution time-series power demand data through advanced metering, mining this data could be costly from the computational viewpoint. One of the popular techniques is clustering, but depending on the algorithm the resolution of the data can have an important influence on the resulting clusters. This paper shows how temporal resolution of power demand profiles affects the quality of the clustering process, the consistency of cluster membership (profiles exhibiting similar behavior), and the efficiency of the clustering process. This work uses both raw data from household consumption data and synthetic profiles. The motivation for this work is to improve the clustering of electricity load profiles to help distinguish user types for tariff design and switching, fault and fraud detection, demand-side management, and energy efficiency measures. The key criterion for mining very large data sets is how little information needs to be used to get a reliable result, while maintaining privacy and security.
I. INTRODUCTION
T HE proliferation of smart meters in many countries will enable the creation of time series of power demand in both residential and commercial premises. Most meters will be capable of generating data with high temporal resolution, but customers and network operators have different requirements, expectations, and priorities for using this data. This paper addresses the question of how much information is sufficient. Data mining and pattern recognition techniques have been applied to power demand time series [1] . The application of these techniques can be useful for many purposes such as detecting failures and fraudulent usage or grouping users that present similar consumption patterns [2] , [3] . Grouping directly the time series is not a practical task since there may be very long and contain too many unnecessary details. Usually, the information of the time series during a specific period (e.g., season, weekdays of a year) is aggregated in a representative profile that has a fixed temporal duration such as a day [4] - [6] . In this work, the impact of temporal resolution on clustering electricity profiles is investigated. Temporal resolution or granularity refers to the data sampling rate, which may be equal to or less than the acquisition rate by the meter. The maximum acquisition rate is determined by technical parameters of the meter such as its capacity to store the averaged information [7] . In practical terms, high resolution is data measurement at a rate of every few seconds to 30 min. Low-resolution profiles present data over longer time segments, e.g., few hours. The key is to select a resolution that is a trade-off between the level of detail that represents the essential consumption behavior of the user, and the necessity to store and process data.
Little attention has been paid to the effects of data granularity on the performance and efficacy of statistical methods for analyzing power demand profiles. For example, in [5] only the typical temporal resolutions and the existence of techniques to reduce it are mentioned. Clustering experiments have been performed over data with their original granularity, where 15 min is the most typical resolution [5] , [6] , [8] - [17] . Studies by [18] - [20] were performed using 30-min data, and on 60-min data by [2] , [21] . The present authors have used a data set of 1-min resolution to perform clustering using a Dirichlet process mixture model [22] . Other studies investigated dimensional reduction using symbolic aggregate approximation [23] , principal component analysis, the curvilinear component analysis and the Sammon map [4] .
To understand the advantages and disadvantages of temporal resolution on the clustering of representative load profiles, this paper uses a data set with an 8-s sampling rate and emulates lower resolution data sets. In this way, it is certain that the time-series being used in each experiment has been gathered under the exact same conditions and thus is directly comparable. Three different types of clustering algorithm were employed to perform the experiments: the k-means algorithm, hierarchical algorithms, and the Dirichlet process mixture model algorithm. Several validity measures were employed to evaluate the quality and similarity of the clusters obtained over profiles with distinct resolutions. The efficiency of these algorithms was analyzed with respect to the data resolution.
The paper is organized in the following way. In Section II the process to obtain profiles with different resolution is explained.
In Section III the clustering algorithms and validity indicators employed for the experiments are introduced. The experiments and their results are analyzed in Section IV. Lastly, in Section V, conclusions are drawn.
II. CREATING PROFILES WITH DISTINCT TEMPORAL RESOLUTION
In general, the resolution of the profiles may be different from the meter acquisition frequency. From the acquisition frequency, it is possible to recompute profiles employing different resolutions. Previous studies have used techniques to reduce the dimensionality of the input data set [4] , [23] . However, applying these dimensional reduction techniques may produce different profiles than the ones obtained directly from the readings. This may be due to two factors: the nature of the reduction technique [1] , or intrinsic data properties such as differing number of readings in each time interval. Although for a single day, this error will be small, the cumulative effect over the large number of days needed to compute the representative profile becomes significant. Therefore the present authors did not employ any technique to reduce the dimension from an established profile, but obtained the values of the profiles for each one of the different resolution are directly obtained from the set of readings.
The daily representative profiles employed in this study were created from the Dehems data set [24] . It comprises electrical power consumption data, with an acquisition rate of 7-8 s, during 2010 from Bulgarian and English dwellings. Each customer record had a different number of readings. After performing a pre-process [22] where records that did not contain enough readings were removed, data for 197 customers was used in this study. The daily profile for each of the customers with temporal resolution minutes (implying a dimension of of the vector of power values ) was directly created from its set of readings in the following way:
• For each weekday , each value was computed by averaging the readings that were in the temporal interval to minutes of the day (there may be not the same number of readings at each interval). This dimensional reduction technique-piecewise aggregate approximation [1] -is analyzed for load profiles in [25] .
• Value of the representative profile is obtained by averaging the values , for all weekdays , that are not equal to zero.
• A linear normalization process, using the respective minimum and maximum of the profile is carried out, obtaining values between zero and one [11] . The temporal resolutions of the daily profiles employed in this work were (in minutes): 0.5, 1, 2, 4, 8, 15, 30, 60, 120, and 240. An example of the same profile of our data set represented with six different resolutions is shown in Fig. 1 . The upper profile has the lowest resolution (a value every 2 h, 12 values in total) and the lower profile the highest resolution (one minute i.e., 1440 values). Some details of the profile shape are lost with decreasing resolution, however, these details may or may not be important for comparing and clustering profiles. 
III. CLUSTERING ALGORITHMS AND EVALUATORS
The results of clustering depend on both the algorithm and the resolution of the data. The main aim of this paper is not to compare the performance of the algorithms, but to compare the clustering results when the data resolution is varied. Thus, three popular types of algorithm were selected:
• A partitioning algorithm, k-means is one of the most common methods [3] - [5] , [8] , [11] , [12] , [17] , [18] , [21] , [22] . From an initial partitioning, a converging process in which data elements are moved from one group to another is carried out until stable partitions are achieved. The convergence of the algorithm depends on the initial partitioning. Therefore such algorithms must be run several times with different initializations.
• Agglomerative hierarchical algorithms [4] , [5] , [11] - [13] , [18] , [21] . These bottom-up algorithms create a new cluster for each one of the data elements then successively merge the closest subgroups until the specified number of clusters is achieved. There are different variations depending on the criterion used to compute the distance to merge cluster. If two clusters and are merged to form a new cluster , then the distance of this new cluster from any other existing cluster , can be computed in several ways: -Single link algorithm: 
where is the number of elements of cluster . -Weighted pair group method average algorithm (WPGMA):
-Unweighted pair group method centroid algorithm (UPGMC): (5) where is the Euclidean distance between the centroids of the clusters and -Weighted pair group method centroid algorithm (WPGMC):
-Ward or minimum variance algorithm (WARD):
where • Bayesian non-parametric statistics: the Dirichlet Process Mixture Model (DPMM) [22] , [26] . The DPMM algorithm creates a separation that best adapts to the nature of the data with a hierarchical model of Dirichlet and Multinomial distributions. Profiles are represented as draws from a multinomial distribution whose parameters are obtained from a Dirichlet distribution of dimension (number of readings per 24-h demand profile). Clusters are computed with the Chinese restaurant process [26] . Contrary to what happens with the two previous types of algorithms, the number of clusters is not an input parameter for the DPMM. A Gibbs sampling process is used to estimate the concentration parameter of the Dirichlet distribution.
A. Validity Indicators
It is necessary to separately evaluate the different algorithms performance in terms of the quality of the clustering, and the robustness of the cluster composition (cluster membership). Assessing the quality of the clusters is an internal process, while assessing the consistency of the cluster membership requires an external reference with which to compare.
1) Internal Evaluators:
The present authors selected six internal evaluators [27] : the clustering dispersion indicator (CDI), Davies-Bouldin index (DBI), modified Dunn Index (MDI), mean index adequacy (MIA), scatter index (SI), and variance ratio criterion (VRC). As these evaluators use the intra-point distance, each set of clustering results was evaluated using the average of the evaluator computed over the profiles with all possible resolutions.
2) External Evaluators: This set of evaluators has not been used in previous work on clustering electricity data, but they were employed in other clustering studies [27] , [28] . Being a set of data elements and two clustering results over this set, and , where (8) (9) (10) and indicate the cluster that contains data element in and , respectively. The external evaluators that will determine the similitude of employing as a reference define the following:
• True positives (TP) as the number of pairs of elements that are in the same cluster for both and . Let a function that is one if the condition cond is fulfilled, zero otherwise (11) • True negatives (TN) as the number of pairs of elements that are not in the same cluster for both and :
• False positives (FP) as the number of pairs of elements that are not in the same cluster in , but are in :
• False negatives (FN) as the number of pairs of elements that are in the same cluster in , but are not in :
The external evaluators used in this study were:
• Rand Index represents the pairs that are correctly clustered over the total of pairs:
• Pair-counting precision accounts for the pairs that are together in :
• Pair-counting recall accounts the pairs that are together in the reference :
• Pair-counting F-score combines the precision and recall:
These external evaluators operate as a percentage, 100% being the best outcome. In the present experiments, the results obtained with all other analyzed resolutions for the same number of clusters are individually selected as the reference . The mean is computed to obtain the final evaluator score.
IV. EXPERIMENTS AND RESULTS
Experiments were performed combining the proposed algorithms with the ten different resolution versions of the data set. The algorithms were implemented in C++. Experiments were performed on an Intel Core2 Quad CPU Q9650 at 3.00 GHz with 4 Gb of memory.
For the k-means experiments, results are averaged across one hundred repetitions with the same configuration (k and resolution) employing random initialisation for the centroids of the clusters. Euclidean distance was the distance used to compute the distance between profiles and centroids. The hierarchical algorithms used an extension of the Euclidean distance applied between data point and set of data points, and then between two sets of points [2] , [11] . The number of clusters (an input parameter) used for both algorithms ranged from two to twenty.
For the DPMM algorithm, the number of clusters is not fixed by the user. The unique user parameters is the concentration parameter, , that has an influence in the number of clusters and their composition. Therefore the consequences of changing the resolution of the input data in the resulting number of clusters for same values of was investigated. The different values scanned for the concentration parameter ranged from to . The effect of the resolution on the number of clusters obtained when using the same values for the concentration parameter is shown in Fig. 2 . Larger numbers of clusters require a very much greater value of the concentration parameter (N.B. log scale, Fig. 2) . Furthermore, as the resolution decreases, generally the value of the concentration parameter also increases. This is due to the nature of the statistical algorithm that employs a combination of multinomial and Dirichlet distributions, and the Chinese Restaurant Process (see Section III). Any value of the concentration parameter leads to a different number of clusters for any chosen resolution (data dimension ). This demonstrates a clear dependence on resolution which is not discernible from the algorithm structure. This means that the DPMM is not robust with data resolution.
A. Clustering Quality
As this work is focused on the evolution of the results when the resolution is modified, values of each of the internal evaluators are averaged for the clustering results obtained with all the possible number of clusters for a particular resolution. In the case of the DPMM, results are averaged only over results with the number of clusters obtained for each resolution.
The values for three of the internal evaluators for the different algorithms are shown in Fig. 3 . The k-means algorithm performed best over the 4-to 60-min resolutions, but worst for the extreme resolutions. This tendency can be clearly seen for the VRC and MDI evaluators. The hierarchical algorithms do not show such a clear behavior.
The WARD distance presents the best scores for 8-min resolution. Best results for the UPGMA distance are in 4, 8, 15, and 30 min, depending on the evaluator. The other distances presented heterogeneous behavior from a flat pattern such as the UPGMC and WPGMC using the VRC evaluator, to a saw-tooth shape by the WPGMA using the MDI evaluator. A general tendency common for all these hierarchical algorithms is that they seem to start declining from 60-to 120-min resolution data results, obtaining usually the worst scores for 240 min. Scores with 0.5-and 1-min resolution are usually slightly worse than the ones obtained with 15-or 30-min resolution, but not for all the evaluators and distances. The DPMM also displayed heterogeneous behavior; sometimes a linear behavior such as for MIA, but was irregular for the MDI evaluator. The best results for the VRC evaluator are with data with 1-or 2-min resolution.
The other three internal evaluators (CDI, DBI, and SI) show similar behavior for all the algorithms, but not in such a marked way. Generally, the hierarchical algorithms presented a flat shape until 60-min data, then showing declining performance. The k-means showed again a U-shape behavior for the MIA and MDI evaluators. The DPMM did not present a clear pattern.
B. Cluster Membership Consistency
The evolution of the cluster membership with respect to other resolutions is the important part of this analysis. The values for the external validity measures are shown in Fig. 4 (averaged for all numbers of clusters). There are three algorithms that show high scores for all the evaluators and resolutions: the single link, UPGMC and WPGMC. This is due to two reasons. First, these hierarchical algorithms tend to create disproportional clusters with respect to the number of elements. There is always a very large cluster with the other clusters formed from very few data elements, which ensures these scores since most of the points are always together in the same cluster. Secondly, the algorithms criteria to merge two clusters is robust to changes in the data rate. For example, results for the UPGMC algorithm for a resolution of half a minute with is composed of a large cluster with 187 load profiles, another one formed with 8 profiles and the last two with just an element each one. Clustering with the same algorithm and number of clusters for a resolution of 15 min produce a cluster of 185 load profiles, another with 8 data points, and the smaller ones with three and one elements. In this case, the clusters of eight profiles is the same for both results being dissimilar only in the smaller ones and in one or two elements of the largest cluster. Therefore, the number of FN and FP is very small; similarly for other resolutions. For the other algorithms, DPMM and UPGMA present middling values and the k-means, complete link, UPGMA, WPGMA and WARD the lowest values. For all these algorithms the better scores are obtained for higher resolutions, with the worst results for resolutions greater than 1 h. The behavior of the evaluators is in line with previous work [4] , [5] , [11] .
Values of the F-score (by number of clusters) for four of the algorithms are shown in Fig. 5 . The profiles with resolutions closer to the reference resolution obtain more similar clusters (i.e., better F-score) than profiles with lower or higher resolutions. For the hierarchical algorithm UPGMA, there are two clear states of operation, switching at eight to eleven clusters depending on the resolution. The reason is that these agglomerative algorithms tend to form one large cluster that contains most of the data points. For the references, this large cluster is also formed. Therefore, for fewer than eight clusters, both the reference and the compared resolution clusterings present this large cluster and a higher score. Similarly for the WPGMA algorithm, but the transition is at four clusters.
What it means for these algorithms is that decreasingly the number of clusters, results may be different until a particular point that all the results present the large cluster. A similar effect but not with one unique large cluster but with two clusters, happens for the Complete link algorithm at seven number of clusters. The k-means algorithm presents continuous decreasing scores with the number of clusters. A large number of clusters implies more combinations and fewer elements together (true positives) than for the reference case. The DPMM shows irregular behavior (with gaps in the results) because not all numbers of clusters are obtained for both the reference and compared resolutions. Table I shows the average pair-counting F-scores over all of the algorithms used and all possible combinations of resolu- The high-resolution clustering results have a F-score of about 70% (or better), while results for over 60-min resolution show less than 70%. Results obtained for the 240-min resolution are always less than 60%, indicating that they present very different cluster memberships. In general, the F-score values are quite high since the single link, UPGMC and WPGMC algorithms always achieve more than 90%. For other algorithms e.g., k-means there is just one value over 50%, but the same trends that appear in Table I were observed.
C. Efficiency Analysis
The efficiency of each algorithm depends on its nature and implementation. Theoretically, the order of time complexity of the k-means is , where is the number of data points, is the number of clusters, is the resolution of the data, and is the number of iterations to converge the algorithm. For the single link, complete link, WPGMC, WPGMA hierarchical algorithms the complexity is . The rest of hierarchical algorithms (UPGMC, WPGMC, and WARD) present an order of complexity of . The complexity of the DPMM algorithm is , where is the number of iterations to converge the algorithm, is the maximum number of clusters during all the iterations, and is the maximum of the counters of the multinomial distribution (see Section III).
The execution time experiments for each of the algorithms are averaged for the same value of time resolution (Fig. 6 ). For all of the algorithms except the DPMM, execution time decreases with decreasing resolution, i.e., decreasing of . The decreases in execution time and resolution are approximately linear over two orders of magnitude. The DPMM algorithm is the slowest method for all resolutions. This is because the most important factor for this method is the number of iterations that it takes to converge the algorithm, which rises as the resolution decreases. The stop criterion of the algorithm is that the elements of the cluster stay the same for 25 consecutive iterations, or that 500 iterations have occurred. Thus for low resolutions (more clusters) this criterion takes more time to be achieved than for high-resolution data.
The averaged time for iteration of the DPMM algorithm (points labelled with "DPMM iter" in Fig. 6 ) behaves similar to the other algorithms. The group of algorithms that are faster is formed by the single link, complete link, WPGMC, WPGMA, and k-means algorithms. The other hierarchical algorithms are slower because the representative centroids of the clusters need to be computed.
1) Performance Tests:
To analyse the performance over larger data sets, synthetic data were generated. Each profile was obtained by simulating the electricity consumption of a dwelling during one year based on probabilistic occupancy, lighting and appliances models [29] . Each one of the dwellings has a particular occupancy (from one to six people) and a number of appliances with different power demands. The probabilities of the models are based on real data [29] . Data are generated with one minute resolution and lower resolutions were obtained by averaging the values of each interval.
The data sets generated ranged between 30 and 5000 profiles, and the clustering algorithms were applied to obtain clusters with from two to twenty. The results were averaged for all the instances that employ the same resolution. For the k-means algorithm, results were also averaged over ten experiments with different initialization. Fig. 7 displays the running times for all the algorithms, except the DPMM algorithm owing to its high complexity. The range of times for all the algorithms is consistent with those using real data (Fig. 6) . The difference in complexity of the algorithms can be seen in Fig. 7 , and for all hierarchical algorithms the improvement in performance levels out for data set with 30-min resolution and greater, where convergence is observed. However, for k-means the improvement was continuous across the whole range of resolutions used. In addition, the k-means was 1-2 orders of magnitude faster than the hierarchical algorithms.
V. CONCLUSION
This work analyses the impact of the temporal resolution when clustering electricity load profiles. Several algorithms have been systematically tested by changing the resolution of the input data (of real household consumption). The results are evaluated with internal and external validity measures, and the efficiency was computed using a large-scale synthetic data set.
The quality of the clustering was measured using a variety of internal evaluators. Some hierarchical algorithms, notably single link, WPGMC, and UPGMC derived unbalanced clusters. This shows that these algorithms might only be suitable for clustering profiles when the question posed about the data set is about which behavior types do not belong to a defined majority group. The reliability of the cluster membership was measured using the Rand Index and Pair-counting F-score external evaluators. A band of temporal resolutions between 4-60 min showed better performance than either of the extreme resolutions. The k-means algorithm was shown to be robust to data resolution effects in this this temporal band. The efficiency was tested using synthetic data with up to 5000 profiles which showed that for high resolution data there was a difference in execution time of as much as two orders of magnitude. The k-means algorithm was faster. The DPMM displayed interesting properties that were strongly dependent on the resolution of the data. It was the slowest, but usefully it did not need to specify the number of clusters a priori. We conclude that it is used best as a way to establish the number of clusters, but switch to using k-means for the remainder of the analysis.
The implication of the work presented is that to be useful to electricity retailers in discerning differences between consumers time series power use data needs to be at a frequency of least 30 min and ideally 8 or 15 min. Distribution network operators may have recourse to higher resolution data for various applications, however, 8-min data would provide a useful basis. Data collected at frequencies slower than 30 min, and certainly 60 min, is not sufficiently reliable for most purposes.
