A new 3-D diffusion code using a recently published layer method has been developed to analyze radiation belt electron dynamics. The code guarantees the positivity of the solution even when mixed diffusion terms are included. Unlike most of the previous codes, our 3-D code is developed directly in equatorial pitch angle ( 0 ), momentum (p), and L shell coordinates; this eliminates the need to transform back and forth between ( 0 , p) coordinates and adiabatic invariant coordinates. Using ( 0 , p, L) is also convenient for direct comparison with satellite data. The new code has been validated by various numerical tests, and we apply the 3-D code to model the rapid electron flux enhancement following the geomagnetic storm on 17 March 2013, which is one of the Geospace Environment Modeling Focus Group challenge events. An event-specific global chorus wave model, an AL-dependent statistical plasmaspheric hiss wave model, and a recently published radial diffusion coefficient formula from Time History of Events and Macroscale Interactions during Substorms (THEMIS) statistics are used. The simulation results show good agreement with satellite observations, in general, supporting the scenario that the rapid enhancement of radiation belt electron flux for this event results from an increased level of the seed population by radial diffusion, with subsequent acceleration by chorus waves. Our results prove that the layer method can be readily used to model global radiation belt dynamics in three dimensions.
Introduction
The electron flux of the outer radiation belt is highly variable, especially during geomagnetically disturbed times [e.g., Van Allen and Frank, 1959; Meredith et al., 2002; Baker and Kanekal, 2008] , and a complex competition between source and loss processes controls the electron dynamics [e.g., Summers et al., 1998; Horne and Thorne, 1998; Reeves et al., 2003; Tu et al., 2009; Thorne, 2010; Turner et al., 2014a] . Previous studies proposed that radial diffusion [Falthammar, 1965; Elkington, 2006; Ukhorskiy et al., 2009; Li et al., 2017] , local acceleration driven by wave-particle interactions [Horne and Thorne, 1998; Summers et al., 1998; Reeves et al., 2013; Thorne et al., 2013] , shock-induced acceleration [e.g., Li et al., 1993 Li et al., , 1997 Hudson et al., 1997] , and direct substorm injection [e.g., Dai et al., 2014] might lead to the enhancement of MeV electron fluxes. On the other hand, magnetopause shadowing and wave-driven pitch angle scattering into the loss cone might contribute to the loss of the energetic electrons [e.g., Thorne and Kennel, 1971; Turner et al., 2014b; Shprits et al., 2008a] . The relative roles of the various mechanisms in the radiation belt dynamics typically need to be evaluated for each storm.
A common way to model the global dynamics of radiation belt electrons is to use quasi-linear diffusion theory [Kennel and Engelmann, 1966; Lyons, 1974a Lyons, , 1974b and model the evolution of electron phase space density averaged over the gyrophase, the bounce phase, and the drift phase. Several numerical codes to model three-dimensional diffusion processes have been developed [e.g., Beutier and Boscher, 1995; Subbotin and Shprits, 2009; Albert et al., 2009; Xiao et al., 2010; Tu et al., 2013; Glauert et al., 2014; Ma et al., 2015] . Many of these codes use two sets of coordinates, the equatorial pitch angle ( 0 ), momentum (p) (or equivalently kinetic energy (E)), and L * coordinates [Roederer, 1970] and the adiabatic invariant coordinates ( , J, and Φ). The adiabatic invariants are proportional to the actions corresponding to three quasiperiodic motions of particles in the dipole field: gyromotion, bounce motion, and drift motion [Schulz and Lanzerotti, 1974] .
TECHNICAL REPORTS: METHODS

The 3-D LM-MC Code in ( 0 , p, L) Coordinates
A Brief Review of the Layer Method With Monotonic Cubic Interpolation
The diffusive evolution of a quantity f is described by a general d-dimensional diffusion equation
where Q i is the ith coordinate, t is time, and D ij 's are the diffusion coefficients. The variable G is proportional to the Jacobian factor; e.g., for the radiation belt quasi-linear diffusion equation, the expression of G is given in equation (10) below. The Einstein summation rule is used unless otherwise specified. Indices i and j each vary from 1 to d for a d-dimensional problem. To use the layer method, we first transform the equation to
where
The layer method discretizes the computational space into grid points, like finite difference methods. To obtain the solution of f at time step t k following the given solution at time step t k−1 at the grid point with
Here Δt is the time step, b ≡ {b i } is a d vector, and the d × d matrix is related to a ≡ {a ij } by
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It is clear that is not uniquely defined by equation (6); however, different choices of lead to the same solution of f [Tao et al., 2008] . In equation (5), W represents one increment of a Wiener random process [Gardiner, 1985] , and each component of W is a random variable. In layer methods, the probability distribution function (P) of the ith component of ΔW is chosen to be P [Milstein, 2002] . Therefore, there are 2 d possibleQ values. The solution at time t k is then obtained from the previous time step t k−1 by
Note that normally,Q i is not located on the grid; therefore, interpolation is required to obtain f (Q i , t k−1 ). The layer method is stable for an arbitrary choice of Δt if a monotonicity-preserving interpolation method (e.g., linear interpolation) is used. In practice, we typically choose Δt so that |Q − Q| is on the same order as the grid size. For more information about the stability and order of convergence analysis, we refer readers to Milstein [2002], Milstein and Tretyakov [2001] , and Milstein and Tretyakov [2002] . Tao et al. [2009] used linear interpolation, for which a large number of grid points is required to obtain accurate results (for a 2-D pitch angle and energy diffusion problem, typically 1000 × 1000 grid points are needed). Tao et al. [2016] introduced a positivity-preserving and monotonicity-preserving cubic interpolation algorithm, called the "Carlson-Fritsch-Huynh" method Dougherty et al., 1989; Fritsch and Carlson, 1980; Hyman, 1983; Huynh, 1993] . The resulting layer method, called the LM-MC (Layer Method with Monotonic Cubic interpolation) method, is positivity preserving. The number of grid points used in LM-MC is on the same order as standard finite difference methods. For example, for the 2-D pitch angle and energy diffusion defined in section 3.2, typically, a few tens of grid points for each coordinate are used. Therefore, the LM-MC method is much more efficient than the layer method used by Tao et al. [2009] .
Modeling 3-D Radiation Belt Diffusion in ( 0 , p, L) Coordinate Using Layer Method
In this section, we apply the LM-MC method to the 3-D radiation belt diffusion problem. The 3-D quasi-linear equation is written in the three adiabatic invariants space (J 1 , J 2 , J 3 ) [e.g., Schulz and Lanzerotti, 1974] as
We take J 1 = ≡ p 2 ⟂ ∕2mB, J 2 = J = ∮ p ‖ ds, and J 3 = Φ, where m is the mass, B is the magnetic field strength, p ⟂ and p ‖ are the momentum perpendicular and parallel to the magnetic field, s is the distance along a field line, and Φ is the magnetic flux enclosed by the drift orbit. When written in arbitrary coordinates (Q 1 , Q 2 , Q 3 ), the resulting diffusion equation is
where G is proportional to the transformation Jacobian
Any constants in G are canceled in equation (9). The diffusion coefficients in Q coordinates are
From now on, we consider a dipole field and write the diffusion equation in ( 0 , p, L) coordinates. Here L shell, which is the equatorial crossing distance of a field line in Earth radii, is the same as L * , which is proportional to 1∕Φ, for a dipole magnetic field. The adiabatic invariants are related to 0 , p, and L by [Schulz and Lanzerotti, 1974] . Here B E is the equatorial magnetic field strength on the Earth's surface. The 3-D radiation belt diffusion in the ( 0 , p, L) coordinate system is
The diffusion coefficients in ( 0 , p, L) coordinates are obtained according to equation (11) . Note that in the dipole field, D L and D JL are both zero. Therefore, one can derive, for example,
The first two terms on the right-hand side are from the local wave-particle interaction and can be combined to giveD 0 0 that can be calculated from codes such as Albert [2005] , PADIE [Glauert and Horne, 2005] , or the UCLA Full Diffusion Code [Ni et al., , 2011 Shprits and Ni, 2009] . The third term represents the variation of 0 due to a change in L. Therefore, we may write
Similarly, we have for other diffusion coefficients
HereD represents diffusion coefficients from local wave-particle interactions. It is straightforward to derive that for a dipole field,
Because D 0 L and D pL are typically not 0, the diffusion matrix in ( 0 , p, L) coordinates is full. This is related to the fact that radial diffusion keeps the first and second invariants constant, but not 0 and p. As can be seen from section 2.1, the presence of these cross diffusion terms can be easily handled by the layer method.
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To solve the radiation belt diffusion equation using the layer method, we first write equation (13) in the form of equation (2), from which we find that
To obtain components of the matrix from equation (6) 
These coefficients are then used in the layer method equations (5) and (7) to solve the 3-D diffusion equation (13).
Illustration of the Validity of the 3-D LM-MC Code
A 1-D Radial Diffusion Problem
In this section, we illustrate the validity our 3-D layer method code by solving a 1-D radial diffusion problem Here we choose D LL = L 10 ∕10 9 . The factor 1∕10 9 is used so that D LL ∼ 1 at L = 8. The units of D LL and f here are arbitrary. We use fixed boundary conditions so that f (L = 8) = 1 and f (L = 3) = 0. The analytical steady state solution of this problem is obtained by setting f ∕ t = 0, which leads to
Note that the 1-D radial diffusion equation is derived by assuming a constant and J. In this test, we focus on L profiles of the steady state solution of f for two different ( , K)'s at (350, 0.35) and (500, 0.45) 
Note that the steady state solution is independent of and J since D LL only depends on L.
To solve the problem using our 3-D layer method code in ( (16)- (20)). Therefore, the 1-D radial diffusion problem expressed in ( 0 , p, L) coordinates is fully 3-D. The simulation domain in 0 is from 5 to 90 ∘ and in E from 0.1 MeV to 10 MeV. The previously selected two ( , K)'s are located within the simulation domain at all L shells in the 3-D code. The lower and upper boundary conditions in 0 are f ∕ 0 = 0 for both 0 min and 0 max , and in E is f ∕ p = 0 for both E min and E max . The initial condition in the simulation is simply chosen to be
satisfying the boundary conditions. The number of grid points used in the 3-D simulation is N 0 = 40, N p = 50, and N L = 40. The time step used is Δt = 0.1, whose unit is consistent with that of D LL .
The results from our 3-D layer method simulations are compared with the analytical solutions in Figure 1 . Also shown in Figure 1 are the solutions obtained by solving the 1-D radial diffusion equation using the pdepe function from MATLAB [MATLAB, 2016] and the relative difference between MATLAB results and the 3-D layer method code results defined by where f M is the MATLAB solution and f 3D is the 3-D layer method solution. The model results agree well with the analytic solution when the profile reaches the steady state and with the MATLAB solutions at both t = 100 and t = 50, 000. The relative difference is on the order of 10 −2 at L = 3 and 10 −4 at L = 8.
A 2-D Pitch Angle and Energy Diffusion Problem
The second test we perform here is a local pitch angle and energy diffusion problem presented by Albert and Young [2005] . In our 3-D code, we set all D LL = 0, and the local pitch angle and momentum diffusion coefficients are chosen to be independent of L and are the same as those used by Albert and Young [2005] . The boundary conditions and the initial condition are chosen to be consistent with those of Albert and Young [2005] , which are
where the loss cone angle LC = 5 ∘ at all L's for simplicity. The initial condition is
The number of grid points used is N 0 = 90, N p = 80, and N L = 40. The time step is Δt = 5.17 s.
For this case, our 3-D layer method code results are independent of L. In Figure 2 , the electron fluxes j = p 2 f at 0.1 day and 1 day for E = 0.5 MeV and E = 2.0 MeV are shown. Our 3-D simulation results agree well with the 2-D results from Albert and Young [2005] . The relative difference between the two results is about 10
for both energies at t = 1 day near peak fluxes. The small difference is caused by that essentially different equations are solved by Albert and Young [2005] and the 3-D LM-MC code, and we refer readers to Albert and Young [2005] and Tao et al. [2009] for more details. Therefore, both the 1-D and the 2-D validation tests suggest that our 3-D layer method code works as expected. In the next section, we apply the 3-D layer method code to model a storm time enhancement event.
Application to the 17 March 2013 Storm
The storm time enhancement event on 17 March 2013 is one of the four selected GEM challenge events. This event has been studied using satellite and ground observations [Boyd et al., 2014; Foster et al., 2014; Baker et al., 2014] , with 2-D radiation belt simulations Xiao et al., 2014] and with a 4-D simulation (with the extra dimension being the magnetic local time) [Shprits et al., 2015] . Previous 2-D simulations have mainly focused on the important roles of electron energization by chorus waves, and the 4-D simulation has analyzed the relative contribution of convective transport and diffusive processes, to the evolution of electron phase space density. Here we perform a 3-D diffusion simulation using the LM-MC code with ( 0 , p, L) coordinates to investigate the relative roles of radial diffusion and local wave-particle interaction by chorus waves in the enhancement of outer radiation belt electron flux following this intense geomagnetic storm. Figure 3 shows an overview of the geomagnetic storm and the response of relativistic electrons during 17-18 March 2013. At 06:04 UT on 17 March 2013, an interplanetary shock reached Earth's vicinity causing a sudden increase of the near-Earth solar wind dynamic pressure (Figure 3a ) and dramatic reversals of the z component of interplanetary magnetic field (IMF) (Figure 3b) . Accordingly, the Dst index (Figure 3d ) rapidly increased up to 15 nT, which represents the sudden commencement of this geomagnetic storm, and then dropped to −90 nT during the storm main phase. The 3 h Kp index (Figure 3c) reached high values close to 7 after 06:00 UT on 17 March, while AL index (Figure 3e ) dropped to ∼ −1300 nT around 12:00 UT on 17 March. Meanwhile, the relativistic electron fluxes experienced a rapid loss by 1-2 orders at ∼12:00 UT on 17 March (Figure 3i ), but hundreds of keV electron fluxes gradually increased (Figures 3h). After 12:00 UT on 17 March, the geomagnetic indices remained at the disturbed levels for several hours and then Dst index and AL index dropped again to ∼ −132 nT and ∼ −2400 nT, respectively, while the chorus waves intensified and the energetic electron fluxes gradually increased. During the recovery phase from ∼21:00 UT on 17 March, 10.1002/2017JA024143 relativistic electron fluxes exhibited rapid increase and peak flux values are more than 2 orders of magnitude higher than the level of main phase. This storm is selected as a GEM challenge event to quantitatively assess the relative importance of local acceleration, transport, and loss processes in storm time enhancement events. Boyd et al. [2014] presented the phase space density observations and described the electron enhancement process: The seed electrons (typically 30-300 keV electrons [e.g., Jaynes et al., 2015] ) were transported to the heart of outer belt, and electrons were subsequently accelerated to multi-MeV energies. Foster et al. [2014] reported a substorm occurring at 22:17 UT on 17 March, accompanied by strong chorus waves. Li et al. [2014] and Xiao et al. [2014] performed 2-D simulations and concluded that the local acceleration driven by chorus waves could produce such significant enhancements of relativistic electrons. Shprits et al. [2015] performed a 4-D simulation by including convective transport and analyzed the relative roles of the convective process and other diffusive processes. Although the electron evolution during disturbed periods is controlled by many factors, the relativistic electron enhancement is mostly determined by whistler mode chorus waves and radial diffusion by ULF waves, and the combination of their effects is required to quantitatively explain the observed features. In this paper, we focus on the combined effects of radial transport and local acceleration from 12:00 UT on 17 March to 24:00 UT on 18 March and quantify their relative importance in the observed electron enhancement.
Overview of the 17 March 2013 Storm
Model Setup
Assuming a dipole magnetic field, the equation solved by our 3-D LM-MC code is
Compared to equation (13), the term −f ∕ is added to model the precipitation loss to the atmosphere. The parameter is set to be a quarter of a bounce period inside the loss cone and infinite outside the loss cone. At a given L, the loss cone is calculated using L = arcsin[L 5 (4L − 3)] −1∕4 . We adopt operator splitting [Strang, 1968] to handle this loss term.
The evolution of 0.1 MeV to 10 MeV electrons is simulated, from L = 2.5 to L = 6, which well covers the electron flux enhancement measured by the Van Allen Probes. We use 50 grid points in 0 , 40 points in energy (E), and 15 points in L shell. The E grid is set as logarithmically evenly spaced. We use f ∕ 0 = 0 at 0 = 0 and 90 ∘ as the pitch angle boundary conditions. To infer the phase space densities at the lower and higher L shell and energy boundaries as a function of time, we use Level 3 electron flux data provided by Magnetic Electron Ion Spectrometer (MagEIS) instrument and the Relativistic Electron-Proton Telescope (REPT) instrument [Baker et al., 2013] on board both Van Allen Probes A and B. First, the measured fluxes are converted to phase space densities (PSDs). After mapping into the equatorial pitch angle distributions using TS05 magnetic field model [Tsyganenko and Sitnov, 2005] , the PSDs are binned into 0.25L×4 h grids at each instrumental energy channels from 12:00 UT on 17 March to 00:00 UT on 19 March. Then, they are interpolated into the ( 0 , p) grids we used. To avoid abrupt changes, the boundary conditions are updated every time step by interpolation in time. The initial condition is obtained from measured fluxes within 2 h time window around 12:00 UT on 17 March 2013.
To model the evolution of electron phase space density, we include local wave-particle interactions from chorus and hiss waves and radial diffusion by ULF waves. We refer readers to the supporting information for more details about the diffusion coefficients and wave amplitude distributions.
Comparison Between Model and Observation
First, we compare the observation with our full simulation results including radial diffusion and local scattering by chorus and hiss waves. Figures 4a and 4b present the comparison between observation and simulation, and Figures 4c and 4d show line plots of the observed and simulated electron (0.59 MeV to 3.4 MeV) flux evolutions at L = 4.25, respectively, where the enhancement is most clear. The full simulation result shows acceleration features in reasonable agreement with observation. As described in section 4.1, after 12:00 UT on 17 March, the electron from hundreds of keV to ∼2 MeV fluxes experienced gradual increase. As noted in Boyd et al. [2014] , the line plots in Figure 4c indicate that this increase did not happen at the same time for all energies. The hundreds of keV electron fluxes rapidly increased from 12:00 UT, followed by the multi-MeV electrons but with a time delay of several hours. The full simulation plots in Figure 4d show similar features: the enhancement of 0.59 MeV electron fluxes starts immediately at 12:00 UT, but the 3.4 MeV electron fluxes begin to increase from around 20:00 UT. The peak location of the simulated 1.02 MeV electron fluxes is located at L = 4.25 at 21:00 UT on 17 March, which agrees with the observation (L ≈ 4). At around 16:00 UT to 20:00 UT on 17 March accompanied with the strongest substorm activities of this event (Figure 3e ), the simulated electron fluxes rapidly increased especially at hundreds of keV energies, extending to lower L shells compared with observations. This may be due to the fact that some loss mechanisms are not included in our simulation, such as pitch angle scattering by hiss in plumes [Summers et al., 2008; Li et al., 2014] . At around 24:00 UT on 17 March, the observation fluxes reached the highest level. For example, at L = 4.25, the observed 2.1 MeV electron flux at 24:00 UT was a factor of 14 times larger than the flux at 20:00 UT and remained at this high level on 18 March. The full simulation reproduces this feature but in shorter time scale. The simulated increase of 2.1 MeV electron flux is from 20:00 UT and only lasts for about 1 h. The reason for this "too fast" increase before 21:00 UT is related to the chorus wave activities in our model, which reached the highest level at around 20:00 UT and then gradually decreased (see Figures 3f and 3g) . On 18 March, the observed electron fluxes remained at the high level and gradually diffused to lower L shells. The L shell of peak fluxes moved inward by 0.25. But after 06:00 UT on 18 March, the Kp index kept below 2, which makes the radial diffusion in our simulation very weak (the radial diffusion coefficients decrease by a factor of 25 from Kp = 7 to Kp = 2). So the inward diffusion that occurred on 18 March is not significant, and the 3.4 MeV electron flux is underestimated by the simulation. For example, at 24:00 UT on 18 March, the simulated peak flux of 3.4 MeV electrons at L = 4 is a factor of 4 times smaller than the observation. Note that the satellite data are binned at different L shells and UT with a time step of 4 h, while the simulation could resolve the variations with higher time resolution.
Second, we investigate the relative roles of radial diffusion and whistler mode wave scattering in Figure 5 by performing simulations including (1) only radial diffusion (Figure 5a ), (2) only pitch angle and energy diffusion by chorus waves (Figure 5b ), and (3) both radial diffusion and local scattering by chorus waves (Figure 5c ). The full simulation result including all three physical processes is again included (Figure 5d ) for comparison. The simulation results that include only radial diffusion based on the formula by Liu et al. [2016] show increases in most of the energy channels. However, the magnitude of the flux enhancement is lower than the observation, and the simulated peaks of electron fluxes gradually move inward from the outer boundary (L = 6), which is inconsistent with the observation. For example, at 00:00 UT on 18 March, the observed 2.1 MeV electron flux peaks at L = 4.25, while the simulated flux peaks at L = 5.5, and the simulated peak flux is a factor of 12 times smaller than the observation. By including chorus-driven local acceleration only (Figure 5b ), the location and magnitude of the flux enhancement at several hundred keV and ∼1 MeV energies are roughly consistent with the observation, but the simulated fluxes reach their peak level at around 21:00 UT on 17 March, earlier than the observation as mentioned above. While the simulation may produce the basic shapes of the enhanced flux evolutions at multi-MeV energy channels, the peak magnitudes of the fluxes are weaker than the observation (for example, by a factor of 4 for 3.4 MeV electrons at L = 4 at 00:00 UT on 18 March). Simulations adding chorus-driven acceleration to radial diffusion ( Figure 5c ) cause further acceleration in our model; since chorus is accelerating the seed population to MeV energies, radial diffusion is transporting these inward, providing some additional acceleration. As a consequence, the peak magnitudes of the fluxes in Figure 5c are larger compared with the chorus only results in Figure 5b and are closer to the observation. But the inward radial diffusion also transports several hundred keV electrons from the outer boundary, which leads to the overestimation of 0.59 MeV electron fluxes from around 18:00 UT to 21:00 UT on 18 March. Furthermore, for the observed ∼3.4 MeV electrons, a secondary enhancement occurred starting from ∼14 UT on 18 March. Since the chorus waves become weak and Kp reduces after 06 UT on 16 March , our simulation cannot reproduce the further acceleration from 14 UT on 18 March, and the 3.4 MeV electron flux enhancement is underestimated at 24 UT on 18 March. Adding hiss waves to the simulation (Figure 5d ) causes slight decrease of electron fluxes especially at lower L shells (L < 4) but does not change the overall profile of fluxes mostly outside the plasmapause, suggesting that plasmaspheric hiss waves play a minor role probably due to their limited coverage, but hiss waves in the plume may cause electron flux decrease at high L shells which are not included in our current simulation.
Finally, to investigate the detailed electron flux profiles, we plot the pitch angle distributions of the 0.59 to 3.40 MeV electron fluxes at the final time of the simulation and at four selected L shells of 3. 75, 4.25, 4.75, and 5.25 . We compared observations (black solid lines in Figure 6 ) with different simulation results: including only radial diffusion (referred to as "radial only"), including local scattering by chorus waves (referred to as "chorus only"), including both radial diffusion and local scattering by chorus waves (referred to as "radial + chorus"), and including both radial diffusion and local scattering by chorus and hiss waves (referred to as "full"). Although the results of the radial-only simulation are close to the observation at high L shells (for example, at L = 5.25 for 1.02 MeV and 2.1 MeV electron fluxes), the simulation results are lower than observation by a few orders of magnitude at MeV energies in the core region of the outer belt (L ∼ 4.25), which is consistent with previous conclusions [Brautigam and Albert, 2000; Li et al., 2009; Xiao et al., 2014] , and demonstrates again that the radial diffusion-only model cannot account for the local acceleration at L ∼ 4.25 observed by the Van Allen Probes. We also note that in the 0.59 MeV energy channel, the radial diffusion results obviously underestimate the flux at L = 3.75, roughly match observation at L = 4.25, and overestimate the flux at L = 4.75 and 5.25. This discrepancy may be caused by the inefficient radial diffusion in our simulation after ∼06 UT on 18 March when Kp was less than ∼2, while the observed electron fluxes decreased near the higher L shell boundary. By including only chorus waves, the simulated pitch angle distributions at E = 2.10 MeV are roughly consistent with the observation especially at large pitch angles. The formation of the "flat-top" pitch angle distribution, which is the result of local scattering by chorus waves, matches well with previous studies by Li et al. [2014] and Horne et al. [2003] . However, the chorus-only simulation generally underestimates the peak flux values of several MeV electrons, which indicates that the fluxes of multi-MeV electrons could not be accelerated to the observed level only by chorus. Compared with the results of chorus-only model and radial diffusion-only model, the simulation including radial diffusion and local scattering by chorus shows the joint effort of these two important acceleration mechanisms, especially at multi-MeV energies. Finally, when the effects of radial diffusion, chorus, and hiss waves are all included, the full simulation gives the closest results to the observational profiles in most of the cases. Pitch angle scattering due to plasmaspheric hiss slightly reduces the electron fluxes, which is most evident at lower L shells and at several hundreds of keV energies and consistent with previous studies [Meredith et al., 2006 Shprits et al., 2008b; Ni et al., 2014; Ma et al., 2016] . The observed electron pitch angle profiles are energy dependent. At lower energies (0.59 and 1.02 MeV), the pitch angle distributions are more flattened, while there are larger gradients toward the loss cone at multi-MeV energies (2.10 and 3.40 MeV). The energy-dependent anisotropy is reasonably reproduced in our simulations, which is a consequence of energy-dependent pitch angle scattering and energization.
Conclusions
In this study, we developed a 3-D diffusion code using the LM-MC method recently proposed by Tao et al. [2016] . This method combines the Milstein-Tretyakov layer method with a positivity-and monotonicitypreserving interpolation method, and the resulting algorithm preserves positive results. We presented the three-dimensional radiation belt diffusion equation directly in ( 0 , p, L) coordinates, removing the transformation between adiabatic invariant coordinates and ( 0 , p) coordinates. As far as we are aware, this is the first 3-D diffusion code directly using only the ( 0 , p, L) coordinate system. The layer method can easily incorporate the full matrix of 3-D diffusion coefficients, allowing it to handle more complicated physical processes. The use of ( 0 , p, L) coordinates also allows a more direct comparison with observations. Our 3-D LM-MC code is validated by solving a 1-D radial diffusion problem and a 2-D local pitch angle and energy diffusion problem. We conclude from these validation tests that the 3-D LM-MC codes can be used in modeling the flux evolutions in the radiation belt.
We apply the 3-D LM-MC code to modeling the rapid electron flux enhancement following the geomagnetic storm on 17 March 2013, which is a challenge event chosen by the GEM radiation belt community. We used the event-specific chorus wave models and diffusion coefficients provided by the GEM QARBM focus group, the latest statistical plasmaspheric hiss wave model, and an energy-dependent radial diffusion model. The simulation reasonably reproduces the essential features of the 17 March event, including the significant enhancement of relativistic electrons in a short time scale, the timing and location of the most significant electron flux enhancement, and the energy-dependent pitch angle distribution profiles. Our results suggest that the seed electron population transported by radial diffusion and the further robust local acceleration driven by chorus waves are the most important factors for this storm time enhancement, which supports previous 2-D simulation results Xiao et al., 2014] . The joint chorus wave acceleration and radial diffusion causes the most evident flux enhancements for multi-MeV electrons. Our study proves that the proposed LM-MC method is fully applicable to modeling various electron features in the Earth's outer radiation belt.
Finally, we discuss some limitations of our study. For the model, the boundary condition at 0 = 90 ∘ could be extended to the zero-flux-crossing boundary condition by Zheng et al. [2014] and Albert et al. [2016] . For the GEM challenge event, our simulation did not resolve the flux decay at L ≈ 6 and the inward diffusion of 3.4 MeV electrons near their peak location after 14:00 UT on 18 March, because the Kp-dependent radial diffusion coefficients are very low in this period. A more accurate event-specific radial diffusion model, instead of the current formula based on instantaneous Kp index, may improve the simulation results on 18 March. As mentioned in Liu et al. [2016] , the analytic radial diffusion coefficients should be used with care for < 400 MeV/G electrons, which corresponds to E < 1 MeV at L = 4 or E < 0.41 MeV at L = 6 for the 90 ∘ pitch angle electrons. This may explain the overestimation of 0.59 MeV electron fluxes at around 21:00 UT on 17 March. During this period, the strong radial diffusion moves several hundred keV electrons inward in the simulation, leading to the rapid enhancement of energetic electron fluxes and the overestimate compared to the observation. Also, from 18:00 UT to 22:00 UT on 17 March, the slight decrease of the observed energetic electron fluxes indicates that some potential loss mechanisms such as magnetopause shadowing or pitch angle scattering by hiss waves in the plasmaspheric plume should be investigated. The potential effects of event-specific hiss model and other wave modes including electromagnetic ion cyclotron waves [Lyons et al., 1972; Li et al., 2007; Kersten et al., 2014] and magnetosonic waves Albert et al., 2016; Li et al., 2016] may also improve our modeling results. These effects will be investigated in future applications of our 3-D layer method code.
