The elephant random walk (ERW) is a microscopic one-dimensional discrete-time non-Markovian random walk, which can lead to anomalous diffusion due to memory effects. In this study, I propose a multi-dimensional generalization that couples the memory among all the directions, i.e., the probability of taking a step in a certain direction may also depend on the previous history from other directions. I expand the original model in a straight manner introducing coupling coefficients. To elucidate the model, a two-dimensional case is totally solved for the first moment, giving rise to two newsworthy regimes. In addition, I show that this coupling still enables, in this particular 2-D case, superdiffusive behaviour. Finally, I come up with a first order Fokker-Planck approximation to the continuum limit of this multi-dimensional process.
I. INTRODUCTION
The term Random Walk (RW) was coined by the statistician Karl Pearson in a brief letter at Nature in 1905 [1] constituting now an important and widely used tool in the modelling of a myriad stochastic processes found in biological systems, finance and physical process [2] [3] [4] [5] . The simplest kind of RW considers no dependence of the future steps on the previous history of the walk. This absence of such memory is the Markovian property, i.e., a process is called a Markovian one, if the probability of the next state depends only on the present state. However, in some cases of interest, as the growth of a polymer diluted in good solvents [6] , neglecting the past is a remarkable mistake, once there cannot be monomers overllaping. Self-avoiding walks appeared in this context as a non-Markovian process that prohibit visiting a site more than once [6] . In the last decade a new class of non-Markovian random walks was introduced and well studied. In this new kind of RW, the walker has a memory mechanism so the probability of taking a step forward or backward depends somehow on the previous steps. It differs from the self-avoiding walk because it does not forbid a site to be revisited but influenciates the decision of what side to move on.
The first microscopic RW of this new class, which is referred to as Memory Random Walks, was proposed and analytically solved by Schütz and Trimper in 2004 [7] , in which an one-dimensional elephant gives steps to the right or to the left and the probability of each step depends on the whole history of the elephant.The memory effect is due to a simple parameter p ∈ [0, 1] that can lead to different diffusion behaviour. In this one-dimensional model, p is the probability of mimicking an aleatory previous step. If p < 1/2, the walker mean displacement tends to zero as the number of steps grows, while it tends to infinity if p > 1/2. The latter is said to be a traditionalist elephant and the former a reformer one. For * vimarqmon@gmail.com p = 1/2, the walk is Markovian and it equates a simple random walk. If p < 3/4 the walk ir normal diffusive and if p > 3/4 the walk is superdiffusive.
Many variations of the Elephant Random Walk (ERW) have been made [8] [9] [10] [11] [12] [13] , and a lot of mathematical results [14] [15] [16] [17] and physical properties [18] [19] [20] [21] were found in this kind of non-Markovian random walk. In this work I present a multi-dimensional extension of the ERW in which the probability of taking a step in any direction might depend on the previous steps given in any direction. Inserting coupling coefficients, the model makes the walker to look back to all directions in order to decide which side to follow in each dimension at the next step, giving one unit length step per direction, per unit time step. Although the model will not be stated this way, it can be understood as a stochastic rule to walk a single step of size d 1/2 in a suitably chosen d−dimensional lattice. Also, the walker in this model can be seen as similar as the original elephant, but remembering not only its own steps but the steps of another elephant too, and the next step will take into account both histories. Under this perspective, I show to emerge from two memory coupled individuals, two different regimes: a chasing behaviour and a distancing one. In addition, I compute the lowest order Fokker-Planck equation to this process found with the usual continuum limit approach, in order to present a continuous analogue which exhibits the same diffusion behavior found in the discrete model, besides the two regimes listed above.
In section II, I introduce the model motivated by a simple coupling among N different directions in the original ERW, and calculate recurrence formulas for the first and higher moments of the displacement probability distribution. In section III, a particular bidimensional example is presented, under the name Cow and Ox Model, where the two different mentioned regimes appear: one attractive, the chasing, and one repulsive, the distancing. This situation is introduced in ref. [22] in order to derive a model to quantify autism, but not with the same formalism or analytical results. I finish by introducing a continuum limit approach of this process in section IV, deriving a Fokker-Planck equation with time-dependent coefficients and calculating the first and second moments of the probability density for the continuous process implicitly introduced on it.
II. THE MODEL
In the original ERW model, the position of the walker at time t + 1, X t+1 , is given by
where σ t+1 = ±1 with probabilities given as follows 1. at time t + 1, a time t is chosen randomly from the set {1, . . . , t} with uniform probability 1/t; 2. p is the probability of following the step taken at t , i.e., with probability p, σ t+1 = σ t , and with probability 1 − p, σ t+1 = −σ t . This probability can be writen as
3. at the first step, σ 1 = +1 with probability q and σ 1 = −1 with probability 1 − q, i.e.,
Now, I construct an N -dimensional model considering vectors in Eq.(1),
The generalized probability rules are the following:
1. because we stand with an N -dimensional problem, at time t + 1, N numbers t i are chosen randomly from the set {1, . . . , t} with uniform probability 1/t, instead of only one;
2. now the step at time t + 1 on the direction i, σ i t+1 must depend not only on it's own past, but also in the history of the other directions. This way, I define p i k as being the probability of the direction i mimics the direction k, unless of a coupling coefficient γ i k that gives the dependence of i with k. Let 0 ≤ γ i k ≤ 1 and N k=1 γ i k = 1. Then, the probability of σ i t+1 = σ is given by
3. As there is no past to follow, at the first step, there must be an specific rule to it. In order to keep the notation, the first step in each direction is taken with probability
From Eq. (8) we get the recursion formula for the first moment of each displacement
and defining another shifted parameter β i k = 2q i k − 1, it's easy to see that
For higher order displacement moments, the recursion relations are all of the form
where M t and H t are column matrices, M t representing the n-th moment matrix, and G t is a square matrix. The general solution is
III. A 2-DIMENSIONAL CASE: THE COW AND OX MODEL
In order to clarify the generalized model I have introduced, now I present the two dimensional case in which the first dimension does not depend on the second one, but the second depends on the first, so the coupling coefficients are given as follows
and so one can calculate the first moment
which has the solution
and from Eq.(10),
The asymptotic behaviour (t 1) of the solution is
and for α 1
.
The behaviour of direction 1 is elephant-like, as expected, because it is a decoupled direction. This direction is said to be followed by a reformer elephant if α 1 1 < 0 or followed by a tradionalist elephant if α 1 1 > 0. To complete the asymptotic behaviour analysis we need to compare the exponents α 1 1 and (1 − γ) α 2 2 . From now on, without losing generality, I shall treat both directions as two different individuals: the direction 1 is the cow and the direction 2 is the ox. Three different behaviours are possible: the first one is when
i.e., the probability of the cow following its own past is greater than the importance that the ox gives in following his own past. Considering this condition, the asymptotic solution becomes
so that in average the ox does the same as the cow. Thus there are four regimes: (i.a) α 2 1 > 0 and α 2 1 < α 1 1 − (1 − γ)α 2 2 in which the ox is like a detective, he follows the cow always some steps behind her [23] ; (i.b) α 2 1 > 0 and α 2 1 > α 1 1 − (1 − γ)α 2 2 , in which the ox goes the same direction as the cow, but some steps forward her; (i.c) α 2 1 < 0, in which the ox gets far and far from the cow; (i.d) α 2 1 = 0, where we have to come back to Eq.(16) and find that x 2 t ∼ t (1−γ)α 2 2 , which means that the ox do whatever he wants. This happens because it is a Markovian dependence on direction 1, as the limiting case p = 1/2 in the ERW [7] . In other words, the direction 1 has no dependence on direction 2.
The second behaviour is given by
in which the ox is almost totally decoupled from the cow. In this case there are three regimes: if (ii.a) the expression in brackets is positive, the mean displacement is greater than zero; if (ii.b) the expression in brackets is less than zero, the mean displacement is negative, and if (ii.c) the expression in brackets is equally zero, we need to come back to Eq. (20) and analize the coefficientes of the t α 1 1 term. The third behavior happens when
whose asymptotic analysis can not be made in Eq. (20) . However, from Eq.(16) one can get
in which the ox marginally does the same as the cow if (iii.a) (α 2 1 > 0), or he gets far from her if (iii.b) (α 2 1 < 0).
For the second moment,
In the case α 2 1 = 0, the solution is trivial, once the coupling between the directions vanishes, G t becomes diagonal and so the diffusion behaviour is elephant-like
and in the asymptotic limit,
i.e., both directions (the ox and the cow) present superdiffusive behaviour if α i i γ i i > 1/2 when α 2 1 = 0. When α 2 1 = 0, the diffusion behaviour is not trivial, as it can be seen in Fig. 1 .
IV. CONTINUUM LIMIT
In order to introduce a continuum approximation to this process, I calculate a Fokker-Planck equation from the jumping process that can be found with the complex characteristic function of two directions Q t ( which can be solved with the inverse Fourier transform, giving rise to the jumping process
where P t (x 1 , x 2 ) is the probability of having the displacement x 1 and x 2 at time t, and a i , b i , c i depend on x 1 and x 2 but none depend on time. In first order [14] , we can approximate this process to a Fokker-Planck equation in two dimensions
Now, one can calculate the moments of this distribution. In particular, for the ox-cow case of section III, we get for the first moment
which has the same behaviour as Eqs. (19) and (20) in relation to the power laws, despite of different coefficients. For the second moments, the equations are
with l, k = 1, 2. This equation is easily solved, for the ox-cow case, when α 2 1 = 0,
(39)
and also exhibit the same power law behaviour found in the discrete calculations (equations (31)). It is important to emphasize that in the ox-cow model, the cow walks always as an ERW, once it is a decoupled direction. The two dimensional Fokker-Planck equation can be straightly extended to higher dimensions by simply changing the operators for their higher dimensional forms and increasing the upper bound of the sums to the number of dimensions considered. Suppose an N -dimensional case, so the Fokker-Plank equation becomes
V. CONCLUSIONS I have introduced a straight multi-dimensional generalization of the ERW in a manner of considering the past of all directions as an influence on the next step. The recursion formula for the first moment of the displacement probability distribution has been explicitly calculated. The complicacy on the treatment of the present model is due to the non-diagonal matrices involved in the solution for the higher order moments recursion formulas (Eq.(12)), that hamper the long-term behaviour analysis, although it does not prevent it.
I have also encountered two interesting regimes while discussing the particular 2-D case, the Cow and Ox model of section III, the attractive and the repulsive, expressed by (i.a) and (i.c) of Eq.(21), respectively. The former gives a hint of how this generalization can be used, perhaps by modelling collective behaviour, once this detective regime may be viewed as a simple queue. Considering different walkers, instead of a multi-dimensional walker, the coupled memory conect them all together, acting like an interaction force on a dynamical equation.
The continuous process expressed by the Fokker-Planck equation (41), is only a first order approximation of the discrete model, in the sense of that in [7] and its higher order corrections might be studied as in [14] . However, Eq.(41) is enough to reproduce the long-term behaviour of the discrete cases considered here but in a continuum fashion. Moreover, Eq.(41) can be reduced to that found in [7] , which in the formalism I have introduced can be viewed as a simple special case.
For future research, I plan to enrich the whole model with, for instance, introducing a stop possibility, as in [9] , and study the effects of position-dependent coupling coefficients, also wondering of how crowd behaviour might emerge from this microscopic coupling of different random walkers.
