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Automatic Mapping in the Presence of Substitutive Errors: A
Robust Kriging Approach
Abstract
Interpolation of a spatially correlated random process is used in many scientific domains. The best
unbiased linear predictor (BLUP), often called kriging predictor in geostatistical science, is sensitive to
outliers. The literature contains a few attempts to robustify the kriging predictor, however none of them
is completely satisfactory. In this article, we present a new robust linear predictor for a substitutive error
model. First, we derive a BLUP, which is computationally very expensive even for moderate sample
sizes. A forward search type algorithm is used to derive the predictor resulting in a linear
likelihood-weighted mean procedure that is robust with respect to substitutive errors. Monte Carlo
simulations support the theoretical results. The new predictor is applied to the two SIC2004 data sets
and is evaluated with respect to automatic interpolation and monitoring.
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Interpolation of a spatially correlated random process is used in many scientific do-
mains. The best unbiased linear predictor (BLUP), often called kriging predictor in 
geostatistical science, is sensitive to outliers. The literature contains a few attempts 
to robustify the kriging predictor, however none of them is completely satisfactory. In 
this article, we present a new robust linear predictor for a substitutive error model. 
First, we derive a BLUP, which is computationally very expensive even for moderate 
sample sizes. A forward search type algorithm is used to derive the predictor result-
ing in a linear likelihood-weighted mean procedure that is robust with respect to 
substitutive errors. Monte Carlo simulations support the theoretical results. The new 
predictor is applied to the two SIC2004 data sets and is evaluated with respect to 
automatic interpolation and monitoring. 
1. INTRODUCTION 
qÜÉ=åÉÉÇ=Ñçê=~ìíçã~íáÅ=áåíÉêéçä~íáçå=çê=ã~ééáåÖ=~äÖçêáíÜãë=çÑ=ãçåáíçêáåÖ=åÉíïçêâë=Ü~ë=
ÖêÉ~íäó= áåÅêÉ~ëÉÇ= çîÉê= íÜÉ= ä~ëí= ÑÉï= óÉ~êëK=lå= íÜÉ= çåÉ= Ü~åÇI= íÜÉêÉ= ~êÉ=ã~åó= ~ìíçã~íáÅ=
ãçåáíçêáåÖ=åÉíïçêâë=éêçîáÇáåÖ=~=ëíÉ~Çó=Ñäçï=çÑ=Ç~í~K=lå=íÜÉ=çíÜÉê=Ü~åÇI=áí=áë=áãéÉê~íáîÉ=
íç=êÉ~Åí=áå=íÜÉ=ëÜçêíÉëí=~ãçìåí=çÑ=íáãÉ=éçëëáÄäÉ=áå=Å~ëÉ=çÑ=~åçã~äáÉëK=
pìÅÜ= ~åçã~äáÉëI= “çìíäáÉêëÒ= çê= î~äìÉë= íÜ~í= ~êÉ= åçí= áå= ~ÖêÉÉãÉåí=ïáíÜ= íÜÉ= êÉã~áåáåÖ=
é~êí= çÑ= íÜÉ= Ç~í~I= ÉëëÉåíá~ääó= Ü~îÉ= íïç= ëçìêÅÉëK= qÜÉó=ãáÖÜí= ÄÉ= ÉêêçåÉçìë=ãÉ~ëìêÉãÉåíë=
ÅçãáåÖ=Ñêçã=~=ÇÉÑÉÅíáîÉ=ÇÉîáÅÉI=Ä~Ç=Ç~í~=íê~åëÅêáéíáçåI=ÉíÅK=lêI=íÜÉó=~êÉ=êÉ~äI=“íêìÉÒ=î~äJ
ìÉë= çÄëÉêîÉÇ= Ñêçã= ~= ÇáÑÑÉêÉåí= éÜóëáÅ~ä= ëóëíÉãI= ëìÅÜ= ~ë= î~äìÉë=ãÉ~ëìêÉÇ= ~ÑíÉê= ~ÅÅáÇÉåíë=
êÉäÉ~ëáåÖ=ê~Çáç~ÅíáîáíóK=
^å= áÇÉ~ä= ~ìíçã~íáÅ=ã~ééáåÖ= ~äÖçêáíÜã=Ü~ë= íç= ~ÇÇêÉëë= ÄçíÜ= íóéÉë= çÑ= ~åçã~äáÉë= ~åÇ=
ÖçÉë= Ñ~ê= ÄÉóçåÇ= ëí~åÇ~êÇ= ëé~íá~ä= çìíäáÉê= ÇÉíÉÅíáçå= EÉKÖK= e~áåáåÖ= NVVMX= e~ëäÉíí= Éí= ~äK=
NVVNFK= få= íÜáë=~êíáÅäÉ=ïÉ=éêçéçëÉ=~=åÉï=ãÉíÜçÇ=ïÜáÅÜ=ÅçéÉë=ïáíÜ= íÜÉ= Ñáêëí= íóéÉ=çÑ=çìíJ
äáÉêëK= qÜÉ= Öç~ä= áë= íç= ÇÉîÉäçé= ~= åÉï= ~ìíçã~íáÅ=ã~ééáåÖ= ~äÖçêáíÜã= íÜ~í= áë= áåëÉåëáíáîÉ= íç=
çìíäáÉêë=~åÇ=éêçÇìÅÉë=ã~éë=êÉÑäÉÅíáåÖ=~ë=ÅäçëÉ=~ë=éçëëáÄäÉ=íÜÉ=íêìÉ=Äìí=ìåâåçïå=éêçÅÉëëK=
^ë= ~= ÄóéêçÇìÅíI= íÜÉ= ~äÖçêáíÜã= áÇÉåíáÑáÉë= éçëëáÄäÉ= çìíäáÉêë= çê= ~åçã~äáÉëK= håçïáåÖ= íÜÉ==




êÉéçêíÉÇ= çê= áÑ= íÜÉêÉ= ~êÉ= ~Åíì~ä= ~ÅÅáÇÉåíë= áåîçäîÉÇK=oÉÅ~ää= íÜ~í= íÜÉ= ä~íÉ= ÇáëÅçîÉêó= çÑ= íÜÉ=
çòçåÉ=ÇÉéäÉíáçå=çîÉê=^åí~êÅíáÅ~=ï~ë=ã~áåäó=ÇìÉ=íç=~=ÅçãéìíÉê=éêçÖê~ã=ÇÉëáÖåÉÇ=íç=ÇáëJ
Å~êÇ=ëìÇÇÉåI=ä~êÖÉ=Çêçéë=áå=çòçåÉ=ÅçåÅÉåíê~íáçåë=~ë=“ÉêêçêëÒK1=
få= íÜáë= ~êíáÅäÉI= ïÉ= ~ëëìãÉ= íÜ~í= íÜÉ= çÄëÉêî~íáçåë= ~êÉ= êÉ~äáò~íáçåë= çÑ= ~å= ìåÇÉêäóáåÖ=
éÜóëáÅ~ä=éêçÅÉëë=YE·F=çîÉê=ëçãÉ=Ççã~áå=DI=Ñçê=ïÜáÅÜ=ïÉ=ëìééçëÉ=~å=~ÇÇáíáîÉ=ëíêìÅíìêÉW=








~åÇ= ÇÉêáîÉë= íÜÉ= êçÄìëí= âêáÖáåÖ= éêÉÇáÅíçê= áå= íÜÉ= Å~ëÉ= çÑ= Åçåëí~åí= ãÉ~å= ëíêìÅíìêÉK= tÉ=
ëÜçêíäó=ÇáëÅìëë=íÜÉ=êçÄìëí=íÉÅÜåáèìÉë=ìëÉÇ=Ñçê=ÖÉåÉê~ä=íêÉåÇ=ÑìåÅíáçåë=~åÇ=ìåâåçïå=ÅçJ
î~êá~åÅÉ= ëíêìÅíìêÉë= áå= pÉÅíáçå= PK= tÉ= áääìëíê~íÉ= íÜÉ= éÉêÑçêã~åÅÉ= çÑ= íÜÉ= åÉï= êçÄìëí=










éêçÅÉëë=ïáíÜ=~=âåçïå=Åçåëí~åí=ãÉ~å=~åÇ=âåçïå=Åçî~êá~åÅÉ=ëíêìÅíìêÉK= få=íÜáë=Å~ëÉ= áí= áë=
åçí=åÉÅÉëë~êó=íç=ÉñéäáÅáíäó=áåíêçÇìÅÉ=~å=~ÇÇáíáîÉ=ëíêìÅíìêÉ=~ë=áå=ENFK=fí=áë=ëìÑÑáÅáÉåí=íç=~ëJ
ëìãÉ=íÜ~í=Z(·)=áë=~=ëÉÅçåÇ=çêÇÉê=ëí~íáçå~êó=ê~åÇçã=éêçÅÉëë=ïáíÜ=
E(Z(s)) = µ, ∀ s ∈ D=
~åÇ=
Cov(Z(s1),Z(s2)) = c (s1 – s2) , ∀ s1, s2 ∈ D. 
eçïÉîÉêI=ïÉ=ïáää=~äëç=ïçêâ=ïáíÜ=íÜÉ=î~êáçÖê~ã==
2γ (s1 – s2) = Var(Z(s1) – Z(s2))= 2=c (0) – 2=c (s1 – s2), ∀ s1, s2 ∈ D. 
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2.1 SUBSTITUTIVE ERROR MODEL 
qÜÉ=ã~áå=áÇÉ~=Ñçê=íÜÉ=ÅçåëíêìÅíáçå=çÑ=çìê=ãçÇÉä=áë=íÜ~í=ïÉ=Çç=åçí=çÄëÉêîÉ=íÜÉ=éêçÅÉëë=çÑ=
áåíÉêÉëí=Z(·)=ÇáêÉÅíäóI=Äìí=~=Åçåí~ãáå~íÉÇ=îÉêëáçå=íÜÉêÉçÑK=qÜÉ=çÄëÉêîÉÇ=éêçÅÉëë=áë=ÖáîÉå=Äó=
X(s) = (1 – B(s)) Z(s) + B(s) C(s). 
qÜÉ=éêçÅÉëë=C(·)=ÅçêêÉëéçåÇë=íç=íÜÉ=Åçåí~ãáå~íáçå=éêçÅÉëë=~åÇ=íÜÉ=éêçÅÉëë=B(·) ∈=ôMINõ=
êÉéêÉëÉåíë= ïÜ~í= ïÉ= Å~ää= íÜÉ= Åçåí~ãáå~íáçå= ëÅÉå~êáç= éêçÅÉëëI= ïÜáÅÜ= áåÇáÅ~íÉë= ïÉíÜÉê= ~=
ÖáîÉå=ëáíÉ=áë=Åçåí~ãáå~íÉÇ=çê=åçíK=få=ïÜ~í=ÑçääçïëI=ÇÉåçíÉ=Äó=Z=íÜÉ=nJîÉÅíçê=Åçåí~áåáåÖ=
ZEsNF,…,ZEsnF=~åÇ=ëáãáä~êäó=Ñçê=íÜÉ=çíÜÉê=éêçÅÉëëÉëK=tÉ=~ëëìãÉ=~=d~ìëëá~å=éêçÅÉëëI=áKÉK=
Z ~ N (µ, Σ) 
ïáíÜ=µ=íÜÉ=nJîÉÅíçê=Åçåí~áåáåÖ=µI= ( )ij i jc s s= −Σ =~åÇ= 2 (0), 1,...,ii c i nσ= = ∀ =Σ I==~åÇ=










2.2 LINEAR PREDICTOR 









Ω=Z=A=Σ=A H k2 σ2 EI Ó AF=
ïÜÉêÉ=A = I – Çá~ÖEBF.=fí=Ñçääçïë=íÜ~í=
ZEsMF=ö=W=ú=NEµ=H=νt=A Ω−1=EX=Ó= µ), σ2 Ó=νt=A Ω−1=A ν),=
ïÜÉêÉ=íÜÉ=ëìéÉêëÅêáéí=t=ÇÉåçíÉë=íÜÉ=íê~åëéçëÉ=~åÇ=
ν = Cov(Z(s0),Z) = (c (s0 – s1) , … , c(s0 – sn))t. 
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qÜÉ=çéíáã~ä=éêÉÇáÅíçê=áë=íÜÉå=ÖáîÉå=Äó=
( )( ) ( )( )( )





































~ÄçîÉK=kçíÉ= íÜ~í= ëìãã~íáçå= áå= EOF= áë= çîÉê= ~ää= éçëëáÄäÉ=On= ÅçåÑáÖìê~íáçåë=b= çÑ= íÜÉ=_ÉêJ
åçìääá=éêçÅÉëë=BK=^=ÅçåÑáÖìê~íáçå=bI=~=nJîÉÅíçê=Åçåí~áåáåÖ=òÉêçë=~åÇ=çåÉëI=ïáää=ÄÉ=Å~ääÉÇ=~=
Åçåí~ãáå~íáçå=ëÅÉå~êáç=áå=íÜÉ=ÑçääçïáåÖK=bîÉå=Ñçê=ãçÇÉê~íÉäó=ä~êÖÉ=nI=íÜÉ=Éñ~Åí=Åçãéìí~J
íáçå=çÑ= íÜáë=ÅçåÇáíáçå~ä=ÉñéÉÅí~íáçå= áë=ìåÑÉ~ëáÄäÉ= áå=~= êÉ~ëçå~ÄäÉ= íáãÉ=Ñê~ãÉK=qÜÉêÉÑçêÉI=
ïÉ=ÅçåëáÇÉê=íÜÉ=éêÉÇáÅíçê=
= ( )10ˆ ( ) ,t
S
Z s µ ω −
∈





= ( ) ( )P P ,ω ∝ = =B X%b b x = EQF=













ω∈ =∑ %bb . 
qÜÉ= ÅêìÅá~ä= éçáåí= áå= çìê= ~ééêç~ÅÜ= áë= íÜÉêÉÑçêÉ= íç= ÇÉíÉêãáåÉ= ~= ëìáí~ÄäÉ= ëìÄëÉí=S= çÑ= íÜÉ=
ãçëí=äáâÉäó=Åçåí~ãáå~íáçå=ëÅÉå~êáçë=ÅçêêÉëéçåÇáåÖ=íç=íÜÉ=ä~êÖÉëí=ïÉáÖÜíëK=




cçê= íÜÉ= Ñáêëí= ëíÉéI=ïÉ= ìëÉ= íÜÉ=ãÉíÜçÇ= éêçéçëÉÇ= Äó=`Éêáçäá= ~åÇ=oá~åá= ENVVVFI= ïÜáÅÜ= áë=
Ä~ëÉÇ=çå=~= Ñçêï~êÇ=ëÉ~êÅÜ=~äÖçêáíÜãK=qÜáë= íÉÅÜåáèìÉ=çêÇÉêë= íÜÉ=çÄëÉêî~íáçåë=ÄÉÖáååáåÖ=
ïáíÜ=íÜçëÉ=ãçëí= áå=~ÖêÉÉãÉåí=ïáíÜ=íÜÉ=ëéÉÅáÑáÉÇ=~ìíçÅçêêÉä~íáçå=ãçÇÉä= íç=íÜçëÉ= äÉ~ëí= áå=
AUTOMATIC MAPPING IN THE PRESENCE OF SUBSTITUTIVE ERRORS ARTICLES  12-5 
~ÖêÉÉãÉåí=ïáíÜ=áíK=^í=É~ÅÜ=ëíÉé=çÑ=íÜÉ=~äÖçêáíÜãI=ïÉ=éêÉÇáÅí=~í=ìåçêÇÉêÉÇ=ëáíÉëI=Ä~ëÉÇ=çå=
íÜÉ=~äêÉ~Çó=çêÇÉêÉÇ=çÄëÉêî~íáçåëK=qÜÉ=çÄëÉêî~íáçå=~í=íÜÉ=ëáíÉ=ïáíÜ=íÜÉ=ëã~ääÉëí=êÉëìäíáåÖ=




å~íÉÇK=qç= íÜáë= ÉåÇ=`Éêáçäá= ~åÇ=oá~åá= ENVVVFI= ÅçåëáÇÉê=éäçíë=çÑ= ÑìåÅíáçåë=çÑ= íÜÉ=çêÇÉêÉÇ=
éêÉÇáÅíáçå=êÉëáÇì~äëK=qÜÉ=Ñáêëí=çìíäáÉê=áå=íÜÉ=ë~ãéäÉ=ëÜçìäÇ=ÄÉ=éêÉÅÉÇÉÇ=Äó=~=éÉ~â=áå=íÜáë=
éäçíK=páåÅÉ=ïÉ=Ü~îÉ= íç=éêçÇìÅÉ=~å=~ìíçã~íáÅ=~äÖçêáíÜãI= áí= áë=åÉÅÉëë~êó= íç=~ÇÇ=~å=~ìíçJ





oìäÉ=fW=qÜÉ=çÄëÉêî~íáçå=ïÜáÅÜ=ÅçêêÉëéçåÇë=íç=em=áë=ëìëéáÅáçìë=áÑ= ( )( )α−> − 1ˆ 11,..., meem Fqe =






ïÉáÖÜí=ÖáîÉå=Äó= EQFK=lìê= áåáíá~ä= Åçåí~ãáå~íáçå=ëÅÉå~êáç= áë=çåÉ=çÑ= íÜÉëÉ=îÉêíáÅÉë=~åÇ= íÜÉ=





qÜáë= çéÉê~íáçå= áë= êÉéÉ~íÉÇ= ìåíáä= íÜÉ= Å~êÇáå~äáíó= çÑ= íÜÉ= ëìÄëÉí= S= áë= ëí~ÄáäáòÉÇI= áKÉK= ~ää=
åÉáÖÜÄçê=îÉêíáÅÉë=Ü~îÉ=ëã~ääÉê=~ëëçÅá~íÉÇ=ïÉáÖÜíëK=
2.4 PREDICTION INTERVALS 
qÜÉ= äáåÉ~ê=éêÉÇáÅíçê= EPF=Ü~ë= ~=d~ìëëá~å=ÇáëíêáÄìíáçåK=qÜÉêÉÑçêÉI= áí= áë= ëíê~áÖÜíÑçêï~êÇ= íç=
ÇÉíÉêãáåÉ=éêÉÇáÅíáçå=áåíÉêî~äëW=
= ( )1/ 20ˆ ˆ(1 ) ( )qN MSE Z sα⎡ ⎤± −⎢ ⎥⎣ ⎦ I=M=Y=α YNI= ESF=
ïÜÉêÉ= ( )0ˆ ˆ ( )MSE Z s =áë=íÜÉ=Éëíáã~íáçå=çÑ=íÜÉ=ãÉ~å=ëèì~êÉÇ=éêÉÇáÅíáçå=Éêêçê=Eçê=âêáÖáåÖ=
î~êá~åÅÉF=ÖáîÉå=ÄÉäçïK=qç=ëáãéäáÑó=íÜÉ=åçí~íáçåI=ëìééçëÉ=íÜ~í=íÜÉ=éêçÅÉëë=ZE·F=Ü~ë=~=òÉêç=
ãÉ~å=ëíêìÅíìêÉI=íÜÉå=EPF=Å~å=ÄÉ=ïêáííÉå=~ë=
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ïÜÉêÉ= 1t tω −= A% Ωλ νb b b b K=aÉåçíáåÖ= ,S∈= ∑λ λbb =ïÉ=Ü~îÉ=
( ) ( )( )
( ) ( ) ( )( )






ˆ ( ) E ( )






MSE Z s Z s



















( ) 20ˆ ˆ ( ) 2t t
S S
MSE Z s ω ω σ
∈ ∈
⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑ ∑Ω Ab b b bb bλ λ λ ν K=
3. GENERAL MEAN TREND AND UNKNOWN COVARIANCE 
STRUCTURE 





áåÑçêã~íáçå= áë= ìëÉÇ= íç= íìåÉ= íÜÉ= êÉã~áåáåÖ= é~ê~ãÉíÉêëI= ëìÅÜ= ~ë= íÜÉ= î~êáçÖê~ã= ëíêìÅíìêÉ=
~åÇ=íÜÉ=áåáíá~ä=ëí~êíáåÖ=î~äìÉë=çÑ=î~êáçìë=ãáåáãáò~íáçå=~äÖçêáíÜãëK=
3.1 TREND ESTIMATION 
qç=Éëíáã~íÉ=íÜÉ=ãÉ~å=ëíêìÅíìêÉ=TE·F=çÑ=íÜÉ=~ÇÇáíáîÉ=ãçÇÉä=ENFI=ïÉ=ÑáííÉÇ=~=äçÅ~ä=êÉÖêÉëëáçå=
ãçÇÉä= E`äÉîÉä~åÇ=NVVPF=íç= íÜÉ=çÄëÉêî~íáçåëK=qÜáë=êÉÖêÉëëáçå=ãçÇÉä=~ääçïë=Ñçê=íÜÉ=ÅçãJ
ãçå= ëáíì~íáçå= ïÜÉêÉ= íÜÉ= Éêêçêë= Ü~îÉ= ~= ÇáëíêáÄìíáçå= ïáíÜ= í~áäë= íÜ~í= ~êÉ= ëíêÉíÅÜÉÇ= çìí=
Åçãé~êÉÇ=ïáíÜ= åçêã~ä= í~áäëK= qÜÉ= ÖÉåÉê~ä= Ñçêã= çÑ= íÜÉ= ÑìåÅíáçå=TE·F= áë= éçäóåçãá~äK= qÜÉ=
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èìÉåÅÉë= VNEhF,…,VNhEhF= Ñçê= É~ÅÜ= ëéÉÅáÑáÅ= ä~Ö= hK= qÜÉ= ÉãéáêáÅ~ä= î~êáçÖê~ã= ~í= ä~Ö= h= áë=
ÇÉÑáåÉÇ=~ë=íÜÉ=ÑçääçïáåÖ=ëÅ~äÉÇ=lJíÜ=çêÇÉê=ëí~íáëíáÅ=
( ) { }1/ 2
( )




l ⎛ ⎞= ⎜ ⎟⎝ ⎠ =ïáíÜ= [ ] 12/ += hNm =EëÉÉ=~äëç=dÉåíçå=~åÇ=cìêêÉê=OMMPFK=
qÜÉ= Ñ~Åíçê=OKONVN=Öì~ê~åíÉÉë= ÅçåëáëíÉåÅó= Ñçê= íÜÉ=d~ìëëá~å=ÇáëíêáÄìíáçåK=qÜáë=ÜáÖÜäó=
êçÄìëí=ëÅ~äÉ=Éëíáã~íçê=Ü~ë=~=RMB=ÄêÉ~âÇçïåJéçáåí=ÉîÉå=Ñçê=~ëóããÉíêáÅ=ÇáëíêáÄìíáçåë=~åÇ=
~=ëãççíÜ=áåÑäìÉåÅÉ=ÑìåÅíáçå=EoçìëëÉÉìï=~åÇ=`êçìñ=NVVPFK=
cáå~ääóI= ëáääI= åìÖÖÉí= ÉÑÑÉÅí= ~åÇ= ê~åÖÉ= Å~å= ÄÉ= çÄí~áåÉÇ= Ñêçã= íÜÉ= ÉãéáêáÅ~ä= î~êáçÖê~ã=
ïáíÜ=~=ïÉáÖÜíÉÇ=äÉ~ëí=ëèì~êÉë=íÉÅÜåáèìÉ=E`êÉëëáÉ=NVURFK=
4. SIMULATION 
få=çêÇÉê= íç=~ëëÉëë= íÜÉ=èì~äáíó=çÑ= íÜÉ=åÉï=êçÄìëí=éêÉÇáÅíçêI=ïÉ=Åçãé~êÉ= áíë=éÉêÑçêã~åÅÉ=
ïáíÜ= ëÉîÉê~ä=çíÜÉê=éêÉÇáÅíçêëK=tÉ=~ëëìãÉ=~=d~ìëëá~å=éêçÅÉëë=ïáíÜ=ìåÇÉêäóáåÖ= ëéÜÉêáÅ~ä=
Åçî~êá~åÅÉ= ëíêìÅíìêÉ=ïáíÜ= ëáää=N=~åÇ=åìÖÖÉí=ÉÑÑÉÅí=MKMR= EÉKÖK=`êÉëëáÉ=NVVPFK=tÉ=î~êó= íÜÉ=
ê~åÖÉ=ÄÉíïÉÉå=QI= S= ~åÇ=UK=qÜÉ= Åçåí~ãáå~íáçå= ê~íÉ=ε= î~êáÉë=ÄÉíïÉÉå=MBI=RBI=NRB=çê=
ORBI=ïáíÜ=Åçåí~ãáå~íáçå=ëÅ~äÉ=Ñ~Åíçê=kO = NMK=tÉ=ÅçåëáÇÉê=~=Ç~í~=ëÉí=çÑ=n = NMM=êÉÖìJ
ä~ê= äçÅ~íáçåë= ïáíÜáå= íÜÉ= ëèì~êÉ= D Z= xNINMzOK= cçê= É~ÅÜ= ë~ãéäÉI= ïÉ= ê~åÇçãäó= ëÉäÉÅí= ~=
äçÅ~íáçå=çÑ=íÜÉ=ÖêáÇ=Ñçê=íÜÉ=éêÉÇáÅíáçåK=qÜÉ=î~êáçÖê~ã=áë=Éëíáã~íÉÇ=ïáíÜ=íÜÉ=êçÄìëí=Éëíáã~J
íçê= áåíêçÇìÅÉÇ= Äó= `êÉëëáÉ= ~åÇ= e~ïâáåë= ENVUMF= ~åÇ= ÑáííÉÇ= ïáíÜ= äÉ~ëí= ëèì~êÉë= E`êÉëëáÉ=
NVURFK=cçê=OMM=ë~ãéäÉëI=ïÉ=Å~äÅìä~íÉ=íÜÉ=ãÉ~å=ëèì~êÉÇ=Éêêçê=ÄÉíïÉÉå= 0
ˆ ( )Z s ~åÇ= )( 0sZ K=
qÜÉ= éÉêÑçêã~åÅÉ= çÑ= çìê= éêÉÇáÅíçêI= ÇÉåçíÉÇ= ïáíÜ= ohI= áë= Åçãé~êÉÇ= ïáíÜ= ÑáîÉ= çíÜÉê=
ãÉíÜçÇëW=














tÉ=éÉêÑçêãÉÇ=~= ëáãáä~ê= ëáãìä~íáçå= ëíìÇó=çå=~=å~áîÉäó= ëã~ää= ÖêáÇ=çÑ= ëáòÉ=VK=cçê= íÜáë=
Å~ëÉI= ïÉ= Å~å= Éî~äì~íÉ= íÜÉ= Éñ~Åí= éêÉÇáÅíçê= EOF= ~ë= íÜÉ= ÉåìãÉê~íáçå= çÑ= ~ää= Åçåí~ãáå~íáçå==
ëÅÉå~êáçë=áë=ÑÉ~ëáÄäÉK=qÜÉ=Éñ~Åí=éêÉÇáÅíçê=Ü~Ç=íÜÉ=ëã~ääÉëí=ãÉ~å=ëèì~êÉÇ=Éêêçê=Ñçê=~ää=Å~ëÉë=
ÅçåëáÇÉêÉÇ=ÜÉêÉK=
    Methods 
    FSK RK HCK WLD LMN LMD 
0% 0.34 0.32 0.35 0.54 0.34 0.38 
5% 0.41 0.40 0.41 0.58 0.42 0.41 








25% 0.80 0.67 0.63 0.62 0.96 0.75 
0% 0.26 0.25 0.28 0.56 0.25 0.30 
5% 0.26 0.25 0.27 0.76 0.44 0.31 








25% 0.58 0.49 0.43 1.03 0.76 0.43 
0% 0.22 0.21 0.23 0.53 0.21 0.23 
5% 0.26 0.25 0.27 0.63 0.30 0.26 












25% 0.54 0.39 0.33 0.73 0.70 0.38 
Table 1 
Comparison of the mean squared errors of the different predictors 
See text for detailed simulation setup and description of the predictors. The 
smallest value of each simulation setup is in bold and the second smallest in 
italic. 
5. RESULTS WITH SIC2004 DATA SETS 
qÜÉ= êçÄìëí=âêáÖáåÖ=~äÖçêáíÜã=Ü~ë=ÄÉÉå=éêçÖê~ããÉÇ=ïáíÜ= íÜÉ= ÑêÉÉäó=~î~áä~ÄäÉ= ÅçãéìíÉê=
ëçÑíï~êÉ=o= EfÜ~â~=~åÇ=dÉåíäÉã~å=NVVSX=o=aÉîÉäçéãÉåí=`çêÉ=qÉ~ã=OMMQFK=o= E“dkr=
pÒF=áë=ëáãáä~ê=íç=íÜÉ=p=ëóëíÉãI=ïÜáÅÜ=ï~ë=ÇÉîÉäçéÉÇ=~í=_Éää=i~Äçê~íçêáÉë=Äó=gçÜå=`Ü~ãJ
ÄÉêë= ~åÇ= ÅçJ~ìíÜçêëK= fí= éêçîáÇÉë= ~= ïáÇÉ= î~êáÉíó= çÑ= ëí~íáëíáÅ~ä= ~åÇ= Öê~éÜáÅ~ä= íÉÅÜåáèìÉë=
EäáåÉ~ê=~åÇ=åçåäáåÉ~ê=ãçÇÉääáåÖI=ëí~íáëíáÅ~ä= íÉëíëI= íáãÉ=ëÉêáÉë=~å~äóëáëI=Åä~ëëáÑáÅ~íáçåI=ÅäìëJ
íÉêáåÖI=ÉíÅKFK=qÜÉ=ëçìêÅÉ=ÅçÇÉ=ìëÉÇ=áå=íÜáë=~å~äóëáë=Å~å=ÄÉ=çÄí~áåÉÇ=Ñêçã=íÜÉ=~ìíÜçêëK=
5.1 ROBUST KRIGING RESULTS 
få= íÜÉ= ÑçääçïáåÖI= ïÉ= ÇáëÅìëë= íÜÉ= êÉëìäíë= çÑ= íÜÉ= êçÄìëí= âêáÖáåÖ= éêÉÇáÅíçê= ~ééäáÉÇ= íç= íÜÉ=
pf`OMMQ= Ç~í~= ëÉíëK= qÜÉ= íÉå= íê~áåáåÖ= Ç~í~= ëÉíë= ëÉêîÉ= ~ë= éêáçê= áåÑçêã~íáçå= íç= ëÉí= ëÉîÉê~ä=
ãçÇÉä=é~ê~ãÉíÉêë=~åÇ=áåáíá~ä=î~äìÉë=Ñçê=ãáåáãáò~íáçå=~äÖçêáíÜãëK=cçê=íÜÉ=íêÉåÇ=Éëíáã~íáçå=
ïÉ= ìëÉ= íÜÉ= o= ÑìåÅíáçå= äçÉëë= ïáíÜ= ëãççíÜáåÖ= é~ê~ãÉíÉê= MKTRK= qÜÉ= ÑìåÅíáçå= ÇçÉë= åçí==




íá~ä= î~êáçÖê~ã= ëÉÉãë= íç= ÄÉ= ~ÇÉèì~íÉ= Ñçê= ~ää= íê~áåáåÖ= Ç~í~= ëÉíë= ~åÇ= ïÉ= áãéçëÉ= íÜáë=
î~êáçÖê~ã= ëíêìÅíìêÉ= Ñçê= ÄçíÜ= Ç~í~= ëÉíë= áå= íÜÉ= Åçãé~êáëçåK= låÉ= ãáÖÜí= ~êÖìÉ= íÜ~í= ~==
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j~íÉêå=ëíêìÅíìêÉ=ãáÖÜí=ÄÉ=ãçêÉ=~ééêçéêá~íÉ=Ej~íÉêå=NVSMX=j~íÉêå=NVUSX=e~åÇÅçÅâ=~åÇ=
t~ääáë=NVVQX=píÉáå=NVVVFK=eçïÉîÉêI=ÑáííáåÖ=áíë=ëãççíÜåÉëë=é~ê~ãÉíÉê=áë=ÅÜêçåáÅ~ääó=éêçÄJ
äÉã~íáÅ= ~åÇ= ÇçÉë= çÑíÉå= êÉèìáêÉ= Üìã~å= áåíÉêîÉåíáçåI= ïÜáÅÜ= áë= áåÅçãé~íáÄäÉ= ïáíÜ= çìê=
çÄàÉÅíáîÉëK= qÜÉ= Åçåí~ãáå~íáçå= ëÅ~äÉ= Ñ~Åíçê= áë= ëÉí= íç= kO= Z= VK= cáå~ääóI= íÜÉ= äÉîÉä= çÑ= íÜÉ==
ÉãéáêáÅ~ä= èì~åíáäÉ= ÅçåëáÇÉêÉÇ= Ñçê= íÜÉ= ~ìíçã~íáÅ= íÜêÉëÜçäÇ= éêçÅÉÇìêÉ= çÑ= Åçåí~ãáå~íÉÇ=
çÄëÉêî~íáçåë=ÇÉíÉÅíáçå=EoìäÉ=fF=áë=ëÉí=íç=N=Ó=α=Z=MKVK=
N = 808 Min. Max. Mean Median Std. Dev. 
Observed (first data set) 57.00 180.00 98.02 98.80 20.02 
Estimates (first data set) 70.74 124.60 96.70 99.54 14.30 
Observed (second data set) 57.00 1528.00 105.40 98.95 83.71 
Estimates (second data set) 70.33 125.30 96.83 99.48 14.58 
Table 2 
Comparison of the estimated and measured values (nSv/h) 
Data sets MAE ME Pearson's r RMSE 
First data set 9.06 -1.32 0.79 12.43 
Second data set 16.22 -8.58 0.27 81.44 
Table 3 
Comparison of the errors 
q~ÄäÉë=O=~åÇ=P=Åçãé~êÉ=íÜÉ=çÄëÉêî~íáçåëI=íÜÉ=éêÉÇáÅíÉÇLÉëíáã~íÉÇ=î~äìÉë=~åÇ=íÜÉ=ÉêJ
êçêëK=qÜÉ=éêÉÇáÅíÉÇ=î~äìÉë= Ñçê= íÜÉ= Ñáêëí=~åÇ=ëÉÅçåÇ=Ç~í~= ëÉí=~êÉ=îÉêó= ëáãáä~êK=qÜÉ=ãáåçê=
ÇáÑÑÉêÉåÅÉ= áë= áå= é~êí= ÇìÉ= íç= ÇáÑÑÉêÉåÅÉë= áå= íÜÉ= íêÉåÇ= Éëíáã~íáçåK= qÜÉ= êçÄìëí= íêÉåÇ= ~åÇ=
î~êáçÖê~ã=Éëíáã~íáçå=~êÉ=ëäáÖÜíäó=~ÑÑÉÅíÉÇ=Äó=íÜÉ=ä~êÖÉ=î~äìÉë=çÑ=íÜÉ=ëÉÅçåÇ=Ç~í~=ëÉíK=qÜÉ=
ÑáííÉÇ=î~êáçÖê~ã=é~ê~ãÉíÉêë= Ñçê= íÜÉ= Ñáêëí=~åÇ=ëÉÅçåÇ=Ç~í~=ëÉíë=~êÉ=Eê~åÖÉI= ëáääI=åìÖÖÉíF=Z=
EQNVMUKRIVMKRIRQKSF=~åÇ=EROPNVKPINNOKQITQKTFI=êÉëéÉÅíáîÉäóK=_ó=å~íìêÉ=çÑ=íÜÉ=êçÄìëí=éêÉJ
ÇáÅíçêI=íÜÉ=íïç=ä~êÖÉ=î~äìÉë=çÑ=íÜÉ=ëÉÅçåÇ=Ç~í~=ëÉí=~êÉ=Åä~ëëáÑáÉÇ=~ë=çìíäáÉêë=~åÇ=íÜìë=íÜÉ=
éÉ~â= áë= åçí= êÉéêçÇìÅÉÇI= ÅäÉ~êäó= êÉÑäÉÅíÉÇ= áå= íÜÉ= Éêêçê= ëí~íáëíáÅë= çÑ= q~ÄäÉ= PK= qÜáë= áë= ~äëç=
ëÜçïå=Äó=íÜÉ=áëçäáåÉ=ã~é=çÑ=íÜÉ=éêÉÇáÅíÉÇ=î~äìÉë=áå=cáÖìêÉ=N=çê=Äó=cáÖìêÉ=OK=
qÜÉ=ãÉ~å=ëèì~êÉÇ=éêÉÇáÅíáçå=Éêêçê=~ééêçñáã~íáçå=EUF= áë=~å= áåÇáÅ~íáçå=çÑ= íÜÉ=~ëëçÅáJ
~íÉÇ= éêÉÇáÅíáçå= ìåÅÉêí~áåíóK= qÜÉ= ~ëëçÅá~íÉÇ= áëçäáåÉ= ã~éë= ~êÉ= ëÜçïå= áå= cáÖìêÉ= PK= qÜÉ=
ä~êÖÉê=åìÖÖÉí= ÉÑÑÉÅí=~åÇ=ëáää= Ñçê= íÜÉ= ëÉÅçåÇ=Ç~í~= ëÉí= íê~åëä~íÉë= áåíç= ëäáÖÜíäó= ä~êÖÉê=ìåÅÉêJ
í~áåíáÉëK=





íáãÉ= çÑ= QQM= ëÉÅçåÇëI= çê= ëÉîÉå=ãáåìíÉë= ~åÇ= íïÉåíó= ëÉÅçåÇëK= qÜÉ= íêÉåÇ= Éëíáã~íáçåI= íÜÉ==
Éëíáã~íáçå= ~åÇ= ÑáííáåÖ= çÑ= íÜÉ= î~êáçÖê~ã= êÉéêÉëÉåí= ~= ëã~ää= é~êí= çÑ= íÜÉ= éêçÅÉëëáåÖ= íáãÉK=
qÜÉó= ~êÉ= ~äãçëí= áåëí~åí~åÉçìë= Åçãé~êÉÇ= íç= íÜÉ= êçÄìëí= âêáÖáåÖ= Éëíáã~íçê= ÇÉîÉäçéÉÇ= áå=
pÉÅíáçå=OK=aÉíÉêãáåáåÖ=~å= áåáíá~ä= Åçåí~ãáå~íáçå= ëÅÉå~êáç=ïáíÜ= íÜÉ= Ñçêï~êÇ= ëÉ~êÅÜ=~äÖçJ
êáíÜã=~åÇ=íÜÉ=íÜêÉëÜçäÇ=ÇÉÅáëáçå=éêçÅÉÇìêÉ=êÉéêÉëÉåíë=OMB=çÑ=íÜÉ=íáãÉI=ÇÉíÉêãáåáåÖ=íÜÉ=
ëìÄëÉí=çÑ= Åçåí~ãáå~íáçå= ëÅÉå~êáçë=SVB=~åÇ=éêÉÇáÅíáåÖ=NMBK=^äíÜçìÖÜ=ÄÉáåÖ= Åçãéìí~J









3D map showing extreme values found in the second data set (vertical scale 
is in nSv/h) 
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Figure 3 
Isoline levels showing the uncertainty associated to the estimations obtained 











Method Min. Max. Mean Median Std. Dev. 
RK 70.74 124.60 96.70 99.54 14.30 
NNK 70.19 126.53 97.13 99.25 14.40 
LMN 67.06 127.40 96.90 98.56 14.86 
RK 70.33 125.30 96.83 99.48 14.58 
NNK 70.14 553.32 105.20 99.81 46.60 
LMN 66.50 718.38 105.30 99.00 57.07 
Table 4 
Comparison of the predicted values 
The three methods used are robust kriging (RK), nearest neighbor kriging 
(NNK) and local mean (LMN). The top part of the table concerns the first 
data set; the bottom part, the second data set. 
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kçí=çåäó=êçÄìëí=éêÉÇáÅíáçå=éêçÅÉÇìêÉë=Äìí=~äëç=ëçãÉ=Åä~ëëáÅ~ä=áåíÉêéçä~íáçå=ãÉíÜçÇë=
ëìÑÑÉê= Ñêçã= íÜÉ= Çê~ïÄ~Åâ= çÑ= ÄÉáåÖ= ëãççíÜáåÖ= ãÉíÜçÇë= ïÜÉå= íêóáåÖ= íç= éêÉÇáÅí= íÜÉ==
~åçã~äó=áåíêçÇìÅÉÇ=áå=íÜÉ=ëÉÅçåÇ=Ç~í~=ëÉíK=qÜÉó=ëãççíÜ=íÜÉ=~åçã~äó=çìí=~ë=áääìëíê~íÉÇ=áå=









íÜÉ=åìãÄÉê=çÑ=åÉáÖÜÄçêë=ïÉ=ïçìäÇ= ÖÉí= ëáãáä~ê= êÉëìäíë= ~ë=çÄí~áåÉÇ=ïáíÜ= êçÄìëí=âêáÖáåÖK=
^ëëçÅá~íÉÇ=éêÉÇáÅíáçå=áåíÉêî~äë=~êÉ=ëíê~áÖÜíÑçêï~êÇ=íç=çÄí~áåK=^åçã~äáÉë=Å~å=ÄÉ=~ÇÇêÉëëÉÇ=
Äó= ÇÉÅáëáçå= ã~âÉêë= áå= ~= ëáãáä~ê= ã~ååÉê= ~ë= ÇáëÅìëëÉÇ= áå= íÜÉ= éêÉîáçìë= ëÉÅíáçåK= kÉ~êÉëí=
åÉáÖÜÄçê= âêáÖáåÖ=Ü~ë= ~ééÉ~äáåÖ= éêçéÉêíáÉëI= ÉëéÉÅá~ääó= áÑ= íÜÉ= åìãÄÉê= çÑ= çÄëÉêî~íáçåë= ~êÉ=
ä~êÖÉ=~åÇ=åçí=ã~åó=éçáåíë=Ü~îÉ=íç=ÄÉ=éêÉÇáÅíÉÇI=Äìí=Ü~ë=ëÉîÉê~ä=Çê~ïÄ~Åâë=~ë=éçáåíÉÇ=çìí=
áå=`êÉëëáÉ=ENVVPFK=
Method MAE ME Pearson's r RMSE 
RK 9.06 -1.32 0.79 12.43 
NNK 9.22 -0.89 0.78 12.51 
LMN 9.29 -1.12 0.78 12.56 
RK 16.22 -8.58 0.27 81.44 
NNK 19.43 -0.22 0.48 73.50 
LMN 19.44 -0.12 0.53 71.87 
Table 5 
Comparison of the errors 
The three methods used are robust kriging (RK), nearest neighbor kriging 
(NNK) and local mean (LMN). The top part of the table concerns the first 
data set; the bottom part, the second data set. 
qÜÉ=ëÉÅçåÇ=ãÉíÜçÇ=áë=~=äçÅ~ä=ãÉ~å=áåíÉêéçä~íçê=EijkFI=~äëç=Å~ääÉÇ=ÖäçÄ~ä=ãÉ~ëìêÉ=çÑ=
ÅÉåíê~ä= íÉåÇÉåÅó= E`êÉëëáÉ= NVVP= éK= PTMFK= ^= éêÉÇÉÑáåÉÇ= ~Çà~ÅÉåÅó=ã~íêáñ= áë= ÅçåëíêìÅíÉÇI=





é~ê~ãÉíÉêëK= få= ÖÉåÉê~äI= ÜçïÉîÉêI= áí= áë= Äá~ëÉÇK= `çåëÉêî~íáîÉ= éêÉÇáÅíáçå= áåíÉêî~äë= ~êÉ= çÄJ
í~áåÉÇ=Äó=~ëëìãáåÖ=d~ìëëá~åáíó=~åÇ=áåÇÉéÉåÇÉåÅÉ=çÑ=íÜÉ=çÄëÉêî~íáçåëK=^åçã~äáÉë=Å~å=ÄÉ=
ÇÉíÉÅíÉÇ= Äó= Åçãé~êáåÖ= íÜÉ= çÄëÉêî~íáçåë=ïáíÜ= íÜÉ= íÉå= çÄëÉêî~íáçåë= Ñêçã= íÜÉ= éêáçê= Ç~í~=
ëÉíëK=
q~ÄäÉë=Q=~åÇ=R=ëìãã~êáòÉ=íÜÉ=éêÉÇáÅíÉÇ=î~äìÉë=~åÇ=ÉêêçêëK=kçíÉ=íÜÉ=ëíêáâáåÖ=ëáãáä~êáíó=
Ñçê= íÜÉ= Ñáêëí= Ç~í~= ëÉí= ~ãçåÖ= íÜÉ=ãÉíÜçÇëK=qÜÉ=kkh=~ééêç~ÅÜ= êÉéêçÇìÅÉë= é~êíá~ääó= íÜÉ=
~åçã~äó=çÑ=íÜÉ=ëÉÅçåÇ=Ç~í~=ëÉíK=^äíÜçìÖÜ=ijk=Å~éíìêÉë=ãçëí=çÑ=íÜÉ=éÉ~â=EëÉÉ=cáÖìêÉ=QFI=
íÜÉ=ojpb= áë= çåäó= êÉÇìÅÉÇ= Äó= NOB= Åçãé~êÉÇ=ïáíÜ=ohK= cáÖìêÉ= R= ëÜçïë= íÜÉ= ~ëëçÅá~íÉÇ=
AUTOMATIC MAPPING IN THE PRESENCE OF SUBSTITUTIVE ERRORS ARTICLES  12-13 





3D map showing extreme values found in the second data set with the local 
mean (LMN) approach (vertical scale is in nSv/h) 
 
Figure 5 
Isoline levels showing the uncertainty associated to the estimations  
obtained for the first data set (left) and the second data set (right) with the 
local mean (LMN) approach 
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qÜÉ=íÜêÉÉ=ãÉíÜçÇëI=áKÉK=êçÄìëí=âêáÖáåÖ=EohFI=åÉ~êÉëí=åÉáÖÜÄçê=âêáÖáåÖ=EkkhF=~åÇ=äçÅ~ä=
ãÉ~å=EijkF=êÉéêÉëÉåí=~ééêç~ÅÜÉë=ïáíÜ=ÇÉÅêÉ~ëáåÖ= íÜÉçêÉíáÅ~ä=~åÇ=Åçãéìí~íáçå~ä=ÅçãJ
éäÉñáíóI= êÉÑäÉÅíÉÇ= Äó= íÜÉ= ~ëëçÅá~íÉÇ= ÅçãéìíáåÖ= íáãÉë= ÖáîÉå= áå= q~ÄäÉ= SK= dáîÉå= íÜÉ=
ÑìåÇ~ãÉåí~ääó= ÇáÑÑÉêÉåí= å~íìêÉ= çÑ= íÜÉ= éêÉÇáÅíçêë= íÜÉ= ÅÜçáÅÉ= çÑ= íÜÉ= éêÉÇáÅíáçå= ãÉíÜçÇ=
ëÜçìäÇ=éêçÄ~Ääó=ÄÉ=ã~ÇÉ=çå=íÜÉ=Ä~ëáë=çÑ=êÉ~ëçå~ÄäÉ=ãçÇÉä=ÅÜ~ê~ÅíÉêáëíáÅë=~åÇ=åçí=Ä~ëÉÇ=
çå=êÉëìäíÉÇ=Éêêçê=ëí~íáëíáÅë=~ë=éêÉëÉåíÉÇ=ÜÉêÉK=
Action  RK NNK LMN  
Initializing, loading data 0.64 0.46 0.53 0.01  
Trend estimation 0.04 0.04 0.06 -  
Variogram estimation 0.52 0.51 0.48 -  
Variogram fitting 0.05 0.05 0.06 -  
Forward search 110.85 110.71 - -  
Contamin. scenarios 471.87 73.92 - -  
Prediction 74.73 29.25 - -  
Kriging total/Prediction 661.44 217.85 8.35 0.06  
Finalizing 0.07 0.07 0.06 0.02  
Total 662.76 218.98 9.50 0.09  
Table 6 
Computation time in seconds 
The three methods compared are robust kriging (RK), nearest neighbor 
kriging (NNK) and local mean (LMN) interpolator. For NNK and LMN only the 
time for the second data set is given (Linux, 2.6 GHz Xeon processor with 2 
Gbytes RAM). 
6. DISCUSSION AND OUTLOOK 
qÜáë=é~éÉê=áåíêçÇìÅÉë=~=åÉï=êçÄìëí=âêáÖáåÖ=~ééêç~ÅÜ=Ñçê=ëìÄëíáíìíáîÉ=Éêêçê=éêçÅÉëëÉëK=tÉ=
ÇÉêáîÉÇ=íÜÉ=ÄÉëí=äáåÉ~ê=ìåÄá~ëÉÇ=éêÉÇáÅíçê=Ñçê=~=ëìÄëíáíìíáîÉ=Éêêçê=ãçÇÉä=Ñêçã=íÜÉ=ÅçåÇáJ
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cçê=ÅçãéäÉíÉåÉëë=áí=ëÜçìäÇ=ÄÉ=ãÉåíáçåÉÇ=íÜ~í=ïÉ=ÅçìäÇ=åçí=ÑáåÇ=~=ëáãéäÉ=êÉä~íáçåëÜáé=
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