Abstract
Introduction
The familiarity of the appearance of faces to people makes faces an important category of images for the human visual system. Faces are intuitively the most reliable indication of a person's identity, and we can distinguish endless numbers of different faces despite the small varieties of sizes, shapes and structures found in faces relatively to other popular object categories such as vehicles, buildings or landscapes. There have been numerous attempts to develop computer vision systems for the automatic recognition of faces. The practical applications using its effective value are biometrics, video surveillance, human computer interaction, and so on. In such examples, the major issue of face recognition is how to ensure the general performance of recognition methods from a plurality of face images effectively. In response to the need for the reliable performance evolutions of face recognition, diverse attempts such as FacE REcognition Technology (FERET) [1] , Face Recognition Vendor Test (FRVT) [2] [3] , and Face Authentication Test [4] have been carried out. In addition, Face Recognition Grand Challenge [5] recently has been designed to stimulate to increase the accuracy of recognition systems, particularly in the verification task rather than the identification task. In FRGC, a large number of face images are provided as a training set and test sets separately, and total three evaluation protocols are planned for 2D frontal face recognition. High-resolution face images were collected for several months on the basis of two different conditions -controlled and uncontrolled situations.
To handle the large face database, one of the most reasonable methods is the appearance-based representation in subspaces because it does not need to extra high computational burdens after building face models in comparison with the structural-based face model like Elastic Bunch Graph Matching [6] . Many researchers have studied on various subspace-based face analyses, for example, Principal Component Analysis (PCA) [7] , Local Feature Analysis (LFA) [8] , Linear Discriminant Analysis (LDA) [9] and Independent Component Analysis (ICA) [10] . Among them, LDA is one of the successful algorithms because it increases the discriminatory power made by linear transformations which maximize the between-class scatter while minimizing the within-class scatter.
In this paper, we propose the face recognition based on Fourier features independently learned from the viewpoint of diverse frequency bands. 2D Discrete Fourier Transform (DFT) provides a tool to remove unnecessary parts of frequency features for face recognition before processing fur-ther. In detail, we make use of three types of Fourier features, concatenated real and imaginary components, Fourier spectrums, and phase angles, which present different explanations of face models respectively. In addition, to extract more salient frequency features, we adopt three different frequency bands designed for an individual Fourier feature. We hereby have several complementary features [11] from frequency bands of three frequency domains. On the basis of proposed Fourier features, moreover, we construct multiple face models which have three face models with different eye distances within a regular image size. Multiple face models can be compared to a component scheme [12] of the same kind. Component scheme in a face model is the separated analysis on important facial components such as eyes, nose and mouth while multiple face models focus on complementary models so that the more general face recognition algorithm can be achieved. We finally alleviate the increased dimensionality of feature vectors caused by complementary scheme using the cascade subspace method [13] .
The rest of this paper is organized as follows: Linear Discriminant Analysis based on Fourier Feature is described in Section 2, and the proposed algorithm, Hybrid Fourier Feature based Linear Discriminant Analysis from Multiple Face Models, is explained in Section 3. The experimental results and discussions are given in Section 4. At last, conclusion is summarized in Section 5.
Linear Discriminant Analysis based on Fourier Feature
After many competitions to propose new Face Descriptor of MPEG7 [14] , Advanced Face Descriptor (AFD) [15] was promoted to one of international standards in MPEG7. It was designed for the description of small size face images in multimedia data with compact descriptor sizes and its algorithms was derived from Fourier and Intensity features in cascaded LDA subspaces. In this paper, we developed more general recognition on the foundation of MPEG7 AFD for FRGC database.
2D Discrete Fourier Features for Face Recognition
Fourier transform has played a key role in image processing applications for many years because of its wide range of possibilities [16] 
(1) where 0 ≤ u ≤ (M − 1) and 0 ≤ v ≤ (N − 1) are frequency variables. The Fourier transform of a real function is generally complex; that is
where R(u, v) and I (u, v) are the real and imaginary components of F (u, v), respectively. The magnitude function called the Fourier spectrum is
and phase function is defined as
To solve the angular problem in phase angle, 0
we adopt cosine values like cos(φ(u, v)).
In this paper, we extract Fourier features from three different Fourier domains: real and imaginary component (RI) domain, Fourier spectrum (M ) domain, and phase angle (P ) domain. To be specific, magnitude like Fourier spectrum is easily used to represent an image, because if there is no compensator for the phase shift, small spatial displacements, for example, caused by mis-alignment of eyes, will change phase drastically while magnitude varies smoothly [16] [18] . On contrary, Savvides et al [19] [20] have recently shown that the complex phase spectrum is invariant to illumination variations and is tolerant to occlusion problems so that eigenphases shows better results than eigenfaces. For example, if we observe feature distributions in Figure 1 , we can know their complementary characteristics. G 1 and G 21 can be easily separated by angular information, P , while G 1 and G 22 are discriminated by the distance of magnitude. In addition to magnitude and phase, we make use of the double-sized feature from RI domain, which embraces the inherent merit and demerit of magnitude and phase at the same time. As a result, these all features have their own complementary characteristics on a face image.
Linear Discriminant Analysis according to Reduced Eigen Vectors
LDA [4] is a supervised learning method to find the linear projection in subspaces that maximizes the betweenclass scatter while minimizing the within-class scatter of the projected data. For this objective, two scatter matrices -the between-class scatter matrix S B and the within-class scatters matrices S W -are defined as
where m i is the mean image of ith class, c i , with M i samples, and c is the total number of classes. The transformation matrix, W opt , is formulated as
where the number of projected vectors is n = min(c − 1, N, M). It commonly depends on the number of classes because the number of classes is smaller than the dimension of an input image and the number of training images. In general, PCA firstly reduces the vector dimensionality before performing LDA to overcome the singularity problem of the within-class scatter matrix. We will call this procedure PCLDA (Principal Component and Linear Discriminant Analysis) in this paper. The performance of PCLDA is sensitive to how many eigen vectors, k, are used for the dimension reduction as you can see in Figure 2 after k > c, the total number of its usable output features is not k but c − 1. It is largely because this approach only contributes more (k−c+1) facial information to the equation 7, but the corresponding eigenvalues of these features are zero. After all, when we train a face model with the samples of small classes, the number of the final features we can obtain with a traditional PCLDA is no more than c−1. In this case, the real problem is the instability of facial features.
Hybrid Fourier Feature based Linear Discriminant Analysis from Multiple Face Models
To compensate adopted Fourier features according to their own characteristics, we design the Fourier band selection method, and furthermore, we propose multiple face models for the effective analysis of a face model with a given training set.
Frequency Band Selection in Fourier Features
Now that the dimensionality of a face image is large, it is possible for an image to contain the noise signal disturbing the recognition procedure. In this case, analyzing the face model in Fourier frequency domain provides more chances to pick out useful features on the assumption that we have known whether frequency bands are important or not. From this aspect, Figure 3 depicts the different discriminant powers of Fourier features and we can discern that the lower frequency band generally have larger separability values. In addition, individual Fourier features have different tendencies. Both real and imaginary components, for instance, have the most discriminant powers while phase angle relatively does not. Therefore, in this paper, we propose three Figure 4 . Proposed band selections basically include the lower frequency, but on the other hand they have different higher frequency bandwidths, because higher bandwidths in company with the lower frequency have more discriminative information for detail facial components. To be specific, B 1 has defined from 0 to 1/6 and from 5/6 to 1 in image sizes. It focuses on lower frequency information of a face model, for example, the rough facial shape without edges. Secondly, B 2 covers higher frequency information, which has defined from 0 to 2/6 and from 4/6 to 1, so that we can analyze more detail contours removed in the former band. Full frequency band, B 3 , finally span all kinds of the information which an image have. From the another viewpoint, it is an face image in itself. 
Hybrid Fourier Features for Face Recognition
Though we designed three frequency bands for Fourier features, it is properly another problem how to apply different frequency bands to three Fourier domains. Adaptations of all frequency bands without consideration of their harmonies can not make sure of performance improvements. In this paper, RI domain has more powerful descriptions to distinguish face images than other domains as shown in Figure 3 , and so we apply all bands (RI B1 ∼ RI B3 ) to it. On the other hand, M and P domains does not make use of the highest frequency because the facial information in the highest frequency parts is naturally insufficient as well as little variation. Moreover, the higher frequency information of phase angle is sensitive to small spatial changes, and so only P B1 is adopted. In some respects, this procedure is one kind of compensations for the susceptible phase information. Consequently M B1 , M B2 and P B1 are additionally used to describe the face model. The procedure of the proposed method is summarized in Figure 5 . All Fourier features are independently projected into discriminative subspaces by LDA theory. For example, one output of RI B1 is derived by
where W RI B1 is the transformation matrix of LDA learned by the RI B1 features of a training set and m RI B1 is its mean vector. In sequence, three outputs of different frequency bands are concatenated as follows;
Other domains also calculates their outputs like After all, final augmented features, f ∈ R K , consists of three different complementary features. Its notation is given by
Multiple Face Models for Robust Face Recognition
We propose multiple classifier scheme based on different face models built by several eye distances in order to stabilize recognition system. Three face models with the same image sizes, 46 × 56, are constructed with three different eye distances (for example, ED = 31, 25, 19) , and Integral Normalized Gradient method [21] are applied to each normalized face image as the preprocessing for illumination changes. As shown in Figure 6 , we have fine (Φ 1 ), middle (Φ 2 ) and coarse (Φ 3 ) face models. The fine face model is formed to analyze inner facial components such as eyes, nose and mouth, but the coarse face model includes the general contour of one's face and outer components such as hair, ear and jaw. The last one, the middle face model, is a compromised form between the fine model and the coarse model. Now that all they have their own individual interesting points for analysis, diverse face models can play each peculiar role for one another in face recognition. For example, the fine face model is robust to background and hair style changes but sensitive to pose change. On the contrary, the coarse face model shows the opposite propensity.
In the meantime, the dimensionality of feature vectors in multiple face models is three times bigger than a single model. To decrease the dimensionality without the drop of performances, we employ the cascade PCLDA [13] . Each augmented feature vector of Equation (11) in multiple face models is normalized by f i = f i / f i . All vectors are concatenated into an input vector, z ∈ R 3k , whose the equation
It will be used for 2nd PCLDA scheme. The final proposed feature vector is given by
where W is the 2nd discriminant transformation matrix calculated by merged vectors, z, of training samples. In the end, the normalized correlation is employed to measure the similarity of two face images,
4 Experimental Results and Discussions
FRGC Experimental Protocols
FRGC [5] set has a large number of face images like Figure 7 , and four ground truths of face model such as two eyes, nose and mouth positions are given. In this paper, we normalize the face images with only two eye positions because eye positions are easier to find out than others in real applications. Moreover, FRGC provides six experimental protocols with the training set. The training set consists of 12,776 images of 222 individuals. We used the given training set for LDA and carried out only Experiment 1 and 4 for evaluations. While Experiment 1 measures performance on 16,028 frontal facial images taken under controlled illumination, Experiment 4 is designed to measure recognition performance for 8,014 uncontrolled frontal still images versus 16,028 controlled images. Experiment 4 is more difficult protocols because of serious illumination changes, blurred images, and some occlusions. Two experimental conditions are summarized in Table 1 .
The baseline algorithm basically PCA and its performance are also provided with given evaluation tools. 1 is recognition performances within semester, ROC 2 within year, and ROC 3 between semesters.
Intermediate Results: Hybrid Fourier Feature
As indicated by Table 2 , the range of the VR of individual Fourier features are from 37.54% to 60.51%. The best performance is achieved by the feature from RI among three Fourier domains, but the worst is P . Though the difference is almost 23%, there is no performance decrease when we augment features. In conclusion, the augmented feature vector, f , shows 69.76% in spite of 6 times bigger dimensionality than a single Fourier feature. In general, we can not guarantee a performance rise by means of simply increasing the dimensionality of a feature vector, if the added elements does not have complementary characteristics to the existed ones. However, the proposed extraction algorithm play a pivotal role in boosting performances without regard to the extended dimensionality because the extracted features are individually learned on three complementary Fourier domains and bands. 
Final Results: Multiple Face Model
Observing performances of individual single face models in Figure 8 , the best performance was accomplished by the middle face model. The reasons of the poor results of other face models are that the fine face model relatively have too redundant and similar facial information to learn the efficient discriminant power and moreover the coarse face model have too complex facial information to separate face images with linear subspaces. The interesting point is that performances of such two face models are not the best but they contribute to increasing the final performance. To be specific, while the maximum VR's of the middle face model are 89.93%∼93.60% in Experiment 1 and 68.97%∼69.76% in Experiment 4, but multiple face models achieve 95.01% and 75.70% respectively.
Compared with the baseline algorithm (PCA), the proposed algorithm significantly outperformed under both con- Table 4 . Performance comparisons of baseline and the proposed method in Experiment 4.
trolled and uncontrolled conditions. Table 3 and 4 prove it. Performance differences of VR are approximately 16%∼21% in Experiment 1 and 59%∼60% in Experiment 4.
Conclusion
We proposed the Fourier-based face recognition system with multi-face models, and its performances are fairly evaluated by FRGC test protocols and database. The proposed Fourier-based framework basically consists of three Fourier domains, concatenated real and imaginary components, Fourier spectrum and phase angle. Fourier features are extracted from each domain within its own proper frequency bands to obtain discriminate features for recognition. Moreover, to gain the maximum discriminant power of the classes, each feature is projected into the linear discriminative subspace by LDA scheme and they are merged. The augmented feature shows better results in accuracy than a single feature set. In addition, we built multiple face modes, so that the proposed system achieved more generality because multi-models successfully compensated for lack of other models. By the described method, we achieved the maximum 95.01% verification rate in Experiment 1 and 75.70% in Experiment 4 respectively. In the end, Compared with the baseline algorithm, the proposed method demonstrated the significant improvement.
