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RESUMEN
Por medio de este artículo se explorarán las técnicas 
más sobresalientes utilizadas actualmente para la 
detección del habla sub-vocal tanto en personas 
con parálisis cerebral como para aplicaciones co-
merciales (por ejemplo, permitir la comunicación 
en lugares ruidosos). Las metodologías expuestas 
se ocupan de adquirir y procesar las señales del 
habla desde diferentes niveles de su generación, 
de esta manera se presentan métodos que detectan 
y analizan señales desde que estas son producidas 
como impulsos neuronales en el cerebro, hasta que 
llegan al aparato fonador ubicado en la garganta, 
justo antes de ser pronunciadas. La calidad de la 
adquisición y procesamiento dependerá de varios 
factores que serán analizados en las siguientes sec-
ciones. La primera parte de este artículo constituye 
una breve explicación del proceso completo de 
generación de voz. Posteriormente, se exponen las 
técnicas de adquisición y análisis de las señales del 
	

de las ventajas y desventajas que estas presentan 
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para su posible implementación en un dispositivo 
para la detección del habla sub-vocal o lenguaje 
silencioso. Los resultados de la investigación 
realizada demuestran cómo la implementación del 
micrófono NAM (Non-audible Murmur) es una 

2
no solo para la adquisición y procesamiento de las 
señales, sino para la futura discriminación de los 
fonemas del idioma español.
ABSTRACT
This paper explores the most important techniques 
currently used to detect sub-vocal speech in peo-
ple with cerebral palsy as well as for commercial 
purposes, (e.g. allow communication in very noisy 
places). The methodologies presented deal with 
speech-signal acquisition and processing. Signal 
detection and analysis methods are described 
throughout the whole speech process, from signal 
generation (as neural impulses in the brain) to the 
production sound in the vocal apparatus (located 
in the throat). Acquisition and processing quality 
depends on several factors that will be presented in 
various sections. A brief explanation to the whole 

 3   
   
part of the article. Subsequently, sub-speech signal 
acquisition and analysis techniques are presented. 
Finally, a section about the advantages and disad-
vantages of the various techniques is presented in 
order to illustrate different implementations in a 
sub-vocal speech or silent speech detection device. 
The results from research indicate that Non-audible 
Murmur Microphone (NAM) is one of the choices 
443432-
sition and processing, but also for future Spanish 
language phoneme discrimination.
* * *
1.  INTRODUCCIÓN
El habla constituye la forma más natural de comu-
nicación entre las personas, de ahí el gran interés 
que tiene el desarrollo de sistemas informáticos 
capaces de procesarla y generarla de forma automá-
tica. El procesamiento del habla abarca un amplio 
abanico de métodos y técnicas que tienen una doble 
632
puedan comprender los mensajes pronunciados 
por los usuarios, y por otra, lograr que los usuarios 
puedan entender los mensajes generados por los 
ordenadores de forma oral [1]. Son diversas las 
aplicaciones del procesamiento del habla, entre las 
cuales se destacan los sistemas automatizados de 
información telefónica, programas de traducción 
entre idiomas, programas de dictado, entornos 
domóticos e inteligentes, sistemas de manejo oral 
de diversos aparatos, control oral de programas 
de ordenador, aplicaciones militares y seguridad, 
entre otras [2].
Sin embargo, la interfaz de control del habla basado 
en la acústica convencionalde las señales de voz 
aún experimenta muchas limitaciones, entre las 
que sobresalen dos. La primera limitación está en 
que las señales acústicas del habla son transmitidas 
por el aire y por tanto están propensas al ruido del 
ambiente. A pesar de los enormes esfuerzos aún 
no hay un sistema de procesamiento del hablaque 
proporcione buenos resultados en lugares ruidosos. 
La segunda radica en que las interfaces conven-
cionales del habla se basan en el discurso en voz 
alta, que presenta el inconveniente de exponer al 
9
a las personas que las escuchan[3].
Para superar estos problemas se propone que la 
captura y el procesamiento de la señal del habla 
se realicen antes de que el aire llegue al aparato 
fonador y así evitar que sea afectado desfavorable-
mente por las condiciones de ruido. La propuesta 
de lenguaje silencioso o habla sub-vocal, permi-
tiría pronunciar cualquier discurso en silencio y 
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por tanto superar las limitaciones mencionadas. 
<4!

forma segura y el habla silenciosa no perturbaría o 
interferiría con el entorno[3].
El habla sub-vocal puede medirse (en principio) 
colocando sensores eléctricos en la lengua, cuerdas 
vocales y otras partes del aparato vocal =>?. Las 
señales biológicas surgen al leer o hablar con uno 
mismo, con o sin labios, o con el movimiento facial. 
Una persona que usa el sistema sub-vocal piensa en 
frases y habla consigo mismo en voz tan baja que 
no se puede oír, pero las cuerdas vocales y la lengua 
reciben las señales del habla transmitida desde el 
Sistema Nervioso Central (SNC).
Este método propuestoes lalectura directa de las se-
ñales del cerebro,cuyo enfoque evita la producción 
=H?JCon el habla sub-vocal 
se tendrían aplicaciones en el área comercial (por 
ejemplo, con los teléfonos celulares silenciosos y 
la comunicación entre buceadores y astronautas) y 
se podría dar esperanzas a las personas con disca-
pacidad en el habla afectada por una laringotomía 
o parálisis. Para captar estas señales neurológicas 
se debe entender “qué permite” la producción de 
la voz y “cómo lo hace”.
2.  LA VOZ
La producción de la voz inicia en la corteza cerebral. 
Existen interacciones complejas entre los centros 
del habla y la expresión musical y artística que 
!=K?J
Este conjunto de instrucciones se trasmiten a los 
núcleos motores del tronco del encéfalo y la médula 
espinal, llevando la información a los músculos de la 
garganta, lo que permite la producción de la voz [7].
La producción de la voz se desencadena de un gran 
número de órdenes producidas por el sistema ner-
vioso central, lo que genera una actividad coordina-
da de la musculatura laríngea, torácica, abdominal 
=Q?J#

3
el sistema extrapiramidal (corteza cerebral, cerebelo 
y ganglios basales) y el sistema nervioso autóno-
mo [7]. Las neuronas del cerebro generan señales 
eléctricas muy pequeñas que pasan por el conjunto 
de nervios dentro de la columna vertebral, antes de 
desviarse a otras partes del cuerpo por medio del 
sistema nervioso. Una vez llegan al área correcta 
del cuerpo, se activan los músculos necesarios para 
!=R?=VW?J


nervioso central, pequeñas corrientes eléctricas en 
4X3J#-
tes eléctricas pasan a través del tejido del cuerpo, 
encontrando una resistencia que crea un campo 
eléctrico. La diferencia de potencial resultante se 
33
corporal, es decir, en la piel. El registro de la activi-
dad eléctrica muscular se hace mediante electrodos 
Y
obtiene a partir de la medición de la tensión a través 
del tiempo. La señal  eléctrica muscular puede ser 
transmitida directamente a los dispositivos electró-
nicos para su posterior procesamiento [3]. Hasta la 
fecha, el procesamiento de estas señales se hace por 
medio de sistemas experimentales llamados Interfaz 
de Habla Silenciosa o Silent Speech Interface (SSI), 
que se basan en siete tipos de tecnologías.
3.  INTERFAZ DE DETECCIÓN DE 
HABLA SUB-VOCAL
Cada uno de los siguientes apartados describe una 
tecnología diferente en cuanto a los métodos, ven-
tajas, desventajas, el estado de desarrollo y rango de 
aplicaciones actuales de las interfaces de detección 
del habla sub-vocal.
3.1  Captura de movimientos usando 
sensores Electromagnetic 
Articulography (EMA)
Los sensores EMA pertenecen a la categoría de dis-
positivos de transducción que proporcionan datos 
sobre las trayectorias de los puntos articuladores 
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en dos dimensiones en el plano cartesiano. Son 
capaces de monitorear los movimientos sobre el 
plano medio sagital en la mayoría de las estructuras 
articulatorias que han sido enfocadas en los estudios 
de coarticulación como son los labios, la lengua, la 
mandíbula y el paladar. El principio de medición 
de los EMA empieza cuando se alterna un campo 
magnético generado por la bobina emisora. La fuer-
za de la señal inducida en un transductor (bobina 
receptora) es inversamente proporcional al cubo de 
la distancia entre el transmisor y el receptor [11]. 
Este método ha sido propuesto para la restauración 
quirúrgica de la voz después de una laringotomía. 
Algunos imanes son colocados en labios, dientes 
y lengua para generar el cambio magnético cuando 
el individuo dice palabras con la boca. Estos cam-
bios son detectados por seis sensores con doble eje 
magnético implementados en unas gafas especiales, 

3VJ
Figura 1. Figura de un sujeto que usa las gafas con sensores especiales 
y con imanes en la lengua, labios y dientes.
Fuente: tomada de [7].
<
3!2-
!"4
paciente. Se llevaron a cabo diez ensayos en los cua-
!!R\^
R>^4J_!
se utilizaron 12 sensores en total, adicionalmente se 
realizaron pruebas con sub-conjuntos de sensores 
para determinar la necesidad de utilizar todos en la 
obtención de los resultados. Con ocho sensores, la 
R`^
palabras, mientras que para los fonemas se redujo 
Q\^J
Q>^HQ^
=Vk?J
3.2  Caracterización en tiempo real del tracto 
vocal mediante ultrasonido (US) 
Es una técnica de aprendizaje controlado por ultra-
sonido e imágenes ópticas, que posee dos métodos 
para su aplicación como una interfaz de lenguaje si-
lencioso. El primero realiza un segmetalvocoder, un 
sistema construido sobre un diccionario audiovisual 
en donde se asocian imágenes con la acústica para 
cada clase de fonema. Las características visuales 
son extraídas de imágenes de ultrasonido de la len-
3
!
de imágenes basados en la técnica PCA (Análisis 
de Componentes Principales). Las observaciones 
visuales de cada clase fonética son modeladas por 
+&&{+&$
&|J<-
puesta de un SSI basado en ultrasonidos combina la 
etapa de reconocimiento fonético basado en HMM 
con la etapa de síntesis de las tarjetas fonéticas, este 
se basa en el registro de dífonos que son buscados 
    =V`?=V>?J <
3k211}J
Figura 2. Esquema de ultrasonido para SSI
06=V>?J
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El segundo método consta de una máquina con 
técnicas de aprendizaje usada para hacer coincidir 
la reconstrucción del contorno de la lengua con 30 
fotogramas por segundo de las imágenes de ultra-
sonido del tracto vocal del hablante o ponente, a 
partir de una pista de audio sincronizada. El sinte-
tizador del habla usa parámetros de aprendizaje y 
ruido, como una función de activación de muchas 
muestras de la frecuencia, que son características 
3=VH?J
3.3  Transformación digital de la señal a 
partir de un micrófono Non-Audible 
Murmur (NAM)
El reconocimiento del soplo no audible NAM, 
por las siglas en inglés de Non-Audible Murmur, 
es una de las interfaces del lenguaje silencioso 
más prometedoras para la comunicación hombre-
máquina. NAM es el término dado a los sonidos 
3X
3
=>V?J
Este débil sonido del habla que es producido sin 
la vibración vocal, puede ser detectado usando 
especialmente un sensor: un micrófono de NAM 
=VK?J#
4%$-
jima, inspirado en un estereoscopio. El micrófono 
NAM fue originalmente desarrollado para detectar 
el murmullo extremadamente suave.
Un micrófono NAM comprende un micrófono 
condensador electret ECM (Electret Condenser 
Microphone), cubierto de un polímero suave, como 
la silicona o elastómero de uretano, que proporcio-
nan una mejor impedancia y ayudan al contacto 
suave con el tejido del cuello. La sensibilidad del 
micrófono de acuerdo al material utilizado (silicona 
!|V$+>V
HQJ
3`
=V\?=VQ?=VR?J
Figura 3. Posición y estructura del micrófono NAM.
Fuente: tomada de [17].
Las principales investigaciones referentes al recono-
cimiento de murmullo no audible (NAM) aplicado 
al lenguaje silencioso, se remontan a la introducción 
de un dispositivo especial capaz de detectar señales 
de este tipo a través de la piel, como es expuesto en 
[20]. La principal desventaja de este dispositivo es la 
pérdida de las altas frecuencias de la señal debido al 
medio de transmisión de las mismas, esto causa que 
Y-
J#=>k?33!


del cuello con el objetivo de mejorar la claridad de 
la señales tipo NAM obtenidas. 
El principal método para el reconocimiento de 
señales es el entrenamiento de un modelo acústico 
   &$
 {+
&$
&|=>`?J
       =>>? 
nuevo método de reconocimiento NAM, el cual 
requiere solamente una pequeña cantidad de datos 
para el entrenamiento de HMM y está basado en 
adaptación supervisada e iteración adaptativa. Con 
Y%&
=>H?    
escaneo por imágenes de resonancia magnética 
del tracto vocal para ser aplicadas al estudio del 
mecanismo de producción del NAM y compararlo 
con el mecanismo de producción de habla normal. 
Uno de los más recientes trabajos hechos sobre el 
análisis y reconocimiento de las señales tipo NAM 
3=>K?J2*
reconocimiento de los fonemas japoneses e incluyen 
el uso de señales provenientes del habla normal con 
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las señales tipo NAM para un mejor procesamiento. 
Esto debido a que las señales NAM muestreadas 
resultan débiles, por lo que requieren un proceso de 
!-
tas de reconocimiento del habla. Este es un nuevo 
enfoque para métodos de reconocimiento de señales 
NAM que incluye la implementación de un modelo 
acústico y otro de lenguaje, así como la utilización 
de datos del habla normal transformados en datos 
%&
=>\?J
Para combatir el ruido causado entre otras cosas 

=Hk?
el uso de un detector de señal estero junto a dos 
micrófonos NAMpara la supresión del ruido por 
medio de la estimación de fuentes ciegas separadas 
y de la substracción espectral que se realiza en cada 
uno de los canales. Un esquema de la utilización 
de esta tecnología para la detección del habla sub-

3>J
Figura 4. Concepto básico del método propuesto.
Fuente: tomada de [20].
Aunque existen ciertas desventajas referentes a 
la calidad del sonido al obtener señales NAM 
     2
actualmente emplean el reconocimiento de señales 
NAM exitosamente:
 Desarrollo de sistemas de habla silenciosa. 
Aplicaciones concernientes a telefonía y reco-
nocimiento del habla. El micrófono NAM per-
mite establecer fácilmente una comunicación 
exitosa en situaciones donde la privacidad de 
la información es requerida o existe un entorno 
  J < ! 
señales NAM produce resultados aceptables 
y las técnicas existentes de transformación del 
habla han sido aplicadas exitosamente para 
=>k?J
 El dispositivo NAM es útil para hablantes con 
patologías de la voz debido a trastornos de 
 3 

=>Q?J
 <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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
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senta un estudio de las técnicas implementadas 
para la captura del murmullo audible, en el 
marco del habla silenciosa aplicado a las co-
municaciones telefónicas. 
3.4  Análisis de la actividad de la glotis 
con electromagnetismo o sensores de 
vibración
El principio básico de este estudio es obtener formas 
de ondas de la glotis, que pueden ser usadas para 
eliminar el ruido en correlación con la señal acústica 
obtenida de un micrófono estándar para hablar de 
cerca. Son varios los sensores que se han desarro-
llado bajo el principio electromagnético y basan su 
funcionamiento en la propagación de la energía en 
forma de onda, presentando gran simpleza en su 
implementación, debido principalmente a su princi-
4*4=kK?J
principiose encuentran los sensores nonacoustic, que 
proporcionan mediciones en función de la excitación 
de la glotis, es decir, movimiento del tracto articulador 
vocal, que son acústicas prácticamente inmunes a 
disturbios y pueden suplementar la forma de la onda 
acústica del habla [21]. Los sensores de movimiento 
electromagnético GEMS, por sus siglas en inglés (Ge-
neral Electromagnetic Motion System), son aquellos 
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que miden el movimiento del tejido durante el habla 
sonora cuando esta envuelve de vibraciones a las 
cuerdas vocales. Son sensores radio frecuencia (RF) 
que se colocan directamente en contacto con la piel y 
fueron desarrollados por Aliph Corporation. Miden la 
vibración de la pared de la tráquea durante el discurso 
oral, mientras se emite una señal electromagnética de 
k+2X-
míade producción del habla, que está compuesta por 
la traquea, las cuerdas vocales o la pared del tracto 

=k\?3HJ
Las señales recogidas del dispositivo GEM depen-
derán del movimiento del tejido de la anatomía de la 
producción del habla, que es relativamente inmune a la 
degradación debido a fuentes externas deruido acústico 
[22]. Los TERC (Tuned Electromagnetic Resonatic 
Collar) son sensores que miden los cambios de la ca-
pacitancia eléctrica de la glotis, basados en imágenes 
de resonancia magnética.Estos sensores no requieren 
de una posición precisa, ya que el sensor está diseña-
do para detectar pequeñas perturbaciones dieléctricas 
características del tejido del cuello, que resultan del 
ciclo de la glotis durante el habla. El funcionamiento 
de esta técnica se basa en uno o más capacitores que 
son situados alrededor del tejido del cuello mediante 
la colocación de dos o más placas conductoras sobre el 
collar. Aunque no se requiere que esté en contacto con 
*
=kQ?=kR?J
Figura 5. Ubicación de los sensores GEM, la excitación correspon-
diente y funciones acústicas y función de transferencia 
resultante.
Fuente: tomada de [27].
Igualmente, se cuenta con los sensores basados en 
el principio de vibraciones, entre ellos el P-mic 
(Physiological microphone), un sensor piezoeléc-
3$
humana. Este fue desarrollado por los laboratorios 
de investigación del ejército para medir el proceso 
!34
y desde entonces ha sido utilizado como sensor 
=k`?=k>?J<_	33
proporcionando una buena atenuación de ruido (30 
dB), con una buena información de excitación loca-
lizada debajo de la glotis. La señal del P-mic tiende 
	Y3

kV$+=kH?J
Otros sensores menos utilizados para adquirir seña-
les del habla sub-vocal son: el electro glotto graph 
(EGG), una herramienta de investigación estándar 
que fue diseñada para detectar cambios en la im-
pedancia eléctrica a través de la garganta durante 
el discurso sonoro. Se compone de dos electrodos 
con una capa de oro, ubicados a cada lado de la 
laringe por medio de un collar, con un potencial 
aplicado.Cuando las cuerdas vocales se cierran, 
la impedancia eléctrica disminuye, mientras que 
cuando están abiertas,un valor más alto se produce. 
Las vibraciones en la glotis inducen una señal de 
aproximadamente 1V RMS en una frecuencia de 
3,2MHz, que facilita la vibración. Una desventaja 
de esta técnica es la sensibilidad de la colocación 
exacta de los electrodos [21].
 	
	
basado en el reconocimiento del habla
La utilización de esta tecnología consiste en regis-
trar la actividad eléctrica del músculo, la cual es 
     { 
no implantados), produciendo señales acordes con 
la vibración o movimiento del aparato fonador. 
<Y
muscular, que es activada por el sistema nervioso 
central, lo que genera una pequeña descarga de 
4XJ#
corrientes eléctricas se muevena través de los teji-
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dos del cuerpo,cuya resistencia crea diferencias de 
potencial que se pueden medir entre las diferentes 
3      
en la piel. Después de ser adquiridas las señales, 
!
señales que puedan ser utilizadas en la reproducción 

=kR?	=`k?J<!
3KJ
Figura 6. Posicionamiento de los electrodos EMG.
Fuente: tomada de [31].
La aplicabilidad del reconocimiento del habla basa-
do en EMG en ambientes acústicos hostiles ha sido 
investigada por la NASA. Su investigador principal, 
$33\>^!
!VH
de tiempo real que fue aplicado a sujetos que están 
RH
J
Hay también investigaciones interesantes que se 
trabajan en Estados Unidos, donde Ambient Cor-
poration ha desarrollado un sistema en el cual las 
Y#&
o más electrodos situados por encima de la larin-
ge. El propósito de este sistema es transformar las 
señales obtenidas por medio de EMG en voz, que 
es sintetizada a partir de las imágenes captadas por 
una camara, a las cuales se les asigna una señal tipo 
EMG. El funcionamiento de evaluación de este 
sistema fue probado para oírcinco vocales japone-
!3\KQ^J
#!{3\|6
primero es la entrada que corresponde a la imagen 
de la pronunciación oral obtenida de una cámara, la 
!3
es la estimación que se hace en función del área del 
tracto vocal y se extrae desde las características con-
!!3
y el tercero, las señales del habla que se sintetizan 
_/=`>?=`H?J
Figura 7. Sistema propuesto para la imagen de entrada del micrófono.
06=`>?J
Otros trabajos realizados basados en el sistema 
EMG, proponen un componente independiente de 
análisis (Independet Component Analysis[ICA]) 
!*-
cación por medio de Rede Neuronal. Usan fonemas 
de las vocales de una base de datos con un éxito de 
R`RR^J#462-
!!J#4-
quisición, se usa DAS (Data  Acquisition System), 
compuesto por una tarjeta de adquisición, sensores 
{|&J#
la fase de aprendizaje, con ICA se aprenden las 
funciones base de los datos de entrada, y en la fase 
!J<3Q
muestra un diagrama de bloques propuesto a partir 
=`K?J
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Figura 8. Propuesta del sistema de reconocimiento de habla sub-
vocal. (a) Adquisición, (b) Extracción de característica, 
{|!J
06=`K?J
#=HV?432-
sición y procesamiento de las señales de habla obte-
nidas por medio de sMEG, que ayudan a superar las 
limitaciones propias de este método, como la acústica 
del reconocimiento del habla, y plantean la posibilidad 
de aplicar este método en sistemas de comunicación y 
aplicaciones para el control de dispositivos. 
3.6  Interpretación de las señales por 
sensores de electroencefalografía (EEG)
Además de las aplicaciones clínicas conocidas, la 
EEG ha demostrado ser útil para una multitud de nue-
vos métodos decomunicación, a través de la captura 
y procesamiento de las señales que se producen en el 
cerebro al momento de pensarse en la pronunciación 
=``?=`\?=HW?J#
-
va alternativa para la aplicación de dispositivos de 
interface cerebro-computador (BCI). Este sistema 
requiere del implante de un electrodo especial en la 
capa externa del neocortex. El archivo de las señales 
es transmitido al receptor más cercano y procesado 
para ser controlado por el cursor en el monitor de 
24=`Q?J
Los tres elementos que se analizan sobre las señales 
obtenidas del motor cortical humano son: 1. Detec-
!Y6
!3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
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

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señal se realiza mediante un mapeo de actividad 
=`R?J#2
3RJ
Figura 9. Sistema propuesto utilizando micro-electrodos intracordiales.
06=`R?J
Este método permite restaurarla comunicación oral 
de las personas paralizadas, o restablecer la comuni-
cación por escrito, a través del desarrollo de un siste-
ma que facilita el control de un cursor de un mouse, 
el cual se puede implementar en un teclado virtual. 
Existen varios factores a tener en cuenta cuando se 
quiere utilizar el método de microelectrodo intracor-
tical para SSI, entre los cuales están la elección de 
!=>W?J
El éxito del SSI intracortical requiere de electrodos 
que puedan ser implantados en los humanos, estos 
deben ser durables o proporcionar observaciones 
consistentes de las señales neurales. 
La modalidad de decodificación es impor-
tante para el desarrollo de la prótesis neural.
Con“modalidad”se hace referencia a la naturaleza 
Y
la observación de la actividad neural. Durante los 
últimos años, los electrodos intracordiales han sido 
utilizados en pacientes voluntarios con parálisis 
cerebral severa.
4.  ANÁLISIS DE RESULTADOS
Las expuestas anteriormente son las tecnologías 
disponibles para reconocimiento de habla silenciosa 
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o habla sub-vocal que se han venido desarrollando e 
implementando en los últimos años. Estas técnicas 
de SSI cubren la extracción de información prove-
niente de todos los estados de la producción de la 
voz, desde la intención de habla hasta el efecto de 
!J<3VW11}
anteriormente de acuerdo a las fases en las cuales 
se producen las señales analizadas.
Para entrar a analizar cada una de estas interfaces, 
*2
necesitan mayor avance e investigación para lograr 
  !     3 
error casi despreciable en la interpretación de los 
fonemas. La tabla 1 muestra algunos de los retos 
que actualmente enfrentan las SSI y el estado en el 
que se encuentra cada una de ellas, comparada con 
las demás. Primero, se evalúa el grado de afectación 
que en el comportamiento de la interfaz pueden re-
presentar los cambios en la posición de los sensores 
que se generan durante la adquisición y síntesis de 
las señales. Cuando se trabaja con sensores ópticos 
o de ultrasonido, por ejemplo, cada movimiento del
3
un cambio en el marco de referencia de la imagen, lo 
que hace que los resultados obtenidos sean “sesión-
dependientes”, es decir, cada vez que se implemente 
la interfaz, deben establecerse nuevos parámetros 
de medición relativos a cada sesión. 
Figura 10. Modelo de las fases de producción del habla con sus correspondientes SSI.
06=>Q?J
Tabla 1. Comparación de algunas características de las seis interfaces.
ISS/
Característica Posición de los sensores
Independencia del hablante y 
comodidad
Permite su uso 
comercial
Permite su uso 
en medicina
EMA Sensible a variación No es cómodo, no brinda independencia No Sí
Optimo y de 
ultrasonido
Sensible a cambio de marco 
de referencia de la imagen
No muy cómodo, no brinda 
independencia Con limitaciones Sí
NAM Es necesario encontrar el punto más óptimo Cercano a la independencia y cómodo Sí No
Sensores de 
vibración y EM
Es necesario encontrar el 
punto más óptimo
Cierto grado de independencia, 
ciertamente cómodo Sí No
EMG Poca sensibilidad a variación
Poca independencia, relativamente 
cómodo Sí Sí
EEG Sensible a variación No permite independencia, no es cómodo No Sí
Fuente: elaboración propia.
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Posteriormente se evalúa la comodidad del hablante 
cuando está usando la interfaz y la independencia 
que esta brinda para realizar tareas cotidianas. En 
esta parte también está relacionado el hecho de 
que la interfaz sea o no invasiva para el hablante.
Finalmente, se evalúa el campo de aplicación de 
cada uno de ellos, para uso comercial o para uso 
médico, debido a que estas son las aplicaciones más 
comunes de este tipo de interfaces. El uso comercial 
4!
utilizar la interfaz en, por ejemplo,comunicaciones 
móviles, en sistemas de seguridad de la informa-
ción, etc. Esta aplicación requiere, entre muchas 
más cosas, que la interfaz no se vea afectada por 
el ruido a veces excesivo del ambiente. La rehabi-
litación médica está directamente relacionada con 
la posibilidad de utilizar la interfaz en pacientes 
que han sido sometidos a una laringectomíau otra 
patología similar, para mejorar su calidad de vida.
Partiendo de estas premisas y observando con 
detalle las características presentadas por cada in-
terfaz, consideramos que la detección del murmuro 
no audible (NAM), por su grado de evolución y la 
independencia que le permite al hablante, es una de 
las técnicas más prometedoras para su aplicación 
comercial en una interfaz de control hombre-má-
quina y para la detección de los fonemas del idioma 
español, ya que hasta el momento los principales 
desarrollos que se han hecho con este sistema son 
en la detección de fonemas japoneses. 
5. CONCLUSIONES
A lo largo de este artículo se han revisado las seis 
tecnologías con mayor capacidad para el reconoci-
miento de las señales provenientes del habla sub-
vocal, demostrando las ventajas y falencias de cada 
una de ellas. Algunas muestran mayor desarrollo 
234*
el murmuro no audible (NAM). Es posible notar los 
desafíos actuales y las futuras aplicaciones para los 
sistemas de adquisición y procesamiento de señales 
provenientes del proceso de habla, entre las cuales 
se encuentran los próximos campos de acción en 
comunicaciones, seguridad, y control de dispositivos. 
Entre los obstáculos a superar está la supresión de 
ruido y la implementación de mejoras en cuanto al 
rango de reconocimiento, la robustez, y la interfaz 
92
implementado no afecte las actividades del hablante y 
pueda funcionar bajo condiciones adversas y diferen-
tes tipos de entorno (ambientes ruidosos). Asimismo, 
es fácil observar que la efectividad y rango de acierto 
!4
a medida que se adquieren señales más próximas a 
los impulsos generados desde el celebro, por lo que 
se hallan mayores errores cuando se implementan 
métodos como el basado en sensores tipo EMA. Sin 
embargo, tales métodos representan mayor desafío en 
la etapa de adquisición y procesamiento de las señales. 
Este trabajo demuestra las múltiples alternativas 
existentes para obtener un sistema de comunica-
ción silencioso que puede estar supeditado a las 
características propias del usuario o del entorno 
en el cual se vaya a trabajar. También demuestra 
el amplio campo de investigación que aún hay en 
esta temática y las posibles aplicaciones que pueden 
derivar del constante avance de las interfaces de 
lenguaje silencioso. 
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