Recognizing the re-appearance of an object provides a useful functionality for automated scene interpretation. While many modalities will in general contribute to this task, this paper focuses on the use of object color properties. Re-identifying objects between cameras requires a calibration of the respective color spaces, which are a function of both camera and lighting properties. Ways in which such calibration may be accomplished, on-line and without specialist equipment, are investigated. Matching against previously observed objects is an image retrieval problem, for which we develop an explicit representation of the observed color distribution. Color histograms can be built and compared in real time without specialist hardware: we investigate effective representations for classification of object identity. The camera capture noise characteristics are used to define optimal histogram quantization intervals. A model of the object color properties is built using multiple observations of the same object, acquired with the use of a spatial object tracker. Comparative results on real data are presented for single and multi-camera re-identification, using algorithms which may be executed in real time.
of object classes. McKenna [17] uses the hue and saturation (HS) space to track faces in a well controlled scene, reporting a constancy and tight clustering of skin toning across samples. The HSV space is also used by Das [16] and Carson [5] in database retrieval color matching. Also in this work, Rubner [36] uses the CIE-LAB space. The goal of that work is to find signals which are perceptually similar: here, human perceptual characteristics are not relevant, and so the transform to a perceptually meaningful space is not considered. In addition, 'custom' basis vectors, transverse to the intensity component, are used elsewhere [1, 4, 11] to represent the chromaticity.
Color Calibration
The surface reflectance of the object is its identifying property we aim to exploit. However, the corresponding chromatic values captured by the camera have a dependence on both the chromaticity of the scene illumination, and the response characteristics of the camera. The standard approach to decoupling the surface reflectance from the spectral illumination, is to assume certain properties about the scene, and then derive the corresponding correction. The gray-world model assumes equal quantities of red, blue and green components of surface reflectance in the sample: any observed imbalance is assigned to the scene illumination, corrected with a von Kries adaptation [35] .
The white-patch model [14] presumes that in every image there will be some surface or surfaces such that there will be a point or points of maximal reflectance for each of the R, G, and B bands. The Gamut constraint model [15] utilizes the fact that, under standard illumination, only a limited set of all possible (R,G,B) triplets are actually observed. The transformation required to map a sample of triplets observed under unknown illumination back to the canonical gamut encodes information about the illumination. However, for our problem, conventional methods cannot be directly applied: the cameras observe different scenes, so the effect due to illumination and response characteristic cannot be factored out easily. Moreover, we assume that the test signals necessary for an explicit estimate of the illumination (e.g. [26] ) are unavailable. In Section 4, we introduce a method using features extracted from objects tracked between cameras, for a von Kries-type adaptation of the chromaticity.
Color Distributions
Distributions of color values can be represented by either explicit or parametric forms, with the aim of representing the color of object O i with e.g. a feature vector f i . Swain and Ballard [29] first introduced the explicit form (i.e. a histogram of chromaticity) as a means of image indexing. The process of histogram equalization is widely used [6, 23, 25] The color histogram does not take into account the information contained in the relative spatial positions of the pixels. This invariance to spatial positioning is advantageous for the representation of non rigid objects of variable pose (e.g. humans).
However, the histogram is unable to distinguish between e.g. the Belgian and German flags: although they have a different spatial configuration, they contain the same colors in the same proportions. Other information can be used in conjunction with the pixel color values. Huang [10] makes a joint histogram with color signals from neighbouring pixels; Pass [23] constructs the joint histogram with other image features such as gradient and texture measures. Marginal histograms are also considered [25] an effective strategy when the number of samples available to form the distribution is small.
The two principle methods of parameterizing distributions are the detection and representation of peaks in the histogram [11, 16] , and the modeling of the distribution with a mixture of Gaussians [5, 17, 30] using the Expectation Maximization (EM) algorithm [31] . Other methods can also be found in the literature: for instance, Rubner [36] extracts features from the positions of an equiprobabilistic partitioning of the distribution, using the k-d tree [3] . There are advantages to using a parametric coding, e.g. peak or cluster positions, to represent input probability distributions. They are usually efficient, compact structures, requiring a relatively small description length. That is, they eliminate much of the redundancy present in the statistics of natural object histograms. The EM algorithm generates a maximally likely estimate of the Gaussian parameter set. Most importantly, they allow a representation for high-dimensional distributions, where explicit histograms would be impractical.
In this paper, we concentrate on matching explicit representations, as they are better suited for the application we consider, for the following reasons. First, the transformation from input distribution to parametric code inevitably involves process parameters: these are either set by hand for particular data sets, or use computationally intensive selection criteria such as Minimum Description Length [27] . Second, the construction of a distance measure in the space of parameter values is a more complex task, as the relationship between parameter values and distributions is more complicated. Finally, parametric codes invariably involve some irreducibly serial process. In the case of EM, that process is an iterative one, employing considerable computational resources. For real time applications, an algorithm employing only look up tables and histogram construction should provide a significant computational advantage. In this paper, the EM algorithm is used in Section 4 to find points of correspondence between the color spaces.
Distance Measures
In the context of visual surveillance, the goal of the process is to determine which (if any) previously observed signals refer to the same physical object as the currently observed signal. This is essentially a problem in image retrieval, for which measure of signal dissimilarity D(·, ·) is required. A binary output may be generated by reference to a threshold value of dissimilarity. Alternatively, it may be considered a feature in itself, for incorporation alongside other modalities of evidence.
Below, we briefly outline a taxonomy of proposed measures; for more detail see e.g. [25] . First, test statistics provide a sound basis for comparison: the color distribution is interpreted as a probability distribution, and the comparison is effectively testing the hypothesis that the two observed distributions {f i , f j } are drawn from the same generative model. However, the Kolmogorov Smirnov distance and Cramer/von Mises statistics use the cumulative distribution, which is defined in one dimension only. The χ 2 statistic measures the total squared difference, scaled by the joint estimatef =
Second, there are information-theoretic measures: the Kullback-Leibler divergence [13] provides a non-negative, asymmetric measure of dissimilarity, and has been proposed for use in image retrieval [20] ; the Jeffrey divergence is a symmetric version, claimed [25] to be more numerically stable when evaluating empirical distributions than e.g.
the Euclidean L 2 distance.
Third, there are heuristic measures of distance, most commonly employing the Minkowski-form distance L p :
For matching of color distributions, the L 1 distance is most often used, as it is claimed [10, 23] to be be more robust to outliers.
All the above measures suffer the common deficiency of not incorporating 'crossbin information', i.e. the degree of dissimilarity between two bins. For example, all delta-function distributions (not localized on the same bin) are equally dissimilar, no matter how near their location. The fourth group, ground based measures, aim to rectify this situation. The Quadratic Form distance [19, 8] finds the inner product of histogram differences, weighted by a matrix denoting the similarity between the bins. The Earth Mover's Difference [36] expresses the minimum work required to transform one distribution into the other: larger differences of bin location require greater work. An extensive empirical evaluation of these different measures by Puzicha et al [25] indicates that ground-based measures provide the best performance for most applications. However, this evaluation concluded the χ 2 statistic to be not substantially inferior, and is used in these experiments as its implementation is significantly more simple.
A relevant issue is the complexity of the retrieval process, with respect to the number of elements in the database. For large databases, sequential processing of the elements is infeasible: indexing methods [7, 24] , typically using a form of tree structure [3, 12] , are necessary to achieve reasonable query performance. For the application considered in this paper, there are only a small number of database elements: results are presented for sequential processing only.
Generation of Object Sequences
This section details the series of processing tasks necessary to generate object sequence data structures. Each object sequence consists of a set of object observations, each referring to the same physical entity, yet observed in different frames. An object observation is a subimage of arbitrary shape. The structure imitates in some ways the functionality of the 'object oriented' MPEG4 data stream [32] . These structures form the input data for the novel work presented in this paper. There exist more sophisticated implementations (e.g. [28] ) to deliver similar output type with higher real-time performance; nevertheless, the algorithm presented below provides a sufficient frame rate to generate continuous object sequences.
Detecting Events
Pixel differencing is the standard procedure for detecting events observed from a stationary camera. Each incoming frame is compared with a stored background model.
The background model is a per-pixel mean and variance, continuously updated with all non-foreground data. Thus, there is adaption to slow changes in luminance, and local background variability such as wind-blown trees, or monitor flicker. Each pixel of the incoming frame is classified as foreground if its difference with the background mean exceeds three standard deviations of the background variance (for that pixel).
It is known beforehand that observations of events will be represented by numerous adjacent pixels of foreground data. This allows a morphological opening operation to be applied, eliminating isolated foreground pixels, to reduce the effect of noise.
Tracking Events
The binary image of foreground/background data must then be segmented into the object observations introduced above. Alternatively, we may view this same process as a grouping of the individual foreground pixels into these same objects. In this work, two stages are used for this process.
First, a connected components labelling is performed on the foreground data, to divide it into regions R i . Each pixel in a region is adjacent to at least one other pixel in that region, and not adjacent to pixels from any other regions. Regions below a minimum area threshold (for example, 20 pixels) are discarded.
The second stage re-assigns the label associated with each region. The goal of the re-assignment is for regions representing the same object, in different frames, to share the same label. In other words, the objects are to be tracked through the sequence.
Moreover, the the foreground signal of an object can be fragmented into a number of non-connected regions: a grouping process is also required to assign the same label to each of these regions. These requirements are simultaneously addressed in a simple tracking algorithm.
In each frame, the centroids c i and second order shape moments S i of the regions are calculated. Hypothetical groupings of these regions are generated, by finding all pairs of regions {R i , R j }, for which the adjacency relation
is satisfied. These pairs are entered alongside individual regions as observations to a spatial tracker, which matches them against the predicted properties of 'stored' objects, using an L 1 distance in the space of {c x , c y , Σ xx , S xy , S yy }, on a best-first basis up to a threshold. Unmatched observations are assigned a new identification number, and entered as a stored object. Unmatched stored objects are allowed to persist for a number of frames before they are removed from the tracker memory. Before this happens, their properties are updated from the observation data using an α − β filter (if a match is found), or the velocity and shape assumed constant (otherwise). This process achieves a merging of regions, and subsequent association through a sequence.
However, it cannot correctly represent two distinct objects that either touch or occlude one another, making a joint, single region. In this a case, a splitting algorithm (e.g. [9] ) must be employed. For the data sets presented in this paper, this was not required. In the next section, we show how the object sequences can be used to calibrate the color spaces. However, it is not necessary to derive the absolute correction to illumination, but only to find an the relative transformation T between the cameras. If it is known that two object sequences, captured from either camera, refer to the same entity, the difference between them can be used to learn a suitable transformation. Of course, it is this knowledge (of referent) that is the goal of the overall exercise, so in this sense we are proposing a supervised learning scheme: a set of ground truth matches are used to derive a transformation, which can then be used on unknown data. In practice this may not be an onerous requirement. For the cases of partially overlapping or adjacent scenes, spatio-temporal information may be sufficient for a reliable automatic generation of ground truth: in other words, tracking a pedestrian across cameras provides the points of reference between their respective chromaticity spaces.
Calibrating Color Spaces Between Cameras
Let a particular reflective surface, observed with chromaticity (u A , v A ) in camera A,
It is known only that the two distributions have the same generative model: the correspondence is not available on a pixel-by-pixel basis. The goal of the transformation is to show this explicitly (i.e. with a minimum dissimilarity) on unseen test data. If a relatively small number of training signals are available, then T must be constrained to diminish over-fitting, and consequent lack of generalization to unseen cases. The simplest class of transformation T is the 'zeroth order' polynomial, T 0 :
The first order equivalent, T 1 , is a six parameter affine transformation:
Either T 0 or T 1 may be estimated from a set of n pairs of corresponding values
The mean difference is sufficient to calculate the zeroth order transform, and the affine transform is found by writing the above system of equations as U B = T U A , where T is a 3 × 3 matrix (incorporating the six co-efficients), and post-multiplying by the pseudo-inverse U −1
A . The remaining requirement is a suitable method of finding reliable correspondences.
If correspondences between object sequences are available, then statistics extracted from these may prove sufficient. A simple measure to take is the mean chromaticity from each sequence, resulting in one pair of co-variables per object sequence. However, the mean can be sensitive to outliers: an improved estimate may result from removing these from the estimate. The method we propose is to model the distribution with an EM-trained [31] mixture of Gaussians, and use the mean of the Gaussian with the largest prior (i.e. the largest peak) for values of (u i A , v i A ) and (u i B , v i B ). In the experiments presented below, the color distribution is modeled by four Gaussians, and the largest is chosen as the point of correspondence. The stability of the solution depends on the number and distribution of these points: a wide a selection of tracked features is desirable.
Constructing a Feature Vector
The proposed method builds a feature vector from the histogram components of observed color. It is required that the dimensionality of this vector be as small as possible, both for speed of real-time processing, and to ensure sufficient numbers of samples to populate each component. Fig. 2 shows the chromaticity log-histogram, in (u, v) space, of the data used in the experiments. It is evident from this plot, that the data are unevenly distributed (centrally peaked), and also that there is significant correlation between the two components (i.e. a diagonal structure). In this section, we describe a procedure for defining the components of the feature vector. First, the histogram is aligned with the principle components of the total sample set, to eliminate second-order redundancy. Then, quantization intervals are chosen to equalize either probability or information density.
De-correlation of Input Components
To construct a feature space that efficiently conveys information about the observed chromaticity distribution, the relationship between the components of the input signal requires analysis and treatment. We approximate the total input distribution with a multivariate Gaussian. Its covariance Σ, defines the region of the chromaticity space with significant input probability. The correlation between chromaticity components is manifested by a diagonal slant to this region. Therefore, the chromaticity is expressed using the set of basis functions {λ 1 , λ 2 }, scaled by the { √ ω 1 , √ ω 2 }. Using this form, its second-order statistics are spherical, rather than elliptical. This process is beneficial in two respects. First, this expression of the input data avoids the situation wherein a significant proportion of the input space is unlikely to be used. Second, the de-coupling of the components permits an analysis of the marginal statistics of either component, in order to establish its optimal quantization into histogram 'bins'.
Histogram Equalization
The simplest strategy for representing a distribution, using a constrained number of components, is to linearly subsample the data. For instance, if 8 bins per component are specified, the original expression (using 256 bins) is five times sub-sampled (a reduction from 8-bit to 3-bit resolution). This is not, however, the optimal representation for discriminating between different objects, and recognizing the same objects. The reason is the uneven input probability distribution of color values: the majority of samples are of roughly neutral coloring, with very few strongly saturated values This leptokurtic distribution is typical of naturally occurring signals [2] . Under linear sub-sampling, the extreme bin values will be rarely used, and the commonly used values may be so common that they are unable to discriminate between different entities.
Thus, a commonplace procedure [6, 23, 25] is to equalize the histogram responses, using a nonlinear quantization scheme. This is effectively a piece-wise constant transfer function: for a typical (centrally peaked) input distribution, it will have sigmoidal shape. This has some justification: the information transmitted by a quantized output of constrained bandwidth, about a single noiseless input, is maximized when the output probability distribution is uniform. There are two obstacles preventing too great a reliance on this justification: the input is noisy, and the quantities of interest are not single values, but distributions of values collected over the entire object observation. In the next section, we address the first issue, by providing a modification to the histogram equalization procedure for the case of noisy input data.
Equalization of Information Density
In this section, we describe the application of a general result in Information Theory on the transformation of a variable X into another variable, Y . The justification for histogram equalization, is that a transfer function y = g(x), performing histogram equalization, maximizes the entropy H(Y ) of the output signal. In the absence of noise on the input signal X, this maximizes the transmitted information I(X, Y ), since
, and the latter term is either zero (for discrete variables), or a 'small' constant term for continuous variables [2] . In this case, the derivative of g is equal to the input probability distribution, up to a scaling constant. For a discrete output type, it produces a uniform probability of response over the output range.
When X is affected by some noise process, H(Y |X) varies with the transfer function g(·), which impacts on the transmission rate I(X, Y ). The optimal transfer function will no longer produce a uniform output probability distribution, but instead maximizes the difference between H(Y ) and H(Y |X). In this case, a strategy for finding the optimal transfer function (i.e. set of histogram boundaries) has been shown [21] to be an equalization of the information provided by each output. For brevity, this algorithm is referred to as the Infomatch algorithm, since it matches information density across the output bandwidth. In the absence of input noise, this reduces to the histogram equalization solution. When there is noise on the input channel, it moves histogram boundaries where there is high input probability further apart, since noisy input will give a variable output (and thus less information) using tightly packed boundaries. An alternative analysis using continuous variables [18] results in similar conclusions.
The k-d tree [3] is a useful architecture for constructing transfer functions from the statistics of the input data. In order to calculate the Infomatch function, an estimate of the individual pixel input noise needs to be provided. This cannot be inferred from the object sequence data, since the object is moving, and the required level of inter-frame correspondence is not available. However, it can be obtained from multiple observations of the same input signal, i.e. the variation in pixel values captured from a static scene. This technique is used to estimate the input noise variance, which is used in the construction of the Infomatch transfer function. The difference in efficiency between histogram equalized and Infomatch functions, has been shown [21] to increase with both the kurtosis and the noise on the input signal. Since this dataset is both noisy and leptokurtic, we expect some improvement in the overall efficiency of the process, by using the latter function.
Definition of Feature Vector
We now describe the procedure for constructing a feature vector from a set of object chromaticity values. First, each color value is re-expressed, using the principle components of the entire sample set. Second, a joint histogram of these values is compiled, using transfer functions g 1 , g 2 , each having K outputs, for the first and second components. (These functions can be designed for linear, histogram equalized or Infomatch definitions.) Finally, the histogram is normalized to sum to unity, since the total quantity of observations is not expected to provide information about the object identity.
The components of the feature vector are thus the K 2 elements of this normalized histogram.
Matching Feature Vectors
In this section, we describe the procedure for obtaining a measure of the probability that a particular feature vector f refers to the object O i . We write the distribution of feature vectors likely to be observed from that object, as the color model M i . The observed distribution f may be a sample from M i , with noise added from the capture process. As reviewed in Section 2.4, there are different measures of similarity between distributions. We would like to derive the probability that f is drawn from M i , by means of a comparison with e.g. the mean m i of M i .
If the components of the latter are independently distributed, then a χ 2 test returns this probability [33] . A standard χ 2 test assumes each component has unit variance: therefore we must normalize by the actual variances of the M i components, to give the absolute result of the χ 2 test any significance.
The χ 2 test is a γ function of the L 2 distance: below, we describe two procedures for turning this into a useful output quantity; both are effectively methods for estimating the M i distributions. The simplest way to do this is to determine the threshold at which a reasonable proportion of the samples are correctly identified as belonging to 
Model Parameter Estimation
The spatial tracking methods described in Section 3 provide a means of automatically associating multiple observations with the same model. Thus, an object sequence of J frames can provide this many feature vectors: {f i j : j = 1 . . . J}, all referring to model M i . This set may be used to estimate parameters for M i , e.g. its mean m i and variance V i . If each component k of the feature space is assumed independent, we have
To test an unknown feature vector f against the model M i , we have
An inaccuracy with this method is that the set {f i j } is not a set of random samples from the model distribution M i . Rather, the samples are likely to be correlated over the sequence of observations, drawn from successive frames. Practically, there is little that may be done to mitigate this inaccuracy. However, if multiple object sequences are able to be associated with the same object (using e.g. color rather than spatial tracking), a greater variation in pose and lighting will be sampled, and thus the model parameters will be more accurately estimated.
Results
This section describes experiments conducted to recognize people upon re-entering a scene observed by a single camera, and between appearances on two adjacent cameras.
A diagram of this configuration is shown in Figure 4 . Fifteen people passed twice through the view of the first camera, and once through the view of the second, creating a total of forty-five object sequences. The three preparatory steps, as described above, were executed. First, one half of the data was used to calibrate the chromaticity of the cameras (Section 4). Second, the total ensemble of object chromaticities was used to construct histogram equalized and Infomatch transfer functions (Section 5).
Finally, noise models were estimated by measuring the component variabilities within the sequence (Section 6).
For simplicity, the resulting match probability is quantized into either 'positive' or 'negative' output: a threshold probability p 0 is the minimum required for a positive match. A good classifier will have a low number of false positive and true negative outputs: plotting one against the other as a function of p 0 gives a ROC curve which will ideally stick to the axes of these variables. To compare a large number of these curves, we take the cross section through their false negative values at the threshold necessary to achieve 90% true positive performance. The experiments tested the type of transfer function used to define the feature vector, the number of components K, and the number of frames taken to constitute an observation to match against the model. Default and derived model variabilities were also compared. Three types of quantization scheme were tested:
• I: Uniform sub-sampling.
• II: Histogram equalization.
• III: Infomatch quantization.
K was varied from six to eighteen: thus the number of feature vector components varied from between 36 to 324. Scheme (III) used an input noise σ of 7.0, from a dynamic range of 256, estimated from a static scene recorded by the same cameras.
Results for two types of observation are presented. First, object observations (i.e. single frame data) are matched against the object sequence model. Second, other sequences (i.e. the mean over multiple frames) are matched against this same model.
They are referred to as frame and sequence classification respectively. While the latter give, as expected, a significantly better classification performance, the former is a more difficult problem and affords a substantially larger data set: these serve to demonstrate differences between classifiers.
Single Camera Re-identification
Quantization Scheme A typical ROC curve for the three schemes, performing frame classification, is shown in Figure 5 . In this experiment, K = 8, implying 64 elements to the feature vector. The Infomatch function provides the best classification performance, giving e.g. 83% correct responses, against 81% correct responses using histogram equalization, and 70% correct responses using linear sub-sampling. The corresponding sequence classification curves are shown in Figure 6 . This appears to be too easy a problem to differentiate between histogram equalization and Infomatch schemes: 97.5% and 98% of false matches are given the correct (negative) answer, while positively identifying 93% of the true matches. Both schemes again outperform linear sub-sampling for which the corresponding statistics are 88% and 86%. We emphasize that the only difference in these classification procedures, is the placement of the boundaries for compiling the histogram. It is evident that adaptive boundaries (i.e. non-linear quantization) provide a significant improvement to the classification performance. The Infomatch refinement (for noise on the input signal) provides a
smaller, yet still significant, improvement to the performance.
Number of Quantization Intervals
The number of quantization intervals K was varied, to asses how it affects the classification performance. The match probability was chosen to achieve a recognition rate of 90 % true positive, and the consequent rate of false negative output recorded to assess performance. This allows a comparison over the resolution of the representation, shown in Figure 7 , for frame classification.
For a coarse resolution, Infomatch provides the best performance, followed by the histogram equalization method. As the resolution increases, the uniform method increases in performance, reaching parity with Infomatch at around 200 elements to the feature vector, the performance of which is approximately constant with respect to resolution. The uniform method displays a considerable odd-even sawtooth behaviour.
This can also be observed in schemes (I) and (II), though to a lesser extent. This appears to be a consequence of the arbitrary manner in which the uniform quantization divides up the input distribution: different values of K imply boundaries which are more or less useful to the classification process.
Noise Model Validation The learned variability model proposed in Section 6 did not improve upon the performance of a default (constant) model: invariably, performance deteriorated by a small yet significant amount. For the histogram equalized feature vector with K = 8, frame classification achieved a 75% success rate, compared with 81% (reported above) for the Euclidean match metric. The only explanation lies in the inaccuracy of the estimated noise model: the sample set is only of the order of tens of frames, and it seems a larger sample size is required for the estimate to be more effective than the default.
Multi Camera Recognition
To demonstrate the viability of the technique on multiple camera systems, Figure 8 shows the ROC curves using the Infomatch transfer function, setting K = 7, to match object sequences across cameras. One half of the object sequences were used to calibrate the transformation, which was then used to test the other half. Three curves are shown, using the two parameter, six parameter, and no calibration schemes. Choosing equal quantitles of true positive to false negative, we obtain match performances of 77%, 82%, and 57% respectively. Thus, the matching of sequences between cameras is approximately as reliable as matching frames on a single camera.
Conclusion
A method has been presented for explicitly representing an object color distribution in order to match observations captured on one or more cameras. The capture noise process was used to define a maximally informative feature map to represent this distribution, wherein the object variability was learned, using multiple spatially tracked observations. This map was shown to provide superior classification performance to alternative definitions. However, the inclusion of a noise model learned from the data resulting in inferior performance to a default (Euclidean) model. We conclude with a discussion on real time applicability, and the future work anticipated.
Real Time Performance
The execution of a match query can be accomplished in a short period of time. On a serial architecture, the construction of the feature vector f is linear with the object area, and, for a k-d tree, varies with the log of the resolution. The evaluation of the match probability is a χ 2 on a vector of between 36 and 324 dimensions, which is insignificant in comparison. Even in its current (research) implementation, 36 and the procedure is suitable for object-based parallel architectures. A process or thread associated with a particular observed entity (which could be considered [22] a software agent) would privately calculate the relevent feature vector, and communicate it with other agents as appropriate. Low dimensional feature vectors require less bandwidth for this communication, should the agents be distributed over multiple platforms.
Further Work
Classification performance can be increased in at least three ways. First, one can improve the quality of the input data. In this case, the removal of object shadow , and restoration of object parts missed through a similarly colored background (i.e. a better segmentation) is likely to impact positively. Second, one can refine the definition of the feature vector, or the match measure. The feature vector could be extended by a hierarchical (e.g. quad-tree) representation of the color distribution. The match measure may yet benefit from further investigation into how a suitable metric may be learned from the variability of the data. Third, one may incorporate additional (e.g. spatial) information. Rather than incorporate this directly into the feature map, it is proposed that sub-objects be matched (e.g. for people: trousers, skirt, shirt, hair etc), and a framework used to integrate the match results. 
