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Introduction
In this paper we shall consider the nth-order differential equation 
Q(t, u, ul,..., u,_z) P(t, U, Ul,... , Un_ 2 ) q(t) <. <<. ql(t), p(t) <~ <~ pl(t); f(u) f(u) (A2) q(t)-pl(t) is nonnegative and is not identically zero on any subinterval of (0, 1).
Further, we denote f0= lim f(u) and f~= lim f(u) eigenvalue and y a corresponding eigenfunetion of (1.1)-(1.4). We let E be the set of eigenvalues of (1.1)-(1.4), i.e., E = {2>01(1.1)-(1.4) has a positive solution}.
The first contribution in this paper is the establishment of explicit intervals of 2 so that the boundary value problem (1.1)-( 1.4) has a positive solution. Next, for 2 = 1 we shall investigate the existence of twin eigenfunctions of (1.1)-(1.4). Our third contribution is the derivation of upper and lower bounds for the two eigenfunctions for special cases of (1.1)-(1.4). Specifically, we shall consider the following differential equations:
y"+h(t)(y~+yb)=o, t E(0,1) (1. 7) and y"+h(t)e~Y=O, tE(0,1) (1. 8) subject to the boundary conditions (1.3), (1.4) (when n=2). In (1.7) and (1.8), it is assumed that 0 ~< a< 1 <b, a>0, and h(t) is nonnegative on [0, 1] and is positive on (0, 1). We remark that the importance of (1.7), (1.3), (1.4) and of the discrete version of its particular cases have been well illustrated in [25, 7] , respectively. With h(t) being a constant function and a--~ = 1,fl = 6 = 0, the boundary value problem ( 1.8), (1.3), (1.4) actually arises in applications involving the diffusion of heat generated by positive temperature-dependent sources [1] . For instance, if a = 1 the boundary value problem occurs in the analysis of Joule losses in electrically conducting solids as well as in frictional heating.
The motivation for the present work stems from many recent investigations. In fact, when n = 2 the boundary value problem (1.1)-(1.4) models a wide spectrum of nonlinear phenomena such as gas diffusion through porous media, nonlinear diffusion generated by nonlinear sources, thermal self-ignition of a chemically active mixture of gases in a vessel, catalysis theory, chemically reacting systems, adiabatic tubular reactor processes, as well as concentration in chemical or biological problems, where only positive solutions are meaningful, e.g., see [6, 10, 12, 13, 21, 24, 34] . For the special case 2= 1, (1.1)-(1.4) and its particular and related cases have been the subject matter of many recent publications on singular boundary value problems, e.g., see [5, 14, 23, 27, 28, 33, 38] . Further, in the case of second-order boundary value problems, (1.1)-(1.4) occurs in applications involving nonlinear elliptic problems in annular regions, for this we refer to [8, 9, 22, 36] . Once again in all these applications, it is frequent that only solutions that are positive are useful.
Recently, several eigenvalue characterizations for particular cases of (1.1)-( 1.4) have been carried out. To cite a few examples, Fink et al. [20] have dealt with the boundary value problem A more general problem, namely, y(n) + 2q(t)f(y) = 0, t E (0, 1), y(i)(0) = y(n-2)(1)= 0, 0 ~< i ~< n -2 has been tackled in [11, 15] . Further, in [19] a different boundary value problem has been discussed N-1 y" + y' + 2q(t)f(y) = 0, t C (0, 1), t y'(0) = y(1 ) = 0.
As for twin eigenfunctions, several studies on boundary value problems different from (1.1) (1.4) can be found in [7, 17, [30] [31] [32] . Our results not only generalize and extend the known theorems for all the above eigenvalue problems, but also complement the work of many authors [2-4, 16, 18, 26, 35, 37, 39-45] , as well as include several other known criteria offered in [1] .
The plan of the paper is as follows: In Section 2 we shall state a fixed point theorem given in [25, 29] , and present some properties of certain Green's function which are needed later. By defining an appropriate Banach space and cone, in Section 3 we shall establish intervals of eigenvalues of (1.1)-(1.4). The investigation of twin eigenfunctions is carried out in Section 4. The boundary value problems (1.7), (1.3), (1.4) and (1.8), (1.3), (1.4) are treated, respectively, in Sections 5 and 6.
Preliminaries
Theorem 2.1 (Guo and Lakshmikantham [25] , and Krasnosel'skii [29] 
Then, S has a fixed point in C N (02\01).
To obtain a solution for (1.1)-(1.4), we need a mapping whose kernel 9(t,s) is the Green's function of the boundary value problem __y(n) = 0 .....
It can be verified that
On-2
G(t,s) = O-~_29(t,s )
is the Green's function of the boundary value problem -w n = 0,
Further, from [5] we have
In view of conditions (1.5) and (1. In view of (A1) and (A2), it is clear that 0 >~ F>0. Further, we define the constant
It is noted that 0 < ~ < 1.
Eigenvalue intervals of (1.1)-(1.4)
Let the Banach space It is noted that C is a cone in B.
Lemma 3.1 (Wong and Agarwal [37] ). Let yEB. For 0 <~ i <~ n -2, we have We shall now show that the operator 2S maps C into itself. For this, let y E C. From (3.7) and (A2), we find
Further, it follows from (3.7) and Lemma 2.3 that
Now, on using (3.7), Lemma 2.2 and (3.9), we find for t E [¼, 3],
Subsequently,
It follows from (3.8) and (3.10) that 2SyE C. Hence, (2S)(C)C C. Also, by standard arguments 2S is completely continuous.
In the following results, we shall use the number t* E [0, 1 ] which is defined by (3.14) and the boundary value problem (1.1)-(1.4) has a positive solution.
Proof. Let 2 satisfy (3.12). Then, we may choose e>0 such that
1/ol
vl--(n 2)-~.
Since foC[0, c~), we let c>0 be such that 
2Sy)("-z)(t) <~ AL Jo G(s, s)[q~ (s) -p(s)]f(y(s)) ds

Jo"
<~ 2L G(s,s)[ql(s) -p(s)](fo + e)y(s)ds
Hence,
II2SyH <~ Ilyll.
(3.17)
If we set f2~ = {yEBI IlYll <(n-2)!c}, then (3.17) holds for yECNOf21.
Next, since f~ E(0, ec), we may choose d>0 such that
In view of (3.18), this leads to
Using (3.7), (3.19), (3.5) and (3.15), we find Jo"
Therefore, II,~Syll/> Ilyll. (3.20) By setting 02 = {yEBlllyll <d'}, we see that (3.20) holds for yEC M ~f22.
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Now that we have obtained (3.17) and (3.20) , it follows from Theorem 2.1 that 2S has a fixed point yE C M (f22\f21) such that
It is clear that this y is a positive solution of (1.1)-(1. 4) . [] The following corollary is immediate from Theorem 3.4. Proof. Let 2 fulfill (3.21). Then, we may choose e>0 so that
where fo 1
Since f0E(0, c¢), there exists ~>0 such that
Let y E C be such that II Y ll = (n -2)!?. Then, it follows from (3.2) that y(t) ~< ~, t E [0, 1 ]. On using (3.7), (3.23), (3.5) and (3.22) successively, we get There are two cases to consider, namely, f is bounded and f is unbounded. Case 1: Suppose that f is bounded, i.e., there exists some R > 0 such that
Let yEC be such that IIyll =(n-2)!dl. From (3.7), Lemma 2.3 and (3.25), we find for 
from which (3.17) follows immediately. In both Cases 1 and 2, if we set 02 = {y E B ] ]1Y I] < (n -2)!dl }, then (3.17) holds for y E C N 0f22.
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Having obtained both (3.20) and (3.17) , it follows from Theorem 2.1 that 2S has a fixed point / -\~r~2\~-21) such that yECM (n-2)!~< HyH ~< (n -2)!dl.
Clearly, this y is a positive solution of (1.1)-(1.4). [] Theorem 3.6 leads to the following corollary. Taking f(y)= Isin 6yl, we find
Hence, we may take 1 q(t)=ql(t)= and p(t)= p~(t)=0. I sin 6(t-t 2 +2)I All the hypotheses (A1) and (A2) are satisfied.
Clearly, fo = 6 and f~ = 0. Using (2.1), by direct computation we have
Hence, it follows from Corollary 3.7 that 1 , 1___)=(0.519,c~)CE.
¢#fo Lvf~J
In fact, when 2=2, the eigenfunction is given by y(t)=t(l-t)+ 2. and p(t)=p~(t)=O, we compute that #=7.09.10-3(t * =0) and v=0.0160. Therefore, it follows from Corollary 3.7 that (4.70, 417)C_E. As an example, when 2 = 24, the eigenfunction is given by y(t) = t2(9 -t -t2).
Existence of twin eigenfunetions
Throughout this section, we let 2 = 1 in (1.1). 
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Let yEC be such that Ilyll =(n-2)!c. By setting 02 = {yeBIllYH <(n -2)!r}, we see that (4.7) holds for yE Cn •f2e.
Having obtained (4.6) and (4.7), it follows from Theorem 2.1 that S has a fixed point yEC f) (~2\~c~1) such that 
>1 al/2 },s -(s)lNy(s)ds
3/4( 1 ) [Jl/2 G ~,s [q(s) -pl(s)]N4,_2(n >1
2)~ Ilyll as ~ Ilyll.
(ST)("-2)(1)
Therefore, (4.6) holds. If we set ~~2 = {y~BIIlYll <4"-2( n -2)!d/~}, then (4.6) holds for yE C A ~f22. Now that we have obtained (4.7) and (4.6), it follows from Theorem 2.1 that S has a fixed point y E C n(l]2\f21 ) such that d (n --2)!r ~< IlYtl ~< 4"-2( n -2)!~. Indeed, for both cases an eigenfunction is given by y(t)=~t (7- t-t3). We note that IlYll = suptct0,~l lY'(t)l----y'(0)=0.292 is within the ranges obtained in (4.16) and (4.18).
It is clear that this y is
(/0 / ] r 2 + M ~< (n -2)!r L G(s,
Twin eigenfunctions of (1.7), (1.3), (1.4)
In this section as well as in Section 6, we have n = 2 and Ilyll : sup, c0,,j ly(t)l. 
q(t)=ql(t)=h(t) and p(t)= pl(t)=O.
Clearly,
f(u) <~ r a + r b, 0 < U <~ r.
So, to ensure that (4.1) is satisfied, we impose {z }
r~+rb~r L G(s,s)[ql(s)-p(s)]ds
which is exactly (5.1).
The conclusion now follows from Theorem 4. 
4) s(1 -s)h(s)ds <~ r a q-r---------~
which is clearly a weaker condition than (5.3), and hence is an improvement over (5.3). Case 2: e=6= 1, fl=7=0. In [44] , the condition corresponding to (5.1) is f0 1 r (5.
5) h(s) ds <~ r ~ + ~.
We note that in this case (5.1) is the same as fo I r (5.6) sh(s) ds <<, r a + ~ which is less restrictive than (5.5), and therefore is an improvement over (5.5). 
Sy(t) = G(t,s)h(s)[y(s) a + y(s) b] ds, t C [0, 1].
To obtain an eigenfunction of (1.7), (1.3), (1.4), we shall seek a fixed point of S in the cone Cm.
We shall show that S maps Cm into itself. 
Sy(t) >1 K~ I G(s,s)h(s)[y(s) ° + y(s)b] ds i> Km do L
Thus,
Sy(t) >>. ~-IISyll min tE[m,1 --m]
1-, and so SyE Cm. Also, the standard arguments yield that S is completely continuous.
Let yCCm be such that Ilyll =r. In view of Lemma 2.3 and (5.1), we find fO Clearly, (6.4) is weaker than (6.3), and hence is an improvement over (6.3) .
Sy(t) <<. L G(s,s)h(s)[y(s)" + y(s) b] ds /o' <~L G(s,s)h(s)(ra+rb)ds<~r=llyll
IISyll = sup G(t,s)h(s)[y(s) a + y(s) b] ds te[0,t]
>>. G(m,s)h(s)[y(s) a + y(s) b] ds fm l --m >/ G(m,s)h*(m)[y(s) a + y(s) b] ds fml-mG(m,s)h.(m) (~_~m)a I[Yll a+ (~)b ilYl[bl ds. >~
Case 2: ~=6= 1, /3--7 = 0. In [44] , the condition corresponding to (6.1) is 1 fo h(S)ds <<. re -°r. (6.5) On the other hand, (6.1) reduces to ~o "1 sh(s) <~ (6.6) ds re-Or which is obviously weaker than (6.5), and therefore is an improvement over (6.5). 
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where h*(m) is 9iven in (5.8) ,
Let r>0 be 9iven. Suppose that (6. To establish further upper and lower bounds for the twin eigenfunctions, let m E (0, ½) and C,n be a cone in B defined by (5.9). Further, we define the operator S:Cm--* B by
Sy(t) = G(t,s)h(s)e ~y(s~ ds, tE
To obtain an eigenfunction of (1.8), (1.3), (1.4), we shall seek a fixed point of S in the cone Cm. AS in the proof of Theorem 5.4, it can be verified that S(Cm) c_ Cm and S is completely continuous.
Let yECm be such that Ilyll =r. Using Lemma 2.3 and (6.1), we get /0' 1
Hence, IlSyll ~< Ilyl[. (i-1) . Clearly, these values cannot, in general, be compared to w, v in Theorem 6.4. Nevertheless, it has been noted in Remark 6.2 that condition (6.1) in present paper is an improvement.
Combining the upper and lower bounds obtained in [44] and in Theorem 6.4, we get a sharper result as follows. In view of (6.13), the above inequality provides 0.0222 ~ Ily~ll ~ 0.0522 and 1.83 ~< Ily211 ~< 5.35. (6.14) Indeed, an eigenfunction is given by y(t)=t(1 -t)+ 2 and we note that IlYI{ =y(0.5)=2.25 is within the range obtained in (6.14). which are not as sharp as (6.19) . Again, this illustrates the improvement of condition (6.1).
