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Abstract
The power graph P(G) of a given finite group G is the simple undirected graph
whose vertices are the elements of G, in which two distinct vertices are adjacent if
and only if one of them can be obtained as an integral power of the other. The vertex
connectivity κ(P(G)) of P(G) is the minimum number of vertices which need to be
removed from G so that the induced subgraph of P(G) on the remaining vertices is
disconnected or has only one vertex. For a positive integer n, let Cn be the cyclic
group of order n. Suppose that the prime power decomposition of n is given by
n = pn11 p
n2
2 · · · p
nr
r , where r ≥ 1, n1, n2, . . . , nr are positive integers and p1, p2, . . . , pr
are prime numbers with p1 < p2 < · · · < pr. The vertex connectivity κ(P(Cn)) of
P(Cn) is known for r ≤ 3, see [22, 9]. In this paper, for r ≥ 4, we give a new up-
per bound for κ(P(Cn)) and determine κ(P(Cn)) when nr ≥ 2. We also determine
κ(P(Cn)) when n is a product of distinct prime numbers.
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1 Introduction
Let Γ be a simple graph with vertex set V. A subset X of V is called a (vertex) cut-set of
Γ if the induced subgraph of Γ with vertex set V \X is disconnected. A cut-set X of Γ is
called a minimal cut-set if X \ {x} is not a cut-set of Γ for any x ∈ X . If X is a minimal
cut-set of Γ, then any proper subset of X is not a cut-set of Γ. A cut-set X of Γ is called a
minimum cut-set if |X| ≤ |Y | for any cut-set Y of Γ. Clearly, every minimum cut-set of Γ
is also a minimal cut-set. The vertex connectivity of Γ, denoted by κ(Γ), is the minimum
number of vertices which need to be removed from V so that the induced subgraph of Γ on
the remaining vertices is disconnected or has only one vertex. The latter case arises only
when Γ is a complete graph. If Γ is not a complete graph and X is a minimum cut-set of
Γ, then κ(Γ) = |X|. A separation of Γ is a pair (A,B), where A,B are disjoint non-empty
subsets of V whose union is V and there is no edge of Γ containing vertices from both A
and B. Thus, Γ is disconnected if and only if there exists a separation of it.
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1.1 Power graph
The notion of directed power graph of a group was introduced in [17], which was further
extended to semigroups in [18, 19]. Then the notion of undirected power graph of a semi-
group, in particular, of a group was defined in [6]. Many researchers have investigated both
the directed and undirected power graphs of groups from different view points. More on
these graphs can be found in the survey paper [1] and the references therein.
Let G be a finite group. The power graph P(G) of G is the simple undirected graph
with vertex set G, in which two distinct vertices are adjacent if and only if one of them
can be obtained as an integral power of the other. Thus two distinct vertices x, y ∈ G are
adjacent in P(G) if and only if x ∈ 〈y〉 or y ∈ 〈x〉. Since G is finite, the identity element
of G is adjacent to all other vertices and so P(G) is connected.
The automorphism group of the power graph of a finite group was described in [16,
Theorem 2.2]. Clearly, if two finite groups are isomorphic, then they have isomorphic
power graphs. The converse statement does not hold in general: two non-isomorphic finite
p-groups of the same order and each of exponent p have isomorphic power graphs. However,
by [4, Corollary 3], two finite groups with isomorphic power graphs have the same number
of elements of each order. It was proved in [5, Theorem 1] that two finite abelian groups
are isomorphic if their power graphs are isomorphic. If G and H are two finite groups with
isomorphic power graphs, where H is a simple group, a cyclic group, a symmetric group,
a dihedral group or a generalized quaternion (dicyclic) group, then G is isomorphic to H
[20, Theorem 15]. The power graph of a finite group is complete if and only if the group
is cyclic of prime power order [6, Theorem 2.12]. It was proved in [11, Theorem 1.3] and
[12, Corollary 3.4] that, among all finite groups of a given order, the cyclic group of that
order has the maximum number of edges and has the largest clique in its power graph. By
[13, Theorem 5] and [15, Corollary 2.5], the power graph of a finite group is perfect, in
particular, the clique number and the chromatic number coincide. Explicit formula for the
clique number of the power graph of a finite cyclic group is given in [20, Theorem 2] and
[13, Theorem 7].
For a subset A of G, we denote by P(A) the induced subgraph of P(G) with vertex set
A. The subgraph P∗(G) = P(G \ {1}) of P(G) is called the proper power graph of G. The
finite groups for which the proper power graph is strongly regular (respectively, planar,
bipartite) are characterized in [21]. In the same paper, the authors proved connectedness
of the proper power graph of certain groups. For the dihedral group D2n of order 2n, the
identity element is a cut-vertex of P(D2n) and so P
∗(D2n) is disconnected. If G is one of the
groups PGL(2, pn) (p an odd prime), PSL(2, pn) (p prime), or a Suzuki group Sz(22n+1),
then P∗(G) is disconnected [14, Theorems 3.5–3.7]. In [14, Section 4], the authors proved
that P∗(Sn) and P
∗(An) are disconnected for many values of n, where Sn, An are the
symmetric and alternating groups respectively. The number of connected components of
P∗(Sn) and P
∗(An) are studied in [2, 3].
1.2 Vertex connectivity
For a given finite group, determining the vertex connectivity of its power graph is an
interesting problem. Clearly, every cut-set of the power graph contains the identity element
of the group. The vertex connectivity of the power graph is 1 if and only if the group is
of order 2 or its proper power graph is disconnected. We recall a few results on the vertex
connectivity of the power graph of finite p-groups and cyclic groups. If G is a cyclic p-group,
then P(G) is a complete graph and so κ (P (G)) = |G|−1. If G is a generalized quaternion
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2-group (in general, a dicyclic group), then the set consisting of the identity element and
the unique involution of G is a minimum cut-set of P(G) and so κ (P (G)) = 2 [7, Theorem
7]. If G is a finite p-group, then P∗(G) is connected if and only if G is either cyclic or a
generalized quaternion 2-group by [21, Corollary 4.1] (also see [14, Theorem 2.6 (1)]). In
particular, κ(P(G)) = 1 if G is a finite non-cyclic abelian p-group, in this case the number
of connected components of P∗(G) is obtained in [22, Theorem 3.3].
For a given positive integer n, let Cn denote the finite cyclic group of order n. The
number of generators of Cn is φ(n), where φ is the Euler’s totient function. We assume
that n is divisible by at least two distinct primes. The identity element and the generators of
Cn are adjacent to all other vertices of P(Cn). So every cut-set of P(Cn) must contain these
elements, giving κ(P(Cn)) ≥ φ(n) + 1. Further, equality holds if and only if n is a product
of two distinct primes, see [22, Proposition 2.5] and [9, Lemma 2.5]. For n = pn11 p
n2
2 , where
p1, p2 are distinct primes and n1, n2 are positive integers, it was proved in [8, Theorem
2.7] that κ(P(Cn)) ≤ φ(n) + p
n1−1
1 p
n2−1
2 . If n = p1p2p3 is a product of three primes with
p1 < p2 < p3, then κ(P(Cn)) ≤ φ(n) + p1 + p2 − 1 by [8, Theorem 2.9]. These results were
generalized in [9] and [22].
Let n = pn11 p
n2
2 · · · p
nr
r , where r ≥ 2, n1, n2, . . . , nr are positive integers and p1, p2, . . . , pr
are prime numbers with p1 < p2 < · · · < pr. Consider the integers α(n) and β(n), where
α(n) := φ(n) +
n
p1p2 · · · pr
× [p1p2 · · · pr−1 − φ (p1p2 · · · pr−1)] ,
β(n) := φ(n) +
n
p1p2 · · · pr
×
1
pnr−1r
[
p1p2 · · · pr−1 + φ (p1p2 · · · pr−1)
(
pnr−1r − 2
)]
.
By [22, Theorems 2.23, 2.35, 2.36],
κ(P(Cn)) ≤ α(n), (1)
κ(P(Cn)) ≤ β(n) (2)
and the following hold:
(i) α(n) < β(n) if and only if nr ≥ 2 and 2φ(p1p2 · · ·pr−1) > p1p2 · · · pr−1,
(ii) α(n) > β(n) if and only if nr ≥ 2 and 2φ(p1p2 · · ·pr−1) < p1p2 · · · pr−1,
(iii) α(n) = β(n) if and only if nr = 1 or (r, p1) = (2, 2).
The authors of the present paper also independently obtained both the upper bounds
(1) and (2) in [9]. Moreover, it was proved that if 2φ(p1p2 · · · pr−1) ≥ p1p2 · · · pr−1, then the
bound (1) is sharp, that is, κ(P(Cn)) = α(n) [9, Theorem 1.3(i),(iii)]. As a consequence,
if p1 ≥ r, then κ(P(Cn)) = α(n) [9, Corollary 1.4]. In particular, if n = p
n1
1 p
n2
2 , then
κ(P(Cn)) = φ (p
n1
1 p
n2
2 ) + p
n1−1
1 p
n2−1
2 , also see [22, Theorem 2.38]. It was shown in [9,
Theorem 1.5] that the bound (2) is sharp, that is, κ(P(Cn)) = β(n) for integers n =
pn11 p
n2
2 p
n3
3 with 2φ(p1p2) < p1p2 (so necessarily p1 = 2). However, by [9, Example 3.4],
equality may not hold in (2) in general if 2φ(p1p2 · · · pr−1) < p1p2 · · · pr−1. In fact, the
present paper is an outcome of the study of the behaviour of this example.
In view of the results mentioned in the previous paragraphs, the vertex connectivity of
P(Cn) is completely determined for r ≤ 3. Define the following integer:
γ(n) := φ(n) +
n
p1 · · · pr
× [φ(p1 · · ·pr−1) + φ(p1 · · · pr−2pr) + p1 · · · pr−2 − φ(p1 · · · pr−2)] .
We prove the following three results in this paper.
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Theorem 1.1. Let n = pn11 p
n2
2 · · · p
nr
r , where r ≥ 3, n1, n2, . . . , nr are positive integers and
p1, p2, . . . , pr are prime numbers with p1 < p2 < · · · < pr. Then κ(P(Cn)) ≤ γ(n).
Theorem 1.2. Let n = pn11 p
n2
2 · · · p
nr
r , where r ≥ 3, n1, n2, . . . , nr are positive integers and
p1, p2, . . . , pr are prime numbers with p1 < p2 < · · · < pr. If nr ≥ 2, then
κ(P(Cn)) = min{α(n), β(n)}.
Theorem 1.3. Let n = p1p2 · · · pr, where r ≥ 3 and p1, p2, . . . , pr are prime numbers with
p1 < p2 < · · · < pr. Then κ(P(Cn)) = min{α(n), γ(n)}.
2 Preliminaries
Recall that φ is a multiplicative function, that is, φ(ab) = φ(a)φ(b) for any two positive
integers a, b which are relatively prime. We have φ(pk) = pk−1(p − 1) = pk−1φ(p) for any
prime p and positive integer k. Also,
∑
d|m
φ(d) = m for every positive integer m.
For an element x ∈ Cn, we denote by o(x) the order of x. Let x, y be two distinct
elements of Cn. If x, y are adjacent in P(Cn), then o(x) | o(y) or o(y) | o(x) according
as x ∈ 〈y〉 or y ∈ 〈x〉. The converse statement is also true, that is, if o(x) | o(y) or
o(y) | o(x), then x, y are adjacent in P(Cn). This follows from the fact that Cn (being
cyclic) has a unique subgroup of order d for every positive divisor d of n. We shall use the
converse statement frequently without mentioning it. For a positive divisor d of n, define
the following two sets:
Ed := {x ∈ Cn : o(x) = d}, the set of all elements of Cn whose order is d,
Sd := {x ∈ Cn : o(x) | d}, the set of all elements of Cn whose order divides d.
Then Sd is a cyclic subgroup of Cn of order d and Ed is precisely the set of generators of
Sd. So |Sd| = d and |Ed| = φ(d). Note that any cut-set of P(Cn) must contain the two sets
En and E1, as each element from these two sets is adjacent with all other elements.
For a given non-empty proper subset X of Cn, we define X := Cn \ X and denote by
P(X) the induced subgraph of P(Cn) with vertex set X . The following result is very useful
throughout the paper, see [10, Lemma 2.1].
Lemma 2.1. [10] If X is a minimal cut-set of P(Cn), then either Ed ⊆ X or Ed ∩X = ∅
for each positive divisor d of n.
As a consequence of Lemma 2.1, we have
Corollary 2.2. Suppose that X is a minimal cut-set of P(Cn) and A ∪ B is a separation
of P(X). Then for every positive divisor d of n, there are three possibilities for the set Ed:
either Ed ⊆ X, Ed ⊆ A or Ed ⊆ B.
2.1 Elementary results
The following result can be found in [10, Lemma 3.1].
Lemma 2.3. Let p1 < p2 < . . . < pt be prime numbers with t ≥ 1. Then qφ(p1p2 · · · pt) ≥
p1p2 · · · pt for any integer q ≥ t+1, with equality when (t, p1, q) = (1, 2, 2) or (t, p1, p2, q) =
(2, 2, 3, 3).
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The proof of the following lemma is similar to that of [9, Lemma 2.1].
Lemma 2.4. Let m = pm11 p
m2
2 · · · p
mt
t , where t ≥ 2, m1, m2, . . . , mt are positive integers
and p1, p2, . . . , pt are prime numbers with p1 < p2 < · · · < pt. Then
φ
(
m
pi
)
≥ pmk−1k φ
(
m
pmkk
)
for 2 ≤ k ≤ t and 1 ≤ i ≤ k − 1, where the inequality is strict except when k = 2,
(p1, p2) = (2, 3) and m1 ≥ 2.
Lemma 2.5. Let m = pm11 p
m2
2 · · · p
mt
t , where t ≥ 2, m1, m2, . . . , mt are positive integers
and p1, p2, . . . , pt are prime numbers with p1 < p2 < · · · < pt. Then
φ
(
m
pi
)
≥ φ
(
m
pk
)
for 1 ≤ i < k ≤ t, where equality holds if and only if (k, p1, p2) = (2, 2, 3) with m1 ≥ 2 and
m2 = 1.
Proof. Since k ≥ 2, we have pk ≥ 3. Then p
mk−1
k φ
(
m
p
mk
k
)
≥ φ
(
m
pk
)
with equality if and
only if mk = 1. Now the result follows from Lemma 2.4.
The following lemma follows by expanding φ(p1p2 · · · pt) = (p1 − 1)(p2 − 1) · · · (pt − 1).
Lemma 2.6. Let p1, p2, . . . , pt be pairwise distinct prime numbers with t ≥ 1. Then
p1p2 · · ·pt − φ(p1p2 · · · pt) =
t∑
i=1
p1 · · · pt
pi
−
t∑
i,j=1
i<j
p1 · · ·pt
pipj
+
t∑
i,j,k=1
i<j<k
p1 · · ·pt
pipjpk
+ . . .+ (−1)t−1.
We denote by [m] the set {1, 2, . . . , m} for a given positive integer m. The following
lemma can be seen using the fact that
∑
d|m
φ(d) = m for every positive integer m.
Lemma 2.7. Let p1, p2, . . . , pt be prime numbers with p1 < p2 < · · · < pt. Then pi1pi2 · · · pik−
φ(pi1pi2 · · · pik) ≥ p1p2 · · · pk−φ(p1p2 · · · pk) for any subset {i1, i2, . . . , ik} of [t], with equality
if and only if k = 1 or {i1, i2, . . . , ik} = [k].
We shall use the following fact throughout the paper. If G1, G2, . . . , Gk are subgroups
of the cyclic group Cn, then the number of elements in the intersection G1 ∩G2 ∩ . . . ∩Gk
is equal to the greatest common divisor of the integers |G1|, |G2|, . . . , |Gk|.
Lemma 2.8. Let n = pn11 p
n2
2 · · · p
nr
r , where r ≥ 2, n1, n2, . . . , nr are positive integers and
p1, p2, . . . , pr are pairwise distinct prime numbers. Let {a1, a2, . . . , as} and {b1, b2, . . . , bt}
be two disjoint subsets of [r], where s ≥ 1, t ≥ 1 and s + t ≤ r. If K is the union of the
subgroups S n
pa1
pb1
···pbt
, S n
pa2
pb1
···pbt
, . . ., S n
paspb1
···pbt
of Cn, then
|K| =
n
p1p2 · · · pr
×
[
p1p2 · · · pr
pb1 · · · pbt
− pc1 · · · pcuφ(pa1 · · · pas)
]
,
where s+ t + u = r and {c1, c2, . . . , cu} = [r] \ {a1, . . . , as, b1, . . . , bt}.
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Proof. Since K =
s⋃
j=1
S n
paj
pb1
···pbt
, we get that
|K| =
s∑
j=1
∣∣∣∣S npaj pb1 ···pbt
∣∣∣∣−
s∑
j,k=1
j<k
∣∣∣∣S npaj pb1 ···pbt
⋂
S n
pak
pb1
···pbt
∣∣∣∣+ · · ·+ (−1)s−1
∣∣∣∣∣
s⋂
j=1
S n
paj
pb1
···pbt
∣∣∣∣∣
=
s∑
j=1
n
pajpb1 · · · pbt
−
s∑
j,k=1
j<k
n
pajpakpb1 · · · pbt
+ · · ·+ (−1)s−1
n
pa1 · · · paspb1 · · · pbt
=
n
p1p2 · · · pr
× pc1 · · ·pcu ×


s∑
j=1
pa1 · · · pas
paj
−
s∑
j,k=1
j<k
pa1 · · · pas
pajpak
+ · · ·+ (−1)s−1


=
n
p1p2 · · · pr
× pc1 · · ·pcu × [pa1 · · ·pas − φ (pa1 · · · pas)]
=
n
p1p2 · · · pr
×
[
p1p2 · · ·pr
pb1 · · · pbt
− pc1 · · · pcuφ(pa1 · · · pas)
]
.
We have used Lemma 2.6 in the second last equality above.
3 Upper bounds
Let n = pn11 p
n2
2 · · · p
nr
r , where r ≥ 2, n1, n2, . . . , nr are positive integers and p1, p2, . . . , pr are
prime numbers with p1 < p2 < · · · < pr. For 1 ≤ j ≤ r, let Yj and Zj be the subsets of Cn
defined by
Yj := En
⋃


r⋃
t=1
t6=j
S n
pjpt

 , Zj := En⋃
(
nj−1⋃
s=1
E n
ps
j
)⋃


r⋃
t=1
t6=j
S n
p
nj
j
pt

 .
Observe that Zj = Yj if nj = 1. The following argument showing that Yj and Zj are
cut-sets of P(Cn) is similar to the proof of [9, Proposition 3.1].
Yj is a cut-set of P(Cn): For an element x ∈ Yj, observe that o(x) is one of the following
two types:
(Y1) pn11 · · · p
nj−1
j−1 p
s
jp
nj+1
j+1 · · ·p
nr
r for some s ∈ {0, 1, . . . , nj − 1},
(Y2) pl11 · · · p
lj−1
j−1p
nj
j p
lj+1
j+1 · · · p
lr
r , where 0 ≤ li ≤ ni for each i ∈ [r] \ {j} and li 6= ni for at
least one i ∈ [r] \ {j}.
Let Aj (respectively, Bj) be the subset of Yj consisting of all the elements whose order is
of type (Y1) (respectively, type (Y2)). Then Aj , Bj are nonempty sets and Aj ∪ Bj = Yj.
Since li 6= ni for at least one i ∈ [r] \ {j}, no element of Aj can be obtained as an integral
power of any element of Bj. Since s < nj , no element of Bj can be obtained as a power of
any element of Aj. Thus there is no edge of P(Yj) with one vertex from Aj and the other
one from Bj . Therefore, Aj∪Bj is a separation of P(Yj) and hence Yj is a cut-set of P(Cn).
6
Zj is a cut-set of P(Cn): For an element x ∈ Zj, observe that o(x) is one of the following
two types:
(Z1) pn11 · · · p
nj−1
j−1 p
nj+1
j+1 · · · p
nr
r ,
(Z2) pl11 · · · p
lj−1
j−1p
t
jp
lj+1
j+1 · · · p
lr
r , where 1 ≤ t ≤ nj, 0 ≤ li ≤ ni for i ∈ [r] \ {j} and li 6= ni for
at least one i ∈ [r] \ {j}.
Let Kj (respectively, Lj) be the subset of Zj consisting of all the elements whose order is
of type (Z1) (respectively, type (Z2)). A similar argument as in the case of Yj implies that
Kj ∪ Lj is a separation of P(Zj) and so Zj is a cut-set of P(Cn).
Now, for 1 ≤ j ≤ r, consider the integers αj(n) and βj(n) defined by
αj(n) := φ(n) +
n
p1p2 · · · pr
×
[
p1p2 · · · pr
pj
− φ
(
p1p2 · · · pr
pj
)]
,
βj(n) := φ(n) +
n
p1p2 · · · pr
×
1
p
nj−1
j
[
p1p2 · · · pr
pj
+ φ
(
p1p2 · · · pr
pj
)(
p
nj−1
j − 2
)]
.
Note that αr(n) = α(n) and βr(n) = β(n), where α(n) and β(n) are defined in the first
section.
Lemma 3.1. |Yj| = αj(n) and |Zj| = βj(n).
Proof. Using Lemma 2.8,
|Yj| = |En|+
∣∣∣∣∣∣∣∣
r⋃
t=1
t6=j
S n
pjpt
∣∣∣∣∣∣∣∣
= φ(n) +
n
p1 · · · pr
×
[
p1 · · · pr
pj
− φ
(
p1 · · · pr
pj
)]
= αj(n).
Since the sets E n
pj
, E n
p2
j
, . . . , E n
p
nj−1
j
are pairwise disjoint, we have
∣∣∣∣∣
nj−1⋃
s=1
E n
ps
j
∣∣∣∣∣ =
nj−1∑
s=1
∣∣∣∣E nps
j
∣∣∣∣ = np1 · · · pr ×
1
p
nj−1
j
× φ
(
p1 · · · pr
pj
)
×
[
φ
(
p
nj−1
j
)
+ · · ·+ φ (pj)
]
=
n
p1 · · · pr
×
1
p
nj−1
j
× φ
(
p1 · · · pr
pj
)[
p
nj−1
j − 1
]
.
Again using Lemma 2.8, it can be calculated that∣∣∣∣∣∣∣∣
r⋃
t=1
t6=j
S n
p
nj
j
pt
∣∣∣∣∣∣∣∣
=
n
p1 · · · pr
×
1
p
nj−1
j
×
[
p1 · · ·pr
pj
− φ
(
p1 · · · pr
pj
)]
.
Therefore,
|Zj| = |En|+
∣∣∣∣∣
nj−1⋃
s=1
E n
ps
j
∣∣∣∣∣ +
∣∣∣∣∣∣∣∣
r⋃
t=1
t6=j
S n
p
nj
j
pt
∣∣∣∣∣∣∣∣
= φ(n) +
n
p1 · · · pr
×
1
p
nj−1
j
×
[
p1 · · ·pr
pj
+ φ
(
p1 · · · pr
pj
)(
p
nj−1
j − 2
)]
= βj(n).
This completes the proof.
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Lemma 3.2. If r ≥ 3, then α1(n) > α2(n) > · · · > αr(n).
Proof. Let j, k ∈ [r] with j < k. Since pj < pk and r ≥ 3, we have
αj(n)− αk(n) =
n
p1 · · · pr
×
(
(pk − pj)
[
p1 · · · pr
pjpk
− φ
(
p1 · · · pr
pjpk
)])
> 0
and so the lemma follows.
Lemma 3.3. If r ≥ 3, then the following hold:
(i) αj(n) = βj(n) if and only if nj = 1.
(ii) αj(n) < βj(n) if and only if nj ≥ 2 and 2φ
(
p1p2···pr
pj
)
> p1p2···pr
pj
.
(iii) αj(n) > βj(n) if and only if nj ≥ 2 and 2φ
(
p1p2···pr
pj
)
< p1p2···pr
pj
.
Proof. We have
αj(n)− βj(n) =
n
p1 · · · pr
×
(
1−
1
p
nj−1
j
)[
p1 · · · pr
pj
− 2φ
(
p1 · · · pr
pj
)]
.
Since r ≥ 3, 2φ
(
p1p2···pr
pj
)
6= p1p2···pr
pj
for j ∈ [r], see [9, Theorem 1.3(iii)]. It now follows
that (i), (ii) and (iii) hold.
Lemma 3.4. Let r ≥ 3 and j, k ∈ [r] with j < k. If 2φ
(
p1p2···pr
pj
)
< p1p2···pr
pj
, then
βj(n) > βk(n).
Proof. Since 2φ
(
p1p2···pr
pj
)
< p1p2···pr
pj
and
φ(pj)
φ(pk)
<
pj
pk
, we have
2φ
(
p1 · · · pr
pk
)
= 2φ
(
p1 · · · pr
pj
)
×
φ(pj)
φ(pk)
<
p1 · · ·pr
pj
×
pj
pk
=
p1 · · · pr
pk
.
Write βi(n) = φ(n) +
n
p1···pr
× ui for i ∈ {j, k}, where
ui =
1
pni−1i
×
[
p1 · · · pr
pi
− 2φ
(
p1 · · · pr
pi
)]
+ φ
(
p1 · · ·pr
pi
)
.
If p
nj−1
j ≤ p
nk−1
k , then it can be calculated that
uj − uk ≥
pk − pj
p
nj−1
j
×
[
p1 · · · pr
pjpk
− φ
(
p1 · · · pr
pjpk
)
+
(
p
nj−1
j − 1
)
φ
(
p1 · · · pr
pjpk
)]
> 0.
The last strict inequality holds as r ≥ 3. Similarly, if p
nj−1
j ≥ p
nk−1
k , then
uj − uk ≥
pk − pj
p
nk−1
k
×
[
p1 · · · pr
pjpk
− φ
(
p1 · · · pr
pjpk
)
+
(
pnk−1k − 1
)
φ
(
p1 · · · pr
pjpk
)]
> 0.
In both cases, it follows that βj(n) > βk(n).
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3.1 Proof of Theorem 1.1
Assume that r ≥ 3 and fix a, b ∈ [r]. Let R be the union of the r − 2 subgroups S n
pipapb
of
Cn, where i ∈ [r] \ {a, b}. Now consider the set Xa,b defined by
Xa,b := R
⋃
En
⋃
E n
pa
⋃
E n
p2a
⋃
. . .
⋃
E n
p
na
a
⋃
E n
pb
⋃
E n
p2
b
⋃
. . .
⋃
E n
p
nb
b
.
Observe that the sets involved in the definition of Xa,b are pairwise disjoint. Define the
integer γa,b(n) by
γa,b(n) := φ(n) +
n
p1 · · ·pr
×
[
φ
(
p1 · · · pr
pa
)
+ φ
(
p1 · · · pr
pb
)
+
p1 · · · pr
papb
− φ
(
p1 · · · pr
papb
)]
.
We next show that Xa,b is a cut-set of P(Cn) and that |Xa,b| = γa,b(n).
Proposition 3.5. Xa,b is a cut-set of P(Cn).
Proof. We prove the proposition by producing a separation of P(Xa,b). Without loss, we
may assume that a < b. For an arbitrary element x ∈ Xa,b, observe that o(x) is of the
form:
o(x) = pl11 · · · p
la−1
a−1p
la
a p
la+1
a+1 · · ·p
lb−1
b−1 p
lb
b p
lb+1
b+1 · · · p
lr
r ,
where the integers li satisfy the following conditions:
(i) 0 ≤ li ≤ ni for each i ∈ [r].
(ii) If la < na and lb < nb, then li = ni for each i ∈ [r] \ {a, b}.
[Otherwise, x would be in S n
pipapb
for some i ∈ [r] \ {a, b} and so in R.]
(iii) If la = na or lb = nb, then li 6= ni for at least one i ∈ [r] \ {a, b}.
[Otherwise, x would be in En if la = na and lb = nb, or in E n
p
j
a
for some j ∈ [na] if
la < na and lb = nb, or in E n
pk
b
for some k ∈ [nb] if la = na and lb < nb.]
Let A be the subset of Xa,b consisting of all the elements whose order satisfy la < na and
lb < nb. Take B := Xa,b \ A. Then each of A,B is nonempty as r ≥ 3, and Xa,b = A ∪ B
is a disjoint union. Since la = na or lb = nb for the order of each element of B, no element
of B can be obtained as an integral power of any element of A. Again, since li 6= ni for at
least one i ∈ [r]\{a, b} for the order of each element of B, no element of A can be obtained
as an integral power of any element of B. Thus there is no edge of P(Xa,b) with one vertex
from A and the other one from B. Therefore, A ∪ B is a separation of P(Xa,b).
Proposition 3.6. |Xa,b| = γa,b(n).
Proof. Applying Lemma 2.8, we get
|R| =
n
p1p2 · · · pr
×
[
p1p2 · · · pr
papb
− φ
(
p1p2 · · · pr
papb
)]
.
Since the sets E n
pa
, E n
p2a
, . . . , E n
p
na
a
are pairwise disjoint, we have∣∣∣∣∣
na⋃
j=1
E n
p
j
a
∣∣∣∣∣ =
na∑
j=1
∣∣∣∣E n
p
j
a
∣∣∣∣ =
na∑
j=1
φ
(
n
p
j
a
)
= φ
(
n
pnaa
)
×
na−1∑
j=0
φ
(
pja
)
= φ
(
n
pnaa
)
pna−1a =
n
p1 · · · pr
× φ
(
p1 · · · pr
pa
)
.
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A similar calculation gives that∣∣∣∣∣
nb⋃
j=1
E n
p
j
b
∣∣∣∣∣ = np1p2 · · ·pr × φ
(
p1p2 · · · pr
pb
)
.
Since the right hand side in the definition of the set Xa,b is a disjoint union, we have
|Xa,b| = |En|+ |R|+
∣∣∣∣∣
na⋃
j=1
E n
p
j
a
∣∣∣∣∣+
∣∣∣∣∣
nb⋃
j=1
E n
p
j
b
∣∣∣∣∣ .
Using |En| = φ(n), it now follows from the above equalities that |Xa,b| = γa,b(n).
As a consequence of Propositions 3.5 and 3.6, we have
Corollary 3.7. κ(P(Cn)) ≤ γa,b(n) for any two distinct a, b ∈ [r].
Proof of Theorem 1.1. The integer γ(n) defined in the first section is precisely the in-
teger γr−1,r(n). So the theorem follows from the above corollary.
Proposition 3.8. γa,b(n) > γr−1,r(n) = γ(n) for a, b ∈ [r] with {a, b} 6= {r − 1, r}.
Proof. Since {a, b} 6= {r − 1, r}, we have
φ
(
p1p2 · · · pr
pr
)
+ φ
(
p1p2 · · · pr
pr−1
)
< φ
(
p1p2 · · · pr
pa
)
+ φ
(
p1p2 · · · pr
pb
)
.
By Lemma 2.7,[
p1p2 · · ·pr
pr−1pr
− φ
(
p1p2 · · · pr
pr−1pr
)]
≤
[
p1p2 · · ·pr
papb
− φ
(
p1p2 · · · pr
papb
)]
.
Now it can be seen that the proposition holds.
Proposition 3.9. The following hold:
(i) If nr ≥ 2, then β(n) < γ(n).
(ii) α(n) ≤ γ(n) if and only if
(
2 + pr−2
pr−1−1
)
× φ (p1p2 · · · pr−2) ≥ p1p2 · · · pr−2.
Proof. We have β(n) = φ(n) + n
p1···pr
× u and γ(n) = φ(n) + n
p1···pr
× v, where
u =
1
pnr−1r
[
p1p2 · · · pr−1 + φ(p1 · · · pr−1)
(
pnr−1r − 2
)]
,
v = φ(p1 · · · pr−1) + φ(p1 · · · pr−2pr) + p1 · · · pr−2 − φ(p1 · · · pr−2).
An easy calculation gives that
v − u =
1
pnr−1r
[
φ(p1 · · · pr−2)
(
pnr−1r (pr − 2) + 2φ(pr−1)
)
+ p1 · · · pr−2
(
pnr−1r − pr−1
)]
.
Now nr ≥ 2 implies that v − u > 0 and it follows that γ(n) > β(n). This proves (i).
It can be calculated that
γ(n)− α(n) =
n
p1 · · · pr
× φ(pr−1)
[(
2 +
pr − 2
pr−1 − 1
)
× φ (p1p2 · · ·pr−2)− p1p2 · · ·pr−2
]
and (ii) follows from this.
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3.2 Application of Theorem 1.1
As an application of Theorem 1.1, we prove the following result which is useful while proving
Theorems 1.2 and 1.3 in the subsequent sections.
Proposition 3.10. If X is a minimum cut-set of P(Cn), then X contains at most two of
the sets E n
p1
, E n
p2
, . . . , E n
pr
.
Proof. By Theorem 1.1, we have |X| = κ(P(Cn)) ≤ γ(n). Set T := X \ En. Since En is
contained in X , we have |T | = |X| − |En| = |X| − φ(n) ≤ γ(n)− φ(n). This gives
|T | ≤
n
p1 · · ·pr
× [φ(p1 · · · pr−1) + φ(p1 · · · pr−2pr) + p1 · · · pr−2 − φ(p1 · · · pr−2)] . (3)
Consider the sets E n
pi
for 1 ≤ i ≤ r. By Lemma 2.1, each of them is either contained in X
or disjoint from X . Note that, if any such set is contained in X , then it must be contained
in T .
If possible, suppose that the sets E n
pj
, E n
pk
and E n
pl
are contained in X , where j, k, l
are pairwise distinct elements in [r]. Without loss, we may assume that j < k < l. Since
E n
pj
, E n
pk
, E n
pl
are pairwise disjoint and contained in T , we have
|T | ≥
∣∣∣E n
pj
∣∣∣+ ∣∣∣E n
pk
∣∣∣+ ∣∣∣E n
pl
∣∣∣ = φ( n
pj
)
+ φ
(
n
pk
)
+ φ
(
n
pl
)
.
Since j ≤ r − 2 and k ≤ r − 1, Lemma 2.4 gives that
φ
(
n
pj
)
≥ pnr−1−1r−1 φ
(
n
p
nr−1
r−1
)
=
n
p1 · · · pr
× φ (p1 · · · pr−2pr)
and
φ
(
n
pk
)
≥ pnr−1r φ
(
n
pnrr
)
=
n
p1 · · · pr
× φ (p1 · · · pr−2pr−1) .
If l < r, then again using Lemma 2.4, we have
φ
(
n
pl
)
≥ pnr−1r φ
(
n
pnrr
)
=
n
p1 · · · pr
× φ (p1 · · ·pr−2pr−1)
=
n
p1 · · · pr
× φ (p1 · · ·pr−2) (pr−1 − 1)
>
n
p1 · · · pr
× [p1p2 · · · pr−2 − φ (p1 · · · pr−2)] .
The strict inequality in the above holds by Lemma 2.3 as pr−1 > r − 1. Now suppose that
l = r. We have φ(pr−1pr)
pr
= φ(pr−1)−
φ(pr−1)
pr
> r−2. Then using Lemmas 2.3 and 2.4 again,
we have
φ
(
n
pl
)
= φ
(
n
pr
)
≥
n
p1 · · · pr
×
φ (p1p2 · · · pr−1pr)
pr
>
n
p1 · · · pr
× (r − 2)φ (p1 · · · pr−2)
=
n
p1 · · · pr
× [(r − 1)φ (p1 · · · pr−2)− φ (p1 · · · pr−2)]
≥
n
p1 · · · pr
× [p1p2 · · · pr−2 − φ (p1 · · · pr−2)] .
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Combining the above inequalities, we get
|T | >
n
p1 · · · pr
× [φ(p1 · · · pr−1) + φ(p1 · · ·pr−2pr) + p1 · · ·pr−2 − φ(p1 · · · pr−2)] ,
which is a contradiction to (3). This completes the proof.
4 Proof of Theorem 1.2
Let n = pn11 p
n2
2 · · · p
nr
r , where r ≥ 3, n1, n2, . . . , nr are positive integers and p1, p2, . . . , pr are
prime numbers with p1 < p2 < · · · < pr. Recall that the set
Yr = En
⋃(r−1⋃
t=1
S n
prpt
)
defined in Section 3 is a cut-set of P(Cn) which gives the upper bound αr(n) = α(n) for
κ(P(Cn)).
We shall use the following fact frequently in the rest of the paper. Suppose that X is
a cut-set of P(Cn) and A ∪ B is a separation of P(X). If A contains an element of order
a and B contains an element of order b, then the unique subgroup S(a,b) of Cn must be
contained in X , where (a, b) denotes the greatest common divisor of a and b. The following
proposition gives a sufficient condition for κ(P(Cn)) = α(n).
Proposition 4.1. Let X be a minimum cut-set of P(Cn). If X does not contain any of
the sets E n
p1
, E n
p2
, . . . , E n
pr
, then X = Yr and so κ(P(Cn)) = α(n).
Proof. Fix a separation A ∪ B of P(X). Let P =
{
E n
pi
: 1 ≤ i ≤ r, E n
pi
⊆ A
}
and Q ={
E n
pj
: 1 ≤ j ≤ r, E n
pj
⊆ B
}
. Set a = |P | and b = |Q|. Then a + b = r with 1 ≤ a ≤ r − 1
and 1 ≤ b ≤ r − 1 (these inequalities hold since both A and B are nonempty and En is
contained in X).
Case 1: a = 1 or b = 1.
Without loss, we may assume that a = 1. Suppose that P =
{
E n
pk
}
for some k ∈ [r].
Then Q =
{
E n
pj
: j ∈ [r] \ {k}
}
. We show that k = r.
Since A ∪B is a separation of P(X), it follows that the subgroups S n
pkpj
, j ∈ [r] \ {k},
of Cn are contained in X . Let L be the union of these r − 1 subgroups of Cn. By Lemma
2.8,
|L| =
n
p1p2 · · ·pr
×
[
p1p2 · · · pr
pk
− φ
(
p1p2 · · · pr
pk
)]
.
Since En and L are disjoint and contained in X , we get |X| ≥ φ(n) + |L|. If k 6= r, then
Lemma 2.7 together with the fact that r ≥ 3 imply
κ(P(Cn)) = |X| ≥ φ(n)+ |L| > φ(n)+
n
p1p2 · · · pr
× [p1p2 · · · pr−1 − φ(p1p2 · · · pr−1)] = α(n),
a contradiction to (1).
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Thus k = r and hence X contains En ∪ L = En
⋃(r−1⋃
j=1
S n
prpj
)
= Yr. Since both X and
Yr are cut-sets of P(Cn) with X being of minimum size, we must have X = Yr and hence
κ(P(Cn)) = |X| = |Yr| = α(n).
Case 2: a ≥ 2 and b ≥ 2.
We show that this case is not possible. Suppose that P =
{
E n
pi1
, E n
pi2
, . . . , E n
pia
}
and
Q =
{
E n
pia+1
, E n
pia+2
, . . . , E n
pia+b
}
, where [r] = {i1, i2, . . . , ia, ia+1, ia+2, . . . , ia+b}. Without
loss, we may assume that pi1 > pia+1. Since A ∪ B is a separation of P(X), the following
subgroups
S n
pi1
pia+1
, S n
pi1
pia+2
, . . . , S n
pi1
pia+b
S n
pi2
pia+1
, S n
pi2
pia+2
, . . . , S n
pi2
pia+b
...
S n
pia
pia+1
, S n
pia
pia+2
, . . . , S n
pia
pia+b
of Cn must be contained in X . Consider the following three subsets of Cn:
K1 =
b⋃
k=1
S n
pi1
pia+k
, K2 =
a⋃
l=2
S n
pil
pia+1
, K3 =
a⋃
l=2
S n
pi1
pil
.
Thus K1 is the union of the subgroups listed above in the first row, and K2 is the union
of the subgroups listed in the first column, except the subgroup S n
pi1
pia+1
. The set K3 is
well-defined as a ≥ 2. Note that K1 and K2 are contained in X but K3 need not be. By
Lemma 2.8,
|K2| =
n
p1p2 · · · pr
× pi1pia+2 · · · pia+b [pi2 · · · pia − φ(pi2 · · · pia)] ,
|K3| =
n
p1p2 · · · pr
× pia+1pia+2 · · · pia+b [pi2 · · · pia − φ(pi2 · · · pia)] .
Since pi1 > pia+1 by our assumption, it follows that |K2| > |K3|. We have
K1 ∩K2 =
(
a⋃
l=2
S n
pi1
pil
pia+1
)⋃( a⋃
l=2
S n
pi1
pil
pia+1
pia+2
)⋃
. . .
⋃( a⋃
l=2
S n
pi1
pil
pia+1
pia+b
)
⊆
(
a⋃
l=2
S n
pi1
pil
pia+1
)⋃( a⋃
l=2
S n
pi1
pil
pia+2
)⋃
. . .
⋃( a⋃
l=2
S n
pi1
pil
pia+b
)
= K1 ∩K3.
So |K1 ∩K2| ≤ |K1 ∩K3| and hence
|K1 ∪K2| = |K1|+ |K2| − |K1 ∩K2| > |K1|+ |K3| − |K1 ∩K3| = |K1 ∪K3|.
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Therefore, |X| ≥ |En| + |K1 ∪K2| > φ(n) + |K1 ∪K3|. Since K1 ∪K3 is the union of the
subgroups S n
pi1
pj
, j ∈ [r] \ {i1}, of Cn, Lemmas 2.8 and Lemma 2.7 give that
|K1 ∪K3| =
n
p1p2 · · · pr
×
[
pi2 · · · piapia+1 · · · pia+b − φ(pi2 . . . piapia+1 · · · pia+b)
]
≥
n
p1p2 · · · pr
× [p1p2 · · · pr−1 − φ(p1p2 · · · pr−1)] .
Then
κ(P(Cn)) = |X| > φ(n) + |K1 ∪K3|
≥ φ(n) +
n
p1p2 · · · pr
× [p1p2 · · · pr−1 − φ(p1p2 · · · pr−1)] = α(n),
a contradiction to (1).
Proposition 4.2. Let X be a minimum cut-set of P(Cn) and A∪B be a separation of P(X).
If X contains E n
ps
for exactly one s ∈ [r], then all the remaining sets E n
pi
, i ∈ [r] \ {s}, are
contained either in A or in B.
Proof. Taking u = p1p2 · · · pr−1 − φ(p1p2 · · · pr−1), we have
|X| = κ(P(Cn)) ≤ α(n) = φ(n) +
n
p1p2 · · · pr
× u. (4)
Define the following two sets:
P :=
{
E n
pi
: i ∈ [r] \ {s}, E n
pi
⊆ A
}
, Q :=
{
E n
pj
: j ∈ [r] \ {s}, E n
pj
⊆ B
}
.
Set a = |P | and b = |Q|. Then a + b = r − 1 with 0 ≤ a ≤ r − 1 and 0 ≤ b ≤ r − 1. We
show that either a = 0 or b = 0. Suppose that a ≥ 1 and b ≥ 1.
Case 1: a = 1 or b = 1.
Without loss, we may assume that a = 1. Suppose that P =
{
E n
pj
}
for some j ∈ [r].
Then Q =
{
E n
pi
: i ∈ [r] \ {j, s}
}
. Since A ∪ B is a separation of P(X), the subgroups
S n
pipj
, i ∈ [r]\{j, s}, of Cn are contained in X . Let L be the union of these r−2 subgroups
of Cn. By Lemma 2.8, we have
|L| =
n
p1p2 · · ·pr
×
[
p1p2 · · · pr
pj
− psφ
(
p1p2 · · · pr
pspj
)]
.
Since En, E n
ps
and L are pairwise disjoint and contained in X , we get
|X| ≥ |En|+
∣∣∣E n
ps
∣∣∣ + |L|
≥ φ(n) + φ
(
n
ps
)
+
n
p1p2 · · · pr
×
[
p1p2 · · · pr
pj
− psφ
(
p1p2 · · ·pr
pspj
)]
≥ φ(n) +
n
p1p2 · · · pr
×
[
φ(p1p2 · · · pr)
ps
+
p1p2 · · · pr
pj
− psφ
(
p1p2 · · ·pr
pspj
)]
= φ(n) +
n
p1p2 · · · pr
× v,
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where v = φ(p1p2···pr)
ps
+ p1p2···pr
pj
− psφ
(
p1p2···pr
pspj
)
. We have
v − u =
φ(p1 · · ·pr)
ps
+
p1 · · · pr
pj
− psφ
(
p1 · · · pr
pspj
)
− p1 . . . pr−1 + φ(p1 . . . pr−1).
If j = r, then v − u = φ
(
p1p2···pr
prps
)
×
[
φ(prps)
ps
− 1
]
> 0. Assume that s = r. Then
v − u =
p1p2 · · ·pr
prpj
× (pr − pj)− φ
(
p1p2 · · · pr
prpj
)[
pr −
φ(pjpr)
pr
− φ(pj)
]
= (pr − pj)×
[
p1p2 · · · pr
prpj
− φ
(
p1p2 · · ·pr
prpj
)]
+ φ
(
p1p2 · · · pr
prpj
)
×
(
φ(pjpr)
pr
− 1
)
.
If pj > 2, then
φ(pjpr)
pr
> 1 and so v−u > 0. Suppose that pj = 2. Then j = 1. In this case,
v − u = (pr − 2)× [p2 · · · pr−1 − φ (p2 · · · pr−1)]−
1
pr
φ (p2 · · · pr−1)
≥ (pr − 2)× φ(p3 · · ·pr−1)−
1
pr
φ (p2 · · · pr−1)
= φ(p3 · · · pr−1)×
[
pr − 2−
p2 − 1
pr
]
> 0.
In the above, φ(p3 · · · pr−1) is considered to be 1 if r = 3. Now assume that s 6= r and
j 6= r. Then an easy calculation gives that
v − u =
p1 · · · pr
prpj
× (pr − pj) + φ
(
p1 · · · pr
pjpspr
)[
φ(pjpspr)
ps
− φ(pspr)− φ(pr) + φ(pjps)
]
=
p1 · · · pr
prpj
× (pr − pj) + φ
(
p1 · · · pr
pjps
)[
φ(pjps)
ps
− 1
]
− φ
(
p1 · · · pr
pjpr
)
(pr − pj)
= (pr − pj)×
[
p1 · · · pr
pjpr
− φ
(
p1 · · ·pr
pjpr
)]
+ φ
(
p1 · · · pr
pjps
)[
φ(pjps)
ps
− 1
]
.
If pj > 2, then
φ(pjps)
ps
≥ 1 and it follows that v − u > 0. Suppose that pj = 2. Then j = 1
and ps ≥ 3. In this case, for r ≥ 4,
v − u = (pr − 2)[p2 · · ·pr−1 − φ(p2 · · · pr−1)]−
1
ps
φ
(
p2 · · · pr
ps
)
=
1
ps
[
ps(pr − 2)(p2 · · · pr−1 − φ(p2 · · · pr−1))− φ
(
p2 · · ·pr
ps
)]
≥
1
ps
[ps(pr − 2)(p2 · · · pr−1 − φ(p2 · · · pr−1))− φ(p3 · · · pr)]
>
1
ps
[φ(pr)(p2 · · · pr−1 − φ(p2 · · · pr−1))− φ(p3 · · ·pr)]
=
φ(pr)
ps
× [p2 · · · pr−1 − p2φ(p3 · · · pr−1)] > 0.
If r = 3, then s = 2 and v − u = p3 − 2 −
φ(p3)
p2
> 0. In all the cases, we thus have v > u
and hence |X| ≥ φ(n) + n
p1p2···pr
× v > φ(n) + n
p1p2···pr
× u, a contradiction to (4).
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Case 2: a ≥ 2 and b ≥ 2.
We shall apply a similar argument used in Case 2 of Proposition 4.1. Suppose that
P = {E n
pi1
, E n
pi2
, . . . , E n
pia
} and Q = {E n
pia+1
, E n
pia+2
, . . . , E n
pia+b
}, where
[r] \ {s} = {i1, . . . , ia, ia+1, . . . , ia+b}.
Without loss, we may assume that pi1 > pia+1. Since A ∪ B is a separation of P(X), the
following subgroups
S n
pi1
pia+1
, S n
pi1
pia+2
, . . . , S n
pi1
pia+b
S n
pi2
pia+1
, S n
pi2
pia+2
, . . . , S n
pi2
pia+b
...
S n
pia
pia+1
, S n
pia
pia+2
, . . . , S n
pia
pia+b
of Cn must be contained in X . Consider the following three subsets of Cn:
R1 =
b⋃
k=1
S n
pi1
pia+k
, R2 =
a⋃
l=2
S n
pil
pia+1
, R3 =
a⋃
l=2
S n
pi1
pil
.
Note that R1 and R2 are contained in X but R3 need not be. Also, observe that R1 ∪ R3
is the union of the r − 2 subgroups S n
pi1
pj
with j ∈ [r] \ {i1, s}.
In Case 1, if we suppose that E n
pi1
is contained in A and the sets E n
pj
, j ∈ [r] \ {i1, s},
are contained in B, then X will contain the sets En, E n
ps
, R1 ∪R3 and it would follow that
|En|+
∣∣∣E n
ps
∣∣∣+ |R1 ∪R3| > φ(n) + n
p1p2 · · · pr
× u = α(n). (5)
We shall use this estimate to get a contradiction. By Lemma 2.8,
|R2| =
n
p1p2 · · · pr
× pspi1pia+2 · · ·pia+b [pi2 · · · pia − φ(pi2 · · · pia)] ,
|R3| =
n
p1p2 · · · pr
× pspia+1pia+2 · · · pia+b [pi2 · · · pia − φ(pi2 · · · pia)] .
Since pi1 > pia+1 by our assumption, it follows that |R2| > |R3|. We have
R1 ∩R2 =
(
a⋃
l=2
S n
pi1
pil
pia+1
)⋃( a⋃
l=2
S n
pi1
pil
pia+1
pia+2
)⋃
. . .
⋃( a⋃
l=2
S n
pi1
pil
pia+1
pia+b
)
⊆
(
a⋃
l=2
S n
pi1
pil
pia+1
)⋃( a⋃
l=2
S n
pi1
pil
pia+2
)⋃
. . .
⋃( a⋃
l=2
S n
pi1
pil
pia+b
)
= R1 ∩ R3.
Thus |R1 ∩R2| ≤ |R1 ∩R3| and hence
|R1 ∪ R2| = |R1|+ |R2| − |R1 ∩R2| > |R1|+ |R3| − |R1 ∩R3| = |R1 ∪ R3|.
Then |X| ≥ |En|+
∣∣∣E n
ps
∣∣∣+ |R1 ∪R2| > φ(n) + φ( nps
)
+ |R1 ∪R3| > α(n) using (5), which
is a contradiction to (4).
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Corollary 4.3. Let X be a minimum cut-set of P(Cn). If X contains E n
ps
for exactly one
s ∈ [r], then ns ≥ 2.
Proof. Let A ∪ B be a separation of P(X). By Proposition 4.2, we may assume that the
sets E n
pi
, i ∈ [r] \ {s}, are contained in A. Then an arbitrary element in B must have order
of the form n
pks
, where 0 ≤ k ≤ ns. The sets En and E n
ps
are contained in X and the order
of the elements in these two sets correspond to k = 0, 1 respectively. Since B is non-empty,
we must have that ns ≥ 2.
Theorem 4.4. Let X be a minimum cut-set of P(Cn) containing E n
ps
for a unique s ∈ [r].
Then s = r and κ(P(Cn)) = βr(n) = β(n).
Proof. Recall that βs(n) = φ(n)+
n
p1···pr
× 1
p
ns−1
s
[
p1p2···pr
ps
+ φ
(
p1p2···pr
ps
)
(pns−1s − 2)
]
and that
|X| = κ(P(Cn)) ≤ min{α(n), βs(n)}.
We have ns ≥ 2 by Corollary 4.3. Fix a separation A∪B of P(X). By Proposition 4.2,
we may assume that all the sets E n
pi
, i ∈ [r] \ {s}, are contained in A. Then any element
in B must be of order of the form
pn11 · · · p
ns−1
s−1 p
t
sp
ns+1
s+1 · · · p
nr
r
for some t with 0 ≤ t ≤ ns−2, as En and E n
ps
are contained in X . Let k ∈ {0, 1, · · · , ns−2}
be the largest integer for which B has an element of order pn11 · · · p
ns−1
s−1 p
k
sp
ns+1
s+1 · · · p
nr
r . Then
the elements of Cn of order p
n1
1 · · · p
ns−1
s−1 p
j
sp
ns+1
s+1 · · · p
nr
r with k + 1 ≤ j ≤ ns are in X .
Thus the sets En, E n
pls
with 1 ≤ l ≤ ns−k−1 and the subgroups S n
p
ns−k
s pi
, i ∈ [r] \ {s},
are contained in X . We have∣∣∣∣∣
ns−k−1⋃
l=1
E n
pls
∣∣∣∣∣ =
ns−k−1∑
l=1
∣∣∣E n
pls
∣∣∣ = φ( n
pnss
)[
φ(pns−1s ) + · · ·+ φ(p
k+1
s )
]
= φ
(
n
pnss
)[
pns−1s − p
k
s
]
=
n
p1 · · · pr
×
1
pns−1s
× φ
(
p1p2 · · · pr
ps
)[
pns−1s − p
k
s
]
.
Applying a similar argument as in the proof Lemma 2.8, it can be calculated that∣∣∣∣∣∣∣∣
r⋃
i=1
i 6=s
S n
p
ns−k
s pi
∣∣∣∣∣∣∣∣
=
n
p1 · · · pr
×
1
pns−k−1s
×
[
p1 · · · pr
ps
− φ
(
p1 · · · pr
ps
)]
Therefore, |X| ≥ |En|+
∣∣∣∣ns−k−1⋃
l=1
E n
pls
∣∣∣∣+
∣∣∣∣∣∣∣
r⋃
i=1
i 6=s
S n
p
ns−k
s pi
∣∣∣∣∣∣∣ = µk, where
µk = φ(n) +
n
p1 · · · pr
×
[
φ
(
p1 · · · pr
ps
)
+
1
pns−k−1s
[
p1 · · · pr
ps
− 2φ
(
p1 · · ·pr
ps
)]]
.
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Since r ≥ 3, p1···pr
ps
6= 2φ
(
p1···pr
ps
)
, see [9, Theorem 1.3(iii)]. If p1···pr
ps
< 2φ
(
p1···pr
ps
)
, then µk
is minimum when k = ns − 2. In that case,
|X| ≥ µns−2 = φ(n) +
n
p1 · · · pr
×
[
φ
(
p1 · · · pr
ps
)
+
1
ps
[
p1 · · · pr
ps
− 2φ
(
p1 · · · pr
ps
)]]
> φ(n) +
n
p1 · · · pr
×
[
φ
(
p1 · · · pr
ps
)
+
p1 · · ·pr
ps
− 2φ
(
p1 · · · pr
ps
)]
= φ(n) +
n
p1 · · · pr
×
[
p1 · · · pr
ps
− φ
(
p1 · · · pr
ps
)]
≥ φ(n) +
n
p1 · · · pr
× [p1 · · · pr−1 − φ(p1 · · · pr−1] = α(n),
which is a contradiction to that |X| ≤ α(n). In the above, the second last inequality follows
from Lemma 2.7.
Thus p1···pr
ps
> 2φ
(
p1···pr
ps
)
. In this case, µk is minimum when k = 0 and so
|X| ≥ µ0 = φ(n) +
n
p1 · · · pr
×
[
φ
(
p1 · · · pr
ps
)
+
1
pns−1s
[
p1 · · · pr
ps
− 2φ
(
p1 · · ·pr
ps
)]]
= φ(n) +
n
p1 · · · pr
×
1
pns−1s
×
[
p1 · · · pr
ps
+ φ
(
p1 · · · pr
ps
)(
pns−1s − 2
)]
= βs(n).
Since |X| ≤ βs(n), it follows that |X| = βs(n).
We now claim that s = r. Suppose that s 6= r. Then s < r. Since p1···pr
ps
> 2φ
(
p1···pr
ps
)
,
Lemma 3.4 implies that βs(n) > βr(n). Then κ(P(Cn)) = |X| = βs(n) > βr(n) = β(n), a
contradiction to (2).
Proposition 4.5. If nr ≥ 2 and X is a minimum cut-set of P(Cn), then X contains at
most one of the sets E n
p1
, E n
p2
, . . . , E n
pr
.
Proof. If possible, suppose that the sets E n
pk
and E n
pl
are contained in X for some k, l ∈ [r]
with k 6= l. We may assume that k < l. Then k ≤ r − 1. Using Lemmas 2.5 and 2.4,∣∣∣E n
pl
∣∣∣ = φ( n
pl
)
≥ φ
(
n
pr
)
≥
n
p1 · · ·pr
×
φ (p1 · · · pr−1pr)
pr
and ∣∣∣E n
pk
∣∣∣ = φ( n
pk
)
≥ pnr−1r φ
(
n
pnrr
)
=
n
p1 · · · pr
× φ (p1 · · · pr−2pr−1) .
We have |X| = κ(P(Cn)) ≤ β(n) = φ(n) +
n
p1···pr
× u, where
u =
1
pnr−1r
[
p1p2 · · · pr−1 + φ(p1 · · · pr−1)
(
pnr−1r − 2
)]
.
Using Lemma 2.3 and the hypothesis that nr ≥ 2, an easy calculation gives that
φ (p1 · · · pr−1) +
φ (p1 · · · pr)
pr
− u =
1
pnr−1r
[(
φ
(
pnr−1r
)
+ 2
)
φ (p1 · · · pr−1)− p1 · · ·pr−1
]
>
1
pnr−1r
[(r + 1)φ (p1 · · · pr−1)− p1 · · · pr−1]
> 0.
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Therefore φ (p1 · · ·pr−1) +
φ(p1···pr)
pr
> u. Since En, E n
pk
, E n
pl
are pairwise disjoint and con-
tained in X , we get
|X| ≥ |En|+
∣∣∣E n
pk
∣∣∣+ ∣∣∣E n
pl
∣∣∣
= φ(n) +
n
p1 · · · pr
×
[
φ (p1 · · · pr−1) +
φ (p1 · · · pr)
pr
]
> φ(n) +
n
p1 · · · pr
× u = β(n),
a contradiction to that |X| = κ(P(Cn)) ≤ β(n).
Proof of Theorem 1.2. Since nr ≥ 2, X contains at most one of the sets E n
p1
, . . . , E n
pr
by Proposition 4.5. If X does not contain any of these sets, then Proposition 4.1 implies
that κ(P(Cn)) = α(n). If X contains E n
ps
for a unique s ∈ [r], then Proposition 4.4 gives
that s = r and κ(P(Cn)) = βr(n) = β(n). It follows that κ(P(Cn)) = min{α(n), β(n)},
thus proving the theorem.
5 Proof of Theorem 1.3
Let n = p1p2 · · · pr, where r ≥ 3 and p1, p2, . . . , pr are prime numbers with p1 < p2 < · · · <
pr. In this case,
α(n) = φ(n) + p1p2 · · · pr−1 − φ(p1p2 · · · pr−1),
γ(n) = φ(n) + φ(p1 · · · pr−1) + φ(p1 · · ·pr−2pr) + p1 · · · pr−2 − φ(p1 · · · pr−2).
Recall that the set Xr−1,r = En
⋃
E n
pr−1
⋃
E n
pr
⋃(r−2⋃
i=1
S n
pipr−1pr
)
defined in Section 3.1 is a
cut-set of P(Cn) which gives the upper bound γr−1,r(n) = γ(n) for κ(P(Cn)). Now, let X
be a minimum cut-set of P(Cn). Then |X| = κ(P(Cn)) ≤ min{α(n), γ(n)}.
Proposition 5.1. X contains none or exactly two of the sets E n
p1
, E n
p2
, . . . , E n
pr
.
Proof. This follows from Proposition 3.10 and Corollary 4.3.
Proposition 5.2. If X contains none of the sets E n
p1
, . . . , E n
pr
, then κ(P(Cn)) = α(n).
Proof. This follows from Proposition 4.1.
Proposition 5.3. If X contains exactly two of the sets E n
p1
, E n
p2
, . . . , E n
pr
, then the fol-
lowing hold:
(i) E n
pr−1
and E n
pr
are contained in X.
(ii) X = Xr−1,r and so κ(P(Cn)) = γr−1,r(n) = γ(n).
Proof. (i) Let E n
pj
and E n
pk
be the two sets which are contained in X , where 1 ≤ j 6= k ≤ r.
If possible, suppose that {j, k} 6= {r − 1, r}. Without loss, we may assume that j < k.
Then j ≤ r − 2. By Lemma 2.5,∣∣∣E n
pj
∣∣∣ = φ( n
pj
)
> φ
(
n
pr−1
)
(6)
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and ∣∣∣E n
pk
∣∣∣ = φ( n
pk
)
≥ φ
(
n
pr
)
> φ
(
n
pr
)
− φ
(
n
pr−1pr
)
. (7)
Now fix a separation A ∪ B of P(X). We consider two cases.
Case 1: Each of A and B contains at least one of the sets E n
pi
, i ∈ [r] \ {j, k}.
This possibility occurs only when r ≥ 4. Suppose that A contains E n
ps
and B contains
E n
pt
for some s, t ∈ [r] \ {j, k} with s 6= t. Then the subgroup S n
pspt
is contained in X . We
have ∣∣∣S n
pspt
∣∣∣ = n
pspt
≥
n
pr−1pr
. (8)
Since the sets En, E n
pj
, E n
pk
and S n
pspt
are pairwise disjoint and contained in X , we get using
(6), (7) and (8) that
|X| ≥ |En|+
∣∣∣E n
pj
∣∣∣ + ∣∣∣E n
pk
∣∣∣ + ∣∣∣S n
pspt
∣∣∣
> φ(n) + φ
(
n
pr
)
+ φ
(
n
pr−1
)
+
n
pr−1pr
− φ
(
n
pr−1pr
)
= γ(n),
which is a contradiction to that |X| ≤ γ(n).
Case 2: All the sets E n
pi
, i ∈ [r] \ {j, k}, are contained either in A or in B.
Without loss, we may assume that B contains all the sets E n
pi
, i ∈ [r] \ {j, k}. Since
A ∪ B is a separation of P(X), the order of each element of A must be divisible by pi for
every i ∈ [r] \ {j, k}. Since En, E n
pj
and E n
pk
are contained in X , it follows that the order
of every element of A is equal to n
pjpk
, thus giving A = E n
pjpk
. Then each of the subgroups
S n
pipjpk
, i ∈ [r]\{j, k}, of Cn is contained in X . Let R be the union of these r−2 subgroups.
By Lemmas 2.8 and 2.7, we get
|R| =
n
pjpk
− φ
(
n
pjpk
)
>
n
pr−1pr
− φ
(
n
pr−1pr
)
, (9)
as {j, k} 6= {r−1, r}. Since the sets En, E n
pj
, E n
pk
and R are pairwise disjoint and contained
in X , we get using (6), (7) and (9) that
|X| ≥ |En|+
∣∣∣E n
pj
∣∣∣ + ∣∣∣E n
pk
∣∣∣ + |R|
> φ(n) + φ
(
n
pr
)
+ φ
(
n
pr−1
)
+
n
pr−1pr
− φ
(
n
pr−1pr
)
= γ(n),
which is a contradiction to that |X| ≤ γ(n). This completes the proof of (i).
(ii) By (i), E n
pr−1
and E n
pr
are contained in X . Fix a separation A ∪ B of P(X). If
E n
ps
⊆ A and E n
pt
⊆ B for some s, t ∈ [r − 2] with s 6= t (possible only when r ≥ 4), then
the subgroup S n
pspt
is contained in X . We have
∣∣∣S n
pspt
∣∣∣ = n
pspt
>
n
pr−1pr
>
n
pr−1pr
− φ
(
n
pr−1pr
)
. (10)
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Since the sets En, E n
pr
, E n
pr−1
and S n
pspt
are pairwise disjoint and contained in X , we get
using (10) that
|X| ≥ |En|+
∣∣∣E n
pr
∣∣∣+ ∣∣∣E n
pr−1
∣∣∣ + ∣∣∣S n
pspt
∣∣∣
> φ(n) + φ
(
n
pr
)
+ φ
(
n
pr−1
)
+
n
pr−1pr
− φ
(
n
pr−1pr
)
= γ(n),
which is a contradiction to that |X| ≤ γ(n). Therefore, all the sets E n
pi
, 1 ≤ i ≤ r− 2, are
contained either in A or in B.
Without loss, we may assume that all these r − 2 sets are contained in B. Applying
the argument as in the proof of Case 2 of (i), we get that A = E n
pr−1pr
and that each
of the subgroups S n
pipr−1pr
, i ∈ [r − 2], is contained in X . Thus X contains the cut-set
Xr−1,r. Since X is a minimum cut-set of P(Cn), it follows that X = Xr−1,r and hence
κ(P(Cn)) = |X| = |Xr−1,r| = γ(n).
Now, we can see that Theorem 1.3 follows from Propositions 5.1, 5.2 and 5.3. Note that
the comparison between α(n) and γ(n) is given in Lemma 3.9(ii).
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