Given a cost matrix W and a positive integer k, the k-cardinality assignment problem is to assign k rows to k columns so that the sum of the corresponding costs is a minimum. This generalization of the classical assignment problem is solvable in polynomial time, either by transformation to min-cost ow or through speci c algorithms. We consider the algorithm recently proposed by Dell'Amico and Martello for the case where W is dense, and we show how this approach can be used to obtain an e cient algorithm for the case of sparse matrices. Extensive computational experiments show that the resulting code can e ectively solve very large sparse instances and that it is competitive with the previous approach also on dense instances.
Introduction
Given an integer n 1 n 2 cost matrix W = w ij ] and an integer k (k min(n 1 ; n 2 )), the k{Cardinality Assignment Problem (k-AP ) is to select k rows and k columns of W and to assign each selected row to exactly one selected column, so that the sum of the costs of the assignment is a minimum. Let x ij (i = 1; : : :; n 1 ; j = 1; : : :; n 2 ) be a binary variable taking the value 1 if and only if row i is assigned to column j. The problem can then be formulated as the following integer linear program: 
x ij 2 f0; 1g (i = 1; : : :; n 1 ; j = 1; : : :; n 2 )
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In the special case where n 1 = n 2 = k, k-AP reduces to the well-known Assignment Problem (AP): the` ' sign in equations (2) and (3) can then be replaced by the`=' sign and equation (4) can be dropped. It has been shown by Dell'Amico and Martello 4] that the constraint matrix of k-AP is totally unimodular, hence the polyhedron de ned by the continuous relaxation of (1){(5) has integral vertices. Thus the optimal solution to the problem can be obtained in polynomial time through linear programming.
It is well known that AP is to nd the minimum cost basis of the intersection of two partition matroids, hence k-AP is the optimum basis of two matroids truncated to k. Since the two-matroid intersection algorithm runs in polynomial time, we know that k-AP is polynomial even for real valued cost matrices. This also gives a possible dual algorithm for k-AP : start with an empty solution (no row assigned) and apply for k times a shortest augmenting path (SAP) technique (see, e.g., Lawler 7] ) obtaining, at each iteration, a solution in which one more row is assigned.
The k-AP has direct applications in assigning workers to machines when there are multiple alternatives and only a subset of workers and machines has to be assigned. It also arises as a subproblem in the solution of more complex problems such as, e.g., in the algorithms proposed by Pomalaza-R aez 9] and Dell'Amico, Ma oli and The algorithm in 4] has been developed for solving instances in which matrix W is complete. In this paper we consider the case where W is sparse, hence the problem is more conveniently formulated through the following graph theory model. Let G = (U V; A) be a bipartite digraph where U = f1; : : :; n 1 g and V = f1; : : :; n 2 g are the two vertex sets and A U V is the arc set. Let w ij be the weight of an arc (i; j) 2 A. We want to select k arcs of A such that no two arcs share a common vertex and the sum of the costs of the selected arcs is a minimum.
In the following we assume, without loss of generality, that w ij 0 8 (i; j) 2 A. Since k-AP does not change if we swap sets U and V , we also assume, without loss of generality, that n 1 n 2 .
The problem in which the objective is to maximize the cost of the assignment, is solved by k-AP if each cost w hl ((h; l) 2 A) is replaced by the non-negative quantity e w hl = max (i;j)2A fw ij g ? w hl .
The objective of this article is to provide a specialized algorithm, and the corresponding computer code, for the exact solution of k-AP .
Algorithm for Complete Matrices
The main phases of the approach in 4] are a heuristic preprocessing and an exact primal algorithm.
Preprocessing nds a partial optimal solution, determines sets of rows and columns which must be assigned in an optimal solution and reduces the cost matrix. The primal algorithm completes the partial solution and determines the optimum through a series of alternating paths.
The preprocessing phase can be summarized as follows. 2. Determine a value g k, as high as possible, such that a partial optimal solution in which g rows are assigned can be heuristically determined. This is obtained through a heuristic algorithm which, for increasing values of j, assigns row r(j) to column j if such row is currently unassigned; if instead row r(j) is already assigned, under certain conditions the algorithm assigns column j + 1 instead of j (and then proceeds to column j + 2) or assigns the current column j to row r 0 (j) instead of r(j). Let g be the number of rows and columns assigned at the end of the algorithm; it can be proved that this assignemnt is optimal for g-AP . 3. Determine a set R of rows and a set C of columns that must be selected in an optimal solution to k-AP . 4. Compute a lower bound LB on the optimal solution value. Heuristically determine an approximate solution of value UB. If UB > LB then reduce the instance by determining pairs (i; j) for which x ij must assume value zero. The overall time complexity of the preprocessing phase is O(n 1 n 2 + kn 2 logn 2 ). The primal phase starts with the k k submatrix of W induced by the sets of rows and columns selected in the heuristic solution of value UB, and exactly solves an AP over such matrix. Then n 1 +n 2 ?2k iterations are performed by adding to the current submatrix one row or column of W at a time and by re-optimizing the current solution through alternating paths on a particular digraph induced by the submatrix. 3 The sparse case When the instance is sparse, two main problems arise in the adaptation of the algorithm of the previous section. The rst one is to e ciently determine the required row and column minima and the sets of xed rows and columns. The second one, more important, is that the heuristic procedures may fail in nding a feasible solution, so the primal algorithm would not have a starting basis.
The rst problem is easily solved through suitable data structures. Since our implementation requires that a forward star is given on input to de ne graph G, we internally build the \reverse" structure (backward star). With these two structures it is then easy to e ciently implement both searches on rows and columns.
The second problem is more complex. First observe that, due to sparsity, in some cases a solution of cardinality k does not exist at all. Even if k-cardinality assignments exist, in many cases it is di cult to nd one of them, and the heuristic of step 4 (see the previous section) may give no solution, nor information on the feasibility of the instance. An immediate way to face this problem is to allow such heuristic to select dummy elements having cost equal to M (a very large value) when no true entry can be selected. This approach however is only e ective when a solution including few dummy elements can be obtained, since otherwise the following primal phase becomes computationally heavy and the likely result that the input instance is infeasible is detected only at the end. For such cases a more convenient approach is to determine the heuristic solution by applying a max-ow algorithm to a network obtained from G by adding three vertices s , s and t, and arcs (s ; s ), (s ; j) (j = 1; : : :; n 1 ) and (k; t) (k = 1; : : :; n 2 ). All the arcs of the resulting network have unit capacity, but (s ; s ) which has capacity k. Note that when the maximum ow is smaller than k we know that the instance is infeasible. The algorithm selects one of the above approaches on the basis of the input values of k, n 1 , n 2 and jAj.
Computational Experiments
We have coded in Fortran 77 the primal algorithm for sparse matrices and the primal algorithm for dense matrices, by using the Jonker and Volgenant 6] code for the AP solutions. We also implemented a min-cost ow approach, by using code RELAXT of Bertsekas and Tseng 2]. The three algorithms were computationally tested on a Silicon Graphics Indy R10000sc 195 MHz.
We performed computational experiments on series of test problems commonly used in the literature for the assignment problem. Test problems were obtained by randomly generating the costs w ij from the uniform distributions 0; For increasing values of n 1 and n 2 (up to 3000) and various degrees of sparsity (from 1% to 10%), ten instances were generated and solved for di erent values of k (ranging from 20% of n 1 to 99 % of n 1 ). The results show that the proposed code is more e cient than its competitors in the solution of sparse instances, and that it is competitive also on dense instances.
