A novel active contour model (ACM) for image segmentation, driven by both local and global image-intensity information encoded by a selforganising map (SOM), is proposed. Experimental results demonstrate the robustness of the proposed model to the contour initialisation and to the additive noise, when compared with the state-of-the-art local and global ACMs. They also demonstrate its robustness to scene changes.
Introduction:
The energy terms associated to regional active contour functionals have produced various models, which can be roughly classified as global [1] and local [2] active contour models (ACMs). Both global and local ACMs are powerful segmentation techniques that are able to segment images using global or local image-intensity information, respectively, by dealing with the image segmentation process as an optimisation problem. In general, the presence of global energy terms produces robustness of the segmentation to both contour initialisation and additive noise. However, it usually moves the final contour away from the true object boundary, leading to object leaking when the image contains intensity inhomogeneity. On the other hand, although local energy terms can handle intensity inhomogeneities effectively because of their locality properties, they are, in general, sensitive to the location of the initial contour. Recently, as explained in [3, 4] , self-organising maps (SOMs) have been used in constructing both global and local energy terms of a variational level-set functional, resulting in a new class of supervised and unsupervised SOM-based ACMs (see also [5] for a comparison with previous SOM-based ACMs). Compared with level-set-based ACMs, the new class of SOM-based ACMs has demonstrated clear superiority in terms of robustness and effectiveness, in handling the segmentation of complex images corrupted by additive Gaussian noise and containing intensity inhomogeneity. Likewise for other level-set-based ACMs, finding a good trade-off between global and local energy terms in the new class of SOM-based ACMs represents a challenging problem, the solution of which would help in handling the segmentation of complex images in an effective way and, at the same time, obtaining less sensitivity in some computer vision challenges to additive noise, intensity inhomogeneity and contour initialisation. Motivated by such issues, we propose a model that combines the robustness and effectiveness properties of global and local intensity information in an SOM-based ACM. In this way, the proposed ACM is able to make use of both kinds of information to handle images containing intensity inhomogeneity in a robust way with respect to the location of the initial contour and to the additive noise.
Proposed model: The proposed active contour segmentation framework is composed of an unsupervised training session and a testing session. The two sessions are performed both offline and online. For simplicity, we describe here the case of grey-level images (the case of colour images can be dealt with in a similar way).
In the offline unsupervised training session, a set of n neurons are trained to model globally (e.g. without taking into account spatial dependencies among pixels) the intensity distribution of the image, by applying the intensity I (tr) (x t ) of a randomly extracted pixel x t of a training image as input to the SOM at time t = 0, 1, . . . , t max is the number of iterations in the training of the SOM. The SOM considered in the proposed model shares the same configurations as the SOMs used in the self-organising active contour (SOAC) model (see [4] for more details) with respect to the self-organisation learning rule, the learning rate η(t) and the neighbourhood kernel h bn (t).
[SOAC is a supervised local SOM-based ACM, which relies on local image-intensity information for both the online and offline sessions. Differently from SOAC, the proposed model is an unsupervised local-global SOM-based ACM, which relies on global information in the offline session, while taking advantage of both local and global information in the online session.]. After its training, one obtains a set of prototypes (weights) w n (one for each neuron n of the SOM), which describe the global intensity distribution of the image.
Once its training has been accomplished, the SOM network is applied in the testing session, during the evolution of the active contour C, to approximate and describe globally the foreground and background intensity distributions of a similar test image I(x) to be segmented.
The use of such a global information helps in providing robustness of the model with respect to contour initialisation and the additive noise. Moreover, during the active contour evolution, a combination of local and global information is exploited to provide robustness of the model to the intensity inhomogeneity and to possible changes in the intensity distribution itself, when moving from the training image to the test one. More precisely, as a first step, one determines, for each pixel x ∈ Ω (the domain of the image), the best-matching-unit neuron w b (x) to the local weighted mean intensity of the image
i.e.
where g σ is a Gaussian kernel function with R 2 g s (x) dx = 1 and width σ > 0. Such a choice of w b (x) does not depend on the current contour C. Then, one considers the two local weighted mean intensities c + (x, C ) and c − (x, C ) inside the current approximations in(C ) and out(C ) of the foreground and of the background, respectively. [The notations in (C ) and out(C ) are used, because they denote the regions inside and outside the current contour C, respectively (see [4] for a more detailed definition).] Such local weighted mean intensities are defined as follows:
At this point, one considers the distances of the weight w b (x) from the two local weighted mean intensities in the two regions around the pixel x, which are defined, respectively, as
Then, one defines the two weights as
Such weights are extracted from the trained SOM as regional intensity descriptors and included in the objective functional to be minimised in our proposed model, which has the following expression:
where the parameters λ + , λ − > 0 are, respectively, the weights of the image energy terms associated with the inside and the outside of the contour. Now, by expressing the contour C as C(ϕ) using a level-set function ϕ, and minimising the proposed energy functional (following the same steps of SOAC [4] ), the evolution of C(ϕ) is described by the following partial differential equation:
where δ(·) is the Dirac generalised function. The terms associated with λ + and λ − can be interpreted, respectively, as internal and external forces that drive the active contour towards the actual object boundary. Then, (10) can be solved iteratively by replacing the Dirac delta by a smooth approximation, and using a finite difference scheme. Moreover, a regularisation step can be performed (as in [6] ), in which the current level-set function ϕ is replaced by its convolution by a Gaussian kernel with suitable width σ ′ > 0.
Experimental results: In this Section, we demonstrate experimentally the robustness of the proposed model in handling 8 bit real and synthetic images, as compared with representative local and global ACMs (i.e. local region-based Chan-Vese (LRCV) [6] and Chan-Vese (C-V) [1] , respectively). The experiments illustrated in this Section can be divided into three parts, as they test the robustness of the proposed model to the contour initialisation, to the additive noise and to scene changes. The developed code and the values for the parameters that have been used to obtain the next experimental results are available at http://www.imtlucca.it/mohammed.abdelsamea. Fig. 1 illustrates the robustness of the proposed model to the contour initialisation in handling a real vessel image with intensity inhomogeneity and weak boundaries, when compared with the LRCV and C-V models. As such a Figure shows, in this experiment the proposed model was less sensitive to the location of the initial contour than the LRCV and C-V models, and the contours obtained by the proposed model converged to the true object boundary, with similar performances for all the considered contour initialisations. In this experiment, the proposed model was trained offline on the leftmost image shown in the first row, then it was used to segment its noisy versions in the online phase. As shown by this Figure, the segmentations obtained in this experiment by the proposed model demonstrated its small sensitivity to the additive noise. On the other hand, in this experiment the LRCV model was more sensitive to the additive noise, which was affected gradually its segmentation results. Instead, C-V showed its inability to find the location of the object of interest. To demonstrate the robustness of the proposed model with respect to scene changes, we trained offline our model on some images shown in the first column of Fig. 3 , and then we applied it online to segment different images, as shown in the second column of Fig. 3 . Then, we also trained it on the images shown in the third column to segment the images in the fourth column. In this experiment, the robustness of the proposed model was confirmed in several cases: when intensity inhomogeneity occurs in real and synthetic images with weak boundaries (first row of Fig. 3 ), in the absence/presence of the intensity inhomogeneity (second row), in synthetic images (third row) and in handling images containing an overlap of the foreground/background intensity distributions (fourth row). Conclusion: In this Letter, we have presented a novel SOM-based ACM, which combines both global and local intensity information, relying on both global and local regional descriptors. The main contribution of the model is the implicit use of local information and the explicit use of global information, which helps in discovering complex distributions and at the same time it is very robust to the contour initialisation, likewise to other global ACMs. To highlight the robustness of the proposed model, we have tested and compared it with the state-of-the-art local and global ACMs on synthetic and real images at various locations of the initial contours, and so confirmed the robustness with respect to the intensity inhomogeneity, the additive noise, the contour initialisation and scene changes.
