Abstract. We introduce the concept of a 1-coaligned k-graph and prove that the shift maps of a k-graph pairwise * -commute if and only if the k-graph is 1-coaligned. We then prove that for 2-graphs Λ generated from basic data * -commuting shift maps is equivalent to a condition that implies that C * (Λ) is simple and purely infinite. We then consider full shift spaces and introduce a condition on a block map which ensures the associated sliding block code * -commutes with the shift.
Introduction
Suppose X is a set and S, T : X → X are commuting functions. We say that S and T * -commute if for every (y, z) ∈ X × X such that S(y) = T (z), there exists a unique x ∈ X such that T (x) = y and S(x) = z. The concept of * -commuting maps was first introduced in [1, §5] , where Arzumanian and Renault studied * -commuting pairs of local homeomorphisms on a compact space X. In [3] Exel and Renault expand on this idea and provide many interesting examples. Additional examples of * -commuting maps are in [11] .
Higher-rank graphs (or k-graphs) Λ were introduced by Kumjian and Pask [5] to provide combinatorial models for the higher-rank CuntzKrieger C * -algebras of Robertson and Steger [10] . In Section 2 we prove that the shift maps on the infinite path space of Λ pairwise * -commute if and only if the k-graph is 1-coaligned in the sense that for each pair of edges (e, f ) with the same source there exists a pair of edges (g, h) such that ge = hf . This equivalence is purely set-theoretic: the maps are not required to be continuous in any sense.
In Section 3 we restrict ourselves to the 2-graphs discussed in [8] , which model higher-dimensional subshifts. The motivating example in [8] is a subshift introduced by Ledrappier [6] , which is also one of Exel and Renault's main examples in [3] . In [3, §11] Exel and Renault prove that the 2 shift maps on Ledrappier's dynamical system * -commute. We discover conditions on a graph from [8] which ensure that graph is 1-coaligned. These conditions also ensure that C * (Λ) is simple and purely infinite.
In Section 4 we consider full shift spaces. Morphisms between shift spaces are called sliding block codes, and any such morphism τ d is built from a block map d : A n → A (see [4, 7] ). We give a condition on the block map which ensures that the sliding block code and the shift * -commute.
k-graphs whose shifts * -commute
A k-graph is a pair (Λ, d) consisting of a countable category Λ and a functor d : Λ → N k , called the degree map, satisfying the factorization property: for every λ ∈ Λ and m, n ∈ N k with d(λ) = m + n, there are unique elements µ, ν ∈ Λ such that d(µ) = m, d(ν) = n and λ = µν.
) is a k-graph, which we denote by Ω k . A morphism between k-graphs (Λ 1 , d 1 ) and (Λ 2 , d 2 ) is a functor f : Λ 1 → Λ 2 compatible with the degree maps. For a k-graph (Λ, d)
x is a k-graph morphism} is the infinite path space of Λ and for n ∈ N k Λ n denotes the set of all paths of degree n.
We shall use 0 to denote the zero vector in N k . We denote sections of these paths with range m ∈ N k and source n ∈ N k by x(m, n). The paths x(m, m) have degree 0 hence are vertices. In the literature it is common to write x(m) := x(m, m), but as in [8] we refrain from doing this as x(m) has another meaning. For p ∈ N k , we define the map
Remark 2.1. In this remark we state properties of Λ ∞ that will be useful in this paper. These properties have been discussed in several papers including [5, 8] .
(1) For all λ ∈ Λ and x ∈ Λ ∞ with x(0, 0) = s(λ), there is a unique λx such that
there exists x ∈ Λ ∞ with r(x) = v. This condition says that we assume the k-graph has no sources. ([5, Definition 1.4]) (4) For all λ, µ ∈ Λ and x ∈ Λ ∞ such that r(x) = s(µ) and r(µ) = s(λ) we have λ(µx) = (λµ)x. 
Since σ e i and σ e j * -commute there exists a unique x ∈ Λ ∞ such that σ e i (x) = z and σ e j (x) = y. Define f i := x(0, e i ) and f j := x(0, e j ). So Remark 2.1 (2) gives us
Hence (
To demonstrate uniqueness suppose there exists a pair (
follows from the fact that σ p σ q = σ p+q and N k is commutative. Suppose y, z ∈ Λ ∞ such that σ e i (y) = σ e j (z) = w, say. Define e i := y(0, e i ) and e j := z(0, e j ), which is a pair in Λ e i × Λ e j . By Remark 2.1 (2) we have y = y(0, e i )σ e i (y) = e i w and z = z(0, e j )σ e j (z) = e j w.
The uniqueness of x follows from the uniqueness of the pair (f i , f j ). Hence σ e i , σ e j *-commute.
Observe that Theorem 2.3 is independent of the topology of the path space. Pairwise * -commuting shifts being equivalent to the k-graph being 1-coaligned is a set-theoretic property. Next we discuss the usual topology put on the path space of a k-graph and discuss our results in terms of that topology.
For a k-graph Λ define
called the cylinder set of λ. The sets Z(λ) are compact and form a subbasis for a locally compact Hausdorff topology on Λ ∞ (see [5, Proposition 2.8 
]).
Corollary 2.4. If Λ is a 1-coaligned row-finite k-graph with no sinks or sources then for each i = j, σ e i and σ e j are * -commuting surjective local homeomorphisms.
Proof. By Theorem 2.3 σ e i and σ e j * -commute. To see that σ e i is surjective fix y ∈ Λ ∞ . Since Λ has no sinks, there exists e ∈ Λ e i r(y) such that s(e) = r(y). By Remark 2.1 (1) y = σ e i (ey), therefore σ e i is surjective. One can show that σ e i is continuous by showing (σ
) is a homeomorphism.
2-graphs from Basic Data
We begin this section by briefly reviewing the process of constructing a 2-graph from basic data (see [8, §3] 
There are four variables that make up basic data:
• a finite hereditary subset of N 2 called the tile denoted T , • an alphabet {0, . . . , q − 1} identified with Z/qZ, • an element t of the alphabet called the trace, • a weight function w : T → {0, . . . , q − 1} called the rule. The vertex set of Λ(T, q, t, w) is
For S ⊂ Z 2 and n ∈ Z 2 , define the translate of S by n by S + n := {i + n : i ∈ S}. Set T (n) := 0≤m≤n T + m. If f : S → Z/qZ is defined on a subset S of N 2 containing T + n, then we define f | T +n : T → Z/qZ by f T +n (i) = f (i + n) for i ∈ T . A path of degree n is a function λ : T (n) → Z/qZ such that λ| T +m = λ(m, m) is a vertex for 0 ≤ m ≤ n, with source s(λ) = λ| T +n and range r(λ) = λ| T . For λ ∈ Λ p and 0 ≤ m ≤ n ≤ p, the segment λ(m, n) is the path of degree n − m defined by λ(m, n)(i) = λ(m + i) for i ∈ T (n −
and e r ∈ Λ e 2 are edges in Λ(T, q, t, w) such that s(e b ) = s(e r ).
(1) If µ is a path with d(µ) = e 1 + e 2 such that µ(e 1 , e 1 + e 2 ) = e r and µ(e 2 , e 1 + e 2 ) = e b , then
and µ(0) satisfies
There is a well-defined function λ : T (e 1 + e 2 )\{0} → Z/qZ such that
5)
and we define λ(0) = t 0 , then λ is a path of degree e 1 + e 2 with λ(e 1 , e 1 + e 2 ) = e r and λ(e 2 , e 1 + e 2 ) = e b .
Proof. Take i ∈ (T + e 1 ) ∪ (T + e 1 + e 2 ). Then i 1 > 0, so i − e 1 ∈ T ∪ (T + e 2 ) Hence we have µ(i) = µ((i − e 1 ) + e 1 ) = µ(e 1 , e 1 + e 2 )(i − e 1 ) = e r (i − e 1 ).
Similarly take i ∈ (T + e 2 ) ∪ (T + e 1 + e 2 ). Then i 2 > 0, so i − e 2 ∈ T ∪ (T + e 1 ) Hence we have µ(i) = µ((i − e 2 ) + e 2 ) = µ(e 2 , e 1 + e 2 )(i − e 2 ) = e b (i − e 2 ).
Since µ| T is a vertex Equation (3.1) shows that
Therefore µ(0) satisfies Equation (3.3).
To show that λ is well-defined function we consider the case when i ∈ T (e 1 + e 2 )\{0} satisfies both definitions. So suppose i ∈ T + e 1 + e 2 , which is when i satisfies i 1 > 0 and i 2 > 0 so both definitions apply. Then
therefore λ is well-defined. To prove that λ is a path of degree e 1 + e 2 we must show that λ| T +m is a path for all 0 ≤ m ≤ e 1 + e 2 . Since λ| T = λ(0) = t 0 satisfies Equation (3.5) λ| T is a vertex. Since λ| T +e 1 = λ(e 1 , e 1 ) = r(e r ), λ| T +e 2 = λ(e 2 , e 2 ) = r(e b ), and λ| T +e 1 +e 2 = λ(e 1 + e 2 , e 1 +e 2 ) = s(e r ) = s(e b ) λ| T +m is a vertex for every m ∈ {0, e 1 , e 2 , e 1 + e 2 }. Therefore λ is a path of degree e 1 + e 2 . Observe that λ(e 1 , e 1 + e 2 )(i) = λ(i + e 1 ) = e r (i + e 1 − e 1 ) = e r (i) and λ(e 2 , e 1 + e 2 )(i) = λ(i + e 2 ) = e b (i + e 2 − e 2 ) = e b (i).
Proof of Theorem 3.1. Suppose w(0) is invertible in Z/qZ and (e b , e r ) ∈ Λ e 1 × Λ e 2 satisfies s(e b ) = s(e r ). Let λ : T (e 1 + e 2 )\{0} → Z/qZ be the function satisfying Equation (3.4) and
Then by Lemma 3.2 (2) λ is a path of degree e 1 + e 2 with λ(e 1 , e 1 + e 2 ) = e r and λ(e 2 , e 1 + e 2 ) = e b . Define f b := λ(0, e 1 ) and f r := λ(0, e 2 ). Then (f b , f r ) ∈ Λ e 1 × Λ e 2 and f r e b = f b e r = λ. Suppose there exists (g b , g r ) ∈ Λ e 1 × Λ e 2 and g r e b = g b e r = µ, say. To show that f b = g b and f r = g r it suffices to show that λ = µ. Observe that by Lemma 3.2 (1) for i = 0 λ(i) = µ(i) so we must show that λ(0) = µ(0). Equation (3.3) is satisfied by µ(0) and since w(0) is invertible µ(0) = w(0)
Conversely, suppose that w(0) not invertible in Z/qZ and (e b , e r ) ∈ Λ e 1 × Λ e 2 satisfy s(e b ) = s(e r ). Then either there is no t 0 that satisfies Equation (3.5), or Equation (3.5) has more than one solution. Suppose first that there does not exist t 0 that satisfies Equation (3.5). Then by Lemma 3.2 (1) there does not exist a path µ of degree e 1 + e 2 with µ(e 1 , e 1 + e 2 ) = e r and µ(e 2 , e 1 + e 2 ) = e b because if there were then µ(0) would satisfy Equation (3.
Next suppose there exist t 1 , t 2 which both satisfy Equation (3.5). Then applying Lemma 3.2 (2) twice there are two paths λ 1 , λ 2 of degree e 1 + e 2 such that λ 1 (e 1 , e 1 + e 2 ) = e r = λ 2 (e 1 , e 1 + e 2 ), λ 1 (e 2 , e 1 + e 2 ) = e b = λ 2 (e 2 , e 1 + e 2 ) and
, and Corollary 3.4. Let Λ(T, q, t, w) be a 2-graph. Then the following are equivalent:
(1) the maps σ e 1 and σ e 2 * -commute, (2) Λ(T, q, t, w) is 1-coaligned, (3) the rule w has three invertible corners.
Proof. Theorem 2.3 shows (1) if and only if (2) . Theorem 3.1 shows (2) if and only if (3).
Examples 3.5.
(1) Given basic data (T, q, t, w) and invertible corners, whenever w(0) = 1, the shift maps will * -commute. (2) Given any alphabet of prime cardinality q, for any rule with w(0) = 0, the shift maps will * -commute.
Remark 3.6. It is curious that the condition for * -commuting is exactly the condition in [8, Theorem 6.1] for C * (Λ) to be simple and purely infinite.
Full shift spaces
Let A be a finite alphabet. Let A n denote the words of length n, let A * := n≥1 A n , and let A N denote the one-sided infinite sequence space of elements in A, which is compact by Tychonoff's Theorem. The cylinder sets Z(µ) := {x ∈ A N : x 1 · · · x |µ| = µ} for µ ∈ A * form a basis of clopen sets. Let σ :
A block map is a function d : A n → A for some n ∈ N. For any block map d we define
. We call τ d a sliding block code. A function φ is continuous and commutes with σ if and only if φ = τ d for some d. This is usually proved for twosided shifts as in [7] and it is well-known that is holds for the one-sided case [7, page 461] . We give a complete proof in [11, Lemma 3.3.3 and Lemma 3.3.7] . Following the standard accepted definitions of permutive in [4] and right permutive in [2] we say that the block map d : A n → A is left permutive if for each fixed x 1 · · · x n−1 ∈ A n−1 the function r
The block map d is left permutive.
Example 4.4. For this example, all addition is modulo n. Let A = {0, 1, · · · , n − 1} and define d : A n → A by d(a 1 · · · a n ) = a 1 + · · · + a n (mod n). Fix x 1 · · · x n−1 ∈ A n−1 and let x := x 1 +· · ·+x n−1 . To see that r d is injective, let a 1 , a 2 ∈ A and suppose r
therefore a 1 = a 2 . Let a ∈ A. Then we have r Conversely, fix x 1 · · · x n−1 ∈ A n−1 . Suppose for a 1 , a 2 ∈ A we have r Lemma 6.3 of [2] gives criteria for a finite-to-one surjective sliding block code φ to be a local homeomorphism.
