Abstract. We present a novel numerical method, called Jacobi-predictor-corrector approach, for the numerical solution of fractional ordinary differential equations based on the polynomial interpolation and the Gauss-Lobatto quadrature w.r.t. the Jacobi-weight function ω(s) = (1−s) α−1 (1+s) 0 . This method has the computational cost O(N ) and the convergent order IN , where N and IN are, respectively, the total computational steps and the number of used interpolating points. The detailed error analysis is performed, and the extensive numerical experiments confirm the theoretical results and show the robustness of this method.
Introduction
This paper further discusses the numerical algorithm for the following initial value problem n−α−1 x (n) (τ )dτ, n − 1 < α < n;
dt n , α = n;
where n := ⌈α⌉ is just the value α rounded up to the nearest integer, D n t is the classical nth-order derivative, and
is the Riemann-Liouville integral operator of order µ > 0. It is well known that the initial value problem (1.1) is equivalent to the Volterra integral equation [3, 8, 9] x(t) = Many approaches have been proposed to reslove (1.1) or (1.2) numerically, such as [4, 5, [8] [9] [10] . Diethelm, Ford and their coauthors successfully present the numerical approximation of (1.2) using Adams-type predictorcorrector approach and give the corresponding detailed error analysis in [8] and [9] , respectively. The convergent order of their approach is proved to be min{2, 1+α}, and the arithmetic complexity of their algorithm with steps N is O(N 2 ), whereas a comparable algorithm for a classical initial value problem only give rise to O(N ). The challenge of the computational complexity is essentially because fractional derivatives are non-local operators. This method has been modified in [4] , where the convergent order is improved to be min{2, 1 + 2α} and almost half of the computational cost is reduced, but the complexity is still O(N 2 ). There are already two typical ways which are suggested to overcome this challenge. One seems to be the fixed memory principle of Podlubny [15] . However, it is shown that the fixed memory principle is not suitable for Caputo derivative, because we cannot reduce the computational cost significantly for preserving the convergent order [8, 10] . The other more promising idea seems to be the nested memory concept of Ford and Simpson [5, 10] which can lead to O(N log N ) complexity, but still retain the order of convergence. However, the convergent order there cannot exceed 2. For the effectiveness of the short memory principle, in [10] , α has to belong to the interval (0, 1); and in [5] , α must be within (0, 2).
In this work, we apprehend the Riemann-Liouville integral from the viewpoint of a normal integral with a special weight function. Thus we can deal with it based on the theories of the classical numerical integration and of polynomial interpolation [16] . Then by using a predictor-corrector method, called Jacobi-predictor-corrector approach, we obtain a good numerical approximation to (1.2) with the convergent order IN , which is the number of used interpolating points. Moreover, the computational complexity is reduced to O(N ), the same as classical initial value problem, which is one of the most exciting and significant advantages of this algorithm.
The organization of this paper is as follows. In Section 2, we present the Jacobi-predictor-corrector approach and its detailed algorithm. In Section 3, the error analysis of the numerical scheme is discussed in detail. The algorithm is simply modified in Section 4 to deal with the extreme cases. Two numerical examples are given in Section 5 to confirm the theoretical results and to demonstrate the robustness the algorithm. Concluding remarks are given in Section 6. Finally, some Jacobi-Gauss-Lobatto nodes and weights w.r.t. the Jacobi-weight functions (1 − s) α−1 (1 + s) 0 used in the numerical experiments are listed in Appendix at the end of this paper.
Jacobi-predictor-corrector approach
In this section we shall derive the fundamental algorithm for numerically solving the initial value problems with Caputo derivative. It is the following transformation other than (1.2) itself that underlies this algorithm:
We assume the function f to be such that a unique solution of (1.2) exists in some interval [0, T ], specifically these conditions are (a) the continuity of f with respect to both its arguments and (b) a Lipschitz condition with respect to the second argument [7] . Thus by the theory of the classical numerical integration [16] , we can approximate the integral in (2.1) using the Jacobi-Gauss-Lobatto quadrature w.r.t. the weight function
2)
2) correspond to the number of, the weights of, and the value of the Jacobi-Gauss-Lobatto nodes in the reference interval [−1, 1], respectively.
Let us define a grid in the interval [0, T ] with N + 1 equi-spaced nodes t i , given by
3)
where h = T /N is the step-length. Suppose that we have got the numerical values of x(t) at t 0 , t 1 , · · · , t n , which are denoted as
0 ), now we are going to compute the value of x(t) at t n+1 , i.e. x n+1 .
By (2.2),
To do the summation of the second term of (2.4), first we need to evaluate the value of f at the point t n+1 sincef n+1 s JN ,x n+1 (s JN ) = f t n+1 , x(t n+1 ) . This value can be numerically got by using the interpolation of f w.r.t. t based on the known values of f at the equi-spaced nodes which are in the "neighborhood" of t n+1 . For the other values off n+1 s j ,x n+1 (s j ) , 0 ≤ j ≤ JN − 1, we can also obtain them based on the interpolation of f at the equi-spaced nodes located in the "neighborhood" of s j (should be (1 + s j )t n+1 /2 as to variable t). Denote IN as the number of equi-spaced nodes used for the interpolation. To start this procedure, the values x 0 , x 1 , · · · , x IN −1 should be known first, and should be accurate enough for not deteriorating the accuracy of the algorithm. Now we make it clear what the "neighborhood" means. For predicting the value of f at t n+1 , we use the values of f at t n−IN +1 , t n−IN +2 , · · · , t n−1 , t n . For getting the values off n+1 at s j , 0 ≤ j ≤ JN − 1, the way to choose the "neighborhood" equi-spaced nodes is as follows: (i) try to make |ln − rn| as small as possible; (ii) make ln ≥ rn if possible, where ln and rn are respectively the number of equi-spaced points used on the left and right hand side of s j (should be (1 + s j )t n+1 /2 as to variable t), obviously, ln + rn = IN . So far, we arrive at the predictor-corrector formulas of (2.1) as
and
where {f
in (2.6) means that all the values off n+1 at the Jacobi-Gauss-Lobatto nodes are got by using the interpolations based on the values of {f (t i , x i )} n i=0 ; whereas {f n+1,j } JN −1 j=0 in (2.5) are obtained by using the interpolations based on the values of {f (t i , x i )} n i=0 and f (t n+1 , x P n+1 ). The algorithm for realizing (2.5) and (2.6) is detailedly described as:
Step 0. Some notations:
sum := saving the value of the second summation in the right hand of (2.6) (or (2.5)), initially sum = 0;
P r n+1 (t) := the interpolating polynomial passing through
Cr n+1 (t) := the interpolating polynomial passing through
, the expected number of the interpolating equi-spaced nodes on the left hand side of s j ;
rn := ⌊IN/2⌋, to evaluatef n+1 s j ,x n+1 (s j ) , the expected number of the interpolating equi-spaced nodes on the right hand side of s j ;
le := the number of the interpolating equi-spaced nodes that can be used on the left of s j ; P n+1 (t) := the interpolating polynomial passing through (t le−ln , f (t le−ln , x le−ln )),
Step 1. To start the procedure: Compute x 1 , x 2 , · · · , x IN −1 by a single step method (e.g., the Improved-Adams' methods in [4] ) with a sufficiently small step-length h 0 such that x i , i = 1, 2, · · · , IN − 1, are accurate enough for not deteriorating the accuracy of the method we are discussing.
Step 2. To predict: do j = 0, · · · , JN if le ≤ ln (the number of the equi-spaced nodes located on the left hand of s j (should be (1 + s j )t n+1 /2 as to variable t) is equal to / less than what we expect) sum = sum + ω j P l (1 + s j )t n+1 /2 else if le + rn ≥ n + 1 (the number of the equi-spaced nodes located on the right hand of s j (should be (1 + s j )t n+1 /2 as to variable t) is equal to / less than what we expect)
Step 3. To correct:
We call the above algorithm Jacobi-predictor-corrector approach.
Although the description of this algorithm seems tedious, its operation is simple and mechanical. It can be observed that for the computation of x n+1 , only changeless 2(JN + 1) values are needed, each of which should be interpolated by changeless IN nearby values; whereas in [4, 8] , it should take O(n + 1) multiplications and divisions. In other words, the computational cost here has no relation with the variable n + 1, just depends on the number of the interpolating nodes IN and the number of Jacobi-Gauss-Lobatto nodes JN + 1, so, to approximate x(T ), the total computational cost is O(N ), comparing with O(N 2 ) in [4, 8] and O(N log N ) in [5, 10] , which is one of the most significant advantages of this algorithm.
Error Analysis
First, we introduce four notations that will be used in the following error analysis. The piecewise interpolating polynomial based on the IN nodes of
is denoted by AI 
is denoted as P I INf n+1 (s), where −1 ≤ s ≤ 1. Note that x i is the numerical solution and x(t i ) is the exact solution.
Here authors state that the idea of the error analysis below is inspired by that in Kai Diethelm, Neville J. Ford and Alan D. Freed's paper [9] .
Some preliminaries and a useful lemma
be a Jacobi-weight function in the usual sense. As illustrated in [1, [11] [12] [13] [14] 17, 18] , the set of Jacobi polynomials {J
equipped with the norm
and the inner product
For bounding the approximation error of Jacobi polynomials, we need the following non-uniformly-weighted Sobolev spaces as in [17] :
equipped with the inner product and the norm as
For any continuous functions u and v on [−1, 1], we define a discrete inner product as
where
is a set of Jacobi weights. The following result follows from Lemma 3.3 in [2] . Lemma 3.1. If v ∈ H m ω α,β , * (−1, 1) for some m ≥ 1 and φ ∈ P N , then for the Jacobi-Gauss-Lobatto integration, we have
Auxiliary results
By the definitions of the inner product (3.3), the discrete inner product (3.6), and the notations given at the beginning of this section, we can rewrite (2.1) at t = t n+1 , (2.5), and (2.6), respectively, as
On the other hand, since each AI
and f (t n+1 , x P n+1 ), we can also formally rewrite (2.5) and (2.6) as
where {a i,n+1 } n+1 i=0 and {b i,n+1 } n i=0 are sets of real numbers depending on the number of the interpolating nodes IN and the positions of those Jacobi nodes in the interval [0, t n+1 ]. The formulae (3.10) and (3.11) can help us to understand the error analysis we will be performing. First, we have the following estimate.
is sufficiently smooth on a suitable set S ∈ R 2 , and x(t) is also regular enough w.r.t. t, then there is a constant C 1 , independent of n and h, such that
Proof. By the definitions of P I
IN,Pf n+1 (s j ) and (3.6), we have
Under the assumption of that f (t, x) is sufficiently smooth w.r.t. t, from Lemma 3.1, we know I n+1,1 can be sufficiently small (because m can be arbitrarily large), say, machine accuracy. Using the theories of the Lagrange interpolation and of Gauss quadrature [16] , we have
The inequalities in (3.15) hold because of the positiveness of the Gauss quadratures and
α−1 ds = 2 α /α. Next we come to a result corresponding to the corrector formula. Since the proof of the following theorem is very similar to the above one, we omit it. Theorem 3.2. If f (t, x) is sufficiently smooth on a suitable set S ∈ R 2 , and x(t) is also regular enough w.r.t. t, then there is a constant C 2 , independent of n and h, such that
Error analysis for the Jacobi-predictor-corrector approach
In this subsection, we present the main result on the error estimate of the Jacobi-predictor-corrector approach, the proof of which is based on the mathematical induction and the results given in the Subsection 3.2. Through the following result we can observe anther significant advantage of the presented method-the convergence order is exactly the number of the interpolating nodes IN , in other words, you can get your desired convergent order just by choosing the enough number of interpolating nodes.
is sufficiently smooth on a suitable set S ∈ R 2 , h ≤ 1, and x(t) is regular enough w.r.t. t, then for the Jacobi-predictor-corrector approach (2.5) and (2.6) and for some suitably chosen T , there is a constant C (depends on α, IN and JN ), independent of n and h, such that 17) where N = T /h.
Proof. We use the mathematical induction to prove this theorem. a) First we prove Eq. (3.17) holds when n+1 = IN : Since f is sufficiently smooth, f is legitimately Lipschitz continuous. DenotingL as the Lipschitz constant of f w.r.t. its second parameter x, then by (2.1), (3.11) and Theorem 3.1, there exists
We have assumed that the starting error max 0≤i≤n=IN −1 | x(t i ) − x i | is very small (not deteriorating the accuracy of the present algorithm), so the first term in the right hand of the last formula in (3.18) plays the leading role, thus
Combining the above estimate with (2.1), (3.10) and Theorem 3.2,
where the last inequality holds since h ≤ 1. b) We further prove Eq. (3.17) holds for any n+1 > IN : Assume that max 0≤i≤n+1 | x(t n+1 )−x n+1 |≤ Ch IN , then we are going to prove that | x(t n+2 ) − x n+2 |≤ Ch IN . Since the discussions are similar to the ones given in a), we briefly present them,
by choosing T sufficiently small, we can make sure that
Remark 3.1. In practical computations, the Improved-Adams' methods proposed in [4] can be used to start the algorithm. We can take the step-length h 0 discussed in the algorithm description in Section 2 as h · 10 −k , where k ≥ 1 is a given integer, then by the result in [4] , there exists 
Modifications of the Algorithm
We have completed the description of the basic algorithm and its most important properties. The convergent order of the algorithm is exactly equal to the number of the interpolating points. As is well known, in practice, the effectiveness of the algorithm is closely related to the regularity of the solution of the equation. For the fractional ordinary differential equation, most of the time, the smoothness of its solution at t = 0 is weaker than other places [6] . So we will simply discuss this issue in the following. Another issue we will also mention is how to use this algorithm when α is very close to 0.
4.1.
The function f or x is not very smooth at the starting point [16] and the analysis above, we can see that ifJN is a big number the accuracy of the total error still can be remained.
The value of α is very small
In this subsection, we discuss the case that α is very small, although it happens very less often. When α becomes bigger, the weight of the Gauss-Lobatto quadrature at the endpoint of the righthand side becomes smaller, the provided algorithm becomes more robust. When α is very small, say, smaller than 0.1, the weight at the endpoint of the righthand side of the interval is much bigger than other places (see the Appendix), which may impacts the robustness of the algorithm. There are two choices to deal with this problem: one is to try to avoid using the high order interpolation in the algorithm; one is to divide the interval [0, T ] into two subintervals in the second term of the righthand side of the last formula can be computed by interpolation.
Numerical Experiments
In this section we present two numerical examples to verify the convergent orders derived above and to demonstrate the robustness of the provided methods for big T . We only consider the examples with 0 < α < 2, since the algorithm will be more robust for α ≥ 2. All numerical computations were done in Matlab 7.5.0 on a normal laptop with 1GB of memory.
Verification of the error estimates
First, we use the following example to verify the convergent order:
with the initial condition(s) x(0) = 0 (and x ′ (0) = 0 if 1 ≤ α < 2). The exact solution of this initial value problem is x(t) = t 8 + 3t 7 .
(5.2) We start the procedure with the Improved-Adams' methods in [4] as discussed in Remark 3.1, i.e. the values of x(t) at t 0 , t 1 , · · · , t IN −1 are computed by the Improved-Adams' methods. The convergent orders are verified at T = 1, and the number of the Jacobi nodes is taken as JN + 1 = 27. The number of the interpolating nodes IN is respectively taken as 2, 3, 4 and 5 to expect that the corresponding convergent order is also 2, 3, 4 and 5. The numerical results of the maximum errors for the Jacobi-predictor-corrector approach are showed in the following tables, where "CO" means the convergent order. The nodes and weights used in the Gauss-Lobatto quadrature w.r.t. the weight functions ω(s) = (1 − s) α−1 (1 + s) 0 for various α are given in Appendix. Form the results in Table 1 to Table 4 , we can see that the data confirm the theoretical results provided in Section 3.3. Table 5 and Table 6 give the numerical results of the maximum errors for the fractional Adams methods in [8] and for the Improved Adams methods in [4] . The compare of Table 1 to Table 4, Table 5 and Table 6 indicates that the Jacobi-predictor-corrector approach is effective.
See the results in Table 3 and Table 4 for α = 0.1, IN = 4 and 5; like what we discussed in Section 4.2, the results tell us that we must be more careful to use the provided algorithm when α is very small (letting IN be small or dividing the original interval into subintervals). However, we still confirm the convergent order by taking small T (T = 0.1 and T = 0.001) in Table 7 . Taking α = 0.5 and h = 1/40, a comparison of the CPU time needed to solve (5.1) for the fractional Adams methods in [8] , the Improved Adams methods in [4] and the Jacobi-predictor-corrector approach here when IN = 2, 3, 4, 5, is reported in Fig. 1. Fig. 1 illustrates that the computational cost of the Jacobipredictor-corrector approach is O(N ). Also notice that, as expected, both the fractional Adams methods and the Improved Adams methods exhibit O(N 2 ) computational complexity. Although, from Fig. 1 , the Jacobi-predictor-corrector approach takes more time to reach the terminate time T, when T is small, for example, when T = 1, the CPU time of the fractional Adams methods, the Improved Adams methods and the Jacobi-predictor-corrector approach when IN = 2, 3, 4, 5, respectively are 0.078, 0.109, 0.203, 0.281, 0.313, and 0.359 (sec). While, by Table 1 to Table 6 , we can see that, when N = 160, the maximum errors of the Jacobi-predictor-corrector methods, 9.99 1e-3, 7.19 1e-4, 1.43 1e-5, 1.08 1e-6, are much smaller than those of the other two methods, 4.65 1e-2, 2.95 1e-2. Table 8 shows the CPU time (sec) and the steps N needed to solve (5.1) when α = 0.5 with the maximum error 1.0 × 10 −3 , for the fractional Adams methods in [8] , the Improved Adams methods in [4] and the Jacobipredictor-corrector approach here when IN = 2, 3, 4, 5. The consumed CPU time presented in Table 8 shows that the fractional Adams methods generates the numerical solution with the same accuracy as the other two methods, but uses much less CPU time. This advantage is more obvious as the terminate time goes long. It further demonstrates the quickness and efficiency of the Jacobi-predictor-corrector method. 
Robustness of the algorithm
Here we study the following equation as an example to show the robustness of the algorithm,
It is well known that the exact solution of (5.3) is
is the Mittag-Leffler function of order α. It is obvious that neither x(t) nor D α * x(t) has a bounded first (second) derivative at t = 0 when 0 < α ≤ 1 (1 < α ≤ 2), so we deal with (5.3) as we discussed in Section 4.1. Here we take T 0 = 0.1, JN = 26,JN = 2JN , where T 0 , JN andJN are defined as in Section 4.1, and the exact solutions are calculated using the function "mlf.m" [19] . The convergent order is also simply verified in Table  9 and Table 10 .
Further we compute (5.3) with a big time interval, T = 50; the parameters IN, JN,JN are taken the same as the above ones and h is taken as 1/10. The exact solutions and relative errors are shown in Fig. 2 with α = 0.2 and Fig. 3 with α = 0.5. It can be seen that the relative errors in the interval are less than O(10 −4 ) when time is long, which suggests that our method is suitable for the long-time computation. 
Conclusion
We provide the Jacobi-predictor-corrector approach for the fractional ordinary differential equations; the basic idea is to take the Riemann-Liouville integral kernel as the Jacobi-weight function, and to realize the algorithm by doing the Jacobi-Gauss-Lobatto quadrature and polynomial interpolation. The convergent order is exactly equal to the number of interpolating nodes IN . The computational complexity is O(N ) for α ∈ (0, ∞), where N is the total computational steps. This is the striking feature/advantage of the algorithm, since the computational complexity of numerically solving the fractional ordinary differential equation usually is O(N 2 ), caused by its nonlocal property; when α ∈ (0, 2), it is possible to reduce the computational cost to O(N log N ) by combining the short memory principle. Table 8 . The CPU time (sec) and the steps N needed to solve (5.1) when α = 0.5 with the maximum error 1.0 × 10 −3 , for the fractional Adams methods in [8] , the Improved Adams methods in [4] and the Jacobi-predictor-corrector approach here when IN = 2, 3, 4, 5. 
