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Let g be a semisimple Lie algebra over the complex field c and g = tt @ 
h @ tt-, a triangular decomposition for g. Set 6 = n 0 h. Let U(g) denote the 
enveloping algebra of g and Z(n) the center of U(n). Let # denote the smash 
product (defined in Section 3.4). It is shown that there exists a subalgebra c of b 
containing n and a weight vector z E Z(n), such that U(g), = ( U(g)n #z(n)U(c)), , 
up to isomorphism. This, and various refinements of it, reduces the study of 
Spec U(g) to that of Spec(U(0)m)r, : 2, = Z(m) - {0}, for certain specific 
subalgebras m of n. It motivates an intensive study of U(g)” and of Z(n) (which 
always contains Z(m) for such m). It is shown that Z(n) and Us (which is also 
the semicenter of U(b)) are polynomial algebras, the latter on (rank g) generators. 
In each case, the generators are described explicitly and their degrees and 
weights tabulated. Given I a minimal primitive ideal, it is shown that 
Fract( U(g)/I))” exists and is (naturally) isomorphic to the enveloping field of n. 
Finally Vergne’s geometric version of the Gelfand-Kirillov conjecture is 
proved for I. 
1. INTRODUCTION 
Let g be a finite-dimensional Lie algebra over the complex field @, U(g) 
its enveloping algebra, K(g) its enveloping field, Z(g) the center of U(g), and 
C(g) the center of K(g). In the classification of the prime spectrum Spec U(g) 
of U(g), localization is emerging as an important general technique [3, 5, 11, 
17, 181. In particular suppose that m is an ad-nilpotent subalgebra of g (that 
is each ad, X: XE m is nilpotent). Given I E Spec U(g), let 2 be a multi- 
plicative subset of Z(m) which has null intersection with I. Then U(g)/1 admits 
localization (U(g)/r)z at 2 [5, S ec ion 21. This splits Spec U(g) into two subsets t 
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which are usually easier to analyze, namely, the set of prime ideals which 
intersect 2 and its complement which identifies with Spec(U(g)/l)Z . 
Now suppose that g is a semisimple Lie algebra and fix a Bore1 subalgebra 6. 
Let tt be the nilradical of b and p 3 b a parabolic subalgebra of Q with nilradical 
nt. Let # denote the smash product (defined in Section 3.4). In Section 3, 
we show that there exists a subalgebra c(m) (or simply C) of b containing m 
and a weight vector z E U(m)R such that 
up to isomorphism. 
u(Q)z = CU(Qjrn #z(m) U(C))z 3 (1-l) 
In Section 4, U(m)” is shown to be a polynomial algebra with generators 
which are the highest weight vectors for certain simple Lie subalgebras of 
U(g), . This means that In U(m)n # 0: 1~ Spec U(Q), has a particularly 
simple interpretation. It is also shown that U(b)” is a polynomial algebra and 
the weights and degrees of a set of generators for Z(n) and for U(b)n are given 
(Sections 4.12, 4.16, Tables I, II; for key to tables, see 8.2). 
TABLE I 
Cartan label Card 37 i & si Si’ 
In Section 5, information on U(g)m is obtained through the inducing construc- 
tion. In particular for I minimal primitive, we show that Fract(U(g)/l)n exists 
and is isomorphic to K(n) (Theorem 55(i)). 
In Section 6, it is shown that (1.1) reduces the study of Spec U(g): Q semi- 
simple, to that of Spec(U(g)‘” Bztn,) C(m)), f or certain specific choices of m. 
In particular for sp(4, C) and sZ(3, C), this leads to a complete classification 
of primitive ideals [30]. 
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In Section 7, it is shown that (1 .I) leads to an (easy) proof of irergne’s [26] 
geometric version of the Gelfand-Kirillov conjecture (interpreted as in [19, 
Section 31) for the minimal primitive ideal of a semisimple Lie algebra. 
Conventions 
R denotes the reals, Z the integers, IV the natural numbers, and N+- the 
positive integers. The algebras U(g), Z(g), K(g), C(g) are as defined above, 
S(g) denotes the symmetric algebra over g and R(g) its quotient field. Let U 
be an algebra from the above list. Given X E g, then ads X extends to a derivation 
ad X of U, and given a a subalgebra of g, we set Ua = {b E U: (ad X)6 = 0, 
for all X E a}. Set Y(g) = S(g)s. Then Y(g) and Z(g) are isomorphic [IO, 10.4.51. 
Given Z an Ore subset of U, set Uz = {z-k: z E Z, u E U}. When Z = 
@ (zk: K E N}, we write Uz = U, . We always give U(g) the canonical filtration 
with gr the associated gradation functor [IO, 2.3.11. Then gr(U(g)) identifies 
with S(g) and gr(U(g)a) with S(g)a, [18, 2.4(ii)]. Given a E U(g), deg a denotes 
the degree of gr(a). o: S(g) + U(g) denotes the symmetrization [IO, 2.4.61, 
and a E U(g) is said to be homogeneous if a = u(b), with b E S(g) homogeneous. 
Then b = gr(a). Given A an associative algebra, AA denotes the set of classes 
of irreducible finite-dimensional representations of A. Set g^ = U(g)“. Given 
a E A, (a> denotes the two-sided ideal generated by a. A unique factorization 
domain (denoted UFD) is always assumed commutative and integral. Noetherian 
means left Noetherian. Given A a prime, Noetherian ring, Fract d denotes its 
left ring of fractions. 
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2. A MAXIMAL SET OF STRONGLY ORTHOGONAL ROOTS 
2.1. Let g be semisimple and fix a Cartan subalgebra b. Let d (resp. 
d+, d-) denote the set of all nonzero (resp. positive, negative) roots with v 
a simple system corresponding to d +. For each a: E d, let g” be the root subspace, 
fix E, E g* - (0) and set 
n = @ 9, n- = @ ga. 
aed+ tied- 
Given y, 6, y + SE A, define Nr,6 E C, through [E,, , Es] = Nv,6Ev+6. Set 
b = b @ n, b- = lj @ n-. A parabolic subalgebra p is always assumed to 
contain 6. 
Let ba* denote the real dual of E, spanned by A and set 9 = {/\ E b,*: 
(h, o) > 0, for all 01 ET]. Given /\ ~9, set dh* = {a E A*: (h, a) = O}, A, = 
AA+ u An-, q, = w n A,+. Then A, is generated by rrh over N and so is a root 
system for a semisimple subalgebra gA of g. Furthermore, pA = g1 + b + n 
is a parabolic subalgebra and every parabolic is so obtained. Given p a parabolic 
with nilradical m, set m, = m n g, . In particular, nA = n n g,, . 
2.2. Let A = u {Ai: in IV+) be the decomposition of A into simple 
components with pi the highest root of Ai . Since pi E 9, each (dilBi is a root 
system and we let u {dii: j E lV+} denote its decomposition into simple com- 
ponents, with pij the highest root of dii . This process eventually defines a 
subset s(g) (or simply, .X) of N+ u Nf2 u ..., and a maximal set {@K)KEX 
(or simply, A) of strongly orthogonal roots. Obviously card X < rank g and 
these numbers are listed in Tables I and II. X admits a natural partial order < 
through K < L if L = (K, l, , l2 ,..., It}: li E N+. A subset 58 of .X is said 
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TABLE III 
A2n :n)l 
(n vertices) 
1 2 
1 2 
C ,:n>1 
(n wrticas) 
1 1 
% '1 1 
El3 
i 1 2
A 
2n+l * n b O B2n 
:n>l B 
2n+1 :IL>,1 
(a+1 vertices) (2n vertices) (2ntl vertices) 
d 2 1 
D 
.2n 
:n>1 II 
2llt1 
:n>1 
(2x1 vertices) (2~ vertices) 
1 
1 
1 3 1 1 's 1 : I
*s 
1 
1 
% 
1 
1 I 
I 
1 
1 
1 A 1 1 1 
1 
1 ‘x, 1 1 1 1 1 
1 I 
1 
1 
1 
1 
1 
! 
1 
1 
to be parabolic if for each L E 9, one has K E 9, for all K < L. To each K E SC, 
there is a unique maximal L E L%?, with L < K. (In fact X is a sum of trees.) 
Given K E 3?, set SK = (L E 1x: L < K}. Then Ocp, is a totally ordered, 
parabolic subset of T. For each g simple, X(g) is described in Table III and 
Section 8.2. 
Given KG%, set OK+ = d+nd,, r, = {YEA.: (~,fiK) > 0}, TK = 
n n r,, rKO = I;C\(pK}, and grK = 0 (gy: y E r,}. In particular, for g simple 
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rI = rr\rra . Let W denote the Weyl group associated with A. Given (Y E A, 
let w, E W be the associated reflection. Set 
LEMMA. For all K, L E X, 
(i> PK = AK+\(AK+),K - 
(ii) A+ is a disjoint union of the rK: K E 3?. 
(iii) Given y E rK, 6 E r,, then y + 6 E A implies K < L (or, L < K) 
and then y + 6 E r, (or, I’,). 
(iv) For all y E rK”, (PK, y) = &(/I?~, BK), and hence PK - y E rK”. 
(v) Given y,6ErK, then y+6EA implies y +8 =pK. 
(vi) 1 < card nK < 2, and card rK = 2, zr AK is of type A,: n > 2. 
(vii) ICA+ = A-, so -1 E W zz card X = rank g. 
(Viii) Given 01 E “K, then ~a: = -a’, with 01’ E eland a: # a’ #card rrK = 2. 
Since ,BK is the highest root for AK, one obtains TX C AK+. Hence (i), (ii). 
If neither K < L nor L ,< K, then r,, r, lie in different simple components 
of some A,: ME Y. Hence (iii). By [17, Lemma 2.21 we obtain (iv) and (v), 
and [17, Corollary 2.121 gives (vi). Clearly ICKY = --pK, SO KrK = -r,, 
which combined with (ii) gives (vii). By (vi) and (vii) it remains to verify (viii) 
for g of type A,, which obtains from say [6, Planche I, p. 2501. 
2.3. Let P be a subset of A generated over H by a subset of V. P is 
always of the form A,: h ~9, and is called a parabolic system of roots (for A). 
Set P* = P n A*, Q = A\P, Qf = Q n A+. Given K E X, set r,(P) = 
{Y E rKO n Q’: iBK - Y # Q’>. 
LEMMA. Let P be a parabolic system of roots for A. 
(i) If y E Qf; 6, y + 6 E A+, then y + 8 E Qf. 
(ii) (L E SC: pr. E Q+} is a parabolic subset of X. 
(iii) If Q+ n rK is not empty, then )BK E Qt. 
(iv) If IgK E Qf, y E rKo, then either y E Q+, or ,6K - y E Q+. 
(v) Given YE r,(P), LYE Q+, such that a: + YE A+, the?2 old r,, with 
L < K. 
(i) is clear. (iii) follows from (i) and 2.2(iv). (ii) follows from [17, Lemma 2.51 
and (iii). (iv) follows from 2.2(iv). In (v), we can assume L > K. Then 01 + y E 
48I/48/2-3 
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T’K n Q,+ by (i). Since PK - y $ Qf, one has jK - y - 01 E rKs, by 2.l(iv). 
Then by (i), p, - y = (/3K - y - a) + 01 E Q+, contradicting the choice of y. 
2.4. Identify g* with g through the Killing form. GivenfE g*, let B, 
denote the Kirillov-Kostant form on g defined through (X, Y) ---+ (f, [X, Y]). 
Let p be a parabolic subalgebra with nilradical tn. Then [b, m] C tn. Given 
f E m*, set N, = {X E m: (f, [b, 4) = 0} and M = {f~ m*: IV, == 0). Set 
e = 1 E-, . 
KEX 
Consider e E m*, by restriction. Let n&s denote the set of regular [IO, 1.11.6] 
elements of m*. 
LEMMA. (i) es M. 
(ii) MC m& . 
Since [b, nt] C m, it is enough to prove (i) with m = n. Set N’, = {X E n: 
(e, [n, X]) = O}. We show that N’, = @ {gsK: K E ,X}. Since b 1 I& this 
proves (i). 
Fix y E O+\{p,),, . By 2.2(ii), we have y E rK”, for some KE x. By 
2.2(iv), fiK - y E rKO. Conversely suppose that 6 E A+ satisfies y + 6 = pL, 
for some L s x. Then L < K, by 2.2(iii) and so L = K by 2.2(iv). This proves 
the assertion on N’,. 
Set B = exp ad b. Given f E M, it is immediate that dim Bf = dim m*. 
Since m* is irreducible, Bf is Zariski open and so meets the Zariski open set 
* in,g . Yet m&F is a union of B orbits and this gives (ii). 
2S. Let A be an associative algebra over C and let Dim, A (or simply, 
Dim A) denote its Gelfand-Kirillov dimension [2]. When A is commutative 
and integral, this coincides with the transcendence degree of Fract A over @ 
[2, 2.11. Given g a finite-dimensional Lie algebra over C, let 9 denote the 
bilinear form g x g 4 R(g) defined by (X, Y) h [X, Y]. Given a a subalgebra 
of g, set Z(a, g) = rank(9 laxa). When a is an ideal, E(a, g) = sup(rank(B1 I,&: 
f E a*}. By [8, Lemme 7; 10, 2.4.11, 4.7.21, we have 
LEMMA. (i) Given ad, g algebraic, then 
Dim R(a)s = dim a - Z(a, g). 
(ii) Gina g nilpotent, Dim Z(g) = dim g - Z(g, g) = index g. 
2.6 (Notation 2.3). Let p be a parabolic subalgebra and P the cor- 
responding parabolic system of roots. Then m = @ (gy: y E Q+} is the nilradical 
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of p. Set 9 = (L E y: ,B, E Q+}. Let HL E h, be the coroot for jgL and set 
I = @ {@HL: L E 9), c(m) = I @ (0 {gL: L E -E”>). We write c = c(m) for 
short. One has c C b, so [c, m] C tn. 
PROPOSITION. (i) c r) nt and c is an ideal of b. 
(ii) dim c = dim m + index tn. 
(iii) U(c)m = Z(m). 
(i) follows from 2.3(iii) and from 2.2(iii) and 2.3(ii). Define e as in Section 2.4 
and set me = {XE m: (e, [m, Xj) = O}. We exhibit a basis (Xi}tl for me 
and a cobasis (Y,)& for m in c such that 
(6 [Xi , Yil) = L , 1; the unit matrix. (2-l) 
By 2.2(iii), (iv), me = @ (gQ, gy: y E P,(P); L E -E”>. By 2.3(iv), @ {CH, , 
g@L-v: y E r,(P); L E Z} complements m in c. This gives (2.1). 
By (2.1), we obtain 
dime-dimm=dimme=dimm-rankB,. (2.2) 
By 2.4, e E m&a and so by 2.5(ii), the right-hand side of (2.2) equals index tn. 
Hence (ii). For (iii), it is enough to show that So == Y(m). By (i), So r) Y(m) 
and the reverse inclusion obtains from (2.1). 
2.7. Take g simple, j3 = /J (the highest root) and 01 E 9 . If all non- 
zero roots have the same length, we call every nonzero root long. By 2.2[iv), 
j3 is a long root. Set r = r, , To = P\{/3}. 
LEMMA. For all F E d\(p), either (j?‘, a) = 0, or (/3 + /3’, a) = 0. In 
particular, the latter holds for the highest roots of A, . 
Since /3’ - 01 is not a root, (j?‘, a) < 0. Assume (/3’, a) < 0. If 01 is a long 
root, (p’, a) = -&(ar, a) = -@, /3) = -(a, /3), as required. If 01 is a short 
root, /3” = /3 - 2or is a root and evidently ,8” E &!. Now 8’ + 01 E P and then 
by 2.2(iv), there exists y E To such that #? + a: + y = j?. Hence (7, a) = 
$(p, p) - (a, a) - (M, 13’) 2 -(a, j?‘) > 0, and so 6 = y - 01 is a root. Then 
6 + p’ = /3 - 2a: = /3”, whence ,6’ = /?‘. Finally (/3”, a) = -(p, a). The last 
part obtains from 2.2[vi) and the symmetry of the Dynkin diagram for A, . 
Remark. (II is a short root iff g is of type C, . 
2.8. (Notation 2.2). Given KE s, Y;r is totally ordered so by abuse 
of notation we write gK = (1, 2,..., k} (with the natural order in N). Set 
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where the ri are defined inductively as follows. Take yk = I. Suppose 
yk , Yk--l >.-*, ri are chosen. By 2.1, we can choose rj_l c N+ such that (a, BK) = 0, 
for all 01 E rj_i . Set w = {BKjKEx . Call a weight w nilpotent if, (I) w is a 
linear combination of the pK over N and (2) w E 9. Let M denote the set of 
all nilpotent weights. 
LEMMA. For all KE X 
(i) (4 BK) = 0, @ET\TK, 
= (‘% PK), CiElTK. 
(ii) Given 01 E xK , then (a, pK) > 0 and so BK E 9. 
(iii) N is freely generated by W over N. 
The construction gives (i). (ii) is clear and combined with (i) gives (iii). 
The B, are given in Tables I, II. 
2.9. For each parabolic subset B of X, set 5“’ = Q{pL: L E Z} 
(or simply, Y if dp = Y) and given w E Qd, set 
LEMMA. For all y E A+, 
(i) 2 3 ( y lx > - 1, and either equality implies y E Y. 
(ii) 2JyJx~iZ, andifyE9, then jylx~E. 
(i). Establish the upper bound for all y E A. One has 
I Y lx = K;x (Y, PKWK > BK) G 2 K;x b BK)VY, Y)@K Y PK)) G 2, 
where the second equality implies y E Y. By 2.2(ii), y E A+ implies y E rK 
for some KE X and then (y, pK) > 0. Hence pK - y E A, which gives j y jx = 
1 - j /lK - y 1~ 3 -1, as required. 
(ii). The first part is clear. By the strong orthogonality of the BK and (i), 
we can assume that 2y = BK _t PK, + bK” and K, K’, K” are all different. 
Then at least two of the pK must be short roots in some simple component 
of g. From Tables I, II we can check that this never occurs. 
Set Y = {r E A’: j y lx = -I}. We give in Table IV, the value of card Y 
for each simple Lie algebra. This vanishes if g is simple of type A, or C, . 
2.10. Set R+ = N+A. Given w E R+, let I/ w /I denote the least number 
of positive roots which sum to w. 
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TABLE IV 
Cartan label Y card Y 
___-- 
A* 
% , D,, , Be-, 
D 2n+l : n > 2 
G 
EB 
-7-G 
PROPOSITION. Suppose w E R+. Then 1) w // + 1 w /X 3 0. Equality holds ;sf 
w E N+Y c 9. 
Since j . /x is additive, it suffices to consider w E A+. Then jl w 11 = 1 and 
the assertion follows from 2.9(i). 
2.11. Let 6: A + Z be an additive function satisfying f(fiK) = 1, 
for all KE X. (When card Z = rank g, we can take [ = 1 . 1s by 2.9(ii) 
and in fact this solution only fails on simple components of type A,, and for 
which we take 5 = (c&, .), where 6, is the nth fundamental weight.) Set 
El = {y E A+: f(y) 3 l}, q = {y E A+: [(r) < O}, 3+ = q u -q = (y E A: 
f(y) < O} u {y E A+: 5‘(y) = O), s- = -3+. Extend [ linearly to Qd. Straight- 
forward verification gives 
LEMMA. For each K E 37, 
(i) /JKE&. 
(ii) If y E (El\&) n r, , then px. - y E E2 . 
(iii) E+ I-I r, is generated additively by (S2 n r,) u {-/3K). 
(iv) There exists a unique w E W such that WA+ = Z?+. 
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Let Gj: i = 1, 2,..., 1, be the fundamental weights and choose real numbers 
ci: i = I, 2,..., 1, linearly independent over Q. Set 6 = C c&j, and define a 
linear map 5_: Z - R through 5_(w) = t(w) + (6, w). Then E_(U) = 0, iff 
w =~ 0. Furthermore, by taking the ci negative and sufficiently small we can 
arrange that E_(y) < 0, for all y E E+. 
3. NILPOTENT ACTION 
3.1. Let CT be an associative algebra with filtration { U,)z=, and let 
gr denote the associated gradation functor. Assume that gr(U) is commutative, 
finitely generated, and integral. Then [2, 5.51 for any subalgebra A of U 
Dim A = Dim gr(A). (3.1) 
Let X be a locally nilpotent derivation of A and set AX = (a E A: Xu = O}. 
Then [ 16, 4.41 extends through (3.1) to give 
LEMMA. Either A = AX, OY Dim A = 1 + Dim A*. 
3.2. Let U be as in Section 3.1. Let tt be a finite-dimensional Lie 
algebra of locally nilpotent derivations of U. Then [16, 2.31 n is nilpotent. 
Let m be an ideal of n and m = m, 3 m, 3 ... 1 mNfl = 0, where the mi 
are subspaces satisfying dim m,/m,+, = 1 and [n, mi] C m,+r . For each i, 
choose Xi E mi , Xi $ tniil , set Uj = Umi and Ai = Ui n A for any n-stable 
subspace A of U. 
Now assume that A, B are n-stable subalgebras of U with A C B. Given 
Ai z a4,.1 , assume there exists u’~ E A,+1 such that Xia’< = zi # 0, with 
Z- E il”. Assume the zi are locally ad-nilpotent in B and commute pairwise 
(d E B is said to be locally ad-nilpotent in B if ad b: c tt bc - cb is a locally 
nilpotent derivation of B). Set x = I-j xi . Then z is locally ad-nilpotent in B 
and so by [5, 1.41, A (resp. B) admits localization A, (resp. B,) at Z. Set a, = 
ZT’~‘~ . Trivially A, C B, . 
Let T be a subspace of A. Given x E A, we write T[x] = T + TX + Tx2 tm ... 
if the sum is direct. Given x1 , x2 ,..., x, G A, define T[x, , x2 ,..., xT] inductively 
through T[x, , x2 ,..., xT] = (T[x, , x2 ,..., x,_,])[x~]. 
PROPOSITION. Suppose A m = Bm and Dim A = Dim B. Then BZ = A, = 
(A”Ozk+ > az ,...> 4. 
Set C = A,, Ci = Cm?. Observe that Ci = (A& and by [2, 6.31, that 
Dim Ci = Dim Ai. Let n(C) be the number of times Ci =# Ci,_l. Then 
by Section 3.1, n(C) = Dim A - Dim Am. Similar properties hold for D = B, . 
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We prove inductively that Di = C, = Cm[ar , a2 ,..., aJ (with the convention 
that aj = 0, whenever Aj+l = A,), and this proves the proposition. We have 
Cl = (Am)g = (Bm)z = Dl and n(C) = n(D). The latter relation implies that 
Ci # Ci+l iff Di # D,+l . Suppose that Ci = Di , If C,,r = Ci , then Da+l = 
Di = Ci = Cifl . If C,+i # Ci , then X,a, = 1 and by Taylor’s lemma 
(c.f. [16, 2.11) we obtain D,+l = D&[aJ = Di[ai] = C,[a,] := C,+l . 
3.3 (Notation 2.6). By [5, 2.4a], each z E Z(m) is locally ad-nilpotent 
in U(g). Given x # 0, it follows that any subalgebra of U(g) containing z 
admits localization at z. Obviously U(m)” C Z(m) C U(g)m, and (U(g)m @z(m) 
U(c)), = U(g): @s(m~, U(c), , up to an isomorphism. Define a linear map 
i: (U(g)“l Bzcrn) U(c)), --+ U(g), through i(a @ b) = ab. 
THEOREM. There exists z E U(m)” such that i is a linear btjection. 
We apply Section 3.2, taking B = U = U(g), A = U(c) Lr(g)m. By Section 
2.6(i), A is an n stable subalgebra of B. By Section 3.1 (Notation 3.2), 
Dim A - Dim Am = n(A), 
3 +J(c)>, since Ai # A,+1 if U(c), # U(C)~+~ , 
= Dim U(c) - Dim Us, 
= Dim S(c) - Dim So, by (3.1) 
= dim m, by Section 2.1 and [S, Lemme 71. 
Hence Dim A 3 dim nt + Dim U(g)m = dim m + dim g - n( U(g)) > dim g, 
by 3.1. Yet Dim A < Dim B = Dim S(g) = dim g, by (3.1) and so Dim A = 
Dim B. Evidently Am = B’” = U(g)m. 
It remains to construct the zi of Section 3.2. Set V = U(c), Vi = Vrnf. We 
have seen that n(V) = n(A), so Vi # Vi+i iff Ai # Ai+l , by Section 3.1. 
Suppose Ai # Ai+1 . Then there exists b E V,+t such that Xi6 = c # 0 
(Notation 3.2). Since [X, Xi] E m,+r , for all XE n, we have X<(Xb) = 
[Xi, Xlb + X(Xib) = Xc. It follows that we may assume c E V” = Z(m), 
by Section 2.6(iii). Set 6 = u’~, c = zi, ai = ~;‘a’, , z = n zi. Then 
Section 3.2 gives U(c), = V, = Z(m),[aa, a2 ,..., Q,]: m = n(V) = dim m, and 
U(g)z = B, = A, = (U(g)m)z[a,, a2 ,..., a,]. Hence i is surjective and its 
injectivity follows from the definition of [...I. 
Remark. As in [16, 2.71, we can choose z to be a weight vector. An explicit 
choice is noted in Section 4. Il. 
3.4. Let k be a commutative field, A an associative k-algebra, and 
c a finite-dimensional k-Lie algebra of derivations of A. Then A extends to a 
U(c) module and this defines for each c E U(c) an endomorphism c: at-+ c(a) 
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of A. Let 2 be a c stable, central subalgebra of A which is isomorphic as a 
subalgebra and as a U(c) module to an ad c stable subalgebra of U(c) denoted 
also by 2. Let 2, be the set of nonzero divisors (regular elements) of 2 in A. 
Since each z E 2, is locally ad-nilpotent and regular in U(c), the localized 
algebras A, and U(c), are defined. We define the algebra A #z U(c) (smash 
product of A with U(c) over 2). When Z = k, this algebra is simply denoted 
A # U(c) and identifies with the skew polynomial extension of A by U(c) 
as defined in [4, 4.21. As a vector space it is the tensor product A oz U(c), 
the element x @ y being here denoted by x # y. The product is defined by the 
following rule. Define the algebra homomorphism D: U(c) -+ U(c) @ U(c), 
throughDX= 1 @X+X~l,forallX~c.Thenforalla,b~A;c,d~U[c), 
we set (a # c)(b # d) = C ax,(b) # yid, where xi , yi E U(c) are given by 
DC = C xi @ yi . Obviously each x E Z, is locally ad-nilpotent and regular in 
A #= U(c) and we have (A #= U(c)), = (A, #=, U(c),), up to isomorphism. 
Now take g, nt, c as in Section 3.3 with A = U(g)“, Z = Z(W). We have 
Z, = Z - (0). Let z be defined through the conclusion of Theorem 3.3. 
THEOREM. The map i: (U(g)” #=(,,,) U(c)), -+ U(g), defined by i(a # 6) = ab 
is an algebra isomorphism. 
By Section 3.3, i is a linear isomorphism. Verification of the multiplication 
rule is straightforward if we note that {X”: X E c, n E f+J} spans U(c). 
3.5. Let A be a commutative integral domain and X a locally nilpotent 
derivation of A. Observe that given a, b E A, with ab E AX, then a, b E AX. 
Hence 
LEMMA. If A is a UFD, then so is AX. 
3.6 (Notation 2.1). The following generalizes slightly a result of Dixmier 
[lo, 4.9.171. 
LEMMA. Z(m), U(m), and U(b)” are UFD’s. 
The assertion for U(m)” follows from Section 3.5 and the assertion for Z(m). 
As Rentschler pointed out to me, U(b)” coincides with the semicenter of U(b)” 
and so is isomorphic to S(b)n [24, 4.5, and Introduction], which is a UFD 
by Section 3.5. 
3.7. Let g be a semisimple Lie algebra with triangular decomposition 
g = n @ Ij @ n-. Let m be an ad h stable subalgebra of n. 
LEMMA. Let J be an ad g stable ideal of S(g). Then J is prime iff for every 
pair of weight vectors a, , b, E S(g)nl satisfying aubv E J, one has a, E J, or 6, E J. 
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Necessity is immediate. For sufficiency, take a lexicographic ordering in Ij* 
with respect to r. Consider J”’ := J n 5’(cJrn as an ideal of S@J)~. Given 
a, b E S(g)m with ab E Jm assume a $ J”. Write u and b as a sum of weight 
vectors and let a, , b, be their components of highest weight. We may as well 
assume that a, $ Jm. Yet a$, E Jm and so the hypothesis implies that b, E Jm. 
This eventually proves that b E Jm and so J”’ is prime. Now suppose c, d E S(g) 
satisfy cd E J. Let M (resp. N) be the smallest ad g submodule containing c 
(resp. d). Since g is reductive we can assume that J n M = 0 and J n N = 0. 
Given c, d # 0, the ad nilpotence of m gives a, b E S(g)m - (0) satisfying 
ub E J”. Since Jm is prime, this gives, say, a E Jm n MC J n M, which is a 
contradiction. Hence J is prime. 
4. THE STRUCTURE OF Z(m), U(m)", AND U(b) 
4.1. Let m be a non-negative integer and a, the Heisenberg Lie algebra 
of dimension (2m + 1). Recall that a, has generators Zi: i = 0, 1,2,..., 2m 
with relations [Zi , Z,+J = -[Z,+< , ZJ = 2,) and where all other brackets 
vanish. Let JZZ~ denote the Weyl algebra of index m (over C). J&, is isomorphic 
to the associative algebra generated by xi, a/ax,: i = 1, 2,..., m. Set yi = 
-a/&. One has Z(a,) = @[Z,], and u(a,), = ~~[Z,, , Z,‘], up to iso- 
morphism. Set am0 = lin span(Zi: i = I, 2 ,..., 2m). 
Let no be a finite-dimensional Lie algebra acting in Q,,~ by derivations and 
n the semidirect product no @ anr . Assume further that 
[n, Z,] = 0. (4.1) 
Set a = a,. Define f~ a*, through f Ia, = 0, f (2,) = 1. Set D = ad,, X: 
XE no. Then by (4.1), f(Da) = 0. Hence [lo, 10.1.41, applies giving 
LEMMA. There exists a linear map 6: tt, -+ U(a), , satisfying 
(i) [X, Y] = [6(X), Y], for all X E no , Y c a. 
(ii) [X, e(Y)] = 0([X, Y]), for all X, YE It0 . 
(iii) [e(X), 8(Y)] = e([X, YJ), for all X, YE no . 
4.2. Let A be a C-algebra and a UFD whose units are the scalars. 
Let b be a finite-dimensional Abelian Lie algebra of locally semisimple deriva- 
tions of A. Let V denote the rational vector space spanned by the weights 
of lj in A and assume dime Y < co. For example, let b be a real form of a 
Cartan subalgebra of a semisimple Lie algebra g with triangular decomposition 
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g = n @ b @ n- and take A = Z(n). For eachfE b, let A(f) denote the space 
of weight vectors of A having weight f. We have 
A = @ {A(f): fs I,*>. (4.2) 
LEMMA. Suppose that dim A(f) < 1, for all f E Ij*. Then A is a polynomial 
algebra on dime V generators. 
Fix a basis in Ij* and take the lexicographic ordering in I$* with respect 
to this basis. Given a E A, it follows by (4.2) that a can be written as a sum 
of nonzero weight vectors. Let fa (resp. ga) denote the largest (resp. smallest) 
weight occurring in this expansion. Given a = bc: b, c E A, it follows that 
fa = fb + fc , g, = g, + g, , through the integrality of A. Hence if a is a 
weight vector, so are b, c. Let 9 be an index set and {a,: i E 9} the set of all 
weight vectors of A which are irreducible. Then the ai generate A over @. 
Suppose the a, satisfy a polynomial identity. Then the hypothesis, dim A(f) < 1, 
implies that each monomial belongs to a different weight space and hence 
must vanish separately, contradicting the integrality of A. Obviously card .y > 
dim V. Suppose the inequality is strict and let fi be the weight of a, . Since 
V is rational, there exist integers ri not all zero such that C ri fi = 0. Hence 
for some f E h*, there exists a E A(f) w ic can be expressed as two distinct h h 
products of the ai , which is impossible since it implies a polynomial relation 
between them. 
4.3. One can reexpress the hypothesis dim A(f) f 1, by saying that 
every irreducible representation of h occurs at most once in A. This reformula- 
tion extends to the case when h is reductive; but not necessarily Abelian. Let b 
be a Bore1 subalgebra of b. Since the simple submodules of A are in bijection 
with the weight vectors of b, the above hypothesis is equivalent to saying that 
(Fract A)b reduces to scalars. Then, as in [14, Theorem 2.31, one can show 
that Fract A is a pure transcendental extension of C. Yet A may fail to be a 
polynomial algebra. For example, take t, = sl(3) and set A = 9, with .F as 
defined in [7, 9.11 (see also [12]). Then A is commutative and as an h module, 
it is h finite. Moreover, each p E 9” occurs exactly once in A. Using the dimen- 
sionality formula [13, Eq. (40), p. 2571, it follows that Dim A = $(dim b t 
rank h) = 5. Now by [7, 9.21, A is generated by bases x1 , x2 , xa ; yi , yz , y3 
for the fundamental representations of sl(3). When these are suitably chosen, 
xi yi + x2 yz + xa y3 belongs to the trivial representation and so must be a scalar 
c in A. Hence, A = @[x1, x2 , x3 ,Yl >Y2 >Y31I<%YI + X2Y2 + X3Y3 -c>, UP 
to an isomorphism. By Section 8.1, A is a UFD; but it is not a polynomial 
algebra. (I should like to thank P. Deligne for discussions on these last two 
questions.) 
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4.4. In the remainder of Section 4, we take g semisimple and p a 
parabolic subalgebra with nilradical m, and adopt the notation of Section 2. 
LEMMA (Notation 4.2). For all f E lj*, dim U(nt)n( f) < 1. 
By Sections 2.4 and 2.5(i), we have Dim R(nt)b = 0. Hence R(m)b reduces 
to scalars and so dim S(m)“(f) < 1, for all f E lj*. Finally s(m) and U(m) 
are isomorphic as b modules. 
4.5. Write p = r @ nt, with r reductive. Set 2 = Z(m). Then 2 is 
an r module and is r-finite. 
LEMMA (Kostant, unpublished, see [25]). Each p E f occurs at most once in 2. 
Let r = n, @E, an,- be a triangular decomposition [lo, 1.10.14], for r. 
Then b is a Cartan subalgebra for g and no @ m = n. Hence Z(nt)no = U(m)n 
and it remains to apply Section 4.4. 
Remark. By Sections 4.10 and 4.12, we can read from Tables I, II exactly 
which representations of r occur in 2. 
4.6. LEMMA. (i) U[nt)n is a polynomial algebra. 
(ii) Z(m) is jinitely generated. 
Applying Sections 3.6 and 4.4 to Section 4.2 gives (i). Recall that Z(m)“0 = 
U(m>n, and let M be a finite-dimensional r-submodule of Z(m) such that 
M”o generates U(m)“. Then M generates Z(m). 
4.7. By 4.6(i), Z(n) is a polynomial algebra. This (and 4.6(i)) is an 
unpublished result of Kostant (c.f. [IO, 8.5.6(a)]). By Section 4.3, we see that 
Section 4.5 is insufficient to conclude that Z(m) is a polynomial algebra and 
indeed Hersant exhibited a counterexample (see Section 8.5). We remark that 
Z(m) is not finitely generated for arbitrary nilpotent m [lo, 4.9.20(c)]. 
4.8. In view of Section 3.4, it is of particular interest to compute 
generators for U(m)n. Up to localization, this can be done through Section 4.1. 
We can assume g simple and write p = &, r = r, , I’O = P\{P}. Then 
Section 4.1 applies to n with a, = gr, m = -h(card r - 1) and no = n, . 
Moreover, 6 in its conclusion is given by 
B(E,) = 4 C Nv&&l[E~ , &I E,-, 3 6 E AB+. (4.3) 
yd 
LEMMA. W%) c U(m), * 
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Take 6 E Q” (Notation 2.3). Since /3 is the highest root, we have p E Q+. 
We must show, for all y E P, that y + S, p - y E Q-t, whenever y _i 6 is a 
root. This follows from Section 2.3(i), (iv), and (v). 
4.9. For all X E us , set O(X) = X - e(X) and a = gr. By Section 4.1, 
0 is a Lie algebra homomorphism of its into (U(n)a)EP which is clearly injective. 
By Section 4.8, O(nt,) C ( U(m)a)Efi . By Section 4.1 (ii), we have [X, O(Y)] = 
O( [X, Y]), for all X E n, , Y E ntG . Recalling Section 2.3(v), this gives setting 
r(P) = {y E l’n Q’~: /3 - y $ Q+}, where Q+ is the set of weights of m 
LEMMA. (i> -WOE, = Z(@(l%))[E, , ET’, -5,: Y 6 r(P)]. 
(ii) ( U(m)n)EB = U(O(nt,))na[EB , I?$]. 
4.10 (Notation 2.3). For a given parabolic system P, let 2 be the 
parabolic subset of &- defined by Q+ and Section 2.3(ii). Set QzLp+ = 
(J {r,: L E -r;“> and Pz+ = A+\Qs+. Then Ps+ is generated over IUi- by 
the subset {TV: L $ -Pp> of n and hence defines a parabolic system of roots Pp . A 
parabolic subalgebra defined by such a system Pz is called optimal and denoted 
~2. The set of optimal parabolic subalgebras being in bijection with the parabolic 
subsets of &‘- can be read from Table III. By Section 4.9, Z(m) =, U(m)“, 
iff p is optimal. Again let ntz be the nilradical of c(m) (Notation 2.6). Then 
ntz is the nilradical of the optimal parabolic subalgebra pz and by Section 4.9, 
we obtain 
LEMMA. U(m)n = Z(m,). 
4.11 (Notation 4.9). Since mg is the nilradical of the parabolic sub- 
algebra p n ga of go , Section 4.9 gives an inductive procedure for constructing 
the generators of Z(m) and U(m)” (up to localization). In more detail, let 2 
be the parabolic subset of % defined by p and Section 2.3(ii). Given L G 2, 
let gr. denote the simple subalgebra of g generated by the girK: K E -X, K > L. 
Set mL = @ {grK: KE 2, K <L}. Define a Lie algebra monomorphism 
@L: 9L -+ (U(g)““>,, , inductively as follows. If pL is the highest root, set 
OL = Id. and fL = 1. Otherwise, let K be the unique maximal element of 2 
with K < L. Suppose 0, defined and setfK = Ox(EoJ, jL = jJ {fK,: K’ E 9, 
K’ < L}. Apply Section 4.1, with n = g, @ grK, n, = gr , a = grK. For each 
X E n,, , set O(X) = X - e(X). Then 0: g, --, (U(n)a),u: Z,, = EoK is a Lie 
algebra monomorphism. Since OK(gL) = gt , up to isomorphism, we can set 
OL = @OK. 
In the above construction we can choose positive integers nL such that 
n {(f$~: L E zp) lies in U(g). Taking C nL minimal uniquely determines 
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this product which we denote by fp (or simply, f). Given cy. E 7rr , set x,-, = 
(Es.& - N&&,Jf,). G iven K maximal in Y set 5? = 2\{K),f- = fz- . 
LEMMA. (i) (U(m)“), = c[fL: L E -Cp], . 
(ii) fL has weight /IL . Hence the nonxero weigJlts of (Us), is the additive 
group genmated over Z by {pL: L E 3}. 
(iii) The set of nonzero weights of Z(n) is contained in k’ (Notation 2.8). 
(iv) [+a , U(n)] C U(n) and [x0+ , Z(n)] = 0. 
(v) [fK , E-,+1 = clHK mod u(m&- and so LfK, LfK, E-0,11 = c2fK: 
Cl , cp E @ - (0). 
(i)-(iii) follow from 4.9(ii). For (iv) observe that [xsea , E,] == EJE-, , E,] - 
Na&[EB-,Ha , E,] = -N,;b-,E,-,[H, , EJ E U(n), whereas [q-u , E,,] = 
-N,;~-eEo-JHm , E,,], for all (11’ E ~\{a!). Hence [x0-U , U(n)] C U(n) and so 
[xB+ , Z(u)] C Z(n). Suppose a, E Z(n) has weight B and that [x0-O: , aB] = 
aB+o-a # 0. Then -f+$&-a B a E C(n) has weight 0~. Yet by Section 2.2(iv), 
(cu, /3) = #I, /3) and this is not consistent with (ii). 
For (v) observe that [E-eK , f -1 = 0 and so [E+ , U(m&-] C U(m& and 
that successive application of (4.3) gives fK = EoK mod U(ttt,&- . 
Remarks. In Section 3.3, we can take x = f. For later applications (for 
example, Sect. 6.13) it is an important fact that fL is the highest weight vector 
for an image of the simple Lie algebra gt under 0,. Then Section 4.11 sets 
up the beginnings of an inductive procedure for determining Spec U(g). 
4.12. We need some refinements to construct generators for U(m)n 
(without localization). By Section 4.9, the generators of Z(n) can be chosen 
so that an (obvious) subset of them generate U(m)“, so it suffices to consider 
Z(n). Through the isomorphism with Y(n) all computations can be done in S(g). 
Assume g simple and adopt the notation of Sections 2.1 and 4.8. Let O( 
(resp. a’) denote an element of r1 (resp. rD). Let subscripts on elements of U(g) 
denote weights. Let tt” be the h-stable complement of @Ee in n. 
Recalling (4.3) define a linear map D of us into s(n) through 
Extend D to a derivation of S(u) by setting DX = 0, for all X E gr. Then 
D2X = 0, for all X E n. For all X E ua , one has EeO(X) = E,X + DX 
(Notation 4.9). Then for all a E S(Q), homogeneous of degree n, a simple 
computation gives 
.!$%(a) = 5 EFmi(Dia). 
i=o 
(4.4) 
260 A. JOSEPH 
Observe that Dia E s(nO), so the right-hand side is an expansion in powers 
of E, over S(nO). We remark further that by Section 4.l(ii), (ad X) DY = 
D[X, Y], for all X, YE n, and so D leaves ,S(n)V stable. 
Now suppose that uB E Y(n,). Then EanO(uB) E Y(n) and so by Section 4.9(iv), 
we obtain (E,(ad E-J - N&E,-, ad H,) EBnO(uB) = 0. Substitution from 
(4.4), use of the relation N-,,BN,,n-, = (OL, /I) and equating powers of ED gives 
(ad E-J Di+l(aB) = N$-,(a, B + ifl) E,-,Di(u,), (4.5) 
for all i = 1, 2 ,..., (n - 1). S’ mce E,‘@(u~) E Y(n), we have (cy, B + nfl) > 0. 
Suppose a strict inequality holds. Then by Section 2.7, there exists 
k E (0, 1, 2 ,..., (n - 1)) such that (a, (B + &I)) = 0. Then by (4.5) 
(ad E-J D”+l(uB) = 0. Since D”+l(+) has weight B + (k $ 1)/3 and 
((B + (lz + 1)/I), a) = (/3, a) > 0, it follows that D”+l(uJ = 0. Then En-k 
divides EBnO(u,) in Y(n). I n either case there exists an element ~+~s E Y(n) 
with weight B + @ satisfying ((B + K/I), a) = 0. Furthermore, deg ~+~a = 
k + deg uB . (We remark that in this analysis it is possible to avoid the use of 
Section 2.7. Again it follows that (cu, (B + /$?)) = 0 for all 01 E ni . This also 
follows from Section 2.2(vi) and the symmetry of the Dynkin diagram for A, .) 
Combining these results with Sections 2.8 and 4.ll(iii), we obtain 
THEOREM (Notation 2.2, 2.8, 2.9, 4.11). (i) There exists a generating set for 
Z(n) consisting of weight vectors. The elements are determined up to sculur multiples 
and have weight set W. 
(ii) The set of weights of Z(n) is M. 
(iii) Given uB E Z(n), then deg uB = 1 B /x , 
Remarks. Kostant informed me that he knew how to determine the weights 
and degrees of generators for Z(n), although his method is unknown to me. 
Dixmier [9, Theorems I, 41, explicitly determined Z(n) for g of type A, . 
We can take { fzK: K E ,X} as an explicit set of generators for Z(n). 
4.13. Let w E 9 n RR+. Let b, E U(g)n denote a homogeneous weight 
vector of weight w. Then we may write 
b, = i c c;+,d$, , CL+, E u(n), d:, E U(b-), (4.6) 
i=luER 
where DC A+ is chosen so that no product vanishes. Define an ordering < 
in R+, through p < V, given Y - p E Rf. We have 
LEMMA. Let v E ~‘2 be maximal, then 
(i) CL+, E Z(n). 
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(ii) Suppose b, E Z(g). Then w = 0 and d!, E U(b-)“-. 
(iii) degb,>jwjx. 
(iv) Equality in (iii) implies v E N+Y, 2w E M and each monomial in the 
d:, is a product of the X+,: y E Y. 
(i) and (ii) are clear. By (i), w + v E Jtr with v E R+. By Section 4.12(iii), 
deg b, = deg cw+” + deg dl, 3 ( w + vI~+llv/l=IwI~++~l~++l”l/~ 
ldf-‘, by Section 2.10. Hence (iii). Equality implies di, E U(n-) and v E N+Y 
by Section 2.10. Then v E Y, and so 2w E 2R+ n Y n 9 C N(BK: K E -X} = M. 
Hence (iv). 
4.14. Set V(g) = @ {b. E U(g)? deg b, = 1 w Is}, W(g) = @ {b. E 
U(g)“: deg b, > I w IX , w b homogeneous}. By Section 4.13(iii), we have 
UW’ = V(g) 0 w(9) and Vd is a commutative subalgebra of U(g)n con- 
taining Z(n). Set f = fx (Notation 4.11). Define x@-, through Section 4.1 l(iv). 
Clearly ad x,-, extends to a derivation of U(n), which by the reduction of Sec- 
tion 4.11 is easily seen to be a Weyl algebra over Z(n), . Since [x/s-a , Z(n),] = 0, 
it follows that ad x,-, is inner. Consequently, there exists a weight vector 
z-, E U(g): of the form a-, = G, + y+: y-= E U(b), . Since yvo has weight 
--01 and is determined up to U(b),” (which has weights i?{/IK: K EX}, Sect. 
4.16(ii)) it follows as in Section 4.1 l(iv) that yTII is uniquely determined. 
Through the reduction of Section 4.11, these assertions apply to each OL E r. 
For each y E A+, define a-, E U(g): by taking suitable commutators of the 
x-,: a: em. Then up to a nonzero scalar multiple z-, = E-, $- Cv,+ b+,q,,-,: 
b-,f E U(n-), a,,‘+ E U(b), and hence the z-,: y E A+, generate U(g): over 
U(b):. (This analysis extends easily to an alternative proof of Section 3.3.) 
THEOREM. (i) Wf = W-,: Y f Ylf 0 -Wf . 
(ii) Dim v(g) = card X + card Y. In particular V(g) = Z(n) ;sf g has 
only simple components of type A, or C, . 
(iii) The elements of V(g) are harmonic. 
(iv) Let I be a two-sided ideal of U(g). Then gr(1) n Y(n) = gr(In Z(n)). 
(i) follows from 4.13(iv). (ii) f o 11 ows from (i) and Table IV. If a weight vector 
b, E V(g) is not harmonic, then by [lo, 8.2.41, 6, = XC,: c, E U(@, x E Z(g) 
with deg x > 0. Then deg c, < deg b, = / w x and this contradicts Section 1 
4.13(iii). Finally the inclusion gr(1 n Z(n)) C gr(1) n Y(n) is elementary. 
Conversely given a E gr(lj n Y(n), then u(u) E Z(n), and we can assume without 
loss of generality that a is a weight vector and is homogeneous. Then o(a) ~1 
by Section 4.13(iii). Since a = gr o(u), this gives (iv). 
Remark. It would be valuable to prove that P’(g) is a polynomial algebra. 
For this it suffices to prove that gr V(g) is a polynomial algebra and we remark 
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that the latter is a UFD. Indeed given a E gr V(g) with a = bc: b, c E S(g), 
then b, c E S(g)n, by Section 3.5 and so b, c E V(g) by Section 4.13(iii). 
4.15. Recalling Section 2.2(vi), set X0 = (K E X: card rK = 2}. For 
each K E SO, choose HK1 E h, nonzero such that (H,l, pK) = 0 and (HK1, a) = 0, 
for all 01 E z-\~~. Then (HK1, /3,) = 0, unless L < K and it is easy to check 
that equality holds in these cases also. (It suffices to consider A, , D2n+l , EB 
and to use the symmetry of the corresponding Dynkin diagram.) Set lj” = 
@ {@H,l: K E X0}. Then b = c(n) @ lj’- and (ljl, p) = 0, for all /3 EA. 
This last relation and Section 4.11 (iii) g ives [ljl, Z(n)] = 0. Set 2, = Z(n) - (0). 
By, say [16, 3.41, the isomorphism U(n)=, = r4, @Z(n) C(n) can be chosen 
so that the generators xi , yi of J&~ are weight vectors. Set xi = xiyi . Then 
for each H ~ljl, there exists #(H) E QZ[z, z2 ,..., zm] @ C(n) of the form 
a,lbg UB E 2, ) bB E u(n) such that [(H - #(H)), u(n)] = 0. Set Y(H) = 
H - wf)* 
LEMMA. (i) The Y(H): HE Ijl commute and generate ( U(b)“)z0 over C(n). 
(ii) U(b)n is a commutative algebra contained in U(l!f @ n). 
(iii) Suppose (01, H) # 0, for some 01 t: A+. Choose uB E 2, such that 
aBY E U(b)n. Then (01, B) # 0. 
The #(H) lie in a commutative algebra and have zero weight. Hence the 
F(H) commute. The second part of (i) follows from Section 2.6(iii) and the 
relation b = c @ lj’. (ii) obtains from (i). In (iii), set c, = U,?&‘(H) = UBH - b, . 
Given (B, a) = 0, then [E-, , uB] = 0 and [G, , cB] = 0. Then [E-, , bB] = 
(a, W aBE-, , which is clearly impossible. 
4.16, Assume g simple. In Section 4.15(iii), taking H = HKI: K E X0, 
we show that one can choose B = B, . The argument parallels that of Section 
4.12, whose notation we adopt. Set 6, = b n ga , l&I = Ij’ n gB . 
By taking no = ba , a, = g r in Section 4.1, we can extend 0 to bs . Then 
given dB e S(bs)“B, we have es+@ = E,%(d,) E S(n @ $el)n, for some n E N. 
One has (B, a) = --I@, a): I E N, by Sections 2.7, 4.1l(ii), and 4.15(i), so 
in particular n 3 1. We show that it is possible to choose n = 1. Let us write 
eB+nD = f EYB+(~-o~, f~+h-&ES(n~ @&I~). 
i=O 
One has (H, a) = (H, /3) = 0, for all HE b,‘. Hence as in Section 4.1 l(iv), 
[X~-~ , U(n @ bs’)] C U(b) and so [x0-= , U(n 0 bag)“] C U(b)n. Then by 
Sections 4.1 l(ii) and 4.15(i), [a+,, , U(n @ ljai)“] = 0. Applied to eB+@ , this 
gives 
(ad.Ka)fB+(n-i)~ = ((n - 1) - (i + l))(~IP)N~~-aE~-af~+(n-i-l)~. 
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Since (m, is) > 0, it follows easily that fs+cnWija = 0, for all i E (0, I,2 ,..., 
(n - I - l)}, as required. Hence if B is a weight of a generator of Z(Q), 
B + l/3 E fl. Finally suppose that card or = 2, that is 1 E X0, and set H = H,l. 
Recalling (4.3), we set 
a0 = E,H - + C N&,[E,, , H] h’,+, . 
YEP 
Then a, E U(b)sr. Furthermore, (H, 01’) = 0, for all 01’ E rB and so, as in 
Section 4.12, we obtain a, E U(b)n. Ag ain a, is linear in H, and is of weight p. 
Then in Section 4.15(iii), taking H = HK ‘-: K E X0, the above analysis shows 
that we can choose B E W and hence B = B, . 
Now given KE %, set aK = aBK E Z(n) and given KE x0, set CK = 
aKy(HK’) (which we have shown lies in U(b)“). Let A be the algebra generated 
by {aK: K f x, CK: K E x0}. By Section 4.15(i), (ii), A is a polynomial algebra, 
which we show is just U(b)“. By Section 4.15(i), it is enough to show, for each 
dB E A, a,’ E Z(n): B, B’ E JV, that a$dB E A, if a;?dB E U(b)n. It is clear that 
the a K , cK are all irreducible, so by Section 3.6, we may assume that B’ = BL , 
for some L E %. Then aL. divides one of the factors of dB which have the form 
eIaK + e&K: KE x0, eI , 2 e E O=; or aK: K E X\X”. Hence aL divides dB in A 
as required. 
THEOREM. (i) U(b)” is a polynomial algebra in rank g generators. 
(ii) U(b)” is generated over z(n) by the cK: K E 3f”. 
(iii) deg CK = 1 BK 1~ + 1, and the CK are harmonic. 
(iv) K E Z”, i&f BK is not proportional to afundamental weight. 
(i), (ii) are proved above. The first part of (iii) follows from Section 4.12(iii). 
Then the second part follows from Section 4.13(iii), [IO, 8.2.41, and the fact 
that each z E Z(g) has degree 22. (iv) follows from Tables I, II. 
4.17 (Notation 2.2). After Kostant [21, Theorem 0.131, .9 n Z?+ is 
precisely the set of weights defining weight vectors in U(g)n. In general Jlr is 
much smaller than 9 n R+. Set Jzr- = (w ~9 n R+: KW == --CO>. JI/^- is 
precisely the set of highest weights for the simple self-contragredient sub- 
modules of U(g) occurring in U(g). By Section 2.2(vii), Jlr C Jtr-. Dualizing 
Section 2.2(viii) to the fundamental weights it follows that JV, Jy‘- generate 
the same rational subspace. Yet M = JV-, iff g is of type A, as may be verified 
from Tables I and II. 
4.18. Are U(b)” and Z(g) naturally isomorphic? An idea of Borho 
suggested to me the map x: S(b-)“- -+ Y(g) defined as follows. Choose B E J’“, 
aE E Y(n), c-a E S(b-)“-. Let MB (resp. Na) be the simple U(g) module with 
481/48/2-4 
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highest (resp. lowest) weight vector us (resp. c-~). By Section 4.17, Ma and NB 
are equivalent and self-contragredient. Thus by Schur’s lemma, the identity 
representation occurs exactly once in Ma @ NB . Recalling that aa is deter- 
mined to within a scalar (by Section 4.4) we let x’(c-~) be a multiple of the 
invariant in MB @ NB and extend x’: S(b)“- -+ S(g) @ S(g) by linearity. 
Define i: S(g) @ S(g) --j S(g), through ;(a @ b) = ab and set x = ix’. By 
construction, x is linear; yet it cannot in general be an algebra isomorphism. 
Indeed from Sections 4.12(iii), 4.16(iii) and Tables I and II, one can compute 
the degrees of the ,Y(c-B): B E ZJY and compare these with the known degrees 
[6, paragraph (IX), Pl anches I-IX, pp. 250-2751) of homogeneous generators 
of Y(g). Unless g is of type A, or C, , this shows that x cannot be both algebraic 
and injective (and hence not surjective in spite of what one would expect from 
Section 4.13(ii)). 
5. THE INDUCING CONSTRUCTION 
5.0. Let g be a finite-dimensional Lie algebra. Assume that g = 
p @ m-, where p, m- are subalgebras and m- is ad-nilpotent in g. For example, 
take g semisimple with p parabolic. Given f f g*, with (f, [p, p]) = 0, then 
xr: f + (f, p) is a one-dimensional representation of p. Let Jf be the left 
ideal of U(g) generated by the X - (f, X): X E p. Set p = indo p t g) 
and I = ker p [lo, Chap. 51. Then I is the largest two-sided ideal of U(g) 
contained in Jr [lo, 5.1.7(ii)]. Here we relate the structure of U(g)/1 to that 
of U(g)“-W(g)“- n If> h h w ic we show identifies with a subalgebra of U(m-). 
This parallels Section 3.3. 
5.1. Let d denote the (one-dimensional) representation space for x~. 
Then the representation space for p is U(g) @u(p) I and this identifies with 
U(m-) @ 8. Hence p 1 = p lucrn-) identifies with the left regular representation 
of U(m-). Let a: S(u-) + U(m-) denote the symmetrization. Then the map 
0 @ 1: x @ 1 + U(X) @ 1, is a linear bijection of 5’(m-) @) d onto U(g) arrcp) 8. 
Let p* be the representation of U(g) in S(m-) @ 8 equivalent to p under 
(T @ 1. Since m- is an ad-nilpotent subalgebra of g, one has (see (i) below) 
p*(U(g)) C s$,: m = dim m- (Notation 4.1). 
Let {X,}ll be a basis for tn- chosen as in Section 3.2. On C[ y1 , yz ,..., yVl] @ g 
define the C[y, ,yp ,..., y,]-linear map D(y) through 
D(y) = 1 yi ads Xi . 
i=l 
Write xi = -ajay, and define an algebra isomorphism T: S(ltt-) + 
a=[% , x2 >..., x,,] through T(X,) = xi . Extend T as a a=[ yr , ya ,..., y,]-linear 
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map to @j-y1 ,ys ,..., yJ @ s(nt-). Then for all XE m-, we have [15, 
Corollary 3.41, 
P*(X) = Wb%exp D(Y) - 1)Y-Y. (5.1) 
Through the identification yi = -a/&, (5.1) defines the left regular 
representation Pan (in End s(m-)). The right regular representation pTr (in 
End S(m-)) obtains from Section (5.1) on replacing D(y) by -D(y). Set 
Pan = &, p*r = 9. Let 1 denote the unit matrix. 
LEMMA. (i) p*(XJ = Cclfii( y) ajay,: fii polynomial, fij(0) = lij . 
(ii) For all X E m-, p*(X) is locally nilpotent in LZ& . 
(iii) (&f$JE(utm-)) = .GJ?(U(m-)). 
(i) obtains from (5.1) and Engel’s theorem. One has p*(X,) y, = fij and by 
choice of {X,},“_r the monomial yi,yjti, .‘. yj, appears in fij only if j > j,: 
k = 1, 2,..., n. Hence p*(Xi) is locally nilpotent in @[ yr , ya , . . . . yJ. Inverting 
(5.1) shows the xi to be linear in p*(Xj) over @[yi ,y2 ,...,y,,]. Since ut- is 
nilpotent, this gives (ii). 
Set A = %(U(m-)), B = &(U(ut-)), and B’ = (&,Js. Evidently B’ is the 
cornmutant of B in &“, , and since left and right multiplication commute, we 
obtain B’ 3 A. Let [E B’. By (i), there exist cK E @(yi , yz ,..., y,,)) such that 
XK = XFX;z . . . X2. 
KEW 
Then for all X E m-, we obtain 
0 = [&(x>, ‘$ = c [f(X), cK] gcxK>, 
KEW 
= c d&t(xK): 
KEW 
for some dK E @(yl , yz ,..., ym). 
By (i), dK = 0, for all K. By (ii), we may write cK = a;%, with aK, bK E 
C[Yl , Y2 >.-.> y,J n B’. By (i) any such function which is not scalar must be 
transcendental over A. Hence if 6 $ A, we obtain Dim B’ > Dim A. Yet by 
(i), Dim B = Dim A = m. Hence Dim B’ + Dim B > 2m, which contradicts 
[20, Theorem 1.11. Hence (iii). 
5.2 (Notation 5.1). By Section S.l(iii), E(Z(m-)) = .%(Z(ut-)). Set 
2, = w(.Z(m-)) - (03. Let C be a subalgebra of z& containing 2 and satisfying 
cab - abc E C, for all a E A, b E B, c E C. (For example, it is enough that 
C 1 AB.) Recall that Dim J$,, = 2m [20, Theorem 1.11 and suppose that 
Dim C = 2m. By Section Kl(ii), each x E 2, is locally ad-nilpotent in .JZ?~ 
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(the proof exactly follows [5, 2.4a]). H ence d?,, and C admit localization at each 
ZEZ”. 
LEMMA. There exists x E 2, , such that Cz = (.&,J, . 
By Section 5.1, AB identifies with the associative algebra generated from 
the Lie algebra nt = m- @ nt- of locally nilpotent derivations of J& . By 
hypothesis C is nt stable and Cm 1 Z,, . Yet C”’ C (J&J, = (B’)A = AA = 2, , 
by Section S.l(iii). Hence Cm = (J&J”’ and the assertion follows from Sec- 
tion 3.2. 
5.3 (Notation 5.0, 5.1). Recall that 1 spans G and that for all X E p, 
we have Xl = (f, X)1. Define a linear map 4 of (U(g)/l)“- into U(nt-) through 
$(a) = al. Th e o f 11 owing extends slightly an observation made by Dixmier 
[IO, 8.5.6(b)]. 
LEMMA. 9 is an injective antihomomorphism. 
5.4 (Notation 5.1, 5.3). By [7, 3.2],1. 1s completely prime, so by [2, 6.61, 
U(g)lJ and VJkW)“- admit fields of fractions. Extend 4 to an injective anti- 
homomorphism Fract 4 of Fract(U(g)/I)“- into K(m-). Set p* = p and extend p 
to an injective homomorphism Fract p of Fract U(g)/1 into Fract A&,! .
PROPOSITION. The following two statements are equivalent. 
(i) Fract p is subjective. 
(ii) Fract 4 is surjective and Dim U(g)/1 = 2m. 
(i) 3 (ii). Set U = U(g)/I. D im U = 2m obtains as in say [18, 55(ii)]. 
Through the surjectivity of Fract p, one hasg(U(nt-)) C J&, C (Fract p( U))m- = 
Fract p(U’“-), since m- is ad-nilpotent in g. Now for all a E Urn-, y E U(m-), 
we have ay @ 1 = y+(a) @ 1. Hence 
p(a)(S(m-) 0 6) = ~WW(nt-) 0 6, (5.2) 
which proves that Fract+ is surjective. 
(ii) 3 (i). By (5.2), Fract p(U) r>%(U(m )). Then (i) obtains from 
Section 5.2. 
Remarks. (i) can be expressed by saying that Fract U(g)/1 is isomorphic 
to a Weyl field Fract .J& . Given I primitive, this is a special case of one formula- 
tion [I9, Section 31, of the Gelfand-Kirillov conjecture. One expects the 
dimensionality estimate of (ii) to hold, whenever p is a polarization forf, which 
means here that dim p = *(dim g + dim gf). It is also in this situation that 
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one expects I to be primitive. The above estimate has been demonstrated 
for g semisimple [1, 2.3(b)], in which case a polarization is always a parabolic 
[23, Theorem 2.21. Let G denote the gradation functor for the canonica1 
filtration of dm. Through the embedding LT(g)/I -+ &, , G extends to 
Fract U(g)/1. Set C(g,I) = Cent Fract U(g)/l. Then by [2, 5.71, we have 
Dim U(g)/1 = D im G( U(g)/1) < 2m - Dim G(C(g, 1)). Thus Dim U(g)/1 = 
2~2, implies that G(C(g, 1) and hence C(g, 1) re d uces to scalars. Dixmier [33] 
has recently shown that this last result implies that I is primitive. 
Identify U(g)/Jf with U(m-). Since IC Jr and (U(g)/I)“- r) U(g)l”-/(l n 
U(g)m-), the space I/ = U(g)m-/( Jf n U(g)“-) identifies with a subalgebra 
of U(m-). Then to prove the surjectivity of Fract 4, it is enough to show that 
Fract V = K(m-). For g semisimple one has (U(g)/I>‘“- = U(g)m-/(I n U(g)m-) 
[18, 5.l(ii)], so this condition is also necessary. If m- is commutative, 4 itself 
is surjective. 
5.5, In the remainder of Section 5, we take g semisimple and p a 
parabolic subalgebra with nilradical tn. Recall that m and m-. are isomorphic. 
Now consider the special case when p = 6. Given h E b*, consider A as a one- 
dimensional representation of b and set Imin(A) = ker ind(h, b t 9). Set U, = 
U(g)/Im,(A) and let p,: U(g) --+ VA denote the natural projection. Set V = 
pA(U(n-)) and note that q- is just the cornmutant V’ of V in U,, . Let V” 
denote the second commutant of V in U,, . 
THEOREM. For all h E lj* 
(i) Fract Un- is isomorphic to K(n-). 
(ii) V” = V. 
By [7, Corollary 10.51, Fract p is surjective and so Fract $ is surjective by 
Section 5.4. Let j: n- -+ n- be the linear map defined through i(X) = -X. 
Then j extends to a bijective antihomomorphism of K(n-) onto K(n-) and so 
j(Fract 4) defines the required isomorphism in (i). Through the surjectivity 
of Fract p and (5.2), we obtain Fract p( V’) = g(K(n-)). Then 
v” = {a E V: [a, vl] = 01, 
= p-i{x E p( V): [a, Fract p( V’)] = 0}, 
= f-YW(n-))I, Section S.l(iii), 
zzz K as required. 
Remarks. (ii) is a result of Dixmier, noted without proof in [lo, 8.5.6(b)]. 
Except for sZ(n), one does not know if Fract U(g)n is isomorphic to 
Fract( U(n) @ Z(g)). Combined with Section 3.4 this would lead to a proof 
of the original Gelfand-Kirillov conjecture for g semisimple. (i) implies informa- 
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tion on the nature of the subalgebra C(V) of U(n) which by Section 6 is 
central to the study of Spec U(g). 
5.6. In order to generalize Section 5.5 and obtain further information 
on U(g)“‘, we extend 4 to the case when I is induced from a more general 
representation of p. The analysis applies only to the semisimple case and finds 
application in [30]. 
Consider X E lj* as defining a one-dimensional representation xn of b and set 
Q- = ind(x,, , b t p). Write p = m @ r, with ttt the nilradical and t the reductive 
part of p. Let r = n, @ lj @J us- be a triangular decomposition for r and set 
b, = lj @ n,, . One has m @ n, = n. 
LEMMA. (i) ker 7 n p = m. 
(ii) ker(T 1 u(r)) is a minimal primitive ideal of U(r). 
By [15, Corollary 3.41, ker T n p = (X E p: (ad” Y)X E n, for all YE n,-, 
all n E iV). Hence (i). Observe that h /b, defines a one-dimensional representation 
xln of b,, and that 7 lucr) = ind(x’, , b, f r). Then (ii) obtains from [lo, 8.4.31. 
5.7 (Notation 5.5, 5.6). Let d denote the representation space of 7. 
Set .P = End d and p = ind(T, p 19). Set T- = ind(x-, , b T 9). We can 
take G to be the representation space of T- . Define a linear map T’: U(p) -+ &?, 
by setting ~‘(a) = T-(j(a)) (Notation 5.5). Given a E U(g)“‘-, write a = C &ci: 
bi E Lynt-), ci E U(p) and define a linear map 5: U(g)ttt- --+ U(m-) @ 2, 
by setting G(a) = C bi7’(ci). F or each XE r, define a derivation ad X of 
U(n-) @ Im T’ through 
(ad X)(a @ 7’(b)) = [X, a] @ 7’(b) + a @ T’[X, b]. 
Set I = ker p. 
PROPOSITION. (i) ker 7 = ker 7’. 
(ii) ker 5 = I n U(g)“-. 
(iii) S(d) - G(b) G(u) = 0, joy all a, b E U(g)“t-. 
(iv) ad X($(u)) = @[X, a]), for uZZ X E r, a E U(g)mm‘. 
By Section 5.6, ker 7 is generated by nt and a maximal ideal 2, of Z(r) deter- 
mined by A. Let Si- be the subspace of S(m) spanned by polynomials with no 
constant terms. Now a(P) U(r) = U(r) a(S+) and U(p) = o(S+) U(r) @ U(r). 
Then by Section 5.6(i), both ker 7 and ker T’ contain o(P) U(r) and to establish 
(i), it remains to show that ker(T j Ll(r)) = ker(T’ ( ocr)). 
Let K denote the harmonic elements of U(r). By [21, Remark 301, K is the span 
of powers of nilpotent elements and so b F K, iff j(b) E K. Recall [lo, 8.2.41 
PRIME SPECTRUM OF A SEMISIMPLE LIE ALGEBRA 269 
that U(r) = K @ Z(r), so given u E U(r), we may write a = C bici: bi E K, 
ci E Z(r), with the b, linearly independent over @. Then the j(&) are linearly 
independent over @. By Section 5.6(ii) and [IO, 8.4.31, it follows that r and 7_ 
are injective on K. Hence a E ker T’, iff T-( j(c,)) = 0, for all i. That isj(ci) E Z-, , 
or ci E 2, for all i, which is necessary and sufficient for a E ker 7. Hence (i). 
It is clear that we have ker $C U(ut-) ker 7’. Then by (i), ker 5 C U(m-) ker 7, 
which by [lo, 5.1.71, gives (ii). 
Given a, b E U(g)m-, write a = C aici , b = C bjdj: a, , bj E U(m-), ci , dj E 
U(p). Since r- is a representation of U(p), one has 7’(cidi) = ?(dj) T’(cJ. Since 
a E U(g)m-, 6, E U(m-), we have ab = C abjdj = C bjadj = C bjaicidj . Then 
@ab) = c (bja, @ r’(dj) 7’(ci)) 
= @b) (C ai 0 I’ 
= s(b) @a). 
Hence (iii). Noting that [r, p] C p, [r, m-1 Cut-, a similar computation 
establishes (iv). 
5.8 (Notation 5.7). Define Cp: U(g)m-/(l n U(g)m-) -+ U(m-) @ Im T’, 
through <F and passage to the quotient. Since U(g)m-/(I n U(g)m-) = (U(g)/I)“- 
(by [18,5.l(ii)]), this defines the required generalization of+ given in Section 5.3. 
By [7, Corollary 3.21, k er 7 and hence ker p = 1 are completely prime. Then 
@ extends to an injective antihomorphism Fract @ of Fract(U(g)m-/I) into 
Fract( U(m-) @ Im 7’). Through inducing by stages [lo, 5.1. Ill, the surjectivity 
of Fract # for general p reduces to the surjectivity of Fract @ for p maximal. 
In particular one can show that Fract Cp is surjective for the optimal maximal 
parabolic (g simple) and hence that Fract 4 is surjective for p optimal. Since 
b is optimal, the main result of [7, Corollary 10.51 is then generalized through 
Section 5.4. Actually one gets rather detailed information on the necessary 
divisors and this is important in the application of Sections 6.7-6.10. 
5.9 (Notation 5.7). It is sometimes convenient to take /\ as a homo- 
morphism of U($) t in o some commutative @-algebra & with unity. In particular, 
taking IQI = U(g), then 5 is injective. (We stress here that the elements of J&’ 
commute with everything.) This is Come’s generic Verma module situation 
17, Sections 5, 71. 
6. THE PREPARATION THEOREM 
6.1. Let K be a commutative field of characteristic zero, A an associative 
K algebra, and c a finite-dimensional k-Lie algebra of derivations of A. 
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LEMMA (Notation 3.4). The algebra A # U(c) is Noetherian 22 A is 
Noetherian. 
Let gr denote the gradation functor for the canonical filtration of U(c) 
extended to A # U(c) by taking the elements of A to be of zero degree. Then 
gr(A # U(c)) is isomorphic to A @ S(c) which by [13, Theorem 4, p. 1651, 
proves sufficiency. Consider A as a subalgebra of A # U(c) through the 
canonical embedding. Let I e J be left ideals of A. To prove necessity it suffices 
to observe that U(c)l, U(c)J are left ideals of A # U(c) and u(c)1 !$ U(c)J. 
6.2. Given A a Noetherian ring, let Spec A denote the set of all prime 
ideals of A. Given A an associative K-algebra, let Prim A denote the set of 
primitive ideals of A. Given c a k-Lie algebra of derivations of A, set (Spec A)[ = 
{IE Spec A: [c, I] CI>. Given I a two-sided ideal of A, set Dim1 = Dim A/I. 
Call A # U(c) rigid, if each two-sided ideal of A # U(c) is generated by its 
intersection with A. By [4, 4.5, 4.81, we have 
LEMMA. Let A be a Noetherian k algebra. Then the map #: I w I n A, is a 
surjection of Spec(A # U(c)) onto (Spec A)C. Furthermore, if [A # U(c)) is rigid, 
then $ is bijective. 
6.3. Given D an integral domain, let M, @ D: n E Nf, denote the 
ring of n x n matrices over D. Given A a Noetherian ring, I E Spec A, set 
Ii = A/I and let S denote the regular elements of R. By Goldie’s theorem, 
we have the isomorphism S-lR = M% @ K, for some n E N+ and some skew 
field K. We call n the Goldie rank (rk(1)) of I. Obviously if T C S is Ore in R 
and T-lR = A&, @ D, up to isomorphism, we must have m = rk(1). Under 
the hypotheses and the notation of Section 6.2 we have the following result 
communicated to me by Borho. 
LEMMA. Suppose c is a completely solvable k-Lie algebra. Then for each 
1~ Spec(A # u(c)), one has rk(1) = rk(@)). 
By Section 6.2, the algebra R = A/(A n I) is prime and we may write 
S-1R = (Mn @ K) in the above notation. By [4,4.4], we have S-l(R # U(c)) = 
(S-1R) # U(c) = ((n/r, @ K) # U(c)), up to isomorphism. Now let c = 
Cl3 c,3 ..-I cm+1 = 0, be a decreasing sequence of ideals of c, where for 
each i, dim Ci/Ci+r = 1 and we choose Xi E ci , Xi $ c~+~. Then up to isomorphism, 
(W-L 0 K) # u(c)) = ((..@fn 0 K) # WmI) ... # N’-5aI) #W&l) = J% 0 
((...F # GU) ... # WGl) # W’d> w h ere the last step obtains as follows. 
Set B = M, @ K. We show that B # k[X] = M7, @ (K# k[X]), up to 
isomorphism. Let J be a maximal left ideal of B. Then J = Be, for some 
idempotent e E B. Then Y := X + ad Xe satisfies Ye = 2(Xe)e E J. Then Y 
leaves the normalizer N(J) of J stable and hence identifying K with N(J)/J 
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we can assume that Y leaves K stable. Define ZE Der B through Z(f@ a) = 
(f@ Yu). Then (Y -2)EDerB and (Y - Z)K = 0. Thus X = Y = 2 
up to inner derivations of B and recalling the definition of the smash product 
this establishes the required isomorphism. It remains to show that D : = 
((..W# wm1) .-* # w21) # W,I)> . is integral. Let gr be the gradation 
functor defined as in Section 6.1 (with A = K). Then gr D = K @ S(c), 
up to isomorphism and so D is integral by [13, Theorem 4, p. 1651. 
6.4. Let A be a Noetherian K algebra, k’ a finite Galois extension 
of k with Galois group 9. Set A’ = A Ok k’. Given I’ E Spec A’, one has 
I’ n A = &I’) n A, for all g E 99. Hence I’ ++I’ n A defines a map II, of the 
set (Spec A’)3 of all 9 orbits in Spec A’ into Spec A, [lo, 3.4.l(ii)]. 
LEMMA. The map # defined above is bijective. 
Given I E Spec A, set I’ = I Ok k’. By [lo, 3.4.2(i)], I’ is semiprime. Let 
P’, ) P’, ,..., P’, E Spec A’ be the minimal primitive ideals containing I’. By 
[lo, 3.4.2(ii)], 0 := (P’l, P’, ,..., P’,} is a single 9 orbit and #(0) = I. It 
remains to show that if I” E Spec A’ satisfies I” n A = I, then I” E 9. Set 
J=n{gI”:gEP?]. Then JnA==I, gJ= J and so J=I@,k’=I’= 
n P’i. Then for each i, n {gr”: g E g} C P’, and so gI” E PIi, for some g E 9. 
Yet I’ CgI” and so there exists j such that P’j CgI” C P’, . By minimality, 
i = j and so gP = P’i , as required. 
6.5, In Section 6.4, it is generally false that # preserves Goldie rank. 
However, the following result enables us to show that this holds for the special 
cases considered here. 
Assume k algebraically closed and let A’ be a Noetherian k algebra. Then 
&’ := A’[X] is a Noetherian k algebra admitting the outer derivation H given 
by HX = X, HA’ = 0. Let & be an H-stable subalgebra of .M’ for which 
JZZ o&X = d’. We may write & = J& @ dzX. Set J% = & &txz] k(X2) 
and 9 = g @ .%?X = J&(X). Th en 99’ obtains from 98 through extension 
of k(X2) to k(X) with Galois group 99 := {g, g2} (where gX = -X and 
gui = (-l)i-%zi: ai E ~2~). Given I’ E Spec 9, set I = I’ n 9. 
LEMMA. Suppose Cent(Fract g/I’) = k(X). Then rk(I) = rk(I’). 
Identify 9/I with a subalgebra of P[r. Then, either g/I = 9/I’ and the 
assertion is trivial or @/I @ (9?/I)X = Z/r’ and we can assume I = I’ = 0. 
Let S be the set of regular elements of 98. By Goldie’s theorem, Fract %’ := 
S-Q? = Mm @I, K, where M, is the m x m matrix algebra over k and K 
a skew field over k. Then S-%? = Mm Ok (K + KX). Since fl is prime, 
S-%” is prime and finite-dimensional over K and so g is simple. By 
Wedderburn’s theorem, S-l@ = n/r, OR K’: K’ a skew field over k. We must 
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show that m = n. Since A’ is prime (by Section 6.2), we have K’ = L’(X) 
for some skew field L’ over K. Through the hypothesis of the lemma we obtain 
Cent L’ = k. Let @ denote @&. 
We may write Fract 3 = (N’, @ N’,X) @ li(X2), where the Ni are K- 
subspaces of Mn @L’ satisfying N’, @ N’, = Mn @L’, Ni2 C N’, , N: C N’, , 
N’,N’, C N’, . If J is a maximal left ideal of N’, , then J’ := J @ N’, is a 
maximal left ideal of Mn @L’ whose normalizer we denote by N(J’). Then 
we may identify L’ with No/J’ and hence with a subfield of N’, . For each 
eeM,, write e@)l =e,+e2:eiEN’i. Then 0 = [(e @ l), (1 @L’)] = 
[e, , (1 @L’)] + [e, , (1 @L’)J. Since 1 @L’ C N’, , both brackets vanish and 
since CentL’ = K, it follows that er , e2 E Mn @ 1 and so we may write 
N’, = Nr @L’, N’, = N2 @L’ where Ni E M, and Nr @ Ns = n/r, . Set 
V = Nr @ K(X2) + N, @ K(Xs)X, %” = g @ %7X. Then V = Mn @ k(X) 
and it remains to show that % = Mm @ K(X2), up to isomorphism. 
Let gr be the gradation functor for the filtration of % by degree (cf. [lo, 
4.4.61). Call a K(X2) subspace of g homogeneous if it is spanned by eigenvectors 
of H. Given I a two-sided (resp. left) ideal of 97, gr(1) generates over K(X2) 
a homogeneous two-sided (resp. left) ideal of % of the same dimension over 
K(X2). Thus %? is simple (because 97’ is) and admits a maximal left ideal J 
which is homogeneous. Let N(J) be the normalizer of J and set L = N(J)/J. 
Then L is a homogeneous kew field and %’ = M, @L. Since h is algebraically 
closed and L is homogeneous, it follows that L = K(X2) and m = n as we 
wished to show, or L is spanned over K(X2) by elements of the form e @ X: 
eEN2, e2 = 1. Using again that R is algebraically closed, we obtain e @ XE 
Cent L C Cent PZ C Cent %” and so e = 1, which is impossible. 
Remark. For the lemma to fail, it is enough to have a $ k, with a2 E k. 
For example, take n = 2, 
Then %’ is a skew field and so rk(1’) = 2 rk(l). 
6.6. Let A be a ring, T an Ore subset of regular elements of A. Given 
I a left ideal of A, then T-IA : = (t-5: t E T, i E I} is a left ideal of the localized 
algebra A, = T-IA. If J is a left ideal of T-IA, then J = T-l(J n A) and so A 
Noetherian implies T-lA is Noetherian [4, 2.41. Now suppose A Noetherian 
and set (Spec A)= = (1 E Spec A: In T is empty). Given T = {t? k E N} for 
some t regular in A, we set (Spec A)t = (Spec A)T . 
LEMMA. The map 4: JH Jr\ A is a bijection of Spec A, onto (Spec A)T 
and has inverse I w T-lI. Furthermore, rk( J) = rk($( J)). 
The first part is just [4, 2.101. The second part is trivial. 
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6.7. In the remainder of Section 6, we assume g semisimple. Let 9’ 
be a parabolic subset of X and let ps (or simply, p) be the corresponding 
optimal parabolic subalgebra of g (see Section 4.10). Let nty (or simply, m) 
be the nilradical of pp and set 2 = Z(m), 2, = 2 - (0). Set (Notation 2.6) 
12 = @ {@HL: L E 9’} and cp = rnp @ lr;p (or simply, I, c). One has cz = 
c(mF). By Section 4.11 (ii), we have 
[HK ,.fd = @K, Bdfc K,LE&?. 
Set f = fz (Notation 4.11). Since f is ad-nilpotent in U(g), the set F := 
{f 8: s E IV} is Ore in U(g). By Section 6.6, we have 
(1) The map t,Jl: It+F-liT is a bijection of (Spec U(g)), onto Spec U(& . 
Set A = U(g)* @zfrn, U(m). By Section 3.4 and Remark 4.11, we have 
U(g), = A, # U(I), , up to isomorphism. Since U(g), is Noetherian (cf. 6.6) 
it follows that A, is Noetherian by Section 6.1. By (6.1) and [4, 4.81, the algebra 
A, # U(I), is rigid and so by Section 6.2 we have 
(2) The map &: I-1 n A, is a bijection of Spec U(g), onto (Spec A,)‘. 
Given IE (Spec A,)‘, then by definition f $1 and [I, I] CI. It follows by 
Section 4.1 l(i), (6.2), and the definition off that I n 2, is empty. Then by 
Section 4.6, we have 
(3) The map I,&: I:+ &‘I is a bijection of (Spec A,)’ onto (Spec B)r. 
Set U = U(g)* @zfrn) C(m) = &‘A. Since m is nilpotent, it follows by 
[4, 6.81, that U(m) @ztrn) C(m) is isomorphic to the Weyl algebra dn(C(m)) = 
&n @ C(m) over C(m), where n = &(dim m - index m) and where the canonical 
generators for &n may be chosen as weight vectors (with respect to h). Then 
we may write B = U &cm) dn(C(m)) = U @ &m . Since A?,?, is central simple, 
it follows that B is rigid and so by Section 6.2, we have 
(4) The map &: I-1 n U is a bijection of (Spec B)t onto (Spec U)I. 
THEOREM. Set ~TJ = *dbhh , where each #t is defined in (i) above. Then 
Y ii a bqection of (Spec U(g)), onto (Spec(U(g)* @z(m) C(m)))1 given by 
Y: I++ Z;l(1 n U(g)*). For each I E (Spec U(g)), one has 
(i) I n U(c) = 0, 
(ii) rk(1) = rk(Y(I)), 
(iii) Dim, I = Dim,(,) Y(1) + dim c. 
It remains to verify (i)-(iii). The reduction of Section 4.11 shows that U(c), 
is isomorphic to a suitably localized Weyl algebra and is hence simple. This 
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gives #r(1) n U(c), = 0 and hence (i). (ii) follows from Sections 6.3 and 6.6. 
Finally 
Dimcl := Dim, U(g)/1 = Dimc(U(g)/l), , by [2, 6.31, 
= Dimd(WW)n #ZM U(C))T , bY (99 
= Dimcd(Wd/T OZW C(m)> + dim c. 
Hence (iii). 
6.8. For practical computations it would be convenient if (Spec U)t 
were in bijection with Spec Ut; but this fails because in general U # Ut @ C(m). 
To remedy this, we define a finite extension U(g)’ of U(g). The algebra U(g)’ 
is generated over U(g) by the set (g,: L E X} with the relations gL2 = fL , 
[EZK, gL] = 4(/3K, ,8r)gL, [g, , a] = 0, for all K, L E x” and all a E U(g)“. 
Recalling Section 4.11(i), we have C(m) = C( fL: L E 9) and we set C(m)’ = 
C(g,: L E 9), U’ = U &cn,) C(m)‘. By Sections 2.2(iv) and (6.1), we obtain 
77’ = U” @ C(m)‘, up to isomorphism. Let ‘9 denote the Galois group for 
the extension of C(m) by C(m)‘. By Section 6.4, the map 4: I’ H I : = 1 n U, 
is a bijection of (Spec U’), onto Spec U. We show that it restricts to a bijection 
$r5 of (Spec 77”)~ onto (Spec U)l. If I’ is ad I stable, then so is I. Conversely 
given I E (Spec U)l, then z/-r(1) = {P’r , P’, ,..., P’,}, where P’i are the minimal 
prime ideals of U’ containing J := I @ C(m)‘. One has J = n P’! and J 
is an 1 stable semiprime ideal of U’. Applying [4, 4.1(b)] with R - U’/J, it 
follows that the Pti are I stable as required. The map z/a: I ++ I n U’r is trivially 
a bijection of ((Spec U’)r), onto Spec U’t. 
LEMMA. Set Y = &&‘. Then ?P’ is a bijection of (Spec U)’ onto (Spec U’)l. 
FOY each I E (Spec U)I, set I’ = !?(I). Then 
(i) Dime U’r/I’ = Dim,(,) U/I. 
(ii) If Y-l(I) E Prim U(g), then rk(l) = rk(l’). 
We have proved that the first part and (i) is trivial. Given J := Y-l(I) E 
Prim U(g), then Cent Fract U(g)/] = C. Hence Cent Fract(U/I) = C(m) and 
so Cent Fract(U’/l’) = C(m)‘. Let 9 be the index set {I, 2,..., n} (abuse of 
notation) and set Ii = 0 {UX,: j = i, i + I,..., rz}. Then Y’ is the composition 
of the bijections 
(Spec U)l --f Spec(U # U(1)) - Spec(U # U(la))H’ 
-+ (Spec(( U @c(~ @(gl))H1 # U(la)) - *a* -+ Spec U’, 
which by Sections 6.3 and 6.5 preserve Goldie rank. Hence (ii). 
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6.9 (Notation 2.11, 6.7, 6.8). Set V = u’t and recall that V is an 
ad lj module. Given M an h finite Y module we let Q(M) denote its set of 
weights. An lj finite v module M is said to be a highest weight module if for 
some p E lj*, it is generated by a weight vector v,, (or simply, v) of weight TV 
and satisfying [-(v - p) 3 0, for all v EQ(M) (for example, suppose 
dim M < co). Again [I, V] = 0, so (/3,, (v - CL)) = 0 for all L E 9. Given 
h E I)*, let Ce, denote the one-dimensional b module with weight vector e, 
and set M(h) = ind(@e, , b t g) (V erma module). By [IO, 7.1 .l I(ii)], M(A) has a 
unique maximal submodule M(h) and we set L(A) = M(A)/M(h). 
PROPOSITION. Let M be a h&hest weight module for V and set J = Ann M. 
Suppose J E Spec V, so there exists a unique I E Spec U(g) such that Y’Y(I) = J. 
Then there exists h E Ij* such that I = Ann L(A). In particular I E Prim U(g). 
Let U(c); denote the subalgebra of U(g); generated by the {gL: L E 91 
over U(c), . Applying the reduction of Section 4.11, it follows that U(c); is 
isomorphic to the localized Weyl algebra C[X~ , xs ,..., x, ) ~h*;r, XT’ ,..., XT’, 
yr , y2 ,..., ys] where yi = --a/&, , t = card 2 and {xi , x, ,..., XJ can be 
identified with {gL: L E p}, 2s = dim c and by Section 2.11(i), (ii) the xi: 
i = t f 1, t + 2,..., s can be chosen as weight vectors with weights in 
(U {r,: L E ZEP)) n (Zr\&!). Consider M’ = C[x, , x2 ,..., x, , xi-‘, x;l,..., x,l] as 
a U(c); module through the above identification. Then through Section 3.4, 
M” := M @ M’ can be considered as a U(g) module. Set u = v @ 1, 
E$qz = El n (U {T,: L E 3?-\=!?I). 
(a) E,u = 0, for all y E Ez u -Ex,y . 
Indeed through the reduction of Section 4.11, we may write E, = C avb-u+v: 
a, E Uk-P, L+, E U(c), . Furthermore, repeated application of (4.3) shows 
that b-,+1 is a sum of monomials of the form 
Hence -v + y =C%, yi --Cj”=r/$: yi~E1, &e{(PL:L~9}, or v = y and 
so f-(v) < 0. Hence E,u = C a,v @ b -“,. ,,I = 0, as required. 
Let K be a maximal element of 2. Then 
(b) EYE-eKu = 0, for all y E s2 v -ZX,s: y 6 I’, . 
By (a) it suffices to observe that y - BKed u {0}, implies that y E r, for 
someL<Kand~oy-/3~EZ’s. 
(c) E,,,EY,E-sKu = 0, for all pairs y1 , yz E Zz n r, . 
Observe that yi + ‘yz - BK E d U (0) implies that yi + ye - /3, E Zz w 
-7 -x\z f 
(d) E&P = 0, for all y E sz n r, . 
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Otherwise, by (b) and (c), EYE-,p is a sum of terms of the form a,+, @ 
b--v+v-Bg: a,,, E M, and b--v+Y--BK = I$=, ~1’: ni E Z. Then --v -1. y - 19, = 
4 C {n&IL: L E &Y}: nL E Z. Then by Section 2.2(iv), this gives --v + y = &pK 
and so t-(v) < 0, which is impossible. 
Combining (b) and (d) above we obtain EpsKu = c(fi’)u, for some c E @. 
We adjust the action of c on M’ so that c = 0. By Section 4.11(v), we obtain 
Ews,fxTu = (c - y(/IK, p) + &r(~ - 1)) f Flu, for all r E N. Since fK E Z(n) 
and the elements of U(c); are realized by differential operators, this formula 
applies for all Y E @ and we can choose r to be a root of the above quadratic 
polynomial. Replacing u by f,+ gives EpBKu = 0, as required. (Taking xt2 = fK , 
this is equivalent to replacing yt by y, + c’x;l, for suitable c’.) Set Z- := T\(K). 
Since [E-, , fK] = 0, for all y E Ea u -Ex,z , it follows by Section 2. I I (iii) that 
(e) E,u = 0, for ally E E2 u --Ex,p- . 
Hence repeating (b)-(e) above we eventually prove that E,u = 0 for all 
y E E+. Let N be the U(g) submodule of M” generated by u. In K, f acts by 
multiplication and is hence injective. Since u = ~1 &J 1, and ZJ generates M 
as a V module, it follows that I = Ann N. By Section 2.1 l(iv) and the above, 
N is generated by a highest weight vector and is hence the image of some 
Verma module [IO, 7.181. In particular N has finite length and since I is prime 
it is the annihilator of one of its simple factors. In view of [lo, 7.6.I(ii)], this 
proves the proposition. 
6.10 (Notation 6.7-6.9). Define for each parabolic subset 2 of X 
and each m E N, n E N+, the sets g,“(Z) = (1~ (Spec U(g)),: Dim1 = m, 
rk(1) = n} (or simply, ‘2),““) Xnm(Z) = ‘?Jn”(-Y) n Prim U(g) (or simply, Xrbrn). 
Set r = dim c, V = U” and let V,,” denote the set of equivalence classes of 
n-dimensional irreducible representations of I/‘. 
THEOREM. (i) ‘?J),” is empty if m < Y. 
(ii) J, = 9%’ and this set is in natural bijection with V,“. 
(iii) If 1 E 3&r, then I = Ann L(X), for some h E Ij*. 
(i) obtains from Section 6.7(iii). Given I E on”, set J = Y’Y(1), and A = V/J. 
It is easily verified that A is ad b finite and so [e, b] = 0, for every idempotent 
e E A. By Section 6.8(i), Dim, A = 0. Since J is prime it follows by [2, 3.51, 
that A has no proper two-sided ideals and is hence a simple algebra (obviously 
1 E A and so A2 # 0). After Hadziev [12], it follows that U(g)” is finitely 
generated. Thus A is finitely generated and so dim, A < 00. After Wedderburn’s 
theorem, card A” = I, and M := Ae: e a minimal idempotent, is a faithful 
simple A module which is b-finite. Then (iii) follows from Section 6.9 and 
(ii) from Sections 6.7 and 6.8, recalling that rk(J) = dim, M. 
Remark. (iii) proves a special case of the so-called “subquotient con- 
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jecture” (cf. [19, Sect. 61). This has recently been established by Duflo [34J, 
although using quite different methods. The technique used here is constructive 
and totally algebraic. It generalizes an argument given in [17, Section 71, in 
which a certain central character (i.e., h above) was computed. 
6.11, In order to apply the above analysis we develop some dimen- 
sionality estimates to determine how much localization is possible in a given 
quotient of U(g). For this we take g simple with highest root /3. 
Set G = exp ad(g). Let I be a two-sided ideal of U(g). Then gr(l) and its 
radical (gr(1))lj2 are G stable ideals of S(g). By [IO, 3.1.101 and [4, 4.1(b)], 
we have (gr(1))l12 = J1 n J2 n ... n Jr , where the Jj are distinct G stable 
prime ideals of S(g). Noting that S(g)/gr(l) is an algebraic extension of 
S(g)/(gr(l))li2, it follows from [2, 3.1(e) and 5.41, that 
Dim1 = Dim(gr(I))r/” = max{Dim JJ. (6.2) 
LEMMA (Borho-private communication). Suppose g is simple. Then @[Xl n 
I # 0, for some X E g, implies Dim I = 0, and so codim I < 03. In particular 
Spec W\(Spec W3>) E is in natural bijection with g^. 
(Borho’s original and rather long proof may be replaced by the following 
short argument.) Through the hypothesis of the lemma, there exists 11 EN, 
such that Xn E gr(l). Then X E (gr(1))1/2 and so (gr(1))r12 3 g, since g is simple. 
Hence Dim(gr(1))l12 = 0, which combined with (6.2) gives the required asser- 
tion. 
6.12 (Notation 6.11). Set r = I’, , r = 1 + card r, fi = E, . Let 
A > I% >**-, ,f& be the highest roots for As+, and set Bi = B f /Ji . By Section 2.8, 
Bi E JV and by Section 4.12(ii), there exist fi E Z(n) of weight Bi . Up to a 
scalar each fi is given by (4.3) taking 6 = pi: i = 2, 3,..., R. Set Fi = (fiS: 
s = 0, 1, 2 ,... }: i = 1, 2 ,..., k. 
LEMMA. Suppose I n Fi is empty for i = 1 and nonempty for each i = 2, 3, . . . , k. 
(i) If g # sl(n + 2): nEN, then DimI = r. 
(ii) Ifg=sZ(n+2):nEN,thenr<DimI,<r+l. 
(iii) Suppose I E Spec U(g). Then Dim I = r, iJj’ I E Prim U(g). 
Decomposition of I into prime ideals, Section 6.10 and [2, 3.1(e)] gives 
the lower bounds and sufficiency in (iii). If g = sZ(2), the upper bound in 
(ii) is trivial. Otherwise d$ is nonempty. Set nt = gr. Then m is the nilradical 
of some parabolic subalgebra p. Set p’ = [p, p] and let h’ complement h in 
p’ n lj. One has dim Ij’ = card r1 . Set f ‘i = gr(h). Let J be a minimal prime 
ideal containing gr(1). For each in (2, 3,..., k) the hypothesis of the lemma 
gives f ‘j E J and so EsE,, E s(m) mod J by (4.3). For each a’ E rB , applying 
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ad E-,, to this conclusion gives E,p’ C S(m) mod J. Applying ad E-,: y E r\(p), 
gives E,& E S(p) mod J, so EP3E-, E S(m 0 Ij’) mod J and finally ED6g C 
S(nt @ h’) mod J. Then either E, E J and Dim J = 0, or dividing by E0 gives 
Dim J < Dim ,S(m @ lj’) = dim(nt @ h’) = card r + card n1 . By Section 
2.2(vi) and (6.2) this gives the upper bounds in (i), (ii). Finally if I E Prim U(g), 
then Dim I is even by [2, 7.21, and this proves necessity in (iii). 
6.13. Let ZZ be a parabolic subset of X. Let Kr , K, ,..., K, , be the 
minimal elements of X\J?. For each i, let Li be the unique maxima1 element 
of 2 for which L, < Ki , and set y = Z\{L, , L, ,..., L,}. Set f = fz and 
fi = fpugKi} . The reduction of Section 4.11 applied to Section 6.12 gives 
PROPOSITION. SupposeI~ (Spec U(~J))~: I# (Spec U(g))fi: i = I, 2,..., r. Then 
(i) dimc~<DimI,(dimc~+dimntdp~+~{(card~~-l):LEdP). 
(ii) If I E Prim U(g), then Dim I < dim cy + dim my< - index utz, . 
6.14 (Notation 2.9, 6.7). Let 2 be a parabolic subset of %. Set f’ = 
grfz, WY = 0 {a, E %Q” h omogeneous of weight p with deg a, > ( ,z idip}. 
LEMMA. Suppose b, E Us has weight p, then 
6) deg b, 2 I P lb y and equality implies p E Sp, r‘l 9, 
Suppose g is simple of type A, OY C, . Then 
(ii) Equality in (i) implies b, E Z(nt,). 
(iii) There is exactly one homogeneous G stable prime ideal J of S(g) satisfying 
f’ 6 J and Dim J = dim cy . Furthermore J = GW, . 
We can suppose that b, belongs to a simple ad g module with highest weight 
vector 6,. If B is the semisimple part of p2 , then b, E (exp ad s)b, and so 
((w - p), FL) = 0, for all L E 2. Since w E z%, this gives 1 w IX > j w lz = 
1 p 12 . Then by Sections 2.9(i) and 4.13(ii)-(iv), we obtain deg b, = deg b, 3 
/ w 1~ > / p 1 y, and equality implies w E 9~ and (w, pK) = 0, for all K E X\Z?. 
This implies that w E 9s and so [B, b,] = 0. Yet b,, E (exp ad s)bw = cCb, , 
which gives (i). Suppose g is simple of type A, or C, . Then by Section 4.14(ii) 
equality further implies that b, E Z(n) and then by (i) and Section 4.1 I(ii) 
we obtain b, E Z(m). Hence (ii). Finally the analog of Section 3.4 for S(g) gives 
1 n S(c) = 0 and (S(g)/J),, = ((S(g)/])” @v(,,,) S(c)),, , up to an isomorphism. 
In particular, Dim(S(g)/J)“’ = Dim S(g)/] + Dim Y(m) - dim c = Dim Y(m). 
That is, each a E (S(g)/J) m is algebraic over Y(m). Since J is homogeneous, 
it easily follows from (ii) that J’” := J n S(g)“, identifies with Wp . Since g 
is reductive we must have J = GWs . This proves uniqueness and to prove 
existence it remains to show that GWZ is a prime ideal. Let N denote g con- 
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sidered as a simple ad g submodule of S(g). Let M be a homogeneous and simple 
ad g submodule of GWZ . Choose a weight vector a, E M n W, and let a, 
be the highest weight vector for M. Then ] w 12 = ] TV 12 as above. Let v be a 
weight of MN and let p be the highest root of g. Then u -i- /3 - v E f&. Now 
if g is simple of type A, or C, one may verify that the jgK: K E X, are all long 
roots and that C {pL: L E -E”> E3 (see Table I). This gives j w ;- /3 - v /g > 0. 
Hence / v jdLp < j w + p 19 = 1 + / p jz < deg a, for all a, E MN. Thus 
MN C GWz which is hence an ideal. It is prime by Section 3.7. 
Remark. Let Z($P) denote the set of all homogeneous G stable prime 
ideals J of S(g) satisfying f’ $ J and Dim J = dim c, and g(T) the set of all 
nilpotent orbits 0 satisfying dim 0 = dim c and whose restriction to c is 
Zariski open in c*. Given 0 E c(z), set I(0) = {a e S(g): (a,f) = 0: f E 0) 
Clearly I(0) E Z(P) and so Q i--t I(U) is a map of Q(z) into Z(P) which is 
injective since G is algebraic (cf. [I, 2.2(c)]). Conversely given JE Z(z), 
let V denote its zero variety. We have seen in (iii) above that (S(g)/1),, identifies 
with S(c),, and since index c = 0, it follows that (S(g)/J)s reduces to scalars. 
Thus J n Y(g) is maximal in Y(g) and since J is homogeneous, it follows by 
[lo, 8.1.3(i), (iii)] that V is a finite union of nilpotent orbits. Let 0 be an orbit 
of maximal dimension in V. It is clear that 0 E g(P) and I(0) = J, so the above 
map is bijective. 
6.15 (Notation 2.9, 6.7-6.10, 6.14). It is not known if 1~ Spec U(g) 
implies J := (gr(1)) II2 E Spec S(g). Again one should further expect that 
rk(1) = 1, iff gr(1) E Spec S(g). A nearly complete answer to these questions 
can be given for ideals of the type described in Section 6.1O(ii). 
Fix a parabolic subset 5? of %. Set JV~ = 9 n IV{/?,: L E -%‘}. By Section 4.12 
and 4.11(ii), each w E JV~ determines a weight vector z, E Z(m) - {0}, up 
to a nonzero scalar. Sety, = gr x, . Let a, E S(g)“’ be irreducible, homogeneous 
of weight p and set o(a,) = b, . We have gr b, = a, . Fix IE 3&r(T): Y = 
dim c. By Sections 6.7(iii), we have Dim(U(g)/l)m = Dim Z(m) and hence b, 
satisfies a relation of the form 
i buux,-,,, E I. 
u=t 
(6.3) 
Set V, = @ {a, E s(g)“‘: deg a, = 1 p iz}. By Section 6.14(i), we have 
Wz @ V, = S(g)m. Set J = (gr(l))l’“. By Section 4.12(iii) and (6.3) we have 
WY C J. By Section 6.7(i), we have In Z(m) = 0. Then by Section 4.14(iv), 
gr(1) n Y(m) = 0 and so J n Y(m) = 0. If the simple components of g are 
all of type A, or C, , it follows by Section 6.14(ii) that VP = Y(m). Then 
J” = Ws and so J = GWS which by Section 6.14(iii) is a prime ideal. The 
general situation is more complicated. Suppose a, E V, . By Section 6.14(i), 
a, E &Q n 9. Yet p is a sum of roots and so 2~ E JV~. Suppose p E J-2 . 
48 1 /.+Ws 
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Since the elements of Z(m) - (0) are regular in U(g)/1 (cf. Sect. 6.7) and the 
weight spaces of Z(m) are one-dimensional (by Sect. 4.12) it follows that (6.3) 
reduces to a relation of the form 
n (b, + ciz,)‘Q E I: 
i=l 
ni E tV+, ci E C and pairwise distinct. 
Hence 
Suppose p # JV~ and 2~ E JV, , then a similar reduction gives 
ei E @ and pairwise distinct. P-5) 
Let Ji: i = 1, 2,..., D, be the minimal prime ideals containing J. Recall 
that the Ji are homogeneous and G stable. Set f’ = grfs . By Section 3.5 
and the argument of Section 4.2, it follows that the a, generate S(g)m. 
PROPOSITION. (i) f’ $ Ji and Dim Ji = dim c, for each i E {I, 2 ,..., v}. 
(ii) J is a prime ideal iff at least one of the factors appearing in (6.4) (resp. 
in (6.5)) lies in J. In particular J is prime if rk(l) = 1. 
(iii) Suppose that the simple components of g are all of type A, . Then 
gr(1) is prime 23 rk(1) = 1. 
To prove that f’ $ Ji , it suffices to show that f' is regular in S(g)/ J. Since 
m is ad nilpotent it suffices to show that f' is regular in S(g)m/ Jm and since 
Wz C J this reduces to showing that f’ is regular in V,,/( J n V,). Yet fz 
is regular in U(g)/1 (cf. Sect. 6.7) an so the latter follows from the definition d 
of v,. As in Section 6.14(iii), we then conclude that Ji n S(c) = 0 and so 
Dim Ji > dim c. Yet by (6.2), Dim Ji < Dim1 = dim c. Hence (i). Necessity 
in (ii) is immediate. For sufficiency consider weight vectors a, 6 E S(g)“f 
satisfying ab E J”‘. Recalling Section 3.5 we may decompose a, b into irreducible 
factors which must also be weight vectors (cf. Section 4.2) and hence of the form 
a, (defined above). Since WS C J, we can assume that a, E V’s . By (i) and the 
definition off ‘, each g E Y(m) - (0) is regular in S(g)/ J and so all such factors 
may be cancelled. Through the hypothesis and (6.4), (6.5) this proves that 
either a E Jm or b E Jm if we further note that yacr: p 6 Ju, has no square root 
in Y(m) because .X2 is also the set of weights of Y(m). Then by Section 3.7, 
we obtain that J is prime. Under the hypothesis of (iii), p E R+, 2~ ENS 
implies p E Xy (recall Section 4.17) and then sufficiency follows by the argument 
given in (ii). Necessity in (iii) follows from Section 6.7(ii). 
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Remarks. By (i), J is prime if card Z(9) = 1. For example if g is simple 
of type Gs . Set g’L = grgL and let S(c);, be the algebra generated by the g’, 
over So, . Suppose J is prime. Then by (ii) there exists a homomorphism 
bi’: S(g) -+ s(c);, satisfying @’ Is(c) = Id., deg W(X) = 1, for all X E g, 
p’(x), @‘(Y>> = @‘([X9 Yl), f or all X, YE g, where { , } denotes the Poisson 
bracket defined by gr and finally ker 0’ = J. Note further that X - Q’(X) E 
ker a’, for all X E g. This is used in [31] to discuss a certain aspect of the 
Gelfand-Kirillov conjecture. 
For a simple component of type different than A,, one can have p E Rf, 
2~ E Ju, , p $ Jvb, and a weight vector b, E U(g)‘” satisfying deg 6, > j p (2 . 
Then gr(bW2 + zaU) = au2, and this leads to the possibility that gr(1) is not 
prime even though rk(l) = 1. In fact this arises for g of type C’s as can be 
seen by inspection of the family of ideals described in [3, 6.1.41. (In the notation 
of [3], we have b, = c and zzU = f). 
7. VERGNE'S CONJECTURE 
7.0. It would be of interest to prove Section 5.5(i) without using 
Conze’s theorem [7, Corollary 10.51, as this would probably give further 
information on U(g)n that would be useful in the study of Spec U(g). The cor- 
responding question in thesymmetric algebra is answered by a result of Kostant, 
and we note below that this leads to an easy proof of Vergne’s [26] geometric 
version of Conze’s theorem. (Quite independent of these considerations, Conze- 
Berline and Duflo [28] have recently established Section 5.5(i) by a quite different 
method which also applies to induction from a finite-dimensional irreducible 
representation of a parabolic subalgebra (under slight restrictions). This leads 
to a natural generalization of Come’s theorem [31].) 
7.1. Let g be semisimple, p a parabolic subalgebra, and m- the sub- 
algebra of g spanned by root vectors, complementing p. Set G = exp ad(g), 
J = S(g)p, and let I be the largest G-invariant ideal of S(g) contained in J. 
Recall that S(g) = S(m-) @ J, let p be the projection onto 5’(m-) defined 
by this decomposition and q the restriction of p to S(g)m-. Recall that S(g) 
admits a Poisson bracket ( , } defined through the gradation functor [26, 
Section 21. 
LEMMA. For all a, b E S(g)m-, HE I$, 
(i) ker Q = I. 
(ii) $5(a) $5(b) = @(ab). 
(iii> (+(a>, q(b)> = -+((a, 4). 
(iv) (ad H) q(a) = p((ad H)a). 
282 A. JOSEPH 
Since 1 C J = kerp, one has ker p? 3 I. For the reverse inclusion, choose 
a E ker 9, = S(g)p A S(g) “-. Let g E G. By Poincart-Birkhoff-Witt, g may be 
written as a sum of terms of the form n (ad Xi) I-J (ad Yj): Xi E p, Yj cm-, 
from which we obtain ga E S(g)p. Thus G(aS(g)) is a G-invariant ideal of S(g) 
contained in J, and hence in I. This gives (i). 
Given a E S(g), write a = a, $ a,: a, E S(m), a2 E J. Then ab = 
(al --I- a,)@, $ b,) = a& + a,@, $- b2) + a$, , so $?(ab) =p(ab) = a,& , which 
is (ii). Again {a, 6) = -{al, b,} -f- (a, bl} + {al , b} + (uZ , bB}. Given a, b E 
S(g)“‘-, the two central terms vanish and so ~({a, b}) == p({u, b}) = ---{al , b,}, 
which is (iii). (iv) is clear. 
Define ~JJ: S(g)“-/(1 n S(g)“‘-) + S(nt-) through 9, and passage to the 
quotient. As in [18, 5.l(ii)], it follows that S(g)‘lf-/(In S(g)*-) = (S(g)/l)“‘-. 
Thus for g semisimple F is the symmetric algebra analog of 4. After [l, 2.11, 
I is prime, so ~0 extends to a homomorphism Fract y of (S(g)/l)“- into R(m-). 
7.2. In the remainder of Section 7, we take p = 6, m- = 11~. Let 
H denote the space of harmonic elements of S(g). By [1, 3.2(a); 10, 8.2.21, 
one has S(g) = H @ I. Given /I E 9 n R+, write 
LEMMA. (i) There exists a E; Hn-, such that ~(a) = JJIi E,“: . 
(ii) Fract q~ is surjective. 
(i) follows from the last two sentences of [21, Theorem 0.111, and the 
injectivity of v. (ii) follows from (i). 
7.3. Set g9, = c[xx, , x2 ,..., x, , y1 , yz ,..., yJ considered as a Poisson 
algebra with relations {xi , yi} = -( yi , xi} = 1, and where all other brackets 
vanish. One has gn = gr(dn) (Notation 4.1). Given X E t)*, define 1min(h) 
as in Section 5.5. Take n = +(dim g - rank g) = 4 Dim(Imi,(h)). 
THEOREM (Vergne conjecture). For all h E b*, Fract gr( U(g)/&Jh)) is 
isomorphic to Fract@‘, us a Poisson algebra. 
By [I, 3441, gr(lmm(h)) = 1, so gr(U(g)/Imi&>) = S(g)!~. Set S = %dl~, 
c = c(n). It is well known that 1 n S(b) = 0. Thus, In S(c) = 0 and 
I n Y(n) = 0. By the symmetric algebra analog of Sections 3.3 and 3.4, there 
exists y E Y(n), such that S, = (Sn #y(n) S(c)), . Here # refers to the Poisson 
algebra structure, the only nontrivial part of which derives from c n 8. Thus 
by Sections 7.1 and 7.2, we have up to Poisson algebra isomorphisms, Fract S = 
Fract(S #Y(n) S(c)) = Fract(S(n) #Y(n, S(c)) = Fract(S(n @ c)/1’), where n in 
the first factor denotes a second copy of n commuting with the first, II @ c 
the semidirect product ($ acts in its usual manner in both It factors), and I’ 
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the (n @ c) stable ideal generated by ( y @ 1 - 1 By): y E Y(n). Now n @ c 
is a solvable, algebraic Lie algebra so by [16, 3.21, the Vergne conjecture holds 
good for it. Then since Dim(S(n @ c)/rl) = dim n + dim c - Dim Y(n) = 
2 dim n = 2n, and (Fract(S(n @ c)/Z’)) n@c reduces to scalars, we obtain the 
required assertion. 
7.4 (Notation 5.5, 7.2). One can attempt to prove Section 5.5(i) by 
refining Section 7.2. Given A ~9 n R f, let P(A) be the number of ways that 
A can be written as a sum of positive roots (that is P is Kostant’s partition 
function) and let Z(A) d enote the dimension of the zero weight space of the 
simple U(g) module with highest weight A. One has dim u(n)(A) = P(A) 
and that dimKn = Z(A) [21, Theorem 0.131. Recalling [lo, 84.31, that U(g) = 
K OImin(h), S ec ion t 5.3 gives dim+(K”(A)) = Z(A). Taking account of the 
penultimate sentence of [21, Theorem 0.1 I], we obtain 
LEMMA. Suppose that for each 01 E r, there exists A ~9 n R+, such that 
A + cy. E9 and P(A + a) < Z(A + a) + Z(A). Then Fract 4 is subjective. 
Direct computation of P(A) and Z(A) proves the surjectivity of 4 in this 
fashion for g = sZ(3), sZ(4) and sp(4). Yet when g is of type G, , unpublished 
computations of Dixmier for P(A) and Z(A) can be used to show that P(A + CX) > 
Z(A + a!) + Z(A), for all OL E v and all A E 9 n R+, for which A + 01 E 9. 
8. APPENDIX 
8.1, Let K be a commutative field and A a Noetherian R-algebra, 
which is a UFD. 
LEMMA. Given p E A irreducible. Then 
(i) B = A[x, y]/(xy -p) is a UFD. 
(ii) The units of B are the units of A. 
(i) follows from Nagata’s theorem [32, Theorem 51 (see the proof of Klein’s 
theorem in [32, Section 31). (ii) is an easy verification. 
Remark. In my ignorance of Nagata’s theorem, I first gave a proof of (i) 
using Gauss’ theorem. This did not need A Noetherian; but I used char k = 0. 
8.2 (Notation 2.2, 2.8). We tabulate %, &, w for each simple Lie 
algebra below, using the notation of Bourbaki [6, pp, 250-2751. Each K E X, 
determines a generator of Z(n) of weight B,, whose degree we denote by sK 
(cf. Section 4.12). Given K~3-0 (Notation 4.16), U(b)” has an additional 
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generator of weight B, and whose degree we denote by sIK. For A, , C, , EB , 
F4 , G, ; S is totally ordered, so we take the natural order in Nf and write 
(by abuse of notation) X = (1, 2,..., (card A?)}. These cases are described in 
Table I. For B, , D, , E, , E, , we define for each m E N, indices m’, m”, with 
the order relations, m < m’, rn, < m” and I’ < m’, 1” < m”, iff 1 < m. Then 
(by abuse of notation) A? can be considered as a subset of {1,2 ,,.., m, I’, 2’,..., m’, 
l”, 2” ,..., m”}, for some m E N+. These cases are described in Table II. 
Table III represents S and YV graphically. Each vertex corresponds to an 
element K E Z, with card rrK the numerical marker and where the arrows 
point toward the smaller element. When card nK := 2, B, is the sum of the 
fundamental weights corresponding to the two simple roots. When card rK = 1, 
a shaded vertex denotes that B, = LijK and an unshaded vertex that B, = 28,. 
Observe that the graphs are distinct and shaded vertices never lie below 
unshaded ones. 
8.3. Let g be semisimple and of rank II. Let A be a commutative, 
integral, associative algebra with identity in which g acts by derivation and 
which is g finite. We call A a model algebra for g if 
(1) Each p E gA occurs exactly once in A. 
In Hadziev’s construction of a model algebra, [12, Eq. (2)] implies 
(2) Given M, N simple g submodules of A, then MN is simple. 
When (2) holds, we call A the model algebra (denoted A(g)) for g, in view 
of the following: 
LEMMA. For$xed g, the model algebra A(g) is determined up to an isomorphism. 
Let :Vi: i = 1, 2,..., n, be the fundamental modules for g occurring in A(g) 
and let M be their direct sum. Let S(M) be the symmetric algebra over M 
considered as a g module. Let a, be the highest weight vector in Mi and for 
each K = (K, , K, ,..., A,) EN”, let L(k) be the simple submodule of S(M) 
with highest weight aflafjz ... a$, and let L be their direct sum. Since A(g) 
is an integral, L(h) is nonzero in A(g), so by (1) there exists a g-invariant prime 
ideal / of S(M) such that A(g) = S(M)/J (through the existence of the model 
algebra). By (2), J is p recisely the submodule of S(M) complementing L. 
This proves the lemma. 
8.4 (Notation 8.3, 2.1). Let V be the rational vector space spanned 
by the weights of A” and set R = Fract A. One has dim V < dim lj, and 
Fract A” = R”. 
LEMMA. (i) Dim R - Dim Rb < dim V + dim n. 
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(ii) Suppose each p E g^ occurs at least once in A, then 
Dim R - Dim Rb = dim 6. 
(iii) A is a model algebra for g, i# each fundamental representation occurs 
in A and Dim A = dim b. 
(iv) Let A be a model algebra for g. Given derivations Di: i = 1,2,..., n, 
of A for which each Di reduces to the identity on Mi and vanishes on Mj: j # i, 
then A = A(g). 
(i). By Section 3.1, Dim A - Dim An < dim n. In [14, Theorem 2.31, 
it is shown that Rn is a pure transcendental extension of Rb on dim V generators. 
Then since A is commutative, (i) obtains from [2, 2.11. 
(ii). Define M, L as in Section 8.3. Consider L as a subspace of R over 
the field lib. Given 6, , b, , b, ,..., b, EL, linearly independent over C, then the 
4 , b, ,..-, bm 7 are linearly independent over Rb. Hence dim&M” n L) = 
dimc(Mk n L), for all k E N. By [13, Eq. (40), p. 2571, the latter number has 
polynomial growth in K with exponent equal to dim b. Hence (ii). 
(iii). Dim Rb = 0 o Rb reduces to scalars o each p E g^ occurs at most 
once in A. Recalling that A is integral, (iii) follows from (ii). (iv) is clear. 
COROLLARY (Notation 4.3). @[x1 , x2 ? x3 > Yl > Yz > Y3lIcw-t~3Y2+~3Y3-C~ 
is a model algebra for sl(3) for all values of the scalar c. It is the model algebra 
$7 c = 0. 
Apply (iii) above. 
8.5 (Notation 8.3). Let g be of type A,. An example of A. Hersant 
showed that Z(m): nt the nilradical of a parabolic subalgebra, is not necessarily 
a polynomial algebra. Inspection showed that in this example, Z(m) was exactly 
the model algebra for g of type A, . This generalizes as follows. Let m be a 
positive integer and suppose g is simple of type A,, . Let p be the parabolic 
subalgebra corresponding to the first m roots in the Dynkin diagram. Let 5 
be the semisimple part and m the nilradical of p. 
LEMMA. One has Z(m) = A(s), as an algebra and B module isomorphism. 
Let {Ei3: i, j = 1, 2 ,..., 2m + l} be the canonical basis for gZ(2m + 1). Then 
5 = @ {Eij: i, j(Z) ~{1,2 ,..., m + l}, Eii - Ei+, i+l: iE{l, 2 ,..., m}), 
m = ml @m,: ml = @ {Ei m+l+j: i E {1,2 ,..., m + l), j E (1, 2 ,..., m}}, 
nt, = @ {Em+l+i m+z+,: j E {i, i + l,..., m - l}, i E (1, 2 ,..., m}}. 
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Then nt, is commutative and from Section 4.9(i) we obtain Z(m) = U(nt1p2 
and Dim Z(m) = (m + 1) + m + ... + 2, which exactly coincides with the 
dimensionoftheBorelsubalgebraofs.SetNj = @{Ei,+r+j: i~{l, 2,..., m+l>}: 
j = 1, 2,..., m. Each Ni is isomorphic to the standard 5 module. Set M, = N, , 
M,-, = N, A N,-, ,..., Ml = N, A N,-, A ... A Nr , where A denotes the 
skew product. One has Mj C Z(nt) and each n/ir, is a simple s-module trans- 
forming like the jth fundamental representation of sZ(m + 1). It follows from 
Section 8.4(iii) that Z(m) is a model algebra for 5. Through the derivations 
ad E,,: j = m + 2, m -+ 3,..., 2m + 1, it follows from Section 84(iv) that 
Z(m) = A(s), as required. 
COROLLARY. Suppose g is of type A,, . Then A(g) is a UFD. 
Apply Section 3.6 to the above construction. 
8.6 (Notation 2.2). Discussion with Rentschler led me to the following. 
Let J? be any subset of &‘” and set ttz = @ (gL: L E P’}. By Section 2.2(iii), 
nx is a subalgebra of n and by Section 2.2(iv), it is a semidirect product of 
Heisenberg algebras. If 5? is a parabolic subset of X then rtz is the nilradical 
of the optimal parabolic defined by 2 (as in Section 4.10). 
LEMMA. Z(n,) is a polynomial algebra. 
Set nt = nz and b = m @ h. Then nt is an ideal in b and R(m)” reduces 
to scalars by the argument of Section 2.4. Applying Section 4.2 gives the required 
assertion. 
8.7 (Notation 8.6). Assume g simple. Let cl(s) denote the set of 
weights of Z(Q). Set Ap+ = u {r,: L F Z} and 
/l(Z)’ = IW EC {Nfi,: L E J?}: (y, W) 3 0, for all y E Ap+/. 
Applying Section 4.1 as in Section 4.11, one has A(Z)’ 1 /l(P). 
THEOREM. With the possible exception of E, and E8 , A(9) = A(9)’ for all 
subsets 9 of ~7. 
This result is established in Sections 8.8 and 8.9 below. 
8.8. Let 5?, Z’ be subsets of .X with DLP 3 Y. Given B E A(P), set 
B = c T&YKEN and write 
KEP 
dB) = & rKPK. 
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LEMMA. (i) p(B) E fl(g’). 
(ii) If rK # 0, then rL # 0, for all L E 9: L < K. 
It suffices to prove (i) when card 2 = card 3 - 1. Choose K E dp\z 
and set /3’ = PK. Let a, E Y(Q) have weight B and write 
Set d = dsFk4T . Recalling Section 2.2, it follows successively that d E S(n,,) 
(applying ad E,: y E r,) and that d E Y(np,) (applying ad E,: y E O&). Then 
B - &3’ E /l(y)‘, so K = rK and p(B) = B - Y& E /1(y), as required. By 
[17, Corollary 2.71, there exists y E J’,O such that y + PK E rLo. We can clearly 
assume that (y, pK) < 0 and that (y, pK,) < 0, for all K’ > L and hence for 
all K’ # L. Hence (ii). 
(i) defines a map p of cl(X) into d(B). For g of type A, , C, , B, , D, , G, , 
the coefficient of /I, in BK equals one if L < K, and zero otherwise (see Tables 
I, II). In these cases it follows from (ii) and Section 8.7 that the p(BK) are 
generators for (1(s) and hence that p is surjective. Again if 3’ is a hereditary 
subset of -li?, then tts~ is an ideal in np and as in Section 4.10, we have Z(n,‘) = 
U(n,,)+Q C Z(n,) and so p is again surjective. However this fails to be so in 
general. 
8.9 (Notation 8.6-8.8). Assume di” is a tree and let 1 be its minimal 
element. Set r = r, , ,5 = p1 and fix iy E r1 . Assume that K E $P whenever 
(01, pK) # 0, and define x0-, as in Section 4.11. Take 3” = z\(l). 
LEMMA. (i) [+-(I: , Z(n,)l = 0, 
(ii) A(g) = {B + n/3: B E A(Y): ((B + n/3), a) > O}. 
Set 3” = X\U, and R = {y E d+: y - a: E 2”). Clearly Q = Q + (Y, 
where~‘={6ErK:6+olEr0,KEdP”)={SErK:KE~,(6,ol)<O).Then 
9’ n rK nonempty implies pK E Q’, by Section 2.2(iv). This contradicts the 
choice of 2 and so Sz is empty. Then (i) follows as in Section 4.11(iv) and 
(ii) follows from (i) as in Section 4.12. 
The theorem may be considered established for A, , C, , G, through the 
surjectivity of p. Consider B, , D, and label &‘- as in Table II. By Section 8.8, 
we have only to consider the cases when B,: K E % has a coefficient in p, 
greater than one and this holds only if K = n’ in which case B,, = /lnt + 
,f$, + 2/&-r + 2/3+s + ... + 2S, . Now for all k < n > 2, set yk = olsk-r + 
... + aZn-a in the notation of [6, Planches II, IV], and observe that 
(rlc , /3,, + ,6, + 2/Q = 0 and (yk , /$) = 0: I # R, I = 1,2 ,..., (n - 1). Thus 
if n, n’ E 2, it follows that p(B,,) is a generator of n(p). It remains to consider 
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the case when n’ E dp, but n $2. Suppose dp = X\{n}. We show that 
Bnf + A-1 + ... + & E cl(T), by induction on n. It is clear for n = 2 (recall 
the construction of Section 4.9). It obtains for n > 2 by application of 8.9(ii). 
Recalling Section 8.8, this establishes the theorem for B, and D, . 
For Es and F4 , label X as in Table I. The only nontrivial cases are when 
either Z’ = .X\(2) or L? = X\(3). Say 5? = Z\(2). Then Section 4.9 shows 
that B = 2& + & +&E A(Z). Yet (B, CX) = 0, for 01 E nTT1 and this suffices 
to establish the theorem in this case. 
For E, there is one case we cannot handle and for E, there are several. 
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