Very similar modeling is done for actuarial models in loss reserving and mortality projection. Both start with incompleted data rectangles, traditionally called triangles, and model by year of origin, year of observation, and lag from origin to observation. Actuaries using these models almost always use some form of parameter reduction as there are too many parameters to fit reliably, but usually this is an ad hoc exercise. Here we try two formal statistical approaches to parameter reduction, random effects and Lasso, and discuss methods of comparing goodness of fit.
To forecast to the end of the triangle, the p and q parameters are already known, but new values of r are needed. Continuing the latest trend is one possibility. Fitting an AR-1 process to the trend history is another one that actuaries use. Sometimes also the CY parameters just pick up some historical high or low diagonals and no CY projection is done. This has value in preventing distortions on the AY and DY parameters. If in fact the payment trend is constant, the CY trend is not needed, as the AY and DY parameters pick up the trend, but usually trends do change to some degree over time. In any case, good actuarial judgment is an element of the projection task. Here we focus only on the estimation issues.
Two possible extension of the PTF are:
• It is becoming fairly common for the payout pattern of losses to change, either due to changing technology within the claims department or a change of mix in losses. One way to handle this is to add a mixture effect g w h d for accident year by development year. For instance, Meyers (2015) finds incorporating a mixture for payout changes provides a better fit to a number of triangles. He attributes this to speedier claims handling due to computerized systems. But workers comp is seeing the opposite effect, a slower payout pattern due to a shift away from the less serious injuries that pay faster.
• Calendar-year effects are sometimes stronger for some development years and weaker for others. This could be treated by multiplying the trend by a development year scale, so r w+d becomes f d r w+d . For instance in comp, the early payments are more indemnity weighted whereas medical picks up later. Wage levels are more of an accident year effect so the calendar year trend from medical might be stronger later on. Also the very end of the triangle often sees a noisier payout pattern, which could show less impact of the CY trend.
The EPTF is not a linear model as parameters are multiplied with each other. It can be written: • y is the n-by-1 response vector, and n is the number of observations.
• X is the usual n-by-p fixed-effects design matrix.
• β is a p-by-1 fixed-effects parameter vector.
• Z is an n-by-q random-effects design matrix.
• b is a q-by-1 random-effects parameter vector.
• ε is the n-by-1 observation error vector.
The random-effects vector, b, and the error vector, ε, are assumed to have the following independent distributions:
where D is a symmetric and positive semidefinite matrix, parameterized by a variance component vector θ, I is an n-by-n identity matrix, and σ 2 is the error variance.
In this model, the parameters to estimate are the fixed-effects coefficients β, and the variance components θ and ε. The error distribution here is normal but in GLMM you just exponentiate the mean and use any distribution in the exponential family for the residuals. Most software programs provide that option. If you concatenate X and Z you would get an n-by-p+q design matrix for the concatenation of b and b as the parameters, so this model effectively divides the design matrix variables into two sets, one whose parameters get shrunk.
Often but not always, D(q) is taken as diagonal with a variance for each parameter which is estimated along with the b's, which makes the random effects independent. We will assume that here.
The fact that one unbiased estimate of each random effect is zero and another could come from standard regression sets up a credibility weighting that shrinks such parameters towards zero.
1 Not related to the Libor Market Model (LMM)
A random-effect parameter is shrunk more towards zero if its variance from D is low and if its variance from parameter error is high. This is a lot like standard least-squares credibility, except each parameter has its own variance from zero that is estimated by MLE, whereas in credibility theory the parameters are distributed around their mean with a constant variance. For a more detailed discussion of random effects and credibility see Klinker (2011) .
MLE in this case maximizes the joint likelihood P(y,b) = P(y|b)P(b). This shows that there are opposite pulls on b in the joint likelihood function. P(b) has a maximum at b=0, since it is just a normal density. But P(y|b) has its maximum at the value of b estimated as a fixed effect. Since the product of these factors has to be maximized, the estimate will end up somewhere between zero and the fixed effects value. By the definition of conditional probability, also we have P(y,b) = P(b|y)P(y). Here we can regard P(y) as a constant, so maximizing the joint likelihood also maximizes the probability of the random-effect parameters given the data.
The variance of each random effect is also estimated and has a similar pull. The larger that variance is, the lower is the P(b) probability at zero, but the shrinkage towards zero is less, so the estimate is closer to its fixed effects value, which increases the P(y|b) factor. The random effects that are pulled less towards zero are thus the ones that make more of an improvement in the P(y|b) term.
The joint loglikelihood is:
For the estimation, first note that given D the variance of y is known to be
Then, given D and s 2 , log L is minimized at:
Let SSR be the sum of the e squared. Then the likelihood can be maximized for s 2 and the q i by:
For a mean-zero normal, the probability at b is maximized with variance b, so the likelihood for each b is maximized at this value of q i . With these variance estimates, the regression coefficients and then the variances can be re-estimated alternatingly iteratively. That is, start with judgment estimates of s 2 and the q i , use those to estimate the b and b parameters, then re-estimate s 2 and the q i , etc.
This is a form of fixed point iteration and seems to work well for this model. However fitting packages like in SAS and Matlab use more complex approaches because they are set up to solve more general models. All of the estimation methods appear to end up with slightly different fits of the model, possibly with a few different parameters going to zero. When estimating EPTF for large data sets, fixed point iteration is often much faster -about 250 times faster than Matlab in one such case.
Once a method converges to MLE estimates, the information matrix (all mixed 2 nd derivatives of the negative loglikelihood) can be computed in a straightforward, if tedious, way, or estimated numerically, to get the parameter error distributions. It is usually easier to get the derivatives with respect to the fixed and random effect means, then use the chain rule on those to get the derivatives with respect to the parameters.
The hat matrix in linear models is used to calculate estimated values of each observation from observed values: = . Since the parameters are estimated as = ( ' ) UR ' , and the fitted values of y are given by = , then = ( ' ) UR ' and so = ( ' ) UR '. The diagonal of the hat matrix thus shows how much an observation affects its estimate, and so is the derivative of the estimated value with respect to the observed value. The sum of the diagonal in a standard regression turns out to be equal to the number of parameters. H depends on the design matrix but not on the data, so the sensitivities of the estimates to the data and the number of parameters depends only on the design matrix.
There is a concept of generalized degrees of freedom for non-linear models, which is the sum of the derivatives of the estimates with respect to their observations. See Ye (1998) for a discussion.
This takes the place of number of parameters when computing the degrees of freedom used by the parameters. The sum of the diagonal of the hat matrix gives this in versions of linear models.
For LMM the hat matrix has been found to be The marginal likelihood of y given b, q and s 2 comes from integrating out P(b): years that is strung out into a column for regression. The cells can be put in any order but it is convenient to do it a diagonal at a time so that new experience can just be added at the end. 1 . All this appears necessary to be able to separate the 3 directions. There are no offsetting changes to parameters that would give the same fit to every cell, as any change in p 0 will be the only effect on y 0,0 but will still affect other cells, and no changes in the DY parameters will affect y 1,0 .
If we had a bigger triangle, the design matrix entries for v 3 and w 3 would increase through the integers just like in the other columns. With AY as a level, not a trend, in essence the fixed-effect trend is set to zero, but the random effect trends here accumulate, which is seen in the increasing entries in the u columns. The way the matrices are set up here, additional rows and columns of the triangle would become additional rows and columns of the design matrices without changing what is there already.
Macro-economic variables could add explanatory power to a reserve study, or at least link reserve changes to broader economic conditions. We will consider the case where they are added as fixed effects. Some variables might operate on a CY basis, such as price trends, but others could conceivably be AY effects -things that affect the exposure or possibly rate level. For instance, less experienced workers may be laid off in a recession, reducing accidents per worker, which would be an AY effect. Both directions can be handled within the design matrix X.
Here we will assume that the log of a price index operates on calendar years, with values 6.0, 6.1, 6.2, and 6.3 for the four years, and that percentage change in GDP affects the logged losses directly on the accident years, with values of -2, -1, 1.5, and 4. We will assume that the cost index covers the basic CY trend, so will not put in a trend fixed effect separately, but will continue with trend change random effects. The design matrix now becomes: 
LOSS RESERVE TRIANGLE EXAMPLE
We tried this on an industry segment workers comp triangle put together from Schedule P from 1980 to 2011, with 10 payment periods up until 2002, and a 9x9 triangle after that, so with 275 observations all told. PTF was fit to the logs of the incremental paid losses. The model setup was as in Table 1 . For this triangle, the estimated parameters for the three fixed-effect parameters were p 0 = 14.4555, c 1 = 4.610%, and a 1 = 11.675%. Random effect variables were then put in the Z design matrix for change of trend for every AY, CY, and DY > 1. For AY we also tried using trend variables instead of change in trend, but this made little difference in the fit.
Chart 1: CY Trend Changes Empirical and LMM
There is an empirical estimator for CY trend changes in the PTF framework. Subtracting each log incremental loss from the next one in the row takes out the AY effect. Then subtracting that difference from the one in the AY below it also takes out the DY effect. What is left along each diagonal is the change in CY trend, so averaging these over the diagonal is an empirical estimate of the CY trend change. These turn out to be very close to the trend changes estimated in a model where they are all treated as fixed effects. The fixed-point estimated AY trends are a bit lower, and CY trends a bit higher. With slight dif- 
CY Trend Rates
ferences also in the DY trends, these model fits are very comparable at every point. The Matlab AY trends change a bit more and actually provide a bit better fit, but at a cost of using more non-zero parameters. The fact that AY and CY trends can largely offset, even though they do not fit every point exactly equally when they do so, is a common issue with PTF models. Experienced practitioners tend to ignore the individual trends and just look at their combination, but some reasonableness checks of CY trends in themselves would be useful, even though this may not be strictly possible.
The all-fixed model shows a lot of fluctuation in CY trends, which neither LMM model recognizes. The LMM models, while a little different, are very comparable and seem to be the result of different local maxima. SAS gives almost the same results as Matlab. It would be nice to compare the joint likelihoods, with some adjustment for degrees of freedom, but there is a problem with this. The random-effect parameters that go to zero also end up with very low variances, which increases their likelihood. These likelihoods can be very different with slightly different very small variances, so they are often left out when computing the likelihood, but there is a problem of arbitrary thresholds.
As an alternative we look at the likelihood of the fitted y part of the model only, and compare by penalized likelihood for degrees of freedom (dof). The diagonal of the hat matrix gives the number of dof used conditional on the variances. This is a starting point but is known to leave out the dof used up in estimating the variances. We also tried a grind-out approach to estimating the dofchange each observation slightly one at a time and refit, seeing how much the corresponding fitted value changes, which gives an estimate of the derivatives of the fitted with respect to the actuals.
For the fixed-point estimation, the hat matrix shows it used 17.3 dof, compared to 19.9 for Matlab. These are nice small numbers since the all-fixed model has 70 parameters, as does each of these fitted models if you count the parameters that are zero. However using numerical derivatives, fixed-point estimation used 45.1 effective parameters (dof) vs. 50.7 for Matlab. This is a surprisingly large increase. Since there are 275 observations, with the optimized variance parameters given, changing a data point on the average changes the fitted point 7% as much (7% of 275 is 19.25). But when the variances are estimated as well, the fitted points move by about 18% of the change in the observations. There are 70 or so variance parameters, and it looks like in this case estimating them used about 30 dof. It always takes dof to estimate variances, but usually that is informal and often is ignored. In this case of mechanical model selection the number of dof used in the process is quantifiable.
How much penalty should these parameters get when comparing fits of this model using the var-ious estimation methods? We use simplified versions of the Akaike Information Criterion, Bayesian
Information Criterion, and Hannan-Quinn Information Criterion (AIC, BIC, HQIC). Rather than multiply the negative log-likelihood (NLL) by 2, which gives an information distance, we just add a penalty to the NLL directly. For AIC the penalty is one for each dof used, for BIC it is log(sqrt(sample size)), and for HQIC it is log(log(sample size)). The AIC has strong theory behind it but may tend to over-parameterize in practice. The BIC sometimes seems to over-penalize, so we favor the HQIC basically for being somewhere in between, where the truth often lies. However close values must be rated a tossup, as the penalty is mostly an approximation. Companies and regulators have an interest in the impact of macro variables on losses, so we tried using such variables to model this triangle. What worked pretty well is to use the log of the personal consumption expenditures medical price index instead of the average CY trend as the fixed-effects CY variable, to add the log of unemployment duration also as a CY variable, and to add de-trended log of payroll as an AY variable. Detrending seemed to be necessary to avoid colinearity, and also allowed us to keep the constant AY average level constant. Chart 6 shows historical log of payroll and its trend, which is subtracted. In the fit of logged dependent variables on logged independent variables, parameters can be interpreted as elasticities, i.e., the relative change in the observation due to a change in the variable. For medical costs, this parameter was 59%, which is fairly reasonable since that is close to the percentage of comp costs that are medical. The payroll effect was 1.08, which is interesting as some actuaries just assume it is 1.0 and divide losses by payroll as an exposure base. The unemployment duration had a parameter of -14%, which is not as large. Workers comp losses by AY are thought to go up with unemployment duration but as a CY effect the sign is am-biguous theoretically -injured workers might prefer to stay out longer or return to work sooner -so the empirical result is a finding in itself. 
MORTALITY TRIANGLE EXAMPLE
Mortality research uses a bit different notation for the same models, so we will shift to that here.
The primary modeling is by age at death, so lag, still denoted as d, and calendar year, which was w+d but here will be donated as t. Then year of birth is t -d. The EPTF model can be written as:
M is the ratio of deaths in the year to lives at the beginning of the year. For now we will model its log as normally distributed but often the number of deaths is modeled as Poisson or negative binomial 2 in M times the beginning lives. All of these parameters were fit as trend changes after initial levels using LMM, as in the loss triangle case, here using a non-linear optimizer in R to maximize the joint loglikelihood.
In this model, a is the mortality curve showing the increase in mortality rates at higher ages. This is close to linear on the log scale after about age 30. The trend to lower mortality over time is expressed by h, but this trend is different at diferent ages, so is multiplied by an age effect b. These two terms together form the original Lee-Carter morality trend model, which actually picks up most of the variability in mortality over time.
Year-of-birth groups are called cohorts in this literature and tend to be quite strong in the UK where a lot of this modeling has been done. But they do have an impact in the US as well. Some years of birth seem to have higher or lower mortality at all ages, perhaps depending on economic and climatic conditions when they were young, or perhaps relating to ages reached at various societal milestones, like the popularity of smoking or medicines to reduce blood pressure. Annecdotally, children born in Russia during the early years of World War II seem to have experienced higher mortality, perhaps due to the harsh conditions in their youth. The u parameters pick up a cohort effect that varies by age, and f is a constant cohort effect. The former is in the Renshaw-Haberman model, while the latter is the AY parameter in reserve models. We include them both and hope that parameter reduction will eliminate any over-parameterization.
The Human Mortality Database has population mortality data for a number of countries. We were interested in modeling mortality trends for annuities, like workers compensation permanent claims. The exposures for annuities is typically older ages, perhaps 55 -99. However, as Venter The result was a fairly constant slope over time but with many kinks (Chart 11).
Chart 11: Mortality Trend 1971 -2010 US Males
This is upward sloping as it is multiplied by b, which came out generally negative. This is an arbitrary outcome of the parameterization and could have been reversed. Again there appears to be room here for further parameter reduction. The age multiplier b has actually been stronger (here on a percentage basis) at the younger ages and is seen to be largely gone by the late 90s.
Chart 12: Trend Muliplier by Age, Ages 16 -99
The cohort parameters u (with age multiplier) and f , show in Charts 14 and 15, tend to be a bit smoother and both center around zero, as does the cohort age multiplier c shown in Chart 13.
Appparently these have all had some parameter reduction applied. The bottom line is the combined effects of trend, age and time, which we calculate as the trend rates for the fitted mortality rates from the model. Chart 16 shows the average mortality trend by age workers comp permanent disability claim finally closed in 1991, so it was being paid for 75 years.
That accident was a hundred years ago, so with this kind of mortality trend, a comp claim that will receive benefits for a century is probably open already. Taking account of mortality trend is one critical factor needed to get comp reserves right.
Chart 16: Average Mortality Trend from Model over Time
LASSO (LEAST ABSOLUTE SHRINKAGE AND SELECTION OPERATOR)
Lasso provides another way to reduce the number of parameters in a model. Start with the linear model = 1^+ + . The mean times a vector of all ones is modeled a little differently so is shown separately. The Lasso estimate is the set of parameters that minimize + l for a selected value of l. This selection allows the modeler to control the degree of smoothing.
To make this a fair fight, all of the predictive variables are first standardized -that is divided by their standard deviations after their means have been subtracted. That puts all the variables on the same scale. Each standard deviation just ends up in the coefficient, and all the mean impacts get into the estimate of µ, which is not included in the minimization of the sum of the parameters. This is a little different than LMM in that there is only a single fixed effect, the mean. In the 0.0% 0.5% LMM triangle models the AY level starting variable has value one for all observations, so in regression terms, this is the overall mean. Experimenting with the other fixed-effects variables has shown that making them all random effects creates little change in their parameters, so setting up LMM with only the mean as a fixed effect works fine, and can thus translate to Lasso.
The choice of the smoothing factor may make Lasso seem less objective than LMM, but LMM involves choices as well. Just taking a normal distribution for each random effect parameter is a choice in itself, as is assuming these normal distributions are independent. Indeed it is not unusual for modelers to impose a correlation structure on the random effects to get more smoothing, which did in fact seem potentially useful in the tests above. Also there are approaches within Lasso to select the smoothing factor, typically cross validation. A common way to do this is to fit n different models, each leaving out one of the n observations, and finding the factor that does the best at this form of out-of-sample prediction.
There are a number of statistical packages that do Lasso fitting, and we used Matlab's. It is pretty straightforward to do -the packages may even do the standardization for you. We illustrate the results here for the mortality fitting described in Section 5. A l of around 10 -6 turns out to give parameters roughly comparable to LMM, so we look at additional smoothing by using 10 -4 and 10 -3 for comparison. In the charts, the red lines represent l = 10 -4 , and the blue lines are the smoother 10 -3 , which tends to have fewer trend change parameters (more at zero). Both of these are a fair bit smooth than LMM.
Chart 17: Lasso Trend Changes in Base Mortality Ages 16 -99
The resulting mortality curves are also a bit smoother than in LMM.
Chart 18: Lasso Base Mortality Curve Ages 16 -99, log scale
The time trend in mortality also loses a lot of its annual fluctuations in these models. Sometimes mortality models use cubic splines across the parameters for smoothing, but this more statistically based approach picks out the variables where more or less smoothing would be appropriate, and does not always end up with graphs that look like splines.
Lasso fitting to trend changes is easy with statistical packages and affords a choice of smoothing, so clearly has a lot of potential for actuarial use. The different choices of l give alternative models, for example, which are often needed in reserving. Using cross-validation to choose the degree of smoothing is also promising, and is somewhat standard, but is beyond the scope here.
CONCLUSIONS
Modeling trends in three directions is not needed if the cost trend is a constant over time, but otherwise it can provide a more accurate account of the development process. Some method for parameter reduction is usually applied when this is done. This also leads to better fits based on statistical fit measures that penalize for over-parameterization even in row-column models. However parameter reduction has tended to be ad hoc.
LMM and Lasso provide methodologies for reducing the parameters in loss and mortality triangle models that are consistent with modern approaches in other areas of statistics. It is possible to do penalized likelihood calculations for these models using the method of generalized degrees of freedom, but this is computationally extensive. Doing it for LMM found that the common approach of having a variance for each random effect uses a lot of degrees of freedom so is its own form of over-fitting. Possibly specifying only one variance parameter, or one for each direction, would work better.
Lasso uses just one shrinkage parameter, which can be optimized by penalized likelihood with generalized degrees of freedom. A more common way of optimizing it is leave one out estimation, or loo, where the model is fit sequentially on every subset of the data that omits a single observation, then the sum of the NLLs of the omitted observations is optimized by choice of the shrinkage parameter. This is also resource intensive, however.
The next logical step is to try Bayesian Lasso, which results in models similar to classical Lasso but which provides a very fast method for numerical estimation of the loo NLL. This would allow optimization of parameter shrinkage on out-of-sample observations. APPENDIX
MODELING MULTIPLE TRIANGLES SIMULTANEOUSLY
Actuaries typically have several segment triangles that go into a reserve study. These are often related in some way and an ongoing problem is how to model these segments simultaneously. We try a common random-effects approach: for several triangles put the logs of the incremental losses all into a single column as the y variable; then have fixed effects for the AY starting level for each triangle;
then have a common fixed effect for initial change in CY trend and initial change in DY trend starting after CY=0 and DY=0 that applies to all triangles; then for the total y (combined) variable and all but one of the individual triangles put in random effects for changes in trend in all three dimensions starting at time 2.
The left-out triangle then gets only the common effects except for overall level. All the other triangles also get the common effects but can also have their own variation from that if needed. The LMM methodology will determine how many of these are needed. Does it work?
We tried it for a fairly standard (not long-tailed) liability line with three segments: NY, CA, Other.
The triangle was for 1998 -2013, so 16 years, but ending after 11 development periods. Other was the left-out triangle, so NY and CA could get their own parameters as needed. Starting in 2009 this book underwent a shift in underwriting approach, with less being written. This was pretty uniform countrywide, but with a bit of variation. The payout pattern is very different for the three triangles, but still there were common trend changes that allowed for common parameterization to a fair degree. Shown below are the trend changes and the level parameters (p, q, r) for each triangle.
Chart 23 shows the trend changes a resulting DY levels for the three triangles.
Chart 23: DY Trend Changes and Levels for Three Triangles
The trend changes are for NY, CA, and Common, but the levels translate this to NY, CA, and
Other. The common trend shows five non-zero trend changes, with an especially sharp drop at the last lag. NY starts out at a higher trend, which drops a bit and then stays with the common trend, so takes two parameters. CA also has two parameters, with a lower starting trend that picks back up five periods later. With the initial common trend, ten parameters describe the DY trends of the three triangles. Looking at the levels, NY has a slower payout and CA faster than Other.
The AY trends are in Chart 24.
Chart 24: AY Trend Changes and Levels for Three Triangles
The common trend only has one change, where it starts to decline at a steady rate. NY does not have any separate trend changes, but CA has three. It begins its decline earlier and more dramatically, then recovers, before dropping again. The resulting levels are parallel for NY and Other, but a bit different for CA. Each triangle has its own starting level, so seven parameters are used for the 16 accident years for three triangles. Finally the CY trends are given in Chart 25.
Chart 25: CY Trend Changes and Levels for Three Triangles
The common trend was a constant 13.4%, with sharp increases in CA and NY in the third-to-last period. Thus there are only three trend parameters. It is not obvious why there should be such a sharp trend change in 2011, but it has been seen in other triangles, company and industry, for some lines. It could be a change in tort conditions.
Another possibility is that it is in part an offset to the drop in AY and even DY levels. A problem with the PTF is that it assumes a constant payout pattern in real terms but this could change over time, especially if the book is undergoing a change in mix. Meyers (2015) finds that including payout changes improves the fit for a number of triangles, but this model did not include CY effects. We believe there are cases with both CY changes and changing payout patterns, which the EPTF allows for, but even with parameter reduction we have not to date been able to separate these effects. Apparent noise in the data tends to obscure these patterns.
Even with different payout speeds, these three triangles have quite a few common trends. Only 20 parameters were needed to describe them. A standard analysis would have 48 AY parameters and 30 development factors without even accounting for CY trends. Modeling with common parameters allows all of the triangles to utilize information from each other.
EPTF APPLIED TO LOSS TRIANGLES
The workers comp industry loss example in Section 4 found fairly high CY trends in recent years.
The all-fixed effects and the data showed a large drop in CY trend in 2009, made up with even higher jumps the next two years. Something probably happened that year -medical inflation was a bit lower than usual, for example -but the LMM fits took out that effect. Still they show quite high calendar-year trend from about 2006. There is another possible expanation for that effect, however.
For quite a few years now average workers compensation claim severities have been going up at an unusually fast pace. But more detailed data by type of injury shows that this is a change-in-mix effect. Severities by type of injury have been increasing at about the rate of inflation, but frequency has been dropping for temporary impairment claims, which cost less. This effect is commonly attributed to workplace safety initiatives. This effect would tend to reduce losses by AY but it would also lengthen the payout pattern, as the temporary claims also finish paying earlier and they are becoming a smaller portion of total claims. The PTF does not provide for changes in the payout pattern for later accident years, but the EPTF can accommodate that.
The PTF might project the change in payout pattern onto the CY direction. The reduction in temporary losses in the recent AYs would have only shown up in the first several DYs so could be interpreted as an AY effect that would actually show up in the estimated parameters as stronger than what the ultimate AY loss change will turn out to be. This could be accompanied by an exaggerated increase in the CY trend.
We tried an EPTF model that included an interaction term for AY by DY -that would show up as a different DY trend for some AYs. The model we fit is: This is not the full EPTF as there is no CY x DY interaction. However with this many parameters it was difficult to get reasonable estimates even with parameter reduction. What gave an interesting fit was not allowing any CY trend changes after the first ten CYs. This omitted two or three largely offsetting CY trend changes that showed up in the original model. With this setup, there was a significant change in the payout pattern that came out. This found a gradual lengthening of the payout timing after lag 3 for about the last ten accident years. Chart 27 shows the resulting CY trends and DY levels by accident year.
This model explained the data about as well as the original. If we tried to include later possible CY trend changes with the DY x AY interaction we got very noisy models that were not easy to interpret. Thus we can only choose between including the interaction with no later trend changes or later trend changes with no interaction. The triangle data is explained by either but does not provide a clear choice for one or the other in this case. However more detailed data does support the change in payout model.
Chart 27: CY Trend and DY Level by AY in EPTF
