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1. INTRODUCTION
Many papers have been written in recent years de-
scribing methods for finding the eigenvalues and
eigenvectors of an arbitrary matrix. Most of these
methods apply to digital computation, and little at-
tention has been paid to methods applicable to an-
alog computers. One such method, which has been
used successfully in the past, is described in [2]. The
analog technique described in the present paper has
the advantage of yielding both eigenvectors and
eigenvalues of a real symmetric, or complex Hermi-
tian matrix, and of not requiring a trial and error pro-
cedure. This is accomplished at the expense of addi-
tional computing equipment.
2. MATHEMATICAL FORMULATION
Considered the real, symmetric, nXn matrix A=(a~~)
with a1~=a~~. We shall state, without proof, the fol-
lowing properties of the matrix A [3], [4]:
(1) There is an orthonormal set of n real eigen-
vectors e’, e 2, ... , e of the matrix A; i.e., there
exist n numbers À1, ~.~&dquo; ~ ~ ~ , Àn (the eigenvalues) with
Ae,=~;ei and i=1, 2, ~ ~ ~ , n; also
ei . ej== 8i.
(2) The eigenvalues are all real.
Suppose that the eigenvalues are arranged in de-
scending order such that ~, > À2 ~ ... ~ ~,~; then
for an arbitrary real, non-zero vector
The sup is attained at an eigenvector e1, belonging
to kl. ei and x; for i > 1 can be obtained from the
same formula if the following added restriction is
made:
e&dquo; and Àn can also be computed from formula (3)
if the sup is replaced by inf.
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3. SOLUTION PROCEDURE
The technique is based on the analog computer
method for solving problems in linear program-
ming [5]. This method may be- readily adapted to
problems in nonlinear programming, i.e., to the
problem of finding the extreme values of a non-
linear function subject to nonlinear restrictions. The
problem of finding eigenvalues and eigenvectors is
just such a problem, namely that of locating the
extreme values listed above.
Let x be the radius vector to the point x=:(x,,
... ~ ,xn) in n space. Let xl, x~&dquo; ~ ~ ~ , xn be functions of
time. As described in the mathematical formulation,
el may be found as follows:
Let the point x move on the unit sphere until it
reaches a steady state corresponding to a maximum
of the function Ax . x Then e’ equals the steady
state of x.
The vector ek is found in the same way, with the
additional restrictions on x that x - e’=x - e2=
... 
-x . e~==0.
Also, e&dquo; is found in the same manner as el, except
that the steady state now corresponds to a minimum
of Ax . x
In order to find el, we write a differential equa-
tion for the vector x such that the steady state solu-
tion of the equation is el.
Denote Ax ~ xby f(x) = f(xl, x_&dquo; ~ ~ ~ , xn).
If we set x = grad ~ the point x will move in such
a way as to increase f. To insure a steady state with
x - x=1, modify this equation to read
where
and k is a positive constant, chosen such that
The point x will move as follows: Assume x(0)=0.
The origin is a point of unstable equilibrium. Once x
moves slightly away from zero, it will continue to
move in a direction which is given by the vector sum
of grad f and kx. Because k is large enough, x will
move toward the boundary of the unit sphere. Once
it breaks through, again because of the choice of k,
it will immediately re-enter. Having re-entered, it
will immediately break through again, and so on in-
definitely. The point x will then oscillate back and
forth across the surface of the sphere with a fre-
quency depending on the rapidity of the switching
arrangement which determines the sign of E. Super-
imposed on this oscillation is a tangential motion
produced by the tangential component of grad i.
The tangential motion will continue until a point is
reached where grad f has only a normal compo-
nent. There grad f(x) = ax for some constant a. It is
easily verified that in general, grad f(x)=2Ax, so
that this point corresponds to an eigenvector. Fur-
thermore, at such a point, f(x), where x is restricted
to lie on the unit sphere, has an extreme value. If
xoe’, the solution is unstable, since any motion
of x in the direction of el will be self-reinforcing.
A stable steady state solution is reached only when
x=e1.
The eigenvector en, belonging to the smallest eig-
envalue Àn’ is the steady state of the solution to the
equation _
If Equation (1) is modified, the steady state of x
can be made to correspond to the eigenvector e2.
Consider the differential equation:
where (a) E and k are defined as above.
(d) k1 is a large enough positive constant.
It is sufficient that kl > 2k. -
The added term will insure that the steady state
of x yield a radius vector x orthogonal to e’. Since
the maximum condition is also satisfied, this steady
state corresponds to the eigenvector e2.
The other eigenvectors can be obtained by modi-
fying equations 2 or 3 by the addition of similar
terms.
In principle the eigenvalues can be obtained di-
rectly from the eigenvectors. Given the eigenvector
e’, one may compute Ae’’. The ratio of the compo-
nents of Ae’ to the components of ei equals the eig-
envalue k,. Since el is obtained only approximately,
this ratio will in general not be constant.
An excellent approximation to the eigenvalue,




4. THE COMPUTER SETUP
In order to find the eigenvector corresponding to the
largest (or smallest) eigenvalue of A, the following
amount of computing equipment is necessary:
n integrating amplifiers, whose outputs are x~,
~2~ ’ ’ ’ xn.
n inverting amplifiers, whose outputs are -Xl,
-x2~ ... ~ -xrt.
n2 scale factor potentiometers, corresponding
to n potentiometers for each component of
grad f.
One &dquo;switch&dquo; to compute E. A high-gain amplifier
with two diodes and two voltage sources can be
used for the switch.
Multiplying equipment to compute x12, x2~, ~ ~ ~ , /
x~,2, as well as Exl, £x2, ~ ~ ~ , Ex,~. For this purpose n
multiplying servos positioned by x,, - ,xn may be
used.
One inverting amplifier to compute -E.
In order to find the eigenvector corresponding to
À2 (or ~.n_1) the following additional equipment is
necessary: .
A switch to compute El. This can again be a high-
gain amplifier.
n potentiometers to compute f,(x).
n potentiometers to compute the components
of grad fi.
One inverter to compute &horbar;~.
For every additional pair of eigenvectors more of the
same equipment must be used.
The eigenvalues can also be found with the com-
puter. Having computed the approximate unit eigen-
vector e’, Ài can be approximated by Ae’ - ei. But the
steady state of x is eB and Ax= ~/2 grad f(x), so that
in the steady state 2À,-(grad f) - x. Since the compo-
nents of grad f are available from the computation
of x. A, can be obtained by performing the n multipli-
cations necessary to form the dot product. The
amount of equipment necessary for this is:
n summing amplifiers, whose outputs are the
components of grad f.
n inverting amplifiers, whose outputs are the
negative of the components of grad f.
One summing amplifier to form the dot product.
Multiplying equipment to compute the terms
of the dot product x ’ (grad f). If multiplying
servos were used above, one additional po-
tentiometer per shaft is required.
Two precautions must be taken in order to allow
for the dynamic limitations of the multipliers. First,
the problem may have to be slowed down in order
that the multipliers remain within their rate limits.
Second, the constant k may have to be adjusted
carefully, in order to insure stability of the comput-
ing loop.
Once an n X n matrix problem has been pro-
grammed, this programming - and the associated
patching-can be used for any other n X n matrix,
with only minor changes. Since the x, are restrained
to lie between 1 and -1, the scaling need not be
changed. Only the potentiometer settings and the
sign of the variable being fed into the potentiometers
must be adjusted.




The programming for this example is shown in
Figure 1. The problem has been slowed down by a
factor of twenty.
The steady state of this system yields the eigenvec-
tor e’ corresponding to the largest eigenvalue k,.
In order to compute the eigenvector e3 corre-
sponding to the smallest eigenvalue X., Equation 3
is used:
Finally, in order to compute the eigenvector e2
either of the two above systems of equations must




Figure 1 - Program for Typical Problem
5. RESULTS
The eigenvalues and eigenvectors of two matrices
were computed at Project Cyclone, using REAC’s
and Reeves multiplying servos. One of the matrices
was the 3 X 3 listed above. The other was a 6 X 6
matrix, listed in reference 1 and reprinted here:
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A comparison between the computed and actual
values of the eigenvector components are listed in
Table 1.
The eigenvalues were not computed on the REAC,
but a comparison may be made between (Ae&dquo; . e~)/
(e’ - ei) where e’ is the computed eigenvector) and
A;. This is shown in Table 2.
TABLE 2
6. ADDITIONAL REMARKS
In the case of multiple eigenvalues, the eigenvectors
are not, of course, unique. The method of this paper
will then yield some set of orthonormal eigenvectors
belonging to the eigenvalue. If two eigenvalues differ
only slightly, the corresponding eigenvectors will be
computed with less accuracy. But the corresponding
eigenvalues will be obtained with no sacrifice in ac-
curacy. In fact, the eigenvalues are relatively insensi-
tive to errors in the eigenvectors. This is vividly dem-
onstrated in Table 2, where the eigenvalues are seen
to be correct to five or six significant figures.
The method of th is paper can be extended to com-
plex Hermitian matrices. The theorems listed in the
mathematical formulation are basically still true if
one extends the definition of inner product to com-
plex vectors by the formula [3].
The quadratic form
~=1 1
is real, and the extremum property can be used in
the same way to find the real and imaginary parts of
the eigenvectors.
Even normal matrices can be handled if one sepa-
rates them into their real and imaginary parts [3].
7. CONCLUSION
The eigenvalue problem for real symmetric,’ or Her-
mitian, matrices can be solved on an electronic ana-
log computer by formulating it as an extremum
problem. Both the eigenvectors and eigenvalues can
be obtained. With care, three place accuracy can be
obtained for the eigenvector. If the eigenvalue is
computed by hand from the eigenvector, six place
accuracy can be obtained for the eigenvalues.
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