The main aim of this study is to present a new and simple algorithm to prove that the function ϕ n (x) is a good approximation to the solution ϕ(x) for Volterra integral equations (VIEs) of the second kind in the space L 2 p(x) [0, 2π] with weight function p(x). This approximation is discussed in details with help of the Jackson's and Dirichlet's operators. Special attention is given to study the convergence analysis and estimation of an upper bound for the error of the approximated solution.
Introduction
In this paper, we present the approximate solution for Volterra integral equations of the second kind in the space L 
where the functions f (x) and k(x, y) belong to L .
The simplicity of finding a solution for Fredholm integral equations (FIEs) of the second kind with degenerate kernel naturally leads one to think of replacing the given equation (1) by FIE with degenerate kernel ( [1] , [6] , [12] ). The solution of the new equation is taken as an approximate solution of the original equation. The study employs Dzyadyk's method which is based on the linear polynomial operator ( [2] - [5] ). Eq. (1) can be written in the new form
wherek (x, y) = e(x, y)k(x, y), e(x, y) = 1, for y ≤ x, 0, for y > x.
From (3), it is found that the kernelk(x, y) in (2) satisfies the following conditions
. Now, instead of Eqs. (1) and (2), let us solve the following equations
The notation U n [k(., y); x] will mean that the operator U n acts onk(x, y) as a function of x and at the same time, the variable y plays the role of a parameter. Now, since the functions U n (f ; x) and U n [k(., y); x] are both trigonometric polynomials of order n with respect to x, the solution ϕ n (x) of Eq.(4) will also be trigonometric polynomial of order n in x. It is well-known that the problem of determination of the solution of Fredholm integral equation of the second kind with degenerate kernel is reduced to the solution of a corresponding system of linear algebraic equations ( [14] , [15] ). In this study, it will be proved that the function ϕ n (x) is a good approximation to the solution ϕ(x) of Eq.(1) on the space L 2 p(x) . This approximation is discussed in details with the help of the Jackson's and Dirichlet's operators.
Mathematical modeling of real-life problems usually results in functional equations, like ordinary or partial differential equations, integral and integro-differential equations, stochastic equations. Many mathematical formulations of physical phenomena contain integral equations, these equations arise in many fields like physics, astronomy, potential theory, fluid dynamics, biological models and chemical kinetics. Most of integral equations, are usually difficult to solve analytically, so it is required to obtain an efficient approximate solution [8] . Recently, several numerical methods to solve such integral equations have been given, such as spline functions expansion [11] and collocation method ( [7] , [16] ).
Preliminaries and basic assumptions
Starting from the known linear polynomial operators U n (g; x) which are good approximation to the function g(x) in the space L 2 p(x) , and have the form:
where
k are constants which define the method of approximation.
Now, with the help of the following theorem we will find the condition by which Eq. (4) han an unique solution. −1
To find this condition, we rewrite both of Eqs. (2) and (4) in the operator form
It is obvious that
are two bounded linear operators in the space L 2 p(x) . It is well-known that the operator I − λK has an inverse for each λ such that 1 λ is a regular value ofK [9] . So Eq. (2) has an unique solution and we can write
where (I − λK) −1 = I + λR and R is the resolvent of the operatorK. From theorem 2, if |λ| (I − λK)
has also an inverse, thereby Eq. (4) has an unique solution and can be written in the form
where (I − λU n (K)) −1 = I + λR n and R n is the resolvent of the operator U n (K). Now, we return to the functional representation of resolvents R(x, y; λ), R n (x, y; λ) and equations (2) and (4) . Knowing the resolvent R(x, y; λ), we at once obtain the solution of the original equation (2) with an arbitrary right hand side f (x) in the following form
Also, the solution of Eq.(4) can be represented through the resolvent as follows 
is positive and monotonic increasing;
i5: for any positive real number η, the following inequality holds w L 2
Also, by the averaged-modulus of continuity with respect to x and y of a functionk( 
will play an important role in estimating the error arising from replacement of Eq. (1) by Eq.(4).
The following theorem provides an estimate of δ(k; U n ). 
Proof. Using Minkowski inequality and equalities (5) and (7), we obtain
Definition 3.5. We define the error of approximation ofk(x, y) as follows
where T * n,m (x, y) denotes the trigonometric polynomial in x of order n and in y of order m of best approximation ofk(x, y) in the metric L 
tend to zero as n → ∞, m → ∞ are given in [14] , where E * n,m (k) L 2 p → 0, as n, m → ∞, and
and
Now, we will mention the bounds of the norm (9) for various linear polynomial operators U n as the following cases: Case 1: Jackson's method [5] : U n = J n , we have
From (13) and (10) we get
From definition 3, we have
Case 2: Dirichlet's method [5] : U n = D n , we have
From Eq. (16) and definition 3, we get
and from (15) we get
Now from (14), (17) and (18) it is clear that δ n (k) → 0 as n → ∞ for Jackson's method for every periodic functionk
The following quantities will play an important role in estimating the error of our approximation
is a trigonometric polynomial of order n in x, m ≤ n. 
for any positive integer m ≤ n.
Proof. For any function ϕ(x) ∈ L 2 p with Fourier coefficients c i and d i in view of Bunyakovskii inequality and p(x) ≥ 1, we obtain
and taking into consideration (20) and using Bunyakovskii inequality, we obtain
The approximate solution and its error bounds
The following theorem shows that for sufficiently good linear methods U n (g; x), the difference between the polynomials ϕ n (x) and the original solution ϕ(x) is sufficiently small.
Theorem 4.1. If the kernelk(x, y) of (2) satisfies the assumptions (b1 − b2), all functions appearing in (2) are 2π−periodic in x and y, then for any linear polynomial operator U n (g; x), if |λ|Rδ(k; U n ) < 1 and if Eq.(1) is replaced by Eq.(4), the following inequality holds
in which
where δ(k; U n ) and ξ(k; U n ; ϕ) are defined in (9) and (19), respectively, and R = 1 + |λ| R(x, y) L 2 p , where R(x, y) denotes the resolvent of the kernelk(x, y).
Proof. Using theorem 3 and Eq. (2), we represent the solution ϕ n (x) of Eq. (4) 
it follows that ϕ n (x) − U n (ϕ; x) = λ 2π 0k (x, y)[ϕ n (y) − U n (ϕ; y)]dy + g n (x), 
In view of |λ| k (x, y) L 2 p < 1, Eq.(25) has an unique solution given by ϕ n (x) − U n (ϕ; x) = g n (x) + λ 2π 0 R(x, y)g n (y)dy.
