INTRODUCTION
High technology semiconductor fabrication has been an essential part of Taiwan's national economic growth in past decades. Numerous semiconductor fabrication plants (or fabs) have supported this development (Liu et al., 2010) . Semiconductor hookup construction plays a critical role in fab completion (Hong, 2001; Beer et al., 2008) . During the conceptual phase of a semiconductor hookup construction project (i.e., constructing process tool piping systems for a process module; see Section 2 for further illustration), it is preferable to conduct an accurate cost estimate for effective cost control. In practice, due to the requirement for rapid semiconductor plant construction, the semiconductor plant management team may not be able to ascertain the semiconductor process and/or the detailed requirements (such as the needed diameters and quantities of pipes) for a process module at that time. Even if the process is confirmed, the originally planned process may be altered after the plant is completed because of the rapid advancements and changes in semiconductor processing technologies. Estimating the costs of a semiconductor hookup construction project occurs in an uncertain estimation data environment.
The conventional methods used to estimate semiconductor hookup construction project costs either take the average costs from historical data or rely heavily on experienced estimators' intuition. Both existing methods perform poorly, that is, resulting in a huge gap between the estimated cost and the final project cost. Underestimated costs result in poorly allocated budget execution, whereas over-estimated costs push aside other jobs required for completing a fab (Wu, 2007; Wen, 2010) . Therefore, it is necessary to develop an improved cost estimation method for semiconductor hookup construction projects to effectively control the total fab cost.
Artificial intelligence technologies, such as neural networks (NNs) (Ahmadlou and Adeli, 2010; Sedano et al., 2010) , fuzzy logic (FL) (Jiang and Adeli, 2003; Lee and Pinheiro dos Santos, 2011; Ma et al., 2011; Reuter, 2011; Ross et al., 2011) , and genetic algorithms (GAs) (Kim and Adeli, 2001; Carro-Calvo et al., 2010; Martínez-Ballesteros et al., 2010; Baraldi et al., 2011) have been widely used in construction engineering and project cost estimations (Creese and Li, 1995; Kim et al., 2005; Yu and Lin, 2006; ). For instance, Creese and Li (1995) developed a backpropagation NN (Hung and Adeli, 1993; KoprinkovaHriatova, 2010 ) application for the timber bridge parametric cost estimation. Boussabaine and Elhag (1997) designed a neuro-fuzzy system (NFS) related to FL for predicting the cost and duration of a construction project. Karim and Adeli (1999a,b) developed CON-SCOM model for construction scheduling, cost optimization, and change-order management using neurocomputing and object technologies (Hung and Adeli, 1994; Adeli and Yu, 1995; Jiang and Adeli, 2004; Zhang et al., 2011) . Senouci and Adeli (2001) presented a resource scheduling model using the neural dynamics model of Adeli and Park. Kim et al. (2005) established a cost approximation model for residential projects using GAs to optimize the parameters and weights of the back-propagation NN. Yu and Lin (2006) combined NN and FL to develop a Variable Attribute Fuzzy Adaptive Learning Control Network (VaFALCON) that was able to handle cost estimation missing attribute problems. integrated GAs, FL, and NN technologies to establish a cost estimation model with an extremely high predictive power for construction costs. Rokni and Fayek (2010) proposed a multicriteria optimization approach for industrial shop scheduling using fuzzy set theory. In general, NNs provide the ability to learn from past data and generalize solutions for future applications. The FL allows tolerance for real world imprecision and uncertainty. GAs can be applied toward the global optimization of parameters .
In a seminal book, Adeli and Hung (1995) advocated and presented the synergistic integration of the three areas of computation intelligence: NN, FL, and GA and showed how such a multiparadigm approach can help solve complicated pattern recognition problems such as face recognition and engineering design. Since then many authors have followed their multiparadigm approach, but the great majority have focused on integration of just two, such as FL and NNs (Gonzalez-Olvera et al., 2010; Li et al., 2010; Scherer, 2010; Theodoridis et al., 2010; Wang et al., 2010; Freitag et al., 2011) or FL and evolutionary computing (Iglesias et al., 2010; Patrinos et al., 2010) . This work proposes an innovative model, called FALCON-COST, for estimating semiconductor hookup construction project costs (Wang et al., 2012) using NN, FL, and GA. To systematically deal with a cost-estimating environment involving limited and uncertain data, this proposed model integrates the component ratios method, fuzzy adaptive learning control network (FALCON), fast messy GA (fmGA), and three-point cost estimation method.
The remainder of this article is organized as follows. Section 2 introduces semiconductor hookup construction and three cost-estimating characteristics. Section 3 reviews some of the existing cost estimation models. Section 4 elucidates the techniques adopted by the proposed model. Section 5 presents a general description of the proposed model. Section 6 presents the details of the proposed model. Section 7 discusses the application results from 54 case studies. The results using the proposed model and three other methods are compared. Section 8 presents our conclusions and offers recommendations for future research. 
SEMICONDUCTOR HOOKUP CONSTRUCTION
In an intensely competitive market environment, completing a fab construction project, from ground breaking to first wafer production, takes about 12 months (Chasey and Merchant, 2000) . Under normal market conditions, project completion takes about 18 months, and hookup construction usually begins in the 11th month and lasts for 3 months (Wu, 2007; Wen, 2010) . Figure 1 displays the main production process modules used to manufacture microchips in a semiconductor fab (Hong, 2001; Wu, 2007; Wen, 2010) . There are eight process modules related to semiconductor hookup construction, including chemical mechanical planarization (CMP), diffusion (DIFF), ETCH (dry etching), integration (INT), LITHO, implant (IMP), thin film (TF), and wet etching (WET) (Hong, 2001; Wu, 2007; Wen, 2010) . The construction of piping systems for a process tool related to a particular process module (or simply called a process module tool) is called a semiconductor hookup construction project (or simply called a project hereafter). Constructing the piping systems required for hookup is the last job in finishing a semiconductor fab, and is the first job to require the installation of process module tools for production (Hong, 2001) . A semiconductor fab construction project requires conducting several hookup construction projects to install numerous process module tools. A hookup construction project requires constructing some or all of the 11 types of piping systems (corresponding to 11 cost items), including (Wen, 2010) : (1) bulk gas, (2) special gas, (3) chemical, (4) pumping line, (5) process cooling water (PCW), (6) ultra pure water (UPW), (7) drain, (8) power, (9) exhaust, (10) process vacuum (PV), and (11) foundation. For example, the CMP project (i.e., a project that is related to the CMP process module tool) is mainly involved in bulk gas, UPW, exhaust, and foundation piping systems. The construction for a DIFF project is related mainly to bulk gas, special gas, pumping line, and exhaust piping systems.
During the early phase of a hookup construction project, cost estimators are required to provide a best estimate to facilitate effective budget allocation for the project (Wu, 2007; Wen, 2010) . In this stage, the type of process module tool is often known. However, the required quantities and specifications (such as the pipe diameters) for the piping systems are frequently unknown, primarily because tool demands/needs (such as installation locations and manufacturing brands) are still being planned (Wen, 2010) . Thus, the project cost cannot be estimated using the well-known unit cost method (that is, the total cost is the summation of the products of the quantities multiplied by the corresponding unit costs) (Hendrickson and Au, 2003) . The conventional approach uses an average cost method according to historical project cost data. That is, the estimated total cost for a new project is the summation of the average costs of the 11 cost items in historical projects. In addition, cost estimates are sometimes simply based on the experience of estimators to directly generate total project cost. The accuracy of estimates made with both the average cost method and the experience-based method are often unacceptable, leading to poor budget planning (Wen, 2010) .
Accurately estimating hookup construction project cost during the conceptual phase is difficult because cost estimators must base their calculations on limited and uncertain cost data. To be effective, cost estimation models must deal with three cost-estimating characteristics. The first characteristic is that only limited data is available for estimating new projects. As indicated earlier, typically only some piping systems dominate the work invested in each project. The second characteristic is that the relationships (reasoning rules) between the costs of the dominant piping systems and total project cost are complicated. The third characteristic is that the details (e.g., quantities and specifications) of the piping systems are uncertain in evaluating a new project cost. Therefore, estimator experience is still required.
REVIEW OF COST ESTIMATION MODELS
Accurately estimating costs is an essential task in effectively managing construction projects. Several cost estimation models have been proposed to account for the effects of uncertainties. These recent cost models involve FL Adeli, 2000, 2002) , NNs (Adeli and Wu, 1998; Karim, 1997, 2001 ), simulation (Wang, 2002; Wang et al., 2007; Wang et al., 2008; Sadeghi et al., 2010; Chou, 2011) , and other systematic approaches (Diekmann and Featherman, 1998; Oberlender and Trost, 2001 ).
Numerous conceptual cost estimation methods, such as unit cost, cost indices, cost-capacity factors, component ratios, and parametric estimation, have been designed to quickly compute a total project cost in the construction industry (Sarma and Adeli, 1998; Barrie and Paulson, 1992; Hendrickson and Au, 2003; Hong et al., 2011) . Cost indices focus on cost changes over time, whereas cost-capacity factors apply to changes in size, scope, or the capacity of similar projects (Barrie and Paulson, 1992) . They reflect the increase in cost with size, as a result of economics of scale.
The parametric estimation method has been widely applied. The parametric estimation method takes a single parameter (such as floor area, cubic volume, electricity generating capacity, steel production capacity, etc.) to describe a cost function in the screening estimate of a new facility (Hendrickson and Au, 2003; PEH, 2008) . A parametric cost estimation method includes one or several cost-estimating relationships between the cost (the dependent variables) and the cost-governing parameters (the independent variables) (Hegazy and Ayed, 1998; PEH, 2008) . Cost indices can also be incorporated into the parametric estimation method for reflecting the cost changes over time (Oberlender, 2000; Barrie and Paulson, 1992) .
Parametric cost estimation methods are often used by both contractors and government bodies in the project planning and budgeting stages (Hegazy and Ayed, 1998) . Several parametric estimation methods based on regression analysis and NNs have been suggested to improve the accuracy of conceptual cost estimates (Sonmez, 2008; Gunduz et al., 2011) . The regression technique allows a relatively simple analysis to sort out the impact of the parameters on the cost of a project (Lowe et al., 2006) . NNs based on artificial intelligence offer an alternative approach to estimate the costs of building projects (Kim et al., 2005) and highway projects (Hegazy and Ayed, 1998) .
Generally, the current conceptual cost-estimating methods focus on the level of total project cost (i.e., they usually do not examine any cost divisions or cost item details) and generate estimates that can vary widely in terms of accuracy. In addition, current methods have been developed for various projects, such as building projects, highway projects, and oil refinery projects. However, no methods have been developed for capturing the aforementioned three cost-estimating characteristics encountered in semiconductor hookup cost estimations (Wen, 2010) .
REVIEW OF RELATED TECHNIQUES
This section reviews the techniques related to the proposed model, including the component ratios method, FALCON, and fmGA.
Component ratios method
In the component ratios method (also called equipment installation cost ratios, plant cost ratios, or ratio estimating method), it is assumed that a ratio (or factor) exists between the total project cost and the cost of a major cost item (Barrie and Paulson, 1992) . Hence, when the cost of the major cost item and the ratio (=total project cost divided by major item cost based on historical data) are known, the total project cost can be calculated by multiplying the major item cost by the ratio (greater than 1.0). A variation on this component ratios method takes the cost of each major item separately, multiplies each by its own ratio, then takes the sum of the factored items (Barrie and Paulson, 1992) .
Following the component ratios method concept, Yu (2006) further developed a principal-item ratio estimation method (PIREM) by considering only the selected 20% cost items (called principal items) and their associated principal item ratios to calculate the overall cost. This "20%" number is determined according to the Pareto Optimum Criterion (named "80/20 principle") which implies that 80% of the overall project cost is determined by 20% of the cost items (Koch, 1997) . Yu (2006) discussed public civil construction projects and building projects (unlike the present investigation). However, his study encouraged the belief that focusing on certain principal costs could not only produce acceptably accurate estimates, but it could also save estimation effort and time. Hence, the 80/20 principle is used to identify major cost items (to support the component ratios method adopted in this study) with the difference that the sum of the principal item costs does not exactly equal 80%. See the model for further illustrations.
FALCON
FALCON, one of the NFSs, is a fuzzy system that uses a learning algorithm derived from NN theory to determine its parameters by processing data samples (Lin and Lee, 1991) . Lin and Lee (1991) developed FAL-CON to solve system control problems in electronics and manufacturing engineering. However, FALCON has been utilized to acquire construction knowledge due to its numerous features, such as the ability to handle uncertainties and trace-back functions for problem solving (Yu and Skibniewski, 1999) . Furthermore, the FAL-CON network structure graphically shows how it captures the complex IF-THEN reasoning rules (Lin and Lee, 1991) . Most importantly, FALCON has been modified to support conceptual cost estimation in building projects (Yu and Lin, 2006; Yu, 2007) .
FALCON's learning ability is based on the Kohonen learning rule and supervised learning algorithm. In the traditional FALCON methodology there is no mechanism for rule refinement after Kohonen learning. As indicated by Yu and Skibniewski (1999) , it has been found that after many computational experiments the two learning algorithms (the competitive learning for initial rule connection and the back-propagation for fine-tuning of membership functions) in the FALCON methodology encounter severe local optimal problems. A local optimum of a combinatorial optimization problem is a solution that is optimal (either maximal or minimal) within a neighboring set of solutions. This contrasts with a global optimum, which is the optimal solution among all possible solutions.
First, as the FALCON FL rules are determined by the fuzzy partitions of the linguistic terms defined for input attributes by the decision maker, it results in enormous FL rules that contain redundant precondition links and unnecessary consequence links. Such a problem is essentially due to using two algorithms in the traditional FALCON method. Using the Kohonen learning rule first to roughly determine the fuzzy membership functions of fuzzy linguistic terms may have imposed an erroneous precondition structure for the FL rules. As a result, the consequence links obtained by competitive learning rule (based on the precondition structure previously determined) in the unsupervised learning phase in the traditional FALCON may be erroneous. Second, back-propagation is adopted for supervised parameter learning in fuzzy membership functions (for both input and output layers) on the primitive fuzzy rules determined in the structure learning. Because the primitive fuzzy rules are erroneous, the supervised parameter learning results may be easily captured in local optimum (Lin and Lee, 1996; Yu and Skibniewski, 1999) .
Because there is no mechanism to revise the FL rules using back-propagation once they are determined, the local optimum problem cannot be improved in the traditional FALCON method (Lin and Lee, 1996) . Yu (2007) and suggested adopting the messy GA (mGA) and fmGA, respectively, for structure revision and parameter learning in a NFS, in which FAL-CON is one kind of NFS. This study, thus, applies the fmGA mutation and cut-splice operators to revise the fuzzy membership functions and FL rules of FALCON to improve the cost estimation accuracy.
fmGA
GAs, originally proposed by Holland (1975) , are search algorithms and they search through a decision space for optimal solutions based on the mechanics of natural selection and genetics. Using GAs for civil engineering problem solutions may go as far back as 1993 Cheng, 1993, 1994a,b; Adeli and Kumar, 1995a,b) . GAs have also been applied in other disciplines such as construction engineering (Cheng and Yan, 2009; Al-Bazi and Dawood, 2010) , transportation engineering (Lee and Wei, 2010; Putha et al., 2012) , highway engineering (Kang et al., 2009) , and structural engineering (Marano et al., 2011) .
To explore an individual gene's contribution to the fitness value during the evolution process, mGA was developed (Goldberg et al., 1989) . Unlike the simple GAs which use fixed length strings to represent possible solutions, Goldberg et al. (1993) further developed the fast mGA (fmGA) to apply messy chromosomes to form strings of various lengths.
The fmGA chromosome is divided into two parts: allele locus and allele value. The allele locus represents the allele serial number. The allele value is the value of the allele serial number. The major difference between the fmGA and traditional GA lies in the fact that the fmGA allows for variations in the chromosome lengths and the allele locus and allele value evolution may happen simultaneously. This variable chromosome length characteristic provides a desirable capability for FALCON structural revision because the optimum precondition and consequence links structure for the fuzzy rule base may be obtained via the fmGA evolution process.
Four distinct features differentiate the fmGA from the traditional GA (Feng and Wu, 2006) : (1) variable length chromosomes can be adopted in fmGA; (2) simple cut and splice is used to replace the GA operator mechanism; (3) the optimization process contains a primordial phase and a juxtapositional phase; and (4) competitive templates (CTs) are adopted to retain the most outstanding gene building blocks (BBs) in each generation.
After applying the cut-splice operator to the chromosome, the problems of chromosomes being overor under-specified may result (Feng and Wu, 2006) . If the chromosomes are over-specified the fmGA will screen out repeated genes from left to right on a firstcome-first-served basis. If the chromosomes are underspecified the fmGA will make the chromosome with the optimum fitness in the previous generation be the CT and make up for the missing genes.
GENERAL DESCRIPTION OF THE PROPOSED MODEL
This section provides an overview of the proposed costestimating model, called FALCON-COST. The modeling steps are displayed in the left part of Figure 2 . Restated, the component ratios method, FALCON, and fmGA are integrated to generate the original FALCON-COST that will be trained (or learned) from
Step 1: Identifying principal cost items 7. Transmitting the training cost data and performing defuzzification operation
Step 2: Applying FALCON
Step 4: Using three-point cost estimating method to estimate a new project
Step 3: Applying fmGA This proposed model aims to systematically guide cost estimators to conduct their estimations for dealing with the above three cost-estimating characteristics. See the right part of Figure 2 . Namely, the component ratios method reflects the first characteristic and focuses exclusively on the cost items of those dominant piping systems. The FALCON and fmGA methods are used to solve the complex relationships between those dominant cost items and total project costs (second characteristic). The three-point estimation method deals with the third characteristic in assessing the uncertainties of the dominant cost items in a new project. The major modeling steps of the FALCON-COST are described as follows.
Step 1-Unlike many existing conceptual cost estimation models that center on the level of total cost, the proposed model predicts the total costs by analyzing the item-level costs. To reflect the environment lacking sufficient and certain data for cost estimating, the component ratios method is adopted to identify the major (or principal) cost items to forecast the total cost of a project. In this study, 241 historical projects are used to indicate the principal cost items of the projects for the eight types of process modules.
Step 2-The FALCON is used to learn the relationships between the principal item costs (inputs) and the corresponding total cost (output) of each historical project for each type of process module. The main FAL-CON operations include (Lin and Lee, 1991) : calculating membership functions from network input, performing the "fuzzy AND" operation to determine the fired rules, and performing the "fuzzy OR" operation to aggregate the linguistic fuzzy cost estimation term memberships and finally carrying out defuzzification to derive a total project cost estimate (output value).
Step 3-To overcome the local optimum problem caused by FALCON, FALCON's fuzzy membership functions and FL rules are optimized through the fmGA mutation and cut-splice operators to enhance the cost estimation accuracy. After completing this step the training process for the original FALCON-COST is finished.
Step 4-To compute the cost of a new project, the three-point cost estimation method is applied to determine the expected cost of each principal cost item. These expected principal item costs are then treated as the inputs for the trained FALCON-COST to generate the total cost of the project.
DETAILS OF THE PROPOSED MODEL
This section illustrates the detailed FALCON-COST development. Semiconductor hookup construction consists of eight process modules. A cost estimation model must be established for each individual module because the piping systems related to each module vary.
Historical projects
Two hundred forty-one historical projects related to the same semiconductor plant were used to develop and train the FALCON-COST. The left and right parts of Table 1 present the training and test project amounts, respectively, for the eight types of process modules.
Step 1: Identifying principal cost items
Based on the component ratios method, three to four principal cost items of each project for each process module are indicated. Table 2 lists the average cost and the percentage of each principal cost item identified in each module. Notably, the costs are in New Taiwan dollars ($1 U.S. dollar ∼ = $30 New Taiwan dollars). For instance, four cost items from 15 historical CMP projects are identified to have the highest cost percentages. Restated, the cost percentages are 8.7%, 15.7%, 33.7%, and 16.5% for the bulk gas, UPW, exhaust, and foundation piping systems, respectively. Because the sum of these percentages of cost account for a high portion (about 74.9%) of the total cost, these four items are called the principal cost items. The principal cost items for the projects for seven other process modules were also determined using a similar process. The principal item costs (inputs) and the corresponding total cost (output) for each historical project are used as the training data in the proposed model.
Step 2: Applying FALCON
A FALCON network structure consists of five layers of nodes and two links, including: the input linguistic nodes (Layer 1), input term nodes (Layer 2), IF-part condition links (Link 1), rule nodes (Layer 3), THEN-part consequence links (Link 2), output term nodes (Layer 4) and output linguistic nodes (Layer 5) (Lin and Lee, 1991) . Layer 2 and Layer 3 are connected by Link 1, whereas Layer 3 and Layer 4 are connected by Link 2. The computation results for each node will be passed on to the next layer of nodes through the neuron synaptic weights and become the input value for the next layer. A description of these FALCON layers and links is further illustrated below (Lin and Lee, 1991 ).
1. Layer 1 (input linguistic nodes): The nodes in this layer just transmit the input values (i.e., cost data) to the next layer directly. For example, the actual costs of the four principal cost items (i.e., bulk gas, UPW, exhaust, and foundation) for a CMP project are transmitted directly into the network. 2. Layer 2 (input term nodes): The nodes in this layer are responsible for calculating the membership functions. That is, this layer conducts fuzzification on the input values (i.e., cost data) from Layer 1. Fuzzy partitions are determined based on the clustering relationships of the principal item costs and the total costs. For instance, Figure 3 depicts the clusters identified in each principal item after conducting the fuzzy partitions for the CMP module. Based on the cost data graphic distribution, two clusters (high and low) are identified for each of the bulk gas, UPW, and exhaust principal items, whereas three clusters (high, medium, and low) are for the foundation principal item. As a result, the input parameters are partitioned according to the number of identified clusters. defuzzification of fuzzy set to provide a definite output value (i.e., estimated total project cost).
Step 3: Applying fmGA
After completing the FALCON operations the fmGA's mutation and cut-splice operators are then used to optimize the FALCON's parameters including fuzzy membership functions and FL rules for improving the cost estimation accuracy. To do so, the fmGA variablelength chromosome is utilized to revise the fuzzy partitions (i.e., the number of input term nodes in Layer 2) and fuzzy decision rules (i.e., the consequence links of Link 2) of FALCON. The fmGA global search capability is employed to optimize the parameters (means and spreads) of the membership functions in FALCON input and output term nodes.
To perform the above-mentioned functions, the fmGA chromosome models a set of FALCON solutions, where the parameters (e.g., input membership functions, FL rules, and output membership functions) of FALCON are represented as the chromosome gene values. For example, Figure 4 presents the composition of a sample chromosome for the CMP module. Every membership function contains a mean and a spread. The numbers of fuzzy partitions for the input and output linguistic nodes are [2, 2, 2, 3] and [5], respectively. Thus, there are 52 alleles in an fmGA chromosome.
Restated, 52 alleles = 18 (=2×2 + 2×2 + 2×2 + 3×2 input membership parameters) + 24 (=2×2×2×3 rules) + 10 (=5×2 output membership parameters).
As also presented in the left part of Figure 2 , fmGA includes two operation loops, an outer loop and inner loop. Finishing an outer loop is called an epoch, whereas conducting an inner loop is called an era. As suggested by Feng and Wu (2006) , this study defines the maximum number of eras (era max) as 4. In addition, the maximum number of epochs (epoch max) is defined as a preset criterion for terminating the fmGA evolution process. In this study, epoch max is 10. Furthermore, an inner loop consists of three phases (Goldberg et al., 1993) : (1) the initialization phase-a population with sufficient strings is created to contain all possible BBs of the order k, where BBs refer to partial solutions of a problem; (2) primordial phase-bad genes are filtered out to maintain only the chromosomes with good fitness (i.e., containing only "good" alleles fitting to BBs); and (3) juxtapositional phase-those good alleles (BBs) are rebuilt using cut-splice and mutation operations to form a high quality generation that tends to generate an optimal solution.
As depicted in Figure 2 the fmGA starts with the outer loop and generates a CT. For example, the CT for the CMP module is an fmGA chromosome representing a set of FALCON solutions (refer to Figure 4) . After completing one era, the CT will be replaced by a new CT (with new alleles) with the best fitness (i.e., the highest estimation accuracy) found in that era. The operational details for the three phases are further described as follows.
Initialization phase.
As suggested by Feng and Wu (2006) , the chromosome population size (n) in this study is determined by Equation (1) to ensure a sufficient quantity of chromosomes:
where l is the chromosome length. For example, the value of l will be 52 (=18 + 24 + 10) for the CMP module. See Figure 4 . k is the number of fuzzy rules. For example, the value of k should be set as 24 (=2×2×2×3) for the CMP module. However, computations will be overwhelming if k = 24 is applied to Equation (1) for deriving n. Hence, k = 4 is used here as suggested by Goldberg et al. (1993) . λ is a random value generally set to be l-k, k<λ≤l.
For example, the value of λ will be 48 (=l-k = 52-4) for the CMP module. c(α) where α is probability square of a normal distribution, which is set to be 1. β is the ratio of a chromosome with the optimum fitness to those with the second best fitness in the same era; it is set as 1. M is the BBs' coefficient, it is set as 2.
The fitness of a chromosome is evaluated based on the estimation accuracy, defined in Equation (2). This estimation accuracy, in terms of percentage indicates the difference between the estimated total cost and the actual total project cost.
6.4.2 Primordial phase. This phase performs two operations, namely building-block filtering and threshold selection (Goldberg et al., 1993) . The building-block filtering includes BBs selection and random allele deletion.
A BB is a set of alleles, which are a subset of strings that are short, low-order, and high performance. The key to building-block filtering is to pump enough copies of the good BBs so that even after random allele deletion eliminates a number of copies, one or more copies remain for subsequent processing (Goldberg, 2002) . In addition, in threshold selection, a genetic threshold mechanism (also called tournament selection) is applied to restrict competition between BBs that have little in common (Goldberg et al., 1991) . The BBs in this study are built to represent the FAL-CON parameters, including the means (m ij ) and spreads (σ ij ) of input and output term nodes and the fuzzy rule links (R ij ) of Link 2. The building-block filtering process details are illustrated as follows:
1. In BBs selection, a chromosome with the best fitness in the previous era is picked to be the CT. The alleles of FL rule nodes for this CT are selected as the BBs that are used to replace the alleles of FL rule nodes for the reproduced chromosomes in the next era. 2. In random allele deletion these BBs will replace the genes of FL rules for the other 80% of nextera chromosomes with worse fitnesses. The alleles of the means and spreads for those chromosomes will be randomly deleted by 5% (in the CMP module, 5% 3 alleles) in each era. The deleted alleles are replaced by the alleles stored in the CT. The minimum number of alleles in the chromosomes is kept the same as the number of BBs (i.e., 24 for the CMP module) after the deletion, as suggested by Goldberg (2002) .
In addition to the manipulation of BBs that enrich chromosome diversity, this study adopts a new algorithm that combines Kohonen, competitive learning rules, and the fmGA operations to enhance the traditional FALCON learning rules for escaping from the aforementioned local optimum problem.
Juxtapositional phase.
In each era, two outcomes can result, the fitness value of a specific chromosome is higher or lower than (or equal to) that of the CT in the previous era:
1. If the fitness value is higher than that in the previous era, it means a better fitness estimation result is generated through the cut-splice operator.
The cut and splice operation is then performed. The one-cut point of chromosomes is randomly selected. Both the splice rate and the cut rate in this study are set to 1. All chromosomes except the one selected for the CT are evolved. 2. If the fitness value is lower than (or equal to) that in the previous era, it implies that no-betterestimation result can be generated using the cutsplice operation alone. The mutation operator is therefore employed. In performing the mutation operation the mutation probability (P m ) is set to 5% (as suggested by Goldberg et al., 1993) . All parameters (such as the input membership functions, fuzzy rules, and output membership functions) of the chromosomes are mutated and the allele locus to be mutated is selected randomly.
After evolution the chromosome with highest fitness is fed back to FALCON for calculating the cost estimations of the new input data. Best-fit chromosomes (with optimum fitness) will also be maintained by fmGA to provide the population and the CT of the next epoch. Then Steps 2-3 (FALCON and fmGA operations) are repeated iteratively until the fitness value converges, or it has reached a preset maximum era number (set to be 10 in this study). Finally, the fmGA operations stop and the final optimal FALCON-COST structure is derived. Notably, three types of data are required to train the original FALCON-COST: (1) principal item costs and the total cost for each historical project, (2) FALCON's fuzzy partitions, and (3) fmGA's maximum numbers of evolution era and epoch.
Step 4: Using three-point cost estimation method to estimate a new project
Although the required quantities and specifications of the piping systems for a new project are uncertain, the costs of the principal items (for the piping systems) must be provided to run the proposed model for meeting the third cost-estimating characteristic mentioned above. For instance, in estimating the total cost of a CMP project, the costs of the four principal items (i.e., bulk gas, UPW, exhaust, and foundation) should be derived. The estimation guess for each principal cost item is performed by asking the question: how much cost will be higher and/or lower (in terms of percentage) than the average historical cost, based on his knowledge on this principal item of the project? As indicated by several cost-estimating mangers specialized in fab construction, an experienced manager should be able to make a reasonable guess of the cost of each principal item for a project based on the available cost information.
To increase the objectivity of input evaluations, the widely-used three-point estimation approach is adopted to systematically guide a cost-estimating manager to assess the uncertainties surrounding the costs of principal items (Moder et al., 1983; Oberlender, 2000; Peurifoy and Oberlender, 2002) . By introducing an expected percentage variable, the expected cost (denoted as C i(j) ) of each principle item j (j = 1, 2, 3, and/or 4) for a project related to a process module i (i = 1, 2, . . ., 8) is derived as,
in which EP i(j) is an expected percentage variable of and b i(j) are the optimistic, most likely, and pessimistic values (expressed as percentages) of EP i(j) , respectively. C i(j)(ave) is the average historical cost of C i (j) . Notably, in estimating a new project, the calculated expected costs (C i(j) ) of the three (or four) key items serve as inputs to the FALCON-COST model for predicting total project cost.
Computer implementation
The operations of Steps 2 and 3 (FALCON and fmGA) are built with Matlab R version 7.5. The cost data are read in .dat format and the operations are run under the Genuine Intel 1.6GHz CPU, 896MB SRAM, and Windows XP computer operating systems. Training the FALCON-COST for the 15 historical projects of the CMP module will take approximately 20 minutes. The Steps 1 and 4 operations for FALCON-COST are performed in Microsoft Excel.
Training of the FALCON-COST
The actual costs of 241 historical projects are used to train the proposed models (i.e., the algorithms related to the FALCON and fmGA steps) with respect to the eight types of process modules. For example, 15 historical projects are used to train the CMP model. The training helps develop the model to reduce its error rate (=1−estimation accuracy) by running for several evolutions (=40 eras). Figure 5 depicts the model training error rate in each epoch of the CMP model after the evolutions reached 10 epochs. At that time the estimation accuracy is about 97.85%, and thus the error rate has been reduced to only around 2.15% (=1-0.9785). The same processes are used to train the models for the other seven process modules. 
CASE STUDIES
A two-step cross-fold validation process is conducted to test the proposed model, and is described as follows. First, a set (first set) of 27 additional hookup construction projects (project numbers 1-27) for the same semiconductor plant is used to test the proposed model that is trained using the aforementioned 241 projects. After completing the first set of 27 case studies, the validation process proceeds to the next step. Namely, a second set of 27 test projects (project numbers 28-54) are randomly selected from the original 241 training projects. Notably, 241 projects are still involved in the training because the first set of 27 test projects are entered into the training pool. A total of 54 projects are tested. The middle and right columns of Table 1 list the first and second sets of test project amounts for each process module, respectively. Section 7.1 illustrates how the FALCON-COST is applied to estimate the cost of a new project. Section 7.2 compares the results of the 54 case studies with those using the conventional average cost method, the component ratios method, and a modified FALCON-COST method. Section 7.3 discusses the FALCON-COST improvements over the conventional FALCON.
Case project application
As indicated earlier, a cost-estimating manger must provide three-point estimations for the cost of each principal item for a project. The expected cost, C i(j) , for each principle item in the project can then be derived. These derived expected costs for the principle items for the project are used as inputs to calculate the total project cost using FALCON-COST Steps 2 and 3. Notably, all the training projects and test projects are related to a single company; additionally, a cost-estimating manager involved in the 54 test projects was asked to provide the inputs realistically and consistently.
Take the No. 1 test project (a CMP project) shown in Table 3 for example. To estimate the expected cost (C i(j) ) of the bulk gas (a principal item) for the new project the manager inputs the a i(j) , m i(j) , and b i(j) values. That is, based on his understanding of the requirements for this new project, he provides the optimistic % (or lowest %), most likely %, and pessimistic % (or highest %) of the average costs from historical projects. In this example, the a i(j) , m i(j) , and b i(j) values are 92%, 102%, and 105% of the average cost, respectively. Thus, the expected percentage of the average cost for the bulk gas for this new project, EP i(j) , equals 100.8333% (=(92%+4×102%+105%)/6). The average historical cost of C i(j) for CMP projects, C i(j) (ave) , is $143,459. Hence, the expected cost (C i(j) ) of the bulk gas is $144,645 (=100.8333%×$143,459) according to Equation (3).
Similarly, in the No. 1 test project, the expected costs (C i(j) ) of the other three principal piping items (i.e., UPW, exhaust, and foundation) are calculated as $260,461, $577,202, and $266,532, respectively. Table 3 summarizes the calculated expected costs of the four principal items for this test project. These four C i(j) values are used as inputs for generating the estimated total cost of this new project. The estimated cost of this project using the proposed model is $2,223,200.
The actual cost of this project was $2,022,555. Thus, the estimation accuracy of the proposed model is 96.10% (=1-ABS(1-2,223,200/2,022,555)) according to Equation (2). Similarly, the evaluation steps are also applied to the other 53 test projects. Table 4 lists the evaluation results for the first set of 27 test projects.
Comparisons with three methods
The conventional average cost method, the component ratios method, and a modified FALCON-COST are applied to the 54 test projects. The No. 1 test project is also used to illustrate how these three methods work. When the conventional average cost method is utilized, the estimated cost of the test project equals $1,642,981 (=total costs of 15 CMP historical projects divided by 15). Because the actual cost of this project was $2,022,555, the estimation accuracy of the average cost method is 81.23% using Equation (2).
In the component ratios method (Barrie and Paulson, 1992) , the four cost items: bulk gas, UPW, exhaust, and foundation for the CMP project are identified as the principal items. The averaged ratio between the whole project cost and the sum of the costs of these principal items is 1.335 (=100%/74.9%; see Table 2 ) for the 15 historical CMP projects. Because the sum of the averaged costs of these principal items is $1,226,931 for the same historical projects, the total cost of a new project is $1,637,732 (=1,226,931×1.335). Table 5 summarizes the calculations using the component ratios method for the No. 1 test project. Because the actual cost of this project was $2,022,555, the estimation accuracy using the component ratios method is 80.97%. The modified FALCON-COST revises the details of Step 4 in Figure 2 . Restated, the historical average cost (C i(j) (ave) ) rather than the expected costs (C i(j) ) (obtained using three-point estimations) of the principal items is used to estimate the project cost. For example, in the No. 1 test project, the average costs of the four cost items listed on the left of Table 3 are directly used as inputs for the FALCON-COST. When the modified FALCON-COST is applied, the estimated cost of the test project equals $2,080,100. Because the actual cost of this project was $2,022,555, the estimation accuracy using Equation (2) is 97.15%.
Similar evaluation steps are also applied to the other 53 test projects. Table 6 summarizes the estimation accuracies of the evaluation results using four methods. In the 54 test projects, the proposed Moreover, the proposed model has smaller standard deviation of estimation accuracy than alternative models (just 13.46%), meaning it can provide more consistent estimations than the other three methods. These 54 case studies yield two additional observations. First, these case studies confirm the poor performance of the conventional average cost method. Specifically, the average accuracies of the projects related to IMP and WET process modules using the average cost method are only 4.52% (118.44% for standard deviation) and 37.47% (78.07% for standard deviation), respectively. Analyzing the historical project data reveals that these high inaccuracies likely resulted from the large cost deviation among historical projects even within the same type of process model. Consequently, clustering data (for example, high and low cost clusters) for analysis is crucial for capturing this high cost deviation. In the proposed model, this clustering capability can be found in Layer 2 of FALCON and in the example shown in Figure 3 .
Second, compared with the other three methods, only the proposed model reflected certain features of a new project using the three-point cost estimation method, potentially significantly contributing to the improved estimation accuracy. The modified FALCON-COST using historical average costs rather than expert opinions (obtained using three-point estimations) as modeling inputs achieved average accuracy of just 61.87% (with standard deviation of 35.45%). Restated, the model outputs are sensitive to inputs, and thus the proposed model is particularly recommended for experienced cost estimators familiar with semiconductor hookup construction.
Discussions on the FALCON-COST improvements
As indicated earlier, FALCON-COST applies the fmGA mutation and cut-splice operators to optimize the conventional FALCON fuzzy membership functions and FL rules. To verify this improvement, this study uses the CMP module (including 15 historical projects) as an example. As presented in Section 6.7, the estimation accuracy of the trained FALCON-COST is around 97.85% (error rate = 2.15%) after training using 15 CMP historical projects. When the same historical projects were applied to the conventional FALCON, the error rate increased to about 5.25% (=1-0.9475). This comparison verifies the FALCON-COST improvement.
CONCLUSION
This investigation has contributed to several aspects. First, the proposed model has enhanced the estimation accuracy of the cost of hookup construction projects. The 54 test projects achieved increases in estimation accuracy of approximately 22.74%, 23.08%, and 21.95% over the conventional average cost method, the component ratios method, and a modified FALCON-COST method, respectively. In addition, the proposed model is currently being implemented by the case-study company to facilitate cost estimations for new projects specifically related to INT and WET process modules tools.
Second, integrating the four techniques (that is, the component ratios method, FALCON, fmGA, and the three-point estimation method) into the proposed model is innovative, and can systematically deal with real world cost estimation problems.
Third, the proposed model improves the current FALCON by applying the fmGA mutation and cutsplice operators. That is, in the primordial phase of fmGA, a new algorithm is developed to conduct BB selection and random gene deletion, so that fmGA operations can be implemented in FALCON.
Future research may include the following directions. First, computerizing the proposed model will help expedite the evaluation. Second, collecting additional historical projects should support the model training process for enhancing the estimation accuracy. Third, applying the proposed model to new projects for conducting a before-the-fact analysis can further verify the practicality of the model. Fourth, other attribute ranking algorithms, such as Analytical Hierarchy Process (Saaty, 1978) , or analysis of the observation frequencies of cost items may help identify major cost items. Fifth, FALCON may be substituted by another type of NFS, such as adaptive network-based fuzzy inference system (ANFIS) (Jang, 1993) . Other optimization methods, such as Tabu search (Fan and Machemehl, 2008) , simulated annealing (Paya et al., 2008; Zeferino et al., 2009; Oliveira and Petraglia, 2011) , and ant colony (Vitins and Axhausen, 2009; Putha et al., 2012) may also be substituted for fmGA in the proposed model to find enhanced solutions.
Sixth, although the proposed model is devised specifically for semiconductor hookup construction projects, it can be modified to apply to other similar decisionmaking problems with similar cost-estimating characteristics, including conceptual cost estimation problems in building projects (Yu, 2006; ), bidprice determination under limited bid preparation time (Wang et al., 2007) , and project success prediction problems (Cheng et al., 2010) . For instance, during the conceptual phase of a building project, project management often needs to calculate the project cost given a conceptual design situation involving unavailable and uncertain cost data. At such times, by treating the major cost categories (or cost divisions) in the building project as the main cost items discussed in this study, and using the relevant historical building project data for training, the FALCON-COST model can easily be refined and applied.
