ABSTRACT. Let A be an elliptic linear partial differential operator with C coefficients on a manifold ß with boundary T. We study solutions of Au = a which satisfy the H condition that sup" . |u ( 
C coefficients on a manifold ß with boundary T. We study solutions of Au = a which satisfy the H condition that sup" . |u ( (i) \\u(rei0)\\p < C independent of r, 0 < r < 1;
(ii) u is the Poisson integral of an Lp function (bounded measure if p = 1) on the circle. Furthermore, u has nontangential limits almost everywhere.
In recent years the theory of boundary value problems for elliptic equations has been developed intensely. Nevertheless, most of these developments do not contain the above result as a special case.
Thus we propose to study the following problem:
Let A be an elliptic partial differential operator on a compact manifold 0 with boundary V. Assume a neighborhood of V can be coordinatized by [0, 1] x T.
For solutions of Au -0, what is the relationship between the condition \\u(l> *)|| h S C ^or 0 < t < I and conditions on the boundary values of u?
We will assume that A has a well-posed Dirichlet problem, so that modulo finite dimensional spaces the function u is determined uniquely by its boundary values and the boundary values of a finite number of normal derivatives of u. The answer to our question is that the condition \\u(t, -)\\ < C fot 0 < / < 1 and fixed p, 1 < p < °°, is equivalent to: Since these spaces are known to be locally invariant under diffeomorphism we may define the spaces A (a; p, q) of distributions on a compact manifold V in the usual manner.
Before dealing with the general case it is instructive to consider one example. Let 0 = (0, 1) x R" and A = (d/dt + (-&x)Vl)2. This is not a special case of the above since Q is not compact and A is only a pseudodifferential operator, but it exhibits the basic features we are interested in. Any solution of Au = 0 which satisfies temperate growth conditions at infinity can be written (*) u(x, t) = J" K(l + /|í|)e-'lf l/(f) + te-Wg (O) and satisfies boundary conditions
Our first goal is to show that if / £ Lp (or "11 if p = 1) and g £ A(-1; p, oo) then ||«(-, i)U . < C. Now a version of Sobolev's inequality shows that j"-(( 1 + /1<f |)e-'l ' I) £ L . Since the L norm is preserved by dilation on the Fourier transform side we have \\A~ ((1 + t\¿;\)e~'\ ')||, constant, independent of t, so p-Ku + t\t\)e-<\t\f(0)\\p<A\\np-To handle the other term of (*) we write g(0 = K|£|)Ma+/V(*l£|)M£)^ for b£\ (-l;p, oo) (h is "essentially" g). The term 3"~ 1(te~'<^ 'r( cf)h (rf )) is handled as before. We may do this explicitly by setting v(x, t) = 'f (ifj(t)e '' '<j¿(cf)) for ifi £ C°°, 4> EE 1 near / = 0 and i/r = 0 near r = 1. Notice that /l f is made up of terms like í-kiMOlíl2*-'^!^)). Wrkin£ for h £ A(0; p', 1) this becomes If A is a partial differential operator and dim Q > 3 this can only happen if m is even and m. = m/2; by allowing A to be a more general pseudodifferential operator this need not be the case (the example in the introduction has m.. = 2, m2 = 0).
The Dirichlet problem is then
For simplicity of notation we will only deal with the case when T has only one component. All our arguments go over unchanged in the general case. Finally, we will establish a version of Fatou's theorem:
Theorem 3. Let the hypotheses of Theorem 2 be satisfied, and assume also that A has a well-posed Dirichlet problem with all m. < 1. Then for almost every point y £ r we have u(x, t) converging pointwise to f(y) as (x, t) approaches (y, 0) along any nontangential path.
We will present the proofs in the next three sections. The final section is devoted to some generalizations. Also ya(dIdxy Q(x, y) for fixed x is che Fourier transform of Now let ö(ff) be a patch function on Rn (6 vanishes near the origin and is = 1 away from the origin) chosen so that 6(¿;)t( |rf j) = 0. For (a) we apply Lemma 1 to r(x, t, (s/t) ¿;)o(\¿;\ for the lower order terms. Here £ is a symbol of order < rm -k -\' -2 which is a polynomial in r. The integration is over a contour surrounding the roots of a (A) that lie in Imr > 0. By the ellipticity of A we can take the contour to lie in Im t > e | cf | uniformly in x, t. Now the estimate for the lower order terms is easy. Notice that applying ((9/(9cf) (d/dx) produces a similar expression where the order of E is < rmk -j -2 -\a\. The term elt is dominated by e-eil I as r varies over the contour, while the remainder of the integral is homogeneous in cf of degree < -k -1 -\cl\. Thus the expression is dominated by c|(f|-_ _l le_fil?l where c is independent of x and t because of compactness. Lemma 2(b) gives the desired estimates for these terms (recall Lp C A(0; p, oo)).
Next consider the highest order terms for k > I. By paragraph (C ) of $2 they vanish to order k at t = 0. Since the expression is clearly C°° in x, if, / away from <f = 0 the vanishing to order k persists after x and <f differentiation.
For the sake of clarity let us consider the case a -0, ß = 0 (the others are analogous). We then make a change of variable r-> r|<f| to obtain ip.(x, t) fc-i eil\t\T(iT)'o . . ,(T,)(x, £') q(X,t,e =li-\z\-hY_m-k-,-i k,^s>dr 2ni h a(A)(x,t,e,r)
where <f = f/|<f|. Let us write
We know g(0, 0) = 0, and it is clear that g is C°° in s and t, so we have |g (s, t)\ < c(s + t). We also have \g (s, t)\ < ce~ts, and by compactness we may take the constant c uniformly for all x and if . Thus we have |g(r|if|, t)\ < c t |if |e~eil I for |if| > 1 so q(x, t, if) satisfies the hypotheses of Lemma 2 (a).
Finally consider the highest order terms for k = 0. By paragraph (C) of §2
we know that (ignoring the ¡p. term) they tend to a constant as I->0. Lemma 3. A (a; p, q) is the dual space of X(-a; p , q ) for all real a, 1 < p, q < oo.
We omit the proof which is a simple exercise using the definition of A given (iv) if the underlying space is a compact manifold then X(a; oo, q) \(a.; oo, q) for q < oo and X(a; p, oo) consists of all distributions in A(a; p, oo) which locally satisfy the condition of (iii).
the fact that the Fourier transform of a distribution with compact support is a continuous function.
Proof of Theorem 2. Since we know that the boundary values exist as weak limits, the fact that /" e Lp (or % if p = I) is obvious, and also that ||/0|L < C.
Thus it suffices to show /, e A(-k; p, °o) for 0 < k < m -I (higher values of k may be obtained by replacing A by A ). To do this we introduce a smooth measure on ÎÎ which agrees with dxdt neat the boundary, and we denote the inner product with respect to this measure by (u, v) . Proof of Theorem 3. First let p > 1. We claim that for every c > 0 we can write u(x, t) = u((x, t) + v((x, t) where zzf £ C°°(Ü) and ||sup{|t>f(x, z)|:ri(x, y) < ct\\\ < t. Indeed as in Lemma 5 we need only consider the case when a is a Poisson integral given by (*). We then approximate fQ by C°° functions and take u to be the Poisson integral of the approximating functions.
The existence of a.e. nontangential limits follows from the decomposition u = u + v by routine arguments. Let us say u(x, t) -> g(x) in this sense. We want to show g = fQ. Now by the dominated convergence theorem u(x, t) -> g (x) in Lp. But we also know that u(x, i) -> fAx) in the distribution sense, so /" = g.
Finally, consider the case p = 1.
We Furthermore, the Dirichlet data for A A coincides with the Cauchy data for A.
Thus by Theorem 1 we have ||w(-, i)|| < c. Q.E.D.
3. If we replace the condition \\u(-, t)\\ < c by the condition J0 \\u(-, ÙWfdt < c lot 1 < q < 00 we may prove variants of Theorems 1 and 2
where the conditions on the boundary values becomes /, £ A(-k -1/q; p, q) for all k. The proofs are quite similar so we leave the details to the reader.
In the case 1 < p, q < 00 the result may be obtained more simply. Let L^'^r x (0, 1)) denote the space of functions satisfying Theorem. // u(x, t) e Lp¿q for a > k + l/q then (d/dl)k u(x, 0) £ A (a -k -l/q; p, q). Conversely every element of A(a -k -l/q; p, q) arises in this fashion.
We omit the proof, which is a trivial modification of Stein's argument. We leave the details to the interested reader.
For the analogue of Theorem 3 we must replace nontangential limits by limits along paths lying in regions of the form \d(x, y)\^ < cl. Also, in Lemma 6 we must replace 0<a<1 by 0 < a < p. But for almost every x the sequence 2'x mod 2n is everywhere dense (this follows from the ergodicity of x-» 2x mod 1) so that a different limit is obtained along subsequences for which 2J~ x = e mod 2?7 and 2Jx = rr + e mod 27v.
The existence of similar examples was communicated to the author by S.
Spanne prior to the discovery of the above example. 
