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TITLE OF STUDY: Two-Phase Annular Flow in Vertical Pipes
MAJOR FIELD: Mechanical Engineering
DATE OF DEGREE: December 2017
Two-phase gas-liquid flow in vertical pipes has been one of the important research
areas because of the related industrial applications in power plants, nuclear
reactors, steam generators, gas well exploration and others. The variety of
two-phase flow patterns in pipes of different inclinations makes it difficult for
obtaining analytical or numerical solutions that are applicable to a wide range
of gas void fractions (GVF). Among the problems usually encountered in gas
production is the presence of a small percentage of liquid forming an annular flow
pattern in which the liquid occupies the pipe wall region while the gas flows at
higher speed in the pipe core region carrying some entrained liquid droplets. In
this flow field, the gas phase is driven by the pressure gradient along the pipe while
the liquid is driven by the shear force acting at the liquid-gas interface. When the
gas velocity decreases, the liquid film will start falling down causing a problem
xv
known as "liquid loading". This is a two-phase phenomenon where, the energy
needed to transport the liquid phase (entrained droplets and liquid film) out of the
gas well is insufficient and as such causes the liquid to fall and accumulate at the
bottom of the gas well. This problem, when allowed to prolong, might "kill" the
gas well and cease production. This thesis aims at applying CFD techniques to
predict the beginning of liquid film reversal in a vertical pipe of diameter 76.2 mm
by performing a 2D axisymmetric numerical simulations using ANSYS Fluent®
version 16.1 commercial software to predict the onset of film reversal so as to
allow necessary measures be taken to mitigate the problem. The geometry and
mesh were however developed in Gambit software. The mesh was made very fine
at the liquid film region close to the pipe wall and coarser toward the pipe centre
with a transition rate of 15% and an aspect ratio of less than 4. The governing
equations were solved using the hybrid model (Eulerian Multi-Fluid VOF). Other
models considered in the current study include: continuum surface force for the
effects of surface tension, standard k − ε turbulence model with enhanced wall
treatment for turbulence effects, modified HRIC scheme for tracking the interface
between the phases and Schiller and Naumann’s model for the drag modeling. All
the transport and conservations equations were discretized accurately using the
finite-volume method and solutions were considered to be converged when all the
residuals were less than 10−3 with mass imbalances less than 5%. Simulations
are made using air and water at 1 atm as the main working fluids in a 3-m long
pipe. The pressure gradients and critical superficial gas velocities predicted by
xvi
this model agreed well when compared with experimental results. The critical
superficial gas velocities are found to decrease with the superficial liquid inlet
velocity. In addition, the shear stress is found to fluctuate with high amplitudes
in the vicinity of the pipe wall where the liquid phase dominates and gradually
reduces towards the pipe centerline. Slip between the phases can be ignored in the
gas core regions where high gas velocities exist. Detailed information regarding
the formation of roller waves was, however, limited due to the adoption of the 2D
computational domain. It is therefore recommended that a 3D domain be utilized
to improve the visualization and understanding of the roll and disturbance wave
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نسبة إلرتباطة العميق بمختلف   الرأسية غاية في األهميةفي األنابيب  سريان الموائع ) السوائل والغازات(يعتبر 
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في هذا النوع  لألنبوب بالتزامن مع سريان الغاز بالسرعة القصوي في منتصف األنبوب حامال معه قطرات من السائل.
ضغظ بينما سريان السائل محكوم بتغير قوى القص من السريان متعدد األطوار, سريان الغاز مدفوع بواسطة فرق ال
المؤثرة على منطقة التداخل بين السائل والغاز. إنخفاض سرعة الغاز تؤدي إلي هبوط طبقة السائل إلي أسفل األنبوب 
لطور وينتج عنها مشكلة تراكم السائل. هذة الظاهرة تحدث في السريان متعدد األطوار عندما تكون الطاقة المتطلبة لنقل ا
تؤدي إلي وقف قد تؤثر بشكل مباشر على بئر الغاز و  , والسائل غير كافية وتؤدي إلي تراكم السائل في قاع بئر الغاز
( للتنبؤ ببداية إرتداد طبقة السائل في األنبوب CFDفي هذة األطروحة, تم إستخدام ديناميكا الموائع الحسابية ) اإلنتاج.
يق الحل العددي ثنائي األبعاد المتماثل حول المحور الرأسي لألنبوب بإستخدام ملم عن طر 76.2الرأسي ذو القطر 
تم تصميم شبكة ومجال الحل بواسطة برنامج قامبيت. صممت شبكة الحل بالقرب من  .(ANSYS Fluent)برنامج 
ووجد الحل  .4من % وبنسبة متزنة أقل 51عدل جدار الحل األنبوب دقيقية جدا وتقل الدقة بإتجاه منتصف األنبوب بم
للمعادالت الحاكمة عن طريق نموزج حل هجين. النمازج األخري التي تم إعتبارها في هذه الدراسة هي  قوى السطح 
للسريان المضطرب مع تعديل الجدار لتخفيف أثار اإلضطراب ونموزج   ε –kالمستمر ألثار التوتر السطحي و معيار 
HRIC  ن ونموزجالسريا لتعقب التداخل بين أطوار Naumann-Schiller  لنمزجة األعاقة. جميع معادالت حفظ
وتحويل الطاقة فصلت بدقة بإستخدام طريقة الحجم المحدود وتم أعتبار تقارب الحل عندما تكون قيمة المتبقي أقل من 
واحد جو  %. تمت النمزجة بإستخدام الماء والهواء عند ضغط جوي يساوي5و إختالل توازن الكتلة أقل من  0.001
تم حساب تغير الضغط والسرعة السطحية الحرجة للغاز. أظهرت النتائج  تسري داخل أنبوب بطول ثالتة أمتار.التي 
تماثل كبير مع نتائج التجارب المعملية. وجد أن سرعة الغاز السطحي تنخفض مع إنخفاض سرعة دخول السائل 
بقيمة عالية مع محيط الجدار الداخلي لألنبوب نسبة لوجود الطور فة إلي ذلك, وجد أن قوى القص تتغير الألنبوب. باإلض
يمكن  )السائل/ الغاز( مركز األنبوب. اإلنزالق بين أطوار المائع هالسائل بشكل أكبر والذي ينخفض تدريجيا بإتجا
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1.1 Background of Multiphase Flows
Multiphase flows is a term describing the flow of two or more immiscible fluids in a
flow passage (e.g. oil and water flow in a pipeline) or two phases of the same fluid
(e.g. water and steam in boiler tubes). The presence of solid particles in a given
fluid may also be considered as a third phase. The occurrence of multiphase flow
in many industrial applications created the need for a thorough understanding of
the structure of such flow and also for developing methodologies for prediction of
its main characteristics. In this type of flow, the interface that exists between the
phases is highly induced by the motion of the participating phases. Multiphase
flow frequently occurs in chemical, nuclear, mining and petroleum industries.
For example, in oil production facilities, the crude oil produced from oil wells
is normally accompanied with water, gases and sand forming a four-phase flow.
The structure of such flow depends on the percentage and properties of each phase,
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the geometry of the flow passage and the flow rate.
1.2 Classification of Multiphase Flows
Multiphase flows can generally be classified under two main headings, namely,
phase combinations and interfacial structure (flow regime or flow pattern). Under
phase combinations, the number of the participating phases or components is
used to describe the type of multiphase flow phenomenon. Hence, the flow can be
described as two-phase (e.g. liquid-gas, solid-gas, solid-liquid, etc.), three-phase
(e.g. solid-liquid-gas) or four-phase flow (e.g. oil-water-gas-solid).The interfacial
structure developed as a result of the different flow rates of the participating
phases in the flow can be used to classify the type of multiphase flow phenomena.
As a result of the different flow rates of the phases involved, there exist interfaces
between the phases which lead to the internal phase distributions known as flow
regimes or flow patterns. Under this category, multiphase flow can be classified as
dispersed flow (bubbly flow), intermittent flow (slug) or annular flow. Figure 1.1
gives a summary of multiphase flow classification. This study focuses on two-phase
flow and as such much more details about this type of flow will be considered in
the subsequent sections.
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Figure 1.1: Classification of multiphase flows
1.3 Types of Two-Phase Flows
Two-Phase Flow (gas-liquid) in vertical pipes has been one of the interests
of industrial applications such as power plants, nuclear reactors, boilers, gas
production and others. There are several flow regimes or patterns encountered
in vertical flows as a result of geometric distribution of the components within
the flow field[1]. This geometric distribution affects the mass, momentum and
energy transfer rates of the two phases. The well-known flow pattern presented
by flow through vertical pipes, as shown in Figure 1.2, include, bubbly, slug or
plug, churn, annular and wispy-annular flow[2]. These flow patterns are observed
with increasing gas flow rate.
In bubbly flow, as shown in Figure 1.2a, several bubbles are seen dispersed in
a continuous liquid phase as discrete bubbles with varying size and shape. The
bubbles are almost spherical and with diameters much smaller than that of the
pipe.
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Increasing the gas void fraction causes the bubbles to collide and coalesce to
generate larger bubbles often in the shape of a bullet (Taylor bubbles) flowing
upward as can be seen in Figure 1.2b[3]. This flow configuration is known as
slug flow. The Taylor bubbles are usually separated by liquid slugs which might
contain some small bubbles. The bubble dimensions are almost of the same size
as the pipe diameter. There is a thin liquid film between the Taylor bubbles and
the pipe wall, which, under the influence of gravity, may flow downward.
Figure 1.2: Flow regimes in vertical upward two-phase flow a) Bubbly, b) Slug,
c) Churn, d) Annular and e) Wispy[2]
Churn flow is an intermediate regime observed between slug flow and annular
flow regimes. As the gas superficial velocity is further increased, the flow becomes
very unstable due to the breaking up of the slug bubbles leading to oscillatory
action as can be observed in Figure 1.2c. The liquid phase tends to experience
an intermittent up and down flow (though there is a net upward flow) due to the
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relative balance between shear and gravity forces acting in opposing direction.
Annular flow as shown in Figure 1.2d, presents a flow pattern with a liquid film
on the pipe walls while the gas flows as a continuous stream in the pipe core
region. Thus, the liquid film forms an annular ring round the gas stream. This
flow pattern occurs because of further increasing the gas flow rate. There might
be gas bubbles contained in the liquid film. Similarly, the gas stream might or
might not contain entrained droplets of liquid[3]. Since this type of flow pattern
or regime occurs mostly in pipe flow involving two phases, it is the focus of this
study and will be considered much more in the subsequent sections. A further
increase in the flow rate causes the entrained droplets in the gas phase to increase.
Hence, they merge to form large lumps or "wisps" of liquid in the gas core, see
Figure 1.2e.
1.3.1 Main Features of Annular Flow
This flow pattern is common in industrial applications such as power plants,
nuclear reactors, boilers, gas well exploration and others. It is characterized by
a high gas core flow rate surrounded by an annular ring of liquid phase on the
pipe periphery. When both phases are flowing in the same direction, the flow is
called cocurrent while when both phases flow in opposite directions, the flow is
said to be countercurrent. In horizontal pipes, the liquid film at the bottom pipe
is much thicker than the upper pipe wall. This is usually due to the gravitational
effect which causes the constant drainage of the film from the upper section of
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the pipe surface to the lower side. As the pipe inclination is increased towards
the vertical position, similar liquid film distribution, as observed in the horizontal
pipe, is noticed with the exception that the bottom pipe liquid film thickness is
gradually reduced. In the vertical orientation, the liquid film distribution tends
to be axisymmetric with equal film thickness around the pipe periphery. The gas
core in most cases contains droplets of liquids usually entrained from the liquid
film on the pipe wall due to the shearing effect caused by the high-speed gas phase
at the interface. The liquid film on the other hand, may also contain some gas
bubbles. This usually occurs as a result of some bubbles being captured by the
breakdown of the waves that are just in front of the large roll waves[4].
The understanding of the flow physics underlying the wavy interface that exist
between the liquid film and the gas core is of great interest in that it is the main
source of droplet entrainment into the gas core. Furthermore, the lateral force
needed to maintain the liquid film on the tube walls and the turbulence flow
structures found within the gas and the liquid phases which influence the drop in
pressure could all be analyzed through the dynamics of the wavy interface that
exists between the liquid film and the gas core[4]. The fundamental understanding
of the physics regarding the interfacial processes is limited because of the
complexity in acquiring comprehensive local data from experiments. However,
as a result of technological advancement and availability of computing resources,
computational fluid dynamics techniques can be utilized to gain more insight into
the physical phenomenon of annular flow and produce enough numerical data for
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scientific advancement.
1.4 The Concept of Flow Reversal in Vertical
Pipes
In two-phase (liquid-gas) cocurrent upward annular flow in vertical pipes, with
high gas flow rate, the liquid phase being the film or droplets moves upward.
However, if the gas flow rate is reduced below a certain threshold (critical value),
the energy required to create the upward movement of the liquid phase decreases
and as a result, the liquid phase reverses direction and fall back to the bottom of
the pipe, a condition known as flow reversal. For flows in larger pipe diameters
where droplet entrainment is significant, this condition initially occurs in the liquid
film as observed by Westende[5]. Hewitt et al.[6] also observed that the flow
reversal is characterized by regions of falling liquid film between large upward
moving waves. The point of flow reversal is usually associated with the point
of minimum pressure drop in upward gas-liquid flow and is usually adopted as a
criterion to correlate the transition from annular flow to churn flow in terms of
the superficial gas velocity[7].
In the course of gas production, both liquid and gas are produced initially and
carried to the ground surface. This happens if the gas flow velocity is high enough
to drag the liquid film and entrain the liquid droplets to the surface. But once
the gas flow velocity falls (which is usually the case due the well ageing) below a
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critical value, the liquid phase tends to fall back into the wellbore and accumulate,
a condition known as liquid loading. This accumulated liquid tends to produce
an additional hydrostatic back pressure that limits the gas flow from the well.
This usually happens in the life cycle of the gas well and very common in aged
gas fields[8]. This problem, when allowed to prolong might "kill" the gas well and
cease production. Liquid loading has become a major problem associated with
gas production.
A good prediction of flow reversal (which may lead to liquid loading) together
with appropriate and timely application of gas well deliquification measures,
significantly, improves the production of a gas well.
1.5 Thesis Outline
This thesis is made up of five chapters. It is aimed at developing a numerical
model for two-phase annular flow in a vertical pipe. The model is further used to
investigate the onset of liquid film reversal in a vertical pipe.
Chapter 1 provides a general overview of multiphase flows in terms of their
classifications. Also discussed in this chapter are the types of two-phase flows
in vertical pipes. A more detailed view of annular flow and its features are also
included. The chapter ends with a discussion on the concept of flow reversal in
vertical pipes.
Chapter 2 starts with definitions of basic terminologies commonly encountered
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in two-phase flow studies. It discusses earlier studies conducted on two-phase
annular flow and flow reversal in vertical pipes as well as the common closure
models used for annular flow. Included in this section are the various experimental
and numerical studies conducted in the research area.
Chapter 3 presents the problem definition and method of solution. This section
is divided into three parts. The first part, which happens to be the problem
definition, includes the statement of problem and the objectives of the research.
The second part covers the governing equations and model assumptions. The third
part of this section is the method of solution which discusses the discretization
of the governing equations, the computational domain and mesh, the initial and
boundary conditions, the phase materials utilized, the test matrix and the solution
algorithm.
Chapter 4 includes the model validation, results and discussions. This section
is divided into three parts. The first part presents the mesh and time step
independency tests, and the validation of the model with experimental data.
The second part discusses the estimation of the critical superficial gas velocities
corresponding to film reversal and presents the flow field observed in the
simulation, effects of the superficial velocities on the main features of flow and
the final part presents the velocity and shear stress distributions in the flow.






In this chapter, earlier studies in annular flow, churn flow and liquid loading
phenomena as well as the commonly adopted numerical methodologies are
presented. To further enhance understand the content of this thesis, basic
terminologies are first defined and briefly explained.
2.2 Basic Terminologies
Some of the fundamentals of two-phase flow such as superficial velocities, flow
regimes, pressure gradient, liquid holdup and entrainment fraction are briefly
explained below to provide a clear understanding of this study.
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2.2.1 Superficial Velocity
The superficial velocity of any given phase i, is a hypothetical flow velocity
calculated as if the given phase is the only one flowing or present in a given
cross section. Mathematically, it is defined as the ratio of the volumetric flow rate





where Ui is the velocity of phase i; qi is the volumetric flow rate of phase i and
A is the total cross-sectional area of the pipe.
2.2.2 Flow Regime or Flow Pattern Map
Flow regime is term used to describe the characteristic distributions of the
fluid-fluid interface[3]. The flow regime is usually obtained or predicted from
independent variables of the system such as the phase physical properties and
flow rates. Flow regimes are usually presented on flow pattern maps. For a
vertical pipe, the flow regimes include bubbly flow, slug flow, churn flow and
annular flow. Shown in Figure 2.1 are examples of flow pattern maps for both
vertical and horizontal pipes using superficial velocities.
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Figure 2.1: Examples of flow pattern maps for a) vertical upward flow and b)
horizontal flow[9]
2.2.3 Pressure Gradient
The pressure drop per unit length of a pipe is the pressure gradient. For two-phase
flows, the total pressure gradient, − dp
dL
) is usually given as the sum of three main
components, namely: the frictional term (f), the gravitational term (g) and the























The liquid holdup sometimes called the liquid fraction is general term used to
describe the volume fraction of liquid in a given pipe segment. It can be expressed
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where VG represents the volume of gas in a given segment of the pipe and V is
the total volume of the pipe segment. In terms of the void fraction, the holdup,
HL is expressed as:




where VL represents the volume of liquid in the given pipe segment.
2.2.5 Entrainment Fraction
This is the term used to describe the fraction of the liquid flow rate which is







where fE is the entrainment fraction; ṁdroplets is the mass flow rate entrained as




This is a dimensionless variable defined as the ratio of the inertial forces on an
element to the weight of the fluid element. For two-phase flow, Wallis[10] proposed












where UG is the gas velocity; ρG is the gas density; ρL is the liquid density; and
D is the tube diameter. FrG can be used to predict the transition from annular
flow to churn flow and vice versa[3]. Experimental studies show that transition
occurs when FrG ≈ 1[11].
Since flow reversal involves a transition from annular flow to churn flow[3], the
next section presents a detailed description and the differences between annular
and churn flows. This study focuses on flows in vertical pipes, hence annular and
churn flows in vertical pipes are presented.
2.3 Annular and Churn Flows in Vertical Pipes
As described in the previous chapter, annular flow in vertical pipes features a
high-speed gas core with entrained liquid droplets surrounded by a ring of liquid
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film around the pipe periphery. The liquid film is usually uniformly distributed
around the pipe periphery in vertical pipe flows and may contain some gas
bubbles. The drag force of the high-velocity gas flow generates waves on the
liquid film which becomes the main source of the entrained liquid droplets in the
gas core. These entrained droplets are occasionally re-deposited in the liquid film
downstream as they move randomly in the gas core and are conveyed upward by
the gas phase[3].
On the other hand, churn flow is a chaotic flow regime which makes it very
difficult for investigators to model its physics and as such is usually described
experimentally due to the complexity of the flow regime[12][13]. Similar to
annular flow, churn flow presents a liquid film on the pipe wall except that the
liquid film flows in an oscillatory manner, upward and downward, due to the
gas velocity which is comparatively lower than that needed to convey the liquid
film continuously upward[14]. As result of the drag force exerted by the upward
movement of the gas phase at a velocity higher than the net-upward liquid film
velocity, large waves are typically created on the liquid film. These large waves
usually end up breaking up and entrained as liquid droplets or lumps. Shown in
Figure 2.2 are the schematic diagrams for both annular and churn flows.
The next section presents the numerical studies conducted on annular and churn
flows. The focus is on vertical pipes.
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Figure 2.2: Schematic diagrams for a) annular flow and b) churn flow[15]
2.3.1 Numerical Studies on Annular and Churn Flows
Generally, two-phase flows are mainly studied through experiments based on which
correlations for specific parameters are developed. No exact analytical solution
exists for two-phase flow (annular flow) due to the complex nature of the flow
in terms of the interfacial structure and the mechanism of droplet entrainment.
Closure relationships are often utilized to estimate the interfacial friction and
droplet entrainment. Numerical techniques are becoming more recognized
in two-phase modeling in that they provide additional data to supplement
those obtained from experiments. Usually, the main areas of investigation in
two-phase annular and churn flows research include, the distribution of liquid
film, mechanism of droplet entrainment and re-deposition[16], flooding and film
reversal, liquid holdup and pressure gradient estimation[17], and many others.




In the work of Janyanti and Hewitt[18], a fixed liquid film configuration (roll wave)
obtained directly from experimental observation was proposed in order to analyze
a typical liquid film flow found in annular flow. Periodic boundary conditions
were applied to both the inlet and outlet boundaries. The boundary conditions at
the interface were obtained through experimental data found in existing studies.
Three separate turbulence schemes (low-Reynolds k−ε, RNG k−ε, and standard
k − ε) were utilized and the results compared. Results indicated that only small
differences existed among the various turbulence models with the low-Reynolds
k − ε being the more accurate. It was concluded in their work that laminar flow
exists in the liquid sublayer whereas in the vicinity of the wave peak, the flow is
turbulent owing to the higher turbulent diffusivity than the molecular diffusivity
in the proximity of the roll wave.
The gas core flow in a typical annular flow regime was modeled by Han[19] and
Han[20]. Similar to the works of Jayanti[18], the effects of liquid film flow on
the gas core were simplified and considered through the use of experimental
correlations. The physical configuration of the interfacial wave as observed by
Zhu[21] was utilized in their study. RNG k − ε turbulence model was employed
in their simulation. Periodic boundary conditions were utilized for both inlet and
the outlet boundaries. The interface between the two phases was taken to be a
moving wall with its entrainment rate and velocity obtained from experimental
correlations. Results from the simulation showed that minimum static pressure
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exist at the vicinity of the wave peak and it was proposed that this might be the
cause of the high droplet entrainment into the gas core region close to the wave
peak.
To predict some of the flow parameters found in annular flow, Kishore[22] proposed
a new model. They assumed a flat interface between the two phases with zero film
thickness during the simulation. They obtained the parameters for the liquid film
from correlations by Whalley[23]. The results from the model accurately predicted
the axial pressure gradient and film height through experimental correlations.
Even though the model was accurate, it could not account for the detailed
wall information as well as the interfacial structure due to the zero-film height
assumption.
Liu et al.[24] suggested a two-fluid model based on the volume of fluid (VOF)
scheme to simulate two-phase annular flow in vertical pipes. They adopted the
CFD commercial code, Fluent® (version 6.3.26). In their model, four assumptions
were made. First, the gas core was assumed to be homogeneous mixture with a
no-slip condition between the liquid droplets and the local gas phase. Also, the
liquid droplets were taken to be small enough so that the gas diffusivity and the
turbulent droplet were the same. Furthermore, the averaged spatial deposition
and the correlations for the entrainment rate which were obtained from the open
literature were justifiable for calculations involving wave scale and finally, the
effects of the small ripple waves on the liquid film were ignored. They considered
the effects of entrainment and deposition in their simulation using user defined
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function (UDF) option in the ANSYS Fluent® software. Even though the droplet
effect was not accounted for in their simulation due to the no-slip assumption in
the gas core, the model still gave good prediction when compared with data from
experiments.
Churn Flow
Da Riva and Del Col[25] utilized the volume of fluid (VOF) model offered by
ANSYS Fluent® commercial code to study air-water and R134a vapour-liquid
mixture churn flow. Their 2D simulation was focused on the liquid inlet region
of the pipe. Validating their results with experimental data yielded a satisfactory
agreement. They proposed a simplified model of the levitation process of the
ring-type in the churn flow. As part of their observations, increasing the liquid
flow rate results in increasing the flooding waves formation thereby producing
more disturbed and thicker liquid film on the pipe wall.
By assessing the capabilities of multiphase flow models in the modeling of churn
flow, Parsi et al.[26] applied CFD techniques by adopting the Eulerian-Eulerian
Multi-Fluid VOF often known as the hybrid model available in ANSYS Fluent®
commercial code to simulate high flowrate air-water flows in a 76.2 mm pipe
diameter. After successfully validating their 3D results (phase distributions, mean
void fractions and average void fraction time series) with experimental data, they
concluded that the hybrid model is capable of capturing the physical scenarios such
as the passage of periodic interfacial structures of different length scales, effects
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of gas flow rate on huge wave amplitudes and the intricate wall film behavior.
As observed from above, the models can be categorized under a two-fluid model.
However, other researchers attempted to simulate three-fluid model as seen in the
works of Stevanovic and Studovic[27] and Alipchenkov et al.[28]. By this method,
three distinct phases are involved, namely, the mainstream gas phase, dispersed
liquid droplets and continuous liquid film. Here, a set of governing equations is
assigned to each phase. Compared to the two-fluid model, this approach demands
more computational effort and may pose convergence problems. Most of the
studies tend to ignore the interactions at the two-phase interface and as a result,
many detailed information regarding the interfacial structure is lost. This is due
to the utilization of many empirical correlations.
2.4 Closure Models for Annular Flow
The microscopic physics linked with the wall and the interfaces is usually lost in
the course of ensemble averaging of the conservation equations. This comprises of
dynamic processes such as wall and interfacial shear, entrainment of droplets into
the gas core, the droplet size distribution, and the effects of the wavy interface
on the liquid film turbulence. In order to retrieve the lost information while
averaging, closure models which describe the important physics are used. Most
of these closure models till date are correlations due to the complicated nature of
the flow and the difficulty involved in getting local information in the flow field.
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Although numerically stable, correlations are usually subject to failure when used
outside the assumptions made and the data range to which they were correlated.
These correlations have limited applications in transient simulations in that they
are usually correlated against equilibrium conditions. For the purpose of this
study, only two of the most common closure models (interfacial shear stress and
the liquid film thickness) utilized in annular flow are discussed below.
2.4.1 Interfacial Shear Stress
A shear stress is created at the interface between the liquid film and the gas core
as a result of the relative motion between the two phases. Realizing that a higher
shear is created on the high-speed gas core by a wavy interface than in the case of
a smooth one, Wallis[7] assumed the interface as roughened wall and calculated
the interfacial friction factor, fI , by the modification of the single phase friction
factor ( fSP ) as in equation (2.8). He utilized the dimensionless length scale of








Neglecting the effect of the liquid film velocity, the interfacial shear, τI is calculated







Even though Wallis’ model has been modified by many researchers (e.g. replacing
UG with the relative velocity), equation (2.8) forms the basis for most of the major
models currently being used. Noting the trouble involved in initially estimating
the film thickness, δ, Henstock and Hanratty[29] proposed a correlation to estimate
the film thickness as a function of the liquid film Reynolds number, ReLF , the
gas core Reynolds number, ReG, and the ratio of liquid to gas viscosities and
densities as given in equation (2.10).
fI = fSP (1 + 850F ) Horizontal Pipe Flow
fI = fSP (1 + 1400F ) Vertical Pipe Flow





Asali et al.[30] scaled the single phase friction factor using a friction length scale, lf
(given in equation (2.11)), having realized the less influence of the tube diameter






In order to account for a wide range of liquid-air flows, pipe diameters and
flowrates, Ambrosini et al.[31] modified the correlation of Asali et al.[30]. The
modified correlation is expressed in terms of dimensionless parameters such as the
gas Reynolds number (ReD), the diameter based Weber number (WeD) and the
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where, h is the film height and UG∗ is the friction velocity expressed as (τi/ρG)0.5.
Brauner and Maron[32] made further modifications by adding a "memory effect"
to enhance calculations for transition between smooth and wavy stratified flow[4].
Similarly, the effects of viscosity variations on interfacial shear were tested by
Fukano and Furukawa[33] and a viscosity correction term was added. Finally, in
order to satisfy a larger database, the correlation was shifted by Fore et al.[34].
Adopting a power law relationship between the interfacial shear (τI) and the wall







where, R and RW refer to the local radius and tube radius respectively. A similar
approach (i.e. power law relationship) was utilized by Dobran[36] to obtain the
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where δ+ refers to the average liquid film height, δt+ is the liquid film height to the
wave troughs, µL represents the liquid phase momentum diffusivity and n and C1
are constants obtained from data. The base liquid film was modeled considering
single phase flow while the wavy top of the liquid film was taken to be a function of
the height of the wave instead of the wall distance. Hence, a modified diffusivity[4].
By correlating to air/water data, Dobran[36] obtained an expression for δt+.
By utilizing the law-of-the-interface method, Kumar and Edwards[37] tried to
minimize the number of correlations involved with the modeling of the interfacial
shear stress by adopting a comparable law-of-the-wall relation to determine the
shear directly from the turbulent kinetic energy. Upon realizing the relationship
between the single-phase shear stress (τ) and the turbulent kinetic energy (k) as
shown in equation (2.16):
τ = Cµρk (2.16)
Kumar and Edwards[37] made a similar assumption for the interfacial shear stress
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as presented in equation (2.17).






where U+ is the dimensionless velocity obtained from a logarithmic relationship
analogous to the law-of-the-wall with normalized terms against the film height,
interfacial velocity and shear. Ui and UL being the interfacial and liquid velocities
respectively. No agreement with data was established due to the entrainment
model utilized in their study.
2.4.2 Liquid Film Thickness
The liquid film thickness (height), δ, is mainly correlated against the liquid film
Reynolds number, ReF . By way of modification, other terms are included by some
researchers to consider the effects of viscosity, density and buoyancy. Among the
earlier researchers is Kosky[38], who, through a force balance of the liquid film,
determined the average film thickness by assuming turbulent flow in the liquid
film. Two equations were developed for the liquid film thickness for two regions
of δ+.
δ+ = (0.5ReF )
1/2 for δ+ < 25
δ+ = 0.0504ReF
7/8 for δ+ > 25
(2.18)
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where U∗ refers to the friction velocity. ReF refers to the liquid film Reynolds





where, Dh,F and UF represent the hydraulic diameter and velocity of the liquid
film respectively.
The low ReF flow model of Kosky[38] was modified by Asali et al.[30] in order
to fit their data for air/water and air/aqueous glycerin vertical pipe flow. The
derived correlation in their case is given as:
δ+ = 0.34ReF
0.6 (2.21)
The entrained droplet size and interfacial friction factor were re-correlated later
on by Ambrosini et al.[31] for a large range of data with different working fluids
and tube diameters. Their data fitted best when they adopted the average
film thickness correlation (for ReF < 1000) of Asali et al.[30] and the model
of Kosky[38] (for ReF > 1000).
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2.5 Flow Reversal and Liquid Loading
Two main approaches exist in the literature for the study of flow reversal and
liquid loading. These are, (i) the concept of liquid droplet entrainment and (ii)
the concept of liquid film stability.
2.5.1 The Concept of Liquid Droplet Entrainment
As part of the founding researchers, Turner et al.[39] argued that liquid removal
from gas wells can be taken care of by utilizing two physical models. First, a
model from the liquid film movement on the pipe wall and second, a model from
the entrained droplets flowing in the high-speed gas core. For the movement of
the liquid film along the wall, they based their analysis on the fact that the film
on the pipe wall must be carried upward in order to avoid liquid loading in the
gas well. As a result, they came up with a model which is adopted to compute the
minimum gas flow rate needed to achieve this goal. They adhered to the analysis of
Dukler[40] and Hewitt[41]. In the entrained liquid droplet model, they utilized the
mechanics of particle and drop breakup to establish a relationship for the minimum
gas flow rate that would be needed to carry or lift the liquid droplets out of the gas
well. They found that the minimum gas velocity is simply the terminal velocity
of the droplet. They recommended an upward adjustment of 20% in the model
to ensure its accuracy. The models were validated with field data from gas wells
with wellhead pressures mostly above 500 psi (high pressure wells). After field
observations, it was concluded that prediction based on the liquid film movement
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were inaccurate. It was therefore, recommended that predictions should be based
on the entrained droplet model alone in order to ensure a complete removal of the
liquid phase from the gas well.
Most of the wellhead flowing pressures observed in the field data of Turner et al.[39]
were very high (above 500 psi). Coleman et al.[42] then adopted Turner’s model in
a field test where the wellhead flowing pressures were below 500 psi (low pressure
gas wells). It was noticed that the model could predict better results corresponding
to field data without any modification to Turner’s model as suggested by Turner
and his colleagues. Coleman and his team observed that the pressure and diameter
of the wellbore contributed intensively in the commencement of liquid loading.
However, they suggested that gravity, temperature and interfacial surface tension
have less contribution to this phenomenon and their effects could be neglected.
Nosseir et al.[43] followed the fundamental analysis of Turner but considered
different conditions of the flow resulting in different flow regimes. They noted
that at some instance (with a particular flow regime), Turner’s model worked
perfectly without the 20% upward adjustment as suggested by Turner and his
group. They observed again that the model depended on the type of flow regime
which Turner and his group only consider as a constant turbulent flow regime
(104 ≤ Re ≤ 2×105). They then came up with two models that do not consider an
empirical adjustment but performs better with field data. Their models consider
the different flow regimes (transition and highly turbulent).
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In 2002, Li et al.[44] observed that deformation of falling droplets in the gas phase
was neglected in Turner and Coleman’s models. They proposed in their work that
as the droplets are entrained in the high-speed gas phase, they are deformed as
a result of pressure distribution and they change shape from spherical to convex
bean whose sides are not equal (flattened shape). Analyses showed that spherical
droplets have smaller surface area compared to that flattened droplets and as such
require a higher value of the terminal velocity and critical flow rate to be entrained
while those with flat-shapes are easily carried out of the well.
Westende[5] conducted an experiment to measure the size of the droplet at the
start of liquid loading using 2-in ID vertical pipe. It was observed that there
were no falling droplets and that the size of the droplet was smaller than the
diameter required to achieve the settling velocity by one order of magnitude. It
was concluded however, that the idea of liquid loading should be characterized by
the liquid film instability.
Tan et al.[45] in their paper came up with a model which considers the dependence
of liquid droplet diameter on the critical liquid flowrate removal from gas wells.
Their model was based on observational technique. They compared and evaluated
the performance of various critical liquid removal flow rate models by examining
model outputs. They noticed that the critical liquid removal flow rates determined
by the different models varied significantly. Utilizing the balance relationship
between the total surface energy of the droplets of the liquid and turbulent kinetic
energy of gas flow, they obtained the new model under critical conditions. A
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droplet diameter was obtained from the balanced total surface free energy, which
was then substituted into Turner’s equation for critical liquid removal velocity to
end up with the new model. They then verified the reliability of the new model
by comparing its results with gas well production data from four gas reservoirs in
China. The model was again compared with models by Turner et al.[39], Coleman
et al.[42] and Li et al.[44]. It was found after comparison that the new model gave
almost the same results with Li et al.[44] when the tubing pressure is less than
10 MPa and production gas-water flow rate ratio (GWR) exceeds 1× 104 m3/m3
while with a GWR values between 0.137 × 104 m3/m3 and 1 × 104 m3/m3, the
new model approaches that of Coleman et al.[42].
2.5.2 The Concept of Liquid Film Stability
Zabaras et al.[46] conducted an experiment to investigate an upward co-current
liquid and gas annular flow in a 2-in ID vertical pipe. They observed a liquid
film flow changing behavior near the wall of the pipe. They noticed from their
analysis that the liquid film flowed in the opposite direction at low gas flow rates.
As the film flowed in the reverse direction, the dominant flow regime observed was
the churn flow. However, the liquid film was found to be flowing in the upward
direction at high gas flow rates and the noticeable flow pattern was annular flow.
The direction of the wall shear stress was determined and it was observed that
the shear stress gave a negative value for high gas flow rates showing a correlation
for the local film thickness. At the reversal condition, it was noticed that the sign
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of the wall shear stress changed periodically.
Adopting water and air as the main test fluids, Belt[47] conducted an experiment
to study film reversal in 2-in ID vertical and inclined pipes. Film distribution
mechanisms were investigated through the observation of wave characteristics,
interfacial friction and secondary flow. He measured the film thickness by utilizing
conductance sensors. He demonstrated that the prediction of the interfacial
friction can be achieved by roll waves height and spatial distribution. In
conclusion, he said that in determining the liquid film thickness, the roll waves
must be considered.
In his experiment, Yuan[48] investigated liquid loading and well deviation effects
associated with gas wells. It was established that the superficial gas velocity
conforming to the least pressure gradient concurs with the start of liquid loading.
He noticed as the superficial liquid velocity increases, liquid loading tends to occur
at higher gas flow velocities.
Guner[17] conducted an experimental study on liquid loading of a gas well by
adopting air and tap water as test fluids in a 3-in inner diameter pipes. The
experiment was conducted using deviation from 0◦ to 45◦ from the vertical. A
total number of 156 tests were conducted and CFD simulations were performed
to comprehend the velocity and phase distributions. The experiment showed that
increasing the deviation from the vertical increases the critical gas velocity of liquid
loading. It was again noticed that the superficial gas velocity corresponding to
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complete film reversal could be used as the critical gas velocity to predict initiation
of liquid loading for vertical and deviated wells.
2.6 Numerical Studies on Flow Reversal and
Liquid Loading
Very little has been done on computational modeling of annular flow in a vertical
pipe especially for liquid film reversal and liquid loading. In the following, we
present some of the numerical studies reported in the literature.
Predicting the formation of water buildup in a gas well, Dousi et al.[49] proposed
that gas wells can operate at two different rates, namely, a stable rate where full
production is observed and a lower metastable rate where the effects of liquid
loading is significant. It was observed in their analysis that even at a metastable
state below the critical value proposed by Turner et al.[39] or the minimum stable,
the gas well can still produce. The model did not describe the physics of the flow
in the liquid film so no information on that was provided.
Vieiro et al.[11] applied CFD techniques to study the two-phase liquid loading
phenomenon. They used a 2D (axisymmetric) simplification to execute the
numerical simulation in ANSYS CFX® version 13.0 by adopting the homogeneous
model. The criterion used to determine the critical gas velocity was not clearly
defined in their work. However, the pressure drop measurement showed good
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agreement with some of the data from Westende[5]. Included in their work were
measurements of liquid film thickness, velocity profiles and liquid volume fractions.
Despite the numerous studies reported in the open literature, very little has been
done in the area of applying numerical techniques to modeling annular flow and
flow reversal. This study therefore aims at modeling annular flow through the use
of numerical techniques and predicting the onset of film reversal. The assertion
that the superficial gas velocity corresponding to the onset of film reversal could
be used as the critical gas velocity to predict the initiation of flow reversal is
adopted for study in this work.
2.7 Liquid Loading Criterion
Studying liquid loading phenomenon through liquid film flow reversal in vertical
pipes is related to the churn flow-annular flow transition[3]. For a gas flow velocity
above that for the flow reversal will result in upward annular flow. A correlation for
the flow reversal condition (churn flow-annular flow transition) was first proposed
by Wallis[10]. The correlation is the modified gas phase Froude ( FrG) number
which is given in equation (2.6). The transition occurs in regions where FrG ≈ 1.
Wallis[10] suggested for the flow reversal condition, FrG has a value of 0.8− 0.9.
Noted by Hewitt and Hall-Taylor[3], two criteria can be used to predict the onset of
liquid loading. These criteria are the minimum pressure gradient and the zero-wall
shear stress. If the gas velocity is gradually reduced in an upward co-current
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flow, the pressure gradient falls until a minimum is reached. At this instant,
the flow reversal point is reached. Due to the effects of the gravitational force in
upward annular flow, the liquid film shear stress falls from the interface to the wall.
Reducing the gas velocity decreases the interfacial shear stress. Gradually, the
wall shear stress falls to zero. Further reduction in the interfacial shear can result
in a negative wall shear stress, an indication of downward liquid film movement
(flow reversal) on the wall. Most experimental analyses use the minimum pressure
gradient as the point for flow reversal as presented in the work by Westende[5]
and Guner[17].
2.8 Two-Phase Modeling Techniques
At the moment, two main approaches exist for solving multiphase flow problems
using computational fluid dynamics (CFD) techniques[50]. The first being the
Euler-Lagrange approach and the second, the Euler-Euler approach.
The Euler-Lagrange approach treats the fluid phase as a continuum by solving the
Navier-Stokes equations while the dispersed phase on the other hand, is solved by
means of tracking many particles, droplets or bubbles via the computed flow field.
Momentum, mass and energy exchange can occur between the dispersed phase
and the fluid phase. In this approach, the dispersed phase is assumed to occupy
a small volume fraction although high mass loading is acceptable. Computations
of the droplet or particle trajectories are done individually at specified intervals
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during the fluid phase calculation[50]. This makes the Euler-Lagrange approach
inappropriate for modeling some typical multiphase problems (such as, fluidized
beds, liquid-liquid mixtures or any application requiring the computation of the
volume fraction of the secondary phase). However, the Euler-Lagrange approach
is suitable for the modeling of coal and liquid fuel combustion, spray dryers and
some particle-laden flows.
The Euler-Euler approach treats the distinct phases as interpenetrating continua
with each phase occupying a certain volume in the flow domain. The volume
fractions of each phase are assumed to be continuous functions of time and space
and they sum up to unity. Derivation of conservation equations for each phase
is made to yield a set of equations, with similar structure for all phases. These
derived equations are usually averaged; hence, the microscopic characteristics are
lost. However, the lost information as result of the averaging are accounted for via
the utilization of closure models[4]. These closure models depend on the physical
phenomena being modeled. Three averaging methods are found in literature,
namely, time, space and ensemble averaging.
2.8.1 Available Euler-Euler Models
Three different Euler-Euler models are provided in ANSYS Fluent®, namely, the
mixture model, the volume of fluid (VOF) model and the Eulerian model.
The mixture model on the other hand, is capable of handling two or more phases
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(fluids or particulates). The phases involved here are treated as interpenetrating
continua. This model solves the mixture momentum equation and prescribes
relative velocities to describe the dispersed phases. However, it can be used to
model homogeneous multiphase flow without relative velocities for the dispersed
phases.
The VOF model being a surface-tracking technique is applied to a fixed Eulerian
mesh. Designed for two or more immiscible fluids, VOF is employed where the
position of the interface is of great interest. Under this model, the involved fluids
share a single set of momentum equations and the volume fraction of each fluid
in each of the computational cell is tracked throughout the flow domain. It is can
be applied to several multiphase flows such as stratified flows, sloshing, filling,
free-surface flows, large bubble motion and the steady or transient tracking of any
liquid-gas interface. Even though this model (VOF) has proven to be successful
in many researches[24][20], it does have some limitations when it comes to flows
where there is momentum exchange between the phases[51]. This is because the
phases involve share a common set of equations and as a result, the momentum
exchange between them is ignored.
Finally, the most complex model among the multiphase models in ANSYS
Fluent® is the Eulerian model[50]. A set of momentum and continuity equations
are solved for each phase involved. Coupling in this method is achieved through
the pressure and interface exchange coefficients. The momentum exchange
between the phases is dependent on the type of mixture being modeled. Areas
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of applications include bubbly columns, risers, particle suspension, and fluidized
beds. It can model multiple separate, yet interacting phases.
Accordingly, the Eulerian model and the VOF model with surface tracking
technique are the most widely used to model two-phase air-water flows.
Incorporated in ANSYS Fluent® is a way to utilize both the Eulerian and VOF
model. This is done by selecting the Multi-Fluid VOF model under the Eulerian
multiphase model. This allows the researcher to be able to use the sharpening
interface tracking schemes like Geo-Reconstruct, compressive, CICSAM and
Modified HRIC under the Explicit VOF option. This model has the advantage
of overcoming some limitations of the VOF model due to the shared velocity
and temperature formulation. The numerous applications of this model include
the study of flooding phenomenon[51] and study of churn flow[25][52]. It is often
adopted for cases requiring sharp treatment of the interface. For details about this
formulation, please refer to user manual of ANSYS Fluent® commercial software.
Eulerian Multi-Fluid VOF Model
The main governing equations for the flow in the Eulerian Multi-Fluid VOF model
are the independent momentum and mass conservation equations for the two
































Fq + Flift,q + Fvm,q + Ftd,q
)
(2.23)
where τ̄ q is the phase q stress-strain tensor and it is given as:











∇ ·Uq Ī (2.24)
where Uq is the velocity of phase q ; ṁpq is the mass transfer from phase p to
phase q ; ṁqp is the mass transfer from phase q to phase p; Sq is a source term;
αq is the volume fraction of phase q ; µq is the shear viscosity of phase q; λq is
the bulk viscosity of phase q; Fq is an external body force; Flift,q is a lift force;
Fwl,q is a wall lubrication force; Fvm,q is a virtual mass force; Ftd,q is a turbulent
dispersion force; Rpq is an interaction between phases; p is the pressure shared




Up; if ṁpq > 0
Uq; if ṁpq < 0
(2.25)
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In a similar way,
Uqp =

Uq; if ṁqp > 0
Up; if ṁqp < 0
(2.26)
Appropriate closer relationships are required for the interphase force Rpq, in
equation (2.23). Rpq depends on friction, pressure, cohesion and other effects.
It is subject to the conditions:
Rpq = −Rqp and Rqq = 0 (2.27)







where Up and Uq are the phase velocities; Kpq = Kqp is the interphase momentum





where Ai is the interfacial area; dp is the bubble or droplet diameter of phase p;












where CD is the drag coefficient which is usually computed from empirical






2.8.2 Available Drag Models
Almost all definitions of the drag function, f , comprise of a Reynold-number-based
drag coefficient, CD. There are several models in the open literature for the
calculation of CD in equation (2.31). The available drag models in ANSYS
Fluent® commercial code include, Schiller-Naumann model[53], Morsi-Alexander
model[54], symmetric model, Grace et al. model[55], Tomiyama et al. model[56],
Ishii model[57] and Anisotropic drag model. The Schiller-Naumann model is
generally applicable to all fluid-fluid multiphase simulation. Morsi-Alexander
model adjusts the function definition frequently over a large range of Reynolds
number making it the most complete model. The only problem with this model
is that it is less stable compared with the other models. The symmetric drag
model is more suitable for flows where the secondary phase in one region of the
domain becomes the primary (continuous) phase in another. Grace et al. model
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and Tomiyama et al. model more applicable to bubbly flows. Ishii model is
applicable to boiling flows only. For free surface flow applications, the anisotropic
drag model is recommended. This drag model is based on a higher drag in the
normal direction to the interface and a lower drag in the direction tangential to
the interface. Detailed mathematical relations can be found in ANSYS Fluent®
commercial software.
2.9 CFD Simulation Methodologies for Two-Phase
Flows
Several numerical methodologies reported in the literature for the modeling of
two-phase flow are described in this section. The flow features in this study has
shown that both the gas and the liquid phases are in the turbulent flow regime
and the liquid film flow exhibits near-wall flow features. Due to the amount of
computational resources required to solve the time dependent Navier-Stokes (N-S)
equations, in most of the available literature, the Reynolds-averaged Navier-Stokes
(RANS) equations are usually solved for turbulent flows, hence, serve as the main
governing equations for the transport of the averaged flow quantities. The RANS
equations are time-averaged[58] and primarily used to describe turbulent flows.
Expressed below are the Reynolds-Averaged Navier-Stokes (RANS) equations in












































where Ui and u′i are the mean and the fluctuating velocity components (i = 1, 2
for 2D flows); Pi is the pressure gradient; µ and ρ are the dynamic viscosity
and density of the fluid; xi represents the coordinate; and the last term, ρu′iu′j
represents the effects of turbulence and is referred to as Reynolds stress tensor.
To close the RANS equations, the Reynolds stress tensor must be modeled [58].
One common approach to achieve this is to use the hypothesis of Boussinesq to





















and µt is the turbulent or eddy viscosity which is a function of k and ε (in k −
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ε model) or k and ω (in k − ω model). These models are described in the
next section. Generally, turbulent flows show characteristics of small fluctuations
in velocity and pressure fields. Usually, these fluctuations are computationally
expensive to resolve, hence the time-averaging of the Navier-Stokes equations[19].
2.9.1 Overview of Turbulence Models
To close the RANS equations, the Reynolds stress tensor is modeled to account
for the effects of turbulence and the increased viscosity. The most commonly used
transport equations available in literature for two-phase flow turbulence modeling
are the two- equation models (k−ε, and k−ω models). The first equation is for the
turbulent kinetic energy, k, and second equation for the turbulent dissipation, ε, or
the specific turbulence dissipation rate, ω. The second equation usually determines
the scale of the turbulence. Using the two-equation models, computational time
is significantly minimized[19]. These two additional equations are added to the
averaged N-S equations and computed. In this thesis, only the k − ε turbulent
model will be studied in detail.
The k − ε Turbulence Model
This closure model has been effectively utilized by many researchers in a wide
range of multiphase flow applications including bubbly flows, slug flows, stratified
flows, churn flows, annular flows and sedimentation phenomena as reported by
Han[19]. It was also utilized in the study of low liquid loading phenomena
by Karami et al.[59]. ANSYS Fluent® commercial software makes available
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three options for the k − ε turbulence model, namely, standard k − ε model,
renormalization-group (RNG) k − ε model and realizable k − ε model. The main
differences between these models are: (1) turbulent viscosity calculation method,
(2) the turbulent Prandtl numbers that govern the turbulent diffusion of k and ε
and (3) the generation and destruction terms in the ε− equation [50].
Proposed initially by Launder and Spalding[60], the standard k − ε is a high
Reynolds number turbulence model and as such only applicable to fully turbulent



























































In the above equations, Gk is the generation of turbulence kinetic energy due to
the mean velocity gradients; Gb is the generation of turbulence kinetic energy due
to buoyancy; YM is the contribution of the fluctuating dilatation in compressible
turbulence to the overall dissipation rate; C1ε, C2ε and C3ε are constants; σk and
σε are the turbulent Prandtl numbers for k and ε respectively; Sk and Sε are
user-defined source terms. The turbulent viscosity, µt in the standard k − ε is
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where Cµ is a constant. Commonly used values for the constants in the above
transport equations obtained from experiments are as follows [60]: C1ε = 1.44,
C2ε = 1.92, Cµ = 0.09, σk = 1.0 and σε = 1.3. There have, however, been
several improvements to improve its performance. The RNG k− ε model and the
realizable k− ε model are other alternatives with improved performance than the
standard k − ε model.
The realizable k − ε was proposed by Shin et al.[61]. Comparing to the standard
k−ε model, the realizable k−ε has a new formulation for the turbulent viscosity.
It also has a new form of the transport equation derived for the dissipation rate,
ε. This model has the advantage of predicting the spreading of both planar and
round jet accurately. The realizable k−ε model by its form is also a high Reynolds





































































2SijSij; Gk, Gb, YM , Sk and Sε have
the same description as in the standard k−ε model; C2, C1ε and C3ε are constants.
The eddy viscosity (turbulent viscosity) is obtained from equation (2.39) but Cµ










SijSij + Ω̃ijΩ̃ij (2.43)
and
Ω̃ij = Ωij + 2εijkωij (2.44)
where
Ωij = Ωij + εijkωij (2.45)
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where Ωij refers to the mean rate of rotation tensor viewed in a moving reference
































The model constants are given as: C1ε = 1.44, C2 = 1.9, σk = 1.0 and σε = 1.2.
Initial results from Shin et al.[61] and Kim et al.[62] showed that this model can
provide best performance in separated flow and flows with complex secondary
flow. However, specific conditions for its superior performance over the RNG
k − ε model is unclear[19].
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Yakhot and Orszag[63] proposed the RNG k−ε model which was basically derived
from the instantaneous N-S equation by utilizing a rigorous statistical technique
known as "renormalization group" method, hence the name RNG k − ε model.
Four main improvements are made in this model, namely, (1) it has a new term
in its Îţ equation to improve the accuracy of simulating rapidly strained flows; (2)
consideration is made for the effects of swirl and hence more accurate for swirl
flow application; (3) unlike the standard k−ε model, where constant values of the
turbulent Prandtl numbers are used, the RNG k − ε model utilizes an analytical
formula; and (4) an analytically derived differential equation is provided for the
effective viscosity that accounts for low-Reynolds number effects.
The two additional transport equations in the RNG k − ε turbulence model are












































G b refers to the generation of k due to buoyancy as function of gravity and







In this study, Gb = 0, because the temperature remains constant. YM represents
the dilatation term. This term is utilized in compressible flow since it reflects the
compressibility of high-Mach number flows on turbulence. It is usually neglected
in incompressible flows. αk and αε represents the inverse effective Prandtl numbers
for k and ε and are calculated from the following relation derived from the theory
of RNG:
∣∣∣∣ α− 1.3929αo − 1.3929
∣∣∣∣0.6321∣∣∣∣ α + 2.3929αo + 2.3929
∣∣∣∣0.3679 = µµeff (2.55)
Here, εk = 1.0; µ is the fluid physical viscosity; and µeff is the effective viscosity
(the sum of the molecular viscosity of the fluid and turbulent viscosity of the
flow). In ANSYS Fluent® commercial software, Sk and Sε are user-defined source
terms. In the current study, these source terms are set to zero since there no
specific sources to generate or dissipate k. Rε is an additional term found in the














where η = S k
ε
(S refers to the modulus of strain rate tensor), ηo = 4.38,
and β = 0.012. C1ε, C2ε and C3ε are constants. C3ε is not specified in
ANSYS Fluent®, instead it is computed by ANSYS Fluent®. According to
Choudhury[64], the values of Cµ, C1ε and C2ε are analytically derived from RNG
theory and respectively take values of 0.0845, 1.42 and 1.68.
For the RNG turbulent to better handle the low-Reynolds number and near-wall
flows, a differential equation is utilized to compute the turbulent viscosity, µt.










ν ′3 − 1 + Cν
(2.57)





, µeff = µ+µt and Cν = 100.
2.9.2 Surface Tension Modeling
In the modeling process, surface tension becomes an important variable to
consider. It results from the sharp changes in the molecular forces of attraction
at the two-phase interface due the discontinuous changes in properties. Usually
in complex geometries, modeling this local force becomes a stressful task. Two
main surface tension models commonly used include, the continuum surface force
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(CSF) and the continuum surface stress (CSS).
The CSF model was proposed by Brackbill et al.[65] and it is utilized where the
surface tension is along the surface and only the normal forces to the interface are
considered. In the CSF model, the surface tension is modeled in a non-conservative
way.
On the other hand, a conservative formulation is used in the modeling of the CSS
model. The CSS is mostly used in applications involving variable surface tension.
But most commonly utilized model in literature is the continuum surface force








where κ is the local curvature of the interface, σ is the coefficient of surface tension.
In a nonconservative manner, the surface tension force in the CSF method is
written as:
FCSF = σk∇α (2.59)
For cases with variable surface tension as in the CSS model, the surface tension
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force (FCSS) is given as:








where I is the unit tensor; ⊗ is the tensor product of the two vectors; and α is
the volume fraction. Equation (2.60) is only valid for constant surface tension.
For cases where Re >> 1, the surface tension effects can be neglected for Weber





where L is the characteristic length.
2.9.3 Near-Wall Treatment
Special treatments are needed to make the k−ε models more suitable for near-wall
flows since they are basically valid for turbulent core flows, thus, flow regions
sufficiently far from the walls. Generally, the near-wall flows comprise of three
regions, namely, (1) a viscous sublayer region where the effect of molecular
viscosity is very critical in the flow transport phenomena, (2) a buffer region
where the effect of both turbulent and molecular viscosity are important, and (3)
a turbulent core region where the effect of molecular viscosity can be ignored. The
viscous sublayer is an extremely thin layer physically.
From White and Corfield[58], the velocity profile for each of the region is limited
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by the value of the dimensionless distance from the wall, y+ , according to the
law of the wall equation which is a logarithmic relationship. For y+ < 5, the flow
is in the viscous sublayer, for 5 < y+ < 30, the flow is in the buffer region and
finally, the turbulent core region exists for 30 < y+ < 1000. In the generation
of grid points, the y+ plays a key role[19]. It was proposed by Pope[66], that
the viscous effects can be considered up to y+ < 50. By using this assumption,
the grid points (mesh) in this region around the wall, can be a little coarse to
save computational time. Using this near-wall flow feature, correct grid points are
chosen in the region close to the wall.
Most researchers adopt this approach by utilizing the enhanced wall treatment
method included in ANSYS Fluent® commercial code. ANSYS Fluent® contains
subroutines that specifically solve this problem.
2.9.4 Interface Tracking Models
Visualizing the dynamic behavior of the boundaries or interfaces between fluid
components is very crucial in multiphase flow studies. Special algorithms capable
of tracking the interfaces between the fluid components are required to achieve
this purpose. As far as multiphase flow simulation is concerned, three main
interface tracking methods exist in the open literature[67], namely, Level Set
(LS) Method[68], Volume of Fluid (VOF) Method[69], and Front Tracking (FT)
Method[70]. Both the Volume of Fluid Method and the Level Set Method (LSM)
are derived using one-phase formulation[67]. In this formulation, a marker or and
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indicator function, β, is introduced to indicate the phase change by one of the






Thus, rather than having two sets of variables for each phase of the fluid mixture
(as in two-phase formulation), the marker function marks the integration volume




+∇ · (φU) = 0 (2.63)
where φ is any given physical property (density) and can be expressed as:
φ = φ1β + (1− β)φ2 (2.64)
Hence, the complexity of the computation is significantly reduced when using the
one-phase formulation for the multi-fluid problem.
According to Unverdi and Tryggvason[70], Gloth et al.[72] and Terashima and
Tryggvason[73], the front tracking method (FTM) is restricted to changes in
multiphase-fluid topologies in that a marked interface from an initial configuration
is advected and the topology is kept in the course of the simulation. This method is
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not recommended in applications where there is significant amount of topological
changes (breaking or merging of droplets) in the multiphase fluid flow.
Initially developed by Osher and Sethian[68], the level set method (LSM) defines
the interface as the zero set[74][75] of isosurface or isocontour of the given scalar
field. This level set method was adopted in the simulation works of Lakehal
et al.[71] and Sethian and Smereka[76]. A combination of Lagrangian marker
particles and level set method was made by Enright et al.[77] to achieve and sustain
a smooth geometrical description of the fluid interface. This semi-Lagrangian
approach was used to improve the mass conservation. Analogous to the VOF
method, LSM is also a one-fluid based formulation. The implicit material
interface/boundary is provided by the zero set of the scalar field, φ:
φ =

> 0; fluid 1
< 0; fluid 2
= 0; at the boundary Γ
(2.65)
where Γ : (x, y, z)|φ(x, y, z) = 0}; φ is similar to the marker function, β except
that here, the interface is defined at φ = 0. To find the zero set, one has to
extract isosurface or isocontour at a starting time. Usually, with volume faction,
α dataset, the zero set is defined at the isosurface of α = 0.5.
As given by Osher and Fedkiw[74], Enright et al.[77] and Lakehal et al.[71], the
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κ = ∇ · ∇φ
|∇φ|
(2.67)
Usually, constraints are applied on the curvature and this should be done during
physically correct simulation[67]. The universal concern of the curvature is
the surface energy minimization. This method, however, finds majority of its
applications in free surface flows.
Although LSM is a widely used method due to the simplicity in the mathematical
formulation, volume is not always preserved during the interface advection[78][79].
The main setback is usually corrected through the application of volume correction
after each numerical advection.
The volume of fluid method is one of the well-established interface volume tracking
methods[80][81] which is currently in use. This method was developed by Hirt
and Nichols[69]. The volume of each fluid phase is tracked with a sub-volume or
sub-cell. Hence, this method is sub-cells or sub-volumes based and the volume
percentage that one type of fluid takes up a sub-cell or sub-volume is tracked. VOF
method is an Eulerian method of interface tracking which obeys the conservation
of mass/volume. Unlike the FTM, VOF method can capture the topological
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changes of the moving surfaces, such as breaking up or merging of bubbles. As
indicated earlier, the VOF method is derived from the one-phase formulation. A
fraction variable, α, is defined as the integral of the marker function, β, in the






β (x, t) dV (2.68)
where typically, the control volume, V is the computational cell volume. Also,
α = 0; fluid 1
α = 1; fluid 2
0 < α < 1; interface
(2.69)




+ U · ∇α = 0 (2.70)
The VOF method also needs to approximate and reconstruct the interface at each
time step. It preserves the volume accurately, however, maintaining the topology
of the interface becomes difficult due to the process of interface reconstruction[67].
In addition to the above described interface or boundary tracking methods, there
exist also research directions for material interface reconstruction. The main
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goal of the reconstruction methods is working on rebuilding continuous interfaces
out of discrete pieces or piecewise functions, whereas the interface tracking
methods focuses on tracking the dynamic behavior of the interface. Two main
material researches exist in literature, namely, simple line interface (SLIC)[82]
and piecewise linear interface construction (PLIC)[83].
2.10 Numerical Methods for Solving the Control
Equations
The use of numerical simulations to solve a wide variety of fluid flow problems has
become a common phenomenon. This is due to the complicated nature of practical
problems in which analytical solutions are impossible and the increasingly number
of computers available today. Generally, the governing equations for the physical
processes are in the form of partial differential equations (PDEs). Two main
approaches exist for the solution of these partial equations, namely, the Grid-based
method (GBM) and the Particle-based method (PBM) as noted in the work of
Chen and Hagen [67]. For the purpose of this study, only the GBM is described.
Under GBM, the PDEs governing the fluid flow are numerically solved on a fixed
grid points. These equations are solved in using Euler approach. Thus, the
propagation of the flow properties is computed on a fixed time independent grid.
In order to solve the governing equations, they need to be transformed or
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discretized into algebraic equations that can then be solved numerically using
direct means (e.g. matrix inversion) or through iterative methods (Gauss
elimination, Gauss-Seidel, Successive over-relaxation, etc.). For information on
these solution method, please refer to Patankar[84].
2.10.1 Discretization Methods
Several discretization methods exist in literature, such as finite difference method
(FDM), finite volume method (FVM) and finite element method (FEM). These
techniques are usually developed to take the form of CFD codes to provide the
solutions. Some of the well-known CFD code packages include ANSYS Fluent,
TRAC, PHOENICS, FLOW 3D, NEKTON, FIDAP 8, MIXSIM, ICEPAK,
COMSOL and OpenFOAM.
This study focuses on the FVM since this approach is mostly adopted in the
multiphase flow applications. These methods are adopted to transform the
governing equation into algebraic equations that can be solved numerically. More
information on FDM and FEM discretization schemes can be found respectively
in the works of Thomas and Trujillo[85] and Reddy[86]. This study adopts the
FVM proposed by Patankar[84] which is commonly used by most CFD experts.
It is what the ANSYS Fluent® commercial software uses.
The FVM transforms the governing equations into a system of algebraic equations
by using a control volume approach. The differential equations are integrated
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over each control volume to produce discretized equations where each quantity is
conserved on a control volume basis.
2.11 Convergence Criteria
Three main convergence criteria often adopted for CFD simulations include,
residual values, solution imbalances and quantities of interest[87]. During a typical
CFD simulation, these three parameters are monitored to assess the convergence
of the CFD analysis.
Monitoring the values of the residuals is one of the basic ways to measure the
convergence of an iterative solution. This is because the errors in the solution
of the system of equations are directly quantified by the residuals. The residuals
determine the imbalances of the conserved variables in each control volume. Since
in a numerical solution (using iterative method), the residual never gets to zero,
a minimum value must be set. The smaller the residual, the more accurate the
solution is numerically. The default setting of the residuals in ANSYS Fluent®
commercial code is 0.001. This value can however be reduced to obtain the desired
degree of accuracy. However, in a very complicated problem analysis, attaining a
very small residual can be challenging[87].
The solution imbalances can also be monitored for convergence. Ensuring that the
conservation equations (mass, momentum, etc.) are indeed conserved at the end
of the solution is an effective way to measure CFD convergence. These imbalances
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should be sufficiently small (approximately zero) before considering a solution to
be conserved. Most authors ensure solution imbalances of smaller than 0.1%.
Making sure that there are no changes in the quantities of interest is a good
practice to consider the convergence of a CFD solution. Usually in two-phase flow
simulations, the quantities of interest include, liquid hold-up, pressure drop, mass
flow rate, etc. Monitoring these quantities can help determine the convergence of
the solution.
2.12 Summary
A review of commonly adopted CFD techniques to two-phase modeling and study
of flow reversal and liquid loading is presented. Although not much information
directly applies to the study of liquid loading phenomena, the combined knowledge
presented here can be used to successfully model liquid loading phenomena.
Most of the techniques presented indicate that the choice of the various models
(turbulence, interface tracking, near-wall treatment, surface tension, drag, etc.)
play an important role in the modeling process. The wrong choice could lead
to wrongful numerical procedure and lead to wrongful results. The consumption
of high computational resources must also be considered in the selection of the
models for the simulation.
In most of the studies, the gas velocity corresponding to the minimum pressure
gradient in the flow is taken as the critical gas velocity and its analysis is usually
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based on the liquid droplets. To the best of the author’s knowledge, no direct
application of CFD techniques based on the liquid film behavior (film reversal)





3.1 Statement of Problem
Considering the case of an annular flow through a vertical pipe in which the task
is to model the liquid film in order to predict the initiation of liquid film reversal
which would eventually lead to liquid loading. Figure 3.1 shows a schematic of
the flow field in which gas flows in the core region surrounded by a liquid film
adjacent to the pipe wall. Liquid droplets may migrate from the liquid film to the
gas core and also gas bubbles may take place in the liquid film. In this regime,
both phases flow in the upward direction and it is called co-current flow regime.
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Figure 3.1: Schematic diagrams of the flow domain
3.1.1 Study Objectives
This study aims at utilizing computational fluid dynamics (CFD) techniques to:
1. Establish a computational model for two-phase annular flow and validation
2. Model the film flow along the pipe to predict the onset of film reversal in a
vertical pipe
3. Obtain the velocity, shear stress and pressure drop variations in the flow
3.2 Governing Equations and Assumptions
3.2.1 Model Assumptions
The main assumptions made in this study include:
64
1. The flow is axisymmetric, adiabatic and incompressible
2. The net mass transfer between the two phases is zero
3. The flow is transient and solution continued until reaching quasi-steady state
4. The flow is turbulent in both phases
5. No source terms (in the form of heat source etc) are added
3.2.2 Governing Equations
This study adopts the Eulerian Multi-Fluid model presented in ANSYS Fluent®
commercial code version 16.1 as described in the previous chapter to solve
the problem due to associated advantages over the other models. Simplifying
equations (2.22) and (2.23) using the model assumptions (ṁpq − ṁqp = 0, Sq = 0,
Flift,q = Fwl,q = Fvm,q = Ftd,q = 0), the main governing equations which are
the independent mass and momentum conservation equations are simplified and




















=− αL∇p+∇ · τ̄L
+ αLρLg + RGL + FCSF
(3.2)













where the subscript L represents the liquid phase; U is the flow velocity; α is the
volume fraction; FCSF is the continuum surface force (external body force); RGL
is an interaction between phases (gas and liquid); and p is the pressure shared by
the two phases. From equation (2.28), RGL can be written as:
RGL = KGL (UG −UL) (3.4)






where subscript G, represents the gas phase; τG is the particulate relaxation time
which is expressed in equation (2.30); f is the drag function (equation (2.31))
which is obtained from available drag models as described in the previous chapter.
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Some of these drag models are made available in ANSYS Fluent® commercial
code.
3.2.3 Turbulence Modeling
High turbulence usually exist in both phases due to the high velocity gradients at
the interface between the two phases in free surface flows when differential eddy
viscosity models are used[51]. Among the available turbulence models described
in the literature, the standard k−ε turbulence model available in ANSYS Fluent®
is chosen for this study. This model is applicable to fully turbulent flow which
makes it suitable for the current study for the range of flow rates to be used. All
this model was found to be more stable for the current study. Given below are
the transport equations describing the the selected turbulence model (standard


























































In the above equations, Gk is the generation of turbulence kinetic energy due to
the mean velocity gradients; Gb is the generation of turbulence kinetic energy due
to buoyancy; YM is the contribution of the fluctuating dilatation in compressible
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turbulence to the overall dissipation rate; C1ε, C2ε and C3ε are constants; σk and
σε are the turbulent Prandtl numbers for k and ε respectively; Sk and Sε are
user-defined source terms. The following values were utilized for the constants,
C1ε = 1.44, C2ε = 1.92, σk = 1.0 and σε = 1.3. The turbulent viscosity, µt in the





where Cµ is a constant and is assigned Cµ = 0.09, in the current study.
3.2.4 Near-Wall Treatment
Adopting the standard k− ε turbulence model requires special treatments for the
flows at regions near the pipe wall to make it applicable since this model is basically
applicable to turbulent core flows as described in the literature. Pope[66] proposed
that the viscous effects can be considered up to y+ < 50. This assumption is
adopted for the generation of the finite-volume grid in the current study so as
to save computational time. In ANSYS Fluent® commercial code, the near-wall
treatment is utilized through the enhanced wall treatment option.
3.2.5 Surface Tension Model
Surface tension is an important parameter which results from the sharp changes
in the molecular forces of attraction at the two-phase interface due to the
discontinuous changes in properties. Usually, in complex geometry, modeling this
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local force becomes a stressful task. In this study, the continuum surface force
(CSF) model derived by Brackbill et al.[65] which is available in ANSYS Fluent®
code, is utilized to model the surface tension due the fact that in this study, the
surface tension is assumed constant. Since this study considers only two phases,







where κ as explained in the previous chapter is the local curvature of the interface,
σ is the coefficient of surface tension.
3.2.6 Interface Tracking Modeling
The interface between the two phases is tracked by solving a volume fraction (α),
continuity equation for the liquid phase. The equation is expressed as follows:
∂αL
∂t
+∇ · (αLU) = 0 (3.10)
For αL = 1 implies the liquid phase zone, αL = 0 implies the gas phase zone and
for 0 < αL < 1 implies the interface. The volume fraction of the gas phase (void
fraction), αG, is solved using the equation below:
αG = 1− αL (3.11)
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3.2.7 Interfacial Drag Modeling
Out of the drag models described in the literature, the Schiller and Naumann drag
model available in ANSYS Fluent® code is adopted for this study based on its
application as highlighted in chapter 2. This model has been found to be very
successful in a wide range of multiphase flow applications as found in the works of
Besagni et al.[88], Kabanda and Wang[89] and others. According to Schiller and






; Re ≤ 1000
0.44; Re > 1000
(3.12)
Substituting the results from equations (3.12) and (2.32) into equation (2.31), the
drag function can be obtained.
3.3 Computational Domain and Mesh
Both the geometry and the mesh for this study were constructed using the Gambit
software. Since the flow is axisymmetric, only half of the pipe domain is considered
in the simulation work so as to save computational time as shown in Figure 3.2a.
It should be noted that the computational domain shown in Figure 3.2 is not
drawn to scale. The computational domain is a vertical pipe of diameter, D, and
length, L. The domain is bounded by the pipe axis, two velocity inlet sections
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(liquid and gas inlets), a pressure outlet and a pipe wall. The pipe diameter, D,
is set to be 76.2 mm, the pipe length, L, is set to be 3000 mm in order to attain
hydrodynamically fully developed flow and to help obtain results for validation
against the experimental data of Guner[17]. The width of the liquid inlet is set
to 20 mm to avoid jet flow at the inlet. A section of the pipe is shown in Figure
Figure 3.2: Schematic diagram of the flow domain (a) and FV mesh (b)
3.2b to illustrate the type of finite volume (FV) mesh utilized. The mesh is made
dense closed to the pipe wall in order to capture the physical phenomena at the
liquid film region and the interface between the liquid and the gas. The mesh,
however, is made coarser towards the pipe axis so as to save computational time.
The grid transition rate utilized in this study is 1.15 with an aspect ratio of less
than 4. Three different meshes (mesh 1, mesh 2 and mesh 3) were tested for grid
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independency test. Details are presented in Table 3.1.
Table 3.1: Mesh sizes tested




Liquid film thickness distributions were measured for all the three meshes and
compared to demonstrate grid independence. There was little difference between
mesh 2 and 3. Hence, mesh 2 is selected for this study.
3.4 Initial and Boundary Conditions
3.4.1 Initial Conditions
Initially (t = 0), the pipe is filled with the gas phase at the input flow rate
surrounded by a film of liquid on the pipe wall. The liquid phase which enters
through the side of the pipe wall at a constant input velocity ensures the
continuous formation of the liquid film on the pipe wall. The pressure is set
to be 1 atm.
3.4.2 Boundary Conditions
Based on the analysis in this study, velocity inlet boundary conditions were applied
to both the liquid and gas inlets; a pressure outlet boundary condition is applied
to the pipe outlet; the pipe axis is set to be axisymmetric boundary and a no-slip
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boundary condition is applied to the pipe wall. The flow inputs for the both the









where UL and UG are the liquid and gas phase input velocities respectively; USL
and USG are the superficial liquid and gas velocities respectively; AL and AG are
the input cross-sectional areas of the liquid and the gas phase respectively; and
AP is the cross-sectional area of the pipe.
3.5 Test Matrix
The data utilized in this study is based on the experimental work of Guner[17].
Air and water are used as the phase fluids for the simulation. Properties of these
fluids are provided in Table 3.2.
Table 3.2: Phase properties for the simulation
Phase Type Density [kg/m3] Viscosity [kg/(m s)]
Air Primary 1.225 1.8 ×10−5
Water Secondary 998.2 1.0 ×10−3
The input superficial gas velocities (USG) range from approximately 38 m/s to
approximately 18 m/s and the superficial liquid velocities (USL) range from 0.10
m/s to 0.01 m/s as indicated in Table 3.3. These input values were chosen to
conform with the data points of Guner[17] in order to allow validation of the
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model.
Table 3.3: Test matrix for current simulation
Case 1 2 3 4 5 6
USL = 0.10 m/s
USG [m/s] 36.77 31.77 27.64 23.99 21.17 18.03
USL = 0.10 m/s
USG [m/s] 36.77 32.92 27.79 23.77 21.77 19.11
USL = 0.10 m/s
USG [m/s] 37.60 33.00 29.74 24.23 22.33 19.96
The simulation is conducted such that for a given constant flow input of liquid
phase, the superficial gas velocity is gradually reduced until onset of liquid film
reversal is observed. Shown in Figure 3.3 is the test matrix for a 3-in pipe diameter
on a flow pattern map using two models, one by Barnea[90] and the other by
Taitel[9].
Figure 3.3: Test matrix on flow pattern map using Barnea’s and Taitel’s models
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3.6 Convergence Criteria
In order to reach convergence, residuals were monitored for axial velocity (u),
radial velocity (v), turbulent kinetic energy (k), kinetic energy dissipation rate
(ε), and mass imbalance. In addition to the above, the liquid volume fraction
and void fraction were also monitored at some cross-sections to ensure they reach
constant values when the simulation converges.
3.7 Solution Algorithm
The simulation of the two-phase flow is carried out using the two-fluid model found
ANSYS Fluent® 16.1 software. This software uses the finite volume discretization
scheme for the model formulation. The Eulerian-Eulerian Multi-Fluid VOF
scheme in Fluent® permits the option of using the sharpening schemes such
as Geo-Reconstruct, CICSAM and compressive models, necessary to track the
interface between the two phases accurately. This model when used, overcomes
some of the flaws of the VOF scheme as a result of the shared velocity and
temperature formulations[51][26]. Hence, its adoption for the current study.
This is because a set of Navier-Stokes equations (NSEs) is solved for each phase
involved. The outline below is the summary of the solution procedure used.
1. A transient solver using an implicit time step size of 0.0001 s is employed.
2. Simulation was carried out adopting Eulerian-Eulerian Multi-Fluid VOF
model.
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3. Phase coupled SIMPLE scheme was used for the pressure velocity coupling.
4. For the spatial discretization schemes, the following were used:
I Least squares cell based for gradient
II Second order upwind for momentum, turbulent kinetic energy and
turbulent dissipation rate.
III Modified HRIC scheme is used for the Volume Fraction.
IV First order implicit was used for the transient formulation
5. Scaled absolute values of the residual of the calculated variables were monitored




4.1 Mesh Independency Test
As described in the previous chapter, three different finite-element meshes were
studied as detailed in Table 3.1. The dynamic liquid film thicknesses (δ) calculated
using isosurface values of constant volume fraction of 0.5 as the interface were
compared when the flow reached quasi-steady state for a section in the flow domain
located at x = 2.5− 2.70 m. At that state, the mass imbalance was less than 5%
as shown in Figure 4.1.
Figure 4.2 shows the dynamic film thickness distribution in the flow domain for the
mesh independency test. A similar approach was utilized by Chen[51]. The results
indicate that mesh 2 and mesh 3 have almost same liquid film wave fluctuation.
Hence, mesh 2 is adopted in the current study to reduce computer time.
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Figure 4.1: Time variation of the calculated mass imbalance for the case of
USL = 0.05 m/s and USG = 21.77 m/s
Figure 4.2: Variation of liquid film thickness with mesh types for a section
(x = 2.5− 2.7 m) in the flow domain
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4.2 Time Step Independency Test
In order to select a time step size (∆t) capable of providing a more accurate
results, four different time step sizes were studied and the resulting time averaged
liquid (water) holdup were compared with the available experimental data. In
this test, the time-averaged liquid holdup (HL) was calculated for the case of
superficial gas velocity of 36.77 m/s and superficial liquid velocity of 0.10 m/s.
The computational simulation continued for 1s for different time steps and the
obtained results for HL were compared to the data stated in the experimental
work by Guner[17] who reported a liquid holdup of 0.0165 as shown in Table 4.1.
The results show that the choice of time step size can significantly affect numerical
accuracy. The results shown in Table 4.1 indicate that more accurate results are
obtained using smaller time steps. The time step size of 0.0001 s was selected for
this study due to computational time limitation.
Table 4.1: Variation of liquid holdup with different time steps (∆t)
∆t[s] HL [-] Error [%] Simulation Time [minutes]
0.01 0.0474 187.27 12
0.001 0.0315 90.91 1,184
0.0001 0.0187 13.33 2,656
0.00001 0.0171 3.63 5,111
4.3 Model Validation
In order to test the accuracy of the present 2D axisymmetric numerical model,
some of the results were compared with the corresponding experimental data
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obtained by Guner[17]. The experiments were conducted at an average operating
pressure of 1 bar at adiabatic conditions, with superficial gas velocities ranging
from approximately 2 m/s to 40 m/s and superficial liquid velocities ranging from
0.01 m/s to 0.10 m/s in a 76.2 mm pipe. It should be noted that only the data from
the vertical pipe orientation is considered in this study for superficial gas velocities
ranging from approximately 18 m/s to 37 m/s. The test matrix for the current
study is presented in Table 3.3. The test section of the pipe is approximately 16.46
m (54 ft) long in the experimental setup. In order to minimize computational time
and also ensure hydrodynamically fully developed flow, only length of 3 m was
considered in this study. Pressure gradients measurements from the experiments
were compared to that predicted by the model developed in this study as shown
in Figure 4.3.
Figure 4.3: Variation of pressure gradient with superficial gas velocity
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Three different superficial liquid velocities (0.10 m/s, 0.05 m/s and 0.01 m/s) were
simulated, maintaining each superficial liquid velocity constant while gradually
reducing the superficial gas velocity in each simulation as shown in the test matrix
in Figure 3.3. As can be seen in Figure 4.3, pressure gradient measurements by
the model are in good agreement with the experimental data.
4.4 Critical Superficial Gas Velocities (USG,cr)
The computational simulation of the phenomenon of liquid film reversal started by
considering a liquid film flowing upward adjacent to the pipe walls with a constant
superficial liquid velocity (USL) together with a very high superficial gas velocity
(USG) in the core region. The gas velocity, USG , is then gradually reduced at
small intervals until part of the liquid film reverses its flow direction and starts
to move downwards. This moment refers to the phenomenon of film reversal
and the corresponding USG is called the critical superficial gas velocity (USG,cr).
It should be noted here that the critical superficial gas velocities computed in
this study, refer to those velocities corresponding to the beginning of liquid film
reversal. USG,cr is computed for the three different superficial liquid velocities
(0.10 m/s, 0.05 m/s and 0.01 m/s) utilized in this study. In the experiments, the
film reversal initiation was identified through visualization of change in direction
by the liquid film through high speed videos. In the numerical simulations,
a similar approach is observed where the beginning of liquid film reversal was
identified by close inspection of the flow pattern variation and gestured by the
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manifestation of local downward liquid velocities in the neighborhood of the pipe
walls. This phenomenon is referred to as the onset of liquid film reversal or
simply film reversal. Figure 4.4 shows a comparison between the critical gas
velocities predicted by the model at different superficial liquid velocities and the
experimental results reported in the work by Guner[17].
Figure 4.4: Critical superficial gas velocities for three superficial liquid velocities
and comparison with experimental results reported by Guner[17]
The figure shows a good agreement with a maximum difference of 4.48% between
the computed and measured critical gas velocities. This difference is considered
very small and may be attributed to the identification of the beginning of liquid
film reversal and may also be due to the mode of liquid injection into the flow
domain in the computational model. In the experiments, the air and water enter
the test section through a mixing tee while the water enters in this study through
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pipe wall section with air is injected from below. The mode by which the liquid
phase is introduced into the channel can significantly affect the results as observed
in the works of Hewitt and Hall-Taylor[3].
4.5 Typical Flow Field
The streamlines inside the air and water phases for a superficial liquid velocity of
0.10 m/s and superficial gas velocities of 31.77 m/s 18.03 m/s downstream of the
liquid inlet section is presented in Figure 4.5a and 4.5b respectively to show the
characteristics of the flow field. Both Figure 4.5a and Figure 4.5b show a typical
annular flow pattern.
Figure 4.5: Typical flow field: a) higher USG (USG = 31.77 m/s) and b) lower
USG (USG = 18.03 m/s) at USL = 0.1 m/s,
However, Figure 4.5b shows some film reversal condition at the pipe wall which
could present some intermittent flow (as observed in the flow pattern in Figure 3.3
using the model by Barnea[90]). It can be seen that when the amplitude of the
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forming wave at the liquid inlet section reaches its maximum value, it starts to
move upwards. In Figure 4.5a, the liquid phase travels as thin film and it is carried
out of the pipe due to the higher gas velocity (31.77 m/s) resulting in an annular
flow pattern. The waves in this flow pattern tend to be flatter. All simulated cases
with comparatively high gas velocities show that all the liquid film moves upward
out of the pipe. As the superficial gas velocity reduces to 18.03 m/s, the shear
force imparted on the liquid film by the gas phase becomes insufficient to carry
the liquid phase to the pipe exit section while keeping complete upward liquid film
movement. As a result, the liquid film thickens, thus producing a circulatory flow
region in the liquid phase causing part of the liquid film to move downward near
the pipe wall. This is accompanied by the formation of flooding waves that have
higher frequencies and tend to cause the continuous throwing of the liquid phase
(water) in the region located above the liquid inlet section. In all the simulated
cases with gas velocities below the critical superficial gas velocities, part of the
liquid film flows downwards periodically.
In their work, Da Riva and Del Col[25] reported that the gas flow velocity increases
on the windward side of the wave and results in a flatter velocity profile at the
crest followed by flow separation with large wake just after the wave crest.
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4.6 Effects of Liquid and Gas Superficial Velocities
Three sets of results are presented. First, contour plots of the phase distributions
in the pipe; second, plots of the streamlines and; finally, the velocity vectors in
the flow field are provided for detailed visualization. In all the three sets, the
pipe is divided into three regions (inlet region, middle region and upper region)
for the visualization. To visualize the full pipe phase distributions, the divisions
are as follows: inlet region (0.97 m to 1.6 m), middle region (1.6 m to 2.3 m)
and upper region (2.3 m to 3.0 m). Considering air-water mixture for the current
simulations, the phase distributions for various superficial velocities are provided
when the flow reaches quasi-stable state.
The simulations captured some of the major characteristics of annular flow such
as the development of instabilities on the interface between the liquid film and the
gas core, the formation of large roll waves which causes most of the mechanisms
attributed to the annular flow. However, the simulation was unable to capture
the small air bubbles which are usually carried under into the liquid film and also
the droplet deposition back into the liquid film.
However, to have a detailed view at the streamlines and the velocity vectors, the
inlet, middle and outlet sections were redefined as follows: inlet section (0.97 m
to 1.05 m), middle section (1.80 m to 1.88 m) and upper section (2.75 m to 2.83
m). Presented below are the results and the discussions.
The phase distribution is estimated by the volume fraction values where for this
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particular case, a volume fraction value of 0 means the fluid is gas (air) and a
volume fraction value of 1 means the fluid is liquid. For volume fraction values
between 0 and 1, the fluid is classified as a mixture. Three zones can be observed
in the phase distribution contours; (1)the gas core zone, (2) zone of waves and
liquid droplets and (3) the liquid film zone occupying the region from the pipe axis
to the pipe wall as shown in Figures 4.6 and 4.7. For cases with sufficiently high
superficial gas velocities (Figure 4.6a to 4.6d), the interfacial shear force is high
enough to carry all the liquid phase upward as a smooth film of approximately
uniform thickness adjacent to the pipe wall. In these cases, both phases flow in the
same direction exhibiting upward co-current annular flow pattern. This is evident
in the streamlines and velocity vectors presented in Figure 4.8, 4.10, 4.12 and
4.14. In this type of flow, a smooth continuous interface is observed separating
the gas phase from the liquid phase and accompanied by a gradual reduction of
the film thickness from the inlet section to the pipe outlet section.
As the superficial gas velocity is gradually reduced while maintaining a constant
superficial liquid velocity, a point is reached where part of the liquid film on the
pipe wall reverses direction from upward flow to downward flow as observed in
Figure 4.9b, 4.11b, 4.13a and 4.15b. At this state, periodically large interfacial
waves are seen dragging the liquid film upward causing oscillatory motion in the
film. A falling liquid film can be seen in this type of flow. This is a typical feature
of churn flow[3][6][91]. This usually marks the onset of liquid film reversal which
will gradually lead to complete liquid film reversal when the superficial gas velocity
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is further reduced below a critical value. In this simulation, the superficial gas
velocity corresponding to the onset of film reversal for a constant superficial liquid
velocity of 0.10 m/s lies between 23.99 m/s and 18.03 m/s. This corresponds to
the value of 21.2 m/s obtained by Guner[17] in her experimental study.
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Figure 4.6: Phase distribution for the case of USL = 0.10 m/s and varying USG:
a) case 1, b) case 2, c) case 3 and d) case 4
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Figure 4.7: Phase distribution for the case of USL = 0.10 m/s and varying USG:
a) case 5, b) case 6, c) USG = 16.01 m/s and d) USG = 13.46 m/s
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Figure 4.8: Stream traces for the case of USL = 0.10 m/s and varying USG: a)
case 1, b) case 2 and c) case 3
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Figure 4.9: Stream traces for the case of USL = 0.10 m/s and varying USG: a)
case 4, b) case 5 and c) case 6
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Figure 4.10: Stream traces for the case of USL = 0.05 m/s and varying USG: a)
case 1, b) case 2 and c) case 3
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Figure 4.11: Stream traces for the case of USL = 0.05 m/s and varying USG: a)
case 4, b) case 5 and c) case 6
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Figure 4.12: Stream traces for the case of USL = 0.01 m/s and varying USG: a)
case 1, b) case 2 and c) case 3
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Figure 4.13: Stream traces for the case of USL = 0.01 m/s and varying USG: a)
case 4, b) case 5 and c) case 6
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Figure 4.14: Velocity vectors for the case of USL = 0.10 m/s and varying USG: a)
case 1, b) case 2 and c) case 3
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Figure 4.15: Velocity vectors for the case of USL = 0.10 m/s and varying USG: a)
case 4, b) case 5 and c) case 6
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4.7 Liquid Film Thickness
After conducting a sensitivity of liquid film thickness using liquid volume fractions
of 0.3, 0.5 and 0.7 as the interface between the two fluids, Vieiro[11] showed that
using a liquid volume fraction of 0.5 can provide a good approximation for the
measurement of the liquid film thickness. This approach has been adopted by
other researchers[51][92] where the estimation of the liquid film thickness gave
good agreement with experimental results. In order to estimate the liquid film
thickness for the current study, a similar approach was utilized. The film thickness
is computed as the average value between H = 2.5 m and H = 2.8 m and the
results presented in Figure 4.16. The estimated liquid film thicknesses (δ) were
compared with that of the experimental data using equation (4.1) which was







where D is the pipe diameter; HL is the liquid holdup; and αc is the gas core void





where fE is the liquid entrainment fraction, which can be estimated using
correlations from literature. In this study, fE was estimated using the correlation
developed by Guner[17].
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Figure 4.16 shows that the liquid film thickness increases with decreasing
superficial gas velocity for the three superficial liquid velocities as seen in the
current model result and that of the experiment. There are however some
discrepancies between the current model values and the experimental data as
the superficial gas velocity reduces. This can be due to the way the liquid was
introduced into the channel (lateral injection) as stated in section 4.4.
Figure 4.16: Variation of liquid film thickness with superficial gas velocity and
comparison with experimental data by Guner[17]
4.8 Velocity Profiles and Liquid Volume Fractions
The axial gas and liquid velocity profiles for various cases are simulated and
presented in this section. Shown in Figure 4.17 to 4.22 are the pipe outlet axial
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gas and liquid velocity profiles for the three different superficial liquid velocities
(0.10 m/s, 0.05 m/s and 0.01 m/s).
In these figures, the radial distance of the pipe is represented by the horizontal
axes and the pipe wall is represented by the rightmost point while the origin
corresponds to the pipe axis. It can be seen that for a given input superficial
liquid velocity, as the inlet gas superficial velocity decreases, the axial velocities
(both gas and liquid) also decrease. Since the diameter of the droplets of the liquid
phase is assumed to be very small, there is virtually no slip between the entrained
droplets and the gas phase in the core region. Hence, the velocity profiles of both
phases are almost the same in the gas core region as shown in Figure 4.17 to 4.22.
The axial velocity distribution is highly affected by the phase distribution. It can
be seen that the local gas velocity at the center of the pipe is higher than the
input gas velocity. This is the due to the constriction of the area the pipe formed
by the liquid phase. Hence, three zones can also be observed in the axial velocity
distribution; (1) the gas core zone with the highest velocities, (2) the transition
zone with slightly lower velocities (waves and liquid droplets) and (3) the liquid
film velocity distribution with least velocities (no-slip at the pipe wall).
As described in section 4.6, the phase distribution has a great impact on the axial
velocity distribution. The maximum values of the axial velocity are located in
the region near the pipe axis and the lower values in the vicinity of the pipe wall.
The phase distribution (liquid volume fraction) shown in Figure 4.23 presents two
regions in the flow domain. The region with the highest liquid volume fraction
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(near the pipe wall) and the region with approximately zero liquid volume fraction
(gas core section). The same liquid volume fraction profiles were observed in all
the simulated cases.
In all the velocity profiles, two unique zones were observed. The first zone
is located near the pipe wall with comparatively high liquid volume fraction
and the second one occupies the core region close to the pipe centerline with
approximately zero liquid volume fraction. Figure 4.24 shows the liquid phase
axial velocity profile and the liquid volume fraction at the pipe outlet section for
USG = 23.77 m/s at USL = 0.05 m/s. In the region where the liquid volume
fraction is approximately zero, the axial velocity profile presents a feature of a
typical turbulent flow in pipes whereas, in the vicinity of the pipe wall, velocity
reduces dramatically. A similar feature was observed in the work of Vieiro et
al.[11].
Figure 4.25 shows a detailed view of the near-wall behavior of the velocity profile
and the liquid volume fraction for the case of USG = 23.77 m/s and USL = 0.05
m/ s . In this view, all the three zones described in section 4.6 can be observed.
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Figure 4.17: Pipe outlet gas phase velocity distribution for USL = 0.10 m/s and
varying USG
Figure 4.18: Pipe outlet liquid phase velocity distribution for USL = 0.10 m/s
and varying USG
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Figure 4.19: Pipe outlet gas phase velocity distribution for USL = 0.05 m/s and
varying USG
Figure 4.20: Pipe outlet liquid phase velocity distribution for USL = 0.05 m/s
and varying USG
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Figure 4.21: Pipe outlet gas phase velocity distribution for USL = 0.01 m/s and
varying USG
Figure 4.22: Pipe outlet liquid phase velocity distribution for USL = 0.01 m/s
and varying USG
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Figure 4.23: Pipe outlet liquid volume fraction distribution for USL = 0.05 m/s
and varying USG
Figure 4.24: Axial velocity profile and volume fraction for the liquid phase for
USL = 0.05 m/s and USG = 0.23.77 m/s
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Figure 4.25: An expanded view of the near-wall behaviour
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4.8.1 Slip Velocity
The slip velocity between the two phases seems to be negligible in the gas core
where highest velocities are observed. However, in the liquid film section (waves
and liquid droplets region) near the pipe wall, there is slip between the gas phase
and liquid phase as observed in Figures 4.23, 4.24 and 4.25 for USL = 0.10 m/s,
USL = 0.05 m/s and USL = 0.01 respectively. For a detailed view of the near-wall
region where slip is significant see Figure 4.26 for the case of USG = 32.92 m/s
and USL = 0.05 m/s.
Figure 4.26: Slip velocity between the gas and liquid phases (USG = 32.92 m/s
and USL = 0.10 m/s)
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Figure 4.27: Slip velocity between the gas and liquid phases (USG = 32.92 m/s
and USL = 0.05 m/s)
Figure 4.28: Slip velocity between the gas and liquid phases (USG = 33.00 m/s
and USL = 0.01 m/s)
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Figure 4.29: Detailed view of the slip near the liquid film section
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4.9 Shear Stress Distribution
The radial variation of the shear stress at the pipe outlet section was computed
and presented in Figures 4.30, 4.31 and 4.32 for the cases of USL = 0.10 m/s,
USL = 0.05 m/s and USL = 0.01 m/s respectively. For all the cases simulated, the
absolute shear stress is found to decrease radially towards the pipe axis. As the
superficial gas velocity decreases (from case 1 to case 6), the absolute value of the
shear stress also tends to decrease as well as the amplitude of the fluctuations.
Figure 4.33 shows both flow velocity and shear stress distributions presented for
case 1 (USG = 36.77 m/s and USL = 0.05 m/s). In the region close to the pipe wall
(where the liquid film dominates) with comparatively low velocities, the absolute
shear stress fluctuates with the maximum value found in the vicinity of the pipe
wall and decreases linearly to zero towards the pipe axis. An expanded detailed
view of the shear stress is provided in Figure 4.34 for the case of USL = 0.05
m/s with varying superficial gas velocities. From Figure 4.34, it can be seen that
for all the cases, the maximum amplitude of the wall shear stress occurs close to
the wall. This could be due to the presence of the viscous sublayer where high
velocity gradients are usually encountered. Further away from the pipe wall, the
fluctuations could be due to turbulence but with decreasing amplitudes. The mass
transfer at the interface (entrainment and deposition of liquid droplets) may also
affect the shear stress and its space and time variations.
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Figure 4.30: Shear stress distribution for USL = 0.10 m/s and varying USG
Figure 4.31: Shear stress distribution for USL = 0.05 m/s and varying USG
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Figure 4.32: Shear stress distribution for USL = 0.05 m/s and varying USG
Figure 4.33: Axial gas velocity with shear stress variation for USG = 36.77 m/s
and USL = 0.05 m/s
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Figure 4.34: Near-wall behaviour of the shear stress
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4.9.1 Variation of Wall Shear Stress with Superficial Gas
Velocity
The variation of the average wall shear stress with the superficial gas velocity
is plotted in Figure 4.35. The figure shows a decrease in the average wall shear
stress with the decrease in the superficial gas velocity. Also for reducing superficial
liquid velocity, the wall shear stress is again seen to be decreasing (for all the three
superficial liquid velocities). For onset of complete film reversal, the wall shear
stress must be approximately zero or change sign[3].
However, in this study, no such observation was made and since the focus is
to predict the onset of film reversal, physically observing change in film flow
direction through stream traces and phase distributions diagrams was adopted to
estimate the critical velocity corresponding to film reversal as stated earlier. It
was observed by Guner[17] that the wall shear stress never approaches zero and
it behaves asymptotic towards zero. Hence, this criteria was not adopted in the
present study.
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The current study presents numerical simulation of annular two-phase air-water
flow in a vertical pipe of constant diameter for investigating the onset of film
reversal. The study is performed using the Multi-Fluid VOF model available
in ANSYS Fluent® commercial code. The geometry development was achieved
using Gambit software. The models utilized for the current computations include;
continuum surface force for the effects of surface tension, standard k−ε turbulence
model with enhanced wall treatment for turbulence effects, modified HRIC model
for the interface tracking and the interfacial drag was modeled using Schiller and
Naumann’s model. The study adopts a 2D axisymmetric type domain where the
liquid phase enters the vertical pipe laterally through the side of the pipe wall 1 m
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above the gas inlet. All the transport and conservations equations were discretized
accurately using the finite-volume method and solutions were considered to be
converged when all the residuals were less than 10−3 with mass imbalances less
than 5%. Conclusions made from the study include:
• The numerical simulations satisfactorily captured the main characteristics
of annular flow and churn flow regarding the formation of liquid film on the
pipe wall, formation of roll waves, instabilities between the liquid film and
the gas core.
• There was a satisfactory agreement between the numerical results and the
experimental data regarding pressure gradient distributions and the critical
superficial gas velocities corresponding to the onset of film reversal. In all
of the three superficial liquid velocity simulations, the pressure gradient
decreases with decreasing superficial gas velocity. A similar agreement is
observed in the critical superficial gas velocity corresponding to the onset of
film reversal.
• As the superficial gas velocity decreases, it is observed that there is
intermittent up and down liquid film flow with large amplitude waves at
the pipe wall. Thus, with decreasing superficial gas velocities for a given
superficial liquid velocity, there is an increase in the formation of flooding
waves which results in an increase in the liquid film thickness adherent to
the pipe wall and becomes much more disturbed.
• Velocity profiles show that lower velocities are observed in the liquid film
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near the pipe wall while the maximum velocities are observed in the pipe
center. Slip between the gas phase and liquid phase can be neglected in the
regions close to the pipe axis. This is not the case for regions close to the
liquid film near the pipe wall. There is significant slip between the phases
around the wave and entrained droplet area close to the liquid film.
• Due to the presence of the viscous sublayer and the turbulent nature of the
flow in its vicinity, the shear stress due to turbulence reaches its maximum
in the near-wall region (due to Reynold stresses) and then decreases again
towards the pipe center. The shear stress fluctuations in the liquid film
occur as a result of the unsteadiness of the liquid-gas interface as well as the
mass transfer during the liquid droplet entrainment and deposition.
• For a given superficial liquid velocity, the wall shear stress is seen to decrease
with decreasing superficial gas velocities.
5.2 Recommendations
A 2D computational domain was utilized for the current study and as a result
detailed information regarding the formation of roller waves was limited. It is
therefore recommended that a 3D domain (by considering a sector of the pipe)
be utilized. This would improve the visualization and understanding of the roller
and disturbance wave formations of the flow phenomena.
In addition, it is recommended that the grid around the wave region be improved
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to be able to capture the droplet entrainment and deposition mechanisms. Also,
utilizing the geo-reconstruction scheme for interface tracking can help achieve
this purpose. However, utilizing this feature requires explicit time integration and
limited to smaller time steps resulting in more computational time requirements.
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