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On t h e  Minimal In fo rma t ion  Necessary  
t o  S t a b i l i z e  a  L i n e a r  Svstem 
J.  C a s t i *  
I n t r o d u c t i o n  
A s  has  o f t e n  been p o i n t e d  o u t  i n  t h e  s c i e n t i f i c  l i t e r a -  
t u r e ,  a  b a s i c  r equ i r emen t  f o r  t h e  s u c c e s s f u l  o p e r a t i o n  o f  
any sys tem i s  s t a b i l i t y ,  i . e .  t h a t  t h e  sys tem be  i n s e n s i t i v e  
t o  s m a l l  p e r t u r b a t i o n s  away from i t s  d e s i r e d  o r  e q u i l i b r i u m  
p o s i t i o n s .  V i o l a t i o n s  o f  t h i s  r equ i r emen t  l e a d  t o  " c a t a s t r o p h e s "  
i n  t h e  s e n s e  o f  Zeeman and Thom [1-31 which g e n e r a l l y  i n d i c a t e  
u n s a t i s f a c t o r y  sys tem performance o r ,  a t  l e a s t ,  some t y p e  o f  
ex t reme b e h a v i o r .  I n  a  c o n t r o l l e d  system,where t h e  c o n t r o l l i n g  
a c t i o n  i s  g e n e r a t e d  upon t h e  b a s i s  o f  measurements made upon 
t h e  s t a t e  o f  t h e  sys tem,  s o - c a l l e d  " feedback  c o n t r o l " ,  once  
it i s  e s t a b l i s h e d  t h a t  it i s  p o s s i b l e  t o  s t a b i l i z e  t h e  sys tem 
by - some c o n t r o l  law,  t h e  n e x t  q u e s t i o n  t o  a s k  is what  k ind  o f  
measurements a r e  n e c e s s a r y .  I n  o t h e r  words,  how many components 
of  t h e  s t a t e  need b e  measured t o  g e n e r a t e  a  s t a b i l i z i n g  feed-  
back law. The o b j e c t i v e  of  t h i s  r e p o r t  i s  t o  answer t h i s  
q u e s t i o n  i n  t h e  c a s e  o f  a  l i n e a r ,  c o n s t a n t  c o e f f i c e n t  sys tem 
u t i l i z i n g  l i n e a r  feedback  laws .  A s  w i l l  be  s e e n ,  t h i s  v e r s i o n  
o f  t h e  problem w i l l  t u r n  o u t  t o  be  s u f f i c i e n t l y  romplex t o  r e -  
q u i r e  some new r e s u l t s  i n  l i n e a r  c o n t r o l  t h e o r y  f o r  t h e  s o l u -  
t i o n ,  t h e  p r imary  o b s t a c l e  b e i n g ,  o f  c o u r s e ,  t h a t  t h e  problem 
* I n t e r n a t i o n a l  I n s t i t u t e  f o r  Applied Systems A n a l y s i s ,  
Laxenburg,  A u s t r i a .  
s o l u t i o n  i s  not  i n v a r i a n t  under coord ina te  t r ans fo rmat ions .  
Apparently t h e  f i r s t  formal s t a t ement  of t h e  g e n e r a l  
"miniinal measurement" problem was i n  t h e  a r t i c l e  [4] , al though 
va r ious  v e r s i o n s  of t h e  problem have been t r e a t e d  i n  [5-71. 
The r e s u l t s  of t h e  c u r r e n t  r e p o r t  comprise a  s u b s t a n t i a l  ex- 
t e n s i o n  of those  presented i n  18-101, a l though t h e  r e s u l t s  
of [ lo ]  a r e  not  included due t o  t h e  l i n e a r i t y  assumptions 
on t h e  feedback laws. I n  s p i r i t ,  t h e  c u r r e n t  work i s  most 
c l o s e l y  r e l a t e d  t o  t h a t  of [ll-121, t h e  b a s i c  (and impor- 
t a n t )  d i f f e r e n c e  being t h a t  only s t a b i l i t y  and no t  pre-assignment 
of t h e  closed-loop system c h a r a c t e r i s t i c  va lues  is requ i red .  
A s  would be expected,  t h e  weakened assumptions of t h i s  paper 
d r a s t i c a l l y  a l t e r  t h e  na tu re  of  t h e  s o l u t i o n  i n  t h a t ,  i n  
g e n e r a l ,  l e s s  i n f o r n ~ a t i o n  about t h e  system i s  necessary  f o r  
s t a b i l i z a t i o n  than t h a t  r equ i red  f o r  po le  assignment.  
11. Problem Statement 
We begin wi th  t h e  l i n e a r  system 
where x  is a n  n-dimensional v e c t o r ,  F an nxn c o n s t a n t  m a t r i x ,  
and G i s  an nxm c o n s t a n t  ma t r ix .  The b a s i c  problem is t o  
f i n d  a  c o n s t a n t  mxn mat r ix  ( c o n t r o l  law) K possess ing t h e  
fo l lowing p r o p e r t i e s :  
i) t h e  matr ix  (F - GK) has  i t s  c h a r a c t e r i s t i c  va lues  
i n  t h e  l e f t  ha l f -p lane  (c losed  loop asymptotic s t a b i l i t y )  and 
ii) the matrix K has as many identically zero columns 
as possible (the minimal number of components of x appear 
in the feedback law -Kx) . 
To avoid complicating the exposition, in this paper we 
treat only the single-input case (m = l), deferring discussion 
of the multiple-input problem to a future work. Basically 
the same results are obtained, but under somewhat more re- 
strictive algebraic assumptions. As it stands, the foregoing 
statement of the minimal measurement problem is a difficult 
question of linear algebra due to the lack of any computa- 
tionally "clean" linear algorithms for characterizing a 
stability matrix. To make progress, it is necessary to re- 
formulate the problem in a more tractable form. We accomplish 
this task by stating an equivalent linear regulator problem. 
Consider minimizing the functional 
over all u where u and y are connected by the relations 
F, g, and S being constant matrices of sizes, nxn, nxl, and 
pxn, respectively. It is well known that the minimizing u 
is given by the expression 
where P i s  t h e  p o s i t i v e  s e m i - d e f i n i t e  s o l u t i o n  of  t h e  a lge -  
b r a i c  R i c c a t i  e q u a t i o n  
S ' S  + PG + G'P - Pgg'P = 0 . ( 3 )  
To s e e  t h e  equ iva lence  between t h e  above r e g u l a t o r  problem 
and t h e  minimal measurement problem, we n o t e  t h a t  g iven  any 
s t a b l e  law K ,  if w e  can  f i n d  a  p o s i t i v e  s e m i - d e f i n i t e  P s a t i s -  
f y i n g  t h e  r e l a t i o n  g ' P  = K ,  t h e n  we may use  P  i n  Eq. (3 )  t o  
g e n e r a t e  t h e  m a t r i x  S ' S  which,  i n  t u r n ,  g i v e s  t h e  m a t r i x  S. 
This  w i l l  a lways be  p o s s i b l e  w i thou t  f u r t h e r  assumpt ions  f o r  
s i n g l e - i n p u t  systems.  The necessa ry  and s u f f i c i e n t  c o n d i t i o n s  
f o r  s o l v a b i l i t y  o f  t h e  P,  K r e l a t i o n  i n  t h e  m u l t i - i n p u t  
q a s e  a r e  g iven  i n  [13]. Thus, i f  we can  c h a r a c t e r i z e  t h e  
number o f  z e r o  components i n  t h e  law g ' P  f o r  t h e  r e g u l a t o r  
problem, t h e n  by imposing t h e  a d d i t i o n a l  assumpt ions  o f  s t a b i -  
l i t y  o f  (F ,g)  and d e t e c t a b i l i t y  o f  ( F 1 S ) ,  s t a n d a r d  r e s u l t s  w i l l  i n -  
s u r e  t h a t  t h e  law w i l l  be s t a b l e .  The  key i s s u e  w i l l  be t o  s e l e c t  a  
measurement m a t r i x  S  which h a s  t h e  d u a l  p r o p e r t i e s  o f  d e t e c t -  
a b i l i t y  o f  t h e  u n s t a b l e  modes o f  and p o s s e s s i o n  o f  a s  many 
z e r o  columns a s  p o s s i b l e .  
111. Diagonal  Systems 
F i r s t  o f  a l l ,  we g i v e  t h e  s o l u t i o n  t o  t h e  minimal measure- 
ment problem i n  t h e  c a s e  o f  a  d i a g o n a l  system, t h e n  show t h a t  
t h i s  s o l u t i o n  s u f f i c e s  t o  answer t h e  g e n e r a l  c a s e .  To s o l v e  
t h e  d i a g o n a l  problem, we s h a l l  employ some new r e s u l t s  f i r s t  
g i v e n  i n  [14]. The r e s u l t s  f o r  t h e  d i agona l  c a s e  v a l i d a t e  
o n e ' s  i n t u i t i v e  f e e l i n g  t h a t  t h e  number o f  components o f  t h e  
s t a t e  which must  be  measured e q u a l s ,  i n  g e n e r a l ,  t h e  number 
o f  c h a r a c t e r i s t i c  r o o t s  o f  t h e  sys tem m a t r i x  having  non-negat ive  
r e a l  p a r t s .  
Cons ider  t h e  sys tem 
where we now assume F  is a  normal m a t r i x ,  g  and x  be ing  a s  
d e f i n e d  i n  s e c t i o n  11. Yake t h e  chanqe o f  s t a t e  c o o r d i n a t e s  z = Tx, 
where T  i s  t h e  n o n s i n g u l a r  m a t r i x  d i a g o n a l i z i n g  F.  We must  
now i n v e s t i g a t e  t h e  sys tem 
where 2 1  is t h e  d i a g o n a l  m a t r i x  A = TFT-l and b  = Tg. R e c a l l i n g  
t h e  d i s c u s s i o n  of  s e c t i o n  11, we form t h e  e q u i v a l e n t  r e g u l a t o r  
problem f o r  ( 7 ' )  which l e a d s  t o  t h e  a l g e b r a i c  R i c c a t i  e q u a t i o n  
where Q = S ' S  is  a s  y e t  undetermined.  To s i m p l i f y  E q . ( 4 ) ,  
w e  u t i l i t z e  t h e  fo l lowing  r e s u l t  from [14]: 
Theorem 1. Consider  t h e  a l s e b r a i c  R i c c a t i  e a u a t i o n  
Q + F ' P  + PF - PGG'P = 0 , 
where F  i s  a  m a t r i x  hav ing  no p u r e l y  imaginary  complex r o o t s .  
Then t h e  q u a n t i t y  H = PG i s  c h a r a c t e r i z e d  by t h e  e q u a t i o n  
where J&? is t h e  " s t ack ing"  o p e r a t o r  whose a c t i o n  i s  t o  s t a c k  
t h e  columns o f  an nxm mat r ix  i n t o  a  s i n g l e  nmxl v e c t o r .  
Applying Theorem 1 t o  t h e  a l g e b r a i c  R i c c a t i  equa t ion  
( 4 )  ( a f t e r  imposing t h e  a d d i t i o n a l  c o n s t r a i n t  t h a t  F have no 
pure ly  imaginary r o o t s ) ,  it is  seen t h a t  t h e  opt imal  feedback 
law h  = Pb is  c h a r a c t e r i z e d  by t h e  equa t ion  
Next, we no te  t h a t  t h e  nrnxn2 mat r ix  
113s t h e  s t r u c t u r e  
L I t  w i l l  be convenient  t o  compress t h e  n  non-zero elements of 
A i n t o  a  new nxn matr ix  , d =  [a.  .I, where 
1 I 
We may now s t a t e  t h e  f i r s t  b a s i c  r e s u l t :  
Theorem 2 .  Let  A and b  be a s  above. Then a  necessary  
c o n d i t i o n  f o r  Eq . (6 )  t o  have a  s o l u t i o n  h  whose i t h  component 
h  = O i s  
-i 
Proof.  Let  hi = 0. Forming t h e  column vector&(hhl  - Q) , 
it i s  e a s i l y  v e r i f i e d  t h a t  t h e  equat ion 
may only be s a t i s f i e d  i f  t h e  foregoing o r t h o g o n a l i t y  r e l a t i o n  
holds .  
Remark. Theorem 2 imposes c o n s t r a i n t s  on t h e  cho ice  of 
t h e  measurement ma t r ix  S which w i l l  be u t i l i z e d  below. 
The ques t ion  which now a r i s e s  is  t o  what e x t e n t  c o n d i t i o n  
(9 )  is  s u f f i c i e n t  f o r  Eq. (6 )  t o  have a  s o l u t i o n  whose i t h  
component i s  zero .  The fol lowing r e s u l t  shows t h a t  cond i t ion  
( 9 )  i s  " s e n e r i c a l l y  s u f f i c i e n t "  i n  t h a t  it i s  s u f f i c i e n t  
f o r  "almost  every" system: 
Theorem 3 .  The cond i t ion  (9 )  i s  s u f f i c i e n t  f o r  t h e  i t h  
component of a  s o l u t i o n  t o  E q .  ( 6 )  t o  be zero  f o r  almost  every  
l i n e a r  sys tem,  i . e .  t h e  s e t  o f  sys tems f o r  which it f a i l s  
t o  s u f f i c e  form a  n u l l  s e t  i n  t h e  space  of  a l l  l i n e a r  sys tems.  
P r o o f .  I f  t h e  c o n d i t i o n  h o l d s ,  we must  s o l v e  t h e  s e t  o f  
n o n l i n e a r  e q u a t i o n s  
From t h e  i t h  e q a a t i o n ,  we s e e  t h a t  e i t h e r  hi = 0 o r  t h e r e  e x i s t s  
a  s o l u t i o n  v e c t o r  h  l y i n g  on t h e  hype rp l ane  a lihl + "2ih2 
+ .- .  + a . h  = 1. S i n c e  t h e  sys tem has  o n l y  a  f i n i t e  number 
n l  n  
o f  s o l u t i o n s ,  shou ld  t h e  second c a s e  h o l d ,  an  a r b i t r a r i l y  
s m a l l  p e r t u r b a t i o n  of  t h e  m a t r i x  0 ,  A ,  o r  b  w i l l  i n s u r e  t h a t  
it f a i l s  t o  ho ld  w i t h o u t  changing  t h e  number o f  u n s t a b l e  
modes o f  t h e  sys tem ( s i n c e  t h e  c h a r a c t e r i s t i c  r o o t s  a r e  con- 
t i n u o u s  f u n c t i o n s  o f  t h e  m a t r i x  e l e m e n t s ) .  Hence, g e n e r i c a l l y  
c o n d i t i o n  ( 9 )  i m p l i e s  h  = 0. i 
Theorems 2  and 3 now a l l o w  u s  t o  r e s o l v e  t h e  measurement 
problem f o r  a lmos t  e v e r y  d i a g o n a l  sys tem.  The t a s k  is t o  
f i n d  a  measurement m a t r i x  S  w i t h  t h e  f o l l o w i n g  p r o p e r t i e s :  
i) The p a i r  ( S ,  A )  is  d e t e c t a b l e  ( t h e  u n s t a b l e  modes of  
r '  a r e  c o n t a i n e d  i n  t h e  s p a c e  g e n e r a t e d  by t h e  columns o f  t h e  
( 2 o b s e r v a b i l i t y  m a t r i x  0 = S' ,AS ' ,A S ' ,  ..., A ~ - ~ S ' )  ) , and 
ii) row k  of  t h e  m a t r i x  Q = S ' S  i s  o r t h o g o n a l  t o  column 
k  o f  t h e  m a t r i x  d f o r  a s  many i n d i c e s  k  a s  p o s s i b l e ,  1 2 k  2 n  
( c o n d i t i o n ( 9 ) ) .  The r e s o l u t i o n  of  t h i s  q u e s t i o n  i s  g iven  by 
Theorem 4 .  L e t  t h e  sys tem 1' b e  s t a b i l i z a b l e  ( i . e .  t h e  
2  An- 1 
columns of  t h e  m a t r i x  (b,Ab,A b ,  ..., b )  span  t h e  s p a c e  
g e n e r a t e d  by t h e  u n s t a b l e  modes o f  1 ' )  and l e t  e v e r v  u n s t a b l e  
mode c o n t a i n  z e r o s  i n  t h e  same m components.  Then a  law h  
1 
s t a b i l i z i n g  1 w i l l  measure n-m components of t h e  s t a t e  f o r  
a l m o s t  e v e r y  sys tem 12 
P r o o f .  F i r s t  o f  a l l ,  n o t e  t h a t  t h e  u n s t a b l e  modes o f  
1' compr ise  a  s u b s e t  o f  t h e  u s u a l  b a s i s  v e c t o r s  e l t e 2 t - .  - 
en 
s i n c e  A i s  d i a g o n a l .  Thus, m e q u a l s  t h e  number o f  c h a r a c t e r i s -  
t i c  v a l u e s  o f  Pt w i t h  n e g a t i v e  r e a l  p a r t s .  Assume t h a t  t h e  
I 
l t12, . -- i  . u n s t a b l e  modes of  1 c o n t a i n  common z e r o s  i n  rows i ' 
m 
We choose  t h e  same rows o f  S '  e q u a l  z e r o ,  t h e  remain ing  rows 
b e i n g  chosen t o  s a t i s f y  t h e  d e t e c t a b i l i t y  r equ i r emen t .  S l n c e  
A i s  d i a g o n a l ,  it is  c l e a r  t h a t  no f u r t h e r  rows of  S f  may b e  
chosen  z e r o  and s t i l l  have  t h e  p a i r  (A,S) b e  d e t e c t a b l e .  B u t ,  
t h e  above c h o i c e  o f  S '  i m p l i e s  t h a t  m rows of  Q = S ' S  a r e  
i d e n t i c a l l y  zero ,  thereby s a t i s f y i n g  c o n d i t i o n  ( 9 )  f o r  t h e  
m i n d i c e s  i l , i2,  ..., im. Hence, by Theorems 2  and 3, m com- 
ponents of h  a r e  zero and, by s t a b i l i z a b i l i t y  and d e t e c t a b i l i t y  
of I', such an h  w i l l  be a  s t a b l e  feedback law f o r  almost  
every 1' .  
Theorem 4 c h a r a c t e r i z e s  t h e  s o l u t i o n  of  t h e  measurement 
problem f o r  almost  every d iagona l  system. Le t  us  r e c a p i t u -  
l a t e  t h e  assumptions and t h e  s t e p s  of t h e  s o l u t i o n :  
Assumptions: (1) A i s  diagona l ,  i . e .  F is normal, 
(2) A has no pure ly  imaginary e n t r i e s  on 
t h e  d iagona l ,  
( 3 )  t h e  p a i r  ( h , b )  is  s t a b i l i z a b l e .  
Urider t h e s e  assumptions,  we c o n s t r u c t  a  minimal measurement 
matr ix  by t h e  procedure:  
i) determine t h e  u n s t a b l e  modes of A ,  
ii) l e t  i 1,12,...,i ' be t h e  i n d i c e s  where t h e  u n s t a b l e  modes 
m 
a l l  have zero  e n t r i e s  and s e l e c t  t h e  matr ix  S such t h a t  
a )  row k of S i s  zero ,  k  = i 1 I l2 ' I • • - I i m p  
h) t h e  non-zero elements of S  a r e  chosen s o  t h a t  
(h ,S)  i s  d e t e c t a b l e  and gener ic .  
I V .  An Example 
To i l l u s t r a t e  t h e  foregoing r e s u l t s ,  l e t  t h e  system 
be given by 
The relevant diagonalizing transformation is 
giving the diagonal system 
k = A z + b u  , 
where 
A = diag (15 5 5 -1) 
b = % ( l l l l ) '  . 
The system 1 is stabilizable (in fact, controllable) since 
the unstable modes are 
which are contained in the space generated by the matrix 
[b Ab h2b h3b], and 1'' satisfies the other. assumptions (1) and 
(2) . Since the three unstable modes have only the fourth 
entry as a common zero, we have m = 1 and i = 4. Let us as- 
sume that 1 has two out~ut terminals. Then we choose an S of 
the form 
The s i x  independent  c o n s t a n t s  a r e  t o  b e  chosen such  t h a t  
(A,S) i s  d e t e c t a b l e  and g e n e r i c .  I t ' s  easy  t o  s e e  t h a t  t h e  
- c h o i c e  (one  o f  many p o s s i b l e )  Sll = S21 - S31 = S12 = S32 = 1 ,  
S,2 = 2 s a t i s f i e s  a l l  c o n d i t i o n s .  
The above example i s  i n t e r e s t i n g  s i n c e  it i l l u s t r a t e s  
t h e  f a c t  t h a t  t h e  number of  o u t p u t  t e r m i n a l s  (p)  may be  c r i -  
t i c a l  s i n c e ,  f o r  example, a  s i n g l e  o u t p u t  channe l  (p  = 1) 
w i l l  no t  s u f f i c e  i n  t h e  above example a s  i n  t h a t  c a s e  no c h o i c e  
I 
of S w i l l  make 1 d e t e c t a b l e .  Th i s  is  due t o  t h e  m u l t i p l e  
r o o t  X = 5 .  However, i f  A has  d i s t i n c t  r o o t s ,  t h e n  a  s i n g l e  
o u t p u t  w i l l  always s u f f i c e .  
V.  The Genera l  S i n g l e - I n p u t  Case 
L e t  us now r e t u r n  t o  t h e  o r i g i n a l  sys tem 1: 
1 
R e c a l l  t h a t  1 and 1 a r e  r e l a t e d  through t h e  c o o r d i n a t e  
t r a n s f o n o a t i o n  z = Tx. Thus, i f  we know which components of 
z appea r  i n  a  s t a b i l i z i n g  law, t h e n  f o r  a lmos t  eve ry  1 we 
w i l l  a l s o  know which components o f  x occur  s i n c e  
However, it should  be  no ted  t h a t  we may have c a n c e l l a t i o n  i n  
some p a r t i c u l a r  c o n t r o l  law. That  i s ,  i F  we have a  law 
t h e n  t h e  c h o i c e  of  t h e  y ' s  may r e s u l t  i n  c a n c e l l a t i o n s  when 
s u b s t i t u t e d  back i n t o  ( 1 0 ) .  But ,  s i n c e  t h e  y ' s  a r e  de termined 
by t h e  c h o i c e  o f  S ,  a  s l i g h t  p e r t u r b a t i o n  o f  t h e  components of  
S  w i l l  e l i m i n a t e  c a n c e l l a t i o n s  w h i l e  s t i l l  p r e s e r v i n g  t h e  
o t h e r  r equ i r emen t s .  Thus, g e n e r i c a l l y  t h e  number o f  compo- 
n e n t s  o f  x  which appea r  i s  de termined by which components o f  z 
appea r  and t h e  ze ros  which appear  i n  t h e  t r a n s f o r m a t i o n  T. 
F o r  example, i n  t h e  problem o f  t h e  p r e v i o u s  s e c t i o n ,  
even though z4  d i d  n o t  appea r  i n  t h e  d i a g o n a l  sys tem,  s i n c e  
T h a s  no z e r o s  i n  rows 1-3, a l l  components o f  x  occu r  i n  t h e  
g e n e r i c  c o n t r o l  law gene ra t ed  by t h e  d i a g o n a l  system. 
V I .  Discuss ion  
I n  t h i s  work, we have g i v e n  c o n d i t i o n s  f o r  s o l u b i l i t y  
o f  t h e  minimal measurement problem f o r  l i n e a r ,  s i n g l e - i n p u t ,  
c o n s t a n t  c o e f f i c i e n t  sys tems.  The r e s u l t s  have r e l i e d  on 
v a r i o u s  assumpt ions  which a r e  o f t e n  m e t  i n  p r a c t i c e .  Unfortu-  
n a t e l y ,  a s  i s  o f t e n  t h e  c a s e  i n  mathemat ics ,  t h e  r e s u l t  cou ld  
o n l y  be  e s t a b l i s h e d  f o r  a lmos t  eve ry  system which i s  
s a t i s f a c t o r y  a s  l ong  a s  one i s n ' t  i n  one  o f  t h e  s i n q u l a r  c a s e s  
However, f o r  p r a c t i c a l  pu rposes ,  it i s  s u f f i c i e n t  s i n c e  no 
p h y s i c a l  system i s  known w r e c i s e l v  enough t h a t  it could  n o t  be 
p e r t u r b e d  by a  sma l l  amount t o  make it g e n e r i c .  
I n  subsequen t  a r t i c l e s ,  v a r i o u s  e x t e n s i o n s  and modif ica-  
t i o n s  o f  t h e  above r e s u l t s  w i l l  be  inves t iga t ed , among  them 
t h e  m u l t i p l e - i n p u t  c a s e ,  t h e  c a s e  o f  an i n f i n i t e - d i m e n s i o n a l  
s t a t e  v e c t o r ,  and some numer i ca l  a s p e c t s .  
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