Abstract-This work proposes a new algorithm aiming to locally measure the divergence of initially nearby trajectories. The divergence is considered in the case of strange attractors, as an alternative of classical Lyapunov exponents. The new algorithm makes use of the Euclidean distance in order to define the local divergence. It is, then, possible to analyze the geometry of the attractor through layers of same divergence, such as a tomography. The algorithm is applied, as an example, to the Colpitts chaotic oscillator.
INTRODUCTION
The sensitivity to initial conditions Lorenz had discovered, [1] , had quickly led to the exhibition of complex attractors, characterized by state spaces in which rapidly divergent areas alternate with contraction zones. Guided by low dimensional dynamics, the trajectories of chaotic systems successively sweep a stretching area followed by a folding region. Baker's map, [2] , or Smale's Horseshoe map, [3] , are typical examples of simple recurrence relations that produce strange attractors. The work of Eckmann and Ruelle, [9] , is a thoroughgoing study of strange attractors.
The topology of these behaviors is nowadays under heavy investigation; see for example [4] or [5] . Our purpose is to bring along a tool for the local analysis of the divergence/convergence of the chaotic behavior. Numerical methods used to estimate the Lyapunov exponents, [7] , [9] , [10] , [11] , are generally based on the mean of the product of the derivatives of the state space of the chaotic system (the Jacobean of the tangent plane computed in each point of the time series). If the derivative becomes null, at least once, that leads to a false zero-valued Lyapunov exponent.
We propose the use of the Euclidean distances between neighboring trajectories, instead of the derivatives of the tangent plane, as a more robust, although simpler, alternative to the local Lyapunov exponents. The proposed algorithm aims to classify the points of the attractor depending of the intensity of the divergence, which can as well be negative (i.e. convergence). This particularity of the analysis appears to us as a pertinent tool for the evaluation of the use of chaotic systems in the encryption of data flows. These applications exploit a physical phenomenon a priori surprising, the synchronization of chaotic signals, [12] . Similarly to two persons who walk together, eventually synchronizing their steps, two chaotic systems with identical structure synchronize their states, when they are, even partially, coupled, as shown in [6] . The robustness of this synchronization allows the inclusion of a secret message in this communication, as well as its extraction by the synchronized receiver. When initially infinitesimally separated trajectories diverge, it is difficult to estimate the true initial condition(s) of the chaotic system from nearby guessed values. It seems pertinent to include the message while the trajectory of the states of the transmitter passes by a divergent area. Our algorithm differentiates among convergent, slow divergent and fast divergent areas of the attractor.
II. REMARK ON THE LYAPUNOV EXPONENTS
In order to demonstrate the chaotic behavior of an attractor, the most used criterion is the divergence rate of two trajectories initialized with nearby values. As this divergence is caused by the structure of the equations, it is logical to suppose a cumulative effect, which leads to an exponential progression of the divergence. We take, here, Lyapunov's assumptions, which in the one-dimensional case are formalized as follows:
Let/:9{-><R be an application which maps χ into χ Let us chose two initial conditions, x 0 and x 0 + ε, separated by e very small, and observe how the distance between the two trajectories evolves. After n iterations, the Lyapunov exponent λ(χ 0 ) is defined by equation (1).
Where f(x 0 ) corresponds to the n-th iteration of the function.
Passing to the limit (the difference ε is negligible and the number of iterations is infinitely large), (1) can be written as in (2) , which leads to (3) .
Ä(x 0 ) = lim-\n-"-*° n ox This eventually leads to the expression in (6) for the Lyapunov exponent.
Expressions in (3) and (4) show a particularity of the Lyapunov exponents, they contain a germ of a possible null value, which cancels the perception of the evolution of the computation. It
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Following, we use the example of the logistic function described by equations (5) to address this issue.
The derivative ά//ΰχ = μ(1-2χ.) becomes null whenever , is known to be the one in which the logistic parabola takes values. Therefore, the computed Lyapunov exponent is λ(χ 0 ) = -°°, although the logistic map is chaotic for μ = υ; see [13] . In Fig. 1 we plot some values illustrating the possibility that the logistic map includes the point x . = 1/2, which leads to λ(χ 0 ) = -°°. The Lyapunov exponents describe the projection of the sensitivity to initial conditions for each direction indicated by the axis of the phase space. This sensitivity does not merely mean that the two reference trajectories diverge effectively at each moment, but that they are diverging in average.
Consequently, we propose measuring the Euclidean distance between the evolutions of two nearby trajectories in the state space of chaotic attractors, this quantity describing the real instantaneous distance between two points of the trajectory.
III. MEASURING THE DIVERGENCE BY THE EUCLIDEAN DISTANCE
It is known that strange attractors evolve in a bounded space, [9] . Therefore, they cannot continuously expand; the alternation stretching/folding of the flow is a necessary characteristic of a chaotic attractor. Consequently, the same trajectory revisits the vicinity of a point of the state space it already visited.
For the sake of simplicity, we reduce our discussion to the case of three-dimensional flows, not affecting its generality. In the present work, we do not choose two different sets of initial conditions and compute the separation of the two dynamics, but we choose only one set of initial conditions and we divide the attractor described by this unique long trajectory in small volumes of interest. In each small volume b we choose two nearby points A(xf,x 2 ,x?) andB(xf ,χ^,χξ), and we measure the Euclidean distance between them, as in equation (6).
Next, we track the evolution of this distance for k iterations. Thereby, we obtain a measure of the divergence (convergence) within the considered box b. More precisely, in each box, we consider a point of the trajectory intersecting the surface of this box, A'" =A(xf(ï),x 2 
(i),xf(i)).
Then we wait for a second passage of the trajectory in the vicinity of this point, B™=B(xfO),x 2 s O),x 3 5 0)), with j>i, and we define the distance in (7):
CO
After k iterations, we measure the distance defined by (8):
The quantification of the divergence in each box is defined by:
A. Convention A positive value of the rate D(b,k) means an increasing distance between the two trajectories, i.e. a local divergence. While the two trajectories locally converge, D(b,k) becomes negative and we name it a negative divergence.
IV. EXEMPLIFICATION ON A CHAOTIC COLPITTS OSCILLATOR
The proposed method is applied, as an example, on the chaotic Colpitts oscillator, three dimensional system described by (10). In order to have a chaotic behavior, we use parameters g=4.46, Q=1.38, k=0.5, and initial conditions Xi=0.6787, x 2 =0.7577, x 3 =0.7431; see [8] for a detailed analysis of the Colpitts chaotic oscillator.
When considering a large number of iterations, one can observe, in Fig. 2 , the large dynamics of the Euclidean distance, from 1 to 67, its great irregularity illustrating the chaotic nature of this attractor. This figure shows the existence of extremely localized great divergences.
A zoom on the evolution illustrated in Fig. 2 , allows us to estimate the value of the rate of a great excursion, as in Fig. 3 . The computation step is considered to be 10 s . The Euclidean distance at iteration 31720 is d]=3.376, and at iteration 32490 is d 2 =64.58, being amplified with approximately 1812% during 770 steps. This ascertainment, which is applicable to a great number of similar transitions, justifies a local analysis of the divergence through the measurement of Euclidean distances. As in the previous paragraph, we use the chaotic Colpitts oscillator to illustrate our algorithm. Consequently, we have the number of states of the system is n=3, and the number of iterations within each box is set to k=100. The partition of the phase space is illustrated in Fig. 4 , where only the boxes which intersect the trajectory of the system are shown.
The Euclidean distance between two successive entries of the trajectory in the same box is not constant within the considered box. 
V. TOMOGRAPHY
To formulate the analysis of all the boxes, we can use statistical tools, but it is much more efficient to use a cartography in the phase space. We replace on the attractor all the boxes having the same degree of divergence rate by a layer characterized by a slower or a faster divergence behavior as in Table 1 . We discover, then, a new geometry of the attractor, throughout this tomography (Figs. 7, 8, 9 ). The use of the medical term in this context is done because we consider intervals of values of the divergence; the dynamics of the divergence partitions the strange attractor by layers. 
VI. CONCLUSIONS
The proposed algorithm measures the real local divergence of chaotic attractors. The accuracy of this measurement is adjustable by the sampling step of state variables, which defines the size of the boxes. It is then possible to analyze the attractor from a given interval of divergence. Each interval forms a layer of the dynamics of divergence of the entire attractor. Graphically we can build a complete tomography of the attractor. It enables one to easily identify the sites of the attractor zones based on the value of the required divergence.
