This is the first part of a two-part paper where we propose, model theoretically and study a general notion of recombination for fixed-length strings, where homologous recombination, inversion, gene duplication, gene deletion, diploidy and more are just special cases. The analysis of the model reveals that the notion of schema emerges naturally from the model's equations. In Part I, after describing and characterising the notion of generalised recombination, we derive both microscopic and coarse-grained evolution equations for strings and schemata and illustrate their features with simple examples. Also, we explain the hierarchical nature of the schema evolution equations and show how the theory presented here generalises past work in evolutionary computation. In Part II, the study provides a variety of fixed points for evolution in the case where recombination is used alone, which generalise Geiringer's theorem. In addition, we numerically integrate the infinite-population schema equations for some interesting problems, where selection and recombination are used together to illustrate how these operators interact. Finally, to assess by how much genetic drift can make a system deviate from the infinite-population-model predictions we discuss the results of real GA runs for the same model problems with generalised recombination, selection and finite populations of different sizes.
Introduction
An important objective in evolutionary computation (EC) is to exactly model classes of evolutionary algorithms (EAs) and, further, to be able to draw inferences from these models that enhance theoretical understanding and, hopefully, aid "practitioners" in finding more competent EAs. Early models for genetic algorithms (GAs), proposed by Holland, Goldberg, Whitley and others in the seventies and eighties were either approximate or not easily scalable (Holland, 1975; Goldberg, 1989; Whitley, 1992; Whitley, 1994) . Exact probabilistic models have been developed, such as the dynamical systems model of Vose and collaborators (Vose, 1999; Rowe et al., 2002) . More recently, an alternative exact approach, based on the notion of coarse graining of GA dynamics, has been proposed . In physics, coarse graining methods are used to obtain more concise and easily understandable, but sometimes approximate, models of complex systems involving large numbers of microscopic degrees of freedom. The variables used to describe a system in a coarse grained model are often called effective degrees of freedom. Frequently, these represent macroscopic quantities which summarise the original microscopic degrees of freedom. Coarse grained models are often naturally suggested by the system under investigation itself. When applying coarse graining to EAs with crossover, schemata emerge naturally as the appropriate effective degrees of freedom. This is why the notion of schema has recently led to a spate of both new exact theoretical results Stephens and Vargas, 2000; Poli, 2001; Poli and McPhee, 2003a; Poli and McPhee, 2003b) and practical recipes for implementation (McPhee and Poli, 2002; Poli, 2003) . Also, schema models have revealed that there are tight links between GAs and Genetic Programming (GP) . 1 Exact models for EAs are vital, in that they offer the fundamental mathematical foundation upon which approximate models should derive their validity. Based on this exact foundation, theory should possess the twin properties of providing intuition and understanding at the qualitative level; while allowing for predictions for measurable quantities at the quantitative level. Comparison with empirical studies should be feasible at both these levels. Up to now, the vast majority of theoretical work in EAs for classical fixed-length binary and real-valued representations has been centred on the "canonical" GA, or on Evolutionary Strategies, with selection, mutation and "homologous" recombination. In the latter, a position (locus) in the offspring can only be filled using gene values (alleles) from the same position in one of the parents.
In nature, though, there are many more ways of combining parental genetic material into an offspring than just homologous crossover, some of which have been used in EAs. Gene duplication, for example, has been studied in biology (Clark, 1994) , as well as in the context of GAs (Sawai and Adachi, 2000) and GP (Koza, 1995) , while inversion, albeit of a more sophisticated kind than that considered here, was one of the operators used by Holland (1975) in the original formulation of the GA.
In Part I of this paper, we begin with an exact, microscopic probabilistic model for the evolution of a population of fixed length, , strings undergoing selection and generalised recombination, the latter accounting for any redistribution of the parental genes to the offspring, including as special cases, among others -fixed-length versions of gene duplication and deletion, as well as inversion and homologous crossover. With this more general form of recombination, there are potentially many more ways of reshuffling genetic material between parents and offspring when compared to homologous crossover ((2 ) versus 2 ). Interestingly, however, as in the case of homologous crossover, a coarse graining naturally appears, revealing that the notion of schemata as building blocks emerges from the model's equations, irrespective of how genetic material is redistributed. In addition, we show that, as in the case of homologous crossover, the schema evolution equations are hierarchical, in the sense that objects at a higher level of the hierarchy depend on the evolution of objects at a lower level.
In Part II, the study provides a variety of fixed points for evolution in the case where recombination is used alone, thus generalising Geiringer's theorem. In addition, we numerically integrate the infinite-population schema equations for some interesting problems, where selection and recombination are used together to illustrate how these operators interact. Finally, to assess by how much genetic drift can make a system deviate from the infinite-population-model predictions we discuss the results of real GA runs for the same model problems with generalised recombination, selection and finite populations of different sizes.
Part I is organised as follows. In Section 2 we introduce some basic definitions relating to the notion of schema, and summarise and further characterise the notion of generalised recombination that we previously introduced in Stephens and Poli, 2005a) . In Section 3 we write down the microscopic evolution equations for strings and schemata that form the starting point for our study, using the standard interpretation of schemata as sets (an extensive characterisation of these equations in terms of projection operations is given in ) and illustrating the features of these equations with simple examples. We explain the hierarchical nature of the schema evolution equations in Section 4 and show how the theory presented here generalises past work in Section 5. Finally, we provide some conclusions and a summary of Part II in Section 6.
Background
In this section we present some background material that is necessary to understand the contributions of this paper. We start with some definitions related to the notion of schema, and then provide a description of generalised recombination and some of its properties.
Schemata
In this paper we restrict our attention to a search space of fixed-length strings of length , where string elements (or alleles) take values from a generic alphabet Ω of any fixed cardinality. If by × we indicate the Cartesian product operator, the search space is times Ω × Ω × · · · × Ω. Following standard convention we will denote this by Ω .
A schema is a subset of the search space. Syntactically we will represent schemata as strings in the standard notation based on the "don't care" symbol * . So, for example, the schema h = * a * bc represents all strings in the search space whose second, fourth and fifth characters are a, b and c, respectively. The order of a schema is the number of non-* (or defining) symbols in it. So, the order of h is 3. The defining length of a schema is the distance between the furthest defining symbols. The defining length of h is 3. The schema *** · · · * represents Ω .
In the following we will need to be able to express and perform operations on schemata both as sets and as strings with don't care symbols. So, here we introduce some notation that will facilitate this. In order to represent schemata in which one or more symbols are repeated a certain number of times, we use the standard computer science notation x y to indicate pattern x repeated y times. So, for example, we may represent the schema ** · · · * ( * repeated times) as * , and we may represent the schema *** 11111 * as * 3 1 5 * . In some cases we will need to specify schemata where a pattern of alleles and don't care symbols is repeated a certain number of times. If the pattern is constant, we can do this by using brackets and the power notation just introduced. For example, * 2 (10) 5 * represents the schema ** 1010101010 * . However, we will encounter cases where the pattern varies as it is repeated. In these cases we will make use of the concatenation operator i . This operator is for concatenation what i is for sums and i for products. For example, the schema * 1 ** 1 *** 1 **** 1 could be represented as
. In addition, we will use the convention that x 0 is the empty sequence whatever the sequence x (i.e. x 0 can be safely edited out from any sequence of characters). Let us now consider some useful operations we can perform on schemata seen as sets. Given any schema of order greater than 1, we can always represent it as the intersection of some other schemata of lower order. For example, the schema h = * a * bc can be seen as the intersection between the schemata * a *** , *** b * and **** c. So, we Evolutionary Computation Volume 14, Number 4 can write h = * a *** ∩ *** b * ∩ **** c. Because of this property, schemata of order 1 are particularly important, and, so, we introduce a special notation to represent them. We denote a schema of order 1 with its single defining symbol a at position s as H a s . Note this is simply a shorthand notation for * s−1 a * −s that we can use whenever the length, , of the strings in the population is implied. So, if = 3 we have H 1 2 = * 1 * while H 0 3 = ** 0. Also, if = 5, with this notation the schema h = * a * bc can be rewritten as
2 More generally, a schema h of order n with defining symbols a 1 , a 2 , · · · , a n at positions l 1 , l 2 , · · · , l n can be represented as the following set intersection
The advantage of the set intersection notation is that it does not require the sequence l i to be sorted. However, if the sequence l i is ordered so that l 1 ≤ l 2 ≤ · · · ≤ l n , this same set can be represented using the string h = * l1−1 a 1* l2−l1−1 a 2* l3−l2−1 a 3 · · · * ln−ln−1 a n* −ln or, more concisely, as
where we conventionally extended the l i sequence by setting l 0 = 0 for notational convenience. On some occasions it will be advantageous to use a concise notation for schemata of order higher than 1. Extending the order-1 schema notation H a s , we will denote with H a1,a2, ··· ,an l1,l2,··· ,ln an order n ≤ schema with defining symbols a 1 , a 2 , · · · , a n at po- 
As we have seen, all schemata of order 2 or above can be represented as intersections of order-1 schemata. Later in the paper we will compute intersections between order-1 schemata, and, so, we might wonder if the reverse of the afore-mentioned property holds. That is: are all order-1 schema intersections always representable as higher order schemata? The answer is "no": the intersection of any number of schemata is either a schema or it is the empty set ∅. For example, * 1 *** ∩ *** 1 * ∩ * 0 *** = ∅. A sufficient (but not necessary) condition that the result of 
The search space can be partitioned using families of schemata, called schema partitions in the literature. The schemata in a schema partition are all of the same order and have don't care symbols at exactly the same loci. The whole set is obtained by setting defining symbols in the remaining loci in all possible ways. For example, for = 5 the schemata ** 0 * 0, ** 0 * 1, ** 1 * 0 and ** 1 * 1 form a partition of Ω . Schema partitions are often represented with strings of symbols from the alphabet { * , #}, where the #'s indicate the position of the defining characters in the schemata in a schema partition. In this notation the partition { ** 0 * 0, ** 0 * 1, ** 1 * 0, ** 1 * 1} is represented as ** # * #.
Although in the following we will mainly use schemata to coarse grain over a search space of fixed-length strings of a given length, we can also use them to coarse grain over other spaces that will be introduced later in the paper to model a GA using generalised recombination. In particular, whenever we have a space V of vec-
where V is a generic set, we can use the schema notation to represent subsets of V where one or more coordinates take any value. For example, if V = {1, 2, 3, 4} and = 7, the schema *** 3 * 2 * represents the set {v ∈ V : v 4 = 3 and v 6 = 2}. This will be very useful to coarse grain over crossover events, as will be shown in the following section.
Finally, a very important property of schemata in relation to probability distributions is the following. If a probability distribution Pr(v) is associated to the elements v of a space V (with v∈V Pr(v) = 1), be it the search space or some other space, and we consider the elements of the space as mutually exclusive events, then given a subset S ⊆ V , the probability that one of the events v ∈ S takes place is, clearly, Pr(S) = v∈S Pr(v). Obviously, this applies also to schemata since they are special subsets. So, in the next sections every time we have a term of the form v∈h Pr(v) for some schema h and probability distribution Pr(v) we will replace that with Pr(h). Note that effectively Pr(h) is a marginal of Pr(v). This is the fundamental mechanism by which schemata allow coarse graining over the genetic dynamics of strings and over recombination events.
Generalised Recombination
In homologous recombination the loci in the offspring can by filled only by using alleles coming from corresponding loci in one of the parents. Generalised recombination is a form of recombination which allows the offspring's alleles to come from any locus in any of the parents.
In order to model mathematically a GA with this form of recombination we need a good notation to represent all possible recombination events. Homologous recombination events are often modelled using the notion of crossover mask. A crossover mask is a binary string of the same length as strings in the population. A 1 at a given position in the mask indicates that the allele at the corresponding position in the offspring should be taken from that locus in the first parent. A 0 in a given position of the mask indicates that the corresponding offspring's allele should be taken from the second parent. By restricting which masks are allowed and properly fixing the probability of choosing crossover masks (a distribution known as the recombination distribution), one can model any homologous crossover operator.
Crossover masks and recombination distributions are sufficient to model a crossover operator when only alleles at the same locus can be exchanged, i.e. homologous crossover. However, if we want to cope with other ways of redistributing genetic material, such as inversion, gene duplication, gene deletion, and, more generally, unequal crossing over, we need a model that allows for the possibility that the allele in one particular locus of the offspring comes from a different locus of a parent. This new level of generality can be represented mathematically in several equivalent ways (see Stephens and Poli, 2005a) ). Here, however, we focus only on one that naturally extends the notion of crossover masks and recombination distribution. So, m ∈ {0, 1} ⊗ {0, 1} ⊗ · · ·⊗ {0, 1} = {0, 1} and v ∈ N ⊗ N ⊗ · · ·⊗ N = N , whereby we can see that GCMs live in the space R = {0, 1} ⊗ N , and so the total number of GCMs is (2 ) , many more than the 2 possible masks for homologous recombination.
The semantics of the GCM representation is very simple. The elements in m specify which parent contributes the alleles that fill each locus in the offspring, while the elements of v tell us which particular alleles in a parent will be transferred to the offspring. So, m i = 1 means locus i will be filled with an allele from parent 1, m i = 0 means parent 2 will contribute the allele instead. If the corresponding entry v i = j then locus i will be filled with the allele currently in position j in a parent. More formally we can express the offspring h = h 1 · · · h , produced by parents a = a 1 · · · a and
where a vi is the allele from the first parent picked out by the GCM r, and similarly for b vi from the second. 4 Naturally, for our model of generalised recombination to be complete we need to specify the probability p c (r) of choosing any particular GCM, r. This is a generalisation of the notion of recombination distribution -the Generalised Recombination Distribution (GRD).
As a first example of how the representation of a GCM works consider the following example using standard one-point crossover for = 3. The associated traditional crossover masks are 100 and 110, each invoked with probability 1 2 . These are equivalent to the GCMs r 1 = (100, (1, 2, 3)) and r 2 = (110, (1, 2, 3)). As a second example that illustrates the larger variety of ways in which parental genetic material can be distributed among the offspring, consider the case of = 2, where the (2 × 2) 2 = 16 GCMs are (00,(1,1)) (00,(1,2)) (00,(2,1)) (00,(2,2)) (01,(1,1)) (01,(1,2)) (01,(2,1)) (01,(2,2)) (10,(1,1)) (10,(1,2)) (10,(2,1)) (10,(2,2)) (11,(1,1)) (11,(1,2)) (11,(2,1)) (11,(2,2)).
If the associated GRD is such that each is invoked with probability p c (r) = 1 16 , this would represent a recombination operator where each locus in the offspring is filled with a randomly chosen allele from the parents. Clearly this operator could not be represented with ordinary crossover masks. As a final example, the following GRD represents a single-parent inversion operator in the case of a three-locus system:
In EA theory for homologous crossovers, the operation of bit-wise negation of a crossover mask is often used. Here we extend this notion to GCMs as follows. The negation of a GCM r = (m, v) is the maskr = (m, v), where m is the bit-wise negation of the bit-string m.
Since the GRD is a probability distribution over the space R , we can use schemata (over this space) to represent entire classes of recombination events. Such schemata can be represented using GCMs in which some of the symbols have been replaced with * 's. The don't care symbols can be in the m component of a GCM, in the v component or both. The probability that a recombination event matching a schema R is the case is then given by p c (R) (see end of Section 2.1). So, for example, if = 5, we can represent all events where crossover fills the first element of the offspring with the fourth element of the first parent with the schema (1 **** , 4 **** ), where we omitted the commas between the elements of v for conciseness. The associated probability is p c (1 **** , 4 **** ) = r∈(1 **** ,4 **** ) p c (r).
Mixing Graphs and Recombination Components
An important concept when considering redistribution of genetic material as determined by the GRD is: in which direction can one have a flow of genes? As qualitatively different behaviours are exhibited by genetic systems with different GRDs, to understand which features are important we model the effects of the GRD through a set of mixing graphs. The first one of these is the order-1 mixing graph, the nodes of which represent different loci. The arcs are directed and represent causal relationships between loci. Thus, we will connect locus i with an arrow from locus j if the frequency of alleles in locus i can be influenced by the allele frequency of locus j. Figure 1 shows an example of an order-1 mixing graph for a 7-locus representation. The network of causal influences is completely determined by the GRD. The elements c ij of the connection matrix C for the order-1 mixing graph are given by
) is a schema-based coarse graining of the GRD and δ(x) = 1 if x is true, while δ(x) = 0 otherwise. If there is a directed path between each pair of nodes in the order-1 mixing graph (the mixing graph is strongly connected), we define the recombination to be order-1 mixing.
Imagine a population of strings and focus attention on a particular allele, a, at a particular locus, i, of a particular string, a 1 · · · a . An order-1 mixing generalised crossover allows for the migration of allele a to different loci in different strings. So, Evolutionary Computation Volume 14, Number 4 generalised crossover promotes a process of "diffusion" of alleles from one locus to other loci. That is, unlike the case of homologous crossover, in general, generalised recombination does not keep the alleles in their original position, i.e. allele a might migrate to loci different from i. Because of this, in repeated applications of crossover, a copy of the allele can be placed back into the original string a 1 · · · a (which may now have a different allele composition) but at a different locus, effectively creating a sort of gene duplication (indeed unequal crossing over seems to be a mechanism for gene duplication in nature (Ridley, 1993) ). Put another way, crossover is trying to spread each allele as thinly as possible over every locus available in the population. On the other hand, for homologous crossovers, the connection matrix is diagonal and so each node in the graph is isolated (having only a self-connection).
Naturally, many different intermediate situations are also possible. In all intermediate cases we can divide the order-1 mixing graph into two or more order-1 recombination components. These are characterised by the fact that all pairs of nodes in a component are mutually accessible by traversing only nodes and arcs in the component, while none of the nodes in a component is mutually accessible from any other node outside the component. In Figure 1 , loci 1-3 form a recombination component, nodes 4 and 5 form another, and nodes 6 and 7 form two single-node components. Formally, recombination components are strongly connected components of the order-1 recombination graph. So, each locus belongs to one and only one component. Also, the components themselves form a directed acyclic graph (component graph) that we will call the order-1 recombination component graph. This has one node for each recombination component and an arc between two nodes if there is an edge between the corresponding components. Figure 2 shows an example of an order-1 recombination component graph.
We can define, in a very similar way, the notion of higher order mixing graphs, higher order recombination components, higher order component graphs and higherorder-mixing GRDs. For example, the order-2 mixing graph associated to a GRD includes 2 nodes (labelled with all possible pairs of loci), and has connection matrix C with elements c ij,mn given by
for i < j, while the elements c ij,mn for i > j can be computed in a similar fashion.
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If there is a directed path between each pair of nodes in the order-2 mixing graph (the mixing graph is strongly connected), we define the recombination to be order-2 mixing. Again, as for the case of the order-1 connection matrix, this property depends only on a set of relevant schema-based marginals of the GRD. Figure 3 shows an example of an order-2 mixing graph for a 4-locus representation. As one can easily verify, the graph is strongly connected and, so, the corresponding GRD is order-2 mixing. We define a recombination distribution which is order-1 through to order-mixing a fully mixing recombination distribution.
Evolution Equations
In we derived evolution equations for strings and schemata for a GA using selection and generalised recombination. In we extended the string and schema equations by adding bit-flip mutation and considering also the case of variable length strings. Here we summarise the main results providing only proof fragments wherever these are important for what follows. 
Evolution Equations for Strings
Let us consider a generational evolutionary system with selection and generalised recombination exploring a search space of fixed-length strings Ω . For simplicity let us consider the case where crossover is performed with 100% probability (as we will see below we can do this without loss of generality). Under these assumptions the expected frequency of a string
where E[·] is the expectation operator, Φ(h, t+1) is the proportion of strings of type h in the population at generation t + 1, p(a, t) is the probability of selecting a string of type a as a parent from the population at generation t, R is the set of all possible GCMs, p c (r) is the GRD and γ(a, b, r → h) is the conditional probability that the offspring h is formed given the parents a and b and a GCM r. This takes the value 1 if h is created from a and b using the GCM r and 0 otherwise. Note that the string summations cover the entire search space Ω rather than just the strings in the population because the selection probability for any string not currently in the population is zero. The offspring h = h 1 · · · h , produced by parents a = a 1 · · · a and b = b 1 · · · b , with GCM r = (m, v) can be computed using Equation 1. From this, it follows that
where I r = {i : m i = 1} represents the genes picked out from the first parent by r that go to form part of the offspring h, and Ir = {i : m i = 0} is the complementary set picked out from the second parent via the negation of GCM r (see Section 2.2). As the full genetic composition of h has to come from the parents together we have I r ∪ Ir = {1, 2, · · · , }. By substituting this result into the evolution equation for h and Evolutionary Computation Volume 14, Number 4 reordering terms, we obtain
The effect of terms of the form i∈Ir δ(h i = a vi ) in this equation is simply to limit the summations to subsets of Ω . These subsets are intersections of order one schemata of the form introduced in Section 2.1. More precisely, for each GCM r these are 
Thus, as in the case of homologous crossover, we see that evolution proceeds by building a string from its component building block schemata. Of course, to make further progress, one would then need to have the equations that govern these schemata. We will obtain these in the next section. Before we do that, however, we would like to discuss the differences between strings and schemata for describing the evolution. Firstly, note that there are an exponentially large number of ways of reshuffling genetic material from parents to offspring. To emphasise once again, there are (2 ) GCMs, irrespective of whether strings or schemata are used to describe the dynamics. Of course, it may well be that only a small subset of these masks have non-zero probability. For instance, for homologous crossover there are 2 possible masks. However, for one-point crossover only − 1 of these masks have non-zero probability. For a given GCM, there remains the question of how many combinations of strings or schemata can lead to a particular offspring. This is where building block schemata play a crucial role as for a given GCM there is uniquely only one relevant pair of schemata and, therefore, correspondingly only one term in the r.h.s. of Equation 2. For strings, however, there are an exponential number of terms to consider. Also, even if there are an exponential number of GCMs, as we will show later, we can study schema equations formally (i.e., for any and without having to compute the actual terms in the equations) to infer general properties of genetic systems.
Coarse-Grained Evolution Equations
For homologous crossover, one of the most remarkable features of the coarse grained exact schema equations is their form invariance under a further coarse graining , i.e. that the functional form of the equations for a building block schema is identical to that of the equations for the strings themselves. This means that building blocks for a string are composed, in their turn, by other more coarse grained (lower order) building blocks, which in their turn etc., the whole hierarchy terminating at the order-1 schemata. It is precisely the existence of this form invariance and the hierarchical nature of the relationship between the different building blocks that has led to so many new results using the coarse grained formulation. We are thus led to consider whether for generalised recombination the same features appear which can then be further exploited to gain a better theoretical understanding and derive new practical results.
Thus, we begin by considering what happens when we coarse grain such that
t) .
If we use the notation expr/y ← z to mean "replace y with z in expression expr", clearly
. Because in each crossover event allele h s in an offspring comes from one parent or the other (depending on the value of the s-th bit in the m component of the corresponding GCM) but not both at the same time, it then follows that
(see for a proof). This result can be iterated to coarse grain over any number of variables Poli and Stephens, 2005a) , leading to the following
Theorem 2 (Schema evolution equation). Equation 2 is applicable to both strings and schemata of any order.
Interestingly, we can collect some terms in Equation 3. To see that, let us assume, without loss of generality, that m s = 1. In other words, s ∈ I r . Therefore
where the operator \ represents set subtraction and {s} is the singleton set including only the integer s. A similar result holds for s ∈ Ir. This means that neither m s nor v s appear explicitly in any of the terms in Equation 3, except in the factor p c (r). So, we can rewrite the equation as:
where the summation ranges over all GCMs of the form r = (
. Naturally this result generalises to any number of "don't care" symbols, leading to the following theorem. 
Theorem 3. For a schema h with d don't care symbols at positions
l 1 , · · · , l d ,
A More Explicit Notation
As we saw in Section 2.1, the intersection of order-1 schemata can be either a schema or the empty set. When, for a given GCM r = (m, v) ∈ R , v is a permutation of the vector (1, 2, · · · , ), then Γ(h, I r ) = i∈Ir H hi vi is guaranteed to be an ordinary schema and the same applies to Γ(h, Ir). In order to be able to express exactly which schemata these are, we need to order the sets I r = {i 1 , i 2 , · · · , i |Ir| } and Ir = {j 1 , j 2 , · · · , j |Ir | } on the basis of the corresponding entries in the vector v. That is, the elements i k of I r are ordered in such a way that v i k ≤ v i k+1 for any k, and likewise for Ir. For example, if = 4 and r = (m, v) = (1101, (4, 3, 4, 1) ), then I r is obtained as follows: As before, we first collect the indices of the elements of m that are 1 in a set (in this example, {1, 2, 4}). Then we sort the elements of this set based on the values of the corresponding elements in v. So, because v 4 ≤ v 2 ≤ v 1 , I r = {4, 2, 1}. Naturally, Ir = {3}.
With this ordering, when v is a permutation, then v i k < v i k+1 for all k. Therefore we can use the concatenation operator introduced in Section 2.1 to express our building block schemata
where we adopt the conventions of Section 2.1 that v i0 = 0 and * 0 is the empty sequence. For example, if r = (m, v) with m = 1101 and v = (4, 3, 4, 1) as above, and h = 1001, then I r = {4, 2, 1} and
We can interpret Γ(h, I r ) as a schema also when v i k = v i k−1 for some k, as long as
If this is not the case, then Γ(h, I r ) is the empty set ∅ (naturally p(∅, t) = 0). Therefore, in general we can write
Symmetry Induced by Independent Parent Selection
Collecting terms with common factors in string and schema evolution equations reveals a symmetry with respect to the order in which parents are selected. Interestingly, this is captured by the notion of negation for GCMs introduced in Section 2.2. Let us make the effects induced by the symmetry in parent selection explicit. In Equation 2, for any given GCM r = (m, v) we have a term of the form
)p(Γ(h, Ir), t).
Obviously, we also have a term corresponding to the negationr of such a mask. This is
sincer = r. Therefore, the two terms involve the same selection probabilities, although with different coefficients, namely p c (r) and p c (r). So, we can rewrite Equation 2 as
where R is any set representing half of the space of possible GCMs such that ∀r ∈ R =⇒r ∈ R (for example, R could be the set of all GCM (m, v) with m 1 = 1, i.e. R = (1 * −1 , * )).
The Case p xo < 1
Let us re-consider our earlier assumption that crossover is performed with 100% probability, i.e. that no offspring are created by selection followed by cloning (a.k.a. reproduction) alone. What would happen if recombination was applied with probability p xo and reproduction with probability (1 − p xo )? The evolution equations for a generic schema h would transform into
This might seem rather different from Equation 2, but this is not the case. Because R includes the trivial GCM r = (11 · · · 1, (1, 2, 3, · · · , )) and because I r = N and I r = ∅, then, since Γ(h, ∅) = * , p( * , t) = 1 and Γ(h, N ) = h, the action of the GCM r is simply to produce an exact copy of the first parent. That is, when the mask r is used, crossover behaves exactly like reproduction. So, we can model crossover and reproduction together by using Equation 2 but with a modified recombination distribution p c (r) = p xo p c (r) + (1 − p xo )δ(r = r ). So, any results obtained with Equation 2 (that is for p xo = 1) can be generalised to the case p xo < 1.
Infinite Population Assumption
Infinitely large populations are a mathematical idealisation that we will use extensively in Part II. This is an essential assumption if we wish to separate the intrinsic operator biases from the bias due to genetic drift. Also, from a practical point of view, the infinite-population assumption makes life easier whenever one wants to iterate schema and string evolution equations to evaluate the behaviour of an EA over multiple time steps -a technique we will use, for example, to assess the interactions between selection and recombination. It is then natural to ask what sort of errors one should expect to see when going from finite to infinite populations. Interestingly, it is possible to assess this from the schema evolution equations themselves (see (Poli et al., 1998) ). Let us start by considering that for a finite population, schema (and string) frequencies are of the form Φ(h, t) =
m(h,t) M
where m(h, t) is the number of strings in the population which match the schema h and M is the population size. If we know the state of the population at time t, the number of strings matching a schema at the next generation, m(h, t + 1), is a stochastic variable which is binomially distributed (Poli et al., 1998) . Its success probability π h (t) is given by the r.h.s. of Equation 2,
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E[m(h, t + 1)] = M π h (t).
Once we know the success probability for a binomially distributed variable, we can calculate all the moments of the distribution and, indeed, the distribution itself. In the specific case of the variable m(h, t + 1), we have
Of particular interest is the variance of m(h, t
From this we can easily compute the standard deviation of Φ(h, t + 1), obtaining
So , . These deviations can be seen as "noise", and, so, naturally, their importance depends on the amplitude of the corresponding "signal", π h (t) (see discussion on signal-to-noise ratios in (Poli et al., 1998) ).
In addition, it is possible to use exact schema evolution equations to exactly study finite population evolution. Indeed, it is easy to construct a Markov chain model for generalised recombination. This can be done by applying Equation 2 to calculate the expected frequencies of all strings in Ω at the next generation. For a given population, these can then be used as the success probabilities for a multinomial distribution which, for any possible population, provides the probability of it being the successor of the current population. So, by iterating this process for all possible "current" populations, we obtain the entries of the transition matrix of the Markov chain (we used this technique, for example, in ). Then, iterating the chain gives an exact probabilistic characterisation of the behaviour of a GA with finite populations.
The main obstacle to this procedure is that, as a stochastic process, a GA has an enormous number of possible states (populations). For the case of binary strings of length , a GA with a population of M individuals can be in any of N = (M + 2 − 1)!/M !(2 − 1)! different states (Nix and Vose, 1992) . So, a Markov chain for a GA requires an immense (N × N ) transition matrix, implying computations that are much worse than exponential. This is why we prefer to investigate finite-population effects using actual runs in Part II of this paper.
Examples
As an example, let us write Equation 2 for a generic string of length = 2
Collecting terms with common factors in this equation clearly shows the symmetry with respect to the order in which parents are selected, as mentioned in Section 3.4. For example, in the terms p c (11, (1, 1))p(a * ∩ b * , t) and p c (00, (1, 1))p(a * ∩ b * , t) we have that (11, (1, 1)) = (00, (1, 1)) = (00, (1, 1)) (by definition of negation for GCMs).
If one replaces a and b with some values from Ω, all schema intersections of the form * a ∩ * b turn into either the order-1 schema * a (if a = b) or into the empty set ∅, for which p(∅, t) = 0, and so it is possible to further simplify the equation. For example, if a = b = 1 and all GCMs have equal probability (p c (r) = 1/16), we obtain
8 .
Notice that in order to solve for the dynamics of the strings in Equation 7 we need to have a solution for the building blocks a * , * a, b * and * b. Notice, also, that the expected frequency of ab is a linear function of the selection probabilities of that string and its permutation ba and a linear-quadratic function of the selection probabilities of lower order schemata (building blocks). That is, if we term the latter b ab (t), we can rewrite:
where
and acts as a "source" for creating the string ab from lower order objects.
As an example, the evolution equation for the schema a * (a building block for ab) can be obtained by simply replacing b with * in Equation 7, obtaining
+ p c (11, (2, 1)) + p c (11, (2, 2)) + p c (10, (2, 1)) + p c (10, (2, 2)) + p c (01, (2, 1)) + p c (01, (2, 2)) + p c (00, (2, 1)) + p c (00, (2, 2)) p( * a, t).
Evolutionary Computation Volume 14, Number 4
That is
as predicted from Equation 4. Note that there is now no corresponding b(t) for order-1 schemata as they cannot be created from any more elementary object.
A much deeper analysis of the = 2 case is provided in , where a complete, exact solution, is derived, showing how the dynamical behaviour is radically different from that of homologous crossover. Even in such a simple case, new qualitatively different behaviours are observed. For example, inversion is shown to potentially introduce oscillations in the dynamics, while gene duplication leads to an asymmetry between homogeneous and heterogeneous strings. Also, all non-homologous operators lead to allele "diffusion" along the chromosome.
The general form of the evolution equations for = 3 for the generic string abc is much bigger than for = 2 (see explicit expansion in Poli and Stephens, 2005a) ), this including 216 terms -a number that, although quite big, is only 1 64 of the number of terms one would get in the absence of coarse graining. Interestingly, also in this case, the expected frequency of abc is a linear function of the selection probabilities of that string and all its permutations and a linear-quadratic function of the selection probabilities of lower order schemata (building blocks). That is: (111, (2, 1, 3) ) + p c (000, (2, 1, 3)))p(bac, t) (111, (2, 3, 1) ) + p c (000, (2, 3, 1)))p(cab, t) + (p c (111, (3, 1, 2)) + p c (000, (3, 1, 2)))p(bca, t) + (p c (111, (3, 2, 1)) + p c (000, (3, 2, 1)))p(cba, t) + b abc (t) Again, the symmetry in the selection process induces a symmetry in the equations whereby terms relating to a mask and its negation always collect.
Naturally, in order to solve for the string dynamics we need to have the dynamics of the building blocks that determine the driving term b abc (t). Fortunately, again, the equations for the building blocks can be derived by trivial syntactic manipulations on the string equations (see Stphens and Poli, 2005a) ).
Hierarchical Nature of Schema Evolution Equations
In the examples in Section 3.7 for = 2 and = 3, string and schema evolution equations have right-hand sides with the same structure, i.e. with a linear part which depends on the selection probabilities of schemata of the same order as the schema on the left-hand side of the equation, and a non-linear forcing term which depends on lower-order schemata. The only exception to this is order-1 objects, in which case there is no forcing term. So, as in the case of normal recombination a hierarchical structure emerges, where the dynamics of objects at a higher level of the hierarchy can be expressed in terms of the dynamics of objects at a lower level. Strings are at the highest level of the hierarchy and order-1 schemata the lowest. As we will show in a moment this hierarchical organisation is a general property of schema evolution equations. To show this we will need to analyse the terms in Equation 2 in more detail.
Let us consider a generic schema h and let us define D(h) to be the set of loci where h has defining symbols, that is D(h) = {i|h i = * }. Then, we can split the set of GCMs R into three disjoint sets:
R 1 (h) = {r|D(h) ⊆ I r }, R 2 (h) = {r|D(h) ⊆ Ir}, and R 3 (h) = R \ R 1 (h) \ R 2 (h), where we could alternatively have expressed R 2 (h) = {r|D(h) ∩ I r = ∅} or, extending the notion of negation from GCMs to sets of GCMs, as R 2 (h) = R 1 (h) = {r|r ∈ R 1 (h)}. Then we can rewrite Equation 2 as assigning the positions of the defining characters in h in all possible ways. The forcing term split between I r and Ir. So, from Equation 8 we obtain
In this two-part paper we provide, within the context of a fixed length representation, a single, unified theoretical framework that is powerful enough to exactly model genetic systems that exhibit a rich array of genetic operators, far beyond those of the canonical GA. These include, for instance: gene duplication, gene deletion, inversion, homologous recombination, permutations, diploidy, multiple chromosomes etc. that are not only known to happen in nature but that have also been fruitfully used in EAs. This model includes as special cases previous models, such as the exact schema theory in Stephens, 2001 ) and the approximate model in (Whitley, 1994) . Our overall analysis is motivated by the objective of understanding the search biases induced by such a large and powerful set of genetic operators.
In Part I, after describing and characterising the notion of generalised recombination, we derived both microscopic and coarse-grained evolution equations for strings and schemata and illustrated their features with simple examples. Also, we explained the hierarchical nature of the schema evolution equations and showed how the theory presented here generalises past work in EC.
In Part II, we study the biases of generalised recombination by finding the fixed points of the evolution equations for order-1 schemata for different classes of recombination distributions and under the standard assumption of infinite populations. As mentioned, understanding these biases is important, as the order-1 schemata determine the existence and stability of the fixed-points for higher-order schemata and strings as well. These are also dealt with in Part II. These infinite-population results allow us to construct a clear picture of the biases of generalised recombination for a general class of recombination distributions and to generalise Geiringer's theorem. In Part II we also discuss the expected behaviour of an evolutionary system under generalised recombination and selection. There we also consider how finite-population effects, such as drift, can alter the dynamics of the system. In addition, we test our quantitative and qualitative predictions by directly integrating the evolution equations for an infinite population with generalised recombination, with and without selection. We extend the technical analysis of generalised recombination by performing real runs of a GA with finite populations of different sizes, again, with and without selection. Although modelling natural evolution is beyond the scope of this paper, to illustrate the representational power of generalised recombination and the theory presented in the paper, in Part II we also show how one can generate models for non-binary strings, for systems with diploid representations, and even systems where multiple chromosomes coexist.
