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Resumo
Um dos requisitos fundamentais para que um sistema multiagente não supervisionado 
atinja seus objetivos é que os agentes que o compõem possuam habilidades específicas e 
complementares que lhe permitam atuar como especialistas nos ambientes em que foram 
treinados. A  representação adequada desses ambientes é fundamental para o aprendizado 
e para a boa performance dos agentes, principalmente quando esses atuam em ambien­
tes competitivos que possuem elevado espaço de estados. Do mesmo modo, as decisões 
do sistema multiagente em alocar os agentes adequados para atuarem em determinadas 
situações que ocorrem nesses ambientes são cruciais para que este atinja, com êxito, seus 
objetivos. Nesse sentido, o presente trabalho apresenta três novas abordagens para oti­
mizar o desempenho de sistemas multiagentes, as quais aprimoram: a arquitetura e o 
processo de aprendizagem dos agentes que compõem o sistema multiagente, a represen­
tação das informações relevantes dos ambientes de atuação desses agentes, assim como 
o processo de alocação dos agentes adequados para atuarem nas distintas situações que 
ocorrem nesses ambientes. Devido à sua complexidade espacial e técnica, o jogo Damas 
foi utilizado como ambiente de desenvolvimento e avaliação dessas abordagens, as quais 
foram implementadas na arquitetura do jogador automático MP-Draughts. Tal jogador 
corresponde a um sistema multiagente não supervisionado composto por agentes jogado­
res especialistas em fases distintas de um jogo. Para a implementação das abordagens 
propostas na arquitetura do MP-Draughts, foi adotada a seguinte sequência de trabalho: 
inicialmente, foi desenvolvida uma rede neural adaptativa, a ASONDE, que foi utilizada 
na arquitetura do MP-Draughts para definir os perfis (clusters) de conhecimentos neces­
sários para representar a fase de final de jogo, nos quais os agentes especialistas devem 
ser treinados. Na sequência, foi implementada uma abordagem de seleção automática de 
características baseada na mineração de padrões frequentes, a qual extrai as mais ade­
quadas para representar os diferentes ambientes (tabuleiros) que podem ocorrer durante 
a atuação do multiagente. Finalmente, foi desenvolvido um método de alocação de agen­
tes que combina redes neurais artificiais e regras de exceção, as quais em conjunto, são 
responsáveis por indicar os agentes mais adequados para atuarem nas distintas situações
de um jogo. Os resultados parciais obtidos da implementação de cada abordagem, assim 
como o resultado final que aplica todas elas na arquitetura no MP-Draughts, confirmam 
que as mesmas foram eficientes para tratar os problemas para os quais foram propostas, 
além de contribuírem para o desempenho geral do sistema multiagente.
Palavras-chave: Aprendizagem de máquina; Sistemas multiagentes; Redes neurais adap- 
tativas; Representação de ambiente; Mineração de padrões frequentes; Regras de exceção; 
Jogo de Damas.
Abstract
One of the fundamental requirements for a unsupervised multiagent system to reach 
its objectives is that the agents that make up the system possess specific and complemen­
tary abilities, which allow them to act as specialists in the environments where they were 
trained. The adequate representation of these environments is fundamental to both the 
learning and to the good performance on the part of the agents, mainly when these act 
in competitive environments that possess an elevated state space. Likewise, the decisi­
ons from multiagent systems, through their allocation of adequate agents into particular 
situations that occur in these environments, are crucial in order that these successfully 
reach their objectives. In this sense, the present work presents three new approaches to 
optimize the performance of multiagent systems, which improves: the architecture and 
the learning process of the agents that make up the multiagent system; the representation 
of relevant information of the environments where these agents perform, as well as the 
process of allocating the adequate agent for performing in distinct situations that occur 
in these environments. Due to the spatial and technical complexity, the game of Checkers 
was used as the developmental and evaluative environment for these approaches, which 
were implemented onto the automatic player MP-Draughts. This player corresponds to 
a unsupervised multiagent system composed of specialist player agents in distinct phases 
of a game. In order to implement the proposed approaches onto the MP-Draughts archi­
tecture, the following work sequence was adopted: initially, an adaptive neural network 
was developed, ASONDE, which was used in the MP-Draughts architecture to define the 
knowledge profiles (clusters) necessary for representing the endgame phase, on which the 
specialist agents should be trained. Following on, an automatic features selection ap­
proach based on the frequent pattern mining was implemented, which extracts the most 
adequate features to represent the different environments (boards) that can occur du­
ring the performance of the multi-agent. Finally, a method for the allocation of agents 
was developed, which combined clustering artificial neural networks and exception ru­
les, which together are responsible for indicating the most suitable agents to act in the 
different situations of a game. The partial results obtained from the implementation of
each approach, as well as the final result, which applies all these into the MP-Draughts 
architecture, confirm that these were efficient in dealing with the problems for which they 
were proposed, in addition to contributing to the general performance of the multi-agent 
system.
Keywords: Machine learning; Multi-agent systems; Adaptive neural networks; Repre­
sentation of environments; Frequent pattern mining; Exception rules; Checkers game.
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Capítulo i
introdução/
Nos últimos anos, a Inteligência Artificial (IA) têm sido aplicada a várias áreas de 
conhecimento para apoiar na resolução de variados tipos de problemas, e a Aprendizagem 
de Máquina (AM) é um dos ramos da IA que mais têm se destacado. A AM consiste 
no desenvolvimento e utilização de técnicas computacionais capazes de extrair conheci­
mento a partir de amostras de dados ou da observação do ambiente [5]. As pesquisas 
em AM têm se concentrado na investigação de problemas cuja resolução é viável utili­
zando técnicas de aprendizagem supervisionada, não supervisionada, ou uma mistura de 
ambas (semi-supervisionada). O presente trabalho se baseia essencialmente nas técnicas 
não supervisionadas de aprendizagem. Tais técnicas são aptas a resolver problemas cujas 
soluções podem ser, inclusive, desconhecidas, problemas de natureza complexa em que 
a solução deve ser investigada em ambientes com elevado espaço de estados e, ainda, 
problemas em que se deseja encontrar boas soluções sem depender de conhecimento de 
especialistas, conhecimento este que nem sempre está disponível [4], [6].
Outro ramo da IA que vem sendo continuamente pesquisado na literatura é o campo 
dos Sistemas Multiagentes (SMA), os quais coordenam um comportamento inteligente 
entre os agentes de um sistema, de modo que todos trabalhem conjunta ou competiti­
vamente, para a resolução de problemas [7]. Tais sistemas possuem características que 
viabilizam a resolução de problemas complexos e de natureza descentralizada [8]. Em [9] os 
autores evidenciam algumas dessas características, que são: maior eficiência na resolução 
de problemas, pois existem vários agentes atuando para sua solução; maior flexibilidade 
de adaptação ao ambiente por possuirem agentes com diferentes habilidades colaborando 
na resolução do problema; possibilita a distribuição espacial do problema entre os diversos 
agentes do sistema. Dentre os vários problemas nos quais os SMAs têm sido aplicados, 
este trabalho destaca sua aplicação no domínio de jogos.
Atualmente, os jogos representam um dos ramos de investimentos mais promissores 
no mundo dos negócios, movimentando bilhões de dólares por ano. Jogos não são mais 
utilizados como meros ambientes de entretenimento, mas também como ambiente de apoio 
ao ensino e aprendizagem em salas de aula, ambiente de treinamento de mão de obra
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especializada, simulação industrial, ambiental e de negócios, etc [10], [11], [12]. A teoria 
(inteligência) existente por trás da resolução de um jogo pode ser abstraída e aplicada na 
resolução de uma variedade de problemas práticos do dia-a-dia, o que fez com que a Teoria 
dos Jogos tornasse um importante ramo da Matemática e da Computação, especialmente 
após da publicação do livro “ The Theory of Games and Economic Behavior” [13]. Neste 
trabalho, os autores averiguam estratégias de ações apropriadas em situações nas quais 
os resultados não dependem apenas do comportamento do próprio agente, mas também 
do ambiente de atuação e das estratégias dos outros agentes que interagem com ele. 
Inicialmente, tal teoria foi aplicada para a resolução de problemas na economia e, desde 
então, vêm sendo utilizada para resolução de problemas em diferentes áreas, tais como: 
biologia, administração, engenharia, computação, entre outros.
Desde o início das pesquisas envolvendo jogos têm-se buscado implementar não apenas 
jogos, mas também jogadores automáticos inteligentes que sejam capazes de interagir e 
competir em alto nível contra jogadores humanos. O precursor na criação de jogadores 
automáticos inteligentes e na aplicação de técnicas de AM no domínio de jogos foi Arthur 
L. Samuel, o qual propôs, em 1946, um jogador automático de Damas cujo objetivo 
era vencer o campeão mundial humano da época. Em seus trabalhos [14], [15], Samuel 
propôs várias técnicas relacionadas a AM, tais como: Aprendizagem por Reforço (A R), 
Diferenciação Temporal (do inglês Temporal Differences (TD) - TD(A)), algoritmo de 
busca Alfa-Beta, treinamento por self-play com clonagem, entre outros. Os resultados 
obtidos destes trabalhos constituíram a base da AM como ciência e abriu um significativo 
campo de pesquisa dessas técnicas em diversos domínios [16]. O jogador automático de 
Damas proposto por ele é considerado um marco nas pesquisas sobre AM [17] e ainda é tido 
como fonte de inspiração para diversas pesquisas na área de aprendizagem automática e 
de jogos. Samuel considerou o domínio do jogo de Damas perfeito para o estudo de 
técnicas inteligentes, uma vez que a complexidade de resolução desse jogo se assemelha à 
complexidade de resolução de problemas práticos da vida real. De acordo com ele, muitas 
das complicações que surgem nos problemas da vida real podem ser modeladas no domínio 
de um jogo, permitindo que os pesquisadores foquem nos problemas de aprendizagem 
propriamente dito. Outro trabalho dessa época que obteve bons resultados na criação de 
jogadores automáticos inteligentes foi o jogador de Xadrez proposto por Claude Shannon 
[18]. Neste trabalho o autor define dois tipos de estratégias de jogo que ainda são muito 
utilizadas, tanto para a resolução de jogos quanto para outros problemas, que são: o uso 
de “força bruta” (ou busca exaustiva) para explorar todo o espaço de estados em busca de 
uma solução e o uso de conhecimento específico do domínio para examinar apenas uma 
parte desse espaço em busca da solução.
Em se tratando de resolução de jogos, em Herik et. al. [2] é apresentado uma análise das 
principais características de um jogo que influenciam na sua complexidade de resolução, 
que são: complexidade de espaço de estados e fator de ramificação da árvore de jogo. A
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primeira é definida pelo conjunto de todos os estados possíveis, derivados de movimentos 
legais, que possam ser executados sucessivamente no jogo a partir de seu estado inicial. 
A segunda é definida pelo número de folhas obtidas na solução do jogo a partir do estado 
corrente. A principal conclusão da análise feita por Herik é que a complexidade do espaço 
de estados é mais relevante para determinar o grau de dificuldade de um jogo do que o 
seu fator de ramificação. A Tabela 1 apresenta a complexidade de espaço de estados e o 
fator de ramificação de alguns jogos, os quais possuem nível de complexidade relevante.
Tabela 1 -  Complexidade do espaço de estados e fator de ramificação de alguns jogos [2],
[3], [4].
Jogo Fator de Ramificação Espaço de Estados
Xadrez 30 - 40 1046
Damas 8 - 10 1021
Gamão ±  420 1020
Othello ±  5 < 1028
Go 19x19 ±  360 10172
Shogi ±  92 1071
Com base nas considerações de Samuel, na conclusão de Herik e na complexidade de 
resolução do jogo de Damas, é possível concluir que tal jogo é, sem dúvida, um excelente 
laboratório para investigação e evolução de técnicas computacionais relacionadas a AM 
e a IA. A literatura atual de jogadores automáticos de Damas apresenta vários jogadores 
que se baseiam nas mais diversas técnicas inteligentes, os quais podem ser divididos em 2 
grupos: aqueles que contam com conhecimento de especialistas para aprender e aprimorar 
suas habilidades de jogo (supervisão) e, os que aprendem a jogar com o mínimo possível de 
conhecimento externo (sem supervisão). Os melhores jogadores automáticos de Damas 
da atualidade pertencem ao grupo dos que contam com algum tipo de supervisão, os 
jogadores supervisionados.
Dentre os jogadores supervisionados, pode-se destacar o Chinook [19], o atual cam­
peão mundial homem-máquina. Em 2007, a equipe proponente deste jogador anunciou 
que o jogo de Damas estava fracamente resolvido (weakly solved), ou seja, partindo do 
estado inicial do jogo existe uma prova computacional de que, ou o jogo é um empate 
ou o Chinook vence o jogo [20]. Isso quer dizer que, caso o jogo se inicie nas condições 
normais (tabuleiro 8 x 8 com todas as peças nas posições iniciais do jogo) e seu oponente 
efetue apenas jogadas perfeitas, o jogo termina em empate. Caso as jogadas do oponente 
não sejam perfeitas, o Chinook sempre vence o jogo. A resolução do jogo obtida por tal 
equipe foi baseada nos seguintes pilares: essencialmente supervisionada, visto que possui 
gigantescas Bases de Dados (BDs) onde estão mapeadas todas as jogadas perfeitas que 
devem ser executadas pelo Chinook em resposta a qualquer jogada do oponente; compu­
tacionalmente custosa, pois além de consumir muito espaço para o armazenamento dessas
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BDs, precisa processar milhões de registros por segundo para encontrar a jogada perfeita; 
contou com o auxilio do maior especialista do jogo de todos os tempos, Mario Tinsley, 
e com dezenas de computadores trabalhando continuamente na resolução do jogo [20]. 
Vale destacar que a resolução do jogo só foi possível após aproximadamente 18 anos de 
pesquisas.
Apesar de o jogo de Damas ter sido fracamente resolvido e de o Chinook ser o jogador 
de Damas mais forte da literatura [20], existem lacunas provenientes desta resolução que 
permitem que o jogo de Damas ainda se configure como um excelente domínio para a 
investigação de técnicas de AM e IA. Dentre essas lacunas, pode-se destacar: dificuldade 
de adaptação da solução do jogo para a solução de outros tipos de jogos ou problemas; 
possibilidade de redução do investimento computacional para a solução do problema, visto 
que um investimento elevado nem sempre é conveniente; tentar evitar, ou pelo menos 
diminuir, a necessidade de conhecimento especializado do domínio, o que nem sempre é 
possível e; encontrar boas solução em tempo hábil. Outro fato que comprova que o jogo de 
Damas continua sendo um excelente laboratório de pesquisas, mesmo após a resolução do 
jogo, e que as lacunas existentes nesta solução podem ser tratadas por técnicas de AM, é 
que vários jogadores automáticos de Damas foram recentemente publicados na literatura, 
mesmo após o anúncio que o jogo estava fracamente resolvido [6,21-32].
No contexto de jogadores automáticos de Damas não supervisionados, a equipe na 
qual a presente pesquisa se insere possui uma série de bons jogadores, tais como o 
VisionDraughts [21], D-VisionDraughts [24], LS-VisionDraughts [29] e o MultiPhase- 
Draughts (MP-Draughts) [22], [23]. Dentre esses jogadores, o MP-Draughts é o único 
desenvolvido sobre uma plataforma multiagente, cujos agentes são especializados em fa­
ses distintas do jogo. Tal jogador foi criado com o objetivo de aprimorar as habilidades 
dos demais jogadores da equipe na fase de final do jogo, fase esta em que os demais não 
eram habilidosos o suficiente para aproveitar sua vantagem, avançar contra o oponente 
e vencer o jogo. Apesar de esse jogador ter obtido bons resultados em jogos e ter cum­
prido com o objetivo de melhorar as habilidades de um jogador não supervisionado nas 
fases finais de um jogo, existem algumas limitações em sua arquitetura que prejudicam 
seu desempenho global. Dentre essas limitações, destacam-se: a definição empírica da 
arquitetura multiagente para representar a fase de final de jogo; representação generalista 
de todos os ambientes que ocorrem durante um jogo, independente da fase do jogo; defi­
ciência na alocação dos agentes adequados para atuar em determinadas situações de um 
jogo. Nesse sentido, na intenção de continuamente contribuir para a evolução das téc­
nicas de aprendizagem não supervisionadas e de aprimorar a arquitetura no multiagente 
MP-Draughts, este trabalho visa propor técnicas de AM não supervisionadas capazes de 
resolver as fragilidades dessa arquitetura. As técnicas propostas serão desenvolvidas de 
modo que possam ser aplicadas a outros domínios de problemas.
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1.1 Motivação e Justificativa
A eficiência dos jogadores automáticos supervisionados está condicionada ao conheci­
mento especializado a eles fornecidos, seja através do acesso à Base de Dados (BD) onde 
todas as melhores jogadas estão mapeadas, seja por meio de ajustes manuais das funções 
de avaliação que norteiam o aprendizado e as ações do jogador. Por outro lado, a eficiência 
dos jogadores automáticos não supervisionados está relacionada a sua capacidade de abs­
trair conhecimentos do domínio que sejam suficientes para direcioná-los em busca de boas 
soluções. Por exemplo, em [33] é apresentado um estudo que mostra que grandes mestres 
do Xadrez raramente buscam mais do que 100 ramificações para escolher um movimento. 
Por que, então, esses jogadores conseguem obter tão bons desempenhos nos jogos? Tecni­
camente falando, a inteligência dos humanos está na sua habilidade de realizar “podas” na 
árvore do jogo, de modo que apenas as posições consideradas relevantes sejam analisadas. 
Isso só é possível porque os humanos são capazes de utilizar diversas formas de apren­
dizagem e raciocínio, tais como indução, dedução, analogia, probabilidade, etc. Formas 
essas, que podem ser adaptadas e eficientemente implementadas na arquitetura de qual­
quer jogador automático não supervisionado, dispensando grande parte da necessidade de 
processamento e armazenamento vinculadas às técnicas supervisionadas utilizadas nesse 
domínio.
Além disso, em [34], os autores argumentam que, apesar de jogos como Damas e Xa­
drez terem obtido excelentes jogadores baseados em técnicas computacionais fortemente 
supervisionadas, o mesmo não seria possível de ser obtido em jogos como Go e Shogi, em 
que o espaço de estados é consideravelmente maior (conforme Tabela 1). A ineficiência 
na utilização de técnicas supervisionadas para resolver jogos com espaço de busca muito 
elevado, mostra que esse tipo de abordagem (busca exaustiva) não representa uma boa 
solução para tais problemas. Nesse sentido, uma alternativa pode ser utilizar técnicas 
inteligentes não supervisionadas, ou semi-supervisionadas, que sejam capazes de reduzir 
o espaço de busca e proporcionar a obtenção de uma boa solução. A AM não super­
visionada tanto se configura como boa alternativa para apoiar a solução desse tipo de 
problema que, por exemplo, o jogador automático de Go AlphaGo [35] (recentemente pro­
posto pela equipe de pesquisas do Google), o qual é baseado em redes neurais profundas 
(do inglês Deep Neural Networks) e AR, conseguiu vencer o campeão europeu do jogo. 
Tal resultado até então não havia sido alcançado por nenhum jogador automático de GO 
baseado apenas em técnicas supervisionadas.
Baseado no exposto até aqui e seguindo a vertente de explorar técnicas de AM não su­
pervisionadas que possam ser utilizadas na resolução de problemas cujo espaço de solução 
seja elevado, o presente trabalho propõe novas técnicas de aprendizagem não supervisiona­
das que sejam eficientes em solucionar os problemas arquiteturais do multiagente jogador 
MP-Draughts. A versão preliminar do MP-Draughts, proposta em [22] e [23], corresponde 
a um sistema multiagente jogador de Damas não supervisionado cuja arquitetura é base-
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ada em Redes Neurais (RN) de Kohonen (Mapas Auto Organizáveis de Kohonen (KSOM)) 
e em perceptron multicamadas (do inglês MultiLayer Perceptron (MLP)). Tal versão é 
composta por 26 agentes especialistas em distintas fases do jogo. Um agente - Initial/ 
Intermidiate Game Agent (IIGA) - é especialista em fases iniciais e intermediárias de 
jogo e os outros 25 agentes - EndGame Agent (EGA) - são especialistas em fases de final 
de jogo. Cada EGA foi treinado para ser especialista num determinado perfil de final 
de jogo, sendo que cada perfil representa um cluster. Tais clusters foram extraídos por 
uma Rede de Kohonen baseada em distância Euclidiana (KSOM-DE), de uma BD con­
tendo cerca de 4000 estados de tabuleiros de final de jogo. A quantidade de 25 clusters 
e, consequentemente 25 EGAs, foi empiricamente definida. Cada agente que compõe o 
MP-Draughts corresponde a uma MLP que utiliza o algoritmo de busca Alfa-Beta, combi­
nado com Tabela de Transposição (TT) e Aprofundamento Iterativo (AI) para escolher o 
melhor movimento em função do estado corrente do jogo. Além disso, o jogador utiliza o 
método de AR por TD(A) aliado à estratégia de treinamento por self-play com clonagem, 
como ferramentas para atualizar os pesos da MLP. O tabuleiro do jogo é representado por 
um conjunto de 12 funções (características) que descrevem aspectos relevantes do jogo 
de Damas, conhecidas como NetFeatureMap [14]. A dinâmica de jogo adotada pelo MP- 
Draughts se configura pelo seguinte percurso: o IIGA é o agente responsável por iniciar 
o jogo e o conduzir até a fase de final de jogo; neste ponto, o estado corrente do jogo é 
submetido a KSOM-DE que seleciona, dentre os 25 EGAs, àquele que deve conduzir o 
jogo até o final. A KSOM-DE é a mesma RN que minerou os clusters nos quais os EGAs 
foram treinados.
Apesar do bom desempenho obtido pelo MP-Draughts, este jogador apresenta várias 
limitações em sua arquitetura, que vão desde limitações estruturais até comportamen- 
tais [22], [23], a saber: sua arquitetura de final de jogo foi empiricamente pré-definida 
pela KSOM-DE após uma série de testes variando a quantidade de clusters gerados pela 
RN, uma vez que seus autores não são especialistas no jogo e não tinham conhecimento 
suficiente para tomar tal decisão; as características utilizadas para representar os tabulei­
ros do jogo, além de terem sido escolhidas manualmente de um conjunto maior contendo 
26 delas [14], são as mesmas utilizadas para representar todas as fases do jogo, de modo 
que todos os agentes (tanto o IIGA quanto todos os EGAs) veem o jogo sob a mesma 
perspectiva; análises feitas sobre o comportamento dos EGAs na fase de final de jogo 
mostraram que em algumas situações excepcionais o EGA indicado pela KSOM-DE para 
atuar no jogo não desempenhava adequadamente seu papel de modo a conduzir o jogo 
para uma derrota. Estas análises mostraram também que outros EGAs, diferente daquele 
definido pela RN, eram capazes de obter melhores resultados (vitórias) nessas mesmas 
situações. Diante disso, a motivação que impulsiona a realização deste trabalho é a de 
propor técnicas de AM não supervisionadas capazes de resolver as limitações do MP- 
Draughts de modo a melhorar seu desempenho geral, além de contribuir para a evolução
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da qualidade dos jogadores automáticos de Damas não supervisionados e para a evolução 
das técnicas de AM não supervisionada. Estas técnicas têm por objetivo: melhorar o 
processo de agrupamento que define os perfis adequados para representar a fase de final 
de jogo, os quais são responsáveis por definir a arquitetura de final de jogo do multiagente; 
otimizar a representação dos ambientes de atuação dos agentes, focando apenas nas in­
formações que sejam de fato relevantes para a tomada de decisão de cada agente em cada 
ambiente e; definir um processo de alocação eficiente capaz de indicar adequadamente, 
independente da situação do jogo, os agentes que devem atuar no mesmo. Tais técnicas 
foram desenvolvidas de maneira que possam ser adaptadas e aplicadas a outros domínios 
de problemas.
1.2 Objetivos da Pesquisa
Considerando as questões apresentadas na Seção 1.1, o objetivo geral deste trabalho 
é explorar e resolver as limitações do sistema multiagente MP-Draughts utilizando téc­
nicas de AM não supervisionadas. Pretende-se ao final deste trabalho que a arquitetura 
do multiagente seja a mais adequada possível para representar a fase de final de jogo, 
permitindo que cada agente tenha condições de reconhecer e avaliar apenas informações 
relevantes do ambiente que contribuam para sua tomada de decisão, os quais devem ser 
adequadamente alocados para cada situação de jogo.
No intuito de cumprir o que se propõe, os seguintes objetivos específicos devem ser 
alcançados:
1. Propor uma alternativa de RNs adaptativas para agrupamento de dados que seja 
capaz de, dinamicamente, identificar e agrupar todos os perfis de conhecimentos 
inerentes a fase de final de jogo, uma vez que não existe nenhum conhecimento a 
priori desta informação. A partir dos perfis identificados pela RN, é que devem 
ser definidos quantos agentes de final de jogo devem compor a arquitetura do MP- 
Draughts;
2. Definir quais são as características mais apropriadas para representar os tabuleiros 
que ocorrem nas diferentes fases do jogo, de modo que cada agente possa visualizar 
e avaliar apenas o que de fato é relevante para sua atuação (tomada de decisão) 
no ambiente. Apesar de existir outra técnica que propõe características adequadas 
para representar o jogo de Damas, o presente trabalho visa propor uma alternativa 
mais eficiente que possa ser aplicada, em tempo hábil, nas diferentes fases e perfis 
do jogo;
3. Identificar, a partir do comportamento ineficiente dos agentes de final de jogo, as 
situações excepcionais em que a RN não foi capaz de alocar o agente mais adequado
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para atuar no jogo e, com base nessas situações, propor um método baseado em 
regras de exceção que seja capaz de tratar tais situações, complementando a indi­
cação da RN. Tal método deve ser utilizado, após a indicação da RN, como um 
identificador de situações excepcionais e, caso necessário, como um otimizador da 
indicação da RN.
1.3 Hipóteses
A hipótese central desta pesquisa é de que as técnicas de AM não supervisionada, 
quando aplicadas a sistemas multiagentes, podem ser aprimoradas de modo a reforçar as 
habilidades desses sistemas, tornando-os cada vez mais eficazes e eficientes na resolução 
dos problemas para os quais foram propostos. Para alcançar a hipótese central deste 
trabalho considerando o sistema multiagente MP-Draughts e perseguindo os objetivos 
apresentados na Seção 1.2, as seguintes hipóteses devem ser validadas:
1. Jogadores automáticos de Damas multiagentes são mais eficientes que agentes jo­
gadores de agentes simples. A  divisão do jogo em fases e a obtenção de agentes 
especialistas em cada fase tende a aumentar o desempenho geral de um jogador 
automático;
2. Existe uma configuração adequada de SMA para atuar na fase final do jogo de 
Damas, a qual é passível de ser definida sem o auxílio de um especialista do domínio, 
utilizando apenas RNs adaptativas. Tais RNs são capazes de detectar e delimitar, 
a partir de várias amostras de tabuleiros, os diferentes perfis de conhecimentos 
existentes nesta fase do jogo;
3. Sabe-se que representar apenas as características relevantes do ambiente sobre o qual 
agentes inteligentes atuam é fundamental para sua boa performance. Sendo assim, 
a definição de quais são as características relevantes que um jogador automático de 
Damas deve considerar durante sua atuação no jogo é fundamental para sua boa 
performance. Além disso, quando tais informações são refinadas para representar 
perfis específicos que ocorrem nas diferentes fases do jogo, a performance do jogador 
tende a ser ainda melhor;
4. As alocações inadequadas de agentes para atuarem em situações para as quais não 
foram habilitados, quando ocorrem, são determinantes para o baixo desempenho do 
SMA. Como tais alocações ocorrem com menor frequência e em algumas situações 
específicas, é possível identificar e tratar localmente essas situações utilizando uma 
técnica complementar à utilizada para a alocação geral.
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1.4 Contribuições
A contribuição geral deste trabalho está relacionada as novas propostas e as otimi­
zações de técnicas de AM não supervisionadas aplicáveis ao domínio de SMAs, as quais 
podem contribuir para o desempenho geral do sistema. Considerando o domínio do jogo 
de Damas, são contribuições deste trabalho:
1. Proposta de uma arquitetura de SMA para atuar na fase final do jogo de Damas, 
cuja quantidade de agentes seja suficientemente adequada para esta fase do jogo;
2. Proposta de uma RN adaptativa apropriada para definir e delimitar os perfis de 
conhecimentos existentes na fase final do jogo de Damas, os quais possam ser uti­
lizados na formação do conhecimento (treinamento) dos agentes especialistas nessa 
fase;
3. Proposta de conjuntos de características adequados para representar os diferentes 
ambientes sobre os quais agentes jogadores com diferentes habilidades atuam. Tais 
conjuntos focam apenas nos conhecimentos que de fato contribuem para a boa atu­
ação desses agentes;
4. Proposta híbrida de um método alocador de agentes em SMA que combina RNs de 
agrupamento e regra de exceção, as quais em conjunto definem os agentes adequados 
para atuarem em cada situação do ambiente. Neste método, as regras de exceção são 
utilizadas localmente para refinar a indicação da RN em algumas situações especiais 
do ambiente.
1.5 Organização da Tese
Os próximos capítulos deste trabalho estão organizados da seguinte forma: no Capí­
tulo 2 são explicados os fundamentos teóricos e os trabalhos correlatos, relacionados ao 
desenvolvimento das abordagens propostas. A seção 2 . 1  apresenta as regras do jogo de 
Damas. A Seção 2 . 2  apresenta os principais jogadores automáticos de Damas, os quais es­
tão divididos em: Jogadores Automáticos de Damas com Aprendizagem Supervisionada e 
Jogadores Automáticos de Damas com Aprendizagem Não Supervisionada. Finalmente, 
na Seção 2.3 são apresentados os fundamentos relacionados a: Sistemas Multiagentes; 
Redes Neurais MLP; Aprendizagem por Reforço e o Método TD(A); Algoritmo de Busca 
Alfa-Beta; Representação do Tabuleiro do Jogo de Damas; Redes Neurais aplicadas à 
Agrupamento de Dados: KSOM, ART 2A e SONDE; Técnicas de Mineração de Dados: 
mineração de itens frequentes, regras de exceção e mineração de árvores de decisão.
O Capítulo 3 apresenta a arquitetura geral do multiagente MP-Draughts, assim como 
a explicação de cada módulo que compõe sua arquitetura. Também é apresentado uma
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nova versão de RN adaptativas, a ASONDE, a qual foi utilizada para a adequação da 
arquitetura do multiagente para a fase de final de jogo. Além disso, este capítulo apresenta 
uma investigação acerca das melhores medidas de similaridade para representar os estados 
de tabuleiros a serem agrupados pela RN ASONDE.
O Capítulo 4 apresenta a abordagem utilizada para obter os conjuntos de caracte­
rísticas adequados para representar o tabuleiro do jogo de Damas nas distintas fase do 
jogo. Foram obtidos conjuntos de características que são relevantes durante todo o jogo e 
também, aqueles relevantes para a fase de final de jogo. Para a obtenção desses conjuntos 
foi aplicada uma técnica de mineração de itens frequentes de BDs, cujas BDs continham 
milhares de configurações de estados de tabuleiros que ocorreram em jogos envolvendo 
grandes mestres do jogo.
O Capítulo 5 explica o método híbrido de alocação de agentes em SMAs, o qual é 
baseado em RN de agrupamento e regras de exceção. Para tanto, é apresentado neste 
capítulo: a estratégia utilizada para identificar as situações especiais de baixo desempenho 
da RN, as quais foram utilizadas para obter as regras de exceção; o processo de obtenção 
e seleção das melhores regras de exceção a serem combinadas com a RN; o processo de 
combinação de ambas as técnicas na tarefa de alocação dos agentes, além da dinâmica de 
jogo utilizando tal método de alocação.
Finalmente, no Capítulo 6 são apresentadas as conclusões e as propostas para traba­
lhos futuros, assim como as produções bibliográficas obtidas do cumprimento dos objetivos 
aqui propostos.
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Capítulo 2
Fundamentos Teóricos e Estado da Arte
Nesse capítulo são apresentados os principais conceitos utilizados para o desenvolvi­
mento deste trabalho. Inicialmente são apresentadas as regras do jogo de Damas Inglesas, 
cujo domínio foi utilizado como ambiente de desenvolvimento das abordagens propostas. 
Na sequência são apresentados os principais jogadores automáticos de Damas propos­
tos na literatura, os quais influenciaram no desenvolvimento do trabalho e por fim, são 
apresentadas as principais fundamentações técnicas utilizadas.
2.1 O Jogo de Damas
Damas é um jogo de tabuleiro jogado por 2 jogadores, os quais tentam imobilizar ou 
capturar todas as peças de seu adversário, sendo que vence o jogo aquele jogador que 
atingir tal objetivo primeiro. A versão do jogo de Damas utilizada neste trabalho é a 
inglesa, em que tabuleiro é composto por 64 casas, alternadamente casas claras e escuras, 
dispostas em uma matriz quadrada de 8 linhas e 8 colunas (8 x 8). As linhas oblíquas 
formadas pelas casas escuras são chamadas de diagonais, totalizando 15 diagonais sobre 
o tabuleiro do jogo. A maior diagonal, conhecida como grande diagonal, contém 8 casas 
escuras e une os dois cantos do tabuleiro. Coloca-se o tabuleiro entre os jogadores, de modo 
que a grande diagonal comece à esquerda de cada jogador e a primeira casa à esquerda de 
cada um seja escura. O jogo deve acontecer apenas nas casas escuras (também conhecida 
como casas ativas) e cada jogador começa o jogo com doze peças simples localizadas 
nas três primeiras linhas mais próximas do seu lado no tabuleiro. A Figura 1 mostra a 
disposição de peças iniciais de um tabuleiro de Damas 8 x 8.
As regras do jogo de Damas Inglesas, as quais são adotadas pelo jogador MP-Draughts, 
são as seguintes:
□  Uma peça simples movimenta-se em diagonal, sobre as casas escuras vazias, apenas 
para frente e uma casa por movimento;
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Figura 1 -  Configuração inicial de um tabuleiro 8 x 8 do jogo de Damas Inglesas.
□  Se uma peça simples atinge a última linha do outro lado do tabuleiro (lado oposto 
ao que começou o jogo), é promovida para dama (ou rainha). Marca-se a dama 
colocando outra peça sobre ela. A dama possui mais possibilidades de movimentos, 
podendo se mover tanto para frente quanto para trás em diagonal, porém, apenas 
uma casa por movimento;
□  O jogador pode saltar apenas sobre peças do adversário e nunca sobre as suas 
próprias peças;
□  Se uma peça está de frente para uma peça adversária e a casa subsequente à peça 
adversária está livre, então o jogador deve capturar a peça adversária saltando por 
cima dela, retirando-a do tabuleiro e ocupando a casa subsequente. Se, após o 
salto, existirem mais peças adversárias que possam ser capturadas, o jogador deve 
capturá-las. É importante destacar que a captura de peça(s) adversária(s) é um 
movimento obrigatório e tem prioridade em relação a qualquer outro movimento. A 
dama pode capturar peças do adversário movimentando-se tanto para frente quanto 
para trás e uma peça simples pode capturar apenas com movimentos para frente;
□  O jogo de Damas Inglesas não utiliza a lei da maioria para captura de peças, ou 
seja, se existir mais de uma opção de captura, o jogador não é obrigado a executar 
o movimento que capture a maior quantidade de peças. Sendo assim, se o jogador 
possuir mais de uma possibilidade de capturar peças adversárias, ele pode optar por 
qualquer uma delas;
□  Se o jogador estiver movimentando uma peça simples e optar por uma captura que
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atinja o lado oposto do tabuleiro (a última linha), tal captura deve ser interrompida 
nesse ponto com a promoção da peça simples para dama. Ou seja, quando uma 
peça simples é promovida, a jogada deve ser finalizada nesse instante;
□  Duas ou mais peças do adversário que estejam juntas na mesma diagonal não podem 
ser capturadas, a não ser que haja uma única casa vazia entre elas;
□  Na execução de um movimento de captura, é permitido passar mais de uma vez por 
uma mesma casa vazia;
□  Se ambos jogadores executarem os mesmos movimentos em suas 5 últimas jogadas, 
ou se o jogo se extender por mais de 100 movimentos, o jogo é finalizado e é declarado 
um empate.
2.2 Trabalhos Relacionados
A literatura apresenta vários jogadores automáticos de Damas, os quais podem ser 
divididos em 2 grupos: aqueles que contam com forte supervisão humana durante o pro­
cesso de aprendizagem e, aqueles que aprendem a jogar com o mínimo de intervenção 
humana (classificados aqui como jogadores não supervisionados). No grupo dos jogadores 
supervisionados, este trabalho apresenta os dois principais jogadores, o Chinook [19] e o 
Cake [36]. No grupo dos jogadores não supervisionados apresenta-se os principais joga­
dores desenvolvidos pela equipe a qual o trabalho se insere, além de apresentar outros 
jogadores recentemente propostos, os quais possuem uma metodologia de aprendizagem 
diferente da utilizada pelos jogadores desta equipe.
2.2.1 Jogadores Automáticos de Damas - Aprendizagem Super­
visionada
2.2.1.1 Chinook
Chinook é o mais famoso e melhor jogador automático de Damas de todos os tempos. 
Este jogador obteve, em 1994, o título de campeão mundial de Damas ao empatar 6 jogos 
com o jogador Mario Tinsley, que defendia o título mundial de melhor jogador de Damas 
a mais de 40 anos [19], [37]. O projeto de pesquisa que deu origem a este jogador foi 
iniciado em 1989 [38]. A versão campeã mundial do Chinook conta com uma BD de inicio 
de jogo, conhecida como opening books, que contém uma série de movimentos que devem 
ser evitados na fase inicial do jogo (no jogo de Damas, é fundamental evitar algumas 
posições no início de um jogo). Este jogador também conta com uma BD de final de 
jogo que contém cerca de 39 trilhões de estados do tabuleiro com valor teórico provado 
de vitória, empate ou derrota. Tal BD mapeia todos os possíveis movimentos a serem
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executados pelo jogador em estados de tabuleiros com 10 peças ou menos. Para escolher o 
melhor movimento a ser executado, o jogador utiliza um procedimento de busca Minimax 
distribuída com poda Alfa-Beta, Aprofundamento Iterativo e Tabela de Transposição. 
Para o Chinook, o jogo é dividido em 4 fases e cada fase possui 21 características que 
foram ajustadas manualmente para totalizar os 84 parâmetros de sua função de avaliação. 
Estes parâmetros foram ajustados, ao longo de 5 anos, a partir de testes exaustivos em 
jogos contra si mesmo e contra os melhores jogadores humanos, inclusive o Mario Tinsley. 
O processo de aprendizagem deste jogador foi altamente supervisionado durante este 
período.
Em 2007, a equipe do Chinook anunciou que o jogo de Damas estava fracamente 
resolvido (weakly solved). Isso significa dizer que, a partir da posição inicial do jogo existe 
uma prova computacional de que, no pior dos casos, o Chinook termina o jogo em empate. 
A  prova consiste de uma estratégia explícita com a qual o jogador nunca perde, isto é, o 
jogador pode alcançar o empate contra qualquer oponente jogando tanto com peças pretas 
quanto vermelhas [20]. Tal feito foi possível porque esta versão do jogador utiliza BDs 
que contêm todos os movimentos do jogo que devem ser executados pelo jogador de modo 
a alcançar a vitória. Note que a resolução fraca do jogo de Damas foi possível devido 
a uma extensiva investigação de movimentos executada pela equipe de desenvolvimento 
deste jogador durante aproximadamente 18 anos, a qual resultou em extensas BDs que 
mapeiam todos os melhores movimentos do jogo partindo do estado inicial do jogo. Além 
disso, tal pesquisa contou com o apoio do maior especialista de todos os tempos no assunto, 
Mario Tinsley. Vale reforçar aqui que este tipo de solução, essencialmente supervisionada, 
não é uma estratégia fácil, muito menos viável, de ser aplicada para a resolução de outros 
problemas com complexidade de resolução semelhante à do jogo de Damas.
2.2.1.2 Cake
O Cake está entre os jogadores de Damas mais competitivos do mundo. Este jogador 
é superior a versão campeã mundial do Chinook [19] que venceu o campeonato mundial 
contra Mario Tinsley [36]. O Cake também utiliza BD de fim de jogo, a qual contém 
conhecimento perfeito do valor de qualquer movimento para tabuleiros com até 8  peças. 
Ele também utiliza um livro de abertura de jogos, (openning book), que contém cerca de 
2 milhões de movimentos. Para atuar no jogo entre as fases de inicio e fim de jogo (fase 
em que não possui acesso as BDs), ele usa o algoritmo de busca MTD(f) para escolher 
o melhor movimento a ser executado. Este algoritmo efetua uma média de avaliação de 
2  milhões de movimentos por segundo. Assim como o Chinook, o Cake é um jogador 
fortemente supervisionado.
Tal jogador encontra-se disponível na plataforma CheckerBoard, que é a mais com­
pleta interface livre para programas jogadores de Damas. Esta plataforma suporta arqui­
vos Portable Draughts Notation (PDN), que é o formato padrão para arquivos de jogos
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de Damas. A CheckerBoard disponibiliza também BDs contendo milhares de jogos de 
competições entre os grandes jogadores de Damas de todos os tempos, inclusive jogos do 
Mario Tinsley e do Chinook.
Devido a disponibilidade de acesso à plataforma CheckerBoard na qual o Cake está 
inserido e por se tratar de um excelente jogador automático de Damas, este jogador 
foi utilizado para comprovar a evolução da performance do MP-Draughts ao longo do 
desenvolvimento das pequisas aqui propostas. Sabe-se no entanto que o MP-Draughts, 
que foi concebido baseado apenas em abordagens não supervisionadas, não é capaz de 
vencer este jogador fortemente supervisionado.
2.2.2 Jogadores Automáticos de Damas - Aprendizagem Não 
Supervisionada
2.2.2.1 Jogadores não supervisionados propostos pela equipe do MP-Draughts
O VisionDraughts [21] é um jogador automático de Damas, cujo principal objetivo de 
seus criadores foi construir um jogador automático competitivo que tenha o mínimo de 
intervenção humana no processo de aprendizagem. Ele é inspirado no jogador de Mark 
Lynch, o NeuroDraughts [39]. O VisionDraughts foi implementado como uma MLP que 
utiliza a busca Minimax com poda Alfa-Beta, TT e AI para, em função do estado corrente 
do jogo, escolher o melhor movimento. O estado corrente do jogo é apresentado ao algo­
ritmo de busca utilizando a representação vetorial. Durante o processo de aprendizagem, 
a MLP utiliza o método de aprendizagem por reforço TD(A) aliado à estratégia de treino 
por self-play com clonagem. O tabuleiro do jogo é apresentado à MLP utilizando a repre­
sentação NetFeatureMap. Este jogador utiliza um subconjunto de 12 características para 
representar o estado de tabuleiro do jogo. Os resultados apresentados em [2 1 ] comprovam 
que o VisionDraughts é, pelo menos, 50% mais eficiente com tempo de busca 95% inferior 
quando comparado ao seu predecessor NeuroDraughts. Devido a este jogador ser utilizado 
como base para a criação do MP-Draughts, este também será utilizado para comprovar a 
evolução do MP-Draughts.
O D-VisionDraughts [24], [27] é o jogador de Damas que corresponde a versão distri­
buída do VisionDraughts. Este jogador substitui o algoritmo de busca sequencial Alfa­
Beta do VisionDraughts pelo algoritmo de busca distribuído Young Brothers Wait Con­
cept (YBWC) [40]. Além disso, o D-VisionDraughts ordena a árvore de busca do jogo 
através de heurísticas. A paralelização do algoritmo de busca permitiu ao jogador au­
mentar a visão futura (look-ahead) do estado corrente do jogo para a escolha do melhor 
movimento, bem como uma redução significativa do tempo de treinamento. A ordenação 
da árvore de busca contribuiu para a redução do tempo de busca do algoritmo, visto que 
os nós mais prováveis de causar uma poda são avaliados primeiro. Experimentos mos­
traram que a busca distribuída, juntamente com o uso de heurísticas para ordenação da
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árvore de busca, reduziu em 95% o tempo de busca quando comparado com o algoritmo 
serial sem ordenação usado pelo VisionDraughts. Além disso, esta redução permitiu ao 
D-VisionDraughts, nas mesmas condições de treinamento, obter melhor desempenho de 
jogo do que o VisionDraughts, o que representa cerca de 15% a mais de jogos vitoriosos 
para este jogador.
O MP-Draughts [22], [23] foi proposto com o objetivo de resolver o problema de loops1 
de final de jogo que frequentemente ocorrem nos jogos de Damas envolvendo jogadores 
automáticos, os quais nem sempre são benéficos para os jogadores. A primeira versão 
deste jogador corresponde a um sistema multiagente composto por 26 agentes especialistas 
em fases distintas do jogo de Damas. Um agente, o IIGA, é especializado nas fases 
iniciais e intermediárias de um jogo. Os outros 25 agentes, os EGAs, são especialistas 
na fase final do jogo. Todos os agentes possuem a mesma estrutura do VisionDraughts, 
sendo que o IIGA é o próprio. Cada EGA foi treinado para ser capaz de lidar com um 
determinado perfil de final de jogo. Esses perfis (cluster) foram minerados, por uma 
RN KSOM-DE, de uma BD de estados de tabuleiros de final de jogo. O treinamento 
de cada EGA foi realizado em todos os estados de tabuleiros pertencentes ao cluster o 
qual ele foi designado a representar. Os resultados obtidos indicaram que, apesar do 
aumento no tempo de treinamento devido a quantidade maior de agentes, este jogador 
conseguiu reduzir a incidência de loops de final de jogo, além de ser mais eficiente em 
torneios contra o VisionDraughts e o NeuroDraughts. O MP-Draughts foi utilizado como 
ambiente de desenvolvimento e investigação das técnicas propostas neste trabalho, de 
modo que a arquitetura geral do jogador e as otimizações efetuadas sobre a mesma serão 
apresentadas nos capítulos subsequentes.
O LS-VisionDraughts [29] é um agente não supervisionado jogador de Damas que uti­
liza Algoritmo Genético (AG) para automatizar a escolha das características mais apro­
priadas para representar os estados de tabuleiros dos jogos. A arquitetura deste jogador 
também foi inspirada no VisionDraughts. Desse modo, a combinação do Algoritmo Gené­
tico com o módulo de busca Alfa-Beta com TT e AI permitiu que esse jogador, treinado 
num subconjunto de 9 características, fosse mais eficiente que o VisionDraughts. Além 
disso, o LS-VisionDraughts também reduziu o tempo de treinamento da MLP, o que foi 
possível devido a redução da quantidade de características (funções) avaliadas por esta 
RN no momento de predizer a qualidade de cada movimento. Dentre os monoagentes 
jogadores de Damas criados pela equipe de pesquisa ao qual o MP-Draughts se insere, o 
LS-VisionDraughts é o melhor deles. Por isso, este jogador também será utilizado para 
comprovar a evolução de desempenho do MP-Draughts.
1 Um loop  ocorre quando o agente, mesmo em vantagem, não consegue pressionar o adversário e alcançar 
a vitória. Ao invés disso, o agente começa uma sequência repetitiva de movimentos alternando-se entre 
posições inúteis do tabuleiro, os quais não modificam o estado do jogo.
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2.2.2.2 Jogadores não supervisionados propostos por outras equipes
Fogel utilizou um processo coevolutivo para implementar um jogador automático de 
Damas baseado em MLP que fosse capaz de aprender a jogar sem utilizar conhecimento 
humano sobre o domínio do jogo. De acordo com Fogel, a MLP era capaz de “criar” 
características para representar o jogo baseando-se apenas na representação espacial das 
peças sobre o tabuleiro, utilizada por esta MLP. O melhor jogador obtido por Fogel, 
conhecido como Anaconda [41], foi resultado da evolução de 30 MLPs ao longo de 840 
gerações. Cada geração tinha em torno de 150 jogos de treinamento, sendo que foram 
necessários 126.000 jogos de treinamento e 6  meses de execução para obter o Anaconda. 
Em um torneio de 10 jogos contra uma versão de baixo desempenho do Chinook, o 
Anaconda obteve 2  vitórias, 4 empates e 4 derrotas. Esse resultado foi suficiente para 
classificá-lo como expert [42].
Um jogador recentemente proposto é o jogador de Al-Khateeb e Kendall [26]. Este 
jogador é uma evolução do jogador do Fogel, o qual acrescenta um mecanismo de aprendi­
zagem social e individual na fase de aprendizagem da MLP coevolutiva com o objetivo de 
melhorar seu processo de aprendizagem. De acordo com os autores, este jogador obteve 
melhor desempenho que seu predecessor.
Outro jogador não supervisionado recentemente proposto, é o jogador de Cheheltani e 
Ebadzadeh [25]. Este jogador é um agente imunológico difuso que usa células de memória 
permanente para representar os movimentos do jogo. Estas células ajudam um sistema 
de inferência difuso de Mamdani (do inglês Mamdani Fuzzy Inference Engine (FIS)) a 
decidir qual é o melhor movimento a ser executado. Para isso, são considerados o estado 
anterior e o próximo estado do jogo. Segundo o autor, num torneio de 50 jogos contra o 
jogador de Fogel [42], o agente imunológico obteve 6 6 % de vitórias contra 10% de vitórias 
do oponente.
Em [28] foi proposto um agente jogador de Damas, o MPACA, o qual é composto 
por um módulo de processamento de imagem que detecta os movimentos do oponente 
humano, um hardware robô que executa os movimentos do agente sobre o tabuleiro e um 
módulo de IA, responsável por definir qual a melhor ação a ser executada. Tal módulo é 
composto por uma versão distribuída do algoritmo NegaMax [43] com poda Alfa-Beta e 
utilizando uma BD que armazena e recupera valores de tabuleiros avaliados anteriormente 
pelo jogador.
Frankland e Pillay propuseram em [32] uma arquitetura híbrida jogadora de Damas 
baseada em Programação Genética (PG) e AR, a qual evolui estratégias do jogo de Damas 
baseada em algumas heurísticas que dividem o tabuleiro do jogo em áreas estratégicas, tais 
como: regiões propícias para ataque e defesa. Assim, cada indivíduo da PG corresponde 
a uma estratégia diferente que, através de um conjunto de heurísticas, define qual o 
movimento a ser executado sobre um determinado tabuleiro. O processo evolutivo do 
sistema pode ser resumido assim: toda vez que o sistema deve executar um movimento
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sobre um determinado tabuleiro do jogo, uma execução separada de um ciclo inteiro da 
PG é realizada com o objetivo de obter o melhor indivíduo (estratégia), também chamado 
pelos autores como jogador alfa, o qual é responsável por definir a ação a ser executada 
nesse tabuleiro. Este processo repete até o fim do jogo e usa AR para melhorar as 
estratégias evoluídas. Segundo os autores, os resultados obtidos por esta arquitetura se 
mostraram bastante promissores.
Por último, uma abordagem particular de jogador automático de Damas Chinesas 
foi proposto por [44], o qual usa mineração de padrões frequentes para extrair conheci­
mento de BD de históricos de jogos. Os conhecimentos extraídos da BD são utilizados 
para aprimorar a inteligência do jogador e também suas estratégias de jogo. Técnicas 
relacionadas a mineração de dados tem sido eficientemente utilizadas otimizar jogadores 
automáticos [45], [46].
2.3 Fundamentos Teóricos
Esta seção apresenta as técnicas utilizadas para o desenvolvimento desse trabalho. Da 
Seção 2.3.1 até a 2.3.5 são apresentadas as técnicas utilizadas para o desenvolvimento 
do multiagente jogador automático MP-Draughts, o qual foi utilizado como ambiente de 
desenvolvimento de todas as abordagens aqui propostas. Nas seções 2.3.6 e 2.3.7 são 
descritas as técnicas que foram utilizadas para desenvolvimentos de tais propostas.
2.3.1 Sistemas Multiagentes - SM As
Adotar a abordagem de SMA para a resolução de problemas tem sido um dos as­
suntos mais explorados no contexto de sistemas inteligentes nas últimas décadas. Inú­
meros trabalhos apresentam conceitos, técnicas e aplicação de SMA em diversos domí­
nios de problemas, os quais foram implementados tanto em softwares como em hardwa­
res [47], [48], [49], [50]. Isso se deve ao fato da abordagem multiagente possuir várias 
características que viabilizam a resolução de problemas, adequando-se a problemas com­
plexos e de natureza descentralizada [8 ].
Um SMA é um sistema composto por dois ou mais agentes autônomos que interagem 
entre si em prol de realizarem determinadas tarefas ou alcançarem determinados objetivos. 
Nesses sistemas, cada agente pode atuar numa determinada parte do problema e interagir 
com os demais para tentar atingir o objetivo ou ainda, para ajudar os outros a alcançarem 
seus objetivos. Tais agentes exibem duas características fundamentais: são capazes de 
agir de forma autônoma tomando decisões que os levam à satisfação de seus objetivos e, 
também interagem com outros agentes no intuito de coordenar, cooperar, competir e/ou 
negociar as ações que os levam à satisfação do objetivo [7].
Russell e Norvig [51] exemplificam um comportamento cooperativo entre agentes em 
um ambiente em que um agente A (motorista de um veículo) interage com outro agente
2.3. Fundamentos Teóricos 43
B (outro veículo), de modo que ambos atuem colaborativamente nesse ambiente (no 
caso, na mesma rua) evitando conflitos (por exemplo, uma colisão). Um exemplo de 
comportamento competitivo entre agentes num mesmo ambiente pode ser observado no 
domínio dos jogos de tabuleiros, em que eles competem entre si pelo mesmo objetivo, 
que é vencer o jogo. No entanto, num ambiente de comportamento competitivo também 
é possível existir o comportamento cooperativo em que, dentre os diversos agentes que 
atuam no ambiente, existem aqueles que cooperam entre si em prol do mesmo objetivo e 
competem com outros pelo objetivo. No caso do jogo de Damas, por exemplo, pode haver 
um conjunto de agentes que cooperam entre si para ganhar o jogo e competem, contra o 
adversário pelo mesmo objetivo.
Neste trabalho, a técnica de SMA foi utilizada para criar um multiagente jogador de 
Damas, cujos agentes componentes atuam em busca do objetivo de vencer o jogo. Tais 
agentes são especializados em distintas fases do jogo de Damas.
2.3.2 Redes Neurais P ercep tron  Múltiplas Camadas - M LP
Uma rede neural artificial é um modelo computacional, baseado em redes neurais bio­
lógicas, que consiste em uma rede de unidades básicas simples chamadas neurônios (nós). 
O primeiro modelo matemático de um neurônio artificial foi proposto por McCulloch e 
Pitts [1] em 1943, sendo ainda o modelo mais utilizado por diversas arquiteturas de RNs. 
Na representação de McCulloch, um neurônio pode ser representado conforme a Figura 
2 . O neurônio é uma unidade processadora que aplica uma função de ativação g a um 
conjunto de n entradas, as quais são combinadas por uma função de entrada in (função 
soma). Os dados de entrada do neurônio são representados pelo conjunto [x 0, ...,xn}, os 
pesos sinápticos são representados pelo conjunto {w0,j, ...,wnj }. Um peso sináptico Wíj 
representa a força da conexão entre uma entrada Xi e um neurônio j . A relevância de 
cada uma das entradas Xi do neurônio é obtida a partir de sua multiplicação pelos respec­
tivos pesos sinápticos Wi, ponderando, dessa maneira, todas as informações que chegam 
ao neurônio.
Figura 2 -  Modelo de um neurônio artificial [1].
O limiar (ou viés) é representado pelo sinal de entrada x0, o qual é conectado ao 
neurônio j  através do peso sináptico w0,j. O viés é a variável que estabelece o patamar 
apropriado para que o resultado produzido pela função soma possa gerar (ou não) um
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valor de disparo (aj) em direção à saída do neurônio. Em outras palavras, o neurônio j  
emite um sinal de disparo aj se, e somente se, a restrição da Equação 1 for satisfeita:
n
^ -x i > Wo,j .Xq . (1)
i=1
A saída aj, correspondente a um neurônio j , pode ser obtida pela Equação 2 :
n
aj =  g(inj) =  wi ,j -x i) ‘ (2 )
*=0
A função de ativação g deve ser definida de acordo com as necessidades de cada 
problema. Existem várias funções de avaliação propostas na literatura, as quais são 
apropriadas para cada tipo de problema. Estas funções podem ser divididas em dois 
grupos principais: funções parcialmente diferenciáveis e funções totalmente diferenciáveis, 
considerando para tanto o domínio de definição das mesmas [52].
Em resumo, uma RN é composta por um conjunto de neurônios interconectados, 
onde a saída ai de um neurônio i corresponde a entrada Xj de um neurônio j  ao qual i 
está conectado com peso sináptico wiyj . O processo de treinamento de um RN consiste 
em ajustar os pesos sinápticos que conectam seus neurônios até encontrar uma conexão 
adequada entre eles, a qual seja capaz de produzir a saída desejada correspondente ao sinal 
de entrada. Note que o conhecimento de uma RN reside nos seus pesos sinápticos [53].
As MLPs são um tipo especial de RNs, caracterizadas pela presença de pelo menos 
uma camada intermediária (oculta) de neurônios, situada entre a camada de entrada dos 
dados e a camada neural de saída. Estas RNs têm a capacidade de resolver problemas 
não-linearmente separáveis. A Figura 3 apresenta uma RN MLP. Cada saída a™ (aqui 
referenciado como Oj) relativa ao j-ésimo neurônio de saída da camada m é dada na 
equação 3:
o ,  =  g (m ,) =  0 ( £  u.“ - ' - “ .'“ - 1) =  C -  (3)
*=0
onde a™-1 é a saída do i-ésimo neurônio da camada m-1 conectada ao neurônio de saída 
j  com peso w 1 (note que a saída a™-1 corresponde ao sinal de entrada Xi do neurônio 
3) .
Considerando que uma MLP possui aprendizado supervisionado, o ajuste dos pesos 
sinápticos é feito de forma a minimizar a diferença (erro) entre os valores Oj obtidos pela 
RN e a saída desejada. Considerando o aprendizado não supervisionado (aprendizagem 
por reforço), onde o valor desejado não está disponível, esta diferença é substituída pela 
diferença entre as duas saídas sucessivas produzidas pela RN.
O multiagente utilizado neste trabalho corresponde a um conjunto de MLPs de apren­
dizagem não supervisionada, cujo processo de aprendizagem é guiado pelo método TD(A).
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Figura 3 -  Arquitetura de uma Perceptron Múltiplas Camadas - MLP
2.3.3 Aprendizagem por Reforço e o M étodo das Diferenças 
Temporais - TD(À)
O paradigma da AR é um tema de grande interesse na área de AM, visto que dispensa 
um “professor” para nortear o processo de aprendizagem do agente (fornecimento de 
exemplos de treinamento). Este fato torna a AR particularmente adequada para domínios 
em que a obtenção de exemplos de treinamento seja difícil ou até mesmo impossível 
[51]. Segundo Sutton [54], na AR um agente deve aprender a partir da sua interação 
com o ambiente onde se encontra, através do conhecimento do seu próprio estado no 
ambiente, das ações efetuadas e das mudanças de estado que aconteceram no ambiente 
depois de efetuadas as ações. O sucesso da utilização de AR como uma técnica de AM 
está diretamente relacionada ao fato de se obter uma política apropriada de ações, a qual 
corresponde ao comportamento que o agente deve adotar para alcançar seu objetivo.
Entre as técnicas de AR tradicionalmente conhecidas, este trabalho destaca o método 
das Diferenças Temporais TD(A) [55]. Neste método, o processo de aprendizado é guiado 
pela diferença entre valores sucessivos dos reforços (particularmente, no caso de TD(A), 
denominados predições) que são calculados pelo agente a cada vez que ele executa uma 
ação no ambiente. O valor de predição indica o quanto um novo estado resultante da 
execução de uma determinada ação é favorável ao agente. Desta forma, se um agente 
executa uma sequência de ações mo,..., m*_i, m*, m*+1,..., m.j como uma etapa preliminar 
de planejamento para tentar alcançar um determinado objetivo f , o sistema calcula o 
valor da predição associado a cada estado resultante da execução de cada uma destas 
ações. Os valores das sucessivas diferenças entre as predições serão usados para atualizar 
a função de aprendizado do sistema. Consequentemente, no método TD(A), todas as ações 
executadas durante o treinamento do agente têm impacto no processo de aprendizagem, o 
que caracteriza a propriedade do método de considerar o impacto ponderado de cada ação 
mi executada ao longo do tempo. Logo, a eficiência do aprendizado depende, diretamente, 
do valor de precisão dos estados envolvidos que são estimados pela função de avaliação.
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Particularmente, no caso de agentes jogadores, o objetivo f  é um estado de final de jogo, 
o qual é atingido em uma situação particular em que a sequência de ações executada é 
tal que a execução da última ação mj leva ao estado f  de final de jogo.
É importante destacar que as predições associadas a estados intermediários (todos 
estados exceto o de final de jogo f ) são calculados por meio da função de avaliação 
adotada pelo sistema. Por outro lado, a predição associada ao estado de final de jogo é 
obtida por um valor de reforço retornado pelo ambiente de acordo com o resultado final 
obtido pelo agente (por exemplo, a predição correspondente para um estado de final de 
jogo em que o jogador vence deve indicar uma recompensa, enquanto que a derrota deve 
indicar uma punição).
2.3.4 Algoritmo de Busca Alfa-Beta
Estratégias de busca tradicionais efetuam a busca numa árvore que descreve todos os 
estados possíveis a partir de um determinado estado inicial I0. Formalmente, o espaço de 
busca é constituído por um conjunto de nós conectados por arcos e, cada arco pode ou não 
estar associado a um valor que corresponde ao custo c de transição de um nó para o outro. 
A cada nó tem-se associada uma profundidade d, sendo que a mesma tem valor 0 no nó 
raiz e aumenta de uma unidade para um nó filho. A aridade a de um nó é a quantidade 
de filhos que o mesmo possui, e a aridade de uma árvore é definida pela maior aridade 
de um de seus nós. O objetivo de uma busca é encontrar um caminho (ótimo ou não) do 
estado inicial li até um estado final If explorando, sucessivamente, os nós conectados ao 
nós já explorados até a obtenção de uma solução para o problema [29]. O jogo de Damas 
pode ser visto como uma árvore de possíveis estados de tabuleiros, sendo que a raiz da 
árvore representa o estado atual do jogo, os nós filhos representam os possível estados 
de tabuleiros obtidos a partir de movimentos legais (representados por arcos) executados 
neste tabuleiro.
A estratégia de busca utilizada por muitos jogadores automáticos de Damas, por 
várias décadas, foi o algoritmo de busca Minimax. Este algoritmo determina a estratégia 
ótima num cenário de jogo com dois jogadores (jogador min e jogador max). O objetivo 
do Minimax é buscar o melhor movimento para max de modo a minimizar os efeitos 
do movimento a ser executado pelo oponente min [51]. No Minimax, cada nível da 
árvore de busca corresponde, alternadamente, a um nível de maximização e um nível 
de minimização, sendo que a raiz da árvore é um nível de maximização. No nível de 
minimização, o algoritmo escolhe o movimento que leva ao seu sucessor de menor avaliação 
enquanto, no nível de maximização, o algoritmo escolhe o movimento que leva ao seu 
sucessor de maior avaliação. A Figura 4 (a) mostra o exemplo de uma árvore gerada pelo 
algoritmo Minimax na busca pelo melhor movimento para max. Observe que o movimento 
A é a melhor opção para max, visto que este é o movimento que leva para ao sucessor de 
maior avaliação.
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Figura 4 -  (a) Árvore de busca expandida pelo algoritmo Minimax. (b) Árvore de busca 
expandida pelo algoritmo Alfa-Beta
Apesar de ser um algoritmo de busca tradicional, o Minimax não é eficiente, visto que 
ele avalia mais nós da árvore de busca do que o necessário. Uma alternativa ao Minimax, 
que vem sendo empregada na arquitetura de vários jogadores automáticos, é a utilização 
do mecanismo de busca com poda Alfa-Beta. O Alfa-Beta elimina seções da árvore de 
busca do Minimax que, definitivamente, não contém o melhor movimento a ser executado 
pelo jogador. Tal algoritmo pode ser resumido como um procedimento recursivo que 
escolhe o melhor movimento a ser executado efetuando uma busca em profundidade, da 
esquerda para a direita, na árvore de busca [56], [57]. O Alfa-Beta recebe este nome 
devido aos parâmetros alfa e beta que são passados como argumentos para o algoritmo 
em conjunto com o estado atual do jogo. Alfa e beta delimitam, respectivamente, o 
intervalo inferior e superior da janela de busca pelo melhor movimento correspondente 
ao estado atual do jogo /*. A avaliação dos nós filhos de um determinado nó no nível de 
minimização (nó minimizador) pode ser interrompida quão breve a avaliação de um desses 
nós seja inferior ao limite mínimo estabelecido (poda alfa). Por exemplo, na Figura 4 (b), 
o algoritmo Alfa-Beta detecta que não é necessário avaliar 2  dos nós filhos dos movimentos 
B e D (destacados de cinza), visto que os filhos já avaliados possuem valores inferiores à 
janela alfa (0.4). Dessa maneira, o melhor movimento (movimento A) é encontrado mais 
rapidamente do que se fosse procurado pelo Minimax. Analogamente, a avaliação dos 
filhos de um nó maximizador pode ser interrompida quão logo a avaliação de um desses 
nós seja superior ao limite máximo estabelecido (poda beta).
O algoritmo Minimax com poda Alfa-Beta, aqui referenciado apenas como algoritmo 
Alfa-Beta, é utilizado neste trabalho para selecionar, na árvore de busca do jogo, o melhor 
movimento a ser executado pelo multiagente em função do estado corrente do jogo.
2.3.5 Representação do Tabuleiro do Jogo de Damas
Existem diversas maneiras de representar o tabuleiro do jogo de Damas e a esco­
lha de qual representação utilizar depende das necessidades e particularidades de cada 
jogador. Nesse trabalho, os estados de tabuleiros são representados de duas maneiras:
48 Capítulo 2. Fundamentos Teóricos e Estado da Arte
representação vetorial e representação por características, também conhecida como Net- 
FeatureMap [14].
A representação vetorial é usada para representar o tabuleiro na entrada do algoritmo 
Alfa-Beta durante o processo de busca pelo melhor movimento e também na representação 
dos tabuleiros de final de jogo nas BDs de final de jogo. A representação NetFeatureMap é 
usada para: representar o tabuleiro corrente à MLP no momento de calcular a predição dos 
movimentos; representar os tabuleiros de final de jogo às RNs clusterizadoras durante o 
processo de agrupamento da BD; representar os tabuleiros durante o processo de obtenção 
das regras de exceção e, no momento de escolher o EGA para atuar na fase de final de 
jogo.
Outras maneiras de representar o tabuleiro do jogo de Damas já foram propostas por 
diferentes jogadores automáticos, dentre as quais pode-se citar a BitBoards [19], [36], [14] 
e a representação espacial [41], [26].
2.3.5.1 Representação Vetorial
A escolha da estrutura de dados usada para representar o tabuleiro em um jogo é fun­
damental para a eficiência de um jogador automático de Damas. Algoritmos de busca em 
profundidade (Alfa-Beta, por exemplo) estão presentes nos melhores projetos da história 
dos jogos de tabuleiro e a escolha adequada da estrutura de dados para representar o 
tabuleiro afeta, consideravelmente, a velocidade de execução desse tipo de algoritmo. A 
representação vetorial é recomendada para casos em que algoritmos de busca em profun­
didade são utilizados, visto que esta é uma representação precisa do estado de tabuleiro.
A representação vetorial do tabuleiro é uma estrutura do tipo BOARD implementada 
como um vetor de 32 elementos do tipo BoardValues. Cada elemento do vetor BOARD 
representa uma posição do tabuleiro e cada posição possui um dos valores presentes em 
BoardValues (empty, blackman, redman, blackking, redking). A estrutura BOARD é a 
seguinte:
BOARD{
BoardValues p[32] 
}
BoardValues{ 
empty = 0, 
blackman = 1, 
redman = 2, 
blackking = 3, 
redking = 4 
}
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Um exemplo da representação vetorial de um determinado tabuleiro é apresentado na 
Figura 5. As peças simples pretas ocupam a base (posições de 1 a 12) e as peças simples 
vermelhas ocupam o topo do tabuleiro (posições de 21 a 32).
| 1 1 | 1 | 1 1 | 1 | 1 1 | 1 | 1 1 I 1 I 0 0 | 0 | 0 | 0 | 0 | 0 0 I 2 | 2 2 | 2 | 2 2 \ 2 \ 2 2 \ 2 \ 2 2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
Figura 5 -  Representação vetorial do tabuleiro inicial do jogo de Damas
2.3.5.2 Representação N etF eatureM ap
A NetFeatureMap representa um determinado estado de tabuleiro utilizando um con­
junto de características que capturam conhecimentos relevantes sobre o domínio do jogo 
de Damas. Tais características fornecem medidas quantitativas e qualitativas para melho­
rar a representação de diversas propriedades posicionais das peças sobre o tabuleiro. Esta 
representação foi proposta por Samuel [14] como resultado da análise do comportamento 
de especialistas humanos durante vários jogos. O autor implementou um conjunto de 26 
características que representam o domínio do jogo de Damas.
A primeira versão do MP-Draughts, utilizada para o início das pesquisas que envolvem 
o presente trabalho, utiliza um subconjunto de 15 dessas características, as quais estão 
descritas na Tabela 2 . As demais versões desse jogador, originadas a partir das pesquisas 
aqui realizadas, utilizam subconjuntos dessas 15 características. Cada característica é 
representada por um valor absoluto correspondente a quantidade de peças que a representa 
no tabuleiro. Este valor é convertido em bits os quais, em conjunto com os bits das outras 
características, constituem a saída do mapeamento NetFeatureMap.
A conversão de um determinado tabuleiro vetorial li para a representação NetFeatu­
reMap é definido pelo mapeamento C :
C: I% — > Nn,
C(It) = < f i ( I i) , . . , f n(Ii) >,  e 
fj (If) =  a, em que:
n é a quantidade de características fj ( 1  <  j  <  n) usadas para representar o tabuleiro, a 
representa a presença (se a >  0 ) e quantidade de peças que representam a característica 
fj em li. Em suma, cada li é representado por uma n-tupla composta de n atributos, os 
quais correspondem as características /i,..., f n, respectivamente.
A Figura 6  exemplifica a representação de um tabuleiro utilizando o subconjunto de 
característica da Tabela 2. O atributo f 1 indica que existem 4 peças pretas no centro do 
tabuleiro (CentreControl), enquanto f 2 indica que existem 2  posições livres no centro do
Figura 6  -  Representação NetFeatureMap de um determinado tabuleiro do jogo de Damas
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Tabela 2  -  Subconjunto de características propostas por Samuel que são utilizadas neste 
trabalho.
Características Descrição Funcional Bits
CentreControl Total de peças pretas no centro do tabuleiro. 3
XCentreControl Total de quadrados no centro do tabuleiro onde tem 
peças vermelhas ou para onde elas possam mover.
3
DoubleDiagonal Total de peças pretas que estão na diagonal dupla 
do tabuleiro.
4
DiagonalMoment Total de peças vermelhas que estão localizadas na 
posição 1 ou na posição 2 de uma diagonal dupla 
mais as peças passivas que estão na ponta da 
diagonal.
4
Exposure Total de peças pretas que são rodeadas por 
quadrados vazios em diagonal.
3
TotalMobility
MOB
Total de quadrados vazios para onde as peças 
vermelhas podem se mover.
4
Threat Total de posições para qual uma peça preta 
pode se mover e assim poder ameaçar uma peça 
vermelha em um movimento subsequente.
3
Taken Total de posições para qual uma peça vermelha 
pode se mover e, assim, poder ameaçar uma peça 
preta em um movimento subsequente.
3
PieceAdvantage Contagem de peças em vantagem para o jogador 
preto (no caso, número de peças que o jogador tem 
a mais).
4
PieceDisadvantage Contagem de peças em desvantagem para o jogador 
preto (no caso, número de peças que o jogador tem 
a menos).
4
PieceThreat Total de peças pretas que estão sob ameaça. 3
PieceTake Total de peças vermelhas que estão sob ameaça de 
peças pretas.
3
Advancement Total de peças pretas que estão na 5- e 6 - linha do 
tabuleiro menos as peças que estão na 3a e 4- linha.
3
Backrowbridge Indica se existe damas pretas tabuleiro ou se as 
posições 30 e 32 (bridge) estão ocupadas por peças. 
vermelhas.
1
Kingcentrecontrol Total de damas pretas no centro do tabuleiro. 3
tabuleiro para onde uma peça vermelha (vista como peça do oponente) pode ser mover 
(XCentreControl).
2.3.6 Redes Neurais aplicadas ao Agrupamento de Dados
Nesta seção são apresentadas 3 tipos de RNs não-supervisionadas, as quais são uti­
lizadas para agrupamento de dados. Quando se diz que uma RN possui aprendizado 
não-supervisionado, significa dizer que ela consegue aprender tendo como entrada pa­
drões não rotulados, ao contrário das RNs com aprendizado supervisionado que recebem
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um conjunto de treinamento previamente classificado e rotulado.
As RNs aqui descritas, foram utilizadas para obter os clusters de estados de tabuleiros, 
os quais devem ser utilizados para treinar as MLPs que representam os agentes de final 
de jogo que compõem o MP-Draughts. Tais RNs também são utilizadas para alocar os 
agentes na fase de final de jogo, em torneios envolvendo o multiagente
2.3.6.1 Redes Neurais Auto-Organizáveis de Kohonen - KSOM
A RN K-SOM, também conhecida como Mapas Auto-Organizados de Kohonen, foi pro­
posta pelo Prof. Teuvo Kohonen [58], [59]. Esta RN possui aprendizado não-supervionado 
e competitivo, cuja arquitetura estática é pré-definida pelo usuário. A arquitetura de uma 
KSOM, apresentada na Figura 7, é composta por duas camadas: uma camada de entrada 
cujos neurônios Xi ( 1  <  i <  n ) representam o padrão de entrada li e uma camada de 
saída cujos neurônios Yj ( 1  <  j  <  m ) competem para representar o padrão. Os neurônios 
Xi são completamente conectados aos neurônios Yj. Os pesos sinápticos que conectam 
cada Xi a cada Yj são representados por Wij.
Para cada padrão de entrada li apresentado a KSOM, a mesma identifica o neurônio 
vencedor Yj que mais se assemelha ao padrão e atualiza seus pesos e os pesos dos neurô­
nios à ele mais próximos (neurônios vizinhos) a fim de incorporar o padrão. Em outras 
palavras, quando um padrão li é submetido à camada de entrada da KSOM (representado 
por Xi , ..., X n ), é calculado a medida de similaridade entre li e cada Yj; na sequência, 
os pesos do neurônio que possui maior similidade ao padrão , denotado por Y j , são atu­
alizados assim como os pesos de seus vizinhos (numa proporção menor) para representar 
o padrão.
A medida de similaridade frequentemente utilizada pelas KSOM é a Distância Eucli­
diana, porém outras medidas podem ser utilizadas [59].
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2.3.6.2 Redes Neurais ART 2A - A daptive R eson a n ce Theory
A RN de aprendizado não supervisionado Adaptive Resonance Theory (ART) 2A [60] 
pertence à família das RNs ART, as quais são baseadas na teoria da ressonância adap- 
tativa proposta por Grossberg [61], [62]. Tal RN possui a habilidade de aprender novos 
padrões sem destruir os conhecimentos obtidos de padrões anteriormente apresentados. 
Esta característica está relacionada ao dilema da plasticidade/estabilidade, no qual a 
RN deve ser adaptativa o suficiente para incorporar mudanças ocorridas no ambiente, ao 
passo que deve ser estável a fim de preservar o conhecimento já adquirido ao longo do 
tempo [63]. Os neurônios são criados dinamicamente pela ART 2A.
A arquitetura desta RN, apresentada na Figura 8 , é composta por 2 subsistemas: um 
subsistema de atenção e um de orientação. O subsistema de atenção, composto pelas 
camadas F0, Fi e F2, é responsável por escolher o melhor neurônio para representar o 
padrão de entrada. O subsistema de orientação controla (através do parâmetro de vigi­
lância p) o nível de similaridade entre os padrões representados por um mesmo neurônio 
de saída. Este subsistema decide se um padrão de entrada deve ser representado pelo 
neurônio indicado pelo subsistema de atenção.
Figura 8  -  Arquitetura básica de RN ART
Quando um padrão de entrada R, é apresentado a ART 2A, ele é pre-processado na 
camada F0 e repassado à camada Fi . A camada Fi calcula a similaridade entre R e 
os neurônios Yj da camada F2. O neurônio com maior similaridade, denotado por Yj, 
torna-se candidato para representar /*. Caso a similaridade entre R e Yj seja superior 
a vigilância estabelecida por p, o neurônio candidato é considerado vencedor, Y j , e se 
adapta para representar R . Caso contrário (a similaridade é inferior a p), a RN cria um 
novo neurônio para representar /*.
Existem diversas variações da ART 2A, as quais se diferem principalmente pela medida 
de similaridade utilizada. A ART 2A utiliza similaridade cosseno [64].
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2.3.6.3 Redes Neurais SONDE - Self-O rganizing N ovelty  D e tec to r
A Self-Organizing Novelty Detection (SONDE) é uma RN adaptativa cujo aprendizado 
é contínuo e não supervisionado. Esta RN foi projetada para integrar os recursos das RN 
SOM, Growing When Required (GWR) e ART para detecção de novidade em fluxos de 
dados [65], [6 6 ]. As unidades básicas de representação de conhecimento da SONDE são 
neurônios adaptativos, os quais são criados a medida que as novidades são detectadas. A 
Figura 9(a) ilustra a estrutura de conhecimento de um neurônio desta RN. Cada neurônio 
yi é definido pela tendência média (centróide) Wi dos padrões de entrada agrupados por 
yi , pela dispersão média (raio médio) radi dos padrões de entrada em torno do centróide 
e pelo grau mínimo de similaridade (limiar de ativação do neurônio) a* para reconhecer 
novos padrões.
Figura 9 -  (a) Exemplo de um neurônio y* e suas estruturas de conhecimento. (b) Arqui­
tetura da SONDE
A arquitetura da SONDE, representada pela Figura 9 (b), é composta por três ca­
madas: uma camada de entrada e pré-processamento, na qual padrões de entrada são 
opcionalmente normalizados; uma camada competitiva, na qual os neurônios disputam 
para representar o padrão de entrada; e uma camada de saída em que o melhor neurônio 
(do inglês Best Matching Unit (BMU)), ou neurônio com maior ativação, é estimulado 
para representar o padrão de entrada.
O algoritmo da SONDE é apresentado no Algoritmo 1.
Os parâmetros 7 , Q e a0 possuem valores constantes E [0,1] definidos pelo usuário. 
O 7  e o Q são parâmetros de aprendizagem, os quais definem a influência de padrões do 
passado na situação corrente da RN. Quando maior os valores desses parâmetros, maior 
é o grau de esquecimento da SONDE. Isso quer dizer que, quanto maior os valores de 7  
e Q, menor é a influência dos padrões do passado no conhecimento corrente da RN. Para 
cada padrão de entrada It (opcionalmente normalizado da linha 7), o valor de ativação
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Algoritmo 1 SONDE
1
2
3
4
5
6
7
8 
9
10
11
12
13
14
15
16
17
18
19
20 
21 
22
23
24
25
26
27
28
29
30
31
32
{A dimensão do padrão de entrada I  é n}
{K  representa o conjunto dos centróides}
{Os parâmetros 7 , Q e a0 são constantes pré-definidas}
{Um neurônio y% é composto por: a%, radi e w*}
{A ativação do neurônio yi é dada por a*} 
for all 1  ,do instante de tempo t G N do
{Fase de normalização do vetor de entrada. Executada quando n > 1}
1
it
lit I
{Cálculo da ativação de cada neurônio e busca pelo melhor neurônio BMU } 
for all Wi G K  do
{Cálculo da distância entre Wi e A} 
disti = \\wi — I\\
{Cálculo da ativação do neurônio corrente yi} 
ai = exp(—disti)
if ai >  a b m u  and ai >  a i  then
{Encontra o neurônio com maior ativação} 
yB M U  = y% 
end if 
end for
if BMU foi encontrado then
{Adaptação do melhor neurônio ys M U }
wB M U t = (1 — 7) * WB M U t - i  + 7 * 1
radBMUt = (1 — Q) * radBMUt - i  + Q *\\It — Wbmut_i |
P =  W
radßMUt-radBMUt-1 
max(radBMUt ,radBMUt-1 ) W
aBMUt =  + p) * aBMUt-i,exp ( -  radBMUt * (1 + p)))
else
(Cria novo neurônio ynew G K } 
tX new — It
®new — ®0
vadnew = ln(ao') 
end if 
end for
ai de cada neurônio da camada competitiva é calculado (linhas 10-14). Se o valor de 
ativação üí é maior que o limiar de ativação do neurônio (a* > ai), o neurônio com maior 
valor de ativação (a* > üb m u ) é eleito como neurônio vencedor BM U  (linhas 15-17). 
O BM U  é o neurônio que melhor representa o padrão de entrada. O centróide wb m u  
(linha 22) e o raio médio radsMU (linha 23) do neurônio vencedor são adaptados para 
representar It. Esta adaptação é feita utilizando médias móveis exponenciais ponderadas, 
que provêm adaptação incremental ao conhecimento do nerônio de acordo com as variações 
presentes nos padrões de entrada [65]. O limiar de ativação asMU é atualizado para 
melhor representar o padrão de entrada nas próximas ativações (linha 25). A atualização 
do asMU é proporcional ao grau de modificação p do novo raio médio comparado com o 
raio médio anterior (linha 24). Quando nenhum neurônio é capaz de representar o padrão 
de entrada I  (caso em que a condição da linha 15 não é satisfeita), um novo neurônio
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é criado. O centróide wnew do novo neurônio é igual ao padrão It responsável por sua 
criação e o limiar de ativação anew é igual ao valor pré-definido a0. O raio médio inicial 
radnew é igual a - l n ( a 0) (linhas 26-31).
2.3.7 Mineração de Dados
A  mineração de dados é um campo multidisciplinar que inclui áreas de IA, Estatística, 
Reconhecimento de Padrões, entre outros. A tarefa de minerar dados permite extrair pa­
drões ou conhecimentos interessantes de BD, os quais são uteis para auxiliar na tomada 
de decisão em vários domínios de aplicações, tais como a análise de mercado, diagnósticos 
médicos, controle de produção, jogos, etc [67]. A mineração de dados pode ser classificada 
em duas categorias: descritiva e preditiva. A mineração descritiva encontra padrões e pro­
priedades que frequentemente estão presentes no dados analisados, enquanto a mineração 
preditiva realiza indução nos dados de modo a extrair modelos preditivos que possam ser 
usados para efetuar predições do comportamento de novos dados [6 8 ].
Esta seção apresenta 3 técnicas de mineração de dados, sendo uma descritiva e duas 
preditivas, que foram utilizadas para o desenvolvimento deste trabalho.
2.3.7.1 Mineração de Padrões Frequentes
Mineração de padrões frequentes é um tipo de mineração descritiva que extrai padrões 
que ocorrem frequentemente numa BD. Geralmente, esses padrões representam informa­
ções potencialmente úteis, não triviais e previamente desconhecidas pelos especialistas 
do domínio. O problema de minerar padrões frequentes de um BD pode ser descrito 
como: dado uma BD D  contendo as transações T\, ...,Tn , encontre todos os padrões P  
que estão presentes em pelo menos numa fração s dessas transações. A fração s é denomi­
nada de suporte mínimo, o qual pode representar a frequência absoluta (valor absoluto) 
ou a frequência relativa com que as transações ocorrem na BD. Cada transação Ti na 
BD corresponde a uma tupla na BD [69]. No modelo original de mineração de padrões 
frequentes, proposto em [70], o problema de encontrar relacionamento (ou associações) 
entre os itens de uma BD foi proposto como sendo um “segundo estágio” do processo de 
mineração, o qual é derivado dos itens frequentes desta BD. Neste modelo, inicialmente 
é feita uma mineração descritiva e, a partir dos padrões frequentes encontrados na BD, é 
feito uma mineração preditiva com o objetivo de encontrar relacionamentos entre os itens 
que representam esses padrões, os quais poderiam ser usados para analisar e predizer o 
comportamento de novos dados.
Neste trabalho entretanto, foi aplicado apenas o “primeiro” estágio da mineração pro­
posta em [70], o qual obtém os itens frequentes de uma determinada BD. Tais itens 
descrevem a frequência com que determinadas características ocorrem na BD.
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2.3.7.2 Mineração de Regras de Exceção
Extrair conhecimento interessante a partir grande quantidade de dados é uma das 
principais preocupações da mineração de dados. Uma classe de conhecimento que atrai 
muito a atenção das pesquisas na área são as regras de exceção [71], [72], [73], [74], [75] 
[76], [77]. Uma exceção pode ser definida como algo diferente da maioria, que contradiz 
o senso comum e geralmente representa algum conhecimento interessante.
As regras de exceção permitem que a precisão de regras gerais sejam otimizadas, 
uma vez que representam conhecimentos excepcionais e interessantes não representados 
pelas regras gerais. Uma regra de exceção pode ser expressa pela combinação de uma 
regra geral e associado a essa regra, uma exceção. Enquanto a regra geral representa o 
conhecimento comum, a regra de exceção representa conhecimentos locais que contradizem 
esse conhecimento. O conceito de localidade das regras de exceção está relacionado ao 
fato delas serem obtidas a partir de situações especiais que o conhecimento geral não foi 
capaz de representar, e de serem usadas para complementá-lo. Uma regra geral possui 
alto valor de suporte e confiança, enquanto regras de exceção possuem baixo suporte e 
confiança semelhante às regras gerais [76]. O suporte representa a frequência relativa 
com que as instâncias cobertas por uma regra ocorrem na BD e a confiança representa a 
precisão de cobertura dessa regra.
A mineração de regras de exceção foi proposta por Hussain [76], o qual define uma 
regra de exceção de acordo com o apresentado na Tabela 3, onde A e B representam um 
item ou um conjunto de itens e B também representa disjunções não vazias de restrições 
sobre os itens. Por exemplo, se houver uma regra geral “ se a pessoa está desempregada, 
então não lhe é dado crédito” (A ^  X ), uma exceção seria “ se a pessoa está desempregada 
e seu cônjuge está empregado, então lhe é dado crédito” (A A B ^  —X  ). Neste caso, 
a regra “ seu cônjuge está empregado, então lhe é dado crédito” (B ^  —X ) representa 
uma regra de referência, a qual explica a exceção. Regras de referência podem ter baixo 
suporte e/ou baixa confiança e são regras difíceis de serem descobertas (mineradas).
Tabela 3 -  Estrutura das regras com exceções proposta por Hussain.
A ^  X Regra geral:
alto suporte, alta confiança.
A A B ^ —X Regra de exceção:
baixo suporte, alta confiança.
B ^ —X Regra de referência:
baixo suporte e/ou baixa confiança.
Um conjunto de regras isoladas é pouco intuitivo e dificulta o entendimento de qualquer 
problema. Geralmente os indivíduos expressam o conhecimento em termos de padrões 
gerais e casos especiais. Desse modo, o par de regras [regra geral, regra de referência], que 
formam as exceções são mais confortáveis e familiares no que diz respeito as necessidades
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de entendimento desses indivíduos, sendo que as regras gerais são verificadas primeiro e 
exceções à essas regras são modeladas como um posterior refinamento do conhecimento 
induzido pela regra geral. Exceções podem, por exemplo, representar posições raras de 
damas sobre o tabuleiro, as quais quando identificadas podem conduzir o jogo para uma 
situação de vitória.
O conceito de regras de exceção proposto por Hussain é utilizado neste trabalho para 
tratar o baixo desempenho da RN em alocar os agentes em algumas situações especiais 
do jogo.
2.3.7.3 Mineração de Árvore de Decisão - C4.5
Árvore de Decisão (A D ) é um dos métodos mais utilizados da literatura de mineração 
de dados para tratar problemas de classificação. Este método pertence a família de 
algoritmos “ dividir para conquistar ” , o qual divide um conjunto de treinamento, até que 
cada subconjunto obtido deste particionamento contenha apenas exemplo de uma mesma 
classe [78]. A construção de uma AD pode ser descrita como um procedimento recursivo, 
o qual divide o conjunto de dados em subconjuntos de exemplos cada vez mais puros 
em relação a uma determinada classe. Sua estrutura é composta por: nós folhas, que 
correspondem as classes do problema; nós de decisão, os quais correspondem aos nós 
internos da árvore responsáveis por testar as condições sobre os atributos e; arestas, que 
conectam os nós de decisão que satisfazem determinadas condições até a classe que os 
representam [67]. Para classificar um novo exemplo numa AD, um caminho é traçado 
a partir do nó raiz (neste caso, representa um nó de decisão), descendo pelas arestas 
de acordo com os resultados das condições, até chegar em um nó folha, que representa 
a classe de predição do exemplo [6 8 ]. Uma AD pode ser facilmente mapeada em um 
conjunto de regras, transformando cada ramo da árvore (cada caminho da raiz até um 
dos nós folha) em uma regra. As regras traduzidas são disjuntas, de modo que apenas 
uma única regra dispara quando um novo exemplo é classificado. Tais árvores apresentam 
como principal vantagem estruturas simples e de grande legibilidade, as quais podem ser 
facilmente entendidas e usadas diretamente pelo usuário. O grande representante desse 
grupo é o algoritmo C4.5.
O C4.5 foi proposto por Quilan [79] como um melhoramento do algoritmo ID3 [80]. As 
principais vantagens do C4.5 em relação ao seu sucessor são: lida com atributos contínuos 
e com valores desconhecidos; lida com problemas em que os atributos possuem custos 
diferenciados; utiliza a medida gain ratio (razão do ganho) para selecionar o atributo 
que melhor divide os exemplos, gerando árvores mais precisas e menos complexas; efetua 
pós poda nas árvores geradas. O C4.5 é um dos métodos de AD mais consagrados na 
literatura, o qual é considerado um padrão na comparação de algoritmos de aprendizagem 
simbólica. Este algoritmo têm obtido ótimos resultados em problemas de classificação ao 
longo de décadas.
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Capítulo 3
MP-Draughts - Proposta de 
Arquitetura para a Fase de Final de 
Jogo baseada em Redes Neurais
Adaptativas
O sistema multiagente MP-Draughts apresentado neste capítulo corresponde a uma 
otimização da versão preliminar do jogador apresentada na Seção 2 .2 .2 , a qual adapta a 
arquitetura do jogador para a fase de final de jogo. Na versão preliminar deste jogador, o 
módulo de agrupamento é representado por uma KSOM baseada em distância Euclidiana 
(KSOM-DE). Neste agente, devido a arquitetura pré-definida da KSOM, o número de 
clusters para minerar a BD de treinamento foi definido manual e empiricamente em 25, 
produzindo assim, 25 agentes para representar a fase de final de jogo (EGAs). Contudo, 
não existe nenhuma garantia de que este número é adequado para representar os perfis 
de jogo existentes nesta fase. Da mesma maneira, não foi feito uma investigação sobre 
os dados (estados de tabuleiros) para saber se a distância Euclidiana (DE) era a melhor 
medida para estimar a similaridade entre eles. A quantidade de 25 foi estabelecida após 
uma série de testes variando a quantidade de clusters gerados pela KSOM-DE, uma vez 
que por não possuir nenhum conhecimento do jogo e também por não contar com o auxílio 
de especialistas no domínio, os autores deste trabalho não tinham conhecimento suficiente 
para tomar tal decisão.
Neste sentido, a versão do MP-Draughts apresentada neste capítulo otimiza a anterior 
com as seguintes contribuições: investigação de qual medida é mais adequada para estimar 
a similaridade entre os estados de tabuleiros e, a substituição da arquitetura pré-fixada 
da KSOM-DE por uma arquitetura baseada em RN adaptativa. Tal RN define, dinamica­
mente, a quantidade mais apropriada de clusters para representar a BD de final de jogo e, 
consequentemente, define a melhor arquitetura do multiagente para representar esta fase 
do jogo. A alocação do EGA que deve atuar na fase de final de jogo também é feita por
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essa RN. Como contribuição para a área de AM não supervisionada e para o multiagente 
jogador, este trabalho propõe uma nova versão de RN adaptativa, a ASONDE, a qual 
adapta sua versão original SONDE [65], de modo a torná-la apta para lidar com BDs 
finitas e estáveis. A ASONDE, baseada em similaridade cosseno, foi a RN adaptativa 
dentre as várias investigadas neste capítulo, que obteve a melhor proposta de arquitetura 
de final de jogo para o MP-Draughts.
Para facilitar o entendimento do que é fase inicial/intermediária de jogo e fase de final 
de jogo citada neste e nos próximos capítulos deste trabalho, considere a expressão “fase 
inicial/intermediária de jogo” como sendo os tabuleiros do jogo com, no mínimo, 15 peças 
e a expressão “fase de final de jogo” como sendo os tabuleiros com, no máximo, 14 peças.
As próximas seções deste capítulo estão organizadas da seguinte maneira: a Seção 3.1 
apresenta a arquitetura geral do MP-Draughts e sua dinâmica de atuação em jogos con­
tra outros jogadores; as Seções 3.2 e 3.3 explicam os módulos que representam os agentes 
especialistas do multiagente assim como o processo de aprendizagem e de busca desses 
agentes; a Seção 3.4 apresenta o processo de investigação da medida de similaridade e 
da RN adaptativa que devem compor o módulo RN Adaptativa da arquitetura geral do 
jogador, sendo que esta seção contém as principais contribuições do capítulo, que con­
templam o cumprimento de parte objetivo geral e do objetivo específico 1 desta pesquisa 
(apresentados na Seção 1 .2 ) .
3.1 Arquitetura do MP-Draughts
MP-Draughts é um sistema multiagente não supervisionado jogador de Damas cuja 
arquitetura é baseada em RNs adaptativas e MLPs [6 ]. Os agentes que o compõem 
são especializados em fases distintas do jogo: um agente é especialista nas fases iniciais 
e intermediárias de jogo (IIGA ) e o restante são especialistas na fase de final de jogo 
(EGAs). Cada agente corresponde a uma MLP que aprende a jogar por reforço através 
dos métodos TD(A). O algoritmo Alfa-Beta combinado com Tabela de Transposição e 
Aprofundamento Iterativo é utilizado pelo multiagente para indicar o melhor movimento 
a ser executado considerando o estado de tabuleiro corrente do jogo. Os estados de tabu­
leiros são representados tanto por características NetFeatureMap quanto vetorialmente, 
dependendo do momento que em o sistema se encontra.
A arquitetura do MP-Draughts, apresentada na Figura 10, é composta por 4 módulos:
□  Módulo IIGA - Initial/  In term edia te G am e A g en t : corresponde ao agente 
especialista nas fases iniciais e intermediárias do jogo de Damas;
□  Módulo EGAs Treinados - E ndG am e A gents: representa o conjunto dos 
agentes especialistas nas fases de final de jogo. Cada agente deste módulo é treinado 
para ser especialista num determinado perfil (cluster) de final de jogo;
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Figura 10 -  Arquitetura geral do MP-Draughts: sistema multiagente jogador de Damas
□  RNs Adaptativas: a RN adaptativa que compõe este módulo possui duas respon­
sabilidades distintas: primeiro, ela é responsável por obter os clusters de treinamento 
dos EGAs, minerando uma BD de estados de tabuleiros de final de jogo. Segundo, 
é responsável por alocar, dentre os EGAs treinados, àquele que possui maior ca­
pacidade de atuar na fase de final de jogo, dado a situação de final de jogo a ela 
apresentada;
□  Agente de final de jogo - EGA : corresponde ao agente de final de jogo escolhido 
pela RN adaptativa, para assumir o jogo na fase final e o conduzí-lo até o final. Esse 
agente, por ter sido treinado num cluster cujo perfil se assemelha ao estado corrente 
do jogo, é considerado pela RN o mais habilitado para atuar no jogo.
A dinâmica de jogo adotada pelo MP-Draughts em jogos contra outros jogadores é a 
seguinte: o IIGA é o agente que atua no jogo desde o início (tabuleiro 8  x 8  completo) 
até a fase de final de jogo. Neste momento, o estado corrente do jogo, representado por 
NetFeatureMap, é apresentado à RN adaptativa que aloca o EGA que melhor representa 
o estado corrente do jogo. Este EGA conduz o jogo até o final.
Vale ressaltar que outras duas estratégias de atuação dos EGAs foram testadas. Na 
primeira delas, a cada movimento a ser executado pelo MP-Draughts na fase de final de 
jogo era verificado qual EGA era o mais apropriado para a ação, o qual deveria indicar o 
melhor movimento. Nesta estratégia cada movimento poderia ser executado por um EGA 
diferente. Na segunda estratégia, a cada movimento a ser executado nesta fase do jogo 
eram escolhidos os K  EGAs mais similares ao estado corrente do jogo, os quais indicavam 
o que consideravam ser o melhor movimento para o tabuleiro. Caso alguma indicação 
representasse a maioria, esta era considerada como a indicação do melhor movimento, caso 
contrário era feito uma escolha aleatória considerando todas as indicações. Foram feitos 
testes para K  igual a 3 e 5. Contudo, nenhuma dessas estratégias conseguiram resultados 
melhores que a estratégia de escolher um único agente para atuar nesta fase do jogo, o que 
faz muito sentido quando se considera a estratégia geral de um jogo de Damas. Durante 
um jogo, um agente costuma escolher um movimento analisando os movimentos futuros 
que este movimento pode lhe proporcionar, estabelecendo uma estratégia sequencial de 
movimentos. Se o próximo movimento deste agente for executado por um outro agente,
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a estratégia estabelecida pelo primeiro pode ser diferente da estabelecida pelo segundo, 
de modo que a estratégia de ambos pode ser perdida. Tal situação pode ser ainda pior 
quando a quantidade de agentes atuando num mesmo movimento é aumentada.
3.2 Agente de Início e Meio de Jogo - M ódulo I IG A
O IIGA corresponde a uma MLP treinada para ser especialista nas fases iniciais e 
intermediárias do jogo de Damas. Este agente aprende a jogar por reforço utilizando os 
métodos TD(A) para ajustar os pesos sinápticos da MLP durante o processo de treina­
mento. O treinamento é feito utilizando a estratégia de self-play com clonagem, durante 
vários ciclos de jogos de treinamento realizados a partir do tabuleiro inicial do jogo. O 
algoritmo Alfa-Beta combinado com TT e AI é utilizado pelo agente para buscar o melhor 
movimento a ser executado no estado de tabuleiro corrente do jogo.
A arquitetura da MLP é composta por 3 camadas, sendo uma de entrada com 48 
neurônios, uma oculta com 2 0  neurônios e uma de saída com um único neurônio, cuja 
saída indica a avaliação de um determinado movimento no jogo. Cada neurônio da MLP 
está conectado a todos os outros das camadas subsequentes (fortemente conectada). Na 
primeira camada são representados os valores quantitativos de todas as características 
NetFeatureMap utilizadas para representar o tabuleiro do jogo (somatório da coluna Bits 
da Tabela 2). Na camada oculta foi mantida a mesma quantidade de neurônios utilizada 
pelas versões predecessoras do MP-Draughts. Isso foi feito para manter a rastreabilidade 
das otimizações efetuadas neste jogador, visto que a estrutura da MLP não foi alterada 
em nenhuma das versões do jogador investigadas neste trabalho.
A Figura 11 apresenta o processo de aprendizagem do agente em jogos de treinamento. 
Resumindo, sempre que o agente precisa escolher um novo movimento mt+1 (em que 
t+1 representa um estado futuro ao tempo atual t), o estado de tabuleiro corrente It 
(que representa o estado corrente no tempo t, cuja predição Pt foi calculada no ciclo 
anterior relacionado à escolha do último movimento mt) é apresentado ao algoritmo Alfa­
Beta (#1), o qual gera a árvore de busca do jogo cuja raiz é o estado It. Cada estado 
de tabuleiro associado aos nós folha da árvore de busca é convertido na representação 
NetFeatureMap (#2), e apresentado na camada de entrada da MLP (#3). A MLP avalia 
cada um desses nós folha e retorna um valor (predição) que indica o quanto cada estado 
folha é favorável para o agente. Este valor é retornado para o a algoritmo Alfa-Beta (#4), 
que escolhe o melhor movimento mt+1 (movimento com maior predição) a ser executado 
em It (#5). O agente executa este movimento ( # 6 ). O novo estado de tabuleiro h+i 
é convertido na representação NetFeatureMap (#7) e apresentado à MLP que o avalia 
gerando uma predição Pt+1 ( # 8 ). As predições Pt+1 referente ao estado It+1 (novo estado) 
e Pt referente ao estado It (antigo estado corrente cuja predição foi calculada no ciclo 
anterior) são usadas pelo Módulo de Aprendizagem TD(A) para reajustar os pesos da
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MLP (#9  e #10). Em seguida, o estado It+i é reavaliado pela MLP (agora com os pesos 
reajustados)(#11) gerando um segundo valor de predição P't+1 (#12). O valor de P't+1 
instanciará a variável Pt (#13) para o próximo ciclo de treinamento. O novo estado It+i 
(produzido pelo movimento mt+i) passa a ser o próximo estado corrente It (#14) do ciclo 
de treinamento com predição Pt (instanciada pela predição P't+i).
Durante os jogos de não treino (em que os pesos da MLP não são atualizados), o 
processo é semelhante ao ciclo de treinamento apresentado na Figura 11, exceto pelo fato 
de desconsiderar o Módulo de Aprendizagem TD(A)(passos #9, #10, #11 e # 1 2 ) e, na 
etapa #13 a variável Pt é instanciada com a própria predição Pt+1 referente ao novo estado 
It+i (produzido pelo movimento mt+1), pois neste caso não há geração de um novo valor 
P't+1 (que ocorre apenas quando a MLP está treinando).
As subseções que seguem (3.2.1, 3.2.2 e 3.2.3) descrevem com mais detalhes o processo 
de reajuste dos pesos da MLP pelo método das TD(A) durante os jogos de treinamento, a 
estratégia de treinamento por self-play com clonagem e o processo de busca pelo melhor 
movimento.
3.2.1 Reajuste dos Pesos da M LP
O reajuste dos pesos da MLP é executado durante seu processo de aprendizagem, ou 
seja, a medida que o agente joga contra o seu clone por meio do treinamento por self-play 
com clonagem, os pesos da RN são reajustados pelo método TD(A). O reajuste é feito 
de acordo com a escolha dos melhores movimentos efetuados pelo agente e os estados 
resultantes desses movimentos. Considerando um conjunto de movimentos que o agente 
executa durante um jogo de treinamento (mo,..., m i- 1, m*, m i+1, m g ), em que mg se 
refere ao estado final do jogo (veja Seção 2.3.3)), um reforço final ainda é fornecido pelo 
ambiente à MLP , de acordo com o resultado obtido da execução do movimento mg .
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O agente seleciona o melhor movimento mt+1 a ser executado a partir de um estado It 
com o auxílio do procedimento de busca Alfa-Beta e dos pesos atuais da MLP. O estado 
It+i resulta do movimento mt+1 sobre o estado It. A partir de então, o estado h+i é 
mapeado na entrada da rede neural e tem sua predição Pt+1 calculada (esta predição 
corresponde ao valor de saída Ot no neurônio da última camada da MLP, veja Figura 
2). Os pesos da MLP são reajustados com base na diferença entre as predições Pt+1 e 
Pt (calculada anteriormente para o estado It). Após o fim de cada jogo de treino, um 
reforço final é fornecido pelo ambiente informando o resultado obtido pelo agente jogador 
em função da sequência de movimentos que executou ( + 1  para vitória, - 1  para derrota e 
0  para empate).
Formalmente, o cálculo do reajuste dos pesos é definido pela equação do método 
TD(A) [54]:
— 1 ) +  A w ^it)
=  w ^ (t — 1) +  l).(Pt+i — Pt). Z L i  At-kX wPk (4)
=  w f-(t — 1 ) +  f).(Pt+i — Pt).eligfj (t), onde:
□  l) é o parâmetro da taxa de aprendizagem na camada l. Foi utilizado a mesma 
taxa de aprendizagem para todas as conexões sinápticas de uma mesma camada l;
□  wf- (t) representa o peso sináptico da conexão entre a saída do neurônio i da camada 
l e a entrada do neurônio j  da camada (l +  1) no instante de tempo t. A correção 
aplicada a esse peso no instante de tempo t é representada por Awfj\t);
□  o termo eligf-(t) é único para cada peso sináptico w fj(t) da RN e representa o 
traço de eligibilidade das predições calculadas pela RN para os estados resultantes 
dos movimentos executados pelo agente desde o instante de tempo 1 do jogo até o 
instante de tempo t;
□  V wPk representa a derivada parcial de Pk em relação aos pesos da RN no instante 
k. Cada predição Pk é uma função dependente do vetor de entrada X (k ) e do vetor 
de pesos W (k) da RN no instante de tempo k.
□  O termo At-k , para 0 <  A <  1, tem o papel de fornecer uma “pesagem exponencial” 
para a taxa de variação das predições calculadas em k passos anteriores de t. Quanto 
maior for A, maior o impacto dos reajustes anteriores ao instante de tempo t sobre 
o reajuste dos pesos w^^t).
O processo de reajuste dos pesos por Diferenças Temporais TD(A) é descrito nas 
seguintes etapas:
1 . o vetor W (k) de pesos é inicializado aleatoriamente;
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2. as eligibilidades associadas aos pesos da RN são inicialmente nulas;
3. dadas duas predições sucessivas Pt e Pt+i , referentes a dois estados consecutivos I t 
e It+l, calculadas em consequência de movimentos executados pelo agente durante 
o jogo, define-se o sinal de erro pela equação:
eC0 =  ( jP t+ i — Pt ) , (5)
onde o parâmetro 7  é uma constante de compensação da predição Pt+i em relação 
a predição Pt ;
4. cada eligibilidade eligf - (t) está vinculada a um peso sináptico wf - (t) correspon­
dente. Assim, as eligibilidades vinculadas aos pesos da camada l, para 0 <  l <  1, 
no instante de tempo t eligf-  (t) são calculadas observando as equações dispostas a 
seguir:
□  para os pesos associados às ligações diretas entre as camadas de entrada (l =  
0 ) e saída (l =  2 ):
elig\f(t) =  X.eliglf (t — 1) +  g'(Pt).a{- ) , (6 )
em que A tem o papel de fornecer uma “pesagem exponencial” para a taxa de 
variação das predições calculadas em k passos anteriores de t; af'1 é o sinal de 
saída do neurônio i na camada l; g’ (x) =  ( 1  — x 2) representa a derivada da 
função de ativação (tangente hiperbólica) [39].
□  para os pesos associados às ligações entre as camadas de entrada (l =  0 ) e a 
oculta (l =  1 ):
eligfj (t) =  X.eligfj (t — 1) +  g'(Pt).w $(t).g'(a[-+ll).a{p , (7)
onde a^+li é o sinal de saída do neurônio j  na camada oculta (l +  1 );
□  para os pesos associados as ligações entre as camadas oculta (l =  1 ) e de saída
(l =  2 ):
d ig^ tt) =  A.eligfj\t — 1 ) +  g' (Pt).a\1); (8 )
5. calculado as eligibilidades, a correção dos pesos wf-(t) da camada l, para 0 <  l <  1, 
é efetuada através da seguinte equação:
A w f-(t) =  a (l\e(t).eligfj (t), 
onde o parâmetro de aprendizagem 1) é definido como:
a (0
' 1
1= 0para
n
1
1 = 1, 20 ’
para
(9 )
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6 . existe um problema típico associado ao uso de RNs, que é o fato da convergência 
estar assegurada para um mínimo local do erro e não necessariamente para o mí­
nimo global do erro. Quando a superfície de erro é “bem comportada” isto não 
representa um problema, mas quando a superfície apresenta muitos mínimos locais, 
a convergência não é assegurada para o melhor valor. Neste sentido, utilizou-se 
o termo momento p para tentar solucionar esse tipo de problema. Para isso, foi 
empregado uma checagem de direção na Equação 4, ou seja, o termo momento p 
é aplicado somente quando a correção do peso atual Aw f - (t) e a correção anterior 
Aw f - (t — 1) estiverem na mesma direção. Portanto, a equação final TD(A) utilizada 
para calcular o reajuste dos pesos da rede neural na camada l, para 0  <  l -< 1 , é 
definida por:
Wíj (t) =  w ^ (t — 1) +  A w ^ (t); (10)
onde Aw f -(t) é obtido nas seguintes etapas:
a) calcule Aw f - (t) pela Equação 4;
b) se (Aw f j (t) >  0  e Aw !-lj ( t  — 1 ) > 0 ) ou (Aw f j (t) <  0  e Aw f j (t — 1 ) < 0 )
(ambos na mesma direção), faça:
Aw f - (t) =  A w fj(t) +  pAw f-  (t — 1);
Observe que o termo momento p é utilizado para reforçar tendências de estabilização 
nas direções dos reajustes dos pesos já manifestadas em tempos anteriores e mantidas 
no instante presente. Caso não haja tal tendência, a parcela do termo momento não é 
aplicada (o que “freia” o processo de reajuste dos pesos).
3.2.2 Estratégia de Treinamento do Agente
O treinamento do IIGA é realizado em 3 sessões de 500 jogos, sendo que o agente 
joga metade dos jogos (250 jogos) com as peças pretas e a outra metade com as peças 
vermelhas. Esta estratégia de trocar as cores das peças do agente é interessante por 
2  motivos: primeiro, treinar o agente para jogar em ambas as situações e; segundo, 
porque algumas características da representação NetFeatureMap estabelecem restrições 
relacionadas às cores das peças, as quais tendem a beneficiar o agente que joga com as 
peças pretas. Por exemplo, a característica CentreControl contabiliza a quantidade de 
peças pretas no centro do tabuleiro.
A estratégia de treinamento por self-play com clonagem consiste em treinar um agente 
por vários jogos (no caso, 500) contra uma cópia de si próprio. A medida que o jogador 
aumenta seu desempenho até ponto de conseguir vencer sua cópia, uma nova clonagem é 
realizada e o jogador passa a treinar contra esse novo clone. O processo se repete por um 
número pré-determinado de ciclos de treinamento (no caso, 3).
Na prática, o treinamento do agente se divide nas seguintes etapas:
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1. primeiro, os pesos da MLP que representa o agente oppl (nome atribuído a MLP 
original) são gerados aleatoriamente;
2. antes de iniciar a sessão de treinamento, a MLP oppl é clonada para gerar seu 
primeiro clone oppl-clone;
3. inicia-se então a sessão de treinamento da MLP oppl que joga contra a MLP oppl- 
clone. As RNs efetuam uma sessão de n jogos de treinamento (no caso, n =  500), 
em que somente os pesos da oppl são reajustados durante esses jogos;
4. ao final da sessão de treinamento, dois jogos-testes são realizados para verificar qual 
das MLPs é a melhor. Caso o desempenho da oppl (MLP com reajuste) seja superior 
ao desempenho da oppl-clone, é feita a cópia dos pesos da oppl para a oppl-clone. 
Caso contrário, os pesos da MLP original oppl-clone permanecem inalterados para 
a próxima sessão de treinamento;
5. volte para etapa 3 e execute uma nova sessão de n jogos de treinamento entre 
oppl e o seu último clone oppl-clone. Repita o processo até que o número máximo 
de sessões de treinamento seja alcançado. Observe que ao fim de cada sessão de 
treinamento pode ser gerado um clone de oppl (caso ele seja superior a sua versão 
sem reajustes);
6 . Ao final de todas as sessões de treinamento, realiza-se um torneio de 2  jogos entre 
a ultima versão do oppl (obtida na última sessão) e todos os seus clones obtidos 
em sessões anteriores. Finalmente, o vencedor deste torneio é considerada a melhor 
MLP para representar o agente.
3.2.3 Processo de Busca utilizado pelo Agente
O jogo de Damas pode ser visto como uma árvore de possíveis estados de tabuleiros, 
sendo que cada nó representa um estado do jogo e cada ramo representa um possível 
movimento [51]. Cada vez que o agente precisa executar um movimento, o algoritmo de 
busca é usado para obter a árvore de busca do jogo e escolher o melhor movimento. A 
raiz da árvore de busca corresponde ao estado corrente do jogo, I . O próximo nível da 
árvore (profundidade 1 ) corresponde aos possíveis estados que podem ser obtidos a partir 
de movimentos válidos executados em I . Os demais estados da árvore (profundidade 2 , 
..., d) são obtidos sucessivamente, a partir de movimentos válidos, até atingir o nível 
de profundidade máxima d. A profundidade d é controlada por um valor previamente 
estabelecido e/ou pelo tempo que o agente tem para efetuar o movimento. A MLP 
calcula a predição P  para cada estado pertencente à profundidade d da árvore de busca e, 
essas predições são retornadas para o algoritmo de busca, que indica ao agente o melhor 
movimento a ser executado em I .
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O IIGA utiliza o algoritmo de busca Alfa-Beta combinado com TT e AI para efetuar 
a busca pelo melhor movimento, dado o estado corrente do jogo. A profundidade máxima 
estabelecida para a busca foi de d =  8 , sendo que para valores maiores, o tempo de espera 
para a execução de um movimento (relacionado ao tempo de busca pelo movimento) fica 
impraticável em alguns casos.
As próximas subseções explicam os detalhes do algoritmo de busca Alfa-Beta, assim 
como sua integração com a TT e o AI.
3.2.3.1 O algoritmo Alfa-Beta
O algoritmo Alfa-Beta pode ser resumido como um procedimento recursivo que escolhe 
o melhor movimento a ser executado fazendo uma busca em profundidade, da esquerda 
para a direita, na árvore do jogo. Existem duas versões do algoritmo Alfa-Beta, versão 
fail-soft e hard-soft, as quais se diferem pelo valor de predição P  retornado para um estado 
quando ocorre uma poda. A versão fail-soft sempre retorna o valor real da predição para 
o estado avaliado, independente se houve ou não poda. Já a versão hard-soft retorna 
como predição para o estado, o valor correspondente ao limite (min ou max) que efetuou 
a poda, desconsiderando a predição real do estado. Essa característica da versão hard- 
soft restringe sua combinação com a TT, uma vez que o valor de predição de um estado 
pode não corresponder a predição real para o mesmo (no caso de ocorrer poda). Caso o 
valor de predição retornado pela versão hard-soft seja armazenado na TT e recuperado 
num momento futuro, este valor provavelmente não corresponderá a predição real do 
estado e o algoritmo poderá a efetuar um movimento diferente do que seria executado 
caso o algoritmo não recuperasse a predição da TT. Tal fato, faz com que os movimentos 
executados pelo algoritmo hard-soft não sejam compatíveis quando comparado com sua 
versão sem a TT, o que inviabiliza sua combinação com a TT.
Dessa maneira, como a TT compõe o módulo de busca do agente, a versão utilizada 
neste trabalho será a fail-soft. O Algoritmo 2  apresenta a versão fail-soft do algoritmo 
Alfa-Beta, que é explicado na sequência:
□  Linha 1: para a escolha do melhor movimento, os seguintes parâmetros de entrada 
são fornecidos ao Alfa-Beta: o estado corrente do jogo, I , a profundidade d de busca, 
o valor alfa que representa o limite inferior do intervalo de busca e o valor beta que 
representa o limite superior do intervalo de busca; alfa e beta são inicializados com os 
valores -infinito e +infinito, respectivamente, e seus vão sendo atualizados a medida 
que os estados folhas da árvore de busca vão sendo avaliados. O parâmetro de saída 
bestmove corresponde ao melhor movimento (m) a ser executado sobre o estado 
corrente I .
□  Linhas 2 a 4: por se tratar de um procedimento recursivo, exige-se uma condição 
de parada: verificar se o estado do tabuleiro I  é uma folha da árvore, ou seja, se não
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Algoritmo 2 Fail-soft Alfa-Beta
1 : alfaBeta(node:I, int:d, int:alfa, int:beta, move:bestmove) 
2 : if leaf(!) or d= 0  then 
3: return evaluate(!)
4: end if
5: if I  is a max node then 
6 : besteval := alfa
7: for each child of I : do
8 : v := alfaBeta(child,d-1,besteval,beta,bestmove)
9: if v > besteval then
1 0 : besteval:= v
1 1 : thebest = bestmove
1 2 : end if
13: end for
14: if besteval >=  beta then
15: return besteval
16: end if
17: bestmove = thebest
18: return besteval
19: end if
2 0 : if I  is a min node then 
2 1 : besteval := beta
2 2 : for each child of I : do
23: v := alfaBeta(child,d-1,alfa,besteval,bestmove)
24: if v < besteval then
25: besteval:= v
26: thebest = bestmove
27: end if
28: end for
29: if besteval <=  alfa then
30: return besteval
31: end if
32: bestmove = thebest
33: return besteval
34: end if
possui filhos. Neste caso, a função evaluate(I) retorna a predição dada pela MLP 
para o estado I ;
□  Linha 5: Verifica se I  é um nó maximizador, caso positivo, as linhas 6  a 19 são 
executadas;
□  Linha 6: besteval representa a melhor avaliação encontrada para o nó I  até o 
presente momento. Como I  representa um nó maximizador, inicialmente o valor de 
besteval é configurado como o maior valor negativo possível. Note que besteval será 
incrementado até o máximo valor das predições associadas aos filhos de I  (linhas de 
7 a 13);
□  Linhas 7 a 13: para cada um dos filhos child, do estado I , o algoritmo Alfa-Beta
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é chamado, recursivamente, com profundidade d - 1. O intervalo de busca utilizado 
para a chamada recursiva será [besteval; beta] (linha 8 ). No nível de maximização, 
sempre que ocorrer atualização de um dos limites do intervalo de busca, a atualização 
acontecerá no limite inferior (no caso, em besteval). Isso acontece sempre que a 
predição v calculada para child superar o valor de besteval (linha 9). Caso a predição 
de v seja maior que besteval (melhor avaliação encontrada até o momento para I ), 
o algoritmo atualiza besteval com o valor de v e o valor de thebest com o valor do 
melhor movimento (bestmove) encontrado até o momento para I  (linha 1 0  e 1 1 );
□  Linhas 14 a 16: se acontecer da predição armazenada em besteval ultrapassar
0 limite superior do intervalo de busca (besteval >  beta), o algoritmo retornará, 
imediatamente (poda beta), o valor de besteval como predição associada ao estado
I . Tal fato expressa a ideia de que a predição associada ao estado I  é, no mínimo, 
besteval;
□  Linhas 17 e 19: após a avaliação do todos os filhos child do estado I , thebest 
conterá o melhor movimento a ser executado a partir do estado I ; besteval conterá 
a maior predição entre todos os filhos do estado I  (pois I  é maximizador), e será 
retornado como valor da predição associada ao estado I ;
□  Linhas 20 a 34: será executado o mesmo processo descrito entre as linhas 5 e 19, 
porém considerando que o estado I  é um nó minimizador. Neste caso, a predição 
v associada ao nó minimizador será igual a menor predição dos seus filhos e o 
intervalo de busca utilizado será [alfa; besteval] (linha 23). No nível de minimização, 
sempre que ocorrer atualização de um dos limites do intervalo de busca, ela será um 
decremento no limite superior. Isso acontece sempre que a predição v calculada para 
child for inferior ao valor de besteval (linha 24). Caso a predição de v seja menor que 
besteval (melhor avaliação encontrada até o momento para I ), o algoritmo atualiza 
besteval com o valor de v e o valor de thebest com o melhor movimento encontrado 
para I  até o momento (linha 25 e 26). Se acontecer da predição armazenada em 
besteval ser menor que o limite inferior do intervalo de busca (besteval <  alfa, linha 
29), o algoritmo retornará, imediatamente (poda alfa), o valor de besteval como 
predição associada ao estado. Tal fato expressa a ideia de que a predição associada 
ao estado é, no máximo, besteval. Após a avaliação do todos os filhos child do estado
1 (linhas 32 e 33), thebest conterá o melhor movimento a ser executado a partir do 
estado I ; besteval conterá a menor predição de todos os filhos do estado I  (pois I  é 
minimizador), e será retornado como valor da predição associada ao estado I ;
Observe que uma poda  alfa ocorre tão logo uma predição v, calculada para um dos 
filhos de um nó minimizador I  seja menor que o parâmetro alfa (linha 29). Já uma poda
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beta ocorre tão logo uma predição v calculada para um dos filhos de um nó maximizador 
I  seja maior que o parâmetro beta (linha 14).
3.2.3.2 Integração do algoritmo Alfa-Beta com Tabela de Transposição - Alfa­
Beta +  TT
O algoritmo fail-soft Alfa-Beta, apresentado na Seção 3.2.3.1, não mantém um his­
tórico dos estados da árvore do jogo visitados anteriormente. Assim, se um estado de 
tabuleiro I  for apresentado 2  vezes (ou mais) para o algoritmo Alfa-Beta, a mesma ro­
tina será executada 2 vezes (ou mais) a fim de encontrar a predição associada a I  . A  
reapresentação de alguns estados de tabuleiros são comuns no jogo de Damas devido ao 
fenômeno de transposição e também, devido a combinação do algoritmo de busca com a 
técnica de aprofundamento iterativo (detalhado na Seção 3.2.3.3). Durante um mesmo 
jogo, pode-se chegar ao mesmo estado de tabuleiro várias vezes e, quando isso ocorre, 
diz-se que houve uma transposição, daí a origem do nome Tabela de Transposição.
Para evitar o trabalho de reexecutar o algoritmo de busca para o mesmo estado de 
tabuleiro tantas vezes quanto ele aparecer num mesmo jogo, é recomendado o uso de 
TT, a qual funciona como um repositório de predições passadas associadas aos estados 
de tabuleiro do jogo que já foram submetidos ao algoritmo de busca. No IIGA, a T T  
utilizada para armazenar informações relevantes sobre os estados de tabuleiro que já foram 
explorados pelo algoritmo Alfa-Beta, é a tabela hash. Para isso, os estados de tabuleiro do 
jogo são representados na forma de chaves hash seguindo a técnica de Zobrist [81] e [82]. 
Tal técnica usa uma sequência de bits aleatórios distintos de comprimento fixo, chamado 
chave Zobrist, para representar as 32 posições do estado de tabuleiro do jogo de Damas. 
Como cada posição do tabuleiro pode representar 5 estados diferentes: peça simples preta 
ou vermelha, dama preta ou vermelha e vazio, então a chave Zobrist para Damas requer 
32 x 4 =  128 entradas (observe que as posições vazias não precisam ser representadas). 
A Figura 12 mostra as 128 chaves Zobrist composta de uma sequência fixa de 64 bits.
Com o objetivo de garantir a qualidade dos números aleatórios gerados para as chaves 
Zobrist apresentadas na Figura 12 (primeira coluna), tais inteiros foram gerados a partir 
do gerador de bits aleatórios Quantum Random Bit Generator Service [83], utilizando a 
técnica descrita em [84], que garante a aleatoriedade da sequência gerada baseando-se na 
aleatoriedade intrínseca de processos físicos em que fótons são detectados ao acaso [29]. 
Utilizando a chave Zobrist, o processo de criar uma chave hash, para um determinado 
tabuleiro do jogo de Damas, é dado da seguinte forma [85]:
1. Considere um estado I  do tabuleiro do jogo de Damas como sendo o mostrado na 
Figura 13;
2 . Para conseguir o número aleatório associado à peça preta simples localizada na 
posição 2 do tabuleiro I , basta fazer uma consulta ao vetor da Figura 12 e encontrar
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Figura 12 -  Vetor de 128 elementos inteiros aleatórios com as chaves Zobrist utilizadas 
pelo IIGA para a montagem da Tabela de Transposição.
a chave Zobrist =  17903615704209920410 (valor da coluna random int64 referente 
a primeira linha do grupo de chaves do square 2 );
3. Para conseguir o número aleatório associado ao rei preto, localizado na casa 31 
do tabuleiro I , basta fazer uma consulta ao vetor da Figura 12 e encontrar a chave 
Zobrist =  14507257672045050736 (valor da coluna random int64 referente a terceira 
linha do grupo de chaves do square 31);
4. Para conseguir o número aleatório associado ao rei branco, localizado na casa 3 do 
tabuleiro I , basta fazer uma consulta ao vetor da Figura 12 e encontrar a chave 
Zobrist =  3651659200175719294 (valor da coluna random int64 referente a quarta 
linha do grupo de chaves do square 3 ).
5. Assim, para conseguir a chave hash C  associada ao estado do tabuleiro I  basta 
aplicar o operador XOR nas três chaves obtidas nas etapas 2, 3 e 4, isto é, C  =
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17903615704209920410 © 14507257672045050736 0  3651659200175719294, ou seja, 
C  =  17159320952789611153.
Figura 13 -  Exemplo de um estado do tabuleiro de Damas utilizado para criação de uma 
chave hash.
A técnica de Zobrist é, provavelmente, o método mais rápido para calcular uma chave 
hash associada a um estado de tabuleiro do jogo de Damas, já que uma operação XOR é 
eficientemente executada por uma CPU, além de possibilitar uma atualização incremental 
na chave hash com movimentações de peças sobre um tabuleiro [8 6 ].
Tratamento do Problema de Colisão na TT
A TT utilizada pelo IIGA trata dois problemas de colisão identificados por Zobrist em 
[82]: erro tipo 1 e erro tipo 2. O erro tipo 1, também conhecido por clash, ocorre quando 
dois estados distintos de tabuleiro de Damas são mapeados com a mesma chave hash. 
Se tal erro não for tratado adequadamente, pode acontecer de predições incorretas serem 
retornadas pela rotina de busca Alfa-Beta ao consultar a TT. Para reduzir a probabilidade 
de ocorrência de erro tipo 1, são utilizadas duas chaves hash: a hashvalue de 64 bits e 
a checksum de 32 bits que combinadas, praticamente eliminam as ocorrências de clashes 
(mais detalhes consulte [8 6 ]).
O segundo tipo de erro tratado é a colisão de erro tipo 2. Ele acontece quando dois 
estados de tabuleiro distintos, apesar de serem mapeados com chaves hash diferentes, são 
direcionados para o mesmo endereço na TT. Isso ocorre devido a limitação de memória 
disponível para a TT e a grande quantidade de estados alcançáveis num jogo de Damas. 
Para resolver este problema, foram utilizados dois esquemas de substituição (replacement 
scheme), chamados Deep e New, propostos por Breuker em [87]. De acordo com Breuker, 
se uma TT tiver dois níveis, isto é, se tiver a capacidade de armazenar informações 
referentes a dois estados de tabuleiro no mesmo endereço, ela terá melhor performance do 
que uma outra TT com o dobro de capacidade de armazenamento, mas com apenas um 
nível de armazenamento. Mais especificamente, de acordo com a estratégia Deep e New, 
na primeira vez que um determinado endereço é selecionado para armazenar informação 
de um determinado estado I , ele será gravado no primeiro nível. O segundo nível só será
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usado se ocorrer alguma colisão de erro tipo 2 (aí é utilizado o esquema de substituição 
New) ou em caso do primeiro nível já ter informação armazenada para o estado I . Neste 
caso, o primeiro nível sempre mantém a informação mais precisa do estado I  utilizando 
o esquema de substituição Deep (neste esquema, a predição calculada para I  referente a 
subárvore mais profunda é preservada). Portanto, sempre que um determinado endereço 
de entrada na TT armazena informações referentes ao mesmo estado de tabuleiro I  em 
ambos os níveis, isto significa que a informação armazenada no primeiro nível foi obtida a 
partir de uma posição mais profunda na árvore do jogo (ou seja, informação mais precisas). 
Por outro lado, se o mesmo endereço de entrada na TT armazena informações referentes 
a dois estados diferentes, isto significa que o segundo nível foi utilizado para resolver o 
problema de colisão de erro tipo 2 (mais detalhes veja [8 6 ]).
A rm azenam ento e R ecuperação de Estados de Tabuleiro da T T
As informações relacionadas a cada estado de tabuleiro do jogo I , avaliado pela rotina 
de busca Alfa-Beta, são armazenados na TT de acordo com a estrutura entry mostrada
abaixo:
struct TranspTable{
INT64 hashvalue = v1;
FLOAT prediction = v2;
MOVE best_move = v3;
INT depth = v4;
STRING scoretype = v5;
INT
}
checksum = v6;
onde v1 e v6 representam, respectivamente, as duas chaves hash calculada para o estado 
I : hashvalue de 64 bits e checksum de 32 bits; v2 e v3 são, respectivamente, a predição 
para I  e o melhor movimento para este estado, obtido pelo algoritmo de busca Alfa­
Beta; v4 indica a profundidade da busca que foi calculada a predição v2; e, finalmente, 
v5 informa se v2 corresponde ao valor exato da predição de I  (neste caso, v5 é igual a 
Exact) ou um limite superior para este valor (neste caso, v5 é igual a AtMost) ou ainda, 
um limite inferior para este valor (neste caso, v5 é igual a AtLeast).
Considerando a estratégia de poda do algoritmo Alfa-Beta apresentado na Seção 
3.2.3.1, o valor de v5 para o estado I  é definido da seguinte forma:
□  Exact: sempre que não ocorrer qualquer poda durante o cálculo da predição v2;
□  A tM ost: sempre que ocorrer uma poda alfa durante o cálculo da predição v2 (ou 
seja, I  é um nó minimizador);
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□  AtLeast: sempre que ocorrer uma poda beta durante o cálculo da predição v2 (ou 
seja, I  é um nó maximizador);.
Por exemplo, na estrutura entry da TT para o estado de tabuleiro raiz I\ da Figura 4 
do Capítulo 2 , as duas chaves hash v1 e v6 são calculados conforme explicado na Seção 
3.2.3.2, e os valores v2, v3, v4 e v5 são, respectivamente: 0,4, Movimento A, 2 e AtLeast.
Sempre que o algoritmo de busca recebe um estado de tabuleiro I  para ser explorado, 
ele executa, para cada um de seus filhos C , o seguinte método:
retrieve(C, d, nodeType, besteval, bestmove), (11)
onde C  representa o estado de tabuleiro do jogo que está sendo procurado na TT; d 
representa a profundidade de busca associada a C ; nodeType indica se o estado pai de C 
(no caso, I ) é um nó minimizador ou maximizador; besteval e bestmove são parâmetros 
de saída que indicarão, caso ocorra sucesso no procedimento de recuperação do estado C 
na TT, a predição e o melhor movimento associados ao estado C , respectivamente.
Sempre que o método retrieve é executado, ele primeiro verifica se a informação relaci­
onada ao estado C  (isto é, os valores besteval e bestmove) está disponível na TT (teste de 
ocorrência). Se este teste for bem-sucedido, o método verifica se esta informação satisfaz 
a restrição de uso (definida mais adiante nesta seção), as quais devem ser satisfeitas a fim 
de garantir que o algoritmo Alfa-Beta combinado com TT sempre produz, para qualquer 
estado de tabuleiro arbitrário, o mesmo valor de predição que seria retornado pelo algo­
ritmo Minimax. Se ambos testes forem bem sucedidos, então o algoritmo Alfa-Beta, em 
vez de avaliar C , simplesmente recupera da TT os valores v2 e v3 correspondente a predi­
ção e o melhor movimento a ser executado em C . Em seguida, o método instancia o valor 
v2 à variável de saída besteval e o valor v3 à variável de saída bestmove, retornando-os ao 
algoritmo Alfa-Beta. Se, por outro lado, um dos testes realizados pelo método retrieve no 
início da sua execução (ou ambos) falharem, o algoritmo de Alfa-Beta avalia o nó corrente 
C , através de chamada recursiva do próprio algoritmo Alfa-Beta, com o objetivo de obter 
os valores das variáveis besteval e bestmove.
Sempre que o teste de ocorrência for bem sucedido durante a execução do método 
retrieve, as seguintes restrições (referida como restrição de uso) devem ser satisfeitas a 
fim de garantir que os valores da TT possam ser usados [21]:
□  depth >  d é a primeira restrição a ser respeitada para permitir o uso dos valores 
besteval e bestmove de qualquer nó C  disponível na TT (depth é o valor v4 que indica 
a profundidade de C  na TT). Esta restrição está vinculada ao fato de que quanto 
mais profundo os valores (besteval e bestmove) são calculados para um determinado 
estado de tabuleiro, mais preciso eles se tornam;
□  Se depth >  d e C  é um nó minimizador, seu valor de predição v2 na TT pode ser 
usado se seu scoretype (ou v5) é Exact; caso contrário (isto é, seu scoretype ou v5
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é AtMost - é importante destacar que o scoretype de um nó minimizador pode ser 
apenas Exact ou AtMost), ele só pode ser usado se v2 <  a, onde a é o valor alfa da 
janela de busca corrente;
□  Se depth >  d e C  é um nó maximizador, seu valor de predição v2 na TT pode ser 
usado se seu scoretype (ou v5) é Exact; caso contrário (isto é, seu scoretype ou v5 
é AtLeast - é importante destacar que o scoretype de um nó maximizador pode ser 
apenas Exact ou AtLeast), ele só pode ser usado se v2 >  f3, onde f3 é o valor beta 
da janela de busca corrente.
3.2.3.3 Integração do algoritmo Alfa-Beta com Tabela de Transposição e 
Aprofundamento Iterativo - Alfa-Beta +  TT +  AI
A qualidade de um agente jogador que utiliza o algoritmo de busca Alfa-Beta está 
relacionada a nível de profundidade que ele consegue atingir na árvore do jogo durante 
a busca pelo melhor movimento. A profundidade da busca está relacionada ao quanto o 
jogador consegue olhar adiante (look-ahead) e prever as jogadas do adversário. No jogo de 
Damas, o look-ahead do agente pode ser restringido devido às limitações impostas pelos 
recursos computacionais ou ainda, pelo limite de tempo que o agente tem para executar 
um movimento. A maioria dos jogadores automáticos de Damas utilizam mecanismos para 
delimitar o tempo máximo permitido de busca. Como o algoritmo Alfa-Beta realiza uma 
busca com profundidade fixa, não existe garantia de que a busca irá se completar antes 
que o tempo máximo de busca se esgote. Para evitar que o tempo se esgote e o algoritmo 
não escolha o melhor movimento, buscas com profundidade fixa devem ser evitadas. Nesse 
sentido, a combinação do Alfa-Beta com a técnica de AI garante que o algoritmo retorne 
um movimento antes que o tempo se esgote e ainda, caso haja tempo, permite que o 
algoritmo busque movimentos com look-ahead mais profundos, até a profundidade máxima 
estabelecida.
O AI é um mecanismo que controla do tempo de execução durante a expansão de uma 
árvore de busca [88]. A ideia básica do AI é realizar uma série de buscas em profundidade, 
independentes, cada uma com um look-ahead acrescido de um nível. Inicialmente, o 
algoritmo Alfa-Beta pesquisa com profundidade 2, depois com profundidade 4, depois 
com profundidade 6 e assim, sucessivamente, até que o tempo máximo de busca se esgote. 
A desvantagem desta técnica é o processamento repetido de estados de níveis mais rasos 
da árvore de busca. Dessa forma, a combinação do AI com a TT se faz necessário, uma 
vez que acelera o processo de busca iterativa. Os estados de tabuleiros já avaliados em 
níveis mais rasos do AI são recuperados da TT para a iteração do algoritmo em níveis 
mais profundos.
Particularmente, o IIGA executa buscas iterativas de profundidade acrescidas de 2 
níveis que são limitadas aos critérios de restrição de profundidade máxima (max-depth)
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e intervalo de tempo máximo (max-time). Em outras palavras, o algoritmo Alfa-Beta é 
chamado com profundidade depth =  4, 6 , ..., max-depth, até que o tempo de busca max­
time se esgote em uma profundidade qualquer depth =  d, tal que 4 <  d <  max — depth.
Outro benefício da combinação do AI com o Alfa-Beta e a TT, é a ordenação parcial 
da árvore de busca em que se coloca no ramo mais à esquerda da árvore, o nó filho que 
obtiver melhor predição obtida na iteração anterior. Assumindo que uma busca mais 
rasa é uma boa aproximação para outra mais profunda, a melhor ação para um estado I  
na profundidade d será, possivelmente, a melhor ação para o estado I  na profundidade 
d+1 [89] e, com a ordenação da árvore colocando o melhor movimento no primeiro ramo da 
árvore de busca (ramo mais a esquerda), o melhor movimento deverá ser encontrado mais 
rapidamente. Por exemplo, a Figura 14 mostra o resultado de duas iterações sucessivas 
do algoritmo Alfa-Beta: veja que a iteração com profundidade d retornou como melhor 
predição o valor 0,20 (referente ao nó B como melhor movimento a ser realizado a partir 
da raiz). Assumindo que o resultado obtido pela iteração d contém uma boa aproximação 
do melhor movimento a ser realizado na iteração d+1, a árvore de busca é ordenada de 
forma que o nó filho B fique mais à esquerda da mesma. No exemplo, após a execução 
da iteração d+1, o nó filho B mostrou-se, realmente, como a melhor opção de movimento 
com uma predição 0,30.
Com a ordenação, em cada nível da árvore de busca o movimento com mais possibili­
dade de ser o melhor ocupará sempre a primeira posição da árvore, sendo o primeiro a ser 
explorado pelo Alfa-Beta. Isso faz com que o Alfa-Beta fique mais ágil, visto que aumenta 
as chances de poda do algoritmo (pois os possíveis melhores movimentos são os primeiros 
a serem explorados). Uma vez que torna o processo de busca mais eficiente (graças ao 
aumento do número de podas), o AI consegue explorar níveis mais profundos da árvore 
na tentativa de encontrar melhores movimentos, aumentando look-ahead do jogador.
Figura 14 -  Exemplo de ordenação da árvore de busca em duas iterações da busca com 
aprofundamento iterativo.
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3.3 Agentes Especialistas na Fase de Final de Jogo - 
M ódulos E G A s  Treinados e E G A
O MP-Draughts é composto por vários EGAs especializados nos vários perfis de final de 
jogo identificados pela RN adaptativa. Cada EGA possui a mesma arquitetura do IIGA, 
ou seja, cada um é uma MLP que aprende a jogar por reforço utilizando os métodos 
TD(A), durante o processo de treinamento por self-play com clonagem. O algoritmo Alfa­
Beta combinado com TT e AI é utilizado pelo EGA para indicar o melhor movimento a 
ser executado considerando o estado corrente do jogo.
O processo de treinamento dos EGAs é análogo ao do IIGA (ver Seção 3.2), diferenciando- 
se apenas pelos estados de tabuleiros utilizados durante o processo de treinamento. Cada 
EGA é treinado para representar um determinado perfil de final de jogo, sendo que cada 
perfil representa um cluster de estados de tabuleiros de final de jogo. O treinamento de 
cada EGA é executado nos estados de tabuleiros de final de jogo pertencentes ao cluster ao 
qual ele foi designado à representar. O processo de obtenção dos clusters de treinamentos 
dos EGAs será explicado na Seção 3.4.
Ao final do processo de treinamento dos EGAs, o conjunto composto por todos os 
EGAs treinados corresponde ao módulo EGAs Treinados da Figura 10, apresentada no 
início deste capítulo. O módulo EGA da Figura corresponde ao EGA responsável por 
atuar na fase de final de jogo. Este EGA é alocado por uma RN adaptativa do módulo 
de EGAs Treinados.
3.4 Agrupamento da Base de Dados de Treinamento 
e Alocação dos EGAs - M ódulo R N  Adaptativa
O MP-Draughts possui vários EGAs, cada um treinado para lidar com um determinado 
cluster de final de jogo. Tais clusters foram minerados, pelo módulo RN Adaptativa, de 
uma BD contendo 689 estados de tabuleiros de final de jogo. Este mesmo módulo também 
é responsável por, durante os jogos, alocar dentre os EGAs treinados, àquele que possui 
maior capacidade de atuar na fase de final. A obtenção da BD de final de jogo é descrito 
na Subseção 3.4.1.
O processo geral de agrupamento da BD de final de jogo dos EGAs, apresentado 
na Figura 15 é o seguinte: um estado de tabuleiro presente na BD de final de jogo é 
convertido para a representação NetFeatureMap e apresentado à camada de entrada da 
RN adaptativa, a qual verifica a similaridade entre o estado de tabuleiro e todos os seus 
neurônios. O neurônio com maior similaridade torna-se candidato para representá-lo. 
Caso a similaridade entre o neurônio e o estado de tabuleiro seja superior ao critério de 
similaridade mínimo estabelecido para o agrupamento (limiar de ativação do neurônio),
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o neurônio torna-se apto para agrupar o estado de tabuleiro e tem seus pesos ajusta­
dos para representá-lo. Caso a similaridade entre eles seja inferior ao limite mínimo 
pré-estabelecido, a RN cria um novo neurônio para agrupar o estado de tabuleiro. A  
representação vetorial do estado de tabuleiro é armazenada no cluster que representa o 
neurônio que o agrupou. Ao final do processo de agrupamento, haverão n clusters, os 
quais são suficientes para representar os perfis de final de jogo representados na BD.
vetoriaL
Tabuleiro, Tabuleiro Tabuleiro
Clustervetorial vetorial
Tabuleiro
\yetorial
Cluster
Tabuleiro J  cluster i
Mapeamento
NetFeatureMapNet-FeatureMapTreinamento
Figura 15 Processo geral de agrupamento da BD de treinamento dos EGAs.
Como citado na introdução deste capítulo, a versão do MP-Draughts proposta neste 
trabalho é uma otimização da versão do agente descrito na Seção 2 .2 .2 .1 . A presente versão 
otimiza a anterior pela substituição da KSOM-DE (cuja arquitetura é fixa e previamente 
definida pelo usuário) por uma RN adaptativa, a qual define dinamicamente a quantidade 
mais apropriada de dusters para representar os perfis de final de jogo representados numa 
BD.
Para encontrar qual RN adaptativa é mais eficiente no processo de agrupamento da 
BD de final de jogo, as seguintes RN adaptativas foram investigadas nesta seção: ART 2A, 
SONDE e a Adaptation of Sdf-Organizing Novelty Detection (ASONDE) (proposta neste 
trabalho), cujas medida de similaridade utilizada é a similaridade cosseno. Considerando 
que a medida de similaridade utilizada pela KSOM-DE (utilizada na versão preliminar) e 
as RN adaptativas investigadas são diferentes, também foi feita uma investigação a cerca 
dessas medidas para averiguar qual delas melhor representa a similidade entre os estados 
de tabuleiros de final de jogo. Sendo assim, para manter a coerência dos resultados 
e garantir que os ganhos estão relacionados a adaptabilidade das RNs e não apenas a 
medida de similaridade usada por um outra abordagem (adaptativa ou não), a versão da 
Rede de Kohonen baseada em similaridade cosseno (KSOM-Cos) também foi investigada.
As próximas subseções estão organizadas de modo a conduzir o entendimento do leitor 
quanto a evolução desta investigação.
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3.4.1 Obtenção da Base de Dados de Treinamento dos Agentes 
de Final de Jogos
A escolha de usar tabuleiros com 14 peças para representar a fase de final de jogo foi 
feita após a observação de vários estágios do jogo de Damas. No estágio de jogo com 14 
peças sobre o tabuleiro, na maioria dos casos, o jogo apresenta-se equilibrado quanto a 
quantidade de peças de cada jogador. Além disso, analisando os próximos movimentos do 
jogo após esse estágio, pôde-se observar o aumento do interesse dos jogadores em avançar 
para o território do oponente em busca de formar Damas e finalizar o jogo. Foram analisa­
dos tabuleiros com 1 2  e 1 0  peças, porém nesses, a vantagem de um jogador em relação ao 
seu oponente já é mais visível devido à diferença na quantidade de peças de cada jogador 
e posição dessas peças no tabuleiro. Tal situação não é favorável para o aprendizado dos 
EGAs, uma vez que sua eficiência poderia estar vinculada a situação de vantagem (ou 
desvantagem) do jogo. Além disso, nesses tabuleiros o período de aprendizagem de um 
agente é reduzido, visto que o jogo tende a finalizar em poucas jogadas adiante.
Em se tratando de tabuleiros com 14 peças, existem mais de 49 quatrilhões de con­
figurações possíveis de tabuleiros [20], conforme apresentado na Figura 16, porém nem 
todas essas configurações são prováveis de ocorrerem num jogo (por exemplo 13 peças 
damas de um jogador contra 1 peça simples do oponente). Desse modo, para garantir 
que o treinamento dos EGAs ocorra em estados de tabuleiros factíveis de ocorrerem num 
jogo, optou-se por filtrar os estados de tabuleiros que já ocorreram em jogos envolvendo 
bons jogadores de Damas. Dessa maneira, a BD de final de jogos utilizada no processo de 
treinamento dos EGAs foi obtida a partir de jogos de campeonatos mundiais envolvendo 
o melhor jogador de Damas de todos os tempos, Mario Tinsley [90], contra outros opo­
nentes humanos e, também, contra o campeão mundial homem-máquina Chinook. Tais 
jogos estão numa BD disponível na plataforma CheckerBoard [91] no formato PDN.
A BD com os jogos do Tinsley contém 724 jogos, e o processo de filtragem obteve 
689 estados de tabuleiros de final. Note que, mesmo procurando o equilíbrio para a 
representação do que é final de jogo (no caso, tabuleiros com 14 peças), 35 jogos foram 
finalizados antes disso. Isso acontece porque, dependendo da situação do jogo, o mesmo 
é finalizado como empate, vitória ou derrota antes mesmo de chegar ao fim do jogo.
O processo de filtragem dos estados de tabuleiros de final de jogo pode ser resumido 
da seguinte forma: um jogo completo é recuperado da BD com os jogos do Tinsley. Em 
seguida, os movimentos do jogo são reexecutados até que o tabuleiro atinja a quantidade 
de 14 peças. Nesse momento, o jogo é paralisado e o respectivo estado de tabuleiro é 
armazenado na BD de final de jogo. O estado de tabuleiro é armazenado na representação 
vetorial da plataforma CheckerBoard, que é diferente da utilizada pelo MP-Draughts. 
Ao fim do processo de filtragem, os estados de tabuleiros da BD de final de jogo são 
convertidos para a representação vetorial utilizada pelo MP-Draughts (veja exemplo na 
Figura 5).
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P eças N ú m ero  d e  P o s iç õ e s
1 1 2 0
2 6 ,972
3 2 61 ,224
4 7 ,092,774
5 1 48 ,688,232
6 2 ,5 0 3,6 11 ,96 4
7 3 4 ,7 7 9 ,5 3 1 ,4 8 0
3 4 0 6 ,30 9 ,2 08 ,4 81
9 4 ,0 4 8 ,6 2 7 ,6 4 2 ,9 7 6
10 3 4 ,7 78 ,8 8 2 ,7 6 9 ,2 1 6
Total 1 -1 0 3 9 ,2 71 ,2 5 8 ,8 1 3 ,4 3 9
11 2 5 9 ,6 6 9 ,5 7 8 ,9 0 2 ,0 1 6
12 1 ,6 9 5 ,6 1 8 ,0 7 8 ,6 5 4 ,9 7 6
13 9 ,7 2 6 ,9 0 0 ,0 3 1 ,3 2 8 ,2 5 6
14 4 9 ,1 34 ,9 1 1 ,0 6 7 ,9 7 9 ,7 7 6
15 2 1 8 ,5 1 1 ,5 1 0 ,9 1 8 ,1 8 9 ,0 5 6
16 8 5 2 ,8 8 8 ,1 8 3 ,5 5 7 ,9 2 2 ,8 1 6
17 2 ,9 0 5 ,1 6 2 ,7 2 8 ,9 7 3 ,6 8 0 ,6 4 0
18 8 ,5 6 8 ,0 4 3 ,4 1 4 ,9 3 9 ,5 1 6 ,9 2 8
19 2 1 ,6 6 1 ,9 5 4 ,5 0  6,10  0 ,1 1 3 ,4 08
20 4 6 ,3 5 2 ,9 5 7 ,0 6 2 ,5 1 0 ,3 7 9 ,0 0 8
21 8 2 ,4 5 9 ,7 2 8 ,8 7 4 ,4 3 5 ,2 4 8 ,1 2 8
22 1 18 ,43 5 ,7 47 ,1 36 ,81 7 ,8 56 ,51 2
23 12 9 ,4 0 6 ,9 08 ,04  9 ,1 8 1 ,9 00 ,800
24 9 0 ,0 7 2 ,7 2 6 ,8 4 4 ,8 8 8 ,1 8 6 ,8 8 0
Total 1 - 2 4 5 0 0 ,9 9 5 ,4 8 4 ,6 8 2 ,3 3 8 ,6 7 2 ,6 3 9
Figura 16 -  Espaço de estados para o jogo de Damas: quantidade de estados possíveis de 
acordo com o número de peças sobre o tabuleiro.
Finalizado o processo de filtragem, a BD de final de jogo foi dividida em BD de 
treinamento e BD de teste utilizando o método de validação de cruzada (k-foldcross- 
validation) com k=5 [92], [93]. Ou seja, a BD foi dividida, aleatoriamente, em 5 conjuntos 
(1-CV, ..., 5-CV). Cada conjunto contém uma BD de treinamento e uma BD de teste, 
sendo que a BD de treinamento contém, aproximadamente, 80% dos estados de tabuleiros, 
os quais são diferentes dos estados da BD de teste.
3.4.2 Agrupamento da Base de Dados de Treinamento
As RNs utilizadas para o agrupamento da BD de treinamento foram: ART 2A, 
SONDE, ASONDE (adaptação da SONDE, proposta neste trabalho) e KSOM-Cos, sendo 
que as três primeiras foram investigadas no intuito de encontrar a melhor RN adaptativa 
para detectar os perfis existentes na fase de final de jogo e, a última, para manter a co­
erência dos resultados no que diz respeito às medidas de similaridade DE e similaridade 
Cosseno. Todas as RN investigadas são baseadas em similaridade cosseno e, pelo fato de 
a primeira versão do MP-Draughts utilizar uma KSOM-DE para minerar a BD, achou-se 
conveniente investigar sua versão baseada em similaridade cosseno. Tal investigação visa 
delinear o ganho obtido pela adaptabilidade das RNs e o ganho obtido pela mudança da 
medida de similaridade.
Vale ressaltar aqui que outras variações de RNs adaptativas foram investigadas, porém 
os resultados obtidos por elas foram muito inferiores aos obtidos pela versão preliminar 
do MP-Draughts, de modo que estas foram desconsideradas. Essas RN são: ART 2A-E, 
ART 2A-C e ART C-2A [64]. Inclusive uma variação híbrida da ART 2A que combina 
suas características adaptativas com o conceito de vizinhança da KSOM foi implementada
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e os resultados também não foram satisfatórios.
Considerando que a BD foi minerada por 4 RN distintas, para descobrir qual delas 
seria a melhor para o problema, a seguinte estratégia foi adotada: a BD foi minerada 
pelas 4 RNs, gerando 4 conjuntos de clusters distintos. Cada cluster de cada conjunto de 
dusters foi associado a um EGA para treinamento, de modo que ao final do treinamento 
haveriam 4 conjuntos de EGAs treinados (cada conjunto de EGA se tornou especialista 
num conjunto de clusters obtidos por uma única RN). Cada conjunto de EGAs treinados, 
em conjunto com a RN que gerou os clusters de treinamento desses EGAs, representam 
uma versão do MP-Draughts para a fase de final de jogo (módulos RNs Adaptativa, 
EGAs treinados e EGA da Figura 19 responsáveis pela fase de final de jogo). A fim de 
verificar qual dessas versões era a melhor, foram realizados jogos competitivos entre todas 
elas, inclusive contra a versão preliminar (baseada em KSOM-DE), de modo a medir o 
desempenho de cada uma. A versão de final do jogo que obteve os melhores resultados 
em jogos, em conjunto com o IIGA, representa então a arquitetura geral do MP-Draughts 
proposta neste capítulo.
Os estados de tabuleiros da BD de final de jogo foram convertidos para a representação 
NetFeatureMap antes de serem apresentados às RNs para o agrupamento. A conversão 
é justificável pelo fato de as características utilizadas por esta representação agregarem 
mais conhecimentos do jogo do que a mera percepção da localização e do tipo das peças 
no tabuleiro inerente à representação vetorial. Foram utilizadas as 15 características 
apresentadas na Tabela 2 para representar um estado de tabuleiro, o qual foi representado 
utilizando 48 bits. Sendo assim, as RNs devem possuir 48 neurônios na camada de entrada 
para receber esta representação. Maiores informações sobre o número de bits, consulte 
Seção 2.3.5.
Abaixo seguem os passos realizados para o agrupamento da BD em cada uma das RNs 
acima citadas, assim como a adaptação feita na SONDE.
Agrupamento pela ART 2A
Para agrupar os estados de tabuleiros da BD utilizando a ART 2A, cada estado de 
tabuleiro l i é convertido para a representação NetFeatureMap e apresentado na camada 
de entrada da ART 2A. Tal RN localiza o neurônio Yj  com maior capacidade (maior 
similaridade) para representar /*. Este neurônio, se torna candidato à representar /*. 
Caso a similaridade entre l i e Yj  seja superior a vigilância estabelecida por p, o neurônio 
candidato é considerado vencedor, Yj , e se adapta para representar /*. Caso contrário (a 
similaridade é inferior a p), a ART 2A cria um novo neurônio,Yj , para representar /*. A 
representação vetorial de l i é armazenado no cluster J que representa o neurônio Yj .
A ART 2A foi treinada por 1000 épocas, com taxa de aprendizagem f3 iniciando em 
1 e sendo decrementada em 5% a cada 10 épocas. O melhor valor para o parâmetro 
de vigilância p foi 0,88. Vários valores de p foram testados, e 0,88 foi o que obteve
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os melhores agrupamentos. Ou seja, os dados foram bem distribuídos entre os clusters 
obtidos do agrupamento, de modo que nenhum cluster centralizou grande parte dos dados 
e, do mesmo jeito, que nenhum ficou com poucos. Foram criados 17 clusters para agrupar 
os estados de tabuleiro da BD de final de jogo. Em outras palavras, ART 2A foi capaz de 
detectar 17 perfis de final de jogo, sendo que os estados de tabuleiros pertencentes a um 
mesmo perfil são, pelo menos, 8 8 % similares entre si. A versão do MP-Draughts cujos 
EGAs foram treinados nos clusters obtidos pela ART 2A, possui 17 agentes especialistas 
na fase de final de jogo (EGAs).
Agrupamento pela KSOM-Cos
Para agrupar os estados de tabuleiros da BD utilizando a KSOM-Cos, cada estado de 
tabuleiro l i é convertido para a representação NetFeatureMap e apresentado na camada 
de entrada da KSOM-Cos. Esta RN calcula a similaridade entre l i e cada neurônio Yj  da 
camada de saída. O neurônio que possuir maior similaridade com l i é eleito o neurônio 
vencedor Yj . Os pesos sinápticos de Yj  são ajustados para representar /*, assim como os 
pesos de seus vizinhos (num grau menor). A representação vetorial de l i é armazenado 
no cluster J que representa Yj .
A arquitetura da KSOM-Cos foi fixada em 17 neurônios na camada de saída (mesma 
quantidade de neurônios criados pela ART 2A). A KSOM-Cos foi treinada por 1000 
épocas, com taxa de aprendizagem f3 iniciando em 1 e sendo decrementada em 5% a cada 
1 0  épocas. O raio de vizinhança considerado foi 1 . A distribuição dos dados entre os 
clusters foi equilibrada, de modo que nenhum deles ficou com muitos ou poucos registros. 
Assim como na ART 2A, a versão do MP-Draughts cujos EGAs foram treinados nos 
clusters obtidos pela KSOM-Cos, possui 17 EGAs.
Agrupamento pela SONDE
O processo de agrupamento de um estado de tabuleiro l i pela SONDE é similar ao 
processo executado pela ART 2A, ou seja, a SONDE procura pelo neurônio com maior 
similaridade para agrupar l i , caso a similaridade aj  entre eles seja superior ao limiar de 
ativação do neurônio, a j , o neurônio é eleito como vencedor Yj  (nesta RN chamado de 
BMU) e tem seus pesos ajustados para representar l i . A diferença em relação a ART 2A, 
está no reajuste dos pesos do neurônio vencedor BMU. Na SONDE, o centróide wbmu 
(tendência média), o raio médio rads M U  (dispersão média) e o limiar de ativação do 
neurônio o,bmu (grau mínimo de similaridade) são ajustados para representar /*. Caso a 
similaridade aj  seja inferior a a j , a RN cria um novo neurônio para representar l i . Neste 
caso, o centróide wnew do novo neurônio é igual ao padrão l i responsável por sua criação, 
e o limiar de ativação anew é igual a a0 (valor pré-definido pelo usuário) e o raio médio 
inicial radnew é igual a - ln (a 0). Da mesma maneira, a representação vetorial do estado
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de tabuleiro li é armazenado no cluster J que representa B M U . Para relembrar como é 
feito o reajuste do pesos do neurônio vencedor veja Seção 2.3.6.3.
Por se tratar de uma RN projetada para processar dados contínuos, a SONDE não 
tem etapa de treinamento. Os parâmetros Q e 7  foram definidos em 0,1 e o a0 em 0,98.
O agrupamento obtido pela SONDE foi muito diferente do agrupamento obtido pelas 
ART 2A e KSOM-Cos. Enquanto a ART 2A criou 17 clusters para agrupar os estados 
de tabuleiro com critério de similaridade mínima igual a 0,88 (p =  0 ,8 8 ), a SONDE 
criou apenas 2 clusters com valor do critério de similaridade mínima a0 =  0, 98 (valor 
muito alto). Além disso, a distribuição dos dados nos clusters não foi boa, sendo que 
aproximadamente 85% dos estados de tabuleiro foram agrupados no primeiro cluster. 
Simulando o mesmo cenário na KSOM-Cos (arquitetura da KSOM-Cos com apenas 2 
neurônios) a distribuição dos estados de tabuleiros nos clusters ficou em torno de 47 e 
53%. Sabendo da diversidade de situações possíveis de estados de tabuleiros de final de 
jogo representados na BD, acredita-se que 2 clusters não sejam suficientes para representar 
todo o conhecimento da BD e nem mesmo, que os estados de tabuleiros sejam tão parecidos 
(similaridade de 98%).
Apesar disso, e para comprovar que a RN não obteve sucesso no agrupamento da BD de 
final de jogos, uma versão do MP-Draughts baseada nessa RN foi gerada. Os resultados 
apresentados na Seção 3.5, comprovam a baixa performance da SONDE em agrupar o 
conhecimento da BD de maneira a contribuir para a performance do MP-Draughts. O 
baixo desempenho da SONDE para tratar a BD de final de jogo está relacionado ao fato 
desta RN ter sido originalmente projetada para agrupar dados de fluxo contínuo [65], 
enquanto que a BD de final de jogo é finita e estável. Dessa maneira, este trabalho propôs 
uma adaptação na estrutura da SONDE de modo a torná-la capaz de agrupar BD finitas 
e estáveis.
Adaptação da SONDE - ASONDE
A característica finita e estável da BD de final de jogo (i.e, que não se modifica ao 
longo do tempo) permite que os estados de tabuleiros sejam apresentados às RNs por 
vários ciclos de aprendizagem, de modo que os parâmetros de aprendizagem e os pesos 
sinápticos que representam o conhecido da RN possam ser ajustados ao longo desses ciclos. 
Essa característica da BD contribui para o refinamento e aprimoramento das habilidades 
de agrupamento das RNs.
Na SONDE os dados são apresentados uma única vez e os parâmetros de aprendizagem 
Q e 7  são constantes. Para adaptar a SONDE às características da BD de final de jogo, foi 
implementado ciclos de aprendizagem com reajuste dos parâmetros Q e 7 . O Algoritmo 3 
apresenta as modificações inseridas no algoritmo da SONDE. Observe que foram incluídas 
as seguintes etapas: na linha 3 a quantidade de N épocas, correspondente ao ciclo de 
aprendizagem da RN, deve ser pré-definida pelo usuário; na linha 4, os parâmetros 7
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e Q têm seus valores iniciais definidos pelo usuário; na linha 6  a taxa lr, referente ao 
reajuste de Q e 7 , também deve ser pré-definida pelo usuário; na linha 9 se inicia o ciclo 
de aprendizagem da ASONDE (laço de repetição de N épocas), o qual finaliza na linha 
39; nas linhas 37 e 38 os parâmetros Q e 7  são reajustados por lr. Finalizado os N ciclos 
de treinamento, os dados são reapresentados a ASONDE, agora sem reajuste de pesos e 
parâmetros, a qual agrupa-os nos clusters definidos durante os ciclos de treinamento.
Algoritmo 3 ASONDE
1
2
3
4
5
6
7
8 
9
10
11
12
13
14
15
16
17
18
19
20 
21 
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
{A dimensão do padrão de entrada A é n}
{K  representa o conjunto dos centróides}
{A quantidade de N épocas é pré-definida pelo usuário}
{Os parâmetros 7  e Q são inicialmente definidos pelo usuário}
{O parâmetro a0 é constante e pré-definido pelo usuário}
{A taxa de reajuste lr é pré-definida pelo usuário}
{Um neurônio yi é composto por: ai, radi e w*}
{A ativação do neurônio yi é dada por a*} 
while quantidade de épocas < N do 
for all A,do instante de tempo t G N do
{Fase de normalização do vetor de entrada. Executada quando n > 1}
1  = T k
{Cálculo da ativação de cada neurônio e busca pelo melhor neurônio B M U } 
for all Wi G K  do
{Cálculo da distância entre w i e A} 
d i s t i  = | wi — AH
{Cálculo da ativação do neurônio corrente y i }
a i = e x p  ( —d is  t i )
if a i >  a s M U  and a i >  a i  then
{Encontra o neurônio com maior ativação} 
yB M U  = y% 
end if 
end for
if BMU foi encontrado then
{Adaptação do melhor neurônio ys M U }
WB M U t = (1 —7 ) * WB M U t-i  + 7  * W
rads M U t = (1 — Q) * radB M U t - í  +  Q * HWt — WB M U t-1  H
P =  I
radBMUt- radBMUt_1 
max(radBMUt ,radBMUt_1) I
aBMUt =  + p) * aBMUt-i ,exp( -  radBMUt * (1 + p)))
else
(Cria novo neurônio ynew G Í }
W new — A
&new — ®0
Ta dnew = ln( ®o) 
end if 
end for 
7  — 7  * lr 
U = U * I r 
end while
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A ASONDE também foi treinada por 1000 épocas, com taxas de aprendizagem Q e 
7  igual a 0,1 e sendo decrementadas em 5% a cada 10 épocas (lr =  0, 95), e a0 =  0, 8 8 . 
Tais valores foram definidos de modo a manter conformidade com os definidos para a 
ART 2A e para a KSOM-Cos. Valores de Q e 7  variando entre 0,9 e 0,1 foram testados. 
Porém, lembre-se que os valores de Q e 7  definem a influência de padrões do passado na 
situação corrente da RN e, quando maior os valores desses parâmetros, maior é o grau 
de esquecimento da RN. Considerando que os ciclos de treinamento inseridos nessa RN 
tiveram a intenção de refinar, e não de “sobrescrever” seu conhecimento, não faria sentido 
que os valores de Q e 7  fossem altos.
Para os parâmetros acima citados, a ASONDE criou 14 clusters para agrupar a BD. 
A distribuição dos estados de tabuleiros nos clusters foi melhor do que na SONDE, se 
assemelhando a uniformidade de distribuição obtida pela ART 2A e pela KSOM-Cos. A 
versão do MP-Draughts cujos EGAs foram treinados nos clusters obtidos pela ASONDE, 
possui 14 agentes especialistas na fase de final de jogo.
3.5 Resultados Experimentais
Os resultados apresentados nesta seção avaliam, sequencialmente: a coerência do pro­
cesso de agrupamento executado pelas RNs, a adequação das medidas de similaridade, a 
contribuição das RNs adaptativas para a representar a fase de final de jogo, além do de­
sempenho geral do MP-Draughts contra outros oponentes. Os resultados foram medidos 
considerando o desempenho do MP-Draughts nas fases de final de jogo.
Para avaliação desses pontos, foram criados 5 cenários de testes: o primeiro cenário 
compara os clusters obtidos por cada RN; o segundo avalia qual medida de similaridade, 
dentre as usadas pelas RNs aqui investigadas, é a mais adequada para agrupar os estados 
de tabuleiros de final de jogo; no terceiro, baseado no resultado obtido do segundo, define- 
se qual é a melhor versão do MP-Draughts. Por consequência, este cenário define a RN 
mais adequada para definir os perfis de final de jogo presentes num jogo de Damas. O 
quarto cenário, avalia a performance da melhor versão do MP-Draughts contra outros 
jogadores de Damas não supervisionados. Por fim, o quinto cenário compara a média de 
coincidência entre os movimentos executados pelos jogadores não supervisionados aqui 
envolvidos, em relação aos movimentos que seriam executados pelo jogador fortemente 
supervisionado, Cake [36], na mesma situação. As avaliações dos cenários 2 , 3, 4 e 5 são 
feitas por meio de jogos competitivos entre os jogadores envolvidos nesses cenários.
Considerando que todas as versões do MP-Draughts apresentariam o mesmo compor­
tamento na fase de início e meio de jogo, visto que possuem o mesmo IIGA, os testes 
foram executados exclusivamente em situações de final de jogo. Os testes de validação, 
cenários 2 e 3, foram executados usando as 5 BD de testes obtidas do particionamento 
5-CV na Seção 3.4.1. Já os testes de avaliação, cenários 4 e 5, foram executados em
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estados de tabuleiros obtidos da BD OCA 2.0, também disponível em [91]. Durante os 
testes, cada jogador joga alternadamente com peças pretas e vermelhas.
Os jogos terminados em empate foram desconsiderados para a análise dos resultados, 
uma vez que nestes jogos nenhum jogador se mostra mais ou menos eficiente.
3.5.1 Cenário 1: comparação dos clu sters
Este cenário avalia o quão compatíveis são os clusters obtidos pelas técnicas de agru­
pamento aqui investigadas. Esta comparação mostra o quão similares (ou dispares) são 
os resultados produzidos pelas diferentes RNs de agrupamento. Este resultado, num pri­
meiro momento, mostra apenas o quão semelhante uma técnica é em relação as outras 
com que foram comparadas, porém, num segundo momento quando forem analisados os 
ganhos de desempenho obtidos pelo MP-Draughts, treinado nos clusters obtidos por essas 
RNs, será possível avaliar o quanto essa similaridade (ou dissimilaridade) contribuiu para 
o aprendizado de cada EGA.
Os clusters obtidos pelas RNs foram comparados utilizando o método Rand Index 
Ajustado (do inglês Adjusted Rand Index (ARI)) [94]. Os resultados de comparação 
obtidos pelo ARI podem assumir valores entre [-1, 1], sendo que 1 indica a máxima 
concordância entre os clusters obtidos pelas técnicas comparadas, e valores próximos de 
0  ou negativos indicam que as concordâncias foram obtidas ao acaso.
A Tabela 4 ilustra os resultados obtidos das comparações. Considerando que a parte 
inferior da tabela é o espelho da parte superior, a mesma foi desconsiderada para avaliação. 
O ARI obtido da comparação entre os clusters da ART 2A e as demais técnicas foram em 
média h 0,40 com desvio padrão a =  0,04 quando comparado com a KSOM-Cos; 0,01 
com desvio a =  0, 003 quando comparado com a SONDE e 0,03 com desvio a =  0, 01 
quando comparado com a ASONDE. Isso quer dizer que os clusters obtidos pela KSOM- 
Cos são mais similares aos obtidos pela ART 2A dos que os obtidos pelas variações 
SONDE quando comparados com a ART 2A. Comparando KSOM-Cos com a SONDE 
e a SONDE, o ARI foi menor que 0,01 com desvio a =  0, 003 nos dois casos, ou seja, a 
KSOM-Cos produziu clusters muito diferentes dos produzidos pelas SONDE e ASONDE. 
Quando comparado os clusters obtidos pela SONDE e pela ASONDE o valor médio do 
ARI sobe para 0,6 com desvio a =  0, 02, sendo os clusters mais concordantes entre todos 
os comparados.
Por enquanto, os resultados permitem concluir apenas que a ART 2A e a KSOM- 
Cos produziram clusters mais similares entre si, enquanto que a SONDE e a ASONDE 
também o fizeram. O quanto essa disparidade entre os clusters foi interessante para 
a aprendizagem o MP-Draughts será confirmada nos próximos cenários. O ganho de 
desempenho do MP-Draughts treinado nos clusters obtidos por essas RNs servirá como 
indicador da qualidade dos agrupamentos obtido por essas RNs.
i média obtida nos 5-CV
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ARI
ART 2A KSOM-Cos SONDE ASONDE
ART 2A - 0,4 (o=0,04) 0,01 (o=D,Q03) 0,03 (o=0,01)
KSOM-Cos - - 0,007 (a=0,003) 0,006 (o=0,003)
SONDE - - - 0,6 (o  0,02)
ASONDE - - - -
Tabela 4 -  Comparação da similaridade entre os clusters obtidos pelas RNs utilizando o 
método ARI.
3.5.2 Cenário 2: avaliação da medida de similaridade
Este cenário verifica qual medida de similaridade, entre as investigadas aqui, é a mais 
apropriada para agrupar os estados de tabuleiros da BD de final de jogo. As medidas 
avaliadas são distância Euclidiana e similaridade Cosseno.
A fim de verificar qual medida é a mais apropriada, foram realizados jogos competitivos 
entre a versão do MP-Draughts baseada em KSOM-Cos e a versão preliminar no mesmo, 
a qual é baseada em KSOM-DE. A única diferença entre as duas versões é a medida de 
similaridade utilizada para obter os clusters de treinamento dos EGAs. Ambas as versões 
foram treinadas pelo mesmo período de tempo, possuem a mesma quantidade de EGAs 
(no caso, 17) e os clusters foram obtidos da mesma BD de final de jogo.
A Tabela 5 mostra as porcentagens dos resultados obtidos de 1378 jogos, os quais foram 
executados em 689 estados de tabuleiros diferentes. Em cada tabuleiro foram executados 
2  jogos, nos quais os jogadores jogaram alternadamente com peças pretas e vermelhas 
para manter as vantagens relacionadas as características NetFeatureMap para ambos os 
jogadores. Como pode ser observado, a versão do MP-Draughts baseada em KSOM-Cos 
obteve em média 16% de vitórias, com desvio padrão de 8 ,6 , enquanto a versão preliminar 
baseada em KSOM-DE obteve 11%, com desvio padrão de 4,3. A superioridade (vitórias) 
da versão baseada em KSOM-Cos foi em média 5%. Tais resultados permitem concluir 
que a similaridade cosseno agrupou os estados de tabuleiros de maneira a contribuir 
mais para o aprendizado dos EGAs do que a distância Euclidiana. Tal resultado já era 
esperado, devido ás características dos estados de tabuleiro da BD. Tais estados possuem 
15 atributos (um para representar cada característica do mapeamento NetFeatureMap), 
sendo que muitos deles têm valor 0  (dados esparsos).
Para confirmar se a média de vitórias da versão KSOM-Cos é superior a da versão 
KSOM-DE, foi aplicado o teste t ( do inglês t-test), disponível em [95]. Considerando os 
valores das médias e desvio padrão apresentados na tabela 5, foi possível confirmar com 
um intervalo de confiança 99% que a média da versão KSOM-Cos é superior.
A similaridade cosseno é, conhecidamente, mais adequada para medir a similaridade 
entre dados esparsos e de alta dimensionalidade, uma vez que favorece comparações do
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Tabela 5 -  Vitórias, empates e derrotas da versão do MP-Draughts baseada em KSOM- 
Cos, e desvio padrão considerando as 5 BDs de testes (5-CV).
K S O M -  Cos x K S O M  — DE
1-CV 2-CV 3-CV 4-CV 5-CV Média a
Vitórias 6 % 25% 2 2 % 2 0 % 8 % 16% 8 , 6
Empates 85% 67% 61% 72% 78% 72% 9,3
Derrotas 9% 8 % 18% 9% 14% 1 1 % 4,3
tipo zero-zero. Na verdade, a similaridade cosseno desconsidera esses valores no momento 
de calcular a similaridade, enquanto a distância Euclidiana não. A distância Euclidiana 
permite que 2  dados sejam agrupados como similares devido aos valores que não possuem 
(valores iguais a 0). Por exemplo, considere a seguinte situação: dois estados de tabuleiros 
não possuem 8  das 15 características, porém as outras 7 possuem valores diferentes de 
zero e diferentes quando comparados entre si. Nesta situação, a similaridade cosseno 
tende a encontrar um valor de similaridade pequeno entre eles (pois considera apenas 7 
atributos), enquanto a distância Euclidiana tende a identificar uma similaridade maior 
(pois considera os 15 atributos). Devido a esta característica, a distância Euclidiana não 
conseguiu obter clusters melhores que os obtidos pela similaridade cosseno, de modo a 
contribuírem para o ganho de desempenho do multiagente.
Devido a performance inferior do MP-Draughts baseado em KSOM-DE, esta versão foi 
desconsiderada para os próximos cenários. Note que a versão do MP-Draughts baseada em 
KSOM-Cos avaliada neste cenário já supera sua versão preliminar, originalmente proposta 
em [23].
3.5.3 Cenário 3: obtenção da melhor versão do MP-Draughts
Os jogos competitivos deste cenário foram executados entre as versões do MP-Draughts 
baseadas em KSOM-Cos, ART 2A, SONDE e ASONDE. O objetivo deste cenário é detec­
tar qual é a melhor versão do MP-Draughts para a fase de final de jogo. Em cada torneio 
foram executados 1378 jogos de validação em 689 estados de tabuleiros, os mesmos do 
cenário anterior.
A Tabela 6  apresenta os resultados dos jogos e o desvio padrão desses, considerando 
as 5 BDs de testes (5-CV). A versão do MP-Draughts baseada em KSOM-Cos se mostrou 
mais eficiente que as versões baseadas na ART 2A e na SONDE, sendo que o fator de 
ganho foi de 5% e 18%, respectivamente. Até este ponto, ainda não foi possível encontrar 
uma RN adaptativa que fosse capaz de substituir com êxito a KSOM-Cos. A versão 
do MP-Draughts baseada na ASONDE obteve 11% de ganho sobre a versão baseada na 
ART 2A e 19% sobre a versão SONDE, sendo esta a melhor entre as versões adaptativas 
de RNs. Dos jogos realizados entre a versão do MP-Draughts baseada em KSOM-Cos 
e em ASONDE, a versão ASONDE foi a melhor, apresentando uma superioridade de
C a p ítu lo  3. M P -D ra u g h ts  - P r o p o s ta  de A rq u ite tu ra  para  a F a se  de F in a l de J ogo  baseada em  R ed es
90 N eu ra is  A d a p ta tiva s
desempenho em torno de 5%. A versão do MP-Draughts baseado na ART 2A foi 11% 
superior que a versão baseada na SONDE, porém ambas não obtiveram bom desempenho 
quando comparada com as demais versões.
Tabela 6  -  Resultado dos jogos de validação entre as versões do MP-Draughts. Os re­
sultados estão apresentados destacando as vitórias, empates e derrotas para 
o primeiro jogador, além do desvio padrão considerando todos as 5 BDs de 
testes (5-CV).
K S O M  -  Cos x ART2A
1-CV 2-CV 3-CV 4-CV 5-CV Média a
Vitórias 17% 19% 16% 16% 18% 17% 1,3
Empates 73% 6 6 % 6 6 % 75% 72% 70% 3,7
Derrotas 1 0 % 16% 18% 9% 1 0 % 1 2 % 3,7
K S O M  -  Cos
E3Q%OX
Vitórias 2 0 % 7% 32% 34% 28% 25% 11
Empates 74% 83% 61% 60% 63% 6 8 % 1 0
Derrotas 6 % 1 0 % 7% 6 % 9% 7% 1 ,8
ASONDE x ART2A
Vitórias 1 2 % 24% 2 2 % 2 0 % 2 1 % 20% 4,6
Empates 74% 71% 70% 75% 67% 71% 3,2
Derrotas 14% 5% 9% 5% 1 2 % 9% 4
ASO]NDE x SONDE
Vitórias 15% 1 0 % 34% 28% 30% 23% 10,3
Empates 76% 8 6 % 64% 70% 65% 72% 9
Derrotas 8 % 4% 2 % 2 % 5% 4% 2,5
ASONDE x K S O M  - Cos
Vitórias 1 1 % 13% 18% 15% 13% 14% 2 , 6
Empates 76% 82% 73% 78% 77% 77% 3,3
Derrotas 13% 5% 8 % 7% 1 1 % 9% 3,2
ART2A x SON DE
Vitórias 2 2 % 7% 31% 36% 25% 24% 11
Empates 6 8 % 72% 60% 56% 57% 63% 7
Derrotas 9% 2 1 % 9% 8 % 18% 13% 6
Para confirmar se a média de vitórias da versão baseada na ASONDE é superior 
as das demais versões, também foi aplicado o teste t nos jogos envolvendo esta versão. 
Considerando os valores das médias e desvio padrão apresentados na tabela 6 , foi possível 
confirmar com um intervalo de confiança de 99% que a média da versão ASONDE é 
superior.
A superioridade de jogo obtida pela versão do MP-Draughts baseado na ASONDE 
em relação a todas as outras versões, indica que a arquitetura adaptativa desta RN de 
fato foi a que mais contribuiu para o aumento da performance do multiagente. Além 
disso, comprova a hipótese de que é possível detectar, utilizando RNs adaptativas, uma 
arquitetura de SMA mais eficiente do que se utilizando RN de arquitetura fixa. Tais 
resultados permitem concluir também que o agrupamento obtido pela ASONDE, o qual
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foi bastante diferente dos agrupamentos obtidos pela ART 2A e pela KSOM-Cos (ARI 
inferior a 0,03), agrupou os conhecimentos inerentes a fase de final de jogo de maneira 
mais apropriada e que pudesse contribuir mais para o aprendizado dos EGAs.
Assim, a versão do MP-Draughts baseada na RN adaptativa ASONDE é a versão que 
deve compor, juntamente com o IIGA, a arquitetura final do MP-Draughts.
3.5.4 Cenário 4: avaliação da performance do MP-Draughts 
contra outros jogadores automáticos não supervisionados
Este cenário apresenta a performance da arquitetura final do MP-Draughts em jogos 
competitivos contra os jogadores monoagentes não supervisionados NeuroDraughts e Vi- 
sionDraughts. Os estados de tabuleiros utilizados neste cenário foram filtrados da BD 
OCA-2.0 [91], os quais não foram utilizados no processo de treinamento do MP-Draughts. 
Foram executados 80 jogos em 40 estados de tabuleiros diferentes, mantendo a alternância 
das cores de peças dos jogadores em cada tabuleiro.
A Tabela 7 apresenta os resultados dos jogos entre eles em todas as 5 BDs de testes. 
Note que o MP-Draughts se mostrou mais eficiente que seus oponentes na maioria das 
BDs. Nos jogos contra o NeuroDraughts, o multiagente obteve 11% de vitórias (com a 
=  4,6) contra apenas 4% (com a =  4) do oponente. Nos jogos contra o VisionDraughts, 
o multiagentes venceu 15% (com a =  3,8) contra 8 % (com a =  2,7) do oponente. Ob­
serve que em ambos os torneios o multiagente obteve uma média de 7% de superioridade 
(vitórias) em relação aos oponentes. Tais resultados reforçam a eficiência da ASONDE 
em detectar os perfis existentes na fase de final de jogo, uma vez que os vários EGAs 
obtidos por essa RN mostraram conhecer melhor a fase de final de jogo do que um agente 
simples que conhece o jogo como um todo. Tais resultados comprovam a hipótese de que 
jogadores de Damas multiagentes são mais eficientes que os jogadores monoagentes, o que 
se deve a visão especialista que cada EGA possui sobre uma determinada “região” de 
conhecimento.
Tabela 7 -  Resultado dos testes avaliativos contra outros jogadores não supervisionados.
Os resultados destacam as vitórias, empates e derrotas do MP-Draughts.
M P  — Draughts x NeuroDraughts
1-CV 2-CV 3-CV 4-CV 5-CV Média a
Vitórias 1 0 % 8 % 18% 6 % 1 1 % 11% 4,6
Empates 79% 89% 79% 93% 8 8 % 85% 6,3
Derrotas 1 1 % 4% 4% 1 % 1 % 4% 4
M P  - Draughts x VisionDraughts
Vitórias 2 0 % 16% 16% 1 1 % 1 1 % 15% 3,8
Empates 76% 75% 76% 78% 79% 77% 1 ,6
Derrotas 4% 9% 8 % 1 1 % 1 0 % 8 % 2,7
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Tabela 8  -  Média de coincidência de movimentos executados pelos jogadores não super­
visionados comparado com os que seriam executados pelo Cake na mesma 
situação.
Jogos MP-Draughts Oponente
M P  — Draughts x NeuroDraughts 62,3% 50,2%
M P  — Draughts x VisionDraughts 65,4% 44,5%
Não foram realizados jogos entre o MP-Draughts e os outros jogadores automáticos não 
supervisionados citados nos trabalhos relacionados a esta pesquisa porque, de acordo com 
os autores desses jogadores [26], [25], não existe uma interface disponível desses agentes.
3.5.5 Cenário 5: avaliação das escolhas de movimentos sobre a 
perspectiva do Cake
Este cenário compara os movimentos coincidentes executados pelos agentes não super­
visionados MP-Draughts, NeuroDraughts e VisionDraughts, os quais seriam executados 
pelo jogador fortemente supervisionado Cake na mesma situação. Esta comparação mos­
tra o quão próximo é o raciocínio dos agentes não supervisionados em relação ao agente 
supervisionado na fase de final de jogo. Para tanto, foram comparados apenas os movi­
mentos executados nesta fase do jogo. Tais agentes não foram avaliados em jogos diretos 
contra o Cake, pois os mesmos ainda não são competitivos contra agentes que contam 
com forte supervisão no processo de aprendizagem.
Para a execução deste cenário foram avaliados 6  dos 80 jogos executados no cenário 
4 entre o MP-Draughts e cada um de seus oponentes, mantendo a alternância das cores 
das peças (ora preta ora vermelha) dos jogadores. Foram analisados todos os movimentos 
executados até a finalização do jogo. Em média, foram analisados 20 movimentos de cada 
jogador em cada jogo. A Tabela 8  apresenta os resultados desta comparação. Nos jogos 
contra o NeuroDraughts, o MP-Draughts obteve 62,3% de movimentos coincidentes com 
os movimentos que seriam executados pelo Cake, enquanto que o NeuroDraughts obteve 
50,2% de coincidência. Nos jogos contra o VisionDraughts esta taxa subiu para 65,4%, 
contra 44,5% do VisionDraughts. Os resultados novamente confirmam a eficiência do MP- 
Draughts, visto que suas escolhas de movimento coincidem, na maioria dos casos, com as 
escolhas de um agente comprovadamente eficiente e supervisionado. Além disso, confirma 
a superioridade do MP-Draughts em relação aos seus oponentes não supervisionados, uma 
vez que a coincidência de raciocínio do multiagente é maior que a de seus oponentes.
3.6 Considerações Finais
Este capítulo apresentou o multiagente não supervisionado jogador de Damas MP- 
Draughts, cuja nova proposta de arquitetura é baseada em RN adaptativas e MLP. O
3.6. Considerações Finais 93
objetivo deste capítulo foi otimizar a versão preliminar do multiagente, cuja arquitetura 
era baseada em KSOM-DE e MLP. A substituição da KSOM-DE por uma RN adaptativa, 
possibilitou a automatização do processo que define a quantidade adequada de clusters 
para representar a BD de final de jogo utilizada no treinamento dos agentes especialistas 
nessa fase (EGAs), além encontrar a quantidade mais apropriada destes para compor a 
arquitetura de final do jogo do multiagente. No intuito de encontrar a melhor RN adap­
tativa pra tal tarefa, investigou-se a ART 2A, a SONDE, a ASONDE e a KSOM-Cos. 
A ASONDE corresponde a uma nova proposta de RN adaptativa, baseada na SONDE, 
para lidar com BD finitas e estáveis. Investigou-se também qual das medida de simi­
laridade, distância Euclidiana e similaridade cosseno, é a mais apropriada para medir a 
semelhança entre os estados de tabuleiros de final de jogo. A KSOM-Cos estava entre 
as RNs analisadas porque esta é a versão da KSOM que utiliza similaridade cosseno e 
sua investigação fez-se necessária para que fosse possível distinguir o ganho obtido pela 
mudança da medida de similaridade e o ganho obtido pela adaptabilidade das RNs.
Os experimentos realizados demostraram que: a medida de similaridade cosseno é mais 
indicada para medir a semelhança entre os estados de tabuleiros da BD de final de jogo; 
que a ASONDE foi a RN que mais contribuiu para a otimização do multiagente, sendo que 
os EGAs treinados nos clusters obtidos por esta RN são melhores que os EGAs treinados 
nos clusters produzidos pelas outras RNs aqui investigadas; que a versão do multiagente 
baseada nesta RN também se mostrou mais eficiente que os agentes jogadores de Damas 
não supervisionados NeuroDraughts e VisionDraughts e, finalmente; que o raciocínio do 
multiagente na fase de final de jogo é, pelo menos, 62% coincidente com o raciocínio do 
excelente jogador de Damas supervisionado Cake. Sendo assim, os resultados obtidos 
neste capítulo atenderam algumas das contribuições pretendidas por este trabalho, que 
são: encontrar uma arquitetura de SMA cuja estrutura fosse adequada para o domínio 
de jogos de Damas e ainda, propor uma RN adaptativa adequada para reconhecer os 
diferentes perfis inerentes a fase de final de jogo um jogo de Damas.
Contudo, apesar do MP-Draughts ter conseguido superar sua versão anterior e ter 
se mostrado melhor que vários agentes não supervisionados, ainda existem limitações na 
sua arquitetura que, se resolvidas, tendem a melhorar ainda mais seu desempenho. Tais 
limitações são: a maioria das características da representação NetFeatureMap, as quais 
foram escolhidas manualmente para representar os tabuleiros do jogo, não estão presentes 
em grande parte dos tabuleiros (valores dos atributos referentes a essas características 
possuem valor zero), de modo que a representação das informações relevantes desses 
ambientes podem estar sendo “subestimadas” (ou mal representadas) pelas características 
escolhidas e; as alocações dos EGAs para atuar na fase de final de jogo ainda estão sendo 
inadequadas em algumas situações, sendo que nem mesmo a substituição da RN foi capaz 
de melhorar essas situações.
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Capítulo 4
Aprimorando a Representação dos 
Ambientes de Atuação de Agentes 
Inteligentes baseado na Mineração de
Itens Frequentes
A representação adequada dos estados sobre os quais agentes inteligentes atuam é fun­
damental para sua boa performance, particularmente quando eles atuam em ambientes 
competitivos que possuem elevado espaço de estados. Um tipo particular de represen­
tação, adequada para este tipo de ambiente, é a representação NetFeatureMap [14], a 
qual representa o ambiente baseando-se em um conjunto de funções, denominadas carac­
terísticas, que capturam conhecimentos relevantes atribuídos ao domínio do problema. 
Diferentemente da representação vetorial, que representa todas as informações contidas 
no ambiente, a NetFeatureMap provê uma percepção otimizada do ambiente de modo 
a representar apenas informações que, de fato, contribuem para a atuação (tomada de 
decisão) dos agentes. Tal percepção permite que tais agentes sejam mais ágeis na explo­
ração do espaço de estados, visto que aumenta sua visão (look-ahead) sobre o ambiente 
e assim, melhora suas habilidades em escolher adequadamente as ações a serem execu­
tadas. Vários agentes automáticos propostos na literatura usam a NetFeatureMap para 
representar os estados dos ambientes sobre os quais atuam. Em alguns desses agentes, 
as características utilizadas para a representação foram selecionadas manualmente, o que 
leva esses agentes a efetuar escolhas inadequadas de ações, comprometendo assim sua 
performance [2 1 ], [6 ]. Em outros, tal seleção foi feita automaticamente utilizando AGs, 
o que propiciou a escolha adequadas das características e consequentemente, contribuiu 
para o aumento da performance desses agentes [96], [29]. Motivados pelos bons resultados 
obtidos pela seleção automática de características, este capítulo propõe uma nova abor­
dagem para a seleção automática dessas características, a qual é baseada na mineração 
de padrões frequentes de BDs. Tal abordagem representa a frequência com que essas
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características ocorrem nos estados explorados pelos agentes ao longo do tempo. Assim 
como no capítulo anterior, o domínio do jogo de Damas foi utilizado como ambiente de 
desenvolvimento e investigação da qualidade da abordagem aqui proposta, uma vez que 
se trata de um ambiente competitivo e com alta complexidade de espaço de estados [2 ].
O primeiro jogador automático de Damas a utilizar a NetFeatureMap para repre­
sentar o ambiente do jogo foi o jogador de Arthur Samuel [14], o qual a utiliza para 
representar o estado de tabuleiro corrente do jogo no momento da tomada de decisão 
(escolha de um movimento) de seu agente. Tal representação também foi utilizada pelos 
vários agentes jogadores propostos pela equipe de pesquisa na qual este trabalho se in­
sere, tais como o VisionDraughts [21], D-VisionDraughts [24], LS-VisionDraughts [29] e 
MP-Draughts [23], [6 ]. Particularmente, nos agentes VisionDraughts, D-VisionDraughts 
e MP-Draughts, as características utilizadas para representar os estados de tabuleiros fo­
ram selecionadas manualmente, enquanto que no LS-VisionDraughts tal seleção foi feita 
automaticamente por um AG. De acordo com os autores do LS-VisionDraughts, apesar 
da melhora significativa da performance desse agente, tal abordagem demandou de muito 
tempo de processamento para produzir bons resultados (aproximadamente 4 meses de exe­
cução contínua). Os autores argumentam que seria muito interessante investigar outras 
alternativas mais eficientes para a seleção automática de características, principalmente 
quando a seleção envolver problemas que possuem elevado espaço de estados, tal como o 
jogo de Damas. Quanto maior o espaço de estados passíveis de exploração num ambiente, 
maior deve ser o tempo de processamento para selecionar as características adequadas 
para representar tal espaço. Outro fato que deve ser considerado quanto ao uso do AG é 
que sua performance está diretamente relacionada a qualidade da sua função de avaliação. 
No caso do LS-VisionDraughts, a função de avaliação depende da profundidade da árvore 
de busca (montada durante a busca pelo melhor movimento) e do nível de experiência do 
agente, uma vez que tal função é baseada nos resultados obtidos pelo agente em torneios 
competitivos. De fato, se a árvore de busca é muito rasa, ela compromete a visão de jogo 
(look ahead) do agente e, por consequência, a escolha dos movimentos. Por outro lado, 
se a árvore é muito profunda, o tempo de evolução do AG se torna impraticável. Além 
disso, nos casos em que o agente não tem muita experiência, as características considera­
das por ele no momento de analisar o tabuleiro e escolher um movimento, podem não ser 
as mesmas que seriam consideradas por grandes mestres do jogo. Outro fator que motiva 
tal investigação no domínio do jogo de Damas é que, como identificado no capítulo an­
terior, as características NetFeatureMap, selecionadas manualmente para representarem 
os tabuleiros dos jogos para multiagente MP-Draughts, não estavam presentes na maio­
ria dos estados de tabuleiros apresentados às RNs de agrupamento (valores esparsos que 
justificaram a melhor performance da medida de similaridade cosseno), o que significa 
que muitas delas não foram relevantes para o problema. Além disso, as características 
relevantes para uma determinada fase do jogo não necessariamente são relevantes para
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todo o jogo e, por se tratar de um sistema composto por agentes especialistas em distintas 
fases do jogo, é importante para o MP-Draughts contar com características que de fato 
sejam relevantes para cada momento do jogo, as quais possam melhor contribuir para sua 
tomada de decisão.
Nesse sentido, a abordagem aqui proposta tem o objetivo de selecionar automatica­
mente as características, de maneira que os resultados obtidos sejam menos dependentes 
das variáveis relacionadas a técnica de seleção. Tal abordagem foi inicialmente avaliada 
para selecionar as características adequadas para representar os estados de tabuleiros que 
ocorrem durante todo o jogo. Comprovada a eficiência desta abordagem, cujos resultados 
foram comparados com os obtidos pelo AG de [29], a mesma foi aplicada a BDs de estados 
de tabuleiros de final de jogo para descobrir quais são as características adequadas para 
esta fase do jogo.
As próximas seções desse capítulo apresentam a aplicação da abordagem para todo o 
jogo e também, para a fase de final de jogo. Tais seções estão organizadas como segue: a 
Seção 4.1 explica a aplicação da abordagem para obter as características relevantes para 
todo o jogo, assim como a obtenção dos conjuntos de características mais frequentes e 
os resultados obtidos por tal abordagem quando comparado com os resultados obtidos 
pelo AG; a Seção 4.2 apresenta sua aplicação para a fase de final de jogo, os conjuntos 
de características mais frequentes nesta fase e os resultados obtidos pela abordagem. 
Considerando os resultados aqui obtidos, este capítulo cumpre mais uma parte do objetivo 
geral e o objetivo específico 2  propostos no presente trabalho (ver Seção 1 .2 ) .
4.1 Mineração de Padrões Frequentes e Seleção Au­
tomática de Características
Como citado anteriormente, vários jogadores automáticos propostos na literatura uti­
lizam conjuntos de características da NetFeatureMap para representar os estados de ta­
buleiros, cujas características foram obtidas manual ou automaticamente. Nesta seção 
é apresentada uma abordagem capaz de selecionar automática e eficientemente as me­
lhores características para representar o ambiente de Damas durante um jogo completo. 
Tal abordagem é baseada na mineração de padrões frequentes, os quais são extraídos de 
uma BD especializada que contém o histórico (estados de tabuleiros) de milhares de jogos 
disputados por grandes mestres do domínio ao longo do último século [91]. Os padrões 
frequentes obtidos dessa BD correspondem aos conjuntos de características que frequen­
temente ocorrem nos estados de tabuleiros, os quais foram considerados pelos mestres 
jogadores no momento em que deveriam escolher um movimento.
A estratégia aqui adotada pode ser resumida assim: inicialmente, é gerada uma BD 
contendo vários estados de tabuleiros, representados vetorialmente, que ocorreram ao 
longo dos jogos disputados pelos grandes mestres no domínio. Tais estados de tabulei­
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ros são convertidos para a representação NetFeatureMap e, na sequência, os estados com 
maior frequência relativa são extraídos da BD. Como cada um desses tabuleiros estão 
representados por um determinado conjunto de características, os mesmos correspondem 
aos conjuntos de características que mais ocorreram nos jogos avaliados. Esses conjuntos 
são então considerados como possíveis candidatos para representar o ambiente do jogo 
de Damas, os quais devem ser avaliados em cenários de jogos competitivos envolvendo 
jogadores automáticos que utilizam a NetFeatureMap, para que seja possível averiguar 
a qualidade dessas possíveis representações. Observe que os conjuntos de característi­
cas obtidos são independentes da qualidade de uma função de avaliação, ao contrário, 
representam o mais refinado conhecimento considerado por grandes jogadores.
As próximas subseções apresentam todas as atividades envolvidas no processo de se­
leção dos melhores conjuntos de características para representar todo o ambiente do jogo 
de Damas.
4.1.1 Geração da Base de Dados especializada
A BD especializada utilizada aqui foi gerada a partir de jogos que ocorreram em cam­
peonatos mundiais de Damas envolvendo grandes mestres do jogo, os quais estão dispo­
níveis na plataforma CheckerBoard em [91]. Tais jogos são interessantes para a obtenção 
da BD pois correspondem às (boas) situações que tendem a ocorrer em jogos, além de 
representarem o valioso conhecimento considerado pelos mestres jogadores no momento 
de suas tomadas de decisão. Dentre os vários jogos disponibilizados na plataforma, nesta 
abordagem foram utilizados os jogos disponíveis na BD OCA2.0 e não apenas os jogos 
disponíveis na BD do Tinsley como utilizado no capítulo anterior. Tal alteração foi feita 
por dois motivos: aumentar a quantidade de estados de tabuleiros representados na BD, 
uma vez que a BD OCA2.0 é consideravelmente maior, e aumentar a variabilidade desses 
tabuleiros, o que é possível porque na OCA2 . 0  existem jogos envolvendo vários jogadores e 
não apenas jogos do Tinsley. Apenas os jogos cujo resultado final era diferente de empate 
foram considerados, totalizando 8.429 jogos. Os jogos de empate foram desconsiderados 
porque o interesse aqui é representar na BD o conhecimento existente nos tabuleiros que 
levaram os agentes a obter bom desempenho de jogo, o que num caso de empate não 
é claro. Para a geração da BD, todos os 8.429 jogos foram re-executados e, durante a 
re-execução de cada jogo apenas os estados de tabuleiros apresentados ao agente vencedor 
do referido jogo para a execução de um movimento foram armazenados na BD. O motivo 
de se considerar apenas os estados de tabuleiros apresentados ao vencedor, é para garantir 
que a BD conterá apenas os conhecimentos relacionados a situações de sucesso no jogo. 
Finalizado o processo de obtenção da BD, todos os estados de tabuleiros nela contidos 
foram convertidos para a representação NetFeatureMap.
A Figura 17 mostra um exemplo de um estado de tabuleiro na representação vetorial. 
O mapeamento C apresentado na sequência, ilustra como é feito a conversão de um
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tabuleiro que está na representação vetorial para sua representação NetFeatureMap.
C: h > {0, 1}",
C ( If) = < f l ( I i ) , . . . , f n ( Ii ) > , e
f j  ( l i ) =  1, se a característica f j  está presente no estado de tabuleiro /*, 
f j ( l i )  =  0, caso contrário.
O valor de n corresponde a quantidade de características f j  (1 <  j  <  n ) utilizadas para 
representar o estado de tabuleiro na NetFeatureMap. Ou seja, cada estado de tabuleiro l i 
é representado por uma n-tupla composta de n atributos, os quais representam a presença 
ou a ausência das características /i,..., f n , respectivamente. Para representar os estados 
de tabuleiros na NetFeatureMap foram utilizadas as 15 características apresentadas na 
Tabela 2.
Figura 17 -  Exemplo de um estado de tabuleiro na representação vetorial
A Figura 18 mostra um exemplo de estado de tabuleiro na representação NetFea­
tureMap, o qual indica que as características f 2, fe, f i3, fu  e f i5 estavam presentes no 
estado de tabuleiro quando este foi analisado pelo jogador no momento de decidir qual 
movimento executar. É importante observar que o mapeamento C é do tipo “muitos pra 
um”, ou seja, vários estados de tabuleiros vetoriais podem ser mapeados para uma única 
representação NetFeatureMap.
Figura 18 -  Exemplo de um estado de tabuleiro na representação NetFeatureMap
Diferente do que foi apresentado no capítulo de fundamentação teórica (Capítulo 2), 
em que as características são representadas qualitativa e quantitativamente, neste ca­
pítulo, para a mineração de padrões frequentes foi considerada apenas a representação 
qualitativa (binária) dessas características. Tal representação é suficiente, uma vez que 
é necessário saber apenas quais características são relevantes para representar os tabu­
leiros do jogo. Sabendo isso, a utilização destas para representar o tabuleiro do jogo no 
momento das tomadas de decisão dos agentes serão feitas qualitativa e quantitativamente 
(conforme Capítulo 2). Outro motivo em se considerar a representação binária dessas 
características no momento da mineração de padrões é para garantir a confiabilidade dos 
resultados obtidos desta abordagem quando comparado com os resultados obtidos pelo 
AG. Da mesma forma, as características utilizadas aqui são as mesmas utilizadas pelo 
AG.
Finalizado o processo de re-execução dos 8.429 jogos, a BD especializada contém 92.636 
estados de tabuleiros, os quais estão representados seguindo a NetFeatureMap.
4.1.2 Mineração dos Padrões Frequentes e Seleção dos Melhores 
Conjuntos de Características
No intuito de selecionar os melhores conjuntos de características para representar o 
jogo, foi feita uma análise estatística da BD obtida na seção anterior. O objetivo dessa 
análise foi detectar e selecionar os estados de tabuleiros, representados por característi­
cas, mais frequentes que ocorreram durante os jogos representados nessa BD. Tais estados 
de tabuleiros representam os conjuntos de características frequentemente analisados pelos 
jogadores nos momentos de tomadas de decisão. A seleção desses conjuntos foi feita consi­
derando a frequência relativa de sua ocorrência na BD. Todos os conjuntos cuja frequência 
ficaram acima de 1 0 % foram selecionados, ou seja, o suporte mínimo s considerado para 
a extração dos padrões frequentes foi de 0 , 1 .
Como o mapeamento C (que converte os estados de tabuleiros para a representação 
NetFeatureMap) é do tipo “muitos pra um” , a frequência de ocorrência de um determinado 
conjunto de características na BD não corresponde a frequência de ocorrência de um 
determinado estado de tabuleiro nos jogos analisados. Isso que dizer que o conjunto de 
atributos considerados pelo jogador no momento de uma tomada de decisão pode ser 
o mesmo, ainda que em situações distintas do jogo, fato que reforça a importância da 
representação do ambiente em todas as tomadas de decisões do agente jogador.
Foram selecionados 26 conjuntos de características distintos, os quais foram conside­
rados como os possíveis melhores conjuntos para representar o ambiente do jogo. Para 
avaliar a qualidade de representação desses 26 conjuntos, foi usado como ambiente de 
investigação o jogador automático VisionDraughts. Para tanto, foram criadas 26 novas 
versões desse jogador, as quais foram treinadas, cada uma, num conjunto de características 
distinto. O treinamento dessas versões foram executados de maneira análoga ao apresen­
tado no Capítulo 3, Seção 3.2. Cada versão do VisionDraughts foi treinada por 4 ciclos de 
400 jogos cada, totalizando 1.600 jogos de treinamento. A única diferença no treinamento 
de cada versão está no conjunto de características utilizado por elas para representar o 
estado de tabuleiro na entrada da MLP para avaliação dos possíveis movimentos. Fina­
lizado o processo de treinamento, existiam 26 versões distintas do VisionDraughts, cada 
uma com diferentes habilidades de jogos, as quais foram modeladas de acordo com a visão 
que cada uma tinha no jogo nos momentos de tomadas de decisão.
No intuito de avaliar a qualidade de jogo agregado a essas versões em relação a outros 
jogadores cujas características foram selecionadas por outros métodos, foram executados 
torneios competitivos entre essas versões contra os seguintes agentes: LS-VisionDraughts, 
cujas características foram selecionadas automaticamente por um AG, e a versão original 
do VisionDraughts, cujas características foram manualmente selecionadas. A eficiência 
obtida pela abordagem foi medida a partir do desempenho de jogo dos agentes e do tempo 
de processamento de cada abordagem.
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4.1.3 Resultados Experimentais
Esta seção avalia a eficiência da abordagem proposta em 4 cenários de testes distin­
tos, os quais avaliam o ganho de performance do jogador VisionDraughts proporcionado 
pela seleção automática das características e a superioridade desta abordagem quando 
comparada com a abordagem baseada em AG. Nesse sentido, os cenários de testes fo­
ram divididos como segue: o primeiro avalia a performance de jogo das 26 novas versões 
do VisionDraughts, as quais representam as diferentes propostas de características para 
representar o jogo do Damas; o segundo avalia o quão eficiente a seleção automática é 
quando comparada com a seleção manual; o terceiro avalia a performance das melhores 
versões do VisionDraughts obtidas no cenário 1, cujas características foram selecionadas 
pela presente abordagem, em torneios contra o LS-VisionDraughts cujas características fo­
ram selecionadas por um AG e; finalmente, o quarto cenário compara o tempo de execução 
requerido por ambas as abordagens para obter os conjuntos de características apropriados 
para representar os diferentes ambientes que ocorrem no domínio do jogo de Damas.
Para garantir a confiabilidade dos resultados obtidos, todos os agentes envolvidos nos 
cenários de testes foram treinados nas mesmas condições, ou seja, foram treinados por 4 
ciclos de 400 jogos, usando o algoritmo de busca Alfa-Beta, combinado com TT e AI com 
profundidade máxima de busca igual a 8 .
4.1.4 Cenário 1: definindo os melhores conjuntos de caracterís­
ticas
Este cenário determina quais são os melhores conjuntos de características, dentre os 
26 extraídos da BD, para representar o ambiente do jogo. Para isso, foram executados 
torneios competitivos entre todas as 26 versões do VisionDraughts, cada uma treinada 
num distinto conjunto de características. Considerando que a única diferença no treina­
mento dessas versões são as características usadas por elas para representar os tabuleiros 
do jogo, qualquer vantagem de jogo obtida por uma ou outra versão está relacionada a 
esta distinção. Dentre as 26 versões, 10 obtiveram a taxa de vitórias superior a 50%, 
quando comparado com o somatório das taxas de empates e derrotas. Esse resultado 
mostra que os conjuntos de características utilizados por essas 1 0  versões foram mais 
eficientes em representar o ambiente de atuação dos jogadores, ou seja, tais conjuntos 
representam características mais relevantes para o aprendizado e desempenho dos seus 
respectivos agentes do que os outros 16 conjuntos.
Contudo, este resultado não é suficiente para garantir que esses 10 melhores conjun­
tos sejam de fato os mais adequados para representar os tabuleiros, ele garante apenas 
que dentre os verificados, tais conjuntos são os melhores. Sendo assim, para verificar 
se estes conjuntos são melhores que os utilizados por outros jogadores que utilizam a 
NetFeatureMap, os próximos cenários investigam essa situação.
4.1.5 Cenário 2: avaliando a eficiência da seleção automática de 
características
Este cenário avalia, por meio de torneios competitivos, se os 10 melhores conjuntos de 
características, vinculados as 10 melhores versões do VisionDraughts obtidos no cenário 
anterior, são mais eficientes para representar o ambiente de atuação dos jogadores do que 
o conjunto completo contendo as 15 características. Essas 15 características foram selecio­
nadas manualmente, pelos autores do LS-VisionDraughts, de um conjunto maior contendo 
26 características [14], as quais foram mantidas para estabelecer condições iguais de com­
paração dos resultados. Para avaliar este cenário, a versão original do VisionDraughts foi 
treinada utilizando essas 15 características. Note que os estados de tabuleiros a serem 
avaliados pela versão original do VisionDraughts durante os torneios, são representados 
considerando as 15 características, enquanto os tabuleiros apresentados as 10 melhores 
versões utilizam apenas subconjuntos dessas características.
Tabela 9 -  Resultados dos jogos entre a versão original do VisionDraughts e suas 10 me­
lhores versões treinadas nos conjuntos de características selecionadas auto­
maticamente. Os resultados ilustram as vitórias, empates e derrotas para as 
diferentes versões do VisionDraughts.
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Versões VisionDraughts x VisionDraughts
Vitórias Empates Derrotas
% 23 77% 6 2 0 % 1 3%
V2 11 37% 1 2 40% 7 23%
% 13 43% 5 17% 1 2 40%
% 9 30% 13 43% 18 27%
v5 1 0 33% 14 47% 6 2 0 %
v6 17 57% 1 0 33% 3 1 0 %
v7 9 30% 1 0 33% 11 37%
v8 7 23% 14 47% 9 30%
V9 13 44% 16 53% 1 3%
%0 25 84% 4 13% 1 3%
Foram executados 30 jogos entre a versão original do VisionDraughts e cada uma de 
suas 10 melhores novas versões. A Tabela 9 apresenta os resultados desses jogos, na 
qual as 10 melhores versões são identificadas como V\,V2, ..., V\0. Os resultados mostram 
a quantidade e a porcentagem de vitórias, empates e derrotas obtidas por essas versões. 
Como destacado em cinza na tabela, 8  das 10 versões foram melhores que a versão original 
do jogador, ou seja, 8  dos 1 0  conjuntos automaticamente selecionados pela abordagem 
proposta foram mais eficientes em representar o ambiente do jogo do que a seleção manual. 
Em outras palavras, a abordagem de seleção automática foi 80% mais eficiente que a 
seleção manual. Tal resultado comprova que a seleção automática de característica aqui 
proposta em geral é mais eficiente que a seleção manual. Outros estudos, baseados em 
diferentes abordagens de seleção, também já comprovaram que a seleção automática de
4.1. Mineração de Padrões Frequentes e Seleção Automática de Características 103
características, seja NetFeatureMap ou outras, é de fato mais eficiente que a seleção manual 
[29], [96], [97].
4.1.6 Cenário 3: avaliando a performance dos melhores jogado­
res
Este cenário avalia a performance de jogo das 10 melhores versões do VisionDraughts 
em competições contra o jogador LS-VisionDraughts. Esta avaliação é muito pertinente 
visto que o LS-VisionDraughts é o jogador, dentre todos os que utilizam a NetFeature­
Map para representar o ambiente do jogo de Damas que possui o melhor conjunto de 
características [29].
Foram executados 30 jogos entre o LS-VisionDraughts e cada uma das versões do 
VisionDraughts (V1, V2, ..., E10). A Tabela 10 apresenta os resultados desses jogos, os 
quais ilustram a quantidade e a porcentagem de vitórias, empates e derrotas, obti­
das pelas versões do VisionDraughts. Como destacado em cinza na tabela, as versões 
y 1,y 2,y 3,y 6,y 9 e V10 obtiveram maior porcentagem de vitórias que o LS-VisionDraughts. 
Observe que 4 dessas versões (Vi, V3, V6eV10) foram pelo menos 50% mais eficientes que o 
LS-VisionDraughts e que as versões V6 e V10 obtiveram pelo menos 71% de superioridade.
Tabela 10 -  Resultados dos jogos entre o LS-VisionDraughts e as 10 melhores versões do 
VisionDraughts. Os resultados ilustram as vitórias, empates e derrotas para 
as diferentes versões do VisionDraughts.
Versões VisionDraughts x LS-VisionDraughts
Vitórias Empates Derrotas
Ei 23 77% 3 1 0 % 4 13%
E2 1 2 40% 9 30% 9 30%
Ea 2 1 70% 4 13% 5 17%
Vi 6 2 0 % 13 43% 11 37%
E5 11 37% 7 23% 1 2 40%
K 2 2 74% 7 23% 1 3%
V7 9 30% 7 23% 14 47%
Es 7 23% 6 2 0 % 17 57%
E9 9 30% 16 53% 5 17%
E10 23 77% 6 2 0 % 1 3%
Os conjuntos de características utilizados pelas 6  melhores versões do VisionDraughts 
são:
□  Vi: PieceAdvantage, XcentreControl, TotalMobility, Exposure, DoubleDiagonal, Di­
agonalMoment, Threat, Taken;
□  V2: BackrowBridge, CentreControl, XcentreControl, TotalMobility, DoubleDiagonal, 
DiagonalMoment, Taken;
□  V3: PieceAdvantage, CentreControl, XcentreControl, TotalMobility, Exposure, Dou­
bleDiagonal, DiagonalMoment, Threat, Taken;
□  V6: PieceAdvantage, XcentreControl, TotalMobility, Exposure, DoubleDiagonal, Di­
agonalMoment, Taken;
□  V9: BackrowBridge, XcentreControl, TotalMobility, Exposure, DoubleDiagonal, Di­
agonalMoment, Threat;
□  V\0: PieceAdvantage, PieceThreat, BackrowBridge, CentreControl, XcentreControl, 
TotalMobility, Exposure, DoubleDiagonal, DiagonalMoment, Threat, Taken;
Comparando esses conjuntos com o obtido pelo AG do LS-VisionDraughts - Piece­
Advantage, PieceDisadvantage, PieceThreat, PieceTake, DoubleDiagonal, BackrowBridge, 
CentreControl, KingCentreControl, Threat - é possível identificar que os conjuntos obtidos 
aqui possuem entre 7 e 11 características, contra 9 do LS-VisionDraughts. Vale ressaltar 
que, quanto menor a quantidade de características utilizadas para representar os estados 
de tabuleiros, menor é o tempo de treinamento do jogador. Note que os conjuntos de 
características vinculados as versões V\,V2,V6, e V9 possuem menos de 9 características, 
ou seja, o treinamento desses agentes é computacionalmente mais eficiente que o trei­
namento do LS-VisionDraughts. As versões V2,V6 e V9 obtiveram boa performance de 
jogo usando apenas 7 características para representar o ambiente, o que representa uma 
redução de aproximadamente 53% das características da NetFeatureMap sem prejudicar 
o desempenho desses jogadores.
Considerando o desempenho em jogo e a quantidade de características utilizadas, a 
versão V6 do VisionDraughts foi a que mais se destacou. Esta versão foi muito superior 
ao LS-VisionDraughts e utiliza apenas 47% das características aqui investigadas.
Outro ponto interessante a ser destacado é que nem todos os conjuntos de caracterís­
ticas mais frequentes obtidos da análise estatística da BD foram avaliados. Isso significa 
que ainda podem existir outros conjuntos, dentre os que ocorreram em menos de 1 0 % da 
BD, que sejam mais eficientes que o obtido pelo AG do LS-VisionDraughts.
4.1.7 Cenário 4: comparando o tempo de execução de ambas as 
abordagens
Este cenário compara o tempo de execução requerido pela abordagem proposta e pelo 
AG para obterem suas melhores propostas de conjuntos de características suficientemente 
adequados para representar o domínio do jogo de Damas. O tempo de execução requerido 
pela abordagem de mineração de padrões corresponde a soma dos tempos para: geração da 
BD, identificação dos itens frequentes, extração dos conjuntos de características frequentes 
e, treinamento das 26 versões do VisionDraughts. O tempo de execução requerido pelo AG
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corresponde ao processo evolutivo de 30 gerações com 40 indivíduos (MLP), cuja função 
de avaliação corresponde ao treinamento e a torneios competitivos executados entre todos 
os indivíduos de uma mesma geração.
O tempo de execução da abordagem aqui proposta foi de aproximadamente 90 ho­
ras, sendo que 78 horas corresponde ao tempo de treinamento das 26 versões do Vision- 
Draughts e apenas 12 horas para a geração e mineração da BD especializada. Por outro 
lado, o tempo de execução do AG foi aproximadamente 3.572 horas. O tempo estimado 
para o AG foi calculado considerando o tempo de treinamento de cada indivíduo apresen­
tado em [29], que é de 178,6 minutos por indivíduo. O tempo de execução da abordagem 
proposta representa apenas 2 % do tempo gasto pelo AG.
Além de ter obtido 6  conjuntos de características superiores ao obtido pelo AG, a 
abordagem proposta obteve os resultados em apenas 2% do tempo gasto por ele. Isso 
é devido a 3 vantagens dessa abordagem: primeiro, os conjuntos de características fo­
ram obtidos a partir de informações reais que ocorrem em excelentes jogos de Damas; 
segundo, o treinamento dos jogadores ocorre um única vez, apenas quando as caracte­
rísticas frequentes são encontradas e; terceiro, o tempo de treinamento da maioria das 
versões do VisionDraughts foi menor, visto que o conjunto de características vinculadas 
a elas também o são.
4.2 Mineração de Padrões Frequentes e Seleção Au­
tomática de Características aplicada à Fase de 
Final de Jogo
Comprovada a eficiência e a superioridade da abordagem baseada em mineração de 
itens frequentes para selecionar automaticamente as características adequadas para re­
presentar o ambiente de atuação dos agentes durante todo o jogo de Damas, esta seção a 
utiliza para selecionar as características adequadas para representar os estados de tabulei­
ros que frequentemente ocorrem nas fases de final de jogo. Relembrando, neste trabalho 
“fase de final de jogo” remete a tabuleiros que contenham no máximo 14 peças.
Como pode ser observado na Tabela 2  (Capítulo 2 , seção 2.3.5.2), existem caracte­
rísticas que são passíveis de ocorrerem com mais frequencia em determinadas fases do 
jogo, tais como CentreControl, XcentreControl, Exposure e Kingcentrecontrol. Tais carac­
terísticas estão relacionadas a evolução do jogo em direção ao território do oponente e 
a formação de Damas, o que normalmente ocorrem nas fases finais de um jogo. Diante 
disso, acredita-se que assim como existem características que são frequentes durante todo 
o jogo, existem aquelas que são ainda mais frequentes em uma e/ou outra fase. Como o 
ambiente de desenvolvimento e avaliação das técnicas propostas neste trabalho é a fase 
final do jogo de Damas, não faria sentido que tal abordagem não fosse aplicada a esta
fase. Afinal, quanto mais refinada puder ser a visão de um agente sobre o ambiente, mais 
chances ele terá de efetuar boas ações.
Sabendo que o MP-Draughts possui uma arquitetura moldada de acordo com os di­
ferentes perfis (clusters) de conhecimento que podem ocorrer na fase de final de jogo, 
é coerente que sejam encontradas, para cada perfil, as características que ocorrem com 
maior frequência entre estados de tabuleiros que os representam. A BD utilizada para 
representar esses perfis foi alterada para a OCA2 .0 , também com o intuito de aumentar a 
quantidade e a representatividade dos estados de tabuleiros que caracterizam cada perfil 
do jogo. Dessa maneira, todo o processo de agrupamento e definição da arquitetura do 
multiagente para a fase de final de jogo utilizando a ASONDE teve que ser re-executado 
(para relembrar tal processo veja Capítulo 3). Como o intuito era aumentar a repre- 
sentatividade de cada perfil, foram gerados clusters contendo uma quantidade maior de 
estados de tabuleiro de final de jogo, de modo que foram gerados 4 deles. Em cada um 
desses clusters foi aplicada a abordagem de mineração de padrões frequentes de maneira 
a identificar os conjuntos de características mais frequentes entre os tabuleiros contidos 
em cada um.
A estratégia adotada para aplicar a abordagem em cada um dos clusters de final de 
jogo foi a mesma adotada para todo o jogo. As Subseções 4.2.1 e 4.2.2 descrevem o 
processo de obtenção das BDs especializadas (uma para cada cluster) e dos conjuntos 
de características frequentes em cada cluster. A seção de resultados discute o resultado 
em termos do ganho de performance de jogo obtido da utilização desses conjuntos para 
representar o ambiente de atuação dos agentes de final de jogo (EGAs) do MP-Draughts.
4.2.1 Obtenção das Bases de Dados Especializadas para a Fase 
de Final de Jogo
As BDs especializadas utilizadas aqui foram obtidas a partir dos 4 clusters gerados do 
agrupamento da OCA2.0, os quais contém apenas estados de tabuleiros que ocorreram 
na fase de final de jogo (tabuleiros com 14 peças). Para que fossem obtidos todos os 
estados de tabuleiros que ocorreram no jogo, subsequentes à identificação desta fase, os 
jogos da OCA2.0 foram reexecutados considerando apenas os tabuleiros de final de jogo, 
de modo que foram extraídos apenas os estados que continham 14 peças ou menos. Do 
mesmo jeito que na seção anterior, os estados armazenados nas BDs correspondem àqueles 
apresentados ao jogador vencedor para a tomada de decisão. Finalizado o processo de 
geração das 4 BDs especializadas, uma para cada cluster, as mesmas devem conter todos 
os tabuleiros que ocorreram nos jogos a partir do momento que a fase final foi atingida 
até que o jogo finalizasse. Todos os estados de tabuleiros de cada BD foram convertidos 
para a representação NetFeatureMap. Tais BDs contém respectivamente 417, 634, 863 e 
717 estados de tabuleiros, totalizando 2.631 estados que representam essa fase.
C a p ítu lo  4. A p r im o ra n d o  a R e p re s en ta çã o  dos A m b ie n te s  de A tu a ç ã o  de A g e n te s  In te l ig en te s  baseado
106 na M in e ra ç ã o  de I ten s  F req u en tes
4.2. Mineração de Padrões Frequentes e Seleção Automática de Características aplicada à Fase de
Final de Jogo 107
4.2.2 Mineração dos Padrões Frequentes e Seleção dos Melhores 
Conjuntos de Características para cada Perfil de Final de 
Jogo
Para selecionar os melhores conjuntos de características para representar cada cluster 
de final de jogo, foram feitas análises estatísticas em cada uma das 4 BDs especializadas 
(que representam tais clusters), de modo que os conjuntos cuja frequência relativa fossem 
maior que 10% foram selecionados, mantendo o suporte mínimo s em 0,1. Relembrando, 
como o mapeamento C que converte os estados de tabuleiros para a representação Net- 
FeatureMap é do tipo “muitos pra um” , a frequência de ocorrência de um determinado 
conjunto numa determinada BD não corresponde a frequência de ocorrência um determi­
nado estado de tabuleiro.
Foram selecionados 3 conjuntos de características distintos para cada BD, os quais 
foram considerados como os possíveis melhores conjuntos para representar os ambientes 
sobre os quais os EGAs atuam. Tais conjuntos quando comparados entre as BDs, corres­
pondem a exatamente aos mesmos conjuntos, ou seja, os conjuntos obtidos para uma BD 
são os mesmos obtidos para todas as outras. As características que os compõem são:
□  Conjunto 1: CentreControl, XcentreControl, TotalMobility, Exposure, DoubleDia­
gonal, DiagonalMoment, Threat e Taken;
□  Conjunto 2: XcentreControl, TotalMobility, Exposure, DoubleDiagonal, Diagonal­
Moment, Threat e Taken;
□  Conjunto 3: XcentreControl, TotalMobility, Exposure, DoubleDiagonal, Diagonal­
Moment, Threat, Taken e PieceAdvantage;
Para avaliar a qualidade desses 3 conjuntos, foram criadas novas versões do MP- 
Draughts cujos EGAs foram treinados a partir dos estados de tabuleiros contidos nos 
clusters obtidos da OCA2 .0 , cada um treinado em um dos 3 conjuntos de características 
identificados como frequentes em cada cluster. Como foram obtidos 4 clusters e 3 conjun­
tos de características para cada um, foram treinadas 12 versões de EGAs, sendo 3 para 
cada cluster (um por conjunto de características). O ganho obtido da seleção automática 
das características foi medido considerando a performance de jogo desses agentes na fase 
de final de jogo. Para facilitar o entendimento e contextualizar a criação de cada versão 
dos EGAs, as mesmas serão explicadas dentro de cada cenário de avaliação em que foram 
criadas, na próxima seção.
4.2.3 Resultados Experimentais
Esta seção avalia a eficiência da seleção automática das características adequadas 
para representar os ambientes que ocorrem na fase de final de jogo em 2  cenários de testes
distintos. Esses cenários avaliam o ganho de performance dos EGAs proporcionado pela 
seleção automática das características e também a performance geral do MP-Draughts em 
jogos contra os jogadores VisionDraughts e o LS-VisionDraughts. Para tanto, o primeiro 
cenário avalia dentre os 3 possíveis melhores conjuntos de características para representar 
um cluster, qual de fato é o melhor. Por fim, o segundo cenário avalia se o melhor conjunto 
de cada perfil quando acoplados a arquitetura do MP-Draughts de fato contribuem para 
sua performance em jogos contra outros oponentes.
Os resultados obtidos nessa seção, em conjunto com os obtidos na Seção 4.1.3, con­
firmam a hipótese de que é possível definir quais são as características mais relevantes 
que um jogador automático de Damas deve considerar durante sua atuação no jogo e 
ainda, que é possível defini-las de acordo com fase do jogo em que o jogador atua. Além 
disso, tais resultados mostram que tal definição contribui para o ganho de desempenho 
do jogador, um vez que especializa sua visão sobre o ambiente.
4.2.4 Cenário 1: definindo o melhor conjunto de características 
para representar cada perfil de final de jogo
Para avaliar qual dos 3 conjuntos de características obtidos para cada cluster é o mais 
adequado para representá-lo, foi adotada a seguinte estratégia: para cada cluster foram 
treinadas 3 versões do EGA, uma para cada conjunto de característica, sendo que esses 
foram treinados nos mesmos estados de tabuleiros contidos no cluster e sobre as mesmas 
condições de treinamento, de modo que a única diferença entre eles está no conjunto de 
características utilizadas no treinamento. Cada EGA foi treinado por 4 ciclos de 10 jogos 
em cada estado de tabuleiro do cluster, com profundidade máxima de busca do Alfa-Beta 
igual a 8 . Seguindo essa estratégia, foram geradas 3 versões de EGAs para um mesmo 
cluster, de modo que foram efetuados torneios competitivos entre elas para definir qual 
é a melhor para representar o cluster. Ou seja, qual possui o conjunto de características 
mais adequado para representar os conhecimentos contidos no referido cluster. Os estados 
de tabuleiros utilizados nos jogos de teste foram obtidos da BD do Tinsley, os quais são 
desconhecidos pelos agentes.
Os resultados obtidos de cada torneio estão ilustrados nas Tabelas 11, 1 2 , 13, 14. A no­
menclatura utilizada para cada EGA de cada cluster é a seguinte: EGANúmerodoCluster 
- número do conjunto. Por exemplo, o EGA1-1, corresponde ao EGA representante do 
cluster 1 , treinado no conjunto de características 1 .
A Tabela 11 apresenta o resultado de 30 jogos entre as 3 versões dos EGAs que 
representam o cluster 1. Os resultados ilustram a quantidade e a porcentagem de vitórias, 
empates e derrotas para o primeiro jogador listado na primeira coluna. Nos jogos efetuados 
entre o EGA1 — 1 x EGA1 — 2, o EGA1-1 obteve 20% de vitórias contra 7% do EGA1-2, 
ou seja, o EGA1-1 foi 13% mais eficiente. Seguindo a mesma analogia para entendimento
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dos demais jogos no cluster 1, é possível observar que o EGAl-3 foi 40% e 20% mais 
eficiente que o EGAl-1 e o EGA 1-2, respectivamente. Isso quer dizer que o conjunto 
de características vinculados ao EGAl-3 foi mais eficiente em representar os estados de 
tabuleiros de final de jogo do cluster 1, uma vez que o EGA que visualizou os ambientes 
de jogo sob a perspectiva representada por este conjunto obteve o melhor desempenho de 
jogo.
Tabela 11 -  Resultado dos jogos entre as 3 versões dos EGAs que representam o cluster
1.
Jogos entre os EGAs do cluster 1
Vitórias Empates Derrotas
E G A 1-1 x EGA1 -  2 6 2 0 % 22 73% 2 7%
EGA1 -  1 x E G A 1-3 2 7% 14 46% 14 47%
EGA1 -  2 x E G A 1-3 4 13% 17 57% 9 30%
A Tabela 12 apresenta o resultado de 30 jogos entre as 3 versões dos EGAs que 
representam o cluster 2. Como ilustrado, o EGA2-3 foi o que obteve melhor desempenho 
de jogo, sendo 35% e 17% mais eficiente que o EGA2-1 e o EGA2-2, respectivamente. Do 
mesmo que no cluster 1, no cluster 2 o conjunto de características vinculados ao EGA2-3 
foi o mais eficiente em representar os estados de tabuleiros de final de jogo.
Tabela 12 -  Resultado dos jogos entre as 3 versões dos EGAs que representam o cluster
2.
Jogos entre os EGAs do cluster 2
Vitórias Empates Derrotas
EGA2 -  1 x EGA2 -  2 6 20% 18 60% 6 20%
EGA2 -  1 x E G A 2-3 4 13% 12 39% 15 48%
EGA2 -  2 x E G A 2-3 7 23% 11 37% 12 40%
A Tabela 13 ilustra o resultado dos jogos entre as 3 versões dos EGAs que representam 
o cluster 3. Observe que o EGA3-3 foi o que obteve melhor desempenho de jogo, sendo 
30% e 71% mais eficiente que o EGA3-1 e o EGA3-2, respectivamente. Novamente, o 
conjunto-3 de características, vinculado ao EGA3-3, foi o mais eficiente em representar 
os estados de tabuleiros de final de jogo contidos nesse cluster.
Tabela 13 -  Resultado dos jogos entre as 3 versões dos EGAs que representam o cluster
3.
Jogos entre os EGAs do cluster 3
Vitórias Empates Derrotas
E G A 3-1 x EGA? -  2 20 67% 9 30% 1 3%
EGA?) -  1 x E G A 3-3 3 10% 15 50% 12 40%
EGA?) -  2 x E G A 3-3 1 3% 7 23% 22 74%
Por fim, a Tabela 14 apresenta o resultado dos jogos entre as 3 versões dos EGAs 
que representam o cluster 4. Do mesmo modo que nos outros clusters, o conjunto de 
características vinculado ao EGA4-3 também foi o mais eficiente em representar os estados 
de tabuleiros de final de jogo, o qual foi 34% e 14% mais eficiente que o EGA 4-1 e o 
EGA4-2, respectivamente.
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Tabela 14 -  Resultado dos jogos entre as 3 versões dos EGAs que representam o cluster
4.
Jogos entre os EGAs do cluster 4
Vitórias Empates Derrotas
EGA4 -  1 x E G A 4-2 2 7% 17 56% 11 37%
EGA4 -  1 x E G A 4-3 1 3% 18 60% 11 37%
EGA4 -  2 x E G A 4-3 4 13% 18 60% 8  27%
Resumindo, o conjunto 3 foi o mais eficiente em representar a fase de final de jogo 
em todos os perfis desta fase representados na arquitetura do MP-Draughts. Tal con­
junto é composto por 8  características, que são: XcentreControl, TotalMobility, Exposure, 
DoubleDiagonal, DiagonalMoment, Threat, Taken e PieceAdvantage. Comparando com 
o melhor conjunto obtido para representar o ambiente do jogo de Damas durante todo o 
jogo, o V6 (definido na Seção 4.1.6), apenas a característica Threat foi adicionada, a qual 
representa as possibilidades de movimentos que o agente pode executar e assim, ameaçar 
o oponente. Essa característica mostra ao agente as possibilidades de ações ofensivas em 
direção ao final do tabuleiro, o que aumenta a possibilidade de formação de Damas e a 
redução de força (peças) do oponente. Sem dúvidas, essa é também uma característica 
importante que deve ser considerada na fase final do jogo. Contudo, as características 
adequadas para representar a fase de final de jogo aqui identificadas não inclui nenhuma 
das relacionadas a presença de damas no tabuleiro, o que faz sentido porque a aborda­
gem utilizada filtra as mesmas com base na frequência em que ocorrem no jogo. Peças 
do tipo Damas não ocorrem com tanta frequência no jogo quando comparada com as 
peças simples, porém quando ocorrem são muito importantes. Desse modo, uma deficiên­
cia desta abordagem é não identificar características pouco frequentes porém não menos 
importantes para o jogo.
Diante das características consideradas adequadas para representar os diferentes am­
biente de atuação do MP-Draughts, este jogador utilizará o conjunto V6 para representar 
seus ambientes de atuação desde o início até a fase de final de jogo e, desse ponto em 
diante, incluirá a característica Threat na representação.
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4.2.5 Cenário 2: avaliando a performance da nova versão do 
MP-Draughts contra outros agentes não supervisionados
Este cenário avalia a performance da melhor versão do MP-Draughts para a fase de 
final de final de jogo em competições contra os jogadores VisionDraughts Original treinado 
a partir das 15 características, a melhor versão do VisionDraughts (VisionDraughts-V6) 
cujas características foram automaticamente selecionadas e o LS-VisionDraughts. Foram 
executados 30 jogos competitivos entre o MP-Draughts e cada um desses jogadores, cujos 
estados de tabuleiros também foram extraídos da BD de jogos do Tinsley. A Tabela 15 
ilustra o resultado desses jogos. Os resultados mostram as vitórias, empates e derrotas 
para o MP-Draughts.
Nos jogos competitivos do MP-Draughts contra o VisionDraughts Original, o multia- 
gente obteve 57% de vitórias contra apenas 3% do seu oponente. Este resultado reforça 
que a seleção automática de características é melhor que a manual. Já nos jogos contra o 
VisionDraughts-V6, cujas características foram selecionadas para representar todo o jogo, 
a superioridade de jogo obtida pelo MP-Draughts que foi de 17% a mais de vitórias, com­
prova que a seleção automática das características para representar a fase de final de jogo 
aos EGAs foi uma boa solução. Nos jogos contra o LS-VisionDraughts, o MP-Draughts 
obteve 1 0 % a mais de vitórias, o que mostra que este jogador se configura o melhor entre 
jogadores automáticos não supervisionados aqui avaliados. Finalmente, estes resultados 
confirmam que, dentre os jogadores automáticos de Damas que utilizam a NetFeatureMap 
para representar o ambiente de atuação dos jogadores, o MP-Draughts é o que possui os 
melhores conjuntos de características para esta representação. Tais conjuntos foram obti­
dos de forma simples e eficiente utilizando a técnica de mineração de padrões frequentes 
de BDs.
Tabela 15 -  Resultado dos jogos competitivos entre o MP-Draughts (composto pelos me­
lhores EGAs identificados no cenário 1) contra os jogadores VisionDraughts 
Original, VisionDraughts-Vé e LS-VisionDraughts.
Resultados dos jogos
Vitórias Empates Derrotas
M P  — Draughts x VisionOriginal 17 57% 12 40% 1 3%
M P  — Draughts x VisionDraughts — V6 6  2 0 % 23 77% 1 3%
M P  — Draughts x LS — VisionDraughts 6  2 0 % 21 70% 3 10%
4.3 Considerações Finais
Este capítulo apresentou uma nova abordagem que seleciona automaticamente conjun­
tos de características suficientemente adequadas para representar os ambientes de atuação 
de agentes inteligentes, a qual é baseada na mineração dos padrões que frequentemente
ocorrem no ambiente enquanto esses agentes atuam. Tal abordagem foi utilizada para 
selecionar as melhores características da NetFeatureMap para representar o domínio do 
jogo de Damas. Essas características puderam ser identificadas a partir de análises esta­
tísticas, baseadas nas suas frequências relativas, realizadas em BDs que continham vários 
ambientes (estados de tabuleiros) sobre os quais grandes mestres do jogo atuaram. Os 
resultados obtidos pela abordagem proposta foram comparados com os resultados obtidos 
por um AG no mesmo domínio e se mostraram muito mais eficientes na obtenção dos 
conjuntos, além de ser mais viável computacionalmente.
Devido à agilidade computacional desta técnica, foi possível identificar diferentes con­
juntos de características adequados para representar o jogo de Damas em diversas situa­
ções, que vão desde a mesma representação para todo o jogo até representações distintas 
para fases específicas do jogo (começo/meio e fim de jogo). Tal feito era considerado 
impraticável até então, pois o tempo gasto pelo AG para encontrar uma única solução 
(conjunto de características) para o jogo todo foi de aproximadamente 4 meses, de modo 
que ficaria difícil prever quanto tempo seria necessário para encontrar mais de uma solução 
para o jogo todo. Mais difícil ainda seria prever o tempo gasto pelo AG para encontrar 
soluções para as diversas fases do jogo.
A principal contribuição deste capítulo foi propor uma técnica simples e eficiente que 
seja capaz de selecionar características adequadas para representar qualquer ambiente 
de atuação de agentes inteligentes, desde que existam várias amostras desses ambientes. 
Além disso, tal técnica também é aplicável a ambientes com alta complexidade de estados, 
como foi o caso do jogo de Damas. Apesar da boa contribuição obtida desta técnica, a 
mesma não foi capaz de identificar características peculiares e não menos importantes 
para o ambiente, o que ocorreu devido a essência da técnica que é encontrar padrões que 
frequentemente ocorrem no ambiente.
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Capítulo 5
Aprimorando o Processo de Alocação 
de Agentes em Sistemas Multiagentes 
utilizando Regras de Exceção
Um dos requisitos fundamentais para que um sistema multiagente atinja seus objetivos 
é que os agentes que o compõem apresentem habilidades específicas e complementares. 
Para tanto, esses agentes devem contar com conhecimentos distintos sobre o ambiente em 
que atuam, de modo a estarem aptos a agir como especialistas nas situações para as quais 
foram treinados. Consequentemente, durante a atuação do sistema multiagente, torna-se 
crucial a tarefa de alocar adequadamente o(s) agente(s) responsável(is) pelas tomadas de 
decisão com base no estado corrente do ambiente. Obviamente, uma alocação inadequada 
desses agentes prejudicaria o desempenho global do sistema e tenderia a afastá-lo de seus 
objetivos. O risco de ocorrência de tal inconveniente aumenta significativamente quando o 
sistema multiagente atua em ambientes com elevado espaço de estados. Considerando tais 
argumentos, o presente capítulo propõe um método de alocação de agentes que combina 
RNs de agrupamento com regras de exceção, as quais em conjunto definem os agentes 
adequados para atuarem em cada situação do ambiente. Em tal método, cada vez que 
o multiagente precisa definir um agente para atuar no ambiente, a RN é responsável por 
abstrair as informações relativas ao estado corrente do ambiente e, com base nessas infor­
mações, indicar o agente cujas as habilidades sejam as mais adequadas para a situação. 
Por outro lado, as regras de exceção são responsáveis por refinar a indicação da RN em 
situações excepcionais em que esta se mostra pouco apta a fazê-la.
Assim como nos capítulos anteriores, o multiagente MP-Draughts foi utilizado como 
ambiente de desenvolvimento do método aqui proposto. Conforme apresentado no Capí­
tulo 3, o MP-Draughts utiliza uma RN adaptativa para efetuar as alocações dos EGAs 
que devem atuar nas distintas situações que ocorrem na fase de final de jogo. Tal RN é a 
mesma utilizada para obter os clusters que representam esta fase do jogo, lembrando que 
os tabuleiros desses clusters foram usados como base de treinamento para os respectivos
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EGAs. Durante tais alocações, a RN atua como uma rede de classificação, indicando o 
cluster que melhor representa a situação corrente do jogo. No caso, o EGA que repre­
senta o cluster indicado é o mais adequado para a tomada de decisão naquela situação. Os 
mesmos conhecimentos adquiridos pela RN durante o processo de agrupamento são utili­
zados por ela para alocar (classificar) os EGAs que devem atuar nas distintas situações 
de final de jogo. Todavia, a partir de análises feitas sobre o comportamento dos EGAs 
na fase de final de jogo, foi possível observar que em algumas situações excepcionais o 
EGA indicado pela RN para atuar no jogo não desempenhava adequadamente seu papel, 
conduzindo o jogo para uma derrota. Foi observado também que outros EGAs, diferente 
daqueles definido pela RN, eram capazes de obter melhores resultados (vitórias) nessas 
mesmas situações. Tal observação permitiu concluir que o baixo desempenho dos EGAs 
não estava relacionado à falta de habilidade dos mesmos e sim, a falta de conhecimento 
da RN para adequadamente alocar o melhor EGA para atuar nessas situações. Como tais 
situações representam exceções aos casos gerais e, na maioria das vezes, a RN é adequada 
para efetuar as alocações, é conveniente propor alguma alternativa de alocação que trate 
apenas as situações excepcionais em que a RN se mostrar inadequada, complementando 
assim sua capacidade de alocação.
As regras de exceção são úteis em situações em que o conhecimento geral abstraído 
de um contexto não é suficiente para representar todo o conhecimento nele contido. Uma 
exceção pode ser definida como algo diferente da maioria, que contradiz o senso comum 
e geralmente representa algum conhecimento interessante [72]. Enquanto o conhecimento 
geral representa o senso comum de um determinado contexto, as regras de exceção repre­
sentam conhecimentos locais que contradizem esse senso comum. O conceito de locali­
dade das regras de exceção está relacionado ao fato delas serem obtidas a partir de casos 
especiais que o conhecimento geral não foi capaz de representar, sendo usadas para com­
plementar esse conhecimento. Isso significa dizer que os conhecimentos gerais são obtidos 
primeiro e as exceções a esses conhecimentos são obtidas como um posterior refinamento 
dos mesmos. De volta ao problema de alocação do multiagente MP-Draughts em que a 
RN não foi capaz de abstrair o conhecimento necessário para alocar adequadamente os 
EGAs em todas as situações de final de jogo, as regras de exceção podem ser usadas para 
representar o conhecimento embutido nessas situações, de modo a refinar o conhecimento 
da RN. Desse modo, a combinação entre a RN para representar o conhecimento geral e 
as regras de exceção para representar conhecimentos locais se mostra uma alternativa in­
teressante e conveniente para tratar o problema de alocação de agentes identificado nesse 
sistema.
No intuito de facilitar o entendimento do leitor sobre como o método aqui proposto 
pode ser utilizado pelo multiagente para efetuar a alocação dos EGAs e de como as 
regras de exceções podem ser obtidas de modo a complementar o conhecimento da RN, 
as próximas seções deste capítulo estão organizadas da seguinte maneira: a Seção 5.1
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apresenta a nova arquitetura do multiagente a qual foi acoplado o módulo de regras de 
exceção para atuar conjuntamente com a RN adaptativa na tarefa de alocação dos EGAs; a 
Seção 5.2 explica o método proposto, o qual combina RN e regras de exceção para otimizar 
o processo de alocação de agentes do MP-Draughts. Finalmente, a Seção 5.3 apresenta 
os resultados obtidos pelo método quando acoplado a arquitetura do MP-Draughts. Tais 
resultados completam o objetivo geral perseguido no presente trabalho.
5.1 Nova Arquitetura do MP-Draughts
A nova arquitetura do MP-Draughts, apresentada na Figura 19, é composta por 5 
módulos, sendo que o módulo Regras de Exceção representa a novidade desta arquitetura:
Figura 19 -  Nova proposta de Arquitetura do MP-Draughts: integração entre a RN 
ASONDE e o conjunto de regras de exceção na tarefa de alocação dos EGAs.
□  IIG A  - Initial/  In term edia te G am e A g en t : este módulo representa o agente 
especialista que atua nas fases iniciais e intermediárias do jogo de Damas;
□  C onjunto de E G A s Treinados - E ndG am e Agents: representa o conjunto 
dos agentes especialistas nas fases de final de jogo. Cada agente deste módulo é 
treinado para se tornar especialista em perfis de tabuleiros de final de jogo similares 
aos contidos no cluster em que o mesmo foi treinado;
□  A SO N D E : a RN adaptativa que compõe este módulo possui duas responsabilidades 
distintas na arquitetura do multiagente: primeiro, ela é responsável por minerar uma 
BD de estados de tabuleiros de final de jogo e obter os clusters de treinamento dos 
EGAs; segundo, ela é responsável por, dado o tabuleiro corrente do jogo, indicar 
dentre os EGAs treinados, aquele que está mais apto a executar a tomada de decisão;
□  Regras de Exceção: módulo responsável por, dada a indicação da RN e o tabuleiro 
corrente do jogo, verificar se existe alguma restrição quanto à citada indicação. Caso
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exista, o módulo deve substituir a indicação da RN pela indicação das regras de 
exceção. O fato de existir alguma restrição quanto à indicação da RN significa que 
o estado corrente do jogo representa uma situação excepcional em que a RN não foi 
capaz de indicar o EGA mais adequado;
□  E G A : corresponde ao agente de final de jogo escolhido, ora pelo módulo da RN 
adaptativa, ora pelo módulo das regras de exceção para atuar na fase de final de 
jogo. Esse agente, por ter sido treinado num cluster cujos tabuleiros se assemelham 
ao estado corrente do jogo, é o que tem maiores habilidades para atuar neste cenário.
Diante da nova arquitetura apresentada, a dinâmica de atuação do MP-Draughts em 
jogos contra outros jogadores deve ser a seguinte: o IIGA é o agente responsável por 
atuar no jogo desde o início (tabuleiro 8  x 8  completo) até que a fase de final de jogo seja 
alcançada. Neste momento, o tabuleiro corrente do jogo é apresentado à RN adaptativa, 
que abstrai as informações contidas no mesmo e, diante dessas informações, indica o 
EGA mais adequado para atuar no jogo. A partir da indicação da RN, o módulo de 
regras de exceção é acionado para verificar se existe alguma restrição à indicação da RN. 
Caso exista, a indicação da RN é substituída pela indicação das regras de exceção. Caso 
contrário, prevalece a indicação da RN. Definido o EGA mais adequado para atuar na 
fase de final de jogo (ou pela RN ou pelas regras), este assume o jogo e o conduz até o 
final.
Na dinâmica descrita acima, as regras de exceção atuam após a atuação da RN, 
refinando, quando necessário, a indicação da mesma. Tal fato conserva o conceito de 
localidade das regras de exceção.
5.2 Combinando Redes Neurais e Regras de Exceção 
para Tarefas de Alocação de Agentes
Vários métodos foram propostos na literatura para extrair exceções de situações espe­
ciais que ocorrem em contextos onde técnicas tradicionais de regras de classificação são 
aplicadas [71], [73], [72], [76], [74], [75], [98], [77]. Tais situações especiais correspondem 
a exemplos de dados que não foram corretamente cobertos pelas regras de classificação, 
os quais podem ser cobertos por regras de exceção. Entretanto, nenhum desses métodos 
propõe tratar situações especiais que ocorrem em contextos que utilizam RN de agrupa­
mento. Uma vez que essa RN teve seus pesos ajustados para representar os clusters por 
ela obtidos, após concluído seu treinamento ela também pode ser utilizada para classificar 
novos dados a ela apresentados em tempo de execução. A estratégia usada pelo método 
aqui proposto para melhorar a capacidade de alocação da RN pode ser resumido da se­
guinte forma: inicialmente, devem ser identificadas as situações especiais em que a RN 
não aloca adequadamente o EGA para atuar na fase de final de jogo, as quais devem ser
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separadas em BDs distintas que representem as alocações inadequadas para cada EGA. 
Na sequência, para cada BD devem ser extraídas as regras de exceção capazes de alocar 
adequadamente os EGAs nessas situações. Finalmente, as regras de exceção devem ser 
combinadas com a RN para, juntas, desempenharem a tarefa de alocação. Os detalhes 
executados em cada etapa deste processo, são explicados nas próximas subseções.
5.2.1 Identificação e Obtenção das Bases de Dados de Situações 
Especiais
No intuito de identificar as situações especiais em que a RN não é capaz de alocar ade­
quadamente os EGAs, foram executados vários jogos entre todos EGAs do MP-Draughts. 
A versão do MP-Draughts utilizada nesses jogos foi a melhor versão obtida no Capítulo 
4 para a fase de final de jogo, ou seja, a versão que possui 4 EGAs treinados nos estados 
de tabuleiros contidos nos clusters obtidos pela ASONDE da BD OCA2.0. Tais estados 
de tabuleiros foram representados utilizando as 8  melhores características para a fase de 
final de jogo identificadas na Seção 4.2.4.
Os jogos para a obtenção das BDs de exceção foram executados a partir dos estados de 
tabuleiro de final de jogo contidos numa segunda versão da BD OCA 2.0, a qual contém 
2.400 tabuleiros de final de jogo. Tal versão contém várias situações de tabuleiros de 
final de jogo (jogos finalizados em vitória, empate e derrota) e não apenas tabuleiros de 
vitória como os contidos na BD OCA utilizada no Capítulo 4. A reutilização desta BD é 
justificável devido à grande quantidade de jogos que ela contém, sendo que nenhuma outra 
BD de jogos de Damas possui tantos jogos. Além disso, os jogos dessa BD possuem as mais 
variadas situações de final de jogo, visto que foram jogados por diferentes especialistas do 
domínio, ao longo de várias décadas.
A expressão “situações de final de jogo” corresponde a um tabuleiro de final de jogo, do 
mesmo jeito que a expressão “situações especiais” corresponde aos estados de tabuleiros 
de final de jogo em que a ASONDE não foi capaz de alocar o melhor EGA.
O processo de identificação e obtenção das BDs de situações especiais relacionadas ao 
baixo desempenho da ASONDE pode ser observado na Figura 20. A parte (a) da Figura 
2 0  apresenta os passos executados para a identificação desses casos: para cada estado de 
tabuleiro de final de jogo contido na BD OCA 2.0, o mesmo foi traduzido para a repre­
sentação NetFeatureMap e apresentado a ASONDE, a qual abstraiu as informações desse 
tabuleiro e indicou o EGA mais adequado para a situação. Depois disso, foi executada 
uma série 2 jogos (peças vermelhas e peças pretas) entre o EGA indicado pela ASONDE 
(EGA-ASONDE) e cada um dos demais EGAs. Como o MP-Draughts possui 4 EGAs, 
foram executadas 3 séries de 2 jogos. Em cada série, caso o EGA-ASONDE perdesse pelo 
menos 1 jogo para o EGA oponente, o tabuleiro era considerado um caso especial e era, 
então, armazenado numa BD auxiliar. Além dele, também eram armazenados o número
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Figura 20 -  Processo de identificação e obtenção das BDs de situações especiais.
do EGA que obteve o pior desempenho (no caso, o EGA-ASONDE) e o número do EGA 
que obteve o melhor desempenho (no caso, o oponente), conforme ilustrado na Figura 21. 
Note que ao final das 3 séries de jogos no tabuleiro, o mesmo poderia ter sido armazenado 
na BD auxiliar até 3 vezes, caso o EGA-ASONDE tivesse obtido pior desempenho nas 3 
séries. Porém, cada vez que o tabuleiro foi armazenado na BD, o número do EGA que 
venceu o jogo (campo 3 da Figura 21) era diferente. Finalizadas as 3 séries de jogos no 
tabuleiro, um novo estado de tabuleiro era recuperado da BD OCA 2.0 e o ciclo de jogos 
se reiniciava. Depois que todos os tabuleiros da BD OCA 2.0 tivessem sido jogados por 
um EGA indicado pela ASONDE contra os demais EGAs, a BD auxiliar conteria todas as 
situações em que a ASONDE se mostrou inadequada na alocação dos EGAs. Além disso, 
a BD também conteria a informação de qual é o EGA inadequado e o EGA adequado para 
cada situação (campos 2 e 3 da Figura 21). Foram identificadas 300 situações especiais, 
o que corresponde a aproximadamente 12,5% dos tabuleiros contidos na OCA 2.0.
Figura 21 -  Exemplo de um tabuleiro de final de jogo armazenado na BD auxiliar.
Uma vez que as situações especiais tenham sido identificadas, o próximo passo foi
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separá-las em 4 BDs distintas. Esta separação foi feita para que cada BD contivesse 
apenas as situações de alocação inadequada feitas pela RN para um determinado EGA. 
Desta forma, para cada BD foi obtido um conjunto de regras de exceção distinto, as quais 
serão verificadas em momentos distintos, de acordo com a indicação da RN. Isso permite 
que, cada vez que a RN indicar um EGA, apenas as regras obtidas a partir da BD que 
representa tal EGA sejam verificadas, o que garante o conceito de localidade da regra de 
exceção.
O processo de obtenção dessas BDs (ilustrado na parte (b) da Figura 20) pode ser 
resumido da seguinte forma: inicialmente, os tabuleiros foram separados em 4 grupos 
distintos, de modo que cada grupo contivesse apenas os tabuleiros correspondentes às 
situações de alocação inadequada da RN para um determinado EGA. Isso foi feito a 
partir da informação contida no campo (2) da Figura 21. Na sequência, cada grupo foi 
refinado de modo a eliminar as eventuais repetições de um mesmo tabuleiro neste grupo. 
Uma repetição ocorre sempre que o EGA alocado pela RN para esse tabuleiro tiver sido 
derrotado por mais de um EGA oponente. Dentre os tabuleiros repetidos, permaneceu 
no grupo unicamente aquele cujo campo 3 (correspondente ao EGA vencedor do jogo, 
conforme Figura 21) estivesse preenchido com o valor que apareceu com maior frequência 
no mesmo campo 3 dos demais tabuleiros do grupo. Dessa forma, o refinamento privilegiou 
o EGA que obteve melhor desempenho no grupo. Por último, a título de performance, 
o campo (2), referente ao EGA que perdeu o jogo, de cada tabuleiro foi retirado. Tal 
campo pôde ser suprimido porque o agrupamento dos tabuleiros (representado por cada 
BD), realizado no início deste processo, já contempla esta informação.
Resumindo, cada BD contém as situações alocadas inadequadamente pela RN para 
um determinado EGA (representado pelo número da BD), reclassificadas para o EGA 
mais adequado. A reclassificação foi feita com base no desempenho dos EGAs oponentes 
nessas situações.
5.2.2 Obtenção das Regras de Exceção
Cada uma das 4 BDs obtidas na seção anterior contém as situações especiais de jogo 
em que a RN não indicou corretamente um determinado EGA. Desse modo, cada BD 
deve ser tratada separadamente no processo de obtenção de regras de exceção, garantindo 
que as regras obtidas a partir de cada uma estejam aptas a serem utilizadas para refinar 
a indicação da RN que recaia sobre o EGA que a BD representa, sempre que necessário.
O processo de obtenção das regras de exceção para cada uma das BDs foi o seguinte: 
as classes as quais as regras podem pertencer foram representadas no campo 3 da Figura 
21, as regras de exceção foram extraídas da BD utilizando o algoritmo de mineração de 
árvores de decisão C4.5 [79], considerando o fator de confiança de 0,5 e validação cruzada 
com 10 partições. A versão do algoritmo utilizada foi a J48 implementada na plataforma 
Weka 3.6 [99]. Para verificar a possível ocorrência de um superajustamento das regras
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de exceção, o algoritmo foi re-executado seguidas vezes, variando os valores do fator 
de confiança no intervalo [0,2, 0,8], assim como a quantidade de partições da validação 
cruzada no intervalo [3, 10]. Também foram testadas algumas variações de amostragem 
da BD de treinamento e teste. Os valores fixados para a execução do algoritmo foram os 
que obtiveram as regras com melhores capacidade de cobertura dos dados da BD (no caso, 
das 4 BDs). A escolha do C4.5 para gerar as regras de exceção foi tomada devido aos 
seguintes fatores: o algoritmo lida bem com problemas cujos valores dos atributos podem 
variar bastante, o que ocorre na representação dos tabuleiros utilizando as características 
quantificadas; a facilidade de interpretação das regras obtidas para as BDs do problema; 
e o fato de ser um dos algoritmos mais utilizado na literatura, o qual geralmente obtém 
ótimos resultados para os problemas de classificação em que é aplicado. O algoritmo 
PART [100] também foi utilizado durante as primeiras etapas de geração das regras, 
porém as regras obtidas por este algoritmo, além de não possuírem os melhores valores 
de cobertura, eram significativamente maiores e menos legíveis que as obtidas pelo C4.5.
Todas as regras obtidas para as 4 BDs cuja confiança foi superior a 50% foram conside­
radas para uma avaliação preliminar. A decisão de avaliar todas as regras com confiança 
superior a 50% foi baseada nos resultados apresentados nos trabalhos de Prati [98], o qual 
sugere que regras com confiança acima de 50% podem ser boas. Tal avaliação verificou a 
capacidade de classificação dessas regras (cobertura das regras) quando aplicadas à BD 
auxiliar que contém todas as situações especiais identificadas. O intuito dessa avalia­
ção foi garantir que, considerando todas as situações especiais de jogo conhecidas pelas 
regras, elas seriam capazes de classificá-las apropriadamente. Porém, nem todas foram 
eficientes, sendo que várias classificaram mais exemplos incorreta do que corretamente. 
Novamente, apenas as regras cuja confiança de classificação da BD auxiliar permaneceu 
superior a 50% foram consideradas capazes de representar as situações de exceção. Sendo 
assim, para cada uma das 4 BDs foram consideradas duas regras de exceção. Tais regras 
foram então avaliadas no domínio do jogo de Damas, atuando como exceção à aloca­
ção da ASONDE. Os resultados obtidos dessas avaliações são apresentados na seção de 
resultados.
5.2.3 Combinação das Regras de Exceção com a Rede Neural 
para Alocação de Agentes
Esta subseção apresenta a dinâmica de alocação do EGA apropriado no sistema MP- 
Draughts. Cada vez que o multiagente precisa definir um EGA para atuar no ambiente, 
a RN é quem o define, visto que é ela quem tem o conhecimento geral do problema. Na 
sequência, as regras de exceção validam a escolha da RN. As regras de exceção utilizadas 
para validar a escolha da RN são aquelas obtidas a partir da BD correspondente ao EGA 
indicado pela RN. Por exemplo, se a RN indicou o EGA-1, as regras obtidas da BD-1
5.3. Resultados Experimentais 121
é que validam a escolha da RN. Caso haja alguma exceção à indicação da RN, fato que 
aciona alguma regra, o EGA indicado pela regra acionada é o que, de fato, deve atuar no 
ambiente (tomar a decisão). Caso não haja exceção (nenhuma regra acionada) prevalece 
a indicação da RN. Note que, quando nenhuma regra é acionada, isso significa que a 
situação é favorável à RN ou, então, que é uma situação nova, tanto para a RN, quanto 
para as regras. Neste último caso, é mais conveniente considerar a indicação da RN, 
visto que esta possui um conhecimento mais generalizado sobre o ambiente e tem maiores 
condições de efetuar uma escolha mais assertiva.
Analisando o método aqui proposto de uma maneira mais genérica, é possível observar 
que ele pode ser aplicado a outros problemas de classificação de dados envolvendo RN 
de agrupamento. Desde que nesses problemas seja possível identificar, além das situações 
mal classificadas pela RN, qual seria a melhor classificação para essas situações.
5.3 Resultados Experimentais
Esta seção avalia a eficiência do método aqui proposto em 4 cenários de testes dis­
tintos. Tais cenários estão divididos entre: validação e avaliação das regras de exceção, 
apresentados nos cenários 1 e 2; avaliação de desempenho do multiagente em jogos con­
tra outros jogadores automáticos de Damas não supervisionados, cenário 3; e, por fim, 
avaliação da performance de jogo do multiagente em relação a seus oponentes não super­
visionados, quando avaliados sob a perspectiva do jogador supervisionado Cake, cenário 
4. Todos os cenários foram avaliados em jogos competitivos realizados na fase de final 
de jogo, envolvendo as duas versões do MP-Draughts: a que utiliza apenas a RN para 
alocar o EGA (correspondente à versão original do multiagente (MP-RN)) e a que utiliza 
a combinação da RN com as regras de exceção para a alocação (que corresponde à nova 
arquitetura do mesmo (MP-RN-RE)).
Os resultados obtidos nesses cenários comprovam a hipótese de que é possível identi­
ficar e tratar localmente as situações de baixo desempenho de uma determinada técnica 
em alocar os agentes adequados para determinadas situações, utilizando, para tanto, uma 
técnica que complemente seu conhecimento. Mais especificamente, as situações de baixo 
desempenho da ASONDE na tarefa de alocação foi tratada localmente e, eficientemente, 
por regras de exceção.
5.3.1 Cenário 1: validação das regras de exceção
Para validar a eficiência das regras de exceção em situações de baixo desempenho da 
RN, foram executados jogos competitivos entre as duas versões do MP-Draughts. Os 
jogos foram executados nos tabuleiros de final de jogo contidos na BD OCA 2.0, a mesma 
utilizada para obter as situações especiais de final de jogo. Como as situações de exceção 
ocorridas nesta BD ficou em torno de 12,5% (correspondente a BD auxiliar obtida na
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Seção 5.2.1), é esperado que as regras de exceção sejam ativadas nesta mesma proporção 
durante os jogos. Os resultados dos jogos em que as regras não foram ativadas, não foram 
considerados para a avaliação deste cenário, uma vez que nesses, os jogos foram executados 
entre um mesmo EGA. Em outras palavras, como as regras não foram acionadas, os dois 
EGAs que atuaram nos jogos foram alocados pela RN e como tal RN efetua a alocação 
considerando o mesmo tabuleiro, sua indicação é a mesma para ambos os agentes.
Os resultados dos jogos em que as regras de exceção foram ativadas, assim como a 
porcentagem de ativação dessas regras, são apresentados na Tabela 16. As regras R1 e 
R2 compreendidas nas linhas das BD-1, BD-2, BD-3 e BD-4 representam as regras de 
exceção à indicação da RN para os EGAs 1, 2, 3 e 4, respectivamente.
Começando pela análise da porcentagem de ativação das regras, as colunas Total, 
%Regras e % BD mostram, respectivamente: o total de vezes que cada regra foi ativada, 
a porcentagem de ativação de cada regra em relação a ativação das demais e a porcentagem 
de ativação de cada regra em relação a todas as situações da BD OCA. Com exceção da R2 
da BD-1, cuja ativação foi bem superior, as demais regras foram ativadas relativamente 
na mesma proporção (colunas Total e %Regras), o que significa que estas não foram 
superajustadas para a BD. Tal fato é reforçado pela porcentagem de ativação de cada regra 
quando considerada todas as situações especiais da BD (coluna % BD), cujo somatório 
(destacado em cinza no final da tabela) se mantém em torno de 12,4%, coerente com a 
quantidade de situações especiais existentes na BD.
Analisando os resultados dos jogos, as colunas Vitórias, Derrotas e Empates ilustram a 
quantidade e a porcentagem de vitórias, derrotas e empates obtidos pela nova arquitetura 
do MP-Draughts contra a arquitetura original. Como pode ser observado, a utilização das 
regras contribuiu mais positiva do que negativamente para o desempenho da nova arqui­
tetura do multiagente. Em outras palavras, os EGAs alocados pelas regras na situações 
identificadas como especiais converteram mais jogos para vitória do que para derrota. 
Em relação aos casos de empates, não se pode dizer nem que a regra contribuiu, nem que 
prejudicou o desempenho do multiagente. É possível observar que, apesar de a R2 da 
BD-1 ter sido consideravelmente mais acionada que as demais, essa regra realizou boas 
alocações.
5.3.2 Cenário 2: avaliação das regras de exceção
Assim como no cenário 1, as regras de exceção foram avaliadas em jogos competitivos 
envolvendo as duas versões do MP-Draughts (com e sem regras). Para avaliar a eficiência 
dessas regras foi utilizada a BD de Tinsley, cujos tabuleiros são desconhecidos pelos EGAs, 
pela RN e pelas regras. Tal BD contém 343 tabuleiros de final de jogo, os quais foram 
obtidos de maneira análoga ao descrito na Seção 3.4.1. Os resultados dos jogos em que 
as regras não foram ativadas também não foram considerados neste cenário.
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Tabela 16 -  Resultado dos jogos de validação entre a nova versão do MP-Draughts (MP- 
RN-RE) contra sua versão original (MP-RN), nos quais as regras de exceção 
foram ativadas.
M P  -  RN  -  RE  x M P -  RN
Vitórias Derrotas Empates TOTAL % Regras % BD
BD-1 R1 3 30% 2 20% 5 50% 10 3% 0,4%R2 37 33% 32 28% 44 39% 113 38% 5%
BD-2 R1 5 25% 3 15% 12 60% 20 7% 1%R2 6 19% 3 9% 23 72% 32 11% 1%
BD-3 R1 10 67% 2 13% 3 20% 15 5% 1%R2 11 32% 6 18% 17 50% 34 11% 1%
BD-4 R1 11 28% 6 15% 22 56% 39 13% 2%R2 12 34% 8 23% 15 43% 35 12% 1%
% de ativação das regras em relação a BD OCA 2.0 12,4%
Os resultados obtidos da avaliação das regras são apresentados na Tabela 17, a qual 
contém os resultados dos jogos em que as regras foram ativadas e a porcentagem de 
ativação dessas regras. Os campos dessa tabela são os mesmos da tabela apresentada no 
cenário anterior. No que tange a porcentagem de ativação das regras, essa se manteve em 
torno de 12% em relação a todas as situações da BD, do mesmo modo que a ativação de 
cada regra também se manteve equilibrada, exceto para a R2 da BD-1. Tal regra continua 
sendo mais ativada que as demais, porém ela continua se mantendo como uma boa regra, 
visto que obteve mais resultados de vitória do que de derrota. Até então, tal regra tem 
representado uma situação de superajustamento.
Em relação ao desempenho nos jogos, também apresentados na Tabela 17 e cujos resul­
tados são apresentados em relação ao desempenho da nova arquitetura do MP-Draughts, 
é possível perceber que o refinamento da alocação dos EGAs proporcionado pela ativação 
das regras foi bastante satisfatório para a maioria dos jogos. No caso menos satisfató­
rio, para a R2 da BD-2 e R2 da BD-4, houve um equilíbrio entre os ganhos e as perdas 
de performance da nova arquitetura. Nos demais casos, os ganhos superaram em pelo 
menos 38% as perdas. Novamente, sobre os casos de empates não se pode dizer, nem 
que as regras contribuíram, nem que prejudicaram o desempenho da nova arquitetura do 
multiagente.
Para confirmar que as regras de exceção foram uma alternativa viável para tratar situ­
ações excepcionais relacionadas a indicação da RN de modo a melhorar a performance de 
jogo do multiagente, os próximos cenários mostram o desempenho da nova arquitetura do 
MP-Draughts em jogos contra outros jogadores não supervisionados de Damas. Os mes­
mos jogos também foram executados entre a versão original do multiagente contra esses 
oponentes, no intuito de comparar o desempenho de ambas as versões nesses confrontos.
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Tabela 17 -  Resultado dos jogos de avaliação entre as duas versões do MP-Draughts em 
que as regras de exceção foram ativadas.
M P  -  RN  -  RE  x M P -  RN
Vitórias Derrotas Empates TOTAL % Regras % BD
R1 2 100% 0 0% 0 0% 2 5% 1%
R2 10 59% 3 18% 4 24% 17 40% 5%
R1 3 60% 1 20% 1 20% 5 12% 1%
R2 1 33% 1 33% 1 33% 3 7% 1%
R1 1 50% 0 0% 1 50% 2 5% 1%
R2 0 0% 0 0% 3 100% 3 7% 1%
R1 3 38% 0 0% 5 63% 8 19% 2%
R2 1 50% 1 50% 0 0% 2 5% 1%
% de ativação das regras em relação a BD do Tinsley 12%
BD-1
BD-2
BD-3
BD-4
5.3.3 Cenário 3: avaliação do desempenho do MP-Draughts 
contra outros jogadores automáticos não supervisionados
Este cenário apresenta a performance de ambas as arquitetura do MP-Draughts em jo­
gos competitivos contra os jogadores não supervisionados VisionDraughts e LS-VisionDrau- 
ghts. Como citado no Capítulo 3, não foi possível realizar competições contra outros jo­
gadores automáticos não supervisionados recentemente propostos na literatura [25], [26], 
uma vez que não existe interface disponível desses agentes.
Os jogos foram executados na mesma BD de Tinsley utilizada no cenário de avaliação 
das regras. Nesse sentido, as situações de ativação das regras de exceção são as mes­
mas, de modo que as porcentagens de ativação dessas regras se mantém equivalentes às 
apresentadas na Tabela 17.
A avaliação de desempenho de ambas as arquiteturas contra cada um de seus oponentes 
foi dividida em três etapas: primeiro, foram comparados o resultado final de todos os jogos 
entre as duas arquiteturas contra o oponente. Esse resultado mostra o quão eficiente é o 
multiagente em relação ao seu oponente e o quanto a nova arquitetura é mais eficiente do 
que a original. Segundo, foram avaliados os resultados dos jogos entre a nova arquitetura e 
o oponente, nos quais as regras de exceção foram ativadas. Esta avaliação teve o objetivo 
de verificar se as regras foram eficientes na alocação dos EGAs. Por último, ainda nos 
jogos em que as regras foram ativadas, foram comparados os resultados obtidos pelas duas 
arquiteturas. Esta comparação é muito importante, pois mostra em quantos desses jogos 
a indicação das regras foi capaz de melhorar o resultado desses jogos.
As Tabelas 18, 19, 20 apresentam os resultados das três etapas de avaliação de desem­
penho das arquiteturas do MP-Draughts em jogos contra o VisionDraughts. Na Tabela 
18 são apresentados os resultados dos jogos executados em todos os 343 tabuleiros da BD 
de Tinsley entre as duas versões do MP-Draughts contra o VisionDraughts. Como em 
cada tabuleiro são executados 2 jogos, ora com peças pretas, ora com peças vermelhas,
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foram executados um total de 686 jogos. Os resultados mostram que ambas as versões 
do MP-Draughts são mais eficientes do que o VisionDraughts, sendo que a versão original 
apresenta uma superioridade de vitórias em torno de 27% e, a nova versão, em torno de 
31% quando comparado com as vitórias obtidas pelo oponente. Focando na quantidade 
de vitórias, derrotas em empates obtidos por ambas as versões do multiagente, é possível 
observar que a nova versão obteve mais vitórias, menos derrotas e empates que a versão 
original. A maior quantidade de vitórias obtidas pela nova versão está vinculada a alo­
cação mais adequada dos EGAs que atuaram nesses jogos. O fato de a nova versão não 
ter diminuído os casos de derrotas ocorridos nos jogos em relação a versão original deve 
estar relacionado à falta de conhecimento do multiagente sobre essas situações de jogo e 
não à alocação inadequada dos EGAs, visto que nenhumas dessas versões conseguiu bons 
resultados.
Tabela 18 -  Resultado dos jogos competitivos entre as duas arquiteturas do MP-Draughts 
contra o VisionDraughts.
Vitórias Derrotas Em pates
MP-RN-RE x VisionDraughts 334 49% 129 18% 223 33%
MP-RN x VisionDraughts 321 46% 131 19% 234 34%
A Tabela 19 mostra os resultados dos jogos envolvendo a nova arquitetura do MP- 
Draughts contra o VisionDraughts em que as regras de exceção foram ativadas. Observe 
que, quando ativadas, as regras obtiveram pelo menos 67% de sucesso na tarefa de aloca­
ção dos EGAs, com exceção da R2 da BD-4, que obteve 50%. Considerando o resultado 
desses jogos, apenas em 2 dentre as 41 vezes em que as regras foram ativadas (somatório 
das vitórias, empates e derrotas) o resultado do jogo foi insatisfatório para o multiagente; 
em outras 32 situações, o resultado foi satisfatório; nas 7 remanescentes, foi neutro. Con­
tudo, tais resultados não são suficientes para garantir que as regras melhoraram signi­
ficativamente a capacidade de alocação da RN, visto que a alocação da RN para essas 
mesmas situações de jogos também pode ter sido eficiente. Nesse sentido, a Tabela 20, 
mostra a quantidade desses jogos cujos resultados foram alterados devido à ativação das 
regras de exceção. Esta tabela foi obtida a partir da comparação do resultado de cada 
um dos 41 jogos entre cada versão do MP-Draughts contra o VisionDraughts. Como pode 
ser observado, 16 dos 41 jogos tiveram seus resultados alterados devido a ativação das 
regras. Dentre esses, positivamente, 13 casos de empate foram convertidos em vitórias e 
1 caso de derrota foi convertido em vitória. Em contrapartida, 2 casos de vitórias foram 
convertidos em um empate e uma derrota. Ou seja, em 87% das vezes em que as regras 
foram ativadas, elas conseguiram converter positivamente o resultado do jogo.
As Tabelas 21, 22 e 23 apresentam os resultados das três etapas de avaliação de 
desempenho de ambas as arquiteturas em jogos contra o LS-VisionDraughts. Na Tabela 
21 é apresentado o resultado dos jogos executados entre as duas versões contra o LS-
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Tabela 19 -  Resultado dos jogos entre a nova arquitetura do MP-Draughts contra o Visi- 
onDraughts, em que as regras de exceção foram ativadas.
M P  — RN  — RE  x VisionDraughts
Vitórias Derrotas Empates
BD-1 R1 2 100% 0 0% 0 0%R2 12 71% 1 6% 4 24%
BD-2 R1 4 80% 1 20% 0 0%R2 2 67% 0 0% 1 33%
BD-3 R1 2 100% 0 0% 0 0%R2 3 100% 0 0% 0 0%
BD-4 R1 6 86% 0 0% 1 14%R2 1 50% 0 0% 1 50%
Tabela 20 -  Quantidade de jogos cujos resultados foram alterados devido a ativação das 
regras de exceção nos jogos contra o jogador VisionDraughts.
Quantidade de jogos
Empate ->  Vitória 13
Empate ->  Derrota 0
Derrota ->  Empate 0
Derrota ->  Vitória 1
Vitória ->  Empate 1
Vitória ->  Derrota 1
VisionDraughts. Como pode ser observado, ambas as versões do MP-Draughts são mais 
eficientes que o LS-VisionDraughts. Considerando que os casos empates, que representa 
85% dos casos, são neutros no que diz respeito ao desempenho de jogo, a quantidade de 
vitórias obtidas pelas versões do MP-Draughts em relação as derrotas (que representa 
vitórias do oponente) é suficiente para comprovar a superioridade do multiagente em 
relação ao seu oponente. Os resultados mostram que a versão original obteve 11 vitórias 
a mais que o LS-VisionDraughts enquanto a nova versão obteve 19. Todavia, não pode 
ser ignorado que a grande quantidade de empates obtida nesses jogos indica que o LS- 
VisionDraughts é um forte oponente do MP-Draughts. Focando nas vitórias e derrotas 
obtidas por ambas as versões do MP-Draughts, é possível perceber que a nova versão é 
pelo menos 3% mais eficiente que a versão original.
Tabela 21 -  Resultado geral dos jogos competitivos entre as duas versões do MP-Draughts 
contra o LS-VisionDraughts.
Vitórias Derrotas Em pates
MP-RN-RE x LS-VisionDraughts 59 9% 40 6% 587 85%
MP-RN x LS-VisionDraughts 56 8% 45 7% 585 85%
A Tabela 22 mostra os resultados dos jogos envolvendo a nova arquitetura do MP- 
Draughts contra o LS-VisionDraughts em que as regras de exceção foram ativadas. Observa-
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se que as situações de empates representam a maioria desses resultados e que as situações 
de vitórias são superiores as de derrota, assim como no desempenho geral do multiagente 
apresentado na Tabela 21. As situações de empate representam 31 dos 41 jogos, as situa­
ções de vitória 7 e as de derrota apenas 3. Tais resultados, no entanto, não são suficientes 
para comprovar a eficiência da utilização da combinação das regras e da RN comparadas 
com a utilização apenas da RN. Sendo assim, a Tabela 23 apresenta quantos desses jogos 
tiveram os resultados alterados devido à ativação das regras, quando comparados com 
os mesmos jogos executados entre a versão original (sem regras) e o LS-VisionDraughts. 
Como pode ser observado, 10 dos 41 jogos tiveram seus resultados alterados. Dentre esses, 
4 casos de empate foram convertidos em vitórias e 5 casos de derrota foram convertidos 
em empate enquanto, apenas 1 caso de vitória foi convertido empate. Ou seja, em 90% 
das vezes em que as regras foram ativadas, estas conseguiram converter positivamente o 
resultado do jogo. Observe que, mesmo em jogos nos quais a vantagem do multiagente 
é pequena em relação ao oponente, no caso do LS-VisionDraughts, as regras conseguem 
obter melhores resultados.
Tabela 22 -  Resultado dos jogos entre a nova arquitetura do MP-Draughts contra o LS- 
VisionDraughts, em que as regras de exceção foram ativadas.
M P  — RN  — RE  x LS — VisionDraughts
Vitórias Derrotas Empates
BD-1 R1 1 50% 0 0% 1 50%R2 2 12% 1 6% 14 82%
BD-2 R1 0 0% 0 0% 5 100%R2 1 33% 0 0% 2 67%
BD-3 R1 0 0% 0 0% 2 100%R2 0 0% 0 0% 3 100%
BD-4 R1 3 43% 2 29% 2 29%R2 0 0% 0 0% 2 100%
Tabela 23 -  Quantidade de jogos cujos resultados foram alterados devido a ativação das 
regras de exceção nos jogos contra o LS-VisionDraughts.
Quantidade de jogos
Empate ->  Vitória 4
Empate ->  Derrota 0
Derrota ->  Empate 5
Derrota ->  Vitória 0
Vitória ->  Empate 1
Vitória ->  Derrota 0
De modo geral, os resultados obtidos nos cenários de teste até aqui avaliados foram 
bastante coerentes e satisfatórios. Coerentes no que diz respeito a cobertura das regras 
em relação as situações especiais identificadas nas BDs de jogos (aproximadamente 12%)
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Tabela 24 -  Média de coincidência de movimentos executados por ambas as versões do 
MP-Draughts e pelo VisionDraughts quando comparado com os movimentos 
que seriam executados pelo Cake na mesma situação.
Jogos Média
M P  — RN — RE  x VisionDraughts 67% 41%
M P  — RN x VisionDraughts 62% 31%
e, satisfatórios no que diz respeito a habilidade dessas regras em identificar as situações 
de má alocação da RN, refinando adequadamente essas alocações de modo a aumentar o 
desempenho geral do multiagente.
5.3.4 Cenário 4: avaliação das escolhas de movimentos das ver­
sões do MP-Draughts contra seus oponentes sob a pers­
pectiva do Cake
Este cenário compara os movimentos executados pelos agentes não supervisionados 
MP-Draughts (ambas as versões), VisionDraughts e LS-VisionDraughts com os que se­
riam executados pelo jogador supervisionado Cake na mesma situação. Esta comparação 
mostra a coincidência de raciocínio, indicada pelos movimentos coincidentes, de cada um 
dos agentes não supervisionados aqui avaliados em relação ao Cake na fase de final de 
jogo. Tais agentes não foram avaliados em jogos direto contra o Cake, pois os mesmos 
ainda não são competitivos contra agentes que contam com forte supervisão no processo 
de aprendizagem.
Para a execução deste cenário, foram considerados 6  dos 41 jogos executados no cenário 
de avaliação de performance desses jogadores. A comparação foi feita em 6  jogos entre cada 
umas das versões do MP-Draughts contra o VisionDraughts e contra o LS-VisionDraughts. 
Não foi possível avaliar todos os 41 jogos, visto que esta é uma tarefa manual e onerosa. 
Foram analisados todos os movimentos executados até a finalização do jogo.
A Tabela 24 apresenta os resultados da comparação feita entre ambas as versões do 
MP-Draughts em jogos contra o VisionDraughts. Ambas as versões obtiveram mais coinci­
dência de movimentos do que o VisionDraughts. A nova arquitetura do multiagente obteve 
67% de movimentos coincidentes contra 41% de coincidência obtida pelo VisionDraughts. 
Já a versão original do multiagente obteve 62% de movimentos coincidentes contra 31% do 
VisionDraughts. A Tabela 25 apresenta os resultados da mesma comparação feita entre 
ambas as versões do MP-Draughts contra o LS-VisionDraughts. Novamente, ambas as 
versões do MP-Draughts obtiveram mais coincidência de movimentos quando comparados 
com o Cake do que o oponente. Enquanto a nova arquitetura do MP-Draughts obteve 
57% de movimentos coincidentes, o LS-VisionDraughts obteve apenas 36%. Já a versão 
original obteve 52% contra 31% do LS-VisionDraughts.
5.4. Considerações Finais 129
Tabela 25 -  Média de coincidência de movimentos executados por ambas as versões do 
MP-Draughts e pelo LS-VisionDraughts quando comparado com os movi­
mentos que seriam executados pelo Cake na mesma situação.
Jogos Média
M P  — RN — RE  x LS — VisionDraughts 57% 36%
M P  — RN  x LS — VisionDraughts 52% 31%
Os resultados obtidos neste cenário confirmam o seguinte: a boa capacidade de jogo do 
MP-Draughts, visto que suas escolhas de movimento coincidem, na maioria das vezes, com 
as escolhas de um agente eficiente e fortemente supervisionado; a superioridade do MP- 
Draughts em relação aos seus oponentes não supervisionados, uma vez que a coincidência 
de raciocínio do multiagente em relação ao raciocínio do Cake é maior do que a de seus 
oponentes e, por último, reafirmam que as regras de exceção são uma boa proposta para 
tratar as situações excepcionais de alocação da RN, uma vez que os agentes alocados por 
elas são mais eficientes do que os alocados pela RN para atuar nessas situações.
5.4 Considerações Finais
As duas principais contribuições apresentadas neste capítulo são: a utilização de regras 
de exceção para tratar situações especiais em que uma RN de agrupamento, quando 
utilizada como RN de classificação, não é capaz de desempenhar adequadamente seu 
papel e; a utilização dessas regras de exceção para refinar a capacidade de alocação de 
agentes em sistemas multiagentes, os quais utilizam RN para tal tarefa.
A primeira contribuição apresenta um método que extrai regras de exceção a partir de 
situações especiais que ocorrem na fase final do jogo de Damas, nas quais a RN utilizada 
para alocação dos agentes não desempenha adequadamente seu papel. A partir dos resul­
tados obtidos por este método foi possível verificar que as regras de exceção abstraíram os 
conhecimentos inerentes a essas situações, representando-as adequadamente. Analisando 
o método de extração de regras de uma maneira mais genérica, é possível observar que ele 
pode ser aplicado a outros problemas de classificação de dados envolvendo outras técnica 
de RNs, desde que nesses seja possível identificar, além das situações mal classificadas 
pela RN, qual seria a melhor classificação nessas situações. Note que o mesmo pode ser 
aplicado tanto para RN de classificação como de agrupamento de dados.
A segunda contribuição deste capítulo baseia-se no uso das regras de exceção para 
auxiliar na tarefa de alocação de agentes de um sistema multiagente, em situações em 
que a técnica de alocação utilizada não é suficientemente adequada para a tarefa. Nesse 
sentido, e aplicado ao domínio do jogo de Damas, o método proposto combina RNs de 
agrupamento com regras de exceção, as quais em conjunto definem os agentes adequados 
para atuarem nas diferentes situações que ocorrem na fase de final de jogo. Em tal
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método, cada vez que o multiagente precisa definir um agente para atuar no ambiente, a 
RN é responsável por abstrair as informações do ambiente e, com base nessas informações, 
indicar o agente mais adequado para a situação. Em complemento a indicação da RN, as 
regras de exceção são responsáveis por identificar se o ambiente em questão corresponde 
a uma situação de má atuação da RN e, caso afirmativo, é responsável por refinar a 
indicação da RN.
Diante dos resultados obtidos neste capítulo, o qual combina tais métodos para apri­
morar a capacidade de alocação de agentes do multiagente MP-Draughts, foi possível 
comprovar que, de fato, esses cumprem eficientemente a proposta, além de contribuírem 
para a performance geral do multiagente.
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Este trabalho apresentou três novas propostas para aprimorar o processo de apren­
dizagem e alocação de agentes inteligentes em plataformas multiagentes, que atuam em 
ambientes com alta complexidade de resolução. Tais propostas foram baseadas em téc­
nicas de aprendizagem de máquina não supervisionadas, as quais foram utilizadas para: 
otimizar o processo de aprendizagem dos agentes que compõem o sistema multiagente, de­
lineando e delimitando as habilidades que devem ser desenvolvidas por cada um de acordo 
com o ambiente em que atuam; refinar a representação desses ambientes, priorizando as 
informações que, de fato, são pertinentes para a tomada de decisão desses agentes e; defi­
nir um processo de alocação eficiente, que permita que os agentes alocados para atuarem 
nos ambientes sejam os mais adequados, independente das excepcionalidades que possam 
ocorrer nesses ambientes. Devido a sua complexidade técnica e o alto espaço de estados 
inerentes à sua resolução, o domínio do jogo Damas foi utilizado como ambiente de de­
senvolvimento e avaliação dessas propostas. Mais especificamente, tais propostas foram 
implementadas sobre a arquitetura do multiagente não supervisionado MP-Draughts.
Para o cumprimento da primeira proposta foi implementada a RN adaptativa ASONDE, 
a qual aprimora sua versão original tornando-a apta para minerar bases de dados fini­
tas e estáveis. Tal RN foi utilizada na arquitetura do MP-Draughts para identificar os 
diferentes perfis de conhecimentos inerentes à fase de final de jogo (foco de atuação do 
multiagente) e, a partir de então, definir os clusters necessários para agrupar tais co­
nhecimentos. Esses clusters foram então utilizados para definir a quantidade de agentes 
necessários para atuar nessa fase do jogo, além de servirem como fonte de conhecimento 
para o treinamento desses agentes.
Sabendo quais são os diferentes perfis de conhecimentos inerentes à fase final de um 
jogo de Damas, a segunda proposta deste trabalho teve por objetivo selecionar automa­
ticamente as características mais adequadas para representar as diferentes situações que 
ocorrem no ambiente do jogo. As características utilizadas para a representação corres­
pondem a um subconjunto das características NetFeatureMap propostas por Samuel [14]. 
Para tanto, foi implementada uma abordagem baseada na mineração de padrões frequen­
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tes que ocorrem em base de dados de jogos de grandes especialistas. Inicialmente, foram 
obtidos os conjuntos de características adequados para representar todo o ambiente do 
jogo, independente de sua fase. Isso foi feito para comprovar a qualidade da abordagem 
proposta quando comparada com outra já existente para o mesmo propósito, que inclusive, 
é computacionalmente inviável de ser utilizada no sistema multiagente aqui investigado. 
Comprovada sua qualidade, a abordagem proposta foi aplicada à fase de final de jogo 
para selecionar as características mais adequadas para representar os diferentes perfis que 
esta fase possui. Tal abordagem se mostrou muito apropriada para a situação.
Finalmente, a terceira proposta implementou um método de alocação de agentes para 
sistemas multiagentes que combina RNs de agrupamento, no caso a ASONDE, e regras 
de exceção. Tal método foi implementado para resolver os problemas de má atuação da 
ASONDE durante o processo de alocação dos agentes. Até então, essa RN era responsável 
por abstrair as informações do ambiente e, com base nessas informações, indicar o melhor 
agente do MP-Draughts para atuar no mesmo. Porém, nem todas as indicações da RN 
eram adequadas, de modo que o agente indicado nem sempre era o melhor. Para essas 
situações, foram obtidas regras de exceções, as quais complementam o conhecimento sobre 
o domínio e refinam a indicação da RN. Dessa maneira, utilizando o método proposto, 
cada vez que é necessário definir um agente para atuar no jogo, a ASONDE é responsável 
por abstrair as informações relativas ao estado corrente do ambiente e indicar o agente 
mais adequado para atuar em tal estado. Por sua vez, as regras de exceção são responsáveis 
por refinar e otimizar a indicação da RN nas situações excepcionais em que esta não se 
mostrar suficientemente capacitada para fazê-la. Os resultados obtidos dessa proposta, 
comprovaram que as regras de exceção são uma excelente solução para tratar situações 
excepcionais relacionadas a má atuação da RN na tarefa de alocação de agentes.
Como pôde ser observado no decorrer dos capítulos deste trabalho, os resultados par­
ciais obtidos da implementação de cada proposta, assim como o resultado final que imple­
menta todas elas na arquitetura do MP-Draughts, confirmaram que elas foram eficientes 
para tratar os problemas para os quais foram projetadas. Além disso, tais propostas po­
dem ser adaptadas e aplicadas a outros tipos de problemas relacionados a aprendizagem 
de máquina não supervisionada.
6.1 Principais Limitações do Trabalho
As principais limitações encontradas durante o desenvolvimento deste trabalho foram:
1. Restrição na quantidade de hardwares disponíveis para executar os experimentos 
do trabalho. Por se tratar de um sistema multiagente, cuja arquitetura é composta 
por várias MLPs que aprendem por reforço ao longo de vários ciclos de treinamento, 
qualquer alteração, para ser validada, envolvia vários ciclos de treinamento e torneio
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evolvendo os vários agentes que compõem o multiagente. O tempo de processamento 
gasto para validar qualquer simples alteração era muito alto;
2. A falta de conhecimento profundo sobre o domínio do jogo de Damas por parte dos 
autores atrasou algumas decisões relacionadas a escolha das técnicas mais adequadas 
para resolver determinados problemas. Por outro lado, esta falta de informação im­
pulsionou a busca por técnicas de dependessem o mínimo possível do conhecimento 
humano sobre o domínio e que fossem adequadas para o mesmo;
3. Os testes de desempenho do MP-Draughts ficaram limitados a jogos contra poucos 
oponentes não supervisionados. Isso ocorreu porque, em contato com alguns autores 
de jogadores automáticos de Damas, os mesmos argumentaram não possuir interface 
de jogo para seus jogadores, ou ainda, que os códigos referentes aos mesmos não 
estão disponíveis para a comunidade científica. Uma forma de diminuir o impacto 
dessa limitação foi avaliar as ações do multiagente em comparação as ações do 
jogador supervisionado Cake [36].
6.2 Trabalhos Futuros
Durante o desenvolvimento deste trabalho várias possibilidades de pesquisas foram 
identificadas, as quais podem tratadas em propostas de trabalhos futuros, a saber:
1. Aplicar a ASONDE em outros domínios de problemas que possuam bases de dados 
finitas e estáveis, por exemplo as BDs da UCI [101]. Tal aplicação terá o intuito de 
reforçar a capacidade desta RN em identificar as várias regiões de agrupamento dos 
dados representados nessas BDs, além de comprovar que esta RN é adequada para 
estes tipos de problemas (em que os dados não são de fluxo contínuo);
2. Adaptar a abordagem de mineração de características frequentes, de modo que ela 
seja capaz de identificar as características que ocorrem com menos frequência no 
ambiente, porém são muito importantes para a representação adequada deste ambi­
ente. Uma possibilidade seria ponderar a ocorrência das características baseando-se 
no momento em que elas tendem a ocorrer no ambiente. Por exemplo, na fase inicial 
do jogo as características que representam posições estratégicas são mais importan­
tes, do mesmo modo que no final do jogo são mais importantes aquelas que avançam 
no tabuleiro em direção a formação de damas;
3. Investigar, utilizando a abordagem de mineração de padrões frequentes, as melhores 
representações do ambiente do jogo de Damas considerando todas as 26 caracterís­
ticas propostas por Samuel [14], além de outras, propostas por outros pesquisadores 
do domínio [19], [90];
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4. Aplicar a técnica de alocação de agentes a outros domínios que envolvem sistemas 
multiagentes. Além disso, aplicar tal técnica em outros tipos de problemas rela­
cionados a classificação de dados, uma vez que esta funciona também como uma 
técnica de classificação;
5. Aplicar a técnica de geração de regras de exceção a outros problemas de classificação 
de dados envolvendo redes neurais de agrupamento de dados, nos quais seja possível 
identificar, além das situações mal classificadas pela RN, quais seriam as melhores 
classificações para essas situações.
6.3 Contribuições em Produção Bibliográfica
A seguir são apresentadas as contribuições bibliográficas obtidas durante a realização 
deste trabalho, as quais estão divididas em artigos publicados em conferências internaci­
onais e artigos submetidos a periódicos internacionais.
A rtigos publicados em eventos internacionais:
1. Duarte, V. A. R. and Julia, R. M. S.: MP-Draughts: Ordering the Search Tree 
and Refining the Game Board Representation to Improve a Multi-agent System for 
Draughts. In: IEEE 24th International Conference on Tools with Artificial Intelli­
gence (ICTAI’12), Athens, Greece, 2012. (Ciência da Computação: Qualis A2).
2. Duarte,V. A. R. and Julia, R. M. S. and Albertini, M. K. and Neto, H. C.: MP- 
Draughts: Unsupervised Learning Multi-agent System Based on MLP and Adaptive 
Neural Networks. In: IEEE 27th International Conference on Tools with Artificial 
Intelligence (ICTAI’15), Vietri sul Mare, Italy, 2015. (Ciência da Computação: 
Qualis A2).
3. Duarte, V. A. R. and Julia, R. M. S.: Improving NetFeatureMap-based Represen­
tation through Frequent Pattern Mining in a Specialized Database. In: IEEE 28th 
International Conference on Tools with Artificial Intelligence (ICTAI’16), San Jose, 
California, USA, 2016. (Ciência da Computação: Qualis A2).
4. Duarte, V. A. R. and Julia, R. M. S.: Improving the State Space Representation 
through Association Rules. In: 15th IEEE International Conference on Machine 
Learning and Applications (ICMLA’16), Anaheim, California, USA, 2016. (Ciência 
da Computação: Qualis B2).
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