ABSTRACT Feature selection is an important issue in the field of machine learning, which can reduce misleading computations and improve classification performance. Generally, feature selection can be considered as a binary optimization problem. Gravitational Search Algorithm (GSA) is a population-based heuristic algorithm inspired by Newton's laws of gravity and motion. Although GSA shows good performance in solving optimization problems, it has a shortcoming of premature convergence. In this paper, the concept of global memory is introduced and the definition of exponential Kbest is used in an improved version of GSA called IGSA. In this algorithm, the position of the optimal solution obtained so far is memorized, which can effectively prevent particles from gathering together and moving slowly. In this way, the exploitation ability of the algorithm gets improved, and a proper balance between exploration and exploitation gets established. Besides, the exponential Kbest can significantly decrease the running time. In order to solve feature selection problem, a binary IGSA (BIGSA) is further introduced. The proposed algorithm is tested on a set of standard datasets and compared with other algorithms. The experimental results confirm the high efficiency of BIGSA for feature selection.
I. INTRODUCTION
Machine learning has been widely employed in many technology and engineering fields, such as intrusion detection [1] , pattern recognition [2] , image analysis, text categorization [3] , data mining [4] and multimedia information retrieval [5] . These fields often involve datasets that contain large number of features. Some of the features may be irrelevant or misleading, which increase computational costs and even reduce classification accuracy. Therefore, feature selection is critical to analyze high-dimensional datasets [6] .
Feature selection is the process that finding the optimal feature subset from original feature set. Features in the selected subset should be informative and discriminating. In other words, the purpose of feature selection is to decrease the number of features used to describe the dataset. By eliminating redundant noise, feature selection helps to reduce storage requirement and avoid over-fitting problem.
According to the evaluation modes for feature subsets, feature selection techniques are categorized into filter, wrapper
The associate editor coordinating the review of this article and approving it for publication was Hongwei Du. and embedded methods. Filter methods use the intrinsic characteristics of dataset to evaluate features, so feature selection is independent of classifiers [7] . However, wrapper methods use classifiers to evaluate candidate subsets obtained by search algorithms, and the feedback from classifiers is helpful for feature selection [8] . They guarantee classification accuracy through complex computation. Thus, filter methods are efficient in computation, while wrapper methods are superior in performance. Embedded methods can be considered as a special kind of wrapper methods, in which feature selection is a part of training phase in machine learning and specific to learning algorithms [9] .
In general, feature selection can be regarded as an optimization problem. Each state in the search space represents a candidate subset. The search strategies for finding the optimal feature subset include exhaustive search and heuristic search. However, the exhaustive evaluation for all feature subsets requires much computational costs. It is not feasible in practice, especially when the number of features is large. Hence, heuristic algorithms are often applied to find the approximate optimal feature subset. Several methods have been proposed to solve feature selection problem using evolutionary techniques, such as Particle Swarm Optimization [10] , Ant Colony Optimization [11] and Genetic Algorithm [12] .
Gravitational Search Algorithm is one of the latest evolutionary algorithms, which is inspired by Newton's laws of gravity and motion [13] . In this algorithm, the search agents are a group of interacting particles. It has been proved that GSA has some merits compared with other famous heuristic algorithms in optimization field. However, there is a major issue with the search performance of GSA. Due to the rapid reduction in diversity, the original algorithm suffers from premature convergence. And it is difficult to get a good balance between exploration and exploitation.
Some efforts have been made to overcome the disadvantages. In [14] , a novel attractive-repulsive gravitational search algorithm is proposed, in which the uniform circular motion and centripetal force are introduced. A chaotic optimization mechanism making the parameter of the algorithm change chaotically is applied in [15] . A hybrid particle swarm optimization and gravitational search algorithm is utilized in [16] to solve binary optimization problems. And in our previous work [17] , a modified gravitational search algorithm is proposed, which improves the exploration ability of the algorithm and provides good performance for function optimization.
Since the original algorithm is memoryless, it converges slowly in exploitation stage. Therefore, in this paper, a new version of GSA based on global memory is proposed to enhance the exploitation ability in late iterations and establish a proper balance between exploration and exploitation. Simultaneously, the exponential Kbest further balances the exploration and exploitation, and significantly improves the computational efficiency of the algorithm.
Feature selection problem is often set in binary space [18] , while IGSA operates in continuous space. Thus, a binary form of IGSA is further introduced, which refers to the original binary GSA [19] . Based on BIGSA, a new feature selection method is proposed, in which the K-Nearest Neighbor (K-NN) technique is used as a classifier to perform wrapper method and evaluate candidate subsets. The classification accuracy and number of selected features, as the feedbacks to BIGSA, lead the algorithm to find the optimal feature subset. This paper is organized as follows. In the next section, the principle of GSA is briefly reviewed. In Section III, the proposed IGSA and its characteristics are described in detail. In Section IV, the feature selection problem is modeled, and the binary version of IGSA is introduced. In Section V, the performance of BIGSA is evaluated by a set of standard datasets and compared with the original algorithm and another modified algorithm. This paper is concluded in Section VI.
II. GRAVITATIONAL SEARCH ALGORITHM
In this section, the original Gravitational Search Algorithm is introduced, which is a newly developed heuristic algorithm used to solve optimization problems. It simulates the interaction between particles under the effect of gravity. They move in the multidimensional search space to find the optimal solution.
GSA is constructed according to the law of gravity as depicted in Fig. 1 . Particles attract each other by gravitational force, the force between two particles is directly proportional to their masses and inversely proportional to the distance between them. Hence, the gravitational force between heavy and close particles is large.
As iterations go on, the attraction of gravity causes all particles to move toward heavier particles. The global movement of population is the exploration stage of the algorithm. And the exploitation stage is accomplished by the movement of heavier particles, as they are closer to the optimal solution and move more slowly than lighter particles. The performance of each particle is measured by its mass, which is evaluated by a fitness function. In this algorithm, the gravitational and inertial masses of each particle are equal and updated by the following equations:
where fit i represents the fitness value of particle i, best and worst represent the best and worst fitness values among all particles, respectively. For maximization problems, they are defined as follows:
But for minimization problems, they are quite opposite:
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At the beginning of the algorithm, a population containing N particles is randomly created. The position of each particle is considered as a candidate solution and defined as the following form:
where x d i represents the position of particle i in dimension d, and D represents the number of dimensions.
The gravitational force acting on particle i from particle j in dimension d is calculated as follows:
where M pi is the passive gravitational mass of particle i, M aj is the active gravitational mass of particle j, R ij is the Euclidean distance between two particles, and ε is a small constant. G is named as the gravitational constant, but it is a function of iterations:
where G 0 is the initial value, α is a shrinking constant, and T is the total number of iterations. The total force acting on particle i in dimension d is a randomly weighted sum of gravitational force exerted from other particles:
where rand j is a uniform random variable within interval [0, 1]. In order to avoid falling into the local optimum and control the balance between exploration and exploitation, only Kbest particles with the highest fitness values are employed to exert gravitational force on others. Kbest is initialized to the population size at the beginning and linearly reduced to 1 with iterations:
where per represents the percent of particles that exert force on other particles in the end. Based on the law of motion, the acceleration of particle i in dimension d is calculated as follows:
where M ii is the inertial mass of particle i. The next velocity of particle i in dimension d is updated according to its current velocity and acceleration:
where rand i is a uniform random variable within interval [0, 1] , which is applied to provide a random characteristic for the search. Then, the next position of particle i in dimension d is updated as the following equation: As shown in Fig. 2 , the above steps will be repeated until the total number of iterations is reached or an acceptable solution is found.
III. IMPROVED GRAVITATIONAL SEARCH ALGORITHM
Finding the approximate optimal solution within reasonable running time is the prime goal of heuristic algorithms. One way to accomplish this goal is to provide a proper balance between exploration and exploitation. In this section, a new version of GSA is proposed to improve the exploitation ability and computational efficiency of the algorithm.
A. GLOBAL MEMORY
In the original algorithm, particles explore the search space in early iterations, then find the global optimal solution among good solutions in late iterations. As iterations go on, particles get closer to good solutions, they become heavier and move more slowly. For this reason, the convergence rate of the algorithm decreases in exploitation stage. Besides, the original algorithm has no memory to preserve the optimal solution obtained so far, so it may be lost as the heaviest particle with the best fitness value is attracted by other particles.
In order to overcome these disadvantages, a global memory called gbest is introduced in the proposed algorithm, which memorizes the optimal solution obtained so far. All particles can observe its position and move toward it. This strategy is presented in Fig. 3 . It depicts a simple one-dimensional minimization problem, where fit denotes the fitness function whose minimum value is 0. As shown in the figure, particles j and k are attracted by particle i, while these two particles also attract particle i and make it slightly deviate from the global optimal solution. In other words, when heavy particles are close to the global optimal solution, they may not be able to move toward it, but instead move toward the centroid of particles in the neighborhood. Thus, the global memory gbest is applied to prevent particles from stagnating in suboptimal situations. In this way, the movement of heavy particles gets enhanced, and the exploitation ability of the algorithm gets improved.
As a sort of social intelligence, gbest provides each particle with an additional velocity component toward the position of the heaviest particle. Hence, the equation of velocity updating is modified as follows: (16) where c 1 is an acceleration coefficient, and x d gbest is the position of gbest in dimension d. It can be seen that the front of the equation is similar to the original algorithm, which aims to maintain the exploration ability of the algorithm. And the rear of the equation is added to guide particles toward the optimal solution obtained so far, which helps particles to approach the global optimal solution in exploitation stage. Since there is no clear boundary between exploration and exploitation stages in heuristic algorithms, c 1 is crucial for balancing them [20] . It is reduced with iterations as the following equation:
where t denotes the current iteration, and T denotes the total number of iterations. The effect of gbest on particles is independent of their masses and is not constrained by the low of gravity, which effectively prevents particles from gathering together and moving slowly. Such modification maintains exploration ability in early iterations, enhances exploitation ability in late iterations and provides a proper transition between them.
B. EXPONENTIAL KBEST
In order to improve the computational efficiency of the algorithm and enhance the balance between exploration and exploitation, the definition of Kbest is modified in this paper. In the original algorithm, Kbest is the number of particles that exert force on all particles. It is a function of iterations and linearly reduced from the population size to 1. But in the proposed algorithm, Kbest is modified and exponentially reduced from the population size to 1 with iterations as the following equation:
where N represents the population size, per represents the percent of particles that exert force on other particles in the end. The reduced processes of the exponential Kbest and linear Kbest are shown in Fig. 4 , where N is 50, per is 2, and T is 1000. Neglecting the inconsequential particles with small masses can effectively decrease the redundant computations then improve the computational efficiency. Simultaneously, such modification makes the algorithm do comprehensive exploration in early iterations and precise exploitation in late iterations [21] . So the exploration and exploitation abilities of the algorithm get further balanced.
Besides, other equations in the proposed algorithm such as force and acceleration calculations, velocity and position updatings are the same as the original algorithm.
In summary, the detailed process of IGSA is listed as Algorithm 1.
The time complexity of the proposed algorithm is analyzed as follows:
• Population initialization requires O (N × D) , where D represents the dimension of search space.
•
Fitness value evaluation requires O(N × D × T ).
• Mass calculation requires O(N × T ).
• Global memory and exponential Kbest updatings require O(T ) each.
• Force and acceleration calculations approximately require O(N 2 ×D×T ) each, when Kbest is exponentially reduced with iterations and T is large enough.
• Velocity and position updatings require O(N × D × T ) each. Evaluate the fitness value of each particle by the fitness function 5: Calculate the mass of each particle by Eq. (3) 6: Update global memory and exponential Kbest 7: Calculate the force and acceleration of each particle in different dimensions by Eq. (11) and (13) 8: Update the velocity and position of each particle in different dimensions by Eq. (16) and (15) 9: end while 10: return S Considering the complexities of the above steps, the total time complexity of IGSA is O(N 2 × D × T ), which is equal to the original algorithm.
The space requirement of the proposed algorithm is related to the population size and dimension of search space. Therefore, the total space complexity of IGSA is O (N × D) , which is also equal to the original algorithm.
In IGSA, the position of the optimal solution obtained so far is memorized, and the parameter Kbest is exponentially reduced with iterations. All particles move in the search space under the additional effect of the global memory and exponential Kbest. In this way, the search ability and efficiency of the algorithm get significant improvements. 
IV. FEATURE SELECTION PROBLEM AND ITS SOLUTION
In this section, a binary version of IGSA is further introduced, and a new feature selection technique based on the wrapper method is proposed, in which the K-Nearest Neighbor algorithm is used as a classifier to evaluate classification accuracy.
A. FEATURE SELECTION MODEL
Feature selection is one of the most active issues in the field of machine learning. The task of feature selection is to reduce the number of features used to characterize datasets and improve the performance of classifiers.
Generally, feature selection can be expressed as an optimization problem, and each candidate subset can be represented by a binary vector as shown in Fig. 5 .
Each bit of the vector takes a value of 1 or 0 to indicate whether the corresponding feature exists in the candidate subset. If the value of the i-th bit is 1, the i-th feature will be included in the subset. Otherwise, the feature will be excluded [22] . The length of the vector is equal to the number of all features.
B. BINARY IGSA
Since IGSA operates in continuous space while feature selection problem is set in binary space, a binary IGSA is further introduced, which refers to the original BGSA proposed in [19] . As mentioned earlier, the position of each particle corresponds to a candidate subset. Thus, it is defined as a binary vector. The value of each dimension is 1 or 0, which indicates the corresponding feature is included or excluded, respectively. At the beginning of BIGSA, the position of each particle is randomly initialized to a series of binary values. Moving in a dimension means that the value changes from 1 to 0 or vice versa.
The velocity of each particle in BIGSA is updated as IGSA. And a probability function that transforms the velocity into probability is defined as follows:
where
. The probability will increase as the velocity increases.
In BIGSA, the trajectory of a particle is determined by the changes in probability. The position of each particle is updated according to the calculated probability and the following rule:
where rand is a uniformly distributed random number in interval [0, 1].
C. FITNESS FUNCTION
The fitness function for evaluating candidate subsets should be designed based on classification accuracy and the number of selected features [23] . In order to solve this dual-objective problem, a fitness function is constructed and needs to be maximized:
where acc denotes the classification accuracy obtained by classifier, tot denotes the total number of features in dataset,
Algorithm 2 BIGSA for Feature Selection Input: D: dataset N : population size T : total number of iterations Output:
S: optimal feature subset 1: Identify the feature dimension of dataset 2: Initialize feature subsets as population 3: while the stop criterion is not reached do 4: Train the K-NN algorithm as the classifier 5: Evaluate fitness value and mass 6: Update global memory and exponential Kbest 7: Calculate force and acceleration 8: Update velocity and position 9: end while 10: return S sel denotes the number of selected features in candidate subset, and w is a weighting factor that controls the relative importance of classification accuracy and feature reduction proportion.
A better fitness value means that the candidate subset has higher classification accuracy and fewer selected features.
D. K-NEAREST NEIGHBOR ALGORITHM
In the experiment, the K-Nearest Neighbor algorithm is applied to implement wrapper method and evaluate classification accuracy [24] .
K-NN is one of the most popular classification algorithms, which classifies samples by calculating the minimum distance between them. The parameter K denotes the number of the nearest neighbors, which is the key to the classification performance. Since only one parameter needs to be determined, it is convenient to use K-NN for classification. If a sample is close to the K nearest neighbors, it will be classified into the corresponding category.
In this paper, BIGSA is used as a search algorithm to find the optimal feature subset. The detailed process of feature selection is summarized as Algorithm 2.
V. EXPERIMENTAL RESULTS
Satisfactory solution and reasonable computational costs are two important criteria of heuristic algorithms for solving optimization problems [25] - [27] . In this section, in order to research the performance of BIGSA for feature selection, it is compared with the original algorithm and another modified algorithm: binary hybrid particle swarm optimization and gravitational search algorithm (BPSOGSA) [16] , which is a classical modified version of GSA.
The existing and proposed algorithms are tested on a set of standard datasets from the machine learning repository of UCI as presented in Table 1 [28]- [30] , followed by the numbers of features, instances and classes of each dataset. And 10-fold cross validation is used in the test to avoid overfitting problem.
In all experiments, w is set to 0.8, the parameter K of K-NN is set to 1, the population size is set to 20, and the total number of iterations is set to 100. In BGSA, Kbest is linearly reduced from N to 1 with iterations. In BPSOGSA, Kbest is considered as the population size. And in BIGSA, G 0 is set to 100, α is set to 20, per is set to 2, and Kbest is exponentially reduced from N to 1 with iterations. The detailed parameter settings of three algorithms are summarized in Table 2 .
The fitness values, classification accuracy, numbers of selected features and running time listed in Table 3 -6 are the average of 10 independent runs. The best results of each standard dataset are presented in the bold form.
A. CLASSIFICATION ACCURACY AND NUMBERS OF SELECTED FEATURES
The global memory prevents the proposed algorithm from falling into the local optimum. Table 3 -5 show that BIGSA obtains better fitness values, higher classification accuracy and less numbers of selected features compared with other algorithms in most of the standard datasets, except for D 5 , in which BPSOGSA provides slightly better classification result.
B. RUNNING TIME
The exponential Kbest neglects the force exerted from the inconsequential particles with small masses. Hence, it can improve the computational efficiency of the algorithm. It is clear from Table 6 that BIGSA has shorter running time than other algorithms in all cases, especially for the datasets with large number of instances.
C. CONVERGENCE RATE
Under the additional effect of the global memory and exponential Kbest, BIGSA provides better results and faster convergence rate than others in late iterations. The convergence trends of three algorithms for part of representative standard datasets are shown in Fig. 6 . This figure confirms the high performance of BIGSA for feature selection.
VI. CONCLUSION
In recent years, the demand for heuristic algorithms to solve feature selection problem has increased dramatically. As one of the newly heuristic algorithms, GSA is constructed based on Newton's laws of gravity and motion. In this paper, a new version of GSA called IGSA is proposed. In this algorithm, the concept of global memory is introduced to memorize the position of the optimal solution obtained so far. Particles move in the search space under the additional effect of the global memory. In this way, the exploitation ability of the algorithm gets enhanced, and a proper balance between exploration and exploitation gets established. Simultaneously, the exponential Kbest can not only further balance the exploration and exploitation but also significantly improve the computational efficiency. In order to evaluate the binary version of the proposed algorithm for feature selection, a set of standard datasets are utilized in the experiment. The experimental results show that, in most cases, BIGSA can obtain better solutions and provide higher performance compared with other algorithms. Therefore, it is confirmed that BIGSA is suitable for solving feature selection problem. 
