A failure model for electromigration based on the ''failure unit model'' was presented for the prediction of lifetime in metal lines.The failure unit model, which consists of failure units in parallel and series, can predict both the median time to failure ͑MTTF͒ and the deviation in the time to failure ͑DTTF͒ in Al metal lines. The model can describe them only qualitatively. In our model, both the probability function of the failure unit in single grain segments and polygrain segments are considered instead of in polygrain segments alone. Based on our model, we calculated MTTF, DTTF, and activation energy for different median grain sizes, grain size distributions, linewidths, line lengths, current densities, and temperatures. Comparisons between our results and published experimental data showed good agreements and our model could explain the previously unexplained phenomena. Our advanced failure unit model might be further applied to other electromigration characteristics of metal lines.
I. INTRODUCTION
To evaluate electromigration ͑EM͒ related reliability of submicron aluminum lines, it is necessary to measure the median time to failure ͑MTTF͒ and the deviation in the time to failure ͑DTTF͒. The average lifetime and the initial failure time of metal lines are determined by the MTTF and the DTTF. To understand and estimate the failure distribution of metal lines, it is very important to set up a model which correctly describes the MTTF and the DTTF.
Agarwala et al. 1 have proposed a model called ''the structural defect model'' to estimate the lifetime of aluminum lines due to EM and to explain the increases of MTTF and DTTF with decreasing line length. This model could not, however, explain the dependencies 2 of MTTF and DTTF on grain size and line dimensions. To explain linewidth dependence of lifetime in metal lines, Cho et al. 3 proposed the ''failure unit model'' based on the structural defect model. The failure unit model was established with the assumption that the probability of failure of an aluminum line can be derived from the parallel and series connections of the cumulative distribution function of failure units, F u ͑t͒. The F u ͑t͒ of an individual failure unit is expressed as follows:
where f u ͑t͒ is a lognormal distribution function of a failure unit and expressed as f u ͑ t ͒ϭ 1 ͱ2 u t e Ϫ [ln(t)Ϫln(t u_50 )] 2 /2 u 2 .
͑2͒
The f u ͑t͒ is determined by the median lifetime to failure, t u_50 and standard deviation of ln͑t͒, u . In the failure unit model, the probability of failure of a line, G sp (t) is expressed as
where N S and N P are the number of series and parallel connections of failure units. The N S is approximately the same number of the line length divided by the mean grain size and the N P is approximately the same number of the linewidth divided by mean grain size. The G sp ͑t͒ is the cumulative probability of failure, starting from zero at tϭ0 to 1 at t ϭϱ. In Eq. ͑3͒, the MTTF is defined as the time at which G sp ͑t͒ is 0.5 and the DTTF is defined as ln͕MTTF/ TTF͑15.83͖͒, where TTF͑15.83͒ is the time at which G sp ͑t͒ is 0.1583. Cho assumed that N P was 1 and N S became smaller with decreasing linewidth when the linewidth was less than the grain size. The failure unit model only qualitatively explained the MTTF and DTTF of aluminum lines with various linewidths. One problem with the failure unit model, which is based on a statistical method, is that it is only composed of failure units and does not include any physical concept. Another problem is that G sp ͑t͒ is not a lognormal distribution given by the assumption that F u ͑t͒ is. Therefore, this model was restricted. 4 However, only limited physical parameters such as metal line dimensions, median grain size, and grain size distribution are available to estimate the EM lifetime of aluminum lines. Also, under the same process conditions, these parameters would have statistical variations and the metal line lifetime would also have probabilistic distribution. Therefore, a probabilistic method is natural for the calculation of the metal line lifetime.
Our model, named the advanced failure unit model ͑AFUM͒, is not simply a combination of F u ͑t͒ with the statistical approach even though it is based on the failure unit model. In our model, F u ͑t͒ is implemented with the physical meanings from the mechanism of EM failure to derive the MTTF and DTTF with various grain size distributions, line dimensions, and measurement conditions. However, our model based on the statistical method still has a problem in that the probability of failure of a line is not a lognormal distribution. Traditionally, the lognormal failure distribution, where the natural logarithms of the failure times are normally distributed, has been used to characterize EM failure. Unfortunately, the lognormal distribution cannot be correct for failure in real systems. 5 To solve this problem, we had to select a very complicate distribution function instead of the lognormal distribution function, f u ͑t͒.
6,7 However, we selected the lognormal distribution function, f u ͑t͒ for convenience in calculation. Fortunately, the deviation of the probability of failure of lines in our model with lognormal distribution was not practically significant and the quantitative results of MTTF were not affected by using the lognormal assumption.
II. ADVANCED FAILURE UNIT MODEL
A. Basic AFUM Figure 1 shows a graphical presentation of the single grain segment length (l si ), the polygrain segment length (l pi ), and the activation energy of EM in the polygrain segment (Ea _PG ) of metal lines with different linewidths. In polygrain segments, the grain size is smaller than the linewidth. In single grain segments, the grain size is larger than the linewidth. When W/D 50 Ͼ2-3, the probability of existence of polygrain region ( P p ) reaches 1 and the probability of existence of single grain region ( P s ͒ is zero, where W is the linewidth and D 50 is the median grain size in the metal line. Therefore, the transport of the metal ions due to EM will be mainly through grain boundaries. For the case of 2-3ϾW/D 50 Ͼ0.2-0.5, the P s increases and the P p decreases as the linewidth decreases. As the mean length of the polygrain segments decreases, the mass transport via grainboundary paths becomes rate limited by a single grain. It was suggested by Kinsbron 2 that EM voids and hillocks can form only in the segments that are longer than a certain critical length (l c ). The concept of critical length was introduced by Blech. 8 The flux of metallic ions due to EM builds up a mechanical stress gradient between the ends of a polygrain segment. This gradient suppresses the further accumulation of metal ions. For a given current density and temperature, there is a critical length below which the continuous accumulation of metal ions is suppressed by the mechanical stress. If l pi Ͻl c , then the Ea _PG increases from the activation energy of grain boundary diffusion (Ea _gb ) toward the activation energy of lattice diffusion (Ea _lattice ͒.
9,10 The activation energy in single grain segments (Ea _SG ) is equal to Ea _lattice . For the case of W/D 50 Ͻ 0.2-0.5, the P p is small and the most l pi s are smaller than l c , resulting in the increase of Ea _PG toward Ea _lattice .
The basic assumptions of the AFUM are as follows: The F u ͑t͒ in single grain segments corresponds to the probability of failure of individual failure unit, F u (t) _SG , with the activation energy of Ea _SG . The F u ͑t͒ in the polygrain segments corresponds to the probability of failure of individual failure unit, F u (t) _PG with the activation energy of Ea _PG , which varies depending on l pi . Then, the probability of failure of a line, G sp A (t) in the connection of F u (t) _PG and F u (t) _SG in series and in parallel can be expressed as
where N S_PG and N P_PG are the numbers of F u (t) _PG in the series and parallel configurations, respectively. N S_SG and N P_SG are the numbers of F u (t) _SG in the series and parallel configurations, respectively. Also, assuming that F u (t) _PG and F u (t) _SG follow lognormal distributions, they could be expressed as
where t u50_PG and t u50_SG are the median times to failure and u_PG and u_SG are the lognormal standard deviations of F u (t) _PG and F u (t) _SG , respectively. Here, it is assumed that F u (t) _PG and F u (t) _SG affect G SP A (t) independently in Eq. ͑4͒, which implies that failure elements in the line have weak interaction with each other. It has been also assumed that the median lifetime t u50_PG and t u50_SG in the probability function of unit failure satisfy Black's equation
where the t u50_E is the median lifetime at T E ͑K͒ and j E ͑ϭ1 MA/cm 2 ), T is the absolute temperature, k is the Boltzmann constant, j is the current density (MA/cm 2 ͒, and n is 2. In our work, Ea_ lattice of aluminum, which is 1.2 eV, has been used as an Ea _SG and Ea _PG would become a value between Ea _gb ͑0.4ϳ0.6 eV for Al͒ and Ea _lattice , depending on line width, grain size, and l c . It is expected that the effective grain boundary diffusivity and effective lattice diffusivity are equal at an extrapolated temperature, T E because of different activation energies. 11 It is an assumption that the preexponential factor, t u50_E for single grain segments and polygrain segments in Black's equations are the same at T ϭT E . The T E of aluminum is typically within the range between 300 and 400°C and the value of T E ϭ 350°C is chosen for our study. 11 As a result, if the value of Ea _SG , Ea _PG , and t u50_E were determined, then t u50_PG and t u50_SG can be determined at a given temperature from Eqs. ͑7͒ and ͑8͒. Here, t u50_E is a constant depending on the material, and the default value of t uE_50 is 14 h at jϭ1 MA/cm 2 . It can vary depending on the impurities, deposition conditions of aluminum, film thickness, and passivation layers.
u_SG and u_PG represent the distribution of the unit failure lifetime in F u (t) _PG and F u (t) _PG . Since the amount of ion flux due to EM depends on the angle between metal line and grain boundary, 12 the distribution of the angles and the distribution of impurity segregation at the grain boundary ͑e.g., Cu in Al͒ determine the u_PG and u_SG . The value of DTTF increases as the values of u_SG and u_PG increase. In our model, we used u_SG ϭ u_PG ϭ0.6 -0.9 even though these values could vary depending on the properties of the film and could be different each other.
To obtain the solution of Eq. ͑4͒, the values of N S_PG , N P_PG , N S_SG , N P_SG , and Ea _PG , which vary with linewidth, line length, median grain size, and grain size distribution, should first be obtained.
B. Determination of N S_PG , N P_PG , N S_SG , and N P_SG
First, it is assumed that the grain size distribution is expressed as 12 g͑D ͒ϭ 1
where, D is the grain size, D 50 is the median grain size, and G is the lognormal standard deviation.
11,13
The total length of polygrain segments (L p ) and the total length of single grain segments (L s ) in the DFV model was first proposed by Dreyer et al. 11 In their derivation, the L p ϩ L s was not constant as a function of linewidth even though the value could be the length of metal line. They assumed that all the grains larger than W are single grained. But, some grains with DϾW can be in polygrain segments as shown in Fig. 2 . For the case of DϾW, the probability of single grain segments is ͑DϪW͒/͑DϩW͒ and the probability of polygrain segments is 2W/͑DϩW͒. In this case, the equivalent grain size D* which is included in the polygrain is calculated from the average area laid on the line in terms of the symmetric grain size. Therefore, the modified L P and L S from the DFV model are described in Eqs. ͑10͒-͑13͒:
The P P s derived from our work and from the DFV model are shown in Fig. 3 . The P P of ours is significantly different from that of the DFV model. Especially, the P P of ours is much higher than that of the DFV model in the range of 3Ͼ W/D 50 Ͼ0.2.
The mean grain size in the polygrain region (D P ) and the mean size of the single grain region (D S ) are shown in Eqs. ͑14͒ and ͑15͒, respectively, 
For Eqs. ͑14͒ and ͑15͒, we neglect the correction term in Eqs. ͑10͒ and ͑11͒ because the correction term is only considered in the direction of line length and it is not practically significant for the value of average grain size. For the polygrain segment, the N S_PG and N P_PG are expressed as
where L is the length of the line. N P_PG should be larger than 1. Also, the N S_SG and N P_SG for the single grain can be expressed as
where 
C. Determination of Ea _PG
The activation energy of the polygrain segments with l pi Ͼl c is different from that of the polygrain segments with l pi рl c . The l c will be described in the following paragraph. For large W/D 50 , the probability, S , of finding the polygrain segments with l pi Ͻl c , is nearly zero, and the Ea _PG approaches Ea _gb . On the other hand, for small W/D 50 , the S approaches 1 and the Ea _PG approaches Ea _lattice . Therefore, the Ea _PG in Eq. ͑8͒, which is used to obtain t u50_PG from F u (t) _PG is assumed as follows:
where, L (ϭ1Ϫ S ) is the probability of finding the polygrain segments with l pi Ͼl c . The L and S could not be obtained analytically and Monte Carlo simulations were performed. Figure 5 shows the flow chart of the simulation. The extracted results of the process ͑a͒ in Fig. 5 for the simulation parameters (D 50 ϭ1.2 m and G ϭ0.5͒ show the grain size of D 50 ϭ1.201 m and its distribution of G ϭ0.498 which is less than 5% error, indicating that the simulation is very accurate. Also, the P P based on the Monte Carlo simulation and the P P calculated from Eqs. ͑13͒-͑16͒ agree each other very well in Fig. 6 . Figure 7 shows the simulated cumulative probability as function of l pi for D 50 ϭ1.2 m and G ϭ0.5. Depending on l c , the L and S can be determined from Fig. 7 . The resultant L vs W/D 50 is plotted in Fig. 8 , which shows smaller L for larger G . Here, the simulations were performed 20 times for each condition for better accuracy. Note that L strongly depends on the applied current because L c is inversely proportional to j.
The critical length, l c of a metal line depends on the current density and temperature. It is expressed as
where ⍀(ϭ1.6ϫ10 Ϫ24 cm Ϫ3 ) is the atomic volume, eZ* (Z*ϳ6 for polycrystalline aluminum film͒ 13 is the effective charge, ͑T͒ is the resistivity, and c ͑T͒ is the maximum compressive stress that aluminum can sustain before yielding. 15 The ͑T͒ and c ͑T͒ are expressed as ͑T ͒ϭ r ͓1ϩ␣͑ TϪ293͔͒, ͑20͒
where r ͑ϭ2.7 ⍀ cm͒ is the resistance of the aluminum line at 20°C, and ␣͑ϭ0.004/°C͒ is the first temperature coefficient of resistance. We assume y0 ϭ185 ϭ 2MA/cm 2 and Tϭ200°C is 2.476 m without passivation. For aluminum lines, Eq. ͑21͒ for c ͑T͒ is valid for temperatures below 240°C. Below 240°C, due to the difference in the thermal expansion coefficient between aluminum layer and substrate, the elastic expansion occurs for increased temperature. Therefore, the stress of metal lines linearly increases toward a more compressive and the d y /dT has a negative value. Above 240°C, however, inelastic deformation occurs due to the grain growth and impurity segregation and the value of d y /dT is nearly zero. In our study, we used the value of c at 240°C when our model was applied to temperatures higher than 240°C.
N Table I . Table I . The calculated MTTF data are well fitted to the experimental results. However, the DTTF obtained from AFUM is not consistent with the experimental DTTF data in the narrow width region. In Fu's model, 16 the summation of intrinsic DTTF and width-variation DTTF is presented and compared with experimental data. For smaller W, the errors in the measurements increase. Therefore, it is not surprising to find that the experimental DTTF is larger than the DTTF obtained by AFUM. The DTTF based on AFUM may be the intrinsic DTTF without any experimental error. For real devices, the intrinsic DTTF should be used to estimate the initial failure rate due to EM.
III. CHARACTERISTICS AND VERIFICATION OF AFUM
6 Figure 11 also shows the calculated MTTF from AFUM and experimental MTTF as a function of linewidth. The experimental data are taken from Iyer 13 and Vaidya. 17 We used the parameters of Iyer and Vaidya in Table  I . The calculated MTTF data are well fitted to the experimental results.
As the length of metal line increases, the MTTF initially decreases and then attains saturation at longer lengths. Figure  12 shows the calculated MTTF from AFUM and experimental MTTF as a function of line length. The experimental data are taken from Agarwala. 1 The model parameters we used were based on Agarwala's measurement condition in Table I . For LϾ200 m, the calculated MTTF data are well fitted to the experimental results. On the other hand, the calculated MTTF data do not agree very well with the experimental results for the shorter line lengths. The lower temperature zones ͑⌬L͒ of the metal line due to the heat dissipation through probing pads cause the large deviation. 18 In our study, we assumed the ⌬Lϭ35 m and the effective line length, L eff (ϭLϪ2⌬L). The calculated MTTF data using the L eff agree very well with the experimental results. In addition, for LϾ200 m, there is no difference in the calculated MTTF between calculations using L and calculations using L eff . In our study, even though DTTF data are not presented, the same trend of increasing DTTF with decreasing line length has been found for both the calculated results by AFUM and the experimental results by Agarwala. The calculated MTTFs with various grain size distributions is shown in Fig. 13 . As the G increases, the MTTF increases and the W/D 50 with minimum MTTF increases. Figure 14 shows the calculated MTTFs for various current densities. Here, the normalized MTTF was plotted with multiplying MTTF and j 2 . In region II, the l c and Ea _PG decrease as j increases, resulting in the decrease of MTTF. As the j increases, the MTTF decreases and the W/D 50 with minimum MTTF decreases. Figure 15 shows the calculated MTTF as a function of j. The MTTF has been known to be proportional to j Ϫn where n is a constant. Our result shows that n is a function of j rather than a constant. Normally, the j for MTTF measurements is between 0.5 and 3 MA/cm 2 . In this current density range, the value of n is approximately at 2 in region I (W/D 50 Ͼ2ϳ3͒ and region III (W/D 50 р0.2ϳ0.5͒ and the value of n is larger than 2 in region II ͑0.2-0.5ϽW/D 50 р2-3͒. Our simulated results show that the n value in region II is between 2 and 3.5 in this current density range. In region II, the L c and Ea _PG increase as the j decreases. As a result, the activation energy of a line (Ea _T ) increases and the increase of n value is reflected from the increase of Ea _T . For further decreases in j, the l c becomes very large and the S approaches 1. As a result, the Ea _T approaches Ea _lattice and the value of n approaches 2 again. It was reported that the activation energy of line increased as j decreased in Partridge's experiment. Figure 16 shows the calculated MTTF from AFUM and experimental MTTF as a function of j. The experimental MTTF by Atakov 15 is also shown slow increase from the MTTF of j Ϫ2 line as j decreases. We used the model parameters based on Atakov's measurement conditions in Table I . The calculated MTTF data are well fitted to the experimental results at the high current density. However, MTTFs obtained from the AFUM are much smaller than the experimental MTTFs in the low current density region. The large deviation of the MTTFs between simulation and experiment can be explained from the stress relaxation of metal lines. Figure 17 shows the stress of the nonpatterned and passivated Al-1%Si-0.5%Cu films as a function of time under the isothermal heating at 150°C. The film stress decreases as the isothermal stressing time increases. Similarly, stress relaxation occurs in metal line. It is known that stress relaxation at longer times mainly involves dislocation climb. 20 For the low current density, the stressing time to failure is longer and more stress relaxation occurs. As a result, the reduced c decreases the l c and increases the Ea _T further. Therefore, the experimental MTTFs at low current density are much larger than the values calculated from the AFUM of which the stress relaxation with time is not considered. Figure 18 shows the temperature dependence of the calculated MTTFs as a function of W/D 50 . These values were applied to the Arrhenius plot and then the Ea _T of the metal line was determined. The W/D 50 dependence of the calculated and experimental data of Ea _T is plotted in Fig. 19 . We used model parameters based on Dreyer's measurement conditions in Table I . 11 In Fig. 19 Fig. 20 . The Ea _T does not vary with temperature in regions I and III. But, the Ea _T slightly decreases as the temperature increases in region II. The decreasing Ea _T is due to the decreased l c and c ͑T͒ for increased temperature in Eqs. ͑19͒ and ͑21͒. There have been almost no reports on the temperature dependent activation energy due to EM. The activation energy has been regarded as a temperature independent value in most previous articles. The experimental data reported by Dreyer et al. 21 were also shown in Fig. 20 . The value of activation energy located in region II barely decreases with increasing temperature. But our simulated data are different from the experimental results at low temperature. The effect of the stress relaxation during the measuring time has not been considered in our model. For the real metal film, the stress relaxation during the measuring time may reduce the increase of Ea _T with decreasing the temperature. To accurately estimate the lifetime due to EM, the effect of stress relaxation should be considered in addition to the physical understanding of EM. In any case, most EM behaviors could be explained by our proposed model.
IV. CONCLUSIONS
In our work, single grain segments and polygrain segments in a metal line have been described by the corresponding F u (t) _SG and F u (t) _PG with different failure characteristics. The failure characteristics due to EM in the metal line were described by parallel and series connections of failure units. The linewidth dependence of Ea _PG was derived from the probability of finding the polygrain segments with l pi Ͼl c and then the Ea _PG was applied to F u (t) _PG . The EM characteristics such as activation energy, MTTF and DTTF depending on W, L, D 50 , G , j, and T, which could not be described using previously models, were quantitatively derived and explained. They have been confirmed with previously published experimental data. The AFUM is a comprehensive model for the estimation of the failure time of metal line due to EM. Table I. 
