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Povzetek
V delu diplomskega seminarja se posvetimo posameznim nelinearnim parcialnim di-
ferencialnim enačbam različnih redov. Najprej predstavimo metodo reševanja kvazi-
linearnih parcialnih diferencialnih enačb, metodo karakteristik in izrek, ki pod dolo-
čenimi pogoji zagotavlja lokalno enolično rešljivost teh enačb. Na primeru Eulerjeve
enačbe predstavimo problem neenoličnosti globalne rešitve pri reševanju z metodo
karakteristik. Enačbo zapišemo v obliki ohranitvenega zakona in predstavimo reši-
tev s pomočjo udarnih valov. V nadaljevanju se posvetimo enačbam z disperzijo in
vplivu disperzije na obliko udarnih valov. Predstavimo rešitev Burgersove enačbe s
pomočjo Hopf-Coleove transformacije. Delo zaključimo s predstavitvijo preproste,
enosolitonske rešitve Korteweg-deVriesove enačbe.
On nonlinear waves
Abstract
This thesis is dedicated to the analysis of certain nonlinear partial differential equa-
tions of different orders. We begin with the method of characteristics. We show
how the method is used for solving quasilinear partial differential equations. We
also state the existence theorem which tells us under which conditions there exi-
sts a unique local solution. Using the example of Euler equation, the problem of
non-uniqueness of the solution, constructed by means of the characteristics, is pre-
sented. The equation is written in the form of a conservation law and the solution
is constructed by introducing the shock waves. We continue by focusing on the
equations with dispersion and we study its impact on the shape of shock waves.
We present the solution of Burgers equation using the Hopf-Cole transformation.
The thesis is concluded by the presentation of a simple singlesoliton solution of the
Korteweg-deVries equation.
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1. Uvod
Skozi celotno zgodovino je bila želja po reševanju in razumevanju tako starih kot
tudi novih matematičnih in fizikalnih problemov pomembno gonilo iskanja novih
metod in pristopov k reševanju. Tako je na primer sredi 19. stoletja irski mate-
matik William Rowan Hamilton poskušal na osnovi geometrije opisati in pojasniti
potovanje svetlobe. Razvil je teorijo in izpeljal enačbe, ki opisujejo gibanje svetlob-
nih žarkov. Teorija je temeljila na funkciji, ki je popolnoma karakterizirala optični
medij, po katerem je svetloba potovala. Iskana funkcija je morala zadoščati dolo-
čeni nelinearni parcialni diferencialni enačbi prvega reda. Hamilton je to enačbo
rešil s pomočjo integracije vzdolž krivulj, ki so zadoščale določenemu sistemu enačb.
Krivuljam, vzdolž katerih je integriral, pravimo karakteristične krivulje oziroma ka-
rakteristike, omenjeno metodo reševanja, ki jo v nadaljevanju tudi predstavimo, pa
imenujemo metoda karakteristik.
Parcialne diferencialne enačbe so enačbe, ki opisujejo zveze med neznano funkcijo
in njenimi parcialnimi odvodi. Pojavljajo se v številnih naravoslovnih znanostih,
predvsem v fiziki. Za razliko od navadnih diferencialnih enačb tu nimamo nekega
univerzalnega eksistenčnega izreka, imamo zgolj posamezne eksistenčne izreke o po-
sameznih tipih parcialnih diferencialnih enačb. Sprva je bil cilj študija teh enačb
poiskati metode za splošno rešitev, vendar se je to kaj kmalu izkazalo za težko nalogo.
Kmalu so se omejili na iskanje splošnih rešitev posameznih tipov enačb. Pogosto so
bili zadovoljni že s tem, da so kakšno partikularno rešitev sploh našli. Velik preboj
pri reševanju parcialnih diferencialnih enačb je naredil že prej omenjeni Hamilton,
ki je razvil metodo karakteristik. Prav ta metoda je pripeljala do številnih napred-
kov na področju optike in analitične mehanike. Zadnjih nekaj let ima pomembno
vlogo tudi numerično reševanje parcialnih diferencialnih enačb. Še vedno so glavna
vprašanja, tako kot pri navadnih diferencialnih enačbah, povezana s tako imenovano
dobro pogojenostjo enačbe oziroma problema. Zanima nas, ali rešitev enačbe ob-
staja, ali je ta rešitev na območju reševanja enolična in kako majhne spremembe
enačbe ali začetnih pogojev vplivajo na rešitev problema.
Delo diplomskega seminarja obsega predstavitev in analizo posameznih nelinear-
nih parcialnih diferencialnih enačb. Začnemo s predstavitvijo parcialnih diferencial-
nih enačb, posebej parcialnih diferencialnih enačb prvega reda. Predstavimo metodo
reševanja s pomočjo karakterističnih krivulj in izrek, ki ob določenih predpostavkah
zagotavlja enolično rešljivost kvazilinearne enačbe. Nadaljujemo s predstavitvijo
problema sekanja projekcij karakterističnih krivulj in posledično neenoličnosti reši-
tve izven območja, ki ga zagotavlja izrek. Predstavimo možno rešitev omenjenega
problema s pomočjo ohranitvenega zakona in vpeljave udarnih valov, kjer enačbo
prevedemo v integralsko obliko, ki je ob predpostavki, da je funkcija dovolj gladka,
ekvivalentna prvotni enačbi. Problem in njegovo rešitev predstavimo na primeru
Eulerjeve enačbe. Nadaljujemo z enačbo, ki se od prej omenjene Eulerjeve razlikuje
v členu, ki v fiziki običajno modelira dušenje oziroma širjenje snovi ali drugih koli-
čin. Omenjena enačba je Burgersova enačba. Dodatni člen, ki izhaja iz disperzije,
povzroči, da so rešitve te enačbe gladke funkcije brez točk nezveznosti. Pokažemo,
da vsako rešitev Burgersove enačbe dobimo iz pozitivne rešitve toplotne enačbe s
pomočjo Hopf-Coleove transformacije. V nadaljevanju navedemo nekaj primerov
rešitev enačbe pri danih začetnih pogojih. Delo zaključimo s predstavitvijo slavne
Korteweg-deVriesove enačbe in izpeljavo enosolitonske rešitve te enačbe.
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2. Predhodna sredstva
Delo diplomskega seminarja v glavnem obsega teme s področja parcialnih dife-
rencialnih enačb. S slednjimi smo se tekom študija že srečali, zato si določeno mero
predznaja dovolimo privzeti. Kljub temu poskušamo, kolikor nam obseg dela seveda
dopušča, razložiti in ponoviti potrebno pridobljeno znanje. S tem namenom zače-
njamo naše delo s poglavjem, v katerem so zbrane trditve in izreki, na katere se v
nadaljevanju dela sklicujemo. Večina omenjenih trditev in izrekov je bila dokazanih
med študijem, zato bralca za posamezen dokaz napotimo na ustrezne strani v lite-
raturi. Navedemo tudi nekaj definicij matematičnih pojmov, ki jih v nadaljevanju
dela srečamo.
Izrek 2.1. Naj bosta f in g integrabilni funkciji na [a, b]. Naj za m in M iz R velja
m ≤ f(x) ≤ M za vse x ∈ [a, b]. Denimo, da je g na [a, b] istega predznaka. Tedaj
velja ∫ b
a
f(x)g(x)dx = µ
∫ b
a
g(x)dx
za neki µ ∈ [m,M ]. Če je f zvezna na [a, b], potem obstaja c ∈ [a, b], da je∫ b
a
f(x)g(x)dx = f(c)
∫ b
a
g(x)dx.
Dokaz. Dokaz najdemo v skripti [1, strani 186–187]. 
Izrek 2.2 (izrek o inverzni preslikavi). Naj bo φ : Ωodp ⊂ Rn → Rn preslikava
razreda C1(Ω). Naj bo x0 ∈ Ω taka, da je det(Dφ)(x0) ̸= 0. Tedaj obstajata odprta
okolica U točke x0 v Rn in odprta okolica V točke y0 = φ(x0) v Rn, da je φ : U → V
difeomorfizem.
Dokaz. Dokaz najdemo v skripti [2, strani 38–44]. 
Izrek 2.3 (o odvajanju integrala s parametrom). Naj bo f : (c, d) × [a, b] → R
zvezna funkcija, naj za vsak (x, t) ∈ (c, d) × [a, b] obstaja fx(x, t) in naj bo to tudi
zvezna funkcija na (c, d)× [a, b]. Tedaj je F (x) = ∫ b
a
f(x, t)dt odvedljiva na (c, d) in
velja
F ′(x) =
∫ b
a
fx(x, t)dt.
Izrek 2.4. Naj bosta f : (c, d)× [a, b]→ R in fx : (c, d)× [a, b]→ R zvezni funkciji,
naj bosta α : (c, d) → [a, b] in β : (c, d) → [a, b] funkciji razreda C1. Tedaj je
F (x) =
∫ β(x)
α(x)
f(x, t)dt odvedljiva na (c, d) in velja
F ′(x) =
∫ β(x)
α(x)
fx(x, t)dt+ β
′(x)f(x, β(x))− α′(x)f(x, α(x)).
Dokaza izrekov 2.3 in 2.4 najdemo v skripti [2, strani 80–82].
Definicija 2.5. Naj bo f : X × [a,∞)→ R zvezna funkcija. Integral s parametrom
F (x) =
∫∞
a
f(x, t)dt konvergira enakomerno na X , če za vsak ϵ > 0 obstaja tak
b ≥ a, da za vsak b˜ ≥ b in za vsak x ∈ X velja⏐⏐⏐⏐∫ ∞
b˜
f(x, t)dt
⏐⏐⏐⏐ < ϵ.
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Trditev 2.6. Naj bo f : X × [a,∞) → R taka, da je za vsak x ∈ X funkcija
t ↦→ f(x, t) zvezna. Denimo, da obstaja ϕ : [a,∞)→ R, da je
|f(x, t)| ≤ ϕ(t)
za vsak x ∈ X in vsak t ∈ [a,∞). Naj bo∫ ∞
a
ϕ(t)dt <∞.
Tedaj F (x) =
∫∞
a
f(x, t)dt konvergira enakomerno na X .
Dokaz. Dokaz najdemo v skripti [2, strani 85–86]. 
Izrek 2.7. Naj bosta f : (c, d) × [a,∞) → R in fx : (c, d) × [a,∞) → R zvezni
funkciji. Naj za vsak x obstaja F (x) =
∫∞
a
f(x, t)dt in naj bo integral
∫∞
a
fx(x, t)dt
lokalno enakomerno konvergenten na (c, d). Potem je F odvedljiva na (c, d) in velja
F ′(x) =
∫ ∞
a
fx(x, t)dt.
Dokaz. Dokaz najdemo v skripti [2, strani 88–89]. 
Definicija 2.8. Naj bo f : R → R integrabilna funkcija na R. Pravimo, da je f
absolutno integrabilna na R, če velja∫ ∞
−∞
|f(x)|dx <∞.
Prostor vseh absolutno integrabilnih funkcij na R označimo z L1(R).
Definicija 2.9. Naj bo f ∈ L1(R). Fourierova transformacija funkcije f je funkcija
fˆ(ξ) s predpisom
F(f)(ξ) = fˆ(ξ) =
∫ ∞
−∞
f(x)e−2πiξxdx.
Definicija 2.10. Naj bo fˆ ∈ L1(R). Inverzna Fourierova transformacija funkcije fˆ
je funkcija s predpisom
G(fˆ)(x) =
∫ ∞
−∞
fˆ(ξ)e2πiξxdξ.
Definicija 2.11. Naj bosta f in g odsekoma zvezni in absolutno integrabilni funkciji
na R. Konvolucijo funkcij f in g označimo z f ∗ g in definiramo kot
(f ∗ g)(t) =
∫ ∞
−∞
f(t− s)g(s)ds.
Izrek 2.12 (eksistenčni izrek za sistem NDE). Naj bo začetni problem za sistem
navadnih diferencialnih enačb prvega reda podan z
˙⃗x(t) = F (t, x⃗(t)),
x⃗(t0) = x⃗0,
kjer je funkcija F (t, x⃗) odvedljiva na vse spremenljivke x⃗ in je za vsak (t, x⃗) iz mno-
žice
Ca′,b′ = {(t, x⃗); |t− t0| ≤ a′ in ∥x⃗− x⃗0∥ ≤ b′}
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odvod F glede na x⃗ omejen linearen operator. Tedaj obstaja natanko ena rešitev
ϕ : (t0 − a′, t0 + a′)→ Rn začetnega problema, torej
ϕ˙(t) = F⃗ (t, ϕ(t)),
ϕ(t0) = x⃗0.
Še več, obstaja funkcija
ψ : Ca′,b′ → Rn,
(t, x⃗1) ↦→ ψ(t, x⃗1),
ki je za vsak x⃗1, za katerega velja ∥x⃗1 − x⃗0∥ ≤ b, rešitev začetnega problema
˙⃗x(t) = F (t, x⃗(t)),
x⃗(t0) = x⃗1.
Dokaz. Dokaz najdemo v skripti [7, strani 73–84]. 
Trditev 2.13. Naj bo x ∈ C. Velja
i arctg ix = − arthx.
Dokaz. Naj bo y ∈ C. Računamo
th iy =
sh iy
ch iy
=
eiy − e−iy
eiy + e−iy
.
Spomnimo se slavne Eulerjeve formule
eiy = cos y + i sin y.
Sledi
eiy − e−iy
eiy + e−iy
=
(cos y + i sin y)− (cos y − i sin y)
(cos y + i sin y) + (cos y − i sin y) =
2i sin y
2 cos y
=
i sin y
cos y
= i tg y.
Izpeljali smo th iy = i tg y. Od tod dobimo
iy = arth(i tg y).
Označimo y = arctg ix in dobimo
i arctg ix = arth(i tg(arctg ix)) = arth(−x) = − arthx. 
Na tem mestu opomnimo, da bomo v nadaljnjih poglavij dela večino časa sledili
učbenikoma o parcialnih diferencialnih enačbah [4] in [5].
3. Metoda karakteristik
Začeli bomo z obravnavo parcialnih diferencialnih enačb prvega reda. To so
enačbe, v katerih je najvišji odvod reda ena. Splošna oblika take parcialne dife-
rencialne enačbe za iskano funkcijo u = u(x1, x2, . . . , xn) ima obliko
F (x1, x2, . . . , xn, u, ux1 , ux2 , . . . , uxn) = 0,
kjer je F dana funkcija 2n+ 1 spremenljivk.
V nadaljevanju se bomo omejili na funkcije dveh spremenljivk, zato bomo vsaj
na začetku pisali u = u(x, y). Velja opozoriti, da bomo v nadaljevanju namesto u =
u(x, y) pogosteje uporabljali u = u(x, t), saj večina enačb, ki jih bomo obravnavali,
izvira iz fizike, kjer spremenljivka t ponazarja čas, x pa prostorsko komponento.
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Poseben primer nelinearnih enačb prvega reda, kjer se nelinearnost nanaša na
neznano funkcijo u, so kvazilinearne parcialne diferencialne enačbe, kjer odvodi u
nastopanjo linearno. Splošna oblike teh enačb je:
a(x, y, u)ux + b(x, y, u)uy = c(x, y, u),
kjer so a, b in c dane funkcije treh spremenljivk.
Kvazilinearne enačbe prvega reda bomo reševali z metodo karakteristik, ki je ena
izmed metod reševanja parcialnih diferencialnih enačb prvega reda. Izpeljava me-
tode temelji na geometrijski intuiciji, ki jo bomo zaradi nadaljnjega razumevanja na
kratko predstavili. V nadaljevanju navedemo izrek, ki zagotavlja, da je enačba, sku-
paj z začetnim pogojem, ob primernih predpostavkah vsaj lokalno enolično rešljiva.
Vemo, da vsaka rešitev u(x, y) podaja ploskev (x, y) ↦→ (x, y, u(x, y)), ki je graf
funkcije u(x, y). Po analogiji z navadnimi diferencialnimi enačbami bo začetni pogoj
neka krivulja s ↦→ Γ(s) = (x0(s), y0(s), u0(s)) v R3, pri čemer bomo zahtevali, da
krivulja Γ(s) leži na rešitveni ploskvi (x, y) ↦→ (x, y, u(x, y)). Kot bomo videli v
nadaljevanju, vsaka krivulja Γ(s) ne bo dober oziroma smiseln začetni pogoj.
Naj bo zdaj (x0, y0) točka na rešitveni ploskvi. V vsaki točki rešitvene ploskve
sta (1, 0, ux(x0, y0)) in (0, 1, uy(x0, y0)) tangentna vektorja na rešitveno ploskev, njun
vektorski produkt pa je (−ux,−uy, 1), kar je normala na rešitveno ploskev. Zgornjo
enačbo prepišimo v
aux + buy − c = 0
oziroma
⟨(a, b, c), (ux, uy,−1)⟩ = 0,
kar pomeni, da je vektorsko polje (x, y, u) ↦→ (a(x, y, u), b(x, y, u), c(x, y, u)) tangen-
tno na našo rešitveno ploskev, zato integralske krivulje tega polja ležijo v rešitveni
ploskvi.
V našem primeru so integralske krivulje t ↦→ (x(t), y(t), u(t)) rešitev sistema
xt(t) = a(x(t), y(t), u(t)),
yt(t) = b(x(t), y(t), u(t)),
ut(t) = c(x(t), y(t), u(t)).
Krivulja t ↦→ (x(t), y(t), u(t)) bo ležala na rešitveni ploskvi natanko tedaj, ko bo re-
šitev sistema in bo ena točka te krivulje ležala na rešitveni ploskvi. Običajno bo ta
točka kar (x(0), y(0), u(0)), torej (x(0), y(0), u(0)) = Γ(s0) = (x0(s0), y0(s0), u0(s0)).
Tako za krivuljo t ↦→ (x(t, s), y(t, s), u(t, s)) dobimo enoparametrično družino zače-
tnih problemov parametriziranih s s,
xt(t, s) = a(x(t, s), y(t, s), u(t, s)),
yt(t, s) = b(x(t, s), y(t, s), u(t, s)),
ut(t, s) = c(x(t, s), y(t, s), u(t, s)),
(1)
skupaj z začetnim pogojem
(x(0, s), y(0, s), u(0, s)) = (x0(s), y0(s), u0(s)).
Sistem enačb (1) skupaj z začetnim pogojem imenujemo karakteristični sistem. V
omenjenem sistemu parameter s parametrizira začetno krivuljo Γ. Integralske kri-
vulje, ki pri izbranem s potekajo skozi začetno krivuljo, so rešitev zgornje družine
začetnih problemov in so parametrizirane s parametrom t.
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Tako dobimo preslikavo (t, s) ↦→ (x(t, s), y(t, s), u(t, s)), ki podaja neko ploskev.
Pričakujemo, da je zgornja preslikava zgolj reparametrizacija prvotne rešitvene plo-
skve (x, y) ↦→ (x, y, u(x, y)). Predstavljamo si lahko, da skozi začetno krivuljo vle-
čemo integralske krivulje, ki jih skupaj sestavimo v ploskev. Zgornja preslikava bo
po izreku o inverzni preslikavi obrnljiva v okolici neke točke na začetni krivulji, če
bo determinanta njenega odvoda v okolici te točke različna od 0, natančneje
det
(
a b
(x0)s (y0)s
)
= det
(
∂x
∂t
∂y
∂t
∂x
∂s
∂y
∂s
) ⏐⏐⏐⏐
(t=0,s)
̸= 0. (2)
Pogoju (2) pravimo transverzalnostni pogoj. Geometrijska interpretacija transver-
zalnostnega pogoja je, da projekciji tangente na Γ in tangente na karakteristično
krivuljo na ravnino (x, y) nista vzporedni.
Kljub jasni geometrijski izpeljavi rešitve se pri izpeljavi oziroma globalnosti reši-
tve pojavi kar nekaj problemov. Vidimo, da kljub temu, da je sama enačba linearna
oziroma kvazilinearna, enačbe karakterističnega sistema niso nujno linearne, kar po-
meni, da v splošnem lahko pričakujemo zgolj lokalno rešljivost, ki nam jo zagotavlja
eksistenčni izrek za sistem navadnih diferencialnih enačb. Izpostaviti velja tudi
obrnljivost preslikave (t, s) ↦→ (x(t, s), y(t, s)), ki jo, ob primernih predpostavkah,
zagotavlja izrek o inverzni preslikavi. Zopet velja opozoriti, da izrek velja zgolj lo-
kalno. Problem, ki se mu bomo v nadaljevanju natančneje posvetili, je vezan na
globalnost rešitve. V kolikor se projekcije karakteristik na ravnino (x, y) ne bodo
sekale, bo preslikava (t, s) ↦→ (x(t, s), y(t, s)) bijektivna, torej obrnljiva, rešitev pa bo
globalna. Problem nastopi, ko se karakteristične krivulje oziroma njihove projekcije
sekajo. Točka v preseku je slika dveh različnih točk iz ravnine (t, s), kar pomeni,
da preslikava ne bo obrnljiva. V nadaljevanju si bomo podrobneje ogledali omenjeni
problem sekanja karakteristik in zato zgolj lokalne enoličnosti rešitve na primeru
Eulerjeve enačbe ut + uux = 0. Za zaključek navedimo izrek, ki povzame zgornje
razmišljanje in geometrijsko izpeljavo rešitve kvazilinearnih enačb.
Izrek 3.1 (eksistenčni izrek za kvazilinearne enačbe). Naj bo Cauchyjeva naloga
podana z enačbo a(x, y, u)ux + b(x, y, u)uy = c(x, y, u) in začetno krivuljo Γ(s) =
(x0(s), y0(s), u0(s)). Predpostavljamo, da so a, b, c gladke v okolici začetne krivulje.
Denimo, da transverzalnostni pogoj (2) velja na nekem intervalu (s0 − δ, s0 + δ).
Potem ima Cauchyjeva naloga natanko eno rešitev, definirano na intervalu (t, s) ∈
(−ϵ, ϵ)× (s0− δ, s0+ δ). Če transverzalnostni pogoj ni izpolnjen, Cauchyjeva naloga
bodisi nima rešitve bodisi ima neskončno rešitev.
Dokaz. Dokaz izreka bralec lahko najde v knjigi [5, strani 36–38]. 
4. Eulerjeva enačba
Seznanili smo se z metodo za reševanje kvazilinearnih parcialnih diferencialnih
enačb s pomočjo karakterističnih krivulj. V nadaljevanju si bomo ogledali, kako re-
ševanje s pomočjo predstavljene metode poteka in na kakšne probleme pri reševanju
lahko naletimo. Večino časa bomo namenili obravnavi enačbe
ut + uux = 0. (3)
Enačbo (3) najpogosteje zasledimo v mehaniki fluidov, kjer jo najdemo pod ime-
nom Eulerjeva enačba. Ime je seveda dobila po slavnem švicarskem matematiku
Leonhardu Paulu Eulerju. Pogosto enačbo zasledimo tudi pod imenom transportna
enačba. Ime transportna seveda ni naključno.
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Predstavljajmo si ravno cev, v kateri teče tekočina s hitrostjo v v dani smeri.
Hitrost v izbrani točki je lahko odvisna od lege in časa, torej v = v(x, t). V tej
tekočini naj bo neka snov. Označimo z u(x, t) gostoto te snovi na položaju x ob
času t. Ob predpostavki, da so u, ux in ut zvezne funkcije, dobimo, da prej definirana
funkcija u = u(x, t) zadošča enačbi ut + (vu)x = 0.
Opomba 4.1. Kot je bilo omenjeno že v začetnem poglavju, bomo parameter y
nadomestili s parametrom t, ki ponazarja čas. Iskani u je torej funkcija x in t. V ka-
rakterističnem sistemu bomo zaradi tega parameter t, s katerim smo parametrizirali
karakteristično krivuljo pri izbranem s, nadomestili s parametrom τ . Karakterstični
sistem se v novih oznakah torej glasi
xτ (τ, s) = a(x(τ, s), t(τ, s), u(τ, s)),
tτ (τ, s) = b(x(τ, s), t(τ, s), u(τ, s)),
uτ (τ, s) = c(x(τ, s), t(τ, s), u(τ, s)).
Dodajmo še začetni pogoj
(x(0, s), t(0, s), u(0, s)) = (x0(s), t0(s), u0(s)).
Ker v matematiki težimo k razumevanju, za to pa je potrebno poznavanje in
razumevanje najenostavnejših primerov, si najprej oglejmo primer, ko je hitrost
konstantna, torej v = c, c = konst.
Primer 4.2. Imamo enačbo ut + cux = 0. Rešimo to enačbo pri začetnem pogoju
u(x, 0) = f(x). Začetni pogoj parametriziramo kot Γ(s) = (s, 0, f(s)). Karakteri-
stični sistem za to enačbo se glasi
xτ (τ, s) = c,
tτ (τ, s) = 1,
uτ (τ, s) = 0.
Dodamo še začetni pogoj
(x(0, s), t(0, s), u(0, s)) = (s, 0, f(s)).
Na tem koraku opomnimo, da nam enačba uτ (τ, s) = 0 pove, da je vzdolž poljubne
karakteristike funkcija u konstantna. To nam bo večkrat prišlo prav v nadaljeva-
nju, ko bomo obravnavali primer, ko hitrost v ne bo konstantna. Z upoštevanjem
začetnega pogoja dobimo
x(τ, s) = cτ + s,
t(τ, s) = τ,
u(τ, s) = f(s).
Vidimo t = τ , zato lahko izrazimo s = x − ct. Iskana rešitev je torej u(x, t) =
f(x− ct). Grafično to predstavlja val, ki se v nespremenjeni obliki pomika v desno,
če je c > 0. Primer, ko je c < 0, nam da val, ki se pomika v levo. V primeru,
ko je c = 0, imamo val, ki stoji na mestu. Na slikah 1 in 2 vidimo rešitev enačbe
ut + cux = 0 pri začetnem pogoju f(x) = e−x
2 in c = 1. Ker je c > 0, je graf
rešitvene funkcije val, ki se s hitrostjo c = 1 premika v desno. ♦
V nadaljevanju se bomo posvetili primeru, ko je hitrost v = u. Tako dobimo
znano enačbo ut+uux = 0, ki jo v mehanki fluidov najdemo pod imenom Eulerjeva
enačba.
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Slika 1. Rešitev v obliki potujočega vala pri izbranih časih.
Slika 2. Potujoči val.
Primer 4.3. Rešimo enačbo ut + uux = 0 pri začetnem pogoju u(x, 0) = f(x).
Nastavimo karakteristični sistem
xτ (τ, s) = u,
tτ (τ, s) = 1,
uτ (τ, s) = 0.
Z upoštevanjem začetnega pogoja
(x(0, s), y(0, s), u(0, s)) = (s, 0, f(s))
dobimo
x(τ, s) = uτ + s,
t(τ, s) = τ,
u(τ, s) = f(s).
Iz zvez t = τ in x = uτ + s, dobimo s = x − ut. Sledi, da iskani u zadošča enačbi
u = f(x−ut). Obstoj eksplicitne izražave u = u(x, t) je očitno odvisen od f . Jasno
je, da v večini primerov ne bomo dobili eksplicitne izražave u = u(x, t), ampak samo
implicitno zvezo za iskano rešitveno funkcijo, ki nam občutka o tem, kakšna je iskana
rešitev, ne da. Očitno je, da bo iskana rešitev tesno povezana z začetnim pogojem,
natančneje z lastnostmi funkcije f .
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Slika 3. Projekcije karakteristik pri u(x, 0) = π
2
+ arctg x.
Za podrobnejšo obravnavo in analizo rešitve si oglejmo projekcije karakterističnih
krivulj. Iz zvez t = τ , u = f(s) in x = uτ + s dobimo enačbo x = f(s)t +
s v ravnini (t, x). Vidimo, da so projekcije karakterističnih krivulj premice, za
dve premici pa vemo, da sta bodisi vzporedni bodisi se nekje sekata. V prejšnjem
primeru smo opozorili, da nam enačba uτ (τ, s) = 0 pove, da je vzdolž poljubne
karakteristike vrednost u konstantna. Izračunali smo, da je u(τ, s) = f(s), torej
je vrednost na karakteristiki enaka smernemu koeficientu projekcije karakteristike.
Vidimo, da naletimo na problem. Čim bosta imeli premici različen smerni koeficient,
se bosta sekali. Vrednosti rešitvene funkcije na teh dveh premicah pa sta različni,
kar pomeni, da bomo imeli v točki, ki je v preseku, dve različni funkcijski vrednosti,
kar pomeni, da vrednost rešitvene funkcije v teh točkah ne bo dobro definirana,
ker ne bo enolična. Ta razmislek še nekoliko poglobimo in podrobneje analizirajmo
projekcije karakteristik v odvisnosti od začetnega pogoja, torej funkcije f .
V primeru, ko je funkcija f konstantna, bodo projekcije karakteristik vzporedne
premice. Spomnimo se, da so projekcije karakteristik podane z enačbo x = f(s)t+s,
v našem primeru x = ct + s, kjer f(s) = c = konst. Razmislili smo, da se vzdolž
karakteristike prenese vrednost funkcije f . V tem primeru je torej rešitvena funkcija
kar u(x, t) ≡ c.
Zanimivejša sta primera, ko f ni konstantna. Oglejmo si najprej primer, ko je f
nepadajoča, torej f(x) ≤ f(y), čim je x ≤ y, kar je ekvivalentno temu, da je f ′(x) ≥
0. Na tem koraku se v ravnini (t, x) omejimo na območje t ≥ 0. Spomnimo se, da
naša enačba modelira neki fizikalni problem, pri katerem je omejitev na pozitiven
čas seveda smiselna. Projekcije karakteristik so seveda spet premice, njihov smerni
koeficient pa narašča s s. Zaradi omejitve na območje, kjer je t ≥ 0, vsaka točka
desne polravnine pripada točno določeni premici, saj se te ne sekajo. Vrednost
funkcije u v točki (x, t) je zato enaka naklonu premice, na kateri ta točka leži. Rešitev
je torej dobro definirana za vse t ≥ 0. Vzemimo za primer f(x) = π
2
+ arctg x.
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Funkcija je pozitivna in strogo naraščajoča, zato graf rešitvene funkcije leži nad
abscisno osjo, rešitev pa je dobro definirana za vse t ≥ 0, saj se karakteristike ne
sekajo. Na slikah 3 in 4 vidimo projekcije karakteristik na ravnino (t, x) in graf
oziroma profil rešitvene funkcije, ki ga vidimo kot val, ki se širi.
Slika 4. Rešitev Eulerjeve enačbe pri začetnem pogoju u(x, 0) = π
2
+ arctg x.
Obravnavajmo še primer, ko je f padajoča oziroma f ′(x) ≤ 0. Projekcije ka-
rakteristik, za katere smo povedali, da so premice, se v tem primeru sekajo nekje
na območju t ≥ 0, saj nakloni premic padajo s s. Kot smo že prej na kratko ko-
mentirali, tu pride do problema, saj je vrednost funkcije u na teh premicah enaka
naklonu premice. V točki, kjer se dve premici sekata, tako dobimo dve različni vre-
dnosti. Ilustrirajmo to na primeru začetnega pogoja f(x) = π
2
− arctg x. Funkcija
je pozitivna in strogo padajoča, zato graf rešitvene funkcije leži nad abscisno osjo,
projekcije karakteristik pa so premice, katerih smerni koeficient z naraščanjem s
pada. Premice se zato v tem primeru sekajo v zgornjem desnem kvadrantu. Na
grafu rešitvene funkcije se to skozi čas najprej kaže kot dobro definirana funkcija,
katere naklon gre čez vse meje, ko se bližamo času, ko se sekata prvi dve projekciji
karakteristik. Sliki 5 in 6 prikazujeta projekcije karakteristik na ravnino (t, x) in
graf oziroma profil rešitvene funkcije pri izbranih časih.
Čas, pri katerem odvod rešitvene funkcije u v smeri x preseže vse meje, lahko
izračunamo. Spomnimo se implicitne zveze u = f(x − ut), ki ji zadošča iskana
funkcija. Odvajajmo to zvezo po x. Dobimo ux = f ′(x− ut)(1− uxt). Izrazimo ux
in dobimo
ux =
f ′(x− ut)
1 + tf ′(x− ut) . (4)
Odvod rešitvene funkcije u v smeri x torej preseže vse meje pri t = − 1
f ′(x−ut) .
Spomnimo se, da so projekcije karakteristik določene s parametrom s, pri čemer
je s = x − ut. Zgornji razmislek pove, da na vsaki karakteristiki, za katero je
f ′(s) < 0, vrednost zgornjega izraza preseže vse meje pri t = − 1
f ′(s) . Natančneje
povedano, zgornji izraz prvič preseže vse meje na karakteristiki določeni s s, za katero
je f ′(s) < 0, vrednost |f ′(s)| pa maksimalna. Najmanjši čas, pri katerem pride do
sekanja projekcij karakteristik, je torej tp = inf
{
− 1
f ′(s) | f ′(s) < 0
}
. To pomeni, da
globalna rešitev ni dobro definirana za vse čase t ≥ tp. Enačba (4) potrjuje dejstvo,
da mora biti naša funkcija f vsaj lokalno padajoča, če želimo, da pride do sekanja
projekcij karakteristik in s tem do večlične rešitve. Čas tp, pri katerem se to zgodi,
je seveda najmanjši možen. V primeru, ko je f naraščajoča, enačba (4) potrjuje, da
do singularnosti oziroma večlične rešitve na pride, saj smo se omejili na t ≥ 0.
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Slika 5. Projekcije karakteristik pri u(x, 0) = π
2
− arctg x.
Slika 6. Večlična funkcija.
Izračunajmo čas, pri katerem pride do singularnosti, za zgornji primer. Spomnimo
se, da je bil f definiran kot f(x) = π
2
− arctg x. Odvod f je torej f ′(x) = − 1
1+x2
.
Iskani čas po zgornjem razmisleku dobimo kot tp = inf{1 + x2}. Infimum 1 + x2
je enak 1 in je dosežen pri x = 0. Velja torej tp = 1 in x0 = 0, kjer smo z x0
označili točko, v kateri − 1
f ′(x) doseže minimum. Točka x0 je točka na osi x, pri
kateri dosežemo minimalen tp. S tem dobimo tudi koordinato presečišča v ravnini
(t, x) oziroma točko xp na osi x, v kateri ux ob času tp preseže vse meje. Točka xp
leži na projekciji karakteristike, ki poteka skozi (0, x0), saj je x0 točka, pri kateri
dosežemo minimalen tp. Točko xp dobimo po enačbi xp = f(x0)tp + x0 in je v
zgornjem primeru enaka xp = f(0) ∗ 1 = π2 . ♦
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Na kratko povzemimo naše ugotovitve. S pomočjo metode karakterisik smo pred-
stavili reševanje Eulerjeve enačbe ut + uux = 0 pri začetnem pogoju u(x, 0) = f(x).
Rešljivost smo obravnavali v odvisnosti od začetnega pogoja. V primeru, ko je za-
četni pogoj vsaj na nekem intervalu padajoča funkcija, pride do sekanja projekcij
karakteristik, kar se na iskani funkciji, natančneje grafu oziroma profilu te funkcije
pri izbranih časih, odraža kot sprva dobro definirana funkcija, katere odvod ux ob
času tp preseže vse meje. Globalna rešitev tako ni več dobro definirana, saj imamo za
prihodnje čase v točkah, ki ležijo v območju, kjer se projekcije karakteristik sekajo,
večlično rešitev. Na grafu se to pri ustreznem času vidi kot večlična funkcija.
Prišli smo do večlične rešitve. Kako naprej? V primeru, da bi enačba modelirala
na primer vodne valove, bi ta rešitev najbrž bila smiselna, ti se namreč lomijo.
Druga možnost je, da večlična rešitev ni to, kar smo pričakovali. Na slepo izbirati
vrednosti v točkah, kjer ima rešitev s pomočjo metode karakteristik več vrednosti,
seveda ni pravi pristop. Spomnimo se, da je bila enačba izpeljana iz fizikalnega
problema. Tudi po času tp, ko naša rešitev ni več dobro definirana, naš poskus
še vedno teče. Treba je smiselno nadaljevati rešitev, torej smiselno določiti prave
vrednosti, tudi po času tp. Na tem koraku velja opomniti, da je smiselno nadaljevanje
rešitve odvisno od problema, ki ga obravnavamo. Pri določenih problemih se zdi
smiselno predpostaviti ohranitev fizikalnih količin, na primer ohranitev mase. Naš
namen v diplomskem delu je predstaviti problem neenoličnosti rešitve in enega od
možnih pristopov k iskanju nadaljevanja rešitve po tem, ko ni več dobro definirana.
Kako bomo torej postopali? Definirali bomo nov problem, ta pa ne bo kar po-
ljuben. Definiran bo tako, da bo vsaka zvezno odvedljiva, torej klasična rešitev
Eulerjeve enačbe, rešila ta problem. Ko rečemo, da je funkcija iz Rn v R k-krat
zvezno odvedljiva, mislimo na to, da obstajajo vsi njeni parcialni odvodi do reda k
in so zvezni. Pogosto zasledimo tudi izraz, da funkcija pripada razredu k-krat zve-
zno odvedljivih funkcij, ki ga označimo s Ck. Prav tako bo vsaka zvezno odvedljiva
rešitev novega problema zadoščala Eulerjevi enačbi. Bo pa nov problem vseboval
tudi rešitve, ki niso nujno zvezno odvedljive. Tako definiranemu novemu problemu
običajno rečemo šibka formulacija parcialne diferencialne enačbe, rešitvi tega pro-
blema pa šibka rešitev. Videli bomo, da bo pri šibki formulaciji problema možnih
več rešitev. Ker dobro definirane globalne rešitve našega prvotnega problema ni-
smo našli, smo običajno zadovoljni, če najdemo kakšno smiselno šibko rešitev. Z
dodajanjem dodatnih pogojev, za katere pričakujemo, da jim rešitvena funkcija za-
došča, lahko zožimo nabor možnih šibkih rešitev. Na področju nadaljevanja rešitev
je res potrebno postopati od primera do primera in v odvisnosti od tega, kakšen naš
problem je, izbrati pravi pristop reševanja oziroma iskanja smiselnega nadaljevanja
rešitve.
4.1. Ohranitveni zakon. Prepišimo enačbo ut+uux = 0 v ut+ 12(u
2)x = 0. Enačbi
sta v primeru, ko je u zvezno odvedljiva, torej razreda C1, ekvivalentni – če u zadošča
prvi enačbi, potem zadošča tudi drugi enačbi in obratno. Rečemo, da smo prvotno
enačbo zapisali v obliki ohranitvenega zakona. Razlog za tako poimenovanje bomo
takoj videli. Integrirajmo obe strani dobljene enačbe pri fiksnem t, po spremenljivki
x, vzdolž poljubnega intervala [a, b]. Dobimo∫ b
a
(
∂u
∂t
(ξ, t) +
1
2
∂u2
∂ξ
(ξ, t)
)
dξ = 0 (5)
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oziroma ∫ b
a
∂u
∂t
(ξ, t)dξ +
1
2
∫ b
a
∂u2
∂ξ
(ξ, t)dξ = 0.
Ker je u zvezno odvedljiva, so predpostavke izreka o odvajanju integrala s parame-
trom izpolnjene, zato lahko v prvem členu zgornjega izraza odvajanje po parametru t
nesemo pred integralski znak. Drugi člen izračunamo po Leibnizovi formuli. Dobimo
∂
∂t
∫ b
a
u(ξ, t)dξ +
1
2
(
u2(b, t)− u2(a, t)) = 0.
Nesemo desni člen na drugo stran, da dobimo
∂
∂t
∫ b
a
u(ξ, t)dξ =
1
2
(
u2(a, t)− u2(b, t)) . (6)
Vsaka zvezno odvedljiva rešitev enačbe ut + uux = 0 zadošča zadnji zvezi, saj smo
to zvezo izpeljali iz te predpostavke. Enačbo ut + 12(u
2)x = 0 smo integrirali vzdolž
poljubnega intervala [a, b]. Ker zveza (6) velja za poljuben interval, ob predpo-
stavki, da je funkcija u, ki tej zvezi zadošča, zvezno odvedljiva, velja, da funkcija
u reši tudi enačbo ut + uux = 0. Zakaj? Če je u zvezno odvedljiva, so izpolnjene
predpostavke izreka o odvajanju integrala s parametrom in predpostavke Leibnizove
formule. Zgornjo izpeljavo lahko zato preberemo v obratni smeri. Ker zveza (5) ve-
lja za poljuben interval [a, b], velja tudi za interval [a, a+ ϵ], kjer je ϵ > 0 poljuben.
Velja torej ∫ a+ϵ
a
(
∂u
∂t
(ξ, t) +
1
2
∂u2
∂ξ
(ξ, t)
)
dξ = 0.
Zgornjo enačbo delimo z ϵ in uporabimo izrek o povprečni vrednosti. Dobimo
1
ϵ
(
∂u
∂t
(η, t) +
1
2
∂u2
∂ξ
(η, t)
)∫ a+ϵ
a
dξ =
∂u
∂t
(η, t) +
1
2
∂u2
∂ξ
(η, t) = 0,
kjer je η ∈ [a, a+ ϵ]. V limiti, ko gre ϵ proti 0, velja
∂u
∂t
(a, t) +
1
2
∂u2
∂ξ
(a, t) = 0.
Ker je bil a poljuben, velja ut+ 12(u
2)x = 0. Zaradi zvezne odvedljivosti u velja tudi
ut + uux = 0.
Kljub temu je integralska zveza (6) dobro definirana tudi za funkcije, ki niso
razreda C1, torej tiste, ki niso zvezno odvedljive. Zveza je namreč povsem dobro
definirana tudi za funkcije, ki so odsekoma zvezno odvedljive.
Utemeljimo še poimenovanje ohranitveni zakon. Denimo, da u predstavlja gostoto
neke snovi, ki teče po ravni cevi, 1
2
u2 pa njen pretok skozi cev. Z integriranjem go-
stote snovi vzdolž intervala [a, b] dobimo celotno maso snovi v cevi na tem intervalu.
Enačba nam torej pove, da se masa snovi v cevi na intevalu [a, b] spremeni za toliko,
kolikor je razlika med maso snovi, ki pride v cev skozi a, in maso snovi, ki cev zapusti
skozi b. Zgornji razmislek ne velja le za to enačbo, velja tudi splošneje. Rekli smo,
da smo s tem, ko smo enačbo ut + uux = 0 prepisali v ut + 12(u
2)x = 0, zapisali
enačbo v obliki ohranitvenega zakona. Natančneje povejmo, kaj ohranitveni zakon
sploh je.
Definicija 4.4. Ohranitveni zakon je enačba oblike
∂T
∂t
+
∂X
∂x
= 0. (7)
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Opomba 4.5. Funkciji T in X sta običajno funkciji spremenljivk x in t, včasih tudi
rešitvene funkcije problema, ki smo ga prevedli v to obliko, torej T = T (x, t, u) in
X = X(x, t, u).
Za ohranitvene zakone velja analogna trditev, kot smo jo izpeljali v zgornjem
razmisleku za našo enačbo.
Trditev 4.6. Naj bo dan ohranitveni zakon (7) in naj T in X izpolnjujeta predpo-
stavke izreka o odvajanju integrala s parametrom. Potem velja
∂
∂t
∫ b
a
Tdx = −X⏐⏐x=b
x=a
.
Dokaz. Funkcija T izpolnjuje predpostavke izreka o odvajanju integrala s parame-
trom, zato lahko odvod po t nesemo pod integralski znak
∂
∂t
∫ b
a
Tdx =
∫ b
a
∂T
∂t
dx.
Uporabimo zvezo med T in X, ki jo dobimo iz ohranitvenega zakona∫ b
a
∂T
∂t
dx =
∫ b
a
−∂X
∂x
dx = −
∫ b
a
∂X
∂x
dx.
Zaključek sledi iz Leibnizove formule
−
∫ b
a
∂X
∂x
dx = −X⏐⏐x=b
x=a
. 
V nadaljevanju bomo s pomočjo spodnje trditve prikazali konstrukcijo šibke re-
šitve Eulerjeve enačbe pri danih začetnih pogojih. Dobljena rešitev bo zvezno od-
vedljiva v vseh točkah, razen v točkah vzdolž krivulje x = γ(t), v katerih bo imela
skok.
Trditev 4.7. Naj bo u(x, t) rešitev enačbe ut + uux = 0, ki ni zvezna v točkah
x = γ(t). Naj v vsaki točki krivulje x = γ(t) obstajata leva in desna limita, ki naj
bosta različni. Označimo
u−(t) = lim
x→γ(t)−
u(x, t),
u+(t) = lim
x→γ(t)+
u(x, t).
Če u zadošča ohranitvenemu zakonu v integralski obliki (6), velja
γ˙(t) =
1
2
(u−(t) + u+(t)).
Dokaz. Spomnimo se še enkrat razmisleka in formulacije našega novega problema.
Ob prepostavki, da je u zvezno odvedljiva rešitev enačbe ut + uux = 0, smo dobili
∂
∂t
∫ b
a
u(ξ, t)dξ +
1
2
(
u2(b, t)− u2(a, t)) = 0.
Predpostavljamo, da naša rešitvena funkcija ni zvezna le v točkah x = γ(t), povsod
drugje pa je zvezno odvedljiva in tam zadošča enačbi. Ker pri fiksnem t integriramo
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vzdolž intervala [a, b], ki ob času t vsebuje točko, v kateri integrand ni zvezna funk-
cija, zgornji integral zgolj razpade na dva dela, tako da je točka nezveznosti v mejah
obeh integralov. Naša formulacija se torej prevede v obliko
∂
∂t
(∫ γ(t)
a
u(ξ, t)dξ +
∫ b
γ(t)
u(ξ, t)dξ
)
+
1
2
(
u2(b, t)− u2(a, t)) = 0. (8)
Izračunajmo najprej
∂
∂t
∫ γ(t)
a
u(ξ, t)dξ.
Iz izreka 2.4 o odvajanju integrala s parametrom sledi
∂
∂t
∫ γ(t)
a
u(ξ, t)dξ = u(γ(t), t)γ˙(t) +
∫ γ(t)
a
∂u
∂t
(ξ, t)dξ. (9)
Na u(γ(t), t)moramo tu gledati kot na vrednost v limiti, ko se točki x = γ(t) bližamo
z leve. Po predpostavki ta vrednost obstaja. Označili smo jo z u−(t). Spomnimo se
ohranitvenega zakona ut + 12(u
2)x = 0. Velja torej
∂u
∂t
(ξ, t) = −1
2
∂u2
∂ξ
(ξ, t), (10)
kar upoštevamo v drugem členu izraza (9). Po Leibnizovi formuli velja∫ γ(t)
a
∂u
∂t
(ξ, t)dξ = −1
2
∫ γ(t)
a
∂u2
∂ξ
(ξ, t)dξ = −1
2
(
u2(γ(t), t)− u2(a, t)) .
Z upoštevanjem, da na u(γ(t), t) gledamo kot na limito vrednost, ko se točki x = γ(t)
približujemo z leve, dobimo
∂
∂t
∫ γ(t)
a
u(ξ, t)dξ = u−(t)γ˙(t)− 1
2
(
u−(t)2 − u2(a, t)
)
. (11)
Nadaljujmo z izračunom
∂
∂t
∫ b
γ(t)
u(ξ, t)dξ.
Iz izreka 2.4 o odvajanju integrala s parametrom sledi
∂
∂t
∫ b
γ(t)
u(ξ, t)dξ = −u(γ(t), t)γ˙(t) +
∫ b
γ(t)
∂u
∂t
(ξ, t)dξ.
Na vrednost u(γ(t), t)) tokrat gledamo kot na vrednost v limiti, ko se točki x = γ(t)
bližamo z desne. Po predpostavki ta vrednost obstaja. Označimo jo z u+(t). V
drugem členu izraza ponovno upoštevamo zvezo (10), ki jo dobimo iz ohranitvenega
zakona. Tako dobimo
∂
∂t
∫ b
γ(t)
u(ξ, t)dξ = −u+(t)γ˙(t)− 1
2
∫ b
γ(t)
∂
∂ξ
(u2(ξ, t))dξ.
Z upoštevanjem Leibnizove formule in dejstva, da na u(γ(t), t) gledamo kot na limi-
tno vrednost, ko se točki x = γ(t) približujemo z desne, dobimo
∂
∂t
∫ b
γ(t)
u(ξ, t)dξ = −u+(t)γ˙(t)− 1
2
(
u2(b, t)− u+(t)2
)
. (12)
18
Prepišimo enačbo (8) v
∂
∂t
∫ γ(t)
a
u(ξ, t)dξ +
∂
∂t
∫ b
γ(t)
u(ξ, t)dξ +
1
2
(
u2(b, t)− u2(a, t)) = 0.
Upoštevamo zvezi (11) in (12). Sledi
u−(t)γ˙(t)− 1
2
(
u−(t)2 − u2(a, t)
)
− u+(t)γ˙(t)
−1
2
(
u2(b, t)− u+(t)2
)
+
1
2
(
u2(b, t)− u2(a, t)) = 0.
Zgornji izraz poenostavimo v
u−(t)γ˙(t)− u+(t)γ˙(t)− 1
2
(
u−(t)2 − u+(t)2
)
= 0.
Izpostavimo skupni člen u−(t)− u+(t) in dobimo(
u−(t)− u+(t))(γ˙(t)− 1
2
(u−(t) + u+(t))
)
= 0.
Predpostavljamo, da sta vrednosti u−(t) in u+(t) različni, zato velja
γ˙(t)− 1
2
(
u−(t) + u+(t)
)
= 0
oziroma
γ˙(t) =
1
2
(
u−(t) + u+(t)
)
. 
Trditev 4.7 pove, da v kolikor iščemo rešitev Eulerjeve enačbe, ki ni zvezna le v
točkah oblike x = γ(t), povsod drugje pa je zvezno odvedljiva, se točka nezveznosti
pomika s hitrostjo, ki je enaka povprečju funkcijskih vrednosti na obeh staneh skoka.
Pogosto se uporablja izraz udarni val, ki je po definiciji množica točk, v katerih šibka
rešitev u(x, t) ni zvezna, kar se na grafu oziroma profilu rešitvene funkcije kaže kot
skok. Poskusimo zdaj s pomočjo dokazane trditve konstruirati rešitev Eulerjeve
enačbe pri danih začetnih pogojih.
Primer 4.8. Rešimo Eulerjevo enačbo ut + uux = 0 pri začetnem pogoju u(x, 0) =
f(x), kjer je f podan kot
f(x) =
{
a, če je x < 0
b, če je x > 0 (13)
Predpostavimo najprej, da je a > b > 0. Funkcija f je torej padajoča. Pri obravnavi
primera 4.2 smo razmislili, da v primeru, ko je f padajoča, pride do sekanja projekcij
karakteristik. Rešitev po določenem času ni več dobro definirana, saj je po času tp
rešitvena funkcija večlična. Opomnimo, da je naš začetni pogoj že v obliki udarnega
vala, rešitvena funkcija torej ni zvezno odvedljiva že pri t = 0. Strogo gledano o
klasični rešitvi ne moremo govoriti, bomo pa v nadaljevanju konstruirali rešitev, ki
bo zvezno odvedljiva povsod, razen v točkah oblike x = γ(t). Ob času t bo torej
zgolj ena točka, v kateri rešitvena funkcija ne bo zvezna. Omenjen pogoj je izbran
zaradi preprostega razumevanja in nadaljnjega enostavnega, predvsem pa nazornega
prikaza konstrukcije šibke rešitve Eulerjeve enačbe. Naš namen je zgolj na kratko
predstaviti enega izmed možnih pristopov k reševanju problema, do katerega pride
zaradi sekanja projekcij karakteristik. V nadaljevanju se namreč posvetimo drugim
znanim fenomenom in enačbam, kjer problemov z nezveznostjo rešitve nimamo.
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Konstruirajmo rešitev s pomočjo trditve 4.7. Točke, v katerih rešitvena funkcija
ni zvezna, so podane z enačbo x = γ(t). Ob predpostavki, da rešitvena funkcija
u zadošča ohranitvenemu zakonu v integralski obliki (6), smo izračunali, da iskana
krivulja γ(t) zadošča γ˙(t) = 1
2
(u−(t) + u+(t)), kjer smo z u−(t) in u+(t) označili
levo in desno limito, ko se ob času t, v smeri x, bližamo γ(t) z leve in z desne strani.
Slika 7. Projekcije karakteristik pri začetnem pogoju (13).
Vemo, da se vrednosti funkcije f prenesejo vzdolž projekcij karakteristik. Pri
obravnavi primera 4.2 smo utemeljili, da so projekcije karakteristik premice z enačbo
x = f(s)t + s. V našem primeru imajo projekcije karakteristik s pozitivno začetno
vrednostjo enačbo x = bt+s, projekcije karakteristik z negativno začetno vrednostjo
pa enačbo x = at + s. Ker je a > b, se ob času t projekcije karakteristik sekajo na
območju bt < x < at, kar lahko vidimo na sliki 7. Sklepamo, da je za t > 0 rešitev
večlična na območju bt < x < at.
Izračunajmo iskano krivuljo γ(t). Nastavimo γ˙(t) = 1
2
(u−(t) + u+(t)). V našem
primeru se zgornji izraz prevede v
γ˙(t) =
1
2
(a+ b).
Izraz integriramo po t in dobimo
γ(t) =
1
2
(a+ b) t+ C,
kjer je C integracijska konstanta. Iskane točke nezveznosti so x = γ(t). Iz začetnega
pogoja sledi γ(0) = 0, saj imamo ob času t = 0 v točki x = 0 skok. Dobimo
γ(t) =
1
2
(a+ b)t.
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Slika 8. Konstrukcija rešitve z udarnim valom.
Pišimo c = 1
2
(a + b). Rešitev s pomočjo udarnega vala ob času t dobimo na na-
slednji način. Ker imamo večlično rešitev ob času t le na območju bt < x < at,
vrednosti na projekcijah karakteristik izven tega območja ohranimo. Rešitev mo-
ramo torej definirati le na območju bt < x < at. Na območju bt < x < ct rešitev
nadaljujemo tako, da ohranimo vrednosti na grafu, po katerih se vzdolž x osi bli-
žamo točki x = ct z leve. V točki x = ct napravimo skok na vrednost, ki se ji po
grafu vzdolž x osi bližamo z desne, ko gre x proti x = ct. Rešitev na ct < x < at na-
daljujemo tako, da ohranimo vrednosti na grafu vzdlož osi x, po katerih se vrednosti
x = ct bližamo z desne. Grafično gledano si zgornji postopek predstavljamo, kot da
graf večlične funkcije ob času t prerežemo z navidezno navpično črto pri x = ct. Na
levi strani ohranimo vrednosti na grafu, po katerih smo se črti prereza bližali z leve,
na desni strani pa ohranimo vrednosti na grafu, po katerih smo se točki prereza bli-
žali z desne. Opisan postopek lahko vidimo na sliki 8. V našem primeru to pomeni,
da ob času t ohranimo vrednost a do točke x = ct, kjer napravimo skok na vrednost
b, katero ohranimo vzdolž x osi. Rešitev enačbe ut + uux = 0 pri začetnem pogoju
(13) s pomočjo udarnih valov se torej glasi
u(x, t) =
{
a, če je x < ct
b, če je x > ct
Slika 9. Rešitev Eulerjeve enačbe z udarnim valom.
Graf tako konstruirane rešitve z udarnim valom pri vrednostih a = 2 in b = 1
5
vidimo
na slikah 9 in 10. ♦
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Slika 10. Udarni val.
Primer 4.9. Ponovno rešimo Eulerjevo enačbo ut + uux = 0 pri začetnem pogoju
u(x, 0) = f(x), kjer je f definiran kot
f(x) =
{
a, če je x < 0
b, če je x > 0 (14)
Tokrat predpostavimo, da je 0 < a < b. Funkcija f je torej naraščajoča. Pri
obravnavi primera 4.2 smo razmislili, da v primeru, ko je začetni pogoj naraščajoča
funkcija, do sekanja projekcij karakteristik ne pride. Povedali smo, da so projekcije
karakteristik premice z enačbo x = f(s)t+ s. Pri reševanju primera 4.8 smo videli,
da so projekcije karakteristik, ki imajo začetno vrednost manjšo od 0, premice z
enačbo x = at+ s, projekcije karakteristik, ki imajo začetno vrednost večjo od 0, pa
premice z enačbo x = bt+s. Ker je a < b, do sekanja projekcij karakteristik tokrat ne
pride. Kljub temu naletimo na problem. Vemo, da se vrednosti funkcije f prenesejo
vzdolž projekcij karakteristik. Ker je a < b, ob času t na območju at < x < bt
projekcij karakteristik nimamo. Rešitev za t > 0 na območju at < x < bt tokrat ni
definirana, kar je razvidno iz slike 11.
Poleg rešitve s pomočjo udarnih valov bomo tokrat predstavili še eno izmed mo-
žnih rešitev. Rešitev s pomočjo udarnih valov poiščemo na podoben način kot v
primeru 4.8. Najprej izračunamo krivuljo γ(t), vzdolž katere rešitvena funkcija ne
bo zvezna. Začetni pogoj (14) se od začetnega pogoja (13) razlikuje le v predpo-
stavki, da je a < b, kar na izračun γ(t) nima nobenega vpliva. Krivuljo γ(t) torej
poiščemo z istim računom kot v primeru 4.8. Izračun pove, da so točke nezveznosti
v primeru rešitve s pomočjo udarnega vala oblike x = γ(t) = ct, kjer smo s c označili
1
2
(a+ b). Po analogiji z zgornjim primerom rešitev konstruiramo na naslednji način.
Vrednosti na projekcijah karakteristik izven območja at < x < bt ohranimo, saj se
izven tega območja projekcije karakteristik ne sekajo in je rešitev dobro definirana.
Na območju at < x < ct funkcijo definiramo kot nadaljevanje vrednosti, ki se ji ob
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Slika 11. Projekcije karakteristik pri začetnem pogoju (14).
času t = 0 bližamo, ko gremo z x proti 0 z leve. Tako imamo ob času t definirano
funkcijo na območju at < x < ct, kjer prej ni bila definirana. V točki x = ct ima
funkcija skok z vrednosti, ki se ji pri t = 0 bližamo z leve, ko gremo z x proti 0,
na vrednost, ki se ji pri t = 0 bližamo z desne, ko gremo z x proti 0. Na območju
ct < x < bt funkcijo definiramo kot nadaljevanje vrednosti, ki se ji pri t = 0 bližamo
z desne, ko gremo z x proti 0. Grafično si to s pomočjo slike 12 predstavljamo, kot
da grafu rešitvene funkcije dodamo navidezno navpično črto pri x = ct, vrednosti
na območju, kjer rešitev ni definirana, pa dobimo tako, da vrednosti na levi in desni
strani z vzporednico x osi povežemo z navidezno črto x = ct.
Slika 12. Delno nedefinirana rešitev in rešitev z udarnim valom.
V našem primeru to pomeni, da ob času t na območju x < ct definiramo vrednost
a. V točki x = ct ima rešitvena funkcija skok z vrednosti a na vrednost b, na
območju x > ct pa rešitvena funkcija ohrani vrednost b. Rešitev Eulerjeve enačbe s
pomočjo udarnih valov pri začetnem pogoju (14) se torej glasi
u(x, t) =
{
a, če je x < ct
b, če je x > ct (15)
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Pripadajoč graf rešitve pri parametrih a = 1
5
in b = 2 vidimo na slikah 13 in 14.
Slika 13. Nadaljevanje rešitve z udarnim valom.
Slika 14. Rešitev v obliki udarnega vala.
Oglejmo si še drugo možno rešitev. Rekli smo, da rešitvena funkcija ob času t
ni definirana na območju at < x < bt. Običajno želimo na območju, kjer rešitvena
funkcija ni definirana oziroma je tam večlična, rešitev definirati tako, da tudi tam
zadošča enačbi. V primeru rešitve z udarnim valom je bila rešitvena funkcija zvezno
odvedljiva povsod, razen v točkah vzdolž krivulje x = γ(t). Ob času t je imela
funkcija le eno točko nezveznosti. Kako bi še lahko definirali rešitveno funkcijo?
Ponuja se možnost, da ob času t vrednosti v točkah x = at in x = bt povežemo
z linearno funkcijo. Linearna funkcija, ki povezuje vrednost a v točki x = at z
vrednostjo b v točki x = bt, je kar x
t
. Tako definirana rešitev zadošča Eulerjevi
enačbi ut+uux = 0 in je v točkah x = at in x = bt tudi zvezna. Seveda v teh točkah
ni odvedljiva. Natančneje, tako definirana rešitvena funkcija je zvezno odvedljiva
povsod, razen vzdolž krivulj x = at in x = bt. Opisana rešitev Eulerjeve enačbe pri
začetnem pogoju (14) se torej glasi
u(x, t) =
⎧⎨⎩ a, če je x < atxt , če je at ≤ x ≤ bt
b, če je x > bt
(16)
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Sliki 15 in 16 prikazujeta rešitev pri parametrih a = 1
5
in b = 2. ♦
Slika 15. Nadaljevanje rešitve z linearno funkcijo.
Slika 16. Rešitev z linearno funkcijo.
Na dejstvo, da je rešitev na območju, kjer ta ni definirana oziroma tam ni dobro
definirana, možno nadaljevati na različne načine, smo opozorili že v uvodu poglavja.
Nadaljevanje rešitve je zahtevna naloga. Postopek iskanja rešitve je zato odvisen
od primera do primera. Rešitev namreč običajno želimo poiskati v skladu z našimi
pričakovanji. Pogosto želimo, da rešitvena funkcija zadošča ohranitvenemu zakonu.
Običajno skušamo najti tako rešitveno funkcijo, ki tudi znotraj območja, kjer se
projekcije karakteristik sekajo, zadošča parcialni diferencialni enačbi. Zgoraj smo
navedli enega izmed možnih pristopov k iskanju rešitve s pomočjo ohranitvenega
zakona in udarnih valov. Bralec lahko več o teoriji reševanja s pomočjo udarnih valov
prebere v [6], kjer se avtor podrobno posveti številnim posameznim problemom.
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5. Burgersova enačba
Tekom dela smo videli, da nelinearni člen uux pri reševanju Eulerjeve enačbe z
metodo karakteristik povzroči težave v smislu dobre definiranosti globalne rešitve.
V nadaljevanju si bomo ogledali, kaj se zgodi z rešljivostjo enačbe, če enačbi na
desni strani dodamo člen kuxx, kjer je k pozitivna konstanta. Omenjena enačba
ut + uux = kuxx (17)
je Burgersova enačba in nosi ime po nizozemskem matematiku Johannesu Martinusu
Burgersu. Enačbo srečamo na številnih področjih fizike, kot so mehanika fluidov,
akustika in dinamika plinov. Za razliko od prej omenjene Eulerjeve enačbe tu pro-
blema z dobro definiranostjo globalne rešitve ne bomo imeli. Razlog je v členu kuxx,
ki v fiziki običajno modelira dušenje ali širjenje neke fizikalne količine v prostoru.
Omenjeni člen nam omogoča, da enačbo (17) s pomočjo postopka, imenovanega
Hopf-Coleova transformacija, prevedemo na
ut = kuxx. (18)
Zgornjo enačbo seveda prepoznamo. Gre za linearno toplotno enačbo, ki smo jo med
študijem dobro spoznali. Njeno rešitev smo izpeljali in podrobno obravnavnavali.
Naš namen v nadaljevanju bo rešiti Burgersovo enačbo na območju t ≥ 0. Kot
vidimo, bo toplotna enačba pri tem igrala pomembno vlogo. Kljub temu analize in
izpeljave rešitve ne bomo ponavljali. V nadaljevanju enačbo zato zgolj na kratko
predstavimo, navedemo njeno rešitev in ostala dejstva, ki smo jih med študijem
spoznali. Bralca, ki želi svoje znanje o toplotni enačbi obnoviti, seveda napotimo
na ustrezne strani v literaturi.
5.1. Toplotna enačba. Toplotna enačba (18) je parcialna diferencialna enačba
drugega reda, ki jo uvrščamo med parabolične parcialne diferencialne enačbe. Po-
vezuje odvod iskane funckije u po času z drugim odvodom funkcije u po prostorski
spremenljivki. Pri študiju prevajanja toplote funkcija u(x, t) predstavlja tempe-
raturo v točki x ob času t, enačba pa opisuje porazdelitev toplote po toplotnem
nosilcu. Pristop k reševanju toplotne enačbe je odvisen od intervala, na katerem
želimo enačbo rešiti. Klasičen pristop k reševanju na končnem intervalu je metoda
separacije spremenljivk, kjer rešitve iščemo v obliki u(x, t) = X(x)T (t). Problem
se prevede na reševanje lastnega problema za iskano funkcijo X(x). Burgersovo
enačbo bomo reševali na območju t ≥ 0, zato se spomnimo rešitve toplotne enačbe
na neskončnem intervalu, ki jo dobimo s pomočjo Fourierove transformacije. Rešitev
toplotne enačbe pri začetnem pogoju u(x, 0) = f(x) se glasi
u(x, t) =
1
2
√
πkt
∫ ∞
−∞
e−
(x−y)2
4kt f(y)dy. (19)
Rešitvena funkcija je torej konvolucija eksponentne funkcije, natančneje Gaussove
porazdelitvene funkcije, in začetnega pogoja. Nadaljnjo analizo rešitve nam je olaj-
šala eksponentna funkcija pod integralskim znakom. Ta je namreč neskončnokrat
zvezno odvedljiva, vsi njeni odvodi pa so omejeni. Od tod smo sklepali, da je re-
šitvena funkcija neskončnokrat zvezno odvedljiva, čim je začetni pogoj odsekoma
zvezna in omejena funkcija. Prav tako lahko vidimo, da bo rešitev toplotne enačbe
pozitivna, čim bo začetni pogoj pozitivna funkcija. Bralec lahko vsa navedena dej-
stva o toplotni enačbi, ki smo jih spoznali tekom študija, najde v članku [3, strani
24–27].
26
Primer 5.1. Rešimo toploto enačbo pri začetnem pogoju u(x, 0) = δ0(x). Gre za
klasičen primer, ki ga zasledimo v številnih matematičnih učbenikih. Kljub temu
ni tako preprost, kot se morda na prvi pogled sliši. Začetni pogoj δ0(x) namreč
označuje Diracovo delta funkcijo. Takoj moramo poudariti, da ne gre za funkcijo
v klasičnem smislu, ampak za posplošeno funkcijo. Običajno jo ohlapno definiramo
kot
δ0(x) =
{ ∞, če je x = 0
0, če je x ̸= 0
pri čemer velja ∫ ∞
−∞
δ0(x)dx = 1.
Zgornjo definicijo moramo seveda jemati z zadržkom. Razlagamo si jo lahko v
naslednjem smislu.
Naj bo ϵ > 0. Imejmo družino gladkih funkcij {ϕϵ}ϵ, za katere velja:
(1) ϕϵ(x) = 0 za x /∈ (−ϵ, ϵ) in ϕϵ(x) ≥ 0 za x ∈ (−ϵ, ϵ), za vsak ϵ.
(2)
∫∞
−∞ ϕϵ(x)dx = 1 za vsak ϵ.
Ta družina porodi Diracovo delta funkcijo. Utemeljimo. Naj bo g(x) poljubna
zvezna funkcija. Iz definicije funkcij ϕϵ(x) in izreka o povprečni vrednosti sledi∫ ∞
−∞
g(x)ϕϵ(x)dx =
∫ ϵ
−ϵ
g(x)ϕϵ(x)dx = g(x˜)
∫ ϵ
−ϵ
ϕϵ(x)dx = g(x˜),
kjer je x˜ ∈ (−ϵ, ϵ). Od tod dobimo
lim
ϵ→0
∫ ∞
−∞
g(x)ϕϵ(x)dx = g(0). (20)
Predpis, ki funkciji g(x) priredi limϵ→0
∫∞
−∞ g(x)ϕϵ(x)dx, je torej linearen funkcional
na prostoru funkcij, ki g vsebuje. Konkretneje, gre za evalvacijski funkcional
g(x) ↦→ lim
ϵ→0
∫ ∞
−∞
g(x)ϕϵ(x)dx = g(0).
Mislimo si za trenutek, da limito v zgornjem izrazu lahko nesemo pod integralski
znak
lim
ϵ→0
∫ ∞
−∞
g(x)ϕϵ(x)dx =
∫ ∞
−∞
g(x) lim
ϵ→0
ϕϵ(x)dx = g(0). (21)
Matematični objekt limϵ→0 ϕϵ(x) označimo z δ0(x). Za tako definiran objekt torej
velja ∫ ∞
−∞
g(x)δ0(x)dx = g(0). (22)
Zgornji izraz matematično gledano seveda nima nobenega smisla. Limite v (21)
namreč ne smemo nesti pod integralski znak, saj limita limϵ→0 ϕϵ(x) v pravem funk-
cijskem smislu, kjer je limita funkcija, ne obstaja. Zapis (22) kljub temu pogosto
srečamo v literaturi. Razumeti ga moramo v smislu limite (20). Diracovo delta funk-
cijo si torej intuitivno predstavljamo kot limitni objekt, ki predstavlja evalvacijski
funkcional v smislu Rieszovega reprezentacijskega izreka.
Pravo definicijo Diracove delta funkcije postavi teorija distribucij, kjer na delta
funkcijo gledamo kot na funkcional na prostoru testnih funkcij. Kratek uvod v
teorijo distribucij, ki zgornje razmišlanje postavi na trdne matematične temelje,
lahko bralec najde v članku [3, strani 27–31].
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Spomnimo se rešitve toplotne enačbe pri danem začetnem pogoju. Zgornji raz-
mislek pove, da je rešitev linearne toplotne enačbe ut = kuxx pri začetnem pogoju
u(x, 0) = δ0(x) funkcija
u(x, t) =
1
2
√
πkt
e−
x2
4kt .
Izpeljano rešitev v literaturi pogosto najdemo pod imenom fundamentalna rešitev.
Predpis rešitve pove, da je rešitev pri izbranem času simetrična okoli koordinatne osi
u. To je jasno razvidno tudi iz slik 17 in 18, kjer vidimo graf fundamentalne rešitve
pri k = 1
4
. Prav tako hitro vidimo, da se ploščina pod grafom rešitvene funkcije
ohranja in je za vsak t > 0 enaka 1. Omenjeno dejstvo z uvedbo nove spremenljivke
s = x
2
√
kt
sledi iz znane formule
1√
π
∫ ∞
−∞
e−s
2
ds = 1. ♦
Slika 17. Profil fundamentalne rešitve pri izbranih časih.
Opomba 5.2. V nadaljevanju se bomo posvetili iskanju rešitve Burgersove enačbe
ut+uux = kuxx pri začetnem pogoju u(x, 0) = f(x). Ta pogoj pa ne bo popolnoma
poljuben. V uvodnem delu poglavja smo napovedali, da bomo Burgersovo enačbo s
pomočjo uvedbe novih spremenljivk prevedli na linearno toplotno enačbo. Rešitev
slednje smo izpeljali in jo zapisali v obliki konvolucije, natančneje
u(x, t) =
1
2
√
πkt
∫ ∞
−∞
e−
(x−y)2
4kt g(y)dy. (23)
Funkcija g seveda označuje začetni pogoj u(x, 0) = g(x), pri katerem toplotno enačbo
ut = kuxx rešujemo. Rešitev oziroma njena izpeljava nam namiguje, da se je smiselno
omejiti na začetne pogoje, pri katerih zgornji integral obstaja, torej konvergira.
Pogosto se zato omejimo kar na odsekoma zvezne in omejene funkcije. Morda se
ta omejitev sprva zdi stroga, a je tudi s fizikalnega stališča popolnoma smiselna.
Toplotna enačba namreč opisuje porazdelitev toplote po toplotnem nosilcu, naravni
začetni pogoji, ki jih običajno predpišemo, pa so v skladu z zgornjo omejitvijo.
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Slika 18. Fundamentalna rešitev toplotne enačbe.
Videli bomo, da bo rešitev Burgersove enačbe pri danem začetnem pogoju v tesni
povezavi s pozitivno rešitvijo toplotne enačbe pri ustrezno transformiranem zače-
tnem pogoju. Z računskega stališča bi si želeli, da integral (23) pri ustrezno trans-
formiranem začetnem pogoju obstaja. Tudi tokrat bo omejitev na odsekoma zvezne
in omejene funkcije zadostovala. Da ne bo naš razlog za omejitev le računske na-
rave, spomnimo, da Burgersova enačba prav tako modelira številne fizikalne pojave
v mehaniki fluidov in akustiki. Razlog za omejitev na odsekoma zvezne in omejene
funkcije je tudi tokrat s fizikalega stališča povsem naraven. V nadaljevanju se zaradi
omenjenih razlogov omejimo na začetne pogoje, kjer je dana funkcija odsekoma zve-
zna in omejena. Pogosto tega ne bomo več eksplicitno omenjali in če ne bo drugače
rečeno, smo to na tiho privzeli.
5.2. Hopf-Coleova transformacija. V uvodu poglavja smo zapisali, da Burger-
sova enačba ni linearna, jo pa lahko z ustrezno uvedbo novih spremenljivk pre-
vedemo na toplotno enačbo. Postopek prevedbe Burgersove enačbe na toplotno
enačbo z uvedbo novih spremeljivk imenujemo Hopf-Coleova transformacija. Ustre-
zno uvedbo spremenljivk, ki Burgersovo enačbo linearizira, sta sredi 20. stoletja
predstavila matematika Eberhard Hopf in Julian David Cole. Prevedbo Burgersove
enačbe na toplotno enačbo bomo spoznali v naslednjem izreku.
Izrek 5.3. Naj bo v(x, t) pozitivna rešitev toplotne enačbe vt = kvxx. Potem
u(x, t) =
∂
∂x
(−2k log v(x, t)) = −2kvx(x, t)
v(x, t)
reši Burgersovo enačbo ut + uux = kuxx.
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Dokaz. Definirajmo funkcijo
w(x, t) =
1
µ
log v(x, t), (24)
kjer je µ konstanta, različna od 0. Definicija je dobra, saj je po predpostavki v(x, t)
pozitivna rešitev toplotne enačbe. V razdelku o toplotni enačbi smo razmislili, da
lahko pozitivno rešitev toplotne enačbe zagotovimo s primerno izbranim začetnim
pogojem. Prav tako smo utemeljili, da je rešitev toplotne enačbe pri ustreznem
začetnem pogoju neskončnokrat zvezno odvedljiva za t > 0. To pomeni, da je tudi
w(x, t) neskončnokrat zvezno odvedljiva za t > 0. Rešimo enačbo (24) na v
v(x, t) = eµw(x,t). (25)
Zvezo (25) bomo vstavili v toplotno enačbo in dobili enačbo, ki ji w(x, t) zadošča.
Izračunajmo potrebne odvode
vt = µwte
µw,
vx = µwxe
µw,
vxx = µwxxe
µw + µ2w2xe
µw,
= µ(wxx + µw
2
x)e
µw.
Zgornje zveze vstavimo v toplotno enačbo vt = kvxx. Dobimo, da w zadošča enačbi
µwte
µw = kµ(wxx + µw
2
x)e
µw.
Funkcija eµw je povsod različna od nič, prav tako pa je tudi µ različen od 0, zato
lahko obe strani enačbe delimo z µeµw. Odpravimo oklepaje in dobimo
wt = kwxx + kµw
2
x. (26)
Enačbo (26) imenujemo potencialna Burgersova enačba. Odvajajmo jo po x
wtx = kwxxx + 2kµwxwxx. (27)
Definirajmo funkcijo u(x, t) kot
u =
∂w
∂x
. (28)
Vstavimo definirano zvezo v enačbo (26). Ker je w zvezno odvedljiva, so mešani
odvodi neodvisni od vrstnega reda odvajanja. Sledi
ut = kuxx + 2kµuux. (29)
Vzemimo µ = − 1
2k
. Enačba (29) se torej glasi
ut = kuxx − uux
oziroma
ut + uux = kuxx.
Pokazali smo, da tako definiran u zadošča Burgersovi enačbi. Preostane nam še, da
u izračunamo. Spomnimo se enačb (24) in (28). Računamo
∂w
∂x
(x, t) =
∂
∂x
(−2k log v(x, t)) = −2kvx(x, t)
v(x, t)
in zato
u(x, t) =
∂
∂x
(−2k log v(x, t)) = −2kvx(x, t)
v(x, t)
,
kar smo želeli pokazati. 
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Vzeli smo poljubno pozitivno rešitev toplotne enačbe, iz katere smo s Hopf-Coleovo
transformacijo dobili rešitev Burgersove enačbe. Ali lahko na ta način dobimo vse
rešitve Burgersove enačbe? Odgovor na to vprašanje nam da izrek 5.4, ki pove, da
vsako rešitev Burgersove enačbe dobimo iz neke pozitivne rešitve toplotne enačbe
s Hopf-Coleovo transformacijo. Preden izrek navedemo in dokažemo, opomnimo še
na dejstvo, da s tem, ko rečemo, da je u rešitev Burgersove enačbe ut+uux = kuxx,
že na tiho privzamemo, da je u vsaj dvakrat zvezno odvedljiva.
Izrek 5.4. Naj bo u(x, t) rešitev Burgersove enačbe ut+ uux = kuxx. Potem u(x, t)
dobimo iz neke pozitivne rešitve toplotne enačbe vt = kvxx s Hopf-Coleovo transfor-
macijo.
Dokaz. Definirajmo funkcijo
w˜(x, t) =
∫ x
a
u(ξ, t)dξ, (30)
kjer je a poljubna konstanta. Osnovni izrek analize nam zagotavlja, da velja
u =
∂w˜
∂x
. (31)
Funkcija u po predpostavki zadošča Burgersovi enačbi ut+uux = kuxx. Upoštevamo
zvezo (31) in dobimo
w˜xt + w˜xw˜xx = kw˜xxx.
Zgornjo enačbo prepišemo v
w˜xt +
1
2
(w˜2x)x = kw˜xxx.
Obe strani enačbe integriramo po spremenljivki x in dobimo
w˜t +
1
2
w˜2x = kw˜xx + f(t),
kjer je f(t) integracijska konstanta, ki je lahko odvisna od t. Zgornjo enačbo prepi-
šemo v
w˜t = −1
2
w˜2x + kw˜xx + f(t).
Spomnimo se potencialne Burgersove enačbe (26). Funkcija w˜ zadošča potencialni
Burgersovi enačbi w˜t = −12w˜2x + kw˜xx samo v primeru, ko je f ≡ 0. V nadaljeva-
nju želimo dobiti pozitivno rešitev toplotne enačbe, iz katere bomo s Hopf-Coleovo
transformacijo dobili funkcijo u, ki reši Burgersovo enačbo. Omenjeno rešitev bomo
zlahka dobili, če bomo našli potencial funkcije u, ki bo zadoščal potencialni Burger-
sovi enačbi. Potencial w˜ enačbi (26) v splošnem ne zadošča, zato definiramo nov
potencial funkcije u kot
w(x, t) = w˜(x, t)− F (t), (32)
kjer je F tak, da velja
F ′(t) = f(t).
Za tako definiran potencial w velja
wt = w˜t − F ′(t) = w˜t − f(t) =
(
−1
2
w˜2x + kw˜xx + f(t)
)
− f(t) = −1
2
w˜2x + kw˜xx.
Iz enačbe (32) sledi, da je wx = w˜x in wxx = w˜xx, kar nam da
wt = −1
2
w2x + kwxx. (33)
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Funkcija w(x, t) torej zadošča potencialni Burgersovi enačbi. Označimo µ = − 1
2k
.
Enačba (33) se torej glasi
wt = kµw
2
x + kwxx. (34)
Definirajmo funkcijo
v(x, t) = eµw(x,t). (35)
Očitno je v(x, t) pozitivna funkcija. Preverimo, da zadošča toplotni enačbi vt = kvxx.
Pomnožimo enačbo (34) na obeh straneh z µeµw. Dobimo
µwte
µw = kµ2w2xe
µw + µkwxxe
µw,
= kµ(µw2x + wxx)e
µw,
= kµ(wxx + µw
2
x)e
µw.
(36)
Izračunajmo odvode
vt = µwte
µw,
vx = µwxe
µw,
vxx = µwxxe
µw + µ2w2xe
µw,
= µ(wxx + µw
2
x)e
µw.
(37)
Iz (36) in (37) sledi, da v zadošča vt = kvxx. Funkcija v je torej iskana rešitev
toplotne enačbe. Po izreku 5.3 vemo, da vsaka pozitivna rešitev toplotne enačbe
porodi rešitev Burgersove enačbe. Dokaz tega izreka pove, da u res dobimo iz v s
Hopf-Coleovo transformacijo. 
Kako rešiti Burgersovo enačbo ut + uux = kuxx pri začetnem pogoju u(x, 0) =
f(x)? Pričakujemo, da si bomo pri reševanju lahko pomagali z izrekoma 5.3 in 5.4.
Spomnimo se dokaza izreka 5.4. Vzeli smo poljubno rešitev Burgersove enačbe in
ji priredili pozitivno rešitev toplotne enačbe. Prvotno rešitev Burgersove enačbe
smo nato iz konstruirane pozitivne rešitve toplotne enačbe dobili s Hopf-Coleovo
transformacijo. V dokazu izreka smo v definirali kot v(x, t) = eµw(x,t), kjer smo z µ
označili konstanto − 1
2k
. Preverili smo, da tako definirana funkcija zadošča toplotni
enačbi. Spomnimo se definicij funkcij w˜ (30) in w (32). Velja
w(x, 0) = w˜(x, 0)− F (0) =
∫ x
a
u(ξ, 0)dξ − F (0) =
∫ x
a
f(ξ)dξ − F (0).
Na zadnjem koraku smo upoštevali začetni pogoj u(x, 0) = f(x). Od tod
v(x, 0) = eµw(x,0) = eµ(
∫ x
a f(ξ)dξ−F (0)) = Ceµ
∫ x
a f(ξ)dξ, (38)
kjer smo s C označili e−µF (0). V razdelku o toplotni enačbi smo videli, da je rešitev
toplotne enačbe vt = kvxx pri začetnem pogoju v(x, 0) = g(x) enaka
v(x, t) =
1
2
√
πkt
∫ ∞
−∞
e−
(x−y)2
4kt g(y)dy. (39)
Če začetni pogoj g(x) nadomestimo s cg(x), kjer je c poljubna konstanta, je reši-
tev toplotne enačbe funkcija cv(x, t). Spomnimo se izreka 5.3, ki pravi, da rešitev
Burgersove enačbe dobimo iz pozitivne rešitve toplotne enačbe po formuli
u(x, t) = −2kvx(x, t)
v(x, t)
.
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Množenje funkcije v s konstanto očitno ne vpliva na pripadajočo rešitev Burgersove
enačbe, saj velja (cv(x, t))x = cvx(x, t). Še več, c je lahko funkcija časa, torej c = c(t).
Definirajmo
h(x) = eµ
∫ x
a f(ξ)dξ. (40)
Rešitev toplotne enačbe vt = kvxx pri začetnem pogoju h(x) = eµ
∫ x
a f(ξ)dξ se torej
glasi
v(x, t) =
1
2
√
πkt
∫ ∞
−∞
e−
(x−y)2
4kt h(y)dy. (41)
Privzeli smo, da je funkcija f odsekoma zvezna in omejena. Po osnovnem izreku
analize je funkcija h odsekoma odvedljiva in zato odsekoma zvezna. Nadalje velja⏐⏐⏐⏐∫ x
a
f(ξ)dξ
⏐⏐⏐⏐ ≤ ∫ x
a
|f(ξ)|dξ ≤
∫ x
a
Mdξ =Mx−Ma,
kjer smo zM označili konstanto, s katero je funkcija f po absolutni vrednosti navzgor
omejena. Funkcija h je torej odsekoma zvezna in na vsakem odseku, kjer je zvezna,
navzgor omejena z eksponentno funkcijo oblike Ae±Bx, kjer sta A in B ustrezni
pozitivni konstanti. V rešitvi (41) toplotne enačbe pri začetnem pogoju h je funkcija
pod integralskim znakom odsekoma zvezna in pri vsakem fiksnem x in t po absolutni
vrednosti navzgor omejena s funkcijo oblike Ce−(D−y)2 , kjer sta C in D ustrezni
konstanti. Integral v formuli (41) zato konvergira. Dokaz izreka 5.4 nam pove, da iz
tako definirane funkcije v s Hopf-Coleovo transformacijo dobimo točno u, s katerim
je bil v definiran. Pri tem je u iskana rešitev Burgersove enačbe. V našem primeru
torej vzamemo u, ki je rešitev Burgersove enačbe pri začetnem pogoju u(x, 0) = f(x).
Ta namreč obstaja, saj jo s Hopf-Coleovo transformacijo dobimo iz funkcije v, ki je
rešitev toplotne enačbe pri začetnem pogoju (38). Zgornji razmislek pove, da lahko
namesto začetnega pogoja (38) uporabimo kar začetni pogoj (40).
Iskana rešitev Burgersove enačbe ut + uux = kuxx pri začetnem pogoju u(x, 0) =
f(x) se torej glasi
u(x, t) = −2kvx(x, t)
v(x, t)
= −2k
∂
∂x
∫∞
−∞ e
− (x−y)2
4kt e−
1
2k
∫ y
a f(ξ)dξdy∫∞
−∞ e
− (x−y)2
4kt e−
1
2k
∫ y
a f(ξ)dξdy
. (42)
Spomnimo se primera 4.8, kjer smo reševali Eulerjevo enačbo ut + uux = 0 pri
začetnem pogoju v obliki udarnega vala. Rešitev, ki smo jo dobili z metodo karak-
teristik, ni bila dobro definirana na območju bt < x < at. S pomočjo ohranitvenega
zakona in udarnih valov smo rešitev ob času t nadaljevali v obliki udarnega vala, kar
se je na grafu videlo kot funkcija s skokom, ki s hitrostjo c = 1
2
(a+ b) potuje v dani
smeri. Oglejmo si, kako je z rešitvijo Burgersove enačbe pri istem začetnem pogoju.
Primer 5.5. Rešimo Burgersovo enačbo ut + uux = kuxx pri začetnem pogoju
u(x, 0) = f(x), kjer je f definiran kot
f(x) =
{
a, če je x < 0
b, če je x > 0 (43)
Predpostavimo, da je a > b > 0. Razmislili smo, da rešitev Burgersove enačbe
pri začetnem pogoju (43) dobimo s Hopf-Coleovo transformacijo iz rešitve toplotne
enačbe pri začetnem pogoju h(x) = e−
1
2k
∫ x
c f(ξ)dξ. Upoštevamo definicijo f in dobimo
predpis za funkcijo h
h(x) =
{
Ae−
ax
2k , če je x < 0
Be−
bx
2k , če je x > 0
(44)
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za neki pozitivni konstanti A in B. Tako definirana funkcija h je odsekoma zvezno
odvedljiva, ni pa omejena. Razmislimo torej nekoliko drugače. Spomnimo se splošne
rešitve toplotne enačbe pri začetnem pogoju h(x):
v(x, t) =
1
2
√
πkt
∫ ∞
−∞
e−
(x−y)2
4kt h(y)dy.
Razmislili smo, da množenje funkcije v s funkcijo spremenljivke t ne vpliva na Hopf-
Coleovo transformacijo, zato definiramo
v˜(x, t) = 2
√
πktv(x, t) =
∫ ∞
−∞
e−
(x−y)2
4kt h(y)dy.
Slika 19. Prerez rešitve pri izbranih časih.
Zgornji integral razpišemo na dva dela∫ ∞
−∞
e−
(x−y)2
4kt h(y)dy =
∫ 0
−∞
e−
(x−y)2
4kt h(y)dy +
∫ ∞
0
e−
(x−y)2
4kt h(y)dy.
Z upoštevanjem (44) dobimo
v˜(x, t) =
∫ 0
−∞
e−
(x−y)2
4kt Ae−
ay
2k dy +
∫ ∞
0
e−
(x−y)2
4kt Be−
by
2kdy.
Razmislili smo, da eksponentna funkcija e−
(x−y)2
4kt poskrbi za konvergenco zgornjih
dveh integralov.
Parcialni odvodi po x in t pod integralski znak doprinesejo le polinomske člene, kar
na konvergenco integrala ne vpliva, saj eksponentna funkcija pada hitreje kot vsak
polinom in tako poskrbi za konvergenco integrala. Zgornja integrala tako izpolnju-
jeta predpostavke izreka o odvajanju posplošenega integrala s parametrom, zato je
funkcija v˜ odvedljiva tako po x kot tudi po t. S pomočjo trditve 2.6 sklepamo to tudi
za vse nadaljnje odvode funkcije v˜. Tako dobimo, da je funkcija v˜ neskončnokrat
zvezno odvedljiva za t > 0. Pokazali smo, da rešitev Burgersove enačbe dobimo po
formuli (42). Ker je funkcija v˜ neskončnokrat zvezno odvedljiva, je neskončnokrat
zvezno odvedljiva tudi funkcija u, ki reši Burgersovo enačbo. Rešitev pri parametrih
a = 2, b = 1
5
in k = 1
4
vidimo na slikah 19 in 20. ♦
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Slika 20. Rešitev pri začetnem pogoju v obliki udarnega vala.
Primer 5.6. Rešimo Burgersovo enačbo ut + uux = kuxx pri začetnem pogoju
u(x, 0) = δ0(x). Računanje z Diracovo delta funkcijo smo že utemeljili v razdelku o
toplotni enačbi, zato le utemeljimo gladkost rešitve pri tem začetnem pogoju. Re-
šitev s Hopf-Coleovo transformacijo dobimo iz rešitve toplotne enačbe pri začetnem
pogoju h(x) = e−
1
2k
∫ x
a f(ξ)dξ. Konstanta a v eksponentu je poljubna in jo lahko zame-
njamo z −∞, če le integral v eksponentu obstaja v smislu posplošenega integrala.
Funkcija h(x) je torej enaka e−
1
2k
∫ x
−∞ δ0(ξ)dξ. Definicija Diracove delta funkcije pove,
da je ∫ x
−∞
δ0(ξ)dξ =
{
0, če je x < 0
1, če je x > 0
Od tod sklepamo, da za funkcijo h velja
h(x) =
{
1, če je x < 0
e−
1
2k , če je x > 0
Funkcija h je odsekoma zvezna in omejena, kar pomeni, da je rešitev toplotne
enačbe pri začetnem pogoju h(x) neskončnokrat zvezno odvedljiva za t > 0. Sledi, da
je tudi rešitev Burgersove enačbe pri začetnem pogoju δ0(x) neskončnokrat zvezno
odvedljiva za t > 0. Omenjeno rešitev pri k = 1
4
vidimo na slikah 21 in 22. Za
razliko od rešitve toplotne enačbe pri istem začetnem pogoju, rešitev Burgersove
enačbe zaradi nelinearnega člena uux ni simetrična glede na os u. ♦
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Slika 21. Profil rešitve Burgersove enačbe pri izbranih časih.
Slika 22. Rešitev Burgersove enačbe pri začetnem pogoju u(x, 0) = δ0(x).
6. Korteweg-deVriesova enačba
Delo smo začeli z obravnavo Eulerjeve enačbe ut+ uux = 0, kjer smo obravnavali
obstoj dobro definirane rešitve v odvisnosti od začetnega pogoja in enega izmed mo-
žnih pristopov k smiselnemu nadaljevanju dobro definirane rešitve. V nadaljevanju
smo Eulerjevi enačbi dodali člen kuxx in tako dobili Burgersovo enačbo. Člen kuxx,
ki v fiziki modelira dušenje ali širjenje snovi, nam je omogočil, da smo s pomočjo
Hopf-Coleove transformacije enačbo prevedli na toplotno enačbo in poiskali njeno
rešitev. V tem poglavju Eulerjevi enačbi dodamo člen uxxx. Tako dobimo slavno
Korteweg-deVriesovo enačbo
ut + uux + uxxx = 0, (45)
36
ki sta jo sredi 19. stoletja izpeljala nizozemski matematik Diederik Johannes Kor-
teweg in njegov študent Gustav de Vries. V fiziki jo pogosto najdemo kot model za
številne fizikalne pojave povezane z valovanjem, saj člen uxxx modelira disperzijo.
Gre za fizikalni pojav, pri katerem se valovi z različnimi valovnimi dolžinami gibljejo
z različno hitrostjo.
V nadaljevanju predstavimo rešitev enačbe za primer lokaliziranih potujočih valov,
ki jih je med prvimi opazoval britanski naravoslovec John Scott Russell. Rešitve
bomo iskali v obliki u(x, t) = v(x − ct). V uvodnih poglavjih smo spoznali, da to
predstavlja val, ki v nespremenjeni obliki s hitrostjo c potuje v dano smer. Pojem
lokaliziranosti bomo v matematičnem jeziku razumeli kot dejstvo, da gredo vrednosti
rešitvene funkcije in njenih odvodov pri fiksnem t proti 0, ko gremo z x proti ±∞.
Trditev 6.1. Naj bo u rešitev Korteweg-deVriesove enačbe (45). Predpostavimo, da
za funkcijo u velja
lim
x→±∞
u(x, t) = lim
x→±∞
ux(x, t) = lim
x→±∞
uxx(x, t) = 0. (46)
Potem so potujoči valovi, ki zadoščajo enačbi (45), oblike
v(x− ct) = 3c
ch2
(
1
2
√
c ((x− ct) + C)) ,
kjer je c > 0 in C poljubna konstanta.
Opomba 6.2. Predpostavka (46) zaradi zveze med u in v implicira
lim
x→±∞
v(x− ct) = lim
x→±∞
v′(x− ct) = lim
x→±∞
v′′(x− ct) = 0. (47)
Dokaz. Rešitev v obliki potujočih valov iščemo z nastavkom u(t, x) = v(x − ct).
Označimo z = x − ct. Z upoštevanjem zveze med u in v izračunamo odvode, ki
nastopajo v enačbi (45):
ut = −cv′,
ux = v
′,
uxx = v
′′,
uxxx = v
′′′.
Izračunane zveze vstavimo v enačbo (45) in dobimo
−cv′ + vv′ + v′′′ = 0,
kar prepišemo v
−cv′ + 1
2
(v2)′ + v′′′ = 0.
Zgornjo enačbo integriramo po z, da dobimo
−cv + 1
2
v2 + v′′ = A,
kjer smo z A označili integracijsko konstanto. Limita izraza na levi, ko gre x proti
±∞, je po (47) enaka 0, limita izraza na desni pa je enaka A. Sledi A = 0 in zato
−cv + 1
2
v2 + v′′ = 0.
Enačbo zdaj pomnožimo z v′
−cv′v + 1
2
v′v2 + v′v′′ = 0.
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Zlahka preverimo, da je
∂
∂z
(
−1
2
cv2 +
1
6
v3 +
1
2
(v′)2
)
= −cv′v + 1
2
v′v2 + v′v′′ = 0.
Levo in desno stran zgornjega izraza integriramo po z in dobimo
−1
2
cv2 +
1
6
v3 +
1
2
(v′)2 = B.
Zveza (47) nam pove, da je limita izraza na levi, ko gre x proti ±∞, enaka 0, limita
izraza na desni pa B. Sledi B = 0. Iskana funkcija v torej zadošča enačbi
−1
2
cv2 +
1
6
v3 +
1
2
(v′)2 = 0.
Zgornjo enačbo razrešimo na v′. Dobimo navadno diferencialno enačbo prvega reda
z ločljivimi spremenljivkami
v′ = v
√
c− v
3
,
ki jo znamo rešiti. Za potrebe računanja zgornjo enačbo zapišemo v obliki
dv
v
√
c− v
3
= dz.
Tako dobimo ∫
dv
v
√
c− v
3
= z + C.
V integral na levi uvedemo novo spremeljivko, u = c− v
3
, kar nam da∫
1
v
√
c− v
3
dv =
∫
1√
u(u− c)du.
Z uvedbo nove spremenljivke t =
√
u dobimo∫
1√
u(u− c)du = 2
∫
1
t2 − cdt.
V imenovalcu zgornjega integrala izpostavimo c
2
∫
1
t2 − cdt = 2
∫
− 1
c
(
1− t2
c
)dt = −2
c
∫
1
1− t2
c
dt.
V integral uvedemo novo spremenljivko s = it√
c
in dobimo
2
∫
1
t2 − cdt =
2i√
c
∫
1
s2 + 1
ds.
Zgornji integral znamo izračunati, saj je eden izmed elementarnih. Dobimo
2i√
c
∫
1
s2 + 1
ds =
2i√
c
arctg s.
Upoštevamo, da je s = it√
c
. Po trditvi 2.13 dobimo
2i√
c
arctg s =
2i√
c
arctg
(
it√
c
)
= − 2√
c
arth
(
t√
c
)
.
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Z upoštevanjem zvez t =
√
u in u = c− v
3
sledi
− 2√
c
arth
(
t√
c
)
= − 2√
c
arth
(√
u√
c
)
= − 2√
c
arth
(√
c− v
3√
c
)
.
Izračunali smo ∫
dv
v
√
c− v
3
= − 2√
c
arth
(√
c− v
3√
c
)
= z + C.
Preostane nam še izračun v. Izraz
− 2√
c
arth
(√
c− v
3√
c
)
= z + C
razrešimo na v in dobimo
v = 3c
(
1− th2
(
−1
2
√
c(z + C)
))
.
Z upoštevanjem zvez med hiperboličnimi funkcijami dobimo
v =
3c
ch2
(−1
2
√
c(z + C)
) ,
kar zaradi sodosti hiperboličnega kosinusa lahko prepišemo v
v =
3c
ch2
(
1
2
√
c(z + C)
) .
Upoštevamo, da smo označili z = x− ct in dobimo, da iskana funkcija v zadošča
v(x, t) =
3c
ch2
(
1
2
√
c ((x− ct) + C)) . (48)
Z vstavljanjem v enačbo (45) preverimo, da v res zadošča vt + vvx + vxxx = 0. 
Slika 23. Rešitev enačbe ut + uux + uxxx = 0 v obliki potujočega vala.
Vidimo lahko, da mora biti c večji od 0, če želimo govoriti o realni rešitvi. To
pomeni, da predpis (48) predstavlja potujoči val, ki se v nespremenjeni obliki s
hitrostjo c giblje v desno. Primer rešitve pri parametrih c = 1 in C = 0 vidimo na
slikah 23 in 24.
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Potrebno je izpostaviti, da je Korteweg-deVriesova enačba še vedno področje ak-
tivnega matematičnega raziskovanja. Zgornja rešitev za primer potujočih valov je
majhen, a pomemben korak k razumevanju rešitev te enačbe. Vsa nadaljnja globoka
in še zdaleč ne preprosta dejstva temeljijo na posplošitvi Fourierove transformacije
in Sturm-Liovillovi teoriji, kar naše znanje in obseg dela diplomskega seminarja pre-
sega. Spomnimo se raje izpeljane rešitve za primer potujočih valov. Predpis (48)
nam pove, da je amplituda potujočega vala enaka 3c. Prav tako lahko vidimo, da
je širina vala sorazmerna z 1√
c
. Sklepamo, da višji in ožji kot je val, hitreje potuje.
Enak razmislek pove, da nižji in širši val potuje počasneje.
Slika 24. Soliton.
Slika 25. Interakcija dveh solitonov.
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Omeniti velja, da rešitvam Korteweg-deVriesove enačbe v obliki potujočih valov
pravimo solitoni. Razlog za takšno poimenovanje je v interakciji dveh ali več solito-
nov med sabo. Za lažjo predstavo vzemimo le dva. Na sliki 25 vidimo primer, kjer
je večji in ožji soliton na levi, manjši in širši pa na desni. Razmislili smo, da višji
in ožji soliton potuje hitreje kot nižji in širši, zato ga ob nekem času dohiti. Takrat
med njima pride do zapletene nelinearne interakcije. Kljub temu po tem, ko sta spet
ločena, oba nadaljujeta svojo pot v isti smeri, z nespremenjeno hitrostjo. Razlika
je samo v faznem zamiku, kar pomeni, da solitona nista na mestu, kjer bi bila, če
do interakcije med njima ne bi prišlo, ampak sta zamaknjena za neko fazo v levo.
Matematična razlaga te interakcije zahteva zgoraj omenjena orodja in teorije, ki
presegajo naše znanje. Delo diplomskega seminarja zato v upanju, da nam je uspelo
bralcu na razumljiv način predstaviti in približati posamezne fenomene nelinearnih
enačb, s tem zanimivim dejstvom zaključujemo.
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