INTRODUCTION
Ultrasonic flaw detection in large grained materials is limited by the high level of coherent grain noise due to interfering and attenuating random scatterers that often Illasks the flaw signal, leading to difficulties in its detection. Several techniques have been developecl in the past to reduce grain noise and enhance flaw visibility. A nonlinear frequency diverse statistical filtering technique, also called split-spectrum processing (SSP), has been lIsee! to enhance flaw detection with considerable success [1, 2] . This technique is illllstratecl in Fig. I . The wideband input signal x(t), which in general consists of both the flaw signal anel thc grain noise, is first transformed into the frequency domain using the fast Fourier transfOIll1 (HT). The transformed signal spectrum is then split into N narrowband spectra in the freqllency domain using parallel bandpass filters. The narrowband spectra are then tranSf0lll1ccl back to the time domain using inverse Fourier transform and weighted by factors Wl to WN, where the weighting factors Wi are chosen such that the amplitude of each narrowband signal is normalized to unity. The N narrowband signals are subsequently processed using variolls linear and nonlinear operations. In this paper, we concentrate on the Order Statistic (OS) filter, and exarnine how the statistical characteristics of the narrowband signals (ie., SNR variations) affect the choice of processing order for the SSP technique. The order statistic filter is a discrete processor that operates on the N sampie vallIes corresponding to a time instant of the narrowband signals. These N values are ordered according to amplitude, and the output signal is obtained by choosing a certain rank r: rank = <1> rank= «N+ 1)/2> rank = <N> y(t) = minimum(lwl(t)Xj(t)l, 1W2(t)X2(t)l, ... IWN(t)XN(t)l) y(t) = median(lwj(t)xj(t)l, 1W2(t)X2(t)l, ... IWN(t)XN(t)I), N odd y(t) = maximum(lwj (t)Xj (t)l, 1W2(t)X2(t)l, ... IWN(t)XN(t)l) Considerable success has been reported in flaw visibility enhancement using the minimum rank detector [2] , while the maximum and median detectors have been used in other fields such as radar or image processing. In ultrasonic flaw detection, minimization was found to be more effective compared to higher orders for the case in which the flaw is stationary and present in all the narrowband signals. However, in practice, the flaw signal may not be present in sufficient strength in all the frequency bands due to the sensitivity of the flaw to frequency shifts and/or significant attenuation caused by grain scattering. Under these circumstances, the SNR of the narrowband signals will be highly dependent on frequency. Figures 2 (a) , (b) and (c) show three typical narrowband signals with high, medium and low SNRs, respectively . It is obvious that the best SNR enhancement is obtained by selecting the minimum order for nontarget locations, and maximum order for the target location. However, since in practice, the same order must be used for both hypotheses, the optimum order will reflect the best trade-off between flaw enhancement and grain noise suppression. In this work, the trade-off between flaw enhancement and grain noise suppression is examined under different SNR conditions for the narrowband signals. If the normalized narrowband signal eontains flaw target Sj(t) and additive grain noise nj(t), the SNR ean be defined as: SNR = ISj(to)1 (1) ~E{n~(t)} where i represents the ith narrowband signal and to the peak flaw loeation. The N narrowband signals are assumed to be independent, whieh is valid when the bandpass filters do not overlap.
For a normalized narrowband signal with high SNR, the largest echo eorrespond s to the flaw and will equal unity due to normalization. Note that in this ease, the noise amplitudes are distributed between 0 and aj, where aj is a eonstant smaller than unity . If the largest echo in the narrowband signal corresponds to noise, (low SNR ease), the peak amplitude ofthe flaw signal will be smaller than unity and the noise amplitudes will be distributed between 0 anel I. Since the amplitueles are bounded, the uniform distribution will be used as the statisticalmoelel for signal eharaeterization under both hypotheses. Therefore, for hypothesis Ho, i.e., when the statistieally independent ensemble data eorresponds to grain noise only, the amplitueles will be uniformly distributed between 0 and aj. For hypothesis Hl, i.e., when the ensemble el ata eorresponds to flaw signal plus grain noise, the amplitudes will be uniformly distributed between I-aj and 1. If the SNR of the narrowband ensemble (i.e., at a given time ins ta nt) is high, aj will be smalI, whereas ifthe SNR is low, aj will be closer to unity. Figures 3 (a) , (b) and (e) may be used to deseribe the noise and signal plus noise distributions for the data ensemble eorresponding to the narrowband signals with high, medium and low SNRs, respeetively.
For N independent, non-identieally distributed random variables, the probabiJity density funetion (pdf) for minimum order is given by [4] :
(2) j=! j=l,j#j while the pdf for maximum order is:
j=l j=l ,j#j where fj(w) is the pdf of the i-th narrowband signal and FjCw) is the eumulative distribut ion function (CDF) of the j-th narrowband signal.
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The pdfs for the orders in between the two extreme cases can also be obtained in a similar manner [4] . Since sufficient insight can be obtained by exarnining the minimum and the maximum orders, they will be studied in this paper in detail.
For hypothesis Ro, the pdf for the minimum order exists from 0 to al i.e., the smallest distribution width which is determined by the highest SNR narrowband signal. In contrast to this, the pdf for the maximum order extends from 0 to aN, the largest distribution width wh ich corresponds to the lowest SNR in the ensemble. In a complementary manner, for RI, the pdf of rninimization extends from I-aN to 1, the largest distribution width, which is determined by the lowest SNR narrowband signal, whereas for the maximum order, the pdf extends from laI to 1. The consequences of the pdfs is illustrated below with two numerical examples.
Example 1 presents a case where the individual narrowband signals have relatively high SNR. The input distribution (uniform) widths chosen are al= 0.16, a2= 0.32, a3= 0.48, (4= 0.64, a5= 0.8. Figures 4 (a) and (b) show the pdfs for both hypotheses for the minimum and maximum order, respectively. As discussed earlier, for the minimum order the pdf for Ho exists from 0 to 0.16, the smallest distribution width, whereas for the maximum order, the pdf extends from 0 to 0.8, the largest distribution width.Therefore, for Ho. the minimum order will select the high SNR band with relatively large probability, even iflow SNR bands are included. For Hl, the pdf for the minimum order exists from 0.2 to 1. There is no overlap between the two pdfs for values between 0.16 and 0.2, indicating a statisticall y error-free region. A similar analysis is true for the maximum order. Here, the pdf for Ho extends from 0 to 0.8, whereas the pdf for Rl exists from 0.84 to 1. For R 1, the maximum order will detect the flaw signal with greater probability, even if low SNR signals are present. Just as in the case of the minimum order, there is a region of no overlap from 0.8 to 0.84.
Based on the nature of the two sets of pdfs, it is seen that the minimum order provides very good grain noise suppression, but sometimes at the expense ofreducing the flaw amplitude. The maximum order, on the other hand sacrifices some noise suppression in order to enhance the flaw signal. The desired order cOITesponds to the best trade-off between the two. In practice, the received A-scan signal contains far greater number of time instants that cOITespond to hypothesis Ho than hypothesis Rl. Therefore, selecting a lower order will generally give lower eITor probability. If all the naITowband signals exhibit sufficiently high SNR, the minimum order will give the best SNR enhancement. However, as the SNR of the naITowband signals decreases, in general, the minimum order may not give the best result.
We now evaluate the pdfs for the case where some of the narrowband signals have relatively low SNR. The aj's have values of al= 0.2, a2= 0.4, a3= 0.6, (4= 0.8, a5= 1. Note that the a5= 1 case results in completely overlapped pdfs for the two hypotheses. Figure 5 shows the pdf of the minimum and the maximum order, respectively. From these figures, it is clear that significant overlap exists between the two pdfs (i.e., high prob ability of eITor) for both the minimum and the maximum orders. Hence, this suggests that choosing an order in between the two may be more effective when relatively low SNR bands are present.
EXPERIMENTAL RESUL TS
The experimental data was obtained from a stainless steel sample using a 5 MHz transducer. Figure 6 shows the received signal. It has been previously reported that the flaw echo generally occupies the lower frequencies of the transducer pass band compared to the grain noise [3] . The minimum order (r=l) provides the greatest grain noise suppression, but at the same time the flaw amplitude falls below the largest possible value of unity. For the maximum order (r=30), the flaw has unity amplitude but the grain noise reduction is lower compared to the minimum case. It is seen that the orders in between are also successful in detecting the flaw. However, the output signal exhibits more grain noise as the order increases. Thus, in the high SNR range, the minimum order gives the best SNR enhancement. Figure 8 shows the order statistic filter outputs for the wider spectral range of 0.10 -3.81 MHz, yielding 76 narrowband signals. This increased frequency range corresponds to larger number of low SNR bands. In this case, both the maximum (r = 76) and the minimum (r=l) fail to detect the flaw, whereas the fifth minimum order (r= 5) gives the best SNR enhancement. where T is the flaw location and P is the flaw width, and is set to zero otherwise. Figure 9 shows a plot of SNR vs. order as the spectral range is increased. It is c1ear that when the narrowband signals exhibit sufficiently high SNR (i.e., narrow spectral range) the minimum order provides best SNRE. As the SNR of the narrowband signal set decreases, (i.e,. the spectral range is increased) both the minimum and maximum orders fail to detect the flaw . In such cases, the best results are obtained for lower orders other than the minimum. These experimental results are in agreement with the previous theoretical discussion.
CONCLUSION
In general, the best SNR enhancement is obtained by selecting the minimum order for the non-target locations, and maximum order for the target location. Experimental results indicate that when all the narrowband signals exhibit sufficiently high SNR, the minimum order will give the best SNR enhancement. However, as the SNR of the narrowband signals decreases, best results are obtained for lower orders other than the minimum. Hence, se1ection of the spectral range is the most critical parameter in the performance of the order statistic filter.
