Abstract-Digital histology images are amenable to the application of convolutional neural network (CNN) for analysis due to the sheer size of pixel data present in them. CNNs are generally used for representation learning from small image patches (e.g. 224 × 224) extracted from digital histology images due to computational and memory constraints. However, this approach does not incorporate high-resolution contextual information in histology images. We propose a novel way to incorporate larger context by a context-aware neural network based on images with a dimension of 1, 792 × 1, 792 pixels. The proposed framework first encodes the local representation of a histology image into high dimensional features then aggregates the features by considering their spatial organization to make a final prediction. The proposed method is evaluated for colorectal cancer grading and breast cancer classification. A comprehensive analysis of some variants of the proposed method is presented. Our method outperformed the traditional patch-based approaches, problem-specific methods, and existing context-based methods quantitatively by a margin of 3.61%. Code and dataset related information is available at this link: https://tia-lab.github.io/Context-Aware-CNN
Convolutional neural networks (CNNs) have been widely used to achieve the state-of-the-art results for different histology image analysis tasks such as nuclei detection and classification [2] , [3] , [4] , metastasis detection [5] , [6] , [7] , tumor segmentation [8] and cancer grading [9] , [10] , [11] . Each task requires a different amount of contextual information, for instance, cell classification needs only high-resolution cell appearance along with little neighboring tissue whereas tumour detection and segmentation rely on a larger context covering multiple cells simultaneously. Due to tumour heterogeneity, cancer grading requires high-resolution cell information as well as the contextual spatial organization of cells in the tumour microenvironment (TME). Most existing CNN based methods applied to histology images follow a patch based approach to training different models tends to ignore contextual information due to memory constraints. Although these models are often trained on a large number of image patches extracted from histology images, often spatial relationships between neighbouring patches are ignored. Due to the lack of large contextual information, the inference is independent of underlying tissue architecture and it is performed based on the limited context captured by individual patches. This approach works well for problems where contextual information is relatively less important for prediction. However, contextual information becomes vital in problems where diagnostic decisions are made on the basis of underlying tissue architecture such as cancer grading.
In this paper, we consider colorectal cancer (CRC) grading to demonstrate the significance of context-aware CNNs in cancer histology image analysis. CRC is the fourth most common cause of cancer-related deaths worldwide [12] . The grade of CRC is determined by pathologists by collective analysis of individual cancer cells' abnormality and their spatial organization as distorted glandular structure in the histology image. Several studies on the prognostic significance of CRC adopted a two-tiered grading system to reduce the inter-observer variability [13] , [14] , merging the well and moderately differentiated glands into a low-grade tumor and classifying tissue with poorly and undifferentiated glands as a high-grade tumor. In this work, we consider diagnostic regions captured from CRC histology images containing enough context to reliably predict the cancer grade (see Figure 1) . We refer to them as visual fields in this paper as selected by an expert pathologist. A CNN based method for CRC grading requires a high-resolution view of cancer cells in the visual field along with the large contextual information to capture cell organization for accurate grading. We propose a novel framework for context-aware learning of histology images. The proposed framework first learns the local representation by a CNN (LR-CNN) and then aggregate the contextual information through a representation aggregation CNN (RA-CNN), as shown in Figure 2 . The proposed framework takes 1, 792 × 1, 792 input image which is 64 times larger than the standard patch classifier's input. The LR-CNN divides the input image into patches and converts them into high-dimensional feature vectors. These feature vectors are arranged in the form of a feature-cube using the same spatial arrangement in which the corresponding patches were extracted. This feature-cube is then fed into the RA-CNN to make predictions based on both high-resolution feature representation and spatial context. The proposed context-aware framework is flexible enough to incorporate any state-of-theart image classifier as LR-CNN for local representation learning with the RA-CNN. We present detailed results and that our proposed framework achieves superior performance over traditional patch-based approaches and existing context-aware methods. Moreover, the proposed framework also outperforms the problem specific methods for CRC grading. Our main contributions in this paper are as follows:
• We propose a novel framework for context-aware learning from large high-resolution input images e.g. 1, 792 × 1, 792 at 20× resolution.
• The proposed framework is highly flexible since it can leverage any state-of-the-art network design for local representation learning.
• We explore different context-aware learning and training strategies to enhance the framework's ability to learn the contextual information.
• We report comprehensive experiments (with 100+ network models) and comparisons to demonstrate the superiority of the proposed context-aware learning framework over traditional patch-based methods and existing context-aware learning methods.
II. RELATED WORK
Related work is divided into two subsections: methods related to context-aware learning and some problem specific methods on cancer grading.
A. Context-Aware Learning
In literature, various different approaches have been presented to incorporate the contextual information for the classification of histology images. Some researchers [15] , [16] , [17] used image down-sampling, a common practice followed in natural image classification, to capture the context from larger histology image. However, this approach is not suitable for problems where cell information is as important as the context. Adaptive patch sampling [18] and discriminative patch selection [19] from histology images is another way to integrate the sparse context. These methods are not capable of capturing small regions of interest at high resolution e.g. tumor cells and their local contextual arrangement. Some methods [20] , [21] , [22] , [6] leverage the multi-resolution nature of histology images and use multi-resolution based classifiers to capture context. These multi-resolution approaches only consider a small part of an image at high resolution and the remaining part at low resolutions to make a prediction. Therefore, these approaches lack the contextual information of cellular architecture at high resolution in a histology image.
Recently, some works [23] , [24] , [25] , [26] have used larger high-resolution patches to improve the segmentation of histology images. Zanjani et al. [25] and Li et al. [26] used a CNN based feature extractor followed by a Conditional Random Field (CRF) for context learning. Latter is end-to-end trainable with a patch size of 672 × 672, considerably smaller than the patch size used in our proposed method. Agarawalla et al. [23] and Kong et al. [24] used a 2D-LSTM instead of CRF to improve tumor segmentation. Some works [27] , [28] used larger patches at high resolution for the task of context-based classification. Koohbanani et al. [27] proposed a context-aware network for breast cancer classification. They used standard SVM to learn the context from the CNN based features of Table I for notations).
the patches extracted from a high-resolution image. Due to the nature of the final classifier, this work is only capable of capturing a limited context. Bejnordi et al. [28] proposed a similar approach for breast tissue classification. They trained their network in two steps. In the first step, they used a small patch size and in the second step, they fixed the weights of half of the network to feed a larger patch for training the remaining half of the network. Their network also suffers from a limited context problem as they managed to train a network with the largest patch size of 1, 024 × 1, 024 pixels with small batch size (10 patches). Sirinukunwattana et al. [29] presented a systematic comparison of different context-aware methods to highlight the importance of context-aware learning. As opposed to the aforementioned methods, our proposed method is different in a network design such that it is flexible enough to accommodate any state-of-the-art CNN based image classifiers for representation learning and a custom CNN based architecture for representation aggregation. The representation learning and aggregation are stacked together for contextaware learning with larger image size, 1, 792 × 1, 792 and a typical batch size of 64 images.
B. Problem Specific Method
A number of automated methods for objective grading of breast, prostate, and colorectal cancer [30] , [31] , [32] , [11] have been proposed in the literature. For instance, in [31] , [30] , [32] , a linear classifier is trained with handcrafted features based on the glandular morphology for prostate cancer grading.
Awan et al. [11] presented a method for two-tier CRC grading based on the extent of deviation of the gland from its normal shape (circular/elliptical). They proposed a novel Best Alignment Metric (BAM) for this purpose. As a pre-processing step, CNN based gland segmentation was performed, followed by the calculation of BAM for each gland. For every image, average BAM was considered as a feature along with two more features inspired by BAM values. In the end, an SVM classifier was trained using this feature set for CRC grading. Our proposed method differs from these existing methods in two ways. First, it does not depend on the intermediate step of gland segmentation making it independent of segmentation inaccuracies. Second, the proposed method is entirely based on a deep neural network which makes this framework independent of cancer type. Therefore, the proposed framework could be used for other context-based histology image analysis problems. In this regard, besides CRC grading, we have demonstrated the application of the proposed method for breast cancer classification.
III. THE PROPOSED METHOD
The proposed framework for context-aware grading consists of two stacked CNNs as shown in Fig 2. The first network, LR-CNN, converts the high-resolution information of an image into high dimensional feature-cube through patch based feature 
extraction. The second network, RA-CNN aggregates the learned representation in order to learn the spatial context from the feature-cube to make a prediction. We leverage the power of traditional patch classifiers to learn local representation from individual patches. However, we explore different network architectures for context block in RA-CNN for contextaware learning. Moreover, different training strategies are explored to build a powerful context-aware grading model. The following section explains each building block of the proposed framework in detail. The notation used to describe each building block is summarized in Table I .
A. Network Input
The input to our framework is an image (X k ) from a dataset,
. . K}, of large high resolution images which consists of K images with corresponding labels Y k ∈ {1, . . . , C} for classification into C classes and coarse patch level segmentation masks S k ∈ {1, . . . , C} for multitask learning. Each image is divided into M × N patches of same size where x k ij and y k ij represent the ij th patch of k th image and its corresponding label, respectively. We used a patch dataset, 
B. Local Representation Learning
First part of the proposed framework encodes an input image X k into a feature-cube F k . All the input images are processed through the LR-CNN in a patch based manner. The proposed framework is flexible enough to use any state-ofthe-art image classifier as a LR-CNN such as ResNet50 [33] , MobileNet [34] , Inception [35] , or Xception [36] . This flexibility also enables it to use pre-trained weights in case of a limited dataset. Moreover, it is possible to train the LR-CNN independently before plugging it into the proposed framework, enabling it to learn meaningful representation [37] which leads to early convergence of the context-aware learning part of the framework.
C. Feature Pooling
The spatial dimensions of the output feature f k ij of a patch x k ij may vary depending on the input patch dimensions and the network architecture for feature extraction. A global feature pooling layer is employed to get a similar dimensional feature vector for all variations of the proposed framework. Both average and max global pooling strategies are explored. After global pooling, features of all patches are rearranged in the same spatial order (M × N ) as extracted patches to construct the feature-cube F k for context-aware learning. The depth of the feature-cube depends on the choice of LR-CNN. For the sake of generality, we will represent the output of our LR-CNN as follows,
where F represents the fully convolutional part of the LR-CNN and acts as a feature extractor whereas X is the batch of images and F is the local feature representation of X after pooling L g p , which could be a global average or max pooling layer. The operator (→) provides the output of the preceding layer to the following layer and operator (•) represents the output of the preceding layer.
D. Feature Attention
As the input to the proposed framework has a relatively large spatial dimension, there may be some part of the image that may not have any significance for the prediction of image label. We introduce an attention block to give less weight to insignificant features and vice-versa. This attention block takes feature-cube as input and learns the weight of usefulness for each value in the feature-cube. Hadamard product is taken between the weights and input feature-cube to increase the impact of more important areas of an image in label prediction and vice-versa. The weighted feature-cube F is defined as:
where
and θ c represent the 1 × 1 convolution layer and its parameters, respectively. L s denotes the softmax layer and the operator ⊗ is used to represent Hadamard product.
E. Context Blocks
Since the LR-CNN is used to encode the important patchbased image representation into a feature-cube, therefore the main aim of the context block (CB) is to learn the spatial context within the feature cube. The CB learns the relation between the features of the image patches considering their spatial location. We propose three different CB architectures, each with different complexity and capability to capture the context information. First CB, B 1 (·), is comprised of a 3 × 3 convolution layer followed by ReLU activation and batch normalization. Second CB, B 2 (·), uses residual block [33] architecture with two different filter sizes. It consists of three convolution layers each followed by batch normalization and ReLU activation. The first and last layers are with 1 × 1 convolution filter to squeeze and expand the feature depth. The output feature-maps of the last layer are concatenated with the input features-maps which makes its final output. The B 2 (·) is defined as:
where L
is also used to average the local context information. The CB, B 3 , is defined as:
are the parameters of different convolution layers and θ B3 represents parameter of the whole context block for the sake of notational simplicity.
F. Representation Aggregation for Context Learning
The local representation tissue has been learned by the LR-CNN. Therefore, the task of spatial context learning from feature-cube is relatively less challenging as compared to context learning from the raw image. A cascaded set of three context blocks (C(·)) of the same type (B 1 ,B 2 , or B 3 ) is used in RA-CNN. These context blocks are explained in section III-E. The output of C(·) is followed by a global average pooling, a fully connected, and a softmax layer to make the final prediction in the required number of classes. The final prediction Y from the features of input images X is computed as:
where θ C and θ f represent the parameters of all context blocks and the fully connected layer in RA-CNN, respectively. The proposed framework is trained end-to-end with categorical cross-entropy loss based cost function L cls (·) which is defined as:
where Y 
G. Auxiliary Block
The proposed framework is designed for the classification of large input images. Therefore, the label of an input image may depend on a set of different primitive structures (such as glands) and their spatial organization. To exploit these primitive structures for better classification we proposed an auxiliary block which acts as patch based segmentation of the primitive structures in the input image. This will improve the convergence of proposed networks and also output the coarse patch based segmentation mask (S s ) along with image label (Y ). The segmentation masks (S ) of input images X from their features F is defined as:
where L 1×1 c is a convolution layer with θ c parameters. The addition of auxiliary block enables the proposes framework to learn in a multi-task setting, where the coarse segmentationmap guides the network to improve the individual patch based feature classification in addition to the prediction of the input image. This leads to a network with improved classification performance since it is minimizing both segmentation and classification loss simultaneously. The segmentation-map based loss function (L seg ) and joint loss function (L joint ) are defined as:
where α is a hyper-parameter which defines the contribution of both loss functions in the final loss. Similar to patch classifier, the loss function (L joint ) is minimized with RMSprop optimizer [38] .
H. Training Strategies
We trained the proposed framework in four different ways with varying ability to capture the spatial context. First, the proposed framework is trained without attention block and by minimizing the L cls (·) loss only. This configuration is represented by solid line blocks in Fig 2. Second, the same configuration as first but trained with a sample-based weighted loss function, L wgt (·), which give more weight to the image patches with relatively less region of interest (glandular region) as compared to the background. The weight of an image and L wgt (·) are defined as follow,
where R k roi and W k represent the ratio of the region of interest and weight of the k th image. The α is the ratio threshold, selected empirically as 0.10, sets the upper limit of an image weight. Third, multi-task learning based training with the help of an auxiliary block by using joint classification and segmentation loss, L joint . Last, training using the same joint loss but with attention-based feature-cube to amplify the contribution of more important features in the featurecube. The network configuration of this strategy is represented by both solid and dotted lines blocks in Fig 2. We termed these strategies as standard, weighted, auxiliary, and attention, respectively.
IV. DATASETS & PERFORMANCE MEASURES
In this section, we explain the dataset details used for training and evaluation of the proposed framework and metrics for performance evaluation.
A. Datasets
The proposed framework is evaluated on two different tissue types for two different tasks in order to demonstrate its capabilities. Our colorectal cancer dataset [11] is comprised of visual fields (refer as images for simplicity) extracted from colorectal histology images based on a two-tier [13] , [14] grading system. The CRC dataset consists of 139 images with an average size of 4, 548 × 7, 520 pixels obtained at 20× magnification. These images are classified into three different classes (normal, low grade, and high grade) based on the organization of glands in the images by the expert pathologist. We follow 3-fold cross validation for a fair comparison of the proposed method with the method presented in [11] . We extracted patches of two different sizes for the training of traditional patch classifiers (224×224 pixels) and our proposed framework (1, 792 × 1, 792 pixels). A detailed distribution of the patches is presented in table II. We introduced background class to handle the patches with no or little glandular regions. In breast cancer classification [39] , our goal is to classify the images into four different tissue sub-types namely normal, benign, in-situ, and invasive. We use exactly the same training, validation, and test splits as in [29] for a fair comparison of our proposed framework with the existing context-aware methods.
B. Performance Measures
We have used three metrics, the average accuracy, F1 score and Rank-sum measure for performance evaluation. The average accuracy refers to the percentage of images classified correctly, across the three folds. Rank-sum based evaluation metric is used to summarize the accuracy of different models trained using a specific setting in order to compare models trained with different context-blocks and LR-CNNs. Different colors are used to represent different rank for better illustrative visualization as shown in Table IV , V and VIII. The orange color indicates the best performing method whereas green, blue, yellow, and red colours indicate that the results are within 97.5%, 95%, 90%, and 85% of the best performing method, respectively. The rank for these colors are: orange = 1, green = 2, blue = 3, yellow = 4, red = 5, and no colour = 6. The lowest rank-sum shows the best performance.
V. EXPERIMENTS & RESULTS
The proposed framework is extensively evaluated and compared with existing approaches in three different categories, i.e. traditional patch based classifiers, existing context-aware approaches and domain oriented methods for CRC grading. The details of experimental evaluation are given in following subsections.
A. Experimental Setup
The CRC images are divided into patches of size 1, 792 × 1, 792, and the label of each patch is predicted using the proposed framework with a stride of 224 × 224. To avoid redundant processing of the same region, the input images are processed with LR-CNN to get representation features of each local region. Afterwards, RA-CNN is applied in a sliding window manner to aggregate local representation for contextaware predictions. Through this approach, we process the input image with a 64 times bigger context as compared to standard patch classifier, with only 10% additional processing time. The majority voting among predicted grades (normal, low grade and high grade) is used to obtain the final grade of an image. The performance of the different variants of the proposed framework is evaluated for the task of CRC grading to show its stability and superior performance over other methods. These variations include the use of four different state-of-the-art classifiers for local representation learning in LR-CNN; spatial dimensionality reduction through average and max-pooling; the usage of three different context-blocks in RA-CNN; and four different training strategies. By employing different combinations of above-mentioned variations, we trained around 100 models in total for each fold of CRC training dataset. Note that, all reported results for CRC grading are image based not patch based. The details of these combinations and their results are given in the following subsection.
B. LR-CNN based Classifiers
Four different LR-CNNs are trained using (ResNet50 [33] , Inception [35] , MobileNet [34] , and Xception [36] ) with patch size of 224 × 224 to get the baseline CRC grading results. The ResNet-50 [33] and Inception network are the winner of Image-Net [40] challenge in 2015 and 2016, respectively. MobileNet is a lightweight network with just 3 million parameters whereas Xception network uses separable convolutions which results in a significant reduction in computational complexity. The performance of these classifiers for CRC grading is reported in Table III . Although, the performance of all classifiers is comparable, MobileNet shows superior performance with highest mean accuracy. On the other hand, Xception classifier shows consistent performance across three folds with the lowest standard deviation (Std.). 
C. RA-CNN based Context-Aware Learning
We experimented with three context-blocks, B 1 , B 2 , and B 3 , to train three different variation of RA-CNN, which we termed as RA-CNN 1, RA-CNN 2, and RA-CNN 3. These three RA-CNN classifiers are trained separately with all four LRCNNs as explained in section III-F, hence giving 12 different combinations of the context-aware network. The rank-sum method is used to compare the CRC grading performance of these networks with each other and also with the LR-CNNs. The results in table IV, shows that context-aware networks achieve superior performance as compare to standard patch based classifiers (LR-CNNs). The RA-CNN 3 achieve the best Rank-sum (lowest) which shows its robustness across different representation learning networks. Other two context-aware networks also show comparable performance by remaining in the 97.5% of the best performer. 
D. Local Representation Robustness
We also conducted different experiments to analyze the robustness of local representation learned by different LR-CNNs. These LR-CNNs are used in combination with different RACNNs for context learning along with different feature pooling strategies. Each LR-CNN is used to training three RA-CNNs with both global average and global max pooled feature-cubes. The table V compares the results using Rank-sum method. It can be observed that the Xception model turns-out as most robust feature extractor in LR-CNNs with the best rank-sum score of 8. Inception model shows comparable results to the best performer as its network design has significant overlap with Xception architecture. 
E. Training Strategies
We experimented with four different context related training strategies (Standard, Weighted, Auxiliary and Attention) to explored their impact on overall performance. The details of each training strategy are given in Section III-H. Table  VI shows the comparison of these training strategies for Xception based LR-CNN. Each entry in the table contains the average accuracy across three RA-CNNs for particular feature pooling (shown in rows) and the training strategies (in columns). Attention-based training shows the superior results for max-pooled features whereas standard training strategy achieves comparable performance for average-pooled features. However, auxiliary loss based training remains robust for both pooling types and achieves the best overall accuracy. More importantly, each model shows superior performance than the baseline LR-CNN classifier as shown in Fig. 3 . The graphical illustration of 24 experiments using the best performing LR-CNN is shown in Fig. 3 . The results obtained with different combinations of feature pooling type, the context blocks in RA-CNN and the training strategies used for the experiments are illustrated in the pie-chart format for better visual comparison. The accuracy obtained by Xception based LR-CNN is considered as the baseline for comparative analysis. Pie-charts for results with other LR-CNNs are given in supplementary material.
F. Comparative Evaluation
The proposed method is compared with both domain-based and other context-based methods. Awan et al. [11] presented a two-step problem specific method for CRC grading where the first step is deep learning based gland segmentation and in the second step the domain knowledge is exploited by computing the Best Alignment Metric (BAM) to capture the shape difference of CRC glands from their expected shape (shape of normal gland). They experimented with two different feature sets which we refer as BAM-1 and BAM-2 in this paper. BAM-1 comprises of average BAM and BAM entropy while BAM-2 comprises of an additional feature known as regularity index. Their method achieved good accuracy for binary classification, normal vs cancer, however, it lakes the robustness required for multi-class grading of CRC images (see Table VII ). Our best performing context-aware network, RA-CNN 3, with Xception based LR-CNN and attention based training method achieved superior performance as compared to the BAM based methods.
We also compared our method with a set of contextaware approaches explored in a systemic study on contextaware learning by Sirinukunwattana et al. [29] . Ten different approaches (A-J) were considered to capture contextual information. For a detailed description of these methods please see Figure 2 of [29] . It can be observed that these approaches have significant overlap with each other. some of these approaches differ only in term of input patch resolution, as some of these used shared weights for different networks. First four (A-D) approaches try to capture the context by down-sampling the high-resolution images at different magnification levels e.g. 20×, 10×, 5×, and 2.5×. Channel-wise concatenated four multi-resolution images as an input of a CNN are consider in approach E. However, approaches F and I concatenate the CNN features of four multi-resolution input images in vector form before prediction. The full image at 20× magnification is used as an input in approach H. This approach is not feasible in case of an image with very large spatial dimensions due to memory constraints. Approaches G and J use LSTM to capture the context from the CNN features of four multi-resolution input images. The code of method G is publicly available by the authors of [29] and we use that code to retrain the LSTM based method on CRC dataset for a fair comparison. Our method outperformed their context-aware method [29] as well for both binary and three-class CRC grading (Table VII) .
Visual comparison of best performing patch classifier, Sirinukunwattana et al. (Context-G) and the proposed method on three different images with normal, low and high grades are shown in Figure 4 . Patch classifier's prediction is quite irregular for any given image due to the lake of contextual information. The predictions of Context-G are relatively smooth but it predicts the wrong label for the low-grade image which might be due to the use of a low-resolution image for context learning. However, the proposed method predictions are smooth and consistent with the ground truth labels.
We retrained our method on breast cancer dataset to make a direct comparison to all the context-aware approaches presented in [29] . Sirinukunwattana et al. used a customized network as feature extractor which contains 5 convolution layers with 4 × 4 filter and each layer followed by batch-norm and leaky-ReLU activation. To highlight the significance of RA-CNN, we adopted their network for LR-CNN and trained our RA-CNN 3 with standard training strategy in end-to-end training manner. Moreover, the same experimental setup (as in [29] ) has been used for retraining of our method such as datasplits and F1-score based Rank-sum evaluation metric. Table VIII presents the comparison of our proposed method with ten other context-aware approaches. Our method outperformed its counterpart methods with significant margin and achieved best rank-sum scored for breast cancer classification task as well. 
VI. CONCLUSION
In this paper, we present a novel context-aware deep neural network for cancer grading, which is able to incorporate 64 times larger context than standard CNN based patch classifiers. The proposed network is well-suited for CRC grading task which relies on recognizing abnormalities in glandular structures. These clinically significant structures vary in size and shape that cannot be captured efficiently with standard patch classifiers due to computational and memory constraints. The proposed context-aware network is comprised of two stacked CNNs. The first LR-CNN is used for learning the local representation of the histology image. The learned local representation is then aggregated considering its spatial pattern by RA-CNN. The proposed context-aware model is evaluated for CRC grading and breast cancer classification. A comprehensive analysis of different variations of the proposed model is presented and compared with existing approaches in the same evaluation setting. The qualitative and quantitative results demonstrate that our method outperformed the patch based classification methodologies, the domain-oriented techniques and existing context-based methods. This approached is suitable for cancer analysis which requires large contextual information in the histology images. This includes Gleason grading in prostate cancer and tumor growth pattern classification in lung cancer. Moreover, this approach can further be extended to perform downstream analysis at digital whole slide image level for patient survival analysis.
