Abstract-We propose a new declustering scheme for allocating uniform multidimensional data among parallel disks. The scheme, aimed at reducing disk access time for range queries, is based on Golden Ratio Sequences for two dimensions and Kronecker Sequences for higher dimensions. Using exhaustive simulation, we show that, in two dimensions, the worst-case (additive) deviation of the scheme from the optimal response time for any range query is one when the number of disks (M) is at most 22; its worst-case deviation is two when M 94; and its worst-case deviation is four when M 550. In two dimensions, we prove that whenever M is a Fibonacci number, the average performance of the scheme is within 14 percent of the (generally, unachievable) strictly optimal scheme and its worst-case response time is within a multiplicative factor three of the optimal response time for any query, and within a factor 1:5 of the optimal for large queries. We also present comprehensive simulation results, on two-dimensional as well as on higherdimensional data, that compare and demonstrate the advantages of our scheme over some recently proposed schemes in the literature.
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INTRODUCTION
I N the past decade, we have seen dramatic improvement in computer processor speed and storage capacity. This trend, coupled with the continuous decrease in hardware cost, has resulted in a proliferation of very large databases. A good example is NASA's Earth Science Enterprise projects, which are expected to receive terabytes of remote-sensed data daily from the satellites when in full operation [17] .
In contrast, improvement in disk access time has remained relatively flat due to the inherently slow disk seek operation. As a result, disk I/O is bound to be the bottleneck for many data-intensive applications. To cope with the I/O bottleneck, multidisk systems, coupled with a declustering scheme, are usually used. The idea is to distribute data blocks across multiple disk devices so that they can be retrieved in parallel (i.e., in parallel disk seek operations).
Many applications that adopt declustering schemes have to deal with multidimensional data. In this paper, we concentrate on multidimensional data organized as a uniform grid. In this format, each grid point corresponds to a data block, or "data tile," that is to be stored, without fragmentation, on one of the disks. Raster-spatial data are typically arranged in this format and can be found in applications such as remote-sensing and image databases [17] , [12] , [8] , [11] . An important class of queries in multidimensional data is range query. A range query requests a hyperrectangular subset of the multidimensional data space. As a result, all data tiles that overlap with the rectangle must be retrieved. In a multidisk system, the query response time is dominated by the access time of the disk that holds the most number of tiles in the query. Our goal is to design declustering schemes that minimize the query response time.
Various declustering schemes have been proposed for range queries, including those that are specifically devised for uniform data [13] , [19] , [14] , [33] , [29] , [30] , [21] , [16] , [6] , [7] , [2] , [31] , and those that work for both uniform and nonuniform data [15] , [23] , [27] , [5] .
In most of the prior work, performance is evaluated through simulation with randomly chosen grid and query sizes. One exception is [24] , which gives optimal response time for hypercube queries with certain sizes. In contrast, the two-dimensional scheme proposed in this paper (which appeared initially in [6] ), provides analytical guarantees on its overall query performance, when the number of disks is a Fibonacci number. Subsequently, four more schemes [7] , [2] , [31] , [10] have been proposed giving some form of analytical guarantees.
We propose a two-dimensional declustering scheme, GRS, based on the Golden Ratio Sequences [18] and a multidimensional declustering scheme based on the Kronecker Sequences [4] . (The multidimensional scheme is fundamentally different from and is a substantial improvement over the one proposed in [6] .) We present comprehensive simulation results, showing that our schemes perform favorably to some recently proposed schemes in the literature.
In addition, we give several analytical bounds on the performance of the two-dimensional scheme whenever M is a Fibonacci number. We prove that the average performance of GRS is within 14 percent of the strictly optimal scheme (which does not exist in general), and its worst-case response time is within a multiplicative factor three of the optimal response time for any query, and within a factor 1:5 of the optimal for large queries. (In [31] , we further proved that GRS is an asymptotically optimal scheme under the "worst-case additive deviation" metric.) While the proof of the analytical bounds are nontrivial, the scheme itself is very easy to describe, computationally efficient to implement, and has near optimal performance in practice.
For two-dimensional data, we also show by exhaustive simulation that GRS's worst-case (additive) deviation from the optimal response time for any query is one when the number of disks (M) is at most 22; its worst-case deviation is two for M 94; and its worst-case deviation is four for M 550.
The rest of the paper is organized as follows: In the next section, we formally define the declustering problem and the GRS declustering scheme for 2-dimensional data. We then review related work and describe the differences between GRS and these works. In Section 4, we provide the intuition behind the GRS scheme. In Section 5, we present analytical evidence to show that the 2-dimensional GRS declustering scheme has performance close to the optimal. The next section, Section 6, gives the simulation results comparing the GRS scheme with other declustering schemes in the literature. Finally, in Section 7, we show how to extend the GRS scheme to higher dimensions, based on Kronecker Sequences, and present supporting simulation data.
PROBLEM DEFINITION AND THE GRS SCHEME
Consider a data set organized as a d-dimensional grid with N 0 Â N 1 Â Á Á Á Â N dÀ1 tiles. Let ðx 0 ; x 1 ; . . . x dÀ1 Þ, 0 x i < N i , denote a tile (point) with coordinate x i in dimension i. Given M disks, a declustering scheme, s, assigns tile ðx 0 ; x 1 ; . . . x dÀ1 Þ to the disk numbered sðx 0 ; x 1 ; . . . x dÀ1 Þ. A range query retrieves a hyperrectangular set of tiles contained within the grid. We define the (nominal) response time of query Q under scheme s, RT ðs; QÞ, to be the maximum number of tiles from the query that get assigned to the same disk. Formally, let tile i ðs; QÞ represent the number of tiles in Q that get assigned to disk i under scheme s.
Then, RT ðs; QÞ ¼ max 0 i<M tile i ðs; QÞ. One may consider the unit of response time to be the average disk access time (including seek, rotational, and transfer time) to retrieve a data block. Thus, the notion of response time indicates the expected I/O delay for answering the query. The problem, therefore, is to devise a declustering scheme that would minimize the query response time.
An ideal declustering scheme would achieve, for each query Q, the optimal response time ORT ðQÞ ¼ djQj=Me,
where jQj is the number of tiles in Q. It is known [33] , [1] that such a scheme, historically referred to as the Strictly Optimal (SO) scheme, does not exist for two-dimensional data, except for a few stringent cases. It is also known [31] that any d-dimensional declustering scheme must have ðlog MÞ dÀ1 2 worst-case additive deviation from the optimal response time. For d ¼ 2, a stronger lower bound ðlog MÞ holds.
The Two-Dimensional GRS Declustering Scheme
The Golden Ratio Sequences (GRS) are highly regular sequences in which elements of certain sets are almost uniformly distributed. GRS sequences were developed in [18] and are based on an open addressing hashing method introduced in [20] . GRS sequences have also found applications in other optimization problems [3] . For declustering 2-dimensional data, our scheme has the property that the data points getting assigned to the same disk are selected based on the GRS sequence, thus ensuring that these points are well separated (the distance between the closest points is quite large). For any M, the algorithm for obtaining the golden ratio sequence and the GRSdeclustering scheme for M disks is shown in Fig. 1 . Intuition and details of the scheme, as well as its multidimensional extensions, will be discussed in later sections.
RELATED WORK
We review related work and describe the advantages of the GRS scheme over the schemes proposed in these work. 
Schemes without Analytical Guarantees
The Disk Modulo (DM) [13] , [22] and the Field Exclusive-Or (FX) [19] schemes are two of the earliest works on declustering. Both schemes were intended for "partial match" queries, a special case of range queries where the range on each dimension is either a single value or covers the entire domain (the latter must occur in at least one of the dimensions).
The Hilbert Curve Allocation Method (HCAM) [14] is a declustering scheme for range queries that is based on a space-filling curve. HCAM was shown to outperform DM and FX in general for range queries and gives comparable performance to a scheme based on error-correcting codes (ECC) [14] , which exists only for a few values of M and grid sizes.
Zhou et al. [33] proposed a scheme called Linear Allocation (LA) that maps point ðx; yÞ to disk x þ h Á y mod M, where h is a predetermined integer. They show that when M ¼ 8 and h ¼ 3, the LA scheme outperforms HCAM, DM, and random assignments, for range queries. The paper does not elaborate on how to find the best h for any given M.
In [29] , [30] , Prabhakar et al. generalized the LA scheme to multidimensions and proposed strategies to search for good h. The scheme, named Cyclic Declustering (CD), maps point ðx 0 ; x 1 ; . . . ; x dÀ1 Þ to disk
where h i , called skip values, are predetermined integers depending on M. Two heuristics were proposed to find good skip values for any given M. The first algorithm, GFIB, is based on Fibonacci numbers and the second algorithm, EXH, is based on an almost exhaustive search of the best skip values. The paper showed that both schemes outperform HCAM.
Our simulation results show that GRS outperforms GFIB and is comparable to EXH. The advantage of GRS over EXH is that GRS provides analytical guarantees, is easy to compute, and delivers at least comparable performance to EXH whenever we could evaluate EXH. Finally, an easy technique (as against a brute-force technique) provides better insight into a problem that may lead to further improvements. In the case of GRS, a search for regular sequences led us to a relationship to discrepancy theory and a whole class of asymptotically optimal schemes [31] .
It is difficult to even evaluate the EXH scheme for large M and d because of the brute-force search of the skip values. Determining the skip values of EXH takes OðM 2dÀ1 Þ time, 1 which makes it less desirable for large M and d. In three dimensions, it took more than six hours on a Sun SPARCstation-10 with 128MB memory to find the best skip values for EXH when M ¼ 70. In contrast, computing the GRS scheme in d dimensions takes OðdM log MÞ time, which translates into less than a second of CPU time for M as large as 1,000.
Schemes with (Limited) Analytical Guarantees
Subsequent to the first publication [6] of the GRS scheme described in this paper, a number of schemes with analytical guarantees have been proposed. Atallah and Prabhakar [2] gave a scheme that is defined only when M is a power of two. We will call this scheme the coloring scheme. In two dimensions, they guarantee that the response time of any query is at most Oðlog MÞ more than the optimal response time.
The GRS scheme we propose, unlike the coloring scheme, is defined for any number of disks. Simulation results also show that, in 2-dimension, GRS performs at least as well as, and, in 3-dimension, better than the coloring scheme (Sections 6 and 7). In a recent paper [31] , we were able to prove that, in 2-dimension, GRS matches the asymptotic Oðlog MÞ worst-case additive deviation guarantee of the coloring scheme for all values of M.
In [31] , Sinha et al. showed how to transform a class of placement schemes in discrepancy theory [25] into declustering schemes. This results in a class of asymptotically optimal 2-dimensional declustering schemes, and it is possible to (re)derive GRS using this technique.
In [7] , Bhatia et al. presented a hierarchical technique for building declustering schemes for large values of M based on (base) declustering schemes for small values of M. They proved that, for the 2-dimensional case, if one starts with "good" base schemes, then the resulting scheme is also "good." The performance of the hierarchically constructed scheme depends on the choice of base schemes.
Lo et al. [24] proposed a scheme called Generalized Multidimensional Data Allocation (GeMDA) for sharednothing, multiprocessor database systems. The scheme can be equivalently applied to multidisk systems. They showed by simulation that GeMDA outperforms DM and HCAM for range queries. They also proved that GeMDA is optimal for 1) partial-match queries when the sidelengths of the data grid equal M and for 2) any d-dimensional hypercube range query whose sidelength is b ffiffiffiffiffi M d p c À 1. GRS, in contrast, is also optimal for partial-match queries when the above condition holds. Indeed, any "permutation" declustering scheme (as defined in the beginning of Section 4), including GRS, GFIB, and DM, is optimal for partial-match queries when the grid sidelengths are multiples of M.
GRS does not guarantee optimality for queries of
. This is because GRS tries to achieve good performance for all possible queries, instead of focusing on queries of certain shapes or sizes. Our simulation results (Sections 6 and 7) show that GRS outperforms GeMDA under a workload of queries of all possible shapes and sizes.
Very recently, Chen and Cheng [10] described two schemes with proven asymptotic bounds on their performance for any dimensions. One scheme is defined only when M is a prime power and the other has its performance depend on the grid size. The actual performance of the schemes have not been evaluated. 1 . The implementation is optimized with a dynamic programming technique that evaluates all queries with an M d grid.
Schemes for Nonuniform Data
Any scheme for uniform data can be generalized to nonuniform data in a heuristic manner (see, e.g., [33] , [27] , [23] , and [5] ). However, the heuristic may result in poor disk space utilization due to data skewness and the analytical guarantees may not carry over to nonuniform data. There are schemes specifically designed to deal with nonuniform data. Several of them are based on graph theory techniques. Examples include [15] , [27] (based on minimum-spanning-trees/paths) and [23] (based on graph partition with max-cut). These schemes perform well for nonuniform data but usually bear a very high-computational cost. For uniform data, the graph-based schemes may not improve much upon the tiling-based schemes discussed above. Indeed, it was shown [23] , [21] that the graph-based max-cut scheme performs indiscriminately from the LA or GFIB schemes for uniform data. In light of the above and because our primary interest is in uniform data, we will not consider graph-based schemes in this paper.
INTUITION FOR THE GRS SCHEME
In this section, we will provide some intuition on why the GRS declustering scheme has a good performance. We will define a class of "permutation declustering schemes" which includes many earlier proposed declustering schemes. Using well-known results on golden ratio sequences, we will show that the GRS declustering scheme is nearly the best permutation declustering scheme.
The GRS declustering scheme is based on the GRS sequence, a permutation over f0; 1; 2; . . . M À 1g. In general, given a permutation over f0; 1; 2; . . . M À 1g, we can define the -declustering as mapping point ði; jÞ to disk ði À À1 ðj mod MÞÞ mod M. In geometric terms, a -declustering is constructed as follows:
. Number both the rows and columns of the given grid starting from f0; 1; 2; . . .g. . Decluster the subgrid consisting of first M rows and first M columns as follows:
Assign disk 0 to cells ð À1 ðjÞ; jÞ, for
That is, in row j of the subgrid, assign disk 0 to the column À1 ðjÞ.
-
Assign disk 1 to all cells immediately to the right of the cells with disk 0. Do this in a "wraparound" fashion so that if the rightmost column has a disk 0, then the first column receives disk 1. Fig . 2 shows the result of applying the GRS scheme to a 9 Â 9 grid. First, consider the 6 Â 6 subgrid at the southwest corner and focus on row 1. Since GRS À1 ð1Þ ¼ 4, column four receives disk 0. Column five receives disk 1, column zero receives disk 2, column one receives disk 3, and so on. Once we have fixed the declustering within the 6 Â 6 subgrid, we replicate this "pattern" to fill up the rest of the 9 Â 9 grid.
Using the above geometric construction, it is easy to conclude:
. In any row or column, the disk assignments for disk 0 are exactly M apart. The latter follows from the fact that is a permutation over f0; 1; 2; . . . M À 1g. . In any M by M grid, there is exactly one assignment of disk 0 per row or per column. This follows from the previous statement. . The performance of a -declustering can be assessed by only looking at the assignment pattern for disk 0, since any other disk has the same assignment pattern but for a linear transformation. Many of the earlier proposed declustering schemes are instances of permutation declustering scheme. For example, DM scheme [13] which maps ði; jÞ to ði þ jÞ mod M is a permutation scheme with ðjÞ ¼ Àj mod M (i.e., ¼ 0; M À 1; M À 2; . . . ; 1). Similarly, the cyclic declustering scheme [29] that maps ði; jÞ to ði þ h Á jÞ mod M is a permutation scheme with À1 ðjÞ ¼ ðÀh Á jÞ mod M, as long as h is relatively prime to M.
Fixing a permutation results in a specific declustering scheme. We are, of course, interested in a good choice of . It turns out that the performance of a -declustering scheme is closely related to the distribution of elements in . Definition 1. Let R be any interval (i.e., set of consecutive numbers) in f0; 1; 2; . . . ; M À 1g. R can be a "wrap-around" interval, e.g., ½M À 3; M À 2; M À 1; 0; 1. The gaps of R in are defined as follows: Mark the positions of elements of R in . For each of the jRj marked positions, count the number of elements to the next marked position. For the last marked position, compute its distance to the first marked position assuming that the sequence is cyclic. These jRj numbers are defined as the gaps of R in .
Just to give some intuition, the numbers in R will correspond to row indices (taken modulo M) of a range query. They will always form an interval because a range query consists of a set of consecutive rows. The reason for selecting an interval of length at most M is because our declustering schemes are a replication of an M Â M declustering pattern. For the most part, our descriptions and proofs will be for an M Â M grid.
Example 2. Following Example 1, where M ¼ 6 and ¼ GRSðMÞ, and consider the interval R ¼ f3; 4; 5; 0g. The elements of R are marked with "
Ã " in the table below. Their positions are f0; 1; 3; 5g and, therefore, the gaps are f1; 2; 2; 1g. It is easy to see that the sum of all the gaps is always equal to M.
The following theorem states that the response time of Q under a -declustering scheme can be characterized in terms of gaps of R in . Theorem 1. Consider a range query Q with r rows and c columns, where r; c M. Let R be the set of row-indices of Q, and let fg 1 ; g 2 ; . . . ; g r g be the set of gaps of R in . Sort the gaps in nondecreasing order so that g 1 g 2 Á Á Á g r . Then, the response time of Q under the -declustering scheme is no greater than one plus the maximum value of j such that
We give an example of the theorem before describing the proof.
Example 3. Consider the grid in Example 1 and a 4 Â 4 query Q that spans rows 3, 4, 5, 6 (thus, R ¼ f3; 4; 5; 0g) and columns 0, 1, 2, 3 (thus, c ¼ 4). From Example 2, we know that the sorted gaps for R are f1; 1; 2; 2g. Hence, the maximum value of j such that
It can be checked that the response time of Q, which is 3, is indeed within the bound given by the theorem, which is 1 þ "maximum value of j" ¼ 1 þ 3 ¼ 4.
We now give the proof.
Proof. Let the set of column-indices be
Because the -declustering scheme maps points ðx; yÞ and ðx mod M; y mod MÞ to the same disk, we can assume that all elements of R and C are between 0 and M À 1. Furthermore, to keep this intuitive explanation simple, we will ignore ceilings from all expressions. We will first derive an expression for the number of points in Q that get assigned to disk 0. A point in row y and column x is mapped to disk 0 iff x À À1 ðyÞ ¼ 0, i.e., ðxÞ ¼ y. In other words, column x in Q has some point mapped to disk 0 iff an element in R equals ðxÞ. So, the number of points in Q that get mapped to disk 0 is exactly the number of elements in R that equal ðxÞ for some column x in Q. That is, the number of points in Q mapped to disk zero is equal to the number of elements of R in positions fi; i þ 1; . . . ; i þ c À 1g of .
By
To get a geometric picture of these expressions, imagine sliding a window, left to right, of width r and length c over the r rows in the grid. At any position, the window spans the r rows and some c adjacent columns. For each position of the window, we count the number of occurrences of disk 0 in the window (as mentioned before disk assignment for any other disk is the same but for a linear transformation). A column x in this window has disk 0 on it iff ðx mod MÞ is in R.
Since RT ðQÞ is the max number of points that get assigned to the same disk, we conclude that RT ðQÞ is equal to the largest number of elements of R that appear in a window of length c in .
Because any two occurrences of elements from R are "gap" apart in , RT ðQÞ is no greater than one plus the largest number of gaps that sum to less than or equal to c. t u
What the theorem says is that in order to minimize the response time of Q, we want a permutation such that most of the gaps for Q are reasonably large. Of course, we want to ensure this for any Q, i.e., for all subintervals R of f0; 1; 2; . . . ; M À 1g. Because the sum of the gaps is equal to M, at least one gap has length less than or equal to We saw above that an "ideal" permutation results in an "ideal" declustering scheme. What we hope is to find a permutation whose behavior is close to this ideal behavior. It turns out that, when M is a Fibonacci number, the GRS sequence is very close to ideal.
Theorem 2 [18] . Let M ¼ F k , and GRSðMÞ be the Golden Ratio Sequence on f0; 1; . . . ; M À 1g. Then, for any (possibly wraparound) interval R (in f0; 1; . . . ; M À 1g) of length F i þ s, where 0 s F iÀ1 À 1, the gaps of R in GRSðMÞ are following: s gaps of length F kÀi each, F iÀ2 þ s gaps of length F kÀiþ1 each, and F iÀ1 À s gaps of length F kÀiþ2 each.
We saw above that an "ideal" permutation, where all the gaps are equal, results in an "ideal" declustering scheme. We will show later that GRS, where gaps are roughly within a factor of
FkÀiþ2
FkÀi 3 of each other, gives a response time within a multiplicative factor three of the optimal response time.
The following lemma follows directly from Theorems 1 and 2. 
(Please note that the first bound is larger than the second bound, which, in turn, is larger than the third bound. That is, we have better bounds for larger values of c.)
ANALYTICAL EVIDENCE OF THE GOODNESS OF GRS SCHEME
In this section, we present analytical results to show that, when M is a Fibonacci number, the GRS-declustering scheme has a very good behavior. We omit the proofs because of space limitation. RT ðQÞ denotes response time of Q under GRSðMÞ declustering scheme. Throughout this section, we assume that M ¼ F k . First, we give a worst-case bound on the response time of a query.
Theorem 3 (Worst-case bound). Let M be a Fibonacci number.
Then, the response time of any query Q is at most three times its optimal response time. If both dimensions of Q are at least M in length, then the response time of Q is at most 1:5 times its optimal response time. In general, if Q has r 1 M þ r 2 rows and c 1 M þ c 2 columns, where r 1 ; c 1 ! 1 and 0 r 2 ; c 2 < M. Then, the response time of Q is at most 1 þ 2 r1c1þ3 times its optimal response time.
Contrast this with a scheme like DM, where the worstcase ratio is
query, the optimal response time is one, but the response time under DM is ffiffiffiffiffi M p .) Next, we prove that the average response time of the GRS-declustering is within a factor of 1:14 of the optimal response time. There are several (equally reasonable) ways of defining average response time of a declustering scheme and how far it is from the optimal response time. For our analysis, we pick the following metric.
Definition 3. For any given dimension c Â r, we consider the highest response time of a c Â r query. Then, we sum these response times over all possible values of c and r. Similarly, we compute the sum of optimal response times for all these queries. The average multiplicative deviation from ORT of a declustering scheme is defined as the ratio of the two sums. Clearly, this metric is at least one and a good declustering scheme should have this metric close to one.
By selecting the highest response time (instead of average response time) among queries of a given dimension, we are slightly biasing the metric towards a worst-case deviation but this can only strengthen our performance results. In other words, we prove a strong guarantee even under this somewhat pessimistic average case performance metric.
Since we are averaging over the set of all possible queries, the average response time depends on the size and shape of the grid. We already know (from Theorem 3) that GRS is nearly optimal (even in a worst-case measure) for large queries (side-lengths ! M), so we are mainly interested in analyzing average performance of GRS over small and medium queries. Including larger queries will only improve the average response time. Based on the above observations, we set the grid size to M Â M and analyze the average response time of GRS scheme for all queries in this grid.
Theorem 4 (Average case bound). Let M be a Fibonacci number. Then, the average multiplicative deviation from ORT of the GRS scheme for an M Â M grid is at most 1:14.
PERFORMANCE EVALUATION: TWO DIMENSIONS
It has been shown that the cyclic declustering schemes (GFIB and EXH) [29] , [30] and the GeMDA scheme [24] outperform previously known schemes (including HCAM, DM, and FX). Therefore, in our presentation, we will only compare GRS to GFIB, EXH, GeMDA, and the coloring scheme [2] . Throughout the simulation, the number of disks varies from two to a few hundreds, reflecting the scale of state-of-the-art massive storage systems [26] .
Worst-Case Performance
First, we show that, in practice, GRS guarantees a response time that is very close to the optimal response time. Indeed, the response time of any query Q under GRS is at most ORT ðQÞ þ 4, when the number of disks is less than 550. Fixing a declustering scheme and M, we define the additive error (with respect to M disks) as
where Q is the (infinite) set of all range queries. We will use additive errors as the criterion for worst-case performance evaluation. For arbitrary declustering schemes, the additive errors could be unbounded (as we do not scope the size of Q in the above definition). Fortunately, a permutation scheme is defined by a permutation of length M so the scheme has enough symmetry to admit an OðM 4 Þ algorithm for computing EðMÞ [6] , [9] . We were able to obtain the additive errors for GRS and GFIB for up to 550 disks. Because of the longer computation time requirements of EXH and GeMDA, we only have results for up to 223 disks for EXH and for up to 90 disks for GeMDA. The results are presented in Fig. 3 , in which we plot the "cumulative" additive error: y ¼ max 2 M x EðMÞ. This results in step functions that can be better visualized than the original function y ¼ EðxÞ.
The figure shows that, for any query Q, GRS guarantees a response time within ORT ðQÞ þ 1 when M 22, ORT ðQÞ þ 2 when M 94, ORT ðQÞ þ 3 when M 391, and ORT ðQÞ þ 4 when M 550. In contrast, the additive errors of GeMDA and GFIB grow at a faster rate than GRS: GeMDA reaches nine when M ¼ 82 and GFIB reaches 11 when M ¼ 525. The additive error of EXH (for M 223) grows at an almost identical rate as that of GRS. However, unlike GRS, which is efficient to construct for large M, EXH is more expensive to obtain due to its search overhead.
Average Case Performance
Fixing M and a grid size, there are various ways to define "average performance" of a declustering scheme [29] , [30] , [21] . We will adopt the convention of measuring the ratio of the query response time to the optimal response time RT ðQÞ=ORT ðQÞ, averaged among all possible queries Q within a given grid. Fig. 4a compares the average performance of GRS, GeMDA, GFIB, and EXH for a 32 Â 32 grid. For better visualization, we plot GRS in a solid line and the other schemes in discrete data points. Also, we omit those points of GeMDA, GFIB, and EXH that have identical values to GRS (so the curve of GRS can be better observed without overlaps). The figure shows that GRS and EXH are comparable and give the best overall performance. The performance of GFIB is less stable, exhibiting many large deviations from those of EXH and GRS. The GeMDA is more stable than GFIB (i.e., without the occasional high "peaks") but has a slightly higher response time than GFIB in general. Fig. 4b compares the performance of the schemes for a 61 Â 28 grid (whose side lengths are unequal and not powers of two). The relative performance among the schemes remains similar to that of the 32 Â 32 grid.
To provide more insight into the above simulation results, Table 1 compares GRS to the other schemes in terms of frequencies of "wins" (out of all 125 different values of M) in the case of 32 Â 32 gird. The three numbers in each entry represent the frequency of wins, losses, and ties of GRS over the respective scheme. The table shows that GRS has much more wins than losses against GeMDA and GFIB and compares favorably to EXH.
We have also measured and compared the performance of the schemes using two other metrics with different average criteria: average by query area and average by query shape. The results are similar to the above patterns [6] , [9] .
Comparison to the Coloring Scheme
We compare GRS to the coloring scheme [2] in Tables 2  and 3 . The number of disks is set to a power of two, for which the coloring scheme is defined. The tables contain only those performance figures that can be computed in tractable time (the longest run has exceeded 150 hours). The worst-case performance (additive error) holds true regardless of the grid size; the average performance (ratio of RT ðQÞ=ORT ðQÞ) is computed based on a M Â M grid. It can be seen that, for all values of M where the results are available, GRS has an equal or better performance than the coloring scheme.
MULTIDIMENSIONAL DECLUSTERING
In this section, we describe extensions of the GRS scheme based on Kronecker Sequences for 3-dimension as well as for higher dimensions. The extended schemes are more robust and give much better performance than the hybrid approach initially proposed in [6] .
Three-Dimensional Scheme
The golden ratio sequence fig, i ¼ 0; 1; 2; . . . , where is the golden ratio and fxg stands for the fractional part of x, produces a sequence of numbers that are spread out very evenly between 0 and 1 (indeed, this holds true for any prefix of the sequence) [20] . This property can be used to construct a set of M points
that are "uniformly" distributed in the unit square ½0; 1 2 . If we scale up the square by multiplying each side length by M, we obtain M points that are uniformly distributed in a M Â M square. This is the basic idea behind the 2-dimensional GRS scheme, where we align these M points into grid tiles and assign them to disk zero.
The one-dimensional golden ratio sequence can be generalized, in a certain sense, to multidimensional ones called Kronecker sequences [4] . 
À1
2 are their inverse as defined before. Now, the question is how to choose 1 and 2 ? We already know that the golden ratio sequence results in good 2-dimensional declustering scheme (GRS). Analogically, we expect Kronecher sequences to result in good multidimensional declustering. Following this intuition, we may generate permutation k by substituting with k in Step 1 of Fig. 1 . One good choice of the Kronecker parameters k is the class of quadratic irrationalities, which are numbers of the form u þ ffiffi ffi v p (or its multiples), with u; v rational and ffiffi ffi v p irrationals [32] . However, no explicit values seem to be known for ð 1 ; . . . ; d Þ that will produce good d-dimensional Kronecker sequences. Nonetheless, it is natural to choose the values such that 1 and 1 ; . . . ; d are linearly independent over the rationals [25] .
In our 3-dimensional declustering scheme, we set 1 ¼ , as, in a certain sense, the golden ratio is the best value for 1 for one-dimensional Kronecker sequences [20] . Thus, 1 is the golden ratio permutation. To generate 2 , we simply use 2 ¼ 2 , we settle with the above choice, as it is obtained naturally by replacing 5 in the golden ratio with the next prime number 7 and gives good performance (to be shown later in this section).
Higher-Dimensional Scheme
One natural way to extend the 3-dimensional GRS scheme to higher dimensions is to map point ðx 0 ; x 1 ; . . . ; x dÀ1 Þ to disk
where permutation k , 1 k d À 1, is generated by substituting with some number k in Step 1 of Fig. 1 . Following the logic of the 3-dimensional GRS scheme, it seems reasonable to choose k ¼
1þ
ffiffiffi ffi p k p , where p k is the kth prime number after 3 (i.e., p 1 ¼ 5; p 2 ¼ 7; p 3 ¼ 11; etc.), so they are linearly independent over the rationals. This choice, unfortunately, has an adverse effect on the permutations: The permutations of the last dimensions could be identical. To see this, observe that k ¼
ffiffiffi ffi pk p is a decreasing function of k with its limit approaching zero. Let t, 1 t d À 1, be the smallest integer such that t 1 M . Then, for every t k d À 1, the sequence fi k g, i ¼ 0; 1; . . . ; M À 1, is monotonically increasing in the range ½0; 1. Since k is derived from sequence fi k g, it is not hard to check that, for all t k d À 1, k ¼ 0; 1; . . . ; M À 1. In other words, the last d À t dimensions are declustered as a Disk Modulo scheme [13] . This is undesirable as we know Disk Modulo gives poor performance for range queries [14] , [30] .
The problem can be easily fixed. Observe that the golden ratio ¼ we stay with the GRS scheme described in the previous section as it gives slightly better performance than the one defined here.
Performance Evaluation
In this section, we compare GRS to other schemes in higher dimensions based on a comprehensive set of simulations.
Comparison to Cyclic and GeMDA Schemes in Three Dimensions
Fig . 5a compares the performance of GRS, GeMDA, GFIB, and EXH for a 3-dimensional 32 Â 32 Â 32 grid. To save time, a set of 27,000 random queries were generated to compute the average response time ratio to ORT (instead of enumerating ðC shows that the normalized response time of GRS is much lower than that of GFIB for most values of M. The performance of GeMDA has improved from the 2-dimensional case and outperforms GFIB for most of the cases. GeMDA, however, still gives higher response time than GRS. GRS is competitive to EXH for M 70 (the differences are within 0:04). Furthermore, it gives decent performance for M > 70, for which EXH schemes are too costly to obtain. Fig. 5b observes the effect of unequal grid sidelengths, using a 32 Â 14 Â 9 grid. Again, it shows that GRS gives better performance than GFIB and GeMDA and is competitive to EXH when M 70 (the differences are within 0:05). Note that GeMDA seems to be sensitive to grid sidelengths, as its performance advantage over GFIB has diminished from Fig. 5a . Furthermore, GeMDA exhibits a periodic pattern: It performs best when M ¼ t d for some integer t (i.e., when M= 8, 27, 64,1 25, and 216 in this case). Between these values of M, its performance degraded as M increases. We have found that this behavior of GeMDA carries into higher dimensions.
Comparison to the Coloring Scheme in Three Dimensions
There are two different multidimensional versions of the coloring scheme, NEW1 and NEW2, proposed in [2] . NEW1 also has a variant that was not explicitly described in the paper [28] . We will call this third scheme NEW1-r. The NEW1 strategy requires M ¼ 2 ðdÀ1Þt , for some integer t. In three dimensions,
First, it colors the base plane z ¼ 0 The NEW2 strategy also requires M to be a power of two. First, it colors the base plane z ¼ 0 with the 2-dimensional coloring scheme, where the swapping is applied along the y direction. It then colors each x ¼ i plane, i ¼ 0; . . . ; x ¼ M À 1, using the same 2-dimensional coloring scheme, but this time the swapping is applied along the z direction (the bottom row, which has already been colored in the first step, is used as the initial row for the swapping). Table 4 compares the performance of GRS and the three coloring schemes, under various numbers of disks for which the coloring schemes are applicable. The experiment was conducted using a 32 Â 32 Â 32 grid and a set of 27,000 random queries. The numbers show that GRS performs better than the coloring schemes.
Indeed, NEW1 and NEW1-r do not always result in a "permutation" scheme; therefore, some row of length M may contain duplicate disks. This results in a maximum deviation from the optimal that is at least ð N ffiffiffiffi M p Þ for NEW1, and at least ð N M Þ for NEW1-r [9] , where N is the grid side length. NEW2 is a permutation scheme so its performance is closer to that of GRS than NEW1 and NEW1-r.
Comparison to Cyclic and GeMDA Schemes in Higher Dimensions
We compare GRS to the cyclic and GeMDA schemes for dimensions higher than three. The coloring scheme is not included for comparison as it performs even worse than GFIB for three and higher dimensions [2] , [28] . Fig. 6 compares the schemes for a 4-dimensional 14 Â 14 Â 13 Â 13 grid. The EXH scheme is available only for M 32 (due to its computation cost). As before, 27,000 random queries are evaluated. It shows that GRS outperforms GFIB and GeMDA in general, with an increasing margin over GFIB for larger M. GeMDA exhibits a periodical pattern similar to that seen in the 3-dimensional cases (Fig. 5) . , which has a very poor performance for range queries. Again, GRS outperforms GFIB in general and has a very close performance to EXH, with the differences within 0.04 for all M 32.
We have also conducted experiments to observe performance scalability of the schemes with increasing dimensionality (from 2 to 10) and number of disks (2 to 250). The results show that GRS scales better than GFIB and GeMDA [9] .
Results on Nonuniform Data
We consider the case described in [24] , where the tuples of a multiattribute table can be partitioned into a grid with variable cell sizes. Namely, the number of tuples and, thus, the number of disk pages, in each grid cell may vary. Also, in accordance with [24] , we assume all disk pages in a cell are assigned to the same disk as determined by the declustering scheme. 2 We have repeated the experiments described in [24] and found that GeMDA, GFIB, and GRS perform equally well under such setting (where a 3-dimensional grid with sidelengths equal to M is used). Here, in order to observe the performance difference among the schemes, we extend the experiments to a more general setting, with a wide range of number of disks and data skewness.
In the first experiment, we evaluate how the various schemes perform under a different number of disks. We use a 4-dimensional 14 Â 14 Â 13 Â 13 grid. The number of disk pages contained in each grid cell ranges between 1 and 10 2. The data granularity used in [24] is "tuples," rather than "disk pages." However, the performance metric in terms of parallelism remain independent of the data granularity.
3. Though the number of disk pages within each cell follows a uniform distribution, the projected data distribution over the entire grid is not a uniform distribution.
and is generated randomly. 3 The performance is averaged among 10,000 random queries for each run. Fig. 8a shows the results. Compared to Fig. 6 (on uniform data), we see that all schemes have degraded, but the relative performance remains similar.
Next, we evaluate the effect of data skewness. We vary the range of cell sizes, allowing each cell to contain between 1 and N disk pages, where N varies from 1, 10, 100, 1,000, to 10,000. The same 4-dimensional grid was used. We purposely set M ¼ 79, where the performance difference between GRS and both of GeMDA and GFIB is mostly pronounced. Fig. 8b shows the results. As data variance increases, the performance of all schemes deteriorate. However, they all seem to level off and approach a limit as the data variance grows.
The above results suggest that the performance of the schemes for nonuniform data are quite consistent with their nonuniform counterparts. We have to caution, however, that our definition of "nonuniform" data is rather restrictive. For example, it assumes that the sizes of the cells are drawn from independent, identical distributions (i.i.d.) and does not take into account the correlation between the attributes. Finally, we note that graph theory-based methods such as those proposed in [23] should provide better performance than grid-based schemes for nonuniform data, though they usually bear very high computation cost.
CONCLUSIONS
We propose a novel declustering scheme for range queries. This scheme is based on the insight that the data declustering problem can be mapped to the problem of finding regular sequences, a well-studied problem in the theoretical computer science literature. For two-dimension, our scheme is constructed based on the Golden Ratio Sequences. For higher dimensions, it is based on the Kronecker Sequences. Our simulation results show that our scheme outperforms the GFIB, GeMDA, and coloring schemes for 2-dimension as well as for higher dimensions, and has a comparable performance to the EXH scheme, but without the computational overhead needed for the EXH scheme. Our higher-dimension scheme can be computed efficiently and provides good performance for large numbers of disks and dimensions, where EXH could be infeasible to compute.
We also showed using simulation that, for 2-dimensional data, independent of grid and query size, the worst-case additive deviation of GRS from the optimal response time for any query is one when the number of disks (M) is at most 22; its worst-case deviation is two for M 94; and its worst-case deviation is four for M 550.
We give several analytical guarantees on the worst and average case performance of the 2-dimensional scheme whenever M is a Fibonacci number. In [31] , we proved that the 2-dimensional scheme is asymptotically optimal. The theoretical bounds of GRS for higher dimensions remain an open problem and requires more investigation. . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
