INTRODUCTION
Nowadays, variable structure control is among one of the most popular control techniques available due to its insensitiveness to matched disturbances and its finite-time convergence properties [26] . There are two stages of reduced order sliding mode control design: the definition of an appropriate sliding surface in order to guarantee a reduced-order sliding motion with prescribed dynamics, then the design of a control law to keep the system in the aforementioned motion [15] . This paper is concerned with the first stage. Its goal is to provide the sliding subspace to which the system states will be attracted. An appropriate construction of this subspace provides desired dynamics, disturbance rejection, optimal behavior, and robust stability in sliding mode.
On the other hand, in integral sliding mode control the size of the controlled system is augmented with a number of integrators connected to it, and then, it defines the sliding subspace for the augmented model, having its state as a concatenation of system states and integrator outputs. One of its important advantages is that a proper choice of integrator's initial conditions eliminates the reaching phase [17] .
Several works have appeared for sliding mode motion design, most of them based on transformations having a form which allows desired pole placement or quadratic cost function minimization [12, 13, 21] ; manipulation of the right eigenvector, spanning the sliding subspace in continuous- [7] and discrete-time case [6] ; closed-form formulas DOI: 10.14736/kyb-2014- based on the Ackermann's pole-placement procedure [2, 19] , and integral continuous control subspace design [27] as well as a closed form for discrete-time systems [1] . In [14] continuous-and discrete-time, both reduced and full order (integral) sliding subspace design are considered and solved through explicit formulas and algorithms; this paper reformulates these results under the linear matrix inequality (LMI) framework or in terms of bilinear matrix inequalities (BMI) when the first choice is not possible.
The LMI-based control field has had an impressive growth. Once a problem is stated in LMI terms, it can be efficiently solved by convex optimization techniques which are implemented in commercially available software [4] , making it possible to solve traditional control problems using a systematic design procedure with a software implementation; a similar outcome can be found for solving BMIs [22] . Linear parameter varying (LPV) as well as quasi-LPV control systems have been treated first under the LMI approach in [25] . Later, several authors made use of LMIs in sliding mode control: for pole placement under the sliding motion [3] , for first-order sliding surface design [8, 10] , for integral sliding surface design [5, 9] , for discrete-time sliding surface design [23] , for linear quadratic-based methods [18] , for simultaneous sliding surface and control law design [16] , for asymptotic high-order sliding mode control design [24] . This paper is organized as follows: Section 2 provides basic notation introduced first in [21] allowing to treat continuous-and discrete-time sliding subspace design in a single frame, both for reduced-and integral sliding control; this is followed by problem statements. Section 3 contains the main contribution of this paper: the use of the Finsler's lemma to obtain LMI conditions for reduced-order sliding subspace design and BMI conditions for integral (full) order one. Section 4 exemplifies the developed techniques. Finally, Section 5 draws some conclusions and perspectives.
PRELIMINARIES AND PROBLEM STATEMENT
Consider the following uncertain linear system:
where the operator δ represents either the differential operator d/dt in continuous-time models (thus δx =ẋ) or the forward shift operator in discrete-time models (i. e., δx = x(t + 1)) [21] , x(t) ∈ R n is the state vector,
x, u) with ρ(t, x, u) being a known function, and A ∈ R n×n , B ∈ R n×m are the nominal system matrices. Note that the uncertainty d(t, x, u) will play no role in designing the sliding surface; it is only included for completeness [16] .
In the sequel, a zero (0) inside a matrix will be a zero matrix block of appropriate dimensions; similarly, I will denote an identity matrix of appropriate size. For in-line expressions, an asterisk ( * ) represents the transpose of the terms on its left-hand side; inside a matrix, it denotes the transpose of its symmetric terms. For matrix expressions, symbols < and > stand for negative-and positive-definite relations, respectively; whereas ≺ and represent element-wise negative and positive relations, respectively.
The following assumptions are made:
A1) Matrix B is of full rank, i. e., rank B = m.
A2) The pair (A, B) is controllable.
Recalling the concept of equivalent control, a matrix K can be designed such that the closed-loop model
has some desired dynamic features; therefore, pole placement comes at hand. Since this paper presents a full LMI/BMI methodology, pole placement will be achieved under the same framework. To that end, let J be a diagonal matrix containing the n desired poles in its diagonal entries. The following lemma shows that pole assignment can be performed via LMIs: Remark 2.2. In the sequel, gain matrix K will be calculated as in the previous lemma as a first step leading to the sliding subspace design; it will be therefore assumed to be available.
Reduced-order sliding subspace design [14] : The following pair of equations defines the sliding mode that will be attained with a suitable switching type control law. Combining (2) and (3) leads to (4):
where C ∈ R m×n is a full-rank sliding subspace matrix. Assuming that A3) Matrix CB is full rank, i. e., rank(CB) = m, it can be shown from (4) that the equivalent feedback matrix is K = (CB) −1 CA. Problem statement 1: Find C such that the sliding mode dynamics (2) - (4) have the pole assignment given by K under assumptions A1 -A3.
Full-order (integral) sliding subspace design [14] : This approach is based on adding m integrators to the system (1), thus leading to the following equations which define the integral sliding mode scheme under an appropriate switching type control law. Note that (7) stems from (2), (5), and (6):
with sliding subspace matrices D ∈ R m×n and E ∈ R m×n , q being a parameter which equals to 1 for the discrete-time case and 0 for the continuous-time case.
Assuming that A4) Matrix DB is full rank, i. e., rank(DB) = m, it can be shown from (7) that the equivalent feedback matrix is K = (DB)
Equations (2) and (6) can be put together in the following matrix form:
Problem statement 2: Find D and E such that the sliding mode dynamics (2), (5) - (7) have the pole assignment given by K under assumptions A1, A2, and A4.
The following well-known matrix property will play an essential role in deriving the results presented in this paper:
Finsler's lemma [11] : Let x ∈ R n , Q = Q T ∈ R n×n , and R ∈ R m×n such that rank(R) < n; the following expressions are equivalent:
MAIN RESULTS
Consider the following quadratic Lyapunov funcion candidate:
Let P = C TP C. Then using (3), (11) can be rewritten as:
Theorem 3.1. (reduced-order continuous-time case) Assume A1 -A3 and δx = x. The sliding mode dynamics (2) - (4) have the pole assignment A − BK if the LMIs in the following conditions hold:
with
, and M ∈ R n×n being decision variables, and sliding subspace matrix given by C = P + 1 M . P r o o f . Omitting arguments when convenient, the time-derivative of (12) can be written as:V
Applying the Finsler's lemma in (10) with Q = P (A − BK) + ( * ) taken from (14) and R = C taken from restriction (3) leads to the following equivalent condition:
Considering H = P 1 ∈ R n×m and M = HC = P 1 C ∈ R n×n , the previous inequality yields
which is a sufficient LMI condition to guaranteeV < 0 under restriction Cx = 0 where decision variables are given by P , M , and sliding subspace matrix can be calculated from C = P + 1 M . In order to guarantee K = (CB) −1 CA, notice that:
The latter equality guarantees the existence of an arbitrarily small > 0 such that the second LMI in (13) holds, thus concluding the proof. 
, and M ∈ R n×n being decision variables, and sliding subspace matrix given by C = P For integral sliding subspace design, consider the same quadratic Lyapunov function candidate (11) . Taking into account the extended definition of the sliding surface in (5), this candidate Lyapunov function can be written as:
The next theorems state BMI conditions to solve the full order sliding subspace design; they are followed by 2-steps algorithms which allow to efficiently solve these BMIs. (5) - (7) have the pole assignment A − BK if the BMIs in the following conditions hold:
with P 11 ∈ R n×n , D, E, P 21 ∈ R m×n , H 1 ∈ R n×m , and P 22 , H 2 ∈ R m×m being decision variables. P r o o f . Positiveness of the Lyapunov function candidate in (17) is guaranteed by the second LMI in (18) .
The time-derivative of (17) can be written as:
Applying the Finsler's lemma in (10) with Q = P 11 ( * )
taken from (19) and R = [D I] taken from restriction (5) leads to the following equivalent condition:
where H 1 ∈ R n×m , H 2 ∈ R m×m are new free decision variables: this corresponds to the first LMI in (18) .
Finally, note that the third LMI in (18) allows to guarantee K = (DB) −1 (DA+E), since it implies the existence of an arbitrarily small > 0 guaranteeing D(A−BK)+E = 0.
Remark 3.4. Conditions in theorem 3.3 are BMIs; therefore it is suggested to solve them in two steps, as follows:
Step 1: Solve the first two LMIs in (18) for P 11 , P 21 , P 22 , H 1 , H 2 , and N 1 = P T 21 E,
Step 2: Take D (preserving N 1 and N 2 ) or E (preserving M 1 and M 2 ) from the previous step in order to solve all the LMIs in (18) . If D is chosen, the third LMI in (18) turns into:
otherwise, if E is chosen, the third LMI in (18) is rewritten as:
Theorem 3.5. (full-order discrete-time case) Assume A1, A2, A4, δx = x(t + 1), and δσ = σ(t+1). The sliding mode dynamics (2), (5) - (7) have the pole assignment A−BK if the BMIs in the following conditions hold:
with P 11 ∈ R n×n , D, E, P 21 ∈ R m×n , H 1 ∈ R n×m , and H 2 , P 22 ∈ R m×m , being decision variables. (17) is guaranteed by the second LMI in (21); its one-step variation is developed as follows:
P r o o f . Positiveness of the Lyapunov function candidate in
Applying the Finsler's lemma in (10) with
taken from (22) and R = [D I] taken from restriction (5) leads to the following equivalent condition:
where H 1 ∈ R n×m and H 2 ∈ R m×m are new free decision variables. By Schur complement, this inequality renders:
Pre-and post-multiplying the previous expression by I 0 0 P yields
which is equivalent to the first LMI in (21) . As in theorem 3.3, the third LMI in (21) guarantees K = (DB) −1 (DA + E − D), a requisite coming from (7) with q = 1.
Remark 3.6. Conditions in theorem 3.5 are BMIs. The two-step procedure in remark 3.4 can be adapted to solve them systematically.
Remark 3.7. Results in theorems 3.1 and 3.2 include those in [14] for reduced-order design as particular cases since they can be recovered from the second LMI in (13) and (16) (for the continuous-and discrete-time case, respectively) if CB = I. Similarly, integral full-order design in [14] can be obtained from theorems 3.3 and 3.5 if DB = I is assumed.
Remark 3.8. LQR design as in [14] can be used for controller design of matrix K without affecting the validity of the LMI results above; moreover, due to this LMI structure, additional constraints can be easily included (for instance, performance requirements such as those described in [4] ).
Some examples are provided in the next section to illustrate the effectiveness of the proposed approach.
EXAMPLES
In the sequel, the proposed methodology is applied to three plants already considered in the literature for sliding subspace design: a continuous and a discretized model of an aircraft in examples 4.1 and 4.2, respectively; an experimental furnace in 4.3; finally, a DC motor setup in 4.4. Applying theorem 3.1 for sliding subspace design of (23), the matrix C is designed using LMI conditions (13) . As a first step, gain K is obtained using LMI conditions in lemma 2.1 such that the system (A − BK) has eigenvalues in (−2.5894 + 
Consider a perturbed version of LTI model (23)
where d(t) = [2 + 2 sin(t) 2 cos(t) 0] T is a matched disturbance on the input. Applying the switching control law u = −10sign(Cx) to (25) T , results in Figure 1 arise. They show an important feature of the designed control law: it is able to remain insensitive to matched perturbations, thus accomplishing the task of remaining in the sliding subspace. It is important to stress that these results cannot be obtained with the techniques in [16] since the assigned poles are not all the same; they cannot be obtained with those in [14] either since CB = I. 
Applying theorem 3.5 for sliding subspace design for (26), matrices D and E can be found using LMI conditions in (21) Note that this solution is no longer subject to the restriction D = B + as in [14] ; moreover, since it concerns integral sliding design, the methodology in [16] no longer applies. T and σ(0) = −Dx(0). Note that the system already starts on the sliding surface, an advantage that comes with full-order sliding surface design. The two-dimensional output (given by the temperature and excess oxygen concentration) is chosen as the sliding surface.
Applying theorem 3.1 for sliding subspace design of (28), the matrix C is designed using LMI conditions (13) . As a first step, gain K is obtained using LMI conditions in lemma 2.1 such that the system (A − BK) has eigenvalues in (−2. Once a switching control law with a suitable gain is applied based on the previously designed sliding surface, the states remain in the sliding subspace thus designed. 
Considering the pole placement for the sliding motion at (−2.22 + 1.5i, −2.22 − 1.5i, −0.72) and via lemma 2.1, the following matrix K is found: K = 0.0586 −0.4830 −18.8326 .
Using LMI conditions (18) Applying the equivalent control law u eq = −(DB) −1 (DA + E) = −Kx to the LTI system (30) where (6) 
CONCLUSION AND PERSPECTIVES
A novel technique for sliding surface design based on linear and bilinear matrix inequalities has been presented. The proposed approach has been developed for reduced-and integral sliding mode, both for continuous-and discrete-time case in a single unified framework. The results thus offered prove to be more general and flexible than others recently appeared since the sliding motion is systematically designed via convex optimization techniques which are efficiently implemented by commercially available software. Examples are provided to illustrate the effectiveness of the proposed approach. 
