New, simple, proofs of soundness (every representable function lies in a given complexity class) for Elementary Affine Logic, LFPL and Soft Affine Logic are presented. The proofs are obtained by instantiating a semantic framework previously introduced by the authors and based on an innovative modification of realizability. The proof is a notable simplification on the original already semantic proof of soundness for the above mentioned logical systems and programming languages. A new result made possible by the semantic framework is the addition of polymorphism and a modality to LFPL, thus allowing for an internal definition of inductive datatypes. The methodology presented proceeds by assigning both abstract resource bounds in the form of elements from a resource monoid and resource-bounded computations to proofs (respectively, programs).
Introduction
Implicit computational complexity is an active research area lying in the intersection of logic and computer science whose goal is to characterize complexity classes as classes of functions or predicates definable in logical systems or lambda calculi. A question that has attracted particular interest in the last two decades is how to tame systems with higher order functions and recursion so as to capture small complexity classes, polynomial time in particular. At least three different principles have been used when characterizing complexity classes by languages with higher order functions, namely linear types [4, 15] , restricted modalities in the context of linear logic [12, 1, 20] and non-size-increasing computation [16] . Although related to each other, these systems have been studied with different, often unrelated methodologies and few results are known about their relative intensional expressive power. By intensional expressive power we mean the ability to represent natural algorithms as opposed to just extensionally capture classes of functions. We believe that this is one of the main reasons that there has been relatively little progress towards the main challenge in the field, namely finding systems capturing small complexity classes while being at the same time intensionally expressive.
In a recent paper [9] , the authors introduced a new semantic framework based upon an innovative modification of realizability. The main idea underlying the proposal consists in considering bounded-time algorithms as realizers instead of taking plain Turing Machines as is usually the case in realizability constructions. Bounds are expressed abstractly as elements of a resource monoid. Given a resource monoid M, the notions of a length space on M and of a morphism between length spaces (on M) can both be defined. Noticeably, this is a symmetric monoidal closed category, independently of M.
But our goal here is not limited to defining a new realizability model for certain logical systems or programming languages. Given a (logical or type) system L, we define a model for L by choosing a resource monoid which is both:
Quite remarkably, second order multiplicative affine logic (MAL) can be interpreted in the presented framework, independently on the underlying resource monoid. As a consequence, the flexibility requirement should only be checked for constructs which are not in MAL.
A logical system (or a programming language) is said to be sound with respect to a given complexity class iff the class of functions which can be represented in the logical system is included in the complexity class. In [9] , we presented proofs of soundness theorems for the following systems: Light Affine Logic (LAL, [1] ), Elementary Affine Logic (EAL, [6] ), LFPL [16] and Soft Affine Logic (SAL, [2] ). The one in [9] was the first entirely semantic proof of polytime soundness for light logics, providing a notable simplification on the original already semantic proof of polytime soundness for LFPL. On the other hand, the resource monoids for LAL, EAL and SAL were complicated compared to the one for LFPL. The latter was a functional monoid: elements of the carrier are pairs (n, f ), where n is a natural number and f is a function from natural numbers to natural numbers bounded by a polynomial. The first three were not functional models and, more importantly, their definition was complex; as a consequence, proof of soundness for LAL was relatively long and could not be presented in the extended abstract [9] .
In this paper, we introduce the semantic framework in full detail, together with concrete instances for EAL, SAL and LFPL. The three resource monoids are all functional. A companion paper by the authors [10] presents a new, simple, functional model for LAL.
Related work. Realizability has been used in connection with resource-bounded computation in several places. The most prominent is Cook and Urquhart's work [5] , where terms of a language called PV ω are used to realize formulas of bounded arithmetic. The contribution of that paper is related to ours in that realizability is used to show ''polytime soundness'' of a logic. There are important differences though. First, realizers in Cook and Urquhart [5] are typed and very closely related to the logic that is being realized. Second, the language of realizers PV ω are terms of the simply-typed lambda calculus (endowed with first order recursion) and is therefore useless for systems like LFPL or LAL. In contrast, we use untyped realizers and interpret types as certain partial equivalence relations on those. This links our work to the untyped realizability model HEO (due to Kreisel [19] ). This, in turn, has also been done by Crossley et al. [8] . There, however, one proves externally that untyped realizers (in this case of bounded arithmetic formulas) are polytime. In our work, and this happens for the first time, the untyped realizers are used to give meaning to the logic and obtain polytime soundness as a corollary. Thus, certain resource bounds are built into the untyped realizers by their very construction. Such a thing is not at all obvious, because untyped universes of realizers tend to be Turing complete, due to definability of fixed-point combinators. We get around this problem through our notion of a resource monoid and the addition of certain time bounds to Kleene applications of realizers. Indeed, we consider this the main innovation of our paper and hope that it proves useful elsewhere. Similar ideas were already present in some previous works by the second author [16, 14, 17] . The presented techniques, however, were designed with one particular system in mind and could not be easily adapted to other systems. Our presentation style is particularly similar to the one adopted in [17] .
A computational model
In this paper, we adopt the lambda calculus [3] as the language of realizers. More precisely, realizers will be closed values of the pure, untyped, weak and call-by-value lambda calculus. This section summarizes those properties of the calculus which will be relevant in the rest of the paper. For more information, one can consult a recent paper by the first author and Simone Martini [11] .
Φ(0s) = λx.λy.λz.xΦ(s) Φ(1s) = λx.λy.λz.yΦ(s).
In other words, Φ(s) is the lambda term corresponding to s in a numbering scheme attributed to Scott [23] .
Pairs can be easily encoded in the lambda calculus: given two realizers e and f , ⟨e, f ⟩ is simply the realizer g ≡ λx.xef . Observe that |⟨e, f ⟩| = |e| + |f | + cp, where cp is a constant not depending on e or f .
But what is the cost of computing the normal form of a lambda term (provided it exists)? For this purpose, we define a (ternary) relation ⊆ Λ × N × Λ. In the following, we will write M n N for (M, n, N) ∈ . The precise definition of follows:
It turns out that for every M, N, L such that L is the normal form of MN, there is exactly one integer n such that MN n L (a proof of this result can be found in [11] ). So, defining Time({M}(N)) to be just n is unambiguous. Moreover, the cost model induced by Time({·}(·)) is invariant (as shown in [11] ), i.e. the lambda calculus and Turing machines can simulate each other with a polynomial overhead. The properties of this computational model can be turned into an abstract definition. Any concrete computational model satisfying this definition is acceptable, provided the notion of cost induced by the computational model is polynomially invariant in the sense of [22] (otherwise one could prove non-realistic resource bounds in the semantics).
Length spaces
In this section, we introduce length spaces and study their properties. The length of any element of a length space will not necessarily be a number, but rather an element of certain commutative monoids called resource monoids. This generalization will give the necessary level of abstraction to capture many different systems without losing the possibility of deducing soundness from the definition of the model.
Resource monoids
A resource monoid is a quadruple M = (|M|, +, ≤, D) where: (i) (|M|, +) is a commutative monoid; in particular, there is an element 0 of |M| which is an identity for +.
(ii) ≤ is a pre-order on |M| which is compatible with +; (iii) D : {(α, β) ∈ |M| × |M| | α ≤ β} → N is a function such that for every α, β, γ
and, moreover, for every n ∈ N there is an α such that D(0, α) ≥ n.
Given a resource monoid M = (|M|, +, ≤, D), the function F : |M| → N is defined by the equation F (α) = D(0, α). We abbreviate σ + · · · + σ (n times) as n.σ . The value D(α, β) should be thought of as the distance between α and β. This way, F (α) is a measure of how big α is.
The intent of these axioms is as follows. We shall use elements of a resource monoid to bound (the size of) realizers and runtimes in the following way: an element ϕ bounds a realizer e if F (ϕ) ≥ |e| and, more importantly, whenever α bounds an input f to e, there must be a third element β ≤ ϕ + α bounding the result y = {e}(f ) and, most importantly, the runtime Time({e}(f )) of that computation must be bounded by D(β, ϕ + α). So, in a sense, we have the option of either producing a large output fast or to take a long time for a small output. The ''inverse triangular'' law above ensures that the composition of two algorithms bounded by ϕ 1 and ϕ 2 , respectively, can be bounded by ϕ 1 + ϕ 2 or a simple modification thereof. In particular, the contribution of the unknown intermediate result in a composition cancels out using that law. Another useful intuition is that D(α, β) behaves like the difference β − α, indeed, (β − α) + (γ − β) ≤ γ − α. 
Examples
We now give some examples of resource monoids. Please observe that the carrier of any resource monoid must be an infinite set: otherwise the axioms on D would not be satisfied because the range of D is bounded whenever |M| is finite.
As a consequence, the simplest resource monoid is maybe N = (N, +, ≤, D) where N is the set of natural numbers, + and ≤ have their usual meaning and D(n, m) is simply m − n. N can be easily proved to satisfy the axioms above: in particular,
The resource monoid N can be slightly generalized as follows: for every natural number
More interesting resource monoids can be constructed whose carrier contains functions on natural numbers, together with natural numbers themselves. Examples are the resource monoids E , S and M that will be introduced in the following sections. Elements of |S|, as an example, are pairs (n, f ) where n ∈ N and f : N → N is a non-decreasing function bounded by a polynomial.
The category of realizability interpretations
In our framework, types (formulas) will be interpreted as length spaces, while proofs will be interpreted as morphisms between length spaces.
A length space on a resource monoid M = (|M|, +, ≤, D) is a pair A = (|A|, A ), where |A| is a set and A ⊆ |M|×L ×|A| is a (infix) relation satisfying the following conditions:
Informally, α, e A a means that a is an element of |A| realized by e, itself majorized by α, i.e., F (α) ≥ |e|.
A morphism from length space A = (|A|, A ) to length space B = (|B|, B ) (on the same resource monoid M = (|M|, +, ≤, D)) is a function f : |A| → |B| such that there exist e ∈ L , ϕ ∈ |M| with F (ϕ) ≥ |e| and whenever α, d A a, there must be β such that the following four conditions hold:
We call e a realizer of f and ϕ a majorizer of f . The set of all morphisms from A to B is denoted as Morph(A, B) . If f is a morphism from A to B realized by e and majorized by ϕ, then we will write f : This allows one to accommodate linear time operations by padding the majorizer for the morphism. All the subsequent proofs go through with this alternative definition, at the expense of simplicity and ease of presentation.
Independently on the underlying resource monoid, length spaces form a symmetric monoidal closed category, as we are going to show.
Given two length spaces A = (|A|, A ) and B = (|B|, B ) on the same resource monoid M, we can build
The structure A ⊗ B is a well-defined length space due to the axioms on M.
Given A and B as above, we can build A B = (A ⇒ B, A B ) where A ⇒ B is the set of functions from A to B and e, α A B f iff f is a morphism from A to B realized by e and majorized by α.
Morphisms can be composed and composition is itself a morphism: and, again, the other conditions are satisfied. Putting them together, we get: 
Lemma 3 (Composition). Given length spaces A, B, C , there is a morphism
Proof. Let e id ≡ λx.x. {e id }(d) takes constant time, say at most p. Then, let ϕ id ∈ |M| be such that F (ϕ id ) ≥ p + |e id | (this can always be done). Now, let α,
This proves id to be a morphism realized by e id and majorized by ϕ id .
Let e swap ≡ λx.x(λy.λw.λz.zwy). {e swap }(⟨d, c⟩) takes constant time, say at most p. Then, let ϕ swap ∈ |M| be such that (a, b) . This implies e = ⟨d, c⟩ and α, ⟨c, d⟩ B⊗A (b, a). We can then apply the same argument as for id. In particular:
This proves swap to be a morphism realized by e swap and majorized by ϕ swap . We can verify assl to be a morphism exactly in the same way.
Let e eval ≡ λx.x(λy.λw.yw). We can easily verify that {e eval }(⟨d, c⟩) = {d}(c) and that {e eval }(⟨d, c⟩) takes constant overload time, say at most p. ϕ eval is chosen as to satisfy F (ϕ eval ) ≥ p. Let now α, e A⊗(A B) (a, f ). This means that e = ⟨d, c⟩ and there are β and γ such that
From γ , c A B f it follows that, by the definition of a morphism, there must be δ, h such that
As a consequence, eval is a morphism, too. Now, let e curry be the realizer λx.λy.λw.x(λz.zyw). First of all, there must be constants p, q, r, s, t such that, for each e, x, y, there are d and c x with
Let now γ , e A⊗B C f . We know that |d| ≤ |e| + q and Time({e curry }(e)) ≤ p. In order to prove that curry is indeed a morphism realized by e curry and majorized by µ + ξ + σ + θ + χ + η, it suffices to prove that
Let then α, x A a. There is c x such that c x = {d}(x), |c x | ≤ |e| + |x| + s and Time({d}(x)) ≤ r. In order to prove that λa.λb.f (a, b) is indeed a morphism realized by d and majorized by γ + µ + σ + θ + χ + η, it suffices to prove that
Moreover, we know that
This concludes the proof.
Length spaces can justify the usual rule for tensor as a map-former:
Lemma 5 (Tensor). Given length spaces A, B, C , there is a morphism
− → B and let e tens be the realizer λx.λy.y(λz.λq.(λy.λw.wyq)(xz)). There are constants p, q, r such that {e tens }(x) = y where |y| ≤ |x| + p and {y}(⟨z, w⟩) = ⟨{x}(z), w⟩; moreover, Time({e tens }(x)) ≤ q and Time({y}(⟨z, w⟩))
Identity, Cut and Weakening.
By hypothesis, there are δ, t such that
Finally:
This concludes the proof, since tens :
Thus:
Lemma 6. Length spaces and their morphisms form a symmetric monoidal closed category with tensor and linear implication given as above.
For every resource monoid M, a length space I M is defined by |I M | = {0} and α, λx.x I M 0 when F (α) ≥ |λx.x|. For each length space A there are isomorphisms A ⊗ I ≃ A and a unique morphism A → I. The latter serves to justify full weakening.
For every resource monoid M, there is a length space
The function s 0 (respectively, s 1 ) from {0, 1} * to itself which appends 0 (respectively, 1) to the left of its argument can be computed in constant time and, as a consequence, is a morphism from B M to itself. Moreover, the function ε : {0} → B which returns the empty string is itself morphism from I M to B M .
Interpreting multiplicative affine logic
We can now formally show that second order multiplicative affine logic (i.e. multiplicative linear logic plus full weakening, MAL) can be interpreted inside the category of length spaces on any monoid M. This will simplify the analysis of richer systems presented in the next three sections, since they all are extensions of MAL. Formulas of (intuitionistic) multiplicative affine logic are generated by the following productions:
where α ranges over a countable set of atoms. Sequents have the form Γ ⊢ A where A is a formula and the context Γ is a multiset of formulas. As usual, contexts are denoted as sequences of formulas, i.e., expressions in the form A 1 , . . . , A n . The context's elements are the formulas appearing in the sequence, while the number of occurrences of any formula gives the multiplicity of the formula in the context. Rules for MAL are as in Fig. 1 . A MAL proof π is simply a tree built from MAL rules. The size |π| of any MAL proof π is the number of sequent occurrences in π .
In MAL, the second order existential quantification is defined, as in second order intuitionistic logic [13] , i.e., one can define ∃α.A as ∀β.(∀α.A β) β. With this definition, the usual rules for existential quantification are both available.
Moreover, the presence of full weakening allows to faithfully encode the so-called additive connectives inside MAL:
Actually, the tensor product ⊗ could be itself defined in terms of second order quantification and linear implication:
Set-theoretic and realizability interpretations of MAL's formulas and proofs will be now introduced. They are essential tools when proving soundness theorems for MAL's extensions. A set-theoretic environment is a partial function assigning sets to atoms. Given a formula A and a set-theoretic environment η, we can define a set A S η by induction on the structure of A as follows:
Here U stands for the class of all length spaces. If the underlying set theory is classical, U cannot exist. However, we follow [17] and assume to work in constructive set theory. A more detailed discussion on this problem can be found in Section 3.4. If n ≥ 0 and A 1 , . . . , A n are formulas, the expression
can be easily defined following the structure of π .
A realizability environment for a resource monoid M is a partial function assigning length spaces (on M) to atoms. Given a realizability environment η, |η| is the set-theoretic environment returning the carrier of η(α) on argument α (provided η(α) is defined). Realizability semantics A R η of a formula A on the realizability environment η is defined by induction on A:
where ⊗ and are constructions on length spaces defined in Section 3.2 and α, e ∀α.A R η a iff for every length space C ,
Given a MAL proof π of A 1 , . . . , A n ⊢ B and a realizability environment η, we can prove that π S |η| is a morphism from
The proof goes by induction on the structure of π . Notice that the result holds independently on the underlying resource monoid, since the main ingredients for the proof (the lemmas from Section 3. 
Please observe that semantics is preserved by reduction: whenever π reduces to ρ then the set-theoretic semantics π S η equals ρ S η . And, clearly, if π S η is realized by e and majorized by α, then ρ S η will be realized by the same e and majorized by the same α.
On the underlying set theory
In this brief section we discuss the use of a constructive metatheory along the lines of [17] .
Recall that we assumed the existence of a universe U in our ambient set theory which is closed under U -indexed products. As is well-known, no such universe exists in classical ZF set theory but its existence is consistent with constructive set theories [18, 21] . Assuming the existence of such a U is convenient, because it allows the use of informal set-theoretic arguments (provided they are constructive).
The logical systems we will study in this paper are all (essentially) subsystems of intuitionistic affine logic (IAL for short), i.e., intuitionistic multiplicative and exponential linear logic with free weakening. IAL proofs can be faithfully embedded into second order intuitionistic logic and the embedding is reduction-preserving. As a consequence, results about the possibility of handling second order quantification in a constructive setting [21] directly translate to equivalent results about the logical systems we treat here.
We here want to stress that our objective is not defining set-theoretic semantics for various subsystems of linear logic, even if set-theoretic semantics is necessary to pursue our main goal. Our focus is on quantitative properties of proofs and programs, which are not captured by standard set-theoretic semantics, but which are revealed by realizers and majorizers in our realizability framework. Noticeably, both realizers and majorizers are absolutely harmless from a set-theoretical point of view, even in a constructive setting: majorizers are lambda terms (i.e., terms in an inductively defined language), while resource monoids will be defined and reasoned about using natural numbers and their elementary properties.
For the reader who feels uneasy about our choice, we offer the following ways of making our arguments rigorous (all of which, however, complicate the presentation):
• Formalize the entire discussion in the Calculus of Inductive Constructions [7] .
• Formalize the entire discussion in a realizability topos [21] .
• Make the previous point explicit by stipulating that the carrier sets of realizability sets must be a subquotient (by a partial equivalence relation) of the set of untyped lambda terms (not necessarily call-by-value!). Morphisms between realizability sets are then required to be uniformly tracked by an untyped lambda term in the obvious sense. Doing so allows one to interpret polymorphic quantification as intersection of partial equivalence relations.
Elementary length spaces and EAL
In this section, we define a resource monoid E such that elementary affine logic can be interpreted in the category of length spaces on E . We then (re)prove that functions representable in EAL are elementary time computable.
Before going into the details, we need to introduce some useful notation: given two natural numbers n, m ∈ N, n+m ∈ N is their sum, while n|m ∈ N is their maximum. Similarly for functions: given f , g : N → N, f + g (respectively, f |g) is the sum (respectively, the maximum) of f and g, defined pointwise:
The resource monoid E = (|E|, +, ≤ E , D E ) is defined as follows:
• Elements of |E| ⊆ N × N × N N are triples (n, m, f ) such that f : N → N is a monotonically increasing elementary function.
•
Observe that m and f do not appear in the expression defining
The triple (0, 0, 0) ∈ |E|, denoted 0 E , is an identity for +.
We now need to prove that the structure E is indeed a resource monoid, i.e., that it satisfies all the required axioms from Section 3. First of all, observe that (|E|, +) is indeed a commutative monoid. The axioms concerning ≤ E are slightly more complicated to prove:
). This implies n ≤ l, 2 n m ≤ 2 l k and f ≤ g. Then:
Lemma 9 (Transitivity)
In other words (n, m, f ) ≤ E (p, q, h).
Finally, we need to prove the anti-triangular property for D E .
Lemma 12. E is a resource monoid.
Proof. (|E|, +) is certainly a commutative monoid. Compatibility of ≤ E follows from Lemmas 8 and 9. The two required properties on D E come directly from Lemmas 10 and 11. If n ∈ N, observe that F E (n, 0, x  → x) = n. This concludes the proof.
An elementary length space is a length space on the resource monoid E . Given α = (n, m, f ) ∈ |E|, !α stands for (1, n + m, f + ) where f + (x) = xf (x2 x ) for every x ∈ N. For every elementary length space A = (|A|, A ), we can build the length space !A = (|A|, !A ), where α, e !A a iff there is β ∈ |E| such that β, e A a and !β ≤ E α. The construction ! on elementary length spaces serves to capture the exponential modality of elementary affine logic. Indeed, the following two results prove the existence of morphisms and morphisms-forming rules corresponding precisely to the axioms and rules of EAL. Proof. Let e contr be the realizer λx.λy.yxx. Computing {e contr }(d) takes time |d| + p, where p is a constant. Then, let α, β ∈ |E| be such that
Lemma 13 (Basic Maps). Given elementary length spaces
A a. Then:
This yields β + γ + γ , e !A⊗! A (a, a) . But now notice that:
Notice that
This proves contr to be a morphism.
Let e distr = e id ≡ λx.x. We know {e id }(d) takes constant time, say p. Then, let α, β ∈ |E| be such that F E (α) ≥ p + |e distr |, 
This proves distr to be a morphism. Proof. Let α be (n, m, f ) and suppose 
Lemma 14 (Functoriality).
Moreover, 
This means that

Interpreting elementary affine logic
Proof. The Theorem follows from Lemmas 14 and 13,together with Theorem 7. The prescribed bound on F E (ϕ) can be proved by observing that the only semantic construction which induces a significant increase in the ''size'' of the underlying majorizer is the one from Lemma 14. More formally, the proof goes by induction on π, where the only interesting inductive cases are the ones corresponding to rules P and C , since all the others follow from the results in Section 3.2. The fact that P can be justified follows from Lemmas 13 and 14; observe, in particular, that ∂(π ) increases by one whenever P is applied and, on the other hand, the underlying majorizer becomes α + . C can be justified since contr is a morphism (Lemma 14) and morphisms compose.
Now, consider the formula
Binary lists can be represented as cut-free proofs with conclusion List EAL by the usual, impredicative, encoding (see, for example, [13] ). In other words, any binary list w can be put in correspondence to a proof π w , following the so-called Church encoding. Let BtoEAL : B → List EAL S be the function mapping each binary list s ∈ B to (the denotation of) its encoding. There is a function EALtoB from List EAL S to B which maps (the denotation of) each cut-free proof representing w ∈ B to w: EALtoB(a) simply returns the application of a to ε, s 0 , s 1 . Actually, EALtoB is a morphism from List EAL R to !B E . Now, let π be a proof with conclusion ⊢! 
Soft length spaces
The grammar of formulas for SAL is the same as the one of Elementary Affine Logic. Rules are the ones of MAL, plus two new rules governing the connective !, as in Fig. 3 . The box depth ∂(π ) of every SAL proof π can be defined exactly as for
EAL.
Elementary length spaces are not adequate for SAL, because only elementary bounds can be inferred from them. Moreover, rule M cannot be justified by elementary length spaces. In other words, another resource monoid is needed.
The resource monoid S is the quadruple (|S|, +, ≤ S , D S ) such that:
Observe that the expression defining D S ((n, f ), (m, g)) does not depend on n.
The definition of ≤ S can be rephrased as follows: (n, f ) ≤ S (m, g) iff the function g − f is non-decreasing and non-negative for x ≥ m. The pair (0, 0) ∈ |S|, denoted 0 S , is an identity for +.
Lemma 17. S is a resource monoid.
Proof. (|S|, +) is certainly a monoid. Compatibility of ≤ S can be easily proved: observe, in particular that n|l ≤ m|l whenever n ≤ m and that (g
The two required properties on D S follow directly from its definition.
If n ∈ N, observe that F S (n, x  → x) = n. This concludes the proof.
A soft length space is a length space on the resource monoid S. Given α = (n, f ) ∈ |S|, !α stands for (n, f + ) where
. Given a soft length space A = (|A|, A ), we can build the length space !A = (|A|, !A ), where α, e !A a iff there is β ∈ |S| such that β, e A a and !β ≤ S α. Proof. We define realizers e n mplex for every n ≥ 1 by induction on n: 
, where q n does not depend on x. Now, let α n , β n be such that
, a).
We finally get
This proves each e n mplex to be a morphism.
Let e distr = e id . We know that {e id }(d) takes constant time, say p. Then, let α, β ∈ |S| be such that 
This proves distr to be a morphism.
Lemma 19 (Functoriality
Finally: 
This implies
Proof. The proof goes by induction on the structure of π . Rules coming from MAL can be trivially justified, because S is anyway a resource monoid. The two rules P and M can be justified themselves, due to Lemmas 18 and 19. Again, observe that in Lemma 19 the (second component of the) underlying realizer increases in complexity, and that is the only place where this phenomenon happens.
Binary lists can be represented in SAL as cut-free proofs with conclusion 
Interpreting LFPL
In [16] the second author introduced a functional language, LFPL, with the property that all functions on natural numbers definable in LFPL are polynomial time computable. The key difference between LFPL and other systems like LAL is that programs defined by iteration or recursion are not marked as such using modalities or similar (e.g., tiering) and can therefore be used as step functions of subsequent recursive definitions. This definition of LFPL slightly differs from the one presented in [16] : a ♦-resource is needed in every constructor (even in those with nullary arity) but is symmetrically available in every step function of an iteration. We believe this to be a more uniform and elegant presentation of LFPL.
Overview of
In this section, we show that length spaces on a resource monoid M (to be defined shortly) can justify a !-modality and some constructions on it. Moreover, a form of dependent quantification can be justified. Finally, we show that LFPL can be embedded into (second order) MAL endowed with the two constructions above. This, in particular, yields a proof of soundness for LFPL. This is essentially the same as the original proof [16] , but more structured and, hopefully, easier to understand. The new approach also yields some new results, namely the justification of a construction which was not available in LFPL as presented in [16] , namely a new type of binary trees based on a linear pairing function which allows alternative but not simultaneous access to subtrees, in the spirit of linear logic's additive connectives. This is a revised and extended version of Section 5 of [9] .
A resource monoid for LFPL
The resource monoid M = (|M|, +, ≤ M , D M ) is defined as follows:
• Elements of |M| ⊆ N × N N are pairs (n, f ) such that f : N → N is a monotonically increasing function bounded by a polynomial.
Observe that n does not appear in the expression defining D M ((n, f ), (m, g) ).
The pair (0, 0) ∈ |M|, denoted 0 M , is an identity for +. We have a submonoid M 0 of M whose carrier is {(l, p) ∈ |M| | l = 0}.
We can pad elements of M by adding a constant to the second component. The following is now obvious. A simple inspection of the proofs in Section 3.3 shows that the realizers for all maps can be chosen from M 0 . This is actually the case for an arbitrary submonoid of a resource monoid. We note that majorizers may nevertheless be drawn from all of M. We are thus led to the following definition: an LFPL length space is a length space on the resource monoid M.
A non-size-increasing morphism from LFPL length space A to B is a morphism between A and B which admits a majorizer from M 0 .
Proposition 23. LFPL length spaces with non-size-increasing morphisms form a symmetric monoidal closed category.
As a consequence, LFPL length spaces and non-size-increasing morphisms can justify all MAL rules. In the next two sections we will show that additional constructs can be justified.
A modality
Before describing the !-construction on LFPL length spaces, we need to introduce indexed LFPL length spaces and families of LFPL length spaces. Let A be an LFPL length space and n be a positive integer. The LFPL length space A n is defined by Consistently with what we have done so far, we will use the same symbols for formulas (or types) and length spaces interpreting them. In particular, we will now define a length space ♦ interpreting the diamond type. Formally, the LFPL length space ♦ is defined by |♦| = {0} and α, λx. n . Clearly, it may be realized by the identity; we claim that 0 can serve as a majorizer. Indeed, a majorizer of (a, d) in |A| × {0} is of the form (n, (3x + 1)p) where (0, p) majorizes a in A. Now, (n, 3np) is a majorizer of (a, d) in A n ⊗ ♦ n . But (3x + 1)p − 3np is non-decreasing and non-negative above n.
The last property means intuitively that with n ''diamonds'' we can extract n copies from an element of type !A and get the n ''diamonds'' back for later use.
Remark 26. Please notice the strong similarity between the resource monoids M and S. Indeed, the only difference lies in the way addition acts on the first component of pairs: in one case, we sum the two natural numbers, while in the other case, we take the maximum. This points to a close relationship between LFPL and SAL and also shows a certain trade-off between the two systems. The slightly more complex model is needed for LFPL since in LFPL the C-rule of SAL is so to say internalized in the form of the uniform map
n cannot be uniform. This uniformity of LFPL allows for an internal implementation of datatypes and recursion as we now show.
Dependent typing
Let {T i } i∈I be a family of LFPL length spaces such that |T i | = |T j | for every i, j ∈ I. The LFPL space ∃i.T i is defined by |∃i.T i | = |T j | (where j is any element of I) and α, e ∃i.T i t if α, e T j t for some j ∈ I.
Note that if we have a uniform family of maps T i → U where U does not depend on i then we obtain a map ∃i.T i → U (existential elimination). Conversely, if we have a uniform family of maps U i → V f (i) then we get a uniform family of maps U i → ∃j.V j (existential introduction). We will use an informal ''internal language'' to denote uniform maps which when formalized would amount to an extension of LFPL with indexed type dependency in the style of Dependent ML [24] .
Some constructions on LFPL length spaces
In this section, we show how to justify the constructs of LFPL as originally presented [16] in the category of LFPL length spaces.
First, we recall (see Section 3.3) that additive conjunction can be defined as
The first projection map A&B → A is given internally by λ(f C A , g C B , c C ).f c. Analogously, we have a second projection. Given maps f : C → A and g : C → B we obtain a map ⟨f , g⟩ : C → A × B internally as λc C . (f , g, c) . In order to interpret unary natural numbers, we define Nat LFPL as ∃n.N n where {N n } n>0 is a family of LFPL length spaces and, for every positive n:
Natural numbers smaller of equal to n can be encoded as functions in |N n+1 | using the usual impredicative, Churchstyle scheme. We can internally define a successor map ♦ ⊗ We describe in detail the construction of the map node × above, which is not entirely straightforward. Proof. As usual, the proof proceeds by induction on π . In particular, every LFPL construct can be shown to be justifiable by LFPL length spaces following the informal arguments in the last section.
As for EAL 
Conclusions
We have given a unified semantic framework with which to establish soundness of various systems for capturing complexity classes by logic and programming. Most notably, our framework has all of second order multiplicative linear logic built in, so that only the connectives and modalities going beyond this need to be justified explicitly. While resulting in a considerable simplification of previous soundness proofs for EAL, SAL, LFPL and LAL (see [10] ), our method has also lead to new results, in particular the justification of polymorphism and a modality for LFPL.
