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We consider discrete memoryless channels with input alphabet size n and output alphabet
size m, where m = ⌈γn⌉ for some constant γ > 0. The channel transition matrix consists of
entries that, before being normalized, are independent and identically distributed nonnega-
tive random variables V and such that E
[
(V logV )2
]
< ∞. We prove that in the limit as
n → ∞ the capacity of such a channel converges to Ent(V )/E[V ] almost surely and in L2,
where Ent(V ) := E[V logV ] − E[V ] log E[V ] denotes the entropy of V . We further show
that, under slightly different model assumptions, the capacity of these random channels con-
verges to this asymptotic value exponentially in n. Finally, we present an application in the
context of Bayesian optimal experiment design.
1. INTRODUCTION
Since Shannon’s seminal 1948 paper [1], channel capacity has become a fundamental concept
in information theory, specifying the asymptotic limit on the maximum rate at which information
can be transmitted reliably over a channel. In this work, we restrict ourselves to discrete memo-
ryless channels (DMCs), that comprise a finite input alphabet X = {1, 2, . . . , n}, a finite output
alphabet Y = {1, 2, . . . ,m}, and a conditional probability mass function expressing the probability
of observing the output symbol y given the input symbol x, denoted by Wx,y. Any DMC can be
represented by a stochastic matrix W = (Wx,y)x∈X ,y∈Y ∈ [0, 1]n×m, whose rows are normalized,
i.e.,
∑
y∈Y Wx,y = 1 for all x ∈ X . According to Shannon [1], the channel capacity of a DMC W is
given by
C(W) = max
p∈∆n
I(p,W) , (1)
where I(p,W) :=
∑
x∈X p(x)D(Wx,·||(pW)(·)) denotes the mutual information and ∆n := {x ∈
R
n|∑ni=1 xi = 1, xi ≥ 0 for all i} the n-simplex. The channel law is described by Wx,y =
P[Y = y|X = x], (pW)(·) denotes the probability distribution of the channel output induced
by p and W which is given by (pW)(y) :=
∑
x∈X p(x)Wx,y for y ∈ Y and D(·||·) is the relative
entropy. The optimization problem (1), while being convex, in general does not admit a closed form
solution. Therefore, channel capacities are usually approximated with numerical algorithms such
as the Blahut-Arimoto algorithm [2, 3], whose computational complexity of finding an additive
ε-close solution scales cubically in the alphabet size, and as such the computational cost required
for an acceptable accuracy for channels with large input alphabets can be considerable (see [4] for
more details).
In this paper, we are interested in a particular class of DMCs which are characterized by the
property that each entry of their channel matrix is an i.i.d. random variable before the rows are
normalized. Two different scenarios are considered; first we assume that each entry of the channel
transition matrix is a nonnegative i.i.d. random variable V before being normalized and that
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2m = ⌈γn⌉ for some constant γ > 0. Using duality of convex optimization, we prove in Theorem 2.3
that as n → ∞ the capacity of such a (random) DMC converges to µ2µ1 − log µ1 almost surely
and in L2, where µ1 := E[V ] > 0 and µ2 := E[V log V ]. Second, we consider a more general
setup under slightly different model assumptions, where each entry Vx,y of the channel transition
matrix, before being normalized, is independent and distributed on the nonnegative real line such
that for all x ∈ X and for all y ∈ Y we have µ1,n := 1m
∑
y∈Y E[Vx,y] =
1
n
∑
x∈X E[Vx,y] and
µ2,n :=
1
m
∑
y∈Y E[Vx,y log Vx,y]. In Theorem 5.2 we show that the capacity of such a random
DMC converges exponentially in n to its asymptotic value limn→∞
µ2,n
µ1,n
− log µ1,n in probability.
Therefore, for the considered class of random DMCs the capacity, as the alphabet sizes tend to
infinity, admits a closed form expression. We will show that this favourable property can be
exploited in applications in the context of Bayesian optimal experiment design.
In the literature there exists a variety of extensively studied channel models that are described
by random constructions, where one observes that in the limit as the blocklength tends to infinity
the capacity converges to a deterministic value. This is sometimes viewed as a manifestation of
of diversity [5, 6]. A common model studied in [5, 6] is of the form y = Gx + w, where x is an
n-dimensional input vector and y represents an m-dimensional output vector. G is modeled as a
random matrix (the simplest example is the one where G has i.i.d. entries) and w denotes additive
noise. To the best of our knowledge the random channel model that is considered in this article
has never been addressed directly in the literature.
Understanding the behavior of random channels is important from a theoretical viewpoint as
random constructions can serve as a powerful tool in order to prove statements. For example in
quantum information theory there was a long-standing conjecture that the Holevo capacity of a
quantum channel is additive [7]. A few years ago, Hastings showed that the conjecture is false [8],
by constructing a random, high-dimensional channel whose Holevo capacity is not additive. Despite
considerable effort, there is no deterministic, low-dimensional quantum channel known for which
we can prove that the Holevo capacity is not additive. This example shows the power of random
constructions as a proof technique.
Notation.— The logarithm with basis 2 is denoted by log(·) and the natural logarithm by ln(·).
We consider DMCs with an input alphabet X = {1, 2, . . . , n} =: [n] and an output alphabet
Y = {1, 2, . . . ,m} =: [m]. The channel law is summarized in a stochastic matrix W ∈ Mn,m,
where Wx,y := P[Y = y|X = x] and Mn,m denotes the set of all stochastic n ×m matrices. The
input and output probability mass functions are denoted by the vectors p ∈ ∆n and q ∈ ∆m,
where we define the standard n-simplex as ∆n := {x ∈ Rn|
∑n
i=1 xi = 1, xi ≥ 0 for all i}. For a
probability mass function p ∈ ∆n we denote the Shannon entropy by H(p) := −
∑n
i=1 pi log pi.
It is convenient to introduce an additional variable for the conditional entropy of Y given X as
r ∈ Rn, where rx := −
∑m
y=1Wx,y logWx,y. We denote the maximum (resp. minimum) between a
and b by a∨ b (resp. a∧ b) and by ⌈·⌉ the ceiling function. Given a nonempty set A ⊂ R, its Borel
σ-algebra is denoted by B(A). The uniform distribution with support A is denoted by U(A) and
the exponential distribution with rate parameter λ > 0 by E(λ). The Dirichlet distribution on the
n-simplex with concentration parameter α ∈ Rn≥0 is denoted by Dir(α1, . . . , αn) and the lognormal
distribution with rate parameters z ∈ R and σ > 0 by lnN (z, σ). The Dirac delta distribution
is denoted by δ(·). By convention when refering to sets or functions, measurable means Borel-
measurable. Let U be a nonnegative real-valued integrable random variable. The entropy of U is
defined as Ent(U) := E[U logU ]− E[U ] log E[U ].
Structure.— In Section 2 the asymptotic capacity of random DMCs having the form explained
above is determined. Section 3 contains a numerical simulation of a random DMC whose rows are
uniformly distributed over the n-simplex. An application of the asymptotic capacity in terms of
3optimal design of experiments is presented in Section 4. Section 5 proves the exponential rate of
convergence for the capacity of such random DMCs under slightly different model assumptions.
2. ASYMPTOTIC CAPACITY
Consider a probability space (Ω,A,P) and let (Vx,y)x∈[n],y∈[m] be a sequence of i.i.d. nonnegative
random variables on Ω. We define the channel transition matrix1 W(V,n) := (W
(V,n)
x,y )x∈[n],y∈[m] by
W
(V,n)
x,y = Vx,y/
∑
y∈[m] Vx,y, that can be easily verified to be a stochastic matrix, i.e., 0 ≤ W(V,n)x,y
for all x ∈ [n], y ∈ [m] and ∑y∈[m] W(V,n)x,y = 1 for all x ∈ [n]. We impose the following assumption
on the random variables Vx,y.
Assumption 2.1. The random variables Vx,y are such that E[Vx,y] > 0 and E
[
(Vx,y log Vx,y)
2
]
<
∞.
Note that Assumption 2.1 implies that E
[
V 2x,y
]
< ∞. The following assumption provides a
relation between the input and output alphabet size that is required for the main theorem.
Assumption 2.2. There is a positive constant γ ∈ R>0 such that the output alphabet size is
given by m = ⌈γn⌉.
It can be easily shown that the capacity C(W(V,n)) of such a (random) DMC as well as the
optimal input distribution are random variables. In order to do so, note that the mapping Rn×m≥0 ∋
(Vx,y)x∈[n],y∈[m] 7→ (W(V,n)x,y )x∈[n],y∈[m] = Vx,y/
∑
y∈[m] Vx,y ∈ Mn,m constructing the channel clearly
is measurable and therefore, invoking Lemma A.1 (see Appendix A for details), the channel capacity
C(W(V,n)) is a function from Ω to R≥0 that is (A,B(R≥0))-measurable and hence a random variable.
Therefore, we can state the main result as follows, where we define µ1 := E[Vx,y] and µ2 :=
E[Vx,y log Vx,y].
Theorem 2.3 (Asymptotic capacity). Under Assumptions 2.1 and 2.2, as n → ∞ the capacity
C(W(V,n)) converges to µ2µ1 − log µ1 almost surely and in L2.
Proof. See Section 2A.
Under weaker assumptions on the channel matrix we can prove a weaker convergence statement
for the asymptotic capacity.
Corollary 2.4 (Asymptotic capacity). Under Assumption 2.2 and E[Vx,y] > 0 and E[Vx,y log Vx,y] <
∞, the capacity C(W(V,n)) of the DMC, as n→∞, converges to µ2µ1 − log µ1 almost surely.
Proof. Follows directly from the proof of Theorem 2.3.
Let us discuss some implications of Theorem 2.3 and provide a few examples.
Remark 2.5 (Connection to Φ-entropy). For any convex function Φ : R≥0 → R, the Φ-entropy of
a nonnegative real-valued integrable random variable U is defined by
EntΦ(U) := E[Φ(U)]− Φ(E[U ]),
1 In Assumption 2.2 the output alphabet size is assumed to be a function of the input alphabet size and as such the
index m is suppressed in the notation of the channel matrix.
4see [9, Chapter 14] for a comprehensive study. Let us consider the function Φ(u) = u log u and
denote the resulting Φ-entropy by Ent(U) that simplifies to
Ent(U) = E[U logU ]− E[U ] log E[U ] .
Under Assumptions 2.1 and 2.2, using the Φ-entropy, Theorem 2.3 can be stated equivalently as
lim
n→∞
C(W(V,n)) =
Ent(Vx,y)
E[Vx,y]
.
Remark 2.6 (Properties of the asymptotic capacity). The asymptotic capacity described in The-
orem 2.3
(i) is nonnegative by Jensen’s inequality, since R≥0 ∋ x 7→ x log x ∈ R is a convex function.
(ii) can be zero. Consider random variables Vx,y such that P[Vx,y = α] = 1 for some α ∈ R>0.
This then gives µ1 = E[Vx,y] = α and µ2 = E[Vx,y log Vx,y] = α logα, which leads to
µ2
µ1
− log µ1 = 0.
(iii) can be arbitrarily large. Consider random variables Vx,y such that for some ε ∈ (0, 1),
P[Vx,y = 0] = 1 − ε and P[Vx,y = 1] = ε. This then gives µ1 = E[Vx,y] = ε and µ2 =
E[Vx,y log Vx,y] = 0 and hence
µ2
µ1
− log µ1 = log 1ε which tends to infinity as ε→ 0.
(iv) admits the homogeneity property limn→∞C(W
(αV,n)) = limn→∞C(W
(V,n)) for any α > 0.
This follows by Remark 2.5, as
lim
n→∞
C(W(αV,n)) =
Ent(αV11)
E[αV11]
=
Ent(V11)
E[V11]
= lim
n→∞
C(W(V,n)),
where the second equality uses [10, Remark 3.3.1]
Ent(αV11) = E[αV11 log(αV11)]− E[αV11] log(E[αV11])
= αE[V11 log V11]− αE[V11] log E[V11] = αEnt(V11).
Example 2.7 (Exponential distribution). Consider a DMC as defined above using an exponential
distribution with rate parameter λ > 0. Then for n → ∞ its capacity converges to 1−κln 2 almost
surely and in L2, where κ denotes Euler’s constant. This follows directly from Theorem 2.3, since
for Vx,y ∼ E(λ) we have µ1 = E[Vx,y] = 1λ and µ2 = E[Vx,y log Vx,y] = 1−κ−lnλλ ln 2 . The fact that the
asymptotic capacity is constant (i.e., independent of λ) is a direct consequence of the homogeneity
property in Remark 2.6, since αVx,y ∼ E(λα ) for any α > 0.
Example 2.8 (Symmetric Dirichlet distribution). Consider a DMC that is described by an n× n
channel transition matrix, whose rows W
(V,n)
x,· are independent random variables on the n-simplex.
More precisely, let the rows W
(V,n)
x,· be i.i.d. random variables according to the symmetric Dirichlet
distribution Dir(λ, . . . , λ) with concentration parameter λ > 0. It is known [11, Theorem. 4.1,
p. 594] that for n exponentially distributed i.i.d. random variables Vx,1, . . . , Vx,n ∼ E(λ), the
multivariate random variable W
(V,n)
x,· := Vx,·/
∑
y∈[n] Vx,y admits a symmetric Dirichlet distribution
Dir(λ, . . . , λ), that is the uniform distribution over the n-simplex for λ = 1. Hence, by Example 2.7
the capacity of a channel W(V,n) with i.i.d. symmetric Dirichlet distributed rows converges to 1−κln 2
almost surely and in L2 as n→∞, where κ denotes Euler’s constant.
5Example 2.9 (Lognormal distribution). Consider a DMC (with n = m) as defined above using
a lognormal distribution expN (z, σ) with parameters z ∈ R and σ > 0. Then for n → ∞ its
capacity converges to σ
2
2 ln 2 almost surely and in L
2. This follows directly from Theorem 2.3,
since for Vx,y ∼ expN (z, σ) we have µ1 = E[Vx,y] = exp(z + σ22 ) and µ2 = E[Vx,y log Vx,y] =
z+σ2
ln 2 exp(z+
σ2
2 ). We note that αVx,y ∼ expN (z+lnα, σ) for positive α, which by the homogeneity
property (cf. Remark 2.6) implies that the asymptotic capacity does not depend on z.
Four additional examples considering the uniform, gamma, chi-squared and beta distribution
can be found in Appendix B. Before we present a rigorous proof of Theorem 2.3 in the next section
let us sketch an informal motivation, that might provide some intuition about the proof.
Let us assume that the i.i.d. random variables Vx,y take values in a finite set [k], for some
k ∈ N. Statistically as the input and output alphabet get larger (i.e., n,m ≫ k), the channel
matrix W(V,n) resembles a weakly symmetric channel (i.e., every row is a permutation of every
other row and all the column sums are equal). It is known [12, Theorem 7.2.1], that the capacity of
a weakly symmetric channel W(V,n) is given by logm−H(W(V,n)x,. ) for x ∈ [n] and that the uniform
input distribution is capacity achivieng, i.e., the optimal input distribution does not depend on
the channel realization. We further note that the capacity of such channels only depends on the
statistics of the channel entries. In Section 2A, to prove Theorem 2.3, we derive an analytical
upper and lower bound for the capacity and show that in the limit n → ∞ they coincide at the
value predicted by Theorem 2.3. The upper bound is shown to be logm−maxx∈[n]H(W(V,n)x,. ) and
the lower bound I
(
pˆ,W(V,n)
)
, where pˆ is the uniform distribution on [n].
A. Proof of Theorem 2.3
To keep the notation simple we denote the channel transition matrix W(V,n) by W. We refor-
mulate the problem (1) by introducing an additional decision variable q ∈ ∆m representing the
output distribution of the channel, together with the coupling constraint W⊤p = q. Whereas the
Lagrange dual problem to (1) can only be implicitly expressed through the solution of a system
of linear equations (as reported in [13, 14]), introducing the new decision variable q allows us to
derive an explicit and simple Lagrange dual problem. It can be shown (see e.g. [4, Lemma 1]) that
the optimization problem (1) is equivalent to
(primal program):


max
p,q
−r⊤p+H(q)
s. t. W⊤p = q
p ∈ ∆n, q ∈ ∆m,
(2)
where rx := −
∑m
y=1Wx,y logWx,y. The Lagrangian dual program to (2) is
(dual program): min
λ
{G(λ) + F (λ) : λ ∈ Rm} , (3)
where G,F : Rm → R are given by
G(λ) =
{
max
p
−r⊤p+ λ⊤W⊤p
s.t. p ∈ ∆n
and F (λ) =
{
max
q
H(q)− λ⊤q
s.t. q ∈ ∆m.
Note that since the coupling constraint W⊤p = q in the primal program (2) is affine, the set of
optimal solutions to the dual program (3) is nonempty [15, Proposition 5.3.1] and as such the
optimum is attained. As shown in [4, Section 2], G and F have analytical solutions given as
G(λ) = max
i∈[n]
(Wλ− r)i and F (λ) = log
(
m∑
i=1
2−λi
)
. (4)
6Lemma 2.10. Strong duality holds between (2) and (3).
Proof. The proof follows by a standard strong duality result of convex optimization, see [15, Propo-
sition 5.3.1].
Weak duality of convex programming implies that the dual always is an upper bound to the
primal problem, i.e., for every p ∈ ∆n and for every λ ∈ Rm, C(p)LB(W) := I(p,W) ≤ G(λ)+F (λ) =:
C
(λ)
UB(W). By following the proof of Lemma A.1, one can show that the mapping Mn ∋ W 7→
C
(λ)
UB(W) ∈ R≥0 is measurable for any λ ∈ Rm and as such C(λ)UB(W) is a random variable. To prove
Theorem 2.3, we consider the upper bound C
(λ=0)
UB (W) := G(0) + F (0) which is the Lagrange dual
function evaluated at λ = 0. As a lower bound we consider the mutual information evaluated for a
uniform input distribution, i.e., C
(p∼U)
LB (W) := I(p,W), where pi =
1
n for all i ∈ [n]. Note that by
the measurability of the mutual information C
(p∼U)
LB (W) is a random variable. We will show that
C
(p∼U)
LB (W) and C
(λ=0)
UB (W) converge to the asymptotic capacity predicted by Theorem 2.3 in the
limit n→∞ which then proves the assertion.
Lemma 2.11. Under Assumptions 2.1 and 2.2, for n → ∞, the random variable C(λ=0)UB (W)
converges to µ2µ1 − log µ1 almost surely and in L2.
Proof. According to (4) we have
C
(λ=0)
UB (W) = G(0) + F (0)
= max
x∈[n]
{−rx}+ logm
= max
x∈[n]


m∑
y=1
Wx,y logWx,y

+ logm. (5)
According to Lemma C.1, for every x ∈ [n] as n → ∞, ∑my=1Wx,y logWx,y + logm converges to
µ2
µ1
− log µ1 almost surely and in L2. This finally proves the assertion.
Lemma 2.12. Under Assumptions 2.1 and 2.2, for n → ∞, the random variable C(p∼U)LB (W)
converges to µ2µ1 − log µ1 almost surely and in L2.
Proof. The mutual information for a uniform input distribution, i.e., pi =
1
n for all i ∈ [n] can be
written as
C
(p∼U)
LB (W) =
1
n
∑
x∈[n],y∈[m]
Wx,y

log n+ logWx,y − log ∑
k∈[n]
Wk,y


=
1
n
∑
x∈[n],y∈[m]
Wx,y (log n+ logWx,y)− 1
n
∑
x,y∈[n]
Wx,y log
∑
k∈[n]
Wk,y. (6)
According to Lemma C.2, for n → ∞, 1n
∑
x∈[n],y∈[m]Wx,y log
∑
k∈[n]Wk,y converges to − log γ
almost surely and in L2. We can simplify the first part of (6) by making use of the fact that Wx,y
is normalized, i.e., that
∑
y∈[m]Wx,y = 1 for all x ∈ [n],
1
n
∑
x∈[n],y∈[m]
Wx,y (log n+ logWx,y) =
1
n

log n ∑
x∈[n]
∑
y∈[m]
Wx,y +
∑
x∈[n],y∈[m]
Wx,y logWx,y


7= log n+
1
n
∑
x∈[n],y∈[m]
Wx,y logWx,y. (7)
Consider the upper bound
log n+
1
n
∑
x∈[n],y∈[m]
Wx,y logWx,y ≤ log n+max
x∈[n]
∑
y∈[m]
Wx,y logWx,y
= log n+
∑
y∈[m]
Wx˜,y logWx˜,y
= logm+
∑
y∈[m]
Wx˜,y logWx˜,y − log
(
γ +
εn
n
)
, (8)
for some x˜ ∈ [n], where εn := ⌈γn⌉−γn ∈ [0, 1) for all n. According to Lemma C.1, the right hand
side of (8) converges to µ2µ1 − log µ1− log γ almost surely and in L2 for n→∞. We can also bound
the same term from below as
log n+
1
n
∑
x∈[n],y∈[m]
Wx,y logWx,y ≥ log n+ min
x∈[n]
∑
y∈[m]
Wx,y logWx,y
= log n+
∑
y∈[m]
Wx¯,y logWx¯,y
= logm+
∑
y∈[m]
Wx¯,y logWx¯,y − log
(
γ +
εn
n
)
, (9)
for some x¯ ∈ [n], where εn := ⌈γn⌉−γn ∈ [0, 1) for all n. According to Lemma C.1, the right hand
side of (9) converges to µ2µ1 − log µ1 − log γ almost surely and in L2 as n → ∞. Thus for n → ∞,
(6) converges to µ2µ1 − log µ1 in L2 which proves the assertion.
Lemmas 2.11 and 2.12 complete the proof of Theorem 2.3 as C
(p∼U)
LB (W) ≤ C(W) ≤ C(λ=0)UB (W).
3. SIMULATION RESULTS
In this section we compute the capacity of the DMCs introduced in Section 2 for finite alphabet
sizes. For the computation we use a recently introduced method [4] which allows us to efficiently
compute close upper and lower bounds to the capacity. Roughly speaking, the method [4] is an
iterative accelerated first-order method that exploits duality of convex programming together with
the fact that entropy maximization problems admit closed-form solutions.
Example 3.1 (Exponential distribution). We consider a channel that is given by the stochastic
matrix W = (Wx,y)x,y∈[n] withWx,y = Vx,y/
∑
y∈[n] Vx,y, where Vx,y are i.i.d. E(λ) random variables
with λ = 110 for all x, y ∈ [n]. As explained in Example 2.8 with this channel construction the rows
Wx,· admit a symmetric Dirichlet distribution with concentration parameter λ =
1
10 for all x ∈ [n].
Figure 1 depicts the capacity of W for variable alphabet sizes. We perform five independent
experiments for each value of n. On can observe that as n → ∞ the capacity approaches the
asymptotic limit as determined in Example 2.7. In addition one can see that the variance between
the capacity of the two independently chosen channels is decreasing for increasing alphabet sizes.
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FIG. 1. For different alphabet sizes n we plot the capacity of five random channels, constructed as explained
in Example 3.1. The method introduced in [4] is used to determine upper and lower bounds for the capacity
for finite alphabet sizes n. The asymptotic capacity (for n→∞) is depticted by the dashed line.
4. APPLICATION IN BAYESIAN EXPERIMENT DESIGN
The main objective of optimal experiment design is, based on prior knowledge, to select a most
informative experiment, where we restrict attention to a certain notion of information that traces
back to Shannon [1]; see [16] for a comprehensive survey. This section will motivate the study of a
convergence rate for the asymptotic capacity (under more restrictive assumptions on the channel
model) that is the content of Section 5.
Let the random variable X ∈ X := [n] describe a parameter to be determined with a prior
probability distribution p ∈ ∆n and let the random variable Y ∈ Y := [m] denote an observa-
tion. Furthermore, consider a family of experiments (W(λ,n))λ∈Λ, where Λ ⊂ Rd characterizes the
set of all admissible experiments, and each experiment W(λ,n) ∈ Mn,m is characterized by the
conditional probabilities W
(λ,n)
x,y := P(λ)[Y = y|X = x] for all x ∈ X and y ∈ Y.2 The task of
optimal experiment design is, given a prior distribution p ∈ ∆n, to find the experiment that pro-
vides the highest average amount of information, as described by the mutual information between
the parameter and the observation [16, Definition 2], i.e., the goal is to find λ⋆ ∈ Λ such that
I
(
p,W(λ
⋆,n)
) ≥ I(p,W(λ,n)) for all λ ∈ Λ. This requires one to compute
sup
λ∈Λ
I
(
p,W(λ,n)
)
. (10)
The optimization problem (10) in general is difficult to solve. Moreover, an evaluation of the
objective function, the mutual information, for a given λ has a computational complexity of O(nm)
2 Strictly speaking, an experiment consists of the tuple {Y,B(Y) ,X ,W(λ,n),P(λ)} as pointed out in [16]. Since the
conditional probability W(λ,n) is our optimization variable and since X and Y remain constant, with a slight abuse
of notation, we call W(λ,n) an experiment.
9and as such for large sets X and Y even solving (10) for local optimality can be computationally
demanding.
The task of designing optimal experiments has recently attracted interest in the context of bio-
logical systems, where understanding about the underlying biological mechanisms emerges through
iterations of modelling and experiments. Since experiments are expensive an effective selection of
informative experiments is essential, see [17]. We will show in Section 4A that the asymptotic
capacity formula, given in Theorem 2.3, allows us to derive upper bounds on the expected infor-
mation gain by an experiment for certain classes of (random) experiments. In addition, Theo-
rem 2.3 provides an efficient method to select suboptimal experiments, that are almost optimal in
our numerical example, see Example 4B. Let (V
(λ)
x,y )x∈[n],y∈[m] be i.i.d. random variables for each
λ ∈ Λ ⊂ Rd and consider a channel transition matrix W(λ,V,n)x,y = V (λ)x,y /
∑
y∈[m] V
(λ)
x,y .
A. Upper bound on maximum expected information gain
In the limit, as n→∞, we can establish the following upper bound on the maximum expected
information gain by an experiment.
Proposition 4.1 (Upper bound on maximum expected information gain). For the family of chan-
nels (W(λ,V,n))λ∈Λ introduced above that satisfy Assumptions 2.2 and 5.1, we have with high prob-
ability
lim
n→∞
sup
λ∈Λ
I
(
p,W(λ,V,n)
)
≤ sup
λ∈Λ
Ent(V
(λ)
x,y )
E
[
V
(λ)
x,y
] . (11)
The upper bound provided by Proposition 4.1 is particularly useful if the right-hand side of
(11) admits a closed form solution, whereas the optimal information gain supλ∈Λ I
(
p,W(λ,V,n)
)
is
difficult to compute (see Example 4B for more details).
Before proving Proposition 4.1 we recall a preliminary standard result.
Lemma 4.2 (Theorem 7.11 in [18]). Suppose X is a metric space, E is a subset of X and x is a
limit point of E. Suppose fn : X → R for each n ∈ N and f : X → R are functions and An are
numbers. If limn→∞ fn(x) = f(x) uniformly in X and limy→x fn(y) = An pointwise over n ∈ N.
Then
lim
y→x
lim
n→∞
fn(y) = lim
n→∞
lim
y→x
fn(y).
Proof of Proposition 4.1. We show that with high probability
lim
n→∞
sup
λ∈Λ
I
(
p,W(λ,V,n)
)
≤ lim
n→∞
sup
λ∈Λ
C(W(λ,V,n)) = sup
λ∈Λ
lim
n→∞
C(W(λ,V,n)) = sup
λ∈Λ
Ent(V
(λ)
x,y )
E
[
V
(λ)
x,y
] . (12)
The first inequality of (12) is trivial and the last equality follows by Theorem 2.3. Therefore it
remains to prove that the first equality in (12) holds almost surely. Note first that the following
property holds
(i) The capacity of the channel W(λ,V,n) converges uniformly in Λ to its asymptotic capacity in
probability, i.e.,
for all ε > 0, lim
n→∞
P

sup
λ∈Λ
∣∣∣∣∣∣C(W(λ,V,n))−
Ent(V
(λ)
x,y )
E
[
V
(λ)
x,y
]
∣∣∣∣∣∣ ≥ ε

 = 0,
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because by Theorem 5.2 (whose derivation is provided in the next section), we know that for each
n there exists Mn <∞ and Nn ≤ 1 as well as Ωn ⊂ Ω with P[Ωn] ≥ Nn such that
sup
λ∈Λ
∣∣∣∣∣∣C(W(λ,V,n))−
Ent(V
(λ)
x,y )
E
[
V
(λ)
x,y
]
∣∣∣∣∣∣ ≤Mn on Ωn. (13)
Moreover, Mn → 0 and Nn → 1 as n→∞, which implies that
for all ε > 0, lim
n→∞
P

sup
λ∈Λ
∣∣∣∣∣∣C(W(λ,V,n))−
Ent(V
(λ)
x,y )
E
[
V
(λ)
x,y
]
∣∣∣∣∣∣ ≥ ε

 = 0
and hence, property (i) holds. Note also that the following property holds trivially since C(W) ≤
log(n ∧m) for any channel matrix W ∈Mn,m
(ii) sup
λ∈Λ
C(W(λ,V,n)) <∞ almost surely for all n ∈ N.
Hence Lemma 4.2, using the two properties (i), (ii), implies that with high probability
lim
n→∞
sup
λ∈Λ
C(W(λ,V,n)) = sup
λ∈Λ
lim
n→∞
C(W(λ,V,n)),
which readily can be shown to imply the desired equality and therefore completes the proof.
B. Example: Constrained lognormal distribution
We consider the setting given in Example 2.9 and introduce a parameter λ := (z, σ2) ∈ R ×
R>0. For given constants ℓi, ui for i = 1, 2 and ℓ1 > 0, we consider the family of experiments
(W(λ,V,n))λ∈Λ, where
Λ =
{
(z, σ2) ∈ R× R≥0 : exp(z + σ22 ) ∈ [ℓ1, u1], (exp(σ2)− 1) exp(2z + σ2) ∈ [ℓ2, u2]
}
, (14)
and E
[
V
(λ)
x,y
]
= exp(z + σ
2
2 ) and Var
[
V
(λ)
x,y
]
= (exp(σ2) − 1) exp(2z + σ2). For this family of
experiments Assumptions 2.2, 5.1 clearly hold and an upper bound to the maximum expected
information gain provided by an experiment, using Proposition 4.1, can be stated in closed form.
Proposition 4.3. In the limit n → ∞ an upper bound on the maximum information gain by an
experiment from the family (14) is given with high probability by
lim
n→∞
sup
λ∈Λ
I
(
p,W(λ,V,n)
)
≤ (2 ln 2)−1 ln
(
u2
ℓ21
+ 1
)
.
Proof. According to Proposition 4.1 and Example 2.9
lim
n→∞
sup
λ∈Λ
I
(
p,W(λ,V,n)
)
≤ lim
n→∞
sup
λ∈Λ
C(W(λ,V,n)) = sup
λ∈Λ
lim
n→∞
C(W(λ,V,n))
=


max
σ2,z
σ2
2 ln 2
s.t. ℓ1 ≤ exp
(
z + σ
2
2
)
≤ u1
ℓ2 ≤
(
exp(σ2)− 1) exp (2z + σ2) ≤ u2
σ2 ∈ R≥0, z ∈ R.
(15)
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By introducing the variable α := exp(2z + σ2), the optimization problem (15) can be rewritten as

max
σ2,α
σ2
2 ln 2
s.t. ℓ1 ≤
√
α ≤ u1
ℓ2 ≤
(
exp(σ2)− 1)α ≤ u2
σ2 ∈ R≥0, α ∈ R≥0.
The monotonicity of
(
exp(σ2)− 1)α with respect to σ2 implies that the optimizers are uniquely
given by α = ℓ21 and σ
2 = ln
(
u2
ℓ21
+ 1
)
, which completes the proof.
Let us consider the case where the prior distribution is uniform. In this case the upper bound
(11) is tight, by following the proofs of Theorem 2.3 and Proposition 4.3. Figure 2 depicts for
different alphabet sizes n in (a) the empirical mean of the maximum expected information gain
(blue line) for 1000 experiments, which in general is difficult to compute in particular for higher
dimensional examples than Example 4B. The red line represents the empirical mean of the subop-
timal expected information gain, that is given by evaluating the mutual information for the optimal
parameters for the asymptotic capacity, derived in Proposition 4.3 and as such is computationally
much cheaper. The empirical variance of the maximum expected information gain (blue line) as
well as the empirical variance of the suboptimal expected information gain (red line) are depicted
in (b).
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FIG. 2. For different alphabet sizes n, we plot in (a) the empirical mean of the maximum expected in-
formation gain (blue line) 1
N
∑N
i=1 supλ∈Λ I(p,W
(λ,V,n)
i ), where (W
(λ,V,n)
i )
N
i=1 are independent channels and
N = 1000. The red line represents the empirical mean of the suboptimal expected information gain, that is
given by 1
N
∑N
i=1 I(p,W
(λˆ,V,n)
i ), where λˆ are the optimal parameters for the asymptotic capacity, derived in
Proposition 4.3. (b) depicts the empirical variance of the maximum expected information gain (blue line)
as well as the empirical variance of the suboptimal expected information gain (red line).
5. CONVERGENCE RATE
This section addresses how fast the capacity of a channel with the form introduced in Section 2
converges to the asymptotic value predicted by Theorem 2.3. In addition, we consider a different
model for the channel construction compared to Section 2. Let (Vx,y)x∈[n],y∈[m] be a sequence of
independent nonnegative random variables such that the following assumption holds, where we use
the notation (x)q+ = (0 ∨ x)q.
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Assumption 5.1. There exist positive numbers K and T such that for all n,m ∈ N
(i) max
{
1
n
∑
x∈[n]
E
[
V 2x,y
]
, 1n
∑
x∈[n]
E
[
(Vx,y log Vx,y)
2
]} ≤ K for all y ∈ [m]
max
{
1
m
∑
y∈[m]
E
[
V 2x,y
]
, 1m
∑
y∈[m]
E
[
(Vx,y log Vx,y)
2
]} ≤ K for all x ∈ [n]
(ii) max
{
1
n
∑
x∈[n]
E
[
(Vx,y)
q
+
]
, 1n
∑
x∈[n]
E
[
(Vx,y log Vx,y)
q
+
]} ≤ q!2KT q−2 for all q ≥ 3, y ∈ [m]
max
{
1
m
∑
y∈[m]
E
[
(Vx,y)
q
+
]
, 1m
∑
y∈[m]
E
[
(Vx,y log Vx,y)
q
+
]} ≤ q!2KT q−2 for all q ≥ 3, x ∈ [n]
(iii) 1m
∑
y∈[m] E[Vx,y] =
1
n
∑
x∈[n] E[Vx,y] for all x ∈ [n] on the left hand side and all y ∈ [m] on
the right hand side
(iv) Vx,y > 0 almost surely for all x ∈ [n] and y ∈ [m].
We denote by µ1,n :=
1
m
∑
y∈[m] E[Vx,y] =
1
n
∑
x∈[n] E[Vx,y] and µ2,n :=
1
m
∑
y∈[m] E[Vx,y log Vx,y]
and define the channel transition matrix W = (Wx,y)x∈[n],y∈[m] by Wx,y = Vx,y/
∑
y∈[m] Vx,y. Let
f : R≥0 × R≥0 → R≥0 denote the function
f(t, n) := exp
(
− nt
2
2(K + T t)
)
. (16)
The main difference between the random channel model considered in Section 2 and the one
in this section is that here we assume that the random variables (Vx,y)x∈[n],y∈[m] are independent
and such that Assumption 5.1 holds, whereas in Section 2 we assume that the random variables
(Vx,y)x∈[n],y∈[m] are independent and identically distributed and satisfy Assumption 2.1. Clearly
Assumption 5.1 is stronger than Assumption 2.1, which allows us to state a rate of convergence.
Note that Assumptions 5.1(i) and (ii) are necessitated by the use of Bernstein’s inequality (see
Lemma D.1), Assumption 5.1(iii) relates to the link with weakly symmetric channels and Assump-
tion 5.1(iv) significantly strengthens the positive mean assumption (Assumption 2.1).
Theorem 5.2 (Rate of convergence). Under Assumption 5.1, the capacity of the DMC defined
above satisfies for any t ∈ R>0
P
[∣∣∣∣C(W(V,n))−
(
µ2,n
µ1,n
− log µ1,n
)∣∣∣∣ ≥ t
]
≤ (2f(αt/2,m) + f( t2L ,m))∨(
2f(αt/4,m) + f(
t
4L ,m) + f(βt/(2L), n) + f(βt/(2L),m)
)
,
with
αt =


tµ21,n
µ1,n(1+t)+µ2,n
if µ1,n + µ2,n ≥ 0
tµ21,n
µ1,n(1−t)+µ2,n
otherwise
, βt =
tµ1,n
2 + t
, L =
1
a ln 2
and
a = min

 1m
m∑
y=1
Vx,y, µ1,n,
∑
k∈[n]
Vk,y∑
y∈[m] Vk,y
,
n
m

 .
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Remark 5.3 (Exponential convergence). Note that µ1,n is strictly larger than zero for any n ∈ N
by Assumption 5.1(iv). Moreover, Assumption 5.1(i) implies that there exists a constant S such
that µ2,n ≤ S for any n ∈ N. Therefore, the parameters αt and βt in Theorem 5.2 can be bounded
from below independently of n. Assumption 5.1(iv) further ensures that the parameter a can be
bounded from below independently of n and as such the parameter L is bounded from above and
below independently of n. Hence, Theorem 5.2 clearly implies exponential convergence in n.
Assume that as n → ∞, µ1,n and µ2,n converge and denote the limits by µ¯1 := limn→∞ µ1,n
and µ¯2 := limn→∞ µ2,n
Corollary 5.4 (Asymptotic capacity). Under Assumptions 2.2 and 5.1, for n→∞, the capacity
C(W(V,n)) of the DMC defined above converges to µ¯2µ¯1 − log µ¯1 in probability.
Proof. Follows directly from Theorem 5.2.
Since the exponential concentration provided in Theorem 5.2 is summable, a direct application
of the Borel-Cantelli Lemma [19, Theorem 2.3.1] allows us to improve Corollary 5.4 to almost sure
convergence.
A. Proof of Theorem 5.2
The structure of the proof is such that we prove separately convergence rates for the lower and
upper bounds of Section 2 (Propositions 5.5 and 5.6) respectively. The claim follows since the
capacity is forced to be between the upper and lower bounds, hence converges at the worst among
the two rates.
Proposition 5.5. A random channel W as introduced in this section with C
(λ=0)
UB (W) given in (5)
satisfies
P
[∣∣∣∣C(λ=0)UB (W)−
(
µ2,n
µ1,n
− log µ1,n
)∣∣∣∣ ≥ t
]
≤ 2f(αt/2, n) + f( t2L , n)
with
αt =


tµ21,n
µ1,n(1+t)+µ2,n
if µ1,n + µ2,n ≥ 0
tµ21,n
µ1,n(1−t)+µ2,n
otherwise
where L = 1a ln 2 and a = min

 1m
m∑
y=1
Vx,y, µ1,n

 .
Proof. See Appendix D.
Proposition 5.6. A random channel W of the form introduced in this section with C
(p∼U)
LB (W)
given in (6) satisfies
P
[∣∣∣∣C(p∼U)LB −
(
µ2,n
µ1,n
− log µ1,n
)∣∣∣∣ ≥ t
]
≤
2f(αt/4,m) + f(
t
4L ,m) + f(βt/(2L), n) + f(βt/(2L),m)
with
αt =


tµ21,n
µ1,n(1+t)+µ2,n
if µ1,n + µ2,n ≥ 0
tµ21,n
µ1,n(1−t)+µ2,n
otherwise
, βt =
tµ1,n
2 + t
, L = 1a ln 2 and
a = min


∑
k∈[n]
Vk,y∑
y∈[m] Vk,y
,
n
m

 .
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Proof. See Appendix D.
Proof of Theorem 5.2. Theorem 5.2 follows directly from Propositions 5.5 and 5.6 as by definition
C
(p∼U)
LB (W) ≤ C(W) ≤ C(λ=0)UB (W) almost surely.
6. CONCLUSION AND DISCUSSION
In this article we studied the capacity of discrete memoryless channels whose channel transition
matrix consists of entries that are nonnegative i.i.d. random variables V before being normalized.
It was shown that under some mild assumptions on the distribution of the random variables, the
capacity of such a channel as the dimension goes to infinity converges to the asymptotic capacity
given by µ2µ1 −log µ1 almost surely and in L2, where µ1 := E[V ] and µ2 := E[V log V ]. Interestingly,
for some distributions, e.g., the uniform and exponential distribution, the asymptotic capacity is
a constant. Furthermore, we have shown that the capacity of these random channels converges
exponentially to its asymptotic value in probability. Finally, we provided an interpretation of the
asymptotic capacity as an upper bound to the maximum expected information gain in the context
of Bayesian optimal experiment design.
For future work we aim to investigate if the asymptotic capacity of a random channel determined
by Theorem 2.3 has an operational meaning in other scenarios, e.g., in the setup of fading channels
or in Bayesian estimation. Furthermore, it would be interesting to study the variance of the
capacity of such random channels and its decay rate.
Appendix A: Measurability of the capacity
We show that the the capacity C(W(V,n)) of such a (random) DMC as well as the optimal input
distribution are random variables.
Lemma A.1 (Measurability). For a channel constructed as explained above the mapping C :
Mn,m → R≥0 given by C(W(V,n)) = maxp∈∆n I
(
p,W(V,n)
)
is measurable. Furthermore, the (set-
valued) mapping p⋆ :Mn,m ⇒ ∆n, p⋆(W(V,n)) = argmaxp∈∆n I
(
p,W(V,n)
)
, describing the optimal
input distribution, is measurable.
Proof. Note that we have
C(W(V,n)) = max
p∈Rn
{I(p,W(V,n)) + δˆ∆n(p)}, where δˆ∆n(p) =
{
0, if p ∈ ∆n
−∞, otherwise.
Since the mapping p 7→ I(p,W(V,n)) is concave and continuous for almost any W(V,n), I is a normal
integrand [20, Proposition 14.39]. Then, as shown in [20, Example 14.32], I(p,W(V,n)) + δˆ∆n(p)
is a normal integrand and as such the measurability of the mappings W(V,n) 7→ C(W(V,n)) and
W
(V,n) 7→ p⋆(W(V,n)) follows by [20, Theorem 14.37]; see [20, Definition 14.1] for a definition of
measurability of a set-valued mapping.
Appendix B: Additional examples
Example B.1 (Uniform distribution). Consider a DMC as defined above, where the elements Vx,y
are uniformly distributed with support [0, A] for some A > 0. It can be seen by the homogeneity
property in Remark 2.6, that the asymptotic capacity cannot depend on A. More precisely, for
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n → ∞ the capacity converges to 1 − 12 ln 2 almost surely and in L2, since for Vx,y ∼ U([0, A]), we
have µ1 = E[Vx,y] =
A
2 and µ2 = E[Vx,y log Vx,y] =
A(2 ln(A)−1)
4 ln 2 .
Example B.2 (Gamma distribution). Consider a DMC as defined in Section 2 using a gamma
distribution with shape and scale parameter k > 0 and θ > 0. For n → ∞ its capacity converges
to ψ(1+k)ln 2 − log k almost surely and in L2, where ψ(·) denotes the digamma function. This is
a direct consequence of Theorem 2.3, since for Vx,y ∼ Γ(k, θ) we have µ1 = E[Vx,y] = kθ and
µ2 = E[Vx,y log Vx,y] = kθ
lnψ(1+k)+ln θ
ln 2 . We note that αVx,y ∼ Γ(k, αθ) for positive α, which by the
homogeneity property (cf. Remark 2.6) implies that the asymptotic capacity cannot depend on θ.
Example B.3 (Chi-squared distribution). Consider a DMC as defined in Section 2 using a chi-
squared distribution with degrees of freedom k ∈ N. For n → ∞ its capacity converges to 1 +
1
ln 2ψ(1 +
k
2 ) − log k almost surely and in L2, where ψ(·) denotes the digamma function. This
is a direct consequence of Theorem 2.3, since for Vx,y ∼ χ2(k) we have µ1 = E[Vx,y] = k and
µ2 = E[Vx,y log Vx,y] = k +
k
ln 2ψ(1 +
k
2 ).
Example B.4 (Beta distribution). Consider a DMC as defined in Section 2 using a beta distri-
bution with shape parameters α, β > 0. For n →∞ its capacity converges to Hα−Hα+βln 2 − log αα+β
almost surely and in L2, where Hn denotes the n-th harmonic number. This is a direct con-
sequence of Theorem 2.3, using that for Vx,y ∼ beta(α, β) we have µ1 = E[Vx,y] = αα+β and
µ2 = E[Vx,y log Vx,y] =
α
(α+β) ln 2(Hα −Hα+β).
Appendix C: Two technical lemmas
Lemma C.1. Let X1,X2, . . . ,Xn be i.i.d. nonnegative random variables with E[Xi] =: µ1 > 0,
E[Xi logXi] =: µ2 and E
[
(Xi logXi)
2
]
< ∞. Let Yi = Xi∑n
j=1 Xj
then as n → ∞, ∑ni=1 Yi log Yi +
log n→ µ2µ1 − log µ1 almost surely and in L2.
Proof. Let ξn :=
1
n
∑n
j=1Xj and Zi := Xi logXi. We then can write
n∑
i=1
Yi log Yi + log n =
n∑
i=1
Xi∑n
j=1Xj
log
(
Xi∑n
j=1Xj
)
+ log n
=
1
n
n∑
i=1
Xi
ξn
log
(
Xi
n ξn
)
+ log n
=
1
ξn
(
1
n
n∑
i=1
Zi − log(n ξn) 1
n
n∑
i=1
Xi
)
+ log n
=
1
ξn
1
n
n∑
i=1
Zi − log ξn. (C1)
Note that E
[
(Xi logXi)
2
]
< ∞ implies that Xi has a finite second moment. Using the strong
law of large numbers [19, Theorem 2.4.1], it follows that for n → ∞, ξn → µ1 almost surely
and 1n
∑n
i=1 Zi → µ2 almost surely. The convergence in L2 follows by using the L2-weak law [19,
Theorem 2.2.3.] instead of the strong law of large numbers.
Lemma C.2. Let {Xi,j}i∈[n], j∈[m] be i.i.d. random variables taking values on R≥0, with E[Xi,j] =:
µ > 0 and E
[
X2i,j
]
<∞. If Yi,j = Xi,j∑m
k=1Xi,k
then for n→∞, where m := ⌈γn⌉ for some γ ∈ R>0,∑n
i=1 Yi,j → 1γ almost surely and in L2 for every j ∈ [m].
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Proof. By assumption we can write
n∑
i=1
Yi,j =
n∑
i=1
Xi,j∑m
k=1Xi,k
=
1
γn+ εn
n∑
i=1
Xi,j
1
m
∑m
k=1Xi,k
, (C2)
where εn := ⌈γn⌉ − γn ∈ [0, 1) for all n ∈ N. We can bound (C2) from above as
1
γn+ εn
n∑
i=1
Xi,j
1
m
∑m
k=1Xi,k
≤ 1
γn+ εn
n∑
i=1
Xi,j
1
m minℓ∈[n]
∑m
k=1Xℓ,k
=
1
γ
1
1+ εn
γn
1
n
∑n
i=1Xi,j
1
m
∑m
k=1Xℓ,k
, (C3)
where ℓ ∈ argminℓ∈[n]
∑m
k=1Xℓ,k. By the strong law of large numbers [19, Theorem 2.4.1] respec-
tively the L2-weak law [19, Theorem 2.2.3.], the right hand side of (C3) converges to 1/γ almost
surely, respectively in L2 for n→∞. We can also bound (C2) from below by
1
γn+ εn
n∑
i=1
Xi,j
1
m
∑m
k=1Xi,k
≥ 1
γn+ εn
n∑
i=1
Xi,j
1
m max
ℓ∈[n]
∑m
k=1Xℓ,k
=
1
γ
1
1+ εn
γn
1
n
∑n
i=1Xi,j
1
m
∑m
k=1Xℓ,k
, (C4)
where ℓ ∈ argmaxℓ∈[n]
∑n
k=1Xℓ,k. Again the strong law of large numbers and the L
2-weak law
ensure that the right hand side of (C4) converges to 1/γ almost surely and in L2 for n → ∞.
This then implies that (C2) converges to 1/γ almost surely and in L2 for n→∞ which proves the
assertion. Note that the law of large numbers in (C4) works there because the number of sequences
is linear in the sequence length.
Appendix D: Proof of Theorem 5.2
As already sketched in Section 5A, the proof of Theorem 5.2 is implied by convergence rate
statements for the upper and lower bounds of Section 2 (Propositions 5.5 and 5.6) respectively.
This appendix provides a proof for the mentioned two propositions. To prove Proposition 5.5 we
need a few preparatory lemmas.
Lemma D.1 (Bernstein’s inequality [9, Corollary 2.11]). Let X1, . . . ,Xn be independent real-valued
random variables. Assume that there exist positive numbers K and T such that
∑n
i=1 E
[
X2i
] ≤ K
and
n∑
i=1
E
[
(Xi)
q
+
] ≤ q!
2
KT q−2 for all integers q ≥ 3.
If S = 1n
∑n
i=1(Xi − E[Xi]), then for all t > 0
P[S ≥ t] ≤ exp
( −n2t2
2(K + Tnt)
)
.
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Lemma D.2. Let X and Y be two random variables, η1 and η2 be two real constants such that
P[|X − η1| ≥ t] ≤ g1(t) and P[|Y − η2| ≥ t] ≤ g2(t) for two functions gi : R → R≥0, i ∈ {1, 2}.
Then, P[|X + Y − η1 − η2| ≥ t] ≤ g1( t2) + g2( t2).
Proof. Consider the following four events At := {|X − η1| ≥ t}, Bt := {|Y − η2| ≥ t}, Ct :=
{|X + Y − η1− η2| ≥ t} and Dt := {|X − η1|+ |Y − η2| ≥ t}. Using the triangle inequality and the
union bound we find
P[Ct] ≤ P[Dt] ≤ P
[
At/2 ∪Bt/2
] ≤ P[At/2]+ P[Bt/2] ≤ g1( t2) + g2( t2).
Lemma D.3. Let X, Y be random variables and η1 ∈ R, η2 ∈ R>0 constants such that
P[|X − η1| ≥ t] ≤ g1(t) and P[|Y − η2| ≥ t] ≤ g2(t), for two functions gi : R → R≥0, i ∈ {1, 2}
and t ∈ R≥0. Then
P
[∣∣∣∣XY − η1η2
∣∣∣∣ ≥ t
]
≤ g1(αt) + g2(αt) with αt =


tη22
η2(1+t)+η1
if η1 + η2 ≥ 0
tη22
η2(1−t)+η1
otherwise.
Proof. Consider the three events At := {|X−η1| ≥ t}, Bt := {|Y −η2| ≥ t} and Ct := {|XY − η1η2 | ≥ t}.
We first show that Act ∩ Bct ⊆ Ccγt , with γt := t(η1+η2)η2(η2−t) for t 6= η2 and η1 + η2 ≥ 0. Given Act ∩ Bct
it follows that X ∈ [η1 − t, η1 + t] and Y ∈ [η2 − t, η2 + t]. Given Act ∩ Bct , two possible extreme
values of |XY − η1η2 | are ∣∣∣∣η1 + tη2 − t −
η1
η2
∣∣∣∣ =
∣∣∣∣t(η2 + η1)η2(η2 − t)
∣∣∣∣ =: γt for t 6= η2 and (D1)∣∣∣∣η1η2 −
η1 − t
η2 + t
∣∣∣∣ =
∣∣∣∣t(η1 + η2)η2(η2 + t)
∣∣∣∣ =: γ′t, (D2)
where it is immediate that for η1 + η2 ≥ 0, we have γt ≥ γ′t. We thus have |XY − η1η2 | ≤ γt, which
implies by definition that Act ∩Bct ⊆ Ccγt and thus
P
[
Ccγt
] ≥ P[Act ∩Bct ] . (D3)
Using (D3), de Morgan’s law and the union bound we find
P[Cγt ] = 1− P
[
Ccγt
] ≤ 1− P[Act ∩Bct ] = P[At ∪Bt] ≤ P[At] + P[Bt] . (D4)
Solving γt =
∣∣∣ t(η1+η2)η2(η2−t)
∣∣∣ for t 6= η2 and inserting it into (D4) proves the assertion for η1 + η2 ≥ 0. If
η1 + η2 < 0, we have γ
′
t ≥ γt. Following the same lines as above, i.e., solving γ′t =
∣∣∣ t(η1+η2)η2(η2+t)
∣∣∣ for t
and inserting it into (D4) proves the assertion for η1 + η2 < 0.
Lemma D.4. Let X be a random variable and η be a constant such that X, η ∈ [α,∞) for α > 0
and P[|X − η| ≥ t] ≤ g(t) for some function g : R≥0 → R>0. Then P[| logX − log η| ≥ t] ≤ g( tL )
with L = 1α ln(2) .
Proof. The function h : [α,∞) → R for α > 0 that maps x 7→ log x is known to be Lipschitz
continuous with Lipschitz constant L = 1α ln 2 . By definition of Lipschitz continuity we obtain
P[| logX − log η| ≥ t] ≤ P
[
|X − η| ≥ t
L
]
≤ g
(
t
L
)
.
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Proof of Proposition 5.5. Let {Vx,y}x∈[n],y∈[m], µ1,n and µ2,n as defined above and let Zx,y :=
Vx,y log Vx,y. According to Assumption 5.1 and Bernstein’s inequality (Lemma D.1),
P


∣∣∣∣∣∣
1
m
m∑
y=1
Vx,y − µ1,n
∣∣∣∣∣∣ ≥ t

 ≤ exp( −m2t2
2(K + Tmt)
)
= f(t,m) ∀x ∈ [n], (D5)
and
P


∣∣∣∣∣∣
1
m
m∑
y=1
Zx,y − µ2,n
∣∣∣∣∣∣ ≥ t

 ≤ exp( −m2t2
2(K + Tmt)
)
= f(t,m) ∀x ∈ [n], (D6)
According to Lemma D.3, (D5) and (D6) imply that
P
[∣∣∣∣∣
1
m
∑m
y=1 Zx,y
1
m
∑m
y=1 Vx,y
− µ2,n
µ1,n
∣∣∣∣∣ ≥ t
]
≤ 2f(αt,m) ∀x ∈ [n], (D7)
for
αt =


tµ21,n
µ1,n(1+t)+µ2,n
if µ1,n + µ2,n ≥ 0
tµ21,n
µ1,n(1−t)+µ2,n
otherwise.
Lemma D.4 together with (D5) gives
P


∣∣∣∣∣∣log

 1
m
m∑
y=1
Vx,y

− log µ1,n
∣∣∣∣∣∣ ≥ t

 ≤ f( tL ,m) ∀x ∈ [n], (D8)
with L = 1a ln 2 and a = min
{
1
m
∑m
y=1 Vx,y, µ1,n
}
. Finally, using the definition of C
(λ=0)
UB (W) given
in (5) we find
P
[∣∣∣∣C(λ=0)UB (W)−
(
µ2,n
µ1,n
− log µ1,n
)∣∣∣∣ ≥ t
]
= P


∣∣∣∣∣∣maxx∈[n]


m∑
y=1
Wx,y logWx,y

+ logm−
(
µ2,n
µ1,n
− log µ1,n
)∣∣∣∣∣∣ ≥ t


= P


∣∣∣∣∣∣maxx∈[n]


m∑
y=1
Vx,y∑m
k=1 Vx,k
log
(
Vx,y∑m
ℓ=1 Vx,ℓ
)
+ logm−
(
µ2,n
µ1,n
− log µ1,n
)∣∣∣∣∣∣ ≥ t


= P


∣∣∣∣∣∣
m∑
y=1
Vx,y∑m
k=1 Vx,k
log
(
Vx,y∑m
ℓ=1 Vx,ℓ
)
+ logm−
(
µ2,n
µ1,n
− log µ1,n
)∣∣∣∣∣∣ ≥ t

 (D9)
= P


∣∣∣∣∣∣
1
m
∑m
y=1 Zx,y
1
m
∑m
y=1 Vx,y
− µ2,n
µ1,n
−

log
(
1
m
m∑
y=1
Vx,y
)
− log (µ1,n)


∣∣∣∣∣∣ ≥ t

 (D10)
≤ 2f(αt/2,m) + f( t2L ,m), (D11)
where in (D9) x denotes the x ∈ [n] that achieves the maximum. Equation (D10) follows by
recalling that Zx,y := Vx,y log Vx,y. The inequality finally uses (D7), (D8) and Lemma D.2.
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We next derive a few preparatory lemmas that are used to prove Proposition 5.6.
Lemma D.5. Using the notation introduced above, for all y ∈ [m],
P


∣∣∣∣∣∣
∑
k∈[n]
Wk,y − n
m
∣∣∣∣∣∣ ≥ t

 ≤ f(βt, n) + f(βt,m), with βt := tµ1,n
2 + t
.
Proof. Fix an arbitrary y ∈ [n] and define
Uy :=
∑
k∈[n]
Wk,y =
n
m
1
n
∑
k∈[n]
Vk,y
1
n
∑
ℓ∈[n] Vk,ℓ
.
With k ∈ argmaxk∈[n]
∑
ℓ∈[m] Vk,ℓ and k ∈ argmink∈[n]
∑
ℓ∈[m] Vk,ℓ we can bound Uy from below
and above by
Uy,LB =
n
m
1
n
∑
k∈[n]
Vk,y
1
m
∑
ℓ∈[m] Vk,ℓ
and Uy,UB =
n
m
1
n
∑
k∈[n]
Vk,y
1
m
∑
ℓ∈[m] Vk,ℓ
.
Lemma D.1 and Lemma D.3 give
P
[∣∣∣Uy,LB − n
m
∣∣∣ ≥ t] = P
[∣∣∣∣∣ nm
1
n
∑
k∈[n] Vk,y
1
m
∑
ℓ∈[m] Vk,ℓ
− n
m
∣∣∣∣∣ ≥ t
]
≤ f(βt, n) + f(βt,m),
for f(·, ·) and βt as defined in (16) and the theorem. The same argument can be obtained to bound
P
[∣∣Uy,UB − nm ∣∣ ≥ t] which then proves the assertion.
Lemma D.6. Using the notation introduced above, for every y ∈ [n],
P


∣∣∣∣∣∣log
∑
k∈[n]
Wk,y − log n
m
∣∣∣∣∣∣ ≥ t

 ≤ f (βt/L, n)+ f (βt/L,m)
with βt :=
tµ1,n
2+t , L =
1
a ln 2 and a = min
{∑
k∈[n]
Vk,y∑
y∈[m] Vk,y
, nm
}
.
Proof. Follows directly from Lemmas D.4 and D.5.
Lemma D.7. Using the notation introduced above
P


∣∣∣∣∣∣
1
n
∑
x∈[n],y∈[m]
Wx,y log
∑
k∈[n]
Wk,y − log n
m
∣∣∣∣∣∣ ≥ t

 ≤ f (βt/L, n)+ f (βt/L,m) ,
with βt :=
tµ1,n
2+t L =
1
a ln 2 and a = min
{∑
k∈[n]
Vk,y∑
y∈[m] Vk,y
, nm
}
.
Proof. For an arbitrary y ∈ [m], define the events
At :=


∣∣∣∣∣∣log
∑
k∈[n]
Wk,y − log n
m
∣∣∣∣∣∣ ≥ t

 and Bt :=


∣∣∣∣∣∣
1
n
∑
x∈[n],y∈[m]
Wx,y log
∑
k∈[n]
Wk,y − log n
m
∣∣∣∣∣∣ ≥ t

 .
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Suppose that for all y ∈ [m], | log∑k∈[n]Wk,y − log nm | ≤ t, this implies that∣∣∣∣∣∣
1
n
∑
x,y∈[n]
Wx,y log
∑
k∈[n]
Wk,y
∣∣∣∣∣∣ ≤ t,
where we used that Wx,y ≥ 0 for all x ∈ [n], y ∈ [m] and that for all x ∈ [n],
∑
y∈[m]Wx,y = 1.
Thus P[Act ] ≤ P[Bct ] or equivalently P[Bt] ≤ P[At], which together with Lemma D.6 proves the
assertion.
Proof of Proposition 5.6. Let x ∈ argminx∈[n]
∑
x,y∈[n]Wx,y logWx,y. By definition of C
(p∼U)
LB (W)
given in (6) we have
P
[∣∣∣∣C(p∼U)LB (W)−
(
µ2,n
µ1,n
− log µ1,n
)∣∣∣∣ ≥ t
]
= P


∣∣∣∣∣∣log n+
1
n
∑
x∈[n],y∈[m]
Wx,y logWx,y −
(
µ2,n
µ1,n
− log µ1,n
)
− 1
n
∑
x∈[n],y∈[m]
Wx,y log
∑
k∈[n]
Wk,y
∣∣∣∣∣∣ ≥ t


= P


∣∣∣∣∣∣logm+
1
n
∑
x∈[n],y∈[m]
Wx,y logWx,y −
(
µ2,n
µ1,n
− log µ1,n
)
− 1
n
∑
x∈[n],y∈[m]
Wx,y log
∑
k∈[n]
Wk,y + log
n
m
∣∣∣∣∣∣ ≥ t


≤ P


∣∣∣∣∣∣logm+
∑
y∈[n]
Wx,y logWx,y−
(
µ2,n
µ1,n
−log µ1,n
)
− 1
n
∑
x∈[n],y∈[m]
Wx,y log
∑
k∈[n]
Wk,y+log
n
m
∣∣∣∣∣∣ ≥ t


≤ 2f(αt/4,m) + f( t4L ,m) + f(βt/(2L), n) + f(βt/(2L),m),
where the final inequality uses similar steps as done in the derivation of (D11) together with
Lemma D.2 and Lemma D.7.
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