Abstract-The capacity of a cellular radio system is largely dependent on its transmitter power control. Since power control is inherently a real-time problem, to find the fastest carrier-tointerference ratio (CIR) balancing algorithm, which forces the CIR of each cell to converge to a value, has been the essential issue.
I. INTRODUCTION

P
OWER CONTROL is an important problem in cellular wireless communications. In frequency-division multipleaccess (FDMA) and time-division multiple-access (TDMA) cellular systems, a limited band of frequency is divided into a number of channels [9] . In these systems, a channel used in a cell can be reused in other cells as far as the cochannel interference is tolerable such that the desired carrierto-interference ratio (CIR) level is satisfied at each cell. Once the channel assignment is carried out, the power control takes a role of controlling the interference caused by cochannel reuse. The transmitter power at a cell, on one hand, must be reduced to minimize the interference at other cochannel cells, and, on the other hand, it must be sufficient for voice communication. Thus, the capacity of the cellular system can be maximized with an efficient way of power control. In code-division multiple-access (CDMA) cellular systems, power control is the most important issue since the capacity of CDMA system is only interference limited.
In literature [1] - [8] , [10] , the CIR is employed as a voicequality measure. Aein [2] and Nettleton [5] developed CIR balancing techniques which make all the users experience the same CIR regardless of their position in the system. CIR balancing techniques have been the core of power control algorithms. The CIR balancing problem is identified as the eigenvalue problem of a matrix whose elements are related to the propagation gains of base-to-mobile links [4] , [6] . Since power control is inherently a real-time problem, finding the fastest CIR balancing algorithm has been an essential issue.
A lot of research [1] , [4] , [6] , [10] has concentrated more on the distributed power control schemes than on the centralized schemes because the centralized power control suffers from the large-scaled data management and incurs network vulnerability. Distributed power control schemes are performed at each cell by using its current CIR measurements and the current transmitter power. It is natural that distributed power control is more simple and requires less information than the centralized one. However, distributed power control takes more time for CIR balancing than the centralized one due to the limited amount of information.
An efficient power control scheme is developed in this paper. In the scheme, the power control is performed at each base with some parameters provided by the central collector. The CIR balancing algorithm of the scheme shows smooth and fast convergence. The algebraic properties of some published CIR balancing algorithms are compared with the proposed one. The computational results on the convergence of the proposed CIR balancing algorithm is also compared with other algorithms.
The concept of receiver noise is introduced in [1] , and the concept of maximum transmitter power is introduced in [8] . The existence of positive receiver noise affects much to the CIR convergence. The proposed algorithm is also applied for the power control problem in this environment. This paper is composed as follows. Basic concepts on the model to be considered is described in Section II. In Section III, main parameters that determine the efficiency of the proposed power control scheme is described. Algebraic properties of the proposed algorithm is compared to other procedures in Section IV. The power control problems in a system with the positive receiver noise is in Section V. Computational results on the performance of the proposed algorithm is shown in Section VI. The conclusions are in Section VII.
II. BASIC CONCEPTS ON THE MODEL
For simplicity, the forward-link (base to mobile) power control is considered in this paper. As mentioned in [1] , 0018-9545/98$10.00 © 1998 IEEE discussions and results for the forward-link power control can be directly applied to the reverse link. This paper focuses on the single-channel power control in an FDMA or TDMA system as in most of the literature. Although the propagation properties are time varying, the static model can be employed as a starting point to the time variation model. In this paper, we consider the static propagation model.
We assume that there are cells that share a channel. Actually, they are separated from one another with at least a certain prespecified distance to avoid severe cochannel interference. There exists only one mobile in each cell that uses the channel.
In order to define the power control schemes and to analyze their convergence characteristics, we employ the following notation (see Fig. 1 
.).
Power transmitted from base at the th iteration. Power gain on the link between mobile and base (assumed to be constant). Power from base received at mobile at the th iteration. Total cochannel interference received at mobile . Nonnegative receiver noise at mobile . Target CIR. where .
Power vector at the th iteration whose th component is . CIR at mobile at the th iteration.
We consider two different environments. Environment I is the same environment model as in [3] , [4] , [6] , [7] , and [10] . In this environment, interference-limited systems with noiseless receivers ( for all ) are assumed. On the other hand, in Environment II, which is described in [1] and [8] , the positive receiver noise is added to the cochannel interference in calculation of the CIR. As discussed in [8] , the receiver noise is present in practical receivers and the transmitter power is limited. Thus, Environment II is more realistic than Environment I. The results to be shown for Environment I can be regarded as an asymptotic bound of the performance when the relative receiver noise approaches to zero in Environment II.
The value is said to be achievable if there is a corresponding power vector such that for all . Let be the least upper bound of achievable CIR with the current gain matrix. Then depends on the propagation gain of the links. If is below the necessary level for communication, a few calls must be handed over in order to improve CIR's at mobiles in other cells.
Note that there is no upper bound of transmitter power in the definition of . In this situation, the effect of receiver noise at a mobile can be made small when it is compared with the cochannel interference from its interfering cells by multiplying a large positive number to the current power vector. Thus, can be obtained via a CIR balancing algorithm by setting for all . Hence, Environment I is considered for obtaining .
is the ratio of (the propagation gain on the link between mobile and base ) and (the propagation gain on the link between mobile and base ). By definition, CIR at mobile can be rewritten as , where . Zander [4] proved that , where represents the largest eigenvalue of the matrix . This will be discussed in Section IV.
III. PARAMETRIC POWER CONTROL SCHEME
In this section, we propose a parametric power control (PPC) scheme. Main frame of the PPC follows the conventional distributed power control algorithm described as follows.
General Distributed Power Control Algorithm:
Step 1) Measure for each cell .
Step 2) Adjust the power of each mobile by the power balancing function at most steps, . If at some step , the termination criterion is satisfied for each , stop.
Step 3) Otherwise, remove the cell that satisfies the removal condition. Go to Step 1). The PPC employs some parameters modified from the conventional algorithm to improve its efficiency. They are as follows.
A. Power Updating Function
This function is necessary for CIR balancing. It is the core and main interest of power control algorithms. The convergence speed of the function is the critical factor. If the CIR's are not balanced above the minimal level for communication during the power control period, at least one mobile-base link should be disconnected. Thus, the convergence speed is critically related to the system capacity. In the PPC, the power updating function is defined by where represents the minimum observed CIR at the th iteration, is a real parameter in (0, 1], and .
is a value which is usually set to the target CIR . The term "parametric" comes from the role of the central collector. The central collector collects the CIR and power information from the cells and returns the and back to them. The main CIR balancing procedure is carried out by each cell site with the parameters from the central collector. Thus, the central collector assists the power control procedure. The multiplier is also necessary to prevent transmitter powers from increasing altogether [3] , [4] . The information of the smallest CIR value is necessary for the call removal procedure in Step 3) of the general distributed power control algorithm. Collection of and computation of at the central collector is quite straightforward and simple. So the central collector in PPC has no need for large scale data management and intensive computation. The advantages of the proposed power updating function is discussed in detail in Sections IV and V.
B. Termination Criterion TC( )
In the PPC, TC( ) satisfies and dB, where denotes the minimum CIR level for communication. That is, the CIR balancing procedure continues until the CIR's observed at the cochannel mobiles are within 1-dB range from one another. If all the CIR's fall under at an iteration, the algorithm aborts the power updating procedure and goes to the call removal procedure because there is very little chance to achieve .
In most published power control schemes, TC( ) has a form of . In [4] , the target CIR is set to while in [1] , a distinct target value for each cell is suggested. In the PPC, the following cases are considered in determining the target CIR value.
Case 1: If is achievable and the least upper bound of achievable CIR , then signal qualities observed at mobiles may be very uneven when the termination criteria is satisfied.
Case 2: If is not achievable, then at least a mobile must give up using the channel to improve other cells' CIR's. A conservative target CIR value (i.e., ) is preferred to reduce unnecessary removal of cells in Case 3. As a result, the algorithm may stop without enough convergence of CIR's as in Case 1. Subscribers may complain when they get minimal grade of service (GOS) even though the call traffic is not busy at all. When there is no deliberate discrimination of GOS, the voice quality should be equalized. A solution to this problem is to adjust the target CIR value dynamically, but it takes more consideration. The termination criterion of the PPC partially solves this problem by adding a 1-dB-range condition.
C. The Maximum Number of Balancing Trials
When is too large, the CIR balancing procedure takes too much time. Also, there is not enough time to decide the call removal. However, when is too small, the CIR's may not sufficiently converge in steps. The determination of proper number of trials depends on the convergence speed of the CIR balancing algorithm. The maximum number of trials can be reduced when the CIR's converge fast by the CIR balancing algorithm.
D. Removal Condition
When the termination criterion TC( ) is not satisfied for all in steps, a mobile must quit using the channel to reduce the cochannel interference of other cells. The removal procedure is repeated if the balancing procedure followed by the removal fails to satisfy TC( ) for all within the next steps. It is ideal to choose the minimal set of calls whose removal makes all other cells satisfy TC( ), However, this is not practical. In the PPC, the cell with the minimum CIR is removed as in [4] . With the parameters discussed above, the PPC is organized as follows.
Parametric Power Control Algorithm:
Step 1) Measure for each cell . Let for each .
Step 2) Do where . If at some step , , and 1 dB for all , stop; else if for all , go to Step 3). End if; end do; if for all , stop.
Step 3) Otherwise, remove the cell with the smallest CIR.
Go to Step 1).
IV. COMPARISON OF POWER CONTROL SCHEMES WITH NO RECEIVER NOISE
In this section, the PPC and a few recently published algorithms are compared. The focus of this section is on the speed of convergence to the least upper bound of achievable CIR in interference-limited systems with no receiver noise (Environment I).
A. Distributed Balancing Algorithm (DBA) [4]
Zander's DBA requires current transmitter power vector and CIR measurements. The power updating function is given by , where the level-controlling multiplier is given by . In Environment I, the CIR at each mobile is determined by the ratio and not by the absolute magnitude of each . Thus, does not affect the CIR's. This algorithm guarantees convergence to an optimal power vector. By the definition of CIR and the matrix {Z, the distributed balancing algorithm can be represented as the following matrix form:
In this paper, the matrix {Z such that is called the multiplier matrix. If all the eigenvalues of the multiplier matrix are nonnegative, the convergence depends on the ratio of the second largest and the largest eigenvalue of the multiplier matrix. The smaller the ratio, the faster the convergence.
Let the eigenvalues of be of {Z are listed in nonincreasing order of the real parts. As discussed in [6] , the convergence speed of a CIR balancing algorithm depends on the ratios between the other eigenvalues and the largest one of the multiplier matrix. Zander [4] mentioned that all the eigenvalues are close to one when the least upper bound of achievable CIR is high. Hence, the convergence is very slow.
B. Distributed Power Control (DPC) [6]
Grandhi's DPC is reported to converge much faster than Zander's DBA. This algorithm requires the same information as the DBA at the bases. The power updating function is and in matrix form .
. The multiplier matrix of DPC is . All the eigenvalues of the multiplier matrix are obtained by subtracting one from the corresponding eigenvalues of Z, they will all be close to zero when the least upper bound of CIR is high. Hence, the ratio of the second largest and the largest eigenvalue of is much smaller than one when compared with the case of DBA. However, the smallest eigenvalue of is almost always negative. When the ratio of the smallest eigenvalue and the largest one of is close to 1, the CIR's fluctuate. Grandhi [6] has mentioned that when there are more than two cochannel cells, the convergence is guaranteed in the asymptotic sense. However, as will be shown in computational results, the CIR's fluctuate severely in Environment I. It also takes a long time for a complete convergence.
C. Parametric Power Control (Proposed in this Paper)
The PPC requires as well as those information required in the DBA. The power updating function of PPC ( ) is . DPC is a special case of PPC when and . converges to as grows. According to [4] , , where represents the largest eigenvalue of . Hence, can be seen as an estimator of . Thus, the power updating function is represented as , where denotes an estimator of . Since , at any step . As stated in the DPC case, the speed of convergence depends not only on the ratio of the second largest eigenvalue to the largest one, but also on the smallest eigenvalue to the largest one. Considering the multiplier matrix of the form , we conclude that (as in DPC) is too large for fast convergence. In the PPC, . The multiplier matrix is as shown in (1), given at the bottom of the page, for some square matrix .
is almost always positive and is added to the eigenvalues of to keep the smallest one not to be much too small.
V. PPC WITH POSITIVE RECEIVER NOISE
The existence of positive noise clearly affects the convergence property. The convergence becomes very smooth when the small positive receiver noise exists. Thus, the convergence property which is mentioned in Section IV is not correct for this environment model.
The PPC ( ) proposed in Section III is employed in this environment. Note that the power update function of PPC ( ) is given by
In this section, we assume for all . Let denote the allowable maximum transmitter power.
In [8] , DPC is modified to distributed constrained power control (DCPC) in order to be applied to the environment with positive receiver noise. The power update function of DCPC is given by Note that setting and in the equation for PPC ( ) with the maximum power constraint will result in the (1) DCPC scheme of [8] which is distributed scheme requiring no central collector. Thus, DCPC can be regarded as a special case of PPC ( ).
As in [8] , the target CIR cannot be achieved if . When the target CIR is very close to the least upper bound of achievable CIR , it becomes hard to achieve in a short time period. If is equal to the minimal level for communication, it cannot be lowered.
There are two objectives of power control in the environment with positive receiver noise (Environment II). The first objective is to achieve in as small number of iterations as possible The second one is to consume as small power as possible. Clearly, CIR's can be elevated by increasing the current power level. Sometimes it is necessary to increase power for fast CIR convergence to a high value. Thus, the two objectives are conflicting. The reason to reduce power is as follows. If the required transmitted power at a mobile exceeds , it means that cannot be achieved. If is easily achieved, it is always beneficial to reduce the transmitter as much as possible. Especially in reverse link (from base to mobile), where the power from a handheld device is limited due to the battery capacity limitations, reducing the transmitter power can increase the battery lifetime.
Therefore, an efficient power control algorithm has to satisfy the speed of CIR balancing and the required transmitter power.
Increasing tends to increase power rapidly because at each iteration . This property is effective for CIR elevation, but may result in high power consumption. When is very close to , it is necessary to increase power rapidly to achieve it in the predefined number of iterations . Increasing is another way of elevating CIR. However, there are two defects in increasing . First, the power consumption is much higher than that from increasing . Second, increasing does not help fast balancing of CIR's at all.
It is shown in computational results that the two objectives in this section can be achieved with appropriate choices of and .
VI. COMPUTATIONAL RESULTS
A simulation is designed to compare the convergence speed of the proposed balancing algorithm with other schemes. A one-dimensional (1-D) cellular system which has twenty cells and three channels is considered. Each channel is reused in every third cell by a mobile. As an example, cells 1, 4, and 7 are the cochannel cells. The mobile position is distributed uniformly in each cell and assumed to be fixed. The propagation gain is given by , where represents the distance between th receiver and th transmitter.
We first assume Environment I which has no receiver noise. Figs. 2-4 show the CIR's of Cell 1, 4, and 7 balanced by Zander's DBA, Grandhi's DPC, and the proposed algorithm, the PPC (1.0). CIR's converge very slowly by DBA. It takes more than 100 000 iterations to balance the CIR's in the 1-dB range. (Hereafter, we call this condition 1-dB-range convergence.) CIR's balanced by the DPC converge very fast at the first iteration. However, after the first iteration, they fluctuate with very little reduction of the gap at each iteration. It takes 642 iterations for 1-dB-range convergence by the DPC. The PPC shows very quick and smooth convergence. It takes only 24 iterations for 1-dB-range convergence.
Fig . 5 shows the convergence of the PPC (0.1). As seen from the figure, the convergence shows a little fluctuation, but it takes only ten iterations for 1-dB-range convergence. The choice of should be adaptive to the specification of the system. If is too large, the convergence will be slow. If is too small, the CIR's will fluctuate. However, in our experiments the choice of is good for most kind of situations in Environment I. Ten random problems are tested and the number of iterations required for 1-dB convergence is summarized in Table I . It is clear that the PPC shows far better performance than the DPC in all problems. The acceleration of convergence by PPC (0.1) is also demonstrated in the table.
In most cellular FDMA systems, one would expect the minimum CIR targets on the order of 15-18 dB or less. As shown in the Figs. 2-5, the achieved CIR is around 30 dB as in [6] . With lognormal noise, note that the gain on the link between mobile and base is given by , where is the distance between mobile and base and is a lognormally independent variable with 0-dB expectation and dB standard deviation. The 4-10 dB are usually suitable for the value of in urban-area propagation model [9] . The number of iterations it takes for 1-dB-range convergence with various values of is summarized in Table  II . As discussed above, the efficiency of the DPC depends on the ratio of the smallest to the largest eigenvalue of . Since the ratio is very sensitive to the environment, the DPC shows a lot of variation on the convergence speed depending on the value of . The good performance of PPC (1.0) and PPC (0.1) seems to be independent of the value of . From the table, we see that the PPC is very robust to the environment.
Two-dimensional (2-D) cellular system is also tested. We assume the 49-cell structure with seven-cell pattern channel assignment as in Fig. 6 . Table III compares the performance when the DPC, PPC (1.0), and PPC (0.1) are applied to the 2-D cellular system. The DPC performs a little better in the 2-D system than in a 1-D system. However, the DPC shows large variation on the number of iterations over the problems depending on the environment. The PPC shows much better performance than the DPC in all problems.
The effect of positive receiver noise is also experimented. Environment II is assumed in a 1-D cellular system. Tables IV-VI show the number of iterations it takes for the PPC to achieve the target CIR and the largest power consumption of all the mobiles at the end of the iteration. The receiver noise and the power consumption is measured in milliwatts It is shown that PPC ( ) with is much faster than PPC (0) ( DPC) when the receiver noise is relatively small (when in Table IV ) even if it leads to higher power consumption. On the other hand, when the receiver noise is large (when in Table IV ), PPC ( ) shows little difference for different levels of . From Tables IV-VI, it is clear that as increases, the relative effect of on the convergence becomes large. It is also shown that even a small positive value of significantly accelerates the convergence when the receiver noise is small while consuming a little more power than PPC (0). Note that when the receiver noise is high, the proposed procedure takes much more iterations in power elevation than in the balancing of CIR's.
A modified PPC is applied to solve the power control problems with high receiver noise. The multiplier of PPC is adjusted from to dB, where is a positive value. As mentioned in Section V, increasing is a strong method to increase CIR's, but it leads to much more power consumption. Tables VII-VIII show the effect of adjustment, which clearly reduces the number of iterations with a smooth increase of the power consumption. Table IX shows fine performance of adjustment when and . It is shown that PPC (0.1) is better than PPC (0) in the case of Table IX . If the minimal power consumption is the most important objective, is the best choice. If the convergence speed is the most important objective, dB and dB are equally the best choice in Table IX . However, dB is a better choice than dB when the minimal power consumption is added as the second most important objective.
Thus, the appropriate choice of and depends on the system constraints and relative importance of the power con- Table VIII  with , when the speed of the CIR balancing is the most important objective and the allowable maximum transmitter power is 1 W ( mW), then , and dB is a good choice. 
VII. CONCLUSIONS
Transmitter power control is one of the most important issue in wireless communication systems. The most essential part of a power control scheme is its CIR balancing algorithm. In this paper, a PPC that uses a central collector is developed to improve the performance of current algorithms. The CIR balancing algorithm of the PPC using the parameter , the value of the minimum CIR provided by the central collector, is applied for the environments with and without the receiver noise. For both environments, PPC shows a fast convergence. In an environment with no receiver noise, the proposed PPC is a quick method for obtaining a least upper bound on the achievable CIR's. In a practical cellular system with positive receiver noise, PPC achieves high target in a small number of power control iterations. It also leads to reasonable power consumption. With the proposed algorithm of PPC, CIR's are well balanced to a sufficient level for communication during the power control period with allowable transmitter power. 
