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TOTAL VARIATION OF THE NORMAL VECTOR FIELD AS
SHAPE PRIOR
RONNY BERGMANN, MARC HERRMANN, ROLAND HERZOG, STEPHAN SCHMIDT,
AND JOSÉ VIDAL-NÚÑEZ
Abstract. An analogue of the total variation prior for the normal vector field
along the boundary of smooth shapes in 3D is introduced. The analysis of the
total variation of the normal vector field is based on a differential geometric
setting in which the unit normal vector is viewed as an element of the two-
dimensional sphere manifold. It is shown that spheres are stationary points
when the total variation of the normal is minimized under an area constraint.
Shape calculus is used to characterize the relevant derivatives. Since the total
variation functional is non-differentiable whenever the boundary contains flat
regions, an extension of the split Bregman method to manifold valued functions
is proposed.
1 Introduction
The total variation (TV) functional is popular as a regularizer in imaging and
inverse problems; see for instance Rudin, Osher, Fatemi, 1992; Chan, Golub, Mulet,
1999; Bachmayr, Burger, 2009; Langer, 2017 and Vogel, 2002, Chapter 8. For a
real-valued function u ∈W 1,1(Ω) on a bounded domain Ω in R2, the total variation
seminorm is defined as
|u|TV (Ω) :=
∫
Ω
|∇u|2 dx =
∫
Ω
(|(Du) e1|2 + |(Du) e2|2). (1.1)
Notice that we restrict the discussion to the isotropic case here, i.e., | · |2 denotes
the Euclidean norm. Moreover, Du is the derivative of u and {e1, e2} denotes the
standard Euclidean basis. The seminorm (1.1) extends to less regular, so-called BV
functions (bounded variation), whose distributional gradient exists only in the sense
of measures. We refer the reader to Giusti, 1984; Attouch, Buttazzo, Michaille, 2006
for an extensive discussion of BV functions. The utility of (1.1) as a regularizer, or
prior, lies in the fact that it favors piecewise constant solutions.
In this paper, we introduce a novel regularizer based on the total variation, which
can be used, for instance, in shape optimization applications as well as geometric
inverse problems. In the latter class, the unknown, which one seeks to recover, is a
shape Ω ⊂ R3, which might represent the location of a source or inclusion inside a
given, larger domain, or the geometry of an inclusion or a scatterer. The boundary
of Ω will be denoted by Γ.
The novel functional, which we term the total variation of the normal field along a
smooth surface Γ, is defined by
|n|TV (Γ) :=
∫
Γ
(|(DΓn) ξ1|2g + |(DΓn) ξ2|2g)1/2 ds (1.2)
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in analogy to (1.1). In (1.2), n is the outer unit normal vector field along Γ, i.e.,
n belongs to the manifold S2 = {v ∈ R3 : |v|2 = 1} pointwise. Moreover, DΓn
denotes the derivative (push-forward) of the normal vector field, and {ξ1(s), ξ2(s)}
denotes an orthonormal basis (w.r.t. the Euclidean inner product in the embedding
Γ ⊂ R3) of the tangent spaces TsΓ along Γ. Finally, | · |g denotes the norm induced
by a Riemannian metric on S2. We will consider the metric induced from embedding
S2 in R3, i. e., the distance induced by this metric is the arc length distance and
the curvature is 1. We write | · |g for the norm induced by the Riemannian metric
g(·, ·) on the tangent spaces S2.
Let us argue that (1.2) generalizes (1.1). Since the normal vector field n replaces
the scalar-valued function u in (1.1), assume for the moment that n maps into R
instead of S2. Then the tangent space TnR is equal to R, endowed with its usual
inner product. Finally, the manifold Γ in (1.2) takes the role of Ω ⊂ R2 in (1.1).
We can choose, without loss of generality, the basis ξi = ei. Consequently, (1.2)
becomes (1.1):∫
Γ
(|(DΓn) ξ1|2g + |(DΓn) ξ2|2g)1/2 ds = ∫
Ω
(∣∣ ∂u
∂x1
∣∣2 + ∣∣ ∂u∂x2 ∣∣2)1/2 dx = ∫
Ω
|∇u|2 dx.
A thorough introduction to |n|TV (Γ) and its properties will be given in Section 2.
Nevertheless we wish to point out already at this point a number of properties of
(1.2) which set it apart from (1.1):
(1) The variable on which (1.2) depends is the domain Ω. Since the normal
vector field n in turn depends on Ω, both the integration domain Γ and the
integrand in (1.2) depend on Ω. By contrast, Ω is fixed in (1.1), where u is
the variable.
(2) The normal vector field, whose pointwise variation the total variation func-
tional (1.2) seeks to capture, is manifold-valued with values in S2. By
contrast, the function u in (1.1) is real-valued.
(3) It is well known that the TV functional penalizes jumps and non-zero gra-
dients of BV functions. Consequently, the minimization of (1.1) avoids
unnecessary variations of u and thus favors piecewise constant minimizers
in BV. Generally, it does not admit minimizers in spaces of functions of
higher smoothness, such as W 1,1(Ω). The situation is slightly different for
(1.2) since we are considering closed surfaces Γ, which yields a periodic-
ity constraint for the normal vector field n. In this setting, unnecessary
variations of n correspond to non-convex regions of the enclosed body Ω.
Consequently, the minimization of (1.2) favors convex shapes and, more
precisely, spheres; see Theorem 3.6.
Further properties of (1.2) will be discussed in Section 2.
In this paper we are also considering the total variation of the normal (1.2) as
a prior in shape optimization problems, which may involve a partial differential
equation (PDE). The aforementioned problem can be cast in the form
Minimize `(u(Ω),Ω) + β |n|TV (Γ)
w.r.t. Ω in a suitable class of domains.
(1.3)
Here u(Ω) denotes the solution of the problem specific PDE, which depends on the
unknown domain Ω. Moreover, ` represents a loss function, such as a least squares
function.
The coupling between Ω and its normal vector field n makes the minimization of
(1.3) algorithmically challenging. Moreover, since the integrand in (1.2) is zero on
flat regions (with constant normal) of Γ, (1.2) and thus (1.3) cannot be expected
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to be shape differentiable, although the first (loss function) part pertaining to the
PDE often is. We therefore resort to a splitting approach in the spirit of Goldstein,
Osher, 2009, where d = ∇u was introduced as an independent variable in the
context of the total variation functional (1.1). The variables u and d are coupled
through a constraint, which is then handled in an Alternating Direction Method of
Multipliers (ADMM) framework. We refer the reader to Glowinski, Marroco, 1975;
Goldstein, Bresson, Osher, 2010; Goldstein, O’Donoghue, et al., 2014 for more on
ADMM.
In our proposed splitting, we introduce a new variable d, independent of Ω and its
normal vector field n, and require the coupling condition d = DΓn to hold across Γ.
An outstanding feature of the proposed splitting is that the two subproblems, the
minimization w.r.t. Ω and w.r.t. d, are directly amenable to numerical algorithms.
The former is a smooth shape optimization problem, and the latter turns out to be
solvable explicitly as a shrinkage problem in the respective tangent spaces.
Although many optimization algorithms have recently been generalized to Riemann-
ian manifolds Bačák, 2014; Bergmann, Persch, Steidl, 2016; Bergmann, Herzog, et
al., 2019, the split Bregman method for manifolds proposed in this paper is new to
the best of our knowledge. For a general overview of optimization on manifolds, we
refer the reader to Absil, Mahony, Sepulchre, 2008.
The structure of the paper is as follows. In Section 2 we provide an analysis of
(1.2) and its properties. We also compare (1.2) to geometric functionals appearing
elsewhere in the literature. In section 3 we discuss the role of (1.2) in optimization
problems. Section 4 is devoted to the formulation of an ADMM method which
generalizes the split Bregman algorithm to the manifold-valued problem (1.3).
This paper is accompanied by a companion paper Bergmann, Herrmann, et al., 2019
where we introduce a discrete counterpart of (1.2) on simplicial meshes, as they are
frequently used in finite element discretizations of PDEs. On these piecewise flat
surfaces, the normal vector n jumps across edges and the definition (1.2) needs to
be generalized. An appropriate discrete version of the split Bregman iteration will
be presented in the companion paper, along with numerical results for geometric
inverse problems.
2 Total Variation of the Normal
In this section we discuss our proposal (1.2) for the total variation of the normal on
smooth surfaces in detail and relate it to other geometric functionals used previ-
ously in the literature. A minimal background in differential geometry of surfaces
is required, which we recall here and refer the reader to do Carmo, 1976; Gray,
Abbena, Salamon, 2006; Kühnel, 2013 for a thorough introduction.
2.1. Preliminaries. From this section onwards we assume that the boundary Γ
of the unknown bounded domain Ω is a smooth, compact, orientable manifold of
dimension 2 without boundary, embedded in R3. Therefore we can think of tangent
vectors at s ∈ Γ to be elements of the appropriate two-dimensional subspace (the
tangent plane) of R3. This tangent plane at s is denoted by TsΓ. Each tangent plane
is endowed with the Riemannian metric furnished by the embedding via the pull-
back of the Euclidean metric in R3. In other words, the inner product of two vectors
ξ1, ξ2 ∈ TsΓ is simply given by g(ξ1, ξ2) = ξ>1 ξ2. In what follows, {ξ1(s), ξ2(s)}
denotes an orthonormal basis in TsΓ. As the following remark shows, the choice of
this basis and how it varies with s will not matter.
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Figure 2.1. The figure shows part of a smooth surface Γ and a
representation of its tangent spaces at three points s (light gray).
The normal vectors are shown as well. The figure also illustrates
that Tn(s)S2 is parallel to TsΓ.
Outward pointing unit normal vectors n along Γ will be considered elements of
the two-dimensional smooth manifold S2. The derivative or push-forward of the
normal map n is denoted by DΓn. At a given s ∈ Γ, DΓn thus maps tangent
vectors ξ ∈ TsΓ into tangent vectors (DΓn) ξ ∈ Tn(s)S2. In what follows, we will
suppress the dependence on the point s ∈ Γ where possible.
Remark 2.1. The total variation of the normal (1.2) is independent of the choice
of the orthonormal basis in the tangent spaces TsΓ. To show this, it is enough to
consider a point s ∈ Γ and suppose that {ξ1, ξ2} and {η1,η2} are two orthonormal
bases of TsΓ. Then there exists an orthogonal matrix Q ∈ R3×3 such that ηi = Q ξi
holds for i = 1, 2. For J :=
[
(DΓn) ξ1 (DΓn) ξ2
]
the integrand in (1.2) satisfies
|(DΓn) ξ1|2g + |(DΓn) ξ2|2g = trace(J>J) = trace(J>J QQ>) = trace(Q>J>J Q)
= |(DΓn)Q ξ1|2g + |(DΓn)Q ξ2|2g = |(DΓn)η1|2g + |(DΓn)η2|2g.
Similarly, as we do for Γ, we consider S2 embedded into R3 and therefore we can
conceive the tangent space Tn(s)S2 as a two-dimensional plane in R3 tangent to
the sphere S2. We endow Tn(s)S2 with the Riemannian metric furnished by the
pull-back of the Euclidean metric as well, which we denote by g(·, ·) to distinguish
it from the Riemannian metric on TsΓ. In fact, Tn(s)S2 is clearly parallel to TsΓ,
see Figure 2.1. We can therefore identify the two tangent spaces and we write
Tn(s)S2 ∼= TsΓ to indicate this.
2.2. Relation to Curvature. In order to relate (1.2) with regularizing geometric
functionals appearing elsewhere in the literature, we take a second look at the
integrand. To this end, we recall that the normal field operatorNΓ : Γ→ S2 is also
known as the Gauss map; see for instance Kühnel, 2013, Chapter 3. Its derivative
at s ∈ Γ maps tangent directions in TsΓ into tangent directions in Tn(s)S2 ∼= TsΓ.
With the latter identification, the derivative of the Gauss map is known as the
shape operator
S : TsΓ→ TsΓ.
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Notice that S is self-adjoint, i.e., (Sξ1)>ξ2 = (Sξ2)>ξ1 holds for all s ∈ Γ and all
ξ1, ξ2 ∈ TsΓ; see for instance Gray, Abbena, Salamon, 2006, Lemma 13.14. The
two eigenvalues of S are the principal curvatures of the surface Γ at s, denoted by
k1 and k2. This insight allows us to interpret the integrand in (1.2) differently.
Proposition 2.2. The integrand in (1.2) satisfies(|(DΓn) ξ1|2g + |(DΓn) ξ2|2g)1/2 = (k21 + k22)1/2. (2.1)
Proof. Consider the square of the integrand,
|(DΓn) ξ1|2g + |(DΓn) ξ2|2g = (Sξ1)>(Sξ1) + (Sξ2)>(Sξ2).
Due to Remark 2.1 we can choose ξ1, ξ2 to be normalized eigenvectors in TsΓ
corresponding to the eigenvalues k1, k2, respectively. Therefore we get
|(DΓn) ξ1|2g + |(DΓn) ξ2|2g = k21|ξ1|2g + k22|ξ2|2g = k21 + k22.

2.3. Comparison with Prior Work. The representation of the integrand from
Proposition 2.2 allows us to rewrite (1.2) as the integral over the root mean square
curvature,
|n|TV (Ω) =
∫
Γ
(k21 + k
2
2)
1/2 ds, (2.2)
and compare it with related functionals appearing in the literature. The quantity∫
Γ
(k21 + k
2
2) ds (2.3)
is known as the integral over the total curvature (although this term is also used
for other quantities in the literature). The functional (2.3) has a long tradition
in surface fairing applications and can be interpreted as a surface strain energy,
see for instance Lott, Pullin, 1988; Hagen, Schulze, 1987; Welch, Witkin, 1992;
Halstead, Kass, DeRose, 1993; Welch, Witkin, 1994; Greiner, 1994; Tasdizen et
al., 2003. Since (2.3) corresponds to
∫
Ω
|∇u|22 dx in imaging applications, which
leads to a Laplacian in the associated optimality conditions (and thus also in the
corresponding L2-gradient flow), (2.3) tends to smooth the surface and its features.
We also mention Kimmel, Sochen, 2002 where smoothing by diffusion was employed
to S1-valued images via a mean curvature flow.
By contrast, the functional (2.2) seems to have made very few appearances in the
mathematical literature. We are aware of the PhD thesis Maekawa, 1993, Chapter 6
and the subsequent book publication Patrikalakis, Maekawa, 2001 where it was used
to guide mesh generation. In Ateshian, Rosenwasser, Mow, 1992; Marzke et al.,
2012 the pointwise root mean square curvature is used as a measure of flatness in
biomedical classification problems, in Pulla, Razdan, Farin, 2001 for the purpose of
surface segmentation and in Wu et al., 2010 it is used as an aid to visualize vascular
structures. We also mention that the logarithm of the root mean square curvature
is known as the curvedness and it plays a role in the classification of intermolecular
interactions in crystals; see for instance McKinnon, Spackman, Mitchell, 2004. We
are however not aware of any use of (1.2) or its equivalent form (2.2) as a prior in
shape optimization problems.
We regard (1.2) as a natural extension of the total variation seminorm (1.1) to
the normal vector on surfaces, measuring surface flatness, but other extensions are
certainly possible. Notably, the authors in Elsey, Esedoglu, 2009 propose the total
absolute Gaussian curvature ∫
Γ
|k1 k2| ds (2.4)
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for the same purpose. From the Gauss–Bonnet theorem (see for instance Gray,
Abbena, Salamon, 2006, Chapter 27 or Kühnel, 2013, Chapter 4F) it follows that
the boundaries Γ of convex domains Ω will be the global minimizers of (2.4), and
they yield a value of 4pi. Thus (2.4) promotes domains which are “as convex as
possible”.
It should be noted that the classical total variation seminorm (1.1) is not invariant
with respect to scale. In fact, it is easy to see that when the domain Ω ⊂ Rd
is replaced by δΩ, and u(x) is replaced by uδ(x) := u(x/δ), then |uδ|TV (δΩ) =
δd−1|u|TV (Ω) holds. Similarly, we can show that the total variation on a 2-dimensional
surface Γ scales as follows.
Lemma 2.3. Suppose that δ > 0. Then
|nδ|TV (δΓ) = δ |n|TV (Γ). (2.5)
Lemma 2.3 implies that the total variation of the normal (1.2) will go to zero when
the domain Ω degenerates to a point as δ → 0. This is to be expected since the
total variation (1.1) behaves in the same way. In practice, this will not be an issue
since (1.2) will always be combined with other, e.g., data fidelity terms. By contrast
(2.4) proposed in Elsey, Esedoglu, 2009 is invariant w.r.t. scaling and thus, in this
particular respect, does not generalize (1.1).
3 Analysis of the Total Variation of the Normal
In this section we discuss some properties of the total variation of the normal
functional (1.2). To this end, we begin by briefly recalling some elements of shape
calculus, as necessary in order to study optimization problems in which the domain
Ω ⊂ R3 appears as an optimization variable. Then we discuss properties of (1.2).
In section 3.3 we briefly comment on the case of curves, i.e., when Ω ⊂ R2 and its
boundary Γ is a one-dimensional manifold.
3.1. Elements of Shape Calculus. Here we follow common practice and define
transformations of Ω in terms of perturbations of identity. That is, we consider
families of perturbed domains Ωε whose material points are given by
xε = T ε(x) := x+ εV (x). (3.1)
Here V : D → R3 is some smooth vector field defined on a hold-all D ⊃ Ω. Suppose
that J is a functional depending on the domain. Then we denote by dJ(Ω)[V ] the
directional shape derivative (also known as Eulerian derivative) of J in the direction
of V , i.e.,
dJ(Ω)[V ] = lim
ε↘0
J(Ωε)− J(Ω)
ε
.
Likewise, we write dJ(Γ)[V ] for functionals J depending on the surface Γ of Ω. In
particular, for an integral of the type
J(Γε) =
∫
Γε
g(ε, sε) dsε, (3.2)
the directional shape derivative is given by Sokołowski, Zolésio, 1992, Eq. (2.172)
dJ(Γ)[V ] =
∫
Γ
g(0, s) divΓ V (s) + dg[V ](0, s) ds, (3.3)
where the material derivative dg[V ] is defined as the total derivative
dg[V ](0, s) =
d
dε
∣∣∣∣
ε=0
g(ε, sε) =
d
dε
∣∣∣∣
ε=0
g(ε,T ε(s))
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and divΓ V denotes the (tangential) divergence of V along Γ. It is related to the
divergence in R3 via
divΓ V =
2∑
i=1
ξ>i (DV ) ξi = divV − n>(DV )n.
In the following, we simply write g instead of g(0, ·) and in addition to the material
derivative, we also introduce the (local) shape derivative as the partial derivative
g′[V ] := (∂/∂ε)|ε=0 g(ε, ·). Hence, both are related to each other via
g′[V ] = dg[V ]− (Dg)V . (3.4)
See for instance Sokołowski, Zolésio, 1992, Eq. (2.163). If the shape derivative g′[V ]
exists, the shape derivative dJ(Γ)[V ] can alternatively be expressed as
dJ(Γ)[V ] =
∫
Γ
V >n
[
(Dg)n+ (k1 + k2) g
]
+ g′[V ] ds, (3.5)
see Sokołowski, Zolésio, 1992, Eq. (2.174). Furthermore, spatial derivatives and
material derivatives of differentiable fields F fulfill
D(dF [V ]) = D(F ′[V ]) +D((DF )V )
= (DF )′[V ] +D((DF )V )
= (DF )′[V ] + (D(DF )V ) + (DF )(DV )
= d(DF )[V ] + (DF )(DV ).
(3.6)
The symbol Dg in (3.5), which we will need occasionally, stands for the “full”
derivative (in all three spatial directions) of a function g defined in a neighborhood
of Γ. We recall that we are denoting the derivative in tangential directions of
functions defined on Γ by the symbol DΓ. Notice that Dg and DΓg are related by
Dg = DΓg + (Dg)nn
>.
Lemma 3.1. Suppose that a, b are C1-vector fields on Γ with values in R3, and
that V is a C1-vector field which is normal, i.e., V = (V >n)n holds on Γ. Then
we have
∫
Γ
a>(DΓV ) b ds
=
∫
Γ
V >n
[−divΓ((a>n) b) + (a>n)(b>n) (k1 + k2) + a>(DΓn) b]ds. (3.7)
Proof. The general tangential Stokes formula Delfour, Zolésio, 2011, Eq. (5.27)
states that ∫
Γ
cdivΓ V ds =
∫
Γ
V >n c (k1 + k2) ds−
∫
Γ
(DΓc)V ds (3.8)
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holds for all C1-vector fields V . We split V into its normal and tangential compo-
nents according to V = (V >n)n+
∑2
i=1(V
>ξi) ξi and arrive at∫
Γ
a>(DΓV ) b ds =
∫
Γ
a>DΓ((V >n)n) b+
2∑
i=1
a>DΓ((V >ξi) ξi) b ds
=
∫
Γ
DΓ(V
>n)(a>n) b+ (V >n)a>(DΓn) b
+
2∑
i=1
DΓ(V
>ξi)(a
>ξi) b+ (V
>ξi)a
>(DΓξi) b ds (by the product rule)
=
∫
Γ
V >n
[
(a>n)(n>b) (k1 + k2)− divΓ((a>n) b) + a>(DΓn) b
]
+
2∑
i=1
V >ξi
[
a>(DΓξi) b− divΓ((a>ξi) b)
]
ds (by (3.8))
=
∫
Γ
V >n
[
(a>n)(n>b) (k1 + k2)− divΓ((a>n) b) + a>(DΓn) b
]
.
In the last step we used that V is normal and thus V >ξi = 0 holds. 
3.2. Properties of the Total Variation of the Normal. As part of this section,
we seek to establish shape differentiability of our novel objective (1.2). To this end,
we utilize that (1.2) is a composition of smooth functions except in the presence
of flat regions of positive measure on Γ. Hence, we first present some results of
the material derivatives for the quantities involved, which by themselves are also
interesting for a wide variety of other problems.
With respect to the outer normal n, we first note that under an appropriate regu-
larity assumption, the material derivative exists and is given by
dn[V ] = −(DΓV )>n. (3.9)
This result can be found, for instance, in Sokołowski, Zolésio, 1992, Eq. (3.168) or
Schmidt, 2010, Lemma 3.3.6. Notice that dn[V ] is tangential because
− n>dn[V ] = n>(DΓV )>n = n>
[
(DV )> − nn>(DV )>]n = 0. (3.10)
Theorem 3.2. Suppose that the orthonormal basis components ξ1 and ξ2 are
smooth vector fields on a relatively open part Γ0 ⊂ Γ. Then they are shape dif-
ferentiable and their material derivatives are given by
dξ1[V ] = (DV ) ξ1 − (ξ>1 (DV ) ξ1) ξ1
dξ2[V ] = (DV ) ξ2 − (ξ>2 (DV ) ξ2) ξ2 − (ξ>1 (DV +DV >) ξ2) ξ1.
(3.11)
The requirement that ξ1,2 be smooth is not restrictive. The asymmetry in (3.11)
stems from the fact that we chose to transform the first basis vector ξ1 along with
(3.1) and then to orthogonalize the second basis vector ξ2 w.r.t. the first.
Proof. The proof is by construction. Beginning from a local parametrization h
of the surface, we give an explicit formula for the tangent basis. The perturbed
surface Γε is then expressed via a perturbed parametrization hε := T ε ◦ h, where
T ε is given by (3.1). We derive a formula for the perturbed tangent basis via the
Gram–Schmidt process. The desired material derivatives are then given by the
total derivative w.r.t. ε = 0.
Let h : U ⊂ R2 → R3 be a local smooth orthogonal parametrization of Γ0, i.e.,
the derivative Dh is a matrix with orthonormal columns, such that s ∈ Γ is locally
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given by s = h(x) for some x ∈ U . Hence, we can define a smooth, orthonormal
set of tangent vectors ξ1, ξ2 via
ξi(s) :=
Dh(x) ei
|Dh(x) ei|2 , i = 1, 2, (3.12)
where ei is the i-th canonical basis vector of R3. With respect to ξ1, we arrive at
the normalized tangent vector of the perturbed surface as
ξ1,ε(sε) :=
DxT ε(h(x)) e1
|DxT ε(h(x)) e1|2 =
DsT ε(s)Dh(x) e1
|DsT ε(s)Dh(x) e1|2
=
DsT ε(s) ξ1(s)
|DsT ε(s) ξ1(s)|2
=
(id +εDV (s)) ξ1(s)
|(id +εDV (s)) ξ1(s)|2
.
(3.13)
Regarding ξ2, we proceed in a similar way, but have to apply a Gram–Schmidt step
to obtain an orthonormal set of perturbed tangent vectors. Hence, ξ2,ε is given by
ξ2,ε(sε) :=
DsT ε(s) ξ2 − (ξ>1,εDsT ε(s) ξ2) ξ1,ε
|DsT ε(s) ξ2 − (ξ>1,εDsT ε(s) ξ2) ξ1,ε|2
. (3.14)
A straightforward differentiation with respect to ε = 0 results in the material
derivatives given in (3.11). 
Theorem 3.3. Under the assumptions of the previous theorem, the derivative DΓn
of the normal is shape differentiable. The material derivatives of the directional
derivatives of n in the directions of ξ1,2 are
d
(
(DΓn) ξi
)
[V ] = DΓ(dn[V ]) ξi − (DΓn)(DΓV ) ξi + (DΓn) (dξi[V ]). (3.15)
Proof. With the material derivative of both the normal (3.9) and tangent (3.11)
at hand, we apply the chain rule and due to the relationship between spatial and
material derivatives (3.6) we arrive at
d
(
(DΓn) ξi
)
[V ] = d
(
(Dn) ξi
)
[V ]
= d(Dn)[V ] ξi + (Dn) (dξi[V ])
= D(dn[V ]) ξi − (Dn)(DV ) ξi + (Dn) (dξi[V ]).
Because dξi[V ] is tangential due to (3.11), the reduction of the full derivative
D to the intrinsic derivative DΓ on the surface is straightforward provided that
n is assumed to be extended constantly into a tubular neighborhood of Γ, i.e.,
(Dn)n = 0. 
Theorem 3.4. Suppose that the principal curvatures do not vanish simultaneously
on Γ except possibly on a set of measure zero. Then (1.2) is shape differentiable.
Proof. Using Sokołowski, Zolésio, 1992, Sec 2.18 and Sec 2.33, shape differentiabil-
ity of (1.2) can be established for Γ of class C1 if the integrand of (1.2), i.e.,
g(ε, sε) :=
(
k21,ε(sε) + k
2
2,ε(sε)
)1/2
=
(|(DΓnε) ξ1,ε|2g + |(DΓnε) ξ2,ε|2g)1/2 (3.16)
fulfills g(ε, ·) ∈ L1(Γε). Likewise, the material and local derivatives have to satisfy
dg[V ] ∈ L1(Γ) and g′[V ] ∈ L1(Γ) for all sufficiently smooth vector fields V with
compact support in the hold-all D.
Since we consider Γ to be a smooth surface and V : D → R3 a smooth vector field,
Γε := Tε[V ](Γ) is smooth. Moreover, since Γ is compact, g(ε, ·) is bounded, and
one easily deduces g(ε, ·) ∈ L1(Γε).
The shape differentiability of the tangent basis is considered in Theorem 3.2 and
of the derivative of the normal in Theorem 3.3. Hence, we establish the material
10 R. BERGMANN, M. HERRMANN, R. HERZOG, S. SCHMIDT, AND J. VIDAL-NÚÑEZ
derivative of the expression under the square root in (3.16) via the chain rule for
a composition of smooth functions. Notice that the local character of the results
in Theorems 3.2 and 3.3 is sufficient since (3.16) is independent of the choice of
the orthonormal basis, as established in Remark 2.1. Since, by assumption, both
principal curvatures do not vanish simultaneously, we have g 6= 0 almost everywhere
and we arrive at
dg[V ] =
1
g(s)
2∑
i=1
g
(
(DΓn) ξi, d[(DΓn) ξi][V ]
)
, (3.17)
from where we conclude dg[V ] ∈ L1(Γ). To establish g′[V ] ∈ L1(Γ), we utilize (3.4).
To this end, we extend g constantly in normal direction into a tubular neighborhood
of Γ. As a composition of smooth functions, we conclude g′[V ] ∈ L1(Γ). 
Remark 3.5. As per Sokołowski, Zolésio, 1992, Eq. (2.172), the requirement
g′[V ] ∈ L1(Γ) can be omitted if one is only interested in the representation (3.3) of
the shape derivative and not in formulation (3.5).
We are now in the position to address the minimization of (1.2). In view of
lemma 2.3, this is meaningful only when additional terms are present which prevent
the degeneration of the surface to a point. We choose to impose a constraint on
the surface area here. We have the following partial result.
Theorem 3.6. Spheres are stationary points for (1.2) among all surfaces Γ of
constant area.
Proof. We consider the minimization of (1.2) or equivalently, (2.2), subject to the
constraint that the surface area equals the constant A0 > 0. The Lagrangian
associated with this problem is given by∫
Γ
(
k21(s) + k
2
2(s)
)1/2 ds+ µ(∫
Γ
1 ds−A0
)
.
Here µ ∈ R is the Lagrange multiplier to be determined below. The differentiability
of the first summand has been considered in Theorem 3.4. On the perturbed domain
with surface Γε with the perturbation according to (3.1), the Lagrangian reads
L(ε, µ) :=
∫
Γε
(
k21,ε(sε) + k
2
2,ε(sε)
)1/2 dsε + µ(∫
Γε
1 dsε −A0
)
=
∫
Γε
[(
k21,ε(sε) + k
2
2,ε(sε)
)1/2
+ µ
]
dsε − µA0.
We use the same abbreviation as before in (3.16). The above integral is of type (3.2)
and its shape derivative at the unperturbed surface, according to (3.5), is given by
dL(0, µ)[V ] =
∫
Γ
V >n
[
(Dg)n+ (k1 + k2) (g + µ)
]
+ g′[V ] ds
because µ is a constant.
When Ω is a sphere of radius r, we are going to show that dL(0, µ)[V ] = 0 holds
for all perturbation fields V in normal direction and with µ = −1/(√2 r). In this
setting, the principal curvatures are k1(s) = k2(s) ≡ 1/r; see for instance Gray,
Abbena, Salamon, 2006, Chapter 13. Consequently, g(s) =
(
k21(s) + k
2
2(s)
) 1
2 ≡√
2/r is spatially constant and thus Dg ≡ 0 holds. We obtain from (3.5)
dL(0, µ)[V ] =
∫
Γ
V >n
2
r
(√2
r
+ µ
)
ds+
∫
Γ
g′[V ] ds.
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Hence, by (3.4), we also have dg[V ] = g′[V ]. Using (3.17), we arrive at
g′[V ] = dg[V ] =
1
g(s)
2∑
i=1
g
(
(DΓn) ξi, d[(DΓn) ξi][V ]
)
. (3.18)
In order to complete the proof of Theorem 3.6, we need to show that∫
Γ
1
g(s)
2∑
i=1
g
(
(DΓn) ξi, d[(DΓn) ξi][V ]
)
ds = c0
∫
Γ
V >nds (3.19)
holds with c0 = −
√
2
r2 . To this end, we need a tangential Stokes formula as given in
Lemma 3.1.
We shall also utilize that g(s) =
√
2/r is a constant on the sphere of radius r.
Finally, we utilize
(Dn)(s) ≡ id
r
and (DΓn)(s) =
id
r
(
id−nn>) (3.20)
and thus (DΓn) ξ = ξ/r holds for i = 1, 2.
The three terms contributing to the material derivative d[(DΓn) ξi][V ] in (3.19) are
given in (3.15) and we consider them individually. We utilize that the Riemannian
metric on S2 is the Euclidean inner product of the ambient R3, i.e., g(a, b) = a>b.
First Term. The insertion of the first term in (3.15) into the left hand side of
(3.19) leads to the expression
r√
2
∫
Γ
2∑
i=1
[
(DΓn) ξi
]>
DΓ(dn[V ]) ξi ds
=
r√
2
1
r
∫
Γ
2∑
i=1
ξ>i DΓ(dn[V ]) ξi ds by (3.20)
=
1√
2
∫
Γ
divΓ dn[V ] ds = 0. (3.21)
The last step follows from (3.8) with c = 1. Recall from (3.10) that dn[V ] is
tangential.
Second Term. Inserting the second term in (3.15) into the left hand side of (3.19)
leads to the expression
−
∫
Γ
1
g(s)
2∑
i=1
[
(DΓn) ξi
]>
(Dn)(DV ) ξi ds
= − r√
2
1
r2
∫
Γ
2∑
i=1
ξ>i (DV ) ξi ds by (3.20)
= − 1√
2 r
∫
Γ
2∑
i=1
V >n
[
ξ>i (DΓn) ξi
]
ds by (3.7)
= −
√
2
r2
∫
Γ
V >n ds by (3.20). (3.22)
Third Term. Finally, inserting the third term in (3.15) into the left hand side of
(3.19) yields ∫
Γ
1
g(s)
2∑
i=1
[
(Dn) ξi
]>
(Dn) (dξi[V ])ds. (3.23)
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The first summand (i = 1) leads to∫
Γ
1
g(s)
[
(DΓn) ξ1
]>
(Dn) (dξ1[V ])ds
=
r√
2
∫
Γ
[
(DΓn) ξ1
]>
(Dn)
[
(DV ) ξ1 − (ξ>1 (DV ) ξ1) ξ1
]
ds by (3.11)
=
r√
2
1
r2
∫
Γ
ξ>1
[
(DV ) ξ1 − (ξ>1 (DV ) ξ1) ξ1
]
ds
= 0.
For the second summand (i = 2), we get one additional term:∫
Γ
1
g(s)
[
(DΓn) ξ2
]>
(Dn) (dξ2[V ])ds
=
r√
2
∫
Γ
[
(DΓn) ξ2
]>
(Dn)
[
(DV ) ξ2 − (ξ>2 (DV ) ξ2) ξ2
]
ds
− r√
2
∫
Γ
[
(DΓn) ξ2
]>
(Dn) (ξ>1 (DV +DV
>) ξ2) ξ1 by (3.11)
= 0− r√
2
1
r2
∫
Γ
ξ>2
[
ξ>1 (DV +DV
>) ξ2
]
ξ1 ds
= 0.
Hence expression (3.23) is zero. Collecting terms (3.21)–(3.23), we have shown that
the left hand side in (3.19) amounts to∫
Γ
1
g(s)
2∑
i=1
g
(
(DΓn) ξi, d[(DΓn) ξi][V ]
)
ds = −
√
2
r2
∫
Γ
V >n ds.
Therefore, (3.19) is fulfilled with
c0 = −
√
2
r2
.
As a consequence of (3.19) we obtain the representation
dL(0, µ)[V ] =
[2
r
(√2
r
+ µ
)
+ c0
] ∫
Γ
V >nds =
[2
r
( 1√
2 r
+ µ
)] ∫
Γ
V >nds
for all perturbation fields V parallel to n. Clearly, the term in brackets vanishes
when µ = −1/(√2 r) holds. This concludes the proof. 
Remark 3.7.
(1) A numerical study shows that among all ellipsoids of equal area, the sphere
is indeed the unique minimizer of (1.3).
(2) The proof utilizes the isotropic nature of (1.2). It continues to hold when
the surface area constraint is replaced by a volume constraint, albeit with
the different value µ = −√2/r2.
3.3. The Case of Curves. When Ω ⊂ R2 and Γ is a one-dimensional manifold,
(1.2) and thus (2.2) reduce to the total absolute curvature
∫
Γ
|k| ds, where k is the
single curvature. It is well known that this integral has a minimal value of 2pi, which
is attained precisely for the boundaries Γ of convex, smoothly bounded domains
Ω ⊂ R2; see Chen, 2000, Chapter 21.1 or Brook, Bruckstein, Kimmel, 2005. This
case is thus different in two aspects from our setting Ω ⊂ R3. On the one hand,∫
Γ
|k| ds is invariant to scale while (1.2) is not, as was shown in (2.5). On the other
hand, (1.2) appears to have a much smaller set of minimizers; see Theorem 3.6.
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4 Split Bregman Iteration
In this section we propose an Alternating Direction Method of Multipliers (ADMM)
iteration, which generalizes the split Bregman algorithm for total variation prob-
lems proposed in Goldstein, Osher, 2009. As is well known, ADMM methods intro-
duce a splitting of variables so that minimization over individual variables becomes
efficient.
There is very little prior work on ADMM involving manifolds. We are aware of Lai,
Osher, 2014; Kovnatsky, Glashoff, Bronstein, 2016; Zhang, Ma, Zhang, 2017; Wang,
Yin, Zeng, 2018, all of which utilize particular manifolds and their embeddings into
some vector space in order to formulate the splitting constraint. By contrast, in
our setting the constraint is formulated pointwise in the tangent bundle of S2. In
addition, and even though we do not emphasize this aspect throughout the paper,
the primary variable Ω in problem (4.1) lives on a manifold of shapes. That said,
we will not attempt a convergence proof for the proposed split Bregman iteration
here but leave it for future research.
In our setting, the primary variable is the unknown domain Ω. Notice that Ω
also determines its boundary Γ as well as its normal vector field n, and we will
always consider Γ and n as a function of Ω. The splitting is achieved through
the introduction of a new variable d, which is independent of Ω, Γ and n. At the
solution, we require the coupling condition d = DΓn to hold across Γ. We recall
that DΓn denotes the derivative (push-forward) of n. At the point s ∈ Γ, (DΓn)(s)
maps TsΓ into Tn(s)S2.
Written in terms of Ω and the secondary variable d = (d1,d2) : Γ → Tn(·)S2,
problem (1.3) becomes
Minimize `(u(Ω),Ω) + β
∫
Γ
(|d1|2g + |d2|2g)1/2 ds
s.t. di = (DΓn) ξi on Γ for i = 1, 2.
(4.1)
Notice that for convenience of notation, we represent DΓn in terms of its actions
on the two basis vectors ξi.
Note also that at the point s ∈ Γ, the equality di = (DΓn) ξi is in the tangent
space Tn(s)S2. We therefore introduce Lagrange multipliers λ = (λ1,λ2), belonging
to the same space, and define the augmented Lagrangian associated with (1.3) as
follows,
L̂(Ω,d1,d2,λ1,λ2) := `(u(Ω),Ω) + β
∫
Γ
(|d1|2g + |d2|2g)1/2 ds
+
2∑
i=1
(∫
Γ
g
(
λi, di − (DΓn) ξi
)
ds+
λ
2
∫
Γ
g
(
di − (DΓn) ξi, di − (DΓn) ξi
)
ds
)
.
(4.2)
After the usual re-scaling bi := λi/λ, we can rewrite (4.2) as
L(Ω,d1,d2, b1, b2) := `(u(Ω),Ω) + β
∫
Γ
(|d1|2g + |d2|2g)1/2 ds
+
λ
2
2∑
i=1
∫
Γ
∣∣di − (DΓn) ξi − bi∣∣2g ds. (4.3)
The main difference to an ADMM method in Euclidean or Hilbert spaces is that
the vector fields di and bi have values in the tangent space Tn(·)S2. Hence they
must be updated whenever Ω and thus the normal vector field n are changing.
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We outline our proposed method for (4.1) as Algorithm 4.1. As expected for meth-
ods of the ADMM class, we successively optimize with respect to the variables Ω
and (d1,d2) independently and then perform a simple update step for the multiplier
(b1, b2). We address each of these steps in the following subsections.
Algorithm 4.1. Split Bregman method for (4.1)
Input: Initial domain Ω(0)
Output: Approximate solution of (4.1)
1: Set b(0) := 0, d(0) := 0
2: Set k := 0
3: while not converged do
4: Perform some gradient steps for Ω 7→ L(Ω,d(k), b(k)) starting from Ω(k), to
obtain Ω(k+1)
5: Parallely transport the multiplier estimate b(k) pointwise from Tn(k)(·)S2 to
Tn(k+1)(·)S2 along the geodesic from n(k) to n(k+1)
6: Parallely transport the basis vectors ξi pointwise from Tn(k)(·)S2 to Tn(k+1)(·)S2
along the geodesic from n(k) to n(k+1) for i = 1, 2
7: Set d(k+1) := arg minL(Ω(k+1),d(k), b(k)), see (4.7)
8: Update the Lagrange multipliers, i.e., set b(k+1)i := b
(k)
i + (DΓn
(k+1)) ξi −
d
(k+1)
i for i = 1, 2
9: Set k := k + 1
10: end while
4.1. The Shape Optimization Step. We first address the minimization of (4.3)
w.r.t. the shape Ω, while the quantities d1,d2, b1, b2 are fixed, or, more precisely,
passively transformed along with Ω. The main effort is to calculate the shape
derivative of (4.3).
The derivative of the first term in (4.3), i.e., d`(u(Ω),Ω)[V ], is not specified here
since it depends on the particular PDE underlying the solution operator u(Ω) and
the loss function ` considered. This derivative can be obtained by standard shape
calculus techniques, which are not our concern here. A concrete example is consid-
ered in the companion paper Bergmann, Herrmann, et al., 2019.
Next we consider the second term in (4.3). Due to the chosen splitting, the vector
fields di are merely transformed along with Ω according to the perturbation (3.1)
and thus we define their perturbed counterparts as
di,ε(sε) := di(T
−1
ε (sε)) = di(s) (4.4)
and likewise for bi and
(|d1|2g + |d2|2g)1/2. As a consequence, their material deriva-
tives vanish and the directional derivative of the second term of (4.3) becomes
d
(∫
Γ
(|d1|2g + |d2|2g)1/2 ds)[V ] = ∫
Γ
(divΓ V )
(|d1|2g + |d2|2g)1/2 ds.
Finally we address the terms
∫
Γ
∣∣di− (DΓn) ξi− bi∣∣2g ds, i = 1, 2. The vector fields
di and bi are transformed according to (4.4) and thus we need not consider their
material derivatives. However, we do need to track the dependencies of (DΓn) ξi.
The respective shape derivative is given in (3.15).
We summarize these findings in the following theorem.
Theorem 4.2. Suppose that the (d1,d2) do not vanish simultaneously on Γ except
possibly on a set of measure zero, and that the loss term `(u(Ω),Ω) is shape differ-
entiable. Then the augmented Lagrangian (4.3) is shape differentiable and its shape
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derivative is given by
dL(Ω,d1,d2, b1, b2)[V ]
= d`(u(Ω),Ω)[V ] + β
∫
Γ
(divΓ V )
(|d1|2g + |d2|2g)1/2 ds
+
λ
2
2∑
i=1
∫
Γ
(divΓ V )
∣∣di − (DΓn) ξi − bi∣∣2g ds
+ λ
2∑
i=1
∫
Γ
g
(
di − (DΓn) ξi − bi, −d
(
(DΓn) ξi
)
[V ]
)
ds (4.5)
with d
(
(DΓn) ξi
)
[V ] from (3.15).
The shape derivative in (4.5) is the basis of any shape optimization procedure.
After all, the minimization of (4.3) w.r.t. the domain Ω represents a fairly standard
shape optimization problem. We convert the shape derivative (4.5) into a shape
gradient vector field U by means of an appropriate inner product. Then, instead of
minimizing (4.3) w.r.t. Ω to a certain accuracy, in practice we only perform a few
gradient steps per ADMM iteration. This is in line with Goldstein, Osher, 2009,
where a Gauss–Seidel sweep is proposed instead of an exact solve.
Still, the terms in (3.15) would be tedious to implement by hand. In our implemen-
tation, which is detailed in the companion paper Bergmann, Herrmann, et al., 2019,
the shape derivative (4.5) is conveniently evaluated by algorithmic differentiation
techniques on the discrete level.
4.2. The Total Variation Minimization Step. Before addressing the mini-
mization of (4.3) w.r.t. d we must note that the data bi at any point s ∈ Γ has
to belong to the tangent space Tn(s)S2. Since the surface Γ and hence the field of
normal vectors is changing during the shape optimization step, we must first move
the data bi into the new tangent space. This is achieved via parallel transport along
geodesics on S2. Suppose for brevity of notation that n− denotes the old normal
vector field along the boundary Γ− of the previous iterate Ω−. Then b−i ∈ Tn−(·)S2
needs to be parallely transported into bi ∈ Tn(·)S2 along the geodesic from n− to n.
This step is inexpensive since geodesics and parallel transport on S2 are available
in terms of explicit formulas; see Appendix A. Since we explicitly refer to them,
also the basis vectors ξ−i need to be parallely transported into ξi in the same way
as above.
We can now address the minimization of (4.3) w.r.t. the field d = (d1,d2). Since
the first term in (4.3) does not depend on d, we are left with the minimization of
β
∫
Γ
(|d1|2g + |d2|2g)1/2 ds+ λ2
2∑
i=1
∫
Γ
∣∣di − (DΓn) ξi − bi∣∣2g ds, (4.6)
where d1,d2 are sought pointwise in the tangent spaces Tn(·)S2. We recall that the
latter are two-dimensional subspaces of R3. At this point it is important to note
that the data (DΓn) ξi + bi belongs to the same tangent spaces. Therefore, just
like in the Euclidean setting, the minimizer of (4.6) can be evaluated explicitly and
inexpensively via a pointwise, vectorial shrinkage operation, i.e.,
d =
(
d1
d2
)
:= max
{∣∣(DΓn) ξ + b∣∣g − βλ , 0
}
(DΓn) ξ + b∣∣(DΓn) ξ + b∣∣g ∈
[Tn(·)S2]2. (4.7)
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Here we abbreviated
(DΓn) ξ :=
(
(DΓn) ξ1
(DΓn) ξ2
)
and
∣∣(DΓn) ξ+b∣∣g = (|(DΓn) ξ1|2g + |(DΓn) ξ2|2g)1/2.
4.3. The Multiplier Update. An update of the Lagrange multiplier fields (b1, b2)
is achieved, analogously to the Euclidean setting, by replacing bi with
bi + (DΓn) ξi − di, i = 1, 2.
Notice again that all quantities belong to the subspace Tn(·)S2 of R3.
5 Conclusions and Outlook on the Discrete Setting
In this paper we introduced an analogue of the total variation prior for the normal
vector field (1.2) defined on the boundary Γ of smooth domains Ω ⊂ R3. This
functional is also known as the total root mean square curvature (2.2). We have
shown in theorem 3.6 that it admits spheres as stationary points under an area
constraint and we conjecture that spheres are in fact global minimizers.
We proposed a split Bregman (ADMM) scheme for the numerical solution of shape
optimization problems (1.3) involving the total variation of the normal. In contrast
to a Euclidean ADMM, as proposed for instance in Goldstein, Osher, 2009, the
normal vector data belongs to the sphere S2. Therefore, the formulation of the
ADMM method requires concepts from differential geometry. An analysis of the
Riemannian ADMM scheme is beyond the scope of this paper and will be presented
elsewhere.
In the companion paper Bergmann, Herrmann, et al., 2019, we consider a discrete
version of the total variation of the normal functional (1.2), which applies to piece-
wise flat surfaces. These arise naturally when surfaces are represented by meshes,
or when they are discretized for computational purposes. We also discuss the utility
of the discrete TV of the normal as a shape prior to recover piecewise flat surfaces
in geometric inverse problems, including PDE constraints.
A The Sphere as a Riemannian Manifold
In this section we provide some useful formulas for the sphere
S2 = {n ∈ R3 : |n|2 = 1}
equipped with the Riemannian metric obtained from the pull back of the Euclidean
metric from the ambient space R3. We are going to represent points n ∈ S2
by vectors in R3. Moreover, we identify the tangent space at n with the two-
dimensional subspace
TnS2 = {ξ ∈ R3 : ξ>n = 0}.
We utilize the Riemannian metric g(a, b) = a>b in TnS2 and the norm |a|g =
(a>a)1/2.
The geodesic distance between any two n,n′ ∈ S2 is given by
d(n,n′) = arccos(n>n′). (A.1)
The geodesic curve γ( · ;n, ξ) : R → S2 departing from n ∈ S2 in the direction of
ξ ∈ TnS2 is given by
γ(t;n, ξ) = cos
(
t |ξ|g
)
n+ sin
(
t |ξ|g
) ξ
|ξ|g . (A.2)
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The exponential map is thus given by
expn ξ = γ(1;n, ξ) = cos
(|ξ|g)n+ sin(|ξ|g) ξ|ξ|g . (A.3)
The logarithmic map is the inverse of the exponential map w.r.t. to the tangent
direction ξ. In other words, ξ = logn n′ holds if and only if ξ is the unique element
in TnS2 such that expn ξ = n′. The logarithmic map is well-defined whenever
n 6= −n′ holds. In this case, we have
logn n
′ = d(n,n′)
n′ − (n>n′)n
|n′ − (n>n′)n|g . (A.4)
Finally we require the concept of parallel transport of a tangent vector from one
tangent space to another, along the unique shortest geodesic connecting the base
points. Specifically, the parallel transport Pn→n′ : TnS2 → Tn′S2 along the unique
shortest geodesic γ( · ;n, logn n′) connecting n and n′ 6= −n is given by
Pn→n′(ξ) = ξ − ξ
>(logn n
′)
d2(n,n′)
(logn n
′ + logn′ n)
= ξ +
(
cos(|v|g)u− u− sin(|v|g)n
)
u>ξ,
(A.5)
see for instance Hosseini, Uschmajew, 2017 and Persch, 2018, Section 2.3.1, repec-
tively. Here we used the abbreviations v = logn n′, |v|g = d(n,n′) and u = v|v|g .
To see that both expressions in (A.5) coincide —after plugging in the definition of
the geodesic distance (A.1)— it remains to show that
−n
>n′ logn n
′
|logn n′|g
+
√
1− (n>n′)2 n = logn′ n|logn′ n|g
,
which holds true since the norm of the logarithmic map is
|logn n′|g = |n′ − n>n′n|g =
√
(n′>n′)− (n>n′) =
√
1− (n>n′) = |logn′ n|g.
Hence multiplying with the denominator of the first term in (A.5) yields the equality
with the second term, since using the definition of the logarithmic map we obtain
(n>n′)n− (n>n′)2n− (1− (n>n′)2)n = n− (n>n′)n′.
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