mittee (NDRC) at Northwestern University and was also teaching two courses every term. Nevertheless, I found occasional opportunities to read a few journals, which at that time appeared monthly and were at most a centimeter thick. In the early 1940s penicillin was unknown to the public, but the sulfa drugs, discovered around 1930, were being extensively and effectively used, particularly against pneumonia. Novel structures were being synthesized by pharmaceutical houses.
Bell and Roblin (2) found that the bacteriostatic activity of their hundred sulfonamides at pH 7 increased as the acid of pK of the compound decreased toward 7 but that a further increase in acid strength resulted in declines in activity. Then current opinion attributed sulfonamide activity to binding of the drug by an enzyme within the bacterial cell, which blocked enzymatic activity. It occurred to me that in that case if the relative affinity of the anion of a sulfonamide for the enzyme paralleled its affinity for H ϩ , then I could account for the bell-shaped activity-pK curve for the series of sulfonamides described by Bell and Roblin (2) . A full quantitative development of this concept was published in 1944 (3) .
One might raise the question at this point, why was it essentially universally accepted at that time that when a substance has a physiological effect on an organism, the effector molecule must be combining with a receptor. This was certainly not self-evident in earlier centuries and millennia. In the Western world the concepts formulated by Galen 2000 years ago (standing on the shoulders of some of his predecessors, such as Hippocrates) dominated medical practice. In essence Galen's foundational premise was that a human being was healthy so long as there was a proper balance between the four humors: phlegm, black bile, yellow bile, and blood. For example, bloodletting was a widely accepted procedure in the treatment of a disturbance in this equilibrium manifested as a disease (including George Washington's final, fatal illness). In the Far East, yin and yang constituted two complementary principles that control health and permeated all features of human life. Medicinals operated by shifting the distribution between yin and yang. Only decades after 1944 did I return to this enigma and try to find when the transition to modern views of effector-receptor combination occurred.
It is often difficult to pinpoint precisely the first appearance of a new insight. As far as I can tell, it was a physicist, not a life scientist, who provided the first vision of a molecular interaction between two substances of physiological impart. G. G. Stokes, in the middle of the 19th century, was Lucasian Professor at Cambridge University, one in the long line of towering theoretical physicists (from Isaac Newton to Stephen Hawking) to hold that appointment. In addition to being a great theorist, he was also a talented experimentalist, particularly in developing spectroscopic methods for examining chemical substances and reactions and for studying blood. It was Stokes who first recognized, from changes in spectra when oxygen (O 2 ) was removed from and subsequently added to blood, that oxygen combined with hemoglobin, i.e. that a complex was formed (4) .
During the last two decades of the 19th century, J. N. Langley, a British physiologist and histologist, in studies of the effects of extracts of glandular secretions on heart action, concluded that these substances act directly on the cardiac tissue, i.e. they are bound (see Ref. 5) . Subsequently, from experiments with curare and nicotine, he proposed that these substances competed with each other to form a "chemical compound" with some constituent of muscle tissue. After the turn into the 20th century, he expressed even more general views that "receptive substances" reacted with specific drugs ("chemical bodies").
It was Paul Ehrlich, a contemporary of Langley's, who created the widest and deepest understanding of effector-receptor interactions and used his insights for the systematic development of new drugs. In a sense he was a fortunate beneficiary of fate. Aniline dyes had been introduced into microscopy by Carl Weigert, a cousin of Ehrlich's mother. It was in Weigert's laboratory that Ehrlich initiated his studies of selective staining of dyes on blood cells and on tissues, publishing his first paper in 1877 (see Ref. 5) .
Being in a chemistry environment, Ehrlich formulated his ideas in chemical terms, speaking of "chemical affinities" in biological processes (e.g. toxin/antitoxin or antigen/antiserum complexes, "magic bullets" seeking specific targets). Some three decades of his experiences were epitomized in his maxim (6) , 1 Corpora non agunt nisi fixata, which translated becomes "a substance is not (biologically) active unless it is "fixed" (bound by a receptor)."
Returning to my 1944 paper, I recognized then that the molecular, physicochemical approach used to interpret the effects of sulfonamides on bacteriostasis ought to be applicable generally to other pharmacological and physiological effector-receptor interactions. Because I was in no position to carry out appropriate experiments, I focused on searching the literature for such studies with a defined protein rather than an enzyme within a cellular matrix. There were a few publications reporting that some drugs or organic molecules bound to blood serum or plasma. The best of these was one from B. D. Davis (7) who measured the binding of some sulfonamides by serum albumin, but the observations were collated merely as fraction of the drug bound. In the course of these literature searches I did find that two areas had been approached from a molecular physicochemical perspective: hemoglobin-O 2 binding and the binding of H ϩ ion by proteins. Oxygenation equilibria had the earlier and longer history. The concept of effector-receptor complex nurtured by Ehrlich, Langley, and Stokes provided a concrete molecular image, but this was only qualitative in nature. Before a linkage to energetics or thermodynamics could be established, the conception of an equilibrium constant had to emerge. The germ of this idea appeared first in papers by C. M. Guldberg and P. Waage (in the 1860s) whose kinetic studies led them to the formulation of the law of mass action (see Ref. 8) . About a decade later, J. W. Gibbs and H. von Helmholtz introduced the free energy function, and from that J. H. Van't Hoff built a bridge to the concept of an equilibrium constant (see Ref. 9) .
For hemoglobin, the earliest such studies came from Hü fner (10, 11). Assuming a molecular weight of 16,000 for hemoglobin, corresponding to 1 mol of its content of linked iron, he presented the oxygenation equilibrium in terms of a 1:1 stoichiometric complex. Viewed as a combination of species (Hü fner focused on the dissociation direction), one writes the following. 
In graphical form, this equation corresponds to a rectangular hyperbola (Fig. 1) . Hü fner found that his experimental observations fitted a curve of the shape shown in Fig. 1 . 
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By the beginning of the 20th century, it had become apparent that Hü fner's formulation of the Hb/O 2 equilibrium in terms of a one-to-one complex could not be correct. More careful and extensive measurements by Bohr (12, 13) showed unequivocally ( Fig. 2 ) that the oxygen uptake curve was sigmoidal in shape. An equilibrium constant of the form shown in Equation 2 that can produce a sigmoidal shape in the oxygen uptake curve for hemoglobin is as follows (14) .
This equation presumes that Hb has a capacity to hold n moles of O 2 and that these moles of O 2 are bound simultaneously, not in a stepwise fashion. Under these circumstances, fractional saturation as a function of O 2 pressure is given by Equation 5 .
The graphical representation of this equation is indeed of the shape shown in Fig. 2 . From Equation 5 one can also obtain the relation
which is known as the Hill equation. The corresponding graph, the Hill plot, should be a straight line with a slope of n, the number of sites for O 2 (or in the general case for the ligand) on the receptor molecule of hemoglobin. Corresponding graphs are often published for other ligand-receptor combinations.
It is not widely recognized that the Hill equation is essentially an empirical one, despite the conjunction of Equation 4 with Equation 5
. Even with hemoglobin (a particularly favorable system for its application), experimental measurements (in the range that fit a linear Hill plot) yield a non-integer value for n of 2.5; yet it is now known that hemoglobin has four binding sites for O 2 and not a fractional number.
There are additional problems that arise when more than 1 mol of ligand is bound by a receptor; there are different modes of representation in terms of relevant equilibrium constants. This was first recognized by E. Q. Adams (15) who analyzed an example of the simplest type, a dibasic acid binding H ϩ ions. Using more general notation that is applicable to all types of divalent ligand-receptor complexes, we can describe Adams' insight by the diagram in Fig.  3 , in which R represents a receptor, L is the ligand, and the lower left subscripts on R specify the sites occupied by ligand. The lowercase k's are the site equilibrium constants for the corresponding molecular equilibria. The two stoichiometric equilibrium constants K 1 and K 2 are the phenomenological, thermodynamic ones, which fully describe the binding of ligand to receptor. One can also write an equation for binding of ligand that explicitly includes the four site equilibrium constants.
At that time, I extended Adams' analysis to trivalent and tetravalent receptor complexes and found that the former is described by 3 K i values or by 12 site constants and the latter by (16) that treated the general case of an n-valent receptor, that is one with n-binding sites. A brief summary of the numbers of stoichiometric and site equilibrium constants for some small values of n is displayed in Table I (1). Clearly there is no practical way to evaluate all the site constants nor would one want a binding equation containing so many parameters.
During the first third of the 20th century, there had also been a number of studies of the acid-base titrations of several proteins. Several investigators had formulated equations for the multiple equilibria involved when many H ϩ ions are bound (17) (18) (19) (20) . The treatment by Simms (18) was the most perceptive and rigorous. It was my archetype when 20 years later I began to formulate equations for ligand-receptor complexes in general.
By the end of spring, 1945, the war in Europe was over. Senior officials in the Federal government and in the National Defense Research Committee (NDRC) knew that the armed forces had three nuclear bombs available, so it was likely that the war in the Pacific would also end soon. Therefore, NDRC began to close and dismantle its projects.
Thus by the beginning of summer, 1945, I had time to outline a research program to assemble data for the binding of an organic molecule by a pure receptor protein. So that we could collect precise data quickly, I wanted a ligand whose concentrations could be measured easily and rapidly (for example, by its absorption of visible light). (During the war, the NDRC had a high priority for purchasing equipment and had obtained one of the first spectrophotometers manufactured by Beckman Instruments.) I picked some azobenzene derivatives whose structures were reminiscent of Ehrlich's famous "compound 606," Salvarsan (an antisyphilitic). During the war, crystallized human serum albumin had been isolated on an industrial scale on the basis of procedures developed by a group "commanded" by E. J. Cohn of the Harvard Medical School. Because this protein served in a front-line first-aid procedure to compensate for trauma and heavy bleeding in injured soldiers and sailors, it was not available. However, in Chicago, Armour and Co., a major slaughterhouse, had also manufactured crystallized bovine albumin, which I knew about from friends who worked at Armour; but its disposition was controlled by Professor Cohn, an authoritarian individual. A request to him produced a favorable response probably because of the intercession of one of the individuals at NDRC, so I received from Armour a treasure of several grams of crystallized bovine serum albumin.
Shortly thereafter, the Abbott Fund awarded me my first research grant for the munificent sum of $300.00. With that money I hired two undergraduates at the then standard wage of 25 cents per hour. By the end of that summer we had created a substantial stock of quantitative ligand-receptor binding information.
In parallel with the experimental work, I began to write out the equations for the multiple equilibria using only stoichiometric, phenomenological binding constants and building on the publications of Adams (15) and of Simms (18) . Thereafter, the numerical data were fitted to the equations to obtain values of the binding constants K i . That was a very tedious process, for in 
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the absence of any computers every step of arithmetic was done by hand and checked several times to detect computational errors.
During the fall of 1945 I submitted a manuscript on the binding of organic molecules by proteins (with the undergraduates as co-authors) and it was published early in 1946 (21) .
The binding curves displayed covered a 1000-fold range of ligand concentrations so that the moles of bound ligand per mol of receptor kept rising. Therefore, the equations for the equilibria and stoichiometric equilibrium constants were written for a n-valent receptor as shown in Equation 7 .
From these it follows that B, the moles of bound ligand per mol of receptor, is related to the K i values by Equation 8 .
A related companion publication (22) demonstrated that B could also be expressed in terms of the partition function, f, which is the denominator of Equation 8 .
Sometimes the right-hand side is written dlnf/dlnL. For the computation of the successive binding constants K i , Equation 8 is clearly the more direct one. It was used to evaluate the stoichiometric binding constants for each of the organic molecule-albumin complexes studied in Ref. 21 . For azosulfathiazole, the K i values are shown in Table II . These were based on experimental values of ligand concentration extending over a 300-fold range and B values ranging from 0.2 to 9. This formulation provided a pattern for subsequent studies of ligand-receptor binding.
With this foundation, one could make the connection to thermodynamics through Equation 10,
which provided corresponding free energy changes, ⌬G i 0 . It was then obvious that one could also obtain the enthalpies, ⌬H 0 , and entropies, ⌬S 0 , if one measured the variation of ⌬G 0 with temperature.
For the azobenzene ligands of Ref. 21 , the thermodynamic parameters were published in 1949 (23) . I was very surprised to find that the ⌬H 0 of complex formation was small and the ⌬S 0 was large. In essence that meant that the favorable free energy of complex formation was not due to a large drop in internal energy (⌬H or ⌬E) but rather to an increase in the entropy, an unexpected trend when two separate molecular entities combine into a single complex. The suggestion was made, therefore, that the positive ⌬S comes from the release of water molecules as ligand and receptor combine. That the solvent could play such a crucial, albeit concealed, role in these interactions was a revelation to me. Subsequently, I learned that a decade earlier J. A. V. Butler (24) had recognized such effects in reactions of organic molecules in water.
Of greater molecular importance, the focus on thermodynamic quantities created a bridge to the broad area of the forces responsible for ligand-receptor stability and ultimately for stabilizing a native protein. We can classify these forces into three groups: (a) electrostatic; (b) hydrogen bonding; and (c) apolar.
Whether electrostatic attraction between a cationic and an anionic entity (in aqueous solution) would lead to a ᮍᮎ combination has been a subject of fluctuating opinion for over a century. Few people today are aware that Svante Arrhenius encountered massive, bitter opposition when he proposed, in the 1880s, that salt dissolved in water becomes separated into two oppositely charged entities, Na ϩ and Cl Ϫ (25) . And rightly so. After all, as any high school student knows, oppositely charged entities attract each other, as specified by Coulomb's law, with a force proportional to the magnitude of the charges qϩ and qϪ, respectively, and inversely proportional to the square of the distance, r, between them. True, this relationship applies strictly in a vacuum, but in a solvent the change would be merely the insertion of the dielectric constant, D, in the denominator, not a reversal in the attractive character of the force. For water D is near 80, so the attractive force would be weakened but not abolished. So why should positive Na ϩ and negative Cl Ϫ stay apart as separate species? Arrhenius presented his ideas in his doctoral thesis (which was almost rejected) in 1883. After much discussion, his examiners at the University of Uppsala grudgingly agreed to give him a fourth class doctor's degree, perhaps because his earlier performance at the university was a distinguished one. This pass was so low (equivalent to a D grade in the United States) that it did not qualify him to become a beginning faculty member, a docent. Twenty years after receiving his doctorate degree, Arrhenius was awarded the Nobel Prize in chemistry.
Since the 1930s, it has been recognized that there are cationic side chains (Lys, Arg) in proteins and anionic ones (Asp, Glu). Periodically since then it has been assumed that electrostatic bonds such as Lys ϩ . . .
Ϫ
Glu are responsible, at least in part, for the stability of proteins. At other times the possibility of such ion pair formation in an aqueous environment has been dismissed as very unlikely (26) . In 1965, Henry DePhillips and I (27) decided to look at a simple model system for such an electrostatic interaction, C 4 H 9 NH 3 ϩ . . . Ϫ OOCC 3 H 7 . Changes in infrared spectra in the overtone region indicated that the equilibrium constant for the association of the separate ions to form the ion pair is extremely small, about 0.03. Thus, it is not likely that an ion pair interaction by itself contributes a favorable free energy change to the stabilization of a protein.
The concept of the hydrogen bond was discovered, or invented, in 1919 by M. L. Huggins (28 -30) 2 while he was still a student at Berkeley. Huggins named the interaction "hydrogen bridge" and was unhappy with the possible implications of the word "bond." Very few individuals are aware of Huggins contribution. As has been observed (31), "to attract attention it is more important to invent a catchy name for a phenomenon than to discover it." Almost 20 years later, in a classic paper with A. E. Mirsky in 1936 (32) on the structure of proteins, Pauling described the role that peptide hydrogen bonds could play in establishing specific conformations and assigned a value of 5-8 kcal to a hydrogen bond energy, with the N-H⅐⅐⅐OϭC bond being placed near the lower boundary. No reference is given by Pauling to the origin of the 5-8 kcal figure for the hydrogen bond energy. Nevertheless, it was universally accepted for N-H⅐⅐⅐OϭC bonds in polypeptides and used to interpret stability and conformational changes in proteins. Thus if one measured an enthalpy of denaturation of perhaps 50 kcal/mol, one proposed that 8 -10 hydrogen bonds had been broken in going from native to the denatured state. Likewise, in the 1950s, when Linderstrom-Lang and his co-workers found that the slow class of hydrogen-deuterium exchanges in protein NCH groups has an activation energy of 20 kcal/mol, they ascribed it to the need to open three adjacent N-H⅐⅐⅐OϭC bonds (each presumably requiring 6 -8 kcal) in order to unfold a helical segment.
In a similar vein, Pauling and Mirsky ascribed the denaturing effects of urea to its ability to disrupt hydrogen bonding in proteins because of its "well known hydrogen bonding" properties. This explanation of urea effects persists widely to the present day, although more recently styles have shifted to an explanation in terms of interference with hydrophobic bonding.
Returning to the 5-8 kcal hydrogen bond energy, I do not wish to imply that Pauling had no basis for his suggested values; quite the contrary. Since the early part of this century, apparent molecular weights of compounds such as acetic acid had been measured in the vapor phase and had clearly shown the presence of dimeric molecules. Once hydrogen bonding was appreciated, it became apparent that head-to-head bonds must be present (Structure 1). Studies of the temperature dependence of the vapor phase equilibrium then led to the energy (⌬E 0 or ⌬H 0 ) of the hydrogen bond, around 7 kcal/mol.
However, if we are looking at protein CϭO⅐⅐⅐H-N bonds, this figure is really not pertinent. Strictly speaking, a bond energy refers to the dissociation energy in the gas phase. However, that is not what one needs to know for a peptide hydrogen bond that might be involved in stabilizing a protein conformation. Because the protein is in solution in water, the interpeptide hydrogen bond is exposed to competing bonds with water so the interchange shown in Structure 2 can occur.
It seemed to me at that time that vibrational spectroscopy should provide a probe of the N-H⅐⅐⅐OϭC bond and reflect directly the state of the constant groups. James Franzen and I (33) found that overtone infrared spectroscopy in the 1.5-m range could be adapted for this purpose with aqueous solutions. Using N-methylacetamide as our prototype for N-H and OϭC groups we found the energy (⌬H 0 ) of N-H⅐⅐⅐OϭC formation to be Ϫ4.2, Ϫ0.8, and 0.0 in the solvents carbon tetrachloride, dioxane, and water, respectively. This trend from very nonpolar to polar to aqueous solvent, as well as the direct result in water, shows clearly that the amide hydrogen bond energy in an aqueous environment is near zero.
Nevertheless, if there is a high local concentration of N-H and CϭO groups, as in a polypeptide, entropic factors contribute to the free energy, ⌬G, of formation, and a hydrogen bonded structure may be stabilized.
Although most people think that the concept of a protein helix was revealed to Linus Pauling (34) on Mount Pasadena in 1950, it actually had a tortuous earlier history. The slow evolution of the helix, or the spiral as it was originally called, as a central structural element in proteins also reflects the influential grip of integers. Pioneering structuralists, especially Astbury and Bragg, recognized the potential of two-residue turns for interpreting transitions from ␣-to ␤-keratin, but the most incisive early analysis of structure problems came from M. L. Huggins. In 1943 in an article in Chemical Reviews (35) that was based on a talk he had given at an American Chemical Society symposium in 1937, Huggins explicitly formulated the necessary constraints of bond distances and angles as well as the requirement for N-H⅐⅐⅐O hydrogen "bridges." Then he showed that spirals with two residues or three residues per turn (Fig. 4) 
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Reflections: Ligand-Receptor Complexes could account for the 5.1 Å x-ray reflection characteristic of ␣-keratin. Furthermore, he pointed out that a 3-fold screw axis of symmetry would give a translation along the axis of the spiral of about 1.7 Å. In a prophetic sentence, he (35) also noted "that there is nothing about this [spiral] structure which requires exactly three residues per turn." Like Moses, Huggins got a glimpse of the Holy Land but never entered it. Ultimately, Pauling, Corey, and Branson (34) broke loose unequivocally from integer constraints and showed, originally by model building, that the 3.7-residue turn best fits interatomic structural and energetic requirements. Thus was the ␣-helix born.
In contrast to electrostatic bonds and hydrogen bonds, which can be visualized in well defined atomic arrangements, the term apolar bonds encompasses a melange of atomic and molecular interactions. The initial insight into apolar interactions came from J. D. van der Waals (36), 3 who viewed them as including all atomic and molecular forces other than those between ϩ and Ϫ charged entities.
Since van der Waals' time, a number of new interactions have been recognized, and their intermolecular bases have been delineated. Early in the 20th century, largely because of P. Debye, dipole moments of molecules (due to partial displacement of charges) were elucidated and measured. Once they were discerned, it became apparent that dipole-dipole and even (single) charge-dipole attractions between molecules must exist. After wave mechanics was developed, F. London discovered dispersion forces (often called London forces), a manifestation of the motion of electrons with time within a molecule (or atom) that produces an electrostatic separation even in spherically symmetric molecules. Subsequently it was also realized that highly conjugated ring structures have -electron clouds above (and below) their planes. This permits -interactions between different aromatic molecules. In recent times it has also been found that the quadrupole moments associated with the -electron clouds are a basis for formation of complexes with dipolar molecules, such as H 2 O or NH 3 , or even with cations such as K ϩ (see Ref. 1, chapter 9). For most life scientists all of these interactions are (loosely) subsumed within the class van der Waals.
The paragon of an apolar molecule is one of the hydrocarbons. These are insoluble in water so they have also been called hydrophobic. For decades the term hydrophobic bonds has been used as synonymous with van der Waals interactions, and this interpretation still pervades most of the literature. Even the eminent theoretical chemist, H. Eyring, in 1953 used the term "hydrophobic" to describe interfacial energies of apolar molecules in water (37) .
In the field of proteins, recognition of adhesions of apolar groups has led to the metaphor "oil droplet" as a model of a globular protein. In this picture, the interior of the protein is visualized as a very non-polar environment, sometimes even assigned a dielectric constant of 2. Such a view is questionable (26, 38) . The polypeptide chains whether in ␣-helical, ␤-strand, or idiosyncratic configuration present a
group every few Å, and each of these introduces a high dipole moment. (For urea the dipole moment is near 8 and for acetamide near 4 (39) .) The local concentration of peptide groups within the volume of a globular protein is above 12 M (26). In addition, there are dipoles from Ser, Thr, Tyr, Trp, Gln, and Asn. The term "oil droplet" is deceptive. Starting in the 1930s, new insights began to appear on the structure of liquid water and of solutions of apolar molecules therein. A pioneering paper was that of J. D. Bernal (eminent x-ray crystallographer) and R. H. Fowler (distinguished theoretician) in 1933 (40). In that essay they presented a picture of the structure of liquid water and interpreted the effects of different solutes therein in terms of "structure making" and "structure breaking" influences. Subsequently, J. A. V. Butler (24) and later H. S. Frank and M. W. Evans (41) pointed out that apolar molecules are insoluble in water because the entropy change is unfavorable or near zero. This observation they interpreted as due to the ordering of water molecules around dissolved apolar groups.
It has also been known for over a century that apolar molecules can form crystalline hydrates, or "ices," with water molecules. Such polyhedral hydrates have been obtained with dozens of "guest" molecules, including Ar, Xe, Cl 2 , CH 4 analogous to protein residue side chains alanine, valine, leucine, cysteine, methionine, and even larger nonpolar groups. Thus it is apparent that solvent water is a remarkably versatile substance in regard to hydrate formation, being capable of forming a large variety of cagelike structures to accommodate a whole gamut of solute structures. These could contribute to the stabilization of a protein molecule and of its complexes with ligands. In recent years, x-ray diffraction has disclosed large numbers of ordered water molecules within and on the surface of protein molecules (43) (44) (45) . In 1959, Kauzmann proposed (46) that the term hydrophobic bonding be reserved for interactions between apolar groups that are thermodynamically driven by a favorable (positive) entropy change (⌬S). In ligand-receptor binding, there are many examples of complexes that are stable because of a positive ⌬S formation and many others associated with a dominant negative enthalpy change (⌬H) (1). For example, in the series acetate, valerate, caproate, heptanoate, and caprylate, binding by serum albumin is associated with the following thermodynamic parameters: ⌬S 0 ϭ 9, 12, 10, 4, 1 cal mol Ϫ1 deg
Ϫ1
, respectively; ⌬H 0 ϭ 0, 0, Ϫ820, Ϫ3,300, Ϫ4,700 cal mol Ϫ1 . In this series, ⌬H 0 becomes the dominant contributor to a negative ⌬G 0 as the length of the hydrocarbon chain increases. In many protein-protein interactions also, ⌬H 0 is the major contributor to the favorable ⌬G 0 (1). In any event it is essential to recognize that in protein interactions with small or large ligands, there are many different types of bondings present simultaneously that are coupled and intertwined with each other. This enormous complexity in biomolecular interactions has been spelled out only infrequently (1, 47) . One must also be aware that the interacting species are embedded in an aqueous environment that also imparts crucial features. Consequently, categorical assignments of net ⌬G 0 values of interaction to specific forms of binding are inappropriate. In such highly coupled systems, it is not possible to segregate the contribution of any specific type of force or constituent.
This thermodynamic constraint has been recognized for over a century in analyses of properties of solutions. It can be illustrated in tangible form by asking what is the "volume" of a solute in solution. Generally the molar volume of a pure solute is not a measure of the "effective molecular volume" of a mole of solute molecules in solution. Rather it reflects for the pure solute). Clearly the volume occupied by the atoms of Na 2 CO 3 in water is not negative. What the negative value of V 2 signifies is that if Na 2 CO 3 is added to water, the volume of the liquid solution shrinks. Clearly there must be a strong interaction of the solvent with the solute. From a molecular perspective, one presumes that this solute actuates a pronounced shrinkage in the volume of the solvent. In solutions with several solutes, the interactions are even more complex.
Similarly, one should not speak of the molar free energy (or ⌬G) of, for example, a hydrogen bond within a protein matrix. Because of the coupling of all types of interactions within the protein milieu, one cannot segregate and isolate a single form of bonding. One might speak of the chemical potential G i , or partial molar free energy, just as one can define G i ϭ ѨG solution /Ѩn i for a solute, e.g. NaCl, in aqueous solution. However, it is not obvious how one could extract G i for a single type of interaction within a coupled system.
When it has proved impossible to address a problem with a theory based on analytical closed form, exact equations, scientists have developed approximation methods. Such approaches have been used classically for hundreds of years in celestial mechanics and for almost a century in quantum mechanics. In our times with the development of supercomputers, problems involving very complicated interactions are amenable to solution. Computer simulation approaches are now also widely used to examine molecular dynamics in protein interactions. As these approximation procedures continue to be refined, it behooves us to be cognizant of the advice of Nobelist, theoretical physicist P. W. Anderson: "It is much better to have the simplest theory which fits the observations reasonably well than to have an opaque computer program which spends hours of time getting an exact answer."
Conclusion
In closing, I should also mention that I have profited immensely from "extracurricular" reading of writings of individuals with little or no acquaintance with science. Let me cite just one, James Thurber, America's successor to Mark Twain. The only science course he ever took, as a student at Ohio State University, was the beginning one in zoology. He failed. Nevertheless, this wise and humorous man made one of the most trenchant comments applicable to all science (48) : "Do it right or leave it alone, the conclusion you jump to may be only your own." Address correspondence to: i-klotz@northwestern.edu.
