measurements, a χ 2 statistical test is used to determine the most likely first arrival date from a coeval sub-sample; for sites with fewer measurements, we use a weighted mean of these measurements. Our data is supplied as part of the supplementary material as an Excel spreadsheet.
The same compilation of original dates was also used in Baggaley et al. (2012a) , where an alternative method of determining a representative date for each site was used. We believe that our results are robust with respect to the two slightly different procedures. Baggaley et al. (2012a) also discussed and implemented more sophisticated models of data errors, including an allowance for local spatial inconsistencies. Those alternative procedures did not alter our basic conclusions.
Front propagation
Our wavefront model is described in detail in Baggaley et al. (2012b) ; here we briefly summarise some details of this method, to make the current work more self-contained.
Our wavefront model tracks the time-evolving position of the propagating front. The front is defined via an indexed set of suitably separated points; we track the geographical coordinates of these points as the front expands and evolves. We start with the intial front defined using points on a small circle centred on our source of spread in the Levant.
At each time step, we move point i, at position
-where i φ and i λ are respectively the polar and azimuthal coordinates-a small amount in both the φ and λ directions using the local velocity u i , via
( is the distance between the grid point and the river/coastal vector (in km). To apply these environmental dependences to points on our front (which normally fall between points on the grid), we use bilinear interpolation from the values at the four closest mesh-points.
After every time-step, the separation of points on the wavefront is monitored, to maintain a roughly constant resolution. If two neighbouring points are more than δ apart, a new point is inserted between them. If two points which are not neighbours are less than δ apart, then the encroaching points are removed and the ordering of the loops is switched, to merge the fronts. We take δ to be our environmental grid spacing of 4 arc-minutes. at each point. Here, where we are only interested in the first arrival time at any point, time-stepping at points behind and ahead of the front is unnecessary, and adds greatly to the computational expense. The stability of the wavefront model, as with a PDE model, depends upon the time-step used. For a given front velocity, point spacing δ, and length-scale of environmental variation (which controls the heterogeneities in the velocity), the time-step cannot exceed a certain level, for the front to expand in a stable, sensible manner. The time-step used is therefore in practice rather similar to that used in a PDE model. However, as expected, the wavefront model requires considerably less computation, as only the relatively small number of points on the front need to be time-stepped.
Statistical model
The statistical aspects of the model and the approach used to fit the model are essentially the same as in Baggaley et al. (2012b) and so here we provide only brief details to supplement the description in the main article.
The time at which the wavefront arrives at site i is denoted ( ) We adopt a Bayesian approach (Bernardo & Smith 1994) to the problem of inferring the model parameters in which prior beliefs about the likely parameter values are expressed through the joint prior distribution, denoted
Our specific choices for the component prior distributions are detailed in Table 1 in the main article. The posterior distribution for the parameters given the observed arrival times is then given by Bayes' theorem as
This represents our beliefs about the parameter values after observing the data.
Due to the complex dependence of the likelihood on the model parameters θ , the posterior . If a proposal is not accepted then the next value for that parameter is taken to be its current value. The acceptance probability requires that the target density can be evaluated up to proportionality. We refer the reader to Baggaley et al. (2012b) for further details on the construction of the acceptance probability and suitable choices of proposal distribution. The algorithm results in a collection of parameter values that give model output that is consistent with the observed first arrival times, rather than a single 'history' that best matches the data.
Our sampling approach as described above requires evaluation of the likelihood term at each iteration. Therefore, the wavefront model must be run at many thousands of potential parameter values. Each individual wavefront model evaluation is too time-consuming to be used in the MCMC scheme and so we replace it with a fast approximation. Baggaley et al. (2012b) . Replacing the output from the model in this way makes the MCMC scheme outlined above computationally practicable.
