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Abstract
Braid Floer homology is an invariant of proper relative braid classes [12]. Closed integral
curves of 1-periodic Hamiltonian vector fields on the 2-disc may be regarded as braids. If the
Braid Floer homology of associated proper relative braid classes is non-trivial, then additional
closed integral curves of the Hamiltonian equations are forced via a Morse type theory. In this
article we show that certain information contained in the braid Floer homology — the Euler-
Floer characteristic — also forces closed integral curves and periodic points of arbitrary vector
fields and diffeomorphisms and leads to a Poincare´-Hopf type Theorem. The Euler-Floer
characteristic for any proper relative braid class can be computed via a finite cube complex
that serves as a model for the given braid class. The results in this paper are restricted to the
2-disc, but can be extend to two-dimensional surfaces (with or without boundary).
1 Introduction
Let D2 ⊂ R2 denote the standard (closed) 2-disc in the plane with coordinates x =
(p, q), i.e. D2 := {(p, q) ∈ R2 : p2 + q2 ≤ 1}, and let X(x, t) be a smooth 1-periodic
vector field on D2, i.e. X(x, t+ 1) = X(x, t) for all x ∈ D2 and t ∈ R. The vector field
X is tangent to the boundary ∂D2, i.e X(x, t) · ν = 0 for all x ∈ ∂D2, where ν the
outward unit normal on ∂D2. The set of vector fields satisfying these hypotheses is
denoted by F‖(D2 × R/Z). Closed integral curves x(t) of X are integral curves1 of X
for which x(t + `) = x(t) for some ` ∈ N. Every integral curve of X with minimal
period ` defines a closed loop in the configuration space C`(D2) of ` unordered
distinct points. A collection of distinct closed integral curves with periods `j defines
∗Department of Mathematics, VU University Amsterdam, The Netherlands.
1Integral curves of X are smooth functions x : R → D2 ⊂ R2 that satisfy the differential equation
x′ = X(x, t).
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a closed loop in Cm(D2), with m =
∑
j `j . As curves in the cylinder D2 × [0, 1] such
a collection of integral curves represents a geometric braid which corresponds to a
unique word βy ∈ Bm, modulo conjugacy and full twists:
βy ∼ βy∆2k ∼ ∆2kβy, (1.1)
where ∆2 is a full positive twist andBm is the Artin Braid group onm strands.
Let y be a geometric braid consisting of closed integral curves of X , which will
be referred to as a skeleton. The curves yi(t), i = 1, · · · ,m satisfy the periodic-
ity condition y(0) = y(1) as point sets, i.e. yi(0) = yσ(i)(1) for some permutation
σ ∈ Sm. In the configuration spaceCn+m(D2)2 we consider closed loops of the form
x rel y :=
{
x1(t), · · ·xn(t), y1(t), · · · , ym(t)}. The path component of x rel y of closed
loops in LCn+m(D2) is denoted by [x rel y] and is called a relative braid class. The
loops x′ rel y′ ∈ [x rel y], keeping y′ fixed, is denoted by [x′] rel y′ and is called a fiber.
Relative braid classes are path components of braids which have at least two com-
ponents and the components are labeled into two groups: x and y. The intertwining
of x and y defines various different braid classes. A relative braid class [x rel y] in D2
is proper if components xc ⊂ x cannot be deformed onto (i) the boundary ∂D2, (ii) it-
self,3 or other components x′c ⊂ x, or (iii) components in yc ⊂ y, see [12] for details.
In this paper we are mainly concerned with relative braids for which x has only
one strand. To proper relative braid classes [x rel y] one can assign the invariants
HB∗([x rel y]), with coefficients in Z2, called Braid Floer homology. In the following
subsection we will briefly explain the construction of the invariants HB∗([x rel y])
in case that x consists of one single strand. See [12] for more details on Braid Floer
homology.
1.1 A brief summary of Braid Floer homology
Fix a Hamiltonian vector fieldXH inF||(D2×R/Z) of the formXH(x, t) = J∇H(x, t),
where
J =
(
0 −1
1 0
)
and H is a Hamiltonian function with the properties:
(i) H ∈ C∞(D2 × R/Z;R);
2The space of continuous mappingR/Z→ X , withX a topological space, is called the free loop space
of X and is denoted by LX .
3This condition is separated into two cases: (i) a component in x cannot be not deformed into a
single strand, or (ii) if a component in x can be deformed into a single strand, then the latter necessarily
intersects y or a different component in x.
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(ii) H(x, t)|x∈∂D2 = 0, for all t ∈ R/Z.
For closed integral curves of XH of period 1 we define the Hamilton action
AH(x) =
∫ 1
0
1
2Jx · xt −H(x, t) dt,
Critical points of the action functional AH are in one-to-one correspondence with
closed integral curves of period 1. Assume that y = {yj(t)} is a collection of closed
integral curves of the Hamilton vector field XH , i.e. periodic solutions of the y
j
t =
XH(y
j , t). Consider a proper relative braid class [x] rel y, with x 1-periodic and seek
closed integral curves x rel y in [x] rel y. The set of critical points of AH in [x] rel y is
denoted by CritAH ([x] rel y). In order to understand the set CritAH ([x] rel y) we con-
sider the negative L2-gradient flow of AH . The L2-gradient flow us = −∇L2AH(u)
yields the Cauchy-Riemann equations
us(s, t) + Jut(s, t) +∇H(u(s, t), t) = 0,
for which the stationary solutions u(s, t) = x(t) are the critical points of AH .
To a braid y one can assign an integer Cross(y) which counts the number of cross-
ings (with sign) of strands in the standard planar projection. In the case of a rela-
tive braid x rel y the number Cross(x rel y) is an invariant of the relative braid class
[x rel y]. In [12] a monotonicity lemma is proved, which states that along solutions
u(s, t) of the nonlinear Cauchy-Riemann equations, the number Cross(u(s, ·) rel y)
is non-increasing (the jumps correspond to ‘singular braids’, i.e. ‘braids’ for which
intersections occur). As a consequence an isolation property for proper relative
braid classes exists: the set bounded solutions of the Cauchy-Riemann equations
in a proper braid class fiber [x] rel y, denoted byM ([x] rel y;H), is compact and iso-
lated with respect to the topology of uniform convergence on compact subsets ofR2.
These facts provide all the ingredients to follows Floer’s approach towards Morse
Theory for the Hamiltonian action [7]. For generic Hamiltonians which satisfy (i)
and (ii) above and for which y is a skeleton, the critical points in [x] rel y of the
action AH are non-degenerate and the set of connecting orbits Mx−,x+([x] rel y;H)
are smooth finite dimensional manifolds. To critical in CritAH ([x] rel y) we assign a
relative index µCZ(x) (the Conley-Zehnder index) and
dimMx−,x+([x] rel y;H) = µ
CZ(x−)− µCZ(x+).
Define the free abelian groupsCk over the critical points of index k, with coefficients
in Z2, i.e.
Ck([x] rel y;H) :=
⊕
x∈CritAH ([x] rel y),
µ(x)=k
Z2〈x〉,
3
and the boundary operator
∂k = ∂k([x] rel y;H) : Ck → Ck−1,
which counts the number of orbits (modulo 2) between critical points of index k and
k− 1 respectively. Analysis of the spacesMx−,x+([x] rel y;H) reveals that (C∗, ∂∗) is
a chain complex, and its (Floer) homology is denoted by HB∗([x] rel y;H). Different
choices of H yields isomorphic Floer homologies and
HB∗([x] rel y) = lim←−HB∗([x] rel y;H),
where the inverse limit is defined with respect to the canonical isomorphisms ak(H,H ′) :
HBk([x] rel y,H)→ HBk([x] rel y,H ′). Some properties are:
(i) the groups HBk([x] rel y) are defined for all k ∈ Z and are finite, i.e. Zd2 for some
d ≥ 0;
(ii) the groups HBk([x] rel y) are invariants for the fibers in the same relative braid
class [x rel y], i.e. if x rel y ∼ x′ rel y′, then HBk([x] rel y) ∼= HBk([x′] rel y′). For
this reason we will write HB∗([x rel y]);
(iii) if (x rel y) · ∆2` denotes composition with ` full twists, then HBk([(x rel y) ·
∆2`]) ∼= HBk−2`([x rel y]).
1.2 The Euler-Floer characteristic and the Poincare´-Hopf Formula
Braid Floer homology is an invariant of conjugacy classes inBn+m and can be com-
puted from purely topological data. The Euler-Floer characteristic of HB∗
(
[x rel y]
)
is
defined as follows:
χ
(
x rel y
)
=
∑
k∈Z
(−1)kdim HBk([x rel y]). (1.2)
In Section 7 we show that the Euler-Floer characteristic of HB∗
(
[x rel y]
)
can be com-
puted from a finite cube complex which serves as a model for the braid class.
A 1-periodic function x ∈ C1(R/Z) is an isolated closed integral curve of X if there
exists an  > 0 such that x is the only solution of the differential equation
E
(
x(t)
)
=
dx
dt
(t)−X(x(t), t), (1.3)
in B(x) ⊂ C1(R/Z). For isolated, and in particular non-degenerate closed integral
curves we can define an index as follows. Let Θ ∈ M2×2(R) be any matrix satisfying
σ(Θ)∩2pikiR = ∅, for all k ∈ Z and let η 7→ R(t; η) be a curve inC∞(R/Z; M2×2(R)),
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with R(t; 0) = Θ and R(t; 1) = DxX(x(t), t) — the linearization of X at x(t). Then
η 7→ F (η) = ddt − R(t; η) defines a curve in Fred0(C1, C0), where we denote by
Fred0(C
1, C0) the space of Fredholm operators of index 0 between C1 and C0. De-
note by Σ ⊂ Fred0(C1, C0) the set of non-invertible operators and by Σ1 ⊂ Σ the
non-invertible operators with a 1-dimensional kernel. If the end points of F are in-
vertible one can choose the path η 7→ R(t; η) such that F (η) intersects Σ in Σ1 and
all intersections are transverse. If γ = # intersections of F (η) with Σ1, then
ι(x) = − sgn(det(Θ))(−1)γ . (1.4)
This definition is independent of the choice of Θ, see Section 6.
The above definition can be expressed in terms of the Leray-Schauder degree. Let
M ∈ GL(C0, C1) be any isomorphism such that ΦM (x) := ME (x) is of the form
‘identity + compact’. Then the index of an isolated closed integral curve is given
by
ι(x) = − sgn(det(Θ))(−1)βM (Θ) degLS(ΦM , B(x), 0). (1.5)
where βM (Θ) is the number of negative eigenvalues of M ddt −MΘ counted with
multiplicity. The latter definition holds for both non-degenerate and isolated 1-
periodic closed integral curves of X . In Section 6 we show that the two expressions
for the index are the same and we show that they are independent of the choices of
M and Θ.
Theorem 1.1 (Poincare´-Hopf Formula). Let y be a skeleton of closed integral curves of
a vector field X ∈ F‖(D2 × R/Z) and let [x rel y] be a proper relative braid class. Suppose
that all 1-periodic closed integral curves of X are isolated, then for all closed integral curves
x0 rel y in [x0] rel y it holds that ∑
x0
ι(x0) = χ
(
x rel y
)
. (1.6)
The index formula can be used to obtain existence results for closed integral curves
in proper relative braid classes.
Theorem 1.2. Let y be a skeleton of closed integral curves of a vector field X ∈ F‖(D2 ×
R/Z) and let [x rel y] be a proper relative braid class. If χ
(
x rel y
) 6= 0, then there exist
closed integral curves x0 rel y in [x] rel y.
The analogue of Theorem 1.1 can also be proved for relative braid class [x rel y] in
Cn+m(D2). Our theory also provides detailed information about the linking of so-
lutions. In Section 8 we give various examples and compute the Euler-Floer char-
acteristic. This does not provide a procedure for computing the braid Floer homol-
ogy.
5
Remark 1.1. In this paper Theorem 1.1 is proved using the standard Leray-Schauder
degree theory in combination with the theory of spectral flow and parity for oper-
ators on Hilbert spaces. The Leray-Schauder degree is related to the Euler charac-
teristic of Braid Floer homology. An other approach is the use the degree theory
developed by Fitzpatrick et al. [5].
1.3 Discretization and computability
The second part of the paper deals with the computability of the Euler-Floer charac-
teristic. This is obtained through a finite dimensional model. A model is constructed
in three steps:
(i) compose x rel y with ` ≥ 0 full twists ∆2, such that (x rel y) ·∆2` is isotopic to a
positive braid x+ rel y+;
(ii) relative braids x+ rel y+ are isotopic to Legendrian braids xL rel yL on R2, i.e.
braids which have the form xL = (qt, q) and yL = (Qt, Q), where q = pi2x and
Q = pi2y, and pi2 the projection onto the q−coordinate;
(iii) discretize q and Q = {Qj} to qd = {qi}, with qi = q(i/d), i = 0, . . . , d and
QD = {QjD}, with QjD = {Qji} and Qji = Qj(i/d) respectively, and consider
the piecewise linear interpolations connecting the anchor points qi and Q
j
i for
i = 0, . . . , d. A discretization qD relQD is admissible if the linear interpolation is
isotopic to q relQ. All such discretization form the discrete relative braid class
[qD relQD], for which each fiber is a finite cube complex.
Remark 1.2. If the number of discretization points is not large enough, then the
discretization may not be admissible and therefore not capture the topology of the
braid. See [8] and Section 7.4 for more details.
For d > 0 large enough there exists an admissible discretization qD relQD for any
Legendrian representative xL rel yL ∈ [x rel y] and thus an associated discrete rela-
tive braid class [qD relQD]. In [8] an invariant for discrete braid classes was intro-
duced. Let [qD] relQD denote a fiber in [qD relQD], which is a cube complex with a
finite number of connected components and their closures are denoted by Nj . The
faces of the hypercubes Nj can be co-oriented in direction of decreasing the number
of crossing in qD relQD, and we define N−j as the closure of the set of faces with
outward pointing co-orientation. The sets N−j are called exit sets. The invariant for
a fiber is given by
HC∗([qD] relQD) =
⊕
j
H∗(Nj , N−j ).
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This discrete braid invariant is well-defined for any d > 0 for which there ex-
ist admissible discretizations and is independent of both the particular fiber and
the discretization size d. For the associated Euler characteristic we therefore write
χ
(
qD relQD
)
. The latter is an Euler characteristic of a topological pair. The Euler
characteristic of the Braid Floer homology χ(x rel y) can be related to the Euler char-
acteristic of the associated discrete braid class.
Theorem 1.3. Let [x rel y] a proper relative braid class and ` ≥ 0 is an integer such that
(x rel y) · ∆2` is isotopic to a positive braid x+ rel y+. Let qD relQD be an admissible
discretization, for some d > 0, of a Legendrian representative xL rel yL ∈ [x+ rel y+]. Then
χ(x rel y) = χ(qD relQ
∗
D),
where Q∗D is the augmentation of QD by adding the constant strands ±1 to QD.
The idea behind the proof of Theorem 1.3 is to first relate χ(x rel y) to mechanical
Lagrangian systems and then use a discretization approach based on the method of
broken geodesics. Theorem 1.3 is proved in Section 7. In Section 8 we use the latter
to compute the Euler-Floer characteristic for various examples of proper relative
braid classes.
1.4 Additional topological properties
In this paper we do not address the question whether the closed integral curves
x rel y are non-constant, i.e. are not equilibrium points. By considering relative braid
classes where x consists of more than one strand one can study non-constant closed
integral curves. Braid Floer homology for relative braids with x consisting of n
strands is defined in [12]. The ideas in this paper extend to relative braid classes with
multi-strand braids x. In Section 8 we give an example of a multi-strand x in x rel y
and explain how this yields the existence of non-trivial closed integral curves.
The invariant χ
(
qD relQD
)
is a true Euler characteristic and
χ
(
qD relQD
)
= χ
(
[qD] relQD, [qD]
− relQD
)
,
where [qD]− relQD is the exit. A similar characterization does not a priori exist for
[x] rel y. This problem is circumvented by considering Hamiltonian systems and
carrying out Floer’s approach towards Morse theory (see [7]), by using the isolation
property of [x] rel y. The fact that the Euler characteristic of Floer homology is re-
lated to the Euler characteristic of a topological pair indicates that Floer homology
is a good substitute for a suitable (co)-homology theory. For more details see Section
7 and Remark 7.1.
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Braid Floer homology developed for the 2-disc D2 can be extended to more gen-
eral 2-dimensional manifolds. This generalization of Braid Floer homology for 2-
dimensional manifolds can then be used to extend the results in this paper to more
general surfaces.
Acknowledgment. The authors wish to thank J.B. van den Berg for the many stim-
ulating discussions on the subject of Braid Floer homology.
2 Closed integral curves
Let X ∈ F‖(D2 × R/Z), then closed integral curves of X of period 1 satisfy the
differential equation 
dx
dt
= X(x, t), x ∈ D2, t ∈ R/Z,
x(0) = x(1).
(2.1)
Consider the unbounded operator Lµ : C1(R/Z) ⊂ C0(R/Z) → C0(R/Z), defined
by
Lµ := −J d
dt
+ µ, µ ∈ R.
The operator is invertible for µ 6= 2pik, k ∈ Z and the inverse L−1µ : C0(R/Z) →
C0(R/Z) is compact. Transforming Equation (2.1), using L−1µ , yields the equation
Φµ(x) = 0, where
Φµ(x) := x− L−1µ
(−JX(x, t) + µx).
If we set
Kµ(x) := L
−1
µ
(−JX(x, t) + µx),
then Φµ is of the form Φµ(x) = x − Kµ(x), where Kµ is a (non-linear) compact
operator on C0(R/Z). Since X is a smooth vector field the mapping Φµ is a smooth
mapping on C0(R/Z).
Proposition 2.1. A function x ∈ C0(R/Z), with |x(t)| ≤ 1 for all t, is a solution of
Φµ(x) = 0 if and only if x ∈ C1(R/Z) and x satisfies Equation (2.1).
Proof. If x ∈ C1(R/Z;D2) is a solution of Equation (2.1), then Φµ(x) = 0 is obviously
satisfied. On the other hand, if x ∈ C0(R/Z;D2) is a zero of Φµ, then x = Kµ(x) ∈
C1(R/Z), sinceR(L−1µ ) ⊂ C1(R/Z). Applying Lµ to both sides shows that x satisfies
Equation (2.1).
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Note that the zero set Φ−1µ (0) does not depend on the parameter µ. In order to apply
the Leray-Schauder degree theory we consider appropriate bounded, open subsets
Ω ⊂ C0(R/Z), which have the property that Φ−1µ (0) ∩ ∂Ω = ∅. Let Ω = [x] rel y,
where [x] rel y is a proper relative braid fiber, and y = {y1, · · · , ym} is a skeleton of
closed integral curves for the vector field X .
Proposition 2.2. Let [x rel y] be a proper relative braid class and let Ω = [x] rel y be the
fiber given by y. Then, there exists an 0 < r < 1 such that
|x(t)| < r, and |x(t)− yj(t)| > 1− r, ∀ j = 1, · · · ,m, ∀ t ∈ R,
and for all x ∈ Φ−1µ (0) ∩ Ω = {x ∈ Ω | x = Kµ(x)}.
Proof. Since Ω ⊂ C0(R/Z) is a bounded set and Kµ is compact, the solution set
Φ−1µ (0) ∩ Ω is compact. Indeed, let xn = Kµ(xn) be a sequence in Φ−1µ (0) ∩ Ω, then
Kµ(xnk) → x, and thus xnk → x, which, by continuity, implies that Kµ(xnk) →
Kµ(x), and thus x ∈ Φ−1µ (0) ∩ Ω.
Let xn ∈ Φ−1µ (0) ∩Ω and assume that such an 0 < r < 1 does not exist. Then, by the
compactness of Φ−1µ (0) ∩ Ω, there is a subsequence xnk → x such that one, or both
of the following two possibilities hold: (i) |x(t0)| = 1 for some t0. By the uniqueness
of solutions of Equation (2.1) and the invariance of the boundary ∂D2 (X(x, t) is
tangent to the boundary), |x(t)| = 1 for all t, which is impossible since [x] rel y is
proper; (ii) x(t0) = yj(t0) for some t0 and some j. As before, by the uniqueness of
solutions of Equation (2.1), then x(t) = yj(t) for all t, which again contradicts the
fact that [x] rel y is proper.
By Proposition 2.2 the Leray-Schauder degree degLS(Φµ,Ω, 0) is well-defined. Con-
sider the Hamiltonian vector field
XH = J∇H, J =
(
0 −1
1 0
)
, (2.2)
where H(x, t) is a smooth Hamiltonian such that XH ∈ F‖(D2 × R/Z) and y is a
skeleton for XH . Such a Hamiltonian can always be constructed, see [12], and the
class of such Hamiltonians will be denote byH‖(y). Since y is a skeleton for both X
and XH , it is a skeleton for the linear homotopy Xα = (1 − α)X + αXH , α ∈ [0, 1].
Associated with the homotopy Xα of vector fields we define the homotopy
Φµ,α(x) := x− L−1µ
(−JXα(x, t) + µx) = x−Kµ,α(x), α ∈ [0, 1],
with Kµ,α(x) = L−1µ
(−JXα(x, t) + µx). Proposition 2.2 applies for all α ∈ [0, 1], i.e.
by compactness there exists a uniform 0 < r < 1 such that
|x(t)| < r, and |x(t)− yj(t)| > 1− r,
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for all t ∈ R, for all j and for all x ∈ Φ−1µ,α(0) ∩ Ω = {x ∈ Ω | x = Kµ,α(x)} and all
α ∈ [0, 1]. By the homotopy invariance of the Leray-Schauder degree we have
degLS(Φµ,Ω, 0) = degLS(Φµ,α,Ω, 0) = degLS(Φµ,H ,Ω, 0), (2.3)
where Φµ,0 = Φµ and Φµ,1 = Φµ,H . Note that the zeroes of Φµ,H correspond to
critical point of the functional
AH(x) =
∫ 1
0
1
2Jx · xt −H(x, t)dt, (2.4)
and are denoted by CritAH ([x] rel y). In [12] invariants are defined which provide
information about Φ−1µ,H(0)∩Ω = CritAH ([x] rel y) and thus degLS(Φµ,H ,Ω, 0). These
invariants are the Braid Floer homology groups HB∗
(
[x] rel y
)
as explained in the
introduction. In the next section we examine spectral properties of the solutions of
Φ−1µ,α(0) ∩ Ω in order to compute degLS(Φµ,H ,Ω, 0) and thus degLS(Φµ,Ω, 0).
Remark 2.1. There is obviously more room for choosing appropriate operators Lµ
and therefore functions Φµ. In Section 6 this issue will be discussed in more detail.
3 Parity, Spectral flow and the Leray-Schauder degree
The Leray-Schauder degree of an isolated zero x of Φµ(x) = 0 is called the local
degree. A zero x ∈ Φ−1µ (0) is non-degenerate if 1 6∈ σ(DxKµ(x)), where DxKµ(x) :
C0(R/Z)→ C0(R/Z) is the (compact) linearization at x and is given by DxKµ(x) =
L−1µ (−JDxX(x, t) + µ). If x is a non-degenerate zero, then it is an isolated zero and
the degree can be determined from spectral information.
Proposition 3.1. Let x ∈ C0(R/Z) be a non-degenerate zero of Φµ and let  > 0 be suffi-
ciently small such that B(x) =
{
x˜ ∈ C0(R/Z) | |x˜(t)− x(t)| < ,∀t} is a neighborhood
in which x is the only zero. Then
degLS
(
Φµ, B(x), 0
)
= degLS
(
Id−DxKµ(x), B(x), 0
)
= (−1)βµ(x)
where
βµ(x) =
∑
σj>1, σj∈σ(DxKµ(x))
βj , βj = dim
( ∞⋃
i=1
ker
(
σj Id−DxKµ(x)
)i)
,
which will be referred to as the Morse index of x, or alternatively the Morse index of lin-
earized operator DxΦµ(x).
Proof. See [9].
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The functions Φµ,α(x) = x−Kµ,α(x) are of the form ‘identity + compact’ and Propo-
sition 3.1 can be applied to non-degenerate zeroes of Φµ,α(x) = 0. If we choose the
Hamiltonian H ∈ Hreg‖ (y) ‘generically’, then the zeroes of Φµ,H are non-degenerate,
i.e. 1 6∈ σ(DxKµ,H(x)), where DxKµ,H(x) = DxKµ,1(x). By compactness there are
only finitely many zeroes in a fiber Ω = [x] rel y.
Lemma 3.1. Let x ∈ Φ−1µ,H(0) ∩Ω. Then following criteria for non-degeneracy are equiva-
lent:
(i) 1 6∈ σ(DxKµ,H(x));
(ii) the operator B = −J ddt −D2xH(x(t), t) is invertible;
(iii) let Ψ(t) be defined by BΨ(t) = 0, Ψ(0) = Id, then det(Ψ(1)− Id) 6= 0.
Proof. A function ψ satisfies DxKµ,H(x)ψ = ψ if and only if Bψ = 0, which shows
the equivalence between (i) and (ii). The equivalence between (ii) and (iii) is proved
in [12].
The generic choice of H follows from Proposition 7.1 in [12] based on criterion
(iii). Hamiltonians for which the zeroes of Φµ,H are non-degenerate are denoted
by Hreg‖ (y). Note that no genericity is needed for α ∈ [0, 1)! For the Leray-Schauder
degree this yields
degLS(Φµ,α,Ω, 0) = degLS(Φµ,H ,Ω, 0) =
∑
x∈CritAH ([x] rel y)
(−1)βµ,H(x), (3.1)
for all α ∈ [0, 1] and where βµ,H(x) is the Morse index of Id−DxKµ,H(x).
The goal is to determine the Leray-Schauder degree degLS(Φµ,Ω, 0) from informa-
tion contained in the Braid Floer homology groups HB∗([x] rel y). In order to do so
we examen the Hamiltonian case. In the Hamiltonian case the linearized operator
DxΦµ,H(x) is given by
A := DxΦµ,H(x) = Id−DxKµ,H(x) = Id−L−1µ
(
D2xH(x(t), t) + µ
)
,
which is a bounded operator on C0(R/Z). The operator A extends to a bounded
operator on L2(R/Z). Consider the path η 7→ A(η), η ∈ I = [0, 1], given by
A(η) = Id−L−1µ (S(t; η) + µ) = Id−Tµ(η), (3.2)
where S(t; η) a smooth family of symmetric matrices and Tµ(η) = L−1µ (S(t; η) + µ).
The endpoints satisfy
S(t; 0) = θ Id, S(t; 1) = D2xH(x(t), t),
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with θ 6= 2pik, for some k ∈ Z and D2xH(x(t), t) is the Hessian of H at a critical
point in CritAH ([x] rel y). The path of η 7→ A(η) is a path bounded linear Fredholm
operators on L2(R/Z) of Fredholm index 0, which are compact perturbations of the
identity and whose endpoints are invertible.
Lemma 3.2. The path η 7→ A(η) defined in (3.2) is a smooth path of bounded linear Fred-
holm operators in Hs(R/Z) of index 0, with invertible endpoints.
Proof. By the smoothness of S(t; η) we have that ‖S(t; η)x‖Hm ≤ C‖x‖Hm , for any
x ∈ Hm(R/Z) and any m ∈ N ∪ {0}. By interpolation the same holds for all x ∈
Hs(R/Z) and the claim follows from the fact that L−1µ : Hs(R/Z) → Hs+1(R/Z) ↪→
Hs(R/Z) is compact.
3.1 Parity of paths of linear Fredholm operators
Let η 7→ Λ(η) be a smooth path of bounded linear Fredholm operators of index 0 on
a Hilbert space H . A crossing η0 ∈ I is a number for which the operator Λ(η0) is
not invertible. A crossing is simple if dim ker Λ(η0) = 1. A path η 7→ Λ(η) between
invertible ends can always be perturbed to have only simple crossings. Such paths
are called generic. Following [3–6], we define the parity of a generic path η 7→ Λ(η)
by
parity(Λ(η), I) :=
∏
ker Λ(η0) 6=0
(−1) = (−1)cross(Λ(η), I), (3.3)
where cross(Λ(η), I) = #{η0 ∈ I : kerA(η0) 6= 0}. The parity is a homotopy
invariant with values in Z2. In [3–6] an alternative characterization of parity is given
via the Leray-Schauder degree. For any Fredholm path η 7→ Λ(η) there exists a path
η 7→ M(η), called a parametrix, such that η 7→ M(η)Λ(η) is of the form ‘identity +
compact’. For parity this gives:
parity(Λ(η), I) = degLS
(
M(0)Λ(0)
) · degLS(M(1)Λ(1)),
where degLS
(
M(η)Λ(η)
)
= degLS
(
M(η)Λ(η),H , 0
)
, for η = 0, 1, and the expres-
sion is independent of the choice of parametrix. The latter extends the above defi-
nition to arbitrary paths with invertible endpoints. For a list of properties of parity
see [3–6].
Proposition 3.2. Let η 7→ A(η) be the path of bounded linear Fredholm operators on
Hs(R/Z) defined by (3.2). Then
parity(A(η), I) = (−1)βA(0) · (−1)βA(1) = (−1)βA(0)−βA(1) . (3.4)
where βA(0) and βA(1) are the Morse indices of A(0) and A(1) respectively.
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Proof. For η 7→ A(η) the parametrix is the constant path η 7→ M(η) = Id. From
Proposition 3.1 we derive that
degLS
(
A(0)
)
= (−1)βA(0) , and degLS
(
A(1)
)
= (−1)βA(1) ,
which proves the first part of the formula. Since β(A(0)) − β(A(1)) = [β(A(0)) +
β(A(1))
]
mod 2, the second identity follows.
Lemma 3.3. For θ > 0, the Morse index for A(0) is given by βA(0) = 2
⌈
µ+θ
2pi
⌉
.
Proof. The eigenvalues of the operator A(0) are given by λ = −θ+2kpiµ+2kpi and all have
multiplicity 2. Therefore number of integers k for which λ < 0 is equal to
⌈
µ+θ
2pi
⌉
and consequently βA(0) = 2
⌈
µ+θ
2pi
⌉
.
If x ∈ Φ−1µ,H(0) is a non-degenerate zero, then its local degree can be expressed in
terms of the parity of A(η).
Proposition 3.3. Let x ∈ Φ−1µ,H(0) be a non-degenerate zero, then
degLS
(
Φµ,H , B(x), 0
)
= parity(A(η), I), (3.5)
where η 7→ A(η) is given by (3.2).
Proof. From Proposition 3.1 we have that degLS
(
Φµ,H , B(x), 0
)
= (−1)βA(1) and by
Equation (3.4), parity(A(η), I) = (−1)βA(0) · (−1)βA(1) = (−1)βA(1) , which completes
the proof.
3.2 Parity and spectral flow
The spectral flow is a more refined invariant for paths of selfadjoint operators. For
x ∈ Hs(R/Z) we use the Fourier expansion x = ∑k∈Z e2piJktxk and∑k∈Z |k|2s|xk|2 <
∞. From the functional calculus of the selfadjoint operator
−J d
dt
x =
∑
k∈Z
(
2pik
)
e2piJktxk,
we define the selfadjoint operators
Nµx =
∑
k∈Z
(
2pi|k|+ µ)e2piJktxk, and Pµx = ∑
k∈Z
2pik + µ
2pi|k|+ µe
2piJktxk. (3.6)
13
For µ > 0 and µ 6= 2pik, k ∈ Z, the operator Pµ is an isomorphism on Hs(R/Z), for
all s ≥ 0.4 Consider the path
C(η) = PµA(η) = Pµ −N−1µ (S(t; η) + µ), (3.7)
which is a path of operators of Fredholm index 0. The constant path η 7→ Mµ(η) =
P−1µ is a parametrix for η 7→ C(η) (see [5,6]) and since MµC(η) = A(η), the parity of
C(η) is given by
parity(C(η), I) = parity(A(η), I). (3.8)
Using Nµ, with µ > 0 and µ 6= 2pik, we define an equivalent norm on the Sobolev
spaces Hs(R/Z):
(x, y)Hs :=
(
Nsµx,N
s
µy
)
L2
, ∀x, y ∈ Hs(R/Z).
Lemma 3.4. The operators C(η) are selfadjoint on
(
H1/2(R/Z), (·, ·)H1/2
)
for all η ∈ I ,
and η 7→ C(η) is a path of selfadjoint operators on H1/2(R/Z).
Proof. From the functional calculus we derive that
(Pµx, y)Hs =
∑
k∈Z
pµ(k)n
2s
µ (k)xkyk = (x, Pµy)Hs ,
where nµ(k) = 2pi|k|+ µ and pµ(k) = 2pik+µ2pi|k|+µ . For s = 1/2 we have that(
N−1µ (S(t; η) + µ)x, y
)
H1/2
=
(
(S(t; η) + µ)x, y
)
L2
=
(
x, (S(t; η) + µ)y
)
L2
=
(
x,N−1µ (S(t; η) + µ)y
)
H1/2
,
which completes the proof.
For a path η 7→ Λ(η) of selfadjoint operators on a Hilbert space H , which is contin-
uously differentiable in the (strong) operator topology we define the crossing oper-
ator Γ(Λ, η) = pi ddηΛ(η)pi|ker Λ(η), where pi is the orthogonal projection onto ker Λ(η).
A crossing η0 ∈ I is a number for which the operator Λ(η0) is not invertible. A cross-
ing is regular if Γ(Λ, η0) is non-singular. A point η0 for which dim ker Λ(η0) = 1, is
called a simple crossing. A path η 7→ λ(η) is called generic if all crossings are simple.
A path η 7→ Λ(η) with invertible endpoints can always be chosen to be generic by a
small perturbation. At a simple crossing η0, there exists a C1-curve λ(η), for η near
η0, and λ(η) is an eigenvalue of Λ(η), with λ(η0) = 0 and λ′(η0) 6= 0, see [10,11]. The
spectral flow for a generic path is defined by
specflow(Λ(η), I) =
∑
λ(η0)=0
sgn(λ′(η0)). (3.9)
4As before ‖Pµx‖Hs ≤ ‖x‖Hs and ‖P−1µ x‖H1/2 ≤ C(µ)‖x‖H1/2 , µ > 0 and µ 6= 2pik.
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For a simple crossing η0 the crossing operator is simply multiplication by λ′(η0)
and
Γ(Λ, η)ψ(η0) =
( d
dη
Λ(η0)ψ(η0), ψ(η0)
)
H
ψ(η0) = λ
′(η0)ψ(η0), (3.10)
where ψ(η0) is normalized inH , and
λ′(η0) =
( d
dη
Λ(η0)ψ(η0)ψ(η0)
)
H
. (3.11)
The spectral flow is defined for any continuously differentiable path η 7→ Λ(η) with
invertible endpoints. From the theory in [6] there is a connection between the spec-
tral flow of Λ(η) and its parity:
parity(Λ(η), I) = (−1)specflow(Λ(η), I), (3.12)
which in view of Equation (3.3) follows from the fact that cross(Λ(η), I) = specflow(Λ(η), η)
mod 2 in the generic case.
The path η 7→ C(η) defined in (3.7) is a continuously differentiable path of operators
onH = H1/2(R/Z) with invertible endpoints, and therefore both parity and spectral
flow are well-defined. If we combine Equations (3.5) and (3.8) with Equation (3.12)
we obtain
degLS(Φµ,H , B(x), 0) = parity(A(η), I) = (−1)specflow(C(η), I). (3.13)
In the next section we link the spectral flow of C(η) to the Conley-Zehnder indices
of non-degenerate zeroes and therefore to the Euler-Floer characteristic.
4 The Conley-Zehnder index
We discuss the Conley-Zehnder index for Hamiltonian systems and mechanical sys-
tems, and explain the relation with the local degree and the Morse index for me-
chanical systems.
4.1 Hamiltonian systems
For a non-degenerate 1-periodic solution x(t) of the Hamilton equations the Conley-
Zehnder index can be defined as follows. The linearized flow Ψ is given by −J
dΨ
dt
−D2xH(x, t)Ψ = 0
Ψ(0) = Id,
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By Lemma 3.1(iii), a 1-periodic solution is non-degenerate if Ψ(1) has no eigenvalues
equal to 1. The Conley-Zehnder index is defined using the symplectic path Ψ(t).
Following [11], consider the crossing form Γ(Ψ, t), defined for vectors ξ ∈ ker(Ψ(t)−
Id),
Γ(Ψ, t)ξ = ω
(
ξ,
d
dt
Ψ(t)ξ
)
= (ξ,D2xH(x(t), t)ξ). (4.1)
A crossing t0 > 0 is defined by det(Ψ(t0)− Id) = 0. A crossing is regular if the cross-
ing form is non-singular. A path t 7→ Ψ(t) is regular if all crossings are regular. Any
path can be approximated by a regular path with the same endpoints and which is
homotopic to the initial path, see [10] for details. For a regular path t 7→ Ψ(t) the
Conley-Zehnder index is given by
µCZ(Ψ) =
1
2
sgnD2xH(x(0), 0)) +
∑
t0>0,
det(Ψ(t0)−Id)=0
sgn Γ(Ψ, t0). (4.2)
For a non-degenerate 1-periodic solution x(t) we define the Conley-Zehnder index
as µCZ(x) := µCZ(Ψ), and the index is integer valued.
Let x be a 1-periodic solution and consider the path η 7→ B(η;x) = −J ddt − S(t; η),
where, as before, S(t; η) is a smooth path of symmetric matrices with endpoints
S(t; 0) = θ Id and S(t; 1) = D2xH(x(t), t) with θ 6= 2pik, k ∈ Z. The operators B(η) =
B(η;x) are unbounded operators on L2(R/Z), with domain H1(R/Z). A path η 7→
B(η) is continuously differentiable in the (weak) operator topology of B(H1, L2)
and Hypotheses (A1)-(A3) in [11] are satisfied. We now repeat the definition of
spectral flow for a path of unbounded operators as developed in [11]. The crossing
operator for a path η 7→ B(η) is given by Γ(B, η) = pi ddηB(η)pi|kerB(η), where pi is the
orthogonal projection onto kerB(η). A crossing η0 ∈ I is a number for which the
operator B(η0) is not invertible. A crossing is regular if Γ(B, η0) is non-singular. A
point η0 for which dim kerB(η0) = 1, is called a simple crossing. A path η 7→ B(η)
is called generic if all crossing are simple. A path η 7→ B(η) can always be chosen
to be generic. At a simple crossing η0 there exists a C1-curve `(η), for η near η0, and
`(η) is an eigenvalue of B(η) with `(η0) = 0 and `′(η0) 6= 0. The spectral flow for a
generic path is defined by
specflow(B(η), I) =
∑
`(η0)=0
sgn(`′(η0)), (4.3)
and at simple crossings η0,
Γ(B, η)φ(η0) =
( d
dη
B(η0)φ(η0), φ(η0)
)
L2
φ(η0) = `
′(η0)φ(η0), (4.4)
after normalizing φ(η0) in L2(R/Z). As before the derivative of ` at η0 is given
by
`′(η0) = −
(
∂ηS(t; η0)φ(η0), φ(η0)
)
L2
. (4.5)
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Proposition 4.1. Let η 7→ B(η), η ∈ I , as defined above, be a generic path of unbounded
self-adjoint operators with invertible endpoints, and let η 7→ Ψ(η; t) be the associated path
of symplectic matrices defined by −J
dΨ
dt
(t; η)− S(t; η)Ψ(t; η) = 0
Ψ(0; η) = Id,
Then
specflow(B(η), I) = µCZB(0) − µCZB(1) (4.6)
where µCZB(0) = µ
CZ(Ψ(t; 0)), µCZB(1) = µ
CZ(Ψ(t; 1)).
Proof. The expression for the spectral flow follows from [11] and [12].
In the case η = 0, the Conley-Zehnder index µCZB(0) can be computed explicitly. Recall
that B(0) = −J ddt − S(0) = −J ddt − θ Id.
Lemma 4.1. Let θ > 0 (fixed) and θ 6= 2pik, then µCZB(0) = 1 + 2
⌊
θ
2pi
⌋
.
Proof. The solution to B(0)Ψ(t) = 0 is given by Ψ(t) = eθJt and det(Ψ(1) − Id) = 0
exactly when t = t0 = 2pikθ . By (4.1) and (4.2) we have that Γ(Ψ, t)ξ = θ|ξ|2 and
therefore µCZB(0) = 1 + 2
⌊
θ
2pi
⌋
, which proves the lemma.
The zeroes x ∈ Φ−1µ,H(0) in Ω = [x] rel y can estimated by Braid Floer homology
HB∗([x] rel y) of Ω = [x] rel y. The Euler-Floer characteristic of HB∗([x] rel y) is de-
fined as
χ
(
HB∗([x] rel y)
)
:=
∑
k∈Z
(−1)kdim HBk([x] rel y). (4.7)
In [12] the following analogue of the Poincare´-Hopf formula is proved.
Proposition 4.2. For a proper braid class [x] rel y and a generic HamiltonianH ∈ Hreg‖ (y),
it holds that
χ
(
HB∗([x] rel y)
)
=
∑
x∈Φ−1µ,H(0)
(−1)µCZ(x).
It remains to show that χ
(
HB∗([x] rel y)
)
and degLS(Φµ,H ,Ω, 0) are related.
Proposition 4.3. For a proper braid class [x] rel y and a generic HamiltonianH ∈ Hreg‖ (y),
we have that
χ
(
HB∗([x] rel y)
)
= −
∑
xi∈Φ−1µ,H(0)
(−1)− specflow(B(η;x), I), (4.8)
where η 7→ B(η;x) is given above for x ∈ Φ−1µ,H(0).
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Proof. By Proposition 4.1 and Lemma 4.1 the spectral flow satisfies,
µCZ(x) = µCZB(1;x) = µ
CZ
B(0) − specflow(B(η;x), I)
= 1 + 2
⌊
θ
2pi
⌋− specflow(B(η;x), I).
This implies
(−1)µCZ(x) = −(−1)− specflow(B(η;x), I),
which completes the proof.
4.2 Mechanical systems
A mechanical system is defined as the Euler-Lagrange equations of the Lagrangian
density L(q, t) = 12q
2
t − V (q, t). The linearization at a critical points q(t) of the La-
grangian action is given by the unbounded opeartor
− d
2
dt2
−D2qV (q(t), t) : H2(R/Z) ⊂ L2(R/Z)→ L2(R/Z).
Consider a path of unbounded self-adjoint operators on L2(R/Z) given by η 7→
D(η) = − d2dt2 − Q(t; η), with Q(t; η) smooth. If D(0) and D(1) are invertible, then
the spectral flow is well-defined.
Proposition 4.4. Assume that the endpoints of η 7→ D(η) are invertible. Then
specflow(D(η), I) = βD(0) − βD(1), (4.9)
where βD(0) and βD(1) are the Morse indices of D(0) and D(1) respectively.
Proof. In [11] the concatenation property of the spectral flow is proved. We use
concatenation as follows. Let c > 0 be a sufficiently large constant such that D(0) +
c Id andD(1)+c Id are positive definite self-adjoint operators on L2(R/Z). Consider
the paths η 7→ D1(η) = D(0) + ηc Id and η 7→ D2(η) = D(1) + (1 − η)c Id. Their
concatenation D1#D2 is a path from D(0) to D(1) and η 7→ D1#D2 is homotopic
to η 7→ D(η). Using the homotopy invariance and the concatenation property of the
spectral flow we obtain
specflow(D(η), I) = specflow(D1#D2, I) = specflow(D1, I) + specflow(D2, I).
SinceD(0) is invertible, the regular crossings ofD1(η) are given by η1i = −λic , where
λi are negative eigenvalues of D(0). By the positive definiteness of D(0) + c Id, the
negative eigenvalues of D(0) satisfy 0 > λi > −c. For the crossing ηi this implies
0 < ηi = −λi
c
< 1,
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and therefore the number of crossings equals the number of negative eigenvalues of
D(0) counted with multiplicity. By the choice of c, we also have that ddηD1(η) = c Id
is positive definite and therefore the signature of the crossing operator of D1(η)
is exactly the number of negative eigenvalues of D(0), i.e. specflow(D1, I) = βD(0).
ForD2(η) we obtain, specflow(D2, I) = −βD(1). This proves that specflow(D(η), I) =
βD(0) − βD(1).
For a mechanical system we have the Hamiltonian H(x, t) = 12p
2 + V (q, t). As such
the Conley-Zenhder index of a critical point q can be defined as the Conley-Zehnder
index of x = (qt, q) using the mechanical Hamiltonian, see also [1] and [2].
Lemma 4.2. Let q be a critical point of the mechanical Lagrangian action, then the associ-
ated Conley-Zehnder index µCZ(x) is well-defined, and µCZ(x) = β(q), where β(q) is the
Morse index of q.
Proof. As before, consider the curves η 7→ B(η) and η 7→ D(η), η ∈ I = [0, 1] given
by
B(η) = −J d
dt
−
(
1 0
0 Q(t; η)
)
, D(η) = − d
2
dt2
−Q(t; η).
The crossing forms of the curves are the same — Γ(B, η) = Γ(D, η) — and therefore
also the crossings η0 are identical. Indeed, B(η0) is non-invertible if and only if
D(η0) is non-invertible. Consequently, specflow
(
B(η), I
)
= specflow
(
D(η), I
)
and
the Propositions 4.1 and 4.4 then imply that
βD(0) − βD(1) = µCZB(0) − µCZB(1). (4.10)
Now choose Q(t; η) such that Q(t; 0) = d2V (q(t), t) + c and Q(t; 1) = D2qV (q(t), t)
and such that η 7→ B(η) and η 7→ D(η) are regular curves. If c  0, then βD(0) = 0.
In order to compute µCZB(0) we invoke the crossing from Γ(Ψ, t) for the associated
symplectic path Ψ(t) as explained in Section 4. Crossings at t0 ∈ (0, 1] correspond
to non-trivial solutions of the equation D(0)ψ = 0 on [0, t0], with periodic boundary
conditions. To be more precise, let Ψ = (φ, ψ), then B(0)Ψ = 0 is equivalent to
ψt = φ and −φt −
(
D2qV (q(t), t) + c
)
ψ = 0, which yields the equation D(0)ψ = 0.
For the latter the kernel is trivial for any t0 ∈ (0, 1]. Indeed, if ψ is a solution, then∫ t0
0
|ψt|2 =
∫ t0
0
(D2qV (q, t) + c)ψ
2 < 0, which is a contradiction. Therefore, there are
no crossing t0 ∈ (0, 1]. As for t0 = 0 we have that
(
D2qV (q(0), 0) + c
)
< 0, which
implies that sgnS(0; 0) = 0 and therefore µCZB(0) = 0, which proves the lemma.
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5 The spectral flows are the same
In order to show that the spectral flows are the same we use the fact that the paths
η 7→ C(η) and η 7→ B(η) for a non-degenerate zero xi ∈ Φ−1µ,H(0) are chosen to have
only simple crossings for their crossing operators, i.e. zero eigenvalues are simple.
In this case the spectral flows are determined by the signs of the derivatives of the
eigenvalues at the crossings. For η 7→ B(η) the expression given by Equation (4.5)
and from Equation (3.11) a similar expression for η 7→ C(η) can be derived and is
given by
λ′(η0) = −
(
N−1µ ∂ηS(t; η0)ψ(η0), ψ(η0)
)
H1/2
= −(∂ηS(t; η0)ψ(η0), ψ(η0))L2 (5.1)
Lemma 5.1. The sets {η ∈ [0, 1] : C(η)ψ(η) = 0} and {η ∈ [0, 1] : B(η)φ(η) = 0} are
the same, and the operators C(η) and B(η) have the same eigenfunctions at crossings η0. In
particular, η 7→ B(η) is generic if and only if η 7→ C(η) is generic.
Proof. Given η0 ∈ [0, 1] such that C(η0)ψ(η0) = 0, then
Pµψ(η0)−N−1µ (S(η0; t) + µ)ψ(η0) = 0,
and thus ψ(η0) − L−1µ (S(η0; t) + µ)ψ(η0) = 0, which is equivalent to the equation(−J ddt − S(t; η0))ψ(η0) = 0, i.e. B(η0)ψ(η0) = 0.
Lemma 5.2. For all µ > 0, with µ 6= 2pik, k ∈ Z, sgnλ′(η0) = sgn `′(η0) for all crossings
at η0.
Proof. The eigenfunctionsψ(η0) in Equation (5.1) for λ′(η0) are normalized inH1/2(R/Z)
and therefore they relate to the eigenfunctions φ(η0) in Equation (4.5) for `′(η0) as
follows:
ψ(η0) =
φ(η0)
‖φ(η0)‖H1/2
, ‖φ(η0)‖L2 = 1.
Combining Equations (4.5) and (5.1) then gives
λ′(η0) = −
(
∂ηS(t; η0)ψ(η0), ψ(η0)
)
L2
= − 1‖φ(η0)‖2H1/2
(
∂ηS(t; η0)φ(η0), φ(η0)
)
L2
=
`′(η0)
‖φ(η0)‖2H1/2
,
which proves the lemma.
Lemma 5.2 implies that for any non-degenerate x ∈ Φ−1µ,H(0) ∩ Ω
specflow(C(η;x), I) = specflow(B(η;x), I), (5.2)
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where B(η;x) and C(η;x) are the above described path associated with x. There-
fore
parity(A(η;x), I) = (−1)specflow(C(η;x), I) = (−1)specflow(B(η;x), I), (5.3)
which yields the following proposition.
Proposition 5.1. The Leray-Schauder degree satisfies
degLS(Φµ,H ,Ω, 0) = −χ
(
HB∗([x] rel y)
)
.
Proof. For any Hamiltonian H ∈ H‖(y) there exists a generic Hamiltonian H˜ ∈
Hreg‖ (y) such all zeroes xi ∈ Φ−1µ,H˜(0) ∩ Ω are non-degenerate. Since Ω = [x] rel y is
isolating for all Hamiltonians inH‖(y), the invariance if the Leray-Schauder degree
yields degLS
(
Φµ,H ,Ω, 0
)
= degLS
(
Φµ,H˜ ,Ω, 0
)
. From the Propositions 3.3 and 4.3
and Equation (5.3) we conclude that
degLS
(
Φµ,H ,Ω, 0
)
= degLS
(
Φµ,H˜ ,Ω, 0
)
=
∑
x∈Φ−1
µ,H˜
(0)
degLS
(
Φµ,H˜ , B(x), 0
)
=
∑
x∈Φ−1
µ,H˜
(0)
parity(A(η;x), I)
=
∑
x∈Φ−1
µ,H˜
(0)
(−1)specflow(B(η;x), I) =
∑
x∈Φ−1
µ,H˜
(0)
(−1)− specflow(B(η;x), I)
= −χ(HB∗([x] rel y)),
which completes the proof.
Remark 5.1. As µ  1 it holds that `′(η0) ∼ µλ′(η0). Indeed, ‖φ(η0)‖2H1/2 =∑
k(2pi|k|+µ)a2k, where ak are the Fourier coefficients of φ(η0) and
∑
k a
2
k = 1. Since
φ(η0) are smooth functions the Fourier coefficients satisfy the following properties.
For any δ > 0 and any s > 0, there exists Nδ,s > 0 such that
∑
|k|≥N |k|2s|ak|2 ≤ δ,
for all N ≥ Nδ,s. From the latter it follows that
∑
k 2pi|k|a2k ≤ C, with C > 0 inde-
pendent of η0 and µ. We derive that µ ≤ ‖φ(η0)‖2H1/2 ≤ C + µ and
1← µ
C + µ
≤ µλ
′(η0)
`′(η0)
=
µ
‖φ(η0)‖2H1/2
≤ µ
µ
= 1,
as µ→∞, which proves our statement.
6 The proof of Theorems 1.1 and 1.2
We start with the proof of Theorem 1.2. Since HB∗([x] rel y) is an invariant of the
proper braid class [x rel y] it does not depend on a particular fiber [x] rel y. Therefore
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we denote the Euler-Floer characteristic by χ(x rel y) := χ
(
HB∗([x] rel y)
)
. Recall
the homotopy invariance of the Leray-Schauder degree as expressed in Equation
(2.3)
degLS(Φµ,Ω, 0) = degLS(Φµ,α,Ω, 0) = degLS(Φµ,H ,Ω, 0).
By Proposition 5.1 we have that
degLS(Φµ,Ω, 0) = degLS(Φµ,H ,Ω, 0) = −χ(x rel y),
and χ(x rel y) 6= 0, then implies that Φ−1µ (0)∩Ω 6= ∅. Therefore there exists a closed
integral curves in any relative braid class fiber of [x rel y], whenever χ(x rel y) 6= 0,
and this completes the proof of Theorem 1.2.
The remainder of this section is to prove the Poincare´-Hopf Formula in Theorem 1.1
for closed integral curves in proper braid fibers. The mapping
E : C1(R/Z)→ C0(R/Z), E (x) = dx
dt
−X(x, t),
is smooth (nonlinear) Fredholm mapping of index 0. Let M ∈ GL(C0, C1) be an
isomorphism such that ME (x) is of the form ME (x) = ΦM (x) = x −KM (x), with
KM : C
1(R/Z) → C1(R/Z) compact. Such isomorphisms M (constant parametri-
ces) obviously exist. For example M =
(
d
dt + 1
)−1
, or M = −JL−1µ . The mappings
ΦM : C
1(R/Z)→ C1(R/Z) are Fredholm mappings of index 0.
Let x ∈ C1(R/Z) be a non-degenerate zero of E and recall the index ι(x):
ι(x) = − sgn(det(Θ))(−1)βM (Θ) degLS
(
ΦM , B(x), 0
)
,
where Θ ∈ M2×2(R), with σ(Θ) ∩ 2pikiR = ∅, k ∈ Z and βM (Θ) is the Morse index
of Id−KM (0).
Lemma 6.1. The index ι(x) for a non-degenerate zero of E is well-defined, i.e. independent
of the choices of M ∈ GL(C0, C1) and Θ ∈ M2×2(R).
Proof. Consider smooth paths η 7→ FΘ(η), defined by FΘ(η) = ddt − R(t; η), where
R(t; 0) = Θ and R(t; 1) = DxX(x(t), t). The path
FΘ : [0, 1]→ Fred0(C1, C0)
has invertible end points, and by the theory in [3, 4] we have that the parity of
η 7→ FΘ(η) is well-defined and independent of M , i.e.
parity(FΘ(η), I) = parity(DM,Θ(η), I) = (−1)βM (Θ)(−1)βM (x)
= (−1)βM (Θ) degLS
(
ΦM , B(x), 0
)
,
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where DM,Θ(η) = MFΘ(η) and βM (x) is the Morse index of DM,Θ(1) = Id−KM (1).
It remains to show that the index ι(x) is independent with respect to Θ. Let Θ and
Θ′ be admissible matrices and let η 7→ G(η) be a path connecting G(0) = ddt −Θ and
G(1) = ddt −Θ′. For the parities it holds that
parity(FΘ(η), I) = parity(G(η), I) · parity(FΘ′(η), I).
To compute parity(G(η), I) we consider a special parametrix Mµ, given by Mµ =(
d
dt + µ
)−1
, µ > 0. From the definition of parity we have that
parity(G(η), I) = parity(MµG(η), I) = degLS
(
MµG(0)
) · degLS(MµG(1)).
We now compute the Leray-Schauder degrees of MµG(0) and MµG(1). We start
with Θ and in order to compute the degree we determine the Morse index. Consider
the eigenvalue problem
MµG(0)ψ = λψ, λ ∈ R,
which is equivalent to (1 − λ)dψdt =
(
Θ + λµ
)
ψ. Non-trivial solutions are given by
ψ(t) = exp
(
Θ+λµ
1−λ t
)
ψ0, which yields the condition θ+λµ1−λ = 2piki, k ∈ Z, where θ is
an eigenvalues of Θ. We now consider three cases:
(i) θ± = a± ib. In case of a negative eigenvalue λ we have a+λµ1−λ = 0 and b1−λ = 2pik.
The same λ < 0 also suffices for the conjugate eigenvalue via −b1−λ = −2pik. This
implies that any eigenvalue λ < 0 has multiplicity 2, and thus degLS
(
MµG(0)
)
= 1.
(ii) θ± ∈ R, θ− · θ+ > 0. In case of a negative eigenvalue λ we have θ±+λµ1−λ = 0 and
thus λ± = − θ±µ , which yields two negative or two positive eigenvalues. As before
degLS
(
MµG(0)
)
= 1.
(iii) θ± ∈ R, θ− · θ+ < 0. From case (ii) we easily derive that there exist two eigen-
values λ±, one positive and one negative, and therefore degLS
(
MµG(0)
)
= −1.
These cases combined impliy that degLS
(
MµG(0)
)
= sgn(det(Θ)) and
parity(G(η), I) = sgn(det(Θ)) · sgn(det(Θ′)).
From the latter we derive:
sgn(det(Θ)) · parity(FΘ(η), I)
= sgn(det(Θ)) · sgn(det(Θ)) · sgn(det(Θ′)) · parity(FΘ′(η), I)
= sgn(det(Θ′)) · parity(FΘ′(η), I),
which proves the independence of Θ.
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Lemmas 6.1 shows that the index of a non-degenerate zero of E is well-defined. We
now show that the same holds for isolated zeroes.
Lemma 6.2. The index ι(x) for an isolated zero of E is well-defined and for a fixed choice of
M and Θ the index is given by
ι(x) = − sgn(det(Θ))(−1)βM (Θ) degLS
(
ΦM , B(x), 0
)
,
where  > 0 is small enough such that x is the only zero of E in B(x).
Proof. By the Sard-Smale Theorem one can choose an arbitrarily small h ∈ C0(R/Z),
‖h‖C0 < ′, such that h is a regular value of E and E−1(h)∩B(x) consists of finitely
many non-degenerate zeroes in xh. Set E˜ (x) = E (x)− h and define
ι(x) =
∑
xh∈E˜−1(0)∩B(x)
ι(xh). (6.1)
We now show that ι(x) is well-defined. Choose a fixed parametrix M (for E ) and
fixed Θ ∈ M2×2(R), and let Φ˜M = M E˜ , then∑
xh
ι(xh) = − sgn(det(Θ))(−1)βM (Θ)
∑
xh
degLS(Φ˜M , Bh(xh), 0),
whereBh(xh) are sufficiently small neighborhoods containing only one zero. From
Leray-Schauder degree theory we derive that∑
xh
degLS(Φ˜M , Bh(xh), 0) = degLS(Φ˜M , B(x), 0) = degLS(ΦM , B(x), 0),
which proves the lemma.
Theorem 1.1 now follows from the Leray-Schauder degree. Suppose all zeroes of E
in Ω = [x] rel y are isolated, then Lemma 6.2 implies that∑
x∈E−1(0)∩Ω
ι(x) = − sgn(det(Θ))(−1)βM (Θ)
∑
x
degLS
(
ΦM , B(x), 0
)
= − sgn(det(Θ))(−1)βM (Θ) degLS
(
ΦM ,Ω, 0
)
Since the latter expression is independent of M and Θ we choose M = L−1µ and
Θ = θJ . Then, ΦM = Φµ, and for the indices we have sgn(det(θJ)) = 1 and by
Lemma 3.3, (−1)βL−1µ (θJ) = 1. By Proposition 5.1, degLS(Φµ,Ω, 0) = −χ
(
x rel y
)
,
which, by substitution of these choices into the index formula, yields∑
x∈E−1(0)∩Ω
ι(x) = χ
(
x rel y
)
,
completing the proof Theorem 1.1.
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7 Computing the Euler-Floer characteristic
In section we prove Theorem 1.3 and show that the Euler-Floer characteristic can be
determined via a discrete topological invariant.
7.1 Hyperbolic Hamiltonians on R2
Consider Hamiltonians of the form
H(x, t) =
1
2
p2 − 1
2
q2 + h(x, t), (7.1)
where h satisfies the following hypotheses:
(h1) h ∈ C∞(R2 × R/Z);
(h2) supp(h) ⊂ R× [−R,R]× R/Z, for some R > 0;
(h3) ‖h‖C2b (R2×R/Z) ≤ c.
Lemma 7.1. Let H be given by (7.1), with h satisfying (h1)-(h3). Then, there exists a
constant R′ ≥ R > 0, such any 1-periodic solution of x of x′ = XH(x, t) satisfies the
estimate
|x(t)| ≤ R′, for all t ∈ R/Z.
Proof. The Hamilton equation in local coordinates are given by
pt = q − hq(p, q, t), qt = p+ hp(p, q, t).
Since h is smooth we can rewrite the equations as
qtt = hpq(p, q, t)qt +
(
1 + hpp(p, q, t)
)(
q − hq(p, q, t)
)
+ hpt(p, q, t). (7.2)
If x(t) is a 1-periodic solution to the Hamilton equations, and suppose there exists
an interval I = [t0, t1] ⊂ [0, 1] such that |q(t)| > R on int(I) and |q(t)|
∣∣
∂I
= R. The
function q|I satisfies the equation qtt − q = 0, and obviously such solutions do not
exist. Indeed, if q|I ≥ R, then qt(t0) ≥ 0 and qt(t1) ≤ 0 and thus 0 ≥ qt|∂I =
∫
I
q ≥
R|I| > 0, a contradiction. The same holds for q|I ≤ −R. We conclude that
|q(t)| < R, for all t ∈ R/Z.
We now use the a priori q-estimate in combination with Equation (7.2) and Hypoth-
esis (h3). Multiplying Equation (7.2) by q and integrating over [0, 1] gives:∫ 1
0
q2t = −
∫ 1
0
hpqqtq −
∫ 1
0
(
1 + hpp
)(
q − hq
)
q −
∫ 1
0
hptq
≤ C
∫ 1
0
|qt|+ C ≤ 
∫ 1
0
q2t + C,
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which implies that
∫ 1
0
q2t ≤ C(R). The L2-norm of the right hand side in (7.2) can
be estimated using the L∞ estimate on q and the L2-estimate on qt, which yields∫ 1
0
q2tt ≤ C(R). Combining these estimates we have that ‖q‖H2(R/Z) ≤ C(R) and
thus |qt(t)| ≤ C(R), for all t ∈ R/Z. From the Hamilton equations it follows that
|p(t)| ≤ |qt(t)|+ C, which proves the lemma.
Lemma 7.2. If H(x, t;α), α ∈ [0, 1] is a (smooth) homotopy of Hamiltonians satisfying
(h1)-(h3) with uniform constants R > 0 and c > 0, then |xα(t)| ≤ R′, for all 1-periodic
solutions and for all α ∈ [0, 1].
Proof. The a priori H2-estimates in Lemma 7.1 hold with uniform constants with
respect to α ∈ [0, 1]. This then proves the lemma.
7.2 Braids on R2 and Legendrian braids
In Section 1 we defined braid classes as path components of closed loops inLCn(D2),
denoted by [x]. If we consider closed loops in Cn(R2), then the braid classes will
be denoted by [x]R2 . The same notation applies to relative braid classes [x rel y]R2 .
A relative braid class is proper if components xc ⊂ x cannot be deformed onto (i)
itself, or other components x′c ⊂ x, or (ii) components yc ⊂ y. A fiber [x]R2 rel y is
not bounded!
In order to compute the Euler-Floer characteristic of [x rel y] we assume without loss
of generality that x rel y is a positive representative. If not we compose x rel y with
a sufficient number of positive full twists such that the resulting braid is positive,
i.e. only positive crossings, see [12] for more details. The Euler-Floer character-
istic remains unchanged. We denote a positive representative x+ rel y+ again by
x rel y.
Define an augmented skeleton y∗ by adding the constant strands y−(t) = (0,−1)
and y+(t) = (0, 1). For proper braid classes it holds that [x rel y] = [x rel y∗]. For
notational simplicity we denote the augmented skeleton again by y. We also choose
the representative x rel y with the additional the property that pi2x relpi2y is a relative
braid diagram, i.e. there are no tangencies between the strands, where pi2 the projec-
tion onto the q-coordinate. We denote the projection by q relQ, where q = pi2x and
Q = pi2y. Special braids onR2 can be constructed from (smooth) positive braids. De-
fine xL = (qt, q) and yL = (Qt, Q), where the subscript t denotes differentiating with
respect to t. These are called Legendrian braids with respect to θ = pdt− dq.
Lemma 7.3. For positive braid x rel y with only transverse, positive crossings, the braids
xL rel yL and x rel y are isotopic as braids on R2. Moreover, if xL rel yL and x′L rel y′L are
isotopic Legrendrian braids, then they are isotopic via a Legendrian isotopy.
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Proof. By assumption x rel y is a representative for which the braid diagram q relQ
has only positive transverse crossings. Due to the transversality of intersections the
associated Legendrian braid xL rel yL is a braid [x rel y]R2 . Consider the homotopy
ζj(t, τ) = τpj(t) + (1− τ)qjt ,
for every strand qj . At q-intersections, i.e. times t0 such that qj(t0) = qj
′
(t0) for some
j 6= j′, it holds that pj(t0) − pj′(t0) and qjt (t0) − qj
′
t (t0) are non-zero and have the
same sign since all crossings in x rel y are positive! Therefore, ζj(t0, τ) 6= ζj′(t0, τ)
for any intersection t0 and any τ ∈ [0, 1], which shows that x rel y and xL rel yL
are isotopic. Since xL rel yL and x′L rel y
′
L have only positive crossings, a smooth
Legendrian isotopy exists.
The associated equivalence class of Legendrian braid diagrams is denoted by [q relQ]
and its fibers by [q] relQ.
7.3 Lagrangian systems
Legendrian braids can be described with Lagrangian systems and Hamiltonians of
the form HL(x, t) = 12p
2 − 12q2 + g(q, t). On the potential functions g we impose the
following hypotheses:
(g1) g ∈ C∞(R× R/Z);
(g2) supp(g) ⊂ [−R,R]× R/Z, for some R > 1.
In order to have a straightforward construction of a mechanical Lagrangian we may
consider a special representation of y. The Euler-Floer characteristic χ
(
x rel y
)
does
not depend on the choice of the fiber [x] rel y and therefore also not on the skeleton
y. We assume that y has linear crossings in yL. Let t = t0 be a crossing and let I(t0)
be the set of labels defined by: i, j ∈ I(t0), if i 6= j and Qi(t0) = Qj(t0). A crossing
at t = t0 is linear if
Qit(t) = constant, ∀i ∈ I(t0), and ∀t ∈ (−+ t0, + t0),
for some  = (t0) > 0. Every skeleton Q with transverse crossings is isotopic
to a skeleton with linear crossings via a small local deformation at crossings. For
Legendrian braids xL rel yL ∈ [x rel y]R2 with linear crossings the following result
holds:
Lemma 7.4. Let yL be a Legendrian skeleton with linear crossings. Then, there exists a
Hamiltonian of the form HL(x, t) = 12p
2 − 12q2 + g(q, t), with g satisfying Hypotheses
(g1)-(g2), and R > 0 sufficiently large, such that yL is a skeleton for XHL(x, t).
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Proof. Due to the linear crossings in yL we can follow the construction in [12]. For
each strand Qi we define the potentials gi(t, x) = −Qitt(t)q. By construction Qi is
a solution of the equation Qitt = −giq(t, Qi). Now choose small tubular neighbor-
hoods of the strands Qi and cut-off functions ωi that are equal to 1 near Qi and are
supported in the tubular neighborhoods. If the tubular neighborhoods are narrow
enough, then supp(ωigi)∩ supp(ωjgj) = ∅, for all i 6= j, due to the fact that at cross-
ings the functions gi in question are zero. This implies that all strands Qi satisfy the
differential equation Qitt = −
∑
i ω
j(t)gjq(Q
i, t) and on [−1, 1]× R/Z, the function is∑
i ω
i(t)gi(q, t) is compactly supported. The latter follows from the fact that for the
constant strands Qi = ±1, the potentials gi vanish. Let R > 1 and define
g˜i(t, q) =
{
gi(t, q) for |q| ≤ 1, t ∈ R/Z,
− 12mq2 for |q| ≥ R, t ∈ R/Z.
where m = #Q, which yields smooth functions g˜i on R× R/Z. Now define
g(q, t) =
1
2
q2 +
m∑
i=1
g˜i(q, t).
By construction supp(g) ⊂ [−R,R] × R/Z, for some R > 1 and the strands Qi all
satisfy the Euler-Lagrange equations Qitt = Qi − gqq(Qi, t), which completes the
proof.
The Hamiltonian HL given by Lemma 7.4 gives rise to a Lagrangian system with
the Lagrangian action given by
Lg =
∫ 1
0
1
2
q2t +
1
2
q2 − g(q, t)dt. (7.3)
The braid class [q] relQ is bounded due to the special strands±1 and all free strands
q satisfy −1 ≤ q(t) ≤ 1. Therefore, the set of critical points of Lg in [q] relQ is a
compact set. The critical points of Lg in [q] relQ are in one-to-one correspondence
with the zeroes of the equation
Φµ,HL(x) = x− L−1µ
(∇HL(x, t) + µx) = 0,
in the set ΩR2 = [xL]R2 rel yL, which implies that Φµ,HL is a proper mapping on ΩR2 .
From Lemma 7.1 we derive that the zeroes of Φµ,HL are contained in ball in R2 with
radius R′ > 1, and thus Φ−1µ,HL(0) ∩ ΩR2 ⊂ BR′(0) ⊂ C1(R/Z). Therefore the Leray-
Schauder degree is well-defined and in the generic case Lemma 4.2 and Equations
(3.13), (4.6) and (5.2) yield
degLS(Φµ,HL ,ΩR2 , 0) = −
∑
x∈Φ−1µ,HL (0)∩ΩR2
(−1)µCZ(x) = −
∑
q∈Crit(Lg)∩([q] relQ)
(−1)β(q).
(7.4)
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We are now in a position to use a homotopy argument. We can scale y to a braid
ρy such that the rescaled Legendrian braid ρyL is supported in D2. By Lemma 7.3,
y is isotopic to yL and scaling defines an isotopy between yL and ρyL. Denote the
isotopy from y to ρyL by yα. By Proposition 5.1 we obtain that for both skeletons y
and ρyL it holds that
degLS(Φµ,H ,Ω, 0) = −χ
(
x rel y
)
= degLS(Φµ,Hρ ,Ωρ, 0),
where Ωρ = [ρxL] rel ρyL ⊂ [x rel y] andHρ ∈ H‖(ρyL). Now extendHρ to R2×R/Z,
such that Hypotheses (h1)-(h3) are satisfied for someR > 1. We denote the Hamilto-
nian again by Hρ. By construction all zeroes of Φµ,Hρ in [ρxL] rel ρyL are supported
in D2 and therefore the zeroes of Φµ,Hρ in [ρxL]R2 rel ρyL are also supported in D2.
Indeed, any zero intersectsD2, since the braid class is proper and since ∂D2 is invari-
ant for the Hamiltonian vector field, a zero is either inside or outsideD2. Combining
these facts implies that a zero lies inside D2. This yields
degLS(Φµ,Hρ ,Ωρ,R2 , 0) = degLS(Φµ,Hρ ,Ωρ, 0) = −χ
(
x rel y
)
,
where Ωρ,R2 = [ρxL]R2 rel ρyL. For the next homotopy we keep the skeleton ρyL
fixed as well as the domain Ωρ,R2 . Consider the linear homotopy of Hamiltoni-
ans
H1(x, t;α) =
1
2
p2 − 1
2
q2 + (1− α)hρ(x, t) + αgρ(q, t),
where Hρ,L(t, x) = 12p
2 − 12q2 + gρ(q, t) given by Lemma 7.4. This defines an admis-
sible homotopy since ρyL is a skeleton for all α ∈ [0, 1]. The uniform estimates are
obtained, as before, by Lemma 7.2, which allows application of the Leray-Schauder
degree:
degLS(Φµ,Hρ,L ,Ωρ,R2 , 0) = degLS(Φµ,Hρ ,Ωρ,R2 , 0) = −χ
(
x rel y
)
.
Finally, we scale ρyL to yL via yα,L = (1− α)ρyL + αyL and we consider the homo-
topy
H2(x, t;α) =
1
2
p2 − 1
2
q2 + g(q, t;α),
between HL and Hρ,L, where g(q, t;α) is found by applying Lemma 7.4 to yα,L.
The uniform estimates from Lemma 7.2 allows us to apply the Leray-Schauder de-
gree:
degLS(Φµ,HL ,ΩR2 , 0) = degLS(Φµ,Hρ,L ,Ωρ,R2 , 0) = −χ
(
x rel y
)
.
Combining the equalities for the various Leray-Schauder degrees with (7.4) yields:
− degLS(ΦHL ,ΩR2 , 0) = χ
(
x rel y
)
=
∑
q∈Crit(Lg)∩([q] relQ)
(−1)β(q). (7.5)
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7.4 Discretized braid classes
The Lagrangian problem (7.3) can be treated by using a variation on the method of
broken geodesics. If we choose 1/d > 0 sufficiently small, the integral
Si(qi, qi+1) = min
q(t)∈Ei(qi,qi+1)
|q(t)|≤1
∫ τi+1
τi
1
2
q2t +
1
2
q2 − g(q, t)dt, (7.6)
has a unique minimizer qi, whereEi(qi, qi+1) =
{
q ∈ H1(τi, τi+1) | q(τi) = qi, q(τi+1) =
qi+1
}
, and τi = i/d. Moreover, if 1/d is small, then the minimizers are non-degenerate
and Si is a smooth function of qi and qi+1. Critical points q of Lg with |q(t)| ≤ 1
correspond to sequences qD = (q0, · · · , qd), with q0 = qd, which are critical points of
the discrete action
W (qD) =
d−1∑
i=0
Si(qi, qi+1). (7.7)
A concatenation #iqi of minimizers qi is continuous and is an element in the func-
tion spaceH1(R/Z), and is referred to as a broken geodesic. The set of broken geodesics
#iq
i is denoted by E(qD) and standard arguments using the non-degeneracy of
minimizers qi show that E(qD) ↪→ H1(R/Z) is a smooth, d-dimensional submani-
fold inH1(R/Z). The submanifoldE(qD) is parametrized by sequencesDd = {qD ∈
Rd | |qi| ≤ 1} and yields the following commuting diagram:
E(qD) R
Dn
Lg
#i
W
In the above diagram #i is regarded as a mapping qD 7→ #iqi, where the minimizers
qi are determined by qD. The tangent space to E(qD) at a broken geodesic #iqi is
identified by
T#iqiE(qD) =
{
ψ ∈ H1(R/Z) | − ψtt + ψ − gqq(qi(t), t)ψ = 0,
ψ(τi) = δqi, ψ(τi+1) = δqi+1, δqi ∈ R,∀i
}
,
and #iqi +T#iqiE(qD) is the tangent hyperplane at #iq
i. For H1(R/Z) we have the
following decomposition for any broken geodesic #iqi ∈ E(qD):
H1(R/Z) = E′ ⊕ T#iqiE(qD), (7.8)
where E′ = {η ∈ H1(R/Z) | η(τi) = 0, ∀i}. To be more specific the decomposition
is orthogonal with respect to the quadratic form
D2Lg(q)φφ˜ =
∫ 1
0
φtφ˜t + φφ˜− gqq(q(t), t)φφ˜dt, φ, φ˜ ∈ H1(R/Z).
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Indeed, let η ∈ E′ and ψ ∈ T#iqiE(qD), then
D2Lg(#iq
i)ηψ =
∑
i
∫ τi+1
τi
ηtψt + ηψ − gqq(qi(t), t)ξηdt
=
∑
i
ψtη
∣∣τi+1
τi
−
∑
i
∫ τi+1
τi
[−ψtt + ψ + gqq(qi(t), t)ψ]ηdt = 0.
Let φ = η + ψ, then
D2Lg(#iq
i)φφ˜ = D2Lg(#iq
i)ηη˜ +D2Lg(#iq
i)ψψ˜,
by the above orthogonality. By construction the minimizers qi are non-degenerate
and therefore D2Lg|E′ is positive definite. This implies that the Morse index of a
(stationary) broken geodesic is determined by D2Lg|T#iqiE(qD). By the commut-
ing diagram for W this implies that the Morse index is given by quadratic form
D2W (qD). We have now proved the following lemma that relates the Morse in-
dex of critical points of the discrete action W to Morse index of the ‘full’ action
Lg .
Lemma 7.5. Let q be a critical point of Lg and qD the corresponding critical point of W ,
then the Morse indices are the same i.e. β(q) = β(qD).
For a 1-periodic function q(t) we define the mapping
q
Dd−−→ qD = (q0, · · · , qd), qi = q(i/d), i = 0, · · · , d,
and qD is called the discretization of q. The linear interpolation
qD 7→ `qD (t) = #i
[
qi +
qi+1 − qi
d
t
]
,
reconstructs a piecewise linear 1-periodic function. For a relative braid diagram
q relQ, let qD relQD be its discretization, where QD is obtained by applying Dd to
every strand in Q. A discretization qD relQD is admissible if `qD rel `QD is homotopic
to q relQ, i.e. `qD rel `QD ∈ [q relQ]. Define the discrete relative braid class [qD relQD]
as the set of ‘discrete relative braids’ q′D relQ
′
D, such that `q′D rel `Q′D ∈ [q relQ]. The
associated fibers are denoted by [qD] relQD. It follows from [8], Proposition 27, that
[qD relQD] is guaranteed to be connected when
d > #{ crossings in q relQ},
i.e. for any two discrete relative braids qD relQD and q′D relQ
′
D, there exists a homo-
topy qαD relQ
α
D (discrete homotopy) such that `qαD rel `QαD is a path in [q relQ]. Note
that fibers are not necessarily connected! For a braid classes [q relQ] the associated
discrete braid class [qD relQD] may be connected for a smaller choice of d.
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We showed above that if 1/d > 0 is sufficiently small, then the critical points ofLg ,
with |q| ≤ 1, are in one-to-one correspondence with the critical points of W , and
their Morse indices coincide by Lemma 7.5. Moreover, if 1/d > 0 is small enough,
then for all critical points ofLg in [q] relQ, the associated discretizations are admissi-
ble and [qD relQD] is a connected set. The discretizations of the critical points ofLg
in [q] relQ are critical points of W in the discrete braid class fiber [qD] relQD.
Now combine the index identity with (7.5), which yields
χ(x rel y) =
∑
q∈Crit(Lg)∩([q] relQ)
(−1)β(q) =
∑
qD∈Crit(W )∩([qD] relQD)
(−1)β(qD). (7.9)
7.5 The Conley index for discrete braids
In [8] an invariant for discrete braid classes [qD relQD] is defined based on the Con-
ley index. The invariant HC∗([qD] relQD) is independent of the fiber and can be
described as follows. A fiber [qD] relQD is a finite dimensional cube complex with a
finite number of connected components. Denote the closures of the connected com-
ponents by Nj . The faces of the hypercubes Nj can be co-oriented in direction of
decreasing the number of crossing in qD relQD, and define N−j as the closure of the
set of faces with outward pointing co-orientation. The sets N−j are called exit sets.
The invariant is given by
HC∗([qD] relQD) =
⊕
j
H∗(Nj , N−j ).
The invariant is well-defined for any d > 0 for which there exist admissible dis-
cretizations and is independent of both the fiber and the discretization size. From [8]
we have for any Morse function W on a proper braid class fiber [qD] relQD,∑
qD∈Crit(W )∩([qD] relQD)
(−1)β(qD) = χ(HC∗([qD] relQD)) =: χ(qD relQD). (7.10)
The latter can be computed for any admissible discretization and is an invariant for
[q relQ]. Combining 7.9 and 7.10 gives
χ
(
x rel y
)
= χ
(
qD relQD
)
. (7.11)
In this section we assumed without loss of generality that x rel y is augmented and
since the Euler-Floer characteristic is a braid class invariant, an admissible dis-
cretization is construction for an appropriate augmented, Legendrian representative
xL rel yL. Summarizing
χ
(
x rel y
)
= χ
(
xL rel y
∗
L
)
= χ
(
qD relQ
∗
D
)
.
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Since χ
(
qD relQ
∗
D
)
is the same for any admissible discretization, the Euler-Floer
characteristic can be computed using any admissible discretization, which proves
Theorem 1.3.
Remark 7.1. The invariant χ
(
qD relQD
)
is a true Euler characteristic of a topological
pair. To be more precise
χ
(
qD relQD
)
= χ
(
[qD] relQD, [qD]
− relQD
)
,
where [qD]− relQD is the exit set a described above. A similar characterization does
not a priori exist for [x] rel y. Firstly, it is more complicated to designate the equiva-
lent of an exit set [x]− rel y for [x] rel y, and secondly it is not straightforward to de-
velop a (co)-homology theory that is able to provide meaningful information about
the topological pair
(
[x] rel y, [x]− rel y
)
. This problem is circumvented by consider-
ing Hamiltonian systems and carrying out Floer’s approach towards Morse theory
(see [7]), by using the isolation property of [x] rel y. The fact that the Euler charac-
teristic of Floer homology is related to the Euler characteristic of topological pair
indicates that Floer homology is a good substitute for a suitable (co)-homology the-
ory.
8 Examples
We will illustrate by means of two examples that the Euler-Floer characteristic is
computable and can be used to find closed integral curves of vector fields on the
2-disc.
8.1 Example
Figure 1[left] shows the braid diagram q relQ of a positive relative braid x rel y. The
discretization with qD relQD, with d = 2, is shown in Figure 1[right]. The chosen
discretization is admissible and defines the relative braid class [qD relQD]. There are
five strands, one is free and four are fixed. We denote the points on the free strand
by qD = (q0, q1) and on the skeleton by QD = {Q1, · · · , Q4}, with Qi = (Qi0, Qi1),
i = 1, · · · , 4.
In Figure 2[left] the braid class fiber [qD] relQD is depicted. The coordinate q0 is
allowed to move between Q30 and Q20 and q1 remains in the same braid class if it
varies between Q11 and Q41. For the values q0 = Q30 and q0 = Q20 the relative braid
becomes singular and if q0 crosses these values two intersections are created. If q1
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Figure 1: A positive braid diagram [left] and an admissible discretization [right].
crosses the values Q11 or Q41 two intersections are destroyed. This provides the de-
sired co-orientation, see Figure 2[middle]. The braid class fiber [qD] relQD consists
of 1 component and we have that
N = cl([qD relQD]) = {(q0, q1) : Q30 ≤ q0 ≤ Q20, Q11 ≤ q1 ≤ Q41},
and the exit set is
N− = {(q0, q1) : q1 = Q11, or q1 = Q41}.
For the Conley index this gives:
HCk([qD] relQD) = Hk(N,N
−;Z) ∼=
{
Z k = 1
0 otherwise
Figure 2: The relative braid fiber [qD] relQD and N = cl([qD] relQD).
34
The Euler characteristic of
(
[qD] relQD, [qD]
− relQD
)
can be computed now and the
Euler-Floer characteristic
(
x rel y
)
is given by
χ(x rel y) = χ
(
[qD] relQD, [qD]
− relQD
)
= −1 6= 0
From Theorem 1.2 we derive that any vector field for which y is a skeleton has
at least 1 closed integral curve x0 rel y ∈ [x] rel y. Theorem 1.2 also implies that
any orientation preserving diffeomorphism f on the 2-disc which fixes the set of
four points A4, whose mapping class [f ;A4] is represented by the braid y has an
additional fixed point.
8.2 Example
The theory can also be used to find additional closed integral curves by concatenat-
ing the skeleton y. As in the previous example y is given by Figure 1. Glue ` copies
of the skeleton y to its `-fold concatenation and a reparametrize time by t 7→ ` · t.
Denote the rescaled `-fold concatenation of y by #`y. Choose d = 2` and discretize
#`y as in the previous example. For a given braid class [x rel #`y], Figure 3 below
Figure 3: A discretization of a braid class with a 5-fold concatenation of the skeleton
y. The number of odd anchor points in middle position is µ = 3.
shows a discretized representative qD rel #`QD, which is admissible. For the skele-
ton #`QD we can construct 3`−2 proper relative braid classes in the following way:
the even anchor points of the free strand qD are always in the middle and for the
odd anchor points we have 3 possible choices: bottom, middle, top (2 braids are not
proper). We now compute the Conley index of the 3` − 2 different proper discrete
relative braid classes and show that the Euler-Floer characteristic is non-trivial for
these relative braid classes.
The configuration space N = cl
(
[qD] rel #`QD
)
in this case is given by a carte-
sian product of 2` closed intervals, and therefore a 2`-dimensional hypercube. We
now proceed by determining the exit set N−. As in the previous example the co-
orientation is found by a union of faces with an outward pointing co-orientation.
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Due to the simple product structure of N , the set N− is determined by the odd an-
chor points in the middle position. Denote the number of middle positions at odd
anchor points by µ. In this wayN− consists of opposite faces at at odd anchor points
in middle position, see Figure 3. Therefore
HCk([qD] rel #`QD) = Hk(N,N
−) =
{
Z2 k = µ
0 k 6= µ,
and the Euler-Floer characterisc is given by
χ
(
x rel #`y
)
= (−1)µ 6= 0.
Let X(x, t) be a vector field for which y is a skeleton of closed integral curves, then
#`y is a skeleton for the vector field X`(x, t) := `X`(x, `t). From Theorem 1.2 we
derive that there exists a closed integral curve in each of the 3` − 2 proper relative
classes [x] rel y described above. For the original vector field X this yields 3` − 2
distinct closed integral curves. Using the arguments in [13] one can find a compact
invariant set for X with positive topological entropy, which proves that the associ-
ated flow is ‘chaotic’ whenever y is a skeleton of given integral curves
8.3 Example
So far we have not addressed the question whether the closed integral curves x rel y
are non-trivial, i.e.not equilibrium points of X . The theory can also be extended in
order to find non-trivial closed integral curves. This paper restricts to relative braids
where x consists of just one strand. Braid Floer homology for relative braids with x
consisting of n strands is defined in [12]. To illustrate the importance of multi-strand
braids we consider the discrete braid class in Figure 4.
The braid class depicted in Figure 4[right] is discussed in the previous example and
the Euler-Floer characteristic is equal to 1. By considering all translates of x on the
circle R/Z, we obtain the braids in Figure 4[left]. The latter braid class is proper
and encodes extra information about qD relative to QD. The braid class fiber is a
6-dimensional cube with the same Conley index as the braid class in Figure 4[right].
Therefore,
χ(qD relQD) = (−1)2 = 1.
As in the 1-strand case, the discrete Euler characteristic can used to compute the
associated Euler-Floer characteristic of x rel y and χ(x rel y) = 1. The skeleton y
thus forces solutions x rel y of the above described type. The additional information
we obtain this way is that for braid classes [x rel y], the associated closed integral
curves for X cannot be constant and therefore represent non-trivial closed integral
curves.
36
Figure 4: A discretization of a braid class with a 3-fold concatenation of the skeleton
y. The number of odd anchor points in middle position is µ = 2 [right]. If we
represent all translates of x we obtain a proper relative braid class where x is a 3-
strand braid [left]. The latter provides additional linking information.
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