We review Lehmann's inclusion bounds and provide extensions to general (non-normal) matrices. Each inclusion region has a diameter related to the singular values of a restriction of the matrix to a subspace and dependent on either an eigenvector condition number or the departure of the matrix from normality. The inclusion regions are optimal for normal matrices. Similar considerations lead to inclusion bounds based on relative distances expressed analogously in terms of appropriately defined generalized singular values.
Introduction
An "inclusion region" for matrix eigenvalues refers to a region in the complex plane guaranteed to contain a given number of eigenvalues. Geršgorin discs [5, Section 6.1] and residual bounds [5, Theorem 6.3 .14] are well-known examples of such regions (containing respectively, all the eigenvalues and at least one). Generalizations of residual bounds that allow localization of a selected number of eigenvalues date back to Temple [10] and Lehmann [6] and similar notions have resurfaced recently with reference to harmonic Ritz values (see, e.g. [1] ).
These generalizations have focussed on the self-adjoint (Hermitian) case. What extensions may be made to non-Hermitian problems? Harrell [3] , for example, has extended Temple's bounds to bounded normal operators. Here we focus on Lehmann's inclusion regions and extend them to general non-normal matrices (in the special case of Hermitian matrices, we recover Lehmann's bounds). We provide two types of inclusion regions, absolute (based on absolute distances of the eigenvalues from a given point) and relative (based on relative distances). Absolute inclusion regions will be disks whose radii are expressed in terms of singular values of the restriction of the matrix to a subspace, and the condition number of an eigenvector matrix or the departure of the matrix from normality (Section 2). Analogously, we derive in Section 4 relative inclusion regions whose size depend on generalized singular values and provide for example, relative inclusion intervals for eigenvalues of positive definite matrices with a known factorization. We also give expressions in Section 3 for absolute inclusion regions that are unbounded exteriors of disks and for annular exclusion regions (guaranteed to exclude a given number of eigenvalues).
Notation.
The conjugate transpose of a complex matrix A is A * , and the identity matrix I. The range of A is denoted by Ran(A). The norm · is the Euclidean twonorm, and cond(X) ≡ X X −1 is the two-norm condition number with respect to inversion of a non-singular matrix X.
A Schur decomposition of a complex square matrix A is A = V( + N)V * , where V is unitary, N is strictly upper triangular, and is a diagonal matrix whose diagonal elements λ i are the eigenvalues of A. The two-norm departure of A from normality is δ(A) ≡ min N , where the minimum ranges over all Schur decompositions of A (cf. [4, Section 1.2] and [9, Section IV.1.2]). If A is diagonalizable it also has an eigenvalue decomposition A = X X −1 , where is a diagonal matrix whose diagonal elements λ i are the eigenvalues of A.
The singular values of a tall, skinny m × n matrix B, m n, are labeled in the order of decreasing magnitude,
or increasing magnitude,
Absolute inclusion regions
Although Lehmann's original work, [6, 7] and [8, , concerns optimal inclusion intervals for Hermitian matrices, much of his analysis applies to normal matrices as well. We extend Lehmann's results first to diagonalizable and then to general non-normal matrices, in such a way that our regions reduce to Lehmann's in the special case of Hermitian matrices. We show that our inclusion regions are optimal for normal matrices.
The singular values of a matrix, B, have variational characterizations [5, Theorem 7.3.10] that underlie all of the results that follow:
where the leading minimum or maximum ranges over all i-dimensional subspaces P of C n . We first derive inclusion regions for a diagonalizable matrix, A, in terms of singular values of the restriction of A to a subspace determined by S, and the eigenvector condition number, cond(X) ≡ X X −1 . Then each disk
contains at least i eigenvalues of A.
Proof. Label the eigenvalues of A according to increasing distance from ρ:
The singular values of − ρI = X −1 (A − ρI)X are |λ i − ρ|. The variational characterization (2.1) yields
The second line above follows from the substitutions y = Xx and Q = XP. Now let S ≡ Ran(S). Observe that dim(S) = m and if the minimization characterizing σ −i in (2.1) for i m occurs instead over the smaller class of subspaces Q ⊂ S, a potentially larger minimizing value is obtained:
The second line above comes from the observation that if dim(Q) = i m and
The third line follows from the orthonormality of the columns of S which yields Sy = y . One may immediately conclude that
The i eigenvalues {λ 1 , λ 2 , . . . , λ i } are in the disk {z : |z − ρ| cond(X)τ −i }.
Since Theorem 2.1 is based on an eigenvalue decomposition, it yields no information if A is not diagonalizable. Instead of an eigenvalue decomposition for A, we can use a Schur decomposition of A to derive inclusion regions for general, possibly defective matrices. The departure from normality, δ(A), then plays a role in the bounds analogous to cond(X) in Theorem 2.1.
Theorem 2.2 (General matrices). Let A be an n × n matrix. For a given complex number ρ and an n × m matrix S with orthonormal columns, denote by
Then each disk
Proof. As before, label eigenvalues of A according to increasing distance from ρ:
For any and N arising from a Schur decomposition of A = V( + N)V * ,
where the inequality follows by observing that for any non-trivial x,
and applying the variational characterization (2.1) for
Following the reasoning in the proof of Theorem 2.1, σ −i (A − ρI) τ −i and one may conclude
Since this is true for any of the possible Schur decompositions for A, it must happen that at least i eigenvalues
Theorems 2.1 and 2.2 imply, in particular, that the largest disks
each contain at least m eigenvalues of A. In the special case when A is normal, the bounds in Theorems 2.1 and 2.2 simplify.
Corollary 2.3 (Normal matrices)
. Let A be a normal n × n matrix. Let ρ be a complex number and S an n × m matrix with orthonormal columns, and τ −1 · · · τ −m the singular values of (A − ρI)S.
The following two examples show that the inclusion regions can be arbitrarily pessimistic when S is far away from an invariant subspace or when A is nonnormal.
Example 1 (Normal matrices).
Inclusion regions for normal matrices can be arbitrarily pessimistic (i.e., large) when S is far away from an invariant subspace associated with m eigenvalues closest to ρ.
For instance, let
Choose ρ = 0 and S = [0 0 1] T . Then |λ 1 − ρ| = 1, but the bound for the inclusion region from Corollary 2.3 is |z − ρ| η, which can become arbitrarily large as η increases. 
Extensions
We give expressions for absolute inclusion regions that are unbounded exteriors of disks, annular exclusion regions (guaranteed to not include a given number of eigenvalues), inclusion regions when the subspace basis S is not orthonormal, and finally, inclusion intervals for eigenvalues of positive definite matrices with a known factorization.
The first result presents inclusion regions complementary to the disks of Theorems 2.1 and 2.2. Proof. The key observation is that τ i σ i (A − ρI) which may be deduced from the variational characterization for σ i in (2.1) by restricting the maximization over subspaces, P, of dimension i that additionally satisfy P ⊂ Ran(S). In other respects, the proof is similar to that of Theorems 2.1 and 2.2 and details are omitted.
Combining these results with the inclusion regions of Theorems 2.1 and 2.2 yields annuli that contain no more than a specified number of eigenvalues.
Corollary 3.2 (Annular exclusion). Let A be an n × n matrix. Let ρ be a complex number and S an n × m matrix with orthonormal columns, and τ
1 = τ −m · · · τ m = τ −1
the singular values of (A − ρI)S.
Then each annulus
If, in addition, A is diagonalizable, then each annulus
Proof 
If, in addition, A is diagonalizable, then each disk
Proof. Let σ be a generalized singular value of ((A − ρI)MS, MS).
Then
If MS = QR is a QR decomposition, where Q has orthonormal columns and R is non-singular, then the above eigenvalue problem is equivalent to
Hence the singular values of (A − ρI)Q are identical to the generalized singular values of ((A − ρI)MS, MS). Now apply Theorems 2.1 and 2.2 to (A − ρI)Q. 
Relative inclusion regions
For simplicity, we present relative inclusion regions only for diagonalizable, nonsingular matrices. We find inclusions for eigenvalues of A that are within the same relative distance, say r > 0, from ρ: that is, within the set
Unlike the disks of Section 2, the geometry of I r can change dramatically with r. For each 1 i m, the region
contains at least i eigenvalues of A whereX is as described above.
Proof. Label the eigenvalues of A in order of increasing relative distance from ρ,
These are precisely the singular values of
For each i 1, the pattern of proof of Theorem 2.1 can be repeated to show that each of the regions
contains at least i eigenvalues of C (and hence of A). B Notice that the region we describe depends on cond(X), which may be different from cond(X). However, if either of the factors B 1 or B 2 is unitary, then C is unitarily similar to A and cond(X) = cond(X). If, in addition, A is normal, then C also is normal and cond(X) = cond(X) = 1.
The two cases of either B 1 or B 2 being unitary can produce only two sets of possible bounds, independent of the specific unitary factorization A = B 1 B 2 . In particular, if A has been factored so that B 1 is unitary, then the generalized singular values of 
Then for each 1 i m, the region
One might consider preconditioning X to reduce the influence of cond(X) in the bound. Say we know an approximate factorization of X: X ≈ RQ where R is invertible and Q is unitary. Then one might expect that cond(R −1 X) cond(X) and factorization of A as A = R(R −1 A) could lead to tighter bounds, due to reduced condition numbers and generalized singular values closer to one: Of course, one needs some mechanism to estimate cond(R −1 X) in order to implement concrete bounds.
If A is positive definite and Hermitian, the additional structure can be exploited. Proof. Apply Theorem 4.1 with B 1 = T * and B 2 = T. Since A is positive definite and Hermitian the eigenvalues are real and positive. The intersection of the positive real half-line with the regions I r for r = τ −i as described at the beginning of the section yields the intervals given and must then include at least i eigenvalues.
