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ABSTRACT
Johnson, Merrell A. Ph.D., Purdue University, August 2011. Near-Field Investiga-
tions of the Anisotropic Properties of Supported Lipid Bilayers. Major Professor:
Ricardo S. Decca.
The details of Polarization Modulation Near-Field Scanning Optical Microscopy
(PM-NSOM) are presented. How to properly calibrate and align the system is
also introduced. A measurement of Muscovite crystal is used to display the capa-
bilities of the setup. Measurements of supported Lβ′ 1,2-dipalmitoyl-sn-glycero-3-
phosphocholine (DPPC) lipid bilayers are presented, emphasizing how it was tooled
in exploiting the anisotropic nature of the acyl chains. A discussion of how the ef-
fective retardance (∆S = 2pi(ne−no)t
λ
) and the direction of the projection of the acyl
chains (θ) are measured simultaneously is given, (where t is the thickness of the bi-
layer and λ is the wavelength of light used). It is shown from ∆S the birefringence
(ne−no) of the bilayer is determined, by assuming the acyl chain tilt with respect to
the membrane’s normal to be φ ≈ 32◦. Time varying experiments show lateral diffu-
sions of ∼ 2 × 10−12 cm2
s
. Temperature controlled PM-NSOM is shown to be a viable
way to determine the main phase transition temperature (Tm) for going from the gel
Lβ′ to liquid disorder Lα state of supported DPPC bilayers. A change of ∆S ∼ (3.8
±0.3 mrad) at the main phase transition temperature Tm (≈ 41◦C) is observed. This
agrees well with previous values of (ne − no) and translates to an assumed 〈φ〉 ∼ 32◦
when T < Tm and 0
◦ when T > Tm. Evidence of supper heating and supper cooling
will be presented, along with a discussion of the fluctuations that occur around Tm.
Finally it is shown how physical parameters such as the polarizability are extracted
from the data. Values of the transverse (αt) and longitudinal (αl) polarizabilites of
xxii
the acyl chains are shown to be, αt = 44.2A˚
3 and αl = 94.4 A˚
3, which correspond
well with the theoretical values of a single palmitic acid (C16) αt = 25.14 A˚
3 and αl
= 45.8 A˚3.
11. INTRODUCTION
In biological systems, cells are a part of the fundamental building blocks of life.
Mammalian cells are made of a complex aggregate of materials, but most could not
exist without lipids. Lipids can account for up to 70% [1] of the cellular membrane,
which isolate the cell from its environment. In the process of understanding cellular
function, it is vastly important to determine how lipids within the cell affect the
system. Due to the complexity of cellular membranes, it becomes difficult to isolate
the specific functions associated with each component. To simplify the system, many
scientists use model membranes to solve various questions pertaining to lipids and
their properties.
Lipid membranes, like most materials, can assume different states of matter, fur-
ther detailed in Section 2.2. Transitions between these states are thought to play
an important role in cellular function [2]. Lipid components within membranes of
different phases are suggested to contribute in domain stabilization, cell adhesion and
mobility [3]. Cellular membranes are composed of a variety of lipids, proteins, etc.,
which all contribute to the overall function of the cell. By using model membranes we
can attempt to understand the fundamental properties of various lipid components
of a cell. The investigation of the collective nature of molecular interactions in lipid
bilayer systems can be examined, to determine how they uniquely impact the free
energy of that system. Membrane curvature, acyl chain length, lipid composition,
and head group interactions are a few variables that can contribute to the free en-
ergy, and translate to determine the state of the lipid membrane. By studying phase
2transitions as well as other thermodynamically influenced properties, we may gain
further insight on how these interactions contribute to the system.
In general, lipid molecules are anisotropic due to their asymmetric acyl chains.
The long extension of hydrocarbons can be thought of a cylindrical or rod like charge
distribution, which would imply that its polarizability (αij) or response to an ap-
plied electric field, is asymmetric. This idea will be further detailed in Section 4.1,
but as an introduction, this anisotropy can be exploited by studying how the elec-
tric field interacts with the membrane. As an electromagnetic wave passes through
the lipid membrane in a direction parallel to the normal, the index of refraction
along perpendicular directions to the propagating wave are going to be related to
the projections of the acyl chains. Materials that posses such property are called
birefriengent (ne − no). This study will demonstrate how information containing
this difference may be extracted through a measurement of their effective retardance
(S = 2pit(ne−no)
λ
), a parameter that is a function of acyl chain tilt (φ), thickness of
the membrane (t) and differences in indices of refractions along the radial and length
directions of the lipid molecules.
In a birefringent material, polarized light experiences different indices of refraction
along the vertical and horizontal axis, in the plane of the object. The effective phase
shift between the two components of the wave is called the retardance S. Anisotropic
ordered crystals such as calcite and quartz display such qualities, which are easily
measurable. As aforementioned, lipid bilayers are anisotropic in nature, but also
exhibit an ordered packing configuration, which allows for the exploitation of these
birefringent properties similar to crystals structures. As an example, while in the gel
state (Lβ′), the lipid molecules are oriented at a φ 6= 0, this results in the polariz-
ablilty in the plane parallel (‖) to the surfaces normal to differ along each ⊥ axis.
The effective S lipid bilayer causes, is dependent on the molecular orientation (φ)
3of the acyl chains, relative to the surface normal. This arises from the directional
difference from the hydrocarbon rich acyl chains, as seen in figure 1. When the lipid
molecules are oriented along the direction of the normal and light passes through in
that direction, the ne − no is zero. While if the lipid molecules have a φ 6= 0 then the
projection of the acyl chains give a non-zero value ne − no that results in an effective
S. Knowing that membrane phase transitions depend on molecular orientation, we
can study these transitions by measuring S and the direction of acyl chain projections
in the plane of the membrane θ. This information is useful in determining the change
in phase of the lipid system. Hence, in our work, we will show that phase transitions
of planar lipid bilayers can be well studied by measuring S and θ.
Phase transitions in lipid bilayers have been theoretically described using methods
ranging from Mean Field Theory (MFT) approximations [4–6] to Molecular Dynamics
(MD) simulations [7]. These techniques usually section the free energy into lipid head
group interactions, and van der Waals attraction between nearest parallel acyl chains.
MFT uses the average positions of the acyl chains and predicts first order phase tran-
sitions in lipids systems [5]. Membrane phase transitions have been shown to be a
function of acyl chain length, non-membrane molecular interactions and head group
exchanges. Experimentally these traits have been well characterized with techniques
ranging from H2-NMR [8] to calorimetric studies [9]. These experimental methods
fail to study planar membranes, measuring large areas of material ( ∼ µm2). Addi-
tional phase transition focused studies on planar membranes utilized Atomic Force
Microscopy (AFM), which target changes in height of the membrane as the material
starts to phase separate, displaying regions of the membrane in different phases [10].
The limitations this method possess is that it is restricted to highlighting the changes
in height across the membrane and does not determine how the acyl chains behave
within the membrane as the phase transition temperature (Tm) is approached. We
4(a)
(b) (c)
Figure 1.1. a) Cylindrical representation of the acyl chains positioned
at an angle φ. This shows the asymmetric nature along the length
versus the diameter of the cylinder. b) Projection of the cylinder
when φ = 0, where ne = no, which would result in no effective S. c)
Projection of the cylinder when φ 6= 0, where ne 6= no, which would
result in an effective S.
5Table 1.1
List of experimental techniques and their lateral resolution capabilities.
Experimental Technique lateral resolution
NMR > 1 µm [11]
DSC ∼ 500 µm
X-Ray ∼ 500 µm
AFM > 20 − 10 nm [12]
NSOM 100 − 50 nm [13]
will show how a measurement of the effective φ change across a planar membrane
sample can be preformed as we transition through states in lipids, with a lateral res-
olution ∼ 100 nm. Table 1.1 highlights how NSOM’s lateral resolution compares to
other widely used techniques.
Using the effective retardance of lipid systems is not a new practice in studying
model membranes in biophysics. Birefringence measurements on 1,2-dipalmitoyl-sn-
glycero-3-phosphocholine (DPPC) bilayers in the gel state have been used to deter-
mine molecular orientation [14–16]. By assuming the molecular tilt, φ ∼ 32◦ [17],
to be constant across the structure and knowing the perpendicular component of the
refractive index n⊥, the optical orientation θ and parallel refractive index n‖ were de-
termined. With the use of a Near-Field Scanning Optical Microscope (NSOM), Lee
et al. [14] were able to explore these structural effects, having a lateral resolution on
the order of ∼ 100nm. In addressing the limitations of this experiment, we introduce
the equation
 cos(θ) sin(θ)
− sin(θ) cos(θ)

 eiS2 0
0 e−i
S
2

 cos(θ) − sin(θ)
sin(θ) cos(θ)
 , (1.1)
to serve as a mathematical representation of a sample with a retardance S, oriented
relative to the system’s axis at an angle θ. In the experiment performed by Lee et.
6al. [14], the sample was placed between two cross polarizers. Because the direction
of polarization was know the components may be represented using Jones’ matrices.
Each component can be represented by a 2 × 2 matrix that rotates the electric field
vector
(
Ex
Ey
)
. The Jones’ matrix representation may be presented as,
 eiS2 0
0 e−i
S
2

 cos(θ) − sin(θ)
sin(θ) cos(θ)

 1 0
0 0

 0 0
0 1

 cos(θ) sin(θ)
− sin(θ) cos(θ)
 (1.2)
An electric field passing through the system would yield,
 Ex
Ey
 ∝
 0
−i sin(2θ) sin (S
2
)
 (1.3)
The intensity (EE∗) for this particular configuration is,
EE∗ ∝ sin2
(
S
2
)
sin2(2θ). (1.4)
Because the intensity is a function of both S and θ, it was assumed by Lee et. al. [14]
that S was constant across the sample and variations of θ were determined across the
sample.
By using a Polarization Modulating (PM) technique presented in Chapter 5, we
will demonstrate how S and θ can be extracted simultaneously from the experiment,
obtaining all information independently. Also in the same chapter crucial system
alignment procedures will be presented that were used to obtain highly sensitive
measurements of S and θ. By combining the PM technique with a NSOM, topo-
7graphical and optical information with a lateral resolution on the order ∼100 nm
can be gathered. Because of the lateral and retardance resolution, additional infor-
mation germane to the localized structural effects on lipid phase transitions will be
shown. In addition, unlike calorimetry or Nuclear Magnetic Resonance (NMR) tech-
niques, the advantage of studying a single planar membrane eliminates any curvature
contributions to the free energy which could affect Tm.
82. THE BIOCHEMISTRY OF LIPIDS
Information presented will address the variation of lipids used in the experiments.
Their chemical structures and unique properties will be discussed. Aspects specific
to the lipids collective behavior and how they are experimentally characterized will
be shared.
2.1 Lipid Structure
Lipids contain three basic components, either a glycerol or sphingosyl backbone,
a head group and fatty acids. Their glycerol backbone is a hydrocarbon chain that is
three carbons long with hydroxides attached to every carbon, as shown in figure 2.1.
(The hydroxides are numbered 1 through 3, as depicted in figure 2.1(b).)
(a)
3
1
2
(b)
Figure 2.1. a) Representation of a glycerol backbone with hydroxyl
groups on the end of each arm. b) Glycerol backbone with the bonds
numbered 1 through 3 with the IUPAC-IUB convention.
9Figure 2.2. Chemical representation of a phosphocholine (PC) head group.
The sphingosine backbones are the essential components of sphingolipids. These
lipids contain a long-chain amino alcohol, where a fatty acid is adjoined to the nitrogen
(amide) segment. Without a headgroup, the sphigosine in conjunction with a fatty
acid is commonly known as ceramide. With a sugar or oligosaccharide for a headgroup
[18], various forms of sphingolipids can be found in the tissues of brain, kidney, lungs
and spleen. Nevertheless they are not very abundant in microorganisms [19]. A
ceramide with a phosphocholine(PC) or phosphoethanolamine (PE) headgroup, is
known as sphingomyelin. In mammalian cells sphingomyelin lipids are primarily
found in the plasma membrane, contributing to signal response in cells [1].
The glyceride head groups of the lipid can be divided into two sections, sugar
or phosphorus (phosphorus headgroups were primarily utilized in this study). The
phosphorus head groups are polar and can be charged or neutral (having no net
charge). The particular head group of focus for this study was phosphocholine (PC).
PC contains a phosphorous surrounded by four oxygen linked by hydrocarbons to a
nitrogen. This results in a net positive charge on the nitrogen and a negative charge
on the oxygen. This charge bonds singly to the phosphorous, as shown in figure 2.2.
The overall charge distribution results in the polar properties of the head group, and
is the reason behind their hydrophilic nature.
The hydrocarbon tails are naturally hydrophobic and can be either saturated or
unsaturated. Saturated fatty acids have single carbon bonds, while unsaturated fatty
10
(a) (b)
Figure 2.3. Chemical structure of unsaturated bond configurations.
a) The cis configuration, where both connecting hydrocarbons on the
same side. b) The trans configuration, both connecting hydrocarbons
on opposite sides.
acids have one (monounsaturated) or more (polyunsaturated) double bonds along the
fatty acid or acyl chain. These double bonds can take the form of trans or cis [18],
configurations. The cis configuration consists of the acyl chain carbons on each end of
the double bond to be on the same side (see figure 2.3(a)). For the trans arrangement
the carbons are on opposite sides of the double bond (see figure 2.3(b)).
Unsaturated bonds are more rigid than saturated bonds, due to the higher rota-
tional energy barrier of ≈ 250 kJ/mol versus 10 kJ/mol in single bonds [19]. The lipid
structure can be determined from the IUPAC-IUB [18] convention. From the written
name sn-glycero indicates that the lipid has a stereo specifically numbered glycerol
backbone. In figure 2.1(b) the hydroxides on the glycerol backbone were numbered 1
through 3. This convention is used when the model is drawn in a Fisher projection
with the second hydroxyl group to the left [20]. This projection assists with deter-
mining the location of each attachment on the backbone. 1,2-dipalmitoyl indicates
that two palmitic acid molecules are connected to the first and second sites on the
glycerol backbone. Sometimes for convention 16:0 is used to indicate the length of
the hydrocarbon tail (16) and the number of unsaturated carbon bonds (0). The
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Figure 2.4. Chemical representation of 1,2-dipalmitoyl-sn-glycero-3-
phosphocholine (DPPC). The lipid has a PC headgroup with two
saturated acyl chains, 16 carbons long, connected to a glycerol back-
bone.
phosphocholine headgroup is then attached to the third position on the backbone.
From this information a model of the characterized lipid molecule can be constructed
(see figure 2.4).
Using the IUPAC-IUB convention we introduce the additional lipids 12:0 PC
(DLPC) 1,2-dilauroyl-sn-glycero-3-phosphocholine and PC 14:0 (DMPC) 1,2-dimyristoyl-
sn-glycero-3-phosphocholine, both with glycerol backbones, phosphocholine head-
groups, and saturated fatty acids, 12 and 14 hydrocarbons in length (see figures
2.5(a) and 2.5(b)). An example of a mono-unsaturated lipid is PC 18:1(9cis) (DOPC)
1,2-dioleoyl-sn-glycero-3-phosphocholine, where it has the same backbone and head-
group as the two previous examples, but has two mono-unsaturated fatty acids eigh-
teen carbons long with an unsaturation, in the cis confirmation, at the ninth hy-
drocarbon in the chain, seen in figure 2.5(c). Finally a non-symmetric lipid, PC
16:0/18:1(9cis)(POPC) 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine. This lipid
differs from the previous lipids presented by having one saturated fatty acid 16 hydro-
carbons long on the first position of the glycerol backbone, and a mono-unsaturated
fatty acid eighteen carbons in length on the second (see figure 2.5(d)).
12
(a) (b)
(c) (d)
Figure 2.5. a) DLPC has two symmetric saturated acyl chains 12 hy-
drocarbons long. b) DMPC has two symmetric saturated acyl chains
14 hydrocarbons long. c) DOPC has two symmetric mono unsatu-
rated acyl chains 18 hydrocarbons long, with a cis bond on the 9th
bond. d) POPC has a saturated acyl chains 16 hydrocarbons in length
on the first position of the glycerol backbone and one mono unsatu-
rated acyl chains 18 hydrocarbons long, with a cis bond on the 9th
bond on the second.
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2.2 Lipid Phases
Lipids in nature, due to their hydrophobic acyl chains and polar headgroups, form
vesicles in water. It is more energetically favorable for the lipid molecules to group
together and form an enclosure where the headgroups are on the outside surrounded
by water with the hydrocarbon tails tucked within the enclosure. The dynamics of the
structure is dependent on the internal and external interactions of the lipid membrane.
These dynamic properties have very distinct characteristics that are grouped into
phases.
Lipid membranes, under various thermodynamic situations can exist in different
states. Depending on the type of lipid and its environment they can form structures
ranging from lamellar (L) to a hexagonal (H), with characteristic short range organi-
zational properties. The α characteristic, is highly disordered with an average chain
orientation parallel to the membrane normal [21]. It also has the unique attribute,
where the bilayer thickness decrease as the temperature increases.
An additional characterization is β and β′. The fatty acids are free to rotate
about each hydrocarbon bond, but have limited bending flexibility along its length.
β describes the phase when the acyl chains orient parallel to the membrane normal,
while β′ represents the acyl chains positioned at an angle. Lastly δ, has a helical coil
chain and the rotational and bending freedoms of the acyl chains are both limited.
Lipid membranes are classified into different distinct phases dependent on their
structure and characterization. As an example,Lα means that we have a lamellar
disordered phase, where as the Pβ′ phase is referred to as the ripple phase. So we
know from just the name that Lα is a stack of lipids with freely moving acyl chains
that are parallel to the normal of the molecule, seen in figure 2.6(a). We also have
a membrane in the Lβ′ state, which would imply that it is lamellar, with its acyl
chains oriented at an angle 6= 0, seen in figure 2.6(b). This information will be used
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(a) (b)
Figure 2.6. Pictorial representation of two lamellar lipid phases. a)
The Lα phase, where the acyl chains are disordered and parallel to
the membrane normal b) The Lβ′ phase, the fatty acids are more rigid
and at an angle with respect to the normal (n).
in later chapters to classify properties such as Lα and Lβ′ , so that we may distinctly
determine changes of state of our system.
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3. PHASE TRANSITIONS
The types of phase transitions that exist and their properties will be discussed within
this chapter. First order phase transitions using Landau’s Mean Field Theory (MFT)
will be illustrated. Finally, the thermodynamic behaviour of lipid phase transitions
will be presented.
The phase of a system has particular attributes that distinguishes it from other
homogeneous elements of the same system. A phase transition may be defined when
a system attributes change due to an external influence of a characterizing thermo-
dynamic property (e.g. pressure, temperature, magnetic field) [22]. For an example,
when water freezes the temperature decreases, resulting in the molecules transitioning
from a liquid phase a solid. When water is in the liquid phase it has more degrees of
freedom with no long range correlations between molecules. During the solid phase
the translational motion of the molecules become ≈ 0 and forms a crystal struc-
ture [23]. The temperature at which this change of state happens is referred to as
the phase transition temperature (Tx). At Tx = 0
◦C, the system releases energy, its
latent heat of fusion. That thermal energy is used to reorient the molecules. As a
result, there is a discontinuity in the density and the material solidifies. Phase tran-
sitions can provide valuable information about the interactions and properties within
a system.
When a phase transition occurs the Gibbs (G) or Helmholtz (F ) free energies of the
two phases are equal. As an example the Gibbs free energy of phase one (G(1)) and
phase two (G(2)) coexist as G(1) = G(2) when a phase transition transpires. Under
the conditions that only one thermodynamic variable is changed, this is labeled as
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the phase transition point. Extending this to another thermodynamic variable such
as pressure (P ), this point can be extended to a coexistence curve, seen in figure 3.1.
We characterize this point to be a first order phase transition when the first derivative
of G or F is discontinuous at the transition point [22]. Figure 3.2 shows a graph of
G as a function of temperature (concave for both phases, which implies a positive
heat capacitance). The two free energy curves cross the other at the transition point,
where as a function of the temperature the slope changes abruptly. The differential
of G is
dG = −SdT + V dP, (3.1)
from which (∂G
∂T
)p = −S implies a discontinuity in entropy, which is shown in figure
3.2(b). This discontinuity results in excess enthalpy at the transition needed to change
phases, which we often refer too as latent heat. Under the conditions of constant P
using equation 3.1 we obtain the following properties
(
∂G
∂T
)
P
= −S and
(
∂G
∂P
)
T
= V, (3.2)
where S and V are the entropy and volume.
Second order phase transitions occur when there is a discontinuity at the second
derivative, shown in figure 3.3. Using the differential for the enthalpy (H),
dH = TdS + V dP and
(
∂H
∂T
)
P
= T
(
∂S
∂T
)
P
= Cp
−
(
∂2G
∂T 2
)
P
=
(
∂S
∂T
)
P
=
Cp
T
and −
(
∂2G
∂P 2
)
T
= −
(
∂V
∂P
)
P
= βTV (3.3)
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Figure 3.1. P versus T phase diagram showing coexisting curves for
liquid, solid and vapour states.
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(a)
(b)
Figure 3.2. Representation of the Gibbs free energy of a system that
exhibits a first order phase transition. a) A graph of the Gibbs free
energy as a function of temperature of two different phases, where the
transition temperature (Tx) is the intersecting point of the two lines.
b) The entropy as a function of temperature, showing a discontinuity
in S = − (∂G
∂T
)
P
.
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In equation 3.3, Cp and βT are the heat capacitance at constant pressure and the
compressibility of the material at constant T , respectively. A discontinuity in Cp can
be seen as we approach Tm, as depicted in figure 3.3(b).
3.1 Landau Mean Field Theory
Lev Landau suggested that phases can be expressed in terms of an order parameter
(Γ), where above the transition temperature Tx Γ = 0 and for T < Tx Γ 6= 0. From
this, the Gibbs free energy can be put in terms of Γ, in addition to pressure (P ) and
temperature (T ) [22]. Around Tx, the free energy can be expanded in terms of the
order parameter.
G(P, T,Γ) = Go(P, T,Γ) + αΓ + AΓ
2 + CΓ3 + BΓ4 + . . . (3.4)
We know that in order to minimize G in terms of Γ, we have the conditions,
∂G
∂Γ
= 0 and
∂2G
∂Γ2
> 0.
Using this result, under the condition of Γ = 0 for T > Tx, we obtain, α = 0 and A
> 0 for T > Tx. Also, for T < Tx we have a non zero value for Γ where A is negative.
We can then conveniently have A take the form,
A = a (T − Tx) (3.5)
where a > 0.
Using this, we can then show that under constant pressure equation 3.4 takes the
form
G(T,Γ) = Go(T,Γ) + AΓ
2 + CΓ3 +BΓ4, (3.6)
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(a)
(b)
Figure 3.3. Representation of the Gibbs free energy of a system that
undergoes a second order phase transition. a) A graph of the the
entropy as a function of temperature. b) The heat capacitance at
constant pressure Cp = −T
(
∂2G
∂T 2
)
p as a function of temperature,
showing a discontinuity in Cp at Tx.
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since ∂G
∂Γ
= 0,
2AΓ + 3CΓ2 + 4BΓ3 = 0, (3.7)
implies that
Γ1 = 0,
and
Γ2 =
−3C ±√(3C)2 + 32AB
8B
=
−3C
8B
±
√(
3C
8B
)2
+
a (T − Tx)
2B
. (3.8)
This insinuates that a temperature exists such that, G (T ∗,Γ1) = G (T ∗,Γ2), yield-
ing G as a function of Γ being discontinuous over T ∗. This suggests that we have a
first order phase transition. Landau’s theory qualitatively describes first order phase
transitions, but cannot be used to accurately predict quantitative results [23].
3.2 Phase Transitions of Lipids
Thermodynamic phases of lipids bilayers, being associated with the acyl chain
orientation (φ), can be characterized in terms of an order parameter (Ω), where
Ω = 1
2
〈3 cos2(φ) − 1〉 [6]. Ω describes how well the molecule is aligned with the axis
perpendicular to the membrane’s surface. The different phases for the acyl chains
generate different rotational and translational degrees of freedom. A bilayer of 1,2-
dimyristoyl-sn-glycero-3-phosphocholine (DMPC) undergoes two phase transitions.
At 14.2◦C it transforms from the gel state (Lβ′) into the ripple phase (Pβ′). The
main phase transition occurs at 23.9◦C, where it shifts from the Pβ′ to the liquid
disorder Lα phase [24]. As the transition temperature is reached, the acyl chain order
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changes, which translates to a discontinuity in Ω, and a latent heat to conduct the
transition. This is a unique characteristic of first order phase transitions, which we
commonly refer too as the main phase transition Tm in membrane systems.
3.2.1 Differential Scanning Calorimetry
To study lipids a wide array of instrumentations are used. Such techniques include
deuterium magnetic resonance (H2-NMR), where the magnetic moments are plotted
versus temperature [8]. Differential scanning calorimetry (DSC) is a technique that
measures heat flow. All are used to characterize the phase behaviour of lipid systems.
DSC was used in determining Tm of DPPC. The knowledge of Tm will be used in our
our temperature controlled experiments that will be later presented.
In differential scanning calorimetry (DSC), a reference sample and the sample of
interest are heated. The reference sample is usually a buffer solution of equivalent
mass and does not posses a phase transition in the temperature range of interest. The
instrument measures the temperature of both samples while raising or lowering the
temperature of each by adding heat. The amount of heat injected into each sample is
monitored while the device attempts to maintain a constant temperature difference
of zero between the two [9]. If there is a particular amount of additional heat that
is needed to raise or maintain the temperature, it is recorded. This additional heat
is referred to as the latent heat or excess enthalpy H (figure 3.4(a)). It is common
practice to classify quantities in terms of heat capacity (C). C is defined as the the
amount of heat (Q) required to increase the temperature some ∆T .
C =
Q
∆T
(3.9)
Now remembering the expression for H in equation 3.3
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H = TdS + V dP
= Q+ V dP, (3.10)
where at constant pressure, H can be related to the heat capacitance by,
CP =
(
∂H
∂T
)
P
. (3.11)
The information on the enthalpy can be displayed in terms of excess heat capacitance
(Cexcp ), as seen in figure 3.4(b).
Taken from DSC measurements, figure 3.4(c) depicts two peaks of the main phase
transitions of DMPC (14:0) (Tm ≈ 24◦ C) and DPPC (16:0) (Tm ≈ 41.5◦ C). The area
under the curve of each graph represents the latent, which from numerous experiments
is found to be ∼ 6.5 kcal mol−1 and 8.7 kcal mol−1 respectively [9]. For each curve
on the graph in figure 3.4(c), the lipid membrane transitions from a Pβ′ state to a
Lα state. This presents a strong evidence that as acyl chain length increases, so
does the interaction between them, therefore causing a shift upward in Tm. While
these measurements of many lipid membranes have numerous benefits, a significant
limitation is that it does not measure localized regions of a single planar lipid bilayer.
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(a) (b)
(c)
Figure 3.4. a) Graph of H versus T showing a change in enthalpy
associated with a phase transition at Tm. b) A graph of the excess
Heat Capacity Cexcp as a function of T , showing a spike at Tm. c)
DSC data for DMPC (14:0) and DPPC (16:0) showing excess heat
capacitance spikes at 24◦ C and 41.5◦ C respectively.
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4. ELECTRIC FIELDS AND MATTER
A review of what happens as materials interact with an external electric field and how
that interaction pertains to lipid molecular structures will be discussed, along with
lipid molecule anisotropic properties. Finally an explanation of how electromagnetic
waves propagate through anisotropic materials and what physical parameters can be
obtained from studying these interactions will be presented.
4.1 Anisotropic Materials
All materials in nature have a characteristic charge distribution. In dielectric
media the charges are fixed, and when they interact with an external electric field
(Eext). A net dipole moment p is the result, which then itself creates an electric field
that modifies the external field [25]. For materials with a linear response, the local
reaction to an external field at a particular site can be represented as [26]
pj = αijEi
local, (4.1)
where we sum over all direction for i and j. The vector pj is proportional to the
electric field by the polarizability tensor (αij).
We can represent equation 4.1 in terms of the dipole moment per unit volume (V )
p
V
= P, referred to as the polarization [27, 28]. The total macroscopic electric field
in terms of the average induced internal electric field (〈E〉) and Eilocal
Ei = 〈E〉+ Eilocal, (4.2)
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Figure 4.1. Pictorial representation of a spherical dielectric in an
external electric field Eext. There is an induced dipole that creates an
opposing electric field that weakens the external field.
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where
Ei
local = Eext + 〈E〉. (4.3)
Solving for Ei
local in terms of Eext and the resulting P, the following is obtained,
Ei
local = Ei +
LiPi
o
. (4.4)
Where o is the permittivity of free space and Li is called a shape factor, which adjusts
the internal field contribution of P.
Due to an external electric field, the charges within the material experience a force
and try to align with the field, inducing a net dipole moment, an example can be seen
in figure 4.1. The average induced internal electric field in terms of the radius of the
sphere R and dipole moment can be written as [27],
〈E〉 = −1
4pio
p
R3
(4.5)
In terms of P,
〈E〉 = −P
3o
(4.6)
For a sphere Li is equal to
1
3
, where Lx = Ly = Lz. For a cylinder of length l and
diameter d we obtain the shape factors [29]
Lz =
(
1− Lx
2pi
)
and Lx = Ly =
2pil√
(l2 + d2)
. (4.7)
For an ellipsoid [30,31]
Li =
axayaz
2
∫ ∞
0
1
(s+ ai2)
√
(s+ ax2) (s+ ay2) (s+ az2)
ds. (4.8)
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Where ax, ay and az are the axis of the ellipse. All factors can now be expressed in
terms of measurable quantities such as the permittivity  and the index of refraction
n. Using equations 4.1, 4.4, and the following,
P
o
=
(
i
o
− 1
)
〈E〉 (4.9)
We can follow the procedure in appendix B, and obtain an expression for i = ni
2,
i = ni
2 =
αio
(V − αiLi) + o, (4.10)
where the V is volume.
4.1.1 Anisotropic Nature of Lipids
Phospholipids have long fatty acids, which gives rise to their anisotropic charge
distributions. These acyl chains can be represented as a dielectric cylinder with a
length l and diameter d [15, 29], seen in figure 4.2. As expected the polarizability α
of the fatty acids are higher along their length versus the width. By modelling the
system in this manner, knowledge of anisotropic materials can be utilized to extract
physical information about lipid molecules.
Knowing the shape factor Li, we will show how the αi of the dielectric cylinder can
be expressed in terms of material dependent properties. To describe the orientation of
the fatty acid, an average position from what is known as the orientation parameter
Ω is assigned (a measure of how the molecule orients relative to membrane’s normal
(n) [32]).
Ω =
1
2
(
3
〈
cos2(φ)
〉− 1) (4.11)
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Figure 4.2. Display of acly chains treated as a cylindrical charge dis-
tribution of length l and diameter d. The orientation of the lipid
molecule is described by φ, which is measured relative to the mem-
branes’ normal.
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We now represent the parameters of the cylinder in terms of average quantities, where
Li ⇒ Liavg. Relating the projection of the cylinder’s components to Li, l now becomes
l cos(φ) and d becomes 2
√
A
pi
, where A is the average area of the lipid molecule. To
represent αi in terms of average quantities [15],
αz
avg = αavg +
2
3
(αl − αt)S (4.12)
αx
avg = αavg − 1
3
(αl − αt)S (4.13)
From equation 4.10 we obtain an expression for the average index of refraction ni
avg
in terms of αi
avg
(ni
avg) 2 = o
(
αi
avg
o (V − αiavgLiavg) + 1
)
(4.14)
This refraction can be utilized to determine the polarizabilities of the acyl chains by
knowing the index of refraction along the ⊥ and ‖ directions of the molecule.
4.2 Isotropic vs Anisotropic Materials
From Gauss′s Law it is known that the divergence of the polarization P is equiva-
lent to the bounded charge density ρb. As a result, there is an accumulation of bound
charges on the surface proportional to P [26], mathematically depicted as,
D = oE + P, where D = E (4.15)
Accordingly, the polarization P serves as the vector difference between the dis-
placement field D and the total electric field multiplied by the permittivity of free
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space oE. Since the permittivity (ij) is a tensor, D can be considered as a scaling
of E. So when Eexternal polarizes a medium that is isotropic, ij = δij.

 0 0
0  0
0 0 
 = 

1 0 0
0 1 0
0 0 1
 (4.16)
Then E is scaled by a factor , where P is in the same direction of the electric field
and displacement field. A visual representation can be seen in figure 4.3(a). When
the material is anisotropic, then  is also anisotropic. In this case D is now a scaled
rotation of E.
D =

xx xy xz
yx yy yz
zx zy zz


Ex
Ey
Ez
 (4.17)
Within this scenario P is not necessarily in the same direction of either the electric
displacement or field, as seen in figure 4.3(b).
4.3 Electric-Field Propagation through Dielectric Materials
The electrical energy density µE, can be defined by,
µE ∝ E ·D (4.18)
and can be represented in ellipsoidal form as,
µE ∝ Dx2x +
Dy2
y
+ Dz
2
z
(4.19)
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(a) (b)
Figure 4.3. Vector representation of P, D and E total for different
scenarios. a) The isotropic case where P is in the direction of E and
D. b) The anisotropic situation where P, E and D are in different
directions.
33
Figure 4.4. Vector representation of how in an anisotropic material
D may not be parallel to E but is always perpendicular to k. The
energy propagation S is perpendicular to E and the two vectors are
rotated by Θ relative to k. All D, E, k and S are perpendicular to
H and B, as is the case with an electromagnetic wave propagating
through an non-magnetic transparent material.
When x = y = z, an ellipse no longer exist, yielding a circular isotropic case. Taken
from appendix C, D is,
D · k = 0, and D = n
2
µc2
E⊥k (4.20)
where k is the direction of the electromagnetic wave propagation and n is the index
of refraction.
A particular group of materials that display anisotropic behavior are uniaxial and
biaxial crystals. These crystals either have one or two axis of their permittivity that
differ. The optical properties can be conveniently represented in terms of the index
of refraction instead of the permittivity, where n2 = , resulting in an indicatrix of n
(see figure 4.5).
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Figure 4.5. Graphical representation of an indicatrix with axes nα
and nβ. Anisotropic materials posses the property of nα 6= nβ.
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For a uniaxial crystal one of the three axis of the indicatrix is different. We will
show that depending on the orientation of the material a corresponding phase shift
of the polarization of the propagating electric field will occur.
 Ex′
Ey
′
 =
 eiS 0
0 1
 .
 Ex
Ey
 ,
where
Ex = E◦eiωt and Ex′ = E◦ei(ωt+S). (4.21)
Figure 4.6(b), depicts polarized light as it passes through a uniaxial crystal with
its axis oriented at φ with respect to the surfaces’ normal. The different electric field
components travelling through this crystal, experience different indices of refraction,
which leads to a phase shift between the two vector components, as displayed in
equation 4.21. Within the material, the displacement field components (Dx and Dy)
travel along the path where the plane wave is parallel to the tangent of the indicatrix.
Dx passes through the crystal perpendicular to the normal of the crystal surface as
the ordinary ray. This happens because the plane wave is parallel to the tangent of
the indicatrix in the x direction. For the situation of Dy the wave passes through
the point where the tangent line of the indicatrix and plane wave are exactly parallel.
This light propagation is referred to as the extraordinary ray. Because D propagates
perpendicular to k through the material, we can introduce an expression of the plane
wave’s velocity vS in terms of the vk using appendix C
vk
cos(Θ)
= vS, (4.22)
where Θ is the angle between the extraordinary wave and the normal to the surface.
By using v = nc, we obtain
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(a) (b)
Figure 4.6. a) Three dimensional model of a DPPC molecule oriented
at φ, similar to the Lβ′ state. b) Figure of a uniaxial indicatrix showing
an electromagnetic wave separating into ordinary and extraordinary
rays, as it propagates through the material. The picture displays how
D propagates through the material and shows a phase lag in E as it
emerges.
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nk
cos(Θ)
= nS, (4.23)
where nk is the index of refraction along the path that Dy takes. To determine nk,
the distance from the center of the indiactrix to the point Dy intercepts the point it
aligns with the tangent must be calculated.
Using equation A.4 from appendix A, the following expression for nk, referred to
as the effective index of refraction (neff ) [33, 34] was obtained,
neff =
n⊥n‖√
n‖2 cos2(φ) + n⊥2 sin2(φ)
. (4.24)
When the light emerges from the material, the phase of Ey lags the phase of Ex,
as depicted in figure 4.6(b). The phase difference S is,
S =
2pi
λ
(ne − no) t (4.25)
Here ne and no are the extraordinary and ordinary indices of refraction, (where
(ne − no) is reffered to as the birefringence), λ is the wavelength of light and t is the
thickness of the material. The ordinary ray passes through the material normally,
while the extraordinary travels in the direction of neff . For a uniaxial crystal, in
equation 4.25 not becomes n⊥t, and net becomes
neff t
cos(Θ)
. Equation 4.25 is now,
S =
2pi
λ
n⊥ − 1
sin
(
arctan
(
n‖2
n⊥2
cot(φ)
)
+ φ
) n⊥n‖√
n‖2 cos2(φ) + n⊥2 sin2(φ)
 . (4.26)
To calculate the phase shift for a biaxial crystal the same process is repeated,
calculating neff for both components of the electric field.
With this repetition the phase shift of a given material, with a know indicatrix,
can be calculated. The same formalism for lipid molecules, where the effective retar-
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dance (S), is a function of the acyl chain tilt (φ) is utilized in this study. How the
molecules’ φ relates to the uniaxial indicatrix can be seen in figure 4.6(a). Through
this method physical parameters from planar lipid bilayers will be extracted, by ex-
perimentally measuring the retardance (S) and determine the unknown components
of the indicatrix.
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5. EXPERIMENTAL SET-UP AND PROCEDURES
An introduction to near-field scanning optical microscopy will be presented along
with a polarization modulation technique and calibration procedures. The total ex-
perimental setup along with modifications are introduced to allow for temperature
control. A brief synopsis of atomic force microscopy together with a description of
how sample characterization is executed will be outlined.
5.1 Near-Field Scanning Optical Microscopy
Near-Field Scanning Optical Microscopy (NSOM) is an imaging technique that
allows for optical as well as topographical information to be obtained simultaneously
to create an image. NSOM is a scanning probe technique that uses a small aperture
(∼ 100 nm), made from an altered optical fiber, to obtain optical information beyond
the diffraction limit, i.e. with a lateral resolution better than ∼ λ
2
, where λ is the
wavelength of the light under consideration. An example of a NSOM probe can be
seen in figure 5.1. As a direct consequence of using an aperture smaller than λ, the
resulting field is evanescent and decays quickly, requiring the probe to sample distance
to be small (∼ 10 nm). To control the distance we use a shear-force mechanism, where
topographical information from the sample is also collected [13,35].
A NSOM microscope consists of a light source, probe, shear force mechanism and
a detector, as shown in figure 5.2. The light source is usually a laser, which is then
coupled into an optical fiber. The fiber is spliced to a NSOM probe. The probes
themselves derive from optical fibers, that are either heated and pulled or chemically
etched to create a tapered end, with a diameter of ∼ 50-100 nm [36]. Because the
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Figure 5.1. Scanning Electron Microscopy (SEM) image of a NSOM probe.
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Figure 5.2. Schematic of a NSOM microscope setup.
fiber is tapered, the mode of the fiber is changed and light escapes from the sides. To
help eliminate this undesirable effect, aluminium is thermally evaporated to coat the
outer area in such a way that the end is left uncovered, seen in figure 5.3. The probe
is now an aperture with an optical diameter of ≈ 100 nm.
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Figure 5.3. Pictorial representation of a NSOM probe being coated
with evaporated aluminium. The prove is held at an angle and rotated
to evenly coat the sides, leaving the end uncovered and an aperture
at the end of the probe.
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As light passes through a NSOM probe, the taper width becomes small, where
most of the light is reflected back through the fiber or absorbed by the Al coating.
The only mode left to propagate through the probe is the HE11 [13, 37]. Pass the
point where the probe diameter reaches ∼ 160 nm [13], the HE11 mode is cut off
and the electric field exponentially decays beyond the boundary, which can be seen
in figure 5.4(b). If the aperture lies within the decay range the dipoles at the end of
the tip are stimulated and create an evanescent wave at the end of the probe. This
evanescent wave, confined to the diameter of the aperture, is the reason behind the
lateral resolution capabilities of NSOM.
The light confinement the probe creates only exists in close proximity to the
aperture, shown in figure 5.4(b). The electromagnetic radiation diverges from the
end of the probe. To obtain the high lateral optical resolution in NSOM, a tip to
sample distance of ≈ 10 nm must be maintained. This is accomplished through the
use of a shear force mechanism.
5.1.1 Shear-Force
A shear-force mechanism is used to maintain the probe-to-sample distance (further
explained in Appendix K.3). To accomplish this, the NSOM probe is attached to a
piezo-electric quartz tuning fork with a cyanoacrylate adhesive. Because the quartz
is piezo electric, the probe can be oscillated by means of a sinusoidal voltage signal.
The foundation of this method is based on the premise that the tuning fork (TF)
serves as a driven RLC circuit with stray capacitance cp, as seen in figure 5.5. The
expected current as a function of frequency, shown in equation 5.1, can be calculated.
By plotting the in phase and out of phase portions of the signal expected we are able to
visualize the Lorentz line shape of the resonance curve and determine a characteristic
44
(a) (b)
Figure 5.4. a) Zoomed in SEM image of aluminium coated NSOM
probe. b) A pictorial depiction of electromagnetic radiation as it
passes through a NSOM probe. Light passes through until the taper
no longer supports the optical mode. This is referred to as the mode
cut-off region. The light eventually reaches a point where no spa-
cial modes are supported and the electric field exponentially decays.
Given that the aperture is within proximity of the decay, light then
excites the dipoles at the end of the probe, localizing the light in the
near-field region. Beyond the confinement area the electromagnetic
radiation diverges quickly, where it propagates normally. This area is
referred to as the far-field region.
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Figure 5.5. Circuit diagram of a RLC circuit with a stray capacitance
(cp) parallel to ground. A simplistic electronic representation of the
driven NSOM probe and tuning fork.
resonance frequency Ω, as seen in figure 5.6. Ω is the natural vibration of the physical
tuning fork and is where they RLC circuit has a maximum energy transfer.
I(ω) =
V ω2CΩ
C2ω2R2Ω + (Ω2 − ω2)2
+ iV
(
C2ωR (Ω2 − ω2)(
C2ω2R2Ω2 + Ω (Ω2 − ω2)2) + Cpω
)
, (5.1)
where V is the voltage and ω is the frequency of the excitation provided by the
”source”.
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(a)
(b)
Figure 5.6. The real and imaginary parts of the current of the RLC
circuit in figure 5.5 versus angular frequency. a) The in phase com-
ponent of the electrical signal, the dotted line showing a decrease in
amplitude when the effective resistance increases. b) The out of phase
component of the signal in equation 5.1.
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The driven damped harmonic oscillator equation, is utilized to model the TF into
physical parameters
mx′′(t) + b x′(t) + kx(t) = F cos(ωt), (5.2)
where F , k, m, and b are the magnitude of the driving force, spring constant associated
with the TF, the mass, and damping coefficient respectively. We can determine from
equation 5.2 the amplitude of the oscillations frequency dependence [38]
A(ω) =
F/m√
4ω2γ2 + (Ω2 − ω2)2
. (5.3)
where Ω is the natural resonance frequency of the TF and γ is proportional to the
damping coefficient.
Our resonance frequency Ω is proportional to the effective spring constant and
mass of the TF (Ω ∝
√
k
m
). Written in terms the geometrical parameters of the TF
and its Young’s modulus (Y ), Ω ∝ t
L2
√
Y
ρ
is obtained, with t, L, and ρ being the
thickness, length and density of the quartz tuning fork’s arm respectively [39].
On resonance a maximum amplitude, with a Lorentz line shape is evident. As γ
increases, which can arise from an external interaction, a drop in amplitude occurs,
as is displayed in figure 5.7. This physical response can be seen in the electrical signal
of the TF similar to what is seen in figure 5.6. We can use this direct relationship to
determine the local interactions of the probe, thereby distinguishing when the NSOM
aperture is in the region of light confinement as seen in figure 5.4(b).
To measure this signal a lock-in amplifier was incorporated into the setup. This
device inputs the incoming signal, amplifying the current while converting it into a
voltage and multiplying it to a pure sine function at a given reference frequency [40].
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Figure 5.7. The amplitude response as a function of frequency of the
shear force equation 5.2. As the damping coefficient (γ) increases, the
amplitude decreases as shown by the dotted line.
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Following the multiplier stage the signal is averaged, using a low pass filter, which
yields zero for all signals off of the reference. The lock-in returns a root mean squared
(rms) value of the signal along with the relative phase shift. A projection can be
made of the given information on the complex plane determining the in-phase and in
quadrature portions of the signal.
Figure 5.8 depicts actual data from the in phase portion of the resonating tuning
fork. From the figure it can determined that the resonance frequency is≈ 32758 Hz. It
is expected that because Ω ∝
√
k
m
, attaching the NSOM probe, increasing the mass,
resulting in a likely decrease in the position of the resonance maximum. However,
from figure 5.9(a) it is clearly apparent that there is an increase in the position of the
resonance frequency. The NSOM probe being attached with cyanoacrylate adhesive
to the TF does in fact change m, but also the rigidity. This plays a dominant role in
increasing Ω by increasing Y .
Having the information about the resonance frequency of the NSOM probe, the
probe can be driven so that it oscillates at Ω. When the sample and probe reach a
certain distance (≈ 100 nm), an increase in the dissipative forces cause a damping
of the oscillation’s amplitude [35]. The distance of the interaction between probe
and sample is dependent on probe shape, materials and ambient conditions [41]. The
amplitude is then lowered to ≈ 90 % of the maximum on resonance to assure that the
probe to sample distance is ∼ 10-20 nm. The amplitude is monitored with a lock-
in amplifier, where a feedback mechanism is used to maintain the probe to sample
distance (further explained in Appendix K.3). The relative height information is used
to obtain a topographical map of the surface.
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Figure 5.8. Amplitude versus frequency graph from the frequency
response of a quartz tuning fork (the amplitude is in arbitrary units
(ABU)). The peak indicates the presence of a resonance at ≈ 32.76
kHz.
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Equation: y = y0 + (2*A/PI)*(w/(4*(x-xc)^2 + w^2))
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R^2 =  0.99975
  
y0 0.09873 ± 0.00089
xc 33799.41952 ± 0.03022
w 45.78534 ± 0.10406
A 157.71121 ± 0.30407
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Figure 5.9. a) Data from the resonance response of a quartz tuning
fork and with a NSOM probe attached to it.Ω increases when the
probe is attached due to the change in the overall Young’s modulus
of the oscillator. The amplitude decreases and a broadening occurs.
b) The resonance response of the NSOM probe, showing an Ω of ≈
33799 Hz, determined with a Lorentz line fitting.
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5.1.2 Light Collection
Light is gathered from the probe, using an objective lens and Si pin diode photo
detector. Because the power from the tip is low [42] (∼ 1 nW), it is essential that the
maximization of efficiency and amplification of the signal occurs. The information
from the intensity is then collected, where a point by point mapping of the optical
information complements the topographical data discussed in the previous section.
The electromagnetic wave that propagates through the NSOM probe experiences
differences in phase between the two perpendicular components of the electric field
vector. When light propagating in the z direction is referred to as linearly polarize,
both the Ex and Ey are in phase with each other, where the direction of the polariza-
tion is ∝ arctan
(
Ey
Ex
)
, an example is seen in figure 5.10(a). When the phase between
the two components shift, the polarization rotates and becomes elliptical, or the elec-
tromagnetic wave spirals through space and time, as seen in figure 5.10(b). When the
two vector components become out of phase by pi
2
and Ex = Ey, the polarization is
called circular, due to the circular motion the resultant electric field vector exhibits
as a function of time, as seen in figure 5.10(d). This phase difference between the two
components of the electric field is referred to as its retardance and the state of the
electric field vector is described as its polarization. Due to the effects of the NSOM
probes taper on the polarization output, the probe shape is chosen to best enhance
the polarization control of the NSOM system.
For polarization dependent experiments, a universal polarizer controls the polar-
ization into the tip. To nullify the effects of the probe on the polarization, we adjust
the polarization into the probe and fiber, using the fiber paddles. The paddles them-
selves bend the fiber at a particular radius. The bending stresses the fiber along a
preferential axis which changes its index of refraction along that axis. This difference
in indices of refraction (or birefringence), yields a net retardance. The resulting re-
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(a) (b)
(c) (d)
Figure 5.10. Graphic display of an electromagnetic wave travelling
through space and time with different phase lags. The resultant elec-
tric field vector is displayed at the top portion of each image. a)
Representation of linear a polarized wave, where Ex and Ey are in
phase. The orientation of the resultant electric field vector is equal to
arctan
(
Ey
Ex
)
b) Representation of a polarized wave with the resultant
electric field vector rotating elliptically, where Ex and Ey are out of
phase by pi
10
. c) Representation of an elliptical polarized wave, where
Ex and Ey are out of phase by
3pi
10
. d) Representation of circular polar-
ized wave, where Ex and Ey are equal in magnitude and out of phase
by pi
2
, where the resulting electric field vector rotates in a circle as a
function of time.
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tardance effect is dependent on the fiber material, wavelength of light, path length
and any event that may change the structure of the optical fiber. The number of
turns of the fiber on each paddle is chosen in such a way that allows them to shift the
phase by ≈ pi
2
or pi. The paddles are then twisted to change the axis of the retarder to
obtain the desired polarization into the probe. Some probe geometries do not allow
for this to work effectively and are therefore rejected when doing experiments.
NSOM allows for the study of optical properties of samples beyond the diffraction
limit. Outside of obtaining optical information, topographical images on the order of
the size of the probe can be resolved as well. Unlike the contact and tapping methods
of AFM, later to be discussed, NSOM has the advantage of not physically contacting
the surface, allowing for a less intrusive way of studying samples.
5.2 Measuring the Retardance and Optical Orientation Simultaneously
To perform PM-NSOM measurements, the system consisted of a linear polarizer,
Photo Elastic Modulator (PEM), two quarter wave plates, sample, fiber paddle, and
an analyzer, seen in figure 5.11. The NSOM probe and fiber paddles are treated as
one entity, which we intend to make aligned with the system with minimal retardance
effects. To simultaneously obtain the retardance S and the optical orientation θ
from our sample, the components need to be properly aligned. The linear polarizer
defines an arbitrary preferential direction, which is defined as 0◦. With respect to this
direction, the PEM is oriented at 45◦, both quarter wave plates have their fast axis
at are aligned at 0◦ and the analyzer positioned at −45◦ with respect to the system’s
axis, which is determined by the first polarizer.
Because the initial state of polarization is known, we are able to use Jones’ matrices
to describe each component within the system. As an example, when polarized light
with vector components Ex and Ey passes through a waveplate, (with its fast and
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Figure 5.11. System arrangement to measure both S and θ simulta-
neously. The setup contains a helium neon laser, followed by a linear
polarizer at 0◦, a PEM at 45◦, two quarter wave plates at 0◦, an
analyzer at ±45◦ and finally a photo detector.
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slow axis aligned with the x and y-axis of the system) there will be a phase shift
between the two perpendicular vector components. Mathematically we can represent
this vector in terms of Ex and Ey and give it an associated phase lag ∆κ
Ex = Eoe
iωt and E
′
x = Eoe
i(ωt+ ∆κ2 ). (5.4)
From equation 5.4 we see the electric field experiences a phase lag, where is goes from
Ex before the polarizing element, to E
′
x after it. Making use of Jones’ matrices, the
effect of the polarizing element can be represented as
 e i ∆κ2 0
0 e
−i ∆κ
2

 Ex
Ey
 =
 E′x
E′y
 .
When this phase lag is on the order of pi the net phase difference is on the order of
half the wavelength, hence the reason we refer to such an object as a half wave-plate.
Also, when the phase lag is pi
2
is is called a quarter wave-plate, because the phase lag
is proportional to shifting the two waves in length by λ/4.
5.2.1 Polarization Modulation
To modulate the polarization the electromagnetic radiation’s polarization is changed
from linear to quasi-circular at a particular rate. To shift from linear to circularly
polarized light, a phase lag between the Ex and Ey components of the electric field is
created. The resulting effect is displayed in figure 5.10, where it goes from linear to
circularly polarized light by adjusting the phase difference of pi
2
between the Ex and
Ey components of the resulting electric field vector.
In order to modulate the polarization, it is mandatory that the relative speed of the
two wave components is adjusted. To accomplish this task a PEM was utilized [43].
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Figure 5.12. Pictorial representation of a photo-elastic modulator that
stresses a piece of quartz along one of its axis, shown by the opposing
arrows, using piezo-electric device. Polarized light orientated at 45◦
with respect to the PEM’s axis enters the PEM. For a judiciously cho-
sen value of the amplitude of modulation on the PEM (see Eq. 5.5),
the outgoing electromagnetic wave’s polarization modulates between
linear and circular at a frequency determined by the PEM.
A PEM is a device that uses a piezo-electric material to stress a piece of quartz along
a preferential axis at a given frequency (f◦). The stress along the preferential axis
changes the index of refraction (n) along that direction. By adjusting the amplitude
of the stress we control the strength of ∆n. Sending an electromagnetic wave through
the PEM we then can induce a dynamic phase shift at f◦, as illustrated in figure 5.12.
The PEM effective modulation can be mathematically modelled
 cos(β) sin(β)
− sin(β) cos(β)

 e iB cos(ωt)2 0
0 e−
iB cos(ωt)
2

 cos(β) − sin(β)
sin(β) cos(β)
 , (5.5)
where ω = 2pif◦ and B are the the angular frequency and amplitude of the PEM’s
oscillation and β is the orientation of the device in the system with respect to the x
and y axis, defined by the first LP, see figure 5.13.
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Figure 5.13. System arrangement with a PEM, linear polarizer and
analyzer, used to align and calibrate the PEM.
We now have all the tools needed to both physically modulate the polarization
and mathematically model its behavior in a given system.
5.3 System Alignment
To define the systems axis we first align the surface normal of the PEM, polarizer
and analyzer to be parallel with the direction of the laser beam’s propagation, seen
in figure 5.13. Using Jones’ matrices to model the system, we obtain an expression
that is proportional to the intensity (E · E∗)
E · E∗ ∝ 1
2
(
cos2(α) + cos2(α− 2β))− 1
2
J0(B) sin(2(α− β)) sin(2β)
+J2(B) cos(2ωt) sin(2(α− β)) sin(2β) + ..., (5.6)
where β, B and ω are the orientation, amplitude and angular frequency of the PEM,
which is aligned with the first polarizer and α is the position of the analyzer. Simpli-
fication of the equation occurs when the axis of the polarizer and analyzer coincide
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E · E∗ ∝ 1
2
(
1 + cos2(2β)
)
+
1
2
J0(B) sin
2(2β)− J2(B) cos(2ωt) sin2(2β) + ... . (5.7)
The second harmonic (R2) is
R2 = −J2(B) cos(2ωt) sin2(2β), (5.8)
resulting in R2 reducing to zero when the PEM is aligned 45
◦ with respect to the
polarizer.
In practice, because of the PEM’s shape, it is more convenient to define the axis
of the system around the fast axis of the PEM. First, we align the polarizer 45◦ with
respect to the PEM’s horizontal axis by eye. We then use an analyzer to measure the
expected intensity from the polarizer and PEM, an example of the setup can be seen
in figure 5.13. From Appendix E the expression for intensity is
E · E∗ ∝ 1
2
− 1
2
sin(2α) sin(2β) + 1
2
cos(2α) cos(2β)J0(B)
−J2(B) cos(2α) cos(2β) cos(2ωt) + .... (5.9)
With an assumption that β ≈ 45◦ R2, reduces to
R2 = −J2(B) cos(2α). (5.10)
R2 decreases to zero when the analyzer’s orientation value is n90
o + 45o, with n
as an integer. Placing the analyzer 90o with respect to the polarizer, with the PEM
off, results in a minimum signal. With the PEM turned on, making sure that R2 is
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minimized, small adjustments are made to the polarizer until both the signal, when
the PEM is on and off, are zero within measuring capabilities.
B is adjusted to obtain a zero value for the Jo(B) Bessel term, seen in equation
5.9. This becomes an integral aspect of the setup to ensure that the DC term is not
a function of S or θ. To do this we first place a quarter wave plate (QWP) after
the PEM and orient its fast axis with the system’s (determined by the direction of
the first polarizer). The analyzer is then rotated 90◦ with the PEM off, to obtain a
minimum signal. The QWP should then be rotated until the lowest possible intensity
is achieved. Following this, the PEM is turned on, the analyzer is rotated and the
signal is monitored. The resulting intensity is,
E · E∗ ∝ 1
2
+
1
2
J0(B) cos(2α) + J1(B) cos(ωt) sin(2α)
−J2(B) cos(2ωt) cos(2α) + ... (5.11)
We could either monitor the DC term of the intensity found in equation 5.11 or use
a lock-in measurement to monitor the R2 = −J2(B) cos(2ωt) cos(2α) of the PEM’s
frequency (Monitoring R2 also gives us the advantage of measuring from zero when
α = 45◦.). It was not feasible in the experiment to monitor the DC term, due to
the lack of a normalizing reference signal to account for laser instabilities. Instead
R2 was monitored and utilized the DC term in normalizing the signal, removing any
unwanted fluctuations due to laser drift. Figure 5.14(a) shows that for B 6= 2.405,
the intensity becomes less symmetric. By measuring how this changes we can easily
determine where the Jo(B) term vanishes in
I2ω(α) =
R2
DC
=
−J2(B) cos(2α)
1
2
+ 1
2
J0(B)(cos(2α))
. (5.12)
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The theoretical data plotted in figure 5.14 can be used to quantify the shift of
the curves from the curve with the expected value of B = 2.405. The problem
implementing this is that the actual peak value is unknown. It is only known that
when the Jo(B) term goes to zero I2ω(α) collapses into a symmetric cos(2α) function.
Figure 5.14(b) shows how by normalizing the data by the maximum amplitude a
similar graph can be extracted. By analysing the non-symmetric nature we can
obtain the difference between the amplitude of the function and a perfect cos(2α)
function. The line shown in figure 5.15 shows how theoretically the data can be used
to determine what value of B will make Jo(B) vanish.
Figure 5.14 shows the normalized data from the measurements made for different
values for B. Mathematically Jo(B) goes to zero at 2.405. This value is extremely
far from the observed value of B. In figure 5.16(b) a more precise depiction of the
amplitude differences around the expected cos(2α) function is obtained.
A plot of the amplitude difference in figure 5.17 was determined via theoretical
data. The value of 2.25 for B was obtained by determining where the difference is
minimized, i.e. at what value of B. The linear interpolation in figure 5.17, also verifies
that the measurement obtained is the best possible result within the resolution of the
PEM controller. This was corroborated through the monitoring of the DC signal as
a function of α, but could not be fully resolved due to reasons discussed previously.
After the PEM is calibrated the final two components to be placed into the system
are the two quarter wave plates. Both need to be aligned with respect to the PEM’s
axis. To accomplish this the procedure previously mentioned was implemented. This
process minimized our signal using the analyzer. The sensitivity of our measurement
is determined on how well the signal produced in the configuration found in figure
5.11, is referenced to zero when measured. To achieve a minimum for the signal just
mentioned, the two quarter wave plates must produce exactly a λ/2 phase shift of
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(a)
(b)
Figure 5.14. Theoretical plots of the Intensity versus analyzer angle
of various values of B. a) Intensity versus analyzer angle for varying
values of B. This graph shows how the function’s shape becomes less
symmetric for values of B further away from B = 2.405. b) Graph of
the intensity normalized versus the analyzer angle for varying values
of B (All data was normalized with the first point of each set of data.
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Figure 5.15. Plot of I2ω(Jo(B) = 0) subtracted from I2ω(Jo(B)) at
2α = pi for the original and normalized data from figures 5.14(a) and
5.14(b). We obtain from the line graph of I2ω(Jo(B) = 0)−I2ω(Jo(B))
versus B at 2α = pi that Jo(B) −→ 0 when the function crosses zero
at B = 2.405.
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(a)
(b)
Figure 5.16. Data from various measurements of the intensity versus
analyzer angle at various values of B. a) Normalized plots of inten-
sity values, for varying analyzer angles for different values of B. b)
Normalized intensity plot versus analyzer angle, showing the trend as
the of Jo(B) term is nullified.
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Figure 5.17. Plot of I2ω(Jo(B) = 0) − I2ω(Jo(B)) versus PEM B
values, when α is located at the central peak of the plotted data in
figure 5.16(b). From the graph it can be determined that B = 2.25
gives a minimum value for the Jo(B) term.
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the polarization. To better understand how to control the alignment, small angle
approximations in the calculations were performed, where each quarter wave plate’s
retardance and orientation within the system are slightly shifted from their optimal
values. Following the details outlined in Appendix G, we obtained the expression
E · E∗ ∝ 1
2
+ J1(B)(δ + ∆) cos(ωt)− J2(B)(γ + θ) cos(2ωt), (5.13)
where ∆ and θ are the small retardance and small orientation for the first quarter
wave plate and δ and γ are the respective values for the second, with Jo(B) = 0. We
see that the signal from the first harmonic is dependent on the retardance values of
both wave plates,
R1 = J1(B) (δ + ∆) (5.14)
Where as, the signal from the second harmonic R2 only arises if the two wave
plates are not aligned with the systems axis,
R2 = −J2(B) (γ + θ) . (5.15)
From these results a zero R1 signal can only be obtained if the total phase shift of
the polarization from the two quarter wave plates is exactly a multiple of pi. Within
our alignment capabilities, γ + θ = 0 are easily made zero with the PEM off, by
aligning the two quarter wave-plates with the PEM’s axis, but to achieve zero values
for δ+∆, it is solely dependent on our ability to align the QWP’s surface normal with
the beam’s direction. Small adjustments of the orientation of the QWP are made to
adjust R1 make the net retardance zero, while observing R2 verify the orientation of
the QWP maintains its alignment with the system. This property of the setup allows
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for the determination of the total S as zero. Furthermore this method assists with
the initialization of the experiments.
All other optical elements were aligned by minimizing the signal using the ana-
lyzer, but to align the analyzer, the second harmonic signal of the intensity is moni-
tored,
E · E∗ ∝ 1
2
− J1(B)δ sin(2α) cos(ωt)− J2(B) cos(2α) cos(ωt) + ..., (5.16)
where the small retardance δ = δ + ∆ is the combined residual effect of both QWP,
and α is the orientation of the analyzer. It can be seen that R2 is independent of any
retardance effects from the quarter wave plates and therefore can be used to find the
exact orientation for the analyzer,
R2 = J2(B) cos(2α). (5.17)
Hence once the analyzer is aligned adjustments to the wave plates’ position are made
until a zero signal in R1 (from equation 5.15) is met.
The results from this alignment and calibration procedure yields a zero signal of ≈
1× 10−4 rad and is limited to the noise of the instruments used. Without performing
these calibrations and tests it would be impossible to make precise measurements of
S and θ.
5.4 Total Experimental Setup
The digram in figure 5.18, displays the total setup for performing PM-NSOM mea-
surements. The light from the laser mechanically chopped. The optical information
is extracted using a silicon photo detector, a pre-amplifier and three lock-ins to mea-
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sure the R1, R2 and DC components of the intensity. All information was collected
on a computer with a data acquisition board in conjunction with LabView software,
where two dimensional images for R1
DC
= I(1ω), R2
DC
= I(2ω), S, θ and topographical
information were stored.
5.5 Experimental Modifications for Temperature Controlled Near-Field
Microscopy Measurements
To control the temperature of the sample, a chamber was placed over the existing
system, where the temperature was controlled using a thermo-electric cooler (TEC)
(a schematic can be seen in figure 5.19(a)). The chamber was chosen to have cylindri-
cal symmetry to minimize the effects of lateral thermal gradients across the sample.
The sample was placed on an aluminium sample holder with an embedded tempera-
ture sensor to accurately monitor the temperature (see figure 5.19(c)). To thermally
isolate the sample from the environment, the sample holder was elevated with a sep-
arator made from Delrin (Thermal conductivity ≈ 0.360 W/m-K) [44] with an added
stainless steel bottom to increase stability (see figure 5.20(c)). To thermally isolate
the chamber from the outside environment, a base plate was machined from Delrin,
where an aluminium insert was attached (see figure 5.20(b)). The base plate allowed
for the separator and stage to move the sample within the chamber, while decoupling
it from the outside thermal environment. To maintain 100 percent relative humidity
a water trough was machined from Delrin that attached to the aluminium insert and
extended the length of the sample separator. The top chamber was fitted precisely
within a groove of the aluminium insert to firmly attach it to the apparatus. A slit
was machined in the chamber to allow for it to be slid into place around the NSOM
probe and piezo elements after pre-engagement procedures. A TEC was placed in
a recessed groove of the chamber, where a heat sink with a matching grove was at-
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Figure 5.18. Pictorial representation of the total system setup for
polarization modulation near-field scanning microscope. The light
source is a HeNe laser. The beam travels through a linear polarizer,
PEM, and quarter wave plate before being coupled into a optical fiber.
The light then travels through a universal polarizer (fiber paddles)
and NSOM probe. The fiber paddles are used to control the state of
polarization at the NSOM probe. The light then travels through the
sample, quarter wave plate and analyzer before being collected with
a silicon PIN detector. The signal is amplified by a pre amp, where a
lock-in measurement is preformed. The optical and shear force data
are collected by a computer.
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tached above. Nylon screws were used to firmly connect the components together
and thermal paste was applied to enhance the thermal contact of the heating and
cooling elements. The temperature of the chamber was monitored with an attached
thermistor. The system was thermally isolated further with a Styrofoam insulating
outer layer. Various points within the chamber where thermally characterized and
calibrated. Significant mechanical instabilities were identified and minimized in order
to meet the qualifications for conducting NSOM measurements. Such requirements
on height stability were necessary to perform measurements without crashing the
probe into the sample.
5.6 Atomic Force Microscopy
Like NSOM, Atomic Force Microscopy (AFM) is a scanning probe microscopy [45].
It uses a cantilever to map the topography of a given surface by collecting data at
points across a sample. To accomplish this, a cantilever (see figure 5.21), usually
etched from silicon, is attached to a piezo-element. A laser beam is focused on the
back of the probe. The light reflected is then collected by a position-sensitive detector.
When the cantilever bends, its motion can be determined by the position of the laser
spot on the detector (see figure 5.22). Using this information the location of the probe
relative to the surface is maintained to create a surface map of the object.
The two basic topographical imaging modes of operation for AFM, are contact and
tapping modes [12]. In contact mode the probe is lowered until it touches the sample,
where the cantilever bends a particular amount depending on its given force constant
(k) and the contact force. An attached piezo element is then utilized to maintain the
bend of the cantilever across the sample. Keeping the relative distance constant with
a feedback mechanism the topography of the surface can be determined.
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(a)
(b) (c)
Figure 5.19. Diagram and picture of temperature controlled NSOM
set up. a) Graphic representation of the experimental temperature
controlled setup. b) Picture of the temperature controlled chamber
mounted on the NSOM system. c) Aluminium and copper sample
mounts with embedded temperature sensors.
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(a)
(b) (c)
Figure 5.20. a) All of the machined components incorporated in the
chamber of the temperature controlled experiments. 1) Delrin isolat-
ing plate 2) Aluminium insert to hold chamber in place. 3) Delrin
separator 4) Temperature controlled chamber. b) Delrin isolation
plate with aluminium insert, including the sample elevator protrud-
ing from the center. This shows how pieces one, two and three, are
to be put together on the system. c) Delrin sample separators with
stainless steel bottoms.
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Figure 5.21. Two SEM images of a silicon AFM probe and cantilever. [46]
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Figure 5.22. Visual representation of contact mode in AFM. As the
probe touches the sample, due to strong repulsive forces, it bends.
The laser spot on the detector is directed upward and that position is
maintained through scanning, utilizing a feed-back mechanism. The
information is collected to create a topographical map of the surface
structure.
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Similar to NSOM, in tapping mode the cantilever is oscillated at its natural reso-
nance frequency. In this mode, the amplitude of the probes oscillations are monitored
using the detector, shown in figure 5.23. When contacting the surface the amplitude
at a given frequency decreases as the resonance peak shift due to a change in k of the
cantilever. The relative distance can be mapped by maintaining the decrease in am-
plitude constant. The advantage of tapping mode is that the probe is not in constant
contact with the surface while scanning, which is important when dealing with softer
samples. Also from the tapping mode the phase of the oscillations can be monitored,
which can provide additional information about the hardness of the sample. When
the cantilever strikes the sample the energy loss in the impact is dependent on the
probe and substrate properties. This difference in energy loss due to the deformation
of materials across the object can be tracked using the phase shift of the signal. The
phase signal can then be used to determine if the area the probe is in contact with is
different across regions, even in the case of topologically flat samples.
From the topographical information of the sample a three dimensional represen-
tation of the surface can be obtained. The AFM image in figure 5.24, is a three
dimensional representation of an array of silica beads supported on a glass substrate.
This allows the visualization of sub-micron structures of surfaces to characterize local
configurations of materials.
5.6.1 Contact Mode - Measuring Adhesion Forces
In contact mode we cannot only measure the topography of a particular sample,
but have the ability to characterize the forces the cantilever has with the sample. This
is done by tracking the probes’ deflection as a function of distance as it approaches
the substrate. To perform the measurement, the cantilever is brought within the
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AFM Cantilever 
Laser beam Detector
Sample 
AFM Cantilever 
Laser beam Detector
Sample 
Off Sample
On Sample
Amplitude 
Amplitude 
Figure 5.23. Visual representation of tapping mode in AFM. The
top picture shows the probe being oscillated, resulting in having a
particular amplitude. Just as in contact mode when the probe comes
in contact with the sample, due to van der Waals interactions, a force
is applied to the probe. The laser spot on the detector is tracked,
giving the amplitude and phase of the signal.
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Figure 5.24. Topographical AFM images of 800 nm silica beads, sup-
ported on a glass substrate.
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Figure 5.25. Representation of an AFM-Force curve. From point 1
to 2, the probe approaches the substrate. There is an attractive force
from 2 to 3. From point 3 to 4 the probe is in direct contact with
the surface, which bends according to its’ spring constant (k). The
AFM probe is then retracted from point 4 to 5. From point 5 to 6
the adhesion forces are overcome. From the tip deflection distance
of points 3 and 5 we can determine the approximate adhesion force,
using Fadhesion ≈ k∆z, where ∆z is the distance between points 3
and 5.
range of the piezos’ expansion distance. The deflection is measured as a function of
distance and from this the attractive forces involved in the extension and retraction
of the probe can be determined, under the conditions that k and the actual distance
are precisely known.
Providing more detail, figure 5.25 shows a diagram of a contact mode force curve.
From point 1 to 2, the probe approaches the substrate until there is an attractive force,
shown from 2 to 3. From point 3 to 4 the probe is in direct contact with the surface
and bends according to the cantilever’s flexing properties, which are characterized by
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the spring constant (k). The AFM probe is then retracted from point 4 to 5, until
the adhesion forces are overcome and the graph goes from point 5 to 6. From the
tip deflection distance of points 3 and 5 we can determine the approximate adhesion
force, using Fadhesion ≈ k∆z, where ∆z is the distance between points 3 and 5. A
quantitative comparison of a materials mechanical properties can be accomplished by
comparing the transition from 2, 3 and 4. When the tip contacts the surface from
2 and 3, strong repulsive forces cause both the cantilever and material to deform
as the probe to brought from 3 to 4. This deformation is a function of tip radius
and material composition of all contacting surfaces. Comparing types of graphs in
figure 5.26, indicates that the sharper the transition, the harder the substrate, and
the smoother (or having a shallower slope), the softer the substrate. These properties
of the force curves can be utilized to determine physical characteristics of the sample,
beyond surface structure.
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Figure 5.26. Display of different examples of AFM force curves. Each
associated with varying surface interactions. There is a small adhe-
sion when ∆z is small, and a large adhesion when ∆z is large. The
substrate is softer if the approach curve has a shallow slope as the can-
tilever is lowered, and harder when the approach curve has a sharp
slope when the cantilever contacts the substrate.
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5.7 System Characterization
With the alignment procedures discussed in Section 5.3 a measurement of S with
an accuracy ∼ 10−4 rad was achieved. In figure 5.27 graphs of S and θ are plotted
versus time, with S minimized and not minimized. With the system not aligned, S
yielded fluctuations of ≈ .3 mrad, but when S was minimized the fluctuations were
≈ 1×10−4 mrad. Such fluctuations make properly aligning the system to precisely
measure S significantly important.
Before conducting PM-NSOM measurements, the system was aligned with no
sample using the fiber paddles. The sample then was slid underneath the NSOM probe
on the piezo stage. To engage the sample the probe was brought to the surface by eye.
Then a feedback mechanism was utilized in bringing the stage the remaining distance.
When the probe was physically moved, a small change in stress occurred, altering the
total retardation effect of the fiber. This may also occur due to temperature shifts
that induce changes on the effective S of the fiber. The ability to realign the system
quickly without compromising the measurement capabilities of S or damaging the
NSOM probe was desirable.
To do so, a proposal to align the system with the sample in place was made. It
was hoped that as the signals were zeroed over the sample, S and θ found in our
original equations remained measurable quantities,
I1ω(S, θ) =
R1
DC
= J1(B)pi cos(2θ) sin(S) (5.18)
I2ω(S, θ) =
R2
DC
= J2(B)pi sin(2θ) sin(S) (5.19)
To further explore how minimizing the system’s signals affects our final result, we
employed Jones’ matrices. Now the sample and fiber paddles are treated as two sepa-
rate objects with different effects on the retardance, where δ and θ are the retardance
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(a) (b)
(c) (d)
Figure 5.27. Graphs of S and θ as a function of time. a) Graph
of S showing fluctuations centered around ≈ 28 mrad, with S not
minimized using a universal polarizer. b) Graph of θ as a function of
time, with no minimization of S. c) Graph of S showing fluctuations
centered around ≈ 2.6 mrad, with S minimized using a universal
polarizer. d) Graph of θ as a function of time, after minimizing S.
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and optical orientation for the first object and ∆ and γ are the respective values for
the second. Following the procedures in Appendix H the expression for the signal at
the first harmonic was determined,
R1 = −J1(B)2 (cos(2γ)(1 + cos(δ)) sin(S)−
2 cos(2γ − 4θ) sin(S) sin2 ( δ
2
)
+ 2 cos(S) cos(2θ) sin(δ)) (5.20)
and second harmonic,
R2 =
J2(B)
2
(1 + cos(δ)) sin(S) sin(2γ) + 2
sin(S) sin2
(
δ
2
)
sin(2γ − 4θ) + 2 cos(S) sin(δ) sin(2θ))) (5.21)
During the alignment θ and γ are made equivalent. This suffices, due to the fact
that only the relative orientation can be determined. For S and δ small, equations
5.20 and 5.21 can be reduced to,
R1 = −J1(B) cos(2γ) sin(S + δ) (5.22)
and
R2 = J2(B) sin(2γ) sin(S + δ) (5.23)
If we minimize δ (δ ⇒ 0) the equations above reduce to the original equations
5.18 and 5.19.
Clearly for small S measurements obtaining the change across the sample is the-
oretically acceptable. To extend this into practice, we used a birefringent crystal to
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Table 5.1
Muscovite’s optical data
Z = b; X ∧ c = 0◦ − 5◦; Y ∧ a = 1◦ − 3◦
nα = 1.552-1.576, nβ = 1.582-1.615, nγ = 1.587-1.618 [49].
check the validity of our proposal. A birefringent material, Muscovite was used in
the study and its properties will be discussed in the next subsection.
5.7.1 Muscovite
Muscovite is a monoclinic crystal that perfectly cleaves on the {0,0,1}, which
makes it very desirable as a flat clean substrate in various lab applications [47, 48].
In areas where glass was not readably available, it was commonly utilized in making
windows. In these regions it was referred to as muscovy glass. What makes it inter-
esting for our applications, is that Muscovite is a negative biaxial crystalsv. In biaxial
crystal all components of the indicatrix are inequivalent to each other (nα 6= nβ 6= nγ).
We follow the steps found in Chapter 4.3 to calculate the effective birefringence (or
the difference in indices of refraction along perpendicular axis ∆n). The crystallogra-
phy data in Table 5.1 was utilized to describe how the biaxial indicatrix of Muscovite
aligns with its real lattice structure.
From Table 5.1 we determined that the c-axis of the crystal was oriented at an
angle ranging from 0◦− 5◦ with the nα axis of the indicatrix, The nγ axis of the indi-
catrix is aligned with the b-axis, and the nβ with the a-axis. A visual representation
of the real lattice can be seen in figure 5.28(a) and its corresponding indicatrix in
figure 5.28(b).
Using the small orientation angle of our indicatrix with the c-axis of the crystal,
we approximated ∆n to be ≈ (nγ -nβ) (For a full calculation please see Appendix-
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(a) (b)
Figure 5.28. a) Pictorial representation of the hexagonal Bravais lat-
tice of muscovite. b) Indicatrix positioned corresponding to the ori-
entation of the real crystal lattice.
J.). This yields possible values for (∆n) ranging from 0 − 0.036 depending on the
orientation of the indicatrix relative direction of electromagnetic wave propagation.
Because Muscovite is a negative biaxial crystal the nγ and nβ axes tend to be closer
together [49]. As a result it is expected (∆n) to be closer to ≈ 0.003, which would
yield an optical retardance of ≈ 6 × 10−5 rad for a mono-layer of muscovite at the
wavelength of 632.8 nm.
5.7.2 Experimental Evidence
To determine if aligning the system with the sample in place yielded consistent
measurements of S, far-field measurements were conducted. Cleaved Muscovite or
“mica” pieces were used, since they display variations in retardance as a function of
thickness. Each sample was fabricated by mechanically removing layers of crystal
to create uneven areas across the sample. A step was located employing a stereo-
scope, using light reflected from an edge. The system was first aligned in air. The
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Table 5.2
PM-NSOM Far-Field Measurements of Muscovite
Measurements where the system was aligned in air 0.01225 rad
0.01350 rad
Measurements where the system was aligned over the sample 0.01223 rad
0.01106 rad
0.01311 rad
0.01252 rad
NSOM probe was positioned over one side of the edge and then across the boundary
where data was taken at each point. Following these procedures, the signals were
then reduced to minimize S over the sample. Data was collected at one side of the
edge, followed by the opposite. Each step was first aligned in air, followed by the
realignment over the sample and repeated. The results of the average values of the
change in S are found in Table 5.2 for each condition.
An average retardance (Savg) of ≈ 0.0129 rad was measured when the signals
were minimized in air, and a Savg of ≈ 0.0122 rad when the signals were minimized
over the sample. Within figure 5.29, the measurements values overlap within their
experimental uncertainty. Also we are able to observe an uncertainty of ≈ 4 ×10−4
rad in the measurements where the signal was minimized over the sample. We are able
to safely conclude that far-field PM-NSOM measurements can consistently determine
small changes in S, even while incorporating the sample within the alignment.
To expand this work, near-field images of the same sample were taken. The
same procedure used in the far-field measurements was implemented for the near-
field studies. The system was aligned in air, the sample was then slid into place and
measurements were taken. Following this the system was aligned with the NSOM
probe over the sample and the same procedure was followed. Figures 5.30 and 5.31
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Figure 5.29. Graph of the far-field data from Table 5.2. The measure-
ments where the system was aligned in air are listed as air. Where
the system was aligned over the sample before the measurement are
labeled sample. S vales are given for each measurement with corre-
sponding error bars attached.
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were taken from PM-NSOM scans of the same area of muscovite, where the signal was
zeroed in air, followed by zeroing R1 andR2 over the sample, repeating the process.
To determine the change in S for each measurement, line cuts for each set of images
were taken, seen in figure 5.33(c). The near-field measurements where R1 andR2 were
not minimized over the sample, a ∆Savg = 7.1 mrad. The same sample was measured
after the sample was aligned within the system, where R1 andR2 were both zeroed, a
value of ∆Savg = 6.8 mrad was obtained. The two measurements yielded ≈ 0.3 mrad
difference. A noticeable difference between the two measurements is the resolution
increase on θ, which can be seen in figure 5.31(b). Numerous defects within the crystal
structure are clearly viewed when measuring from a zero signal versus one with a S
background. If the system is not aligned over the sample, we appear to gain a factor
of ≈ 2 in the fluctuation on S. The average deviations on S taken from the image in
figure 5.31, in the region with the fewest defects, is ≈ 0.2 mrad , and from the same
area in figure 5.30 is ≈ 0.4 mrad.
Beyond the line cuts taken from figure 5.31, the distribution of S across the sample
was analyzed. Figure 5.34 displays the distribution of S of both images, where blue
represents the distribution of figure 5.30(a) and red of figure 5.31(a) (which are slightly
offset downward for viewing purposes). The histograms show very good overlap from
both sets of data. If we decide to fit a Gaussian peak to each distribution and view
the overlap, as seen in figure 5.35, the two distributions are almost identical. This
should be the final verification that the theoretical assumptions are correct. With
such findings, alignment of the system over the sample can occur with precise values
for changes in S obtained.
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(a) (b)
(c) (d)
Figure 5.30. a) Image of S of a section of muscovite where the system
was aligned in air. b) Image of θ of the same section of muscovite.
c) Vector plot using the values of θ. d) Topography of the mica step
showing a change in height of ≈ 673 nm.
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(a) (b)
(c) (d)
Figure 5.31. a) Image of S of a section of Muscovite where the system
was aligned over the sample. b) Image of θ of the same section of
muscovite. c) Vector plot using the values of θ. d) Topography of the
mica step showing a change in height of ≈ 673 nm.
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(a) (b)
(c)
Figure 5.32. a) Zoomed image of S of the same piece of Muscovite,
showing structural defects in the crystal that were resolved on the
order of ≈ 100 nm. b) Image of θ. c) Topography of the image
showing that it was an actual structural defect of the crystal and not
topographical variation.
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(a) (b)
(c)
Figure 5.33. a) Image S from figure 5.30(a) with the line cut section
marked with a line. b) Image S from figure 5.31(a) with the line cut
section marked with a white line. c) The line cut data from the figures
in a) and b) showing nearly identical results. (The data was offset for
visualization purposes.)
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(a)
(b)
Figure 5.34. Histograms of the distribution of S in the images found
in figures 5.30(a) (Blue) and 5.31(a) (Red). (The data was slightly
offset downward to display both plots effectively.) a) The distribution
of S over the entire image. b) The distribution of S over an area across
the center section of each image.
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(a)
(b)
Figure 5.35. Plots of the Gaussian peak functions fitted to the distri-
bution of S in the images found in figures 5.30(a) (Blue) and 5.31(a)
(Red). The data was scaled to display near perfect overlap. a) The
Gaussian fits for the distribution peaks of S over the entire image. b)
The Gaussian fits for the distribution peaks of S over a area across
the center section of each image.
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5.8 Information Extraction of Muscovite Samples
Multiple measurements of different areas of the sample were performed, where we
were able to extract different values of S at different heights (see figure 5.36). From
each measurement a value for the birefringence ∆n was extracted, to yield an average
value of ≈ 1 ×10−3. Through this method the function of S includes any background
retardance that come from sample defects or experimental error. To eliminate any
background terms that exist on all measurements we plotted ∆Sλ
2pi
versus the change
in height (∆h) (see figure 5.37). Figure 5.37(a) depicts good agreement to what was
obtained before and falls within what was expected, which can range from 0 to approx
3 ×10−3 (see Appendix-J).
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(a) (b)
(c) (d)
Figure 5.36. Measurement on mica with multiple layers exposed. a)
Image of S. b) Image of θ of the same area of muscovite. c) Vector
plot using the values of θ, showing how the crystal layers are oriented
in the same direction. d) Topography showing a multitude of steps.
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Figure 5.37. Plot of ∆Sλ
2pi
versus the ∆t, to yield values of ∆n that are
equivalent to the slope of the fitted line, yielding ∆n ≈ 0.0013.
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6. LIPID SAMPLE PREPARATION
This chapter will outline the procedures used in creating planar supported lipid bi-
layers on glass substrates. The method used for creating hydrophilic glass substrates
will be presented. Vesicle fusion and Langmuir trough techniques are outlined for
creating supported planar bilayers.
6.1 Glass Preparation
Preparing the glass included the removal of any organic material from the surface
as well as making the surface as hydrophilic as possible. To do this the glass surface
was adjusted to contain silanol groups (Si − OH). This could be done by either
thermally growing oxides on the surface [50], or by wet-chemical means. [51]
The method, of glass preparation within this study consisted of sonicating the
glass cover slips in detergent and deionized (DI) water separately for ∼ 15 − 20 min-
utes each. This was followed with a wet-chemical oxidation process using a piranha
solution (H2SO4 : H2O2 = 3 : 1) for about 5 mins. The cover slips were then rinsed
and sonicated for ∼ 30 mins in DI water and finally thermally dried.
6.2 Planar Bilayer Formation-Through Vesicle Fusion
Supported bilayers were formed on hydrophilic glass substrates by vesicle fusion
[52, 53]. 1.0 - 0.5 mg/ml of 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) in
100mM NaCl : 30mM NaH2PO4 was sonicated at ≈ 60◦C until clear to create small
unilamellar vesicles (SUVs). 100 µL of solution was placed on the glass substrates
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and left to equilibrate at room temperature for ≈ 30 mins. The samples were then
baked at 60◦C for 45 mins to 1 hr. They were then rinsed, and either rehydrated and
characterized with the AFM, or kept at 100% relative humidity in a chamber until
imaged using the PM-NSOM system.
Vesicle fusion is a process where unilamellar vesicles are taken and placed over
a substrate, where they are left to fall upon the surface. The temperature is then
raised so the lipids are well into the Lα state (for DPPC 60
◦C is utilized because it is
≈ 15◦ over the Lα transition temperature). This increases the diffusion coefficient so
that the membrane flows across the surface. After a given time the substrate is fully
covered by a planar membrane.
6.2.1 Langmuir Trough
Samples that were prepared with a Langmuir trough used 1 mg/ml of DPPC dis-
solved in chloroform placed in the trough until ≈ 30 mN/m was achieved, creating
a lipid monolayer on the surface of the water in the trough. A glass coverslip, pre-
viously submerged in the trough, is slowly brought up through the monolayer while
maintaining the lateral surface pressure to create an even transfer. This creates a
monolayer of DPPC on the cover slip. Next the trough was equilibrated, followed by
holding the cover slip over the trough with the monolayer facing the surface. The
cover slip was then pressed quickly down onto the surface of the trough, in an at-
tempt to combine the two monolayers together. This creates a continuous membrane
very similar to what was obtained with vesicle fusion. The most significant difference
between the two methods is that the bilayer is under constant lateral pressure when
prepared on the trough.
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7. SAMPLE CHARACTERIZATION
To characterize the supported membranes on glass substrates AFM was used to obtain
high lateral (∼10 nm) and height (∼0.5 nm) topographical information. The meth-
ods primarily used were fluid tapping and contact modes with probes having spring
constants (k) ranging from ≈ 0.06 to 0.56 N/m, where the softer probes were pri-
marily incorporated in contact mode and the stiffer ones were used in tapping mode.
Before characterizing the final sample, characterization of the substrate was neces-
sary. We desired a very smooth, clean, hydrophilic surface to support our lipid bilayer
samples. To remove all surfactants and prepare a hydrophilic surface we placed the
glass in a piranha solution, (discussed in Chapter 6.1). Because the piranha solution
oxidized the silica surface, layers of material were removed in the process. Hence, a
topographical characterization of the glass after the oxidation is paramount.
First AFM measurements were conducted using Fisherbrand plain microscope
slides cleaned with detergent and DI water (see figure 7.1). From the topographical
data analysis the substrate’s characteristic groves and roughness of ≈ 14 nm rms were
obtained. Slides were treated with concentrations of piranha solution ranging from 3:1
to 4:1 for times raging from 2 to 6 minutes. Glass slides treated with 3:1 concentration
of piranha solution for ≈ 2 mins, displayed the least surface modification of the trials.
From the images it was apparent that the roughness decreases substantially, to ≈
0.8 nm rms. During the process we removed the groves and create a very bumpy
substrate, as seen in figure 7.2. Along with the previous features mentioned, holes as
deep as ∼50 nm were observed frequently across the sample.
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(a) (b)
Figure 7.1. AFM image of Fisherbrand plain microscope slides cleaned
with detergent and DI water. a) Topographical contrast image of a
Fisherbrand Plain microscope slide. b) Topographical map of the
surface of a Fisherbrand Plain microscope slide.
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(a) (b)
Figure 7.2. AFM images of glass slides treated 2 minutes with piranha
solution 3:1. a) Topographical contrast image of a glass slide treated 2
minutes with piranha solution. b) Topographical map of the surface.
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The procedure discussed in Chapter 6 was followed which includes placing DPPC
on the glass slides similar to those seen in figure 7.2. The observed surface roughness
increased from 0.8 nm without the lipid to about 1.3 nm with the lipid material. It
was evident with figure 7.3 that the membrane did not flatten over the substrate, but
rather bent slightly to follow the contour of the surface below it. This corresponds
with what has been observed with lipid bilayers supported on silica xerogel substrates
[54–56]. Here we observed that in order to create a sample where the lipid bilayer
was planar and continuous across the surface of the substrate, a better surface was
required.
In an attempt to find a smoother substrate, we looked at using a type of glass that
may not be as rough prior to the piranha treatment. Fisherbrand precleaned coverslips
were then chosen to be tested (see figure 7.4) which have an initial roughness of ≈
0.5 nm rms. They were prepared, as discussed in Chapter 6.1, using concentrations
of 3:1 and 4:1. AFM measurements were made, revealing that the observed surface
roughness increases ∼ .5 nm rms, seen in figure 7.5. This corresponds well with what
has been reported in other measurements [?]. The (3:1) concentration consistently
yielded a smoother surface, as compared to the (4:1) concentration of piranha solution.
Also, beyond the 4-5 minutes used for the (3:1) piranha treatment , the cover slips
became brittle and were not suitable for use.
Having an suitable hydrophilic substrate, the procedure in Chapter 6 was followed,
using the (3:1) piranha treated glass. The result was a single lipid bilayer covered
substrate, as seen in figure 7.6. While comparing figures 7.5 and 7.6, it was difficult
to determine if the substrate was lipid or glass.
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(a) (b)
(c) (d)
Figure 7.3. DPPC bilayer supported on Fisherbrand Plain microscope
slides treated with piranha solution (3:1) ∼2 mins. a) 5 µm × 5 µm
topographical contrast image of the sample. b) 5 µm × 5 µm topo-
graphical surface plot of the sample. c) 2 µm × 2 µm topographical
contrast image. d) Zoomed in section of a 2 µm × 2 µm topographical
surface plot.
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(a) (b)
(c) (d)
Figure 7.4. AFM images of Fisherbrand Precleaned coverslips. a) 2
µm × 2 µm topographical contrast image. b) 2 µm × 2 µm topo-
graphical surface plot. c) 1 µm × 1 µm topographical contrast image.
d) 1 µm × 1 µm topographical surface plot.
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(a) (b)
Figure 7.5. AFM images of cover slips treated with piranha solution
with a) concentrations 3:1 b) concentrations 4:1.
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(a) (b)
(c) (d)
Figure 7.6. AFM images of DPPC supported on piranha treated
Fisherbrand Precleaned coverslips. With the given parameters a sup-
ported planar continuous membrane on glass is obtained. a) 2 µm ×
2 µm topographical contrast image. b) 2 µm × 2 µm topographical
surface plot. c) 1 µm × 1 µm topographical contrast image. d) 1 µm
× 1 µm topographical surface plot.
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(a) (b)
Figure 7.7. AFM images of a hole in a DPPC bilayer supported on
glass a) 2.6 µm × 2.6 µm topographical contrast image b) 2.6 µm ×
2.6 µm topographical surface plot.
7.1 Lipid or Substrate?
The first and most reliable method of determining if lipids were present on the
sample, was to find the edge of the coverage area and find a hole. By looking at a
hole in the sample, as seen in figure 7.7, the height of the bilayer can be determined
by the AFM. Figure 7.8 displays a line cut of data that spans from the sample to
over the hole, where the height was determined to be ≈ 5.3 nm. This height agreed
with previous reported values of supported bilayers of DPPC [14]. Full membrane
coverage across the substrate created difficulty locating holes.
To circumvent this dilemma a quick qualitative measurement was introduced to
reveal the substrates properties. As explained in Section 5.6.1, performing a force
measurement and plotting the cantilever’s interaction with the surface yielded infor-
109
Figure 7.8. Line cut of a 2.6 µm × 2.6 µm topographical contrast
image of a hole in a DPPC bilayer supported on glass showing a
height difference of ≈ 5.3 nm from the substrate to the top of the
bilayer.
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mation about the adhesion and ”softness” of the surface. Looking at the force curve
of glass in figure 7.9(a), we were able to see that as the probe makes contact with the
glass it experienced a very small attractive force. When the cantilever was retracted,
the adhesion forces were negligible. To inspect a fully covered surface the same
measurement was performed to qualitatively determine that the material was more
malleable than a hard substrate like glass. Also we saw that the sample interacted
with the probe for a longer separation of the measurement, yielding a larger adhesion
force as seen in figure 7.9(b). To compare the force curve of a lipid substrate to that
of glass, every measurement was not necessary, unless the exact adhesion forces were
to be desired. For qualitative purposes, simple observations of the curve shape was
sufficient, assuming that the probe type had not changed between measurements.
This method proved to be a quick qualitative means of determining if the surface was
lipid covered or glass.
The final method proposed was to make a hole in the membrane with the cantilever
and determine the height of the lipid in question. To make a hole a small region ( ≈ 1
µm × 1 µm) was selected, utilizing contact mode to scan the area quickly with a very
low set point (i.e., the probe deflection from the sample was set higher resulting in
a larger force against the substrate). The idea was that the AFM probe was pushed
into the sample, until the probe met the substrate. The hole was opened by quickly
scanning back and forth. The probe was then separated from the substrate and a
softer scan of a larger area occurred in an attempt to yield the hole. An example can
be seen in figures 7.10 and 7.11. The line cut was then analysed to determine the
depth. The method of making the hole within the membrane was time consuming
and dependent on how the membrane re-formed based on experimental conditions.
In consequence it was not used often.
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(a)
(b)
Figure 7.9. a)Force curve illustrating a cantilever’s (k ≈ .27 N/m)
deflection as it comes into contact with the glass surface. When the
probe was retracted, the defection was minimal. b) Force curve of
a cantilever’s deflection as it made contact with the surface of the
supported DPPC bilayer. When the probe was retracted, there was
a noticeable adhesion force on the probe.
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(a) (b)
Figure 7.10. AFM images of a 1 µm × 1 µm hole in a DLPC bilayer
supported on glass a) 5 µm × 5 µm topographical contrast image b)
5 µm × 5 µm topographical surface plot.
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Figure 7.11. Data plot of a section of the AFM image found in figure
7.10. The change in height is ≈ 4 nm, which fall in the range of the
accepted value with an error of ± 0.5 nm [57].
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8. NEAR-FIELD POLARIZATION MODULATION
STUDIES OF SUPPORTED LIPID BILAYERS
PM-NSOM measurements presented in this section were conducted on supported
lipid bilayers, created by vesicle fusion using the method described in Chapter 6.
The samples were placed in a humid chamber for at least one day to ensure the water
layer on top of the membrane was thinner than 20 nm, suitable to collect NSOM data.
All were conducted at 100% relative humidity, to ensure the lipid bilayer remained
fully hydrated and presented the characteristic acyl chain tilt of ≈ 32◦ in the Lβ′
phase. The system was aligned using the method described in Section 5.3. The
measurements were taken at room temperature, with scan times ranging from 100 ms
to 300 ms per point, where I1ω, I2ω, ∆S, θ and topography data were collected with
a custom written LabView computer program.
S and | θ | images from the PM-NSOM measurements of DPPC supported bilayers
are shown in figure 8.1. The black arrow in figure 8.1(c) points to a region where
there is a 90◦ discontinuity in θ. This was associated with a hole in the sample. From
the image of S, a measured ∆S of ≈ 3.9 ± 0.4 mrad was obtained by taking the
average S inside the hole and subtracting from a region away from the determined
edge. This gave further support for the discontinuity in θ being associated with a
hole.
With the value for S of a lipid bilayer, we were able to establish the birefringence
(ne − no) = ∆Sλ2pit , which was ≈ 0.073 ± 0.008, using the value of λ = 632.8 nm and t
of ≈ 5.3 nm [58]. From the birefringence, as described in Chapter 4.3, other physical
properties, such as the polarizability αij were determined. Prior to the determination
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(a) (b)
(c) (d)
Figure 8.1. PM-NSOM picture of DPPC supported on glass, a) Image
of S. b) Image of the absolute value of θ, to better outline the bound-
ary of the hole. c) Vector plot created from the image of θ. Where
the direction of the arrows are the direction of the projection of the
acyl chains in the lipid region. d) Topography of the sample. Because
the tip’s diameter was larger than the hole’s size we were not able to
resolve its structure, therefore we have the resulting flat topography
image.
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of αij, the indices of refraction along the length and diameter of the acyl chains were
needed. From Appendix I we used
(ne − no) = neff
cos(ψ)
− n⊥, (8.1)
where neff is the effective index of refraction that the extraordinary ray experiences
as it passes through the material, ψ is the angle the extraordinary ray has relative to
the ordinary ray, and n⊥ is the index of refraction perpendicular to the direction of
the acyl chains. From this information we use
neff
cos(ψ)
−n⊥ = 1
sin
(
arctan
(
n‖2
n⊥2
cot(φ)
)
+ φ
) n⊥n‖√
n⊥2 sin2(φ) + n‖2 cos2(φ)
−n⊥, (8.2)
from Chapter 4.1 to determine the index of refraction along the acyl chains (n‖ =
1.654), assuming that n⊥ = 1.4 [15] and φ is = 32◦ [59].
Using equation 8.2 and the relationships found in Appendix B, the transverse (αt)
and longitudinal (αl) polarizabilites for the two acyl chains were determined to be,
αt = 44.2A˚
3
and αl = 94.4A˚
3
, assuming the area per lipid (A) and acyl chain length
(l) were 47.9 A˚
2
and 17.2 A˚ respectively [17]. The numbers here are fairly close to
the theoretically calculated values of a single palmitic acid (C16) αt = 25.14 A˚
3
and
αl = 45.8 A˚
3
[15, 29].
Deepening the analysis of figure 8.1, we measured a ∆S of ≈ 0.0075 mrad at the
determined edge of the hole. We expected that the lipid molecules orient themselves
differently around the edges. Because water was present, the lipid bilayer forms a
boundary at an edge where the acyl chains orient at a higher angle to enclose the
membrane. We then used the equation 8.2, and solved for an average 〈φ〉 of ≈ 47.44◦
of the acyl chains, using n‖ = 1.654 and assuming the thickness doesn’t increase
significantly around the edge.
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8.1 Measurements on Non-continuous Lipid Bilayers
To complement the previous results, further information was extracted from the
images of non-continuous DPPC supported bilayers in figures 8.1 and 8.5. From the
images in figure 8.1 we were able to determine that the sample is not uniform across
the substrate by looking at the topography, seen in figure 8.2(d). Furthermore we
were able to see discontinuities in both θ and S. Because S is a function of φ, as φ
−→ 0 the acyl chain projections should posses the same behavior. Where boundaries
occur across the sample, higher values of 〈φ〉 are expected, therefore the values for the
projection length were scaled higher and likewise for the opposite condition. Using
this information we were able to combine both quantities to develop an image of
the acyl chain projections on the plane of the surface scaled by S, found in figure
8.2(c). The image in figure 8.2(c), better describes how the acyl chains were oriented
throughout the membrane. With further analysis we were able to use the information
in figure 8.1 to look at the distribution of S, seen in figure 8.4(a), and determined
there was a ∆S of ≈ 4 mrad. From this we observed a large distribution of S on
the higher peak, which we expected from a sample with many holes because of the
increase in φ due to the increase of 〈φ〉 around the edges.
A line cut of the data was also performed (see figure 8.4(b)) analyzing S along
a line across the sample. Doing so we were able to use the graph in figure 8.4(c),
and measure the average S at points 1 and 2 on the graph. Points 1 and 2 were
chosen to select a region that was in the hole and one that was at a region away from
any edges. The result was ∆S ≈ 3.8 ± 0.6 mrad, in close agreement with previous
results. From a separate set of images of the same sample, shown in figure 8.5, a ∆S
of ≈ 3.9 ± 0.4 mrad was extracted from figure 8.5(a). To calculate this value, we
used the topography image in figures 8.5(c) and 8.5(d) to locate a hole, circled and
labelled “1”. A value of S was measured in the hole and then on another position of
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the sample away from any detectable imperfections. As previously described it was
apparent from figure 8.5(b), that the membrane’s 〈φ〉 was non-continuous across the
substrate.
To further illustrate the length scale of the hole regions of the sample, we measured
over a larger area ( 3.2 µm × 3.2 µm) and a step size (∼ 100 nm), shown in figure
8.6. Initially it seemed that S was fairly constant across the surface. Nevertheless, in
observing the deviations of S we were able to measure changes in ∆S ranging from
1.3 mrad to 1.7 mrad. If we assumed that 〈φ〉 is 32◦ at a corresponding S value of
≈ 3.8 mrad,〈φ〉 across the surface ranges from ≈ 23◦ to 40◦. Such results adhere
to the physical properties of a sample with boundaries that cause the membrane
to buckle resulting in large deviations of φ. Beyond the qualitative observation, we
also further illustrated the high resolution capabilities of NSOM. The results from
this study support the rationalization that PM-NSOM is a useful tool in studying
localized structural changes in lipid systems.
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(a) (b)
(c) (d)
Figure 8.2. 2.05 µm× 2.05 µm image of a DPPC membrane supported
on glass, with a 32 nm step size. From the images we determined that
the sample had many holes. a) An image of S. b) Vector graph of
the projection θ. c) Vector graph of the projection θ scaled by S,
showing a decrease in vector length that correspond to the acyl chain
tilt φ. d) Image showing the map of the surface, extracted from the
topography.
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Figure 8.3. Larger representation of a vector graph of the projection
θ scaled by S shown in figure 8.1.
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(b) (c)
Figure 8.4. a) Image of the distribution of S in figure 8.1, having a
peak at 8.1 mrad and 12.1 mrad yielding a ∆S of ≈ 4 mrad. b) Image
of S with a line displaying where the section of data was analysed. c)
Line cut data, showing S in mrad as a function of distance across the
selection. We measure the value at point 1 and 2 and obtain a ∆S of
≈ 3.8 ± 0.6 mrad.
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(a) (b)
(c) (d)
Figure 8.5. 2.05 µm × 2.05 µm image of DPPC membrane supported
on glass, with a 32 nm step size. From the images we determined
that the sample had many holes. a) Image of S. b) Vector graph
of the projection θ scaled by S, showing decrease in vector length
that correspond to the acyl chain tilt φ, c) Contrast image of the
topography displaying many holes in the sample. “1” labels the hole
where the measurement was taken to calculate ∆S. d) An image
showing the topographical map of the surface.
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(a) (b)
Figure 8.6. 3.2 µm × 3.2 µm images of DPPC supported on glass
with many holes. 100 nm step size was performed, not resolving the
detailed structural changes found in figure 8.5 and 8.1. a) Image of S
showing a roughness around 1.7 mrad across the sample. b) Image of
θ showing the discontinuity, due to unresolved structural deviations
across the sample.
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8.2 Structural Defects in Lamellar Bilayers
It was previously shown how physical parameters may be extracted from the PM-
NSOM images of supported lipid bilayers in the Lβ′ phase. In this section structural
changes across a continuous bilayer were determined by measuring S and θ.
In this study samples were prepared on a Langmuir trough, utilizing the method
presented in Section 6.2.1. Unlike samples that were prepared using vesicles fusion,
where a free standing membrane was created, the lipid bilayer was consistently under
lateral pressure due to nature of the preparation, explained in Section 6.2.1. Topo-
graphically the samples prepared with the trough carried the same characteristics to
the samples that were prepared using vesicles fusion. A set of PM-NSOM images
taken from a sample prepared using a trough can be found in figure 8.7. From the to-
pography in figure 8.7(d), a large vesicle was determined to exist on the surface of the
bilayer in the top left corner of the image. From the images of S and θ we interpreted
that the lipid molecules are reordered, creating a “ripple” around the vesicle. Under
the assumption that the region away from the vesicle was in the Lβ′ state with a S of
≈ 4 mrad, we determined that the regions with lower values of S correspond to 〈φ〉
being parallel to the membranes’ normal. Also the regions with larger S values can
be interpreted as having a higher 〈φ〉, which was an expected result of a membrane
that bends or buckles.
The samples used were not imaged immediately after sample preparation. As
a result we suspected that vesicles budded from the surface to relax the membrane
from constant lateral pressure. The “ripples formed across the surface may have been
a result of this relaxation or as a consequence of the vesicle on the surface of the
membrane.
The detection of the membrane “buckling” is not unique to this PM-NSOM tech-
nique. Methods like AFM are able to resolve topographical undulations with better
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(a) (b)
(c) (d)
Figure 8.7. PM-NSOM images of a vesicle upon the surface of a
supported lipid bilayer. a) Image of S. b) Three dimensional S map
with higher regions of S correlated with larger 〈φ〉 (i.e. 〈φ〉 > ≈ 32◦),
with the opposite true for lower S regions. c) Three dimensional θ map
showing the variation of the projection of the acyl chains throughout
the membrane. d) Topography of the surface showing a large vesicle
on the surface.
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lateral resolution. Unlike AFM, measurements of θ give us the information about the
projection direction of the acyl chains. Localized reorientations of the acyl chains
within the membrane are resolvable with PM-NSOM, effects that may show no topo-
logical modifications.
8.2.1 Diffusion Measurements
Thus far we have shown how to determine structural changes across a planar
membrane in the Lβ′ phase with PM-NSOM. The work presented here was extend to
include temporal structural changes. PM-NSOM measurements of supported bilayers
prepared on a trough were imaged a varying times. Two images of the same area,
which contained a “ripple”, were analyzed (see figure 8.8). A point on a “ripple”
was chosen and the displacement was determined. (Figures 8.9(b) and 8.8(d) use
arrows to show the position of interest.) To find the displacement the resultant vector
between the vectors in each image was determined. The displacement measured, was
verified to be far larger than the stage drift determined from previous measurements
and calibrations. Through an approximation, the diffusion rate is proportional to
the average of the position squared over time, 〈r2〉 ∝ Dt. An array of points were
analyzed to obtain a value of ≈ 2 × 10−12 cm2
s
. The vesicle itself was determined to
be stationary comparing the relative distance of the S profile around the vesicle, seen
from the comparison of images in figure 8.9. Two things were learned from this, one
that these “ripples”, which were likely due to the relaxation of the membrane, seem
to diffuse with the membrane. Two, that localized diffusion rates of the membrane
substructure can be extracted using PM-NSOM.
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(a) (b)
(c) (d)
Figure 8.8. S images of “ripples” that were ≈ 62.5 min apart. a)
Image of S showing ripples around a vesicle. b) Image map of S, with
an arrow showing the vector length from a point on the stage to a
ripple section on the image. c) Image of S taken 62.5 minutes after
the first. d) Map of S, with an arrow displaying the position vector
of the ripple relative to the same position on the stage.
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(a) (b)
(c)
Figure 8.9. a) Image of S with a circled section of the intensity profile
created around a vesicle. b) Image map of S, with a circle section of
the same section found in a). c) Topography of the later S image in
part b).
129
9. TEMPERATURE INDUCED STRUCTURAL
CHANGES IN SUPPORTED LIPID BILAYERS
Temperature controlled PM-NSOM measurements were conducted on supported lipid
bilayers. The temperature was controlled to study the main phase transition of DPPC
Tm ∼ 41◦C. Using the experimental procedure described Chapter 5.5, the chamber’s
temperature was first heated beyond Tm to ensure the lipid membrane was well into
the Lα state. The NSOM probe was then engaged with the sample. The chamber
was cooled below Tm and heated back to the initial temperature. This was proven to
be the most reliable method to counter the probe crashing events that occurred due
to the expansion of the Delrin separator.
The first set of experiments consisted of taking consecutive 16 × 16 pixel images
over an area of 512 nm2 at a rate of ≈ 3.5 mins per image. All measurements were pre-
formed at 100% relative humidity, while simultaneously measuring the temperature
of the aluminium sample holder. Figure 9.1(a) shows an image of S, which yielded
a ∆S of ≈ 3.84 mrad ± 0.2 mrad at ≈ 41◦C, a temperature that can be extracted
from the graph in figure 9.1(d). A ∆S of 3.8 mrad was interpreted as the average
position of the acyl chains going from their characteristic 〈φ〉 of ≈ 32◦ to zero. This
shows that the sample transitions from the Lβ′ to the Lα state. Also, from the image
of θ, found in figure 9.1(b), a change of ≈ 21◦ was measured. (As a reminder, the
change in θ across the sample with respect to the system’s axis was measured.) The
change in θ at Tm seen in figure 9.1(b), shows a defined value for θ when the sample
was in the Lβ′ state, and goes to a different value, characteristic of the remaining
retarding elements of the system, while in the Lα state. Since θ is the direction of the
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projection of the acyl chains, when 〈φ〉 went to zero, θ is no longer well defined on
the lipid bilayer. From S, which informed us that 〈φ〉 takes a value of zero at ≈ 41◦ C
and that θ changes abruptly, we have evidence of a phase change at the characteristic
Tm for this supported planar DPPC bilayer.
The information from previous experiments was used to determine the acyl chain
motion across the image. Using the values for n⊥ and n‖, φ was solved for in equation
8.2. This information can now be implemented in the creation of a three dimensional
map of acyl chains with thier corresponding 〈φ〉. Figure 9.2 displays a three dimen-
sional representation of the acyl chains oriented across the sample (represented as
blue rods). As shown, when the membrane is below Tm, 〈φ〉 was ≈ 32◦ and below the
phase transition temperature it was in the Lα phase, where 〈φ〉 is zero.
Beyond the experiments conducted above there were additional temperature con-
trolled experiments performed, where the time per image was decreased to ≈ 50 s.
The temperature change per image was ∼ 0.05◦ C, which allowed us to be sure the
system reached equilibrium for each measurement. The results for S are seen in fig-
ure 9.3, where a ∆S of ≈ 3.5 mrad is observed across Tm. From the graph in figure
9.3(a) S was observed to take on a value of 4.7 mrad T < Tm and ≈ 1 mrad T > Tm,
which yielded the expected value for ∆S (As was noted in previous sections, only the
change in S is relevant and is why the value for S above Tm is not required to be
absolutely zero.). This translates to the acyl chains’ 〈φ〉 transitioning from ∼ 32◦ to
zero, calculated using equation 8.2. From θ in figure 9.4(c) it can be observed that
when T < Tm the uncertainty in θ was small, but when T > Tm θ was less defined.
Because θ is proportional to the projection of the acyl chains, and 〈φ〉 = 0, it was
expected that this uncertainty would exist.
Using this information φ was solved for as previously performed. A graph of the
acyl chain tilt as we passed through Tm was created (see figure 9.5(b)). From the
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(a) (b)
(c) (d)
Figure 9.1. Temperature controlled PM-NSOM 512 nm × 512 nm
images of DPPC supported on glass a) Image of S, showing a ∆ S
of ≈ 3.8 ± 0.3 mrad, indicating a change of φ of the acyl chains. b)
Image of θ, showing a change across the phase transition temperature.
c) Threshold image of S showing light regions representing regions in
the Lβ′ phase and dark regions rich in the Lα phase. d) Graph of the
temperature versus line number, confirming the point at which ∆S
occurs is ≈ 41◦C.
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Figure 9.2. Two 3D images of a pictorial representation of the acyl
chain orientation throughout the membrane (using the images in fig-
ure 9.1(a)). Each tube portrays the average position of many lipid
molecules. (The top and bottom images are from the same data and
have the chain tilt in different directions for visualization purposes
only.)
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results, a three dimensional plot of 〈φ〉 as a function of T was forged (see figure
9.5(a), where the hydrocarbon tails are represented as blue rods). From the plot it
was observed that at Tm the chains orientation changes from ≈ 32◦ to zero. These
three dimensional images were intended to better display what physically happens
around Tm according to the model used and further showcase the potential behind
PM-NSOM.
From figure 9.5(b), it was seen that 〈φ〉 fluctuated slightly as Tm was approached.
This could be due to the undulations that exist in the Pβ′ phase. A characteristic
that cannot be confirmed with PM-NSOM, which derives from that fact that the
periodicity of of the ripples are less than the diameter of the NSOM aperture [60,
61]. What was not initially evident from the data presented was that as Tm was
approached, the fluctuation of S increased, displayed in the graph of the variance
(∆S2) versus T in figure 9.6. Under a first order phase transition, the gap in energy
of the two phases begins to be ∼ kBT as T reaches Tm. Due to thermal energy from
the environment, the system fluctuates between the two phases. This behavior is
responsible for the existence of physical phenomena such as nucleation [22], where
regions of new phases initiate the transition from a point in the structure and grow
over time. From the threshold image in figure 9.1(c), as Tm ≈ 41◦C was reached, the
lipid bilayer transitions states as was previously discussed (where the regions in white
are rich in Lβ′ phase membrane and the dark Lα phase). From the graph in figure
9.1(d) the system’s temperature fell below Tm (due to experimental conditions) and
the observation of small isles began to form due to this nucleation phenomena.
The temperature where Tm was determine to occur for the heating of the lipid
bilayer in figure 9.3(a) is slightly higher than its corresponding temperature in cooling
data in figure 9.3(c). This was not expectedly due to experimental error, but related
to an additional physical phenomena referred to as super-heating and super-cooling.
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(a) (b)
(c) (d)
Figure 9.3. ∆S values from a temperature controlled PM-NSOM
measurement of DPPC supported on glass. a) Graph of ∆Savg versus
temperature as the system was heated, taken from 512 nm2 images
showing a change in S across Tm of ≈ 4 ± 0.4 mrad. b) Heating
graph of ∆Savg versus temperature, taken from ∼100 nm2 images. c)
Graph of ∆Savg versus temperature as the system was cooled, taken
from 512 nm2 images showing a change in S at Tm of ≈ 3.4 mrad ±
0.5 mrad. d) Cooling graph of ∆Savg versus temperature, taken from
∼100 nm2 images.
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(a) (b)
(c) (d)
Figure 9.4. Graphs of θ values from a temperature controlled PM-
NSOM measurement of DPPC supported on glass. a) Graph of θavg
versus temperature as the system was cooled, taken from 512 nm2
images showing well define values for T < Tm and less defined above
Tm. b) Cooling graph of θavg versus temperature, taken from ∼100
nm2 images. c) Graph of θavg versus temperature as the system was
heated, taken from 512 nm2 images showing well define values for
when the system is in the Lβ′ phase and less defined in the Lα phase.
d) Heating graph of θavg versus temperature, taken from ∼100 nm2
images.
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(a)
(b)
Figure 9.5. a) Three dimensional representation of the acyl chains
orientation, corresponding with the heating graph in figure 9.3. b)
Graph of 〈φ〉 (degrees) versus T , showing a change from ≈ 32◦ to ≈
0 at Tm.
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Figure 9.6. Graph of ∆S2 versus T , extracted from the heating data
presented in figure 9.3.
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Figure 9.7. Graph of free energy function versus Γ at various temper-
atures, where Tm is the main phase transition temperature and T
∗ is
the super heated transition temperature.
A characteristic of first order phase transitions is the presence of hysteresis. Upon
reaching Tm the phase transition should occur, both when heating and cooling the
material. The transition between states can be suppressed, and the system can exist
in a metastable state, exhibiting small fluctuations around Tm [23].
We can qualitatively describe this metastable behavior using Landau theory as
introduced in Chapter 3. Figure 9.7 is a visual representation of the free energy as a
function of order parameter at different temperatures for a super heating event (Recall
the function has the form f(Γ) = A (T − Tm) Γ2−BΓ3 + Γ4.). As the temperature of
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the system reaches Tm, there are two minimums in the function that represent where
the two phases coexist. The transition from phase one to two is suppressed, (there
is not enough energy available to go over the large energy barrier between the two
minima) and the system exist at the valley away from Γ = 0 in a metastable state.
As T > Tm the width of the valley increases, therefore increasing the variations in
Γ from the ambient thermal energy (kBT ). The variations in Γ increase until kBT is
large enough to cause a transition to the stable state at the super heating transition
temperature (T ∗). This description is how we chose to explain the increase in ∆S2
observed as T ∗ was approached, displayed in figure 9.6. With the additional evidence
of super heating and super cooling, we highlight the potential of using PM-NSOM on
supported lipid bilayers systems.
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10. CONCLUSIONS
It was illustrated how lipids membranes thermodynamically change states. In partic-
ular it was emphasized how 〈φ〉 transitions from a well defined value in the Lβ′ state
to 0◦ in the Lα state. Through electrodynamic theory it was unveiled how planar
membranes have an effective birefringence that leads to a S that is a function of φ.
A proposal was introduced to measure S to detect transitions from the Lβ′ state to
in the Lα state in supported lipid bilayers.
An introduction to AFM and it use in the characterization of substrates and
supported planar lipid bilayers was presented. Substrates and supported DPPC lipid
bilayers formed using vesicle fusion were showcased. Membrane coated samples were
confirmed height measurements yielding ≈ 5.3 nm, along with qualitative force curve
comparisons.
A detail overview of NSOM and how it was incorporated with a PEM to conduct
PM-NSOM measurements to simultaneously measure S and θ, with a lateral reso-
lution of ∼ 100 nm was presented. A method to properly align and calibrate the
system was was detailed (A crucial step to perform precise measurements of S and
θ.). An analysis of muscovite was provided to verify the reliability and capabilities of
the PM-NSOM system.
The use of PM-NSOM for measuring supported DPPC lipid bilayers was shown
to produce consistent results ( ∆S of ≈ 3.9 mrad), reducing errors in previous work
(Lee, et. al. (2002)) by a factor of 5. Using the uniaxial model proposed, S yielded
a quantity of ≈ 1.654 for n‖, using φ = 32◦ and n⊥ = 1.4. A value for translational
and longitudinal polarizabilities were then calculated (αt = 44.2 A˚
3
and αl = 94.4
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A˚
3
), which seemed to be consistent with theoretical values for a single palmitic acyl
chain of αt = 25.1 A˚
3
and αl = 45.8 A˚
3
.
PM-NSOM measurements were used to determine lateral structural differences
across planar membrane systems. Using S and θ, a projection of the acyl chains was
created to determine localized (∼ 100 nm) orientation information that is unique to
using PM-NSOM. Future work could be extended to multi-component membrane sys-
tems to distinguish lateral structural differences in 〈φ〉 (given that 〈φ〉 > 0). Asym-
metries in bilayer leaflets could be examined, where domain formation and lateral
molecular organization could be studied [62]. Lateral time evolution of these struc-
tural variations could be used to better characterize environmental effects on mem-
brane structure.
The final portion of this study demonstrated how by using PM-NSOM, first order
phase transitions were detectable in planar lipid bilayers with a lateral resolution of
∼ 100 nm. A ∆S of ∼ 3.8 mrad was measured at the expected Tm for DPPC. This
implied that 〈φ〉 transitioned from 32◦ in the Lβ′ state to 0◦ in the Lα state. Also by
assuming that S(φ = 32◦) = 3.9 mrad in the Lβ′ phase, three dimensional pictorial
models were created displaying the average orientation of the acyl chains within the
membrane across the sample. Evidence of super heating and cooling was present
when analyzing the hysteresis within the temperature dependent data (which is a
characteristic of first order phase transistors). Fluctuations of S were shown to in-
crease as the transition temperature was approached. Future work could explore the
dynamics in phase transitions of various lipid membrane system utilizing these vari-
ances in S. Multi-component systems could be explored to expose how domain size
(i.e., line tension) shifts the main phase transition temperature. With further work on
substrate modification, membrane surface interactions could be better characterized
by measuring changes in θ across the sample to determine lateral molecular organiza-
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tion. Expanding the temperature range of the current system could be beneficial in
exploring the two-dimensional molecular arrangements that exist in the sub-gel phase
of DPPC [63].
Overall it was shown how PM-NSOM measurements characterize average molec-
ular organizations in supported lipid bilayers. With S (a function of φ) and θ, high
resolution (∼ 100 nm) three dimensional orientation models of lipid molecules can be
developed. Future work should be extended to multi-component lipid systems where
localized reordering and structural deviations could be examined and better modelled.
Taking even further leaps, this work should go beyond model systems where localized
membrane alteration could help unfold new answers about cellular membrane orga-
nization and function. Using a temperature controlled PM-NSOM system introduces
an interesting tool for conducting studies in biophysics. One that should be be added
to the everlasting tools for exploring lipid membrane systems.
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A. PROPERTIES OF AN ELLIPSE
The equation for an ellipse is,
x2
a2
+
y2
b2
= 1 (A.1)
where a and b are the semi major and minor axes. We can represent this equation in
polar coordinates by equating,
x = r cos(θ), and y = r sin(θ). (A.2)
Resulting in,
r2 cos2(θ)
a2
+
r2 sin2(θ)
b2
= 1 (A.3)
Where,
r2 =
a2b2
a2sin2(θ) + b2cos2(θ)
(A.4)
At any point r1 = (x1, y1) on the ellipse, the line tangent to the point is of the form,
y = mx+ k
and at point (x1, y1)
y1 = mx1 + k. (A.5)
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By subtracting the two equations we can obtain,
(y − y1) = m (x− x1) (A.6)
Note that at point (x1, y1) the slope of the tangent line is equal to the derivative of
the ellipse.
From equation A.1 we can obtain,
y =
√(
b2 − b
2x2
a2
)
. (A.7)
Hence,
dy
dx
= −b
2x
a2
1√(
b2 − b2x2
a2
) . (A.8)
We evaluate equation A.8 at (x1, y1), where the it reduces to,
dy
dx
= −b
2x1
a2y1
= m (A.9)
Substituting equation A.9 into equation A.6 we obtain
(y − y1) = −b
2x1
a2y1
(x− x1) , (A.10)
resulting in,
x1
2
a2
+
y1
2
b2
=
x1x
a2
+
y1y
b2
= 1. (A.11)
From equation A.11 we note that at y = 0, x1x = a
2 and when x = 0, y1y = b
2.
Dividing the two expressions,
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y1y
x1x
=
b2
a2
(A.12)
From Figure A.1 we see that
y1
x1
= tan(θ) (A.13)
and
y
x
= tan(ψ) (A.14)
Revealing the following equation,
tan(ψ) =
b2
a2
cot(θ) (A.15)
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Figure A.1. Diagram of an ellipse used to display the geometry dis-
cussed in this section.
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B. PERMITTIVITY’S RELATION TO POLARIZABILITY
We begin with the dielectric response of the material,
D = oE + P, where D = iE (B.1)
where D is the displacement field, E is the macroscopic electric field, P is the polar-
ization of the material, o is the permittivity of free space and i is the permittivity
of the material (Note, that all tensors are aligned along the principle axis.). We now
use the following
P = (i − o) E and E = Elocal − LiP. (B.2)
Where Elocal is the local electric field and Li is the shape factor. We can now solve
for the permittivity using the previous equations
i =
P
E
+ o =
P
Elocal − LiP + o, (B.3)
now substituting in P = αiE
local
V
, where αi and V are the polarizability and volume of
the material, we obtain,
i =
αiE
local
V
(
Elocal − LiαiElocal
V
) + o (B.4)
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Now the final expression
i = ni
2 =
αi
(V − αiLi) + o, (B.5)
which relates the index of refraction (ni) to αi. Utilizing
αz = αavg +
2
3
(αl − αt) Ω (B.6)
and
αx = αavg − 1
3
(αl − αt) Ω, (B.7)
we are able to determine the translational (αt) and longitudinal (αl) polarizabili-
ties (αl), knowing the order parameter (Ω =
1
2
(3 cos2(θ)− 1)), ni and Li for the
corresponding lipid molecule [15].
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C. ENERGY PROPAGATION THROUGH AN
ANISOTROPIC MEDIUM
Here we will show how through an anisotropic medium the energy propagation and
plane wave propagation may not be in the same direction. We state with Maxwells
equation [26–28,64], and assuming the current density J is equal to zero,
∇×H = ∂D
∂t
, and∇× E = −∂B
∂t
, (C.1)
Where,
D , E, H, and B ∝ eiω(nc k·r−t). (C.2)
We note that ∂
∂t
and ∂
∂j
with functions of this type, is equivalent to multiplying
by −i ω and iωnkj
c
respectively [64]. We then obtain
∂E
∂t
= −iωE, (C.3)
∇× E = iω n
c
(k× E) = iωµH , ∇×H = −iωD. (C.4)
Taking the curl of both sides of the equations, results in,
−n
2
c2
k× (k× E) = µD , (C.5)
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D =
−n2
µc2
(k(k · E)− E(k · k))
=
n2
µc2
(
E− E‖k
)
=
n2
µc2
E⊥k (C.6)
Where in terms of the energy density w,
w = wE + wm
=
1
2
(E ·D + B ·H)
=
n
2c
(−(E · k×H) + (k× E) ·H)
=
n
c
k · (E×H)
=
n
c
k · S (C.7)
We know that the speed of S is equal to,
vS =
|S|
w
=
c
nkˆ · Sˆ . (C.8)
(The energy equation in differential form is -∇ · S = ∂w
∂t
[64]) The speed of the plane
wave can be written as
vk = vSkˆ · Sˆ = vS cos(Θ). (C.9)
where Θ is the direction the energy propagates relative to the wave normal in an
anisotropic medium.
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D. EXPECTED INTENSITY FOR THE ENTIRE SYSTEM
A Jones’ matrix representation of an optical set up that is able to measure the re-
tardance S and its optical orientation θ simultaneously is presented in this appendix.
First linearly polarized light (represented by vector
(
1
0
)
, which determines the sys-
tem’s axis) propagates through the Polarization Elastic Modulator (PEM) oriented
at 45◦, with a retardance of A. It then propagates through a quarter wave plate
(QWP) aligned system’s axis, followed by a sample with a retardance S and optical
orientation θ. Post sample the light travels through a QWP in the same configuration
as the first and finally through an analyzer oriented at -45◦.
 Ex
Ey
 = 1
2
 1 −1
−1 1
 .
 eipi4 0
0 e−i
pi
4
 .
 cos(θ) sin(θ)
− sin(θ) cos(θ)

.
 eiS2 0
0 e−i
S
2
 .
 cos(θ) − sin(θ)
sin(θ) cos(θ)

.
 eipi4 0
0 e−i
pi
4
 .
 cos (pi4 ) sin (pi4 )
− sin (pi
4
)
cos
(
pi
4
)

.
 eiA2 0
0 e−i
A
2
 .
 cos (pi4 ) − sin (pi4 )
sin
(
pi
4
)
cos
(
pi
4
)
 .
 1
0
 (D.1)
The resulting electric field is,
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 Ex
Ey
 = 12 (i cos (12(A+ S − 2θ))+ sin (12(A− S − 2θ)))
(cos(θ)− i sin(θ))
 −1
1
 . (D.2)
The intensity (E · E∗) is proportional to,
E · E∗ ∝ 1
2
− 1
2
sin(A) sin(S) cos(2θ) +
1
2
cos(A) sin(S) sin(2θ) (D.3)
where A = B cos (ωt), (B is the magnitude of the retardance and ω is the frequency
set by the PEM.). The signal normalized by the DC term at the first harmonic (Iω)
and the second harmonic (I2ω) are,
Iω = J1(B) sin(S) cos(2θ) (D.4)
I2ω = J2(B) sin(S) sin(2θ) (D.5)
Hence,
θ =
1
2
arctan
(−I2ω J1(B)
IωJ2(B)
)
(D.6)
and the retaradance S is,
S = arcsin
(
Iω
J1(B) cos(2θ)
)
= arcsin
( −I2ω
J2(B) sin(2θ)
)
(D.7)
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E. PHOTO ELASTIC MODULATOR ALIGNMENT
Linear polarized light oriented at angle β travels through the PEM at 45◦ (where
A = B cos(ωt)) and travels through an analyser at angle α.
 Ex
Ey
 =
 cos2(α) − cos(α) sin(α)
− cos(α) sin(α) sin2(α)

 cos (pi4 ) sin (pi4 )
− sin (pi
4
)
cos
(
pi
4
)

 eiA2 0
0 e−i
A
2

 cos (pi4 ) − sin (pi4 )
sin
(
pi
4
)
cos
(
pi
4
)

 cos(β) − sin(β)
sin(β) cos(β)
 .
 1
0
 (E.1)
The resulting E-field is,
 Ex
Ey
 = (cos(A
2
)
cos(α + β) + i sin
(
A
2
)
sin(α− β)
) cos(α)
− sin(α)
 (E.2)
and
E · E∗ ∝ 1
2
− 1
2
sin(2α) sin(2β) + 1
2
cos(2α) cos(2β)J0(B)
−J2(B) cos(2α) cos(2β) cos(2ωt) . . . (E.3)
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Figure E.1. Graph of I2ω as a function of analyzer angle α, showing
the overall signal approaching zero as it is aligned with the axis of the
PEM.
Where we can use the signal at the second harmonic (R2) and determine the intensity
at the second harmonic (I2ω) by normalizing R2 with the DC signal,
I2ω =
R2
DC
= J2(2.407)
− cos(2α) cos(2β)
1
2
− 1
2
sin(2α) sin(2β)
. (E.4)
Within the experimental limitations β can be made ∼ 0, where I2ω ≈ 0 for α = pi/4.
It can then be seen graphically in figure E.1 that a zero signal can only be obtained
when α is aligned with the PEM.
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F. PHOTO-ELASTIC MODULATOR-ALIGNMENT WITH
LINEAR POLARIZER
Linear polarized light with its resultant electric field vector pointing at 0◦ passes
through a Photo Elastic Modulator (PEM), with a retardance A = B cos(ωt) and
positioned at an angle β. The light is then analyzed with a linear polarizer positioned
at an angle α,
 Ex
Ey
 =
 cos2(α) − cos(α) sin(α)
− cos(α) sin(α) sin2(α)
 .
 cos(β) sin(β)
− sin(β) cos(β)
 .
 eiA2 0
0 e−i
A
2
 .
 cos(β) − sin(β)
sin(β) cos(β)
 .
 1
0
 (F.1)
the resulting electric field is,
 Ex
Ey
 = (cos(A
2
)
cos(α) + i cos(α− 2β) sin
(
A
2
)) cos(α)
− sin(α)
 (F.2)
With A = B cos(ωt), the intensity (E · E∗) is proportional to
E · E∗ ∝ 1
2
(
cos2(α) + cos2(α− 2β))− 1
2
J0(B) sin(2(α− β)) sin(2β)
+J2(B) cos(2ωt) sin(2(α− β)) sin(2β) + ... (F.3)
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When the first and second polarizers are aligned, α = 0,
E · E∗ ∝ 1
2
(
1 + cos2(2β)
)
+
1
2
J0(B) sin
2(2β)− J2(B) cos(2ωt) sin2(2β) + ... (F.4)
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G. SMALL ANGLE APPROXIMATIONS
G.1 Total System with Small Angle Approximations
Here small angle approximations for the total system are performed, where the posi-
tions and retardance values of the two quarter wave plates and analyzer are deviated
from their desired values. Below we have the Jones’ matrix representation of linear
polarized light travelling through a PEM (45◦) a QWP (θ) and an additional retar-
dance (∆). It then passes through an additional QWP (γ) and with an additional
retardance δ and finally through the analyzer (α).
 Ex
Ey
 =
 cos2(α) − cos(α) sin(α)
− cos(α) sin(α) sin2(α)
 .
 1 γ
−γ 1
 .
 ei(pi4 ) (1 + i δ2) 0
0 e−i(
pi
4 )
(
1− i δ
2
)
 .
 1 −γ
γ 1
 .
 1 θ
−θ 1
 .
 ei(pi4 ) (1 + i∆2 ) 0
0 e−i(
pi
4 )
(
1− i∆
2
)
 .
 1 −θ
θ 1
 .
 cos (pi4 ) sin (pi4 )
− sin (pi
4
)
cos
(
pi
4
)
 .
 eiA2 0
0 e−i
A
2
 .
 cos (pi4 ) − sin (pi4 )
sin
(
pi
4
)
cos
(
pi
4
)
 .
 1
0
 (G.1)
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And we obtain an expression for the intensity,
E · E∗ ∝ 1
2
+ sin(A)
(
(γ + θ) cos(2α)− 1
2
(δ + ∆) sin(2α)
)
+1
2
cos(A)(cos(2α) + 2(γ + θ) sin(2α)) (G.2)
where A = B cos(ωt), which yields,
E · E∗ ∝ 1
2
+ 2J1(B) cos(ωt)
(
(γ + θ) cos(2α)− 1
2
(δ + ∆) sin(2α)
)
−J2(B) cos(2ωt)(cos(2α) + 2(γ + θ) sin(2α)) + . . . (G.3)
when α = 45◦,
E · E∗ ∝ 1
2
− J1(B)(δ + ∆) cos(ωt)− 2J2(B)(γ + θ) cos(2ωt) + . . . (G.4)
Where we obtain a signal at the first and second harmonics,
R1 = −J1(B)(δ + ∆) and R2 = −2J2(B)(γ + θ) (G.5)
We can see from this that R1 is sensitive on the small deviations in the retardance
and R2 on the optical orientation of the wave plates.
G.2 Total System with Small Retardance Error
Here a similar small angle approximation is performed where the two quarter wave
plates are aligned with the system’s axis and a sample with a retardance S and
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orientation θ. The wave plates can be aligned by minimizing the intensity of the
system with the PEM off, using the polarizers. Below the Jones’ matrix representation
is used to describe linear polarized light travelling through a PEM (45◦) a QWP (0◦)
and with an additional retardance (∆). Followed by travelling through a sample of
retardance S and oriented at a position (θ). Then passing through a QWP (0◦) and
finally through an analyzer (-45◦).
 Ex
Ey
 = 1
2
 1 −1
−1 1
 .
 ei(pi4 ) 0
0 e−i(
pi
4 )
 .
 cos(θ) sin(θ)
− sin(θ) cos(θ)
 .
 eiS2 0
0 e−i
S
2
 .
 cos(θ) − sin(θ)
sin(θ) cos(θ)
 .
 ei(pi4 ) (1 + i∆2 ) 0
0 e−i(
pi
4 )
(
1− i∆
2
)
 .
 cos (pi4 ) sin (pi4 )
− sin (pi
4
)
cos
(
pi
4
)
 .
 eiA2 0
0 e−i
A
2
 .
 cos (pi4 ) − sin (pi4 )
sin
(
pi
4
)
cos
(
pi
4
)
 .
 1
0
 (G.6)
where A = B cos(ωt), B, and ω are the the amplitude and the frequency of the
oscillations set by the PEM.
From this we obtain the following expression proportional to the intensity, (only
first order terms were included in the expression),
E · E∗ ∝ 1
2
+ 1
2
sin(A)(∆ cos(S) + cos(2θ) sin(S))
+1
2
sin(S) cos(A) sin(2θ) (G.7)
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where A = B cos(ωt), which yields
E · E∗ = 1
2
+ J1(B)(∆ cos(S) + cos(2θ) sin(S)) cos(ωt)
−J2(B) sin(S) sin(2θ) cos(2ωt) + . . . . (G.8)
With the signals at the first and second harmonic being,
R1 = J1(B)(∆ cos(S) + cos(2θ) sin(S))
R2 = −J2(B) sin(S) sin(2θ) (G.9)
This shows how small retardance errors in the alignment translate to R1.
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H. MINIMIZING SYSTEM OVER SAMPLE
The expressions for a desired measurement of ∆ across the sample is presented in this
appendix.
 Ex
Ey
 = 1
2
 1 −1
−1 1

 eipi4 0
0 e−i
pi
4

 cos(γ) sin(γ)
− sin(γ) cos(γ)

 eiS2 0
0 e−i
S
2

 cos(γ) − sin(γ)
sin(γ) cos(γ)

 cos(θ) sin(θ)
− sin(θ) cos(θ)

 ei δ2 0
0 e−i
δ
2

 cos(θ) − sin(θ)
sin(θ) cos(θ)

 eipi4 0
0 e−i
pi
4

 cos (pi4 ) sin (pi4 )
− sin (pi
4
)
cos
(
pi
4
)

 eiA2 0
0 e−i
A
2

 cos (pi4 ) − sin (pi4 )
sin
(
pi
4
)
cos
(
pi
4
)

 1
0
 (H.1)
where A = B cos (ωt), δ and θ are the retardance and orientation for the first element,
and S and γ are the retardance and orientation for the second element. The resulting
electric field is,
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 Ex
Ey
 = (12(i cos(γ) + sin(γ))(cos( δ2)(cos(12(A+ S − 2γ))
−i sin(1
2
(A− S − 2γ))) +
sin( δ
2
)(cos(1
2
(A− S + 2γ − 4θ)) +
i sin(1
2
(A+ S + 2γ − 4θ)))))
 1
−1
 (H.2)
The intensity is proportional to
E · E∗ ∝ 2(1
4
− 1
8
sin(A)(cos(2γ)(1 + cos(δ)) sin(S)−
2 cos(2γ − 4θ) sin(S) sin2
(
δ
2
)
+
2 cos(S) cos(2θ) sin(δ)) +
1
8
cos(A)((1 + cos(δ)) sin(S) sin(2γ)+
2 sin(S) sin2
(
δ
2
)
sin(2γ − 4θ) + 2 cos(S) sin(δ) sin(2θ))) (H.3)
We then obtain signal at the first harmonic (R1),
R1 = −J1(B)2 (cos(2γ)(1 + cos(δ)) sin(S)−
2 cos(2γ − 4θ) sin(S) sin2 ( δ
2
)
+ 2 cos(S) cos(2θ) sin(δ)) (H.4)
And signal at the second harmonic (R2),
R2 =
J2(B)
2
(1 + cos(δ)) sin(S) sin(2γ) + 2
sin(S) sin2
(
δ
2
)
sin(2γ − 4θ) + 2 cos(S) sin(δ) sin(2θ))) (H.5)
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Both θ and γ are made equal through the alignment process. We then obtain,
R1
DC
= −J1(B) cos(2γ) sin(S + δ) (H.6)
and
R2
DC
= J2(B) sin(2γ) sin(S + δ). (H.7)
Hence we can determine both ∆S and relative orientation from the expressions above.
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I. BIREFRINGENCE
The birefringence (ne − no) is shown how to be extracted from the retardance in
an anisotropic material. An expression relating the birefringence to the indices of
refraction along the different directions of the object will be derived. The phase shift
in the electromagnetic radiation, also known as the retradance (S),
∆S =
2pi∆nt
λ
(I.1)
where ∆n is the difference in the indices of refraction, t is the thickness of the material
and λ is the wavelength of light. Depending on the orientation φ of an anisotropic
material’s indicatrix, the light passing through will emerge in two beams, the extraor-
dinary and ordinary rays, shown in figure I.1. For such a system the ∆n becomes
(ne − no). Yielding,
∆S =
2pi(ne − no)t
λ
(I.2)
The light propagating in the ordinary direction a distance t maintains the index of
refraction of the perpendicular component of the indicatrix (n⊥). The extraordi-
nary ray experiences and effective index of refraction (neff) along the path distance
equivalent to t
cos(φ)
. This yields the expression for the birefringence
(ne − no) = neff
cos(ψ)
− n⊥. (I.3)
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Figure I.1. Representation of the extraordinary and ordinary rays,
passing through an anisotropic material, with its indicatrix oriented
at an angle φ.
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By using the properties of an ellipse where tan(ξ) =
n‖2
n⊥2
cot(φ) ( ξ is the angle the
extraordinary ray makes with direction along n‖) and ψ = pi2 − φ − ξ. We then
obtain
1
cos(ψ)
=
1
sin(arctan(
n‖2
n⊥2
cot(φ)) + φ)
. (I.4)
We then can solve for neff, yielding
neff =
n⊥n‖√
n⊥2 sin2(φ) + n‖2 cos2(φ)
. (I.5)
The final result becomes,
neff
cos(ψ)
− n⊥ = 1
sin(arctan(
n‖2
n⊥2
cot(φ)) + φ)
n⊥n‖√
n⊥2 sin2(φ) + n‖2 cos2(φ)
− n⊥. (I.6)
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J. MUSCOVITE BIREFRINGENCE CALCULATION
An in depth calculation to determine the birefringence of Muscovite using its indica-
trix is performed in this appendix. First the optical data for a Muscovite crystal,
Z = b; X ∧ c = 0◦ − 5◦; Y ∧ a = 1◦ − 3◦ nα = 1.552-1.576, nβ = 1.582-1.615, nγ =
1.587-1.618 [1].
Where nγ is along the b-axis, nβ along the a-axis and nα along the c-axis of the bravis
lattice of the crystal.
We can solve for the birefringence (ne−no) and determine the following expression
from the parameters given
ne − no = nαnγ√
nγ2 sin
2(δ) + nα2 cos2(δ)
− nβ, (J.1)
where δ is the angle the c-axis makes with the a-axis, and all indices of refraction
correspond to those of the indicatrix. The expression found in equation J.1 can be
used to determine ne − no to be ≈ 0.0025 for: δ = 5◦, nα = 1.552, nβ = 1.615, nγ =
1.618. We can use figure J.1 to illustrate the possible values for ne − no as the angle
of the c-axis is changed. The area under the curve consist of possible value for the
birefringence of the crystal.
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Figure J.1. Graph of ne − no as a function of δ, illustrating how the
resulting values change as the angle the c-axis makes with the a-axis
increases.
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K. APPLICATION NOTES
This appendix contains a few applications notes to assist with a few experimental
details presented in this thesis.
K.1 Lock-in Amplifier Signal
When analyzing the signal from the lock-in amplifiers it is be useful to understand
the function it uses to measure the signal. A lock-in amplifier first amplifies the input
signal and multiplies that signal by a pure sine function at the frequency determined
by an input reference signal. The resulting signal is of the form,
As,r sin (ωst+ θs) sin (ωrt+ θr) (K.1)
where As,r is the amplitude of the product of the reference and signal voltage ampli-
tudes. Also, ωs, ωr, θs, and θr are the frequency of the signal and reference as well as
their corresponding phases.
From this we can use the identity,
sin(A+B)sin(C +D) =
1
2
(cos((A− C) + (B −D)) − cos(A+B + C +D))
(K.2)
Hence equation K.1 can be written as,
As,r
2
(cos ((ωst− ωrt) + (θs − θr))− cos (ωst+ ωrt+ θs + θr)) (K.3)
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The condition, ωs = ωr is sought after. Using a low-pass filter, the frequencies above
the DC term of this signal can be filtered out. This leaves a phase sensitive equation,
Aout =
As,r
2
(cos (ϕ)) (K.4)
where information about the amplitude (A) and the effective phase ϕ = ωst − ωrt
can be extracted. The data expressed is either in terms of A and ϕ or x = Acos(ϕ)
and y = Asin(ϕ).
This gives the lock-in amplifier the advantage of measuring filtered small oscillating
signals, with phase sensitive capabilities. In the experiments presented in this work,
the lock-in is used to measure signals at various frequencies. The signal created by
the PEM is a sine wave referenced at ≈ 41kHz. The rms of the measured signal is
returned (for a sine wave is A√
2
). For the DC component of our signal from the photo
detector, the signal is mechanically choppped at a particular frequency that ranges
from 300 - 1000 Hz. The resulting signal is a square wave function, which can be
expressed in terms of a Fourier series,
2A
pi
(
sin(ωt) +
sin(3ωt)
3
+
sin(5ωt)
5
+ ...
)
(K.5)
where with the lock-in only the rms of the first component is measured, A
2
(sin(ωt)).
This results in a final signal of R1
DC
or R2
DC
to have a form of,
Iω =
R1
DC
−→ R1pi
2DC
and I2ω =
R2
DC
−→ R2pi
2DC
(K.6)
Understanding the principles of lock-in measurements, correlates with extracting the
correct information from the signals. With phase sensitive detection background
noise from any additional system instabilities that may exist are diminished using
this instrument in the measurements.
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(a) (b)
Figure K.1. Schematic and picture of the tranimpedance amplifier. a)
Schematic of the current amplifier. With R being a resistance of ≈ 1
MΩ, the capacitors to ground on the power supply inputs were .1 µF
and 6.8 µF (electrolytic). b) Picture of the transimpedance amplifier
used in the experiments.
K.2 Signal Detection
To eliminate the impedance matching problems that occur when trying to measure
currents on different instruments, it was desirable to amplify and convert the signal
to a voltage before being analyzed. To do so an operational amplifier was utilized in
the transimpedance configuration. A THS4601 was used to obtain a low noise high
gain over the set of frequencies needed in our experiment. Figure K.2 displays images
of the circuit design and picture of the apparatus.
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K.3 Feedback Control
How the feedback control for the piezo stage was implemented will now be dis-
cussed. As was describe in the chapter outlining NSOM, the piezo tuning fork and
NSOM probe were oscillated using a driving frequency on resonance from a voltage
generator. A lock-in measurement was performed to monitor the amplitude of the
oscillations. That signal was then sent to a feedback loop, seen in figure K.2. A set
point was then selected for the desired amplitude drop. The feedback loop subtracted
the amplitude and set point signals. The voltage then swings either positive or neg-
ative depending on the difference between the set point and signal. The resulting
signal then was sent to a piezo controller, seen in figure K.3, where it was then used
to control the position of the stage. With all of the components in the feedback
system the tip to sample distance is maintained.
K.4 Temperature Controlled Measurements
K.4.1 Probe Resonance Behaviour
When performing temperature controlled NSOM measurements it was found im-
portant to note the behaviour of the resonance response of the quartz tuning fork
and probe. The NSOM probe heated a consequence of the increase in the tempera-
ture in the chamber. Because of this the materials were expected to expand and the
properties to slightly change. It was also important to determine if the cyanoacrylate
adhesive would hold under the temperature increase, due to its maximum operat-
ing temperature of ≈ 55◦C. Figure K.4.1 displays a set of graphs that represent the
resonance response of a tuning fork and probe at different temperatures. In those
graphs the quality factor (Q) decreases along with a frequency shift upward as the
temperature rises. Over the experimental temperature range (from 22◦C to 45◦C),
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Figure K.2. Schematic of the feedback loop used to subtract the two
signals and control the position of the stage. Part 1 is used to subtract
signals at point A (the set point) and B (the monitored resonance
signal). That signal is then inverted at part 2 and factored down by
≈ 8 at part 3. Part 4 integrates the signal at a rate proportional
to the capacitance across the operational amplifier. The signals from
part 4 and 5 are then subtracted at part 5 where it is then trimmed
to adjust the maximum and minimum output voltages.
180
Figure K.3. Schematic of the circuit used to amplify the signal from
the feedback loop and supply the voltages to the piezo stage. R is 100
kΩ, the supply voltage (± V) is ≈ 130 V, RL is ≈ 5 kΩ, Rc = 100 Ω,
Cc = 68 pF, R1 = 20 Ω, R2 = 5 kΩ, and the power amplifiers used
are PA88.
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Figure K.4. Schematic of the bipolar power supply for the amplifier.
The original voltage was quadrupled from a transformer to achieve a
maximum voltage of ≈ ± 130 V. Large capacitors (CL ≈ 1000 µF) on
the output were used to trim the voltage fluctuations remaining after
the last stage of the circuit.
182
a frequency shift of ≈ 80 Hz could be observed, which translates to ≈ 3.2 Hz
C◦ . Also
the Q decreases by a fourth, which at first may sound like a bad thing, but allows
for more stability in the measurement under the condition its signal is over the noise
floor.
Retuning the system before engagements of the sample is crucial. Though there
are frequency shifts, it was not substantial enough to cause system crashes and dis-
engagements. In fact, through practice it has been found that, once the system has
stabilized the shift was not as significant and remains fairly manageable.
K.4.2 Temperature Control Circuit
The schematic of the temperature control circuit is presented (see figure K.4.2).
The device compares the signal of the sensor to the desired value, where the two
are subtracted. The device swung a voltage up or down to control the voltages on
the gates of the two transistors, which determined the direction of the current flow
through the thermal electric cooler (TEC). The power supply that fed the TEC power
is displayed in figure K.4.2. The power resistors were used to regulate the maximum
current through the TEC. Initially current values were ∼1.5 A, where that value
would typically drop as the TEC’s resistance increased with temperature.
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(a)
(b) (c)
Figure K.5. Graphs of the resonance response of a NSOM probe at
different temperatures. a) Resonance curve at room temperature,
having a central peak at 33438 Hz and a Q of ≈ 315. b) Resonance
curve at 32◦ C , having a central peak at 33471 Hz and a Q of ≈ 87.
c) Resonance curve at 45◦ C, having a central peak at 33517 Hz and
a Q of ≈ 82.
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Figure K.6. Schematic of the temperature control circuit used in the
experiment. A resistance was used as the set value desired for the
thermistor. The two were subtracted and integrated to swing the
voltage positive or negative. When this happens the voltage on the
gates of the transistors were open or closed to allow current to flow
different directions through the TEC. This either heated or cooled the
sample, depending on the current direction.
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Figure K.7. Schematic of the power supply circuit used to power
the TEC (see figure K.4.2). The resistors R1 and R2 were used to
adjust the output voltage of the regulators PT6653 and PT6641. The
resistors Ra and Rb were used to adjust the output voltage of the
LM 337 regulator. The final setup only used the LM 337, due to the
PT6641 failing over extensive use.
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