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a b s t r a c t
Cyclic codes of length 2e over Z4 are precisely the ideals of the local ring Z4[x]/〈x2e −1〉. In
this paper, we investigate the distances of cyclic codes of length 2e over Z4. The Hamming
distances of all cyclic codes of length 2e over Z4 are determined. The exact Lee distances of
some cyclic codes of length 2e over Z4 are also obtained.
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1. Introduction
Codes over rings were initiated by Blake in [3,4], where he presented generalized notions of Hamming codes,
Reed–Solomon codes, and BCH codes over arbitrary integer residue rings. Satyanarayana [13] considered the properties
of codes over Zn under the Lee metric. A landmark paper [9] has shown that certain good nonlinear binary codes can be
constructed from cyclic codes over Z4 via the Gray map. Meanwhile, cyclic codes over noncommutative finite rings were
also studied in [8]. Codes over finite rings have received much attention since then.
Cyclic codes over Z4 of odd length were studied bymany authors (see [5,9–12]). Somework has also been done for cyclic
codes over Z4 of even length. Cyclic codes over Z4 of oddly even length were studied in [2]. The generators of cyclic codes
over Z4 of length a power of 2 were determined in [1]. More generally, the structure of cyclic codes over Z4 for arbitrary
even length was obtained in [7]. It is well known that the Hamming distance of a code over finite fields or rings plays an
important role in estimating decoding error probabilities. The Hamming distance of linear codes over a finite chain ring was
studied in [11]. Various kinds of distances of negacyclic codes of length 2s over Z2a were computed in [6]. The purpose of
this paper is to study the distance distribution of cyclic codes of length 2e over Z4. We determine the Hamming distances of
all cyclic codes of length 2e over Z4 and obtain the exact Lee distances of some such cyclic codes.
2. Preliminaries
A code of length n over Z4 is a nonempty subset of Zn4, and a code is linear over Z4 if it is a Z4-submodule of Z
n
4. A linear
code C is a cyclic code if C is invariant under the permutation of Zn4:
(c0, c1, . . . , cn−1)→ (cn−1, c0, . . . , cn−2).
A cyclic code of length n over Z4 can be identified as an ideal in the quotient ring Z4[x]/〈xn − 1〉. An n-tuple c =
(c0, c1, . . . , cn−1) ∈ Zn4 is identified with the polynomial c(x) = c0 + c1x + · · · + cn−1xn−1 in Z4[x]/〈xn − 1〉, which is
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called the polynomial representation of c = (c0, c1, . . . , cn−1). If C is a cyclic code of length n over Z4, then we can define
two binary linear codes.
(1) The torsion code Tor(C) := {v ∈ Zn2|2v ∈ C};
(2) The residue code Res(C) := {v ∈ Zn2| there exists u such that v + 2u ∈ C}.
Recall that the Hamming weight of a codeword c = (c0, c1, . . . , cn−1) ∈ Z4 is the number of nonzero ci, and is
denoted bywtH(c). The Hamming distance of two codewords a, b is the number of places where they differ, and is denoted
by dH(a, b). The Hamming distance of a linear code C , denoted by dH(C), is the minimum Hamming weight of nonzero
codewords of C . The Lee weights of 0, 1, 2, 3 ∈ Z4 are 0, 1, 2, 1, respectively. The Lee weight wtL(c) of a codeword
c = (c0, c1, . . . , cn−1) ∈ Z4 is the rational sum of its components. The Lee distance of a linear code C , denoted by dL(C), is
the minimum Lee weight of nonzero codewords of C . The Lee distance plays an important role in constructing an isometry
between binary codes and quaternary codes via the Gray map (cf. [14]). Cyclic codes of length 2e over Z4 are precisely the
ideals of Z4[x]/〈x2e − 1〉. The structure of cyclic codes of length 2e over Z4 was obtained in [1] (also see [7]). We list cyclic
codes over Z4 of length 2e as follows.
Theorem 2.1. Let R4 = Z4[x]/〈x2e − 1〉. Then the ideals of R4 are
• 〈0〉
• 〈1〉
• 〈2(x− 1)i〉, where 0 ≤ i ≤ 2e − 1
• 〈(x− 1)i + 2∑i−1j=0 aj(x− 1)j〉, where 1 ≤ i ≤ 2e − 1 and aj ∈ Z2
• 〈2(x− 1)l, (x− 1)i + 2∑l−1j=0 aj(x− 1)j〉, where 1 ≤ i ≤ 2e − 1, l < i and aj ∈ Z2.
Let C be a cyclic code of length 2e over Z4. Then |C | = |Res(C)||Tor(C)|. From [7, Proposition 2.5]we can compute the number
of codewords in C. Throughout this paper, we denote R4 = Z4[x]/〈x2e − 1〉 and R2 = Z2[x]/〈x2e − 1〉, where e ≥ 2 is a positive
integer.
3. Main results
Lemma 3.1. In the ring R4, we have (x−1)2l = x2l+2x2l−1+1 for all positive integers l. In particular, (x−1)2e = 2(x−1)2e−1 =
2x2
e−1 + 2.
Proof. It is easy to show by induction on l that (x − 1)2l = x2l + 2x2l−1 + 1 for all positive integers l. Taking l = e − 1
and l = e yields 2(x − 1)2e−1 = 2x2e−1 + 2 and (x − 1)2e = 2x2e−1 + 2 in R4, respectively. Therefore, in R4 we have
(x− 1)2e = 2(x− 1)2e−1 = 2x2e−1 + 2. 
Lemma 3.2. Let v1, v2, . . . , vl ∈ {1, 3}. Then v1xi1 + v2xi2 + · · · + vlxil is invertible in R4 if and only if l is odd.
Proof. We know that R4 is local with maximal ideal 〈2, x− 1〉 and residue field Z2 (cf. [1]), so v1xi1 + v2xi2 + · · · + vlxil is a
unit in R4 if and only if it is mapped to 1 by the natural reduction, which means v1xi1 + v2xi2 + · · · + vlxil is invertible in R4
if and only if l is odd. 
Proposition 3.3. Let C = 〈2(x− 1)i〉 ⊆ R4 be a cyclic code of length 2e over Z4 for some 0 ≤ i ≤ 2e − 1. Then
(i) dH(C) = 1 and dL(C) = 2 if i = 0;
(ii) dH(C) = 2s+1 and dL(C) = 2s+2 if 2e − 2e−s + 1 ≤ i ≤ 2e − 2e−(s+1) for 0 ≤ s ≤ e− 1.
Proof. It is easy to see that binary cyclic codes of length 2e are precisely the ideals 〈(x − 1)k〉 of R2 for 0 ≤ k ≤ 2e. Note
that for some 0 ≤ i ≤ 2e − 1, the code C = 〈2(x− 1)i〉 is the binary cyclic code 〈(x− 1)i〉multiplied by 2. Combining this
with [6, Theorem 3.9], we get the results. 
Proposition 3.4. Let C = 〈(x−1)i+2∑i−1j=0 aj(x−1)j〉 ⊆ R4 be a cyclic code of length 2e over Z4where aj ∈ Z2. If 1 ≤ i ≤ 2e−2,
then dH(C) = 2 and dL(C) = 2.
Proof. Write r(x) =∑i−1j=0 aj(x− 1)j with aj ∈ Z2. If 1 ≤ i ≤ 2e−2, then[
(x− 1)i + 2r(x)] [(x− 1)2e−1−i + 2(x− 1)2e−2−i + 2(x− 1)2e−1−2ir(x)]
= (x− 1)2e−1 + 2(x− 1)2e−2 + 2(x− 1)2e−1−ir(x)+ 2(x− 1)2e−1−ir(x)
= x2e−1 + 2x2e−2 + 1+ 2x2e−2 + 2
= x2e−1 − 1 ∈ C .
Hence, we get dH(C) ≤ 2. Suppose that C has a codeword c(x) of Hamming weight 1. Then c(x) must have the form vxη ,
where v is a nonzero element in Z4 and 0 ≤ η ≤ 2e − 1. If v = 1 or 3, then vxη is invertible in R4, which implies C = 〈1〉,
a contradiction. If v = 2, then 2 ∈ C . Hence there exists a polynomial g(x) ∈ R4 such that [(x − 1)i + 2r(x)]g(x) = 2.
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According to [7, Lemma 2.3(i)], g(x) can be uniquely written as
g(x) =
2e−1∑
j=0
bj(x− 1)j + 2
2e−1∑
j=0
cj(x− 1)j,
where bj, cj ∈ Z2. So we have
2 =
[
(x− 1)i + 2
i−1∑
j=0
aj(x− 1)j
][
2e−1∑
j=0
bj(x− 1)j + 2
2e−1∑
j=0
cj(x− 1)j
]
. (1)
Reducing (1) modulo x− 1 we get 2 = 2a0(b0+ 2c0), which implies a0 = b0 = 1. This is impossible, because if b0 = 1 then
the term (x− 1)i must occur in the right-hand side of (1). Therefore, C has no codewords of Hamming weight 1. This gives
dH(C) = dL(C) = 2. 
Proposition 3.5. Let C = 〈2(x− 1)l, (x− 1)i + 2∑l−1j=0 aj(x− 1)j〉 ⊆ R4 be a cyclic code of length 2e over Z4, where aj ∈ Z2,
and l < i. If 1 ≤ i ≤ 2e−2, then dH(C) = 2 and dL(C) = 2.
Proof. Let C ′ = 〈(x− 1)i + 2∑l−1j=0 aj(x− 1)j〉, where aj ∈ Z2 and l < i. Then C ′ ⊆ C . Hence, dH(C) ≤ dH(C ′) = 2. Similar
to the discussions in Proposition 3.4, we have dH(C) = 2 and dL(C) = 2. 
In the following, we consider the case 2e−2 + 1 ≤ i ≤ 2e − 1 for an ideal of the last two types in Theorem 2.1.
Proposition 3.6. Let C = 〈(x− 1)i〉 ⊆ R4 be a cyclic code of length 2e over Z4. If 2e−2 + 1 ≤ i ≤ 2e − 1, then dH(C) = 2 and
dL(C) = 4.
Proof. If 2k−2 + 1 ≤ i ≤ 2k − 1, then (x − 1)2k = 2x2k−1 + 2 ∈ C . This implies dH(C) = 2. Note that the ring R4
is local, so the sum of a noninvertible element and an invertible element is invertible in R4. It follows that there exist no
codewords of the form vxq1 + 2xq2 in C , where v = 1 or 3, 1 ≤ q1, q2 ≤ 2e − 1 and q1 6= q2. On the other hand, from
Lemma 3.2 we can obtain that there exist no codewords of the form v1xq1+v2xq2+v3xq3 in C , where v1, v2, v3 ∈ {1, 3}, and
0 ≤ q1 < q2 < q3 ≤ 2e−1.Now, suppose that there is a codeword inC of the form c(x) = v1xq1+v2xq2 , wherev1, v2 ∈ {1, 3}
and 0 ≤ q1 < q2 ≤ 2e − 1. Let q3 = q2 − q1 and v3 = v−11 v2. Then c(x) can be written as c(x) = v1xq1(1 + v3xq3). Since
v1xq1 is a unit in R4, c1(x) = 1+ v3xq3 ∈ C . Thus, there exists g(x) ∈ R4 such that 1+ v3xq3 = g(x)(x− 1)i.
If v3 = 1, we substitute 1 for x in the above equation and obtain 2 = 0. This is a contradiction.
If v3 = 3, then 1− xq3 ∈ C . Now we denote q3 = 2ηt , where 0 ≤ η ≤ e− 1 and t is odd. Therefore,
1− xq3 = (1− x2η )
[
1+ x2η + (x2η )2 + · · · + (x2η )t−1
]
.
In light of Lemma 3.2,
[
1+ x2η + (x2η )2 + · · · + (x2η )t−1] is invertible in R4, which implies x2η − 1 ∈ C . For 2e−1 + 1 ≤ i ≤
2e − 1, since x2η − 1 ∈ C , it must be x2η + 1 ∈ 〈(x+ 1)i〉 ⊆ R2 under the natural map. From [6, Theorem 3.9] we know that
if 2e−1+ 1 ≤ i ≤ 2e− 1, then dH(C) ≥ 4. This yields a contradiction. For 2e−2+ 1 ≤ i ≤ 2e−1− 1, since x2η − 1 ∈ C , it must
be x2
e−1 − 1 = (x− 1)2e−1 + 2(x− 1)2e−2 ∈ C , and so there exists a polynomial g(x) ∈ R4 such that x2e−1 − 1 = (x− 1)ig(x).
Write g(x) as
g(x) =
2e−1∑
j=0
bj(x− 1)j + 2
2e−1∑
j=0
cj(x− 1)j,
where bj, cj ∈ Z2, then we have
(x− 1)2e−1 + 2(x− 1)2e−2 = (x− 1)i
[
2e−1∑
j=0
bj(x− 1)j + 2
2e−1∑
j=0
cj(x− 1)j
]
. (2)
It is easy to see that the term 2(x− 1)2e−2 cannot occur in the right-hand side of (2). This gives a contradiction.
Therefore, C has no codewords of the form c(x) = v1xq1 + v2xq1 , where v1, v2 ∈ {1, 3} and 0 ≤ q1 < q2 ≤ 2e − 1.
Combining the above discussions, we get that if 2e−2 + 1 ≤ i ≤ 2e − 1, then dL(C) = 4. 
For an ideal of the type C = 〈(x−1)i+2∑i−1j=0 aj(x−1)j〉where 1 ≤ i ≤ 2e−1 and aj ∈ Z2, there must be a nonnegative
integer m such that am = 1 and a0 = a1 = · · · = am−1 = 0 for 0 ≤ m ≤ i − 1, so the ideal can be written in the form
C = 〈(x − 1)i + 2(x − 1)m + 2(x − 1)m+τ r(x)〉 where r(x) is 0 or a unit and m + τ < i. Note that if r(x) = 0 then τ = 0.
We now consider the following cases.
Case I: 2e−2 + 1 ≤ i ≤ 2e−1.
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Proposition 3.7. Let C = 〈(x− 1)i + 2(x− 1)m + 2(x− 1)m+τ r(x)〉 ⊆ R4 be a cyclic code of length 2e over Z4 where r(x) is
either 0 or a unit, and m+ τ < i. If 2e−2 + 1 ≤ i ≤ 2e−1, then
(i) dH(C) = dL(C) = 2 in the following cases:
• i−m = 2e−2 and m ≤ τ ,
• i−m = 2e−2 and τ = 0 (r(x) = 0),
• i = 2e−1,m = 0, τ = 2e−2, and r(x) = 1 (that is, C = 〈(x− 1)2e−1 + 2+ 2(x− 1)2e−2〉);
(ii) dH(C) = 2 and dL(C) = 4 in the following cases:
• i−m = 2e−2 and m > τ > 0,
• i−m 6= 2e−2 (except for the case i = 2e−1, m = 0, τ = 2e−2, and r(x) = 1).
Proof. For 2e−2 + 1 ≤ i ≤ 2e−1, we first note that 2(x − 1)2e−1 = 2x2e−1 + 2 ∈ C , so dH(C) ≤ 2. According to the proof of
Proposition 3.6, there exists a codeword of Hamming weight 2 in C if and only if C contains a codeword of the form x2
η + 1
or x2
η − 1, where 0 ≤ η ≤ e− 1.
Suppose that C has a codeword of the form x2
η − 1 with 0 ≤ η ≤ e− 1. Then there exists
g(x) =
2e−1∑
j=0
bj(x− 1)j + 2
2e−1∑
j=0
cj(x− 1)j
in R4 such that
x2
η − 1 = [(x− 1)i + 2(x− 1)m + 2(x− 1)m+τ r(x)] g(x), (3)
where bj, cj ∈ Z2. By Lemma 3.1, we have x2η − 1 = (x − 1)2η + 2(x − 1)2η−1 (note that η cannot be zero). Reducing (3)
modulo 2, we get that it must be η = e−1, and furthermore bj = 0 for 0 ≤ j ≤ 2e−1− i−1 and 2e−1− i+1 ≤ j ≤ 2e− i−1,
and b2e−1−i = 1. Hence,
(x− 1)2e−1 + 2(x− 1)2e−2 = (x− 1)2e−1 + 2(x− 1)2e−1−i+m + 2(x− 1)2e−1−i+m+τ r(x)
+ 2(x− 1)2e−1
i−1∑
j=0
b2e−i+j(x− 1)j + 2(x− 1)i
2e−i−1∑
j=0
cj(x− 1)j
+2(x− 1)2e−i+m
i−1∑
j=0
b2e−i+j(x− 1)j + 2(x− 1)2e−i+m+τ r(x)
i−1∑
j=0
b2e−i+j(x− 1)j. (4)
From (4) we deduce that if x2
e−1 − 1 ∈ C , it must be 2e−1 − i + m = 2e−2, i.e., i − m = 2e−2. In this case, if m ≤ τ , then
i ≤ 2e−2 + τ . Take
g(x) = (x− 1)2e−1−i + 2(x− 1)2e−2+τ−ir(x),
and we have[
(x− 1)i + 2(x− 1)m + 2(x− 1)m+τ r(x)] g(x) = x2e−1 − 1;
ifm > τ > 0, then the term 2(x− 1)2e−2+τ must occur in the right-hand side of (4), a contradiction; if τ = 0, then r(x) = 0.
Take g(x) = (x− 1)2e−1−i and we have[
(x− 1)i + 2(x− 1)m] (x− 1)2e−1−i = x2e−1 − 1.
Suppose that x2
η + 1 ∈ C for some 0 ≤ η ≤ e− 1. Then there is a polynomial
g(x) =
2e−1∑
j=0
bj(x− 1)j + 2
2e−1∑
j=0
cj(x− 1)j
in R4 such that x2
η + 1 = g(x) [(x− 1)i + 2(x− 1)m + 2(x− 1)m+τ r(x)], where bj, cj ∈ Z2. Similarly, it must be η = e− 1.
Note that x2
e−1 + 1 = (x− 1)2e−1 + 2(x− 1)2e−2 + 2, so we have
(x− 1)2e−1 + 2(x− 1)2e−2 + 2 = [(x− 1)i + 2(x− 1)m + 2(x− 1)m+τ r(x)]
×
[
2e−1∑
j=0
bj(x− 1)j + 2
2e−1∑
j=0
cj(x− 1)j
]
. (5)
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If m 6= 0, then reducing (5) modulo x − 1 yields a contradiction. If m = 0, then reducing (5) modulo x − 1 yields
2 = 2(b0 + 2c0), which implies b0 = 1. Substituting b0 = 1 into (5) and reducing it modulo 2, we obtain
(x− 1)2e−1 = (x− 1)i + (x− 1)i
2e−i−1∑
j=1
bj(x− 1)j.
This implies it must be i = 2e−1 and bj = 0 for 1 ≤ j ≤ 2e−1 − 1. In this case, (5) gives
(x− 1)2e−1 + 2(x− 1)2e−2 + 2 = (x− 1)2e−1 + 2+ 2(x− 1)τ r(x)+ 2(x− 1)2e−1
2e−1−1∑
j=0
cj(x− 1)j
+ 2(x− 1)2e−1+τ r(x)
2e−1−τ−1∑
j=0
b2e−1+j(x− 1)j. (6)
We claim that (6) holds only if τ = 2e−2 and r(x) = 1. We first note that if (6) holds then it must have τ = 2e−2 and r(x) is
a unit, otherwise the term 2(x − 1)2e−2 cannot occur in the right-hand side of (6). Suppose that r(x) 6= 1. Then r(x) can be
written as 1+∑2e−2−1j=h dj(x− 1)j, where dj ∈ Z2, and dh = 1 for 1 ≤ h ≤ 2e−2 − 1. It follows that the term 2(x− 1)2e−2+h
must be in the right-hand side of (6), a contradiction. Summarizing the above discussions, we have the results. 
Proposition 3.8. Let C = 〈2(x−1)l, (x−1)i〉 ⊆ R4 be a cyclic code of length 2e over Z4 with l < i. For 2e−2+1 ≤ i ≤ 2e−1, (i) if
1 ≤ l ≤ 2e−2, then dH(C) = 2 and dL(C) = 2; (ii) if 2e−2 + 1 ≤ l < i, then dH(C) = 2 and dL(C) = 4.
Proof. (i) If 2e−2 + 1 ≤ i ≤ 2e−1 and 1 ≤ l ≤ 2e−2, we have
(x− 1)i · (x− 1)2e−1−i + 2(x− 1)l · (x− 1)2e−2−l = x2e−1 − 1 ∈ C .
Hence, we deduce dH(C) = dL(C) = 2.
(ii) Suppose that x2
η ± 1 ∈ C for some 0 ≤ η ≤ e − 1. Then x2e−1 − 1 = (x − 1)2e−1 + 2(x − 1)2e−2 ∈ C . So there exist
g1(x) =∑2e−1j=0 bj(x− 1)j + 2∑2e−1j=0 cj(x− 1)j and g2(x) =∑2e−1j=0 dj(x− 1)j in R4 such that
(x− 1)2e−1 + 2(x− 1)2e−2 = (x− 1)ig1(x)+ 2(x− 1)lg2(x), (7)
where bj, cj, dj ∈ Z2. If 2e−2+1 ≤ i ≤ 2e−1 and 2e−2+1 ≤ l < i, we see the term 2(x−1)2e−2 cannot occur in the right-
hand side of (7). Hence C has no codewords of the form x2
η±1 ∈ C with 0 ≤ η ≤ e−1. Since 2(x−1)2e−1 = 2xe−1+2 ∈ C ,
we get dH(C) = 2 and dL(C) = 4. 
Proposition 3.9. Let C = 〈2(x− 1)l, (x− 1)i + 2∑l−1j=m aj(x− 1)j〉 ⊆ R4 be a cyclic code of length 2e over Z4, where aj ∈ Z2,
am = 1, and m < l < i. For 2e−2 + 1 ≤ i ≤ 2e−1, (i) if l ≤ 2e−2, then dH(C) = 2 and dL(C) = 2 for i ≤ 2e−1 + m − l, and
dH(C) = 2 and dL(C) = 4 for i > 2e−1+m− l; (ii) if l > 2e−2, then dH(C) = 2 and dL(C) = 2 for 2e−1+m− l ≤ i ≤ 2e−2+m,
and dH(C) = 2 and dL(C) = 4 for i < 2e−1 +m− l or i > 2e−2 +m.
Proof. Wewill only give the proof of (i). The proof of (ii) is similar. If 2e−2 +m ≤ i ≤ 2e−1 +m− l, then when i− 2e−2 < l,
we take
g(x) = (x− 1)2e−1−i−l
l−1∑
j=m
bj(x− 1)j,
where bi−2e−2 = 1+ ai−2e−2 and otherwise bj = aj; when i− 2e−2 ≥ l, we take
g(x) = (x− 1)2e−1−i−l
i−2e−2∑
j=m
bj(x− 1)j,
where bj = aj form ≤ j ≤ l− 1, bi−2e−2 = 1 and otherwise bj = 0. Thus we have[
(x− 1)i + 2
l−1∑
j=m
aj(x− 1)j
]
(x− 1)2e−1−i + 2(x− 1)lg(x) = (x− 1)2e−1 + 2(x− 1)2e−2
= x2e−1 − 1 ∈ C . (8)
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If 2e−2 + 1 ≤ i ≤ 2e−2 +m and l ≤ 2e−2, then we take
g(x) = (x− 1)2e−1−i−l
l−1∑
j=i−2e−2
bj(x− 1)j,
where bi−2e−2 = 1 and bj = 0 for i− 2e−2 + 1 ≤ j ≤ m− 1, otherwise bj = aj. Computing as (8), we obtain x2e−1 − 1 ∈ C .
Suppose that C contains a codeword of the form x2
η − 1 or x2η + 1 for some 0 ≤ η ≤ e − 1. Then x2e−1 − 1 =
(x− 1)2e−1 + 2(x− 1)2e−2 ∈ C . So there exist
g1(x) =
2e−1∑
j=0
bj(x− 1)j + 2
2e−1∑
j=0
cj(x− 1)j
and
g2(x) =
2e−1∑
j=0
dj(x− 1)j
in R4 such that
(x− 1)2e−1 + 2(x− 1)2e−2 =
[
(x− 1)i + 2
l−1∑
j=m
aj(x− 1)j
]
g1(x)+ 2(x− 1)lg2(x), (9)
where bj, cj, dj ∈ Z2. If 2e−2 + 1 ≤ i ≤ 2e−1, then reducing (9) modulo 2 gets bj = 0 for 0 ≤ j ≤ 2e−1 − i − 1 and
2e−1 − i+ 1 ≤ j ≤ 2e − i− 1, and b2e−1−i = 1. Hence,
(x− 1)2e−1 + 2(x− 1)2e−2 = (x− 1)2e−1 + 2(x− 1)2e−1
i−1∑
j=0
b2e−i+j(x− 1)j
+ 2(x− 1)i
2e−i−1∑
j=0
cj(x− 1)j + 2(x− 1)2e−1−i+m
l−m−1∑
j=0
am+j(x− 1)j
+ 2(x− 1)2e−i+m
l−m−1∑
h=0
i−1∑
j=0
am+hb2e−i+j(x− 1)h+j + 2(x− 1)l
2e−l−1∑
j=0
dj(x− 1)j. (10)
We see that the term 2(x − 1)2e−1−i+m must be in the right-hand side of (10), but it cannot occur in the left when
i > 2e−1 +m− l, a contradiction. This proves the first part of the results. 
Case II: 2e−1 + 1 ≤ i ≤ 2e − 1.
Proposition 3.10. Let C = 〈(x−1)i+2∑i−1j=m aj(x−1)j〉 ⊆ R4 be a cyclic code of length 2e over Z4, where aj ∈ Z2 and am = 1.
If 2e−1 + 1 ≤ i ≤ 2e − 1 and i−m 6= 2e−1, then dH(C) = 2 and dL(C) = 4.
Proof. If 2e−1 + 1 ≤ i ≤ 2e − 1, then[
(x− 1)i + 2
i−1∑
j=m
aj(x− 1)j
]
(x− 1)2e−i ∈ C .
Computing in R4, we have[
(x− 1)i + 2
i−1∑
j=m
aj(x− 1)j
]
(x− 1)2e−i = 2(x− 1)2e−1 + 2
i−1∑
j=m
aj(x− 1)2e−i+j. (11)
If i−m > 2e−1, then (11) can be expressed as
2(x− 1)2e−i+m
[
1+
i−1∑
j=m+1
aj(x− 1)j−m + (x− 1)i−m−2e−1
]
.
From [1, Lemma 7], we know that
1+
i−1∑
j=m+1
aj(x− 1)j−m + (x− 1)i−m−2e−1
is a unit in R4, so 2(x−1)2e−i+m ∈ C . This gives 〈2(x−1)2e−i+m〉 ⊆ C . By Proposition 3.3, dH(C) ≤ dH(〈2(x−1)2e−i+m〉) = 2.
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If i−m < 2e−1, then (11) can be expressed as
2(x− 1)2e−1
[
1+
i−1∑
j=m
aj(x− 1)2e−1−i+j
]
.
Similarly,
[
1+∑i−1j=m aj(x− 1)2e−1−i+j] is also a unit in R4, which implies 2(x − 1)2e−1 ∈ C . By Proposition 3.3, dH(C) ≤
dH(〈2(x− 1)2e−i+m〉) = 2.
In order to get dL(C) = 4, it is sufficient to prove that there exist no codewords in C of the form x2η ± 1 where
0 ≤ η ≤ e − 1. Suppose that C contains a codeword of the form x2η − 1 or x2η + 1 for some 0 ≤ η ≤ e − 1. Then
x2
e−1 − 1 = (x− 1)2e−1 + 2(x− 1)2e−2 ∈ C . So there is a polynomial g(x) =∑2e−1j=0 bj(x− 1)j ∈ R4 such that
(x− 1)2e−1 + 2(x− 1)2e−2 =
[
(x− 1)i + 2
i−1∑
j=m
aj(x− 1)j
]
2e−1∑
j=0
bj(x− 1)j, (12)
where bj ∈ Z4. Since i ≥ 2e−1 + 1, reducing (12) modulo 2 yields a contradiction. Therefore, dH(C) = 2 and dL(C) = 4. 
Next, we consider the subcase i−m = 2e−1.
For an ideal of the type C = 〈(x − 1)i + 2(x − 1)m + 2∑i−1j=m+1 aj(x − 1)j〉 where 2e−1 + 1 ≤ i ≤ 2e − 1 and
aj ∈ Z2, assume that there exists a positive integer m < m′ < i with am′ = 1, then the ideal can be written in the
form C = 〈(x− 1)i + 2(x− 1)m + 2(x− 1)m′ r(x)〉, where r(x) is a unit in R4. For such ideals, we have the following result.
Proposition 3.11. Let C = 〈(x − 1)i + 2(x − 1)m + 2(x − 1)m′ r(x)〉 ⊆ R4 be a cyclic code of length 2e over Z4 such that
i−m = 2e−1, where 2e−1 + 1 ≤ i ≤ 2e − 1, m < m′ < i, aj ∈ Z2 and r(x) is a unit in R4. Then dH(C) = dH
(〈2(x− 1)k〉) and
dH(C) ≤ dL(C) ≤ 2dH(C), where k = 2e−1 +min{m′ −m,m}.
Proof. Let d = m′ −m. We first show that C ∩ 〈2〉 = 〈2(x− 1)k〉with k = 2e−1 +min{d,m}. Let f (x) ∈ C ∩ 〈2〉. Then there
exists
g(x) =
2e−1∑
j=0
bj(x− 1)j + 2
2e−1∑
j=0
cj(x− 1)j ∈ R4
such that
f (x) = [(x− 1)i + 2(x− 1)m + 2(x− 1)m′ r(x)]g(x), (13)
where bj, cj ∈ Z2. Reducing (13) modulo 2, we see that bj = 0 for 0 ≤ j ≤ 2e − 1 − i. Using Lemma 3.1 and the condition
i−m = 2e−1, we have
f (x) = 2(x− 1)2e−1+m
2e−i−1∑
j=0
cj(x− 1)j + 2(x− 1)2e−1+dr(x)
i−m′−1∑
j=0
b2e−i+j(x− 1)j.
Hence f (x) ∈ 〈2(x− 1)k〉, which means C ∩ 〈2〉 ⊆ 〈2(x− 1)k〉.
On the other hand,[
(x− 1)i + 2(x− 1)m + 2(x− 1)m′ r(x)
]
(x− 1)2e−1−m = 2(x− 1)2e−1+dr(x) ∈ C,
which implies 2(x− 1)2e−1+d ∈ C since r(x) is a unit in R4. This means 2(x− 1)2e−1+d ∈ C ∩ 〈2〉. Also, 2(x− 1)i ∈ C ∩ 〈2〉,
and so 〈2(x− 1)k〉 ⊆ C ∩ 〈2〉. Therefore, C ∩ 〈2〉 = 〈2(x− 1)k〉. For any nonzero codeword c(x) ∈ C , we have that 2c(x) ∈ C
andwH(2c(x)) ≤ wH(c(x)). Thus it is sufficient to compute the Hamming distance of the ideal
〈
2(x− 1)k〉 in order to obtain
the Hamming distance of C . The second result follows from the fact that for any f (x) ∈ R4, f (x) and 2f (x) have nonzero
coefficients exactly in those positions where f (x) has unit coefficients. 
Proposition 3.12. Let C = 〈(x − 1)i + 2(x − 1)m〉 ⊆ R4 be a cyclic code of length 2e over Z4 such that i − m = 2e−1, where
2e−1 + 1 ≤ i ≤ 2e − 1. For 1 ≤ s ≤ e− 1, if 2e − 2e−s + 1 ≤ i ≤ 2e − 2e−(s+1), then dH(C) = 2s+1 and 2s+1 ≤ dL(C) ≤ 2s+2.
Proof. As in the proof of Proposition 3.11, C ∩ 〈2〉 = 〈2(x− 1)i〉. According to Proposition 3.3, we get the result. 
Proposition 3.13. Let C = 〈2(x− 1)l, (x− 1)i〉 ⊆ R4 be a cyclic code of length 2e over Z4 with l < i. If 2e−1+ 1 ≤ i ≤ 2e− 1,
then dH(C) = 2 and dL(C) = 4.
Proof. If 2e−1 + 1 ≤ i ≤ 2e − 1, then (x − 1)2e = 2x2e−1 + 2 ∈ C . This implies dH(C) = dL(C) = 2. As in the proof of
Proposition 3.10, C contains no codewords of the form x2
η ± 1 for some 0 ≤ η ≤ e− 1. Therefore, dL(C) = 4. 
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Table 1
The Hamming and Lee distances of cyclic codes of length 2e over Z4 .
C dH (C) dL(C)
〈0〉 0 0
〈1〉 1 1
i = 0 1 2〈
2(x− 1)i〉 (0 ≤ i ≤ 2e − 1) 2e − 2e−s + 1 ≤ i ≤ 2e − 2e−(s+1)
2s+1 2s+2(0 ≤ s ≤ e− 1)〈
(x− 1)i + 2∑i−1j=0 aj(x− 1)j〉(1 ≤ i ≤ 2e−2, aj ∈ Z2) 2 2〈
(x− 1)i〉(2e−2 + 1 ≤ i ≤ 2e − 1) 2 4
i−m = 2e−2 m ≤ τ or τ = 0 2 2〈
(x− 1)i + 2(x− 1)m + 2(x− 1)m+τ r(x)〉 i−m = 2e−2 m > τ > 0 2 4
(2e−2 + 1 ≤ i ≤ 2e−1,m+ τ < i) i−m 6= 2e−2
(r(x) is 0 or a unit.) (except for 〈(x− 1)2e−1 + 2+ 2(x− 1)2e−2 〉) 2 4〈
(x− 1)2e−1 + 2+ 2(x− 1)2e−2
〉
2 2〈
(x− 1)i + 2∑i−1j=m aj(x− 1)j〉 i−m 6= 2e−1 2 4
(2e−1 + 1 ≤ i ≤ 2e − 1, am = 1, aj ∈ Z2)〈
(x− 1)i + 2(x− 1)m + 2(x− 1)m′ r(x)
〉
(2e−1 + 1 ≤ i ≤ 2e − 1, m < m′ < i, aj ∈ Z2) i−m = 2e−1 d1 d1 ∼ 2d1
(r(x) is a unit.)〈
(x− 1)i + 2(x− 1)m〉
(2e−1 + 1 ≤ i ≤ 2e − 1)
i−m = 2e−1 ,
2e − 2e−s + 1 ≤ i ≤ 2e − 2e−(s+1),
2s+1 2s+1 ∼ 2s+2(1 ≤ s ≤ e− 1)〈
2(x− 1)l, (x− 1)i + 2∑l−1j=0 aj(x− 1)j〉 2 2
(1 ≤ i ≤ 2e−2, l < i, aj ∈ Z2)〈
2(x− 1)l, (x− 1)i〉 1 ≤ l ≤ 2e−2 2 2
(2e−2 + 1 ≤ i ≤ 2e−1, l < i) 2e−2 + 1 ≤ l < i 2 4〈
2(x− 1)l, (x− 1)i〉 2 4
(2e−1 + 1 ≤ i ≤ 2e − 1, l < i)〈
2(x− 1)l, (x− 1)i + 2∑l−1j=m aj(x− 1)j〉
(2e−2 + 1 ≤ i ≤ 2e−1,m < l < i, am = 1, aj ∈ Z2)
l ≤ 2e−2 i ≤ 2
e−1 +m− l 2 2
i > 2e−1 +m− l 2 4
l > 2e−2 2
e−1 +m− l ≤ i ≤ 2e−2 +m 2 2
i < 2e−1 +m− l or i > 2e−2 +m 2 4〈
2(x− 1)l, (x− 1)i + 2∑l−1j=m aj(x− 1)j〉 i−m 6= 2e−1 2 4
(2e−1 + 1 ≤ i ≤ 2e − 1, l < i, am = 1, aj ∈ Z2)〈
2(x− 1)l, (x− 1)i + 2(x− 1)m + 2∑l−1j=m′ aj(x− 1)j〉 i−m = 2e−1 d2 d2 ∼ 2d2
(2e−1+1 ≤ i ≤ 2e−1,m < m′ < l < i, am′ = 1, aj ∈ Z2)
Proposition 3.14. Let C = 〈2(x − 1)l, (x − 1)i + 2∑l−1j=m aj(x − 1)j〉 ⊆ R4 be a cyclic code of length 2e over Z4 such that
2e−1 + 1 ≤ i ≤ 2e − 1, l < i, i−m 6= 2e−1, aj ∈ Z2, and am = 1. Then dH(C) = 2 and dL(C) = 4.
Proof. Let C ′ = 〈(x − 1)i + 2∑l−1j=m aj(x − 1)j〉 ⊆ R4, where aj ∈ Z2, and l < i. Then C ′ ⊆ C . Hence, dH(C) ≤ dH(C ′) = 2.
Similar to the discussions in Proposition 3.10, C contains no codewords of the form x2
η ± 1 for some 0 ≤ η ≤ e − 1. Thus
dH(C) = 2 and dL(C) = 4. 
For C = 〈2(x−1)l, (x−1)i+2(x−1)m+2(x−1)m′+2∑l−1j=m′+1 aj(x−1)j〉where 2e−1+1 ≤ i ≤ 2e−1,m < m′ < l < i
and aj ∈ Z2, as discussed in the proof of Proposition 3.11, these codes have the following distances.
Proposition 3.15. Let C = 〈2(x − 1)l, (x − 1)i + 2(x − 1)m + 2(x − 1)m′ + 2∑l−1j=m′+1 aj(x − 1)j〉 ⊆ R4 be a cyclic code of
length 2e over Z4 where 2e−1 + 1 ≤ i ≤ 2e − 1, m < m′ < l < i and aj ∈ Z2. If i−m = 2e−1, then dH(C) = dH(〈2(x− 1)k′〉)
and dH(C) ≤ dL(C) ≤ 2dH(C), where k′ = min{2e−1 +m′ −m, l}.
Using Proposition 3.3, we can determine the Hamming distances of the ideals of the types in Propositions 3.11 and 3.15.
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Summarizing the above results, we list the Hamming and Lee distances of cyclic codes of length 2e over Z4 in Table 1. In
the table, d1 = dH(〈2(x−1)k〉)where k = 2e−1+min{m′−m,m}, d2 = dH(〈2(x−1)k′〉)where k′ = min{2e−1+m′−m, l},
and a ∼ bmeans the Lee distance dL(C) is some integer dwith a ≤ d ≤ b.
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