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Abstrakt: Metoda přípravy krystalů z přesyceného kovového roztoku umožňuje přípravu 
množství intermetalických sloučenin. Obzvláště výhodná je u materiálů s nekongruentní 
tavbou, kde jiné metody selhávají. V rámci řešení práce byla tato metoda zavedena na 
školícím pracovišti Katedry fyziky kondenzovaných látek a následně byla využita pro 
přípravu několika typů sloučenin, zejména U3Co4Ge7 a U3Co2Ge7, dále pak skupiny 
sloučenin PrTIn5 a Pr2TIn8 (T = Rh, Ir, Pd), Ce2PdIn8 a několika monokrystalů ze systému 
Gd-Cu-Al a Gd-Ag-Al.  
 Monokrystaly U3Co4Ge7 a U3Co2Ge7  byly připraveny z taveniny cínu. Bylo zjištěno, že 
U3Co2Ge7 krystalizuje ve dvou navzájem podobných krystalových strukturách z nichž 
jedna je tetragonální a druhá ortorombická. Studium magnetických vlastností obou fází 
ukázalo, že v obou případech se uspořádávají magneticky při teplotě 40 K, avšak jejich 
magnetické struktury se liší. Zatímco ortorombická fáze U3Co2Ge7 má chování typické pro 
ferimagnety či nekolineární feromagnety, tetragonální fáze vykazuje feromagnetické 
upořádání. Nízkoteplotní chování hysterezních smyček tetragonální fáze v nízkoteplotní 
oblasti (pod 10 K) je poněkud neobvyklé. Průběh panenské křivky probíhá mimo oblast 
hysterezní smyčky a přesahuje hodnotu saturované magnetizace. Druhá připravená 
sloučenina U3Co4Ge7 se uspořádává feromagneticky pod teplotou TC = 20 K a vykazuje 
silnou magnetokrystalovou anizotropii.  
 PrTIn5, Pr2TIn8 a Ce2PdIn8, jsou zástupci velmi známe skupiny sloučenin 
krystalizujících ve struktuře typu HomConGa3m+2n, kde m = 1, 2 a n = 0, 1 (případně 2). 
PrTIn5 a Pr2TIn8 vykazují paramagnetizmus Van Vleckova typu, což je dáno vlivem 
silného elektrického krystalového pole, které štěpí energetické hladiny iontů Pr3+. Singletní 
základní stav je výrazně pod energiemi tepelných excitací. Vlivem snížení 2D charakteru 
krystalové struktury Pr2TIn8 v porovnání s PrTIn5 bylo pozorováno snížení 
magnetokrystalové anizotropie. Při syntéze relativně nové fáze Ce2PdIn8 se prokázal 
význam důkladné kontroly kvality připravených vzorků. Ce2PdIn8 má výraznou tendenci 
tvořit vrstevnatý dvoufázový systém s CeIn3. Shodou okolností je přítomnost této fáze ve 
vzorcích poměrně těžko odhalitelná. Ce2PdIn8 je těžkofermionový supravodič s kritickou 
teplotou Tc = 0,7 K. Nad Tc se materiál chová jako paramagnet s významnou 
magnetokrystalovou anizotropií. Měření elektrického odporu v teplotní oblasti pod 10 K 
vykazuje odchylku od modelu Fermiho kapaliny (Fermi liquid) pro elektrony. Toto 
chování obvykle značí, že popisovaný systém je v blízkosti magnetické nestability 
(označované těž jako „Quantum Critical Point“).  
 V této práci představujeme podrobný popis přípravy monokrystalů a jejich 
charakterizaci z hlediska fyzikálních vlastností. Ve vybraných případech (U3Co4Ge7 a 
U3Co2Ge7, PrRhIn5) byly experimentální výsledky podpořeny výpočty z prvních principů 
založené na teorii funkcionálu hustoty.  
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Abstract: The solution growth technique is a powerful tool for growing broad spectrum of 
intermetallic compounds with a special advantage for incongruently melting compounds. 
This method was successfully implemented in the technological laboratory of the 
Department of Condensed Matter Physics. Consequently, it was used for growing a variety 
of intermetallic compounds such as uranium based germanides U3Co2Ge7 and U3Co4Ge7,  
praseodymium and cerium based indides PrTIn5, Pr2TIn8 (T = Rh, Ir, Pd) and Ce2PdIn8, 
and several single crystals of the Gd-Cu-Al and Gd-Ag-Al systems.   
 U3Co2Ge7 and U3Co4Ge7 were grown out of tin flux. It was found that U3Co2Ge7 
crystallize in two very similar crystal structures: an orthorhombic and a tetragonal one. The 
magnetic studies of both U3Co2Ge7 phases document magnetic order below T = 40 K, 
however, their magnetic ground states are apparently different. The ground state of the 
orthorhombic U3Co2Ge7 is presumably ferrimagnetic (or a non-collinear ferromagnet) 
while the tetragonal phase is most likely ferromagnetic. Below 10 K, the tetragonal 
U3Co2Ge7 reveal rather unusual magnetic field-induced irreversible transition evident from 
magnetization isotherms; the virgin curve goes far out of the hysteresis loop and reaches 
higher value of saturated magnetization. U3Co4Ge7 orders ferromagnetically below 
TC = 21 K. The magnetization measurements revealed strong magnetocrystalline 
anisotropy. 
Indium based PrTIn5, Pr2TIn8 and Ce2PdIn8 compounds are members of a well-known 
family crystallizing in the HomConGa3m+2n-type tetragonal structures, m = 1, 2, n = 0, 1 
(or 2). The PrTIn5, Pr2TIn8 mimic Van Vleck type paramagnetism because of a large crystal 
electric filed (CEF) splitting of the Pr3+ energy levels leaving the singlet ground state level 
deep below the thermally excitable levels. In the Pr2TIn8 compounds, the CEF anisotropy 
was weaker reflecting the reduction of the quasi-2D character of the crystal structure.  The 
importance of detailed sample characterization has been approved while growing single 
crystals of Ce2PdIn8. This compound has a strong tendency to form sandwich-like system 
with CeIn3, which is rather difficult to be detected. Ce2PdIn8 is a heavy fermion 
superconductor with Tc ~ 0.7 K, magnetization measurements revealed paramagnetic 
behaviour with significant magnetocrystalline anisotropy down to the critical temperature. 
The temperature dependence of resistivity (linear up to ~ 10 K) presents the non-Fermi 
liquid behaviour indicating the vicinity of a magnetic quantum critical point.  
 Detailed descriptions of sample syntheses together with characterization of their 
physical properties are presented. For selected compounds (U3Co2Ge7 and U3Co4Ge7 and 
PrRhIn5), first-principles calculations based on density functional theory of the electronic 
structure and crystal-field interaction were performed in order to better understand the 
experimental findings. 
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1. Introduction 
The importance of growing single crystals 
The physics of rare earth (RE) and actinides intermetallics involves a broad spectrum of 
phenomena where anisotropy plays important role. Especially in the compounds with non 
S-state (L≠ 0) RE ions, the crystal electric field acting on electronic states usually causes 
very pronounced magnetic anisotropy even in the paramagnetic range.  
For detailed studies of intrinsic properties of these materials, single crystalline samples 
are inevitable. Large anisotropies make experimental data measured on polycrystalline 
samples difficult or impossible to analyze because we can only observe a kind of average 
values. Moreover the bulk polycrystalline samples mostly exhibit preferential orientations 
which prevent data analysis in terms of an ideal polycrystal. Another advantage of single-
crystalline samples is their higher purity; in polycrystals, there are often present impurity 
phases at the grain boundaries. In the present research of strongly correlated electron 
systems, especially when focusing on delicate phenomena such as a coexistence of 
unconventional superconductivity and magnetism, the sample quality is one of the most 
crucial aspects. 
Aims of the work 
At the Department of Condensed Matter Physics (DCMP), the single crystals have been 
produced and studied since 1997, when the apparatus for Czochralski method (modified 
for arc heating) has been installed. Although the Czochralski method allows growing 
variety of high quality single crystals, it is generally limited to congruently or nearly 
congruently melting compounds, and the components with lower vapour pressures are 
favourable. For these reasons, several groups of materials remained inaccessible. 
Therefore, one of the main aims of this work was to implement another crystal growth 
technique that would reduce the gap in the synthesis of new compounds – the solution 
growth technique. As described in details in Chapter 4.1., this techniques is widely used for 
growing both congruently and incongruently melting compounds and compounds 
containing elements with high vapour pressures.  
Consequently, selected compounds were to be prepared by the solution growth 
technique and characterized by means of structure determination and studies of the 
physical properties in a broad range of temperatures and applied magnetic fields. The 
studied materials were meticulously chosen following actual needs, new findings and 
discoveries.  
There were different criteria for choosing the studied systems: 
o In the early period of this work, several studies on DyMn6Ge6, ErMn6Ge6 and 
YMn6Sn6 single crystals forming complex incommensurate magnetic structures 
were done. The work was accomplished in collaboration with Univeristé Henri 
Poincaré, Nancy, and Center for Materials under Extreme Conditions 
(KYOKUGEN) at Osaka University under kind supervisions of Gerard Venturini 
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and Frank de Boer, following the research by Lian Zhang [1]. These results [2-4] 
are not involved in the thesis.  
o Two groups of studied aluminium systems Gd-Cu-Al and Gd-Ag-Al were found 
mainly interesting from the technological point of view; growing out of Al, Al-Cu 
and Al-Ag solutions was connected with some difficulties arising from their rather 
high melting point of aluminium (and Al-Cu and Al-Ag alloys) and its reactivity 
with the quartz glass, which was used to maintain the protective atmosphere [5]. 
This work was mostly done during the author’s stay in Ames laboratory under kind 
supervision of Paul C. Canfield.  
o Two uranium compounds U3Co4Ge7 and U3Co4Ge7 have been studied following our 
research of the ambient-pressure ferromagnetic superconductor UCoGe [6]; the two 
former compounds were often found as minor spurious phases in the UCoGe 
polycrystals [7]. Although this fact was the initial stimulus soon, physics of both 
U3Co4Ge7 and U3Co4Ge7 appeared deserving serious research of high quality single 
crystals.  
o The PrmTnIn3m+2n compounds (T = Co, Rh, Ir) are Pr analogues to one of the most 
famous group of the heavy fermion superconductors CemTnIn3m+2n. The PrTIn5 
compounds were presented to be paramagnetic with significant magnetocrystalline 
anisotropy [8]. We have studied the PrmTnIn3m+2n compounds in order to show the 
influence of the dimensionality of the system (presented by n and m) on the 
magnetocrystalline anisotropy.  
o Finally, the discovery of a new heavy fermion compound Ce2PdIn8 presented in 
2008 [9] strongly motivated us to employ our experience with growing the Pr-based 
compounds for preparing crystals of this novel material and perform adequate 
experimental investigation. Later, Ce2PdIn8 has been  claimed exhibiting 
superconductivity that emerges from an antiferromagnetic phase [10], while, to our 
view, the origin of the antiferromagnetism was rather controversial. The biggest 
challenge was to prepare the genuine Ce2PdIn8 single crystals and determine 
intrinsic physical behaviour of this exotic material. [11-14] 
The organization of the thesis 
The thesis has six chapters (including Introduction). Chapter 2 provides the theory of rare 
earth and uranium intermetallics with a special emphasis on the phenomena connected with 
the materials studied in this work, while the next chapter introduces the basic information 
on the studied materials. Chapter 4 is devoted to the description of the methods used for 
sample preparation and investigations. Here, the main attention is paid to the solution 
growth technique, the successful implementation of which was an important part of the 
work. Chapter 5 – Results – is organized in such a way that each its section is independent 
and self contained, focused on the particular group of materials; the description of sample 
preparation, physical properties and partial summaries are involved. The experimental 
results on PrRhIn5, U3Co4Ge7 and U3Co2Ge7 have been supported by ab initio calculations, 
which were performed by M. Diviš. In the last chapter, the overall discussion and summary 
of the results is presented followed by the outline of our future plans. 
CHAPTER 1. INTRODUCTION 8
Besides the main chapters, there are two appendices: In Appendix A, the equipment of 
the solution growth laboratory is presented, while in Appendix B, additional figures are 
shown to support the synthesis of the crystals described in Chapters 4 and 5.  
 
   
 9 
2. Role of the 4f and 5f electrons in the 
physics of intermetallic compounds  
The groups of elements with gradual filling the 4f and 5f shell are called lanthanoids 
(lanthanides) and actinoids (actinides), respectively. In the Periodic Table [15], lanthanoids 
(Ln) are the elements starting with lanthanum (Z = 57) and terminating with lutetium 
(Z = 71), while actinoids (An) are the elements from actinium (Z = 89) to lawrencium 
(Z = 103). Lanthanoids, called according to the first element of the group, are also 
sometimes labelled as rare earth (RE) metals, which comprise also yttrium and scandium. 
However, the chemists consider the term lanthanoids to be the only correct one. In this 
thesis, we will use the term rare earths (RE) and its symbol R, which is mostly used within 
the community of physicist.  
Rare earth and actinoid intermetallic compounds represent a huge group of materials 
exhibiting a broad spectrum of unusual physical properties, such as complex magnetic 
structures, strong magnetocrystalline anisotropy, or superconductivity. In the first group 
the physical properties are strongly dependent on the 4f electrons that are, contrary to s, p, 
and d electrons, deeply localized inside the atom with the spatial extent much smaller than 
for the 5d shell. Larger spatial extent of the 5f electron orbitals in actinides implies that the 
5f electrons can exhibit both localised and itinerant behaviour depending on the 
crystallographic and chemical environment of the actinide ions in a particular material. We 
will introduce characteristic aspects of the physics of RE and uranium intermetallics. The 
other actinides will be mentioned very briefly, since they are not subject of this work. 
2.1.1. Magnetism  
Magnetic properties of solids are closely associated with the behaviour of electrons. The 
magnetic moment of a free ion is composed of three main contributions: The first two 
contributions originate in spin and orbital momentum and give rise to paramagnetic 
contribution, while the third one given by the change of orbital momentum induced by 
external magnetic field is diamagnetic.  
 For the elements from each end of the lanthanide series (Ce3+, Pr3+, Tm3+), another 
type of ordering, a quadrupolar ordering may occur (e.g. TmZn, CeAg, PrPb3, PrCu2). It is 
favoured by the fact that the bilinear interactions (responsible for magnetic ordering) are 
weak compare to the quadrupolar interactions, otherwise the quadrupolar ordering 
coincides with the magnetic and structural transition. 
 Besides electrons, also nuclear momentum can be responsible for the magnetism, but 
related magnetic moments are typically three orders of magnitude smaller. Because the 
exchange interactions are proportional to the square of the size of magnetic moments, 
spontaneous ordering phenomena can be expected to occur in the nuclear-spin system only 
at microkelvin temperatures and below [16].  
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Magnetic ordering 
There are several types of magnetic ordering depending on the character of the exchange 
interactions described below. Ferromagnets exhibit a spontaneous magnetization and all of 
their magnetic ions add a positive contribution to the magnetization (the simplest case 
represents the collinear ferromagnets with parallel ordering of all magnetic moments). 
Antiferromagnets exhibit spontaneous magnetic ordering resulting in a zero spontaneous 
magnetization (the simplest case represents the collinear antiferromagnets with antiparallel 
ordering of magnetic moments). Ferrimagnets generally consist of magnetic moments of 
different size (usually born on different type of ions) coupled antiferromagnetically, which 
yields a spontaneous magnetization. 
Curie-Weiss law 
Above the ordering temperature, the paramagnetic susceptibility χ of a material with 
localized magnetic moments well above the critical temperature of the magnetic ordering 
can be described by the Curie-Weiss law: 
 
p
  
C
T
 (2.1.1) 
where P is the paramagnetic Curie temperature and C is the Curie constant defined as: 
 
2 2( 1)
3
 B
B
Ng J J
k
 (2.1.2) 
The modified Curie-Weiss law involves cases with temperature independent contribution 
to the susceptibility χ0: 
 0
p
    
C
T
 (2.1.3) 
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2.2. Rare earth intermetallics 
The origin of magnetism of 4f intermetallics significantly differs from the d metals 
magnetism. Most of the RE ions retain the localized atomic character of the 4f orbitals and 
their magnetism can be usually well described by atomic characteristics, L, S, and J, of a 
free R3+ ion using Hund's rules [17]. In contrast, the 3d electrons of transition metals are 
itinerant and the 3d states form an energy band crossed by the Fermi level, EF, the 
magnetism is described by the itinerant Stoner model [18].  
 The exchange interactions between the RE ion and transition metal T sublattices can be 
realized via the hybridisation of the 5d states of the RE, spin-polarized by the f-states, and 
the respective d states of the transition metal. The effect of the RE sublattice on the 
magnetic properties of the d electron subsystem is in most cases considered as resulting in 
an additional shift of the majority (”up”) and minority (”down”) d subbands, whereas the 
effect of the d electrons on the RE sublattice consists of a modification of the energy level 
scheme of the R3+ ions. Because of a strong spatial localization of the 4f electronic shells, 
the overlap of the 4f wave functions of neighbouring RE ions is negligible. The f-f 
exchange occurs via the conduction electrons (RKKY interaction) and is therefore weaker 
than the f-d and d-d exchange interactions [19]. On the other hand, the RKKY interaction 
has a long range character and plays a crucial role in the magnetism of most RE 
intermetallics. 
 The localized 4f ions can be described by a Hamiltonian involving unperturbed 
Hamiltonian of the atomic ion H0, electrostatic electron-electron (Coulomb) interaction HC, 
a spin orbit interaction HSO, exchange interaction HEX and crystal electric field interaction 
HCEF [20]:  
 0 C SO EX CEFH H H H H H      (2.1.4) 
o The electrostatic electron-electron interaction is the strongest perturbation to the 
Hamiltonian H0. The ground state (the values of the orbital and spin quantum numbers 
L and S) is then given according to 1st and 2nd Hund’s rules [17]. 
o The spin-orbit interaction mixes different 2S+1L levels of the same J (given by the 3rd 
Hund’s rule) which means that L and S are no longer good quantum numbers. The 
strength of the spin-orbit (SO) interaction with respect to the orbital polarization (OP) 
and spin polarization (SP) is presented in Figure 2.2.1. (for 3d elements SO CEFH H  
and the orbital moment is usually quenched by the crystal electric field interaction). 
o The exchange interactions are generally responsible for the correlations of magnetic 
moments. The most important is the RKKY interaction, which is responsible for 
various complex magnetic structures (due to the oscillatory character of the exchange 
parameter Jij) in the RE intermetallics. 
o The crystal electric field (CEF) interactions: The (2J+1)-fold degenerated energy 
levels of the 4f ions in a compound can be split by the CEF interactions, i.e. by the 
electrostatic interaction of the particular 4f charge density with the local electric field 
CHAPTER 2. ROLE OF THE 4f AND 5f ELECTRONS... 12
gradient. Fixing the orbital moments to particular directions in the lattice it causes 
magnetic anisotropy and can even modify the size of magnetic moments.  
 
 
2.2.1. The exchange interactions 
A long range magnetic ordering occurs due to existence of an exchange interaction 
correlating the magnetic moments of the atoms (ions), which is stronger than their thermal 
fluctuations. The exchange interaction energy between atoms i and j with spins Si and Sj 
(orbitally non-degenerate), respectively, can be described by Heisenberg Hamiltonian [17, 
22]:  
 , , i j i j i jH J S S  (2.1.5) 
 Within the ground state multiplet, it is often convenient to express Hi,j in terms of J 
rather than S :  
  2, , J( -1)i j i j i jH J g  J J , ........................................ (2.1.6) 
where Ji,j is an exchange integral. For Ji,j < 0 the ordering of Si (Ji) and Sj (Jj) is 
ferromagnetic while for Ji,j > 0 it is antiferromagnetic. The exchange interactions are 
electrostatic in origin and lead to a splitting of the energies of the symmetric and 
antisymmetric orbital with antiparallel and parallel spins, respectively.  
 Considering inter-site exchange interactions (intra-ionic exchange interactions are 
responsible for the spin-spin coupling within each ion, amounting into the 1st Hund’s rule) 
in metallic systems we can generally classify them into three basic types: 
o Direct exchange operates between moments on ions whose magnetic orbitals have 
significant overlap, it is an interaction between nearest neighbour atoms.  
Figure 2.2.1 Range of energies related to Hund's rules in atoms transition metal 3d shells, rare-earth 4f shells, 
and actinide 5f shells. The labels spin polarization SP, orbital polarization OP, and spin-orbit interaction SO 
denote the maximum values, within the related shell, of the energies ESP, EOP, and ESO (Hund's First, Second, 
and Third rule coupling energies, respectively). After Brooks et. al. [21].  
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o Indirect (super) exchange is hybridisation-mediated exchange interaction. It is 
typical for materials in which the magnetic atoms are surrounded by ligand that do 
not carry permanent magnetic moments (such as transition metal oxides).  
o RKKY (Ruderman, Kittel, Kasuya, Yoshida) interaction [23, 24] is a special case of 
indirect interaction typical for RE intermetallics (magnetic), which have well 
localized f-shell and therefore, the direct exchange is not possible. Then, the 
mediators of the exchange interaction are conduction electrons whose spins are 
polarized when appearing near a magnetic ion. In the RKKY interaction, 
particularly important in RE intermetallics, the exchange integral Jij defined in 
Eq. (2.1.6) oscillates with interatomic distances leading to various kinds of 
magnetic ordering (e.g. helical structures).  
2.2.2. Crystal electric field splitting 
In non-spherical environment, the CEF interaction lifts the (2J+1)-fold degeneracy of the 
4f ions. It has origin in a charge distribution of the ions surrounding regularly a rare earth 
ion in a crystal. The CEF Hamiltonian can be presented in a formalism of Stevens 
operators [25]: 
 
1 1
 
      l lm l m m mCEF l l l l ll m l mH A r O B O  (2.1.7) 
l = 2, 4, 6 
m is multiple of p, for a p-fold symmetry of the most symmetric axis [26] 
The mlO  are the Stevens operators, l are Stevens coefficients, and m llA r  or mlB are CEF 
parameters, which originate in the electric field caused by the surrounding point charges 
acting on the 4f shell. As evident from the condition for index m, the number of the CEF 
parameters depends on symmetry of the crystal. E.g. in a cubic symmetry there are two 
independent crystal field parameters ( 0 44 4 45B B B   and 0 46 6 621B B B   ), while for 
tetragonal structure there are 5 independent parameters: 0 0 4 0 42 4 4 6 6,  ,  ,  ,  B B B B B . 
The degeneracy is given independently by both the total angular momentum (involved 
in Stevens operators mlO ) and the crystal symmetry (involved in CEF parameters 
m
lB ). 
Generally, a lower symmetry causes lower degeneracy of the levels. According to 
Kramer’s theorem, if the total angular momentum is half-integer (J = 5/2, 7/2,..) the system 
remain at least doubly degenerated. Such systems are called Kramers ions. While for the 
so-called non-Kramers ions with integer total angular momentum, the degeneracy can be in 
principle totally lifted (e.g. Pr3+ ion in lower than tetragonal symmetry). 
Cerium compounds 
Ce-based compounds have a special place among the rare-earth intermetallics. The Ce 
atom contains only a single 4f 1 electron that is responsible for the magnetic behaviour. 
While the 4f states in compounds with heavier rare earths have a well localized character, 
many Ce-based compounds are on the borderline between the localized and itinerant 
behaviour. These compounds show large variety of the magnetic ground states that are a 
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result of the competition between a long-range order of the RKKY type and the screening 
of the localized moments by conduction electrons. We can observe nonmagnetic states 
with a mixed valence (hybridization between the 4f electron orbitals and conduction 
electrons can lead to hopping of electrons between f 0 and f 1 states), metallic systems with a 
long-range order of the Ce moments (ferromagnetic, antiferromagnetic or complex 
magnetic structures) or phenomena such as unconventional superconductivity and 
non-Fermi liquid behaviour (for details see section 2.4).  
Praseodymium compounds 
The Pr compounds often perform Van Vleck type paramagnetism with a singlet or a non-
magnetic non-Kramer’s doublet ground state. However, some of these compounds can 
perform complex properties: While PrPb3 exhibits antiferroquadrupolar ordering, PrAg2In 
has been reported as the first Pr-based heavy-fermion compound where a non-magnetic 
interaction is responsible for the correlated- electron behaviour [27]. Significantly 
enhanced effective mass (~80m0) have been also reported for scutterudite compound 
PrFe4P12, while other two scutterudites PrOs4Sb12, and PrRu4P12, are (unconventional) 
superconductors [28].  
Nuclear magnetism  
Many of the Pr3+ singlet ground state systems have been subject of interest as coolants for 
nuclear adiabatic demagnetization experiments. This is arisen from the fact that magnetic 
ordering of nuclear spins can be observed even in milikelvin temperatures.  
 For singlet ground-state ions like Pr3+ with high Van Vleck susceptibilities, large 
hyperfine fields can be induced at the nucleus by moderate external fields Bext. When 
Bext = 0, these ions have a nonmagnetic electronic singlet ground state of their 4f shell, but 
an applied field changes the wave function and induces an electronic magnetic moment. 
The enhancement factors α =1+K around 20–100 (8-20 for Pr3+ ions [29-33]) are not 
uncommon. Therefore, already at temperatures around 1 K, the specific heat data may 
present an increase due to the magnetic hyperfine interaction between the unpaired 4f 
electrons and the magnetic moment of the nucleus leading to the splitting of the nuclear 
spin states. The specific heat data perform a typical shape of Schottky curve with a peak 
situated in the temperature range corresponding to the splitting energy. Schottky 
contribution can be expanded in inverse powers of T; the first term alone usually gives a 
sufficient approximation leading to the nuclear part of specific heat Cn to be [34, 35]: 
 
22 2
n nn
B
( 1) (1 )
3
      
nBI I g KC
R k T
 (2.1.8) 
where, gn, μn kB and R are standard physical constants, 1+K is the hyperfine enhancement 
factor, I is a nuclear spin, and Bn is an magnetic field acting on the nuclei. In paramagnetic 
case the Bn can be taken as external magnetic field Bext and other contributions can be 
omitted (Bn   Bext).  
 On the other hand, in magnetically ordered systems, an effective field Beff acting on the 
nucleus can be in order of 102 T (e.g. in ferromagnetic Tm metal Beff =  565 T [36]), while 
the common external magnetic field is 10-20 T. In such case the splitting of the nuclear 
levels is mainly affected by the effective field Beff (Bn  Beff).   
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2.3. Uranium (Actininoids) intermetallics 
The uranium-based compounds exhibit a rich variety of electrical and magnetic properties. 
They can be Pauli paramagnets, spin fluctuators or display an ordered magnetic state, 
crossing the strongly-correlated regime with the possibility of unconventional 
superconductivity (UPd2Al3 [37], UNi2Al3 [38], UGe2 [28, 39], URhGe [40-42]). 
 While in the 4f compounds the exchange interaction is due to the strong localization of 
4f states exclusively of the RKKY type, the case of the 5f electrons in actinoids is more 
complex, tuned by the large variability of the 5f localization. The strong spin–orbit 
interaction is a vital ingredient. For the elemental metals, the 5f electrons are itinerant for 
the early actinides and localized, rare-earth-like, for the heavier ones. The crossover is 
observed between Pu and Am [43, 44].  
 The delocalized character of the 5f states which are usually responsible for the 
magnetic behaviour in the uranium intermetallic compounds has several consequences [39, 
45, 46]: 
o Magnetic moments are smaller than expected for the free U3+ or U4+ ion, 
respectively and disappear in the broad-band limit leading to Pauli paramagnetism. 
This situation is in some sense similar to 3d transition metals. 
o The magnetic coupling (in the presence of 5f magnetic moments) is typically 
stronger than in the case of 4f  moments in lanthanides. 
o The high density of 5f-electron states at EF is responsible for high values of 
Sommerfeld coefficient of the low temperature specific heat (further influenced by 
strong electron correlations) and for highly anisotropic transport properties 
(consequence of the hybridisation between the non-f states carrying electrical 
current and the states of the heavy 5f electrons). 
o An essentially different mechanism of magnetic anisotropy, which is based on the 
two-ion interaction (5f–5f), is an important consequence of the character of the 5f 
electrons. 
 Although the 5f electrons in numerous metallic uranium compounds are more easily 
treated in the localized magnetism framework, the hybridisation with the conduction and 
ligand electron states (5f-ligand hybridisation) cannot be neglected. Although the onset of 
magnetism can be captured considering the inter-actinide spacing and the 5f-ligand 
hybridisation, properties dwelling in many-body physics and related energy scales are still 
relatively poorly understood. 
Hybridisation of uranium 5f states - Hill limit  
There are two main types of 5f electron hybridisation: direct f-f hybridisation and f-ligand 
hybridisation. Intuitively, the f-f hybridisation is due to the overlap of nearest neighbouring 
U 5f states while the f-ligand hybridisation has origin in overlap of the f orbitals with s, p, 
and d orbitals of neighbouring non-f atom sites.  
In those materials, where the f-f hybridisation dominates, the crucial parameter is the 
separation of neighbouring U atoms. The prominent role of the inter-uranium spacing dU-U, 
tuning the 5f bandwidth by varying the 5f–5f overlap, is reflected in the so-called Hill 
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criterion (formulated also for other early An and Ce) [47]. According to this criterion the f 
states are more localized and magnetism appears if dU-U > 340 pm, while for the lower 
values of dU-U itinerant behaviour with non-magnetic (often superconducting [48]) ground 
state is observed.  
Depending on the dU-U distance, two main regimes can be observed [41]: 
o In the uranium rich compounds (dU-U below or nearby Hill limit) the direct 5f- 5f 
overlap leads to direct exchange coupling. Uranium moments in compounds 
exhibiting magnetic ordering have magnitude well below 1 μB, the ordering 
temperatures are relatively high, and only ferromagnetism is observed in this type 
of compounds.  
o  For dU-U above Hill limit, the magnetic ordering appears frequently. First it is 
ferromagnetism, but for dU−U > 0.4 nm only few ferromagnetic compounds have 
been reported. Above this limit of 0.4 nm, the 5f–5f overlap is strongly reduced and 
the 5f-ligand hybridisation plays important role in the indirect exchange coupling.  
The Hill criterion, as an empirical rule, should be taken only approximately because it 
does not take into account variable number of nearest neighbours and also possible f-ligand 
hybridisation.  
Spin orbit coupling 
Although the majority of the light actinides (such as uranium) and their intermetallic 
compounds is characterized by itinerant 5f-states, an important difference with 3d 
magnetism is the energy of the spin-orbit coupling ESO (Figure 2.2.1). Since the actinides 
are heavy elements, relativistic effects are also abnormally large and affecting magnetic 
properties. Hund’s rule are re-shuffled, and strong spin-orbit coupling splits the 5f5/2 and 
5f7/2 states by several eV. Sizeable orbital moment is induced by the spin-orbit interaction 
even in paramagnets.  
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2.4. Electronic correlations – Strongly correlated 
electron systems  
Electronic correlations are responsible for collective phenomena such as magnetic ordering 
or superconductivity, giving rise to magnetism (aligning moments within atomic open 
shells), or to Cooper pairs in superconductors (although here the electron phonon 
interaction is a vital ingredient in conventional superconductors). 
  The first systems studied that could be considered as strongly correlated electron ones 
were dilute alloys with 3d transition element impurities embedded in a host such as copper; 
now the most studied systems contain RE and actinides.  
2.4.1. Fermi-liquid vs. non-Fermi-liquid behaviour 
The Landau theory (1956) of Fermi liquids (FL) has been a very successful 
phenomenological theory describing macroscopic properties of an interacting normal 
fermion system at low temperatures. It can be applied on various systems such as 3He, 
simple metals, or even on complex heavy-fermion systems. However, under certain 
conditions this model is not capable of explaining the observed thermodynamic and 
transport properties of metals. Several origins of such non-Fermi liquid (NFL) behaviour 
are possible, e.g., a magnetic instability leading to a quantum phase transition, or single-ion 
effects as the multichannel Kondo effect or a distribution of Kondo temperatures. The 
deviations from Fermi-liquid behaviour are the central topics of the recent studies of 
correlated electron systems.  
Fermi liquid 
In a metal, the conduction electrons interact with each other due to their Coulomb 
repulsion. At the same time, there is a strong correlation given by the Pauli principle. Much 
of the complexity of the interacting system may be captured in terms of the physics of a 
non-interacting electron gas. Landau postulated that at sufficiently low temperatures an 
interacting ensemble of Fermi particles such as electrons or 3He atoms behaves as they 
were composed of weakly interacting free fermions thereby becoming quasiparticles with 
some effective mass m* (with respect to the free-electron mass m0). The quasiparticles 
occupy plane wave states of momentum p = ħk and spin projection ±1/2, and must obey 
the Pauli exclusion. The quasiparticle distribution functions for the non-interacting and 
interacting Fermi liquids are presented in Figure 2.4.1. The necessary prerequisite is 
infinite lifetime of quasiparticle states at the Fermi level. If that is not provided, e.g. due to 
the disorder within the system, the simple picture fails. Most of the reported deviations 
from the FL picture are therefore trivial consequences of disorder, and seeking a new 
fundamental non-Fermi liquid pattern one has to look at materials without much disorder. 
In the FL theory, there are characteristic power-law behaviour of physical quantities 
below a certain temperature T* (T* is a nonuniversal scale depending on many parameters 
e.g. the strength of electron phonon interaction). The predictions for the temperature 
dependence of the magnetic susceptibility χ, specific heat cp and electrical resistivity ρ at 
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low temperatures T < T* in the Fermi liquid scenario are given by the following equations 
(valid for an isotropic, 3-dimensional system) [49, 50]: 
  
*
0
0
01
m m
F
   ................................................ (2.4.1) 
m0 and χ0 are free electron mass and the Pauli susceptibility of the non-interacting system, 
respectively.  0F
 is spin antisymmetric Landau parameter describing an effective screening 
of the external field.  
  3pc T T     ............................................ (2.4.2) 
where 
*
0
0
m
m   with γ0 presenting the contribution of non-interacting electron system.  
  20 AT     ............................................. (2.4.3) 
The quadratic coefficient A is sensitive to the anisotropy of scattering and the band 
structure. For normal metals it is very difficult to observe the resistivity behaviour 
presented in eq. (2.4.3) because the residual resistivity ρ0 is in general very large compared 
to A. In heavy fermion systems, the quadratic term coefficient A is huge1 
(A ~ 1-100 μΩcm/K2) [51] allowing us to confirm the Fermi-liquid resistivity law.  
 
Non-Fermi liquids 
The apparent deviation from the above presented power-law behaviours (2.4.1)-(2.4.3) is 
an evidence of the so-called non-Fermi liquid (NFL) behaviour. The NFL behaviour is 
observed in cases where the characteristic scale T* (defined above) disappears.  
There are four examples that can generate the NFL behaviour [50]: 
o Metals close to a quantum critical point (QCP – see Figure 2.4.5 ). When a phase 
transition happens at temperatures close to absolute zero, the quasiparticles scatter 
so strongly that they cease to behave in the way that Fermi liquid theory would 
predict.   
                                                 
1 The relation between the quadratic term of resistivity A and linear coefficient of specific heat γ is given by 
the so-called Kadowaki-Woods relationship [51]:    5 2 2 22KW 1.0 10 μ cmmol K mJAR 
       
Figure 2.4.1. The probability that a state of a given energy is occupied at T = 0: (a) For electron in a non-
interacting system, or Landau quasiparticles in Fermi liquid; (b) For electrons in an interacting Fermi liquid. 
The discontinuity at the Fermi energy εF is characterized by a parameter z, which is often considered as the 
order parameter of the Fermi liquid. After Schofield [50]. 
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o Metals in one dimension - the Luttinger liquid. In one dimensional metal, electrons 
are unstable and decay into two separate particles (spinons and holons) that carry 
the electron's spin and charge respectively.  
o Two-channel Kondo models. When two independent electrons can scatter from a 
magnetic impurity it leaves behind "half an electron".  
o Disordered Kondo models. Here the scattering from disordered magnetic impurities 
is too strong to allow the Fermi quasiparticles to form.  
For more details about the Fermi-liquid instabilities, see e.g. review papers by von 
Löhneysen et al.[49, 52], Schofield [50], or Stewart [53]. 
2.4.2. Kondo systems and heavy fermions 
Intermediate valence 
As we have explained in Sect. 1.1, the RE metals have magnetic moment given by the 
Hund’s rules corresponding to 4 nf configuration. In most cases the valence – number of 
conduction electrons remains constant and equal to 3. However, some RE metals undergo a 
change of valence under various experimental conditions (pressure, temperature, or relative 
composition in the case of their alloys and compounds). The ions exhibit intermediate 
valence, representing a homogeneous quantum mechanical mixture of two consecutive 
integer valences. These RE metals are called “anomalous” [54]. The necessary condition 
for non-integral valence is that two bounding states are of the ions, i.e. 4 (5 6 )n mf d s and 
1 14 (5 6 )n mf d s  for RE, are nearly degenerate. Then, the system may lower its energy by 
adopting a mixture of both states. The anomalous behaviour connected with formation of 
heavy quasiparticles have been reported mainly for Ce and Yb ions and some Pr, Sm and 
Tm compounds [55, 56].  
Heavy-fermion behaviour 
Reducing the energy of valence fluctuations in lanthanides produces almost integer-
valence state with preserved spin fluctuations observable on a low energy scale. The 
quasiparticle effective mass of such compounds increases over decades, and such 
compounds stated to be called heavy fermion (HF) materials. Their research  started more 
than 30 years ago after the discovery the first HF compound CeAl3 in 1975, for which 
enormous magnitudes of the linear specific heat coefficient γ = 1620 mJ mol-1 K-2 was 
reported [57, 58] giving rise to a large effective mass m*, see Eq. (2.4.2). Microscopically, 
the situation of the weakly unstable 4f electron states can be described by the Kondo effect 
(see [59] and references therein). Other types of heavy-fermion systems (a criterion 
γ > 400 mJ mol-1 K-2 is conventionally accepted) occurs in U systems with a very narrow 5f 
band at the Fermi level.  
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Competition between the Kondo effect and magnetism: The Doniach 
diagram 
Anderson model 
The Kondo systems are usually described in term of Anderson model. In the case of non-
degenerate states (orbital contribution is not considered)  the Anderson Hamiltonian for 3d 
or 4f impurities can be written as follows [60, 61]: 
  ( ) ( )k k d dk d k d kd d d d
k k
H n E n n Un n V c c c c    
 
            ......... (2.4.4) 
kc   and kc 
  represent an annihilation and creation operator, respectively, for conduction 
electrons which are described by plane wave vector k and spin σ, while dc   and dc  are 
operators of a localized d of f electron, kn  ( ,d dn n  ) are the corresponding number 
operators. Then the impurity atom is characterized by an additional orbital φd. The 
Anderson Hamiltonian was for simplicity derived for non-degenerate states, however the 
method is easily extended to many level d or f shell [60]. The index “d” in the Hamiltonian 
belongs as necessarily to d or f localised states.  
o The first term of the Hamiltonian is the unperturbed energy of the free-electron 
system.  
o The second term is the unperturbed energy of the 3d or 4f functions of the impurity 
atom resulting from an uncompensated magnetic moment of a transition element or 
RE. Ed is the binding energy of this state.  
o The third term represents the repulsive energy among the d ( f ) function φd, U is 
formally the exchange self-energy of the states φd as well as a Coulomb integral of 
the state. 
 The fourth essential part of the Hamiltonian is the hybridisation term describing the 
mixing of local impurity states and conduction electron states. The term Vdk present the 
d-to-k tunnelling (hopping) responsible for the broadening of the local orbital states φd 
into one of Friedel’s resonance2 with characteristic width [61]: 
  2 ( )dk dV Ep rD= ............................................. (2.4.5) 
If Ed is somewhat below the unperturbed Fermi level and if U pD < ( Vdk is small and 
U is large), the resonance will split as shown in Figure 2.4.2. One electron will fall into the 
d-shell Ed (the line at Ed ≡ E) which is below the Fermi surface. Because of the third term 
of the Hamiltonian (2.2.4), the effective one-electron energy of the other d-shell is E+U 
and will remain empty (Hartree-Fock approximation). Due to the hybridisation term of the 
Hamiltonian, the local state φd is mixed into scattered free-electron states: there are no 
local bound electronic states but there is a local moment. This is the magnetic case.  
                                                 
2 Friedel [62] introduced the conditions for a formation of so-called virtual bond states: A resonance of the 
Fermi electrons with the d-states of the impurity of equal energy leads to a maximum lifetime of the Fermi 
electrons temporarily bounded to the impurity. The DOS of such virtual state performs a maximum near the 
Fermi level with width of 2Δ. 
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The limit U pD   leads to bounded (localised) states. 
If the resonance is broad compared to the internal interactions of the electrons in the d 
( f ) orbitals ( U pD ³ ) the occupation of the spin up and spin down states is almost the 
same leading to free states. Such impurity is nonmagnetic. 
 
Single ion impurity – the Kondo effect 
The intermediate state U pD < described above plays an important role in explaining the 
behaviour of the transition and RE elements in diluted alloys – the so-called Kondo effect. 
If there is a strong interaction between the total momentum J of the RE (or 3d) impurity 
and the spin s of the conduction electrons it can induce number of interesting phenomena 
such as an existence of minimum in temperature dependence of electrical resistivity. This 
was first observed in 1931 in a Fe-Cu alloy (magnetic impurity Fe dissolved statistically in 
Cu) and theoretically explained by J. Kondo in 1964 [63]. In such case the transition 
element impurities are magnetic and the systems are well described by the exchange 
Hamiltonian:  
  ex c fH J  s S ................................................ (2.4.6) 
where the localized spin Sf on the impurity interacts with the spin of conduction sc 
electrons coming from the host. This Hamiltonian can be obtained from the Anderson 
Hamiltonian by a canonical transformation assuming the correlated states far from the 
Fermi level and captures the many-body physics, which is not contained in the mean-field 
solution given above. The exchange parameter J was found proportional to 
2
Fdk dV E E and is in fact an analogy of the exchange parameter Jij in the RRKY 
interaction, causing the spin polarization of conduction electrons.  
Figure 2.4.2. Density of state distributions in a magnetic case. The “humps” at -E U n+ and +nE U+ are 
the virtual d-levels of width 2Δ, for spin up and down, respectively. The number of electrons -n  and +n  
occupying them are to be computed from the area of the unshaded portion, below the Fermi level. After 
Anderson [60]. 
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 Kondo assumed that the local magnetic moment with a spin S is coupled via an 
exchange interaction J with the conduction electron spin s. He computed the magnetic 
resistivity contribution ρm up to 3rd order perturbation theory in J resulting in: 
  2 Bm F| | ( 1) 1 ( ) ln
k TA J S S JN E
D
           ....................... (2.4.7) 
where A is a constant and S is the value of the spin of the localized ion. For a negative J the 
magnetic resistivity decreases with increasing temperature leading to the minimum of the 
total resistivity. The negative value of J corresponds to antiparallel coupling between the 
localized moment of the impurity and the spins of conduction electrons leading to 
screening of the magnetic moment of the impurity. The Kondo interaction defines an 
energy scale - the Kondo temperature TK - given by: 
  K B
1
| ( )|FJN ET k De
 ............................................ (2.4.8) 
Within the perturbation theory the resistivity unphysical diverges. For T = 0, the Kondo 
problem was exactly solved (numerically) by K. Wilson [64] using renormalization group 
method. He showed that the ground state is a completely compensated singlet due to 
antiparallel coupling between the conduction electrons and the localized electron spins [54, 
64].  
 
Kondo lattice behaviour 
Contrary to the single-ion Kondo impurities, the Kondo lattice materials are dense 
intermetallic compounds containing a chemically ordered lattice of local moments that are 
Kondo coupled to the conduction electrons [49]. Such materials have low-temperature 
properties characterized by large effective electron masses deriving from the collective 
local moment deconfinement. Above a characteristic temperature scale T* the local 
moment behaviour yields the Curie-Weiss-type magnetic susceptibility, the magnetic 
resistivity performs logarithmic increase towards lower temperatures characteristic for the 
diluted impurity systems. At Tmax,ρ   T* the resistivity has a maximum below which a 
significant drop is evident. The resistivity drop is often connected with the development of 
coherence [66]. The comparison of the electrical resistivity of the single ion impurity and 
the Kondo lattice is presented in Figure 2.4.3.  
Figure 2.4.3. Normalised resistivity ρ(T)/ρ0 of the six-fold degenerate Anderson Lattice compared to the 
impurity resistivity. After Cox and Grewe [65].  
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 The low temperature behaviour is usually described by Doniach model. Doniach [67] 
suggested that the competition between magnetic ordering and Kondo screening can be 
qualitatively explained by comparing the binding energy of a Kondo singlet: 
 F
1
( )1
K F( )
N E JW N E e
 , (2.4.9) 
with RKKY antiferromagnetic state: 
 2AF F( )W CN E J . (2.4.10) 
J is the coupling constant, N(EF) is the density of conduction electron states and C is a 
dimensionless constant depending on details of the band structure. As evident from Figure 
2.4.4 for |N(EF)J| less than a critical value the RKKY state dominates, while above this the 
Kondo singlet binding dominates3. 
  
The Doniach diagram is mostly known in the form of T versus |N(EF)J| dependence, as 
presented in Figure 2.4.5. Here the Kondo interaction strength is presented by 
TK ~ N(EF)WK and the RKKY interaction is presented by TRKKY ~ N(EF)WAF. There are 
three important regions: 
o TRKKY > TK: The RKKY interaction is dominant, temperature of magnetic ordering 
is Tmag   TRKKY. The ordered magnetic moments are not subjected to the Kondo 
screening.  
o TRKKY < TK: For large values of |N(EF)J| the binding energy of a Kondo singlet 
plays the most important role. Below T   TK a singlet ground state is formed – all 
the magnetic moments are screened. 
o TRKKY   TK: In the intermediate region both Kondo effect and magnetic order can 
occur. The ordering temperature is decreasing with increasing |N(EF)J| and reaching 
zero at a critical value of |N(EF)J| corresponding to the so-called quantum critical 
point (QCP). At the QCP, pronounced deviations from the Fermi-liquid behaviour 
                                                 
3 Then, the RKKY binding again takes over at large J but this is misleading since the weak coupling formula 
(2.4.9) breaks down in this regime. 
Figure 2.4.4 Comparison of AF with Kondo 
energies (eq.(2.4.9.) and (2.4.10)). After Doniach 
[67]. 
Figure 2.4.5 Doniach phase diagram of a Kondo 
lattice. The arrows show the effect of applied pressure 
on Ce and Yb compounds. 
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occur due to strong spin fluctuations. (A necessary prerequisite for QCP is the 
preserved 2nd order character of the critical point of magnetic ordering. In reality it 
is not always the case.) 
The competition between the Kondo lattice and the RKKY interaction is very sensitive 
to the change of |N(EF)J|. The |N(EF)J| can vary by applying pressure or doping (chemical 
pressure). A well known example is the different pressure effect on the value of |N(EF)J| 
and quantum phase transition of Ce- and Yb-compounds. At low pressures, Ce3+ and Yb2+ 
are the stable configurations in Ce- and Yb- HF compounds, while at high pressure, Ce 
may become tetravalent and Yb trivalent leading to increase and decrease of |N(EF)J|, 
respectively (see Figure 2.4.5). As a consequence the Ce compounds become often 
nonmagnetic by applying pressure while Yb compounds may become magnetic. 
2.4.3. Heavy fermion superconductivity 
A handful of intermetallic compounds containing f-electrons (mainly with Ce, U or Pu) 
exhibit superconductivity, which has been found at the border of ferromagnetic (UCoGe, 
UIr) or antiferromagnetic (CeCu2Si2 [68], CeCoIn5 [69]) instabilities as well as deep within 
ferromagnetically (UGe2 [28, 39]) and antiferromagnetically (UPd2Al3 [37]) ordered states. 
This suggests that magnetism may promote rather than destroy the superconducting states 
[28, 39]. These compounds mostly exhibit also the heavy fermion behaviour; the 
superconductivity is produced by the heavy quasiparticles. The quasiparticles would have 
difficulty forming ordinary s-wave Cooper pairs due to strong Coulomb repulsion; 
therefore, the system would rather choose an anisotropic channel like p-wave spin-triplet 
or d-wave spin-singlet state, to form the pairs. Several heavy fermion superconductors 
have even been discovered with noncentrosymmetric crystal structures such as CePt3Si, 
and CeRhSi3, where the superconductivity coexists with an antiferromagnetic order; their 
properties may be explained by mixed s- plus p-wave pairing state [28, 39].  
Mechanisms of superconductivity 
Superconductivity was discovered experimentally in 1911 by Kamerlingh Onnes (1911) in 
mercury, which exhibited zero resistance at Tc = 4.1 K. Subsequently, it has been 
discovered in many elements, alloys and compounds, however, it had taken about 40 years 
since the isotopic effect was discovered motivating the development of the so-called BCS 
theory by Bardeen, Cooper and Schrieffer [70] who explained the superconductivity by a 
collective pairing mechanism between electrons via phonon interactions forming new 
quasiparticles – Cooper pairs.  
A new area of the research of superconducting compounds has started in 1979 since the 
superconductivity was discovered in class of materials close to magnetic instabilities. The 
first one, CeCu2Si2, was discovered by Steglich et. al. [68] then UBe13 by Ott et. al. [71] 
and UPt3 by Stewart et. al. [72]. In 1986 [73], the high-Tc superconductivity was 
discovered in (La,Sr)2CuO4 followed by ruthenates, cobaltates, pyrochlores and most 
recently iron pnictides. The intense investigations of all these classes of materials4, and 
                                                 
4 In this historical review we should not forget to mention the class of so-called organic superconductors such 
as (TMTSF)2PF6 discover in 1980 [74] 
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their unusual (unconventional) behaviour led theorist to think about alternative pairing 
mechanism to the BSC theory5. For the superconducting state with any deviation from the 
ordinary BCS pairing state the term unconventional superconductivity has been introduced. 
Magnetically mediated superconductivity 
We will now describe the magnetically mediated spin-spin interactions in the 
unconventional superconductors. The spin-spin interactions are strongest at the border of 
magnetic instabilities (ferromagnetic or antiferromagnetic) where the spin susceptibility 
can be appreciable. Therefore we often speak about superconductivity at the border of 
ferromagnetism or antiferromagnetism6.  
For the ferromagnetic instability the spin interactions are attractive for parallel spins, 
i.e. the triplet pairing. The Pauli principle then requires the Cooper pair to have odd 
angular momentum leading to the p-wave state (which is the most favourable one).  
On the border of antiferromagnetism, the interactions have attractive and repulsive 
regions in space for either the spin-singlet or spin-triplet states. Therefore, the only chance 
for the Cooper pairs is to match the spatial variation and the oscillations of the spin 
interaction. This typically happens for d-wave spin singlet states.  
While the conventional superconductors are very sensitive to the presence of 
paramagnetic impurities the unconventional pairing tends to be extremely sensitive to the 
nonmagnetic, potential, defects.  
Symmetry breaking 
The definition of the unconventional superconductivity can be also taken with respect 
of the symmetry breaking. For the conventional superconductvity, a formation of isotropic 
gap at Fermi surface is characteristic, i.e. it breakes only the U(1)-gauge symmetry7 [77], 
while in all the other cases of the symmetry breaking the superconductor is 
unconventional. The symmetry breaking by different pairing mechanisms for two 
dimensional models are shown in Figure 2.4.6.: (a) a simple model of phonon mediated 
interactions with the symmetric form of s-wave spin-singlet state (b) a model of electronic 
structure of ruthenates with the two-fold symmetry of the p-wave spin-triplet state, and (c) 
is the four fold symmetry of the d-wave spin-singlet state in copper oxides [78, 79].  
Due to the anisotropic pairing mechanism, the gap in the quasiparticle excitation 
spectrum can have points (axial symmetry) of zeros or lines (polar symmetry) of zeros. In 
such case each energy amount is possible for excitations and the physical quantities show 
power laws in the low-temperature behaviour instead of an exponential behaviour expected 
for the conventional superconductors. 
                                                 
5 In fact, the anisotropic pairing mechanisms (leading to spin triplet configurations too) have been examined 
in early sixties already. Latter it became important in the theory of superfluid 3He, a first example of 
non-electron-phonon-mediated pairing mechanism [75] with p-wave spin triplet.  
6 Analogues of the magnetic instabilities, the density oscillations can also lead to unconventional pairing 
mechanisms [76].  
7 Symmetry of normal phase: time reversal + orbital rotation + spin rotation + U(1). U(1): ( ) ( )ik e kFFY = Y  
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Figure 2.4.6. Cooper pair states in real space in two dimensions. The probability of finding one quasiparticle 
in Cooper-pair state given that the other partner is at the origin: a) conventional s-wave spin-singlet states 
b) p-wave spin triplet states c) d-wave spin singlet state. After Monthoux et al.[79] 
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3. Materials selected for physical studies 
- state of the art 
3.1. R-Cu-Al and R-Ag-Al systems 
 
Recently the isothermal sections of the R–T–Al (T = Cu, Ag, Zn, R = Pr, Sm, Gd, 
Tb, Ho, etc.) phase diagrams were studied over a wide concentration range [80-89]. Many 
new phases have been determined; most of them exist in a rather broad T-Al solubility 
range. According to Ref. [89, 90] there are many phases in the Gd–Cu–Al and Gd–Ag–Al  
ternary  systems. Close to the aluminium rich corner of the Gd–Cu–Al ternary diagram 
mainly three phases were reported: The first one is GdCu4Al8, which belongs to the group 
of the well known RT4Al8 systems (tetragonal ThMn12-type of structure) [91-93]. The 
other two are Gd2Cu9.4–6.7Al7.6–10.3 with the hexagonal Th2Zn17-type structure and 
Gd3Cu2.1Al8.9 with the orthorhombic La3Al11-type structure. A phase with the La3Al11-type 
structure and the composition of Gd3Ag2.55Al8.45 is present also in the Gd–Ag–Al system. 
The other phases of this system are e.g. Gd1.85Ag9.3Al7.7 and GdAg2.3Al2.7 [90]. 
GdCu4Al8 
GdCu4Al8 belongs to the group of the 
well known RT4Al8 system (T = Cr, 
Mn, Fe and Cu) (tetragonal 
ThMn12-type of structure) where R 
occupy a high symmetry position 2a, 
the T atoms occupy almost 
exclusively the 8f position and Al 
atoms occupy the positions 8i and 8j 
[91-93]. The model of the crystal 
structure is shown in Figure 3.1.1. 
Previous studies on polycrystals 
reported GdCu4Al8 to be ordered 
antiferromagnetically below the Néel 
temperature TN = 32-35 K; the anti-ferromagnetism is due to the Gd sublattice while Cu 
ion has no magnetic moment [92, 94].  
Gd2Cu9.4-6.7Al7.6-10.3, Gd3Cu~2Al~9, and Gd3Ag~2Al~9 
Only crystal structure data are available for these two compounds. They were prepared in 
polycrystalline form, small single crystals were selected for X-ray single crystal analysis 
[89]. Gd2Cu9.4-6.7Al7.6-10.3 crystallises in the hexagonal Th2Zn17-type structure [89], 
Gd3Cu2.1Al8.9 was originally, based on X-ray diffraction powder data, published as 
GdCuAl3 with the CeNi2+xSb2-x -type structure [95]. Later, on basis of a single crystal study 
of some R–Cu–Al and R–Ag–Al systems (R = Gd, Tb, Dy, Ho) [83, 87, 89, 90], it was 
 
Figure 3.1.1. Crystal structure of GdCu4Al8 (I4/mmm). The 
different Al sites are presented by shades of blue. 
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found that the ternary aluminides with the compositions R3(T,Al)11 ~ R(T,Al)4 have crystal 
structures of the La3Al11-type, but not of the CeNi2+xSb2-x -type [87].  
In case of light R = La, Ce, Pr, Nd, the ternary RTAl3 compounds favour formation of 
the BaAl4-type structure instead of the LaAl11-type structe. Also in case of the light rare 
earth binary compounds there were uncertainties connected with the structure 
determination. Originally R3Al11 (R = La, Ce, Pr) had been presented to form a low- and 
high-temperature phase [96]. The low-temperature phase α-R3Al11 was reported to form 
the orthorhombic La3Al11-type structure and the high-temperature β-R3Al11 was to form the 
tetragonal BaAl4-type structure. Latter [97], it was shown that there was no β-phase in 
these systems, the compounds crystallize only in the La3Al11-type structure. There are no 
heavy RE-Al binary compounds forming either in the BaAl4-type or the La3Al11-type 
structures.  
As presented in [95, 98, 99], CeNi2+xSb2-x-type and LaAl11-type structures belong to the 
superstructures or deformation variants [100] of the BaAl4-type structure, the relation 
between the LaAl11-type and the BaAl4-type structure are presented in Figure 3.1.2. The 
CeNi2+xSb2-x-type structure (Immm) is only a distorted BaAl4-type structure (I4/mmm) and 
is not presented here. 
CeCuxAl4−x (x ~ 1) 
Among the Ce-Cu-Al system, compounds with the CeCuxAl4−x (0:7 ≤ x ≤ 1:1) 
stoichiometry crystallise in the tetragonal BaAl4-type structure (space group I4/mmm) 
[101]. CeCuAl3 has been reported to order antiferromagnetically below TN = 2.5 − 2.9 K 
[102-104]. The magnetization and zero-field specific heat data of the substituted 
CeCuxAl4−x compounds for x = 0.8, 0.9, 1.0 and 1.1, measured on single crystals, reveal the 
a-axis as the easy-magnetization axis and clear strengthening of the ferromagnetic 
interactions with decreasing the Cu content. The ordering temperature shows only weak 
concentration dependence while the crystal field splitting deduced from the magnetization 
curves increases roughly linearly with decreasing x [105].  
Figure 3.1.2. Left - La3Al11 (Immm), right - BaAl4 (I4/mmm) crystal structures. The different Al sites are 
presented by shades of blue.  
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3.2. U3Co4Ge7 and U3Co2Ge7 
U3Co4Ge7 
Originally, U3Co4Ge7 has been reported as U2Co3Ge5 with the tetragonal (I4/mmm) 
structure and the lattice parameters a = 4.11 Å and c = 9.17 Å [106]. Later [107], it was 
shown that this structure has the c-parameter three times larger, yielding the ratio 
c/a = 6.69 (a = 4.116 Å and c = 27.49 Å). The structure is built of alternating blocks of 
UGe3 and two layers of the high-temperature phase of UCo2Ge2, respectively. There are 
two U sites in the structure: U1 atoms belong to the UGe3 block while the U2 atoms are 
within the UCo2Ge2 segments. The nearest neighbour U-U distance dU-U = 0.410 nm [107, 
108]. The magnetic studies on polycrystals have been concluded in terms of ferro- or 
ferrimagnetic ordering below TC = 21.5 K and order-order transition at 12 K [107] (14 K 
[106]). The AC susceptibility data [107] suggests two field-dependent transitions, at 
TC1 = 21.1 K and TC2 = 20.5 K, respectively, were interpreted as detecting a more complex 
magnetic structure. The value of the effective moment calculated from the modified Curie-
Weis law is μeff = 2.15 μB/(U atom) which is significantly lower than the value expected for 
a free trivalent (3.62 μB) or tetravalent (3.58 μB) U ion, respectively, which may be 
understood  as indicating itinerant character of the 5f electrons.  
 
U3Co2Ge7 
U3Co2Ge7 has recently been synthesized using molten tin flux [109]. The compound forms 
in the orthorhombic La3Co2Sn7-type structure (space group Cmmm [110]) with the lattice 
parameters a = 4.145(2) Å, b = 24.920(7) Å and c = 4.136(2) Å. Magnetic properties 
measured along the longest crystallographic axis (b-axis) showed a ferromagnetic 
transition at 40 K and another transition at 20 K, which has been attributed to spin 
Figure 3.2.1. Close structural relationship between the body-centred tetragonal U3Co4Ge7 and the 
base-centred U3Co2Ge7. Atoms: U-blue, Ge- green, Co-red. After Bobev et. al. [109] 
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reorientation [109]. The value of Sommerfeld coefficient γ = 87 mJ mol-1 showing that 
U3Co2Ge7 is a moderate heavy-fermion ferromagnet (ferrimagnet). The nearest neighbour 
U-U distance dU-U = 0.3878 nm which is much greater than the Hill limit indicating week 
U-U interaction. However the moderately large effective mass as well as the reduced 
effective moment value μeff = 2.41 μB/(U atom), from susceptibility data, shows that the 
U f- states hybridise with the p- and d- states of Ge and Co as also observed in U3Co4Ge7.
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3.3. RmTnIn3m+2n series (R = Pr, Ce, T = Co, Rh, 
Ir, most recently Pd and Pt)  
Although the first reported  representatives of the series, RCoIn5 (R = Ce, Pr, Sm, Nd, Gd, 
Tb, Dy, Ho, Y), were synthesized more than 30 years ago [111], the boom in the research 
of  the RmTnIn3m+2n (n = 0,1, m = 1,2) compounds started in the last decade after the 
discovery of superconductivity in CeCoIn5, CeIrIn5 [112, 113] and PuCoGa5 [114]. Since 
that time, the CenTIn3n+2 (T = Co, Rh, Ir), UTGa5, and PuTGa5 (T = Fe, Co, and Rh), have 
been intensively studied from both theoretical and experimental point of view. The 
compounds containing other RE [115, 116] with “regular” physical properties have been 
studied less.  
The members of the family of compounds with the general chemical formula 
RmTnIn3m+2n (or RIn3 + RnTIn3n+28) where m = 1.2, n = 0, 1 (or 2) and T = Co, Rh, Ir and Pd 
crystallise in the HomConGa3m+2n-type tetragonal structures (space group P4/mmm). 
Recently, a new structure type CePt2In7 with the space group I4/mmm was reported [117]. 
As presented in Figure 3.3.1., the crystal structures are built by n layers of distorted 
cuboctahedra [RIn3] and m monolayer of rectangular parallelepipeds [TIn2] stacked 
sequentially in the [001] direction making the structure to be quasi-2D [117-119]. The 
respective compounds are often called “115” (m, n = 1) and “218” (m = 2, n = 1) 
compounds. 
Figure 3.3.1: The RnTIn3n+2 series - crystal structures. 
                                                 
8 CeIn3 is sometimes also taken as a limit of n = ∞. 
RIn3 
AuCu3 - type 
(Pm3m) 
RTIn5 
HoCoGa5 –type 
(P4/mmm) 
RIn3 + TIn2 
R2TIn8  
Ho2CoGa8 – type 
(P4/mmm)  
2 RIn3 + TIn2 
RPt2In7 
CePt2In8 –type 
(I4/mmm) 
RIn3 + 2 PtIn2 
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3.3.1. PrmTnIn3m+2n 
PrCoIn5, PrRhIn5, and PrIrIn5 reveal no magnetic ordering down to 2 K indicating the 
singlet ground state of the 4f –CEF scheme. [115, 120, 121].  The magnetic susceptibility 
and magnetization are highly anisotropic, reflecting the tetragonal structure, which are well 
explained by the CEF effect with the singlet ground state. The Pr2TIn8 compounds have not 
been reported yet.  
3.3.2. CemTnIn3m+2n series 
The whole CemTnIn3m+2n series is characterized by interplay between magnetism and 
unconventional superconductivity with rather high critical temperatures – highest transition 
temperature as compared to other Ce-based systems, which makes these compounds 
suitable for thorough studies of varieties of the two cooperative phenomena in strongly 
correlated electron systems. The quasi-2D RmTnIn3m+2n crystal structure provides 
investigation of the effect of varying dimensionality on magnetism and unconventional 
superconductivity because the structures become less 2D-like with increasing n. 
Theoretical calculation and de Haas van Alphen measurements indicate that the electronic 
structure of the Fermi surface of LaRhIn5, CeRhIn5 and CeCoIn5, (and other RE-115 
compounds as well [8, 120]) is strongly anisotropic with nearly cylindrical symmetry [122, 
123]. However in CeRhIn5 the 4f electron is localized and does not contribute to the 
volume of the Fermi surfaces while the main Fermi surfaces in CeCoIn5 can be described 
by the 4f-itinerant band model [122, 123]. Similar tendency was observed in the electronic 
structure of Ce2CoIn8 and Ce2RhIn8 [124]. 
In CeTIn5 the d electrons of the T atom hybridise with the 5p electrons of In, which 
results in a small density of states around the Fermi energy. There are very few conduction 
electrons in the TIn2 layer and hence the Fermi surface mainly consists of the two kinds of 
cylindrical Fermi surfaces [122, 123]. 
CeIn3 
CeIn3, as the main building block of the CemTnIn3m+2n compounds, is a well known Kondo 
lattice compound. At ambient pressure, it orders antiferromagnetically with a Néel 
temperature TN  = 10.2 K [125]; the Ce-moments are ordered in adjacent (111) 
ferromagnetic plans, Q = (1/2,1/2,1/2) [126]. Under hydrostatic pressure [127, 128], the 
Néel temperature monotonically decreases and vanishes at around 2.5 GPa. The 
temperature dependence of resistivity changes from the quadratic temperature dependence 
at ambient pressure to Δρ = T1.5 near the QCP [127, 129]. The QCP is surrounded by a 
narrow dome of superconductivity. The superconducting transition was found below 
200 mK in the pressure range between 2.2 and 2.8 GPa, with the maximum near the QCP 
[127-129].  
CeCoIn5 and Ce2CoIn8 
CeCoIn5, is an ambient pressure d-wave heavy fermion superconductor with Tc  = 2.4 K 
[113], which is the on of the highest Tc among the Ce-based compounds. Thermal 
conductivity and point contact spectroscopy studies indicate dx2-y2 pairing mechanism 
[130]. Interesting is a non-Fermi liquid behaviour in the normal state [131], which suggests 
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that the system is in the proximity of the magnetic QCP. Even more surprising is the fact 
that the NFL behaviour is recovered well beyond the upper critical field Hc2 [132, 133], 
while the Fermi-liquid behaviour is observed only above the field of 8 T.  
The upper critical fields Hc2 are 11.6 T and 4.95 T for the magnetic field applied in the 
ab-plane and c-axis, respectively. [131]. It is limited by the Pauli spin susceptibility of the 
electrons, which favour the electron spins to line up parallel to the magnetic field, which is 
in competition with the antiparallel alignment of the Cooper pair spins in d-wave singlet 
SC [134]. The H-T phase diagram with the magnetically ordered region is showed in 
Figure 3.3.2. Below T = 1.1 K the transition from the normal to the SC state is first-order 
while in the region from 1.1 to 2.3 K it is of second-order[69, 133]. Close to the upper 
critical field and temperatures below 0.3 K, there is an evidence of a second “Q phase”. 
This phase is consistent with the so-called FFLO (Fulde-Ferrel-Larkin-Ovchinnikov) 
state[133]9, and therefore CeCoIn5 is thought to be its representative. Because no magnetic 
ordering is observed in CeCoIn5 above the upper critical field Hc2, the relation between 
magnetism and superconductivity is fundamentally different and cannot be seen as a 
competition.  
 
 Ce2CoIn8 is a heavy-fermion superconductor with the critical temperature Tc = 0.4 K. 
In the lowest temperature region, the resistivity shows linear temperature dependence [137-
139]. Similar to CeCoIn5, also Ce2CoIn8 shows non-Fermi liquid behaviour above Tc 
showing on the vicinity of the QCP.  
                                                 
9 Such superconducting phase, which was proposed by Fulde and Ferrel [135] and  Larkin and 
Ovchinnikov, carries a finite momentum as a result of the Zeeman splitting of the electron bands and gives 
rise to an inhomogeneous superconducting state.  
Figure 3.3.2. H-T phase diagram of CeCoIn5 with the magnetically ordered phase. The blue and open circles 
indicate a first-order and a second-order phase transition, respectively, measured by specific heat, 
respectively, separating the SC and normal phase. The green circles indicate a second-order phase transition 
inside the SC phase,  and the red ones indicate the onset of magnetic order showing that the magnetic order 
only exists in the Q-phase. Inset: The magnetic structure of CeCoIn5 at T = 60 mK and the field of 11 T. The 
red arrows indicate the static magnetic moment on Ce3+ ions. After Kenzelman et. al. [136] and reference 
cited there. 
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CeRhIn5 and Ce2RhIn8 
Both CeRhIn5 and Ce2RhIn8 order antiferromagnetically below TN = 3.8 K, and TN = 2.8 K, 
respectively [140, 141], and are tuned to the superconducting state by applying pressure or 
by doping [142-146].  
The magnetic structure of CeRhIn5 is incommensurate with the propagation vector 
q = (1/2, 1/2, 0.297), it spirals transversely along the [001] direction. The easy 
magnetization direction is in the ab-plane [140]. With increasing applied pressure the Néel 
temperature first increases and has a maximum at ~ 1 GPa, then it decreases with further 
increasing pressure. Above 1.5 GPa the onset of superconductivity is observed.  
In the normal state the systems develops with applied pressure from antiferro-
magnetism to non-Fermi liquid state, and finally the Fermi liquid state is reached at highest 
pressures and temperature below TFL [147] as shown in Figure 3.3.3. The Figure 3.3.3 
presents temperature-pressure map of the local exponent of the electrical resistivity 
ρ = ρ0+ATε.  
The superconducting transition temperature Tc increases with increasing applied 
pressure while the Néel temperature TN vanishes when TN = Tc. This happens at the 
pressure p1 = 1.77 GPa and TN = Tc = 1.9 K [142, 146], the maximum Tc = 2.1 K is at 
p1  2 GPa [148]. Below p1 the competitive coexistence of superconductivity and 
antiferromagnetism is observed, the magnetic structure becomes commensurate with 
q = (1/2, 1/2, 0.4). In the range of pressures where TN < Tc, the magnetism became hidden 
and can be recovered by magnetic field [147]. 
The origin of superconductivity in CeRhIn5 is rather unexplored, the most direct 
evidence for unconventional pairing may be the spin lattice relaxation rate of 115In NQR 
measurements [28, 149]. 
 
Figure 3.3.3. T-p phase diagram of CeRhIn5: Colors represent the local exponent, at zero magnetic field, 
where ρ = ρ0+ATε. The resistivity, ρ, was measured along the c-axis of the tetragonal crystal. Also shown are 
boundaries of the phase of local-moment antiferromagnetic order, the superconducting phase, and the region 
of temperature below which the resistivity follows a T2 temperature dependence characteristic of a Landau 
Fermi liquid. The cone-shaped region of green denotes a state of sub-T-linear resistivity, labelled NFL, that 
appears to emanate from the dome of superconductivity, where Tc = 2.3 K is a maximum. After Park et. al 
[147]. 
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Influence of the dimensionality 
The 2D nature of the electronic properties is a result of the tetragonal crystal structure of 
CenTIn3n+2 which consists of n cubic (CeIn3) blocks which are weakly interacting along the 
c-axis through a (RhIn2) layer. Not surprisingly, it appears that the case of n=1 (CeRhIn5) 
is more anisotropic than the double-layered Ce2RhIn8 [150]. Contrary to CeRhIn5, 
Ce2RhIn8 exhibits a commensurate antiferromagnetic magnetic structure with the 
propagation vector q = (1/2, 1/2, 0), and with an ordered moment of 0.55 μB slightly 
reduced by Kondo screening [141]. A transition to an incommensurate structure was 
reported based on resistivity data at TLN = 1.65 K, this transition is believed to be irrelevant 
to the superconductivity that appears with applied pressure since TLN vanishes already 
below 0.1 GPa [144]. The onset of superconductivity was observed at pc > 1.6 GPa with 
maximum Tc = 2.1 K at 2.5 GPa.  
 Recently, ambient pressure superconductivity in Ce2RhIn8 was reported by Koeda et. 
al. [151]. The presence of the superconductivity is not the bulk one; it is connected with 
stacking faults leading to a superstructure in Ce2RhIn8. Such results might be consistent 
with the observations by Moshopoulou et. al. [119], whose reported an existence of two 
structurally similar phases of Ce2RhIn8.  
CeIrIn5 and Ce2IrIn8 
The heavy-fermion superconductor CeIrIn5 displays a difference of the temperature of a 
zero-resistance transition, Tc1 = 0.75 K, and the bulk superconducting transition in the 
specific heat with Tc2 = 0.4 K [112, 113]. It is tempting to attribute the resistive transition 
to sample inhomogeneities. However, if the two transitions are intrinsic, it may signal the 
presence of two superconducting instabilities, where the first transition corresponds to 
incipient superconductivity [28]. 
 Random-spin freezing in Ce2IrIn8 below Tm = 0.6 K with field-induced non-Fermi 
liquid behavior was reported [152, 153]. 
CePt2In7 
In 2008, Kurenbaeva et al. [117] reported a new structure type, CePt2In7, with a tetragonal 
structure (space group I4/mmm) formed by two layers of [PtIn2] and one layer of [CeIn3] 
connecting this compound with the CenTIn3n+2 family. CePt2In7 presents antiferromagnetic 
ordering below TN = 5.2 K and strongly enhanced electronic contribution to the specific 
heat γ = 450 mJ mol-1 K-2. Nuclear Quadrupolar Resonance studies indicate that the 
antiferromagnetism is commensurate and exhibits strong antiferromagnetic fluctuations in 
the paramagnetic state [154]. According to results presented by E. D. Bauer at ICM 
conference in 2009 [155], this compound should also present a pressure induced 
superconductivity.  
Ce2PdIn8  
Most recently the group of CenTIn3n+2 compounds was extended to Ce2PdIn8. Ce2PdIn8 was 
first reported by Shepa et al. [156], while an independent study have reported on a 
non-Fermi liquid behaviour [157] and heavy fermion superconductivity where the 
superconductivity emerges out of the long-range antiferromagnetic state at Tc = 0.68 K and 
coexist with the antiferromagnetism (TN = 10 K) at ambient-pressure [10].  
 36 
4. Experimental and computational 
methods 
Several experimental techniques were used to prepare samples, to determine their 
structure, composition and physical properties. Ab-initio calculations were undertaken for 
selected compounds.  
Since implementation of the solution growth method was one of the aims of this work, 
the detailed description is presented below. Additional information about the solution 
growth, mainly figures, is presented in Appendix A. 
4.1. Molten metal solution growth 
This chapter provides introduction to a powerful method of crystal growth, the molten 
metal solution growth. The chapter is composed using mainly references [5, 158-166] but 
it is also based on my past 4 years experiences I acquired during my stays in Nancy10 and 
in Ames11 and during implementing the technique into our laboratory and growing crystals.  
 In the literature, one can find the solution growth technique with different names such 
as “molten metal solution growth” [160] “growth from molten metal fluxes” [162] “flux 
growth” [161] or just “solution growth” [5]. All of them mean the same technique; the first 
two terms are more specified while the solution (flux) does need to be always metallic.  
 The information about solution growth (and other crystal growth techniques) can be 
obtained from large number of invaluable literature sources and it is not our aim to 
reproduce them here. We would like to provide description of the method and present the 
main issues which should be solved before starting the experiment. First, we would like to 
explicitly mention some important references: It is the book Crystal Growth by Pamplin 
and mainly Chapter 6 [161] and Chapter 11 [160]. In [161] the growth mechanisms such as 
effects of cooling rate on nucleation or other methods involving nucleation are explained, 
while [160] presents the theory of phase relationships and kinetics of crystal growth. 
Another very useful source is the work by Fisk and Remeika [162] with detailed 
description of growth from metallic fluxes including all practical aspects. This continues 
with works by Canfield et al.,[5, 158, 159]. In [5, 158] one can find information about 
growth of many intermetallic crystals and quasicrystals together with a review on used 
fluxes with their advantages and disadvantages. The third paper [159] have character of 
guide book for beginners providing, in very nice way, information necessary to start crystal 
growth and giving practical advices for work with the laboratory equipment. Las but not 
least we would like a detailed work by Kanatzidis el. al. [166] 
 To those interested in growing single crystals we strongly recommend studying a 
relevant literature carefully since it helps to understand the process of crystallization, 
                                                 
10 Under kind supervision of Gerard Venturini, Université Henri Poincaré-Nancy, Nancy, France  
11 Under kind supervision of Paul C. Canfield, Ames Laboratory, Iowa State University, Ames, USA  
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interpretation of the successful or unsuccessful experiments and also to avoid doing 
unnecessary mistakes.  
4.1.1. Crystal growth techniques 
 Single crystals can be prepared by a large variety of techniques depending on the 
specific properties of the material. They are classified according to three main principles:  
Growth from the melt [165]: Czochralski method - well know from the silicon industry, 
Bridgman technique, Zone melting technique (using electron beam, radio-frequency 
induction or mirror furnace) [164, 165] Growth from the vapour phase[165] and Growth 
from solution, [5, 158, 162, 165] Naturally, each method has different limitations. The 
choice of a particular method to grow a crystal of a desired compound is based on 
considering all its advantages and disadvantages but also on availability of other methods 
in the laboratory.  Solution growth method allows a growth of a wide variety of both 
congruently and incongruently melting materials and may be used in cases where other 
methods fail. It is also sufficient in cases when the primary solidification is too high or one 
or more elements of the compound have a high vapour pressure (e.g. Zn, Mn or Yb) 
leading to non-stoichiometric melt. In such case the traditional methods such as 
Czochralski or Bridgman are impractical while the solution growth might be the right 
choice.  
 Although the solution growth can be used for both congruently and incongruently 
melting compounds, in case of congruently melting compounds other methods such as 
Czochralski or Floating zone are in many cases preferred because they allow growing 
much bigger crystals and because growing the crystal from a pure melt of the desired 
composition is the simplest way. Especially in ternary or even more complicated 
compounds, the phase diagrams are usually unknown or incomplete and therefore the 
growth from solution does not have to be straight, one may obtain different compound than 
desired and often many experiments under different conditions have to be done. Searching 
for a proper solvent, an optimal starting composition and thermal process is usually the key 
problem of this method.  
 On the other hand, the solution growth can often provide crystals of higher quality than 
those obtained from a stoichiometric melt. 
4.1.2. The principle of solution growth method 
 To explain the flux growth method we can start with a notorious case. Everybody 
knows the example of crystallization of salt from aqueous solution. One dissolves the salt 
in water and while evaporating some water the solution becomes first saturated and then 
crystals of the salt will start to grow. Such experiment is a common exercise shown at 
primary school; one can play with experimental conditions such as temperature, 
evaporating rate or adding already formed crystal as a seed. The sizes of the crystals 
depend i.a. on the evaporation rate - as slower evaporation as bigger crystals of salt are 
grown. This is due to a concentration gradient associated with volume diffusion of solute 
from the solution to the growing face, which depresses the concentration at the face below 
the saturation limit. If the evaporating (or cooling) rate is too high, a new nucleus in the 
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region with higher local concentration is formed instead of growing the original crystal. On 
the other hand too low cooling rate may lead to an (oversaturated) solution.  
 A process analogous to the crystal growth from aqueous solutions is a “flux growth”, a 
process of crystallization from molten salt solvents in high temperature, or growth from 
molten metal flux, where the role of the solvent is held by a metal. To reach saturation of 
the solvent the role of evaporating is substituted by cooling the system. Naturally the 
temperature region for operating has to be well above the room temperature. There are 
several techniques of single crystal growth out of metal flux; the criteria that distinguish 
one from another are the used solvent (flux), operating temperatures, use of protective 
atmosphere, or the way how remaining solvent is removed.   
The self flux method 
If the desired compound (solute) contains the solvent we call the technique a “self flux 
method”, if the elements, from which is the compounds formed, are solved in another 
additional solvent, then we call it “true flux method”.  
 To illustrate what happens in the melt during cooling a schematic temperature-
composition equilibrium phase diagram is shown in Figure 4.1.1a). The diagram presents 
solubility relations depending on temperature and concentration x of component B in A. 
The meaning of used symbols is following: 
o A can one or more elements in a fixed ration,  
o B is usually a single element, 
o A1-xBx is the desired compound,  
o l is completely liquid (unsaturated) region of the diagram, and  
o L is saturated solution with composition given by the liquidus line. 
In case presented in the Figure 4.1.1a), A1-xBx is incongruently (peritectically) melting 
compound, therefore methods that utilize cooling of stoichiometric melt A1-xBx will not 
give single phase A1-xBx but a multiphase product. At this point the solution growth 
technique can provide a sufficient result. A1-xBx can be grown via the cooling of a solution 
rich in B. To avoid growing of phase A the starting composition has to be more B-rich than 
that of the composition xP of the liquid at peritectic point P. On the other hand it must be 
less B-rich than corresponds to the eutectic point E (if any) otherwise B would growth 
instead of A1-xBx.  
Let’s start to grow A1-xBx: At first the system with a composition A1-yBy (y > xP) has to 
be (quickly) heated up to the temperature T1 represented by position 1 in the phase 
diagram. To allow the homogenization of the melt, the system is hold at temperature T1 for 
several hours. By cooling the system to the temperature T2, the solid-liquid equilibrium 
presented by position 2 on the liquidus line is reached. While further slow cooling 
crystalline A1-xBx starts to form. The composition of remaining solution follows the 
liquidus line towards the decanting temperature T3 or the eutectic point E. After the 
crystals are grown the remaining flux has to be removed. The relative phase amounts of the 
solid phase (crystals) and remaining melt is given by lever rule. 
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There are two more positions marked in the phase diagram: Position 4 presents 
supersaturated (oversaturated) solution, which is unstable and will adjust towards 
equilibrium giving rise to growth of A1-xBx crystals as indicated by the arrow. One should 
keep in mind that any position on the liquidus line presents a saturated solution.  
As a real example we present the growth of Pd3In7 out of In flux which mean A = Pd, 
B = In, A1-xBx = Pd0.3In0.7. In this case the binary diagram of the system is available [167] 
and the process is rather straight. As presented in Figure 4.1.2 a), Pd3In7 is peritectically 
melting compound with peritectic temperature 664 °C and concentration around 80 at. % of 
indium. Therefore the starting composition was chosen to be 85-90 at. % of indium. The 
system was heated up to the T1 = 800 °C held there for 2 hours, and then slowly cooled (10 
days) down to 300 °C. At 300 °C, the remaining indium was spun off and large single 
crystals of Pd3In7 were obtained as shown in Figure 4.1.2b. 
 
Figure 4.1.2 a) Temperature-phase diagram for system Pd-In (after Studnitzky et. al, modified); the cooling 
process is illustrated by the red curve from position “1” to “3” b) product of the process, a single crystal of 
Pd3In7 (after spinning of remaining indium). 
Figure 4.1.1.. Schematic temperature-composition phase equilibrium diagram: a) for system A – B. The 
arrows from point 1 to 3 present possible cooling process and crystallization b) pseudo binary diagram for the 
C – AB system. 
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The true flux method 
Let’s try to grow another compound A’B’ where neither A’ nor B’ is suitable as a solvent. 
In such case it would be useful to find a third element C (or combination of elements) to 
act as a flux. Both components A’ and B’ can be dissolved in some higher amount of C as 
illustrated in Figure 4.1.1 b). The cooling process is operationally the same as presented 
above for Figure 4.1.1 a), the only difference is that C is not considered to be involved in 
desired compound A’B’. 
 While in case of self flux method finding a proper starting composition and 
temperature scheme is rather tricky, especially growing of ternary (or higher) compounds,  
the case of true flux method is usually even more complicated. One has to find both the 
proper solvent and experimental conditions a system which is at least one dimension 
higher.  
Before we start... 
Before we start to grow the crystals we have to do an analysis of the whole problem: We 
need to study the available relevant phase diagrams, check whether similar compounds 
have been prepared before and how it was done. Then we need to consider all advantages 
and disadvantages of the selected method and thing about the proper conditions. 
Considering the chosen method to be solution growth, one has to choose a solvent, starting 
composition (stoichiometry) of the whole system, operating temperatures, and also a 
container (crucible) and the way how to provide the protective atmosphere. 
Choice of the flux 
The choice of a proper flux is one of the most important and often most difficult steps and 
one has to bear in mind that an appropriate metal from which the desired compound will 
crystallize may not be found. There are some requirements on the solvent, which are 
advantageous or necessary to be fulfilled: The compound should not form compounds with 
the solutes that preclude the desired material from growing, it should neither enter the 
crystal as an impurity nor form microscopic or macroscopic inclusions in the crystals. 
Wetting of the surface is also not favourable but it may be removed by etching.  
There are several general advices by Fisk and Remeika [162] which might help to 
choose the growth condition namely the solvent:  
o “It is generally easier to grow a congruently melting material from such a flux than 
an incongruently melting one, and that the higher this melting point is, the more 
readily the crystals will come out of the flux”. 
o “Competing phases formed by the flux with the elements in the compound wanted 
can prevent growth of the desired compound. This translates into looking for 
potential solvent – solute binary phase diagrams with fairly low-melting, 
incongruent compounds”. 
The elements often used as solvents are: Al, Bi, Ce, Cu, Ga, Hg, in, Pb, Sb, Sn, Zn etc. 
Their properties, advantages and examples of representative intermetallic compounds 
grown from these solvents are discussed e.g. in [5, 162].  
CHAPTER 4. EXPERIMENTAL AND COMPUTATIONAL METHODS 41
In some cases the choice of true flux provides better quality of the crystals than self 
flux method. This is illustrated e.g. on YbNi2Ge2 grown from Ni-Ge rich solution or from 
either In or Sn [158]. New flux should be considered even in case we have found a suitable 
one, but the quality of the crystals such as residual resistivity is not ideal. 
The choice of the crucible 
During the solution growth the high-temperature melt is in direct contact with the container 
for rather long time. The choice of a proper container (crucible) is therefore important 
aspect of successful experiment because the reactivity of the solution with the material of 
the crucible may lead to significant losses of the elements, which react with the crucible, 
and to contamination of the melt.  
For most of the intermetallic compounds, alumina (Al2O3) crucibles are used. The 
advantage of alumina is its relatively low cost and stability against attack from many fluxes 
like: Al, Zn, Ga, Ge, Hg, In, Sn, Pb or Bi. A termite-like reaction can occur in case of 
higher concentration of RE metals, Mg, alkali and alkaline earth metals and some 
transition metals. The other materials of crucibles which may be used are: Ta, Mo, W, 
steel, graphite, quartz glass, BN, yttria or zirconia. According to observations by Canfield 
et. al. up to ~ 10 at. % of RE can be added to the one of the low melting elements and held 
in the Al2O3 crucible without attack (~1200 °C).  While using pure metals as material of 
crucibles such as Ta, Mo, W, one should look to the binary phase diagram database if some 
element of the solvent does not form a eutectic solution below the highest used 
temperature.  
Protective atmosphere 
At high temperatures, all the metals have strong tendency to form oxides. Therefore it is 
necessary for the experiment to provide sufficiently pure protective atmosphere or high 
vacuum. For growth in temperature region up to ~1200 °C a sealing into amorphous silica 
(quartz) is the most common method. Above 1200 °C the quartz starts to soften, but this 
limit is suitable for most of the experiments. The sealing process is shown in Appendix B. 
 In cases where sealing material into quartz is not practical, a furnace through which 
inert gas is flowing or furnace operating with a high vacuum can be used, however, the 
dynamic vacuum may case significant (unwanted) evaporation of the material.  
Separation of crystals from flux 
The crystals may be separated by chemical etching, electrochemically, by evaporation of a 
flux with high vapour pressure, mechanically or by a much more convenient way – 
spinning off the flux. This is the most favourable technique since it is simple, usually does 
not cause any damage to the crystals and is very efficient. In most of cases the flux is 
almost completely removed leading to nice single crystals with shiny facets. The residual 
flux might be gently removed mechanically or by etching. 
 On the other hand, spinning off the flux is somewhat risky step because one has to 
operate with rather hot or even very hot objects. The spinning temperature can be between 
200 °C - 900 °C depending on conditions of our experiment. Here, we will describe the 
most common case of growing crystals, i.e. the growth in alumina crucibles sealed in the 
quartz tubes and using separation by spinning through a quartz wool plug.  
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 There are two similar ways how to prepare the experiment for decanting the flux. In the 
first case the quartz wool plug is present during the whole growth process  [5, 159]. The 
thermal process is then stopped at a temperature enough high above the melting 
temperature of the flux (or eutectic). The ampoule is quickly removed from the furnace and 
put to the centrifuge to spin it off. In the second case the crystal growth itself is done 
without the plug. The thermal process is finished at room temperature and then the 
crucibles are removed and sealed again under protective atmosphere, this time already with 
the quartz wool plug. The system is heated again to melt the flux and centrifuged.  
Due to following reasons we prefer growing crystals without the quartz wool:  
o The quartz wool dust might cause seeding problems (as also discussed in [5])  
o Silica (quartz glass)might react with the melt (e.g. Al in case of Al flux) causing Si 
impurities in our crystals.  
o The quatz wool has large surface which makes worst vacuum due to desorption at 
high temperatures.  
It is not much additional work and material wasting to seal the crucibles twice. Because 
we use high purity elements for our experiments we should avoid any possibility of 
unnecessarily contamination.  
On the other hand there are arguments for the first way: One might consider a 
possibility that the cooled flux can crush the crystals due to different thermal expansion 
while cooling. However in the cases of relatively soft elements acting as flux, such as In, 
Sn, Pb or Al, one does not need to be worry about it. When remelting the flux too fast, we 
can dissolve also some crystals. 
Sample characterization 
After all the steps presented above have been done, it is time for characterization of the 
grown crystals (if any). Because the crystals grown from solution have natural shapes 
depending on their symmetry (hexagonal plates, needles, cubes, rhombohedra..), the first 
step is to look at the crystals by naked eye to select crystals with expected shape for further 
characterization, often, more than one phase can be grown in one batch. A careful analysis 
of the shape of the crystals can notably help with further characterization. As the next step 
both the X-ray diffraction and microprobe analysis should be done. We usually pulverized 
few crystals for X-ray powder diffraction measurement to determine crystal structure 
parameters. In case there grow two or more phases we cannot distinguish by naked eye, the 
crystals for X-ray are checked by microprobe first. The microprobe analysis is done on all 
samples prepared for consequent measurements of physical properties. The crystal 
orientation and crystallinity should be confirmed or determined by Laue diffraction.  
Finally, we would like to stress out that the sample characterization should be done 
very carefully. Although the crystals may look very nice and well formed, inclusions of 
other phases might be present (an outstanding example is represented by our case study of 
Ce2PdIn8 presented below). 
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4.1.3. X-ray diffraction 
X-ray powder diffraction 
The X-ray powder diffraction (XRPD) has been used for determining the structure 
parameters of the prepared compounds. The single crystalline (or polycrystalline) samples 
have been pulverized into fine powder; the diffraction pattern has been measured by Bruker 
D8 Advance diffractometer or Siefert XRD7 diffractometer, that were set up in the Bragg-
Brentano geometry using the α1Cu radiation (λ = 0.1540562 nm). Complete structure 
analysis was performed via Rietveld method [168] to refine additional parameters e.g. the 
symmetry-free Wyckoff positions, thermal vibration parameters etc. The data were 
analyzed using the FullProf program [169]. 
Laue method 
The standard Laue method in the reflection 
configuration has been used to determine both the 
single crystal quality and the sample orientation for 
further experiments. The Laue patterns were taken 
on Micrometa 600 apparatus with polychromatic 
Cu-radiation. The samples were mounted on a 
goniometric head to fix a proper orientation for 
cutting (if needed), however, the single crystals 
grown from flux have characteristic shapes, and the 
crystal orientation is usually deducible.  
4.1.4. Microprobe analysis  
Homogeneity and stoichiometry of all samples used for subsequent measurements were 
carefully checked using microprobe analysis. The analysis was performed on scanning 
electron microscope (SEM) Tescan Mira I LMH equipped by an energy dispersive X-ray 
detector (EDX) Bruker AXS. The analyses were performed on both as grown and polished 
samples; often 2-4 faces of each sample were checked to confirm the sample homogeneity. 
Elements mapping was used to present the characteristic boundaries between phases in 
Ce-Pd-In compounds. 
4.2. Measurement techniques 
Evidence of phase transitions from the physical measurements 
Phase transitions are the transformations of a thermodynamic system from one state of 
matter to another. The phase transitions are accompanied by an abrupt change in one or 
more physical properties (heat capacity, resistivity, thermal expansion, magnetic/dielectric 
susceptibility etc.) with a small change of a thermodynamic variable. In our case such 
variable is mostly the temperature but it can be also external fields or pressure.  
Generally it does not cost too much effort to determine the transition temperature 
(pressure, field). The difficulties are usually arisen from the identification of its origin 
(structural, magnetic, superconducting etc.). Using a combination of common physical 
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measurement techniques, we can distinguish between structural, magnetic and 
superconducting transitions; however, e.g. determination of a magnetic ground state or 
character of order-to-order transitions without using microscopic methods such as neutron 
diffraction is often impossible.  
4.2.1. Magnetization measurements 
Measurements of magnetization and AC magnetic susceptibility were generally performed 
using two instruments MPMS (SQUID) and PPMS (using Vibrating sample 
magnetometer - VSM) from Quantum Design company [170]. The DC magnetic 
susceptibility was calculated as the ratio of magnetization and applied magnetic field.  
The samples were carefully fixed to the sample holder in a desired orientation, usually 
magnetization and susceptibility along all principal crystallographic axes was measured. 
The polycrystalline samples were pulverized; the powder with random oriented grains was 
fixed by nonmagnetic glue.  
In special cases the AC magnetic susceptibility (AC) was measured down to 0.35 K 
using custom made extension to the PPMS apparatus allowing to measure AC using the 
ACMS option with the 3He insert (including the ACMS preamplifier). A self-made coil 
set-up with two counter-wounded secondary coils (Cu wire) and primary coil (NbTi wire) 
was used for this measurement. The low temperature AC susceptibility was mainly used 
for detection of bulk superconductivity.  
Magnetic phase transitions 
Magnetic phase transitions are characterized by an anomaly (increase while reaching the 
ordered state) in the temperature dependence of the magnetization, however, the 
determination of ordering temperature by magnetization measurement is not without 
ambiguity, since the external magnetic field, which has to be used for the measurements 
can significantly influence the magnetic behaviour of the sample. In principle, the Curie 
temperature of a ferromagnet can be determined as the onset of spontaneous 
magnetization; unfortunately, the direct measurements spontaneous magnetization is 
influenced by high experimental errors arising e.g. from presence of minor ferromagnetic 
impurities. The magnetization is usually measured in an external magnetic field. The Curie 
temperature of a ferromegnet was determined as inflection point of the M(T) curve while 
the Néel temperature of antiferromagnets was found as maximum of ( ( ) ) T T T [171]. 
The characteristic shapes of M(T) and M(H) curves for model magnetic structures are well 
known, see e.g. [172] . 
AC magnetic susceptibility  
In AC magnetic susceptibility measurements an AC field is applied to a sample and the 
resulting AC moment is measured. Because the induced sample moment is time-
dependent, AC susceptibility measurements yield information about magnetization 
dynamics which are not obtained in magnetization measurements, where the sample 
moment is constant during the measurement time. The AC magnetic susceptibilty is a 
complex quantity χ = χ' +iχ'' determined by its two components, i.e., the real (χ') and the 
imaginary (χ'') part. The value of χ' gives a measure of how difficult it is to initiate the 
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magnetization process. The imaginary part χ'' of the AC susceptibility is connected with an 
irreversible magnetization process showing a hysteresis loop. The value of χ'' represents 
the energy loss during the initial magnetization process e.g. caused by the motion of 
domain walls [173].  
Onset of superconductivity  
Due to the Meissner effect, when a material reaches the transition from the normal to 
superconducting state, it actively excludes magnetic fields from its interior. 
Superconducting state is ideally diamagnetic, the volume susceptibility is χ = -1. Due to 
low the location of the superconducting transitions at temperature below 1 K, the AC 
susceptibility measurement was convenient accessible method to confirm the bulk 
character of superconductivity.  
4.2.2. Electrical resistivity 
The AC electrical resistance (R) measurements were performed on PPMS apparatus using 
the ACT option. A standard four-probe AC method was used. The resistance was measured 
in the temperature range 300-1.8 K, in selected cases also down to 0.35 K using 3He insert.  
The current and voltage contacts were made by silver paste using copper wires. Two 
independent channels were available to measure two samples in one run. Depending on the 
temperature range and quality of signal, the excitation current was 0.5 - 10 mA (constant 
current mode) and the frequency 70 - 300 Hz. Unfortunately, in the temperature region 
below 2 K (using 3He option) low excitation current had to be used to prevent heating of 
the samples leading to bigger scatter of the resistance data (measured voltage signal). 
Ideally, the measurements were performed on bare-shape samples with well defined 
dimensions. However, the available samples were often small with irregular shape (~1 mm 
length and thickness 100-200 μm) and we were not able to calculate the geometrical 
factors and calculate the resistivity (ρ). Therefore we often plot the relative resistance as 
R(T)/R(300). 
Resistivity depends on various scattering processes in a crystal. Assuming independent 
scattering mechanisms, we can apply the so-called Matthiessen’s rule for description of the 
resistivity. It can be then written as a sum of three contributions: 
 0 ph mag      , (4.2.1) 
0 represents the residual resistivity due to impurities, ph is due to phonon scattering, and 
mag a spin-disorder term. Graphically, the Matthiessen’s rule is presented in Figure 4.2.1. 
Residual resistivity ratio 
The residual resistivity 0 is given by s scattering of conduction electrons on lattice defects 
including impurity atoms. An important characteristic of a quality of the material is the 
so-called residual resistivity ratio RRR obtained as a ratio of the electrical resistivity at 
room and at the value of resistivity extrapolated to zero temperature: RRR = (300)/(0). 
For a good single crystal the value of RRR is usually higher than 20. 
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Magnetic phase transition 
At magntetic phase transition, the resistivity presents a kink, as shown in Figure 4.2.1. In 
paramagnetic region, the electrons are scattered by the magnetic ions leading to increase of 
resistivity. In such case ρmag is temperature independent and proportional to de Gennes 
factor (so-called spin-disorder resistivity [174]): 2mag ( 1) ( 1)g J J    . In a magnetically 
ordered state (below the magnetic ordering temperature) the temperature dependence of the 
magnetic part of the resistivity depends on the details of the magnetic ordering and the 
dispersion of the quasiparticles (magnons etc.) involved in the interaction with conduction 
electrons. For a ferromagnetic metal it leads to a spin-disorder resistivity proportional to T2 
(T   TC) while in case of antiferromagnet the proportionality is T4 (T   TC). Taking into 
account magnetic anisotropy, which leads to a minimum energy Δ required to excite a spin 
wave, the resistivity is proportional [175]:  
 2mag Bexp( )  T k T , (4.2.2) 
Onset of superconductivity 
The onset of superconductivity, is characterised by a drop to zero resistance, however, the 
resistance measurement cannot proof the onset of bulk superconductivity since even a 
presence of minor superconducting phase can lead to zero resistance of the whole sample.  
 
4.2.3. Specific heat capacity  
The specific heat capacity (specific heat) was measured in temperature ranges form 
300 - 0.35 K using a double relaxation method [170, 170, 176, 176]. As in case of the 
resistivity measurements the temperature regions below 2 K were reached using 3He 
option. The sample masses were 5-10 mg for the Pr-compounds, while for the heavy 
fermion compounds the masses of ~1 mg were enough (large samples not available) 
because the low temperature part of electronic specific heat is significantly enhanced (as 
discussed in Chapter 2.4.). 
The total specific heat of a metallic system consists of several additive contributions: 
 e ph mag n   C C C C C , (4.2.3) 
Figure 4.2.1. A model temperature dependence of a magnetic material. The total resistivity , is given by the 
sum of residual resistivity 0, a phon contribution ph, and a magnetic term mag.  
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with Ce as an electronic contribution, Cph as a phonon contribution, Cmag as a magnetic 
contribution and Cn as a nuclear contribution to the specific heat.  
The phonon contribution is the largest part of the total specific heat caused by thermal 
lattice vibrations. It can be described by two basic models: Debye model for acoustic 
phonon branches and Einstein model for optical phonon braches [177]. In the low 
temperature region (below T ~ ΘD/20) only acoustic braches dominate.  Since for complex 
crystal structure the models for phonon specific heat have too many variables, 
nonmagnetic reference compounds are often used to subtract the phonon part of specific 
heat for magnetic compounds.  
As discussed in Section 2.4.1, the electronic contribution Cel is given by: elC T , in 
case of heavy fermion compounds the Sommerfeld coefficient γ can be significantly 
enhanced.  
Magnetic phase transitions  
From a thermodynamic point of view the magnetic order is most frequently of 2nd order 
phase transition and therefore presents a discontinuity in the specific heat (an entropy 
discontinuity for 1st order phase transition) at the transition temperature Tord. Below Tord, 
the Cm(T) can be described by magnetic spin waves theory (e.g. 
3 2
m Bexp( )C T k T   
for a anisotropic simple ferromagnet [175]), however, for complex magnetic structures no 
general approach for description of  part Cm(T) have been developed. There are only some 
circumstantial evidences suggesting the type of magnetic ordering such as the influence of 
external magnetic field: the applied external magnetic field shifts the heat capacity 
anomaly of a ferromagnet to higher temperatures, while in case of antiferromagnet it is 
shifted to lower temperatures.  
 In the non S-state (L≠ 0) RE ions a magnetic contribution to the specific heat involves a 
contribution associated with an increasing population of excited localized states. These 
localized states are caused by the crystal electric field and molecular field interactions with 
the 4f-ion which lift the (2J + 1)-fold degeneracy of the ground-state multiplet. In the 
paramagnetic state, the magnetic part of the specific heat is given by the Schottky 
contribution: 
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where Δi = Ei/kB means the energy of crystal-field level splitting, and n is the number of 
energy levels. 
Onset of superconductivity  
The transition into the superconducting ground state is accompanied by a jump in the 
specific heat. According to the BCS theory (Csc - Cn)/Cn = 1.43, where Csc and Cn present 
specific heat of the normal and superconducting state at Tc, respectively [77].  
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Below Tc, the temperature dependence of the specific heat is given by the topology of the 
gap structure[77]: 
C(T) gap symmetry 
Bk Te

 
symmetric 
(conventional SC) 
T gapless 
T2 polar (line zeros) 
T3 axial (point zeros) 
 
4.3. Computational methods 
To obtain direct information about the ground-state electronic structure and the 
magnetic properties, we have carried out first-principles theoretical calculations. The 
ground-state electronic structure was calculated on the basis of density of states (DFT) 
within local spin density approximation (LSDA) [178] and generalized gradient 
approximation (GGA) [179, 179, 180, 180] For this purpose, we used the full potential 
augmented plane wave plus local orbitals method (APW + lo) as implemented in the latest 
version (WIEN2k) of the original WIEN code [181]. The spin-orbit coupling (SOC) is 
treated in a second variational step within this implementation [182].  
The calculations were applied to PrRhIn5, U3Co4Ge7 and U3Co2Ge7 compounds, for 
more details please see [183, 184].  
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5. Results and discussions 
5.1. R-T-Al compounds 
5.1.1. Solution growth out of Al flux 
The Single crystals of R-T-Al (R = Gd, T = Cu, Ag) compounds were grown out of the Cu-
Al and Ag-Al solution: Appropriate amounts of pure elements were put into alumina 
crucibles and sealed under protective argon atmosphere or vacuum into a quartz tubes. The 
samples were heated up to 1200 °C, where they remained for 60 minutes, and then rather 
slowly (~ 5 K.h-1) cooled down to 950 °C - 700 °C. At this temperature, the remaining flux 
was centrifuged through the quartz-wool stopper. The starting compositions and results of 
the solution growth are listed in Table 5.1.1. In this table, the temperature regions express 
the highest starting temperature and the spinning temperature at which the crystals were 
separated. As one can see the spinning temperature was rather high and was even increased 
with higher Cu content (up to 950 °C). This makes the decanting more difficult but still 
possible. After the decanting, rather large single crystals with shiny mirror-like facets were 
found either in the crucibles or at the quartz wool plugs, see Figure 5.1.1.  
There were some limitations, which had to be respected while growing the crystals in 
alumina (Al2O3) crucibles sealed in quartz glass. The studied region of the R-T-Al ternary 
system was reduced to aluminium rich corner of the phase diagram. The alumina is not 
stable for higher concentrations of Gd or Ce (and other RE), a higher concentration of Cu 
or Ag would increase the melting point of the remaining flux, which consequently would 
prevent to spin it off (it might be possible to etch it by e.g. NaOH but we have not been 
focused on it). Another inconvenience arisen from using Al is that even its vapour attacks 
the quartz glass and therefore the whole experiment (especially the high temperature part) 
has to be performed rather quickly (within few days). In the case of the Gd compound Ar 
protective atmosphere and cover crucible was used to decrease the impact of Al vapour 
[159], while the Ce compounds were grown in vacuum (due to technical reasons). Some 
information sources [5] generally do not recommend the use of quartz glass in case of Al 
flux at all. Although we have observed significant changes of the quartz glass after the 
growth process (less pronounced with the Ar atmosphere), most of our experiments were 
successful without braking the ampoules and loosing the protective atmosphere. The 
compounds with Gd were mostly prepared during my stay at the in Ames laboratory. The 
results on Ce-Cu-Al system are a part of the diploma thesis of P. Čermák [185, 186] and 
will not be presented here. 
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Table 5.1.1 Starting compositions, conditions and products of R-T-Al (R = Gd, T = Cu, Ag) 
solution growths. 
Starting composition Temperature range Final products Structure type 
Lattice 
parameters (nm) 
Gd4Cu19Al77 1200°C - 700°C GdCu4Al8 
Gd4Cu38Al58 1200°C - 700°C GdCu4Al8 
ThMn12 
 
a = 0.8746 
c = 0.5148 
Gd8Cu18Al74 1200°C - 700°C 
GdCu4Al8 
Gd3Cu2Al9 
Gd10Cu15Al80 1150°C - 700°C Gd3Cu2Al9 
La3Al11 
a = 0.4248 
b = 12.57 
c = 0.9976 
Gd10Cu45Al45 1150°C - 950°C 
multiphase,  
no spin 
— — 
Ce5Cu15Al80 1200°C – 700°C 
Ce6Cu11Al83 1200°C – 700°C 
CeCu~0.7Al~3.3 BaAl4 
a = 0.4262 
c = 1.077 
Gd12Ag12Al76 1200°C - 700°C Gd3Ag~2A~9 La3Al11 
a = 0.4297 
b = 1.267 
c = 1.006 
Gd6Ag47Al47 1200°C – 700°C Gd2Ag~8Al~9 
Th2Ni17 
(P63/mmc) 
a = 0.9292 
c = 0.9125 
Ce12Ag12Al76 1200°C – 700°C CeAg~0.8Al~3.2 BaAl4 
a = 0. 4320 
c = 1.105 
Ce6Ag47Al47 1200°C – 700°C Ce2Ag~8Al~9 
Th2Ni17 
(P63/mmc) 
a = 0.9376 
c = 0.9134 
 
 
 
Figure 5.1.1. Pictures of selected single crystals (1 mm scale grid). From left to right: Gd3Ag~2A~9 in the 
crucible after decanting, Gd2Ag~8Al~9, GdCu4Al8, and Gd3Cu~2A~9.  
5.1.2. GdCu4Al8  
Large "bar-shaped" single crystals of GdCu4Al8 were grown from three different starting 
compositions. The diffraction pattern and EDX analysis revealed the same results for both 
of them confirming their uniform chemical composition and crystal structure. The lattice 
parameters are listed in Table 5.1.1.  
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In Figure 5.1.2 the temperature dependence of magnetization together with inverse 
magnetic susceptibility (inset) are presented. The magnetization isotherms measured at 2 K 
are shown in Figure 5.1.3. The magnetization data reveal antiferromagnetic behaviour with 
TN = (29  2) K and a-axis as easy magnetization direction. On condition GdCu4Al8 was 
antiferromagnet, the Néel temperature was determined as maximum of 
( ( ) ) /T T T  [171]as marked by the arrows in Figure 5.1.2. Another less pronounced 
transition was observed at T1 = 10 K in both magnetization and heat capacity (Figure 5.1.4) 
measurements. However in the magnetization data, the transition at T1 is pronounced only 
for the a-axis, signalizing an-order-to order transition in the basal plane. Above the Néel 
temperature, the susceptibility is isotropic and follows the Curie-Weis low with the 
following parameters: eff = 7.8 B/f.u. and p = −17 K. These values are in agreement with 
the previously reported ones on polycrystalline samples, however the Néel temperature is 
lower than the reported TN = 35 K [92]. The magnetization at 2 K measured up to the field 
of 5.5 T (Figure 5.1.3.) is linear for the field applied along the a-axis. For the c-axis the 
magnetic isotherms exhibit a spin-flop-like magnetization transition above 1.5 T after 
which it follows the behaviour of the a-axis. As it was shown by Duong et al. [92], at 
T = 4 K the magnetization of free-powder sample is linear up to 17 T and saturates in the 
field of about 25 T, where it reaches magnetization corresponding to sat = 7 B/f.u. 
Figure 5.1.2 Magnetization of GdCu4Al8 measured 
in field of 0.5 T applied along both principal 
crystallographic directions, the solid lines 
demostrate the derivative ( ( ) ) T T T (solid lines) 
with maxima at TN and T1. The inset represents the 
inverse susceptibility. 
Figure 5.1.3 Magnetization curve of GdCu4Al8 
at 2 K. The c-axis magnetization shows the 
spin-flop like transition at field of 1.5 T. 
As we have already mentioned the heat capacity also shows also two magnetic phase 
transitions, the first one around 31 K, and the second one around 10 K. Both transitions are 
rather broad. The electronic contribution to the specific heat leads to the Sommerfeld 
coefficient   = 15 mJ mol-1 K2.  
Other samples were used for the resistivity measurements than for the magnetization 
and heat capacity ones. The resistivity data were presented in Figure 5.1.5. Similar to the 
heat capacity data the transition is rather broad. It is also slightly shifted to lower 
temperature, the second transition around 10 K is not manifested in the resistivity data. The 
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residual resistivity ratio (RRR) is ~2.7. Such value of RRR is very low revealing low 
quality of the samples.  
 
Figure 5.1.4. Heat capacity of GdCu4Al8. The 
arrows indicate the Néel temperature TN and the 
second transition at T1. Inset represents the 
magnetic part of entropy. 
Figure 5.1.5. The temperature dependence of 
electrical resistance of GdCu4Al8. with the AC electric 
current applied along the c-axis. 
5.1.3. Gd3Cu2Al9 & Gd3Ag2Al9 
As shown in Table 5.1.1., Gd3Cu~2Al~9 was partly a product of the growth from the starting 
composition Gd8Cu18Al74. On the basis of this result, a new starting composition, 
Gd10Cu15Al80, was chosen resulting in single-phase product. The compound crystallizes in 
the orthorhombic La3Al11 structure type [89]. A compound with the same structure was 
formed also growing out of the Gd-Ag-Cu solution. The composition was determined by 
microprobe analysis and by comparing the lattice parameters (Table 5.1.1.) with the ones 
from [89], the accuracy of Cu, Ag and Al concentration is about 5%.   
Gd3Cu~2Al~9 behaves as an 
antiferromagnet with TN = (30 2) K. 
There are two transitions evident from the 
susceptibility Figure 5.1.6 and heat 
capacity data. One is at the temperature 
32  2 K and another one at ~10 K. 
Above T ~ 100 K, the susceptibility 
follows the Curie–Weiss law with 
paramagnetic Curie temperature 
p = −30 K (for all crystallographic 
directions - as expected for Gd3+ion), The 
effective moment was found to be 
eff = 8.3 B/f.u., which is higher than one 
would expect for Gd3+ (7.94B). The 
difference can be due a contribution of 
conduction electrons but also due to 
inaccuracy of defining the composition; even small variation of Cu content changes rather 
significantly the molar mass of the compound and influences the value of effective 
Figure 5.1.6: The temperature dependence of magnetic 
susceptibility of Gd3Ag~2Al~9. Inset: a detail of the 
phase transition including ( ( ) ) T T T plot. The 
transition temperatures TN and T1 are marked by the 
dashed-lines. 
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moment. Therefore the value of effective moment may indicate a slightly lower content of 
copper (and higher content of aluminium) than we considered.  
 
Figure 5.1.7: The temperature dependence of 
magnetic susceptibility of Gd3Ag~2Al~9. Inset: a 
detail of the phase transition including the 
derivative ( ( ) ) T T T  (a.u.) and resistance data. 
The transition temperature TN and T1 are marked by 
dashed-line. 
Figure 5.1.8: Magnetization curve of Gd3Ag~2Al~9.at 
T = 2 K. The c-axis magnetization shows the 
spin-flop transition at field of 4 T 
As presented in Figure 5.1.7, Gd3Ag~2Al~9 orders also antiferromagnetically below 
TN = (25  1) K. From the Curie-Weis low the effective moment and paramagnetic 
temperature were found: eff = 7.6 B/f.u. and p = −23 K. In this case the value of the 
effective moment is lower than the expected value for Gd3+ ion. This deviation can be 
cased by the inaccuracy of determination of the molar mass due to slightly different 
composition as discussed for Gd3Cu~2Al~9. The magnetizations along a- and b-axes have 
the same behaviour. At T = 2 K the magnetization along a- and b-axes is linear up to a 
magnetic field of 5.5 T, where it reaches 1.6 B/f.u. In the c-direction there is a spin flop 
transition at 4.1 T after which the magnetization follows the values of the easy axis. The 
electrical resistivity confirmed the presence of both the magnetic transitions at TN and T1. 
The residual resistivity ratios were in order of unity (1.3 - 1.4) in both Gd3Ag~2Al~9 and 
Gd3Cu~2Al~9 samples reflecting the disorder in occupation of Al and Cu (Ag) sites. 
5.1.4. Summary 
The low Gd-content sections of Gd-Cu-Al and Gd-Ag-Al ternary diagrams were explored 
by the solution growth technique confirming the previously reported phases prepared in 
polycrystalline forms [89, 90]. No additional phase has been found. Relatively large single 
crystals (compared to the other ones grown by this method) were prepared as shown in 
Figure 5.1.1, the size of the single crystals was up to length of°10 mm. Their structure and 
magnetic characterizations were performed. From the solution with low Cu and Ag 
concentrations (Table 5.1.1) single crystals of Gd3Cu~2Al~9 and Gd3Ag~2Al~9, respectively, 
with La3Al11-type structure were grown. The light RE - analogues to Gd3Cu~2Al~9 and 
Gd3Ag~2Al~9 have the tetragonal BaAl4-type structure (Table 5.1.1), which is in agreement 
with previously presented results. 
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 Although most of the compounds were prepared in single crystalline form for the first 
time, the quality of the crystals was not in a certain sense ideal. The compounds form 
phases with solid solution of Cu (Ag) in Al in rather wide concentration range, implying a 
statistical occupancy of some atomic sites. This can be seen also on resistivity data, where 
the residual resistivity ratio (RRR), used to estimate a quality of crystals, was not much 
higher than unity. The values of RRR for Gd3Cu~2Al~9 and Gd3Ag~2Al~9 were between 
1.3-1.4, respectively, the highest value (RRR = 2.7) was for GdCu4Al8. 
 Both the Gd3Cu~2Al~9 and Gd3Ag~2Al~9 compounds have comparable magnetic 
properties compatible with antiferromagnetic ordering below ~30 K and an order to order 
transition at T1 = 5 K.  
 Since Cu and Ag atoms are much heavier than Al, the inaccuracy in composition may 
rather significantly influence the evaluated heat capacity and susceptibility data, and 
consequently the values of the derived parameters such as Sommerfeld coefficient or the 
effective magnetic moment.  
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5.2.  U3Co4Ge7 and U3Co2Ge7  
5.2.1. Synthesis 
The single crystals of U3Co4Ge7 and U3Co2Ge7 were prepared using the solution growth 
from molten tin flux. The crystals were grown from nearly stoichiometric amounts of U 
(3N additionally refined for 1 month by solid-state-electrotransport treatment [187, 188]), 
Co (4N) and Ge (5N) and an excess of Sn (6N); U:Sn ~ 1:20. The elements were put into 
alumina crucibles, sealed under high vacuum (heated during pumping), heated up to 
950°C, where it remained for 2 hours. Then it was slowly (2-3 K/h) cooled down to 400 
°C. After this thermal process, the crucibles were sealed again with quartz wool stopper; 
the molten tin was centrifuged at 400 °C. Finally the remaining tin was etched by diluted 
hydrochloric acid. Whereas the acid did not attack the crystals, tin has been removed 
completely.  
Depending on the starting composition (mainly the U:Co:Ge ratio) obtained many 
small single crystals of U3Co4Ge7 or U3Co2Ge7.were obtained. Their mass hardly exceeded 
few milligrams. In all cases a minority of UCo2Ge2 and U3Co4Ge7 in the U3Co2Ge7 growth 
and vice versa, were present in the batches (in a single crystalline form).  
We have tried to grow single crystals over a wide temperature range as well as with 
varying the starting composition (mainly varying the Sn content) in order to increase the 
size of the crystals. In some cases, the crystals mass reached 5 mg, but the preliminary 
measurements showed still the presence of a secondary phase (U3Co4Ge7 in U3Co2Ge7 and 
vice versa). Finally, we have found few small single crystals without the impurities that 
have been selected for consequent physical measurements. 
 
Figure 5.2.1. SEM patterns of selected single crystals grown from U-Co-Ge-Sn solution: a) U3Co4Ge7 b) the 
orthorhombic U3Co2Ge7 - note the parallel lines on the (010) facets, these can help with the identification 
under optical microscope c) the tetragonal U3Co2Ge7.  
 The sample quality and composition of the crystals selected for consequent 
measurements were determined by microprobe analysis. Single crystal diffraction on 
selected U3Co2Ge7 crystals was done to disclose the existence of an orthorhombic and a 
tetragonal phase of the compound. The X-ray powder diffraction (XRPD) was done on 
collection (up to ~50 pieces) of pulverized single crystals. Since the compounds were 
found to be distinguishable according to natural appearance of their crystals (see 
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Figure 5.2.1), the crystals for XRPD were not checked by the microprobe since it would be 
time consuming; they were selected piece by piece using optical microscope.  
 The appearance of the crystal plays an important role in their identification, the typical 
shapes of U3Co4Ge7, and orthorhombic and tetragonal U3Co2Ge7 are shown in 
Figure 5.2.1. As evident from the figures, the orthorhombic U3Co2Ge7 (b) can be 
distinguished easily, while the identification of the tetragonal U3Co2Ge7 (c) from the 
U3Co4Ge7 (a) needs more experience but is not impossible. The UCo2Ge2 single crystals 
form clear rectangular parallelepipeds (not shown).  
U3Co4Ge7 was also prepared in polycrystalline form by arc melting stoichiometric 
amounts of the elements in high purity Ar atmosphere. The compound was found to be 
congruently melting; the prepared samples were single phased (tiny inclusions of 
unidentified spurious phase were detected) with very strong (plate-like) texture and rather 
big grains. Annealing at 900 °C (two weeks) changed slightly the lattice parameters and 
removed the impurity phase. Therefore we tried to grow the single crystals by Czochralski 
and floating zone methods. The Czochralski growth was totally unsuccessful, while the 
floating zone method provided highly textured polycrystal with big grains. The consequent 
magnetic measurements showed very low quality of these grains and presence of some 
magnetic impurities (i.a. U3Co2Ge7). 
The magnetic and heat-capacity measurements were performed on single-crystals of 
both the U3Co4Ge7 and U3Co2Ge7 compounds and for a polycrystal of U3Co4Ge7. The 
crystals used for the physical studies presented below are shown in Figure 5.2.1. The 
electrical resistivity and AC susceptibility were measured only on polycrystals of 
U3Co4Ge7. 
Considering the strong uniaxial magnetocrystalline anisotropy we aimed for optimum 
sample orientation. Therefore the magnetization measurements were done on individual 
small single crystals (mass of 1-2 mg) despite a very weak signal. 
5.2.2. U3Co4Ge7 
 The XRPD was used to study the crystal 
structure U3Co4Ge7. The earlier reported 
[107] tetragonal structure (I4/mmm) has been 
confirmed. The lattice parameters of 
pulverized single crystals, as cast and 
annealed polycrystals are presented in Table 
5.2.1. There is no difference in lattice 
parameters between single crystals and 
annealed polycrystals signalizing negligible presence of tin (possible residuum of the Sn 
flux) in the compound. The microprobe analysis confirmed the composition of U3Co4Ge7; 
no Sn has been detected by the microprobe analysis. The typical shape of U3Co4Ge7 single 
crystal is shown in Figure 5.2.1 a).  
Table 5.2.1. Lattice parameters of U3Co4Ge7 for 
single crystalline sample (grown in Sn flux), as 
cast and annealed (900 °C) polycrystal. 
 
U3Co4Ge7 
Single 
crystal 
U3Co4Ge7 
As cast 
polycrystal  
U3Co4Ge7 
Annealed 
polycrystal 
a (Å) 4.116 4.110 4.115 
c (Å) 27.49 27.50 27.50 
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Figure 5.2.2. XRPD pattern of U3Co4Ge7 (pulverised 
collection of single crystals) 
 
Magnetization measurements were carried out in the temperature range 2-300 K and in 
the magnetic field up to 7 T. The ground state of this compound is ferromagnetic. The 
temperature dependence of the magnetization of the U3Co4Ge7 single crystal is plotted in 
Figure 5.2.3. One can immediately see the strong uniaxial magnetocrystalline anisotropy; 
while the magnetization along c-axis has a strong ferromagnetic contribution, the 
magnetization along a-axis shows weak temperature dependence with much smaller 
values, indicating that the basal plane corresponds to the hard magnetization direction. The 
Curie temperature was found to be 20 K (position of the inflection point on the c-axis M(T) 
curve measured in the lowest magnetic field applied along c-axis). Magnetic history 
phenomena are typical for a high-anisotropy ferromagnet (narrow domain walls) [189, 
190]. 
The signal from the small available single crystal (1.3 mg) at temperatures above TC 
was rather weak and affected by a large experimental error. Therefore the paramagnetic 
data were not fitted by any formula, as the (modified) Curie Weiss law. Nevertheless, the 
much larger susceptibility values measured along the c-axis allow us to conclude that the 
strong uniaxial magnetocrystalline anisotropy persists in the paramagnetic range. A brief 
inspection of the temperature dependence of the inverse susceptibility plots (not shown) 
provided very rough estimates of the paramagnetic Curie temperatures: ~ 20 K and ~ – 100 
K for the c- and a-axis data, respectively.  
The 2-K virgin magnetization curves and hysteresis loops are shown in Figure 5.2.4. 
For the c-axis the magnetization saturates above 0.4 T with sat = 2.4 B/f.u. The additional 
linear increase of the magnetization in higher fields can be attributed to the contribution of 
conduction electrons and yields 0.2-0.3 B/f.u. at magnetic field of 7 T. This contribution is 
isotropic and evident also at the hard magnetization direction making the magnetic 
contribution of U magnetic moments to this direction negligible. 
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Figure 5.2.3. Temperature dependence of the 
magnetization of U3Co4Ge7 for applied magnetic 
fields of 0.05 T and 3 T applied parallel to the a- 
and c-axis. The zero-field cooled (ZFC) and field 
cooled measurements are marked by the arrows. 
Figure 5.2.4. Magnetization curves measured at 2 K 
on the U3Co4Ge samples. Single crystal and fixed 
powder data are plotted. Above 0.4 T the 
magnetization curves for μ0H ||c and μ0H ||a are 
almost parallel, which is given by isotropic 
contribution of conduction electrons. Inset show the 
detail of the hysteresis loop for μ0H||c and for a 
polycrystal. 
 
Figure 5.2.5. Temperature dependence of the AC 
susceptibility of polycrystalline U3Co4Ge7 measured 
in various DC magnetic fields with constant 
frequency 125 Hz (HAC = 5 Oe). 
Figure 5.2.6. Temperature dependence of the AC 
susceptibility of polycrystalline U3Co4Ge7 measured 
in various frequencies at DC magnetic field of 0.04 
T (HAC = 5 Oe). 
In Figure 5.2.5, the temperature dependence of the AC magnetic susceptibility 
measured on the U3Co4Ge7 polycrystal in various offset DC fields indicates a low-field 
induced transition at temperatures in the vicinity of TC. The single peak presenting the 
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ferromagnetic transition is split into two peaks in magnetic fields around 0.04 T. The data 
measured in various field show, that the lower-temperature peak is suppressed by the field 
much faster. In addition, the lower peak is sensitive to applied excitation frequency, while 
the upper one is frequency independent as presented in Figure 5.2.6. The imaginary part 
(absorption) of the AC susceptibility only detects the lower-temperature anomaly and 
becomes suppressed together with the real part (dispersion). Both the dispersion χ′ and 
absorption χ′′ are frequency dependent; with increasing frequency the magnitude of the 
dispersion peak decreases and the low-temperature peaks of both χ′ and χ′′ are slightly 
shifted towards lower temperatures. The features are probably connected with domain wall 
formation [173].  
 
Figure 5.2.7. Temperature dependence of electrical 
resistivity of polycrystalline U3Co4Ge7 with the 
excitation current applied parallel (right scale) and 
perpendicular (left scale) to the “c-axis” (textured 
polycrystal). Inset – fit to the Andersen's law (dashed 
line). 
Figure 5.2.8. Specific heat of U3Co4Ge7 measured 
on polycrystalline sample. The solid line presents 
the electronic and phonon contribution to the 
specific heat. Upper inset: change of magnetic 
contribution of the entropy connected with the 
phase transition. Lower inset: the Cp/T vs. T2 
dependence showing the electronic contribution to 
the specific heat. 
The electrical resistivity of U3Co4Ge7 was measured on a highly textured polycrystalline 
sample; the data are presented in Figure 5.2.7. The polycrystalline samples had high plate-
like texture, therefore the resistivity was measured with current applied in two directions - 
parallel and perpendicular to the plates (according to magnetic measurements of this 
textured polycrystals the c-axis is perpendicular to the plates). The resistivity in the 
perpendicular direction was an order of magnitude lower than for the parallel direction in 
the whole temperature range therefore we ascribe the effect mainly to the mechanical 
properties of the samples (cracks). The temperature dependence of resistivity shows a clear 
transition at ~20 K for both orientations with significant decrease of resistivity below Tc. In 
the temperature region 0.4 - 15 K the we have used simple model for anisotropic 
ferromagnet (Figure 5.2.7 – inset)[175]: 
2 2
0( ) B
k TT AT bT e      
where ρ0 ( = 277 μΩcm) is the residual resistivity, the second term is a Fermi-liquid-like 
contribution and the third term represents the electron-magnon scattering process. 
Δ/kB = 40 K represents minimum energy required to excite a spin wave. The value is well 
above the ordering temperature confirming the strength of magnetocrystalline anisotropy. 
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Other parameters (including the residual resistivity) were not considered to be reasonable 
since they are directly influenced by the quality of the sample (cracks). 
A clear peak in the temperature dependence of the specific heat was observed 
(Figure 5.2.8) confirming the presence of the magnetic phase transition at TC = 21 K. The 
solid line presents the electronic and phonon contribution. Because the non-magnetic 
analogue was not available to subtract the complex phonon contribution to the specific heat 
(14 atoms per unit cell) a general polynomial was used to express it. The Sommerfeld 
coefficient calculated from the low temperature part of the specific heat was found to be 
 = 300 mJ/mol K2 (f.u. = U3Co4Ge7). 
Ab initio calculations 
So as to gain an insight into the basic features 
of electronic structure, GGA and LSDA 
calculations including spin-orbit coupling 
were performed for experimental structure 
parameters.  
The total density of states (DOS) from 
GGA calculations including SOC at 
experimental equilibrium is shown in Figure 
5.2.9. The lowest band, at about –12.4 to –6.2 
eV, originates from the Ge 4s states. There is 
a pseudo-gap around -6.2 eV. The Co 3d 
states form the main contribution to the 
occupied energy range in the energy range –5 
to –0.5 eV (“3d band”) but they show an 
admixture of the U 7s, 6d states, Co 4s states, 
and Ge 4s, and 4p states. The highest 
occupied bands (between –2 eV and the 
Fermi level) originate mainly from the 
hybridised U 5f states and cobalt 3d states but 
all remaining (U 7s, 6d states; Ge 4p states) 
are also present. Finally, we see that the 
Fermi level is situated inside the U 5f band 
with a rather high DOS. The total occupied bandwidth of U 5f states is roughly 1.5 eV. 
The DOS value at the Fermi level is N(EF) = 27.1 states/eV which corresponds to 
γband = 64 mJ mol-1K-2. The experimental specific-heat value is γexp = 300 mJ mol-1K-2, that 
leads to an enhancement factor λ = 3.7 with λ defined by γexp = γband(1 + λ). This total 
enhancement is most likely due to the electron-phonon coupling and a rather strong many-
body enhancement. This indicates strong correlations within the narrow 5f band of 
U3Co4Ge7. From the two independent calculations (LSDA, GGA) including SOC it was 
found that the ferromagnetic arrangement of U total magnetic moments is higher in energy 
than a ferrimagnetic one. From GGA including SOC and assuming for simplicity a 
ferrimagnetic alignment of the U magnetic moments along the c-axis, the spin moments 
 
Figure 5.2.9. The calculated fully relativistic 
DOS of U3Co4Ge7. The Fermi level is at zero 
energy. 
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MS(U1) = -0.57 μB and MS(U2) = 1.23 μB and the orbital moments ML(U1) = 0.65 μB and 
ML(U2) = -1.83 μB were obtained using GGA. The moments on Co and Ge are due to 
5f(U)-3d(Co) and 5f(U)-4p(Ge) hybridisation, respectively, and the calculated values are 
small (μ <  0.1 μB). The calculated total magnetic moment Mt(U3Co4Ge7) = 1.2 μB is 
smaller than the value of 2.4 μB obtained from the analysis of our magnetization data. This 
discrepancy, which is not exceptional for this type of material, may be due orbital 
polarization [191] or correlations effects not included in the conventional calculations. The 
contribution of conduction electrons to the total magnetic moment was found to be 
0.16 μB /f.u.  
We would like to compare the performance of LSDA and GGA with respect to the 
equilibrium volume of U3Co4Ge7. The experimental c/a ratio and symmetry-free structure 
parameters obtained from minimizing the forces were used and kept constant in the 
calculations. The LSDA value of the equilibrium volume underestimates the experimental 
value by about 6.5%. This is a typical deviation usually obtained in LSDA calculations. 
The GGA [179], on the other hand, underestimate V0 by only 3.3 % and GGA [180] 
overestimated V0 by less than 0.4%, so the both GGA provide a better equilibrium volume 
than LSDA. Such a good agreement indicates the credibility of the results of GGA 
calculation. 
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5.2.3. U3Co2Ge7 
There have been detected two phases with the 
composition of U3Co2Ge7 in the growth batches. 
The first, majority one, has an orthorhombic 
Cmmm structure, with almost tetragonal b-axis 
(already reported by Bobev et. al.[109]) while the 
second one is tetragonal (with the lattice 
parameters being similar to the orthorhombic 
one). The structure parameters of both phases are 
listed in Table 5.2.2. Microprobe analysis confirmed both phases to have composition of 
U3Co2Ge7; however, the orthorhombic one contained slightly more Co than corresponding 
for U3Co2Ge7. 
Orthorhombic U3Co2Ge7 
Small inclusions of the U3Co4Ge7 
impurity were found in some samples 
by the microprobe analysis, however 
not all of them were detected. More 
sensitive was to detect the impurity 
phase by magnetization measurements 
in a low magnetic field (0.05 T) or by 
AC magnetic susceptibility measure-
ment.  
 As shown in Figure 5.2.10, the 
sample containing the impurity presents 
an increase of magnetization below 
~ 21 K. Unfortunately, all tested bigger 
crystals (~4 mg) contained U3Co4Ge7. 
Finally we found a few single phase 
sample with a mass of 1.5 mg; these sample was used for subsequent measurements of 
magnetization and specific heat.  
 Similar anomaly was previously ascribed to be an intrinsic property of U3Co2Ge7 [109], 
however, we have found that the size of the anomaly is sample-dependent and strongly 
coincides with the behaviour of U3Co4Ge7. 
The temperature dependence of magnetization and the evolution of magnetization 
curves show on magnetic ordered state of U3Co2Ge7 below 40 K. In Figure 5.2.11, only the 
temperature dependence of magnetization M(T) in the easy magnetization direction 
(b-axis) is presented since the magnetizations in other two principal crystallographic 
directions are an order of magnitude lower and strongly influenced by deviation from the 
exact orientation. With respect to the behaviour of the field cooled M(T) at 1 T, we suppose 
the magnetic structure to be ferrimagnetic or a non-collinear ferromagnet. The magnetic 
isotherms measured with B||c exhibit magnetization jump at B ~ 0.6 K followed by faster 
than linear increase of magnetization up to 4 T where it reaches saturation with 
Table 5.2.2. Lattice parameters of tetragonal 
and orthorhombic U3Co2Ge7 determined by 
X-ray single crystal diffraction. 
Tetragonal Orthorhombic 
a (Å) 4.15(2) a (Å) 4.159(2) 
c (Å) 24.98(8) b (Å) 24.998(8) 
  c (Å) 4.152 (2) 
Figure 5.2.10. Temperature dependence of magnetization 
of U3Co2Ge7 in a magnetic field of 0.05 T - influence of 
U3Co4Ge7 impurity: The grey curve presents the sample 
with the impurity, while the green one presents an 
impurity free sample.  
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μsat = 3.3 µB/f.u. However the magnetic isotherms in the hard magnetization direction are 
influenced by large experimental error, qualitatively, we can conclude that they perform 
linear behaviour with a strongly reduced value of magnetic moment with respect to the 
b-axis.  
Figure 5.2.11 Temperature dependence of 
magnetization of the orthorhombic U3Co2Ge7 in 
different external magnetic field applied along the 
easy magnetization axis (b-axis). The zero-field 
cooled (ZFC) and field cooled measurements are 
marked by the arrows only for the low-field curve.  
Figure 5.2.12 Magnetization curves of the 
orthorhombic U3Co2Ge7 measured along the 
principal crystallographic directions. 
 During the magnetization measurements, we have observed significant relaxation 
effects of magnetization - after switching off the magnetic field, the magnetization 
decreases exponentially with time. These effects are usually ascribed to domain wall 
motions, where walls containing ~1010 spins may tunnel from one pinning centre to 
another [192]. 
 The specific heat measurements (Figure 5.2.13) confirmed the magnetic transition at 
40 K, however, the anomaly is rather smeared. The low-temperature part of specific was 
plotted as Cp(T)/T vs. T2 showing on rather enhanced electronic contribution with 
 = 195 mJ mol-1K-2.  
Figure 5.2.13 Semperature dependence of specific 
heat of the orthorhombic U3Co2Ge7 phase. The inset 
shows the Cp/T vs. T2 plot. 
Figure 5.2.14. Temperature dependence of specific 
heat of the tetragonal U3Co2Ge7.pahse. The inset 
shows the Cp/T vs. T2 plot. 
 
CHAPTER 5. RESULTS AND DISCUSSIONS - U3Co2Ge7 64
Tetragonal U3Co2Ge7 
The occurrence of the tetragonal U3Co2Ge7 in the batch was very rare; we were able to 
isolate only few tiny single crystals. The X-ray single crystal diffraction had been done on 
a selected crystal, which was consequently used for magnetization and heat capacity 
measurements. Although the sample was very small (0.3 mg) two grains with almost 
identical orientation were detected.  
Beyond the different crystal structure, the tetragonal phase presented also different 
magnetic behaviour from the orthorhombic one, although, the ordering temperature is also 
40 K. The temperature dependence of magnetization, as shown in Figure 5.2.15, is typical 
for a ferromagnet. We present only data along the easy magnetization direction (c-axis) 
because the magnetization values along the a-axis were hampered by a large experimental 
error; the biggest available sample had mass only about 0.3mg ( Figure 5.2.1.c). 
Figure 5.2.15. Magnetization of U3Co2Ge7 measured 
in magnetic fields of 0.05 T, 1 T and 3 T applied 
along the c-axis. Inset: The low temperature 
dependence of the magnetization and its temperature 
derivative.  
Figure 5.2.16. Magnetization curves of U3Co2Ge7 
measured along the c-axis. The sense of the loop at 
2 K is marked by the arrows. 
In Figure 5.2.16, the magnetization curves for different temperatures are displayed. The 
magnetization curves show anomalous behaviour; the virgin curve goes far out of the 
hysteresis loop and reaches a higher value (3.5 B/f.u.) of saturated magnetization. The 
saturated magnetization of the hysteresis loop is then 2.8 B/f.u. This irreversible process is 
reproducible after heating the sample above the transition temperature. The irreversible 
magnetic-field-induced transitions above 4 T (for T = 2 K) offers speculations about the 
ground-state antiferromagnetism which is converted to a ferromagnetic order in higher 
magnetic fields but cannot be restored when removing the applied magnetic field. The 
effect is shifted to lower fields with increasing temperature and vanishes at temperatures 
around ~ 10 K. Neutron diffraction experiment is needed to resolve the question of the 
ground-state magnetic order. 
In Figure 5.2.14. the heat capacity data are presented. The phase transition at 40 K is 
marked by the arrow; the solid line presents the phonon and electronic contribution to the 
specific heat. As in case of U3Co4Ge7 a general polynomial was used to express the phonon 
contribution. To explain the behaviour in the low temperature region, we have measured 
the field dependence of the specific heat at 2 K and 3 K; no hysteresis signifying the 
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irreversible process reported e.g. in [193] has been observed. The electronic part of specific 
heat results in Sommerfeld coefficient  = 290 mJ mol-1K-2 (f.u. = U3Co2Ge7).  
The ab initio calculations 
Since the tetragonal structure of U3Co2Ge7 has been disclosed recently and the atomic 
position have not been refined yet, the ab initio calculation have been performed only for 
the orthorhombic phase.  
Comparing with U3Co4Ge7 the total DOS of U3Co2Ge7 from GGA calculations 
including SOC at experimental equilibrium is different (see Figure 5.2.17). The lowest 
band, at about –12.4 to –6.3 eV, originates from Ge 4s states but the states are broader than 
in the case of U3Co4Ge7. There is a pseudo-gap around -6.2 eV. The Co 3d states form the 
main contribution to the occupied energy range in the energy range –4.8 to –0.5 eV (“3d 
band”) but they show an admixture of the U 7s, 6d states, Co 4s states, and Ge 4s, 4p 
states. The highest occupied bands (between –2 eV and the Fermi level) originate mainly 
from the hybridised U 5f states and cobalt 3d states but all remaining (U 7s, 6d states; Ge 
4p states) are also present. Finally, we see that the Fermi level is situated inside the U 5f 
band with a rather large DOS. The total occupied bandwidth of U 5f states is again roughly 
1.5 eV.  
The DOS value at the Fermi level is 
N(EF) = 25.4 states/eV which corresponds to 
γband = 60 mJ mol-1 K-2. Comparing the γband 
with the experimental value γexp = 195 
mJ mol-1K-2, leads to an enhancement factor λ 
= 2.3 ndicating strong correlations within the 
inarrow 5f band of U3Co2Ge7. The LSDA and 
GGA including SOC it was found that the 
ferrimagnetic arrangement of U total magnetic 
moments is energetically preferred. The 
values of spin moments MS and orbital ML 
moments obtained from GGA are: 
MS(U1) = -0.69 μB and MS(U2) = 1.77 μB and 
the orbital moment ML(U1) = 0.97 μB and 
ML(U2) = -2.24 μB were obtained using GGA. 
The Co and Ge moments are due to 
5f(U)-3d(Co) and 5f(U)-4p(Ge) hybridisation, 
respectively, and they are small (μ < 0.1 μB). 
Assuming ferrimagnetic alignment, the 
calculated total magnetic moment 
Mt(U3Co2Ge7) = 1.6 μB is smaller than the 
value 3.2 μB obtained from the analysis of our 
magnetization data. The reasons can be 
similar as in the previous case. We have also calculated the contribution of conduction 
electron to the magnetic moment reaching value 0.5 μB /f.u. but the experiments does not 
show on any contribution of condition electrons. 
Figure 5.2.17. Calculated fully relativistic DOS 
of U3Co2Ge7 (for comparison, U3Co4Ge7.is also 
included) The Fermi level is at zero energy.  
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As in the case of U3Co4Ge7 we would like to compare the performance of LSDA and 
GGA with respect to the equilibrium volume of U3Co2Ge7. The experimental c/a ratio and 
symmetry-free structure parameters obtained from minimizing the forces were used and 
kept constant in the calculations. The LSDA value of the equilibrium volume 
underestimates the experimental value by about 5.3%. This is again a typical deviation 
usually obtained in LSDA calculations. The GGA [179], on the other hand, underestimate 
V0 by only 2.4 % and GGA [180] overestimated V0 by less than 1.1%, so the both GGA 
provide a better equilibrium volume than LSDA.  
5.2.4. Summary 
Tin flux growth was found to be a suitable way for preparing of both U3Co4Ge7 and 
U3Co2Ge7 single crystals; no residual Sn has been detected in the crystals within the 
sensitivity of microprobe analysis. The other methods as the modified Czochralski method 
or zone melting failed, although U3Co4Ge7 seems to be congruently melting. In U3Co4Ge7 
the properties of the arc-melted polycrystals (annealed) and single crystals grown from tin 
flux are without any significant discrepancies, which excludes an influence or presence of 
Sn in the crystals. U3Co2Ge7 is not congruently melting and preparation of a pure phase 
was not successful even after annealing.  
The data obtained from all measurements document ferromagnetism of U3Co4Ge7 
below TC = 20-21 K, which confirms reports from studies on polycrystals [107]. The c-axis 
was found to be the easy magnetization direction. The magnetization along the 
magnetically hard direction, a-axis, is almost temperature independent. A field induced 
splitting of the AC susceptibility peak to a double-peak was found around the TC = 21 K, as 
also reported by [107]. The low-temperature peak is frequency-dependent while the higher 
one is not. Considering the sensitivity of the AC susceptibility to the excitation 
frequencies, one of the explanations can be a possible formation of a domain-wall structure 
below Tc, which may result in various spin relaxation phenomena around the phase 
transition.  
During the detailed analysis of the growth products we have found that U3Co2Ge7 can 
form orthorhombic [109] or the tetragonal crystal structure. The tetragonal U3Co2Ge7 has 
not been reported yet. According to the microprobe analysis, the tetragonal phase, which 
was present very rarely in the batches, has an “ideal” U3Co2Ge7 composition, while the 
majority orthorhombic one contained of about 10% more cobalt. Both structures are very 
similar; likely, the excess of Co ions may fill some interstitial positions and cause a 
distortion of the tetragonal structure to the orthorhombic one.  
The magnetic studies of both U3Co2Ge7 phases document magnetic order below 
T = 40 K, however, their magnetic structure is apparently different. The ground state of the 
orthorhombic U3Co2Ge7 is presumably ferrimagnetic (or a non colinear ferromagnet) while 
the tetragonal one is most likely ferromagnetic. Below 10 K, the tetragonal U3Co2Ge7 
reveal rather unusual magnetic field-induced irreversible transition evident from 
magnetization isotherms.  
Based on our detailed magnetization measurements on isolated single crystal of the 
orthorhombic U3Co2Ge7, we refute existence of the 20-K anomaly reported by Bobev et. 
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al. [109] and consequently suspend the scenario involving the order-order magnetic phase 
transition. Most likely, an impurity of U3Co4Ge7 was responsible for the reported 
anomaly [109].  
U3Co2Ge7 and of U3Co4Ge7 compounds have rather similar complex crystal structures 
and inclusion of one in the other are often present. In fact, it was rather difficult to find 
single crystals of U3Co2Ge7 without the magnetic anomaly at 20 K between all the crystals 
prepared.  
Ab initio calculations were performed for experimental structure parameters of 
U3Co4Ge7 and the orthorhombic U3Co2Ge7. From two independent calculations (GGA and 
LSDA) including SOC it was found that the ferromagnetic arrangement of U total 
magnetic moments is higher in energy than the ferrimagnetic one. It may mean that the 
ferrimagnetic ordering is indeed favoured in both U3Co4Ge7 and U3Co2Ge7, however, the 
magnetization measurements on U3Co4Ge7 incline towards the ferromagnetic ordering - the 
ground state magnetic structure cannot be confirmed by any used bulk methods; neutron 
diffraction experiment, which could possibly also explain the feature around the phase 
transition, is envisaged. The first-principles calculations based on DFT show strong 
electron correlations inside the 5f bands, as typical for numerous narrow-band U 
intermetallics. The GGA perform better than LSDA in both U3Co4Ge7 and U3Co2Ge7. In 
both cases the values of calculated total magnetic moment are significantly smaller than 
the ones obtained from experiment. 
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5.3. R- T-In compounds 
5.3.1. PrTIn5 & Pr2TIn8 (T = Co, Rh, Ir, Pd) compounds 
The Crystal growth and characterization 
Single crystals of PrRhIn5, PrIrIn5, LaRhIn5, Pr2RhIn8, and Pr2IrIn8 have been prepared 
from a ternary In-rich flux with starting molar stoichiometry RTIn15-20 and R2TIn15-30 (self 
flux) for the PrTIn5 and Pr2TIn8 compounds, respectively. The starting composition was 
motivated by successfully prepared series of the CeTIn5 compounds [8, 118].  
Pure elements were put into an alumina crucible and sealed in an evacuated quartz tube 
(vacuum of ~10-5mbar). The samples were heated up to 1100°C and then slowly (at a rate 
of  2–4 °C/h) cooled down to 600 °C, after this thermal process, the sample was cooled 
down spontaneously. The excess indium was decanted in a new quartz ampoule with a 
quartz-wool plug at a temperature of 400 °C. High quality single crystals with various 
dimensions ranging from ~10105 mm3 to ~ 110.5 mm3 or even smaller were 
obtained. Selected single crystals are shown in Figure 5.3.1. The sizes of the crystals 
depended on the particular compound. The rate of cooling influenced the size of the 
crystals moderately, the concrete transition metal (Co, Rh, Ir) as well as rare earths (La, 
Ce, Pr) in the compound had much higher impact. Although some of the single crystals 
were rather big (~10105 mm3) we have to cut them and use only small samples 
(~333 mm3 or even smaller) to avoid inclusion of indium, which was often present in 
the bigger blocks of the crystals. The samples were cut according to requirements of 
particular experiments. 
  
Figure 5.3.1: Single crystals of PrRhIn5, PrIrIn5 and Pr2RhIn8 (in this order, 1 mm scale grid 
The phase homogeneity of the crystals was confirmed by both microprobe analysis and 
XRPD, Laue diffraction showed exceptional quality (single grain single crystals) of the 
selected 115 single crystals, in case of 218 compounds small mosaicity was observed. The 
diffraction patterns were consistent with the HoCoGa5-type or Ho2CoGa8-type of structure 
(P4/mmm) with the structure parameters listed in Table 5.3.1. Figure 5.3.2 shows 
diffraction patterns of PrRhIn5 and Pr2RhIn8. A small amount of indium was detected in 
some samples by XRPD. From the measured samples the indium was easily removed by 
polishing or by etching; no superconducting transition of indium was then detected by 
resistivity measurements (Tc ~ 3.2 K). 
We have tried to grow the La analogues to all Pr-compounds but only succeeded with 
LaRhIn5, in case of LaIrIn5 we got only very tiny crystals. The optimal initial composition 
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for PrRhIn5, PrIrIn5 and LaRhIn5 was found to be RTIn20 while for the Pr2RhIn8, and 
Pr2IrIn8 it was R2TIn25-30. We have also tried to grow the 115 a 218 compounds for T = Pd 
but generally without success. The existence of neither of the115 compounds (T = Pd) nor 
La2PdIn8 has been detected. Pr2PdIn8 was grown only as conglomeration with PrIn3 as 
observed also in case of Ce2PdIn8 described in details in the next section. 
Table 5.3.1. Structure parameters of PrTIn5, LaRhIn5 and Pr2TIn8 compound 
 a [nm] c [nm] c/a V [10-3 nm3] quality, size of the crystals, etc. 
PrCoIn5 0.4600 0.7530 1.637 159.3 good, ~110.3 mm3 
PrRhIn5 0.4641 0.7523 1.620 162.0 high, ~ 10105 mm3 
PrIrIn5 0.4657 0.7509 1.612 162.9 high, ~ 332 mm3 
LaRhIn5 0.4674 0.7592 1.624 165.9 331 mm3 
Pr2RhIn8 0.4653 1.220 2.622 264.1 good, ~ 552 mm3 
Pr2IrIn8 0.4660 1.217 2.611 264.3 good~ 552 mm3 
Pr2PdIn8 0.4679 1.217 2.601 266.4 Pr2PdIn8 - PrIn3 sandwiches 
PrIn3 0.4671 — — 101.9 high 555 mm3 
 
 
Physical properties of PrRhIn5, PrIrIn5 and Pr2RhIn8 
For further physical studies single crystals of PrRhIn5, PrIrIn5 and Pr2RhIn8 were 
selected. All compounds were found to be paramagnetic in the whole measured 
temperature range with significant magnetocrystalline anisotropy, which is consistent with 
the previous findings on PrRhIn5 and PrIrIn5 [8, 120].  
One can see (Figure 5.3.3) that the inverse susceptibility is approximately linear with 
temperature above 100-150 K, i.e. the temperature dependence of the susceptibility follows 
the Curie-Weiss law. With decreasing temperature, 1/ vs. T gradually departs from the 
linear Curie-Weiss behaviour as a consequence of the CEF effect on the Pr3+ ion, and at 
low temperatures Van Vleck paramagnetism is observed due to lack of population of CF 
levels above the ground-state singlet state. In the 115 compounds the c-axis magnetization 
is almost an order of magnitude higher, while in case of the 218’s it is only by factor of ~3, 
s 
Figure 5.3.2. Powder X-ray diffraction pattern of tetragonal PrRhIn5. and Pr2RhIn8 The 2nd phase is residual 
indium. 
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Figure 5.3.4. This result is in agreement with the fact that RnTIn3n+2 structures become less 
2D-like with increasing n and therefore the anisotropy is weaker. 
The values of the effective moment and paramagnetic Curie temperature calculated 
from the susceptibility data are presented in Table 5.3.2. The values of the effective 
moment are in rather good agreement with the value expected for Pr3+ free ion (3.58 μB). 
The differences in the p values for B||a and B||c reflect the magnetocrystalline anisotropy. 
Table 5.3.2 Values of the effective momenteff and the paramagnetic Curie temperature p for PrRhIn5, 
PrIrIn5, and Pr2RhIn8. 
 PrRhIn5 PrIrIn5 Pr2RhIn8 Pr2IrIn8 
B||[100] B||[001] B||[100] B||[001] B||[100] B||[001] B||[100] B||[001] eff 
(μB/Pr3+) 3.7 3.7 3.5 3.5 3.6 3.5 3.6 3.5 
p (K) -86 28 -65 35 -42 16 -50 21 
 
 
 
 
Figure 5.3.3. Inverse susceptibilities of PrRhIn5, PrIrIn5 and Pr2RhIn8 single crystals measured in field of 3 T 
oriented along both principal crystallographic directions. The solid line is the fit to the Curie-Weis law. 
CHAPTER 5. RESULTS AND DISCUSSIONS - PrTIn5 & Pr2TIn8 71
 
Figure 5.3.4. Magnetization curves measured at 2 K and 100 K in B||a and B||c. 
In Figure 5.3.5 (insets), the temperature dependences of the specific heat of PrRhIn5 
and Pr2RhIn8 are shown at low temperatures as a plot of T2 vs. C/T. The electronic-
specific-heat coefficients calculated from the specific heat data are listed in Table 5.3.3. 
In the temperature regions 0.4 – 5 K, the specific heat of PrIn3, PrRhIn5, Pr2IrIn8 and 
Pr2RhIn8 was measured also in magnetic fields of 5, 9 or 14 T applied parallel to the c-axis. 
Unfortunately, it was not possible to measure specific heat in magnetic field applied along 
a-axis because the sample orientation became unstable due to the strong magnetic forces 
acting on the samples. A strong increase of the specific heat upon application of the 
magnetic field was observed, see Figure 5.3.5. The observed increase of the specific heat 
can be ascribed to the high temperature tail of Schottky anomaly due to excitations 
between the nuclear energy levels of Pr3+, Eq. (2.8.10). In the low temperature region, the 
total specific heat is given by the sum of electronic and nuclear contribution 
Using Eqs. (2.1.8). for evaluation of the nuclear contribution, we have calculated the 
enhancement factors 1+K with respect to the Pr atom for PrIn3, PrRhIn5, Pr2IrIn8 and 
Pr2RhIn8. The values are listed in Table 5.3.3. The differences between the values are 
given by enhancement of the effective field Beff acting on Pr nuclei due to the CEF effect.  
In Pr2RhIn8.a small increase of specific heat was observed also in zero magnetic field. 
The anomaly is at the border of our experimental limitation, and cannot be supported by 
any available measurements.  
Table 5.3.3. The electronic-specific-heat coefficients γ and the hyperfine enhancement factors K 
 PrRhIn5 PrIn3 Pr2IrIn8 Pr2RhIn8 
K (Pr atom) 18 (5 T) - 15 (5 T) 14 (5 T) 
K (Pr atom) 14 (14 T) 9 (9 T) 14 (9 T) 13 (9 T) 
γ (mJ/K2 mol) 7.6 7 17 17 
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Resistivity measurements  
The temperature dependence of the electrical resistivity of PrRhIn5 and PrIrIn5 was 
measured with AC current along the [100] direction is and shown in Figure 5.3.6. The 
residual resistivity was very low, smaller excitation (1 mA) currents had to be used to 
prevent warming up of the sample, which have consequently led to rather significant 
scatter in the lowest temperature region. In case of PrRhIn5 the residual resistivity was 
found to be 0 = 0.04 cm leading to very high value of the residual resistivity ratio RRR 
~ 500. The residual resistivity for PrIrIn5 was 0 = 0.23 cm with RRR ~ 100. In both 
cases we estimate the error in the determination of the geometrical factors and 
consequently the error of 0 to be about 15-20 %. The RRR is dimensionless and therefore 
is not affected by the geometrical factor. 
For both compounds the (T) dependence is linear above 100-150 K. The curvature around 
100 K can be attributed to CEF effects.  
 
Figure 5.3.6 Temperature dependence of the resistivity measured with AC current applied along 
the [100] direction (a-axis) a) PrRhIn5 b) PrIrIn5.  
Figure 5.3.5 Temperature dependence of the specific heat of PrRhIn5 and Pr2RhIn8.in magnetic fields of 0 T, 
5 T and 14 T applied along the [001] direction.  
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PrRhIn5 – ab initio calculations  
The calculated GGA electronic density of 
states (DOS) of PrRhIn5, using the 
experimentally determined lattice parameters, 
is shown in Figure 5.3.7. The occupied part of 
the DOS has width of 9.4 eV. The first 
region, from –9.4 eV to –6 eV, consists 
mainly of free-electron-like states from the 
interstitial region and Pr-6s, Rh-5s, In-5s and 
In-5p states from AS spheres (see Figure 
5.3.7 b-d). The states from –6eV to Fermi 
level are mainly Rh-4d states, hybridized with 
Pr-5d and In-4p states. The unoccupied states 
above the Fermi level have predominantly Pr-
5d character with admixture of Rh-4d and In-
4p states and a large contribution from the 
free-electron-like interstitial region (see 
Figure 5.3.7 b-d). The energy position of the 
localized Pr 4f 2 states is correctly below 
Fermi level. We also performed spin-
polarized LSDA and GGA calculations in 
order to estimate the value of the 
hybridization-induced Rh and In magnetic 
moments (4f in core and 4f in band as Bloch 
states) and found values less than 0.1 B and 0.01 B, respectively. The DOS curves for 
LaRhIn5 are very similar in the occupied part and therefore not shown. Our DOS curves 
are comparable with the LSDA results reported in [194] but our curves have been 
calculated using GGA and show the whole region of the occupied valence states up to the 
Fermi level. 
The Fermi level of PrRhIn5 is situated at a local minimum of the DOS 
N(EF) = 1.95 states eV-1 f.u.-1. The orbital analysis of the DOS shows that mainly Rh-4d, 
Pr-5d and In-5p states contribute to the total DOS at EF. The value of the DOS at EF is too 
small to cause any spontaneous magnetic polarization of the Rh-4d states. Above value of 
the DOS at EF for PrRhIn5 corresponds to an electronic specific heat coefficient 
 = 4.6 mJmol-1 K-2, which is lower than the  value of 7.6 mJ mol-1 K-2 derived from the 
experimental specific-heat data. This points to a rather low value of the mass-enhancement 
coefficient  = 0.67 for PrRhIn5 (exp =  (1+ )band) indicating a medium electron-phonon 
interaction in the PrRhIn5 (LaRhIn5) compounds.  
 We also like to compare the performance of LDA [178] and GGA [179, 180] with 
respect to the equilibrium volume of LaRhIn5. The experimental c/a ratio and the 
symmetry-free structure parameter of the In2 site obtained from minimization of the forces 
were used and kept constant during the calculations. Compared to the experimental value 
of the equilibrium volume, the LDA value is smaller by about 4.4 %. This is a typical 
Figure 5.3.7. Total DOS (a) and atom-projected 
DOS (b-d) of PrRhIn5. The projected Pr PDOS (b, 
thick line), Rh (c, thick line), In (d, thick line, 
dashed line) and interstitial region (d, dotted line) 
are shown. The Fermi level is put at zero energy. 
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deviation that is usually obtained in LDA calculations. The GGA from [180], on the other 
hand, exceeds the experimental V0 by 3.8 %. The best result was obtained using the GGA 
from [179], which underestimates V0 by only 1.3 %, so both forms of GGA [179, 
180]provide better values for the equilibrium volume than LDA. 
The temperature dependence of the magnetic susceptibility of PrRhIn5 is reported in [8] 
and is similar to our measured susceptibility but the corresponding effective moments and 
paramagnetic Curie temperatures derived (by us) from Curie-Weiss fits are somewhat 
different (see Table 5.3.2 and [8]). Next, the magnetic susceptibility was calculated on the 
basis of the CF scheme. The microscopic CF Hamiltonian for the Pr atomic configuration 
4f 2 in tetragonal symmetry has five independent parameters mnA . These CEF parameters 
were obtained by fitting the susceptibility and magnetization curves from [8]. The obtained 
values are listed in the second column in Table 5.3.4. 
Table 5.3.4 CEF parameters obtained from Ref.[8] and calculated using the GGA from [179] 
parameters 
mAn  
Ref. [8]: 
mAn (K) 
GGA: 
mAn (K) 
0
2A  195 40 
0
4A  34 19 
4
4A  -613 -43 
0
6A  3.3 9.4 
4
6A  164 333 
At first, we decided to check these values by first-principles calculations of the CEF 
parameters. Using the GGA form [179] of the exchange-correlation potential, this leads to 
the values listed also in Table 5.3.4. The second-order CEF parameter 02A  has the correct 
sign, which determines the easy magnetization direction along the c-axis of PrRhIn5 in 
agreement with [8] and with the present analysis of the susceptibility and magnetization 
measurements. Nevertheless it differs considerably as to absolute value. The other 
parameters also have correct sign and values comparable to the CEF parameters resulting 
from analysis of the susceptibility in [8]. Since our theoretical approach is only 
semiquantitative [195], we may conclude that a consistent description of the CEF 
interaction in PrRhIn5 is obtained. We like to emphasize that we have derived the value 
0
2A  = 235 K from the paramagnetic Curie temperatures (see Table 5.3.2) using the 
molecular-field approach from Ref. [196]. To obtain more precise values of CEF 
parameters, inelastic-neutron scattering experiments would be necessary. 
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5.3.2. Ce2PdIn8 
Synthesis  
The Ce-Pd-In phase diagram reported by Shepa et al. [156] is rather rich and according to 
our results probably still not completed. Unfortunately there are many compounds existing 
in rather broad Ce-Pd and P-In solubility ranges, which complicates the sample synthesis 
namely when a high quality of the samples is required. The indium rich corner of the phase 
diagram is shown in Figure 5.3.8.  
 As in the previous cases the single crystals were grown out of In flux. To reach the 
highest purity of the samples, we have used two kinds of alumina crucibles: The high 
purity alumina (99.8%) crucibles, and for the best-found growth conditions, ultrahigh 
purity alumina (99.99 %) crucibles (both by Almath crucibles ltd).  
 In the first experiments, the single crystals of Ce2PdIn8 were grown from the starting 
stoichiometry ratio Ce:Pd:In = 2:1:20-30 (marked by the red line in Figure 5.3.8). The 
starting elements of high purity (In - 99.999 %, Pd - 99.95 %, Ce - 99.9 % or 
Ce - 99.9 %+SSE [187, 188]) were used. In the thermal process, the system was heated 
up to 950°C, where it was hold there for 120 minutes and then slowly (2-4 °C/min) cooled 
down to 350-400°C. The remaining indium was centrifuged by the standard way described 
above.  
 
Figure 5.3.8.The isothermal section of the Ce-Pd-In phase diagram at 773 K, (after Shepa et al. [156].) The 
red line presents the first starting compositions region, the blue point is the desired Ce2PdIn8. 
While the crystals of the other Ce2TIn8 (T = Co, Rh, Ir) compounds can be prepared 
easily from corresponding stoichiometric Ce:T amounts and indium excess, the case of 
growing Ce2PdIn8 has been rather complicated but also even more interesting. At first sight 
we got rather larger single crystals of Ce2PdIn8 with the expected rectangular-
parallelepiped shape. However, numerous discrepancies were observed during the 
characterization process; while the microprobe analysis from the sample surface confirmed 
the Ce2PdIn8 composition, the XRPD resulted mostly in CeIn3. Finally, it was found that 
after growing out of the above mentioned stoichiometry, multiphase products were formed: 
Single crystals of CeIn3 covered by very thin layers (30-100 μm) of Ce2PdIn8 were 
obtained. As confirmed by Laue diffraction (Figure 5.3.10), the Ce2PdIn8 layers were 
single crystalline as well. This lead us to the idea that CeIn3 grows until a part of cerium is 
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consumed, then, in a narrow concentration region, Ce2PdIn8 is grown and finally, from the 
reaming palladium in the melt, Pd3In7 is formed. The products of such growths are 
presented in Figure 5.3.9. (Note that the Pd3In7 crystals formed by such growth had 
different shape from those prepared from Pr-In binary solution and shown in Figure 
4.1.2 b), the microprobe analysis and XRPD confirmed the crystals to be of the same 
phase).  
As we have discussed in Chapter 4.1.2, the congruently melting compound with high 
melting temperature has higher probability to be formed than the incongruently melting 
one. This might be also the problem of CeIn3 and Ce2PdIn8: While CeIn3.is a congruently 
melting compound Ce2PdIn8 is probably not [156].  
 
 
Figure 5.3.9. Products of the solution growth out of Ce2PdIn30 starting composition: Single crystal of CeIn3 
covered by a thin layer of Ce2PdIn8 (left). On the surface of these crystals tiny crystals of Pd3In7 were found 
(right). Compare with the ones in Figure 4.1.2 b) where the Pd3In7 crystals were grown from pure Pd-In 
solution. 
 
Figure 5.3.10. Laue diffraction pattern of the Ce2PdIn8 single crystalline sample surface. 
Based on our early results, a Pd-richer composition was used to suppress the initial 
growth of CeIn3. Many experiments in a broad concentration range of Pd and In have been 
done following the estimation of products ratio in previous experiments. We have 
performed numerous experiments while changing the Ce:Pd ratio as well as the In content. 
Examples of such trials with brief descriptions of the products are shown in Table 5.3.5. 
The best composition has been found to be in a range of CePd1-2In35. From the higher Pd 
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content, Ce4Pd10In21 [156] was formed covering the surface of Ce2PdIn8 (See Figure B.13). 
The pure Ce2PdIn8 has not been reached yet but the Ce2PdIn8 layers in the CeIn3-Ce2PdIn8 
sandwiches were enough thick (~ 200 μm) to be mechanically separated. The border 
between the two phases was usually very well defined and sharp as demonstrated in Figure 
5.3.11. In some cases the Ce2PdIn8 layers were rather thick (300 - 400 μm) but the 
microprobe analysis have shown on a significant deviations of the desired stoichiometry 
towards Pd-richer composition.  
Table 5.3.5 Starting compositions, conditions and products of Ce-Pd-In solution growths.  
Starting composition Temperature range Commnets 
Ce2PdIn20, Ce2PdIn25, 
Ce2PdIn30, 
1000°C -400°C layers of (30-50 μm)* 
CePdIn40 1000°C -350°C e.g.Figure 5.3.11, (30-50 μm)** 
CePd3In35 1100°C -500°C 
layers of  100-200 μm 
single phased tiny crystals 
presence of CePd3In6 ‡‡ 
CePd2In50 950°C -400°C deviation of stoichiometry  
CePd2In30 950°C -400°C  layers of (100-200 μm)† 
CePd3In40 1000°C -400°C layers of (100-200 μm)‡ 
PdIn10 200°C -200°C large single crystals - Figure 4.2.1 b) 
* The origin of sample from Figure 5.3.9, ** Origin of the "sample B"; † The origin of "sample A"†† The 
origin of "sample C", ‡  The origin of "sample D", ‡‡ See figures in Appendix B, The physical properties of 
samples A-D see are presented below.  
 
 
Figure 5.3.11. SEM + EDX analysis of a CeIn3-Ce2PdIn8 sandwich; The BSE contrast of the cut and 
polished CeIn3-Ce2PdIn8 sandwich shows the whole sample, while a detail (middle) is presented using 
element mapping: CeIn3 (central, red) is covered by a frame of Ce2PdIn8, and a small region of new phase 
with nominal composition Ce1.5Pd1.5In7. The line scan (right) along the blue arrow shows a sharpness of the 
boundary between the phases. 
The element mapping in Figure 5.3.11 (left) shows a cut polished surface of the 
so-called CeIn3 - Ce2PdIn8 sandwich. The line-scan in Figure 5.3.11 (right) presents the 
relative intensity of the Ce and Pd spectra along the marked arrow. A minority of a third 
phase with the composition determined from the microprobe analysis as Ce1.5Pd1.5In7 was 
detected. In some cases it appeared that a "multilayered" system with rather thick (50-200 
nm) well defined layers of CeIn3 and Ce2PdIn8 were formed (see Appendix B). Since CeIn3 
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oxidizes much faster than Ce2PdIn8 the boundaries between these phases are observable by 
naked eye or optical microscope. The Ce-oxide on the CeIn3 phase makes also the back 
scattered electron (BSE) contrast more clear. The BSE contrast between CeIn3 and 
Ce2PdIn8 at just polished (no oxide) samples are hardly visible because palladium and 
indium have similar atomic masses and the difference in volume densities of both 
compounds (7.820 g.cm-3 and 8.062 g.cm-3 for CeIn3 and Ce2PdIn8, respectively) is 
only 3%. The Ce2PdIn8 single crystals were isolated by cutting and polishing, finally the 
microprobe analysis was done to confirm the samples to be single phase. 
The Ho2CoGa8-type structure was confirmed by XRPD, the lattice parameters were 
determined as: a = 0.4695 nm and c = 1.221 nm. The parameter a is almost equal to the 
lattice parameter of the cubic CeIn3 (a = 0.4689 nm) which supports the stability of this 
sandwich-like system. On the other hand, the lattice parameter a = 0.4691 nm of Ce2IrIn8 
matches the one of CeIn3 even better and no evidence of forming such sandwiches has 
been observed.  
Physical properties of Ce2PdIn8 
Magnetic measurements on Ce2PdIn8 
single crystals show paramagnetic behavior 
with significant magnetocrystalline 
anisotropy. The temperature dependence of 
the reciprocal DC susceptibility (1/), 
presented in Figure 5.3.12, is linear above 
~70 K, i.e. the  (= M/H) vs. T dependence 
of the susceptibility follows the Curie-
Weiss law with eff = 2.6 B/Ce3+, p = -90 
K, and eff = 2.6 B/Ce3+, p = -50 K for 
the magnetic field B||a and B||c, 
respectively.  
At lower temperatures the crystal field 
effects become important and the magnetic 
susceptibility departs from the Curie-Weiss 
law; in the c-direction, the magnetic 
susceptibility departs from the Curie-Weiss behaviour at about 70 K and becomes constant 
below 23 K, while for the a-direction it departs at 22 K and became almost constant below 
15 K as documented well in the inset of Figure 5.3.12. Below 8 K, there is an increase of 
the susceptibility in both directions. Such behaviour is usual for many Ce-compounds and 
is frequently ascribed to a paramagnetic contribution of other RE elements presented in the 
Ce metal in a very small amount (<100 ppm). Of course, it can also signify a phase 
transition in the temperature region below 2 K, but no anomaly has been observed in 
resistivity and heat capacity data. In Figure 5.3.13 the temperature dependence of 
resistivity measured with AC current applied in the basal plane is presented. A maximum 
is evident at the temperature Tmax ~ 40 K, this is typical behaviour of other members of this 
family of compounds (more pronounced in 218’s [138, 142, 197]). The maximum is 
Figure 5.3.12. Temperature dependence of reciprocal 
magnetic susceptibility of Ce2PdIn8 (sample A) 
measured along both principal crystallographic 
directions, black lines are the C-W law fits. The inset 
shows a low temperature part of the magnetic 
susceptibility. 
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caused by the magnetic part of the resistivity and corresponds to onset of low-temperature 
coherent behaviour of a Kondo lattice, the characteristic temperature is generally marked 
as T* [198]. A rough estimation of T* can be also obtained from the departure of 
susceptibility data from the Curie-Weiss behaviour [66] yielding the value T* = 40 K 
(polycrystalline average). Although both values are in agreement, we would be careful to 
draw conclusion, since they were found to be sample dependent. The presented values 
were determined from sample “A” whereas e.g. sample “B” shows to the values of T* ~ 30 
K. Below ~ 10 K a linear temperature dependence of the resistivity was observed (inset) 
until the resistivity drops to zero value manifesting the SC transition (Figure 5.3.13). The 
linear dependence of resistivity confirms the non-Fermi liquid behaviour reported in [157], 
which may indicate that the compound appears on the verge of magnetism and the 
superconductivity is magnetically driven. Below critical the temperature Tc < 0.69 K a 
superconducting transition was observed.  
 
Figure 5.3.13. Temperature dependence of 
electrical resistivity of Ce2PdIn8. The low 
temperature part (inset) was measured in magnetic 
field of 0.03 T to suppress the SC transition of 
indium. 
Figure 5.3.14. Low temperature behaviour of 
electrical resistivity of three different samples of 
Ce2PdIn8 
 
Figure 5.3.15. Low temperature region of heat 
capacity of the Ce2PdIn8 samples A, B, C  
Figure 5.3.16. Heat capacity, electrical resistivity and 
real part of AC magnetic susceptibility of sample C 
CHAPTER 5. RESULTS AND DISCUSSIONS - Ce2PdIn8  80
The critical temperature was determined by resistivity, heat capacity and AC magnetic 
susceptibility measurements, see Figure 5.3.14-Figure 5.3.16 As presented in Figure 5.3.15 
and Figure 5.3.16 the heat capacity and AC susceptibly measurements detected more SC 
transitions. The highest value of TC = 0.69 K (determined from the temperature derivative 
of the AC susceptibility) was observed in sample “C”; however heat capacity and AC 
magnetic susceptibility data evidenced another transition at 0.46 K in this sample. The 
latter transition was detected in all measured samples with various intensities. A weak 
pronounced heat capacity anomaly at ~ 0.46 K was responsible for the broad resistivity 
decrease to zero in sample “A”; however the main transition in sample “A” seems to be 
below 0.36 K as hinted in Figure 5.3.15. The last case is sample “B”, for which three 
anomalies were observed, the resistivity showed obviously a drop to zero value around the 
highest critical temperature.  
The discrepancies in the low temperature behaviour of Ce2PdIn8 were also observed by 
Kaczorowski’s group., where hey originally [157] presented normal paramagnetism down 
to the lowest reached temperature T ~ 0.35 K for polycrystalline samples, while the single 
crystal was superconducting below Tc = 0.68 K [10]. In very recent publication on 
polycrystals Tc ~ 0.7 K was confirmed. Therefore the highest SC transition in Ce2PdIn8 
seams to be Tc ~ 0.7 K.  
 We have studied the effect of 
annealing on our samples. In Figure 
5.3.15 heat capacity data of another 
sample (“D”) of Ce2PdIn8 are presented. 
The as cast Sample D presents 
superconducting transition at Tc = 0.55 K, 
while annealing at 650 °C for 14 day 
suppressed the superconductivity, only 
small anomalies at 0.55 K and 0.46 K are 
pronounced. Further annealing at 700 °C 
led to sample decomposition to CeIn3 and 
Ce4Pd10In21. This result differs from the 
very recent results by Kaczorowski 
et al. [11] whose reported polycrystalline samples annealed at 700 °C for 5 week showed 
well pronounced superconducting transition at 0.7 K. The temperature 700 °C is probably 
in the vicinity of the peritectic point of the compound and therefore. 
5.3.3. Summary 
From our point of view, CeIn3 and Ce2PdIn8 compounds form a beautiful sandwich-like 
system; however, for physical studies isolated well defined single crystals would be 
preferred. Although we have not found optimal conditions for the growth of the Ce2PdIn8 
single crystal, we were able to separate single-phased samples for basic physical 
measurements. The study of Ce2PdIn8 showed that the compound is paramagnetic down to 
the SC transition. The SC transition was found to be sample dependent; the highest Tc 
value has been determined to be 0.69 K.  
Figure 5.3.17. Low temperature regions of heat 
capacity of as cast and annealed Ce2PdIn8 sample D.  
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Our samples were carefully (faces and edges of the plate-like crystals) checked by EDX 
analysis. Nevertheless, also this method has its limits and therefore we cannot 100 % 
exclude a presence of small amount of impurity phase or small variation of composition in 
our samples below the sensitivity of the EDX detector. With respect to the magnitude of 
the effects we exclude the influence of (completely different) impurity phase and ascribe 
the differences in the low-temperature behaviour to structural defects such as stacking 
faults typical for layered systems or small variation of composition or both. This is 
motivated by results on Ce2RhIn8 [119] where high resolution neutron diffraction revealed 
Ce2RhIn8 to be “a complex mixture of two layered mosaic, polytypic phases affected by 
non-periodic partially correlated planar defects”. Also high-resolution electron microscopy 
may provide important data for resolving these questions. Although the EDX analysis is 
not able to detect possible small variation in the composition, it has proven to be a crucial 
tool for exploring this attractive system, especially when identifying and separating CeIn3 
and other spurious phases. 
Considering that samples with the highest Tc ~ 0.69 K have the sharpest SC transition 
(resistivity measurement) and the same value of Tc has been confirmed by AC 
susceptibility and heat capacity measurements (and also by [10]) one might guess that it is 
a property of the “best” Ce2PdIn8 crystal, while structural defects or deviation of 
stoichiometry shift the Tc lower.  
Another effect might arise from the temperature region in which the sample was grown. 
Unfortunately, this is difficult to estimate. In general we may guess that the crystals grown 
out of In richer solution were formed at lower temperatures. Further studies of the 
behaviours depending on sample fabrication such as effects of cooling rate or annealing are 
necessarily to be done. 
As the main result we can conclude that the originally reported antiferromagnetism at 
10 K was definitely refused and our results were finally confirmed by Kaczorowski et. al. 
who reported their first samples to be contaminated by about 10% of CeIn3 [11, 12]. 
Consequently, the overall scenario of physics of Ce2PdIn8 was redrawn. The 
superconducting state do not emerge from an antiferromagnetic phase state, however the 
non-Fermi liquid behaviour signalize the vicinity of a magnetic quantum critical point.  
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6. Concluding Remarks 
The solution growth technique has been successfully implemented in the technological 
laboratory of the Department of Condensed Matter Physics in the early period of this work, 
and has been subsequently updated according to our experience and requirements. 
Currently, it is fully applicable to growth of broad spectrum of new materials12. Most of 
the present experiments have been done using alumina crucibles sealed into quartz glass; 
however, closing the tantalum crucibles under argon protective atmosphere was 
successfully tested, and it has been available for further experiments.  
In the course of this work several materials have been prepared by the solution growth 
method13. The sample synthesis can be classified using different aspects: While indium 
(RmTnIn3m+2n, RMn6Ge6) and tin (YMn6Sn6, U3Co4Ge7, U3Co2Ge7) were used to act as both 
“true-” and “self flux”, aluminium (R-T-Al systems) was used as a “self flux” only. Some 
of the compounds were prepared easily following previously reported procedures. While in 
the case of some others, namely U3Co4Ge7, U3Co2Ge7, and Ce2PdIn8 , more effort was 
needed. In fact, the ideal conditions for growing some single crystals with sufficient size or 
homogeneity have not been found yet, which we would not perceive as our inability; in 
many cases a sufficient quality of the samples can be a long-time issue or even 
unreachable. One has to bear in mind that compared to the growths from stoichiometric 
melts, in principle, we search for proper growth condition in a phase space with the 
dimension at least N+1, where N represents number of elements and “1” is the temperature.  
The prepared compounds represent a broad spectrum of physical properties, from Van 
Vleck–type paramagnetism (PrRhIn5, PrIrIn5, Pr2RhIn8) or complex magnetic structures 
(YMn6Sn6, DyMn6Ge6, ErMn6Ge6 [2-4]), to ferromagnetism (U3Co4Ge7, U3Co2Ge7) or 
heavy fermion superconductivity in Ce2PdIn8.  
By a detailed analysis of the growth products, we have found a new phase – the 
tetragonal U3Co2Ge7, which has been so far known only in its orthorhombic form [109]. 
The tetragonal U3Co2Ge7 and U3Co4Ge7 order ferromagnetically below TC = 20 K and 40 
K, respectively, with a strong uniaxial anisotropy in both the ordered and paramagnetic 
state. The magnetic ground state of the orthorhombic phase of U3Co2Ge7 is most likely a 
non-collinear ferromagnet.  
PrTIn5 and Pr2TIn8 (T = Rh, Pd) compounds are paramagnetic down to the lowest 
temperature, and are exhibiting strong magnetocrystalline anisotropy caused by CEF acting  
on Pr3+ ions. As the structure of Pr2TIn8 is more 3D-like than in case of PrTIn5, the 
anisotropy of Pr2TIn8 is weaker. These observations draw an  analogy to the effect of 
dimensionality on magnetic exchange interactions in the Ce sublattices of the Ce-base 115 
and 218 compounds [28]. 
                                                 
12 Apart from this work, the capabilities of the technological laboratory have been extended by installation of 
the optical mirror furnace for floating zone method in 2009. 
13 Besides the results presented here, the RMn6X6 (X = Ge, Sn) compounds were prepared and studied as a 
part of a broader cooperation [2-4]. 
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Finally, we have succeeded in growing single crystals of Ce2PdIn8. Ce2PdIn8 is a heavy 
fermion superconductor with Tc ~ 0.7 K; the critical temperature was found to be sample 
dependent. Magnetization measurements revealed paramagnetic behaviour with significant 
magnetocrystalline anisotropy down to the critical temperature. The temperature 
dependence of resistivity (linear up to ~ 10 K) presents the non-Fermi liquid behaviour 
indicating the vicinity of a magnetic quantum critical point. Such behaviour is rather 
similar to the CeCoIn5 compound. 
 As a general conclusion, we would like to stress the importance of detailed sample 
characterization of the grown crystals, which, of course, is a pre-requisite of a sound 
research of magnetism and superconductivity. Special attention has to be paid to the fact 
that in one batch more different phases can be grown. The phases can often be easily 
distinguished from one another by naked eye (or using optical microscope); on the other 
hand, they can sometimes look very similar. Intergrowths of phases are also not rare and 
might be overlooked by routine characterization methods. A confrontation of the measured 
results with the sample quality and limitations of the characterization methods should be 
considered to prevent misinterpretation of results. At this point we would mention two 
examples of such misinterpretations, due to (unexpected) presence of impurity phases, we 
have revealed in this thesis:  
 The first case is U3Co2Ge7, where inclusions of U3Co4Ge7 are often present due to 
similarities between both crystal structures. U3Co2Ge7 was before presented to be 
ferromagnetic below 40 K with another magnetic transition 20 K connected with a spin 
reorientation [109]. Recently, we have shown, that there is no transition at 20 K in 
U3Co2Ge7 (neither in the orthorhombic nor in the tetragonal phase). The detected anomaly 
was most likely due to the presence of U3Co4Ge7 (ferromagnetic below 20 K) in the 
originally reported sample.  
The second example is the story of Ce2PdIn8, the new heavy fermion superconductor. 
The single-crystal of this compound was originally reported to exhibit emergence of 
superconductivity out of a long-range antiferromagnetic state below the Néel temperature 
of 10 K [10]. This would be a new Ce-based compound with both antiferromagnetic and 
superconducting ground state at ambient pressure. Our study proved, though, that 
antiferromagnetism is not the intrinsic property of Ce2PdIn8 [13, 14]; we have 
unambigously demonmstrated that the antiferromagnetism repoted in [7] was due to 
presence of second phase – the well known antiferromagnet CeIn3. After long disputes 
with the authors of the original work[11, 12] our findings have been finaly admitted and 
even confirmed by. 
Future plans 
We have presented selected interesting results on different compounds prepared by the 
solution growth method. By covering such a broad spectrum of materials several issues 
remained open, mainly the problem of synthesis and characterisation of the two new 
phases U3Co2Ge7 and Ce2PdIn8:  
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U3Co2Ge7 
Very recently, we have found that U3Co2Ge7 can form two different crystals structures, the 
orthorhombic and the tetragonal one. The conditions for the formation these two structures 
has not been explained yet. Wee can suggest two plausible scenarios: First one is based on 
existence of a low- and a high-temperature orthorhombic and tetragonal phase, 
respectively. The second possibility is based on the result of microprobe analysis, showing 
is that the orthorhombic phase contains more cobalt. The deviation from the stoichiometry 
may lead to a distortion of the tetragonal structure. Both hypotheses have to be verified or 
refuted by further studies. Unfortunately, the compound is not congruently melting and in 
addition the occurrence of the tetragonal phase is very rare.  
The tetragonal U3Co2Ge7 has one more interesting feature, which has to be subjected to 
further studies; it is the anomalous field induced irreversible behaviour of the 
magnetization curve at low temperatures. Therefore we will focus on isolation of more and 
hopefully larger single crystals of this phase, to be able to perform more complete relevant 
studies.  
Ce2PdIn8 
Although we have solved the main problem of the sample growth, the separation of the 
CeIn3 phase, the superconducting transition of our samples has remained still markedly 
sample-dependent. As it was discussed in Section 5.3.2, it can be due to structural defects 
such as stacking faults or a modulated structure, as reported for Ce2RhIn8 [119, 151]. The 
results on polycrystals [11] indicate the importance of sample annealing to reach the 
maximum Tc = 0.7 K. Therefore we would like to focus on the growth conditions more 
carefully; high-temperature X-ray powder diffraction experiments on Ce2RhIn8 and 
Ce2PdIn8 are planed to check a possible presence of structural transitions that can be 
responsible for the different sample behaviours  
 
 85
Apendix A.   Laboratory equipments 
The solution growth laboratory has been built during last 3 years. The main equipment is 
shown in  Figure A. 1. The key successes factors are furnaces with high accuracy 
temperature controller and apparatus for sealing samples under protective atmosphere or 
vacuum. A centrifuge is useful for decanting the remaining flux.  
A.1.  Annealing furnaces 
Three annealing furnaces are installed in the 
solution-growth laboratory. They differ in size and 
the maximum operating temperatures.  
Furnace “1”: High temperature superkanthal 
furnaces (right): This furnace is provided by the 
superkanthal heating elements up to 1800°C. It can 
be equipped with the chimney for gas exhaustion. 
Furnaces “2” and “3”: Laboratory furnaces up to 
1300°C (middle and left), these furnaces differ in 
the dimension of sample space (320300300 
mm3 vs. 320300700 mm3). 
All the furnaces are equipped by programmable 
temperature controller CLARE  
 Figure A. 1. Solution-growth laboratory.   
A.2.   Apparatus for sealing quartz tubes 
This system for sealing samples under protective 
atmosphere (Ar) or vacuum is presented in Figure 
A. 2. It has two parts: The vacuum unit and the 
Glass-work station.  
 The vacuum apparatus consist of system of 
pumps (turbomolecular pump - A1 and diaphragm 
pump - A2), vacuum gauges (pirani high vacuum 
gauge - B, low vacuum  gauge - C) and connecting 
parts with valves. The valves "D" connect the tubes 
with the vacuum system, the valve E is used for 
filling by Ar. 
 The glasswork station, which is mainly used for 
fabricating of the glass tubes, consists of torches 
(G1, G2) and digester. Although for silica glass 
usually hydrogen-oxygen torches are used, in our 
laboratory, bottle gas (propane butane) together 
with oxygen is used. It was chosen for safety 
reasons, we have not found suitable place for 
hydrogen bottle storage. 
Figure A. 2. Vacuum device and Glass 
workplace. 
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Apendix B.   The sample preparation in figures 
B.1.  Sealing the crucibles into the quartz tubes 
Figure B. 1: The alumina crucibles with the initial 
materials are put into the quartz tubes. The ends 
of the tubes should be flat or round to prevent 
braking due to different thermal expansion of the 
quartz glass and alumina during the thermal 
process. 
 
 
Figure B. 2: Necking of the quartz tubes is the 
second step before it is mounted to the vacuum 
system.  
 
 
Figure B. 3: After evacuating (eventually filling 
by argon), ampoule is sealed by hand torch. The 
wall of the neck should be thick enough otherwise 
it could hole during sealing. In this figure, a 
crucible with glass wool plug is presented.  
 
 
 Figure B. 4. The samples are then put to the 
 furnace, the thermal process is started. 
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B.2.   Removing samples from the flux – decanting 
Figure B. 5. The crucibles with glass wool 
plugs are sealed under protective atmosphere, 
put into the furnace and heated to the 
temperature required for decanting. The 
ampoules before (left) and after (right) the 
decanting are presented. The separated flux is 
marked by arrows. 
 
 
 
 
Figure B. 6. Centrifuge for decanting the 
samples: Because the samples put into the 
centrifuge are very hot (often up to 800-900°C), 
the cups in the centrifuge have to be metallic. It 
is not necessarily (and not available) to heat the 
sample during centrifuging, however for the 
highest temperatures, removing the sample 
from the furnace and starting the centrifuge 
have to be very fast. In the case presented here, 
the spinning temperature was about 300°C. 
 
  
 
Figure B. 7 After the decanting, the single crystals may remain in the crucibles; the safest 
way to remove them is to break the crucibles. Anyway, the crucibles are for one use only 
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B.3.   Isolation of the Ce2PdIn8 single crystals 
We would like to show how could be the sample preparation difficult. As we have 
described in Sectrion 5.3.2., The Ce2PdIn8 single crystals grow together with an unwanted 
secondary phase CeIn3 leading to formation a sandwich like system. Here, we present the 
separation of the two phases from each other using  Figures B. 8-13.  
 
 
Figure B. 8 Cut of a sample prepared by solution growth from stoichiometry CePd3In35. 
There was clearly visible the sharpness of the boundary between the CeIn3 (dark) and 
Ce2PdIn8 (silver like) phases. After cutting of one the faces (right) one can see that 
Ce2PdIn8 grows in very well defined plan- parallel layer. 
 
Figure B. 9. In the middle of our sample, plate-like single crystals were found. These plates 
were carefully separated by a razor-blade and are shown in one of the cut off face is in the 
right figure. After removing the dark part (CeIn3) by polishing, the sample (Ce2PdIn8) was 
broken into two parts as can be seen in  Both sides of the plates were polished until EDX 
confirmed the phase composition and homogeneity of the sample. 
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Figure B. 10. Pieces of Ce2PdIn8; the SEM with EDX detector confirmed the composition 
to be Ce2PdIn8. 
 
Figure B. 11 The cut off and polished pieces of Ce2PdIn8 separated from the bulk CeIn3 -
Ce2PdIn8 sandwich (Figure B. 9). The thickness of these samples was ~100 m. 
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Figure B. 12 Element mapping of the two-phase CeIn3-Ce2PdIn8 “sandwich”. The mostly 
green areas have composition Ce2PdIn8 while the red ones are CeIn3. 
 
 
Figure B. 13. The CeIn3 -Ce2PdIn8 sandwich covered by single crystalline needles of 
Ce4Pd10In21.  
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