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ECONOMETRIC  MODEL 
Shelby  D.  Gerking* 
T HE question of how to calculate measures 
of dispersion for a set of estimated techni- 
cal coefficients has been given little considera- 
tion in  input-output analysis. This  represents 
a  glaring omission because the  true technical 
coefficients can be measured only with uncer- 
tainty. That is, the data used to construct input- 
output models are often  collected by  a  non- 
exhaustive sampling of  firms in  each  sector. 
Furthermore, an observed matrix of  technical 
coefficients obtained  from census  totals  may 
still  be a  random drawing from a population 
of such matrices. This situation would arise, for 
example, if  random measurement errors are 
present in the data. Therefore, without knowl- 
edge of the level of uncertainty associated with 
estimates of the technical coefficients,  the value 
of input-output  models for planning or forecast- 
ing purposes  is unclear. This last point deserves 
special emphasis  because empirical  input-output 
models are quite costly to construct. 
The purpose of  this paper is  to  show how 
the level of uncertainty in measuring the tech- 
nical coefficients may be quantified. However, 
this objective is pursued somewhat indirectly. 
In particular, stochastic properties will be as- 
cribed to input-output  models by assuming that 
the intersectoral  flow and total output variables 
are subject to random measurement  error. This 
implies that an appropriate estimator for the 
technical coefficients must be selected prior to 
obtaining the desired measures of uncertainty. 
The discussion to follow will indicate that the 
ratio estimator,  which has been exclusively used 
in past input-output studies, is deficient from a 
statistical point of view. But most importantly, 
this paper will recommend that  (1)  the ratio 
estimator be replaced by a regression  technique 
and (2)  the level of uncertainty in observing a 
given technical coefficient be measured by the 
standard error of the chosen estimator. 
This paper is organized into three sections. 
Section I outlines the standard assumptions of 
input-output analysis, specifies the static, open 
model in stochastic form, and acknowledges  the 
contributions  of other researchers  who have rec- 
ognized the need for measuring uncertainty in 
the observed technical coefficients. In  section 
II, then, four regression  techniques will be pre- 
sented. Finally, an illustration of these estima- 
tion methods using cross-sectional input-output 
data from West Virginia  will be given in section 
III. 
I.  Preliminaries 
There are three assumptions that  are typ- 
ically made in input-output  analysis. These are: 
(1)  the economy can be meaningfully divided 
into a finite number of sectors, each of which 
produces a  single homogeneous product;  (2) 
there are neither economies nor diseconomies 
of  scale in production; and  (3)  the  level  of 
output in each sector uniquely determines the 
quantity of  each  input  which  is  purchased.' 
Taken together, these assumptions imply that 
the production function for any sector may be 
expressed as 
F  ZT'  ZT'j  ZT+ 
XT'j  min 
_  ot  lj  ot siij  in  n+  Ij 
ZT'm+2,j  VT'1l  VT' j 1 
an ,.+2.j  1i  .j  (1) 
where 
XT'j -  total  quantity  of output  in sector  j 
ZT'tJ  =  total quantity  of goods and services 
transferred  from  sector  i to sector  j, 
_~  1,*.*,*m 
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ZTVm+ij  total quantity of a homogeneous la- 
bor  service  purchased by  sector  j 
from  households 
ZT'm+2,J  total quantity of a homogeneous  pub- 
lic service purchased  by sector j from 
governmental agencies 
VT%tj  total quantity of various types of in- 
puts purchased  by sector j from out- 
side the geographic  boundaries  of the 
economy  in question,  i -  I1 . . .,  n 
a'.tj  -technical  coefficient interpreted  as the 
minimum quantity  of  output  from 
sector i required to produce one unit 
of output in sector j; where a'ij >  0, 
i  =  1,  .  .  .,  m  +  2, j-  1, ...  .,  M2 
ij  trade  coefficient interpreted as  the 
minimum quantity  of  import i  re- 
quired to produce one unit of output 
in  sector  j;  /3'fi >  0,  i =  1,  .  .  .  , 
X-l,.  .  .  , 
min  (a,  b, .  .  .,  z)  -  minimum  of  the  ele- 
ments (a, b, .  .  I Z).4 
In  the  remainder  of  this  paper  it  will  be  as- 
sumed that  the variables  of interest  in equation 
(1)  are subject  to  random  measurement  error. 
That  is, 
ZTj-  % +  Ef'f 
i-  ,..  .,  m+2;  j1,  .  .  ,  m  (2) 
and 
X'j  -  XT'  +  v'; 
jY  -  l,  .  ,m  (3) 
where X'j and Z'ij denote the measured counter- 
parts  of  XT'J  and  ZT'$J and  where  E'ij and  v'j are 
random disturbance  terms  having  the  property 
E(E  I')  -  E (v'j)  0  O. (Other properties of these 
disturbance  terms will be discussed  later in this 
section.) 
There is considerable  precedent  for assuming 
the existence  of measurement  errors in an inter- 
industry  setting.  For  example,  Tilanus  and 
Bacharach  employed  this  error format  in  their 
studies  of  methods  for  updating  existing  ma- 
trices  of  technical  coefficients.5  In  addition, 
Park and Simonovits have analyzed the conse- 
quences of errors in the observed technical co- 
efficients for  input-output forecasting.6 How- 
ever, none of these authors considered  the prob- 
lems posed by measurement errors for quanti- 
fying the level of  uncertainty associated with 
an observed set of technical coefficients.  In fact, 
Park concluded his paper by stating that this 
is  an area which merits further investigation. 
As was previously indicated, the uncertainty 
measures that are proposed in  this paper are 
developed by first choosing an appropriate  esti- 
mator for the technical coefficients. Therefore, 
attention will now be shifted to:  (1)  a critique 
of the ratio estimator which is commonly used 
in empirical input-output  studies and (2)  some 
possible remedies for its statistical weaknesses. 
From equation  (1),  if  Z'ij  and XTj  are 
known, the a1ij  may be calculated from a rela- 
tion of the form 
ZT'.jj  -  -az'11XT'J.  (4) 
However, there are two  reasons why  the  a>i 
cannot be directly obtained from equation (4). 
First, if  measurement errors are present, the 
a,  ij must be estimated, rather than calculated, 
from 
Zij  -o',aX'  .  +-  0h  0>,  -  aij  V1 
(5) 
where equation (5)  is obtained by substituting 
equations (2)  and (3)  into equation (4).  Sec- 
ond, data on  Z'ij and X'j  have  seldom been 
available to input-output analysts. As a result, 
in  empirical interindustry studies these  vari- 
ables are usually redefined  as their value coun- 
terparts. This implies 
Zij  -- aijXj +  Ojj  (6) 
where Zij is  the value of  goods and services 
transferred  from i to j; Xj is total value of out- 
put in j; aij, which is still referred to as a tech- 
nical coefficient,  is interpreted as the minimum 
value of  output in i  required to produce one 
dollar's worth of output in j;  and Oij  is under- 
stood to  be  appropriately redefined from  ',.J 
Finally, in empirical applications of input-out- 
put analysis, the technical coefficients in equa- 
tion (6)  are generally calculated by implicitly 
assuming that-the error term is identically zero 
and forming the ratio aj  -Zij/Xj. 
2 If  0'i  =  0  or if  1%J  =0,  the appropriate ratio is  under- 
stood  to  be  deleted  from  equation  (1). 
3 Problems in estimating  the  trade coefficients are ignored 
in  this  paper. 
4 Dorfman,  Samuelson,  and  Solow  (1958),  p.  231.  Note 
that  if  all  inputs  are  perfectly  divisible  and  if  there  is  no 
waste, the minimum of the elements (a, b,  .  .  z  Z)  will 
equal  the  maximum. 
5Tilanus  (1966),  pp.  101-106.  Bacharach  (1970),  pp.  69- 
74. 
6 Park  (1973),  pp.  399-402.  Simonovits  (1975),  pp.  493- 
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This  method of  obtaining the  oeai  has been 
criticized  by  several  authors.  For  example, 
Klein stated  :7 
The  ease with which  the  structural parameters 
..  .  can be estimated . ..  is deceptive. The model 
is assumed to consist of a series of one-parameter 
production functions, and one observation is used 
to estimate the single parameter. In a statistical 
sense, there are no degrees of freedom.  The model 
has no stochastic properties, and we have no idea 
about the reliability or probabilistic properties of 
the estimated parameters.8 
Because of these observations a number of al- 
ternative methods have been proposed for esti- 
mating the technical coefficients.  These alterna- 
tives can be broken down into two categories: 
-(1) time series approaches and  (2)  cross-sec- 
tional approaches. Each of  these will be con- 
sidered in the remainder  of this section. 
The most obvious way to estimate the tech- 
nical coefficients together with their standard 
errors might be to collect a time series on Zi, 
and Xj and to regress the former variable on 
the latter. But in the past this approach  has not 
been used because data of  this kind, -particu- 
larly  on  Zij, are  almost  always  unavailable. 
However, due to  the  structure of  the  static, 
open input-output model, a time series on Zij is 
unnecessary. Specifically, these models may be 
expressed as the following set of m simultane- 
ous equations. 
X=AX+Y+G  (7) 
where X  is an m X 1 vector of total outputs, 
Y is an m X 1 vector of final demands, A is an 
m X m matrix of  technical coefficients, and 0 
is an m X 1 vector of disturbances where O - 
,=,Oij.  Hence, if a sufficiently long time se- 
ries on X and Y could be gathered, it might be 
feasible to estimate the m2 parameters in  (7) 
by  regression.9 However, when m  is  of  only 
moderate size (say, m  25),  a relatively long 
time series must be collected in order to esti- 
mate the elements  of- A.'0  Furthermore,  even  if 
enough data are available, such problems as 
structural  change and variations in product mix 
may render these estimates meaningless." 
Though  it  has  never  been  previously  at- 
tempted, it is also possible to estimate the tech- 
nical coefficients together with their standard 
errors from one set of cross-sectional  data.'2 To 
implement the cross-sectional approach, a new 
assumption is  required that  is  not  typically 
made in input-output analysis. In particular, it 
must be assumed that all firms in each sector 
have identical production functions that are of 
a Leontief type. Admittedly, this new assump- 
tion is a strong Qne.  There is-  always the possi- 
bility  that Leontief-type production functions 
provide an accurate description of sectors, but 
an  inaccurate description of  firms. However, 
as will be shown in the sections to follow, this 
assumption has  at  least  three attractive fea- 
tures. Specifically, it  (1)  facilitates calculation 
of standard errors for the technical coefficients 
from one  cross-section of  input-output data, 
(2)  aids in circumventing  the problem of struc- 
tural change, and (3)  drastically reduces data 
requirements. Consequently, this  assumption 
should not be judged according to its lack of 
attention to  reality.  Instead,  it  ought  to  be 
judged in terms of  the value of  results which 
it makes possible. In any event, equation (6)  is 
rewritten under this assumption as 
Zij  (r) =  a,.jXj  (r) +  Oij(r)  i, j:  1, .. ., m 
(8) 
where the index r refers to the rt"  firm in sector 
j and where Oij(r) is assumed to be identically 
and independently distributed with mean zero 
for all r.'3 
7 See  also,  Rasmussen  (1956),  pp.  45-47  or  Hurwicz 
(1955),  pp.  626-636. 
8 Klein  (1974),  pp.  341-342. 
9 Ibid.,  pp.  344-345. 
10 This  very  problem  was  encountered by  Briggs  (1957). 
Since  Briggs had  a  time  series of  only  six  observations,  he 
was  forced to  proceed at  a high  level  of  aggregation. 
lt  For a discussion of the importance of structural change 
in an input-output  context,  see Carter (1970). 
12 In  two  papers  Quandt  recognized  that  estimates  of 
technical coefficients based upon cross-sectional input-output 
data  have  a  probability  distribution.  However,  Quandt  as- 
sumed knowledge  of this distribution and, as a consequence, 
did  not  treat  estimation  problems.  See  Quandt  (1958  and 
1959). 
13 Under these variable definitions, equation  (8)  will pro- 
duce  a  so-called  "columns  only"  estimate  of  a.i  because 
Z,, (r)  would  be  measured  by  observing  the  purchases  of 
firm r in  sector j  from  firms in  sector i.  This  type  of  esti- 
mate  is  to  be  distinguished  from  a  "rows  only"  estimate 
obtained  from  measuring  the  intersectoral  flows  by  sales 
data.  In  the  remainder of  this  paper  only  "columns  only" 
estimates  will  be  discussed. For  a  discussion  of  both  types 
of  estimates  and  how  they  may  be  optimally  combined, 
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II.  Regression  Estimates  of  the 
Technical  Coefficients 
It should be apparent that the technical co- 
efficients in equation (8)  may be estimated by 
regression.  However, the appropriate  regression 
method remains to be established. In this sec- 
tion ordinary least  squares (OLS)  and three 
instrumental variable techniques will  be  con- 
sidered. The instrumental variable techniques 
are:  (1)  the  Wald-Bartlett method  (WBM), 
(2)  Durbin's method (DM),  and (3)  two-stage 
least squares (TSLS).  Basically, it will be ar- 
gued that the instrumental variable techniques 
are generally superior to OLS and to the ratio 
method in practical situations.'4 
A.  Ordinary Least Squares 
It can be easily shown that estimating equa- 
tion  (8)  by OLS leads to unpromising results. 
In fact, if both Xj(r)  and Zij(r) are measured 
with error, then this equation should be recog- 
nized as an example of  the classical errors in 
variables problem which is  analyzed in many 
econometrics  textbooks.'5  As is well-known, the 
OLS estimate of a.ij  will be both biased and in- 
consistent, since plim  (Oij  (r) Xj (r))  #  0. 
,nj-Nj 
B.  The Wald-Bartlett Method 
One way  to  solve  the  estimation problem 
posed by equation (8)  is  through the use of 
instrumental  variables. That is, the aq may be 
consistently estimated if an appropriate  instru- 
ment can be found for X,(r).  Wald has pro- 
posed an instrumental variable Wj(r),  defined 
as 
I if Xj(r) >  med  Xj(r) 
W1(r)  0 if Xj(r)  med Xj(r) 
1 if Xj(r) <  med  Xj(r)  (9) 
where med Xj(r)  denotes the sam  ple  median 
of  the observations on the  variable Xj(r).  It 
can be shown that the estimator 
aij(WBM)  X,.Zij(r) Wj(r)/2,r Xj(r)  Wj  (r) 
(10) 
is  consistent  if  the  assignment of  values  to 
Wj(r)  in  equation  (9)  is  identical with  the 
values that would have been assigned had ob- 
servations on  XTj(r)  been  available.10  How- 
ever, Bartlett has demonstrated  that the asymp- 
totic variance of aij(WBM)  is quite large and 
that  its  efficiency may be  improved by:  (1) 
ranking  the Xj(r)  by size, (2)  deleting the mid- 
dle third of the observations from the sample, 
and (3)  applying Wald's method to the remain- 
ing observations.17 
C.  Durbin's  Method 
A  second  instrumental variable  estimator, 
proposed by Durbin, may be defined as 
a ,jj(D  M)  =X,) Zi^j(r)  Dj (r)11rXj(r)  Dj(r)  (II) 
where Dj(r)  -r  assuming that the Xj(r)  are 
ranked in ascending order by  size. This  esti- 
mator is consistent if the ranking of the Xj(r) 
is  identical with the ranking of  the unknown 
XTj(r)  and, in general, has a smaller asymp- 
totic sampling variance than aij(WBM).18 
D.  The  TSLS  Method 
Finally,  a  third instrumental variable esti- 
mator may be obtained if the acj are estimated 
column by column. Then the set of  equations 
to be estimated can be arranged much like  a 
simple econometric model. An example of how 
this might be done is  given in equation (12) 
below. 
Xj(r)  -iZij(r)  +  RVj(r) +  WSj(r) 
+  PGj(r) 
Zli(r)  -  aijXj(r)  +  Oli(r) 
Z.,,(r)  _a  ,,,.jXj(r)  +  O,,j(r) 
RV=(r) -  ,  --jXmr)  r).  (12) 
In the system of equations in  (12),  most of 
the  relations need  no  further explanation as 
they are identical in form to equation (8). How- 
ever, the first and last deserve further  comment. 
The  first equation is  an  accounting identity 
stating that measured  total output for any firm 
must equal its payments to all firms in the m 
sectors of the economy and to value added. As 
can be seen, value added has been broken down 
into  three  components,  that  is,  RVj(r) + 
14 These  four  techniques  should  not  be  taken  as  an  ex- 
haustive  list  of  methods  available  to  estimate  equation  (8). 
For a basic treatment of  the errors in variables problem, see 
Malinvaud  (1970),  pp.  373-411  and  Johnston  (1972), 
pp.  281-291. 
15 Ibid. 
16Wald  (1940),  pp.  284-300. 
17 Bartlett  (1949),  pp.  207-212. 
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WSj(r) +  PGj(r) !'  The first of these compo- 
nen-ts, R Vj(r),  represents that  part  of  mea- 
sured value added which is determined  as a re- 
sidual  from Xj(r)  and Z4j(r). Clearly, items 
falling  into  this  category,  such  as  imports, 
profit, profits taxes, and gross receipts taxes, 
are subject to measurement  error. On the other 
hand, the second component, WSj(r),  denotes 
wages and salaries;  while the  third, PGj(r), 
represents certain  payments  to  government, 
such as property taxes, which are determined 
independently from XJ(r)  and Zi7(r). Finally, 
the last equation in  (12)  is  included because 
under the above decomposition  of value added, 
RVj(r)  is an endogenous variable. 
To estimate the a0i in equation (12),  it will 
be  assumed  that  the  variables  WSj(r)  and 
PG3j(r) can  be  measured without error. This 
assumption  is justifiable  because firms  are likely 
to keep accurate records of  wage, salary, and 
tax payments. This is especially true for wages 
and salaries since this variable determines em- 
ployer social security and other retirement  con- 
tributions. In addition, it may be expected that 
PGj(r)  is  amenable to  accurate measurement 
since  this  variable captures special  types  of 
transactions which occur infrequently. 
If these assumptions regarding the measure- 
ment of WSj(r)  and PGj(r)  are satisfied, each 
of the last m +  1 equations in (12)  appears to 
be overidentified since the number of excluded 
exogenous variables equals the number of  in- 
cluded endogenous variables. However, by the 
rank condition, each equation is just-identified 
because both  exogenous variables have  been 
excluded from all equations-  to be estimated.20 
Owing to this result, consistent estimates on the 
aij may be obtained by TSLS; a procedure  that 
amounts to using the observations on WSj(r) 
and  PGj(r)  to  construct  an  instrument for 
Xj(r).  In particular, the TSLS estimator of the 
ajj may be expressed as21 
aij(TSLS)  -  XjT  Qj  (QjT Qj)  Qj7  Zij/XT  Q, 
(Q7j Q>)  'Qj  Xj  (13) 
where Xj and Z4j  are nj X 1 vectors containing 
the observations  on Xj(r)  and Zij(r) and where 
Qj is an ni X 2 matrix composed of the WSA(r) 
and the PGj(r). 
To  conclude this section, it is important to 
emphasize that the estimation of the technical 
coefficients  has been cast in a traditional econo- 
metric  setting.  Three  instrumental  variable 
methods have been presented in order to show 
how the asymptotic bias inherent in OLS may 
be eliminated. Also, the theory of estimating a 
system of simultaneous equations has been ap- 
plied in order to construct the TSLS estimator. 
This implies that the choice of an estimator for 
the a j is very wide indeed. In addition to TSLS, 
any member of  the k-class where plim k -  I 
will provide consistent estimates of the technical 
coefficients. 
III.  An  Example  of  the  TSLS  Technique 
Using  Data  from  West  Virginia 
In the section below, the estimation of a set 
of technical coefficients by OLS and the three 
instrumental variable techniques will be illus- 
trated. Specifically, these estimation techniques 
will  be  applied to  survey  data  obtained  by 
Miernyk from five input-output sectors of the 
West  Virginia  economy.22 This  exercise  is 
thought to be especially interesting since Mier- 
nyk's study of West Virginia is  certainly one 
of the best regional input-output investigations 
conducted to date. The discussion in this sec- 
tion will be divided into two parts: (A)  a brief 
description of these data and (B)  a presenta- 
tion of empirical results. 
A.  Description of  Data 
Using cross-sectional  data for the year 1965, 
Miernyk and others constructed an input-out- 
put model of the state of West Virginia which 
was composed of  forty-eight endogenous sec- 
tors. These data were obtained from the survey 
responses of  406  randomly selected  firms, a 
sample which accounted for about 3.3% of the 
total number of  firms operating in  the  state. 
With the aid of an interviewer,  a representative 
of each firm completed an extensive question- 
naire that called for information including an 
income statement and a  detailed transactions 
19This  specification  is  clearly  arbitrary  as  there  are  nu- 
merous  other  ways  of  separating  the  components  of  value 
added.  However,  the  above  decomposition  is  intended  only 
as an illustration.  As will  be shown  in  the  next section,  this 
specification  is  convenient  in  the  event  heteroscedasticity  is 
present in the  error term. 
20Fisher  (1966),  pp. 39-45. 
21Dhrymes  (1970),  p.  187.  22Miernyk  et  al.  (1970). INPUT-OUTPUT  AS A  SIMPLE  ECONOMETRIC MODEL  279 
summary.23 These  summaries  showed  each 
firm's  in-state  and  out-of-state  transactions 
(both purchases and-  sales) with economic units 
in each of the forty-eight sectors, with house- 
holds, and with  government at  all  levels.  In 
addition, the purchases data indicated whether 
a particular expenditure  was for raw materials 
or was a current  expense. This breakdown  made 
it possible to distinguish between raw materials 
that  were purchased and  raw materials that 
were actually used. 
With  Miernyk's cooperation, copies of  the 
completed  questionnaires  from firms in five sec- 
tors are used in the present study. The names 
of  these  sectors together with  (1 )  the  total 
number of firms operating in each as of  1965 
and (2)  the number of firms in each for which 
questionnaires  were furnished are shown in ta- 
ble 1.24 Clearly, the figures in table 1 indicate 
that the sample sizes  for the sectors at hand 
were quite small. 
In order to estimate the technical coefficients 
according to the methods described in section 
H1, it was necessary to define each variable in 
terms of the entries on the questionnaire.  These 
definitions, which are listed in table 2,  apply 
to the data collected from all firms in each sec- 
tor. As a result, they are stated in terms of the 
rt  firm in sector j. 
Although most of the definitions provided in 
table  2  are  self-explanatory, there  are  three 
points which deserve some  further comment. 
First, the customary distinction in input-output 
analysis between "domestic" and "foreign"'  in- 
tersectoral purchases has  been observed:  In- 
state purchases were included in Z1q(r), while 
out-of-state purchases were placed in RVj(r). 
Second, in-state raw materials purchases were 
adjusted for inventory changes to more accu- 
rately  reflect the  quantity  that  was  actually 
used in production. Third, and finally, no use 
was made of the sales data that Miernyk col- 
lected. This  is  not  because such  information 
is  of  no  value  in  estimating technical coeffi- 
cients. To the contrary, it is possible to develop 
analogues to the methods presented here that 
use sales data in place of purchases data.25 
B.  Presentation of  Empirical Results 
Since  the  West  Virginia  model  contained 
forty-eight endogenous sectors, there were, at 
most, forty-eight technical coefficients to  esti- 
mate in each of the five sectors for which data 
were available. Consequently, this  subsection 
will be confined to presenting an example of the 
estimation procedure and to discussing the em- 
pirical results in general terms. For the reader 
who is interested in the results for specific co- 
efficients,  the estimates -from  all five sectors are 
available from the author on request. 
To illustrate the previously described estima- 
tion techniques, consider the subset of  results 
for the strip and auger coal mining sector (sec- 
TABLE 1. -WEST  VIRGINIA  INPUT-OUTPUT SECTORS  FOR 
WHICH DATA WERE FURNISHED 
Number 
of Firms 
Total  for Which 
Number of  Question- 
Sector  Firms in  naires Were 
Number  Sector Name  Operationa  Obtained 
2  Underground Coal  1,311  4 
Mining 
3  Strip and Auger Coal  272  7 
Mining 
6  General Contractors  556  7 
(Building) 
7  General Contractors  228  5 
(Non-Ruilding)- 
8  Special Trades  854  11 
Contractors 
a  SOURCE: Miernyk et  al.,  Simulating Regional Economic Develop- 
ment  (1970),  p.  10. 
TABLE 2. -  DEFINITIONS FOR  THE VARIABLES  USED IN THE 
ESTIMATION  OF THE TECHNICAL  COEFFICIENTS 
Variable  Definition 
Xj(r)  total  sales+  ending  inventories  of  goods  in 
process  and  finished goods -  beginning  inven- 
tories of goods in process and finished goods 
Z,V,(r)  purchases  from  in-state  firms  in  sector  i  ad- 
justed,  in  the  case of  raw materials purchases, 
for  changes in raw materials inventory 
RVj(r)  purchases  from  out-of-state  firms +  profits + 
profits  taxes  +  gross  receipts  taxes  +  sales 
taxes +  excise  taxes 
WSj(r)  payments  to  in-state  and  out-of-state  house- 
holds in the  form of  wages and salaries +  sup- 
plements  to  wages 
PGj(r)  licenses  and  fees +  property  tax  payments  to 
in-state  and out-of-state  local and state govern- 
ments +  any  remaining  payments  to  the  fed- 
eral government 
23 The  questionnaire  is  reproduced  in  Miernyk  et  al. 
(1970),  pp.  208-220. 
24  Miernyk  et  al.  (1970),  p.  10.  25 Gerking  (1976). 280  THE  REVIEW  OF  ECONOMICS AND  STATISTICS 
TABLE  3. -ESTIMATES  OF  FOUR  TECHNICAL  COEFFICIENTS  FROM  SECTOR  3 -  THE  STRIP  AND  AUGER  COAL  MINING  SECTOR 
Coefficient 
Number  OLS  WBM  DM  TSLS  TSLSR 
29  .91897-0la  .10425-O0:t  .99438-0la  .97548-01:t 
(.11215-01)  (.27582-01)  (.15440-01)  (.12401-01) 
36  .72114-0la  .65955-01a  .58411-01l  .66602  -01a 
(.65424-02)  (.15720-01)  (.11428-01)  (.74930-02) 
38  .43725-03  -.12777-03  .51847-03  .48769-03  .66896-03 
(.21804-03)  (.71191-03)  (.29279-03)  (.23719-03)  (.62024-03) 
46  .18179-02'l  .19721-02  .21591-02'2  .20406-02a  .18313-02 
(.38558-03)  (.87626-03)  (.54427-03)  (.42905-03)  (.84400-03) 
a Denotes  significance  at the 1% level. 
tor 3),  which are presented in table 3. The ex- 
treme left hand column of table 3 indicates the 
"row number"  of the technical coefficient  under 
consideration.26  As a result the values in, say, 
the second line of table 3 refer to the parameter 
a29,  3;  the  minimum value  of  wholesale trade 
required to produce one dollar's worth of out- 
put from the strip and auger coal mining sector. 
In columns two through five of table 3, esti- 
mates of the four technical coefficients are pre- 
sented.27  As should be evident from the column 
headings, these estimates were obtained by ap- 
plying the  methods described in  the previous 
section. Standard errors appear in parentheses 
beneath each coefficient  estimate, and those co- 
efficients  that are significant  at the 1  %  level are 
marked with an  28  These results indicate that 
there are substantial differences  in efficiency-be- 
tween the four estimation techniques. Not unex- 
pectedly, the OLS estimates have the smallest 
standard errors. However, if  X3  is  measured 
with error, then the estimates of the four tech- 
nical  coefficients are biased and  inconsistent. 
The TSLS estimates, on' the other hand, have 
standard errors which -are  about  10%-20% 
larger than for OLS. In addition, the standa-rd 
errors for the DM estimator exceed their OLS 
counterparts  by at least 40%; while the WBM 
standard errors are more than 200%  greater 
than for OLS. This  lack  of  efficiency in  the 
WBM estimator may account for its negative 
sign on coefficient  38. 
Next, column 6 illustrates  the use of the Gold- 
feld-Quandt test for heteroscedasticity in con- 
nection with the TSLS estimation procedure.29 
Specifically, the presence of an estimate in this 
column indicates the probable existence of this 
problem in the estimates listed in column 5. In 
order to arrive at this conclusion, it was con- 
jectured that the variance of the error term in 
the estimating equation for each of the four co- 
efficients was  proportional to  the  square  of 
WSj(r).  Then, this sector's seven observations 
were arranged  in descending order according to 
this variable and the above-mentioned  test was 
performed  at the 1 %  level of significance.3'  Fi- 
nally, column 6 provides the results from re- 
estimating coefficients 38  and 46  to  take  ac- 
count of the heteroscedasticity problem. 
These values were obtained by dividing each 
variable in  equation system  (12)  by  WSj(r) 
and running TSLS on the transformed system 
of equations. This operation was successful in 
26 These  "row  numbers"  correspond  to  the  following 
sectors:  wholesale  trade  =  29, real estate  =  36, hotels  and 
other  lodging  places  =  38,  and  electric companies  and. sys- 
tems  =  46. 
27 Due  to  the  small sample  size encountered in  these  five 
sectors,  Bartlett's  modification  of  Wald's  method  was  ig- 
nored  in  constructing  ajj  (WBM). 
28  In  order  to  perform  coefficient  significance  tests,  the 
statistic  aij/Sa,j  was  assumed  to  be  t-distributed  with 
n1-1  degrees of  freedom.  Although  this  procedure has  no 
theoretical  foundation,  it  is  recommended  for  TSLS  esti- 
mated  coefficients on  the  basis  of  Monte  Carlo evidence  in 
Green (1973),  p.  193. 
29  Strategies for dealing  with  the  heteroscedasticity  prob- 
lem for the remaining estimators could clearly be developed. 
However,  this  aspect  of  the  estimation  problem is  not  pur- 
sued in the remainder of this paper. 
30  If  this were a single equation setting,  it might  be more 
natural to  assume the variance of  the error term to  be pro- 
portional to the square of Xj(r).  However,  such an assump- 
tion  in  the  case  at  hand  would  only  create  other  serious 
problems.  It  implies,  for  example,  that  to  take  account  of 
heteroscedasticity,  all  the  variables  in  system  (20)  should 
be  divided  by  Xj(r).  However,  this  operation  would  leave 
only one exogenous variable in the system;  a vector of units. 
The  present  assumption,  that  E(0ij(r)  )2 =  X(WSj(r) )2 
for  constant  X, does  not  strain  credibility,  though,  because 
for sector 3 the correlation between  Xj(r)  and  WSj(r)  was 
0.928. 
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reducing heteroscedasticity according to  the 
Goldfeld-Quandt  test. However, the significance 
of coefficient  46 was destroyed at the 5% level. 
The empirical estimates presented in table 3 
are not meant to be representative of the esti- 
mates for all  five sectors. Consequently, this 
larger body of  estimates should also be  sum- 
marized. In doing so, attention will be focused 
on the  number of  coefficient estimates which 
are different  from zero at both the 1  and 5  % 
levels of  significance. Tables 4  and 5 present 
these results. 
In  tables 4  and  5,  column 2  indicates the 
number of estimating equations in each of the 
five sectors for which at least one observation 
on the dependent variable was positive. Obvi- 
ously, no calculation was required  to show that 
the coefficient estimates in the remaining  equa- 
tions were identically equal to  zero. The  3rd 
through  the 6th columns of tables 4 and 5, then, 
present the number  of coefficient  estimates that 
were significantly different from zero at the 1 % 
and 5% levels for each of the four estimation 
techniques. As might be expected from the re- 
sults presented in  table 3,  the  relatively less 
efficient estimators, WBM and DM, had fewer 
significant coefficient estimates than OLS and 
TSLS. Finally, the 7th columns of the two ta- 
bles give the number of significant coefficients 
for  each  sector  after  transforming the  data 
where necessary to  account for heteroscedas- 
ticity and then re-estimating.  by TSLS. 
An examination of the empirical results for 
all five sectors reveals that the estimating equa- 
tions in sectors 2 and 8 required  the most trans- 
formations  for heteroscedasticity.  Consequently, 
as might be expected from past experience in 
econometric  work, these two sectors suffered  the 
greatest loss of significant coefficients. Table 5 
shows that at the 5  %o  level, sector 2 lost 14 sig- 
nificant coefficients  while sector 8 lost 4. For the 
five  sectors  taken  together,  19  coefficients 
turned insignificant. Therefore, of the 125 co- 
efficients which were estimated by TSLS, only 
51 or 40.8% can be regarded as different from 
zero at the  5% level. Alternatively stated, of 
the total number  of possible coefficient  estimates 
in these five sectors of the West Virginia model 
(48 X 5  240),  189  or  78.75%  were  either 
essentially zero or identically equal to zero. 
Conclusion 
The objective of  this paper was to  develop 
methods for estimating a  set  of  input-output 
technical coefficients whereby their  sampling 
variances may be easily calculated. In particu- 
lar,  ordinary least  squares and  three  instru- 
mental variable methods were  discussed and 
illustrated using input-output data obtained by 
TABLE 4.-  SIGNIFICANT  COEFFICIENTS  AT THE 1 %  LEVEL 
Number of 
Coefficients  Estimator 
Sector  Estimated  OLS  WBM  DM  TSLS  TSLSH 
2  23  3  2  2  3  0 
3  24  15  9  15  15  14 
6  22  3  0  0  3  3 
7  32  14  1  8  14  14 
8  24  7  2  5  8  3 
Total  125  42  14  30  43  34 
TABLE  5. -  SIGNIFICANT  COEFFICIENTS  AT  THE  5  % LEVEL 
Number of 
Coefficients  Estimator 
Sector  Estimated  OLS  WBM  DM  TSLS  TSLS 
2  23  18  4  4  18  4 
3  24  15  11  15  15  14 
6  22  10  0  7  11  11 
7  32  15  12  15  16  16 
8  24  10  4  9  10  6 
Total  125  68  31  50  70  51 282  THE  REVIEW OF  ECONOMICS AND  STATISTICS 
Miernyk et al. in their study of the West Vir- 
ginia economy. This  illustration revealed that 
there  are  substantial differences in  efficiency 
between the  four estimators. In  general, OLS 
and  TSLS  had  smaller standard errors than 
WBM  or  DM.  Finally,  the  TSLS  estimates 
were  tested  for  heteroscedasticity under the 
Goldfeld-Quandt test  and new estimates were 
constructed for the coefficients  where this prob- 
lem was found to be present. Based upon these 
results, OLS and TSLS may be  preferred to 
WBM and DM in an empirical  setting provided 
that their more restrictive underlying assump- 
tions regarding measu-rement  can be justified. 
However, until more empirical work using al- 
ternative  estimation  strategies  is  conducted, 
this conclusion is only a tentative suggestion. 
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