Abstract. One of the fundamental results in the theory of localisation for discrete Schrö-dinger operators with random potentials is the exponential decay of Green's function. In this note we provide a new variant of this result in the one-dimensional situation for signchanging single-site potentials with arbitrary finite support using the fractional moment method.
Introduction
Anderson models are discrete Schrödinger operators with random potentials. Such models have been studied since a long time in computational and theoretical physics, as well as in mathematics. One of the fundamental results for these models is the physical phenomenon of localisation. There are various mathematical formulations of localisation: almost sure absence of continuous spectrum, non-spreading of wave packets, exponential decay of generalised eigensolutions or exponential decay of Green's function. Such properties have been established mainly by two different methods, the multiscale analysis and the fractional moment method. The multiscale analysis (MSA) was invented by Fröhlich and Spencer in [FS83] . The fractional moment method (FMM) was introduced by Aizenman and Molchanov [AM93] , and further developed, e. g., in [Aiz94, Gra94, ASFH01] .
Here we focus our attention on correlated Anderson models. More precisely, we consider models where the potential values at different sites need not be independent random variables. Assuming certain abstract regularity assumptions on the (possibly dependent) random potential localisation has been established using both methods, see e. g. [vDK91, AM93, Aiz94, ASFH01] . For continuous alloy-type models with sign-changing single-site potential localisation has been derived via MSA, e. g. in [Klo95, Ves02, KV06, Klo02] , see also [Sto02] . To our knowledge, the FMM has not been applied to alloy-type models with sign-changing single-site potential so far (neither in the continuous nor the discrete setting).
In this paper we study a one-dimensional discrete alloy-type model using the FMM. In this model, the potential at the lattice site x ∈ Z is defined by a finite linear combination V ω (x) = k ω k u(x − k) of i. i. d. random coupling constants ω k . The function u(· − k) is called single-site potential and may be interpreted as a finite interaction range potential associated to the lattice site k ∈ Z. In particular, the single-site potential is allowed to change sign. For such models we prove in one space dimension and at all energies a so called fractional moment bound, i. e. exponential off-diagonal decay of an averaged fractional power of Green's function. The restriction to the one-dimensional case allows an elegant and short proof in which the basic steps-decoupling and averaging-are particularly transparent. Currently we are working on the extension of our result to the multidimensional case.
Model and results
We consider a one-dimensional Anderson model. This is the random discrete Schrö-dinger operator
acting on ℓ 2 (Z), the space of all square-summable sequences indexed by Z with an inner product ·, · . Here, ∆ : ℓ 2 (Z) → ℓ 2 (Z) denotes the discrete Laplace operator and V ω : ℓ 2 (Z) → ℓ 2 (Z) is a random multiplication operator. They are defined by (∆ψ) (x) ≔ |e|=1 ψ(x + e) and (V ω ψ) (x) := V ω (x)ψ(x) and represent the kinetic energy and the random potential energy, respectively. We assume that the probability space has a product structure Ω ≔ × k∈Z R and is equipped with the
Hence, each element ω of Ω may be represented as a collection {ω k } k∈Z of independent identically distributed (i. i. d.) random variables, each distributed with the density ρ. The symbol E{·} denotes the expectation with respect to the probability measure, i. e. E{·} ≔ Ω (·)dP(ω). For a set Γ ⊂ Z, E Γ {·} denotes the expectation with respect to
Z → R be a function with finite and non-empty support Θ ≔ supp u = {k ∈ Z : u(k) 0}. We assume that the random potential
at a lattice site x ∈ Z is a linear combination of the i. i. d. random variables ω k , k ∈ Z, with coefficients provided by the single-site potential. The function u(· − k) may be interpreted as a finite range potential associated to the lattice site k ∈ Z. The Hamiltonian (1) is possibly unbounded, but self-adjoint on a dense subspace of ℓ 2 (Z), see e. g. [Kir07] . Finally, for the operator H ω in (1) and z ∈ C\σ(H ω ) we define the corresponding resolvent
For the Green's function, which assigns to each (x, y) ∈ Z × Z the corresponding matrix element of the resolvent, we use the notation
For Γ ⊂ Z, δ k ∈ ℓ 2 (Γ) denotes the Dirac function given by δ k (k) = 1 for k ∈ Γ and δ k ( j) = 0 for j ∈ Γ \ {k}. The quantities ρ Theorem 2.1. Let n ∈ N, Θ = {0, . . . , n − 1}, s ∈ (0, 1), and ρ ∞ be sufficiently small. Then there exist constants C, m ∈ (0, ∞) such that for all x, y ∈ Z with |x − y| ≥ 2n and all
Theorem 2.2. Let n ∈ N, Θ ⊂ Z finite with min Θ = 0 and max Θ = n − 1, r as in Eq. (16) (the width of the largest gap in Θ), and s ∈ (0, n/(n + r)). Assume
Then there exist constants C, m ∈ (0, ∞) such that the bound (3) holds true for all x, y ∈ Z with |x − y| ≥ 2(n + r) and all z ∈ C \ R.
The difference between the two theorems is the following: In Theorem 2.1 we assume that Θ is finite and connected (cf. §3). The latter condition can be dropped if ρ is sufficiently regular, cf. Theorem 2.2. A quantitative version of Theorem 2.1 with explicit constants C and m and an explicit requirement on ρ ∞ is Theorem 4.3, which is proven in Section 3 and 4. A quantitative version of Theorem 2.2 is stated and proven in Section 5.
We can actually apply both theorems to arbitrary Θ with max Θ − min Θ = n − 1. In this situation a translation of the indices of the random variables {ω k } k∈Z by min Θ transforms the model to the case min Θ = 0 and max Θ = n − 1. Note that min Θ and max Θ are well defined since Θ ⊂ R is finite.
In the following remark we state two complementary results which are explained in detail in the appendix.
Remark 2.3.
(i) The statements of Theorems 2.1 and 2.2 concern only off-diagonal elements. If we assume that ρ has compact support, E |G ω (E + i0; x, y)| s is finite for any x, y ∈ Z and s > 0 sufficiently small. This implies in particular that y∈Z |G ω (E + i0; 0, y)| 2 is finite almost surely for almost all E ∈ R. However, neither dynamical nor spectral localisation can be directly inferred from the behaviour of the Green function using the existent methods ( [SW86] , [Aiz94] ). The reason is that the random variables V • (x), x ∈ Z, are not independent, while the dependence of H ω on the i. i. d. variables ω x , x ∈ Z, is not monotone. 
Fractional moment bounds for Green's function
In this section we present fractional moment bounds for Green's function. A very useful observation is that "important" matrix elements of the resolvent are given by the inverse of a determinant. The latter can be controlled using the following spectral averaging lemma for determinants.
Lemma 3.1. Let n ∈ N and A, V ∈ C n×n be two matrices and assume that V is invertible.
and s ∈ (0, 1). Then we have for all λ > 0 the bound
Proof. Since V is invertible, the function r → det(A + rV) is a polynomial of order n. We denote its roots by z 1 , . . . , z n ∈ C. By multilinearity of the determinant we have
The Hölder inequality implies for s ∈ (0, 1) that
For arbitrary λ > 0 and all z ∈ R we have In order to use the estimate of Lemma 3.1 for our infinite-dimensional operator G ω (z), we will use a special case of the Schur complement formula (also known as Feshbach formula or Grushin problem), see e. g. [BHS07, appendix] . Before providing such a formula, we will introduce some more notation. Let Γ 1 ⊂ Γ 2 ⊂ Z. We define the operator P
Note that the adjoint (P
If Γ 2 = Z we will drop the upper index and write P Γ 1 instead of P
denotes the matrix representation of T with respect to the basis {δ k } k∈Γ . By ∂Γ we denote the interior vertex boundary of the set Γ, i. e. ∂Γ ≔ {k ∈ Γ : #{ j ∈ Γ : | j − k| = 1} < 2}. For finite sets Γ ⊂ Z, |Γ| denotes the number of elements of Γ. A set Γ ⊂ Z is called connected if ∂Γ ⊂ {inf Γ, sup Γ}. In particular, Z is a connected set. 
An analogous statement for arbitrary dimension was established in [EG] .
Proof. Since Λ is finite, H Λ is bounded and the Schur complement formula gives
It is straightforward to calculate that the matrix elements of B Λ Γ are given by
Here we have used that Λ is connected.
Lemma 3.3. Let n ∈ N, Θ = {0, . . . , n − 1}, s ∈ (0, 1), and Γ ⊂ Z be connected. Then we have for every pair x, x + n − 1 ∈ Γ and all z ∈ C \ R the bound
Moreover, if 1 ≤ |Γ| ≤ n, we have for all z ∈ C \ R the bound Proof. We start with the first statement of the lemma. By assumption x, x + n − 1 ∈ Γ. We apply Lemma 3.2 with Λ ≔ {x, x + 1, . . . ,
where the operator B Λ Γ is given by Eq. (6).
i+ j M i, j and M i, j is obtained from the tridiagonal matrix [D] by deleting row i and column j. Thus C x+n−1,x is a lower triangular matrix with determinant ±1. Hence,
Since Θ = supp u = {0, . . . , n − 1}, every potential value V ω (k), k ∈ Λ, depends on the random variable ω x , while the operator B Λ Γ is independent of ω x . Thus we may write [D] as a sum of two matrices
where V ∈ R n×n is diagonal with the elements
Since A is independent of ω x we may apply Lemma 3.1 and obtain for all s ∈ (0, 1) the estimate (7) with
The proof of Ineq. (8) is similar but does not require Lemma 3.2. We have the decompo-
is independent of ω γ 0 . By Cramer's rule and Lemma 3.1 we obtain
for all t ∈ (0, 1). We choose t = s d+1 n and obtain Ineq. (8) with the constants
In the final step we have used s ≥ t and the monotonicity of (0, 1)
Exponential decay of Green's function
In this section we use so called "depleted" Hamiltonians to formulate a geometric resolvent formula. Such Hamiltonians are obtained by setting to zero the "hopping terms" of the Laplacian along a collection of bonds. More precisely, let Λ ⊂ Γ ⊂ Z be arbitrary sets. We define the depleted Laplace operator
In other words, the hopping terms which connect Λ with Γ \ Λ or vice versa are deleted. 
The second resolvent identity yields for arbitrary
In the following we will use that G Lemma 4.1. Let n ∈ N, Θ = {0, . . . , n − 1}, Γ ⊂ Z be connected, and s ∈ (0, 1). Then we have for all x, y ∈ Γ with y − x ≥ n, Λ := {x + n, x + n + 1, . . . } ∩ Γ and all z ∈ C \ R the bound
Proof. Our starting point is Eq. (11). Taking the matrix element (x, y) yields
Since x Λ and y ∈ Λ, the first summand on the right vanishes as the depleted Green's function G Λ Γ (z; x, y) decouples x and y. For the second summand we calculate
The second factor is independent of ω x . Thus, taking expectation with respect to ω x bounds the first factor using Ineq. (7) and the proof is complete.
and s ∈ (0, 1). Then we have for all z ∈ C \ R the bound
Proof. The starting point is Eq. (12). Choosing Λ = {x, . . . , y − n} gives
Since G Λ (z; x, y − n) depends only on the potential values at lattice sites in Λ it is independent of ω y−n+1 . We take expectation with respect to ω y−n+1 to bound the second factor of the above identity using Ineq. (7). Since 1 ≤ |Λ| ≤ n by assumption, we may apply Ineq.
(8) to G Λ (z; x, y − n) which ends the proof.
Theorem 4.3. Let Θ = {0, . . . , n − 1} and s ∈ (0, 1). Assume
Then m = − ln C u,ρ is strictly positive and
for all x, y ∈ Z with |x − y| ≥ 2n and all z ∈ C \ R. Here, ⌊·⌋ is defined by ⌊z⌋ ≔ max{k ∈ Z|k ≤ z}.
Proof. The constant m is larger than zero since C u,ρ < 1 by assumption. By symmetry we assume without loss of generality y − x ≥ 2n. In order to estimate E |G ω (z; x, y)| s/n , we iterate Eq. (13) of Lemma 4.1 and finally use Eq. (15) of Lemma 4.2 for the last step. Figure 1 shows this procedure schematically. We choose p ≔ ⌊(y − x)/n⌋ − 1 ∈ N such that y − 2n < x + pn ≤ y − n. We iterate Eq. (13) exactly p times, starting with Γ = Z, and obtain 
Single-site potentials with arbitrary finite support
In this section we consider the case in which the support Θ of the single-site potential is an arbitrary finite subset of Z. By translation, we assume without loss of generality that min Θ = 0 and max Θ = n − 1 for some n ∈ N. Furthermore, we define
Thus r is the width of the largest gap in Θ. In order to handle arbitrary finite supports of the single-site potential, we need one of the following additional assumptions on the density ρ ∈ L ∞ (R):
To illustrate the difficulties arising for non-connected supports Θ we consider an example. Suppose Θ = {0, 2, 3, . . . , n − 1} so that r = 1. If we set Λ = {0, . . . , n − 1} there is no decomposition H Λ − B Λ Γ = A + ω 0 V with an invertible V. If we set Λ = {0, . . . , n − 1 + r} = {0, . . . , n} we observe that every diagonal element of H Λ depends at least on one of the variables ω 0 and ω 1 = ω r , while the elements of B Λ Γ (which appear after applying Lemma 3.2) are independent of ω k , k ∈ {0, . . . , r} = {0, 1}. Thus we have a decomposition
where A is independent of ω k , k ∈ {0, 1}, and for all i ∈ Λ either V 0 (i) or V 1 (i) is not zero. As a consequence there is an α ∈ R such that V 0 + αV 1 is invertible on ℓ 2 (Λ). Motivated by this observation, we prove the following lemma. 
If the condition A 2 is satisfied, we have the bound
we may apply Lemma 3.1 and obtain for all λ > 0 Proof. The proof is similar to the proof of Lemma 3.3. Apply Lemma 3.2 with Λ = {x, x + 1, . . . , x + n − 1 + r} and Cramer's rule to get |G Γ (z; x, 
We apply Lemma 5.1 and obtain for all
if A 1 is satisfied and
if A 2 is satisfied. The set M is non-empty and equal to the set {α ∈ R r+1 : α 0 0, D α is finite}. Thus Ineq. (18) holds with the constant
In the following we establish an upper bound for D. Using a volume comparison criterion we can find a vector α ′ = (α 
. , d}, and
ω kṼk is independent of ω k , k ∈ {x, . . . , x + r}. We apply Lemma 5.1 with t = s d+1 n+r and obtain (using
where
if A 1 is satisfied and 
We again choose α = α ′ as in Fig. 2 , use α 21), and obtain
if A 1 is satisfied and for all x, y ∈ Z with |x − y| ≥ 2(n + r) and all z ∈ C \ R, where ⌊·⌋ is defined by ⌊z⌋ := max{k ∈ Z|k ≤ z}.
Proof. The proof is similar to the proof of Theorem 4.3. We again assume y > x. Let Γ 1 ⊂ Z be connected. Using Eq. (11) with Λ := {x + n + r, . . . } ∩ Γ 1 and Lemma 5.2 we have for all pairs x, y ∈ Γ 1 with y − x ≥ n + r
which is the analogue to Lemma 4.1. Now, let Γ 2 = {x, x + 1, . . . } and y ∈ Γ 2 with n + r ≤ y − x < 2(n + r). By Eq. (12) with Λ = {x, . . . , y − (n + r)} and Lemma 5.2 we have
which is the analogue of Lemma 4.2. Iterating Eq. (25) exactly p = ⌊(y − x)/(n + r)⌋ − 1 times, starting with Γ 1 = Z, and finally using Eq. (26) once gives the statement of the theorem.
Appendix
Here we prove and discuss the two results which have been stated in Remark 2.3. In the appendix we assume throughout that assumption A 2 holds, i. e. there is an R ∈ (0, ∞) such that supp ρ ⊂ [−R, R]. We use the notation u j (x) = u(x − j), for all j, x ∈ Z, for the translated function as well as for the corresponding multiplication operator.
The following theorem concerns the first part of Remark 2.3. It gives a global uniform bound on (x, y) → E{|G ω (z; x, y)| s } for s > 0 sufficiently small. Theorem 6.1. Let s ∈ (0, 1), m > 0, Θ ⊂ Z with min Θ = 0 and max Θ = n − 1 for some n ∈ N, and supp ρ be compact. Then there is a positive constant C such that for all x, y ∈ Z and all z ∈ C \ R with |z| ≤ m we have
For the proof we will need Lemma 6.2. Let A, V ∈ C N×N be two hermitian matrices, V be invertible and s ∈ (0, 1). Then we have the bound
Proof. Let us denote by λ(r) the smallest singular value of A +rD. Since A +rD is normal, we have
We apply Lemma 3.1 and obtain the desired statement.
Proof of Theorem 6.1. If |x − y| ≥ 4n Theorem 5.2 applies, since r ≤ n. We thus only consider the case |x − y| ≤ 4n − 1. By translation we assume x = 0 and by symmetry y ≥ 0. Set Λ + = {−1, . . . , 4n} and Λ = {0, . . . , 4n − 1}. Lemma 3.2 gives
y and x ∈ ∂Λ + = {−1, 4n}, and zero else. Similarly, by another application of the Schur complement formula
, and consequently
Note that B Λ +
Z is independent of ω k , k ∈ {−1, . . . , 3n + 1}, and K is independent of ω k , k ∈ {0, . . . , 3n}. Thus, in matrix representation with respect to the canonical basis, the operator K : ℓ 2 (∂Λ + ) → ℓ 2 (∂Λ + ) may be decomposed as
are independent of ω −1 and ω 3n+1 . Standard spectral averaging or Lemma 3.1 gives for all t ∈ (0, 1)
Now, the operator H Λ can be decomposed as
k=0 ∈ [0, 1] 3n+1 with α 0 0. Similarly to the proof of Lemma 5.2, we use the substitution ω 0 = α 0 ζ 0 and ω i = α i ζ 0 + α 0 ζ i for i ∈ {1, . . . , 3n} and obtain from Eq. (27)
where 
. . , 3n} and α k ∈ [0, 1] for k ∈ {0, . . . , 3n}, the norm of A ′ can be estimated as
All terms in the sum (30) are independent of ζ k , k ∈ {0, . . . , 3n}. Using ( |a i |) t ≤ |a i | t for t < 1 we see from Ineq. (29) and (30) that there are constants C 1 and C 2 such that
If we average over ω −1 and ω 3n+1 , Ineq. (28) gives the desired result.
Next we turn to the second part of Remark 2.3. First we discuss a criterion which ensures that an appropriate one-parameter family of positive potentials can be extracted from the random potential V ω . 
(ii) If φ(x)ψ(y) 0 and s ∈ (0, 1): 
The last proposition and a formula analogous to (14) now give for j = x + 2(N + n) − 1 and x + 2(N + n) ≤ y 
