Block compressive sensing reduces the computational complexity by dividing the image into multiple patches for processing, but the performance of the reconstruction algorithm is decreased. Generally, the reconstruction algorithm improves the quality of reconstructed image by adding various constraints and regularization terms, namely prior information. In this paper, a reweighted double sparse constraint reconstruction model which combines the residual sparsity and ℓ1 regularization term is proposed. The residual sparsity aims to exploit the nonlocal similarity of image patches, and the ℓ1 regularization term is used to utilize the local sparsity of image patches. The resulting model is solved under the frame of split Bregman iteration (SBI). A large number of experiments show that the algorithm in this paper can reconstruct the original image efficiently and is comparable to the current representative compressive sensing reconstruction algorithm.
Introduction
Compressive sensing (CS) theory proposed by Candès et al. [1] breaks the limitation of Nyquist sampling theorem, that is, it can recover the original signal at a sampling rate lower than twice the bandwidth if the signal is sparse in some domain. CS theory has been widely used in various fields since its birth, such as nuclear magnetic resonance, image processing, analog to information conversion, compressive radar, etc. [2] Suppose that x ∈ ℝ N is a finite length signal and it is sparse or compressible. According to the CS theory [1] , rather than observing the original signal x directly, a much lower linear measurements are acquired by the following random linear projection:
where y ∈ ℝ M is the measurement of the signal, H ∈ ℝ M × N represents the measurement matrix, and n denotes additive noise. Since the value M is much smaller than the value of N, the solution to the Eq. (1) is an ill-posed inverse problem.
In order to solve the problem effectively, prior knowledge is needed, which lead to the following regularization-based optimization problem arg min x 1 2 Hx−y k k
where kHx−yk 2 2 is data fidelity term, Ψ(x) is a regularization term which have various choices such as ℓ0 \ ℓ1\total variation (TV), and λ is a regularization parameter.
Since natural images are almost always compressible, the application of compression sensing is natural. However, if compressive sensing is applied to the large-sized image directly, the measurement matrix would be very "large," which leads to huge amounts of memory and further resulting in high computational complexity. Therefore, the block-based compressive sensing (BCS) method [3] is proposed. During the image processing of BCS, the image is divided into multiple image patches and each image patch is operated separately, so that the computational complexity is greatly reduced. Nevertheless, the quality of the reconstructed image is degraded compared to the quality of the image reconstructed by the entire image.
For the prior knowledge has a crucial influence on the performance of the image reconstruction algorithm, designing an effective regularization term is beneficial to make full use of image prior information and further improve the quality of the reconstructed image. The sparsity and nonlocal similarity, which are the most important properties of the images, are utilized to improve the quality of reconstructed images. The sparsity aims to represent the original image with a little nonzero value or approximate zero, more specifically, the sparsity is to organize the original image more sparsely in some domain [4, 5] . Currently, different predetermined transform basis, including discrete cosine transform (DCT), discrete wavelet transform (DWT), and so on, has been used to exploit the sparsity to further derive some reconstruction algorithm, such as smooth prediction Landweber of BCS based on DCT (BCS-SPL-DCT) [6] and BCS based on DWT (BCS-SPL-DWT) [6] . Furthermore, to enrich the texture and structure in recovered images [7, 8] , the multi-hypothesis (MH) prediction [9] method which explores the nonlocal similarities was proposed. By sharing the similar idea [10] [11] [12] where nonlocal similarities are exploited to design the local sparsifying transform, these methods can achieve better recovery performance than the algorithms that were previously designed for BCS without using nonlocal similarities. However, the recovered images still contain some visual artifacts.
For better CS recovery, some researchers used the idea of weighting the signal. Candès [13] proposed a weighted scheme based on the magnitude of signals to get closer to ℓ0 norm, while still using ℓ1 norm in the optimization problems. In a similar manner, Asif et al. [14] adaptively assigned weight values according to the homotopy of signals.
To better reconstruct the original image both in smooth region and edge region, this paper proposes a method that combines the sparsity and nonlocal similarity by the means of reweighting. Firstly, the residual which represents the difference between the target image patch and the similar image patch is calculated, and it should be more sparse. Therefore, residual sparsity was applied to exploit the nonlocal similarity. Secondly, reweighting applied in the sparse constraint is to consider the sparsity difference of the different image patches to enhance the sparsity. Thirdly, we use the frame of SBI to transform the proposed model into several sub problems to solve it effectively.
The main contributions of this paper are as follows.
1. We propose a reconstruction model that combines the residual sparsity and l 1 regularization term by the way of reweighting. It utilizes local sparsity and non-local self-similarity simultaneously so that the model can further improve the performance of the reconstruction algorithm. 2. To solve the model of reweighted double sparse constraint, we design an effective scheme based on the split Bregman iteration (SBI) algorithm. Extensive experiments of our method are conducted and compared with other typical algorithm using PSNR and SSIM.
The rest of this paper is organized as follows. Section 2 introduces the reconstruction model. There are four parts in Section 2, including residual model, reweighted sparse representation, weight estimation, and the solution of the proposed method. In Section 3, we present the plenty experiments and the results compared to other representative methods. Section 4 concludes the paper in the end.
Proposed method
In this section, we will give a detailed description of the proposed reweighted double sparse model. Firstly, to further control the computational complexity and memory requirement, we utilize the BCS [3] to divide the original image x into non-overlapped patches represented by p k , 1 ≤ k ≤ P of size B 2 . MH prediction method [9] is used to recover the image initially. Then, in this paper, we divide the initial recovery x int into D overlapped patches represented by x k , 1 ≤ k ≤ D, where S 2 is the patch size. This partitioning process is formulated as
where E k is a matrix operator that extracts the patch x k from x int in an overlapped way. We consider the residual between each patch and the linear combination of its similar patches since the residual exhibits stronger sparsity [15] . Considering that different residuals have different sparsity, we use the way of reweighting. Simultaneously, the sparsity of the image patch itself is taken into account in the model of this paper and we enhance sparsity by reweighted ℓ1 minimization [13] . Thus the reweighted double sparse constraint model is expressed as
where λ 1 and λ 2 denote regularization constants, y represents the corresponding measurement, W 1 and W 2 are reweights and updated iteratively, u is the linear combination of the similar patches, and H is a matrix whose elements on the dialog are the measurement matrix Ψ of size M × S 2 . The expression of H is written as 
The residual model ‖W 1 (x − u)‖ 1 exploits the nonlocal similarity and the ℓ1 regularization term of image patch ‖W 2 x‖ 1 exploits the local self-similarity. W 1 is used to discriminatively weight different residual coefficients, W 2 is used to reweight ℓ1 minimization. Sparsity can be further enhanced by combining W 1 and W 2 . In the proposed model, the nonlocal similarity and the local selfsimilarity are combined effectively to further improve the reconstruction quality.
Next, we will introduce the model in detail, including the residual model, reweighted sparse representation, and weight estimation.
Residual model
In this paper, similar patches are searched within an L × L search window centered at the location of the patch x k . We select C correlated patches based on similarity-the most similar C patches, denoted by m k, i , 1 ≤ i ≤ C. The similarity between patches is measured by using the mean squared error (MSE) [16] , which has an expression of
where S 2 is the size of image patch. The residual of the image patch x k is obtained from the original value of the patch and the linear combination of its similar patches m k, i , 1 ≤ i ≤ C and can be expressed as
where α k, i is the weight of the similar patches and directly represents the accuracy of the similar patches. The patches that are more similar to the image patch x k should be assigned greater weight. Therefore, α k, i is proportional to the similarity between similar patches m k, i and image patch x k , that is
where h is a constant. By the Eq. (8), we can calculate the weight of similar patches to reflect the similarity efficiently.
Reweighted sparse representation
The sparsity of the signal residual in some domain is well accepted and adopted [15, 16] . At present, there are various sparse transform methods, such as Fourier transform, wavelet transform, Gabor transform, and so on. In this paper, we use the DCT transform to sparse the residual and the image patch for its high efficiency and low complexity. The expression of the sparse transform of the residual by the DCT is
where φ denotes the DCT basis, φ T is the transpose of DCT basis, and
The residual is constrained by weighting, and the residual sparse expression obtained by combining Eq. 9 is as follows
where W 1, k is a diagonal matrix with w k;1 ; …; w k;S 2 on the diagonal and zero elsewhere. Through Eq. (10), we can get the reweighted sparse representation of the residual. The calculation of the weight will be described in detail in the next section.
Weight estimation
In each iteration, we need to update the weights. The weights are used to constrain each residual value Φ(x k ). The more similar the patches m k, i are to the target patch x k , the greater the weight it takes. Therefore, the weight W 1, k in Eq. (10) is inversely proportional to the magnitude of the residual value [13] . In this paper, we can calculate the weight from the following equation
where û k ¼ P C i¼1 α k;i m k;i . For the image patch x k , the expression of its reweighted sparse representation is
where W 2, k is a diagonal matrix which is similar to W 1, k , whose elements isŵ k;1 ; …;ŵ k;S 2 on the diagonal. We use the image patch x k to calculate the weight bŷ
Solution to the proposed model
In this section, we will detail the solution procedure. Since Eq. (4) is an unconstrained problem, if the problem is solved directly, the calculation amount is large and the calculation complexity is high. To simplify calculations, we use the idea of the SBI algorithm to transform an unconstrained problem into several simpler sub-problems and solve them separately [17] . Firstly, we will briefly introduce the main steps of the SBI algorithm. The expression of constraint optimization problem is as follows
The SBI algorithm solution process is shown in Algorithm 1. Now, we are solving Eq. (4) in the SBI framework. We first need to introduce a variable z to convert Eq. (4) into an equivalent constraint expression x; z ð Þ ¼ arg min
Then, invoking SBI, line 3 in algorithm 1 becomes
Line 4 in algorithm 1 becomes
Line 5 in algorithm 1 becomes
where t represents the number of iterations and η is a fixed value parameter in the SBI. Equation (4) has been transformed by the SBI algorithm into a z sub-problem of Eq. (16) and an x sub-problem of Eq. (17) . Next, we will give the detailed solution procedure for two sub-problems.
Z sub-problem
For a given x, the z sub-problem is a strictly convex quadratic function. In order to avoid calculating the inverse of the matrix and reduce the computational complexity of the algorithm, we use the steepest descent method (SD) [18] 
For the above equation, we have
So, combining Eq. (20) and Eq. (22), we get
Then we put Eq. (23) into Eq. (21)
The gradient and optimal step are calculated by the above equation, and the output of the SD is an updated value of z (t, i _ max) , where i _ max is 300 in our experimental setting.
X sub-problem
For a given z, we can rewrite Eq. (17) as
where r (t) = z (t + 1) − b (t) . In each iteration, we assume that the difference between the elements of x and r (t) satisfies the condition of an independent distribution with a mean of zero. Therefore, according to the theorem [19] , we have
where K = D × S 2 . Due to the orthonormality of DCT and the Plancherel theorem, we get 
Combining Eqs. (10), (12) , (25), (26), and (27), we can get
which we decompose into D sub-problems as follows
For the Eq. (29), we convert it to a scalar problem, that is
where Through the soft threshold algorithm [20] , we obtain the closed-form solution of Eq. (30)
And the expressions of S 1 (d) and S 2 (d) are as follows . The value of the corresponding patch is calculated as
After obtaining all the patches x k , 1 ≤ k ≤ D, we calculate the value of each pixel by averaging the patches at 
the pixel position. The expression of the reconstruction procedure is
After solving the z sub-problem and the x subproblem, update b through Eq. (16) and repeat the three steps until all iterations are completed. The detailed description of the algorithm was given in Algorithm 2.
Results and discussion
In this section, extensive experiments are done to verify the performance of reconstructed image, and we compare the reconstruction quality between the proposed algorithm and other four algorithms. The model parameters are set as follows: the image patch size is 64, the size of the searching window is 20 × 20, and the rest of the parameters will be given in detail. All of the experiments in this paper are done on Intel (R) Core (TM) i3, 3.0 GHz CPU processor, and MATLAB 2012b on Windows 10 operating system.
In order to evaluate the quality of the reconstructed image, we adopt the peak signal-to-noise ratio (PSNR) and structure similarity (SSIM) that are commonly used for objective assessments of image quality. Higher PSNR means that the reconstructed quality is better, and the original image is clearly reconstructed. The lower PSNR indicates that the reconstructed quality is poor, and there are problems such as edge blurring. SSIM is used to reflect the similarity between the original image and the reconstructed image in structure. The experimental results show the PSNR and SSIM of image reconstructed by the proposed algorithm and other four algorithms. All experimental standard greyscale images are given in Fig. 1 .
Discussion

Complexity of search window size
A large searching size makes it possible to find patches that are more similar to the target patch so that a more accurate model could be obtained. However, it also brings about higher computational complexity. In the experiment, we tested the calculation time of image Boat at different ratios. We demonstrate the algorithm complexity for different search window size L in Fig. 2. 
Effect of similar patches
In order to test the effect of the number of similar patches, experiments on three pictures with different C ranging from 2 to 24 are conducted. From the experimental results in Fig. 3 , we can see that the proposed algorithm in this paper is insensitive to the number of similar patches, because all the curves are close to flat. For different images, the number of similar patches shows a certain degree of similarity. According to extensive experimental results, all test images can achieve the highest and most stable performance when C is 10. Therefore, we took a value 10 that is a little bigger than 8. Simultaneously, the reason why C does not take a value larger than 10 is to reduce the computational complexity based on obtaining stable performance.
Effect of regularization parameters
In this section, we test the effect of regularization parameters λ 1 and λ 2 to the performance of reconstructed image.
In order to study the effect of regularization parameters on the performance, we need to test them for different values, separately. λ 1 , λ 2 will affect the performance of the model at the same time; therefore, we need to determine one parameter and test the other parameter. It can be seen from Fig. 4 that if the magnitude of λ 1 , λ 2 is too large or too small, the image reconstruction performance will be affected. What is more, for different images, the effect of λ 1 , λ 2 to the PSNR shows consistency, that means, there are optimal regularization parameters λ 1 and λ 2 that make the performance of the algorithm best under the condition of different images. In this paper, we set λ 1 = 2.5e − 3, λ 2 = 2.5e − 4.
Next, to verify the high performance of the proposed algorithm, we discuss the case that the value of λ 1 and λ 2 are set to zero separately. The experimental results are shown in Fig. 5 . For different images, the PSNR of images that reconstructed by separate sparse constraint terms is slightly lower to the PSNR of images that reconstructed by proposed model, that is, the performance of proposed model that combines the nonlocal similarity and local self-similarity is better than the performance of the models that utilize the nonlocal sparsity and the local self-similarity separately. The proposed model achieves the highest PSNR. For image Boat in Fig. 5 , the PSNR of the proposed algorithm generally improves 0.01 dB and 1 dB in comparison with the separate sparse constraint models. For image Lena in Fig. 5 , the PSNR of the proposed algorithm generally improves 0.06 dB and 0.4 dB in comparison with the separate sparse constraint models.
Effect of weight parameter
The value of the parameter h in the weight α k, i influences the accuracy of the similar patches, and further affects the performance of the reconstructed image. Therefore, we take the value of h from 1 to 120 to test the reconstruction performance. A lot of experiments are done under three images. It can be seen from Fig. 6 that the value of the parameter h has a certain influence on the quality of the reconstructed image. The PSNR shows a certain stability and reaches the maximum value within the range from 70 to 120. Different test images show consistency, that is, different reconstructed images can achieve the best reconstruction performance in the same range of h. Therefore, in this paper, we set h = 80 based on the experimental results.
Reconstruction results
In this paper, we have the original image x ∈ ℝ N and its corresponding measurement y ∈ ℝ M . H is a measurement matrix whose size is M × N. Compressive sensing is intended to recover the original high-quality image from the measured value with high probability. The measurement rate is expressed by the ratio and is equal to M/N.
In our simulation experiments, the measurements are obtained by applying a Gaussian random projection matrix to the original image. We present the reconstruction results of four representative compressive sensing reconstruction algorithms, including BCS-SPL-DCT [6] and BCS-SPL-DWT [6] , MH method [9] , and collaborative sparsity (CoS) method [11] . It is worth noting that the MH method and the CoS method are known as the current advanced algorithms in image CS reconstruction. We show the PSNR/ SSIM of reconstructed images in Table 1 .
We visually and intuitively compare the image reconstructed by the proposed algorithm with the images reconstructed by the other four algorithms. The comparison results are shown in Figs. 7, 8, 9 , 10, 11, and 12.
The figures show the PSNR and SSIM of the images reconstructed by different reconstruction algorithms at ratios of 20%, 30%, and 40%, respectively. According to experimental results, it can be seen that the images reconstructed by the BCS-SPL-DCT and BCS-SPL-DWT are generally fuzzy, the texture structure is not clear enough, and the visual effects are worse than the other three algorithms. Images reconstructed by MH algorithm and the CoS algorithm all have better image quality, and the visual intuition effects are not much different. Especially the CoS algorithm reconstructs the image with stronger texture and higher quality. In terms of the PSNR, the images reconstructed by proposed algorithm are slightly higher than images reconstructed by the MH algorithm and CoS algorithm, that is, the algorithm proposed in this paper can effectively improve the quality of image reconstruction and is generally better than the above four classic compressive sensing reconstruction algorithms.
Conclusion
In this paper, we propose a reweighted double sparse constraint reconstruction model. The model not only takes full advantage of the nonlocal similarity the and local self-similarity by using the residual model and ℓ1 regularization to enhance the sparsity but also establishes the model by the means of reweighting to further improve the quality of reconstructed image. The model is mathematically defined as a solution to the reweighted ℓ1 minimization problem; an effective solution based on the SBI framework was designed to reduce the computational complexity. Under the SBI framework, the model is transformed from an unconstrained problem to multiple simple sub-problems. In this paper, we use the steepest descent method and the soft threshold algorithm to solve these sub-problems, separately. A large number of experiments demonstrate that the proposed image reconstruction model has better reconstruction quality and visual effect than other four representative algorithms. Future work includes image block matching optimization and reducing computational complexity.
