Abstract. In a number of useful applications, e.g., data compression, the appropriate partial sums of the Fourier series are formed by taking into consideration the size of the coefficients rather than the size of the frequencies involved. The purpose of this paper is to show the limitations of that method of summation. We use several results from the number theory to construct counterexamples to L p -convergence for p < 2. We also show how to obtain positive results if we combine the two points of view, i.e., cutting on frequencies and the size of coefficients at the same time. This can be considered as a kind of uncertainty principle for Fourier sums.
1. Introduction. For any function, f ∈L 1 (T), we can construct its Fourier series
The traditional way of reconstructing the function from its Fourier coefficients is to consider the partial sums
It is well known that there is convergence in norm. If f ∈ L p (T), for 1 < p < ∞, then
and since Carleson [1] , it is also known that we have almost everywhere convergence. However, taking into account the interpretation of the Fourier coefficients as, for example, the x-ray diffraction pattern of a periodic electron density, it seems to be more natural to pay attention to the coefficients that give us more information, that is, those of bigger magnitude, and to reconstruct the function ordering the Fourier coefficients in decreasing order. The same comments also apply if we are interested in the application of the Fourier series to signal processing algorithms. The mathematical expression of this fact leads us to consider, for each λ > 0, partial sums
and their limit when λ → 0 + .
In a recent paper [2] , Körner answered in the negative a question asked by Carleson and Coifman, proving the existence of a function f ∈ L 2 (T) such that lim sup
Körner's proof is based on an ingenious modification of a construction due to Olevskii for the Haar system, and it also uses a probabilistic lemma of Salem and Zygmund.
Using a different method, we show in this paper that L p -convergence, for p < 2, also fails for the partial sumsS λ . More concretely, we have the following theorem. Theorem 1. a) If we define a maximal operator
Our arguments are of a number theory nature, and we use the Farey dissection of the interval [0, 1) and the prime number theorem in the proof.
This divergence phenomenon suggests thatS λ f is not the proper sum to be taken. One may argue that one reason for the failure ofS λ f to converge is because we have not taken into account the uncertainty principle in the following way: it does not make sense to impose restrictions upon the size of |f (k)| and not upon |k| itself.
Let us consider the modified partial sums
Then we have the following theorem.
More generally, given a decreasing function φ, one can consider partial sums
Our construction shows that the behavior of S φ N depends upon the condition
Finally, we would like to say that we believe more important than the actual results presented in this paper, are the methods of construction of the examples. They illustrate, yet again, the connection between Fourier series and number theory.
A trigonometrical sum estimate.
Take N large enough and consider
Lemma 1.
Proof. First, we take the primes q,
For each a, (a, q) = 1, we have the Farey intervals
It is easy to see that these intervals are disjoint. Let us consider the set
Then,
We have the following fact.
The proof follows by summation in parts.)
Using this fact, we obtain 
we can write
Since the inequality
holds for a k ≥ 0, we have
. Now we want to estimate the size of the interior sum,
In general, it is quite difficult to obtain lower bounds for the size of the b N,q,r 's, even assuming the generalized Riemann hypothesis, especially if we want to make these estimates uniform in q and r (in the considered range). Fortunately, we are dealing with the sum of the squares and this makes things easier. By Cauchy's inequality and Chebyshev's theorem, we have
Therefore,
3. Basic construction. Take α > 0 (to be determined) and consider the functions
, where a n = 1 + 1 n if n prime,
We can evaluate the L p norm, for p > 1, of the functions f 2 k using the well-known estimates for the L p -norm of the Dirichlet kernel,
For each k = 0, 1, 2 . . . and for some j, 2 k < j < 2 k+1 (we will see later how to choose j), we construct the sequence
The operatorS a k,j keeps all the frequencies up to 2 k ; and from the next dyadic block, it keeps only some prime frequencies (those less than j):
Now, for each x ∈ T, we can choose j = j(x) in such a way that the first term equals 2 −kα P * 2 k (x) (see the previous section for the definition of P * N ). On the other hand, both terms I and II are O(1) as k → ∞, so for every x ∈ T, we have
It follows that
Recalling our basic lemma, with N = 2 k , we obtain
So the L p norm diverges when α <
such that the function f constructed above satisfies
This completes the proof of Theorem 1a). In order to prove part b), we need an extra argument. Let us begin with the well-known estimate (see [3] , Khintchin inequality)
where {r k (t)} denotes the Rademacher system of orthonormal functions. We use it to "construct," for each p < 2, a polynomial
, where a k is either 0 or 1, with P n p ≥ C p 2 n/2 , for some C p > 0. Next, we consider, for some α > 0 to be determined, the function
thus the function
On the other hand,
and so
Consequently, for each p < 2, we can find an α, 1 − 1/p < α < 1/2, such that f p < ∞ and lim sup
This proves part b) of Theorem 1.
4. The modified partial sums. Now we consider, for each δ > 0, the modified partial sums
For r ≤ 2, let us compare these operators with the following partial sums:
If f ∈ L r , the partial sums S N f tend to f in the L r -norm. Therefore, applying the triangular inequality, we obtain
as N → ∞.
This proves part b) of Theorem 2. Part c) is quite easy now, because if δ > 1 2 , we get an o(1) as N → ∞, that is, the function is recovered, in norm, when we sum its Fourier series in this way. Case δ < . We have to make a slight modification of the function f defined in section 3. Let us begin with
with a n = 1 −
Thus,
Next, we translate these frequencies to the right:
The function g(x) = k g k (x) is, of course, in all L p , p < 2. Now, take the sequence
.
If we estimate the sums
it is easy to see that we are just summing
and we have seen that these sums diverge in norm as k → ∞ with the adequate choice of j.
. We can use the same arguments with the Rademacher functions used in the proof of part b) of Theorem 1 to construct, for each p < 2, a polynomial P n , with coefficients 0 or 1, such that P n p ≥ C p 2 n 2 for some C p > 0; and a polynomial Q n (putting α = 1/2 in the definition of its coefficients) in such a way that
On the other hand, The construction is as follows. Take
2 2k a n cos(2πnx) with a n = 2 −k/2+kǫ − 2 −3k , if n = s 2 , 2 −k/2+kǫ − 2 −3k (2 2k+2 − |n|) −1/2 , if n = s 2 .
Clearly, f k p ∼ 2 k(ǫ+3/2−2/p) .
As we stated in the introduction, Körner [2] obtained almost everywhere divergence for functions f in the class L 2 (T).
