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Abst ract - -An  extension of cost-benefit analysis, which evaluates treams of future returns and costs, 
whether certain or uncertain, is presented which allows for internal optimization along the path, in 
particular, for optimization over the choice of processes ateach instant, such as in the choice of alternative 
technologies. Application is made to the case of switching regimes, where it is possible to switch from 
one process to another but at a cost, such as in the choice of oil vs nuclear technologies for electricity 
generation. Use is made of our prior framework for planning theory, involving choices for the horizon 
and period and for event as well as time planning. The optimal path involves time planning in the case 
of certainty and event planning in the case of uncertainty. In the case of uncertainty he policy variables 
of the system are dependent both on time and on the state variables characterizing the system. One 
interpretation f the main result is that (s, S) inventory-type lanning can be applied to the choice of 
alternative processes in the presence of discrete switching costs. Another interpretation is that of an 
extension of the Pigou point to dynamical systems. Three cases are treated: that of certainty, that of 
uncertainty, and that of learning from experience. 
1. INTRODUCTION:  PLANNING,  SWITCHING REGIMES AND 
COST-BENEF IT  ANALYS IS  
In our previous paper we developed a framework to analyze the theory of planning [1]. Here we 
extend this theory and apply it to the case of a switching regime, where, at each instant, there is 
a choice of alternative processes but a fixed cost is imposed in switching from one process to 
another. This analysis can be considered a dynamic extension of cost-benefit analysis in which there 
is internal optimization along the path in a switching regime. It can also be considered a dynamic 
extension of the Pigou point. 
The framework for the analysis is our previously developed theory of planning in which choices 
are made with regard to both the horizon and the period of the plan [1]. We take planning to 
refer to the elaboration of an explicit set of decisions concerning the present and future values of 
certain choice variables by a decisionmaker (planner) in order to achieve certain goals. Planning, 
therefore, entails the determination of strategies that involve decisions as to both actions and their 
timing or pattern of implementation. Certain basic choices must be made, however, concerning 
timing and implementation i  advance of any specific plan. First is the choice of a horizon, that 
is, the time interval covered by the plan. Second, is the choice of a period, that is, the time interval 
during which the plan remains in effect before it is revised. There is also a choice between time 
planning, in which the horizon and period are fixed time intervals, and event planning, in which the 
period may be influenced by the state of the system, with particular events triggering a revision 
of the plan. 
In our previous paper we have proved several theorems on planning. We proved, in the case in 
which there is no cost of planning, that when there is no uncertainty the optimal plan is a permanent 
plan--an initial plan covering all future time is adopted at the outset and never revised (i.e. an 
infinite horizon and an infinite period), while, when there is uncertainty the optimal plan is a rolling 
plan with an infinite horizon--continuous revision of the plan at each point in time, with each plan 
covering all future time (i.e. an infinite horizon and zero period). In the more realistic ase in which 
there are costs of planning we proved that when there is no uncertainty the optimal plan is time 
planning or event planning, in which the period is chosen as either a specific time interval or 
dependent on events, while, when there is uncertainty the optimal plan is one that uses event 
planning, the period being dependent on the state of the system, with the revision of the plan 
possibly triggered by events rather than time. A well-known example of event planning is the 
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(s, S) inventory plan, in which new inventory is ordered when the level of inventory falls below 
s and enough is ordered to bring the level up to S [2]. This is an example of event planning in 
that the state of system, here the level of inventory, influences the period, here the time interval 
between orders. Another example of event planning is investment for capacity expansion, where 
the time phasing of new investment depends on the projection of future demand [3-7]. A third 
example is price adjustment by a monopolistic firm in a period of inflation [1, 8-10]. A fourth 
example is that for different ypes of government in a democratic system. A presidential system, 
one of a fixed term, is an example of time planning. By contrast, a parliamentary s stem, one of 
a variable term, which may end at any time with a vote of no confidence, is an example of event 
planning, with the state of the system, here the votes in the parliament, riggering a new plan, here 
a change in government. 
This paper generalizes upon the earlier results on planning by applying the theory to the case 
of a switching regime. In such a regime, at each instant here is a choice of alternative processes, 
but a fixed cost is imposed in switching from one process to another. An example of such a 
switching regime is the choice of alternative production technologies, uch as that between 
oil-fueled and nuclear-fueled lectricity generation. This oil vs nuclear power example is the one 
we will use throughout the paper. It is an important example, given the fact that, in response to 
changes in fuel costs, construction costs, etc., there have been changes from one technology to 
another. For example, there had been at one time switches from oil to nuclear powered plants, but, 
more recently, there have been switches in the other direction, from nuclear powered to oil (or coal) 
powered electricity generation. There have even examples of plants built for nuclear power which 
were switched uring their construction tooil operation. In the future it is possible that there may 
be switches back again to nuclear power. This example is significant due to the large costs of power 
plants and the pervasive influence of electric power and its cost in the modern economy. This, 
however, is not the only example of a switching regime. A second example is the choice of 
alternative asset portfolios, each such portfolio providing acertain growth path, where the investor 
faces costs of buying and selling assets. A third example is that of sampling, in which there is a 
choice at any time between sampling a system or not sampling, with switches over time between 
sampling and not sampling. A fourth example is that of a switch from a centralized to a 
decentralized economic system. Our analysis of such switching regimes can be considered an 
extension of the Pigou point of a switch from one technology to another with different cost 
characteristics into a dynamical framework, which allows for different strategies over time and 
allows for switching back and forth between different processes. 
We use the framework of cost-benefit analysis in this study of switching regimes. Specifically 
we focus on costs and benefits of one process versus another, treating at each instant he possi- 
bility of a switch from one process to another. Our framework allows for internal optimization 
along the path, with the possibility of switches between processes. Each process gives rise to a 
different set of equations of motion, yielding different time paths for the future state of the system 
and, in the case of uncertainty, time paths with different stochastic characteristics. As in the Pigou 
point analysis, switching from one system to another must take explicit account of the costs of 
switching, where the average cost of a new system must be compared to the marginal cost of the 
old system. 
We first introduce the formal framework for the planning problem in Section 2, then we apply 
this framework to the switching regime in the case of certainty in Section 3 and in the case of 
uncertainty in Section 4. We analyze a particular example of switching in the case of uncertainty 
in Section 5. We then deal with the case of learning from experience in Section 6. Our conclusions 
appear in Section 7. 
2. THE FRAMEWORK FOR THE PLANNING PROBLEM 
The case of certainty isone in which there is no uncertainty in either of the alternative processes 
that can be selected in the switching regime. In a switching regime there is a choice between two 
(or more) processes. In the case of two processes, if the state of the system is characterized bythe 
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vector x(t) at time t, then there is a choice between the f process, where the system dynamics are 
given by the equations of motion, 
and the initial condition at time to, 
~(t) = f (x( t ) ,  ~(t), t) (1) 
X(to) = xo, (2) 
or, alternatively, the g process, where the equations of motion are 
2(t) =g(x(t),  ~t(t), t) (3) 
with the same initial condition (2). Here ~(t) is a vector of control variables at time t. In the oil 
vs nuclear power example the state may be summarized by the levels of various inputs, including 
oil, nuclear fuel, employees, etc.; the output of power; the costs of production; the capacity of the 
plant; etc. The vector of control variables would include the operating level of the plant, 
expenditures on construction, etc. 
In our theory of planning, the development of the formal framework proceeds in four steps: 
from the overall planner, to a sequence of subproblems, to the individual subproblem planner, and 
finally to the overall results. 
In the first step the overall planner has the problem of maximizing net benefits starting from 
time to: 
/; max V0 = B(x(t), ct(t))e-" dt - Ce -'°, (4) 
{~0} 0 
where {e(t)} represents the entire trajectory of decisions of control variables from to to oo; V0 is 
the total net benefit, to be maximized by choice of these trajectories for the control variables; 
B(x(t), e(t)) is the benefit (net of costs) at time t derived from the state variables x(t) and control 
variables e(t); r is the discount rate, assumed given and fixed; and C is the cost of planning the 
trajectory {e(t)}, which is incurred at the initial time to. 
In the second step the overall planner is assumed to treat the problem through a complexity- 
reduction procedure, which breaks the overall problem into a sequence of subproblems, due to 
the complexity of formulating a trajectory over the entire period [to, oo). The overall planner 
determines a sequence of decision times to, tl, 12 . . . . .  t,, t,+l . . . .  and delegates the problem of 
choosing the trajectory to a sequence of planners. The zeroth planner is responsible for the interval 
[to, q), the first planner for the interval [q, t2) . . . .  and the zth planner for the interval [t, t,+~). 
Each planner is replaced by the next planner at the end of the interval, with the Tth planner 
replaced at time t,+~ by the (~ + 1)st planner. The zth plan is the trajectory {0t,(t)} for ct(t) over 
the period form t, to t,+ ~, representing a set of decisions concerning present and future values of 
the choice variables. The period of the plan is the time interval between successive plans, period 
being 
P, = t, + l - t~, z = 0, 1, 2 . . . .  (5) 
The overall planner chooses the decision time t, as the solution to the problem 
max Vo = B(x(t), e(t))e-" dt - C~e-", , (6) 
where {t,} is the sequence of decision times. The state and control variables are set at anticipated 
values ~(t), ~(t), which satisfy the equations of motion in (1) or (3). 
In the third step the T th individual subproblem planner solves the subproblem involving not just 
the interval from t, to t,+t but beyond this time to t~ + H,, where H, is the horizon chosen by 
the rth planner subject to the condition that it be at least as long as the period 
H, 1> t, +, - t, = P, (7) 
so that there are no "gaps" in which decisions regarding actions to be taken have not been made. 
It is advantageous for the ~ th planner to formulate plans over the interval It,, t, + H,), even though 
only the portion from t, to t,+~ is put into effect since considerations beyond t,+~ can possibly 
1320 E. SttESmNSK] and M. D. INTRILIGATOR 
a = Decis ion vor iobLe 
P Lons :"Jr{ t ) 
Decision times : t T t o t 1 
I 
Periods : Pr I PO 
I 
I 
I 
I 
i 
Horizons : H r /'/o 
I I =oc-~~'  ' '  ; I 
i 
t 2 I t 3 
[ I , 
I I  I 
I I  I 
i H 2 
H1 
ar i t )  I / - - ' T~ 
! = T ime 
t r  t r ,  1 I 
I ~ I 
I I 
I I 
I I 
I i 
H~- 
Fig. 1. Plan =,(t), extending from t, to t, + H ,  is put into effect at decision time t,, where the hor izon 
is H,  and the period is P, = t~ + i - t~. 
improve decisions made for the interval up to t,+ i. For example, there are certain long-term 
considerations that extend beyond the specific planning period for the z th planner. To the extent, 
however, that the horizon exceeds the period, there is an interval in which actions planned at a 
particular time are superceded by actions of subsequent planners. The result is overlapping plans, 
as illustrated in Fig. 1 for the case of a single decision variable ~t. 
The z th planner solves 
t tr + HT max V, = B(x(t ) ,  ~(t))e-"  dt - C,(HOe-",  (8) 
{aT(t)},H* 
where the plan is formulated over the interval up to the horizon chosen by the planner and where 
the horizon can influence the cost of planning. In general the z th planner first chooses an optimal 
horizon H e and then chooses an optimal trajectory for the control variables {~,(t)}. 
The fourth and last step is that of overall results, where, having broken up the overall problem 
into a sequence of subproblems and having each of the sequence of planners choosing horizons 
and trajectories, but being replaced at the end of the period by a new subproblem planner, the 
resulting overall net benefit is 
V = B(x(t ) ,  at,(t))e-" dt - C,(H~)e-', , (9) 
= 0 L J , ,  
where 0t~(t) is the decision made by the zth planner. 
Our earlier paper proved that in this case of certainty, when there are no costs of planning the 
optimal result is a permanent plan, for which the optimal initial period is infinite (Po = oo), so the 
horizon is also infinite (H0 ffi oo). In this case all decisions are made at the outset at T = 0, covering 
all decisions to be made in the infinite future. Once this plan is put into effect here is no revision 
of the plan. Furthermore, the horizon is infinite, since it must cover all future time. then the overall 
net benefit in (9) becomes 
V = B(x(t ) ,  0t0(t))e -'t dt - C0e -'°, (10) 
to 
as in the usual present value analysis. 
3. OPTIMAL SWITCHING REGIME: THE CASE OF CERTAINTY 
Now consider the application of this formal framework for the planning problem to the case 
of the switching regime in the ease of certainty. At any time there can be a switch from thefprocess, 
where the equations of motion are given in (1), to the g process, where the equations of motion 
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are given in (3). The initial boundary condition is x0, while the boundary condition at the switch 
point is given from the state of the system at the conclusion of the previous process. Assume the 
overall planner starts the system at time to using the f process and then, at time tl switches to 
the g process. Then at time t2 the planner switches back to the f process, etc. The sytem dynamics 
are then given by 
Yc(t) =f (x( t ) ,  ~(t), t) to <~ t < tl; t2 <~ t < t 3 . . . .  
:~(t) = g(x(t),  ~t(t), t) tl ~< t < tz; t3 ~< t < t4,.. • (11) 
where boundary conditions are given at each t, from the state resulting from the prior set of 
processes. The periods Po, P~, P~ . . . .  then refer to the length of time in one process, in particular, 
the even numbered periods Po, P2, P4 . . . .  are ones in which the planner has chosen the f process 
while the odd numbered periods P~, P3, P5 . . . .  are ones in which the planner has chosen the g 
process. 
There is a cost of switching, however, treated here as fixed, where G is the cost of switching 
from the f process to the g process, while F is the cost of switching from the g process to the 
f process. The problem facing the overall planner is then that of maximizing the discounted 
net benefits by choice of switching times: 
 If: } max V = Bl(xt(t), c9(t))e-" dt - Fe-" '  
{t,} ~=0 , 
*even  
+ ,~o {ftt' +J Bg(xg(t), ~g(t))e-rt dt - (12) 
zodd  
where the switching cost F is incurred at times to, t2, t4 . . . . .  at which there is a switch from the 
g process to the f process, while the switching cost G is incurred at times fi, t3, t5 . . . . .  at which 
there is a switch from the f process to the g process. State variables xi(t ) satisfy the f process 
Yq(t)=f(xf(t),atf(t),t) ,  t~<~t <t,+l ,  T even, (13) 
where ~i(t) are the control variables chosen while the f process is used, subject o the boundary 
conditions 
xf(to) = Xo, lim Xg(t) = xy(t~), T even. (14) 
/~'l T 
Similarly for x~(t), where the differential equations and boundary conditions apply in the case 
for which ~ is odd. The benefit function also depends on the specific process in use, B: when the 
f process is in use and B~ when the g process is in use. 
The overall planner has to solve (12) for the t, switching times conditionally on the control 
variables ~t(t) anticipated to be operating at future times. These control variables may be set at 
certain anticipated values by the overall planner. 
The solution to this problem for the optimal sequence of switching times t~ uses the technique 
of dynamic programming, in which the problem is embedded in a wider class of problems. The 
solution is a set of switching times {t~} for the optimal switches at any time, which takes account 
of the differences in the benefit functions and also the costs of switching. In this case of no 
uncertainty the differential equations of thefsystem can be integrated forward from the initial time 
to, starting with the initial process f, to the next switching time fi, and then integrated forward using 
the equations of the g system from the new initial time fi, and continuing in this way. 
In this case of certainty the results imply optimal planning over an infinite horizon with 
switches at known dates between the different processes. The result is time planning, consistent 
with the results for the general planning problem in this case of no uncertainty. The nature of 
the optimal path and, in particular, the switches between processes is predictable at the initial 
time t o . By integrating the equations of motion forward and optimizing at each point by choice 
of process the entire future history of the system can be determined, including all switch times, at 
the outset. 
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The case of oil-fueled vs nuclear-fueled electricity generation illustrates the optimal switching 
regime in this case of certainty. (It will also be used in Section 4 to illustrate the case of uncertainty, 
when the stochastic aspects of the problem are taken into consideration.) The case of oil-fueled 
power is one characterized by relatively low fixed cost (relative to the nuclear case) but high variable 
cost, the major element of cost being that of the fuel itself. Conversely, the case of nuclear-fuel 
power is one characterized by relatively high fixed cost but low marginal cost, the major cost 
component being the capital cost of constructing a nuclear power plant. Thus, at a low output 
level oil-fueled dominates nuclear-fueled, while at a high output level the dominance relation is 
reversed. These relations are illustrated in Fig. 2, showing the net benefits of oil-fueled ( f )  and 
nuclear-fueled (g) power plants as functions of the level of output, the state variable x. The upper 
shaded portions of the benefit curves, i.e. B I below x0 and Bg above x0, show the ideal positions. 
Due to the nature of the fixed cost and variable cost relationship inherent in the two technologies 
it is ideal to use oil below x0 and nuclear above x0. But there are costs to switching--G in switching 
fromf(oi l)  to g (nuclear) and F in switching from g (nuclear) tof(oil). Thus, for example, if output 
started below x/, the point at which the difference in net benefits equals the switching cost F then 
the optimal technology is oil. If then output rises it makes ense to continue with oil up to the point 
where the difference in net benefits equals G, at point x~. This is the point where there should be 
a switch from oil to nuclear. The whole region from x0 to xg represents levels of output where 
nuclear is better than oil, but it is still not worth changing to nuclear due to the switching costs. 
Conversely, moving output down from levels above x~ it makes sense to continue with nuclear even 
below x0; only at x/is it worthwhile to absorb the switching cost F and shift to oil. These results 
are consistent with those for the Pigou point, where a switch from one process to another is 
warranted if the average cost of the new process is less than the marginal cost of the existing (old) 
process. Thus fixed costs, here the switching costs, must be taken into account in switching 
decisions. 
In this case of certainty the dynamics of the movement in the state variable x are completely 
characterized by a differential equation, as in (1) or (3), depending on whether the fprocess or g 
process is in use. If x is continuously increasing from low levels then, from Fig. 2 it is clear that 
there is a single switch from the f to the g process at x r With more complicated ynamics there 
can be multiple switches as x crosses xg from below, entailing a switch from f ro  g or, as x crosses 
x I from above, entailing a switch from g to f. In fact, in this case there can be no switches (e.g. 
output always below xg or always above x/or if the Bf and Bg curves do not cross), a single switch 
(e.g. if output rises continuously from below to above xg), or multiple switches (e.g. movement back 
and forth rising through xs and falling through xl). In any of these cases, however, because of the 
absence of uncertainty, the sequence of switching time t, is perfectly predictable at time to. Given 
the dynamics expressed in the differential equations, given the switch occurring at times t~ when 
such a switch has the effect of increasing discounted net benefits, and given the benefit functions, 
switching costs, etc., everything is predictable at the outset. The differential equations can be 
integrated forward to determine all future states, with switches occurring at critical times to another 
path as there is a switch to the f or to the g process from the other process. Thus this is a case 
c @ 
.Q 
i -  
I 
8g(nucleor) 
G 8f(oiL) 
xo x 
X-  output 
Fig. 2. Time planning: switch from oil (nuclear) to nuclear (oil) at Xs(XI). 
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of time planning where the entire future history of the system can be determined at to. With 
uncertainty, however, the qualitative nature of the solution is totally different, requiring event 
rather than time planning. 
4. OPTIMAL SWITCHING REGIME: THE CASE OF UNCERTAINTY 
The case of uncertainty extends the framework developed in Section 3 to that in which there 
are random variables entering into the equations of motion for the alternative processes that can 
be selected in the switching regime, which become 
Yc(t) = f (x( t ) ,  ~(t), u(t)), (15) 
:~(t) = g(x(t),  ~(t), v(t)), (16) 
where the stochastic terms u (t) and v (t) would generally have different stochastic specifications with 
regard to mean, variance, and higher moments. 
In this case of uncertainty he results point to the optimality of event planning, where decisions 
to switch are based on the state of the system itself and use is made of the most current information 
about the system, as in the general theory of planning. 
Consider again the example of oil-fueled vs nuclear-fueled lectricity generation, but now in the 
context of uncertainty. In addition to the fixed cost/marginal cost differences between oil-fueled 
and nuclear-fueled power, as discussed in Section 3, there are stochastic aspects of this example. 
The major cost components--fuel costs in the case of oil-fueled power and nuclear power 
plant construction costs in the case of nuclear-fueled power--are both subject o uncertainty, 
each being influenced by a stochastic process with generally different parameters. Unlike the 
certainty case, in which the switching times could be determined atthe outset, at time to, i.e. time 
planning, in this case the optimal switching times are determined on the basis of the state of 
the system, i.e. event planning. The state vector for the system includes not only the level of 
output, as shown in Fig. 2, but also the price of oil and the costs of a nuclear power plant, which 
are each both highly significant in influencing costs and subject o uncertainty. Switches from 
oil to nuclear or vice-versa then depend not only on the level of output but also on these cost 
factors, and the optimal times for switching from one technology to another depend at any 
moment on the state of the system. An illustration of the optimal switching regime in this case 
is presented in Fig. 3. The axis show the principal costs for each of the technologies: oil prices for 
the oil technology and nuclear capital costs for the nuclear technology. The revision manifold 
is the shaded regions, in which a switch is warranted. For example in trajectory 1 when the 
"E o. 
o 
 !i!iiii!! iili i ii!iiiiii 
NucLear capital costs 
Fig. 3. Event planning: revision manifold for oil vs nuclear power: switches to alternative t chnology in 
the shaded region. 
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trajectory crosses into the upper (left) shaded area it makes sense to switch to nuclear, given the 
substantial rise in oil prices, while in trajectory 2 when the trajectory crosses into the lower (right) 
shaded area it makes sense to switch to oil, given the substantial rise in nuclear capital costs. 
In the center unshaded region there is no switch called for. The size of this region depends on the 
switching costs: for low switching costs the middle region of no switches will be small, while 
for high switching costs this region will be large. 
The oil vs nuclear example illustrates the general nature of the optimal switching regime in 
the case of uncertainty. The solution cannot be determined at the initial time to because of the 
presence of uncertainty. Thus time planning is not warranted. Optimal switching in this case 
entails event planning, in which switching decisions depend on the current state of the system at 
any time. 
An important special case is that in which the decision to switch or not depends on the ratio 
of oil prices to nuclear capital costs, so that the boundaries of the decision manifold in Fig. 3 are 
rays from the origin and the revision manifold itself is in the shape of a cone. If S and s are the 
slopes of the rays defining the revision manifold cone, where S is the slope of the boundary for 
the switches to nuclear while s is the slope of the boundary for the switch to oil then the optimal 
switching regime can be illustrated as in Fig. 4. If the system starts at to with a low ratio of oil 
prices to nuclear capital costs then oil is the better technology. Historically, this situation would 
correspond to the situation before the 1960s when oil prices were low and nuclear capital costs were 
extremely high (or infinite in the period before nuclear technology was available, so that the ratio 
was zero, as shown). If oil prices rise and/or nuclear capital costs fall then the ratio rises and if 
it passes above S, the slope of the revision manifold for the switch to nuclear, then nuclear will 
become the favored technology, as occurred in the 1960s and 1970s. If the curve turns around, 
however, due to falling oil prices and/or rising nuclear capital costs then there could again be a 
switch, in this case back to oil, if the ratio falls below s, the slope of the revision manifold for the 
switch to oil, as occurred in the 1980s. In the future there could be another turn, e.g. if oil prices 
rise steeply or new developments in nuclear power plants lower their construction costs, so as to 
lead to yet another switch to nuclear. 
It should be noted that this figure is related to the one for an (s, S) inventory policy, which is 
another example of event planning. In the inventory example two parameters s and S define the 
optimal policy, where s is the inventory level at which a new order is placed while S is the maximum 
level of inventory. In this case of an oil vs nuclear switching regime there is a switch from oil to 
nuclear if the ratio of oil prices to nuclear capital costs exceeds S and a switch from nuclear to 
oil if the ratio falls below s. In fact, event planning, as in this example of an oil vs nuclear switching 
regime can be considered a generalization of the (s, S) inventory policy, which is one simple 
example of event planning defined by only two parameters. 
o 
o 
0 
s / 
OiL ~ ~ NucLear  D = OiL 
Time 
Fig. 4. Event planning: oil vs nuclear power, where the decision to switch depends on the ratio ofoil prices 
to nuclear capital costs. 
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5. AN EXAMPLE OF SWITCHES UNDER UNCERTAINTY 
In a specific example of switches under uncertainty, two processes for the production of a certain 
output y are available. Denote their corresponding cost functions by cj(y), i = 1, 2. We assume that 
there exists a crossover level of output Y0 > 0 such that 
cl(y) <(>)c2(y)  as y <(>)Y0. (17) 
Output at time t, Yt, is given exogenously and follows a stochastic process. Specifically, we assume 
that y, follows a random walk where the conditional distribution of yt+, is N(y,,  o2). 
Let V,(y,) be the value of an optimal production plan, i.e. minimum expected iscounted costs, 
conditional on starting with process i. These functions are the solution to the standard stochastic 
dynamic programming problem: 
Vi(yt) = min{c,.(y,) + K~(i , j )  + 6E[Vj(y,+ ~)[y,]}, (18) 
where A(i,j) = 0(1) if i =(¢) j .  K~ > 0 are the costs of switching from process i to j, and 0 < 6 < 1 
is the discount factor. 
The optimal policy is characterized by the following: 
Proposition 
There exists numbers y, < Y2, such that whenever process 1 is used, a switch to process 2 occurs 
iff y, > y,, while if process 2 is used a switch to process 1 occurs iff Yt <~ Y2. 
Instead of proving this proposition we shall demonstrate it with the following example: assume 
that the cost function is exponential, so that 
c,(yt) = A, exp(2iy,), i = 1, 2. (19) 
By (17), Al < A2 and 2, > 25. Now, according to the above proposition, the value functions must 
satisfy the following conditions: 
~c,(y,) + KI + 6e[v2(y,+,)ly,], y, > y, 
V,(y,) = (c~(y,) + 6E[V1(y,+I)Iy,], Y, <~Y,' 
(20) 
~c2(y,) + 6E[V2(y,+ I)IY,], Yt > Y2 
V2(y,) = (c2(y,) + K2 + 6E[V,(y,+ Oly,], Yt <'-. Y2" 
(21) 
The switch points y, and Y2 must satisfy the conditions 
KI + 6E[V2(yt+ ,)lY, = Y,] = 6E[VI(Yt+ 1)lY, = Y,], (22) 
K s + 6E[V,(y,+ 1)[Y, = Y21 = 6E[V2(y,+ 1)[Y, = Yz]. (23) 
The method of solution is straightforward. Using the method of undermined coefficients, assume 
that the value function is also exponential in form 
Vi(y,) = m, exp(a, + b,y,), i = 1, 2. (24) 
We look for parameters (m~, a;, bi), i = 1, 2, which satisfy (20)-(23). Using the fact that if 
x ~ N(/~, a s) then E[exp(sx)] = exp(s/~ + (1/2)s2a2), we can calculate, for example, from the second 
branch in (20), that 
m, exp(al + btyt) = A, exp(21y,) + 6ml exp(a, + bly, + (1/2)b~a2). (25) 
Equating coefficients we find that 
b, = 21 (26) 
and 
ml = Ai/{exp(aO[1 -- 6 exp(1/22~tr2)]}. (27) 
Similar calculations determine the other parameters, including the switch points Yl and Y2. 
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6. OPTIMAL SWITCHING REGIME: THE CASE OF LEARNING 
FROM EXPERIENCE 
In the case of learning from experience there is a dynamic mechanism which influences the costs 
of any one process. Over time the costs of a process may decline due to learning effects, which can 
influence fficiency or productivity [11, 12]. Also over time, with experience in using a particular 
process there can be a reduction i  the uncertainty associated with this process. Such learning effects 
are probably a significant factor in the case of alternative technologies, where with either oil or 
nuclear power there can be substantial learning effects, increasing output or reducing factor use 
and thereby increasing expected net benefits through a commitment to a particular technology. 
Learning from experience can be accounted for in the net benefits and in the dynamics of the 
system, where both then depend on the elapsed time in the particular process. For example, in the 
f process the benefit function in (12) becomes 
Bf(xf(t), df(t), Tu), (28) 
where T/is the elapsed time in the f process from the prior switching time: 
Ty = t - t~ (z even). (29) 
Similarly, this elapsed time may enter in the differential equations for the system, modifying 
(13) to 
:of(t) = f(xf(t), gf(t), t, rf), (30) 
where the inclusion of t shows the dependence on calendar time, while the inclusion of Ty shows 
the dependence on elapsed time. 
Another way learning from experience has been analyzed is by treating cost (or, as here, net 
benefit) as a function of total cumulative output of the system, e.g. in the case of ship building 
the total number of ships produced. This type of effect can also be taken into account in this 
framework by treating total cumulative output as an element of the state variable vector x. To the 
extent hat the state vector for the f process xy enters both the benefit function in (28) and the 
equation of motion in (30) it is possible to account for the effects of cumulative output both on 
benefits and costs and on the dynamics of the system. 
The effect of learning from experience an be illustrated with reference to the oil vs nuclear power 
example discussed earlier. In the case of certainty, treating the effect of learning from experience 
as that of increasing benefits and/or educing costs in the case of the technology in use, its effects 
can be illustrated in Fig. 2. Suppose oil is in use. The result is that the entire By curve, showing 
the net benefits using the oil technology as a function of the level of output, will be rising over 
time. Since xg, the upper switch point for a switch from oil to nuclear, is defined as that point at 
which the gap between the Bg and By curves equals G, the switching cost, the effect of learning from 
experience will be to shift xg up. At the same time, however, shifting Bf upward causes the lower 
switch point x/also to move up, since it is defined as the point at which the gap between the curves 
equals F. The result is to postpone switches to the alternative nuclear technology when output is 
increasing toward Xg but to accelerate switches to nuclear when output is decreasing towards xy. 
The overall result in this case of certainty is to determine a new set of optimal switching times {L} 
taking account of the learning from experience. In this oil vs nuclear power example the system 
stays longer(shorter) in the oil technology if output is increasing(decreasing), while it stays 
shorter(longer) in the nuclear technology if output is increasing(decreasing). 
Now consider the same oil vs nuclear power example in the case of uncertainty. The effect of 
learning from experience in Fig. 3 is to shift the boundaries of the revision manifold. Because of 
the positive effects of learning from experience in increasing benefits and lowering costs there 
generally will be a postponement of switching, increasing the size of the middle region of no 
switching. 
7. CONCLUSIONS 
In this cost-benefit analysis of a switching regime, we have shown, using the framework of our 
theory of planning, that the optimal path in such a regime involves time planning in the case of 
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certainty and event planning in the case of uncertainty. In the latter case of uncertainty the policy 
variables of the system optimally depend both on time and on the state variables characterizing 
the system. In the case of oil vs nuclear power, for example, the choice of technology at each instant 
depends on relative fuel costs, construction costs, and switching costs, with optimizing decisions 
to switch technologies defined by a revision manifold in state space. In the case of learning from 
experience the revision manifold will generally change over time. 
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