The enumeration of the ^-equivalence classes of multiplications on a space is a topic of current interest. In this paper we try to study the H-equivalence classes of multiplications on a CW complex X with finitely many non-vanishing homotopy groups, by using the Postnikov decomposition of X and multiplier arguments [1; 4], This paper presents a way to compute the set of ^-equivalence classes of multiplications on X from the knowledge of certain quotient sets of H*(B A B, S) and some homotopy equivalences of B, where B represents the spaces in the Postnikov decomposition of X, and 2 denotes abelian groups corresponding to the homotopy groups of X. The results of this paper can be used to obtain Proposition A and B in [6] , which in turn will give a counterexample to Problem 34 in [5] , cf. [6] .
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In § 1 we shall state some definitions, notations and some theorems from [1] , [4] and [6] . In § 2 we shall define an equivalence relation among multipliers. We shall show in Theorem 2.4 
that the ^-equivalence class of multiplications is a disjoint union of M m (f )/R f , where R f is a relation in M m (f).
In § 3 we provide some more information about R f and establish the main result Theorem 3.3. In § 4 we present a simple example to show how to use Theorem 2.4, 3.1 and 3.3 in a rather novel computation of the set of inequivalence classes in certain situations.
We restrict ourselves to the CW-category.
Preliminary.
Definition 1.
1. An #-space is a triple (X, *, m) where (X, *) is a space with base point * and m : X X X -•> X is a mapping which satisfies m(x, *) = ra(*, x) = x for any x £ X. Such a map is called a multiplication on X.
Let P, L and 12 be the free path functor, the path functor with fixed initial point and the loop functor respectively. Definition 1.2. An iJ-map from (X, *, m) to (F, *, n) is a map / : {X, *) -> (F, *) such that there exists a map F : X X X -+ PY such that e 0 F = no (/ X / ), e x F -f o m and e t F(x, *) = e t F(*, x) = f(x) where e t is the evaluation at /. F is called a multiplier of the i7-map/. If e t F = e 0 F for all /, we call / a multiplicative map. Definition 1.3. Two multiplications nti and m 2 on X are called i?-equivalent provided there exists an iJ-map / : (X, mi) -> (X, m 2 ) that is a homotopy equivalence. Let us denote this by Wi ~ w 2 (via/ ). In particular, if / = id, we denote it by ra x = m 2 .
It is well known that both ~ and = are equivalence relations. From now on let n be a multiplication on 2£(2, / + 1) where 2 is an abelian group. (Note that up to homotopy, 2£(2, / + 1) admits only one multiplication.) (ii) there exists a homotopy G from g' oftofog (iii) there exists a secondary homotopy D : X 2 -> P(PK) such that it preserves the boundary conditions
where e 0 and ei are the evaluation of each path at initial and terminal points (see Diagram 1) .
Definition 1.5. In the above definition, if we let m\ = ra 2 [4] 
Let H(E) be the family of all = classes on E. THEOREM 
H(E) = Umev H(E, m) where Y is an arbitrary representation of the set {a G H(B)\f is an H-map with respect to a). Moreover the union is disjoint union.
The proofs of Theorem 1.6 and 1.7 can be found in [1; 4; 6] . The proofs of Theorem 1.8, 1.9 and 1.10 can be found in [1] .
2. o^ relations. THEOREM 
If g" : E -> E is a homotopy equivalence then there exist homotopy equivalences g : B -» B and g f : K -> K such that ir o g" is homotopic to go ir and fog is homotopic to g f o f. Conversely if g : B -> B and g' : K -> K are homotopy equivalences such that f o gis homotopic to g f of, then each homotopy equivalence g" : E -> E, such that ir o g is homotopic to g o ir, is homotopic to one of the form
where G : B -> PK is a choice of the homotopy from g r o / to f o g.
Proof. The proof of the first part of the theorem is contained in the material on pp. 438-441 of [3] , or Proposition 2 in [6] . The converse can be easily proved using the exactness of -
Let m x and m% be two multiplications on B. (6)), where G : B ^ PK is a homotopy from g' of to fog. THEOREM 
g" : (E, Si) -> (E, s 2 ) is aw H-map if and only if (i) g : (B, Wi) -> (5, m 2 ) awa 7 g' are H-maps, and (ii) ^ere exists multipliers Q and Q' of g and g f respectively and there exists a secondary homotopy D : B X B -> P(PK) such that the
Proof. It is easy to show that (i) and (ii) imply Q" to be a multiplier of g". Assume g" is an i7-map. Let / : E X E -> PE be a multiplier of g". The composite function
provides a map 0i : I X / X E X E -> K, such that 0i| J 2 X E X £ is the function indicated in the following diagram (functions in the diagram are evaluated at (&i, b 2 ) unless otherwise specified),
where the top line is the second coordinate of g" o $i(&i, Xi), (6 2 , X 2 )) and the bottom line is the second coordinate of
There exists a cross section £ :
By using Diagram 3, we can represent 0 2 in Diagram 4: Diagram 5 If we glue C\ to C from the right, the top and bottom line are the paths 
where A' is the restriction of A to its left vertical side. Using obstruction theory we can extend the composite map It is routine to verify that Z? 2 is a well defined function. By obstruction theory, Z} 2 can be extended to a map D% : 7 X I X B X -B -> K, which will provide us a secondary homotopy D. And Q, Q' and Z) which we found above will satisfy (ii) of Theorem 2.2. Hence the theorem is proved.
We shall use F\ ^ F 2 (via g and g') to mean that we use g : (B, mi) -» (5, ra 2 ) and g' : 2£ -> i£ as the functions in (i) of Definition 1.4.
COROLLARY. S(FI) ^ ^(^2) (via g") if and only if that F x ~ F 2 {via g and g f ) where g", g and g f are related as in Diagram 2.
Let M(E) denote the iJ-equivalence classes of multiplications on E. Since every multiplication on £ is ~ equivalent to some s(F) for some multiplier F, in the light of Theorem 2.2 and the corollary, to study M(E) we need only to study the u ~" equivalence classes of multipliers.
Let 5 : M m (f) -> H(E) be defined by s{F\ = {s(F)} and let ¥ : H(E) -> M(E)
be the quotient map which is defined by the fact that o^ is finer than =. THEOREM 
Suppose g : (B, mi) -> (B, m 2 ) is a homotopy equivalence and H-map. If there exists a map g' : K -» K such that f o g is homo topic to g f of, then
Im {*os:
Proof. For any {F} £ M m2 (f ), by using the homotopy extension property, the map g'" 1 
o {-Gmi + fQ + F(g X g) + n(G X G) -Q'(/ X /)) (see Diagram 1) can be deformed to a multiplier F* of / : (B, mi) -> K, where
lt -\-" and u -" are the usual joining of paths with direction and G, Q, and Q f are as given in Picture 1. It is obvious that F ~ F* (via g and g f ).
Note on Theorem 2.3. The F* defined in the proof is unique up to homotopy relative to boundary conditions, and we shall use F* frequently in Sections 3 and 4. (ii) Fi ~ F2 (via g and g'). It is easy to verify that R m (f ) is an equivalence relation.
From Theorem 1.10, 2.3 and corollary, we get:
Moreover it is a disjoint union.
Some information about R m (f).

Note. From now on we deliberately make F £ M m (f)
ambiguous; F G M m (f ) means a class or a representative of the class of multipliers. 
Kti K K->X X^K K->K <1
is homotopic to the trivial map. In fact, K can be taken as an abelian group: thus q as a strict inverse.
For any / G M m (*), we define F ® J to be the class containing or the multiplier equal to (we allow this ambiguity) the composite.
IxBxB^o n, V XBXB-JL^K
. By the property of q, the restriction of the composite
id on / X B y B is homotopic to the trivial map. Therefore by using the homotopy extension property, we can deform uniquely up to the homotopy relative to boundary conditions to a multiplier J' £ M m {*). We define F Q F' = /'.
As in §2 in [1] , we can show F® and FQ are well defined bijections and are inverse to each other. (FQ defined here differs from FQ defined in [1] , but it is easy to show there is a homotopy between them which preserves the boundary condition.)
Now we want to show that FQ preserves the " ^" relation. As a matter of fact, we shall see, in Theorem 3.2, that by using F®, the " ^" relation on M m (*) will determine the "~" relation on
Before the statement of Theorem 3.2, we will first set up some notation. 
Since Ji ~ F* © Hi and J 2 ~ F © i7 2 , the theorem is proved.
Since K is an Eilenberg-Maclane space, we can use obstruction theory to show that Q' is unique up to homotopy. 
