Abstract-In this paper, we propose a novel approach to solve constrained optimization problems based on particle swarm optimization (PSO). First, an empirical comparison of the most popular PSO variants is presented as to select the most convenient among them. After that, the PSO variant chosen is improved in: (1) its parameter control with a dynamic proposal as to promote a better exploration of the search space and to avoid premature convergence and (2) its constraint-handling mechanism by using multiobjective concepts as to promote a better approach to the feasible region. The algorithm is tested on a set of 13 well-known benchmark problems and the obtained performance is compared against some PSO variants and stateof-the-art approaches. Based on the results presented some conclusions are drawn and the future work is established.
.
I. INTRODUCTION
T HE constrained numerical optimization problem can be defined as to: Find x which minimizes f ( x) subject to: g i ( x) ≤ 0, i = 1, . . . , m, and h j ( x) = 0, j = 1, . . . , p where x ∈ IR n is the vector of solutions x = [x 1 , x 2 , . . . , x n ] T , where each x i , i = 1, . . . , n is bounded by lower and upper limits L i ≤ x i ≤ U i which define the search space S, F is the feasible region and F ⊆ S; m is the number of inequality constraints and p is the number of equality constraints (in both cases, constraints could be linear or nonlinear). Equality constraints are transformed into inequalities constraints of the form: | h j ( x) − ≤ 0 |, where is the tolerance allowed (a very small value). Particle Swarm Optimization is a bio-inspired heuristic developed by Kennedy and Eberhart [1] to solve (mainly numerical) optimization problems. PSO is inspired in the social behavior of bird flocks and fish schools. Social relationships are established among the individuals of the group. Hierarchies are defined according to their characteristics, and so there exists a leader that is known and followed by the others in the group. PSO is easy to implement and presents a fast convergence [2] . Then, it is an attractive option to solve complex optimization problems. PSO, as other bio-inspired heuristics like evolutionary algorithms (EAs) [3] lacks a mechanism to incorporate feasibility information of solutions in constrained search spaces. A considerable amount of research has been dedicated to propose several techniques to deal with the constraint-handling [4] , [5] . However, this Jorge Isacc Flores-Mendoza and Efrén Mezura-Montes are with the Laboratorio Nacional de Informática Avanzada (LANIA A.C.), Rébsamen 80, Centro, Xalapa, Veracruz, 91000 México (email: jflores@lania.edu.mx, emezura@lania.mx.
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research is mainly focused on the design of constrainthandling mechanisms, regardless of the features of the search engine (i.e. population-based algorithm) used. Therefore, as a first step of design, an empirical comparison of some popular PSO variants is presented. The aim is to detect which variant of the search engine used (PSO in our case) is more suitable. After that, the parameter control is improved as to promote a better performance of the approach. Two parameters of the PSO used ("k" and "c 2 ") are dynamically adapted by starting with low values and increasing them during the process. These values will be used by an also dynamically adapted number of particles in the swarm. The remaining ones will use static values for these two parameters. Besides, the constraint-handling mechanism used is refined by adding Pareto dominance in the bi-objective space defined by the sum of inequality constraint violation and the sum of equality constraint violation as to favor the selection of solutions close to satisfy equality constraints. The proposed approach is tested on 13 well-known benchmark problems found in the specialized literature and its performance is compared with respect to those provided by other PSO versions and some state-of-the-art approaches.
The paper is organized as follows: Section II summarizes basic concepts of PSO. Then, Section III presents previous approaches based on PSO for constrained optimization. The empirical comparison of PSO variants is presented in Section IV. After that, Section V includes the details of the proposed approach and the comparison of results, finally in Section VI the conclusions of this work are enumerated and the future work is established.
II. PSO CONCEPTS
PSO works as follows: An initial swarm of solutions called particles x = [x 1 , x 2 , · · · , x n ] are generated at random. These particles will "fly" in the search space as to locate promising areas and reach a good (optimal) solution. A particle finds its search direction by combining social (the position of the best particle in the swarm called "leader") and cognitive (its best position reached so far, called "pbest") information. The position of a particle is changed by adding a velocity to the current position: x(t + 1) = x(t) + v(t + 1), called flight formula. The velocity vector calculation varies from variant to variant [2] as we will detail later. There are two main communication variants in PSO: (1) Global best, where all particles can communicate with every other in the swarm. Then, each particle can know where the global leader is located. (2) Local best, in this case, a particle can only communicate with others in its neighborhood. Then, it can know where the leader of its vicinity is located. Global best promotes a faster convergence and it tends to be trapped in local optima. On the other hand, local best convergence is slower, by searching a larger part of the search space [2] . A general PSO pseudocode can be found in Figure 1 Two different approaches to calculate the velocity vector are presented in this study. The first is the PSO with inertia weight and the second is the PSO with constriction factor: PSO with weight inertia. The inertia weight [2] was added to the velocity update formula to reduce the influence of the previous particle's search direction v i (t). The formula to calculate the velocity v i (t+1) is the following:
, where "w" is precisely the inertia weight, "c 1 " and "c 2 " are the acceleration constants (user-defined) which control the influence of the cognitive (memory of the particle) and social (position of the leader) elements, "rand()" is a function that generates a uniform-distributed random real number between 0 and 1, " x pbesti " is the personal best (pbest) position of the particle so far, " x gBesti " is the position of the leader of either the entire swarm (for the global best variant) or the neighborhood (for the local best variant) and " x" is the current position of the particle.
PSO with constriction factor. This PSO variant was proposed by Clerc and Kennedy in [6] after an analysis of the trajectory of a particle in order to improve the exploration-exploitation capabilities of PSO. The new variant provided encouraging results in some unconstrained optimization problems. The narrowing factor, represented by "k" ("constriction factor") is included in the velocity update formula as follows:
where the constriction factor "k" is calculated by means of the acceleration constants c 1 and c 2 (the remaining elements of the formula are the same of the inertia weight velocity update formula). The authors claim that the constriction factor PSO variant, under certain parameter values, offers a better velocity control [6] .
• Begin -Generate a swarm of random solutions.
-Evaluate the fitness of each particle in the swarm -do * Select the leader(s) of the swarm. * For each particle, update its position with the flight formula. * Evaluate the fitness of the new position of each particle * Update the pbest (memory) value of each particle.
-Until a stop condition is satisfied.
• End Fig. 1 . Basic PSO algorithm
III. RELATED WORK
As other bio-inspired heuristics like EAs, PSO has been used to solve numerical constrained optimization problems. Mezura & López [7] proposed an empirical comparison of four well-known bio-inspired heuristics in their most popular versions (a real-coded genetic algorithm, a (μ + λ) evolution strategy, a DE/rand/1/bin differential evolution variant and a global best with inertia weight PSO). The overall results showed that PSO presented premature convergence.
Other researchers have reported the use of PSO by adding different mechanisms to a PSO variant. Toscano and Coello [8] added a turbulence operator and used the objective function value with the sum of constraint violation to determine the quality of one solution in a global best PSO with inertia weight. Liang and Sugathan [9] used a multi-swarm (local best) PSO scheme, each sub swarm is dedicated to either satisfy a single constraint or optimize the objective function (regardless of feasibility information). There is an adaptive mechanism to assign the objectives to each sub-swarm. In this way, the number of particles working with a given constraint will be based on the difficulty to satisfy it. Parsoupoulos and Vrahatis [10] used a combination of global-local best variant with constriction factor for the velocity update formula called Unified PSO. They used a static penalty function to deal with the constraints of four engineering design problems. Li, Tian and Kong [11] proposed a global best PSO with inertia weight that uses a mutation operator based on a measure of diversity in the swarm. The constraint-handling was made with an adaptive penalty function. Cagnina, Esquivel and Coello [12] presented a combination of global-local best PSO with inertia weight. The authors also added a dynamic mutation operator to promote diversity. Constraints are handled by a set of feasibility rules. Lu and Chen [13] proposed to transform the constrained optimization problem into a Biobjective optimization problem. One objective is the original objective function and the second one is the sum of constraint violation. Furthermore, a new PSO variant based on a global best PSO was proposed. The aim was to incorporate feasibility information in the velocity formula. Krohling and Do Santos Coehlo [14] used a co-evolutionary approach in two sub-swarms and a Lagrangian function to model the constrained problem. One sub-swarm evolves the solutions of the optimization problem whereas the other sub-swarm evolves the Lagrangian multiplier vector. He, Prempain and Wu [15] proposed a global best PSO with inertia weight and a "fly-back" mechanism which aim is to let the PSO fly only in the feasible region of the search space. Then, feasible solutions are required at the beginning of the process.
IV. EMPIRICAL COMPARISON OF PSO VARIANTS
From our review of the state-of-the-art, we noticed two tendencies: (1) PSO variants are mostly added with further operators (e.g. mutation operator) and mechanisms (e.g. "flyback", multi-swarms, co-evolution), and (2) PSO variants are merged into one in order to improve its performance. In both situations, there is no clear empirical evidence to consider the variant(s) used for modification as the most adequate for the constrained problems solved. Then, our motivation is to find out, from a set of PSO variants the one with the better performance and to improve it in such a way that the original PSO simplicity is not affected at all.
We restrict our study to just 4 PSO models. We selected them because they are the most used in constrained numerical optimization (see Section III for details): (1) Global Best PSO with inertia weight, (2) Local Best PSO with inertia weight, (3) Global Best PSO with constriction factor and (4) Local Best PSO with constriction factor.
A very simple, parameter-less constraint-handling mechanism was added to the PSO variants. The aim was to do not add extra parameters and do not modify at all the PSO variants. The mechanism was proposed by Deb [16] and it consists on a set of feasibility rules: (1) Between 2 feasible solutions, the one with the highest fitness value wins, (2) if one solution is feasible and the other one is infeasible, the feasible solution wins and (3) if both solutions are infeasible, the one with the lowest sum of normalized constraint violation is preferred
A. Experimental design
The experimental design is as follows: 13 test problems taken from the specialized literature [17] were used in this empirical comparison. This benchmark has different features (linear or nonlinear objective function, linear or nonlinear constraints which can be equality or inequality, dimensionality), see Table I and [17] for details. The parameter values for each PSO variant were defined as follows: 80 particles and 2000 generations (160,000 evaluations), c 1 = 2.7 and c 2 = 2.5 for all PSO variants, for the two local best variants we used 8 neighborhoods, w = 0.7 for both inertia weight variants and k = 0.729 [14] for both constriction factor variants. The tolerance for equality constraints was set to =0.0001 for all variants. These parameters were defined by a trial and error process in order to obtain the best performance. It is interesting to note that the values for c 1 and c 2 are higher than the values recommended for unconstrained optimization [6] . In fact, values over 3.0 and under 2.0 clearly affected the performance of all PSO variants in our experiments. This finding suggests that the behavior presented by PSO in constrained search spaces is different from the observed in an unconstrained search space. 30 independent runs per variant per problem were performed. Statistical values were obtained from these samples and the summary of results is presented in Table II . We will discuss the results based on quality (the best value "B" closer to the global optimum or best-known solution) and consistency (better mean "M" and standard deviation "SD" values). 
B. Discussion of results
We will divide the discussion depending of the variants compared. Global best and Local best, both with inertia weight: Both variants provided a better performance (better quality and/or robustness) in five problems each, g02, g06, g09, g10
Global best and Local best, both with constriction factor:
In this case, the local best PSO was clearly better in all test problems than the global best variant. Global best with inertia weight and global best with constriction factor: The variant with inertia weight provided slightly better results in four problems (g02, g03, g10 and g11) and the variant with constriction factor was better in one problem (g07). In the remaining eight test problems, the performance was quite similar in both variants. Local best with inertia weight and local best with constriction factor: The local best variant with constriction factor was clearly better in eleven test problems (g01, g02, g03, g05, g06, g07, g09, g10, g11, g12 and g13). In the remaining two (g04 and g08) the performance of both variants was similar.
The overall results suggest that there is no a difference between global and local variants if inertia weight is used in the velocity update formula. On the other hand, the performance of the local best variant when using constriction factor is much better than the provided by the global best variant. Regarding the two global best variants, the use of the inertia weight slightly improves the performance compared with the variant with constriction factor. Moreover, between the two local best variants, the one with the constriction factor is clearly more competitive against the variant with inertia weight. Finally, from the four PSO variants compared, the most competitive and stable was the local best with constriction factor. This variant will be used as the base for our proposal.
V. PROPOSED ALGORITHM
Based on the results presented in the empirical comparison of PSO variants, we observed that the chosen variant (local best with constriction factor) , despite being the most competitive, presented premature convergence in several problems. We identified two causes: 1) PSO is very sensitive to some of its parameter values and these values tend to differ from those recommended when PSO is used in unconstrained optimization problems. As a result, premature convergence may occur.
2) The constraint-handling mechanism used considers a unique value, the sum of constraint violation, which merges all violation values into one single value. This measure is unable to detect which constraints are more difficult to satisfy. From previous studies, equality constraints have been considered more difficult to satisfy than inequality constraints [18] . We then propose two simple mechanisms to deal with these shortcomings: (1) A dynamic control of some of the PSO parameters and (2) a modification to the third feasibility rule based on Pareto dominance that splits the amount of violated equality and inequality constraints.
A. Parameter control
It has been found in the specialized literature that PSO presents premature convergence [2] , mostly if its parameters are not well-tuned. Regarding constrained numerical optimization, as it has been discussed in Section III, a mutation operator or a combination of global and local best communication models have been explored. Instead, we propose to use the features of the PSO variant chosen, based on the empirical study reported in Section IV to find adequate parameter control.
Usually, PSO parameters are applied with equal values to all the swarm. Then a similar behavior is expected from all the particles from its particular position and current velocity values. We propose to let a subset of the current swarm using the values for some parameters that are adapted dynamically. The rest of the particles will use the static parameter values. The goal is to have at each generation (mostly in the first half of the search) a number of particles moving by using small changes in their positions (low velocity values as to explore only their neighborhoods and to avoid premature convergence). The rest of the swarm will move without any restriction. We selected two parameters that showed more influence in the velocity calculation: The constriction factor "k" and the acceleration constant c 2 (which regulates the influence of the leader). They will not have constant values for a subset of the swarm. Instead, these parameter values will have an ascending value at each generation based on a pre-defined function. Other authors have studied the dynamic variation of parameters in PSO [19] . In this way, we selected a function which allowed the particles to move at a different rate at least the first half of the process and then, to start moving like the remaining particles in the second half of the run. It is important to remark that this mechanism must be present mostly in the first part of the search in order to avoid local optimum solutions, but in the second half of the search, convergence must be favored. Based on this expected behavior, the function chosen was f (x) = x 4 , where x is the number of current generation divided by the total number of generations. The values of this dynamic variation is calculated for "k" and "c 2 " parameters as follows: k = k * f (x) and c2 = c2 * f (x). The expected behavior for these parameter values, which fulfill with the goal mentioned above, is presented in Figure 2 . The following behavior to be controlled is the percentage of particles that will use the dynamic values for "k" and "c 2 ". Based on observations in the behavior of our PSO with this mechanism, we found out that a fixed percentage is not adequate. Instead, a proportion which increases and decreases during the process is more suitable. In this way, at some times, more particles will move by using small modifications to its velocity, favoring exploitation of promising regions previously found. In contrast, in other moments of the search, more particles will be using fixed parameters promoting the exploration of the search space. Furthermore, as to let all particles to use the fixed values some times and the dynamic values in other times, we proposed a probability "p" that indicates a particle to use the dynamic parameters, otherwise, the fixed values are used. This probability is calculated as follows:
, where "x" is the number of the current generation and "k" is the fixed value of this parameter. The behavior expected is that any particle in the swarm, mostly in the first half of the search, can use either the adaptive parameter values to move in its neighborhood or the static parameter values to move without restrictions in the search space. As it can be seen in Figure 3 , the values for the probability "p" vary in the interval [0.6, 0.8] i.e. more than a half of the swarm (and in some times eight of each ten particles) will use the increasing parameter values. Then, the expected behavior is that the PSO will be more able to sample the search space and its feasible region as well. 
B. Constraint-handling
With the aim to get a separated measure for the equality and inequality constraints of a given problem, we propose to calculate the sum of constraint violation separately as follows:
Recalling that equality constraints are considered as a source of difficulty in numerical constrained optimization [18] , we consider important to have a mechanism that promotes the algorithm to favor the selection of infeasible solutions that are closer to satisfy equality constraints. Multiobjective optimization looks for a set of trade-off solutions for different objectives and Pareto dominance is the most used criterion to select these solutions [20] . Pareto dominance is defined as follows: A vector u = (u 1 , . . . , u k ) is said to dominate v = (v 1 , . . . , v k ) (denoted by u v) if and only if u is partially less than v, i.e., ∀i ∈ {1, . . . , k}, u i ≤ v i ∧ ∃i ∈ {1, . . . , k} : u i < v i .
Based on the aforementioned, we propose to use Pareto dominance in the bi-objective space defined by the two sums of constraint violation (Equations 1 and 2 ). This new criterion will replace the third criterion of the feasibility rules used in the comparison presented in Section IV; the first two criteria remain without change. With this improved constraint-handling mechanism, when two infeasible solutions are compared, instead of selecting the solution with the lowest sum of constraint violation, the nondominated solution will be preferred. But the difference in our method occurs when both solutions are incomparable, in this case the solution with the lowest sum of equality constraint violation is chosen. This separation of violation measures per type of constraints (equality and inequality) aims to allow particles from different regions of the search space to approach the feasible region as to generate feasible solutions in different sections inside it, as presented in Figure 4 (a), where the leader is particle P 2 with the smallest value of the total sum of constraint violation (the closest to the feasible region like in the original third criterion). Meanwhile, in Figure 4 (b) the biobjective criterion allows particles to approach the feasible region from different directions because particle P 1 has the best value for the sum of inequality constraint violation (it satisfies this constraint) and it may have the lowest total sum of constraint violation, whereas particles P 2 has the lowest value for the sum of equality constraint violation; then, particle P 2 will be the leader and it will influence P 3's trajectory. The algorithm of the modified PSO is presented in Figure 5 . 
C. Experimental design
Two experiments were performed. The first compares the performance of the modified PSO with respect to two of the most competitive PSO variants from the empirical comparison presented in Section IV (global and local best PSO with constriction factor). The goal of this experiment is to analyze the improvement obtained with the two mechanisms added in the modified PSO. The second experiment evaluates the performance of the proposed approach with respect to some state-of-the-art PSO-based approaches mentioned in Section III. The set of test problems for both experiments were the same used in the previous comparison. The parameters for the two PSO variants (in the first experiment) and the modified PSO (in the first and second experiments) are the same used in the previous comparison, except that the modified PSO uses the dynamic approach for parameters "k" and "c 2 " and the third criterion of the constrainthandling mechanism. 30 independent runs were performed per problem and statistical values were obtained. Quality and consistency were analyzed like in the previous comparison. For the first experiment, we included some representative convergence graphs as to show the effect of the modifications in our proposed PSO. The state-of-the-art approaches selected for comparison in the second experiment were the PSO proposed by Toscano & Coello [8] , labeled as approach "A", Li et al. PSO approach [11] called approach "B" (they reported results just in seven problems), Lu & Chen approach [13] named approach "C" and finally Cagnina et al. approach [12] called approach "D".
D. Results of first experiment
The summary of results for the first experiment is presented in Table III , where our approach is labeled as "proposal". From these results we observed the following: The modified PSO provided the "best" best result in seven problems (g02, g03, g05, g06, g07, g10 and g13), the local best PSO in only one (g09) and the global best PSO in none. The best mean and standard deviation values were obtained by the modified PSO in five problems (g01, g06, g07, g10 and g13), the local best PSO in one problem (g02) and the global best PSO, again, in none problem. In fact, the global best PSO had problems to generate feasible solutions in 18 runs for problem g05 and it could not provide feasible solutions in problem g13. The overall behavior of the proposed PSO suggests that the dynamic adaptation mechanism is able to improve the quality and robustness of the obtained results.
Figures 6, 7, 8 and 9 present the convergence graphs (number of generation in the "x" axis and the best f ( x) value in the "y" axis) for some test problems considering the independent run located at the median value from the set of
-Evaluate the fitness of each particle in the swarm.
-do * Select the leader(s) of the swarm by using the modified feasibility rules * For each particle, update its position with the flight formula A subset of the swarm use increasing parameters * Evaluate the fitness of the new position of each particle. * Update the pbest (memory) value of each particle by using the modified feasibility rules. -Until Gmax generations are reached.
• Stop 30 runs performed. The graphs start in the generation where the first feasible solution is found. In all graphics it is seen that the feasible region is reached in the first generations for all approaches. However, the modified PSO is able to avoid some local optima and converge faster in problems g01, g07 and g10. On the other hand, it was unable to avoid local optima in problem g03, where the local best PSO was clearly superior. The overall results from the first experiment suggest that the two simple modifications provide a competitive PSO variant the ability to look for better results before converging. However, for some test problems like g03 (nonlinear objective function with one nonlinear equality constraint without inequality constraints and 10 decision variables), the effect was not the expected. Further analysis is required as to find out the causes and this issue is part of the future work. 
E. Results of second experiment
The summary of results of the comparison against stateof-the-art approaches is presented in Table IV . For this experiment, we present the worst value "W" instead of the standard deviation value for each test problem for each compared approach. The statistical results show that our modified PSO was able to provide similar good results in seven problems (g01, g04, g05, g06, g08, g12 and g13) . In fact, the most consistent performance was provided by our approach in problems g05, the only problem of the benchmark with a combination of equality and inequality constraints. This particular result give us some evidence of the positive effect of the improved constraint-handling mechanism. The approach provided also the most consistent results in problem g13. In the remaining six problems the performance of the modified PSO was very competitive.
It is important to remark that the computational cost, measured by the number of evaluations of the objective function (and constraints) of the problems, is clearly lower in our approach (160,000) compared to the number required by the compared approaches (300,000 average). Furthermore, in our modified PSO we do not add extra operators nor extra parameters to be fine-tuned by the user.
From this second experiment we can conclude the our modified PSO is able to provide similar results for most of the test problems when compared with those obtained by state-of-the-art PSO-based approaches, but our PSO requires almost 50% less evaluations of the objective function (and constraints) of the problem.
VI. CONCLUSIONS AND FUTURE WORK
We presented a PSO-based approach to solve constrained numerical optimization problems. In order to select the most adequate PSO variant, an empirical comparison of four of them was performed. The local best PSO with constriction factor was the chosen one, based on its performance. Two simple modifications were made to this variant: The first one was a dynamic parameter control for two of its parameters ("k" and "c 2 ") as to be used for an also dynamically adapted percentage of the swarm. The dynamic adaptation for the first two parameters was made by increasing the values during the optimization process. On the other hand, the dynamic adaptation of the number of particles that use the dynamic values was made by using an oscillating behavior. The second modification was made to the third feasibility rule of the constraint-handling mechanism used i.e. the sum of constraint violation is calculated for the equality and inequality constraints separately, as to allow the search to select, among solutions close to be feasible, those who are closer to satisfy equality constraints. However, as the used benchmark only has one test problem with this feature, experiments with more functions with this characteristic are required. The proposed approach clearly provided a better performance that the obtained with the most competitive PSO variants from the first empirical comparison. Furthermore, the modified PSO was very competitive with respect to four PSO-based state-of-the-art algorithms by requiring almost half of the number of evaluations of solutions and without adding extra parameters to be fine-tuned by the user. We found in our research that the empirical comparison of the PSO variants helped us as to get a solid search engine. Therefore, the mechanisms added to the PSO were simpler to implement and the performance obtained was competitive. Furthermore, the empirical comparison provided very interesting findings regarding the effect of using different communication models and velocity update formulas in PSO for constrained optimization. Part of our future work is to test our modified constrainthandling mechanism in more problems with a combination of equality and inequality constraints. Besides, we plan to use some performance measures as to analyze more in-depth the on-line performance of our proposed PSO approach. Finally, statistical tests will be used as to get a more solid support in the results obtained in the experiments.
