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RESUMO 
i 
Este texto apresenta urna análise de desempenho do CRA y y -MP 2E1232 instalado 
atualmente no Centro Nacional de Supercomput~o (CESUP) administrado pela Universidade 
Federal do Río Grande do Sul (UFRGS). Basicamente, sio descritos e analisados os resultados 
obtidos em diversos testes realizados durante a execuyio de um programa altamente 
vCltorizável. O texto descreve os programas utilizados nos testes e discute quest5es 
relacionadas com vetorizayio¡ Durante essa discussio sio abordados vários aspectos que 
in6uenciam o desempenho do CRA y dentre os quais destacam-se: ordem dos índices nos layes 
pElTa tratamento de matrizes,preenchimento incompleto dos registradores vetoriais, forma de 
al Dcayio dos vetores em mem6ña e tamanho dos vetores processados. 
ABSTRACT 
·This text presents a performance analysis·ofthe CRAY Y-MP 2E1232 which is installed 
at the IlCe'iltro Nacional de Supercomputayio" (CESUP) managed by th~ ·"Universidade Federal 
do Río:Grande do Sul" (UFRGS). Basically, the results obtained in severa! tests performed 
dl.lring'the execution of a highly vectorized program are described and analysed. The text 
dc::scribesthe programs used in these tests and examines severa! questions related to the 
ve:étorization. During this discussion several aspects that affect the perf'oman~ of the eRA Y· 
are approached. Some oI.these are: the order of the~ndices in ma~ treatment, incomp1ete 
fulfillment ofvector registers, véctor allocation in memory and size ofthe vectors processed. 
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1 INTRODU~AO 
Devido a seu alto poder computacional e seu direcionamento para processamento numérico 
pesado, os supercomputadores vem sendo utilizados em laboratórios de pesquisa, universidades e 
empresas, para resolver problemas complexos que envolvam grandes estruturas de dados e grande 
quantidade de cálculos. Atualmente, existem diversas aplica~s que utilizam o potencial desses 
equipamentos. Dentre essas aplica~()es destacam-se: previsio meteorológica, pesquisas atmosféricas e 
oceinicas, mecanica quantica, dinimica molecular, explora~ao e prosp~ de petróleo e modelagem 
económica. 
O desenvolvimento de supercomputadores envolve diversas técnicas avan~ que pennitem a 
obten~io de alto desempenho no processamento de dados. Atualmente, o processamento vetorial 
([NA V90]) destaca-se como urna dessas técnicas, sendo amplamente utilizado no projeto de poderosos 
sistemas computacionais. A utiliza~ de técnicas avan~ para projeto de computadores de alto 
desempenho implica na c~o de novas arquiteturas de computadores (hardware) e novos programas 
de sistema (software). No caso do processamento vetorial, destaca-se o surgimento dos processadores 
vetoriais e dos compiladores vetorizadores ([ZIM91]). 
Neste universo de técnicas inovadoras, o conhecimento das características introduzidas pelas 
novas arquiteturas e novos programas de sistema é essencial para obten~ de altos niveis de 
desempenho. Por exemplo, conforme discutido em [BAR92a), no imbito do processamento vetorial 
existem diversos métodos de vetoriza~lo que devem ser considerados pelo usuário durante o 
desenvolvimento de programas. Além disso, o conhecimento da arquitetura dos computadores vetoriais, 
mostra-se em detenninadas situa~es essencial para agilizar o processamento. 
No mes de junho do ano de 1992, o Centro Nacional de Supercompu~io (CESUP), 
administrado pela Universidade Federal do Río Grande do Sul (UFRGS), iniciou a ope~ de um 
supercomputador modelo CRA y y -MP 2FJ232. Atualmente, esse equipamento está sendo utilizado no 
desenvolvimento de aproximadamente 250 projetos. Uma das principais características dos sistemas 
computacionais CRA y consiste no uso de processadores vetoriais. 
Este texto apresenta urna análise de desempenho do CRAY instalado atualmente no CESUP, 
realizando urna série de conside~es quanto a resultados obtidos na execu~ de um programa de teste 
altamente vetorizável (produto matricial). Durante a apresenta~ des ses resultados sAo discutidos 
diversas características que podem ser consideradas pelos usuários do CRA y para aperfei~amento de 
seus programas. O prinqipal objetivo desse trabalho é a difusao de info~es que auxiliem os usuários 
<1 dos supercomputadores· CRA y a obterem o máximo desempenho em suas apli~ .. O texto está 
organizado em 5 s~es. Na s~ 2 é apresentada urna descri~o do produto matricial e do algoritmo 
utilizado na análise de desempenho do CRAY, realizando-se considera~s quanto a sua lógica e 
vetoriza~ao. Na s~ 3 é realizada urna descri~o do CRA y y -MP instalado no CESUP, descrevendo-
se resumidamente sua arquitetura e alguns softwares disponiveis. Nil s~ 4 sao descritos os testes 
realizados na análise de desempenho, apresentando-se os resultados obtidos e descreYendo-se os 
softwares utilizados. Finalizando, a s~io 5 apresenta as conclusOes deste trabalho. 
2 PRODUTO MATRICIAL 
As infoma~s apresentadas nesta s~ foram obtidas em [BAR92a] e [BAR92b). Basicamente, 
descreve-se o produto matricial enfatizando-se algumas características relevantes para compreensilo do 
restante do texto. 
2.1 DESCRI~AO 
A multipliC8.9io de matrizes constitui um dos principais estágios de compu~ para solucionar 
os mais diversos problemas. No processamento seqüencial, os algoritmos para resolver este tipo 
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específico de problema requerem urna grande quantidade de mem6ria e um consumo de tempo 
r;:lativamente alto. 
Por outro lado, a multiplica~ de ma.triz~s é um típico· problema para ser 'implementado em 
computadores vetaríais. O produto de uma matriz A (mx n) poruma matrizB(n x p) é,tuna:ttiatriz e 
(m x p) cujos elementos sao definidos por: 
n 
c(ij) = l: a(i,k). b(kj) 
k=l 
onde i = 1, 2, ... , m 
j = 1,2, ... ,p 
Por exemplo, a mu1tipli~ de urna matriz A (2x2) por urna matrizB (2x2), resUlta numa' I1luDa 
matriz C (2x2): '. . 
A.B - a b 
e d 
e f 
g h 
a. e + b. g a. f + b. h. 
C. e + d. g c. f + d. h - e 
Nota-se que o elemento da primeira linha e primeira coluna. da matriz e é obtido pela 
multiplica~ de cada elemento da primeira linha da matriz A pelo corresponden te elemento na primeira 
coluna da matriz B e adicionando-se os resultados. Este efeito é conhecido como "produto linha vezcs 
coluna", ou seja, quando calcula-se o elemento "a.e + b.g", na verdade, está se multiplicando a primeira 
linha de A pela primeira coluna de B. Similarmente, o elemento "a.f + b.h" na primeira linha e seg1,l!lda 
coluna de C·é a primeira linha de A multiplicada pela segUnda coluna de B; e .assim sucessivamente. 
Desta forma todos os elementos de e podem ser calculados' pela utfliza.yio da segUirite regra: 
., O elemento na linha i e coluna j do produto matricial A.B é igual'o liMa i da matriz A 
l12ultjplicada pela coluna. J da matriz B. 
Considere o exemplo a 'seguir. 
A 1- ; 
2 B I~ 5 .! .¡ = = 1 7 
e A.B 4 2 I I 
1 5 3 
= 
-3 1 2 7 -4 
4.1 + 2.2 4.5 + 2.7 4.3 + 2.(-4) 
= = (-3 ).1 + 1.2 (-3 ).5 + 1.7 (-3 ).3 + 1.(-4) 
8 34 4 
= 
-1 
. l.:).) ...... 
-8 -l3 
Torna-se importante ressaltar, que o produto entre duas ntatrizes A e B semente é possível se o 
número de colunas da matriz A é igual ao número de linhas da matriz B. 
Confonne apresentado na ;subsC980 2.2, os elementos C(i,j) podem ser calculados utilizando-se 
tIi;s la~s computacionais: um interno, um intennediário e um externo. O l~ interno deverá conter a 
expressao: 
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C(ij) = C(ij) + a(i,k) . b(kj) 
Vários algoritmos· podem ser utiliZados para implementar o produto entre duas matrizes. A 
próxima subs~ discute o algoritmo utilizado para realizar os testes apresentados neste trabalho. 
2.2 ALGORITMO UTILIZADO NA ANÁLISE DE DESEMPENHO 
Segundo [QUI87], o algoritmo apresentado na figura 2.1, proporciona urna das formas mais 
eficientes para a real~ do produto em computadores vetoriais, de urna matriz A com 1 linhas e m 
colunas, por urna matriz B com m linhas e n colunas, resultando uma matriz C com llinhas e n colunas. 
for i ~ O to 1-1 do 
for j ~ O to n-1 do 
C(i,j) ~ O 
endfor 
endfor. 
for j ~ O to n-1 do 
for k ~ O to m-1 do 
for i ~. O to 1-1 do 
C(i,j) +- 'C(i,j) + A(i,k) x B(k,j) 
endfor 
endfor 
endfor 
Figura 2.1 - Algoritmo para produto matricial em computadores vetoriais 
Nota-se no algoritmo a utili~ de dois la~s para colocar zero em todos os elementos da matriz 
resultante, pois estes serio utilizados como acumuladores dos resultados durante a multipliC8,9io. A 
independencia destes la~s em relac;io aos demais, permite a vetorizac;io do lacto mais interno desta 
operac;ao. 
Analisando-se os tres l~s utilizados para realizar o produto, nota-se a colocac;io do lacto de 
índice i como mais interno, possibilitando a uti~ de uma operac;io vetorial no formato V f- V + V x 
S, onde V é um operando vetorial e S um operando escalar. O mesmo resultado poderla ser alcanc;ado 
com a colocac;io do lacto de índice j como o mais interno, mas nao com a colocac;io do ~ de índice k. 
Cabe ressaltar que a ordem dos la~s numa multiplicac;io de matrizes nao altera o resultado final, 
possibilitando urna grande flexibilidade na organi~ dos ~s para facilitar a vetorizactio. 
Deve-se ressaltar ainda, que a operac;ao vetorial V f- V + V x S, permite a utiJjza~ de 
encadeamento entre as operac;Oes de soma e multiplicactio, o que pode aumentar de forma considerável o 
desempenho do algoritmo. 
3 DESCRI~ÁO DO CRAY INSTALADO NO CESUP 
O CRA y y -MP 2E1232 atualmente instalado no Centro Nacional de Supercomputac;io 
administrado pela UFRGS possui a seguinte configuractio: 
• Dois processadores de 330 Mflops 
• Capacidade da Memória de 32 Mwords (256 Mbytes / 4 sCQOes) 
• Capacidade de armazenamento em disco de 16 Gigabytes 
• Uma estactio SUN 4/370 como Front-End 
• Uma esta~io SUN 4/370 como Unidade de Controle e Manutenc;io 
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Dentre os softwares atualrnente instalados no CRA y destacam-se: 
• Sistema Operacional UNICOS versAo 6.1.5a+ 
• Compiladores Fortran, C e Pascal 
• Linguagem Assembly 
• Diversos utilitários (UNICHEM, MPGS, ANSYS, SPICE, etc) 
• Utilitários para análise de desempenho de programas (HPM, etc) 
Levando-se em considera~ que os programas desenvolvidos para computadores vetoriais sAo 
altamente . ~ependentes da arquitetura do equipamento utilizado, apresenta-se a seguir algumas das 
características relevantes ,~~ urna Cpp do CRA y y -MP ([BAR93]): 
• 14 unidades funcionais pipeline (5 para op~es vetoríais, 4 para ope~ 
escalares, ,?,para oper~ de en~s e 3 para op~ com pontp-
flutuante) 
• 3 registradores primários (registradores escalares, registradores de enclere90s e 
registradores vetoríais) 
• 2 registradores secundários (registradores intermediários de ender~s e 
registradores intermediários escalares) 
• Os registradores vetoriais podem armazenar 64 elementos de 64 bits (urna 
word) 
4 DESCRIC;AO DOS TESTES E RESULTADOS OBTIDOS 
4.1 DESCRIC;AO DOS TESTES 
Os testes realizados para avaliar o desempenho do CRA y y -MP 2E1232, consistiram na 
execu~ao de programas implementados na linguagem C, seguindo-se o algoritmo apresentado na figura 
2.1 e alterando-se algumas das suas característicaS, tais como as dimensOes das matrizes e a ordem dos 
la~s utilizados para realizar o produto. O item 4.2 apresenta. a estrutura do programa e descreve os 
s(lftwares utilizados no teste de desempenho. 
Além das altera~oes nas características do algoritmo, cada urn dos testes foi realizado 
vf:torizando-se e nao vetorizando-se o programa, o que possibilitou urna avaI~ das diferenQaS entre o 
processamento escalar e vetorial no CRA y y -MP. 
Para cada um dos testes obteve-se o tempo de execuyao do programa e o número de opera96es de 
ponto-flutuante por segundo (MFlops), os quais foram utilizados como parimetros para a realiza9io da 
análíse de desempenho. 
O primeiro teste consistiu na multiplica~ao de duas matrizes quadradas de 700 linhas e 700 
C(;llunas, alterando-se a ordem dos ~s da multipli~, ou seja, foram realizadas seis produtos 
matriciais, testando-se todas as possíveis comb~s de índices dos la~. O objetivo desta análise foi 
ayaliar a influencia da ordem de busca dos elementos na memória sobre o desempenho do produto 
matricial. Os.resultados obtidos sao apresentados na subs~ 4.3. 
O segundo teste consistiu na multipli~ de matrizes quadradas com dimens5es variáveis, 
oldetivando-se avaIi~";;Q;.i.desempenho do CRAY Y-MP neste tipo de ope~. Os resultados sic 
discutidO$, na~·subs~;4.4. 
O terceiro·teste'COIlsistiu na multipli~ao de urna matriz com 700 linhas e 700 colunas por outra 
mltriz com 700 linhas e um número variável de colunas. O objetivo deste teste fui avaliar a influencia do 
preenchimento dos registradores vetoríais no desempenho do produto matricial. Os resultados sao 
apresentados na subse~io 4.5. 
217 
2do. Congreso Argentino de Ciencias de la Computación 
No quarto e último teste foi realizada urna compara~o do desempenho do CRA y com vários 
tipos de esta~s SUN, quando submetidos a multipli~ de duas matrizes quadradas com 500 linhas e 
500 colunas. A subsecao 4.6 apresenta os resultados obtidos nesta análise. 
4.2 SOFTW ARES UTILIZADOS NOS TESTES 
A estrutura básica do programa utilizado para reali~ dos testes descritos nas subsC95es 4.3, 
4.4,4.5 e 4.6 é apresentado na figura 4.1. Os testes descritos nas próximas subsC90es alteram algumas 
características desse programa, o qual é especificamente para multipli~ de matri.zes quadradas de 
700 linhas e 700 colunas. No entanto, sua estrutura principal' pennanecerá inalterada, mudando-se 
apenas a ordem dos índices dos tres la~os do produto matricial (primeiro teste) e as dimensOes das 
matrizes (segundo, terceiro e quarto testes). 
Utilizou-se o compilador C disponível no sistema operacional UNICOS do CRAY ([CRAY91a]), 
o qual possibilita a vetoriza~ao automática dos programas. A compil~o de um programa fonte 
denominado mulJnat. c utilizando vetori~ automática é realizada com a seguinte linha de comando: 
ce mul mat.e -o mul mato v 
Neste caso, o arquivo executável vetorizado recebe o nome mut mato V. 
A compila~ de um programa fonte com a op~ de vetor~ao desligada é realizada com a 
seguinte linha de comando: 
ce -h veetorO mul_mat.e -o mul_mat.nv 
Neste caso, o programa executável nao vetorizado recebe o nome mutmat.nv. 
main( ) 
{ 
} 
float matl[700] [700]', mat_2[700] [700], mat_r[700] [700]; 
int i, j ,k;' 
for(i = O; i < 700; i++) 
for(j = O; j < 700; j++) 
mat_r[i1[j} = O; 
for(i = O; i < 700; i++) 
for(k = O, k < ,700; k++) 
for(j = O; j < 700; j++) 
c[i][j1 = c[i}[j] + a[i][k] * b[k](j1; 
Figura 4.1- Programa utilizado nos testes do CRAY 
A análise de desempenho dos programas executáveis gerados com o compilador C fui realizada 
com o utilitário HPM (Hardware Performance Monitor)([CRA91b]), o qual fomece urna série de 
inf~Oes relacionadas com a execu~ de um programa. Dentre as info~Oes apresentadas pelo 
HPM podem ser encontrados o tempo de execu~ e o número de operay6es de ponto-flutuante por 
segundo (Mflops). A seguinte linha de comando demonstra como utilizar o HPM para monitorar a 
execu~ do programa mutmat. v gerado pelo compilador C. 
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4.3 MUDANf;A NA ORDEM'DOS íNDICES 
Inicialmente, deve-se relernbrar que dentre urn conjunto de l~ aninhados, apenas o mais interno 
p(lde ser vetorizado. Alérn disso, as linguagenspossuem características pr6prias para o armazenamento 
de matrizes em memória, o que normalmente varia dependendo da linguagem. 
A linguagem FORTRAN armazena os elementos de uma matriz, seqüencialmenre, Co,l~ all,ós 
CClluna. Por ex.emplo, urna matriz A com 4linhas e 4 colunas possuiria a seguinte' ordem seq~enciar ll~ 
armazenamento dos elementos: ' ' " , , , 
A(l,l) 
A(2,1) 
A(3,l) 
A(4,1) 
A(1,2) 
A(2,2) 
A(3,2) 
A(4,2) 
A(1,3) 
A(2,3) 
A(3,3) 
A(4,3) 
A(1,4) 
A(2,4) 
A(3,4) 
A(4,4) 
Por outro lado, a linguagem C armazena os elementos de urna matriz, seqüencialmente, linba após 
linha, por exemplo, urna matriz A com 4 linhas e 4 colunas poss1iiria a seguinte ordeiii: seqücncial no 
8l'Inaze:oamento de seus elementos na memória. ::::, 
A(l,l) 
A(1,2) 
A(1,3) 
A(1,4) 
A(2,1) 
A(2,2) 
A(2,3) 
A(2,4) 
A(3,1) 
A(3,2) 
A(3,3) 
A(3,4) 
A(4,1) 
A(4,2) 
A(4,3) 
A(4,4) 
Torna-se importante res saltar ainda, que o CRAY Y-MP 2E/232 possui 4 s~s de memória, 2 
portas para leitura e urna porta para escrita em memória por cada CPU, podendo realizar estas 
opera~es simultaneamente. Uma CPU nao pode realizar doisacessoss,imultineos na mesma'sC9iO de 
m~:mória, o que ocasiona conflitos e atrasos na ex.ecu~ao de programas. Além disso, os elementos de 
un~ matriz ~erao dim.ibuídosseqüencialmente pelas4~.S, ou' :seja, na lin¡uagem e os elementos da 
tru~triz utilizada no ex,emplo PQSliuiriam a seguinte distribui~: 
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SEcAO o SEºAO 1 SEcAO 2 SEºAO 3 
A(l,l) A(1,2) A(1,3) A(1,4) 
A(2,1) A(2,2) A(2,3) A(2,4) 
A(3,1) A(3,2) A(3,3) A(3,4) 
A(4,1) A(4,2) A(4,2) A(4,4) 
Portanto, a mudan98- na ordem dos índices dos~s do produto ~cial, _pesar de Dio 
influenciar nos resultados finaís, pode fufluenciar diretamente .no desempenho do programa,· pois. reflete. 
nos conflitos de acesso a memória. 
Sabe-se ainda, que a leitura seqüencial dos elementos de urna matriz annazenada na memória, 
diminui substancialmente os conflitos. Portanto, durante o desenvolvimento de um programa a ser 
vetorizado, deve-se colocar no la~ mais interno, o indice que possibilitará a reali~ de urna leitura 
seqüencial na mem6ria dos elementos das matrizes. Os resultados obtidos com as mudan~ na ordem 
dos Índices no produto de duas matrizes quadradas com 700 linhas e 700 colunas é apresentado na 
tabela 4.1. 
TABELA 4.1 - PRODUTO COM MUDANCA NA ORDEM DOS INDICES 
ORDEMDO TEMPONAO MFLOPS NAO TEMPO MFLOPS 
ÍNDICES VETORIZADO VETORIZADO VETORIZADO VETORIZADO 
ilk/j 43.05 15.94 3.09 222.30 
klilj 42.95 15.97 3.09 222.29 
ilj/k 29.51 23.25 4.22 170.80 
j/i/k 29.61 23.17 4.23 170.69 
j/k/i 41.67 16.46 4.93 139.16 
klj/i 42.40 16.18 4.94 138.99 
A primeira coluna indica a ordem dos índices dos ~s do produto matricial, sendo o índice da 
esquerda o externo e o índice da direita o interno. A tabela fui organizada em ordem decrescente de 
Mflops alcan~dos com vetori~. 
Avaliando-se os resultados, nota-se que o maior desempenho foi alcan~ quando o índice j é 
colocado no l~ mais interno (l~ vetorlzado) e que o menor desempenho fui alcan~o quando coloca-
se o indice ¡ no l~o mais interno. 
Levando-se em consider~ao que os testes foram realizados com a utiliza~ao da linguagem C e 
portanto os elementos das matrizes foram armazenados seqüencialmente por linhas, a col~ do 
índice j no l~o mais interno diminuiu o número de conflitos de acesso a memória, pois os elementos 
serio indexados por coluna, possibilitando urna leitura seqüencial na memória. 
Avaliando-se os resultados, pode-se verificar que a coloca~ do indice i no l~o mais interno 
obteve o pior desempenho, ocasionado pelos conflitos de acesso a memória gerados pela inde~o por 
linha. 
Pode-se verificar ainda nos resultados do teste, a diferen~ de desempenho obtido com a utili~ 
da vetoriza~o e sem sua utili~. Analisando-se a primeira linha da tabela pode-se verificar uma 
vari~ de 15.94 Mflops para 222.30 Mflops, o que equivale a um ganho de desempenho de 
aproximadamente 14 vezes. 
Nos testes apresentados nos itens 4.4, 4.5 e 4.6, os indices foram ordenados conforme a primeira 
linha da tabela 4.1, ou seja ilklj. 
4.4 PRODUTO DE MA TRIZES QUADRADAS 
Neste teste fui realizado o produto de matrizes quadradas, variando-se o número de colunas e 
linhas, crescentemente de 100 até 700. Os resultados obtidos sao apresentados na tabela 4.2. 
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Analisando-se a quinta coluna da tabela 4.2, verifica-se que o aumento, don.'de" linbas e 
C(>lunas das matriZes quadradas a serem multiplicadas, ocasionou um aumento do ,~o obtido 
pdo programa. No entanto, nota-se que o aumento nao é linear, por exemplo, a difer~ de.' desempenho 
entre o produto das matrizes com 200 linhas e colunas e o produto da,s, matrizes de 100 linhas ecolunas 
é de 26.84 Mflops. No erttanto, a diferen~ de desempenbo entre o produto das matrizes c()m 400 linhas 
"e colunas e o produto das matrizes de 500 linhas e colunas é de 2.84 Mflops. AV,iÜiandQ-se essa 
situa:~, pode-se concluir que dois sao os principais fatores que influCnciaram no desempenho 
a:Ican~o nos produtos das matrizes quadradas. ' 
TABELA 4.2 - PRODUTO DE MATRIZES QUADRADAS 
,NUMERO DE TEMPONAO MFLOPS NAO TEMPO, MFLOPS 
COLUNASE VETORIZADO VETORIZADO VETORIZADO VETORIZADO 
LINHAS 
100 0.13 15.02 0.01 162.41 
200 1.05 15.22 0.08 189.25 
300 3.53 15.28 0.26 204.18 
400 8.36 15.31 0.62 207.02 
500 15.47 16.16 1.16 215.21 
600 26.95 16.03 1.99 216.72 
700 43.05 15.94 3.09 222.30 
o primeiro é o número de itera~ do l~ mais interno, ou seja, quanto maior o número de 
colunas da segunda matriz, maior será o desempenbo obtido no produto, pois a instru~ vetarial 
processará vetores maiores. O segundo fator a ser considerado é o preenchimento do registrador vetoria:I, 
levando-se em considera~ o número de elementos da oper~ vetoria:I (la90 maisinterno). Os 
registradores . vetoriais do CRA y podem armazenar 64 elementos, portanto quanto maior o 
pr,=tchimento obtido pela última carga da oper~ vetoria:l, maior o desempenbo do programa. Por 
exemplo, na multiplica~ de matrizes quadradas de 700 linhas e colunas, a opera~ vetorial obtida no. 
la~¡o maisinterno preencherá, completamente o registrador vetoria:l do CRA y 10 vezes. 'No entanto, 
rentaram 60 elementos a serem processados, ocasionando o preenchimento parcial do registrador 
vetoria:I, com 4 elementos a menos de sua capacidade. 
Por outro lado, o produto de matrizes com 400 linhas e colunas, ocasionará o preenchimentO 
completo do registrador vetorial 6 vezes, sendo necessária mais urna carga do registrador com apenas 16' 
eltmentos, o que ocasiona perda de desempenho. Os dois fatores, combinados ocasionam a falta de 
lil1,earidade no aumento do desempenho apresentado na tabela 4.2. 
4.~5 PREENCHIMENTO DOS REGISTRADORES VETORIAIS 
Oterceiro teste avalia a influencia do preenchimento dos registradores vetoriais nodesempenho do 
prtJduto matricial. Foi realizado o produto de urna matriz quadrada com 7001inhas e 700 colunas por 
outra matriz com 700 linhas e um número variável de colunas.O número decolunas da segUnda matriz 
,reHete diJ:et;amente, no preenchimento do registrador vetoria:l, poís o indice do la90 mais interno 
(vcm>rizado) é,utilizado para indexar na memória as colunas da segunda matriz. A tabela 4.3 apresenta. 
os resultados obtidos neste teste. 
A primeira coluna da tabela 4.3 apresenta o núme10 de colunas da segunda matriz do produto 
llUltricial .. Foramutilizados va:Iores entre 1 e 700, ondena faixa entre 1 e 200 utilizou-se valores 
cn~centes com urna ~,de 20 e entre 200 e 700 utilizou-se Uina varia~ de 100. Nos valores entie 
1 c~' 200 foram detalhados os pontos onde ocorre o preenchimento completo do registrador vetarial, ou 
seja, valores múltiplos de 64 (64, 128 e 192),onde analisou-se ainda, o va:Ior imediatamente posterior 
(65, 129 e 193), o qua! ocasiona urna carga do registrador vetoria:l para apenas um elemento. 
221 
2do. Congreso Argentino de Ciencias de la Computación 
Analisando-se os resultados apresentados na tabela 4.3, pode-se verificar que na ~edida que 
aumenta-se o número de colunas da segunda matriz, aumenta o desempenho do produto matricial. Nota-
se que o desempenho aumenta continuamente até ocorrer um valor múltiplo de 64, onde ocorre urna 
queda de desempenho no valor imediatamente posterior. Por exemplo, quando o nUmero de colunas da 
segunda matriz alcan~u 64, obteve-se 150.36 Mflops, ocorrendo urna queda de désempenho (135.09 
Mflops) no valor imediatamente posterior (65). Esta queda é ocasionada pela necessidade de mais urna 
carga do registrador vetorial para apenas um elemento. Após a queda ocasionada por este evento, o 
desempenho cresce novamente, obtendo-se inclusive, valores acima dos índices já alcan~s. A queda 
de desempenho ocorrerá sempre no valor imediatamente consecutivo aos múltiplos de 64. 
TABELA 4.3 - PREENCIDMENTO DOS REGISTRADORES VETORIAIS 
NÚMERO DE TEMPONAO MFLOPS NAO TEMPO MFLOPS 
COLUNASDA VETORIZADO VETORIZADO VETORIZADO VETORIZADO 
SEGUNDA MATRIZ 
1 0.30 3.32 0.30 3.32 
20 1.70 11.54 0.27 73.86 
40 3;28 11.97 0.33 117.87 
60 4.85 12.12 0.41 144.80 
64 5.58 11.24 0.42 150.36 
-65 4.11 15.52 0.47 135.09 
80 6.53 12.00 0.56 140.05 
100 6.50 15.09 0.60 164.46 
120 8.10 14.52 0.65 181.46 
128 9.39 13.35 0.66 190.29 
129 7.92 15.97 0.74 171.42 
140 9.70 14.15 0.78 176.16 
160 11.30 13.88 0.84 186.42 
180 11.26 15.67 0.90 195.34 
192 13.21 14.25 0.93 203.14 
193 11.73 16.12 1.02 185.47 
200 12.86 15.24 1.03 191.19 
300 19.20 15.31 1.44 204.29 ' 
400 25.55 15.34 1.88 209.07 
500 30.28 16.18 2.30 213.17 
600 36.62 16.06 2.70 217.90 
700 43.05 15.94 3.09 222.30 
A figura 4.2 apresenta um gráfico onde pode-se verificar a curva que descreve o desempenho do 
produto matricial na faixa de O até 200. Analisando-se o gráfico, constata-se as quedas de desempenho 
ocasionadas pelo preenchimento parcial do registrador vetorial. 
Analisando-se a tabela 4.3, pode-se verificar ainda, que o desempenho global do produto matricial 
cresce continuamente, apesar das quedas ocasionadas pelo preenchimento parcial dos registradores 
vetariais. Inicialmente, o desempenho cresce· bruscamente, tendendo a estabilizar na medida que 
aumenta-se o número de colunas da segunda matriz. 
A figura 4.3 apresenta um gráfico onde constata-se o crescimento continuo do desempenho do 
produto matricial entre os valores de O a 700. Neste gráfico, destaca-se o rápido crescimento inicial do 
desempenho até aproximadamente 1 00 ite~s e a tendencia a estabi~ próximo aos 222 Mflops. 
Segundo [HW A85], quanto maiar o vetar submetido ao pipeline (número de colunas da segunda matriz), 
menos representativo será o overhead na reaJjza~ da ope~. 
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4.1) COMPARA~ÁOENTRE o CRAY E ESTA~()ES SUN 
No quarto e último teste rea1izou-se urna compara9io entre o desempenho aIcan98do com o . 
CRAY Y-MP e o desempenho a1can~o com vários tipos de es~es SUN. Nesta anális'e fui realizado: 
o produto entre matrizes quadradas de 500 linhas e 500 colunas em diversas esta~Oes SUN, ~tilizando-se . 
o programa apresentado na figura 4.4. 
O programa mede o tempo necessário para realizar o produto matricial nas ~6es SUN e fui 
executado nos seguintes equipamentos: SUN 4/75, SUN 4/65, SUN 4/40 e SUN 4/20. A .tabela 4.5 
apresenta os resultados deste teste. 
A primen coluna da tabela 4.5 mostra os equipamentos utilizados Da análise, a segunda coluna 
apresenta os·tempos obtidos no produto matricial (matrizes quadradas de 500 linhas e 500 colUDaS')'c'a 
telooira coluna a propor9io em'rel~() ao CRAY.' 
Analisando-se os resultados na ,tabela 4.5 pode-se verificar urna significativa difcten~ 'de 
desempenho entre o CRAY e as ~ SUN. No entanto, deve-se ressaltar que o programa utilizado 
no testeé adequado avetorizayio, 6 que possibilita ao CRAY alcan~ alto desempenho aproveitarldo'as 
ca;racteristicas especiais de sua arquitetura. Os valores apresentados Da tabela 4.5 representaIii' lÜI1 
prc)blema especifico, Dio podehdo-se generalizar os resultados obtidos para todas as apliC89é5es~ 
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#include <sys/time.h> 
maine ) 
{ 
} 
struct timeval tv; 
struct timezone tz; 
double ti, tf, tri 
float tmp, 
a[500] [500], 
b[500][500], 
register int 
e [ 500] [ 500 ] ; 
i, j, k; 
gettimeofday(&tv,&tz); 
tmp = tv.tv_usec; 
ti = tv.tv_sec + (tmp / 1000000); 
for(i = O;i < 500;i++) 
for(j = O;j < 500;j++) 
{ 
c[i][j] = O; 
for(k = O;k < 500¡k++) 
c[i][j] = c[i][j] + a[i][k] * b[k][j]; 
} 
gettimeofday(&tv,&tz); 
tmp = tv.tv_usec; 
tf = tv.tv_sec + (tmp / 1000000); 
tr = tr - ti; 
printf("Tempo em segundos: %f\n",tr); 
Figura 4.4 - Programa utilizado nos testes das esta~oes SUN 
TABELA 4.5 - COMPARAC;, O ENTRE O CRA Y E ESTAC~ ES SUN Á o 
EQUIP AMENTO TEMPO(S) PROPORCAO 
CRAYY-MP 1.16 1 
SUN 4/75 271.81 234.32 
SUN 4/65 476.94 411.16 
SUN.4/40 485.83 418.84 
SUN 4/20 656.70 566.12 
5 CONCLUSÁO 
. Nos últimos anos os supercomputadores v&n assumindo urna posi~io de destaque junto a 
comunidade academica e empresarial. Atualmente, o alto poder computacional disponibilizado através 
de suas características especiais de hardware e software é vital para diversas áreas de pesquisa e de 
grande importancia para o desenvolvimento de diversos produtos. 
Este trabalho discute várias características dos supercomputadores CRAY, as quais podem ser 
utilizadas para aperfei9Qamento dos programas, visando a obten~io do máximo desempenho. Os 
resultados obtidos nos testes demonstram que determinadas características organizacionais do programa 
influenciam de forma significativa no seu desempenho. Os principais fatores que influenciaram nos 
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n:sultados foram: conflitos de memória, número de iteril90es do la~ mais interno (t8ft1aIili.o _40. vetor) e o 
pteenchUnentndos registtadoresvetoriáis. d ,;;" 't-~¡; "¿J~ ~h"<¡ 
Durante os testes alcan~u-se o indice máximo de 222,,30 Mflops, o que apesar de representar um 
bom desempenho, manteve-sc ainda distante do valor nominal de 330 Mflops de um processador do 
CRA y y -MP. Deve-se ressaltar ainda, que a maioria dos resultados obtidos durante os testes conferem 
com os resultados apresentados na bibliografia sobre processamento paralelo e nos manuais da CRA y 
Research lne. " ,! 
Finalmente, toma-se importante salientar que os resultados apresentados neste trabalho 
representam o comportamento dos equipamentos quando submetidos a'um problema específico, ou seja, 
o produto matricial. Os resultados Dio podem ser generalizados para: todos' as apli~s e devem ser 
considerados dentro do universo proposto pelo trábalho. 
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