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$\ldots$ ( $\sigma$- \mu ) f(x, $\theta$ )
. , $\theta\in(\subset \mathrm{R}^{1})$ . \theta – T $=\{T_{n}(X_{1}, \ldots, x_{n})\}$ \epsilon $>0$ ,
$\alpha_{n}(T, \theta, \epsilon):=P_{\theta}\{|\dot{\tau}_{n}-\theta|>\epsilon\}$
, $narrow\infty$ O ,
$\alpha_{n}(\tau, \theta, \epsilon)=\exp\{-n\beta(T, \theta, \epsilon)+o(1)\}$ $(narrow\infty)$
. , $\beta(T, \theta, \epsilon)$ exponential rate . , $\alpha_{n}(\tau, \theta, \epsilon)$
, $\beta(T, \theta, \epsilon)$ .
Bahadur $([\mathrm{B}\mathrm{a}71])$ , T $=\{T_{n}(X_{1}, \ldots, x_{n})\}$
exponential rate . , $\mathrm{F}\mathrm{u}([\mathrm{F}73])$ , $\theta$ $-$
T $=\{T_{n}(X_{1}, \ldots, x_{n})\}$ \epsilon $>0$
$\beta(T, \theta, \epsilon)\leq\beta(\theta, \epsilon)$
. , $\beta(\theta, \epsilon)$ Bahadur bound ,
$\beta(\theta, \epsilon):=\inf\theta’\{K(\theta’, \theta) : |\theta’-\theta|>\epsilon\}$
, $K(\theta’, \theta)$ Kullback-Leibler
$K( \theta’, \theta):=\int\{\log\frac{f(x,\theta’)}{f(x,\theta)}\}f(x, \theta’)d\mu$
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. , , ,
, ( $[\mathrm{B}\mathrm{a}60,67]$ , [F75]).
, , ,
Berk and Brown ([BeBr78]) . (Bahadur
slope ) , $\mathrm{c}$ . , ,
$([\mathrm{M}95])$ , exponential class , ,
.
, ,
, Bahadur, Zabell and Gupta $([\mathrm{B}\mathrm{a}\mathrm{Z}\mathrm{G}80])$ ,
. , Berk $([\mathrm{B}\mathrm{e}76])$ .
2.
$\mathrm{X}_{(n)}=(X_{1}, X_{2}, . . " X_{n})$ ( $\sigma-$ \mu ) fn(x, $\theta$ )
$(n\geq 1)$ . , $\theta\in(\subset \mathrm{R}^{1})$ . {N , , k $=1,2,$ $\ldots$
$\{N_{k}\leq n\}\in\sigma(\mathrm{x}_{(n)})$ ( $\mathrm{X}_{(n\rangle}$ $\sigma$-algebra) $(n\geq 1)$
. , \theta \in , $k=1$ ,2, . . . E\theta (Nk) $<\infty$ .
$N_{k}$ N .
$-\infty.-\leq t\leq_{1}\infty.’.\theta.’.\theta_{:}^{;}\in,$. $k=1.’ 2,$ $\ldots$
$C_{k,\theta,\theta}’(t):=\{x$ : $\frac{1}{E_{\theta}(N)}\log\frac{f^{N}(x,\theta\prime)}{f^{N}(X,\theta)}\leq t\}$
, A $\in\sigma(\mathrm{X}_{(N)})$ ( , $k=1,2,$ $\ldots$
$\sigma(\mathrm{x}_{(N)}):=\{A : A\cap\{N\leq n\}\in\sigma(\mathrm{X}_{(n)}.), n=1,\mathit{2}, \ldots\}$
. $([\mathrm{N}78])$ )
$P_{\theta}^{k}(A)$ $:= \int_{A}f^{N}(x, \theta)d\mu$ ,
$\tilde{K}(\theta’, \theta):=\inf\{t$ : $\lim_{karrow\infty}P_{\theta}^{k},\{C_{k},\theta,\theta’(t)\}=1\}$
2
. , $f^{N}(x, \theta)$ N , ,





. $E_{\theta}(N)arrow\infty(karrow\infty)$ , $t<0$
$\lim_{karrow\infty}P_{\theta}k,\{C_{k},\theta,\theta’(t)\}=0$




$\varliminf_{karrow\infty}\frac{1}{E_{\theta}(N)}\log\int_{A_{k}}f^{N}(X, \theta)d\mu\geq-\tilde{K}(\theta’, \theta)$ (2)
.
. $\tilde{K}(\theta’, \theta)$ =\infty o , (2) , $0\leq\tilde{K}(\theta’, \theta)<\infty$ . $t>\tilde{K}(\theta’, \theta)$
, $B_{k,\theta,\theta’}(t)=c_{k,\theta,\theta}’(t)^{c}$ ( $B_{k,\theta,\theta’}(t)$ )
$\lim_{karrow\infty}P_{\theta}^{k},$ $\{Bk,\theta,\theta’(t)\}=\lim_{karrow\infty}[1-P_{\theta}k, \{C_{k,\theta,\theta}’(t)\}]$
$=1- \lim_{\infty karrow}P\theta k,$ $\{C_{k},\theta,\theta^{\prime(t})\}$
$=1-1=0$ $(t>\tilde{K}(\theta’, \theta)\text{ })$
3
$P_{\theta}^{k}(A_{k})\geq P_{\theta}^{k}\{A_{k}\cap C_{k,\theta,\theta’}(t)\}$




$(P_{\theta}^{k},(A_{k}\cap C_{k,\theta,\theta’}(t))+P_{\theta}^{k},(B_{k,\theta},\theta’(t))\geq P_{\theta}^{k},(A_{k}\cap C_{k,\theta,\theta’}(t))$
$+P_{\theta}^{k},$ $(A_{k}\cap B_{k,\theta,\theta’}(t))=P_{\theta}^{k},$ $(A_{k})\text{ }P^{k}\theta’(B_{k,\theta,\theta’}(t))$ )
. , {1/E\theta (N)} , $karrow\infty$ . ,
$\lim$ $P_{\theta}^{k},$ $(A_{k})>0$ , $\lim_{karrow\infty}P_{\theta}^{k},$ $\{B_{k,\theta},\theta’(t)\}=0$
$karrow\infty$
$\varliminf_{karrow\infty}\frac{1}{E_{\theta}(N)}\log\{P_{\theta}^{k},(Ak)-P_{\theta}k,\{Bk,\theta,\theta’(t)\}\}=0$
( , $\varliminf_{karrow\infty}P_{\theta}k,$ $(A_{k})=a(>0)$
$-\infty<\log a=\varliminf_{karrow\infty}\log P_{\theta(A)}^{k},k\leq\log 1$ $=0$
, {l/E\theta (N)} , $karrow\infty$ ) .
$\lim_{karrow\infty}\frac{1}{E_{\theta}(N)}\log P_{\theta(A)}^{k}k\geq-t$
. $t$ t $>\tilde{K}(\theta’, \theta)$ , infimum (2) .
( )
1. $X_{1},$ $X_{2},$ $\ldots$ ( $\sigma$- \mu ) f(x, $\theta$ )
. , $\theta\in(\subset \mathrm{R}^{1})$ . $\{N_{k}\}$ ,
$N_{k}\equiv k$ with probability 1 $(k=1,2, \ldots)$
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$=\{x$ : $\frac{1}{E_{\theta}(N)}\sum_{j=1}^{N}\log\frac{f(_{X_{j},\theta’})}{f(x_{j},\theta)}\leq t\}$
.:
$=\{x$ : $\frac{1}{k}\sum_{j=1}^{k}\log\frac{f(x_{j},\theta’)}{f(x_{j},\theta)}\leq t\}$ .





1 $(t\geq K(\theta’, \theta)\sigma)\succeq \mathrm{g})$ ,
$0$ $(\ll^{- \text{ }}\mathrm{t}\mathfrak{j}|;)$
, $\tilde{K}(\theta’, \theta)$ Kullback-Leibler – ,
$\tilde{K}(\theta’, \theta)=K(\theta^{;}, \theta)$ (3)
. , $P_{\theta}- \lim_{k}arrow\infty Nk/k=c(>0)$ lim$karrow\infty^{E_{\theta}()/k-}N_{k}-c$
$\{N_{k}\}$ . , X, f(x, $\theta’$ )
$\frac{1}{k}\sum_{j=1}^{k}\log\frac{f(x_{j},\theta’)}{f(X_{j},\theta)}\mathrm{a}.arrow E_{\theta}\prime \mathrm{S}.\{\log\frac{f(X_{1},\theta\prime)}{f(X_{j},\theta)}\}$ $(karrow\infty)$






, N $\equiv k$ (3) .
, $C_{k,\theta,\theta’}(t)$
$\tilde{C}_{k,\theta,\theta}’(t):=\{x$ : $\frac{1}{N}\log\frac{f^{N}(x,\theta\prime)}{f^{N}(x,\theta)}\leq t\}$
. , $P_{\theta}- \lim_{karrow\infty}Nk=\infty$ {N ,
1 $\mathrm{R}_{1}N_{k}--jf(X, \theta’)P$. $7\nearrow/\angle 1’\angle 1\backslash$ $/|_{\wedge}$ $\mathrm{c}\sim"\backslash$
$\overline{N_{k_{j=1}}}\perp\sum\log\frac{/\backslash z\mathrm{x}J1\text{ }J}{f(X_{j}’,\theta)}parrow K(\theta’, \theta)$
$(karrow\infty)$
, (3) .
, $X_{1}$ , X2, . . . – ( f(x, $\theta$), $\theta\in$ ) .
\theta g(\theta ) – T $=\{\tau_{n}(\mathrm{x}_{(n)})\}$ $\{N_{k}\}$ ,
$a_{k}(\epsilon, \theta)$ $:= \int_{\{|\tau_{N}-}g(\theta)|\geq\epsilon\}Xf^{N}(, \theta)d\mu$ ,
$\triangle(\epsilon, \theta)$ $:=\{\theta’\in : |g(\theta^{J})-g(\theta)|>\epsilon\}$ ,
$b(\epsilon, \theta)$ $:=\{$
$\inf\{\overline{K}(\theta’, \theta) : \theta’\in\triangle(\epsilon, \theta)\}$ $(\Delta(\epsilon, \theta)\neq\emptyset \text{ })$ ,
$\infty$ ( )
. .
2. $\{N_{k}\}$ , $P_{\theta}- \lim_{karrow\infty}N_{k}=\infty(\theta\in)$ , $T=\{\tau_{n}..(\mathrm{x}_{(n)})\}$ \theta
g(\theta ) .
$\varliminf_{karrow\infty}\frac{1}{E_{\theta}(N)}\log ak(\epsilon, \theta)\geq-b(\epsilon, \theta)$ (4)
.
. $\theta,$ $\epsilon$ . $b(\epsilon, \theta)$ =\infty o , (4) , $b(\epsilon, \theta)<\infty$ .
$\Delta(\epsilon, \theta)\neq\emptyset$ . $\theta’\in\Delta(\epsilon, \theta)$ . X, f(x, $\theta’$ ) ,
$T_{n}$ T7n $\mathrm{a}\mathrm{s}’arrow g(\theta)$ . , $P_{\theta’}\theta’-\mathrm{l}\mathrm{i}\mathrm{m}karrow\infty^{N_{k}=}\infty(karrow\infty)$ ,











. \theta ’ $\theta’\in\triangle(\epsilon, \theta)$ , Sup . ( )
. T $=\{T_{n}(\mathrm{X}_{(})n)\}$ g(\theta ) , T
, Wald([W49]) .
(i) Rl .
(ii) X, P\theta f(x, $\theta$) A $:=\{x : f(x, \theta)>0\}$ \theta .
(iii) $P_{\theta}$ .
2. $X_{1},$ $X_{2},$ $\ldots$ $(0, \theta)$ $-$ . ,
$\theta\in=(0, \infty)$ . $g(\theta)$ =\theta . $N\text{ }\equiv k(k=1,2, \ldots)$ {N
.
$\tilde{K}(\theta’,$ $\theta)=K(\theta’,$ $\theta)=\{$
$\int_{0}^{\theta’}\theta’f(X,$ $\theta’)\log\frac{f(x,\theta’)}{f(x,\theta)}dX=\log\frac{\theta}{\theta’}$ $(\theta’\leq\theta \text{ }k\text{ })$ ,
$\infty$ $(\text{ })$ ,
$\Delta(\epsilon, \theta)=\{\theta’\in(0, \infty) : |\theta’-\theta|>\epsilon\}$ ,






$a_{k}( \epsilon, \theta):=\int_{\{1|\geq 6\}}T_{k}-\theta)f^{k}(x,$
$\theta dX$
, $T_{k}:= \max_{1\leq i\leq ki}X=x_{()}k$ (\theta ). $T_{k}$
$P_{\theta} \{T_{k}\leq t\}=P\theta(_{1\leq}\max_{i\leq k}X_{i}\leq t)$
$=P_{\theta}$ ($X_{1}$ \leq t . . . Xk $\leq t$ )
$= \{P_{\theta}(X_{1}\leq t)\}^{k}=(\frac{t}{\theta})^{k}$ (O\leq t\leq \theta )
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( $p \tau_{k}(t)=k(\frac{t}{\theta})^{k-1}\frac{1}{\theta}$ ). \epsilon <\theta
$a_{k}( \epsilon, \theta)=\int_{0}^{\theta-\epsilon}pT_{k}(t)dt=\frac{k}{\theta^{k}}\int_{0}^{\theta-\epsilon}t^{k1}-dt=(\frac{\theta-\epsilon}{\theta})^{k}$
$\frac{1}{E_{\theta}(N)}\log a_{k}(\epsilon, \theta)=\log\frac{\theta-\epsilon}{\theta}=-b(\epsilon, \theta)$
. - , \epsilon \geq \theta
$a_{k}( \epsilon, \theta)=\int_{\{|\tau_{k}-\theta|\geq\}}\epsilon dfk(x, \theta)X=0$
, $\log 0=-\infty$
$\frac{1}{E_{\theta}(N)}\log a_{k(\epsilon},$ $\theta)=-b(\epsilon, \theta)$
.
. 2 , (Wald$([\mathrm{W}49])$ )
, $T_{k}$ . , .
“$X_{n}arrow X\mathrm{a}.\mathrm{s}.(narrow\infty)$
$\Leftrightarrow P(|x_{k}-X|>\epsilon,k\forall\geq n)arrow 0(narrow\infty)$ ” ( $([\mathrm{N}78])$ , p.71 ).
,
$P_{\theta}(|T_{k}-\theta|>\epsilon, \forall_{k}\geq n)=P_{\theta}(\theta-T_{k}>\epsilon, \forall_{k}\geq n)$
$=P_{\theta}(\theta-\epsilon>T_{k},$ $\forall_{k\geq n)}$
$=P_{\theta}$ ($\theta-\epsilon>X_{(n)}$ $\theta-\epsilon>X_{n+1}$ $\theta-\epsilon>X_{n+1}$ . $,$ $.$ )
$=( \frac{\theta-\epsilon}{\theta})^{n}\cross\frac{\theta-\epsilon}{\theta}\cross\frac{\theta-\epsilon}{\theta}\cross\cdots$ . $\cdot$ .
$arrow 0$ $(narrow\infty)$
. , $T_{k}arrow\theta \mathrm{a}\mathrm{s}(karrow\infty)$ .
$\text{ }\mathrm{R}1\text{ }$ , P\theta A $=\{x : f(x, \theta) >0\}$ \theta , $(\partial/\partial\theta)f(x$ , \theta $)$
. , \theta \in I(\theta ) $:=E_{\theta}[ \{\frac{\partial}{\partial\theta}\log f(X1, \theta)\}^{2}]$ Fisher
.
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, $\theta$ 2 ,
$\int\{\frac{\partial}{\partial\theta}\log f(x, \theta)\}f(X, \theta)d\mu=\int\frac{\partial}{\partial\theta}f(x, \theta)d\mu=\frac{\partial}{\partial\theta}\int f(x, \theta)d\mu=0$
$(E_{\theta} \{\frac{\partial}{\partial\theta}\log f(X, \theta)\}=0)$
$\int\{(\frac{\partial^{2}}{\partial\theta^{2}}\log f(x, \theta))+(\frac{\partial}{\partial\theta}\log f(X, \theta))2\}f(_{X,\theta})d\mu$
$= \int\frac{\partial^{2}}{\partial\theta^{2}}f(x, \theta)d\mu=(E_{\theta[])}\{\frac{\partial}{\partial\theta}\frac{\partial^{2}}{\partial\theta^{2}}\int f(_{X},\theta)d\}^{2}\log f(X,\theta)\mu=0=-E\theta\{\frac{\partial^{2}}{\partial\theta^{2}}\log f(X, \theta)\}$
. Taylor
$\log f(x, \theta+\epsilon)=\log f(_{X}, \theta)+\epsilon\frac{\partial}{\partial\theta}\log f(X, \theta)+\frac{\epsilon^{2}}{2}\frac{\partial^{2}}{\partial\theta^{2}}\log f(_{X,\theta)+}o(\epsilon)3$,
$f(x, \theta+\epsilon)=f(x, \theta)+\epsilon\frac{\partial}{\partial\theta}f(x, \theta)+o(\epsilon)2$
9
,$K( \theta+\epsilon, \theta)=\int f(x, \theta+\epsilon)\log\frac{f(x,\theta+\epsilon)}{f(x,\theta)}d\mu$
$= \int f(x, \theta+\epsilon)\{\log f(x, \theta+\epsilon)-\log f(x, \theta)\}d\mu$
$= \int\{f(x, \theta)+\epsilon\frac{\partial}{\partial\theta}f(_{X,\theta)}+^{o(}\epsilon^{2})\}$
. $\cdot$
$= \epsilon^{2}.\int\{\log f(_{X},\theta\{\frac{\frac{\partial}{\partial\theta}f(X,\theta)}{f(x,\theta)})+\epsilon\frac{\partial}{2\partial\theta,f}\}(X, \theta)d\mu+\frac{\epsilon^{2}}{\mathit{2}}\frac{\partial^{2}}{\partial\theta^{2}}\log f(x,\theta)\}f(x, \theta)d\log f(x, \theta)+\frac{\epsilon^{2}}{\int \mathit{2}}\frac{\partial^{2}}{\partial\theta^{2},\{}\log f(x\theta)+O(\epsilon^{3})\}d\mu\mu$
:
$= \epsilon^{2}\int\{\frac{\partial}{\partial\theta}\log f(X, \theta)\}2\mu f(X, \theta)d+\frac{\epsilon^{2}}{\mathit{2}}\int\{\frac{\partial^{2}}{\partial\theta^{2}}\log f(_{X}, \theta)\}$
.
$f(X, \theta)d\mu$
$= \frac{\epsilon^{2}}{\mathit{2}}\int\{\frac{\partial}{\partial\theta}\log f(X, \theta)\}2f(X, \theta)d\mu$
$= \frac{\epsilon^{2}}{\mathit{2}}I(\theta)$
. (
[Ba60] ). , . ( )
, 2 3 .
4. $\{N_{k}\}$ , $P_{\theta}- \lim_{karrow\infty}N_{k}/k=c(>0)(\theta\in)$ limk\rightarrow \infty $E_{\theta}(N_{k})/k=c$
, $T=\{T_{n}(\mathrm{X}_{(n)})\}$ \theta g(\theta ) . 3
,
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