A localized waveform inversion technique based on hybrid modelling was developed to investigate shear wave velocity structure of the lowermost mantle. Utilizing ray theory and the Kirchhoff integral, the source wavefield from hypocentre and the receiver wavefield recorded at Earth's surface was extrapolated to the subsurface near the core-mantle boundary (CMB). Ray theory solutions are interfaced with the finite difference displacements computed in a local heterogeneous region near the CMB. The velocity structure is updated iteratively by zero-lag cross-correlation of the forward and backward wavefields in region where the finite-difference displacements were computed. As the finite difference method is applied in a small region only, the hybrid method takes much less computer memory when it is implemented to invert localized structures. We applied this method to the broadband waveform data recorded by RISTRA array from a deep south American earthquake. The resulting depth and velocity contrast across the D discontinuity agree reasonably well with previous observations, suggesting that the hybrid waveform inversion is a feasible and an effective technique for imaging the heterogeneous D region.
I N T RO D U C T I O N
The lowermost several hundred kilometres of the Earth's mantle (the D layer) above the core-mantle boundary (CMB) is known to be very heterogeneous in terms of seismic structure. D heterogeneities cover a wide range of scales that vary from a few kilometres to a few thousands of kilometres laterally and tenths to tens of per cent in intensity (e.g. Garnero et al. 1993; Mori & Helmberger 1995; Revenaugh & Meyer 1997; Vidale & Hedlin 1998; Wen & Helmberger 1998; Ishii & Tromp 1999; Niu & Wen 2001; Wen et al. 2001; Grand 2002; Sun et al. 2006; van der Hilst et al. 2007) . In some regions, the layer is upper-bounded by a sharp discontinuity (the D discontinuity, Lay & Helmberger 1983) , which is characterized by a large increase in S-wave velocity but not in P-wave velocity (e.g. . It also appears that the depth and velocity contrast of the D discontinuity change rapidly and drastically with locations. In addition to these large variations in the D discontinuity structure, many other seismic inhomogeneities, such as strong small-scale scatterers and ultralow-velocity zones, are also revealed by numerous seismic studies (e.g. Garnero et al. 1993; Vidale & Hedlin 1998; Wen & Helmberger 1998; Niu & Wen 2001; Miller & Niu 2008) . Determining the geometry and amplitude of these complicated seismic structures thus becomes very challenging, although it is crucial in constraining the origin of these anomalies and important in understanding the Earth's deep dynamics.
A number of seismic techniques has been developed and employed to study seismic structures of the D layer. For example, precursors to the compressional waves that traverse through the Earth's core at the distance range of 130
• -143
• have been frequently studied to image small-scale heterogeneities or scatterers in the lowermost mantle (e.g. Vidale & Hedlin 1998; Niu & Wen 2001; Miller & Niu 2008) . Forward modelling of the waveform triplication observed between 70
• and 85
• is a classic approach and has been very successful in mapping the D discontinuity (e.g. Kendall & Nangini 1996 ; also see Wysession et al. 1998 , for a review). Most early studies employed modelling techniques developed for 1-D structure, which sometime are not suitable if the D region has large 3-D anomalies. It is unclear how 3-D structures could affect those localized 1-D models.
The staggered grid finite-difference (FD) method (Virieux 1984; Levander 1988 ) is one of the most useful numerical methods to simulate wave propagation in heterogeneous media. Direct application of the FD method to teleseismic modelling at large distances is, however, always hindered by the intrinsic numerical dispersion in the method as well as the massive computational costs. Wen (2002) proposed a hybrid 2-D method that combines analytic and numerical solutions of the wave equation for computing synthetic seismograms at large distances. The numerical approach is applied only to a targeted localized region with large lateral heterogeneities. More recently, with enhanced computer powers Thorne et al. (2007) implemented a 2.5-D FD method to a 2-D model extending from Earth's surface to the CMB and used it to investigate the D region beneath the Cocos plate. In general, forward modelling is mostly used and best suitable for small data sets of good quality due to the large amount of manual labour involved in iterating models.
Recent developments in passive seismic observations make it possible to apply imaging techniques developed for petroleum exploration, such as waveform stacking, migration and inversion to investigate deep mantle structures. Thomas et al. (2004) applied a 1-D diffraction migration technique to the array data recorded in California from deep earthquakes occurring in South America to map the lateral variations of the D discontinuity beneath Central America. Hutko et al. (2006) applied a Kirchhoff migration to a data set with similar ray geometry of Thomas et al. (2004) . Both studies suggest the D discontinuity beneath the Cocos Plate has a 100-km vertical step occurring of a lateral transition of less than 100 km. Wang et al. (2006) inverted the ScS wavefield using a generalized Radon transform scheme (GRT, Beylkin & Burridge 1990 ). The inverted 3-D volume revealed a very complicated picture of the lowermost mantle beneath the Americas, filled with reflectors at various depth levels.
The issue of seismic inversion/imaging can be generalized to find the velocity perturbation field that provides the best explanation for seismic data. Theoretically, migration is the first iteration in the inversion process, not the exact solution of the perturbation field. Waveform inversion, however, seeks to find the true perturbation field by directly solving the partial differential wave equations. When the wavefield is densely sampled, waveform inversion has been proven to be able to image subwavelength scale structure (Pratt et al. 1998 ). Here we describe a localized 2-D waveform inversion scheme designed for imaging the D layer with a reflection source-receiver geometry. We used a hybrid method similar to Wen (2002) for computing synthetic seismogram. The inversion is implemented with virtual sources and receivers located around a 2-D box centred at the ScS reflection points on the CMB (Fig. 1) . Our main goal is to investigate the feasibility of the method in imaging reflectors and scatterers with various length scales with synthetic data. A calibration study with the SH waveform data recorded by a large-scale linear array yield velocity structure consistent with previous interpretations.
H Y B R I D F O RWA R D M O D E L L I N G
The concept of using hybrid method to compute synthetic seismograms at teleseismic distances is well described in Wen (2002) . As our main effort is the implementation of waveform inversion, we only briefly review the method here. As shown in Fig. 1 , the SH wavefield is computed differently along its propagation path. Inside the 2-D box where strong heterogeneities exist we calculated the wavefield numerically with a FD method, whereas outside the box we used ray theory to approximate the SH wave propagation. We employed the velocity-stress staggered-grid scheme (Virieux 1984; Levander 1988 ) and used FD operator, which is fourth-order in space and second-order in time. Interfacing the finite difference scheme with the ray solution is analogous to the source insertion method described in Alterman & Karal (1968) . The source wave field is added along the top and left boundary of the FD region (Fig. 1) . The FD calculation in this source region (hereafter region S) is slightly different from the rest (hereafter FD region). In the FD region, the full wave field is calculated with continuously updated sources from the S region. Only the reflection field from the underlying heterogeneous FD region is computed for the S region. Around the grid periphery, we used the perfectly matched layer (PML) method (Berenger 1994) as an absorbing boundary condition to eliminate artificial reflections from the two sides of the box.
It is well known that one can use the Kirchhoff integral to compute the wavefield from one depth level to another depth level. Thus once the wavefield at the top of the FD box is computed, we used the following Rayleigh II integral (Berkhout & Wapenaar 1988) in the extrapolating the wavefield to the surface
Here U s is the velocity/displacement field output from the FD calculation and G is the Green's function calculated based on ray theory. The integration is along a straight line along the top of the FD box. Similarly, we can back project the velocity/displacement field recorded at surface to any position in the subsurface using the same integral (Wapenaar et al. 1989 )
Here G * is the complex conjugate of the Green's function, G, which is a time reversal operator. U A and U S are the surface and subsurface velocity/displacement fields, respectively. With this forward and backward propagation, the waveform inversion can be simplified to waveform tomography for a reflection geometry with an appropriately curved wavefront from the earthquake which is input as a source to a region at the CMB defined on rectangular grids.
The hybrid forward modelling developed here was first benchmarked with reflectivity synthetics (Kennett 1988) . The model used in the calculation is a modification of the iasp91 model (Kennett & Engdahl 1991 ) in which we have introduced a sharp D discontinuity and a faster-than-normal D layer based on the model of Sun et al. (2006) (Fig. 2a Stead & Helmberger (1988)
to compute the point source response. Here R and x are the total and horizontal distances, respectively.
L O C A L I Z E D WAV E F O R M I N V E R S I O N
In this section, we formulate the adjoint solution of the non-linear seismic waveform inversion problem (e.g. Tarantola 1984; Mora 1987; Pratt et al. 1998) . Our data are the surface records, d, the model parameters are the shear modulus, μ and the corresponding synthetics are u. The residual error for model μ is defined as the difference between the synthetics and the observed data
Here we seek to minimize the l 2 norm of the data residuals. The objective function is thus defined as
The model parameters are updated in the direction that reduces the objective function
Here n is iteration number and α is the step length, and ∇E(μ) is the gradient of the objective function with respect to the model parameter, which can be represented as
Here ∂u ∂μ is an important derivative, called Frechet derivative. It represents how the perturbation of model parameter μ has an effect on the synthetic data u. It can be computed by taking derivative of the wave equation with respect to μ j .
The SH wave equation is
or in a compact form
Taking derivative to get
Rearranging it, then
Actually
Inserting it into the gradient
Transform it into time domain and S −1 is simply the Green's function, replaced by G.
Here ∀ ∇ . (G * ∇u) d = S (G * ∇u) d can be written as an integral over the surface of the Earth, which vanishes because homogeneous boundary conditions are assumed according to the same steps as in Tarantola (1984) . Thus
by using result
we can get
Here ∇G * d(−t) is the backpropagated wavefield in reverse time. R is the sum over receivers. We can see that the quantity used to update model parameters just represents the correlation between the forward propagated wavefield and backward propagated residual wavefield.
In general, waveform inversion can be performed in either the frequency or the time domain. Pratt et al. (1998) implemented waveform inversion in the space-frequency domain. Iteration is employed at discrete frequencies, moving from low to high to mitigate the non-linearity of the inversion. By successively moving to higher frequencies of data and using results from the previous frequency as a starting model, higher frequency features of the model are included and give the solution character. Although the frequency domain method is efficient, it requires careful selection of frequencies and a significant amount of trial and error, which may affect the final result. Freudenreich & Shipp (2000) suggested that the time domain approach is more robust than the frequency domain approach. A time-domain inversion scheme was employed in this study.
A P P L I C AT I O N T O S Y N T H E T I C DATA
We first applied the above inversion scheme to a synthetic data set to investigate its resolving power on reflectors and scatterers with various length scales in the D layer. A rectangular model with 286 by 1100 gridpoints is used in the synthetic test. Teleseismic SH waves usually have dominant frequencies lower than 0.5 Hz, corresponding to a wavelength of 30 km after applying a flattening transformation. The grid spacing is 3 km. The flattened iasp91 model is used as the background velocity model. With the above model parameters we can cover a region extending ∼500 and ∼3300 km in the vertical and horizontal directions, respectively. The input model (Fig. 4a) has four small-scale scatterers (15 km) and one large-scale reflector (15 km thick and 600 km in length), all with a 5 per cent velocity perturbation. The FD synthetic seismograms computed for a plane wave source with a 30
• incident angle are shown in Fig. 4(b) . Both the scattered and reflected wavefields can be clearly identified from the synthetics (Fig. 4b) . We performed the waveform inversion with four sets of synthetic data corresponding four sources with incident angles of 0
• , 15
• , 30
• and 35
• , respectively. The resulting four models are shown in Fig. 5 . The input velocity anomalies are well recovered in these images in terms of the position, polarity and amplitude of the anomalies. Smearing appears to increase rapidly with increasing incident angles. The result from an inversion of all the four data sets is shown in Fig. 5(e) . It recovers the input model very well, suggesting that the localized inversion can resolve details of D velocity anomalies as if a data set covering a wide range of incidence angles, that is, contains sources at a range of epicentre distance. The same features were also observed in images computed from large incident angles (Fig. 6) . A 50 km step was clearly imaged by seismic waves with intermediate incident angles (Figs 6a and b) . At large incident angles with a post-critical geometry, the step is shown as a continuous structure in the images (Figs 6c and d) . The depth difference is, however, well resolved with the assumed ray geometry. The SdS waveform consists of a positive refraction and a post-critical reflection from the D discontinuity. To recover the correct polarity and depth of the discontinuity, it is necessary to account for the phase shift in postcritical reflection. The phase shift was determined when the cross correlation between S and SdS after the phase correction reaches its maximum.
A P P L I C AT I O N T O R I S T R A A R R AY DATA
As an example of the inversion method we have applied the inversion technique developed here to a passive data set recorded by the linear RISTRA Array (Wilson et al. 2005) . The seismograms are recordings of a deep focus (608 km), M w 6.9 earthquake occurring in northern Argentina on 2000 April 23 (origin time 9:27:23.3; epicentre: 28.31
• S, 62.99
• W, Fig. 7 inset) . The NWoriented RISTRA array consisted of 54 broad-band instruments covering about 950 km with an average station spacing of 18 km. The array is located at ∼70
• -80
• away from the earthquake, and the ScS reflection points sample the CMB region of 0
• -4
• N and 275
• -278
• E below the Cocos-Nazca plate boundary (red circles in Fig. 7) , which lies at the southern end of probably the best-studied D area in the globe (e.g. Thomas et al. 2004; Hutko et al. 2006; Sun et al. 2006) .
Large-angle reflection from the D discontinuity, SdS, can be clearly seen from the raw data (Fig. 8a) . Prior to the inversion, we first removed the instrument response from each seismogram, rotated the two horizontal components of the seismograms to the radial and transverse components, and then low-pass filtered the seismograms with a corner frequency of 0.2 Hz. To estimate the impulse response from the D layer, we further deconvolved the source time function from the transverse-component seismograms. The source time function is estimated by stacking the S phase within a time window of 4 s before and 9 s after the S arrival. An iterative deconvolution technique (Ligorria & Ammon 1999) was used in the processing. The deconvolved seismograms are shown in Fig. 8(b) . They were further back propagated to 2400 km deep with the Kirchhoff integral eq. 2 (Fig. 8c) . Here we used the velocity model of Grand (2002) in the back projection.
The incident angles to the D region of our data set are around 62
• . As shown in the previous synthetic test, the resolution power to the lateral variations of seismic structure in the D layer decreases with increasing incident angle. Sun et al. (2006) found that the D discontinuity in this area is relatively flat, with a topographic relief of less than 10 km. We conducted a resolution test on D discontinuity topography with the same source-receiver geometry of the data. A simple staircase function was assumed as the input topography and was used to create synthetic seismograms for imaging (Fig. 9) . With the given ray geometry, the resolvable undulations in the D discontinuity is between 11 and 17 km (Fig. 9) . Considering these facts, our goal here is to determine a robust 1-D model. We started with the 1-D model of Grand (2002) after 12 iterations. The updated models of the 2nd, 4th and 8th iteration are shown in Fig. 10(a) . Fig. 10(b) shows the progressive reduction of the misfit between the observed data and the synthetic prediction. The misfit reaches at a minimum at the 12th iteration. As the least-square misfit function in a 1-D inversion scheme is a quadratic function, we take the velocity of this iteration as the final model. Synthetic seismograms (thin black lines) calculated from the initial and the final models are shown with the observed data (thick black lines) in Figs 10(c) and (d), respectively. Note the match between the data and the synthetics computed from the final model (Fig. 10d) , which although imperfect, is considerably better than the initial model in terms of fitting the SdS phase.
D I S C U S S I O N
The velocity model of Sun et al. (2006) is shown as dashed line in Fig. 10 (a). Our final model (red line) agrees very well their model, except that our model is rather smooth, which reflect the nature of inversion. Because of the small amount of data and the low frequency content in the data, together with the fact that we were seeking for 1-D velocity structure, the resulting models thus tend to be smooth. The S-wave velocity increase from 7.295 to 7.530 km s −1 , approximately a 3.2 per cent increase, over a ∼70 km depth range. It is now generally believed the D discontinuity is caused by the post-perovskite phase transition Oganov & Ono 2004; Wookey et al. 2005) . The calculated S-wave velocity jump associated the post-perovskite phase transition is only 1 per cent (Iitaka et al. 2004; Oganov & Ono 2004; Tsuchiya et al. 2004; Stackhouse et al. 2005) , much less than the seismically observed velocity increase across the D discontinuity. It has been proposed that the observed large seismic velocity jump might be caused by the strong elastic anisotropy of the post-perovskite phase (Murakami et al. 2005) . Another possible interpretation is that the observed high-velocity increase might be a combination effect of the post-perovskite phase transition and the high velocity structure associated with the thermal and chemical differences between the subducted slabs in the area and the background mantle.
The second feature in our model as well as in the model of Sun et al. (2006) is the rapid velocity decrease at the base the mantle. The velocity reduction is more than 5 per cent compared with the 1-D velocity model of Grand (2002) . We believe this to be a robust feature as it appeared in the models derived from different data sets with different image techniques. Again different interpretations can be invoked for the origin of this velocity reduction. Hernlund et al. (2005) interpreted it to be caused by a backward transformation from post-perovskite to perovskite, and used it to constrain the thermal structure within the D layer as well as the heat flux from the core. There is another scenario that can also explain the lower velocity right above the CMB. Tan et al. (2002) found that subducted slabs can have important consequences on plume formation. While plumes tend to preferentially develop on the edge of slabs, 'mega-plume' can be developed beneath the subducted slabs as a consequence of long-term heating from the core. Thus the lower velocity structure observed here could reflect a thin hot layer sandwiched by the cold slab and hot core.
C O N C L U S I O N S
We developed a localized waveform inversion method for teleseismic imaging. Inversion is performed only in a localized region that requires accurate modelling while ray theory is used for wavefield extrapolation outside the study region. Synthetic tests indicate that the inversion, while being computationally efficient, can recover both large and small-scale structures in a number of input models. We applied this method to the broadband waveform data recorded by RISTRA array from a deep south American earthquake. The resulting velocity structure showed an excellent agreement with previous studies, suggesting that the hybrid waveform inversion is a feasible and an effective technique for imaging the heterogeneous D region.
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