ABSTRACT Short texts have become a kind of prevalent source of information, and discovering topical information from short text collections is valuable for many applications. Due to the length limitation, conventional topic models based on document-level word co-occurrence information often fail to distill semantically coherent topics from short text collections. On the other hand, word embeddings as a powerful tool have been successfully applied in natural language processing. Word embeddings trained on large corpus are encoded with general semantic and syntactic information of words, and hence they can be leveraged to guide topic modeling for short text collections as supplementary information for sparse co-occurrence patterns. However, word embeddings are trained on large external corpus and the encoded information is not necessarily suitable for training data set of topic models, which is ignored by most existing models. In this article, we propose a novel global and local word embedding-based topic model (GLTM) for short texts. In the GLTM, we train global word embeddings from large external corpus and employ the continuous skip-gram model with negative sampling (SGNS) to obtain local word embeddings. Utilizing both the global and local word embeddings, the GLTM can distill semantic relatedness information between words which can be further leveraged by Gibbs sampler in the inference process to strengthen semantic coherence of topics. Compared with five state-of-the-art short text topic models on four real-world short text collections, the proposed GLTM exhibits the superiority in most cases.
I. INTRODUCTION
With the spur of social networks and mobile devices, short texts such as tweets have become an important source of information in people's daily life. Since there is abundant information in short texts, mining semantic information from short text collections is valuable for many downstream applications such as collaborative filtering, community discovery and so on.
Traditional probabilistic topic models such as Latent Dirichlet Allocation (LDA) [1] and Probabilistic Latent Semantic Index (PLSI) [2] have been successfully employed in various text corpora. Based on the document-level word co-occurrence patterns, traditional topic models are able to distill semantically coherent topics from long text collections.
In the context of topic model, a topic is a multinomial distribution over words; a document is regarded as a multinomial distribution over topics; and words are generated according to topics. Meanwhile, topics range among the whole corpus. Therefore, each topic can be regarded as a cluster center of words which are clustered by co-occurrence patterns. Words occurring in same documents are preferably assigned in a same topic. However, due to the limitation of document length, word co-occurrence patterns are sparse in short text collections, which results in performance degradation of conventional topic models. In other words, semantic relation of words can not be effectively modeled in short text scenarios by conventional topic models.
There have been several ingenious strategies proposed to alleviate the sparsity of word co-occurrence patterns for short text topic modeling. The most straightforward strategy is aggregating short text snippets into long pseudo-documents according to some auxiliary information. For example, in the context of Tweet collections, some metadata such as authorship, hashtag, timestamp and location can be leveraged to aggregate tweets before applying conventional topic models. Experimental results in literature [3] also demonstrate that the hashtag of tweet is the most effective indicator for aggregation strategies of Tweet collections. However, the aggregation strategy heavily depends on training dataset and has limited scalability. Instead of utilizing auxiliary metadata, SelfAggregation based Topic Model (SATM) [4] aggregates short text documents according to their topic distribution in the inference process. Based on SATM, Pseudo-documents based Topic Model (PTM) [5] unifies the generation process of topics and long pseudo document indexes for short documents, which can reduce the time complexity of inference process. However, there are several important hyper-parameters in these models need to be tuned carefully, which restricts their usability.
Another strategy is to impose strong assumption for generation process of short text documents without auxiliary information. For example, Biterm Topic Model (BTM) [6] directly models the word co-occurrence patterns from short text collections, which can effectively capture semantic relationship between words. However, the unacceptable time complexity of inference process in this model impedes its broad application. Dirichlet Multinomial Mixture (DMM) model [7] assumes that each short document contains only one topic which effectively distills topics from short texts with the cost of scalability. On the other hand, word embeddings [8] , [9] as a powerful tool have been successfully applied in many tasks of natural language processing. Word embeddings are trained on large corpus hence encoded with general semantic and syntactic information of words, which can be compensation for the sparsity of word co-occurrence patterns. Based on the DMM model, Li et.al [10] propose the General Pólya Urn Dirichlet Multinomial Mixture (GPU-DMM) model which utilizes the General Pólya Urn (GPU) model to incorporate the general word-pair semantic relatedness knowledge obtained from word embeddings to enhance topic coherence. Xun et.al [11] incorporate word embeddings into generation process of the DMM model, and each topic can be regarded as a cluster center of word embeddings. However, the quality of word embeddings heavily depends on their training datasets and training models. Thus, the encoded semantic information of word embeddings is not necessarily suitable for training dataset of topic models, which is ignored by most existing models.
In this article, we propose a novel Global and Local word embedding-based Topic Model (GLTM) for short texts to tackle the sparsity issue and obtain semantically coherent topics. Firstly, we train global word embeddings from large external corpus and employ the continuous skip-gram model with negative sampling (SGNS) [8] , [9] to obtain local word embeddings from training dataset. The global word embeddings are encoded with general semantic and syntactic information of words, whereas the local word embeddings contain words' context information of training dataset. For each word in vocabulary of training dataset, we can obtain its semantically related word set according to the global and local word embeddings. Secondly, in the generation process of short text collections, we leverage spike-and-slab priors to capture the sparse structure of document-topic distributions. Thirdly, in the topic inference process, the GPU model [12] is employed as Gibbs sampler, which changes statistics of semantically related words simultaneously. Finally, we can obtain coherent topics by using maximum posterior estimation (MAP). Experimental results on four real-world datasets against five state-of-art short text topic models demonstrate the effectiveness of GLTM qualitatively and quantitatively. The main contributions of this article are summarized as follows.
• We propose a novel Global and Local word embeddingbased Topic Model (GLTM) for short texts. In GLTM, a new generation process is proposed to capture the sparse structure of topic distributions for short text documents to achieve better interpretability.
• In GLTM, we obtain semantical relationship between words by both global and local word embeddings which can be further leveraged by Gibbs sampler to strengthen topic coherence.
• We conduct extensive experiments on four real-world short text datasets. The experimental results indicate that the proposed GLTM gains a clear edge compared with five state-of-the-art short text topic models in both topic coherence test and short text classifications.
II. RELATED WORK
Conventional probabilistic topic models such as LDA and PLSA distill topical information from text collections based on document-level word co-occurrence patterns. Short documents are characterized with short document length, hence two words hardly co-occur in same documents even they are semantically related, which impedes conventional topic models distilling coherent topics from short text collections. Some heuristic strategies have been proposed, for example, [3] , [13] , [14] aggregates tweets according to some auxiliary information before applying LDA model. DualLDA model [15] learns topics from short text corpus with auxiliary long texts. Chen et.al [16] - [18] transfer learned topical information from prior domain to target domain which can be regarded as a kind of transfer learning for topic modeling. There are some efforts towards proposing topic models which cater for characteristics of short texts to intensify word co-occurrence patterns directly without auxiliary information. Biterm topic model [6] is the first short text topic model which can be directly applied in general short text corpora. It takes the assumption that words in a biterm is generated by same topic, which explicitly increases co-occurrence information of words. DMM model [7] rigidly assumes that each document contains only one topic, which may be not suitable for long documents but kind of rational for short texts. SATM [4] , PTM, and SparsePTM [5] assume that each short is just a snippet of a long pseudo document, and topics are associated with long pseudo documents which alleviates the sparsity problem. Shi et.al. [19] propose SeaNMF model which leverages the word-context semantic correlation in training process to improve semantic coherence of topics.
Word embeddings trained on large corpora are inherently encoded with general semantic and syntactic information of words which can be regarded as prior knowledge. Sridhar et.al in literature [20] leverage Gaussian Mixture Model to cluster word embeddings to obtain topics. GuassianLDA [21] changes the generation process of LDA by generating word embeddings instead textural words, and each topic is a multivariate Gaussian distribution over word embeddings. Based on GaussianLDA, Xun et.al [11] incorporate word embeddings into the generation process of DMM model, and also introduce background topic to distill coherent topics from short text collections. Generating word embeddings in generation process of topic models can escape the curse of data sparsity but incur unacceptable time complexity. Based on DMM model, GPU-DMM model [10] leverages word embeddings to obtain semantic relatedness information between words which can be further utilized by GPU model in inference process to improve semantic coherence of topics. Qiang et.al [22] employ word embeddings as prior knowledge to cluster short documents before applying MarkovRandom-Field-LDA [23] .
The most similar study to our work is the GPU-DMM model. However, the GPU-DMM model assumes that information encoded in word embeddings always fits for training dataset of topic model. And the GPU-DMM model also adopts the assumption of DMM model that each short document contains only one topic, which is too strict under some circumstances. In this article, we prohibit the above insufficiency to develop a new topic model for short texts.
III. THE PROPOSED GLTM
In this section, we first describe the generation process and graphic model representation of the GLTM. Then, we will show how to incorporate the semantic relatedness information into inference process. Finally, we exhibit the Gibbs sampling scheme for the GLTM.
A. THE GENERATION PROCESS
In this article, we take the assumption that each short document contains more than one topics. Due to the limitation of document length, each short document focuses on a minority topics instead all topics in corpus. Thus, we employ the spike-and-slab prior [24] to capture the sparse topical structure for each short document. The spike-and-slab prior is a well established method in mathematics, which has been widely applied in many applications because it can effectively decouple the sparsity and smoothness of probability distribution [15] . Specifically, it employs auxiliary Bernoulli variables for random variables to determine whether the corresponding variables appear or not. In the context of topic modeling, a Bernoulli variable indicates a topic is selected by a document or a word is selected by a topic. In this article, we adopt the strategy of Dual-Sparsity Topic Model [15] , which defines a weak smoothing prior and a smoothing prior for the spike-and-slab structure to bypass the issue of illdefinition distributions. Moreover, it also simplifies the inference process. We do not apply the spike-and-slab structure for word distribution of topics, because according to the literature [25] , sparsity structure for ''topic-word'' distributions is not necessary. The required notations in this article are shown in Table 1 , and the detail of generation process of GLTM can be referred as follows.
1) For each topic k ∈ 1, . . . , K
• Draw word distribution for topic k: then the probability of topic k occurring in document d will approach to zero. So the topic number of each short text document is determined by its content which can achieve better interpretability. The corresponding graphic model representation of the GLTM is illustrated in Figure 1 . Nodes in Figure 1 colored with gray are observed variables such as hyper-parameters and words in documents which are fixed, and other nodes are parameters and latent variables which need to be estimated from the training dataset.
B. MODEL INFERENCE
Due to the coupling between latent variables in the GLTM, exact posterior inference is intractable for the model. Thus, in this article we employ the collapsed Gibbs Sampling [26] to conduct approximate inference, where ''collapsed'' means we integrate some parameters when sampling latent variables. In GLTM, latent variables need to be sampled are topic indicators in documents y and topic assignment of words z. Parameters such as θ , φ, and ψ can be estimated by the maximum posterior estimation (MAP).
1) SAMPLING TOPIC INDICATORS IN DOCUMENTS Y
For a topic k in a document d, the value of indicator variable y d,k is determined by variables y d,¬k , z d , a, b and γ according to the graphic model representation in Figure 1 since the parameter θ is integrated. For simplicity, we utilize the ratio shown in Equation 1 to sample the indicator variable
Because the numerator and denominator in Equation 1 are in the same form, we can get the following form by expanding the numerator.
After further derivation, we can get the sampling equation for latent variable y d,k by Equation 3 and 4.
where the subscript ¬k in above equations indicates topic k is excluded when calculate corresponding statistics and (x) is the gamma function of x.
2) SAMPLING TOPIC ASSIGNMENTS Z
The strategy of sampling topic assignment variables for the GLTM is like the LDA model [1] . The difference is that θ in our model is sampled from spike-and-slab priors instead of symmetric Dirichlet priors. We use the smoothing and weak smoothing priors to replace the scalar in LDA model, and the result sampling equation can be referred in Equation 5 .
where the subscript ¬(d, i) indicates that the i-th word in document d is removed when calculating these statistics. Given sufficient samples, the posterior probability p(w|k) of topic k generating word w is estimated by maximum posterior estimation (MAP). That is,
C. ACQUIRING SEMANTIC SIMILARITY INFORMATION BETWEEN WORDS
As we mentioned before, word co-occurrence patterns are sparse in short documents. Two words hardly co-occur in the same document even they are semantically related. Therefore, we turn to word embeddings to obtain extra semantic knowledge of words. However, word embeddings are usually trained on large external text corpus and encoded with characteristics of the text corpus inevitably. And this characteristic information is not necessarily compatible to training dataset of topic models, which is neglected by most existing models. Inspired by [27] , the continuous skip-gram model with negative sampling (SGNS) [8] , [9] can reveal the semantic relationship between words and their context, which is critical to capture local semantic information for words in training dataset. So we leverage the SGNS to train local word embeddings which are encoded with local context semantic information of words. Specifically, in this article, we define the word embeddings trained from large external corpus as the global word embeddings, and define the word embeddings trained from training dataset of topic models as VOLUME 6, 2018 the local word embeddings. We distill semantic similarity between words via both global and local word embeddings as follows.
where the SR(w 1 , w 2 ) is the semantic similarity between word w 1 and w 2 , andṽ(w 1 ) andṽ(w 2 ) are joint word embedding representations of w 1 and w 2 , respectively. The joint word embeddingṽ(w) of word w is defined asṽ(w) = [v(w) g , v(w) l ] which is the joint vector of global word embedding v(w) g and local word embedding v(w) l . Thus, the definition of semantic similarity between words is involved in general semantic information of words and local context information of training dataset. However, the dimension of local word embeddings is much smaller than global word embeddings, since the scale of training dataset is usually much smaller than large external text corpus. For a word w in the vocabulary of training dataset of topic models, we can obtain its semantically related word set S,
D. INCORPORATING SEMANTIC INFORMATION BY GPU MODEL
Simple Pólya Urn (SPU) model [12] is a famous statistical model which has been widely used in many applications. In the SPU model, there is an urn originally contains some balls with some colors. When a ball is randomly drawn from the urn, its color is recorded, and the ball is put back in the urn along with a same color ball. In the context of topic modeling, topics and words can be regarded as urns and balls, respectively. Therefore, the proportion of balls in an urn can be analogous to word distribution under a topic. Actually, the process of Gibbs sampling of LDA model is just like the sampling process of SPU model. However, in this article, since words in a SRWS are supposed to share similar semantic information, when we see one of them in a topic, it is rational to see others under this topic with high probability. Therefore, we turn to the General Pólya Urn (GPU) model [10] . In the GPU model, when a ball is randomly drawn from the urn, the color of this ball is recorded. Then, it is put back in the urn along with a additional ball with the same color and some balls with similar colors as well. Here similar colors are corresponding to semantically related words in our model. Specifically, given a word w and its semantically related word set S, the promotion amount of w o ∈ S when we see w under a topic is given by Equation 7 .
In this sense, a sampling word w from a topic k not only increases the proportion of word w under topic k, but also increases the proportion of words which are semantically related to w under topic k. The detail of the sampling process of the GLTM is illustrated in Algorithm 1.
Algorithm 1 Gibbs Sampling Process
Input: Hyper-parameters: a, b, β, γ , K , S Output:
Posterior topic-word distribution of K topics:
Random initialize states before Gibbs sampling 2: for iteration ← 1 to MaxIteration do 3: for d ← 1 to |D| do 4: for i ← 1 to N d do 5: z old ← z d,i 
end for 20: end for 21: end for 22: for d ← 1 to |D| do 23: for k ← 1 to K do 24: y old ← y d,k 
IV. EXPERIMENTS
In this section, we evaluate performance of the GLTM on four real short text datasets, compared with five state-of-theart short text topic models. We conduct experiments for both topic coherence and short text classification to exhibit the promising experimental results of the GLTM in comparative study.
A. DATASETS 1) WEB SNIPPET [28] This dataset contains 12340 search snippets, and each snippet is regarded as a short document. Snippets are categorized into 8 clusters.
2) AMAZON REVIEW [29] The original dataset spanning May 1994 -June 2014 contains product reviews and metadata from Amazon. We randomly sample 20000 short reviews as training dataset and each review belongs to one of 7 categories.
3) YAHOO ANSWERS [30] This dataset contains 6310 pairs of questions and corresponding answers. Each question and the corresponding answers together can be regarded as a short document.
4) TWEET2011
1 From this dataset, we obtain 32000 short tweets. As the Yahoo Answers dataset, there are no labels for documents.
For all above datasets, we perform the following preprocessing:
• Lowercase all terms in documents.
• Remove stop words, non-alphabetic characters, and punctuations.
• Remove words occurring less than 5 documents.
• Remove documents with document length less than 3 words.
After preprocessing, the statistical information of the four datasets is shown in Table 2 . The symbol ''#doc'' represents the number of documents in each dataset. ''#avg doc-length'' represents the average length of documents. ''#terms'' is the length of vocabulary of each dataset. And ''#categories'' is the category number of documents in each dataset.
Besides, we leverage 2016 Wikipedia dataset 2 to train global word embeddings for GLTM and GPU-DMM model. 1 https://trec.nist.gov/data/tweets/ 2 https://dumps.wikimedia.org/enwiki/ The word2vec 3 proposed by Google is employed to train word embeddings with SGNS model. And the dimension of word embeddings is set to 300. We also use this tool to train local word embeddings on four short text training datasets for the GLTM, the dimension of local word embeddings is 30.
B. COMPARED MODELS
We compare the performance of the GLTM with five stateof-the-art short text topic models, which can be referred as follows.
DMM [7] takes the simple assumption that each short document contains only one topic, which is not reasonable for normal documents, but rational for short documents in most cases.
BTM [6] models the generation process of biterms which are composed of unordered two words in a slide-window. By this mean, it directly models word co-occurrence patterns of corpus.
GPU-DMM [10] distills semantic relatedness between words from word embeddings, and leverages GPU model in Gibbs sampling process to utilize these semantic information to improve coherence of topics.
PTM [5] assumes that each short document is sampled from a long pseudo document, and topics are generated by long pseudo documents. By extracting the corresponding relationship between short documents and long pseudo documents, the sparsity problem could be effectively alleviated.
SPARSEPTM [5] replaces the symmetric Dirichlet prior in PTM with the spike and slab prior to obtain focused topics in each long pseudo document.
We set common parameters of these models uniformly, such as α = 50/K , β = 0.01, the maximum iteration of all models maxIteraion = 1500. For the SparsePTM and GLTM, smoothing prior a = 50/K and weak smoothing prior b = 1E − 7. Other parameters of PTM and SparsePTM are set according to suggestion of the original literature [5] , and the number of long pseudo documents of PTM and SparsePTM is set to 500 according to average document length in each dataset. To obtain semantic similarity between words, the parameter in the GLTM and GPU-DMM model is set to 0.5.
C. TOPIC COHERENCE
We employ the topic coherence proposed in literature [31] to measure the semantic coherence of topics distilled by topic models. Given a topic k, the topic coherence of k is calculated as follow.
where
is the top M words under the topic k sorted by probability in descending order. |D(v k m , v k l )| is the number of documents in dataset containing both word v k m and v k l . The performance of a topic model can be quantified as the average topic coherence of topics distilled by the topic model. The higher topic coherence, the better model performs.
In this task, we set the number of topics for models, K = {20, 40, 60, 80}, and the experimental results of topic coherence are reported in Table 3 . We can see that the GLTM gains a clear edge compared to other benchmark models on all datasets, which demonstrates the effectiveness of our model to some extent. The GPU-DMM model and BTM achieve the suboptimum results compared with other models. The BTM models the word co-occurrence patterns directly, so its performance is not influenced by length of documents and shows the robustness across different datasets. When word co-occurrence patterns are sparse, word embeddings can truly bring additional knowledge for topic model. This can be observed when comparing GPU-DMM model with DMM model on different datasets. However, GPU-DMM model and DMM model are crashed on Yahoo Answers dataset, this is because the average length of documents in this dataset is relatively larger than other datasets. The assumption that each short document contains only one topic is not applicable for this dataset. On the other hand, the GPU-DMM model does not consider the situation that word embeddings trained on large external corpus is not necessary suitable for training dataset. So the performance of GPU-DMM model is worse than the GLTM in most cases. We can also observe that PTM and SparsePTM perform poorly on above datasets excepting Yahoo Answers dataset. These two models are complex, which cause the poor performance when facing to small scale short text dataset.
Topics of each short document is decided by its content according to the spike-and-slab prior and MAP, and semantic coherence of each topic can be further strengthened by the GPU model in inference process. Therefore, the GLTM gains the best results in most cases when average length of documents differs largely among all datasets. We randomly select some topics distilled by the GLTM and exhibit them in Table 4 . Table 4 shows topics distilled by the GLTM on four datasets when K = 20. Each topic is represented by top 10 words sorted by probability in descending order under this topic. We can see that words under each topic are semantically coherent. From textual words, we can easily infer the meaning of each topic, which qualitatively demonstrates the high quality of topics.
D. SHORT TEXT CLASSIFICATION
Topics distilled by topic models can be regarded as a low dimensional representation of short documents. Compared with bag of words representation, this low dimensional representation of short documents is dense, which can be leveraged directly by classical classifiers and clustering algorithms. Besides, quality of topics can be reflected by downstream applications. In this task, we leverage topics distilled by topic models as features of short documents and apply Random Forest 4 to classify these short documents. Quality of topics can be measured by results of classifications. Topic distribution under document d is given by the following equation.
where p(w|d) can be estimated by word frequency in document d, and p(z = k|w) can be obtained by bayesian rules: results are shown in Figure 2 .
From Figure 2 , we can see that the proposed GLTM gains the best performance in classification experiments in most cases, which are consistent with results of topic coherence. Besides, our model is robust in different settings of topic number, whereas performance of other models is mostly declined with the increase of topic number.
E. EFFICIENCY ANALYSIS
In this section, we evaluate the efficiency of different models. We leverage the Gibbs sampling for parameters estimation for all models. The models are implemented in Java language on the same hardware environment. The time costs of one iteration on four datasets are shown in Table 5 . The DMM is the most efficient model among these models, since the simple assumption. The proposed GLTM achieves a comparable performance with GPU-DMM model. The BTM has shown its robustness on different datasets without external knowledge, but time complexity impedes wide application of this model. The graphic structure of PTM is complicated, and there are plenty of latent variables need to be sampled which cause the huge time consumption. Considering the quality of distilled topics and efficiency of the GLTM, the experimental results demonstrate the high usability of the proposed GLTM.
V. CONCLUSION
Due to the sparsity of word co-occurrence patterns in short texts, traditional topic models are prevented from extracting semantically coherent topics from short text corpus. Word embeddings encoded with general syntactic and semantic information of words can be regarded as external knowledge for topic models. However, word embeddings are trained on large text corpus and the encoded information is not necessary suitable for training dataset of topic models. In this article, we use SGNS to train local word embeddings to capture context information for each word in training dataset. Through global word embeddings and local word embeddings, we obtain semantic relatedness information between words. Besides, we propose a new generation process for short text collections which incorporates spike-and-slab priors to decide topic number for each short document according to its content. In inference process, we employ GPU model as sampler, which leverages semantic relatedness information between words to strengthen semantic coherence of topics. Experimental results demonstrate the effectiveness of the GLTM in terms of model efficiency and quality of distilled topics. 
