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Abstract
Probabilistic Normed spaces have been redefined by C. Alsina, B. Schweizer and A. Sklar. But even today, whether the gener-
alized Šerstnev PN space is normable or not is still an open question. In this paper, through applying Kolmogorov’s theorem, we
will give several sufficient conditions, under which many generalized Šerstnev PN spaces are normable. As the application of our
results, we will give two examples which are normable generalized Šerstnev PN space, but not Šerstnev space.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Probabilistic Normed spaces were introduced by Šerstnev [8]. In 1993, the definition of the Probabilistic Normed
spaces were generalized by C. Alsina, B. Schweizer and A. Sklar [1]. Here we consistently adopt the new definition of
Probabilistic Normed spaces in [1], which are called the generalized Šerstnev PN spaces. The notations and concepts
used are those of [1,2,4–7]
In [4], B. Lafuerza Guillén, A.J. Rodríguez Lallena and C. Sempi provide a characterization of normable Šerstnev
spaces and ask whether a generalized Šerstnev PN space that is also a TV space is normable.
Up to now, as far as we know, there exists little information about the normability of generalized Šerstnev PN
spaces. In this paper, through applying the Kolmogorov’s classical characterization of normable Topological Vector
spaces, which was given in [3], we obtain several sufficient conditions under which many generalized Šerstnev PN
spaces are normable. As the application of our result, we give two examples which are not a Šerstnev space, but a
normable generalized Šerstnev PN space.
We next recall the notion of PN space given in [1].
A distribution function (briefly, d.f.) is an element of Δ+, where Δ+ = {F :R → [0,1]; F is left-continuous,
nondecreasing, F(0) = 0 and F(+∞) = 1} and the subset D+ ⊆ Δ+ is the set D+ = {F ∈ Δ+; l−F(+∞) = 1}.
Here l−f (x) denotes the left limit of the function f at the point x. The space Δ+ is partially ordered by the usual
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defined by
εa(x) =
{
0, x  a,
1, x > a.
The set Δ, as well as its subsets, can be partially ordered by the usual pointwise order: in this order, ε0 is the maximal
element in Δ+.
A triangle function is a binary operation on Δ+, namely a function τ : Δ+ × Δ+ → Δ+ that is associative, com-
mutative nondecreasing and which has ε0 as unit, that is, for all F,G,H ∈ Δ+, we have:
τ
(
τ(F,G),H
)= τ(F, τ(G,H)), τ (F,G) = τ(G,F ),
τ (F,H) τ(G,H), whenever F G, τ(F, ε0) = F.
Continuity of a triangle function means continuity with respect to the topology of weak convergence in Δ+.
Typical (continuous) triangle functions are convolution and the operations τT and τT ∗ , which are, respectively,
given by
τT (F,G)(x) = sup
s+t=x
T
(
F(s),G(t)
)
,
and
τT ∗(F,G)(x) = inf
s+t=x T
∗(F(s),G(t)),
for all F , G in Δ+ and all x in R [7, Sections 7.2 and 7.3], here T is a continuous t-norm, i.e., a continuous binary
operation on [0,1] that is associative, commutative, nondecreasing and has 1 as identity; T ∗ is a continuous t-conorm,
namely a continuous binary operation on [0,1] that is related to continuous t-norm through
T ∗(x, y) = 1 − T (1 − x,1 − y).
Definition 1.1. (See [1].) A Probabilistic Normed space (briefly, PN space) is a quadruple (V , υ , τ , τ ∗), where V is
a real vector space, τ and τ ∗ are continuous triangle functions with τ  τ ∗ and υ is a mapping from V into Δ+ such
that for all p, q in V , the following conditions hold:
(PN1) υp = ε0 if and only if p = θ ;
(PN2) υ−p = υp;
(PN3) υp+q  τ(υp,υq);
(PN4) υp  τ ∗(υap,υ(1−a)p) for all a in [0,1].
A Menger PN space under T is a PN space (V , υ , τ , τ ∗), denoted by (V , υ , T ), in which τ = τT and τ ∗ = τT ∗ , for
some continuous t-norm T and its t-conorm T ∗.
The PN space is called a ˘Serstnev space if the inequality (PN4) is replaced by the equality υp = τM(υap,υ(1−a)p),
and, as a consequence, a condition stronger than (PN2) holds, namely υλp(x) = υp( x|λ| ), for all p ∈ V , λ = 0 and
x ∈ R., i.e., the (Š) condition (see [1]). The pair (V , υ) is said to be a Probabilistic Seminormed space (briefly, PSN
space), if υ : V → Δ+ satisfies (PN1) and (PN2).
Definition 1.2. (See [6].) Let (V , υ , τ , τ ∗) be a PN space. For each p in V and λ > 0, the strong λ-neighborhood of p
is the set
Np(λ) :=
{
q ∈ V; νq−p(λ) > 1 − λ
}
,
and the strong neighborhood system for V is the union ⋃p∈V Np where Np = {Np(λ); λ > 0}. In the strong topology,
the closure Np(λ) of Np(λ) is defined by
Np(λ) := Np(λ)∪Np(λ)′,
where Np(λ)′ is the set of limit points of all convergent sequence in Np(λ).
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Definition 1.3. (See [9].) The PN space (V, υ, τ, τ ∗) is said to be distributionally compact (simply D-compact) if
every sequence {pn} in V has a convergent subsequence {pnk }. A subset A of a PN space (V, υ, τ, τ ∗) is said to be
D-compact if every sequence {pm} in A has a subsequence {pmk } convergence to a vector p ∈ A.
Definition 1.4. (See [9].) We say the probabilistic norm υ : R → Δ+ has the Lafuerza Guillén (briefly, LG-property)
if, for every x > 0, limp→∞ υp(x) = 0, or, equivalently, limp→∞ υp = ε∞.
Definition 1.5. (See [4].) A subset A of TV space E is topologically bounded, if for every sequence {an} of real
numbers that converges to 0 as n tends to +∞ and for every sequence {pn} of elements of A, one has anpn → θ in
the topology of E.
Remark 1.1. Suppose A is topologically bounded and B is a subset of A, i.e., A ⊆ B . From Definition 1.4, we easily
know that B is also topologically bounded. In fact, if not, then there is a sequence {bn} of real numbers that converges
to 0 as n tends to +∞ and a sequence {qn} of elements of B such that anpn → θ fails. Since {pn} ⊂ B ⊆ A, this leads
a contradiction with that A is topologically bounded.
Definition 1.6. (See [9].) Let (V , υ , τ , τ ∗) be a PN space, then:
(i) A sequence {pn} in V is said to be strongly convergent to p in V if for each λ > 0, there exists a positive integer
N such that pn ∈ Np(λ), for nN.
(ii) A sequence {pn} in V is called a strongly Cauchy sequence if for every λ > 0 there is a positive integer N such
that νpn−pm(λ) > 1 − λ, whenever m,n >N.
Definition 1.7. (See [5].) Let (V,‖ · ‖) be a normed space and let G ∈ Δ+ be different from ε0 and ε∞; define
υ : V → Δ+ by υθ = ε0 and
υp(x) = G
(
x
‖p‖a
)
(p = θ, x > 0),
where a  0. Then the pair (V, υ) will be called the a-simple space generated by (V,‖ · ‖) and by G.
The a-simple space generated by (V,‖ · ‖) and by G is, as is immediately checked, a PSN space; it will be denoted
by (V,‖ · ‖,G,a).
2. Main results
Definition 2.1. Let (V, υ, τ, τ ∗) be a PN space, for p ∈ V and λ ∈ ]0,1[. We give the following two conditions:
(Z1) For all a ∈ ]0,1[, there exists a β ∈ [1,∞[ such that
υp(λ) > 1 − λ implies υap(aλ) > 1 − a
β
λ.
(Z2) For all a ∈ ]0,1[, let β0(a,λ) = 1+
√
1−4a(1−a)λ
2 , then
υp(λ) > 1 − λ implies υap(aλ) > 1 − a
β0(a,λ)
λ.
Remark 2.1. Let Nθ(λ) be the strong λ-neighborhood of θ in PN space (V, υ, τ, τ ∗), from Definition 1.2, we have
p ∈ Nθ(λ) ⇔ υp(λ) > 1 − λ.
Thus the points, which satisfy (Z1) or (Z2), must belong to Nθ(λ). If every point of Nθ(λ) satisfies (Z1) or (Z2), we
define that Nθ(λ) satisfies (Z1) or (Z2).
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β0(a,λ) = β0(1 − a,λ) and β0(a,λ) ∈ ]0,1[.
So
1 − a
β
λ 1 − aλ > 1 − a
β0(a,λ)
λ.
Thus (Z1) implies (Z2), but the converse fails (see the following Example 2.1).
Example 2.1. Let N : R → Δ+ be defined by N0 = ε0 and
Np(x) =
{0, x  0,
exp(−√|p| ), 0 < x < +∞,
1, x = +∞.
A straightforward calculation shows that (R,N , τπ , τπ∗), where π(x, y) = xy and π∗(x, y) = x + y − xy, is a PN
space (see [1]) but that (Š) fails. There exists at least one point p0 ∈ R satisfying (Z2), but not (Z1).
Let λ0 ∈ ]0,1[ be given. Now we prove that for all a ∈ ]0,1[, there exists a p0 ∈ R satisfying the following
Np0(λ0) > 1 − λ0 and Nap0(aλ0) = 1 − aλ0, (2.1)
i.e., √|p0| < − ln(1 − λ0) and √|p0| = − ln(1 − aλ0) 1√a .
Thus it is sufficient to consider
(1 − λ0)
√
a < 1 − aλ0.
Let φ(a) = (1 − λ0)
√
a − (1 − aλ0). From
φ(a)′ = 1
2
√
a
ln(1 − λ0)(1 − λ0)
√
a + λ0,
we have
φ(a)′′ = 1
4a
[
ln(1 − λ0)
]2
(1 − λ0)
√
a − 1
4a
√
a
ln(1 − λ0)(1 − λ0)
√
a
= − 1
4a
ln(1 − λ0)(1 − λ0)
√
a
[
1√
a
− ln(1 − λ0)
]
> 0.
Thus φ(a) is a concave function for a ∈ ]0,1[. It is easy to verify that φ(0) = 0 and φ(1) = 0. Therefore for a ∈ ]0,1[,
φ(a) < 0, i.e., for all a ∈ ]0,1[,
(1 − λ0)
√
a < 1 − aλ0
and hence (2.1) holds. In view of (2.1) and Definition 2.1, we easily know that the point p0 do not satisfies (Z1). But
by Remark 2.1, we have that
Nap0(aλ0) = 1 − aλ0 > 1 −
a
β(a,λ0)
λ0,
i.e., p0 satisfies (Z2).
Two results by C. Alsina, B. Schweizer and A. Sklar [2] can be rephrased for the purpose of the present paper in
the following form.
Lemma 2.1. If |α| < |γ |, then ναp  νγp .
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induced by the probabilistic norm ν, is a Topological Vector space (briefly, TV space) if and only if, for every p ∈ V
the map form R in V defined by
a → ap (2.2)
is continuous.
Remark 2.2. It was proved in [2, Theorem 3] that, if the triangle function τ ∗ is Archimedean, i.e., if τ ∗ admits no
idempotents other than ε0 and ε∞ [7], then the PN space (V, υ, τ, τ ∗) is a Topological Vector space (TV space).
Lemma 2.3. Let (V, υ, τ, τ ∗) be a TV PN space. If A be D-compact subset of V , then A be topologically bounded.
Proof. Suppose that A is a D-compact subset of (V, υ, τ, τ ∗). Let the {pn} be arbitrary sequence of elements of A
and {an} arbitrary sequence of real numbers that converges to 0, without loss of generality in assuming 0 < |an| < 1
for every n ∈ N . Since A is a D-compact subset of V , from Definition 1.3, we know that {pn} has a convergent subse-
quence {pnk } convergent to an element p ∈ A. Without loss of generality, we suppose that the convergent subsequence
of {pn} is itself.
From the Lemmas 2.1, 2.2 and (PN3), we have that
υanpn  τ(υan(pn−p), υanp)
 τ(υ(pn−p), υanp)
→ τ(ε0, ε0)
= ε0,
as n tends to ∞, i.e., υanpn(x) → 1 with n → +∞ for all x > 0. Thus anpn → θ in the strong topology. By the
Definition 1.5, we know that A is topologically bounded. 
Example 2.2. Let PN space (R,N , τπ , τπ∗) satisfies all the hypotheses of Example 2.1, then every strong λ-
neighborhood Nθ(λ) of (R,N , τπ , τπ∗) is topologically bounded, where λ ∈ ]0,1[.
In fact, let λ ∈ ]0,1[ be given. Let N̂θ (λ) = {q ∈ R; Nq(λ) 1 − λ} and suppose the {pn} is a sequence of N̂θ (λ),
then Npn(λ) = exp(−
√|pn| ) 1 − λ. So we have that |pn| (− ln(1 − λ))2. Thus {pn} has a classical convergent
subsequence {pnk } in R. Therefore we have that {pnk } is convergent to p ∈ R, i.e., pnk − p → 0 with nk → ∞ and|p| (− ln(1 − λ))2. Hence we have that Np(λ) = exp(−√|p| ) 1 − λ and for any x > 0,
Npnk−p(x) = exp
(−√|pnk − p| )→ 1 with nk → +∞,
i.e., the sequence {pn} in Nθ(λ) has a convergent subsequence {pnk } convergent to an element p ∈ N̂θ (λ). From
Definition 1.3, we know that N̂θ (λ) is D-compact in (R,N , τπ , τπ∗).
Because τπ∗ is Archimedean, in view of Remark 2.2, we know that (R, N , τπ , τπ∗) is TV PN space. Thus from
Lemma 2.3, we have N̂θ (λ) with λ ∈ ]0,1[ is topologically bounded in (R,N , τπ , τπ∗). Since Nθ(λ) ⊆ N̂θ (λ), by
Remark 1.1, we have that Nθ(λ) with λ ∈ ]0,1[ is topologically bounded in (R,N , τπ , τπ∗).
Given a nonempty set A in a PN space (V , υ , τ , τ ∗), and the probabilistic radius RA of A is defined by
RA(x) :=
{
−φA(x), x ∈ [0,+∞[,
1, x = +∞, (2.3)
where −f (x) denotes the left limit of the function f at the point x and φA(x) := inf{νp(x): p ∈ A}.
Definition 2.2. (See [6, Definition 2.1].) A nonempty set A in a PN (V, υ, τ, τ ∗) is said to be:
(a) certainly bounded, if RA(x0) = 1 for some x0 ∈ ]0,+∞[;
(b) perhaps bounded, if one has RA(x) < 1, for every x ∈ ]0,+∞[, and −RA(+∞) = 1;
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(d) certainly unbounded, if −RA(+∞) = 0, i.e., if RA = ∞.
Moreover, A will be said to be D-bounded if either (a) or (b) holds, i.e., if RA ∈ D+.
Lemma 2.4. (See [9, Theorem 28].) Consider a finite dimensional PN space (V, υ, τ, τ ∗), where τ ∗ is Archimedean,
υp = ε∞, and υ(V) ⊆ D+ and D+ is invariant under τ , for every p ∈ V on the real field (R, υ ′, τ ′, τ ′∗), where υ ′
has the LG-property. Every subset A of V is D-compact if and only if A is D-bounded and closed.
Theorem 2.1. Let (V, υ, τ, τ ∗) be a finite dimensional PN space, where τ ∗ is Archimedean, υp = ε∞, and υ(V) ⊆ D+
and D+ is invariant under τ , for every p ∈ V on the real field (R, υ ′, τ ′, τ ′∗), where υ ′ has the LG-property. If the
subset A of V is D-bounded, then A is topologically bounded.
Proof. Let A be D-bounded and A be the closure of A. From Theorem 2.2(a) of [6], we have that RA = RA. In view
of Definition 2.2, we know that A is D-bounded. So A is D-bounded and closed. By Lemmas 2.3 and 2.4, we easily
know that A is topologically bounded. For A ⊆ A, by Remark 1.1, we have that A is topologically bounded. 
Theorem 2.2. Let (V, υ, τ, τ ∗) be a PN space and Nθ(λ) be a strong λ-neighborhood, where λ ∈ ]0,1[. Then
(i) Let τ  τW . If Nθ(λ) satisfies (Z1), then Nθ(λ) is convex, where W(x,y) = max{x + y − 1,0}.
(ii) Let τ  τπ . If Nθ(λ) satisfies (Z2), then Nθ(λ) is convex, where π(x, y) = xy.
Proof. (i) Let λ ∈ ]0,1[ be given. Suppose p,q ∈ Nθ(λ), we prove that
ap + (1 − a)q ∈ Nθ(λ), a ∈ [0,1].
If a = 0 or a = 1, we easily know that υap+(1−a)q(λ) > 1 − λ, i.e., ap + (1 − a)q ∈ Nθ(λ).
If a ∈ ]0,1[, since Nθ(λ) satisfies the condition (Z1), we have that
υap(aλ) > 1 − aλ and υ(1−a)q
(
(1 − a)λ)> 1 − (1 − a)λ.
Therefore
υap+(1−a)q(λ) τ(υap,υ(1−a)q)(λ)
 τW (υap,υ(1−a)q)(λ)
= sup
s+t=λ
W
(
υap(s), υ(1−a)q(t)
)
W
(
υap(aλ),υ(1−a)q
(
(1 − a)λ))
>W
(
1 − aλ,1 − (1 − a)λ)
= 1 − λ.
Thus ap + (1 − a)q belongs to Nθ(λ) for every a ∈ [0,1], i.e., Nθ(λ) is convex.
(ii) It suffices to consider that for p,q ∈ Nθ(λ) with λ ∈ ]0,1[,
ap + (1 − a)q ∈ Nθ(λ), a ∈ [0,1].
If a = 0 or a = 1, it is obviously that ap + (1 − a)q ∈ Nθ(λ).
If a ∈ ]0,1[, since Nθ(λ) satisfies the condition (Z2), we have that
υap(aλ) > 1 − a
β0(a,λ)
λ
and
υ(1−a)q
(
(1 − a)λ)> 1 − 1 − a λ = 1 − 1 − a λ.β0(1 − a,λ) β0(a,λ)
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1 − a
β0(a,λ)
λ > 0 and 1 − 1 − a
β0(a,λ)
λ > 0.
Therefore, in view of (ii), we have
υap+(1−a)q(λ) τ(υap,υ(1−a)q)(λ)
 τπ (υap,υ(1−a)q)(λ)
= sup
s+t=λ
π
(
υap(s), υ(1−a)q(t)
)
 π
(
υap(aλ),υ(1−a)q
(
(1 − a)λ))
> π
(
1 − a
β0(a,λ)
λ,1 − 1 − a
β0(a,λ)
λ
)
= 1 − λ
β0(a,λ)
+ a(1 − a)λ
2
β0(a,λ)
2 .
Now we prove that
1 − λ
β0(a,λ)
+ a(1 − a)λ
2
β0(a,λ)
2 = 1 − λ, (2.4)
i.e.,
β0(a,λ)
2 − β0(a,λ)+ a(1 − a)λ = 0. (2.5)
Since β0(a,λ) = 1+
√
1−4a(1−a)λ
2 is one root of (2.5), (2.5) holds and hence (2.4) holds. Therefore, for all a ∈ ]0,1[,
υap+(1−a)q(λ) > 1 − λ, i.e., ap + (1 − a)q ∈ Nθ(λ).
Thus for every a ∈ [0,1], ap + (1 − a)q belongs to Nθ(λ), i.e., Nθ(λ) is convex. 
For the purpose of the present paper, we shall need the following Kolmogorov’s classical characterization of norma-
bility for T1 spaces which is given in [3].
Theorem 2.3 (Kolmogorov). A T1 TV space is normable, if and only if, there is a neighborhood of the origin θ that is
convex and topologically bounded.
Theorem 2.4. Let (V, υ, τ, τ ∗) be a TV PN space and Nθ(λ) be strong λ-neighborhood of θ , where λ ∈ ]0,1[.
(i) Suppose τ  τW . If there is a topologically bounded strong λ-neighborhood Nθ(λ) which satisfies (Z1), then
(V, υ, τ, τ ∗) is nomable.
(ii) Suppose τ  τπ . If there is a topologically bounded strong λ-neighborhood Nθ(λ) which satisfies (Z2), then
(V, υ, τ, τ ∗) is nomable.
Proof. (i) Let λ ∈ ]0,1[ be given. Suppose that Nθ(λ) satisfies (Z1) and is topologically bounded. By Theorem 2.2(i),
we know that Nθ(λ) is convex. In view of Theorem 2.3, we have that (V, υ, τ, τ ∗) is nomable.
(ii) In view of Theorems 2.2(ii) and 2.3, by the similar proof to (i), we easily know that (ii) holds. 
Theorem 2.5. Let (V, υ, τ, τ ∗) be a TV PN space. Let Nθ(λ) be the closure of strong λ-neighborhood Nθ(λ), where
λ ∈ ]0,1[.
(i) Suppose τ  τW . If there is a strong λ-neighborhood Nθ(λ) which satisfies (Z1), and Nθ(λ) is D-compact, then
(V, υ, τ, τ ∗) is nomable.
(ii) Suppose τ  τπ . If there is a strong λ-neighborhood Nθ(λ) which satisfies (Z2) and Nθ(λ) is D-compact, then
(V, υ, τ, τ ∗) is nomable.
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bounded. Since Nθ(λ) ⊆ Nθ(λ), by Remark 1.1, we have that Nθ(λ) is topologically bounded.
Since Nθ(λ) satisfies (Z1), by Theorem 2.2(i), we know that Nθ(λ) is convex. In view of Theorem 2.3, we have
that (V, υ, τ, τ ∗) is nomable.
(ii) In view of Theorems 2.2(ii) and 2.3, by the similar proof to (i), we have that (ii) holds. 
The following example shows that there exists a PN space, but that (Š) fails, in which every strong λ-neighborhood
Nθ(λ) satisfies (Z1), and we can prove that it is normable by Theorem 2.4(i). Firstly we give the following:
Lemma 2.5. (See [5, Theorem 3.1(a)].) Let (V,‖ · ‖) be a normed space and let a > 1. If the d.f. G ∈ Δ+ is continuous
and strictly increasing, then (V,‖·‖,G,a) is a Menger PN space under the strict t-norm defined for all x, y ∈ [0,+∞]
by
TG(x, y) := G
({[
G−1(x)
]1/(1−a) + [G−1(y)]1/(1−a)}1−a),
where the G−1 is the inverse of the function G.
Example 2.3. Let G : R → [0,1] be defined by G( x|p| ) := xx+|p| (p ∈ R, p = 0), and υ : R → Δ+ be defined by
υ0 = ε0 and
υp(x) := G
(
x
|p|3
)
, p = 0.
Then
(i) (R, υ, τT , τT ∗) is a Menger PN space under the strict t-norm T defined for all s, t ∈ [0,1]2 by
T (s, t) := G
([√
1 − s
s
+
√
1 − t
t
]−2)
.
(ii) (R, υ, τT , τT ∗) is TV PN space but that (Š) fails.
(iii) For λ ∈ ]0, 12 [, every strong λ-neighborhood Nθ(λ) is topologically bounded and satisfies the condition (Z1) in
PN space (R, υ, τT , τT ∗).
(iv) (R, υ, τT , τT ∗) is normable.
(i) In view of the definition of G, we easily know that for x ∈ [0,1] G−1(x) = x1−x . So we have that for a = 3 and
x, y ∈ [0,1]2
G
({[
G−1(x)
]1/(1−a) + [G−1(y)]1/(1−a)}1−a)= G([
√
1 − x
x
+
√
1 − y
y
]−2)
,
i.e., for x, y ∈ [0,1]2, T (x, y) = TG(x, y). From Definition 1.7, we have that (R, υ, τT , τT ∗) is 3-simple space gener-
ated by (R,‖ · ‖) and by G. From Lemma 2.5, we have that (R, υ, τT , τT ∗) is Menger PN space.
(ii) If {λn} ⊂ R+ satisfies limn→+∞(λn) = 0, then for all x ∈ R+ and p = 0
lim
n→+∞υλnp(x) = limn→+∞G
(
x
|λnp|3
)
= lim
n→+∞
x
x + |λnp|3 → 1,
i.e., limn→+∞ υλnp → ε0. In view of Lemma 2.2, we have that (R, υ, τT , τT ∗) is TV PN space.
For a = 0,1,
υap(x) = G
(
x
|ap|3
)
= x
x + |ap|3 =
x
x + |a|3|p|3
and
υp
(
x
|a|
)
= G
( x
|a|
|p|3
)
=
x
|a|
x + |p|3 =
x
x + |a||p|3 .|a|
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(iii) Let λ ∈ ]0, 12 [ be given and suppose
N̂θ (λ) =
{
q ∈ R;υq(λ) 1 − λ
}
.
Suppose any sequence {pn} ⊂ N̂θ (λ), then
υpn(λ) = G
(
λ
|pn|3
)
= λ
λ+ |pn|3  1 − λ.
So we have that |pn| ( λ21−λ )
1
3
. Thus {pn} has a classical convergent subsequence {pnk } in R. Therefore we have that
{pnk } is convergent to p ∈ R, i.e., pnk − p → 0 with nk → ∞, and p satisfies |p| ( λ
2
1−λ )
1
3
. Hence for any x > 0,
υpnk−p(x) = G
(
x
|pnk − p|3
)
= x
x + |pnk − p|3
→ 1 with nk → +∞
and
υp(λ) = G
(
λ
|p|3
)
= λ
λ+ |p|3  1 − λ,
i.e., the sequence {pn} in N̂θ (λ) has a convergent subsequence {pnk } convergent to an element p ∈ N̂θ (λ). From
Definition 1.3, we know that N̂θ (λ) is D-compact. In view of Lemma 2.3, we have that N̂θ (λ) is topologically bounded
and hence Nθ(λ) is topologically bounded.
Now we show that in the above PN space (R, υ, τT , τT ∗), every strong λ-neighborhood Nθ(λ) satisfies condi-
tion (Z1) for λ ∈ ]0, 12 [.
In fact, let λ ∈ ]0, 12 [ be given, if Nθ(λ) does not satisfy the condition (Z1), i.e., υp(λ) > 1 − λ, but υap(aλ) 
1 − aλ for a ∈ ]0,1[. Then
υp(λ) = G
(
λ
|p|3
)
= λ
λ+ |p|3 > 1 − λ implies |p|
3 <
λ2
1 − λ
and
υap(aλ) = G
(
aλ
|ap|3
)
= aλ
aλ+ |ap|3  1 − aλ implies |p|
3  λ
2
a(1 − aλ) .
Because when a ∈ ]0,1[,
λ2
a(1 − aλ) 
λ2
1 − λ ⇔ λ
1
1 + a .
From a ∈ ]0,1[, we know that 11+a > 12 . Thus for λ ∈ ]0, 12 [, we have that
|p|3  λ
2
a(1 − aλ) 
λ2
1 − λ > |p|
3.
This leads a contradiction, and hence every strong λ-neighborhood Nθ(λ) satisfies condition (Z1) for λ ∈ ]0, 12 [.(iv) In view of (ii), (iii) and Theorem 2.4(i), we know that (R, υ, τT , τT ∗) is normable.
Remark 2.3. Because the TV PN space (R, υ, τT , τT ∗) of Example 2.3 is not ˘Serstnev space, Theorem 6 of [4] do not
tell us whether (R, υ, τT , τT ∗) is normable. Applying our Theorem 2.4, we can obtain that it is normable.
Now we will give a PN space, but that (Š) fails, in which there exist strong λ-neighborhoods Nθ(λ) satisfying (Z2).
Firstly we give the following:
Lemma 2.6. (See [4, Theorem 9].) Let (V ,‖ ·‖) a normed space and let T be a continuous t-norm. Let f : [0,+∞[ →
[0,1] be a right-continuous nonincreasing function, and satisfying the following two properties:
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(b) f (‖p + q‖) T (f (‖p‖), f (‖q‖)) for every p,q ∈ V .
If υ : V → Δ+ is given by
υp(x) =
{0, x  0,
f (‖p‖), x ∈ ]0,+∞[,
1, x = +∞,
for every p ∈ V, then (V ,υ, τT , τT ∗) is a Menger PN space satisfying the following properties:
(F1) (V ,υ, τT , τT ∗) is a TV space;
(F2) (V ,υ, τT , τT ∗) is normable;
(F3) if p ∈ V and t > 0, then the strong neighborhood Np(t) in (V ,υ, τT , τT ∗) is not D-bounded, but Np(t) is
topologically bounded whenever Np(t) = V ;
(F4) (V ,υ, τT , τT ∗) is not a Šerstnev space.
Example 2.4. Let (V ,‖ · ‖) be a normed space. If υ : V → Δ+ is given by
υp(x) =
{0, x  0,
exp(−‖p‖2), x ∈ ]0,+∞[,
1, x = +∞,
for every p ∈ V. Let Nθ(λ) be strong λ-neighborhood Nθ(λ) of (V ,υ, τπ , τπ∗). Then
(i) (V ,υ, τπ , τπ∗) is a Menger PN space satisfying the properties (F1)–(F4).
(ii) Let λ1 = 1 − e− 12 , then for all λ ∈ ]0, λ1], Nθ(λ) satisfy (Z2).
(i) Suppose T = π and f (x) = exp(−x2) in Lemma 2.6, we have that the hypotheses of Example 2.4 satisfy all
the hypotheses of Lemma 2.6. Therefore (V ,υ, τπ , τπ∗) is a Menger PN space satisfying the properties (F1)–(F4),
i.e., (i) holds.
(ii) If for all a ∈ ]0,1[, υp(λ) > 1 − λ implies υap(aλ) > 1 − aβ0(a,λ)λ, then Nθ(λ) satisfies (Z2).
From
υp(λ) = e−‖p‖2 > 1 − λ ⇔ ‖p‖2 < − ln(1 − λ)
and
υap(aλ) = e−‖ap‖2 > 1 − a
β0(a,λ)
λ ⇔ ‖ap‖2 < − ln
(
1 − 2aλ
1 + √1 − 4a(1 − a)λ
)
,
we easily know that If for a ∈ ]0,1[,
−a2 ln(1 − λ) < − ln
(
1 − 2aλ
1 + √1 − 4a(1 − a)λ
)
, (2.6)
then Nθ(λ) satisfies (Z2).
It is not difficult to know that (2.6) holds if and only if the following (2.7) holds
(1 − λ)a2 > 1 − 2aλ
1 + √1 − 4a(1 − a)λ ∀a ∈ ]0,1[. (2.7)
Thus (2.7) implies that Nθ(λ) satisfies (Z2).
Now we prove that (2.7) holds. Firstly we consider that the following (2.8) holds,
(1 − λ)a2 > 1 − λa ∀a ∈ ]0,1[. (2.8)
In fact, let g(a) = (1 − λ)a2 − (1 − λa). From g(a)′ = 2a ln(1 − λ)(1 − λ)a2 + λ, we have
g(a)′′ = 4a2[ln(1 − λ)]2(1 − λ)a2 + 2 ln(1 − λ)(1 − λ)a2
= 2 ln(1 − λ)(1 − λ)a2(1 + 2a2 ln(1 − λ)).
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1 + 2a2 ln(1 − λ) 1 + 2a2 ln(1 − λ1)
= 1 + ln(1 − λ1)2a2
= 1 + ln(e)−a2
= 1 − a2 > 0.
Thus g(a)′′ < 0, i.e., g(a) is convex function for a ∈ ]0,1[. It is easy to verify that g(0) = 0 and g(1) = 0. Therefore
for a ∈ ]0,1[, g(a) > 0, i.e., (2.8) holds.
Because for all a ∈ ]0,1[
(1 − λa)−
(
1 − 2aλ
1 + √1 − 4a(1 − a)λ
)
= 2aλ
1 + √1 − 4a(1 − a)λ − λa
= λa
(
2
1 + √1 − 4a(1 − a)λ − 1
)
= λa
(
1 − √1 − 4a(1 − a)λ
1 + √1 − 4a(1 − a)λ
)
> 0,
i.e.,
1 − λa > 1 − 2aλ
1 + √1 − 4a(1 − a)λ ∀a ∈ ]0,1[. (2.9)
In view of (2.8) and (2.9), we have that (2.7) holds. Therefore for λ ∈ ]0, λ1] Nθ(λ) satisfies (Z2).
Remark 2.4. In view of Examples 2.4(ii), 2.4(i), (F3) and Theorem 2.4(ii), we have that PN space (V ,υ, τπ , τπ∗) is
normable, which is consistent with (F2) of Theorem 9 of [4].
Theorem 2.6. Let (V, υ ,τ ,τ ∗) be a finite dimensional PN space,where τ ∗ is Archimedean, υp = ε∞, and υ(V) ⊆ D+
and D+ is invariant under τ , for every p ∈ V on the real field (R, υ ′, τ ′, τ ′∗), where υ ′ has the LG-property:
(i) Suppose τ  τW . If there is a strong λ-neighborhood Nθ(λ) is D-bounded and satisfies (Z1) for some λ ∈ ]0,1[.
Then (V, υ, τ, τ ∗) is nomable.
(ii) Suppose τ  τπ . If there is a strong λ-neighborhood Nθ(λ) is D-bounded and satisfies (Z2) for some λ ∈ ]0,1[.
Then (V, υ, τ, τ ∗) is nomable.
Proof. Since τ ∗ is Archimedean, by Remark 2.2, we know that the PN space (V, υ, τ, τ ∗) is a TV PN space.
(i) Let Nθ(λ) satisfy the supposition of Theorem 2.6(i). By Theorem 2.1, we have that Nθ(λ) is topologically
bounded. From Theorem 2.4(i), we have that (V, υ, τ, τ ∗) is nomable.
(ii) In view of Theorems 2.1 and 2.4(ii), by the similar to proof of (i), we know that (ii) holds. 
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